Almost all the worldwide and nationwide companies utilize advertising to increase their sales volume and profit. These companies pay millions of dollars to reach consumers and announce their products or services. This forces companies to evaluate advertising effects and check whether ads meet companys strategies. They need to evaluate the ads not only after announcement, but also before advertising, i.e. they can be one step ahead by predicting the future advertising awareness through artificial intelligence tools such as fuzzy systems and neural networks. In this study, we propose to use adaptive neuro-fuzzy inference system (ANFIS) and artificial neural network (ANN) to analyze advertising decision making. ANFIS creates fuzzy rules and trains the neural network using given input data. This training ability of ANFIS and ANN leads to predicting the advertising awareness outputs. Here, we investigate three advertising awareness outputs, namely, top of mind, share of voice, and spontaneous awareness. In order to achieve the valid predictions, data are randomly divided into training data with 70 percent, validation data with 15 percent, and testing data with remained 15 percent of data. The correlation between actual data and predictions are calculated to check the accuracy of the predicted outputs.
Introduction
Advertising originates in the history of ancient civilizations such as Romans' paintings on the walls to announce gladiator fights, and sales announcements in Greece during golden age 1 . Today, companies exploit modern tools like social media to announce their activities and promote their products or services. Advertising nowadays covers a wide range of contents, from persuading people to purchase business products to educational messages and informing about healthcare services. The advent of internet and subsequently the emergence of social media has revolutionized the advertising formation. Searching for targeted audiences everywhere, companies form the structure of ads more psychologically professional and more tempting than predecessors. On the other hand, huge markets and vast advertising audiences encourage companies to expense hundreds of million dollars to advertise their brand in different media and stick their brand image in people's mind. The huge costs of advertising and subsequent financial transactions represent the crucial role of advertising planning in today's marketing management.
Lee and Johnson 2 state that, in order for advertising planning, the advertising managers should review the marketing strategies to comprehend the company's intentions, and then understand the role of advertising in the marketing mix. Advertisers should also perceive the current situation of the company, target market(s), short-and long-term marketing objectives, decisions on products' life cycle, marketing mix, and their position in the market. This leads to clearly determining the advertising objectives of the company, and identify the precision and measurability of advertising. Therefore, advertiser would be able to evaluate advertising success at the end of the advertising campaign, and assess whether the advertising objectives would be met or not. Since advertising and then evaluation of advertising can be a time consuming and costly process, advertisers need to be one step ahead the trial and error, i.e. they should be able to predict the effect of a special advertising with particular advertising message. The prediction ability of artificial intelligence (AI) methods such as artificial neural networks (ANN) can suitably assist marketers to analyze the advertising success. These prediction methods are classified into two categories: linear and nonlinear 3 . The first one, linear forecasting methods, such as least squares analysis or correlation methods are useful, but sometimes fail to forecast nonlinear time series. However, nonlinear prediction models such as ANN, ANFIS, Bayesian model, support vector regression, etc. provide effective performance in non-linear situation, and can effectively support advertisers.
The prediction ability of AI methods such as fuzzy systems or ANN can properly support advertiser. Using non-linear data of brand image components and its effect on advertising, non-linear prediction models can estimate the effects of advertising on brand or product awareness. This can elucidate the invisible side of advertising awareness and empower decision makers to estimate the consequences of their decisions. In this study, in order to rightly deal with non-linear and chaotic data, we apply ANN as well as ANFIS, which is a well-known combination of fuzzy inference systems (FIS) and ANN. We propose to utilize these methods to evaluate the effects of advertising on brand image through measuring the advertising metrics namely, top of mind (TOM), share of voice (SOV), and spontaneous awareness (SA).
This paper is structured as follows: Section 2 provides the literature review. Section 3 devotes to the advertising, advertising awareness and the influence of advertising on the brand image. The history of advertising and customer relationship, as well as the relevant concepts of advertising evaluation are presented in this section. Section 4 provides the analysis of brand image effects on advertising awareness. In this section, the methodologies including fuzzy sets, fuzzy rules, ANN, ANFIS, and finally the proposed model will be described. Section 5 contains the application of the proposed model and details of the given data. Ultimately, Section 6 is devoted to the conclusion and suggested future works.
Literature review
The complexity and non-linearity of the given data set is the main trouble of the most of the real data and time series. In order to analyze these data sets, AI methods offer many advantages over conventional statistical analysis like regression 4 . Neural network (NN) is a well-known AI method in dealing with outliers as well as incomplete, non-linear, and noisy data 4 . This interaction ability of NN catches many researchers from different disciplines to apply this method 5 . Most of these studies have used ANFIS and ANN from water management 6 to prediction of brand awareness 9 .
Since marketing department of each company is in a direct relationships with customers, NN is suit-ably able to analyze the marketing studies through considering the intricate and large amount of customer insights to make proper predictions 4 . In this regard, Ho and Tsai 7 used a neuro-fuzzy model to estimate the value innovation and the effects of quality of new product development (NPD) process on NPD performance. They compared the results of neuro-fuzzy model and structural equation modeling (SEM), and found the superiority of neuro-fuzzy model on SEM, due to effective explanation of nonlinear relationships between NPD process quality and NPD performance. Karahoca and Karahoca 8 investigated the global service and mobile communication (GSM) for churn management using AN-FIS method. Using x-means and fuzzy C-Means, they primarily clustered the input data, and then applied ANFIS for prediction. Lin et al. 3 also developed a user interface as a geographic information system (GIS) to facilitate decision making process in telecommunication industry by comparing the performance of ANFIS, least squares analysis, logit analysis, and bass analysis.
Based on DeTienne and DeTienne's 4 claim that marketing studies can benefit from the ability of NNs to investigate customer preferences and customer satisfaction to make prediction. However NN is rarely applied to other applications of marketing such as advertising evaluation. For instance, Johansson and Niklasson 9 used AI to estimate the advertising awareness in Swedish automotive market. By using ANN, TOM and in mind (IM) factors were predicted to measure the effect of advertising on 9 well-known automotive brands in Sweden 9 . Later, Johansson et al. 10 employed NN and rule extraction to estimate TOM and IM of Swedish travel companies. But, to our knowledge, there are no more similar studies which employed ANFIS or ANN in advertising evaluation.
While AI methods are infrequently applied to marketing and advertising, they are frequently employed in other branches of management from stock market prediction to sales forecasting. By integrating ANN and fuzzy neural network, Kuo, Chen, and Hwang 11 developed a DSS for stock trading. Atsalakis and Valavanis 12 employed ANFIS to forecast short-term trends of Athens and New York stock markets. They chose Gaussian-2 shaped membership functions over bell-shaped Gaussian and triangular ones to fuzzify the system inputs, and found the lowest root mean square error. Esfahanipour and Aghamiri 13 applied neuro-fuzzy inference adopted on a Tagaki-Sugeno-Kang to predict stock price and tested on the Tehran Stock Exchange Index (TEPIX). They used fuzzy C-Mean clustering method to identify the number of fuzzy rules. Using ANFIS, Boyacioglu and Avci 14 predicted stock market return of Istanbul Stock Exchange (ISE). Ansari et al. 15 used ANFIS to predict NASDAQ stock market index. This neuro-fuzzy system implemented hybrid least-square method and the backpropagation gradient descent methods to train the FIS. Esfahanipour and Mardani 16 predicted Tehran stock exchange price index using multi-layer perceptron ANN and compared with ANFIS and fuzzy C-Means. Based on their prediction results, ANFIS outperformed ANN model with multi-layer perceptron. Svalina et al. 17 applied neuro-fuzzy inference system to predict Zagreb Stock Exchange Crobex index.
Kuo and Xue 18 and Kuo and Xue 19 implemented a decision support system (DSS) and employed fuzzy ANN and ANN to forecast sales volume. Using fuzzy Delphi method to collect the fuzzy inputs and outputs, fuzzy if-then rules, achieved from marketing experts, were trained and then integrated into the forecast from ANN. Kuo 20 proposed a fuzzy ANN model to train fuzzy if-then rules to forecast sales data. This system was initialized with generated weights by genetic algorithm. Afterwards, based on this integrated model, Kuo, Chen, and Hwang 21 developed a DSS for stock trading. Kuo, Wu, and Wang 11 , then, boosted the integrated ANN and fuzzy ANN system by adding fuzzy weight elimination. Ustundag 22 used three methods including fuzzy rule-based system, ANN, and ANFIS to predict product sales of the largest Turkish paint producer. Efendigil, Onut, and Kahraman 23 employed ANN and ANFIS to forecast demand of a multilevel supply chain. In this study, the results of AN-FIS were closer to the actual values than the results of ANN. Berneti 24 combined ANFIS and imperial competitive algorithm to forecast the produced oil of 31 wells in the northern Persian Gulf field of Iran. Dwivedi, Niranjan, and Sahu 25 also applied ANFIS and ANN to forecast the automobile sales, which resulted ANFIS outperformance.
These huge number of NN applications to solve management troubles represent the growing popularity of AI methods in managerial contexts. As you see in studies above, ANFIS or ANN or other estimation methods are not absolutely superior to each other. However, each of these methods outperform the other in different situations. On the other hand, as mentioned before, advertising is the cornerstone of marketing strategies which is difficult to be evaluated 26 . This demonstrates the significance and complexity of the elements of advertising evaluation, which can unveil non-linear relationships between the elements. Consequently, considering the abilities of AI methods such as fuzzy systems or NN in dealing with non-linear and complex data, these methods can provide practical and useful outcomes in advertising evaluation problems.
Brand image and advertising awareness
According to Kotler and Armstrong 1 , psychological theories enumerate four main factors which influence a person's purchase decision, namely motivation, perception, learning, and beliefs and attitudes. Motivation represents the need that sufficiently press the person to buy the product or service and satisfy the need. A motivated person perceives the process of selection, organizing, and interpreting information to form a meaningful picture of the world. This perception leads to changes in an individual's behavior and learn from experiences. Finally, the learning process terminates to create the last factor beliefs and attitudes.
Marketers consider these beliefs of people to supply their needed products or services 5 . They firstly create a brand which is a name, term, sign, symbol, or a combination of these elements to introduce the product or service 1 , and then develop an influential image of the brand that affects buying behavior. The beliefs and attitudes later shape the brand image in the mentality of consumers. According to Keller 27 , brand image is formed by a set of perceptual beliefs regarding a brand's attribute, benefit, and attitude associations, which are frequently seen as the basis for a general evaluation of the brand or attitude toward it 27 . Brand image is a holistic construct formed from a gestalt of all the brand associations related to the brand. Brand attitude, which is consumers' overall evaluation of the brand, is the other forming component of the brand image. However, brand attitude is conceptualized as just one of the various associations used in the formation of the brand image. In general, brand image is considered as a combination of brand associations, brand loyalty, brand awareness, perceived quality, and other brand assets 27, 28 . As represented in Figure 1 , the ultimate construct of this chain, brand equity, is defined as a behaviorally oriented construct influenced by a consumer's image and attitude of the behavior's object 28 .
Nowadays, almost all business companies use advertising to create brand awareness and/or product awareness, and promote their products. Kotler and Armstrong 1 states that advertising strategy includes (1) creating message and (2) selecting appropriate media. The first step, advertising message, refers to a communication way to consumers, which should get consumers to think about or react to the product or company in advertiser's determined way 1 . Secondly, selecting advertising media refers to determining reach, frequency, and impact of advertisement. The marketing department should make decision on the media type, media vehicles, and media timing. People react to the advertising only if they believe they will benefit from the presented product or service. The message of advertisement tends to plain, straightforward outlines of benefits and positioning points that the advertiser wants to stress 1 .
Advertising is often the largest single cost in marketing budget and companies are giving weight to advertising research 5 . Similar to Kotler and Armstrong's 1 advertising strategy, Lee and Johnson 2 described advertising research by dividing it into two categories: (1) message research and (2) media research. Message research concerns the effectiveness of advertising message in communicating to people, and addresses how well those messages influence people's behavior. However, media research analyzes the circulation of information in newspapers and magazines, and broadcast coverage of television and radio.
Measuring advertising effectiveness and the return on advertising investment has become a crucial subject for most companies which are challenging in the current competitive economic environment 5 . Considering advertising effectiveness, advertising researchers measure the changes of people's attitudes, awareness, copy points, emotional responses, and purchase choices. In order to develop an objective methods for advertising evaluation, marketers come to a conclusion on measuring the effects of advertising through (1) the sales and profit effects, and (2) the communication effects of advertising 1 .
The sales and profit effects of advertising can be regarded by comparing the post-advertising sales and profits with pre-advertising sales and profits. The drawback of this method is to find the appropriate measurement time before, and especially after advertising. On the other hand, the communication effects can be evaluated by observation of consumers' recall after running an advertising. Similar to the sales and profit effects measurement, the effects of pre-advertising and post-advertising communications will reveal the advertising awareness. This measurement requires the link between consumer, customer, and public to the marketer. The stream of information can identify and reveal marketing opportunities, which leads to generating appropriate marketing actions. Hence, although it is not easy to track the incremental sales or recall associated with advertising campaigns, marketers have developed a number of marketing metrics such as TOM, SOV, SA, and IM, which the first three ones are considered in this study.
TOM
TOM evaluates the advertising awareness, which represents the first brand that comes to mind when a respondent is asked an unprompted question about a category. TOM is measured as the percentage of respondents for whom a given brand is top of their mind 26 . Using TOM, marketers can evaluate the influence of the transmitted advertising, i.e. if an advertising successfully received to audiences, it should stick in top of their minds.
SOV
SOV is an advertising awareness metric which refers to the intensity of advertising for a particular brand compared with all other brands of a given market. It is generally measured in dollars, and can be calculated at a company level, brand level, or product level 26, 29 . Farris et al. 26 defines SOV as the amount of advertising of a company compared to that of its competitors, i.e. SOV quantifies the advertising presence that a specific brand exploits. The percentage of SOV is calculated as follows:
where BA is the budget of advertising and TMA is the total market advertising in dollars or the number of respondents. SOV displays the percentage of targeted people who are aware of the transmitted advertising 5 . The more successful and more impressive advertising, the more memorial advertising and the higher SOV.
SA
According to Maketing Research Association 30 , SA points out the remembrance of a brand name by a respondent. The percentage of people who mention a particular brand forms the SA of that brand. The difference between TOM and SA is that TOM concerns with the first brand mentioned by respondent, but SA regards the entire memorized brands, no matter the first or the last 5 .
Analysis of Brand Image Effect on Advertising Awareness
As mentioned before, the proposed model employs ANFIS and ANN. ANFIS is an integration of fuzzy inference systems (FIS) and neural networks (NN). FIS refers to a knowledge expression system which uses linguistic rules. NN is also a well-known datadriven training system. These methods naturally carry certain drawbacks that reduce their performances. However, according to Abraham 31 , FIS and ANN are complementary methods that their combination can resolve the drawbacks pertaining to them. The term neuro-fuzzy denotes to applying the NN to fuzzy inference systems 32 . From the viewpoint of FIS, learning ability of NN is an advantage, and accordingly, from the viewpoint of ANN, the formation of linguistic rules will be another advantage 31 . These terms are briefly introduced in the following part and then the proposed model will be given.
FIS
Maybe the most powerful form of conveying information is natural language during reasoning or problem solving 33 . This led Zadeh 34 to defining a linguistic variable as a variable which values are words or sentences in a natural or artificial language. Linguistic variables facilitate the expression of human reasoning and extract the latent knowledge of experts. According to Negnevisky 35 , knowledge is "a theoretical or practical understanding of a subject or a domain". Although it is difficult to represent the knowledge of experts in the form of algorithms, artificial intelligence provides various ways to represent knowledge 35 . Perhaps the most common way to express human knowledge is to form it into if-then fuzzy rules. The fuzzy level of understanding and describing an FIS is expressed in the form of a set of restrictions on the output based on certain conditions of the input. Conjunctions or disjunctions like "and", "or", and/or "else" are the restrictions of rules that connect different linguistic expressions to create more complex premise. Conjunctive system of rules like y = y 1 and y 2 and ... and y r which is defined by the membership function (MF) is as follows:
Disjunctive system of rules like y = y 1 or y 2 or ... or y r which is defined by MFs is as follows:
These rules or complex rules by conjunction or disjunction of them form the rule base of an FIS. This rule base will be used by NN to make learning process.
NN
A NN is an attempt of modeling human cognitive system to overcome the restrictions of traditional computers. NN has been mainly applied to prediction, clustering, classification, and alerting to abnormal patterns 40 . NNs can identify patterns between the dependent and independent variables in datasets. This pattern recognition as well as optimization of large-scale problems are the principal strengths of ANNs 4, 36 . The advantages of NNs are its effective interaction with data discontinuities, outliers, missing data and nonlinear transformations. However, NN is notorious for its complex computations. The other main disadvantage of NN is the restriction of the number of hidden neurons which hinders the function of NN.
NN is typically composed of three major layers including input layer, hidden layer, and output layer, which each has several highly interconnected computational units called neurons or nodes. In a prediction application of NN, the number of independent variables determines the number of input nodes, and the number of output nodes is specified by predicted variables. According to some studies, the number of hidden layer nodes can be up to (1) 2n + 1 (where n is the number of nodes in the input layer), (2) 75% of the number of input nodes, or (3) 50% of the number of input and output nodes 23, 37, 38, 39 . 
where x represents the input signals and w represents the synaptic weights of neuron k. y k is the output signal of the neuron, and j is the activation function (AF). u k is the linear combiner output and θ k denotes the threshold 40 .
Function ϕ in the Eq. (5) is the AF which limits the neuron's output to a range, usually between 0 and 1, or -1 and 1. It can be either linear or nonlinear. Linear AF allows a multi-layer network to be represented as a single-layer network, and nonlinear AF transfers information between layers in ways that allow new modeling capabilities 4 . Following sigmoid or logistic function is the most popular AF for back-propagation NN.
In back-propagation NN, the errors resulting from the comparison of the actual and target output values are propagated backward through the network, and the weight values are adjusted to minimize error. The training process will stop when all patterns are classified correctly and selected a range of accuracy. This is called over-fitting or overtraining. The objective function of NN is the minimization of squared error as follows:
where y k is the output of NN and t k is the desired output.
Adaptive Neuro-Fuzzy Inference System
Among neuro-fuzzy studies, Wang 42 proposed the singleton type neuro-fuzzy model in which an analytical expression is obtained for the output of the system versus the inputs are implemented by a NN 23 . As mentioned before, the main feature of this model is that the number of input membership functions (fuzzy sets) is equal to the number of rules providing ease in implementation. Palit and Babuska 43 later modified Wang's 42 model to Takagi-Sugeno (TS) type of neuro-fuzzy model. This TS model has been called adaptive network-based fuzzy inference system or briefly ANFIS, which has been broadly established in time-series predictions and system identification.
ANFIS 44 implements a Takagi-Sugeno FIS and has a five layered architecture as shown in Figure  3 . The first hidden layer is for fuzzification of the input variables and T-norm operators are deployed in the second hidden layer to compute the rule antecedent part. The third hidden layer normalizes the rule strengths followed by the fourth hidden layer where the consequent parameters of the rule are determined. Output layer computes the overall input as the summation of all incoming signals. ANFIS uses back-propagation learning to determine premise parameters (to learn the parameters related to membership functions) and least mean square estimation to determine the consequent parameters. architecture. The first layer receives the input MFs (fuzzy sets). The quantity of inputs is equal to the number of rules 23 . After fuzzification of the rules by the first layer, the second layer deploys the Tnorm operators to calculate the rule antecedent part. The third layer normalizes the rule strengths, and the fourth layer determines the consequent parameters of the rule. Finally, the output layer computes the overall input as the summation of all incoming signals. ANFIS applies back-propagation to learn the parameters related to membership functions (premise parameters), and uses least mean square estimation to determine the consequent parameters 31 .
As a neuro-fuzzy system, ANFIS has obviously two components: (1) FIS and (2) ANN. The inference system create the fuzzy rules and then ANN trains the rules to find the optimal output. The FIS constructs an input-output mapping based on human knowledge in the form of fuzzy if-then rules with appropriate membership functions and stipulated input-output data pairs 23 with two inputs x and y, and one output z.
• Rule I: If x is A 1 and y is B 1 , then z = f 1 
where A i and B i are the fuzzy sets, f i is the output set within the fuzzy region specified by the fuzzy rule p i and q i and r i are the design parameters that are determined during the training process.
ANFIS then applies an NN to determine the shape of membership functions and extract rule. The mathematical process of the five layers of ANFIS are described as follows: Layer 1. Every node i in this layer is a square node with a node function.
where x denotes the input to node i, and A i is the linguistic label like small, large, etc. O i is the membership function of A i and it specifies the degree to which the given x satisfies the quantifier A i . The membership function can be triangular, trapezoidal, bell-shaped, Gaussian, etc.
where a i , b i , c i is the parameter set of the bellshaped membership function.
Layer 2. Every node in this layer is a circle node labeled ∏ which multiplies the incoming signals and sends the product out. For instance,
Each node output represents the firing strength of a rule.
Layer 3. Every node in this layer calculates the ratio of the i th rule's firing strength to the sum of all rules' firing strengths:
The output of this layer is called normalized firing strengths.
Layer 4. Every node i in this layer is a square node with a node function
where p i , q i , r i is the parameter set which are referred to as consequent parameters.
Layer 5. The single node of this layer calculates the overall output as a summation of all incoming signals as follows:
In ANFIS structure, the premise and consequent parameters should be noted as important factors for the learning algorithm in which each parameter is utilized to calculate the output data of the training data. The premise part of a rule defines a subspace, while the consequent part specifies the output within this fuzzy subspace 45 .
Given the values of premise parameters, the overall output can be expressed as linear combinations of the consequent parameters. According to Jang 45 , the output of ANFIS can be as below:
Using fuzzy if-then rules and Eq. (15)
The Proposed Model
The steps of the proposed model are given in the following:
Step 1. Enter the brand image variables as inputs and an advertising awareness metric as output variable.
If too many input variables are given, principle component analysis (PCA) can be used to reduce the size of the problem.
Step 2. Determine input and output data and split data to training, validation, and testing datasets.
Step 3. Make prediction.
The learning process will be conducted epoch by epoch and should be stopped when the error of training dataset sticks in a minimum.
Step 3.1. Prediction using ANN.
Step 3.1.1. Find the optimal architecture of NN using training and validation datasets, and determine the weights of hidden layers.
Step 3.1.2. Optimize the weights of hidden layer through back-propagation.
Step 3.1.3. Use activation function and sum up the output to predict the advertising awareness metric.
Step 3.2. Prediction using ANFIS.
Step 3.2.1. Form the fuzzy rule base using brand image inputs and advertising awareness output variables such that Rule I) If brand reputation is A 1 and advertising cost is B 1 ,
Step 3.2.2. Determine the parameters P i , Q i , R i and calculate the antecedent and consequent of rules.
Step 3.2.3. Optimize the parameters and find the optimal brand image inputs and advertising awareness output.
Step 3.2.4. Defuzzify the rules by aggregating the advertising awareness output and predict the advertising awareness output.
Step 4. Compare the error of actual data and predictions of ANN and ANFIS.
As shown in Figure 4 , the flowchart of the proposed model depicts the steps of the proposed model, and illustrate the stream of data and the calculations to find the final prediction of the output variable. 
Application
The proposed model applies ANFIS and ANN to evaluate the effect of brand image on advertising awareness data of fifteen prominent Turkish companies from different sectors. In order to analyze the data of homogenous brands together, given companies are classified into two groups: companies which produce fast moving consumer goods (FMCG), and on the other side, non-FMCG producers. We will check if this classification makes any contribution in prediction of brand image effects on advertising awareness.
In future parts, "all data" refers to the data of all brands which are pooled and analyzed together. "FMCG data" means the pooled data of 7 FMCG brands, and the data of remained 8 brands are called "non-FMCG data". And as mentioned in Section 3, we consider TOM, SOV, and SA as the advertising awareness metrics, and predict their values.
Data Description
The dataset includes the results of a field study on advertising awareness, which is gathered by questionnaire during 21 months, from January 2014 to September 2015. The questionnaire covers 30 questions about the components of brand image and advertising awareness.
The questions extract people's awareness on the advertising of fifteen reputable Turkish brands. Here, we cannot mention these brands because of the confidentiality of their advertising information. In addition to 30 input variables, gross rating point (GRP), which is the advertising costs of each company, is also considered as the 31 th input variable. These variables are determined as inputs of ANFIS method; however, since running of ANFIS with 31 input variables is almost impossible and requires a high-performance supercomputer, we employed PCA for dimension reduction. We firstly excluded GRP and then applied PCA to the remained 30 input variables, which its results are presented in Tables 1 and 2 .
As shown in Table 1 , KMO measure of sampling adequacy is 0.979 which is greater than 0.900, so the sample size is marvelous. Since Bartlett's test of sphericity is 0.000, which is less than 0.005, null hypothesis is rejected and the correlation matrix of variables is not an identity matrix. This means there would be correlations between the variables. As represented in Table 2 , two components reach eigenvalues greater than 1.000, and they can explain more than 80 percent of total variance, which is a very good result. Finally, PCA reduced the number of variables to 2, factor1 and factor2. Using these two components along with GRP as the inputs of the proposed model, we separately predicted TOM, SOV, and SA variables as outputs of the proposed model.
ANFIS Architecture
Given data is divided into training, validation, and testing datasets with 70, 15, and 15 percent division ratios which is the default of the neural network toolbox of MATLAB 46 , and frequently used division ratios 47 .
Running ANFIS by above-mentioned input and output variables, we calculated the least validation errors and found the most appropriate fuzzy MF and the number of MFs in each fuzzy envelope. Here, the fuzzy MFs include triangularshaped-built-in MF, trapezoidal-shaped-built-in MF, generalized bell-shaped built-in MF, and Gaussian curve built-in MF, with 3, 5, and 7 MFs. To obtain Tables 3, 4 , and 5, data are devided into training, validation, and testing sets, and the errors of ANFIS predictions are represented for all, FMCG, and non-FMCG datasets, respectively.
As shown in Table 3 , considering all data, the minimum errors of validation data are 0.0483, 0.0405, and 0.0214 for TOM, SOV, and SA, respectively. And, all of them are trapezoidal MF with 3 functions. As shown in Table 4 , the minimum validation errors of ANFIS using FMCG dataset are 0.0414, 0.0377, and 0.0194 for TOM, SOV, and SA, respectively. Accordingly, TOM will be predicted by trapezoidal MF, SOV with triangular, and SA will be predicted by a Gaussian MF. All of these MFs should use 3 functions. Similarly, based on the Table  5 , using non-FMCG dataset, the minimum validation errors of TOM, SOV, and SA are 0.0345, 0.0317 and 0.0250, respectively. As a result, TOM and SA should be predicted by trapezoidal MFs and SOV with triangular MF, all with 3 functions.
The summary of the results of Tables 3, 4 , and 5 is presented in Table 6 . This table represents the appropriate type of fuzzy MFs and the number of them for each output. As written in Table 6 , in order to predict TOM using all data, the input variables should be trapezoidal MFs with 3 functions, which is shown in Figure 6 . Figures 6a, 6b, and 6c depict these function for factor1, factor2, and GRP, respectively. As mentioned before, there are three trapezoidal MFs in each fuzzy envelope, which stand for Low, Medium, and High linguistic variables. For example, in Figure 6c , the left and right functions graph low and high GRP, and the middle function show the medium GRP. 
ANN Architecture
In order to determine the structure of ANN and find the optimal parameters of NN, we applied training dataset to find the weights of hidden layer. Using these hidden layer weights, the minimum mean square error (MSE) between actual and ANN prediction are computed by validation dataset. Firstly, ANN method is applied to find MSE of TOM, SOV, and SA. Using all data, FMCG, and non-FMCG data, the minimum MSEs are presented in Tables  A.1 
, A.2, and A.3, respectively (See Appendix A).
To run the ANN model, different AF for output layer and hidden layer, learning rates, and numbers of hidden neurons are tried, and their corresponding MSEs are recorded. Ultimately, minimum MSEs specify the best architecture and the optimal parameters of ANN for each output variable.
The results of Tables A.1, A.2, and A.3 are summarized in Table 7 . 
ANFIS vs. ANN
In order to compare ANFIS and ANN, a testing dataset should be used and the prediction results of the methods should be checked. As shown in Figures 7a, 7b , and 7c, actual data, ANFIS and ANN predictions of TOM, SOV, and SA are respectively depicted. According to Table 8 , the correlation values of all data predictions, ANN provides better results than ANFIS in all the three metrics. These values also indicate that the predictions of TOM are more accurate than SOV and SA. Using FMCG data, the graph of actual data, AN-FIS and ANN predictions of TOM, SOV, and SA are displayed in Figures 8a, 8b , and 8c, respectively. As represented in Table 8 , the correlations between actual and the predictions of ANN are much more than ANFIS predictions. Similar to all data predictions, TOM predictions has less errors and are more accurate than SOV and SA. As you can see in Figure 8b and 8c and the correlation values of FMCG predictions in Table 8 , ANFIS provides very good prediction for TOM; however, the prediction of SOV and SA are not acceptable.
The prediction of ANFIS and ANN, and actual data of TOM, SOV, and SA using non-FMCG data are presented in Figures 9a, 9b, and 9c , respectively. The correlation values of ANFIS and ANN predictions reveal that ANN predictions and actual data are highly correlated, i.e. ANN provides better prediction than ANFIS. Unlike all and FMCG estimations, the predicted SOV using non-FMCG data represents better prediction of SOV, followed by SA and TOM. Due to lack of enough data of each company, we considered pooled data, namely all, FMCG, and non-FMCG to run ANFIS and ANN methods. However, we used each company's data severally, and we found inaccurate prediction. So that each company's prediction is not displayed here.
In order to compare the prediction ability of AN-FIS and ANN by graphs, the testing dataset and the predicted values of ANFIS and ANN using all, FMCG and non-FMCG data are depicted in Figures  7, 8, and 9 , respectively. In these figures, actual data, FMCG, and non-FMCG data are plotted by bold black, green dashed, and red dot dashed lines, respectively. To reach a fair comparison, we applied the most appropriate architecture of both ANFIS and ANN, and considered similar parameters for running ANFIS and ANN, i.e. the epochs and the percentage of testing data were the same in both methods.
As you can see in Figures 7, 8 , and 9, in most of the cases, the red lines are closer to the bold black lines than the green lines, and in some cases green lines are detoured and become distant from the actual data. These outlier predictions of ANFIS also appeared in the structuring of ANFIS network in Section 5.2 (See Tables 3, 4 , and 5). The reason of this detour cannot be clearly explained, but it can be related to the functioning of NN as a black box 23 . These figures illustrate our previous findings regarding the superiority of ANN to ANFIS in predicting the brand image and advertising awareness data. 
Conclusion
The proposed model applies adaptive neuro-fuzzy inference system and artificial neural network to evaluate the effect of brand image on advertising awareness. To investigate the advertising or brand awareness of 15 prominent Turkish brands, a field study was conducted and people were asked to resp- ond a questionnaire. There were 30 questions whichformed the components of brand image and brand awareness, as well as three marketing metrics including TOM, SOV, and SA. Since running AN-FIS and/or ANN with 30 variables is almost impossible, we used a dimension reduction method to reduce the number of input variables. Applying PCA for 30 given variables, two principle components are obtained. These two components plus GRP variable formed the input variables of ANFIS and ANN. And TOM, SOV, and SA are considered as the output variables of these methods.
To make the right prediction, given data is randomly split to three sets including training, validation, and testing datasets. The learning of training dataset leads to determining the weights of ANFIS and ANN and form the architecture of ANFIS and ANN, separately. Based on these networks, validation dataset will be applied and the least error between ANFIS and ANN predictions with actual data shows the optimal ANFIS and/or ANN structure. Finally, a testing dataset will be utilized to compare the prediction of ANFIS and ANN.
According to these correlations of actual data and predicted data, ANN provide more accurate predictions than ANFIS. Using all data, TOM data were perfectly correlated with the actual TOM values. The correlation of SOV and SA were smaller than TOM's, but their predictions were highly correlated with the corresponding actual data as well. By analyzing the homogeneous companies and classifying them into FMCG and non-FMCG, the pooled data became consistent with each other, in some cases the errors of their predictions were less than all data. Using FMCG data, we estimated TOM, SOV, and SA separately. In both prediction methods, the correlations between given data and predictions revealed that TOM was the best predicted variable, followed by SOV and SA. In non-FMCG data, although ANN predictions and actual data are highly correlated, ANFIS presents weak predictions of all advertising awareness metrics. Among ANN predictions, SOV achieve the best prediction of output variables, followed by SA and TOM, respectively.
As future works, brand image components of other product categories such as durable goods or any other unknown data can be considered and prediction methods can be applied to estimate advertising awareness metrics. The prediction results can be investigated using other AI tools such as support vector machine, or recently developed deep learning methods like deep NN. Researchers can apply AI methods to other branches of management.
Appendix A
The minimum MSEs of ANN using all, FMCG, and non-FMCG data are presented in Tables A.1,  A. 2, and A.3, respectively. 
