In the present paper we extend the out-of-kilter method for the ordinary minimum-cost flow problem to the submodular flow problem considered by Edmonds and Giles. From the algorithmic point of view, there is no essential difference between a submodular flow problem described by a submodular function on a crossing family and one described by a submodular function on a distributive lattice, if we are given any feasible flow. We clarify the aspects of the relevant polyhedron and of its representation as a system of linear inequalities in the submodular flow problem. The problem of finding a feasible flow is also discussed.
Introduction
Edmonds and Giles [4] considered a minimum-cost flow problem in a capacitated network with submodular constraints.
The problem is called a submodular flow problem [23] . The submodular flow problem includes as special cases an ordinary minimum-cost flow problem [5] , a polymatroid intersection problem [3] , a minimum directed cut covering problem [16] etc. (see [4] ). A related problem, called an independent flow problem, was considered by the author [8] and solution algorithms were proposed.
A slight generalization of the independent flow problem is equivalent to the submodular flow problem (see [9] ). The submodular flow problem is originally defined in terms of a submodular function on a crossing family. (The definition of terms, such as submodular function on a crossing family etc., will be given in Section 2.) The submodular flow model has a wide range of applicability because of the generality of submodular functions on crossing families.
It is, however, shown in [9] that for any submodular flow problem the polyhedron composed of the feasible flows coincides with the one composed of feasible flows of a submodular flow problem defined in terms of a submodular function on a distributive lattice.
In the present paper we extend the out-of-kilter method for the ordinary minimum-cost flow problem [5] to the submodular flow problem. From the algorithmic point of view, assuming a certain oracle, there is no essential difference between a submodular flow problem described by a submodular function on a crossing family and one described by a submodular function on a distributive lattice, if we are given any initial feasible flow. The only difference is, however, that the problem of find- ing a feasible flow becomes a little more difficult when dealing with a submodular function on a crossing family. (See [6] and [7] ; [6] contains an error at this point.) This will be discussed in Section 6.
Algorithms for the submodular flow problem were proposed by Frank [6] , Zimmermann
[23], Cunningham and Frank [2] , and Barahona and Cunningham [l] . (Also see algorithms for related problems by Fujishige [8] , Hassin [12] , Lawler and Martel [14] , Tomizawa
[21], and Zimmermann [22] .) The algorithm proposed by Cunningham and Frank [2] employs the technique of scaling the coefficients of the cost function due to Rock [17] and its computational complexity is polynomially bounded, assuming a certain oracle.
The suhmodular flow problem
Let G = (V, A) be a directed graph with a vertex set V and an arc set A. For each arc a E A, a +a and a -a denote, respectively, the initial and the terminal end-vertices (or the tail and the head) of a. For each vertex UE I/ we also define ~+u=(+EA, Suppose that we are given (1) a graph G=(V,A), The submodular flow problem for the network Jy is formulated as follows [4] . For the submodular function f on the crossing family a, define a polyhedron The polyhedron B(f) in (2.12) is called the basepolyhedron associated with the submodular system (U;f) on V [lo] . Base polyhedra associated with submodular systems have combinatorially nice properties similar to polymatroid base polyhedra. It should be noted that we do not need explicit expressions of p(X) (XE W) in terms off in the following argument.
Instead, we only utilize the fact that B(f) is the base polyhedron associated with a submodular system. w : I/+ R, let w1 < w2 < ... < wk be the distinct
base with respect to w if and only if for each
The above lemma is an immediate generalization of a characterization of a minimum-weight base of a polymatroid [3] to that of a submodular system (also see [ll, Corollary 3.31). Now, an optimality condition for submodular flows is given by the following theorem.
Theorem 3.2. Let I$ * be a feasible flow in Jv= (G = (V, A), c, C, f, r), and suppose that we are given a function p : V-* R. Define rP : A + R by r,(a)=r(a)+p(a+a)-p(Xa) (aEA). (3.5)
Furthermore, suppose that for each a E A we have It should be emphasized here that the characterization of an optimal flow in Theorem 3.2 is independent of how the base polyhedron Bu) (= B(f)) is represented by a system of linear inequalities.
An auxiliary network
In this section we define an auxiliary network which plays a central role in the solution algorithm.
Before defining the auxiliary network, we need the concepts of dependence function and exchange capacity introduced in [8] . Let b be a base in Bu). Then, for any u E V, we define dep(b, u) E V by
Here, for any u E V, x,, is a unit vector in R " such that
x,(u')= ; because of (2.12) and the submodularity of f Consequently, dep(b, u) E 77 Moreover, for any U'E P', we define (4.4) where, if b + d(xu -x,0 E Bdf^) for all dr 0, then we define c"(b, u, u') = + 03. We call F(b, u, u') the exchange capacity from u to u' associated with b. (4.4) can also be expressed, in terms off, as
We can easily show that E(b, u, u') #O if and only if U'E dep(b, u). It should be noted that (4.5) is valid if we replacef^by f (the submodular function on the crossing family 021 such that Bcf) = B(a)).
We assume an oracle for exchange capacities, or we assume that the exchange capacity c"(b, u, u') is easily computed for each b E B(f) and vertices u, U'E V.
It should be noted that (4.1) and (4.4) depend only on the (base) polyhedron B(Q) but not on its representation by a system of linear inequalities. The next lemma concerning the dependence function will be used in Section 5. @, b, p) . Here, G, is a graph with the vertex set V and the arc set A, given by Any vertex (or arc) having the zero kilter number is said to be in kilter, and any vertex (or arc) not in kilter is out of kilter. If all vertices and arcs are in kilter, then the present flow @ is an optimal flow in Jv, due to Theorem 3.2. When there are out-of-kilter vertices and/or arcs, we change @, b and p so that each kilter number does not increase and at least one of them decreases. This is a natural extension of the so-called out-of-kilter method for ordinary minimum-cost flows [5] . Making use of the auxiliary network defined in the preceding section, an out-ofkilter method for the submodular flow problem is described as follows. (Throughout the algorithm, cr denotes the ordered triple of current 0, b, p.)
Step 0. Choose any @ : A + R, p : I/+ R, and b E II@') such that b is a minimumweight base of Bv) with respect to the weight p.
[Decreasing kilter numbers K,(u) for o E V]
Step 1. While SJ#0, do the following (i) and (ii): 
(a'P)-&#J(J'P), &$(KP) -b(KP)}, (5.3)
where a'P and a-P are the initial and the terminal vertices of path P, respectively. (ii-a) Let W be the set of vertices in JV, which can be reached by going along directed paths from S: in Jv,, and define belongs to the characteristic cone (or the recession cone) ( [20] , [18] ) of the polyhedron of the feasible flows (see Lemma 5.1). Moreover, the objective function (2.6) strictly increases in the direction of &J.
H,={ala~A, r,(a)>O, g(a)<@(a), a~d_W},
Throughout the algorithm, b remains a minimum-weight base of B(f) with respect to the weight p due to Lemmas 3.1 and 4.1. After going to Step 2, we have &#J = b throughout
Step 2. We thus have an optimal flow @J when we finish Step 2, unless the algorithm terminates at (11-a-2) or (11-b-2). To estimate the required running time, let us suppose the integrality of c, i;, f^ (or B(f)), and initial @ and b.
Note that each of the kilter numbers K,(o) (u E V) and K,(a) (a~,4) does not increase while performing the algorithm. Each time we carry out (i) of
Step 1 or (II-a) of Step 2, at least one kilter number decreases by not less than 1. Also, each time we carry out (ii) of Step 1 or (II-b) of Step 2 and the algorithm does not terminate there, one of the nonzero kilter numbers K,(a) (QEA) vanishes or the set W becomes larger because of (5.9) and (5.10). Therefore,
(ii) or
Step 1 and (II-b) of Step 2 are performed consecutively at most 1 V/ times without making any nonzero kilter numbers vanish, respectively.
Let K* be the total sum of (integral) kilter numbers K,(u) (u E V) and K,(a) (LIEA) given by (5.1) and (5.2) for the initial @ and 6. Then, we see from the above argument that flow @ is changed in (i) of Step 1 and (II-a) of Step 2 at most K* times in all, and function p is changed at most 1 VI times between two successive flow changings without making any nonzero kilter numbers vanish. (This argument almost parallels those in [5] and [13] about the out-of-kilter method for ordinary minimum-cost flows.) The proposed method is suitable for the sensitivity analysis or for updating optimal submodular flows, since we can start with any non-feasible flows. If we start the algorithm with a feasible flow @ in Jy and adopt the lexicographic-ordering technique developed by Schdnsleben If we are concerned with the dual problem of (2.6)-(2.8), an optimal dual solution can be constructed by using the function p finally obtained by the out-of-kilter method.
Optimal dual variables for inequalities (2.7) are determined, based on (3.5)-(3.7) in Theorem 3.2. Optimal dual variables for inequalities (2.8) are given by optimal dual variables of the minimum-weight base problem, with respect to the weight functionp, for the base polyhedron expressed by (2.10) (cf. Lemma 3.1). See [2] and [6] for the detail. method presented in the preceding section. As noted in Section 1, some difficulty arises when we deal with the submodular function f on the crossing family %s 2 ". If we are given the submodular function 1 on the distributive lattice V, we can easily find a base in B@) (= B(j)) by the so-called greedy algorithm ( [3] , [I I], [15] ). However, given the submodular function f on the crossing family 'J%, it seems to be more difficult to find a base in B(f) and the greedy algorithm does not work. together with (6.12). Consequently, we see from (2.10), (6.1), (6.2), (6.9), (6.12) and (6.13) that b E P(f)flP(g) is equivalent to b EB(~). It follows that the problem of finding a base b in B(f) is equivalent to that of finding a common vector b in P(f) (= W)) and P(g) (=P($)).
For each x E P(f), y E P(g) and u E I', the saturation capacities ~&, u) and e1 (JJ, satisfy a, E P(f) and al E P(g). Consequently, if we suppose oracles for the saturation capacities &0(x, u) and ?,(y, u) (XE P(f), y E P(g), u E V) in (6.14) and (6.15), then by the greedy algorithm starting from aoEP(J') and a, eP(g), we can easily obtain bases &EB(_?) and br eB(g). If &(I')<0 or 6,( V)>O, then we see that B(f)=0. Now, the problem is reduced to find a common base b in BCf) and B(g), given bases b, E Bdf) and b, E B(g) with b,(V) = b, (V) = 0. This is an ordinary common base problem, so that we can apply any existing algorithms for polymatroid intersection (e.g. [8] , [14] , [19] ).
For the sake of completeness we furnish a solution algorithm for the common base problem. Given bases b, E B(f) and bi E B(g) and denoting p = (be, b,), define an auxiliary network SJB = (Gp = ( V,Ap), Ti, Ti, cp) as follows. Gp is the underlying graph with the vertex set I/ and the arc set AD given by Afl=Aj$J& (6.17) (6.18) (6.19) where dep, and dep, are the dependence functions associated with B(j) and B(g), respectively.
cfi : Ap + R is the capacity function defined by (End of the algorithm)
If we adopt the lexicographic ordering, introduced by Schonsleben [19] and Lawler and Martel [14] , for selecting a path P from among the multiple candidates in Step (b), then the cycle of (a)-(c) is repeated at most j VI3 times.
