Let ∆ n be the ball |X| < 1 in the complex vector space C n , let f : ∆ n → C n be a complex holomorphic mapping and for a positive integer M , let f M be the M -th iteration of f . If the origin 0 is an isolated fixed point of both f and f M , then for each factor m of M, 0 is again an isolated fixed point of f m and the fixed point index µ f m (0) of f m at 0 is well defined, and so is the (local) Dold's index
where the notation m|M means that m divides M (exactly). Then by the Möbius Inversion Formula (see [8] ) we have where q is a regular value of f such that |q| is small enough and # denotes the cardinality. π f (p) is well defined (see [9] or [15] for the detail).
If q is an isolated fixed point of f, then q is an isolated zero of the mapping
which puts each x ∈ U into x − f (x), and then the fixed point index of f at q is well defined by µ f (q) = π I−f (q). If q is a fixed point of f such that I − f is regular at q, say, the Jacobian matrix Df (q) of f at q has no eigenvalue 1, q is called a simple fixed point of f. A simple fixed point of a holomorphic mapping has index 1 by the inverse mapping theorem.
The zero order defined here is, in fact, the Brouwer (topological) degree, when f is regarded as a smooth (continuous) mapping of real variables, and the fixed point index defined here is, in fact, the local Lefschetz fixed point index when f is regarded as a continuous mapping of real variables. See the Appendix section for the details.
1.3. The local Dold's index for holomorphic mappings. Let ∆ n be the ball |X| < 1 in C n and let f : ∆ n → C n be a holomorphic mapping. If the origin 0 is a fixed point of f, then for any positive integer m, the m-th iteration f m is well defined in a neighborhood V m of 0. If for a positive integer M, the origin 0 is an isolated fixed point of both f and f M , then for each factor m of M, 0 is an isolated fixed point of f m as well and the fixed point index µ f m (0) of f m at 0 is well defined. Therefore, we can define the (local) Dold's index [6] similar to (1.2): The importance of this number is that it can be interpreted to be the number of periodic points of f of period M overlapped at 0 : any holomorphic mapping f 1 sufficiently close to f has exactly P M (f, 0) mutually distinct periodic points of period M near 0, provided that all fixed points of f M 1 near 0 are simple (see Corollary 2.1 and Lemma 2.4). This give rise to a natural problem:
What is the condition under which P M (f, 0) = 0? By Corollary 2.5, this is equivalent to ask Problem 1.2. What is the condition under which there exists a sequence of holomorphic mappings f j : ∆ n → C n such that
(1) f j uniformly converges to f in a neighborhood of 0, and (2) each f j has a periodic point X j with period M converging to the origin as j → ∞?
By the arguments of M. Shub and D. Sullivan in [12] , a necessary condition such that P M (f, 0) = 0 is that the linear part of f at 0 has a periodic point of period M (see Lemma 2.6 and its consequence Lemma 2.7 (i).) The term "linear part" indicates the linear mapping X −→ Df (0)X, where Df (0) is the Jacobian matrix of f at 0.
The goal of this paper is to prove that this condition is sufficient as well:
Theorem 1.1. Let M be a positive integer and let f : ∆ n → C n be a complex holomorphic mapping such that the origin 0 is an isolated fixed point of both f and f M . Then A complex number λ is called a primitive m-th root of unity if λ m = 1 but λ j = 1 for j = 1, 2, . . . , m − 1. Simple examples show that the sufficiency in Theorem 1.1 fails when the mapping f is not holomorphic. A linear mapping that has periodic points of periods n 1 , . . . , n k must have periodic points of period [n 1, . . . , n k ]. From this fact and Theorem 1.1, we can conclude that if a holomorphic mapping has periodic points of periods n 1 , . . . , n k overlapped at a fixed point, then this mapping has periodic points of period [n 1 , . . . , n k ] overlapped at that fixed point, say precisely, we have the following result. Corollary 1.2. Let f : ∆ n → C n be a complex holomorphic mapping such that the origin 0 is an isolated fixed point of f, f n1 , . . . , f n k , where n 1 , . . . , n k are positive integers. If P nj (f, 0) > 0, j = 1, . . . , k, then P [n1,...,n k ] (f, 0) > 0, provided that 0 is an isolated fixed point of f [n1,...,n k ] . Now, let M ∈ N\{1} (N is the set of all positive integers) and let f : ∆ n → C n be a holomorphic mapping such that 0 is an isolated fixed point of both f and f M and Df (0) satisfies Condition 1.1. We will make some remarks on the inequality (1.4).
When n = 1, (1.4) is known. In this case, Df (0) is a primitive M -th root of 1, and then µ f j (0) = 1 for j = 1, . . . , M − 1. Therefore, (1.3) becomes
and then (1.4) becomes
Since (Df M )(0) = (Df (0)) M = 1, 0 is a zero of the one variable holomorphic function x − f M (x) with a zero order at least 2, and then (1.5) holds. In fact, in this case µ f M (0) = kM + 1 for some positive integer k (see [10] ). When n = 2, (1.4) follows from a result obtained by Zhang [15] : the sequence in Problem 1.2 exists when Df (0) satisfies Condition 1.1. For n = 2, Condition 1.1 implies that either (i) Df (0) has an eigenvalue λ that is a primitive M -th root of unity, or (ii) the two eigenvalues of Df (0) are primitive m 1 -th and m 2 -th roots of unity, respectively, and M = [m 1 , m 2 ] > max{m 1 , m 2 }.
The inequality (1.4) is easy to see in the first case (i): it can be dealt with as the above one dimensional case by a small perturbation. In the second case (ii), (1.4) is equivalent to
In fact, in the case (ii), m 1 ∤ m 2 , m 2 ∤ m 1 , and then 0 is a simple fixed point of f with µ f (0) = P 1 (f, 0) = 1 and by Lemma 2.5, each periodic point of the linear part of f at 0 has period 1, m 1 , m 2 or M = [m 1 , m 2 ]. Therefore, by Shub and Sullivan's work (see Lemma 2.6 and its consequence Lemma 2.7) we have
µ f m 2 (0) = P m2 (f, 0) + 1, and then we have
and the equivalence of (1.4) and (1.6) follows.
The inequality (1.6) is obtained by Zhang [15] , which is the key ingredient in [15] for solving Problem 1.2 for n = 2. When n > 2, the perturbation method used to prove inequalities such as (1.5) and (1.6) no longer works. So we have to establish other method for general cases. Sections 2-5 are organized for this purpose. In Section 3, we will compute Dold's indices for mappings in a special case. Then, in Sections 4 and 5, we will show that general cases can be converted into the special case treated in Section 3, by small perturbations and normal form method.
Some properties of fixed point indices of holomorphic mappings
In this section we introduce some known results about fixed point indices of iterated holomorphic mappings.
Let U be an open and bounded subset of C n and let f : U → C n be a holomorphic mapping. If the fixed point set Fix(f ) of f is a compact subset of U , then it is finite. This is because Fix(f ) is an analytic subset of U and any compact analytic subset is finite (see [4] ). In this case, we can define the global fixed point index L(f ) of f as:
This number is just the number of fixed points of f , counted with indices. It is, in fact, the Lefschetz fixed point index of f defined in a domain. For M ∈ N (the set of all positive integers), if Fix(f M ) is still a compact subset of U , then for each m dividing M, Fix(f m ) is a finite set in U and f m is well defined in a neighborhood of Fix(f m ), and then L(f m ) is well defined. Therefore, we can define the global Dold's index [6] as (1.2) :
Let m ∈ N and let f : U → C n be a holomorphic mapping. It is clear that, for any compact set K ⊂ U with ∪ m j=1 f j (K) ⊂ U , there is a neighborhood V ⊂ U of K, such that for any holomorphic mapping g : U → C n sufficiently close to f, the iterations g j , j = 1, . . . , m, are well defined on V and
It is well known that in the space of holomorphic mappings from U to C n , the C 0 uniform convergence implies the C r uniform convergence for any r ∈ N (see Theorem 1.9, [11] , p. 10). We will use these facts frequently and tacitly.
The following result follows from Rouché's theorem for equidimensional holomorphic mappings directly. Lemma 2.1 ([9]). (1) Let V be an open and bounded subset of C n and let f : V → C n be a holomorphic mapping such that f has no fixed point on the boundary ∂V. Then f has only finitely many fixed points in V and any holomorphic mapping f 1 : V → C n sufficiently close to f on ∂V has finitely many fixed points in V and satisfies
say, the number of fixed points of f 1 located in V, counted with indices, equals to that of f .
(2) In particular, if 0 is the unique fixed point of f in V , then for any holomorphic mapping g : V → C n sufficiently close to f on ∂V, g has finitely many fixed points in V, satisfies
and if in addition all fixed points of g are simple,
Corollary 2.1. Let m be a positive integer and let f : ∆ n → C n be a holomorphic mapping such that f m has no fixed point on ∂∆ n . Then for any holomorphic mapping g : ∆ n → C n sufficiently close to f on ∂∆ n , both g and g m has finitely many fixed points in ∆ n and
). Let f : ∆ n → C n be a holomorphic mapping with an isolated fixed point at p ∈ ∆ n . Then
and the equality holds if and only if 1 is not an eigenvalue of Df (p). Proof. By the assumption and Lemma 2.
Let g be any holomorphic mapping defined on V and sufficiently close to f, then g is well defined on
and by Lemma 2.1 (2),
By Lemma 2.2, µ f M (p) ≥ 1, and then the above equation implies that g M has a fixed point q in N. By (2.1), q is a periodic point of g with period M.
A fixed point p of f is called hyperbolic if Df (p) has no eigenvalue of absolute 1. If p is a hyperbolic fixed point of f, then it is a hyperbolic fixed point of all iterations f j , j ∈ N. By the inverse mapping theorem, every simple or hyperbolic fixed point of a complex holomorphic mapping has index 1. Lemma 2.3. Let M be a positive integer, let V be an open subset of ∆ n and let f : ∆ n → C n be a holomorphic mapping such that f M is well defined in V and has no fixed point on ∂V . Then for any positive number ε > 0, there exists a holomorphic mapping f ε : ∆ n → C n such that
and all the fixed points of f M ε located in V are hyperbolic. A proof of this result follows from the argument in [2] . Another proof can be found in [16] , which is proceeded by perturbing the linear parts of fixed points of f m in V for each m with m|M . This is possible because f m has only finitely many fixed points in V for each m dividing M (by Lemma 2.1) and a hyperbolic fixed or a hyperbolic periodic point remains hyperbolic after small perturbations. Corollary 2.3. Let f : ∆ n → C n be a holomorphic mapping and let m > 1 be a positive integer. If 0 is an isolated fixed point of both f and f m , then
Proof. By the assumption there exists a ball B ⊂ ∆ n centered at the origin 0 such that
Fix
where Fix B (·) denotes the set of fixed points in B of the mapping "·". By Lemmas 2.1 (2) and 2.3, there exists a holomorphic mapping G : B→ C n sufficiently close to f such that all fixed points of G and G m in B are hyperbolic and
Lemma 2.4. Let M be a positive integer and let f : ∆ n → C n be a holomorphic mapping such that f M has no fixed point on ∂∆ n and each fixed point of f M is simple. Then,
Proof. This was proved in [7] . In fact, by the inverse mapping theorem, each fixed point of f m with m|M has index 1, and then for each m, L(f m ) is the cardinality of the fixed point set of f m and then (i) follows from (1.1) and (ii) follows from (1.2) (see also [6, p. 421-422] ). Proof. Assume that f M has no fixed point on ∂∆ n . Then by Corollary 2.1 and Lemma 2.3 there exists a sequence g j : ∆ n → C n of holomorphic mappings uniformly converging to f , such that
and all fixed points of g M j are hyperbolic for each j. Therefore, by Lemma 2.4 (ii),
If P M (f ) > 0, then by Lemma 2.4 (ii), each g j has a periodic point of period M. This proves the necessity.
To prove the sufficiency, assume that the sequence f j exists. Then by Corollary 2.1, for sufficiently large j, f M j has finitely many fixed points in ∆ n , and
By Corollary 2.2, any holomorphic mapping sufficiently close to f j has a periodic point of period M , and then by Lemma 2.3 we may make g j sufficiently close to f j for each sufficiently large j so that g j has a periodic point of period M and all the fixed points of g M j are still hyperbolic. Thus by Lemma 2.4 (ii) and (2.2) we have P M (f ) = P M (g j ) > 0. This completes the proof of the sufficiency. Corollary 2.5. Let M be a positive integer and let f : ∆ n → C n be a holomorphic mapping. If 0 is the unique fixed point of both f and f M in ∆ n , then P M (f, 0) ≥ 0, and the following three conditions are equivalent.
(a).
There exists a sequence of holomorphic mappings f j : ∆ n → C n uniformly converging to f such that each f j has a periodic point p j of period M with p j → 0 as j → ∞.
(c). There exists a sequence of holomorphic mappings f j : ∆ n → C n uniformly converging to f such that
Proof. Since 0 is the unique fixed point of both f and f M in ∆ n , P M (f, 0) = P M (f ) by the definition, and then the equivalence of (a), (b) and (c) follows from the previous corollary directly. This result is due to M. Shub and D. Sullivan [12] . It is also proved in [16] .
Corollary 2.6. Let m > 1 be a positive integer and let f : ∆ n → C n be a holomorphic mapping such that the origin 0 ∈ ∆ n is an isolated fixed point of both f and f m . Assume that the linear part of f at 0 has no periodic point of period m. Then, there exist numbers δ > 0 and η > 0, such that for any holomorphic mapping G : ∆ n → C n with max X∈∆ n |f (X) − G(X)| < η, G has no periodic point of period m in the ball |X| < δ in C n .
Proof. This was proved in [3] and [15] for C 1 mappings. Here we give a much simpler proof. If the linear part of f at 0 has no periodic point of period m, then by Lemma 2.5, there exists a factor m * of m such that m * < m and that each eigenvalue λ of Df (0) with λ m = 1 satisfies λ m * = 1. Then for d = m/m * and for any eigenvalue η of Df m * (0), either η = 1 or η d = 1. Therefore, by the above lemma, µ f m * (0) = µ (f m * ) d 1 (0), for any factor d 1 of d, and then
If the conclusion of the corollary fails, then there exists a sequence f j of holomorphic mappings uniformly converging to f in a neighborhood of 0 such that f j has a periodic point x j with period m converging to 0, and then f m * j uniformly converges to f m * in a neighborhood of 0 and x j is a periodic point of f m * j with period d, and then by Corollary 2.5 we have
This is a contradiction, and the proof is complete. Here m|M means that m divides M. By Lemma 2.4 we have L(g M ) = m|M P m (g).
Therefore, by (2.3), (2.4) and (i) we have
This completes the proof.
The following result is well known. In this section, we will apply Cronin's theorem to compute Dold's indices (at the origin) of the holomorphic mapping f = (f 1 , . . . , f n ) : ∆ n → C n given by
associated with the following five conditions. The goal of this section is to prove the following proposition. Proposition 3.1. For any t-tuple (i 1 , . . . , i t ) of positive integers with 1 ≤ i 1 < · · · < i t ≤ s, 0 is an isolated fixed point of f mi 1 ...mi t and the following two formulae hold. To show this, we first introduce two known results and prove Lemma 3.2.
Lemma 3.1 ([9]). Let h 1 and h 2 be holomorphic mappings from ∆ n into C n . If 0 is an isolated zero of both h 1 and h 2 , then the zero order of h 1 • h 2 at 0 equals to the product of the zero orders of h 1 and h 2 at 0, say, π h1•h2 (0) = π h1 (0)π h2 (0).
Theorem 3.1 (Cronin [5] ). Let P = (P 1 , . . . , P n ) : ∆ n → C n be a holomorphic mapping given by
where each P k,j is a homogeneous polynomial of degree k in z 1 , z 2 , . . . , z n . If 0 is an isolated solution of the system of the n equations P mj ,j (z 1 , . . . , z n ) = 0, j = 1, . . . , n, then 0 is an isolated zero of the mapping P with order π P (0) = m 1 m 2 . . . m n . n ) also has the form (3.1), together with Conditions 3.3-3.5, say precisely, the components of f k is given by Proof. It suffices to prove that for j = 1, . . . , s, (3.4) holds and o (k) j satisfies Condition 3.4. We will prove this inductively. For k = 1, the conclusion is trivial. Assume that the conclusion holds for k = l. Then,
where the condition λ mi i = 1 is used for i = 1, . . . , s, and
After a careful computation it is easy to see that the last two parts of the expression of o Proof of Proposition 3.1. We first prove (3.2) for each t-tuple (i 1 , i 2 , . . . , i t ) with (3.5) (i 1 , i 2 , . . . , i t ) = (1, 2, . . . , t), t ≤ s. ), we have is a power series in z 1 , . . . , z n such that each term has degree > M + M mj for j = 1, . . . , s, and R (M) r is a power series in z 1 , . . . , z n without constant and linear terms for r = s + 1, . . . , n. Therefore, putting (g 1 , . . . , g n ), by (3.7) we have (1 + m j ).
This implies (3.2) for the t-tuples (i 1 , . . . , i t ) satisfying (3.5). By Lemma 2.8, (3.2) holds for any t-tuple (i 1 , . . . , i t ) with 1 ≤ i 1 < · · · < i t ≤ s. Then P mi (f, 0) = m i , and then (3.3) holds for t = 1 (note that by Condition 3.1, 0 is a simple fixed point of f and so P 1 (f, 0) = µ f (0) = 1). Assume that (3.3) holds for all t-tuples (i 1 , . . . , i t ) with 1 ≤ i 1 < · · · < i t ≤ s and t ≤ l < s. Then by (3.2) and (3.9), we have for any (l + 1)-tuple (i 1 , . . . , i l+1 ) with 1 ≤ i 1 < · · · < i l+1 ≤ s that
Normal forms and perturbations
In this section we will combine the normal form method and perturbation method to improve Proposition 3.1, say, to prove the following Proposition, in which Condition 3.1 is weakened to be (B) and Conditions 3.2-3.5 are removed. Then
The ideal to prove this Proposition is to convert the problem into the easier problem considered in Section 3. We will do this by two steps. The first step is to use the normal form method, Proposition 3.1 and some results in Section 2 to prove Lemma 4.3, which a special version of Proposition 4.1. The second step is to use Lemma 4.3, Lemma 4.4 and some results in Section 2 to complete the proof of Proposition 4.1.
The following lemma is known as a basic result in the theory of normal forms (see [1] , p. 84-85).
Lemma 4.1. Let f : ∆ n → C n be a holomorphic mapping putting (y 1 , . . . , y n ) into f (y 1 , . . . , y n ) such that f (0) = 0 and Df (0) = (λ 1 , . . . , λ n ) is a diagonal matrix. Then for any positive integer r, there exists a polynomial transform (y 1 , . . . , y n ) = H(x 1, . . . , x n ) = (x 1 , . . . , x n ) + higher terms of coordinates in a neighborhood of the origins such that each component g j of g = H −1 • f • H = (g 1 , . . . , g n ) has a power series expansion
. . x in n + higher terms, j = 1, . . . , n, in a neighborhood of the origin, in which each i 1 , . . . , i n are nonnegative integers and c j i1...in = 0 if λ j = λ i1 1 . . . λ in n . where each p k is a positive integer with p k < m k . If for j ≤ s (4.1) holds, then putting n j = i j − 1 and putting n k = i k for each k ≤ s with k = j, we assert that p 1 n 1 m 1 + · · · + p s n s m s is an integer, and then for each subscript t with 1 ≤ t ≤ s we have
Thus, m t divides n t , by the assumption in Condition 3.1 that all m 1 , . . . , m s are mutually distinct primes. This completes the proof.
Corollary 4.1. Let f : ∆ n → C n be a holomorphic mapping putting (y 1 , . . . , y n ) into f (y 1 , . . . , y n ) with f (0) = 0 and assume that the following three conditions hold.
(A). Df (0) = (λ 1 , . . . λ s , µ s+1 , . . . , µ n ) is a diagonal matrix; (B). λ 1 , . . . , λ s satisfies Condition 3.1; (C). For any n-tuple (i 1 , . . . , i s , i s+1 . . . , i n ) of nonnative integers
. . . µ in n = λ j for j ≤ s. Then, there exists a polynomial transform (4.3) (y 1 , . . . , y n ) = H(x 1, . . . , x n ) = (x 1 , . . . , x n ) + higher terms of coordinates near the origins such that g = H −1 • f • H = (g 1 , . . . , g n ) has the form
where each b ji is a complex number, each o j satisfies Condition 3.4 and each R r satisfies Condition 3.5.
Proof. By condition (A) and Lemma 4.1, there exists a polynomial transform H of the form (4.3), such that g = H −1 • f • H = (g 1 , . . . , g n ) has the expression g j (x 1 , . . . , x n ) = λ j x j + (m1...ms) 2
for j = 1, . . . , s, and g r (x 1 , . . . , x n ) = µ r x r + R r , r = s + 1, . . . , n,
where each o ′ j is a power series consisting of terms of degree > (m 1 . . . m s ) 2 , each R r satisfies Condition 3.5, and
. . . µ in n = λ j only if i s+1 = · · · = i n = 0 for each j ≤ s, and by condition (B) and Lemma 4.2, λ i1 1 . . . λ is s = λ j only if m j |(i j − 1) and m k |i k for each k ≤ s with k = j. Therefore,
is in fact a polynomial in x m1 1 , . . . , x ms s , for each j ≤ s. This completes the proof. Proof. It is clear that for any ε > 0, there exist complex numbers µ s+1 , . . . , µ n such that
and (λ 1 , . . . , λ s , µ s+1 , . . . , µ n ) satisfies the condition (C) of Corollary 4.1 (Note that the set of (n − s)-tuples (µ s+1 , . . . , µ n ) so that condition (C) invalid is a subset of C n−s with 2(n − s)-Lebesgue measure zero). Then µ s+1 , . . . , µ n satisfy Condition 3.2. Let f ε (z 1 , . . . , z n ) be the mapping obtained from f (z 1 , . . . , z n ) by just replacing the linear part of f with (λ 1 z 1 , . . . , λ s z s , µ s+1 z s+1 , . . . µ n z n ), say, f ε (z 1 , . . . , z n ) − f (z 1 , . . . , z n ) = (0, . . . , 0, (µ s+1 − λ s+1 ) z s+1 , . . . (µ n − λ n ) z n ).
Then f ε satisfies all conditions of Corollary 4.1, and then there exists a polynomial transform (z 1 , . . . , z n ) = H ε (x 1 , . . . , x n ) = (x 1 , . . . , x n ) + higher terms . . . , g n ) has the expression Then there exist factors M * and M * * of M , mutually distinct primes n 1 , . . . , n s , positive integers r 1 , . . . , r s , n ′ 1 . . . . , n ′ s , such that for each j ≤ s, n rj j is a factor of m j but is not a factor of any m k with k = j, n rj+1 j is not a factor of m j , Proof. By the assumption, it is obvious that there exist mutually distinct primes n 1 , . . . , n s and positive integers r 1 , . . . , r s such that, for each j ≤ s, n rj j is a factor of m j but n rj j is not a factor of any m k with k = j, and n rj +1 j is not a factor of m j . Then, n r1 1 . . . n rs s is a factor of M, and then there exist positive integers M * and M * * so that (4.9) is fulfilled. It remains to show (4.8).
For each j ≤ s, there exists a positive integer m * j such that m j = n rj j m * j , (n j , m * m ) = 1.
Since 0 is an isolated fixed point of both F and F M , there exists a ball B 1 ⊂ B centered at 0 such that 0 is the unique fixed point of F, F M * and F M located in B 1 , say,
It is clear by (4.8), that λ M * 1 , . . . , λ M * s are primitive n 1 -th, . . . , n s -th roots of unity, respectively, and by (4.14) with period n r1 1 . . . n rs s , and then p j is a periodic point of F j of period L j = l i n r1 1 . . . n rs s , where l j is a positive integer dividing M * * . By taking subsequence, we may assume that all l j equal to a fixed positive integer l, say, for each j, p j is a periodic point of F j of period L with This completes the proof.
Proof of Theorem 1.1
Proof of Theorem 1.1. By shrinking ∆ n , we may assume without loss of generality that f is defined on ∆ n . If Thus it follows from Lemma 2.1, by modifying the linear part of f slightly, we can construct a sequence of holomorphic mappings f j : ∆ n → C n converging to f uniformly, such that for each j, 0 is an isolated fixed point of both f j and f M j , Df j (0) can be diagonalized and λ 1 , . . . , λ s are still eigenvalues of Df j (0). This is possible because λ 1 , . . . , λ s are mutually distinct.
Thus, there exists a sequence of invertible linear transforms H j such that Hence by Corollaries 2.5 we have P M (f, 0) > 0. This completes the proof of sufficiency.
Appendix
Let U be an open subset of the real vector space R n containing the origin 0, g : U → R n a continuous mapping with an isolated fixed point at 0 and let B be an open ball in U centered at 0 with B ⊂ U such that g has no other fixed point in B\{0}. Then the local Lefschetz fixed point index µ g (0) of g at 0 is defined to be the topology degree of the mapping X → X − g(X) |X − g(X)| from the (n − 1)-sphere ∂B into the unit (n − 1)-sphere in R n . When in addition g is a C 1 mapping then µ g (0) = X∈B,X−g(X)=q sgn det(I − Dg(X)),
where q ∈ R n is a regular value (of the mapping X −→ X −g(X)) that is sufficiently close to the origin 0, I is the n × n unit matrix and Dg(X) is the differential of g at 0, which is identified with the Jacobian matrix (see [9] , [12] ).
If for a positive integer M, the origin 0 is an isolated fixed point of both g and g M , then the local Dold's index
is well defined.
If the fixed point set of g M is a compact set in U, then one can find a mapping f sufficiently close to g so that f M has only finitely many fixed points in U and then one can define the Dold's index
When f is sufficiently close to g, this number is well defined. This number is studied by several authors (see [6] , [7] , [13] and [14] .) The importance of the number P M (g) is that, when P M (g, 0) = 0, any continuous mapping g 1 : U → R n sufficiently close to g has periodic points near 0 with period M when M is odd, and period M or M/2 when M is even, provided that each fixed point of g M 1 near 0 is of index +1 or −1 (see [7] ).
When g is a holomorphic mapping from U ⊂ C n → C n , the above definitions for µ g (p), P M (g, p) and P M (g) agree with the definitions in Sections 1 and 2 (see [7] and [9] ).
