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Abstract
Increasing penetration of non-synchronous generators (e.g. wind) would result
in drastic reduction of the system (effective) inertia in future especially, during the
low demand condition. Moreover, the possibility of larger and more frequent in-
feed losses is likely to cause unacceptably large variations in grid frequency and its
rate-of-change (RoCoF). Restricting RoCoF within acceptable limits will be critical
to avoid triggering of mains protection relays based on RoCoF which could lead to
cascading outages and threaten system security. Rapid response from loads could
be crucial in such situations to ensure secure operation of the system.
Flexibility in certain types of loads could be exploited to provide fast and control-
lable power reserve if the supply voltage/frequency is controlled using the existing
power electronic interfaces (e.g. motor drives) or additional ones like recently pro-
posed ‘Electric Spring’ (ES). This thesis investigates the availability of fast short-
term power reserve from such controllable loads and shows their effectiveness in
collectively contributing to inertial and/or primary frequency control.
The proportion of different types of voltage-dependent loads varies depending
on the time of the day. It is, therefore, important to determine the available reserve
from such loads over the time horizon. The thesis proposes an online estimation
method which can be used by the system operators to estimate available reserve in
real time and schedule other forms of reserves accordingly.
For practical implementation of ES in future distribution networks, it is im-
portant to investigate the operation of multiple such devices and their interaction
with the change in network parameters. This thesis has developed both the time-
and frequency-domain models to study the control loop dynamics of ES in order to
mitigate any adverse interaction.
7

Acknowledgement
First of all, I would like to thank my supervisors Dr Balarko Chaudhuri, Prof.
Shu Hui and Prof. Goran Strbac for their continuous support and guidance. I am
grateful to them for providing me with this opportunity and having patience and
confidence on me throughout my PhD studies. I would also like to acknowledge
their invaluable comments and suggestions from time to time.
I would like to acknowledge the financial support provided to me by the Engin-
eering and Physical Science Research Council, UK under Autonomic Power Systems
grant EP/I031650/1 to carry out this research activity.
I would take this opportunity to thank all my colleagues like Ankur, Alexan-
dre, Alberto, Debashis, Marc, Martina, Thiago and many others for their help and
support and providing a wonderful and enjoyable working environment.
My good friend and colleague, Papiya, deserves special mention for the countless
hours of stimulating technical discussions and instilling faith and belief in me. My
friend from India, Satadruta, also deserves mention for her help and support.
Finally, I owe my biggest gratitude to my parents and family members. Without
their loving care and constant encouragement, I would not have been able to achieve
this.
9

Dedicated to
my parents
11

Contents
Abstract 7
Acknowlegdements 9
Contents 13
List of Tables 18
List of Figures 20
List of Abbreviations 27
Glossaries 28
1 Introduction 30
1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . 30
1.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.2.1 State of the art in Demand Response . . . . . . . . . . . . . . 33
1.2.2 Demand Response Through Point-of-Load Voltage Control . . 35
1.2.3 Electric Spring . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.2.4 Stability Analysis of Distribution Networks . . . . . . . . . . . 40
1.2.5 Reserve Estimation Through Load Disaggregation . . . . . . . 41
1.3 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.4 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
13
CONTENTS
1.5 Contributions of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 45
1.6 List of publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2 Smart Loads 47
2.1 Static Smart Load (SSL) . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.1.1 Series Converter . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.1.2 Series-Parallel Converter . . . . . . . . . . . . . . . . . . . . . 51
2.2 Motor Smart Load (MSL) . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 Static Smart Load Capability . . . . . . . . . . . . . . . . . . . . . . 56
2.3.1 SLQ Capability . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.2 SLES Capability . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.3.3 SLBC Capability . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.4 Static Smart Load Control . . . . . . . . . . . . . . . . . . . . . . . . 68
2.4.1 SLQ Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.4.2 SLES Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.4.3 SLBC Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3 Vector Control of Electric Spring and Stability Analysis 75
3.1 Controller Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1.1 Phase-Locked Loop (PLL) . . . . . . . . . . . . . . . . . . . . 78
3.1.2 Current Control Loop . . . . . . . . . . . . . . . . . . . . . . 80
3.1.3 DC Voltage Control Loop . . . . . . . . . . . . . . . . . . . . 83
3.1.4 Outer Voltage Control Loop . . . . . . . . . . . . . . . . . . . 85
3.1.4.1 Load-Side Voltage Control . . . . . . . . . . . . . . . 85
3.1.4.2 Feeder-Side Voltage Control . . . . . . . . . . . . . . 86
3.2 Linearised State Space of a Single Electric Spring . . . . . . . . . . . 91
3.2.1 PLL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2.2 Voltage Control Loop . . . . . . . . . . . . . . . . . . . . . . . 92
14
CONTENTS
3.2.3 Current Control Loop . . . . . . . . . . . . . . . . . . . . . . 94
3.2.4 Filter and Coupling Inductance . . . . . . . . . . . . . . . . . 96
3.2.5 Lines and Loads . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.2.6 Validation of State Space model . . . . . . . . . . . . . . . . . 100
3.3 Case Study: Multiple Electric Springs . . . . . . . . . . . . . . . . . . 100
3.3.1 Test Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.3.2 Operation Under Steady State and Step Disturbance . . . . . 102
3.3.3 Voltage Regulation . . . . . . . . . . . . . . . . . . . . . . . . 104
3.3.4 Effect of PLL Delay . . . . . . . . . . . . . . . . . . . . . . . . 105
3.3.5 Linearised State Space of Multi-ES Test Network . . . . . . . 109
3.3.5.1 Frame Transformation . . . . . . . . . . . . . . . . . 109
3.3.5.2 PLL Delay Block . . . . . . . . . . . . . . . . . . . . 111
3.3.5.3 Lines and Loads . . . . . . . . . . . . . . . . . . . . 112
3.3.6 Impact of Parameter Changes . . . . . . . . . . . . . . . . . . 115
3.3.6.1 PLL Delay . . . . . . . . . . . . . . . . . . . . . . . 116
3.3.6.2 Line Length and R/X ratio . . . . . . . . . . . . . . 118
3.3.6.3 Controller Gains . . . . . . . . . . . . . . . . . . . . 121
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4 Grid Frequency Regulation using Smart Loads 124
4.1 Test Case-I: Four Generator Two Area System . . . . . . . . . . . . . 125
4.1.1 Network Model . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.1.2 Analysis of Results from Test Case-I . . . . . . . . . . . . . . 126
4.2 Test Case-II: 39 Bus New-England Power System . . . . . . . . . . . 129
4.2.1 Test Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.2.2 Analysis of Results from Test Case-II . . . . . . . . . . . . . . 131
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
15
CONTENTS
5 Aggregate Smart Load Reserve in Great Britain 136
5.1 Smart Load Reserve Calculation . . . . . . . . . . . . . . . . . . . . . 137
5.1.1 Static Smart Load Reserve . . . . . . . . . . . . . . . . . . . . 138
5.1.2 Motor Smart Load Reserve . . . . . . . . . . . . . . . . . . . . 139
5.2 Smart Load Reserve in Great Britain . . . . . . . . . . . . . . . . . . 143
5.2.1 Service and Industry Sector Loads . . . . . . . . . . . . . . . . 143
5.2.2 Static Smart Load Candidates . . . . . . . . . . . . . . . . . . 146
5.2.3 Reserve from Static Smart Load Candidates . . . . . . . . . . 148
5.2.4 Motor Smart Load Candidates . . . . . . . . . . . . . . . . . . 150
5.2.5 Reserve from Motor Smart Load Candidates . . . . . . . . . . 151
5.2.6 Great Britain (GB) Transmission System Model . . . . . . . . 153
5.2.7 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . 153
5.2.8 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6 Online Estimation of Aggregate Reserve from Smart Loads 159
6.1 Reserve Estimation Method . . . . . . . . . . . . . . . . . . . . . . . 160
6.1.1 Load Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.1.2 Formulation of Artificial Neural Network (ANN) . . . . . . . . 162
6.1.3 Training of Artificial Neural Network (ANN) . . . . . . . . . . 163
6.1.3.1 Voltage samples . . . . . . . . . . . . . . . . . . . . . 164
6.1.3.2 Share of Load Category . . . . . . . . . . . . . . . . 164
6.1.3.3 Input and Target Matrices . . . . . . . . . . . . . . . 165
6.1.4 Validation of Artificial Neural Network (ANN) . . . . . . . . . 166
6.1.5 Load Disaggregation using ANN . . . . . . . . . . . . . . . . . 167
6.1.6 Point-of-Load Voltage Control . . . . . . . . . . . . . . . . . . 167
6.1.7 Per Unit Reserve Calculation . . . . . . . . . . . . . . . . . . 168
6.2 Validation of Load Disaggregation Method . . . . . . . . . . . . . . . 171
16
CONTENTS
6.2.1 Rated Demand at Bulk Supply Point (BSP) . . . . . . . . . . 172
6.2.2 Load Disaggregation at Bulk Supply Point (BSP) . . . . . . . 175
6.2.2.1 Known rated demand . . . . . . . . . . . . . . . . . 175
6.2.2.2 Scaled rated demand . . . . . . . . . . . . . . . . . . 177
6.2.2.3 Random rated demand . . . . . . . . . . . . . . . . . 178
6.3 Case Study on Reserve Estimation . . . . . . . . . . . . . . . . . . . 180
6.3.1 Reserve at Domestic Sector Bulk Supply Point (BSP) . . . . . 180
6.3.2 Reserve from Domestic Sector in Great Britain (GB) . . . . . 181
6.3.3 Validation of Bounds on Estimated Reserve . . . . . . . . . . 182
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
7 Summary and Future Work 186
7.1 Summary of thesis contributions . . . . . . . . . . . . . . . . . . . . . 186
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
7.2.1 Stability of distribution networks . . . . . . . . . . . . . . . . 188
7.2.2 Controller design for variable loads . . . . . . . . . . . . . . . 189
7.2.3 Impact on network harmonic impedance . . . . . . . . . . . . 189
7.2.4 Coordination with Distributed Generators (DGs) . . . . . . . 190
Bibliography 191
A Network Data 204
A.1 IEEE 39 bus transmission network . . . . . . . . . . . . . . . . . . . 204
A.2 IEEE 69 bus distribution network . . . . . . . . . . . . . . . . . . . . 211
B Eigen Values and Participation Matrices for 2-ES Network 216
C ZIP Load Model Coeffecients 224
17
List of Tables
4.1 Network voltage levels and component ratings . . . . . . . . . . . . . 127
5.1 Service and Industry Sector Loads in Great Britain (GB) . . . . . . . 145
5.2 Static Smart Load (SSL) Candidates . . . . . . . . . . . . . . . . . . 148
5.3 Static Smart Load Exponents and Calculated Power Reserve . . . . . 148
5.4 Motor Smart Load (MSL) Candidates . . . . . . . . . . . . . . . . . . 151
5.5 Induction Motor Parameters and Calculated Exponents . . . . . . . . 152
6.1 Load categories for disaggregation at bulk supply point (BSP) . . . . 173
A.1 Bus data of IEEE 39 bus test system . . . . . . . . . . . . . . . . . . 204
A.2 Line data of IEEE 39 bus test system . . . . . . . . . . . . . . . . . . 206
A.3 Machine data for IEEE 39 bus test system . . . . . . . . . . . . . . . 208
A.4 IEEE DC exciter data for 39 bus test system . . . . . . . . . . . . . . 208
A.5 PSS data for IEEE 39 bus test system . . . . . . . . . . . . . . . . . 209
A.6 IEEE type-I governor data for 39 bus test system (same for all gen-
erators) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
A.7 Line data for IEEE 69 bus distribution network . . . . . . . . . . . . 211
A.8 Load data for IEEE 69 bus distribution network . . . . . . . . . . . . 213
B.1 List of state variables and eigen values for the base case . . . . . . . . 216
B.2 Participation factors for the 38 state variables in base case . . . . . . 218
B.3 Eigen values for the extreme line parameters . . . . . . . . . . . . . . 219
18
LIST OF TABLES
B.4 Participation factors for R/X ratio 1, line length 0.1 km and 20 ms
delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
B.5 Participation factors for R/X ratio 1, line length 0.1 km and 70 ms
delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
B.6 Participation factors for R/X ratio 10, line length 2 km and 20 ms
delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
B.7 Participation factors for R/X ratio 10, line length 2 km and 70 ms
delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
C.1 ZIP coefficients and power factor of typical household appliances in
the Great Britain domestic sector . . . . . . . . . . . . . . . . . . . . 224
19
List of Figures
1.1 Schematic of the proposed point-of-load voltage regulator . . . . . . . 37
2.1 Smart load concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2 (a) SL with reactive compensation (SLQ), (b) SL with energy storage
(SLES) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.3 Smart load with back back converter arrangement(SLBC) . . . . . . . 52
2.4 Connection diagram of three phase SLBC converter arrangement . . . 53
2.5 Single converter supplying cluster of NCL . . . . . . . . . . . . . . . 53
2.6 Motor type smart load with modified drive control . . . . . . . . . . . 54
2.7 Dynamic response of small and large induction motors . . . . . . . . 55
2.8 Smart load phasor for RL type NCL load . . . . . . . . . . . . . . . . 57
2.9 Impact of factors like NCL P − V sensitivity, power factor, supply
mains voltage and NCL voltage variation limit on SLQ capability. . . 60
2.10 SLQ type smart load phasor for unity power factor NCL . . . . . . . 60
2.11 SLQ phasor for 0.95 power factor NCL (a) Inductive compensation
mode for −∆PSL (b) Capacitive compensation mode for +∆PSL . . 62
2.12 Impact of NCL power fator, P − V sensitivity and supply mains
voltage on SLES capability . . . . . . . . . . . . . . . . . . . . . . . . 63
2.13 Quadrant operation of SLES . . . . . . . . . . . . . . . . . . . . . . . 65
2.14 Impact of NCL power fator, P − V sensitivity and supply mains
voltage on SLBC capability . . . . . . . . . . . . . . . . . . . . . . . 67
2.15 SLQ controller (with RL type NCL) for grid frequency support . . . . 69
20
LIST OF FIGURES
2.16 SLQ controller (for any type of NCL) for grid frequency support . . . 71
2.17 SLES controller (for constant impedance type NCL) for grid fre-
quency support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.18 SLBC controller for grid frequency support . . . . . . . . . . . . . . . 73
3.1 Electric Spring ver1 (SLQ) with non-unity power factor load . . . . . 77
3.2 Block diagram of the 1-phase PLL used for ES converter . . . . . . . 79
3.3 Bode plot of PLL open loop transfer function Gopen(s) . . . . . . . . 79
3.4 Simplified diagram of the inner current control loop of ES converter . 81
3.5 Phasor diagram showing dq−variables when PLL locks with the PCC
voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.6 Phasor diagram showing dq−variables when PLL locks with the filter
capacitor voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.7 (a) Schematic of the DC side of ES (b) Simplified diagram of DC
voltage control loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.8 Schematic of the load-side voltage control scheme . . . . . . . . . . . 85
3.9 Dynamic variation of (a) feeder-side, load-side and compensator voltages;
(b) filter current, load current and capacitor current; (c) step change
in Vncref from 270V to 290V and (d) dc bus voltage . . . . . . . . . . 86
3.10 Schematic of a feeder showing a single ES with a NCL and other loads
represented by equivalent impedance . . . . . . . . . . . . . . . . . . 87
3.11 Schematic of the feeder-side voltage control scheme . . . . . . . . . . 88
3.12 Bode plot of feeder-side voltage control open loop gain . . . . . . . . 89
3.13 Schematic diagram of the network used to test the feeder-side voltage
controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.14 Dynamic variation of (a) feeder-side, load-side and compensator voltages;
(b) filter current, load current and capacitor current; (c) rms value of
feeder-side voltage and (d) dc bus voltage . . . . . . . . . . . . . . . . 90
21
LIST OF FIGURES
3.15 Phase angle relation between compensator voltage (Ves) and NCL
current (I) (a) before the disturbance (inductive mode) and (b) after
the disturbance (capacitive mode) . . . . . . . . . . . . . . . . . . . . 91
3.16 Schematic diagram of the implemented PLL . . . . . . . . . . . . . . 92
3.17 Schematic diagram of the (a) PCC and (b) NCL voltage control loops 93
3.18 Simulink diagram of the current control loop . . . . . . . . . . . . . . 95
3.19 Schematic diagram of the filter capacitor and coupling inductance of
the ES converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.20 Schematic diagram of the network lines and loads . . . . . . . . . . . 98
3.21 Comparison of dynamics of state variables between the time domain
and state space model when subjected to a small disturbance . . . . . 101
3.22 Schematic diagram of the test network with two ESs . . . . . . . . . 102
3.23 Dynamic response of AC-side voltages and currents and DC-side voltage
for the two ESs under steady state operation . . . . . . . . . . . . . . 103
3.24 Dynamic response of AC-side voltages and currents and DC-side voltage
for the two ESs under a step disturnbance lasting 3 cycles . . . . . . 104
3.25 Dynamic response of AC-side voltages and currents and DC-side voltage
for the two ESs when subjected to an under-voltage disturbance . . . 106
3.26 Dynamic response of the PCC and compensator voltages when sub-
jected to an under-voltage disturbance . . . . . . . . . . . . . . . . . 107
3.27 RMS response of the PCC and compensator voltages when subjected
to an under-voltage disturbance . . . . . . . . . . . . . . . . . . . . . 107
3.28 Dynamic variation of (a) frequency and (b) compensator voltage for
three different values of PLL delay when subjected to a step disturb-
ance of 40V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.29 Dynamic response of compensator voltage when (a) no additional
PLL delay, (b) an additional delay of 20 ms . . . . . . . . . . . . . . 109
3.30 Small-signal equivalent of reference frame transformation showing the
relationship between the dq−axis of ES1 and ES2 . . . . . . . . . . . 110
22
LIST OF FIGURES
3.31 Comparison of dynamics of state variables between the time domain
and state space model of 2-ES network when subjected to a small
disturbance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.32 Eigen values of 2-ES test network . . . . . . . . . . . . . . . . . . . . 117
3.33 Locus of low frequency mode with change in PLL time delay (τ =
20ms to 70ms) for two extreme sets of network parameters . . . . . . 118
3.34 Time domain response of the PCC voltage for two extreme network
parameters when the PLL delay is increased by 3.5 times . . . . . . . 119
3.35 Shift in eigen values when lengths of L1 & L2 are varied from 0.1km
to 2km (red to blue) while keeping the other line paramters constant 120
3.36 Shift in eigen values when length of L4 is varied from 0.1km to 2km
(red to blue) while keeping the other line paramters constant . . . . 120
3.37 Shift in eigen values when R/X ratio of L1 & L2 is varied from 1 to
10 (red to blue) while keeping the other line paramters constant . . . 121
3.38 Shift in eigen values when R/X ratio of L4 is varied from 1 to 10 (red
to blue) while keeping the other line paramters constant . . . . . . . 122
3.39 Shift in eigen values when kp & ki of outer voltage control loop is
varied over a range (red to blue) while keeping the other paramters
constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.1 Four generator two area test system with loads modeled by multiple
IEEE 69 bus distribution systems connected in parallel . . . . . . . . 126
4.2 Dynamic variation of (a) supply frequency, (b) supply voltage, (c)
noncritical load voltage, and (d) noncritical load active power at dis-
tribution bus 14 following an under-frequency event in four generator
two area system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3 Dynamic variation of (a) supply frequency, (b) supply voltage, (c)
noncritical load voltage, and (d) noncritical load active power at dis-
tribution bus 14 following an over-frequency event in four generator
two area system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
23
LIST OF FIGURES
4.4 Rate of change of frequency (RoCoF) in four generator two area sys-
tem for under-and over-frequency events . . . . . . . . . . . . . . . . 130
4.5 Total capacity of the compensators expressed as a percentage of the
total smart load (SL) rating for four generator two area system for
under-and over-frequency events . . . . . . . . . . . . . . . . . . . . . 130
4.6 39 bus New-England Power System with each load modelled as mul-
tiple IEEE 69 bus distribution systems connected in parallel . . . . . 131
4.7 Dynamic variation of (a) supply frequency, (b) supply voltage, (c)
noncritical load voltage, and (d) noncritical load active power at
distribution bus 14 following an under-frequency event in the New-
England power system . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.8 Rate of change of frequency (RoCoF) in 39 bus New-England power
system for under-and over-frequency events . . . . . . . . . . . . . . . 134
4.9 Total capacity of the compensators expressed as a percentage of the
total smart load (SL) rating for 39 bus New-England power system
for under-and over-frequency events . . . . . . . . . . . . . . . . . . . 134
4.10 Dynamic variation of (a) supply frequency, (b) supply voltage, (c)
noncritical load voltage, and (d) noncritical load active power at
distribution bus 14 following an over-frequency event in the New-
England power system . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.1 Induction motor equivalent circuit . . . . . . . . . . . . . . . . . . . . 140
5.2 The primary load sectors of Great Britain system . . . . . . . . . . . 144
5.3 Great Britain load classification for (a) Service sector and (b) Indus-
trial sector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.4 Contribution of sub-sectors in total service sector lighting load in
Great Britain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.5 Active and reactive power capability of static smart loads (a)Mercury
high pressure (b)Sodium high pressure (c)Sodium low pressure (d)Fluorescent
(e)Halogen (f)Drying/water heating capability curves . . . . . . . . . 149
24
LIST OF FIGURES
5.6 Contribution of individual load types in the total SSL reserve . . . . 150
5.7 Share of five application areas out of total industrial and service sector
motor loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
5.8 Contribution of individual load types in the total MSL reserve . . . . 152
5.9 Reduced equivalent of Great Britain Transmission System with 37
zones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.10 Dynamic variation of grid frequency at bus 22 (a) and bus 13 (b);
and RoCoF at bus 22 (c) and bus 13 (d) for present inertia scenario
(base case) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.11 Dynamic variation of grid frequency at bus 22 (a) and bus 13 (b);
and RoCoF at bus 22 (c) and bus 13 (d) for future low inertia scenario156
5.12 Sensitivity of power reserve available from motor smart loads (MSLs)
to (a) percentage share of direct online (DOL) motor load (b) min-
imum permissible drive frequency and standard deviation of operating
frequency of motor loads. Sensitivity of power reserve available from
static smart loads (SSLs) to (c) supply/mains voltage (VC) and (d)
converter rating (SES) . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.1 Flowchart for estimation of reserve with point-of-load voltage control 161
6.2 Structure of two layer feed-forward ANN . . . . . . . . . . . . . . . . 163
6.3 Typical voltage profile with point-of-load (PoL) voltage control . . . . 168
6.4 Variation of rated demand at the BSP during each minute for five
load categories (LC1-LC5) . . . . . . . . . . . . . . . . . . . . . . . . 174
6.5 (a) Most probable (estimated) vs. actual (from demand model) rated
demand at the BSP (b) Distribution of error between most probable
and actual rated demand . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.6 Share of each load category (a) Actual (base case); Disaggregated
load shares using (b) known rated demand (c) scaled rated demand
(d) random rated demand . . . . . . . . . . . . . . . . . . . . . . . . 176
25
LIST OF FIGURES
6.7 Distribution of error in load disaggregation based on (a) known rated
demand (b) scaled rated demand . . . . . . . . . . . . . . . . . . . . 177
6.8 Percentage share of individual load category (a) before scaling (b)
after scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.9 Distribution of error in load disaggregation based on (a) scaled rated
demand (b) random rated demand . . . . . . . . . . . . . . . . . . . 179
6.10 ANN validation using (a) known profile from CREST (b) random
profile similar to training process . . . . . . . . . . . . . . . . . . . . 180
6.11 (a) Estimated and actual reserve from CREST (b) Empirical CDF of
estimated reserve error . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.12 (a) Half hourly demand of GB domestic sector (b) Estimated reserve
from GB domestic sector . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.13 Estimated reserve from GB domestic sector based on case study in
IEEE 69 bus distribution network . . . . . . . . . . . . . . . . . . . . 184
26
List of Abbreviations
GHGs GreenHouse Gases
DR Demand Response
CL Critical Load
NCL Non-critical load
ES Electric Spring
SL Smart Load
SSL Static Smart Load
MSL Motor Smart Load
DOL Direct On-Line
IM Induction Motor
PCC Point of Common Coupling
VRE Variable Renewable Energy
VSC Voltage Source Converter
NSG Non-synchronous Generator
RFR Rapid Frequency Response
RoCoF Rate of Change of Frequency
ANN Artificial Neural Network
FFANN Feed-Forward ANN
PoL Point-of-Load
BSP Bulk Supply Point
27
Glossaries
Electric Spring A voltage source converter based power electronic com-
pensator connected in series with any voltage-dependent load
or cluster of loads e.g. household
Smart Load An Electric Spring along with its associated measurement and
control elements and the series connected voltage-dependent
load(s)
Static Smart Load An Electric Spring in series with a voltage-dependent non-
motor type load exercising continuous voltage control to
modify its power consumption
Motor Smart Load A variable speed drive fed motor type load whose power con-
sumption is modified through continuous frequency control in
response to system requirement
SLQ A Static Smart Load with single series converter arrangement
(with capacitor on the DC-side) providing voltage/frequency
regulation through reactive compensation only
SLES A Static Smart Load with single series converter arrangement
(with energy storage on the DC-side) providing voltage and/or
frequency regulation through active and reactive compensa-
tion
SLBC A Static Smart Load with back to back converter arrangement
providing voltage and/or frequency regulation through active
and reactive compensation
Critical Load A load whose nominal operation demands tight regulation of
voltage across it
28
Glossaries
Non-critical load A load capable of tolerating variation in voltage across it
within certain upper and lower bounds
Smart Load
Reserve
Short term change (both increase and decrease) in power con-
sumption from Static and Motor Smart Loads by exercising
voltage and frequency control, respectively
Point-of-Load
voltage control
Voltage control at the point of connection of load using a series
compensator device like Electric Spring
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Chapter 1
Introduction
1.1 Background and Motivation
Climate change due to increasing use of greenhouse gases and its negative impact
on humans and natural ecosystems is the most important topic of discussion in the
Intergovernmental Panel on Climate Change (IPCC) reports [1]. The situation has
already been brought to an alarming level due to high emissions in the past few
decades resulting from rapid growth and industrialisation across the globe. For the
advancement of mankind, though it is essential to maintain the growth rate, with
increasing industrialisation in developing countries, it is also absolutely indispensable
to try and mitigate the various causes for climate change. The IPCC report from
Working Group III [1] is totally dedicated to the mitigation pathways, adaptation
and measures for sustainable development. The report points out that the two main
drivers for the global increase in greenhouse gas emissions are the growth in economic
output and population which directly relates to the increase in usage of fossil fuels
like coal, oil and natural gas. In order to bring the atmospheric concentration level
of CO2 within a range of 430 to 530 ppm by 2100, the non-OECD (Organisation
for Economic Co-operation and Development) countries will be the main drivers for
mitigation as the baseline emission in these countries is projected to be more than
the OECD countries. This can be achieved by increasing the percentage of low-
carbon energy supply from renewables by 3 to 4 times along with carbon dioxide
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capture and storage (CCS) by 2050 relative to 2010 [1].
A varied set of human activities like energy supply and consumption, industry
and infrastructure add to the pool of greenhouse gas emission. The highest con-
tributors are energy supply, transport and industry. In an attempt to formulate
the sectoral mitigation measures the IPCC report [1] groups the mitigation options
into three broad sectors: 1) energy supply, 2) energy end-use sectors including trans-
port, buildings, industry and 3) agriculture, forestry and other land use. The energy
supply and consumption related mitigation measures can include switching to low-
carbon fuels, reduction of demand and usage of carbon capture and storage. For
future smart networks, it is envisaged to incorporate the heat and the transport
sector in the power sector so as to increase the effectiveness by cross-sectoral mit-
igation measures. The major roadblock towards a low-carbon power sector is the
intermittent nature of the renewable sources like wind, solar etc. As the penetra-
tion of renewable sources increases, it becomes increasingly difficult to balance the
supply and demand on an instantaneous basis. A paradigm shift from the tradi-
tional approach of the generation following demand is required so that in the future
smart grid the demand would follow the available generation. This will not only
achieve generation-demand balance, but it will indirectly reduce the consumption
on an instantaneous basis thus reducing the carbon footprint to some extent.
The UK in its quest for reducing greenhouse gas emissions by at least 80% within
the year 2050 (compared to 1990 levels) [2], has embarked on a journey to secure
low carbon renewable energy sources for its overall energy consumption, including
the heat and transport sector. Based on 2009 EU Renewable Directive the UK is
committed to meeting 15% of its energy demand from renewable sources by the
year 2020. Initial calculations show around 8.3% of energy consumption in 2015
came from renewable sources, the major contributors being bioenergy and wind
energy (both onshore and offshore) with a small fraction from hydro (and shoreline
wave/tidal) and solar PV [3].
With a significant share of renewable sources in the future power network, some
typical challenges associated with non-synchronous generators (NSGs) can no longer
be overlooked. In [4], UK’s system operator National Grid presents an overview of
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these challenges. Increase in renewable generation would result in drastic reduc-
tion of the system (effective) inertia. Moreover, the possibility of larger and more
frequent in-feed losses are likely to cause unacceptably large variations in grid fre-
quency and its rate of change (RoCoF). Restricting RoCoF within acceptable limits
will be critical to avoid triggering of mains protection relays based on RoCoF which
could lead to cascaded problems and threaten system security [5]. Due to the fun-
damental difference in principle of operation of synchronous generators (SGs) and
power electronic interfaced NSGs, the contribution to system strength in terms of
short circuit level depends on the technology employed and is, in general, lower than
SGs. This can lead to wider voltage variations during a disturbance and threaten
system stability. To support system inertia and stabilise grid frequency and nodal
voltages in case of a large disturbance, collective participation of loads (demand
response) will increasingly play an important role.
1.2 Literature Review
This section discusses the state of the art on several topics which are relevant
to this research work. The following bullet points summarise the content of the
literature review section.
• Firstly, a detailed discussion is presented on the existing methods of exercising
Demand Response (DR) and the advantages specific to each method.
• Thereafter, the concept of Point-of-Load (PoL) voltage control is introduced
as an alternative to state of the art in DR and the respective advantages are
highlighted.
• Electric Spring (ES) is a newly proposed power electronic device capable of
exercising PoL voltage control. DR using ES is the primary focus of this
research work. Hence, a detailed literature review on the various operational
aspects of this device is presented next.
• Use of several ESs in close electrical proximity raises network stability con-
cerns. A review on stability analysis techniques commonly used for converter
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interfaced distributed generators are presented and the applicability of these
methods for stability analysis of ESs is explored.
• Finally, the effectiveness of ESs in providing ancillary services depends on the
amount of DR that can be unlocked at different times of a day. It is important
for the system operators to know this amount in order to schedule other forms
of reserves accordingly. Disaggregation of load is one way of estimating the
available reserve. A literature review is presented on existing load disaggreg-
ation methods and the suitability of these methods for estimation of reserve
based on PoL voltage control.
1.2.1 State of the art in Demand Response
Demand response (DR) can be useful for a range of system services including
outage management, ancillary service, capacity release and as an alternative to costly
network reinforcements. The peaks in electricity demand are expected to increase in
future as the transport and heat sectors will be integrated into the electricity system
with wide scale deployment of Electric Vehicle (EV) and Heat Pump (HP) loads
like space heating. DR can help to relieve network congestion during peak hours
and facilitate Distributed Generator (DG) connections through better utilisation
of existing assets. It can also form part of Active Network Management (ANM)
to help Distribution Network Operators (DNOs) maintain stable operation of the
system with a high penetration of variable sources.
Based on past research, state of the art methods for DR can be broadly divided
into, (a) load deferral, (b) thermostatic load control, (c) voltage-driven and (d)
storage based.
Load deferral: This type of DR is implemented through load scheduling based
on price signals and is suitable for peak shaving, peak load deferral having a time
scale of a few minutes to hours. Examples of typical price signal based deferrable
loads can be washing machine, dish washer etc. A two-way communication based
distributed DR framework is presented in [6] which can provide optimal solution for
incentive-based energy scheduling for minimising energy cost and reducing the peak-
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to-average ratio of the total energy demand. Other schemes under this category can
be critical-peak pricing (CPP), time-of-use pricing (ToUP) and real-time pricing
(RTP). In RTP, the price of electricity is a function of time i.e. prices are higher
during the afternoon or during hot days in summer and cold days in the winter [7].
In ToUP, a high price is associated to high peaks on weekday afternoons and lower
prices at other times of the week. This results in a flattened load profile by decreasing
usage during high-price periods and increasing usage at other times [8]. CPP can be
used as a tool for stable operation of the system in times of high stress. This critical
price can occur on some specific days in a year when the system meets predefined
criteria and the customers are notified of the high price well in advance [9].
Thermostatic load control: For participation in short-term ancillary ser-
vices, on/off control of thermostatic loads (e.g. chillers, freezers) can be used which
changes the average power consumption within shorter timescales. However, this
method is only restricted to loads having thermal inertia with a high load factor
and is unsuitable for several other kinds of load like lighting, industrial motor etc.
which form a significant share of the total load. Data available from the Department
of Energy and Climate Change (DECC) [10] shows that service sector load in the
UK is dominated by lighting load (41%) while industrial sector comprises of 32%
industrial motor load. In [11], a stochastic control algorithm is presented to enable
domestic refrigerators’ participation in primary frequency regulation using the Dy-
namic Demand (DD) concept. [12] introduces a decentralised random controller for
thermostatic control of domestic refrigerators to respond to sudden plant outages.
The stochasticity helps in desynchronisation of participating refrigerators to avoid
spike in energy demand during ’recovery’ phase.
Voltage-driven: A method commonly adopted by many utilities for peak de-
mand reduction and energy savings in the distribution network is Conservation
Voltage Reduction (CVR) [13]. This is typically exercised through transformer tap
changer control in the substation with appropriate line drop compensation. How-
ever, in future, feeders may have large voltage drops (EV charging can be one such
case) and the depth of voltage reduction possible through tap changer alone could
be limited in order to maintain the voltage within stipulated limits at the far end of
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the feeder. A case study is presented in [14] to statistically quantify the percentage
of BS EN 50160 non-compliant low voltage customers in case of CVR scheme and
to restrict this figure below 1% to find the required range of primary side voltage
of every low voltage transformers. As part of the UK Low Carbon Network Fund
Project (LCNF)- CLASS, an extensive study was undertaken to quantify half-hourly
DR that can be unlocked by exercising voltage control through on-load tap changer
actions at primary substations [15].
Storage based: Battery Energy Storage Systems (BESSs) can support a dis-
tribution network operator in tackling challenges presented by uncertain renewable
generation. BESS can be used for shaping the load profile, thus reducing the peak to
average ratio. It can also be used to provide short-term power reserve to help in sys-
tem frequency regulation. Many field tests have been carried out to investigate the
suitability of BESS systems in providing primary frequency regulation service. Eval-
uation of BESSs’ performance degradation through field test in the Danish energy
market and some practical operational aspects are presented in [16]. Investigation
on the lifetime of Li-ion battery systems when they are used for frequency regulation
service is presented in [17]. A semi-empirical lifetime model is proposed here along
with the economic profitability of using storage based DR for frequency regulation.
However, BESS suffers from challenges like accurate estimation of State of Charge
and uncertainty regarding degradation process based on different applications [18].
A minor over or under prediction of BESS lifetime introduces significant uncertainty
in the business model.
1.2.2 Demand Response Through Point-of-Load
Voltage Control
Point-of-Load (PoL) voltage regulators (such as electric spring [19] or power-
Perfector [20]) can be an alternative option to state of the art DR methods. Such
PoL voltage regulators have certain advantages compared to the state of the art
methods. It offers higher margin and greater flexibility for voltage reduction (and
increase, if required in case of over voltage and/or frequency situations) compared
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to substation level voltage control. Also, it permits controlling the power consump-
tion of an aggregate load (which exhibits certain voltage dependency) instead of
using just thermostatic loads for DR. Relying on just one category of loads may
have its disadvantages as pointed out in the Low Carbon London trials [21]. It was
found that the contribution of DR fell sharply during winter, driven by the lack of
chiller loads and predominance of gas heating in buildings. Although the heating
sector may be included in the electricity system in future, lack of chiller loads during
winter may remain unresolved. In this case, PoL voltage regulators can collectively
provide sufficient reserve to complement (or reduce the need for) fast reserve pro-
vision from thermostatic loads. The results presented in this thesis show that the
reserve available using Electric Springs within the industrial and commercial sector
in Great Britain could be comparable to the present spinning reserve of 1.8 GW [22].
In [23], it is shown that PoL voltage control in the Great Britain domestic sector
alone could provide the majority of the 800-950 MW enhanced response (act in less
than a second) required under future low inertia scenario.
DR exercised through on/off control strategy provides higher reserve margin
compared to PoL voltage control. However, the former method has a limitation
when it comes to providing active and reactive power support for regulating voltage
and frequency under a unified framework. On the contrary, Electric Spring can
provide independent control of active and reactive compensation which allows it to
operate in all the four quadrants.
Distributed control of voltage using PoL regulator does not rely on communic-
ation infrastructure and is able to take decisions (amount of DR to be exercised)
based on local measurements. This has an advantage compared to a centralised con-
trol which involves reliability concerns due to communication failure and may need
some form of state estimator as a measure. In addition, distribution network lacks
sufficient measurements under present scenario (before smart meters are adopted
uniformly) which limits the realisation of any proper network management tool.
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1.2.3 ElectricSpring
ElectricSpring(ES)isapowerelectroniccompensatorconnectedinserieswith
theload(e.g.household)havingonlyafraction(5-10%)oftheloadrating. The
compensatordecouplestheloadfromthefeederbyinjectingacontrolableseries
voltage,asshowninFig.1.1.Basedonthecontrolobjective,EScanperformeither
feeder-sidevoltagecontrolorload-sidevoltagecontrol. Whileload-sidecontrolis
easytoachieveasitisdecoupledfromthenetwork,feeder-sidecontrolismore
diﬃcult.ItdependsontheR/X













ratioofthenetworkandtheelectricaldistancefrom
astiﬀvoltagesource. Thus,themagnitudeofcompensationrequiredtoregulate
feeder-sidevoltagetoitsnominalvalueisinverselyproportionaltotheimpedance
betweenthestiﬀvoltagesourceandthepointofconnection.
Figure1.1:Schematicoftheproposedpoint-of-loadvoltageregulator
TheconceptofElectricSpring(ES)wasﬁrstintroducedin[19]wheretheidea
waspresentedindetailalongwithpreliminaryresultsfromthehardwareprototype.
Thepowerelectroniccompensatorwasproposedtobeasinglevoltagesourcecon-
verterwithacapacitorontheDC-side. Thiswasfolowedby[24]discussingthe
controlimplementationofESforstabilisingfeeder-sidevoltageinthepresenceof
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intermittent renewable sources. A similar work was presented in [25], however, in
this case the DC-side was considered to have a storage element. This enables the
ES to provide both active and reactive power compensation for voltage regulation.
Application of ES for facilitating higher penetration of renewable generation in fu-
ture smart grid with reduced energy storage requirement has been presented in [26].
Through a laboratory set up it has been shown that the voltage across critical loads
can be maintained at a steady value through the use of ES.
Operation of multiple ESs in a radial distribution network requires adjustment
of the voltage reference set point, similar to conventional generator governor control.
This automatic adjustment of references can be achieved through droop control, as
presented in [27]. It has been shown through laboratory experiment that ESs con-
nected at different nodes along the feeder cooperate among themselves to maintain
a steady voltage across critical loads by using the droop control technique. Further
studies have been done to develop the dynamic model of ES [28] and the simulation
results are experimentally verified to check the accuracy of the developed model.
Difference in response between the hardware and the simulation model is evident
as the DC-side dynamic has been neglected in the developed model. Based on the
dynamic model proposed in [28], a state-space model has been developed in [29].
The model is not based on the standard dq framework commonly used for converter
control. The study presents a tuning method for the controller gains of several elec-
tric springs connected in a single distribution feeder. The analysis is, however, based
on time domain simulations only and no frequency domain technique is adopted to
assess the system stability with change in network and control parameters.
Use of STATCOM for voltage regulation in transmission and distribution net-
works is a well established concept. Distributed voltage control using multiple ESs
has been compared to that of single point control using STATCOM and the merits
and shortcomings have been discussed in [30]. The study concludes that a group
of distributed ESs can collectively achieve better voltage regulation than a single
STATCOM while requiring less overall reactive power capacity. With higher pen-
etration of photovoltaic (PV) generation and electric vehicle (EV) charging, future
low voltage distribution networks are expected to experience voltage limit viola-
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tions. Electric springs could be effective in mitigating such voltage problems, as
shown in [31]. The study compares the voltage regulation capability of two differ-
ent electric spring converter configurations; smart load with reactive compensation
(SLQ) and smart load with back to back converters (SLBC). The comparative ana-
lysis concludes that SLBC performs better than SLQ in case of over-voltage events.
Also, SLBC can ensure acceptable voltage regulation for a wide range of R/X ra-
tio i.e. different voltage levels (MV/LV) and types (urban/rural) of distribution
network.
More research has been carried out on other applications of ES including power
quality improvement [32] and phase imbalance mitigation in building’s electric sys-
tem [33]. In [32], it has been shown through laboratory experiments that electric
spring with battery storage can help in line current regulation, thus in turn achiev-
ing power factor correction. Power imbalance is a major problem in a three-phase
four-wire power system due to imbalance in connected load. To address this issue,
a three-phase configuration of electric spring has been explored in [33]. The study
adopts a genetic algorithm (GA) based controller to generate the optimised refer-
ence for three independent sinusoidal pulse width modulated (SPWM) switching
pulse generators of the three phase electric spring. The inverter legs are operated
independently with the objective of reducing the neutral wire current. The electric
spring redistributes the load current in three phases in order to reduce the power
imbalance.
All the above literatures, except the work on power quality and phase imbalance
(because the control objective is different), have one thing in common. The control
scheme for reactive (and active power in some cases) compensation is based on
the capability of the ES only and does not focus on the SL as a whole. This has
significant demerit in terms of voltage and/or frequency regulation capability. This
has been addressed in Chapter 2.
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1.2.4 Stability Analysis of Distribution Networks
The proportion of power electronic devices is only expected to increase in future,
be it in the form of mass market consumer electronic loads or inverter interfaced
distributed generators (DGs). This could present a significant challenge in main-
taining stable operation of the distribution networks. Stability issues can arise at
both subsynchronous frequencies or harmonic frequencies. Traditionally, the distri-
bution network does not have resonance problem at low order harmonic frequencies.
However, with more non-linear capacitive loads getting connected to the network
this assumption may not hold anymore, as shown in [34], where impedance meas-
urements were carried out in the residential distribution network. Resonance at low
frequencies will result in swelling of harmonic voltages and may lead to unstable
operation of DG inverters.
Stability analysis of distribution networks with inverter connected DGs is an
active area of research. It is important to study the control loop dynamics of the
different inverters and their interaction with other power electronic devices connec-
ted to the network. In [35], a transfer function based stability analysis has been
proposed to characterise the dynamics of the interconnected feedback loops in the
system. Different case studies have been formulated to evaluate distribution net-
work stability when subjected to frequency, load and power set-point disturbances.
In [36], stability analysis has been carried out for a microgrid having active loads
connected in parallel to DG inverters. Through linearised state space analysis, it
has been shown that active loads (constant power behaviour) having control loop
dynamics in a similar frequency range to the DG inverters may lead to degradation
of the damping of the network. Further, through participation analysis of system
eigenvalues, it was identified that the low frequency modes are associated with the
DG inverter droop control and the voltage controller of the active loads. Similar
studies have also been presented in [37].
The operation of multiple Electric Springs (ESs) for the purpose of voltage
and/or frequency regulation has been studied previously. However, in the majority of
these studies [38], [31], [30], the ESs along with the noncritical loads are represented
40
1.2. LITERATURE REVIEW Chapter 1
as controllable current or power sources. Analysis of multiple ES operation in the
distribution network with a detailed model of ES is an area of research lacking
contribution. Vector control of DG inverters and active loads is commonly used for
stability studies. To make use of the standard analysis techniques already existing, it
is important to develop vector control of ES which will make it easier to integrate into
the stability model of the distribution network with other power electronic devices.
An overview of the various control schemes proposed so far in the literature for
SLQ (ES-1) and SLBC (ES-2) type smart loads is presented in [39]. While vector
control of SLBC is very similar to DVR control and has already been proposed
in [32], dq control scheme for SLQ is more challenging and is the focus of this
chapter. The dynamic modelling of SLQ has previously been presented in [28].
However, the control scheme is not based on dq framework. Hence, the tuning of
the controller gains, unlike vector control, are not based on analytical methods.
Moreover, it lacks a inner current control loop which is necessary for limiting the
inverter current within safe limits. Further, a state-space model of SLQ is reported
in [29] based on the dynamic model in [28]. However, it is not compatible with the
standard modelling framework for stability analysis and does not analyse the impact
of change in distribution network parameters and control loop gains on the stable
operation of the system through any frequency domain analysis techniques. The
absence of vector control and a linearised state space model for stability analysis
has motivated the work in Chapter 3.
1.2.5 Reserve Estimation Through Load Disaggregation
Estimation of reserve from flexibile loads can be quite straightforward if the load
profile for different voltage dependent load categories are known. This could be done
through intrusive load monitoring where the customers are required to maintain
record of the appliance operation [40] or energy and billing data [41] or through the
use of smart meters [42]. For intrusive monitoring, a device is generally connected
between the socket and the appliance to record its operation. Such approach could
be inconvenient and expensive considering large scale application in a variety of
appliance types and buildings. For non-intrusive load monitoring based on load
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disaggregation, there are many methods like high resolution measurement of device
signatures (e.g. current) [43], power change in response to step changes in voltage
[44], load monitoring using wavelet design [45], Support Vector Machine (SVM)
based identification [46], harmonic signature based identification [47]. However,
these methods are generally suitable for disaggregation of loads at the customer
level (e.g. household). It is difficult to scale these up at the substation level (where
monitoring is done extensively in practice) as the individual load signatures get
masked. In addition, it will require communication for the grid operator to receive
the information and then process huge volumes of data. This presents potential
reliability concerns due to communication failure and may need some form of state
estimator as a measure.
Substation level load disaggregation has its own challenges. An analytical method
presented in [48], proposes to solve the polynomial equation for static load model
(representing aggregate load at the substation). Thus, the unknown coefficients
can be determined using substation measurements (current, voltage etc.). How-
ever, as the number of unknowns increase (more load categories considered), more
measurement points are needed to solve the equation with the assumption that the
coefficients remain constant for all these measurement points. One solution can be
to adopt a heuristic learning method like neural network which can be trained for
different scenarios, thus solving for the coefficients in real-time. Chapter 6 presents
a load disaggregation based online reserve estimation method to quantify the reserve
from flexible loads at any substation with certain confidence level.
1.3 Approach
The effectiveness of Electric Springs in balancing the supply and demand has
been shown before in isolated systems [49], [50], [51], [52]. This research has ad-
vanced that to system level by introducing necessary modifications such as devel-
oping controllers from Smart Load (SL) perspective instead of just Electric Spring.
The mathematical model of SLs has also been developed in this work to present a
rational analysis of their individual and collective capability. This provides a per-
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spective with respect to other well established DR methods and helps to identify
the application areas in the future smart distribution network.
In Chapter 3, Simulink and Matlab control toolbox is used for converter mod-
elling and its associated controls. Power System analysis software, DIgSILENT
PowerFactory, has been extensively used for the modelling and analysis of the trans-
mission and distribution networks that are part of the case studies conducted in
Chapters 4, 5 and 6. Matlab is used in Chapter 6 for the Artificial Neural Network
(ANN) modelling, its matrix calculations and the probabilistic method adopted as
part of the reserve estimation technique.
1.4 Outline of the thesis
Following the introduction, the thesis is organised as below:
Chapter 2 introduces the concept and theory behind the new smart grid device
‘Electric Spring’. Discussions are presented for the different converter arrangements
of this Voltage Source Converter (VSC) based series compensation device and the
merits and shortcomings associated with each configuration. Capability curves are
developed for each of these configurations and the impact of certain parameters (e.g.
power factor, converter rating) is investigated. The chapter further developed the
control scheme specific to each converter arrangement for voltage and/or frequency
control.
Chapter 3 focuses on the practical implementation of Electric Springs (ESs)
in future active distribution networks. It presents a detailed analysis to ensure that
the control loop dynamics of these devices do not interact with each other and the
network leading to unstable operation. To investigate this, the time domain dynamic
model of ES has been developed using vector control and the important differences
in modelling compared to shunt inverter vector control have been pointed out. The
corresponding linear State Space (SS) model has been developed and the results are
compared with the time domain model. Further, the SS model has been extended
to a distribution network with ESs to observe the impact of variation in certain
network and controller parameters on the stable operation of the system.
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Chapter 4 presents a comparative analysis of the frequency regulation capab-
ility of two different converter configurations of Electric Spring. The analysis has
been carried out using two standard IEEE transmission network with each of its
aggregate load modelled in detail as multiple medium voltage distribution networks
connected in parallel. The distribution network loads are further divided into crit-
ical (non-controllable) and non-critical (controllable) loads in equal proportion. The
non-critical loads are fitted with Electric Springs to operate them as Smart Loads
(SLs) for participation in primary frequency control.
Chapter 5 explores the candidate loads in the industrial and commercial sectors
of a power system which can potentially be operated as Smart Loads. It provides
an approach to estimate the amount of power reserve which can be extracted from
motor-type Smart Loads and non-motor-type Smart Loads using suitable control
strategy. Further, it presents a case study in the context of Great Britain (GB)
power system by using actual load data from the Department of Energy and Cli-
mate Change (DECC). A 37 zone reduced equivalent dynamic model of the GB
transmission system is used to simulate frequency disturbance events to show how
estimated reserve available from the industrial and commercial sector SLs can com-
plement traditional spinning reserve in primary frequency control.
Chapter 6 presents an online estimation tool for quantifying the aggregate
reserve available at bulk supply points (like a substation) when individual households
are connected with Point-of-Load (PoL) voltage regulation devices like ‘Electric
Spring’. The method presented in the previous chapter did not consider the time
variation in aggregate reserve. Also, it is not suitable for loads having low load
factor, which is typically the case in the domestic sector. To take these into account,
a load disaggregation based approach has been proposed in this chapter which uses
substation measurement data to estimate the most likely reserve profile over a 24
hour period within certain confidence bounds. A case study in the GB domestic
sector highlights the amount of demand response that can be unlocked using PoL
voltage control. Finally, the estimated confidence bounds are validated using a
standard IEEE distribution network.
Chapter 7 summarises the important contributions of this thesis and provides
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an overview of the prospective future research opportunities and questions which
should be addressed before this PoL voltage control device can find its way to the
smart distribution network.
1.5 Contributions of the thesis
The contributions of this research can be summarised as follows:
• The operation of different ES types has been analysed in this research and the
active and reactive power capability curves are developed. In addition, the
control scheme for each type of ES has been developed from SL perspective.
• Vector control of ES has been developed along with its linearised state space
model and extended to a distribution network with electric springs.
• The impact of change in network and control parameters on the stable opera-
tion of a distribution network with electric springs has been been investigated.
• System level operation of multiple ESs and its impact on grid frequency sta-
bilisation has been analysed.
• The performance of the different topologies of ESs has been investigated under
varied system operating conditions (e.g. type of disturbance, size of disturb-
ance, non-synchronous generator penetration level).
• An average energy consumption based method has been developed for calcu-
lating aggregate reserve from high power motor- and non-motor type SLs.
• A load disaggregation based online reserve estimation method has been de-
veloped to quantify the amount of reserve available from SLs at bulk supply
points.
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Chapter 2
Smart Loads
As discussed in the previous chapter, to deal with the variability and uncer-
tainty associated with renewable generations, demand response (DR) can play an
important role. It can help in shifting load demand to coincide it with variable re-
newable energy (VRE) generation or lower the ramping requirement of conventional
generation fleet in the event of a disturbance. The aim of this PhD research is to
deliver a novel DR solution that is both practical and realisable whilst adhering to
the industry requirements. DR based on point-of-load (PoL) voltage control retains
the merits of the existing methods (e.g. scheduling of loads, substation voltage con-
trol) while overcoming some of their shortcomings (e.g. speed of response, depth of
voltage reduction) to present an alternative method which can be used for various
applications including regulation of frequency and voltage, damping of oscillations,
phase balancing etc.
The smart load (SL) concept is based on the fact that certain loads can tolerate
a wider range of variation in the supply voltage/frequency for a short time duration
without any disruption to consumers or the normal operation of the load. Such loads
are henceforth referred to as non-critical loads (NCLs). A SL is a combination of
a NCL (or a cluster of NCLs) and a power electronic interface which decouples the
load(s) from the supply. Such decoupling allows the voltage/frequency across the
load to be controlled based on the system requirement to extract short-term power
reserve according to their voltage (for static loads) or frequency (for motor loads)
dependence. A general schematic of the SL concept is shown in Fig. 2.1. The non-
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criticalloadisrepresentedbyexponentialmodelsasfunctionofvoltageorfrequency.
Thecompensator,betterknowasElectricSpring(bothareusedinterchangeably),
consistsofthemeasurementandcontrolerblockforthepowerelectronicinterface
(voltagesourceconverter)incaseofstaticsmartload(SSL)whileforamotorsmart
load(MSL)itisthemotordrive(variablespeeddrive)unititself.SSLandMSL
havebeendiscussedindetailinthefolowingsections.
Figure2.1:Smartloadconcept
AsdiscussedinSection1.2.3,theexistingcontrolschemesforactiveandreactive
powercompensationarebasedonthecapabilityoftheElectricSpring(ES)onlyand
doesnotfocusontheSLasawhole.Thereactivecompensationprovidedbythe
ES(QES)istheproductoftheinjectedvoltage(VES)andtheNCLcurrent(I)
(sincetheyareinquadrature),givenby(2.1).IncreaseinVESincreasesthereactive
compensationprovided,however,onlyuptoacertainpointbeforetheproductof
VES andIstartsdecreasing. Thisistypicalythecaseforaseriescompensation
devicelikeES.ThechangeinoveralreactivepoweroftheSL(QSL),ontheother
hand,isthesummationofthecompensatorreactivepowerandtheNCLreactive
power(QNC),givenby(2.2).ThepeakvalueofQSLandQES,whenVESisvaried
overarange,wilnotcoincideunlesstheNCLisofunitypowerfactori.e.QNC=0.
Thus,thereisaneedforredesigningthecontrolschemefromSLperspective.
QES=VESI (2.1)
QSL=QES+QNC (2.2)
ThischapterdescribesESoperationfromthepointofviewoftheSLandpresents
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the controller schemes for the different converter arrangements and NCL types. It
also presents the mathematical modelling for drawing the capability curves for SL
and the impact of several parameters like converter rating, NCL power factor etc on
SL active and reactive compensation capability.
2.1 Static Smart Load (SSL)
Voltage-dependent loads like electric heaters, lighting loads etc. can be suitable
candidates for Static Smart Load. Such loads, augmented by an ES, can respond to
variations in the measured supply voltage and/or grid frequency by modifying their
power consumption and collectively contributing towards system’s need. Thus, SSL
acts as a controllable active (P ) and reactive (Q) power sink providing fast short-
term power reserve.
The power electronic compensator can have two different converter arrange-
ments, (a) series and (b) series-parallel. The converter arrangement has a signi-
ficant impact on the capability of SSL apart from other factors like type of NCL
(e.g. voltage dependence, power factor), permissible voltage variation across NCL
and converter rating. There are certain advantages and limitations associated with
both types of converter arrangements. These are discussed in detail along with their
control scheme and capability curves.
SSL requires capital investment in power electronic interface. In certain cases,
it could be more appropriate (economically and otherwise) to deploy one power
electronic compensator to control a cluster of NCLs (e.g. supply to an array of
street lights, cluster of lighting loads in a large commercial building, a household
etc.).
2.1.1 Series Converter
The series configuration is formed by connecting a part rated VSC in series
with the NCL, as shown in Fig. 2.2. The converter injects a controllable voltage
of magnitude (VES) to control the voltage (VNC) across the NCL within allowable
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limits.IfVES isinjectedinquadraturewithNCLcurrent(I)i.e.θES=±90◦then
thereisnoactivepowercontributionfromtheconverteri.e.PES =0(neglecting
converterlosses).ThistypeofSSL,showninFig.2.2(a),iscaledsmartloadwith
onlyreactivecompensation(SLQ)[19,30,53
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].
Figure2.2:(a)SLwithreactivecompensation(SLQ),(b)SLwithenergystorage
(SLES)
TheactivepowerconsumptionofSL(PSL)equalsthatoftheNCL(PNC)ifthe
converterlossesareneglectedwhilethereactivepowerconsumption(QSL)isgiven
bythealgebraicsummationofcompensatorreactivepower(QES)andtheNCL
consumption(QNC). However,thecapabilityofSLQislimitedasitcanprovide
eitheractiveorreactivepowercontroli.ePSLandQSLvariationsaredependent
oneachother.IndependentcontrolofPSLandQSLisonlypossibleifboththe
magnitudeandphaseangleofthecompensatorvoltageiscontrolable.
RelaxingthequadratureconstraintofθESwilresultinbothactiveandreactive
powerexchangei.e.PES=0,QES=0.ThiscanbeachievedbyreplacingtheDC
capacitor(inFig.2.2(a))withaenergystoragedevicelikeabattery.Thistypeof
SSLiscaledsmartloadwithenergystorage(SLES)andisshowninFig.2.2(b).
Theactive(andreactive)powerconsumptionofSLESisgivenbythealgebraic
summationoftheactive(andreactive)powerconsumptionofNCLandseriescom-
pensator.ThisenablesindependentcontrolofSSLpowerconsumption(PSL,QSL)
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by controlling the magnitude and phase angle of the compensator voltage. However,
SLES realization suffers from a serious shortcoming in terms of storage rating. Its
application in transient voltage regulation will require high power storage. Simil-
arly, for long term voltage problems SLES will require a high energy storage. Also,
depending on the type of disturbance (under- or over-voltage/frequency) the energy
storage should be capable of charging or discharging to vary SSL power consump-
tion accordingly. This means the state of charge (SOC) of the energy storage under
normal operating condition should be half way between the maximum and minimum
limits to provide equal energy margin in both directions. This essentially means an
energy storage having capacity twice the energy margin in each direction. Further
concern for SLES application in voltage regulation includes triggering of additional
voltage (and frequency) problems due to post disturbance SOC restoring in millions
of SSLs across the network. These problems suggest that SLES is not suitable for
long-term voltage regulation, however it can be used for primary frequency control
support where the time frame is tens of seconds.
2.1.2 Series-Parallel Converter
The series-parallel converter arrangement, as shown in Fig. 2.3, replaces the en-
ergy storage requirement of SLES by having a bi-directional AC-to-DC converter
connected in parallel to the supply mains. This type of static smart load (SSL) is
called smart load with back to back converters (SLBC), having somewhat similar
configuration as Unified Power Quality Conditioner (UPQC) [54]. SLBC thus over-
comes the short coming of SLQ by allowing full control over both injected voltage
magnitude (VES) and phase angle (θES). This enables independent control of SSL
active and reactive power and makes it suitable for application in long term over-or
under-voltage and/or frequency regulation.
The compensator in series with the non-critical load (converter #1) is set to
control the magnitude (VES) and phase angle (θES) of the injected voltage. The
other converter (#2) maintains the dc link voltage (Vdc) and thus, exchange the
active power (PES) of the series converter (#1) with the supply mains. To reduce
the apparent power rating of the parallel converter (#2) it can be operated at unity
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Figure2.3:Smartloadwithbackbackconverterarrangement(SLBC)
powerfactor(i.enoreactivepowerexchange).Thetotalactive(PSL)andreactive
(QSL)powerconsumptionofthesmartloadisthesumofnon-criticalloadpower
(PNC,QNC)andcompensatorpower(PES,QES).However,theactivepowersup-
plied(consumed)bytheseriesconverterwilidealybeequaltothepowerconsumed
(supplied)bytheparalelconverterfromthesupplymains.Hence,SSLactivepower
consumptionisexpectedtobeequaltothatofnon-criticalload(i.e.PSL=PNC).
InFig.2.3,theactivepowerhandledbyconverter#2isconsideredtobeapprox-
imatelyequaltothatofconverter#1(PES ≈VESIcosθES)astheactualpower
handledbyconverter#2wilbeslightlydiﬀerentduetotheﬁlterandswitching
losses. Theloadcurrent(I)isconsideredtobethereference,hence,represented
byazerophaseangleintheﬁgure.Thedetailedcircuitdiagramofathreephase
SLBCconverterarrangementisshowninFig.2.4. UnlikeasinglephaseSLBC,a
threephaseconﬁgurationneedsisolationtransformeronbothconverters.Thismay
increasethesize,weightandcostofthedevice.AsevidentfromFig.2.4,converter
#1isconnectedinseriestothenoncriticalloadwhileconverter#2isconnected
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Figure2.4:ConnectiondiagramofthreephaseSLBCconverterarrangement
Althoughquiteﬂexible,suchaseries-paralelconverterarrangementismore
suitableforhighpowerloadsorclusterofloadsintheindustrialandservicesectors.
SimilarNCLs(e.glightingloadsinanoﬃcebuilding)canbesuppliedthrougha
singleinstalationofseries-paralelconverter,asshowninFig.2.5.Thisisconcep-
tualysimilartomulti-motordriveconﬁgurationdevelopedbyABB[55
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Figure2.5:SingleconvertersupplyingclusterofNCL
Thesingleinstalationwilchangethevoltageacrossalthenoncriticalloads
connectedinthatcluster,therebyactingasacontrolableaggregatepowerreserve.
Smartloadoveralpowerconsumptioncanbegivenby(2.3),
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PSL =
n∑
i=1
P iNC , QSL = QES +
n∑
i=1
QiNC (2.3)
The control loops for the SSL are shown later on in Section 2.4.
2.2 Motor Smart Load (MSL)
Substantial proportion of industrial and service sector loads are induction mo-
tors. Motors which are directly connected to the supply inherently provide inertial
response to the system unlike the drive-controlled motors which are decoupled from
the supply. Adjustable speed drives (ASD) are used to control the speed of the motor
for improved performance and better energy utilization. With subtle modification
to the ASD, as shown in Fig. 2.6, it is possible to use the existing motor drives to
control the power consumption of the motors over a short-time and thereby, contrib-
ute to rapid frequency response when needed. The proposed modification includes
a frequency derivative loop to provide inertial response within the ramp rate limits.
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Figure 2.6: Motor type smart load with modified drive control
An additional frequency support block is introduced along with the standard
drive control. The measured deviation in grid frequency and RoCoF is used to
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modify the supply frequency reference for the motor. A dead band is used to limit
the inertial response below a predefined setting to avoid negative impact during the
frequency recovery period. The dead band is set at 15mHz, as proposed by the
European Network of Transmission System Operators for Electricity (ENTSO-E)
[56]. The frequency support loop kicks in as soon as the system frequency deviation
exceeds this value. The summation of the two correction signals determines ∆fmot
for modifying the motor drive frequency set point (fmot). The ∆fmot signal should
have a timed cut-off logic (which could be tens of seconds) to avoid disrupting
the steady performance of the motor. The rate of change of the motor frequency
reference in response to the measured grid frequency variation has to be limited to
avoid excessive regeneration especially, for drives with passive front-end. Fig. 2.7
presents the dynamic response of two types of industrial motor when the drive
frequency is reduced to 30 Hz following three different ramp rates.
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Figure 2.7: Dynamic response of small and large induction motors
Fig. 2.7 shows that for similar drive rate the amount of power fed back to the
source is significantly high for a large motor. This may not be of concern if the
drive has active front end. But for passive front end drives this power needs to be
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dissipated on a dump load. Fig. 2.7(b) shows that a drive rate of 40 Hz/sec for large
induction motor will lead to feedback power more than the nominal rating of the
motor. For practical purpose the drive rate is limited to 20 Hz/sec [57]. The settling
time for large induction motor is around 1.8 sec corresponding to 20 Hz/sec. In the
case studies in Chapter 5, this is accounted for in the simulation by introducing a
first order delay.
The above mentioned control scheme will enable a MSL to contribute to rapid
frequency response by changing the active power consumption of the motor according
to the measured grid frequency and RoCoF. A drive controlled motor operating at
a certain frequency (e.g. 45 Hz) would respond to an under-frequency event by
reducing its operating frequency (e.g. down to 30 Hz) for a few seconds. For over-
frequency events, the motors would enter the constant-power mode beyond 50 Hz
as V/f ratio is no longer maintained [57]. In such cases, the frequency support loop
is disabled and the motor operates with standard drive control.
Induction motor drives can have either active front end or passive front end.
While active front end provides more flexibility and the option for slip power recov-
ery, it increases the cost of the drives significantly. So passive front end (diode) is
commonly used in most drives applications. A passive front end appears to be a
near unity power factor load making the MSL a controllable active power sink.
2.3 Static Smart Load Capability
The concept and the converter configurations of SSL have been discussed in
the previous sections. This section presents the mathematical model of SSL and
estimates the active and reactive power capabilities of three different SL types (SLQ,
SLES and SLBC). The terms ‘Static Smart Load (SSL)’ and ‘Smart Load (SL)’ have
been used interchangeably. SL implies SSL unless otherwise specified.
Knowledge of SSL capability is important to assess their effectiveness in voltage
and/or frequency regulation and to accurately estimate the amount of power re-
serve available from candidate SLs in the industrial, service and domestic sectors.
The analytical model of smart load and its phasor diagram are based on resistive-
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inductive (RL) type NCL as majority of power system loads are RL-type. However,
the results and inferences can be easily extended for resistive-capacitive (RC) type
loads. Phasor diagram in Fig. 2.8 illustrates the relationship of compensator voltage
(VES) with respect to NCL voltage (VNC) and supply mains voltage (VC) for a RL-
type load.
I
VNC
VES
VC
θNC  
VES
θES  
θC  
Figure 2.8: Smart load phasor for RL type NCL load
The phase angle difference between supply mains voltage (VC) and NCL voltage
(VNC) is given by θC . The smart load current (I) lags the non-critical load voltage
(VNC) and the compensator voltage (VES) by an angle θNC and θES respectively.
From Fig. 2.2 & 2.3, the supply mains voltage (VC) can be expressed as the phasor
sum of the non-critical load voltage (VNC) and the compensator voltage (VES), as
in (2.4), considering VNC as the reference phasor.
VC 6 θC = VNC 6 0 + VES 6 (θES − θNC) (2.4)
The above equation can be expanded as per triangle law of vector addition to
express voltage across non-critical load as a function of VES and θES, given by 2.6.
V 2C = (VNC + VES cos(θES − θNC))2 + (VES sin(θES − θNC))2 (2.5)
VNC = −VES cos(θES − θNC)±
√
V 2C − V 2ES sin(θES − θNC)2 (2.6)
= F (VC , VES, θES, θNC) (2.7)
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The factors affecting voltage across non-critical load are mains voltage (VC),
compensator voltage (VES,θES) and load power factor (θNC). These factors will
thus influence the overall power consumption of SSL (i.e SL capability) in addition
to other factors like converter rating and load type (e.g. constant current, constant
impedance etc.). Considering mains voltage is maintained at nominal value (i.e
VC=1 p.u.) and NCL having constant power factor, VNC can be calculated for any
value of VES and θES. Only positive real solutions of VNC are of interest and is used
in (2.8) to calculate the active and reactive power consumption of NCL which are
represented by their exponential static models.
PNC = PNC0
(
VNC
VNC0
)kpv
, QNC = QNC0
(
VNC
VNC0
)kqv
(2.8)
where, VNC0, PNC0 and QNC0 stands for NCL nominal voltage and nominal power
consumption. The corresponding load current is given by (2.9).
I =
√
P 2NC +Q
2
NC
VNC
(2.9)
Solution of NCL power consumption as obtained from (2.8) is used in (2.10) to
find the overall power consumption of static smart load.
PSL = PNC ± PES, QSL = QNC ±QES (2.10)
The above equations present a general formulation of smart load model and are
equally applicable for the three types of SSLs introduced before. Detailed discussion
on the capability plot for each type along with impact of several other factors are
presented in the following subsections.
2.3.1 SLQ Capability
Capability plot for SLQ can be drawn in three simple steps using the previously
introduced SL equations. The first step involves calculating all possible values of VNC
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using (2.6) by sweeping the compensator voltage magnitude (VES) over a range of
values (0 to 1 p.u.) for two sets of phase angles (θES = +90
◦ and θES = −90◦). This
provides an exhaustive set of real positive values which can appear across NCL under
different network disturbances. The second step includes calculating the smart load
active and reactive power consumptions using (2.8) & (2.10) for the corresponding
values of VNC . For SLQ type smart load PES should be considered zero in (2.10).
The positive and negative sign of QES signifies inductive and capacitive modes of
the compensator. In the inductive mode VES leads smart load current (I) by 90
◦
and vice versa. In the final step, change in smart load power consumption due to
compensator action is calculated using (2.11)
∆PSL = PSL − PSL0,∆QSL = QSL −QSL0 (2.11)
where, PSL0 and QSL0 stands for smart load active and reactive powers when there is
no compensation i.e VES=0. The calculated values of ∆PSL and ∆QSL thus obtained
from (2.11) is used to draw the capability plot for SLQ, as shown in Fig. 2.9. Negat-
ive value of ∆PSL signifies decrease in smart load consumption (i.e. available power
reserve in p.u.) in response to under-frequency disturbance in the network. Sim-
ilarly, positive value of ∆PSL corresponds to over-frequency disturbance. ∆QSL>0
(∆QSL<0) represents increase (decrease) in smart load reactive power consumption
for a certain change in ∆PSL.
Fig. 2.9(a) shows SLQ capability for three different power factors of a non-critical
load having P −V characteristic between constant power and constant current type
(kpv = 0.5). The Q − V characteristic is maintained as constant impedance type
(kqv = 2) and the mains voltage is considered to be 1 p.u. No limit is imposed
on the converter rating and magnitude of VNC variation. For a unity power factor
NCL, there’s no reserve available for over-frequency event (+∆PSL). This can be
explained by the phasor diagram in Fig. 2.10 which shows that for any value of VES,
VNC can never be more than the supply mains voltage (VC).
With lagging power factor, it is possible to vary SL power consumption in both
directions, however with limited capability for over-frequency event. As the power
factor becomes poorer capability on +∆PSL side increases. For a particular value
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Figure 2.9: Impact of factors like NCL P −V sensitivity, power factor, supply mains
voltage and NCL voltage variation limit on SLQ capability.
I VNC
VES
VC
VES
θC  
Figure 2.10: SLQ type smart load phasor for unity power factor NCL
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of ∆PSL there can be two solutions for ∆QSL (i.e. two possible VES values). The
lower value should be considered to ensure minimum converter rating.
Fig. 2.9(b) shows SLQ capability for three different power factors of a constant
impedance type NCL (kpv = 2,kqv = 2). The capability corresponding to non-
unity power factors is higher (in both directions of ∆PSL) compared to Fig. 2.9(a).
Also, for achieving same amount of active power change (e.g. ∆PSL = −0.8) the
variation in SL reactive power (∆QSL) is more as NCL tends towards constant power
characteristic (i.e kpv varies from 2 to 0.5).
Fig. 2.9(c) shows the influence of mains voltage (VC) variation on SLQ capability
for a constant impedance type NCL having power factor 0.95. As VC decreases,
SLQ capability for over-frequency event (+∆PSL axis) reduces with no support
available for mains voltage below 0.95 p.u.. This points out that in situations of
over-frequency disturbance triggering voltage sag problem, SLQ type static smart
load will be unable to provide any system support.
Fig. 2.9(d) presents the relationship between non-critical load voltage (VNC)
relaxation limit and SLQ capability for a constant impedance type NCL having 0.95
power factor, considering mains voltage maintained at 1 p.u.. As VNC variation is
gradually restricted from ±100% to ±10%, SLQ capability reduces significantly from
around 0.8 p.u to 0.2 p.u. −∆PSL. However, there is no reduction in capability on
+∆PSL axis. This can be explained by Fig. 2.11 which shows the phasor diagram
for inductive and capacitive compensation modes of SLQ for a 0.95 power factor
NCL.
Fig. 2.11(a) shows in inductive mode (I lagging VES by 90
◦) as the compensator
voltage increases voltage across non-critical load (VNC) reduces while maintaining
mains voltage (VC) at 1 p.u.. Without any limit on VNC variation, smart load active
power consumption can be varied over a wide range to achieve a significant power
reserve (−∆PSL) for under-frequency event. In capacitive mode, as in Fig. 2.11(b),
VNC increases with increase in compensator voltage but only up to a certain extent
before VC is no longer maintained at 1 p.u.. The maximum possible value of VNC
corresponds to that value of VES when the later forms a tangent with VC = 1p.u.
circle. Thus, even without any limit on VNC variation SLQ power reserve for over-
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frequencyevent(+∆PSL)isbydefaultlimited.
ItisimportanttonotefromFig.2.9thatSLQsmartloadhasnocapabilityin
theﬁrstquadrant(+∆PSL,+∆QSL).ThismeansSLQwilbeineﬀectiveincaseof
acoupledover-voltageover-frequencyevent.
2.3.2 SLESCapability
CapabilityplotforSLEScanbedrawnfolowingthestepsdiscussedpreviously
forSLQ.However,unlikeSLQ,thequadraturerestrictionofcompensatorvoltage
angle(θES)isnolongermaintained.So,inadditiontovaryingVESin(2.6),θESis
variedover2πtocalculatealpossiblevaluesofVNC.Thisalowsforindependent
controlofstaticsmartloadactiveandreactivepower. VaryingVES andθES sim-
ultaneouslyresultsinmorethanonesolutionofQES (PES)foraspeciﬁcsolution
of∆PSL(∆QSL).SothecapabilityplotforSLESspansoveraregion,unlikeSLQ,
givenbyFig.2.12.Theconverterratingintermsofapparentpower(SES)islimited
at20%ofthenominalvalueofNCLandVNC variationislimitedat±20%.
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Figure 2.12: Impact of NCL power fator, P−V sensitivity and supply mains voltage
on SLES capability
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Fig. 2.12(a) shows SLES capability for a non-critical load of 0.95 power factor
and active power characteristic between constant current and power (kpv = 0.5).
The reactive power characteristic is maintained at kqv = 2. The mains voltage (VC)
is considered to be at 1 p.u.. +∆PSL (−∆PSL) signifies p.u. increase (decrease) in
smart load active power consumption from base case (PES = 0, QES = 0). Similarly,
∆QSL shows the variation of smart load reactive power consumption. In Fig. 2.12(b)
the active power characteristic of the NCL has been changed to constant impedance
type (kpv = 2), keeping other factors same. These two figures show the impact of
load type on the capability of SLES. As the NCL power characteristic tends towards
constant impedance type capability of SLES increases in all four quadrants.
Fig. 2.12(c)&(d) presents the impact of mains voltage (VC) on the capability of
SLES. Two different operating conditions are shown here for a constant impedance
type (kpv = 2, kqv = 2) non-critical load of 0.95 power factor. As mains voltage
is increased from 0.95 p.u. to 1.05 p.u., SLES capability increases beyond 0.2 p.u.
on −∆PSL side. In general, the capability increases in all four quadrants. The
capability zone is clipped on one side due to the constraint on the lower limit of the
NCL voltage (VNC > 0.8 pu). However, the effect on the upper limit of the NCL
voltage (VNC > 1.2 pu) is not visible here as the converter rating limit is reached
before the NCL voltage limit.
Fig. 2.12(e)&(f) highlights the effect of NCL power factor on SLES capability.
Keeping all other factors same, NCL power factor is varied from 0.85 to 1. This
shows that for providing similar amount of change in ∆PSL the amount of active
power compensation required (PES) is lesser as the NCL power factor improves.
Also, for a specific value of ∆PSL, SLES shows equal capability in changing its
reactive power consumption (±∆QSL) as the NCL power factor improves.
The four quadrant operation of SLES can be explained better with the help of
Fig. 2.13. Phasor diagram in Fig. 2.13(a) presents the relationship between smart
load current (I), compensator voltage (VES), non-critical load voltage (VNC) and
supply mains voltage (VC). VES can be injected at any angle with respect to I
depending on the objective of the smart load controller. Based on the angle of
injection (θES) the compensator can operate in any one of the four quadrants. This
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Figure2.13:QuadrantoperationofSLES
InQ1thecompensatorvoltageleadsthesmartloadcurrentsuggestinganin-
ductiveloadtypebehaviourofthecompensator.Similarly,inQ2thecompensator
behavesasaninductivesource.InQ3&Q4thecompensatorvoltagelagsthesmart
loadcurrentthusbehavingasacapacitivesourceandacapacitiveload,respectively.
Inadditiontothesefourpossibilities,ifthecompensatorvoltageisin-phaseor180◦
out-of-phasewiththecurrent,thenitcanbehaveasanohmicloadoranegative
ohmicload,respectively.Also,ifthecompensatorvoltageis+90◦or-90◦withthe
SLcurrent,thenitcanbehaveasapurelyinductiveorapurelycapacitiveload
respectively.So,intotal,aSLEScompensatorcanworkineightpossiblemodes.
ThefourquadrantscanbelinkedtothecapabilitycurvesinFig.2.12asper:
−∆PSL,+∆QSLshowsQ1operation,+∆PSL,+∆QSLshowsQ2operation,+∆PSL,
−∆QSLshowsQ3operationand−∆PSL,−∆QSLshowsQ4operation.
FromFig.2.12(e)&(f)itisevidentthatSLEScapabilitydecreaseswithlag-
gingpowerfactorofNCL,especialyinQ4(−∆PSL,−∆QSL)comparedtoQ1
(−∆PSL,+∆QSL).ThiscanbeexplainedwiththehelpofFig.2.13(a).Forunder-
frequencycondition,theobjectiveofSLESistoreduceVNC (i.e. activepower
consumptionofNCL)whichisonlypossibleintheregionsR1&R2(Fig.2.13(a)).
R1correspondstoinductiveoperationofthecompensatorwhileR2forcapacitive.
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For a RL type NCL, R1>R2 and the difference increases with more lagging power
factor. Hence, SLES will always have lesser capability for boosting voltage during
an under-frequency event (Q4 operation). For unity power factor of NCL, R1=R2,
so SLES will have equal capability for voltage regulation (boosting and suppression)
during an under-frequency event (as evident from Fig. 2.12(f)).
2.3.3 SLBC Capability
Series-Parallel converter (SLBC) configuration provides maximum capability
among three types of SSL. In addition, it replaces the need for energy storage
thereby, reducing the cost and the complexity associated with battery and its auxili-
ary state of charge (SOC) controller. The capability plot is drawn following the same
procedure as introduced in Section 2.3.1. However, (2.10) is now slightly modified
as smart load active power consumption equals that of NCL (i.e. PSL=PNC) while
smart load reactive power consumption remains the same as before. Fig. 2.14 intro-
duces SLBC capability plots for permissible VNC variation of ±20% and converter
apparent power rating limited to 20% of the NCL load nominal power.
Fig. 2.14(a)&(b) shows the impact of NCL active power consumption character-
istic on SLBC capability. For this case, the mains voltage (VC) is maintained at 1
p.u. and the power factor of the load is considered to be 0.95 . As the NCL tends
towards a constant impedance characteristic, SLBC capability increases significantly
in all the four quadrants. Comparison with Fig. 2.12 shows that SLBC capability
is more than SLES in the horizontal axis (∆PSL), while capability in vertical axis
(∆QSL) remains the same.
Fig. 2.14(c)&(d) shows the impact of mains voltage variation on SLBC capabil-
ity. Keeping all other factors same, VC is varied from 0.95 p.u. to 1.05 p.u. Supply
mains voltage is found to have a positive effect on SLBC capability.
Fig. 2.14(e)&(f) shows the effect of NCL power factor variation on SLBC cap-
ability. Similar to SLES, the capability is found to increase in all the four quadrants
with less active power compensation (PES) requirement as the power factor is var-
ied from 0.85 to 1. The four quadrant operation of SL as presented in Fig. 2.13
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Figure 2.14: Impact of NCL power fator, P−V sensitivity and supply mains voltage
on SLBC capability
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holds equally good for SLBC and the explanation pertaining to voltage regulation
capability in relation to changing NCL power factor is applicable here as well.
2.4 Static Smart Load Control
Depending on the application, measurements required for SL control can range
from PCC voltage, frequency to line/neutral currents or power flow. These meas-
urements are taken as input to the smart load controller to generate appropriate
switching signals for the series converter. The switching signals in turn depend
on the type of smart load (SLQ, SLES, SLBC) and the area of application (e.g.
power quality, phase balancing). The focus of this section is restricted to frequency
regulation using different smart load types.
2.4.1 SLQ Control
The active (reactive) power consumption of the smart load can be considered as
the summation of nominal power and change in active (reactive) power, as given by
(2.12). ∆PSL is considered to be proportional to frequency error as measured from
supply mains and hence a known quantity. ∆QSL is however an unknown quantity.
So, reactive power consumption of SLQ needs to be expressed as a function of its
active power consumption and supply mains voltage. For a constant impedance
type non-critical load this can be obtained by deriving the circle equation for SLQ
capability curve.
PSL = PSL0 + ∆PSL, QSL = QSL0 + ∆QSL (2.12)
The apparent power of SLQ can be written as (2.13), where r stands for NCL
resistance. This is possible as PSL = PNC = I
2r for SLQ type smart load. By
adding the term (V 2C/2r)
2 on both sides of (2.13) and rearranging in the form of a
circle equation, (2.14) can be obtained.
P 2SL +Q
2
SL = V
2
CPSL/r (2.13)
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(PSL − V 2C/2r)2 +Q2SL = (V 2C/2r)2 (2.14)
Replacing PSL and QSL in (2.14) from (2.12), circle equation for SLQ capability
can be obtained as in (2.15), where center is −PSL0 + V 2C/2r,−QSL0 and radius is
V 2C/2r.
(∆PSL + PSL0 − V 2C/2r)2 + (∆QSL +QSL0)2 = (V 2C/2r)2 (2.15)
Equation (2.15) can be rearranged to express smart load reactive power as a
function of smart load current and supply mains voltage, as in (2.17). Positive sign
of QSL corresponds to inductive reactance of NCL greater than capacitive reactance
of compensator and vice versa i.e. QSL has two solutions corresponding to a single
value of PSL, as evident from Fig. 2.9. For lesser control effort and to minimize
converter rating only positive value is considered.
QSL = ±
√
PSL(V 2C/r − PSL) (2.16)
= ±F (VC , I) (2.17)
The above equations can be used to design a simple PI controller with the
objective of regulating system frequency. Fig. 2.15 presents a schematic diagram of
SLQ control for RL type smart load with constant impedance power characteristic.
r, x and z stands for NCL resistance, reactance and impedance respectively.
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Figure 2.15: SLQ controller (with RL type NCL) for grid frequency support
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Deviation (∆f) of measured frequency (fmeas) from its reference value (fref )
is used to determine the change in active power (P∆f ) corresponding to governor
action. Droop gain (D) is used to update the frequency reference (fref ) within the
allowed limits of ±0.05 pu. A second loop uses the measured RoCoF to provide a
power term which mimics the inertial contribution (Pdf/dt). Sum of these two power
terms is used to derive the required change in active (∆PSL) power consumption of
the SSL. From ∆PSL the smart load current (I) is calculated and a limit is imposed
based on the maximum (VNCMAX) and minimum (VNCMIN) variation of voltage
allowed across the NCL. Using the relation presented in (2.17), smart load reactive
power consumption is calculated. The difference in reactive power consumed by
the NCL and that of the smart load gives the compensation provided by the series
converter (QES). Based on the sign of QES it is decided whether capacitive or
inductive support is required and appropriate signal is sent for converter switching.
A generic control model can be developed for NCL other than constant im-
pedance type. From (2.5), compensator voltage can be expressed as a quadratic
equation in terms of VC and VNC as in (2.18). Angle θES in case of SLQ is fixed at
90◦.
V 2ES ± 2VNC cos(90◦ − θNC)VES + (V 2NC − V 2C) = 0 (2.18)
Only real solution of (2.18) is considered. The positive and negative sign corres-
ponds to the two operating modes of the compensator. For inductive compensation
mode the relation is given by (2.20) and for capacitive compensation mode it is
given by (2.22)
VES = −VNC sin θNC ±
√
V 2C − (VNC cos θNC)2 (2.19)
= −F (VC , VNC , θNC) (2.20)
VES = +VNC sin θNC ±
√
V 2C − (VNC cos θNC)2 (2.21)
= +F (VC , VNC , θNC) (2.22)
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Based on the above equations the generic control model can be given by Fig. 2.16.
The frequency measurement and df/dt loop remains the same as Fig. 2.15 while the
smart load model is updated by a generic model of NCL. Smart load active power
consumption (PSL) as obtained from the PI controller is limited by VNCMAX and
VNCMIN values using (2.8). Final value for compensator voltage is computed using
function of supply mains voltage, non-critical load voltage and non-critical load
angle.
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Figure 2.16: SLQ controller (for any type of NCL) for grid frequency support
2.4.2 SLES Control
Compensator voltage injection angle is no longer required to be fixed at ±90◦.
So SL active (reactive) power is given as the summation of NCL active (reactive)
power consumption and series converter active (reactive) power exchange. A simple
control schematic is given in Fig. 2.17 which holds good for constant impedance type
NCL.
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Figure 2.17: SLES controller (for constant impedance type NCL) for grid frequency
support
Deviation (∆f) of measured frequency (fmeas) from its reference value (fref )
is used to determine the change in active power (P∆f ) corresponding to governor
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action. Droop gain (D) is used to update the frequency reference (fref ) within the
allowed limits of ±0.05 pu. A second loop uses the measured RoCoF to provide
a power term which mimics the inertial contribution (Pdf/dt). Sum of these two
power terms is weighted according to the R/X ratio of the network to derive the
required change in active (∆PSL) and reactive (∆QSL) power consumption of the
SSL. Using (2.12), the total active and reactive power consumption of the smart
load is computed. These values are used along with measured mains voltage to
calculate the smart load current. This current is limited by the allowable voltage
variation across the non-critical load. The resistance (r) and reactance (x) values
of the NCL are used along with smart load current to calculate the NCL active and
reactive power consumptions respectively. Difference of PNC (QNC) and PSL(QSL)
provides the compensator active (PES) and reactive (QES) power exchange which
are used to compute the injection voltage magnitude (VES) and phase angle (θES)
of the series converter.
SLES controller supporting any power characteristic of NCL (i.e. any value
of kpv & kqv) is quite complicated to design and the difficulty increases if power
exponents kpv and kqv are unequal and non-integer in magnitude (as in this case no
exact relationship like constant impedance or constant current). No such controller
is developed at the moment, however if required it may be explored in future.
2.4.3 SLBC Control
Operation of SLBC is similar to SLES with battery replaced by a parallel con-
verter operating at unity power factor. The only difference in smart load model is
PSL = PNC . From Fig. 2.8, the compensator voltage can be expressed in terms of
supply mains voltage, non-critical load voltage and the phase angle between them.
The sine and cosine components of the compensator voltage can be expressed as
(2.23) & (2.24).
VES cos(θES − θNC) = VC cos θC − VNC (2.23)
VES sin(θES − θNC) = VC sin θC (2.24)
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Squaring and adding (2.23) & (2.24) gives the magnitude of series converter
injected voltage, as in (2.26). Only positive real values of VES is to be considered.
VES = ±
√
(VC cos θC − VNC)2 + (VC sin θC)2 (2.25)
= ±F (VC , VNC , θC) (2.26)
Ratio of (2.23) & (2.24) gives the phase angle of series converter injected voltage,
as in (2.27).
θES = arctan(
VC sin θC
VC cos θC−VNC ) + θNC (2.27)
The above relations along with (2.8) can be used to develop SLBC control
suitable for any type of non-critical load power characteristic. The schematic of
SLBC control is presented in Fig. 2.18.
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Figure 2.18: SLBC controller for grid frequency support
Deviation (∆f) of measured frequency (fmeas) from its reference value (fref )
is used to determine the change in active power (P∆f ) corresponding to governor
action. Droop gain (D) is used to update the frequency reference (fref ) within the
allowed limits of ±0.05 pu. A second loop uses the measured RoCoF to provide a
power term which mimics the inertial contribution (Pdf/dt). Sum of these two power
terms is weighted according to the equivalent R/X ratio of the network at the point
of connection to derive the required change in active (∆PSL) and reactive (∆QSL)
power consumption of the SSL. Addition of ∆PSL & ∆QSL with the nominal power
of SL gives the actual power consumption of SL, PSL and QSL. Since PSL = PNC in
the case of SLBC, the estimated smart load active power can be used to calculate
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the voltage across the NCL and its reactive power consumption, using (2.8). Finally,
the phase angle between the supply voltage and the NCL voltage (θC) is derived
and using the relationship presented in (2.26) the converter voltage magnitude (VES)
and phase angle (θES) is estimated. Appropriate limits on permissible variation in
non-critical load voltage (VNCMIN , VNCMAX) are imposed within the smart load
model.
2.5 Conclusion
This chapter introduces the theory behind the concept of smart load operation.
The SL has been broadly divided into motor type and static (non-motor) type based
on the type of NCL connected to the series compensator. For static smart load
(SSL), the power-voltage sensitivity is exploited to extract short term reserve while
for motor smart load (MSL) the power-frequency sensitivity is exploited through
appropriate modification of existing variable speed drives. Thereafter, the series
converter (SLQ, SLES) and series-parallel converter (SLBC) arrangements for SSL
have been discussed and their phasor diagrams and mathematical models and the
respective capability curves have been developed. The impact of several factors like
NCL power-voltage sensitivity, power factor, allowable voltage relaxation, converter
rating and the supply mains voltage on the capability of SLQ, SLES and SLBC
have been investigated in detail and related to the four quadrant operation of SL,
wherever appropriate. Finally, the control schemes for frequency regulation with RL-
type NCLs have been developed for SLQ, SLES and SLBC converter arrangements.
From the analysis in this chapter, it is found that SLBC type smart load has
much larger active/reactive power capability compared to SLQ and SLES. Also,
SLBC allows independent control of active and reactive power compensation, unlike
SLQ, thus allowing for frequency and voltage regulation in a unified framework.
However, the presence of two converters in SLBC will result in higher losses and
bigger form factor. Hence, it can be concluded that SLBC is more suitable for high
power three phase loads (or load clusters) whereas, SLQ can be used for low voltage
loads in the domestic sector.
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Vector Control of Electric Spring
and Stability Analysis
For practical application of Electric Spring (ES) at several customer points, it
is important to investigate the stability of the distribution network having multiple
such devices. The control loop dynamics of ESs may fall in similar frequency range
and may lead to an adverse interaction. To analyse such interactions, broadly two
different approaches can be adopted; (a) a linearised state space model based analysis
and (b) an impedance based analysis using frequency sweep method. The second
method has several advantages including; (i) it does not need a detailed knowledge
of the plant and controller model, they can be treated as a black box, (ii) the
analysis can be easily extended over a large range of frequency etc. Both are essential
shortcomings of state space model based approach. However, a major drawback of
impedance based analysis is that it fails to provide the participation of the state
variables in the system modes i.e. the method identifies a problem but fails to point
out the source of it. Keeping this in mind, the state space modelling based analysis
has been adopted in this chapter.
As pointed out in Section 1.2.4, vector control of Smart Load with back to back
converter (SLBC) (Electric Spring version 2) has already been proposed in [32].
However, smart load with reactive compensation (SLQ) (Electric Spring version 1)
lacks similar control scheme. Moreover, the dynamic model of SLQ presented in [28]
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is not based on dq framework which is commonly used for stability studies. Hence,
the tuning of the controller gains, unlike vector control, are not based on analytical
methods. Also, it lacks a inner current control loop which is necessary for limiting
the inverter current within safe limits.
A state-space model of SLQ is reported in [29] based on the dynamic model
in [28]. However, the model is not based on dq framework and the paper falls
short of frequency domain stability analysis due to change in network and control
parameters.
This chapter presents in detail the dq modelling of SLQ controller and points
out the differences with respect to shunt inverter (e.g. STATCOM, DG inverter) dq
control scheme. Further, a linearised state space model is developed for a distribu-
tion network with vector controlled SLQ to present a case study investigating the
impact of change in network and control parameters on the stable operation of the
system.
The study reported in this chapter does not consider the switchng model of
the converters, unbalance or harmonics and neglects the dynamics of the DC link
of SLQ (in state-space model) which would require a different modelling approach
(e.g. dynamic phasor). State-space model of a three-phase ES [33] can be derived
from that of a single-phase ES and is not considered separately.
3.1 Controller Modelling
The following Fig. 3.1 presents the inverter configuration of ES ver1 (SLQ) (as
proposed in [19]) connected in series with a resistive-inductive (RL-type) load. The
filter parameters are denoted by Rf , Lf and Cf and the DC bus capacitance is
given by Cdc. Vpcc denotes the feeder-side voltage, Ves represents the voltage across
the filter capacitor while the effective voltage across the customer load is given by
Vnc. ES being a series connected compensator, the current drawn by the customer
load (I) is equal to the current drawn by the smart load as a whole. The inverter
to grid direction of the filter current (Iinj) is considered positive during controller
modelling.
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Figure3.1:ElectricSpringver1(SLQ)withnon-unitypowerfactorload
ThedynamicsoftheACandDCsideoftheSLaredescribedbythefolowing
equations:
LfdIinj(t)dt =Vinv(t)−Ves(t)−RfIinj(t) (3.1)
CfdVes(t)dt =I(t)+Iinj(t) (3.2)
LLdI(t)dt =Vpcc(t)−Ves(t)−RLI(t) (3.3)
CdcdVdcdt =Idc (3.4)
Theseequations(excluding(3.4))canbefurtherexpressedinadq-frameby
substitutingeverytimedomainsignalbytheirequivalentdqquantitieslikeVpcc(t)=
Vdqejρ,wheretheangleρcanbechosenarbitrarily.However,inthiscase,wewant
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a synchronously rotating reference frame by making ρ = ω0t where ω0 is the AC
system frequency. Further details on frame transformation can be found in [58].
The dynamic equations in the dq-frame are given below.
Lf
dIinjd
dt
= Vinvd − Vesd −RfIinjd + ω0LfIinjq (3.5)
Lf
dIinjq
dt
= Vinvq − Vesq −RfIinjq − ω0LfIinjd (3.6)
Cf
dVesd
dt
= Id + Iinjd + ω0CfVesq (3.7)
Cf
dVesq
dt
= Iq + Iinjq − ω0CfVesd (3.8)
LL
dId
dt
= Vpccd − Vesd −RLId + ω0LLIq (3.9)
LL
dIq
dt
= Vpccq − Vesq −RLIq − ω0LLId (3.10)
3.1.1 Phase-Locked Loop (PLL)
The mechanism to ensure that ρ = ω0t is referred to as the PLL. A PI controller
ensures that the dq-frame is always aligned with the d-axis of the input voltage by
forcing Vq = 0. In this chapter, a single phase PLL is required, which is slightly
different from a three phase PLL. In order to apply Park transformation on a single
phase signal, an additional fictitious phase is created by introducing a phase delay
of
1
4
of a fundamental cycle to the input signal. Further, the PI controller can be
replaced by a lead-lag controller, as proposed in [59], to provide better filtering of
100Hz harmonic. The 100Hz component is specific to single phase converters, arising
due to the power balance between the ac and dc side of the converter. A simple PI
controller can be used instead, in case the DC loop dynamics is neglected in study.
The block diagram for the single phase PLL is shown in Fig. 3.2.
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Figure 3.2: Block diagram of the 1-phase PLL used for ES converter
The transfer function for the lead-lag controller is given by G(s) = K 1+T1s
1+T2s
while
the overall open loop transfer function of the PLL can be expressed as Gopen(s) =
K
s
1+T1s
1+T2s
. The time constants T1 and T2 are selected such that an attenuation of
-70dB can be achieved for 100Hz. Fig. 3.3 presents the bode plot for the open loop
transfer function Gopen(s) showing a magnitude of -70dB and a phase lag of −138◦
for 100Hz. The corresponding parameter values are T1 = 0.001242, T2 = 0.02315
and K = 2.
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Figure 3.3: Bode plot of PLL open loop transfer function Gopen(s)
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3.1.2 Current Control Loop
The inner current control loop of the ES inverter is based on (3.5) & (3.6) where
Iinjd & Iinjq are the state variables, Vinvd & Vinvq are the control inputs and Vesd &
Vesq are the disturbance inputs. It is clear from (3.5) & (3.6) that the dynamics
of Iinjd & Iinjq are coupled due to the presence of the term Lfω0. To decouple the
dynamics of d & q axes, two new control inputs ( ˆVinvd & ˆVinvd) are introduced such
as:
Vinvd = ˆVinvd + Vesd − ω0LfIinjq (3.11)
Vinvq = ˆVinvq + Vesq + ω0LfIinjd (3.12)
Substituting (3.11) & (3.12) in (3.5) & (3.6) results in two decoupled first order
linear systems as given by (3.13) & (3.14). Taking Laplace transform on both sides,
the control plants for the d and the q axes can be found as 1
Lf s+Rf
. The simplified
control block diagram for the dq−axis current controller is shown in Fig. 3.4.
Lf
dIinjd
dt
= ˆVinvd −RfIinjd (3.13)
Lf
dIinjq
dt
= ˆVinvq −RfIinjq (3.14)
The control plants are identical in d & q axes which means similar compensator
can be used in both. The compensatorKd(s) shown in Fig. 3.4 is a simple proportional-
integral controller. By making the controller zero equal to the plant pole, the closed
loop transfer function of the current control loop reduces to a first order transfer
function of the form 1
τs+1
where the time constant (τ) can be selected based on the
required response of the controller. Accordingly, the controller gains are found out
to be kp =
Lf
τ
and ki =
Rf
τ
from (3.15).
skp + ki
s
=
Lfs+Rf
τs
(3.15)
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Figure3.4:SimpliﬁeddiagramoftheinnercurrentcontrolloopofESconverter
Theselectionoftheclosedlooptimeconstantτisadesignchoiceandasmal
valueispreferableforfastresponseofthecurrentcontroler. However,theband-
widthofthecontroler(1τ)shouldbeatleast10timessmalerthantheswitching
frequencyoftheinverterwhichinturndependsonthetypeofsemiconductorswitch
(IGBT/MOSFET)usedfortheapplication.Inthiscase,itisconsideredτ=0.1ms,
keepinginmindthatforsinglephaseESapplicationthepreferredchoiceofsemi-
conductorswitchwouldbeMOSFET.
Thereferencesignals(Iinjdref&Iinjqref)forthecurrentcontrolerareobtained
fromtheoutervoltagecontrolloop.However,beforediscussingtheouterloopitis
importanttopointoutsomeofthediﬀerenceswithshuntinverterdqcontrollike
STATCOM.AsdiscussedinSection2.1,SLQtypesmartloadhelpsinvoltage/
frequencyregulationthroughreactivecompensationonlyi.e.thevoltageacrossthe
ﬁltercapacitor(Ves)isalwaysmaintainedinquadraturetotheloadcurrent(I).
Now,consideringthePLLlockswiththephaseangleofthePCCvoltage(Vpcc)like
anyotherinverter,thephasordiagramcanbedrawnasFig.3.5
FromFig.3.5itisevidentthatlockingwiththePCCvoltagegivesrisetoa
ﬁnitevalueoftheﬁltercurrent(Iinj)onboththeaxes.Thispresentsaparticular
chalengeinmaintainingtheDC-sidevoltage(Vdc)atthereferencevalue. Fora
reactivecompensationdevicelikeSLQ,idealythereshouldnotbeanyexchangeof
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Figure3.5:Phasordiagramshowingdq−variableswhenPLLlockswiththePCC
voltage
activepowerinsteadystatebetweentheACandtheDCside,neglectingthesmal
lossesincurredacrossRfandinverter.Inordertoensurethatnoactivepower
isexchanged,thereferencecurrentford−axiscontrolershouldbeequaltozero
(Iinjd=0).However,thisisnotpossibletoachievebasedonPCCvoltagelocking.
Sotheotheroptionscanbelockingwitheithertheloadcurrentortheﬁltercapacitor
voltage.Since,ESisprimarilyadistributionnetworkdevice,lockingwiththeload
currentcanbesafelyruledoutduetothepresenceofharmonics.So,theproposed
EScontrolerlockswiththeﬁltercapacitorvoltageinstead,andthecorresponding
phasordiagramisshowninFig.3.6.
Itisnowpossibletousethed−axisofthecurrentcontrolertoregulateVdc
atthereferencevaluewhileq−axiscanbeusedforcontrolingeithertheload-side
voltage(Vnc)orthefeeder-sidevoltage(Vpcc),dependingonthecontrolobjective.
InFig.3.6,theﬁltercapacitorvoltage(Ves)leadstheloadcurrent(Iq)by90◦
thusprovidinginductivecompensation.ItisalsopossibletooperatetheSLQin
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Figure3.6:Phasordiagramshowingdq−variableswhenPLLlockswiththeﬁlter
capacitorvoltage
capacitivecompensationmodebymakingVeslagtheloadcurrentby90◦. Unlike
STATCOM,wherethecompensationmodeisdecidedbythephaseangleofthe
injectedcurrentwithrespecttothePCCvoltage,incaseofSLQtheﬁltervoltage
polarityischangedtoachievethis.Incapacitivemode,Vesdlockswith-ved−axis
andIqbecomesslightlymorethanIinjqsothatIcapqnowalignswith-veq−axis,
therebyleadingVesdby90◦.
3.1.3 DCVoltageControlLoop
TheDCvoltagecontrolloopisdesignedinasimilarwayasinanyotherstandard
invertercontrol.Fig.3.7(a)showsthecurrentﬂowingthroughtheDCcapacitor(Idc)
isequaltothecurrentinjectedbyanysource(e.g.battery)ontheDCside(I1)
minusthecurrentﬂowingtotheACside(I2).ReplacingIdcin(3.4)bythesetwo
currentsandtakingLaplacetransformonbothsidesgivesVdc= I1Cdcs− I2Cdcs,where
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1
Cdcsistheplantmodel.SinceSLQdoesnothaveanysourceontheDCside,I1
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Fig.3.7(b)showstheDCvoltagecontrolblockdiagram.
Figure3.7:(a)SchematicoftheDCsideofES(b)SimpliﬁeddiagramofDCvoltage
controlloop
Aproportional-integralcompensatorhasbeenusedinplaceofKdc(s),thus
makingtheclosedlooptransferfunctionoftheDCloopcontroleras(3.16).This
canbecomparedtoastandardsecondordertransferfunctionoftheform 2sζω+ω2s2+2sζω+ω2
tocalculatethevaluesofproportional-integralgains. Thesegainsarefoundout
tobekpdc=−2Cdcζωandkidc=−Cdcω2,wheretheDCcapacitorhasavalueof
Cdc=1.5mF,ζ=0.707andω=24.16rad/s.
Vdc
Vdcref=
−1/Cdcskpdc−1/Cdckidc
s2−skpdc/Cdc−kidc/Cdc (3.16)
Sincetheinverterismodeledasacontrolablevoltagesource,theACandthe
DCsideislinkedbythepowerbalanceequationi.e.theinstantaneouspoweronthe
ACsideisalwaysequaltothepowerontheDCside.Thisisgivenby(3.17)where
PdcisequatedtoPac.Fromthisequation,theexpressionforthecurrentreference
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for the d−axis controller is derived as Iinjdref = 2VdcIdcVesd .
VdcIdc =
1
2
VesdIinjd (3.17)
3.1.4 Outer Voltage Control Loop
3.1.4.1 Load-Side Voltage Control
The control of the load-side voltage and the feeder-side voltage depends on
the application of the ES (e.g. voltage regulation, frequency regulation). Load-
side voltage control is much easier to achieve as the load is decoupled from the
network. From the phasor diagram in Fig.3.6, it is evident that locking with the
filter voltage gives rise to an unique condition where the dynamics of the filter
capacitor is controlled by only the q− axis component of the inverter current. Hence,
the magnitude of the load-side voltage (Vnc) can be controlled by Iinjq while the
phase angle of the voltage remains fixed and is guided by the power factor of the
NCL. The schematic for the load-side voltage control loop is given by Fig.3.8. The
minimum/maximum limits on the variation in Vnc and the filter current (Iinj) are
not shown in the diagram.
Vncref 
-
+ Kvnc(s)
Vnc 
Iinjq Qref 
Vesdmax
2 Iinjqref 
1+sT
1 -
+
Iq 
Icapq 
sCf
1 Vesd 
Figure 3.8: Schematic of the load-side voltage control scheme
The compensator Kvnc should have a much slower response compared to the
inner current control loop. A simple integrator will be sufficient to achieve the
voltage control in this case and is selected to be 80
s
. The theoretical maximum
value of the compensator voltage (Vesdmax) can be equal to the feeder-side voltage
(peak value) i.e. 230 × √2. The time constant for the inner current control loop,
as mentioned previously in Section 3.1.2, is equal to 0.1ms. The filter capacitor
value is a design choice and is considered to be Cf = 10µF. A simple network is
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considered with a voltage source and a single ES connected in series with a NCL
having 0.95pf . A step change is applied at 1 sec into the simulation to the load-
side voltage reference set point (Vncref ) from 270V to 290V. Fig.3.9 presents the
response of the controller when subjected to the step change. To increase the voltage
across the NCL, the reference value for the q−axis current Iqref and hence, the filter
current Iinj increases thereby reducing the share of current flowing through the
filter capacitor (Icap), as shown in Fig.3.9(b). This is apparent from the decrease in
magnitude of the injected voltage (Ves) of the compensator, as shown in Fig.3.9(a).
The dc bus voltage experiences a small transient at 1 sec due to increase in Iinj i.e.
increase is losses across the filter resistor (Rf ) and subsequently settles down to its
reference value of 400V.
0.5 1 1.5 2
Time(s)
-500
-300
-100
100
300
500
V
ol
ta
ge
(V
)
(a)
V
pcc
V
nc
V
es
0.5 1 1.5 2
Time(s)
-5
0
5
C
ur
re
nt
(A
)
(b)
I
inj I Icap
0.5 1 1.5 2
Time(s)
270
275
280
285
290
V
nc
re
f(
V
)
(c)
0.5 1 1.5 2
Time(s)
399
399.5
400
400.5
401
V
dc
(V
)
(d)
Figure 3.9: Dynamic variation of (a) feeder-side, load-side and compensator voltages;
(b) filter current, load current and capacitor current; (c) step change in Vncref from
270V to 290V and (d) dc bus voltage
3.1.4.2 Feeder-Side Voltage Control
An approximate small signal model for PCC voltage dynamics is presented here.
Fig.3.10 shows a feeder with a source impedance of Lg, a NCL with ES and other
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loads represented by an equivalent impedance. Park’s transformation is applied on
the network currents and voltages to express the quantities in dq−domain. The
feeder resistance is neglected to simplify the tuning exercise.
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Figure 3.10: Schematic of a feeder showing a single ES with a NCL and other loads
represented by equivalent impedance
The d−axis component of the source current can be expressed as Igd ≈ ILd
as the d−axis SL current component Id = 0 while the q−axis current is given by
Igq = ILq + Iq. Neglecting the transient excursions of ρ and ω [58], the PCC voltage
dynamics for the d−axis can be given by (3.18), where the first two terms represent
the load effect and the last term shows the control effect. As the current through
the filter capacitor is negligible, small change in SL current is almost equal to a
change in the inverter current, i.e. I˜q ≈ ˜Iinjq. Hence, the second term is considered
as control effect.
˜Vpccd = Lg
dI˜gd
dt
− Lgω0I˜gq = Lg d
˜ILd
dt
− Lgω0 ˜ILq − Lgω0I˜q (3.18)
Similarly, the q−axis dynamics for the PCC voltage can be given by (3.19),
where the first two terms represent the load effect and the last term shows the
control effect. From (3.18) & (3.19), it is evident that the dynamics of both the
d and q−axes of the PCC voltage depends on the q−axis of the NCL current, the
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difference being ˜Vpccq depends on the rate of change of the load current.
˜Vpccq = Lg
dI˜gq
dt
+ Lgω0I˜gd = Lg
d ˜ILq
dt
+ Lgω0 ˜ILd + Lg
dI˜q
dt
(3.19)
Considering that the outer voltage control loop is significantly slower than the
inner current loop, the rate of change of small deviation in the load current i.e. dI˜q
dt
will be quite small. Hence, the effect of the small change in control variable ˜Iinjq
can be neglected in case of ˜Vpccq. The control diagram for the feeder-side voltage
control can be given by Fig.3.11.
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Figure 3.11: Schematic of the feeder-side voltage control scheme
The compensator for the PCC voltage control (Kvpcc) is selected to be a simple
proportional-integral controller with parameters kpvpcc = 100 and kivpcc = 4. The
source inductance has been considered to be Lg = 0.0011H which includes the MV
transformer inductance and any LV network inductance. The performance of the
control loop over all frequencies can be analysed by drawing the bode plot of the open
loop transfer function. Fig.3.12 shows the magnitude and phase plot of the open loop
gain in the bode diagram and highlights the corresponding gain crossover frequency
ωc and the phase margin (PM). A conservative PM of around 90
◦ is considered to
take into account any variation in source impedance and the unmodelled dynamics of
the filter, loads and PLL. A step response of the closed loop system is also presented
in Fig.3.12 which highlights the ±2% settling time Ts = 0.22s.
The performance of the feeder-side voltage control loop is tested using the net-
work shown in Fig.3.13. A resistive load Rnew is considered to create an under-
voltage disturbance. The transformer and the feeder parameters are taken from [60]
and correspond to standard values for UK distribution networks. The R/X ratio of
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Figure 3.12: Bode plot of feeder-side voltage control open loop gain
the lines are considered to be 4.26 (line type D in [60]) and the transformer is rated
at 200kVA.
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Figure 3.13: Schematic diagram of the network used to test the feeder-side voltage
controller
Fig.3.14 shows the dynamic response of the SL when subjected to a step dis-
turbance at 1sec into the simulation. The disturbance is created by switching on
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Rnew, which creates a dip of around 5V in the PCC voltage. This resistive load
is modelled as a current source in the simulation. Fig.3.14(a) shows the variation
in the feeder-side voltage, NCL voltage and the compensator voltage. To support
the under-voltage disturbance, the compensator switches from inductive mode (I
lagging Ves by 90
◦) to capacitive mode (I leading Ves by 90◦). This is achieved
by making the load current (I) slightly more than the filter current (Iinj) so that
the current through the capacitor (Icap) now aligns with −q−axis. This operation
can be better understood from the phasor diagram in Fig.3.6. Fig.3.15 presents the
phase angle relation between the compensator voltage (Ves) and the NCL current
(I). Fig.3.15(a) shows that I lags Ves by 90
◦ i.e. the compensator works in induct-
ive mode before the disturbance while after the disturbance it switches to capacitive
mode where I leads Ves by 90
◦ (Fig.3.15(b)).
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Figure 3.14: Dynamic variation of (a) feeder-side, load-side and compensator
voltages; (b) filter current, load current and capacitor current; (c) rms value of
feeder-side voltage and (d) dc bus voltage
After the disturbance, the feeder-side voltage is regulated by the SL (Fig.3.14(c)),
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Figure 3.15: Phase angle relation between compensator voltage (Ves) and NCL cur-
rent (I) (a) before the disturbance (inductive mode) and (b) after the disturbance
(capacitive mode)
however, only to a certain extent before the inverter current hits the limit corres-
ponding to the allowable voltage variation across the NCL. This limit for Vnc vari-
ation is fixed at ±10% of the nominal value in this case. The capability of SLQ
type SL has been discussed in detail in Chapter 2. The DC bus voltage, shown in
Fig.3.14(d), deviates from its reference value of 400V at 1sec as the change in Iinj
leads to additional losses across the filter resistor.
3.2 Linearised State Space (SS) model of a Single
Electric Spring
The time domain model of the ES developed in the previous section is now
presented in State Space (SS) form and is subsequently linearised for further studies
in frequency domain. The overall model is first divided into five sub-models (a) PLL
(b) voltage control loop (c) current control loop (d) filter and coupling inductance
and (e) network lines and loads. Thereafter, SS is developed for each of these sub-
models and the respective state and input/output variables are defined. Finally,
Component Connection Method (CCM) [61] has been applied to obtain the overall
SS of the model. Following subsections present the detail modelling of the linearised
SS of SLQ type SL. To reduce the number of dynamic equations and keep the
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analysis simple, the NCL has been considered to be of resistive type in this case.
However, the analysis can be extended to any power factor of the NCL. The SS
model thus developed is validated with the time domain model for a small signal
disturbance case. Further, this model is extended to multiple ESs in a distribution
feeder (Section 3.3.5) and studies have been done to assess any unwanted interaction
among the ESs and the network (Section 3.3.6). The state space modelling exercise
has been done as part of a collaboration with my colleague Mr Jinrui Guo.
3.2.1 PLL
The lead-lag compensator based single phase PLL implemented in Simulink is
presented in Fig.3.16. The PLL has one state variable corresponding to the lead-lag
transfer function, denoted by ∆x1 and a second one corresponding to the integrator,
denoted by ∆θ. The input and output variables considered for this sub-model are
∆Vesq and ∆ω, ∆θ. The gain and time constant parameters are given by M = 2
and a1 = 0.001242, a2 = 0.02315. The SS model is given by (3.20) and (3.21)
Vesq 
0
-+
ω 1+a1s
1+a2s
M
Lead-lag Gain
1
s
θ 
Figure 3.16: Schematic diagram of the implemented PLL
∆x˙1
∆θ˙
 =
 − 1a2 0
M 1−a1/a2
a2
0
∆x1
∆θ
+
 1
M a1
a2
[∆Vesq] (3.20)
∆ω
∆θ
 =
M 1−a1/a2a2 0
0 1
∆x1
∆θ
+
M a1a2
0
[∆Vesq] (3.21)
3.2.2 Voltage Control Loop
The schematic diagram of the voltage control loop is shown in Fig.3.17. For con-
venience of expressing it in SS form, the control loop is divided into two sub-models:
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the outer proportional-integral controller (Fig.3.17 (a)) and the inner integral con-
troller (Fig.3.17 (b)). The state variable of the first sub-model is denoted by ∆x21
and the compensator gains are given by kpv and kiv. The input signal Vpccmag cor-
responds to the magnitude of the PCC voltage measurement. It can be expressed
in terms of dq−components as
√
V 2pccd + V
2
pccq. This non-linear term has been lin-
earised with respect to an operating point Vpccmag0. The linearised form is given by
(
Vpccd0
Vpccmag0
∆Vpccd) for the change in d− axis component. The change in the q−axis can
be expressed similarly. The small signal SS model of Fig.3.17 (a) is given by (3.22)
and (3.23).
-+Vpccmagref
Vpccmag
Vncref
(a)
++Vncref
Vnc0
+-
Vncmag
0.50
s Iinjqref
(b)
skpv + kiv
s
Figure 3.17: Schematic diagram of the (a) PCC and (b) NCL voltage control loops
[
∆ ˙x21
]
=
[
0
] [
∆x21
]
+
[
Vpccd0
Vpccmag0
Vpccq0
Vpccmag0
]∆Vpccd
∆Vpccq
 (3.22)
[
∆Vncref
]
=
[
kiv
] [
∆x21
]
+
[
kpvVpccd0
Vpccmag0
kpvVpccq0
Vpccmag0
]∆Vpccd
∆Vpccq
 (3.23)
The state variable of the second sub-model is denoted by ∆x22 and the integ-
rator gain is 0.5. The reference value for this controller comes from the output of
Fig.3.17 (a) and is added with the signal Vnc0, where Vnc0 stands for the maximum
voltage across the NCL (i.e. minimum voltage across the filter capacitor) for the
stable operating point Vpccmag0. The minimum voltage across the filter capacitor
is considered to be 50V in this case. However, it can be any value below 50V so
long as the proper operation of PLL is maintained. For a unity power factor NCL,
Vnc0 =
√
V 2pccmag0 − 502, as evident from the phasor diagram in Fig.2.10. This non-
linear term has been linearised as before (as in the case of first sub-model) and is
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expressed as
Vpccd0√
V 2pccmag0−502
∆Vpccd for the change in d− axis component. The change
in the q−axis can be expressed similarly. The NCL voltage magnitude feedback term
Vncmag is also linearised in a similar way around a stable operating point Vncmag0.
The small signal SS model of Fig.3.17 (b) is given by (3.24) and (3.25).
[
∆ ˙x22
]
=
[
0
] [
∆x22
]
+

1
−Vncd0
Vncmag0
−Vncq0
Vncmag0
Vpccd0√
V 2pccmag0−502
Vpccq0√
V 2pccmag0−502

T 
∆Vncref
∆Vncd
∆Vncq
∆Vpccd
∆Vpccq

(3.24)
[
∆Iinjqref
]
=
[
0.50
] [
∆x22
]
+
[
0 0 0 0 0
]

∆Vncref
∆Vncd
∆Vncq
∆Vpccd
∆Vpccq

(3.25)
3.2.3 Current Control Loop
The current control loop is identical for both the axes and the control loop
architecture follows the standard design as used in any converter. Fig.3.18 presents
the schematic diagram of the control loop. The state variables for the d and q axis
PI controllers are denoted by ∆γ˙d and ∆γ˙q, respectively and the controller gain
parameters are given by kpc and kic. The small signal SS model of the current
controller is given by (3.26) and (3.27).
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Figure 3.18: Simulink diagram of the current control loop
∆γ˙d
∆γ˙q
 =
0 0
0 0
∆γd
∆γq
+
1 0 −1 0 0 0
0 1 0 −1 0 0
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(3.26)
∆Vinvd
∆Vinvq
 =
kic 0
0 kic
∆γd
∆γq
+
kpc 0 −kpc −ω0Lf 1 0
0 kpc ω0Lf −kpc 0 1


∆Iinjdref
∆Iinjqref
∆Iinjd
∆Iinjq
∆Vesd
∆Vesq

(3.27)
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3.2.4 Filter and Coupling Inductance
The filter capacitor and coupling inductance arrangement is shown in Fig.3.19
and the corresponding dynamic equations have been introduced before in (3.5), (3.6),
(3.7) and (3.8). The state variables are the d− and q− axis line currents through
the coupling inductor ( ˙Iinjd, ˙Iinjq) and the voltage across the filter capacitor ( ˙Vesd,
˙Vesq). The four equations defining the dynamics of the filter are non-linear owing to
the cross-coupling terms involving ω0. The equations are linearised around a stable
operating point Iinjd0, Vesd0 (and similarly for the q− axis). The small signal SS
model of the filter and coupling inductance is given by (3.28) and (3.29).
GND
Lf
Vpcc
Iinj
Icap
I
Ves
I
Vnc
Supply Mains/Feeder
Vinv
Rf
RNC
Cf
Figure 3.19: Schematic diagram of the filter capacitor and coupling inductance of
the ES converter
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
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∆Vesd
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∆ω
∆Vinvd
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∆Vncd
∆Vncq

(3.29)
3.2.5 Lines and Loads
The schematic diagram of the network used for developing the small signal SS
model of a single ES connected to a distribution feeder is shown in Fig.3.20. The
network consists of two line segments having R/X ratio representative of an urban
distribution feeder. Apart from the critical load RC and the NCL RNC , a third load
is modelled as a current source Is to create a small disturbance. This is used to
validate the whole SS model with the time domain simulation model. The SS model
also includes the high resistance Rhigh which is necessary to enable series connection
of two current source models. The state variables considered for this sub-system are
the d− and q− axis currents through the line inductors L1 and L2. The small signal
SS model of the lines and loads is given by (3.30) and (3.31), where the Aline, Bline,
Cline and Dline matrices are given separately by (3.32), (3.33), (3.34) and (3.35).
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Figure 3.20: Schematic diagram of the network lines and loads
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−ω0 − 1L2 (R2 +Rhigh + RNCRCRNC+RC )

(3.32)
Bline =

IL1q0
1
L1
0 −Rhigh
L1
0 0 0
−IL1d0 0 1L1 0 −
Rhigh
L1
0 0
IL2q0 0 0
Rhigh
L2
0 − 1
L2
RC
RC+RNC
0
−IL2d0 0 0 0 RhighL2 0 − 1L2 RCRC+RNC
 (3.33)
Cline =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 RC
RC+RNC
0
0 0 0 RC
RC+RNC

(3.34)
Dline =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 − 1
RC+RNC
0
0 0 0 0 0 − 1
RC+RNC

(3.35)
Once the SS is developed for the individual sub-systems, their Ai, Bi, Ci, Di
matrices are arranged together to form diagonal matrices. As an example, for four
sub-systems, a diagonal state matrix A = diag(A1, A2, A3, A4) is formed (and simil-
arly for B, C, D matrices). Further, a matrix LT is formed to capture the algebraic
relation between the inputs and outputs of all the subsystems. Finally, the state
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matrix of the whole system (F ) is computed as (3.36). More details of this method
can be found in [61].
F = A+BLT
(I −DLT
C
)
(3.36)
3.2.6 Validation of State Space model
The developed linear SS model is validated by comparing the dynamic response
of the state variables with the time domain simulation when subjected to a small
disturbance. It is important to mention at this point that the outer voltage control
loop gains (kpv and kiv) for the time domain simulation are reduced to 4 & 1,
respectively, as the saturation blocks present in the time domain model are not
included in the state space. In Fig.3.20, the load modelled as a current source (Is)
is used to create the disturbance. At 1sec into the simulation, the load current is
increased for 3 cycles and the dynamic response of the state variables are captured.
The difference in the magnitude of the state variables between the two cases (network
with/without disturbance) provide the incremental change which is compared for the
time domain and SS model. Fig.3.21 presents the comparison of six state variables
corresponding to the filter capacitor and the line inductances. It is evident from the
figure that the response of the SS model matches closely with the time domain model
and any slight discrepancy may be attributed to the linearisation of the non-linear
equations.
3.3 Case Study: Multiple Electric Springs
For practical application of ESs in the distribution network, it is important to
analyse any potential interaction of multiple such devices among themselves and with
the network to which it is connected. For the case study in this chapter, operation of
two ESs is considered along with other loads represented by equivalent impedance.
Time-domain model of the test network is developed and the operation of the model
is verified using step disturbance. Further, a linearised SS is developed for the test
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Figure 3.21: Comparison of dynamics of state variables between the time domain
and state space model when subjected to a small disturbance
network and the dynamics of the state variables are compared with the results from
the time domain for a small disturbance. The SS model thus developed is used to
investigate the impact of change in certain network and control parameters on the
stable operation of the system. The results presented here are equally applicable for
NCLs of different power factors and the analysis can be easily extended for more
number of ESs connected to the distribution feeder.
3.3.1 Test Network
The test network is similar to Fig.3.13, with an addition of another ES and a
feeder segment. A schematic diagram of the network is shown in Fig.3.22 along with
the length of the feeders and the impedance values. All the loads in the network are
considered to have unity power factor and the two ESs have identical filter and DC
side parameters. The additional load used to create an under-voltage disturbance
is modelled as a current source (Is) in this case and a high value resistance(Rhigh)
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isconnectedinparalelasarequirementofSimulink. Theperkmlineresistance
andinductanceparametersarehighlightedintheﬁgurealongwiththeR/Xratio
ofthefeeder,considering50Hzsupplyfrequency.The11kVto0.
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Figure3.22:SchematicdiagramofthetestnetworkwithtwoESs
3.3.2 OperationUnderSteadyStateandStepDisturbance
ThecurrentandvoltageresponsesofthetwoESsarepresentedinFig.3.23.The
compensatorinsertsaﬁnitevoltageinsteadystatetomaintainacertainvoltage
(≤50V)acrosstheﬁltercapacitorasthisisessentialforproperfunctioningofthe
PLL.TheﬁltercurrentIinjisslightlymorethantheloadcurrentI,thuskeepingthe
capacitorcurrentIcapalignedalongthe+q−axis(andcapacitorvoltageVesalong
the+d−axis)forboththeESs.Inthiscase,theESsareoperatingininductive
modeduringthesteadystateoperation,however,thisisacontrolchoiceandcan
bemadetooperateineitherofthemodes.Incapacitivemode,Veswilbehigher
thantheinductivemodeforthesamevalueofVnc,asexplainedinFig.2.11,expect
forcaseswhentheNCLpowerfactorisunity.
Underthepresentsetofparameters,thestabilityofthenetworkisanalysedby
introducinganunder-voltagestepdisturbancefor3cyclesat1sec.Thedisturbance
iscreatedbyincreasingtheconsumptionoftheloadmodeledasacurrentsource
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Figure 3.23: Dynamic response of AC-side voltages and currents and DC-side voltage
for the two ESs under steady state operation
(Is). The dynamic response of the currents and voltages of the ESs are presented in
Fig.3.24. As evident from the figure, dip in the PCC voltage results in a momentary
increase in the compensator output which in turn affects the DC bus voltage as well.
However, as the disturbance is removed after 3 cycles, the compensator settles down
to its original value and the voltage on the DC side of the inverter also returns to
its reference value of 400V.
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Figure 3.24: Dynamic response of AC-side voltages and currents and DC-side voltage
for the two ESs under a step disturnbance lasting 3 cycles
3.3.3 Voltage Regulation
The voltage regulation operation of multiple ESs connected to a distribution
feeder is presented here. At 1sec into the simulation, a disturbance is created which
results in a dip in the PCC voltages Vpcc1 and Vpcc2. Fig.3.25 presents the dynamic
variation of the voltages and currents of the two ESs. In response to the disturbance,
ES1 changes its operating mode from inductive to capacitive while decreasing the
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voltage across the NCL to 0.9pu of its nominal value. Thus, ES1 provides both
active and reactive compensation to boost the voltage at the PCC. Since the R/X
ratio of the line is much higher than a HV/MV network, reactive compensation will
not play a significant role in the voltage regulation. ES2 on the other hand, remains
in the inductive operation mode and increases the compensator voltage (Ves) to
reduce the power consumption of the NCL. The minimum allowable voltage across
the NCL is set to 0.9pu of the nominal value for both the ESs in this case study.
The DC control loop maintains the voltage at the reference value for both the ESs,
as evident from Fig.3.25.
Fig.3.26 presents a comparison of the PCC and compensator voltages for with/without
consideration of the DC control loop when subjected to a network disturbance. The
responses are shown only for 5 cycles during the time of disturbance. Fig.3.27
presents the rms values of the same, comparing the responses with/without the DC
loop. As evident from these two figures, neglecting the DC control loop does not
introduce any significant differences. However, delay in PLL response due to distor-
tions in monitored waveform can introduce differences. This is further discussed in
the following section.
3.3.4 Effect of PLL Delay
From past research, it is evident that a wide variety of PLL configurations exist
[62] like synchronous reference frame PLL (SRF-PLL), dual second-order generalised
integrator PLL (DSOGI-PLL), moving average filter PLL (MAF-PLL) etc. whose
settling times under different system disturbances range from two (40ms) to seven
(140ms) fundamental cycles [62], [63]. The PLL adopted in this study has a 1%
settling time of 30ms. In addition to that, a separate delay (τ) has been considered in
this study. Although no harmonic distortion has been modelled in the test network,
the delay introduced in the PLL measurement in practice due to the filtering of
fundamental component is accounted for in this study through a third order Pade
approximation, given by (3.37).
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Figure 3.25: Dynamic response of AC-side voltages and currents and DC-side voltage
for the two ESs when subjected to an under-voltage disturbance
e−τPLLs ≈ 120− 60(τs) + 12(τs)
2 − (τs)3
120 + 60(τs) + 12(τs)2 + (τs)3
(3.37)
The tuning of the PLL compensator gain depends on the provision of delay
(τ) during the design stage. A PLL is generally tuned to handle a range of τ
due to change in network conditions. Fig.3.28 presents a comparison of the PLL
and compensator voltage (Ves) responses for three different values of τ when a step
disturbance of 40V is introduced 1sec into the simulation. The figure shows that
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Figure 3.26: Dynamic response of the PCC and compensator voltages when subjec-
ted to an under-voltage disturbance
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Figure 3.27: RMS response of the PCC and compensator voltages when subjected
to an under-voltage disturbance
the system response becomes slower as the PLL gains are adjusted to accommodate
increasing delay in sensing the fundamental frequency. The PLL tuning is thus a
trade off between the system response and any delay in the system. For further
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analysis in this chapter, the PLL is tuned for a minimum delay of 20ms, unless
mentioned otherwise.
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Figure 3.28: Dynamic variation of (a) frequency and (b) compensator voltage for
three different values of PLL delay when subjected to a step disturbance of 40V
The impact of τ on DC-side dynamics is investigated next. Fig.3.29 (a) shows
the response of the compensator voltage (Ves) when the network is subjected to
a step disturbance, similar to section 3.3.2. The dynamics of Ves hardly shows
any difference between the two cases i.e. when the DC bus voltage control loop is
considered (‘withDC’) and when it is neglected (‘noDC’). The tuning for the PLL
is corresponding to τ = 0ms in this case.
The Pade approximation delay is now introduced and the PLL is tuned for a
minimum delay of τ = 20ms (without considering the DC loop). This delay of 20ms
is found to have an impact on the DC control loop and the dynamics of Ves for the
two cases (with/without DC loop) are quite different (Fig.3.29 (b)). The DC loop
is found to introduce a low frequency oscillatory mode which eventually damps out
in a few cycles. This result emphasises the importance of including DC dynamics in
stability studies involving ESs, especially when connected to low voltage networks
with harmonic distortions. However, DC-side dynamics has not been considered in
the SS model due to difficulties in linearising the power balance equation for a single
phase converter. This exercise has been left open for future research.
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Figure 3.29: Dynamic response of compensator voltage when (a) no additional PLL
delay, (b) an additional delay of 20 ms
3.3.5 Linearised State Space of Multi-ES Test Network
The SS model developed in Section 3.2 is extended here to the two ES network of
Fig.3.22 to study the impact of change in different network and control parameters
on the eigen values of the system. The SS models of all the sub-systems discussed
in Section 3.2 remain the same as identical ESs are considered for this test network.
However, presence of more than one inverter in a network requires selection of a
common dq−frame to which all other quantities should be referred to. This process
of frame transformation has been discussed in the following section. Further, the
lead-lag compensator of the PLL has been replaced by a simple PI controller as
the DC-side voltage control loop is neglected in the SS model thus nullifying any
need for filtering the 100Hz component. The dynamics of PLL has been neglected in
many stability studies [36], [37] or mostly represented by a PI controller [64], [35]. A
PI based PLL presents a conservative analysis as the tuning of the kp and ki values
have no significant effect on the phase margin in the low frequency range. Hence,
PI is chosen as the preferred compensator in this case.
3.3.5.1 Frame Transformation
For this test network, the dq−axis of ES1 is considered to be the common ref-
erence frame. Fig.3.30 shows the relationship between the dq−axis of the two ESs.
The synchronously rotating frame of ES2 has a phase angle difference with respect
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to that of ES1 and is denoted by δ20. Under a small disturbance, this phase angle
difference can change by a small amount which is denoted by ∆δ2. To connect ES2 to
the rest of the network, the output variables should be converted on to the common
reference frame. In this case, the output variables are considered to be the dq−axis
filter capacitor voltages and are denoted by VesD2 and VesQ2. The corresponding
input variables are Vesd2, Vesq2 and δ2. The small-signal equivalent of the reference
transformation is given by (3.38) which shows the relationship between the input
and output variables around a stable operating point Vesd20, Vesq20 and δ20. More
details of the frame transformation method can be found in [37].
δ20 
Vesd1
Vesd2
Vesq2
Vesq1
∆δ2 
Figure 3.30: Small-signal equivalent of reference frame transformation showing the
relationship between the dq−axis of ES1 and ES2
∆VesD2
∆VesQ2
 =
cos(δ20) −sin(δ20) −Vesd20sin(δ20)− Vesq20cos(δ20)
sin(δ20) cos(δ20) Vesd20cos(δ20)− Vesq20sin(δ20)


∆Vesd2
∆Vesq2
∆δ2

(3.38)
Similarly, the input variables to the ES2, which are expressed on the common
reference frame, are transformed to the individual reference frame of the converter.
The input variables are the dq−axis components of the PCC voltage, the NCL
voltage and the phase angle with respect to the common reference frame and are
denoted by VpccD2, VpccQ2, VncD2, VncQ2 and δ2. The corresponding output variables
are Vpccd2, Vpccq2, Vncd2 and Vncq2. The small-signal equivalent of the input trans-
formation is given by (3.39) around a stable operating point VpccD20, VpccQ20, VncD20,
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VncQ20 and δ20.

∆Vpccd2
∆Vpccq2
∆Vncd2
∆Vncq2
 =

cos(δ20) sin(δ20) 0 0
−sin(δ20) cos(δ20) 0 0
0 0 cos(δ20) sin(δ20)
0 0 −sin(δ20) cos(δ20)


∆VpccD2
∆VpccQ2
∆VncD2
∆VncQ2

+

−VpccD20sin(δ20) + VpccQ20cos(δ20)
−VpccD20cos(δ20)− VpccQ20sin(δ20)
−VncD20sin(δ20) + VncQ20cos(δ20)
−VncD20sin(δ20)− VncQ20cos(δ20)

[
∆δ2
]
(3.39)
3.3.5.2 PLL Delay Block
In addition to the frame transformation, the SS model of multi-ES network dif-
fers slightly from Section 3.2 due to the presence of an additional delay block. The
Pade approximation delay introduced in (3.37) is linearised here to include in the
SS model. The input to the delay block is denoted by Vesq1r for ES1 and Vesq2r for
ES2. Similarly, the outputs are given by Vesq1 and Vesq2 for ES1 & ES2, respect-
ively. The three state variables for the third order approximation are represented as
xd11, xd12 & xd13 for ES1 and xd21, xd22 & xd23 for ES2. The state and input/output
matrices are given by (3.40) and (3.41).

∆ ˙xd11
∆ ˙xd12
∆ ˙xd13
 =

0 1 0
0 0 1
−120
τ3
−60
τ2
−12
τ


∆xd11
∆xd12
∆xd13
+

0
0
1
[∆Vesq1r] (3.40)
[
∆Vesq1
]
=
[
240
τ3
0 24
τ
]
∆xd11
∆xd12
∆xd13
+ [−1] [∆Vesq1r] (3.41)
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3.3.5.3 Lines and Loads
The linear SS model of the network developed in Section 3.2.5 is extended here
to include the additional line segments and loads of the multi-ES test network.
The network is divided into four sub-models describing the dynamics of each line
segment. The line lengths, parameters and source impedance values are highlighted
in Fig.3.22. The small-signal SS model of line 1 is given by (3.42) & (3.43), of line
2 is given by (3.44) & (3.45), of line 3 is given by (3.46) & (3.47) and of line 4 is
given by (3.48) & (3.49). From these equations, it is evident that the input variables
do not include the compensator and the NCL voltages. A separate sub-system is
considered to take into account the algebraic relationships between the line currents
and the compensator/NCL voltages and are given by four pairs of equations (3.50),
(3.51), (3.52) and (3.53). In (3.42), the resistance and inductance denoted by R and
L, respectively, includes both the line and transformer parameters i.e. R = Rtrn+R1
and L = Ltrn + L1.
∆ ˙IL1d
∆ ˙IL1q
 =
−R+RhighL ω0
−ω0 −R+RhighL
∆IL1d
∆IL1q
+

IL1q0 −IL1d0
1
L
0
0 1
L
−Rhigh
L
0
0 −Rhigh
L
Rhigh
L
0
0
Rhigh
L

T 
∆ω
∆Vsd
∆Vsq
∆Isd
∆Isq
∆IL2d
∆IL2q

(3.42)
∆IL1d
∆IL1q
 =
1 0
0 1
∆IL1d
∆IL1q
+

0 0
0 0
0 0
0 0
0 0
0 0
0 0

T 
∆ω
∆Vsd
∆Vsq
∆Isd
∆Isq
∆IL2d
∆IL2q

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112
3.3. CASE STUDY: MULTIPLE ELECTRIC SPRINGS Chapter 3
∆ ˙IL2d
∆ ˙IL2q
 =
−R2+RhighL2 ω0
−ω0 −R2+RhighL2
∆IL2d
∆IL2q
+

IL2q0 −IL2d0
Rhigh
L2
0
0
Rhigh
L2
Rhigh
L2
0
0
Rhigh
L2
− 1
L2
0
0 − 1
L2

T 
∆ω
∆IL1d
∆IL1q
∆Isd
∆Isq
∆Vpccd1
∆Vpccq1

(3.44)
∆IL2d
∆IL2q
 =
1 0
0 1
∆IL2d
∆IL2q
+

0 0
0 0
0 0
0 0
0 0
0 0
0 0

T 
∆ω
∆IL1d
∆IL1q
∆Isd
∆Isq
∆Vpccd1
∆Vpccq1

(3.45)
∆ ˙IL3d
∆ ˙IL3q
 =
−R3L3 ω0
−ω0 −R3L3
∆IL3d
∆IL3q
+

IL3q0 −IL3d0
1
L3
0
0 1
L3
− 1
L3
0
0 1
L3

T 
∆ω
∆Vpccd1
∆Vpccq1
∆Vpccd2
∆Vpccq2

(3.46)
∆IL3d
∆IL3q
 =
1 0
0 1
∆IL3d
∆IL3q
+

0 0
0 0
0 0
0 0
0 0

T 
∆ω
∆Vpccd1
∆Vpccq1
∆Vpccd2
∆Vpccq2

(3.47)
113
3.3. CASE STUDY: MULTIPLE ELECTRIC SPRINGS Chapter 3
∆ ˙IL4d
∆ ˙IL4q
 =
−R4+RCL4 ω0
−ω0 −R4+RCL4
∆IL4d
∆IL4q
+

IL4q0 −IL4d0
1
L4
0
0 1
L4

T 
∆ω
∆Vpccd2
∆Vpccq2
 (3.48)
∆IL4d
∆IL4q
 =
1 0
0 1
∆IL4d
∆IL4q
+

0 0
0 0
0 0

T 
∆ω
∆Vpccd2
∆Vpccq2
 (3.49)
Vpccd1 = (IL2d − IL3d)RNC1 + Vesd1
Vpccq1 = (IL2q − IL3q)RNC1 + Vesq1 (3.50)
Vncd1 = (IL2d − IL3d)RNC
Vncq1 = (IL2q − IL3q)RNC (3.51)
VpccD2 = (IL3d − IL4d)RNC2 + VesD2
VpccQ2 = (IL3q − IL4q)RNC2 + VesQ2 (3.52)
VncD2 = (IL3d − IL4d)RNC2
VncQ2 = (IL3q − IL4q)RNC2 (3.53)
Similar to the method adopted in Section 3.2 for single ES network, the SS
models of individual subsystems are combined together using the Component Con-
nection Method, given by (3.36), to form the overall SS of the test system. To
validate the developed model, a small disturbance is introduced and the dynamics
of the incremental change in state variables are compared with that of the time
domain model. Fig.3.31 presents the change in compensator voltage of both the
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ESs (Ves1 & Ves2) and the change in current through line segments two (IL2) and
three (IL3) for a small disturbance at 1sec into the simulation. The results show
that the SS model matches exactly with the time domain model and hence the state
matrix can be considered to be a suitable frequency domain representation of the
test network for small disturbance analysis.
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Figure 3.31: Comparison of dynamics of state variables between the time domain
and state space model of 2-ES network when subjected to a small disturbance
3.3.6 Impact of Parameter Changes
The overall SS of the test network with 2-ESs has 38 state variables. These are
listed along with the real and imaginary parts of the eigen values in Appendix B,
table B.1. Out of the total number of oscillatory modes, there are three 50Hz mode
pairs which appear due to the dq−transformation and the rest of the modes are of
interest. There are two high-frequency modes of 465.74Hz & 365.87Hz, three sub-
synchronous modes (10Hz ≤ all modes < 50Hz) of 39.68Hz, 35.54Hz & 26.97Hz and
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two low-frequency modes of 2.69Hz & 0.57Hz. In table B.1, the index in the first
column corresponds to the eigen values listed and does not have any bearing with
the states.
From participation analysis, it is found that the compensator voltage of the two
ESs (Ves1 & Ves2) and the current through line 1 (IL1) and line 2 (IL2) show significant
participation in the two high-frequency modes (465.74Hz & 365.87Hz). As for the
low-frequency mode of 2.69Hz, the only states showing significant participation are
the PLL angle and the load-side voltage control loop integrator of ES2. The real
part of this mode is around −14.5s−1 and shows movement towards the positive real
axis with change in PLL delay, as discussed later. The other low-frequency mode
of 0.57Hz has very high value of the real part and is not of significance for further
studies. The two sub-synchronous modes of 35.54Hz & 26.97Hz are introduced due
to the Pade approximation while the remaining 39.68Hz mode is due to the filter
capacitor.
The participation factors of all the state variables are listed in Appendix B,
table B.2, corresponding to the base case i.e. R/X = 4.26 and line lengths as shown
in Fig.3.22. The column numbers correspond to the indices in the first column of
the table. To find out the participation of a state variable in a specific mode, refer to
the column number corresponding to the mode index. As an example, for checking
the participation in mode 2 (465.74Hz), column number 2 should be referred and
the highest participation (value of 1) is from the state variable Vesd2. Fig.3.32 shows
the eigen values in the complex plain along with a zoomed plot to show the low-
frequency oscillation mode (2.69Hz).
In the following sections, the network and controller parameters are varied over
a certain range to see any possible impact on the system eigen values and assess the
interaction between the ESs and the network.
3.3.6.1 PLL Delay
The impact of PLL delay on the stable operation of the multi-ES network under
different distribution line parameters is investigated here. More specifically, the line
segment between the two ESs is of interest as consecutive ESs in a practical network
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Figure 3.32: Eigen values of 2-ES test network
can have varying electrical distance and R/X ratio. From standard distribution
network parameters [60], it is evident that the R/X ratio can roughly vary from
1 to 10 while the distance between successive nodes can vary from 0.1km to 2km,
considering both highly urban and rural networks.
The two extreme network conditions (highly urban & rural) are considered here
for the line segment separating the two ESs i.e. Line 3, keeping all other lines same
as the base case. For both the cases, the PLL time delay is varied over a range
(increasing from 20ms) to find the maximum value of delay (τ) which the system
can tolerate before getting unstable. Fig.3.33 presents the shift in the low frequency
mode towards the +ve real axis as τ increases from 20ms in steps of 2ms. The
system eigen values are found to cross the imaginary axis at around 70ms, leading
to an unstable operating condition.
The results from the frequency domain corroborate with the time domain model,
as shown in Fig.3.34. The PCC voltage root mean square (RMS) waveforms for the
two extreme network conditions show stable operation after a small disturbance
when the PLL delay is maintained at τ = 20ms. However, as τ is increased, un-
stable oscillations of frequency ≈ 3Hz appear in the PCC voltage. The instability
starts to appear roughly at similar values of τ for both the cases. The eigen values
and the participation factors for the four operation scenarios are presented in Ap-
pendix B. Index numbers 17 & 18 in table B.3 correspond to the respective mode.
The frequency of the mode changes from 2.1Hz (2.54Hz) to 3.02Hz (2.93Hz) for the
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Figure 3.33: Locus of low frequency mode with change in PLL time delay (τ = 20ms
to 70ms) for two extreme sets of network parameters
case of R/X = 1 (R/X = 10) as the real part of the eigen value moves from -ve to
+ve real axis. From tables B.4 to B.7 it can be observed, that the participation of
the load-side voltage control loop (x222) reduces with increase in τ while that of the
state associated with the Pade delay (xd21) increases. However, the participation of
the ES2 PLL angle (theta2) remains almost constant for all the cases.
For a reasonably well tuned controller, this exercise shows that irrespective of
the line parameters and the distance between successive installations, PLL delay
plays an important role in the stable operation of the distribution network with
multiple SLQ type ESs.
3.3.6.2 Line Length and R/X ratio
The impact of change in line length and R/X ratio of all the line segments,
except line 3, is investigated here. Parameters for line 1 and 2 are varied together
as they are just separated by a unity power factor load while that of line 4 is
changed separately. For all the following cases the PLL delay is held constant at
20ms. Fig.3.35 presents the shift in eigen values of the system corresponding to the
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Figure 3.34: Time domain response of the PCC voltage for two extreme network
parameters when the PLL delay is increased by 3.5 times
39.68Hz mode (base case) when the lengths of line 1 & 2 are varied from 0.1km to
2km in steps of 0.1km. The length of all the other lines are maintained same as the
base case while the R/X ratio of all the lines are fixed at 4.26. The movement of
the eigen values in Fig.3.35 is from red to blue. It is evident from the figure that
with increase in line length the frequency of the mode changes significantly, however,
as its real part remains well beyond −4000s−1, this does not have any significant
impact on the stable operation of the system.
Similarly, length of line 4 is increased from 0.1km to 2km in steps of 0.1km while
keeping all other line lengths andR/X ratios same as the base case. Fig.3.35 presents
the shift in eigen values of the system. As expected from the matrix in table B.2,
the state variables associated with line 4 (Il4d & Il4q) do not have participation in
any system modes, apart from the 50Hz mode corresponding to dq transformation.
Hence, variation in length of line 4 has no influence on the stable operation of the
system.
The R/X ratio of lines 1 and 2 are varied from 1 to 10 in steps of 1 while keeping
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Figure 3.35: Shift in eigen values when lengths of L1 & L2 are varied from 0.1km
to 2km (red to blue) while keeping the other line paramters constant
Figure 3.36: Shift in eigen values when length of L4 is varied from 0.1km to 2km
(red to blue) while keeping the other line paramters constant
other line parameters constant and PLL delay equal to 20ms. From table B.2 it is
apparent that the state variables associated with lines 1 and 2 have participation
in the two high frequency modes. Hence, changing the R/X ratio of the two lines
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is expected to have an influence on these modes. This shift in eigen values can be
observed in Fig.3.37 where the high frequency modes are found to move towards the
-ve real axis with increase in R/X ratio (red to blue) i.e. with increase in resistance
(and decrease in inductance) of the network, the oscillatory frequency reduces while
the damping of these modes increases. Hence, for a low voltage network, variation
in R/X ratio of the lines will not have any influence on the stable operation of the
system.
Figure 3.37: Shift in eigen values when R/X ratio of L1 & L2 is varied from 1 to 10
(red to blue) while keeping the other line paramters constant
The R/X ratio of line 4 is similarly varied from 1 to 10 while keeping all other
network and control parameters same. Fig.3.38 presents the corresponding shift in
eigen values. As discussed earlier, any change in line 4 parameter does not have an
influence on the stable operation of the system.
3.3.6.3 Controller Gains
The outer voltage control loop proportional (kp) and integral (ki) gains are varied
over a range to see the effect on the system eigen values. From the participation
matrix in table B.2, it is evident that the outer loop of the two ESs contribute to the
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Figure 3.38: Shift in eigen values when R/X ratio of L4 is varied from 1 to 10 (red
to blue) while keeping the other line paramters constant
low frequency mode having index numbers 21 & 22. Fig.3.39(a) shows the impact
on this mode when kp is varied from 1 to 20 in steps of 1. The variation is given
from red to blue showing a movement towards the imaginary axis. On the other
hand, variation in ki from 0.5 to 5 in steps of 0.5 shows movement in the opposite
direction, as given by Fig.3.39(b). The results indicate that the tuning of the outer
loop PI controller will have an impact on the low frequency mode, however, the
system will remain stable over a range of values.
Figure 3.39: Shift in eigen values when kp & ki of outer voltage control loop is varied
over a range (red to blue) while keeping the other paramters constant
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The inner current control loop is tuned based on the Internal Model Control
(IMC) technique as adopted for any inverter control. Hence, the sensitivity of system
eigen values with change in the current control loop gains is not investigated here.
3.4 Conclusion
This chapter has developed the dq model of SLQ with a detailed explanation
of the differences with respect to the shunt inverter control and the modifications
adopted here to realise vector control of SLQ. The impact of variation in certain
network and control parameters on the stable operation of a multi-ES distribution
system is studied here using the SS model. Preliminary investigation points out
that delay in PLL response can have an impact on the operation of the system.
Irrespective of the type of distribution network (highly urban or rural), increase in
PLL delay beyond 70ms (in addition to 30ms settling time for fundamental frequency
tracking) can lead to an unstable operation when multiple SLQ type electric sprigs
are connected for voltage regulation purpose. However, in reality such a high PLL
delay is uncommon and hence is not a cause for concern. The results from variation
in network parameters and voltage control loop gains show that collective operation
of electric springs at several customer points will not result in any unwanted stability
concerns irrespective of the type of distribution network.
This study should be extended to a distribution network with other distributed
generator inverters and electronic loads. Moreover, the SS model developed here
lacks representation of the DC-side dynamics. This should also be included in future
studies as time domain simulation results presented in this chapter point out that
PLL delay can have an impact on the DC-side dynamics.
123
Chapter 4
Grid Frequency Regulation using
Smart Loads
Increasing proportion of non-synchronous generation (NSG) would result in re-
duction of effective system inertia in Great Britain and elsewhere [4]. This would
lead to much higher rate of change of frequency (RoCoF) and deeper frequency
nadir unless dynamic frequency support is provided soon after a large contingency.
According to National Grid, UK, enhanced frequency response of more than 2GW
would be necessary [4] from several components (HVDC, wind farms) including
appropriate loads for secure operation of future power networks.
Primary frequency control using smart loads (SLs) with reactive only compens-
ation (SLQ) was shown in [38] wherein a dynamic equivalent representation of the
transmission system was used. However, the paper fails to capture the dynamic
variation of frequency in a multi-machine network covering a large geographic area.
Hence, the results are not representative of distributed operation of SLQ in stabil-
ising grid frequency after a large disturbance. Lack of detailed modelling of the
transmission network also means the paper failed to capture any potential power
oscillations arising due to fast demand response leading to redistribution of line
flows. Primary frequency regulation using SL with back-to-back converter arrange-
ment (SLBC) has not been explored yet and was introduced in [31] for only voltage
control in distribution networks.
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In this chapter, the effectiveness of SLQ and SLBC for primary frequency reg-
ulation is compared through two separate case studies: 4-generator, 2-area test
system and the 39-bus New-England test system. A future scenario with reduced
system inertia is also considered for both the case studies. To overcome the in-
accuracies associated with load aggregation or use of system equivalents [38], a
detailed representation is used for both the multi-machine transmission networks
and the distribution systems down to the medium voltage (MV) level where the
smart loads (SLBC/SLQ) are connected. This way the network constraints, spatial
voltage variations etc. are accounted for in a realistic way.
4.1 Test Case-I: Four Generator Two Area Sys-
tem
4.1.1 Network Model
For the first case study, a four generator two area power system given in [65]
is considered. Each area has two generators with two parallel tie-lines connecting
the areas. Shunt compensation is provided on both ends of the tie-lines to support
the bus voltages. Each area has an aggregate load which is replaced by a number of
IEEE 69 bus distribution systems connected in parallel, as shown in Fig. 4.1. The
distribution system has one main feeder and seven lateral feeders supplying 48 loads.
These loads are equally divided into critical and NCLs. The NCLs are operated as
smart loads by interfacing them with SLQ or SLBC type ES. The distribution system
data are taken from [66] and are also listed in Appendix A. A future low inertia
scenario with high penetration of non-synchronous generators has been considered
by replacing 30% of the transmission network generation by static P-Q sources. The
integrated transmission-distribution system is modelled in Simulink/Matlab. The
network data for dynamic simulation is taken from [65]. Table 4.1 lists the network
voltage levels and the generator, transformer and load ratings.
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Figure 4.1: Four generator two area test system with loads modeled by multiple
IEEE 69 bus distribution systems connected in parallel
4.1.2 Analysis of Results from Test Case-I
The frequency regulation capability of the SLQ and SLBC type smart loads is
compared for both under- and over-frequency events. In order to simulate an under-
frequency event, a 5% loss of generation is considered at the transmission network
bus 1 while the over-frequency event is simulated by a disconnection of 5% of the
distribution system demand. The disconnected loads can be either critical loads or
non-critical loads, provided it is same for both SLQ and SLBC scenario. In this
case, only critical loads are disconnected. Simulation results at bus 14 of one of
the IEEE 69 distribution systems connected to the transmission ‘Load 1’ are shown
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Table 4.1: Network voltage levels and component ratings
Four Generator Transmission Network
Nominal voltage 230 kV
Generator rating (G1, G2, G3, G4) 900 MVA, 20 kV
Transformer rating (Tr1, Tr2, Tr3, Tr4) 900 MVA, 20/230 kV
Load 1 rating 967 MW, 100 Mvar
Load 2 rating 1767 MW, 100 Mvar
69 bus Distribution Network
Nominal voltage 12.66 kV
Total load 3802.19 kW, 2694.6 kVar
Number of loads 48
separately for under-frequency (Fig. 4.2) and over-frequency (Fig. 4.3) events.
In case of the under-frequency event, both SLQ and SLBC ensures improved
frequency regulation as shown in Fig. 4.2(a), compared to the network having only
normal loads (i.e. NCLs without ESs). This is achieved through a reduction in the
SL active power consumption (Fig. 4.2(d)) by reducing the voltage across the NCL
(Fig. 4.2(c)). The feeder-side voltage remains within the acceptable limits of ±5%,
as evident from Fig. 4.2(b). However, in case of an over-frequency event, SLQ fails
to achieve a similar frequency regulation as SLBC (Fig. 4.3(a)). This is due to the
limited increase in power consumption of SLs as the power factor approaches unity
(as discussed in Section 2.3.1). For an SLBC, however, it is possible to increase the
non-critical load voltage more than the SLQ, as evident from Fig. 4.3(c). Hence,
SLBC can achieve a higher SL power consumption (Fig. 4.3(d)).
The rate of change of frequency (RoCoF) and the maximum apparent power
exchange of the converter for both SLQs and SLBCs is shown in Fig. 4.4 and Fig. 4.5,
respectively. The SLBCs are found to achieve a better RoCoF compared to the SLQs
for both under- and over-frequency conditions. The peak apparent power exchange
of the converters is comparable in case of under-frequency event, as shown in Fig. 4.5.
Almost equal apparent power exchange of SLBC converters # 1 & # 2 (converter #
1 is connected in series with the load and converter # 2 is in parallel to the supply
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Figure 4.2: Dynamic variation of (a) supply frequency, (b) supply voltage, (c) non-
critical load voltage, and (d) noncritical load active power at distribution bus 14
following an under-frequency event in four generator two area system
mains, as shown in Fig. 2.3) suggests that both are operating close to unity power
factor. The significantly higher value of SLQ converter power exchange in case of
over-frequency event is due to all the SLs in the distribution system operating at
their capability limits. This has been discussed before in Section 2.3.1.
For a comparison of the cost of the compensator for the two types of smart
loads, the 4.85 kVA load at bus 14 (for which the simulation results are shown in
Figs 4.2 and 4.3) is considered. The SLQ converter rating required for this load to
participate in both over/under-frequency events is 4.85× 0.247 = 1.2 kVA while the
sum of the two converter ratings required for SLBC is 4.85× (0.056 + 0.051) = 0.52
kVA (Fig.4.5). Considering power electronic converters cost $100/kVA (which is
an estimate for the transmission system and the actual cost will be lower at the
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Figure 4.3: Dynamic variation of (a) supply frequency, (b) supply voltage, (c) non-
critical load voltage, and (d) noncritical load active power at distribution bus 14
following an over-frequency event in four generator two area system
distribution system), the cost associated with retrofitting this 4.85 kVA load into
an SLQ and an SLBC will be around $120 and $52, respectively. This shows that
SLBC is more cost-effective despite requiring one extra converter.
4.2 Test Case-II: 39 Bus New-England Power Sys-
tem
4.2.1 Test Network
The second test case considers a larger, meshed transmission network. The
significance of carrying out the comparative analysis in two different test networks
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for under-and over-frequency events
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Figure 4.5: Total capacity of the compensators expressed as a percentage of the
total smart load (SL) rating for four generator two area system for under-and over-
frequency events
lies in investigating the impact of disturbance size and the magnitude of feeder-side
voltage variation (i.e. the short circuit power at the point of connection) on the
converter rating of SLQ and SLBC. A 10 generator 39 bus system (New-England
Power System) is considered for the transmission network. All the parameters are
taken from [67] and are listed in Appendix A.The transmission system has a nominal
voltage level of 345 kV and the total load is 6.1 GW. The generators are equipped
130
4.2. TEST CASE-II: 39 BUS NEW-ENGLAND POWER SYSTEM Chapter 4
Figure 4.6: 39 bus New-England Power System with each load modelled as multiple
IEEE 69 bus distribution systems connected in parallel
with governors, static AVRs and PSSs. Three generators (G4, G5 and G6) are
considered to be non-synchronous (renewable sources) and are replaced by constant
power models signifying zero contribution towards spinning reserve and rotational
inertia. The effective spinning reserve of the network is considered to be slightly
higher than the installed capacity of the largest generator G9 (830 MW). There
are 19 constant impedance type loads in the original network each of which are
replaced by multiple IEEE 69 bus distribution systems to represent the medium
voltage network in detail thus accounting for spatial voltage variation and individual
representation of the loads. The multi-machine transmission system and the medium
voltage distribution networks are developed in DIgSILENT Power Factory.
4.2.2 Analysis of Results from Test Case-II
The performance of the SLQ and SLBC types is tested for under-and over-
frequency events. The primary frequency regulation results are presented for a fu-
ture low inertia scenario considering 30% penetration of non-synchronous generator
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(NSG). An under-frequency event is created by disconnecting the largest generator
(G9) and the correspondng dynamic responses of system frequency and feeder-side
voltage are shown in Fig. 4.7(a)&(b) for distribution system bus 14. The dynamic
responses demonstrate that both smart load types improve frequency regulation by
arresting the drop in frequency nadir with SLBC performing slightly better due to
its larger capability (Fig. 2.14). Rate of change of frequency (RoCoF) is also im-
proved by SLs as shown in Fig. 4.8, which would be an important consideration in
future low inertia systems [4]. The voltage across the NCL (Fig. 4.7(c)) is reduced
for a sustained duration (within allowable limits), more than the natural reduction
in feeder-side voltage. This helps to reduce the power consumption of the NCLs
(Fig. 4.7(d)) to provide reserve for primary frequency control in response to the
under-frequency event.
Fig. 4.9 shows the maximum apparent power exchange for the SLQ and SLBC
converters expressed as a percentage of smart load apparent power. The combined
rating of SLBC converters 1&2 is comparable to that of SLQ. The values in Fig. 4.9
are higher than Fig. 4.5 as the disturbance magnitude in Test Case-II is almost
three times higher than Test Case-I. Also, the dip in the feeder-side voltage after
the disturbance is more than Test Case-I. So, converter 1 of SLBC works in non-unity
power factor mode to provide both active and reactive compensation, as evident from
the difference in the apparent power exchange (Fig. 4.9) between the two converters.
An over-frequency event is created by disconnecting a section of loads having
magnitude equal to the disturbance size of the under-frequency event. The dynamic
response of system frequency in Fig. 4.10(a) demonstrates that SLBC achieves sim-
ilar frequency regulation as in the under-frequency case (Fig. 4.7(a)). However,
SLQ fails to provide satisfactory performance due to its limited capability in the
+∆PSL axis, as shown in Fig. 2.9. Fig. 4.10(b) shows the dynamic response of
feeder-side voltage which is within the ±5% allowable limit. The NCL voltage in-
creases (hence the power consumption) to provide primary frequency support for
over-frequency event, given by Fig. 4.10(c)&(d). RoCoF improvement from SLBC,
shown in Fig. 4.8(b), is similar to under-frequency event, while it deteriorates for
SLQ.
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Figure 4.7: Dynamic variation of (a) supply frequency, (b) supply voltage, (c) non-
critical load voltage, and (d) noncritical load active power at distribution bus 14
following an under-frequency event in the New-England power system
Fig. 4.9 shows that maximum apparent power exchange with SLQ converter in-
creases significantly as most SLQs operate near their maximum ∆PSL point on the
capability curve. Also, maximum apparent power of SLBC converter is slightly
higher than the under-frequency case. This can be explained with the help of
Fig. 2.14(e) which shows for similar capability (e.g. ∆PSL=| 0.2 |), SLBC converter
rating is higher for +∆PSL when providing +∆QSL support.
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Figure 4.9: Total capacity of the compensators expressed as a percentage of the
total smart load (SL) rating for 39 bus New-England power system for under-and
over-frequency events
4.3 Conclusion
This chapter demonstrates that both SLQ and SLBC type smart loads improve
the drop in frequency nadir and RoCoF in the case of an under-frequency event
compared to the case where only conventional (uncontrollable) loads are connected
to the network. This added flexibility would be crucial for maintaining stable opera-
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Figure 4.10: Dynamic variation of (a) supply frequency, (b) supply voltage, (c)
noncritical load voltage, and (d) noncritical load active power at distribution bus 14
following an over-frequency event in the New-England power system
tion of future low inertia power systems. For over-frequency event, however, SLQ is
less effective and the performance deteriorates as the NCL power factor approaches
unity. An SLBC, on the other hand, allows independent and wider control over
active and reactive power consumption and is equally effective for both under- and
over-frequency events. A short-term voltage tolerance of 20% has been assumed for
the NCLs to demonstrate the concept and compare their capability. In practice,
this tolerance could be tighter and the exact value will vary depending on the type
of NCL (e.g. heating loads, lighting loads). Nonetheless, the SLs could collectively
provide sufficient reserve to complement (or reduce the need for) the conventional
primary response.
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Chapter 5
Aggregate Smart Load Reserve in
Great Britain
In this chapter, a case study on the Great Britain (GB) transmission system
is presented to quantify the collective contribution of several SLs spread around
the system. Only impedance type loads were considered in the previous chapter.
Here different types of voltage and frequency dependent loads are considered us-
ing past data to obtain a realistic picture. The idea here is that many such SLs
would contribute collectively to primary frequency control by reacting to the local
frequency measurement. It has been established analytically that a ‘fully decent-
ralised’ control of millions of loads based on locally measured frequency can op-
timally contribute to primary frequency control without requiring any coordina-
tion/communication [68, 69]. So no attempt was made to coordinate the efforts of
multiple electric springs (ESs).
The scope of this work includes systematic classification of GB system industrial
and service sector loads as potential SL candidates using actual load data for 2013
(available from Department of Energy and Climate Change [70]). Domestic sector
loads could not be included in this study due to lack of published data in a format
similar to industrial and service sector loads. However, the methodology presented
in this chapter can be extended to the domestic sector should such data be avail-
able. The work is broadly divided into two parts: (a) estimation of short-term power
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reserve available from the candidate SLs and (b) time domain simulation to asses
the aggregated impact of SLs on grid frequency regulation and improvement in rate
of change of frequency (RoCoF). The power reserve from candidate SLs in the GB
system is estimated separately from static and motor type loads with conservative
figures for different uncertain parameters like load factor and supply voltage at each
bus etc. For the time domain simulation the power reserve offered by the SLs are
aggregated at each node at the transmission level (275/400 kV) while the remain-
ing loads are represented by their exponential model along with natural frequency
dependence.
In accordance with the results presented in Chapter 4, the case studies on the
GB system also show that SLs are able to ensure acceptable frequency deviation and
its rate of change (RoCoF) following a large loss of infeed. Despite all the variability
and uncertainty associated with accurate load representation and distribution, this
case study shows the potential of SLs in ensuring secure operation of future low-
inertia systems which are likely to experience larger and more frequent infeed losses.
5.1 Smart Load Reserve Calculation
This section outlines the methodology for calculating reserve available from the
two types of SL (SSL & MSL) introduced in Chapter 2. The methodology is based on
defining the capability of SLs considering several factors like supply/mains voltage,
type of NCL, the power factor of NCL, converter rating, allowable voltage variation
across NCL, minimum allowable drive frequency across motor load etc. The mains
voltage would be different at each node of the MV/LV network leading to a different
capability of individual SLs connected along the feeder. For simplicity of the ana-
lytical estimation and aggregation of the available reserve, it is assumed that each
node of the MV/LV network is maintained at a minimum of 0.95 pu. This provides
a conservative estimate of the potential reserve from candidate SLs which can be
unlocked. The percentages of different NCL types out of the total consumption in
the GB industrial and service sectors are found out based on the average energy
consumption data. So this method is more suitable for high power loads having
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high load factor. Finally, the active power reserves available from SSL and MSL
is aggregated at the transmission level (275/400 kV) to estimate the system-wide
reserve to assess their collective impact on system frequency support.
It is important to point out that only SLBC type SSL has been considered here
as this configuration is suitable for high power applications.
5.1.1 Static Smart Load Reserve
The active and reactive power consumption of a static NCL at any particular
voltage VNC can be given by exponential relations [71] such as (5.1) and (5.2), where
PNC0 (QNC0) denotes the nominal active (reactive) power consumption of the load
at the nominal voltage VNC0. Instead of a polynomial relation (ZIP model), an
exponential relation is considered here for the sake of simplicity. The parameters of
an exponential load model can be derived from the ZIP model without introducing
any significant approximation. Also, in many literatures, the load data is available
in exponential form [72–74]. The nominal power consumption of the SL as a whole
(when no contribution from ES) can be given by (5.3).
PNC = PNC0
(
VNC
VNC0
)kpv
(5.1)
QNC = QNC0
(
VNC
VNC0
)kqv
(5.2)
PSL0 = PNC0, QSL0 = QNC0 (5.3)
When the ES is activated, the active and reactive power contributions from the
compensator can be given by (5.4) and (5.5). VES is the injected voltage from the
compensator and θES is the phase angle of the injected voltage with respect to the
NCL current.
PES = VES
√
P 2NC +Q
2
NC
VNC
Cos(θES) (5.4)
138
5.1. SMART LOAD RESERVE CALCULATION Chapter 5
QES = VES
√
P 2NC +Q
2
NC
VNC
Sin(θES) (5.5)
Using (5.1) & (5.4), the general expression for the SL active power consumption,
for any compensation value provided by the ES, is given by (5.6). Similarly, the
expression for the SL reactive power consumption is given by (5.7)
PSL = PNC ± PES (5.6)
QSL = QNC ±QES (5.7)
The relationship between the compensator voltage, NCL voltage and the sup-
ply/ feeder-side voltage has been discussed previously in Chapter 2 and is given by
(2.6). By sweeping the magnitude and phase angle of the injected voltage of the
compensator over a given range, a set of values can be obtained for PSL & QSL.
The difference between the nominal consumption (PSL0) and the actual consump-
tion (PSL) provides the smart load power reserve, as in (5.8). However, there can
be multiple solutions of PES & QES for a specific value of ∆PSL depending on the
quadrant operation (Fig. 2.13), which results in SSL capability spanning over a re-
gion (Fig. 2.14). The maximum power reserve (-∆PSL for under-frequency event)
for a SSL can be obtained from the P −Q capability curve assuming VC =0.95 pu,
±20% relaxation of VNC , the converter rating limited to 20% of the NCL and the
power factor equal to the specific type of NCL under consideration.
∆PSL = PSL − PSL0, ∆QSL = QSL −QSL0 (5.8)
5.1.2 Motor Smart Load Reserve
Active power consumption of induction motors driving centrifugal loads is highly
sensitive to supply frequency. This sensitivity can be exploited to momentarily con-
trol the power consumption of such loads to provide a short-term reserve for system
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frequency support. To represent such motor loads in exponential form the power-
frequency sensitivity exponent (kpf) should be calculated. Steps for calculation
of kpf include solving the induction motor (IM) equivalent circuit equations using
electrical and mechanical parameters. The equivalent circuit is shown in Fig.5.1
where the rotor circuit parameters are referred to the stator side.
jXs
Is
V jXm
jXr
Ir
Rr(1-s)/s
Rs Rr
Figure 5.1: Induction motor equivalent circuit
From Fig.5.1, the expression for the stator current Is and the rotor current Ir
can be deduced as (5.10) & (5.11), where s is the slip of the induction motor.
Is =
V
(Rs + jXs) +
jXm(Rr/s+jXr)
Rr/s+j(Xm+Xr)
(5.9)
=
V
[
Rr/s+ j(Xm +Xr)
]
[
RsRr
s
−Xs(Xm +Xr)−XmXr
]
+ j
[
RrXs
s
+ RrXm
s
+Rs(Xm +Xr)
] (5.10)
Ir = Is
jXm
Rr/s+ j(Xm +Xr)
(5.11)
The shaft power at the output of the IM is given by (5.12) while the losses in
the stator and the rotor can be given by (5.13) and (5.14).
Psh = I
2
rRr
(1− s
s
)
(5.12)
Ploss−s = I2sRs (5.13)
Ploss−r = I2rRr (5.14)
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The mechanical power required to drive the IM load can be given by (5.15),
where Tm is the load torque, Wm is the mechanical speed of the motor and Ws is the
synchronous speed of the stator magnetic field. The relationship between the load
torque and the motor speed can be of various nature (e.g. constant, quadratic) and
is expressed by a general equation (5.16), as proposed in [75]. In (5.16), A,B,C,D
are coefficients such that C = 1− (A+B+D) and a is an arbitrary exponent whose
values depend on the specific applications.
Pm = TmWm = TmWs(1− s) (5.15)
Tm = AW
2
m +BWm + C +DW
a
m (5.16)
For most common IM applications, the coefficients B & D are zero and A ≤ 1.
Neglecting the friction and windage losses, (5.12) can be equated to (5.15) and by
substituting Tm in (5.15) by (5.16) the required equation to be solved for the value
of slip is given by the expression (5.17).
I2rRr
(1− s
s
)
= AW 3s (1− s)3 + CWs(1− s) (5.17)
The solutions are obtained from (5.17) by sweeping the stator supply frequency
over a range while maintaining the V/f ratio constant and adjusting the values of
machine electrical parameters (reactances) accordingly. The solution provides motor
slip (s) corresponding to each supply frequency which is then used to calculate the
active power (Pin) consumption of the induction motor. Pin is obtained by adding
(5.12), (5.13) and (5.14) and the final form of the expression is given by (5.18) where
the symbol D stands for the denominator of (5.18) and is expanded in (5.19). The
slope of the active power consumption with respect to the stator frequency variation
provides the kpf values.
Pin =
1
D
((VinXm)
2Rr
(1− s)
s
+ (VinXm)
2Rr + V
2
inRs((
Rr
s
)2 + (Xr +Xm)
2)) (5.18)
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D = (Rs
Rr
s
−Xs(Xm +Xr)−XmXr)2 + (Rs(Xm +Xr) +RrXs +Xm
s
)2 (5.19)
The induction motor drives have a minimum operating frequency which varies
from one application to another. In absence of precise information for each applic-
ation, a conservative figure of 30 Hz is assumed as the lower limit for all motor
types. In response to grid frequency deviation, the drive frequency set point would
be reduced to 30 Hz. Apart from the lower limit of frequency and the sensitivity
exponent (kpf), power reserve from a MSL depends on the operating frequency of a
particular motor at the time of disturbance. This means that a motor operating at
50 Hz at the time of disturbance will offer more power reserve compared to another
motor operating at 40 Hz, assuming similar lower frequency limit and sensitivity
exponent.
In this study, the operating frequencies of the motors are assumed to be nor-
mally distributed with a mean value of 50 Hz and a standard deviation of 3 Hz.
In subsection 5.2.8, results of sensitivity analysis with different values of standard
deviation and the minimum operating frequency are presented. By considering the
y axis of the cumulative distribution function (CDF) as the percentage of motors
connected to a busbar, we can account for 100% of the motor loads. The power
reserve (∆PSL) value at a busbar is calculated from (5.20), corresponding to a large
set of operating frequencies from the normal distribution.
∆PSL =
∑
i P0
[(
fi
f0
)kpf
−
(
fdr
f0
)kpf]
∑
i P0
(5.20)
In (5.20), fi corresponds to random operating frequency at the time of disturb-
ance and fdr stands for minimum permissible drive frequency, which in this case is
assumed to be 30 Hz. Motors operating above 50 Hz at the time of disturbance do
not contribute to frequency response immediately as those are in constant power
mode. Their speed is reduced below nominal frequency before they start contribut-
ing.
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Motor inertia contribution towards power reserve is not considered in this study
as the motor load is represented by a static model for reserve estimation. How-
ever, the proposed scheme for modified drive control includes df/dt loop to provide
synthetic inertia (Fig. 2.6).
5.2 Smart Load Reserve in Great Britain
The effectiveness of SSL and MSL for grid frequency regulation is evaluated
through a case study on the 37-bus reduced equivalent model of the Great Britain
(GB) transmission network. Alongside the base case (with present inertia level),
a future low inertia scenario is also considered. Based on the reserve calculation
method presented in Section 5.1, the reserve figures are estimated for the GB indus-
trial and service sector candidate SLs and is used for the case study on the equivalent
GB transmission network.
5.2.1 Service and Industry Sector Loads
The annual electricity consumption across different sectors and sub-sectors in GB
is used to estimate the power reserve available from the SLs. Recent data published
by the Department of Energy and Climate Change (DECC) for the year 2013 [70]
(table 1.07) shows that the total electricity consumption in GB was 26375 ktoe
(i.e. 306.74 TWh). The overall consumption is split between the domestic, service,
industry and transport sectors. The domestic sector (37%) is found to be the largest
consumer while industry (30%) and service (32%) sector has an almost equal share.
The transport sector (non-heat purposes) accounts for only 1% at present but is
expected to have a larger share in the future. These percentage shares are shown as
a pie chart in Fig. 5.2
The scope of this work is restricted to only industrial and service sector loads
which can be further classified into different categories based on their specific applic-
ations like space heating, lighting etc. Out of the different categories listed in [70]
(table 1.07), there are certain types like cooking/catering and computing which are
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Figure 5.2: The primary load sectors of Great Britain system
not suitable candidates for SL application and are excluded from reserve estima-
tion. Table 5.1 shows the share of different types of loads for the industry and
service sector in GB while Fig. 5.3 presents the same in pie chart form.
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Figure 5.3: Great Britain load classification for (a) Service sector and (b) Industrial
sector
Lighting load is found to have the largest share (41%) within the service sector
while motor loads dominate the industrial sector accounting for about 32% of the
total load. Motors ranging from 5 HP to 200 HP and above are part of this category.
Loads having specific applications like space heating, compressed air, refrigeration
etc. are also motor type loads which are shown separately. For both sectors, loads
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Table 5.1: Service and Industry Sector Loads in Great Britain (GB)
Load
Sector
Load
Category %
Load
Subcategory % LF1
Capacity
(GW)
Service
Space heating 14 100 0.6 2.65
Water heating 4 100 0.6 0.76
Cooling/ ventilation 9 100 0.6 1.71
(32%)
Lighting 41
Fluorescent 49 0.6 3.81
Halogen 51 0.6 3.96
Other/ critical 32 100 0.6 6.06
Industry
Space heating 8 100 0.8 1.07
Drying/ separation 7 100 0.8 0.93
Industrial motor 32
Large motor 50 0.8 2.13
Small motor 50 0.8 2.13
(30%) Compressed air 9 100 0.8 1.20
Lighting 3
Mercury HP2 6 0.8 0.02
Sodium HP2 58 0.8 0.23
Sodium LP3 2 0.8 0.01
Other 34 0.8 0.14
Refrigeration 6 100 1 0.64
Other/ critical 35 100 0.8 4.66
Total installed capacity of loads 32.12
1 Load Factor, 2 High Pressure, 3 Low Pressure
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which are not suitable for the purpose of SL application are clubbed within the
’other’ category including high/low temperature process, cooking/catering, com-
puting etc.
Industrial and service sector loads can be broadly classified into three groups:
(a) static, (b) motor and (c) thermostatic loads. Non-motor loads like lighting,
computer, cooking etc. qualify as static type, while all temperature controlled loads
like refrigeration, cooling and ventilation etc fall under thermostatic type. The pur-
pose of this classification is to figure out the appropriate mechanism of extracting
rapid frequency response from these loads, the options being (a) continuous con-
trol of non-critical load voltage in SSL framework, (b) continuous control of motor
supply frequency in MSL framework and (c) on-off control. While on-off control
typically offers maximum power reserve and is effective for thermostatic loads (due
to thermal inertia), it is not necessarily feasible/suitable for several other load types
(e.g. lighting, industrial motor).
In recent years, cooling/airconditioning type thermostatic loads have shifted
from directly connected motors to adjustable speed drive systems [76, 77] which
offers the option of operating those as MSL for rapid frequency response while using
on-off control over longer time scales.
5.2.2 Static Smart Load Candidates
The industrial and service sector loads presented in Table 5.1 can be segregated
into static and motor type loads. The candidate static loads within the two sectors
are presented in Table 5.2. Static load is mostly dominated by lighting load and
this can be attributed to the high percentage of lighting load in service sector (41%)
compared to only 3% in industry. This calls for further classification of service
sector lighting load [78] (table 5.14). The respective contributions from the different
sub-sectors toward service sector lighting is given by a pie chart in Fig. 5.4. Retail
is found to have the largest share (35%), almost three times of the next largest
contributor. The essential public services involving transport (e.g. street lighting
etc.) (6%) and health sector (7%) constitute 13% of the total service sector lighting
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load, based on the data available from DECC. These essential services have been
excluded from this study and hence, out of the total service sector lighting load 87%
is considered for smart load application. Solid state lighting loads like LEDs can
tolerate a wider variation in supply voltage and are therefore, ideal candidates for
smart load application. However, the UK service and industrial sector in 2013 is
dominated by HID lamps with negligible share of LED lighting. In future, proportion
of LED lighting is expected to increase and it could then constitute a significant
part of the total reserve. Table 5.2 column (b) represents 87% of installed capacity
(column (a)) for service sector lighting load and 100% of all other loads. Figures in
column (c) are obtained from Table 5.3 based on the calculation method presented
in Section 5.1.1. The figures in column (d) of Table 5.2 show the available reserves
in absolute units (GWs) which are obtained by multiplying the per unit reserve in
column (c) with the corresponding load capacity in column (b).
Figure 5.4: Contribution of sub-sectors in total service sector lighting load in Great
Britain
Power reserve from lighting loads within different sub-sectors depend on the type
of lighting which determines the exponent kpv. From [78] (table 5.18), it can be seen
that service sector lighting essentially consists of energy efficient fluorescent (49%)
and halogen (51%) type lamps in almost equal proportion. Similarly, lighting load
in the industrial sector can be broadly divided into four categories [78] (table 5.18)
whose percentage contributions are shown in Table 5.1. These lamps have a very
strong dependence to voltage change and requires relatively high minimum voltage
(switch-off voltage) to avoid flickering or turning off. The switch off voltages for
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Table 5.2: Static Smart Load (SSL) Candidates
Load
Sector
Load
Category
Capacity
(GW)
SSL capacity
(GW)
SSL power
reserve (pu)
SSL power
reserve (GW)
(a) (b) (c) (d)
Service
Water heating 0.76 0.76 0.26 0.20
Fluorescent light 3.81 3.31 0.14 0.46
Halogen light 3.96 3.45 0.22 0.76
Industrial
Mercury HP light 0.02 0.02 0.29 0.01
Sodium HP light 0.23 0.23 0.3 0.07
Sodium LP light 0.01 0.01 0.08 0.00
Fluorescent light 0.14 0.14 0.14 0.02
Drying/separation 0.93 0.93 0.26 0.24
Total static load 9.86 8.85 1.76
different types of HID lamps [79] suggest that 20% reduction in terminal voltage is
well within the acceptable limit.
5.2.3 Reserve from Static Smart Load Candidates
For each type of static load, typical exponent values (kpv, kqv) and power factors
(pf), obtained from the literature [74, 79–81] are summarized in Table 5.3. The
calculated power reserves, following the method introduced in Section 5.1.1, are also
listed in Table 5.3. The capability plots for the static smart loads listed in Table 5.3
is presented in Fig. 5.5 , considering supply mains voltage is maintained at 0.95 p.u.
Table 5.3: Static Smart Load Exponents and Calculated Power Reserve
Load Type pf kpv kqv Power reserve (p.u.)
Drying 1 1.95 0 0.26
Water heating 1 2 0 0.26
Fluorescent 0.9 1 3 0.14
Halogen 1 1.62 0 0.22
Mercury high pressure 0.98 2.4 6 0.29
Sodium high pressure 0.99 2.5 -4.25 0.3
Sodium low pressure 0.98 0.5 0 0.08
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Figure 5.5: Active and reactive power capability of static smart loads (a)Mercury
high pressure (b)Sodium high pressure (c)Sodium low pressure (d)Fluorescent
(e)Halogen (f)Drying/water heating capability curves
It can be seen that apart from fluorescent and sodium low pressure lighting
loads, other types of SSL can provide around 30% (based on nominal load rating)
power reserve for 20% relaxation in non-critical load voltage. Low power reserve for
fluorescent and sodium low pressure lighting loads is due to their weak dependence
on voltage. Fluorescent lamps tend to behave as constant current loads for active
power consumption while sodium low pressure lamp is between constant power and
constant current type load. Reactive power of fluorescent lamp and mercury high
pressure lamp is highly sensitive to terminal voltage variation and has a positive
slope, so the reactive demand of the load increases sharply with increase in voltage.
An opposite effect can be seen for sodium high pressure where the reactive demand
decreases sharply with increase in voltage due to the negative exponent kqv.
The total installed capacity of candidate SSLs in GB system is about 8.85 GW
(16.2%) assuming a conservative load factor of 0.6 for service sector loads and 0.8
for industrial sector loads [80]. The reserve contribution from SSLs thus amounts to
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1.76GW,whichisaround3.22%oftotalGBload.Thecontributionofindividual
SSLtypesintheoveralreserveof1.76GWisshownasapiechartinFig.5.6.
Figure5.6:ContributionofindividualloadtypesinthetotalSSLreserve
5.2.4 MotorSmartLoadCandidates
FromTable5.1,motorloadsareselectedfromindustrialandservicesectorsand
presentedinTable5.4alongwiththeproportionofconsideredMSL.Theseloadsare
broadlyclassiﬁedintoﬁveapplicationarease.g.spaceheating,cooling/ventilation,
industrialmotor,compressedairandrefrigeration,asshowninFig.5.7.Industrial
motorhasthelargestshareamongmotortypeloads.Itcomprisesofmotorsranging
from5HPto200HPandabove(1HP=745 W).Sincenofurtherclassiﬁcation
dataisavailable,motorsunderthiscategoryareequalysplitbetweenlargeand
smalindustrialmotors.
InformationavailablefrommotordrivesvendorinGBsuggeststhatatpresent,
almost80%oftotalindustrialandservicesectormotorloadsaredirecton-line(DOL)
motors.Outoftheremaining20%,around30%ofthemotordrivesareforcritical
applicatione.g.servomotorandhighprecisionprocessloads.Theremaining14%
ofthetotalindustrialandservicesectormotorscanbepotentialyusedasMSL.
InTable5.4,valuesincolumn(b)represent14%ofinstaledcapacity(column(a)).
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Figure 5.7: Share of five application areas out of total industrial and service sector
motor loads
Figures in column (c) are obtained from (5.20), based on the calculation method
presented in Section 5.1.2. The figures in column (d) of Table 5.4 show the available
reserves in absolute units (GWs) which are obtained by multiplying the per unit
reserve in column (c) with the corresponding load capacity in column (b).
Table 5.4: Motor Smart Load (MSL) Candidates
Load
Sector
Load
category
Capacity
(GW)
MSL capacity
(GW)
MSL power
reserve (pu)
MSL power
reserve (GW)
(a) (b) (c) (d)
Service
Space heating 2.65 0.37 0.425 0.16
Cooling/ventilation 1.71 0.24 0.425 0.10
Industrial
Space heating 1.07 0.15 0.425 0.06
Large motor 2.13 0.30 0.717 0.21
Small motor 2.13 0.30 0.716 0.21
Compressed air 1.20 0.17 0.717 0.12
Refrigeration 0.64 0 0.692 0
Total motor load 11.53 1.52 0.87
5.2.5 Reserve from Motor Smart Load Candidates
The calculated exponents (kpf), based on the method presented in Section 5.1.2,
are shown in Table 5.5 for each type of motor load. The equivalent circuit parameters
like stator resistance and reactance (Rs, Xs), magnetizing reactance (Xm), rotor
resistance and reactance (Rr, Xr) and other parameters like motor inertia (H), load
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factor(LF)andmechanicalloadspeed-torquecoeﬃcient(A)aretakenfrom[80].
Forcalculationofkpf,generalizedloadspeed-torquecharacteristicisusedfrom
[75]. Motordatafrom[80]suggeststhatindustrialmotors(bothsmalandlarge)
havesimilarloadcharacteristicascompressortypeload(compressedair). Hence,
calculatedkpfvaluesaresimilarforthose.
Table5.5:InductionMotorParametersandCalculatedExponents
MotorType Rs Xs Xm Rr Xr A H LF kpf
IndustrialMotorSmal 0.031 0.1 3.2 0.018 0.18 1 0.7 0.8 2.98
IndustrialMotorLarge 0.013 0.067 3.8 0.009 0.17 1 1.5 0.8 2.99
SpaceHeating 0.053 0.083 1.9 0.036 0.068 0.2 0.28 0.6 2.66
Coolingand
Ventilation 0.053 0.083 1.9 0.036 0.068 0.2 0.28 0.6 2.66
CompressedAir 0.013 0.067 3.8 0.009 0.17 1 1.5 0.8 2.99
TheinstaledcapacityofMSLaccountsfor2.79%ofthetotalGBloadandthe
totalpowerreservefromMSLamountsto0.87GW,whichisaround1.6%oftotal
GBload. ThecontributionofindividualMSLtypesintheoveralreserveof0.87
GWisshownasapiechartinFig.5.8.
Figure5.8:ContributionofindividualloadtypesinthetotalMSLreserve
TakingintoaccountthecontributionsfrombothSSLandMSL,theoveralpower
reservefromSLsisestimatedtobe2.63GWwhichis4.81%oftotalGBload.This
isbasedontheconservativeﬁguresforloadfactorsanddistributionnetworknode
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voltages. Estimated power reserve from SLs is greater than the present primary
(spinning) reserve (1.8 GW) in the GB system. Even if only 50% of the estimated
power reserve is practically realizable, SLs could turn out to be effective for rapid
frequency response provision.
5.2.6 Great Britain (GB) Transmission System Model
The reduced equivalent model of the Great Britain (GB) transmission system,
shown in Fig. 5.9, consists of 37 buses, 53 synchronous machines and 14 asynchron-
ous machines (wind and marine). The synchronous machines are equipped with
governors and AVRs and the asynchronous machines are modelled as static gen-
erators i.e. current controlled model with fixed reference set points for active and
reactive powers. The synchronous machines contribute towards the spinning reserve
of the GB system and is presently around 1.8 GW. The nominal voltage of the trans-
mission network is 400 kV and the total load on the network is 56.6 GW. There are
37 zones each of which is represented by equivalent generators, shunt devices and
loads connected to a bus. Aggregated load in each of these zones is represented
by exponential model with frequency dependence. The active and reactive power
components of each aggregated load is considered to be constant current type and
constant impedance type, respectively [82, 83]. Each of these loads are split into
critical (sensitive) and non-critical loads according to the actual GB load classifica-
tion data from previous sections. The non-critical loads are operated as SLs. The
network data is shared by National Grid for university research purpose and is not
included in this thesis.
5.2.7 Simulation Results
Time domain simulation results are presented to show the effectiveness of the
SLs in collectively providing frequency regulation service. An under-frequency event
was created at 20s into the simulation by disconnecting a 2.0 GW nuclear plant in
zone 22. This infeed loss is slightly larger than the present spinning reserve of
the GB network (1.8 GW) and caused the worst possible frequency event. Any
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Figure 5.9: Reduced equivalent of Great Britain Transmission System with 37 zones
other generator outage will be less severe than this event. The dynamic responses
shown in Figs 5.10 and 5.11 demonstrate that the smart loads improve frequency
regulation and RoCoF which would be crucial in future low inertia systems [4].
Two different scenarios have been considered for this study: (a) nominal/present
inertia and (b) future low inertia (50% of present inertia). For the low inertia
scenario, each synchronous generator rating is reduced by 50% and replaced by static
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generator model. Fig. 5.10(a)&(b) compares the dynamic variation in frequency at
the disturbance bus and a remote bus with normal loads (noSL) and smart loads
(SL). Rapid frequency response offered by the aggregated SLs help improve the
frequency nadir and quickly stabilize the grid frequency.
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Figure 5.10: Dynamic variation of grid frequency at bus 22 (a) and bus 13 (b); and
RoCoF at bus 22 (c) and bus 13 (d) for present inertia scenario (base case)
Fig. 5.11 shows that with decrease in system inertia both frequency nadir and
RoCoF become worse compared to the present scenario for an identical disturbance.
The RoCoF values are calculated using a 100 ms sliding window [84]. Under present
condition, RoCoF is around 0.4 Hz/s as shown in Fig. 5.10(c)&(d) which could
increase up to 1 Hz/s in future [4]. Smart loads are effective in improving the
RoCoF and frequency nadir even for the low inertia scenario.
5.2.8 Sensitivity Analysis
Several parameters were assumed while estimating the power reserve from SLs
in Sections 5.2.3, 5.2.5. The results of sensitivity analysis around those assumed
parameters are presented in this section. The proportion of drive controlled motor
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Figure 5.11: Dynamic variation of grid frequency at bus 22 (a) and bus 13 (b); and
RoCoF at bus 22 (c) and bus 13 (d) for future low inertia scenario
loads is expected to increase in future for improved performance and efficiency.
Fig. 5.12 (a) shows the power reserve available from MSL for increase in drive
controlled motors i.e. reduction in DOL motors from about 80% at present down
to about 50% in the future. Available power reserve increases significantly with
a maximum of around 2.0 GW, considering that the mixture of motor type loads
remains the same as the present scenario.
Power reserve from drive based motor loads depends on the minimum permissible
frequency set point (fdr) and the operating frequency at the time of disturbance (fi).
Fig. 5.12 (b) shows the power reserve for different values of standard deviation and
minimum drive frequency. The operating frequencies of the motor loads connected
to a node are considered to be normally distributed around a mean value of 50 Hz.
The standard deviation is varied from 1 Hz to 5 Hz for two separate minimum drive
frequencies - 30 Hz and 40 Hz. Since the minimum drive frequency of all the motors
are fixed at either 30 or 40 Hz, the aggregated power reserve reduces with increase
in standard deviation.
The capability of SSL depends on several factors including the rating of the
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Figure 5.12: Sensitivity of power reserve available from motor smart loads (MSLs)
to (a) percentage share of direct online (DOL) motor load (b) minimum permissible
drive frequency and standard deviation of operating frequency of motor loads. Sens-
itivity of power reserve available from static smart loads (SSLs) to (c) supply/mains
voltage (VC) and (d) converter rating (SES)
.
converter, allowable voltage variation across the non-critical load (VNC), supply
mains voltage (VC) etc. Assuming the converter rating is limited to 20% of the
NCL rating, the impact of change in VC and VNC relaxation limit on the power
reserve available from SSL is shown in Fig. 5.12 (c). Higher VC and VNC relaxation
limit increases the power reserve from SSL. Any frequency disturbance resulting
in terminal voltage increase will positively contribute towards the SSL capability.
However, this increase in SSL power reserve is only up to a certain point beyond
which it gets limited by the converter rating.
Fig. 5.12 (d) shows the power reserve from SSL for different VNC relaxation limits
and converter ratings (SES) considering VC = 1.05 pu. Comparison with Fig. 5.12
(c) clearly suggests that larger power reserve is obtainable with higher converter
ratings.
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5.3 Conclusion
In this chapter, the effectiveness of SLs in providing rapid frequency response is
demonstrated through a case study on the Great Britain (GB) power system. The
total power reserve available from the industrial and service sector SLs in the GB
system is estimated to be around 2.6 GW which is more than the present spinning
reserve (1.8 GW) from conventional sources. Simulations show that the SLs are able
to ensure acceptable frequency deviation and its rate of change (RoCoF) following
a large infeed loss. For static smart loads (SSLs), additional investment in power
electronic interface is necessary to utilize the power-voltage dependence of non-motor
type loads. For drive controlled motors, subtle modification in the existing control
circuit can be used to provide power reserve with no requirement for additional power
electronics. Reserve from such motor smart loads (MSLs) will increase significantly
in future due to larger proportion of drive controlled motors. One concern is that
most of the candidate SLs (especially in the domestic sector) are not operational on a
continuous (24/7) basis which calls for power reserve calculation in an hourly/half-
hourly window. The following chapter proposes an online estimation method to
address this issue of estimating reserve from low load factor NCLs.
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Chapter 6
Online Estimation of Aggregate Re-
serve from Smart Loads
The study presented in Chapter 5 [22] shows that the available reserve using
PoL voltage regulators within the industrial and service sector in Great Britain
(GB) could be comparable to the existing spinning reserve (1.8 GW) of GB trans-
mission system. However, the calculations are based on annual energy consumption
data for different types of loads [70] without considering their daily variation. Since
the amount and nature of voltage dependent loads connected to the system vary
depending on the time of the day, the available reserve would also vary. Moreover,
the reserve with PoL voltage control depends on the voltage profile across the feed-
ers, which is volatile. Therefore, it is quite challenging but necessary for the grid
operators to estimate the aggregate reserve available from voltage dependent loads
in presence of PoL voltage control.
This chapter builds up on the basic ideas presented in [85] to develop a method
for load disaggregation at the bulk supply points (BSPs) and use it to estimate the
aggregate reserve from different types of voltage dependent loads. The developed
tool can be adopted by the grid operators to estimate the reserve available at a
given time with a certain confidence level. Key aspects of the developed tool are :
(a) it is generic and applicable at any bulk supply point (BSP), regardless of the
voltage level or rated capacity; (b) once trained (oﬄine process) with a large set of
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data encompassing all possible combinations, it can be used for estimation at any
time throughout a year; (c) it implicitly includes the change in the network losses
and does not require knowledge of the actual distribution network topology. The
developed method could be used by the grid operators in two possible ways: (1)
using recorded/past power and voltage data at any BSP the variation in reserve
over 24 hours of any day (or month of a year) could be estimated, (2) using the
current voltage and power measurements at any BSP, the available reserve could be
estimated in real-time for use in time ahead reserve scheduling.
The limitations of the proposed method are: (1) the accuracy of the estimated
reserve amount is a trade off between the number of voltage dependent load categor-
ies considered and the error introduced by complicating the estimation algorithm,
(2) the variability in voltage profile across the feeders. Nonetheless, it provides the
grid operators an estimate of the reserve available at a given point in time with some
confidence level so that they can schedule other forms of reserves accordingly.
6.1 Reserve Estimation Method
The amount of different types of loads connected at a given point in time depends
on several factors such as occupancy level in a house, ambient lighting condition,
day of the week, seasonal variation, shift hours etc. Estimating the reserve based on
average energy consumption of individual loads over a day or a month may result
in significant error compared to the actual reserve. The proposed method attempts
to address this issue using load disaggregation at the bulk supply points (BSPs) to
determine the share of each load category (in terms of their voltage dependence)
every minute. Reserve from each of the load categories is determined after taking
into account the voltage variations at the BSP and also the voltage profile across
the distribution feeders. Artificial Neural Network (ANN) has been used for the
purpose of load disaggregation, as elaborated later. The disaggregation of load can
be achieved by other heuristic algorithms as well like Swarm Intelligence, Genetic
Algorithm, Support Vector Machines etc which may perform better than ANN.
Hence, this research does not claim ANN based load disaggregation to be the best
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Figure6.1:Flowchartforestimationofreservewithpoint-of-loadvoltagecontrol
TheaggregateddemandataBSPcanalsoberepresentedbyasingleZIPmodel
andtheparametersofthemodelcanbeestimatedusingoptimizationtechniques
(e.g.LeastSquareoptimization[86]).Thereareonlythreeparameterstobeestim-
atedwhichcorrespondstoproportionofconstantimpedance,constantcurrentand
constantpowerloads.Inthisexercise,wehaveinsteadusedﬁveparameterscor-
respondingtotheproportion(weightingfactor)ofeachoftheﬁveclusteroftypical
residentialloadcategories(listedinTable6.1)toimprovetheaccuracyofestimation.
FortypicalloadsusedintheUKresidentialsector[87],usingmorethanﬁveload
categoriesisfoundtounnecessarilycomplicatetheANNtrainingprocesswithout
anysigniﬁcantimprovementinaccuracy.Thephrase“disaggregation”inthiscon-
textreferstoestimatingtheproportion(weightingfactors)ofeachloadcategoryat
agiventime.
6.1.1 Load Model
Studieshaveshown[60]thatmostdomesticsectorloadscanbeapproximated
bystaticmodelswhereas,mostindustrialsectorloadsrequiredynamicmodels.The
reserveestimationmodeldevelopedhereisbasedonsteadystatemeasurementsof
161
6.1. RESERVE ESTIMATION METHOD Chapter 6
power and voltage at the BSPs for which static load models are adequate. Frequency
dependence of the loads are not considered as the focus of this study is limited to
reserve from point-of-load (PoL) voltage control. The most commonly used poly-
nomial or ZIP (second order polynomial) model with constant coefficients [60] is
adopted for this study and can be expressed by (1) and (2),
P = P0
[
pz(
v
v0
)2 + pi(
v
v0
) + pp
]
(6.1)
Q = Q0
[
qz(
v
v0
)2 + qi(
v
v0
) + qp
]
(6.2)
where P (Q) is the actual active (reactive) power, v is the actual voltage, P0 (Q0)
is the nominal active (reactive) power and v0 is the nominal voltage. pz, pi, pp are
the constant coefficients of active power and qz, qi, qp are the constant coefficients
of reactive power in the ZIP model.
6.1.2 Formulation of Artificial Neural Network (ANN)
Artificial Neural Network (ANN) is a set of highly interconnected computational
building blocks (or artificial neurons), inspired by the biological neural network, used
to approximate any unknown function having large number of inputs. Though ANN
does not come close to the complexity of the brain but, they share some similarities
like connection between the neurons define the function of the network and the
parallel structure of the biological neural network.
A two layer feed-forward ANN (FFANN), shown in Fig. 6.2 is used for load
disaggregation due to its simple structure and the ability to map complex input-
output relationships [88]. In Fig. 6.2 small bold non-italic letters (a,p,b) denote
vectors of ANN output, input and bias, respectively while capital bold non-italic
letter (W) denotes the matrix of weights.
Selection of the optimal size of the hidden layer is not trivial and often involves
some trial and error. An approach proposed in [89] is adopted here to approximate
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thesizeofthehiddenlayerby(6.3)forNd 30
nh= NdlnN (6.3)
wherenhisthenumberofhiddenlayerneurons,Nisthenumberoftrainingsets
(inputmatrixcolumns)anddisthenumberofinputs(inputmatrixrows).
TheANNToolboxin Matlabisusedwhereinthetransferfunctionsforthe
hiddenlayerandtheoutputlayerarechosenaslogsig&tansig,respectively.logsig
restrictshiddenlayeroutputtopositivevaluewhiletansig
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6.1.3 TrainingofArtiﬁcialNeuralNetwork(ANN)
TheANNtrainingisanoﬄineprocess.ItistrainedusingtheLevenberg-
Marquardtback-propagation(LMBP)technique[88,90]tocapturetherelationship
betweenthevoltage(V)atthebulksupplypoint(BSP),aggregateactive(Pagg)
andreactivepower(Qagg)andtheshareofeachloadcategoryatagiventime
underdiﬀerentscenarios. Alpossiblecombinationsareconsideredfortrainingof
theANNtocapturethenon-linearrelationship.Thestepsinvolvedintrainingare
asfolows:(a)use(6.1)&(6.2)todeﬁnethemodelsforeachofthediﬀerentload
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categories considered, (b) use Monte Carlo simulation to generate random samples of
voltages and share of load categories within certain limits, (c) consider all possible
combinations of voltages and share of load categories, (d) develop the input and
target matrices (introduced later in Section 6.1.3.3) for ANN training using steps
(a) & (c), (e) formulate a FFANN with hidden layer neurons as in (6.3) and train
the ANN.
Training the ANN using a particular set of measurement data would not encom-
pass all possible operating scenarios and also the trained ANN may not be generic
enough to be used at other substations. Hence, the ANN was trained through Monte
Carlo method using an exhaustive dataset (as done in [85]) with the objective of
capturing the daily and the seasonal variations within a single estimation model.
Once the ANN is trained oﬄine, it can be used for load disaggregation in real-time
and does not require re-training as long as the training space (e.g. p.u. voltage
limits of the substation) do not change. It is to be noted that the output of load
disaggregation would be used in reserve scheduling, which is generally carried out
at an interval of tens of minutes for which computation is not a problem.
6.1.3.1 Voltage samples
Under normal operation, voltage at the BSPs are generally maintained [15]
within certain stipulated limits. Nevertheless, a voltage range of 0.94 to 1.1 p.u.
is considered as per the standard BS EN 50160 [91]. Random voltage samples are
selected from an uniform distribution to ensure equal probability for all sample
points. The total number of voltage samples considered is denoted by Nv.
6.1.3.2 Share of Load Category
The number of load categories to be considered depends on the load mixture at
the BSP. For instance, there could be 10 load categories, 5 of which represent static
loads (e.g. lighting, heating, SMPS etc.) while the rest represent motor loads (e.g.
constant torque induction motor, residential cold load). At a given time, the share
of the static and motor load categories as seen from the BSP will vary between 0%
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to 100%. If the share of motor loads varies from 0% to 100% in steps of 5% (and the
static loads changing accordingly to make up 100%) there could be 21 possibilities for
such static-motor combinations. For each of these 21 possibilities, random weighting
factors (w) have to be generated from uniform distribution to account for the share
of each load category in P agg & Qagg at any tth instant of time. As an example,
for 40% motor load and 60% static load, the weighting factors for all motor load
categories are generated between 0% and 40% with the summation being 40% and
similarly, the weighting factors for all static load categories are generated between
0% and 60% with the summation being 60%. So for each of the 21 static-motor
combinations Nw weighting factors (all positive) are required for each of the 10 load
categories. The aggregate active power (P agg) can be calculated using (6.4) for each
voltage sample, one particular static-motor combination and one set of w (out of
Nw weighting factors) for all the load categories. Q
agg can be calculated similarly.
P agg =
m∑
i=1
wiPi (6.4)
In (6.4) m stands for total number of load categories considered, wi denotes
weighting factor for ith load category and Pi gives the active power of i
th load
category from (6.1) and all the values are expressed in per unit. The per unit share
of the ith load category (plci ) out of the total load at BSP can be calculated as:
plci =
wiPi
P agg
(6.5)
For developing the input and the target matrices of ANN, all possible voltage-
weighting factor combinations should be considered, i.e. Nv×21×Nw combinations
in total.
6.1.3.3 Input and Target Matrices
Using (6.4), the total active and reactive power at the BSPs can be calculated
for all possible combinations of voltages and weighting factors. These values can be
considered as the measurements available from the BSP. The input matrix for the
ANN training thus includes P agg, Qagg and V and is given by (6.6).
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Itrn =

P agg1 P
agg
2 · · · P aggNv×21×Nw
Qagg1 Q
agg
2 · · · QaggNv×21×Nw
V1 V2 · · · VNv×21×Nw
 (6.6)
The corresponding target matrix for ANN is formed using (6.5) and is given by
(6.7).
Ttrn =

plc1,1 p
lc
1,2 · · · plc1,Nv×21×Nw
plc2,1 p
lc
2,2 · · · plc2,Nv×21×Nw
...
...
. . .
...
plcm,1 p
lc
m,2 · · · plcm,Nv×21×Nw
 (6.7)
The dimension of Ttrn matrix equals number of load categories along its row and
number of possible combinations of voltages and load category percentages along its
column.
6.1.4 Validation of Artificial Neural Network (ANN)
For validating the ANN, the input and target matrices could either be generated
randomly following the same process for obtaining the training data or a specific
load profile at the BSP could be used with known share of individual load categories.
It is important to point out that validating a trained ANN using random set of data
(having same seed as training data) may show very good conformity whereas, using
a specific load profile pattern may result in relatively larger error. This point has
been discussed further with appropriate comparison later on in Section 6.2.
The steps for validation are: (a) generate an input matrix Ival and the corres-
ponding target matrix Tval; (b) input Ival to the trained ANN to get the output
Oval0 having the same dimensions as Tval; (c) the sum of the elements (p
lc
i0) in each
column of Oval0 is not exactly one due to computational error hence, normalise as
(6.8) and update the output matrix to Oval; (d) the difference between the matrices
Oval and Tval gives the load category percentage error (LCPE) matrix.
plci =
plci0∑m
i=1 p
lc
i0
(6.8)
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Since the validation data is a large set of randomly generated numbers, the LCPE
can be expressed as either probability density function (PDF) or simple histogram
plot to show the distribution of the errors. The type of PDF (e.g. Gaussian, Weibull)
used to show the error distribution may vary for the different load categories.
6.1.5 Load Disaggregation using ANN
Once the ANN is trained and validated, the P,Q, V measurements at the BSP
can be used for load disaggregation. Since the ANN is trained in terms of per
unit quantities the absolute measurements (rms) need to be converted using the
base value or the rated demand (in kW/MW) at the BSP which varies with time
depending on the amount of loads connected. As the rated demand is not known at
any BSP, a Monte Carlo based probabilistic method could be used to estimate the
rated demand [92]. A large set of per unit aggregate active power is calculated using
(6.4) corresponding to each measured voltage value at the BSP. The weighting factors
in (6.4) are chosen randomly. The value having highest probability density from the
distribution of per unit active power is the most probable active power (in per unit)
at that voltage. The most probable rated demand at the BSP corresponding to this
voltage will be the actual demand at that voltage divided by the most probable
active power (in per unit). Validation of this load disaggregation method is shown
later in Section 6.2.
6.1.6 Point-of-Load Voltage Control
The point-of-load (PoL) voltage control is exercised by the new smart grid device
called Electric Spring (ES) [19], introduced in Chapter 2. It is a power electronic
compensator connected in series with the load (e.g. household) with only a fraction
(say 5-10%) of the load rating. The compensator decouples the load from the feeder
by injecting a controllable series voltage (VES). Based on the control objective, ES
can either regulate the feeder side voltage (VF ) while allowing the voltage across the
load (VL) to vary within specified limits (voltage regulation [24]) or it can control
the load side voltage at a desired value to vary the power consumption of the load
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Figure6.3:Typicalvoltageproﬁlewithpoint-of-load(PoL)voltagecontrol
ThecapabilityofanEStocontroltheload-sidevoltagedependsontheratingof
thepowerelectronicconverterandtheloadcharacteristic(type,powerfactoretc.).
Detailsaboutthecapabilityofthediﬀerentconverterconﬁgurationsandtheimpact
ofNCLparameterscanbefoundinChapter2.Generaly,5-10%voltagevariation
canbeexercisedwithanESratedat5-10%oftheloadapparentpowerrating.For
largerloads,theratingoftheESwouldhavetoincreaseproportionately.
6.1.7 PerUnitReserveCalculation
Alongsideloaddisaggregation,anothercrucialfactorindeterminingthereserve
withPoLvoltagecontrolistheactualvoltageproﬁleacrossthelengthofthefeeders
whichdependsonmanyfactorswithacertaindegreeofvariability. Aneﬀorthas
beenmadeheretoconsidertheuncertainparametersthroughMonteCarlosimula-
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tion so that the estimated reserve is realistic.
The proposed reserve estimation framework is a combination of bottom up and
top down approach. Per unit reserve estimation considering feeder profiles and
topology forms the bottom up approach while the process of load disaggregation at
BSP forms the top down approach. Combining the results from these two methods
provide the final estimated absolute reserve over 24 hours.
To illustrate the reserve calculation, let us consider a set of k low voltage (LV)
feeders each having n number of nodes. At each node the total connected load
(group of households) is divided into m load categories. The voltage at the start of
the feeder is set by the secondary substation voltage which in Great Britain (GB) is
11/0.433 kV or 6.6/0.433 kV i.e. a natural boost of 8.2% compared to the nominal
phase to phase voltage of 400V [14]. Survey on the use of off-load tap changers in
GB [15] reveals that 52% of the secondary substations are maintained at tap position
3 (nominal), 38% are maintained below nominal and only 10% are maintained above
nominal. The minimum tap position 1 provides a 5% reduction in nominal voltage.
So the minimum voltage on the secondary side can be 1.03 p.u. (based on 400 V)
considering nominal voltage at the primary side. Average voltage at the primary
side of the secondary substation is about 0.99 p.u [14]. So the voltage at the start of
the feeder for majority of the secondary substations will roughly range between 1.07
p.u. and 1.02 p.u. The voltage at the end of the feeder should be above 0.94 p.u. [91]
and under light loading the customers often experience around 1 p.u. voltage. So
the feeder end voltage is considered to vary between 1 p.u. to 0.94 p.u. A Monte
Carlo simulation is performed to select sufficiently high (say 1000) number of points
from a uniform distribution for feeder start voltage and feeder end voltage within
the above limits. This provides 1000 different feeder profiles with n nodes along the
feeder where, n can be a high value say 100.
For this study, it is considered that each residential customer (household) is
decoupled from the distribution feeder through a power electronic voltage com-
pensator (Electric Spring) which can reduce the load side voltage to 0.94 p.u.(vmin),
if required. The feeder side voltages are automatically adjusted according to the
current flow. The total per unit reserve available from each of the m load categories
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for a single feeder is given by (6.9) and for all the feeders together is given by (6.10),
corresponding to one specific feeder voltage profile.
rji =
∑n
ii=1 P0i
(
pzi(
v2ii−v2min
v20ii
) + pii(
vii−vmin
v0ii
) + ppi
)
n
(6.9)
ri =
∑k
j=1 r
j
i
k
(6.10)
In (6.9) & (6.10) 1 ≤ i ≤ m, 1 ≤ ii ≤ n, 1 ≤ j ≤ k, P0i is the nominal active power
of ith load category, v0ii is the nominal voltage of ii
th node along the feeder, vii is
the actual voltage of iith node along the feeder and pzi, pii, ppi are the coefficients of
the ZIP model for ith load category. Using (6.9) & (6.10), the per unit reserve at the
secondary substation can be calculated for each load category and for all possible
voltage profiles across the feeders. Using recorded measurements of P,Q, V over a
year, the share of individual load categories (obtained from load disaggregation using
ANN) is multiplied with the per unit reserve for each category to get the absolute
reserve for each minute of a day throughout the year. This provides a reserve matrix
with an order of 1000× 365 for each minute and for each load category as shown in
(6.11).
[Ri]1000×365 = [ri]1000×1 × [P aggplci ]1×365 (6.11)
The reserve value with the highest density (i.e. the mode) from the probability
distribution of Ri matrix is the most probable reserve for the i
th load category at
a given point in time. The summation of the most probable reserve values for all
the considered load categories yields the total reserve, given by (6.12). This method
when applied for each minute provides the most probable reserve profile at the BSP
over 24 hours along with 90% confidence upper and lower bounds.
R =
m∑
i=1
Mo ([Ri]1000×365) (6.12)
In (6.12), Mo stands for the mode of the PDF. For reserve estimation in real-
time a similar process can be followed by replacing the recorded measurements with
the present values and thus forming a 1000×1 reserve matrix for every minute. Dis-
aggregation using historical data recorded at a substation will provide the system
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operator with minimum and maximum reserve margins from that particular substa-
tion with certain confidence level. Reserve estimated using present measurements
can be used to schedule other forms of reserve accordingly. For simplicity, similar
load distribution is assumed at each node and the reverse power flow through the
feeder is not considered in this study.
6.2 Validation of Load Disaggregation Method
The load disaggregation method is validated using a stochastic high resolution
domestic electricity demand model from the Centre for Renewable Energy Systems
Technology (CREST) [87]. This model considers 35 commonly used household ap-
pliances in Great Britain and uses a combination of active occupancy pattern and
daily activity profiles along with ambient lighting condition to develop a bottom-up
model of household electricity consumption. It offers flexibility in terms of choos-
ing the number of occupants, day of the week, month and stochastic allocation of
appliances owned by individual households. Summation of the demand profile of
individual appliances produces the overall household load profile. Repeated execu-
tion of the demand model provides different load profiles of each domestic customer
which could be aggregated to produce a typical load profile at the bulk supply point
(BSP), such as the secondary substation.
The demand model is used to generate 200 customer load profiles, including all
possible variations (occupancy level, month etc.), which provided the rated demand
(actual load connected to the network) of each customer and the aggregated rated
demand at the BSP considering the incidence of different appliances. In terms of
the voltage dependence, the loads are classified into 5 categories as seen from the
BSP. The classification is based on the following justification: (a) all the appliances
with pz = 1, pi = pp = 0 and zero reactive power consumption (qz = qi = qp =
0) are grouped under Resistive type, (b) appliances having constant active power
component (pp = 1) are grouped under constant power type or SMPS, (c) out of
the motor type loads, constant torque appliances are grouped under one category
(CTIM) and freezer type loads with quadratic torque characteristic are grouped
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under QTIM, (d) lighting loads are considered separately as they constitute 14.5%
of the total electricity consumption in the domestic sector [70] (table 3.08).
The coefficients of ZIP load model are taken from [15] and is tabulated in Ap-
pendix C. The ZIP load model for each load category and the typical appliances un-
der these categories are listed in Table 6.1. For the purpose of load disaggregation,
these 5 categories and the associated load models are considered. The parameters
of each category are selected based on the appliances classified under that category.
For load category 1 to 4, the ZIP parameters are the average of the respective indi-
vidual appliance parameters. For load category 5, the parameters of all the freezer
types are found to be the same from literature while that of the vacuum cleaner is
different. Since the load factor of freezer type loads is much higher than vacuum
cleaner, load category 5 is considered to have the same ZIP parameters as freezers.
The loads considered for this study are the typical UK household appliances
as listed by the Department of Energy and Climate Change (DECC) in their 2016
update of Energy Consumption in the UK (ECUK) [10]. The ZIP model parameters
of these appliances, as in [15], confirm that the proportion of voltage-dependent loads
continue to be significant. This is further substantiated by the recent field study [94]
which estimated that the aggregate domestic load real power exponent is about
1.3. Increasing interest in adopting Conservation Voltage Reduction (CVR) [95]
for reducing power consumption through voltage control also confirms that reserve
through voltage-controlled demand response would still be effective in future despite
increasing proportion of power electronic interfaced constant power loads.
6.2.1 Rated Demand at Bulk Supply Point (BSP)
The variation of aggregate rated demand at the BSP for each of the five load
categories is shown in Fig 6.4 in terms of their mean values and upper/lower limits.
These are obtained from the annual variations of 200 customer load profiles gener-
ated by the stochastic demand model from CREST. Resistive (LC1) and lighting
(LC3) loads are seen to have the largest variation in terms of their rated demand.
As expected, the peak demand at the BSP occurs around 6 pm.
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Table 6.1: Load categories for disaggregation at bulk supply point (BSP)
Load category Load model Appliances
LC1:Resistive pz=1, pi=0, pp=0,
qz=0, qi=0, qp=0
Iron, Hob, Oven, Kettle, Small
cooking, DESWH(water
heating), E-INST(water
heating), Electric shower,
Storage heaters, Other electric
space heating
LC2:SMPS pz=0, pi=0, pp=1,
qz=2.09, qi=-5.76,
qp=4.67
Answer machine, Cassette/CD
player, Clock, Cordless
telephone, Hi-Fi, Fax, PC,
Printer, TV(type 1/2/3),
VCR/DVD, TV receiver box
LC3:Lighting pz=-0.01, pi=0.96,
pp=0.05, qz=-0.1,
qi=0.73, qp=0.37
Compact fluorescent lamp
LC4:Constant
torque induction
motor (CTIM)
pz=0.69, pi=-0.47,
pp=0.78, qz=10.76,
qi=-19.38, qp=9.51
Dish washer, Tumble dryer,
Washing machine, Washer dryer,
Microwave
LC5:Quadratic
torque induction
motor (QTIM)
pz=1.17, pi=-1.83,
pp=1.66, qz=7.07,
qi=-10.94, qp=4.87
Chest freezer, Fridge freezer,
Refrigerator, Upright freezer,
vacuum cleaner
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Figure6.4:VariationofrateddemandattheBSPduringeachminuteforﬁveload
categories(LC1-LC5)
CalculationoftheperunitdemandattheBSP(describedinSection6.1.5)is
validatedhereusingtherateddemandproﬁleshowninFig6.4.Asetof1440voltage
samples(foreachminuteoftheday)aregeneratedrandomlywithinthestipulated
voltagelimitsinGreatBritain(GB).TheactualdemandattheBSPiscalculated
usingthesevoltages,rateddemandproﬁle(fromFig6.4)andZIPloadmodel(from
Table6.1).FolowingthestepsoutlinedinSection6.1.5,themostprobable(MP)
valuesofaggregateactivepowerattheBSPinperunitareobtainedforeachminute
oftheday.Themostprobablerateddemandisdeterminedbydividingtheactual
demandbythecalculatedmostprobableperunitactivepowerforthecorrespond-
ingminute.Fig.6.5(a)showsthemostprobable(estimated)andactual(fromthe
demandmodel)valuesofrateddemandattheBSP.Fig.6.5(b)presentsthedis-
tributionoferrorbetweentheactualandestimatedrateddemandconﬁrmingthe
reasonableaccuracyofthismethod.Themostprobablerateddemandofreactive
powerattheBSPcanalsobefoundinasimilarway.
ThismethodforperunitdemandcalculationattheBSPfromknownorestim-
atedrateddemandisusedinthefolowingsubsectionsforANNtrainingandload
disaggregation.
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6.2.2 LoadDisaggregationatBulkSupplyPoint(BSP)
Forloaddisaggregation,theaggregateactivePandreactiveQpoweratthe
BSParecalculatedusingtheCRESTdemandmodel(bottom-upapproach)with1
minuteresolution.TogetherwithrandomlygeneratedvoltagesV(withinstipulated
limits),suchP−Q−Vproﬁlemimicsmeasureddatafromanactualsubstation.
Inthiscase,theactualshareofeachloadcategoryinthetotaldemandisknown
beforehandandisshowninFig.6.6(a).TheP−Q−Vproﬁleisusedasinputto
theartiﬁcialneuralnetwork(ANN)toestimatetheshare(percentage)ofeachload
category.Itisthencomparedagainsttheactualshare(basecase,Fig.6.6(a))to
assesstheaccuracyofloaddisaggregationforthreeformsofrateddemand(known,
scaledandrandomrateddemand)duringANNtraining.
6.2.2.1 Knownrateddemand
Theloadchangeatanysubstation(i.e.thepower-voltagerelationship)depends
ontwofactors;(i)changeinrateddemandofdownstreamloadsand(i)changein
upstreamnetworkvoltage. Theartiﬁcialneuralnetwork(ANN)couldbetrained
(asexplainedinSection6.1.3)usingknownvaluesofrateddemandattheBSPfor
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each load category instead of using random values. So the uncertainty associated
with the amount of each load type connected to the network at a given time is not
considered but only the variability in voltage is included. This does not have prac-
tical application at present (availability of smart meter data in real-time may make
it feasible in future) but provides an understanding of the inherent error associated
with ANN training.
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Figure 6.6: Share of each load category (a) Actual (base case); Disaggregated load
shares using (b) known rated demand (c) scaled rated demand (d) random rated
demand
The rated demand for each load category is taken from the base case and is used
for P0&Q0 in (6.1) & (6.2). A set of random voltage samples are used to calculate
the actual demand at the BSP (and converted to per unit) and the percentage share
of each load category to form the input (Itrn) and target (Ttrn) matrices for the ANN
training, respectively. The weighting factors (wi) are no longer required for Pagg &
Qagg calculation. The disaggregated load profile for the same set of P − Q − V
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values used in the base case is shown in Fig. 6.6 (b) which matches very closely with
Fig. 6.6 (a). The distribution of error against the base case (shown in Fig. 6.7 (a))
points out that the most probable error lies around 2.5% which is inherent to the
ANN training process and is unlikely to be reduced any further.
6.2.2.2 Scaled rated demand
Training of ANN using known rated demand for each load category is accurate
but not practical at present. It might be possible (although still difficult) to know
the pattern of variation of rated demand for each load category instead of the actual
amount. The accuracy of load disaggregation under such circumstances is compared
against the base case.
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Figure 6.7: Distribution of error in load disaggregation based on (a) known rated
demand (b) scaled rated demand
Fig. 6.8 (a) shows the percentage share of actual rated demand profiles obtained
from the CREST demand model. These profiles are scaled randomly to change the
percentage share of each load category at every minute while preserving the pattern
over 24 hours, as shown in Fig. 6.8 (b).
The ANN is trained with the scaled rated demand profile following the same
procedure as in the case of known rated demand. The load at the BSP is disag-
gregated into the 5 load categories, as shown in Fig. 6.6 (c), using the same set of
P − Q − V values as in Fig. 6.6 (a). Comparison with the base case reveals some
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Figure 6.8: Percentage share of individual load category (a) before scaling (b) after
scaling
disparities especially, for SMPS-type loads (LC2) during the late evening hours. The
distribution of error in Fig. 6.7 (b) confirms that it is mostly limited within 10%
with the exception of LC2.
6.2.2.3 Random rated demand
In practice, the rated demand for individual load categories will be unknown at
the BSP. Hence, the load disaggregation would have to deal with the uncertainty
associated with the number of loads connected and the corresponding voltages. As
a result, the ANN should be trained extensively using the method discussed in
Section 6.1.3, considering a large set of data including all the possible combinations
of P − Q − V . This would enable the trained ANN to extrapolate values for load
shares under different operating conditions.
For training the ANN, the number of random voltage samples and weighting
factors considered are Nv = 40 & Nw = 40, respectively. As the share of motor-type
load (LC4& LC5) is found to vary from 5% to 85% (and static-type load from 95%
to 15%) based on the CREST demand profile, it is necessary to consider 17 static-
motor type load combinations. This resulted in 27200 (=40×40×17) data sets for
ANN training. The set of P − Q − V values used in the base case are fed to the
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trained ANN to obtain the disaggregated load profiles shown in Fig. 6.6 (d). The
error in load disaggregation (shown in Fig. 6.9 (b)) is mostly limited to 15% with the
exception of LC3 and LC4. As expected, the accuracy of load disaggregation using
random rated demand is poorer compared to using known or scaled rated demand.
However, this amount of error is not reflected directly in the reserve estimation which
also depends on voltage sensitivity of individual load category and the voltage profile
across the feeders.
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Figure 6.9: Distribution of error in load disaggregation based on (a) scaled rated
demand (b) random rated demand
As mentioned in section 6.1.4, ANN validation can be done either using random
data similar to training process or using known profiles like CREST. In both cases
the error between the target matrix (Ttst) and the output matrix (Otst) provides
a measure of the ANN training quality. In Fig. 6.10, error for each load category
(LCPE) is presented as histogram plots to give an idea of the range of most probable
errors. Fig. 6.10 (b) corresponds to ANN validation using random dataset with most
probable error for each load category lying within 5%. In Fig. 6.10 (a) (validation
using CREST profile), however, the errors are more dispersed with more than 15%
for a couple of load categories. The results point out that validation using random
dataset may provide optimistic results.
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Figure 6.10: ANN validation using (a) known profile from CREST (b) random profile
similar to training process
6.3 Case Study on Reserve Estimation
The aggregate reserve estimation methodology introduced in Section 6.1 and
subsequently validated in Section 6.2 is used here to carry out a practical case study
in the domestic sector in Great Britain. Further to this, the confidence bounds
on the estimated reserve are validated using a standard IEEE distribution network
having actual voltage profiles.
6.3.1 Reserve at Domestic Sector Bulk Supply Point (BSP)
The stochastic high resolution domestic electricity demand model from CREST
[87] is used to generate load profiles for 200 households and is aggregated to syn-
thesize the active and reactive power profiles at the bulk supply point (BSP). This
is done separately for the weekdays and weekends of each month of the year with
1 minute resolution and known share from each load category (listed in Table 6.1).
The reserve at the BSP is determined using the steps outlined in Section 6.1.7 and
is shown in Fig. 6.11. The actual reserve from known share of each load category
is marked with prefix “Ac” while the estimated reserve (load share from ANN) is
marked with prefix “Es” in Fig. 6.11.
Fig. 6.11 (a) shows the most probable (MP) reserve available at the secondary
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substation with 90% upper/lower confidence bounds (UB/LB). The peak reserve
is around 6 pm when the system experiences maximum demand. Fig. 6.11 (b)
shows the empirical cumulative distribution function (CDF) of the percentage error
between the actual and the estimated reserve. A negative error means the estimated
reserve is less than the actual reserve. The CDF plots show that the confidence
level of the reserve estimation method is more than 95% in the confidence interval
[-1%,+1%].
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Figure 6.11: (a) Estimated and actual reserve from CREST (b) Empirical CDF of
estimated reserve error
Note: An empirical CDF is a step function that jumps up by 1n at each of the
n data points. It assigns a probability of 1n to each datum, orders the data from
smallest to the largest in value and calculates the sum of the assigned probabilities
up to and including each datum. Empirical CDF is used when a set of random data
does not fit a standard distribution function.
6.3.2 Reserve from Domestic Sector in Great Britain (GB)
The ‘typical’ domestic sector power profile at the BSP from the previous sub-
section is scaled up to obtain an estimate of the aggregate reserve available from
the domestic sector loads in Great Britain (GB). The overall consumption of the
GB system can be split into domestic, service, industry and transport sectors. The
domestic sector has the largest share (37%) based on the annual energy consumption
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data [70]. The share of domestic sector loads varies between 20% around midnight
and 40% at the peak hour (6pm) [15] with weekly as well as monthly variations [96].
For this study, half hourly domestic demand on weekdays for the month of
February is used to scale up the estimated reserve based on the ‘typical’ aggregate
domestic sector power profile at the BSP from Section 6.3.1. Fig 6.12 (a) shows the
half hourly variation of GB domestic sector demand [96] and Fig 6.12 (b) shows the
estimated reserve from the domestic sector in GB together with 90% upper/lower
confidence bounds (UB/LB).
The most probable (MP) value of estimated reserve is found to be around 0.5
GW from midnight till 8 am while it reaches a peak value of almost 1.5 GW around
6 pm. The upper/lower bounds provide an envelope within which the estimated
reserve at any day of a year should lie in 90% of the cases. Although the results
reported here are only for the domestic sector, similar methodology can be applied
to scale up the reserve figures using a stochastic high resolution electricity demand
model for the industrial and service/commercial sectors. Moreover, actual substa-
tion recordings (which are not available for this study) could be used to refine the
estimates. Nonetheless, these results show that use of PoL voltage control in the
GB domestic sector alone could provide 500 MW (in low load condition) out of the
800-950 MW enhanced response (less than a second response time [97]) required
under future low inertia scenarios [4].
6.3.3 Validation of Bounds on Estimated Reserve
The statistically estimated bounds on reserve, shown in Fig 6.12 (b), is validated
here considering the actual voltage profiles across the feeders in IEEE 69 bus distri-
bution network [66]. There is one main feeder and seven lateral feeders supplying 48
loads with a total capacity of 3802 kW. The network data are available in Appendix
A.
Each load in the distribution network is considered to have a distinct 24 hour
demand profile for a particular month which is generated using the stochastic high
resolution electricity demand model (CREST). The substation voltage is maintained
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in this case) and the calculations are repeated for each month. Using the domestic
sector demand in GB for each month (shown in Fig 6.12 (a)), the absolute reserve
is calculated for the GB system, which is shown in Fig. 6.13 together with the same
90% upper/lower confidence bounds (UB/LB) from Fig. 6.12. The monthly reserve
profiles are found to lie within the statistically estimated upper and lower bounds.
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Figure 6.13: Estimated reserve from GB domestic sector based on case study in
IEEE 69 bus distribution network
6.4 Conclusion
In this chapter, a methodology has been presented for the grid operators to
estimate the aggregate reserve available with point-of-load (PoL) voltage control.
This is based on load disaggregation at the bulk supply points (BSPs) and use of
a probabilistic approach to capture the variability in various factors affecting the
reserve. The method is generic and could be applied at any BSP where power (active
and reactive) and voltage measurements are available. Stochastic demand model for
the domestic sector in Great Britain (GB) is used to validate the reserve estimation
method and also to determine the overall reserve available with PoL voltage control
in GB.
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The estimation could be done either oﬄine or in real-time for use in time ahead
reserve scheduling. Considering the variabilities involved, the actual reserve could
differ from the estimated (most probable) values but are likely to lie within the
corresponding upper/lower bounds 90% of the time. This would allow the grid
operators to schedule other forms of reserves accordingly using for example, the
conservative (lower bound) figures for the estimated reserve. The reserve estimation
could be made more accurate if specific information at certain BSPs (e.g. trend of
rated demand for different load categories etc.) are available. The results presented
in this chapter show that the use of PoL voltage control in the GB domestic sector
alone could provide majority of the 800-950 MW enhanced response (act in less than
a second) required under future low inertia scenarios.
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Summary and Future Work
7.1 Summary of thesis contributions
The contributions of this thesis and the insights gained from this research are
summarised in this chapter. The thesis focuses on achieving Demand Response
(DR) through Point-of-Load (PoL) voltage control using a new smart grid device
called ‘Electric Spring’. The effectiveness of Electric Springs (ESs) in balancing
the supply and demand has been shown before in isolated systems. This research
has advanced that to system level by introducing necessary modifications to the
Smart Load (SL) control. Mathematical modelling and analysis of individual SL
capability for the different converter configurations (SLQ, SLES, SLBC) is carried
out in Chapter 2. Additionally, the impact of certain parameters like non-critical
load (NCL) power factor, converter rating, allowable voltage variation across NCL
etc on the frequency regulation capability of SLs have been analysed in detail. The
developed control schemes for different SL configurations are also included in this
chapter.
Vector control of SLQ (ES version 1) type SL is developed in Chapter 3. Further,
a linearised state space (SS) model is developed for a multi-ES test network to
analyse the impact of the change in certain network and control parameters on the
eigen values of the system. Through this study, it is found that the PLL delay plays
an important role and irrespective of the type of distribution network (urban or
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rural) this delay can influence the stable operation of the system. Interaction of ESs
with other power electronic inverters in the network has not been investigated in
this chapter and is left open for future research.
The collective capability of numerous distributed SLs in terms of primary fre-
quency regulation has been investigated in Chapter 4. The performance of two
different SL converter configurations (SLQ and SLBC) has been compared for the
first time under varied system operating conditions (e.g. type of disturbance, size
of disturbance, non-synchronous generator penetration level) using two different
multi-machine networks. The transmission networks are modelled in detail along
with automatic voltage regulators (AVRs), power system stabilisers (PSSs) and tur-
bine governors. Each of the transmission network loads is represented in detail by
replacing them with multiple medium voltage distribution networks to avoid any ap-
proximations due to load aggregation and to take into account network constraints,
spatial voltage variations etc.
In Chapter 5, different types of voltage- and frequency-dependent loads have
been considered for frequency regulation study. The load data has been taken from
the Department of Energy and Climate Change (DECC), UK. Through a system-
atic classification of Great Britain (GB) loads, the short-term power reserve available
from the candidate SLs is estimated. The impact of aggregate reserve from SLs on
grid frequency regulation and improvement in the rate of change of frequency (Ro-
CoF) has been analysed through time domain simulation on the 37 zone equivalent
GB transmission system.
The reserve available from SLs will vary depending on the amount and nature
of voltage-dependent loads connected to the system at different time of the day.
Therefore, it is important for the grid operators to be able to estimate the reserve
available at a given time so that they can schedule other forms of reserve accordingly.
To address this issue, an online real-time reserve estimation tool has been developed
in Chapter 6. This tool is generic and can be used to estimate reserve at any bulk
supply point (BSP) regardless of the voltage level. Once it is trained with a large
set of data, it can be used for estimation at any time throughout the year. The
method implicitly takes into account the distribution network losses and does not
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require knowledge of actual distribution network topology.
7.2 Future Work
From past research, it is evident that significant amount of work has already
been carried out concerning various aspects of Electric Spring. However, for practical
application of this device in future active distribution networks, there are still some
open questions which need to be answered first. There is a significant scope of
research in the following four broad categories. These have been discussed in detail
along with possible methodologies to follow.
7.2.1 Stability of distribution networks
Research Question: The control loop dynamics of Electrics Spring may fall
in a similar frequency range to the inverters of the Distributed Generators (DGs).
This leads to the first important question: “Will multiple Electric Springs connected
to a feeder with DGs lead to a degradation of the damping of the network?”
Methodology: To investigate the stability of the distribution network having
multiple Electric Springs (ESs) and Distributed Generators (DGs), analytic meth-
ods like state space modelling [37] and impedance analysis [98] can be employed.
Stability issues can arise at both low frequencies and high frequencies depending on
many factors including the control loop architecture, frequency-coupling, switching
instant variation etc. Some recent events like the Danish transmission grid from
Grenaa to Anholt experienced unexpected harmonics and damped resonances [99].
Such events can affect the stable operation of a system. As a next step towards in-
vestigating the frequency coupling between the ac and dc -side of the ES converters
and the possible impact on other connected devices, Harmonic State Space (HSS)
modelling method can be adopted. For connecting several electric springs along a
feeder, the stability assessment should be carried out in a plug and play arrangement
so that any additional connection of ES will not require study of the whole network.
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7.2.2 Controller design for variable loads
Research Question: For a series compensation device, change in load current
will be reflected in the active and reactive compensation provided and may result
in unwanted oscillations at the PCC voltage. This leads to the second important
question: “How will the Electric Springs perform with domestic customer loads
(having low load factor) and if there is a need for adaptive controllers?”
Methodology: The controllers for Electric Spring reported so far in the liter-
ature [19], [28], [24], [22] rely on a fixed tuning of the proportional-integral gains.
However, under the practical operating condition the controller gains should be
adaptive in response to change in series connected customer loads. Time domain
simulation in Simulink (switch based converter model) can be used for the invest-
igation of the impact of load change on the compensation level and any unwanted
oscillation at the point of common coupling. Further to this, for developing adapt-
ive controller heuristic optimisation technique like Artificial Intelligence (AI) can be
used. A Neural Network (NN) model can be trained for a range of possible operating
conditions. The trained NN model can be embedded in Electric Spring controller to
extrapolate values of controller gain parameters based on change in customer load
condition.
7.2.3 Impact on network harmonic impedance
Research Question: Semiconductor switching in power electronic devices res-
ults in variation of network harmonic impedance within a fundamental cycle [100].
Since impedance is essential for calculating current emission limits, it is important
to assess the impact of new connection of electronic devices on low voltage network
impedance. Hence, an important question is: “How will connection of multiple
Electric Springs influence the distribution network harmonic impedance?”
Methodology: Electric Springs will effectively introduce a capacitor in parallel
to the network impedance when it operates in capacitive compensation mode. The
network impedance may reduce significantly if multiple electric springs concurrently
work in the same compensation mode. To analyse this phenomenon, invasive imped-
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ance determination method (current or voltage injection) can be adopted in a time
domain simulation model of a distribution network with multiple electric springs.
The estimation of the impedance can be carried out in frequency domain using the
theoretical framework of Current Cycle (CC) method [100], [101]. The proportion
of electric springs connected to a network can be varied to see the impact on calcu-
lated impedance and a quantitative index can be developed to provide guideline for
current emission limits in future distribution networks.
7.2.4 Coordination with Distributed Generators (DGs)
Research Question: Increasing penetration of DGs in the distribution net-
work may lead to increase in network losses unless the power flow in the feeders is
optimised. Also, PV generation during afternoon hours may cause nodal voltage vi-
olations. So, another important question would be: “Can Electric Spring operation
be coordinated with DGs to reduce network losses and increase DG injection during
peak generation hours without voltage violations?”
Methodology: Electric Spring presents a scope for coordinating the operation
of DGs (and EV charging) to optimise the losses in the distribution network and
increase renewable injection. DG injection profile, especially PV generation can be
obtained from the online repository [102] based on the work done in [103], [104].
Similarly, distribution network load profile can be obtained from a high-resolution
electricity demand model developed by Centre for Renewable Energy Systems Tech-
nology (CREST) [87]. Using these profiles for DGs and standard distribution net-
work loads, a loss minimisation based optimal power flow can be solved to obtain
the voltage set points of individual electric springs over a 24-hour period. This
study can be extended for annual data based on probabilistic profiles of loads and
DG injections. The number of case studies can be reduced by adopting a cumulant
based probabilistic optimal power flow technique [105].
190
Bibliography
[1] O. Edenhofer, R. Pichs-Madruga, Y. Sokona, E. Farahani, S. Kadner, K. Sey-
both, A. Adler, I. Baum, S. Brunner, P. Eickemeier, et al., “Climate change
2014: mitigation of climate change,” Contribution of Working Group III to the
Fifth Assessment Report of the Intergovernmental Panel on Climate Change,
pp. 511–597, 2014.
[2] “Department of Energy and Climate Change (2013). Exploring how the
UK can meet the 2050 emission reduction target using the web-based
2050 Calculator.” https://www.gov.uk/guidance/2050- pathways- analysis#
the- analysis,.
[3] “Department of Energy and Climate Change (2015).DUKES 2015 Chapter
6: Renewable sources of energy.” https://www.gov.uk/government/uploads/
system/uploads/attachment data/file/450298/DUKES 2015 Chapter 6.pdf,.
[4] “National Grid (2015). System Operability Framework 2015.” http:
//www2.nationalgrid.com/UK/Industry- information/Future- of- Energy/
System- Operability- Framework/,.
[5] G. Stein, “Frequency Response Technical Sub-Group Report. National
Grid.” http://www.nationalgrid.com/NR/rdonlyres/2AFD4C05- E169-
4636- BF02- EDC67F80F9C2/50090/FRTSGGroupReportFinal.pdf, urldate
= 2014-02-14, 2011.
[6] A. H. Mohsenian-Rad, V. W. S. Wong, J. Jatskevich, R. Schober, and A. Leon-
Garcia, “Autonomous demand-side management based on game-theoretic en-
191
BIBLIOGRAPHY
ergy consumption scheduling for the future smart grid,” IEEE Transactions
on Smart Grid, vol. 1, pp. 320–331, Dec 2010.
[7] H. Allcott, “Real time pricing and electricity markets,” 2009.
[8] D. Caves, L. Christensen, and J. Herriges, “Consistency of residential customer
response in time-of-use electricity pricing experiments,” Journal of Economet-
rics, vol. 26, no. 1-2, pp. 179–203, 1984.
[9] “Residential implementation of critical-peak pricing of electricity,” Energy
Policy, vol. 35, no. 4, pp. 2121 – 2130, 2007.
[10] “Department of Energy and Climate Change. (2016). Energy Consumption in
the UK (ECUK) 2016.” https://www.gov.uk/government/statistics/energy-
consumption- in- the- uk,.
[11] M. Aunedi, P. Aristidis Kountouriotis, J. E. Ortega Calderon, D. Angeli, and
G. Strbac, “Economic and Environmental Benefits of Dynamic Demand in
Providing Frequency Regulation,” IEEE Transactions on Smart Grid, vol. 4,
no. 4, pp. 2036–2048, 2013.
[12] D. Angeli and P. Aristidis Kountouriotis, “A Stochastic Approach to
”Dynamic-Demand” Refrigerator Control,” IEEE Transactions on Control
Systems Technology, vol. 20, no. 3, pp. 581–592, 2012.
[13] A. Dorrody, “Evaluation of Conservation Voltage Reduction as a tool for de-
mand side management.” http://digitalscholarship.unlv.edu/cgi/viewcontent.
cgi?article=3076&context=thesesdissertations,, 2014.
[14] A. Ballanti, L. N. Ochoa, and V. Turnham, “A Monte Carlo Assessment of
Customer Voltage Constraints in the Context of CVR Schemes,” in 23rd Inter-
national Conference on Electricity Distribution, no. June, (Lyon), pp. 15–18,
CIRED, 2015.
[15] A. Ballanti and L. Ochoa, “WP2 PartA - Final Report ”Off-Line Cap-
ability Assessment”.” http://www.enwl.co.uk/docs/default- source/class-
192
BIBLIOGRAPHY
documents/oﬄine- demand- response- capability- assessment- final- report.
pdf?sfvrsn=4, urldate = 2015-09-23, 2015.
[16] M. Swierczynski, D. I. Stroe, A. I. Stan, and R. Teodorescu, “Field tests
experience from 1.6mw/400kwh li-ion battery energy storage system providing
primary frequency regulation service,” Innovative Smart Grid Technologies
Europe (ISGT EUROPE), pp. 1–5, 2013.
[17] M. Swierczynski, D. I. Stroe, A. I. Stan, and R. Teodorescu, “Primary fre-
quency regulation with li-ion battery energy storage system: A case study for
denmark,” ECCE Asia Downunder (ECCE Asia), pp. 487–492, 2013.
[18] M. Koller, T. Borsche, A. Ulbig, and G. Andersson, “Review of grid applica-
tions with the zurich 1 {MW} battery energy storage system,” Electric Power
Systems Research, vol. 120, pp. 128 – 135, 2015.
[19] S. Y. R. Hui, C. K. Lee, and F. F. Wu, “Electric springs - A new smart grid
technology,” IEEE Transactions on Smart Grid, vol. 3, no. 3, pp. 1552–1561,
2012.
[20] http://www.powerperfector.com/CaseStudies.html,.
[21] “UK Power Networks. (2014).” http://innovation.ukpowernetworks.co.uk/
innovation/en/Projects/tier- 2- projects/Low- Carbon- London- (LCL)
/Project- Documents/LCL%20Learning%20Report%20- %20A7%20%
20Distributed%20Generation%20and%20Demand%20Side%20Response%
20services%20for%20smart%20Distribution%20Networks.pdf.
[22] D. Chakravorty, B. Chaudhuri, and S. Y. R. Hui, “Rapid frequency response
from smart loads in great britain power system,” IEEE Transactions on Smart
Grid, vol. PP, no. 99, pp. 1–1, 2016.
[23] D. Chakravorty, B. Chaudhuri, and S. Y. R. Hui, “Estimation of aggregate
reserve with point-of-load voltage control,” IEEE Transactions on Smart Grid,
vol. PP, no. 99, pp. 1–1, 2017.
193
BIBLIOGRAPHY
[24] C. K. Lee, B. Chaudhuri, and S. Y. R. Hui, “Hardware and control imple-
mentation of electric springs for stabilizing future smart grid with intermittent
renewable energy sources,” IEEE Journal of Emerging and Selected Topics in
Power Electronics, vol. 1, no. 1, pp. 18–27, 2013.
[25] S. C. Tan, C. K. Lee, and S. Y. R. Hui, “General steady-state analysis and
control principle of electric springs with active and reactive power compensa-
tions,” IEEE Transactions on Power Electronics, vol. 28, no. 8, pp. 3958–3969,
2013.
[26] C. K. Lee and S. Y. R. Hui, “Reduction of energy storage requirements in
future smart grid using electric springs,” IEEE Transactions on Smart Grid,
vol. 4, no. 3, pp. 1282–1288, 2013.
[27] C. K. Lee, N. R. Chaudhuri, B. Chaudhuri, and S. Y. R. Hui, “Droop con-
trol of distributed electric springs for stabilizing future power grid,” IEEE
Transactions on Smart Grid, vol. 4, no. 3, pp. 1558–1566, 2013.
[28] N. R. Chaudhuri, C. K. Lee, B. Chaudhuri, and S. Y. R. Hui, “Dynamic
modeling of electric springs,” IEEE Transactions on Smart Grid, vol. 5, no. 5,
pp. 2450–2458, 2014.
[29] Y. Yang, S. S. Ho, S. c. Tan, and S. Y. R. Hui, “Small-signal model and
stability of electric springs in power grids,” IEEE Transactions on Smart Grid,
vol. PP, no. 99, pp. 1–1, 2017.
[30] X. Luo, Z. Akhtar, C. K. Lee, B. Chaudhuri, S. C. Tan, and S. Y. R. Hui, “Dis-
tributed voltage control with electric springs: Comparison with STATCOM,”
IEEE Transactions on Smart Grid, vol. 6, no. 1, pp. 209–219, 2014.
[31] Z. Akhtar, B. Chaudhuri, and S. Y. R. Hui, “Smart loads for voltage control
in distribution networks,” IEEE Transactions on Smart Grid, vol. 8, pp. 937–
946, March 2017.
194
BIBLIOGRAPHY
[32] Y. Shuo, S. C. Tan, C. K. Lee, and S. Y. R. Hui, “Electric spring for power
quality improvement,” in IEEE Applied Power Electronics Conference and
Exposition (APEC), pp. 2140–2147, 2014.
[33] S. Yan, S. C. Tan, C. K. Lee, B. Chaudhuri, and S. Y. R. Hui, “Electric
springs for reducing power imbalance in three-phase power systems,” IEEE
Transactions on Power Electronics, vol. 30, pp. 3601–3609, July 2015.
[34] R. Stiegler, J. Meyer, P. Schegner, and D. Chakravorty, “Measurement of
network harmonic impedance in presence of electronic equipment,” in 2015
IEEE International Workshop on Applied Measurements for Power Systems
(AMPS), pp. 49–54, Sept 2015.
[35] C. C. Chang, D. Gorinevsky, and S. Lall, “Dynamical and voltage profile sta-
bility of inverter-connected distributed power generation,” IEEE Transactions
on Smart Grid, vol. 5, pp. 2093–2105, July 2014.
[36] N. Bottrell, M. Prodanovic, and T. C. Green, “Dynamic stability of a mi-
crogrid with an active load,” IEEE Transactions on Power Electronics, vol. 28,
pp. 5107–5119, Nov 2013.
[37] N. Pogaku, M. Prodanovic, and T. C. Green, “Modeling, analysis and testing
of autonomous operation of an inverter-based microgrid,” IEEE Transactions
on Power Electronics, vol. 22, pp. 613–625, March 2007.
[38] Z. Akhtar, B. Chaudhuri, and R. Hui, “Primary Frequency Control Contribu-
tion From Smart Loads Using Reactive Compensation,” IEEE Transactions
on Smart Grid, vol. 6, no. 5, pp. 2356–2365, 2015.
[39] K. T. Mok, S. C. Tan, and S. Y. R. Hui, “Decoupled power angle and voltage
control of electric springs,” IEEE Transactions on Power Electronics, vol. 31,
pp. 1216–1229, Feb 2016.
[40] J. Zimmermann, M. Evans, J. Griggs, N. King, L. Harding,
P. Roberts, and C. Evans, “R66141 Household Electricity Survey
A Study of Domestic Electrical Product Usage.” https://www.gov.
195
BIBLIOGRAPHY
uk/government/uploads/system/uploads/attachment data/file/208097/
10043 R66141HouseholdElectricitySurveyFinalReportissue4.pdf,, 2012.
[41] S. Hesmondhalgh, “GB Electricity Demand-2010 and 2025 Initial Brattle
Electricity Demand-Side Model-Scope for Demand Reduction and Flexible
Response.” http://docplayer.net/5149427- Gb- electricity- demand- 2010-
and- 2025- initial- brattle- electricity- demand- side- model- scope- for-
demand- reduction- and- flexible- response.html,, 2012.
[42] R. Stamminger, “Synergy Potential of Smart Appliances.” http://www.
smart- a.org/D2.3 Synergy Potential of Smart Appliances 4.00.pdf,, 2008.
[43] J. Liang, S. K. K. Ng, G. Kendall, and J. W. M. Cheng, “Load Signature Study
- Part I: Basic Concept, Structure, and Methodology,” IEEE Transactions on
Power Delivery, vol. 25, pp. 551–560, April 2010.
[44] B. Haskell, G. Fisher, and D. McCartney, “Performance Evaluation of EEms’s
Energy Disaggregation Algorithm based on 1-second Whole Home Use Data,”
tech. rep., Apr. 2016.
[45] J. M. Gillis, S. M. Alshareef, and W. G. Morsi, “Nonintrusive load monitoring
using wavelet design and machine learning,” IEEE Transactions on Smart
Grid, vol. 7, pp. 320–328, Jan 2016.
[46] L. Du, Y. Yang, D. He, R. G. Harley, T. G. Habetler, and B. Lu, “Support
vector machine based methods for non-intrusive identification of miscellaneous
electric loads,” in IECON 2012 - 38th Annual Conference on IEEE Industrial
Electronics Society, pp. 4866–4871, Oct 2012.
[47] D. Srinivasan, W. S. Ng, and A. C. Liew, “Neural-network-based signature
recognition for harmonic source identification,” IEEE Transactions on Power
Delivery, vol. 21, pp. 398–405, Jan 2006.
[48] B. P. Bhattarai, B. Bak-Jensen, P. Mahat, and J. R. Pillai, “Voltage controlled
dynamic demand response,” in IEEE PES ISGT Europe 2013, pp. 1–5, Oct
2013.
196
BIBLIOGRAPHY
[49] S. Yan, X. Luo, S. C. Tan, and S. Y. R. Hui, “Electric springs for improv-
ing transient stability of micro-grids in islanding operations,” in 2015 IEEE
Energy Conversion Congress and Exposition (ECCE), pp. 5843–5850, Sept
2015.
[50] S. Yan, M. h. Wang, T. b. Yang, and S. Y. R. Hui, “Instantaneous frequency
regulation of microgrids via power shedding of smart load and power limit-
ing of renewable generation,” in 2016 IEEE Energy Conversion Congress and
Exposition (ECCE), pp. 1–6, Sept 2016.
[51] X. Chen, Y. Hou, S. C. Tan, C. K. Lee, and S. Y. R. Hui, “Mitigating voltage
and frequency fluctuation in microgrids using electric springs,” IEEE Trans-
actions on Smart Grid, vol. 6, pp. 508–515, March 2015.
[52] Y. Yang, S. C. Tan, and S. Y. Hui, “Voltage and frequency control of electric
spring based smart loads,” in 2016 IEEE Applied Power Electronics Confer-
ence and Exposition (APEC), pp. 3481–3487, March 2016.
[53] C. K. Lee, C. Kai Lok, and N. Wai Man, “Load characterisation of elec-
tric spring,” in IEEE Energy Conversion Congress and Exposition (ECCE),
pp. 4665–4670, 2013.
[54] H. Fujita and H. Akagi, “The unified power quality conditioner: the integration
of series and shunt-active filters,” Power Electronics, IEEE Transactions on,
vol. 13, no. 2, pp. 315–322, 1998.
[55] “ABB. ACS6000 Medium Voltage Drive.” https://library.e.abb.com/
public/93e7987509e7f4d048257e12004ce8f5/ACS6000%20Product%
20brochure low- res Rev%20G.pdf,.
[56] ENTSO-E, “System Operation Guideline.” https://ec.europa.eu/
energy/sites/ener/files/documents/SystemOperationGuideline%20final%
28provisional%2904052016.pdf,, 2016.
[57] A. Hughes and B. Drury, Electric Motors and Drives. Elsevier Ltd., 4th ed.,
2013.
197
BIBLIOGRAPHY
[58] A. Yazdani and R. Iravani, Voltage-Sourced Converters in Power Systems.
John Wiley INC., 1st ed., 2010.
[59] C. Zhan, C. Fitzer, V. K. Ramachandaramurthy, A. Arulampalam, M. Barnes,
and N. Jenkins, “Software phase-locked loop applied to dynamic voltage re-
storer (dvr),” in 2001 IEEE Power Engineering Society Winter Meeting. Con-
ference Proceedings (Cat. No.01CH37194), vol. 3, pp. 1033–1038 vol.3, 2001.
[60] Cigre Working Group C4.605, Rep.5, “Modeling and Aggregation of Loads in
Flexible Power Networks,” tech. rep., Feb. 2014.
[61] Y. Wang, X. Wang, F. Blaabjerg, and Z. Chen, “Small-signal stability analysis
of inverter-fed power systems using component connection method,” IEEE
Transactions on Smart Grid, vol. PP, no. 99, pp. 1–1, 2017.
[62] Q. Huang and R. Kaushik, “An improved delayed signal cancellation pll for fast
grid synchronization under distorted and unbalanced grid condition,” IEEE
Transactions on Industry Applications, vol. PP, no. 99, pp. 1–1, 2017.
[63] S. Golestan, J. M. Guerrero, and A. M. Abusorrah, “Maf-pll with phase-lead
compensator,” IEEE Transactions on Industrial Electronics, vol. 62, pp. 3691–
3695, June 2015.
[64] N. Kroutikova, C. a. Hernandez-Aramburo, and T. C. Green, “State-space
model of grid-connected inverters under current control mode,” IET Electric
Power Applications, vol. 1, pp. 329–338, May 2007.
[65] P. Kundur, N. J. Balu, and M. G. Lauby, Power System Stability and Control.
New York, NY, USA: McGraw-Hill.
[66] M. E. Baran and F. F. Wu, “Optimal capacitor placement on radial distri-
bution systems,” IEEE Transactions on Power Delivery, vol. 4, pp. 725–734,
Jan 1989.
[67] “IEEE PES PSDPC SCS. Task Force on Benchmark Systems for Stabil-
ity Controls.” http://www.sel.eesc.usp.br/ieee/webpage20140624/index.htm,
urldate = 2013-07-11, 2013.
198
BIBLIOGRAPHY
[68] C. Zhao, U. Topcu, N. Li, and S. Low, “Design and stability of load-side
primary frequency control in power systems,” Automatic Control, IEEE Trans-
actions on, vol. 59, pp. 1177–1189, May 2014.
[69] A. Molina-Garcia, F. Bouffard, and D. Kirschen, “Decentralized demand-side
contribution to primary frequency control,” Power Systems, IEEE Transac-
tions on, vol. 26, pp. 411–419, Feb 2011.
[70] “Department of Energy and Climate Change. (2016). Energy Consumption
in the UK (ECUK) 2016 Data Tables.” https://www.gov.uk/government/
statistics/energy- consumption- in- the- uk,.
[71] “Bibliography on load models for power flow and dynamic performance sim-
ulation,” IEEE Transactions on Power Systems, vol. 10, pp. 523–538, Feb
1995.
[72] C. Concordia and S. Ihara, “Load representation in power system stability
studies,” IEEE transactions on power apparatus and systems, no. 4, pp. 969–
977, 1982.
[73] T. Ohyama, A. Watanabe, K. Nishimura, and S. Tsuruta, “Voltage depend-
ence of composite loads in power systems,” IEEE transactions on power ap-
paratus and systems, no. 11, pp. 3064–3073, 1985.
[74] L. M. Hajagos and B. Danai, “Laboratory Measurements and Models of Mod-
ern Loads and Their Effect on Voltage Stability Studies,” IEEE Transactions
on Power Systems, vol. 13, no. 2, pp. 584–592, 1998.
[75] W. Price, C. Taylor, G. Rogers, C. Concordia, and K. Srinivasan, “Standard
Load Models for Power Flow and Dynamic Performance Simulation,” IEEE
Transactions on Power Systems, vol. 10, no. 3, pp. 1302–1313, 1995.
[76] K. Amarnath, “Variable Refrigerant Flow: Demonstration of efficient space
conditioning technology using variable speed drives,” in 2009 13th European
Conference on Power Electronics and Applications, 2009.
199
BIBLIOGRAPHY
[77] K. Tomiyama, J. P. Daniel, and S. Ihara, “Modeling Air Conditioner Load for
Power System Studies,” IEEE Transactions on Power Systems, vol. 13, no. 2,
pp. 414–421, 1998.
[78] “Department of Energy and Climate Change. (2014). Energy Consumption
in the UK Service sector data tables 2014 update.” https://www.gov.uk/
government/statistics/energy- consumption- in- the- uk,.
[79] K. Linden and I. Segerqvist, “Modelling of Load Devices and Study-
ing Load/System Characteristics.” http://webfiles.portal.chalmers.se/et/Lic/
Linden%26SegerqvistLic.pdf,, 1992.
[80] W. Price, K. Wirgau, A. Murdoch, and F. Nozari, “Load Modeling for Power
Flow and Transient Stability Computer Studies Volume 2.” http://www.epri.
com/abstracts/Pages/ProductAbstract.aspx?ProductId=EL- 5003- CCMV2,
urldate = 2014-02-14, 1987.
[81] N. Lu, Y. Xie, Z. Huang, F. Puyleart, and S. Yang, “Load Component Data-
base of Household Appliances and Small Office Equipment,” in IEEE Power
and Energy Society 2008 General Meeting: Conversion and Delivery of Elec-
trical Energy in the 21st Century, PES, pp. 1–5, 2008.
[82] W. Price, H. Chiang, H. Clark, and C. Concordia, “Load Representation
For Dynamic Performance Analysis,” IEEE Transactions on Power Systems,
vol. 8, no. 2, pp. 472–482, 1993.
[83] J. V. Milanovic, K. Yamashita, S. M. Villanueva, S. Djoki, and L. M. Korunovi,
“International Industry Practice on Power System Load Modeling,” IEEE
Transactions on Power Systems, vol. 28, no. 3, pp. 3038–3046, 2013.
[84] “PPA Energy. Rate Of Change Of Frequency (ROCOF) Final Re-
port 2013.” http://www.cer.ie/docs/000260/cer13143- (a)- ppa- tnei- rocof-
final- report.pdf,.
200
BIBLIOGRAPHY
[85] Y. Xu and J. V. Milanovic, “Artificial-intelligence-based methodology for load
disaggregation at bulk supply point,” IEEE Transactions on Power Systems,
vol. 30, pp. 795–803, March 2015.
[86] M. Tesfasilassie, M. Zarghami, M. Vaziri, and A. Rahimi, “An estimative
approach for cvr effectiveness using aggregated load modeling,” in ISGT 2014,
pp. 1–5, Feb 2014.
[87] I. Richardson, M. Thomson, D. Infield, and C. Clifford, “Domestic electricity
use : A high-resolution energy demand model,” Energy & Buildings, vol. 42,
no. 10, pp. 1878–1887, 2010.
[88] M. Hagan, H. Demuth, M. Beale, and O. Jesus, Neural Network Design. Mar-
tin Hagan, 2 ed., 2014.
[89] S. Xu and L. Chen, “A Novel Approach for Determining the Optimal Number
of Hidden Layer Neurons for FNN’s and Its Application in Data Mining,”
in 5th International Conference on Information Technology and Applications
(ICITA 2008), 2008.
[90] K. Gurney, An Introduction to Neural Network. London: UCL Press, 1997.
[91] “BS EN 50160:2010+A1:2015 Voltage characteristics of electricity supplied
by public electricity networks.” https://bsol.bsigroup.com/Bibliographic/
BibliographicInfoData/000000000030320121,.
[92] Y. Xu, Probabilistic Estimation and Prediction of the Dynamic Response of the
Demand at Bulk Supply Points. Phd dissertation, University of Manchester,
School of Electrical and Electronic Engineering, 2015.
[93] D. Chakravorty, Z. Akhtar, B. Chaudhuri, and S. Y. R. Hui, “Comparison of
primary frequency control using two smart load types,” in 2016 IEEE Power
and Energy Society General Meeting (PESGM), pp. 1–5, July 2016.
[94] K. Hasan, X. Tang, and J. Milanovic, “Final Profile Modelling
Study.” http://www.enwl.co.uk/docs/default- source/class- documents/
201
BIBLIOGRAPHY
load- profiling- modelling- study- final- report.pdf?sfvrsn=4, urldate =
2015-09-23, 2015.
[95] K. Schneider, F. Tuffner, J. Fuller, and R. Singh, “Evaluation of Conservation
Voltage Reduction (CVR) on a National Level.” http://www.pnl.gov/main/
publications/external/technical reports/PNNL- 19596.pdf,, 2010.
[96] “Sustainability First. (2012). GB Electricity Demand 2010 and 2025.” http:
//www.sustainabilityfirst.org.uk/gbelec.html.
[97] “National Grid (2016). Enhanced Frequency Response 2016.” http://www2.
nationalgrid.com/Enhanced- Frequency- Response.aspx,.
[98] A. Rygg and M. Molinas, “Real-time stability analysis of power electronic
systems,” in 2016 IEEE 17th Workshop on Control and Modeling for Power
Electronics (COMPEL), pp. 1–7, June 2016.
[99] Christian Flytkjaer Jensen, “Harmonic Assessment in a Modern Transmission
Network.” http://www.harmony.et.aau.dk/digitalAssets/98/98401 harmony
christian.pdf,.
[100] D. Chakravorty, J. Meyer, P. Schegner, S. Yanchenko, and M. Schocke, “Im-
pact of modern electronic equipment on the assessment of network harmonic
impedance,” IEEE Transactions on Smart Grid, vol. 8, pp. 382–390, Jan 2017.
[101] R. Stiegler, J. Meyer, P. Schegner, and D. Chakravorty, “Measurement of
network harmonic impedance in presence of electronic equipment,” in 2015
IEEE International Workshop on Applied Measurements for Power Systems
(AMPS), pp. 49–54, Sept 2015.
[102] Stefan Pfenninger, Iain Staffell, “Renewables ninja.” https://www.renewables.
ninja/,.
[103] S. Pfenninger and I. Staffell, “Long-term patterns of European PV output us-
ing 30 years of validated hourly reanalysis and satellite data,” Energy, vol. 114,
pp. 1251 – 1265, 2016.
202
BIBLIOGRAPHY
[104] I. Staffell and S. Pfenninger, “Using bias-corrected reanalysis to simulate cur-
rent and future wind power output,” Energy, vol. 114, pp. 1224 – 1239, 2016.
[105] A. Schellenberg, W. Rosehart, and J. Aguado, “Cumulant-based probabilistic
optimal power flow (p-opf) with gaussian and gamma distributions,” IEEE
Transactions on Power Systems, vol. 20, pp. 773–781, May 2005.
203
Appendix A
Network Data
A.1 IEEE 39 bus transmission network
Table A.1: Bus data of IEEE 39 bus test system
Bus No. Type
Voltage Load Generator
pu MW MVar MW MVar Qmax Qmin Unit No.
1 PQ - 0 0 0 0 - - -
2 PQ - 0 0 0 0 - - -
3 PQ - 322 2.4 0 0 - - -
4 PQ - 500 184 0 0 - - -
5 PQ - 0 0 0 0 - - -
6 PQ - 0 0 0 0 - - -
7 PQ - 233.8 84 0 0 - - -
8 PQ - 522 176 0 0 - - -
9 PQ - 0 0 0 0 - - -
10 PQ - 0 0 0 0 - - -
11 PQ - 0 0 0 0 - - -
12 PQ - 7.5 88 0 0 - - -
13 PQ - 0 0 0 0 - - -
Continued on next page
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Table A.1 – continued from previous page
Bus No. Type
Voltage Load Generator
pu MW MVar MW MVar Qmax Qmin Unit No.
14 PQ - 0 0 0 0 - - -
15 PQ - 320 153 0 0 - - -
16 PQ - 329 32.3 0 0 - - -
17 PQ - 0 0 0 0 - - -
18 PQ - 158 30 0 0 - - -
19 PQ - 0 0 0 0 - - -
20 PQ - 628 103 0 0 - - -
21 PQ - 274 115 0 0 - - -
22 PQ - 0 0 0 0 - - -
23 PQ - 247.5 84.6 0 0 - - -
24 PQ - 308.6 -92 0 0 - - -
25 PQ - 224 47.2 0 0 - - -
26 PQ - 139 17 0 0 - - -
27 PQ - 281 75.5 0 0 - - -
28 PQ - 206 27.6 0 0 - - -
29 PQ - 283.5 26.9 0 0 - - -
30 PV 1.0475 0 0 250 161.76 400 140 Gen10
31 SL 0.982 9.2 4.6 - 221.57 300 -100 Gen2
32 PV 0.9831 0 0 650 206.96 300 150 Gen3
33 PV 0.9972 0 0 632 108.29 250 0 Gen4
34 PV 1.0123 0 0 508 166.69 167 0 Gen5
35 PV 1.0493 0 0 650 210.66 300 -100 Gen6
36 PV 1.0635 0 0 560 100.16 240 0 Gen7
37 PV 1.0278 0 0 540 -1.369 250 0 Gen8
38 PV 1.0265 0 0 830 21.733 300 -150 Gen9
39 PV 1.03 1104 250 1000 78.467 300 -100 Gen1
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Table A.2: Line data of IEEE 39 bus test system
Line Data Transformer Tap
From To
R X B Magnitude Angle
Bus Bus
1 2 0.0035 0.0411 0.6987 0 0
1 39 0.001 0.025 0.75 0 0
2 3 0.0013 0.0151 0.2572 0 0
2 25 0.007 0.0086 0.146 0 0
3 4 0.0013 0.0213 0.2214 0 0
3 18 0.0011 0.0133 0.2138 0 0
4 5 0.0008 0.0128 0.1342 0 0
4 14 0.0008 0.0129 0.1382 0 0
5 6 0.0002 0.0026 0.0434 0 0
5 8 0.0008 0.0112 0.1476 0 0
6 7 0.0006 0.0092 0.113 0 0
6 11 0.0007 0.0082 0.1389 0 0
7 8 0.0004 0.0046 0.078 0 0
8 9 0.0023 0.0363 0.3804 0 0
9 39 0.001 0.025 1.2 0 0
10 11 0.0004 0.0043 0.0729 0 0
10 13 0.0004 0.0043 0.0729 0 0
13 14 0.0009 0.0101 0.1723 0 0
14 15 0.0018 0.0217 0.366 0 0
15 16 0.0009 0.0094 0.171 0 0
16 17 0.0007 0.0089 0.1342 0 0
16 19 0.0016 0.0195 0.304 0 0
16 21 0.0008 0.0135 0.2548 0 0
16 24 0.0003 0.0059 0.068 0 0
17 18 0.0007 0.0082 0.1319 0 0
Continued on next page
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Table A.2 – continued from previous page
Line Data Transformer Tap
From To
R X B Magnitude Angle
Bus Bus
17 27 0.0013 0.0173 0.3216 0 0
21 22 0.0008 0.014 0.2565 0 0
22 23 0.0006 0.0096 0.1846 0 0
23 24 0.0022 0.035 0.361 0 0
25 26 0.0032 0.0323 0.513 0 0
26 27 0.0014 0.0147 0.2396 0 0
26 28 0.0043 0.0474 0.7802 0 0
26 29 0.0057 0.0625 1.029 0 0
28 29 0.0014 0.0151 0.249 0 0
12 11 0.0016 0.0435 0 1.006 0
12 13 0.0016 0.0435 0 1.006 0
6 31 0 0.025 0 1.07 0
10 32 0 0.02 0 1.07 0
19 33 0.0007 0.0142 0 1.07 0
20 34 0.0009 0.018 0 1.009 0
22 35 0 0.0143 0 1.025 0
23 36 0.0005 0.0272 0 1 0
25 37 0.0006 0.0232 0 1.025 0
2 30 0 0.0181 0 1.025 0
29 38 0.0008 0.0156 0 1.025 0
19 20 0.0007 0.0138 0 1.06 0
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Table A.3: Machine data for IEEE 39 bus test system
Unit
No.
H Ra x’d x’q xd xq T’do T’qo xl x” T”do T”qo
1 500 0 0.006 0.008 0.02 0.019 7 0.7 0.003 0.004 0.05 0.035
2 30.3 0 0.0697 0.17 0.295 0.282 6.56 1.5 0.035 0.05 0.05 0.035
3 35.8 0 0.0531 0.0876 0.2495 0.237 5.7 1.5 0.0304 0.045 0.05 0.035
4 28.6 0 0.0436 0.166 0.262 0.258 5.69 1.5 0.0295 0.035 0.05 0.035
5 26 0 0.132 0.166 0.67 0.62 5.4 0.44 0.054 0.089 0.05 0.035
6 34.8 0 0.05 0.0814 0.254 0.241 7.3 0.4 0.0224 0.04 0.05 0.035
7 26.4 0 0.049 0.186 0.295 0.292 5.66 1.5 0.0322 0.044 0.05 0.035
8 24.3 0 0.057 0.0911 0.29 0.28 6.7 0.41 0.028 0.045 0.05 0.035
9 34.5 0 0.057 0.0587 0.2106 0.205 4.79 1.96 0.0298 0.045 0.05 0.035
10 42 0 0.031 0.05 0.1 0.069 10.2 0 0.0125 0.025 0.05 0.035
Table A.4: IEEE DC exciter data for 39 bus test system
Unit No. TR KA TA TB TC Vsetpoint EfdMax EfdMin
1 0.01 200 0.015 10 1 1.03 5 -5
2 0.01 200 0.015 10 1 0.982 5 -5
3 0.01 200 0.015 10 1 0.9831 5 -5
4 0.01 200 0.015 10 1 0.9972 5 -5
5 0.01 200 0.015 10 1 1.0123 5 -5
6 0.01 200 0.015 10 1 1.0493 5 -5
7 0.01 200 0.015 10 1 1.0635 5 -5
8 0.01 200 0.015 10 1 1.0278 5 -5
9 0.01 200 0.015 10 1 1.0265 5 -5
10 0.01 200 0.015 10 1 1.0475 5 -5
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Table A.5: PSS data for IEEE 39 bus test system
Unit No. 1 2 3 4 5 6 7 8 9 10
Tw 10 10 10 10 10 10 10 10 10 10
T3 3 1 2 1 1 0.5 0.5 1 2 3
T4 0.5 1 0.2 0.3 0.1 0.05 0.1 0.1 0.1 0.5
T1 5 5 3 1 1.5 0.5 0.2 1 1 1
T2 0.6 0.4 0.2 0.1 0.2 0.1 0.02 0.2 0.5 0.05
Kpss 0.0027 0.0013 0.0013 0.0053 0.0027 0.0106 0.0199 0.0053 0.0053 0.0027
Vpssmin -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2
Vpssmax 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
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Table A.6: IEEE type-I governor data for 39 bus test system (same for all generators)
Name Value Unit Description
K 16.66 [p.u.] Controller Gain
T1 0.2 [s] Governor Time Constant
T2 1 [s] Governor Derivative Time Constant
T3 0.6 [s] Servo Time Constant
K1 0.3 [p.u.] High Pressure Turbine Factor
K2 0 [p.u.] High Pressure Turbine Factor
T5 0.5 [s] Intermediate Pressure Turbine Time Constant
K3 0.25 [p.u.] Intermediate Pressure Turbine Factor
K4 0 [p.u.] Intermediate Pressure Turbine Factor
T6 0.8 [s] Medium Pressure Turbine Time Constant
K5 0.3 [p.u.] Medium Pressure Turbine Factor
K6 0 [p.u.] Medium Pressure Turbine Factor
T4 0.6 [s] High Pressure Turbine Time Constant
T7 1 [s] Low Pressure Turbine Time Constant
K7 0.15 [p.u.] Low Pressure Turbine Factor
K8 0 [p.u.] Low Pressure Turbine Factor
PNhp 0 [MW] HP Turbine Rated Power
PNlp 0 [MW] LP Turbine Rated Power
Uc -0.3 [p.u./s] Valve Closing Time
Pmin 0 [p.u.] Minimum Gate Limit
Uo 0.3 [p.u./s] Valve Opening Time
Pmax 1 [p.u.] Maximum Gate Limit
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A.2 IEEE 69 bus distribution network
Table A.7: Line data for IEEE 69 bus distribution network
Lines (from-to bus) Resistance (Ohm) Reactance (Ohm)
Line 1- 2 0.0005 0.0012
Line 2- 3 0.0005 0.0012
Line 3- 4 0.0015 0.00360001
Line 4- 5 0.02510006 0.02940007
Line 5- 6 0.3660009 0.1864005
Line 6- 7 0.3811009 0.1941005
Line 7- 8 0.09220022 0.04700011
Line 8- 9 0.04930012 0.02510006
Line 9-10 0.819002 0.2707007
Line10-11 0.1872005 0.06190015
Line11-12 0.7114018 0.2351006
Line12-13 1.030002 0.3400008
Line13-14 1.044003 0.3450008
Line14-15 1.058003 0.3496009
Line15-16 0.1966005 0.06500016
Line16-17 0.3744009 0.1238003
Line17-18 0.00470001 0.0016
Line18-19 0.3276008 0.1083003
Line19-20 0.2106005 0.06960017
Line20-21 0.3416008 0.1129003
Line21-22 0.01400003 0.00460001
Line22-23 0.1591004 0.05260013
Line23-24 0.3463008 0.1145003
Line24-25 0.7488018 0.2475006
Line25-26 0.3089007 0.1021003
Continued on next page
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Table A.7 – continued from previous page
Lines (from-to bus) Resistance (Ohm) Reactance (Ohm)
Line26-27 0.1732004 0.05720014
Line 3-28 0.00440001 0.01080003
Line28-29 0.06400016 0.1565004
Line29-30 0.397801 0.1315003
Line30-31 0.07020018 0.02320006
Line31-32 0.3510009 0.1160003
Line32-33 0.8390021 0.2816007
Line33-34 1.708004 0.5646014
Line34-35 1.474004 0.4873012
Line 3-36 0.00440001 0.01080003
Line36-37 0.06400016 0.1565004
Line37-38 0.1053003 0.1230003
Line38-39 0.03040007 0.03550009
Line39-40 0.0018 0.00210001
Line40-41 0.7283018 0.8509021
Line41-42 0.3100008 0.3623009
Line42-43 0.0410001 0.04780012
Line43-44 0.00920002 0.01160003
Line44-45 0.1089003 0.1373003
Line45-46 0.0009 0.0012
Line 4-47 0.00340001 0.00840002
Line47-48 0.0851002 0.2083005
Line48-49 0.2898007 0.7091017
Line49-50 0.0822002 0.2011005
Line 8-51 0.09280023 0.04730012
Line51-52 0.3319008 0.1114003
Line 9-53 0.1740004 0.08860021
Continued on next page
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Table A.7 – continued from previous page
Lines (from-to bus) Resistance (Ohm) Reactance (Ohm)
Line53-54 0.2030005 0.1034003
Line54-55 0.2842007 0.1447004
Line55-56 0.2813007 0.1433004
Line56-57 1.590004 0.5337013
Line57-58 0.7837019 0.2630006
Line58-59 0.3042007 0.1006003
Line59-60 0.3861009 0.1172003
Line60-61 0.5075012 0.2585006
Line61-62 0.09740024 0.04960012
Line62-63 0.1450004 0.07380018
Line63-64 0.7105018 0.3619009
Line64-65 1.041003 0.5302013
Line11-66 0.2012005 0.06110015
Line66-67 0.00470001 0.0014
Line12-68 0.7394018 0.2444006
Line68-69 0.00470001 0.0016
Table A.8: Load data for IEEE 69 bus distribution network
Bus No. Active Power (kW) Reactive Power (kVar)
Bus 6 2.6 2.2
Bus 7 40.4 30
Bus 8 75 54
Bus 9 30 22
Bus10 28 19
Bus11 145 104
Bus12 145 104
Continued on next page
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Table A.8 – continued from previous page
Bus No. Active Power (kW) Reactive Power (kVar)
Bus13 8 5.5
Bus14 8 5.5
Bus16 45.5 30
Bus17 60 35
Bus18 60 35
Bus20 1 0.6
Bus21 114 81
Bus22 5.3 3.5
Bus24 28 20
Bus26 14 10
Bus27 14 10
Bus28 26 18.6
Bus29 26 18.6
Bus33 14 10
Bus34 19.5 14
Bus35 6 4
Bus36 26 18.55
Bus37 26 18.55
Bus39 24 17
Bus40 24 17
Bus41 1.2 1
Bus43 6 4.3
Bus45 39.2 26.3
Bus46 39.2 26.3
Bus48 79 56.4
Bus49 384.7 274.5
Bus50 384.7 274.5
Continued on next page
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Table A.8 – continued from previous page
Bus No. Active Power (kW) Reactive Power (kVar)
Bus51 40.5 28.3
Bus52 3.6 2.7
Bus53 4.3 3.5
Bus54 26.4 19
Bus55 24 17.2
Bus59 100 72
Bus61 1244 888
Bus62 32 23
Bus64 227 162
Bus65 59 42
Bus66 18 13
Bus67 18 13
Bus68 28 20
Bus69 28 20
215
Appendix B
Eigen Values and Participation Matrices
for 2-ES Network
Table B.1: List of state variables and eigen values for the base case
Index Real part (1/s) Frequency (Hz) States Description
1 -5353.934 465.749 xd11 Pade Delay ES1
2 -5353.934 465.749 xd12 Pade Delay ES1
3 -5335.629 365.872 xd13 Pade Delay ES1
4 -5335.629 365.872 theta1 PLL angle ES1
5 -1924064.738 50.000 x1 PLL PI ES1
6 -1924064.738 50.000 x121 Vpcc PI ES1
7 -388280.428 50.000 x122 Vnc integrator ES1
8 -388280.428 50.000 rd1 Iinjd PI ES1
9 -158250.220 49.981 rq1 Iinjq PI ES1
10 -158250.220 49.981 Iinjd1 Lf current ES1
11 -4047.760 39.685 Iinjq1 Lf current ES1
12 -4047.760 39.685 Vesd1 Cf voltage ES1
13 -234.829 35.542 Vesq1 Cf voltage ES1
14 -234.829 35.542 xd21 Pade Delay ES2
Continued on next page
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Table B.1 – continued from previous page
Index Real part (1/s) Frequency (Hz) States Description
15 -177.259 26.977 xd22 Pade Delay ES2
16 -177.259 26.977 xd23 Pade Delay ES2
17 -14.523 2.690 theta2 PLL angle ES2
18 -14.523 2.687 x2 PLL PI ES2
19 -10005.095 0.576 x221 Vpcc PI ES2
20 -10005.095 0.576 x222 Vnc integrator ES2
21 -0.037 0.004 rd2 Iinjd PI ES2
22 -0.037 0.004 rq2 Iinjq PI ES2
23 -180.000 0.000 Iinjd2 Lf current ES2
24 -180.000 0.000 Iinjq2 Lf current ES2
25 -10048.141 0.000 Vesd2 Cf voltage ES2
26 -10000.000 0.000 Vesq2 Cf voltage ES2
27 -259.101 0.000 D1 Dummy states
28 -93.988 0.000 D2 Dummy states
29 -175.617 0.000 D3 Dummy states
30 -18.853 0.000 Il1d line 1
31 -180.000 0.000 Il1q line 1
32 -1.777 0.000 Il2d line 2
33 -0.036 0.000 Il2q line 2
34 -0.006 0.000 Il3d line 3
35 0.000 0.000 Il3q line 3
36 0.000 0.000 Il4d line 4
37 0.000 0.000 Il4q line 4
38 0.000 0.000 D4 Dummy states
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Table B.2: Participation factors for the 38 state variables in base case
Index Frequency (Hz) States 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
1 465.749 xd11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.014 0.546 0.546 0.071 0.071 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.648 0.020 0.162 0.086 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 465.749 xd12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.037 0.037 1.000 1.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.008 0.139 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 365.872 xd13 0.002 0.002 0.004 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.011 0.011 0.032 0.032 0.529 0.529 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.737 0.002 0.062 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
4 365.872 theta1 0.009 0.009 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.032 0.032 0.006 0.006 0.001 0.001 0.160 0.160 0.000 0.000 0.328 0.328 0.000 0.000 0.000 0.000 0.001 0.010 0.000 0.230 0.000 0.001 0.316 1.000 0.000 0.000 0.000 0.000
5 50.000 x1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.013 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.022 0.000 0.022 0.530 0.078 0.000 0.000 0.000 0.000
6 50.000 x121 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.927 0.927 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.000 0.625 0.257 0.000 0.000 0.000 0.000
7 50.000 x122 0.005 0.005 0.006 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.001 0.001 0.000 0.000 0.166 0.166 0.000 0.000 0.002 0.002 0.000 0.000 0.005 0.000 0.000 0.015 0.003 1.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000
8 50.000 rd1 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.003 0.003 0.000 0.000 0.009 0.009 0.000 0.000 0.052 0.052 0.000 0.001 0.030 0.000 1.000 0.000 0.075 0.000 0.000 0.000 0.000 0.000 0.000 0.000
9 49.981 rq1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.015 0.015 0.000 0.000 0.050 0.050 0.018 0.000 0.000 0.000 0.002 0.002 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10 49.981 Iinjd1 0.012 0.012 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.019 0.019 0.000 0.000 0.000 0.000 0.000 0.000 0.521 0.521 0.000 0.000 0.001 0.001 0.013 0.063 0.001 0.000 0.017 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
11 39.685 Iinjq1 0.005 0.005 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.813 0.813 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.002 0.000 0.018 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 39.685 Vesd1 0.792 0.792 0.766 0.766 0.000 0.000 0.001 0.001 0.022 0.022 0.959 0.959 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 35.542 Vesq1 0.809 0.809 0.732 0.732 0.000 0.000 0.001 0.001 0.022 0.022 1.000 1.000 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.001 0.005 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 35.542 xd21 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.357 0.357 0.018 0.018 0.445 0.445 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.015 1.000 0.003 0.093 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000
15 26.977 xd22 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.033 0.033 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.024 0.278 0.003 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
16 26.977 xd23 0.002 0.002 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.008 0.008 0.873 0.873 0.018 0.018 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.018 0.075 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
17 2.690 theta2 0.010 0.010 0.015 0.015 0.000 0.000 0.000 0.000 0.000 0.000 0.026 0.026 0.155 0.155 0.001 0.001 1.000 1.000 0.000 0.000 0.405 0.405 0.000 0.000 0.000 0.000 0.001 0.423 0.000 0.244 0.000 0.066 0.386 0.085 0.000 0.000 0.000 0.000
18 2.687 x2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.079 0.079 0.000 0.000 0.415 0.415 0.000 0.000 0.000 0.000 0.000 0.008 0.000 0.024 0.000 1.000 0.394 0.085 0.000 0.000 0.000 0.000
19 0.576 x221 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.813 0.813 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.001 1.000 0.078 0.000 0.000 0.000 0.000
20 0.576 x222 0.006 0.006 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.005 0.005 0.000 0.000 0.607 0.607 0.001 0.001 0.002 0.002 0.000 0.000 0.002 0.000 0.000 0.074 0.000 0.246 0.000 0.004 0.002 0.000 0.000 0.000 0.000 0.000
21 0.004 rd2 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.000 0.000 0.995 0.995 0.000 0.018 0.002 0.000 0.019 0.000 0.075 0.000 0.000 0.000 0.000 0.000 0.000 0.000
22 0.004 rq2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.018 0.018 0.000 0.000 1.000 1.000 0.008 0.000 0.000 0.001 0.000 0.001 0.050 0.000 0.000 0.000 0.000 0.000 0.000 0.000
23 0.000 Iinjd2 0.013 0.013 0.015 0.015 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.016 0.000 0.000 0.000 0.000 0.000 0.000 0.270 0.270 0.000 0.000 0.018 0.018 0.018 1.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
24 0.000 Iinjq2 0.006 0.006 0.009 0.009 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.000 0.000 0.022 0.022 0.451 0.000 0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
25 0.000 Vesd2 1.000 1.000 0.959 0.959 0.000 0.000 0.007 0.007 0.003 0.003 0.782 0.782 0.006 0.006 0.000 0.000 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 0.000 Vesq2 0.991 0.991 1.000 1.000 0.000 0.000 0.007 0.007 0.003 0.003 0.719 0.719 0.014 0.014 0.000 0.000 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.012 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
27 0.000 D1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.050 1.000 0.070 0.000
28 0.000 D2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.056 0.011 0.000
29 0.000 D3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.057 1.000 0.000
30 0.000 Il1d 0.928 0.928 0.886 0.886 0.760 0.760 0.005 0.005 0.082 0.082 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
31 0.000 Il1q 0.932 0.932 0.891 0.891 0.760 0.760 0.005 0.005 0.082 0.082 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.003 0.000 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
32 0.000 Il2d 0.741 0.741 0.707 0.707 1.000 1.000 0.001 0.001 0.044 0.044 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
33 0.000 Il2q 0.744 0.744 0.711 0.711 1.000 1.000 0.001 0.001 0.044 0.044 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.003 0.000 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
34 0.000 Il3d 0.123 0.123 0.116 0.116 0.002 0.002 0.350 0.350 1.000 1.000 0.031 0.031 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
35 0.000 Il3q 0.121 0.121 0.119 0.119 0.002 0.002 0.350 0.350 1.000 1.000 0.029 0.029 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
36 0.000 Il4d 0.005 0.005 0.005 0.005 0.000 0.000 1.000 1.000 0.373 0.373 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
37 0.000 Il4q 0.005 0.005 0.005 0.005 0.000 0.000 1.000 1.000 0.373 0.373 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
38 0.000 D4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
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Table B.3: Eigen values for the extreme line parameters
Line type → R/X ratio = 1, line length = 0.1 km R/X ratio = 10, line length = 2 km
PLL delay → delay = 20 ms delay = 70 ms delay = 20 ms delay = 70 ms
Index Real part (1/s) Frequency (Hz) Real part (1/s) Frequency (Hz) Real part (1/s) Frequency (Hz) Real part (1/s) Frequency (Hz)
1 -5556.535 454.075 -5557.641 454.280 -5455.341 449.339 -5456.573 449.546
2 -5556.535 454.075 -5557.641 454.280 -5455.341 449.339 -5456.573 449.546
3 -5532.124 353.286 -5534.486 353.383 -5433.233 348.973 -5435.413 349.031
4 -5532.124 353.286 -5534.486 353.383 -5433.233 348.973 -5435.413 349.031
5 -1930378.022 50.000 -1930378.022 50.000 -1924372.521 50.000 -1924372.521 50.000
6 -1930378.022 50.000 -1930378.022 50.000 -1924372.521 50.000 -1924372.521 50.000
7 -756151.340 49.999 -756151.340 49.999 -404584.158 50.000 -404584.158 50.000
8 -756151.340 49.999 -756151.340 49.999 -404584.158 50.000 -404584.158 50.000
9 -249109.138 49.997 -249109.138 49.997 -173985.449 49.985 -173985.449 49.985
10 -249109.138 49.997 -249109.138 49.997 -173985.449 49.985 -173985.449 49.985
11 -4020.792 39.568 -4019.778 41.776 -4012.465 39.412 -4011.653 41.660
12 -4020.792 39.568 -4019.778 41.776 -4012.465 39.412 -4011.653 41.660
13 -237.217 36.095 -72.514 14.423 -233.602 35.223 -71.618 13.927
14 -237.217 36.095 -72.514 14.423 -233.602 35.223 -71.618 13.927
15 -177.308 26.981 -51.215 7.730 -177.307 26.948 -51.173 7.725
16 -177.308 26.981 -51.215 7.730 -177.307 26.948 -51.173 7.725
17 -17.888 2.103 0.169 3.025 -13.923 2.545 0.482 2.932
18 -17.888 2.103 0.169 3.025 -13.923 2.545 0.482 2.932
19 -10007.054 0.196 -10006.796 0.143 -10006.098 0.267 -10005.908 0.216
20 -10007.054 0.196 -10006.796 0.143 -10006.098 0.267 -10005.908 0.216
21 -0.038 0.004 -0.042 0.004 -0.029 0.003 -0.029 0.004
22 -0.038 0.004 -0.042 0.004 -0.029 0.003 -0.029 0.004
23 -180.000 0.000 -180.000 0.000 -180.000 0.000 -180.000 0.000
24 -180.000 0.000 -180.000 0.000 -180.000 0.000 -180.000 0.000
25 -10050.311 0.000 0.000 0.000 -10049.251 0.000 -10049.234 0.000
26 -10000.000 0.000 0.000 0.000 -10000.000 0.000 -10000.000 0.000
27 -259.038 0.000 -10050.397 0.000 -258.627 0.000 -70.553 0.000
28 -80.514 0.000 -10000.000 0.000 -99.718 0.000 -180.930 0.000
29 -175.548 0.000 -70.436 0.000 -176.100 0.000 -26.607 0.000
30 -19.028 0.000 -180.932 0.000 -18.258 0.000 -17.728 0.000
31 -1.786 0.000 -20.234 0.000 -180.000 0.000 -180.000 0.000
32 -180.000 0.000 -18.619 0.000 -1.793 0.000 -1.778 0.000
33 -0.007 0.000 -180.000 0.000 0.000 0.000 -0.052 0.000
34 0.000 0.000 -1.780 0.000 0.000 0.000 0.000 0.000
35 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
36 0.000 0.000 0.000 0.000 -0.053 0.000 0.000 0.000
37 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
38 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Table B.4: Participation factors for R/X ratio 1, line length 0.1 km and 20 ms delay
Index Modes (Hz) States 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
1 454.075 xd11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.013 0.546 0.546 0.092 0.092 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.648 0.039 0.167 0.104 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 454.075 xd12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.035 0.035 1.000 1.000 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.012 0.144 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 353.286 xd13 0.002 0.002 0.004 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.011 0.011 0.031 0.031 0.530 0.530 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.737 0.003 0.064 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
4 353.286 theta1 0.009 0.009 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.036 0.036 0.006 0.006 0.001 0.001 0.204 0.204 0.000 0.000 0.154 0.154 0.000 0.000 0.000 0.000 0.001 0.026 0.000 0.271 0.001 0.000 1.000 0.521 0.000 0.000 0.000 0.000
5 50.000 x1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.016 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.026 0.012 0.000 0.163 0.000 0.000 0.000 0.000 0.000
6 50.000 x121 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.608 0.608 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.000 0.469 0.975 0.000 0.000 0.000 0.000
7 49.999 x122 0.005 0.005 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.001 0.001 0.000 0.000 0.279 0.279 0.001 0.001 0.002 0.002 0.000 0.000 0.005 0.000 0.000 0.021 0.003 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
8 49.999 rd1 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.003 0.003 0.000 0.000 0.005 0.005 0.000 0.000 0.067 0.067 0.000 0.011 0.030 0.000 1.000 0.000 0.000 0.055 0.000 0.000 0.000 0.000 0.000 0.000
9 49.997 rq1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.017 0.017 0.000 0.000 0.060 0.060 0.018 0.000 0.000 0.000 0.002 0.002 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000
10 49.997 Iinjd1 0.014 0.014 0.016 0.016 0.000 0.000 0.000 0.000 0.000 0.000 0.019 0.019 0.000 0.000 0.000 0.000 0.000 0.000 0.275 0.275 0.000 0.000 0.001 0.001 0.013 0.603 0.001 0.000 0.017 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000
11 39.568 Iinjq1 0.006 0.006 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.921 0.921 0.000 0.000 0.001 0.001 1.000 0.000 0.000 0.000 0.002 0.000 0.000 0.018 0.000 0.000 0.000 0.000 0.000 0.000
12 39.568 Vesd1 0.879 0.879 0.875 0.875 0.000 0.000 0.002 0.002 0.004 0.004 0.959 0.959 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 36.095 Vesq1 0.886 0.886 0.851 0.851 0.000 0.000 0.002 0.002 0.004 0.004 1.000 1.000 0.001 0.001 0.001 0.001 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.001 0.005 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 36.095 xd21 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.350 0.350 0.017 0.017 0.446 0.446 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.011 1.000 0.001 0.104 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000
15 26.981 xd22 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.032 0.032 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.017 0.207 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
16 26.981 xd23 0.002 0.002 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.009 0.009 0.893 0.893 0.017 0.017 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.012 0.052 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
17 2.103 theta2 0.009 0.009 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.031 0.031 0.166 0.166 0.001 0.001 1.000 1.000 0.000 0.000 0.036 0.036 0.000 0.000 0.000 0.000 0.001 0.524 0.000 0.269 0.072 0.000 0.019 0.002 0.000 0.000 0.000 0.000
18 2.103 x2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.080 0.080 0.000 0.000 0.037 0.037 0.000 0.000 0.000 0.000 0.000 0.011 0.000 0.026 1.000 0.000 0.019 0.002 0.000 0.000 0.000 0.000
19 0.196 x221 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.786 0.786 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.299 1.000 0.000 0.000 0.000 0.000
20 0.196 x222 0.005 0.005 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.003 0.003 0.000 0.000 0.685 0.685 0.001 0.001 0.002 0.002 0.000 0.000 0.002 0.000 0.000 0.069 0.000 0.436 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000
21 0.004 rd2 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.000 0.000 0.995 0.995 0.000 0.018 0.001 0.000 0.012 0.000 0.000 0.055 0.000 0.000 0.000 0.000 0.000 0.000
22 0.004 rq2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.018 0.018 0.000 0.000 1.000 1.000 0.007 0.000 0.000 0.001 0.000 0.001 0.000 0.060 0.000 0.000 0.000 0.000 0.000 0.000
23 0.000 Iinjd2 0.015 0.015 0.017 0.017 0.000 0.000 0.000 0.000 0.000 0.000 0.018 0.018 0.000 0.000 0.000 0.000 0.000 0.000 0.195 0.195 0.000 0.000 0.018 0.018 0.016 1.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000
24 0.000 Iinjq2 0.006 0.006 0.010 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.000 0.000 0.021 0.021 0.365 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000
25 0.000 Vesd2 0.957 0.957 0.946 0.946 0.000 0.000 0.004 0.004 0.000 0.000 0.886 0.886 0.007 0.007 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 0.000 Vesq2 0.940 0.940 0.999 0.999 0.000 0.000 0.004 0.004 0.000 0.000 0.818 0.818 0.015 0.015 0.000 0.000 0.009 0.009 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
27 0.000 D1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.239 0.002 0.000
28 0.000 D2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.246 1.000 0.003 0.000
29 0.000 D3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.013 1.000 0.000
30 0.000 Il1d 1.000 1.000 0.983 0.983 0.752 0.752 0.021 0.021 0.019 0.019 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
31 0.000 Il1q 0.993 0.993 1.000 1.000 0.752 0.752 0.021 0.021 0.019 0.019 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
32 0.000 Il2d 0.798 0.798 0.784 0.784 1.000 1.000 0.000 0.000 0.007 0.007 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
33 0.000 Il2q 0.793 0.793 0.798 0.798 1.000 1.000 0.000 0.000 0.007 0.007 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
34 0.000 Il3d 0.038 0.038 0.038 0.038 0.012 0.012 1.000 1.000 0.174 0.174 0.011 0.011 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
35 0.000 Il3q 0.038 0.038 0.039 0.039 0.012 0.012 1.000 1.000 0.174 0.174 0.010 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
36 0.000 Il4d 0.005 0.005 0.005 0.005 0.000 0.000 0.191 0.191 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
37 0.000 Il4q 0.005 0.005 0.005 0.005 0.000 0.000 0.191 0.191 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
38 0.000 D4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
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Table B.5: Participation factors for R/X ratio 1, line length 0.1 km and 70 ms delay
Index Modes (Hz) States 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
1 454.280 xd11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.006 0.540 0.540 0.084 0.084 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.694 0.001 0.535 0.469 0.000 0.000 0.000 0.000 0.000 0.000
2 454.280 xd12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.025 0.025 1.000 1.000 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.003 0.086 0.065 0.000 0.000 0.000 0.000 0.000 0.000
3 353.383 xd13 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.033 0.033 0.537 0.537 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.686 0.012 0.021 0.015 0.000 0.000 0.000 0.000 0.000 0.000
4 353.383 theta1 0.008 0.008 0.012 0.012 0.000 0.000 0.000 0.000 0.000 0.000 0.027 0.027 0.011 0.011 0.001 0.001 0.071 0.071 0.000 0.000 0.066 0.066 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.331 0.321 0.000 0.004 0.061 1.000 0.000 0.000
5 50.000 x1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.006 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.030 0.032 0.000 0.052 0.074 0.000 0.000 0.000
6 50.000 x121 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.653 0.653 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.004 0.000 0.000 0.046 0.011 0.000 0.000
7 49.999 x122 0.005 0.005 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.007 0.007 0.002 0.002 0.039 0.039 0.001 0.001 0.002 0.002 0.000 0.000 0.000 0.000 0.005 0.000 0.005 0.001 0.776 1.000 0.000 0.000 0.000 0.000 0.000 0.000
8 49.999 rd1 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.002 0.002 0.000 0.000 0.005 0.005 0.000 0.000 0.051 0.051 0.000 0.000 0.000 0.011 0.005 1.000 0.000 0.000 0.104 0.000 0.000 0.000 0.000 0.000
9 49.997 rq1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.016 0.000 0.000 0.055 0.055 0.000 0.000 0.018 0.000 0.000 0.003 0.002 0.002 1.000 0.000 0.000 0.000 0.000 0.000
10 49.997 Iinjd1 0.013 0.013 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.288 0.288 0.000 0.000 0.001 0.001 0.000 0.000 0.012 0.603 0.000 0.018 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000
11 41.776 Iinjq1 0.006 0.006 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.893 0.893 0.000 0.000 0.001 0.001 0.000 0.000 1.000 0.000 0.000 0.002 0.000 0.000 0.018 0.000 0.000 0.000 0.000 0.000
12 41.776 Vesd1 0.879 0.879 0.882 0.882 0.000 0.000 0.002 0.002 0.004 0.004 0.966 0.966 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 14.423 Vesq1 0.889 0.889 0.854 0.854 0.000 0.000 0.002 0.002 0.004 0.004 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.004 0.005 0.000 0.000 0.000 0.000 0.000 0.000
14 14.423 xd21 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.185 0.185 0.024 0.024 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.000 0.491 0.482 0.000 0.008 0.000 0.000 0.000 0.000
15 7.730 xd22 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.775 0.775 0.044 0.044 0.152 0.152 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.023 0.000 0.079 0.066 0.000 0.000 0.000 0.000 0.000 0.000
16 7.730 xd23 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 1.000 1.000 0.023 0.023 0.025 0.025 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.000 0.019 0.016 0.000 0.000 0.000 0.000 0.000 0.000
17 3.025 theta2 0.008 0.008 0.012 0.012 0.000 0.000 0.000 0.000 0.000 0.000 0.024 0.024 0.339 0.339 0.001 0.001 0.847 0.847 0.000 0.000 0.066 0.066 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.304 0.331 0.000 0.068 0.041 0.000 0.000 0.000
18 3.025 x2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.000 0.000 0.074 0.074 0.000 0.000 0.068 0.068 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.027 0.033 0.000 1.000 0.041 0.000 0.000 0.000
19 0.143 x221 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.848 0.848 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 1.000 0.008 0.000 0.000
20 0.143 x222 0.005 0.005 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.023 0.023 0.000 0.000 0.158 0.158 0.001 0.001 0.002 0.002 0.000 0.000 0.000 0.000 0.002 0.000 0.001 0.000 1.000 0.771 0.000 0.004 0.000 0.000 0.000 0.000
21 0.004 rd2 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.018 0.000 0.048 0.000 0.000 0.104 0.000 0.000 0.000 0.000 0.000
22 0.004 rq2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.018 0.018 0.000 0.000 0.998 0.998 0.000 0.000 0.007 0.000 0.000 0.000 0.002 0.002 0.055 0.000 0.000 0.000 0.000 0.000
23 0.000 Iinjd2 0.013 0.013 0.015 0.015 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.181 0.181 0.000 0.000 0.018 0.018 0.000 0.000 0.015 1.000 0.000 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000
24 0.000 Iinjq2 0.006 0.006 0.010 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.000 0.000 0.020 0.020 0.000 0.000 0.411 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000
25 0.000 Vesd2 0.958 0.958 0.955 0.955 0.000 0.000 0.004 0.004 0.000 0.000 0.885 0.885 0.005 0.005 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 0.000 Vesq2 0.948 0.948 0.995 0.995 0.000 0.000 0.004 0.004 0.000 0.000 0.835 0.835 0.011 0.011 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.000 0.000 0.000 0.000 0.000 0.000
27 0.000 D1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.120 0.120 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000
28 0.000 D2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.952 0.952 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.181 0.000
29 0.000 D3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.000
30 0.000 Il1d 1.000 1.000 0.993 0.993 0.752 0.752 0.021 0.021 0.019 0.019 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
31 0.000 Il1q 1.000 1.000 1.000 1.000 0.752 0.752 0.021 0.021 0.019 0.019 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
32 0.000 Il2d 0.798 0.798 0.792 0.792 1.000 1.000 0.000 0.000 0.007 0.007 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
33 0.000 Il2q 0.798 0.798 0.798 0.798 1.000 1.000 0.000 0.000 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
34 0.000 Il3d 0.038 0.038 0.038 0.038 0.012 0.012 1.000 1.000 0.174 0.174 0.011 0.011 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
35 0.000 Il3q 0.038 0.038 0.039 0.039 0.012 0.012 1.000 1.000 0.174 0.174 0.010 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
36 0.000 Il4d 0.005 0.005 0.005 0.005 0.000 0.000 0.191 0.191 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
37 0.000 Il4q 0.005 0.005 0.005 0.005 0.000 0.000 0.191 0.191 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
38 0.000 D4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
222
Table B.6: Participation factors for R/X ratio 10, line length 2 km and 20 ms delay
Index Modes (Hz) States 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
1 449.339 xd11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.014 0.546 0.546 0.067 0.067 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.648 0.019 0.135 0.072 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 449.339 xd12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.042 0.042 1.000 1.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.009 0.115 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 348.973 xd13 0.002 0.002 0.004 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.011 0.011 0.036 0.036 0.529 0.529 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.735 0.002 0.051 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
4 348.973 theta1 0.009 0.009 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.035 0.035 0.006 0.006 0.001 0.001 0.166 0.166 0.000 0.000 0.399 0.399 0.000 0.000 0.000 0.000 0.002 0.009 0.001 0.193 0.000 0.004 0.000 0.000 0.000 0.159 1.000 0.000
5 50.000 x1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.014 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.020 0.000 0.056 0.000 0.000 0.000 0.436 0.040 0.000
6 50.000 x121 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.979 0.979 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.000 0.000 0.000 0.000 0.287 0.093 0.000
7 50.000 x122 0.005 0.005 0.006 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.001 0.001 0.000 0.000 0.149 0.149 0.001 0.001 0.002 0.002 0.000 0.000 0.005 0.000 0.000 0.010 0.003 1.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000
8 50.000 rd1 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.003 0.003 0.000 0.000 0.007 0.007 0.000 0.000 0.005 0.005 0.000 0.005 0.029 0.000 1.000 0.000 0.156 0.000 0.000 0.000 0.000 0.000 0.000 0.000
9 49.985 rq1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.016 0.016 0.000 0.000 0.012 0.012 0.018 0.000 0.000 0.000 0.002 0.002 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10 49.985 Iinjd1 0.014 0.014 0.015 0.015 0.000 0.000 0.000 0.000 0.000 0.000 0.019 0.019 0.000 0.000 0.000 0.000 0.000 0.000 0.404 0.404 0.000 0.000 0.000 0.000 0.003 0.279 0.001 0.000 0.017 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000
11 39.412 Iinjq1 0.006 0.006 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.870 0.870 0.000 0.000 0.001 0.001 1.000 0.000 0.000 0.000 0.002 0.000 0.017 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 39.412 Vesd1 0.872 0.872 0.838 0.838 0.000 0.000 0.002 0.002 0.020 0.020 0.958 0.958 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 35.223 Vesq1 0.884 0.884 0.808 0.808 0.000 0.000 0.002 0.002 0.020 0.020 1.000 1.000 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.001 0.005 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 35.223 xd21 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.361 0.361 0.022 0.022 0.423 0.423 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.026 1.000 0.007 0.085 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000
15 26.948 xd22 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.039 0.039 0.006 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.040 0.311 0.006 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
16 26.948 xd23 0.002 0.002 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.009 0.009 0.863 0.863 0.021 0.021 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.029 0.087 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
17 2.545 theta2 0.010 0.010 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.031 0.031 0.149 0.149 0.001 0.001 1.000 1.000 0.000 0.000 0.308 0.308 0.000 0.000 0.000 0.000 0.002 0.387 0.001 0.232 0.000 0.076 0.000 0.000 0.000 0.139 0.010 0.000
18 2.545 x2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.083 0.083 0.000 0.000 0.313 0.313 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.023 0.000 1.000 0.000 0.000 0.000 0.143 0.010 0.000
19 0.267 x221 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.947 0.947 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000
20 0.267 x222 0.005 0.005 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.004 0.004 0.000 0.000 0.582 0.582 0.001 0.001 0.002 0.002 0.000 0.000 0.002 0.000 0.000 0.057 0.000 0.202 0.000 0.004 0.000 0.000 0.000 0.002 0.000 0.000
21 0.003 rd2 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.000 0.000 0.998 0.998 0.000 0.018 0.004 0.000 0.133 0.000 0.156 0.000 0.000 0.000 0.000 0.000 0.000 0.000
22 0.003 rq2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.018 0.018 0.000 0.000 1.000 1.000 0.008 0.000 0.000 0.001 0.000 0.000 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000
23 0.000 Iinjd2 0.014 0.014 0.016 0.016 0.000 0.000 0.000 0.000 0.000 0.000 0.017 0.017 0.000 0.000 0.000 0.000 0.000 0.000 0.264 0.264 0.000 0.000 0.018 0.018 0.003 1.000 0.000 0.000 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000
24 0.000 Iinjq2 0.006 0.006 0.010 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.000 0.000 0.022 0.022 0.424 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
25 0.000 Vesd2 1.000 1.000 0.952 0.952 0.000 0.000 0.008 0.008 0.002 0.002 0.915 0.915 0.007 0.007 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 0.000 Vesq2 0.987 0.987 1.000 1.000 0.000 0.000 0.008 0.008 0.002 0.002 0.848 0.848 0.013 0.014 0.000 0.000 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.012 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
27 0.000 D1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.141 0.000 1.000 0.000 0.000 0.000
28 0.000 D2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.013 0.145 0.000 0.000 0.000
29 0.000 D3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.012 1.000 0.003 0.000 0.000 0.000
30 0.000 Il1d 0.981 0.981 0.929 0.929 0.760 0.760 0.008 0.008 0.077 0.077 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
31 0.000 Il1q 0.980 0.980 0.940 0.940 0.760 0.760 0.008 0.008 0.077 0.077 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
32 0.000 Il2d 0.783 0.783 0.742 0.742 1.000 1.000 0.002 0.002 0.039 0.039 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
33 0.000 Il2q 0.782 0.782 0.751 0.751 1.000 1.000 0.002 0.002 0.039 0.039 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
34 0.000 Il3d 0.108 0.108 0.102 0.102 0.002 0.002 0.488 0.488 1.000 1.000 0.031 0.031 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
35 0.000 Il3q 0.107 0.107 0.105 0.105 0.002 0.002 0.488 0.488 1.000 1.000 0.029 0.029 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
36 0.000 Il4d 0.005 0.005 0.004 0.004 0.000 0.000 1.000 1.000 0.522 0.522 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
37 0.000 Il4q 0.005 0.005 0.004 0.004 0.000 0.000 1.000 1.000 0.522 0.522 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
38 0.000 D4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
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Table B.7: Participation factors for R/X ratio 10, line length 2 km and 70 ms delay
Index Frequency (Hz) States 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
1 449.546 xd11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.007 0.541 0.541 0.079 0.079 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.692 0.001 0.470 0.279 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000
2 449.546 xd12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.030 0.030 1.000 1.000 0.011 0.011 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.003 0.129 0.035 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 349.031 xd13 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.037 0.037 0.537 0.537 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.688 0.012 0.035 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
4 349.031 theta1 0.008 0.008 0.011 0.011 0.000 0.000 0.000 0.000 0.000 0.000 0.027 0.027 0.012 0.012 0.001 0.001 0.069 0.069 0.000 0.000 0.266 0.266 0.000 0.000 0.000 0.000 0.001 0.000 0.204 0.201 0.000 0.002 0.134 1.000 0.000 0.000 0.000 0.000
5 50.000 x1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.006 0.000 0.000 1.000 1.000 0.000 0.000 0.000 0.000 0.001 0.000 0.013 0.021 0.000 0.035 0.435 0.001 0.000 0.000 0.000 0.000
6 50.000 x121 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.931 0.931 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.004 0.000 0.000 0.280 0.002 0.000 0.000 0.000 0.000
7 50.000 x122 0.005 0.005 0.007 0.007 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.007 0.007 0.002 0.002 0.033 0.033 0.001 0.001 0.002 0.002 0.000 0.000 0.005 0.000 0.004 0.001 0.330 1.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000
8 50.000 rd1 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.002 0.002 0.000 0.000 0.008 0.008 0.000 0.000 0.054 0.054 0.000 0.005 0.005 1.000 0.000 0.000 0.111 0.000 0.000 0.000 0.000 0.000 0.000 0.000
9 49.985 rq1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.015 0.015 0.000 0.000 0.051 0.051 0.018 0.000 0.000 0.003 0.001 0.002 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10 49.985 Iinjd1 0.012 0.012 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.419 0.419 0.000 0.000 0.001 0.001 0.003 0.280 0.000 0.018 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000
11 41.660 Iinjq1 0.006 0.006 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.844 0.844 0.000 0.000 0.001 0.001 1.000 0.000 0.000 0.002 0.000 0.000 0.018 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 41.660 Vesd1 0.872 0.872 0.847 0.847 0.000 0.000 0.002 0.002 0.020 0.020 0.966 0.966 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 13.927 Vesq1 0.886 0.886 0.815 0.815 0.000 0.000 0.002 0.002 0.020 0.020 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.002 0.005 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 13.927 xd21 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.202 0.202 0.026 0.026 1.000 1.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.017 0.000 0.239 0.305 0.000 0.008 0.000 0.000 0.000 0.000 0.000 0.000
15 7.725 xd22 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.813 0.813 0.049 0.049 0.143 0.143 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.024 0.000 0.065 0.038 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
16 7.725 xd23 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 1.000 1.000 0.026 0.026 0.024 0.024 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.017 0.000 0.018 0.009 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
17 2.932 theta2 0.008 0.008 0.012 0.012 0.000 0.000 0.000 0.000 0.000 0.000 0.024 0.024 0.323 0.323 0.001 0.001 0.867 0.867 0.000 0.000 0.264 0.264 0.000 0.000 0.000 0.000 0.001 0.000 0.102 0.222 0.000 0.067 0.134 0.000 0.000 0.000 0.000 0.000
18 2.932 x2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.000 0.000 0.078 0.078 0.000 0.000 0.269 0.269 0.000 0.000 0.000 0.000 0.000 0.000 0.007 0.023 0.000 1.000 0.138 0.000 0.000 0.000 0.000 0.000
19 0.216 x221 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.804 0.804 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.002 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000
20 0.216 x222 0.006 0.006 0.008 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.033 0.033 0.000 0.000 0.196 0.196 0.001 0.001 0.001 0.001 0.000 0.000 0.002 0.000 0.001 0.000 1.000 0.329 0.000 0.004 0.002 0.000 0.000 0.000 0.000 0.000
21 0.004 rd2 0.001 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.000 0.000 0.996 0.996 0.000 0.018 0.000 0.054 0.000 0.000 0.112 0.000 0.000 0.000 0.000 0.000 0.000 0.000
22 0.004 rq2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.018 0.018 0.000 0.000 1.000 1.000 0.008 0.000 0.000 0.000 0.003 0.001 0.051 0.000 0.000 0.000 0.000 0.000 0.000 0.000
23 0.000 Iinjd2 0.013 0.013 0.014 0.014 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.256 0.256 0.000 0.000 0.018 0.018 0.003 1.000 0.000 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000
24 0.000 Iinjq2 0.007 0.007 0.010 0.010 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 0.000 0.000 0.020 0.020 0.470 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
25 0.000 Vesd2 1.000 1.000 0.964 0.964 0.000 0.000 0.008 0.008 0.002 0.002 0.914 0.914 0.005 0.005 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 0.000 Vesq2 0.993 0.993 1.000 1.000 0.000 0.000 0.008 0.008 0.002 0.002 0.865 0.865 0.010 0.010 0.000 0.000 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
27 0.000 D1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.898 1.000 0.014 0.000
28 0.000 D2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.903 0.014 0.000
29 0.000 D3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.025 0.077 1.000 0.000
30 0.000 Il1d 0.981 0.981 0.942 0.942 0.760 0.760 0.008 0.008 0.077 0.077 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
31 0.000 Il1q 0.984 0.984 0.945 0.945 0.760 0.760 0.008 0.008 0.077 0.077 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
32 0.000 Il2d 0.783 0.783 0.752 0.752 1.000 1.000 0.002 0.002 0.039 0.039 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
33 0.000 Il2q 0.785 0.785 0.754 0.754 1.000 1.000 0.002 0.002 0.039 0.039 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
34 0.000 Il3d 0.108 0.108 0.103 0.103 0.002 0.002 0.488 0.488 1.000 1.000 0.031 0.031 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
35 0.000 Il3q 0.107 0.107 0.105 0.105 0.002 0.002 0.488 0.488 1.000 1.000 0.030 0.030 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
36 0.000 Il4d 0.005 0.005 0.004 0.004 0.000 0.000 1.000 1.000 0.522 0.522 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
37 0.000 Il4q 0.005 0.005 0.004 0.004 0.000 0.000 1.000 1.000 0.522 0.522 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
38 0.000 D4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000
Appendix C
ZIP Load Model Coeffecients
Table C.1: ZIP coefficients and power factor of typical household appliances in the
Great Britain domestic sector
Appliance Type Zp Ip Pp Zq Iq Pq pf
Chest freezer 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92
Fridge freezer 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92
Refrigerator 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92
Upright freezer 1.17 -1.83 1.66 7.07 -10.94 4.87 0.92
Answer machine 0 0 1 3.63 -9.88 7.25 -0.99
Cassette / CD Player 0 0 1 3.63 -9.88 7.25 -0.99
Clock 0 0 1 3.63 -9.88 7.25 -0.99
Cordless telephone 0 0 1 3.63 -9.88 7.25 -0.99
Hi-Fi 0 0 1 0.45 -1.44 1.99 0.97
Iron 1 0 0 0 0 1 1
Vacuum 1.18 -0.38 0.2 4.1 -5.87 2.77 0.97
Fax 0 0 1 3.63 -9.88 7.25 -0.99
Personal computer 0 0 1 0.45 -1.44 1.99 0.97
Printer 0 0 1 0 0 1 1
TV 1 0 0 1 0.45 -1.44 1.99 0.997
TV 2 0.16 -0.15 0.99 0.45 -1.44 1.99 0.97
Continued on next page
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Appendix C
Table C.1 – continued from previous page
Appliance Type Zp Ip Pp Zq Iq Pq pf
TV 3 0 0 1 0 0 1 0.997
VCR / DVD 0 0 1 3.63 -9.88 7.25 -0.99
TV Receiver box 0 0 1 3.63 -9.88 7.25 -0.99
Hob 1 0 0 0 0 1 1
Oven 1 0 0 0 0 1 1
Microwave 1.39 -1.96 1.57 50.07 -93.55 44.48 0.95
Kettle 1 0 0 0 0 1 1
Small cooking (group) 1 0 0 0 0 1 1
Dish washer 1 0 0 0 0 0 1
Tumble dryer 0.96 0.05 -0.01 0 0 1 1
Washing machine 0.1 0.1 0.8 1.54 -1.43 0.89 0.995
Washer dryer 0.1 0.1 0.8 1.54 -1.43 0.89 -0.91
DESWH 1 0 0 0 0 1 1
E-INST 1 0 0 0 0 1 1
Electric shower 1 0 0 0 0 1 1
Storage heaters 1 0 0 0 0 1 1
Other electric space heating 1 0 0 0 0 1 1
Lighting GIS 0.47 0.63 -0.1 1.48 -1.29 0.81 0.995
Lighting CFL -0.01 0.96 0.05 -0.1 0.73 0.37 -0.91
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