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reduced to this "good" side of the dividing line in order to stimulate the behavioral shift needed to avoid "dangerous" climate change.
Our approach can be applied to a variety of situations, from the collapse of a fishery to sudden transitions of ecological 6, [12] [13] [14] [15] or other complex systems 6, 16 , but our focus in this paper is on averting "dangerous" climate change [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , perhaps the greatest challenge for collective action ever. We begin by presenting a game-theoretic model of countries' decisions to limit their greenhouse gas emissions and avoid crossing a critical tipping point. In our model, avoiding the tipping point is feasible and collectively optimal, but individual optimization by countries sustains this desirable outcome only when uncertainty about the location of the threshold is sufficiently small; when uncertainty is larger, our model predicts that individual behavior, motivated by self-interest, will push countries over the tipping point, resulting in "catastrophe." Our main contribution is to test this prediction of a behavioral regime shift in the lab.
Our game-theoretic model assumes that there are N identical countries, each able to reduce emissions by up to q max A units using technology A and by up to q max B units using technology B. The per-unit costs of reducing emissions using these technologies are constant but different, with c A < c B . Technology A can be thought of as low-cost "ordinary abatement," and B as a high-cost technology for removing carbon dioxide from the atmosphere 17 .
Let Q denote the total reduction in emissions by all countries using both technologies, and let b represent the marginal benefit to an individual country of avoiding "gradual" climate change. Assuming c B > bN > c A > b gives the classical prisoners' dilemma. For these parameter values, self-interest impels each country to abate zero, whereas collectively all countries are better off when each abates q max A units using technology A. Technology B would never be used to address "gradual" climate change in this model, but is essential for avoiding the tipping point.
Since climate thresholds can be related to cumulative emissions 18, 19 , threshold avoidance can be expressed in terms of abatement from business as usual. Denote the threshold by Q, and assume that Q is a random variable distributed uniformly such that the probability of avoiding the threshold is 0 for Q < Q min ,
) for Q ∈ Q min ,Q max , and 1 for Q > Q max . We assume that avoidance of the threshold is technically feasible but requires using technology B in addition to A. Abatement short of Q results in loss of value X. Theory 20 and experimental evidence 21 suggest that uncertainty about the impact of crossing the threshold, X, should not affect behavior and so we assume that the value of X is certain.
We next solve two different optimization problems (see the Methods section below in addition to the SI Methodological Details). We first show that all countries collectively will want to abate Q max so long as X ≥ c B − bN ( ) Q max − Nq max A ( ) N . In this paper we assume that this condition is always satisfied, making the consequences of crossing the tipping point truly "catastrophic."
We next show that if every other country abates Q max N , each will want to abate Q max N , making the avoidance of "catastrophe" a Nash equilibrium, provided
) . Of course, in this game zero abatement is also a Nash equilibrium. Hence, when this second condition holds, the collective action problem is for countries to coordinate their abatement so as to sustain the "safe" Nash equilibrium. When this condition does not hold, the players are trapped in a prisoners' dilemma; they would rather stay on the safe side of the tipping point, but free rider incentives draw them inexorably towards the unique but "catastrophic" equilibrium.
Rearranging this second condition, we can define φ = X c B − b ( ) to be the dividing line for the range of threshold uncertainty. Assuming that all countries abate the same amount, our model thus predicts that countries will play q i A = q max A , q i B = Q max N − q max A to the left of the dividing line, where Q max − Q min ≤ φ , and q i A = q i B = 0 to the right of the dividing line, where Q max − Q min > φ . (Note that, in our experiment, because abatement is expressed in discrete units, the efficient outcome may not be exactly symmetric; see SI Methodological Details).
In the experiment, the game is played by groups of ten players. At the start of each game, every participant was given €11, distributed between Accounts A (€1) and B (€10). Contributions to the public good consisted of poker chips (abatement) purchased from these accounts. Chips purchased from Account A cost €0.10 each (c A = 0.1), and there were 10 chips ( q max A = 10). Chips paid for out of Account B cost €1.00 each (c B = 1), and again there were 10 chips ( q max B = 10). Participants were also given an "endowment fund" of €20, allocated to Account C. This fund could not be 5 used to contribute to the public good; it was included only to ensure that no player could be left out of pocket. At the conclusion of the game, each participant received a payoff equal to the amount of money left in his or her accounts, after making two adjustments: First, each subject was given €0.05 for every poker chip contributed by the group (b = 0.05) regardless of who had contributed the chips and from which account they had been taken. Second, each subject's payoff was reduced by €15 (X = 15) unless Q or more chips were contributed by the group. In the baseline treatment, the threshold was certain and set equal to Q = 150 (chips). In the other treatments, the threshold was a random variable, distributed uniformly over a range of values: /155, 140/160, 135/165, and 100/200. In total, 500 students participated in the computerized experiment, 100 per treatment (10 groups × 10 players/group). The games were played in stages. In the first stage, every participant proposed a contribution target for their group and pledged an amount they would contribute individually. It was common knowledge that these declarations were non-binding but would be communicated to the group. After these declarations were revealed, the participants chose their actual contributions in the second stage. All the participants were then informed about everyone's decisions and asked to complete a short questionnaire, giving a picture of their reasoning and emotions during the game. Finally, a computerized "spinning wheel" was activated to determine the actual value for the threshold.
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The experimental results strongly support the hypotheses arising from our theoretical model ( Figure 1 ). In the 150 treatment, "catastrophe" is avoided eight out of 10 times.
In 145/155, "catastrophe" is avoided four out of 10 times with probability 100% and in the other six cases with probability of at least 30%. there is a qualitative change in behavior either side of the dividing line.
As predicted, contributions in the treatments 150 and 145/155 do not differ significantly from the full cooperative levels of 150 and 155, respectively (see Table 1 and Figure 2 ; T-test, n = 10, p = .72 for 150 and p = .25 for 145/155). Moreover, the average contribution in 145/155 is higher than in 150, though the difference lacks statistical significance (MWW test, n = 20, p = .85).
Consistent with our theoretical model, contributions in the treatments 140/160, 135/165, and 100/200 are significantly different from their full cooperative levels-160, 165, and 200, respectively (T-test, n = 10, p = .00 each). However, contributions exceed the predicted value of zero (one-sided T-test, n = 10, p = .00 each). We should not be surprised. To the right of the dividing line, the players face a prisoners' dilemma, and it is a common finding in the experimental literature that groups playing this game contribute somewhere between the full cooperative and non-cooperative levels 22 (SI Literature). In our experiment, the tendency to contribute above the noncooperative level is especially strong because contributions from Account A are very cheap.
To the left of the dividing line, average proposals and pledges closely track their full cooperative levels; to the right, they fall relative to full cooperation as the uncertainty range increases (Table 1 and Figure 2 ). Our ex post questionnaire (SI Empirical Analysis) reveals that, to the left of the dividing line, proposals are mainly chosen to maximize the collective payoff of the group, pledges to signal intended contributions.
To the right of the dividing line, in contrast, proposals and pledges are mainly chosen to stimulate contributions by others. Figure 3 reveals the effect of uncertainty on individual pledges and contributions. To the left of the dividing line, contributions are tightly bunched near the full cooperative levels. To the right, contributions move progressively closer to zero and 10, the cheap-chips level, as the range of uncertainty increases. When the uncertainty range reaches 100/200, the full cooperative level has lost its attraction, with the majority of players contributing zero or 10, and with only 2 players contributing 20. To the left of the dividing line, the players had incentives to be trustworthy and trusting, and most players contributed at least as much as they pledged (98% in 150 and 80% in 145/155). To the right of the dividing line, the incentives were different, and far fewer players contributed the amounts they pledged (55% in 140/160, 46% in 135/165, and only 18% in 100/200) .
The contribution of poker chips in our experiment is best thought of as a metaphor for the things countries need to do to prevent "dangerous" climate change. Rockström et al., for example, identify an atmospheric CO 2 concentration level of 350 ppmv as "safe," based on paleoclimatic evidence suggesting that the polar ice sheets "tipped" previously somewhere between 350 and 550 ppmv 23 . Assuming that these values represent the range of the distribution for a critical threshold, our model can be interpreted, roughly, as suggesting that countries would do no better collectively than to limit concentrations to 350 ppmv, provided our first condition
held, but that they could be expected to behave so as to allow concentrations to top 550 ppmv unless our second condition
) ) also held. To give our analysis empirical real-world relevance, more sophisticated versions of these relations could be developed and estimated, but this will require further research 24 .
Improved climate models [25] [26] [27] and early warning signals are valuable, not least as an aid to adaptation. By reducing threshold uncertainty, they may also stimulate emergency measures to limit emissions. However, early warning signals may fail completely 8, 28 ; or, being prone to false positives and false negatives 9 , may reduce uncertainty by too little to prevent a critical threshold from being breached. Making matters worse, early warning signals arrive late. Even if early warning changed the incentives to act, the ability to act may be severely circumscribed, leaving few immediate options besides adaptation and geoengineering.
The impact of crossing a tipping point can be interpreted as a punishment imposed by Mother Nature. When uncertainty about a tipping point is small, the fear of crossing it serves as an effective deterrent. When threshold uncertainty is large, however, this punishment fails as a deterrent, and strategic enforcement mechanisms are needed to deter players from straying into the climate "danger zone" 29, 30 . A good example of strategic enforcement is the use of trade restrictions in the Montreal Protocol, which has successfully protected the ozone layer. Similar mechanisms, our research implies, are needed to avoid "dangerous" climate change.
Methods
The two key conditions of our theoretical model result from two different optimization exercises. If countries cooperate fully, they will choose their individual abatement levels so as to maximize their expected aggregate payoff, Methodological Details) . We assume that this condition is always satisfied. If countries choose their abatement levels independently, every country i will maximize its own expected payoff, E π i
for Q ∈ Q min ,Q max , taking the abatement levels of other countries as given. Zero abatement is always a Nash equilibrium, but per-country abatement in the amount Methodological Details) . This last condition is satisfied in two of our experimental treatments (150 and 145/155); it is not satisfied for the three remaining treatments (140/160, 135/165, and 100/200) .
The experimental sessions were conducted in a computer laboratory at the University of Magdeburg, Germany, using students recruited from the general student population. In each session, subjects were seated randomly at linked computers. A set of written instructions including several numerical examples and control questions was handed out. The control questions tested subjects' understanding of the game to ensure that they were aware of the available strategies and the implications of making different choices. At the beginning of each session, subjects were assigned randomly to 10-person groups and played five practice rounds, with the membership of groups changing after each round. After a final reshuffling of members, each group played the game for real. Note that there is no significant correlation between the average contributions made in the practice rounds and the contributions made in the real round (in every case, the p values were insignificant at the 10% level). To ensure anonymity, each member of a group was identified by a different letter (A to J). At the end of each session, after the actual threshold value was determined by the "spinning wheel," students were paid their earnings in cash (for more details see the SI Methodological Details Correspondence and requests for materials should be addressed to S.B (email: sb3116@columbia.edu).
Figure legends:
Figure 1 Probability of "catastrophe" by treatment. In 150, "catastrophe" is avoided eight out of 10 times. In 145/155, "catastrophe" is avoided four out of 10 times with probability 100% and in the other six cases with probability between 30% and 80%. In 140/160 and 135/165, "catastrophe" is never avoided. In 100/200, "catastrophe" occurs nine out of 10 times with probability 100% and once with probability 93%. in 150; rho = .59, p = .00 in 145/155; rho = .33, p = .00 in 140/160; rho = -.01, p = .93 in 135/165; rho = .10, p = .34 in 100/200. A small noise (2%) has been inserted to make all data points visible.
Tables: Table 1 Summary statistics by treatment. To the left of the dividing line for threshold uncertainty (the area shaded in blue), Supplementary Tables S1-S6 , Supplementary  Figures S1-S4 , and additional references.
Supplementary Methodological Details
Derivations of main results from theoretical model
In this section we provide details behind the key theoretical results described in the paper. Our analysis here assumes that abatement levels (contributions) are continuous, but the results do not change in a significant way when these values must be integers, as in our experiment (see, for example, the caption to Figure S1 ). All the variables and parameters used in this model are described in Table S1 .
Lemma 1. Full cooperation requires eliminating the chance of catastrophe if and only if
Proof. Full cooperation requires that countries maximize their expected collective payoff
Also by assumption, c B > bN , so that full cooperation requires setting q i B = 0 for all i unless this abatement can reduce the probability of catastrophe-that is, unless
Given the linear nature of this model, it will pay to set
if this weak inequality holds (and abatement is assumed symmetric) and q i B = 0 if the inequality does not hold. The expected collective payoffs corresponding to these choices are
The latter payoff is at least as great as the former (that is, full cooperation requires eliminating the chance of catastrophe) if and only if
As noted before, we also require
Hence, this second condition will hold so long as (2) holds, making inequality (2) a necessary and sufficient condition for full cooperation to require eliminating the chance of catastrophe. ! Lemma 2. Play q i A = 0 , q i B = 0 for all i is a Nash equilibrium.
Proof. Taking the abatement of every other country as given, each country i is assumed to maximize its expected payoff
⎡ ⎣ ⎤ ⎦ , and the abatement by countries other than i being given. In this model, only the aggregate level of abatement by other countries matters; from i's perspective this amount is given by
matter what i does, aggregate abatement cannot exceed Q min . Moreover, since c A > b by assumption, i won't even want to undertake any ordinary abatement to reduce gradual climate change (since c B > c A , i will also not undertake any abatement using technology B). Since countries are symmetric, this will be true for every country i, 
By assumption, c B > c A ; and so the second condition will hold so long as the first inequality holds. Since technology A is cheaper than B, if it pays i to abate one unit of emissions using B, it will also pay i to abate q i A = q max A .
Moreover, since the first condition holds for every unit of abatement using technology B for Q ∈ Q min , Q max ⎡ ⎣ ⎤ ⎦ , in a symmetric equilibrium it will pay every country i to abate
so that the probability of catastrophe is reduced to zero. In 
Our main result is easily proved using these three lemmas:
) represent the dividing line for the uncertainty range Q max − Q min , and assume that the condition specified in Lemma 1 holds so that it is collectively optimal for every player to play
for Q max − Q min ≤ φ , sustaining the full cooperative outcome and thus avoiding catastrophe is a Nash equilibrium, achievable by coordination, whereas for Q max − Q min > φ the Nash equilibrium is unique and requires that every country play q i A = q i B = 0 , making abatement a prisoners' dilemma.
Figures S1 and S2 illustrate the situations that pertain, respectively, either side of the dividing line, φ = X c B − b ( ) . Table S2 summarizes the experimental treatments and the corresponding theoretical hypotheses. In our experiment, the condition specified in Lemma 1 requires Q max ≤ 400 , which obviously holds for all treatments.
Experimental Design and Procedure
As is conventional practice in the literature, our experiment involved students as participants (all but one of the twelve studies listed in Table S3 used students). The experimental sessions were held in a computer lab at the University of Magdeburg, Germany, with 500 students recruited from the general student population (using the recruiting software Orsee; S1). The five treatments were run in a between-subjects design, meaning that each student took part in one treatment only. One hundred subjects were randomly assigned to each treatment. In each session, 20 subjects were seated randomly at linked computers (using the game software Ztree; S2). Before the subjects got to know the game, they were invited to play and become familiar with the computerized "spinning wheel" (see Figure S3 ). Probabilities must be communicated with care (S3), which is why we used this novel way of demonstrating a uniform probability distribution; it facilitated the participants' understanding of the risk and its implications for the game. Written instructions, including several numerical examples and control questions, were then handed out. The instructions assumed a neutral frame for the context and language of the experiment in order to avoid any potential bias (there was no mention of "climate change").
Experimental instructions
(The instructions below are for the 150 treatment, translated from German.)
Welcome to our experiment!
General information
In our experiment you can earn money. How much you earn depends on the gameplay, or more precisely on the decisions you and your fellow co-players make. You will receive €20 for your participation, but note that a loss during the experiment will be deducted from that amount while a gain will be added. For a successful run of this experiment, it is essential that you not talk to other participants. Now, read the following rules of the game carefully. If you have any questions, please give us a hand signal. It is important that you read up to the STOP sign only. Please wait when you get there, as we will give you a brief oral presentation before we continue.
Game rules
There are 10 symmetric players in the game, meaning you and 9 other players. Each player is faced with the same decision problem. All decisions in the experiment are anonymous. For the purpose of anonymity, you will be identified by a letter (between A and J), which you will see in the lower left corner of your display.
At the beginning of the game, you will receive 20 poker chips, which are credited to two personal accounts, Account A and Account B. During the experiment, you can use the poker chips in your accounts to contribute to a joint project or you can leave these chips untouched. Chips from Account A are cheap; they cost €0.10 each. But you can contribute no more than 10 chips from Account A. Chips from Account B are more expensive; they cost €1.00 each. You can contribute at most 10 chips from Account B. So, overall you can contribute any integer amount of chips between 0 and 20 to the joint project: 10 chips from Account A and 10 chips from Account B.
At the end of the game, the amount of chips you have left in Accounts A and B will be paid to you in cash: €0.10 for each chip in Account A and €1.00 for each chip in Account B. There are two further adjustments: First, you will get €0.05 for every poker chip contributed to the joint project, irrespective of who contributed the chip and whether the chip was purchased from Account A or B. Second, if the group as a whole contributes fewer than 150 poker chips to the joint project, every player will lose €15. If the group contributes 150 or more poker chips to the joint project, no player will lose any money.
Before you and the other players decide how many chips to contribute, everyone will be given an opportunity to make two non-binding announcements: First, each player will make a proposal for how many chips the group as a whole should contribute to the joint project. Second, each player will make a pledge for how many chips he or she intends to contribute to the joint project. All the proposals and pledges made by the players will be displayed before you and the others decide how much to contribute.
The game will be played and paid out only once. You should think carefully about how to decide in the game. Before playing "for real," 5 trial rounds will be played so that you and the other players can become familiar with the game. The people you will play with in the 5 trial rounds and the real round will always change, so that you will never play more than one round with the same group of people.
Example
Here, you can see a (hypothetical) example of the decisions made by the 10 players.
[Screenshot]
The leftmost column ("Proposals") shows every player's proposal for the collective contribution target. The column next to it ("Pledges") shows each player's pledge for his or her own contribution. The next column ("Contributions") displays each player's actual contribution. The rightmost column ("Payoffs") shows the corresponding payoff levels. When you have played the game, you will see this information displayed.
[STOP sign]
Please wait for the oral description of the game.
Control questions
Please answer the following control questions.
a. Take a look at the hypothetical example in part 3 above. Are the collective contributions of the group as a whole sufficient to avoid the loss?
How many chips does each player have to contribute on average, if the group were to contribute 150 chips in total?
Assume that the group as a whole (including yourself) has contributed 0 chips to the joint account. What would be your payoff (excluding the participation fee)?
 -€4.00  €0.00  €10.00  €12.50  €17.50
d.
Assume that the group as a whole (including yourself) has contributed 100 chips to the joint account. Assume also that you have contributed 10 chips from Account A and 0 chips from Account B. What would be your payoff (excluding the participation fee)?
 -€4.00  €0.00  €10.00  €12.50  €17.50 e. Assume that the group as a whole (including yourself) has contributed 150 chips to the joint account. Assume also that you have contributed 10 chips from Account A and 5 chips from Account B. What would be your payoff (excluding the participation fee)?
Assume that the group as a whole (including yourself) has contributed 150 chips to the joint account. Assume also that you have contributed 10 chips from Account A and 0 chips from Account B. What would be your payoff (excluding the participation fee)?
g. Assume that the group as a whole (including yourself) has contributed 200 chips to the joint account. Assume also that you have contributed 10 chips from Account A and 10 chips from Account B. What would be your payoff (excluding the participation fee)?
Please use the pocket calculator to calculate other examples! Give us a hand signal after you have answered all the control questions. We will come to you and check that you have answered all the questions. The game will begin after we have checked the answers of all the players and answered any questions you may have. Good luck!
Supplementary Literature
Public goods games have been studied extensively in experimental settings. Many researchers have employed the linear public goods game with a unique Pareto inefficient equilibrium to study human cooperation. The results show that a full range of behavior exists; some contribute everything (the Pareto-efficient amount), some contribute zero (the free riding amount), and some choose a middle course. Average contributions are typically halfway between the Pareto-efficient level and the free riding level and, when the game is repeated finitely, decline steadily with repetition (for reviews, see S4 and S5). In threshold public goods games, the public good is provided only if the sum of contributions reaches a predetermined threshold, and there exist two sets of Nash equilibria (in pure strategies), one of which is efficient. The players' task in these games is to correlate their action (coordination) rather than to suppress free riding incentives (cooperation). The provision of these public goods often but not always succeeds. Increases in thresholds increase contributions but also increase the likelihood that the threshold will not be reached (for reviews, see S4 and S6).
Threshold public goods experiments with varying uncertainty about the threshold have been conducted in the context of discrete public goods and common pool resources; for an overview see Table S3 (and S7-S18). In the latter literature, players are allowed to claim any amount of a collectively owned resource, but they are unaware of the precise resource size and receive a payoff of zero if the total quantity claimed exceeds the resource stock. A key result of this literature is that increasing resource uncertainty causes players to overestimate the resource size and, as a consequence, request more. They also expect their co-players to request more. These studies generally refer to cognitive biases in the perception of uncertainty to explain the results, e.g. an erroneous belief that the variability and the central tendency of a probability distribution are positively correlated (S16). Other explanations include an optimism bias (S15) and an egoism bias (S7). As can be seen in Table S3 , the typical experimental protocol involves five players in a group. The games are played over several rounds and every participant plays all uncertainty ranges (within-subjects test). The players are not allowed to communicate with each other and typically they don't receive information about others' behavior or the true threshold until the end of the experiment. A closer look at the literature reveals that increasing uncertainty about the threshold decreases contributions to the public good (or increases requests of the common pool resource) only if the increase in the uncertainty range is very large. The effects are insignificant when the increase in the uncertainty range is moderate.
Our paper departs from this literature in a number of ways. First, we study threshold uncertainty in the context of climate change; contributions in our model alleviate "gradual" climate change and "abrupt and catastrophic" climate change; players had two ways of contributing, rather than one, each achieved at a different marginal cost. Second, our games were played by 10 players-significantly more than in previous studies (which refrained from deception). Third, we used a between-subjects design, i.e. every participant played one uncertainty range only. Together with the use of the "spinning wheel" to communicate the uncertainty, we think this design facilitates the participants' understanding of the games. Finally, we placed great emphasis on communication-a possibility ignored by all previous studies. Specifically, we allow players not only to pledge their own intended contribution, but also to propose a target for the group contribution. The experimental literature on communication has shown that this form of restricted and anonymous communication among participants can improve coordination but works much less reliably for cooperation (for reviews see S6 and S19-S21, see also S22-S23). Table S4 shows the significance of differences in proposals, pledges, and contributions between treatments. As predicted, the average contribution for 145/155 is higher than for 150 but, given the tightness of this uncertainty range, the difference lacks statistical significance. Note that the results for 145/155 are all the more remarkable considering that the players in this treatment lack an obvious focal point (S24) . For 150, it is fairly obvious that each player should contribute 15. For 145/155, however, there does not exist an efficient symmetric equilibrium (given that contributions must be in integer values). To support the full cooperative outcome, some players must contribute more than others, and determining which individuals should contribute more and which less requires extraordinary coordination.
Supplementary Empirical Analyses
Consistent with theoretical predictions, contributions in 150 and 145/155 do differ significantly from the contributions made in each treatment to the right of the dividing line, 140/160, 135/165, and 100/200. Table S3 ).
A similar picture evolves for the variances in contributions. There are no significant differences in standard deviations within the coordination zone to the left of the dividing line (between 150 and 145/155) or within the prisoners' dilemma zone to the right of the dividing line (between 140/160, 135/165, and 100/200) . But comparing the treatments on either side of the dividing line reveals almost always statistically significant differences.
In a symmetric coordination game, with communication, the players all know what to do; above all, they want to reach the efficient equilibrium and avoid catastrophe. Each treatment in this territory thus has a single attractor: the full cooperative contribution level. This is why aggregate contributions in these games are relatively close to the full cooperative level and show little variation. In a prisoners' dilemma, by contrast, the players are ambivalent. Their collective interest makes them want to contribute so as to avoid catastrophe; but their self-interest makes them want to lower their contributions to save costs. In addition to the full cooperative contribution level, there are two more attractors in this game: zero, the Nash contribution level, and 10, the cheap-chips level. The multiplicity of attractors leads to a much larger variation in aggregate contributions. As the uncertainty range increases, the full cooperative level loses its attraction; more and more people contribute either zero or 10. The percentages of people making these contributions increase from 38% in 140/160 to 44% in 136/165 and 66% in 100/200. Figure S4 shows to what extent players' contributions deviated from their pledges depending on what the group as a whole had pledged. The vertical axis shows the aggregate pledges (the sum of the individual pledges) and the horizontal axis shows the gap between players' individual pledges and their actual contributions. In the 150 treatment, the aggregate pledges cluster around 150, the obvious focal point. For aggregate pledges equal or greater than 150, the gap between individual pledges and contributions is very small; players had no reason to deviate from their pledge. For aggregate pledges below 150, the gap is negative, indicating that players increased their contributions when they noticed that their pledges would not suffice to avoid catastrophe. The lower the aggregate pledge the larger is the gap. There are only two players who gave less than they pledged. Things are a little more complicated in 145/155. There are two clusters for the aggregate pledges; one around 155 and another one just below 150. For aggregate pledges around 155, the gap between individual pledges and contributions is relatively small. Though, the gap is not as small as in 150. When the aggregate pledge is below 150, the gap is larger. Again, the lower the aggregate pledge the larger is the gap. But this time the gap widens in both directions. Players' reactions to a low aggregate pledge varied; some increased their contributions (moved to the left of the vertical line at zero) while others decreased their contributions (moved to the right). We interpret this as saying that a sufficiently high aggregate pledge affirmed players' trust and made them want to keep their word while a low aggregate pledge eroded trust and made them unsure how to play the game.
The picture for the treatments within the prisoners' dilemma zone (140/160, 135/165, and 100/200 ) is very different. The deviations between individual pledges and contributions do not follow a certain pattern; players lacked the incentive to keep their word regardless of what the group as a whole had pledged. Also, with a larger uncertainty range more and more players moved to the right of the vertical line at zero, meaning that the gap between what people say and what they do became larger. By contrast, responses to the questions about subjects' reasoning and emotions during the games vary considerably between treatments. Subjects playing in 150 and 145/155 were more contented with the game's outcome and less regretful than subjects playing in 140/160, 135/165, and 100/200 (questions 1 and 2) . Fairness and trust were more important in the coordination games (questions 3, 4, and 10). For example, when asked, "Did you trust the other players to make the contributions they pledged?" 47% answered "Very much" in 145/155, whereas only 27% gave this answer in 140/160. The results differ on either side of the dividing line, but also reflect a trend. When asked the above question, only 10% of the people playing 100/200 answered "Very much," whereas the percentage answering "Not at all" increased from 2% in 150 to 41% in 100/200. Similarly, proposals and pledges were found to be more helpful for coordination (questions 5 and 6). When asked, "Do you agree with the statement that the exchange of pledges was helpful?" 50% of respondents playing 145/155 responded "Very much," whereas only 26% of the respondents playing 140/160 gave this answer. There is again a clear difference either side of the dividing line. There is also a background trend. The percentage of respondents answering "Very much" declines from 68% in 150 to 10% in 100/200. By contrast, the percentage answering "Not at all" increases from 3% in 150 to 33% in 100/200. Interestingly, when asked if they feel betrayed by others (question 11), responses form an inverse U-shape across treatments. The share of participants answering this question with "Very much" rose from 10% in 150 to 30% in 140/160 and then declined to 16% in 100/200, arguably because the players in the latter treatment didn't expect a better outcome. Overall, we find a general trend: greater uncertainty makes mutual trust and cooperation increasingly difficult. Around the dividing line, however, there is a qualitative and profound change in behavior and motives. Table S6 presents subjects' responses to the open questions about their motivation for making their proposals, pledges, and contributions, respectively. The responses were classified and assigned to certain response categories. The comparison of responses between the treatments can be summarized as follows: As a motivation to propose a certain group target, joint payoff maximization became less important with increasing uncertainty while the stimulation of others' contributions and suggesting a realistic target became more important. Fairness and safety tended to be of less relevance under higher uncertainty. As a motivation for the pledges, truthful signaling of intended contributions and the creation of trust clearly became less important with increasing uncertainty while the stimulation of others' contributions became more important. Finally, for the actual contribution decision, the wish to contribute the fair share of the burden and fulfill the own pledge became less important with increasing uncertainty. The willingness to compensate for potentially missing contributions decreased. Instead, own payoff maximization, resignation and distrust became more important. Also, with increasing uncertainty, more and more people stated that they threw in the cheap chips to compromise between group interest and own interest. Numbers are percentages of subjects per treatment (except for question 13, which shows mean values). 
Supplementary References
This figure describes qualitatively the incentives for every country i to abate so as to eliminate any chance of catastrophe, given that all other countries abate the same amount. The figure is consistent with the treatment 145/155. In this case, we have N = 10, b = 0.05 , c A = 0.10 , c B = 1, X = 15 , Q −i = 139.5 , Q max = 155 , Q min = 145 , abatement. In our experiment, abatement must be in integer units. It is easy to confirm that play q A = 10 , q B = 5 by half the players and play q A = 10 , q B = 6 by the other half is a Nash equilibrium. Of course, there are also many more asymmetric Nash equilibria, but in our set up, contributions that are approximately symmetric are particularly focal. Figure S2 . Avoiding catastrophe not a Nash equilibrium. the game is played to the right of the dividing line. Using the above values we find b + X Q max − Q min ( ) = 0.8 . Since this value is less than c B = 1, it will pay i to abate q i B = 0 . In other words, if every country j, j ≠ i were initially to play q j = Q max N , it will pay i to play q i B = 0 . Hence, play q i A = q max A , q i B = Q max N − q max A cannot be a Nash equilibrium. Figure S3 . The "spinning wheel."
At the end of the experiment, a volunteer was invited to activate a computerized "spinning wheel," with the "ends" of the wheel at 12 o'clock representing the minimum and maximum values of the uncertainty range (145/155, 140/160 shown here, 135/165, and 100/200) . Every subject was able to observe the wheel being spun, and see where the arrow came to rest, determining the value for the threshold (the selected value was also displayed next to the wheel). The wheel generated random numbers (rounded to two decimal places), i.e. it was not possible to manipulate the outcome. All participants had 15 minutes to play and become familiar with the wheel before they got to know the game. To spin the spinner, players had to click on the spinner and swipe to the side, away from the spinner. The vertical axis shows the aggregate pledges (the sum of the individual pledges) and the horizontal axis shows the gap between players' individual pledges and their actual contributions. A series of Spearman's correlation tests between the aggregate pledges and the absolute gap between individual pledges and actual contributions gives: n = 100, rho = -.32, p = .00 for 150; rho = -.29, p = .00 for 145/155; rho = -.02, p = .81 for 140/160; rho = -.16, p = .12 for 135/165; rho = -.16, p = .12 for 100/200.
