A statistical foundation for machine learning, with application to Go-Moku  by Yakowitz, S.
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One circumvention of this impasse is to make and analyze partial graph expansions. This is the 
domain of heuristic search. A heuristic search is composed of two ingredients: a subgraph expansion 
rule and a value function. The plan is, at each decision time, to expand a subgraph about the node 
representing the current state. The subgraph rule directs this activity. The terminal nodes of this 
subgraph are not terminal nodes of the full graph, generally speaking, and so their relative worth 
is not obvious. The value function attaches numerical weights to these terminal nodes. Then 
dynamic programming or some other rule is used to backtrack to the nodes adjacent to the root. 
The heuristic decision is the action associated with branch leading to the most valuable adjacent 
node. If dynamic programming was used, the decision is optimal, with respect to the subgraph and 
the value function. It need not be optimal with respect o the original decision problem, however. 
Figure 1 attempts to convey the above relations and distinctions. 
A primary weakness in the heuristic search plan is that the value function often is not very 
"wise". Whereas it is clear at the end of a chess or checker game (i.e. at a terminal node), who 
the winner is, in mid-game, it takes a well-trained and talented eye to discern which of several 
adjacent nodes leads to a winning node, or even the better position. If one had an ideal value 
function, there would be no need to expand more than one level beyond the current node: the move 
to the one-step successor node with the highest value would be the best decision. The purpose of 
expanding a graph is that after several moves, it might be clear which are the better positions. Even 
a "dumb" value function will be able to detect a winning node. 
The other heuristic search component, he graph expander, is also a potential trouble spot. It 
can waste processor time aimlessly expanding parts of the tree that are not promising, or are even 
undesirable, while neglecting fruitful branches. 
The idea explored in this study is that of adaptively improving the heuristic value function and 
search plan through "learning". 
A FRAMEWORK FOR LEARNING 
Many types of games and decision problems are, by their nature, sequentially recurring. Parlor 
games, chess, checkers, Go-Moku, and poker, are among obvious examples of games which players 
repeat many times. Each game follows the same rules, but evolves differently. Some classical 
decision problems would seem also to have this recurring structure: for example, eight-puzzles 
with randomly chosen initial boards, traveling salesman problems in which the places to be visited 
in a tour depend on random orders from various locations, etc. Essentially all queuing design 
problems can be viewed as repetitive decision problems with random components. The essential 
ingredients to look for, in applying learning in an artificial intelligence (AI) setting, is that a 
sequence of decision problems are to be solved. Often there is a random element, but that dues 
not appear to be vital. The important aspect of being presented by a sequence of problems is 
that we are able to attain a numerical sequence of total rewards, payoffs, etc. For example, from 
a sequence of checker games, a series of wins, losses, and draws result. One can attach 1, - 1, 
and 0 to a loss, win, or draw. A sequence of traveling salesman problems and their AI solutions 
leads to a sequence of total mileages or total travel times, or whatever the criterion of the decision 
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problem may be. These penultimate numerical values give a true benchmark to how well the 
(unavoidably defective) value function and graph expander are working. One then adaptively 
modifies these quantities and hopes that the average performance will improve. 
Let us give structure to these ideas. We will speak only of improving the value function, but it 
should become apparent to the reader that the plan can also be applied simultaneously to the graph 
expander. We will let 
z = {v(z; x):x ~ X} 
represent a family of value functions defined on the set Z of graph nodes. The variable z will range 
over Z. The loss function family V is indexed by a parameter x running over a parameter space 
X. Now imagine that a sequence of decision problems is presented. Each decision problem depends 
on a random quantity, and these quantities are independent and identically distributed from 
problem to problem. (For example, suppose ight-puzzles with randomly chosen initial boards are 
to be solved.) 
At each game repetition, a parameter x having been chosen, one observes a numerical outcome 
y (x). [In the case of our eight-puzzle study [2], y (x) was the number of nodes which were expanded 
in the course of board rearrangement. This was intended to reflect processing effort.] Then y (x) 
is expressible as 
y(x) =f(x)  + W(x), (1) 
where f (x)= E[y(x)], the expectation being taken over the ensemble of random quantities we 
alluded to. W(x) is a random variable which accounts for the variation about the mean; we 
explicitly allow that the distribution of this random variation may depend on the parameter x 
selected. 
With our problem of learning, in the context of AI thus abstracted, we can state that the objective 
of improving average performance is tantamount to selecting a parameter value x(n + 1), on the 
basis of past performance {(x (i), y (i)): 1 ~< i ~< n } so that in some sense, 
f(x(n)) "* fmi. = min f (x ) .  (2) 
X 
It is easy to show that if f (x) is multimodal, numerical or almost-sure, convergence is unattainable. 
But convergence in probability is attainable, provided that the third moment of W(x) is uniformly 
(in x) bounded. 
The aim of the section to follow is to give a learning algorithm that seems ensible to the author 
and is (strongly) consistent, in the technical sense of the term: the average performance almost 
surely convergences tofm~n. In the concluding section, we show that it does lead to performance 
improvement in Go-Moku applications. 
We conclude this introduction with a mention of alternative approaches tothe learning problem. 
1. Stochastic approximation 
The Kiefer-Wolfowitz [3] theory effectively achieves convergence [equation (2)] under very 
restrictive assumptions regardingf(x). Loosely speaking, the derivative off(x) must "point toward 
the minimizer". Go-Moku and other applications defy these prerequisites. If, as in Go-Moku, there 
are but finitely many decisions functions, f(x) turns out to be a step function. 
2. Simulated annealing 
The simulated annealing literature (e.g. Ref. [4]) presumes noiseless measurements are made on 
f(x). Whereas Kushner [5] has extended this approach somewhat, it still does not seem suited to 
our needs. In particularly, for dimensions higher than two, random walk theory implies that there 
is positive probability that minima will never be traversed. However, the reader acquainted with 
this literature will see that we have adopted some of this methodology, especially the Gibbs 
distribution. 
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3. Bandit problems 
If the domain Xof f (  ) is finite, then indeed our problem coincides with classical bandit problem 
(e.g. Ref. [6]). Our learning problem can then be viewed as an infinite-armed bandit problem, which, 
to our knowledge, is untrammeled domain. 
4. Nonparametric regression 
The literature of nonparametric regression [e.g. 7] assures us that f(x) can be perfectly inferred 
asymptotically. Thus one can eventually locate the minimum off(x).  The drawback is that non- 
parametric regression places x (i) points randomly on the domain and the average performance will 
not improve. 
5. Random search 
The literature of random search (e.g. Yakowitz and Fisher [8] and references therein) addresses 
the same problem as simulated annealing, but allows that successive search samples can be taken 
from far away domain points. Random search does require noiseless observations, but the method 
proposed in the next section is clearly inspired by that literature. One can view the learning 
algorithm as a random search method with replications to reduce noise error. 
A LEARNING ALGORITHM AND ITS PROPERTIES 
The learning algorithm is applicable to the following situation: 
Learning postulates: 
Let X be a Borel set in a finite-dimensional Euclidean space and supposef(x) to be an unknown 
measurable function defined on X, and having a finite essential infimum, fmin. Then the following 
algorithm assures that the average performance convergences to this minimum. 
Yakowitz / Lugosi learning algorithm 
For concreteness, the algorithm presented here is very structured, but it may be substantially 
altered without losing its consistency property. 
Components: 
(l) Let b denote a number > 2, and for i = l, 2 . . . .  let N(i) be an integer chosen at random from 
the interval [(i - l) ~, ib). Thus N(1) = 1. We denote the random integers of {N(i)} as "sample 
times". 
(2) Let p(x) be a probability density function whose support is the entire domain D of f (x) .  
[During sample times, new values of x will be chosen at random, according to p(x).] 
Initialization: 
n=l ,  NP=O. 
The procedure: 
- - I f  n E {N(i)}, sample {n is a "sample time") 
(1) Set NP = NP + 1, Nsp = 1. {NP counts the number of sample points.) 
(2) Choose the sample point X(n) = t(NP) at random from D, according to the pdfp(x). {t(j) 
denotes the j th sample point.) 
(3) Observe a noisy function value: 
Y(X(n)) =f(X(n)) + W(X(n)) 
and define 
msp(n)-- Y(X(n)). {m~ denotes the average performance at sample point t(j).} 
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(4) 
(5) 
GOto  8. 
--Else, ifn ~ {N(i)}, resample. {n is not a "sample time". At resample times, get more accurate 
estimate of return at "good" t(j) values.} 
Set 
r (n )  = 1/ 
For i = 1 . . . . .  NP, define the "resample" probabilities 
P (i) = exp (- m~(n - 1)/T(n))/Denom (a) 
where 
NP 
(b) Denom= ~ exp(-mj(n - l)/T(n)). 
{A point whose average performance is good (low m~) has the better chance of being picked. 
As n increases, the "temperature parameter" T(n) decreases, and the chances of the good points 
being picked are even higher. But by our T(n) schedule, ven bad points are picked infinitely often, 
but relatively seldom. This prevents an optimal point from being overlooked ue to a run of "bad 
luck".} 
(6) Choose index I at random according to the probability massess {P(i)}, and make an 
observation at sample point t(/). That is, set X(n): = T(I). Let 
Y(X(n)): = f(X(n)) + W(X(n)). 
(7) Update the mean value ml(n) and counter N(/) at index I according to 
(a) mj(n) = ((Nt - 1)/N1)ml(n -- 1) + Y(X(n))/NI, 
and set 
(b) mt(n) :=ml(n-1) ,  for i#L  
Also set N I=NI+I .  
(8) Set n = n + 1, and begin the procedure again. 
[End of algorithm.] 
Fact: if the observations Y( i )=f(X( i ) )+ W(X(i)), with W(X(i)) being independent having mean 
0 and uniformly (in X(i)) bounded third moment hen 
f(X(i)) ~ fm~n in probability. 
If, additionally f (x)  itself [but not necessarily, Y(i)] is bounded, then 
1 n 
i~  Y(i) ~fmin almost surely. 
The proof of these facts is the central content of Yakowitz and Lugosi [2]. There are other 
algorithms based on the literature of nonparametric regression that could have been devised to 
achieve the same theoretical effect. We found the present methods have intuitive appeal, and 
perform well enough in simulation runs. 
We close this section by presentation of an example (taken from Ref. [2]) intended to illustrate 
that learning does take place. We took D --- [0, I] andf(x) = sin(10 ~x), with W(x) being standard 
normal, and the sample pdfp( ) being uniform on D. To give the reader a notion of the signal 
to noise ratio in this experiment, Fig. 2 shows the target function and 100 pairs IX(i), Y(i)], where 
the X(i)'s are chosen uniformly on D. In Table 1, we have listed averages, over successive 100-point 
blocks, of/IX(i)], where the search was conducted according to the preceding plan, except hat 
for simplicity, we set N(i)= i:. 
In Table 2, we have listed the results of a random search, giving the number N~(n) of resamples 
at each point t(i), the average values rn~(n) and the true values/It(i)], for runs of length n -- 100 
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Fig. 2. Function f(x) and 100 noisy sample pairs. 
7: 
and 500. One notes that the bulk of the resamples are concentrated at "good" points t (i), where 
f (  ) is indeed close to minimal. 
APPLICATION TO LEARNING A GO-MOKU STRATEGY 
Go-Moku resembles tic-tac-toe, except hat it is played on a board with many more squares. 
One places his/her marker (a nought or cross, as in tic-tac-toe) on a corner instead of in the middle 
of a square, and the player's objective is to get five of his markers in a row, column, or along a 
diagonal (or anti-diagonal). Figure 3 is a screen dump of a board position in the course of a game 
against Borland's Go-Moku code. The author (playing X's), was about to lose--again! 
We refer the reader to a book of games or Borland's Gameworks Manual [2] for details of the 
rules for Go-Moku. (Ref. [9] relates ome facts and curiosities about he game.) While this section 
would be more compelling for readers who have already tried their hand at Go-Moku, the 
uninitiated will be able to follow the application here without knowing how the game is played. 
The ingredients hat made Borland's Go-Moku an attractive code for experimentation include: 
(1) it is written in Turbo-Pascal nd is fairly well documented; (2) the strategy isalmost a classical 
heuristic search, albeit fairly shallow. Thus the game is, in my opinion, a fair testbed for learning 
studies; (3) a single game requires only a few execution seconds. 
The discussion that follows speaks of the non-adaptive static Borland strategy as the "teacher" 
(terminology from the pattern recognition literature). The value function of the teacher code 
depends on six different weights, measuring values for two, three, four in row, etc. Of special 
interest in our experiment is the parameter "AttackFactor", which numerically weighs the relative 
worth of defense vs attack. 
Table 1. Average performances during successive 
blocks of 100 samples 
Average value 
Block over n th block 
No. 
k (I/100) ~0o~.~* b  fiX(i)] 
I .  I00k+ L 
0 -0.49 
I - 0.78 
2 -0.72 
3 - 0.89 
4 -0.83 
5 -0.79 
6 -0.82 
7 -0.84 
8 -0,82 
9 -0.83 
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Table 2. Summary of search performance 
Results of n = 100 search times 
Number of Avenge 
Search resamples at resample True 
points search points values values 
t (i) N,(n) ml(n) f[t (i)] 
6.2 E -01  6 2 .81E-01  5.2 E -  01 
3 .7E-01  42 -7,03 E -01  -8.8 E -01  
8.3 E -  01 1 1.02 E + 00 8 .1E-01  
6.8 E -  01 4 8.46 E -  01 6 .1E-01  
5 .7E-01  24 -7.49 E -01  -7 .8  E -01  
9 ,0E-01  11 -2 .10E-01  1 .5E-02  
4.7 E - 01 5 4.43 E - 01 7.3 E - 01 
2 .5E-01  I 1.65 E +00 1.0E+00 
1.6 E -01  5 - 1.05 E + 00 -9 .6  E -01  
4 .3E-01  1 -4.70 E -  01 8.7 E -01  
Results of n = 500 search times 
t (i) Nt(n ) m~(n ) f ( t  (i)) 
6.2 E -  01 6 -2 .81E-01  5.2 E -01  
3.7 E -  01 67 -7 .61E-01  -8 .8  E -01  
8.3 E -01  2 1.08 E + 00 8 .1E-01  
6.8 E -  01 6 7.15 E -  01 6 .1E-01  
5 .7E-01  64 -7.20 E -01  -7 .8E-01  
9.0 E -01  16 -8.70 E -03  1.5 E -02  
4 .7E-01  10 4 .81E-01  7.3 E -01  
2 .5E-01  1 1.65 E+00 1.0E+00 
1 .6E-01  92 -9 .00E-01  -9 .6  E -01  
4 .3E-01  3 5 .20E-01  8 .7E-01  
1.7 E -01  76 -8.12 E -01  -8 .1E-01  
5 .7E-01  2 7.59 E -  01 -8 .8E-01  
3.5 E -  01 63 -1.03 E +00 -1 .0  E + 00 
3.6 E -  01 55 -1.05 E+00 -9.8 E -01  
4 .8E-01  5 1 .89E-01 6 .4E-01  
5.3 E -01  21 -9 .01E-01  -7 .4  E -  01 
2 .1E-01  I 8.83 E -01  4.0 E -01  
2.9 E -01  I 1.17E+00 2 .4E-01  
7 .6E-01  2 -8 .06E-01  -9 .4  E -01  
8,7 E - 01 1 6.03 E - 01 8.6 E - 01 
6.6 E -01  I 2.15 E+00 9 .7E-01  
5.8 E -01  5 -9.66 E -  01 -6 .1E-01  
The role of the second player is taken by the learning code, which, for brevity, is referred to 
as the "pupil". Basically, the pupil is composed of two procedures. One procedure implements the 
same algorithm as the teacher, except it accepts values for AttackFactor from another procedure 
which executes the learning program of the preceding section. To tie the pupil to our learning 
algorithm as revealed in the preceding section, we identify as in Table 3. 
The "Borland-prescribed" AttackFactor value is 14. The learning code selects the parameter 
from the set of integers betwen 1 and 20 at random, during "search" times. The AttackFactor is 
updated after each Go-Moku game is completed, as the learning procedure attempts to find the 
C.A,M.W.A. 17/7---C 
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Table 3. Specifics of the learning constructs for Go-Moku pupil 
The learning method The pupil 
Nodes z Board Situation 
(locations of markers) 
AnackFactor 
1 if teacher wins, - I if pupil wins, and 0 for 
a draw. 
There is a random component in Borland 
node value function, resulting in 
randomized ecisions 
The probability of the pupil losing if 
AttackFactor ~x. 
The probability mass function on the 
parameter space: equals 1/20 for x an 
integer between 0 and 20. The teacher 
has x = 14, as set by Borland 
Parameter x, to "learn" 
Measure y of the results of 
a particular decision process 
(after a game is finished) 
Noise N 
f(x) 
p(x) 
Table 4. Results of a learning sequence 
After n games Percent of all games won 
n = by learning (noughts) 
50 35 
100 36.5 
200 38 
500 49.8 
1000 51.8 
2000 54.7 
parameter which minimizes the expected payoff value. (Recall, the payoff is - 1 for when it wins, 
and + l, when the fixed strategy wins.) The games and learning process are controlled auto- 
matically by a driver which does the bookkeeping for the board state and passes move information 
between the teacher and pupil. 
In Table 4, a learning sequence is summarized. 
At the best parameter, a learned pupil eventually wins about 70% of the games. 
Actually, this was not a particularly good run. In other learning sessions the pupil is often luckier 
and hits upon a good AttackFactor value early in the run. At the optimal AttackFactor value, the 
probability that the pupil wins is about 70%. This is gratifying because, according to Ref. [9] the 
player that moves first (here the teacher) is known to have an advantage in Go-Moku. The reason 
that the pupil doesn't win every time is that Borland has a random element in the strategy (effeoted 
by adding a random quantity to the value function). This is fortunate; not only does it prevent 
a boring succession of identical games, once the pupil has found a winning parameter, but it exposes 
the pupil to a greater variety of experiences. (I take particular pleasure in finding my learning 
strategy to be successful because I have spent many hours in personal combat against he Borland 
code and my plateau of performance seems to have flattened out at about a 60% win rate. If the 
machine holds me off until the board becomes half filled, I get confused and overlook winning and 
losing combinations.) 
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BOOK REVIEWS 
This section of N IM B will bring reviews of books relevant for the regular readership of the journal. Books for 
review should be sent to one of the Editors. 
MICROSTRUCTURAL CHARACTERIZATION OF 
MATERIALS BY NON-MICROSCOPICAL TECHNIQUES 
(Proc. 5th Riso International Symposium on Metallurgy and 
Materials Science) eds., N. Hessel Andersen, M. Eldrup, N. 
Hansen, D. Juul Jensen, T. Leffers, H. Lilholt, O.B. Pedersen, 
and B.N. Singh (Riso National Laboratory, Roskilde, 1984) pp. 
xiv + 605, DKr. 600 (approx. US$ 55); ISBN 87 550 1019 9 
Level: Graduate/Specialist 
The previous four symposia in the well-reputed series of 
symposia on metallurgy and materials science at Ris~ have all 
mainly been concerned with the applications of the electron 
microscope as a tool to obtain information on the microstruc- 
ture of materials. Hence the title of the 5th symposium, a title 
which might sound slightly odd to the readers of Nuclear 
Instruments and Methods. 
The proceedings contain 10 invited papers and 64 contrib- 
uted ones. One of the invited papers (Y. Quere: Microstruct- 
ural information from channeling measurements) and a number 
of contributed papers on the microstructural implications of 
implantation and other forms of irradiation of materials are of 
direct relevance for the readers of this journal. As important, 
however, is to learn about a number of non-ion-beam ethods 
that may supplement our own ones in elucidating materials 
science problems. Very good review papers on diffraction and 
scattering of X-rays, neutrons and electrons as well as on 
magnetic methods and positron annihilation makes these pro- 
ceedings a worthwhile investment also for the newcomer to 
materials cience. 
Hans Henrik ANDERSEN 
SOLID STATE NUCLEAR TRACK DETECTORS, eds., G. 
Espinosa, R.V. Griffith, L. Tommasino, S.A. Durrani, and E.V. 
Benton (Special issue of Nuclear Tracks and Radiation Meas- 
urements, vol. 8, (Pergamon, Oxford, 1984)) pp. xii + 651, £ 
68.75; ISBN 008031420 1 
Level: Specialist 
The 12th International Conference on Solid State Nuclear 
Track Detectors took place in Acapulco, Mexico in September 
1983. From a modest and informal beginning in the 1950s, this 
series of conferences has grown into full international meetings 
for specialists (100 participants, 140 papers). 
The papers from the last conference have now been pub- 
lished as a special volume of the journal Nuclear Tracks and 
Radiation Measurements. The reproduction is from camera- 
ready manuscripts and it is not clear whether any formal 
refereeing ofpapers has taken place before publication. Lots of 
detailed information of interest for readers of NIM B may be 
found scattered through the pages. The reviewer was particu- 
larly fond of a paper on the identification of relativistic nuclei 
(by the Berkeley group) because of its reliance on basic 
charged-particle interactions with solids. These basic interac- 
tions are unfortunately treated in a very few papers only. The 
non-specialist reader will surely need a guide through the 
myriad of published experimental details. It is in this connec- 
tion regrettable that only three out of eight invited review 
papers have been included in the printed text. Considering the 
rather stiff price quoted most readers will probably be satisfied 
to have access to the useful information contained in the 
volume through their nearest reference library. 
Hans Henrik ANDERSEN 
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