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Abstract
The purpose of this paper is to construct examples of diffusion for -Hamiltonian perturbations
of completely integrable Hamiltonian systems in 2d-dimensional phase space, with d large.
In the ﬁrst part of the paper, simple and explicit examples are constructed illustrating absence
of ‘long-time’ stability for size  Hamiltonian perturbations of quasi-convex integrable systems
already when the dimension 2d of phase space becomes as large as log 1 . We ﬁrst produce
the example in Gevrey class and then a real analytic one, with some additional work.
In the second part, we consider again -Hamiltonian perturbations of completely integrable
Hamiltonian system in 2d-dimensional space with -small but not too small, ||> exp(−d), with
d the number of degrees of freedom assumed large. It is shown that for a class of analytic
time-periodic perturbations, there exist linearly diffusing trajectories. The underlying idea for
both examples is similar and consists in coupling a ﬁxed degree of freedom with a large
number of them. The procedure and analytical details are however signiﬁcantly different. As
mentioned, the construction in Part I is totally elementary while Part II is more involved, relying
in particular on the theory of normally hyperbolic invariant manifolds, methods of generating
functions, Aubry–Mather theory, and Mather’s variational methods.
Part I is due to Bourgain and Part II due to Kaloshin.
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Part I: an example of diffusion for Hamiltonian perturbations of integrable systems
in high dimension
1. Introduction
Consider a real analytic Hamiltonian, expressed in action-angle variables, of the form
H(I, ) = h(I) + εf (I, ), (1.1)
where (I, ) ∈ Rd × Td and h, f are real analytic.
The corresponding equations of motion are
⎧⎨⎩ I˙j = −
H
j
= −ε fj
˙j = HIj =
h
Ij
+ ε fIj
(1jd). (1.2)
Thus H is an ε-perturbation of the integrable Hamiltonian h(I), which we assume
moreover to satisfy a strict convexity or quasi-convexity property. Recall that quasi-
convexity means that
〈D2h(I)v, v〉c|v|2 (1.3)
required only to hold for vectors v orthogonal to ∇h(I).
A typical example of a quasi-convex h is
h(I) = I 21 + · · · + I 2d + Id+1.
The interest of the weaker quasi-convexity assumption is that it allows non-autonomous
perturbations with a time-periodic dependence of a strictly convex Hamiltonian. Thus
H(I, , t) =
d∑
j=1
I 2j + εf (I, , t) (1.4)
with f 1-periodic in t, may be put in the quasi-convex format, considering an extra pair
of action-angle variables (Id+1, d+1) and putting
H(I1, . . . , Id , Id+1; 1, . . . , d , d+1)
=
d∑
j=1
I 2j + Id+1 + εf (I1, . . . , Id; 1, · · · , d , d+1). (1.5)
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Recall the classical Nekhoroshev stability theorem (in the analytic category) stating that
|I (t) − I (0)| < εb (1.6)
for times t satisfying
|t | < exp
(
c
(
1
ε
)a)
, (1.7)
where a, b, c are constants depending on d (one may take a = b = 12d , cf. [L-N,Po]).
Moreover, as proved in [M-S], analogs of this stability result remain valid in the
Gevrey classes as well, with very similar conclusions (see [M-S] for the detailed state-
ment).
Our original motivation is the implementation of the Nekhoroshev stability mech-
anism in the context of Hamiltonian PDEs, obviously requiring indeed a better un-
derstanding of the role of the phase space dimension when d → ∞. In fact, what
matters is the dimension of the unperturbed torus (or, more precisely, its compactness
properties), for which we try to obtain a long-time stability property (the torus may
not be of full dimension). Research along this line has been pursued by several authors
during recent years (cf. [Ba,Bo] to cite just a few references). Roughly speaking, no
results are obtained from this approach, unless the dimension d of the torus satisﬁes
d  log 1
ε
(ε = perturbation) (1.8)
(or the torus is subject to additional compactness assumptions, which somehow permit
us to make good ﬁnite-dimensional approximations).
One should observe that (1.8) may be rather restrictive. For instance, in the n + 1
body problem, d = 3n and condition on the perturbation (caused by mutual attraction
between planets) become extremely restrictive even for relatively small n.
In the other direction, counter examples illustrating the sharpness of the positive
results about dependence of the exponents a and b in (1.6), (1.7) on the dimension d,
were constructed in [M-S]. Basically, it is shown that a ∼ 1
d
is optimal (at least in the
Gevrey class setting). This fact again suggests that one cannot go beyond (1.8) (it does
not read immediately from the statement in [M-S] because of dimensional dependence
of certain other factors).
Our purpose here is to describe a very simple example of the form (1.4) in dimension
d ∼ log 1
ε
, that exhibits instability
|I1(t) − I1(0)| > c > 0 (1.9)
for t ∼ 1
ε
(which is the ‘obvious’ stability time). Again f is time periodic and in Gevrey
class G( > 1). The example is closely related to a construction in [Bo] (with f time
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independent but d ∼ 1
ε
). It turns out that with some extra work, we may achieve
a time-periodic analytic perturbation (d ∼ log 1
ε
) but with instability time Tε ∼ 1ε1+(where  > 0 may be taken arbitrarily small).
For simplicity, we ﬁrst treat the Gevrey version and put the main idea in evidence. It
bares in fact some resemblance with the method in [M-S]. However, the coupling with
a ‘kicked pendulum’ in [M-S] is replaced here by a shift on a high-dimensional torus;
this permits us to create well-spaced long orbits that are basically exploited the same
way as the ‘irregular distribution’ of certain periodic orbits of the kicked pendulum. It
should also be pointed out that the mechanism described here may easily be realized
as perturbations of ‘classical Hamiltonian models’ from physics or PDE, in particular
the non-linear lattice Schrödinger operator with short-range interactions from [F-S-W]
or the one-dimensional NLS on T (cf. [Bo]).
In some sense, it does permit us to prove a certain topological ‘genericity’ of the
diffusion phenomenon in inﬁnite-dimensional Hamiltonian systems (within the smooth
category). But this will not be elaborated on here.
2. The example in Gevrey class
The format is (1.4)
H(I, , t) = 12 (I 20 + I 21 + · · · + I 2d ) + εf (, t), (2.1)
where
f (, t)= cos 0
K∑
k=1
k
⎧⎨⎩2
⎛⎝ 1
d
d∑
j=1
cos(j − kj )
⎞⎠
−2v(t)
⎛⎝ 1
d
d∑
j=1
cos(j − kj )
⎞⎠⎫⎬⎭ . (2.2)
Here
d ∼ log 1
ε
and K ∼ 1
ε
. (2.3)
Take  to satisfy
{
(u) = 0 if |u| < 10−2,
(u) = 1 if |u| > 12 .
(2.4)
Thus  cannot be real analytic but may be taken in any Gevrey class G(R) for  > 1.
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The function v(t) will be a 1-periodic Gevrey-class function on R satisfying
v(t) = (t) for |t | 12 , (2.5)
where
(t) = 
⎛⎝ 1
d
d∑
j=1
cos j t
⎞⎠ . (2.6)
The frequencies ¯ = (j )1 jd are taken in a bounded interval in R, chosen
randomly according to some probability distribution, as described below. We will in
particular insure that for any given  = (1, . . . , j ) ∈ Td , only a bounded num-
ber of terms in (2.2) do not vanish. This will permit us to claim the Gevrey bound
on f.
Finally, the k(1kK) are numbers in [−1, 1] which should be considered as
parameters. They will eventually be obtained from a Schauder ﬁxpoint argument, in
order to fulﬁll a certain resonance.
(I) Choice of the frequencies: We basically proceed as in [Bo] (see the last section).
Consider a probability density 	 on R, supp 	 bounded, satisfying
|	ˆ(x)| < (1 + 104|x|)−50. (2.7)
Choose the j independently according to 	. Denote 
 the d-fold product measure
d
 = 	(d1) ⊗ · · · ⊗ 	(dd). Fix 1Red and estimate using (2.7)
∫
sup
R
102
 |x|R2
∣∣∣∣∣∣
d∑
j=1
eij x
∣∣∣∣∣∣ 
 (d¯)

∫
sup
|x|R2
∣∣∣∣∣∣
d∑
j=1
[
eij x −
∫
eix	(d)
]∣∣∣∣∣∣ d

+(100R)−50d. (2.8)
For ﬁxed x, the terms eij x − ∫ eix	 (d) (1jd) are independent mean zero
variables in  wrt d
. So by the standard bounds (in the Gaussian setting referred to
as Dudley’s majoration), (2.8) is bounded by
C
∫ ∞
0
√
logN () d, (2.9)
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where N () stands for the metric entropy numbers of the set [|x|R2] (i.e. the min-
imum number of balls of radius  needed to cover the set), for the pseudo-distance
d(x, x′)= sup
¯∈supp 

⎡⎣ d∑
j=1
∣∣∣∣(eij x − ∫ eix	 (d))− (eij x′ − ∫ eix′	 (d))∣∣∣∣2
⎤⎦1/2
<Cd1/2(|x − x′| ∧ 1).
Hence N () < Cd1/2R2−1 and
(2.9) < C
∫ √d
0
√
log
(
1 + d
1/2R2

)
d ∼ (logR)1/2√d. (2.10)
Therefore we get
∫
sup
R
102
 |x|R2
∣∣∣∣∣∣
d∑
j=1
eij x
∣∣∣∣∣∣ d
 < C√d√logR + (100R)−50 d. (2.11)
Taking R of the form e−2−sd (s = 0, 1, 2, . . . , log d), one easily derives from (2.11)
Lemma 2.12. A random choice ¯ = (j )1 jd as above satisﬁes the inequality∣∣∣∣∣∣
d∑
j=1
eij x
∣∣∣∣∣∣ < 10−50d + Cd3/4 (log(1 + |x|))1/4
for all |x| > 10−2.
We assume K in (2.2) to satisfy
logK < c0d (2.13)
with c0 small enough to ensure that by (2.12)∣∣∣∣∣∣
d∑
j=1
eij x
∣∣∣∣∣∣ < 10−50d if 10−2 < |x| < ec0d . (2.14)
Returning to (2.2), let us verify the claim that with this choice of ¯ = (j ), for any
given (1, . . . , d) ∈ Td , there are at most 105 non-vanishing terms in the k-sum. Let
thus I ⊂ {1, . . . , K} with 
(
1
d
∑d
j=1 cos(j − kj )
)
= 0 for k ∈ I .
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By deﬁnition (2.4) of , it follows that∣∣∣∣∣∣
d∑
j=1
cos(j − kj )
∣∣∣∣∣∣ 10−2d for k ∈ I
and we may clearly assume
d∑
j=1
cos(j − kj )10−2d for k ∈ I. (2.15)
Denoting the vectors  = (eij )1 jd and k = (eikj )1 jd for k ∈ I , by (2.15)
10−2d|I | <
∑
k∈I
Re 〈, k〉
√
d
∣∣∣∣∣∑
k∈I
k
∣∣∣∣∣ .
Hence
|I |d + 2
∑
k<k′
Re 〈k, k′ 〉10−4d|I |2
and since, by (2.14), |〈k, k′ 〉| =
∣∣∣∑dj=1 eij (k−k′)∣∣∣ < 10−50d for k = k′,
d|I | + 10−50d|I |2 > 10−4d|I |2
and
|I | < 2 · 104.
This proves the claim.
The function  = (t) deﬁned in (2.6) is Gevrey G( > 1) and satisﬁes
(t) = 0 for 10−2 < |t | < K
(the ﬁrst statement follows from the composition properties of Gevrey functions; see
for instance the Appendix in [M-S]).
Take v to be the 1-periodic function on R satisfying
v
∣∣∣[− 12 , 12 ] = ∣∣∣[− 12 , 12 ] .
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Obviously v ∈ G(T),  > 1. By construction
′( ) = 
⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠ = 0 if |t |, |k|K and |t − k|10−2 (2.16)
and

⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠ = v(t − k) = v(t) if |t − k| 1
2
. (2.17)
(II) Equations of motion and choice of k(1kK): We restrict time to
0 tK where K =
[

10ε
]
(2.18)
( is a small constant).
Returning to (2.1), (2.2) the equations of motion are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
˙ = Ij (0jd), (2.19)
I˙0 = ε sin 0
K∑
k=1
k
{
2
(
1
d
d∑
j=1
cos(j − kj )
)
−2v(t)
(
1
d
d∑
j=1
cos(j − kj )
)}
, (2.20)
I˙j = 2εd cos 0
K∑
k=1
k′
(
1
d
d∑
j=1
cos(j ′ − kj ′)
)
,
sin(j − kj )
{

(
1
d
d∑
j ′=1
cos(j ′ − kj ′)
)
− v(t)
}
(1jd). (2.21)
Take as initial conditions⎧⎨⎩
j (0) = 0 (0jd), (2.22)
I0(0) =  ( as above), (2.23)
Ij (0) = j (1jd). (2.24)
First, we show that for j = 1, . . . , d, the action variable Ij remains preserved for
0 tK .
This will be a consequence to the deﬁnition of v and H.
Denote for 1jd
j = j (t) = max
0 t ′ t
|Ij (t ′) − j |.
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From (2.19)
|j (t) − j t |j t.
From (2.21), for 1jd
|I˙j |  2ε
d
K∑
k=1
∣∣∣∣∣∣′
⎛⎝ 1
d
d∑
j ′=1
cos(j ′−kj ′)
⎞⎠∣∣∣∣∣∣
∣∣∣∣∣∣
⎛⎝ 1
d
d∑
j ′=1
cos(j ′−kj ′)
⎞⎠−v(t)
∣∣∣∣∣∣
 2ε
d
K∑
k=1
∣∣∣∣∣∣′
⎛⎝ 1
d
d∑
j ′=1
cos j ′(t − k)
⎞⎠∣∣∣∣∣∣
∣∣∣∣∣∣
⎛⎝ 1
d
d∑
j ′=1
cos j ′(t−k)
⎞⎠−v(t)
∣∣∣∣∣∣ (2.25)
+C εK
d2
d∑
j ′=1
|j ′ − tj ′ |. (2.26)
Consider ﬁrst (2.25). Recalling (2.16), (2.17), ′
(
1
d
∑d
j ′=1 cos j ′(t − k)
)
= 0 if |t −
k| > 10−2 and v(t) = 
(
1
d
∑d
j ′=1 cos j ′(t − k)
)
if |t − k| 12 . Hence (2.25) =0.
Since (2.26) < C εKt
d2
∑d
j=1 j , it follows that
d∑
j=1
j (t)C
εK
d
t2
d∑
j=1
j (t).
Therefore, for t small enough,
∑d
j=1 j (t) = 0. Consequently, his holds for all tK .
Since Ij (t) = j for 1jd, j (t) = j t and
2
⎛⎝ 1
d
d∑
j=1
cos(j − kj )
⎞⎠ = 
⎛⎝ 1
d
d∑
j=1
cos(j − kj )
⎞⎠ v(t).
Hence (2.20) becomes
I˙0 = −ε sin 0
K∑
k=1
k
2
⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠ . (2.27)
Again by (2.16)
K∑
k=1
∣∣∣∣∣∣
⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠∣∣∣∣∣∣ 1
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so that certainly |I˙0|ε and by (2.23), (2.18), (2.19)
|I0(t) − |ε|t |εK < /10,
|0(t + t) − 0(t) − t | < 10 |t |. (2.28)
Next, integrate (2.27) between 0 tK
I0(K) − I0(0) = −ε
K∑
k=1
k
∫
||<10−2
sin 0(k + )2
⎛⎝ 1
d
d∑
j=1
cos j 
⎞⎠ d
(2.28)= −ε
⎡⎣∫
||<10−2
2
⎛⎝ 1
d
d∑
j=1
cos j 
⎞⎠ d
⎤⎦
×
[
K∑
k=1
k sin 0(k)
]
+ 0(εK). (2.29)
We now explain how ¯ = (k)1kK is chosen. Summarizing the preceeding, the
Hamiltonian H in (2.1), (2.2) depends on ¯ ∈ [−1, 1]K and so does therefore
(0(k))1kK (since the initial conditions are ﬁxed). The map
¯ → (sin 0(k))1kK
is obviously a continuous transformation of [−1, 1]K . Invoking Schauder’s ﬁxpoint
theorem, we may therefore ﬁnd ¯ = (k) such that
k = sin 0(k) (1kK). (2.30)
Eq. (2.29) implies then
|I0(K) − I0(0)| > cε
K∑
k=1
sin2 0(k) − CεK. (2.31)
Using (2.28), it is easily seen that ∑Kk=1 sin2 0(k) ∼ K2 . Letting  be small enough
and recalling (2.26), we get
∣∣∣I0 ( 10ε)− I0(0)
∣∣∣ > cεK ∼ . (2.32)
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Consequently, in a time interval [0, T ], T ∼ 1
ε
, the action-variable I0 undergoes a drift
of 0(1). Recalling (2.3), (2.13), the phase dimension 2d ∼ log 1
ε
. The perturbation is
εf (, t), where ‖f ‖
G(Td+1) < C ( > 1 ﬁxed).
3. An analytic example
Since non-zero analytic functions cannot vanish on an interval, approximations arise
that create some complications. We redeﬁne f = f (, t) in (2.2) as
f (, t)= cos 0
K∑
k=1
k
⎧⎨⎩3
⎛⎝ 1
d
d∑
j=1
cos(j − kj )
⎞⎠
−32 (· · ·) v(t) + 3 (· · ·) v(t)2
⎫⎬⎭ . (3.1)
The motion equations for the action variables then become
I˙0 = −ε f0 = ε sin 0
K∑
k=1
k
⎧⎪⎨⎪⎩
⎡⎣
⎛⎝ 1
d
d∑
j=1
cos(j − kj )
⎞⎠− v(t)
⎤⎦3 + v(t)3
⎫⎪⎬⎪⎭ (3.2)
and for j = 1, . . . , d
I˙j = −ε fj
= 3ε
d
cos 0
K∑
k=1
k
′
⎛⎝ 1
d
d∑
j ′=1
cos(j ′ − kj ′)
⎞⎠ sin(j − kj )[(· · ·) − v(t)]2
(3.3)
replacing (2.20), (2.21). The point of the modiﬁcation is the [(· · ·) − v(t)]2 factor
in (3.3) that will create ‘near vanishing’ up to ﬁrst order for ¯ = ¯t , where ¯ =
(1, . . . , d).
Of course,  and v in (3.1) need to be chosen as real analytic.
We ﬁrst produce an appropriate analytic substitute for , cf. (2.4).
Lemma 3.4. Fix m ∈ Z+ and consider the polynomial
(u) = √m4m
∫ 1
1
2
(su2)m(1 − su2)m ds. (3.5)
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The following properties hold:
|(z)| < 24m for z ∈ C, |z|√2, (3.6)
|(z)| < 8m|z|2m for z ∈ C, |z|1, (3.7)
0(u)10 if u ∈ [−1, 1], (3.8)
(u) >
1
10
if u ∈ [−1, 1], |u| 1√
2
. (3.9)
Proof. Eqs. (3.6), (3.7) are immediate from (3.5).
For u ∈ [−1, 1], write
(u) = √m
∫ 1
1
2
(1 − (1 − 2su2)2)m ds√m
∫ 1
1
2
e−m(1−2su2)2 ds < 1
u2
,
which together with (3.7) implies (3.8).
Also
(u) >
√
m
∫ 1
1
2
e−2m(1−2su2)2 ds
= 1
2u2
∫ √m(1−u2)
√
m(1−2u2)
e−2y2 dy > 1
10
if
1√
2
 |u|1.
This proves Lemma 3.4. 
Deﬁne m ∈ Z+ by
ε = 10−10m. (3.10)
Take the frequencies (j )1 jd as before and deﬁne  = (t) by (2.6). Thus, by
(3.6),  admits an analytic extension to some neighborhood of the real axis, on which
it is bounded by 24m. Furthermore, it follows from (2.14), (3.7) that
|(t)| <
(
8
10100
)m
< 10−99m if 10−2 |t |K (3.11)
and similar if in (2.6) we replace  by ′ or ′′.
Next, we introduce the 1-periodic function v. Deﬁne
v(t) =
∑
j∈Z
(t + j)e−ε4(t+j), (3.12)
which is 1-periodic.
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If |t | 12 , it follows from (3.10), (3.11)
|v(t) − (t)|  ε4 +
∑
j =0
|(t + j)|e−ε4(t+j)
< ε4 + 10−99mε−5 + ε−4e− 1ε < 2ε4. (3.13)
Assume, cf. (2.14)
ec0d > ε−10. (3.14)
Consider the analytic extensions of  and v to |Im z| <  ( a sufﬁciently small
constant) which we estimate in more detail.
Write according to (2.6), (3.12)
(z) = 
⎛⎝ 1
d
d∑
j=1
cos j z
⎞⎠ , (3.15)
v(z) =
∑
j∈Z
(z + j)e−ε4(z+j). (3.16)
Write z = t + iy, |y| < . Clearly
1
d
d∑
j=1
cos j z = 1
d
d∑
j=1
cos j t + 0() (3.17)
(since the j are bounded by some constant).
Therefore, assuming 10−2 |t | < ec0d , (2.14) implies (for  small enough)∣∣∣∣∣∣ 1d
d∑
j=1
cos j z
∣∣∣∣∣∣ < 10−50 + 0() < 10−49
and by (3.7).
|(z)| < (8 · 10−98)m < 10−97m. (3.18)
Using (3.18) for 10−2 < |Re z| < ε−10, estimate from (3.16), (3.10), (3.6)
|v()| |(z)| + 10−97mε−5 + ε−4e− 1ε 24m < 25m (|Im z| < ). (3.19)
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Returning to the function f in (3.1) and its analytic extension, estimate
K∑
k=1
∣∣∣∣∣∣
⎛⎝ 1
d
d∑
j=1
cos(j + iyj − kj )
⎞⎠∣∣∣∣∣∣ , (3.20)
where |yj | (1jd).
Since
1
d
d∑
j=1
cos(j + iyj − kj ) = 1
d
d∑
j=1
cos(j − kj ) + 0(), (3.21)
the same calculation performed in Section 2, based on (2.14), shows that (3.21) is
bounded by 10−24, except for at most 1050 values of k. It follows then from (3.6),
(3.7) that
(3.20) < 1050 · 24m + K(8 · 10−48)m < 25m. (3.22)
Consequently, by (3.19), (3.22), the function f (, t) on Td+1 × T admits an analytic
extension f˜ to a -neighborhood, satisfying the bound
|f˜ | < 253m. (3.23)
Recalling (3.10), the perturbation εf˜ satisﬁes
ε‖f˜ ‖ < ε105m < ε1/2. (3.24)
The preceeding may easily be modiﬁed to give a bound ε1− ( > 0 arbitrary) as well
(but the width  of the analyticity region will decrease).
Consider the equation of motion (2.19), (3.2), (3.3).
Estimate again for 1jd
j = max
0 tk
|Ij (t) − j |. (3.25)
From (2.19)
|j (t) − j t | < j |t | < jK. (3.26)
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The bounds (2.25)–(2.26) are too crude. Performing a Taylor expansion up to order 2
for j f at ¯ = ¯t , we get
j f (0, ¯, t)= j f (0, ¯t, t) (3.27)
+
d∑
j ′=1
2jj ′f (0, ¯t, t)(j ′ − j ′ t) (3.28)
+ 0
(∣∣∣∣∣ 
2
¯
2 j f
∣∣∣∣∣ |¯− ¯t |2
)
. (3.29)
From (3.3)
|(3.27)| 1
d
K∑
k=1
∣∣∣∣∣∣′
⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠∣∣∣∣∣∣(t − k) − v(t)|2. (3.30)
For |t − k| 12 (3.13) applies and |(t − k) − v(t)|ε4.
If |t − k| > 12 , (3.9) gives
(|| + |′| + |′′|)
⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠ < 10−99m.
Therefore
|(3.27)|ε
8
d
+ 1
d
K10−99m < ε
8
d
+ 1
d
1
ε
ε
99
10 < 2
ε8
d
. (3.31)
Estimating from (3.3) the next derivative∣∣∣2jj ′f (0, ¯t, t)∣∣∣

k∑
k=1
⎧⎨⎩
⎡⎣ 1
d
∣∣∣∣∣∣′
⎛⎝ 1
d
d∑
j=1
cos j (t − k)
⎞⎠∣∣∣∣∣∣+ 1d2 |′′(· · ·)|
⎤⎦ |(t − k) − v(t)|2
+ 1
d2
|′(· · ·)|2|(t − k) − v(t)
⎫⎬⎭
<
ε4
d2
+ K
d
10−99m ε
4
d2
. (3.32)
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Hence, from (3.26), (3.32)
|(3.28)| < ε
4
d2
K
d∑
j=1
j . (3.33)
Since we already established the bound (3.23) on the analytic extension f˜ of f, write
|(3.29)|−3253mK2
(∑
j
)2
< 105mK2
(∑
j
)2
. (3.34)
Collecting estimates (3.31), (3.33), (3.34), (3.3) implies
j  εK
⎛⎝ε8
d
+ ε
4
d2
K
⎛⎝∑
j1
j
⎞⎠+ 105mK2 (∑ j)2
⎞⎠ ,
∑
j1
j < ε
8 + ε3
⎛⎝∑
j1
j
⎞⎠+ 105mε−2 (∑ j)2 , (3.35)
∑
j1
j  ε8
and again from (3.26)
|j (t) − j t | < ε7 (1jd). (3.36)
From (3.36)

⎛⎝ 1
d
d∑
j=1
cos
(
j (t) − kj
)⎞⎠ = (t − k) + 0(ε7). (3.37)
Substitution of (3.37) in (3.2) gives
I˙0 = ε sin 0
K∑
k=1
k
⎧⎨⎩3
⎛⎝ 1
d
∑
j1
cos(j − kj )
⎞⎠
−32(· · ·)v(t) + 3(· · ·)v(t)2
⎫⎬⎭
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= ε sin 0
K∑
k=1
k
[
(t−k)3−3(t−k)2v(t)+3(t−k)v(t)2
]
+0(εKε7)
(3.11),(3.13)= ε sin 0
K∑
k=1
k(t − k)3 + 0(εKε7 + εKε4)
= ε sin 0(t)
K∑
k=1
k(t − k)3 + 0(ε4). (3.38)
The remainder of the argument is the same. Thus from (3.38)
I0(K) − I0(0) = ε
K∑
k=1
k
∫
|t |<K
sin 0(k + )()3d+ 0(ε4K)
(3.11)= ε
K∑
k=1
k
∫
||<10−2
sin 0(k + )()3 d+ 0(ε3)
= ε
(
K∑
k=1
k sin 0(k)
) (∫
||<10−2
()3 d
)
+0(ε3 + εK). (3.39)
Again using a Schauder ﬁxpoint argument, we ensure that k = sin 0(k) (1kK).
From (3.9), (3.39) gives the minoration
|I0(K) − I0(0)|> ε
[∫
||<10−2
()3d
][ k∑
k=1
sin2 0(k)
]
+ 0(εK)
> cεK(1 − C) > c′.
Part II: diffusion for Hamiltonian perturbations of integrable systems in high
dimensions using Mather’s variational methods
4. Statement of the results
In this section we state several results about the existence of diffusing trajectories. Let
h(I) be a strictly convex Hamiltonian as above. 1 There will be two types of results:
One is for autonomous and the other is for time-periodic real-analytic perturbations
respectively. The latter could be also treated as autonomous perturbations of quasi-
convex h(I)’s. According to the general principle a convex autonomous system close
1 We could relax this condition (see (4.3)).
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to an integrable behaves on a bounded time interval as if it is a quasi-convex system
(see Section 4.1). This reduces proofs of autonomous convex results to time-periodic
convex ones. We start by stating results for time-periodic perturbations and then state
their analogs for autonomous perturbations.
The ﬁrst, probably main, result is about existence of trajectories diffusing linearly
fast for all time. The second result says that once we ﬁx direction in action space (say
I0), then there are diffusing trajectories approximately performing any prescribed ahead
motion along I0 linearly fast in time. This is similar to a result in [MS2]. Even though
constants of exponential are not explicitly computed our result holds not only for Gevrey
(as in [M-S,MS2]), but also for analytic perturbations. Other important extensions are
wider class of unperturbed integrable Hamiltonians h(I)’s and construction of diffusion
in the case of autonomous perturbations (Theorem 4.3). After our results for time-
periodic perturbations are stated, we formulate results in the autonomous convex case.
Not to confuse with notations of the previous part of the paper below we consider a
time-periodic real analytic Hamiltonian, expressed in action-angle variables, of the form
H(, I, t) = h(I) + εf (, I0, t), (4.1)
where  = (0, 1, . . . , d) ∈ Td+1, I = (I0, I1, . . . , Id) ∈ R × Bd10 ⊂ Rd+1, t ∈ T,
and Bd10 is the ball of radius 10 around the origin with the norm ‖I‖ = maxj |Ij |.
Assume that the integrable Hamiltonian part h(I) is strictly convex. Consider shift nor-
malization. Convexity implies that ∇h : Rd+1 → Rd+1 is one to one on its image so
shifting I and value of h if necessary we could assume that
h(0) = 0 and ∇h(0) = 0. (4.2)
Let 1 : (I0, . . . , Id) → (I1, . . . , Id) be the natural projection. Assume that h
satisﬁes the following hypothesis: for some D > 1
D−1 < 2I0h(I0, I1, . . . , Id) < D for each (I0, . . . , Id) ∈ R × Bd10. (4.3)
Bd1 ⊂ 1∇h|{I0}×Bd10 for any I0 ∈ R.
Certainly this condition holds true for h(I0, . . . , Id) = ∑dj=0 I 2j .
Let W be the set of real analytic functions in variables (, I0, t) that are
1-periodic in (, t) = (0, 1, . . . , d , t) and bounded on the strip of size | | =
(
∑d
j=0 | j |2)1/2, | I0|, | t |. Consider the standard maximum norm
‖f ‖,R ≡ sup
|,I0,t |, |I0|<R
|f (, I0, t)|.
Theorem 4.1. Suppose h satisﬁes (4.3). Then for Hamiltonian (4.1) there are positive
constants c and  independent of d and ε so that for |ε| > exp(−d) there is a real
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analytic 1-periodic in (, t) function f (, I0, t) depending on h with the property: for
any R > 0 we have
‖f (, I0, t)‖,R < 8D(R + 1)2
the Hamiltonian H(, I, t) = h(I)+ εf (, I0, t) has an orbit {(, I )(t)}t∈R of the Hamil-
tonian equation (1.2) such that
|I (t) − I (0)| |I0(t) − I0(0)| εc
d
|t | − 1 f or all time.
Remark 1. In condition (4.3, second line) outer radius 10 is not important and can be
chosen arbitrary, whereas inner radius 1 has to be at least 1.
Remark 2. In the case of a C∞ (or Gevrey) perturbation εf (, I0, t) we have certain
simpliﬁcations. First, the constant c above can be chosen 1. Second, the proof is
signiﬁcantly simpler (all sections starting from Section 6 could be omitted). Third, a
diffusing trajectory we construct satisﬁes (I1, . . . , Id)(t) =  for some  ∈ Qd for all
time t. In particular, we do not need the Aubry–Mather theory and Mather’s variational
method.
It seems possible that similar results can be obtained by Mather variational approach
[Ma4]. However, it might require substantial efforts.
As we highlighted, the above diffusing trajectories might have a much more ﬂexible
behavior than just a linear drift. For example, ﬁx a direction, say I0, in action space.
There are trajectories which exhibit ahead any given random walk along I0 with time
step K ≈ d/ε.
Theorem 4.2. With the notations and set up of Theorem 4.1 for any set of numbers
{I k}k∈Z ∈ RZ there is a trajectory {(, I )(t)}t∈R of the Hamiltonian equation (1.2) and
an increasing sequence of moments of time {tk}k∈Z with the property
|I0(tk) − I k| < 1 and tk − tk−1 < d(|I
k − I k−1| + 1)
cε
∀k ∈ Z.
4.1. Autonomous case
We consider an autonomous real analytic Hamiltonian, expressed in action-angle
variables, of the form
H˜ (, I ) = h˜(I ) + εf˜ (, I0), (4.4)
where  = (0, 1, . . . , d+1) ∈ Td+2, I = (I0, I1, . . . , Id+1) ∈ Bd+210 ⊂ Rd+2. Again
Bd+2r denotes the ball of radius r around the origin. Assume that the integrable Hamil-
tonian part h˜(I ) is convex, superlinear, and satisﬁes the same hypothesis (4.3) as h.
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Let ˜1 : (I0, . . . , Id+1) → (I1, . . . , Id) be the natural projection. Moreover, assume
that for some D′ > 1, e.g. D′ = D, we have
(D′)−1 < 2Id+1h(I0, . . . , Id+1) < D
′ for each (I0, . . . , Id+1) ∈ Bd+210 . (4.5)
Bd1 ⊂ 1∇h|{I0}×Bd10 × {Id+1} for any I0, Id+1 ∈ R
Certainly this condition holds true for h(I0, . . . , Id+1) = ∑d+1j=0 I 2j .
Since h˜ is real analytic, by Sard’s Lemma almost every value of h˜ is regular. Restrict
to a compact part of the space Td+2 × Bd+210 . Then if E is regular for h˜ : Bd+210 → R
and ε is small we have that E is also regular for H˜ : Td+2 × Bd+210 → R. By
theorem on implicit function if E is a regular value of H˜ , then the energy hypersurface
LE = H˜−1(E) is an analytic manifold, possibly with a boundary. Moreover, for all
nearby E’s this is also true. We choose positive E,  and I (0) ∈ LE so that we have
|Id+1(0)| >  and |h˜(I (0))/Id+1| > .
Theorem 4.3. Suppose h˜ satisﬁes hypotheses (4.5). Fix positive E and  so that E >
22/D2. There are positive constants c and  independent of d and ε such that if
|ε| > exp(−d), then there exists a real analytic 1-periodic in  perturbation εf˜ (, I0)
depending on h with the property:
‖f (, I0)‖,R < 8D′(R + 1)2
and such that there is an orbit {(, I )(t)}t∈R of the Hamiltonian equation (1.2) with
the Hamiltonian H(, I ) = H˜ (, I ) = h˜(I ) + εf˜ (, I0) and initial conditions
H˜ ((, I )(0)) = E, |Id+1(0)| > , and
∣∣∣∣∣h˜(I (0))Id+1
∣∣∣∣∣ > , (4.6)
then for any t > 0 such that the lower bounds on |Id+1()| and
∣∣∣ H˜ ((,I )())Id+1 ∣∣∣ hold for
each  ∈ [0, t] we have
|I (t) − I (0)| |I0(t) − I0(0)|
(
εct
d
− 1
)
.
Remark. Role of radii 1 and 10 in (4.5, second line) is the same as in (4.3, second
line) (see Remark 1). Namely, 1 should be ﬁxed and 10 could vary.
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Remark 3. Let us verify (4.6) in the case of C∞-perturbations εf (, I0). In the analytic
case similar arguments work. In the C∞-case a diffusing orbit that we construct satisﬁes
(I1, . . . , Id)(t) ≡  for some  ∈ Qd and all time t. Start veriﬁcation of (4.6) with
the ﬁrst one. Since H˜ is autonomous, for all time t ∈ R we have
H˜ ((, I0,, Id+1)(t)) = h˜ ((I0,, Id+1)(t)) + εf˜ ((, I0)(t)) .
Recall that h˜ is convex in both I0 and Id+1 and satisﬁes bound (4.5). Conservation of
energy provides a restriction on behavior of (I0, Id+1)(t).
To verify the second in (4.6) note that application of theorem on implicit function
shows that for any t = t > 2d
cε
by choosing initial conditions appropriately (and
this is possible as the proof shows) we can assure that for all  ∈ [0, t] we have
|I0() − I0(0)| > |Id+1() − Id+1(0)|. Thus, if Id+1(0) is large enough, lower bound
on |Id+1()| also holds on [0, t].
The third condition in (4.6) follows from shift normalization (4.2), the second con-
dition, and bound (4.5).
In the case of a C∞ (or Gevrey) perturbation εf (, I0) the constant c above can be
chosen 1 and the proof is simpler.
In view of the reduction below, one can state an analog of Theorem 4.2 on a bounded
time interval, which is left to the reader.
Now we reduce Theorem 4.3 to Theorem 4.1. The theorem on implicit function
condition |h˜(I )/Id+1|I=(I0,...,Id+1), |Id+1|>| >  > 0 implies existence of an analytic
function Id+1 = IE(0, . . . , d , d+1, I0, . . . , Id) such that
H˜ (0, . . . , d , d+1, I0, . . . , Id , IE(, I0, . . . , Id)) ≡ E.
Trajectories of the Hamiltonian H(0, . . . , d , I0, . . . , Id , t) given below coincide with
projected trajectories of H˜ (0, . . . , d+1, I0, . . . , Id , IE(, I0, . . . , Id)) given above with
t being the projection of d+1. Another description is the following: we omit Id+1 and
reparametrize time so that period is 1 and speed of d+1 becomes identically 1. Here
is the formula for the differential of H we need
dH(0, . . . , d , I0, . . . , Id , d+1)
= H
0
d0 + · · · + Hd dd
+ H
I0
dI0 + · · · + HId dId +
H
d+1
dd+1
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=
(
H˜
Id+1
)−1 (
H˜
0
d0 + · · · + H˜d dd
+ H˜
I0
dI0 + · · · + H˜Id dId +
H˜
d+1
dd+1
)
. (4.7)
Put H(0) = 0. Direct veriﬁcation shows that H is a well-deﬁned function on Td+1 ×
Rd+1 ×T. This can be done as long as we could apply theorem on implicit function to
express Id+1 in terms of the other variables and velocity of d+1 bounded away from
zero. The fact that trajectories of H˜ coincide with projected trajectories of H follows
from the form of Hamiltonian equations (1.2). Note also that the time reparametrization
proposed above has ratio of time intervals for H˜ and H bounded by min |Id+1| or its
inverse.
Bring constructed H to the form (4.1). Fix E as above. By formula (4.7)
dH = (Id+1H˜ )−1 dH˜ = (Id+1 h˜)−1 (dh˜ + ε df˜ ).
By theorem on implicit function there is an analytic function IE(I0,) = IE,(I0),  ∈
Bd1 such that h(I0,, IE,(I0)) = E. Using (4.7) with H˜ (I ) = h˜(I ) express the
function H(I) = hE(I). Direct calculation shows that if h˜ satisﬁes conditions (4.2)
and (4.5) for some D˜, then hE(I) also satisﬁes these conditions with Dnew = D/ and
deﬁned above H(, I ) can be written in the form
H(0, . . . , d , I0, . . . , Id , d+1) = hE(I0, . . . , Id) + εfE(0, . . . , d , I0, d+1).
Moreover, upper bounds on norms of fE above can be given in terms of upper bounds
of norms of f˜ and the other constants. This shows that Theorem 4.1 implies Theorem
4.3.
The rest of the paper is organized as follows. In the next section we describe three
main steps of the proof of Theorem 4.1. It turns out that for C∞-perturbations we
need only the ﬁrst two. These two steps use theory of normally hyperbolic manifolds
and the method of generating functions. We realize these steps in Sections 5.1 and
5.2, respectively. The ﬁnal third step requires involved arguments using Aubry–Mather
theory and Mather’s variational method. This step has an independent interest, since
to the best of our knowledge it is the ﬁrst detailed exposition of Mather’s variational
method of changing Lagrangians for twist maps. Mention also that there exist partially
complete notes [Ma3] devoted to mechanical systems on T2.
5. Construction of “diffusing” perturbation
The ideas of the construction are the following.
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Step 1: Construction of a normally hyperbolic invariant cylinder A ⊂ Td ×R×T.
First, we choose a long straight closed line S in Td ×T of length K ≈ d/ε. Then we
construct a C∞-smooth perturbation of (2d + 3)-dimensional Hamiltonian system (4.1)
in the phase space Td+1 × Rd+1 × T, which is time 1 periodic and has a hyperbolic
invariant three-dimensional cylinder A  T × R × T∗  {(0, I0, ∗)} embedded into
the phase space. The ﬁrst two components of A are the ﬁrst pair of action-angle
variables (0, I0) ∈ T × R = A0 and the last coordinate is a coordinate on the closed
line S. With unit velocity period along S is K. Then the time-K-map restricted to
this cylinder is an exact symplectic map of the cylinder  : A0 → A0. Usually  is
called a Poincare return map. We construct A so that in its neighborhood dynamics
in transversal directions is sufﬁciently hyperbolic. Namely, the Poincare map  either
expands or contracts along transversal to A0 directions strongly enough. The classical
result of Sacker–Fenichel (see Section 10) says A persists under small perturbations
of underlying differential equations, A just gets slightly deformed. We shall prove
Theorem 4.1 for C∞-perturbations ﬁrst and then use persistence of A to approximate
C∞-perturbations by analytic ones.
Step 2: Ballistic trajectories of twist maps without invariant curves. It turns out
that one can ﬁnd a C∞-perturbation εf (, I0, t) of the restricted system of period
K ≈ d/ε  1 so that the Poincare map  can be chosen more or less arbitrary
by adjusting the perturbation εf (, I0, t). At this point we reduce investigation to the
study of exact symplectic maps of A. We shall consider a subclass of those called
exact area-preserving monotone twist (EAPT) maps or simply twist maps of A. For
this class of maps we have Aubry–Mather theory and powerful variational methods due
to Mather [Ma1,Ma3] available.
Now we need to construct twist maps with a ballistic trajectory to prove Theorem
4.1 or a “random walk” trajectory to prove Theorem 4.2, respectively. We start by
working out the construction for the unperturbed Hamiltonian h(I) = ∑dj=0 I 2j of
the standard type. Then using generation functions technique we construct a C∞-
perturbation εf (, I0, t) such that the Poincare map  has the following standard form:
∗ : (0, I0) →
(
0 + K I0 + sin 20, I0 + 1
K
sin 20
)
. (5.1)
Note that (∗)n( 14 , 0) = ( 14 , nK ) for all n and its generating function is h∗(, ′) =
1
2K (− ′)2 − 12K cos 2. This remark suggested to author by Mather and Neishtadt.
However, for a general convex h(I) and an analytic perturbation such an exact form of
 is problematic. For a general convex h(I) satisfying (4.3) we shall need to modify
the form (5.1) and follow the same strategy as for h(I) = ∑dj=0 I 2j . To extend the proof
to treat analytic perturbations we approximate the above C∞-perturbation εf (, I0, t)
with an analytic one εf ′(, I0, t). Persistence of A guarantee it survives and dynamics
of deformed A′ is close to the one on A (see Section 10). In particular, it means
that a twist map ′, the Poincare map of A′, has no invariant curves. The simpliﬁed
key result at the next step is:
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Step 3: If a C1 twist map is C1-close to the twist map (5.1), then there exist
ballistic trajectories n(0, I 0) = (n, In), i.e. such that c1n < In < c1n+ c2 for some
c1, c2 > 0 and all n ∈ Z. To construct those ballistic and “random walk” orbits we
also apply Mather’s variational approach [Ma3]. 2 More exactly, we use his method
of changing Lagrangians. This approach analyzes a family barrier function which is
associated with the corresponding twist maps. We also use this as an opportunity to
describe this powerful approach, since it is not available in the literature.
5.1. Construction of a normally hyperbolic invariant three-dimensional cylinder in the
(2d + 3)-dimensional phase space
The idea of the construction is as follows. Choose a large positive integer K ≈
ded > d
ε
and a rational direction  = (1, . . . , d) ∈ Qd ⊂ Rd such that K ∈ Zd
and, therefore,
S = {t (mod 1) ∈ Td : 0 tK}
is a closed curve in Td . Choose also  so that S is reasonably equidistributed in Td .
Consider dynamics projected onto coordinates: (1, . . . , d , I1, . . . , Id , t).
For the initial values (1, . . . , d) = 0, (I1, . . . , Id) =  the unperturbed Hamiltonian
h(I) has a periodic orbit S × {} ⊂ Td × Rd . We design a perturbation εf (, I0, t)
so that the perturbed Hamiltonian H has the same property. Namely, it has the family
of trajectories {(, I )(t)}t∈R with the property: independently of values of (0, I0) we
have
if (I1(0), . . . , Id(0)) =  and (1(0), . . . , d(0)) = 0, then
(I1(t), . . . , Id(t)) =  and (1(t), . . . , d(t)) ∈ S for all time.
(5.2)
As the result, we obtain that dynamics of the ﬁrst symplectic pair {(0, I0)(t)} under the
above condition is described by a time-periodic system of large period K = |S|/|| >
d
ε
. Moreover, the system is ε-close to integrable (see Eq. (5.5)). However, the large
period allows the Poincare map for the period being far from integrable.
The standard remark is the time-K-self-map of the cylinder (0, I0) ∈ A0, denoted by
 : A0 → A0, is an exact symplectic map. Here construction of a required perturbation:
Lemma 5.1. Let d be a large positive integer. There are positive C and  independent of
d such that one can ﬁnd  = (1, . . . , d) ∈ Qd ∩Bd10 ⊂ Rd and 1 |j |2, 1jd
with the property: S ⊂ Td is a closed curve of length Cd3/2 exp(d) < L < 2Cd3/2
exp(d) so that its -neighborhood is non-self-intersecting. Moreover, scaling  allows
to choose it in a ball around the origin of any radius.
2 First fundamental step of constructing diffusing orbits using variational method with constrains was
done in [Ma1].
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Proof. Let e1, . . . , ed be the corresponding basis of coordinates (1, . . . , d). For any
pair of rational vectors v and u denote Lu,v (resp. T 2u,v) the plane span by them in Rd
(resp. its natural embedding in Td ). Note that T 2u,v is diffeomorphic to the 2-torus. We
shall choose a rational  according to the following inductive algorithm.
Let the ﬁrst two components 1 and 2 be rational and such that the closed line
directed along (1, 2) is 2-dense, but not -dense in T 2e1,e2 . It is easy to ﬁnd such
(1, 2). Denote 2 = (1, 2) and the corresponding vector u2. By the construction
length of this line is between (2)−1 and −1.
Let 3 be rational such that the line directed along u2 + 3 e3 is 2-dense, but not
-dense in T 2u2,e3 . Denote 3 = (1, 2, 3) and the corresponding vector u3. By the
construction length of this line is between (2)−2 and −2 and so on.
After d − 1 steps we get such a d that the line directed along ud−1 + d ed is
2-dense, but not -dense in T 2ud−1,ed . Denote  = (1, . . . , d) and the corresponding
vector ud . By the construction length of this line, which we denote S, is between
(2)1−d and 1−d and its -neighborhood is non-self-intersecting in Td . Following the
same procedure one could choose S of required length. This completes the proof. 
We ﬁx  and the corresponding periodic orbit S ⊂ Td satisfying non-self-inter-
section property of the above lemma. Now we construct a C∞ time 1-periodic per-
turbation εf (, I0, t) such that the invariance property (5.2) holds true. Construction
consists of two stages in the case of C∞ perturbations and of three stages in the case
of real analytic perturbations.
Change the basis on Td so that the ﬁrst coordinate vector becomes collinear .
Choose the other components of the basis in an arbitrary way. Denote new coordinates
on Td by (˙1 , . . . , d ). In the new coordinates S is given by (

2 , . . . , 

d ) = 0 and
motion is given by ˙1 = ||.
Step 1: Keeping dynamics along S invariant. Consider a C∞-smooth 1-periodic
function of the form
f (0, 1, . . . , d , I0, t)= f (0, 1 , . . . , d , I0, t)
= f1(0, I0, 1 , t) f2(2 , . . . , d , t) (5.3)
with the following properties: Fix a small number , e.g.  = 10−1. Suppose for all
time 0 ∈ T, I0 ∈ R, 1 ∈ S, t ∈ T we have that f1(0, I0, 1 , t) is strictly positive
for t ∈ [4, 1− 4] ∪ [0, ] ∪ [1− , 1] and (f1(0, I0, 1 , t)− 1) is strictly positive for
t ∈ [0, 0.5] ∪ [1 − 0.5, 1]. Also suppose that the following conditions hold:
f1(0, I0, 

1 , t) ≡ 0, t (mod 1) ∈ [, 4] ∪ [1 − 4, 1 − ],
1 f1(0, I0, 

1 , t) ≡ 0, t (mod 1) ∈ [0, ] ∪ [1 − , 1],
f2(0, t) ≡ 0, t (mod 1) ∈ [3, 1 − 3],
f2(0, t) ≡ 1, t (mod 1) ∈ [0, 2] ∪ [1 − 2, 1].
(5.4)
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Moreover, for each I0 the function f (01 , . . . , 

d , I0, t) has a non-degenerate local
maximum at any point of the form (||1 − t, . . . , d ) = 0. At this local maxima
consider the Hessian matrix 2i j f2(0, t). Since maxima is non-degenerate, all eigen-
values of the Hessian are strictly negative. Denote by t the maximal eigenvalue and
∗ = max0 t1 t < 0.
The Hamiltonian equations have the form⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
˙0 = I0h(I) + εI0f1(0, I0, 1 , t) f2(2 , . . . , d , t),
˙j = Ij h(I ), 1jd,
I˙0 = −ε0f1(0, I0, 1 , t) f2(2 , . . . , d , t),
I˙1 = −ε1 f1(0, I0, 

1 , t) f2(

2 , . . . , 

d , t),
I˙j = −εf1(0, I0, 1 , t) j f2(

2 , . . . , 

d , t), 2jd.
(5.5)
Check that by the construction for all time the right-hand side of last d equations is
identically zero. Start with the last (d −1) equations. For all t (mod 1) /∈ [2, 3]∪ [1−
3, 1−2] the function f2 is a constant and all its spacial partial derivatives vanish. In
the remaining part of the time interval f1 vanishes. Now check the equation for I˙1 .
Either 1 f1(·, I0, t) or f2(·, t) vanish on the whole period in t by the choice above.
Choose speed of motion on S so that period is integer and, therefore, on the
natural lift S˜ ⊂ Td × T motion is periodic. Now we make sure that the cylinder A
is normally hyperbolic. Recall A = A0 × S′′ ⊂ T×R×Td ×T×Rd is an invariant
three-dimensional cylinder. We would like to prove it is normally hyperbolic. It sufﬁces
to prove the following fact. Fix any point on (0, I0) × {0,} ∈ A0 × T as an initial
value and consider that the projected time-K-map Poincare map
F(0,I0) : (

2 , . . . , 

d , I

2 , . . . , I

d )(0)
→ (2 , . . . , d , I2 , . . . , Id )(K) (5.6)
of the ﬂow (5.5) in a neighborhood of S. Namely, we integrate properties of the ﬂow
(5.5) when initial conditions are close to A0. The standard fact about Poincare return
maps of a Hamiltonian system says that eigenvalues of the linearization of F(0,I0)
of a symplectic map come in pairs: 	j , 	−1j . It follows from existence of invariant
non-degenerate 2-form
∑
dj ∧ dIj . Therefore, to prove that F(0,I0) is hyperbolic,
it is enough to present (d − 1) eigenvalues whose absolute value are different from 1
and estimate how much different.
By the construction for t (mod 1) ∈ [, 1− ] the perturbation vanishes and dynamics
is integrable. Outside of this time interval, f has a controllably non-degenerate maxi-
mum. More exactly, in a neighborhood of (||1 − t, . . . , d ) = 0 the maximum value
occurs on this set and the Hessian in transversal directions in strictly negative. It is
coherent with conditions (5.4). Since maxima eigenvalues of the Hessian 2ij f2 are
strictly negative, I˙j ε
∗‖(2 , . . . , d )‖ for |t − n| < 0.5. This shows that absolute
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values of eigenvalues of the linearization of F(0,I0) if exceed 1 are bounded from
below by exp(ε∗K). Choose K = Cd exp(d)Cd/ε with large enough C. Then we
get exp(C∗d)(K + 1)2.
5.2. Construction of a desired twist map on the cylinder A with ballistic trajectories
Before we state an appropriate suspension lemma we need to modify the form of map
(5.1) we would like to construct. We start by construction in the case h(I) = ∑dj=0 I 2j .
Later we extend it to the case of general convex h satisfying (4.3).
Consider a sequence of standard EAPT maps:
j : (0, I0) → (′0, I ′0)
=
(
0 + I ′0, I0 +
2
K
sin 2
{
0 − j (j − 1)2K
})
, (5.7)
where 1jK . Note that each of these maps is an EAPT map. Denote
˜ = K ◦ K−1 ◦ · · · ◦ 1. (5.8)
Since this is a composition of analytic EAPT maps, ˜ is an analytic EAPT map too.
Note that
j
(
1
4
+ j (j − 1)
K
,
2(j − 1)
K
)
=
(
1
4
+ (j + 1)j
K
,
2j
K
)
for each j = 1, . . . , K . Therefore, ˜
(
1
4
, 0
)
=
(
1
4
, 2
)
and
˜
m
(
1
4
, 0
)
=
(
1
4
, 2m
)
for each m ∈ Z.
Denote Cd -norm of a function f by ‖f ‖Cd , i.e. supremum of f and all its partial
derivatives of order up to d in the corresponding periodic variables.
Proposition 5.2. Assume h(I) = ∑dj=0 I 2j . With the notations above there are C∞
smooth functions f1(0, I0, 1 , t) and f2(2 , . . . , d , t) satisfying conditions (5.3)–
(5.4) such that the corresponding Poincare return map ˜(0, I0) has the form (5.8).
The perturbation εf (0, 1, . . . , d , I0, t) of h(I) in (4.1), given by (5.3) via the product
of functions f1 and f2. Moreover, with respect to the original coordinate system for
any ﬁxed I0 we have
8D8d(2)−d exp(−d)(I0 + 1)2C˜2(2)−d exp(−d)(I 20 + C˜),
8D4d−4d exp(−d)(I0 + 1)2C˜−2d(I 20 + C˜), 2d−dC˜−d
(5.9)
where D = 2.
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Corollary 5.3. With the notations above and notions introduced in Section 10 the three-
dimensional cylinder A ⊂ Td+1 ×Rd+1 ×T is 1-normally hyperbolic with respect to
Hamiltonian ﬂow of H.
Proof of the Corollary. Consider the Poincare time-K-map of Eq. (5.5) in a neigh-
borhood of the invariant cylinder A0. Since  has the form (5.1), maximal expansion
of  restricted on the cylinder is (K + 1). While minimal expansion along transversal
directions is exp(C∗d)(K + 1)2. By the remark above each expanding direction
has a conjugate contracting direction so that exponents of corresponding expansion and
contraction are inverse to one another. 
Proof of the Proposition. Note that the conditions (5.4) by the construction imply
(5.2) and, therefore, (2 , . . . , d ) = 0 holds for all time. Also when I˙0 is non-zero,
then f2 ≡ 1. Therefore, we need only determine the function f1 from Eq. (5.5) or,
equivalently, its Hamiltonian {H(·, t)}t∈T near A. We shall use the standard suspension
method based on generating functions (see e.g. [Arn,Go]). It sufﬁces to determine time-
s-map s(0, I0) for each 0sK . Each time-s-map, restricted to A0, is a symplectic
map of the cylinder A0 and can be given by a generating function. More exactly, given
a function h(˜0, ˜
′
0) of two variables ˜0, ˜
′
0 ∈ R one can deﬁne an exact symplectic
map of the cylinder A = T × R using Eq. (6.2). So we shall deﬁne a C∞ smooth 1-
parameter family of generating functions {hs(˜0, ˜′0)}0 sK so that for each 0sK
it deﬁnes time-s-map s(0, I0).
First we construct each map from set (5.7) whose composition is (5.8). Each of them
will be chosen from a particular family of generating functions {hs(˜0, ˜′0, )}0<1.
This family is deﬁned as follows. Pick a value  ∈ [0, 1) and deﬁne a C∞-smooth
function  : [0, 1] → R+ as follows (1) = 2/K and ′(s) = 0 for all t (mod 1) ∈
[0, 1 − 0.5], where K is the same as in (5.7). Then we have the family
hs(˜0, ˜
′
0, ) =
1
2s
(˜0 − ˜′0)2 −
(s)
2s
cos 2(˜0 − ). (5.10)
Direct calculation shows that the corresponding family of C∞ EAPT maps {s}s is{
˜
′
0 = ˜0 + sI0 + (s) sin 2(˜0 − ),
I ′0 = I0 + (s)s sin 2(˜0 − ).
(5.11)
To extract from (5.11) the Hamiltonian {H ′(0, I0, s, t)}0 sK, 1 = s or, equiv-
alently, of εf1(0, I0, s, t), we use the standard fact from symplectic geometry (see
e.g. [Mc-S, Proposition 9.18]; [Go, Theorem 58.9]). First of all note that for every
0s1 map (5.11) generates a Hamiltonian isotopy {s}1s=0. This family generates
the time-periodic Hamiltonian function H ′(0, I0, s) as follows.
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According to the standard formula in symplectic geometry the corresponding Hamil-
tonian can be expressed as follows. Denote by As(0, I0) action along the trajectory
starting at (0, I0) of length s in time, 3 by {Xs}1s=0 the vector ﬁeld generated by the
isotopy {s}1s=0, and iXs the interior derivative of a one form  along Xs . Then
H ′(0, I0, s) = iXs (I0d0) −
(
(s)−1
)∗ d
ds
(As) . (5.12)
We need to compute this expression in order to see what class of perturbations
εf (, I0, t) in (4.1) realizes a Poincare return map of the required form.
Calculation of the action functional As(0, I0): Denote the lift As : T × T →
R, As(0, I0) to As : R × R → R, As(˜0, I0) by the same As for brevity. By con-
struction the isotopy {s}s gives the family of the generating functions {hs}s given by
(5.10). 4 By one of deﬁnitions hs(˜0, ˜′0, ) is the minimal action to get from ˜0 to ˜
′
0
in time s. The form of the EAPT map (5.11) gives that the initial condition (˜0, I0)
mapped into (˜′0, I ′0) for some I ′0 has to be
˜
′
0 − ˜0 = sI0 + (s) sin 2(˜0 − ).
Therefore,
hs(˜0, ˜
′
0, )=As(˜0, I0)
=
(
sI0 + (s) sin 2(˜0 − )
)2
2s
− (s)
2s
cos 2(˜0 − ),
where ˜
′
0 is -coordinate of the position of the trajectory starting at (˜0, I0) at time s.
Calculation of the vector ﬁeld Xs(˜0, I0): It is an exercise to show that
Xs(˜0, I0) = d
s
ds
(
(s)−1(˜0, I0)
)
.
Inversion of (5.11) gives that (s)−1
{
˜
′
0 = ˜0 − sI0,
I ′0 = I0 − (s)s sin 2(˜0 − − sI0).
(5.13)
3 We shall relate it to the generating function hs below.
4 An isotopy is a smooth 1-parameter family of diffeomorphisms.
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Differentiation of (5.11) gives
ds
ds
(˜0, I0) =
(
I0 + ′(s) sin 2(˜0 − ),
(
(s)
s
)′
sin 2(˜0 − )
)
.
Substitute
Xs(˜0, I0) =
⎛⎝ I0 + (′(s) − (s)/s) sin 2(˜0 − − sI0)((s)
s
)′
sin 2(˜0 − − sI0)
⎞⎠ .
It implies
iXs (I0d ˜0) = I0(I0 + (′(s) − (s)/s) sin 2(˜0 − − sI0)).
Calculate differential of As(˜0, I0) given above
d
ds
As(˜0, I0)=
(
I 20
2
+ ′(s)I0 sin 2(˜0 − )
+(s)
′(s)
2s
sin2 2(˜0 − ) +
(
(s)
2s
)′
cos 2(˜0 − )
)
ds
+ (sI0 + (s) sin 2(˜0 − )) dI0 +
(
2(s)I0 cos 2(˜0 − )+
2(s)
2s
sin 4(˜0 − ) + (s)
s
sin 2(˜0 − )
)
d˜0, (5.14)
where differentials are given by d ˜0 = (I0 + ′(s) sin 2(˜0 − )) ds and dI0 =
((s)/s)′ sin 2(˜0 − ) ds. Applying ((s)−1)∗ to (5.14) and substituting dI0 and
d˜0 and applying (s)−1 we get
H ′(0, I0, s)= I
2
0
2
− 2(s)I 20 cos 2(0 − − sI0) +
I0g1(s, 0 − − sI0) + g2(s, 0 − − sI0), (5.15)
As straightforward calculation shows g1 and g2 are uniformly bounded by (2+ 2)/K
and 4/K respectively. It implies that 2I 20 +(2+2)I0+4 < 4(I0+1)2, where g1 and
g2 are 1-periodic in both variables. By the construction the time-1-map corresponding
to H ∗ has the form (5.13). It is the same as (5.7) with  = j (j − 1)
K
. To include
the constructed time-1-maps into the time-K-map we recall that the Hamiltonian H
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depends on 1 = s which has period K. So we introduce the function  : [0,K] → R
as follows:
(j + )= j (j − 1)
2K
for each integer j with 1jK
and ′(s) = 0 if s (mod 1) /∈ [0.5 − , 0.5 + ]. (5.16)
Now we get the following Hamiltonian:
H(0, I0, s, t)= I
2
0
2
− 2(s)I 20 cos 2(0 − (s) − tI0) +
I0g1(s, 0 − (s) − tI0) + g2(s, 0 − (s) − tI0), (5.17)
where g1 and g2 as above. This implies 1-periodicity in 0 and K-periodicity in s = 1 .
To see 1-periodicity in t choose time parametrization by s of 1 . Then when  is ﬁxed
we have g1, g2 are period 1 in the ﬁrst variable s, while the second is ﬁxed.
In order to estimate Cd -norm of the corresponding perturbations εf it sufﬁces to
bound Cd norm of εf1 with respect to the original coordinate system (0, 1, . . . , d).
In this coordinate system f1 is periodic in 1 of period K. Note that f1 can be expressed
in terms of the functions  and . It is chosen so that it has period K and its Cd -norm
is bounded by ∼ −d , because it makes “jumps” of order 2/K over intervals of size
∼ . Similar estimate holds for , which makes “jumps” of order of 1 over intervals
of size ∼ . As one can see from expression (5.14) derivatives of other components
of H are bounded say by (2)d . Note also that Cd -norm of f2 can be bounded by
∼ −d because by Lemma 5.1 we have that Td−1 has to contain a non-self-intersecting
-ball and f2 is of order 1. Combining these remarks we complete the proof of the
proposition. 
Now we need to take care of the general case. Suppose h(I) is strictly convex.
Let h0(I0) = h(I,), where  ∈ Rd−1 satisﬁes hypothesis of Lemma 5.1 and h—
hypothesis (4.3). First we build the analog of standard EAPT maps (5.7) and (5.8).
Deﬁne a sequence of numbers: let j be integer 1jK
(j, 2m) = (0, 2m) +
j−1∑
s=0
h′0
(
2m + 2s
K
)+ 2j
K
(mod 1),
(K, 2m) = (0, 2m + 2) for each m ∈ Z & (0, 0) = 0.
(5.18)
Deﬁne collection of C∞ function {(j, I )}0 jK on R.
Deﬁne an analog of sequence of EAPT maps (5.7) as follows:
hj : (0, I0) → (′0, I ′0)
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=
(
0 + h′0(I0) +
2
K
sin 2
{
0 − 
(
j, I0 − 2(j − 1)
K
)}
,
I0 + 2
K
sin 2
{
0 − 
(
j, I0 − 2(j − 1)
K
)})
. (5.19)
By analogy with (5.16) extend these functions to one function deﬁned on [0,K] × R
so that s(s, I0) = 0 if s (mod 1) /∈ [0.5 − , 0.5 + ]. By analogy with (5.8) denote
˜
h = hK ◦ hK−1 ◦ · · · ◦ h1 . (5.20)
Note that by the construction
hj
(
1
4
+ (j − 1, 2m), 2m + 2(j − 1)
K
)
=
(
1
4
+ (j, 2m), 2m + 2j
K
)
for each j = 1, . . . , K . Therefore, ˜h
(
1
4
, 0
)
=
(
1
4
, 2
)
and
(
˜
h
)m (1
4
, 0
)
=
(
1
4
, 2m
)
for each m ∈ Z. (5.21)
This implies linear growth of I0 in time.
We shall not reproduce all the calculations from the proof of Proposition 5.2, we
just indicate the changes one has to make to treat the general convex h0(I0).
Denote
l0(v) = sup
I0
{vI0 − h0(I0)} (5.22)
the Legendre transform of h0(I0). Deﬁne instead of (5.10)
hs(˜0, ˜
′
0, ) = l0
(
˜
′
0 − ˜0
s
)
− (s)
2s
cos 2(˜0 − ). (5.23)
It deﬁnes a substitute family {s}0 s1 for (5.11)⎧⎨⎩ ˜
′
0 = ˜0 + sh′0(I0) + (s) sin 2(˜0 − ),
I ′0 = I0 +
(s)
s
sin 2(˜0 − ).
(5.24)
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Since ˜′0 − ˜0 = sh′0(I0)+ (s) sin 2(˜0 − ), to get from ˜0 to ˜
′
0 in time s we need
I0 satisfy the above equality. Therefore, action has the form
hs(˜0, ˜
′
0, )=As(˜0, I0)
= s l
(
h′0(I0) +
(s)
s
sin 2(˜0 − )
)
− (s)
2s
cos 2(˜0 − ).
It is problematic to write explicitly an analog of (5.13), namely, inversion of s . So
we semi-explicitly invert it, which sufﬁces for our purposes. By Taylor-type formula
h′0
(
I ′0 −
(s)
s
sin 2(˜0 − )
)
= h′0(I ′0) − h′′0(I ∗0 )
(s)
s
sin 2(˜0 − ),
where I ∗0 ∈ [I ′0 − (s)/s, I ′0 + (s)/s]. Recall that suph′′0(I ∗0 )D. Therefore, we have
˜0 = ˜′0 − sh′0(I ′0) − cs(, ˜
′
0, I
′
0),
where cs(, ˜
′
0, I
′
0) is an analytic 1-periodic in ˜
′
0 function uniformly. By deﬁnition of
(s) before (5.10) it is bounded by D
K
. Thus, for (s)−1 we have
⎧⎨⎩ ˜0 = ˜
′
0 − sh′0(I ′0) − cs(, ˜
′
0, I
′
0),
I0 = I ′0 −
(s)
s
sin 2(˜0 − ).
Calculate
ds
ds
(˜0, I0) =(
h′0(I0) + (s) sin 2(˜0 − ),
(
(s)
s
)′
sin 2(˜0 − )
)
.
Apply ((s)−1)∗ and get
Xs(˜0, I0)= ((s)−1)∗ d
s
ds
(˜0, I0)
=
(
h′0
(
I0 − (s)
s
sin 2
{
˜0 − − sh′0(I0) − cs(, ˜0, I0)
})
+
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′(s) sin 2
{
˜0 − − sh′0(I0) − cs(, ˜0, I0)
}
,(
(s)
s
)′
sin 2
{
˜0 − − sh′0(I0) − cs(, ˜0, I0)
})
Therefore,
iXs (I0d˜0)
= I0
(
h′0
(
I0 − (s)
s
sin 2
{
˜0 − − sh′0(I0) − cs(, ˜0, I0)
})
+
′(s) sin 2
{
˜0 − − sh′0(I0) − cs(, ˜0, I0)
})
.
Now we calculate the second term in (5.12)
d
ds
As(˜0, I0)=
[
l
(
h′0(I0) +
(s)
s
sin 2(˜0 − )
)
+sl′
(
h′0(I0) + ′(s) sin 2(˜0 − )
)((s)
2s
)′
sin 2(˜0 − ) −(
(s)
2s
)′
cos 2(˜0 − )
]
ds +
sl′
(
h′0(I0) +
(s)
s
sin 2(˜0 − )
)
h′′0(I ∗0 ) dI0 +(
2l′
(
h′0(I0) +
sin 2(˜0 − )
s
)
cos 2(˜0 − ) +
(s)
s
sin 2(˜0 − )
)
(s) d˜0,
where differentials are given by d ˜0 = (h′0(I0) + ′(s) sin 2(˜0 − )) ds and dI0 =
((s)/s)′ sin 2(˜0 − ) ds. Apply expressions for ((s)−1)∗, Taylor type formula for
h′0(I0), l(v), l′(v), and bounds on
D−1 < h′′0(I0) < D ⇒ D−1 < l′′(v) < D (5.25)
to formula (5.12). Substituting expressions for dI0 and d˜0 we get
H ′(0, I0, s, )= h0(I0) − 2(s)I0h′0(I0) cos 2(0 − − sI0) +
g(I0, s, 0 − − sh′0(I0) − cs(, ˜0, I0)), (5.26)
J. Bourgain, V. Kaloshin / Journal of Functional Analysis 229 (2005) 1–61 35
where g is 1-periodic in the second and third variable and |g(I0,, s)| < 4D(|I0|+1).
Notice that I0h′(I0) < 2D(|I0| + 1)2 for all I0 ∈ R. Periodicity of cs(, ˜0, I0) in ˜0
of period 1 implies that g is 1-periodic both in ˜0 and s. By the construction the
time-1-map corresponding to H ∗ has the form (5.24). It is the same as (5.19) with
(s, I0)’s deﬁned in (5.18). To include the time-1-maps we have constructed into the
time-K-map recall that the Hamiltonian H we use dependence on 1 = s which has
period K. So we introduce the function  : [0,K] → R as in (5.18). This way we get
a Hamiltonian of the form
H(0, I0, s, t)= h0(I0)
−2(s)I0h′0(I0) cos 2(0 − (s, I0) − tI0) +
g(I0, s, 0 − (s) − tI0 − cs((s, I0), ˜0, I0)), (5.27)
where g is as above. This implies 1-periodicity in 0 and K-periodicity in s = 1 . To
see 1-periodicity in t choose time parametrization by s of 1 . Then when  is ﬁxed
we have g is period 1 in the variable s.
In order to estimate Cd -norm of the corresponding perturbations f it sufﬁces to bound
Cd norm of f1 with respect to the original coordinate system (0, 1, . . . , d). Here
we proceed in the same way as in the end of proof of Proposition 5.2. This proves the
following:
Proposition 5.4. With the notations of Proposition 5.2 assume that  ∈ Rd−1 satisﬁes
conditions of Lemma 5.1, denote h0(I0) = h(I0,), and assume
D−1 < h′′0(I0) < D f or some D > 0 and all I0 ∈ R, (5.28)
then there is a C∞-perturbation εf (, I0, t) satisfying (5.9) such that the corresponding
Poincare map ˜h has the form (5.20).
Remark. Notice that D in (5.28) and in (4.3) can be choosen the same.
This completes the proof of Theorem 4.1 for C∞-perturbations.
6. Linear diffusion for curveless twist maps
In this and three subsequent sections we prove a generalization of the statement we
made in the beginning of the previous section about existence ballistic trajectories for
curveless twist maps. First deﬁne the object of investigation of Aubry–Mather theory
(see [Ba,M-F] for an exposition). This theory studies EAPT maps. These maps also
naturally arise as Poincare return maps of Hamiltonian systems with two degrees of
freedom. Let A = T×R be an annulus,  ∈ T, I ∈ R, and 1(, I ) =  be the natural
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projection onto the ﬁrst component, r1. A Cr -smooth EAPT map  : A → A is a
Cr -smooth map with the following properties:
• (area-preservation) it preserves a smooth non-degenerate area 2-form;
• (twist) let la be the image of a vertical line a × R ⊂ A under , then  : la →
(la) ⊂ T is a local diffeomorphism for every a ∈ T;
• (exact or no “vertical drift”) for any non-contractible curve  on A area above 
below () and area above () below  is the same.
It is easy to see that the last condition is independent of . An EAPT map can also
be deﬁned on an open set U ⊂ A. In this case one usually extends  to the whole
annulus so that  is Cr in A.
By a result due to Moser [Mo] any EAPT map  of the annulus can be represented
by a time-periodic Hamiltonian system on H : T ∗T × T  T × R × T → R satisfying
convexity condition: HI0I0(0, I0, t) > 0, i.e.  coincides with the time-1-map of the
Hamiltonian ﬂow associated to H. Thus, exact area-preserving twist maps are simply
discretization of certain time-periodic Hamiltonian systems.
Theorem 6.1. Let  : A → A be a C1 EAPT map of the annulus, (, I ) ∈ T×R = A.
Suppose  is C1-close to the EAPT ∗, given by (5.20). Then there are positive c1
and c2 and trajectories {n(0, I 0) = (n, In)}n∈Z such that
c1n < I
n < c1n + c2 f or all n ∈ Z. (6.1)
The proof of this result utilizes Mather variational method of changing Lagrangians.
This method is based on an analysis of the so-called barrier functions and is developed
in [Ma3] (see also [Ma4] for the most recent treatment). To expose this method we
need to introduce basic notions of Aubry–Mather theory, Mather’s and Peierls’s barrier
functions and then describe the method. Our main contribution is linear estimates of
diffusion time, which require detailed analysis of the method.
To prove existence of diffusing trajectories Xia [Xia] proposes slightly different
variational approach also based on his way of deﬁning barrier functions.
To ﬁt the standard notations of Aubry–Mather theory in what follows for any n ∈ Z
we denote (n, In) a point on the ﬁrst action-angle cylinder A not in nth one.
6.1. Aubry–Mather theory
Each C1 smooth EAPT map can be described by a so-called generating function
h : R2 → R2 in the following way: Let ˜ : R2 → R2 be a lift of , given by ˜(˜ +
1, ˜
′
) = ˜(˜, ˜′) + (1, 0). Then ˜(˜0, I0) = (˜1, I1) can be implicitly deﬁned by the
following equations:
{
I0 = −1h(˜0, ˜1),
I1 = 2h(˜0, ˜1). (6.2)
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Here i , i = 1, 2 is the partial derivative with respect to the ith component, h ∈ C2,
h(˜0 + 1, ˜1 + 1) = h(˜0, ˜1), and 21h −  < 0 for some  > 0. In our case it is
important that EAPT maps ˜hj and h deﬁned in (5.19)–(5.20) by assumption (5.28)
have  uniformly bounded from below. In turn (5.28) follows from (4.3).
The value of h(˜, ˜
′
) equals minimal action to get from ˜ to ˜
′
in time 1, where
action arises from time-periodic Lagrangian system associated to  by Moser’s theorem
[Mo].
Aubry–Mather theory studies the orbit structure of EAPT maps by projecting orbits
into their ﬁrst components, which form conﬁguration space. Consider the space of
conﬁgurations RZ = {|  : Z → R}—bi-inﬁnite sequences of real numbers with
product topology. Given a function h : R2 → R, extend h to arbitrary ﬁnite segments
(˜j , . . . , ˜k), j < k, of conﬁgurations  ∈ RZ by
h(˜j , . . . , ˜k) =
k−1∑
i=j
h(˜i , ˜i+1).
Say that segment is minimal or action-minimizing with respect to h if
h(˜j , . . . , ˜k)h(˜
∗
j , . . . , ˜
∗
k)
for all (˜
∗
j , . . . , ˜
∗
k) with ˜j = ˜
∗
j and ˜k = ˜
∗
k.
A conﬁguration ˜ ∈ RZ is called minimal or action-minimizing with respect to h if
every ﬁnite segment of ˜ is minimal or action-minimizing with respect to h. The set
of all action-minimizing trajectories is denoted by ˜ = ˜(h) ⊂ RZ.
A conﬁguration ˜ ∈ RZ is called stationary if
2h(˜k−1, ˜k) + 1h(˜k, ˜k+1) = 0 for all k ∈ Z (6.3)
This equation is an analog of the Euler–Lagrange equation in this case. Indeed, this
equation says that the sum
∑
k h(˜k, ˜k+1) is extremized with respect to each ˜k ,
because formal derivative of the sum with respect to each ˜k is zero. In particular,
each minimal conﬁguration is stationary. The set of all stationary trajectories will be
denoted by S˜t = S˜t(h) ⊂ RZ. We have ˜ ⊂ S˜t .
Lemma 6.2. Suppose h is a C2 smooth function. Then there is one-to-one correspon-
dence between stationary conﬁgurations and orbits of an EAPT  : A → A, given by
the following relation: let 0 ˜0 = 0 < 1, then
{˜k}k∈Z, −→ k(0, I0) = (˜k mod 1, 2h(˜k−1, ˜k)),
{k(0, I0)}k∈Z −→ ˜k(0, I0) = (˜k, Ik), {˜k}k∈Z.
(6.4)
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Proof is by direct calculation using (6.3).
Aubry graph of a conﬁguration  = {˜n}n∈Z is a graph of piecewise linear function
A() equal to ˜n at each integer n and linearly interpolated in between. A conﬁguration
 ∈ RZ has rotation number () if the following limit exists () = limn→±∞ ˜n/n.
Similarly one-sided conﬁguration  ∈ RZ+ has rotation number if limn→+∞ ˜n/n
exists. Action-minimizing conﬁgurations have the following properties.
Aubry–Mather Theorem. Every minimal conﬁguration  ∈ ˜ has rotation number,
i.e. (), exists and for every rotation number  ∈ R there is a minimal conﬁguration
 ∈ ˜ with () = .
The union of the set of minimal conﬁgurations with the rotation number , denoted
by ˜, is called an Aubry–Mather set in the space of stationary conﬁgurations S˜t .
To trace Aubry–Mather set on the cylinder A we deﬁne the projection ∗ : S˜t → A
by ∗() = (0, I0) and (0, I0) is as deﬁned in (6.4). Then  = ∗(˜) ⊂ A is
Aubry–Mather set on the cylinder.
Similar to the above, one can have one-sided minimizers. Fix a ∈ R. A conﬁguration
±a = {˜
a
n}n∈Z± is called one-sided minimizer starting at a if it is minimal for any
0j < k (resp. j < k0) and ˜a0 = a. Aubry–Mather Theorem can be extended to
one-sided minimizers.
Generalized Aubry Crossing Lemma (GAC Lemma). For each a = b ∈ R and
rotation number  there are one-sided minimizers ±a and ±b of rotation number
 passing through a and b, respectively, and their Aurby graphs do not intersect.
Moreover, each one-sided minimizer has rotation number and its limit set is contained
in the Aubry–Mather set of the corresponding rotation number.
Non-intersection property can be proven in the same way as Aubry Crossing Lemma
(see e.g. [M-F, Section 9]). We postpone the rest of the proof until the next section.
Describe structure of Aubry–Mather sets. It turns out they can be only of a few
topological types. Denote Rec() = {(, I ) ∈ A : (, I ) ∈ ∪n=0n(, I )} the set of
recurrent points of .
Structure Theorem (irrational case  /∈ Q). Aubry–Mather set  ⊂ A is
• either an invariant curve or
• if rec is the set of recurrent points in , then its projection 1(rec ) is a Denjoy–
Cantor set. Denjoy–Cantor set means that this is a Cantor set and dynamics of
, restricted to rec , |rec : rec → rec is conjugated to a circle homeomorphism
 : T → T by the projection 1 on the base, i.e.  ◦ 1 ≡ 1 ◦  on rec .
Generically rec = .
Remark 4. Any circle homeomorphism is recurrent on the set of its recurrent points.
Moreover, every recurrent trajectory is dense.
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To formulate the Structure Theorem in the case of rational rotation number  = p/q,
we introduce some sets. Let perp/q the set of action minimizing periodic points of period
q and rotation number p/q. Two periodic points − and + are adjacent elements of
perp/q if projections 1(−) and 1(+) have a segment in T free from projection of all
the other elements of 1(perp/q). For adjacent periodic points − and + in perp/q let
+p/q(
−, +) = { ∈ p/q :  is  (resp. )–asymptotic to − (resp. +)},
−p/q(
−, +) = { ∈ p/q :  is  (resp. )–asymptotic to + (resp. −)}. (6.5)
Let ±p/q be the union of 
±
p/q(
−, +) over all adjacent periodic joints − and +
in perp/q .
Structure theorem (rational case  = p/q ∈ Q). The Aubry–Mather set p/q is a
disjoint union of perp/q , +p/q , and −p/q . Moreover, perp/q is always non-empty and if
perp/q is not a curve, then 
−
p/q and 
+
p/q are non-empty too.
It turns out that position of Aubry–Mather sets on the cylinder has additional prop-
erties.
Graph Theorem. For each  ∈ R the Aubry–Mather set  ⊂ A is a Lipschitz graph
over the base T, i.e. −11 : 1 →  is Lipschitz with Lipschitz constant L = L()
depending only on minimal angle of twisting .
There is a different way of looking at Aubry–Mather theory by a special variational
principle found by Mather (see e.g. [M-F, Section 6]). The way it is introduced below
allows generalization to higher dimensional case [Ma2].
Denote by J1 the set of maps  : R → R which are increasing, i.e. if s t , then
(s)(t), and satisfy the periodicity condition (t + 1) = (t)+ 1. Let J denote J1
modulo the following identiﬁcations:  ∼  if there exists a ∈ R such that (t) =
(t + a) at all but at most countably many t.
For  ∈ R and  ∈ J1 we let
F() =
∫ a+1
a
h((t),(t + )) dt. (6.6)
It turns out that
Theorem 6.3 (see e.g. Mather–Forni [M-F]). There exists a minimizer  of F in J1
with the following properties:
• Let  : R → R, () → F(). Then  is a convex continuous function called
Mather’s -function. 5
5 () is minimal average action along trajectories with rotation number .
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• For all t ∈ T we have that the Euler–Lagrange equation holds:
2h((t − ± 0),(t ± 0)) + 1h((t ± 0),(t + ± 0)) = 0.
• Denote ±(t) = −1h((t −± 0),(t ± 0)) = 2h((t ± 0),(t +± 0)).
The set
 = {((t ± 0), ±(t)) : t ∈ T} ⊂ A
is the same Aubry–Mather set as above.
Remark 5. Let  ∈ ˜ be a minimal conﬁguration of rotation . Note that
() = 1
n
lim
n→∞
n−1∑
i=0
h(˜i , ˜i+1).
Indeed, for rational  it is obvious. Let  be irrational. By the Structure Theorem,
dynamics on  is conjugate to a circle homeomorphism  with irrational rota-
tion number . Every such homeomorphism has a unique invariant measure supported
on recurrent trajectories Rec() and every recurrent trajectory is dense in Rec().
Therefore, by Krylov–Bogolyubov construction average along every trajectory converges
to a “space average”. The latter one is unique by uniqueness of an invariant measure.
7. c-minimization and barriers
In this section we introduce Mather’s and Peierls’s barrier functions. These functions
are the key tool to prove the existence of diffusing trajectories.
Consider a closed one form  = c+df on T, where f is a C2 smooth function on R
of period 1 and c is a real number. By deﬁnition cohomology class of  is []T = c.
Denote by
h˜(˜0, ˜1) = h(˜0, ˜1) − (c(˜1 − ˜0) + f (˜1) − f (˜0)). (7.1)
It is easy to see that stationary conﬁgurations of h˜ and h are the same. Indeed, in any
ﬁnite sums of h˜’s and h’s
k−1∑
i=j
h˜(˜i , ˜i+1) =
⎛⎝k−1∑
i=j
h(˜i , ˜i+1)
⎞⎠− [c(˜k − ˜j ) + f (˜k) − f (˜j )]
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differs only at boundary terms. If end points are ﬁxed, stationarity with respect to h
implies stationarity with respect to h˜. What is important for our discussion is that
minimizers of h˜ and h might be different.
Deﬁnition 7.1. The function  : R → R given by
(c) = −min

{() − c} (7.2)
is called Mather’s -function. Call the map
L : R → {compact, convex, non-empty intervals in Rc}, (7.3)
deﬁned by letting L be the set of c ∈ Rc for which the above inequality becomes
equality, Fenchel–Legendre transform.
We keep the name Legendre transform for the classical transform which relates
Hamiltonians and Lagrangians.
Denote
h(˜0, ˜1) = h˜(˜0, ˜1) − (c).
After we subtract a constant all minimal and stationary conﬁgurations stay minimal and
stationary, respectively. Let
F() = inf

∫ a+1
a
h((t),(t + )) dt. (7.4)
Remark 6. By deﬁnition of minimizer  of F we get F() = ()− c+ (c).
Using minimality in the deﬁnition of -function one can prove that F()0 and
equals zero if and only if c ∈ L(). In [Ma2, Section 6] Mather proved it in a
more general case. This way we see that functional (7.4) of h attains its minimum on
Aubry–Mather set , provided c ∈ L(). By Structure Theorem we have that Aubry–
Mather set could be either a Denjoy–Cantor set, or an invariant curve, or a union of
periodic and heteroclinic orbits. This naturally implies that each of those invariant sets
carries an invariant probability measure 	, called -minimal (resp. c-minimal) measure.
For each c ∈ L() sometimes we redenote  by c.
It turns out that generically the graph of Fenchel–Legendre transform is a devil
staircase (see e.g. [Ba,Ma5]). At every irrational  we have L() is one point and for
every rational  = p/q we have L() is a non-empty interval [c−, c+] = [′(p/q −
0), ′(p/q + 0)] (see [Ma2, Section 6]).
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Introduce Mather’s barrier
B(a) = lim inf
n,n′→∞
inf
˜0=a
n−1∑
i=−n
h(˜i , ˜i+1). (7.5)
It turns out that this limit exists and under some additional condition is independent of
the function f deﬁning  (see lemmas below). Peierls gave a somewhat different deﬁ-
nition of a barrier function. We formulate a version of it below. The present deﬁnition
is a slight modiﬁcation of the following similar deﬁnition due to Mather [Ma2, Section
6, p. 1368], denoted by Bc() there 6
BM (a) = lim inf
n, n′→+∞
inf
˜0=a, ˜n=˜−n′ (mod 1)
n−1∑
i=−n′
h(˜i , ˜i+1). (7.6)
These deﬁnitions can be extended to convex Hamiltonian systems of arbitrary num-
ber of degrees of freedom. We shall prove that for EAPT maps these deﬁnitions are
equivalent under an additional condition on f. Recall that we treat now the convex case
of time-periodic Hamiltonian systems in 1 degrees of freedom what is usually called
1.5 degrees of freedom.
Before stating and proving properties of these barriers we need to introduce Peierls’s
barrier: For each rotation number  we deﬁne a real-valued function P so that it
is identically zero on 1(). Thus, it is enough to consider a ∈ T \ 1(). Since
1() is compact, the component of T\1() which contains a is a segment, whose
end points we denote a− and a+, 0a < 1. Since a± ∈ 1(), there are unique
minimal conﬁgurations a± = (. . . , ˜
a
i±, . . .) such that ˜0± = a± respectively. Choose
lifts a˜, a˜±, ˜i± to the universal cover R such that a˜− < a˜ < a˜+ < a˜−+1, ˜a0± = a˜± and
such that the lifted a± = (. . . , ˜
a
i±, . . .) are minimal conﬁgurations. Peierls’s barrier
is deﬁned as follows:
P(a) = min
{∑
i∈Z
(
h(˜
a
i , ˜
a
i+1) − h(˜
a
i−, ˜
a
i+1−)
)}
, (7.7)
where h is the generating function under consideration. The minimum is taken over
all a = (. . . , ˜ai , . . .) ∈ RZ such that ˜
a
i− ˜i ˜
a
i+ and ˜0 = a, 0 ˜0 < 1.
The condition ˜ai− ˜i ˜
a
i+ guarantees that the sum is absolutely convergent, since∑
i
(˜
a
i+1− − ˜
a
i−)1 in the case  is irrational. Note that if a− is replaced by a+, the
above formula for P(a) is still valid. Moreover, taking into account that minimum
6 To get exactly the deﬁnition in [Ma2] one permutes indices [−n′, n] = [−n′, 0] ∪ [0, n] to [0, n] ∪
[−n′, 0] below.
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is realized on the union of one-sided minimizers the condition ˜ai− ˜
a
i  ˜
a
i+ for all
i ∈ Z corresponds to non-intersection property in GAC Lemma.
In the rational case there are three different barrier functions: Pp/q± and Pp/q . Let
Pp/q± be deﬁned as above with  replaced by ±p/q . Arguments proving existence of
the limits in the p/q± case are similar. To deﬁne Pp/q replace  by perp/q and the
inﬁnite sum in (7.7) by the ﬁnite sum of q terms
Pp/q(a) = min
˜0=˜q−p=a
⎧⎨⎩
q−1∑
i=0
(
h(˜
a
i , ˜
a
i+1) − h(˜
a
i−, ˜
a
i+1−)
)⎫⎬⎭ (7.8)
with periodic boundary conditions. To distinguish p/q and p/q± introduce rotation
symbol ∗ is  if  /∈ Q and is either p/q−, or p/q, or p/q+ if  ∈ Q. Then
we have the family of barrier functions {P∗}∗ . The following fact follows from the
deﬁnition.
Corollary 7.2 (Mather criterion of invariant curves; see e.g. Mather and Forni [M-F]).
A C1-smooth EAPT map ˜ has an invariant curve  of irrational (resp. rational)
rotation number  (resp.  = p/q) if and only if P ≡ 0 (resp. min{Pp/q−, Pp/q+}
≡ 0).
Lemma 7.3. Suppose  = c + df and f is constant on 1(). Then for barriers B
and BM , deﬁned in (7.5) and (7.6) respectively, satisfy B ≡ BM .
Proof. We show that for a conﬁguration a realizing the minimum of B one can ﬁnd
arbitrary large n′ and n with ˜−n′ − ˜n (mod 1) being arbitrary small. This would imply
that at an arbitrary small cost we could change that conﬁguration and satisfy boundary
condition in (7.6).
Since the only constrain in (7.5) is at the origin, the minimum is attained on the union
of two one-sided minimizers. By GAC Lemma each of them has rotation number ±
and accumulates the corresponding Aubry–Mather set ± , respectively. By Remark 6
± =  with c ∈ L(). By GAC Lemma one-sided minimizers a+ = (˜
a
0, . . .) and
a− = (. . . , ˜
a
0) do not cross with minimizers of rotation number  and approach them.
If  = p/q is rational, both a± accumulate to the same boundary periodic point and,
therefore, get arbitrary close. If  is irrational, a± accumulate to , and dynamics
on  is recurrent. Again ˜
a
n and ˜
a
−n′ (mod 1) get arbitrary close. 
It is also useful for the arguments below to deﬁne one-sided barriers:
B+ (a) = f (a) + lim inf
n→+∞ inf˜0=a
n−1∑
i=0
h(˜i , ˜i+1),
B− (a) = −f (a) + lim inf
n→+∞ inf˜0=a
−1∑
i=−n
h(˜i , ˜i+1).
(7.9)
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Lemma 7.4. Suppose  = c+df, c ∈ L() for some , and f is constant on 1().
Then the limits (7.5) and (7.9) do exist and are achieved on the union one-sided
minimizers of rotation number , respectively. Moreover, the functions B±c (a)−B± (a)
are identically constant. In particular, the minima of B and B± are independent of
choice of a closed one form .
The functions Bc(a), B±c (a), B± (a), and B(a) are continuous in c and Lipschitz
continuous in a. Moreover, for each c each of these functions takes its minimum on
the projected Aubry–Mather set 1() as above.
Proof. We just proved that B ≡ BM . Thus, instead of discovering bicycle we reduce
the proof to the results of Mather [Ma2,Ma6]. In [Ma2, Propositions 7.1 and 7.2] Mather
proved that when  = ′(c) is irrational we have BMc = P and when  = ′(c) is
rational and  = p/q in the lowest terms we have BMc = Pp/q+ (resp. BMc = Pp/q−)
for c = max{c∗ : ′(c∗) = p/q} (resp. c = min{c∗ : ′(c∗) = p/q}).
Thus, Mather’s barrier BMc (a) equals Peierls’s barrier P(a) in all cases when
(c, (c)) is an extremal point of the epigraph of the -function. When (c, (c)) is
not an extremal point of the epigraph, then it lies on a ﬂat part of the graph of .
Let p/q be the slope of this ﬂat part, expressed in lowest terms. Then, as it is shown
in [Ma2, Proposition 7.2], BMc and Pp/q have the same zero set perp/q . However, they
might not be equal.
In [Ma6] (see also [M-F, Theorem 18.2]) proved the following moduli continuity of
barriers: Let p/q be rational in lowest terms, then
|P∗(a) − Pp/q(a)|C
(
1
q
+ |q− p|
)
,
|P∗(a) − Pp/q+(a)|C|q− p| when p/q+, (7.10)
|P∗(a) − Pp/q−(a)|C|q− p| when p/q−,
where  denote rotation number of the symbol ∗ and  is the minimal angle of
twisting (see [M-F, Section 7] for precise deﬁnition of  denoted  there). In particular,
convexity of the -function along with these estimates show continuity in  at irrational
’s and implies continuity at c’s with ′(c) being irrational. Now we prove continuity
in c for ′(c) being rational.
In the rational case the Aubry–Mather set perp/q consists of action minimizing periodic
points of period q and rotation number p/q. Pick one of them and lift it to the universal
cover R and let (˜0, . . . , ˜q−1) ∈ Rq be the lifted periodic block with 0 ˜0 < 1. In
this case by deﬁnition the -function has the form

(
p
q
)
= 1
q
q−1∑
i=0
h(˜i , ˜i+1).
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Therefore, for c’s with the property ′(c) = p/q or, equivalently, c ∈ [′(p/q −
0), ′(p/q + 0)] we have
(c) = c p
q
− 
(
p
q
)
.
Note that the inﬁmum in (7.5) is achieved on the union of two one-sided minimal
conﬁguration c,+a = (˜
a
0, . . .), 
c,−
a = (. . . , ˜
a
0), ˜
a
0 = a. These conﬁgurations have
to be one-sided minimizers, since the only restriction ˜a0 = a is in the middle of them.
Moreover, the same conﬁguration minimizes (7.5) for any c′ ∈ [′(p/q − 0), ′(p/q +
0)]. Indeed, the sets which minimize c-action and c′-action are the same. Application
of (7.1), (7.5), and deﬁnitions of  and -functions show that
∣∣B±c (a) − B±c′ (a)∣∣ < 2|c − c′|. (7.11)
Lipschitz dependence on a follows from Lipschitz dependence on a of Peierls’s barriers.
The latter is proved in [Ma6, Lemma 6.3]. Moreover, Lipschitz constant is 2 for any
rotation number, where  is the same angle of twisting as in (7.10). This completes
the proof of Lemma 7.4. 
Proof of Generalized Aubry Crossing Lemma (GAC Lemma). Non-intersection prop-
erty has the same proof as Aubry Crossing Lemma (see e.g. [M-F, Section 9]). There-
fore, it sufﬁces to prove existence of one of one-sided minimizers passing through a
and b, say +a and justify its properties. To prove the existence consider two cases:
a ∈  and a /∈ .
In the ﬁrst case we apply Aubry–Mather theorem and +a is just a positive part of
minimizer from ˜ passing through a. In the second case denote by (a−, a+) ∈ T\
the maximal interval containing a. Consider the corresponding one-sided minimizers
+a− = {˜
a
i−}i∈Z+ and +a+ = {˜
a
i+}i∈Z+ as in deﬁnition (7.7). By non-intersection
property if +a exists it should satisfy ˜
a
i− ˜
a
i  ˜
a
i+. It implies that such a minimizer
has rotation number . Existence now follows from existence of minimizer which
realizes minimum in (7.7).
To prove that each one-sided minimizer has rotation number one could use the stan-
dard Aubry’s Crossing Lemma and integer translations of one-sided Aubry graphs (see
e.g. [M-F, Section 11, Trichotomy I]). In order to prove that limit of one-sided mini-
mizer of rotation number  belongs to  consider two cases: rational and irrational.
In both the above cases we have ˜ai− ˜
a
i  ˜
a
i+ or non-intersection property for all
i ∈ Z+.
In the irrational case, if  is a curve there nothing to prove a ∈  and if it is
a Denjoy–Cantor set, the intervals (˜ai−, ˜
a
i+) (mod 1), i ∈ Z belong to the complement
T \ . Therefore, the sum of the is at most one and lengths have to tend to zero as
the result |˜ai − ˜
a
i−| → 0.
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In the rational case  = p/q we have conﬁgurations ±p/q and non-periodic one-side
minimizers of rotation number p/q. The latter kind of minimizers have the following
property: any one of them cannot cross at least one of minimizers from both +p/q and
−p/q , which follows from GAC lemma. 
Lemma 7.4 implies the following:
Corollary 7.5. Aubry–Mather sets {}∈R,  ⊂ A depend continuously on  with
respect to Hausdorff distance.
Proof. One way to prove the lemma is using the facts that Peierls’s barrier P vanishes
on , its relation with Mather’s barrier Bc, and continuity of the latter family. The
other is to apply Theorems 11.2 and 11.3 from [M-F]. These two theorems roughly
amount to the following. Every minimizer has a rotation number. Limit of minimizers
is a minimizer with the limiting rotation number. 
Let I j0 be given by h′0(I
j
0 ) = j/K for each j ∈ Z. Since h0 satisﬁes (5.28), which
in turn follows from (4.3), we have that
D−1 < K|I j+10 − I j0 | < D. (7.12)
Deﬁne collection of restrictions of the EAPT map ˜h to “integer” compact parts of
the cylinder A. Recall that L is a Lipschitz constant of −1| :  →  for the
graphs of Aubry–Mather sets (see Graph Theorem Section 6.1). For an integer j deﬁne
a compact annulus Aj,L,D = T × [I j0 − L − 1, I j0 + 1 + L + D] and a “local” EAPT
map
˜
h
j : Aj,L,D → A ˜h(0, I0) = (′0, I ′0) where I0 ∈ [−L,L + D]
and (′0, I ′0) is given by ˜
h
(0, I0) = ˜h(0, I0 + I j0 ) = (′0, I ′0 + I j0 ).
(7.13)
Lemma 7.6. For each integer j each Aubry–Mather set ,  ∈ [j, j + 1] belongs to
Aj,L,D .
Remark 7. Let  ∈ [j, j + 1] and c ∈ L(). Similarly one can show that one-sided
c-minimizers also belong to such a compact part of the cylinder with possibly different
L. We only use the fact that such L exists.
Proof. First note that by (5.23) the generating function of ˜h has the form
h(˜, ˜
′
) = l0
(
˜
′ − ˜
K
)
−
cos 2
{
˜− 
(
l′0(
˜
′−˜
K
)
)}
2K
. (7.14)
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Denote the second term by r(˜, ˜′). Then we have bounds max |r(˜, ˜′)|(2K)−1
and max |˜r(˜, ˜
′
), 
˜
′r(˜, ˜
′
)| < DK−2.
To ﬁnd perj we need to minimize min˜ h(˜, ˜ + j). By the form of h(˜, ˜
′
) the
minimum occurs at ˜
∗
the maximum of cos 2(. . .). Therefore, I ′ = 2h(˜, ˜′) =
l′0(j/K)/K = I j0 . So perj is a ﬁxed point with I0-coordinate I j0 and by Graph Theorem
j ⊂ Aj,L,D . Similarly, j+1 ⊂ Aj,L,D . It shows that for corresponding -function
we have ′(j/K) = l′0(j/K) = I j0 . By convexity we have I j0 < ′() < Ij+10 for all
j/K <  < (j + 1)/K .
Now we show that  ⊂ Aj,L,D for any j <  < j + 1. If at least one point from
 belongs to Aj,0,D , then by Graph Theorem all of  in Aj,L,D . The proof is by
contradiction. Suppose  ∩ Aj,0,D = ∅. Note that
∣∣∣∣∣2h(˜, ˜′) − 1K l′0
(
˜
′ − ˜
K
)∣∣∣∣∣  DK2 .
If  = (. . . , ˜i , . . .) ∈ ˜, then it is also c-minimal for some I j0 < c < Ij+10 of
-function. Compare c-action of this conﬁguration and the straight line one  =
(. . . , ˜

i = ˜0 + i, . . .). If  ∩ Aj,0,D = ∅, then 2h(˜, ˜
′
) /∈ [I j0 − 1, I j0 + 1 + D].
However,
|2h(˜j , ˜j+1) − c| /∈ [−1 + DK−2, 1 − DK−2],
|2h(˜j , ˜j+1) − c| ∈ [−DK−2,DK−2].
Since K is large, relation of 2h(˜, ˜
′
) and l′0
(
˜
′−˜
K
)
shows that 2h(˜j , ˜j+1)− c has
to be always of one side on [−1+DK−2, 1−DK−2]. This contradicts to c-minimality
of  and proves the lemma. 
In the next three propositions we state and verify sufﬁcient conditions for existence
of ballistic trajectories:
Let ′ : A → A be a C1 EAPT map, which is C1-close to the EAPT map ˜h : A →
A, given by (5.20). Then for generating h′c and barriers B ′c, P ′p/q± functions associated
to the EAPT map ′ the following claims hold:
Proposition 7.7. There is  > 0 such that
inf
c∈R
sup
a∈T
B ′c(a) > , inf
p/q∈Q
sup
a∈T
min{P ′p/q+(a), P ′p/q−(a)} > . (7.15)
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Remark 8. Let p, q ∈ Z, L(p/q) = [c−, c+], c− = c+, and c ∈ [c−, c+]. Then
B ′c(a) min{B ′c−(a), B ′c+(a)} for any a ∈ T. (7.16)
To see that, ﬁrst, note that by (7.1) we have
hc(˜0, ˜
′
0) ∈
[
min hc±(˜0, ˜
′
0),max hc±(˜0, ˜
′
0)
]
and the same inclusion holds true for any ﬁnite or an inﬁnite sum, which has a limit.
Now recall that c±, c ∈ L(p/q) implies that the values B ′c(a) and B ′c±(a) are realized
on a minimal conﬁguration from one of the sets ±p/q . This proves the required bound
(7.16).
Recall that by [Ma2, Propositions 7.1 and 7.2] we have B ′
c± ≡ P ′p/q±. Therefore, if(7.15) fails, then it happens for c’s whose (c, (c)) is an extremal point of the epigraph
of the -function. By (7.10) it allows to approximate with c∗ such that c∗ ∈ L(∗)
with an irrational ∗ and B ′c∗ does not satisfy (7.15).
Since a minimizing conﬁguration has to satisfy admissibility conditions of Peierls’
barrier (7.7), namely, each ˜a,cj (mod 1) belongs to a maximal interval in T\c. Denote
by (˜a,cj−, ˜
a,c
j+) the end points of such an interval.
Two propositions below state that for any cohomology class c ∈ R and a ∈ T we
have
Proposition 7.8. With the notations above for any  > 0 there is N = N() ∈ Z+
such that for some n, n′ such that Nn, n′2N and subindex either + or − we have
∣∣∣∣∣∣
∑
in
(
h′c(˜
a,c
i , ˜
a,c
i+1) − h′c(˜
a,c
i± , ˜
a,c
i+1±)
) ∣∣∣∣∣∣  20 ,∣∣∣∣∣∣
∑
i−n′
(
h′c(˜
a,c
i , ˜
a,c
i+1) − h′c(˜
a,c
i± , ˜
a,c
i+1±)
)∣∣∣∣∣∣  20 .
(7.17)
Recall that a ﬁnite conﬁguration {˜i}Mi=0 is minimal subject to ﬁxed end points
˜0 = a− and ˜M = a+ if it minimizes ∑M−1i=0 h (˜i , ˜i+1) over all conﬁgurations with
˜0 = a− and ˜M = a+. For any cohomology class c let  be such that c = L() we
say that a ﬁnite minimal conﬁguration {˜i}Mi=0 with ﬁxed end points is (c,M)-admissible
or (c,M)-admissible minimizer if
|˜M − ˜0 − M| < 1. (7.18)
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Proposition 7.9. Let  be such that c ∈ L(). Then for any  > 0, N ∈ Z+ there
is M0 = M0(, N) < +∞ such that for any M > M0 and any (c,M)-admissible
minimizer {˜a,c,Ni }Ni=0 there is a one-sided minimizer denoted {˜
a,c,+
i }i∈Z of rotation
number  starting at ˜a,c,+0 = a such that
max
0 i2N
|˜a,c,Mi − ˜
a,c
i+ | < . (7.19)
We shall prove all three propositions in Section 9.
Fix a sequence of strictly positive integers {ni}i∈Z. Deﬁne another sequence of
integers {ni}i∈Z as follows. Let n0 = 0, ni = n1 + · · · + ni for i > 0, and
ni = −n0 − · · · − ni−1 for i < 0. Call {˜∗i }i∈Z ∈ RZ a connecting conﬁguration
and N = {ni}i∈Z connecting times. Let {˜ni = ˜
∗
i }i∈Z. For each integer i we choose
˜ni+1, . . . , ˜ni+1−1 ⊂ R so that {˜j }ni jni+1 is minimal subject to ﬁxed end points
˜ni and ˜ni+1 . Call a conﬁguration {˜i}i∈Z obtained by such a minimization in between
connecting times minimizing the connecting conﬁguration {˜∗i }i∈Z. Fix a sequence of
cohomology classes C = {ci}i∈Z and  > 0. Let N = N() and M0 = M0(, N) be the
constants from Propositions 7.8 and 7.9, respectively. Call a conﬁguration (C,N , ,)-
admissible if for each integer i the ﬁnite conﬁguration {˜j }ni+1j=ni is (ci, ni)-admissible
minimizer, and ni > M0.
8. Mather method of changing “remote control” c
The idea of construction of ballistic (or simply diffusing) trajectories (6.1) is to ﬁnd
a variational problem with constrains so that its solution is a stationary conﬁguration.
More exactly, using notations above we shall construct sequences of:
• closed one forms j = cj + dfj , where cj ’s are increasing in j and (cj+1 − cj )’s are
sufﬁciently small and fj are C2 smooth, constant on cj , and of uniformly bounded
C2-norm in j at the end;
• intervals I (cj )T so that j |I (cj ) ≡ j+1|I (cj ) for every j ∈ Z. Denote by I˜ (cj ) the
lift of I (cj ) such that I˜ (cj ) either contained in (0, 1) or contains zero;
• monotonically increasing moments of time · · · < nj−1 < nj < nj+1 < · · ·, ni =
ni+1 − ni , and
• set of integer {mj }j∈Z.
It turns out that it can be done so that the following variational principle with
constrains:
min
∑
j∈Z
nj+1−1∑
i=nj
hj (˜i , ˜i+1), (8.1)
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provided
0 ˜0 < 1, ˜nj ∈ mj + I˜ (cj ) for all j ∈ Z (8.2)
has a solution  = (. . . , ˜i , . . .) in the following sense: a solution or a minimizer of a
variational principle (8.1) is a conﬁguration  such that if s < k and ′ = (. . . , ′i , . . .)
is any sequence satisfying ′i = ˜i for ns−1 ins and nk ink+1 and (8.2) for
sjk, then
k∑
j=s
nj+1−1∑
i=nj
hj (˜i , ˜i+1)
k∑
j=s
nj+1−1∑
i=nj
hj (
′
i , 
′
i+1).
Show that if a minimizer  of a variational principle (8.1) does not touch boundaries
of constrains, i.e. ˜nj ∈ mj + int I˜ (cj ), then it corresponds to a stationary conﬁguration
and, therefore, by Lemma 6.2 to a trajectory of . Differentiate expression (8.1) with
respect to ˜nj for some j we get
1h(˜nj , ˜nj+1) + (cj + df (˜nj ))
+2h(˜nj−1, ˜nj ) − (cj+1 + df (˜nj )) = 0. (8.3)
Equality j |I (cj ) ≡ j+1|I (cj ) implies that the conﬁguration  is stationary:
1h(˜nj , ˜nj+1) + 2h(˜nj−1, ˜nj ) = 0.
If a minimizer  does hit boundaries of constrains it could have “corners” and the
corresponding conﬁguration might not be stationary.
In order to get ballistic trajectories using this approach we prove that one for some
 > 0 and an integer M one can choose cj =  j and nj 2Mj, j ∈ Z so that for
a certain choice of the other parameters {I (cj ), j , mj }j∈Z the variational problem
(8.1) has a solution ˜ which does not touch boundaries of constrains. In other words,
we need to prove that for a certain choice of parameters of the variational problem
(8.1) has a solution with no corners.
Proof of no corners along with the choice of parameters of the variational problem
(8.1): Let  > 0 be a constant from Proposition 7.7, N = N() ∈ Z+ be an integer
from Proposition 7.8 and L′() be Fenchel-Legendre transform of ′. Choose 0 <
 < (40C)−1, where C depends only on C1-norm of ′ and minimal angle of
twisting . By Corollary 7.5 for some ′ = ′() > 0 and any pair of rotation numbers
,′ such that | − ′| < ′ we have that dist(,′) < (20C)−1, where dist is
Hausdorff distance between sets in A. Using relation between c and  given by
Fenchel–Legendre transform (7.3) and Remark 5 we have L() = c. By Theorem
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6.3 -function is convex, continuous. Therefore, Lemma 7.6 along with (7.12) imply
that L′ is equicontinuous. Namely, there is  = (′) > 0 such that for any pair of
cohomology classes c, c′ such that |c − c′| we have that dist(c,c′) < (20C)−1.
Decrease  if necessary so that
sup
a∈T
sup
|c−c′|<
max{|Bc(a) − Bc′(a)|, |B±c (a) − B±c′ (a)|}

20
.
Existence of such  for c’s on bounded interval it follows from continuity of barrier
functions (see Lemma 7.4). To extend to unbounded c-interval notice that family (7.13)
of restrictions of EAPT maps on compact c-intervals is C2 bounded and, therefore,
every sequence has a limiting point.
For each cohomology class c ∈ H 1(T,R) we deﬁne I (c) as follows. By Proposition
7.7 there is ac ∈ T such that Bc(ac) > . Let (a−c , a+c ) be the maximal interval in the
complement of c. Since Bc(a±c ) = 0, by continuity there are a˜±c ∈ (ac, a±c ) such that
Bc(a˜
±
c ) = /2 and Bc(a) > /2 for any a ∈ (a˜−c , a˜+c ). Denote by I (c) the interval
(a˜−c , a˜+c ) ⊂ T which does not contain ac. Denote by I˜ (c) a lift of I (c) to R such that
I˜ (c) either contains zero or is contained in [0, 1]. By deﬁnition of I (c) and Lipschitz
continuity of Bc(a) with respect to a we have that length minc |I (c)| is bounded away
from zero by L−1, where L is Lipschitz constant of ′.
For each integer j choose an integer dj > 0 such that fractional part (M + dj )j −
[(M + dj )j ] < L−1/2. By the pigeon hole principle we can choose dj < 2L/.
Choose M = M0(, N) and nj = nj−1 + M + ij , j ∈ Z with , N as above and
M0(, N) from Proposition 7.8. Denote nj = nj − nj−1.
Let cj = j, j ∈ Z. Deﬁne {mj }j∈Z inductively in j as follows. For each inte-
ger j denote j rotation number satisfying cj = L(j ). Let m0 = 0. Choose an
integer m1 (resp. m−1) so that |m1 − m0 − M1| < L−1/2 (resp. |m0 − m−1 −
M0|L−1/2). Such an integer is uniquely deﬁned. Choose m2 (resp. m−2) so that
|m2 − m1 − M2|L−1/2 (resp. |m−1 − m−2 − M−1|L−1/2). Again m2 and
m−2 are uniquely deﬁned and so on. We choose mj ’s so that conﬁgurations satisfying
condition (8.2) could be (C,N , ,)-admissible.
Consider the variational problem (8.1) with above parameters. It always has a solution
 = {˜i}i∈Z. The rest of the proof is by contradiction. Suppose for some j we have a
possible corner, i.e. ˜nj belongs to the boundary of mj + I˜ (cj ). Below we outline the
scheme of the arguments and leave minor technical details to the reader.
By the choice of mj ’s both {˜i}nji=nj−1 and {˜i}
nj+1
i=nj are (cj−1,nj−1)-admissible
and (cj ,nj )-admissible, respectively. By Proposition 7.9 there are one-sided minimiz-
ers {˜a,cj−1i }i0 and {˜
a,cj
i }i0 both starting at ˜nj = ˜
a,cj ,−
0 = ˜
a,cj−1,−
0 , respectively.
Consider the maximal intervals in the complement of cj−1 and cj containing ˜nj . De-
note ˜nj = bj−1 = aj and end points of these intervals by (b−j−1, b+j−1) and (a−j , a+j ),
respectively. By the choice of cj ’s we have that |a±j −b∓j−1| < (20C)−1 up to permu-
tation of + and −. By GAC Lemma there are one-sided minimizers {˜b
±
j−1,cj−1
i± }i0 and
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{˜a
±
j ,cj
i± }i0 that do not intersect with the corresponding {˜
a,cj−1
i }i0 and {˜
a,cj
i }i0
and start at a±j and b
±
j−1. By Proposition 7.8 for some Nn±2N we have that
−1∑
i=J
(
h′cj−1(˜
bj−1,cj−1
i , ˜
bj−1,cj−1
i+1 ) − h′cj−1(˜
b−j−1,cj−1
i− , ˜
b−j−1,cj
i+1− )
)
for J = −n− and J = +∞ the sums differ at most by /20 and
J∑
i=0
(
h′cj (˜
aj ,cj
i , ˜
aj ,cj
i+1 ) − h′cj (˜
a−j ,cj
i− , ˜
a−j ,cj
i+1−)
)
for J = n+ and J = +∞ the sums differ at most by /20. Therefore, with an error of
/10 to compare the sum along {˜b
−
j−1,cj−1
i− }i0 (resp. {˜
a−j ,cj
i− }i0) and {˜
bj−1,cj−1
i }i0
(resp. {˜aj ,cji }i0) from 0 to n− (resp. n+) we could compare the semi-inﬁnite sums
from 0 to −∞ (resp. +∞). Semi-inﬁnite sums by minimality represent values of one-
sided barriers: B−cj−1(aj ) (resp. B+cj (aj )). By the choice of |cj −cj−1| =  we have that
Bcj (a) = B+cj (a)+B−cj (a) differs from B−cj−1(a)+B+cj (a) by at most /20 for all a ∈ T.
Plug in a = aj , a−j , and b−j−1. Recall that |b−j−1 − a−j | < (20C)−1. By Lemma = 7.4
B±c (a) is Lipschitz in a with Lipschitz constant LC. Therefore, B−cj (b
−
j−1)+B+cj (a−j )
differs from Bcj (a
−
j ) by at most /20. Now we need to compare Bcj (a
−
j ) and Bcj (aj ).
By deﬁnition of the barrier Bc the ﬁrst is zero. By deﬁnition of I˜ (cj ) on the boundary
of = I˜ (cj ) we have Bcj (aj ) > /2. This contradicts minimality of the conﬁguration
{˜i}i∈Z at ˜nj . This proves the existence of a solution to the variational problem (8.1)
without corners, i.e. such a solution corresponds to a stationary conﬁguration. Therefore,
to a trajectory of the EAPT map ′. By the choice of cj ’s and nj ’s and Lemma 7.6
such a trajectory is ballistic, i.e. satisﬁes (6.1). This proves Theorem 6.1.
This, in turn, proves Theorem 4.1 for C∞-perturbations. To prove Theorem 4.2 C∞-
perturbations one needs to change {cj }j∈Z in the setting of the variational principle so
that cj perform the random walk prescribed by {I k}k∈Z.
To prove Theorems 4.1 and 4.2 for analytic perturbations we use persistency of the
invariant cylinder and standard approximation arguments presented in Section 10.
9. Proofs of auxiliary propositions
Proof of Proposition 7.7. First we prove (7.15) for the unperturbed map ˜h and then
extend it to its C1-small perturbations. The proof of (7.15) for ˜h is by contradiction
and consists of three steps.
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Step 1: Assuming (7.15) fails construct a subsequential C1-limit ˜∗ of EAPT maps
{˜hj }j and a limit ∗ of fractional parts of rotation numbers {j }j using the family of
restricted EAPT maps (7.13).
Step 2: Show that if each element in the sequence of “local” EAPT maps ˜hj sat-
isﬁes (5.21) and C1-converges, then the limiting EAPT map ˜∗ also fulﬁlls (5.21). In
particular, it implies that ˜∗ has no invariant curves and, therefore, Mather’s criterion
of existence of invariant curves gives that for the family barrier functions {B∗c (a)}c
associated to ˜∗ we have
inf
∈[0,1] supa∈T
B∗c (a) > ′ for some ′ > 0. (9.1)
Step 3: Show lower semicontinuity of the left-hand side of the above quantity under
C1-small perturbations.
Step 1: Assume (7.15) fails, then for some sequence of cj we have that supa∈T B∗cj
(a) → 0. Deﬁne j so that cj ∈ L(j ) for each integer j. By Remark 8 the sequence
{cj }j can be chosen so that the corresponding j ’s are irrational. Note that if hj ⊂
A is an Aubry–Mather set of ˜h, then hj,{j } ⊂ AL,D is an Aubry–Mather set of
rotation number {j } = j −[j ] of ˜hj , as deﬁned in (7.13). Choose a C1-converging
subsequence of {˜hjk }k and of {jk }. By compactness condition (5.28) and deﬁnitions
(5.18)–(5.20) it is possible. Denote a limiting EAPT map by ˜h∗ and a limiting rotation
number ′.
Step 2: Since angular functions  and auxiliary EAPT maps {˜hj }j from (5.18)–(5.19)
depend continuously on h′0(I0), it implies that the limiting map ˜
h
∗ satisﬁes (5.18)–
(5.20), where the corresponding ∗’s and ˜hi,∗ are C1 limits of the corresponding j ’s
and ˜hi,j ’s. It implies that ˜
h
∗ satisﬁes (5.21) and, therefore, does not have invariant
curves. Absence of invariant curves, in a view of Mather’s criterion of existence of
invariant curves (see Corollary 7.2), implies that (9.1) for Peierls’ barrier associated to
˜
h
∗ holds for some  > 0.
Denote P˜∗,∗(a) the Peierls barrier of rotation symbol ∗ associated to the limiting
map ˜h∗ .
Step 3: We prove lower semicontinuity of
inf
∈[0,1] supa∈T
P˜∗,∗(a)
with respect to C1-perturbations.
As we pointed out in Remark 8 it sufﬁces to prove lower semicontinuity for irrational
 = ∗’s. Since there is no invariant curves for ˜h∗ , by Structure Theorem each ∗,
is a Denjoy set.
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Choose large N. Denote by ′ an EAPT map C1-close to ˜h∗ and by {P ′∗(a)}
the corresponding family of barrier functions. ′ is close enough to have generating
functions of both maps satisfy
sup
|˜′−˜|1
|h′(˜, ˜′) − h˜∗(˜′, ˜)| < N−3.
Suppose the above inﬁmum for P ′(a) is achieved for an irrational ′. By Lemma
7.4 there is a conﬁguration ′a , which is the union of one-sided minimizers 
′,+
a =
(˜
a
0, ˜
a,′
1 , . . .), 
′,−
a = (. . . ˜
a,′
−1 , ˜
a
0), ˜
a
0 = a minimizing (7.5) for P ′. Using the
pigeon hole principle we shall decompose sum (7.5) into three parts
i − n−, −n− < i < n+, n+ < i
so that (
|˜a,
′
−n− − ˜
a,′
n+ (mod 1)|
)
< 1/N
and N2n−, n+2N2. This would imply that the sum over the ﬁrst and third part is
close to P ′′(˜
a,′
n− ), which is non-negative. Then comparing the sum over the second part
−n− < i < n+ for generating functions h′ and h˜∗ evaluated on the same conﬁguration
we get that
P ′′(a) − P˜∗,′(a) − 6N−1.
By taking N large enough we could complete justiﬁcation of Step 3.
Now we need to select n− and n+ with the above properties. By the Structure
Theorem ′′ is either a Denjoy set or an invariant curve. Consider the ﬁrst case.
By GAC Lemma conﬁgurations admissible for minimization lie in the “holes” of the
corresponding Denjoy set ′′ if there are “holes”. Those holes have to shrink, since the
sum of lengths of all of them is at most 1. This implies that Peierls’ barrier minimizing
conﬁgurations ′a has to accumulate to ′′ both forward and backward in time. By
Structure Theorem dynamics on ′′ is conjugated to circle dynamics and, therefore,
is recurrent. Consider two cases: a ∈ ′′ and a /∈ ′′ .
Let a ∈ ′′ . Denote by H ′′ the conjugating map with a circle homeomorphism ′
induced by projection from Structure Theorem (see Section 6.1). Consider the trajectory
{H ′′(j′(a))}j∈Z on the circle. By the pigeon hole principle and order preservation
there are integers n′ and n′′ such that N2n′, n′′2N2 and
∑
1 jN
|H ′′ ◦ −n
′+j
′ (a) − H ′′ ◦ n
′′+j
′ (a)| <
1
2N
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and intervals
[H ′′ ◦ −n
′+j
′ (a),H
′
′ ◦ n
′′+j
′ (a)]
are pairwise disjoint for 1jN . Conjugacy implies that corresponding intervals
{[−n′+j′ (a),n
′′+j
′ (a)]}1 jN are pairwise disjoint too. Again by the pigeon hole
principle for some j∗ we also have that
|−n′+j∗′ (a) − n
′′+j∗
′ (a)| < 2N−2.
This provides a choice of n− and n+ equal to n′ and n′′, respectively, and completes
Step 3 for a ∈ ′′ .
Consider a /∈ ′′ . Select the maximal interval (a−, a+) ∈ T \ ′′ containing a. Go
through the above procedure for a = a−. Note also that ′ maps maximal intervals
in T \′′ one into another and preserve their order on the circle. Therefore, the max-
imal intervals {[−n′+j′ (a−),−n
′+j
′ (a
+)]}1 jN are pairwise disjoint too. By choice
of admissible conﬁgurations for minimization in (7.7) we have that ˜a,
′
n (mod 1) ∈
[n′(a−),n′(a+)]. Again by the pigeon hole principle there is j∗ such that
|−n′+j∗′ (a) − n
′′+j∗
′ (a)| < N−1.
This completes the proof of Step 3 and, therefore, of Proposition 7.7. 
Proof of Proposition 7.8. Fix  > 0. Denote by  rotation number such that c ∈
L′(), where L′ is Fenchel–Legendre transform associated with ′. There are two
different cases:  is irrational or rational p/q with “large” denominator q > −1 and
 = p/q is rational with “small” denominator q−1.
The ﬁrst case has the proof similar to the proof of Step 3 of Proposition 7.7. Namely,
by deﬁnition of conﬁgurations admissible for minimization in (7.7) they have to lie
in the “holes” of the corresponding Denjoy set ′′ if there are “holes”. If rotation
number is rational with “large” denominator or irrational by the pigeon hole principle
one can ﬁnd n such that ˜a,cn belongs to a “hole” of size at most . Then we have∣∣∣∣∣∣
∑
in
hc(˜
a,c
i , ˜
a,c
i+1) −
∑
in
hc(˜
a,c
i± , ˜
a,c
i+1±)
∣∣∣∣∣∣ C2, (9.2)
where C depends on C1-norm of ′ and minimal angle of twisting . Moreover, this
estimate stays valid for one of subindices ± if ˜a,cn is -close to one of ˜
a,c
n±. Fix
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subindex—for brevity. To prove (9.2) note that by minimality the left-hand side is
bounded by
hc(˜
a,c
n , ˜
a,c
n+1) + hc(˜
a,c
n−, ˜
a,c
n+1−) − (hc(˜
a,c
n , ˜
a,c
n+1−) + hc(˜
a,c
n−, ˜
a,c
n+1))
=
∫ ˜a,cn
˜
a,c
n−
∫ ˜a,cn+1
˜
a,c
n+1−
12h(˜, ˜
′
) d˜ d ˜
′
.
By Graph Theorem each Aubry–Mather set  ⊂ A is a Lipschitz graph over the base
T and ′ : A → A is a C1 smooth map. Therefore, if |˜a,cn+ − ˜
a,c
n−| <  is bound
on size of the “hole”, then |˜a,cn+1+ − ˜
a,c
n+1−| < C˜ for some constant C˜ depending on
Lipschitz constant and C1-norm of ′. This proves (9.2).
Consider now the case of rational number p/q with small denominator q−1.
First, note that (7.17) holds true for the standard EAPT ∗, given by (5.1). Indeed,
we have periodicity in I0. It gives periodicity in c and compactness in both 0 and I0.
Therefore, if (7.17) fails, i.e. for any N there is cN failing it, then by periodicity in
c there is a converging subsequence cNj → c˜. But for c˜ there is N˜ such that (7.17)
holds. This is a contradiction. Thus, there is N∗N˜ such that (7.17) holds for the
generating function associated to (5.1).
To prove (7.17) for ′, which is C1-close to ˜h, given by (5.20), we shall apply
similar arguments. Recall that ˜p/q and ′p/q denote Aubry–Mather sets of rotation
number p/q of EAPT maps ′ and ˜h, respectively.
We start by analyzing (7.17) for the unperturbed map ˜h and ˜p/q . Recall that
c ∈ L(p/q) by the standing assumption. Since barriers are continuous with respect to
c, without loss of generality we could assume that c ∈ intL(p/q). Fix a sufﬁciently
small  > 0. If ˜a,cn belongs to -neighborhood of 1˜p/q , then by (9.2) we get that
the left-hand side of ((7.17), line 1) is bounded by C2. Since  is small, we have
C2 < /20 which gives the required estimate. For each cohomology class c by GAC
Lemma there is Nc such that for any nNc we have
dist (˜a,cn , ˜p/q) < . (9.3)
Now if we assume that Ncj → ∞ as j → ∞ for some sequence {cj }j0. From this
sequence we could choose a converging subsequence in the following sense. Deﬁne j
so that cj ∈ L(j ). Proceed similarly to Step 1 of the proof of Proposition 7.7. Note
that if ˜hj ⊂ A is an Aubry–Mather set of ˜
h
, then hj,{j } ⊂ AL,D is an Aubry–
Mather set of rotation number {j } = j − [j ] of ˜hj , deﬁned by (7.13). Choose a
C1-converging subsequence of {˜hjk }k and of {jk }. By compactness condition (5.28)
and deﬁnitions (5.18)–(5.20) it is possible. Denote a limiting EAPT map by ˜h∗ and
a limiting rotation number ′. For ′, ˜h∗, and c′ ∈ L′(′) there is N ′c′ such that
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(9.3) holds. This is a contradiction. This shows that maxc Nc < ∞. Denote its values
by N˜ .
To distinguish one-sided minimizers of ′ and ˜h denote them {′ a,ci }i0 and
{˜a,ci }i0, respectively, where a is the starting point and c is the cohomology class.
Similarly for negative one-sided minimizers. Generating functions of ′ and ˜h are
denoted by h′ and h, respectively.
By Structure Theorem there are non-empty sets of periodic points ˜perp/q ⊂ ˜p/q
and (′p/q)per ⊂ ′p/q . Since we consider only rational p/q with small denominator
q−1, we could choose ′ close enough to ˜h so that
sup
a∈(′p/q )per
dist (a, ˜perp/q) <

4
.
Consider -neighbourhood of ˜perp/q . Choose N ′N˜ divisible by q. Show that for any
starting point a ∈ T and any one-sided c-minimizer {′i a,c}i0 for nN ′ we have
dist (′ a,cn , ˜
per
p/q)2. (9.4)
Suppose it fails. Consider {˜a,ci }i0 and compare ˜nc (˜) =
∑n−1
i=0 h′c(˜
a,c
i , ˜
a,c
i+1) with
′ nc (′) =
∑n−1
i=0 h′c(
′ a,c
i , 
′ a,c
i+1). By GAC Lemma ′
a,c
i → (′p/q)per as i → +∞.
Let (a−, a+) be the maximal interval in the complement of (′p/q)per containing a.
By Aubry Crossing Lemma ′a,ciq monotonically tends to one of the end points a± as
i → +∞. Since ′ is C1-close to ˜h, h′ and h are C2-close and, therefore, one-sided
c-minimizers {′ a,ci }i0 of h′ are close to {˜
a,c
i }i0 of h for 0 iN ′. Therefore, we
can make |′a,cN ′ − ˜
a,c
N ′ | < . Monotonicity shows that this is true for all nN ′. This
proves (9.4).
We could have applied (9.2) to ﬁnish the proof now, but it is not possible to replace
˜
per
p/q with ′p/q
per
. In other words, distance between ′a,cN ′ and ′p/q
per
could be not
close to zero even if N ′ is large. However, we are still able to show that (7.17) holds
for any nN ′. Below we present a conﬁguration {ˆa,ci }iN ′ , ˆ
a,c
N ′ = ′ a,cN ′ satisfying
(7.17). This would complete the proof.
Consider the ﬁrst nq = N ′ such that ′a,cnq is 2-close to ˜perp/q . Denote the closest
point of ˜perp/q by a˜. The closest point of ′p/q
per
according to our notations is one of
a±. Let it be a+. Fix a large integer M. Subdivide the interval (a˜, a+) into M equal
intervals. Denote end points of those intervals
a+0 = a˜, a+1 , . . . , a+M = a+.
Consider a conﬁguration {ˆa,ci }(n+M)qi=0 , which is the union of minimal conﬁgurations
connecting a+0 = ′a,c(n+1)q a+j = ˆ
a,c
(n+j)q and a+j+1 = ˆ
a,c
(n+j+1)q . By construction
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{ˆa,c(n+j)q}M+1j=1 belong to ˜perp/q . Application of (9.2) gives∣∣∣∣∣∣
q−1∑
i=0
hc(ˆ
a,c
(n+j)q+i ˆ
a,c
(n+j)q+i+1)
∣∣∣∣∣∣ < CM−2.
So the sum of M terms is bounded by CM−1 and can be made arbitrary small. Now we
choose h′c close enough to hc so that similar arguments work for the above sum with
hc replaced by h′c. This shows that the left-hand side of (7.17) is small and completes
the proof of Proposition 7.8. 
Proof of Proposition 7.9. First, we ﬁx a cohomology class c ∈ R and prove that (7.19)
holds with c ﬁxed and M0 = M0(c) is replaced by Mc0 = M0(c, , N). Then we show
that M0(, N) = supc∈R M0(c, , N) < +∞. Start with the ﬁrst part.
Since any limit of minimizers is a minimizer, any converging subsequence of (c,Mi)-
minimizers is a one-sided minimizer. Suppose for some 0 > 0 condition (7.19) fails.
Namely, there are a ∈ R and a sequence of (c,Mj )-minimizers {a,c,Mji }i,j0 such that
for any one-sided minimizer {a,c,+i }i0 starting at a for each j and some 0 < ij < N
we have
|a,c,Njij − a,c,+ij | > . (9.5)
Choosing a subsequence we get contradiction.
To get uniformity of M0(c, , N) in c we use the sequence of restrictions (7.13) of
the EAPT map ′ to compact annuli. For each sequence satisfying (9.5) with varying c
one can choose converging subsequence in the same way as in the proof of Proposition
7.7 Step 1. This gives required contradiction and proves Proposition 7.9. 
10. Persistence of normally hyperbolic invariant manifolds
Recall that the minimum norm m(L) of a linear transformation L is deﬁned as
m(L) = inf{|Lx| : |x| = 1}.
When L is invertible, m(L) = ‖L−1‖−1. Let  : M → M be a Cr smooth diffeomor-
phism of a smooth manifold M and A be a Cr smooth invariant submanifold of M.
Let TAM be the tangent bundle of M over A. Suppose we have d-invariant splitting
into three subspaces
TAM = Wu
⊕
T V
⊕
Ws,
J. Bourgain, V. Kaloshin / Journal of Functional Analysis 229 (2005) 1–61 59
i.e. for any x ∈ M we have d(x)Wsx = Ws(x) and d(x)Wux = Wu(x). Moreover, for
some C,  > 1 we have |dn(x)v|Cn|v| for all x ∈ A, all v ∈ Wux (resp. Wsx ), and
all n ∈ Z+ (resp. n ∈ Z−). Denote
ds(x) = d(x)|Ws , du(x) = d(x)|Wu, dc(x) = d(x)|TxA.
Let 0kr . We say that  is k-normally hyperbolic at A iff there is a Riemann
structure on TM such that for all x ∈ A we have
m(dux) > ‖dc(x)‖k, m(dcx) > ‖ds(x)‖k.
Let TA be a tube neighborhood of A and A : TA → A be the natural projection
along normal to A directions.
Theorem 10.1 (Sacker [Sa], Fenichel [Fe] and Hirsch et al. [H-P-S]). In the above
notations assume that  is uniformly Cr , r2 in a neighborhood of A. If  has
a Cr smooth invariant manifold A and is k-normally hyperbolic at A, then any Cr
smooth ′, which is Cr close to , has the following property: ′ has a Ck smooth
invariant manifold A′, which is Ck close to A, and, therefore, the natural projection
along normal to A directions |A′ : A′ → A is a Ck diffeomorphism close to identity.
Moreover, ′ is k-hyperbolic at A′ and  ◦ ′ ◦ (|A′)−1 : A → A is Ck close to .
11. Approximation by analytic Hamiltonians
Recall the standard result about approximation of smooth functions by analytic ones
(see e.g. [S-Z]):
Lemma 11.1. There is a family of convolution (or smoothing) operators of C0(Rn)
into the linear space of entire functions on Cn
Srf () = r−n
∫
Rn
K(r−1(− ))f () d, 0 < r1
such that for every l > 0 there exist a constant c = c(l) > 0 with properties: if
f ∈ Cl(Rn), then for || l and 0 < r we have
|Srf − Sf |rc|f |Cl rl−||.
If f is periodic in some variables, then so are the approximating functions Srf in the
same variables.
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Choose  > 0 sufﬁciently small. Consider the perturbation
εf (, I0, t) = f1(0, I0, 1 , t) f2(2 , . . . , d , t)
from Proposition 5.2. We could approximate C∞ functions f1 and f2 by analytic func-
tions f ′1 = Sf1 and f ′2 = Sf2, respectively. Application of Theorem 10.1 gives that
approximation f ′2 satisﬁes ‖f ′2 − f2‖C1 < c‖f2‖Cdd−1. So choosing  small enough
we get, say, exp(−3d)-close C1 approximation. Notice that for large |I0|, say |I0| ≈
R  1, one could rescale I0 to RI˜0, the unperturbed Hamiltonian h(RI˜0, I1, . . . , Id)
to R2hR(I˜0, I1, . . . , Id), and the I0’s part of the perturbation f1(0, RI˜0, 1 , t) to
R2f R1 (0, I˜0, 

1 , t) and still get perturbation of order of ε (see (5.17) and (5.27)). Stan-
dard calculation show that such a C1-close approximation has a persistent 1-normally
hyperbolic cylinder A ⊂ Td+1×Rd+1×T which is C1-close to A. If the time-K-map
 of the corresponding Hamiltonian equation of
H(, I, t) = h(I) + f1(0, I0, 1 , t) f2(2 , . . . , d , t),
then it has 1-hyperbolic invariant cylinder A′ which is C
1
-close to A. By Theorem
10.1 the restriction of ′ onto A of the form  = ◦′◦(|A′)−1 : A → A is C1 close
to ∗. Therefore, by Theorem 6.1 the corresponding C1 smooth EAPT  : A → A has
ballistic trajectories. To check that H can be approximated well enough by an analytic
perturbation we apply Proposition 5.2 and Lemma 11.1. This proves Theorem 4.1. 
As we pointed out in Section 8 to prove Theorem 4.2 one needs to change {cj }j∈Z
in the setting of the variational principle (8.1) so that cj perform the random walk
prescribed by {I k}k∈Z.
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