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Abstract
Ardila, Benedetti and Doker [ABD10] showed that matroid polytopes are exam-
ples of generalized permutohedra. Then employing the work of Postnikov [Pos09]
they gave an expression of volume of a matroid polytope, in terms of a sum of prod-
ucts of Crapo’s beta invariants of certain contractions of the given matroid. Derksen
and Fink [DF10] have defined a universal valuative invariant for matroids. Each
valuative invariant of a matroid is a specialization of their invariant. Recently, mo-
tivated by tropical geometry, Hampe [Ham17] invented the notion of the matroid
intersection ring and showed that it is generated additively by Schubert matroids.
More importantly, he showed that Derksen-Fink invariant is a Z-module homomor-
phism from this ring. Using this along with the Bidkhori-Sullivant formula [Bid12]
for volume of lattice path matroid polytope, we come up with another approach
to find volume of any matroid polytope from lattice of cyclic flats of its respective
matroid. As an application, we give a closed formula for the volumes of connected
sparse paving matroid polytopes.
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1 Matroids
This section covers some basics of matroid theory, and fixes some terminology that per-
sists throughout the paper. We keep this presentation to minimum, in the sense that
only those constructs are being considered that will play some role in the sections to
follow.
1.1 Introduction to matroids
Matroids are combinatorial abstractions of different notions of independence in math-
ematics. This includes linear independence and algebraic independence. Here we give
some basic definitions. To get more details on matroid theory, we suggest the standard
reference in this subject [Oxl11] to our readers. There are many equivalent definitions
of a matroid and each one of them come with its own advantages and sophistications.
For the purpose of this thesis, we are content with the basis definition of a matroid.
Definition 1.1. A matroid M on an underlying set E is a nonempty collection B ⊆ 2E of
subsets of E, called bases of M, which satisfies the basis exchange property: for every A, B ∈ B,
and a ∈ A\B, there exists b ∈ B\A such that (A\{a}) ∪ {b} ∈ B.
In reference to the matroid M, the set E is called the ground set of M and B = B(M)
is called the set of bases of M. We denote this by writing M = (E,B). The operation of
deleting an element of A\B from the basis A, and adjoining an element of B\A to A is
called basis exchange. Two bases that are related by a basis exchange are called adjacent
bases. This relation is symmetric and therefore give rise to a graph called basis exchange
graph G(M) of M, where the vertices are bases and the edges are only between adjacent
bases.
Example 1.2. Let n be a positive integers and 0 ≤ r ≤ n, then all the r size subsets of [n] =
{1, 2, · · · , n} are the bases of a matroid on [n], called the uniform matroid Ur,n. The basis
exchange graph G(Ur,n) in this case consists of complete graph K(nk)
on vertex set V = ([n]k ).
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Figure 1: The graph G
Matroids occur naturally in many other areas of mathematics, for example graph
theory, algebraic geometry and optimization theory. These occurrences also act as rich
sources of examples of matroids. We here consider the one coming from graph theory.
Given a finite graph G = (V, E) on a vertex set V with edge multiset E, it is a result of
[Whi32] that the set of spanning trees of G forms the collection of bases of a matroid on
E. Matroids arising from this construction are called graphic matroids.
Example 1.3. Consider the graph G shown in figure 1 on vertex set V = {a, b, c, d} with
edge set {1, 2, 3, 4, 5}. The spanning trees of this graph form bases of the graphic matroid MG
associated to G. The bases sets of matroid MG are given by
B(MG) = {{1, 2, 4}, {1, 2, 5}, {1, 3, 4}, {1, 3, 5}, {1, 4, 5}, {2, 3, 4}, {2, 3, 5}, {2, 4, 5}}
The basis exchange graph for M is shown in figure 2.
We will now review some basic definitions. For a matroid M = (E,B), an element
e ∈ E which is contained in each basis B ∈ B(M) is called an isthmus, and an element
f ∈ E which is not in any of the bases is called a loop. A subset I of a base B ∈ B(M) is
called an independent set. We denote the collection of independent sets of a matroid M
by I(M). Any subset of E, that is not an independent is called dependent, and minimal
dependent sets are called circuits. Rank of a subset S ⊆ E, denoted by rkM(S), is the size
of an inclusion-maximal independent subset of S. A matroid M is said to be of rank r if
the rank of the underlying set is r.
The operation of basis exchange also induces the following equivalence relation on
the elements of E: We write a ∼ b if either a = b or there exists bases A, B ∈ B(M)
such that (A\{a}) ∪ {b} = B. The equivalence classes with respect to this relation are
called connected components of M. In other words, connected components of a matroid
M are the connected components of the basis exchange graph G(M). The number of
connected components of M is denoted by c(M), and we call M connected if c(M) = 1.
We can also make new matroids out of old ones. Given a matroid M = (E,B), we
see that if the nonempty family B satisfies the basis exchange property, than so does the
(nonempty) family
B∗ = {E\B : B ∈ B}
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Figure 2: The basis exchange graph G(MG)
The matroid M∗ := (E,B∗) is called the dual of M. Given a subset S ⊆ E, let J be the
maximal independent set contained in S, then
• the deletion M\S is the matroid with the ground set E\S, and the independent sets
{I ⊆ E\S : I ∈ I(M)}.
• the contraction M/S is defined as the matroid with the ground set E\S and the
independent sets {I ⊆ E\S : I ∪ J ∈ I(M)}.
• the restriction M|S is defined as the matroid with the ground set S and the inde-
pendent sets {I ⊆ S : I ∈ I(M)}
If a matroid N is constructed by a sequence of deletion and contraction on a given
matroid M, then N is called a minor of M. Minors play a major role in the classification
of matroids. If M is graphical then these operations corresponds to the usual deletion
and contraction of the edges, respectively.
1.2 The Lattice of flats of a matroid
The inclusion-maximal subsets of E of rank k are called flats of rank k. These can be
thought of as subsets F ⊆ E such that rk(F ∪ x) > rk(F) for any x /∈ F. This motivates
the definition of closure operation clM of a matroid. For a subset S ⊆ E, the closure of S is
defined as
cl(S) = {x ∈ E : rk(S) = rk(S ∪ x)}
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Figure 3: Lattice of flats of MG
In this terminology, flats are closed subsets of E. The set of flats L(M) of a matroid form
a ranked lattice under inclusion, where the rank function is given by the rank function
rkM of the matroid M. For F,G ∈ L(M), the join F ∨ G is given by cl(F ∪ G), and the
meet F ∧ G is given by the intersection F ∩ G. The top element 1ˆL(M) is given by the
underlying set E, and the bottom 0ˆL(M) is given by the closure of empty set cl(∅). The
closure cl(∅) is precisely the set of loops of M. Each flat in L(M) is generated as a join
of atoms, hence L(M) is atomic. Furthermore, the rank function rkM is semimodular, i.e.
for F,G ∈ L(M)
rk(F ∨ G) + rk(F ∧ G) ≤ rk(F) + rk(G)
Having these two properties in the lattice L(M), makes it a geometric lattice. It is a the-
orem due to Birkhoff [Dil90] that every geometric lattice is isomorphic to the lattice of
flats of some loopless matroid.
Example 1.4. For the uniform matroid Ur,n of rank r over a set E of size n, each set of size k
where k < n is a flat of rank k, and there is a unique flat of rank r, namely E. Therefore, the
lattice of flats of Ur,n is a truncated boolean lattice at level r− 1, adjoined by E at the top.
Example 1.5. For the matroid MG , the lattice of flats is given in figure 3
There are some natural constructions on matroids. We mention one here. Given
two matroids M1 = (E1,B1), M2 = (E2,B2), the direct sum M1 ⊕ M2 of M1 and M2 is
defined as a matroid on disjoint union E1 ⊔ E2 with bases B(M1 ⊕M2) = B1 × B2. The
lattice of flats L(M1⊕M2) is isomorphic to L(M1)× L(M2). In general, a matroid M is a
direct sum of its connected components. This highlights the importance of determining
whether a given matroid is connected or not. Crapo in [Cra67] came up with a criterion
to do exactly that. He defined the beta invariant β(M) of a matroid M as
β(M) = (−1)rkM(E) ∑
X⊆E
(−1)|X|rkM(X)
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Figure 4: Lattice L(MK4) of flats of MK4
Crapo showed in [Cra67] that β(M) is always a non-negative integer and it is positive
if and only if M is connected (Crapo’s connectivity criterion). Note that β(MG) = 1, and
hence it is connected. On the other other hand, for the uniform matroid Un,n, the beta
invariant β(Un,n) = 0.
1.3 The Lattice of cyclic flats of a matroid
Given a flat F of a matroid M, the cyclic part cyc(F) of F is defined to be the union of
circuits of M contained in F i.e
cyc(F) :=
⋃
γ ciruit of M
γ⊆F
γ
We call a flat cyclic if it is equal to its cyclic part. The empty set is regarded as a cyclic flat.
Equivalently, a flat F is cyclic if the restriction M|F has no isthmuses. The set of cyclic
flats, denoted as Z(M), forms a lattice under set inclusion. Given X,Y ∈ Z(M), the
join X ∨ Y is given by cl(X ∪Y), and the meet X ∧ Y is given by cyc(X ∩Y). Brylawski
[Bry75] showed that the lattice Z(M) together with its rank function, determines M. It
is shown by Bonin and DeMier [BdM08] that every finite lattice is a lattice of cyclic flats
of some bitransversal matroid. This means that the lattice of cyclic flats of a matroid can
be as wild as possible. Given a collection Z of subsets of a ground set E, and a rank
function rk on Z , Bonin and DeMier also gave an axiomatic scheme to determine when
is Z the lattice of cyclic flats of a matroid, along with the given rank function rk. As an
example, we show the lattice of flats of MK4 in figure 4, and lattice of cyclic flats of MK4
in figure 5
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Figure 5: Lattice Z(MK4) of cyclic flats of MK4 .
2 Matroid Polytopes
After going through some basics of matroid theory, we can define the fundamental ob-
ject of this paper, the matroid (base) polytope. The vertex picture of a matroid polytope
is given by bases, and the hyperplane picture (with some redundancies) is given by flats
of the underlyingmatroid. Feichtner and Sturmfels [FS05] gave a description of matroid
polytopes as irredundant intersection of half spaces. The facet-defining hyperplanes, in
this case, correspond to a special class of flats. Matroid polytopes were also realised
by Ardila, Benedetti and Doker [ABD10] as generalised permutahedra. This realisation
is used to derive their volume from Postnikov’s theory of generalised permutohedron
[Pos09]. Derksen defined a valuative invariant on matroids [Der09] and conjectured it
to be universal. This was proved subsequently by Derksen and Fink [DF10].
2.1 The base polytope of a matroid
Let M = (E,B) be a matroid of rank r, and let ei denote the standard basis vector in R
E.
For every base B ∈ B, the indicator vector eB ∈ R
E is defined to be
eB = ∑
i∈B
ei
Definition 2.1. The matroid base polytope of M is defined as the convex hull of incidence
vectors of bases of M, that is,
PM = conv{eB : B ∈ B} ⊆ R
E
Before going further, let us look at a classical example.
Example 2.2. Consider the uniform matroid U2,4 on [4], then
P(U2,4) = conv{(1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1)}
This gives us a regular octahedron embedded in R4 as shown in figure 6.
(1,1,0,0)
(1,0,1,0)
(0,0,1,1)
(0,1,0,1)
(0,1,1,0)
(1,0,0,1)
Figure 6: The hypersimplex△2,4
Feichtner and Sturmfels have studied matroid polytopes in [FS05]. They have deter-
mined the dimension and a combinatorial description of these polytopes as polyhedras.
Theorem 2.3. [FS05] Let M be a rank r matroid on ground set E, then
PM =
{
x = (x1, · · · , xn) ∈ R
E : ∑
i∈F
xi ≤ rk(F) for all flats F ⊆ E
}
and dim(P(M)) = |E| − c(M), where c(M) denote the number of connected components of
M.
In the above description, each flat of our matroid gives rise to a linear inequality.
Some of these linear inequalities might be redundant. One may ask for an irredundant
representation of PM, i.e. which flats give rise to facet-determining hyperplanes. Fe-
ichtner and Sturmfels have determined them as flats F such that M|F and M/F are both
connected.
Example 2.4. Given positive integers 0 < r < n, the hypersimplex △r,n is defined as the
matroid polytope of the uniform matroid Ur,n. It is classically known (see for example Exercise
4.59(b) in [Sta12]) and can be found in the work of Laplace that
Vol(△r,n) =
An−1,r−1
(n− 1)!
where An−1,r−1 are Eulerian numbers, counting the number of permutations w ∈ Sn−1 with
r− 1 descents.
Gelfand, Goresky, MacPherson and Serganova studied matroid polytopes in their
extremely impactful paper [GfGMS87]. They proved the following fundamental result:
Theorem 2.5. A convex polytope P ⊆ △r,n with vertices in {0, 1}n is the matroid polytope of a
matroid of rank r on the ground set E if and only if every edge of P is parallel to ei − ej for some
i, j ∈ E, i 6= j.
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Furthermore, they showed that two vertices eB1 and eB2 for B1, B2 ∈ B(M) are adja-
cent if and only if eB1 − eB2 = ei − ej for some i, j ∈ E. This implies that, the edges of PM
corresponds to basis exchange in M. Therefore, the vertex-edge graph of PM is precisely
the basis exchange graph G(M) of the matroid M.
Another implication of the above is that the faces of matroid polytopes are again
matroid polytopes. On these lines, the facial structure of matroid polytopes has been
described combinatorially by Ardila and Klivans in [AK06].
This also implies that the class of matroid polytopes is a subclass of generalised per-
mutohedra. We will see the definition of a generalised permutohedron in the following
subsection.
2.2 The matroid base polytope as a generalised permutohedron
Recall that given two convex polytopes P and Q in Rn, the Minkowski sum P+ Q of P
and Q is defined as the set
P+Q = {p+ q : p ∈ P, q ∈ Q}
We say that P is aMinkowski summand of R if there is a polytope Q such that P+Q = R.
In that case, we call Q the Minkowski difference of R and P, and we write Q = R− P. A
convex polytope P in Rn is said to be a generalised permutohedron if it satisfies one of
the following equivalent conditions [Zie95]
• Every edge of P is parallel to ei − ej for some 1 ≤ i < j ≤ n.
• The normal fan of P in (Rn)∗ is refined by the braid arrangement.
• The polytope P is a Minkowski summand of a permutohedron.
From Theorem 2.5, it is known that a matroid polytope PM is a generalised permu-
tohedron. Postnikov in [Pos09] showed that every generalised permutohedron can be
written uniquely as a signed Minkowski sum of simplices. Recall that the signed beta
invariant of M is defined as
β˜(M) = (−1)rkM(E)+1β(M)
Ardila, Benedetti and Doker in [ABD10] gave the following signed Minkowski sum
decomposition of PM
PM = ∑
A⊆E
β˜(M/A)∆E\A
Using the theory developed by Postnikov [Pos09], they have given an elegant formula
for volume of matroid polytope PM.
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Theorem 2.6. [ABD10] Let M be a connected matroid on a ground set E, then the volume of
the matroid polytope PM is given by
Vol(PM) =
1
(n− 1)! ∑
(J1,··· ,Jn−1)
β˜(M/J1) · · · β˜(M/Jn−1)
summing over the ordered collections of sets J1, · · · , Jn−1 ⊆ E such that if i1, · · · , ik are pairwise
distinct, then |Ji1 ∩ · · · ∩ Jik | < |E| − k.
The condition on the ordered collection of sets indexing the terms in the sum above
is known as dragon marriage condition [Pos09]. The enumeration of ordered sequences
of sets satisfying dragon marriage condition is computationally very expensive. So we
here only present a small scale example.
Example 2.7. Consider the matroid U2,3 on edge set E = {1, 2, 3}. We have grouped all subsets
satisfying the dragon marriage condition according to their cardinality type in the following table
(|J1|, |J2|) count β˜(M/J1) β˜(M/J2) contribution to (n− 1)!Vol(PM)
(0, 0) 1 -1 -1 1
(1, 0) 3 1 -1 -3
(0, 1) 3 -1 1 -3
(2, 0) 3 -1 -1 3
(0, 2) 3 -1 -1 3
(1, 1) 9 1 1 9
(2, 1) 9 -1 1 -9
(1, 2) 9 1 -1 -9
(2, 2) 9 -1 -1 9
Table 1: Volume computation for PU2,3
As we can see in the table 1 that the ∑(J1,J2) β˜(M/J1)β˜(M/J2) can be simplified to
1− 3− 3+ 3+ 3+ 9− 9− 9+ 9 = 1
equals the Eulerian number A2,1. Therefore the volume of PU2,3 is
1
2! . The simplification of the
sum into Eulerian number is not evident from the formula itself.
2.3 Matroid valuations
Billera, Jia and Reiner [BJR09] introduced the notion of matroid base polytope decom-
position. As the name suggests, it is a decomposition of a matroid base polytope into
polytopes that in turn are also matroid base polytopes.
Definition 2.8. A matroid polytope decomposition of a matroid polytope P = PM is a set
of matroid polytopes {PM1 , · · · , PMm} such that
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• PM1 ∪ · · · ∪ PMm = P.
• for all 1 ≤ i < j ≤ m, the intersection PMi ∩ PMj is a face of both PMi and PMj .
For the special case when m = 2 i.e. when PM has a matroid polytope decomposi-
tion into PM1 and PM2 , we call such a decomposition hyperplane split. Since the intersec-
tions PMi ∩ PMj are faces of matroid polytopes, these are themselves matroid polytopes.
Given a matroid polytope P ⊆ Rn, we denote by M(P) the matroid whose bases B cor-
respond to vertices eB of P. Matroid polytope decomposition is reminiscent of the idea
of polytopal subdivision, but now we are only using a specific class of polytopes for
the subdivision. One can then define the notion of matroid valuation. We denote the
class of all matroids by Mat, and denote the class of all matroids on the ground set [n]
byMatn.
Definition 2.9. Let G be an abelian group. A function f : Mat −→ G is called a ma-
troid polytope valuation, or valuation for short, if for any matroid polytope decomposition
{PM1 , PM2 , · · · , PMm} of a matroid polytope PM of M ∈ Mat, we have
∑
A⊆[m]
(−1)#A f
(
M
( ⋂
i∈A
PMi
))
= 0
Many examples of matroid valuations were studied and discussed in detail byArdila,
Fink and Rincon in [AFR10]. We mention here some valuations that are relevant in our
context.
Example 2.10. For a positive integer n, the volume function Vol, that gives the (n − 1)-
dimensional volume of the matroid polytope PM of M for each matroid M ∈ Matn is a matroid
polytope valuation.
Example 2.11. For a polytope P in Rd, the Ehrhart function EhrP(x) is defined as the number
of lattice points contained in the n-th dilate nP of P, that is,
EhrP(n) =
∣∣∣(nP ∩Zd)∣∣∣
This is known to be a polynomial function with rational coefficients [Ehr62] for lattice polytopes.
Matroid polytopes are lattice polytopes, hence we have a well-defined function
Ehr : Mat −→ Q[t]
M 7−→ EhrPM(t)
The Ehrhart polynomial satisfies the inclusion-exclusion property for lattice polytopes, which
implies that the function Ehr above is a matroid polytope valuation.
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2.4 The Derksen-Fink invariant
Here we study a valuative invariant of matroids that was first introduced by Derksen
in [Der09]. In the literature, it is usually referred as the G-invariant. We are opting for
the name Derksen-Fink invariant to credit Derksen who defined it in [Der09] and Fink
who proved a universality result for it in [DF10] along with Derksen. This also avoids
confusion with Speyer’s g-invariant [Spe08] in verbal exchanges. Let M be a matroid of
rank r on the set E = {e1, · · · , en}. Each permutation w of the set E gives rise to a flag of
sets:
S(w) : ∅ = S0 ( S1 ( · · · ( Sn = E
where Si = {w(e1), · · · ,w(ei)} for i = 1, · · · , n. The rank sequence ρ(w) = (ρ1, ρ2, · · · , ρn)
of w is defined as
ρi = rk(Si)− rk(Si−1)
Notice that for a matroid, ρ ∈ {0, 1}n. Let [ρ] be a formal symbol, one for each possible
rank sequence ρ. The Derksen-Fink invariant G(M) of a matroid M is defined as
G(M) = ∑
w∈Sn
[ρ(w)] = ∑
ρ∈{0,1}n
g(M, ρ)[ρ]
where gM(ρ) is the number of permutations w whose rank sequence is ρ. We skip the
subscript M, whenever the underlying matroid is understood. Note that originally the
invariant G(M) is defined as a quasisymmetric function by Derksen [Der09], this def-
inition is equivalent once we identify the symbol ρ with a chosen bases of space of
quasisymmetric functions.
Example 2.12. For the uniform matroid Ur,n, all r-sized subsets are bases, and therefore the
rank sequence for any permutation is
(1 · · · 1︸ ︷︷ ︸
r
0 · · · 0︸ ︷︷ ︸
n−r
)
This implies
G(Ur,n) = n![1 · · · 1︸ ︷︷ ︸
r
0 · · · 0︸ ︷︷ ︸
n−r
]
Derksen in [Der09] showed that the invariant G(M) is a valuative invariant, and asked
whether it is universal. This was answered affirmatively later by Derksen and Fink
[DF10]. A valuation ν is called universal if every valuation f can be written as f = f ′ ◦ ν
where f ′ is a group homomorphism.
Theorem 2.13. (Derksen-Fink theorem) The Derksen-Fink invariant G(M) is a universal val-
uative invariant on matroids.
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It is easy to see that the function b = b(M) that assigns the number of bases to each
matroid M is a matroid valuation. Universality of G(M) implies b(M) should be an
evaluation, which it is as following equality suggests:
g(1 · · · 1︸ ︷︷ ︸
k
0 · · · 0︸ ︷︷ ︸
n−k
) = k!(n− k)!b(M)
Speyer [Spe08] proved that Tutte polynomial is also a matroid valuation. Another poly-
nomial associated to matroid is the corank-nullity polynomial S(M; x, y), which is de-
fined as
S(M; x, y) = ∑
A⊆E
xrk(E)−rk(A)y|A|−rk(A)
= ∑
i,j
si,jx
r−jyi−j
where si,j is the number of subsets A ⊆ E of size i and rank j. One can show using
induction that
T(M; x, y) = S(M; x− 1, y− 1)
This shows that corank-nullity polynomial of a matroid M, determines its Tutte polyno-
mial. The significance of the universality can now be depicted in the following theorem
of Derksen that determines the coefficients of corank-nullity polynomial using the coef-
ficients of the Derksen-Fink invariant.
Theorem 2.14. (Derksen) Given a matroid M = (E,B) with corank nullity polynomial S(M; x, y) =
∑i,j si,jx
r−jyi−j , then the coefficients si,j equal the following evaluation of the Derksen-Fink in-
variant G(M)
si,j =
1
i!(n− i)! ∑
∑i ρ=j
g(ρ) (1)
where the sum on the right is over all ρ such that ∑i ρ = ρ1 + · · ·+ ρi = j.
Example 2.15. The Derksen-Fink invariant for MK4 is given by
G(MK4) = 144[110100] + 576[111000]
and the corank-nullity polynomial is given by
x3 + y3 + 6x2 + 4xy+ 6y2 + 15x+ 15y+ 16
We illustrate the above theorem by computing these coefficents from Derksen-Fink invariant in
table 2
13
16 15 6 1
15 4
6
1
(i, j) si,j from equation 1
(0, 0) 144+5766! = 1
(1, 1) 144+5765! = 6
(2, 2) 144+5764!2! = 15
(3, 2) 1443!3! = 4
(3, 3) 5763!3! = 16
(4, 3) 144+5764!2! = 15
(5, 3) 144+5765! = 6
(6, 3) 144+5766! = 1
Table 2: Computing coefficients si,j of corank-nullity polynomial from the Derksen-Fink
invariant
3 Schubert Matroids
We study an important class of matroids called Schubert matroids. They have been dis-
covered and rediscovered many a times. This also explains why we have several al-
ternative names for them in the literature, such as freedom matroids, nested matroids, PI-
matroids, shifted matroids, counting matroids and generalized Catalan matroids. Interestingly,
these can all be realized as lattice path matroids. They played a role in Derksen and
Fink’s work [DF10]. Schubert matroids also arise as additive bases of Hampe’s matroid
intersection ring in [Ham17].
3.1 The Schubert matroid Rρ
Let ρ ∈ {0, 1}n be a binary sequence with 1’s in positions b1 < b2 < · · · < br. The
Schubert matroid Rρ defined by ρ is the matroid of rank r on the set [n] = {1, 2, · · · , n}
such that
• 1, 2, · · · , b1-1 are loops.
• for 1 ≤ j ≤ r-1, bj is added as a coloop and bj, bj+1, · · · , bj+1-1 are freely positioned
in cl({b1, b2, · · · , bj}), and
• br, br+1, · · · , n are freely positioned in the entire matroid.
In other words, the Schubert matroid Rρ is obtained from a loop or a coloop by a se-
quence of free extensions and coloop additions. The Schubert matroid Rρ has a distin-
guished flag of flats
F0 ( F1 ( · · · ( Fr = [n]
where Fi = {1, 2, · · · , bi+1 − 1} is a flat of rank i for i = 1, · · · , r. As pointed out in
[CS05], the independent sets of Rρ can be constructed from such a flag as
I(Rρ) = {I ⊆ [n] : #(I ∩ Fi) ≤ i for all i}
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Since collection of independent sets uniquely define a matroid, we have an alternative
construction of the Schubert matroid Rρ. Sometimes, this construction will be more con-
venient, therefore we would like to fix a notation for it. The Schubert matroid coming
from applying this construction to a flag of sets
F0 ( F1 ( · · · ( Fr = [n]
will be denoted as R[F0, · · · , Fr]. Note that this gives rise to a matroid on [n] which is
isomorphic to the Schubert matroid
R0 · · · 0︸ ︷︷ ︸
#F0
1 · · · 0︸ ︷︷ ︸
#F1−#F0
10 · · · 0︸ ︷︷ ︸
#F2−#F1
···10 · · · 0︸ ︷︷ ︸
n−#Fr−1
We have constructed Rρ as a matroid on [n], but such a matroid can be constructed
over any finite set E of size n. In what follows, Rρ is considered as a matroid up to
isomorphism.
Example 3.1. The uniform matroid Ur,n can be constructed by adding first r elements in [n] as
coloops and then putting n− r remaining elements freely in the span of the first r elements. This
means every r-sized subset is independent. The distinguished flag of flats in this case is
∅ ( {1} ( · · · ( {1, · · · , r− 1} ( [n]
This implies
Ur,n ∼= R1 · · · 1︸ ︷︷ ︸
r
0 · · · 0︸ ︷︷ ︸
n−r
Let V(n, r) be the vector space of formal Q-linear combinations of all symbols [ρ]
such that ρ ∈ {0, 1}n have exactly r 1’s. The vector space V(n, r) has dimension (nr).
One natural choice of basis for V(n, r) is {[ρ] : ρ ∈ {0, 1}n such that ∑i ρi = r}. Kung
recently has determined another choice of basis for V(n, r) in [Kun17], that makes Schu-
bert matroid Rρ all more relevant.
Proposition 3.2. The set
{Rρ : ρ ∈ {0, 1}
n such that
n
∑
i
ρi = r}
forms a basis for the vector space V(n, r).
In the table belowwe show the Derksen-Fink invariant G(M) for all connected loop-
less Schubert matroids on [6] = {1, 2, 3, 4, 5, 6} of rank 3.
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Rρ G(Rρ)
R111000 720[111000]
R110100 36[110100] + 684[111000]
R110010 48[101100] + 96[110100] + 576[111000]
R101100 48[110010] + 96[110100] + 576[111000]
R101010 8[101010] + 40[101100] + 40[110010] + 128[110100] + 504[111000]
R100110 36[100110] + 36[101010] + 72[101100] + 72[110010] + 144[110100] + 360[111000]
Table 3: The Derksen-Fink invariants G(M) of all connected loopless Schubert matroids
on [6] of rank 3
3.2 Lattice path matroids
A set system A := AJ over a set E is by definition a multiset of subsets of E, indexed by a set J:
that is,
AJ := {Aj ⊆ E : j ∈ J}
A set system B := {Ak ⊆ E : k ∈ K} where K ⊆ J is called a subsystem of A. A transversal of the
set system AJ is a set T = {xj ∈ E : j ∈ J} of |J| distinct elements such that xj ∈ Aj for all j ∈ J.
A partial transversal of A is a transversal of a subsystem of A. We recall the following result due
to Edmonds and Fulkerson [EF65]
Theorem 3.3. The partial transversals of a set system over E are the independent sets of a matroid over
E.
We refer to such a matroid as tranversal matroid M = (E,A). A is called a presentation of M.
Wewould nowdefine a set system from a pair of lattice paths onN×N. We only consider lattice
paths that start from (0, 0) and that only use two kind of steps: East step E = (1, 0) andNorth step
N = (0, 1). For short, we call them E-step and N-step, respectively. For us, paths are just words
in alphabet {E,N}. Let P = p1 · · · pn and Q = q1 · · · qn be two paths from (0, 0) to (n− r, r), with
P never going above Q. Let pi1 , · · · , pir be the north steps of P and let qj1 , · · · , qjr be the north
steps of Q. Define the intervals Nk = [pik , qjk ]. This gives us a set systemA = {Nk : k ∈ [r]} over
the set {1, · · · , n}. The corresponding transversal matroid is denoted as M[P,Q]. A lattice path
matroid is a matroid isomorphic to a transversal matroid M[P,Q]. We introduce the following
shorthand for the extreme paths: wn,r = En−rNr and
w
n,r = NrEn−r.
Example 3.4. Consider the paths P = EEENNN and Q = NENENE, then M[P,Q] is a matroid on
[6] of rank 3. The bases of M[P,Q] are given by sets {a1, a2, a3} such that 1 ≤ a1 ≤ 4, 3 ≤ a2 ≤ 5 and
5 ≤ a3 ≤ 6. The bounds on ai’s are determined by the N-steps of extremal paths P and Q, as shown in
the diagram:
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1 4
53
5 6
Figure 7: Lattice-path diagram for P = E3N3 and Q = (NE)3
Bonin and De Mier studied the structural properties of lattice path matroid polytopes in
[BdM06]. Beside other results, they showed the following connectivity criterion for lattice-path
matroids:
Theorem 3.5. A lattice path matroid M[P,Q] of rank r on [n] is connected if and only if P and Q
intersect only at (0, 0) and (n− r, r).
This implies that any lattice path matroid of the form M[En−rNr , P] is a connected matroid
as long as as P is a North-East path whose first step is an N-step and whose last step is an E-step.
We do not need to worry about what happens in between the first and the last step for such path
P.
3.3 The Schubert matroid Rρ as a lattice path matroid
We would like to realize Schubert matroid Rρ as a lattice path matroid. Given a ρ ∈ {0, 1}n, we
define path Pρ ∈ {E,N}n by replacing 0 with E and 1 with N in ρ. The following proposition
seems to be known, but we are unable to find a reference.
Proposition 3.6. Let ρ ∈ {0, 1}n , then
Rρ ∼= M[E
n−rNr , Pρ]
Proof. Consider the flag of sets
F0 ( · · · ( Fr
where F0 = {1, · · · , a1− 1}where a1 is the position of first north step. Fi−1 = {ai + 1, · · · , ai− 1}
where ai is the ith north step. This gives a distinguish flag of sets, such that the independent sets
of M = M[En−rNr, Pρ] satisfy
#(I ∩ Fi) ≤ i
for all i.
The above proposition gives a description of Rρ as a transversal matroid, with the following
presentation
{Nk = [pik , qjk ] : k ∈ [r]}
We have realised Rρ as a lattice path matroid. This determines the lattice of cyclic flats of Rρ.,
as per the following proposition:
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Proposition 3.7. [Bon10] The lattice Z(M) of cyclic flats of the lattice-path matroid M = M[En−rNr , Pρ]
is a chain. Furthermore, the proper non-trivial cyclic flats of the matroid M are given by Fi = {1, 2, · · · , ci} ⊆
[n], where ci is the ith incident of an E step that is followed by an N step.
Example 3.8. As an example, we show all the connected loopless Schubert matroids on [6] = {1, 2, 3, 4, 5, 6}
of rank 3, and their lattice path diagram along with the chain of cyclic flat that characterize them.
Matroid M [λ] C
R111000 ∅ ( [6]
R110100 ∅ ( [3]
2 ( [6]
R110010 ∅ ( [4]
2 ( [6]
R101100 ∅ ( [2]
1 ( [6]
R101010 ∅ ( [2]
1 ( [4]2 ( [6]
R100110 ∅ ( [3]
1 ( [6]
Table 4: connected loopless Schubert matroids on [6] of rank 3 along with their respec-
tive lattice path diagrams.
Brylawski [Bry75] showed that the cyclic flats togetherwith their ranks uniquely determined
the matroid. Therefore, we can reconstruct Rρ from its respective chain of cyclic flats. If R is a
Schubert matroid coming from such a chain Fr00 ( F
r1
1 ( · · · ( F
rk
k = [n] of cyclic flats, where
ri = rk(Fi), then we denote it by R(F
r0
0 , F
r1
1 , · · · , F
rk−1
k−1 , F
rk
k ).
Example 3.9. The uniform matroid Ur,n on [n] of rank r can be realised as a lattice path matroid M =
M[En−rNr ,NrEn−r] = M[wn,r,
w
n,r]. The bases in this case corresponds to all N − E paths from (0, 0)
to (n, r). We show the diagram [λ] in Figure for the case U3,5. The chain of cyclic flats is ∅0 ⊆ [n]r, that
is, Ur,n = R(∅0 ( [n]r).
Figure 8: Lattice-path diagram for U3,5.
3.4 Hampe’s matroid intersection ring
Let us fix our ground set E = [n] := {1, 2, · · · , n} for this section. For r : 1 ≤ r ≤ n, let Cr,n be
the set of all chains of subsets of [n] of length r:
∅ ( F1 ( · · · ( Fr = [n]
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We denote by Vr,n = ZCr,n the free Z-module whose coordinates are indexed by elements of Cr,n.
Let Mfreer,n be the free Z-module with generators the set of all loopless matroids of rank r on the
ground set [n] = {1, 2, · · · , n}. Define a homomorphism
Φr,n : M
free
r,n −→ Vr,n
M 7−→ vM
where for each chain C,
(vM)C :=
{
1 if C is a chain of flats in M
0 otherwise
The Z-module Mn is defined as
Mn =
n⊕
r=1
Mr,n
with Mr,n = Mfreer,n / kerΦr,n. One way to think of it as a way to identify matroids with the set of
saturated chains of their flats.
Example 3.10. For r = 2 and n = 4, the following identity holds in M2,4. where matroids are identified
with their respective lattice of flats.
{3} {4}
{1, 2, 3, 4}
∅
{1} {2} +
{1, 2, 3, 4}
{2, 3}
∅
{1, 4} =
{1, 2, 3, 4}
{2, 3}
∅
{4} {1} + {2}
{1, 2, 3, 4}
∅
{3} {1, 4}
Table 5: An identity in M2,4
Recall that, given matroids M and N on the same ground set E, the union M∨N is a matroid
on E which is defined in terms of its independent sets
I(M ∨ N) = {I ∪ J : I ∈ I(M), J ∈ I(N)}
The intersection M ∧ N is defined as
M ∧ N = (M∗ ∨ N∗)∗
It is shown by Hampe [Ham17] that Mn forms a ring under the product defined as
M · N :=
{
M ∧ N if M ∧ N is loopfree;
0 otherwise,
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extended to linear combinations of matroids via distributivity. Mn is called the interesection ring
of matroids on [n]. In our discussion, the multiplicative structure of Mn is not needed, though it
is of independent importance.
For a loopless matroid M on [n] of rank r, let Z = Z(M) be its lattice of cyclic flats. We
denote by ∆ = ∆(Z) the (reduced) order complex of Z . The complex ∆ consists of chains of
cyclic flats of M, without top [n]r or bottom ∅0. Let F = F(∆) be the face lattice of ∆. Let
Γ = Γ(M) be the lattice we get by adjoining a formal bottom to the dual of F(∆), that is, Γ =
F
∗ ∪ {0ˆ}. The (nonbottom) elements C of Γ are chains of cyclic flats of M without top E or
bottom ∅. With each such chain C = (F1 ( · · · ( Fk−1), we can associated a Schubert matroid
R(C) = R(∅0 ( Fr11 ( · · · ( F
rk−1
k−1 ( E
r), where ri = rkM(Fi) for i = 1, · · · , r− 1. Again keeping
in mind our shorthand, we write R(Fr11 , · · · , F
k−1
k−1 ) for such a matroid. Note that the top element
in Γ(M) is the empty face, and the corresponding Schubert matroid for it is the uniformmatroid
R(∅0 ⊆ [n]r). An important result in [Ham17] is the following:
Theorem 3.11. [Ham17] Let M be a loopfree matroid of rank r on [n]. Then the following identity holds
in Mr,n:
M = − ∑
C∈Γ(M)
C 6=0ˆ
µ(0ˆ,C)R(C)
Example 3.12. The example 3.10 is a special case of the above identity. Let M be a matroid whose lattice
of flats is given by
{1, 2, 3, 4}
{2, 3}
∅
{1, 4}
Notice that in this case, the lattice of cyclic flats of M is the same as lattice of flats, since each flat is cyclic.
The Γ(M) is given by
∅
{2, 3}
0ˆ
{1, 4}
This implies that
M = R(∅0 ⊆ [4]2)− R(∅0 ( {2, 3}1 ⊆ [4]2)− R(∅0 ( {1, 4}1 ( [4]2)
= R(∅)− R({2, 3}1)− R({1, 4}1)
which is precisely the equality in example 3.10.
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4 Volume Calculations
Recall that the hypersimplex △r,n is the matroid polytope of the uniform matroid Ur,n, and its
volume is given by 1
(n−1)!
An−1,r−1where An−1,r−1 is the Eulerian number, that counts the number
of permutations of [n− 1] with r− 1 descents. We can ask whether there is a combinatorial for-
mula for the volumes of other matroid polytopes. This is already answered by Ardila, Benedetti
and Doker in [ABD10], as we saw in section 1. However, their formula has its pros and cons. For
example, it is not obvious how their formula implies that volume of a uniformmatroid polytope
(hypersimplex △r,n ) is given by
1
(n−1)!
An−1,r−1. Another class of matroid polytopes for which
the answer is known is lattice-path matroid polytopes. Bidkhori and Sullivant [Bid12] gave an
expression for the volume of a lattice-path matroid polytope in terms of number of standard
skew Young tableaux corresponding to certain lattice paths. We have seen in section 2 that the
Schubert matroid Rρ is isomorphic to a lattice-path matroid. This enables us to compute the
volume of its base polytope. From section 3, we know that volume of a matroid polytope can be
written as a linear combination of volume of Schubert matroid polytopes, given by the identity
3.11. Combining these two facts, we get a combinatorial algorithm to compute volume of any
matroid polytope. We use this algorithm to give a formula for volumes of connected sparse
paving matroid polytopes.
4.1 Volume of the Schubert matroid Rρ
Bidkhori [Bid12] generalized Stanley’s approach for computing volumes of hypersimplices to all
lattice path matroid polytopes. She gave an expression in terms of sum of number of standard
skewYoung tableaux of certain shapes. These can be computed combinatorially by famous hook
formula. Bidkhori decomposed a connected lattice path matroid polytope into a certain type of
lattice-path matroid polytopes, called border strip matroid polytopes.
Definition 4.1. Let M[P,Q] be a connected lattice path matroid polytope such that the boxes between
P and Q form a border strip λ: that is, if P = p1 · · · pn and Q = q1 · · · qn, then p1 = qn = E,
pn = q1 = N and pi = qi for 1 < i < n. Let p be a path whose vertices are boxes of a border strip λ and
whose edges are connected boxes. We call such a matroid M[P,Q] a border strip matroid polytope and
denote it by M[λ(p)].
The border strip λ can be seen as a skew Young diagram coming from p. To highlight this
perspective, we denote such a shape as λ(p). The following result of Bidkhori and Sullivant
uses Stanley’s triangulation of hypersimplex.
Proposition 4.2. [Bid12] The volume of the border strip matroid polytope PM[λ(p)] is given by the number
f λ(p) of standard skew Young tableaux of shape λ(p).
For a path p, the number f λ(p) can also be thought of as number of permutations of the set
{1, 2, · · · , n− 1} which have descents exactly where we have a horizontal step in our path. The
number of standard Young tableaux of shape λ can be computed combinatorially by Frame-
Robinson-Thrall hook-length formula [FRT54]. For standard skew Young tableaux of (skew)
shape λ, we can compute f λ using the Naruse formula (that generalizes hook-length formula
[Nar14]).
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Given a lattice path matroid polytope M[P,Q], Bidkhori [Bid12] used Alfonsin and Chate-
lain’s work [CRA11] on hyperplane splits to come up with the following matroid polytope de-
composition of M[P,Q].
Proposition 4.3. If M[P,Q] be a connected lattice path matroid polytope, then
{M[λ(p)] : p path of boxes between P and Q}
is a matroid polytope decomposition of M[P,Q].
This matroid polytope decomposition arise via iterative hyperplane splits. If we only con-
sider the volume of lattice path matroid polytope, the above decomposition implies the follow-
ing corollary.
Corollary 4.4. [Bid12] The volume of a lattice path matroid polytope corresponding to connected lattice
path matroid M[Q] := M[wn,r,Q] on [n] of rank r is given by
Vol(PM[Q]) =
1
(n− 1)! ∑p
f λ(p)
where the sum is over all paths p under Q, and f λ(p) denote the set of standard skew Young tableaux of
shape λ(p).
Example 4.5. As a special case to the above result, we see that for
Vol(PR1, · · · , 1︸ ︷︷ ︸
k
,0, · · · , 0︸ ︷︷ ︸
n−k
) =
1
(n− 1)! ∑p
f λ(p)
which translates into
An−1,r = ∑
p
f λ(p)
The left-hand side counts the number of permutations w ∈ Sn−1 with r descents and the right-hand side
counts the same by indexing over all possible r descent positions. For example,
26 = f + f + f + f
= 4+ 9+ 9+ 4
Example 4.6. The volume of all connected loopless Schubert matroids on [6] of rank 3 can then by
computed by the above as follows:
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Matroid M ∑ f λ Vol(PM)
R111000 f + f + f + f + f + f
66
5!
R110100 f + f + f + f + f
60
5!
R110010 f + f + f
33
5!
R101100 f + f + f
33
5!
R101010 f + f
22
5!
R100110 f
6
5!
Table 6: Volume of connected loopless Schubert matroid polytopes on [6] of rank 3
4.2 From the lattice of cyclic flats to the volume of connected matroid
polytope
In this subsection, we explain how the lattice of cyclic flats of a connected matroid can be used
to compute the volume of its matroid polytope. Let M be a matroid of rank r on [n], and let
Z = Z(M) be its lattice of cyclic flats. We construct the lattice Γ(M) as explained in section 3.4,
and consider the following relation in Mr,n from Theorem 3.11
M = − ∑
C∈Γ(M)
C 6=0ˆ
µ(0ˆ,C)R(C)
Since the Derksen-Fink invariant G : Mr,n −→ V(n, r) is a Z-module homomorphism, the
above can be translated to a relation between Derksen-Fink invariants of matroids. Let M be
a connected matroid, which means that its polytope is n − 1 dimensional. Since the (n − 1)-
dimensional normalised volume Voln−1 is a matroid invariant and a matroid valuation, and the
Derksen-Fink invariant is universal valuative invariant. This gives that the volume Voln−1(PM)
of the matroid base polytope PM is then an evaluation of Derksen-Fink invariant of the matroid
M. Therefore we have an equation for Voln−1(PM) as
Voln−1(PM) = − ∑
C∈Γ(M)
C 6=0ˆ
µ(0ˆ,C)Voln−1(R(C))
Now the volumesVoln−1(R(C)) of Schubertmatroids can now be computed by Bidkhori-Sullivant
formula 4.4. We suppress the subscript n− 1, and represent (n− 1)-dimensional normalised vol-
ume by just Vol. Let us illustrate this for the graphic matroid MG .
Example 4.7. The lattice of cyclic flats of MG is given in figure 9 By Theorem 3.11, we get
MG = −R(∅) + R({1, 2, 3}
2) + R({3, 4, 5}2)
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{1, 2, 3}
∅
{1, 2, 3, 4, 5}
{3, 4, 5}
Figure 9: Lattice of cyclic flats of M
From which it follows that
G(MG) = −G(R11100) + 2G(R11010)
Vol(PMG ) = −
1
4!
(
A4,2 − 2 ∑
p⊆
f λ(p)
)
= −
1
4!
(1 · 11− 2 · 8)
=
1
4!
(5)
=
5
4!
which we already know is the volume of PMG
4.3 Volume of connected sparse paving matroid polytopes
In this subsection, we study connected sparse paving matroids and the volume of their base
polytopes. A matroid M of rank r on the ground set E is called paving if all circuits have size r
or r + 1. A hyperplane of size r− 1 of M is called a trivial hyperplane, and otherwise it is called
nontrivial. The calculation of the Derksen-Fink invariant of a paving matroid is given by the
following result due to Tugger [FK17].
Proposition 4.8. Let M be a rank r paving matroid on [n]. The Derksen-Fink invariant G(M) of a
paving matroid M is given by
G(M) = ∑
H trivial
(r− 1)!(n− r+ 1)![1r0n−r]
+ ∑
H nontrivial
(
|H|
∑
i=r
|H|!
(|H| − i+ 1)!
(n− |H|)(n− i)![1r−10i−r10n−i]
)
Proof. Every subset of size r-1 of [n] is independent, and therefore the rank sequence of any
permutation w starts with an (r− 1)-string of 1’s. The last remaining 1 can occur at any position
i : i ≥ r. For a given permutation w, denote this position by aw. Consider the set
Sr−1(w) = {w(1),w(2), · · · ,w(r− 1)}
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This is a subset of [n] of size r − 1 and rank r − 1. If Sr−1(w) is a flat, which makes it a trivial
hyperplane, then aw = r. The number of permutations for which this happens is
(r− 1)!(n− r+ 1)!
This is because any permutation of the set Sr−1(w) and its complement gives such a rank se-
quence. On the other hand, if Sr−1(w) is not a flat, then it spans a nontrivial hyperplane, say H.
In this case, aw can be any integer from r to |H|+ 1. For i : r ≤ i ≤ |H|, aw = i if and only if
Si(w) = {w(1),w(2), · · · ,w(i)} ⊆ H
The number of permutations for which aw = i for a given nontrivial hyperplane is(
|H|
i− 1
)
(i− 1)!(n− |H|)(n− i)!
This is because any of the n− |H| elements outside H increase the rank by 1.
A paving matroid is sparse if all nontrivial hyperplanes have size r. All uniform matroids
are sparse paving, since the hyperplanes are exactly all r − 1 subsets of underlying set E, and
all of them are trivial. For the Derksen-Fink invariant of sparse paving matroids, the formula in
Proposition 4.8 can further be simplified.
Corollary 4.9. If M is a rank-r sparse paving matroid on n elements with α nontrivial hyperplanes, then
M has (nr)− α bases. Hence
G(M) =
((
n
r
)
− α
)
r!(n− r)![1r0n−r] + αr!(n− r)![1r−1010n−r−1]
The above corollary suggests us to find a simple formula for the volume of matroid polytope
of a connected sparse paving matroid with given number of nontrivial hyperplanes. This brings
us to our main result.
Theorem 4.10. Let Mα be a connected sparse paving matroid of rank r with α nontrivial hyperplanes.
Let PMα denote the corresponding matroid base polytope. Then
Voln−1(PMα) =
1
(n− 1)!
(
An−1,r−1− α
(
n− 2
r− 1
))
Proof. Notice first that the lattice of cyclic flats Z = Z(Mα) of Mα is a rank 2 lattice with α atoms
which are precisely the hyperplanes of Mα. Now using the identity from Theorem 3.11, we have
Mα = −
(
− ∑
H hyperplane
R(∅0 ( Hr−1 ( Er) + (α− 1)R(∅0 ( Er)
)
= −

− ∑
H hyperplane
R1 · · · 1︸ ︷︷ ︸
r−1
01 0 · · · 0︸ ︷︷ ︸
n−r−1
+ (α− 1)Ur,n


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This implies identity of the Derksen-Fink invariant of respective matroids.
G(Mα) = −

− ∑
H hyperplane
G(R1 · · · 1︸ ︷︷ ︸
r−1
01 0 · · · 0︸ ︷︷ ︸
n−r−1
) + (α− 1)G(Ur,n)


By the universality of Derksen-Fink invariant the above can be translated to an equality of vol-
umes. Appealing to Bidkhori-Sullivant formula 4.4, we can simplify the right-hand side
Vol(PMα) = −
1
(n− 1)!

(α− 1) ∑
p⊆[mr]
p path
f λ(p) − α ∑
p⊆[mr]/[1]
p path
f λ(p)


Let
w
denote the path NrEn−r, then we can rewrite
Vol(PMα) = −
1
(n− 1)!
(
(α− 1)
(
∑
p⊆[mr]/[1]
p path
f λ(p) + f λ(
w
)
)
− α ∑
p⊆[mr]/[1]
p path
f λ(p)
)
his can be simplified to
Vol(PMα) = −
1
(n− 1)!
(
(α− 1) f λ(
w
)
)
− ∑
p⊆[mr]/[1]
p path
f λ(p)
)
= −
1
(n− 1)!
(
α f λ(
w
)
)
− ∑
p⊆[mr]
p path
f λ(p)
)
We know f λ(
w
) = (n−2r−1) by hook formula, and from example 4.5, we know the second sum
equals the Eulerian number An−1,r−1. Plugging this in, give us the required formula.
Vol(PMα) = −
1
(n− 1)!
(
α
(
n− 2
r− 1
)
− An−1,r−1
)
We illustrate the above theorem using the graphic matroid MK4 of complete graph K4, which
is a conneceted sparse paving matroid.
Example 4.11. Consider MK4 , the complete graphic matroid on {1, 2, 3, 4, 5, 6}. The lattice of cyclic flats
of M(K4) is given by
{3, 4, 5} {1, 3, 6}
∅
{1, 2, 5} {2, 4, 6}
{1, 2, 3, 4, 5, 6}
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By Theorem 3.11, this implies that
MK4 = −R(∅) + R({3, 4, 5}
2) + R({0, 1, 3}2) + R({1, 2, 5}2) + R({0, 2, 4}2)
From which it follows that,
G(MK4) = −3G(R111000) + 4G(R110100)
Vol(PMK4 ) = −
1
5!

3A2,5 − 4 ∑
p⊆
f λ(p)


= −
1
5!
(3 · 66− 4 · 60)
=
42
5!
which we know is the volume of MK4 by independent means.
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