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This thesis is concerned with problems of using computers to interpret 
scenes from television camera pictures. In particular, it tackles the problem of 
interpreting the picture in terms of lines and curves, rather like an artist's line 
drawing. This is very time consuming if done by a single, serial processor. How- 
ever, if many processors were used simultaneously it could be done much more 
rapidly. In this thesis the task of line and curve extraction is expressed in terms 
of constraints, in a form that is susceptible to parallel computation. Iterative 
algorithms to perform this task have been designed and tested. They are proved 
to be convergent and to achieve the computation specified. 
Some previous work on the design of properly convergent, parallel algo- 
rithms has drawn on the mathematics of optimisation by relaxation. This thesis 
develops the use of these techniques for applying "continuity constraints" in line 
and curve description. First, the constraints are imposed "almost everywhere" 
on the grey-tone picture data, in two dimensions. Some "discontinuities" - 
places where the constraints are not satisfied - remain, and they form the lines 
and curves required for picture interpretation Secondly, a similar process is 
applied along each line or curve to segment it. Discontinuities in the angle of the 
tangent along the line or curve mark the positions of vertices. In each case the 
process is executed in parallel throughout the picture. It is shown that the 
specification of such a process as an optimisation problem is non-convex and 
this means that an optimal solution cannot necessarily be found in a reasonable 
time A method is developed for efficiently achieving a good sub-optimal solu- 
tion. 
A parallel array processor is a large array of processor cells which can act 
simultaneously, throughout a picture. A software emulator of such a processor 
array was coded in C and a POP-2 based high level language, PARAPIC, to drive it 
was written and used to validate the parallel algorithms developed in the thesis 
It is argued that the scope, in a vision system, of parallel methods such as 
those exploited in this work is extensive. The implications for the design of 
hardware to perform low-level vision are discussed and it is suggested that a 
machine consisting of fewer, more powerful cells than in a parallel array proces- 
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1 Introduction 
1.1 Cooperativity and relaxation 
A cooperative process is a computation performed in parallel by a network 
of independent processing cells. Each cell is connected to just a few of its neigh- 
bours in the network, and continually performs a local computation - computing 
some function of its own current state, its own input signal, and the signals 
received from its neighbours. The computation continues until the network set- 
tles into a stable state. 
The set of inputs to the cells constitute the input to the network as a whole, 
and the final state of the network is the output of the computation. Clearly the 
final state is determined by the nature of the local computation performed by 
each cell, and by the pattern of inter-cellular connections. For such a scheme to 
be useful, it must meet two criteria: first there must be a guarantee that the 
network will not continue in activity indefinitely - it must come to rest in some 
stable state; secondly, having specified the desired output of the network for 
every possible input, the final stable state must deliver that output. 
An example of a cooperative process is given in fig 1.1, in which an elastic 
sheet - a soap film for example - is to be stretched over a wire frame. The sheet 
takes up a minimum energy configuration as specified by Laplace's equation. In 
order to calculate what that configuration will be, the equation can be solved by 
relaxation, a discrete-time cooperative process. The shape taken up by the 
sheet is represented by its height at each point on some rectangular grid and 
initially some rough estimate of those heights is made. The relaxation process 
proceeds iteratively, repeatedly replacing the value of the height at each posi- 
tion inside the wire frame by the average of the values at the four neighbouring 
positions. While this goes on the heights of points on the wire frame itself 
remain fixed. The result is that the influence of the wire frame propagates 
inwards on the sheet and finally the sheet comes to rest in the minimum energy 
position. 
In this example the network that was talked about earlier is the grid of 
points, carrying height values. There is a translational symmetry about this net- 
work because the same computation, namely averaging, takes place at each grid 




Fig 1.1 a) A wire frame. b) An elastic sheet stretched over the frame 
The shape that the sheet assumes can be calculated iteratively and 
in parallel, by relaxation. 
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simultaneously - in parallel - at all grid points. These two properties, transla- 
tional symmetry and parallelism, are characteristic of the use of relaxation in 
computer vision. 
The motivation for investigating parallel processing in low level vision is 
strong. Builders of computer vision systems (e.g. Perkins (1978)) have often 
found low level vision, done on conventional serial computers, to be a processing 
bottleneck and the use of many processors in parallel could alleviate this. Stu- 
dies of the mammalian brain strongly suggest that it uses parallelism to a high 
degree in vision (e.g. Hubel and Wiesel (1974b)), with relatively slow processing 
elements but many of them. 
Feldman and Ballard (1982) have reviewed some current theory of parallel 
models of perception and in particular bring out an important issue concerning 
how quantities should be represented in a parallel network. They argue for the 
'value unit', a boolean cell whose 'on' state signifies that a particular quantity 
has a given value. Thus to represent some numerical quantity a stack of value 
units is needed, one for every possible value that the quantity might have. Marr 
and Poggio (1976) used value units to compute stereo disparity and they are 
used in the brain to represent the local orientation of lines in the visual field 
(Hubel and Wiesel (1974a)). Constrained labelling - parallel network computa- 
tions involving qualitative as opposed to numerical values - make natural use of 
value units (e.g. Waltz (1974)). 
Value units have drawbacks for representing numerical data. If a quantity is 
to be represented with any precision a large number of units are required for 
each instance of the quantity; this is inefficient compared with a 'variable unit', 
either an analogue representation in which the quantity is proportional to some 
signal (e.g. electrical potential) or a digital representation in which a number in 
the range [l..2N] is represented using only N bits, compared with 2N value units. 
Just one variable unit is sufficient to represent a numerical quantity, as com- 
pared with an entire stack of value units. The variable unit automatically incor- 
porates the constraint that a quantity takes only one value at a time. (There are 
effective ways of using value units to represent numbers, like the Hough 
transform (Ballard and Brown (1982))). Variable units are found in the brain too 
- for instance the X cells in the retina and lateral geniculate body (Marr and Ull- 
man (1981)) which can produce a graduated response to changes in intensity of 
light falling on the retina. 
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On digital computers, designed to perform arithmetic, variable units are 
the more convenient representation; arithmetic with value units can be some- 
what clumsy, implemented as large logical networks - effectively as lookup 
tables. Network algorithms implemented using variable units could however be 
converted to use value units simply by expressing the local function computed 
by each network cell as a lookup table rather than as an arithmetic expression. 
Data in low level vision initially appears in the form of regular grids or 
arrays. Intensity data from television cameras is usually arranged on a rec- 
tangular grid whilst hexagonal arrays of sensors are found in the eye (Andrews 
et al. (1973)). Therefore, initially at least, computation in vision must deal with 
the data in array format. 
Barrow and Tenenbaum (1978) proposed the "intrinsic images" model of 
cooperative computation for low level vision In this model relaxation processes, 
rather like the surface fitting algorithm already described, are used to maintain 
the continuity and mutual consistency of various array quantities that describe 
a 3-D scene- intensity, surface orientation, reflectance, range etc.. Examples of 
the sort of relaxation algorithm that might be appropriate are given by Ikeuchi 
and Horn (1980), Horn and Schunk (1980), Barrow and Tenenbaum (1981) and 
Narayanan et al. (1982) Each of these algorithms fit various kinds of data to 
smooth functions. The principal contribution of this thesis is to develop this idea 
to fit data to piecewise smooth functions - surfaces that are smooth almost 
everywhere but can also have some breaks and creases, termed discontinuities. 
Discontinuities found in the quantities that describe a scene form lines and 
curves which can be used as basic primitives or features for object recognition 
and scene description. 
1.2 Continuity constraint and optimisation. 
An important task in low level vision is the labelling of discontinuities (often 
called edges) in the intrinsic images (Marr (1982), Barrow and Tenenbaum 
(1978), Binford (1981)). The simplest approach to locating discontinuities in 
discrete arrays is to use a local differentiation operator (for examples see Bal- 
lard and Brown (1982)). These are high pass filters that act over some small 
neighbourhood of each pixelt. Peaks in the output of the operator are taken to 
t A pixel or picture element is a single element in an image array 
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be the locations of edges, but with real, noisy data this gives spurious responses 
in some places, and missed responses in others (gaps in edges). Suppression of 
response to noise can be achieved by reference to the context of each pixel 
within the array, for instance by an operator with a large neighbourhood such as 
the difference of gaussians (or DOG) (Marr and Ullman (1979)). Noisy responses 
are suppressed but significant errors in the positions of edges can occur (see 
chapter 2). Alternatively edge tracking (e.g. Nevatia and Babu (1979) and region 
analysis (Brice and Fennema (1970)) make some reference to context without 
using operators with a large, fixed (data-independent) neighbourhood. Neither, 
however lend themselves easily to cooperative implementation 
In this thesis the task of labelling discontinuities in a certain array quantity 
(e.g an array of intensity values or any intrinsic image) is formulated as the 
satisfaction of a certain constraint: that the quantity is continuous almost 
everywhere (see Marr (1978)). The constraint is applied by a relaxation algo- 
rithm in which reference to context can occur throughout the array, not limited 
to some fixed neighbourhood. The algorithm is a best-fitting process that 
proceeds simultaneously throughout the array, fitting the initial data array to a 
distribution that is continuous almost everywhere. The contour of a discon- 
tinuity in the final distribution may have arbitrary shape - there are no restric- 
tions of local linearity (as there are, for instance, in Hueckel's (1971) large 
neighbourhood operator). However almost exactly the same relaxation process 
can subsequently be applied to finding straight lines and vertices between them. 
The task is defined as an optimisation problem that positions discontinuities 
optimally and at the same time constructs smooth surfaces within boundaries 
defined by the discontinuities. Given an initial array of data, a new array is con- 
structed which minimises the following measure of cost- 
the sum of squares distance of the new array from the initial one 
PLUS 
the sum of penalties exacted in return for allowing breaks between smooth 
regions. One penalty is paid for every unit of length of the common boun- 
dary between two regions. 
Note that an edge-region duality constraint is implicit here: edges are discon- 
tinuities between continuous regions in the new array and hence are automati- 
cally continuous themselves (in the sense that they are unbroken), 
This thesis deals mostly with a rather restricted interpretation of continuity 
as flatness or "constancy" so that the result of relaxation is a piecewise constant 
array - constant regions separated by breaks. This is an over-simplification of 
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the real world; generalisation to cope with sloped and curved functions is con 
sidered in chapter 2. 
Finding a global minimum of the cost function described previously proves 
to be an intractable task in general, because the function has the mathematical 
property of non-convexity, a stumbling block to standard techniques for optimi- 
sation. This property occurs as a consequence of the sudden way in which, in the 
cost function, a penalty is applied as soon as even the sr allest discontinuity 
appears. A method is proposed ("convex envelopes" and "graduated non 
convexity", in chapter 4) that enables a good suboptimal solution to be achieved. 
The method consists of a series of optimisations performed on each of a 
particular sequence of cost functions, ending up with the cost function 
described above. An appropriate physical model of the algorithm uses similar 
apparatus to the illustration given by Julesz (1971) of his cooperative stereo 
algorithm. Bar magnets on springs are arranged in a regular array and interact 
with one another in a way that tends to align them with their neighbours (see fig 
1.2). The analogy here is between numbers in an image array and the angles of 
orientation of the magnets. The springs on the magnets tend to return them to 
their initial positions. The force of interaction between magnets is made to 
change gradually with time (an analogy for the sequence of cost functions). At 
first the force is weak, gradually becoming strong and short-range - pulling hard 
to align adjacent magnets but only if they are nearly aligned already. 
An example of the results of this algorithm used on image intensities is 
shown in fig 1.3. The effect of using different sizes of penalty for allowing breaks 
between regions can be clearly seen: a large penalty discourages the formation 
of discontinuities and produces a very sparse line drawing, showing only the 
most persistent discontinuities. 
Finally, if an array of numbers is used to represent local orientation - that 
is, the angle of the tangent to lines in the line drawing that has been obtained 
already by relaxation - the same relaxation techniques can be used on that 
array too, to impose weak constancy constraints on local orientation. An initial 
array of angles can be obtained from the image itself by using a suitable local 
operator (e.g. O'Gorman (1978)). (The situation now corresponds almost exactly 
to the bar magnet model- magnet angles are now an analogy for local angles of 
line segments.) The relaxation process is restricted to take place only along the 
discontinuities of intensity found by the previous relaxation process. The result 
is an array of piecewise constant orientation in which angle discontinuities mark 
vertices between straight line segments. An example is given in fig 1.4. 
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Fig 1.2 A useful physical analogy for weak constancy is a regular 
array of magnets on springs. The springs tend to return the 
magnets to their 'natural' position, but the forces between 
magnets tend to align them with their neighbours. (Note that the 
magnets are mounted on pivots, free to rotate in the horizontal 
plane; they have no other degrees of freedom. Therefore, in this 
analogy it is the angles of the magnets in the horizontal plane 









Fig 1.3 The weak constancy relaxation algorithm applied to a) 
produces the results in b), c) and d). Increasing values of 
the penalty constant (see text) produces successively sparser 
line drawings. This is because the penalty is a measure of 





Fig 1.4 A suitable local operator, applied to fig 1.3a, produces the 
angle array in a): 0 to 3600 is represented by brightness, from 
dark to light. Weak constancy relaxation can be applied to this angle 
data to find straight line segments in a line drawing, and mark 
the vertices between them. Vertices are shown in b,c, marked by 
dots,(b,c correspond to fig 1.3 c,d). 
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1.3 Parallel hardware 
The motivation to develop the parallel algorithms described in this thesis 
arose initially from the existence of parallel array processors like the CLIP4 
(Duff (1978)). It is an array of nearly 10000 simple processing cells which per- 
form operations on boolean arrays - arrays of single bit truth values. Boolean 
arrays can be stacked to represent integer arrays and boolean operations can 
be combined to perform integer arithmetic in a highly parallel manner. 
However, although such a machine provides a great deal of raw computing 
power (about 60 16-bit additions per microsecond) the advantage that this 
brings to relaxation algorithms turns out to be limited. The limitations are 
threefold: 
- the cells can only operate synchronously, all doing exactly the same thing 
at the same time 
- memory space at each cell is very limited 
- in sparse arrays cells in empty areas of the array he idle 
Relaxation algorithms of the sort described in this thesis could make much 
more effective use of a machine with an asynchronous architecture. This would 
consist of a number (10-100 perhaps) of powerful arithmetic processors, each 
with plenty of local memory, each independently executing its own stored pro- 
gram, and each with independent random access to data arrays. Given proces- 
sors with the ability to perform a 16-bit addition in a microsecond, just 8 of 
them, working asynchronously, would be sufficient to perform weak constancy 
relaxation at a rate comparable with CLIP4. For faster performance yet, 20 pro- 
cessors are enough to complete the algorithm, on 64x64 images, in about a 
second. There is still scope for further tuning of the implementation of the algo- 
rithm itself, to obtain even greater execution speed. 
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2 )dressing processes in low-level vision as constrained labelling 
The idea of affixing labels to nodes in a graph, under certain constraints, 
has been widely discussed, both in computer vision and other applications. A 
general reference on this subject is Davis and Rosenfeld (1981). In a constrained 
labelling scheme, the way in which any particular node in the graph may be 
labelled depends on the labels on certain of the other nodes. The arcs of the 
graph join precisely those nodes whose labels are mutually constrained in this 
way. A labelling of the graph which satisfies all the constraints is termed a "con- 
sistent" labelling. 
The constrained optimisation formalism is an elegant way of expressing cer- 
tain kinds of computational process. The topological structure of the graph 
defines the data structure over which the computation is to take place and the 
constraints themselves constitute a declarative specification of the process; the 
goal state is that the constraints should be satisfied but the details of how this is 
to be achieved (the labelling algorithm) are not contained in the process 
definition. The specification is non-deterministic in the sense that there may be 
more than one consistent labelling, any of which would be acceptable as the final 
state of the process. 
While chapters 3, 4 and 5 deal with the design of algorithms for obtaining 
consistent labellings, this chapter concentrates on the way in which some 
processes in vision can be specified in terms of constraints. The first section 
(2.1) discusses briefly some current ideas in the literature on the overall struc- 
ture of a vision system. In later sections some tasks within that structure are 
specified in terms of imposing continuity constraints on labels in a graph. In 
these cases the graph is a highly regular data structure - an image array - and 
the labels are real valued quantities, namely image intensity and line segment 
orientation. 
In section 2.3 a continuity constraint (the edge-region duality constraint) is 
derived for the strengths of a chain of edges. (Edges mark the positions of 
discontinuities in an array of values and their strengths measure the size of the 
discontinuity.) It transpires that this is of limited use because it is not sufficient, 
on its own, fully to specify the process of describing discontinuities in an array. 
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A more general and powerful notion is the "weak" constraint, a constraint 
that holds almost (but not entirely) everywhere. Continuity almost everywhere 
is crucial in low-level vision. Quantities like image intensity (Binford (1981)), 
surface orientation (Ikeuchi and Horn (1980)), stereo disparity (Marr (1978)) 
and optical flow (Horn and Schunk (1980)) all obey that weak constraint. This 
thesis proposes the weak continuity constraint as a precise expression of "con- 
tinuity almost everywhere". Moreover, in chapter 4, an algorithm is derived 
which performs a labelling process under weak continuity constraints. The algo- 
rithm works by relaxation. It applies local operations to an array, iteratively and 
in parallel, to achieve a globally consistent labelling. It is proved to be conver- 
gent - it always terminates. 
Z.1 Models of low-level visual processing 
An important issue in_ the design of a vision system is how far low-level 
visual processing can be regarded as independent of high-level, interpretative 
processes. What is the scope of prior knowledge and reasoning in the perception 
of a visual scene? Is it confined to three dimensional interpretation or does it 
extend to perception of image primitives such as lines. For instance the 
Kanisza's triangle illusion (fig 2.1) could be caused by low-level edge detection 
machinery, or by an attempt at a higher level to deduce the presence of an 
occluding triangular shape (Frisby (1979)). Marr (1978) proposes the 
knowledge-free formation of a "primal sketch" which marks discontinuities of 
intensity in the image. This is used with stereo matching to construct a 2WD 
sketch, which is a viewer centred description of the position and orientation of 
surfaces in the scene. At this stage the only knowledge used has been a set of 
general, fixed constraints about properties of 3-D surfaces. Only after this has 
been done is scene specific knowledge invoked to infer the 3-D structure of the 
scene. On the other hand, Feldman and Yakimovsky (1974) describe a way in 
which region analysis (e.g. Brice and Fennema (1970)) can be augmented by 
interpretation of the type of each region. Region analysis is essentially the dual 
process to edge analysis and therefore at a comparable level with the primal 
sketch. As an example of how interpretation can help, consider classifying 
regions in an outdoor scene as grass, sea or sky. Sky is usually found at the top 
of an image, and above grass and sea. This constraint can be used to help 
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Fig 2.1 The Kanisza's triangle illusion. Illusory contours can be 
seen around a triangular shape in the centre. 
i 
Fig 2.2 Two very similar functions with entirely different zero 
crossings. 
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identify regions as sky. Two adjacent regions identified as sky can then be 
merged because of their common interpretation. Similarly Shirai (1975) used a 
line finder assisted by knowledge about the sort of objects populating the 3-D 
polyhedral world in which it operated. 
Of computer vision systems that have been built and described in the litera- 
ture, Ambler et al. (1975), Perkins (1978) and Brooks et al. (1979) all use self- 
contained, knowledge-free processes at the level of line and region finding. Han- 
son and Riseman (1978) similarly use knowledge-free processing to construct 
their region-segment-vertex graph but do allow for the possibility of later 
semantic refinement. 
The "intrinsic image" model of low-level visual processing (Barrow and 
Tenenbaum (1978)) can also be knowledge-free but allows for the influence of 
high-level knowledge. An intrinsic image is an array structure containing infor- 
mation about a measured physical quantity (e.g. image intensity) or an inferred 
quantity (e.g surface orientation, surface reflectance). Barrow and Tenenbaum 
propose the use of relaxation to achieve continuity within each image and con- 
sistency between images (in the sense of adherence to the physical laws of light- 
ing, imaging etc.). The "stack" of intrinsic images forms a structure which does 
not necessarily require knowledge to construct its low-level description. Neither 
is the use of knowledge precluded, in that high-level knowledge may force an 
interpretation by imposing extra constraints (e.g. a priori knowledge of the 
orientation of the surface of the sea) or provide missing physical data (e.g. 
knowledge of likely ambient lighting conditions). The relaxation mechanisms, 
proposed in this thesis, for constrained labelling are well suited to handling 
intrinsic images. This should become apparent, especially later in this chapter, 
and in chapter 4. 
2.1.1 The primal and 2 1/2-D sketches 
Marr's primal sketch is composed of tokens which mark points of special 
interest in the image, such as discontinuities in intensity (lines and bars). These 
tokens mark important points in the scene itself, such as object boundaries and 
surface marks, and should therefore display some invariance under changing 
viewing conditions (illumination, orientation, perspective). Given that invariance 
they are suitable for use in determining correspondence between two stereo 
images: the two eyes view under different conditions but it should still be possi- 
ble to pair corresponding tokens in the two images, because of their invariance. 
When the correspondence between the two eyes view has been determined the 
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result is used to construct the 2WD sketch, in which stereo disparity is 
presented as a description of surfaces in the scene, in viewer's coordinates. 
Interaction between low-level and high-level occurs here in the 2WD sketch, 
which serves as a buffer, written by low-level processes and read by 3-D interpre- 
tative processes. 
2.1.2 Zero-crossings 
Marr (1982) argues for the use of a linear V2G filter to extract tokens for the 
primal sketch. It consists of a gaussian operator followed by a laplacian. The 
zero crossings of the result (the points at which this result function changes 
sign) mark the positions of the edge tokens. This operator is approximately the 
same as the DOG (difference of gaussians) that has been used in psychophysical 
models of the human visual system (Wilson and Bergen (1979)) in which there 
are a number of filter channels each based on gaussians of different sizes. 
Marr argues for the use of zero crossings of such channels on theoretical 
grounds (Marr and Ullman (1979)). Logan's theorem (Logan (1977)), a sampling 
theorem, is invoked: that under certain conditions a function is determined 
entirely by its zero crossings (up to a multiplicative constant). The important 
condition is that the function be bandlimited within one octave. The V2G filter, 
however, does not have a sharp cutoff in its frequency response, but the 
response is mostly within 1X octaves. Marr claims that Logan's theorem is still of 
relevance in this case, the zeros can be regarded as "rich in information", a 
good, though not perfect, characterisation of the function. However this line of 
reasoning is ina:rnissible: Logan makes it clear that his theorem has no validity 
whatever when the bandwidth exceeds one octave. It might be argued that a 
function f 1 which is band limited almost within an octave could be closely 
approximated by a function f 2 whose spectrum lies entirely within an octave. 
This argument becomes invalid when extended to the zeros of the functions. This 
is because two very similar functions can have entirely dissimilar zeros as, for 
example, in fig 2.2. The zeros of f 1 may therefore be entirely unrelated to those 
of its octave band limited approximation f 2. It cannot be said therefore that the 
zeros of f 1 approximately represent f 1. 
Logan also points out that although a function may be determined by its 
zero crossings, there is no readily available transformation from a set of zeros 
back to the function. In any case the intention was to represent not the function 
itself but "scene invariants" such as discontinuities in intensity. For instance the 
zero of a V2G operator correctly marks the position of an isolated step 
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discontinuity or peak in gradient as in fig 2.3. But in other cases an error in posi- 
tion can arise - when there is asymmetry (fig 2.4b) or an interaction between 
edges (fig 2.4d) - an error whose magnitude is of the same order as the width of 
the V2G pointspread function (fig 2.3e). Therefore when a V2G operator with a 
large pointspread function is used as a coarse operator to locate major edges 
but exclude small detail, edges so found may have substantial positional errors; 
an edge may be displaced relative to the image discontinuity that generated it. 
These errors could, in principle, adversely affect stereo matching because the 
size of the displacement may be different in each eye. This is because the size of 
the displacement is partly dependent on quantities (e.g. intensity gradient) 
which are not invariant under a change of viewing conditions. However the effect 
is to produce a "second order" error in stereo disparity (the difference between 
the displacements in each eye) and may therefore be insignificant. The dis- 
placements are more likely to be significant in object description as they can 
cause substantial geometrical distortion. This is a "first order" error. 
Binford (1981) argues against the use in edge detection of large linear 
operators, for much the same reason. Instead he advocates sequential boundary 
tracking which accurately traces the path of intensity discontinuities. This 
thesis proposes a way of combining the advantages of both methods; susceptibil- 
ity to parallel computation (linear filters have this property) and accuracy in 
locating intensity discontinuities The result is a non-linear filter, whose design 
clearly and explicitly reflects the semantics of labelling discontinuities. 
2. 1.3 Intrinsic images 
Intrinsic images (Barrow and Tenenbaum (1978)) constitute a data struc- 
ture in which to generate a consistent physical description of a scene. They are 
best visualised as a stack of arrays each of which represents one physical quan- 
tity in the scene, as a scalar or vector field. In a vision system, processing of 
data in array format can take place in a stack of intrinsic images and can also 
interact with high-level symbolic processing. 
Processes in the image stack enforce intra-image constraints that must be 
satisfied within each image array, and inter-image constraints that act on two or 
more arrays. The latter reflect physical laws, such as the dependence of inten- 
sity on illumination, surface orientation and reflectance, or representational 
relationships as between range and its spatial derivative, surface orientation. 
The relationship between range and surface orientation is linear, just as with 
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constraints could also be used to maintain these relationships. 
Within each intrinsic image continuity constraints ensure that the quantity 
represented by the image is continuous "almost everywhere". It has been sug- 
gested that this should be done by maximising some smoothness measure within 
predetermined boundaries. For instance Barrow and Tenenbaum assume that 
quantisation and noise are not a problem so that step changes in the intensity 
image can easily be located. Continuity is then imposed within boundaries 
defined by the step edges, by iterative local averaging. Similarly for surface 
orientation Ikeuchi and Horn (1980) require predetermined boundaries, within 
which surface orientation can be assumed to be smooth. But purely local opera- 
tions (inspection of the data array in small neighbourhoods of each point) are 
inadequate in real images. Local edge operators tend to make either an over- 
generous classification of discontinuities or a patchy classification, interrupted 
by noise (Ballard and Brown (1982) p. 83 ff.). On the other hand, larger neigh- 
bourhood operators suffer from inaccuracy, as with the V2G operator discussed 
earlier. The conclusion is that the classification of discontinuities is an essen- 
tially global process, and this is discussed further in section 2.2. 
The view taken in this thesis is that making decisions on the labelling of 
discontinuities and imposing continuity within those boundaries should be done 
as a single integrated process. The process is defined here as the imposition of 
weak continuity constraints that the array quantity is continuous everywhere. 
The process itself produces an array (that is continuous almost everywhere) 
rather than a set of discontinuity markers. But, once that array has been 
obtained, local differentiation and thresholding suffice to extract explicit tokens 
from it; this can be done very rapidly compared with the task of imposing the 
constraints. Even after obtaining the discontinuity tokens further inspection of 
the array near the discontinuity may be desirable - for instance, in an intensity 
image, to classify the edge as shadow edge, occluding etc (Barrow and Tenen- 
baum (1981), Witkin (1982)). 
The intrinsic image stack can be a cooperative process as well as a data 
structure. Inter-image constraints and intra-image (weak continuity) con- 
straints are imposed simultaneously. Processes act in parallel throughout the 
stack to enforce the constraints and also take account of a priori information. 
This could either be sensed data such as intensity and possibly range, or high- 
level knowledge about ambient illumination etc, or about current provisional 
scene hypotheses (which might, say, fix the orientation of some surface). In a 
real time vision system the processes would run continuously to maintain 
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consistency in the stack by changing images in response to changes in a priori 
information. This arrangement automatically copes with occasions on which 
certain a priori information may cease to be available. For instance laser ranger 
data would substantially (subject to weak continuity and consistency with other 
images) determine the range image, but if it breaks down the range image is 
determined only by the intra- and inter-image constraints. In that way the best 
use is made of whatever information is available to fill in gaps in information 
with reasonable, consistent estimates. 
Barrow and Tenenbaurn's scheme, in which discontinuities fixed by examin- 
ing the intensity image are accepted by other images, is hierarchical Informa- 
tion flows from the intensity image to the other images. What is proposed here is 
that each image should have equal status. Inter-image constraints are 
undirected arcs: information can flow in either direction between the members 
of a pair of mutually constrained images. This is in the same spirit as the BRPS 
conjecture of Mayhew and Frisby (1981), that primal sketch formation and com- 
putation of stereo disparity occur as one joint process. The conjecture is dis- 
tinguished from the alternative hierarchical view of Marr and Poggio (1979) that 
the primal sketch is formed first and its discontinuity tokens in each binocular 
channel are subsequently matched to obtain disparities. Expressed in terms of 
intrinsic images the conjecture means that the intensity image and the range 
image are connected by a two way link. The formation of each is assisted by the 
other. 
The lack of a hierarchy amongst intrinsic images means that processes on 
each image can run wholly asynchronously and in parallel - no process need wait 
for another to complete, before starting. The control structure is therefore sim- 
ple - all inter-process communication is via input/output - and allows maximum 
parallelism in computation. 
2.1.4 Lines and curves 
Several computer vision systems have used lines and curves as primitives 
for object description. For instance the Brice and Fennema (1970) region ana- 
lyser, after determining region boundaries, fits a bar mask in successive posi- 
tions along a boundary to find discontinuities This partitions the boundaries 
into continuous segments which then serve as primitives for object analysis and 
recognition. Perkins (1978) in his system for part recognition assembles "con- 
curves" (continuous curves) by partitioning object boundaries at curvature max- 
ima. Concurves are used as primitives for matching an object to a model. Brooks 
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et al. (1979) in the ACRONYM system use the Nevatia and Babu (1979) line finder 
to form a line description of the scene. It is an angle sensitive boundary tracker 
that maintains continuity of orientation along each boundary. Hanson and Rise- 
man (1978), in their VISIONS system, use cubic splines to fit smooth curves to 
boundary segments. 
Each of those systems fit boundaries to a "model" in which boundaries are 
continuous except at vertices. Over an image the boundaries are continuous 
"almost everywhere" - just the same constraint as applies within an intrinsic 
image. This suggests representing boundaries by an "angle" intrinsic image, 
which contains an estimate of the tangent to lines of discontinuity in the inten- 
sity image. Where the intensity is continuous, elements of the angle image have 
no meaning. Along lines of intensity discontinuity weak continuity of angle is 
maintained, and angle discontinuities mark the positions of vertices. 
Montavo and Weisstein (1979) give some psychophysical evidence (sugges- 
tive but not conclusive) that human perception of oriented line segments is a 
cooperative process. They base this on observed lateral inhibition in the detec- 
tion by human subjects of pairs of adjacent line segments. However this could 
also be explained simply by crosstalk in spatially adjacent, orientationally tuned 
channels. Zucker et al. (1977) and Davis et al. (1977) also discuss the use of 
cooperative processes for organising chains of oriented line segments into lines 
and curves. The specification of this task in terms of weak continuity leads to a 
sound design for a relaxation algorithm to achieve the segmentation This is dis- 
cussed further in chapter 4. 
2.2 Continuity 
From the discussion in this chapter so far we have seen that the idea of con- 
tinuity almost everywhere is of fundamental importance to low-level vision pro- 
cessing. In a stack of intrinsic images cooperative processes fit each image to a 
piecewise continuous model. We need more precise definitions of "continuity" 
and "almost everywhere" in order to be able to specify the cooperative algo- 
rithms. 
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2.2.1 Continuity in a digital array 
The difficulty in defining continuity in an array Ii,, Q=1..n arises from the 
process of sampling. The array I is a discrete representation of an underlying 
function f (x,y),O-<z<_n,Osysn. The sampling process defines I in terms of f : 
t f 
KJ IV= f f f (x,y)dzdy. 
i-i5-1 
Much of the information in f is lost in the integration - this loss of information is 
quantified by the sampling theorem (Rabiner and Gold (1975)). In particular, 
continuity of the function f is well defined in classical mathematical analysis 
theory. But sampling obscures the issue because in the sampled array I, a 
discontinuity in f cannot be distinguished from a steep gradient in f . Looked 
at from the point of view of fourier analysis this phenomenon is known as alias- 
ing: information is lost if the function f contains signal at higher than half the 
sampling frequency. 
Additional uncertainty arises from quantisation of I, when each integer I,, 
is represented in digital form as, say, an 8 bit word. It is impossible, therefore, 
reliably to detect small changes in the function. A difference in quantised value, 
between adjacent elements of I, of one grey level can be caused by an arbi- 
trarily small spatial change in f . 
Lastly, in defining continuity in a digital array, it may also be desirable to 
take account of sensor noise by recognising that small changes may be due to 
noise rather than to the signal f . Statistical modelling (typically gaussian) of 
the noise indicates what intensity differences are likely to be attributable to 
noise. 
Definitions of continuity for digital arrays and methods of locating discon- 
tinuities have been suggested in the literature. Beattie (1981) essentially 
records any edge (a change in intensity between two adjacent pixels that 
exceeds some threshold) as being potentially the site of a discontinuity of f. 
Parallel edges of like sign (their intensity differences are in the same direction) 
are treated with suspicion, they may lie on an extended gradient of f, rather 
than on a discontinuity. Intensity gradients can be distinguished from discon- 
tinuities by using a local differentiation operator followed by "lateral inhibition' 
- subtracting of a local average response. Over an extended gradient the output 
"grey level" is the term used to refer to a single quantum of intensity, when intensity is 
represented as a binary word 
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of the difTerentiator is uniform, so that after lateral inhibition the result is zero. 
Marr's V2G operator (section 2.1) also inhibits output on gradients, in a similar 
way. 
Binford (1981) argues that it is necessary to detect discontinuities both in 
f itself and in its gradient. At genuine discontinuities of f or its gradient, 
differentiation plus lateral inhibition produces a peak in output which marks the 
position of the discontinuity. Marking the zeros of the V2G operator does not 
however pick out isolated gradient discontinuities (fig 2.5). Haralick (1980) pro- 
poses a basically similar approach, using a local differentiation operator fol- 
lowed by peak detection, but in which the local operator is carefully based on 
least squares fitting of the pixels in a certain neighbourhood to a linear function 
(uniform gradient). The fitting is done by calculating, for each pixel, parameters 
a, P and y that are estimates of the coefficients in 
9 (x,y)=ax+fly+y (2.2) 
- the best fit linear function to f , in a small neighbourhood around the pixel. The 
next step is to calculate the statistical significance of the difference in (a,i,y) 
across each pair of adjacent pixels. A local maximum of the significance meas- 
ure is taken to indicate a discontinuity, which may either be a step or a gradient 
discontinuity or a combination of both. This approach incorporates the impor- 
tant idea of fitting the array data to a model, in this case a locally linear model. 
Hueckel's (1971) operator also performs least squares fitting, to a model that is 
restricted to step edges. Using either of these operators, only a limited number 
of discontinuities (one or two) can be detected in any one neighbourhood. If the 
data contains several edges within one neighbourhood either operator is likely 
to report an edge in the wrong position within the neighbourhood, or to report 
no edge at all The Hueckel operator also makes an assumption about local 
straightness of an edge. It is when the neighbourhood is large that these errors 
become significant Reference to global context in the array is necessary, how- 
ever, to overcome the effect of noise of various kinds. The weak continuity relax- 
ation scheme, proposed in this thesis, is a way of doing this without resorting to 
a large fixed neighbourhood. 
2.2.2 Global context 
Two main ways of referring to global context for locating discontinuities 
have been described in the literature. They are edge tracking (e g. Nevatia and 
Babu (1979), Ramer (1975)) and region analysis (e.g. Brice and Fennema (1970)). 
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Fig 2.5 Zeros of the V2G operator do not mark gradi.ent discontinuities 
as a & b show. 
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In edge tracking, edges are linked to form a continuous boundary. The boundary 
is extended from one end by successively searching for the most likely continua- 
tion, based on the initial output from a local edge operator. If the operator is an 
oriented detector, yielding angle information, then continuity of angle can also 
be taken into account in choosing a likely continuation. Tracking enables a long 
boundary to be detected in noise, even if its contrast is low. 
Region analysis also starts with a local operator (a simple difrerentiator 
suffices) to define an initial set of boundaries throughout the image. The boun- 
daries delineate a number of closed regions. Reference to global context is 
achieved by measuring various properties of the regions. A pair of regions may 
then be merged, dissolving its common boundary, if the properties of each 
region (area, perimeter etc.) and the relationship between them (e.g. contrast 
and length of the common boundary) suggest it. High contrast boundaries, and 
low contrast ones whose length is substantial compared with perimeters of the 
regions it divides, survive the merging procedure. As in edge tracking, a long 
boundary tends to be preserved, even if the contrast across it is low. 
Neither of the methods - edge tracking and region analysis - is suitable for 
parallel array implementation. Edge tracking is essentially serial because it fol- 
lows boundaries one edge element at a time; it cannot start on the next element 
until it has dealt with the current one There may be some scope for parallelism, 
however, in following several boundaries in an image at once, using several 
powerful processors but the task of scheduling the processors may not be easy. 
A cellular array processor with many simple cells, one per pixel, is certainly of 
no help there. Region analysis also admits some parallelism in that a merging 
operation can be carried out over several boundaries at once but again it is not 
clear how to implement such parallelism. 
In order to implement the task of reference to global context in a parallel 
array manner the task can be specified in terms of the goal state of the array as 
a whole. This leads to a definition of continuity for digital arrays which simul- 
taneously deals with the local notion of a discontinuity, discussed in section 2.2, 
and also with global context. The array data is fitted to a piecewise continuous 
model and the result is deemed to be continuous within the pieces and discon- 
tinuous on boundaries between pieces. A continuous fit is attempted every- 
where in the array, but admitting failure in a few places (the discontinuities). 
This is similar in some ways to Haralick's local fitting scheme but here the fitting 
is done globally across the array, rather than locally within a neighbourhood. 
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In most of the work reported in this thesis, "continuous" is interpreted - 
rather strongly - as "constant". Fitting to constant valued regions is not an 
entirely general method because it fails to cope with steep extended gradients 
that can occur in real images. Generalisation of this interpretation of continuity 
is considered in section 2.4. 
2.3 Edge-region duality 
This section discusses a constraint which must be satisfied, under certain 
conditions, by region boundaries in an array. This constraint was used by the 
author in an early attempt to label discontinuities using relaxation. As we shall 
see this formulation is inadequate for the discontinuity labelling task but sheds 
some light on methods for the satisfaction of linear constraints by relaxation 
(chapter 5). 
The constraint is essentially a mathematical relationship characterising the 
mapping between a set of regions of constant grey-level, represented as an 
array of numbers, and an array of strengths (differentiated intensities). The 
constraint does not contain any information, in itself, about a model of allowable 
scenes and images. Therefore it is only effective when combined with scene 
model constraints, in which case it allows them to be applied in "gradient space" 
rather than "image space". This will be useful where the scene model constraints 
are most naturally expressed in gradient space 
The motivation to develop and investigate the edge-region duality con- 
straint came from the Hanson and Riseman (1978) edge relaxation algorithm. 
The spirit of their algorithm is to impose some sort of continuity on an initial 
distribution of edge strengths. It is based on the idea of "good line continuation" 
- roughly that good boundaries (lines) are unbroken ones. They extend this idea 
to cover edges labelled with strengths. An edge's six neighbours (fig 2.7a) are 
inspected its strength is enhanced if it forms part of a continuous chain of 
strong edges, and diminished if it is isolated. Fig 2.6 shows an example of the 
effect of this, taken from an implementation, in the PARAPIC language, of a simi- 






Fig 2.6 A close relative of the'algorithm of Hanscn and Riseman, 
implemented in PARAPIC, is applied to image a). An initial estimate 
of edge strengths is made with a differentiation operator (b) and 
is enhanced by the relaxation algorithm to produce (c). The conver- 
gence of the algorithm is not guaranteed - in this case it ends up 










Fig 2.7 Edge-region duality. a) An edge - the line dividing two 
adjacent pixels - has 6 neighbours. b) Following any closed 
path in an array, the total change in grey-level is obviously 
zero. In the particular case of a closed path around four 
adjacent pixels, this leads to a local constraint on edge strengths. 
(The strength of an edge is simply the difference in grey-level of 
the pixels on either side.) The strengths on edges a,b,c,d sum to 
zero. 
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1. Constraints on edges are not explicitly stated. The spirit of the algorithm is 
to perform some sort of edge cleaning operation, in an iterative fashion, but 
there is no clear definition of the problem that is being solved. 
2. At each iteration, new edge strengths are computed from current edge 
strengths, by a non-linear formula, following Rosenfeld et al. (1978). 
Analysis of the effect of the repeated application of a non-linear formula is 
difficult, and was not attempted by Hanson and Riseman. They show two 
examples in which edge strengths appear to converge, but there is no 
guarantee of convergence, and oscillation has been observed in the 
PARAPIC implementation (Blake 1981) (fig 2.6d). 
2.3.1 The duality constraint 
An image can be partitioned into a number of regions - sets of connected 
pixels - in which case the boundaries between adjacent regions are chains of 
edges. Conversely, edges extracted from an image may form boundaries which 
delineate a number of regions. This duality is used here to derive constraints 
for edges. We will regard a set of edges as consistent if it corresponds to a set of 
regions, in which each region is of uniform grey level, so that the common boun- 
dary between two regions is of uniform strength. (Each edge is labelled with a 
strength which represents the difference in grey level of the regions on either 
side.) This requires edges to be continuous; they may not have gaps, or other 
discontinuities in strength. Representing a scene by a set or regions with uni- 
form grey level is something of an over-simplification, but may be reasonable 
under diffuse lighting, with lambertian surfaces, and when reflectivity is roughly 
constant within each region. Horn (1974) calls this simplified model "Mondrian 
World". He derived an algorithm (lightness computation) for eliminating the 
effect of illumination gradients in scenes under this model. 
An initial set of edges, obtained from an image by differentiation, already 
satisfies the continuity constraints, as we will see. However, when additional 
constraints are imposed then it is necessary to ensure that the edges also con- 
tinue to satisfy the continuity constraint. For instance, an image often contains 
many spurious, weak edges due to noise from the camera and from quantisation, 
and as a result of small variations in surface reflectance. We wish to retain only 
those edges caused by physically significant events such as object boundaries, 
which are likely to appear as substantial changes in image intensity. This can be 
achieved by a "minimum strength constraint": no edges may exist where the 
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magnitude of the grey level difference between adjacent pixels in the original 
image falls below a certain threshold. The threshold itself should ideally be 
determined from sensor parameters, If this is not practicable it could be 
derived from a histogram of initial edge strengths, set to suppress a certain 
fixed proportion of the edges. 
There may be other ways of picking out important edges than applying the 
minimum strength constraint. One alternative that has been tried by the author 
involves applying a non-linear transformation to the initial edge strengths, to 
enhance the strong edges and diminish the weak ones. In general the result no 
longer satisfies the continuity constraints but may be adjusted to do so by relax- 
ation. However, the minimum strength constraint is stronger, because it elim- 
inates edges from substantial areas of the image - the relaxation process takes 
place only in the remaining areas. The result is a sparse distribution of edges 
and consequently few but large regions, free of edges with unattached ends. 
2.3.2 Local constraints 
The edge-region duality constraint has been described qualitatively. Now 
we show how this leads to a set of local constraints on the array of edge 
strengths First some terms must be defined more precisely. 
An image is an array of positive numbers. 
I{j , i=1.,N, j =1.,N, (2,3) 
in which each element represents the intensity of light falling on one picture ele- 
ment (pixel) and is called the "grey-level" of that pixel. An edge is the dividing 
line between two adjacent pixels A boundary is a chain of edges, connected end 
to end The edge strength array has two components, the horizontal and verti- 
cal edge strengths: 
HVandV,i,i,j=1..N. (2.4) 
Strengths are signed, to distinguish a light-to-dark transition from a dark-to- 
light transition, and their magnitude indicates the absolute difference of inten- 
sity across the edge. Finally, edge strengths (H,V) are said to represent an image 
I when V1 j=O,.,,N+1 
IiJ-Ii-ij = HH,1 and li,i-It.i+i = Ii,i (25) 
- this means that (H,V) are simply differences of intensity between adjacent pix- 
els of I where, on the array boundary (i=0 or i=N+1 or j=0 or j=N+1), IV is taken 
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to be zero. 
The duality between regions and edges - that a set of edge strengths (H,V) 
must correspond to a set of regions of uniform intensity - requires that, at the 
very least, (H,V) must represent some image I, because a set of regions, each 
with a uniform grey level, is itself an image. The strengths (H,V) have 2N2 
degrees of freedom but an image, 1, has only N2 degrees of freedom. We expect, 
therefore, that edge-region duality imposes N2 constraints on (H,V). A set of N2 
constraints can be derived directly from the definition of representation (2.5): 
K J Sq=O where SV = Hj -Vq-Hij +1+Y_la (2.6) 
Each edge is linked, by one or other of these constraints, to its six immediate 
neighbours (fig 2.7a). The meaning of the constraints is that, over each of N2 
small closed paths (fig 2.7b) the strengths of edges crossed sum to zero. In fact 
this is true for any closed path This result is directly analogous to Stokes' 
theorem in vector calculus, as the following table shows: 
Discrete array Vector field 
Image I Scalar field Sp 
Edge strengths (H,V) Vector field A=Vca 
Constraint on (H,V) curl(A)=curI(V5p)=0 
implies that implies that 
strengths sum to 0 over f A, dl =0 over a closed path 
a closed path (Stokes' theorem) 
2.3.3 The principle of least disturbance 
Edge-region duality, with the minimum strength constraint, does not yet 
completely specify edge strengths (H,V) for a given image 1, but places a partial 
restriction on them. As we have seen, edge-region duality reduces the dimen- 
sionality of the space of (H,V) from 2N2 to N2. The minimum strength constraint 
reduces this further by fixing some of the edges at zero strength. Within this 
cut down space, it matters greatly just which solution is chosen. For instance, 
for any image I, an edge strength map (H,V) s.t. 
Kj H;j=0 and J' =0 (2.7) 
is always consistent (lies within the cut down space) but is clearly inappropriate 
as a set of edge strengths. Therefore the "least disturbance" principle is 
invoked, choosing that set of consistent edge strengths (H, V) that is closest (in 
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euclidean distance) to the initial estimate (H(°), Vl°)), defined by: 
Hjj(Q)=IV-I;-i,j and Vv°1=Ij-Ij.j+i 
This generates an optimisation problem to minimise 
T= I -H(°) 
I J E+ IIv-1XO) 
subject to the constraints on (H,V), and where 
I -Hl°IIIR = (Hw -H;°l )z, 
V 
(2.8) 
the euclidean norm. Chapter 5 shows how the solution of this problem can be 
achieved by relaxation in a parallel, iterative way. 
The effect of the relaxation process is to coax the initial estimate of the 
labels (edge strengths) into satisfying the constraints, by the most direct avail- 
able route. The labelling achieved is that consistent set of labels which is closest 
to the initial set. The initial labelling is disturbed only insofar as is necessary to 
achieve consistency. In this way, information in the initial labelling is preserved 
as far as possible It can be shown that this process is equivalent to a linear pro- 
jection from the 2N2 dimensioned space of edge strengths to the lower dimen- 
sioned space of consistent edge strengths (appendix C.2). 
The use of a euclidean measure of distance needs some justification - other 
measures have been suggested in the literature (Peleg and Rosenfeld (1981)). 
Minimisation of euclidean distance is appropriate for use with data which 
approximates to some model, and in which the deviation from that model is nor- 
mally distributed. In that case the minimal labelling is a "maximum likelihood 
estimate" (Morrison (1976)). In the context of edge strengths, the relevant 
model is the flat region model described earlier. Deviation from the model 
(assuming scene conditions are such that the model is appropriate) will arise 
because of sensor noise, which is likely to be normally distributed, and also from 
surface texture, of unknown distribution. In the case of texture, if the scale of 
the texture is small enough, the central limit theorem says that the normal dis- 
tribution can be used (Hays and Winkler (1970)). The scale of the texture should 
be small compared with the areas over which the model fitting process takes 
place. For edge strengths, a single section of boundary between two regions 
must, as we saw earlier, have uniform strength. Therefore the determination of 
the edge strength of that section is effectively done by a single fitting process. If 
the boundary is long enough that the texture is not highly correlated over the 
length of the boundary then the normal distribution, and hence the use of least 
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squares fitting, is appropriate. 
If the texture is an uncorrelated, stationary process the texture signals on 
each of the pixels are independent, identically distributed random variables. In 
this case the sum, over a neighbourhood, of the pixel signals is approximately 
normally distributed, if there are enough pixels in the neighbourhood. This 
result still stands when there is some degree of correlation between pixels, pro- 
vided the correlation distance - the distance above which inter-pixel correlation 
is negligible (as measured by the co-occurrence matrix (Haralick et al. (1973)) - 
is small compared with the diameter of the region. There is another point that 
requires some comment: the euclidean distance measure in (2.9) is in edge 
space (gradient space). Therefore the sensor noise should ideally be indepen 
dent and normally distributed in edge space, not in image space. However the 
sensor (e.g. a vidicon camera) produces noise which can probably be modelled 
as being independent, normally distributed in image space. In edge space there- 
fore there will be some degree of correlation between the noise on adjacent 
edges. Just how much correlation depends on the exact configuration of the 
edges themselves. The least squares fitting occurs in the restricted area allowed 
by the minimum strength constraint; where two edges in that area are neigh- 
bour to a common pixel the noise signals on those two edge will be correlated. 
2.3.4 Discussion 
Two constraints - edge-region duality and minimum strength - have been 
described. They can be applied by relaxation (see chapter 5) and the resulting 
algorithm is related to Horn's algorithm (Horn 1974) for determining lightness 
(perceived brightness) in an image. His algorithm fits intensity data to a piece- 
wise constant model, just as with the algorithm described here. The difference 
between the two algorithms is that Horn uses the constraint on the intensity I 
that within each constant region: 
V21=0 within a region (2.10) 
whereas here the corresponding constraint (minimum strength) is that (H,V) is 
zero within regions, that is- 
VI=0 within a region, (2.11) 
In fact this equation (2.11) accurately represents constant intensity within 
regions, whereas (2 10) is a weaker condition, necessary but not sufficient. The 
constraint (2 11) is applied in edge space, so the edge-region duality constraint 
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must simultaneously be satisfied, to ensure that (H, V) remains consistent. 
The results of imposing these two constraints are shown in fig 2.8. Fig 2.8c 
shows the final labelling (H, V) and from this a reconstruction of the underlying 
image (fig 2.8d) is produced by integration of either H or V - in fact inverting 
(2.8). The reconstructed image corresponds to Horn's perceived lightness 
image. 
Another advantage of this algorithm compared with Horn's arises because it 
operates in edge space, and non-zero edges are sparse. Relaxation need not be 
applied in those areas which are constrained to zero strength - the interiors of 
regions, which comprise the majority of the image area. Therefore the algorithm 
may be executed more efficiently, although this increase in efficiency is not 
realised on a parallel array processor in which all operations must be performed 
throughout the array. 
However, in chapters 2.1 and 2 2 the purpose of edge computation in early 
vision was said to be to establish the positions of discontinuities. The enforce- 
ment of the two constraints described here cannot be regarded as an adequate 
procedure for doing that. This is because the positions of the discontinuities are 
largely established by the minimum strength constraint, prior to relaxation. The 
nunimum strength constraint acts as a boundary condition to relaxation, rather 
than being propagated during relaxation. It therefore chooses the positions of 
the discontinuities on a purely local basis. Global reference was made only sub- 
sequently, by relaxation, to impose the edge-region duality constraint; the effect 
here is simply to remove boundaries with unattached ends (because they are 
not region boundaries) and to do some redistribution of strengths amongst the 
remaining edges. In fig 2.9 the effect of imposing minimum strength and edge- 
region duality is shown on a less clearly defined image than in fig 2.8. There is an 
important missing boundary. It was removed by the minimum strength con- 
straint because the contrast across it was low. It should have been retained how- 
ever because it is long and divides two major regions. Global reference could 








Fig 2.8 Edge-region duality and minimum strength constraints applied 
to (a): initial edge strengths (b) are obtained by differentiation 
and subjected to relaxation (c). An underlying image (d) can be 











2.4 Weak continuity 
In chapter 2.1 it was proposed that each image in a stack of intrinsic 
images should be subject to the constraint that it be continuous almost every- 
where. We formalise continuity "almost everywhere" as a weak continuity con- 
straint. A weak constraint is one that may be broken at a cost - a penalty must 
be paid for its violation. This thesis considers, in particular, the application of a 
weak constancy constraint to the intensity image, and to the angle image 
(defined in section 2 1.3) for labelling lines and curves. Weak constancy - that 
the array of values is constant almost everywhere - is a rather strong interpreta- 
tion of continuity, and too strong to be always applicable, but still surprisingly 
useful on real images A more general defuution of continuity is considered later 
in this section. 
As with edge-region duality and minimum strength constraints (chapter 
2.3), weak continuity constraints do not totally determine the labelling. The final 
choice of labelling is made according to the least disturbance principle, 
described earlier. This can be illustrated in a simplified labelling problem: to 
subject a one dimensional array of values to weak constancy constraints. Adja- 
cent elements of the array are constrained to have the same value - or a penalty 
is paid Discontinuities in the array are then deemed to be those places where 
the constancy constraint is broken. 
2.4.1 Weak constraints and non-convexity 
Consider an array of N elements, each labelled with a value zt,i=1..N, ini- 
tially xt(O). Each pair of elements must either be made equal (xs=z;,+1), or else 
the junction of the two elements is labelled as "discontinuous" and a fixed 
penalty, c2, is incurred. The least disturbance labelling under these constraints, 
is obtained by minimising an objective function: 
F = E(xt-x{(°))2 + c2x(nuTnber of broken constraints) (2.12) 
t 
- a distance measure on x-x(°) plus a penalty of c2 for each broken constancy 
constraint. 
The penalty constant c gives control over the reluctance to allow discon- 
tinuities. A high value of c results in a broad brush segmentation marking only 
the principal discontinuities, whereas a smaller value results in the inclusion of 
more detail. 
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Unfortunately, the optirnisation problem that the weak constraint gen- 
erates has the mathematical property of non-convexity. This means that, unlike 
problems in which the constraints are linear (e.g. section 2.3) and which there- 
fore have a unique local optimum, there may be many of them, so that a con- 
tinuous search for a local optimum does not guarantee locating the required glo- 
bal optimum. To illustrate, consider again adjusting values in an array. Fig 2.10 
shows three different arrangements of an array. Starting with fig 2.10a, continu- 
ously and simultaneously adjusting the values to reach fig 2.10c, the array 
passes through intermediate states like fig 2.10b. In fig 2 lOb, the constancy 
constraint is broken once, incurring a penalty, c2, while in fig 2 10c the values 
are all equal - no penalty. Let us assume that in fig 2.10c, the remission of the 
penalty outweighs the increase in the distance measure in moving from fig 2.lOa 
to fig 2.lOc, so that fig 2.lOc is a more desirable state than fig 2.lOa. Then 
clearly, fig 2.lOb bears both a penalty and an increased distance measure, and is 
therefore less desirable than either of fig 2.10a or fig 2.lOc. Fig 2.lOc cannot be 
reached by following a strategy of continuous improvement and this is precisely 
what is meant by "non-convexity". 
It might be tempting to think that the non-convexity is due to an unfor- 
tunate expression of the problem, and that some transformation could be found 
to make it convex as, for example, in fig 2.11. This is not the case. The non- 
convexity is a fundamental property of the problem. To see this, consider a gen- 
eral transformation of the problem, a co-ordinate transformation 
x'=T(x). (2.13) 
The transformation T should be continuous and invertible - a diffeomorphism 
(Poston and Stuart (1978)) - to ensure a non-degenerate representation in the 
new coordinate system. However the non-convexity of F(x) occurred because of 
discontinuities in F (as defined in (2.12)). and any discontinuous function on an 
array is non-convex (Roberts and Varberg (1976) p 93.). In the new coordinate 
system F(x) becomes F '(x') where 
F=F. T. (2.14) 
But T is continuous so F must be discontinuous. (The proof is by reductio ad 
absurdum: if F were continuous everywhere and since T is continuous, then 
from (2.14) F would be continuous everywhere - in contradiction to the initial 
hypothesis.) Therefore the discontinuity and hence the non-convexity persist in 
the new coordinate system. 
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b) C) 
Fig 2.1Q A demonstration of non-convexity in weak constancy 
relaxation, in a six element linear array. Assume that the 
configuration of (c) incurs a lower cost than the initial 
configuration (a): it is not possible to follow a path of 
continuously decreasing cost from (a) to (c) - (b) has greater 
cost than either. See text for details. 
i 
f (x)=x2 
0.1 0.8 0.5 
f(u)=u2 
0.9 
Fig 2.11 An example of a coordinate transformation that converts 
a particular non-convex function into a convex one. 
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The consequence of non-convexity is that a strategy of continuous improve- 
ment is inadequate, but what are the alternatives? Berthod (1982) and Ullman 
(1978) both suggest settling for a local optimum as the best available solution to 
a non-convex problem. This is quite inapplicable here, however, because the ini- 
tial labelling is already a local optimum of F in (2.12). Hill-climbing would make 
absolutely no change to the initial state. Another possibility is to use a search, 
in which numerous configurations of the array are tried, but the number of 
configurations to examine is related exponentially to the number of elements in 
the array The search is impractical unless it can be guided in some way. 
Instead the objective function F can be replaced by some other function F* 
(constructed as a sum of certain convex envelopes) which Is convex and which 
touches F in some places. A sequence of functions, beginning with F' and end- 
ing with F is used to reach an optimal solution, where possible, or else to find a 
good sub-optimal one. This is called the "graduated non-convexity method" and 
is described fully in chapter 4. 
P-4.2 Weak constancy 
We now show and comment on the effect of the weak constancy constraint 
applied to various examples of data. The simplest example is a single step in a 
one-dimensional array. This is shown (represented as a histogram) in fig 2.12. As 
the penalty c2 increases, a point is reached at which minimum cost is achieved 
by levelling the histogram. Beyond this point the cost of breaking the constancy 
constraint becomes greater than the cost of altering the data Fig 2.12 shows 
the theoretical behaviour (the optimisation has been solved correctly). The 
result using the graduated non-convexity method in this case finds the same 
optimal solution (although in general the method may produce a suboptimal 
solution). It is shown in appendix D.2 that in fact the single step is a special case 
for which it can be proved that a qualitatively correct result will be obtained by 
this method (correct except that the value of c is treated as if it were larger 
than it really is, by a factor or V-2). 
Fig 2.13 is another simple example, using graduated non-convexity, but this 
time two dimensional. As the penalty c2 increases, first smaller dimmer rectan- 
gles and then larger brighter ones are levelled with the background. The cri- 
terion for levelling (for an isolated rectangle in an infinite array) is easily shown 
from the definition of the optimisation problem in (2.12) to be that: 







Fig 2.12 Weak continuity relaxation applied to a ten-element, linear 
array: for a penalty value, c, below a certain value a step dis- 
continuity (of a given, fixed height) persists after relaxation. 








Fig 2.13 A test-card of squares, of different sizes and contrasts (a) 
and on a uniform background is subj3cted to weak constancy 
relaxation. As the penalty, c, for breaking a constancy constraint 
increases more squares are flattened ( (b)-(g)) -- first to go are 
the small/low-contrast ones and then as c gets larger, those that 
are large/high-contrast. 
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where the length of the perimeter is in fact the number of constraints broken if 
the rectangle is not levelled. The threshold (value of c) for levelling is thus a 
combined function of contrast, area and perimeter: 
csn,Vsn = 
3f died xcontrast. Pi meter (2.16) 
Lastly, two examples using grey level images: Fig 1.3 (in chapter 1) showed 
the result of imposing weak constancy on an intensity image - effectively fitting 
it to a piecewise constant model. More examples, with different images, appear 
in appendix F. 
Finally, fig 1.4 (in chapter 1) showed weak continuity applied to an angle 
image, to arrange sequences of strokes into straight lines. This is done in the 
same way as with the intensity image, except that continuity constraints are 
imposed on angles only along lines of intensity discontinuity. Elsewhere the 
angle image has no meaning anyway. Again, there are further examples in 
appendix F. 
2.4.3 Some variations and extensions of weak constancy relaxation. 
We have, so far, used constancy constraints to represent continuity but this 
is too strong in general Weak constancy relaxation performs correctly on vari- 
ous configurations of step edges, including 2 4c that was treated erroneously by 
the D2G operator. On steep, extended gradients however, spurious lines of 
discontinuity are produced, running perpendicular to the line of greatest slope 
and this is shown on artificial images and on a real image, in fig 2.14. 
One possible solution to this problem might be to use a more general model 
for regions - for instance a planar or a harmonic model. (A harmonic function f 
is one for which V2f =0. The set of harmonic functions includes all planes) An 
example of an image subjected to weak harmonic constraints is shown in fig 
2.15, in which the gradient discontinuities in the processed image are marked. 
However, this is less satisfactory than weak constancy for edges that approxi- 
mate to step edges. Instead of fitting the best step edge to the data, the edge 
appears as a short steep gradient and consequently the precise position of the 
edge is uncertain within the limits of the width of the gradient. Moreover, nei- 
ther the planar nor the harmonic model is adequately general because curved 
surfaces in real scenes may give rise to higher order intensity distributions. 
Using correspondingly higher order constraints (the harmonic and planar con- 
straints are second order) is not a good solution as the precision of positioning 
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Fig 2.14 Weak constancy relaxation followed by marking of all remaining 
intensity changes labels step edges correctly. However the test 
figures in 2.3a and 2.4a, which have steep, extended gradients, 
produce some spurious lines ( (a) & (b) ). A real image (c) with 
an extended gradient exhibits the same effect (d). 
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of step edges becomes even worse. 
A better approach might be to fit minimum energy surfaces (as for instance 
Ikeuchi and Horn (1980) and Terzopoulos (1982)) but as a weak constraint: any 
pair of adjacent array elements are either attached by a spring or else a fixed 
penalty is paid. For a one dimensional data array x; this is expressed as a 
minimisation of the cost function: 
F= Ea(xt-xt(°))2+ E :(xx-xt+i)2_ c2Eh.t, (2.17) 
t t t 
where h;, takes the value 0 or 1 and when 0 marks the position of a discontinuity. 
As before c2 is the penalty for allowing a discontinuity and within the boundaries 
defined by those discontinuities, minimum energy functions are constructed 
(the second term of (2.17) does this). The generalisation to two dimensions is 
straightforward. The constant, a, controls the strength of the restoring force 
back towards the initial data. Horn and Schunk (1980), in their surface fitting 
algorithm suggested that the equivalent constant in their scheme be determined 
by the expected noise content of the data. The minimisation is done over x and 
h - a mixed real and integer programming problem. The integer valued h 
automatically makes the problem non-convex, and it remains for future effort to 
try to adapt the graduated non-convexity method of chapter 4 to cope with this. 
Just as weak constancy relaxation was applied to a local angle data array, to 
find straight lines and the vertices between them, so this scheme for construct- 
ing minimum energy functions is also applicable to angle data. The result is a 
parallel algorithm for constructing minimum energy curves in an image and 
labelling the vertices /discontinuities between them. 
Barrow and Tenenbaum (1981) showed that construction of minimum 
energy curves could also be useful for reconstructing a 3-D curve from its 2-D 
projection. Weak, minimum energy, angle relaxation in 3 dimensions (and conse- 
quently with two local angle at each point) could be used to do that, in parallel, 
and would be able to label vertices between 3-D curves also. 
Finally we consider the effect of modifying the form of the distance meas- 
ure used in the cost function. Instead of the distance term 




h4 z4-zi-1j andv =x -zu+1 
The result of using this measure in the cost function is to emphasis the impor- 
tance of intensity changes in the initial data, so that the test image of squares of 
different sizes and contrasts, used earlier, now behaves quite differently (fig 
2.16) in weak constancy relaxation. Instead of the criterion for whether the 
squares are levelled or retained being dependent on both their contrast and 
area, it now depends only on contrast. 
However, on real images the results of weak constancy relaxation with the 
edge space measure of distance seems to be rather noisy (fig 2.16d). This may 
be because the least squares fitting process within each region now effectively 
uses data, not from the whole region as before, but just from its boundary. Using 
less of the data means that it is less immune to noise. Alternatively the 
apparently spurious lines of discontinuity may be due to heightened response to 
extended gradients in the image. The response is heightened because the edge 
space distance measure tends to preserve changes of intensity in the initial 
data, and occurs because the constancy constraint is inappropriate for 
extended gradients. If the latter explanation is correct the spurious responses 
would not occur when the edge space distance measure were used with the 
minimum energy scheme. 
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a) b) 
Fig 2.15 Weak harmonic relaxation can cope with gradients 
but does not localise step edges to within one pixel as 




Fig 2.16 Weak constancy relaxation using a distance measure in edge 
space (gradient space): The testcard of fig 2.13, under increasing 
penalty constant, c, (a-c) shows that the persistence of the squares 
depends only on contrast, not on area. Applied to a real image (fig 
1.3a) and differentiated (d): spurious intensity changes appear that 
are not apparent in the original image. 
54 
3 Parallel algorithms for constrained labelling: previous work. 
The previous chapter discussed some uses of constrained labelling in low 
level vision. Such a process is often described formally in terms of affixing 
labels to the nodes of a graph (Waltz (1972)). Where a pair of nodes in the graph 
is joined by an arc, this indicates that the labels on those nodes are mutually 
constrained. The set of constraints characterises the labelling process by 
defining what labellings are acceptable as an output of that process (consistent 
labellings). 
Specifying constraints is a declarative definition of the process. This 
chapter discusses methods of deriving a procedure for achieving a consistent 
labelling from that declarative definition. The declarative definition is non- 
deterministic in that there may be many consistent labellings. The procedure 
must be able to deal with this either by selecting one particular consistent label- 
ling, or by returning a set of consistent labellings. The "principle of least com- 
mitment" (Marr (1982)) is important here: that it is undesirable to eliminate 
hypotheses arbitrarily, but that this must be balanced against the need to 
assume working hypotheses, to establish a context for further investigation. For 
example Waltz's program for labelling line drawings follows a cautious policy - it 
avoids eliminating any consistent labellings (interpretations of the drawing) - 
see section 3.1. Other schemes, for instance Hinton's discrete labelling algo- 
rithm, use a priori information to select a single consistent labelling. The "least 
disturbance" principle, used in the algorithms discussed in chapters 4 and 5, 
provides a natural way of making that selection when the labels are real valued 
and under-constrained. 
A common factor in many labelling procedures is the parallelism inherent 
in their operation. The labelling process is distributed amongst the nodes of the 
graph and, in principle, processors at each nodes could work concurrently. In 
the case of pixel labelling processes in low-level vision, the topology of the graph 
is fixed by the array structure of the image data; the nodes of the graph can 
map directly onto the processor cells of a cellular processor array, whose pro- 
cessor cells act in parallel. 
A distributed implementation of a labelling process is efficient provided the 
constraints are local - acting over small sets of nodes - so that each node is 
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connected to only a few others in the graph. In that case the processor at a 
given node need deal only with the labels on its own node and the ones on those 
few other nodes that are connected to it. These labelling processes are itera- 
tive. At each node labels are adjusted according to some function of the labels at 
that node and its neighbours. The adjustment is applied in parallel to all nodes, 
and is repeated until some stopping condition is reached. Although the con- 
straints and hence the adjustment act only locally, the effect of repeated adjust- 
ment is to 'propagate' the influence of each constraint throughout the graph. 
That is the power of such algorithms: a repeated application of a purely local 
operation causes a global effect by propagation. This is particularly important 
for cellular array processors whose cells are interconnected only locally. 
In a cellular array processor (a Single Instruction Multiple Data machine) 
the processors work synchronously; however the nature of labelling algorithms 
does not require this - the processors could quite well run asynchronously, each 
stopping according to its own criterion. This suggests that less rigidly struc- 
tured machine architectures could be used in which a pool of processor cells 
serves data cells as required, as in the ALICE machine (Darlington and Reeve 
(1981)). This approach is appropriate not only to array structured data but also 
to graphs of arbitrary topology such as line drawings or semantic networks. 
This chapter describes the varieties of constrained labelling schemes that 
have appeared in the literature and establishes a context for the algorithms 
described in chapters 4 and 5. 
3.1 Discrete labelling 
This thesis is principally concerned with determining real-valued labels sub- 
ject to constraints but it is useful to look first at algorithms for discrete label- 
ling. Algorithms for these two types of labels share some properties: they can be 
thought of in terms of graph labelling and are parallel and iterative, but extra 
difficulties arise with real-valued labels in achieving convergence (terminating 
the iterative algorithm correctly) and in understanding the precise computa- 
tional effect. 
Examples of discrete labelling problems are: labelling line drawings (Waltz's 
program described in chapter 2.5) and character recognition (Ullmann(1974)). In 
the first case the junctions of a line drawing are to be labelled consistently; the 
junction label specifies the geometry of the junction and the physical type of the 
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lines that meet there. A pair of junctions joined by a line are labelled con- 
sistently if they allow a consistent interpretation of that line. In the second case 
a handwritten test character is represented as an array of strokes (oriented line 
segments) which is to be mapped onto a reference character. Strokes in the test 
character are to be labelled as corresponding to strokes in the reference char- 
acter, subject to the constraint that the mapping from test character to refer- 
ence character be continuous. 
The number of possible ways of labelling a set of nodes grows exponentially 
with the number of nodes, so a brute force search for consistent label assign- 
ments is infeasible. In the labelling algorithm described below, there is an upper 
bound on the amount of work done which is linear in the number of nodes. How- 
ever, as is shown below, it does not guarantee to solve the problem completely. 
Notation is introduced by Rosenfeld et al. (1976) for a labelling problem in 
which all the constraints involve just one node (unary constraints) or two nodes 
(binary constraints). Waltz's line labelling problem falls into this category. They 
show that there exists a greatest consistent labelling L(°°) and that the following 
algorithm always converges to this labelling. A labelling, L, is a set. 
L= JL1, ... , L. J. (3.1) 
where L i=1..ii are label sets attached to each of the n nodes of a graph. Note 
that this is not an assignment, to each node, of a unique label but a set of possi- 
ble labels. The set of allowed labels at node i is A, so that 
A CAd (3.2) 
- this is the unary constraint on node i. The set AV for each i, j EJ 1,..,n J specifies 
which pairs of labels on the two nodes are compatible - the binary constraints. 
For a pair of non-interacting (because unconnected) nodes 
AV =Ax Al (3.3) 
- all pairs of labels are compatible, and in practice the node pair (i,j) need 
never be involved in any computation Initially the labelling 
L(O)=JAI, ... .41 
is used - each node starts with all labels allowed by the unary constraints. The 
labelling algorithm proceeds iteratively deriving, at the mth iteration, 
L(m+1) from ... ,Lr(m)j (3.4) 
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by removing from each 4f11,r=1..n, any label A such that: 
moe4("`))nA,s=ca for some sr1,..,n; . (3.5) 
Any label for which there is not at least one compatible label on every other 
node in the graph, is removed. 
It is an important property that labels can be removed in any order, 
according to this rule, without affecting the final result. This means that the 
algorithm can be executed in parallel - the labelling process can proceed 
independently (in parallel and asynchronously) at each node. It terminates 
when, at each node, none of the labels meet the condition defined in (3.5) and 
this must occur in a finite time because the problem itself is fume- at least one 
label is removed from some L(m) at each iteration and the L(m),m=1..n contain 
together only a finite number of labels. 
Convergence is assured but how is the resulting labelling L(°°) to be inter- 
preted? It does not in general assign unique labels to each node, but a set which 
may contain many or just one label, or be empty. It is a 'cover' for all consistent 
label assignments in the sense that if (A1,X2, X) is a consistent assignment, 
of labels to nodes 1..n, then 
Y1 1..n A;eL,,f°°l. (3.6) 
Thus if 3i s.tA(°°)=So then the problem is solved. There is no consistent assign- 
ment of labels. And if 
K L<°°l contains exactly one label (3.7) 
the problem is also solved - a unique consistent assignment of labels has been 
found. Otherwise the algorithm has determined only a cover for the set of con- 
sistent label assignments and a search must be done, under that cover, to 
obtain them explicitly. 
Remarkably enough, Waltz's algorithm frequently yielded a unique assign- 
ment of labels - a unique interpretation of the line drawing - as in (3.7) above. 
This is a remarkable result because even when only one consistent assignment 
of labels exists, the sets I(°^) need not all be singletons as in (3.7) (see fig 3.1 for 
an example); even though the graph itself may admit only one consistent 
interpretation the labelling algorithm need not necessarily find it explicitly, but 
in Waltz's case it did. Perhaps this is a consequence of the richness of the set of 
constraints he used. 
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node 2 
Compatible pairs of labels: 
(a1,a2) (a2,a3) (a3,bl) 
(bl,b2) (b2,b3) (b3,al) 
(c1,c2) (c2,c3) (c3,c1) 
a) 
b) 
Fig 3.1 Under Waltz-type constrained labelling, a unique consistent 
labelling may be concealed in label sets with more than one 
element each. The label covers in (a) cannot be reduced any further 
by the Waltz filter. Nonetheless, the only consistent labelling is 
(b). 
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3.2 Probabilistic relaxation labelling 
The vision problems discussed in chapter 2 included labelling edges, 
regions, lines and curves, and also range and surface orientation. In each case 
areas of an image (either single pixels or larger areas) are assigned real-valued 
labels subject to certain constraints. The discrete labelling algorithm just 
described is not appropriate to real-valued labels but perhaps it can be modified 
to handle them Rosenfeld et at (1976) discuss such a modification, in their case 
to handle probabilistic labels, which are real valued, in the range [0,1]. This is in 
order to be able to make estimates of the likely labelling in situations where 
there is uncertainty due to noisy data, or incomplete knowledge of the situation 
The evolution of their non-linear probabilistic algorithm is outlined in this sec- 
tion It has some drawbacks however. it is not guaranteed to converge, nor is it 
clear exactly what computation it performs. These issues are clarified in the 
optimisation based algorithms presented in the next two chapters. 
3.2.1 Fuzzy relaxation 
Fuzzy logic (Zadeh (1965)) can be used to convert the discrete relaxation 
scheme into a probabilistic one (the labels are therefore real-valued), in a sim- 
ple way. The word probabilistic is used loosely to refer to some measure of 
confidence, lying in the range [0,1]. The labelling at a node, instead of being 
represented by a boolean valued function of the possible labels, is represented 
by a real-valued membership function, with range [0,1] 
In the fuzzy case the labelling at a node, Ls, becomes an ordered set of real 
valued functions In the notation of Rosenfeld et at, 
L-JL1, ,L,, J with Ls:A-'[0,1], i=1..n (3.6) 
where A is the set of all possible labels. Similarly there are 'a priori' labellings 
Ati :A,[0.11 (3.9) 
and compatibilities 
Aq . AAxA1-i[0,1]. 
By analogy with the discrete case (3 3), for unconnected nodes i,j we have 
A. (X,/L)=1 




Kj (xai)EAq (3.12) 
and in the fuzzy case this condition becomes 
K j ,AEA, A1(X)!<-A5 (X,µ) and A ? (µ)-5A4j (X , ). (3.13) 
As in the discrete case the algorithm operates on an initial labelling 
L(°)=A1, ... , A. I and derives 
L(m+i) from L(m)=L f m), ..., Lnn'). as follows: 
for each i, XeA 
4(m+)(a)=rein (4(m)(a), Q Cm)(X )) 
where 
Q(-)(X)=inj ( ?(min (L *)(X'),N(a,a')))) JA ke 
(3.14) 
The use of inf and sup derives from their equivalence, in fuzzy logic, to set union 
and intersection. 
This updating formula has the effect of progressively reducing label proba- 
bilities until they satisfy a condition for consistency, that 
;,jEl1,..,n3, IXEA, 3X'EAs.t. (3.15) 
Li (X)!c-amin (L, (k), AV (X. X')). 
The label strengths are monotonic decreasing so it is also clear that the 
algorithm must converge. In fact the fuzzy logic derivation guarantees conver- 
gence: any fuzzification of a convergent boolean scheme must also be conver- 
gent (see appendix A.). Moreover the proof shows that convergence must occur 
within a finite number of iterations, not just as the limit of L(m) as m-- , 
Just as, in the discrete labelling, labels are removed from but never 
replaced in the sets Ljm), in the fuzzy scheme the L(m)(X) are monotonically 
decreasing in m This is entirely appropriate because, again by analogy with the 
discrete case, the L(m)(a) is a label cover - a set of upper bounds on the fuzzy 
membership values for each label on each node. 
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3.2.2 Linear probabilistic relaxation 
In the fuzzy scheme described above the value . (')(x) was an upper bound 
to the membership value for label X on node i. Inequality constraints place 
upper bounds on the membership values, and are propagated to decrease itera- 
tively the values of the 11'"1(X). Frequently, when dealing with probabilities, it is 
useful also to have lower bounds on the membership values as used in the 
INFERNO system (Quinlan (1982)). These are then iteratively raised, as dictated 
by constraints To see that it is useful to maintain lower bounds, consider the 
simple case of two mutually exclusive and exhaustive labels X,µ, on a single 
node They are subject to the constraint on their probabilities that: 
P(X)+P(µ)=1. (3.16) 
Any upper bound on p (X) automatically, therefore, implies a lower bound on 
P (A). 
Maintaining lower bounds in addition to upper bounds provides a mechan- 
ism by which constraints can propagate to support a given label, as well as inhi- 
biting it as in the fuzzy scheme. 
Rosenfeld et at. (1976) attempted to implement a scheme which allows both 
positive and negative support to be given to a label, under a set of equality con- 
straints. In place of L ,(X) they refer to a probability p,, (X), for label X on node i. 
Instead of A. Rosenfeld et at suggest the use of the following set of constraints- 
<n. 1'AEA,Pti(X)_20- (X.A)P,W) 
j=1 µ 
where the matrix of coefficients 
Sv (kfz)=c'jPv (X.µ) 
and p must satisfy 





The weights cj are introduced to adjust the relative contribution from each 
node in the neighbourhood of i, including i itself. The quantities c,,j and pj(X,µ) 
are all positive so that stj (X,µ) is also positive. This constraint on s;j (X,µ) is 
applied to ensure that the pi(e) remain positive, for all n. Linear algebra theory 
shows that the following iterative formula yields, in the limit as n-*-, a con- 
sistent labelling - one that satisfies the constraints in (3.17). From the con- 
sistency condition, an updating formula is derived' 
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pt(3+1)W= 2 (Esq (X.µ)P, ")(A)) 
J=1 µ 
(3.20) 
Since this updating formula acts in parallel over the nodes of the graph, and is 




(on each node, probabilities of labels sum to one) the constraints are imposed 
that: 
3,j p (X,X')=1 and iii Ectj =1. (3.22) 
A 1 
However, it is also shown that under certain conditions the final set of con- 
verged probabilities p,(-)(X) is entirely independent of the original set p{(°)(X). It 
is clear that this is unacceptable if the relaxation scheme is regarded as a pro- 
cess with pj(O) as input and Pz(-)3 as output - the output is independent of the 
input. Instead of combining information in the initial labelling (prior probabili- 
ties) with the constraints, information is drawn from the constraints only. This is 
not surprising, however, when we consider the constraints (3.17). There are nl 
constraints on nl unknowns (n nodes with I labels on each). The unknowns could 
be fully constrained. Whether or not this is so can be determined from the fixed 
points of the iterative scheme, Any fixed point p (the vector whose components 
are p, (X)) satisfies 
p = S.p, (3.23) 
which implies 
(S-I).p=0. (3.24) 
The dimensionality of the space of fixed points is therefore 
ni -rank (S -1). (3.25) 
which in turn depends on the multiplicity of the unity eigenvalue of S. (It can be 
shown that S does have a unity eigenvalue.) In the general case the multiplicity 
need not be greater than one, so the space of fixed points is one-dimensional, 
Therefore, in general, the constraints in (3.17), together with the normalisation 
condition (3.21) fully constrain the result p(°°). 
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The conclusion is that the constraints in (3.17) are inappropriate because 
they are too strong. 
3.2.3 Non-linear probabilistic relaxation 
Because they considered linear relaxation to be unsatisfactory, Rosenfeld 




Qtin)(,6)p.( ) (16) 
&A 
where 
Q_(n) (a) = Z tj (a.6)pj n)(fl) 
JP 
for some matrix T. 
A labelling of the form: 
1oz, ()=1 when A=A' 0 otherwise (3.27) 
- known as an unambiguous labelling - may be a fixed point of the formula (3.26) 
and stable subject to certain conditions (appendix B.1). There is another type of 
fixed point under (3 26) occurring when: 
K Etu (a,P)pj (P)= Ce - a constant (3.25) 
JP 
Equation (3.26) represents nl linear constraints, on nl variables, (there are n 
nodes, I possible labels for each) and there are n degrees of freedom for the 
choice of the Q. In general, there is an n dimensional space of these fixed 
points. They are generally unstable - see appendix B. for proof and conditions for 
stability. Convergence to such a fixed point is not entirely precluded but will 
only occur if the point is approached from certain directions in label space. 
Peleg (1950) shows that in a similar non-linear probabilistic scheme, the a priori 
labelling 
p%(A)= prior prob(label A on node i) 
is one such fixed point 
t The formula given here is equivalent to that of Rosenfeld et al, but expressed slightly 
differently. 
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The non-linear probabilistic scheme nas major disadvantages: there is no 
guarantee of convergence and in any case it is not clear what computation is 
being performed. There have been attempts to analyse convergence. Zucker et 
al. (1981) derive a condition under which convergence is assured. The final label- 
ling in that case is unambiguous and stable, of the type described in appendix 
B.1. If the condition holds at the nu` iteration, for some n, the label on each 
node with the highest probability is adopted is the final label for that node (it 
has probability 1 in the final labelling). Hence, under this condition, the scheme 
degenerates to a simple process of selecting the most probable label on each 
node. Haralick et al. (1980) analyse the effect of instability of an unambiguous 
fixed point in one particular labelling problem. However no general results on 
stability of the non-linear relaxation scheme are available. Hanson and 
Riseman's edge relaxation algorithm, mentioned in the last chapter, is of the 
same basic type. Although its effect appears to include some enhancement of 
edges, it does not always converge (fig 2.6d) - oscillation can occur. 
The spirit of non-linear relaxation is to represent co-operation and competi- 
tion in a network in which labels support and inhibit one another. Similar models 
have been proposed for networks of interacting neurons (Sejnowski (1981)) and 
for a processing network for random dot stereograms (Marr (1978)) and here 
the stability of the network is difficult to analyse (Marr et al. (1977)) and fragile 
in practice (Mayhew (1982)). Oscillatory systems of this general kind are 
observed in iterative application of certain operators to boolean arrays. In some 
cases a concise condition for stability can be found (e.g. Blake (1982)) but even 
apparently simple cases, such as repetitive application of the the median filter, 
are difficult to analyse (Lester et al. (1980)). 
This thesis will go on to propose the use of co-operation and competition, 
both linear and non-linear, but uses the paradigm of constrained optimisation to 
ensure convergence Moreover the effect of the computation is clear - to satisfy 
explicitly stated constraints. 
3.3 Constrained labelling by optimisation. 
A paper by Ullman (1979) sets out a formal framework in which optimisation 
under local inequality constraints is achieved by a local iterative process. Real 
valued labels on the nodes of a graph become variables x,,i=1. nj in an optimi- 
sation problem and are mutually constrained. In addition an "objective function" 
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is used that measures the "cost" of a given labelling. This cost is to be minim- 
ised, subject to the constraints. 
As in the labelling schemes described so far, each constraint is local in the 
sense that it constrains only a few nodes: if the constraints are 
g1(x)z0, j =1..n (3.29) 
then for each j ,k , 8gj/ 8xk depends only on "a few" of the xti , Similarly the cost 
function f is a local function of xj in that, for each k, Of /8xk depends only on 
a few x1. This means that the iterative process used to perform the optimisation 
can be decomposed, as were the schemes already described, into a number of 
local processes that can be executed in parallel. The iterative process is, as 
before, essentially a discrete time model of cooperation and competition in a 
network. The interaction between nodes may either be linear or non-linear, 
depending on the precise nature of the objective function, f, and the constraints 
(3.29). 
The iterative formula is essentially a hill-climbing process and is 
guaranteed to converge. Moreover the purpose of the computation itself is 
clearly set out. to achieve the solution of the optimisation problem It forms, 
therefore, a firm basis on which to proceed with the vision tasks discussed in 
this thesis 
The final task in this chapter is to review some of the reported work on con- 
strained labelling by optimisation, in order to introduce the new work described 
in the next chapter. 
3.3.1 Real valued labelling 
Some of the most successful work using relaxation by optimisation is the 
shape from shading algorithm of Ikeuchi and Horn (1980) and the algorithm for 
deriving optical flow by Horn and Schunk (1980). They use essentially similar for- 
mal schemes for relaxation so it suffices to describe the first. The problem is to 
label each pixel in an image with the local surface orientation at the correspond- 
ing point in the scene, given only the image intensity and a model of the illumi- 
nation of the object. Surface orientation is a normalised vector and may be 
represented by a pair of direction cosines (p,;j,gjf) at the image point (i,j), 
whereas the image intensity Iii has only one value at each point. Hence the 
equation 
K j R(pz,,q )=Iij (3.30) 
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( R(p,q) is the intensity predicted by the illumination model for a surface at 
orientation (p,q)) does not fully constrain (p{f,qij). Continuity of the surface is 
invoked to determine the (pv,q) fully. Continuity here cannot be regarded as 
an equality constraint like (3.30) because continuity is not well defined (as was 
discussed in chapter 2) for sampled data - that is for a function over a discrete 
domain. The approach taken by Ikeuchi and Horn is to minimise a measure of 
lack of smoothness: 
F = [D(ptj)]2+[D(gV)]2 (3.31) 
where 
D(xq) = xt+i,1+xt-i.j+2i.i-i+xt j+1-4x1. (3.32) 
A logical strategy would now seem to be to minimise (3 31) subject to the con- 
straints (3.30) to choose the smoothest consistent labelling, However, Ikeuchi 
and Horn do instead an unconstrained minimisation of the quantity: 
E=E(R(ptpq, )-Iv)2 + XF, (3.33) 
V 
where F is defined in (3 31). The effect is to trade the accuracy with which 
(3.30) holds against the smoothness of the labelling; the precise balance of the 
trade-off is determined by the constant A which sets the relative weights given to 
the two components in (3.33). Treating (3.30) as an equality constraint would be 
equivalent to setting A to some very small value. Horn and Schunk (1980) sug- 
gest, however, that A should in practice be set large enough to provide some 
immunity from digitisation and sensor noise in the intensity I. The minimisation 
of (3 33) is achieved essentially by hill-climbing - following an ascending path 
over E in (3 33). This results in a local, iterative algorithm, in which the 
repeated local action achieves a global effect. 
Burch et al. (1983) describe an algorithm for maximum entropy restoration 
of degraded images. The restoration is similarly expressed as a constrained 
optimisation. to maximise entropy over the image subject to constraints that 
the final image be consistent with the degraded data. They use a development of 
the basic hill climbing idea to achieve this, but improved for faster convergence. 
Similar optimisation approaches have been used by Narayanan et al. (1982) and 
for probabilistic labelling by Berthod(1982), Faugeras and Berthod (1981). The 
scheme of Narayanan et al is basically similar to that of Ikeuchi and Horn: it fits 
intensity data to a smooth distribution, by minimising the sum of a distance 
measure and a roughness measure. It is important to realise that such a 
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process does not in any way achieve a labelling of discontinuities in intensity. It 
simply performs smoothing by optimising a convex objective function. This is not 
surprising as it was argued in chapter 2 that an objective function for labelling 
discontinuities must be non-convex. A smoothing operation simply distributes 
roughness (as defined by some measure such as (3.31)) evenly, whereas what is 
required is to localise it in discontinuities whose spatial extent is limited. 
Smoothing is inadequate because it does not satisfy the necessary weak con- 
straint of continuity "almost everywhere"; instead, the result of smoothing is 
"almost continuous" everywhere. Realising the deficiencies of the smoothing 
operation, Narayanan et al. attempt to make an initial step towards a segmenta- 
tion scheme, that labels foreground and background in an image. Even in this 
relatively simple task, the cost function becomes non-convex and therefore hill- 
climbing alone cannot reach the global optimum. 
Berthod constructs a cost function like (3.33) above, which is the sum of 
two components: one measuring the displacement of the labelling from its initial 
state and another measuring the 'inconsistency' of the labelling. The cost is then 
minimised by relaxation to reach a compromise between conserving the initial 
labelling and making the labelling more consistent. As in the shape from shad- 
ing algorithm of Ikeuchi and Horn above, there is no set of constraints which 
hold exactly; in fact Faugeras and Berthod refer to the same constraints as in 
chapter 3.2 2 (3.17) which, if they hold exactly, over-constrain the problem. 
Instead they are made to hold as closely as possible, by minimising an incon- 
sistency measure. While recognising that the measure is non-convex and seeking 
its global optimum, Berthod does not suggest a method of finding the global 
optimum, other than reaching a local optimum by hill climbing. 
In the chapter 5 we discuss optimisation under linear constraints in an algo- 
rithm quite similar to that of Ikeuchi and Horn. However, for this purpose it is 
appropriate to use equality constraints, which are maintained exactly (as when X 
is very small in the scheme above). The constraints define a model of what con- 
stitutes an acceptable labelling; the algorithm finds the best fit to that model by 
minimising the displacement from an initial labelling subject to the constraints. 
A further development of this idea is the weak constraint - an equality constraint 
which may be broken occasionally - used to represent the notion of "continuity 
almost everywhere". The hill-climbing algorithm can be most conveniently 
extended to deal with explicit constraints by using Lagrange multipliers, either 
with inequality constraints (Ullman,S. (1979)) or with equality constraints (see 
chapter 4.1). These ideas are fully discussed in chapter 4. 
as 
3.3.2 Discrete labelling 
Another successful use of an iterative optimisation algorithm for labelling is 
Hinton's (1978) puppet recogniser. This is essentially a system for reasoning, in 
which hypotheses interact via logical constraints. The purpose of the scheme is 
to produce a true/false labelling for the hypotheses which satisfies the con- 
straints. (In the case of the puppet, modelled as an assembly of rectangles, the 
hypotheses concern the presence or absence of, for instance, a rectangle to 
represent head. A typical constraint might require the head rectangle to be 
adjacent to the neck rectangle.) In practice there may be a number of con- 
sistent labellings (just as in Waltz's scheme, chapter 3.1) so each hypothesis is 
tagged with a preference Pt, and the 'best' of the consistent labellings is then 
chosen - the one that ma',imises 
1 P{ S" t=i 
where 
1 if the ith hyyppothesis is true Si- 0 otherwise 
This is an integer programming problem and not, as it stands, susceptible to 
continuous relaxation methods. In fact it is an extreme case of a non-convex 
programming problem - labelling space is not merely non-convex, it is not even 
connected 
Hinton converts the integer problem to a continuous one by allowing the Si 
to vary in the interval [0,1] and constructing a convex set around the feasible 
points in label space (the points corresponding to consistent labellings) in the 
integer problem. This transformed continuous optimisation problem yields a 
solution for the Si. If J5J is the solution of the continuous optimisation problem 
and Y St,=9 or 1 then a fortiori S,j is the solution to the integer problem. If 
the S,, are not all integers the convex set must be made smaller - fitting "more 
tightly" around the feasible points - to force an integer solution. But it is far 
from obvious in the general case, how to do this. The integer solution is 
guaranteed if the convex set is the convex hull of the feasible points (the smal- 
lest convex set that contains them). But in general the construction of a convex 
hull in a large dimensional space would be expensive. 
In practice Hinton found that an integer solution was achieved without any 
need to modify the convex set first constructed. Whether this result has general 
applicability is a matter for speculation: it may be that it applies when the 
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problem is tightly constrained as in Waltz's line labelling (chapter 3.1) in which a 
rich set of constraints similarly led to a surprisingly conclusive labelling. A 
somewhat analogous strategy is adopted in this thesis (chapter ¢) for dealing 
with non-convex continuity constraints (weak constraints) in continuous relaxa- 
tion. Here, however, the labelling is by no means entirely determined by the 
constraints and the convex set strategy does not always, on its own, yield a solo 
tion. It is nonetheless very useful when followed by a further computation, and 
this is fully dealt with in chapter 4. 
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4 Parallel algorithms for imposing weak continuity constraints 
In chapter 2 "weak continuity" in an array of data was defined in terms of 
constraints which can be broken at a cost - a fixed penalty is paid for each bro- 
ken constraint. The sum of these penalties over the array is then a simple global 
measure of total "degree of discontinuity" in the array Given some initial data 
array, discontinuities in the data are labelled by forming a new array which 
minimises the sum of: 
difference between the new array and initial one (measured by euclidean 
distance) 
PLUS 
the sum of penalties for broken constraints. 
The positions of broken constraints in the new array mark discontinuities. 
The simplest form of continuity is constancy; the effect of imposing weak 
constancy constraints on image intensity data and on angle data was discussed 
in chapter 2. This chapter explains, in detail, how the cost minimisation problem 
is solved. First the theoretical basis of the "graduated non-convexity" algorithm 
is set out. Then its implementation is described, both for a parallel array pro- 
cessor and for an asynchronous parallel machine. The results of computer simu- 
lations of the algorithm, on both types of architecture, are discussed. 
4.1 Optimisation under weak constancy constraints 
In chapter 2 we saw that weak constancy constraints can be used to label 
discontinuities in intensity data to produce a line drawing, and in angle data to 
mark vertices between lines. The constraints are imposed with least disturbance 
to the initial data array x(o), to produce a new array x. The array x j is the solu- 
tion to an optimisation problem (eq 2.24) to minimise 
F(x)= E(jIxij-x$o)jj2 + c2[x;5 xz,i+i1 + c21xV?'xti-i,i1) (4.1) 
where Ibl = 1 if b is true 
1 
O otherwise 
We showed (in section 2.4.1) that this function is non-convex and therefore the 
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problem is generally unlikely to be susceptible to exact solution in a reasonable 
time. Instead, it is proposed to use the method of graduated non-convexity to 
achieve a good suboptimal solution, in a manner that allows parallel computa- 
tion. 
What methods are available, within mathematical theory, for solving this 
sort of problem? Considering the very substantial body of literature on optimisa- 
tion there is relatively little on non convex optimisation. Ritter's method for 
non-convex programming (Cottle and Mylander (1970)) is an exact method but 
applies only to optimising quadratic functions. The function, F, in (4.1) is not 
wholly quadratic so this method is not applicable. Another candidate method , 
which is attractive because F is a sum of local functions, is dynamic program- 
ming (Bellman and Dreyfus (1962)). Dynamic programming has been used to 
construct boundaries in images, using optimal line following algorithms (Mon- 
tanari (1971)) but is not a parallel method as it involves sequential search. 
Moreover in a two-dimensional array, there is no unique natural order of the 
array elements; this has the consequence that to minimise even a local function 
like F in (4.1) involves interaction between large numbers of array elements and 
requires impractically large look-up tables. Ullmann(1982) has proposed a 
method of pruning the search in dynamic programming, using discrete relaxa- 
tion. This could be efficiently implemented on a suitable parallel architecture 
but, in general, some search is still needed to find a global optimum. In weak 
continuity relaxation, search would proceed serially over the N2 variables in the 
image array. As N2 is large for real images, such a search is unlikely to be feasi- 
ble. The method of graduated non-convexity, proposed in this thesis, avoids 
search but at the expense of finding only a good suboptimal solution, rather 
than the true global optimum. 
Another method that makes use of the local property of F is hill-climbing 
by relaxation, which was discussed in chapter 3 (section 3.3.1). Where the cost 
function is non-convex and a global optimum is required, both Ullman (1979) and 
Berthod (1982) suggest settling for a local optimum, as being sub-optimal but 
readily attainable. This is inapplicable in our case because the initial labelling, 
x(0), is already a local minimum of F. This is apparent by inspection: clearly x0l 
is a local minimum of the first term in (4.1) and the effect of small changes of xi 
around x(0), for some (Q), ), can only be to increase the second term (if 
x 0)=xt(°)+1) or else leave it unchanged (provided the change in xj is small 
enough). Similarly the third term can only increase or stay the same. No small 
change in x around x(0) can reduce F(x) and therefore hill-climbing from the 
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initial labelling has no effect - it leaves the initial state unaltered. 
A non-deterministic, statistical algorithm for global optimisation has been 
used in thermodynamics (Metropolis et al (1953)). Hinton and Sejnowski (1983) 
have investigated this algorithm for use in a model of perception and learning 
and showed that it can be executed in parallel. It works by allowing random 
changes in x which may either increase or decrease F, but incorporating a cer- 
tain statistical bias in favour of the latter. By gradually increasing this bias 
(lowering the "temperature" of the system) a stable state is reached. To reach a 
state that is close to optimal the temperature must be reduced slowly ("anneal- 
ing", from the thermodynamic point of view) and this would result in long execu- 
tion times. However the statistical method is potentially relevant and deserves 
investigation in this application. 
The method of graduated non-convexity is quite different from the thermo- 
dynamic method, in that it is not statistical and makes use of the structure of 
the particular objective function, F, that occurs under weak constraints, to 
efficiently achieve a good sub-optimal solution. The graduated non-convexity 
method consists of two stages: first convex envelopes are used to construct a 
convex function F# and the global minimum of F# is found. Then hill-climbing is 
done on each in turn of a sequence of non-convex functions between F# and F - 
this repeated hill-climbing is rather like trying to keep a rubber dinghy afloat on 
the crest of a moving wave. The result is a labelling x that is likely to be close to 
optimal - its cost F(x) is close to the global optimum of F. 
4.1.1 Convex envelopes 
We now investigate the effect, with weak constancy constraints, of substitut- 
ing for the cost function F a particular convex function F*. To describe how 
such a function can be constructed we first consider a highly simplified problem 
with only two variables, x and y, in which the cost function is F(x,y): 
F(x,y)= (x . x(O))2+(y-yl°l)2+C21x _/yJ. 
This can be rewritten as 
F(x.y)= 3(x+y-xl°l-y(0))2 + f xlo 
where 
f(u,uo) = (u-u°)2+c2k,.-t-o1. (4.4) 
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The non-convexity of F is due to f. Figure 4.1a shows a sketch of f, The func- 
tion F' is constructed by replacing f , which is non-convex in u, by its convex 
envelope f ', shown in fig 4.1b, which is: 
f *(+,+o)= 2(c c2+(u--i 0) otherwis <c (4.5) 
It is straightforward to show that f * is the convex envelope of f . Also F', in this 
simple two-variable case, is the convex envelope of F although, as we shall see, 
this property does not generalise to large numbers of variables. What this pro- 
perty means, in this two-variable case, is that 
F'ES (4.6) 
where the class of functions, S, is defined to be: 
S= JG: Vx,y G(x,y)sF(x,y) and Gis convex (4.7) 
and that it is the maximal such function, that is: 
VGES Vx,y F*(x,y)!_-G(x,y). (4.8) 
Any function and its convex envelope share the same global minimum (this can 
be seen to be true of the functions in fig 4.1). Therefore optimising F' is 
equivalent to optimising F, but the optimisation can be achieved by hill climbing 
because F' is convex. The two variable problem is therefore completely solved 
by this method of convex envelope construction We are interested, however, in a 
cost function of many variables (in the case of an image, one variable per pixel) 
and the convex envelope construction can be generalised in a way that some- 
times yields the correct solution, as will now be explained. 
In order to generalise to a problem with many variables, it will be con- 
venient to deal with functions g, g, defined to be: 
g(u)= f (u,uo)-(u-U0)2= c2Fuie01 (4.9) 
and 
g (u)= f .(u,u0)-(u X0)2 2c Ic u I other iwise I <c. (4.10) 
Then F in (4.2) can be rewritten as 




Fig 4.1 The simplest case of weak constancy relaxation - a two 
element array, in which the values of elements are subject to a 
weak constancy constraint. The difference between the values is 
u, initially u0. a) Cost f(u,u0) as a function of u. 
b) f is the convex hull of f and clearly has the same global 
minimum. 
a) b) 
Fig 4.2 Weak constancy on arrays of many elements. It is useful to 
consider the component of the neighbour interaction due to the weak 
constancy constraint. a) Function g is f, less its quadratic 
component, leaving just the cost of breaking the constancy 
constraint. 
b) Similarly, g is f less that same quadratic component. 
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and F' in (4.3) is written as 
F'(z ,y )= (z -z (°))2+(y --yl°l)2+9 # ( (4.12) 
The form for F, in (4.11), makes it quite clear that the interaction between 
neighbours z and y is completely described by the function g, and similarly for 
g * in F*. Both g and g * are illustrated in fig 4.2. 
The natural generalisation for the multivariable problem is now to define: 
F(x)= Y (Xj 
-0)12+Y'g 
ff 











where a is some constant, to be determined. In fact it is set to a=', chosen to 
ensure that F' is convex, while being as close as possible to F (see appendix 
D.4). However, although F is convex it is not, in the multivariable case, the con- 
vex envelope of P. Therefore optimisation of F* (which can be done by hill 
climbing, as F* is convex) does not necessarily yield the global optimum of F - 
that would be far too easy. What can be said is that if x is the global minimum 
of F* then 
F*(x*)=F(x*) (4.15) 
is a sufficient condition that x* is also the global minimum of F. The proof is 
straightforward. Assume that condition (4.15) holds. 
(4.9) and (4.10), or alternatively by inspection of fig 4.2, 
YU g *(u)<g (u), 
and in turn, from (4.13) and (4.14): 
/r Fx)<F(x). 
As z' is the global minimum of F* 
x F(x*)<F(x) 
and therefore from (4.15) it follows that 




Vx F(x')sF(z) (4.19) 
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- x is the global minimum of F. 
Optimising F' is a method of optimising F that sometimes works and it has 
been demonstrated that there is a condition which, if satisfied, indicates that 
the method has succeeded. This is analogous to the situation in Hinton's method 
(see section 3.3.2) for optimisation over a non-convex set, done by replacing the 
set with its convex hull. In his case it transpired that the method very often suc- 
ceeded, although he did begin to discuss a strategy for recovery when it fails. In 
our case however, the method frequently fails and this is demonstrated for the 
simple case of a step discontinuity in a linear array, in fig 4.3: the method 
succeeds when the penalty, c2, for breaking a constraint is either sufficiently 
large or sufficiently small. In such cases the minimum cost state has very much 
lower cost than alternative states. But for intermediate values of c the minimum 
cost state is less marked and the method fails, producing a solution that falls 
between the initial state and the minimum cost state. In a picture array the 
result is that the method succeeds in some areas of the array and fails in others 
(see fig 4.4). Analysis of how this method works for a step discontinuity in a 
linear array is given in appendix D.2. 
Clearly, what is needed now is a good strategy for recovery on those occa- 
sions when the convex envelope method fails. 
4.1.2 Graduated non-convexity 
The simplest recovery strategy, bolting for home, would be to start from x', 
(the solution from the convex envelope method) and proceed towards a local 
minimum on F (the true cost function). Unlike the initial state x(0), which was 
already a local minimum of F and therefore unaltered by hill-climbing, hill- 
climbing from x' will in general bring about some reduction in cost. However, a 
less direct but demonstrably effective strategy involves gradually changing the 
cost function from F' to F, optimising the function continually as it changes. 
A sequence of functions Fj,i=0, ... ,r; is constructed, such that 
Fo=F' and Fr =F' (4.20) 
and the sequence proceeds gradually from F0 to Fr. Of course, the first of these 
is convex, and it is the only convex one in the sequence. Optimisation is first 
done on F0 (this is the convex envelope method, as before) and then a succes- 
sion of local optima are found on each of Fl Fr. Optimisation on each F{ 
proceeds from the optimum g,,_1, reached on the previous function F, -1. As soon 
as the condition (similar to (4.15)) is satisfied, that 
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Fig 4.3 The effect of replacing the cost function, F, for weak 
constancy relaxation in a 10-element linear array, by the convex 
function F For high or low values of c, the correct result is 
* 
optimising F , but for intermediate values the array settles into 
a state between the initial labelling and a totally constant 
labelling. 
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Fig 4.4 Optimisation of the convex function F , for weak constancy 
relaxation on a real image. This procedure finds the correct 
labelling in some areas of the image but fails in others (see text). 
Places where it has failed are marked by dark lines. This is 
shown for two different values, c, of the penalty for breaking a 
constraint: a) c=128 b) c=32. 
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Ft(Y)=F'(r.). (4.21) 
a solution has been reached and it can be shown that, for a suitably defined 
function sequence f Fj j, the process comes to rest, in the sense that 
;I >i X=x, (4.22) 
The solution reached in this way is not necessarily optimal but may be close 
to optimal (see appendix D.l). Intuitively, the reason for this is that provided the 
bulk of the work (i.e. the changes in successive xi) is done on the first few Fi, 
which are fairly close to F*, then this method is "almost the same as" the convex 
envelope method - and as the convex envelope method (when successful) yields 
an optimal solution, it is plausible that the solution reached here will be "almost 
optimal". 
We have yet to define exactly how such a sequence of functions can be gen- 
erated. First a parameterised family of functions, F(°),joe[0,1], is defined, start- 
ing at F(0)=F and proceeding smoothly, in some way, towards F(1)=F*. This 
smooth progression is achieved by the following definition: 
F(n) x {xij _x0))2+g (P){x i a .i+i +9(P)xi -Xi-ij 
where 
I++ JUJ_U2if IUI<cp 
g c 2 otherwise 
(4.23) 
(4.24) 
and where, as before, a=J$. This definition is chosen to ensure that: 
- g (P) is a continuous function 
- 9 (1)°g 
- 9(°)-9 as p -O (where the function limit here is based on the euclidean 
function norm) 
- g(P) is a steady monotonic progression, in the sense that Vpzq, V 
u, 9(P)(u)s9(q)(u). 
The function g(P) is sketched for various values of p in fig 4.5. We refer to p as 
the "non-convexity index". Qualitatively, the neighbour interaction function, g(P), 
gives a stronger, shorter-range interaction, as the index moves towards 0. 
As a matter of practicality, a finite subset of the infinite family f F(')j is 
selected to form the required sequence of functions The sequence used in the 
implementation of the algorithm, in this thesis, is 
s0 
Fig 4.5 The graduated non-convexity method. To achieve a good sub- 
optimal solution to the minimisation of F, optimisation is perf- 
ormed on each of a sequence of cost functions. These cost functions 
are constructed using a corresponding sequence of neighbour inter- 
action functions, g p), which range from g(1)=g to g(0)=g (see 
fig 4.2). 
1.0 0.5 
lower bound on the cost of the 





Fig 4.6 The graduated non-convexity method applied to a real image 
(teapot, with c=64 ). As the index, p, of g(p), moves towards 0, 
the cost of the labelling, F(x), decreases. 
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fF{,O---cisri, s.t. F{=Fl1sl, (4.25) 
for some constant X[01], typically 0.5. 
To see how the graduated non-convexity method works in practice, let us 
consider first a discontinuity in a linear array - the same example for which the 
convex envelope function was successful sometimes (fig 4.3). It can be shown 
(appendix D 2) that, for any step discontinuity, the graduated non-convexity 
method achieves a correct solution - except that the effective value of the 
penalty constant, c, is a factor higher than it should be. In fig 4.6, results are 
given for the graduated non-convexity method, applied to a real image The 
graph shows the cost decreasing with successive optimisations, as the non- 
convexity index decreases A lower bound on the cost of the true global 
minimum is shown on the graph. (In appendix D.1 it is shown that F'(x') is such 
a lower bound.) 
It has been shown how the initial non-convex optimisation problem can be 
solved, sub-optimally, as a particular sequence of optimisations. In turn, those 
optimisations are to be done by hill-climbing. The optimisations are over a 
many-dimensional space of variables, and because the functions to be optimised 
are all sums of local functions, the hill-climbing can be done by relaxation - 
using parallel local processes (see section 3.3). The next section deals with the 
details of the hill-climbing algorithm and its convergence properties, and 
specifies the local processes. 
4.2 Relaxation algorithm 
Optimisation under weak constraints is achieved, as we saw in the previous 
section, by hill-climbing on each in turn of a family of functions Fi3. How can 
this be done in parallel, and efficiently? Basically the method is to alter each of 
the components x,,j of x, only taking steps that decrease cost. The xj are tested, 
singly or in parallel, and increased or decreased by a certain amount if the cost 
can be reduced by so doing By computing the actual change in cost that results 
from an alteration of a component, it is possible to ensure that the cost 
decreases monotonically. This means that the hill-climbing procedure is bound 
to come to rest eventually and this avoids the oscillatory behaviour at conver- 
gence that is typical of gradient following algorithms (Wilkinson (1963)) Conver- 
gence is easy to detect. the process just stops. 
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Much of this section considers the effect of various parameters on perfor- 
mance and execution time of the algorithm. The data on which observations are 
based are given in appendix D.S. They are results of a version of the algorithm, 
written in the C language, that can be thought of as simulating an asynchronous 
parallel machine (section 4.4), rather than the implementation in the PARAPIC 
language, emulating a (synchronous) parallel array processor (section 4.3). The 
reason for this is simply practicality: on a PDP 11/24 the C version runs about 
200 times faster. Partly this difference in execution speeds is due to details of 
implementation such as language efficiency, virtual memory usage etc.. A large 
part is significant and arises from various losses of efficiency caused by limita- 
tions of the parallel array processor Reasons for these losses are dealt with in 
sections 4.3 and 4.4. 
4.2.1 Local computation 
From (4.23) it is plain that in order to calculate the change in F(P) due to a 
change in xij, it is only necessary to examine 5 local terms: the restoring force 
due to the energy term 
IT'i 
-x0)) and the energies of interaction with each of 
the four immediate neighbours: 
9(P)(x -Xi±1.i andg(P) i---ii a 
In this sense, the evaluation of the change in energy is a local computation, a 
function only of the element xjj and its four immediate neighbours. In practice, 
the change in each of these terms can be calculated from the gradients for the 
functions, plus a small correction - necessary for quadratic functions but not 
linear ones. For instance, for the quadratic function f (x)=x2: 
f (x+d)=f (x)+2x6+62, (4.26) 
where the second term on the right is the increase calculated from the gradient 
and the third term is the small correction. Since the cost function F(P) is made 
up of a sum of squares (quadratic) and g(P) terms (piecewise quadratic and 
linear), calculation of local gradients and use of the correction for quadratics as 
in (4,26) suffices to compute any change in cost due to altering an xx. 
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4.2.2 Smoothness of the cost function 
There is an important assumption in this method, that if the cost can be 
reduced by moving from x to x then this can be discovered simply by testing 
individual components xT. However, this assumption is by no means valid for all 
functions, as the example in fig 4.7 shows. In that case the pyramidal shape has 
a crease in it, which causes trouble: moving either in the x or the y direction 
from a point on the crease fails to increase f , but moving at a 45 degree angle 
does cause an increase in f . The crease is a discontinuity in the first derivative 
of f , and in fact a sufficient condition for the required good behaviour of a func- 
tion f is that it be continuously differentiable (see appendix D.3). 
In the case of weak constancy relaxation, the neighbour interaction func- 
tion, g(P)(u) has a gradient discontinuity at u=0. This can be removed by replac- 
ing part of the function, in some neighbourhood (-d,d) of the discontinuity, with 
a quadratic spline. This is shown in fig 4.B. The new formula f or g(P), which was 
(4.24), is now. 
9(P) (u)= 
U2 c(p+(d+ )-u' for I u I < d 
c (p + -) I u I -u2 for d<_ I u I <cp . 
c 2 otherwise 
(4.27) 
This is a good approximation to g (P) as defined previously, provided p is not too 
close to 0. 
To choose the value of d, arithmetic precision must be taken into account. 
Integer, rather than floating point arithmetic is desirable to avoid excessive pro- 
cessing and use of storage space. The smallest possible change in any ;MV is then 
a unit change, and it is on this scale that the cost function should appear to be 
differentable. The constant d should be sufficiently large compared with the unit 
change. The effect of the constant d is quantified in appendix D.3, where it is 
shown that the ratio of d to the unit distance can be regarded roughly as a 
characteristic distance (measured in pixels) over which cells (pixels) can com- 
municate in the relaxation process. There is, however, a limit to how large d 
can be: the larger it is, the more the neighbour interaction function g(p) 
becomes distorted. Therefore, d should remain small relative to the total con- 
trast range of the image (i e. the total range of values in the array x). Typically, 
for images of size 64x64 and 12 bit image data, d=16 units has been used. 
Therefore d is 2561h of the maximum contrast range. 
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x 
Fig 4.7 An example of a function f(x,y) for which hill-climbing 
along each of the co-ordinate axes in turn, does not work. From 
any point on the edge of the pyramid, moving in the x or y dir- 
ections produces no increase in f. But moving at 450 (along the 
edge) does increase f. 
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-d 0 +d u 
Fig 4.8 To facilitate hill-climbing on a fui' tion, the function 
must be smooth. The neighbour interaction function, g(p) (u) (fig 
4.5) is not smooth at u=0. This can be remedied by replacing it, 










Fig 4.9 A modification to the relaxation algorithm (see text) makes 
the optimisation of each function in the sequence Fi, i=1..r, 
convex. In that case, the whole relaxation process can be regarded 
simply as a cascade of modules in which the output of one module 
feeds the input of the next. 
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The value of d does have a small effect on execution time (table 1, appendix 
D.5). Slightly more execution time is used with higher values of d. 
Finally, it is important to remember that the factor, d, must be taken into 
account when labelling discontinuities, after relaxation has been done. Instead 
of assigning a discontinuity label between pixels (i,j) and (i,j+1) whenever 
a. #ZT,j+i 
the condition is now 
!x -xj +1I>d (4.28) 
- this allows for the alteration to the function g(P) (u) near u=0. As mentioned 
above, provided d is not too large relative to the overall contrast range of the 
image, varying d should make little practical difference to the labelling. 
4.2.3 Precision 
Use of high precision carries a heavy penalty in required computation. 
Results in table 2, appendix D.5, show that, at 12 bit precision, between 4 and 6 
times as many iterations are needed as at 9 bit precision. The benefit of high 
precision is that constancy can be maintained over larger distances: for 
instance, with d=16, 12 bit precision, variation in a nominally constant region of, 
say, 10 pixels diameter is less than 25 of the full contrast range of the image 
(because in a "constant" region the difference in values of adjacent pixels is not 
more than d, as in (4.28)); the corresponding variation is as much as 
31 
of the 
total contrast range - unacceptable in a nominally flat region. 
Using adequate precision is essential, but it is not clear why increased pre- 
cision ;s so expensive in execution time. This certainly calls for further investi- 
gation. 
4.2.4 Cost function sequence 
The number of functions in the F(P> sequence has a considerable effect on 
the suboptimality of the final labelling. An upper bound on suboptimality of a 
particular labelling can be obtained, as described in appendix D.1, by comparing 
its cost F(x) with the cost F*(x*) (x* is the labelling obtained after the initial 
optimisation on the convex function F*). The variation in these costs, for varying 
numbers of F(P) in the sequence, are presented in table 3, appendix D.5. A 
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larger sequence of FU')J (with successive F(P) consequently closer together) 
does indeed result in a more nearly optimal solution, and this is what the 
theoretical analysis of suboptimality, in appendix D.1, would suggest. The "stan- 
dard" sequence used for most results in this thesis is 
(F(1) F(0 6) F, (0 25) F(0.125),F(0 0826) ) 
- the convex function and four non-convex ones. 
4.2.5 Coarse-to-fine adjustment 
A coarse-to-fine progression in size of adjustments made to the X,j (step 
size) is used in the relaxation process. This proves to be effective in reducing 
computation time (table 4, appendix D.5). This is because coarse adjustment 
enables large changes to be made rapidly, initially, and then fine adjustment 
achieves the precision required in the final labelling Initially, hill climbing is 
done with large steps, until no further step can be taken to reduce the cost. 
Then the step size is halved, there is more hill climbing, and so on, down to unit 
step size. Step sizes 16:6:4:2:1 are used and there is little to be gained (given the 
other parameters set as specified in appendix D.5) in using any larger step size. 
4.2.6 Penalty for breaking a constraint 
The size of the penalty, C (=c J, resealed for computational convenience) 
for breaking a constancy constraint has considerable effect on the amount of 
computation required (table 5, appendix D.5) This is intuitively reasonable, in 
that large values of C result in greater changes to the initial data - the con- 
straints are stronger. A value C=126 results in a 2 or 3-fold increase in computa- 
tion time and in number of iterations, compared with C=16. 
4.2.7 Complexity 
The variation of computation required with change in the size of the input - 
that is, with the array size - is shown in table 7, appendix D.S. The number of 
iterations needed does increase (less than linearly) with linear array size (i.e. N, 
for an NXN array). This is plausible because a larger array means larger dis- 
tances between pixels, and potentially greater distances for communication 
between pixels. Communications travel at one pixel per iteration and hence 
more iterations are needed. Execution time for one iteration, in an asynchro- 
nous parallel implementation (see section 4 4), might be expected to vary as 
array area. Overall, therefore, given the increase of number of iterations 
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required with increasing array size, the overall dependency should be some- 
where between the square and the cube of the array's linear size. This situation 
is complicated by the fact that the execution time for one iteration is strongly 
dependent on the proportion of pixels in the array that require adjustment (see 
section 4.4) and in practice, overall execution time seems to be approximately 
proportional to the array area - the square of the linear size. This observation is 
based on a somewhat limited quantity of data, and anyway must be somewhat 
dependent on the image itself. 
The fact that execution is so much raster at small array sizes suggests that 
multilevel relaxation might reduce the required computation. This is a relaxa- 
tion process that operates over several array sizes; Terzopoulos (1982) reports 
considerable reduction in execution time, in a surface fitting scheme, by using 
multilevel rather than single-level relaxation. He obtained a saving in work of a 
factor of 100, by using 4 levels of array with linear sizes in the ratio 1 2:4:8. 
Glaser (1983) also discusses multilevel relaxation for solving linear differential 
equations, in particular solving Laplace's equation for fitting minimum energy 
surfaces to fixed boundaries (see chapter 1). Again using four levels in the ration 
1:2:4:8 of linear array size, a substantially improved rate of convergence is 
achieved. However, it appears from his theoretical discussion that the operation 
of the multilevel scheme relies on the linear nature of the equation to be solved. 
In the case of weak constancy relaxation there is no such linear equation. More- 
over, surface fitting involves constructing smooth surfaces, for which sampling 
errors as a result of moving from a fine to a coarse grid should be fairly small 
But under weak constancy, surfaces are not smooth; they include discontinuities 
which would undergo considerable pointwise distortion in sampling. This could 
be a hazard for a multilevel scheme. However, as potential savings in execution 
time are substantial, multilevel relaxation under weak constraints is certainly 
worth investigating. 
4.2.8 Ordering dependence 
In the synchronous, parallel-array implementation of weak constancy relax- 
ation (section 4.3) array cells are adjusted simultaneously and in parallel. In a 
single processor or asynchronous parallel implementation (section 4,4) there is 
some choice about the order to which cells are adjusted. In fact the C language, 
single-processor implementation uses raster scanning (left to right, top to bot- 
tom) but it may be that other scanning schemes could achieve faster conver- 
gence. For example, an alternate backward and forward scanning scheme has 
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been tried with real images, and seems to give slightly reduced execution time. 
Note also that with the non-convex function FP) the local minimum attained 
depends on the route taken to reach it, so the final solution reached could be 
dependent on the scanning scheme used However the argument that a good 
suboptimal solution is achieved (appendix D.1) holds, regardless of scanning 
scheme. 
This dependence of the final labelling on the route taken to reach it can be 
avoided altogether by a certain modification to the relaxation algorithm that 
converts the non-convex optimisations of the FJJ sequence into convex ones. 
Moreover, if this is done, the result xx of the optimisation of F, can simply be 
fed, together with x<0), as input to the process of optimising Fti+1. The successive 
optimisations can simply be regarded as a cascade of modules (fig 4 9) - a pipe- 
line that runs continuously. The need for synchrony between modules is avoided; 
one module need no longer wait for the output of the previous one to be avail- 
able as a starting point for its own process. 
The way in which the optimisation of each F, is made convex is to use x,_1, 
not as the starting point for optimisation, but to impose certain constraints on 
the optimisation process. The function Ft was defined in terms of the interac- 
tion function g(P)(u). The function 9(')(u) is composed of three convex pieces 
which, from (4.24), are: u<-cp, Iu I <cp and u>cp. The strength of interaction 
between any pair of pixels in x,,_1 lies on one of those pieces If interaction 
between those pixels is constrained to remain on the same piece throughout the 
optimisation of Ft, that optimisation is convex. If, at any point in the optimisa- 
tion process, this condition is not being obeyed, this is easily remedied by reset- 
ting the two pixels concerned to the values of the corresponding pixels in 
This scheme has not actually been tried but, despite the extra constraint that 
has been imposed on the optimisation of each F;, the suboptimality argument 
(appendix D. 1) still holds - the method should still achieve a good suboptimal 
solution 
4.2.9 Economy scheme 
To cut execution time to the minimum, economy parameters can be used: 
d=8 (instead of 16) 
10 bit precision (instead of 12) 
2 




This economy regime saves a factor of about 4 in number of iterations and in 
execution time. The results on some real images can be compared in appendix 
F. The deterioration is clearly visible, particularly for large values of C, but may 
still be acceptable. These execution times can therefore be taken as minimal. 
They range from 50-130 seconds, 70-400 iterations, for values of C in the range 
16-128. 
4.3 Parallel synchronous implementation 
This section deals with the parallel, synchronous implementation of weak 
constancy relaxation. The synchronous architecture considered is the parallel 
array processor - machines like the CLIP4 (Duff'. (1978)) and the DAP (Gostick 
(1979)). The PARAPIC high-level language, fully described in appendix E, has 
been developed by the author to provide a natural programming environment 
for parallel array processing, in which the basic operations provided in the 
language constrain the user to write efficiently parallel-executable programs. 
PARAPIC is an extension of the POP-2 language (Burstall et al. (1971)) to 
include image data types (both boolean and integer) and a number of extra 
operators and functions. Most of the standard integer and logical operators in 
POP-2 are overloaded so that they also act on boolean and integer images, to 
perform their operation in parallel. So, for example, the + operator adds, in 
parallel, corresponding elements in two integer arrays to produce a third, and 
the > operator performs a parallel comparison between two integer arrays, pro- 
ducing a boolean array. There are two important new operations in the language, 




(IFb THENiI ELSEi2), 
in parallel, across the boolean array B and integer arrays II and I2; the result is 
an integer array. The second operator is the shift, which has no counterpart in 
boolean/integer arithmetic, and which shifts a boolean or integer array in a 
specified direction (North, South, East or West). Special facilities are included 
for treatment of pixels on the border of the array. Many other operators and 
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functions are built into the language and described in appendix E. 
The PARAPIC language drives an emulator of a parallel array processor, as a 
separate processor. The emulator itself, written in the C language (1978), is not 
modelled strictly on one particular array processor but is deliberately res- 
tricted to perform functions that can be executed efficiently by the CLIP4 and 
largely also by the DAP. The CLIP4 is a square array of 96x96 simple boolean pro- 
cessors. Each processor has access to 32 bits of storage and is connected to its 
eight nearest neighbours. All processors act simultaneously and identically 
because they are connected to one common instruction bus It is therefore 
natural to consider all processors en bloc, as one compound processor for 96x96 
arrays. Storage can be configured as 32 boolean arrays or, by stacking boolean 
arrays, they can be treated bit-serially as integer arrays. There is sufficient 
storage for only 4 8-bit or 2 16-bit arrays and this is inadequate in practice. 
Such limitations are not to be taken too seriously at the current pace of advanc- 
ing technology, so the emulator has been constructed with 16 boolean arrays 
and 16 8-bit integer arrays (any two of which can be traded in for a single 16-bit 
integer array). Where CLIP4 execution times are given in this thesis they are 
estimated from the figures published in Duff (1978) and do not include any over- 
heads that might be incurred by a host processor. The time accounted, for 
example, to add two, 16-bit integer arrays is 160µs. 
The weak constancy algorithm has been successfully implemented in 
PARAPIC. The algorithm takes the form of a sequence of adjustments to an initial 
image array (using 16-bit precision arithmetic) and the adjustments are carried 
out in parallel However, care must be taken to avoid undesirable interaction 
between any cell and its neighbours. Neighbouring cells are defined, in this con- 
text, to be those whose values are mutually subject to weak constraints - in the 
weak constancy algorithm 4-connected pixels are neighbours. To see how 
interaction can occur, assume that the state of the pixel (i,j) and its neigh- 
bours, at the nth iteration, is such that the adjustment xn+1)=x"+1 would 
result in a reduction in cost at the n+1th iteration. The reduction is calculated 
on the basis of the values on the neighbour pixels at the nth iteration. If any of 
these neighbour cells also have different values at the n+1th iteration the calcu- 
lated cost reduction may not be realised. One solution to this problem is to par- 
tition the pixels into sets, such that no two members of any one set are neigh- 
bours. For weak constancy relaxation, where 4-connected pixels are neighbours, 
just two sets are required: 
S1= J(i,j):i+j is even and S1= J(i,j):i+j is odd; (4.29) 
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They correspond to the black and white squares, respectively, of a chess-board. 
The iterative algorithm then alternately updates members of S1, then members 
of S2. This avoids interaction and ensures a monotonic reduction of cost in suc- 
cessive iterations Note that the chess-board mask S1, and its complement, S2, 
can very efficiently be generated on CLIP4 using its propagation facility (Duff 
(1980)). 
The border of the array clearly needs special treatment - this was reflected 
in the form of the cost functions FP), in which border pixels have only three 
neighbours or two at corners. This could, in fact, be catered for without incur- 
ring any extra computation, by programming CLIP4 at the assembly language 
level and making use of its hardware border flags. PARAPIC does not give direct 
access to the flags, a little extra computation is therefore necessary. 
The PARAPIC program for weak constancy relaxation is listed in appendix G. 
Its estimated execution time on CLIP4 is 26 ms per complete iteration - 13 ms to 
update the black squares of the chess-board and 13 ms for the white squares. 
From table 6 of appendix D.5 it appears that at least 216 iterations are required 
at c=64, for 64x64 images. In that case, execution time for the algorithm is 5.6 
seconds. This is a least an order of magnitude too slow for real time applications 
in robotics, where reaction times of a second or less are desirable, and it may 
anyway be necessary to run the algorithm more than once on each image (at 
several values of penalty, c, for instance). However that order of magnitude 
promises to be made up by subsequent array processor designs, such as the 
GRID (1982), at reasonable cost 
Array processor emulation, as used by PARAPIC, proves to be rather expen- 
sive. One iteration of weak constancy relaxation takes about 14 minutes on a 
PDP 11/24, with 64x64 images, and hence about 5 hours for the complete algo- 
rithm. Therefore the results displayed in this thesis were obtained from the very 
much more efficient (about 200 times) C language implementation, discussed in 
the next section. The C implementation can be regarded as an emulation of an 
asynchronous machine. Much of the increase in efficiency reflects quite funda- 
mental inefficiencies in parallel array processing which could be overcome in an 
asynchronous, parallel machine. The sources of this inefficiency are identified in 
the next section. 
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4.4 Parallel asynchronous implementation 
Finally, in this section we examine the advantages in using an asynchronous 
parallel architecture, rather than a synchronous parallel array processor, for 
relaxation. 
The parallel array processor is a Single Instruction Multiple Data stream 
(SIMD) machine, with one processor to serve each cell in an array. A processor 
has access only to its own cell and immediate neighbours. The configuration of 
processor cells is fixed in an array format and the Single Instruction restriction, 
that there is one common instruction bus, means that all cells perform the 
same function at the same time. The asynchronous architecture that we con- 
sider acts, as before, on arrays of data, but there are relatively few processors 
and they are each more powerful. Each processor executes a stored program 
independently of the others although the program is the same for each proces- 
sor. This could be achieved by having multiple copies of the program available to 
each processor or alternatively a common program but independent program 
counters. Each processor has independent, random access to array data so that 
data cells in need of attention can be served by any free processor. It is 
assumed that some mechanism is incorporated for calling a processor to serve a 
waiting data cell. Because there are relatively few processors, it should be prac- 
tical to make them powerful, having the ability to perform integer arithmetic 
rapidly (e.g. a 16-bit addition with one operand fetched from memory, in 1 µs). 
Each processor should also have a plentiful supply of local memory, private to 
that processor. 
Three factors make relaxation, of the type considered in this thesis, exe- 
cute more efficiently on the asynchronous machine- the multiple instruction 
stream, random access to array data (especially when the data is sparse) and 
availability of copious local memory. 
The C language implementation of weak constancy relaxation can be 
regarded as a single-processor, asynchronous machine and its execution times 
can reasonably be extrapolated to multiple processors. In the previous section, 
the figure given for CLIP4 to execute 216 iterations of weak constancy relaxation 
is 5.6 seconds. The corresponding figure for the C implementation is 88 seconds, 
using a PDP 11/24 processor. With a processor capable of performing a 16-bit 
addition in 1 Its, this figure becomes 21 seconds. This is based on 64x64 arrays, 
so to make it comparable with CLIP4 on 96x96 arrays, this time should be multi- 
plied by a factor of the ratio of the areas of the arrays, to give 47 secondst. 
t It was not possible, on the ''DP 11/24, to run the C implementation on 96 x 96 arrays be- 
cause of memory limitations. 
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Therefore, for our asynchronous machine to give performance, for weak con- 
stancy relaxation, equivalent to CLIP4, just 8 or so processors would be needed. 
4.4.1 Multiple instruction stream 
The importance of the multiple instruction stream - the independence of 
the processors in executing the program - is that it avoids the inefficiency in 
executing a 'case' statement that occurs in a parallel array processor. With a 
parallel array processor, because it is SIMD, every cell must go through the 
motions of executing every action, even though only one action is applicable at 
that cell. The effects of all but one of the actions are masked or inhibited in 
some way, but the cell is nonetheless tied up for the duration of execution of the 
inapplicable actions, unable to perform useful work. This inefficiency does not 
arise with the MIMD processors, as each processor executes only the single 
action appropriate to the cell that it is serving. 
Here are two examples of occasions where this saving is significant Some 
special action is often required at the boundary of an array, in order to impose 
certain conditions there - to cope with the fact that cells on the boundary have 
some missing neighbours. In a synchronous machine, all cells inside the boun- 
dary are held up while the special border actions are performed. The other 
example is the evaluation of a function composed of pieces, such as the neigh- 
bour interaction function g(P). Each piece of the function is associated with its 
own arithmetic expression. Initial testing of the value of u establishes which 
piece applies and the corresponding expression is evaluated In a synchronous 
machine all the expressions must be evaluated, even though the value of only 
one of them is required. 
4.4.2 Random access, sparsity and interaction 
Frequently, in relaxation, the array data is sparse, in the sense that only a 
small number of the data cells require processing. This can occur for two rea- 
sons The first is that the relaxation process itself may be restricted within some 
subset of the array, as in angle relaxation (section 2.1.3) in which relaxation 
takes place only along lines in a line drawing. The second is that constraints 
may, at some stage, already be largely satisfied and only a few alterations 
remain to be made - this situation arises as relaxation begins to converge. 
In the SIMD processor, if just a few cells require attention all other proces- 
sor cells must mimic those few processors that are actually doing something 
useful. In the asynchronous machine, only those data cells requiring adjustment 
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need use any processing resources. The way this is achieved is to maintain a 
boolean array of 'activity flags' which, if set, indicate that the corresponding 
data cells need service. In angle relaxation this array remains unaltered 
throughout relaxation; flags for cells lying on lines in the line drawing are set, 
and all others are cleared. Processors only serve cells whose flags are set. For 
relaxation in a full array - an intensity array, for example - the same activity flag 
array is used, but flags are altered in the course of relaxation. Initially, all flags 
are set because any cell may require adjustment. When a data cell is processed 
and found to need no adjustment its flag is cleared, but when a cell receives an 
adjustment, not only does its flag remain set but the flags of all its neighbours 
are set too. This is because changing the state of a cell can also change the state 
of its neighbours, due to the interaction between them. Use of activity flags in 
weak constancy relaxation has been found to save, overall, a factor of about 4 in 
execution time, for real images. 
Related to this is the problem of interacbai: two neighbouring cells, both in 
need of alteration, must not be processed simultaneously - one must wait for the 
other. This problem was discussed with reference to parallel array processors in 
section 4.3; there the proposed solution was to split the array into two non- 
interacting sets - the black and the white squares of a chess-board. Alterations 
may only occur in one set at any one time. For the asynchronous machine, a 
natural solution would be to extend the use of the activity flag array to perform 
a semaphore function in which any cell being processed locks out its neighbours 
until processing is complete. 
4.4.3 Local memory 
The availability to each processor of a large amount of local memory makes 
an important contribution to efficiency; the repeated evaluation of complex 
expressions can be avoided by using look-up tables. In the C language implemen- 
tation of weak constancy relaxation, an 8K byte table is used to compute the 
neighbourhood interaction function and this results in a considerable saving in 
execution time. 
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5 Parallel algorithms for least disturbance labelling under linear constraints. 
The purpose of chapter 2 was to explain how certain tasks in low level vision 
can be specified in terms of constraint satisfaction. In particular, intrinsic 
images (Barrow and Tenenbaum (1978)) are a natural framework in which con- 
straints can be applied. Each intrinsic image represents a quantity such as 
intensity, reflectance, surface orientation, and constraints apply both between 
images (inter-image) and within images (intra-image). The main contribution of 
this thesis is in dealing with intra-image continuity constraints and this has been 
fully expounded in chapters 2 and 4. 
Some inter-image constraints can be expressed in a linear form and algo- 
rithms are needed to impose them. This chapter discusses the design of such 
algorithms, using the least disturbance principle - that a minimal adjustment 
should be applied to initial data, in order to satisfy the constraints. In section 
2.3.3 we saw that this can be expressed as a constrained optimisation problem, 
and the solution, we now show, can be achieved by an iterative, parallel, local, 
linear algorithm. The algorithm here is related to the previous work by Ull- 
man(1979), Horn and Schunk (1980) and Burch et al. (1983), that was outlined in 
section 3 3. 
In the course of chapter 2, the edge-region duality constraint was 
described. It proved to be inadequate as an expression of intra-image continuity 
- weak continuity constraints were much more effective. But edge-region duality, 
expressed by linear constraints, is a useful test-bed for the design principles for 
linear parallel algorithms developed in this chapter. An algorithm for imposing 
edge-region duality is developed and implemented using the PARAPIC language 
(appendix E.) and executed on an emulator of a parallel array processor. Simu- 
lated execution time for a CLIP4 parallel array processor is less than X of a 
second. The convergence of the algorithm under these constraints is proved. The 
rate of convergence is discussed theoretically and sheds some light on actual 
convergence. 
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5.1 Satisfying linear constraints 
We require to solve the optimisation problem of minimising the change in 
some data (labels on the nodes of a graph), subject to linear constraints. First 
some notation is needed. The labels themselves are the value 
of label A on the ith node. In the context of image processing, i indexes the pix- 
els of an image. Usually the pixel coordinate would be represented by a pair 
(i, j ), its cartesian coordinates. Without loss of generality but with a consider- 
able gain in clarity, a single index i is used for the time being. We will also refer 
to X{,\, dropping the first index, as XA. At the ith node (pixel) there are several 
quantities to be labelled, indexed by ABA. The set A could define the different 
quantities represented by intrinsic images, for example we might have: 
A = intensity, surface orientation, range, reflectan.cei, 
Each of these four quantities is represented at each pixel. The array 
It = Xi,we,.;xy 
is precisely the intensity intrinsic image. 
A set of n linear constraints (one constraint is attached to each node and 
acts in the node's neighbourhood) is specified by a set of square (nxn) matrices 
CA,ABA, whose elements are (CA);j,1si,j<n. The constraints are: 
Iii SS=O, where S=E CA.XA. (5.1) 
AzA 
[Note: CA.XAdenotes (C,\).,j X,\.] 
i 
Given an initial labelling Xx°l we define a distance measure T: 
T=EIInx-Xx°) wA 
A 
using the euclidean norm, which is defined by 
IIAI°A{2. (5.3) 
The wA are scale factors for the different quantities in A. This makes the XA 
(intrinsic images) comparable with one another for the purpose of the distance 
measure T. It would be appropriate to take account, in the normalisation,of the 
expected deviation from the initial labelling of the quantity A. Each wA can then 
be regarded as a measure of "stiffness", or reluctance to change, of the quantity 
A. 
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The constrained labelling problem is to minimise T subject to the con- 
straint that S=O. The objective function is convex and the constraints are linear, 
so the global minimum can be found by finding the unique extremum (local 
minimum). This can be achieved by the method of Lagrange multipliers (see 
appendix C.1) to give a set of equations that can be solved iteratively, by Jacobi 
relaxation (appendix C.1). The iterative formula is: 
X "+n) =X n) - -_CC.D-n. S(n) 
wA 
where XJ°) is the initial data, as before, 
S(n)=EC,X, \(") 
A 
and D is the diagonal part of the matrix P, given by: 
P=2: --CACT. (5.6) 
(The T denotes matrix transpose.) All this is justified in appendix C, and the 
scheme is shown to be convergent if the matrix P satisfies a certain condition 
(namely, diagonal dominance). This condition is a restriction on the constraint 
matrices CA, limiting, in a certain sense, the degree of overlap or correlation of 
the neighbourhoods (in X-space) over which each of the constraints S,=O acts. 
In section 4.2.2, where this method is illustrated for the edge region duality con- 
straint, the diagonal dominance condition does not quite hold It is therefore 
necessary slightly to modify the iterative scheme in (5.4) in order to ensure con- 
vergence (see section 5.2). 
How is this algorithm related to previous work? Ullman (1979) (see also sec- 
tion 3.3) describes a similar scheme that is more general; it caters for linear 
constraints and also convex non-linear constraints, and with any convex cost 
function. However his relaxation algorithm is more complex, as it involves itera- 
tive adjustment both of label values and of Lagrange multipliers, rather than 
just the former. Moreover Ullman's algorithm is for inequality constraints, not 
for equality constraints as here. However a simple specialisation of his algorithm 
would allow equality constraints to be handled by expressing the constraints 
S,=O as (S;,)2s0. (5,7) 




where M; are Lagrange multipliers. L is convex as required. Uliman's algorithm 
finds the saddle point of L - that is a minimum in the X,,,\ and a maximum in the 
M. This can be done by an iterative hill climbing process in X and M. 
However, in the scheme described in this chapter the special properties of 
the problem - a simple quadratic cost function and linear equality constraints - 
result in a relatively simple linear form for the iterative algorithm (5.4). In fact 
the problem can be viewed in the vector space of X,,,\: to find the minimum dis- 
tance from a given point (the initial data) to a particular subspace (the space of 
consistent labellings). The projection theorem (Luenberger (1969)) says that this 
can be achieved simply by projecting the point onto the subspace. It is relatively 
straightforward to show that the iterative formula (5.4) achieves precisely this 
projection (see appendix C.2). 
The Horn and Schunk (1960) shape from shading algorithm, also discussed 
in section 3 3, is similar to the one described here, but relates to unconstrained 
optimisation. Their distance function is the same as the one used here 
(Euclidean norm) but in place of constraints they have a smoothness measure 
which is added to the distance function, to make up the objective function. 
Moreover they suggest using Gauss-Seidel relaxation (Varga 1962), a serial 
method; here the method used here is Jacobi relaxation - very similar but exe- 
cuted in parallel over the array, and therefore suitable for a parallel array pro- 
cessor. 
5.2 Edge-region duality 
In section 2 3 the problem of finding edges in an image was expressed, 
somewhat inadequately as it transpired, in terms of edge-region duality and 
minimum strength constraints We now illustrate how the resulting optimisation 
problem, under these linear constraints, can be solved along the lines set out in 
the previous section. 
Given an image I we take, as the natural estimate of edge strengths, those 
strengths (H(°),V(°)) that represent I (see chapter 2,3), obtained simply by 
differentiating 1. This means that initially, edge strengths are simply the 
differences between adjacent pixels. They are modified according to the princi- 
ple of least disturbance, to conform to the two constraints defined earlier. This 
generates an optimisation problem, to find the edge strengths (H, V) which 
minimise 
T = 1IH-H(°)II2 + 11V-V(°)112 (5.9) 
100 
subject to the constraints or continuity and minimum strength. The edge-region 
duality constraint is that 5=0, where 
5 5 = H. -VV-H +1+V-y (5.10) 
and the minimum strength constraint is that wherever H°) is inactive (below 
some minimum strength in the initial image) then at (i, j) in the final labelling 
He n)=0, and similarly for V (5.11) 
Elsewhere, for active edges, HH is determined by an iterative formula, 
corresponding to the one in the previous section (5.4). In appendix C.3 we see 
that this is: 
H +1 H 1-k S__ - Sz(3,1 )-- Jn)_( ) r r (5,12) 
tiJ-1 
where 5"'; 
Sijn) = H$n)-V(n)_H,+)1+1(ni, (5.13) 
is a measure of the degree to which the continuity constraints are violated. The 
term r. is the number of active edges contributing to 5.,,, in (5.13), so that 
15r <4. Because the diagonal dominance condition on P, discussed in the previ- 
ous section, does not hold here, it is necessary to introduce the constant 
k, 0<k <1 which should be close to 0 for rapid convergence. Setting k =0 in (5.12) 
is equivalent to the relaxation formula (5 4) derived in the previous section. 
Inactive edges remain at 0 for all n. The final labelling is the limit: 
(H. V)=lim(H(n), y(n)) 
n-w 
(5.14) 
It has been proved that the formula (5.12) converges for O<k<1. The derivation 
of the formula and the proof of convergence extend easily to deal with two or 
more arrays of labels, under linear homogeneous constraints of a certain type. 
The derivation and proof are given in appendix C.3. 
5.3 Parallel processor implementation 
The next section briefly describes results obtained from executing the edge 
relaxation algorithm on a parallel array processor emulator. Parallel array pro- 
cessors like CLIP4 (Duff (1978)) pose a problem, because of limited storage 
space for arrays. Floating point or high precision integer arrays may be 
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unacceptably extravagant; however, care must be taken to retain the conver- 
gence of the algorithm and, as far as possible given limited precision arithmetic, 
the correctness of the solution. 
The usual termination condition for iteration in an array is that some meas- 
ure of the change in the array, in one iteration, falls below a certain value. Oscil- 
latory behaviour can be eliminated provided a bound on its magnitude is known. 
With arrays of limited precision (8 or 16 bit) it is unlikely that such an upper 
bound will be sufficiently small to be useful. An alternative strategy in this case, 
is to partition the labels XXX into sets, so that each S{1 in (5.13) depends on 
exactly one edge from each set. The iteration scheme is also partitioned to 
adjust labels in one of the sets, recompute S, adjust labels in another of the sets, 
and so on. In this way each Si is affected by only one label in any single itera- 
tion. This method is a sort of hybrid of parallel Jacobi and serial Gauss-Seidel 
relaxation: it is parallel within the label sets, but the sets are processed in 
sequence. It can be shown that, choosing k>X, convergence is monotonic in the 
sense that E I 
''n) 
1 2 decreases monotonically. Hence non-oscillatory conver- 
gence is guaranteed but at the expense of speed; this is because we must choose 
k>X but k =O gives the fastest convergence In the case of edge relaxation the 
partitioning of the labels is into four sets (see fig 5.1). 
Figure 2.8 shows a picture of a spanner (fig 2.8a), taken under diffuse light- 
ing with a CID camera, and the ei ect of the edge relaxation algorithm applied to 
it. The minimum strength constraint requires that all edges, in the initial edge 
strength labelling, below some low threshold be removed (fig 2.8b); the threshold 
was chosen at a turning point in the edge strength histogram, and removes the 
bulk of low strength edges. The application of the continuity constraint, by 
relaxation, results in a clean edge strength map (fig 2 8c). The effect of the 
relaxation s both to erode any boundaries in fig 2.8b with unattached ends, and 
to redistribute edge strengths within the remaining boundaries. The partitioned 
algorithm for limited integer precision (described above) was used. It was exe- 
cuted on an emulator of a parallel array processor which is programmed in the 
PARAPIC parallel image processing language (appendix E). The edges in fig 2.8c 
have a dual representation as regions (fig 2.8d), obtained from the edge 
strengths by a process of integration. The grey level within each region is con- 
stant, as expected, except for some striping which is due to the effect of round- 
ing error in relaxation, accumulated and smeared by the integration. 
Convergence of the relaxation process can be traced by plotting the max- 























Fig 5.1 A regular array of edges can be partitioned into four non- 
interacting subsets. Here each edge is labelled 1,2,3 or 4, according 
to the set to which it belongs. No two adjacent edges belong to the 
same set. If relaxation adjusts edges only in one set at a time, 
undesirable interaction between neighbours can be avoided. 
iterations --3- 
Fig 5.2 Convergence of edge-region duality relaxation. This graph 
shows the maximum deviation, over the array, from consistency, 
at successive iterations. The graph is monotonic decreasing, as 
theoretically predicted. It converges rapidly initially but has a 
slow tail. 
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iterations (fig 5.2). A theoretical prediction of what to expect in the case of a 
closed boundary of M edges, can be obtained (appendix C.4). The rate of conver- 
gence is strongly dependent on the initial pattern of edge strengths. Some pat- 
terns converge within a few iterations, while in the worst case, the deviation 
z 
from continuity decays to 
e 
only after about iterations. The convergence 
graph (flg 5.2) appears to reflect this, converging rapidly initially, followed by a 
slow decay. Note also that in the partitioned scheme for limited integer preci- 
sion, described earlier, the graph is guaranteed to be monotonic decreasing. 
How fast can the edge relaxation algorithm be expected to run? Using the 
figures published for the CLIP4 design (Duff (1978)) but assuming that 144 rather 
than 32 boolean planes of storage are available, the parallel processor time 
needed for a 96x96 pixel image is 
2.9 ms + 4.1 ms per iteration 
- about 410 ms for 100 iterations (as used in fig 5.2). 
5.4 Asynchronous linear relaxation 
The linear algorithm of section 5.1 is synchronous, in the sense that it is an 
iterative series of operations, in which each operation acts simultaneously and 
in parallel at every label. It is essential to perform the label adjustments evenly 
and at the same rate, rather than, say, perform many adjustments to half the 
labels and then adjust the other half. If the adjustment is done unevenly a con- 
sistent labelling will still be obtained (the constraints will be satisfied) but A is 
not the least disturbance labelling. As an example, in the edge labelling case, 
the constraints could be satisfied simply by adjusting horizontal edges, until 
convergence were reached, without altering the vertical edges at all. The result 
is consistent but unlikely to be the least disturbance labelling. 
The synchronous algorithm is suitable for a parallel array processor, which 
is a synchronous machine. However, for an asynchronous parallel machine (see 
section 4.4 and chapter 6) it may be desirable to use an asynchronous algorithm 
- one that reaches the same final solution, whatever the order in which the labels 
are updated The initial optimisation in the weak continuity algorithm of 
chapter 4 - the optimmsation on a convex cost function - is asynchronous in this 
way. 
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An asynchronous algorithm for satisfying linear constraints can be set up if 
the linear constraints (5.1) can be expressed in a parametric form: 
V. X,\= B,\. Y. (5.15) 
(BA is an nxn matrix and Y is a vector of parameters.) In this case the con- 
strained optimisation problem of section 5,1 becomes an unconstrained one, to 
minimise 
T = E I I BA. Y-X;°l I F w. r. t Y. 
A 
(5.16) 
This is done by hill climbing in Y-space and the order in which the Yi are altered 
does not affect the final solution - the position of the summit is quite unaffected 
by the route followed to reach it. The previous, constrained, linear algorithm 
started with an initial labelling and moved, by the most direct route, to a con- 
sistent one. This unconstrained, asynchronous algorithm starts with a consistent 
labelling and, remaining consistent throughout, moves as close as possible to 
the initial labelling. 
As an example consider the quantities range(D) and surface orientation(N), 
related by the constraint 
N=VD, (5.17) 
which holds for small variations of D about some constant value. Surface orien 
tation is the spatial derivative (a vector field) of range. In discrete terms, we 
have Dj and N1 The constraint (5.17) becomes: 
Vij IV,,j=Di.j-Dt-i.j andNN!j=DiJ-D%j+i (5.18) 
- just the same, in fact, as the edge region duality constraint, with D and N 
instead of I and (H, V). The constraints (5.18) are already in the required 
parametric form, with Dij as parameters. Hence they can be imposed by an 
asynchronous algorithm. (Note that although edge-region duality could have 
been put in parametric form, as above, this is no longer feasible when the 
minimum strength constraint is also applied.) 
If constraints cannot conveniently be expressed parametrically, there 
remains the option of using the variant of Ullman's Lagrangian scheme, 
described in section 5,1. By introducing Lagrange multipliers, as we saw, a joint 
hill climbing process, involving labels and multipliers, can be used. In this way, 
at the cost of some extra complexity in the relaxation formula, a least distur- 





This thesis is principally about weak continuity constraints and their appli- 
cation to low-level vision. For example, at an early stage of interpretation, image 
intensity data may be described in terms of lines. These are lines of discon- 
tinuity in the data - lines along which some continuity constraint is broken. As 
another example, vertices on curves in a line-drawing can also be characterised 
as discontinuities, in this case discontinuities in the angle of the tangent to the 
curve. More generally it is useful to locate discontinuities in various quantities 
(represented by intrinsic images) such as intensity, reflectance, surface orienta- 
tion and others. 
The definition of continuity in a discrete array is discussed in chapter 2; in 
this thesis a somewhat restricted definition has been used (constancy) in which 
continuous surfaces are defined to be uniform. However, further work is needed 
to develop this definition to include regions of extended gradient and other 
smooth profiles. The knowledge that intensity varies smoothly almost every- 
where (except on lines of discontinuity) has been expressed as a weak continuity 
constraint - a constraint that may be broken on payment of some fixed penalty 
c2. These penalties are used to achieve a fit to initial data x(O, producing a new 
array x which minimises the following cost function: 
the difference I lx-xl°lI I2 
PLUS 
sum of penalties for broken continuity constraints. 
It has been shown that the minimisation of the cost function just described 
cannot be tackled directly by hill-climbing. This is because the function is non- 
convex - it has many local minima. Replacing the cost function by a certain 
sequence of functions and hill-climbing on each in turn (the method of gra- 
duated non-convexity) proves to be a way of reaching a solution that is close to 
optimal.The resulting algorithm is highly parallel. It can be executed rapidly on 
a parallel array processor but it seems to be more efficient to use an asynchro- 
nous parallel machine. The algorithm has been applied to some real images to 
label lines and vertices with promising results but more extensive testing is 
required to establish its robustness. 
Two speculative issues that call for further work remain to be discussed. 
First, what is the scope and what are the limitations of the weak continuity 
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model in intrinsic images? Secondly what is a suitable architecture for a parallel 
machine to execute the relaxation algorithms? Results presented in chapter 4 
indicated that an asynchronous ensemble of relatively few, powerful, arithmetic 
processors would be more effective here than a rigidly structured array of syn- 
chronous processors. Some of the requirements of such an asynchronous 
machine will be considered. 
6.1 The scope of weak continuity in intrinsic images 
The intrinsic image stack requires processes which maintain continuity 
within each intrinsic image and consistency between images. We have seen how 
weak continuity can be achieved (chapter 4) and how linear inter-image con- 
straints can be maintained, by relaxation (chapter 5). What is required is to do 
both together, over several intrinsic image arrays. Provided that the linear con- 
straints can be expressed in a parametric form (section 5.4) they are automati- 
cally satisfied simply by using the parameters as variables in hill-climbing. As 
an example, inferring shape from shading involves the intrinsic images for inten- 
sity (I) and surface orientation (9, a unit vector). If illumination is uniform and 
consists of Zo (diffuse) plus 11 (directional, in a uniform direction sue) then for an 
unshadowed surface with constant reflectance r: 
I = r((s1.N)l1+1o). (6.1) 
Assuming that the only sensor used is a camera, supplying intensity data Io. 
The relaxation scheme could use N1,N2, where N1=N.91 and N2 is a com- 
ponent of 9 in some fixed direction perpendicular to si (they are subject to the 
convex constraint that Ni +NZ s1) as parameters for hill climbing. Use of these 
parameters ensures that the optimisation problem is convex. 
The cost function would consist of a term III-I(O)If, the distance-cost for devia- 
tion from the initial data, plus the terms representing weak continuity of h. It is 
not necessary or desirable also to apply weak continuity constraints to I as 
discontinuities in I can only arise from discontinuities in 111 (in this simple 
scheme). Such a shape from shading algorithm would have the ability to decide 
the positions of discontinuities in surface orientation because of its use of weak 
continuity constraints. This goes beyond the capability of the Ikeuchi and Horn 
(1980) algorithm that makes surface orientation vary smoothly everywhere. 
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In a more general scheme the constants r and 11 would be replaced by 
intrinsic images R and L so that the linear relation (6.1) is replaced by: 
I=R((.1}xL+lo}. (6.2) 
This is no longer linear and presents a problem because I is a non-convex func- 
tion of R, L and R. Some method is needed for dealing with the non-convexity. 
Perhaps it is necessary to make heuristic restrictions that allow only two vari- 
ables, I and one other, to vary at any one array cell. It seems that, in practice, 
the ideal of one single, asynchronous, unsupervised, optimisation process 
throughout the intrinsic image stack may be overambitious. 
Stereopsis is an important low-level vision task and we now consider 
whether cooperative processing in the intrinsic image framework might have 
any application there. Stereopsis has been considered as a candidate for 
cooperative computation (Julesz (1971), Marr (1976)) but more recently argu- 
ments have been put forward against cooperative stereopsis (Marr (1982)). Cen- 
tral to stereopsis is the correspondence process which matches features in the 
left image to features in the right image. The features are discrete and may 
carry some real-valued measures; matching is essentially some sort of discrete 
optimisation process to pair features with similar measures, subject to ordering 
constraints (e.g. Baker (1981)). Once matching is complete it is necessary to 
excise false matches ("ghosts") - and there may be many of them (Mayhew and 
Frisby (1961)) - by imposing continuity constraints on binocular disparity. This 
can be done cooperatively (Baker (1981)) but by a discrete algorithm, rather 
than by real valued relaxation. 
Real-valued relaxation could perhaps assist stereopsis by constructing 
higher level primitives for matching. For instance, weak continuity relaxation of 
intensity and then of angle provides, as we saw in chapter 2, primitives in the 
form of lines labelled with endpoints and orientation. Matching these larger 
scale primitives should substantially reduce false matches in the subsequent 
correspondence process. Continuity of binocular disparity, along lines of inten- 
sity discontinuity, is guaranteed by the use of these line primitives for matching. 
Marr (1982 pp 130) suggests that orientation information should be used in 
matching but Mayhew and Frisby (1981) argue that the human vision system 
uses unoriented primitives. Their argument is based on the degradation of 
human stereopsis when an oriented stimulus is masked by oriented noise, at a 
different orientation. This argument makes an assumption about the effect of 
superimposed stimuli - that the response of an oriented detector is unaffected 
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by noise at a different orientation; while this is valid for linear detectors it is not 
necessarily true for non-linear operations like weak continuity relaxation- 
A possible use of relaxation in stereopsis is for interpolation between sparse 
disparity tokens (rather like spot heights on a geological survey) as described 
by Terzopoulos (1982). Whether weak continuity relaxation is of any use here 
depends on the nature of the tokens used in the correspondence process. If 
they already correspond reliably to intensity discontinuities then all that is 
required is interpolation between diacontin_uities, Otherwise, weak continuity 
relaxation could be applied to an array of disparity values, perhaps jointly with 
intensity data (using the relation (6.1) and a relationship between range and sur- 
face orientation), to mark lines of discontinuity in the disparity image. 
Another aspect of intrinsic image processing, mentioned in chapter 2, is the 
possibility that high level processes might influence a computation performed in 
the intrinsic image stack. No specific mechanism was proposed for this and two 
possibilities are now discussed. The first is for a high-level process to control 
the penalty c2 to achieve the required level of detail in the labelled discontinui- 
ties. There is no particular reason why c must be uniform throughout the image; 
for instance, if current hypotheses indicate that a certain area is more brightly 
lit than the rest of the image then it would be appropriate to use a high value of 
c in that area. The second way that relaxation can be influenced is to constrain 
a certain area of a certain intrinsic image when a priori knowledge or current 
hypotheses require it. This could take the form of instantiation of intrinsic 
image elements in that area, so that they are fixed during the relaxation pro- 
cess, or to impose inequality constraints on them. Use of inequality constraints 
(especially on range and surface orientation and also on reflectance) is con- 
sistent with the way in which the model based inference system ACRONYM 
(Brooks (1979)) represents generic models and partial information. Conjunc- 
tions of convex inequality constraints (including all linear ones) can be imposed 
in relaxation simply by limiting the domain of hill-climbing - fencing off any area 
in which some constraint is broken and declaring it out of bounds. 
Some important tasks that are not so far catered for by weak continuity 
relaxation include dealing with surface markings, texture and virtual lines (lines 
that are inferred as, for instance, in fig 6.1). Weak continuity relaxation charac- 
terises edges as discontinuities between continuous regions but this is inap- 
propriate for surface markings which are events in intensity-gradient space, 







Fig 6.1 A candidate task for weak continuity relaxation. A virtual 
line is perceived joining up the dots in this figure. Weak 
continuity, used on the output of a suitable dot-joining operator 
could be used to define angle discontinuities (vertices) in this 
virtual line. 
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Where surface reflectance is modulated by texture, weak continuity relaxation 
treats it as noise and suppresses it provided its amplitude is not so great as to 
mask intensity discontinuities. It should be able to discriminate between tex- 
tures with differing average intensity, but not between those that differ only in 
their higher order moments. For higher order differences it would be necessary 
to use texture measures that respond to higher order properties, and then 
apply relaxation. Finally, virtual Lines, as in the Kanisza's triangle illusion (fig 
2.1) or as implied in a chain of dots, have not been dealt with. Zucker (1983) pro- 
poses a relaxation/ optimisation based scheme to deal with dot patterns, in 
which a consistent angle labelling of a curve is defined to be a local optimum of a 
certain objective function. In the pattern in fig 6.1 a discontinuity is plainly per- 
ceived at the top of the figure; weak continuity constraints on local angle would 
be appropriate there to label the orientation discontinuity, given some suitable 
dot-joining operator. Using weak continuity constraints brings the advantages 
that have been discussed in earlier chapters: the labelling is defined uniquely as 
a global optimum and the semantics of "continuity almost everywhere" are 
clearly represented. 
6.2 Architectures for asynchronous relaxation 
In chapter 4 a somewhat idealised asynchronous architecture was discussed 
for the purpose of assessing the efficiency of an asynchronous parallel imple- 
mentation of weak constancy relaxation. The features of this architecture were: 
- a number of powerful (one 16-bit addition in a ps) arithmetic processors, 
but relatively few of them, far fewer than the number of cells in an array. 
- each processor has its own copy of a common program and executes it 
indepe dently of the other processors 
- each processor has random access to global data 
- each processor has plenty of local memory, enough to use look-up tables 
for often-used functions 
The global memory must be available to all processors. This could be achieved 
simply by a single bus running from memory, around all processors and with 
appropriate arbitration logic but this is likely to be slow. In fact for weak con- 
stancy relaxation the degradation in performance would not be very severe with 
up to 20 or so processors on one bus (assuming 200ns access time), because the 
bulk of computation involved only local memory (which is served by busses 
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private to each processor). If better access to global memory is required, there 
are various alternatives: one is to use a parallel switching network between ii 
processors and n global memory modules (Gottlieb et al (1983)) but the network 
is complex, consisting of nlogzn switching units. Another possibility is the ZMOB 
architecture (Kushner et al. (1982)) in which there is no global memory, only 
local memory and interprocessor communication via a high-speed conveyor-belt 
bus. In a relaxation algorithm arrays must be partitioned into areas, one per 
processor. Relaxation then consists of alternating periods of computation and 
interprocessor communication. Preliminary estimates indicate that the com- 
munications overhead would be acceptably low for weak constancy relaxation. 
However the ZMOB conveyor-belt bus is also fairly complex (the prototype ZMOB 
hardware cost is 150000 dollars). There remains the alternative of arranging, by 
means of suitable switching hardware, multiport access to global memory, so 
that several busses can be provided each with several (10 perhaps) processors 
on each. 
A distributor (as in Guzman's (1981) parallel multiprocessor LISP machine) 
is a piece of serial hardware that controls the scheduling of processors. Some 
means is needed to allocate processors to data (array elements) that need ser- 
vice. A tidy way to achieve this would be, instead of Guzman's "grill" (a reposi- 
tory for LISP expressions awaiting evaluation), an "activity flag" array. These 
are boolean flags, set up in advance of program execution, and dynamically 
alterable by any processor. A flag set to true is used to point to an data cell in 
need of service. The hardware needed is simple and flexible: just an array of con- 
secutively numbered boolean flags such that when a flag calls a processor its 
ordinal is passed as an argument to the processor, which then uses that number 
as an index into whatever memory structure is being used. This mechanism is 
then not restricted to array processing but can be used to index trees, graphs 
(such as line drawings) etc.. However, enough flags should be available to index 
large data structures (e.g. 512x512 pixel images). Exceptional conditions, on 
array boundaries for instance, can also be efficiently handled by activity flags 
simply by arranging that all flags with ordinals greater than a certain number 
correspond to border cells. A single test on the ordinal is then enough to alert 
the processor to the fact that special treatment is called for. 
Rather than making the distributor programmable, and programming it to 
avoid neighbour interactions in a particular relaxation algorithm it would be 
more elegant and efficient (the distributor is already very busy) for the proces- 
sors to handle that. In that case some indivisible read-write operation on global 
113 
memory must be available, to enable semaphores (Bowen and Buhr (1980)) to be 
implemented. 
Finally, an interface to a host processor is needed. This could perhaps be 
confined to access to control lines and status registers that indicate the current 
state of the parallel machine, and access to the global memory - though not 
necessarily while the parallel machine is running - in order to facilitate loading 
of programs into the processors and transfer of data - images for example. 
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APPENDICES 
A Fuzzy relaxation: convergence properties 
Formulae involving discrete sets and set operations can be converted to 
formulae for fuzzy sets: 
1. A set B is replaced by a fuzzy set, defined as a mapping 
.fB:X-'10,11 
assigning a probability measure for membership of the fuzzy set to each 
member of the universal set X. 
2. Set union: 
AUB=z:zeA orzeBi 
corresponds to the union of fuzzy sets: 
fAUB' m(f A ,.f B) 
- itself a fuzzy set. 
3. Similarly 
fAnB=min(fA,fB) 
4. A conversion for set complementation could be used, such as 
fA'=1-fA 
but this does not share the properties described below Discussion here will 
be restricted to formulae which do not contain complementation. 
Now consider a threshold operator Tt which converts a fuzzy set into a discrete 
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set: 
Tt (fA)=fxrX: fA(x)zt i. 
Tt also maps fuzzy union and intersection to set union and intersection: 
Tt (f AUB)=fx: fAUB(x)zt ( 
by definition of the threshold operator 
=ix:max(fA(x),fB(x))' t i 
by definition of fuzzy set union 
=£x:fA(x)-t or fB(x)!!t 
=ix:fAmti Ufix:fByti 
=Tt (.f A) U Tt (f B) 
The order in which union and thresholding are applied is interchangeable. A 
similar result holds for set intersection. 
A formula involving sets A,B.. , with union and intersection ( but not comple- 
mentation) can be converted into a formula involving fuzzy sets fA,fB.., max 
and min. The threshold operator then converts the fuzzy expression back to the 
original set formula but with Tg(fA),Tg(fB) . in place of A, B... 
One last result - that a fuzzy set fA can be reconstructed from a family of 
sets, S, where 
S=Tt(fA) : Ostsi3 
by the formula: 
IA(x)=SUP ts[0,1] : xTt(fA)( 
Suppose we now convert a convergent discrete set formula D, involving sets 
A,B,.. union and intersection, into a fuzzy set formula, in the manner described 
above. This conversion was done, for instance, to convert the discrete relaxation 
scheme of section 2.2 into the fuzzy scheme of 2.3. We have shown that the appli- 
cation of the fuzzy formula is equivalent to a family of applications of the 
discrete formula The family of discrete formulae is: 
fD(Tt(fA)-Tt(fB)- " - ) for te[0,1]( 
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where each member of the family converges in a finite time - after Ct iterations. 
The fuzzy formula must then converge after a time 
C=s7L Ct 
ts[C1] 
=Ct' for some t'e[0,1] 
since [0,1] is closed The convergence of the fuzzy formula in a finite time is 
guaranteed. 
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B Stability of non-linear relaxation. 
In a non-linear relaxation scheme, as described in section 2.5, probabilities 
pt(n) (A) 
for label A on node i of the graph, at the nth iteration are updated according to 









and t is a matrix of compatibility coefficients. 
Proofs are given here of the stability properties of the fixed points of non- 
linear relaxation. 
B. 1 Conditions for stability of unambiguous fixed points 
To determine the stability of an unambiguous fixed point, the effect of a 
perturbation about the fixed point is studied. The unambiguous fixed point is: 
pi (A) where 3'i J)1,, s, t. (A) = 1 when wise 0 otherurise 
The perturbed labelling, at the nth iteration, is 
pi(") (A) =pi (A) -__In) (A) 
and it is clear from (B.3) that we must have 
61n)(A) 





It is sufficient to prove the stability of 
pt(n)(A) for A=X 
because the constraints on label probabilities 




, x I en)(x) I s l n)( ) I 
Clearly, therefore, it is sufficient to prove that 
v Ein) (,Q -> 0 as n -r oo 
(B.6) 
The non-linear updating formula from (B.1) is now applied to the perturbed 
labelling (B.4), and the values for p1(k) in (B.3) are substituted to give: 
i(n+1)(i) _ Q,1n)(A,)(1-Ein)(X,)) (H.7) E iin)({,)in)({) + Qi(n)(Xi)(1-E(n)(X4)) 
µrth 
>From this an expression is derived for the displacement from the fixed point 




(n)({)Ein)(it) + Qi(n)(r)(1-Ein)(r)) 
PON 
and now rearranging terms in the denominator 
Q,(n)(I.L)Ein)(µ) 
'xt(n)(X) - E Q(n)(x)Ein)(x) 
XA 
If the the Q values at the fixed point are 
Q t (x) _ E (X,l4p1(A) 
l+.j 
then we can express, from (B.2), 
Qj(n)(X)=E ti] (X,/.,)pJn)(,.t) 
]µ 






where O(E(n)) denotes an expression which depends to first order on 
E(n) and 
So now substituting (B.10) into (B.8), we obtain: 
- E Qt(/)Ein)(/) + 0((E(n))2) 
Ein+i)(X,) 
(ae)+ Qt(n)(X)Esn)(X) + O(E(n ) 
A 
but the second term in the denominator is also O(E(n)) 
-- QQ(N)Ein)(µ) + 
0((E(n))2) 
µoxi 







We can now derive an expression for an upper bound on the new displacement 
from the fixed point E(n+i) in terms of e(n). 
From (B. 12) and (B.6) 




zn)( ) + 
0((E(n))2) 
E Q (/A) 
S AOX 
Qi(a) 
. E(n) + 0((E(n))2) (B.13) 
from (B.11), bearing in mind the signs of the perturbations at each label, as in 
(B.5). Now we can use (B.11) and (B.6) on the left-hand side of (B.13) to obtain 
E Q;, (L) 
(n+i) S -£(n) + 0((E(n))2). (B.14) 
Qi(i ) 
129 
This guarantees that 
E(n+1)5 k e (n) with k <1 (B.15) 
(for sufficiently small e) if 
F, Qt (µ) < Q(Xt) (B.16) 
AOX, 
In this case, 
E(n)<knE(0) 
-0 as n -a 
So we have shown that stable, unambiguous, fixed points can exist but 
unstable unambiguous fixed points may also exist, if (B.16) does not hold Here 
is an example, occurring in a two label two node problem: 




where the labels are X1,X2 and in the perturbed labelling we set: 
Efn)(x )-E2n)(X2)=E 
and 
The compatibility matrix t is: 
and for i,,Aj 
Efn)(A2)-E2n)(x1)=-E. 
tf,(X,A)=0 for i=1,2 
( whenX=µ t ' 1 when X #µ' 
These values for the matrix t, and the values of the probabilities in the fixed 
point can be substituted into the condition (B.16) to show that it does not hold. 
After one iteration, we have a new perturbation, which can be expressed by 
replacing E by E' in the above, and using the formula in (B.8) it transpires that: 
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E'=2E + OW). 
The perturbation doubles in size, so the fixed point is unstable. 
B.2 Instability of ambiguous fixed points. 
We set up a perturbation of the fixed point labelling: 
P'(n)(A)=pj(A)+Etn)(A) with )Etn)(A)=O. (B.17) 
A 
The fixed point, being ambiguous must, as we saw in section 2.5 eq (2.12), satisfy 
VX,a. Ettij (A,µ)pj (µ)=qt, (B.18) 
A.j 
where the q1 is some set of constants. Without loss of generality, we can replace 
tV (A µ) 
by tw NO 
qj 
so that 
;'A,A E t.% (A,µ)pj (it) =1 
/+.j 
(B.19) 
because the effect of this normalised version of T in the iteration formula (B.l) 
and (B.2) is unaffected. Equation (B.2) now becomes, in terms of the perturba- 
tion, 
(n)(A) 
tir (A, N,) (pj (/N,)+E(n)(N,) 
1µ 
= 1 + E tij (A, ,)inl (µ) (B.20) 
1µ 
from (B 19). The iteration formula (B.1) can now be expanded in terms of the 
perturbation: 
pin)(A)(l+tij (A,µ)Ejnl (N)) 
Epi(n)(#)(1+Ei tq (9,N,).1n)(N,)) 
P j.µ 




1 + E(Etj (#,{L)Ejn)(,))pti(n)() 
P j./+ 
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Now, using a binomial expansion of the denominator to first order in en 
defined in (B.10)), we obtain 
1p1(n+1)(X)_pz(n)(X) 
(1 + E tij (X,I-L) EP )G-L) 
A+ 
( 1 ' Ei ti!( )Ejn)(fl),In)(F')) + 0((E(n))2) 
and now, using (B.17), and discarding the terms which are 0((E(n))2), 
=Pi(X) + Etin)(x) +pi(x) (n)()tW (X./_L) 
ji+ 
-Pi (X} EE t + 0((E(n))2) 
A ji+ 
From (B.17) and (B.21) we obtain an expression for 
the Etin+1)(X) in terms of the efn)(X) 
Ln+1)(}' (n) (AL) 
+ 
pt (X) In) (1'.) t 
1i+ 
(} E tij I_L)_-In) (A)p, () + 0((E(n))2). 
ji+ 
We have expressed 
Etn+1)(x) linearly, in terms of Etin)(X). 
There is a matrix M such that 
in+l)()-Fjij fl)E1n)(fl) 
j .f+ 
where, from (B.22), 
+ (tij (X-µ) - a tL1(F',1-4i (F')) 
Pi (X) 
- 6 here refers to the Kronecker 6: 
1 if i=j 
aV- 0 otherunse 
and similarly 





6(X,µ)={ 1 zfX_ 0 otherwise' 
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The matrix M determines whether the fixed point is stable or not. If the 
spectral radius of M, p(M) satisfies 
P(M)>1 (B.25) 
then there is instability (Barnett and Storey 1970). Now the definition of the 
spectral radius is: 
P(M)=mkax(hk), (B.26) 
where hk are the eigenvectors of M. There is also a theorem (Barnett and Storey 
1970, p 20) relating the eigenvectors of a matrix to its trace, and in the current 
context it is expressed: 
Ehk =Em (X,X). (B.27) 
k t.A 
Note- eigenvalues of (geometric) multiplicity g are counted g times in the sum- 
mation. Combining (B.27) and (B.26) gives: 
p(M) ;>-- tr (M) / NL. (B.26) 
(There are N nodes, L labels, and hence the summation in (B.28) is over NL 
eigenvalues.) It is sufficient to investigate the trace of M. From (B.24) 
tr (hl) =?n.;,t (X, X) 
=1 + (tu(a,X) -Etit (f,X)pt(A))P(a). 
Q 





F{(a)= (tu(a,a) - tit(f,X)pj(f))p%(X). 
Now, in Peleg's probabilistic scheme, 
0if Xv4A 
ttt (aA >0 if a=µ 
so that (B.31) becomes 
Ft(a)=tit(a,X)(1--p (X))p (X). 
(B.31) 
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By the initial assumption that the fixed point is ambiguous, 
so that 
Hence, from (B.30), we have 
and finally, from (B.28), 
A. (X) ;e O or 1 
Y,X F{ (X)>O 
tr (M)>NL 
p(M)>1. (B.32) 
The fixed point is unstable. Similarly in the scheme of Rosenfeld et al. it can be 
shown, in the same way, that instability occurs. 
Finally, if the fixed point is a mixture of ambiguously and unambiguously 
labelled nodes then the preceeding analysis can still be used. A perturbation 
can be considered in which 
only if i is an ambiguously labelled node. The analysis is then restricted to these 
nodes, but is otherwise the same. Such a mixed fixed point is therefore 
unstable. 
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C Relaxation under linear constraints: some proofs. 
C.1 Derivation of the relaxation formula. 




and for each X &A, C A,1si,j5n is anxm array. A distance measure 




is to be minimised, subject to the constraints. This can be done using Lagrange 
multipliers (Courant (1936)), Mi, and seeking a stationary point of 
L=T+EMkSk. 
k 
The stationary point is given by: 
K,X0= 6L =X"-Xzc°)+ 1 ECk,AMk aXA wa k 
or, dispensing with indices for simplicity: 
XA = 40) + TM. WA 
Combining (C.4) with (C.1) we obtain the constre;nts S=0 in the form: 
i O=S= S(°)+P.M 
where 







S(0)= ECA.X °) 
A 
(C.7) 
Equation (C.5) can be regarded as an equation for M and can be solved by Jacobi 
relaxation (Varga 1962) as the limit of a sequence 1[!(") given by: 
M(n+i) = D-1.E.1[I(n) - D-1.S(c), 




Having obtained this solution for M, it can be substituted back into (C.4) to 
obtain solutions for X. Alternatively a sequence X,\(n) can be defined by substi- 
tuting M(n) for M in (C.4), to obtain. 
Xan) = XJ(°) + --C.lli(") 
wA 
and therefore 
Xjn+1) -X,(n) = T (M(n+l)-M(n)) 
wA 
_ T D-1(-(D-E).M(")-S(°), 
(from (C.8)) 
-1(S(0)+P.M(n)) LCT D 
wA 






then by following similar reasoning to that used in deriving (C.5) we obtain a 
similar result: 
S(n) =S(°)+P.M(n). (C.13) 
So now from (C.11) and (C.13) the iteration formula can be concisely expressed 
as: 
X\(n+i) = Xn) - 1-' D-1.S("). (C.14) 
wA 
This formula converges if (C.8) converges, for which a sufficient condition is that 
P be strictly or irreducibly diagonally dominant (Varga 1962). 
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C.2 Alternative derivation by vector space methods 
We can regard the space of labels XA as a vector space of dimension 
IAIxn. By the projection theorem (Luenberger (1969)) the constrained minimi- 
sation of T is equivalent to finding the projection of Xx°l onto the subspace U of 
consistent labellings. From the previous section, this space is 
U = VA: >C'\-X'\=O;. (C.15) 
A 
Without loss of generality we take VA w,\=1, and rescale the units of X1 appropri- 
ately. If XA is the optimal labelling then, by definition of projection, 
&-X);°) is perpendicular to U 
It can be shown (Luenberger (1969, p65)) that we can therefore express this vec- 
tor as 
X1-X,;°) = C TM (C.16) 
where M is an n-dimensional vector. This is simply a restatement of the earlier 
result (C.4). 
C.3 Specialisation of the derivation to edge-region duality 
The edge-region duality problem of chapter 5 is to minimise 
T= IIH-H(°) II2 + II V-$°) 112 (C. 17) 
subject to 5=0, (C.18) 
where S=A.H+B. V, (C.19) 
and subject to 
H =0 for (i,j )EZH and VV =0 for (i J)EZy, (C.20) 
where A,B are linear mappings (convolutions, in fact, representing sparse 
matrices of size (NxN)x(NxN)), and ZH and Zy are sets of inactive edges. T is a 
convex function of (H,V) and the constraints are linear, so it is sufficient to find 
a local minimum of T. This is also an unconstrained local minimum of the 
Lagrangian, L given by: 
L=T+2MxS (C.21) 
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where M is an array, MV, of l_agrange multipliers and x denotes direct product: 
(MxS)IV = MVSw 
Setting to zero the partial derivatives of L with respect to active edges, shows 





and similarly for V, B. Combining (C.18) and (C.19) with (C.22) gives 





We reach M as the fixed point of a sequence, using a modified form of Jacobi 
relaxation: 




I is the identity matrix, D is the diagonal part of P, and P=D-E. We define S(n) 
by substituting S(n) for S and M(n) for M, in (C.24), so the corresponding itera- 
tion for S is 
S(n+l)=S(°)+P.1Td (n+1) (C.28) 
=S(°)+P. (Q.M(n)-(1-k)D-1.S(°)) 
from eq (C.26). But we can show, from eq (C.27), that P commutes with Q and it 
also commutes with with D-1, so now: 
S(n+1)- S(°) + Q,P.M(n) - (1-k)D-1.P.S(°) 
= Q.P.M(7&)+(kI+(1-k)D-1.E).S(°) since P=D-E 
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= Qp.Hlsl+Q.S(°) 
from eq (C.27), 
= Q. S(s) (C.29) 
from eq (C.24). Similarly, (C.22) can be combined with (C.26) to derive a for- 
mula for (H(s), Vas)): 
H(s+I)=Hi"l+(1-k )A.D-I. S(') and sirnilarly for V. (C.30) 
It is sufficient to investigate the convergence of (C.29). When P is strictly diago- 
nally dominant, the Jacobi scheme (k =0) converges (Varga (1962)). For the 
edge relaxation scheme, it transpires that dominance is not strict and we prove 
convergence for 0<k <l. We represent A,B,P and Q as convolutions that vary 
over the image array. The convolutions A and B are respectively: 
0 0 0 0 1 0 
0 1 -1 and 0 -1 0 
0 0 0 0 0 0 
Now we can use the definitions of A, B, P and Q to show that in regions of active 
edges, the convolutions representing P and Q are respectively: 
0 -1 0 
-1 4 -1 
0 -1 0 
- a laplacian operator - and 
0 4-(1-k) 0 
4 1-k) k 4 1-k) 
0 3-(1--k) 0 
and elsewhere the effect of inactive edges is to set one or more off-diagonal 
coefficients to zero, to give, for example: 
0 -1 0 
0 3 -1 and 
0 -1 0 
0 3 1-k) 0 
0 k -(1-k) 
0 3 1-k) 0 
Note that the centre coefficient changes to maintain a zero sum of coefficients. 
1o, 
The proof of convergence, which relies on a number of results about non- 
negative matrices (Varga (1962)), in outline proceeds as follows: 
[1] When all the elements of H,V that contribute to an element Si'lq in eq 
(C.19) are inactive, then S4(")=0. Elsewhere Q is partitioned into irreducible 
submatrices, corresponding to the nodes of maximal sets of connected 
active edges (irreducible subgraphs). 
[2] From (C.23) and (C.25), we can show that P is symmetric. Hence Q is sym- 
metric, from (C.27). Each submatrix of Q is therefore synimetric, with real 
eigenvalues. From the specification of Q above, as a convolution, we see 
that 




so from Varga (1962, p30,31) each submatrix will have spectral radius 1, 
and 1 itself is a simple eigenvalue. The eigenvalues of Q must lie in the 
range [-1,1]; in particular, this true when k =0, so that from (C.27), it follows 
that for 0<k<1, the eigenvalues lie in the range (-1,1]. By inspection, the 
vector that is is uniform throughout the subgraph is an eigenvector of 
eigenvalue 1. We have seen that 1 is a simple eigenvalue, so this is the only 
eigenvector with eigenvalue 1. All other eigenvalues have absolute values 
less than 1, so as n-- in (C.29), S(n) tends to a uniform value over each 
subgraph. 
It remains to show that in fact S(n)_O. For any n, summing S(") over a 
maximal subgraph of connected active edges can be shown to yield zero. 
This is because, in such a subgraph, each edge contributes to the sum 
twice: positively at the node at one end of the edge and negatively at the 
node at the other end. These two exactly cancel out. The sum of S(n) over 
the subgraph is zero and S(n) is uniform over the subgraph, so it must be 
zero there. 
C.4 Convergence of edge relaxation: a special case 
We consider here the special case of a closed chain, length N, of active 
edges, under edge-region duality relaxation. This can be viewed as a one dimen- 
sional problem. The matrix Q (see appendix C.3) is the convolution 
((1-k) k X(1-k),, where 0<1<k. 
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Because the chain is closed there are no special boundary conditions and Q is a 
circulant matrix (a convolution with wraparound at its boundaries - or 
equivalently a convolution on a circle). From Davies (1979) the eigenvalues of Q. 
other than unity, are given by 
A, = k+(1-k)[exp[2N j+exPl N 
J 
1-2(1-k)sin2l N ,fir<N. (C.32) 
The worst case eigenvalues from the point of view of slow convergence, are those 
closest to 1: 
A1=AN_1=1-2(1-k)sin2l N (C.33) 
- unless k is very close to 0, in which case XN is the worst case. Taking k = so 
2 
that Al is the worst case, we have from (C.33) 
A1= 1-sin 2 I 
which, assuming N is large, 
Tr2 
Fit' exp (- 
Hence (Al)" decays toe after N2 iterations. 2 
(C.34) 




within 3 iterations and 
9 
within 23 iterations. Hence the conver- 
gence of S", in (C.29) is initially fast, but with a slow tail. 
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D Some properties of the graduated non-convexity method 
D.1 Suboptimality in the graduated non-convexity method 
We now justify a remark made in chapter 4 to the effect that: if the convex 
envelope method - optimisation of F' - fails but optimising the first few functions 
in a sequence of functions succeeds, and those few functions are close to F', 
then the resulting solution is close to optimal. 
Suppose successive optimisation is done on a family of functions 
Ft (x),t =0..r, where x=(xl, ... ,x,,), a one-dimensional array, such that: 
Fo=F' and F, =-F 
and also there exists an s such that: 
V,t O s Ft (x)-Ft-1(x) < 
(D.1) 
(D.2) 
- bounds on the difference between successive function in the sequence. As t 
increases from 0 to r, we obtain a sequence of xr, the local minima of the 
corresponding Ft. We now show that T e is a bound on the amount (cost) by 
which a solution &. =x- (i.e. no further adjustment is made after F= has been 
dealt with), produced by the graduated non-convexity method, is suboptimal, 
relative to the true global optimum x' of F. 
The graduated non-convexity method comprises a sequence of hill climbing 
minimisation over the functions Ft, each starting from xt-1 and ending at the 
local minimum xt. It is a property of the method that the solution x1- satisfies 
F(xr)=F£(xi). (D.3) 
Now, from (D.2), 
3 Ft(xtt-1) < r+Ft-1(xt-1) (D.4) 
and also, as a property of the hill-climbing process, 
K Ft (xi) S Ft (xt-1). (D.5) 
From (D.4) and (D.5), and by a trivial induction, we obtain 
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R Ft (xt) s t c+Fo(xo). 
But, from (D.1) and (D.2) we know that 
Fo(x') s F,, ($) = F($), 
and since xo is the global minimum of FO 
Fo(xo) s Fo(x) s F00- 
Finally, from (D 6) and (D.8) we have 
W Ft(xt) s tE+F(x') 
and, since the condition (D.3) holds for t, 






The extra cost of the suboptimal solution is bounded by T e. The sooner a solu- 
tion is found (the smaller t is) the closer it is to being optimal. 
In practice, it is useful also to consider the case in which a solution has 
almost, but not quite, been achieved on FF, for some t (as opposed to the situa- 
tion just dealt with, in which no further adjustment is required after optimisa- 
tion on F1). In this case the residual quantity 
ET = F! (x1)-F(xr) (D. 11) 
is small. This means that most of the work is done while tst - there is not much 
change in the labelling as a result of the optimisations on any Ft,t>t. It immedi- 
ately follows from (D.9) and (D.11) that the solution x, satisfies 
F(Y,)<tE+Ej+F(x') 
- it is suboptimal by, at most, t E+E£. This almost the same as T E, the bound 
obtained previously, provided El- is small. The significance of this is that, pro- 
vided most of the change in the labelling occurs on the first few functions in the 
sequence the upper bound on suboptimality is small. 
Finally, it is useful to be able to estimate suboptimality retrospectively, 
after the algorithm has been executed. It is stated in (D.7) that F0(xo) is a lower 
bound on the cost F(g') of the global minimum of F, and hence the labelling x,. 
obtained by the algorithm is suboptimal by not more than 
F(x,,)-Fo(xo) (D. 12) 
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D.2 Weak constancy relaxation: correctness of a special case 
We consider here the special case of a step edge in a one-dimensional, n- 
element array, using the graduated non-convexity method to impose weak con- 
stancy constraints. Since there is only one discontinuity in the initial data the 
solution to the cost minimisation is either the initial state (as, for instance in fig 
4.3) or a constant labelling: fix; K xt=0J. The value of the penalty, c2, for break- 
ing the constancy constraint, determines exactly which of these two states is 





Suppose the height of the step discontinuity in xM is 2h°. The cost of the initial 
state is, from (D.13) simply c2 and the cost of the constant labelling is nA . The 
discontinuity should be flattened if the initial state has a higher cost than the 
constant labelling, that is iff 
2 , or h°< >rr.o c C (D.14) 
Now let us consider the effect of optimising the convex envelope function 
F', in place of the true cost function F. In chapter 4 we saw that 
F* (x) _ E (X -xtil°l)2+ E.7 (Tt -xti+i 
t=1 a 
(D.15) 
where, in the case of a linear array, a=2, and the function g* was defined in 
chapter 4 to be 
u g'( )=I2cI C2 otherwise c ur (D.16) 
To gain some physical insight into this problem, think of the first term of F as a 
restoring force (the xi are on springs) towards the initial position x<°). The 
second term is a set of attractive forces between pairs of adjacent xt; these 
forces are not spring-like but decrease in magnitude with increasing distance 
between members of the pair. It can be proved (but we omit the proof here) that 
the stable equilibrium under these forces (unique because F' is convex) has the 
form: 
X:where m= {h.yitrn <isn 2 (D.17) 
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for some h. The cost can then be expressed as 
F'(h) = n (h -ho)2+2ch -h2 (D.18) 
- provided 2h <c. Then 
al = 2 h-h -2(h- ) o) n( c 
8h 
= 2[(n -1)h --nho+c ]. (D.19) 
The position h=0 is stable provided 
OF* 
> 0 (D 20) 
8h 
, h=o . 
that is ro vided , p 
ho< E- (D.21) 
n 
This is the condition for the convex envelope method to flatten the step edge 
and should be compared with the correct solution (D. 14) and it is clear that this 
condition (D.21) is too strong. 
Now we examine the effect of the method of graduated non-convexity. The 
cost function F is replaced by a family of functions £F(°)(, where p is a continu- 
ous parameter, ps[0,1], FRO) is the true cost function, and FM is the convex- 
envelope cost function F*. From chapter 4, the F(P) are defined to be: 
F(P) = E (xi -{0})2+y (p)(Xt 2 
i+1 
where 
f.2+[c(i*P)JIuI if IuI < cp (P)() =I P 
c 2 otherwise 
(D.22) 
(D.23) 
As before, without proof, we will investigate only states of the form (D.17), sub- 
ject to variations in h. We consider a family hp J of stable positions (local minima 
of F(')). From (D,22) and (D.23) it is apparent that the influence of the force 
between the centre pair of neighbours, Xm and .Tm+l, is maintained provided 
<cp, 
that is, provided 
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hp <cp. (D.24) 
If this condition is satisfied by hp, Vp then as p-a0 and the strength of the force 
increases, so also hp-+0. The edge is flattened. 
We require to know when this condition will be met. First we calculate the 
h. assuming the force is still active. At equilibrium, 
0 8F(p) 
8h h=hp 
= 2n (hp-ho)+c[. pJ-2hp 
_> 2(n-1)hp =2nho-cI 
p 
-+p}. 
The condition Vp hp<cp is obeyed iff 
(D.25) 
p Es, <0 (D.26) 
where 
Ep = 2(n-1)(h.-cp) 




= 2nho-(2n -1)c10- c 
P 
The minimum of Ep occurs atp(2n-1), and is 
Emir = 2nho-2c (2n -1)3. 
The condition (D.26) is equivalent to E<O which is satisfied iff 
ho <cl2n-1f 
l J 




and this compares closely with the correct result (D.14), differing by a factor of 
. The dependence on n is therefore correct, but the effective penalty, c, is 
increased by . 
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D.3 Smoothness requirements for the cost function 
A function G(x) is to be minimised using a hill-climbing strategy in which 
only one component x{ of x is altered at a time. As was mentioned in chapter 4, 
it is necessary for G to satisfy some sort of smoothness condition, for instance 
that it is differentiable: 
:Vx G(x+a) = G(x)+VG(x).a+o (MaD. (D.30) 
In this case, provided 11511 is small enough, the gradient vector VG contains all 
necessary information about the local slope of G; it is sufficient to investigate 
the components (VG)t one at a time - that is, to investigate the change when 
z{-x{+a; 
AG = (VG)ta+o (1 a ). (D.31) 
In practice, however integer arithmetic does not allow infinitessimal 
changes. Without loss of generality we take the smallest step to be a=fi. Sup- 
pose x is not a local minimum of G so that, at x. VG has at least one non-zero 
component - say (VG),j >O (in a two dimensional array, now). Then when 
x -'xjj -1, the change 
AG = -(VG)+K, some K (D.32) 
Now an upper bound for K can be calculated in a particular case that interests 
us, G=-F', as defined in chapter 4. The convex function F' was defined there in 
terms of the neighbour interaction function g' (g (1) in equation 4.27). We can 
express changes in g' as: 





This arises in the quadratic term, --u2, in g'(u ), near u=0. This can be 
8d 
used in the definition of F' to show that, when xw -x,j -1, the change 
A(F') = -(VF')W +K (D.35) 
where 
1sKsX+X d (D.36) 
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The worst case is K=X+W ,, in the sense that then, even though -(VF'),j is nega- 
tive, A (F*) could still be positive unless 
(VF *),I >Wz+'fzd.. (D.37) 
Provided condition (D.37) holds, a downward slope in the function F' is bound to 
be discovered by taking a unit step in xw. Exploring F' in unit steps of x reveals 
all but small gradients; choosing a larger d enables smaller gradients to be 
detected. 
The effect of the constant d can be understood more clearly by considering 
an example. A square of size nxn elements, each taking the value ho, sits in a 
bac :ground of zero values. Consider now the cost F'(x) near this initial state 
aiol. If we consider changing all the values in the square from h=ho to h=ho+d, it 
can be shown that the corresponding change in cost (assuming d <ho<c) is: 
A (F-) = ,Tnc 6+ 0(62) (D.38) 
so that, taking the limit as 6-0, 
8F' = Vi7W. (D.39) 
8h 
But 
8F' F' - (D.40) 8h ' 8x4 
where "F _ (VF')... This is a sum of n2 terms so that, from (D.39), there must 
xif 
be at least one element xij s.t. 
aF' Z V c V8.. (D.41) 
Applying this to the earlier result (D.37), the gradient in F' can be detected if 
V>X+Y, 
7z d 




This simple result means that the parameter d can be interpreted as a charac- 
teristic distance in the array over which the discrete hill-climbing algorithm can 
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act. This result is independent of c. 
D.4 Constructing a convex cost function 
We address here the problem of constructing a convex function F(x), given 
a cost function F(x), where x=(x1, ... ,x). In chapter 4, the requirements were 
that F should be convex, that 
Vx F(x)sF(x) (D.43) 
and that F should be as close as possible to F. In general, for relaxation under 
weak constraints, the cost function is, initially, 
F(x) _ Ix-x(o)IF + c2E fl,,(1)i4 01 + ... + c2E14. (S)#01, (D.44) 




The index i-k in (D.45) is interpreted as lying on a circle of n points - (i-k) 
modulo n is understood. The first step in convex function construction has been 
described in chapter 4, and involved replacing terms like c 26 X01 by g (-), for 
a 
some constant a, where g was defined with the property that 
C12   s -2, uz+g (u) is convex - i.e. (D.46) 
with equality attained by some u. 
This substitution of g in F defines F to be: 
F(x) = IIx-x(0)112+EZ9 ( r) ) (D.47) d r i 
The task that remains is to determine a value of the constant a, just sufficiently 
large that F is convex. We require a to be as small as possible so that F is as 
close as possible to F while still keeping F convex. In fact we require F to be 
convex, but not strictly - F is to be a limiting case and hence must have zero 
curvature somewhere. 
The curvature of g ( U ) is given by 
149 
a2, 
from (D.47). Equivalently, the function 
(D.48) 
is convex (not strictly). Therefore, referring back to (D.46) and (D.47), F' is 
convex iH the function 
irl z 
G(X) _ )JIlx-x(°)IP- XEE 
r i 1--1 l 
(D.49) 
is convex. To determine this whether G is convex, we inspect the Hessian 
matrix, H, of G (Roberts and Varberg (1976)). It is convex if H is positive 
definite 
By definition, 
aG H{i = axj ax; 
= a; - 2 Erg cS)r'. r 
Here d is the Kronecker 6 and summation convention is used, and the 
ax; 
which, from (D.45), 
Therefore H is positive definite iff the largest eigenvalue X,r,a of the matrix 







The matrix h, it can be shown, is a circulant matrix (Davies (1979)) for which 
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A,,,, can conveniently be calculated. 
As an example, weak continuity relaxation, as described in chapter 4, has 
constraints represented by two convolutions, h(1) and h(2): 
0-1 0 00 0 
h(1) is 0 1 0 and h(2) is 0 1 -1 . 
0 0 0 00 0 
From (D.52) 
h = (h(1))T.h(1)+(h(2))T.h(2), 
which is the convolution: 
0 -1 0 
-1 4 -1 . 




Its eigenvalues are given by the formula (a variant, for two dimensional arrays, 
of the formula given by Davies (1978)): 
X,S = 4-2cosl2 -2cosl 21Ts (D.57) 
Hence Therefore, from (D.53), the constant a is set to a= J . 
For weak harmonic constraints, the constraints are represented by the sin- 
gle convolution h( I), which is: 
0 -1 0 
-1 4 -1 . 
0 -1 0 
(D.58) 
which, as we have just seen, has maximum eigenvalue 8. Because it is sym- 
metric, the matrix 
h = (h(l))T.h(l) = (h(l))2. 
which has maximum eigenvalue 82. Hence the constant a=8 in this case. 
(D.59) 
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D.5 Parameters affecting the convergence of weak constancy relaxation. 
The following tables exhibit aspects of convergence and performance for 
the weak constancy relaxation algorithm described in chapter 4. Execution 
times refer to the asynchronous /single processor implementation, described in 
section 4.4, running on a PDP 11/24 computer. Except where specified other- 
wise, parameters of the algorithm are set as follows: 
Penalty for breaking constraint, C=64. 
[Note that C=B3c, where c is the penalty as specified in section 4.2. The 
change of scale is simply for computational convenience] 
smoothness, d=16. 
no of non-convex functions: 4. 
precision: 12 bits. 
maximum iterative adjustment: 16. 
array size: 64x64. 
The me to ng of these parameters is explained in section 4.2. In each table meas- 
urements are given for each of three pictures: fig F. la, fig F.2a and fig F.3a. 
TABLE 1: Effect of the cost function smoothness parameter, d. A larger value of 
d indicate greater smoothness and requires more computation, 
Exec. time (s) Total iterations 
d 4 8 16 32 4 8 16 32 
Teapot 260 350 420 423 749 1042 1250 1188 
Spanner 220 274 292 299 605 749 710 774 
Cutters 236 300 315 333 579 721 656 847 
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TABLE 2: Effect of the integer precision used to represent the image, measured 
in bits, Higher precision requires more computation. 
Exec. time (s) Total iterations 
precision 9 10 11 12 9 10 11 12 
teapot 77 135 240 420 1B4 358 693 1250 
spanner 63 105 177 292 159 240 454 710 
cutters 70 117 198 315 159 282 517 656 
TABLE 3: Effect of the number of functions, n, in the sequence of non-convex 
cost functions. Optimisation is performed successively on each function in the 
sequence. The cost figure quoted in the table is the final true cost of the result 
image. The global minimum cost is a lower bound on the cost of the true global 
minimum. More functions means more computation, but a more nearly optimal 
result. 
Exec. time (s) Final cost Global 
n 1 2 4 13 1 2 4 13 
teapot 161 261 420 943 1436 1333 1195 1067 760 
spanner 125 190 292 717 425 377 356 361 322 
cutters 143 209 315 844 950 921 1018 671 408 
TABLE 4: Effect of using a coarse-to-fine progression in the size of adjustments 
applied to the image array. The adjustment size progresses from maximum size 
as specified, successively halved, down to unit size. Figures are given for the 
convex cost function F only. Clearly the coarse-to-fine strategy results in re- 
duced computation time. 
Exec. time (s) Total iterations 
max.ch. 1 2 4 8 16 1 2 4 8 16 
teapot 250 147 104 88 83 448 247 160 132 118 
spanner 197 119 86 76 75 261 172 120 113 112 
cutters 238 142 101 85 81 238 142 101 85 81 
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TABLE 5: Effect of varying the penalty, C, for breaking a constraint. Note that 12 
bit precision is used except for C=128, where precision is 11 bits. Larger values 
of C require more computation. 
Exec. time (s) Total iterations 
C 16 32 64 128 16 32 64 128 
teapot 176 247 420 514 379 559 1250 1314 
spanner 187 235 292 399 341 519 710 1134 
cutters 192 257 315 440 358 575 656 1083 
TABLE 6: Effect of varying the penalty, C, for breaking a constraint, and using an 
"economy" regime - setting algorithm parameters for the shortest feasible exe- 
cution time. Parameters are set as in the previous table except for. 
precision: 10 bits, no of non-convex functions: 2. (indices 0.3 and 0.09). 
smoothness, d=8. 
Exec. time (s) Total iterations 
C 16 32 64 128 16 32 64 128 
teapot 48 61 88 131 77 126 216 417 
spanner 51 59 67 95 76 114 141 303 
cutters 52 61 78 107 85 106 178 295 
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TABLE 7: Effect of varying array size. For comparability, the same image is used 
scaled to each of three sizes, and the penalty, C, scales as the square root of the 
image linear dimension Optimisation is over the convex cost function F only. 
Larger arrays require more computation; execution time appears to vary rough- 
ly in proportion to array area. 
Exec. time (s) Total iterations 
size 16x16 32x32 64x64 16x16 32x32 64x64 
c 64 90 128 64 90 128 
teapot 6 29 118 86 142 174 
spanner 6 24 95 100 127 156 
cutters 7 26 103 88 124 158 
155 
K PARAPIC user manual 
MACHINE INTELLIGENCE RESEARCH UNIT 
UNIVERSITY OF EDINBURGH 
Subject: Parapic language definition 
Version 2.1 
Author: A. Blake 




2. Image types and type conversion 
3. Image input and output 
4. Image operators and functions 
4.1 Boolean operators 
4.2 Grey operators 
4.3 Shifting and propagation 
4.4 Parallel conditional operator 




A. PARAPIC under UNIX with an array processor emulator. 
B. Summary of operators and functions. 
157 
1 Introduction 
PARAPIC is a language for image processing, with two important 
features. First, it is for processing pictures in parallel; each primitive of 
the language consists of a sequence of the basic operations that are avail- 
able in parallel array processors like the CLIP (Duff 1978) and the DAP 
(Marks 1980). The basic operations of the CLIP have been thoroughly 
analysed by Jelinek (1979). Secondly, it is a high level language, an exten- 
sion of POP-2 (Burstall et al. 1971). PARAPIC bears some resemblance to 
APL (Iverson), in that there are array data-types and that arithmetic opera- 
tors, applied to array variables, perform array operations. It is, however, 
more specifically tailored to image processing, and in that sense has design 
principles similar to those of PIXAL (Levialdi (1981)) and those in (Bruha 
1977). PARAPIC has been implemented, running under UNDIt on PDP-11 mini- 
computers. It drives a parallel array processor emulator, whose design has 
evolved from the work of Armstrong (1978), Zdrahal and Blake (1980) and 
Blake and Ruttledge (1980). 
There are two components of the PARAPIC extension to POP-2. The 
image data type is introduced and a number of new operators and functions 
are added. An image variable is a square array which takes one of three 
forms: 
boolean image - an array whose cells contain truth values 
grey image - an array whose cells contain 8-bit signed integers 
double image - a double precision grey image, whose cells contain 16 
bit signed integers 
Of the new operators and functions, some are entirely new ( for instance 
array shift) and some are arithmetic operators or functions, extended to 
act over arrays ( for instance + - * /). 
As an example of an arithmetic operation over arrays, the + operator 
acts as follows: 
In C=A+B, the array C has components each of which is the sum of 
corresponding components in A and B The expression above is equivalent, 
in component form to 
for all i, j C;j = Av +BV 
tUNIX is a Trademark of Bell Laboratories. 
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and x - / and other arithmetic operations are similarly defined for grey and 
double arrays. For boolean arrays there is a set of boolean or logical opera- 
tions, for instance & (AND) I (OR), and they are defined over array com- 
ponents, similarly to the arithmetic operations. An important operator for 
arrays, which is not an extended arithmetic operation, is the shift operator 
(>. In the expression C=A I>d, C denotes the array A shifted in direction d. 
For instance, when d is North, 
C=A I >(North) means: for all ij C = Ac-1,j if i>1 0 otherwise 
Other operations available in PARAPIC include 
- parallel array conditional expression; this is simply an extension to 
arrays of the ? operator, in which C=B? (X,Y) means IF (B) THEN C=X 
ELSE C=Y. B must be boolean valued and X,Y must, in the array opera- 
tion, share the same type. 
- global measurements over boolean and grey arrays 
- image input/output 
- start and stop functions for the underlying image processing machine 
These operations are specified in more detail in chapter 4. 
The PARAPIC language is specified without reference to a particular 
target parallel array processor. However the choice of operations is con- 
strained by the notion of a parallel array machine. All the operations in the 
language extension can be succinctly expressed in terms of the basic 
operations of the CLIP4 and the DAP. PARAPIC provides, therefore, a natural 
programming environment for the development of image processing pro- 
grams which make good use of the high processing capacity of parallel 
array machines. 
The PARAPIC language, as specified here, has been implemented by the 
Author, under the UNIX operating system, driving a software emulator of a 
parallel array processor. A sample session is shown in appendix A Software 
based on PARAPIC (Reynolds 1981) has been written which uses the CLIP4 
machine although it is not possible, using interpreted POP-2 on the PDP-11 
(Clocksin 1979), to drive the CLIP4 at its full speed. 
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Summary 
The PARAPIC image processing language consists of the POP-2 high 
level language with an extension for image processing. The extension is 
composed of a data-type - the image - which may be integer or boolean 
valued, and a substantial set of image operators and functions. PARAPIC 
embodies the constraints imposed by the structure of the parallel array 
processor and facilitates the development of image processing programs, 
within those constraints, and in a high level language environment. 
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2 Image types and type conversion 
Three image types are available: boolean, grey and double precision, 
which are arrays of truth values, eight bit signed integers and sixteen bit 
signed integers, respectively. The arrays are square and of a size deter- 
mined by the underlying parallel array machine or software emulator. In 
the Unix implementation of PARAPIC (described in the appendix), for 
instance, a parallel array emulator is started up by the PARAPIC command 
: start (size) ; 
where size is the length of the sides of the square arrays. 
Initialised image are obtained by calling the functions initb, initg and 
initd For instance: 
initb( true) returns a boolean image array of cells set to true (1). 
initg(0) returns a grey image array of cells set to 0. 
initd (-4000) returns a double precision array of cells set to -4000. 
Functions are provided for conversion between types. The function 
extend converts a grey image to a double image with each cell having the 
same value (including sign) as the corresponding cell in the grey image. The 
functions upper and lower yield, from a double image, a grey image consist- 
ing of the most or least significant bytes, respectively, from the cells of the 
double image. Conversion from grey or double to boolean is achieved by 
arithmetic comparisons ( > = etc.) described later on. Conversion from 
boolean to grey or double is done by the ? operator, also described below. 
The POP-2/PARAPIC prompt is'.'. 
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3 Image input and output 
Several functions and operators are provided for image input and out- 
put, both for transfer to and from files on the host machine, and for com- 
munication with other image processing processes - these will often be 
processes for image capture or display. In all cases the result of input is a 
grey image, and any picture submitted to PARAPIC for input must be the 
same size as the image arrays. Any required windowing or magnification 
must be performed by external processes, invoked from PARAPIC, as part of 
the picture input/output command. Pictures for output are 8 bit grey and 
of the same dimensions as the PARAPIC image arrays. A grey image may 
therefore be submitted unchanged for output, whereas a boolean image is 
first converted to grey (with one grey level representing true and another 
representing false - system constants), and a double image is converted to 
grey by the function upper before display. t 
The input/output operators are: 
<< ' fename' and >> ;filename' 
respectively, where the single quoted string is the name of a file on the host 
computer Also: 
<<I' command' and >>r command' 
perform input and output respectively, where the single quoted string is a 
name for a process (this assumes a multi process operating environment on 
the host machine). Under UNIX for instance, command is a shell command 
which executes a process whose input/output is piped to/from PARAPIC. 
The view and display operators 
<<* and >>* 
perform piped input and output of pictures, as described above, but the 
process called in each case is chosen in advance by executing 
: setview (' command ') 
t It is intended, in the future, to adopt a picture file format which allows boolean, double pre- 
cision and unsigned images, in which case these conversions will be unnecessary. 
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and 
setdisp (' command ') 
respectively. 
4 Image operators and functions 
This section describes the image processing operators and functions 
available in PARAPIC, and the image types to which they may be applied. 
4.1 Boolean operators 
The unary operator - inverts a boolean image - all true cells become false 
and vice versa. The binary operators I & -1 1- -& &- ©_= produce a 
boolean image, from two boolean image arguments The logical or and are 
performed over all the array cells by the operators I & ; the operators 
-& &-' also include an inversion, for instance: 
a Irb ° a I ("'b ) 
and 
a-&b = (-tz)&b 
The exclusive or operator, ®, is defined by: 
aft = (a&(-b)) I ((-a)&b). 
The equivalence operator, ==, is defined by: 
a==b = -(a@b). 
4.2 Grey and double operators 
Operations on grey and double images are either arithmetic, yielding 
grey or double images, or comparisions, which yield boolean images. For 
the arithmetic operations with one argument, allowed types are: 
grey -> grey 
double -> double 
and with two arguments: 
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(grey,integer) -> grey 
(grey,grey) -> grey 
(integer,grey) -> grey 
(integer, double) -> double 
(double,double) -> double 
(double, integer) -> double 
The unary operator -, performs ones complementation throughout the 
grey or double array. The binary operators + * - / perform addition, multi- 
plication, subtraction, signed integer division and remainder. The first four 
of these operators are already used in POP-2 for arithmetic, so that the 
allowed types specified above are in addition to the types already allowed in 
POP-2. The function abs( a) and its alias mod( a) - modulus and the func- 
tions ma-* a, b) and min( a, b) - maximum and minimum - have been 
incorporated. The POP-2 functions logand( a, b ), logor( a, b ) and log- 
shift( a, b) which perform bitwise and, or, shift on integers, are extended 
for grey and double images Note that the right shift for pictures does 
include sign extension. The POP-2 function sign( a) has also been extended 
for grey, double images. 
Coimpari -wns 
The operators > >_ < _< are extended from the POP-2 definition 
to yield boolean images from grey/double. The allowed types of arguments 
are the same as for the arithmetic operations, with two arguments, above. 
4.3 Shifting and propagation 
The array shift is a basic parallel array processor function, arising 
from the connections between neighbouring cells in the processor array. 
Thus, shifting an array from the North (Northwards shift means shift from 
the North as in "North wind") each cell takes on the value of the cell 
immediately to its North. Cells along the Northern border of the array, 
assume the value 0. The shift operator, 1>, in PARAPIC, is applied to a 
boolean, grey or double image, p: 
p > dir 
in direction dir, which must be in the range 1..4. Directions 1,2,3,4 are 
North, East, South, West. The resulting image has the same type asp. 
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Some operations which can be synthesised from the shift are available 
in PARAPIC. The expand and shrink operators, and --, are defined by: 
,...a = aI(aI>1)I(aJ>2)I(aI>3)I(aI>4) 
and 
/^a = a&(a >1)&(a J>2)&(a J>3)&(a 1>4) 
The propagation function 
prop( a, b, dirstring) 
propagates a boolean image b, inside a boolean image a, in the directions 
specified in dirstring. We define 
dir ::= 1121314 
dirstring ::= ' dir *' 
The function prop may be defined recursively as: 
prop( a, b, dirstring) = 
IF there exists dir in dirstring such that 
(bl>dir)&a 
is not everywhere (throughout the array) identical to a THEN 
prop (a, (bl>dir)&a,dirstring) 
ELSE 
b 
In the case, for instance, that 
dirstring = '1234' 
the effect of prop is to produce a boolean image which contains true at any 
cell that is joined by an unbroken path of true cells in a, to some true cell 
in b, sometimes referred to as 'labelling' a with b or as the 'reconstruction' 




returns a boolean image which contains true cells along those array edge 
specified in dirstring and false elsewhere. Thus 
frame(' 1234') 
returns an array with true cells around all four edges and false everywhere 
else. 
Finally the function 
ramp( dir) 
which can also be synthesised using shift, produces a grey image containing 
a grey level ramp. It has 0's along the edge specified in dir and the cell con- 
tents increase by one grey level per pixel, towards the opposite edge. For 
instance: 
: ramp (1) -> a; 
produces an array whose components are: 
For aLl j ow =i -1. 
4.4 Parallel conditional expression 
The ternary parallel conditional operator, ?, combines a boolean image 
with grey/double arguments to produce a grey/double image. Executing: 
b?(d,e) -> c; 
produces an image c which, in component form, is: 
du if bti j (=true ) c;j = etij otherwise 
The argument b must be a boolean image and allowed types for d,e are 
exactly as for the arguments of a binary arithmetic operator (see section 
4.2) and with the same type for the returned value. 
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4.5 Global array measures 
The image operations described so far all produce images as their 
result. The global array measures described here, however, operate on an 
image but return boolean (as opposed to boolean image), integer or real 
results. For instance, the predicates everywhere, somewhere and nowhere, 
applied to a boolean image, b, return true if 
everywhere(b): all cells in b are true 
somewhere(b): there exists a true cell in b 
nowhere(b): all cells in b are false 
and false otherwise The function area returns the number of true cells in a 
boolean image. The function greymax, greyminand greyav return the max- 
imum, minimum and average, respectively, of all the cells in a grey or dou- 
ble array. 
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Appendices 
A. PARAPIC under Unix, with an array processor emulator. 
To enter PARAPIC, type 
parapic <RETURN> 
and the usual POP-2 prompt : appears. To start the emulator, working with 
64 x 64 arrays. 
: start(64); 
The arraysize must be a multiple of 16, between 16 and 128 inclusive. Now 
try some commands: 
: ramp(4) -> g; 
puts a grey level ramp into g. 
: (g >= 16) & (g < 48) -> b; 
makes a boolean image, b, with a central vertical stripe of true, 32 pixels 
wide. 
displays b. Now use b to mask off the parts of g which lie outside the stripe, 
to produce h. 
: b?(g,0) -> h; 
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The result can be saved on a file called masked-ramp, by executing: 
: h>> 'masked ramp' ; 
Typing control-Z stops the emulator, and exits from the PARAPIC system, 
returning to the shell. On a future occasion, 
parapic 
start(64) 
<<'masked.ramp' -> g ; 
retrieves the masked ramp, for further processing. 
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B. Summary of operators and functions. 
Operator Precedence Description 
<< <<I <<* 1 Picture input 
2 Invert / 1's complement 
I> 3 shift, expand, shrink 
4 arithmetic 
+- 5 arithmetic 
6 comparisons 
I& I--I 7 boolean operations 
8 parallel conditional 
>> >>I >>* 9 output 
Note that precedences follow POP-2 conventions. In an expression the 
operator with lowest precedence is evaluated first. 
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Function 
setview setdisp dump 
start stop 
initb initg initd 
logor logand logshift 
sign abs(mod) max min 
upper lower extend 
prop frame 
ramp 
area somewhere nowhere everywhere 
greymax greymin greyav a 
description 
picture input/output 
image processor control 
image initialisation 
arithmetic 
double /grey conversion 
propagation, boolean frame 
grey ramp 
global boolean measures 
global grey measures 
0 not yet implemented. 
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F Some results of weak constancy relaxation applied to real images 
The following figures show examples of the effect of weak constancy relaxa- 
tion, both on intensity and on angle data. Where "economy regime" has been 
used this refers to particular settings of parameters (see appendix D.5) chosen 
to reduce execution time. This results in some degradation of the labelling pro- 
duced. In all cases, 12 bit precision is used for C=32,84, 11 bit for C=128 and 10 
bit for C=256; also the smoothness constant d=18 for C=32,64,128 and d=B for 
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a) b) 
d) 
Fig F.1 Weak constancy relaxation on image (a) to define intensity 
discontinuities (b-e), using penalty C=32,64,128,256 respectively. 
Weak constancy angle relaxation: (f&g) from the lines in (d) with 
C=50,100 respectively; (h&) from (e) with C=50,100. Intensity 













































































































































Fig F.2 cont. 
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Fig F.4 Weak constancy relaxation on image (a) to define intensity 
discontinuities (b-d) using penalty C=64,128,256 respectively. 
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c) d) 
Fig F.5 Weak constancy relaxation on image (a) to define intensity 




............................. .................................. ..................................... 
d) 
Fig F.6 Weak constancy relaxation on image (a) to define intensity 
discontinuities (b-d) using penalty C=32,64,128 respectively. 
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c) d) 
Fig F.7 Weak constancy relaxation on image (a) to define intensity 
discontinuities (b-d) using penalty C=32,64,128 respectively. 
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G Programs in PARAPIC and C for relaxation 
1'[619 
! PARAPIC Program to impose weak constancy constraints on an array ! 
!Globals ! 
vars x,xO, !current and original pies - double precision! 
mask, !chequer board mask ! 
costplus, costminus, ! cumulated adjustment costs 
for increment/decrement ! 
cl,cc,c3,c4,c5,c6,f, constants, set in function iterate 
inc, current relaxation increment ! 
F, d. ! points of discontinuity in the relaxation fn ! 
function getcost; 
vars dir, dirs; !direction of current neighbour pixel 
! images. ! 
vars cplus, ! (change in cost) for a change of +inc in x ! 
cminus, ! -(change in cost) for a change -inc in x ! 
u, edge strength 
s, ! scratch plane 
mpl, mpg, mml, mm2; ! masks corresponding to pieces of cost fn ! 
undef->costplus; total cplus ! 
undef->costminus, ! total cminus 
initc(1)->dirs; !dir as a string 
1->dir; 
until dir>2 then 
x-xj>dir -> uu 
dir+ #0 -> subscrc(1,dirs), 
frame(dirs)->s; 
((u<F)&(u>=(-F))) &-s -> mpl; 
((u<d)&(u>=(-d))) &-s -> mpg; 
((u=<F)&(u>(-F))) &-s -> mml; 
((u=<d)&(u>(-d))) &-s -> mm2; 
0 -logshift(u,c3)->s; BUT c3=0, so instead: 
0-u -> s; 
mpl?(s,0) -> cplus; 
mml?(s,0) -> cminus; 
log shift(u. sign, c4) -> S; 
(mpl&-mpg)?(cplus+s,cplus) -> cplus; 
(mml&-mm2)?(cminus+s,cminus) -> cminus; 
logshift(u,c5) -> s; 
mp2?(cplus+s+c6,cplus) -> cplus; 
mm2?(cminus+s-c 6, cminus) -> cminus; 
if (dir=1) then 
cplus -> costplus; 
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cminus -> costminus; 
else 
cplus + costplus -> costplus; 
cminus + costminus -> costminus; 
close; 
shift to add in cost from the opposite neighbour (symmetry) 
costplus - cnunusl>(dir+2) -> costplus; 
costminus - cplusl>(dir+2) -> costminus; 
dir+ 1->dir; 
close; 
logshift(x-xO,cl) -> s; ! add in quadratic cost of displacement 
costplus + s -> costplus; 
costminus + s -> costminus, 
end; 
! call getcost and update x 
function update => change; 
vars neg; 
.getcost; 
costplus < (-cc) -> costplus, 
costminus > (cc) -> costminus, 
costminus &- costplus -> costminus, ! do one or t'other, not both! 
(mask&costplus)?(x+inc,x) -> x; 
(mask&costminus)?(x-inc,x) -> x; 
x<O->neg; 
neg?(O,x) -> x; !keep x positive ! 
mask -> mask; !toggle chequerboard mask ! 
area((costplusIcostminus)&-neg) -> change; 
!report no of alterable pixels ! 
end; 
! set up consts and iteratively update ! 
function iterate c,p,i, N; !must have i>= -3 and c>=2+i 
! c,p,i, are cost, penalty (>=O), increment (=<O), given as logs to 
base 2. N is max iter ! 
vacs n,change; 
!resealing ! 
if i>O then 
0->i; 
close, 
if (12-i>15) then 
errfun(",'danger of overflow'); 
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close; 




logshift(xO,-i) -> x0; 




p-sqrt(p^2 -1) -> p; 
p''(2-c) -> F; 
intof(F+0.5) -> F; 
4-> d, 
3 -> c l; 
2 -> cc; != 4*c2 ! 
0->c3; 
f -> c4; 
f-2 -> c5; 
logshift(1,f-3) -> c6; 
1 -> inc; 
!we now have 
represented as logs: 
cl c3 c4 c5 f 
represented as numbers: 
cc c6 inc F d 
!set up chequerboard mask 
logand(l.ramp,l) = logand(2.ramp,l) -> mask; 
1->n; 
1->change; 
pr ('(iteration, change): 
while (n=<N) and (change/=0) then 
.update -> change ; 








function relax p c =>p; 













/* Program in C to impose weak constancy constraint on an image array 
to run, type: 
wconst [-c#][-p#.#][-d#][-i#][-r] <picflle> > outfile 
#include <stdio.h> 
#include <math.h> 
short tabspace[4103] ft; 
short *table = tabspace+2051;/* lookup table */ 
short nbits = 0; /* picture scaling; nbits +8 bits 
short A,B,C,D,E,mE,E._2,F,mF,F1,rnFl,f,d J;/* global constants 
short x[4096], x0[4096] ft; /* adjusted, initial data */ 
char apad1[64],active [4096],apad2[64];/* activity flags 
short asize, area, asize_ 2 J, /* pic dimensions */ 
char *progname; 
char rflag = 0, 
short ival = -4; 
short dval = 16; 
float pval = 0.5; 
FILE *fp = NULL: /* input picture channel */ 
short change = 0, /* no of altered pixels in a cycle of adjust 





progname = *argv++; 
while ((argc>1)&&((*argv)[0] 
switch((*argv)[1]) 
case 'r': /* report costs */ 
rflag = 1; /* report costs 
argv++; 
break; 
case 'c': /* penalty for breaking a constraint 
ss c,anf (*argv++, "-c%d", &c oarg); 
break; 
case 'i'; /* set precision */ 
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s sc anf (*argv++, "-i%d", &ival) ; 
ival = -ival; 
break; 
case 'd' /* set smoothness constant */ 
sscanf (*argv++, "-d%d", &dval), 
break, 
case 'p' /* set function index ratio 







if((fp = fopen(*argv++,"r")) == NULL) 













if ((iter = iterate(c,p,inc,imax,cmax)) __ -1) 
fprintf(stderr,"bad "); 
else 













scale (-ival) ; 
icst= costq() + truecost(c); 
fprintf (stderr, "initial cost=7..3f0,icst); 
3 
for (i=0,i>= ival; -i) 
if ((iter= relaxp(c,1.0,i,100,0)) !_ -1) 
itersurn += relaxp(c,1.0,il,200,O); 
if (rflag) 
cst=costq(), 
fprintf(stderr,"Orue cost = %.3f. ",cst+truecost(c) ); 
fprintf(stderr,"convex cost = %,3f. ",(cst+=costp()) ): 
fprintf(stderr,"Orecision= %dO,il); 
for (p=pval, p>0.05; p'"= pval) 
if (rflag) 
fprintf(stderr,"p=%.4f ",p); 





if((iter=relaxp(c,p,i,100,0)) !_ -1) 
itersurn+=iter; 
3 









fprintf(stderr,"sub opt = %.2f ",csti-cst); 








readpic( /*read from fp, set up x,xO as integer arrays*/ 
i 
register short *p, *q; 
short i, *pend; 
asize = getc(fp); 
if ((asize<8)jJ(asize>64)) 
error("array size out of range"); 
area = asize*asize; 
asize = asize<<1; 
if (getc(fp) != asize) 
error("picture size error"); 
nbits = getc(fp)-8; 
for (i=509; i; -i) 
getc(fp); /* read rest of block -MIRU format 
for (p=x,q=xO,pend=x+area; p<pend;) 
f 
I 
*p = 0377& getc(fp); 
*q++ = *p++; 
writepic() /* send x out on stdout. low bytes only 









for (p=x, pend=x+area; p<pend;) 
putchar(*p++); 
I 
setuptab() /* fill lookup-table entries 
register short *p,u; 
short k; 
for (u= -d,p=table-d; u<d, u++) 
*p++ = A + u*B - u*D; 
k= -1+C; 
for (u=d, p=table+d, u<F; u++) 
*p++ = k -(u*D); 
k= -1-C; 
for (u= -F, p=table-F; u< -d; u++) 
*p++ = k - (u*D); 
p=table+F; 
*p= *(p+1) = *(p+2) =0; 
p=table-F-1; 
*p = *(p-1) = *(p-2) = 0; 
scale(n) /* scale x,x0 to n+8 bits */ 
short s, *ptop, 
register short *p,*q; 
s=n-nbits; 
nbits=n; 
for (p=x,q=xO,ptop=x+area; p<ptop;) 
*p++ <<= s, 
*q++ <<= s; 
I 
3 
else if (s<0) 
S= -s; 
for (p=x,q=xO,ptop=x+area, p<ptop;) 
*p++ >>= s; 
*q++ >>= s, 
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/* macros for adjust */ 
#define qcost gypsum= *p- *q; psurn <<=E2; nsum=psum;; 
#define dircost(n) fu= *p- *(n); if((u>= -F)&&(u<=F)) 
psum+= table[u]; nsum += table[u-1];; ; 
#define north dircost(p-asize) 
#define south dircost(p+asize) 
#define east dircost(p+1) 
#define west dircost(p-1) 
#define report change++; *actp= *(actp+l)= *(actp-1) = *(actp+asize) 
= *(actp-asize) =1,J 
#define alter if (psum< n-E) (*p)++ ; report ; else if ((nsum>E) 
&&(*p>Q)) --(*p) report; else *actp=Q;i 
#define loop(s,e,a) for (actp=active+(s), atop=active+(e); 
actp<atop, actp+=a) if (*actp) 
#define setp f i=actp-active, p=x+i; q=xQ+i;l 
adjust() /* make one iteration of adjustments to 
all array elements. special conditions 
at borders. */ 
F 
long psum, nsum; 
short *p, u, i; 
short *ptop, offset, row, last, *q, off; 
register char *actp, *atop; 
change =0; 
off=asize+ 1, 
/* interior of array */ 
for (row=1, last=asize-1; row<last; row++) 
f 










/* North row */ 
loop (1, asize-1, 1) 
setp; 
gcost; 
east; south; west; 
alter; 
/* South row */ 
loop (area-asize+ 1, area-1, 1) 
setp; 
gcost; 
east; north; west; 
alter; 
/* West column */ 




east; north; south; 
alter; 
3 
/* East column */ 
loop (2*asize-1,area- 1,asize) 
setp; 
gcost; 
west; north; south; 
alter; 
i 
/* NW corner */ 















/* SE corner */ 






iterate (cost,penalty, inc, maxite r, maxchange) 
float penalty; 
float freal, Freal; 
short iter; 
char *actp; 
for (actp=active+area, actp>active;) 
*--actp =1; /* initially all active 
if (inc< -4) /* increment is 2^ -inc 
return(-1); 
scale(-inc); 
cost = cost<<(-inc); 
Freal= cost*penalty; 
if ((penalty< 3 01)11(penalty> 1.0)) 
return(-1); 
(real= 0.5*(penalty+ (1/penalty)), ((float) cost); 
if (freal>16300.0) 
return(-1); 
f= (short) (freal); 


























float costq() /* quadratic component of cost 
F 
long ctot,c; 




for (p=x, q=x0, pt op =x+ are a; p <pt op; ) 
f 








float truecost(c) /* constraint breaking penalties 
long cd, ctot; 
short i,k, *p, *ptop, 1F,d; 
float retval, 
ctot =0; 
cd = c*c; /* penalty c squared */ 




for(i=1; i<asize; i++) 
for(p=x+i*asize, ptop=p+asize; p<ptop; p++) 
k= (*p- *(p-asize)); 
if ((k>d)jI(k< -d)) 




for(p=x+i*asize, ptop=p+asize-1; p<ptop; p++) 
k= (*p- *(p+1)); 
if ((k>d)ll(k< -d)) 






float costp() /* neighbour interaction component of cost 
i 
long cd, cc, cf, ci, ctot; 
short i,k, ns, *p, *ptop; 
float retval, 
ctot =0; 
cc = C; 
cf = F*(cc-F); 
cd = F*cc; 
ns = -2*nbits; 
for(i=1, i<asize; i++) 
for(p=x+i*asize, ptop=p+asize; p<ptop; p++) 







ctot += ci << ns; 
i 
for(i=0; i<asize,i++) 
for(p=x+i*asize, ptop=p+asize-1; p<ptop; p++) 







ctot += ci << ns; 
i 
retval=ctot; 





PARAPIC program for relaxation witIs c.I.ge-region and minimum 
strength constraints, Using double precision integers. ! 
vars INC; 2->INC; !iteration rate constant. rate 2^-INC. INC>=0 ! 
vars MINU; 1->MINU; !precision required before termination, ok cos 
u.mod.greymax is mon. decr. ! 
! cut off below minimum strength and prevent overflow ! 





(edge>63)?(63,edge) -> edge; 
s?(O-edge,edge)->edge; 
edge, extend->edg e; 
logshift(edge,6)->Edge; 
end; 





!boolean valued sign function ! 
function sgn p => b; 
p<O -> b; 
end; 
function curl h v =>s; 
h - v ->s; 
s - hI>2 -> s; 
s + vj>1 ->s; 
end; 
function report i s u v; 
i.pr; 1.sp; s.mod greymax.pr; 1.sp; 
u.mod greymax.pr;l.sp; v.area.pr; 
1, nl; 
end; 
function relax(pic, t1, maxiter) _> hor ver; 
vars hmask, vmask, esgn, hstripes, vstripes, violated; !boolean planes ! 
vars s,u; !double planes ! 
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vars i,j; !iteration counter ! 
stretch(pic - pic!>l,tl)->hor; !rescale edges 
stretch(pic - picl>2,t1)->ver; 
0->pic; !save space ! 
(hor/=0) ->hrnask, !protect edges for min 
strength constraint ! 
(ver/=0) ->vmask; 
! masks to split each of hor,ver into 2 non-interacting sets 
logand(2.ramp,1)=O -> hstripes, 
logand(1.ramp,1)=0 -> vstripes, 
initialise constraint array, s, and iteration counter, i. 
curl(hor,ver) -> s; 
0->i; 
1.initb->violated; 
report(i, s, s,violated); 
relaxation loop ! 





logshift(s-sJ>4, -(1+INC)) -> u; !calculate edge strength 
alteration ! 
!deal with overflow and mask for currently updatable edges 
hor. sgn->es : n; 
(((u.sgn==esgn)l(esgn==sgn(hor-u)))&hmask&hstripes)?(u,0) -> u; 
violatedl(u mod>MINU) -> violated; 
! record where there is no updating 
hor - u -> hor; ! update edge strengths ! 
s - u +uj>2 ->s; update values of constraints - hstripes -> hstripes; ! mask alternates each iteration 
!vertical edges ! 
logshift(s-sj>3, -(l+INC)) -> u; 
ver. sgn->esgn; 
(((u.sgn@esgn)(sgn(ver+u)==esgn))&vmask&vstripes)?(u,0) -> u; 
violatedl(u.mod>MINU) -> violated; 
ver + u -> ver; 
s-u+u1>1->s; - vstripes -> vstripes; 
close; 
i+1 -> i; 
report (i, s, u,violated); 
close; 
end; 
