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dm59 Collapsing datasets to frequencies








































































s speciﬁes that observations with missing values on any of the variables in varlist will be dropped. If not speciﬁed, all
observations possible are used.
Remarks








q produces a new dataset consisting of all combinations of that list that exist in the data
together with a new variable that contains the frequency of each combination.
Sometimes it is desired to collapse a dataset into frequency form. Several observations identical on one or more variables
will be replaced by one such observation together with the frequency of the corresponding set of values. For example, in
certain generalized linear models the frequency of some combination of values is the response variable, so we need to produce
that response variable. The set of covariate values associated with each frequency is sometimes called a covariate class. Such






d (see [R] expand)
with the variable containing the frequencies of each covariate class.








e (see [R] collapse) can be used to produce these frequencies, but only with








q is that it produces the desired results
more directly and more quickly.
Examples








e for this problem. Suppose we wish to collapse the auto data to a set of frequencies












n, which takes values labeled ‘Domestic’ and















































































































































































































































































































































































































































































































































































































e approach, some preparatory action is needed. In the current example, it


















































































sbe19.1 Tests for publication bias in meta-analysis
Thomas J. Steichen, RJRT, FAX 910-741-1430, steicht@rjrt.com
Matthias Egger, University of Bristol, FAX (011) 44-117-928-7325, m.egger@bristol.ac.uk
Jonathan Sterne, UMDS, London, FAX (011) 44-171-955-4877, j.sterne@umds.ac.uk
Modiﬁcation of the metabias program








s program (Steichen 1998). First, the weighted form of the Egger et
al. (1997) regression asymmetry test for publication bias has been replaced by the unweighted form. Second, an error has been
corrected in the calculation of the asymmetry test
p values for individual strata in a stratiﬁed analysis. Third, error trapping has
been modiﬁed to capture or report problem situations more completely and accurately. Fourth, the labeling of the Begg funnel
graph has been changed to properly title the axes when the
c
i option is speciﬁed. None of these changes affects the program
syntax or operation.
The ﬁrst change was made because, while there is little theoretical justiﬁcation for the weighted analysis, justiﬁcation

















; be the estimated effect sizes and sample
variances from



































￿1. A signiﬁcant deviation from zero of the estimated intercept,
b
￿, is then interpreted as providing
evidence of asymmetry in the funnel plot and of publication bias in the sampled data.
Jonathan Sterne (private communication to Matthias Egger) noted that this “unweighted” asymmetry test is merely a
reformulation of a standard weighted regression of the original effect sizes,
t






weights are the usual 1
=
v
i. It follows then that the “weighted” asymmetry test is merely a weighted regression of the original




2. This form has no obvious theoretical justiﬁcation.
We note further that the “unweighted” asymmetry test weights the data in a manner consistent with the weighting of the
effect sizes in a typical meta-analysis (i.e., both use the inverse variances). Thus, bias is detected using the same weighting
metric as in the meta-analysis.








s to the unweighted form of the Egger et al. regression asymmetry test for
publication bias.4 Stata Technical Bulletin STB-44








s is straightforward. A square root was inadvertently left out of the formula for the
p




) is speciﬁed. This formula has been
corrected. Users of this program should repeat any stratiﬁed analyses they performed with the original program. Please note that
unstratiﬁed analyses were not affected by this error.








s extends the error-trapping capability and reports previously trapped errors more accurately
and completely. A noteworthy aspect of this change is the addition of an error trap for the
c
i option. This trap addresses the








s as risk (or odds) ratios
and corresponding conﬁdence intervals. Unfortunately, if the user failed to specify option
c









assumed that the input was in the default (theta, se theta) format and calculated incorrect results. The current release checks for





















s assumes it was accidentally omitted, displays an appropriate
warning message, and proceeds to carry out the analysis as if
c
i had been speciﬁed.
Warning: The user should be aware that it remains possible to provide theta and its variance, var theta, on the command
line without specifying option
v
a
r. This error, unfortunately, cannot be trapped and will result in an incorrect analysis. Though
only a limited safeguard, the program now explicitly indicates the data input option speciﬁed by the user, or alternatively, warns
that the default data input form was assumed.

































requests a funnel graph. Option
c
i indicates that the user provided the effect estimates in their exponentiated form, exp(theta)—
usually a risk or odds ratio, and provided the variability measures as conﬁdence intervals, (ll, ul). Since the funnel graph always








s correctly generated theta by taking the log of the effect estimate and correctly
calculated se theta from the conﬁdence interval. The error was that the axes of the graph were titled using the variable name (or
variable label, if available) and did not acknowledge the log transform. This was both confusing and wrong and is corrected in

















titled “log[RR]” and the
x-axis is titled “s.e. of: log[RR]”. If a variable label is provided, it replaces the variable name in these
axis titles.
References
Egger, M., G. D. Smith, M. Schneider, and C. Minder. 1997. Bias in meta-analysis detected by a simple, graphical test. British Medical Journal 315:
629–634.
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sbe24 metan—an alternative meta-analysis command
Michael J. Bradburn, Institute of Health Sciences, Oxford, UK, m.bradburn@icrf.icnet.uk
Jonathan J. Deeks, Institute of Health Sciences, Oxford, UK, j.deeks@icrf.icnet.uk
Douglas G. Altman, Institute of Health Sciences, Oxford, UK, d.altman@icrf.icnet.uk
Background
When several studies are of a similar design, it often makes sense to try to combine the information from them all to gain
precision and to investigate consistencies and discrepancies between their results. In recent years there has been a considerable
growth of this type of analysis in several ﬁelds, and in medical research in particular. In medicine such studies usually relate
to controlled trials of therapy, but the same principles apply in any scientiﬁc area; for example in epidemiology, psychology,
and educational research. The essence of meta-analysis is to obtain a single estimate of the effect of interest (effect size) from
some statistic observed in each of several similar studies. All methods of meta-analysis estimate the overall effect by computing





n provides methods for the meta-analysis of studies with two groups. With binary data, the effect measure can be the
difference between proportions (sometimes called the risk difference or absolute risk reduction), the ratio of two proportions (risk
ratio or relative risk), or the odds ratio. With continuous data, both observed differences in means or standardized differences in
means (effect sizes) can be used. For both binary and continuous data, either ﬁxed effects or random effects models can be ﬁtted
(Fleiss 1993). There are also other approaches, including empirical and fully Bayesian methods. Meta-analysis can be extended
to other types of data and study designs, but these are not considered here.
As well as the primary pooling analysis, there are secondary analyses that are often performed. One common additional
analysis is to test whether there is excess heterogeneity in effects across the studies. There are also several graphs that can be
used to supplement the main analysis.Stata Technical Bulletin 5
Recently Sharp and Sterne (1997) presented a program to carry out some of the above analyses, and further programs have





n and these other programs
are discussed below.
Data structure
Consider a meta-analysis of
k studies. When the studies have a binary outcome, the results of each study can be presented
in a 2
￿2 table (Table 1) giving the numbers of subjects who do or do not experience the event in each of the two groups (here
called intervention and control).
















If the outcome is a continuous measure, the number of subjects in each of the two groups, their mean response, and the
standard deviation of their responses are required to perform meta-analysis (Table 2).




























Analysis of binary data using ﬁxed effect models
There are two alternative ﬁxed effect analyses. The inverse variance method (sometimes referred to as Woolf’s method)
computes an average effect by weighting each study’s log odds ratio, log relative risk, or risk difference according to the inverse
of their sampling variance, such that studies with higher precision (lower variance) are given higher weights. This method uses
large sample asymptotic sampling variances, so it may perform poorly for studies with very low or very high event rates or
small sample sizes. In other situations, the inverse variance method gives a minimum variance unbiased estimate.
The Mantel–Haenszel method uses an alternative weighting scheme originally derived for analyzing stratiﬁed case–control
studies. The method was ﬁrst described for the odds ratio by Mantel and Haenszel (1959) and extended to the relative risk and
risk difference by Greenland and Robins (1985). The estimate of the variance of the overall odds ratio was described by Robins,
Greenland, and Breslow (1986). These methods are preferable to the inverse variance method as they have been shown to be






n command. Alternative formulations of the Mantel–Haenszel methods more suited to analyzing stratiﬁed case–control







Peto proposed an assumption free method for estimating an overall odds ratio from the results of several large clinical





i]) numbers of events in the intervention group (the expected number of events being estimated under the null hypothesis
of no treatment effect). The expected value of the sum of O
￿ E under the null hypothesis is zero. The overall log odds ratio
is estimated from the ratio of the sum of the O
￿ E and the sum of the hypergeometric variances from individual trials. This
method gives valid estimates when combining large balanced trials with small treatment effects, but has been shown to give
biased estimates in other situations (Greenland and Salvan 1990).
If a study’s 2
￿ 2 table contains one or more zero cells, then computational difﬁculties may be encountered in both the
inverse variance and the Mantel–Haenszel methods. These can be overcome by adding a standard correction of 0.5 to all cells
in the 2
￿ 2 table, and this is the approach adopted here. However, when there are no events in one whole column of the 2
￿2
table (i.e., all subjects have the same outcome regardless of group), the odds ratio and the relative risk cannot be estimated, and
the study is given zero weight in the meta-analysis. Such trials are included in the risk difference methods as they are informative
that the difference in risk is small.
Analysis of continuous data using ﬁxed effect models








i) to estimate the overall mean difference (Sinclair and Bracken 1992). A prerequisite of this method is that the
response is measured in the same units using comparable devices in all studies. Studies are weighted using the inverse of the
variance of the differences in means. Normality within trial arms is assumed, and between trial variations in standard deviations
are attributed to differences in precision, and are assumed equal in both study arms.
An alternative approach is to pool standardized differences in means, calculated as the ratio of the observed difference in
means to an estimate of the standard deviation of the response. This approach is especially appropriate when studies measure6 Stata Technical Bulletin STB-44
the same concept (e.g., pain or depression) but use a variety of continuous scales. By standardization, the study results are
transformed to a common scale (standard deviation units) that facilitates pooling. There are various methods for computing the
standardized study results: Glass’s method (Glass, et al. 1981) divides the differences in means by the control group standard
deviation, whereas Cohen’s and Hedges’ methods use the same basic approach, but divide by an estimate of the standard deviation
obtained from pooling the standard deviations from both experimental and control groups (Rosenthal 1994). Hedges’ method
incorporates a small sample bias correction factor (Hedges and Olkin 1985). An inverse variance weighting method is used in all
the formulations. Normality within trial arms is assumed, and all differences in standard deviations between trials are attributed
to variations in the scale of measurement.
Test for heterogeneity
For all the above methods, the consistency or homogeneity of the study results can be assessed by considering an appropriately
weighted sum of the differences between the





￿ 1 degrees of freedom (DerSimonian and Laird 1986).
Analysis of binary or continuous data using random effect models
An approach developed by DerSimonian and Laird (1986) can be used to perform random effect meta-analysis for all the
effect measures discussed above (except the Peto method). Such models assume that the treatment effects observed in the trials
are a random sample from a distribution of treatment effects with a variance
￿
2. This is in contrast to the ﬁxed effect models
which assume that the observed treatment effects are all estimates of a single treatment effect. The DerSimonian and Laird
methods incorporate an estimate of the between-study variation
￿
2 into both the study weights (which are the inverse of the sum
of the individual sampling variance and the between studies variance
￿
2) and the standard error of the estimate of the common
effect. Where there are computational problems for binary data due to zero cells the same approach is used as for ﬁxed effect
models.
Where there is excess variability (heterogeneity) between study results, random effect models typically produce more
conservative estimates of the signiﬁcance of the treatment effect (i.e., a wider conﬁdence interval) than ﬁxed effect models. As
they give proportionately higher weights to smaller studies and lower weights to larger studies than ﬁxed effect analyses, there
may also be differences between ﬁxed and random models in the estimate of the treatment effect.
Tests of overall effect
For all analyses, the signiﬁcance of the overall effect is calculated by computing a
z score as the ratio of the overall effect
to its standard error and comparing it with the standard normal distribution. Alternatively, for the Mantel–Haenszel odds ratio
and Peto odds ratio method,
￿
2 tests of overall effect are available (Breslow and Day 1980).
Graphical analyses
Three plots are available in these programs. The most common graphical display to accompany a meta-analysis shows
horizontal lines for each study, depicting estimates and conﬁdence intervals, commonly called a forest plot. The size of the
plotting symbol for the point estimate in each study is proportional to the weight that each trial contributes in the meta-analysis.
The overall estimate and conﬁdence interval are marked by a diamond. For binary data, a L’Abb´ ep l o t( L ’ A b b ´ e et al. 1987)
plots the event rates in control and experimental groups by study. For all data types a funnel plot shows the relation between the
effect size and precision of the estimate. It can be used to examine whether there is asymmetry suggesting possible publication
bias (Egger et al. 1997), which usually occurs where studies with negative results are less likely to be published than studies
with positive results.
Each trial



































This main meta-analysis routine requires either four or six variables to be declared. When four variables are speciﬁed,
analysis of binary data is performed. When six, the data are assumed continuous. Following the syntax of Tables 1 and 2, the
varlist should be either
abcd
or
n 1m 1s d 1n 2m 2s d 2Stata Technical Bulletin 7
Scaling and pooling options for metan
Options for binary data
r
r pool risk ratios (the default).
o
r pool odds ratios.
r





















m speciﬁes a random effect model using the method of DerSimonian and Laird, with the estimate of heterogeneity being







i speciﬁes a random effect model using the method of DerSimonian and Laird, with the estimate of heterogeneity being













2 displays the chi-squared statistic (instead of
z) for the test of signiﬁcance of the pooled effect size. This is available only
for odds ratios pooled using Peto or Mantel–Haenszel methods.





































m speciﬁes a random effect model using the DerSimonian and Laird method.



















































[namevar=variable containing name string
]
[
,yearvar=variable containing year string
]
) labels the data by its name,





















h prevents the display of the graph.






























































































) add titles to the graph in the usual manner.






] are not displayed. A conﬁdence
interval which extends beyond this will have an arrow added at the end of the range; should the effect size and conﬁdence
interval be completely off this scale, they will be represented as an arrow.
Saved results from metan
The following results are stored in global macros:
$
S





2 test for heterogeneity
$
S
2 standard error of ES
$
S







































2, between study variance (D&L only)













S Standard error of ES
L
C
I Lower conﬁdence limit for ES
U
C





































n with no parameters speciﬁed it will produce a standard funnel plot of








t option will produce a plot of standard error against















t option). Alternative plots can be created by specifying precision var and effect size.I f

















e denotes that the

























































t is speciﬁed, the plotting size
















t displays the event rates as percentages rather than proportions.





































n calculates effect sizes from 2
￿ 2 tables for binary data, and from means, standard deviations, and samples sizes
















n additionally provides the commonly used Mantel–Haenszel and Peto methods (but does not
provide an empirical Bayes method). There are also differences in the format and options for the forest plot.
Example 1: Interventions in smoking cessation
Silagy and Ketteridge (1997) reported a systematic review of randomized controlled trials investigating the effects of physician
advice on smoking cessation. In their review, they considered a meta-analysis of trials which have randomized individuals to
receive either a minimal smoking cessation intervention from their family doctor or no intervention. An intervention was
considered to be “minimal” if it consisted of advice provided by a physician during a single consultation lasting less than 20
minutes (possibly in combination with an information leaﬂet) with at most one follow-up visit. The outcome of interest was












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Impact of physician advice in
smoking cessation
Risk ratio





 1.02 (0.06,16.08)  Slama (1990)   0.4
 1.11 (0.31,4.02)  Porter (1972)   1.7
 3.00 (1.10,8.15)  Demers (1990)   2.0
 1.02 (0.33,3.16)  Stewart (1982)   2.4
 0.95 (0.33,2.80)  Page (1986)   2.5
 3.55 (1.41,8.94)  Slama (1995)   2.8
 2.02 (0.89,4.61)  Haug (1994)   3.3
 4.56 (2.12,9.81)  Russell (1979)   3.1
 1.89 (0.96,3.72)  Wilson (1982)   4.5
 1.00 (0.47,2.14)  McDowell (1985)   4.6
 1.72 (0.92,3.22)  Janz (1987)   5.6
 2.33 (1.35,4.04)  Wilson (1990)   7.2
 1.68 (1.00,2.83)  Vetter (1990)   8.1
 1.58 (1.05,2.38)  Higashi (1995)  13.9
 1.06 (0.69,1.64)  Russell (1983)  15.2
 1.42 (1.03,1.96)  Jamrozik (1984)  22.6
 1.68 (1.44,1.95)  Overall (95% CI)
Figure 1. Forest plot for Example 1.
It appears that there is a signiﬁcant beneﬁt of such minimal intervention. The nonsigniﬁcance of the test for heterogeneity
suggests that the differences between the studies are explicable by random variation, although this test has low statistical power.
The L’Abb´ e plot provides an alternative way of displaying the data which allows inspection of the variability in experimental



















































































































































































































( See Figure 2 below
)
A funnel plot can be used to investigate the possibility that the studies which were included in the review were a biased






















































































( See Figure 3 below
)
Impact of physician advice in smoking cessation:



































































Figure 2. L’Abb´ e plot for Example 1. Figure 3. Funnel plot for Example 1.
Interpretation of funnel plots can be difﬁcult, as a certain degree of asymmetry is to be expected by chance.
Example 2
D’Agostino and Weintraub (1995) reported a meta-analysis of the effects of antihistamines in common cold preparations
on the severity of sneezing and runny nose. They combined data from nine randomized trials in which participants with new
colds were randomly assigned to an active antihistamine treatment or placebo. The effect of the treatment was measured as the
change in severity of runny nose following one day’s treatment. The trials used a variety of scales for measuring severity. DueStata Technical Bulletin 11







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Effect of antihistimines on cold severity
Standardised Mean diff.
-1.5 -1 -.5 0 .5 1 1.5
Study
 % Weight
 Standardised Mean diff.
 (95% CI)
 0.57 (-0.22,1.35)  1   2.5
 0.21 (-0.03,0.45)  2  26.0
 0.20 (-0.15,0.55)  3  12.5
 0.01 (-0.58,0.60)  4   4.4
 0.24 (-0.47,0.94)  5   3.0
 -0.17 (-0.61,0.27)  6   7.9
 0.93 (0.30,1.57)  7   3.7
 0.59 (-0.31,1.49)  8   1.9
 0.26 (0.06,0.46)  9  38.1
 0.23 (0.11,0.36)  Overall (95% CI)
Figure 4. Forest plot for Example 2.
The patients given antihistamines appear to have a greater reduction in severity of cold symptoms in the ﬁrst 24 hours of
treatment. Again the between-study differences are explicable by random variation.
Formulas
Individual study responses: binary outcomes
For study


















i (the number of participants in the










i (the number in the study). For the Peto method the individual



































































































] (the hypergeometric variance of
a
i).








































































































































































i) for that study.
Individual study responses: continuous outcomes






























































































There are three formulations of the standardized mean difference. The default is the measure suggested by Cohen (Cohen’s

















































































































































































Mantel–Haenszel methods for combining trials
For each study, the effect size from each trial
b
￿
i is given weight
w
























For combining odds ratios, each study’s
O
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For combining risk ratios, each study’s
R






























































































For risk differences, each study’s
R




































































































￿ is the log odds ratio, log relative risk or risk difference. Under the null hypothesis that there are no differences in




￿ 1 degrees of freedom.
Inverse variance methods for combining trials
Here, when considering odds ratios or risk ratios, we deﬁne the effect size
￿













D) itself. The individual effect sizes are weighted



















































The heterogeneity statistic is given by a similar formula as for the Mantel–Haenszel method, using the inverse variance



















Peto’s assumption free method for combining trials

































i is calculated using the approximate method described in the individual trial section, and the weights,
w
i are equal to the hypergeometric variances,
v
i.





















































DerSimonian and Laird random effect models
Under the random effect model, the assumption of a common treatment effect is relaxed, and the effect sizes are assumed





















































The estimate of the combined effect for heterogeneity may be taken as either the Mantel–Haenszel or the inverse variance





























































Note that in the case where the heterogeneity statistic


















% conﬁdence interval for
b


































￿ is the log odds ratio, log relative risk, risk difference, mean difference or standardized mean difference, and
￿ is the





















where the odds ratio or risk ratio is again considered on the log scale.
For odds ratios pooled by method of Mantel and Haenszel or Peto, an alternative test statistic is available, which is the
￿
2
test of the observed and expected events rate in the exposure group. The expectation and the variance of
a
i are as given earlier



























on one degree of freedom. Note that in the case of odds ratios pooled by method of Peto, the two test statistics are identical;
the
￿
2 test statistic is simply the square of the
z score.
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sg85 Moving summaries































































































m produces a new variable containing moving summaries of varname for overlapping windows of speciﬁed length.


















































e is to be used. It is in fact a required option. See the table below. Note










) contains the 50th percentile (median).
# meaning # meaning
1 number of observations 10 50th percentile (median)
2 sum of weight 11 75th percentile
3 mean 12 90th percentile
4 variance 13 95th percentile
5 minimum 14 skewness
6 maximum 15 kurtosis
7 5th percentile 16 1st percentile
8 10th percentile 17 99th percentile








) speciﬁes the length of the window, which should be an integer at least 2. The default is 3. By default, results for
odd-length windows are placed in the middle of the window and results for even-length windows are placed at the end of









d forces results to be placed at the end of the window.
m
i
d forces results to be placed in the middle of the window, or in the case of windows of even length just after it: in the 2nd








































) speciﬁes the user’s own weights for values in the window. These should be numbers separated by spaces (not
















































p speciﬁes that beginning and end values should be calculated by wrapping around. Thus with window length 3 and 12
observations the window for observation 1 would be 12, 1, 2 and the window for observation 12 would be 11, 12, 1. The








m will principally be useful for processing variables which are time series, such as temperatures or sales measured at
or for different points or periods of time. However, it could also be applied to similar one-dimensional spatial series, if instead
of time we have say some measure of distance or depth, or more generally to any response that has been sorted according to
the value of some covariate. In what follows, it is assumed that the user has observations already sorted according to time or












m takes no account of the exact spacing of the observations. In most applications, the data will come







m may still provide useful results, but it
should be remembered that the window may vary in length (in time, space, whatever), even though it contains a ﬁxed number
of observations.
In time series analysis, it is common, especially for basic descriptive or exploratory work, to summarize the series within a








m is concerned with windows that overlap. For example, if the window is of length 7, the ﬁrst window







m could also be used for calculations involving
















Most frequently, the summary calculated in each window is some measure of level, such as a mean or median. In particular,
various means, whether weighted or not, are called moving averages or running means. More generally, the calculation of the
moving measure of level is often called smoothing or ﬁltering. Smoothing is a large area within statistical science and many




































h also allows one








4. Those weights are binomial
coefﬁcients 1
: 2
: 1, divided by their sum 4, so that they add to 1. By repeated applications of Hanning, any desired binomial














t command published in Cox (1997).
Other moving averages could be implemented in Stata by ad hoc one-line commands. Suppose you wanted equally-weighted
averages of a variable


















































is one direct way to do it. Note that there is a minor issue: where should the result be put? In this case, the average is put at




4 will contain some missing values, in this case at the beginning
of the series, because for the ﬁrst three observations there are fewer than 4 values to use. In some cases, it may be important to
ﬁll in missing values in some way, but frequently people do not bother, because the aim of the procedure is just to get an idea
of the general structure of the data, and a lack of results at either end of the series is thus of little concern.Stata Technical Bulletin 17
























































































because the ﬁrst is much more direct than the second or third.
However, even though Stata is typically quicker doing the direct calculation, the difference in time is often much less than




























h, given that windows can be any length desired, the result can be put at
the end or in the middle of the window, and weights within the window can be speciﬁed.







m has an idea of the natural place to put its results. If the length of the window







m puts results by default. If the length
of the window is even (2, 4, 6, etc.), there is no such midpoint. In any case, my guess is that most people using even-length
windows are likely to be economists and others using monthly or quarterly data and thus windows of length 4 or 12. The








m puts its results at the end of each window, which seems the natural place. If you disagree with these
choices for defaults, you can override them by using either the
e
n
























































































surgery at either end of the series to replace missing values. If that is important to you, check out those commands, or devise
your own surgery.
Second, although it is less common in practice than the calculation of moving averages, other summary statistics may be
























). The full list is








































































































































but by the time you have typed the longer command, the difference is immaterial.
The list of results obtainable implies other possibilities. If you wanted a moving standard deviation for windows of length































































). If you wanted a moving interquartile range for windows of length 7,













































































































m allows the special treatment that is often appropriate for periodic variables. If time is time of year or time
of day, then that scale is circular. January follows December just as February follows January. Hence it may seem sensible that




p option speciﬁes that beginning and end values should be calculated in this way. Thus with a18 Stata Technical Bulletin STB-44
window of 3 and 12 observations, the window for observation 1 would be 12, 1, 2 and the window for observation 12 would







m temporarily creates enough extra observations to ensure that the user has a complete set of results.


















































m is to create variables for graphing or other analysis. As a real example, we use data










a, which contains average temperatures for each year from 1851 to 1997 for the world
and the Northern and Southern hemispheres. Each temperature variable is expressed as deviations from the 1961–90 mean, in
























































We generate binomially weighted means and standard deviations for window lengths of 21 years. The binomial weighting








































































































































































































The means and standard deviations are plotted at the center of each window. While changes in the mean are striking, the
standard deviation appears to ﬂuctuate around a constant value.
References
Cox, N. J. 1997. gr22: Binomial smoothing plot. Stata Technical Bulletin 35: 7–9. Reprinted in The Stata Technical Bulletin Reprints, vol. 6,
pp. 36–38.
sg86 Continuation-ratio models for ordinal response data
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Background
In modeling an ordinal outcome (with
J categories), it is often reasonable to think of some continuum underlying the
categories of the ordinal scale. The observations are then thought of as being crude measures of a response variable that is deﬁned
on the underlying continuum but is unmeasurable. Each ordinal observation indicates that the underlying response variable lies
between two “cut-points” on the continuum. There are
J
￿ 1 cut-points in total, dividing the continuum into
J separate parts,
each corresponding to an outcome category.












































t. The only difference between
the models ﬁtted by these commands is in the link function used to transform the cumulative probabilities to a continuum where
they can be modeled by a linear combination of explanatory effects. The former command ﬁts a model that employs the logitStata Technical Bulletin 19







o, it is possible to ﬁt a third model which uses
the complementary-log-log link function.







o is to make available an alternative type of model, based on quantities other




























































and motivation for their use is given by McCullagh and Nelder (1989). To summarize their discussion, consider an ordinal
response
Y , the number of inseminations required for a milch cow to become pregnant. This outcome is the manifest of a series
of binary outcomes, success or failure of artiﬁcial insemination, observed on the ﬁrst, second, third, etc. attempted insemination.
Starting with
n cows, each with probability
￿
1 of getting pregnant from the ﬁrst insemination, suppose we observe a total of
y
1


































of getting pregnant. This sequence continues until all cows are pregnant.
Now consider a binary regression model for each insemination
j (assuming all cows are pregnant after the fourth insemination).
If the row vector
x
i contains values of explanatory variables for the
ith cow and
￿
j is a parameter vector describing the effect















































































= 1 and the
￿













































































































































for the ordinal responses
Y





































is used to ﬁt the continuation-ratio model. Note that this is in fact the product of the likelihood functions, hence ﬁtting the
continuation-ratio model by maximum likelihood can be achieved using a routine for binary regression.
The sign in the continuation-ratio model is reversed from those in the binary regression models so that the effect parameters
are positive if they cause a shift to higher categories (and hence are qualitatively similar to those from a cumulative probability

































where the explanatory effects are assumed to be constant across the response categories. An option is provided to test this
assumption of constancy of effects by inspecting the likelihood-ratio between the ﬁrst and third models above. Three link20 Stata Technical Bulletin STB-44
functions are available with the command; logit, probit and complementary-log-log. The
￿ parameters from the logit model can
be interpreted as log odds ratios of continuation-ratio probabilities and an option is provided to display these as odds ratios.
A curiosity in the family of continuation-ratio models is the fact that the complementary-log-log link model is equivalent
to the cumulative probability counterpart (as demonstrated in L¨ a¨ ar¨ a and Matthews 1985). While the explanatory effects in both
models are equal, the
￿
j parameters of the continuation-ratio complementary-log-log model are transformations of the cut-point























































































































o and provide a very useful way of dealing with data that are stored in a contingency table







o shares most features of estimation commands; see [U] 26 Estimation and post-estimation commands. To obtain




























































m displays the exponentiated coefﬁcients with corresponding standard errors and conﬁdence intervals as described in
[R] maximize. For the logit link, exponentiation results in odds ratios of continuation-ratio probabilities; for the cloglog




t requests the calculation of the likelihood-ratio test of whether the effects of the explanatory variables are constant across


































e requests the ﬁtting of the continuation-ratio cloglog model and the display of the cut-points from the equivalent
ordered cloglog model.
Options for use with ocrpred
x












b requests the predicted probabilities for each response category. There should be
J names supplied in newvarlist where
J
is the value of
$
S







o command. An easy way of doing


















Example: Pneumoconiosis in miners
We consider the data presented by McCullagh and Nelder (1989, 179) on the relationship between exposure in years and
the degree of pneumoconiosis in coalface workers.







































e. We follow McCullagh and Nelder in ﬁtting



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2 statistic at the top of the output summarizes the improvement in ﬁt over a model which contains no explanatory
effects. The pseudo-
R








e and should be used as a rough guide only to
describe how much of the variation in the outcome is described by the current model. The ﬁtted probabilities for each category


















































J. The log-likelihood for the model can then be

























































































































































































o ﬁts a model, the original data vectors of length













1 Log-likelihood ratio for test of effect constancy assumption
S
2 Test degrees of freedom
S
3 Number of distinct response categories (with nonzero counts)




t option is speciﬁed.
Discussion
While the cumulative probability models may be used to model any ordinal response, interpretation of the model parameters
is most straightforward for those ordinal responses which can be thought of as crude representations of some underlying continuous
unobserved variable. The models are an appealing choice when the response categories are not of interest in their own right but







o can also be employed to
model any ordinal response but their interpretation is most straightforward when the ordinal scale represents a series of binary
outcomes. These models are most appealing when the speciﬁc categories of the response scale are of interest in their own right.
References
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sg87 Windmeijer’s goodness-of-ﬁt test for logistic regression
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i runs over the covariate patterns,
m
i is the number of replications under
i,
y




i the estimated probability of success in
i.
It is useful to distinguish two cases. In the ﬁrst case, the number
m
i of observations with the same covariate pattern
(replications), and hence the same expected probability, is “large” for every
i. This is typically the case if there are only a few








of freedom, where again
m is the number of covariate patterns, and
p is the number of (independently) ﬁtted parameters. Hosmer
and Lemeshow (1989) refer to this result as





In the second case, there are only rare observations with the same covariate pattern (“replications”). This is usually the
case with continuous covariates or with many discrete covariates. In this case, it is not useful to aggregate within covariate
pattern, and we write
m
i
= 1 for each
i,a n ds o
m equals the number of observations
n. Without providing a formal theory,







p degrees of freedom (cf. Hosmer and Lemeshow 1989
on
n-asymptotics). Below, I will refer to this test as the Pearson test. Hosmer and Lemeshow provide a
X
2-like test statistic
in which observations are grouped on the predicted probabilities rather than on the covariates. Again, a distribution theory on





￿ 2 degrees of freedom, where













Thus, both goodness-of-ﬁt tests for logistic regression with continuous covariates that are currently supported by Stata
lack a ﬁrm formal basis in statistical theory. It seems to be little known that McCullagh (1986) and Windmeijer (1990) have
derived asymptotic theory for the
X
2-statistic for discrete choice models such as the logistic regression model. This theory is
directly applicable to cases with continuous covariates. In particular, these authors show that under suitable regularity conditions a
normalization of
X












































































































is the mean Fisher-information. Using this asymptotic result, one could construct a goodness-of-ﬁt test that rejects a logistic
regression model if
H





= 0.05). Rejecting the model by itself does not, of course, suggest
improved models. For instance, important variables may be missing, the logit link may not be appropriate, etc.
A number of remarks on this asymptotic result and the associated test are in order. First,
￿
2
n is in general not equal to 2,
as would be expected if the
X
2 itself was approximately
￿





are easily constructed in which the
￿










n does not depend directly on the number of observations and



















)Stata Technical Bulletin 23
which is asymptotically true for large degrees of freedom
k, but not accurate for small
k (See Hoaglin 1977 for details and
improved normal approximations of the
￿







reasonably accurate for very large numbers of observations only. Third,
v







suggests excluding observations with extreme (estimated) probabilities in computing
H
n (see the option
e
p







Windmeijer (1990) also derives the normalizing constants of Pearson’s
X







t in Stata) and complementary-log-regression. Windmeijer (1994) generalizes these results to a












t in Stata). Currently,
Stata does not provide goodness-of-ﬁt statistics for the polytomous case. I hope to provide implementations of Windmeijer’s
goodness-of-ﬁt tests in the near future.




































































s are excluded from computing the
X
2













t command in the Stata Reference Manual.
These data come from a study of the risk factors associated with low birth weight. After estimating a logistic regression model







































































































































































































































































































































































































































































































































2,w ea l s o
include the invalid approximate







) distribution, including a warning message that it will generally
be too inaccurate to be of any practical use.
Example 2






2 and as a step towards the analysis of the conditions under which
different goodness-of-ﬁt statistics are appropriate, I conducted some simple Monte Carlo simulation studies that
1. study the distribution of Pearson’s
X
2 and Windmeijer’s






2) for different sample sizes, and
2. compare the goodness-of-ﬁt tests due to Pearson, Hosmer and Lemeshow, and Windmeijer.24 Stata Technical Bulletin STB-44








































For each of these simulated datasets, the true logistic regression model with covariate














)-distributed using an Anderson–Darling test (Royston 1996). In the next table, we report some





















40 39.4 16.6 .86 6.60 .059 .049 .027 73.0 .000
100 99.5 41.0 1.04 4.93 .076 .042 .014 2.2 .069





2 distributed, the variance of
X
2 would be approximately twice the mean of
X
2.F r o mt h e
second and third column of the table it is obvious that the
￿
2 distribution is indeed a very poor approximation of
X
2.F r o mt h e








= 100 and, in particular, for
n
= 1000; the variance of
H is approximately twice the mean of
H;t h e
tail-probabilities of
H are reasonably close to the nominal levels, and Anderson–Darling’s test rejects
H
0 only barely (
n
= 100)
or not at all (
n







H is very poor indeed.
In our second experiment, we elaborate on one of the examples of Windmeijer (1990). Here synthetic datasets are constructed

















































On a synthetic dataset, I estimated a logistic regression model with













￿ measures the extent to which
the estimated model is misspeciﬁed. For various values of
￿, 1000 datasets were generated, the logistic regression model was







Above, I discussed the suspicion that Windmeijer’s asymptotic result may be accurate only for large number of observations.
Thus, in the simulation I varied the sample size between 40 and 1000. Finally, since all inference in the logistic regression model
is conditional on the covariates, as in the ﬁrst example, the
z covariates were generated only once for each sample size.











l that facilitates conducting full-factorial parameterized Monte






2, one should write a simulation
















s, and issue a simulation command




































2, the main part of the code
for running the simulation is listed below. (The actual code is slightly more complicated because it has to deal adequately with
the case in which
z perfectly predicts














































































































































































































































































































































































































































































































































































































































































d of the random generator to ensure that results will be reproducible, and generate
a common variate



































































s running over the


































































































































































































































































































. (output omitted )

























































































































































The table below describes the proportions of simulations in which the respective tests rejected the logistic regression model













￿ .100 .050 .010 .100 .050 .010 .100 .050 .010
0 .034 .017 .012 .119 .050 .012 .067 .047 .029
0.25 .010 .003 .002 .112 .056 .005 .042 .024 .009
40 0.50 .004 .000 .000 .136 .068 .009 .062 .025 .005
0.75 .005 .003 .002 .228 .113 .018 .103 .051 .012
1.00 .006 .004 .002 .310 .169 .025 .189 .113 .024
0 .011 .007 .003 .077 .042 .008 .030 .020 .012
0.25 .012 .009 .004 .083 .033 .006 .039 .028 .011
100 0.50 .015 .008 .003 .071 .036 .005 .029 .020 .008
0.75 .025 .014 .008 .074 .038 .010 .036 .027 .018
1.00 .027 .019 .008 .092 .043 .006 .030 .022 .013
0 .000 .000 .000 .096 .050 .008 .109 .064 .022
0.25 .000 .000 .000 .578 .457 .217 .597 .457 .205
1000 0.50 .000 .000 .000 .998 .995 .965 .966 .931 .819
0.75 .000 .000 .000 1.000 1.000 1.000 .949 .927 .864
1.00 .000 .000 .000 1.000 1.000 1.000 .712 .655 .53526 Stata Technical Bulletin STB-44
Again, we see that the Pearson test performs very badly. The difference between the Hosmer–Lemeshow and Windmeijer
tests are rather small. Windmeijer’s test seems to be less biased than the test by Hosmer–Lemeshow, e.g., the probability of
invalid rejections of
H
0 is closer to the signiﬁcance level
￿ for Windmeijer’s test than for the Hosmer–Lemeshow test. On
the other hand, the Hosmer–Lemeshow test seems to be somewhat more powerful in detecting omitted variables. Note that the
power of the Windmeijer test seems to be nonmonotonic in the size of the omitted variable. I encountered this curious fact also
in a number of other simulations that are not reported here. Finally, at the relatively small sample sizes 40 and 100, all tests had
substantial biases and little power.
It is tempting to interpret this table as “Hosmer–Lemeshow and Windmeijer’s test are roughly equivalent,” and, hence, we
can restrict to using one of these goodness-of-ﬁt tests. This is of course not valid since the tests are not as highly correlated
























Thus, the tests by Hosmer–Lemeshow and by Windmeijer are rank-correlated at a modest level of .32. Consequently, it
makes good sense to use both tests.
Example 3
In the third simulation, I compare the power of the three goodness-of-ﬁt tests against a misspeciﬁcation of the link function.








t command) since that may be expected to be more powerful










































































































Note that the probit-link is scaled by a constant 1.6 to make the probit link as much as possible comparable to the logit link. The






) in order to make the marginal distributions of
y under the three link-speciﬁcations







= .5 in each case).
In the simulation, we again varied sample size between 40, 100, and 1000. For each synthetic dataset, a logistic regression
model with covariates 1 and
x was ﬁt, and the three goodness-of-ﬁt tests and the link test were computed at the signiﬁcance
levels .10, .05, and .01. In the next table, proportions of rejections among 1000 replications are reported.
Pearson Hosmer–Lemeshow Windmeijer link test
n link .10 .05 .01 .10 .05 .01 .10 .05 .01 .10 .05 .01
logit .030 .018 .012 .090 .043 .006 .060 .046 .027 .090 .047 .001
40 probit .027 .014 .003 .089 .033 .004 .031 .019 .009 .068 .023 .001
comp-log .086 .056 .025 .105 .057 .013 .051 .036 .025 .090 .042 .003
logit .005 .003 .003 .113 .042 .003 .045 .028 .016 .069 .025 .005
100 probit .006 .004 .001 .109 .050 .013 .031 .020 .007 .051 .019 .001
comp-log .019 .017 .012 .082 .039 .010 .000 .000 .000 .043 .012 .001
logit .001 .000 .000 .077 .041 .007 .085 .041 .011 .085 .040 .012
1000 probit .000 .000 .000 .107 .052 .012 .102 .041 .004 .091 .045 .006
comp-log .097 .051 .013 .275 .182 .062 .170 .118 .058 .560 .415 .195
The conclusions on the tests by Pearson, Hosmer–Lemeshow, and Windmeijer are comparable to the previous experiment:
Pearson performs poorly. Windmeijer’s test has less bias than Hosmer–Lemeshow, but Hosmer–Lemeshow is more powerful.
The logit link and the probit link cannot be distinguished by any of the tests. The dedicated link test is more powerful than the
omnibus goodness-of-ﬁt tests for the complementary-log misspeciﬁcation of the link function.Stata Technical Bulletin 27
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sg88 Estimating generalized ordered logit models























what is called the proportional odds assumption on the data. The generalized ordered logit model relaxes this assumption. The








t relaxes the proportional odds assumption by allowing the effects of the explanatory variables to
vary with the point where the categories of the dependent variable are dichotomized.
Researchers have given the generalized ordered logit model brief attention (e.g., Agresti 1984, Brant 1990, Clogg and
Shihadeh 1994, McCullagh and Nelder 1989, Maddala 1983), but usually pass over it in favor of the more restrictive proportional





























































































































t command is used to produce starting values. The actual











) speciﬁes that the observations are independent across groups (clusters) but not necessarily within groups.









) in data with repeated observations






















































r reports the estimated coefﬁcients transformed to odds ratios, i.e., exp(b) rather than b. Standard errors and conﬁdence intervals
are similarly transformed. This option affects how results are displayed, not how they are estimated.
o
r may be speciﬁed






t speciﬁes the Huber–White sandwich estimator of variance is to be used in place of the traditional calculation; see [U] 26.10













r allows observations which are not independent
within cluster (although they may be independent between clusters).28 Stata Technical Bulletin STB-44
Remarks
More formally, suppose we have an ordinal dependent variable









ordered logit model estimates a set of coefﬁcients and a constant for each of the
m
￿ 1 points at which the dependent variable
can be dichotomized. These sets of coefﬁcients
B























From this set of cumulative distribution functions, it is straightforward to derive formulas for the probabilities that
Y will


























































































The generalized ordered logit model uses the logistic distribution as the cumulative distribution, although other distributions





































t command restricts the
B









Note that unlike models such as OLS regression and binary logit, the generalized ordered logit model imposes explicit
restrictions on the range of the
X variables. Since probabilities are by deﬁnition constrained to be between 0 and 1, valid
combinations of the







































































































































































































































































t, let us combine the two lowest categories (poor, fair) with the middle
category (average). The new variable has three categories: average or worse, good, and excellent. Here is a table of the data we
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Assume that we wish to know if repair records are related to where the car was manufactured (foreign or domestic), its






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1 correspond to the ﬁrst dividing point, between average or worse and good. The





2 correspond to the second dividing point, between good and excellent.
In essence, the coefﬁcients correspond to the two possible cumulative binary logits that can be formed from this three-category





1 correspond to the logit formed from the two categories (good, excellent) and





2 correspond to the logit formed from the two categories (excellent) and (good,







t would produce additional panels of coefﬁcients
corresponding to the additional dividing points.
The estimates indicate that foreign cars are signiﬁcantly more likely than domestic cars to have 1978 repair records that
are good or excellent instead of average or worse. However, foreign and domestic cars do not differ in the likelihood of having
excellent instead of good or worse repair records.
Longer cars are more likely to have excellent repair records than to have good or worse repair records, although length has
no effect on the likelihood of a car having an average or worse versus a good or better repair record.
Cars with larger engine displacements are more likely to have good or worse repair records than to have excellent repair
records. However, engine displacement has no effect on the likelihood of being above or below the other dividing point, between
average or worse and good.
These results indicate that the relationship between repair record and the explanatory variables is quite complex. None of
the explanatory variables has a consistent, uniform effect on repair record. Thus, it would be inappropriate to conclude that
foreign cars have better repair records, although these results would justify the conclusion that foreign cars are more likely than
domestic cars to have good or excellent instead of average or worse repair records.






t is a bit easier to interpret, we may wish to see if these data violate
































































































































































The chi-square statistic is signiﬁcant at conventional levels, suggesting that these data do violate the proportional odds
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sg89 Adjusted predictions and probabilities after estimation





































































































































































































































t provides adjusted predictions of
x
￿ (the means in a linear-regression setting) or
probabilities (available after certain estimation commands). The estimate is computed for each level of the
b
y variable(s) setting
the variable(s) speciﬁed in var [= #][ var [= #] ...] to their mean or to the speciﬁed number if the = # part is used. Variables
used in the estimation command but not included in either the
b






t variable list are left at their current














) is required and speciﬁes the variable(s) whose levels determine the subsets of the data for which adjusted predictions
are to be computed. The variables in the
b
y option are not required to be involved in the original estimation command.
x
b indicates that the linear prediction from the estimation command is to be used. This produces predicted values (means in the









t. Realize that depending on the estimation command,
the
x
b values may not be in the original units of the dependent variable.
p
r is an alternative to
x
b and indicates that predicted probabilities are to be computed. The
p































































p, the default, uses the standard






f uses the standard error of the forecast which




f may be speciﬁed only with the
x
b option and after


























































) generates one or two new variables. If one variable is speciﬁed, then the adjusted predictions
for each observation are generated in newvar1 (holding the appropriate variables to their means or other speciﬁed values).
If
p
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Remarks




n, then you will generally want to use






t. However, there may be legitimate reasons for using different data to perform the estimation
and to obtain adjusted predictions.






t is after using
x







to specify a categorical variable both in the variable list being set to a speciﬁc value and as a
b
y variable. This is helpful in
examining the predictions for several groups as if they were set at a particular group’s value (possibly also holding some other




























































































p whose latest versions are illustrated in STB-43 (Garrett 1998). There are some





























c and are not






t does not perform the estimation command, but instead is a

















y variables that were not used in the





















p compute conﬁdence intervals and optionally display



















t. It sets up the values at which













t does not provide conﬁdence intervals















t would produce them.













t command options that allow







p can be speciﬁed for control over the ﬁnal
appearance of the table. These output control options are not used in the examples that follow.
Examples








Let’s pretend that we want to understand automobile price as a function of whether the car was manufactured domestically.



























































































































































































































These average prices do not seem very far apart. However, we really don’t think that these averages are telling us the full story
since there are other variables that have impact on the price of automobiles. As an (admittedly fake) ﬁrst attempt at modeling
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g under this regression model. We decide to compare them with these three variables set at











































































































































































































































































































































































































































We see that under this regression model foreign cars are predicted to be more expensive than domestic cars when compared at













n. The prediction standard errors are also presented in the output. What if instead












































































































































































































































































































































































































































Understand the difference between these two tables. The reported means are the same but their reported standard errors differ.




p, the standard error of the linear prediction. This standard error measures our uncertainty as to the mean
and that uncertainty is caused by our uncertainty of the estimated model coefﬁcients. Were our model estimated on an inﬁnite
population, we would be certain as to the model’s coefﬁcients and hence the mean of each population. These standard errors
would then be zero.




p standard errors were zero—we would be uncertain as to the














In the second table the reported standard errors are noticeably larger than those in the ﬁrst. These standard errors reﬂect our








￿. This uncertainty is based on our uncertainty as to the mean itself,
￿
￿—the prediction’s standard error—and the inherent uncertainty because of the unmeasured characteristics of the individual
cars themselves,
￿
￿, the residual standard error. These two components, appropriately combined, are called the forecast standard
error.
We might also want to know the predicted cost for domestic and foreign cars when some of the variables are set at particular













t is at its mean value,









































































































































































































































































































































































































r option simply to illustrate that including it suppresses any standard error calculation. In practice,























n variable is left alone: meaning it takes on the values
























































































































































































































































































































































































































































































) generated prediction and error variables that we can use subsequently. Lets take a look at a few
























































































































































































































































































































































































































































































































































































































t substitutes certain values for some or all






t command. The ﬁrst produces predicted
values for the cars. The second produces predicted values for the cars with certain characteristics changed.










































































































































































































































































































































































































































































































































































































































































































t. Up to seven-way tables are possible.















t are not the same as in the previous runs.












does casewise deletion when confronted with missing values.























































































































































































































































































































































































































































































In this table we are obtaining the predicted prices of all cars as if they were domestic. The $6,177 prediction, for instance,
is the average predicted price of our sample of foreign cars were they instead domestic and if they had average weight. The







n and we left these differences just as we observed them.







































































































































































































































































































































































































































































n between the domestic and foreign car
samples: 9399.066
￿ 8018.522
= 1380.544 or 6177.651
￿ 4797.107
= 1380.544.











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































-Stata Technical Bulletin 35
Now we wish to return to our two-way adjusted table in Example 1 and perform the same kind of adjusted predictions under













n to vary and obtain the predictions



















































































































































































































































































































































































































































































































































































































































































































8 variable in the
b
y option. You will notice that the output says that the
x
i


















still produces the results we desire.
If you have used
x
i in your estimation command, you can freely use the original variables that
x
i operated on in the
b
y
option. The same is not true for setting these variables to speciﬁc values. In that case you must use the names produced by
x
i.
As an example lets say that we wish to create the same adjusted prediction table as before but we now want to treat all the data













































































































































































































































































































































































































































































































































































































































































































































































If you wanted to do the same thing except set the repair record to 1 (the level dropped by
x







you set all the
x










































































( output omitted )





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































r is available after only a handful of estimation









Garrett, J. M. 1998. sg33.1: Enhancements for calculation of adjusted means and adjusted proportions. Stata Technical Bulletin 43: 16–24.
ssa12 Predicted survival curves for the Cox proportional hazards model
Joanne M. Garrett, University of North Carolina at Chapel Hill, FAX 919-966-2274, garrettj@med.unc.edu
After ﬁtting a Cox proportional hazards model, we often want to graph the survival probabilities by different categories
of a nominal independent variable, adjusted for other variables in the model. These predictions are based on a single baseline








h gives us graphs based






a option), using the Kaplan–Meier estimates derived from separate baseline hazards
for these categories (see [R] sts graph). If a variable violates the proportional hazards assumption, the stratiﬁed model and the
Kaplan–Meier graph would be the appropriate result to report. However, if we want to report hazard ratios and not stratify, we





























































) is a nominal independent variable; separate predicted survival curves are plotted for categories of this variable.












) adjusts the estimates for covariates; any variables listed are centered by default before estimation based on the











































t from showing the key
s
t variables.
























are not speciﬁed, default symbols are used and points are not connected.









o, which graphs the adjusted Kaplan–Meier estimates. The only















































) graphs a separate curve for each category of varlist; produces separate survivor functions by making separate












) graphs a separate curve for each category of varlist; stratiﬁed estimates (equal coefﬁcients across strata but




















) adjusts the estimates for covariates; any variables listed are centered by default before estimation based on the





































= no). Half the patients receive a new experimental









= drug A, 0
= standard). White blood cell count,



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































c. We see, both from the graph in Figure 1 and the model,






























































 trtment1==Standard  trtment1==Drug A































































Survivor functions, by trtment1
adjusted for lnwbcc
Weeks in Remission








Figure 2. Kaplan–Meier version of the plot in Figure 1.








1 does not violate the proportional hazards assumption. There are subtle
differences, however. The Cox model predicts survival probabilities for all time points for each group, whether there are failures
at those time points or not. For instance, notice in the Kaplan–Meier graph in Figure 2 that there are no failures for Drug A
before 6 weeks or estimates for the standard drug after 23 weeks. This happens because no patients in the Drug A group relapse
until 6 weeks, and all the patients in the standard drug group have relapsed by 23 weeks. However, in Figure 1 we see predicted
survival probabilities for these time points, even though observed failures have not occurred.
Example 2































1. We use the default symbols, connected with steps, and print the







t. Normal white blood cell count defaults to the reference
category,
x








= 2) to normal
patients, and
x








= 3) to normal patients.































































































































































































































































































































































































































































































































































































































































































































 wbc3cat==Normal  wbc3cat==Moderate
 wbc3cat==High



























As we can see from Figure 3 and the hazard ratios in the Cox regression table, higher levels of white blood cell counts
dramatically increase the rate of relapse.
Example 3







































category (Drug B versus standard). The variable
x






































































































































































































































































































































































































































































































































































































































































 trtment2==Standard  trtment2==Drug B


















e by treatment category.
Although the hazard ratio is less than one (HR
= 0.79), implying patients are going out of remission at a slower rate when
on Drug B, the estimate is not signiﬁcant (
p
= 0.566). This is conﬁrmed in Figure 4 where the survival curves are very similar



































Survivor functions, by trtment2
adjusted for lnwbcc
Weeks in Remission








Figure 5. Kaplan–Meier version of Figure 4.
It appears in this graph that patients on Drug B go out of remission more quickly in the earlier weeks of the study (before
week 10), but for patients still in remission at 10 weeks, Drug B may work better than the standard drug. The survival curves
cross. We don’t see this pattern in Figure 4, where every point estimate for the standard treatment is below the point estimate
for Drug B—a constraint imposed by the model. This is an example where reporting the hazard ratio and graph from the Cox
model would be misleading.42 Stata Technical Bulletin STB-44
STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
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Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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