Abstract-A framework for performing fast online contingency selection in unbalanced power systems is presented in this paper. Selection methods are typically based on the principle of identifying the effect of contingencies on multiple normalized performance indices and ranking them using the results. Presently used performance indices are highly nonlinear and they are known to mask the effects of single contingencies leading to misclassifications. In this paper, we propose two new methods, one relying on margin-based performance indices and another based on state sensitivity. New performance indices are proposed based on margins of 1) circuit loading, 2) bus voltages, and 3) reactive power. In addition, a state sensitivity method is proposed which estimates a system's post contingency operating state via a single iteration of the quadratized power flow model and provides estimates of post contingency line loading, bus voltages, and reactive power levels. Numerical experiments on a three phase version of the IEEE Reliability Test System show that the proposed performance indices yield more accurate results, at a computational cost comparable to a single power flow iteration. The state sensitivity method is more accurate in identifying critical contingencies but its computational cost is higher. The method has been also demonstrated in the larger PEGASE systems.
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I. INTRODUCTION
The changing landscape in the electric power industry is associated with changing requirements in security monitoring and its associated impact on the operational reliability of the system. Gradual load increases, variable generation (wind, PV), aging infrastructure [1] , as well as the restructuring of electricity markets [2] , which is accompanied by strict separation of the power supply, transmission, distribution and operation entities, may threaten the reliable operation of the power system. Online security analysis [3] can be critical to evaluate power system security and prevent potential blackouts [1] .
A basic problem in security assessment is the identification and selection of the contingencies that are critical to system security. The contingency selection problem was introduced in 1979 [4] , and its importance to system security was documented [5] . NERC [6] mandates the secure operation of the system under any credible contingency. Solving a full AC power flow for each potential outage may impose a sizable computational burden, thus making online security analysis challenging. Contingency selection is a methodology to identify those contingencies that are potentially hazardous and then limit the analysis to these contingencies only. Contingency selection must be efficient for practical systems and it is of paramount importance in enabling online security assessment as well as planning studies [7] , [8] . It is also used for screening contingencies in Voltage Security Assessment [9] and Dynamic Security Assessment [10] applications. Fast contingency filters are also extremely important building blocks of algorithms that address the security constrained optimal power flow problem [11] .
Contingency selection methods proposed in the literature can be divided into four main categories: (i) Performance index (PI) methods [12] , [13] that choose a PI function that describes a measure of system security and then rank contingencies based on the post contingency PI value, often using a first-order estimate, (ii) concentric relaxation methods [7] , [14] that are based on the assumption that only a local area around the outage is affected by it, and a subsequent gradual relaxation of that assumption to increase accuracy, (iii) bounding methods [15] , [16] which filter out non-critical contingencies by incrementally bounding the post-contingency branch flows solving the power flow equations in an appropriately chosen sub-network, (iv) sparsity-oriented compensation methods [17] , [18] or partial refactorization methods [19] that find the exact post-contingency solution either by determining the effects of topological changes on power flows, through the use of compensation methods, or by performing Jacobean re-factorization in an efficient manner. PI methods typically require a much lower computational effort, but are plagued by the reduced accuracy of the first-order estimates [7] . The reason is that the PI function is a highly nonlinear function, the traditional power flow equations are nonlinear, and additional nonlinearities, such as generator reactive limits and load tap changer limits may be present [20] . For this purpose, hybrid methods have been proposed, combining the speed of PI methods with the accuracy of compensation methods [20] , [21] .
While the existing literature has covered the topic of contingency selection and analysis for balanced networks using singlephase equivalent models for power system components, the application of contingency selection methodologies in unbalanced networks remains an unexplored area. Furthermore, existing PI methods use metrics such as the post-contingency real power line flows or the post contingency voltage deviation and reactive power injections [22] . However, for transmission lines, the actual thermal constraint is expressed in terms of line current, and not line apparent power flow, hence the existing PI methods are potentially inaccurate predictors of post-contingency line limit violations when voltages are abnormal.
The methodologies proposed in this paper combine accuracy and speed and allow reliable selection of critical contingencies. The proposed margin indices: (1) directly quantify the distance from constraint violation and (2) the constraint is expressed in terms of the actual constraint physical quantity, for example electric current for thermal limits. The need for this approach is motivated by the fact that actual power transmission systems exhibit imbalance and they are limited by ampacity. Fig. 1 illustrates a snapshot of a 345 kV transmission system. Note current imbalances as high as 23.9%, 7.7% and 7.09% for the three circuits respectively.
The three-phase formulation allows separate treatment of each phase, addressing unbalanced cases. Second, the proposed state sensitivity method is characterized by decreased computations, due to the application of the compensation method for low-rank corrections of the Jacobean [17] . Furthermore, the proposed methods assign a different weight to each constraint, based on the pre-outage proximity to the limit. Finally, both the index-based filtering and the state sensitivity indices discussed here constitute an extension and improvement of current filtering techniques [23] , [24] , with respect to accuracy and speed.
The proposed methodologies have been implemented using a three-phase unbalanced solver (quadratized power flow) and are applicable to unbalanced power system operation. Results on accuracy and execution time in various systems highlight the applicability of the discussed contingency filters. A detailed examination of contingency analysis results on the IEEE 72 bus system also helps reveal the potential need for three phase security analysis in transmission networks. The performance of the methods in large systems is demonstrated on the PEGASE systems. The paper is organized as follows. The legacy first order PI-based approximation method, as well as the proposed margin indices are introduced in Section II. A multi-criterion (margin-based) contingency selection framework is shown in Section III. The proposed direct state sensitivity contingency selection is discussed in Section IV. The accuracy and speed of the contingency selection on the IEEE Reliability Test Systems (RTS) is demonstrated in Section V. Concluding remarks, as well as suggestions for future work, are offered in Section VI.
Regarding notation, note that the subscript 0 denotes the value of each quantity before any outage occurs and the superscript (j-) denotes the value of each quantity after the outage of device j.
II. PROPOSED MARGIN INDEX METHOD
The legacy PI methods are described in the literature. One of the traditional criteria described in [12] is the following:
(
In the generalized contingency selection method discussed here, the effect of contingencies must be modeled in the device level, and the system level effects of the outage will be determined upon combining and solving the system level equations (network model). The proposed contingency modeling approach as well as the proposed approximate first-order PI method is discussed in this section.
A. Contingency Modeling
In order to model the effects of the contingencies in the device level, the use of contingency control variables u has been proposed [20] , [25] . These are defined as follows:
Using the contingency control variable approach, each device model is extended to include the device outage model, in addition to the standard operational model of the device, obtaining the device switching model (DSM):
The device outage model g OFF j describes the behavior of the device when it is outaged and is typically straight-forward to obtain. For transmission lines, the outage model is characterized by zero currents in all terminals (open circuits) while for more complex devices, such as synchronous generators, the outage model becomes slightly more involved as the outage of a generator requires that the remaining generators change their output or that the voltage controls for a bus may change, as it transitions from PV to PQ.
Upon combination of the device models, using KCL at each node to combine each terminal's current equations, a set of system equations is obtained:
B. Margin Index Method
Suppose a feasible operating point is characterized by the power flow equations (4) and a set of operational constraints:
Suppose the system is operating at a pre-contingency solution defined by (x 0 , u 0 ) that satisfies (4) and (5) . In order to define an aggregate PI suitable for quantifying the likelihood of constraint violations at a given operating point, we define the following margin index:
The first step is elimination of the max function from (6) by introducing auxiliary variables s, y, t for each constraint:
This auxiliary model ensures that y j becomes zero if and only if s j is negative, otherwise t j is zero and y j = s j .
The additional equations defined at (7) are symbolized as H(x, u, s, y, t). We refer to s, y, t collectively as auxiliary variables z. Note that equations (7) are analytic while equation (6) is not. The margin index can now be re-written as:
Using a first-order approximation the resulting changes in the margin index, the following set of linear equations is obtained:
The resulting expression for the change in the PI caused by a change in the contingency control vector is:
(10) Define the following co-state vectors:
Note that these vectors do not depend on the specific outage and hence can be evaluated only once, reducing computational cost. The first order estimate of the margin index change becomes:
Given the co-state vectors and the sparsity of the Jacobean matrix ∂g/∂x and the auxiliary equation Jacobean matrix ∂H/∂z, the calculation of ΔJ is computationally efficient with sparse operations.
The choice of constraint weights w j is important. In this paper, constraints are weighted adaptively, based on proximity of each constraint to the limit in the pre-outage operating point. Suppose that at the pre-outage operating point we have:
A violation of constraint j will occur at (x, u) if the following condition holds:
Note that the advantage of the above condition is the constant right hand side. Hence, the factor at the left hand side is a good heuristic weight for the "severity" of a change in constraint value, as the system moves from (x 0 , u 0 ) to (x, u). For this reason, the weight is selected as follows:
C. Current Margin Index
One proposed MI is a three phase index defined as the margin between the ampacity limit of each phase of the device and the actual current flowing through that phase.
Suppose that the inequality constraints are defined as:
Note that the phase currents in (16) are functions of system voltages and hence functions of x. The set L is the set of all circuits in the system. A Margin Index that quantifies the total current margin index (CMI) for the system is given, according to (8) , as:
Elimination of the max function is addressed as in (7). Equation (17) defines the expression for the MI. The weights w j,p are chosen as in (15) . Hence, they prioritize the margin variables for circuits and phases that are more heavily loaded in the base case operating point and thus are more likely to be overloaded after a contingency. According to (15) , the weights would be defined as:ŵ
It is also a good idea to normalize the expression for the weights so that they sum up to 1:
D. Weighted Voltage Margin
To quantify voltage limit violations, we define another MI as the weighted sum of the distance of the system's bus voltages from their maximum and minimum limits. Focusing on lower limit voltage violation, the low voltage margin index (LVMI) is:
The weights are chosen as:
The LVMI is used to rank contingencies similarly to the CMI index, with lower values signifying more critical contingencies.
E. Reactive Power Margin Index
Critical contingencies may be associated with violation of generators' reactive power limits. If a device providing reactive support hits its capability limit, voltage support capability in its region is reduced, and voltage-related problems may emerge. To quantify this, we introduce a MI that quantifies the weighted margin from Reactive Power Limits (reactive margin index-RMI):
Of course, the weights are normalized, similarly to the CMI weights (19) .
III. MULTI-CRITERION (MI) CONTINGENCY SELECTION
It is evident that the proposed criteria must be combined in a single ranking algorithm, given that they are heterogeneous in nature. Another complication is that a disproportionate amount of critical outages may be of a certain kind. Hence, an algorithm that assigns more weight to the corresponding criterion in the selection process should be defined.
The algorithm starts from the first criterion and successively performs full power flow analysis in the top ranked outages. If the outage is critical, it is considered a "hit" and the same criterion is used, proceeding to its next ranked outage. However, if S successive "misses" are recorded, the algorithm switches criteria, moving to the next. At the same time, the multi-criterion ranking list rnk is maintained. An outage is added in rnk only if it has not been examined by another criterion before. The algorithm terminates after K consecutive misses for all criteria.
This algorithm, using criterion switch, allows criteria with a high number of critical contingencies to remain active and be used for more checks. Thus, they are implicitly assigned more weight in the contingency selection.
Notice that the maximum number of allowed "misses" and the number of misses for criterion switch are algorithmic parameters and they affect the performance of the algorithm. A pseudocode for the algorithm is given in Fig. 2 and a visualization of algorithm execution is shown in Fig. 3 .
IV. SENSITIVITY-BASED CONTINGENCY SELECTION
While contingency ranking based on Margin Performance Indices is characterized by increased computational speed, it could generate miss-rankings. The reason for the missed cases is that each contingency's criticality is evaluated based on a systemwide index. Another approach to address this issue would be to develop a sensitivity-based framework to examine the effects of each outage on each individual constraint.
The approach is based on obtaining the first order estimate for the post contingency state vector. An accurate first order approximation to the contingency selection problem would involve performing a power flow iteration on the post-contingency system, using the pre-contingency operating state as the initial guess. After a post-contingency state estimate is obtained, one can use appropriate metrics to rank the severity of each outage.
Suppose each device j is modeled by its DSM model (3). Also, suppose that the connectivity mapping between the local device state numbers and equations to the global state numbers and equations is given by the following set:
Conn j = {(k, m) : local state m maps to global state k} .
(24) Then the N s × m j matrix E j is defined, whose element in the k-th row and m-th column is given as:
Also define the following m j × m j matrix for each outage:
One can readily define the effect of outage of device j in the system's Jacobean as a low rank modification of the original Jacobean:
∂g ∂x x 0 ,u
Where u (j −) is u 0 with device j removed. This modified version of the Jacobean matrix is used to obtain a single Newton iterate of the post-contingency power flow:
Thus, a single iteration estimatex (j −) is evaluated for each contingencyj. Subsequently, the margin index is evaluated by directly evaluating margins from constraint violation at this point:
Note that the computation ofx (j −) involves the solution of a linear system that represents a low-rank modification of the linear system Jacobean (28). Compensation techniques based on the Inverse Matrix Modification Lemma are used to avoid re-factorization of the Jacobean matrix in the solution of this system. Different formulations of this compensation technique are studied in [17] . Compensation methods achieve considerable speed-up of this approach, as shown in the results section.
The physical meaning of J sens depends on the nature of the monitored inequality constraints h. As discussed in Section III, circuit currents, phase voltages and generator reactive powers are of interest here. Applied to these three different types of constraints, the sensitivity criterion (17) takes one of three forms, the current limit index (CLI), voltage limit index (VLI) and reactive limit index (RLI):
The multi-criterion method of Section III can be applied to switch between these three criteria, if needed.
With the application of compensation methods, this approach requires a computational effort that is considerably reduced compared to full power flow analysis. As motivated in the results section, for most cases it provides an answer very close to the actual solution of the power flow equations. The reason for this accuracy level is that the quadratized power flow method is used, which consists of linear and quadratic equation. Since this approach corresponds to one iteration of a Newton's method and the nonlinearities are at maximum quadratic, one iteration 
V. COMPARATIVE RESULTS
The contingency ranking methodology was applied to a threephase model of the IEEE 72 bus reliability test system [27] and the Pegase 89/1354/2869 bus study cases. A three-phase model of the IEEE 72 bus system has not been proposed in the literature, but one was created by combining three versions of the breaker oriented model of the 24 Bus RTS proposed in [28] .
The methods are compared with the following metrics:
Capture Ratio = critical outages identified total critical outages .
The performance of the margin index contingency ranking for the selection of the critical contingencies in this system is shown in Table I . The multi-criteria contingency selection algorithm was used with S = 2 and K = 8. In Table I , the performance of the proposed method is reported. The margin index results are compared with those of the legacy PI described in [12] and also given in (1). This PI is referred to as loading performance index (LPI). Table I reports the margin index values for each critical outage, and the result of the selection method-whether the outage was missed or not. It should be noted that the algorithm does not terminate between outage 311-313 and 313-323 even though they are more than K misses apart. This is because a critical outage that has already been ranked is encountered in the meantime. This resets the miss counter k in Fig. 2 .
To compare the LPI with the margin index for currents (17), a gradual outage of a given transmission line is enforced by changing u j continuously from one to zero in small incremental steps. The results are shown in Fig. 4 , where the error between the first order estimate and the actual PI value is shown, for both the LPI and the margin index. Fig. 4(a) shows that the first order estimation error is much lower for the outage of a single line in PEGASE 89 and Fig. 4(b) verifies that the same holds for the average first order error, taken over the entire set of single component outages.
In the proposed margin-based approach, 76 out of 221 contingencies are fully analyzed yielding an efficiency of 65.61%. The accuracy is 36.84%, since 28 out of 76 examined outages are critical. The capture ratio is 93.33% since 28 out of 30 critical contingencies were captured. Hence, the majority of the critical outages are uncovered by examining about one third of the contingencies. Table III facilitates the comparison between the multicriterion margin-based selection approach and the legacy multicriterion approach shown in [4] . Unlike the proposed approach, in the second case, contingency selection is executed separately for each criterion. However, we assume that criticality of any type is checked in each separate execution. Table III indicates the superiority of the multi-criterion, margin-index method outlined in this work over traditional PI methods. With a similar efficiency, better accuracy and capture ratio is recorded in most cases. Table II shows the performance of the sensitivity method in ranking critical contingencies. In this case the multi-criterion contingency ranking algorithm was used with S = 3 and K = 6. The accuracy of the sensitivity method is 66.7% (30 critical out of 45 examined were critical). The capture ratio is 100%, with an efficiency of 79.64%.
The performance of the sensitivity method in achieving high capture ratios can be explained using the convergence properties of the quadratized power flow used for our implementation. This is demonstrated on the 72 bus RTS by plotting the histograms of normalized current errors in the most heavily loaded conductor, for various iterations of the quadratized power flow, defined as:
Where e i,k is the per unit current error for outage i at iteration k, I j * ,p * is the true value of the current through the most heavily loaded line conductor (line j * and phase p * ), and I k j * ,p * is its estimated value at the k-th iteration.
From Fig. 5 , it is clear that, with a single iteration, the quantity of interest (the current in the most heavily loaded conductor) can be estimated with high degree of accuracy. Namely, for 96.28% of outages, the single iteration estimate of the most heavily loaded conductor has an error less than 1% and for 98.61% of outages, the error is less than 1.5%.
These results also highlight the utility of unbalanced security analysis. For this system, several critical outages, such as the outage of line 112-123 and 116-119 would not be identified by a positive sequence solver even if a full power flow was solved. For example, outage of line 116-119 causes an overcurrent of 996.3 A in phase A of 114-116, with a limit of 970 A. However, the positive sequence current is 962.7 A, which is below the limit, even though the current imbalance does not exceed 5%. These results are shown with a snapshot from the simulator software in Fig. 6 .
A detailed summary of the performance of both methods in the PEGASE 1354 bus case study is presented in Tables IV  and V . It should be stressed that islanding outages are removed the outages is miss-ranked and a decrease in efficiency must be tolerated to get a 100% capture ratio. A summary of execution times for systems of various system cases is provided in Table VIII . The margin index method is a very fast filtering approach, exhibiting low computational cost even for large systems. The state sensitivity approach coupled with the compensation method is slower, but achieves great time savings compared to a full N-1 analysis. The results were obtained with a modest 2 GHz Intel i7 processor 4510. Table VIII highlights the need for a fast contingency filter, especially within the context of a computationally demanding framework, such as the security constrained AC-OPF. For the larger system examined, the PEGASE 2869, a full power flow analysis costs 1973 seconds. Parallelization will improve speed, but in real life systems, with a realistic set of millions of credible contingencies, it is clear that parallelization is limited by the number of cores in the computing hardware.
VI. CONCLUSION
A new framework for online contingency analysis has been presented in this paper. The framework is based on three new margin indices and a new sensitivity method using a three-phase unbalanced model of power system components. The sensitivity method performs a single iteration of the three-phase quadratized power flow and then ranks outages based on the proximity to constraint violations. A multi-criterion algorithm has been also presented to perform security assessment. Numerical experiments showed that the sensitivity method performs better in predicting post-contingency constraint violations than the MI-based method, but the MI method achieved very good results and high computational efficiency. Numerical experiments also suggest that unbalanced contingency selection and analysis methods can assist the reliable operation of the grid, given that a symmetric positive sequence solver failed to capture all violating contingencies. Benchmarking the computational intensity of contingency analysis using compensation methods within the quadratized power flow is an immediate future step of this research.
