INTRODUCTION
shrinking neighborhood approach introduced by Jaeckel (1972) , and used also by Bickel (1984) and Beran (1977a Beran ( , 1977b , among others, attempts to deal with asymmetry by putting bias on the same asymptotic footing as variance. But, the shrinking neighborhood approach could hardly be called global. Approaches based on the influence curve, such as optimal bounded influence regression (Hampel, 1974; Krasker, 1980; Krasker and Welsch, 1982; Huber, 1983) inherit the local or infinitesimal aspect of the influence curve itself.
It seems that the main global approach to robustness in recent years has been centered around the construction of high breakdown point estimates, particularly for multivariate problems where this approach presents real challenges. See for example: Donoho (1982) , Donoho and Huber (1983) , Stahel (1981) , Rousseeuw (1982) , Rousseeuw and Yohai (1984) , Yohai (1987) , Yohai and Zamar (1986) . In the latter two papers, the authors construct regression e$timators which have both high breakdown points and high efficiency.
The breakdown point approach is highly attractive for a number of reasons, not the least of which is the transparency of the concept and the ease with which it can be communicated to applied statisticians and scientists. On the other hand, one nonetheless wishes to have global optimality theory of robustness which emphasizes bias control for fractions contamination than breakdown point. Furthermore, bias is itself a very transparent concept. attractive bias robustness properties of minimum distance estimators; Martin and Zamar (1987a) , who obtain min max bias robust estimates of scale; and Martin and Zamar (1987b) , who construct min-max bias robust estimates of location, subject to an efficiency constraint at the nominal model. See also, Zamar (1985) for min-max bias orthogonal regression Mestimates.
Section 2 introduces epsilonon bounded, symmetric regression. Section 3 establishes an expression
We also the special form this expression obtained for for
In this paper, we construct min-max bias robust regression estimates for two different classes of estimates: (i) Msestimares based on bounded p functions and general scale (i.e., general scale estimate for residuals), and (ii) GM-estimates having bounded influence curves. In the first case, the estimates are defined by a minimization problem, whereas in the second case the estimates are defined by an estimating equation.
It turns out that Ssestimators introduced by Rousseeuw and Yohai (1984) , can be regardedasspecial cases ofM-estimates with general scale, as can Huber "proposal Z" Mestimates for regression and residuals scale. In fact, our min-max bias M-estimate is just that, an S-estimate. Itcan be shown that the breakdown point due to implosion, i.e., due to contamination at the origin which results in s ( F) = 0, is 1--b , and the breakdown point due to explosion, i.e., due to contamination tending to infinity which results in s (F) = 00, is b. The overall breakdown point is then e* = min {b, I-b }. For details see Huber (1981) .
In the case where one is interested in estimating scale for its own sake, one usually forces consistency at a nominal model F0 by setting b = EF o p(u ). This issue turns out to beirr~levant for our present purposes, since as we see in the next subsection, we will only be interested in obtaining a smallest M -estimate of scale with respect to the regression parameter a in a particular parametrization of the scale functional. The choice of b will therefore remain at our disposal in obtaining a min-max bias regression estimate.
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Maximum bias of S-estimates when p is a jump function.
Consider the special family of jump functions Pc (which satisfy AI): Furthermore, we will assume that s (H) has a breakdown point greater than E, namely A4.
M-ESTIMATES WITH GENERAL SCALE

Definition of M-Estimates
s 1 = inf { s (H): H = ( 1-E) H o +E H*} > 0 s2 = sup { s (H): H = ( 1 -E) H0 +E H*} < 00 •
Then an M-estimator T(H) of regression, with general scale, is determined by solving the minimization problem inf E [y -x/a] a H P s(H)
. Proof.
Under the assumptions on s (H), T(H) is clearly regression equivariant,
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Consequently the Svestimate which achieves min-max bias does not have an inttuence curve, and it a slower rate of convergence usual: namely n -1/3 , the same rate convergence as Rousseeuw's (1984) least median squared residuals (LMS) estimate. This is evidently the price one has to pay when one wishes to control bias over the class of Mestimates with bounded p , On the other hand, the min-max bias is independent of the carriers, p .
The min-max bias GM-estimate of Section 5 does have a bounded influence curve (see Hampel et, al., 1986) , and enjoys the usual rate of convergence under regularity conditions.
However, its bias and breakdown point depend upon the dimensionality p of the carrier space (see Maronna, Bustos and Yohai, 1979, and Maronna and Yohai, 1987a) .
Furthermore, it is necessary to robustly estimate the covariance matrix to implement the GM-estimat~, and this is not necessary for the S-estimate.
Nonetheless one wonders how the two min-max estimates compare for fractions of contamination smaller than their breakdown points. First some computations were carried out under the unrealistic assumption that the covariance matrix for the carriers is known. We also made some calculations to reveal how estimation of the covariance matrix inflates the min-max biases of the OM-estimates. In order to do so we made use of recent results on the maximal bias of covariance estimates due to Maronna and Yohai (l987b) . The results are displayed in Table 1 for the case of the covariance matrix estimate studied by Tyler (1987) . Clearly, the price of estimating covariance can be high, even when the fraction of contamination is far from the breakdown point of the OM-estimate with known Covariance Matrix and Optimal S-estimates * Numbers in parentheses are biases with covariance known (i.e., they correspond to points on the curves in Figure 2) t These three missing values were not computed because we did not have available the corresponding biases for the covariance estimate. We hope to provide the needed computation in the near future. 
