Teeters and Arbib (Bio Cybernet 1991;64:197-207) presented a model of the anuran retina which qualitatively accounts for some of the characteristic response properties used to distinguish ganglion cell type in anurans. Teeters et al. (Vis Res 1993;33:2361-2379 tested the model's ability to reproduce data of Ewert and Hock (Exp Brain Res 1972;16:41 -59) relating toad R2, R3 and R4 ganglion cell responses to moving worm, antiworm and square-shaped stimuli of various edge lengths for stimulus shape and size dependency. In this paper we provide an exhaustive analysis of the performance of the modeled R3 cells with respect to most of the known qualitative and quantitative physiological properties of natural R3 ganglion cells. We also introduce several relevant predictions of the model relating different responses of R3 cells under the effect of changes in different model components. In some cases the predictions have been tested in neurophysiological experiments.
Introduction
In frogs, retinal ganglion cells that project to the superficial neuropile of the optic tectum are usually classified into four major classes (R1 -R4) according to specific functional properties. These properties can be best described using both the qualitative tests originally performed by Lettvin et al. [50] and the quantitative stimulus/response relationships extensively reviewed by [42, 18] . For instance, natural R3 ganglion cells in frogs are characterized by the following general properties: Their receptive field is made of a central excitatory region (ERF; 6-8°in diameter) surrounded by a large unresponsive but purely inhibitory area (IRF; 15°in diameter). They produce transient bursts of activity in response to full-field and small spots ON and OFF stimulations, yet they never respond to stationary targets. R3 cells respond to moving stimuli with preference for targets 6°in diameter and their discharge frequency follows the stimulus velocity according to a power function with an exponent c= 0.95. Their firing rate remains constant when the length of a thin bar is increased in the direction of movement yet their response varies strongly when the bar is extended perpendicularly to the movement direction. In contrast, type R1 ganglion cells have small ERF (3°wide) and comparatively large IRF (at least 10°). They do not respond to full-field light changes, but they respond to stationary targets in a sustained fashion. They are also sensitive to moving targets with preference for targets 2-3°i n diameter. The exponent of their velocity function is c = 0.55. R1 firing rate remains invariant when the bar length is increased in the direction of movement. On the other hand, when the bar length is increased perpendicular to the direction of movement, a maximal rate is obtained for L= 3°. All these tests should be performed in physiological studies to determine with certainty the neuronal class of a given unit under recording. This is Abbre6iations: ATD, depolarizing transient membrane; ATH, hyperpolarizing transient amacrine; AWL, antiworm shaped stimulus; DBC, depolarizing bipolar cell; ERF, excitory receptive field; H, horizontal field; HBC, hyperpolarizing bipolar cell; IRF, inhibitory receptive field; NSL, neuron simulation language; PBD, positive component of the depolarizing bipolar cell; PBH, positive component of the hyperpolarizing bipolar cell; Rec, receptor cell; R0-R4, retinal ganglion cell types: classes 0-4; SQR, square shaped stimulus; WL, worm shaper stimulus.rarely the case due to time limitations on the experimental preparation. Nevertheless, they may be applied in extenso to computer models to prove that they react in a physiological manner.
Teeters and Arbib [60] proposed a model of anuran retina relating interneurons to ganglion cell responses. As judged by comparisons with some experimental recordings, these modeled ganglion cells were able to produce qualitative physiological responses fairly well. Consequently, this retina model was included progressively in more complex models of anuran visuomotor coordination to explain certain aspects of anuran behavior [64, 51, 12] . Discrepancies appeared nevertheless with quantitative physiological approaches. For instance, this original model had to be modified [61] to fit data relating the neural responses to the size and shape of a visual stimulus [20, 58, 18] . However, it remained to show whether these modifications really improved the quantitative responses of the modeled cells while leaving the original qualitative properties unchanged.
Thus, tests have been undertaken to examine whether each ganglion cell type of the actual model [61] reacts to visual stimuli as natural, physiologically defined retinal ganglion cells do. The present study focuses on class R3 ganglion cells since these cells have undergone only minor modifications throughout the different revisions of the model. Part of these data has been already published in abstract form [27, 29, 28] .
Description of the overall retina model
While full details of the model are given in Teeters et al. [61] , for convenience we summarize the model here because it is the starting point for this paper. The detailed 2-dimensional structure of the model is shown in Fig. 1 . The figure includes all the layers of cells which directly or indirectly feed the R3 ganglion cells as well as the specific input connectivity for the R3 ganglion cell type. We also summarize the model structural parameters in Table 1 and the model equations in Table  2 . The input connectivity for each layer is given in Table 1 using the following convention: e.g. HBC receive input from Rec (1 -1) meaning that each cell in HBC receives input from one cell in Rec (1 -1); as well as input from H (1-40 ×40) meaning that the H unit projects to all the HBC cells (1 -40 × 40) . DBC and ATD have been omitted from the table as they are analogous to HBC and ATH, respectively.
Receptors (Rec) convert light energy into neural potentials. The hyperpolarizing response to light is modeled by setting the receptor potential to the inverse of light intensity (i ) which ranges from 0 (dark) to 1 (light). Adaptation and other complexities are not included in the model. Table 1 . Equations for the different components are included in Table  2 .
Horizontal cells (H) form the surround receptive field of bipolar cells. They are modeled so that they are only sensitive to the background illumination of the surround (H0 in Tables 1 and 2 ) and are spatially invariant (uniform potential model) through the infinite spread of the activation within the cells. This simple interpretation of horizontal cell function ignores the effect of presentation of a local stimulus and suggests that their main function is to bias the bipolar cells so they operate in their region of maximal sensitivity.
Bipolar cells (HBC, DBC) are computed as a difference between receptor and horizontal cell activity. There are two populations of bipolar cells, namely hyperpolarizing bipolar cells (HBC) which hyperpolar- Transient Amacrine Cells (ATH, ATD) convert the sustained bipolar outputs into transient signals. The transient amacrines are modeled as pseudo differentiators which operate by subtracting the leaky-integrated bipolar potential from the sustained bipolar potential and then amplifying the difference if it is above threshold. The transient amacrine algorithm responds equivalently to a high pass filter for increasing input [60] . However, in response to a decreasing input a normal high-pass filter changes quickly in the negative direction while the amacrine algorithm continues to decay exponentially [60] . The sustained to transient conversion is modeled using two cell types: ATD (ON) and ATH (OFF) cells. They are depolarized by positive going changes in the corresponding bipolar cell potentials, that is the DBC and HBC cells potentials, respectively.
We modeled the bipolars and amacrines to have one-to-one connections from the preceding layers based on the following assumptions: (i) horizontal cells in this model have a uniform potential which in effect makes the spatial connection properties mostly irrelevant and (ii) dendritic tree diameters of the bipolars and amacrines are smaller than those of the ganglion cells. Thus, the model input to the ganglion cells (receptors through bipolar and amacrine) ignores optics, different receptor types, light adaptation and distinctions between other subtypes of horizontal, bipolar and amacrine cells. It is not our claim that this simplification exhausts the functionality of these cells. Rather, we seek to emphasize that only those properties analyzed in this paper are essential for understanding the range of ganglion cell properties described here.
Model of R3 ganglion cells
R3 ganglion cells receive direct input from the transient amacrine cells. Specifically, ganglion cell properties triggered by a local increase in illumination (ON) receive input from 'ON' channels (ATD). Likewise ganglion cell properties triggered by a local decrease in illumination are caused by input from 'OFF' channels (ATH). Excitatory input mediates an increase in ganglion cell response, while an inhibitory input mediates a decrease in response. Unlike the bipolar and amacrine cells which have one-to-one connections to their preceding layers, each ganglion cell input is composed of a central excitatory receptive field (ERF) and a wider Inhibitory Receptive Field (IRF). The spatial properties of the ERF and IRF are specified as two dimensional Gaussians. The notation 'Mask (dia, sig, wgt)' in Table 1 denotes a 2-dimensional Gaussian with standard deviation sig (in visual degrees) which is truncated with diameter dia (so that the Gaussian values are replaced by 0 for points more distant than diameter/2, also in visual degrees, from the center) and which is normalized so that the sum of all elements is equal to weight (for a more detailed description see [2] . The ERF extent (8°) is modeled as arising from ganglion cell dendritic tree topology which is narrowly spread, whereas the IRF extent (19.5°) arises from a more widely spread topology.
Kuffler [49] described the receptive fields of mammalian ganglion cells as grouped into two major classes: ON-center and OFF-center. ON-center cells respond best to a spot of light shone onto the central part of their receptive fields. Illumination of the surrounding area with a spot or a ring of light reduces or suppresses the discharge and is always followed, when the light is turned off, by an OFF discharge. Illumination of the entire receptive field elicits relatively weak discharges because center and surround are antagonistic, that is, they oppose each other's effect. OFF-center cells have a converse organization, with inhibition arising in the center. OFFcenter cells slow down or stop signaling when the central area of their field is illuminated and accelerate when the light is turned off. Light shone onto the surround of an OFF-center receptive field area excites the corresponding cell. Fig. 1 may give the impression that the spatial organization of the receptive field of R3 cells in the frog is similar to that of the mammalian retinal ganglion cells with a center-surround ON/OFF or OFF/ON organization. The ERF/IRF may appear as receiving either ON or OFF uniform inputs as for mammalian retinal cells. Nevertheless, the ERF receives both ON and OFF inputs in the frog. The IRF of these cells also receives ON and OFF inputs but produces a hyperpolarization of the cell.
Werblin [66] suggests that class R3 ganglion cells receive three different types of inputs: (1) an ON input from the depolarizing Bipolar cells (DBC); (2) an OFF input from hyperpolarizing Bipolar cells (HBC) and (3) input (as well as for any other ganglion cell type) from the wide-field GLY-ergic amacrine cells. In the first two cases, the sustained bipolar input is truncated (i.e. becomes a transient input) by narrow-field GABA-ergic amacrine cells. These two inputs contain the typical center-surround organization specific to the bipolars. This is why stimulations of the ERF may produce ON or OFF or ON-OFF responses depending on the respective 'power' of the different channels. The wide-field amacrine cells receive information from a large number of ON and OFF bipolar cells and produce transient (background) inhibitory input (to the ganglion cells) for both ON and OFF stimulations.
In our model each point of the receptive field receives both transient ON and OFF inputs. On the other hand, the subtle distinction between ON, OFF and ON/OFF regions is not modeled. Our data show that the basic properties of this class of ganglion cells can be expressed modeling a uniform ON -OFF spatial organization. Thus, it seems unnecessary to refine the spatial structure of the excitatory field despite different regions of the receptive field of single class R3 ganglion cells may show a different dominance regarding their response to light spots (i.e. a subregion might be ON\ OFF whereas another subregion might be ONB OFF). It should be also added that, to the best of our knowledge, only Ewert [19, 23] for toads and Backstrom and Reuter [5] for frogs have been able to find some class R3 ganglion cells (19% of the cells in Rana temporaria) having ON and OFF inputs irregularly distributed in their receptive field. In a set of new physiological experiments Gaillard (unpublished results) rarely observed such a patchy distribution of the ON and OFF inputs in class R3 ganglion cells of frogs (Rana esculenta) in accordance to other data in frogs [44, 38, 42, 50, 53] except at the very border of the ERF [6] .
We have modeled a uniform ON-OFF distribution since it seemed enough to achieve the responses reported in this paper (though we recognize that a 'patchy' distribution may be important for more subtle spatial interactions). To confirm this point Gaillard (unpublished results) has recently investigated the distribution of the excitation within the ERF of about 22 class R3 neurons. Briefly a SQ 1°in diameter was moved through the ERF at V=3°/s at different positions separated by 1°. The average firing rate was calculated for each patch and was then plotted against the eccentricity-the central patch being eccentricity zero. The data show that (1) Despite these values correspond to a net excitatory effect (resulting from excitatory and inhibitory activities at each position in the field), they support very well the change proposed in [61] for R3 ganglion cells. It is even possible that a better fit will be obtained with S.D. around 1.65/1.7. Thus, it is a prediction of the model that the patchy distribution of the inputs throughout the ERF is not of fundamental importance to produce the basic functional properties (reported in this paper) of this class of ganglion cells.
The outputs of the receptors, bipolars, horizontals and amacrine cells in our model are their graded membrane potentials whereas the output of the ganglion cells (leaky integrator) is their 'firing rate'. The firing rate of a cell depends only on its membrane potential (each cell is modeled as a single compartment), which follows the differential equatioñ m dm(t)/ dt= −m(t)+ S m (t) where m(t) denotes the membrane potential of that cell at time t;~m is the time constant for the rate of change of this potential and S m (t) is the total input the cell receives from other cells. For R3 ganglion cells, a threshold function | [|(x) = x ifx \0, 0 otherwise] then converts m(t) into a firing rate R(t) =|(m(t)). To specify the overall structure of our model, we must specify how each term S m (t) incorporates the input from all the other cells to which the given cell is connected. The notation B = WA denotes a 2-D spatial convolution operation where the array of activity B is obtained by connecting array A to array B according to the connection weights in the mask W. Thus if layer m receives its input from layers of neurons whose firing rates are given by the arrays A and B, then the model represents the total input to m by a sum of the form WA + WB.
Methods

Stimulus representation
While the single cone receptors in the retina have a density of about 5-30 cells per visual degree depending on the location [11] , simulation tests have shown that a density of only two receptors per visual degree allows sufficient accuracy for modeling responses to the stimuli we consider here. When the stimulus edge partially covers a receptor, we set the receptor inputs to values proportional to the area covered by the actual (analytical/continuous) stimulus. The error from the edge effect is then about 4% relative to the analytical solution [59] . We allow an arbitrary size and shape bitmap to represent our stimulus. The stimulus is played on a receptor layer of 40 · 40 for the simulations herein described.
Computer simulation steps
In computer simulation, we update the state of the network every Dt = 6 ms, proceeding through every cell type to compute new values of membrane potentials and then forming new values of the firing rates in the case of ganglion cells.
Step 1. Updating the membrane potentials: The differential equation~m dm(t)/dt = −m(t) + S m (t) for the membrane potential is simulated using the time step Dt to compute the new value m(t + Dt). Our simulation system allows one to write the model without reference to any numerical method, allowing the user to choose different numerical methods (e.g. the Euler method, trading off accuracy for speed) on different occasions without re-specifying the model.
Step 2. Updating the firing rates: For the ganglion cells, we convert m(t) into the firing rate
Forming the a6erage response graphs
To allow comparison between the model behavior and quantitative tabulated data, the temporal responses of the ganglion cells generated by the model are converted to an average response. The average response (R*) is calculated as the area under the response curve above threshold (R(t)) divided by the time from first to last response above threshold during the response to the leading edge of the stimulus (or, in some cases, see Section 5 from the beginning of the leading edge response to the end of the trailing edge response):
where T o is the time for the first such response and T n is the time for the last. If the response decays in an exponential manner and is not actively abolished, the response duration will be infinitely long. For that reason the threshold used is not zero but a small positive number (0.001). The analogous experimental average is equal to the total number of spikes divided by the time from first to last spike during this period.
Tests applied to the model
To test the model we proceeded similarly as in physiological conditions. Diffuse light ON and OFF stimulations were obtained by changing both Rec and H0 
Results: qualitative performance of the modeled R3 cells
In physiological experiments, qualitative tests provide a first, rapid (although never definitive) impression about the type of cell under recording. These tests are complementary to quantitative data and must be performed to attest the validity of the model as a good representative of the R3 ganglion cell family. The result of these tests shows that the model matches well with the physiological data as shown in Fig. 2 . Responses of intermediate cells (bipolars, amacrines) to a particular stimuli configuration are shown in Fig. 3 .
The modeled R3 cells discharge briefly to a sudden darkening (OFF) and then lightening (ON) of the whole receptor array. In short they respond to OFF-ON diffuse light stimulations. The OFF response appears greater than the ON response suggesting this model may correspond to a R3-OFF dominated ganglion cell [20, 62] . It briefly responds to ON and OFF spot stimulations centered in the ERF as well. Also in this case, the OFF response is stronger than the ON response. This response is independent of the level of the background illumination. Conversely a bar 6× 2°flashed ON and OFF into the IRF 7°away from the ERF center does not induce neural activity, independently of the level of the background illumination. Nevertheless, this bar is able to inhibit the cell response evoked by the central spot when both stimuli are applied simultaneously. In other words, the IRF of these modeled cells is an unresponsive but strongly inhibitory area of the receptive field. As in natural conditions, the receptive field of these modeled R3 ganglion cells has, thus, a central excitatory region responding to both ON and OFF light stimulations surrounded by a purely inhibitory area [6, 42] .
The modeled R3 cells also respond to black moving squares of various sizes. The temporal profiles of the discharges fit quite well with the physiological data (see Fig. 4 ). In the case of small SQ ( B 7°) only a single peak of activity can be seen [20, 57, 18, 37, 27, 61] . However, the responses become biphasic when long (16× 2°) WL stimuli are presented in the visual field. The first peak corresponding to the leading edge of the stimulus cross-tive fields in the model also guarantees that the respective edge preference phenomena is independent of the direction of movement (temporo-nasal or nasa-temporal). Nevertheless, further analysis of the model responses, as reported by Tsai and Ewert [62] , must be completed in successive stages of the model with respect to different parameters of the stimuli. For instance, Tsai and Ewert [62] reported that increases of the stimulus angular velocity up to 36.5°/s had no influence on the described contrast direction dependent edge preference.
Finally, the modeled R3 cells do not respond to stationary objects. They first show a transient increase in response frequency when a black 2× 2°SQ is moved within the receptive field. And secondly, they show a rapid decrease as soon as the SQ is held stationary. By comparison, modeled R2 ganglion cells [61] tested in similar conditions present a sustained discharge which lasts as long as the stimulus is present.
Results: quantitative performance of the modeled R3 cells
Area function
We have obtained the area function for the model using black SQ stimuli of different sizes moved on a white background. The velocity of the stimulus was kept constant at 7.6°/s. Under these conditions, the response of the modeled R3 cell (filled circles; Fig. 5 ) grows in a S-shaped fashion up to about SQ=4°, next it shows a 'plateau' for 4°B SQB9°(with a decrease for SQ=6°) and then decreases rather linearly for larger SQ stimulus. Such a bell-shaped curve has been reported before [10, 36, 37] .
The plateau for 4°BSQB9°is due to interactions between the leading and the trailing edge components of the response. The effect of these interactions becomes visible for targets longer than 4° (Fig. 4) . The electrophysiological manifestation of this phenomenon is the presence of 'residual' spikes more or less distinguishable from the initial, compact, burst of spikes observed in the recordings. As the length of the stimulus increases, the number of 'residual' spikes, as well as the response duration increase. As a consequence, the mean discharge frequency is reduced when measurements are made on the whole discharge duration (Method A; [58] ). These 'residual' spikes become clearly separated from the initial burst for targets longer than 8-10°forming a clear 'trailing' response. These spikes are generally discarded for quantitative representations (Method B; [58] ).
The model analog of this electrophysiological response is the presence of a hump on the decreasing phase of the response for SQ\ 4° (Fig. 4) . The duration of this hump increases for SQ up to 8°. For SQ] 8°the two peaks of activity corresponding to the trailing and leading edge ing the ERF and the second one corresponding to the trailing edge [53, 43, 62, 37, 26, 24] . Also, as in natural OFF-dominated R3 ganglion cells, the leading edge response to a long WL black bar moved on a uniform white background is stronger than the trailing edge response [43, 62] . Furthermore, the time duration of these responses elicited by moving stimuli is also in agreement with physiological recordings.
Tsai and Ewert [62] analyzed the neuronal activities of retinal classes R2 and R3 and tectal classes T5(2) and T7 in response to leading and trailing edges of a 3×30°s tripe traversing the center of their ERF horizontally at a constant angular velocity in variable movement direction (temporo-nasal or nasa-temporal). The behavioral contrast-detection dependent edge preferences are best resembled by the responses of prey-selective class T5(2) neurons and T7 neurons. Yet this property can be traced back to OFF-responses dominated retinal class R3 neurons (Leading:Trailing= 6:1 for black stimuli over white background and 0.5:1 for white stimuli over dark background). In accordance with Tsai and Ewert [62] preliminary analysis of the model quantitative responses have also shown a greater response to the leading edge than to the trailing edge of a worm-like 16×2°moving stripe (Leading:Trailing = 5:1 for black stimuli over white background). The complete symmetry of the recep- Temporal profiles of the model response. The reader might have noticed slight differences in the response timing and amplitude for the model versus the physiological data. This corresponds to variations across the population of neurons e.g. differences in ERF size/weight induce differences in response timing/amplitude. We have chosen to include two different points within the population rather than the best possible fit to reflect the variability that exists within the boundaries set by the common properties across the population (we refer the reader to Section 8.3 for more details).
become clearly distinguishable. Physiological investigations [43, 62] clearly suggest that this trailing edge response is due to the activation of the ON channel.
In the model we can actually remove the trailing component from the overall response by suppressing the ATD component in the R3 algorithm (p = 0.5 becomes p= 0; Table 1) . As a result, we now obtain an area function similar to the physiological representation (empty circles; As in physiologically related curves, the decreasing slope is steeper than the increasing slope [26, 30] .
The optimal size of a target able to activate the R3 modeled cells is 7°. The ratio (r) between the optimal target size and the ERF diameter was found to be equal to 0.875. Such a value also fits well with physiological values [40, 10] . Finally the area threshold value (i.e. the minimal target size able to induce a response) obtained from mathematical extrapolation on the area function curve was found to be equal to 0.5°. Nevertheless, this value should not probably be strictly compared with physiological data because it is closely related to the receptor density at retinal level. An increase in the receptor density of the model from 2°− 1 to more realistic values (5-20°− 1 ) would probably produce a lower area threshold value. Conversely, following mathematical extrapolation, the modeled R3 cells would stop firing for targets \ 25°. This observation [53] has not been verified since the simulated receptor array is only 20°wide.
Stimulus size and shape dependence of R3 cells: SQ, WL and AWL discrimination
In general, the average response of anuran ganglion cells to a moving stimulus depends on stimulus configuration and size (among other parameters)-a long thin bar moving in the direction of its long axis (a 'worm' stimulus) will normally give a different response than the same sized stimulus moving perpendicular to its long axis ('antiworm'). Likewise, a square shaped stimulus will often generate a different response than do worm or antiworm stimuli. The response dependence on the edge length of moving worm, antiworm and square-shaped stimuli has been experimentally determined in the toad [20, 17] and in the frog [58, 7] . All these investigations report that retinal ganglion cell discharges are strongly related both to the length of the leading edge of the stimuli and to the size of the excitatory/inhibitory areas of their receptive fields.
When the modeled R3 cells are studied with SQ, WL and AWL stimuli of increasing length moved at V = 7.6°/s, the obtained responses fit Ewert's data well by excluding the trailing edge (and relying only on the leading edge) response for the calculation of the average responses (p= 0; [61] ). Furthermore, from these data we can plot a curve reflecting the ability of the cell to discriminate WL and AWL configurational stimuli (empty circles; Fig. 6B 5 . Area function of the modeled R3 ganglion cell. The model was stimulated with black squares (SQ) of increasing sizes moved on a white background at a constant angular velocity (V= 7.6°/s). The current model (p = 0.5; filled circles) shows a plateau for 4 B SQB9°a nd even a strong break for SQ = 6°. Both phenomena are due to spatio-temporal interactions between the trailing and the leading edge of the stimulus (humps) that increase the response duration and consequently decrease the average response frequency. When the trailing edge component is removed for calculations (p =0; empty circles), the shape of the curve then looks similar to those reported in physiological studies. The optimal target size is SQ = 7°. Ordinate: average response frequency (impulses/s). Abscissa: logarithm of the stimulus size (degrees).
an inversion point for L= 16°. Thus both data compare very favorably when the trailing edge component of the response is systematically discarded in the R3 algorithm (ATD removed;p = 0). When this component is included in the response (p=0.5; original Teeters and Arbib's model), it may not appear clearly separated from the leading edge component for WLB9°. In this case, a depression is observed in the response for stimuli 4°B WLB9° (Fig. 6(A) ; also see data concerning the area function above) and the discrimination curve appears sharper than the one obtained experimentally (filled circles; Fig. 6(B) ). The maximal negative value of D(W,A) reaches now 0.57.
Velocity dependence
We now test how the R3 model fares in response to changes in the stimulus velocity. The stimulus consists of a black square 2 × 2°moved at different velocities (0.5 -100°/s) against a white background. In general, the response of all ganglion cell types is (to a first approximation) related to the velocity of a moving stimulus by a power function up to a certain velocity above which a saturation or drop-off occurs [25, 38, 42] :
where R* is the average response in impulses per s, 6 is the stimulus velocity, c is the velocity exponent and k is a constant which depends on the experimental conditions. The velocity exponents have been determined experimentally for different anuran species [42, 37, 31, 32, 20] . The velocity exponent increases with the cell type number. R1 cells have a velocity exponent of : 0.4-0.5; R2 cells 0.55 -0.7; and R3 and R4 cells 0.8-1.
We found that if the time constant for the amacrine cells is set to 300 ms, as in the previous studies, the velocity function is valid only for V B 20°/s. Whereas R3 ganglion cells are known to respond to faster velocities. However, if the time constant for the amacrines is set to 50 ms we obtain a better match with the experimental data. The equation obtained fitting the data points for 0.5BVB 50°/s gives the exponent c = 0.94 (Fig. 7) . For higher velocities (50BVB 100°/s), the response clearly decreases as if the ganglion cell was saturated. Analogous data have been reported by Grü sser-Cornehls, Grü sser and Bullock [39] as well as by Grü sser and Grü sser-Cornehls [42] for frog R3 cells.
We also tested the effect of stimulus velocity on the ERF size. Ewert et al. [23] and Garcia and Gaillard [31] reported that the R3 ERF size slowly increases up to a speed of 20°/s after which drop off occurs. Our model based on a time constant for the amacrines of 50 ms showed continued increase up to the speed of 30°/s and then a saturation from there on (ERF size=4°at V = 2°/s, ERF size=7.5°at V \30°/s). We believe further refinement of the model in this regard can be made in the shape of IRF regions.
Discussion
The essential features of the model presented in this paper to account for physiological properties of R3 cells were also used by several earlier models which attempted to explain those properties in anurans. For example, the DOG center-surround structure was used to account for response in the R2 and R3 cells [1, 2, 21, 17, 41] . Variations in the temporal filter characteristics of retinal elements have been used by Eckmiller [16] , Grü sser [35] and Grü sser et al. [38] to account for variations in the velocity exponent. However, where the previous models were specialized to account for only particular phenomena, the model in this paper is not only able to account for the quantitative dependence on various stimulus parameters, but also able to account for the generation of characteristic ganglion cell response properties despite additional constraints applied to the ganglion cell models described in [61] .
Qualitati6e properties
The modeled R3 ganglion cells are able to share the essential qualitative functional properties expected for this class of retinal ganglion neurons. They respond to changes of diffuse illumination; they respond to spots of light switched ON and OFF into their ERF; they respond to moving 'contrasted' objects of different sizes and shapes with temporal response profiles similar to those obtained experimentally; and finally they are unresponsive to stationary targets. Furthermore and perhaps most important, their receptive field exhibits a central responsive ON-OFF region surrounded by an unresponsive but inhibitory area. This spatial configuration is an essential feature of the anuran retinal ganglion cells and therefore crucial in modeling those cells. Although the model appears to perform very well with respect to observed physiological responses, nevertheless, improvements can be made in two directions. From the data obtained, the model appears to be well representative of the OFF dominated (OFF\ ON) R3 ganglion cell. Although this type appears to be frequent in the anuran retina [20, 62] , various other subtypes of class R3 neurons -regarding their preference for onset and offset of a light stimulus -are commonly found: ON\ OFF [62] ; ON= OFF [8, 9, 47] only OFF [62, 19] or ON ( [37] ; in specific experimental conditions). The relative frequencies of these subgroups are species-dependent ( [37] ). Some of these different physiological responses can be modeled by adjusting the relative weight of the ATD channel (parameter p in Table 1 ). When p =0, the ON response to light spots as well as the trailing edge response to large moving stimuli disappear. In this condition, the model mimics a purely OFF responding R3 ganglion cell ( [60] ). With p = 0.5 (present data) an ONBOFF response is obtained. It can be thus predicted that setting p =1 will produce a nondominated ON-OFF class R3 ganglion cell.
Modulation of both ON and OFF channels has already been performed in physiological and/or pharmacological experiments in order to understand the retinal circuitry supporting class R3 ganglion cells (for a review see: [52] ). For instance, it is possible to block at the receptor-bipolar level the ON input to class R3 ganglion cells [4, 47] using the glutamate analog APB (2-amino-4-phosphonobutyric acid). Conversely, it is possible to block specifically the OFF channel at the same retinal level [15, 47] using glutamate antagonists such as PDA (cis-2,3-piperidine dicarboxylate) or [DGG] (-D-glutamylglycine). Pharmacological agents acting at the amacrine level have also been used to modulate both OFF and ON channels. Taurine and glycine, both potent transmitters for some amacrine cells, suppress totally the OFF discharges for class R3 ganglion cells without affecting their ON discharges [9] . On the other hand, atropine suppresses ON responses without modifying OFF responses [47] . Finally, GABA produces a net decrease in both ON and OFF responses whereas picrotoxine and bicuculline greatly increase (two to five times) the firing rate of both ON and OFF responses [8, 9] . These experiments suggest the usefulness of a 'modulation factor' for each input channel in the modeled R3 cells. These modulation factors (p for the ON channel and q for the OFF channel) should be independent of any other spatio-temporal characteristics, thus, allowing the recovery of R3 cells after different experimental conditions. Hence, the following more general form for the R3 algorithm in Table 2 is proposed:
Although it seems that adjusting the relative weight of the ATD and ATH channels would be sufficient to model a large majority of class R3 responses, this highly simplified model would be unable to account for some more subtle effects encountered under specific experimental conditions. For instance, the model would be unable to mimic the enhancement of the OFF responses frequently reported when APB is added to the bathing medium [3, 47] . It would also be unable to mimic the interesting observation of Grü sser-Cornehls [37] . She reported that class R3 neurons in Hyla usually responding with transient ON and OFF bursts under photopic adaptation, can display either sustained ON or sustained OFF responses under scotopic conditions, thus, indicating a shift from cone to rod functions. Finally, the model would be unable to simulate color-specific responses observed in some class R3 ganglion cells when stimulated with light of different wavelengths [46, 56] . Thus, an interesting challenge would be to improve the anatomical connections of the model to be able to account for all this phenomena.
A second possible improvement concerns the spatial representation of the inhibitory/excitatory interactions within the receptive field. When the ERF size of the model is derived from the velocity function data, the size continuously increases. On the other hand, physiological studies suggest that the size of the ERF shows a drop-off for velocities above V= 15-20°/s. This difference may be due to the fact that our current IRF model shows a rather flat inhibitory profile whether it is in the ERF-IRF boundary or in the periphery of the IRF region. Grü sser and Grü sserCornehls [41] report that this IRF effect is much more pronounced in the ERF-IRF boundary than in the IRF periphery, while Donner and Grö nholm [13] reject the Gaussian representation of the IRF observing the presence in all ganglion cell classes of frogs of a responsive surround, also antagonistic to the center but distinct from the inhibitory surround.
Future research should also proceed based on a more realistic shape of the receptive field to model those R3 ganglion cells reported to be unresponsive to diffuse ON-OFF light stimulations. It could be questioned whether such cells should be really considered as class R3 retinal ganglion cells since responses to diffuse light are key criteria for classification [13] especially for extracellular recordings at tectal level [34, 62, 67] . In any case, two approaches can be suggested. Teeters and Arbib [60] pointed out that a delay between excitation and inhibition is essential to account for the responses to diffuse light flashes. Thus, suppressing this delay would eliminate responses to diffuse light stimulations without affecting central responses to light spots. However, it seems difficult to act on this physiological value [54] . Rather, another possibility would be that such cells would have very large and strong inhibitory inputs able to equal or exceed the amplitude of the excitatory inputs. Modeling such neurons would require to modify the parameters of the IRF in such a way that the product [k1*(q.ATH +p.ATD) in Table 1 ] would now counterbalance the product [k0*(q.ATH +p.ATH)]. Changes can be performed either by increasing the two modulation factors (p and q) specifically dedicated to the inhibitory input channels, or by increasing the parameters (mainly sigmoid and weight) of the IRF gaussian mask.
Area function and shape dependence
The original algorithm used for modeling the R3 ganglion cells is also able to reproduce the area function obtained for these cells: (1) the increasing phase of the response for 0.5B SQ B4°is S-shaped as reported elsewhere [42, 44] ; (2) a plateau and/or a drop in sensitivity due to interactions between the leading and trailing edge components is observed for targets (4 B SQ B9°) approaching the ERF diameter [42, 44, 55] ; and finally (3) the decreasing phase of the response (based on the leading edge response only) is linear. Butenandt and Grü sser [10] precised that the sharp reversal predicted by the mathematical expression of the area function did not usually appear in individual (class R2) neurons. Henn and Grü sser [45] suggested that inhibitory effects were not restricted to the surround but also present in the ERF. Nevertheless, as a simplification, modeling the distributions of the excitatory and inhibitory inputs with two Gaussian functions [10, 45, 60] is adequate to describe the response-area function in class R3 neurons. This area function can be better compared with the physiological data by removing the ATD (trailing edge) component. Under this condition, the area function of the model follows the usual relationship [20, 30] 
However, setting the parameter p from p = 0.5 to p = 0 should not be considered as a basic change to improve the model. It simply corresponds to a modeling 'facility' to precisely remove the trailing edge component of the response, specially when this component is masked by the leading edge component. Curves shown in Fig. 5 present area functions corresponding respectively to an OFF\ON class R3 ganglion cell (p= 0.5) and to a pure OFF class R3 neuron (p = 0). Our data indicate that when targets (e.g. 3 -5°long) are moved at V=7.60°/s across the ERF, the trailing edge ON component begins to appear about 0.5 s after the OFF component (Fig. 4) and remains more or less completely mixed with the OFF component up to 1 s after the initial spike of the discharge. Thus, it can be expected that any modulation of the ON component would affect the shape of the area function in class R3 neurons. Hence, this model predicts: (1) strongly OFFdominated class R3 ganglion cells would exhibit clear shape reversal of their area function; (2) conversely, the stronger (sustained) the ON input, the more 'rounded' the area function would be. The model also predicts (3) that the higher the angular velocity of the stimuli, the sharper the area function curve would be; and conversely (4) the lower the velocity used for the test, the more 'rounded' (flattened) the area function. Experiments performed on class-1* and class-3 neurons of Hyla [37, 42] support these predictions.
Modulation of the ON component also affects the shape dependence response of the model. If p is set to 0.5, the response to WL configurational stimuli is not as linear as reported in physiological data [18, 20, 58, 61] . It clearly shows an important break for 4B WLB8°. The direct result is a discrimination curve steeper than experimentally obtained. In other words, mathematically suppressing the trailing edge (ON) response does not affect the 'critical/remarkable' values of the discrimination curve (maximum for L= 7-8°; inversion for L=16°) but strongly affects its shape as well as its amplitude. The model predicts that for p = 1, the maximal negative values obtained for L = 7-8°would be stronger than those reported in Fig. 6(B) . Thus, it could be asked whether, in natural conditions (1) the net preference of R3 cells for AWL stimuli versus WL stimuli is not stronger than physiologically reported, specially for stimulus sizes equal to the ERF diameter; and (2) the non-dominated ON-OFF R3 ganglion cells are more sensitive than the OFF-dominated R3 cells to AWL oriented stimuli. Also concerning the shape dependence of retinal ganglion cells, the model predicts that the curves shown in Fig. 6(B) would have different shapes according to the dimension of the leading edge of the WL-stimulus. This is so, since the major effective stimulus, when bars are used, is the angular dimension of the vertically oriented (with regard to the direction of movement) leading edge of the stimulus [10, 18, 20, 42] . The derived D(W,A) values express in fact the ability of neurons to discriminate two vertical edges, one having a constant size (presently 2°) and the other a variable dimension. Simulations of the model with WL and AWL bars having their smaller dimension l= 0.5°(other things being equal; p= 0) gave for example a maximal negative value of D(W,A) of about 0.85 for L= 8°and a reversal point for about L = 26°.
Finally, both physiological and modeled data, derived from studies concerning either the area function or shape dependency, show clearly that the diameter of the optimal target (able to induce the maximal re-sponse) of any retinal neuron is strongly related to a specific ratio between the size of this target and the size of the ERF. For class R3 ganglion cells, this ratio is r = 0.7-1.0 [10, 20, 42] . Thus, it can be predicted that changing the ERF size would induce a corresponding change in the value for the optimal target. A simple way to produce these changes may be to act on the retinal levels of dopamine (DA), a neuromodulator known to affect the receptive field organization by regulating the strength of lateral inhibition and centersurround antagonism [14] . DA released from the interplexiform cells enhances the center-dominated responses by reducing the extensive surround inhibition from the horizontal cells, thus, allowing high acuity small field events to predominate [52] . In the absence of DA (for example in Parkinson disease patients) there is a net decrease of contrast perception: the inhibitory effect from the surround increases and previously detected stimulation spots could no longer be detected (except if they become brighter). Glagow and Ewert [33] reported that administration of apomorphine (APO), a dopamine agonist, induced a 2-fold increase in both the ERF and in the diameter of the optimal target in class R3 neurons in toads. They concluded that apomorphine acts on dopamine (DA) exerting a disjunctive effect on the electronic coupling between horizontal cells and, thus, modulates the receptive field organization by regulating the strength of lateral inhibition and center-surround antagonism. Analogous results can be expected after injection of APB and picrotoxine which also double the ERF size. It would also be interesting to test the size preference of class R3 cells after injection of strychnine, a glycine antagonist that makes the ERF of class R3 cells as large as the animal's visual field [9] .
The model has no feedback from the amacrines to the horizontal cells, thus a possible action of APO or DA on the horizontal cells cannot be predicted from this model. Secondly the horizontal layer behaves 'homogeneously' as a single cell, so it is not possible to model a disjunctive effect of the horizontal cells on the strength of the IRF. Third the IRF is not due to the spatial organization of the horizontal cells but to bipolar-amacrine elements arranged in a static array, so that in any conditions the diameter of the ERF and of the IRF always has the same fixed value. All these point to future refinements of the model (refer to Section 8.2).
Velocity dependence
Teeters et al. [61] model uses a high pass filter to represent the amacrine cells as they convert sustained bipolar signals into transients. R3 neurons, whose inputs consist solely of the transient amacrine channels sensitive to a moving stimulus, are activated when the summation of the amacrine inputs in the receptive field is positive. Response dependence on stimulus velocity in models of this type was proposed by Grü sser et al. [38] to account for velocity dependence in frog and considered analytically by Korn [48] . The positive correlation between the response and the stimulus velocity in our model can be summarized as follows. The faster a stimulus moves, the more amacrine channels (cells) it passes through in a given time and consequently the more channels that contribute to the ganglion cell response. When we view the amacrine channels in a spatial dimension, this phenomenon induces a 'longer' exponential decaying tail behind the moving stimulus as the stimulus velocity increases. A simplified illustration of this effect in the one dimensional case is shown in Fig. 8 .
Since the R3 ganglion cell model only receives inputs from the transient amacrine channels, its response is characterized by the result of convolving the R3 receptive field (DOG mask) onto the spatial amacrine channel layer. And also since we only count the leading edge response generated by a black stimulus moving on a white background when calculating the velocity func-tion, as Schü rg-Pfeiffer and Ewert [58] and Gaillard and Garcia [26] do, only the 'ATH' channel plays a role in the R3 response. Thus, a ganglion cell response centered at location 'k' (R k ) with respect to stimulus edge position is equal to: where x is the distance from the stimulus edge position to a transient amacrine cell over which the edge has passed, 6 is the velocity of the stimulus and t is the high pass amacrine time constant. Obviously from the R k above, the R3 response is a function of the parameters 6,~, ERF (size, s e , W e ) and IRF (size, s i , W i ) profiles. In fact the response is more complex because the inhibitory response is delayed by 40 ms. Theoretically the inhibitory response should be based on the stimulus velocity of 40 ms past and the spatial inhibitory effect should also be centered at the location 40 ms past relative to the current ERF center. Because the stimulus moves at a constant speed, the inhibitory response intensity at 40 ms is identical to the current inhibitory response. On the other hand, we can readily see that for a stimulus traveling at very high constant velocity, say 100°/s, the 40 ms delay will place R3 neuron's inhibitory center at 4°past where current excitatory center is. This effect will make spatial inhibitory profile become more segregated from the excitatory profile as velocity increase resulting in a decrease of inhibitory effect on ERF induced excitatory response.
Avelocity increase results in a farther elongation of the exponentially decaying 'tail' of amacrine channels, thus increasing the firing 'area' within the R3 receptive field. Depending on how much of this increased area is captured in the inner ERF region relative to the peripheral IRF region, the R3 response will either increase or decrease with the stimulus velocity. It turned out that with the basic parameter setting we have been using (~= 300 ms), the model showed a velocity exponent of about 0.95 similar to the experimental data. However, the velocity function was only valid for V B20°/s since the drop off velocity occurred (much earlier) at 20°/s. This is because beginning at V = 20°/s, the lengthening of the amacrine tail reaches a point where its tail area within the IRF region begins to outgrow the area within the ERF region so that the inhibitory effect overpowers the excitatory effect.
By reducing the amacrine time constant to 50 ms, we were able to match the drop off velocity as well as the velocity exponent in that the velocity function became valid for VB 50°/s. The decrease in the time constant results in a much 'shorter' tail for a given velocity. Therefore the inner ERF region can still capture the longer tail of the amacrine channels better as the velocity increases.
Conclusions
The various tests applied to this model show that it responds as physiological retinal R3 ganglion cells do. Thus, it can be included in more complex models of anuran visuomotor behaviors. For future improvements of the model, our data indicate (1) that changing the parameter p of the ON channel from p= 0.5 to p=0 seems not to be biologically relevant. It is only useful to fit the model performance with quantitative experimental data known to be calculated using only the leading part of the discharge; (2) however, changing the amacrine time constant from~a = 300 ms to~a =50 ms or into some in-between value (75-100 ms) might be of greater benefit specially in computing the velocity dependence of the model. This is in accordance with the fact that R3 ganglion cells showing more transient responses than R2 ganglion cells probably receive inputs from the most transient amacrine cell type [63, 68] . Experiments on 'natural' R3 cells must be performed to improve our understanding on these points. In the next section we discuss specific changes in the architecture of the model in order to be able to accommodate the rich variety of experimental data.
Analysis of the model with respect to the properties of R3 cells
A brief qualitative analysis of the model responses to various stimulus shapes and sizes could offer some useful guidelines to understand the principles underlying the design of the model architecture. An instantaneous response of a ganglion cell is the result of the summation of ERF induced excitatory responses and IRF induced inhibitory responses. The inputs to the ERF and IRF could originate from different combinations of channels (ATH, ATD) depending on the ganglion cell type. The model uses a high pass filter to represent the amacrine cells as they convert sustained bipolar signals into transients. This resulting amacrine cell layer forms an exponentially decaying surface starting from the edges of the moving stimulus: the ATH
n delayed for 40 ms layer forms such a surface starting from the leading edge of a dark moving surface and the ATD layer from the trailing edge. If the shapes of the stimulus classes are restricted to rectangles and if each amacrine cell has maximum instantaneous firing rate of 1, overall activities of ATD and ATH on their respective layers are:
where x is the distance between the amacrine cells corresponding to the leading edge and the position of the amacrine cells that have already been stimulated by the leading edge (both with respect to the coordinates of the ATH layer). Thus, ATH sum only depends on the height (h) of the stimulus -the dimension perpendicular to the direction of movement -for a given velocity (6) and time constant (~). Hence, the ATH layer activation pattern produces identical firing patterns for worm, antiworm and square, so long as they have the same height (h). The same principle applies to the ATD layer with respect to the trailing edge. Nevertheless, ATD layer activation will be temporally delayed depending on the length as well as the velocity of the stimuli, that is, depending on the time it takes for the leading and the trailing edge to stimulate the same cells in the amacrine layer.
These different spatial firing patterns of amacrines will form the basis of the shape dependence of ganglion R3 cells. The average response of anuran ganglion cells usually increases with stimulus size smaller than the ERF. Simply, the increase in ganglion cell response in our model stems from the fact that, assuming response durations are about equal for a given velocity, as the stimulus size increases it excites a larger area of receptors and thus of bipolars and amacrines, so that it increases the instantaneous ganglion cell response which is proportional to the sum of activation of amacrines and/or bipolars within the ERF. As the stimulus size increases beyond the ERF and into the IRF region, the IRF-contributed inhibition takes effect and reduces the total response of the ganglion cell.
Future refinements of the retina model
In order to account for further data (e.g. [33] ), the model should incorporate more detailed physiological and morphological facts. Some of the most obvious ingredients could be: 1. A more detailed horizontal cell model that is sensitive to the presentation of local stimuli. 2. Feedback loops among some of the layers (e.g. feedback from the amacrines to the bipolars). 3. Multi-compartmental dendritic processing and axonal transmission properties.
4. A more realistic spatial distribution of the excitatory/inhibitory interactions within the receptive field. Also we have to note that the modeling of transient amacrine cells was based on phenomenological observations rather than on detailed physiological data on these cells. It might be possible to express the comparatively more responsive synaptic transfer process of R3s by, for instance, decreasing the amacrine time constant. Rhythmical bursting also occurs in some R3 cells [53] , suggesting that a high pass filter may also be inadequate to explain all of their response properties. Some type of negative feedback, with time delays or voltage dependent activation, is an obvious candidate mechanism which could generate oscillations in the neural potentials leading to bursting type response patterns.
Pro6iding a flexible framework for modeling anuran retina
In summary, our current retina model cannot match all the experimental data, but it does show how a relatively simple model can explain a wide range of ganglion cell properties. It also makes clear how, by changing parameter values of different inputs to the ganglion cells, the response properties of the ganglion cells will change accordingly. We should also note that retinal ganglion cells of the 'same' class show a population of responses, as shown in [26] . Their results show surprisingly large variances in ERF size, temporal activation patterns, etc, among different R3 cells. Similarly, we can expect that bipolars and amacrines will also form statistical distributions of responses. It may be that during embryogenesis a connection pattern from amacrines to a ganglion cell will be basically homogeneous, but that during postnatal development certain connections are strengthened while some are weakened thus giving the diversity among ganglion cells of the same type. The fact that reciprocal connections exist between the bipolar cells and amacrines gives some hope that a similar connectivity may exist between amacrines and ganglion cells, which could provide information paths for selective strengthening and weakening required for diversity.
In our current model the amacrine population is represented by a layer of cells which share exactly the same properties. This has proven enough to match the experimental data described in this paper. But it is certain that the real retina contains several kinds of amacrine cells showing different properties and this could promote higher variability in the response profiles of the ganglion population whose response depend on amacrine input. For instance, in our studies on the velocity dependence of ganglion cells we found it beneficial to decrease the high pass filter (amacrine) time constant from 300 to 50 ms for the R3 ganglion cells to yield a better fit to the quantitative data. This suggests that the amacrine time constant may be better represented as forming a statistical distribution such as a normal distribution centered at a 'typical' value and that the amacrines feeding into the R3 consists mostly of the values in the lower spectrum. The populational approach could also be applied to the ganglion cells. Thus, we are led to place more emphasis on the variation of response properties in a population of neurons of the 'same' class, rather than questing for 'the' neuron of a given type [61] .
One question that could arise when considering the populational approach is whether there exists an illdefined boundary or just a 'continuum' between different classes of ganglion cells. Should we construct a model so that it is possible for one category of cells to jump to another simply by, for instance, adjusting the 'power' of a sustained input or the transient input? Gaillard and Garcia (1991) [26] describe 'R3-like' units whose characteristic responses are similar to R3 units but whose velocity dependence is closer to that found in R2 ganglion cells. Their response profiles are stronger in intensity and temporally more extended than those of typical R3 units. R3s differ from R2s in that (1) their ERFs are larger (2) their ERFs receive no sustained input channel and (3) they have delayed IRF-inhibition. We believe the significance of these differences increases in the order listed above. We also think the more important a characteristic is, the less flexible are the parameters that make the characteristic. Notice that the 'discrimination curves' of R2 and R3 cells to different stimuli are surprisingly similar. The main difference lies in a shift of the optimal length of the square (S) and the antiworm (A) from 4°(R2 units) to 8°(R3 units) and consequently in a shift of the crossing point between Worm (W), S and A curves. This difference can be accounted for by a simple difference in the R3's ERF size and therefore we may predict that some R3 cells may have smaller ERFs so that their responses to dynamic visual stimuli are similar to R2 responses.
