Item Response Theory (IRT) models traditionally assume a normal distribution for ability. Although normality is often a reasonable assumption for ability, it is rarely met for observed scores in educational and psychological measurement. Assumptions regarding ability distribution were previously shown to have an effect on IRT parameter estimation. In this study, the normal and uniform distribution prior assumptions for ability were compared for IRT parameter estimation when the actual distribution was either normal or uniform. A simulation study that included a short test with a small sample size and a long test with a large sample size was conducted for this purpose. The results suggested using a uniform distribution prior for ability to achieve more accurate estimates of the ability parameter in the 2PL and 3PL models when the true distribution of ability is not known. For the Rasch model, an explicit pattern that could be used to obtain more accurate item parameter estimates was not found.
INTRODUCTION
Item Response Theory (IRT) is widely used in psychological measurement (Embretson, 1996) , and in educational measurement (Lord & Novick, 1968) for designing and analyzing the measurement instruments. It also has applications in other fields such as public health, ecology and sociology. In educational measurement, the student ability is the subject of the measurement. Ability is a latent trait and it cannot be measured directly. Thus, student responses to items in a test are used to measure ability in educational measurement. IRT defines a continuous and monotonic mathematical function (Reckase, 2009) for explaining the relationship between latent ability and student responses to the test items (Embretson & Reise, 2000) . In this study, the latent ability is assumed to be unidimensional, and the IRT models that are for analyzing the unidimensional latent ability are considered for the analysis. The estimation methods for IRT models require an assumption regarding the ability distribution to enable estimation of the model parameters. The tradition is to assume a normal distribution for abilityfor estimating the model parameters. Generally, normality is a reasonable assumption for ability (Embretson & Reise, 2000) . However, it is not unlikely for observed scores in educational and psychological measurement to be non-normal in reality (e.g., Cook, 1959; Lord, 1955; Micerri, 1989) . Micerri (1989) , in example, examined 440 raw-score distributions from large-scale achievement and psychometric measures. Micerri (1989) found that, of the measures he investigated, 125 were moderately asymmetric (i.e., 28.4%), and 135 were extremely asymmetric (i.e., 30.7%). The non-normality in the observed scores may also indicate non-normality in the latent ability scores. It is because the observed raw scores and the latent ability scores from an IRT model are correlated (Fan, 1998; Stewart, 2012) . There are two general methods for estimation of the parameters in IRT models. These are marginal maximum likelihood estimation (Bock & Aitkin, 1981) and Bayesian estimation methods. Both of these methods make prior assumptions regarding the ability distribution (Baker & Kim, 2004 , de Ayala, 2009 . In this study, Markov chain Monte Carlo (MCMC) estimation was used for estimation of the model parameters. MCMC is a Bayesian estimation technique that iteratively samples from the posterior distributions of the parameters to be estimated (Jackman, 2000) . These samples are then used to obtain estimates of the parameters. Bayesian estimation methods require indication of a prior distribution for each parameter in the model that is intended to be estimated. The prior distribution for a parameter reflects the distributional assumptions regarding that parameter. Poor specification of the priors in Bayesian estimation may result in biased parameter estimates (e.g., Mislevy, 1986) . Therefore, a sufficiently informative prior should be specified for each parameter in the model in order to obtain unbiased estimates of the parameters (Baker & Kim, 2004; Mislevy, 1986) . A sufficiently informative prior provides information regarding the posterior distribution of the parameter to be estimated. The prior may be assumed to be from the same distribution family with the posterior distribution (e.g., conjugate prior). Assumptions with respect to ability distribution have been shown to have an effect on IRT parameter estimation, depending on the deviation from the actual ability distribution (Reise & Yu, 1990; Roberts, Donoghue, & Laughlin, 2002; Sass, Schmitt, & Walker, 2008; Sen, Cohen, & Kim, 2016; Seong, 1990; Stone, 1992) . Item parameter estimates are more precise when the prior distribution for latent ability matches the true distribution of latent ability (Seong, 1990) . The bias in item parameter estimates due to misspecification of actual ability distribution, on the other hand, often can be reduced by increasing sample size and test length (e.g., de Ayala & Sava-Bolesta, 1999; Kirisci, Hsu, & Yu, 2001 , Reise & Yu, 1990 Roberts et al., 2002; Seong, 1990; Stone, 1992) . Thus, the effect of the prior distributional assumptions on parameter estimation should be considered with respect to the potentially confounding variables such as the sample size and the test length. The latent ability distribution in an IRT model can be estimated with an assumption of normality following the general applications in the literature. The true ability distribution, on the other hand, can be in another type such as the uniform distribution (e.g., Hambleton & Cook, 1983; Swaminathan, Hambleton, & Rogers, 2007) . In that case, using a prior distribution that matches the true distribution of the latent ability may result in more accurate estimates of item and ability parameters in IRT models. In this study, the normal prior distribution for ability was investigated for its efficiency to result in reasonable estimates of item and ability parameters, especially when the true latent ability distribution was uniform. A simulation study was conducted to analyze student responses to items with a normal and a uniform underlying ability distribution. The analyses were done using a unidimensional IRT model for dichotomous items. The models used in this study were Rasch (Rasch, 1960) , two-parameter logistic (2PL; Birnbaum, 1968) , and three-parameter logistic (3PL; Birnbaum, 1968 ) IRT models. Uniform and normal distributions priors were used for the latent ability while analyzing student responses to items. Finally, item and ability parameter estimates from the models with a normal and a uniform prior distribution for the latent ability were compared to the generating item and ability parameters in order to determine the accuracy of item and ability parameter estimates.
METHOD 2.1. Unidimensional Item Response Theory Models
Unidimensional IRT models for dichotomous items (e.g., for multiple choice) are extensively used in educational measurement. These models include Rasch, 2PL and 3PL models. The names of 2PL and 3PL models vary depending on the number of item parameters in the model. Namely, the 2PL model has two item parameters that are item difficulty and item discrimination parameters. Similarly, the 3PL model includes three item parameters that are item difficulty, item discrimination and the item pseudo-guessing parameters. The 3PL model defines the probability that an examinee j with ability θ answers item i correctly ( | = 1 ) with the following equation:
where is the item difficulty parameter for item , is the item discrimination parameter for item , and is the pseudo-guessing parameter for item . Fixing the parameter in a 3PL model to zero results the 3PL model to reduce into a 2PL model. Thus, the probability that an examinee with ability answers item correctly in a 2PL model is:
Similary, fixing the parameter to zero and the a parameter to one in a 3PL model yields a Rasch model. The Rasch model defines the probability that an examinee with ability answers item correctly as:
(3)
The Simulation Design
Binary student responses to test items were generated using the R (2016) software for the Rasch, 2PL and 3PL models. The underlying latent ability distributions were simulated to follow either a standard normal distribution or a uniform distribution on the interval [-3, 3] . Two test lengths (15-item and 30-item) and two sample sizes (600 and 2,000) were generated. Twenty-five data sets were simulated for each simulation condition. Item parameters that are used to generate student responses to test items are given in Table 1 . 
Estimation of the Parameters
Estimation of the parameters was done by using the Markov Chain Monte Carlo (MCMC) method as implemented in the computer software OpenBUGS (Lunn, Spiegelhalter, Thomas, & Best, 2009) . A burn-in period of 3,000 iterations was used with a total number of 30,000 iterations for each model. Following priors were used for MCMC estimation of model parameters:
~ Normal(0,1), = 1, … , , ~ Normal(0,1) and > 0 , = 1, … , ,
~ Beta(5,17) and 0 < < 0.3, = 1, … , .
Following priors were used for estimation of ability parameter, depending on the prior assumptions regarding the ability:
The scale of ability is arbitrary in IRT estimation which is denoted as metric identification problem (de Ayala, 2009, p. 41; Baker & Kim, 2004) . The metric of the ability requires to be identified to achieve comparable parameter estimates across different calibrations. In this study, the metric of the ability was identified using item centering method (de Ayala, 2009). That is, the mean of item difficulty parameter estimates were fixed to zero for estimation of each model. In addition, the scale of parameters from estimated models was placed on scale of the generating parameters by using mean and sigma equating method (Marco, 1977) .
Item Recovery Analyses
Item recovery analyses were conducted to compare the generating parameters to the parameter estimates from the MCMC analyses with a normal prior and the MCMC analyses with a uniform prior. Accuracy indices and Pearson correlations were calculated for this purpose. The accuracy indices included mean bias, mean absolute error (MAE), mean-square error (MSE), and root-mean-square error (RMSE). The mean bias, MAE, MSE, RMSE and Pearson correlation values were calculated across twenty-five replications for the 15-item and 600 sample size condition, and for the 30-item and 2,000 sample size condition, individually, for each IRT model. As an example, the equations for calculating the accuracy indices and Pearson correlation for the item difficulty parameter (b) are given below:
where ( i) is the generating item difficulty parameter for item , ( ir) is the item difficulty parameter estimate for item from MCMC analyses with a uniform/normal prior from the rth replication, R is total number of replications which is 25, and n is the total number of items which is either 15 or 30.
RESULT / FINDINGS
The accuracy indices and the correlation coefficients are calculated for the item difficulty, item discrimination, item pseudo-guessing, and ability to quantify the item parameter recovery (see Appendix A, Tables A1-A4 ). Post-hoc comparisons were conducted for transformed MSE values using Tukey's HSD procedure (see Table 2 ). Square-root or natural logarithm transformation was used for transformation of the MSE values in order to achieve normally distributed residuals. Cohen's d values for the post-hoc comparisons are reported in Table 2 . Cohen's d values of 0.2, 0.5, and 0.8 indicate small, medium, and large effects, respectively (Cohen, 1988 ). Cohen's d values of 0.8 and larger were considered to reveal a substantial difference in mean MSE values between the uniform and the normal priors for a given parameter from a particular model for a given number of the items and the sample size condition.
Results did not indicate a difference in the mean MSE values between the normal and the uniform priors for the item difficulty parameter from the Rasch model, for both the 15-item and 600 sample size and for the 30-item and 2,000 sample size conditions. There was not a constant pattern for differences in the mean MSE values between the uniform and the normal priors for the ability parameter from Rasch model. For the 15-item and 600 sample size conditiom, there was not a substantial difference in the mean MSE values between the uniform and the normal priors for estimation of the item difficulty and the item discrimination parameters using a 2PL model, when the actual distribution of the latent ability was uniform. When the actual distribution of the latent ability was normal, the uniform prior yielded larger mean MSE value compared to the normal prior for both of the item difficulty and item discrimination parameters. For the 30-item and 2,000 sample size condition, for both of the item difficulty and item discrimination parameters, the normal prior yielded larger mean MSE value when the actual distribution of the latent ability was uniform. Similarly, the uniform prior yielded larger mean MSE value when the actual distribution of the latent ability was normal, for both of the item difficulty and item discrimination parameters. For estimation of the ability parameter using a 2PL model, the normal prior yielded larger mean MSE values compared to the uniform prior for all conditions. The analyses of the 15-items using a 3PL model for 600 sample size showed that, there was not a substantial difference in the mean MSE values between the uniform and the normal priors for the item difficulty and the item discrimination parameters, when the actual distribution of the latent ability was uniform. For the item pseudo-guessing parameter, the uniform prior yielded larger errors compared to the normal prior, when the actual latent ability distribution was uniform, for the 15-item and 600 sample size condition. Again for the 15-item and 600 sample size condition, the uniform prior yielded larger errors compared to the normal prior, when the actual latent ability distribution was normal, for estimation of the item difficulty, item discrimination and item pseudo-guessing parameters.
For the 30-item and 2,000 sample size condition, the normal prior yielded larger mean MSE values compared to the uniform prior, for estimation of the item difficulty and item pseudoguessing parameters, when the actual latent ability distribution was uniform. For the item discrimination parameter, on the other hand, there was not a significant difference in the mean MSE values between the normal and uniform priors. Again for the 30-item and 2,000 sample size condition, the uniform prior yielded larger mean MSE values for the item difficulty, item discrimination, and item pseudo-guessing parameters, when the actual distribution of the latent ability was normal. For estimation of the ability parameter in the 3PL model, the normal prior yielded larger mean MSE values compared to the uniform prior, when the actual latent ability distribution was uniform. The effect sizes for the difference between the normal and uniform priors were medium to large (i.e., between 0.5 and 0.8) when the actual distribution was normal. 
DISCUSSION and CONCLUSION
The primary purpose of using IRT models is to locate students on a continuous scale by estimating their ability (Baker, 2001) . Thus, correct estimation of the ability parameters in an IRT model is critical for accountability. The purpose of this study was to investigate if the prior distribution assumption for ability has an effect on estimation of the ability parameters, especially when the true ability distribution is uniform. For this purpose, a simulation study was conducted to compare a uniform and a normal prior distribution assumption for Bayesian estimation of the item and ability parameters in Rasch, 2PL and 3PL models. The simulation conditions included a short test with a small sample size, and a long test with a large sample size. Ability distributions were generated to follow either a normal or a uniform distribution; and the item responses were generated to fit either a Rasch, 2PL or a 3PL model. Twent-five data sets of item responses were generated for each combination of the simulation conditions. Each data set was analyzed using both a uniform and a normal prior, and the ability and item parameter estimates from both models were compared for their accuracy. Uniform and normal priors for ability yielded similar item parameter estimates for the Rasch model for each simulation conditions. The uniform and normal priors either resulted similar item parameter estimates, or the prior that does not match the true distribution resulted in better estimates of the ability parameter. That is, a uniform distribution prior yielded more accurate estimates of the ability parameter when the true distribution of ability was normal; and the normal prior resulted in more accurate ability parameter estimates when the true distribution of ability was uniform. For the 2PL model, the normal and the uniform distribution priors for ability either resulted in similar item difficulty and item discrimination parameter estimates, or the prior distribution that matches the true distribution of ability resulted in more accurate estimates of similar item difficulty and item discrimination parameters. For estimation of the ability parameters, the uniform distribution prior yielded more accurate estimates for each of the simulation condition independent of the true distribution of ability. The uniform and normal distribution priors for ability either resulted in similar item difficulty parameter estimates, or the prior that matches the true distribution of ability yielded more accurate item difficulty parameter estimates. Uniform and normal distribution priors resulted in similar item discrimination parameter estimates when the true distribution was uniform. Normal distribution prior yielded more accurate estimates of the item discrimination parameter when the true distribution of ability was normal. Similarly, the normal distribution prior yielded more accurate estimates of the item pseudo-guessing parameter for each of the simulation conditions except for the 30-item and 2,000 sample size condition, when the true distribution of ability was uniform. For this condition, the uniform distribution prior resulted in more accurate estimates of the item pseudo-guessing parameters. The uniform and normal distribution priors for ability yielded similar estimates of ability when the true distribution of ability was normal. When the true distribution of ability was uniform, on the other hand, the uniform distribution prior yielded more accurate estimates of the ability parameter. In summary, the results of this study suggest using a uniform distribution prior to achieve more accurate estimates of the ability parameter in the 2PL and 3PL models when the true distribution of ability is not known. The results contribute to the IRT literature as they suggest that using a uniform prior for ability may be more useful as opposed to the convention of using a normal prior for estimation of ability. The results did not indicate a guiding pattern for estimation of the ability parameter in the Rasch model. However, the results of this study are limited with the simulation conditions used in the study. A future study may include more alternatives for the test length and the sample size conditions. In addition, this study only investigated the effect of the prior distribution for ability on estimation of the parameters in IRT models. A future study may explore potential effects of the prior distributions for the item parameters on parameter estimation in IRT models. 
APPENDIX

