The present paper suggests a new algorithm for estimation of peak positions in FTMS spectra. It is shown theoretically and experimentally that the new technique yields superior results compared to the currently applied techniques, when the noise level is high and/or the peaks are located close to each other. Cases are presented where the deviation from the true mass could be mistaken for space charge effect, while the shift is in fact solely due to the shortcomings of the current techniques and can be corrected by applying the shifted-basis technique. In two out of three cases, this technique gave more accurate (Ͼ5 times) result compared to the conventional analysis. In the third case, where the signal was high compared to the noise, the results were comparable. The new technique can be used to achieve better mass accuracy for noisy and not well resolved spectra, and to further investigate the features of the space charge effect. (J Am Soc Mass Spectrom 2004, 15, 457-461)
T he currently reported state of the best available mass accuracy is at sub-ppm level [1] . In general, this is however only true for masses Ͻ1000 Da. It has been proven that in order to derive the unique elemental composition from the monoisotopic mass at a mass Ͼ1000 Da, one needs an accuracy of 0.1 ppm or better [2] . If this level is achieved it would clearly facilitate de novo sequencing [3] . It is also possible to deduce information about elemental composition from the isotopic distribution [4] , but the experimentally obtained isotopic distribution usually deviates from the theoretical one, especially for low-abundancy ions. One question that arises is whether the current techniques employed for peak position determination are sufficiently precise to reach this goal. In most presently available software programs, such as Xmass (data analysis program developed by Bruker Daltonics) and BUDA (data analysis program developed by P. O'Connor), the centroid and apex determination techniques are applied in combination with zero-filling [5] and apodization [6] . The drawback of these approaches is that they demand well-separated peaks and good signal-to-noise ratio (S/N). Another effect of zero-filling, if it causes a discontinuity in the time domain signal, is the appearance of artificial peaks (auxiliary wiggles) on both sides of the real peak. These artificial peaks are undesirable and may cause confusion when automatic peak finding is involved. Apodization is a good tool for reduction of artificial peaks in a zero-filled spectrum, but at the same time it broadens the peaks and compromises the mass resolution. One would therefore be interested in an algorithm that is less affected by the proximity of the peaks to one another, less sensitive to noise, would not register artificial peaks and would not require apodization.
Here we describe the structure of such an algorithm. Results of comparison between this novel technique and conventional software are presented.
Theoretical
The appearance of a peak in straightforward Fourier spectra (without zero-filling and apodization) depends on how the signal frequency relates to the discrete grid of the FFT [7] . If the present signal is a pure sine wave with a frequency that coincides with one of the discrete channels of the FFT grid, the peak appears without any broadening or auxiliary wiggles. However, if the frequency deviates from a discrete channel by a small value , the peak will exhibit a broadening. Since the uncertainty in peak position depends upon the peak width [8] , this broadening leads to deterioration of the mass accuracy. At the same time, the peak height decreases. Another effect is the peak asymmetry, which arises when the signal frequency deviates from the grid frequency or the position equidistant to the grid points. The asymmetry means that fitting to the peak any symmetrical function, e.g., Gaussian or Lorentzian, will cause an erroneous estimate of the peak position. These undesirable effects are easy to remove without increasing the number of points in the FFT. This can be done by shifting all grid frequencies by the same value [s Ϫ1 ], e.g., via multiplication with a complex exponential function prior to applying the FFT. This simply means that, instead of the conventional FFT
an -shifted FT is used:
Here as usual m is frequency, t n is time, f(t n ) the time-domain function, m ϭ ϪN/2, . . . ,N/2 and i ϭ (Ϫ1) 1/2 . It can be shown that the functions F(Ј m ) remain orthogonal. In this new orthogonal basis the peak position on the frequency scale exactly matches one of the basic frequencies. The peak width becomes minimal, and the peak position can be determined with the highest accuracy. The question remains, how to determine the value of for any given peak. This problem can be avoided if we take a large number of shifts k ϭ k␦ , (k ϭ 0 . . . k maxϪ1 , where ␦ can be arbitrary small, and k max * ␦ ϭ mϩ1 Ϫ m . For each of the shifts k , FFT is then taken. Now, for any given peak at the frequency m Ј, k exists that brings one of the orthogonal frequencies to a close proximity to m Ј. In the corresponding FFT, this peak will have minimal width and highest intensity. The problem is now to develop a reliable measure that would recognize this fact, and for each of the multiple peaks present in the spectrum, find among the different FFT's the one with the shift optimal for that very peak.
The most obvious choice at first glance would be to pick the abundance spectrum where the peak in question is the tallest. This is however an unsatisfactory choice because this measure becomes unstable when there are other peaks nearby. The reason is that the wings of the other peaks elevate the neighboring peak, which can upset the measure. We found that a much more stable and informative measure (V), operating on the complex spectra F(Ј m ) can be constructed based not on the apex, but on the three complex points C 1 , C 2 , C 3 that are closest to the peak apex. Since we want the value of V to be real, the complex points C 1 , C 2 , C 3 are multiplied by some complex number ␣ of the absolute value one, after which the absolute values of the imaginary parts of ␣(
The complex number ␣ is chosen such that the value of V is maximized for the given spectrum. Rigorously, this process is described as follows.
where A j is the amplitude and j the phase angle of C j . We want to find the spectrum with the maximum value V. It can be shown that for each spectrum, V can be found as:
with
and
This turns out to be a remarkably stable measure that is not offset significantly even if the peaks are only three points apart. It not only allows very precise determination of the peak position (Ͻ0.01 of the width of a single channel), but also calculates with an error Ͻ1% the phase and the relative intensity of the peak.
Based on these findings a computer program has been developed. The user defines the number of shifts based on the required precision. The output is a peak list of all peaks in the spectrum complete with their phases and intensities.
Experimental
All experiments were performed using a 9.4 tesla Apex II and a 7 tesla APEX III Fourier transform ion cyclotron mass spectrometer (Bruker Daltonics, Billerica, MA). Both instruments were equipped with a cylindrical ICR cell ("infinity cell") [9] . Peptides were obtained from Sigma and dissolved in methanol/water/acetic acid solution (48/48/4 vol/vol/vol) and diluted to concentrations of approximately 2 ϫ 10 Ϫ5 M. Sample solutions were introduced in the mass spectrometer using electrospray ionization (ESI) [10] at a flow rate of 1 L/min.
Original transient data was extracted from Bruker files using the "writefid" program developed by Steve VanOrden.
Two separate sets of data were acquired on the APEX II. The first set consisted of 100 single acquisitions of substance P. The second set consisted of 100 single acquisitions of a peptide mix (melittin, substance P, bradykinin, renin substrate). For comparison of the suggested technique with both BUDA and Xmass, each spectrum of substance P was internally calibrated [11, 12] using a two-parameter mass-scale equation. The dataset of the peptide mix was calibrated using the same two-point calibration, but compared only against Xmass.
Two other datasets were acquired on the APEX III FT instrument and calibrated using three-point calibration. The third dataset consisting of 10 acquisitions of a peptide mix (MCD peptide, des-Arg 1 -bradykinin, ACTH 1-10) was acquired, each acquisition containing the sum of 100 transients. The goal of this experiment was to achieve the highest possible mass accuracy. The distribution of peak positions was studied in the fourth dataset. A comparison was made between the standard deviation of 500 individual acquisitions and the standard deviation of another 100 individual acquisitions of the same peptide mix, both obtained under the same conditions.
At first, the k max value for the shifted-basis technique was chosen to be 1000. Such a high value was chosen to test the ultimate capabilities of the technique. In fact k max ϭ 200, (Figure 1 ) proved to be sufficient. Later we chose k max ϭ 10 and interpolated the three points constituting the apex of the merit curve in order to choose the highest V value. The results were identical with the k max ϭ 1000 case (Figure 2 ). With interpolation, the technique becomes as fast as the other techniques currently applied for mass determination, without loss of accuracy.
Results and Discussion
Overall, the proposed technique performed better than both BUDA and Xmass. In comparison with BUDA, approximately four times better standard deviation has been achieved for both the measured and calibrated peaks in the first set of data (S/N ϭ 10), and a two times better result for the position of the monoisotopic doubly charged y 10 -ion of substance P. In comparison with Xmass, very similar standard deviation values were obtained for all peaks. However, the position of the same doubly charged y 10 -ion was measured with the average deviation of 0.13 ppm as opposed to 0.68 ppm, with a standard deviation of 0.6 ppm in both cases (Figures 3, 4) . We chose the first two isotopic peaks of substance P of [M ϩ H] ϩ and [M ϩ 2H] 2ϩ for calibration.
Using the proposed technique, we determined the position of the doubly charged renin substrate ion in the second set of data (S/N ϭ 10), with 0.05 ppm accuracy and standard deviation 0.33 ppm. The corresponding results for Xmass were 0.17 ppm and 0.34 ppm, respec- The magnified area shows the parabolic fit using the three apex points for the case k max . The fit curve closely follows the points obtained for k max ϭ 1000. The maximum value of V for k max ϭ 1000 without interpolation is achieved at k ϭ 227; the corresponding value for k max ϭ 10 with parabolic fitting is at k ϭ 227.42. tively. The same calibration equation and the same calibration peaks were used as in the first set of data.
For the third set of data (S/N ϭ 50), a high accuracy level (Ͻ0.5 ppm) and good standard deviation (Ͻ0.1 ppm) was achieved for the measured monoisotopic peaks of the doubly and triply charged ions of MCD peptide both by Xmass and our software. The monoisotopic peaks of single and doubly charged ions of des-Arg-bradykinin and the monoisotopic peaks of doubly and triply charged ions of ACTH 1-10 were used for a three point calibration. Results from both techniques coincided within the margin of error. It was however apparent from these results that the calibration equations were not perfect, since neither the spreads of the calibrated peaks nor the measured peaks were centered around their true values. Research is ongoing to develop better calibration [13, 14] equations.
In the fourth set of data, the standard deviations of the calibration peaks (the same as in data set three) and one of the measured peaks (monoisotopic peak of doubly charged ions of MCD peptide) remained the same (Figure 5 ), while the standard deviation of the second measured peak (monoisotopic peak of triply charged ions of MCD peptide) increased by 20%. It can be shown that these results satisfy the 2 criteria for a normal distribution of the peak positions. This means that the precision can be further increased by taking a larger number of individual acquisitions.
Conclusions
The centroid method employed by Xmass gives satisfactory results when the noise level is high (S/N ϭ 50) and the peaks are far apart. If this is not the case, then systematic deviation is observed. The shifted-basis technique, however gives precise results regardless of the noise level (S/N Ͻ 10) and peak separation (ϳ3 channels apart in test experiments with accuracy Ͻ0.1 ppm). Accuracy of the order of 100 ppb was achieved in experiments, suggesting that the new level of routinely available mass accuracy in FTMS may be around the corner. The shifted-basis technique does not produce artificial peaks that can lead to confusion in automated peak picking. The technique is as fast as the other currently applied methods for mass determination. The distribution of the deviations of the measured peak acquired for 500 independent acquisitions (solid line). The distribution is consistent with the Normal distribution (dotted line). The standard deviation from the average was 0.4, which is largely the same as for 100 acquisitions. The systematic deviation of the average value is due to space charge effect and imperfect calibration.
