We extend the definition of the bivariant K-theory kk ban from plain Banach algebras to Banach algebras equipped with an action of a locally compact Hausdorff group G. We also define a natural transformation from Lafforgue's theory KK ban G into the new equivariant theory, overcoming some technical difficulties that are particular to the equivariant case. The categorical framework allows us to systematically define a descent homomorphism and to prove a Green-Julg theorem, a dual version of it and a generalised version that involves the action of a proper G-space. We also include a naïve Poncaré duality theorem.
• The functor A(G, ·) : G-BanAlg → BanAlg sends G-Morita equivalences to Morita equivalences: Let E be a G-equivariant Morita equivalence between G-Banach algebras A and B. Then A(G, E) is a Morita equivalence between A(G, A) and A(G, B). If ι denotes the canonical inclusion of A into the linking algebra L of E, then A(G, ι) is the inclusion of A(G, A) in A(G, L). Because Mor ban : BanAlg → Mor ban is Morita invariant, it follows that F is G-Morita invariant.
Equivariant extensions and equivariant splits
In this section we discuss how every extension of G-Banach algebras with continuous linear split can, up to Morita equivalence, be replaced with an extension with equivariant split. Definition 1.5. We define three classes E G ⊇ E G ss ⊇ E G G−ss of extensions of G-Banach algebras:
1. The class E G is defined to be the class of all (G-equivariant) extensions of G-Banach algebras, i.e., extensions of G-Banach algebras of the form
where ι and π are G-equivariant continuous homomorphisms, π is surjective, ι is injective (with closed range) and ι(B) = Kern(π).
The class E G
ss is defined to be the class of all semi-split (G-equivariant) extensions of G-Banach algebras, i.e., extensions of the above form where ι and π are G-equivariant continuous homomorphisms and π has a continuous linear (not necessarily G-equivariant) split.
3. The class E G G−ss is defined to be the sub-class of E G ss of equivariantly semi-split (G-equivariant) extensions of G-Banach algebras, i.e., G-equivariant extensions that permit a G-equivariant linear continuous split.
Extensions arising from odd G-equivariant Kasparov cycles are G-equivariant extensions that permit a continuous linear split but that do not come naturally with a G-equivariant split (see the discussion in Subsection 2.3). However, it is always possible to replace a given extension in E G ss another extension in E G G−ss that is "G-equivariantly Morita equivalent". This fact by itself, interesting as it is, does not seem to help directly in the case of even Kasparov modules, but the tools that we develop can and will be used in the even case as well.
In a first step, we are now going to define, for every G-Banach algebra A, another G-Banach algebra called L 1 (G ⋉ G, A) that is equivariantly Morita equivalent to A. For further reference, we even give the necessary definitions for Banach spaces etc..
Note that the following definition is a variant (that can even be regarded as a special case) of the corresponding definitions in Section 5 of [Par09a] . Compare also the definitions in Section 1.3 of [Laf06] . Definition 1.6.
1. Let E be a Banach space. Define L 1 (G⋉G, E) to be the completion of C c (G× G, E) with respect to the norm:
2. If E 1 , E 2 and F are Banach spaces, with E 2 a G-Banach space, i.e., E carries a strongly continuous isometric action of G, and µ : E 1 × E 2 → F is a continuous bilinear map, then we define the convolution (ξ 1 * ξ 2 )(s, t) := G µ ξ 1 (r, t), rξ 2 (r −1 s, r −1 t) dr, s, t ∈ G.
for all ξ 1 ∈ C c (G × G, E 1 ) and ξ 1 ∈ C c (G × G, E 1 ). This product extends to a continuous bilinear map * :
3. If E is a Banach space, then L 1 (G ⋉ G, E) carries an isometric strongly continuous action of G which is given on C c (G × G, E) by (rξ)(s, t) := ξ(s, tr), r, s, t ∈ G, ξ ∈ C c (G × G, E).
Definition 1.7. Let E and F be Banach spaces and T ∈ L(E, F ) a continuous linear map from E to F . On C c (G × G, E), define the map L 1 (G ⋉ G, T ) by L 1 (G ⋉ G, T )(ξ)(s, t) := T (ξ(s, t)) ,
for all s, t ∈ G and ξ ∈ C c (G × G, E). Then L 1 (G ⋉ G, T ) extends to a continuous linear and Morita equivalent in the sense of [Par09b] and [Laf04] ; the Morita equivalence is given by the pair (L 1 (G, A), C 0 (G, A)), equipped with the following operations: (aξ < )(s) := aξ < (s)
for all s, t, u ∈ G, a ∈ A, ξ < ∈ C c (G, A) ⊆ L 1 (G, A), ξ > ∈ C c (G, A) ⊆ C 0 (G, A) and α ∈ C c (G × G, A).
Proof. By direct calculation one can see that L 1 (G, A) is a G-equivariant Banach A-L 1 (G ⋉ G, A)-bimodule with the above operations and, similarly, that C 0 (G, A) is a G-equivariant Banach L 1 (G ⋉ G, A)-A-bimodule. The A-valued inner product satisfies
and turns (L 1 (G, A), C 0 (G, A)) into a G-equivariant Banach A-pair as can be checked by direct calculation. Similarly, one checks that (C 0 (G, A), L 1 (G, A)) is a G-equivariant Banach L 1 (G ⋉ G, A)-pair, which means in particular that we have
The actions and the inner product are compatible. Moreover, it is easy to check that the closed linear span of L 1 (G, A), C 0 (G, A) A is the closed linear span AA of {a · a ′ : a, a ′ ∈ A} ⊆ A. Also, the linear span of L 1 C c (G, A), C c (G, A) is dense in the inductive limit topology in C c (G × G, AA), and it follows that the span of L 1 C 0 (G, A), L 1 (G, A) is dense in L 1 (G ⋉ G, A 2 ) which can be shown to be L 1 (G ⋉ G, A) 2 . So it follows that (L 1 (G, A), C 0 (G, A)) is a Morita equivalence between L 1 (G ⋉ G, A) and A in the sense of [Par09b] .
Theorem 1.11. Let B / / ι / / D π / / / / A be a semi-split G-equivariant extension with continuous linear split σ. Then the G-equivairant extension
is equivariantly semi-split with equivariant continuous linear split L 1 (G ⋉ G, σ).
Equivariant cycles and equivariant operators
Let A and B be G-Banach algebras. The class E ban G (A, B) is defined as in [Laf02] or rather as in the proof of Theorem 1.27 of [Par14] if you do not want to restrict yourself to non-degenerate Banach algebras. Similarly, define the notion of homotopy on E ban G (A, B) as in [Laf02] or [Par14] and call the resulting group of equivalence classes KK ban G (A, B). In this section, we discuss how one can replace any element (E, T ) of E ban G (A, B) with a version for which the operator T is G-equivariant. This can be done in two natural ways: The perhaps the most natural replaces both algebras A and B, with Morita equivalent version called
and
is obtained in a very systematic way. A little less systematic, but smaller in a certain sense is another version of the same trick which finds the equivariant cycle corresponding to (E,
. It is this second version that we are going to use later on. Both versions amount to the same cycle if one uses the Morita equivalence between B ′ and B to identify KK ban G (A ′ , B ′ ) and KK ban G (A ′ , B). Definition 1.12. Let E ban G,equiv (A, B) be the subclass of all G-equivariant cycles in E ban G (A, B), i.e., of all cycles (E, T ) such that T is G-equivariant. Two such cycles are G-equivariantly homotopic if there exists a G-equivariant homotopy between them. Define KK ban G,equiv (A, B) to be the class of all G-equivariant homotopy classes in E ban G,equiv (A, B). It is an abelian group.
Version 1: KK
The following definition is a refinement of the corresponding definition in Section 5 of [Par09a] , compare also [Laf06] and [Par07] .
Definition 1.13 (The transformation for Banach pairs). Let
) equipped with operations given by convolution,
i.e., with
. Equipped with the G-actions defined above, this defines a G-Banach L 1 (G⋉G, B)-pair. If E carries a compatible left action of some Banach algebra A, then similar convolution formulas define a compatible left action of
The statements in the preceding definition as well as in the following can be checked by direct calculation. Definition 1.14 (The transformation for operators). Let E and F be G-Banach B-pairs and T = (
where
for all s, t ∈ G and
This construction is functorial and
Proof. See 
. We obtain a natural transformation
Proof. See [Par07] , Proposition 5.2.23.
Version 2: KK
equipped with operations given by convolution, i.e., with
As above, we define the transformation also for operators: Definition 1.18. Let E and F be G-Banach B-pairs and T = (
where C 0 (G, T ) > is defined as
for all t ∈ G and ξ > ∈ C c (G, E > ), and C 0 (G, T ) < is defined by
for all t ∈ G and η < ∈ C c (G, F < ). We have C 0 (G, T ) ≤ T . This construction is functorial and
.
It is compatible with homotopies of (equivariant) cycles.
Proof. The arguments are basically the same as in the proof of Lemma 1.15. What you have to show is that the convolution with elements of
This is done analogously to [Par07] , Paragraph 5.2.7.
Because we will use the resulting map on the level of KK ban -elements later on, we will give it a name:
be the map (E, T ) → C 0 (G, (E, T )) on the level of homotopy classes.
It is a natural homomorphism.
Comparison of the two versions
which induces a G-equivariant homotopy of these two cycles in
Sketch of proof.
It is straightforward to see that the canonical concurrent homomorphism from
and C 0 (G, T ). It is also easy to check that this homomorphism is equivariant. To see that this homomorphism induces a homotopy one uses the criterion given in Theorem 3.1 of [Par09b] ; the technical condition is checked by a careful inspection of how elements of L 1 (G ⋉ G, K(E)) act on the two involved Banach pairs. The fact that the concurrent homomorphism is equivariant leads to the equivariance of the resulting homotopy. 
The definition
For every locally compact space X and every G-Banach algebra A define AX as the G-Banach algebra C 0 (X, A) with the pointwise G-action; if x ∈ X, then ev A x : AX → A denotes the (equivariant) evaluation homomorphism at x.
Define, for every G-Banach algebra A,
In the case A = C we just write Z, C and Σ for the Banach algebras ZC, CC and ΣC, respectively; they carry the trivial G-action.
Two parallel G-equivariant morphisms ϕ 0 , ϕ 1 : A → B between G-Banach algebras are said to be G-equivariantly homotopic if there exists a G-equivariant homotopy from ϕ 0 to ϕ 1 , i.e., a Let A, B be G-Banach algebras and m, n ∈ Z. Define
With this set as morphisms, the class of all pairs (A, m) with A ∈∈ G-BanAlg and n ∈ Z becomes a category ΣHo 
which is isomorphic in ΣHo ban G to the image under (−Σ) n , for some n ∈ Z, of some cone triangle of some continuous G-equivariant homomorphism of G-Banach algebras. 
Theorem 2.3. We could also define kk 
has a G-equivariant continuous linear split. By Proposition 1.10, there is a G-equivariant Morita equivalence between L 1 (G ⋉ G, A) and A. Let L A denote the corresponding linking algebra. Similarly, define L D and L B . These algebras fit canonically in a semi-split G-equivariant extension
Note that all vertical arrows are isomorphisms in kk ban G . We now focus on the lower part of the diagram: It induces a commutative diagram of the form
The vertical arrow γ is given by the universal property of the mapping cone; it is straightforward to see that this map is, up to isomorphism of G-Banach algebras, the inclusion of a corner in a linking algebra and hence an isomorphism in kk (G⋉G, ǫ) is in E G G−ss , it follows that κ L 1 (G⋉G,π) and hence also κ π is an isomorphism in kk ban G .
Definition and Lemma 2.4.
is defined as the product of the canonical morphism ΣA → C π in kk ban G (ΣA, C π ) and the inverse of the morphism κ π :
In particular, every element of E G ss gives long exact sequences in kk ban G in both variables.
Properties
The following two lemmas can directly be read of the triangulated structure of kk
The following theorem is proved just as Theorem 6.14 of [Par14] , cf. 
Remark 2.9. This theorem, together with the universal property of kk ban G , implies that, for every functor F : G-BanAlg → C, where C is some additive category, that is G-homotopy invariant, GMorita invariant and half-exact for semi-split extensions of G-Banach algebras, we have a bi-natural transformation F : KK
In fact, the proof that we give below shows that the same is true for functors that are G-homotopy invariant, G-Morita invariant and just split exact. So if one chooses to define a variant of kk ban G that is universal for such functors one also has a bi-natural transformation from KK ban G into this alternative theory. As in the non-equivariant case, we have to consider double split extensions rather than plain extensions (this would be the somewhat simpler case of odd KK-theory); we thus consider quasihomomorphisms. The double split extensions and quasi-homomorphisms that arise naturally are not G-equivariant in a very strict sense (in the first case, one of the splits, and in the second case, one of the homomorphisms is not necessarily G-equivariant). This problem seems to be hard to overcome with the trick that worked for plain extensions in Theorem 1.11. But we can go back to the individual KK ban -cycle and make it equivariant as in Paragraph 1.3. Let A and B be non-degenerate G-Banach algebras and let (E, T ) be an element of E ban G (A, B), i.e., an even KK ban G -cycle. Assume first that sT = T for all s ∈ G, i.e., assume equivariance of T .
denote the action of A on E 1 . Since T 2 = 1 and T is G-equivariant, we have another continuous G-equivariant homomorphism:
This is not quite a G-equivariant quasi-homomorphism because the action of G on the Banach algebra L B (E) is not strongly continuous in general. But we can replace this algebra by the subalgebra of all operators S ∈ L B (E) such that s → sS is continuous. We will not comment on this technical point in what follows and use L B (E) instead.
This procedure defines an element kk
by split-exactness of kk ban G ; we write kk ban G (E, T ) to distinguish it from the following morphism: As K B (E) is Morita equivalent to an ideal of B, we obtain an element
If T 2 = 1, then use the trick of Lemme 1.2.10 of [Laf02] that already solved the problem in the non-equivariant case, see [Par14] , Section 3. This construction preserves equivariance of T , and recall that it is compatible with the push-forward and with the sum of cycles. In particular, it respects homotopies. In other words: without loss of generality we can assume that T 2 = 1.
with equivariant T and let ψ : B → B ′ be an equivariant homomorphism. Then
Let (E 0 , T 0 ) and (E 1 , T 1 ) be G-equivariantly homotopic elements of E ban G,equiv (A, B). Then the lemma implies that kk
One can show as in [Par14] , Remark 3.2, Theorem 3.5 and Proposition 3.6 that this construction respects the sum of cycles, that it is functorial in both variables, and that it also respects the action of G-equivariant Morita morphisms in the second component, compare [Par09b] .
Now we consider the case that T might not be equivariant.
Note that T 2 = 1 implies C 0 (G, T ) 2 = 1, and that the construction which lets us assume that T 2 = 1 is compatible with T → C 0 (G, T ). In other words, we can still assume without loss of generality that C 0 (G, T ) 2 = 1. Recall that the map (E, T ) → C 0 (G, (E, T )) descends to homomotpy classes and that the resulting natural transformation is denoted by γ A,B .
Consider the composition
It is a natural homomorphism. Now L 1 (G ⋉ G, A) is G-equivariantly and naturally Morita equivalent to A, so we obtain a natural isomorphism
So we obtain a natural homomorphism
Note that γ A,B respects the right-action on KK ban G and KK ban G,equiv by G-equivariant Morita morphisms, so the same holds for the natural homomorphism kk ban G we have constructed from it.
Proposition 2.12. In case that the operator T is already equivariant, this more complicated construction yields the same result as the direct construction for equivariant T , i.e., the following diagram commutes, where the vertical arrow denotes the obvious forgetful morphism:
Before we show this proposition, we give a construction that will be useful also later on.
Let
where L denotes the linking algebra of the Morita equivalence between L 1 (G ⋉ G, A) and A; the left action of L on C 0 (G, E) is given as follows: the corner
as above (and by 0 on E); the corner A ⊆ L acts on E by the given action and not on C 0 (G, E). The subspace C 0 (G, A) ⊆ L acts on E > by the following map
we also have a multiplication
The actions of L 1 (G, A) on C 0 (G, E > ) from the left and on E < from the right are defined similarly.
This remains true if you replace KK
with coefficient maps ι A and Id B that will give us a homotopy from (Id B ) * (E, T ) to ι * A (Ẽ,T ). The homomorphism just maps E identically to the summand E ofẼ, and it is clear by definition that it intertwines T andT . Moreover, the criterion from Theorem 3.1 of [Par09b] is trivially satisfied, so Φ induces a homotopy as desired.
The same argument works for the second identity, and if T is equivariant, then all operators and homotopies are equivariant, as well.
Proof of Proposition 2.12. Consider the following diagram
We have to show that the outer square commutes. Because kk ban G is a natural transformation, it is clear that the upper square and the lower square commute. The right-hand triangle commutes by definition; note that it is composed of isomorphisms by the definition of kk Proof. To show this result, we just check that A(G, ·) : G-BanAlg → kk ban satisfies the universal property of kk ban G , see Theorem 2.7. We already know that it is G-homotopy invariant and respects G-Morita equivalences, see Proposition 1.4 and its proof.
• The functor respects (semi-split) extensions: Let
be a (semi-split) extension of G-Banach algebras. In the semi-split case, the continuous linear split σ descends to a continuous linear split A(G, σ) of
If the original extension is not semi-split, it nevertheless allows for a continuous 1-homogeneous split by Michael's selection principle. Such splits also descend under unconditional completions.
• The functor respects the suspension: We have to show that, for any G-Banach algebra B, we have A(G, ΣB) ∼ = ΣA(G, B) in kk ban . Consider the short exact sequence
It descends to an extension
with contractible middle term. It hence gives, by Lemma 2.5, an isomorphism ΣA(G, B) ∼ = A(G, ΣB) in kk ban .
• Let ϕ : A → B be a continuous homomorphism of G-Banach algebras. Then the canonical homomorphism from A(G, C ϕ ) to C A(G,ϕ) is an isomorphism in kk ban : It fits into the commu-
The left-hand vertical arrow is an isomorphism in kk ban and so is hence the middle vertical arrow.
• This shows: The functor A(G, ·) sends cone triangles to distinguished triangles.
So we get a triangulated descent functor from kk ban G to kk ban .
Proposition 2.15. Let (X, X 0 ) be a finite CW-pair. Then we have a natural isomorphism
Proof. One can prove this just as Proposition 2.7 of [Par14] .
Compatibility of the comparison map with the descent
Theorem 2.16. Let A and B be non-degenerate G-Banach algebras.Then the following diagram is commutative
where the horizontal arrows are the respective descent homomorphisms and the vertical arrows denote the comparison functors between KK ban and kk ban .
Lemma 2.17. Let A and B be (non-degenerate) G-Banach algebras. Then the following diagram is commutative
such that T 2 = 1 (we can assume without loss of generality that this is the case because the construction of [Par14] , Section 3 is compatible with the descent).
Consider the following diagram:
If we trace (E, T ) in Diagram (2) first down and then right, then we obtain the element of kk ban (A(G, A), A(G, B)) given by the upper line in this diagram, i.e., it is the composition of a morphism given by the quasi-homomorphism on the left and the morphism given by 
The isomorphisms in the lower left-hand square are induced by the Morita equivalence between A and L 1 (and its descended version) and it is easy to see that this square commutes. The central square commutes by the preceding lemma. What is left to show is that the remaining diagram is commutative, i.e., the upper left-hand square and the right-hand square. The problem is, that we don't know how to construct an arrow that can be put where the dashed line is and which makes the whole diagram commutative. We hence resort to the following diagram; it suffices to show that it is commutative to see that Diagram (3) is commutative as well.
Here L denotes the linking algebra of A and L 1 . The left-hand triangle is commutative by Lemma 2.13.
The six vertical arrows the sources of which lie in the central column are induced by the injections of A and L 1 into the linking algebra L; it is hence clear that the four squares in the diagram commute. The left-hand triangle commutes by definition of the morphism on the right-hand side. Now Lemma 2.13 implies that the outside hexagon of the diagram commutes which means that Diagram (3) is commutative. 
Let D be a G-Banach algebra equipped with an inner action given by a homomorphism U : G → M(D) × ; to avoid confusion we denote D by D κ when equipped with this inner action. Let D τ be the Banach algebra D equipped with the trivial G-action. Let D λ be the Banach algebra D regarded as a Banach D κ -D τ -bimodule and equipped the the G-action given by In other words, every inner action is naturally Morita equivalent to the trivial action.
Remark 3.3. Note that to be an inner action in the above sense is more than to be an action by inner automorphisms: There are C * -algebras D and unitary actions of Z 2 on D such that D with this action is not equivariantly Morita equivalent to D with the trivial action, but all automorphisms by which Z 2 acts are inner. The point is that the individual representatives of each automorphism cannot necessarily be chosen in a way to combine to a group homomorphism; in the case of Z 2 , the commutators of the representing unitaries will only be central elements and not the identity element.
If we consider the above situation after taking the
But actually, these algebras are already isomorphic as Banach algebras:
This is a continuous homomorphism of Banach algebras, and even an isomorphism, the inverse of which has a very similar form. So:
As a consequence, we now have two isomorphisms in the Morita category from
The Morita equivalence defined above and the homomorphism Γ. In fact, they agree:
. This shows the claim.
The dual Green-Julg theorem
Theorem 3.6 (The dual Green-Julg Theorem for kk ban ). Let G be a discrete group. Then
naturally, where A is a G-Banach algebra and B is a Banach algebra.
Note that we write B τ for the Banach algebra B equipped with the trivial G-action.
We are going to show this theorem in a series of lemmas. First note that the theorem states that the functor ℓ 1 (G, ·) from kk ban G to kk ban is left adjoint to the functor B → B τ . We hence just have to produce the correspoding unit and co-unit and show the unit-co-unit equations for this adjunction. The unit and the co-unit will actually be given by Morita morphisms so it suffices to check the equations in this context.
Definition and Lemma 3.7. Let G be a locally compact Hausdorff group and let A be a G-Banach algebra and let g ∈ G.
We define a multiplier
where ∆ : G → R denotes the modular function. We have
for all g, h ∈ G, and U is strictly continuous and globally bounded (by 1).
Definition 3.8. Let G be a locally compact Hausdorff group. Define an inner action on L 1 (G, A) as follows: If g ∈ G and f ∈ L 1 (G, A), then define
When equipped with this action, we denote
equipped with the trivial action.
Note that (gf ) = U g f U g −1 for all f ∈ L 1 (G, A) κ and g ∈ G, so the action is inner. We can hence apply Lemma :
The Morita equivalence is given by the pair (in the notation of Subsection 3.1):
The action of G on L 1 (G, A) λ is defined as follows: On the right-hand module
it is given by (gξ
The following lemma that can be checked by direct calculation says that L 1 (G, A) together with g → U g can be thought of as a covariant representation of the G-Banach algebra A. We restrict our attention to discrete groups to avoid technical nuisances concerning the relation of L 1 (G, A) and its multiplier algebra.
Lemma 3.10. Let G be a discrete group and let A be a G-Banach algebra. Then the map
is a homomorphism from A to ℓ 1 (G, A) ; it is G-equivariant as a homomorphism from A to ℓ 1 (G, A) κ .
Now we have everything in place to define the unit and the co-unit of the adjunction. Let A be a G-Banach algebra and B a Banach algebra. Define
as well as
Note that η A is the composition of (the class of) a homomorphism of Banach algebras and (the class of) a Morita equivalence.
Proposition 3.11. The following (unit-co-unit-) equations hold in Mor ban G and in Mor ban , respectively: For all G-Banach algebras A and all Banach algebras B, we have
(ε B ) τ • η Bτ = Id Bτ and ε ℓ 1 (G,A) • ℓ 1 (G, η A ) = Id ℓ 1 (G,A) .
Proof. Consider the following diagram
The top horizontal line represents the composition (ǫ B ) τ • η Bτ in Mor ban G . It is easy to see that the left-hand triangle commutes. The right-hand triangle commutes trivially. The central square has the trivial Morita equivalence between B τ and itself at the bottom, i.e., the Morita equivalence given by B τ itself that represents the unit morphism in Mor ban G (B τ , B τ ). The summation homomorphism ε B induces a concurrent homomorphism of G-Morita equivalences from ℓ 1 (G, B τ ) λ to (B τ , B τ ), so the central square commutes by Lemma 1.2. Hence the composition (ǫ B ) τ • η Bτ is equal to the threefold composition of the identity morphism Id Bτ ∈ Mor ban G (B τ , B τ ) so we have shown the first unit-counit equality.
To see that the second equation is true, consider the following diagram:
Note that the top row represents the morphism ε ℓ 1 (G,A) • ℓ 1 (G, η A ). The homomorphism Γ is defined as in Lemma 3.5; the same lemma shows that the central square commutes. The homomorphism ϕ is defined so that the left-hand triangle commutes. This means that
The right-hand triangle commutes trivially. So the morphism ε ℓ 1 (G,A) • ℓ 1 (G, η A ) is the same as the composition ε ℓ 1 (G,A) • ϕ. This homomorphism can be calculated explicitly as follows:
Proof of Theorem 3.6. Given that the unit-co-unit equations hold for η and ε, the only thing that remains to be checked is that η and ε are natural transformations, where naturality is with respect to kk-elements rather than just homomorphisms of Banach algebras. Note that, however, it suffices to check naturality only for homomorphisms of Banach algebras because every morphism in kk ban and kk ban G can be written as the composition of a homomorphism and the inverse of a homomorphism; at least this is true up to suspension, but note that the following diagram commutes for every G-Banach algebra A:
Here, the vertical homomorphisms are the canonical maps that are isomorphisms in kk ban . So η ΣA can be identified with Ση A . The same is true for ε ΣB and Σε B . The naturality of ε for homomorphisms is straighforward. To see that η is natural, let ϕ : A → A ′ be a G-equivariant homomorphism of Banach algebras. Consider the following diagram
The vertical arrows ℓ 1 (G, ϕ) ? are just ℓ 1 (G, ϕ) in the case ? = κ, τ and the concurrent homomorphism (ℓ 1 (G, ϕ), ℓ 1 (G, ϕ)) in the case ? = λ. That the left-hand square commutes is obvious. Because ℓ 1 (G, ϕ) λ is an equivariant concurrent homomorphism between G-Morita equivalences, it follows from Lemma 1.2 that also the right-hand square commutes on the level of Mor ban G . So η is natural for homomorphisms.
The Green-Julg theorem
Theorem 4.1 (The Green-Julg theorem for kk ban ). Let G be a compact Hausdorff group. Then
naturally, where A is a Banach algebra (denoted by A τ when equipped with trivial G-action) and B is a G-Banach algebra.
In other words, the functor B → L 1 (G, B) is right-adjoint to the functor A → A τ . We give the unit and the co-unit of this adjunction: Let A be a Banach algebra. Define
Note that the constant function t → a is in C (G, A) and hence in L 1 (G, A) for every a ∈ A. It is easy to see that η A is a homomorphism of Banach algebras of norm ≤ 1. Now let B be a G-Banach algebra. We have seen above that B is G-equivariantly Morita equivalent to
) (we will denote this Morita equivalence just by C (G, B) ). Consider the G-equivariant homomorphism of Banach algebras
As in the proof of Theorem 3.6 the unit and the co-unit are compatible with the suspension and natural for homomorphisms of Banach algebras. So they are natural with respect to rkk ban -elements as well, and what is left to check is that they satisfy the unit-co-unit equations in rkk ban . As above, the equations are already true on the level of Morita morphisms:
Proposition 4.2. The following (unit-co-unit-) equations hold in Mor ban G and in Mor ban , respectively: For all Banach algebras A and all G-Banach algebras B, we have
Proof. For the first equation, Let A be a Banach algebra and consider the homomorphism
be the concurrent homomorphism from the Morita equivalence (A τ , A τ ) between A τ and itself to the Morita equivalence A) ) given by the inclusion as constant functions, i.e., (K > A (a))(t) := a and (K < A (a))(t) := a for all a ∈ A and t ∈ G. It has coefficient maps κ A and Id A . This situation is summarised in the diagram
Now let B be a G-Banach algebra. Consider the following diagram:
Here, the homomorphism φ is the composition
so the composition of the left-hand vertical and upper horizontal arrow is equal to
Morita morphism is in fact given by a Morita equivalence. As a pair, it is given by (L 1 (G, B) , C (G, B));
all operations between elements of L 1 (G, B) and C (G, B) are given by convolution. This Morita equivalence induces the identity morphism from
in the Morita category because there is a canonical concurrent homomorphism from it to the pair (
). So what is left to show is that the above diagram is commutative. We do this by producing a concurrent homomorphism
) and by which we mean the pair
) . It is defined as follows:
Direct calculations show that Φ is a concurrent homomorphism with coefficient maps φ and Id L 1 (G,B) , so [Par14] , Lemma 1.19, shows that the above diagram commutes. (A, B) ,
naturally. The isomorphism is given by the forgetful map
followed by the left multiplication with the homomorphism a → a ⊗ 1 from A to A ⊗ C (X).
Proof. We give the unit and the counit of this adjunction. The unit ε B for a G-C (X)-Banach algebra B is given by
And the counit η A for a G-Banach algebra A is given by
We check the counit-unit equations: Let B be a G-C (X)-Banach algebra. Then
Thus the theorem is shown.
Corollary 5.2. Let X be a compact Hausdorff space and let B be a C (X)-Banach algebra. Then there is a natural isomorphism
Note that in [Par14] there is a corresponding result for RKK ban , and in fact, the isomorphisms are compatible via the comparison map. The reason is that, also for non-compact X, the forgetful map and also the map that sends B to B ⊗ C 0 (X) are compatible with the comparison map, i.e., we have commutative diagrams
where A and B are G-C 0 (X)-Banach algebras, and
where A and B are G-Banach algebras; all vertical maps are supposed to be the respective comparison maps.
Note that the descent homomorphism from Proposition 2.14 together with the forgetful functor gives a functorial map
for every unconditional completion A(G) of C c (G). If X is a proper G-space, then we can do sligthly better: the space X/G is itself locally compact Hausdorff in this case and we get a functorial map
To see this, you just have to add actions of C 0 (X) or C 0 (X/G) in the appropriate places in the proof of Proposition 2.14. This enhanced descent map is compatible with the comparison map between RKK ban G and Rkk
You prove this fact, again, just by adding actions of C 0 (X) and C 0 (X/G) in the proof of Theorem 2.16.
A generalised Green-Julg theorem
Let G be a locally compact Hausdorff group acting continuously and properly on a locally compact Hausdorff space X. Assume, moreover, that X/G is σ-compact. This ensures that the G-space X posseses a cut-off function, [Tu04] :
2. the restriction of c to any G-compact subset of X has compact support.
Note that, given a cut-off function c on X, there is a continuous function d : X → [0, ∞[ such that d ∞ = 1, the restriction of d to any G-compact subset of X has compact support and d ≡ 1 on the support of c, compare Proposition 3.2 of [Par13a] . We are going to use both, the function c and the function d later on.
Theorem 5.4 (The Green-Julg Theorem for proper group actions). Let G be a locally compact Hausdorff group acting properly and continuously on a locally compact Hausdorff space
naturally, where A is a C 0 (X/G)-Banach algebra, B is a G-C 0 (X/G)-Banach algebra and A τ := C 0 (X) ⊗ C 0 (X/G) A, equipped with the G-action coming from the canonical action of G on C 0 (X).
As above, the theorem says that the functor B → L 1 (G, B) is right-adjoint to the functor A → A τ .
Note that, if X/G is compact and A is trivial, the right-hand side in the above theorem reduces to Ktheory by Corollary 5.2.
Corollary 5.5. If X/G is compact and A = C 0 (X/G) then the above theorem gives a natural isomorphism
We are now going to construct the unit and the co-unit of the adjunction we want to establish. As above, the unit and the co-unit will be compatible with the suspension and natural for homomorphisms, so they will be natural for Rkk ban -elements, too. It will hence suffice to check the unit-co-unit equations.
The unit of the adjunction
Let A be a C 0 (X/G)-Banach algebra. Essentially. the unit will be a homomorphism
If we regard A as an algebra of sections of a field of Banach algebras over X/G, and A τ as an algebra of sections of the corresponding pull-back field over X, then the formula for η A is
here, the functions c and d are the ones introduced above. But there are two technical obstacles to this approach: Firstly, A might fail to be an algebra of sections if the technical condition of local C 0 (X/G)-convexity is not met, so a term like χ([x]) might not make sense for χ ∈ A; secondly, the above formula for η A , that is fine for sections χ with compact support, might not extend to all of A. We will deal with the first problem by rewriting the above formula without the use of elements x of X; the second problem can be resolved by completing "sections with compact support" in A to obtain another Banach algebra on which η A is well-defined and that is still sufficiently close to A.
To this end, let A c denote the subspace C c (X/G)A of A. It is a dense subalgebra of A and we think of it as the set of all "sections with compact support" in A, whereas A itself can be thought of as the "sections vanishing at infinity".
On A c , we define a homomorphism φ A to L 1 (G, A τ ) as follows: Let a ∈ A c . Find a function χ ∈ C c (X/G) such that χa = a. Then we define
where the product of a function f ∈ C (X) and χ ∈ C (X/G) is defined to be x → f (x)χ([x]). It is easy to see that this definition is independent of the choice of the function χ, so we get a well-defined C 0 (X/G)-linear homomorphism. We are sometimes going to write d(s · c) ⊗ a instead of d(s · c)χ ⊗ a (and similar expressions) in what follows to streamline our notation. Note, however, that d(s · c) is not contained in C 0 (X), in general, whereas d(s · c)χ is.
Note, moreover, that φ A (a) ∈ C c (G, A τ ) for all a ∈ A c , but the formula needs not make sense for all a ∈ A because there is an issue with the norms involved:
Let a ∈ A c and χ as above with χ ∞ = 1. Then
If we could only interchange the order of integration and supremum, we would arrive at the expression
But with the given order of integration and supremum, we have to deal with the fact that φ A is not bounded in norm as a map from
But we can make it bounded (actually, isometric) by transplanting the norm of
for all a ∈ A c . Let A 0 denote the completion of A c for this norm.
Lemma 5.6. For all a ∈ A c and χ ′ ∈ C 0 (X/G), we have a A ≤ a 0 and χ ′ a 0 ≤ χ ′ ∞ a 0 . In particular, the identity on A c extends to a norm-decreasing C 0 (X/G)-linear homomorphism
By construction, φ A extends to an isometric C 0 (X/G)-linear homomorphism
Proof. First, let χ ′ ∈ C 0 (X/G) and a ∈ A c . Then
The above calculations show that
where χ ∈ C c (X/G) satisfies χ ∞ = 1 and χa = a. Now there is a canonical isometric isomorphism
and a canonical norm-decreasing map from
Putting these pieces of information togehter we arrive at 
In particular, ψ A is a Morita isomorphism.
Proof. We just show the first norm inequality and the equality of the Morita morphisms. We have
The equality of the Morita morphisms is settled by the commutativity of the following diagram
The co-unit of the adjunction Now let B be a G-C 0 (X)-Banach algebra. We want to define the co-unit of the adjunction as a morphism from the algebra
to the algebra B. We first study the co-unit in the case that B = C 0 (X): Write G for the (proper) transport groupoid G ⋉ X (and write r and s for the range and source map of G, i.e., in our convention, r(g, x) = x and s(g, x) = g −1 x). This groupoid is the replacement for the compact group G in the non-compact case. We hence want to define a homomorphism from
We can think of L 1 (G, C 0 (X)) as a groupoid Banach algebra for G, so we can think of L 1 (G, B)⊗ C 0 (X/G) C 0 (X) as a groupoid Banach algebra for the groupoid G× X/G X. The unit space for the latter groupoid is X × X/G X, and the multiplication is induced from the multiplication on G and the trivial multiplication on X.Consider the left action of G on itself. The resulting transport groupoid G ⋉ G has morphism space G × X G and unit space X × X/G X. The map
is a continuous homomorphism of groupoids and, because G is proper, it is a proper map. So we can form the map
This map is going to be an isometric homomorphism of Banach algebras from
And, because the groupoids G ⋉ G and X are equivalent, the latter Banach algebra is Morita equivalent to C 0 (X), see [Par09a] . Taking the composition, we obtain a Morita morphism from L 1 (G × X/G X) to C 0 (X).
We now switch to the case of a general G-C 0 (X)-Banach algebra B, i.e., we consider the above situation with Banach algebraic coefficients. In order to avoid the machinery of fields of Banach algebras and to stay on more familar ground we introduce the following isomorphism:
The morphisms space G × X G of the groupoid G ⋉ G can be identified with the space
, or rather, we will analyse L 1 (G⋉ G, B). We know from Proposition 1.10 that this algebra is G-equivariantly Morita equivalent to B, the Morita equivalence being given by the pair (L 1 (G, B), C 0 (G, B)) equipped with the operations as in Proposition 1.10. We have to define actions of C 0 (X) on L 1 (G, B) and C 0 (G, B) that are compatible with the given C 0 (X)-action on B and the canonical
Here we use the action (t · f )(x) = f (t −1 x) for all t ∈ G, f ∈ C 0 (X) and x ∈ X. Direct calculation shows that compatible actions are given by
. Direct calculation shows that the ansatz
gives us a norm-contractive G-equivariant C-linear and C 0 (X)-linear homomorphism. We can hence define
The unit-co-unit equation I
Let A be a C 0 (X/G)-Banach algebra.
Proposition 5.8. We have
Proof. Choose c and d as in Definition 5.3 and the discussion thereafter and define A(X/G), A 0 , φ A and ψ A as on page 27 and Lemma 5.6.
It maps an element f ⊗ χa ∈ (A 0 ) τ , where f ∈ C c (X), χ ∈ C c (X/G) and a ∈ A, to the function
Recall that ψ A : A 0 → A is invertible in Mor ban (X/G; A 0 , A) and can be represented by the following Morita equivalence: the C 0 (X/G)-Banach algebra A 0 carries canonical left and right actions by A, so we can turn the pair (A 0 , A 0 ) into a C 0 (X/G)-linear Morita equivalence between A 0 and A. Likewise, the homomorphism (ψ A ) τ gives the same Morita isomorphism as the
We will now produce a concurrent homomorphism
with coefficient maps κ A and Id A that makes the following diagram commutative
Note that this implies Equation (5) because the left-hand side of (5) can be found in the above diagram as the path from the lower right-hand corner to the left, then up and then right.
for all f ∈ C 0 (X), χ ∈ C c (X/G), a ∈ A and s, t ∈ G. Direct calculation shows that this definition gives a well-defined norm-contractive G-equivariant and C 0 (X)-linear concurrent homomorphism K A .
The unit-co-unit equation II
Let B be a G-C 0 (X)-Banach algebra.
Proposition 5.9. We have
Proof. Choose c and d as above Definition 5.3 and the discussion thereafter and use the notation of page 27. Define λ B to be the composition
Consider the following diagram
Here,
compare Proposition 1.10. We are going to find a suitable C 0 (X/G)-linear Morita equivalence
that represents the same Morita morphism as the homo-
. What is left to show is that the square diagram is commutative in Mor ban (X/G, ·, ·). We do this by producing a concurrent homomorphism (?? < , ?? > ) between the Morita equivalences. We have seen above that the Morita equivalence (
. But this equivalence is not small enough to map into L 1 (G, C 0 (G, B)). We have to construct something smaller:
On L 1 (G, B) and on its subspace C c (G, B), define a left and a right action of C 0 (X): B) and t ∈ G. Morally, these C 0 (X)-structures correspond to the fibrations over X of the groupoid G ⋉ X along the source and the range map. (G, B) ). We define a new norm on (C c (G, B)) c as follows:
Let H > B denote the completion of (C c (G, B)) c for this norm. It is elementary though somewhat tiresome to check that Similarly, we define a map Λ
, for all β < ∈ c (C c (G, B) ) so the construction is slightly easier on the "bra-side". Define (G, B) ). Let H < B denote the completion of c (C c (G, B) ) for this norm. Again, one can show that the convolution product extends to a Banach
and it follows that H B := (H G, B) ), respectively. They fit as a concurrent homomorphism into the following diagram:
so the result follows. 
Connection to the analogous theorem for KK
Then there is a natural isomorphism
Corollary 5.11 (Corollary of Corollary 2.5 of [Par13a] ). Let X be a proper locally compact Hausdorff
Proposition 5.12. Let X be a proper locally compact Hausdorff G-space such that X/G is σ-compact. Let B be a locally C 0 (X)-convex G-C 0 (X)-Banach algebra. Then the following diagram commutes 
of [Par13a] is given by the following device:
such that T is G-equivariant (which we can always assume), then we define an embedding of
where d is as above. We also define an embedding of [Par13a] , to be the closure of E > c in the pull-back norm from
-pair in a canonical way. The operator T acts on E 0 , canonically, by the continuous extension T 0 of the restriction of T to E c . In [Par13a] it is shown (or rather in [Par07] ), B) ) and that the map (E, T ) → (E 0 , T 0 ) is an isomorphism on the level of homotopy classes. Now consider the following diagram
Here we use the notation introduced above, where A = C 0 (X/G); recall that ψ A induced a Morita equivalence and that
A is the unit of the above adjunction, interpreted as a morphism in the appropriate Morita category. The upper part of the diagram has more or less just illustrative purposes: The top horizontal arrow is the RKK ban -element of [Par13a] . The lower part of the diagram should be read as a statement about KK ban -elements: The concurrent homomorphism Φ E satisfies the conditions given in Paragraph 4.5.2 of [Par13a] , or rather its obvious variant with coefficient maps that are not the identity, compare [Par09b] , Section 3, and gives us therefore a homotopy between φ * A (L 1 (G, (E, T ))) and ψ * A (E 0 , T 0 ) in RKK ban (C 0 (X/G); A 0 , L 1 (G, B) ). If we can show this identity, then transfering it to Rkk ban leads to the equality
= L 1 (G, Rkk ban G (E, T )) so Rkk ban (E 0 , T 0 ) = L 1 (G, Rkk ban G (E, T )) • η A , i.e., the first part of the proposition is shown. The second follows from the first. What is left to show is that Φ E satisfies indeed the conditions of Theorem 4.15 of [Par13a] . This can be reduced to the following lemma.
Lemma 5.13. Let B be a G-C 0 (X)-Banach algebra and E be a G-C 0 (X)-Banach B-pair. Let T ∈ L B (E) be G-equivariant, C 0 (X)-linear and locally compact. Moreover, let T have G-compact support in the sense that there exists a function χ ∈ C c (X/G) such that χT = T .
Then
compare Definition 2.4 of [Par09b] for the notation.
Proof. The proof is straightforward; the only thing one has to know is that φ A (χ) * ·, as an element in L L 1 (G,B) (L 1 (G, E)), factors through E 0 . On the right hand side, the factorisation is given by for ξ > ∈ C C (G, E > ); note that π χ ⊆ χ A 0 < ∞. Now pick χ ∈ C c (X/G) in such a way that 0 ≤ χ ≤ 1 and use T = χ 3 T .
Remark 5.14. Note that, in the proof of the lemma, we cannot say that E 0 is a direct summand of L 1 (G, E). We just show a "local" variant of this fact. The norm of π χ can become worse if the support of χ becomes larger.
First Poincaré duality
In this section, we prove that, under certain conditions, there is a natural isomorphism
for all Banach algebras A and B, where X is a G-compact proper G-space and A is a certain proper G-Banach algebra; the result is, on an abstract level, a Banach algebraic analogue of the C * -algebraic Poincaré duality, compare [EEK10, EEK08, Eme03, Con94] . But there is a technical problem that one has to overcome before one can actually apply this abstract result to actions on manifolds, see Remark 6.3. Let X be a G-space. For all G-Banach algebras A and B we define Note that Rkk ban G (X; A, B) can be thought of as the set off morphisms from A to B in a category Rkk ban G . The composition in this category is the composition coming from Rkk ban G , the identity morphism on some G-Banach algebra A is given by Id A ⊗ Id C 0 (X) .
There is a canonical functor σ {pt.},C 0 (X) from kk ban G to Rkk ban G that is the identity on objects and maps an equivariant homomorphism ϕ : A → B to ϕ ⊗ Id C 0 (X) ; note that this functor respects the suspension, sends Morita equivalences to isomorphisms and is also compatible with extensions with continuous linear (equivariant) split, so it extends uniquely to a functor on kk ban G . We will abbreviate this functor by G (in this paragraph) or σ C 0 (X) to avoid clumsy notation.
Note that the functor G satisfies a "linearity condition": If A, B and C are G-Banach algebras, and x ∈ kk ban G (A, B), then (7) G(Id C ⊗x) = Id C ⊗G(x) ∈ Rkk ban G (X; C ⊗ A, C ⊗ B).
In the other direction, we can construct functors as follows: Let A be a G-C 0 (X)-Banach algebra. There is a canonical homomorphism then the element θ constructed in [Kas88] , Definition 4.4, is in Rkk ban G (X; C 0 (X), C 0 (X, A)) where A = C τ (X).
There are three possible solutions to this problem, neither of which I have studied so far: One could try to show that the change in tensor product does not matter, compare [Par14] , Proposition 2.7. Or, one could try to show a version of the Proposition 6.1 that uses the injective tensor product instead of the projective; note that this means, among other things, that we have to argue why ℓ 1 (G, C 0 (X, B) ) can be identified with ℓ 1 (G, C 0 (X)) ⊗ B in the corollary, a fact that might be easier to show if we allow ourselves to invert dense and spectral homomorphisms in kk ban . Thirdly, one could try to find variants of the θ that is usually used that are compatible even with the projective tensor product.
