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In this work we follow the line of research which was started by the fundamental
paper of Rosinski [17] on the structural representation of the univariate symmetric
stable stationary processes. What is furnished here is a unique in distribution
decomposition of a discrete time periodically correlated, as well as multivariate
stationary, symmetric stable process into a sum of independent processes,
X ¼d X ð1Þ þ X ð2Þ þ X ð3Þ, (1.1)
where X ð1Þ is a mixed moving average periodically correlated (multivariate
stationary), X ð2Þ is harmonizable periodically correlated (multivariate stationary)
and X ð3Þ is periodically correlated (multivariate stationary) of the ‘‘third kind’’ (this
terminology belongs to Rosinski).
The spectral theory of stochastic processes is primarily based on spectral
representations and decompositions. These concepts for second-order processes
have become classical; basic developments are explained in [3, Introduction].
Spectral representation for stable processes was established by Schilder [21] and
Kuelbs [9]. In contrast to second-order processes, stationary stable processes are not
necessarily the Fourier transforms of stable random measures with independent
increments, [1,10]; see also [15]. Following the work of Rosinski [17], the existence of
somehow similar structural decompositions for other types of processes has been
considered by different authors. The mixing structure of stationary increment stable
processes was presented by Surgailis et al. [24]. Rosinski [19] provided a
decomposition for univariate a-stable random ﬁelds. Pipiras and Taqqu [12,13]
gave a decomposition for a self-similar stable mixed moving average process. Group
self-similar stable processes in Rd were treated by Kolodynski and Rosinski [7]. In a
very recent work Pipiras and Taqqu [14] have studied stationary stable processes
related to periodic and cyclic ﬂows and have reﬁned the third term in Rosinski’s [17]
decomposition.
This paper is organized as follows. This section is concluded by providing some
preliminaries on PC processes and their connections with multivariate stationary
processes. Section 2 is devoted to the spectral representation of the discrete time PC
stable processes. Roles of certain nonsingular ﬂows and cocycles in the spectral
representation of PC processes are highlighted in this section. In Section 3, we apply
the Hopf decomposition for nonsingular ﬂows to derive the PC mixed moving
average term in our decomposition. In Section 4 we present the major contribution
of this work, namely, extracting the PC harmonizable term. The idea that discrete
time second-order PC processes are processes with time-dependent spectrum, see the
preliminaries on PC processes, was our motivation to deﬁne PC harmonizable stable
processes, Deﬁnition 4.1. A necessary and sufﬁcient condition for the minimality of
the harmonizable representation is given in Theorem 4.4. Section 4 is concluded by
Theorem 4.8 which provides our structural decomposition. In Section 5, we present a
structural decomposition for a discrete time multivariate stationary stable process,
by using the decomposition of its induced PC process, Theorem 5.1.
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process fY n; n 2 Zg, Z the set of integers, is deﬁned to be a sequence in L2ðO;F; PÞ,
ðO;F; PÞ a probability space. It is said to be PC if its covariance function satisﬁes
CovðY nþT ; Y mþT Þ ¼ CovðY n; Y mÞ, for every n; m 2 Z and a positive integer T. The
smallest T is the period. Second-order PC processes are nonstationary for T41, but
are harmonizable, in the sense that they can be written as the Fourier transform of
certain random measures, namely,
Y n ¼
Z 2p
0
einsZðdsÞ, (1.2)
where EZðdsÞZðds0Þa0 only if s 	 s0 ¼ 2pk, k ¼ 	T þ 1; . . . ; T 	 1; [5]. An alternative
representation was provided by Soltani and Shishebor [23] which views every PC
process as a process with a time-dependent spectrum, namely,
Y n ¼
Z 2p
0
einscnðsÞxðdsÞ, (1.3)
where x is a random measure with independent increments and cnðsÞ is T periodic in n
for ﬁxed s. These two representations locate the PC processes at the intersection of
multivariate stationary processes and processes with time-dependent spectra. Second-
order PC processes appear to have potentials in theoretical and applied ﬁelds; see [11]
and references therein. The book by Gardner [4] provides some applications of PC
processes in communications and signal processing.
A random variable X is called symmetric a stable (SaS) if its characteristic
function is of the form EeixX ¼ e	cjxja ; x 2 R; c40. A process fX n; n 2 Zg is called
SaS if for every n1; . . . ; nk 2 Z and a1; . . . ; ak 2 R; a1X n1 þ    þ akX nk is an SaS
random variable. A T-variate random vector Y ¼ ðY 0; . . . ; Y T	1Þ is called SaS if
every ﬁnite linear combination of its components is an SaS random variable.
A T-variate process Yn ¼ ðY 0n; . . . ; Y T	1n Þ; n 2 Z, is called SaS if for every
n1; . . . ; nk 2 Z, every ﬁnite linear combination of the components fY ij ; j ¼
n1; . . . ; nk; i ¼ 0; . . . ; T 	 1g is an SaS random variable. A T-variate stable process
fYngn2Z is stationary if fYn; n 2 Zg¼d fYnþm; n 2 Zg; m 2 Z.
Complex random variables appear to be important in time series, especially in
dealing with harmonizable processes. A complex random variable X ¼ ReðX Þ þ
iImðX Þ is said to be SaS if ðReðX Þ; ImðX ÞÞ is a 2-variate SaS random vector. It is said
to be rotationally invariant if eiyX ¼d X , for every y 2 ½0; 2pÞ.
A measurable space ðS;BÞ is a standard Borel space if it is measurably isomorphic
to a Borel subset of the real line, [25]. A standard Lebesgue space, ðS;B;mÞ is a Borel
space equipped with a s-ﬁnite measure m. Let M be a ﬁnite additive set function on a
standard Lebesgue space ðS;B;mÞ taking values in the class of all SaS complex
variables, such that it has independent increments, i.e., if arbitrary number of sets
A1; . . . ; An 2 B are mutually disjoint, then MðA1Þ; . . . ; MðAnÞ are independent, and
moreover
EeiReðxMðBÞÞ ¼ e	jxjamðBÞ; x 2 C; B 2 B; mðBÞo1.
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space LaðS;B; MÞ; this is the space of complex stable random variables
Y ¼ R
S
gdM, and is isometrically isomorphic to LaðS;B;mÞ. The isometry is deﬁned
through Y ¼ R
S
gdM ; kYka ¼ f
R
S
jgja dmgminf1=a;1g; the latter is called the Schilder
norm of Y. The vector measure M is called a rotationally invariant SaS random
measure with independent increments (independently scattered) on ðS;BÞ with
control measure m. For more on real or complex stable random variables, stable
random vectors, stable random measures, stable processes and spectral representa-
tions, see [20].
Univariate stationary stable processes can also be viewed as a sub-class of
PC-stable processes. An a-stable process fX n; n 2 Zg is PC if
fX ngn2Z ¼d fX nþmT gn2Z, (1.4)
for any m 2 Z and positive integer T. The smallest T is the period. Clearly the
process is stationary when T ¼ 1. A PC-stable process, as is the case in second-order
processes, is connected to multivariate stationary stable processes. It can easily be
seen that fX ng is a PC process with a period T if and only if the T-variate process
Yn ¼ ðX nT ; X nTþ1; . . . ; X nTþT	1Þ; n 2 Z is stationary.
Harmonizable PC-stable processes in the form (1.2) were identiﬁed and presented
in [22]. But we have found it more convenient to adapt (1.3) to deﬁne a harmonizable
PC-stable process, Deﬁnition 4.1.2. Spectral representations of PC processes
The spectral representation of an SaS process was established by Schilder [21] and
Kuelbs [9]. Due to the nonuniqueness, their representation was later scrutinized by
Hardin [6] and Rosinski [16] where, respectively, a minimality and a uniqueness
criteria were properly established. Since in this article only discrete time processes are
considered, we conﬁne ourselves to the case that the index set is Z, the set of integers.
An SaS process X ¼ fX ngn2Z admits the spectral representation, in distribution,
fX ngn2Z ¼d
Z
S
f nðsÞdMðsÞ
 
n2Z
,
where M is an independently scattered SaS random measure with control measure m,
the integral is deﬁned on a standard Lebesgue space ðS;B;mÞ, and ff ngn2Z  La
(S; X ;m). This representation is called minimal if(i) suppff n; n 2 Zg ¼ S a.e.ðmÞ,
(ii) rff n; n 2 Zg ¼ B (modulo m), where rff n; n 2 Zg is the so-called ratio s-ﬁeld,
that is, the smallest s-ﬁeld generated by the extended valued functions f n=f m,
n; m 2 Z.The suppff n; n 2 Zg stands for the support of ff n; n 2 Zg and is deﬁned to be a
minimal (modulo m) set A 2 B such that for every n, f n ¼ 0 on Ac a.e.ðmÞ.
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ff 2ngn2Z on the standard Lebesgue spaces ðS1;B1;m1Þ and ðS2;B2;m2Þ, respectively.
Then, according to Theorem 2.2 in [17], there exist unique (modulo m2) functions
F : S2	!S1 and h : S2	!R 	 f0gðC 	 f0gÞ such that F is one-to-one and onto and
for each n 2 Z,
f 2nðsÞ ¼ hðsÞf 1nðFðsÞÞ and
dðm1  FÞ
dm2
ðsÞ ¼ jhðsÞja. (2.1)
As mentioned in Remark 2.5 in [17], if the representation ff 2ngn2Z only satisﬁes
condition (i) given above, then the ﬁrst equation of (2.1) will still hold but F may not
be necessarily invertible.
A family ffngn2Z of measurable mappings from S onto S is said to be a flow
on S if(i) f0ðsÞ ¼ s for all s 2 S,
(ii) fn1þn2ðsÞ ¼ fn1ðfn2 ðsÞÞ for all s 2 S and n1; n2 2 Z.For a s-ﬁnite measure m on ðS;BÞ, a ﬂow ffngn2Z is said to be nonsingular if
mðf	1n ðBÞÞ ¼ 0 if and only if mðBÞ ¼ 0 for every n 2 Z and B 2 B.
Let A be a locally compact second countable group. A measurable mapping
S 3 s	!anðsÞ 2 A is said to be a cocycle for ﬂow ffngn2Z if for every n; m 2 Z,
anþmðsÞ ¼ anðsÞamðfnðsÞÞ; for all s 2 S.
A cocycle fangn2Z is said to be a coboundary if there exists a measurable function
b : S	!A such that anðsÞ ¼ bðfnðsÞÞbðsÞ	1 a.e.ðmÞ for all n 2 Z. In this work A
is either fz 2 C; jzj ¼ 1g or f	1; 1g equipped with the usual multiplication operation.
Let TX1 be a natural number. Every n 2 Z can be uniquely expressed as
n ¼ ½½n þ r, where ½½n is a multiple of T and 0prpT 	 1. Let f and a, respectively,
be a ﬂow and its cocycle on S indexed by the group G ¼ f½½n; n 2 Zg, namely(i) f0ðsÞ ¼ s,
(ii) f½½nþ½½mðsÞ ¼ f½½nðf½½mðsÞÞ for all s 2 S and n; m 2 Z,
(iii) for every n; m 2 Z,
a½½nþ½½mðsÞ ¼ a½½nðsÞa½½mðf½½nðsÞÞ for all s 2 S;
such a nonsingular ﬂow f and a cocycle a for f are denoted by the pair ðf; aÞ.As mentioned by the referees, the class of group self-similar stable processes,
introduced and studied by Kolodynski and Rosinski [7], includes discrete time PC-
stable processes. Thus Theorems 2.1, 2.2 below, although derived independently by
the authors, can be deduced from the cited work. For this, some materials are given
in the following lemma. We recall that a stochastic process X ¼ fX t; t 2 Ig with
values in Rd is said to be G-self-similar with cocycle C if
fX gðtÞ; t 2 Ig¼d fCðg; tÞX t; t 2 Ig; for every g 2 G,
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Rd ! Rd is a cocycle for the group action ðg; tÞ7!gðtÞ, i.e., a bijection that satisﬁes
Cðg1g2; tÞ ¼ Cðg1; g2ðtÞÞ  Cðg2; tÞ for every g1; g2 2 G; t 2 I , and Cðe; tÞ ¼ i; e, the
unit vector in G; i the identity transformation of Rd .
Lemma 2.1. (a) The set G consisting of transformations gm on Z defined by
gmðnÞ ¼ n þ mT ; m 2 Z, under the action of the composition, is a commutative group;
gm  gm0 ¼ gmþm0 ; g0 ¼ e (the identity element).
(b) The set Z0 ¼ f0; . . . ; T 	 1g intersects each orbit fgmðnÞ; m 2 Zg at exactly one
point, given by r ¼ n 	 ½½n; n 2 Z.
(c) Every PC-stable process is a group self-similar stable process with the group G,
given in (a), and the cocycle C ¼ 1.
(d) Every action of G on S (namely, a map ðg; sÞ ! LgðsÞ from G S onto S
satisfying Lgngm ¼ Lgn  Lgm , for all gn; gm 2 G and LeðsÞ ¼ s for all s 2 S) is uniquely
specified by a flow f on f½½n; n 2 Zg through f½½n ¼ Lg	ð1=TÞ½½n .
Proof. Part (a) is immediate. For (b), let m ¼ 	ð1=TÞ½½n, for a given n; then
gmðnÞ ¼ r. Also note that r is uniquely speciﬁed by n. Part (c) is just (1.4), see the
deﬁnition of group self-similar stable processes in [7]. For (d), note that(i) f0ðsÞ ¼ Lg0 ðsÞ ¼ LeðsÞ ¼ s; s 2 S,
(ii) f½½nþ½½m ¼ Lg	ð1=TÞf½½nþ½½mg ¼ Lgfð	ð1=TÞ½½nÞþð	ð1=TÞ½½mÞg
¼ Lg	ð1=TÞ½½ng	ð1=TÞ½½m ¼ Lg	ð1=TÞ½½n  Lg	ð1=TÞ½½m ¼ f½½n  f½½m.The proof is complete. &
Theorem 2.1. Let ff ngn2Z  LaðS;mÞ be a minimal spectral representation of a PC SaS
process X ¼ fX ngn2Z. Then there exists a unique (modulo m) pair ðf; aÞ such that, for
n 2 Z,
f n ¼ a½½n
dm  f½½n
dm
 1=a
Vn  f½½n a:e:ðmÞ, (2.2)
where V r ¼ f r for r ¼ 0; . . . ; T 	 1 and VnþT ¼ Vn for any n 2 Z.
Proof. Let us apply Theorem 3.1 and representation (3.2) in [7] to PC-stable
processes. Take t in (3.2) in [7] to be in Z0, and denote it by r. For a given n, choose
gm so that n ¼ gmðrÞ; indeed, m ¼ ð1=TÞ½½n. Note that g	1m ¼ g	m. Therefore
Lg	1m ¼ Lg	ð1=TÞ½½n ¼ f½½n, where L is the nonsingular action provided there. Also, let
a½½nðsÞ ¼ cðgm; Lg	mðsÞÞ, where cð; Þ is the cocycle given in (3.2) in [7]. We only note
that the cocycle c provided in Theorem 3.2 in [7] takes values in f	1; 1g, because
processes have real components. For complex valued processes, c takes values in the
unit disc fjzj ¼ 1g. &
Notation: For a spectral representation ff ngn2Z, not necessarily minimal, satisfying
(2.2), we use the notation f n  ½f½½n; a½½n; V n.
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equivalent ½ðfð1Þ; að1ÞÞðfð2Þ; að2ÞÞ if there exists a measurable map C : S2 ! S1 with
the following properties:(i) there exists Ni  Si with miðNiÞ ¼ 0 ði ¼ 1; 2Þ such that C is a Borel
isomorphism between S2 	 N2 and S1 	 N1.(ii) m1 and m2 C	1 are mutually absolutely continuous.
(iii) fð1Þ½½n C ¼ C  fð2Þ½½n a.e.ðm2Þ for each n 2 Z.
(iv) The cocycle fað1Þ½½n Cgn2Z is cohomologous to fað2Þ½½ngn2Z, that is, there exists a
measurable function b : S2 ! f	1; 1gðfjzj ¼ 1gÞ such that for every n 2 Z,
a
ð1Þ
½½n C ¼ að2Þ½½n
b  fð2Þ½½n
b
a:e:ðm2Þ.Theorem 2.3. Let fX ngn2Z be a PC SaS process with period T and with a spectral
representation ff ð1Þn gn2Z, f ð1Þn  ½fð1Þ½½n; að1Þ½½n; V ð1Þn  defined on ðS1;m1Þ. For another pair
ðfð2Þ; að2ÞÞ defined on ðS2;m2Þ such that ðfð1Þ; að1ÞÞðfð2Þ; að2ÞÞ, put
V ð2Þr ¼ b
dm1 C
dm2
 1=a
V ð1Þr C,
where C and b are the functions specified in Definition 2.2. Then f ð2Þn  ½fð2Þ½½n; að2Þ½½n; V ð2Þn 
and ff ð2Þn gn2Z is another spectral representation of the process fX ngnt2Z. Moreover, if
ff ð1Þn gn2Z is minimal, then ff ð2Þn gn2Z is minimal as well.
Proof. We notice that for each n 2 Z,
dm2  fð2Þ½½n
dm2
dm1 C
dm2
 fð2Þ½½n ¼
dm1  fð1Þ½½n
dm1
C dm1
dm2 C	1
C
holds a.e.ðmÞ. This enables us to verify that
Xn
j¼1
lj f
ð2Þ
nj


a
LaðS2;m2Þ
¼
Xn
j¼1
lj f
ð1Þ
nj


a
LaðS1;m1Þ
.
Thus, ff ð2Þt gt2Z is also a spectral representation of the process X . To show that the
minimality is also inherited, note that
f ð2Þn
f ð2Þm
¼ f
ð1Þ
n
f ð1Þm
C a:e:ðmÞ.
Hence if ff ð1Þn gn2Z is minimal, then ff ð2Þn gn2Z is also minimal. &
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ff ð2Þn gn2Z are minimal representations, then pairs ðfð1Þ; að1ÞÞ and ðfð2Þ; að2ÞÞ are equivalent.
Proof. The theorem follows immediately from Theorem 3.7 in [7] by using the
connections established in Lemma 2.1. &3. Decomposition of PC SaS Processes
Let fX ngn2Z be a PC SaS process fX ngn2Z admitting (2.2) on ðS;mÞ. In addition we
assume that
suppfV r  f½½n; r ¼ 0; . . . ; T 	 1; n 2 Zg ¼ S. (3.1)
It follows from Theorem 2.1, and the existence of a minimal representation that both
(2.2) and ð3:1Þ are satisﬁed for every PC SaS process.
Following Rosinski [17], we say that fX ngn2Z is generated by the nonsingular flow
ff½½ngn2Z if (2.2) and ð3:1Þ are satisﬁed.
The Hopf decomposition for nonsingular ﬂow ff½½ngn2Z provides a unique
(modulo m) decomposition of S into two disjoint measurable sets C and D, the
conservative and dissipative parts, where C and D are invariant under ff½½ngn2Z.
A ﬂow is called dissipative if S ¼ D and conservative if S ¼ C (modulo m).
Theorem 3.1. A given PC SaS process fX ngn2Z cannot be generated by both
conservative and dissipative flows.
Proof. Suppose the process is generated by a ﬂow ff½½ngn2Z. Let S ¼ C [ D be the
Hopf decomposition for ffngn2Z. We will show that the following equalities hold
a.e.ðmÞ:
C ¼ s 2 S;
X
n2Z
jV nðf½½nðsÞÞjao½½nðsÞ ¼ 1
( )
(3.2)
and
D ¼ s 2 S;
X
n2Z
jVnðf½½nðsÞÞjao½½nðsÞo1
( )
, (3.3)
where o½½m ¼ ðdm  f½½mÞ=dm for m 2 Z. Let us denote the sets on the right-hand
sides of (3.2) and (3.3) by C0 and D0, respectively. Note that
X
n2Z
jV nðf½½nðsÞÞjao½½nðsÞ ¼
X
n2Z
XT	1
r¼0
jV rðf½½nðsÞÞjao½½nðsÞ.
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Theorem 4.1 in [17], we haveX
n2Z
gðf½½nðsÞÞo½½nðsÞo1 a:e:ðmÞ on D,
and
X
n2Z
gðf½½nðsÞÞo½½nðsÞ ¼ 1 a:e:ðmÞ on
X
n2Z
ðg  f½½nÞo½½n40
( )
\ C.
But it follows from (3.1) that
X
n2Z
ðg  f½½nÞo½½n40
( )
 supp fV r  f½½n; r ¼ 0; . . . ; T 	 1; n 2 Zg ¼ S.
Therefore C  C0 a.e.ðmÞ, and D  D0 a.e.ðmÞ. This completes the proof of (3.2)
and (3.3). The rest of the proof is very similar to the second part of the proof of
Theorem 4.1 in [17], and so is omitted. &
Corollary 3.1. Let ff ngn2Z be any spectral representation for a PC SaS process
fX ngn2Z for which suppff n; n 2 Zg ¼ S. Then fX ngn2Z is generated by a conservative
(dissipative) flow if and only ifX
n2Z
jf nðsÞja
is infinite (finite) a.e.ðmÞ.
The proof of Corollary 3.1 is similar to the proof of Corollary 4.2 in [17].
Let X ¼ fX ngn2Z be a PC SaS process generated by a nonsingular ﬂow ff½½ngn2Z
deﬁned on a standard Lebesgue space ðS; mÞ. Also, let S ¼ C [ D be the Hopf
decomposition for ff½½ngn2Z. Then
X ¼d X D þ X C , (3.4)
where
X Dn ¼
Z
D
f n dM; and X
C
n ¼
Z
C
f n dM.
Note that f n  ½f½½n; a½½n; V n and satisﬁes (3.1). Hence
f njC  ½f½½njC ; a½½njC ; VnjC ; and f njD  ½f½½njD; a½½njD; V njD
satisfy (3.1) with S replaced by C or D correspondingly. Clearly, the processes X D
and X C are independent. Since D and C are invariant under ff½½ngn2Z, X D and X C
are both PC; indeed by using (2.2) and the properties of the ﬂow and its cocycle it
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j¼1
ljX DnjþT


a
a
¼
Z
SD
Xn
j¼1
lj f njþT ðsÞ












a
mðdsÞ
¼
Z
SD
Xn
j¼1
lja½½njþT ðsÞ
dm  f½½njþT 
dm
ðsÞ
 1=a
V njþT  f½½njþT ðsÞ












a
mðdsÞ
¼
Z
f	1T ðSDÞ
Xn
j¼1
lja½½nj ðsÞ
dm  f½½nj 
dm
ðsÞ
 1=a
Vnj  f½½nj ðsÞ












a
mðdsÞ
¼
Z
SD
Xn
j¼1
lj f nj ðsÞ












a
mðdsÞ ¼
Xn
j¼1
ljX Dnj


a
a
.
Therefore X D is PC stable; this together with the fact that X is PC stable imply that
X C is also PC stable.
Theorem 3.2. Decomposition (3.4) is unique in distribution.
The proof of Theorem 3.2 is similar to the proof of Theorem 4.3 in [17], and is
omitted.
The PC-stable processes that are generated by dissipative ﬂows can be completely
described by using the following result. Indeed, for every dissipative ﬂow ff½½ngn2Z
on ðS; mÞ, there exists a standard Lebesgue space ðW ; nÞ, n s-ﬁnite, such that the ﬂow
ff½½ngn2Z is null isomorphic to a ﬂow fb½½ngn2Z deﬁned on ðW  G; n lÞ, l the
counting measure on G ¼ f½½n; n 2 Zg, by
b½½nðx; ½½mÞ ¼ ðx; ½½n þ ½½mÞ; ðx; ½½mÞ 2 W  G; n 2 Z,
which means that there exists a nonsingular invertible mapping L : W  G ! S such
that L  b½½n ¼ f½½n  L for all n 2 Z. This results when G ¼ R is due to Krengel [8].
The result, as pointed out by a referee, for discrete G is straightforward and is
deduced from the representation of such a discrete ﬂow. The set W can be taken to
be a wandering set (a set W in S of positive measure for which f	1½½nðW Þ; n 2 Z are
pairwise disjoint and S ¼ [n2Zf	1½½nðW Þ) and n a s-ﬁnite measure.
It readily follows from Theorem 2.3 that there exist functions gn 2 LaðW  G; n
lÞ such that gnþT ¼ gn and
X n ¼d
X
m
Z
W
gnðx; ½½n þ mTÞNðdx; mT Þ; n 2 Z. (3.5)
Here N is an SaS random measure on W  G with a control measure n l.
We recall, [2], that a ﬂow is ergodic if there is no invariant set in S of positive
measure which is not of full measure. Let us also record that if a ﬂow is ergodic, then
any ﬂow-invariant function on S is constant in any set of full measure. If ff½½ngn2Z is
ergodic, since null isomorphisms preserve ergodicity, it follows that fb½½ngn2Z is also
ergodic. Therefore, since for every W 0 in W the strip fðw; ½½nÞ; w 2 W 0; n 2 Zg is
fb½½ngn2Z-invariant, it follows that if the ﬂow is ergodic, then W cannot have any
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X n ¼d
X
m
gnð½½n þ mTÞNðmTÞ; n 2 Z,
where NðmT Þ; m 2 Z are iid SaS random variables. Thus we arrive at the following
theorem describing the spectral structure of PC processes generated by dissipative
ﬂows.
Theorem 3.3. Let fX ngn2Z be a PC SaS process generated by a dissipative flow; then it
admits a mixed moving average representation given in (3.5). Moreover, if it is
generated by an ergodic dissipative flow, then it admits a classical moving average
representation given in (3.6).4. PC-stable processes related to conservative ﬂows
Throughout this section we assume that ff ngn2Z satisfy (2.2) and (3.1) with a
conservative ﬂow ff½½ngn2Z. The aim is to extract the harmonizable part of this
process. The identity ﬂow, deﬁned by f½½nðsÞ ¼ s for all n 2 Z and s 2 S, is the
simplest conservative ﬂow.
Deﬁnition 4.1. A PC-stable process fX ngn2Z is said to be harmonizable if it admits
the representation
fX ngn2Z ¼d
Z
S
ei½½nkðsÞVnðsÞNðdsÞ
 
n2Z
, (4.1)
where k : S	!½0; 2p
T
Þ, and V n 2 LaðS;mÞ, n 2 Z such that VnþT ¼ Vn and
suppfVr; r ¼ 0; . . . ; T 	 1g ¼ S, and N is a complex-valued rotationally invariant
independently scattered SaS random measure with ﬁnite control measure m on S.
It is evident that a PC harmonizable stable process is generated by the identity
ﬂow. According to the following theorem the converse is also true.
Theorem 4.2. If f½½nðsÞ ¼ s for all n 2 Z and s 2 S, then fX ngn2Z is harmonizable.
Proof. It follows from (2.2) that f n ¼ a½½nV n a.e.ðmÞ, n 2 Z, and a½½nþ½½m ¼ a½½na½½m,
a.e.ðmÞ, for each n; m 2 Z. Thus a½½nðsÞ ¼ ða0ðsÞÞ½½n; n 2 Z, a.e.ðmÞ. Therefore since
a0ðsÞ 2 fz; jzj ¼ 1g, it follows that
a½½nðsÞ ¼ ei½½nkðsÞ; a:e:ðmÞ,
for every n 2 Z, where k : S	!½0; 2p
T
Þ. It also follows from (3.1) that suppfVr; r ¼
0; . . . ; T 	 1g ¼ S. &
The following theorem indicates that any other representation for a PC
harmonizable stable process which is generated by a ﬂow can be expressed as in
(4.1). The proof of this theorem, with some modiﬁcations, follows the line of the
proof of Theorem 5.3 in [17].
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satisfying (3.1); if the process is harmonizable as well, generated by an identity flow,
then there exists a ff½½ngn2Z-invariant function j : S	!½0; 2pT Þ such that, for every
n 2 Z,
f nðsÞ ¼ ei½½njðsÞVnðsÞ; a:e:ðmÞ, (4.2)
and ff½½ngn2Z preserves finite measures mrðdsÞ ¼ jV rjamðdsÞ; r ¼ 0; . . . ; T 	 1.
The following theorem provides a necessary and sufﬁcient condition for the
representation (4.1) to be minimal. To state the result, let Sr ¼ suppðV rÞ; r ¼ 0; . . . ;
T 	 1, and S0r ¼ Sr \ Sc1 \    \ Scr	1. Then S0r are disjoint and [r S0r ¼ [rSr ¼ S;
a:e:ðmÞ. If there is an r such that mðS0rÞ40 but is not of full measure, deﬁne
f ðsÞ ¼
X
r:mðS0rÞ40
1S0r ðsÞVrðsÞ; s 2 S;
otherwise there is an Sr of full measure and deﬁne f
 to be V r. Clearly f
 is of full
measure, suppðf Þ ¼ S. It follows from Corollary 3.6 and Proposition 5.2, see also
Theorem 3.8(vii) in [18], that representation (4.1) is minimal if and only if the
mapping
s	!FðsÞ ¼ V 0ðsÞ
f ðsÞ ; . . . ;
V T	1ðsÞ
f ðsÞ ; . . . . . . ;
ei½½nkðsÞV0ðsÞ
f ðsÞ ; . . . ;
ei½½nkðsÞVT	1ðsÞ
f ðsÞ ; . . .
 
is one-to-one a.e.ðmÞ. Indeed the ‘‘if’’ part is immediate from Theorem 3.8(vii) in [18].
For the ‘‘only if’’ part, under the minimality condition, in the same theorem, the
equivalency of the parts (iv) and (v), by virtue of Theorem 3.4 in the same reference,
implies that sfei½½nkðsÞVrðsÞ
f ðsÞ ; n 2 Z; r ¼ 0; . . . ; T 	 1g ¼ B. But by Proposition 5.2 in [18]
and the argument given in its proof, since fei½½nkðsÞVrðsÞ
f ðsÞ ; n 2 Z; r ¼ 0; . . . ; T 	 1g is
countable, it follows that the mapping s	!FðsÞ is one-to-one.
Theorem 4.4. (a) Representation (4.1) is minimal if and only if the function
s	!LðsÞ ¼ kðsÞ; V 0ðsÞ
f ðsÞ ;
V1ðsÞ
f ðsÞ ; . . . ;
VT	1ðsÞ
f ðsÞ
 
; s 2 S
is one-to-one a.e.ðmÞ, where f  is given above.
(b) If the representation (4.1) is minimal, then k is one-to-one a.e.ðmÞ on any of
the S0r; mðS0rÞ40.
(c) If k is one-to-one a.e.ðmÞ on S, then (4.1) is minimal.
(d) If f n  ½f½½n; a½½n; V n and the representation is minimal, then f½½nðsÞ ¼ s;
n 2 Z.
Proof. Because the terms that are dealt with in this theorem are deﬁned a.e.ðmÞ, the
argument for the proof is on the complements of suitable sets of measure zero.
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kðs1Þ ¼ kðs2Þ;
V jðs1Þ
f ðs1Þ
¼ Vjðs2Þ
f ðs2Þ
; j ¼ 0; . . . ; T 	 1.
This condition in turn is equivalent to
ei½½nkðs1ÞV jðs1Þ
f ðs1Þ
¼ e
i½½nkðs2ÞVjðs2Þ
f ðs2Þ
; j ¼ 0; . . . ; T 	 1; n 2 Z.
Indeed, the ‘‘if part’’ is immediate; for the ‘‘only if part’’, let n ¼ 0 to conclude that
Vjðs1Þ
f ðs1Þ
¼ V jðs2Þ
f ðs2Þ
; j ¼ 0; . . . ; T 	 1.
But there is a j for which Vjðs1Þa0. Thus for some j,
Vjðs1Þ
f ðs1Þ
¼ V jðs2Þ
f ðs2Þ
a0;
consequently kðs1Þ ¼ kðs2Þ. Thus the mapping s	!FðsÞ is one-to-one a.e.ðmÞ if and
only if the mapping s	!LðsÞ is one-to-one a.e.ðmÞ.
(b) Suppose there is an r such that mðS0rÞ40; then f  ¼ Vr on S0r. Therefore
LðsÞ ¼ ðkðsÞ; 0; . . . ; 0; 1; 0; . . . ; 0Þ on S0r, where 1 is the ðr þ 2Þth component. Thus L
is one-to-one on S0r if and only if k is. Apply part (a) to conclude the result.
(c) This part follows from (a), as if k is one-to-one on S, then L is one-to-one on S.
(d) Note that if the given representation is minimal, then according to Theorem 4.3
representation (4.2) is also minimal. But (4.2) is generated by the identity ﬂow.
Therefore by Theorem 2.4 the ﬂow f½½n must be the identity ﬂow. &
Our next goal is to extract the harmonizable part from a PC SaS process. Fix a
representation ff ngn2Z, for fX ngn2Z, satisfying (3.1) and
P
n2Z jf nðsÞja ¼ 1; a:e:ðmÞ,
which is equivalent to saying that the process is generated by a conservative ﬂow,
Corollary 3.1. The idea is to identify a subset of the set S, say SH, to be the support
of the harmonizable component, i.e., SH is the largest subset so that the
representation ff ng restricted to SH gives rise to a representation for a harmonizable
PC process.
Deﬁne
SH ¼
[T	1
r¼0
SrH \ suppðf rÞ,
where
SrH ¼ fs : f rðsÞf nþmT ðsÞ ¼ f nðsÞf mTþrðsÞ; for each n; m 2 Zg; r ¼ 0; . . . ; T 	 1.
The deﬁnition of SrH is motivated by Rosinski [17]. Note that the set SH is fully
deﬁned through the representation ff ngn2Z. As the proof of Theorem 4.6 indicates,
the facts that SH indeed is the support of the harmonizable term and its complement
is the support of a process with no harmonizable component follow without referring
to a conservative ﬂow that generates the process. But, in Rosinski’s approach, for
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conservative ﬂow that generates the process. The following crucial lemma concerns
this issue.
Lemma 4.5. For every m 2 Z, mðSHDf	1½½mðSHÞÞ ¼ 0.
Proof. First we show that for each m 2 Z, and r ¼ 0; . . . ; T 	 1,
f r  f½½ma0 a:e:ðmÞ on SrH \ suppðf rÞ. (4.4)
Indeed, otherwise there exist m; r and a set A  SrH \ suppðf rÞ of a positive measure
such that f mTþr ¼ 0 on A. Then on A,
f rðsÞf nþmT ðsÞ ¼ 0 for all n 2 Z.
Hence f nþmT ðsÞ ¼ 0 on A, for all n 2 Z. Therefore f nðsÞ ¼ 0 on A for all n 2 Z,
which that contradicts (3.1).
We will now show that mðSHDf	1½½mðSHÞÞ ¼ 0 for every m 2 Z. It is enough to
prove that mðSH 	 f	1½½mðSHÞÞ ¼ 0 for every m 2 Z. Let
J ¼
[T	1
r¼0
fs 2 SrH \ suppðf rÞ : f r  f½½m ¼ 0; for some m 2 Zg.
Then J has m measure zero.
Let
u½½nðsÞ ¼ a½½nðsÞ
dm  f½½n
dm
ðsÞ
 1=a
.
Since fu½½ngn2Z can be modiﬁed to become a cocycle with values in C 	 f0g, the set
B ¼ fs 2 S; u½½nþ½½mðsÞau½½nðsÞu½½mðf½½nðsÞÞ for some n; m 2 Zg
also has m measure zero.
Let K ¼ SH 	 ðJ \ BÞ. Clearly K  SH and mðSH 	 KÞ ¼ 0. We will prove that
K  f	1½½mðSHÞ for every m 2 Z, which implies that mðSH 	 f	1½½mðSHÞÞ ¼ 0 for every
m2Z. Let s2K ; then there is r such that s2 suppðf rÞ; f½½mðsÞ2 suppðf rÞ; for all
m 2 Z. Therefore for m; n1; n2 2 Z,
f n1þn2T ðf½½mT ðsÞÞf rðf½½mT ðsÞÞ
is equal to
¼ u½½n1þn2T ðf½½mT ðsÞÞV n1þn2T ðf½½n1þn2T ðf½½mT ðsÞÞf rðf½½mT ðsÞÞ
¼ u½½n1þ½½n2T ðf½½mT ðsÞÞV n1ðf½½n1þ½½n2T þ½½mT ðsÞÞf rðf½½mT ðsÞÞ
¼ u½½mT ðsÞ	1u½½n1þ½½n2T þ½½mT ðsÞV n1 ðf½½n1þ½½n2T þ½½mT ðsÞÞf rðf½½mT ðsÞÞ
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¼ ½f mTþrðsÞu½½mT ðsÞ	1f rðsÞ	2f n1 ðsÞf mTþrðsÞf n2TþrðsÞf mTþrðsÞf rðf½½mT ðsÞÞ
¼ ½f mTþrðsÞu½½mT ðsÞ	1f rðsÞ	2f rðsÞf mTþn1 ðsÞf rðsÞf ðn2þmÞTþrðsÞf rðf½½mT ðsÞÞ
¼ ½f mTþrðsÞu½½mT ðsÞ	1f mTþn1 ðsÞf ðn2þmÞTþrðsÞf rðf½½mT ðsÞÞ
¼ ½f mTþrðsÞu½½mT ðsÞ	1u½½n1þ½½mT ðsÞV n1 ðf½½n1þ½½mT ðsÞÞ
 u½½n2T þ½½mT ðsÞV rðf½½mT þ½½n2T ðsÞÞf rðf½½mT ðsÞÞ
¼ ½f mTþrðsÞ	1u½½n1ðf½½mT ðsÞÞV n1ðf½½n1þ½½mT ðsÞÞ
 u½½n2T ðf½½mT ðsÞÞVrðf½½mT þ½½n2T ðsÞÞu½½mT ðsÞf rðf½½mT ðsÞÞ
¼ ½f mTþrðsÞ	1u½½n1ðf½½mT ðsÞÞV n1ðf½½n1þ½½mT ðsÞÞ
 u½½n2T ðf½½mT ðsÞÞVrðf½½mT þ½½n2T ðsÞÞf mTþrðsÞ
¼ f n1 ðf½½mT ðsÞÞf n2Tþrðf½½mT ðsÞÞ.
The facts that for every n1; n2 2 Z, ½½n1 þ n2T  ¼ ½½n1 þ ½½n2T  and ½½n2T þ r ¼
½½n2T  were used above. This provides f½½mðsÞ 2 SH. We have established
mðSHDf	1½½mðSHÞÞ ¼ 0 for every m 2 Z. &
Lemma 4.5 allows us to choose a ff½½ngn2Z invariant set eSH such that mðSHDeSHÞ ¼
0 ([m f	1½½mðSHÞ is one choice for eSH). This leads to the following decomposition of
the process fX ngn2Z with the spectral representation ff ngn2Z:
X ¼d X H þ X 3, (4.5)
where
XHn ¼
Z
SH
f n dM ¼
Z
eSH f n dM and X 3n ¼
Z
S	SH
f n dM ¼
Z
S	eSH f n dM.
Obviously XH and X 3 are independent of each other. Since eSH is ff½½ngn2Z-invariant,
both are PC SaS processes; the proof is very similar to the one for X D and X C
presented in Section 3.
Theorem 4.6. Decomposition (4.5) is unique in distribution. Moreover, fX Hn gn2Z is a
harmonizable process and fX 3ngn2Z is not decomposable in distribution into a sum of two
independent PC stable processes for which one is harmonizable.
Proof. The proof of the uniqueness is similar to the proof of Theorem 5.7 of
Rosinski [17]. Now we will show that X Hn is harmonizable. For s 2 SH, there is an r
such that s 2 SrH \ suppðf rÞ; then deﬁne
u½½nðsÞ ¼ f nðsÞf rðsÞ	1; whenever n ¼ ½½n þ r.
The function u½½n is well deﬁned, that is, if s 2 Sr0H \ suppðf r0 Þ, then
u½½nðsÞ ¼ u½½mðsÞ for m ¼ ½½n þ r0.
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u½½mðsÞ ¼
f mðsÞ
f r0 ðsÞ
¼ f ½½nþr0 ðsÞ
f r0 ðsÞ
¼ f rðsÞf ½½nþr0 ðsÞ
f rðsÞf r0 ðsÞ
¼ f r0 ðsÞf ½½nþrðsÞ
f r0 ðsÞf rðsÞ
¼ f nðsÞ
f rðsÞ
¼ u½½nðsÞ.
Since s 2 SH, u½½nþ½½mðsÞ ¼ u½½nðsÞu½½mðsÞ for all n; m 2 Z, it follows that
u½½nðsÞ ¼ expði½½nkðsÞÞ; a:e:ðmÞ on eSH,
where k : eSH	!½0; 2pT Þ is a measurable function. Therefore fX Hn gn2Z is a harmoniz-
able process. Let us now prove that fX 3ng does not have a harmonizable component.
Assume otherwise, then there exist independent PC SaS processes X 31 ¼ fX 31n gn2Z
and X 32 ¼ fX 32n gn2Z such that
X 3¼d X 31 þ X 32
and fX 31n gn2Z is harmonizable, as in (4.1) with ðS; mÞ replaced by ðS2; nÞ. Let f 3n be the
restriction of f n to S 	 SH, n 2 Z. It follows from Theorem 1.1 in [17] that
ei½½nkðxÞV rðxÞ ¼ hðxÞf 3nðFðxÞÞ; n 2 Z; n ¼ ½½n þ r; a:e:ðnÞ,
where F : S2 ! S 	 SH and hðxÞa0 for x 2 S2. Since suppfVr; r ¼ 0; . . . ; T 	 1g ¼
S2, for an x in a subset of full measure in S2 there is an r such that VrðxÞa0;
consequently, f 3r ðFðxÞÞa0, giving that FðxÞ 2 suppðf rÞ. For such an x and
n ¼ ½½n þ r, since ½½n þ mT  ¼ mT þ ½½n ¼ ½½mT þ r þ ½½n, we readily obtain
that
f rðFðxÞÞf nþmT ðFðxÞÞ ¼ f nðFðxÞÞf mTþrðFðxÞÞ.
This indeed implies that FðxÞ 2 SrH \ suppðf rÞ, which is a contradiction. Thus n
must be a zero measure. &
Remark 4.1. It follows from Theorem 4.6 that if X ¼ fX ngn2Z is a PC-stable process
with an arbitrary representation fX ngn2Z ¼d f
R
S
f nðsÞMðdsÞgn2Z, then X is harmoniz-
able if and only if the set SH is of full measure in S.
Remark 4.2. Suppose f n  ½f½½n; a½½n; V n and the representation is minimal.
Then f nj ~SH  ½f½½nj ~SH ; a½½nj ~SH ; V nj ~SH  is a minimal representation for the harmoniz-
able process fX Hn g. Therefore it follows from Theorem 4.4(d) thateSH ¼ fs 2 S : f½½nðsÞ ¼ s for all n 2 Zg; a:e:ðmÞ. (4.6)
The PC SaS harmonizable processes with real-valued cocycles are characterized
below.
Theorem 4.7. (a) Suppose a representation f n  ½f½½n; a½½n; V n of a harmonizable PC
process fX ngn2Z is real and satisfies (3.10). Then the process is deterministic, formed
by two independent SaS (complex) random vectors Z1 ¼ ðZ10; . . . ; Z1T	1Þ and
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X n ¼ Z1r þ ð	1Þ½½nZ2r ; n ¼ ½½n þ r; n 2 Z.
(b) If a PC process is real and is generated by an identity flow, then it admits the
representation in part (a), but the random vectors Z1 and Z2 will be real.
Proof. (a) Note that (4.2) is satisﬁed. But since ff ng is real, it follows that j ¼ 0 or pT.
Put
S0 ¼ fs : jðsÞ ¼ 0g and S1 ¼ s : jðsÞ ¼
p
T
n o
.
Now take
Z1 ¼
Z
S0
V0 dM ; . . . ;
Z
S0
V T	1 dM
 
,
Z2 ¼
Z
S1
V0 dM ; . . . ;
Z
S1
V T	1 dM
 
,
and note that the process Y n ¼
R
S
f n dM ¼
R
S0
Vr dM þ ð	1Þ½½n
R
S1
Vr dM, n 2 Z,
has the same distribution as fX ngn2Z. Since the sets S0 and S1 are disjoint, Z1 and Z2
are independent. (b) If follows from the proof of Theorem 4.2 that a½½nðsÞ ¼
ei½½nkðsÞ; a:e:ðmÞ. Also a½½n 2 f	1; 1g. Thus the result will follow by an argument
similar to the one given for (a). &
It follows from Theorem 4.7 that a real PC process generated by an identity ﬂow is
a ‘‘trivial’’ PC process:
X n ¼d Z1r þ ð	1Þ½½nZ2r ¼
Z
f1g
dmrðxÞ þ ð	1Þ½½n
Z
f2g
dmrðxÞ; n ¼ ½½n þ r,
n 2 Z, ð4:7Þ
where mðÞ ¼ ðm0ðÞ; . . . ; mT	1ðÞÞ is an independently scattered T-variate SaS
random measure on f1; 2g for which its coordinates are real-valued random
measures with ﬁnite control measures.
Suppose in representation (4.1), for a real harmonizable process, the supports of
the functions V 0; . . . ; VT	1 are disjoint, and their intersections with S0 and S1 are of
positive m measure; then each Z1 and Z2 has nontrivial independent components. If
in addition the representation is minimal, then each of the supports consists of
exactly two points, Theorem 4.4(b).
All ingredients are prepared to give the main result of this section.
Theorem 4.8. Every PC SaS process fX ngn2Z admits a unique in distribution
decomposition
X ¼d X ð1Þ þ X ð2Þ þ X ð3Þ
into three mutually independent PC SaS processes: (i) X ð1Þ is a mixed moving average
PC SaS process given by (3.5); (ii) X ð2Þ, in the complex valued case, is a harmonizable
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representation (4.7); and (iii) X ð3Þ is an SaS process that does not admit a mixed
moving average or a harmonizable (or trivial) component.
Let us consider the case that the ﬂow ff½½ngn2Z is ergodic. In this case every
invariant subset of S or its complement is of measure zero. Thus, since in the
decomposition
S ¼ D [ SH [ ðS 	 D 	 SHÞ,
D and ~S ðSH ¼ ~S a:e:ðmÞÞ are ff½½ng-invariant. It follows that either mðDÞ ¼ 0; mðS 	
D 	 SHÞ ¼ 0 or mðS 	 D 	 SHÞ ¼ 0; mðSHÞ ¼ 0 or mðDÞ ¼ 0; mðSHÞ ¼ 0. We arrive
at the main theorem.
Theorem 4.9. Suppose that fX ngn2Z is generated by an ergodic nonsingular flow. Then
only one of the following cases holds:(i) fX ngn2Z is a PC moving average SaS process given by
X n ¼d
X
m
gnð½½n þ mTÞNðmTÞ n 2 Z.(ii) There exists b 2 ½0; 2p
T
Þ and an SaS random vector ðX 0; . . . ; X T	1Þ such that, for
n ¼ ½½n þ r, X n ¼ ei½½nbX r, with probability one.
(iii) fX ngn2Z does not admit a mixed moving average or a harmonizable component.Proof. The cases of (i) and (iii) are immediate. For (ii) use Theorem 4.3 and the fact
that every ff½½ng-invariant function is constant. &5. Decomposition for multidimensional stationary processes
In this section we deal with a T-variate stationary SaS process fYn ¼ ðY 0n; . . . ;
Y T	1n Þgn2Z, deﬁned in Section 1, whose components are, in general, complex stable;
see [20]. We will establish a similar decomposition for discrete time multivariate
stationary SaS processes using the decomposition that was established for PC-stable
processes in Section 4.
A PC-stable process fX ng with period T can be formed from a T-variate stationary
SaS process Yn, and vice versa, through
Y jn ¼ X nTþj ; j ¼ 0; . . . ; T 	 1; n 2 Z. (5.1)
A relation similar to (5.1) also relates the spectral representations ffngn2Z and
ff ngn2Z; namely
fX ngn2Z ¼d
Z
S
f nðsÞdMðsÞ
 
n2Z
,
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fYngn2Z ¼d
Z
S
fnðsÞdMðsÞ
 
n2Z
,
where
fn ¼ ðf 0n; . . . ; f T	1n Þ,
f jn ¼ f nTþj ; j ¼ 0; . . . ; T 	 1; n 2 Z. (5.2)
Using (5.2), one can rewrite basic terms which are needed for the decomposition. Of
course the decomposition for PC processes immediately gives rise to the
decomposition for multivariate stationary processes, Theorem 5.1 given below. Let
us rewrite the basic terms for readers interested more in multivariate stationary
processes. Representation (2.2) becomes
fn ¼ an
dm  fn
dm
 1=a
f0  fn a:e:ðmÞ, (5.3)
where f is a nonsingular ﬂow and a is a cocycle for f, indexed by n 2 Z. In (5.3) the
multiplication is the usual multiplication of a scalar by a vector, and the composition
is coordinate-wise. The functions V 0; . . . ; VT	1 in (2.2) are the coordinates of f0.
Thus (3.1), (3.2) and (3.3) become
suppff j0  fn; r ¼ 0; . . . ; T 	 1; n 2 Zg ¼ S; (5.4)
C ¼ s 2 S;
X
n2Z
XT	1
j¼0
jf jnðfnðsÞÞjaonðsÞ ¼ 1
( )
(5.5)
and
D ¼ s 2 S;
X
n2Z
XT	1
j¼0
jf jnðfnðsÞÞjaonðsÞo1
( )
, (5.6)
respectively.
A T-variate PC SaS process fYn ¼ ðY 0n; . . . ; Y T	1n Þ; n 2 Zg is said to be
harmonizable if
Yn ¼
Z 2p
0
einx dNðxÞ,
where NðÞ ¼ ðN0ðÞ; . . . ; NT	1ðÞÞ is a T-variate SaS random measure on the Borel
ﬁeld of subsets of ½0; 2pÞ, independently scattered (NðAÞ is independent of NðBÞ
whenever A \ B ¼ ;) and every linear combination of the coordinates Nj is a
complex-valued rotationally invariant SaS random measure with a ﬁnite control
measure on ½0; 2pÞ.
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Yn ¼d Z1 þ ð	1ÞnZ2 ¼
Z
f1g
dmðxÞ þ ð	1Þn
Z
f2g
dmðxÞ; n 2 Z, (5.7)
where Z1 and Z2 are independent T-variate SaS random vectors, and mðÞ ¼
ðm0ðÞ; . . . ; mT	1ðÞÞ is a T-variate SaS random measure with independent increments
on f1; 2g in which its components are real-valued random measures with ﬁnite control
measures.
Let us also deﬁne the subsets that are similar to the subsets SrH and SH. Using the
same notations, the subsets are deﬁned as
SrH ¼ fs : f r0ðsÞfnþmðsÞ ¼ f rnðsÞfmðsÞ; for each n; m 2 Zg
for r ¼ 0; . . . ; T 	 1, and
SH ¼
[T	1
r¼0
SrH \ suppðf r0Þ,
respectively.
Theorem 5.1. Suppose fYn ¼ ðY 0n; . . . ; Y T	1n Þgn2Z is a T-variate stationary SaS
process. Then fYngn2Z can be uniquely decomposed, in distribution, into a sum of
three mutually independent stationary SaS processes,
Yn ¼ Ynð1Þ þ Ynð2Þ þ Ynð3Þ,
where Ynð1Þ ¼ ðY 0nð1Þ; . . . ; Y T	1n ð1ÞÞ is a T-variate stationary SaS mixed moving
average process, namely,
Ynð1Þ ¼
Z
W
X
m
gðx; n þ mÞNðdx; mÞ; n 2 Z, (5.8)
where ðW ; nÞ is a standard Lebesgue space, n a s-finite measure, and g ¼ ðg0; . . . ; gT	1Þ
satisfiesZ
W
X
m
jgjðx; n þ mÞjanðdxÞoþ1; j ¼ 0; . . . ; T 	 1; n 2 Z,
Ynð2Þ ¼ ðY 0nð2Þ; . . . ; Y T	1n ð2ÞÞ is a T-variate harmonizable SaS process, and Ynð3Þ is a
T-variate stationary SaS process which does not admit a mixed moving average or
harmonizable component. If the process is real, then Ynð2Þ will be a ‘‘trivial’’ T-variate
process with representation (5.7).
Proof. Deﬁne X n ¼ Y j½½n=T , n ¼ ½½n þ j. Then fX ngn2Z is a PC SaS process. Apply
Theorem 4.8 to obtain
Yn ¼ Ynð1Þ þ Ynð2Þ þ Ynð3Þ,
where
Y jnðqÞ ¼ X ðqÞnTþj ; q ¼ 1; 2; 3; j ¼ 0; . . . ; T 	 1; n 2 Z.
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(5.8). For Ynð2Þ, note that
Y jnð2Þ ¼
Z
S
einTkðsÞf jðsÞdMðsÞ
¼
Z 2p
0
einxdNjðxÞ,
where Nj ¼ Lj  k	11 , dLj ¼ f j dM and k1 ¼ Tk. Therefore
Ynð2Þ ¼
Z 2p
0
einx dNðxÞ,
where N ¼ ðN0; . . . ; NT	1Þ, which clearly has independent increments.
For i ¼ 3, X nTþj does not admit a mixed moving average or a harmonizable
component, so neither does Ynð3Þ. &
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