Networks provide a powerful formalism for modeling complex systems by using a model of pairwise interactions. But much of the structure within these systems involves interactions that take place among more than two nodes at once-for example, communication within a group rather than person-to-person, collaboration among a team rather than a pair of coauthors, or biological interaction between a set of molecules rather than just two. Such higherorder interactions are ubiquitous, but their empirical study has received limited attention, and little is known about possible organizational principles of such structures. Here we study the temporal evolution of 19 datasets with explicit accounting for higher-order interactions. We show that there is a rich variety of structure in our datasets but datasets from the same system types have consistent patterns of higher-order structure. Furthermore, we find that tie strength and edge density are competing positive indicators of higher-order organization, and these trends are consistent across interactions involving differing numbers of nodes. To systematically further the study of theories for such higher-order structures, we propose higher-order link prediction as a benchmark problem to assess models and algorithms that predict higher-order structure. We find a fundamental differences from traditional pairwise link prediction, with a greater role for local rather than long-range information in predicting the appearance of new interactions.
INTRODUCTION
Networks are a fundamental abstraction for complex systems and relational data throughout the sciences [2, 15, 43] . The basic premise of network models is to represent the elements of the underlying system as nodes, and to use the links of the network to capture pairwise relationships. In this way, a social network can represent the friendships between pairs of people; a Web graph can encode links among Web pages or topic categories; and a biological network can represent the interactions among pairs of biological molecules or components [10, 14, 22, 43] . But much of the structure in these systems involves higher-order interactions between more than two entities at once [8, 23, 39, 44, 64] : people often communicate or interact in social groups, not just in pairs; associative relations among ideas or topics often involve the intersection of multiple concepts; and joint protein interactions in biological networks are associated with important phenomena [41] .
These types of higher-order, group-based interactions are apparent even in the standard genres of datasets used for network analysis. For example, coauthorship networks are built from data in which larger groups write papers together, and similarly, email networks are based on messages that often have multiple recipients. While such higher-order structure is not captured by the topology of a graph, it may be modeled via a collection of formalisms that include set systems [19] , hypergraphs [9] , simplicial complexes [25] , and bipartite affiliation graphs [16, 44] . Despite the existence of mathematical formalisms for higher-order structure, there is no unifying study that analyzes the basic higher-order structure of such datasets. This is in sharp contrast to other notions of "higher-order models" generalizing graph data, such as multiplex networks [29] and higher-order Markov chain models [56, 67] , which are successful but still rooted in a pairwise representation paradigm. We study the complementary direction of group interactions, as outlined in the examples above, and use the term "higherorder model" in this sense.
A key reason for the lack of large-scale studies in higher-order models is that data is often collected directly in a network format, thus eliminating higher-order interactions already at the datacollection stage. Another reason is that analyzing higher-order interactions can be computationally challenging for large datasets. Consequently, despite their potential importance, little is known about organizational principles of higher-order structures within real-world datasets. For instance, one question that remains to be answered is whether higher-order interactions enable us to differentiate different kind of datasets, or whether higher-order properties are universal across datasets.
Here, we provide the first steps in the direction of promoting a broad, rigorous study of higher-order topological interactions across domains. To this end, we study the structure and temporal evolution of 19 datasets from a variety of domains that have higherorder interactions. We find that distinct patterns for different domains are immediately revealed with 3-way interaction features that are not available from the graph structure of the networks alone.
Motivated by the importance of triangular structures in network clustering and the theory of triadic closure in social networks [22, 42] , we study an extension of this theory via simplicial closure, or the way in which groups of nodes evolve until eventually coappearing in a higher-order structure. In this case, we find that strong previous interactions between subsets of a group increases the likelihood of a simplicial closure event, where the nodes appear in a group together. The relative importance of different types of prior interactions depends on the dataset yet remains consistent when considering groups of different sizes for a given dataset. To facilitate future modeling and demonstrate that the higher-order Example higher-order network dataset consisting of eight timestamped simplices on nine nodes. More than one simplex can appear at a given time, which often occurs in real-world data with coarse-grained temporal measurements. We study 19 realworld datasets of this type (Table 1) . (B) Visual representation of the dataset (ignoring timestamps). Shading represents the simplices (in order to highlight the difference with traditional graphs), and the dashed line between nodes 2 and 3 denotes three-dimensional perspective for the 4-node simplex {1, 2, 3, 4} (this 4-node simplex also has darker shading). Nodes 1, 2, and 3 form a closed 3-node clique (i.e., closed triangle) since all three nodes appeared in the same simplex at time t 1 , whereas nodes 1, 5, and 8 form an open triangle since all three pairs of nodes co-appeared in a simplex (time t 2 for nodes 1 and 5, time t 5 for nodes 1 and 8, and time t 7 for nodes 5 and 8) but no one simplex contains all three nodes. Thus, the region between nodes 1, 5, and 8 is not shaded. In total, the dataset has seven closed triangles-{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 3, 5}, {1, 2, 6}, {1, 7, 8}-and one open triangle-{1, 5, 8}. We find that the fraction of triangles that are open varies widely depending on the dataset ( Figure 2 ). (C) The "projected graph" of the dataset. The weight of an edge is the number of times its two end points have appeared in a simplex together. Open and closed triangles are both triangles in the projected graph. Traditional network science ideas often ignore higher-order structure and only use this graph. (D) A simplicial closure event for nodes 1, 2, and 6. Each transition lists the new simplex and the time it appears in the dataset. Before closing, the three nodes induce several subgraphs in the projected graph over time. For example, the nodes form an open triangle at time t 4 , which persists until time t 8 when the simplicial closure event occurs. We study properties of such simplicial closure events and predict their future occurrence as part of a framework for evaluating higher-order network models.
patterns are not simple epiphenomena of the underlying link structure, we introduce a higher-order link prediction problem-the forecasting of future higher-order interactions-as an evaluation framework for models and algorithms that aim to predict the emergence of higher-order structure from existing data.
STRUCTURAL ANALYSIS OF HIGHER-ORDER NETWORKS
We assembled a diverse collection of 19 datasets, recording the timestamped interactions of groups of entities. Thus, each dataset is a set of timestamped sets of nodes. We call each set of nodes a simplex, and the nodes in each simplex take part in a shared interaction at a given timestamp ( Figure 1A ). For example, in a coauthorship network, a simplex corresponds to a set of authors publishing an article at a given time. Formally, each dataset consists of N timestamped simplices, {(S i , t i )} N i =1 , where t i ∈ R is the time at which simplex S i was observed, and S i is a set representing the nodes in the ith simplex. If |S i | = k, we say that S i is a k-node simplex. 1 This set-based representation provides a natural format for datasets from a range of domains. We briefly describe our datasets below (see Appendix A for more complete descriptions).
• Coauthorship data (coauth-DBLP; coauth-MAG-History; coauth-MAG-Geology): nodes are authors and a simplex is a publication; DBLP spans over 80 years and the other two datasets span about 200 years.
• Online tagging data (tags-stack-overflow; tags-math-sx; tagsask-ubuntu): nodes are tags (annotations) and a simplex is a set of tags for a question on online Stack Exchange forums; the data contains the complete history of the forums.
• Online thread participation data (threads-stack-overflow; threadsmath-sx; threads-ask-ubuntu): nodes are users and a simplex is a set of users answering a question on a forum; again, the data contains the complete history of the forum.
• Drug networks from the National Drug Code Directory (NDCclasses): nodes are class labels (e.g., serotonin reuptake inhibitor) and a simplex is the set of class labels applied to a drug (all applied at one time).
(NDC-substances): nodes are substances (e.g., testosterone) and a simplex is the set of substances in a drug; datasets include the complete history of the directory • U.S. Congress data (congress-committees [55] ; congress-bills [18] ) : nodes are members of Congress and a simplex is the set of members in a committee or co-sponsoring a bill; the committees dataset spans 1989 to 2003 and the bills dataset spans 1973 to 2016. Figure 1 ). • Email networks (email-Enron [30] ; email-Eu [49] ): nodes are email addresses and a simplex is a set consisting of all recipient addresses on an email along with the sender's address; email-Enron spans most of the duration of a company's lifetime, and email-Eu spans over 2 years.
• Contact networks (contact-high-school [37] ; contact-primaryschool [61] ): nodes are persons and a simplex is a set of persons in close proximity to each other • Drug usage in the Drug Abuse Warning Network (DAWN):
nodes are drugs and a simplex is the set of drugs reportedly used by a patient prior to an emergency department visit.
• Music collaboration (music-rap-genius): nodes are rap artists; simplices are sets of rappers collaborating on songs.
To provide uniformity across datasets, we restrict to simplices consisting of at most 25 nodes. This is relevant to, e.g., the coauthorship data in which large consortia of hundreds of authors collaborate on a single paper. However, such events are rare and not relevant for our analysis. Table 1 lists some summary statistics of the datasets The number of unique simplices appearing in the data is minuscule compared to the total number of possible simplices. For example, in the dataset with the smallest number of nodes (email-Enron, 143 nodes), there are nearly 500 million possible simplices of size at most 5, whereas only 1,542 unique simplices appear in the dataset. On the other hand, in most datasets, the number of unique simplices is within an order of magnitude of the number of pairs of nodes that co-appear in some simplex (edges in the projected graph; to be be discussed in the next section).
Higher-order features reveal rich structural diversity
Our data representation distinguishes between the observation of different kinds of k-way interactions between a set of entities. Stated differently, unlike in a graph representation, we do not break down each simplex into a set of (induced) pairwise interactions. Though the specific representation is not essential provided the information of the group interaction is faithfully encoded, it is convenient to think of our data as an abstract simplicial complex as depicted in Figure 1B . The simple encoding of the observed information as a graph is called the projected graph. Formally, in the projected graph, two nodes are joined by an edge of weight w if they co-appear in w simplices ( Figure 1C) . A k-clique in the projected graph is a set of nodes among which an edge is present between all pairs. A kcliques appear if (i) the k nodes were all part of a some simplex, or (ii) each pair was part of some simplex, although all k were never part of the same simplex. In the former case, we say the k nodes form a closed clique, while in the latter case we say they form an open clique.
We first study the occurrence of open and closed 3-cliques, or triangles ( Figure 2 ). This is the simplest higher-order structure present in our datasets that is not captured by a graph. Furthermore, triangles are one of the most important structural patterns in network analysis [22, 31, 39] . As discussed above, there are two types of triangles which cannot be distinguished by the weighted projected graph alone. In a closed triangle, all three nodes have co-appeared in at least one simplex. Formally, {u, , w } is a closed triangle if there exists some simplex S i for which {u, , w } ⊂ S i . In an open triangle, on the other hand, every pair of the three nodes has coappeared in at least one simplex, but no single simplex contains all three nodes.
Every simplex with at least three nodes directly creates a closed triangle, while open triangles appear coincidental. Moreover, larger simplices lead to many closed triangles: for instance, a k-node simplex contributes k 3 closed triangles. Thus, one might intuit that closed triangles are much more common than open triangles due the presence of (potentially) large groups. On the other hand, only a small fraction of all possible simplices are present in the network when compared to the total number of possible edges in the projected graph, so one might expect that there are more open triangles. Our analysis reveals that, across our datasets, there is a spectrum for the fraction of triangles that are open ( Figures 2B and 2C) .
While the distribution of simplex sizes is broadly similar in most datasets (Figure 2A) , jointly analyzing the edge density in the projected graph with the fraction of triangles that are open reveals a rich landscape of datasets ( Figure 2B ): (i) low-density with a small fraction of triangles open (coauthorships and music collaboration); (ii) low-density with a large fraction of triangles open (stack exchange threads) (iii) high-density with a large fraction of triangles open (stack exchange tags, contact, bill co-sponsorship); and (iv) high-density with a medium fraction of triangles open (email, Congress committee membership, NDC substances and classes). These results are not skewed by large simplices-the landscape is broadly preserved when restricting to the 3-node simplices ( Figure 2D ).
Measuring average unweighted degree along with fraction of open triangles also reveals substantial diversity, and datasets from the same domain continue to exhibit similar features ( Figure 2C ). Restricting the data to only 3-node simplices, we find a near-linear relationship between the fraction of open triangles and the log of the average degree ( Figure 2E Datasets from the same domain tend to be similar with respect to these features, whether or not we include simplices with greater than 3 nodes. Indeed, we can predict the system domain of some datasets by measuring these statistics on egonets (Table 2 and Figure 3 ). (Table 2 ). In conjunction with the prediction accuracies in Table 2 , our analysis suggests that the fraction of triangles that are open (a higher-order network statistic) is an important covariate for analyzing and modeling the local structure of higher-order interaction data.
of the data in Figure 2D . This suggests that larger simplices bring diversity to the data.
Higher-order egonet features discriminate system domains
The structural diversity of the datasets is also present at the local level of egonets (1-hop neighborhoods of nodes), and local statistics can identify the "system domain" of datasets. By system domain, we simply mean the categories identified in Figure 2 that correspond to datasets recorded from the same kind of system. Our collection of datasets has five clear system domains with at least two datasets each: coauthorship, online tags, online thread co-participation, email, and proximity contact. We trained a multinomial logistic regression model to determine system domain as follows. We computed (i) the fraction of open triangles, (ii) the log of the average degree in the projected graph, and (iii) the log of edge density in the projected graph of 100 egonets sampled uniformly at random (without replacement) from all egonets containing at least one open or closed triangle in each of 13 datasets categorized as coauthorship, stack exchange tags, stack exchange threads, email, or contact. Using 80 samples from each of the 13 datasets as training data, we then trained an ℓ 2 -regularized multinomial logistic regression classifier to predict the system domain using subsets of the three features above and an intercept term. The model was trained using the scikit-learn library (the regularization parameter was set to C = 10). Test accuracy was computed on the remaining 20 samples for each dataset. This entire process described was repeated 20 times, resulting in 20 different collections of egonet samples.
The model using the fraction of triangles that are open and log of the average degree as covariates reveals clustering structure of the system domains ( Figure 3 ; the decision boundary comes from Table 2 : Prediction of dataset type by egonet features. For the datasets from coauthorship, threads, tags, email, and contact system domains, we sampled egonets and computed the edge density (ρ), average degree (d), and fraction of triangles that are open (f ). Using these features, we trained a multinomial logistic regression model to predict the system domain of the network. We report the mean and standard deviation over 20 random samples of 100 egonets. Models incorporating the fraction of triangles that are open outperform the one that does not, highlighting the importance of this feature for higher-order organization. Figure 3 illustrates the model that uses log(ρ) and f as features.
model features accuracy
one of the 20 samples). This simple model can predict system domain with nearly 75% accuracy, compared to approximately 21% accuracy with random guessing proportional to system domain frequency. The prediction accuracy provides evidence that there are different organizational mechanisms at play locally for different systems. In conjunction with the structure illustrated in Figure 2 , this suggest that there is not a single "universal" setting of values for simplicial network statistics; the context of the underlying the network matters, but within a given context the parameters are quite stable.
We also trained models with the log of the edge density as a covariate, in addition to the log of the average degree and the fraction of triangles that are open; model accuracy mildly increased from 75% to 78% (Table 2 ; reported results are the mean and standard deviation over the 20 trials). However, discarding the log of the average degree as a covariate decreases model accuracy to 60%, and only including edge density and average degree without the fraction of triangles that are open decreases model accuracy to 50%. The accuracy numbers are guides in how to model higher-order interaction data. For example, we conclude that the fraction of triangles that are open-a network statistics that relies on knowledge of the higher-order structure in the dataset-is a valuable covariate for identifying system domains. Thus, simple higher-order interactions should be used when analyzing or modeling such data. Furthermore, the average degree tends to be more valuable than edge density when considering local organizational mechanisms.
A simple generative model for open and closed triangles
We have now seen that there is diversity in datasets from global network statistics and that local statistics reveal system domains of the networks. We now provide a simple generative model of simplices that helps describe how diversity in the datasets might arise. The model uses the hypothesis that 3-node simplices form independently with a fixed probability. While extreme, this hypothesis indeed leads to diversity in the fraction of triangles that are open. To see this, suppose that a dataset consists only of 3-node simplices on n nodes, and any set of three nodes {u, , w } appears in a simplex with probability p = 1/n b , where b > 0 is a parameter regulating the probability of this event. Let X u w be the indicator random variable that {u, , w } is an open triangle. Then, for large n, it follows from the independence assumption that
There are two asymptotic regimes here depending on the value of b. If b < 1, then (1 − 1/n b ) n ≤ e −n 1−b , and E[X u w ] approaches 1 as n gets large. If b > 1, on the other hand,
Denote the set of open triangles by O and the set of closed triangles by C. According to our calculations above, for large n, the expected number of open triangles is We can also use the above procedure to construct datasets with a smaller edge density, while keeping the average degree fixed by patching together c replicates of one of these random datasets; this creates a dataset with c times as many nodes, but the same average degree. More formally, if a dataset with n nodes has average degree d and edge density ρ, then the union of c copies of this dataset has cn nodes, average degree d, and edge density cρ(
(for large n). Thus, our simple independent model spans the two-dimensional feature space in Figures 2B and 2D , but this does not imply that our data was generated by this model. 
TEMPORAL DYNAMICS AND SIMPLICIAL CLOSURE EVENTS
The above analysis already reveals useful information about the organization of closed and open triangles, and studying the temporal dynamics of the networks in detail offers additional insights. A possible hypothesis for strong prevalence of open triangles would be temporal asynchrony in link creation. For example, consider three Congresspersons u, , and w in the committee membership dataset, where u is in one committee with and in another committee with w. If u is not re-elected, there will be no opportunity for the triple of nodes to form a closed triangle, as u has effectively become in-
active. An open triangle may still form if and w are on the same committee in a future Congress. However, we find that temporal asynchrony does not explain most open triangles. Depending on the dataset, the three edges in 61.1% to 97.4% of open triangles have an overlapping period of activity (including 89.5% for Congress committees; see Appendix B).
Regardless of how open triangles are created, the three associated nodes may of course appear together in a simplex in the future as the network evolves. Deviating from our above simple model of independent creation of closed triangles, we find that many newly formed simplices in our data consist of k nodes that had previously Each axis has two labels giving two pictorial representations of the configuration. The white node in the "flat" representation (left label on x-axis; top label on y-axis) represents the same node, so the 3-dimensional structure can be envision by folding the white nodes on top of each other. The other representation (right label on x-axis; bottom label on y-axis) shows a three-dimensional tetrahedral perspective of this folding. We again see that increasing edge density (D) or tie strength (E) increases the probability of a simplicial closure event.
Here, "tie strength" is measured at the level of 3-node simplices, i.e., how often three nodes have appeared in a simplex (no times-not shaded; one time-shaded, denoted "1"; or at least two times-shaded, denoted "2+"). The relative importance of edge density and tie strength depends on the dataset but is consistent with the 3-node case. In three of the five datasets for which the configuration on the y-axis in (F) is significantly more likely to go through a simplicial closure event, the open triangle of weak ties is also significantly more likely to close for sets of three nodes (coauth-DBLP, coauth-MAG-Geology, congress-bills; c.f. (C); p < 10 −5 ). And in three of the four datasets for which the configuration on the x-axis in (F) is significantly more likely to go through a simplicial closure event the configuration with just two strong ties is also more likely to close than the open triangle with all weak ties (tags-stack-overflow, tags-math-sx, tags-ask-ubuntu; c.f. (C); p < 10 −5 ). Moreover, there were no datasets for which tie strength was significantly more indicative of simplicial closure events for one simplex size and density was more important for another (significance level 10 −5 ).
constituted an open k-clique in the projected graph. We say that the appearance of a new simplex containing these k nodes is an instance of a simplicial closure event, i.e., the conversion of an open structure to a closed one, as illustrated in Figure 1D . 2 In the following, we investigate the simplicial closure mechanism as an organizational principle for higher-order interactions.
Simplicial closure on triangles reveals competing features
Though conceptually similar, three nodes participating in a simplicial closure event is distinct from the well-known phenomenon of triadic closure events in social networks [22] . A triadic closure event modifies the structure of the underlying pairwise interactions, whereas a simplicial closure event adds a new higher-order 2 Here we are building on terminology for datasets of static sets of simplices [51] . The term "simplicial closure" also appears in the combinatorial topology literature but with a different meaning [? ] .
interaction without necessarily changing the pairwise structure of the projected graph. Any induced subgraph on three nodes in the weighted projected graph can change several times before the three nodes appear in a simplex together, i.e., go through a simplicial closure event (Figure 5 ). We call this the lifecycle of the triple of nodes. There are two changes that a triple of nodes can undergo during its lifecycle before a simplicial closure event. First, a new pairwise link can be added between two nodes u and . This corresponds to an increase in density in this induced subgraph, e.g., the introduction of the drug Promacta adds an edge in Figure 5B . Second, the projected graph edge weight between nodes u and can increase, which we interpret as an increase in tie strength. For instance, in Figure 5C , the tie strength between Gucci Mane and Young Thug increases after they collaborate on "Fell. " To simplify our analysis, we differentiate only between weak ties corresponding to a single interaction (W u = 1 in the projected graph; denoted "1") and strong ties corresponding to multiple interactions over time (W u ≥ 2; denoted "2+"). With this binning, there are 11 possible states in a lifecycle ( Figure 5A ).
To get a first impression of the magnitude of these events, we examine the lifecycle of every triple of nodes that becomes an open or closed triangle in the coauth-MAG-History dataset ( Figure 5A ). In this dataset, a closed triangle is more likely to have come from a configuration with exactly two strong ties edges (3,171 cases) than from an open triangle (328 + 779 + 722 + 285 = 2,114 cases). Most closed triangles are formed by nodes that had no previous interaction (2, 732 ,839 cases); however, since the graph is sparse, the fraction of triples of nodes with no prior engagement that go through a simplicial closure event is small (Appendix C). Additionally, if three nodes induce an open triangle with only weak ties at some point in time, then the three nodes are more likely to gain a strong tie before closure (445 cases) than to close directly from that state (328 cases).
We also analyze the probability of a simplicial closure event conditioned on the state of the three nodes in its lifecycle. To do so, we split each dataset based on the temporal order of appearance of the simplices into a training set, consisting of the first 80% of the simplices (in time) and a test set of the remaining 20% of the simplices. Formally, if t * is the 80th percentile of the timestamps t 1 , . . . , t N , then the training set is the set of timestamped simplices {(S i , t i ) | t i ≤ t * } and the test set consists of {(S i , t i ) | t i > t * }. We then measured the probability that a triple of nodes from the training set is a closed triangle in the test set as a function of its previous configuration in the weighted projected graph, i.e., its lifecycle state in the training data (Appendix D contains all of the simplicial closure event probabilities).
We highlight four important findings. First, the simplicial closure event probability typically increases with additional edges ( Figure 6A ). In other words, as the edge density of the subgraph induced by the three nodes increases, the probability of a simplicial closure event increases. We formally test this by comparing the closure probability of a fixed weighted induced subgraph configuration and the same configuration with an additional unit-weight edge for all suitable cases. The hypothesis test is conducted as follows. Let n c and x c denote the number of instances of an open configuration c in the training set (first 80% of data) and the number of those instances that close in the test set (final 20% of data). For a pair of configurations c and c ′ , we use a one-sided hypothesis test for x c /n c < x c ′ /n c ′ . We use Fisher's exact test when max(x c , x c ′ ) ≤ 5; otherwise, we use a one-sample z-test. The additional unit-weight edge configuration has a statistically significant larger simplicial closure event probability in 102 of 113 cases over all datasets and pairs of configurations, whereas the less dense structure is never significantly more likely to close (p < 10 −5 ). (Our goal here is to illustrate general trends rather than to find a single statistically significant result.) This result is consistent with both theoretical [22] and empirical [33] studies of dyadic link formation in social networks. However, several of our datasets are not social networks.
Second, the probability of a simplicial closure event typically increases with tie strength ( Figure 6B) . We test the effect of tie strength by comparing the closure probability of a fixed weighted induced subgraph containing at least one weak tie, and the same configuration where the weak tie is converted to a strong tie. Increasing the tie strength significantly increases the probability of a simplicial closure event in 82 of 113 cases over all datasets and significantly decreases the closure probability in just 6 of 113 cases (p < 10 −5 ). Again, this result is consistent with both theoretical [22] and empirical [3, 31] studies of social networks, even though not all of our networks are social.
Third, neither edge density nor tie strength dominates the likelihood of simplicial closure events ( Figure 6C ). In the coauthorship and Congress datasets, an open triangle comprised of three weak ties is more likely to close than a 3-node subgraph with just two strong ties. The reverse is true for the stack exchange tags and stack exchange threads datasets. Overall, the open triangle of weak ties is significantly more likely to close than the three nodes with two strong ties in 4 of 19 datasets, whereas the opposite is true in 6 of 19 datasets (p < 10 −5 ).
Fourth, the results reveal varying closure dynamics over the dataset domains. In human social interactions, simplicial closure events appear to be driven by a topological form of triadic closure: mutual acquaintance between all the nodes in a set increases the probability of a joint interaction. In contrast, simplicial closure events in the discussion platform networks resemble transitive closure: once there is a sufficiently strong co-occurrences of tags, they become likely to be used together.
A possible concern with our analysis is that we only measured closure probabilities at one point in time for each dataset. Furthermore, while some of our datasets represent a complete history of the network (tags, threads, NDC) and some span a long duration of time (coauthorship, music, congress-bills), a few only contain a slice of the underlying network's dynamics (email-Eu, contact). However, we find that the closure probabilities and the results on edge density and tie strength are consistent at different points in time (Appendix D).
Simplicial closure properties extend beyond triangles
All four of the above findings hold for simplicial closure events on four nodes, so our results are not limited to structure on three nodes ( Figures 6D to 6F ). Now, a simplicial closure event is all four nodes appearing in a simplex, and "tie strength" is measured on 3-node simplices, i.e., how often the 3-node subsets of a 4-node structure have appeared together in a simplex (0, or "open"; 1, or "weak"; at least 2 times, or "strong").
To measure the effect of edge density, we compare the closure probability of a configuration consisting of a fixed number of edges to the closure probability of the same configuration with an additional edge, keeping the tie strengths fixed ( Figure 6D shows one such comparison). In 180 of 228 applicable comparisons over all datasets, the closure probability significantly increases with the edge density and significantly decreases in only 2 cases (p < 10 −5 ). To measure the effect of tie strength, we compare the closure probability of a given configuration to the closure probability of the same configuration where the tie strength increases from an open tie to a weak tie or from a weak tie to a strong tie ( Figure 6E shows a case where the tie strength increases from open to weak). The closure probability significantly increases with simplicial tie strength in 26 of 38 cases for 3-edge configurations, 31 of 38 cases for 4-edge configurations, 77 of 114 cases for 5-edge configurations, and 177 of 359 cases for 6-edge configurations; compared to a significant decrease in closure probability in just 2 of 38, 1 of 38, 1 of 114, and 4 of 359 cases (p < 10 −5 ). Therefore, tie strength is also a positive indicator of simplicial closure in 4-node configurations.
There is also tension between the influence of sparser configurations with strong ties and denser configurations with weak ties. Figure 6F shows one such comparison. In this case, three out of five datasets for which edge density is significantly more indicative than tie strength in the 3-node comparison of Figure 6C , edge density is also significantly more important in the 4-node case (p < 10 −5 ). And in three of the four datasets for which tie strength is significantly more indicative than edge density in the same 3-node case, the same is true in the 4-node case. Finally, there is no dataset for which tie strength was significantly more influential for one simplex size and density was significantly more influential for another.
HIGHER-ORDER LINK PREDICTION
Thus far, we have showed that higher-order interactions provide a rich source of additional information beyond traditional network modeling. Our analysis leaves open many questions, such as the development of better mechanistic models for the emergence of these interactions. To facilitate this process, we propose an analog of link prediction for higher-order structure.
Model evaluation framework
The basic premise in link prediction-whether pairwise or higherorder-is to use structural network properties up to some time t to predict the appearance of new interactions after t. In traditional network analysis, link prediction is a cornerstone problem and a highly successful evaluation framework for comparing different models via a well-calibrated prediction task [34, 36] . Specifically, link prediction examines data that evolves over time and sees how well a given model predicts the appearance of new links-for example, new coauthorships appearing in a coauthor network, or new messages between pairs of people in an email network.
In this context, a model is interpreted broadly and may be mechanistic (e.g., preferential attachment [7] ), statistical (e.g., probabilistic hierarchical models [12] ), or implicitly encapsulated by a principled heuristic algorithm. For instance, personalized PageRank is a model capturing the fact that a large number of walks between two nodes drives up the connection probability between them [34] . A key advantage of link prediction as an evaluation framework is precisely that it can handle these various kinds of models. This holds even in the absence of a likelihood expression, which would be required for a more standard statistical evaluation of goodness of fit. While ultimately we may want to arrive at a generative, causal description of the emergence of higher-order patterns, the flexibility of link prediction enables us to probe the importance of features of the network data in a simple manner without having to create a formal statistical model. Link prediction has proved valuable both for methodological reasons and also in concrete applications. Methodologically, asking whether one model is better than another at predicting new links provides a data-driven way of assessing the effectiveness of the models [24, 34, 57] . Link prediction also has a number of direct applications that cut across disciplines, including predicting friendships in social networks [4] , inferring new relationships between genes and diseases [66] , and suggesting novel connections in the scientific community [63] .
Link prediction is also used within model selection tools for evaluating community detection algorithms [20, 28] . In these cases, link prediction may be interpreted as the smallest possible test for the fit of a model as we need to predict only one edge at a time. However, if one were to consider all edges in a cross-validation assessment, good link prediction performance indicates a good model fit for other structure in the data. Our higher-order link prediction task probes a larger set of features, in that it requires us to be able to predict more aspects of the data (any higher-order interaction, in principle).
For simplicity of presentation and scalability reasons, we predict simplicial closure events on triples of nodes. Thus, the higher-order link prediction problem examined here is predicting which triples of nodes that have not yet appeared in a simplex together will be a subset of some simplex in the future. Our above analysis suggests that open triangles or triples of nodes with strong ties are the most likely to close in the future. For our experiments, we predict which open triangles will go through a simplicial closure event in the future. Thus, this is a problem completely ignored by traditional link prediction, which would just view the triangle as already part of the graph. From a computational view, this restriction also makes it feasible to enumerate all open structures upon which the algorithms will make a prediction, using only modest computational resources. Thus, we avoid a common problem in link prediction of how to pare down an enormous candidate set of potential links, which itself is an active research topic [6, 59] .
Simple local features predict well
We first split the data into training (first 80% of simplices in time) and test (final 20%) sets. Then, we evaluated the prediction performance of several new models (several inspired from classical linkprediction) on each dataset by the area under the precision-recall curve (AUC-PR) metric (Table 3) . AUC-PR is appropriate for prediction problems with class imbalance [13] , which is the case for our datasets. We use random scores as a baseline, which, with respect to AUC-PR, corresponds to the proportion of open triangles in the training set that go through a simplicial closure event in the test set.
We compare eight models here and provide additional comparisons in Appendix F. Three are heuristics based on our finding that tie strength is indicative of closure; these are the harmonic, geometric, and arithmetic means of the three edge weights in the open triangle. Two more are based on the Adamic-Adar model [1] and the preferential attachment model. The latter has been suggested as a growth mechanism of coauthorship networks [7, 42] . Two are based on longer path counts (Katz and personalized PageRank), which are models known for providing good prediction in dyadic link prediction [34] . Lastly, we use a supervised logistic regression model based on features from the other models.
No single model performs the best over all datasets, but our proposed baseline algorithms can achieve much better performance than randomly guessing which open triangles go through a simplicial closure event. In the threads datasets, we achieve between one and two orders of magnitude performance improvements with the harmonic and geometric means, which indicates that local tie strength is relatively more important for these datasets than others. The absolute performance of the algorithms is far from perfect (see Appendix F), as the higher-order link prediction is challenging. This finding is consistent with recent research on subgraph prediction in pairwise networks [38] . However, our goal here is to identify some of the important structural features of the problem, rather than to predict with perfect accuracy.
The harmonic and geometric means of edge weights perform well across many datasets, which further highlights the importance of tie strength in predicting simplicial closure events. This finding is fundamentally different from traditional link prediction with pairwise interactions (i.e., for the edges in a graph). In traditional link prediction, a key principle is that it is valuable to use information contained in paths of non-trivial length between two nodes u and for predicting a link between them-for example, PageRank and Katz measures are effective [34, 36] . In this sense, higher-order link prediction is fundamentally more local in its overall structure. This arises from the ability of a k-tuple of nodes, for k ≥ 3, to contain rich local information in its interactions among subsets of size k − 1, a phenomenon that has no natural analogue when k = 2.
The arithmetic mean performs the worst of the three means in all but one dataset. We further analyze the performance of edge weight means using the generalized mean with parameter p as score functions:
where W ab is the weight between nodes a and b in the projected graph. The harmonic, arithmetic, and geometric means are the special cases where p = −1, p = 1, and the limit p → 0. Generally, prediction performance is (i) unimodal in p, (ii) maximized for p ∈ [−1, 0], and (iii) better for p < −1 than for p > 1 (Figure 7) . Two exceptions are NDC-classes and coauth-MAG-History. The former is the only dataset without an open triangle with exactly one strong tie to close. Thus, smaller p should perform better, as this accounts more for the minimum edge weight value. The latter is the dataset with the smallest average degree in the projected graph ( Figure 2C ). Therefore, a single strong edge could provide the signal for closure, in which case a larger p is a better score function.
The supervised learning approach also performs well broadly, especially in the larger datasets such as the coauthorship datasets, which have sufficient training data to learn a good model. However, even when including the features of the other models, the method does not always perform the best. This is likely a case of overfitting. In the case of the Congress bills data, the supervised method captures a unique feature of this dataset-nodes appearing in fewer simplices are more likely to go through a simplicial closure event. This is possibly due to the ambition of junior Congresspersons. The fact that combinations of features prove effective in many domains highlights the richness of the underlying problem, and the array of methods and findings presented here can guide progress on better models. 
DISCUSSION
The dyadic network modeling paradigm has been successful but fails to capture natural higher-order interactions. Here, we established the foundation for analyzing the basic structure of temporal networks with higher-order structure. We found rich structural variety in our datasets in terms of the fraction of triangles that are open, the average degree, and the edge density. Local statistics at the level of egonets can identify system domain, which suggests that these features are key to the organizing principles of the systems. Recent research shows the small fraction of triangles that are open in coauthorship networks [51] ; our results are consistent but reveal that open triangles are extremely common in other domains. Prior research has also identified the distinction between open and closed triangles when projecting bipartite networks but have not studied the idea of simplicial closure events [44, 45] . We found that common principles from dyadic network evolution also hold for higher-order structure, namely, tie strength and edge density are positive indicators of simplicial closure events amongst sets of three and four nodes. However, there is tension between these features-the more influential feature depends on the dataset, suggesting different mechanisms for simplicial closure events. For example, edge density matters more in human interaction, but tie strength matters more for tagging on online discussion platforms.
Higher-order link prediction provides a general methodology for evaluating models in any data where higher-order structure evolves over time, such as predicting which sets of authors will write a paper together or which sets of people will appear as joint recipients on an email. We anticipate that higher-order link prediction will validate emerging higher-order network modeling techniques, such as multipartite networks [35] , meta paths [62] , embeddings [21] , and connect to ideas in computational topology, such as random walks on simplicial complexes [40, 50] . Related higherorder models for different data [56, 67] can also use higher-order link prediction for model evaluation. For example, in the absence of temporal information, higher-order link prediction could be used to find missing data, similar to how dyadic link prediction can find missing data in static networks [12] . Our higher-order link prediction framework also provides a way to study more sophisticated models where the underlying network is also dynamic, e.g., with arrival and departure of nodes. Specifically, such models should be able to predict higher-order links.
Our prediction problem examined a structure that is not even considered in traditional network analysis, where no distinction is made between open and closed triangles. From this setup, we found that simple local measures (generalized means of edge weights) are effective predictors. This finding differs from traditional link prediction, where long paths are important [34] and suggests that the temporal evolution of higher-order network data is fundamentally different than dyadic network evolution. Data and software availability. All datasets except the Congress and music ones are available at http://www.cs.cornell.edu/~arb/data/. Software is available at https://github.com/arbenson/ScHoLP-Tutorial.
A DATASET COLLECTION AND CONSTRUCTION
Here we provide a more complete description of the datasets. Coauthorship. In these datasets, the nodes correspond to authors, and each simplex represents the authors on a scientific publication. The timestamp is the year of publication. We analyze three coauthorship networks-one derived from DBLP, an online bibliography for computer science, and two derived from the Microsoft Academic Graph (MAG). We used the September 3, 2017 release of DBLP 3 ) and the MAG version released with the Open Academic Graph 4 [60] . We constructed two field-specific datasets by filtering the MAG data according to keywords in the "field of study" information. One dataset consisted of all papers with "History" as a field of study and the other all papers with "Geology" as a field of study. Stack Exchange tags. Stack Exchange is a collection of questionand-answer web sites. 5 Users post questions and may annotate each question with up to 5 tags that specify topic areas spanned by the question. We derive tag networks where nodes correspond to tags and each simplex represents the tags on a question. The timestamp for a simplex is the time that the question was posted on the web site. We derived three datasets corresponding to three stack exchange web sites: Stack Overflow, 6 Mathematics Stack Exchange, 7 and Ask Ubuntu. 8 The raw data was downloaded from the Stack Exchange data dump, 9 which contains the complete history of the content on the stack exchange web sites. Stack Exchange threads. We also formed user interaction datasets from the stack exchange web sites. Users post answers to questions, creating a question-and-answer "thread. " The nodes are users and simplices correspond to the users asking a question or posting an answer on a single thread. We only considered threads where the question and all answers were posted within 24 hours. The timestamps of the simplices are the times that the question was posted. National Drug Code Directory (NDC). Under the Drug Listing Act of 1972, the U.S. Food and Drug Administration releases information on all commercial drugs going through the regulation of the agency. We constructed two datasets from this data where simplices correspond to drugs. In one, the nodes are classification labels (e.g., serotonin reuptake inhibitor), and simplices are comprised of all labels applied to a drug; in the other, the nodes are substances (e.g., testosterone) and simplices are constructed from all substances in a drug. In both derived datasets, the timestamps are the days when the drugs were first marketed. United States Congress. We derived two datasets from political networks, where the nodes are congresspersons in the U.S. congress. In the first, simplices represent all members of committees and sub-committees in the House of Representatives (Congresses 101 to 107, from 1989 to 2003), and the timestamp of the simplex is the year that the committee formed [54, 55] . In the second dataset, simplices are comprised of the sponsor and co-sponsors of legislative bills put forth in the House of Representatives and the Senate [17, 18] , and the timestamps are the days that the bills were introduced. Email. In email communication, messages can be sent to multiple recipients. We analyze two email datasets-one from communication between Enron employees [30] and the other from a European research institution [49] . In both datasets, nodes are email addresses. In the Enron dataset, a simplex consists of the sender and all recipients of an email. The data source for the European research institution only contains (sender, receiver, timestamp) tuples, where timestamps are recorded at 1-second resolution [49] . Simplices consist of a sender and all receivers such that the email between the two has the same timestamp. Human contact. The human contact networks are constructed from interactions recorded by wearable sensors in a high school [37] and a primary school [61] . The sensors record proximity-based contacts every 20 seconds. We construct a graph for each interval, where nodes i and j are connected if they are in contact during the interval. Simplices are all maximal cliques in the graph at each time interval. DAWN. The Drug Abuse Warning Network (DAWN) is a national health surveillance system that records drug use contributing to hospital emergency department visits throughout the United States. Simplices in our dataset are the drugs used by a patient (as reported by the patient) in an emergency department visit. The drugs include illicit substances, prescription and over-the-counter medication, and dietary supplements. Timestamps of visits are recorded at the resolution of quarter-years, spanning a total duration of 8 years. For a period of time, the recording system only recorded the first 16 drugs reported by a patient, so we only use (at most) the first 16 drugs reported by a patient for the entire dataset. Music collaboration. Musical artists often collaborate on individual songs. We derive a dataset where nodes are artists and a simplex consists of all artists collaborating on a song. The songs were obtained from a web crawl of the music lyrics web site Genius. 10 We consider the collaborating artists to be the lead artist along with any "featured" artists (this excludes some cases where lyrics from an artist are included but that artist is not listed as a featured artist). The timestamps are the release dates of the songs. We only collected data from songs that contain the "rap" tag on the web site and discarded songs without a specified release date. The crawler ran for several days and collected over 500,000 songs.
B TEMPORAL ASYNCHRONY AND OPEN TRIANGLES
Our datasets contain temporal dynamics, so edges may only be "active" for certain periods in the total time spanned by the dataset. This provides one plausible explanation for the existence of open triangles. For example, in coauthorship networks, an open triangle may arise when three separate collaborations occurred in disjoint time periods. To investigate the importance of such effects, we analyze the temporal asynchrony in open triangles in our datasets. Let the "active interval" of an edge in the projected graph be the interval bounded by the earliest and latest timestamps of simplices containing the two nodes in the edge. Recall that our datasets are defined by a collection of timestamped simplices {(S i , t i )}, where each S i ⊂ V is the simplex and each t i ∈ R is a timestamp. The active interval of an edge (u, ) is then
For each open triangle in each dataset, we compute the number of pairwise overlapping active intervals amongst the three edges in the triangle (Table 4 ). In the majority of cases, all three pairs of intervals overlap. By Helly's theorem, there is an interval of time for which all three edges in the open triangle are simultaneously active. Stated differently, in the coauthorship example, the collaborators could have theoretically formed a closed triangle during this time period, but they did not. We conclude that temporal asynchrony is not a major reason for the presence of open triangles in our datasets. 
C SIMPLICIAL CLOSURE PROBABILITIES
We now present simplicial closure event probabilities on three and four nodes. The setup is the same as in Section 3. We split the data into training and test sets, corresponding to the first 80% and final 20% of time-ordered simplices, respectively. Given the configuration of a set of three or four nodes in the training data, we measure the probability that the nodes go through a simplicial closure event in the final 20% of the data.
In the case of 3-node simplicial closure events, we determine the open configuration in the training set by examining the three nodes in the projected graph. Effectively, we examined how many times each of the three 2-node subsets co-appeared in a simplex. Figure 8 shows a heat map of the closure probabilities as a function of the open 3-node configuration.
For 4-node open configurations we proceed analogously, using the corresponding 3-node subsets. Specifically, for a given set of 4 nodes, every triangle in the projected graph is classified as either (i) an open simplicial tie, i.e., the triangle is open; (ii) a weak simplicial tie, meaning that the three nodes have appeared in just one simplex together; or (iii) a strong simplicial tie, meaning that the three nodes have appeared in at least two simplices together. In contrast to the 3-node case, these 4-node configurations are not completely determined by the weighted projected graph, since the projected graph (as defined) does not contain information on whether or not 3 nodes induce a closed triangle. Thus, with 4-node simplices, we make use of additional topological information provided in our setvalued datasets.
One could also account for the tie strengths of the 2-node subsets (edges) in a 4-node configuration-a complete characterization of the possible induced configurations leading to a simplicial closure event is much more complex for the 4-node case than the 3-node case. For an accessible study on the closure patterns of 4-node simplices, we measure the probability of closure with respect to the 27 open configurations where the induced 4-node subgraph in the projected graph contains at least one triangle. We use the first 80% of the timestamped data to determine the configuration of every 4-node set that contains at least 1 triangle and does not appear in a simplex. We then compute the probability that a 4-node set appears in a simplex in the final 20% of the data, conditioned on the open configuration. In an open configuration, there are three types of simplicial tie strengths for a triangle-open, weak, and strong-given by the number of times the three nodes in the triangle have co-appeared in a simplex (zero, one, or at least two times). Shaded boxes are configurations that appear 20 or fewer times in the first 80% of the data. We illustrate each subgraph configuration on the x-axis with a projection of the simplex onto two dimensions (top line-the unfilled circle represents the same node) as well as a tetrahedral three-dimensional perspective figure (bottom line). The four sections of the heat map correspond to 3, 4, 5, or 6 edges in the configuration.
D SIMPLICIAL CLOSURE EVENTS AT DIFFERENT POINTS IN TIME
In Section 3, we studied simplicial closure events by counting the 3-node and 4-node configuration patterns in the first 80% of timestamped simplices and then measuring the fraction of instances that experience a simplicial close event in the final 20% of timestamped simplices. Here, we show that our results are consistent when examining different time slices of the data. We first filtered each dataset to contain only the first X % of timestamped simplices, for X = 40, 60, 80 (the original dataset is the case of X = 100.) We then split the filtered dataset into the first 80% and last 20% of timestamped simplices (within the time frame of the filtered dataset) and computed the probabilities of simplicial closure events. Table 6 lists the 3-node simplicial closure event probabilities as a function of the configuration of the 3 nodes in the first 80% of the data for X = 40, 60, 80, 100, and Figure 10 provides the heat maps for each value of X (analogous to the heat map in Figure 8) . Broadly, the closure probabilities remain similar for different values of X . We also find that edge density and tie strength are always positive indicators of simplicial closure events, regardless of X (Table 5) . Thus, these features are important for simplicial closure events throughout the history of the network dynamics.
The tension between these features is also consistent over time. The weak open triangle (where all three edges are weak ties) is more likely to close than the strong wedge (the 3-node configuration with exactly two strong ties) in the coauth-DBLP, coauth-MAG-Geology, and congress-bills datasets for all values of X as well as in the congress-committees dataset for X = 60, 80, 100. On the other hand, the strong wedge is more likely to close in the three stack exchange tags networks, DAWN, and threads-stack-overflow for all values of X as well as in threads-math-sx for X = 80, 100. Table 5 : Consistency in the effects of tie strength and edge density in 3-node configurations on simplicial closure events at different points in time. For edge density, we tested whether or not the closure event probability of a fixed weighted induced subgraph configuration and the same configuration with an additional unit-weight edge significantly increases or decreases the closure probability (at significance level 10 −5 ). For tie strength, we tested whether the closure event probability significantly increases or decreases when comparing a fixed weighted induced subgraph containing at least one weak tie, and the same configuration where the weak tie is converted to a strong tie (edge weight at least 2 in the projected graph). The "total" column is the number of tested hypotheses. We apply the tests to filtered datasets that only contain the first X% of timestamped simplices (in time order). We only consider cases where the configuration has at least 25 samples in the first 80% of timestamped simplices of a filtered dataset. Increasing either edge density or tie strength significantly increases the closure probability for all values of X , suggesting that these features are positive indicators of simplicial closure over time.
edge density increases tie strength increases sig. incr. sig. decr. total sig. incr. sig. decr. total X   40  89  0  113  71  2  113  60  101  0  113  80  7  113  80  102  0  113  86  2  113  100  96  0  107  76  6  107 Table 6 : Simplicial closure event probabilities of different configurations at different points in time. We first filtered each dataset to contain only the first X % of timestamped simplices, for X = 40, 60, 80, 100. We then split the filtered dataset into the first 80% and last 20% of timestamped simplices (within the time frame of the filtered dataset). We record the probability of closure in last 20% conditioned on the open configuration in the first 80%. 40  60  80  100  40  60  80  100  40  60  80  100  40  60  80  100  40  60  80  100  40  60  80  100 coauth-DBLP 8.2e-13 1.2e-12 8.3e-13 9.3e-13 3.1e-08 4.2e-08 3.4e-08 3.6e-08 1.1e-07 1.5e-07 1.2e-07 1.3e-07 4.4e-04 5.2e-04 3.8e-04 3.5e-04 9.7e-04 1.2e-03 9.4e-04 8.8e-04 2.0e-03 2.5e-03 2.2e-03 2.1e-03 coauth-MAG-Geology 7.9e-12 5.0e-12 3.2e-12 4.2e-12 1.1e-07 9.9e-08 7.6e-08 8.9e-08 4.1e-07 4.6e-07 3.6e-07 4.5e-07 5.8e-04 6.8e-04 5.1e-04 5.3e-04 1.4e-03 1.8e-03 1.5e-03 1.6e-03 3.0e-03 4.4e-03 3.7e-03 4.1e-03 coauth-MAG-History 1.2e-12 8.8e-13 3.3e-13 1.8e-13 2.7e-08 2.0e-08 1.0e-08 5.6e-09 1.6e-07 1.4e-07 6.3e-08 3.9e-08 1.4e-04 1.8e-04 1.0e-04 6.3e-05 6.2e-04 8.5e-04 4.1e-04 2.9e-04 1.3e-03 2.3e-03 2.5e-03 1.0e-03 music-rap-genius 1.6e-09 8.6e-10 4.3e-10 1. 1.9e-04 9.2e-04 3.0e-04 2.5e-04 7.6e-04 3.0e-03 1.2e-03 1.3e-03 9.9e-04 2.4e-03 1.2e-03 9.1e-04 4.2e-03 1.2e-02 5.4e-03 8.1e-03 5.4e-03 1.0e-02 5.2e-03 6.1e-03 5.0e-03 7.2e-03 3.4e-03 3.8e-03 congress-committees 0.0e+00 1.5e-04 3.7e-05 5.8e-05 0.0e+00 6.7e-04 2.9e-04 3.6e-04 0.0e+00 9.9e-04 5.7e-04 6.3e-04 0.0e+00 2.4e-03 1.5e-03 1.7e-03 0.0e+00 3.2e-03 2.2e-03 2.1e-03 0.0e+00 3.4e-03 3.0e-03 3.1e-03 email-Eu 8.2e-06 1.5e-05 1.4e-05 8.4e-06 1.3e-04 1.8e-04 1.4e-04 8.3e-05 3.3e-04 3.6e-04 5.0e-04 2.4e-04 1.7e-03 1.1e-03 1.2e-03 1.0e-03 3.6e-03 3.3e-03 3.9e-03 2.4e-03 7.8e-03 6.4e-03 8.1e-03 5.2e-03 email-Enron 6.3e-04 4.3e-04 3.8e-04 3.4e-04 5.4e-03 2.2e-03 1.8e-03 1.9e-03 4.1e-03 4.3e-03 3.3e-03 3.1e-03 1.9e-02 1.1e-02 1.5e-02 9.4e-03 2.4e-02 2.6e-02 2.3e-02 1.2e-02 2.4e-02 3.9e-02 2.5e-02 2.1e-02 contact-high-school 6.4e-07 1.1e-06 1.1e-06 9.4e-07 1.5e-05 1.6e-05 7.5e-06 1.2e-05 5.3e-05 4.3e-05 8.6e-05 3.7e-05 3.8e-04 0.0e+00 9.1e-05 7.2e-05 1.1e-03 4.1e-04 6.7e-04 3.5e-04 2.4e-03 1.6e-03 2.1e-03 1.4e-03 contact-primary-school 2.6e-06 0.0e+00 3.2e-05 1.0e-06 3.7e-06 1.7e-05 6.9e-05 3.2e-06 6.7e-05 5.6e-05 3.2e-04 1.0e-04 9.0e-05 0.0e+00 1.9e-04 5.1e-05 2.7e-04 2.6e-04 8.6e-04 2.6e-04 1.4e-03 9.9e-04 2.1e-03 8.8e-04 40  60  80  100  40  60  80  100  40  60  80  100  40  60  80  100 coauth-DBLP 8.3e-03 8.6e-03 8.5e-03 7.6e-03 1.0e-02 1.1e-02 1.1e-02 1.1e-02 1.2e-02 1.5e-02 1.5e-02 1.7e-02 1.3e-02 1.6e-02 1.7e-02 1.9e-02 coauth-MAG-Geology 8.6e-03 1.2e-02 9.4e-03 1.0e-02 1.4e-02 2.0e-02 1.5e-02 1.7e-02 1.7e-02 2.9e-02 2.3e-02 2.7e-02 2.2e-02 3.7e-02 3.0e-02 4.0e-02 coauth-MAG-History 1.7e-03 3.4e-03 1.6e-03 1.9e-03 6.0e-03 9.1e-03 4.9e-03 3.8e-03 8.3e-03 2.1e-02 1.4e-02 9.1e-03 5.1e-03 3.6e-02 3.8e-02 1.5e-02 music-rap-genius 1.4e-03 2.3e-03 1.3e-03 1.1e-03 4.8e-03 2.9e-03 2.8e-03 2.2e-03 1.2e-02 7.9e-03 6.5e-03 4.6e-03 2.0e-02 1.7e-02 1.2e-02 8.6e-03 tags-stack-overflow 9.2e-05 7.0e-05 6.5e-05 6.5e-05 5.2e-04 4.4e-04 4.0e-04 3.9e-04 2.7e-03 2.3e-03 2.1e-03 2.1e-03 9.6e-03 8.4e-03 7.7e-03 7.6e-03 tags-math-sx 6.3e-04 5.6e-04 5.4e-04 5.6e-04 2.4e-03 2.3e-03 2.3e-03 2.1e-03 1.0e-02 9.1e-03 9.2e-03 8.6e-03 2.9e-02 2.7e-02 2.7e-02 2.6e-02 tags-ask-ubuntu 5.3e-04 4.5e-04 3.3e-04 2.9e-04 2.2e-03 2.2e-03 1.8e-03 1.7e-03 6.9e-03 7.1e-03 5.9e-03 5.9e-03 2.1e-02 2.3e-02 1.8e-02 1.9e-02 threads-stack-overflow 9.6e-06 6.1e-06 5.7e-06 4.9e-06 4.2e-05 3.5e-05 2.6e-05 2.5e-05 1.5e-04 1.3e-04 1.1e-04 1.1e-04 6.9e-04 5.8e-04 4.3e-04 4.7e-04 threads-math-sx 6.3e-05 5.9e-05 4.3e-05 4.0e-05 1.8e-04 2.3e-04 2.0e-04 1.7e-04 4.6e-04 6.4e-04 6.1e-04 5.4e-04 1.3e-03 2.3e-03 2.7e-03 2.2e-03 threads-ask-ubuntu 0.0e+00 0.0e+00 0.0e+00 8.4e-05 4.5e-05 9.2e-05 3.8e-04 2.9e-04 0.0e+00 5.2e-04 1.7e-03 6.5e-04 1.4e-03 2.2e-03 5.7e-03 3.6e-03 NDC-substances 1.5e-02 1.1e-02 7.6e-03 2.1e-03 3.1e-02 2.2e-02 1.3e-02 3.8e-03 4.8e-02 3.5e-02 2.2e-02 7.2e-03 7.3e-02 4.8e-02 3.9e-02 1.5e-02 NDC-classes 0.0e+00 0.0e+00 0.0e+00 0.0e+00 0.0e+00 0.0e+00 1.1e-01 0.0e+00 0.0e+00 1.3e-01 9.1e-02 5.2e-02 3.6e-02 0.0e+00 8.7e-02 3.4e-02 DAWN 1.7e-03 1.5e-03 2.3e-03 1.7e-03 5.7e-03 6.0e-03 7.9e-03 7.2e-03 1.5e-02 1.7e-02 2.2e-02 2.1e-02 4.8e-02 5.5e-02 7.3e-02 6.9e-02 congress-bills 7.9e-03 1.9e-02 9.5e-03 1.7e-02 9.5e-03 1.8e-02 1.1e-02 1.4e-02 8.4e-03 1.6e-02 1.0e-02 1.1e-02 9.6e-03 1.3e-02 1.1e-02 9.3e-03 congress-committees 0.0e+00 9.8e-03 6.1e-03 5.5e-03 0.0e+00 1.2e-02 8.5e-03 5.9e-03 0.0e+00 1.4e-02 1.1e-02 8.4e-03 0.0e+00 1.2e-02 1.6e-02 1.2e-02 email-Eu 2.5e-03 5.2e-03 1.2e-02 5.3e-03 1.6e-02 9.9e-03 1.5e-02 1.2e-02 2.6e-02 1.8e-02 2.4e-02 2.1e-02 4.7e-02 3.4e-02 4.8e-02 3.3e-02 email-Enron 0.0e+00 2.3e-02 0.0e+00 0.0e+00 6.6e-02 3.9e-02 7.6e-02 3.1e-02 5.9e-02 9.9e-02 8.2e-02 4.8e-02 9.2e-02 8.0e-02 1.4e-01 5.5e-02 contact-high-school 0.0e+00 0.0e+00 0.0e+00 2.6e-03 5.2e-03 2.2e-03 4.0e-03 1.8e-03 7.9e-03 4.9e-03 7.9e-03 5.7e-03 1.3e-02 1.2e-02 1.5e-02 1.2e-02 contact-primary-school 0.0e+00 0.0e+00 5.6e-04 3.8e-04 1.4e-03 1.3e-03 1.3e-03 7.9e-04 3.4e-03 3.6e-03 3.2e-03 3.4e-03 1.7e-02 1.8e-02 1.7e-02 1.7e-02 Figure 10 : Heat maps of simplicial closure event probabilities of different configurations at different points in time. We first filtered each dataset to contain only the first X % of timestamped simplices, for X = 40 (A), X = 60 (B), X = 80 (C), and X = 100 (D). We then split the filtered dataset into the first 80% and last 20% of timestamped simplices (within the time frame of the filtered dataset) and compute the probability of closure in last 20% conditioned on the open configuration in the first 80%. Overall, the four heat maps of simplicial closure event probabilities exhibit similar trends (actual probabilities are listed in Table 6 ). Shaded boxes are cases with fewer than 25 samples. The four sections of the heat map correspond to 0, 1, 2, or 3 edges in the induced subgraph.
E EFFICIENT COUNTING OF SIMPLICIAL CLOSURE EVENT PROBABILITIES
An open configuration on three or four nodes is a set of nodes that have not jointly appeared in a simplex in the training set comprising the first 80% of the timestamped simplices (the training set). An instance of a subgraph configuration "closes" if the nodes subsequently all appear in one of the final 20% of timestamped simplices (the test set). For all newly formed simplices in the test set, we can check their prior configuration c in the training set, which provides the number of times each configuration closes. Dividing the number of closures of a configuration c by the total number of instances it was open in the training set gives the probability of a simplicial closure event. Most of the datasets we study are large enough that naively computing the simplicial closure event probabilities is infeasible. We need to develop efficient algorithms for computing the closure probabilities. The key idea of our approach is that we do not need to enumerate all of the configurations in the training set and check if they close. Instead, we only need the total count of open configurations in the training data. We then count how many close by examining the test data directly. The idea of avoiding enumeration when simply counting suffices has been used in other fast graph configuration counting algorithms [49, 53] .
E.1 Counting for 3-node configurations
We first show how to count the number of each 3-node subgraph configuration (the top row of Table 7 ). Recall that a weak tie corresponds to an edge in the projected graph with a weight of 1, whereas a strong tie corresponds to an edge with a weight of at least 2. Subscripts of 1 and 2 denote weak and strong ties in our notation. (Note that we use "2+" for strong ties in the illustrations in Table 7 ; however, it will be convenient to use the integer 2 in our description of the algorithms.)
Let τ i, j,k , 1 ≤ i ≤ j ≤ k ≤ 2, be the number of (open or closed) triangles whose edges have the tie strengths given by the subscripts. For instance, τ 1, 1, 1 is the number of triangles whose edges are all weak ties. Similarly, let σ i, j,k be the number of triangles with given tie strengths that are open (see the right-most configurations in the first row of Table 7 ). We can count the number of all triangles τ i, j,k using a number of efficient triangle enumeration algorithms for sparse graphs [32] . For each of these triangles we then determine whether it is closed by examining the entries of a simplex-to-node adjacency matrix (this can be efficiently read from our set-based data). The difference between the total number of triangles and the number of closed triangles gives us the open triangle counts σ i, j,k .
Next, consider the number of 2-edge, 3-node induced "wedge" subgraphs. Let the symbols ω 1, 1 , ω 1, 2 , and ω 2, 2 denote these configurations, where the tie strengths of the two edges are given by the subscripts (see the first row of Table 7 ). Furthermore, let d 1 (u) and d 2 (u) be the number of weak and strong ties containing node u as an endpoint. Then ω i, j is given by the number of (non-induced) 2-edge, 3-node subgraphs with tie strengths i and j minus the ones that appear in triangles:
Now let η 1 and η 2 be the counts of the 1-edge, 3-node induced subgraphs, where again the tie strength of the edge is given by the subscript (see the first row of Table 7 ). Denote the total number of weak and strong ties by m s = 1 2 u d s (u), s = 1, 2, and the total number of nodes by n. Then the total number of (non-induced) 1-edge, 3-node subgraphs with tie strength s is then m s (n − 2). Induced 1-edge, 3-node subgraph are given by the non-induced counts minus the 2-and 3-edge induced counts discussed above:
Finally, let ϕ be the number of empty 3-node induced subgraphs of the projected graph (the top left of Table 7 ). The number of subsets of 3 nodes minus all other induced 3-node subgraphs gives the value of ϕ:
E.2 Counting for 4-node configurations
Now we describe how we compute the simplicial closure event probabilities conditioned on the 27 subgraph configurations on four nodes in Figure 9 (these are the 4-node configurations in the second through fifth rows of Table 7 ). Recall that the simplicial tie strength of a triangle is (i) open if the three nodes form an open triangle; (ii) weak if the three nodes have jointly appeared in exactly one simplex; or (iii) strong if the three nodes have jointly appeared in at least two simplices. We use subscripts 0, 1, and 2 to denote these bins. There are 15 total 4-node, 6-edge tetrahedral subgraph configurations. Each configuration corresponds to a non-decreasing 4-tuple of the simplicial tie strengths of the four triangles in the configuration. We denote the sum of open and closed tetrahedral counts by ρ i, j,k,l , where i, j, k, and l denote the simplicial tie strengths, and the open tetrahedral counts by π i, j,k,l (0 ≤ i ≤ j ≤ k ≤ l ≤ 2; the 15 configurations in the bottom two row blocks of Table 7 ). We may count both ρ i, j,k,l and π i, j,k,l by enumerating 4-cliques using, e.g., the Chiba and Nishizeki algorithm [11] and checking if each 4-clique is closed or open by examining the simplex-node adjacency matrix.
Next, we consider counts of the six 4-node, 5-edge subgraph configurations θ i, j , where each configuration is given by a nondecreasing pair of simplicial tie strengths for the two triangles in the configuration (the third row block of Table 7 ). Each instance of this configuration consists of two triangles sharing one edge. We first use a fast triangle enumeration algorithm to compute matrices Y (s) , s ∈ {0, 1, 2}, where
u is the number of triangles with simplicial tie strength s containing nodes u and . The counts of the non-induced configuration, which we denote by θ ′ i, j , are then Figures 8 and 9 . We illustrate each 4-node configuration with a projection onto two dimensions (top-the unfilled circle represents the same node) as well as a tetrahedral three-dimensional perspective figure (bottom). For each configuration, we list (i) a reference number of the configuration and (ii) our notation for the number of instances of the configuration. For 3-node configurations, the subscripts 1 and 2 denote weak and strong simplicial ties, and for 4-node configurations, the subscripts 0, 1, and 2 denote open, weak, and strong simplicial ties. We also use τ i, j,k to denote the sum of counts of open and closed 3-node, triangles (1 ≤ i ≤ j ≤ k ≤ 2) and ρ i, j,k,l to denote the sum of counts of open and closed 4-node, 6-edge tetrahedral wireframe configurations (0 ≤ i ≤ j ≤ k ≤ l ≤ 2). given by:
The summations are over the edges (u, ) in the projected graph. Each non-induced instance of these subgraph configurations may correspond to a 6-edge tetrahedral configuration, and we need to adjust for these cases. Each (open or closed) 6-edge tetrahedron count ρ i, j,k,l contributes to the non-induced counts
, and θ ′ k,l . To get the count θ i, j , we subtract the portion of θ ′ i, j coming from the tetrahedra. Denote the set of valid 4-tuples of indices for the counts ρ i, j,k,l by S.
Next, we show how to count 4-node, 4-edge subgraph configurations that contain one triangle. There are three such configurations, corresponding to the three possible simplicial ties in the triangle, 23
and we denote the counts by ψ s , s ∈ {0, 1, 2} (the three right-most configurations in the second row of Table 7 ). We again compute non-induced counts and then subtract the induced counts of subgraphs with more edges, for which we showed how to compute above. Some additional notation will be helpful for these counts. Let T s be the set of triangles with simplicial tie strength s ∈ {0, 1, 2}, and let a s and b s count how many times triangles with a particular tie strength appear in 5-edge configuration patterns and 6-edge configuration patterns:
Consider a fixed triangle (u, , w) with simplicial tie strength s. We would like to count the number of times this triangle appears in a 4-node, 4-edge subgraph configuration. Each neighbor of each of the three nodes in the triangle is either (i) the neighbor of just one node in the triangle (ii) the neighbor of exactly two nodes in the triangle, or (iii) the neighbor of all three nodes in the triangle. The first case corresponds to the induced subgraph in which we are interested, the second case to counts θ i, j , and the third case to counts ρ i, j,k,l . By the inclusion-exclusion principle,
where d is the degree vector of nodes in the unweighted projected graph. Finally, we count the 4-node subgraph configuration consisting of a triangle and an isolated node (the three leftmost configurations in the second row block of Table 7 ). Again, we count three types of this configuration (λ s , s ∈ {0, 1, 2}), one for each of the three simplicial tie strengths of the triangle. Every triangle appears in (n − 3) non-induced subgraphs with an isolated node, so we only need to subtract induced subgraph counts with more edges. We already counted these above, so the counts λ s are given by
F SCORE FUNCTIONS, HIGHER-ORDER LINK PREDICTION PERFORMANCE, AND EXAMPLE PREDICTIONS
We derive algorithms for higher-order link prediction, which fall into four broad categories for determining the score s(i, j, k) of a triple of nodes: (1) s(i, j, k) depends only on the weights of the edges (i, j), (i, k), and (j, k) in the projected graph (2) s(i, j, k) is based on the local neighborhood features in the projected graph such as the common neighbors of nodes i, j, and k; (3) s(i, j, k) comes from a random-walk-based similarity score (4) s(i, j, k) is a learned logistic regression model in a featurebased supervised learning setting. Several of these score functions are generalizations of traditional approaches for dyadic link prediction [34] to account for higherorder structure.
Here we introduce some notation for this section. We denote the set of simplices that node u appears in by R(u); formally, R(u) = {S i | u ∈ S i }. The (weighted) projected graph of a dataset is the graph on node set V , where the weight of edge (u, ) is the number of simplices containing both u and . In other words, the |V | × |V | weighted adjacency matrix W of the projected graph is defined by
Sometimes, we will only need to consider unweighted version of the projected graph, which is encoded by the adjacency matrix A with entries A u = min(W u , 1). Finally, we denote the neighbors of a node u in the projected graph by N (u) = { ∈ V | W u > 0}.
F.1 Weights in the projected graph
We use three score functions based on the weights of the pair-wise edges in the subgraph induced by nodes i, j, and k. The motivation for these methods is that weight-based tie strength positively correlates with probabilities of simplicial closure events in an aggregate sense. Therefore, larger weights amongst the edges between nodes i, j, and k should yield larger scores. To this end, we use the following as score functions:
the geometric mean:
the arithmetic mean:
As discussed in the Section 4, these functions are all special cases of the generalized mean function.
F.2 Local neighborhood features
The next set of score functions use local neighborhood features such as common neighbors of a triple of nodes. The reasoning here is that common neighborhood structure amongst a triple of nodes are positive indicators of association of the nodes; in fact, these score functions are generalizations of traditional methods used in dyadic link prediction [34] . The common neighbors score function for a triple of nodes i, j, and k is the number of nodes that have appeared in at least one simplex with each of the three nodes in the candidate set:
3-way common neighbors: (20) where again N (x) is the set of neighbors of node x in the projected graph. The Jaccard coefficient score normalizes the number of common neighbors by the total number of neighbors of the three candidate nodes:
3-way Jaccard coefficient:
This score function has been used as a general multi-way similarity measurement for binary vectors [26] , but has not been employed for a link prediction task until now. Adamic and Adar proposed log-scaled normalization for features of common neighbors between two nodes [1] . Here we adapt this to a score that performs the same normalization over the common neighbors of three nodes:
Prior studies on the evolution of coauthorship have suggested preferential attachment (PA)-in terms of degree in the coauthorship network-as a mechanism for dyadic link formation [7, 42] . We use two scores based on a preferential attachment model of link formation: first is projected graph degree based PA:
simplicial degree based PA:
F.3 Paths and random walks
The next set of scores functions are path-based metrics that ascribe higher scores when there are more paths in the projected graph between a candidate triple of nodes. Recall that A and W are the unweighted and weighted adjacency matrices for the projected graph of a dataset. The Katz score between two nodes is the sum of geometrically damped length-l paths between two nodes [27] . Katz scores have been used as a criterion for predicting dyadic links [34, 65] . Formally, the Katz score between two nodes i and j in the unweighted projected graph is ∞ l =1 β l A l i j , where β is the damping parameter and A l i j counts the number of length-l paths between i and j. All pairwise Katz scores can be computed in matrix form as:
In order to guarantee that the weighted sum of length-l path lengths converges, we require that β < 1/σ 1 (A), the principal singular value of A (this guarantees that I − βA is nonsingular). We chose
in our experiments. We can also use paths in the original (weighted) projected graph, where W l i j is the number of length-l paths between i and j if we interpret the integer weights in W to be parallel edges. This leads to the weighted pairwise Katz scores (27) weighted 3-way Katz:
For many of our datasets, storing the K matrices in a dense format requires too much memory. In these cases, we use the Krylov subspace method MINRES [47] to solve the linear systems
where e j is the jth standard basis vector. After computing k j , we store only the entries of the jth column of K corresponding to the sparsity pattern of the jth column of A. These are the only entries of K needed for computing the scores in Eq. (27) . The personalized PageRank (PPR) score is another path-based score used in dyadic link prediction [5, 34] . PPR is based on the random walk underlying the classical PageRank ranking system for web pages [46] . More specifically, consider a Markov chain, where at each step, with probability 0 < α < 1, the chain transitions according to a random walk in a graph, and with probability 1 − α transitions to node i. The PPR score of node j with respect to node i is then the stationary probability of the state j for the Markov chain. The PPR scores are given by the matrix
where
ji is the PPR score of j with respect to node i. Here D is the diagonal degree matrix, D j j = i A i j . We can again provide an analog for the weighted case:
where [D W ] j j = i W i j is the weighted diagonal degree matrix. As we did with the Katz scores, we construct three-way scores from the pairwise PPR scores: unweighted 3-way PPR:
weighted 3-way PPR:
(Unlike the Katz score matrices K, the PPR matrices are not symmetric, so we account for both directions of the edges.) We also use a recent generalization of PPR scores for abstract simplicial complexes, based on tools from algebraic topology [58] . Here, we describe the computations necessary for these scores, assuming a basic knowledge of algebraic topology.
We consider the abstract simplicial complex defined by the union of the set of closed triangles T , the set of edges E, and the set of vertices V . We orient the edges and triangles so that (i, j) for i < j corresponds to an edge {i, j} and (i, j, k) for i < j < k corresponds to a closed triangle {i, j, k }. Following the ideas of Schaub et al., we define the normalized combinatorial Hodge Laplacian aŝ
where the "gradient operator" G is a |E| × |V | matrix defined by
the "curl operator" C is a |T | × |E| matrix defined by
D is a diagonal matrix defined by
and M is a diagonal matrix defined by M (x, ), (x, ) = 2 + (i, j,k) |C (i, j,k), (x, ) |.
The matrix P = 1 2 (I −∆) defines a Markov-like operator. The simplicial PageRank scores (defined on each pair of edges) can thus be defined analogously to the standard PageRank:
Here, the matrix S defines pairwise scores between edges, and we construct a score function on triples of nodes by taking the sum of pairwise scores: 
F.4 Supervised learning
Finally, we used a supervised machine learning approach that learns the appropriate score function given features of the open triangle.
To this end, we further divide the training data into a sub-training set (simplices appearing in the first 60% of the entire dataset) and a validation set (simplices appearing between the 60th and 80th percentile of the time spanned by the entire dataset). We trained an ℓ 2 -regularized logistic regression model using the scikit learn library 11 [52] Open triangle closure prediction performance based on several score functions: random (Rand.); harmonic, geometric, and arithmetic means of the 3 edge weights; 3-way common neighbors (Common); 3-way Jaccard coefficient (Jaccard); 3-way Adamic-Adar (A-A); projected graph degree and simplicial degree preferential attachment (PGD-PA and SD-PA); unweighted and weighted Katz similarity (U-Katz and W-Katz); unweighted and weighted personalized PageRank (U-PPR and W-PPR); simplicial personalized PageRank (S-PPR; missing entries are cases where computations did not finish within 2 weeks); and a feature-based supervised model using logistic regression (Log. reg.). Performance is AUC-PR relative to the random baseline. The random baseline is listed in absolute terms and equals the fraction of open triangles that close. The harmonic and geometric means of edge weights perform well across many datasets, further highlighting the role of tie strength in predicting simplicial closure events. This signal from local structure contrasts from traditional pairwise link prediction, where longer paths are needed for effective prediction [34] . The supervised method also performs well, suggesting that combinations of features capture the rich variety of structure observed across datasets. After learning the model, we predicted on the test set using the same features computed on the entire training set (first 80% of the dataset).
F.5 Prediction performance
Using the ranking induced by the score functions described above, we evaluated the prediction performance on each dataset by the area under the precision-recall curve (AUC-PR) metric (Table 8) .
We use random scores-more specifically, a random ranking-as a baseline, and report scores relative to this baseline. As seen in Section 4, our proposed algorithms can achieve much higher performance than randomly guessing which open triangles go through a simplicial closure event. We also still see good performance of the harmonic and geometric means, as well as the supervised problem, with respect to this expanded set of score functions.
We may further decompose the pairwise scores of simplicial PageRank scores in Eq. (40) into the gradient, harmonic, and curl components given by the Hodge decomposition [58] . Computationally, we solve the least squares problems
using the iterative method LSQR [48] (with tolerances 10 −3 ) on each column. Given the minimizers X * and Y * of Eq. (41), the components of the Hodge decomposition are S grad = GX * , S curl = C T Y * , S harm = S − S grad − S curl .
Each of S grad , S curl , and S harm defines pairwise scores between edges, and we construct score functions on triples of nodes in the same way as in Eq. (40) . We report the performance results in Table 9 for the datasets that were small enough on which computing the Hodge decomposition was computationally feasible. We observe that the components from the Hodge decomposition can provide substantially better results than the "combined" simplicial PageRank score reported Table 8 . However, no component consistently out-performs the others.
F.6 Example predictions
Lastly, we provide a concrete example of predictions. Table 10 shows the top 25 predictions of the Adamic-Adar score function on the DAWN dataset. In this dataset, fewer than one in a hundred open triangles in the training set experience a simplicial closure event in the test set, but 4 of the top 25 predictions from this score function go through a simplicial closure event. Three of the correct predictions relate to novel combinations with proton pump inhibitors. 
