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Representations of compact quantum groups
and subfactors
Teodor Banica
Abstract: We associate Popa systems (= standard invariants of subfactors)
to the finite dimensional representations of compact quantum groups. We
characterise the systems arising in this way: these are the ones which can
be “represented” on finite dimensional Hilbert spaces. This is proved by
a universal construction. We explicitely compute (in terms of some free
products) the operation of going from representations of compact quantum
groups to Popa systems and then back via the universal construction. We
prove a Kesten type result for the co-amenability of compact quantum groups,
which allows us to compare it with the amenability of subfactors.
1991 Mathematics Subject Classification: Primary 46L37, Secondary 81R50.
Introduction
In this paper we investigate the relationship between representations of com-
pact quantum groups and standard invariants of subfactors. We construct
and study three operations connecting these objects (see the abstract) and
we discuss the notion of amenability. In a certain sense, these are the only
universal operations connecting representations of compact quantum groups
and Popa systems (see the concluding remarks in the end of this section).
A few words on the terminology. The paper is written using the formalism
of Woronowicz algebras, which are the Hopf C∗-algebras which correspond
to both notions of “algebras of continuous functions on compact quantum
groups” and “C∗-algebras of discrete quantum groups”. Part of the results
are better understood in terms of compact quantum groups, and the other
part in terms of discrete quantum groups, so we have written this intro-
ductory section by using the more suggestive formalism of quantum groups
associated with Woronowicz algebras.
It has to be mentioned that the locally compact quantum groups ([1])
are known to be related to the irreducible depth 2 subfactors by a crossed
product construction (cf. Ocneanu’s theorem and its extensions; see [8] and
the references therein). The point of view in this paper is different - in fact
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we relate the “theory of a single representation of compact quantum groups”
with the “theory of the standard invariants of subfactors”.
We recall that if N ⊂M is a finite index inclusion of II1 factors, its lattice
of higher relative commutants is by definition the lattice {M ′i ∩Mj}0≤i≤j<∞,
where {Mi}i≥0 denotes the sequence of algebras in the Jones tower. Here by
lattice of C∗-algebras (or just lattice) we will mean a collection of C∗-algebras
{Aij}0≤i≤j<∞, together with given inclusions between them, as follows:
A00 ⊂ A01 ⊂ A02 ⊂ A03 ⊂ · · ·
∪ ∪ ∪
A11 ⊂ A12 ⊂ A13 ⊂ · · ·
∪ ∪
A22 ⊂ A23 ⊂ · · ·
∪
· · · · · ·
The lattice of higher relative commutants, together with its additional struc-
ture coming from traces and Jones projections is called the standard invariant
of the subfactor. It is a complete invariant under amenability assumptions
(see [19]). When regarded as an abstract object satisfying the axioms in [20],
it will be called Popa system.
We start from the general principle that if π is a “representation of a
quantum group” then the following lattice L(π) of algebras
C ⊂ End(π) ⊂ End(π ⊗ πˆ) ⊂ End(π ⊗ πˆ ⊗ π) ⊂ · · ·
∪ ∪ ∪
C ⊂ End(πˆ) ⊂ End(πˆ ⊗ π) ⊂ · · ·
∪ ∪
C ⊂ End(π) ⊂ · · ·
∪
· · · · · ·
should be the standard invariant of a subfactor. A heuristic explanation
for this fact is provided for instance by Ocneanu’s bimodule picture of the
standard invariant: the standard invariant of any subfactor N ⊂ M is “of
the above form”, with π replaced by the bimodule NL
2(M)M (see e.g. [4]).
This general fact was intensively investigated for the quantum groups
at roots of unity (which of course are not compact quantum groups), and
2
a whole series of interesting subfactors was constructed in this way, see
[30],[31],[32],[36] and also [11],[29],[24].
The above general statement holds also when π is a representation of a
deformation Gq of a compact group (with q > 0) [36]. Also Wassermann’s
subfactors associated to representations of compact groups ([28]) and the
locally trivial subfactors of Jones and Popa (see [17]) have higher relative
commutants of the form L(π), with π a representation of a compact group
G (resp. of a “dual” Γ̂ of a discrete group). These objects Gq (q > 0), G and
Γ̂ are compact quantum groups in the sense of Woronowicz [33],[34],[35] (for
Gq, see [23]), and in fact the following general result holds.
Theorem A. If π is a finite dimensional unitary representation of a compact
quantum group G, then the lattice L(π) is a Popa system.
That is, L(π) has to be the lattice of higher relative commutants of a
subfactor (by [20]). The verification of Popa’s axioms is very easy when the
Haar measure h ∈ C(G)∗ is a trace; in the general case one has to perturb
everything by using the characters fz ∈ R(G)∗ describing the modular theory
of the Haar measure [33]. The resulting index is the square of the quantum
dimension of π.
There are several restrictions on the Popa systems arising in this way,
and the most obvious one is that if H is the Hilbert space where π acts, then
πˆ acts on H, π⊗ πˆ acts on H ⊗H etc., so L(π) has to be a sublattice of the
following lattice L(H):
C ⊂ L(H) ⊂ L(H ⊗H) ⊂ L(H ⊗H ⊗H) ⊂ · · ·
∪ ∪ ∪
C ⊂ L(H) ⊂ L(H ⊗H) ⊂ · · ·
∪ ∪
C ⊂ L(H) ⊂ · · ·
∪
· · · · · ·
Theorem B. For any Popa system (Aij)0≤i≤j<∞ the following are equivalent:
(i) there exists a compact quantum group G and a finite dimensional repre-
sentation π of G such that (Aij)0≤i≤j<∞ is equal to L(π).
(ii) there exists a finite dimensional Hilbert space H such that (Aij)0≤i≤j<∞ is
a sublattice of L(H), and such that the Jones projection e2 ∈ A02 corresponds
in this way to a rank one projection in L(H ⊗H).
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The part (i) =⇒ (ii) is trivial, and the proof of the converse is based on
the following observation. Associated to any compact quantum group G is
its monoidal category of representations rep(G), together with the forgetful
functor FG : rep(G) → vectC. The Tannakian duality [34] says that the
compact quantum groups are in one-to-one correspondence with the pairs
(monoidal category, monoidal functor) satisfying a certain list of axioms.
Now if π is a representation of G, the algebras in L(π) could be thought of as
a “piece of rep(G)”; and the embedding of L(π) into L(H) could be thought
of as the “corresponding piece of FG”. Thus what we have to do for proving
(ii) =⇒ (i) is to construct a monoidal category and a monoidal functor when
knowing “pieces” of them; and this kind of problem (see also [34],[13],[2],[3])
is well-known to be usually a combinatorial one.
The construction is not unique, and in fact we find the “universal” pair
(G, π) such that (Aij)0≤i≤j<∞ is equal to L(π) (as sublattices of L(H)). The
following question arises naturally: if (Aij)0≤i≤j<∞ itself is the Popa system
associated to a pair (G, π), who is the universal pair that we construct ?
Theorem C. If π is a representation of G on H and if (G˜, π˜) is the univer-
sal pair satisfying L(π˜) = L(π) as sublattices of L(H) then there exists an
(explicit) embedding
̂˜
G →֒ Z ∗ π̂(G).
Here ∗ is the free product of discrete quantum groups [27] (see section
5 for the rigorous statement, in terms of Hopf algebras). The proof uses an
isomorphism criterion which relies on a result of free probability theory of
Nica and Speicher [15] and on the following idea from [3]: the dimensions
of the linear spaces Hom(r, p) with r, p = tensor products between π and πˆ
are exactly the ∗-moments of the character χ(π) ∈ C(G) with respect to the
Haar measure h ∈ C(G)∗.
The above considerations give also a more conceptual proof for the result
Au(F )red →֒ C∗(Z) ∗red Ao(F ) from [3]. In fact there are also other results
from [3] on Au(F ) which extend to the algebras of the form C(G˜).
The last result is about amenability. For locally compact quantum groups
the basic results on amenability were established by Blanchard [5], and in
the discrete case a Kesten type result could be deduced from his work (this
was explained to us by Skandalis). This result has several applications (see
section 6), one of them being:
Theorem D. If π is a representation of G then L(π) is amenable in the
sense of [19] if and only if K = (π ⊗ πˆ)(G) has the following properties: the
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dual K̂ is amenable, and the Haar measure h ∈ C(K)∗ is a trace.
This generalises some known results, and also shows that the index of an
amenable lattice of the form L(π) has to be the square of an integer.
Concluding remarks. The theorems A,B,C could be interpreted in the
following way. Fix H and let X be the category of pairs (compact quan-
tum group, representation on H) and Y be the set of pairs (Popa system,
embedding into L(H)). Then A,B,C (and their proofs) give respectively:
a surjection X → Y ; the universal section Y → X ; a description of the
corresponding projection X → X . It follows that the elements of Y are in
one-to-one correspondence with the elements in the image of the projection.
One remaining problem on the relationship between X and Popa systems
is to find the relationship between Y and Popa systems.
One can show that the universal construction in section 4 makes sense
for any Popa system (Aij)0≤i≤j<∞, by giving abstract meanings to the op-
erators i and p (e.g. small semicircles when working with planar diagrams
[12]). If R(Aij)0≤i≤j<∞ is the monoidal category constructed in this way, then
the above question of existence, uniqueness, classification of embeddings of
(Aij)0≤i≤j<∞ into L(H)’s is equivalent to the question of existence, unique-
ness, classification of fiber functors on R(Aij )0≤i≤j<∞ . While this can be done
in certain cases, in general this is related to an unsolved problem, namely
the generalisation of the theorems of Doplicher-Roberts [7] and Deligne [6].
The paper is organised as follows. In the first section we recall Worono-
wicz’ formalism, we discuss the notion of duality for unitary representations,
and we give a list of relevant examples. In the second section we prove the
theorem A and we give some examples. In the third and the fourth section we
prove the theorem B. In the fifth and the sixth section we prove the theorems
C, respectively D.
Part of this work was done during my stay at UCLA and the University
of Gene`ve; I would like to thank these institutions and Sorin Popa for their
warm hospitality. I am also grateful to Dietmar Bisch and Georges Skandalis
for useful discussions.
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1 Duality for corepresentations
The Woronowicz algebras are the Hopf C∗-algebras which correspond (by
[33],[34],[35],[1] etc.) to both notions of “algebras of continuous functions on
compact quantum groups” and “C∗-algebras of discrete quantum groups”.
They can be defined as being the bisimplifiable unital Hopf C∗-algebras, see
[35]. One alternative definition, which will be used in this paper (see the
note below), is as follows.
Consider pairs (A, u) consisting of a unital C∗-algebra A and a unitary
matrix u ∈Mn(A) subject to the following conditions ([33], definition 1.1):
(w1) the coefficients of u generate in A a dense ∗-subalgebra, called As.
(w2) there exists a C∗-morphism δ : A → A ⊗min A sending uij 7→∑
uik ⊗ ukj for any 1 ≤ i, j ≤ n.
(w3) there exists a linear antimultiplicative map κ : As → As such that
κ(κ(a∗)∗) = a for all a ∈ As and such that (id⊗ κ)u = u−1.
If (A, u) and (B, v) are as above, one can define the morphisms from
(A, u) to (B, v) to be the C∗-morphisms f : A → B satisfying δBf = (f ⊗
f)δA. The Woronowicz algebras are by definition the inductive limits in the
corresponding category of pairs (A, u) satisfying (w1-3).
If (A, u) satisfies (w1-3) then the dense subalgebra As is an involutive
Hopf C-algebra with comultiplication δ, antipode κ and counit defined by
ε : uij 7→ δij . Recall that the finite dimensional corepresentations of As are
the elements r ∈ L(V )⊗As satisfying (id⊗ δ)r = r12r13, where V is a finite
dimensional complex vector space (for instance the matrix u is a unitary
corepresentation of As on C
n, called the fundamental corepresentation of
(A, u)). It was proved in [33] that every non degenerate such corepresentation
is equivalent to a unitary corepresentation, and is completely reducible. The
Hopf algebra As has then a (cosemisimple) decomposition
As =
⊕
r∈Irr(A)
A(r)
where Irr(A) is the set of equivalence classes of finite dimensional irreducible
corepresentations of As, and for every (class of) corepresentation r ∈ L(V )⊗
As its linear space of coefficients is A(r) := {(ϕ⊗ id)r | ϕ ∈ L(V )∗}.
These results extend to all Woronowicz algebras (see [35],[1],[27]).
It is easy to see that the finite dimensional corepresentations of C(G)
correspond to the finite dimensional representations of G (for G = compact
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group) and that the finite dimensional irreducible corepresentations of C∗(Γ)
correspond to the elements of Γ (for Γ = discrete group).
Note. If u is a finite dimensional unitary corepresentation of a Woronowicz
algebra B, and if A is the C∗-subalgebra of B generated by the coefficients
of u then (A, u) satisfies the conditions (w1-3). As we will be interested
in the theory of a single corepresentation of a Woronowicz algebra, all the
Woronowicz algebras A we consider in this paper may be supposed to satisfy
the conditions (w1-3) for some matrix u ∈ Mn(A), i.e. may be supposed
to be as in [33]. Note that these Woronowicz algebras are exactly the ones
whose associated compact quantum groups are “compact matrix quantum
groups”, or, equivalently, whose associated discrete quantum groups are “of
finite type”.
One of the main results of [33] was the construction of a canonical family
of characters {fz}z∈C of As, which describe the modular theory of the Haar
measure h ∈ A∗. The fz’s have the following properties (where ∗ denotes the
convolutions over the Hopf algebra As):
(f1) fz ∗ fz′ = fz+z′, ∀ z, z′ ∈ C and f0 = ε (the counit of As).
(f2) fzκ(a) = f−z(a), fz(a
∗) = f−z(a), ∀ a ∈ As and z ∈ C.
(f3) κ2(a) = f−1 ∗ a ∗ f1, ∀ a ∈ As.
(f4) h(ab) = h(bf1 ∗ a ∗ f1), ∀ a, b ∈ As.
If v ∈ L(H) ⊗ As is a finite dimensional unitary corepresentation of As
then the restriction of fz to the space of coefficients of v can be computed
by using the formula (id⊗ fz)v = Q2zv , where
Qv := (id⊗ f 1
2
)v ∈ L(H)
(this follows from (f1)). In lemma 1.1 we list the properties of the operator
Qv, and in lemma 1.2 we give a characterisation of Qv.
Notations. If H is a finite dimensional Hilbert space, H is its complex
conjugate. We will use the identifications H = H and H ⊗K = K ⊗H (but
not H ≃ H, even if H = Cn). The transposition L(H) → L(H) will be
denoted by a 7→ t(a) or a 7→ at.
Lemma 1.1 If v ∈ L(H)⊗As is a finite dimensional unitary corepresenta-
tion of As then Qv has the following properties:
(i) Qv > 0.
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(ii) Qv ∈ End(v)′.
(iii) Tr(Q2v.) = Tr(Q
−2
v .) on End(v).
(iv) Q2v ∈ Hom(v, (id⊗ κ2)v).
(v) Qtv v (Q
t
v)
−1 is unitary.
Proof. We prove first (v). We have
Qtv v (Q
t
v)
−1 = [(t⊗ f 1
2
)v][(t⊗ κ)v][(t⊗ f− 1
2
)v] = (t⊗ j)v
where j : As → As is the linear map x 7→ f 1
2
∗ κ(x) ∗ f− 1
2
. It’s easy to see
using (f1,f2,f3) that j is antimultiplicative, and that it commutes with the
involution of As. Thus t⊗ j : L(H)⊗ As → L(H)⊗ As is an antimorphism
of ∗-algebras, so it maps unitaries to unitaries and this proves (v).
If v is irreducible then (ii) is trivial and (i,iii,iv) follow from (f1-f4), see
section 5 in [33]. The results (i-iv) can be extended to the general case by
using cosemisimplicity: by [33] we may suppose that v =
∑
mivi withmi ∈ N
and vi ∈ L(Hi) ⊗ As irreducible and disjoint. As mivi = vi ⊗ (mi1) acts on
L(Hi)⊗ L(Cmi) for every i we may suppose that H = ⊕i(Hi ⊗Cmi). With
respect to this decomposition we have
End(v) =
⊕
i
idHi ⊗L(Cmi)
and Qv =
∑
iQvi ⊗ idCmi , and this proves (i,ii,iv). Also if x ∈ End(v) then
x is of the form
∑
i idHi ⊗ xi, so
Tr(xQ2v) =
∑
i
Tr(Q2vi)Tr(xi) =
∑
i
Tr(Q−2vi )Tr(xi) = Tr(xQ
−2
v )
and this proves (iii). ✷
Lemma 1.2 If v ∈ L(H)⊗As is a finite dimensional unitary corepresenta-
tion of As and Q ∈ L(H) is a positive operator such that Tr(Q2.) = Tr(Q−2.)
on End(v), then the following are equivalent:
(i) Q = Qv.
(ii) Qt v (Qt)−1 is unitary.
(iii) Q2 ∈ Hom(v, (id⊗ κ2)v).
(iv) QQ−1v ∈ End(v).
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Proof. (i =⇒ ii) was part of the preceding lemma.
(ii =⇒ iii) Using the formula (id ⊗ κ)r = r∗ for the unitary corepresen-
tations r := v and r := Qt v (Qt)−1 we get (id ⊗ κ)v = v∗ and (id ⊗ κ)v =
(Qt)−2 vt (Qt)2, so (id⊗ κ2)v = Q2vQ−2.
(iii =⇒ iv) We have Q2, Q2v ∈ Hom(v, (id⊗ κ2)v), so Q2 = Q2vx for some
x ∈ End(v). As Qv commutes with x, the result follows by taking square
roots.
(iv =⇒ i) By using a decomposition v = ∑ vi⊗(mi1) with vi ∈ L(Hi)⊗As
as in the proof of the preceding lemma, we may write QQ−1v =
∑
i idHi ⊗ xi
with xi ∈ L(Cmi). Thus Q = ∑Qvi ⊗ xi, so for every i the restriction to
End(vi ⊗ (mi1)) = L(Cmi) of the linear form Tr(Q2.) (resp. Tr(Q−2.)) is
Tr(Q2vi)Tr(x
2
i .) (resp. Tr(Q
−2
vi
)Tr(x−2i .)). As Tr(Q
2
vi
) = Tr(Q−2vi ), we have
Tr(x2i .) = Tr(x
−2
i .) on L(Cmi), so x2i = x−2i for every i. But all xi’s are
positive, so they have to be the identities, and Q = Qv. ✷
Definition 1.1 (cf. lemma 1.1) If v ∈ L(H) ⊗ As is a finite dimensional
unitary corepresentation of As, the positive number
d(v) := Tr(Q2v) = Tr(Q
−2
v ) = (Tr ⊗ f1)v = f1χ(v)
is called the quantum dimension of v. The linear form
τv : x 7→ d(v)−1Tr(Q2vx) = d(v)−1Tr(Q−2v x)
is called the canonical trace on End(v). The unitary corepresentation
vˆ := (Qv)
t v (Qtv)
−1 = (t⊗ f 1
2
∗ κ(.) ∗ f− 1
2
)v
is called the canonical dual of v.
Note that τv is a faithful positive unital trace on the C
∗-algebra End(v).
By the Cauchy-Schwartz inequality applied to the eigenvalues of Q2v and of
Q−2v we see that d(v) ≥ dim(H), with equality iff Qv = idH .
We will give now a list of examples of Woronowicz algebras, with compu-
tation of the objects in the above definition, and/or of the fusion semiring.
We recall that if A is a Woronowicz algebra, the fusion semiring R+(A) is the
semiring whose elements are equivalence classes of finite dimensional corep-
resentations of A, and whose operations are the sum and tensor product of
(classes of) corepresentations. Its computability is of course the most im-
portant requirement for having the computability of the (fusion algebra of)
Popa systems associated to A.
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The examples below illustrate most of the phenomena arising when com-
paring Woronowicz algebras with Popa systems, and will be quoted along
the rest of the paper.
Example 1.1 If A is a Woronowicz algebra then the following conditions are
equivalent (cf. the formulas (f1-4) see [33], [1]):
- the Haar measure h ∈ A∗ is a trace.
- the square of the antipode κ is the identity of As.
- all fz’s are equal to the counit.
This happens for instance if A is of the form C(G) with G compact
group, or C∗(Γ) with Γ discrete group, or when A is finite dimensional. In
this case it is clear that Qv = idH , d(v) = dim(H), and vˆ = v for any unitary
corepresentation v ∈ L(H)⊗ As.
Example 1.2 The q-deformation of the C∗-algebras C(G), with G compact
classical Lie group and q > 0 was started by Woronowicz, and completed
by Rosso [23], via a beautiful application of the Tannakian duality [34]. By
[22],[23] the fusion semiring is invariant under q-deformations.
If µ ∈ [−1, 1] − {0} and u is the fundamental representation of SµU(2)
then Qu = diag(| µ |−1, | µ |) (cf. the Appendix of [33]).
Example 1.3 For n ∈ N and F ∈ GL(n,C) satisfying FF ∈ RIn let Ao(F )
be the universal C∗-algebra generated by the entries of a n×n matrix u with
the relations u = FuF−1 = unitary. This Woronowicz algebra was introduced
in [25] as to represent the “free analogue ofO(n)” and its fusion semiring was
shown in [2] to be isomorphic to the one of SU(2). Moreover, by combining
this result with [13] one finds that the category of corepresentations of Ao(F )
is always monoidal equivalent to the category of corepresentations of SµU(2)
for some µ ∈ [−1, 1]− {0}. This is a relevant example for the considerations
in the end of the introduction.
We mention that one can show that the Woronowicz algebras Ao(F ) are
exactly the “compact forms” of Gurevich’s quantizations of SL(2,C) [9].
Example 1.4 For n ∈ N and F ∈ GL(n,C) let Au(F ) be the universal
C∗-algebra generated by the entries of a n × n matrix u with the relations
u unitary, FuF−1 unitary. These Woronowicz algebras correspond to both
notions of “algebras of continuous functions on the free unitary groups” and
“C∗-algebras of the free free groups” (sic!) [25]. The fusion semiring of Au(F )
was computed in [3]. Using (ii) ⇒ (i) in lemma 1.2 it’s easy to see that Qu
is a scalar multiple of the transpose of
√
F ∗F .
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Thus if n ∈ N and Q ∈ Mn(C) is a positive diagonal matrix such that
Tr(Q2) = Tr(Q−2), then for (Au(Q), u) we have Qu = Q (note: one can show
that given any n ∈ N and F ∈ GL(n,C) there exists such a matrix Q such
that Au(F ) is isomorphic to Au(Q), and that Q is unique up to Q 7→ Q−1 and
up to the permutation of its diagonal entries; this classification of the algebras
Au(F ) could be easily deduced from [3] and from the above computation of
Qu).
Lemma 1.3 (i) Qvˆ = (Q
t
v)
−1, ˆˆv = v and d(vˆ) = d(v).
(ii) Qv⊗w = Qv ⊗Qw, ̂v ⊗ w = wˆ ⊗ vˆ and d(v ⊗ w) = d(v)d(w).
(iii) Qv+w = diag(Qv, Qw), ̂v + w = vˆ + wˆ and d(v + w) = d(v) + d(w).
Proof. The formulas for the quantum dimensions and for the canonical
duals follow easily from the formulas for the Q’s, which we will now prove.
First, Qv+w = diag(Qv, Qw) is clear and Qv⊗w = Qv ⊗ Qw follows from the
fact that f 1
2
is a character. Also using (f1) and (f2) we get that
Qvˆ = (id⊗ f 1
2
)(t⊗ f 1
2
∗ κ(.) ∗ f− 1
2
)v = (t⊗ f 1
2
(f 1
2
∗ κ(.) ∗ f− 1
2
))v =
(t⊗ (f 1
2
∗ f 1
2
∗ f− 1
2
)κ)v = (t⊗ f 1
2
κ)v = (t⊗ f− 1
2
)v = (Qtv)
−1
✷
If v is a finite dimensional unitary corepresentation of As then the contra-
gradient vc, the complex conjugate v and the canonical dual vˆ are of course
in the same equivalence class, which is dual to the equivalence class of v. In
the next proposition we state the precise (spatial) form of duality between v
and vˆ (see the remark below).
Notation. If H is a finite dimensional Hilbert space ξ : L(H) ≃ H ⊗H is
the canonical linear map.
Proposition 1.1 For any finite dimensional unitary corepresentation v ∈
L(H) ⊗ As define iv ∈ L(C, H ⊗ H) by 1 7→ ξ(Qv). Define also pv := i∗vˆ.
Then the following “duality formulas” hold:
(d1) iv ∈ Hom(1, v ⊗ vˆ) and pv ∈ Hom(vˆ ⊗ v, 1).
(d2) (idv ⊗ pv)(iv ⊗ idv) = idv and (pv ⊗ idvˆ)(idvˆ ⊗ iv) = idvˆ.
(d3) pvˆ = i
∗
v, pv = i
∗
vˆ and pvivˆ = pvˆiv = d(v) = d(vˆ).
(d4) pr⊗s = ps(idsˆ ⊗ pr ⊗ ids) and ir⊗s = (idr ⊗ is ⊗ idrˆ)ir, ∀ r, s.
Proof. (d3) is trivial, and (d4) follows from lemma 1.3 (ii). Let us choose
an orthogonal basis {e1, ..., en} of H consisting of eigenvectors of Qv, so that
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Qv =
∑
Qiieii. Then < (idv ⊗ pv)(iv ⊗ idv)x, y > is equal to
< ξ(Qv)⊗x, y⊗ ξ(Qvˆ) >=
∑
< Qiiei⊗ ei⊗x, y⊗Q−1jj ⊗ ej⊗ ej >=< x, y >
for any x, y ∈ H , and (d2) follows. It remains to verify that iv ∈ Hom(1, v⊗
vˆ) for any v; the other assertion pv ∈ Hom(vˆ ⊗ v, 1) will follow from pv = i∗vˆ
and from ivˆ ∈ Hom(1, vˆ⊗v). We have iv(1) = ∑Qiiei⊗ei, and if ζ := ∑ ei⊗ei
then
(v ⊗ v)(ζ ⊗ 1) = ∑
i,k,a
ei ⊗ ek ⊗ viav∗ka =
∑
i,k
ei ⊗ ek ⊗ δik1 = (ζ ⊗ 1)
As v = (Q−1v )
tvˆ(Qv)
t we get (v ⊗ vˆ)(∑Qiiei ⊗ ei ⊗ 1) = (∑Qiiei ⊗ ei ⊗ 1),
i.e. iv ∈ Hom(1, v ⊗ vˆ). ✷
Remark. Recall that in a monoidal category a duality (X, Y, iX , pX) consists
of two objects X, Y and two morphisms iX ∈ Hom(1, X⊗Y ), pX ∈ Hom(Y ⊗
X, 1) such that the compositions
X = 1⊗X iX⊗id−→ X ⊗ Y ⊗X id⊗pX−→ X ⊗ 1 = X
Y = Y ⊗ 1 id⊗iX−→ Y ⊗X ⊗ Y pX⊗id−→ 1⊗ Y = Y
are equal to idX and idY correspondingly (in this case Frobenius reciprocity
holds, etc. - see for instance [13]). Thus (d1,d2) show that (v, vˆ, iv, pv) and
(vˆ, v, ivˆ, pvˆ) are dualities, i.e. that vˆ is both a right and a left dual for v is
the monoidal category of finite dimensional corepresentations of A.
2 Algebras of symmetries
We use the following notation for tensor products and related lattices (we re-
call that in this paper the word lattice will always mean system of inclusions;
see the introduction).
Notations. Let N∗2 =< α, β > be the free monoid consisting of words in
α, β, plus the empty word denoted by e. We define an involution ̂ on N∗2
by αˆ = β, βˆ = α and antimultiplicativity.
If (C,⊗, 1, )̂ is an involutive monoid, and if A ∈ C, x ∈ N∗2 we denote
by A⊗x the image of x by the unique morphism N∗2 → C sending α 7→ A.
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If 0 ≤ i ≤ j are integers we define [i, j] ∈ N∗2 to be (αβ) j−i2 if i, j are even,
(βα)
j−i
2 if i, j are odd, (αβ)
j−i−1
2 α if i is even and j is odd, and β(αβ)
j−i−1
2 if
i is odd and j is even.
Examples: [2, 6] = αβαβ, [1, 4] = βαβ, [3, 3] = e, so that A[2,6] = A ⊗
Aˆ⊗ A⊗ Aˆ, B[1,4] = Bˆ ⊗ B ⊗ Bˆ and C [3,3] = 1 if A,B,C are elements of an
involutive monoid (C,⊗, 1, )̂.
We will use these notations when (C,⊗, 1) is the monoidal category of uni-
tary corepresentations of a Woronowicz algebra, with ̂= the canonical dual,
or when (C,⊗, 1) is the monoidal category of complex vector spaces, with ̂=
complex conjugation. Thus the lattices L(π) and L(H) in the Introduction
are equal to End(π⊗[i,j])0≤i≤j<∞ and End(H
⊗[i,j])0≤i≤j<∞ respectively.
Recall that a standard λ-lattice of commuting squares (or Popa system)
is a system (Aij)0≤i≤j<∞ of finite dimensional C
∗-algebras with Aii = C,
Aij ⊂ Akl for k ≤ i, j ≤ l, and with a given faithful trace τ on ∪i,jAij
satisfying the following properties (see section 1 of [20]):
The commuting square condition. EAijEAkl = EAklEAij = EArs where r =
max{i, k}, s = min{j, l} and EB is the τ -preserving conditional expectation
onto B.
Jones conditions. There exists a representation of the λ-sequence of Jones
projections {ei}i≥2 in ∪i,jAij such that ej ∈ Ai−2,k, ∀ 2 ≤ i ≤ j ≤ k and
ej+1xej+1 = EAi,j−1(x)ej+1, ∀ i ≤ j − 1 and x ∈ Aij.
ei+1xei+1 = EAi+1,j (x)ei+1, ∀ i+ 1 ≤ j and x ∈ Aij.
Markov conditions.
λ−1EAi,j+1(xej+2)ej+2 = xej+2, ∀ j ≥ i and x ∈ Ai,j+2.
λ−1EAi+1,j (xei+2)ei+2 = xei+2, ∀ j ≥ i+ 2 and x ∈ Ai,j.
Commutation relations. [Aij , Akl] = 0, ∀ i ≤ j ≤ k ≤ l.
More precisely, by Popa system we mean the triple consisting of the
lattice, the trace, and the sequence of Jones projections, which satisfies
the above four axioms. Two Popa systems ((Aij)0≤i≤j<∞, τ, (ek)k≥2) and
((Bij)0≤i≤j<∞, ϕ, (fk)k≥2) are said to be equal if there exists a system of
trace-preserving, Jones projections-preserving and inclusion-preserving C∗-
isomorphisms Aij → Bij .
Theorem 2.1 If v is a finite dimensional unitary corepresentation of a Wo-
ronowicz algebra then the lattice End(v⊗[i,j])0≤i≤j<∞ (together with the canon-
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ical traces from the definition 1.1 and with the Jones projections given by
e2k := d(v)
−1ivpvˆ ∈ End(v ⊗ vˆ), e2k+1 := d(v)−1ivˆpv ∈ End(vˆ ⊗ v).
for any k ≥ 1) is a Popa λ-system, with λ = d(v)−2.
Proof. We have to verify the above four axioms. The Commutation
relations are clear. Note that all the inclusions between the algebras in the
lattice are of the form
End(a) →֒ End(r ⊗ a⊗ w), x 7→ idr ⊗ x⊗ idw
Let us define a linear map Er,a,w : End(r ⊗ a⊗ w)→ End(a) by
x 7→ d(r)−1d(w)−1(pr ⊗ ida ⊗ pwˆ)(idrˆ ⊗ x⊗ idwˆ)(irˆ ⊗ ida ⊗ iw)
By using (d4) we get
Er,a,wEr′,r⊗a⊗w,w′ = Er′⊗r,a,w⊗w′ ∀ r′, r, a, w, w′ (⋆)
We verify now that Er,a,w is the conditional expectation, i.e. that
Er,a,w(idr ⊗ x⊗ idw) = x
Er,a,w[(idr ⊗ x⊗ idw)y(idr ⊗ z ⊗ idw)] = xEr,a,w(y)z
τr⊗a⊗w = τaEr,a,w
∀ x, z ∈ End(a) and y ∈ End(r ⊗ a ⊗ w). Indeed, the first formula follows
from (d3), the second one is clear by definition of Er,a,w, and the third one
follows from τv = E1,1,v = Ev,1,1 for any v and from (⋆). The commuting
square axiom follows now from (⋆).
By (d3), the es’s are selfadjoint projections. Using (d2) it’s easy to see
that {e2, e3, ...} is a representation of the λ-sequence of Jones projections,
with λ := d(v)−2. We will prove the other two axioms for the horizontal
inclusions (same proof for the vertical ones). Note that every pair of consec-
utive horizontal inclusions is of the form
End(a) →֒ End(a⊗ w) →֒ End(a⊗ w ⊗ wˆ)
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with w = v or vˆ, and the Jones projection in End(a ⊗ w ⊗ wˆ) is e :=
d(w)−1ida ⊗ iwpwˆ. The Jones condition, namely
e(x⊗ idwˆ)e = (E1,a,w(x)⊗ idw⊗wˆ)e, ∀ x ∈ End(a⊗ w)
is trivial from the definitions of e and E1,a,w. The Markov condition follows
by applying (d2,d3) several times - if x ∈ End(a⊗ w ⊗ wˆ) then
d(w)2(E1,a⊗w,wˆ(xe)⊗ idwˆ)e =
[(ida⊗w ⊗ pw)(x⊗ idw)(ida ⊗ iw ⊗ idw)⊗ idwˆ]e =
d(w)−1(ida⊗w ⊗ pw ⊗ idwˆ)(x⊗ idw⊗wˆ)(ida ⊗ iw ⊗ iwpwˆ) =
d(w)−1(ida⊗w ⊗ [(pw ⊗ idwˆ)(idwˆ ⊗ iwpwˆ)])([x(ida ⊗ iw)]⊗ idw⊗wˆ) =
d(w)−1(ida⊗w⊗wˆ ⊗ pwˆ)([x(ida ⊗ iw)]⊗ idw⊗wˆ) =
d(w)−1(x⊗ idw⊗wˆ)(ida ⊗ iw ⊗ pwˆ) = xe. ✷
The Popa systems are exactly the lattices of C∗-algebras (with traces)
which can arise as lattices of higher relative commutants of extremal inclu-
sions of finite index II1 factors [20]. There are at least two kind of examples
when the Popa system End(v⊗[i,j])0≤i≤j<∞ is the one corresponding to some
“nice” subfactor associated to (A, v):
Example 2.1 (cf. [28]) Let G→ Aut(P ) be a minimal action of a compact
group G on a II1 factor P . If π : G → L(H) is a finite dimensional unitary
representation of G then the lattice of higher relative commutants of the
inclusion of fixed point algebras
PG ⊂ (P ⊗ L(H))G
is End(v⊗[i,j])0≤i≤j<∞, where v is the corepresentation corresponding to π of
the Woronowicz algebra A = C(G).
Example 2.2 (cf. [17]) Let Γ ⊂ Aut(P ) be an outer (discrete) group of
automorphisms of a II1 factor P . If Γ is generated by g1, ..., gn then the
lattice of higher relative commutants of the inclusion
P ⊂Mn(P )
given by x 7→ diag(g1(x), ..., gn(x)) is End(v⊗[i,j])0≤i≤j<∞, where v is the
corepresentation diag(ug1, ..., ugn) of the Woronowicz algebra A = C
∗(Γ).
It is possible to extend the above results to coactions/actions of more
general Woronowicz algebras (see for instance [21]), and in fact this quantum
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group formalism shows that the above two constructions are of the same
nature (i.e. one can pass from each of them to the other one by considering
dual coactions/actions; I owe this observation from E. Blanchard). In the
general case Popa’s universal construction is available:
Example 2.3 Let µ ∈ (0, 1) and consider the fundamental representation
v of SµU(2). As d(v) = µ
2 + µ−2 and End(v) ≃ C (see example 1.2), any
inclusion having End(v⊗[i,j])0≤i≤j<∞ as lattice of higher relative commutants
has to be irreducible and of index λ−1 = (µ2 + µ−2)2 > 4.
The algebras End(v⊗[i,j]) being generated by the Jones projections (cf.
the representation theory of SµU(2), see [34]), End(v
⊗[i,j])0≤i≤j<∞ is the
lattice of higher relative commutants of the subfactors constructed in [18].
3 Representations of Popa systems
There are several restrictions on the Popa systems associated to corepresen-
tations of Woronowicz algebras, for instance the index is always ≥ 4 and the
index of the amenable ones is the square of an integer (see section 6). We
will prove that in fact the only extra structure of a Popa system of the form
End(v⊗[i,j])0≤i≤j<∞ comes from the fact that it can be embedded into the
lattice L(H⊗[i,j])0≤i≤j<∞, where H is the Hilbert space where the corepresen-
tation v acts.
Definition 3.1 A representation of a Popa system (Aij)0≤i≤j<∞ on a finite
dimensional Hilbert space H is a system π = (πij)0≤i≤j<∞ of inclusions of
C∗-algebras πij : Aij →֒ L(H⊗[i,j]) such that
πkl(x) = idH⊗[k,i] ⊗ πij(x)⊗ idH⊗[j,l]
for every 0 ≤ k ≤ i ≤ j ≤ l and x ∈ Aij .
Example 3.1 If A is a Woronowicz algebra and v ∈ L(H) ⊗ As is a finite
dimensional unitary corepresentation of A then v⊗x acts on H⊗x for every
x ∈ N∗2, so End(v⊗x) is by definition a subalgebra of L(H⊗x). It follows
that End(v⊗[i,j])0≤i≤j<∞ is canonically represented on H .
Example 3.2 Fix λ ∈ (0, 1/4] and let (Aλij)0≤i≤j<∞ be the Popa system
generated by the λ-sequence of Jones projections (i.e. the one in example
2.3). If H is a finite dimensional Hilbert space and Q ∈ L(H) is a positive
operator satisfying Tr(Q2) = Tr(Q−2) = λ−1/2, it is easy to see that there
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exists a (unique) representation of (Aλij)0≤i≤j<∞ on H , sending π2k−2,2k :
e2k 7→ ProjC ξ(Q) and π2k−1,2k+1 : e2k+1 7→ ProjC ξ((Q−1)t).
In fact these are (modulo some “unitary equivalence”, see below) all the
representations of (Aλij)0≤i≤j<∞ on finite dimensional Hilbert spaces. Note
that the so-called PPTL representation (see [16] and section 5 in [10]) is a
particular case of this construction.
The second example is in fact a particular case of the first one, for v =
the fundamental representation of Au(Q). In fact the following result holds:
Theorem 3.1 For any Popa system (Aij)0≤i≤j<∞ the following conditions
are equivalent:
(i) There exists a finite dimensional unitary corepresentation v of a Wo-
ronowicz algebra A such that (Aij)0≤i≤j<∞ = End(v
⊗[i,j])0≤i≤j<∞.
(ii) There exists a finite dimensional Hilbert space H and a representation
π of (Aij)0≤i≤j<∞ on H such that π02(e2) is a rank one projection.
The implication (i) =⇒ (ii) is clear, and the converse will be proved in
the next section. In the rest of this section we give some preliminary results
on the representations of Popa systems.
Recall that the Jones projections of End(v⊗[i,j])0≤i≤j<∞ have a special
form - they are the rank one projections onto C ξ(Qv) or onto C ξ((Q
−1
v )
t)
(where ξ : L(H) ≃ H ⊗ H is the canonical linear map). We will need the
following proposition on “unitary equivalence” of representations.
Definition 3.2 A representation π of a Popa system (Aij)0≤i≤j<∞ on H is
said to be normalised if there exists a positive operator Q ∈ L(H) satisfying
Tr(Q2) = Tr(Q−2) = λ−1/2 such that π2k−2,2k(e2k) is the projection onto
C ξ(Q) and π2k−1,2k+1(e2k+1) is the projection onto C ξ((Q
−1)t), ∀ k ≥ 1.
Proposition 3.1 If π is a representation such that π02(e2) is a rank one
projection, then there exist two sequences of unitaries U1, U3, U5, ... ∈ L(H)
and U2, U4, U6, ... ∈ L(H) such that
π′ij = ad(Ui+1 ⊗ Ui+2 ⊗ ...⊗ Uj) ◦ πij
is normalised representation.
We will use the following elementary lemma:
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Lemma 3.1 Let H be a finite dimensional Hilbert space and e ∈ L(H⊗H),
f ∈ L(H ⊗H) be rank one projections satisfying the Jones relation
(idH ⊗ f)(e⊗ idH)(idH ⊗ f) = λ(idH ⊗ f)
for some λ > 0. If E, F ∈ L(H) are such that ξ(E) and ξ(F t) are norm one
vectors in the images of e and f , then (F ∗F )(E∗E) = λidH .
Proof. If {hk} is an orthogonal basis of H then a straighforward compu-
tation shows that
< (id⊗ f)(e⊗ id)(id⊗ f)(ha ⊗ ξ(F t)), (hb ⊗ ξ(F t)) >= (EF ∗FE∗)ba
for any a, b, so the Jones relation implies EF ∗FE∗ = λIH . ✷
Proof of proposition 3.1. Note first that the Jones relations imply (by
induction on n ≥ 2) that each πn−2,n(en) is a rank one projection.
Step I. Construction of Q,U1, U2. The above lemma applies with e =
π02(e2) and f = π13(e3). Thus if e is the projection onto C ξ(E) then E
is invertible; let E = QU be its polar decomposition. If {h1, ..., hn} is an
orthogonal basis ofH consisting of eigenvectors of Q, then e is the orthogonal
projection onto C
∑
QiiUijhi ⊗ hj. By multiplying Q with a scalar, we may
suppose that Tr(Q2) = Tr(Q−2). We have
(In ⊗ U)(
∑
QiiUijhi ⊗ hj) =
∑
Qiihi ⊗ hi = ξ(Q)
so (In⊗U)e(In⊗U t) is the orthogonal projection onto C ξ(Q). By perturbing
the representation π with the sequence of unitaries {In, U, In, In, ...} we may
assume that e = π02(e2) is the orthogonal projection onto C ξ(Q).
Step II. Construction of Us, s ≥ 3 and proof of Tr(Q2) = λ−1/2. Define
e′2k to be the projection onto C ξ(Q) and e
′
2k+1 to be the projection onto
C ξ(Q−1), for every k ≥ 1. We have to show that if πk−2,k(ek) = e′k for
k = 2, 3, ..., s− 1 then (id ⊗ ad(Us))(πs−2,s(es)) = e′s for some unitary Us. It
is enough to do it for s = 3. Let e = π02(e2) and f = π13(e3) and assume
that f is the orthogonal projection onto C ν, with ν = ξ(F t) a norm one
vector. The above lemma shows that
(F ∗F )(Tr(Q2)−1Q2) = λIn
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and as ν is a norm one vector, Tr(F ∗F ) = 1, so Tr(Q−2) = Tr(Q2) = λ−1/2.
Also F ∗F = λ1/2Q−2, so F = λ1/4UQ−1 for some unitary U . Thus f is the
orthogonal projection onto C
∑
Q−1ii Ujihi ⊗ hj . As (In ⊗ U∗)
∑
Q−1ii Ujihi ⊗
hj =
∑
Q−1ii hi ⊗ hi, one can choose U3 := U . ✷
Recall that the conditional expectations in a Popa system of the form
End(v⊗[i,j])0≤i≤j<∞ have a certain special form; we will prove in the next
proposition that the same happens for a Popa system having a normalised
representation.
Proposition 3.2 Let (Aij)0≤i≤j<∞, H, π, Q be as in definition 3.2. Define
linear maps iα ∈ L(C, H ⊗ H) by 1 7→ ξ(Q) and iβ ∈ L(C, H ⊗ H) by
1 7→ ξ((Q−1)t). Let pα := i∗β and pβ := i∗α. For x ∈ N∗2 let idx be the identity
of H⊗x.
(i) The following “duality formulas” hold, ∀ γ ∈ {α, β}:
(idγ ⊗ pγ)(iγ ⊗ idγ) = (pγˆ ⊗ idγ)(idγ ⊗ iγˆ) = idγ
(ii) The Jones projections of (Aij)0≤i≤j<∞ are given by
π2k−2,2k(e2k) = λ
1/2iαpβ, π2k−1,2k+1(e2k+1) = λ
1/2iβpα
(iii) The horizontal conditional expectations are given by
πi,j−1(EAi,j−1(T )) = λ
1/2(id[i,j−1] ⊗ pγˆ)(πij(T )⊗ idγˆ)(id[i,j−1] ⊗ iγ)
∀ 0 ≤ i ≤ j and T ∈ Aij, where γ = α if j is odd and γ = β if j is even. A
similar formula holds for the vertical conditional expectations.
Proof. (ii) is trivial, for (i) see the proof of proposition 1.1 (d2). For (iii)
recall that by the Jones conditions the following equality holds in Ai,j+1:
EAi,j−1(T )ej+1 = ej+1Tej+1
As πi,j+1(ej+1) = λ
1/2id[i,j−1] ⊗ iγpγˆ, by applying πi,j+1 the Jones condition
becomes
πi,j−1(EAi,j−1(T ))⊗ (iγpγˆ) = λ1/2(id[i,j−1]⊗ iγpγˆ)(πij(T )⊗ idγˆ)(id[i,j−1]⊗ iγpγˆ)
which is equal to λ1/2(id[i,j−1] ⊗ pγˆ)(πij(T )⊗ idγˆ)(id[i,j−1] ⊗ iγ)⊗ (iγpγˆ). ✷
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Remark. Note that only the Jones conditions were used in the above proof.
In fact one can prove that any lattice (Aij)0≤i≤j<∞ of C
∗-algebras (with
traces) which satisfies the Jones conditions and which has a normalised rep-
resentation is a Popa system (the Commutation relations are trivial, the
Commuting square condition is clear from the above formula for the condi-
tional expectations, and the Markov conditions may be checked by the same
computation as in the proof of theorem 2.1). This is the reason why in the
next section we will use proposition 3.2 instead of Popa’s four axioms. Ac-
tually, we will need not only proposition 3.2, but also its corollaries 3.1 and
3.2 below.
Corollary 3.1 If 0 ≤ i ≤ j and T ∈ Aij then
πi,j−2(EAi,j−2(ejTej)) = (id[i,j−2] ⊗ pγˆ)πij(T )(id[i,j−2] ⊗ iγ)
where γ = β if j is odd and γ = α if j is even.
Proof. Follows from EAi,j−2 = EAi,j−2EAi,j−1 and by applying twice propo-
sition 3.2. (iii). ✷
Corollary 3.2 If 0 ≤ i ≤ j and 0 ≤ k ≤ l are such that [i, j] = [k, l] in N∗2,
then πi,j(Ai,j) = πk,l(Ak,l).
Proof. By an induction argument, it is enough to prove it for k = i + 2
and l = j + 2. Recall that the canonical isomorphism sh : Aij → Ai+2,j+2
satisfies the formula (see for instance [4])
sh(T )ei+2 = λ
i−jei+2ei+3...ej+1Tej+2ej+1...ei+3ei+2 (⋆)
Now by proposition 3.2 (i,ii) we get that
πi,j+2(ei+2...ej+1) = λ
j−i/2iγˆ ⊗ id[i,j−1] ⊗ pδ ⊗ idδˆ
πi,j+2(ej+2...ei+2) = λ
j−i+1/2pγ ⊗ id[i,j] ⊗ iδ
where γ, δ ∈ {α, β} depend on the parity of i and j. Thus by applying πi,j+2
to (⋆) we get that λ1/2iγˆpγ ⊗ πi+2,j+2(sh(T )) is equal to
λ1/2iγˆpγ ⊗ (id[i,j−1] ⊗ pδ ⊗ idδˆ)(πij(T )⊗ idδδˆ)(id[i,j] ⊗ iδ)
so by proposition 3.2 (i) we get πi+2,j+2(sh(T )) = πij(T ), ∀T ∈ Aij . ✷
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4 The universal monoidal category associated
to a Popa system
We prove in this section the implication (ii) =⇒ (i) in theorem 3.1. Let
(Aij)0≤i≤j<∞ be a Popa system, H be a finite dimensional Hilbert space
and π be a representation of (Aij)0≤i≤j<∞ on H such that π02(e2) is a rank
one projection. We will construct a pair (A, u) satisfying (w1-3) such that
(Aij)0≤i≤j<∞ = End(u
⊗[i,j])0≤i≤j<∞. This pair is far from being unique (see
section 5); we will construct the “universal” one.
By proposition 3.1 we may assume that π is normalised. Let Q ∈ L(H)
be as in definition 3.2 and define linear maps iα, iβ , pα, pβ as in proposition
3.2.
LetN∗2alt be the subset ofN
∗2 consisting of alternating words, i.e. of words
not containg α2 or β2. Thus N∗2alt = {[i, j] | 0 ≤ i ≤ j}, and corollary 3.2
shows that to any x ∈ N∗2alt one can associate a C∗-algebra Ax ⊂ L(H⊗x) by
Ax := πi,j(Ai,j) for any 0 ≤ i ≤ j such that [i, j] = x.
We define a monoidal subcategory R of the category of finite dimensional
complex vector spaces in the following way. The objects of R are {H⊗x | x ∈
N∗2}, and R is the smallest monoidal category containing iα, iβ , pα, pβ and
all the elements of all the Ax’s, for x ∈ N∗2alt. Equivalently, the arrows of R
are the linear combinations of (composable) compositions of tensor products
of maps of the form iα, iβ, pα, pβ, or of the form idx := idH⊗x with x ∈ N∗2,
or of the form T with T ∈ Ax for some x ∈ N∗2alt (see also [34],[2],[3] for this
kind of constructions).
By definition of R we have Ax ⊂ EndR(H⊗x) for any x ∈ N∗2alt. Theorem
3.1 will follow from the reconstruction results in [34] and from the following
result.
Proposition 4.1 EndR(H
⊗x) = Ax for any x ∈ N∗2alt.
This will be proved after the “computation” of the arrows of R (lemma
4.1 and proposition 4.2). The following special type of arrows will play an
important role in this computation.
Definition 4.1 A block is a map of the form
ida ⊗ [(idx ⊗ p⊗nγˆ ⊗ idz)T (idy ⊗ i⊗mγ ⊗ idt)]⊗ idb
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where γ ∈ {α, β}, m,n ≥ 0, a, b ∈ N∗2, x, y, z, t ∈ N∗2alt and T ∈ Aw for some
w ∈ N∗2alt such that w = x(γγˆ)nz = y(γγˆ)mt.
The above block will be denoted B(a, b, x, y, z, t, γ, n,m,w, T ). It is an
element of HomR(H
⊗aytb, H⊗axzb).
Such a block is said to be connected if a = b = e; left degenerate if
x = z = e; right degenerate if y = t = e; normalised if z = t = e and mn = 0
(where e is the unit of N∗2).
Lemma 4.1 Each arrow in R is a sum of compositions of blocks.
Proof. As the set of sums of compositions of blocks is stable by linear
sums and by compositions, we may consider the category R′ whose objects
are {H⊗x | x ∈ N∗2} and whose arrows are sums of compositions of blocks.
We have to show that R = R′, and by definition of R and R′ it is enough
to show that R′ is a monoidal category. But if A ∈ L(H⊗x, H⊗y) and B ∈
L(H⊗z, H⊗t) are blocks, then A⊗B is equal to (idy ⊗B)(A⊗ idz), which is
a composition of blocks. ✷
Lemma 4.2 Each block is equal to a normalised block.
Proof. We will give an explicit method for normalising a block. Let B be
as in the definition of blocks. By proposition 3.2 (i) the following formulas
hold for any γ ∈ {α, β}:
iγ ⊗ idγ = (iγpγˆ ⊗ idγ)(idγ ⊗ iγˆ)
pγ ⊗ idγˆ = (idγˆ ⊗ pγˆ)(iγˆpγ ⊗ idγˆ)
Also by proposition 3.2 (ii), iγpγˆ and iγˆpγ are scalar multiples of Jones projec-
tions, so by multiplying T to the left and to the right with suitable products
of Jones projections, the iγ’s and pγ’s can be moved to the right. That is, B
is equal to a block B′ having z = t = e.
If mn = 0 we are done. Assume m,n ≥ 1; then w = w′γγˆ for some
w′ ∈ N∗2alt. Thus
B′ = ida ⊗ [(idx ⊗ p⊗n−1γˆ )T ′(idy ⊗ i⊗m−1γ )]⊗ idb
with T ′ = (idx(γγˆ)n−1 ⊗ pγˆ)T (idy(γγˆ)n−1 ⊗ iγ), which by corollary 3.1 is in
Aw′. By using this remark | m − n | times, it follows that B′ is equal to a
normalised block. ✷
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Lemma 4.3 A product of connected blocks is a connected block.
Proof. It is enough to do it for a product BB′ of two connected blocks.
By lemma 4.2 we may assume that B and B′ are connected and normalised.
Write
B = (idx ⊗ p⊗nγˆ )T (idy ⊗ i⊗mγ ), B′ = (idx′ ⊗ p⊗n
′
γˆ′ )T
′(idy′ ⊗ i⊗m′γ′ )
with nm = n′m′ = 0. The composability of B and B′ shows that γ = γ′
and y = x′. Now each iγpγˆ being a scalar multiple of a Jones projection,
by performing the multiplication in the middle of BB′ we may assume that
m = 0 or n′ = 0. Suppose for instance that m = 0; then BB′ is equal to
(idx ⊗ p⊗n+n′γˆ )(T ⊗ id(γγˆ)n′ )T ′(idy′ ⊗ i⊗m
′
γ )
As (T ⊗ id(γγˆ)n′ )T ′ ∈ Aw′, it follows that BB′ is a connected block. ✷
Lemma 4.4 Let B be a right non-degenerate block and B′ be a left non-
degenerate block. Write B = ida ⊗ A ⊗ idb and B′ = ida′ ⊗ A′ ⊗ idb′ with
A,A′ connected blocks. If B and B′ are composable, then BB′ is a block
or is equal to a map of the form idf ⊗ A ⊗ idg ⊗ A′ ⊗ idh, or of the form
idf ⊗ A′ ⊗ idg ⊗ A⊗ idh for some f, g, h ∈ N∗2.
Proof. Write B = B(a, b, x, y, z, t, γ, n,m,w, T ) and B′ = B(a′, b′, x′ , y′,
z′,t′,γ′,n′, m′,w′,T ′). As B,B′ are composable we get aytb = a′x′z′b′; denote
by W this word. By the non-degeneracy assumptions, both yt and x′z′ are
non-empty subwords of W . There are two cases:
- either yt and x′z′ are disjoint subwords ofW ; in this case BB′ is equal to
idf⊗A⊗idg⊗A′⊗idh (if yt is at the right of x′z′) or to idf⊗A′⊗idg⊗A⊗idh
(if yt is at the left of x′z′) for some f, g, h ∈ N∗2.
- either yt and x′z′ have at least one common letter as subwords of W ;
we will prove in this case that BB′ is a block. As w = y(γγˆ)mt and w′ =
x′(γ′γˆ′)n
′
t′ are alternating words, it follows that yt and x′z′ are alternating
words, so their union in W is an alternating word, say V . Write W = a′′V b′′;
then a′′ is a subword of a, and if ε is such that a = a′′ε it follows that
εx ∈ N∗2alt. Thus
B = ida′′ ⊗ [(idεx ⊗ p⊗nγˆ ⊗ idz)(idε ⊗ T )(idy ⊗ i⊗mγ ⊗ idt)]⊗ idb
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with idε ⊗ T ∈ Aεw, so we may suppose that a = a′′. By the same argument
we may suppose a′ = a′′, and also b = b′′ and b′ = b′′. In this way BB′
becomes of the form ida′′ ⊗K ⊗ idb′′ , with K a product of connected blocks.
By lemma 4.3 K is a connected block, so BB′ is a block. ✷
Proposition 4.2 Every composition of blocks is of the form
C1...CnB1...BmA1...Ap
where the Ai’s are left degenerate blocks, the Ci’s are right degenerate blocks,
and the Bi’s are left and right non-degenerate blocks.
Proof. Let us call A (resp. C, B) the set of left degenerate (resp. right
degenerate, left and right non-degenerate) blocks. Lemma 4.4 shows that:
- if A ∈ A and C ∈ C then AC is a block or is of the form C ′A′, with
A′ ∈ A and C ′ ∈ C.
- if A ∈ A and B ∈ B then AB is a block or is of the form B′A′, with
A′ ∈ A and B′ ∈ R.
- if B ∈ B and C ∈ C then BC is a block or is of the form C ′B′, with
B′ ∈ B and C ′ ∈ C.
Let X be a composition of blocks, and choose a decomposition of X as
product of minimal number of blocks. By performing the above operations
one may write X as in the statement. ✷
Remark. Lemma 4.1 and proposition 4.2 give the structure of arrows in
R, as “reduced words on blocks”. Some better statements may be proved;
however, there is no simple writing for a product of type A1...Ap or C1...Cn.
Lemma 4.5 (i) Let B ∈ HomR(H⊗u, H⊗v) be a right non-degenerate block.
If u ∈ N∗2alt then v ∈ N∗2alt and B is equal to a connected block.
(ii) Let B ∈ HomR(H⊗u, H⊗v) be a left non-degenerate block. If v ∈ N∗2alt
then u ∈ N∗2alt and B is equal to a connected block.
Proof. We prove only (i). Write B = B(a, b, x, y, z, t, γ, n,m,w, T ). Then
w = x(γγˆ)nz = y(γγˆ)mt (see the definition of blocks), yt 6= e (by non-
degeneracy) and u = aytb, v = axzb (as B ∈ HomR(H⊗u, H⊗v)). As u =
aytb is an alternating word, it follows that:
- a, b are alternating words.
- if a ends with α (resp. β) then yt begins with β (resp. α).
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- if b begins with α (resp. β) then yt ends with β (resp. α).
Also as w = y(γγˆ)mt, the alternating words w and yt begin (resp. end)
with the same letter. It follows that awb is an alternating word, and as v
is obtained from awb by deleting some γγˆ’s, it is an alternating word. Also
awb ∈ N∗2alt shows that B is equal to the connected block
(idax ⊗ p⊗nγˆ ⊗ idzb)(ida ⊗ T ⊗ idb)(iday ⊗ i⊗mγ ⊗ idtb) ✷
Lemma 4.6 If x, y ∈ N∗2alt then the elements HomR(H⊗x, H⊗y) are sums of
connected blocks.
Proof. Let X ∈ HomR(H⊗x, H⊗y). By lemma 4.1 we may assume that
X is a composition of blocks. Write
X = C1...CnB1...BmA1...Ap
as in proposition 4.2. As all Ai’s are left degenerate, we may assume that
they are right non-degenerate (a block which is both left and right degenerate
is a scalar). Thus lemma 4.5 (i) applies p +m times and shows recursively
that Ap, ..., A1, Bm, ..., B1 are connected blocks. Also lemma 4.5 (ii) applies
n +m times and shows recursively that C1, ..., Cn, B1, ..., Bm are connected
blocks. Thus X is a composition of connected blocks, and by lemma 4.3 it
is a connected block. ✷
Proof of proposition 4.1. Lemma 4.5 shows that every element X ∈
EndR(H
⊗x) is a sum of connected blocks. By lemma 4.2, X is a sum of
normalised connected blocks. But the only normalised connected blocks in
EndR(H
⊗x) are the elements of Ax (see the definition of blocks), so we get
EndR(H
⊗x) ⊂ Ax. The other inclusion is clear by construction of R. ✷
End of the proof of (ii) =⇒ (i) in theorem 3.1. We use here freely the
terminology from [34]. Let us view R as a concrete monoidal (uncomplete)
W∗-category. The duality formulas in proposition 3.2 (i) show that the
objects H and H are conjugate in R. Thus theorem 1.3. in [34] applies
and shows that the R−universal admissible pair (A, u) is a compact matrix
pseudogroup (i.e. it satisfies the conditions (w1-3) from the first section).
Let w ∈ L(H)⊗ As be the corepresentation corresponding to the object H .
By the next lemma w = uˆ, so theorem 1.3 in [34] shows also that the space of
intertwiners Hom(u⊗x, u⊗y) is equal (as a subspace of L(H⊗x, H⊗y)) to the
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space HomR(H
⊗x, H⊗y) of arrows of R, for any x, y ∈ N∗2. In particular if
0 ≤ i ≤ j then
End(u⊗[i,j]) = EndR(H
⊗[i,j]) = A[i,j] = πi,j(Ai,j)
By the next lemma Qu = Q, so the Jones projections and the conditional ex-
pectations of (Aij)0≤i≤j<∞ and of End(v
⊗[i,j])0≤i≤j<∞ are given by the same
formulas (cf. proposition 3.2 (ii,iii) and the proof of theorem 2.1). Thus
the above identifications End(u⊗[i,j]) ≃ Ai,j are Jones projections-preserving
and trace-preserving (the traces being particular cases of conditional expec-
tations). ✷
Lemma 4.7 w = uˆ and Qu = Q.
Proof. We first prove that w = UuˆU∗ for some unitary U . We know from
[34] that w is equivalent to uˆ. Let F ∈ Mn(C) be such that w = F uˆF−1.
By polar decomposition, we may assume that F is positive and we have to
prove that w = uˆ in this case. As w and u are unitaries
w = ((id⊗ κ)w)∗ = (F (id⊗ κ)(uˆ)F−1)∗ = F−1((id⊗ κ)uˆ)∗F = F−1uˆF
It follows that F 2 ∈ End(uˆ), so F ∈ End(uˆ) and w = F uˆF−1 = uˆ as desired.
As iα ∈ Hom(1, u ⊗ w) and iβ ∈ Hom(1, w ⊗ u), it is easy to see that
w = Qtu(Q−1)t. On the other hand w = UuˆU∗ and u = (Q−1u )
tuˆQtu, so
U∗Qt(Q−1u )
t ∈ End(uˆ). By polar decomposition both U∗ and Qt(Q−1u )t are
in End(uˆ). As U∗ ∈ End(uˆ), we get the first assertion w = UuˆU∗ = uˆ. The
other relation Qt(Q−1u )
t ∈ End(uˆ) shows that
[Qtuu(Q
−1
u )
t]Qt(Q−1u )
t = Qt(Q−1u )
t[Qtuu(Q
−1
u )
t]
It follows that (QQ−1u )
t ∈ End(u), so QQ−1u ∈ End(u). Thus the condition
(iv) in lemma 1.2 is satisfied. Also Q is positive, so for proving Q = Qu it
is enough to show that Tr(Q−2.) = Tr(Q2.) on End(u). Indeed, proposition
3.2 shows that the expectation π01(A01) → π00(A00) = C is Tr(Q2.), and
that the expectation π01(A01) → π11(A11) = C is Tr(Q−2.). As both expec-
tations coincide with the trace on π01(A01), and as π01(A01) = End(u), we
get Tr(Q−2.) = Tr(Q2.) on End(u). ✷
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5 From Woronowicz algebras to Popa sys-
tems and back
Let X be the set of pairs (Woronowicz algebra, corepresentation) and Y be
the set of pairs (Popa system, normalised representation). In theorem 2.1 we
constructed a map L : X → Y by
L(A, u) = (End(u⊗[i,j])0≤i≤j<∞, π)
where π is the canonical representation (see example 3.1). The Theorem 3.1
says that L is surjective. Moreover, the proof of theorem 3.1 was as follows
- to any a ∈ Y we have associated a certain category R; then the universal
R−admissible pair R(a) := (A, u) was shown to satisfy L(A, u) = a. The
map R : Y → X being a section for L, it follows that the composition
RL : X → X
is a projection. We give in this section an explicit description of RL.
First of all we will give more precise definitions for X and Y . We begin
with X . For simplicity we restrict attention to the pairs (A, u) satisfying the
conditions (w1-3) in the first section. We will use the following special type
of morphisms:
Definition 5.1 If (A, u) and (B, v) satisfy (w1-3), a strong morphism from
(A, u) to (B, v) is a ∗-algebra morphism f : As → Bs such that (id⊗f)u = v.
This definition has to be understood as follows. If u ∈ Mn(As) and
v ∈ Mm(Bs) with m 6= n there is no strong morphism between (A, u) and
(B, v). If m = n then there exists at most one strong morphism, which has
to send uij 7→ vij for any 1 ≤ i, j ≤ n. Example: if G =< g1, ..., gn >
and H =< h1, ..., hm > are finitely generated discrete groups, there exists a
strong morphism
(C∗(G), diag(ug1, ..., ugn))→ (C∗(H), diag(uh1, ..., uhm))
iff m = n and there exists a group morphism G → H sending gi 7→ hi for
every i. Note also that C∗(G) and C∗red(G) are strongly isomorphic; more
generally, given any (A, u), if Ap and Ared are the full and reduced version of
A, then (A, u), (Ap, u), (Ared, u) are strongly isomorphic (see [33],[1]).
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The following consequence of the uniqueness of strong morphisms will be
used several times: if f : (A, u) → (B, v) and g : (B, v) → (A, u) are strong
morphisms, then f and g are both strong isomorphisms.
We define X to be the category of pairs (A, u) satisfying (w1-3), with the
strong morphisms. Y is by definition the set of quadruples consisting of a
Popa system (Aij)0≤i≤j<∞, a Hilbert space H , a positive operator Q ∈ L(H),
and a representation π of (Aij)0≤i≤j<∞ on H as in definition 3.2, with the
obvious notion of equality for such quadruples. Let us first give the abstract
description of the map RL.
Proposition 5.1 To any pair (A, u) satisfying (w1-3) we associate a cate-
gory C(A, u) in the following way:
- the objects of C(A, u) are the pairs (B, v) satisfying (w1-3) and such
that L(B, v) = L(A, u).
- the arrows of C(A, u) are the strong morphisms.
Then RL(A, u) is the (unique) universally repelling object of C(A, u).
Proof. Consider the Popa system End(u⊗[i,j])0≤i≤j<∞ together with its
canonical normalised representation π. Let R be the category defined in
the fourth section, so that RL(A, u) is the universal R−admissible pair. By
definition of R and of C(A, u) we see that every element of C(A, u) is an
R−admissible pair, so the assertion is just a translation of the universal
property of the universal admissible pair (the unicity up to strong isomor-
phism is clear from the unicity of strong morphisms). ✷
We will need the following results on free products of discrete quantum
groups [27]. If A and B are Woronowicz algebras, so is their free product
A∗B (= coproduct in the category of unital C∗-algebras). Irr(A∗B)−{1} is
then the set of alternating products of elements of Irr(A)−{1} with elements
of Irr(B)−{1}. The Haar measure of A∗B is the free product h∗k of Haar
measures h of A and k of B. If ∗red denotes the reduced free product with
respect to h ∗ k, then A ∗red B is also a Woronowicz algebra (which is equal
to the reduced version of the Woronowicz algebra A ∗ B). The C∗-algebras
Ared and Bred are embedded in A∗redB, and are free in the sense of [26] with
respect to h ∗ k.
Consider the Woronowicz algebra C∗(Z) and let z be the unitary ofC∗(Z)
corresponding to the generator 1 of Z; it is a one-dimensional corepresenta-
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tion of C∗(Z). Recall that we have a canonical isomorphism C∗(Z) ≃ C(T),
which maps z to the function T ∋ x 7→ x ∈ C.
Theorem 5.1 To any pair (A, u) satisfying (w1-3) we associate a pair (A˜, u˜)
satisfying (w1-3) in the following way: A˜ is the C∗-subalgebra of C∗(Z) ∗ A
generated by the entries of the matrix u˜ := zu. Then (A˜, u˜) is (strongly
isomorphic to) the universally repelling object RL(A, u) of C(A, u).
We begin with a few remarks on the operation (A, u) 7→ (A˜, u˜). First, as
u˜ is a corepresentation of C∗(Z) ∗ A, the comultiplication and the antipode
of A˜ are the restrictions of the ones of C∗(Z) ∗ A. Note however that the
C∗-algebra A˜ depends on both u and A. The reduced version A˜red is the
C∗-subalgebra of C∗(Z) ∗red A generated by the entries of the matrix zu.
Note that the full version A˜p may be different from A˜. Of course, (A˜p, u˜),
(A˜, u˜) and (A˜red, u˜) are strongly isomorphic.
Lemma 5.1 (i) (A, u) 7→ (A˜, u˜) is functorial.
(ii) There exists a strong morphism (A˜, u˜)→ (A, u).
(iii) ( ˜˜A, ˜˜u) and (A˜, u˜) are strongly isomorphic.
Proof. As there is at most one strong morphism between two objects,
point (i) states precisely that if (A, u) and (B, v) are such that there exists
a strong morphism f : (A, u)→ (B, v), then there exists a strong morphism
(A˜, u˜) → (B˜, v˜). Such a strong morphism f˜ may be constructed in the
following way : f˜ is the restriction to A˜s of the C
∗-morphism ψ : C∗(Z)∗A→
C∗(Z) ∗B defined by ψ |C∗(Z)= id and ψ |A= f .
A strong morphism as in (ii) could be constructed as the restriction to
A˜s of the C
∗-morphism ψ : C∗(Z)∗A→ A defined by ψ |C∗(Z)= ε |C∗(Z) (the
counit of C∗(Z)) and ψ |A= idA.
For (iii) note that ˜˜As is the ∗-subalgebra of C∗(Z) ∗C∗(Z) ∗A generated
by the entries of ˜˜u = z′zu, so a strong morphism (A˜, u˜) → ( ˜˜A, ˜˜u) could be
constructed as the restriction to A˜s of the C
∗-morphism φ : C∗(Z) ∗ A →
C∗(Z) ∗C∗(Z) ∗ A defined by φ |C∗(Z)= z′zε |C∗(Z) and φ |A= idA. Now (iii)
follows from (ii) and from the unicity of the strong morphisms. ✷
We have to prove that the functor (A, u) 7→ (A˜, u˜) “keeps fixed the as-
sociated Popa system” and “destroys the rest of the structure”. The first
assertion is easy and is the next lemma; the other assertion will follow from
proposition 5.1 and from the isomorphism criterion in proposition 5.2.
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Lemma 5.2 Qu˜ = Qu, ̂˜u = uˆz∗, and L(A˜, u˜) = L(A, u).
Proof. The first two assertions are clear from lemma 1.2. Now using
u˜ = zu, ̂˜u = uˆz∗ and zz∗ = z∗z = 1 we find that for every x ∈ N∗2alt,
u˜⊗x = zmu⊗xzn
for some m,n ∈ {−1, 0, 1}. Thus End(u˜⊗x) = End(u⊗x) for any alternating
word x, and this proves L(A˜, u˜) = L(A, u). ✷
Lemma 5.3 Let f : (A, u)→ (B, v) be a strong morphism. If
dim(Hom(u⊗x, u⊗y)) = dim(Hom(v⊗x, v⊗y))
for any x, y ∈ N∗2, then f is a strong isomorphism.
Proof. Let f∗ be the map induced by f at the level of classes of corepre-
sentations. Let y be an arbitrary element of N∗2. Write u⊗y =
∑
miri, with
mi > 0 and ri irreducible and disjoint. Then
v⊗y = (f∗u)
⊗y = f∗(u
⊗y) =
∑
mif∗(ri)
By [33] we have dim(End(u⊗y)) =
∑
m2i , and dim(End(v
⊗y)) ≥ ∑m2i , with
equality iff the f∗(ri)’s are irreducible and disjoint. As dim(End(u
⊗y)) =
dim(End(v⊗y)), the f∗(ri)’s have to be irreducible.
Also from dim(Hom(1, u⊗y)) = dim(Hom(1, v⊗y)) we get that ri 6= 1
implies f∗(ri) 6= 1. As every irreducible corepresentation ofA appears in some
tensor product of the form u⊗y (see [33]) we find that f∗ maps Irr(A)− {1}
into Irr(B)− {1}.
Now let a ∈ As be arbitrary. Write a = λ1 + ∑ ai, with λ ∈ C and
with ai= coefficients of irreducible non-trivial corepresentations of A (cf.
[33]). Then f(a) = λ1 +
∑
f(ai), and by the above result the f(ai)’s are
coefficients of irreducible non-trivial corepresentations of B. Now if hA, hB
are the Haar measures of A and B, it follows that hB(f(a)) = λ = hA(a).
Thus the equality hBf = hA holds on As, and by positivity we get that the
restriction of f to As is injective. ✷
Proposition 5.2 Let f : (A, u)→ (B, v) be a strong morphism. If
dim(End(u⊗x)) = dim(End(v⊗x))
for any x ∈ N∗2alt, then (A˜, u˜) and (B˜, v˜) are strongly isomorphic.
30
Proof. By functoriality (lemma 5.1. (i)), the conclusion will follow from
lemma 5.3 once we will prove that
dim(Hom(u˜⊗x, u˜⊗y)) = dim(Hom(v˜⊗x, v˜⊗y))
for any x, y ∈ N∗2. In turn, this is equivalent to the following statement:
If (A, u) satisfies (w1-3) then the numbers dim(Hom(u˜⊗x, u˜⊗y)) (with
x, y ∈ N∗2) depend only on the numbers dim(End(u⊗x)) (with x ∈ N∗2alt).
We will use the following key remark (see also [3]). If (B, v) satisfies
(w1-3) then by the orthogonality formulas for characters in [33] we have
dim(Hom(v⊗x, v⊗y)) = hχ(v⊗xy) = h(χ(v)xy) (⋆)
where h ∈ B∗ is the Haar measure and χ is the character of corepresentations
(and where χ(v)z denotes the image of z ∈ N∗2 by the morphism of involutive
monoids N∗2 → (B, ·, ∗) defined by α 7→ χ(v)). Thus the numbers (⋆) are
the ∗-moments of the non commutative random variable χ(v) ∈ (B, h) in the
sense of [26].
By [27], z and χ(u) are ∗-free in C∗(Z) ∗A with respect to its Haar mea-
sure, so (χ(u˜), χ(u˜)∗) = (zχ(u), χ(u)∗z∗) is an R-diagonal pair in the sense
of [15]. By [15], formula (1.12) the determining series of the R-transform of
(χ(u˜), χ(u˜)∗) depends only on the R-transform of χ(u)χ(u)∗. This means
that the ∗-moments of χ(u˜) depend only on the moments of χ(u)χ(u)∗.
But the above remark shows that the ∗-moments of χ(u˜) are the numbers
dim(Hom(u˜⊗x, u˜⊗y)) (with x, y ∈ N∗2), and that the moments of χ(u)χ(u)∗
are the numbers dim(End(u⊗x)) with x ∈ N∗2alt. ✷
Proof of theorem 5.1. Let (B, v) be the universally repelling object of
C(A, u). By its universal property we get a strong morphism (B, v)→ (A, u),
and as L(B, v) = L(A, u), proposition 5.2 applies and shows that (A˜, u˜) and
(B˜, v˜) are strongly isomorphic.
Lemma 5.2 shows that (B˜, v˜) ∈ C(A, u), so by the universal property of
(B, v) we get a strong morphism (B, v) → (B˜, v˜). Together with lemma 5.1
(ii) and with the unicity of strong morphisms, this shows that (B, v) and
(B˜, v˜) are strongly isomorphic. ✷
The operation (A, u) 7→ (A˜, u˜) seems to be interesting, and we end this
section with a complete computation for discrete groups, and with a few
remarks, to be proved somewhere else.
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Proposition 5.3 If Γ is a discrete group generated by g1, ..., gn then
(C˜∗(Γ), d˜iag(ug1, ..., ugn)) ≃ (C∗(Γ˜), diag(uzg1, ..., uzgn))
where Γ˜ is the subgroup of Z∗Γ generated by zg1, ..., zgn and z is the generator
of Z. The group Γ˜ could be computed as follows - if H is the subgroup of Γ
generated by {g−1i gj | i, j = 1...n} then:
(i) if H = Γ then Γ˜ = Z ∗ Γ.
(ii) if H 6= Γ then there exists an isomorphism Γ˜→ Z∗H sending zg1 7→ z
and zgi 7→ g−11 gi for i = 2, ..., n.
Proof. As Γ˜ =< zg1, (zg1)(g
−1
1 g2), ..., (zg1)(g
−1
1 gn) >=< zg1, H > there
are two cases:
(i) if H = Γ then g1 ∈ H , so z ∈ Γ˜, so Γ˜ = Z ∗ Γ.
(ii) if H 6= Γ then g1 /∈ H . Let Y be the subgroup generated in Z ∗ Γ by
zg1. We have to prove that Y and H are free in Z ∗ Γ. Suppose that there
exist yi ∈ Y − {1} and hi ∈ H − {1} such that y1h1y2h2... = 1. Choose such
a product P having a minimal number of z’s and z−1’s in its decomposition.
It’s easy to see that P is a product of z, z−1’s alternating with terms of the
form g1, g
−1
1 , hi, g1hi, hig
−1
1 or g1hig
−1
1 . As P = 1 and z is free from Γ, at least
one of these terms has to be equal to 1. But the only terms which can be
equal to 1 are the ones of the form g1hig
−1
1 , which can only appear between
a z and a z−1. Now by deleting zg1hig
−1
1 z
−1 from P we get another product
equal to 1 which has less z’s and z−1’s, contradiction. ✷
Remarks. For A = C(G) with G compact non-abelian the Woronowicz al-
gebra A˜ is harder to describe. Note however that by [3] we have C˜(SU(2)) =
Au(I2); in fact this result, as well as its generalisation A˜o(F ) = Au(F ) may
be deduced from theorem 5.1.
For any pair (A, u) satisfying (w1-3) let A− be the C∗-subalgebra of A
generated by the the entries of the matrix u− := uˆ ⊗ u. Then (A−, u−)
satisfies (w1-3) and it is easy to see that (A˜−, u˜−) = (A−, u−). It is in-
teresting to note that in proposition 5.3, Γ˜ is isomorphic to Z ∗ H in all
cases. This could be interpreted in the following way: if (A, u) is of the form
(C∗(Γ), diag(ug1, ..., ugn)) then A˜ ≃ C∗(Z) ∗ A−. This kind of free product
decomposition of A˜ is not available in general, but is valid for instance if
the trivial representation is contained in an alternating product of the form
u⊗ uˆ⊗ ...⊗ uˆ (the proof is similar to the one of proposition 5.3 (i)).
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It is also possible in some of the remaining cases to obtain free product
decompositions vN(A˜) ≃ vN(Z) ∗ vN(A−) at the level of von Neumann
algebras (see theorem 6 in [3]; the argument in its proof works for any (A, u)
such that the Haar measure of A is a trace and such that the polar part of
some coefficient of u is unitary).
The simplicity results in [3] may also be extended - if the trivial represen-
tation is not contained in any alternating product of the form u⊗ uˆ⊗ ...⊗ uˆ,
one can show (first by studying the operation Irr(A) 7→ Irr(A˜), then by
applying proposition 8 in [3]) that the reduced version of A˜ is simple, with
at most one trace.
6 Amenability
In this section we prove a Kesten type result for the (discrete quantum groups
represented by) Woronowicz algebras. This will give a characterisation of the
amenable Popa systems of the form End(u⊗[i,j])0≤i≤j<∞.
Definition 6.1 Let A be a Woronowicz algebra and let h ∈ A∗ be its Haar
measure. Define Ared = A/{x ∈ A | h(x∗x) = 0} and Ap = envelopping C∗-
algebra of As. Then Ap and Ared are Woronowicz algebras, called the full and
the reduced version of A [33],[1]. A is said to be amenable (as a Woronowicz
algebra) if the canonical surjection Ap → Ared is an isomorphism.
Examples. If Γ is a discrete group then the Woronowicz algebra C∗(Γ) is
amenable if and only if Γ is amenable. If G is a compact group then the
Woronowicz algebra C(G) is clearly amenable (while this is not related to
the fact that G is amenable). See [1],[5] for the analogue of the Pontriagyn
duality and for the two dual notions of amenability.
We restrict the attention to the Woronowicz algebras satisfying (w1-3)
for some corepresentation u (these are the ones which represent the discrete
quantum groups “of finite type”). We recall that the character of a finite
dimensional corepresentation r ∈ L(V )⊗ As is χ(r) = (Tr ⊗ id)r.
Theorem 6.1 (G. Skandalis) Assume that (A, u) satisfies (w1-3) with u ∈
Mn(A), and let X ⊂ R be the spectrum of Re(χ(u)) ∈ Ared.
(i) X ⊂ [−n, n].
(ii) The Woronowicz algebra A is amenable if and only if n ∈ X.
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Proof. (i) is clear, as all entries of the unitary u are of norm ≤ 1.
(ii,=⇒) The counit of As extends to the full version as a C∗-morphism
Ap → C which sends n−Re(χ(u)) 7→ 0. Thus n−Re(χ(u)) is not invertible
in Ap, nor in Ared = Ap if A is amenable.
(ii,⇐=) Embed isometrically Ared →֒ B(l2(A)) by the left regular repre-
sentation. The matrix u being unitary, its coefficients have norms ≤ 1. In
particular for all i the operator αi := 1− Re(uii) is positive.
Assume that n is in the spectrum of Re(χ(u)), i.e. that the positive
operator
∑
i αi is not invertible. Then there exists a sequence ξk of norm one
vectors in l2(A) such that < (
∑
i αi)ξk, ξk >→ 0. As all < αiξk, ξk >’s are
positive, we get < αiξk, ξk >→ 0 for all i and by using the equality
|| (1− x)ξ ||2= 2 < (1− Re(x))ξ, ξ > + || xξ ||2 −1
valid for every x and norm one vector ξ we get || uiiξk − ξk ||→ 0 for all i.
Now let Mn(Ared) act on C
n⊗ l2(A). As u is unitary || u(ej⊗ ξk) ||= 1 for
all j (where {e1, ..., en} is the canonical basis of Cn). Thus ∑i || uijξk ||2= 1,
and as || uiiξk − ξk ||→ 0 we get || uijξk ||→ 0 if i 6= j.
These results could be summarized as || uijξk−δijξk ||→ 0 for all i, j. Now
let ε : Ap → C be the counit, π : Ap → Ared be the canonical projection and
consider the set M of elements of Ap satisfying
|| π(x)ξk − ε(x)ξk ||→ 0
M is clearly a closed ∗-subalgebra of Ap, and contains all the coefficients of
u, so M = Ap and proposition 5.5 in [5] shows that A is amenable. ✷
Theorem 6.2 If v is a corepresentation of a Woronowicz algebra A and if
B is the C∗-subalgebra of A generated by the coefficients of v ⊗ vˆ then the
following are equivalent:
(i) End(v⊗[i,j])0≤i≤j<∞ is amenable.
(ii) The Woronowicz algebra B is amenable and its Haar measure is a
trace.
Proof. Recall that a Popa λ-system is amenable if the norm of its principal
graph is λ−1/2. Let Γ be the principal graph of End(v⊗[i,j])0≤i≤j<∞ and
λ := d(v)−2. Let also u := v ⊗ vˆ and consider the lattice
End(u⊗[i,j])0≤i≤j<∞ = End(v
⊗[i,j])0≤i≤j<∞,i+j even
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and denote by Γ′ its principal graph. Then || Γ′ ||=|| Γ ||2, and d(u) = d(v)2
by lemma 1.3, so the amenability of End(v⊗[i,j])0≤i≤j<∞ is equivalent to the
equality
|| Γ′ ||= d(u)
As 1 ∈ u = uˆ (as equivalence classes of corepresentations) we see that every
element of Irr(B) is a subcorepresentation of u⊗n, ∀n ≥ N , for some N ∈ N.
By identifying the vertices of Γ′ with minimal central projections in the
algebras End(u⊗n), thus with irreducible subcorepresentations of u⊗n, we
see that both sets of even and odd vertices are equal to Irr(B). Thus the
norm of Γ′ is equal to the norm of the matrix
M := (dim(Hom(r ⊗ u, p)))r,p∈Irr(B)
Now dim(Hom(r ⊗ u, p)) =< χ(u)χ(r), χ(p) >, where <,> is the scalar
product associated to the Haar measure on the algebra of characters Bcentral
(see [33]). Thus M is the multiplication by χ(u) in Bcentral, so the norm ofM
is equal to the norm of χ(u) in Bred. After all these identifications, we have
the following equalities and inequalities (where the inequalities are clear):
|| Γ′ ||=||M ||=|| χ(u) ||Bred≤ dim(u) ≤ d(u)
Now dim(u) = d(u) iff the Haar measure of B is a trace (see example 1.1),
and by theorem 6.1 || χ(u) ||Bred= dim(u) iff B is amenable (note that χ(u) =
χ(v)χ(v)∗ is positive). ✷
Corollary 6.1 If End(v⊗[i,j])0≤i≤j<∞ is amenable then its index is the square
of an integer. ✷
It is somehow clear from the proof of theorem 6.2 that the notion of
amenability of a Woronowicz algebra A depends only on its corepresentation
theory. This remark will give us the co-amenability of the q-deformations.
More precisely, this will follow from the following consequence of theorem
6.1, which seems to have its own interest: it gives for instance information (a
lower bound for dimensions) on the fiber functors on the monoidal category
of corepresentations of an amenable Woronowicz algebra (see also examples
1.3., 1.4, and the concluding remarks in the introduction).
We recall that if A is a Woronowicz algebra, the fusion semiring R+(A)
is the semiring whose elements are equivalence classes of finite dimensional
corepresentations of A, and whose operations are the sum and tensor product
of (classes of) corepresentations.
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Proposition 6.1 Assume that (A, u) and (B, v) satisfy (w1-3) and that
there exists an isomorphism of semirings f : R+(A) → R+(B) sending
u 7→ v. If the Woronowicz algebra A is amenable then dim(f(r)) ≥ dim(r),
∀ r ∈ R+(A), and the following conditions are equivalent.
(i) dim(f(r)) = dim(r), ∀ r ∈ R+(A).
(ii) dim(v) = dim(u).
(iii) The Woronowicz algebra B is amenable.
Proof. Step I. We prove that Spec(Re(χ(u))) = Spec(Re(χ(v))). By [33]
R+(A) and R+(B) are (as additive monoids) the free monoids on Irr(A)
and Irr(B) respectively, and it follows that f maps Irr(A) onto Irr(B).
Let us prove now that f is an isomorphism of involutive semirings, i.e. that
f(rˆ) = f̂(r) for any r ∈ R+(A). For r ∈ Irr(A) this is clear, as rˆ may
be characterised as being the unique p ∈ Irr(A) such that there exists q ∈
R+(A) with r⊗ p = q+1. The general case follows by complete reducibility.
Now by functional calculus the spectrum of Re(χ(u)) ∈ Ared is the sup-
port of its spectral measure µ with respect to the Haar measure h of Ared,
which in turn is uniquely determined by its moments
µ(Xk) = h[Re(χ(u))k] = 2−kdim(Hom(1, (u+ uˆ)⊗k))
hence by the isomorphism class of the pointed involutive semiring (R+(A), u).
The equality of spectra follows.
Step II. We prove that dim(f(r)) ≥ dim(r), ∀ r ∈ R+(A). Firstly, by
theorem 6.1 and by step I. we get dim(v) ≥ dim(u).
For any corepresentation r of A let C∗(r) be the C∗-subalgebra of A
generated by the coefficients of r. Then (by fixing a basis making r unitary)
(C∗(r), r) satisfies (w1-3). As A is amenable, C∗(r) is also amenable (see
[1],[5], in fact this could be deduced also from theorem 6.1). The inequality
dim(f(r)) ≥ dim(r) follows by replacing (A, u) with (C∗(r), r).
Step III. The equivalences are clear: (i) =⇒ (ii) is trivial, (ii) =⇒ (iii)
follows from theorem 6.1 and from step I., and if (iii) is satisfied, then by
interchanging (A, u) and (B, v) we get the reverse inequalities in (i). ✷
Corollary 6.2 If G is one of the groups SU(n), Sp(2n) or Spin(n) and if
q > 0 then the Woronowicz algebra C(Gq) is amenable.
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Proof. By [22],[23] we have an isomorphism R+(C(Gq)) ≃ R+(C(G))
which preserves the dimensions. The assertion follows from (iii) ⇐⇒ (i)
in proposition 6.1 and from the fact that the Woronowicz algebra C(G) is
amenable (see definition 6.1). ✷
Note. For SU(n) this was done by Nagy in [14].
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