Abstract
Introduction
Document Clustering is a technique used in unsupervised document organization for identifying clusters or forming group of documents such that the documents in the same cluster are similar to one another than they are to the documents in other clusters. This technique can be used in information retrieval to automatically cluster large collection of documents by grouping similar type of documents together that helps user to browse retrieved results [1] .The basic idea being that objects within one group should provide higher degree of similarity.
There are many clustering techniques with the most popular one being k-mean algorithm [2] . k-means forms clusters for n objects based on the attributes into k partitions where k<n. The algorithm starts by partitioning the input points into k initial sets, either at random or using heuristic data. It then calculates the mean point or centroid of each set. It constructs a new partition by associating each point with the closest centroid. Then the centroids are recalculated for new clusters, and the algorithm is repeated by alternate application of these two steps until convergence is obtained. A very popular and efficient heuristic for K-means clustering is Lloyd's algorithm which is discussed in detail in [3] . This paper is composed of 4 sections in addition to the introduction. In Section 2, we give a background on kmean clustering algorithm and various similarity metrics. Section 3 gives an overview of our experiments with a small collection of documents. In Section 4, we provide some experimental results. Section 5 is the conclusion and future work.
Background
The objective of k-mean algorithm is to group n data points into k bins. Each data point x is represented as a vector of values (x 1 , x 2 , …, x m ) in an m-dimensional space. The simplest similarity metrics between two points x and y is their Euclidean distance. The algorithm begins with assigning k centroids choosen randomly in the space. All the points in the data set are assigned to a centroid that is nearest to it forming clusters .Once this initial arrangement is done, the next step will be to recalculate the centroid in each cluster by finding the center of the cluster from first step. This centroid is the point that is equidistant from all the points in that cluster. The next step is to again assign each point in the data set to the centroid in each cluster by finding the minimum distance between each point and every cluster and choosing the one with the minimum distance. Once again new centroid for every cluster is calculated. This looping is repeated until k centroids do not change their location.
The diagrammatic representation of K-means algorithm is shown below [2] : K-means algorithm results largely depend on 3 factors:
1. The value of k (number of clusters) 2. Choosing the centroids ( either randomly or using some function ) 3. The distance metric used for calculating distance between the data object and the centroid which is the main objective of this paper.
Distance function or Metrics is defined as the distance between elements in a space. The performance of many learning and data mining algorithm depends on choosing a good metric over input data. A distance metrics as said in [4] , d (X, Y) is a function or algorithm for calculating a distance between two objects X and Y having following properties:
1. It is always positive or zero.
2.
The distance from a document to itself is zero.
3.
It obeys inequality property of a triangle. For any three points X, Y, Z, .
Anything that obeys these 3 properties is a distance metric. Most commonly used distance metric is Euclidean distance given by Distance measures dissimilarity. Similarity is quantity that reflects the strength of relationship between two objects whereas dissimilarity measures the discrepancy between two objects.
Here is a brief overview of other distance metrics used in this paper along with some explanation:
1)
Bray-Curtis distance: braycurtis(u,v) distance between two vectors u and v , is defined as 
4) Cosine distance:
The most popular distance metrics for text clustering is the cosine of the angle between the two vectors given by the following formula:
where θ refers to the angle between two vectors. For example, the cosine between two vectors (1,2,3), and (3,5,7) is (1*3 +2*5+3*7) / sqrt(1+4+9) * sqrt(9+25+49).
This ratio defines the cosine angle between the vectors, with values between 0 and 1. As the angle between vectors lessens the Cosine angle approaches to1 i.e when angle becomes 0 it will be 1.
5)Variational distance:
The variational distance metric is a measure used to quantify the difference between probability distributions given by 6)Chi-Square distance: The distance between Q and V for Chi-Square distance is given by
7) Trigonometric distance:
The distance between vectors u and v for trigonometric distance is given by Dist (u,v) = Sqrt (2 * (S-u)(S-v)), where S is the average of vectors u and v.
Different similarity functions produce different clusters for k-means depending on the size of the vectors and the data used. In this paper, we modify k-means algorithm with above discussed metrics and form clusters and also calculate which metrics works better. As the data set gets large, the metrics with a dot product in the function does not give good results because of clashes for 0's in finding term weights. In information retrieval applications sometimes, the ratio is calculated to normalize the length of documents since long documents tend to have large term frequencies [5] . Similarity function plays a major role in information processing tasks to rank items according to their similarity to some query. The Quality of the similarity directly determines the quality of clusters formed.
Experiments
In the section, we concentrate on clustering electronic documents into bins based on the clusters formed. We apply k-Means over the documents after preprocessing. The k-means algorithm takes n-dimensional vector points as inputs and returns clusters formed. Documents used in this Reuters collection are in "Standard Generalized Markup Language" format. All the markup tags are removed to parse the documents using a parser [7] to take the information inside the body tag into a new file. The text corpus was then tokenized using the method described in [8] . This process includes removing the punctuations and case folding.
Next after tokenization, we remove all the stop words. Stop words are words with no content such as is, of, an the, etc. We used the standard 416 stop words from the Brown Corpus. Finally all the words stemmed using Porter Stemmer [9] . We further used a simple dimensionality reduction by eliminating high and low document frequency words to reduce the size of the dictionary.
Term Frequency (TF) and Inverse Document Frequency (IDF) are factors often used in text mining and information retrieval. It is a measure of how important a word is to a document [10] . Term Frequency is defined as the total count of word that is repeated in a document. Inverse Document Frequency is defined as the total number of documents containing the term. The term frequency is given by Where n i, j is the number of times the term t i occurs in document d j and the denominator is the sum number of times all the terms occur in document d j . The inverse document frequency is obtained by dividing the number of documents in the collection divided by the number of documents containing the term, and then the logarithm of that quotient given by Here, |D| is the total number of documents in the collection is the number of documents where the term t i appears (that is n i,j is not equal to 0. If the term is not in the collection, this will lead to a division by zero. Therefore it is common to use . Then TF-IDF is defined by In this experiment each document was represented as a vector of TF-IDF values of all the words in the lexicon. These vectors were then fed into the k-mean algorithm, for our experiments.
Experimental Results
The vectors as defined in the previous section results in ndimensional vectors with each row representing a vector/document and each column represented a term in the collection. . This vector is fed as input to k-means algorithm to form clusters. The k-means algorithm is further modified with different distance metric to form clusters. As discussed above, k-means algorithm is implemented over the result matrix where each document has a weighted term value. The factors as mentioned earlier that could be varied while implementing the algorithm to produce clusters are:
1. Number of clusters 2. Number of iterations 3. The distance metric used for finding distance between the point and the cluster centroid Based on above factors the numbers of clusters are varied to get desired results. Clusters were varied from 5 to 10 along with the six different distance metrics; here six different distance functions were implemented. We form clusters for 304 documents represented as vectors.
The important question here is how to determine the quality of clusters formed with different similarity metrics. One way of doing this is to manually examine each cluster and decide on the quality of clusters. We decided that the best way to check the quality of clusters is to see if documents from the specific Reuter categories fall in the same cluster.
Consider the clusters formed by Chi-Square distance as shown in Table 3 . Here there are 5 clusters. Similar calculations were done for other similarity metrics Canberra and Euclidean distances produced 70% efficiency.
Conclusion and Future Work
The rationale behind this experiment was to find the effects of different distance functions on document clustering using k-means algorithm. Several experiments were conducted on Reuters 21578 collection set using kmeans clustering implementation as discussed in this paper. Based on our analysis, we conclude that that ChiSquare works best for the document collection with efficiency around 80 % followed by Canberra and Euclidean distances with 70 %. The results also indicate that the distance metrics like Bray-Curtis, Variational and Trigonometric function didn't produce good results.
This experiment focused on using limited document set from Reuter's collection but can be expanded to larger document collection in the future research work. Other distance metrics can also be used apart from the few discussed here for clustering documents.
