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In the present paper an inﬁnite family of new compactly supported non-Haar p-
adic wavelet bases in L2(Qnp) is constructed. These bases cannot be constructed in
the framework of any of known theories. We use the wavelet bases in the following
applications: in the theory of p-adic pseudo-differential operators and equations. The
connections between wavelet analysis and spectral analysis of p-adic pseudo-differential
operators is studied. We derive a criterion for a multidimensional p-adic wavelet
function to be an eigenfunction for a pseudo-differential operator and prove that our
wavelets are eigenfunctions of the fractional operator. p-Adic wavelets are used to
construct solutions of linear (the ﬁrst and second order in t) and semi-linear evolutionary
pseudo-differential equations. Since many p-adic models use pseudo-differential operators
(fractional operator), our results can be intensively used in these models.
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1. Introduction
According to the well-known Ostrovsky theorem, there are two equal in rights “universes”: the real “universe” and the
p-adic one. The real “universe” is based on the ﬁeld R of real numbers, which is deﬁned as the completion of the ﬁeld of
rational numbers Q with respect to the usual Euclidean distance between rational numbers. In turn, the p-adic “universe”
is based on the ﬁeld Qp of p-adic numbers, which is deﬁned as the completion of Q with respect to the p-adic norm | · |p .
This norm is deﬁned as follows: if an arbitrary rational number x = 0 is represented as x = pγ mn , where γ = γ (x) ∈ Z and
the integers m, n are not divisible by p, then
|x|p = p−γ , x = 0, |0|p = 0. (1.1)
The norm | · |p satisﬁes the strong triangle inequality |x+ y|p max(|x|p, |y|p) and is non-Archimedean.
During a few hundred years theoretical physics has been developed on the basis of real (and later also complex) numbers.
However, in the last 20 years the ﬁeld of p-adic numbers Qp (as well as its algebraic extensions) has been intensively used
in theoretical and mathematical physics, stochastics, cognitive sciences and psychology [7–9,14–16,19,25,29,39–41] (see also
the references therein). However, since p-adics is a young area there are many insuﬃciently studied problems which have
been intensively studied in the real “universe”. One of them is the p-adic wavelet theory.
Nowadays it is diﬃcult to ﬁnd an engineering area where wavelets (in the real setting) are not applied. There is a general
scheme for the construction of wavelets in the real setting, which was developed in the early nineties. This scheme is based
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2 A.Yu. Khrennikov, V.M. Shelkovich / Appl. Comput. Harmon. Anal. 28 (2010) 1–23on the notion of the multiresolution analysis introduced by Y. Meyer and S. Mallat [32,33]. The p-adic wavelet theory is now
in conceptual stage of investigation. In this theory the situation is as follows.
In 2002, S.V. Kozyrev [27] found a compactly supported p-adic wavelet basis for L2(Qp) which is an analog of the real
Haar basis:
θk; ja(x) = p− j/2χp
(
p−1k
(
p jx− a))Ω(∣∣p jx− a∣∣p), x ∈ Qp, (1.2)
k = 1,2, . . . , p − 1, j ∈ Z, a ∈ I p = Qp/Zp , where Ω(t) is the characteristic function of the segment [0,1] ⊂ R, the function
χp(ξx) is an additive character of the ﬁeld Qp for every ﬁxed ξ ∈ Qp (see Section 2). Kozyrev’s wavelet basis (1.2) is
generated by dilatations and translations of the wavelet functions:
θk(x) = χp
(
p−1kx
)
Ω
(|x|p), x ∈ Qp, k = 1,2, . . . , p − 1. (1.3)
Multidimensional p-adic bases obtained by direct multiplying out the wavelets (1.2) were considered in [3]. The Haar
wavelet basis (1.2) was extended to the ultrametric spaces in [17,18,28].
J.J. Benedetto and R.L. Benedetto [10], R.L. Benedetto [11] suggested a method for ﬁnding wavelet bases on the locally
compact abelian groups with compact open subgroups. This method is applicable for the p-adic setting. These authors did
not develop the multiresolution analysis (MRA). Their method is based on the theory of wavelet sets and only allows the con-
struction of wavelet functions whose Fourier transforms are characteristic functions of some sets (see [10, Proposition 5.1]).
The Kozyrev wavelet basis (1.2) can also be constructed in the framework of Benedettos’ approach [10, 5.1]. J.J. Benedetto
and R.L. Benedetto [10,11] discussed a possibility to construct other p-adic wavelets with the same discrete set of transla-
tions which do not form a group. In particular, R.L. Benedetto [11, p. 28] doubted that the MRA in p-adic setting could be
developed because discrete subgroups do not exist in Qp . Indeed, this fact seems to be an obstacle for the development of
a MRA theory.
To construct a p-adic analog of a classical MRA we need a proper p-adic reﬁnement equation. In our preprint [20], the
following conjecture was proposed: the equality
φ(x) =
p−1∑
r=0
φ
(
1
p
x− r
p
)
, x ∈ Qp, (1.4)
may be considered as a reﬁnement equation. A solution φ to this equation (a reﬁnable function) is the characteristic function
of the unit ball
φ(x) = Ω(|x|p), x ∈ Qp . (1.5)
Eq. (1.4) reﬂects natural “self-similarity” of the space Qp : according to formula (2.6), the unit ball B0(0) = {x: |x|p  1} is
represented by the sum of p mutually disjoint balls
B0(0) = B−1(0)∪
( p−1⋃
r=1
B−1(r)
)
,
where B−1(r) = {x: |x − r|p  p−1}. Eq. (1.4) is an analog of the reﬁnement equation generating the Haar MRA in the real
analysis. Using this idea, the notion of p-adic MRA was introduced and a general scheme for its construction was described
in [36]. This scheme was realized for construction 2-adic Haar MRA using (1.4) as the generating reﬁnement equation. In
contrast to the real setting, the reﬁnable function φ generating the Haar MRA is periodic, which never holds for real reﬁnable
functions. Due to this fact, there exist inﬁnitely many different orthonormal wavelet bases in the same Haar MRA [36]. One of
them coincides with Kozyrev’s wavelet basis (1.2). In [22] a wide class of reﬁnable test functions generating a p-adic MRA was
described. Next, it was proved in [1] that there exist no orthogonal test reﬁnable functions different from those described
in [22]. Moreover, it was proved in [1] (see also [2]) that all these reﬁnable functions generate the same Haar MRA. Thus,
in [36] all compactly supported 2-adic wavelet Haar bases were constructed.
It turned out that the above-mentioned p-adic wavelets are eigenfunctions of p-adic pseudo-differential operators [3–5,
20,21,27,28] (see also Section 4). Thus the spectral theory of p-adic pseudo-differential operators is related to the wavelet
theory. On the other hand, it is well-known that numerous models connected with p-adic differential equations use pseudo-
differential operators (see [15,25,39] and the references therein). This is closely related to the fact that for the p-adic analysis
associated with the mapping Qp → C, the operation of differentiation is not deﬁned, and as a result, many models connected
with p-adic differential equations use pseudo-differential operators, in particular, the fractional operator Dα (see the above-
mentioned papers and books). These two facts imply that the development of the wavelet theory is important since it gives
a new powerful technique for solving p-adic problems. Besides, the development of the p-adic wavelet theory is of great
interest by itself.
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The main goal of this paper is to construct an inﬁnite family of new compactly supported non-Haar p-adic wavelet bases in
L2(Qp). Another goal is to study the connections between wavelet analysis and spectral analysis of p-adic pseudo-differential
operators. In addition, we use our results to solve the Cauchy problems for p-adic pseudo-differential equations.
In Section 2, we present some facts from the theory of p-adic distributions [3,13,37–39].
In Section 3, non-Haar p-adic compactly supported wavelet bases are introduced. In Section 3.1, we present the non-Haar
basis (3.4) constructed in our preprint [20] (for the brief review see [21]). In Section 3.2, we construct inﬁnitely many
different non-Haar wavelet bases (3.23), (3.17), (3.18) which are distinct from the basis (3.4). Families of the above bases are
parametrized by the integer m 1. In particular, Kozyrev’s wavelet basis (1.2) coincides with the basis (3.4) for m = 1 (see
Remark 3.1). In contrast to (1.2), for the bases (3.4) and (3.23), (3.17), (3.18) the number of generating wavelet functions is
not minimal, for example, for p = 2 we have 2m−1 wavelet functions (instead of one as is the case for (1.2) and for classical
wavelet bases in the real analysis). According to Theorems 3.1, 3.2, 3.3, the bases (3.4) and (3.23), (3.17), (3.18) are non-Haar
type, since they cannot be constructed in the framework of the p-adic Haar MRA [36]. According to Remark 3.1, our non-
Haar wavelet basis (3.4) can be obtained by using the algorithm developed by Benedettos [10]. According to Remark 3.2,
our bases (3.23), (3.17), (3.18) cannot be constructed by Benedettos’ method [10] except for some particular cases. Thus, by
Theorem 3.3, we construct an inﬁnite family of new wavelet bases. We stress that the bases (3.23), (3.17), (3.18) described by
Theorem 3.3 are essentially different from those constructed in the papers [10,11,36].
As mentioned above, our one-dimensional non-Haar wavelet bases cannot be constructed by using the standard MRA
approach, i.e., it is impossible to introduce the corresponding multidimensional wavelet bases by means of the tensor
product of one-dimensional MRAs (this standard approach for the construction of multivariate wavelets was suggested by
Y. Meyer [34]). Thus, in Section 3.3, the n-dimensional non-Haar wavelet bases (3.26) and (3.31) are introduced as n-direct
products of the corresponding one-dimensional non-Haar wavelet bases.
All the above non-Haar wavelets belong to the Lizorkin space of test functions Φ(Qnp) introduced in Section 2.2. In
Section 3.4, the characterizations of the spaces of Lizorkin test functions and distributions in terms of wavelets are given
(see Lemma 3.1 and Proposition 3.1), which are very useful in solving p-adic pseudo-differential equations. The assertions
of the type of Lemma 3.1 and Proposition 3.1 were stated for ultrametric Lizorkin spaces in [6].
In Section 4, the spectral theory of one class of p-adic multidimensional pseudo-differential operators (4.1) (which were
introduced in [3]) is studied. In Sections 4.1, 4.2, we recall some facts on this class of pseudo-differential operators deﬁned
in the Lizorkin space Φ ′(Qnp). The class (4.1) includes the fractional operator ([37, §2], [38, III.4]) and the pseudo-differential
operators studied in [25,42,43] (see Remark 4.1). In Section 4.3, by Theorems 4.1, 4.2 the criterion (4.6) for multidimensional
p-adic pseudo-differential operators (4.1) to have multidimensional wavelets (3.26) and (3.31) as eigenfunctions is derived.
In particular, according to Corollaries 4.2–4.4, the multidimensional wavelets (3.26) and (3.31) are eigenfunctions of the
Taibleson fractional operator.
In Section 5, by using results of Sections 3, 4, we present the “variable separation method” (an analog of the classical
Fourier method) for solving p-adic evolutionary pseudo-differential equations. In our paper, this method is used to solve
the Cauchy problems for linear (5.2), (5.4), (5.17), (5.18) (the ﬁrst order in t), (5.21), (5.29) (the second order in t), and
semi-linear (5.30) evolutionary pseudo-differential equations. Note that the Cauchy problem (5.30) was solved in [5] for a
particular case. Eqs. (5.2), (5.4) are similar to classical parabolic equations. In particular, Eq. (5.4) is the heat type equation,
and Eqs. (5.18) and (5.30) are the linear and non-linear Schrödinger type equations, respectively. By Theorem 5.3 and
Corollary 5.2, respectively, the suﬃcient condition for solutions of the Cauchy problems (5.2) and (5.4) to stabilize as t → ∞
are derived. The criteria of stabilization for the solution of the homogeneous Cauchy problem (5.4) was derived in [25, 4.3].
The equations of such types are intensively used in applications (see, e.g., [8,9,25,39]). In particular, in [9], the simplest
p-adic pseudo-differential heat type equation ∂u(x,t)
∂t + Dαx u(x, t) = 0 was used in the models of interbasin kinetics of macro-
molecules. Here t is time (a real parameter), while the p-adic parameter x describes the hierarchy of basins. Thus, the
results of this section allow signiﬁcant advance in the theory of p-adic pseudo-differential equations and can be used in
applications.
According to Section 3, we construct the inﬁnite family (3.23), (3.17), (3.18) of a new type of p-adic wavelet bases which
cannot be constructed in the framework of any known theory. Namely, we can use neither standard p-adic MRA approach [36]
nor the theory of wavelet sets [10,11]. It is easy to see that formulas (3.23), (3.17), (3.18) do not describe all non-Haar wavelet
bases. Thus, there arises an important problem: to construct an analog of MRA scheme and describe all compactly supported
non-Haar wavelet bases.
2. Preliminary results in p-adic analysis
2.1. p-Adic functions and distributions
We shall systematically use the notation and results from [39]. Let N, Z, C be the sets of positive integers, integers, and
complex numbers, respectively.
Any p-adic number x ∈ QP , x = 0, is represented in the canonical form
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where γ = γ (x) ∈ Z, xk = 0,1, . . . , p − 1, x0 = 0, k = 0,1, . . . . The series is convergent in the p-adic norm | · |p , and one has
|x|p = p−γ . The fractional part of the number x ∈ Qp (given by (2.1)) is deﬁned as follows
{x}p =
{
0, if γ (x) 0 or x = 0,
pγ (x0 + x1p + x2p2 + · · · + x|γ |−1p|γ |−1), if γ (x) < 0. (2.2)
The space Qnp = Qp × · · · × Qp consists of the points x = (x1, . . . , xn), where x j ∈ Qp , j = 1,2, . . . ,n, n  2. The p-adic
norm on Qnp is
|x|p = max
1 jn
|x j|p, x ∈ Qnp, (2.3)
where |x j|p , x j ∈ Qp , is deﬁned by (1.1), j = 1, . . . ,n. Denote by Bnγ (a) = {x: |x − a|p  pγ } the ball of radius pγ with the
center at the point a = (a1, . . . ,an) ∈ Qnp and by Snγ (a) = {x: |x − a|p = pγ } = Bnγ (a) \ Bnγ−1(a) the corresponding sphere,
γ ∈ Z. For a = 0 we set Bnγ (0) = Bnγ and Snγ (0) = Snγ . For the case n = 1 we will omit the upper index n. Here
Bnγ (a) = Bγ (a1)× · · · × Bγ (an), (2.4)
where Bγ (a j) = {x j: |x j − a j |p  pγ } is a ball of radius pγ with the center at the point a j ∈ Qp , j = 1,2, . . . ,n.
Proposition 2.1. (See [39, I.3, Examples 1, 2].) The ball Bγ is represented by the sum of pγ−γ
′
disjoint balls Bγ ′ (a), γ ′ < γ :
Bγ = Bγ ′ ∪
⋃
a
Bγ ′(a), (2.5)
where a = 0 and a = a−r p−r + a−r+1p−r+1 + · · · + a−γ ′−1p−γ ′−1 are the centers of the balls Bγ ′ (a), 0 a j  p − 1, j = −r,−r +
1, . . . ,−γ ′ − 1, a−r = 0, r = γ ,γ − 1, γ − 2, . . . , γ ′ + 1. In particular, the ball B0 is represented as the sum of p disjoint balls
B0 = B−1 ∪
p−1⋃
r=1
B−1(r), (2.6)
where B−1(r) = {x ∈ S0: x0 = r} = r + pZp , r = 1, . . . , p − 1; B−1 = {|x|p  p−1} = pZp ; and S0 = {|x|p = 1} =⋃p−1r=1 B−1(r).
Here all the balls are disjoint.
We call coverings (2.5) and (2.6) the canonical coverings of the balls Bγ and B0, respectively.
A complex-valued function f deﬁned on Qnp is called locally-constant if for any x ∈ Qnp there exists an integer l(x) ∈ Z
such that
f (x+ y) = f (x), y ∈ Bnl(x).
Let E(Qnp) and D(Qnp) be the linear spaces of locally-constant C-valued functions on Qnp and locally-constant C-valued
functions with compact supports (so-called test functions), respectively; D(Qp), E(Qp) [39, VI.1, 2]. If ϕ ∈ D(Qnp), according
to Lemma 1 from [39, VI.1], there exists l ∈ Z such that
ϕ(x+ y) = ϕ(x), y ∈ Bnl , x ∈ Qnp .
The largest of the numbers l = l(ϕ) is called the parameter of constancy of the function ϕ . Let us denote by DlN (Qnp) the
ﬁnite-dimensional space of test functions from D(Qnp) with supports in the ball BnN and with parameters of constancy
 l [39, VI.2]. We have DlN (Qnp) ⊂ Dl
′
N ′ (Q
n
p), N  N ′ , l l′ .
Lemma 2.1. (See [39, VI.5, (5.2′)].) Any function ϕ ∈ DlN (Qnp) can be represented as the ﬁnite linear combination
ϕ(x) =
pn(N−l)∑
ν=1
ϕ
(
aν
)
l
(
x− aν), x ∈ Qnp,
where l(x − aν) = Ω(p−l|x − aν |p)](x) is the characteristic function of the ball Bnl (aν), and the points aν = (aν1 , . . . ,aνn ) ∈ BnN do
not depend on ϕ and are such that the bolls Bn(aν), ν = 1, . . . , pn(N−l) , are disjoint and cover the ball Bn .l N
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The Fourier transform of ϕ ∈ D(Qnp) is deﬁned by the formula
ϕˆ(ξ) = F [ϕ](ξ) =
∫
Qnp
χp(ξ · x)ϕ(x)dnx, ξ ∈ Qnp,
where dnx = dx1 · · ·dxn is the Haar measure such that
∫
|ξ |p1 d
nx = 1; χp(ξ · x) = χp(ξ1x1) · · ·χp(ξnxn); ξ · x is the scalar
product of vectors and χp(ξ j x j) = e2π i{ξ j x j}p are additive characters, {x}p is the fractional part (2.2) of the number x ∈ Qp .
The Fourier transform is a linear isomorphism D(Qnp) into D(Qnp) ([37, Lemma A], [38, III, (3.2)], [39, VII.2]). The Fourier
transform of a distribution f ∈ D′(Qnp) is the distribution fˆ = F [ f ] which is deﬁned by the relation 〈F [ f ],ϕ〉 = 〈 f , F [ϕ]〉,
for all ϕ ∈ D(Qnp).
Let A be a matrix and b ∈ Qnp . Then for a distribution f ∈ D′(Qnp) the following relation holds [39, VII, (3.3)]:
F
[
f (Ax+ b)](ξ) = |det A|−1p χp(−A−1b · ξ)F [ f (x)](A−1ξ), (2.7)
where det A = 0. According to [39, IV, (3.1)],
F
[
Ω
(
p−k| · |p
)]
(x) = pnkΩ(pk|x|p), k ∈ Z, x ∈ Qnp . (2.8)
In particular, F [Ω(|ξ |p)](x) = Ω(|x|p). Here Ω(t) is the characteristic function of the segment [0,1] ⊂ R.
2.2. p-Adic Lizorkin spaces
According to [3,4], the p-adic Lizorkin space of test functions is deﬁned as
Φ
(
Qnp
)= {φ: φ = F [ψ], ψ ∈ Ψ (Qnp)},
where Ψ (Qnp) = {ψ(ξ) ∈ D(Qnp): ψ(0) = 0}. The space Φ(Qnp) can be equipped with the topology of the space D(Qnp) which
makes it a complete space. The Lizorkin space Φ(Qnp) admits the following characterization.
Lemma 2.2. (See [3,4].)
(a) φ ∈ Φ(Qnp) iff φ ∈ D(Qnp) and
∫
Qnp
φ(x)dnx = 0.
(b) φ ∈ DlN (Qnp)∩Φ(Qnp), i.e.,
∫
BnN
φ(x)dnx = 0, iff ψ = F−1[φ] ∈ D−N−l (Qnp)∩Ψ (Qnp), i.e., ψ(ξ) = 0, ξ ∈ Bn−N .
Denote by Φ ′(Qnp) and Ψ ′(Qnp) the topological dual of the spaces Φ(Qnp) and Ψ (Qnp), respectively. We call Φ ′(Qnp) the
space of p-adic Lizorkin distributions. The space Φ ′(Qnp) can be obtained from D′(Qnp) by “sifting out” constants.
We deﬁne the Fourier transform of f ∈ Φ ′(Qnp) and g ∈ Ψ ′(Qnp) respectively by formulas 〈F [ f ],ψ〉 = 〈 f , F [ψ]〉, for all
ψ ∈ Ψ (Qnp), and 〈F [g], φ〉 = 〈g, F [φ]〉, for all φ ∈ Φ(Qnp). It is clear that F [Φ ′(Qnp)] = Ψ ′(Qnp) and F [Ψ ′(Qnp)] = Φ ′(Qnp) [3].
Recall that in the real setting the Lizorkin spaces were introduced in the excellent papers by P.I. Lizorkin [30,31].
3. Non-Haar p-adic wavelet bases
3.1. One non-Haar wavelet basis in L2(Qp)
Set
I p =
{
a ∈ Qp: {a}p = a
}= {a = p−γ (a0 + a1p + · · · + aγ−1pγ−1): γ ∈ N;
a j = 0,1, . . . , p − 1; j = 0,1, . . . , γ − 1
}
. (3.1)
Since according to [36, Section 3], Qp has the “natural” decomposition to a union of mutually disjoint balls
Qp =
⋃
a∈I p
B0(a),
I p can be considered as a “natural” set of shifts for Qp . This set I p can be identiﬁed with the factor group Qp/Zp .
Let
J p;m =
{
s = p−m(s0 + s1p + · · · + sm−1pm−1): s j = 0,1, . . . , p − 1; j = 0,1, . . . ,m − 1; s0 = 0}, (3.2)
where m 1 is a ﬁxed positive integer.
Let us introduce the set of (p − 1)pm−1 functions
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(m)
s (x) = χp(sx)Ω
(|x|p), s ∈ J p;m, x ∈ Qp, (3.3)
and the family of functions generated by their dilatations and shifts:
θ
(m)
s; ja(x) = p− j/2χp
(
s
(
p jx− a))Ω(∣∣p jx− a∣∣p), x ∈ Qp, (3.4)
where s ∈ J p;m , j ∈ Z, a ∈ I p , Ω(t) is the characteristic function of the segment [0,1] ⊂ R.
Theorem 3.1. The functions (3.4) form an orthonormal p-adic wavelet basis in L2(Qp).
Proof. Consider the scalar product(
θ
(m)
s′; j′a′(x), θ
(m)
s; ja(x)
)= p−( j+ j′)/2 ∫
Qp
χp
(
s′
(
p j
′
x− a′)− s(pγ x− a))Ω(∣∣p jx− a∣∣p)Ω(∣∣p j′x− a′∣∣p)dx. (3.5)
If j  j′ , then according to formula ([39, VII.1], [27])
Ω
(∣∣p jx− a∣∣p)Ω(∣∣p j′x− a′∣∣p)= Ω(∣∣p jx− a∣∣p)Ω(∣∣p j′− ja − a′∣∣p), (3.6)
(3.5) can be rewritten as(
θ
(m)
s′; j′a′(x), θ
(m)
s; ja(x)
)= p−( j+ j′)/2Ω(∣∣p j′− ja − a′∣∣p) ∫
Qp
χp
(
s′
(
p j
′
x− a′)− s(p jx− a))Ω(∣∣p jx− a∣∣p)dx. (3.7)
Let j < j′ . Making the change of variables ξ = p jx− a and taking into account (2.8), we obtain from (3.7)(
θ
(m)
s′; j′a′(x), θ
(m)
s; ja(x)
)= p−( j+ j′)/2χp(s′(p j′− ja − a′))Ω(∣∣p j′− ja − a′∣∣p) ∫
Qp
χp
((
p j
′− j s′ − s)ξ)Ω(|ξ |p)dξ
= p−( j+ j′)/2χp
(
s′
(
p j
′− ja − a′))Ω(∣∣p j′− ja − a′∣∣p)Ω(∣∣p j′− j s′ − s∣∣p). (3.8)
Since
p j
′− j s′ = p j′− j−m(s′0 + s′1p + · · · + s′j−1pm−1),
s = p−m(s0 + s1p + · · · + s j−1pm−1),
where s′0, s0 = 0, j′ − j  1, it is clear that the fractional part {p j
′− j s′ − s}p = 0. Thus Ω(|p j′− j s′ − s|p) = 0 and
(θ
(m)
s′; j′a′ (x), θ
(m)
s; ja(x)) = 0.
Consequently, the scalar product (θ(m)s′; j′a′ (x), θ
(m)
s; ja(x)) = 0 can be nonzero only if j = j′ . In this case (3.8) implies(
θ
(m)
s′; ja′(x), θ
(m)
s; ja(x)
)= p− jχp(s′(a − a′))Ω(|a − a′|p)Ω(|s′ − s|p), (3.9)
where Ω(|a − a′|p) = δa′a , Ω(|s′ − s|p) = δs′s , and δs′s , δa′a are the Kronecker symbols.
Since
∫
Qp
Ω(|p jx− a|p)dx = p j , formulas (3.8), (3.9) imply that(
θ
(m)
s′; j′a′(x), θ
(m)
s; ja(x)
)= δs′sδ j′ jδa′a. (3.10)
Thus the system of functions (3.4) is orthonormal.
To prove the completeness of the system of functions (3.4), we repeat the corresponding proof [27] almost word for
word. Recall that the system of the characteristic functions of the balls Bk(0) is complete in L2(Qp). Consequently, taking
into account that the system of functions {θ(m)s; ja(x): s ∈ J p;m; j ∈ Z, a ∈ I p} is invariant under dilatations and shifts, in order
to prove that it is a complete system, it is suﬃcient to verify the Parseval identity for the characteristic function Ω(|x|p).
If 0 j, according to (3.6), (2.8),(
Ω
(|x|p), θ(m)s; ja(x))= p− j/2Ω(|−a|p) ∫
Qp
χp
(
s
(
p jx− a))Ω(|x|p)dx
= p− j/2χp(−sa)Ω
(∣∣sp j∣∣p)Ω(|−a|p)
=
{0, a = 0,
0, a = 0, j m − 1,
− j/2
(3.11)p , a = 0, j m.
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Ω
(|x|p), θ(m)s; ja(x))= p− j/2Ω(∣∣p− ja∣∣p) ∫
Qp
χp
(
s
(
p jx− a))Ω(∣∣p jx− a∣∣p)dx
= p j/2Ω(∣∣p− ja∣∣p) ∫
Qp
χp(sξ)Ω
(|ξ |p)dξ = p j/2Ω(∣∣p− ja∣∣p)Ω(|s|p)= 0. (3.12)
Thus, ∑
s∈ J p;m; j∈Z,a∈I p
∣∣(Ω(|x|p), θ(m)s; ja(x))∣∣2 = ∞∑
j=m
∑
s∈ J p;m
p− j = pm−1(p − 1) p
−m
1− p−1 = 1 =
∣∣(Ω(|x|p),Ω(|x|p)∣∣2.
Thus the system of functions (3.4) is an orthonormal basis in L2(Qp).
Since the elements of basis (3.4) can be obtained by dilatations and shifts of the set of (p − 1)pm−1 functions (3.3), it is
the p-adic wavelet basis. 
Making the change of variables ξ = p jx − a and taking into account (2.8), we obtain ∫
Qp
θ
(m)
s; ja(x)dx = p j/2 ×∫
Qp
χp(sξ)Ω(|ξ |p)dξ = p j/2Ω(|s|p) = 0, i.e., according to Lemma 2.2, the wavelet function θ(m)s; ja(x) belongs to the Lizorkin
space Φ(Qp).
Theorem 3.2. The wavelet basis (3.4) is non-Haar type for m 2.
Proof. According to [36], the Haar wavelet functions are constructed by the Haar type reﬁnement equation (1.4). In particular,
it is easy to see that Kozyrev’s wavelet functions (1.3) can be expressed in terms of the reﬁnable function (1.5) as
θk(x) = χp
(
p−1kx
)
Ω
(|x|p)= p−1∑
r=0
hkrφ
(
1
p
x− r
p
)
, x ∈ Qp, (3.13)
where hkr = e2π i{
kr
p }p , r = 0,1, . . . , p − 1, k = 1,2, . . . , p − 1. In this case, the wavelet functions θk(x) = χp(p−1kx)Ω(|x|p)
take values in the set {e2π i krp : r = 0,1, . . . , p − 1} of p elements on the balls B−1(r), r = 0,1, . . . , p − 1. Thus any wavelet
function θk(x) is represented as a linear combination of the characteristic functions of the disks of radius p−1.
In contrast to the Kozyrev wavelet basis (1.2), the number of generating wavelet functions (3.3) for the wavelet basis
(3.4) is not minimal. For example, if p = 2, then we have 2m−1 wavelet functions (instead of one as it is for the basis (1.2)
and for real wavelet bases obtained by the classical MRA scheme).
Let B0 =⋃b B−m(a)∪ B−m be the canonical covering (2.5) of the ball B0 with pm discs, m 1, where b = 0 and b = br pr +
br+1pr+1 + · · · + bm−1pm−1 is the center of the balls B−m and B−m(b), respectively, 0 b j  p − 1, j = r, r + 1, . . . ,m − 1,
br = 0, r = 0,1,2, . . . ,m − 1.
For x ∈ B−m(b), s ∈ J p;m , we have x = b + pm(y0 + y1p + y2p2 + · · ·), s = p−m(s0 + s1p + · · · + sm−1pm−1), s0 = 0; sx =
sb+ξ , ξ ∈ Zp ; and {sx}p = {sb}p = {pr−m(br +ar+1p+· · ·+bm−1pm−r−1)(s0 + s1p+· · ·+ sm−1pm−1)}p , r = 0,1,2, . . . ,m−1,
(see (2.2)). Thus,
θ
(m)
s (x) = χp(sx)Ω
(|x|p)=
⎧⎨⎩
0, |x|p  p,
e2π i{sa}p , x ∈ B−m(b), b =∑m−1l=r bl pl,
1, x ∈ B−m,
(3.14)
where 0  b j  p − 1, j = r, . . . ,m − 1, br = 0, r = 0,1, . . . ,m − 1; s = p−m(s0 + s1p + · · · + sm−1pm−1), 0  s j  p − 1,
j = 0,1, . . . ,m − 1, s0 = 0. Thus the function θ(m)s (x) = χp(sx)Ω(|x|p) takes values in the set {e2π i{sb}p : b =
∑m−1
l=r bl pl,0
b j  p − 1, j = r, . . . ,m − 1, br = 0, r = 0,1, . . . ,m − 1} of pm elements on the balls B−m(b). By using (3.14), one can see
that in contrast to the Kozyrev wavelet functions (1.3), any wavelet function θ(m)s (x) is represented as a linear combination
of the characteristic functions of the balls of radius p−m:
θ
(m)
s (x) = χp(sx)Ω
(|x|p)=∑
b
h˜sbφ
(
1
pm
x− b
pm
)
, (3.15)
x ∈ Qp , where h˜sb = e2π i{sb}p , b = 0 or b = br pr + br+1pr+1 + · · · + bm−1pm−1, r = 0,1, . . . ,m − 1, 0  b j  p − 1, br = 0;
s ∈ J p;m .
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φ(x) = Ω(|x|p) (which is a solution of the Haar reﬁnement equation (1.4)), i.e., in the form
θ
(m)
s (x) =
∑
a∈I p
βaφ
(
p−1x− a), βa ∈ C.
Consequently, the wavelet basis (3.4) is non-Haar type for m 2. 
Remark 3.1. 1. Kozyrev’s wavelet basis (1.2) is a particular case of the wavelet basis (3.4) for m = 1. Indeed, in this case we
have θ(1)s; ja(x) ≡ θk; ja(x), where s ≡ kp , k = 1,2, . . . , p − 1; j ∈ Z, a ∈ I p .
2. Our non-Haar wavelet basis (3.4) can be constructed in the framework of the approach developed by J.J. Benedetto
and R.L. Benedetto [10].1 In the notation [10], H⊥ is the ball B0, and A∗1 : Qp → Qp is multiplication by p−1, and W =
(A∗1)m−1H⊥ = Bm−1. In addition, the “choice coset of representatives” D in [10] is the set (3.1) of shifts I p , and the set
J p;m given by (3.2) is precisely the set D ∩ ((A∗1W ) \ W ) that appears in equation [10, (4.1)]. The set J p;m consists of
N = pm − pm−1 elements, where N is the number of wavelet generators.
The algorithm of [10] starts with N sets Ωs,0 and N local translation functions Ts , one for each s ∈ J p;m . In order to
construct the wavelets (3.4) by using the algorithm of [10], we set
Ωs,0 = B0
(
p−m
(
s1p + · · · + sm−1pm−1
))= p−m(s1p + · · · + sm−1pm−1)+ B0 ⊂ Bm−1,
i.e., remove the term s0 and add the set B0 = H⊥ . We also deﬁne
Ts : Bm−1 → Bm \ Bm−1 by Ts(w) = w + s0p−m,
so that Ts maps Ωs,0 to B0(s) by translation. It is easy to verify that this data ﬁt the requirements of [10]: each Ωs,0 is
(τ ,D)-congruent to H⊥ = B0, the union of all such sets contains a neighborhood of 0, each Ts has the form required by
formula [10, (4.1)], and for each s = s′ in J p;m , one of the two compatibility conditions [10, (4.2) or (4.3)] holds. Thus,
by using the algorithm of [10], one can produce the wavelets (3.4). Moreover, according to (3.30), any wavelet θ(m)s is
the Fourier transform of the characteristic function of each ball B0(s), s ∈ J p;m . Recall that the algorithm of [10] only
allows the construction of wavelet functions whose Fourier transforms are the characteristic functions of some sets (see [10,
Proposition 5.1]).
3.2. Inﬁnite family of non-Haar wavelet bases in L2(Qp)
Now, using the proof of [36, Theorem 1], we construct inﬁnitely many different non-Haar wavelet bases, which are
distinct from the basis (3.4).
In what follows, we shall write the p-adic number a = p−γ (a0 + a1p + · · · + aγ−1pγ−1) ∈ I p , a j = 0,1, . . . , p − 1, j =
0,1, . . . , γ − 1, in the form a = rpγ , where r = a0 + a1p + · · · + aγ−1pγ−1.
Since the p-adic norm is non-Archimedean, it is easy to see that the wavelet functions (3.3) have the following property:
θ
(m)
s (x± 1) = χp(±s)θ(m)s (x), s ∈ J p;m. (3.16)
Theorem 3.3. For any ﬁxed ν = 1,2, . . . the functions
ψ
(m),ν
s (x) =
pν−1∑
k=0
αs;kθ(m)s
(
x− k
pν
)
, s ∈ J p;m, (3.17)
are wavelet functions if and only if
αs;k = p−ν
pν−1∑
r=0
γs;re
−2iπ −s+r
pν
k
, (3.18)
where γs;k ∈ C, |γs;k| = 1, k = 0,1, . . . , pν − 1, s ∈ J p;m.
Proof. Let ψ(m),νs (x) be deﬁned by (3.17), s ∈ J p;m . According to Theorem 3.1, {θ(m)s (· − a), s ∈ J p;m, a ∈ I p} is an orthonor-
mal system. Hence, taking into account (3.16), we see that ψ(m),νs is orthogonal to ψ
(m),ν
s (x)(· − a) whenever a ∈ I p , a = kpν ,
k = 0,1, . . . , pν − 1; s, s′ ∈ J p;m (ν = 1,2, . . .). Thus the system {ψ(m),νs (x− a), s ∈ J p;m, a ∈ I p} is orthonormal if and only
if the system consisting of the functions
1 Here we follow the referee report of the previous version of our paper.
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(m),ν
s
(
x− r
pν
)
= χp(−s)αs;pν−rθ(m)s (x)+χp(−s)αs;pν−r+1θ(m)s
(
x− 1
pν
)
+ · · · +χp(−s)αs;pν−1θ(m)s
(
x− r − 1
pν
)
+ αs;0θ(m)s
(
x− r
pν
)
+ αs;1θ(m)s
(
x− r + 1
pν
)
+ · · · + αs;pν−1−rθ(m)s
(
x− p
ν − 1
pν
)
, (3.19)
r = 0, . . . , pν − 1, s ∈ J p;m , is orthonormal. Set
Ξ0s =
(
θ
(m)
s , θ
(m)
s
(
· − 1
pν
)
, . . . , θ
(m)
s
(
· − p
ν − 1
pν
))T
,
Ξνs =
(
ψ
(m),ν
s ,ψ
(m),ν
s
(
· − 1
pν
)
, . . . ,ψ
(m),ν
s
(
· − p
ν − 1
pν
))T
,
where T is the transposition operation. By (3.19), we have Ξνs = DsΞ0s , where
Ds =
⎛⎜⎜⎜⎜⎜⎜⎝
αs;0 αs;1 . . . αs;pν−2 αs;pν−1
χp(−s)αs;pν−1 αs;0 . . . αs;pν−3 αs;pν−2
χp(−s)αs;pν−2 χp(−s)αs;pν−1 . . . αs;pν−4 αs;pν−3
...
...
...
...
...
χp(−s)αs;2 χp(−s)αs;3 . . . αs;0 αs;1
χp(−s)αs;1 χp(−s)αs;2 . . . χp(−s)αs;pν−1 αs;0
⎞⎟⎟⎟⎟⎟⎟⎠ , (3.20)
and s ∈ J p;m; ν = 1,2, . . . . Due to the orthonormality of {ψ(m),νs (x)(· − a), s ∈ J p;m, a ∈ I p}, the coordinates of Ξνs form an
orthonormal system if and only if the matrixes Ds are unitary, s ∈ J p;m .
Let us = (αs;0,αs;1, . . . ,αs;pν−1)T be a vector and let
As =
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 . . . 0 0 χp(−s)
1 0 . . . 0 0 0
0 1 . . . 0 0 0
...
...
...
...
...
...
0 0 . . . 1 0 0
0 0 . . . 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎠
be a pν × pν matrix, s ∈ J p;m . It is not diﬃcult to see that
Arsuν =
(
χp(−s)αs;pν−r,χp(−s)αs;pν−r+1, . . . ,χp(−s)αs;pν−1,αs;0,αs;1, . . . ,αs;pν−r−1
)T
,
where r = 0,1, . . . , ps − 1, s ∈ J p;m . Thus we have
Ds =
(
us, Asus, . . . , A
pν−1
s us
)T
.
Consequently, to describe all unitary matrixes Ds , we should ﬁnd all vectors us = (αs;0,αs;1, . . . ,αs;pν−1)T such that the
system of vectors {Arsus, r = 0, . . . , pν − 1} is orthonormal, s ∈ J p;m . We already have such a vector u0 = (1,0, . . . ,0,0)T
because D0 = (u0, Au0, . . . , Apν−1u0)T is the identity matrix.
Now we prove that the system {Arsus, r = 0, . . . , pν − 1} is orthonormal if and only if us = Bsu0, where Bs is a unitary
matrix such that AsBs = Bs As , s ∈ J p;m . Indeed, if us = Bsu0, Bs is a unitary matrix such that AsBs = Bs As , then Arsus =
Bs Arsu0, r = 0,1, . . . , pν − 1, s ∈ J p;m . Since the system {Arsu0, r = 0,1, . . . , pν − 1} is orthonormal and the matrix Bs is
unitary, the vectors Arsus , r = 0,1, . . . , pν −1 are also orthonormal, s ∈ J p;m . Conversely, if the system Arsus , r = 0,1, . . . , pν −
1 is orthonormal, then taking into account that {Arsu0, r = 0,1, . . . , pν − 1} is also an orthonormal system, we conclude
that there exists a unitary matrix Bs such that Arsus = Bs(Arsu0), r = 0,1, . . . , pν − 1. Since Ap
ν
s us = χp(−s)us and Ap
ν
s u0 =
χp(−s)u0, we obtain additionally Ap
ν
s us = Bs Ap
ν
s u0. It follows from the above relations that (AsBs − Bs As)(Arsu0) = 0,
r = 0,1, . . . , pν − 1. Since the vectors Arsu0, r = 0,1, . . . , pν − 1 form a basis in the pν -dimensional space, we conclude that
AsBs = Bs As , s ∈ J p;m .
Thus all required unitary matrixes (3.20) are given by
Ds =
(
Bsu0, Bs Aνu0, . . . , Bs A
pν−1
s u0
)T
,
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trixes Bs .
It is easy to see that the eigenvalues of As and the corresponding normalized eigenvectors are given by the following
formulas
λs;r = e2iπ
−s+r
pν (3.21)
and
vs;r =
(
(vs;r)0, . . . , (vs;r)pν−1
)T
,
where
(vs;r)l = p−ν/2e−2iπ
−s+r
pν
l
, l = 0,1,2, . . . , pν − 1, (3.22)
r = 0,1, . . . , pν − 1, s ∈ J p;m . Hence the matrix As can be represented as As = Cs A˜sC−1s , where
A˜s =
⎛⎜⎜⎝
λ0 0 . . . 0
0 λ1 . . . 0
...
...
. . .
...
0 0 . . . λpν−1
⎞⎟⎟⎠
is a diagonal matrix, Cs = (vs;0, . . . , vs;pν−1) is a unitary matrix. It follows that the matrix Bs = Cs B˜sC−1s is unitary if and
only if B˜s is unitary. On the other hand, AsBs = Bs As if and only if A˜s B˜s = B˜s A˜s . Moreover, since according to (3.21),
λs;k = λs;l whenever k = l, all unitary matrixes B˜s such that A˜s B˜s = B˜s A˜s , have the form
B˜s =
⎛⎜⎜⎝
γs;0 0 . . . 0
0 γs;1 . . . 0
...
...
. . .
...
0 0 . . . γs;pν−1
⎞⎟⎟⎠ ,
where γs;k ∈ C, |γs;k| = 1, k = 0,1, . . . , pν − 1, s ∈ J p;m . Hence all unitary matrixes Bs such that AsBs = Bs As , are given by
Bs = C B˜sC−1s . Using (3.22), one can calculate
αs;k = (Bsu0)k =
(
Cs B˜sC
−1
s u0
)
k =
pν−1∑
r=0
γs;r(vs;r)k(v¯ s;r)0 = p−ν
pν−1∑
r=0
γν;re
−2iπ −s+r
pν
k
,
where γs;k ∈ C, |γs;k| = 1, k = 0,1, . . . , pν − 1, s ∈ J p;m .
It remains to prove that{
p− j/2ψ(m),νs
(
p jx− a), x ∈ Qp: s ∈ J p;m, j ∈ Z, a ∈ I p} (3.23)
is a basis for L2(Qp) whenever ψ(m),νs is deﬁned by (3.17), (3.18). Since according to Theorem 3.1,{
p− j/2θ(m)s
(
p jx− a), x ∈ Qp: s ∈ J p;m, j ∈ Z, a ∈ I p}
is a basis for L2(Qp), it suﬃces to check that any function p− j/2θ(m)s (p jx − c), c ∈ I p , can be decomposed with respect
to the functions p− j/2ψ(m),νs (p jx − a), a ∈ I p ; where s ∈ J p;m , j ∈ Z. Any c ∈ I p , c = 0, can be represented in the form
c = rpν + b, where r = 0,1, . . . , pν − 1, |b|p  pν+1, bpν ∈ I p . Taking into account that Ξ0s = D−1s Ξνs , i.e.,
θ
(m)
s
(
p jx− r
pν
)
=
pν−1∑
k=0
β
(r)
s;kψ
(m),ν
s
(
p jx− k
pν
)
, r = 0,1, . . . , pν − 1,
we have
θ
(m)
s
(
p jx− c)= θ(m)s (p jx− rpν − b
)
=
pν−1∑
k=0
β
(r)
s;kψ
(m),ν
s
(
p jx− k
pν
− b
)
,
and kpν + b ∈ I p , k = 0,1, . . . , pν − 1, ν = 1,2, . . . . Consequently, any function f ∈ L2(Qp) can be decomposed with respect
to the system of functions (3.23). 
Thus, we have constructed an inﬁnite family of non-Haar wavelet bases given by formulas (3.23), (3.17), (3.18).
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F
[
ψ
(m),ν
s (x− a)
]
(ξ) = χp(aξ)Ω
(|ξ + s|p) pν−1∑
k=0
αs;kχp
(
k
pν
ξ
)
= χp(aξ)Ω
(|ξ + s|p)p−ν pν−1∑
r=0
γs;r
pν−1∑
k=0
e
2iπ ξ+s−rpν k, s ∈ J p;m, a ∈ I p,
where γs;r ∈ C, |γs;r | = 1; r = 0,1, . . . , pν − 1. Thus the right-hand side of the last relation is not equal to zero only if
ξ = −s + η, η = η0 + η1p + · · · ∈ Zp , i.e., ξ ∈ B0(−s). Hence, for ξ ∈ B0(−s) we have
F
[
ψ
(m),ν
s (x− a)
]
(ξ) = χp
(
a(−s + η))p−ν pν−1∑
r=0
γs;r
pν−1∑
k=0
e
2iπ η˜−r
pν
k
,
where η˜ = η0 +η1p+· · ·+ην−1pν−1. Due to Proposition 2.1, the ball B0(−s) is represented by the sum of pν disjoint balls
B−ν(−s + η˜). Let ξ ∈ B−ν(−s + η˜), i.e., ξ = −s + η˜+ pν η˜0, η˜0 ∈ Zp . It is clear that
F
[
ψ
(m),ν
s (x− a)
]
(ξ) = χp
(
a(−s + η))(γs;η˜ + p−ν pν−1∑
r=0
r =η˜
γs;r
pν−1∑
k=0
e
2iπ η˜−r
pν
k
)
= χp
(
a(−s + η))(γs;η˜ + p−ν pν−1∑
r=0
r =η˜
γs;r
pν−1∑
k=0
1− e2iπ(η˜−r)
1− e2iπ
η˜−r
pν
)
= χp
(
a(−s + η))γs;η˜, s ∈ J p;m, a ∈ I p, (3.24)
where η˜ = η0 + η1p + · · · + ην−1pν−1.
Let us recall that according to [10, Proposition 5.1], only the wavelet functions whose Fourier transforms are characteristic
functions of some sets can be obtained by Benedettos’ method. Thus, if we choose
γs;0 = γs;1 = · · · = γs;pν−1 = 1, (3.25)
we can see that for a = 0 the right-hand side of (3.24) is the characteristic function of the ball B0(−s). Consequently, in this
case the wavelet basis generated by the wavelet functions ψ(m),νs , s ∈ J p;m , can be obtained by Benedettos’ method [10]. If
(3.25) does not hold, the right-hand side of (3.24) is not a characteristic function of any set for all shifts a ∈ I p . Consequently,
in this case the wavelet basis generated by the wavelet functions ψ(m),νs , s ∈ J p;m , cannot be constructed by Benedettos’
method [10].
3.3. Multidimensional non-Haar p-adic wavelets
Since the one-dimensional wavelet functions (3.4), (3.23) cannot be generated by standard p-adic MRA [36], we cannot
construct any n-dimensional wavelet bases as the tensor products of the one-dimensional MRAs. In this case, we introduce
n-dimensional non-Haar wavelets as the n-direct products of the corresponding one-dimensional non-Haar wavelets.
Now we deﬁne n-dimensional non-Haar wavelet functions generated by the one-dimensional wavelets (3.4):
Θ
(m)×
s; ja (x) = p−| j|/2χp
(
s · (p̂ jx− a))Ω(∣∣p̂ jx− a∣∣p), x ∈ Qnp, (3.26)
where
p̂ jx
def= (p j1x1, . . . , p jn xn), x = (x1, . . . , xn) ∈ Qnp, (3.27)
is a multi-dilatation, j = ( j1, . . . , jn) ∈ Zn; | j| = j1 + · · · + jn; a = (a1, . . . ,an) ∈ Inp ; s = (s1, . . . , sn) ∈ Jnp;m; m = (m1, . . . ,mn),
ml  1 is a ﬁxed positive integer, l = 1,2, . . . ,n. Here Inp , Jnp;m are the n-direct products of the corresponding sets (3.1)
and (3.2).
In view of (2.4), Theorem 3.1 implies the following statement.
Theorem 3.4. The non-Haar wavelet functions (3.26) form an orthonormal basis in L2(Qnp).
Using (2.4), it is easy to calculate that
∫
Qnp
Θ
(m)×
s; ja (x)d
nx = 0, i.e., in view of Lemma 2.2, the wavelet function Θ(m)×s; ja (x),
j ∈ Zn , a ∈ Inp , s ∈ Jn , belongs to the Lizorkin space Φ(Qnp).p;m
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Θ×k; ja(x) = p−| j|/2χp
(
p−1k · (p̂ jx− a))Ω(∣∣p̂ jx− a∣∣p), x ∈ Qnp, (3.28)
form an orthonormal basis in L2(Qnp), k ∈ Jnp , j ∈ Zn, a ∈ Inp .
The proof follows from Theorem 3.4 if we set m = 1.
Corollary 3.2. The family of functions
Θ˜
(m)×
s; ja (ξ) = F
[
Θ
(m)×
s; ja
]
(ξ) = p| j|/2χp
(
p̂− ja · ξ)Ω(∣∣s + p̂− jξ ∣∣p), ξ ∈ Qnp, (3.29)
form an orthonormal basis in L2(Qnp), j ∈ Zn; a ∈ Inp ; s ∈ Jnp;m;m = (m1, . . . ,mn), ml  1 is a ﬁxed positive integer, l = 1,2, . . . ,n.
Proof. Consider the function Θ(m)×s (x) = χp(s · x)Ω(|x|p) generated by the direct product of functions (3.3), x ∈ Qnp , s =
(s1, . . . , sn) ∈ Jnp;m , sk ∈ J p;mk , k = 1,2, . . . ,n. Using (2.4), (2.8), (2.7), we have
F
[
Θ
(m)×
s (x)
]
(ξ) = F
[
n∏
k=1
χp(xksk)Ω
(|xk|p)
]
(ξ) =
n∏
k=1
F
[
Ω
(|xk|p)](|ξk + sk|p)
=
n∏
k=1
Ω
(|ξk + sk|p)= Ω(|ξ + s|p), ξ ∈ Qnp . (3.30)
Here, in view of (2.4), Ω(|ξ + s|p) = Ω(|ξ1 + s1|p)× · · ·×Ω(|ξn + sn|p). According to (3.2), |sk|p = pmk and Ω(|ξk + sk|p) = 0
only if ξk = −sk + ηk , where ηk ∈ Zp , sk ∈ J p;mk , k = 1,2, . . . ,n. This yields ξ = −s + η, where η ∈ Znp , s ∈ Jnp;m , and in view
of (2.3), |ξ |p = pmax{m1,...,mn} .
In view of formulas (3.26), (3.30), (2.7), we have
F
[
Θ
(m)×
s; ja (x)
]
(ξ) = p−| j|/2F [Θ(m)×s (p̂ jx− a)](ξ) = p| j|/2χp(p̂− ja · ξ)Ω(∣∣s + p̂− jξ ∣∣p),
i.e., (3.29).
Formula (3.29), the Parseval formula [39, VII, (4.1)], and Theorem 3.4 imply the statement. 
Similarly, one can construct n-dimensional non-Haar wavelet bases generated by the one-dimensional non-Haar wavelets
(3.23) as the following n-direct product:
Ψ
(m),ν×
s; ja (x) = p−| j|/2ψ(m1),νs
(
p j1x1 − a1
) · · ·ψ(mn),νs (p jn xn − an), (3.31)
where x ∈ Qnp and ψ
(mjk ),ν
s jk
is deﬁned by (3.17), (3.18), j = ( j1, . . . , jn) ∈ Zn; | j| = j1 + · · · + jn; a = (a1, . . . ,an) ∈ Inp ; s =
(s1, . . . , sn) ∈ Jnp;m; m = (m1, . . . ,mn), mk  1 is a ﬁxed positive integer, k = 1,2, . . . ,n; ν = 1,2, . . . .
3.4. p-Adic Lizorkin spaces and wavelets
Now we prove an analog of Lemma 2.1 for the Lizorkin test functions from Φ(Qnp).
Lemma 3.1. Any function φ ∈ Φ(Qnp) can be represented in the form of a ﬁnite sum
φ(x) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
cs; j,aΘ(m)×s; ja (x), x ∈ Qnp, (3.32)
where cs; j,a are constants; Θ(m)×s; ja (x) are elements of the non-Haar wavelet basis (3.26); s = (s1, . . . , sn) ∈ Jnp;m; j = ( j1, . . . , jn) ∈
Zn, | j| = j1 + · · · + jn; a = (a1, . . . ,an) ∈ Inp ;m = (m1, . . . ,mn), ml  1 is a ﬁxed positive integer, l = 1,2, . . . ,n.
Proof. Let us calculate L2(Qnp)-scalar product (φ(x),Θ(m)×s; ja (x)). Taking into account formula (3.29) and using the Parseval–
Steklov theorem, we obtain
cs; j,a =
(
φ(x),Θ(m)×s; ja (x)
)= (F [φ](ξ), F [Θ(m)×s; ja ](ξ))= (ψ(ξ), p| j|/2χp(p̂− ja · ξ)Ω(∣∣s + p̂− jξ ∣∣p)), (3.33)
where j ∈ Zn , a ∈ Inp , s ∈ Jnp;m . Here, according to Lemma 2.2, any function φ ∈ Φ(Qnp) belongs to one of the spaces DlN (Qnp)
and ψ = F−1[φ] ∈ Ψ (Qnp)∩ D−N (Qnp), suppψ ⊂ Bn \ Bn .−l −l −N
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max1kn(p− jk |sk|p) and p−N  |ξ |p  p−l , where p  |sk|p  pmk , 1  k  n. Thus there are ﬁnite quantity of indexes
j = ( j1, . . . , jn) ∈ Zn such that cs; j,a = 0, and consequently, the sum (3.32) is ﬁnite with respect to j = ( j1, . . . , jn) ∈ Zn .
Repeating the proof of Lemma 2.1 (see [39, VI.5, (5.2′)]) almost word for word, we observe that the sum (3.32) is also
ﬁnite with respect to a ∈ Inp .
Thus equality (3.32) holds in the sense of L2(Qnp). Consequently, it holds in the usual sense. 
Using standard results from the book [35] or repeating the reasoning [23,24] almost word for word, we obtain the
following assertion.
Proposition 3.1. Any distribution f ∈ Φ ′(Qnp) can be realized in the form of an inﬁnite sum of the form
f (x) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
ds; j,aΘ(m)×s; ja (x), x ∈ Qnp, (3.34)
where ds; j,a are constants; Θ(m)×s; ja (x) are elements of the non-Haar wavelet basis (3.26); s = (s1, . . . , sn) ∈ Jnp;m; j = ( j1, . . . , jn) ∈
Zn, | j| = j1 + · · · + jn; a = (a1, . . . ,an) ∈ Inp ;m = (m1, . . . ,mn), ml  1 is a ﬁxed positive integer, l = 1,2, . . . ,n.
Here, any distribution f ∈ Φ ′(Qnp) is associated with the representation (3.34), where the coeﬃcients have the form
ds; j,a
def= 〈 f ,Θ(m)×s; ja 〉, s ∈ Jnp;m, j ∈ Zn, a ∈ Inp . (3.35)
Vice versa, in view of Lemma 3.1 and the orthonormality of the wavelet basis (3.26), any inﬁnite sum is associated with the
distribution f ∈ Φ ′(Qnp) such that for any test function φ ∈ Φ(Qnp) we have
〈 f , φ〉 =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
ds; j,acs; j,a, (3.36)
where the last sum is ﬁnite.
It is clear that in Lemma 3.1 and Proposition 3.1 instead of the basis (3.4) or its multidimensional generalization (3.26),
one can use the bases (3.23), (3.17), (3.18) and their multidimensional generalizations.
In [6], the assertions of the type of Lemma 3.1 and Proposition 3.1 were stated for ultrametric Lizorkin spaces.
4. Spectral theory of p-adic pseudo-differential operators
4.1. Pseudo-differential operators in the Lizorkin spaces
In this subsection, we present some facts on pseudo-differential operators introduced in [3,4]. Consider a class of pseudo-
differential operators in the Lizorkin space Φ(Qnp)
(Aφ)(x) = F−1[A(·) F [φ](·)](x) = ∫
Qnp
∫
Qnp
χp
(
(y − x) · ξ)A(ξ)φ(y)dnξ dn y, φ ∈ Φ(Qnp), (4.1)
with symbols A ∈ E(Qnp \ {0}). For f ∈ Φ ′(Qnp) we deﬁne
〈A f , φ〉 def= 〈 f , ATφ〉, ∀φ ∈ Φ(Qnp), (4.2)
where AT is a conjugate pseudo-differential operator(
ATφ
)
(x) = F−1[A(−ξ)F [φ](ξ)](x) = ∫
Qnp
χp(−x · ξ)A(−ξ)F [φ](ξ)dnξ.
Remark 4.1. The class of operators (4.1) includes the Taibleson fractional operator with symbol of the form |ξ |αp (see (4.4));
the Kochubei operator with symbol of the form A(ξ) = | f (ξ1, . . . , ξn)|αp , α > 0, where f (ξ1, . . . , ξn) is a quadratic form
such that f (ξ1, . . . , ξn) = 0 when |ξ1|p + · · · + |ξn|p = 0 (see [25,26]); the Zuniga-Galindo operator with symbol of the form
A(ξ) = | f (ξ1, . . . , ξn)|αp , α > 0, where f (ξ1, . . . , ξn) is a non-constant polynomial (see [42,43]).
Lemma 4.1. (See [3].) The Lizorkin spaces Φ(Qnp) and Φ
′(Qnp) are invariant under the pseudo-differential operators (4.1).
Thus the Lizorkin space Φ ′(Qnp) is a natural domain of deﬁnition for operators (4.1), (4.2).
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In particular, setting A(ξ) = |ξ |αp , ξ ∈ Qnp , we obtain the multidimensional Taibleson fractional operator. This operator
was introduced in [37, §2], [38, III.4] on the space of distributions D′(Qnp) for α ∈ C, α = −n. Next, in [3], the Taibleson
fractional operator was deﬁned and studied in the Lizorkin space of distributions Φ ′(Qnp) for all α ∈ C. According to (4.1),
(4.2), (
Dα f
)
(x) = F−1[| · |αp F [ f ](·)](x), f ∈ Φ ′(Qnp). (4.3)
Representation (4.3) can be rewritten as the convolution(
Dα f
)
(x) = κ−α(x) ∗ f (x) =
〈
κ−α(x), f (x− ξ)
〉
, f ∈ Φ ′(Qnp), α ∈ C, (4.4)
where, according to [3], the multidimensional Riesz kernel κα is the following distribution
κα(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
|x|α−np
Γ
(n)
p (α)
, α = 0,n,
δ(x), α = 0, x ∈ Qnp,
− 1−p−nlog p log |x|p, α = n,
the function |x|p is deﬁned by (2.3), Γ (n)p (α) is the n-dimensional Γ -function ([37, Theorem 1], [38, III, Theorem 4.2], [39,
VIII, (4.4)]).
4.3. p-Adic wavelets as eigenfunctions of pseudo-differential operators
As mentioned above in Section 1, it is typical that p-adic compactly supported wavelets are eigenfunctions of p-adic
pseudo-differential operators. For example, in [27], S.V. Kozyrev proved that wavelets (1.2) are eigenfunctions of the one-
dimensional fractional operator (4.3), (4.4) for α > 0:
Dαθk; ja(x) = pα(1− j)θk; ja(x), x ∈ Qp, (4.5)
where k = 1,2, . . . , p − 1, j ∈ Z, a ∈ I p (since wavelet functions (1.2) belong to the Lizorkin space, relation (4.5) holds for all
α ∈ C).
We study the spectral problem for pseudo-differential operators (4.1) in connection with the wavelet functions (3.26)
and (3.31).
Theorem 4.1. Let A be a pseudo-differential operator (4.1) with a symbol A(ξ) ∈ E(Qnp \ {0}). The n-dimensional non-Haar wavelet
function (3.26)
Θ
(m)×
s; ja (x) = p−| j|/2χp
(
s · (p̂ jx− a))Ω(∣∣p̂ jx− a∣∣p), x ∈ Qnp,
is an eigenfunction of A if and only if
A(p̂ j(−s + η))= A(−p̂ j s), ∀η ∈ Znp, (4.6)
where j = ( j1, . . . , jn) ∈ Zn; a ∈ Inp ; s ∈ Jnp;m; and m = (m1, . . . ,mn), m j  1 is a ﬁxed positive integer, j = 1,2, . . . ,n. The corre-
sponding eigenvalue is λ = A(−p̂ j s), i.e.,
AΘ(m)×s; ja (x) = A
(−p̂ j s)Θ(m)×s; ja (x).
Here the multi-dilatation is deﬁned by (3.27), Inp and J
n
p;m are the n-direct products of the corresponding sets (3.1) and (3.2).
Proof. Let condition (4.6) be satisﬁed. Then (4.1) and the above formula (3.29) imply that
AΘ(m)×s; ja (x) = F−1
[A(ξ)F [Θ(m)×s; ja ](ξ)](x) = p| j|/2F−1[A(ξ)χp(p̂− ja · ξ)Ω(∣∣s + p̂− jξ ∣∣p)](x). (4.7)
Making the change of variables ξ = p̂ j(η − s) and using (2.8), we get
AΘ(m)×s; ja (x) = p−| j|/2
∫
Qnp
χp
(−(p̂ jx− a) · (η − s))A(p̂ j(η − s))Ω(|η|p)dnη
= p−| j|/2A(−p̂ j s)χp(s · (p̂ jx− a)) ∫
Bn0
χp
(−(p̂ jx− a) · η)dnη
= A(−p̂ j s)Θ(m) (x).s; ja
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Conversely, if AΘ(m)×s; ja (x) = λΘ(m)×s; ja (x), λ ∈ C, then, taking the Fourier transform of both left- and right-hand sides of this
identity and using (4.1), (3.29), (4.7), we have(A(ξ)− λ)χp(p̂− ja · ξ)Ω(∣∣s + p̂− jξ ∣∣p)= 0, ξ ∈ Qnp . (4.8)
Now, if s + p̂− jξ = η, η ∈ Znp , then ξ = p̂ j(−s + η). Since χp(p̂− ja · ξ) = 0, Ω(|s + p̂− jξ |p) = 0, it follows from (4.8) that
λ = A(p̂ j(−s + η)) for any η ∈ Znp . Thus λ = A(−pˆ j s), and, consequently, (4.6) holds.
The proof of the theorem is complete. 
Corollary 4.1. Let A be a pseudo-differential operator (4.1) with a symbol A(ξ) ∈ E(Qnp \ {0}). The n-dimensional wavelet function
(3.28)
Θ×k; ja(x) = p−| j|/2χp
(
p−1k · (p̂ jx− a))Ω(∣∣p̂ jx− a∣∣p), x ∈ Qnp,
is an eigenfunction of A if and only if
A(p̂ j(−p−1k + η))= A(−p̂ j−Ik), ∀η ∈ Znp,
where k ∈ Jnp , j ∈ Zn, a ∈ Inp , I = (1, . . . ,1). The corresponding eigenvalue is λ = A(−p̂ j−I j), i.e.,
AΘ×k; ja(x) = A
(−p̂ j−Ik)Θ×k; ja(x).
Representation (3.17) and Theorem 4.1 imply the following statement.
Theorem 4.2. Let A be a pseudo-differential operator (4.1) with a symbol A(ξ) ∈ E(Qnp \ {0}). The n-dimensional wavelet func-
tion (3.31)
Ψ
(m),ν×
s; ja (x) = p−| j|/2ψ(m1),νs
(
p j1x1 − a1
) · · ·ψ(mn),νs (p jn xn − an), x ∈ Qnp,
is an eigenfunction of A if and only if condition (4.6) holds, where ψ
(mjk ),ν
s jk
is deﬁned by (3.17), (3.18), j = ( j1, . . . , jn) ∈ Zn; | j| =
j1 + · · · + jn; a = (a1, . . . ,an) ∈ Inp ; s = (s1, . . . , sn) ∈ Jnp;m; m = (m1, . . . ,mn), mk  1 is a ﬁxed positive integer, k = 1,2, . . . ,n;
ν = 1,2, . . . . The corresponding eigenvalue is λ = A(−p̂ j s), i.e.,
AΨ (m),ν×s; ja (x) = A
(−p̂ j s)Ψ (m),ν×s; ja (x).
4.4. p-Adic wavelets as eigenfunctions of the Taibleson fractional operator
As mentioned above, the Taibleson fractional operator Dα has symbol A(ξ) = |ξ |αp . The symbol A(ξ) = |ξ |αp satisﬁes the
condition (4.6):
A(p̂ j(−s + η))= ∣∣p̂ j(−s + η)∣∣αp = ( max1rn(p− jr |−sr |p))α = A(−p̂ j s)= pαmax1rn{mr− jr}
for all η ∈ Znp ; where s ∈ Jnp;m; j = ( j1, . . . , jn) ∈ Zn; m = (m1, . . . ,mn), m1, . . . ,mn  1 are ﬁxed positive integers. Conse-
quently, according to Theorem 4.1, we have
Corollary 4.2. The n-dimensional non-Haar p-adic wavelet (3.26) is an eigenfunction of the Taibleson fractional operator (4.4):
DαΘ(m)×s; ja (x) = pαmax1rn{mr− jr}Θ(m)×s; ja (x), α ∈ C, x ∈ Qnp,
s ∈ Jnp;m, j ∈ Zn, a ∈ Inp .
In particular, in view of Corollary 4.1, we have
Corollary 4.3. The n-dimensional p-adic wavelet (3.28) is an eigenfunction of the Taibleson fractional operator (4.4):
DαΘ×k; ja(x) = pα(1−min1rn jr)Θ×k; ja(x), α ∈ C, x ∈ Qnp,
k ∈ Jnp , j ∈ Zn, a ∈ Inp .
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DαΨ (m),ν×s; ja (x) = pαmax1rn{mr− jr}Ψ (m),ν×s; ja (x), α ∈ C, x ∈ Qnp,
s ∈ Jnp;m, j ∈ Zn, a ∈ Inp , ν = 1,2, . . . .
5. Application of p-adic wavelets to solving evolutionary pseudo-differential equations
To solve the Cauchy problems for p-adic evolutionary pseudo-differential equations we will use three important facts:
(1) for appropriate conditions wavelet functions are eigenfunctions of pseudo-differential operators (see Theorems 4.1, 4.2),
(2) the Lizorkin space of distributions Φ ′(Qnp) is a natural domain of deﬁnition for pseudo-differential operators (see
Lemma 4.1), (3) any Lizorkin distribution can be represented as an inﬁnite linear combination of wavelet functions (see
Lemma 3.1 and Proposition 3.1).
Taking into account the above reasoning, it is natural to seek solutions of the Cauchy problems under consideration in the
space Φ˜ ′(Qnp ×R+) of distributions f (x, t) such that f (·, t) ∈ Φ ′(Qnp) for any t  0. According to Lemma 3.1, Proposition 3.1,
and formula (3.36), for any distribution f ∈ Φ˜ ′(Qnp × R+) and any test function φ ∈ Φ(Qnp) we have〈
f (·, t),φ(·)〉= ∑
s∈ Jnp;m, j∈Zn,a∈Inp
〈
φ(·),Θ(m)×s; ja (·)
〉〈
f (·, t),Θ(m)×s; ja (·)
〉
, (5.1)
where the last sum is ﬁnite.
5.1. Linear equations of the ﬁrst order in t
(a) Let us consider the Cauchy problem for the linear evolutionary pseudo-differential equation⎧⎨⎩
∂u(x, t)
∂t
+ Axu(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.2)
where t ∈ R, u0 ∈ Φ ′(Qnp) and
Axu(x, t) = F−1
[A(ξ) F [u(·, t)](ξ)](x) (5.3)
is a pseudo-differential operator (4.1) (with respect to x) with symbols A(ξ) ∈ E(Qnp \ {0}), u(x, t) ∈ Φ˜ ′(Qnp × R+) is the
desired distribution. In particular, we will consider the Cauchy problem⎧⎨⎩
∂u(x, t)
∂t
+ Dαx u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.4)
where Dαx u(x, t) = F−1[|ξ |αp F [u(·, t)](ξ)](x) is the Taibleson fractional operator (4.3) with respect to x, α ∈ C.
Theorem 5.1. Suppose that f (x, t) is a continuous function in t for all x ∈ Qnp and f (x, t) ∈ Φ(Qnp) for all t  0. Then the Cauchy
problem (5.2) has a unique solution
u(x, t) = F−1
[
e−A(ξ)t
(
F
[
u0(·)](ξ)+ t∫
0
e−A(ξ)τ fˆ (ξ, τ )dτ
)]
(x), (5.5)
where fˆ (ξ, t) = F [ f ](ξ, t).
Proof. Since u(x, t) is a distribution such that u(x, t) ∈ Φ ′(Qnp) for any t  0, relation (5.2) is well deﬁned. Applying the
Fourier transform to (5.2), we derive the following equation
∂ F [u(·, t)](ξ)
∂t
+ A(ξ)F [u(·, t)](ξ) = fˆ (ξ, t),
where, according to Section 2.2, fˆ (ξ, t) = F [ f ](ξ, t) ∈ Ψ (Qnp) for all t  0. Solving this equation, we obtain
F
[
u(·, t)](ξ) = e−A(ξ) t(F [u(·,0)](ξ)+ t∫
0
e−A(ξ)τ fˆ (ξ, τ )dτ
)
.
Here, due to our assumptions all terms are well deﬁned. The last relation implies (5.5). 
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A(p̂ j(−s + η))= A(−p̂ j s), ∀η ∈ Znp,
for any j ∈ Zn, s ∈ Jnp;m. Let f ∈ Φ˜ ′(Qnp × R+) and let f (x, t) be continuous in t for all x ∈ Qnp . Then the Cauchy problem (5.2) has a
unique solution
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
e−A(−p̂ j s)t
(〈
u0,Θ(m)×s; ja
〉+ t∫
0
eA(−p̂ j s)τ
〈
f (·, τ ),Θ(m)×s; ja (·)
〉
dτ
)
Θ
(m)×
s; ja (x)
∈ Φ˜ ′(Qnp × R+), (5.6)
where Θ(m)×s; ja (x) are n-dimensional p-adic wavelets (3.26).
Proof. Since f ∈ Φ˜ ′(Qnp × R+), according to formula (3.34) from Proposition 3.1, this distribution is represented as the
inﬁnite sum
f (x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
ds; j,a(t)Θ(m)×s; ja (x), x ∈ Qnp, t  0, (5.7)
where due to (3.35),
ds; j,a(t) =
〈
f (·, t),Θ(m)×s; ja (·)
〉
, s ∈ Jnp;m, j ∈ Zn, a ∈ Inp . (5.8)
Since we seek a solution u(x, t) of the Cauchy problem (5.2) in the class Φ˜ ′(Qnp × R+), in view of the above reasoning we
will seek this solution in the form of the inﬁnite sum
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
Λs; j,a(t)Θ(m)×s; ja (x), (5.9)
where Λs; j,a(t) are the desired functions, s ∈ Jnp;m , j ∈ Zn , a ∈ Inp .
Substituting (5.9) into Eq. (5.2), in view of Theorem 4.1, we get∑
s∈ Jnp;m, j∈Zn,a∈Inp
(
Λ′s; j,a(t)+ A
(−p̂ j s)Λs; j,a(t)− ds; j,a(t))Θ(m)×s; ja (x) = 0.
The last equation is understood in the weak sense, i.e.,∑
s∈ Jnp;m, j∈Zn,a∈Inp
〈(
Λ′s; j,a(t)+ A
(−p̂ j s)Λs; j,a(t)− ds; j,a(t))Θ(m)×s; ja (x),φ(x)〉= 0, (5.10)
for all φ ∈ Φ(Qnp). Since according to Lemma 3.1, any test function φ ∈ Φ(Qnp) is represented in the form of a ﬁnite sum
(3.32), equality (5.10) implies that
Λ′s; j,a(t)+ A
(−p̂ j s)Λs; j,a(t) = ds; j,a(t), ∀s ∈ Jnp;m, j ∈ Zn, a ∈ Inp,
for all t  0. Solving this differential equation, we obtain
Λs; j,a(t) = e−A(−p̂ j s)t
(
Λs; j,a(0)+
t∫
0
eA(−p̂ j s)τds; j,a(τ )dτ
)
, (5.11)
s ∈ Jnp;m , j ∈ Zn , a ∈ Inp .
By substituting (5.11) into (5.9), we ﬁnd a solution of the Cauchy problem (5.2) in the form
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
e−A(−p̂ j s)t
(
Λs; j,a(0)+
t∫
0
eA(−p̂ j s)τds; j,a(τ )dτ
)
Θ
(m)×
s; ja (x). (5.12)
Setting t = 0, we ﬁnd
u0(x) =
∑
s∈ Jn , j∈Zn,a∈Inp
Λs; j,a(0)Θ(m)×s; ja (x),
p;m
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Λs; j,a(0) =
〈
u0,Θ(m)×s; ja
〉
, s ∈ Jnp;m, j ∈ Zn, a ∈ Inp . (5.13)
Relations (5.12), (5.13), (5.8) imply (5.6). In view of (5.1), the sum (5.6) is ﬁnite on any test function from the Lizorkin space
Φ(Qnp).
The theorem is thus proved. 
Comparing Theorem 5.1 with Theorem 5.2, one can see that wavelet technique enables to solve the Cauchy problem (5.2)
in the more general case, namely, instead of f (·, t) ∈ Φ(Qnp) we use f (·, t) ∈ Φ ′(Qnp).
Theorem 5.2 and Corollary 4.2 imply the following assertion.
Corollary 5.1. Let f ∈ Φ˜ ′(Qnp × R+) and let f (x, t) be continuous in t for all x ∈ Qnp . Then the Cauchy problem (5.4) has a unique
solution
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
e−p
αmax1rn{mr− jr }t
(〈
u0,Θ(m)×s; ja
〉+ t∫
0
ep
αmax1rn{mr− jr }τ 〈 f (·, τ ),Θ(m)×s; ja (·)〉dτ
)
Θ
(m)×
s; ja (x)
∈ Φ˜ ′(Qnp × R+), (5.14)
where Θ(m)×s; ja (x) are n-dimensional p-adic wavelets (3.26).
For the homogeneous Cauchy problems (5.2) and (5.4), for f (x, t) = 0, solutions (5.6) and (5.14) describe the diffusion
processes in the space Qnp .
Example 5.1. Consider the one-dimensional homogeneous Cauchy problem (5.4) for the initial data
u0(x) = Ω(|x|p)= {1, |x|p  1,0, |x|p > 1.
Since f (x, t) = 0, substituting (3.4), (3.11), (3.12) into (5.14), we obtain a solution of this Cauchy problem:
u(x, t) =
∑
s∈ J p;m
∞∑
j=m
p− je−pα(m− j)tχp
(
sp jx
)
Ω
(∣∣p jx∣∣p).
Theorem 5.3. Suppose that the symbol A(ξ) of a pseudo-differential operator Ax in (5.2) satisﬁes the condition:
A(p̂ j(−s + η))= A(−p̂ j s)> 0, ∀η ∈ Znp,
for any j ∈ Zn, s ∈ Jnp;m. Suppose that f ∈ Φ˜ ′(Qnp × R+) and f (x, t) is continuous in t for all x ∈ Qnp . Suppose also that, for any
s ∈ Jnp;m, j ∈ Zn, a ∈ Inp
lim
t→∞
〈
f (·, τ ),Θ(m)×s; ja (·)
〉= cs; ja (= const). (5.15)
Then the solution (5.6) of the Cauchy problem (5.2) is stabilized as t → ∞:
lim
t→∞u(x, t) = g(x) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
cs; jaΘ(m)×s; ja (x) ∈ Φ ′
(
Qnp
)
, (5.16)
for every x ∈ Qnp .
Proof. Taking into account that sum (5.6) is ﬁnite on any test function φ ∈ Φ(Qnp) and using the L’Hospital rule, it is easy
to ﬁnd that (5.16) holds for all φ ∈ Φ(Qnp). 
Corollary 5.2. Let f ∈ Φ˜ ′(Qnp ×R+) and let f (x, t) be continuous in t for all x ∈ Qnp . Suppose that (5.15) holds. Then the solution (5.14)
of the Cauchy problem (5.4) is stabilized as t → ∞, i.e., (5.16) holds.
(b) Now we consider the Cauchy problem
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∂u(x, t)
∂t
− Axu(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.17)
where u0 ∈ Φ ′(Qnp), and the pseudo-differential operator Ax is given by (5.3). In particular, we have the Cauchy problem⎧⎨⎩ i
∂u(x, t)
∂t
− Dαx u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.18)
where Dαx is the Taibleson fractional operator (4.3) with respect to x, α ∈ C.
Using the above results, one can construct a solution of the Cauchy problems (5.17) and (5.18).
Theorem 5.4. Suppose that the symbol A(ξ) of a pseudo-differential operator Ax in (5.17) satisﬁes the condition (4.6):
A(p̂ j(−s + η))= A(−p̂ j s), ∀η ∈ Znp,
for any j ∈ Zn, s ∈ Jnp;m. Let f ∈ Φ˜ ′(Qnp × R+) and let f (x, t) be continuous in t for all x ∈ Qnp . Then the Cauchy problem (5.17) has a
unique solution
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
e−iA(−p̂ j s)t
(〈
u0,Θ(m)×s; ja
〉− i t∫
0
eiA(−p̂ j s)τ
〈
f (·, τ ),Θ(m)×s; ja (·)
〉
dτ
)
Θ
(m)×
s; ja (x) ∈ Φ˜ ′
(
Qnp × R+
)
,
(5.19)
where Θ(m)×s; ja (x) are n-dimensional p-adic wavelets (3.26).
Corollary 5.3. Let f ∈ Φ˜ ′(Qnp × R+) and let f (x, t) be continuous in t for all x ∈ Qnp . Then the Cauchy problem (5.18) has a unique
solution
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
e−ip
αmax1rn{mr− jr }t
(〈
u0,Θ(m)×s; ja
〉− i t∫
0
eip
αmax1rn{mr− jr }τ 〈 f (·, τ ),Θ(m)×s; ja (·)〉dτ
)
Θ
(m)×
s; ja (x)
∈ Φ˜ ′(Qnp × R+), (5.20)
where Θ(m)×s; ja (x) are n-dimensional p-adic wavelets (3.26).
5.2. Linear equations of the second order in t
Let us consider the Cauchy problem⎧⎪⎪⎨⎪⎪⎩
∂2u(x, t)
∂t2
+ A1x ∂u(x, t)
∂t
+ A2xu(x, t)+ u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), ∂u(x, t)
∂t
= u1(x), in Qnp × {t = 0},
(5.21)
where t ∈ R, u0,u1(x) ∈ Φ ′(Qnp), pseudo-differential operators A1x and A2x are given by (5.3) and their symbols
A1(ξ),A2(ξ) ∈ E(Qnp \ {0}), u(x, t) ∈ Φ˜ ′(Qnp × R+) is the desired distribution.
Theorem 5.5. Suppose that the symbol Al(ξ) of the pseudo-differential operator Alx in (5.21) satisﬁes the condition (4.6):
Al
(
p̂ j(−s + η))= Al(−p̂ j s), ∀η ∈ Znp, l = 1,2,
for any j ∈ Zn, s ∈ Jnp;m. Let f ∈ Φ˜ ′(Qnp × R+) and let f (x, t) be continuous in t for all x ∈ Qnp . Then the Cauchy problem (5.21) has a
unique solution
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
Λs; j,a(t)Θ(m)×s; ja (x) ∈ Φ˜ ′
(
Qnp × R+
)
, (5.22)
where Θ(m)×(x) are n-dimensional p-adic wavelets (3.26). Here, ifs; ja
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Λs; j,a(t) = 1
k+ − k−
( t∫
0
(
ek+(t−τ ) − ek−(t−τ ))ds; j,a(τ )dτ + (〈u1,Θ(m)×s; ja 〉− k−〈u0,Θ(m)×s; ja 〉)ek+t
− (〈u1,Θ(m)×s; ja 〉− k+〈u0,Θ(m)×s; ja 〉)ek−t
)
, (5.23)
where k± = −A1(−p̂
j s)±
√
(A1(−p̂ j s))2−4(A2(−pˆ j s)+1)
2 ;
(b) (A1(−p̂ j s))2 = 4(A2(−p̂ j s)+ 1) then
Λs; j,a(t) =
t∫
0
ek(t−τ )(t − τ )ds; j,a(τ )dτ + ekt
(〈
u0,Θ(m)×s; ja
〉+ (〈u1,Θ(m)×s; ja 〉− k〈u0,Θ(m)×s; ja 〉)), (5.24)
where k = −A1(−p̂ j s)2 ; ds; j,a(t) are coeﬃcients of the distribution f (x, t) in representation (5.7); s ∈ Jnp;m, j ∈ Zn, a ∈ Inp .
Proof. Since f ∈ Φ˜ ′(Qnp × R+), according to (3.34), this distribution is represented in the form (5.7). As in Theorem 5.2, we
will seek a solution of the Cauchy problem (5.21) in the form (5.9). Substituting (5.9) into Eq. (5.21), in view of Theorem 4.1,
we obtain ∑
s∈ Jnp;m, j∈Zn,a∈Inp
(
Λ′′s; j,a(t)+ A1
(−p̂ j s)Λ′s; j,a(t)+ (A2(−p̂ j s)+ 1)Λs; j,a(t)− ds; j,a(t))Θ(m)×s; ja (x) = 0,
where ds; j,a(t) is given by (5.8). Next, similarly to the proof of Theorem 5.2, the last relation implies that Λs; j,a(t) satisﬁes
the differential equation
Λ′′s; j,a(t)+ A1
(−p̂ j s)Λ′s; j,a(t)+ (A2(−p̂ j s)+ 1)Λs; j,a(t) = ds; j,a(t), (5.25)
for all t  0, s ∈ Jnp;m , j ∈ Zn , a ∈ Inp . Since ds; j,a(t) is continuous, for given Λs; j,a(0) and dΛs; j,a(0)dt the differential equation
(5.25) has a unique solution. This solution can be calculated explicitly.
The characteristic equation corresponding to the homogeneous differential equation (5.25) is the following
k2 + kA1
(−p̂ j s)+ (A2(−p̂ j s)+ 1)= 0. (5.26)
(a) Let (A1(−p̂ j s))2 = 4(A2(−p̂ j s)+ 1). In this case, we have k± = −A1(−p̂
j s)±
√
(A1(−p̂ j s))2−4(A2(−pˆ j s)+1)
2 . Hence, accord-
ing to the well-known results from the theory of ordinary differential equations, a solution of (5.25) is
Λs; j,a(t) = 1
k+ − k−
( t∫
0
(
ek+(t−τ ) − ek−(t−τ ))ds; j,a(τ )dτ + (Λ′s; j,a(0)− k−Λs; j,a(0))ek+t
− (Λ′s; j,a(0)− k+Λs; j,a(0))ek−t
)
. (5.27)
(b) Let (A1(−p̂ j s))2 = 4(A2(−p̂ j s)+ 1) then k = −A1(−p̂ j s)2 . Hence, according to the well-known results from the theory
of ordinary differential equations, a solution of (5.25) is
Λs; j,a(t) =
t∫
0
ek(t−τ )(t − τ )ds; j,a(τ )dτ + ekt
(
Λs; j,a(0)+
(
Λ′s; j,a(0)− kΛs; j,a(0)
)
t
)
. (5.28)
By substituting the solution (5.27) (or (5.28)) of the differential equation (5.25) into (5.9) and taking into account formu-
las (5.8) and
Λs; j,a(0) =
〈
u0,Θ(m)×s; ja
〉
, Λ′s; j,a(0) =
〈
u1,Θ(m)×s; ja
〉
,
s ∈ Jnp;m , j ∈ Zn , a ∈ Inp , we ﬁnd a unique solution of the Cauchy problem (5.21) in the form (5.9), where the coeﬃcients
Λs; j,a(t) are given by (5.23) or (5.24).
In view of (5.1), the sum (5.22) is ﬁnite on any test function from the Lizorkin space Φ(Qnp).
The theorem is proved. 
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∂2u(x, t)
∂t2
+ Dα1x ∂u(x, t)
∂t
+ Dα2x u(x, t)+ u(x, t) = f (x, t), in Qnp × (0,∞),
u(x, t) = u0(x), ∂u(x, t)
∂t
= u1(x), in Qnp × {t = 0}.
(5.29)
A particular case of the problem (5.29) was solved in the paper [12].
Remark 5.1. The technique developed for solving the above Cauchy problems can be used for solving the Cauchy problems
for the linear pseudo-differential equations of order m in t:
m∑
j=0
A jx
∂ ju(x, t)
∂t j
+ u(x, t) = f (x, t),
where pseudo-differential operators A jx are given by (5.3), j = 0,1, . . . ,m, u(x, t) ∈ Φ˜ ′(Qnp ×R+) is the desired distribution.
5.3. Semi-linear equations
Consider the Cauchy problem for the semi-linear pseudo-differential equation:⎧⎨⎩
∂u(x, t)
∂t
+ Axu(x, t)+ u(x, t)
∣∣u(x, t)∣∣2k = 0, in Qnp × (0,∞),
u(x, t) = u0(x), in Qnp × {t = 0},
(5.30)
where a pseudo-differential operator Ax is given by (5.3), k ∈ N, u(x, t) ∈ Φ˜ ′(Qnp × R+) is the desired distribution.
According to Proposition 3.1, the distribution u(x, t) can be realized as an inﬁnite sum of the form
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
Λs; j,a(t)Θ(m)×s; ja (x), (5.31)
where Λs; j,a(t) are the desired functions, Θ(m)×s; ja (x) are elements of the wavelet basis (3.26). We will solve the Cauchy
problem in a particular class of distributions u(x, t) such that in representation (5.31)
p̂ j′− ja − a′ /∈ Znp, if jl < j′l, l = 1, . . . ,n. (5.32)
In this case, in view of (3.6), all the sets {x ∈ Qnp: |p̂ j x− a|p  1}, {x ∈ Qnp: |p̂ j′x− a′|p  1} are disjoint.
Theorem 5.6. Suppose that the symbol A(ξ) of a pseudo-differential operator Ax in (5.30) satisﬁes condition (4.6):
A(p̂ j(−s + η))= A(−p̂ j s), ∀η ∈ Znp,
for any j ∈ Zn, s ∈ Jnp;m. Then in the above-mentioned class of distributions (5.31), (5.32) the Cauchy problem (5.30) has a unique
solution
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
〈u0,Θ(m)×s; ja 〉(A(−p̂ j s))1/2ke−A(−p̂
j s)tΘ
(m)×
s; ja (x)
(A(−p̂ j s)+ 〈u0,Θ(m)×s; ja 〉2k p−k| j|(1− e−2kA(−p̂ j s)t))1/2k
(5.33)
for t  0, where Θ(m)×s; ja (x) are n-dimensional p-adic wavelets (3.26). Moreover, this formula is applicable to the case A ≡ 0.
Proof. Since |χp(s · (p jx− a))| = 1, taking into account formulas (5.31), (5.32), (3.26), we obtain∣∣u(x, t)∣∣2 = ∑
s∈ Jnp;m, j∈Zn,a∈Inp
Λ2s; j,a(t)p
−| j|Ω
(∣∣p̂ jx− a∣∣p)
and
u(x, t)
∣∣u(x, t)∣∣2k = ∑
s∈ Jnp;m, j∈Zn,a∈Inp
Λ2k+1s; j,a (t)p
−k| j|Θ(m)×s; ja (x), (5.34)
where the indexes in the above sums satisfy condition (5.32).
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s∈ Jnp;m, j∈Zn,a∈Inp
(
Λ′s; j,a(t)+ A
(−p̂ j s)Λs; j,a(t)+ p−k| j|Λ2k+1s; j,a (t))Θ(m)×s; ja (x) = 0, (5.35)
where the last equation is understood in the weak sense. Since, according to Lemma 3.1, any test function φ ∈ Φ(Qnp) is
represented in the form of a ﬁnite sum (3.32), equality (5.35) implies that
Λ′s; j,a(t)+ A
(−p̂ j s)Λs; j,a(t)+ p−k| j|Λ2k+1s; j,a (t) = 0, (5.36)
for all s ∈ Jnp;m , j ∈ Zn , a ∈ Inp , and for all t  0. Integrating (5.36), we obtain
Λ2ks; j,a(t)
A(−p̂ j s)+ p−k| j|Λ2ks; j,a(t)
= Es; j,ae−2kA(−p̂ j s)t,
i.e.,
Λs; j,a(t) =
E1/2ks; j,a(A(−p̂ j s))1/2ke−A(−p̂
j s)t
(1− Es; j,a p−k| j|e−2kA(−p̂ j s)t)1/2k
, (5.37)
where Es; j,a is a constant, s ∈ Jnp;m , j ∈ Zn , a ∈ Inp . Substituting (5.37) into (5.31), we ﬁnd a solution of the problem (5.30)
u(x, t) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
E1/2ks; j,a(A(−p̂ j s))1/2ke−A(−p̂ j s)t
(1− Es; j,a p−k| j|e−2kA(−p̂ j s)t)1/2k
Θ
(m)×
s; ja (x), (5.38)
x ∈ Qnp , t  0. Setting t = 0 in (5.38), we have
u0(x) =
∑
s∈ Jnp;m, j∈Zn,a∈Inp
(
Es; j,aA(−p̂ j s)
1− Es; j,a p−k| j|
)1/2k
Θ
(m)×
s; ja (x),
where u0 ∈ Φ ′(Qnp). Hence, according to (3.34), the coeﬃcients Es; j,a are uniquely determined by (3.35) as(
Es; j,aA(−p̂ j s)
1− Es; j,a p−k| j|
)1/2k
= 〈u0,Θ(m)×s; ja 〉.
The last equation implies that
Es; j,a =
〈u0,Θ(m)×s; ja 〉2k
A(−p̂ j s)+ p−k| j|〈u0,Θ(m)×s; ja 〉2k
.
Substituting Es; j,a into (5.38), we obtain (5.33). In view of (5.1), the sum (5.33) is ﬁnite on any test function from the
Lizorkin space Φ(Qnp).
By passing to the limit as A → 0 in formula (5.33), one can easily see that this formula (5.33) is applicable to the case
A ≡ 0.
The theorem is thus proved. 
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