Highlights
rise of social media and smart devices, data is no longer a simple dataset that traditional tools and technologies can handle [2] .
Digitization and rising popularity of modern technologies like smart phones and gadgets has contributed immensely towards ‗data deluge'. Moreover, this data is not just high on volume, but it also includes data of varied kinds that is generated on a periodic basis. The biggest challenge in dealing with this ‗big data problem' is that the present or traditional systems are unable to store and process data of this kind. Therefore, this gave rise to the need for scalable systems that can store varied forms of data and process the same to generate useful analytical solutions [3] .
The present era can rightly be called the era of analytics where organizations are tapping the business potential of data by processing and analyzing it. A plethora of technologies are available for this purpose and organizations are smoothly drifting towards heterogeneous environments, which include data stores like HBase [4] , HDFS [5] and MongoDB [6] , execution engines like Impala [7] and Spark [8] , and programming languages like R [9] and Python [10] .
Big data storage [11] is a general term used for describing storage infrastructures designed for storage, management and retrieval of data that is typically high in velocity, diverse in variety and large in volume. In such infrastructures, data is stored in such a manner that its usage, processing and access become easier. Moreover, such infrastructures can scale as per the requirement of the application or service.
The primary task of big data storage is to support input and output operations on stored data in addition to storage of a large number of files and objects. Typically, the architectures used for storage of big data include a cluster of network-attached storage, pools of direct attached storage or storage based on object storage format [11] . Computing server nodes are used at the heart of these infrastructures in order to provide support for retrieval and processing of big data. Most of these storage infrastructures provide support for big data storage solutions like Hadoop [12] and NoSQL [13] .
The storage needs of a big data problem are influenced by many factors. Scalability is undoubtedly one of the fundamental requirements in view of the ever-growing size of data. Any solution made for big data must be able to accommodate the growing data in an optimal manner. Considering the fact that most big data solutions require realtime analysis of data and its visualization, the allowable time in which data must be accessed is extremely low. Moreover, data needs to be accessed in a frequent and efficient manner, making availability a crucial system requirement. Big data solutions may make use of organization-specific data. One of the biggest concerns of organizations in the adoption of such solutions is the security of their data. There may be a need for big data solutions to interact with other technologies and applications. Therefore, big data solutions must be able to integrate with these technologies to create a complete application.
Technologies or solutions must be chosen on the basis of the specific requirements of a business or application. The available big data technologies offer different degrees of performance, security, data capacity and integration capabilities [14] . Therefore, if the requirements are clear and precise, choosing a solution or combination of solutions to satisfy the needs should not be difficult. This paper performs a comparative study of 80 NoSQL solutions available for use in big data systems and elaborates on how requirements must be analyzed to determine the best solution for a concerned application.
The qualitative study of NoSQL solutions was transformed into a dataset with 9 features namely, documentoriented, graph, key-value, wide-column, consistent, available, partition-tolerant, free and proprietary. It is important to mention that database type is not a single feature and the work takes document-oriented, graph, key-value and wide-column as four different features because a NoSQL solution can support multiple data models. Bivariate analysis of the dataset was performed to explore relationships between the different features. The results of this analysis indicated dependency between features and therefore, in order to propose a classification scheme, cluster analysis was performed. Applications supported by different NoSQL solutions were identified and reviewed. This analysis was further used to determine relevant features for specific classes of applications, which was in turn used to propose a prediction model for determination of suitability of a NoSQL solution for an area of application.
There are many studies on NoSQL stores. However, most of the existing literature compares the performance of a few NoSQL stores [73, 114] or provide a qualitative study of the technology [18, 19, 20, 32, 47, 81, 133] . None of Besides this, applications supported by individual solutions used for analysis, were identified. On the basis of qualitative analysis of applications, they were classified under 7 categories namely, ‗smart cities', ‗business intelligence', ‗life sciences research', ‗healthcare', ‗social network analysis', ‗geospatial applications' and ‗others'. Dataset was enhanced to incorporate supported application area. Relevant features for each application area were determined and a prediction model for determining if a NoSQL solution is suitable for an application area was proposed. The techniques used for this purpose were random forest classification [299] and decision tree classification [155] . Fig. 1 gives an overview of the areas covered in this study of NoSQL solutions.
NoSQL -A Solution for Big Data Storage Issues
The idea behind the development of relational databases was to provide a data storage approach that makes use of structured query language or SQL [23] . The introduction of these databases dates back to the 1970s when data schemas were not as complicated as they are today. Moreover, storage was expensive and data archival incurred high costs. With the rise of social media platforms, the amount of data being stored about events, objects and people has risen exponentially. The use of data in this time and age is not just limited to data archival, but it also extends to frequent data retrieval and processing, in order to serve purposes like generation of real-time feeds [24] and customized advertisements [25] , in addition to many others.
Owing to the complexity of information being processed and the need to treat multiple database requests to answer a single API request or render a webpage, the demands from modern database systems are ever-increasing. Some of the key drivers in this domain are the need for interactivity, increasing complexity and ever-evolving networks of users [26] . In order to serve these growing demands, sophisticated deployment strategies and improved computing infrastructure [188] are being put to use. With that said, single server deployments are expensive and highly complex, which has caused a drift towards the use of cloud hardware [27] for this purpose. Besides this, the use of agile methods has also reduced the development and deployment time [28] , allowing quicker response to user needs.
Relational databases were not created to manage the agility and scalability requirements of modern-day systems. Moreover, they are also not equipped to work with the cloud and take optimum advantage of its cheaper storage and processing capabilities. These shortcomings can be addressed using two main technical approaches, which are discussed below:
 Manual Sharding In order to make use of the distributed paradigm, tables need to be segmented into smaller units, which must then be stored across different machines. This process of splitting is called manual sharding [29] . However, this functionality is not available in a traditional database and needs to be implemented by the developer. Moreover, the storage of data on each instance is performed in an anonymous mode. It is the responsibility of the application code to segment data, store it in a distributed manner, and perform query management and aggregate results to be presented to the user. Additional code shall be required for supporting data rebalancing, performing join operations, handling of resource failures and replication. It is crucial to mention that manual sharding may downgrade some of the benefits of relational databases like transactional integrity.
 Distributed Cache
Caching [30] is a commonly used process, which is primarily employed for improving the read performance of a system. It is noteworthy that the use of a cache has no impact on the write performance and is capable of adding substantially to the complexity of the overall system. Therefore, if the requirements from the system are read-intensive, then the use of distributed cache must be considered. On the other hand, write-intensive or read/write intensive applications do not require a distributed cache [31] . NoSQL databases [13] are known to mitigate the challenges associated with traditional databases. In addition, they also unleash the true power of cloud by making use of commodity hardware, which reduces the cost, and simplifies deployment, making the life of a developer much easier as there is no need to maintain multiple layers of cache anymore. NoSQL is an umbrella term used to describe a plethora of technologies, all of which entail some common characteristics, which have been discussed later in this section. Some of the advantages of NoSQL solutions over traditional databases are as follows:
 Scalability
NoSQL allows systems to scale out horizontally [13] . Moreover, this can be done quickly without affecting the overall performance of the system with the help of cloud technologies. Scaling traditional databases require manual sharding that involves high costs and complexity. On the other hand, NoSQL solutions offer automatic sharding, reducing complexity as well as cost of the system [13] .  Performance
As mentioned previously, NoSQL systems can be scaled out as required. With the increase in the number of systems, the performance of a system is also correspondingly improved. The fact that these systems involve automatic sharding means that the overhead associated with the same is also eliminated, which further contributes to the improved performance of the system.
 High and Global Availability
Relational databases depend on primary and secondary nodes to fulfill the availability requirements. This not only adds to the complexity of the system, but it also makes the system moderately available. On the contrary, NoSQL solutions make use of master-less architecture and data is distributed across multiple machines [13] . Therefore, even upon the failure of a node, the availability of the application remains unaffected for read as well as write operations. NoSQL solutions offer data replication across resources [13] . Consequently, user experience is consistent irrespective of the location of the user. Moreover, it also plays a significant role in reducing latency with the added advantage of shifting the developer's focus from database administration to business primacies.
 Flexible Data Modeling
It is possible to implement fluid and flexible data models in NoSQL [13] . This allows developers to implement query options and data types that befit the application instead of those that suit the schema. In the process, the interaction between database and application is simplified, making this approach a better option for agile development.
Dynamic Schemas
Relational databases [33] have an inherent requirement to create schemas in advance. Data is added to the database only after this requirement is fulfilled. For instance, if a system needs to store employee data like name, department, age, gender and salary, then the table created for the same must have the corresponding schema. Such a requirement is unfit for agile development environments, as the fields of data might need to be changed over time. A new requirement may be added, as part of iteration, and subsequently, the schema may have to be altered. This is a timeconsuming task if the database is large. As a result, the database may have to be made unavailable for any use for a considerable amount of time to make required changes. Moreover, if the development process requires several iterations, the database may have to be shut rather frequently for significant amounts of time. Evidently, relational databases are inappropriate for storing data that are large, unstructured and unknown [33] .
NoSQL satisfies this requirement since it has no predefined schemas. Moreover, data insertion does not require the developer to define a schema well in advance. As a result, changes to the data structure and data can be made in real-time without the need to shut the database for any other use [32] . There are several advantages of using this approach. Apart from the fact that it reduces administrator time, such an approach also reduces the time required for development and simplifies the process of code integration.
Auto-Sharding
Relational databases are structured in such a manner that they need to have a server that controls the rest of the systems to provide reliability and availability requirements of a database solution. Therefore, such a system can only support vertical scaling [32] , which is not just expensive, but it leads to creation of small number of points of failure.
Besides this, it also places a limit on the amount of scaling that a system can support.
In view of the system requirements, a database solution must support horizontal scaling [13] . Therefore, it must be possible to add servers to the ensemble and get rid of the limitation that focuses on testing the capability of a single server. Cloud computing offers the best solution in this regard by providing on-demand services and unlimited scaling capacity [34] . So, the system no longer needs to rely on one server to fulfill its needs. Another important facet of using the Cloud is its inbuilt database administration facility. Moreover, the developer no longer needs to create complex platforms and can simply focus on writing the application code. Lastly, the use of Cloudbased, multiple servers cost significantly lesser than a high-capacity, single server.
In order to perform sharding of a database spanning across multiple servers, complex arrangements to make multiple servers act a single system, need to be put in place. On the other hand, NoSQL databases support autosharding. The database automatically distributes data across multiple systems without the need for the administrator to be aware of the server pool composition. Load balancing [35] for data and query are also automatically performed by the system. This allows the system to offer high availability. As and when the server goes down, it can be conveniently replaced and operations remain unaffected.
Automatic Replication
Replication is performed automatically for any NoSQL system [32] . Therefore, the system can recover from disasters rather easily, also allowing high degrees of availability. From the developer's point of view, he or she no longer needs to cater for these facets of development in the application code.
Integrated Caching
The integrated caching abilities [32] of NoSQL systems are rather well equipped and most of the frequently used data is kept in the system memory to ensure quick access. Therefore, there is no need to maintain multiple caching layers at the application level.
Classification Criteria for NoSQL Solutions
NoSQL is a technology that is developed to counter the issues presented by relational databases, which is implemented in multiple ways by different models. Common characteristics of NoSQL models include efficient storage, reduced operational costs, high availability, high concurrency, minimal management, high scalability and low latency [36] . NoSQL solutions have been classified using multiple criteria. The most commonly used classification criteria include supported data model (document-oriented, graph, key-value and wide-column) [41] and CAP characteristics (consistency, availability and partition tolerance) [63] . In view of the fact that the most commonly used classification criteria makes use of supported data model(s), big data models are discussed elaborately in this section. This section also includes CAP theorem and other relevant features and applications. These aspects of NoSQL solutions have been summarized in Table 2 for 80 identified NoSQL solutions.
Big Data Models
Yen [13] Cattell [39] and Leavitt [40] proposed a data model-based classification. Catel [39] divides NoSQL solutions into three categories namely key value stores, document stores and extensible record stores. On the other hand, Leavitt [40] proposed the use of three categories namely document-based, key value stores and column-oriented stores. Scofield [41] gave the most accepted categorization scheme by classifying databases into relational, graph, document, column and key value stores. This paper uses the above-mentioned basis for classification and covers document-oriented stores, graph data model, key value store and wide column store in this section.
Document-Oriented Data Model
Document-oriented data model uses documents for storage and retrieval of data. [42] . Other names of this NoSQL data model are document database [43] and document store [44] . It is primarily used for management of semistructured data because of its flexibility and support for variable schema. As mentioned previously, document databases use documents for their working. These documents may be in PDF or Microsoft Word format. However, blocks of JSON and XML are the more commonly used document formats.
A relational database contains columns, which are described by their names and data types. On the contrary, in case of document databases, data type description and value for the concerned description are provided in a document [42] . The structure of different documents making up a database may be similar or different. Since, the document metadata does not store schema, there is no need to alter the metadata for adding distinct data elements to the database.
Documents are grouped together to form a structure called collection [42] . There may be multiple collections in a database. This structure is similar in functions to tables, which are present in relational databases [33] . Documentoriented databases provide a mechanism to execute queries on collections and retrieve documents that satisfy the attribute-specific requests. There are several advantages of using this approach, which include:
 Most of the growing data comes from IoT devices [302] and social media [303] . However, this data does not fit into standard application data models. Document-oriented databases offer flexible data modeling [42] , in contrast to relational databases that force applications to fit data into existing models irrespective of their needs.  The write performance of document-oriented databases is better than conventional systems [45] . In order to make a system available for writing, the database can compromise on data consistency as well. Therefore, even if a system fails and replication takes longer than expected, the write operation will be fast.  The indexing features and query engines of databases available in this category are known to be fast and efficient [42] . Therefore, they offer better query performance. Document databases work around documents. Therefore, a document is the basic atomic unit of storage in such databases. Any domain model that allows splitting and partitioning of its data across documents can use a document database. Some common use cases include CMS, blog-software and wiki-software [58] . However, when considering this data model, you may come across use cases where a relational model may be just as good an option to use as the non-relational database. The use cases are summarized in Table 1 . 4. Applications with write-intensive processing established, the use of such a store must be avoided.
Graph Data Model
This NoSQL data model is tailor made to support storage and processing of voluminous data, which may be semistructured, structured or unstructured, in type. Therefore, data can be accessed and acquired from different sources. As a result, the graph data model [46] is popularly used in social media analytics [47] and different specialized fields of big data analytics [48] . It is noteworthy that relational databases were developed for storing structured information available in and generated by enterprises. Therefore, the schema of data to be stored is available beforehand. On the contrary, data generated by IoT (Internet of Things) and social media is unstructured. Moreover, it is generated in real time.
Graph databases [49] are a good option for storing unstructured data generated by such diverse sources at high velocity. There is no need to define a schema before storing data, which makes the database rather flexible. Besides this, graph databases are cost-effective and dynamic when it comes to integration of data coming from different sources [49] . Moreover, graph databases are better equipped to handle, store and process high-velocity data as compared to relational databases.
The aforementioned applications like social media analytics and IoT-based analytical solutions [187] require the base technology to integrate data coming from heterogeneous sources and establish links between the different datasets created. Application data of this kind can best be handled using a semantic graph database or RDF triplestore [50] . Semantic graph database is a type of graph database that focuses on relationships between different elements of the database and generate analytics on this basis. These graph databases are primarily used for real time analytics because of their ability to handle large datasets, without the need to define a schema in advance. The benefits of using semantic graph database can be summarized as follows:
1. Integration of inbound data from different sources is limited when the schema needs to be defined before adding data because the addition of a new source might require a change in schema, which is both timeconsuming as well as complicated. In databases where there is no such need, data integration is limitless, simple and cost-effective [51] . 2. Semantic graph databases offer an additional support to ontologies or semantically rich data schemas [51] .
Therefore, organizations can create logical models in any way they desire. 3. Semantic graph databases use international standards for data representation on the web [51] . This results in easier integration and sharing of data. Uniform Resource Identifier (URI) [52] is one of the standards used for data representation in semantic graph databases. URI is a unique ID, which is used to distinguish between linked entities. The presence of such a clear approach for entity identification makes access and search easier, making the approach cost-effective. Moreover, it also makes data sharing easier as far as mapping data to Linked (Open) Data is concerned. In addition, challenges like vendor lock-in can be avoided. Graph databases offer an effective way to manage and combine data. Enterprise data is typically linked and graph databases for their storage ensure easier management of content. Moreover, personalization can also be achieved in a simpler manner. In addition to this, the concept of connected world, which has particularly picked up pace after the rise of social media and IoT, can take advantage of the fact that graph databases allow integration of heterogeneous, interlinked data from different sources. The use cases corresponding to graph databases are summarized in Table 1. application is free to model its data in accordance with the requirements of the use case. 2. Objects can simply be accessed with the help of a key assigned to the object. When using this database, there is no need to perform operations like union, join and lock on objects [53] , which make this data model, most efficient and high performing. 3. Most of the available key-value databases allow scale out as and when the demand for the same arises.
Moreover, this can be done using commodity hardware without the need for any redesigning. 4. Providing high availability is much easier and uncomplicated with key-value stores. The distributed architecture and master-less configuration of some of the available databases of this type ensures higher resilience [53] . 5. The design of these databases is such that it is simple to add and remove capacity. Moreover, these databases are better equipped to deal with network failures and hardware malfunctions [53] , lowering the downtime considerably. Key-value stores are commonly used data models, preferred for application areas surrounding data like user profile, emails, blog/article comments, session information, shopping cart data, product reviews, product details and Internet Protocol (IP) forwarding tables [59] , in addition to many others. It is crucial to understand that a key-value store can be used to store complete webpages [60] . In this case, URL can be used as the key, and webpage content, as value. However, other data models may be better suited for this purpose if the application requires so. The use cases are mentioned in Table 1 .
Wide-Column Data Model
Wide Column Stores [54] have columns and column families, as base entities. Facts or data are grouped together to form columns, which are further organized in the form of column families that are constructs similar to tables in relational databases. For example, data about an individual like name, account name and address are facts about the individual and can be grouped together to form a row in a relational database. On the contrary, same facts are organized in the form of columns in a wide-column store and each of the columns includes multiple groups. Therefore, a single wide-column can store data equivalent to the same stored by many rows in a relational database. Other names of such databases include column-oriented DBMS [55] , columnar databases [56] and column families [57] .
Key advantages [54] of using wide column store databases include: 1. Partitioning and data compression can be performed efficiently using wide column store databases. 2. Aggression queries like AVG, SUM and COUNT can be performed effectively and efficiently because of the column-oriented structure of this database. 3. This database type is highly scalable and well suited for massively parallel processing (MPP) systems. 4. Tables with huge amounts of data can be loaded and queried with relatively lesser response time. Wide-column stores form the last category of big data models. These databases are deemed most appropriate for distributed systems [61] . In other words, if the data available is large and can be split across machines, then a widecolumn store database can be extremely useful. Some of the primary advantages of using this database is reduced query time for some queries. However, this point must be clearly investigated before a decision in favor of such a solution is taken. For some queries, the time may be same or higher than that offered by conventional RDBMS solutions [62] . Typical use cases are recapitulated in Table 1 .
CAP Theorem
While discussing the applicability of NoSQL solutions to real-world problems, it is important to mention CAP Theorem [63] . This theorem introduces the concept of Consistency (C), Availability (A) and Partition Tolerance (P) for distributed systems and states that all these three characteristics cannot be ensured by a solution simultaneously. In fact, a solution can provide at most two characteristics. Consistency is a characteristic that ensures that all the nodes of the distributed system must read the same value of data at all times. If a change in data value is made, then the change must be consistent for all nodes. However, if the change results in an error, then a rollback must be performed to ensure consistency.
Availability defines the operational requirement of the system that ensures that as and when a user makes a request to the system, it must respond to it despite its state. Partition tolerance refers to a system's ability to operate despite failure of a partition and message loss. It can also be described as the ability of a system to operate irrespective of network failure. Different database solutions and their CAP status have been described in the following sections. It has been stated that a distributed system can only possess two characteristics at a time. On the basis of this assertion, NoSQL systems can be CA (Consistent-Available), AP (Available-Partition Tolerant) or CP (Consistent-Partition Tolerant) [64] .
Other Features
In addition to the above mentioned, there are many other features that can be considered for classification of NoSQL solutions. Some of these include ownership (free and proprietary), concurrency control, replication model, partitioning scheme, supported programming languages, compression support and indexing [291] , among others. Out of these features, ownership has been considered in this paper. Other features can be considered in future work to enhance the proposed classification scheme (Section 6.0) and solution-application suitability model (Section 7.0).
Applications
Big data technologies are applicable to varied fields and domains. In view of this, 152 related resources were reviewed to determine the applications of different NoSQL solutions (mentioned in Table 2 ). Applications, in this context, can broadly be divided into the categories given below. The objective of this categorization was to determine popular application areas where NoSQL solutions have been put to use. This categorization has been used in Section 7.0 for further analysis.
1. Smart Cities Existing literature [296] suggests that smart cities is an application of Internet of Things (IoT) and includes applications that are focused towards improvement of quality of life of citizens involved. Considering the wide realm of this application area, a majority of the research studies reviewed belonged to this category. Applications include smart education [236, 222, 229, 154, 158, 170, 184, 278] , intelligent waste management [255] , smart agriculture [191] , smart governance [282, 150] , intelligent natural resources management [226, 70] and intelligent traffic control systems [257, 220, 148] , in addition to many others. 2 
. Social Networks Analysis
The rise of Internet has popularized social networking to such a high degree that this technological development has revolutionized the way people connect and communicate. With that said, this application area is one of the leading data generators with data being generated every second in huge volumes that includes not just textual data, but different forms of multimedia data as well. Research studies related to social network analysis include storage systems for social network data [213, 201] , data management for social networks [214] , processing [180] , graph analysis [156] , real-time processing [185] and analysis [241] , and social intelligence applications [150, 277] . Papers related to microblogging and sentiment analysis have also been included in this category. Applications related to microblogging include data management [147] and text extraction and real-time sentiment analysis [216] . 3 
. Geospatial Data Analysis
Geo-data is another typically large dataset that needs to be analyzed to gain useful insights and make predictions that are crucial for mission critical applications and projects. The applications associated with this domain span across data representation [223] , semantic data management [212] , big geospatial raster data management [215] and geospatial/GIS applications [224, 264] . 4 
. Life Sciences
Life Sciences research remains one of the most impacted domain with the evolution of big data technologies as many applications like genomics and database maintenance are largely dependent on them in the modern scenario. In view of the fact that biologists and scientists working in this domain deal with mammoth-sized datasets that conventional systems fail to store and manage, big data technologies have reduced management effort and system response time considerably. Most of the papers identified for this application area were centered on database management, storage and analysis [198, 207, 204, 205, 152, 166, 206] with only one of the papers that elaborated upon comparative genomics application [227] . 5 
. Healthcare
The rapid development in new-age technologies like Internet of Things (IoT), Cloud and Big Data has greatly impacted heathcare. The literature surveyed for the use of NoSQL technologies in healthcare included varied applications. Data is typically collected from IoT-based sensors and collected for medical applications [242] . Clinical databases [169] are being developed with specific focus on Electronic Medical Records (EMR) database [182] . Data analysis and monitoring applications include real-time analysis of Electrocardiogram (ECG) [176] , medical imaging applications [182] , breast imaging analysis [171] , health information systems [208] , mining of biomedical networks [284] , biomedical applications [273] , clinical big data analysis [261] , specific applications for radiology [244] . Some problem-specific solutions like health danger prediction [258] , prediction of health issues based on evaluation of toxicity [251, 252, 253, 254] , patient safety application and estimation of calorific expenditure [163] were also identified. 6 
. Business Intelligence
These big data applications are focused towards improving decision making and operational efficiency of organizations. Applications associated with this domain include data management [218, 96, 280] , problemspecific applications for areas like financial services [232] and service performance management [233] , and general applications [69, 286, 150, 167, 181] for improving the operational efficiency of the system. It is important to mention that applications related to industries and company-specific applications like logs analysis for IT companies are not included in business intelligence. They are classified under ‗Others' category. 7 
. Others
Many industry-specific applications like an application for proactive semiconductor equipment maintenance [199] and analytical solutions for construction [153] and insurance industry [209] , have been classified under this category. Moreover, Internet of Things (IoT) applications that do not fall under the above mentioned categories have also been classified under this category. Lastly, task-specific systems like document management systems [245, 262, 263, 265, 269] , indexing engine [202] and biometric system [250] , in addition to many such others have also been put in this category.
Analysis of NoSQL Solutions
This paper identifies 80 NoSQL solution and presents a qualitative assessment of available literature for the same to determine the corresponding data model, CAP characteristics, ownership and existing applications, details of which have been described in the previous section. Table 2 provides a summary of this qualitative assessment. If a NoSQL solution supports the data model, CAP characteristics or ownership model, then the value corresponding to that cell was set to 1. On the other hand, in the absence of support, the value was reset to 0. Therefore, the dataset contains data of NoSQL solutions corresponding to 9 features, which are described below. It is noteworthy that creation of this dataset is purely done on the basis of literature review. Quantitative analysis of this dataset was done using many techniques. This analysis is divided into two parts namely, bivariate analysis and cluster analysis, which have been discussed in the following sections. Fig. 2 shows a histogram of the frequency distribution of data for different features. Corresponding to this analysis, a base dataset was created with the following columns:
1. Document-Oriented -Indicates support for document-oriented data model 2.
Graph -Indicates support for graph data model 3.
Key-Value -Indicates support for key-value data model 4.
Wide-Column -Indicates support for wide-column data model
5.
Consistent -Symbolic of consistency from CAP characteristics 6.
Available -Symbolic of availability from CAP characteristics 7.
Partition-Tolerant -Symbolic of partition tolerance from CAP characteristics 8.
Free -Represents if the solution is available free of cost or is open source 9.
Proprietary -Represents if the solution is available at a price or subscription Fig. 2 . Frequency Distribution Histogram for NoSQL Solutions Dataset
Bivariate Analysis
Bivariate analysis [295] between pairs of variables or features used in the dataset was performed to examine relationship between different features. In view of the fact that available data is categorical in nature, the techniques chosen were spearman's rank correlation [292] and the chi-square test [293] . Pearson correlation between the rank values of two variables is computed to determine the spearman's rank correlation. This measure is used for quantification of statistical dependence between two variables. The value of spearman's rank correlation coefficient lies in the range {-1, 1}. While the negative sign represents reciprocal association, a positive value is indicative of direct association. Values greater than 0.4, whether positive or negative, indicate moderate to strong association [292] . The heatmap for coefficient values between pairs of features is shown in Fig. 3 . Computations performed for the given dataset show four moderate (negative) correlations. The feature-pair and coefficient value, greater than 0.4 (positive or negative), are provided in Fig. 3 .
Fig. 3. Heatmap of Spearman's Rank Correlation Coefficient
In order to explore the existence of statistically significant relationships between different features, chi-square test was performed. The calculated p-values are compared with the threshold value of 0.05 [293] . If p < 0.05, null hypothesis is rejected and it is concluded that a relationship exists between the two variables. In other words, the value of one variable can help in predicting the value of the other variable and they can be referred to as ‗dependent'. On the other hand, if the p-value is significantly high, the null hypothesis is confirmed and it is inferred that no relationship exists between the variables. The heatmap for p-values corresponding to pairs of features is shown in Fig. 4 . Computations performed for the given dataset establish relationship between 9 pairs of features. The feature-pair and corresponding p-value for these 9 pairs is provided in Fig. 4 . 
Cluster Analysis
In the previous section, interdependency of different features was analyzed. Statistically, it can be seen that relationships exist between different features and none of the existing classification schemes are independent enough to classify NoSQL solutions. Therefore, a combination of features must be used to create discrete categories for classification. In order to create categories, k-modes clustering [294] technique is used considering the fact that the dataset contains purely categorical data. In contrast to k-means clustering that clusters data points on the basis of Euclidean distance between them, k-modes clustering technique forms clusters depending on matching category values for different data points in the cluster [297] . The implementation of k-modes clustering makes use of Cao's initialization scheme [298] . Moreover, as there is no established scheme for deciding the number of clusters, data distribution across clusters was used to decide this value. All  22  14  11  11  6  5  6  5   DMCAP  28  15  13  9  3  9  2  1  CAPFP  26  18  13  3  1  2  2  15   DMFP  26  18  13  3  1  2  2  15   n=9  C0  C1  C2  C3  C4  C5  C6  C7  C8   All  22  14  11  10  6  5  6  5  1   DMCAP  27  15  13  9  3  9  2  1  1   CAPFP  15  18  12  3  1  2  2  15  12   DMFP  15  18  12  3  1  2  2  15 12 Table 3 provides insights into the distribution of data across clusters for different cluster counts. In the table, n is the number of clusters. ‗All' represents execution results when all the 9 features were considered for clustering. ‗DMCAP' represents execution results when 7 features (Document-oriented, Graph, Key-Value, Wide-Column, Consistency, Availability and Partition Tolerance) were considered for clustering. ‗CAPFP' represents execution results when 5 features (Consistency, Availability, Partition Tolerance, Free and Proprietary) were considered for clustering. ‗DMFP' represents execution results when 6 features (Document-oriented, Graph, Key-Value, Wide-Column, Free and Proprietary) were considered for clustering. 
Class I
Class II Class III Class IV Class V Class VI Aerospike [67] AllegroGraph [65] Amazon Neptune [68] ArangoDB [70] Accumulo [66] BerkeleyDB [73] Cassandra [77] Cache [76] AnzoGraph [69] BaseX [72] Clusterpoint Database [80] BigTable [75] CDB or Constant Database [78] Cloudant [79] Azure Tables [71] CouchDB [83] CouchBase Server [82] GridGain Systems [93] etcd [90] Coherence [81] DataStax Enterprise Graph [86] CrateIO [84] HBase [4] NoSQLz [117] FoundationDB [92] CosmosDB [85] Dynamo [88] ElasticSearch [89] HyperTable [98] OpenLink Virtuoso [119] GT.M [54] DocumentDB [87] Hazelcast [95] eXist [91] MongoDB [6] Hibari [96] IBM Informix [99] HyperGraphDB [97] Jackrabbit [104] RethinkDB [128] IBM Informix C-ISAM [100] Lotus Domino [110] InfiniteGraph [102] OrientDB [122] TokuMX [141] Ignite [101] Marklogic [111] JanusGraph [105] PostgreSQL [123] TerraStore [143] InfinityDB [103] Microsoft SQL Server [114] KAI [106] Sedna [135] LevelDB [108] MUMP Database [115] Neo4j [116] Solr [137] Lightening Memory-Mapped Database (LMDB) [109] ObjectDatabase++ [118] Oracle Spatial and Graph [121] Memcached [112] Oracle NoSQL Database [120] Sparksee [138] MemcacheDB [113] Qizx [125] Sqrrl [139] Project Voldemort [124] RavenDB [126] XAP [146] Redis [127] RocketU2 [130] Riak [129] SAP HANA [132] RocksDB [131] SimpleDB [136] Scalaris [133] ScyllaDB [134] Tarantool [140] Tokyo Cabinet and Kyoto Cabinet [142] Cluster counts for the four configurations presented in Table 3 namely, All, DMCAP, CAPFP and DMFP, were analyzed to infer that the same for ‗All' were more evenly distributed as compared to others. This re-validates the fact that all the features must be considered for proposing a good classification scheme. Analysis of data shows that the count of Cluster 0 for ‗All', which is the largest among all the other clusters decreases from n=3 to n=6 and then again, increases for n=7. Moreover, for n=7, the counts for Cluster 3, 4 and 5 remain the same. Therefore, n = 6 is taken as the best value for number of clusters. The created clusters are named classes and are shown in Table 4 . Analysis of the cluster components reveals that the key features of each of the cluster are as follows:
 Class I contains NoSQL solutions that support key-value or wide-column data models and are proprietary.  Class II contains NoSQL solutions that do not support wide-column data model and are free.  Class III contains NoSQL solutions that do not support document-oriented data model and ensure partition tolerance.  Class IV contains NoSQL solutions that support document-oriented data model, ensure availability and are proprietary.  Class V contains NoSQL solutions that do not support graph data model, ensure consistency and partition tolerance and are proprietary.  Class VI contains NoSQL solutions that ensure consistency and are free.
Choosing a NoSQL Solution for a Big Data System
As mentioned previously, for the sake of analysis, applications have been divided into 7 categories out of which 6 categories are specific application domains while the last category includes all unclassified works. All of the reviewed application papers used one or more of the listed NoSQL solutions. The base dataset was correspondingly appended with a column name ‗Application Supported'. If the application type is supported by the NoSQL solution, then the data value of ‗Application Supported' column for the cell corresponding to NoSQL solution was set to 1.
On the other hand, if existing literature does not support the use of a particular NoSQL solution for an application category, then the corresponding value is set to 0. Such datasets were made for all the categories of applications.
Random Forest Classification [299] was performed for 6 application-specific datasets to compute feature importance of the 9 features with respect to six categories of applications namely smart cities, social network analysis, geospatial applications, life sciences research, healthcare and business intelligence. For all the experiments, the data was split into 75% and 25% for training and testing, respectively. In the Random Forest Classification performed for the dataset, Gini Importance [301] was used for determination of feature importance. This measure calculates the ratio of tree splits in which the feature is included and sample count for the split. The sum of these values is calculated for all the trees created in Random Forest to compute the final value of feature importance. Bar charts representing relative feature importance of the 9 features for each of these application areas are given in It is important to mention that feature importance values for all features are comparable for business intelligence (BI) applications, except for ‗Free', which can be explained by the fact that budget is one of most crucial requirements in a BI application. Moreover, all the features show comparable values for smart cities. Theoretically, comparable feature importance values can be linked to the fact that business intelligence entails organizational as well as business-specific solutions. Similarly, smart cities also include a range of applications from waste management to smart manufacturing. Therefore, solution design can be of varied types and interests. Moreover, consistency, wide-column data model, partition tolerance and document-oriented data model are identified as the most relevant feature for healthcare, life sciences, social network analysis and geospatial applications, respectively.
Decision tree classification [155] was used as classification model for prediction of a NoSQL solution's suitability for an application area. Fig. 6 shows a visualization of the decision trees for respective applications. The blocks are symbolic of testing if a feature is present or absent. The labels ‗Present' and ‗Not Present' are indicative of whether the solution being tested has the feature specified in the preceding block. ‗Suitable' and ‗Not Suitable' are used as classes that indicate if the NoSQL solution being tested is found suitable or not suitable for the application area concerned. The accuracy obtained for decision tree classification outperformed the same for random forest classification, which means that the created trees for random forest had lesser correlation between them. Therefore, it has been established that decision tree classification is an appropriate prediction model for determining suitability of a NoSQL solution for a specific application area. The accuracy value comparison is provided in Table  5 and illustrated in Fig. 7 . 
Discussion
Design and development of a big data application that can resolve real world problems and prove to be a viable solution is dependent on the base technologies chosen for the creation of a heterogeneous storage and computing environment. This paper's scope is limited to comparison and analysis of NoSQL solutions available for big data systems. In view of specific storage challenges posed by big data like scalability, availability, integration and security, traditional systems are deemed incapable to handle the existing data scenario. NoSQL has proven to be a viable solution in this regard. Few of the significant features of NoSQL that prove the feasibility of its usage for big data storage and management include aspects like easily scalable systems, flexible data modeling, high availability and provisioning of required performance considering the fact that most modern systems handle static as well as real-time data. Features of NoSQL like dynamic schema, auto-sharding, automatic replication and integrated caching abilities mitigate the challenges posed by big data to traditional systems. Understandably, data is the heart of the system and modeling data is the most important design activity for optimum system performance and functionality. In view of this, one of the most crucial technological decisions to be made while designing a big data application includes selecting a NoSQL solution. This decision requires determination of the data model of the application. The right data model for an application depends on the structure and composition of application data. The success of a big data application can be greatly impacted by a mismatch in the data model of the application and that of the chosen NoSQL solution. For instance, if the application's data can be represented in the form of a graph, then the graph model is most appropriate data model for the application. Each data model best suits to a specific set of applications and requirements.
The CAP theorem also suffers from several shortcomings because of the simplistic definitions of consistency, availability and partition-tolerance. For instance, transactions involving multiple objects are not dealt with when considering consistency [300] . Moreover, only partition tolerance is considered while other kinds of faults might also occur in the system and there is no contemplation on latency. Table 2 shows that there are some exceptions to the CAP theorem. While solutions like Solr provide only availability, RavenDB, MarkLogic, FoundationDB and Ignite provide all the three characteristics. There also exist some solutions like CosmosDB that provide variable and configurable consistency. This brings us to the conclusion that the existing classification schemes are insufficient when considered independently. Considering this, a novel classification scheme that uses identified features of the concerned NoSQL solution is proposed in this paper.
The market is flooded with solutions and technologies that provision a combination of customizable storage, acquisition, processing and visualization [188] facilities to the developer. This decision is based on many factors that can be technical and non-technical in nature. Once the right data model is determined for a big data problem, a solution that supports the data model along with the desired features as per the requirements of the big data system need to be found. An application may have specific requirements with respect to features like scalability and security. Choosing the right distribution model becomes an important consideration for an application that requires scalability as a fundamental requirement.
Scaling of read operations is supported by master-slave architecture. However, if scaling of both read and write operations is desired, then peer-to-peer architecture is a better option. Some NoSQL solutions can scale well like Cassandra whereas others may be memory-based and fail to scale across machines. Moreover, the use of NoSQL databases also has some security issues that must be considered and mitigated before a solution can be developed and deployed using the same. Therefore, adding more features to the proposed classification scheme and prediction model can be useful in making the model generic and this is proposed as future work. A decision-tree based prediction model is proposed in this paper for determining the suitability of NoSQL solution for an application area on the basis of the features it supports.
This work suffers from some limitations. Firstly, possible applications are grouped at a very coarse granularity while applications within these categories may be very different. Smart city and health have a variety of data processing needs including data privacy concerns, streaming data ingestion and complex analytic query processing requirements. For instance, there are healthcare and smart city applications which uses network related data and require graph data model. There are also applications in healthcare and agriculture that requires real-time or search analytics storage needs. In order to accommodate these, the comparative analysis can be further performed for lower level details such as read-write efficiency and storage structure. Some of the low level features such as sharding and caching have been discussed briefly but not included in the feature set.
Besides this, the generation of dataset is purely based on literature survey, which may raise some data quality concerns. Moreover, most application areas now deploy hybrid storage systems and have a variety of computational aspects, which require different types of storage systems. These concerns can be addressed by improving the data generation process. A field study based on some industry use cases can be used for this purpose. As NoSQL database systems and their applications evolve rapidly, the results of this paper were published at http://www.pnasa.com/, and any updates on dataset and prediction model will be regularly updated on the website.
In addition, technological decisions are also driven by technical expertise. It has been found that developers accustomed of working on a technology are expected to choose it over solutions that might provide better performance. However, owing to project requirements, they might have to switch to better solution, but this wastes development time and effort. Efforts must be made to alleviate such issues.
Conclusion and Future Work
Review of existing literature suggests that both data model-based classification and CAP theorem are insufficient to provide discrete classification criteria for NoSQL solutions. It is proposed that hybrid feature categories must be used for discrete classification of solutions to make the decision-making process simpler for use-cases that include multi-dimensional data, which might require multiple base data models to design. In line with this, cluster analysis of 9 features (document-oriented data model, graph data model, key-value data model, wide-column data model, consistency, availability, partition tolerance, free and proprietary) of identified NoSQL solutions is used to create a unique classification scheme. Cluster analysis is used as the basis for creation of cluster categories.
This paper provides feature analysis of 80 NoSQL solutions to facilitate decision making in this regard. Moreover, this work also analyzes applications of individual NoSQL solutions and presents a prediction model that can be used to predict if a NoSQL solution is appropriate for a class of applications. The results are published at http://www.p-nasa.com. The website is in its preliminary phase of development and shall be improved in aesthetics and functionality in due course of time. The accuracy of the decision tree classification-based prediction model is more than 78% for all application areas. However, efforts to improve the accuracy of the prediction model shall be made in the future. Besides this, benchmarking of these solutions and their performance analysis for a complete quantitative comparison can be performed as future work. Identifying more features and adding more NoSQL solutions to the dataset can enhance the classification scheme and prediction model. This shall improve the quality and size of dataset used for development of prediction model.
