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Abstract
We raise the possibility of developing a theory of constructing quantum dynamical ob-
servables independent from quantization and deriving classical dynamical observables from
pure quantum mechanical consideration. We do so by giving a detailed quantum mechani-
cal derivation of the classical time of arrival at arbitrary arrival points for a particle in one
dimension.
1 Introduction
Recently we raised the problem of deriving classical dynamical observables from pure quantum me-
chanical consideration, and thus the problem of constructing quantum observables with classical
counterparts without quantization [1]. Our motivations have been to break the circularity of quanti-
zation when invoking the correspondence principle [2, 3, 4], and to sidestep the well-known existence
of obstruction to quantization in important spaces like the Euclidean space [5, 6, 7, 8, 9, 10, 11, 12].
The former motivation arises from the need for quantum mechanics to be internally coherent and
autonomous from classical mechanics if quantum mechanics were the preponderant of the two me-
chanical theories. On the other hand, the later motivation arises from the need for observables
to satisfy certain commutation relations in keeping with, say, the required evolution properties of
the observables. Thus in [1] we have introduced the idea of supraquantization—the derivation of
the quantum observable corresponding to a given classical observable without quantization, and
the subsequent derivation of the classical observable from its quantum counterpart, as opposed to
quantization which is the derivation of the quantum observable corresponding to a given classical
observable by means of an associative mapping of the scalar-valued observable to an operator-
valued observable.
And to illustrate our point of supraquantization and to demonstrate the general insufficiency of
prescriptive quantization—particularly the Weyl quantization [13]—to satisfy required commutator
values, we outlined in [1] without proof a formal quantum mechanical derivation of the local form of
the classical time of arrival in the neighborhood of the origin. In this paper, we attempt to place our
ealier results on a firm foundation. We do so by (1) developing the quantum mechanical framework
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suitable to the idea of supraquantization, and by (2) proving explicitly our earlier assertions made
within the proposed framework. It is then the aim of this paper to give a quantum mechanical
derivation of the classical observable
Tx(q, p) = −sgn(p)
√
µ
2
∫ q
x
dq′√
H(q, p)− V (q′) , (1)
where Tx(q, p) is the time of arrival of a particle at some point x, whose Hamiltonian is H(q, p).
We will do so within the rigged Hilbert space formulation of quantum mechanics [14, 15, 16, 17,
18, 19, 20]
This paper is organized as follows. In Section-2 we outline the quantum mechanical framework
in rigged Hilbert space suitable for our purposes. In Section-3 we give a brief review of quantization
and Weyl quantization in particular, and discuss the idea of supraquantization, and deal with
the transition to the classical regime. In Section-4 we summarize the classical solution to the
classical time of arrival and introduce the concept of global and local time of arrivals. In Section-5
we formulate our quantum mechanical approach to deriving the classical time of arrival at the
origin from pure quantum mechanical consideration. In Section-6, we explicitly supraquantize the
classical time of arrivals of the harmonic oscillator and the quartic oscillator. In Section-7 we prove,
within the limits stated therein, the general result for arbitrary entire analytic potentials that the
time of arrival can be derived from the supraquantization developed in Section-5. In Section-8 we
give the extension of our derivation for arbitrary arrival points. And in Section-9, we devote some
discussion on the relationship between quantization and supraquantization.
In this paper, though we are concerned with the derivation of the corresponding quantum time
of arrival operator, we will not delve into the important question whether one can extract quantum
time of arrival distributions from the constructed operator [21, 22, 23, 24, 25, 26, 27, 28, 29, 30],
nor its relevance in the quantum time problem [31, 32]. We leave these issues open in the mean
time.
2 The Quantum Mechanical Framework
2.1 Single Hilbert Space Quantum Mechanics
In the generalized single Hilbert space formulation of quantum mechanics, to every quantum me-
chanical system is assigned a generally infinite dimensional Hilbert space H over the complex field;
and to every pure state corresponds to a ray in H; and to every observable corresponds to a
generally maximally symmetric densely defined operator in H [33, 34].
If the system is closed or it does not react back to its environment, its evolution is governed by
a one parameter unitary group, Ut = e
− i
h¯
Ht, where H is the system Hamiltonian. In Heisenberg
representation where states are stationary, observables evolve according to
At = e
iHtAe−iHt, (2)
ih¯A˙t = [At,H] , (3)
where (3) is the infinitesimal form of (2). If either H or A are unbounded, then equations (2)
and (3) should be properly defined to give meaning to them. In particular, equation (2) holds for
all times t if the domain of A is invariant under e−iHt for all t. It is possible that the evolution
equation and its infinitesimal form hold only in some countable subset of the time coordinate.
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While the Hilbert space formulation is successful in describing much of the quantum mechanics
we know, it is not sufficient in the sense that it does not accommodate the eigenfunctions of observ-
ables with pure continuous spectrum. It is in this context that extension of quantum mechanics in
a rigged Hilbert space has been proposed. Moreover, it is within the rigging of H that will allow
us to further generalize observables to include operators that are not necessarily operators in the
system Hilbert space.
2.2 Rigged Hilbert Space Extension
Let H be the system Hilbert space. A rigged Hilbert space (RHS) for H is a triplet, called a
Gel’fand triplet, Φ× ⊃ H ⊃ Φ, where Φ is a dense subspace ofH, and is a locally convex topological
space and is complete with respect to its own topology; on the other hand, Φ× is the space of all
continuous linear functionals on Φ: An element F of Φ× assigns to every φ in Φ a complex number
denoted by 〈F |ϕ〉 with the properties 〈F |aφ1 + bφ2〉 = a 〈F |φ1〉 + b 〈F |φ2〉 , for every pair φ1
and φ2 in Φ, and for every pair of complex numbers a and b; and limn→∞ 〈F |φn〉 = 0, for every
sequence φn converging to zero in φ.
In extending quantum mechanics in a rigged Hilbert space, one has to specify a particular
rigging. But how do we determine the necessary rigging? Our answer to this question is limited to
what is relevant and useful to our present purposes. A natural choice is the one provided by the
Hamiltonian of the system under consideration. Let H be the Hamiltonian and let its domain be
D(H). We choose Φ in such a way that Φ is a dense subset of D(H), and that Φ is invariant under
the Hamiltonian, i.e. H : Φ ⊆ Φ. Our motivation in choosing this particular rigging is for us to be
able to extend the quantum evolution of observables in the rigged Hilbert space, as we will define
below. Once Φ is specified, its functional space Φ× is automatically determined.
Given the particular rigging of H relative to Φ, let O be the set of all observables whose
domains contain Φ. Let A be in O. We define two associated operators to A: its rigged Hilbert
space extension A×, and its rigged Hilbert space reduction A×.
Rigged Hilbert Space Extension: A× is the extension of A in the entire Φ×, i.e. the operator
A× : Φ× 7→ Φ×, such that 〈A×φ |ϕ〉 = 〈φ ∣∣A†ϕ〉 for all φ in Φ× and ϕ in Φ, where A† is the
adjoint of A in H.
Rigged Hilbert Space Reduction: A× is the reduction of A in Φ, i.e. the operator A×ϕ = Aϕ
for all ϕ in Φ, such that there exists a uniquely associated functional FA in Φ
×, for which
A×ϕ = 〈FA |ϕ〉 = Aϕ for all ϕ in Φ. (See Appendix-1 for an example and to establish our
notation.)
The rigged Hilbert space extension of A exists if A† is in O and Φ is invariant under A†, i.e.
A† : Φ ⊆ Φ. We emphasize that the definition of the rigged Hilbert space reduction of A requires
the existence of the functional FA in Φ
× satisfying the stated condition. Of course A will always
have a reduction in Φ by restricting its domain to Φ, but it is not necessary that there is always
an associated functional FA in Φ
×. All throughout we will call FA as the functional kernel of A×.
Now eigenfunctions corresponding to the continuous part of the spectrum of an observable
do not belong to the Hilbert space: they are not square integrable and the usual probabilistic
interpretation of quantum mechanics fails to hold on them. But these acquire rigorous meaning
within the context of a rigged Hilbert space as generalized eigenfunctions residing in the functional
space Φ×. If one can give physical significance to elements of Φ×, it may also be possible to give
physical significance to operators taking Φ into Φ×, e.g. Hamiltonians with singular potentials in
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the configuration space, V (q) ∝ δ(q−q0). This motivates us to introduce the concept of generalized
observable.
Generalized Observable: Let F be in Φ×. If for all ϕ in Φ, F (ϕ) = 〈F |ϕ〉 is in Φ× and
〈F (ϕ) |ϕ〉 is real valued, we call F to be the functional kernel of a generalized observable A.
The mapping 〈F |·〉 : Φ 7→ Φ× defines the generalized observable A : Φ 7→ Φ×.
The real valuedness of 〈F (ϕ) |ϕ〉 is the generalized analogue of the symmetry condition in ordinary
Hilbert space quantum mechanics, the numerical value of which is the expectation value of the
generalized observable. Since we have the inclusion relation Φ× ⊃ H ⊃ Φ, the rigged Hilbert space
reduction of ordinary quantum mechanical observables is a special class of generalized observables.
We say that A has a Hilbert space projection if there exists a dense subspace D of Φ such that
〈F |ϕ〉 is in H. Its Hilbert space projection is the closure of the operator F defined by 〈F |ϕ〉 = Fϕ
for all ϕ in D. We emphasize that the properties of generalized observables are dictated by Φ. For
this reason we denote OΦ to be the set of all generalized observables defined for a given Φ.
Now we give the appropriate generalization of the evolution law for quantum observables. Let
H be the system Hamiltonian, whose domain D(H) contains Φ. Let Φ× ⊃ H ⊃ Φ be a particular
rigging of H, where Φ is invariant under H. Given H, let H× be its RHS-extension. Let A be a
generalized observable in OΦ. If Φ is invariant under Ut = e−iHt for all t, we then take A to evolve
according to
At = U×−tAU×t , (4)
where U×t is the RHS-extension of Ut in the entire Φ
×. Under the same assumption, the infinites-
imal form of (4) is given by
dAt
dt
=
1
ih¯
[At,H×] . (5)
Equation (4) requires that A evolves into a generalized observable. These equations reduce to the
standard quantum evolution law when restricted to the Hilbert space. While equations (4) and
(5) hold for all t under the assumption that Φ is invariant under Ut, they may still hold for some
times, possibly countably infinite, even when Φ is not invariant under Ut for all t.
2.3 Quantum Mechanics in Configuration Space
For a spin less particle in the real line, the corresponding system Hilbert space is the space of
Lebesgue square integrable functions over the real line, H = L2(ℜ, dq). We assume that the
particle is under the influence of an everywhere infinitely differentiable (real valued) potential, i.e
of type C∞(ℜ). The formal Hamiltonian
H = − h¯
2
2µ
d2
dq2
+ V (q) (6)
can be assigned a dense domain D(H) in which it is essentially self-adjoint. The given Hamiltonian
allows several possible riggings of the Hilbert space. We choose the rigging Φ× ⊃ H ⊃ Φ, where Φ
is the space of infinitely differentiable complex valued functions with compact support in the real
line, and Φ× its corresponding functional space. Since V (q) is C∞(ℜ), Φ is invariant under H. We
note that Φ is tight enough to allow a larger Φ×.
The convergence to zero of a sequence in Φ is defined as follows. A sequence ϕn in Φ converges
to zero in Φ if all these functions vanish outside a certain fixed bounded region, the same for all
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of them, and converge uniformly to zero in the usual sense together with their derivatives of any
order [19, 20].
With our chosen rigging, the rigged Hilbert space reduction A× of an operator A in H with
domain containing Φ assumes the familiar form
(A×ϕ)(q) = 〈FA(q) |ϕ〉 =
∫
ℜ
〈q|A× |q′〉 ϕ(q′) dq′, (7)
where the functional kernel FA is the complex conjugate of the well-known configuration matrix
elements of the operators. Generalized observables, which includes the RHS-reductions of operators
in H, assume the similar form
(Aϕ)(q) =
∫
ℜ
〈q| A |q′〉 ϕ(q′) dq′, (8)
where the integrations in equations (7) and (8) are understood to be in distributional sense, in
particular symbolic when the integrand is singular, e.g. the Dirac delta function. We note that
the functional kernel 〈q| A |q′〉 must be symmetric, i.e. 〈q| A |q′〉 = 〈q′| A |q〉 ∗, in order to ensure
the real valuedness of the expectation value of A in Φ.
3 Quantization, Supraquantization, and the Transition to
the Classical Regime
3.1 Quantization and Weyl-Quantization
Let f be a classical observable, a real valued function f(q, p) in the phase space. The problem
of quantization is to derive the quantum counterpart of f by some associative mapping Q of the
real-valued function f(q, p) to a maximally symmetric operator F in the system Hilbert space H,
i.e. Q(f) 7→ F. A paramount requirement, aside from other requirements, of quantization is that
the possion bracket of two (classical) observables quantizes into the commutator of the separately
quantized observables, in particular Q({f, g}) = (ih¯)−1 [Q(f), Q(g)] (for a complete discussion on
the requirements of quantization, see References-[7, 10]).
One of the earliest prescription, which has become the starting point of other quantization
schemes, is the Weyl quantization QW . In the language of the framework outlined above, Weyl
quantization is the bijective mapping of f into some functional of a particular rigging Φ× ⊃ H ⊃ Φ
of the system Hilbert space, i.e. QW : f 7→ F ∈ Φ× such that F (·) is a generalized observable
with a non-trivial Hilbert space projection. The rigging of H which we have required above is
appropriate for Weyl’s quantization. Now QW is defined by the mapping
QW : f 7→ Φ× ∋ F ∗ = 〈q|F× |q′〉 = 1
2pih¯
∫ ∞
−∞
f
(
q + q′
2
, p
)
exp
[
i
h¯
(q − q′)p
]
dp, (9)
where the integration is done in the distributional sense. In the standard formulation, it is assumed,
though it is not guaranteed, that F (·) has a Hilbert space projection, so that F (·) is the rigged
Hilbert reduction F× of a uniquely associated operator F in H. The operator F is the closure of
F× in H.
Now suppose that F is the Hilbert operator corresponding to the classical operator f derived by
quantization. The classical observable is recovered by mere inversion of the process. In this case
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one has to determine the rigged Hilbert space reduction F× of the operator F and consequently
determine the functional kernel corresponding to F×. Given the functional kernel, the classical
observable is recovered by means of the inverse Fourier transform
f(q, p) =
∞∫
−∞
〈
q +
v
2
∣∣∣F× ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv. (10)
In this expression, taking the limit as h¯ approaches zero is not required, it being just the inverse
of the prescribed Weyl-quantization.
Quantization, however, is circular when invoking the correspondence principle; and this is
already evident for the Weyl quantization. Moreover, there is a well-known obstruction to quanti-
zation in Euclidean space (and other spaces) which says that no quantization exists that satisfies
the poission-bracket-commutator correspondence requirement for all observables [5, 6, 7, 8, 9, 10,
11, 12]. This is unsatisfactory because the said correspondence is necessary, for example, in ensur-
ing that required evolution properties of a certain class of observables are satisfied. This handicap
of quantization will be explicitly demonstrated for the Weyl quantization.
If we wish to break the inherent circularity of quantization and to sidestep the obstruction to
quantization, we must then find an alternative platform upon which we can construct quantum
observables without quantization, which can further allow us to derive the corresponding classical
observable. It is here that the idea of supraquantization comes in.
3.2 Supraquantization
The idea behind supraquantization—the construction of quantum observables without quantization
and the subsequent quantum mechanical derivation of its classical counterpart—is not entirely new.
It has its origin in Mackey’s earlier effort of restoring the autonomy of quantum mechanics
from classical mechanics [3, 4]. We recall that the quantization of free particle in one dimen-
sion is accomplished by promoting its position and momentum into operators and their Poission
bracket into commutator, and the energy into the Hamiltonian operator. Mackey’s work obviates
these quantization prescriptions by starting not from the classical description but from the ax-
ioms of quantum mechanics and the property of free space. Starting from the basic axiom that
the proposition for the location of the particle in different volume elements are compatible and
the fundamental homogeneity of free space, one derives the position and the momentum opera-
tors together with the canonical commutation relation they satisfy. On the other hand, requiring
Galilean invariance in the lattice of propositions, one derives the free quantum Hamiltonian (see
also Reference-[35]). Mackey’s work provides an excellent example of the existence of more than
one solution to the derivation of the quantum image of a given set of classical observables. By
definition Mackey’s construction of the position and momentum operators, together with their
algebra, is a supraquantization of the classical position and momentum, and their possion algebra.
It maybe that quantization and supraquantization yield the same results, like the position and
momentum for the free particle, but they are unmistakably distinct. Quantization presupposes
classical mechanics, while supraquantization upholds the autonomy of quantum mechanics; the
former introduces circularity when invoking the correspondence principle, while the latter sanctions
the correspondence principle as a legitimate consequence of the acknowledged preponderance of
quantum mechanics over classical mechanics. In both methods of obtaining quantum observables,
the classical observable plays two different roles. In quantization, it is the starting point; in
supraquantization, it is a boundary condition. The correspondence principle requires that if a
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quantum observable corresponds to a classical observable, then the former should reduce to the
latter in the limit of vanishing h¯. Then if supraquantization gives the correct quantum observable,
then that observable should approach its classical limit. As a consequence of the role of the
classical observable as a boundary condition, supraquantization breaks the vicious circle inherent
in the quantization procedure.
But how do we construct quantum observables corresponding to a given classical observable
without quantization? The observable may be constructed by appealing to the postulated properties
of the observable under consideration, or to the postulated physical properties of the universe, or to
the axioms of quantum mechanics, or to any combination of these. Mackey’s construction of the
quantum position and momentum observables without quantization proceeds from the homogeneity
of free space (assumed property of free space) and the commutativity of propositions for the location
of a free particle (axiom of quantum mechanics).
For a specific class of classical observables, the required supraquantization may be accomplished,
in addition to the aforementioned method, by referring to one of the members of the class and
employing a transfer principle to the rest. The transfer principle can be expressed as follows:
Transfer Principle : Each element of a class of observables shares a common set of properties
with the rest of its class such that when a particular property is identified for a specific element
of the class that property can be transferred to the rest of the class without discrimination.
It is the central problem of supraquantization to determine this set of properties shared by the class
of observables under consideration, together with the appropriate axioms of mechanics to impose.
Obviously supraquantization treats each class of observables on a case to case basis, in contrast to
quantization which gives a single rule of association between classical and quantum observables.
But how do we approach the classical limit? We can treat quantization as a first order approxi-
mation, especially in those cases where obstruction to quantization occurs, e.g. in Euclidean space,
and treat its classical limit as the starting point. This is reasonable because quantization has been
successful in cases where consistency is preserved. So for observables defined in H = L2[ℜ, dq] or
for generalized observables in a particular rigging of H, the transition to the classical regime is
still given by equation (10) only that one now has to specifically project the observable into the
h¯ = 0 or h¯ = δ regime. This is so as some orders of h¯ now generally appear in equation (10).
The appearance of terms in some orders of h¯ indicates the failure of quantization to consistently
satisfy the required commutator values, at least in Weyl’s quantization. Thus for all generalized
observables A definable relative to Φ with functional kernel 〈q| A× |q′〉 ∗, the classical limit of A is
given by
f(q, p) = lim
h¯→0
∞∫
−∞
〈
q +
v
2
∣∣∣F ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv (11)
whenever the limit exists (equation (11) has already been in used, see [36, 37]. The vanishing of
h¯ in the above expression is the statement that classical mechanics is the projection of quantum
mechanics. Because classical mechanics is a projection, there is no bijection from classical to
quantum mechanics, except in those cases where the results of quantization and supraquantization
agree. This will be made clear when we consider the supraquantization of the classical time of
arrival.
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4 The Observable on Case: The Classical Time of Arrival
Consider a particle with mass µ in one dimension whose Hamiltonian is H(q, p). If at t = 0 the
particle is at the point (q, p) in the phase space, the time t = Tx that the particle will arrive at the
point q(t = Tx) = x is given by
Tx(q, p) = −sgn (p)
√
µ
2
∫ q
x
dq′√
H(q, p)− V (q′) , (12)
derived by inverting the (classical) equations of motion. For a given energy the region Ω = Ωq×Ωp
in the phase space in which equation (12) is finite and real valued is the classically accessible
region to the particle for a given arrival point x. An important property of Tx(q, p) is that it
evolves according to
dTx(q, p)
dt
= −1. (13)
This property will be important to us in the supraquantization of the time of arrival.
It is the goal of this paper to show that the time of arrival (12) for entire analytic potentials
can be derived within the quantum mechanical framework we have just outlined above. This we
will accomplish by constructing the generalized quantum observable corresponding to Tx(q, p) by
supraquantization to be developed below. Before we can proceed, we must recognize that Tx(q, p)
is only an observable in the region of the phase space accessible to the particle. Supraquantization
of Tx(q, p) then must be restricted to these accessible regions. We then proceed by developing a
local form of Tx(q, p), i.e. an equivalent expression for Tx(q, p) in some neighborhood of Ωq, which
can be assured to be finite and real valued, thus an observable. It is this local form, which we shall
refer to as the local time of arrival, that we will supraquantize and show to be derivable quantum
mechanically. The time of arrivals for the rest of the accessible regions are then derived by simple
analytic continuation of the local time of arrival. In the following section we develop the local
expression for the time of arrival for arbitrary arrival x.
4.1 The Local Time of Arrival
Given the Hamiltonian H = 12µp
2+V (q, p), let us consider all real valued functions, T (q, p), in the
phase space which is canonically conjugate with the Hamiltonian, i.e.
{H(q, p), T (q, p)} = 1 (14)
where {, } is the Possion bracket. The time of arrival at some specified point is one such phase
space function. Out of all those T (q, p)’s conjugate with H(q, p), let us consider those that can
be parametrized by x′ and h, where x′ is in the configuration axis and h is a fixed function of
p alone. We denote these by T x
′
h (q, p). The parameters x
′ and h are defined as follows. Let
K = 12µp
2 be the kinetic energy, and LK be the kinetic energy Liovillian operator defined by
LK · g = {K, g} = −µ−1 p ∂qg. The pair of parameters x′ and h fixes the inverse of LK , L−1K , as
follows
L−1K · f(q, p) = −
µ
p
∫ q
x′
f(q′, p) dq′ + h(p). (15)
In other words, x′ and h define the domain of LK such that the inverse L−1K can be unambiguously
defined.
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Now given x′ and h we construct T x
′
h by the following prescription. Since
{
H,T x
′
h
}
= LH ·
Tg(q, p) = 1, we express T
−1
h in the following form
T x
′
h (q, p) = L−1H · 1 =
1
LK + LV · 1 (16)
where K and V are the kinetic and potential energy parts of the Hamiltonian, respectively. Geo-
metric expansion of equation (16) yields
T x
′
g (q, p) = L−1K · 1− L−1K · LV · L−1K · 1 + L−1K · LV · L−1K · LV · L−1K · 1 · · · (17)
where L−1K is defined by equation (15). Assuming that there is a neighborhood in the phase space
such that the right hand side of (17) converges, equation (17) can be written in series form
T x
′
g (q, p) =
∞∑
k=0
(−1)k Tk(q, p, x′) (18)
where the Tk(q, p, x
′)’s satisfy the recurrence relation
T0(q, p, x
′) = L−1K · 1, Tk(q, p, x′) = L−1K · LV · Tk−1(q, p) (19)
The system of recurrence relation (19) is equivalent to the recurrence relation {K,Tk} = {V, Tk−1},
subject to the boundary condition {K,T0} = 1. For a given x′ and h, equations (19) assume the
explicit forms,
T0(q, p, x
′) = −µ
p
(q − x′) + h(p) (20)
Tk(q, p, x
′) = −µ
p
∫ q
x′
(
∂V
∂q′
∂Tk−1
∂p
− ∂V
∂p
∂Tk−1
∂q′
)
dq′ + h(p) (21)
For autonomous Hamiltonian systems, i.e. V = V (q), equation (21) reduces to
Tk(q, p, x
′) = −µ
p
∫ q
x′
∂V
∂q′
∂Tk−1
∂p
dq′ + h(p). (22)
Of course equation (18) need not converge. However for some conditions to be stated below it
converges to the time of arrival in some neighborhood.
Now let h = 0, p 6= 0 and V (q) be continuous at q where q is an interior point of Ωq. Then there
exists a neighborhood of q, ωq ⊆ Ωq, determined by the neighborhood |V (q)− V (q′)| < Kǫ ≤ p
2
2µ
such that for every x ∈ ωq, T x0 converges absolutely and uniformly to the classical time of arrival
tx.
We prove this assertion as follows. With h = 0, equations (20) and (22) reduce to
T0(q, p;x) = −µ (q − x)
p
, (23)
Tk(q, p, x
′) = −µ
p
∫ q
x
∂V
∂q′
∂Tk−1
∂p
dq′. (24)
Using equation (24) with x′ = x, and using (23) as the initial value, the first few terms in equation
(17) can be evaluated to aid us to infer that the k-th iterate, Tk, in equation (18) is given by
Tk(q, p;x) = − (2k − 1)!!
k!
µk+1
p2k+1
∫ q
x
(V (q) − V (q′))k dq′. (25)
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We prove equation (25) by induction. Shifting index k → (k−1) in (25) to get Tk−1 and substituting
Tk−1 back into equation (22), we have
Tk(q, p;x) = −µ
p
∫ q
x
∂V
∂q′
∂Tk−1
∂p
dq′
= − (2k − 3)!!
(k − 1)! (2k − 1)
µk+1
p2k+1
∫ q
x
∂V
∂q′
∫ q′
x
(V (q′)− V (q′′))k−1 dq′′ (26)
Successive integration by parts evaluates the double integration into
∫ q
x
∂V
∂q′
∫ q′
x
(V (q′)− V (q′′))k−1 dq′′
= V (q)
∫ q
x
(V (q)− V (q′))k−1 dq′
− (k − 1)
2
∫ q
x
dV 2
dq′
∫ q′
x
(V (q′)− V (q′′))k−2 dq′′dq′
=
∫ q
x
k−1∑
j=0
(−1)j (k − 1)!
(k − 1− j)!(j + 1)!V
j+1(q) (V (q)− V (q′))k−1−j
+
(−1)k
k
∫ q
x
V k(q′) dq′
=
1
k
∫ q
x
(V (q)− V (q′))k dq′. (27)
Substituting equation (27) back into eqn (26), we get
Tk(q, p;x) = − (2k − 3)!!
(k − 1)!
(2k − 1)
k
∫ q
x
(V (q)− V (q′))k dq′, (28)
which reproduces and validates equation (25). Equation (18) then reduces to the form
T x0 = −
∞∑
k=0
(−1)k (2k − 1)!!
k!
µk
p2k+1
∫ q
x
(V (q)− V (q′))k dq′. (29)
Of course equation (29) does not necessarily converge. We next tackle this convergence issue.
Let us consider the neighborhood of V (q) given by |V (q)− V (q′)| < Kǫ for someKǫ ≤ p2(2µ)−1.
By the continuity of V at q, there exists a neighborhood of q, ωq, completely determined by the
neighborhood |V (q)− V (q′)| < Kǫ. Now let x be in ωq and consider the closed interval ∆ = [q, x]
which is contained in ωq. Because V is continuous in the neighborhood ωq, it is likewise continuous
in ∆. This implies that, for a fixed q, |V (q)− V (q′)| as function of q′ in the interval ∆ possesses
an absolute maximum Mq. Thus we have the inequality,∣∣∣∣∣
∞∑
k=0
(−1)k (2k − 1)!!
k!
µk
p2k
∫ x
q
(V (q)− V (q′))k dq′
∣∣∣∣∣ ≤
∞∑
k=0
(2k − 1)!!
k!
µk
p2k
Mkq (x− q) (30)
The right hand side of inequality (30) converges absolutely if and only if µ p−2Mq <
1
2 . Because
Mq < Kǫ p
2(2µ)−1, the right hand side of inequality (30) absolutely converges. This implies that
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equation (18) converges absolutely for every x in ωq. The absolute convergence of the right hand
side of inequality (30) also implies the uniform converge of equation (18) because we can always
replace (x − q) by l in (30) where l is the length of any interval containing ∆.
To show that T xg converges absolutely and uniformly to Tx, we must show that the indi-
cated integration in each term of the series can be factored out. This happens when the series∑∞
k=0(−1)k(2k− 1)!!(k!)−1µk p−2k(V (q)− V (q′))k converges uniformly for a fixed q and for every
q′ in ∆. This, in fact, is ensured by the absolute convergence of (30). Pulling the integral out in
equation (29), we arrive at
T x0 (q, p) = −
∫ q
x
(
∞∑
k=0
(−1)k (2k − 1)!!
k!
µk+1
p2k+1
(V (q)− V (q′))k
)
dq′
= −µ
p
∫ q
x
(√
1 +
2µ(V (q)− V (q′))
p2
)− 1
2
dq′ (31)
Writing p = sgn (p)
√
|p|2 in equation (31) finally yields
T xg (q, p) = −sgn (p)
√
µ
2
∫ q
x
dq′√
H(q, p)− V (q′) , (32)
which is just the time of arrival at x. Thus T xg (q, p) = tx(q, p) in ω ⊂ Ω.
Because Tx(q, p) holds in the entire Ω by definition and T
x
0 (q, p) holds only in some local
neighborhood ωq of Ωq, we have the inclusion T
x
0 (q, p) ⊂ Tx(q, p); that is, Tx(q, p) is the analytic
continuation of T x0 (q, p) in Ω \ ω. For this reason we refer to T x0 (q, p) as the local time of arrival
at x, and Tx(q, p) as the global time of arrival. As we have mentioned above it is the local form
or the local time of arrival that we will derive quantum mechanically, so that the global time of
arrival is only derived by extension.
5 Supraquantization of the Classical Time of
Arrival
5.1 The Problem
Let H be the system Hilbert space and H = 12µp2+V (q) be its Hamiltonian where V (q) is C∞(ℜ).
Following Section-2.3, the rigging of H is Φ× ⊃ H ⊃ Φ, where Φ is the fundamental space of
infinitely differentiable complex valued functions with compact support in ℜ, and where Φ× is the
corresponding functional space for Φ.
The rigged Hilbert space extension of the Hamiltonian H is then explicitly given by
H×φ = − h¯
2
2µ
d2φ
dq2
+ V (q)φ for all φ ∈ Φ×. (33)
In this paper we assume that the potential V (q) is at most entire analytic in q, i.e. represented
by an everywhere convergent power series in q. The entire analicity of V (q) is consistent with our
requirement that Φ is invariant under the action of the Hamiltonian.
Given the Hamiltonian H, our problem is to construct the corresponding generalized time of
arrival operator T consistent with the correspondence principle: T reducing to the local time of
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arrival in the classical limit. The operator T is by hypothesis a generalized observable relative to
the rigging provided by Φ, i.e. the operator T : Φ 7→ Φ×. This operator is then uniquely associated
with a functional kernel FT defined by T : Φ = 〈FT |·〉 : Φ. Explicitly
(T ϕ)(q) =
∫ ∞
−∞
〈q| T |q′〉 ϕ(q′) dq′, (34)
where 〈q| T |q′〉∗ is the functional kernel FT . As a generalized observable, the functional kernel
must be symmetric, i.e. 〈q| T |q′〉 = 〈q′| T |q〉∗. Moreover, since T is the quantum counterpart of
the local time of arrival, it has to be that the classical local time of arrival operator is recovered
by means of equation (11), specifically
t0(q, p) = lim
h¯→0
∞∫
−∞
〈
q +
v
2
∣∣∣T ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv. (35)
The problem of constructing T then reduces to the problem of determining its functional kernel
〈q| T |q′〉 . It is now the problem of supraquantization to determine 〈q| T |q′〉 without appealing
to quantization. (We leave the problem whether T has Hilbert space projection or none open, a
problem relevant to the question whether time of arrival distributions can be extracted from T .)
5.2 The Construction of Solution
But how do we determine the kernel 〈q| T |q′〉 without resorting to quantization? We accomplish
this in two steps. First is by identifying the property of T and implementing this property through
the appropriate axiom of quantum mechanics. Being a time of arrival operator, it must at least
evolve according to
dT
dt
= −I (36)
in which I is the identity in Φ. We note that it is not necessary that the above evolution law
holds for all t. Fortunately, it is sufficient for us to require the condition T˙ (0) = −I, or T evolves
according equation (36) in the neighborhood of t = 0. This is always satisfied because Φ is assumed
to be invariant under the action of H. Imposing this on equation (5), we arrive at the canonical
commutation relation 〈
φ
∣∣[H×, T ]ϕ〉 = ih¯ 〈φ |ϕ〉 (37)
satisfied by the Hamiltonian and the time of arrival operator, for all φ, ϕ ∈ Φ. Equation (37) is
the basic condition satisfied by T but it is not sufficient to completely determine T .
The second step is by employing a kind of transfer principle we mentioned earlier. We hypoth-
esize that each element of a class of time of arrival observables shares a common set of properties
with the rest of its class such that when a particular property is identified for a specific element of
the class that property can be transferred to the rest of the class without discrimination.
We exploit this in determining the kernel 〈q| T |q′〉 by solving the simplest in the class of time
of arrival observables, the free particle. We start by recalling that the free particle is Galilean
invariant, a consequence of the homogeneity of free space. It will not matter then where we place
the origin. This implies that the commutation relation (37) holds independent of the choice of
origin. Because of this and because the free Hamiltonian is Galilean invariant, we require that the
time kernel for the free particle must itself be Galilean invariant. Specifically if ta is translation by
a, i.e. ta(q) = q+a and if 〈q| T |q′〉 is the free particle kernel, then the translated free time of arrival
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operator Ta =
∫
dq 〈ta(q)| T |ta(q′)〉 must still satisfy equation (37). In addition to translational
invariance, 〈q| T |q′〉 must be symmetric, and it must be chosen such that equation (37) is satisfied
given the free Hamiltonian Hφ = −h¯2(2µ)−1φ′′, and it must reproduce the free time of arrival at
the origin via equation (35). A solution satisfying all these requirements is given by
〈q| T |q′〉 = µ
i 4h¯
(q + q′) sgn(q − q′). (38)
We note though that (38) is not unique. The kernel h¯−1µ |a− a′| is dimensionally consistent
with (38) and it is Galilean invariant and it commutes with the free Hamiltonian in the entire Φ.
Moreover it vanishes in the classical limit. Then real factors of it can be added to (38) without
sacrificing any of the required properties of the free particle kernel. However, h¯−1µ |a− a′| arises
only because of Galilean invariance which is an exclusive property of the free particle. Since we
are aiming at exploiting the assumed transfer principle, we can not carry it over to the rest of its
class.
Having solved the free particle kernel, we proceed in implementing the transfer principle. We
hypothesize that all time kernels assume the same form. Thus, from equation (38), we assume that
the time kernel is given by
〈q| T |q′〉 = µ
i h¯
T (q, q′) sgn(q − q′) (39)
where T (q, q′) depends on the given Hamiltonian. Inferring from the free particle time kernel, we
require that T (q, q′) be real valued, symmetric, T (q, q′) = T (q′, q), and analytic. We determine
T (q, q′) by imposing condition (37) on T . Substituting equation (39) back into the left hand side
of equation (37) and performing two successive integration by parts, we arrive at
〈
φ
∣∣[H×, T ]ϕ〉 = ih¯∫
Σ
φ∗(q)
(
dT (q, q)
dq
+
∂T (q′, q′)
∂q
+
∂T (q, q)
∂q′
)
ϕ(q) dq
−iµ
h¯
∫
Σ
φ∗(q)
[(
− h¯
2
2µ
∂2
∂q2
+ V (q)
)
T (q, q′)−
(
− h¯
2
2µ
∂2
∂q′2
+ V (q′)
)
T (q, q′)
]
×sgn(q − q′)ϕ(q′) dq′ dq (40)
where Σ is the common support of ϕ(q) and φ(q). We point out that our ability to arrive at the
above expression has been made possible by extending the formulation in a rigged Hilbert space.
If H× and T are to be canonically conjugate in the distributional sense, then the second term
must identically vanish for all ϕ(q), φ(q) ∈ Φ(ℜ), while the first term must identically reduce to
ih¯ 〈φ |ϕ〉 . Because ϕ and φ are arbitrary and sgn(q − q) is not identically zero, the former is
satisfied if and only if T (q, q′) satisfies the partial differential equation
− h¯
2
2µ
∂2T (q, q′)
∂q2
+
h¯2
2µ
∂2T (q, q′)
∂q′2
+ (V (q)− V (q′)) T (q, q′) = 0. (41)
On the other hand the later condition is satisfied if and only if T (q, q′) satisfies the boundary
condition
dT (q, q)
dq
+
∂T (q, q′)
∂q
∣∣∣∣
q=q′
+
∂T (q, q′)
∂q′
∣∣∣∣
q′=q
= 1. (42)
for all q, q′ ∈ ℜ. The boundary condition (42) defines a family of operators canonically conjugate
to the extended Hamiltonian in the sense required by equation (37). This is a reflection of the fact
that there are numerous operators that are canonically conjugate to a given Hamiltonian.
13
The immediate problem now is how to fix the boundary condition on T (q, q′) such that (41)
yields a solution satisfying the quantum-classical-correspondence boundary condition (35), and
at the same time satisfying the boundary condition (42). Moreover, it is appropriate to require
that the solution to (41) is unique. Again we appeal to our transfer principle. We find the set
of boundary conditions satisfied by the free particle kernel that ensures that the corresponding
solution to the time kernel equation is unique for the free particle. For this case the time kernel
equation reduces to
− h¯
2
2µ
∂2T (q, q′)
∂q2
+
h¯2
2µ
∂2T (q, q′)
∂q′2
= 0. (43)
The general solution to this equation is
T (q, q′) = f(q + q′) + g(q − q′). (44)
For the free particle, we already have T (q, q′) = 14 (q + q
′). Now we have to identify the set of
boundary conditions that isolates this known solution from the general solution.
By inspection T (q, q′) satisfies both (41) and (42), and it satisfies the conditions
T (q, q) =
q
2
, T (q,−q) = 0. (45)
We now show that these two conditions, when imposed on (44) uniquely identifies the free particle
solution. Note that these conditions impose that T (q, q′) is analytic in the neighborhood of the
origin. Imposing the second condition of (45) on (44) gives T (q,−q) = f(0)+ g(2q) = 0; since this
must hold for all q ∈ ℜ, it must be that g(2q) = constant = −f(0). On the other hand, imposing
the first of (45) gives T (q, q) = f(2q)− f(0) = 14 (2q). Since T (q, q′) satisfies equation (43), f is at
least twice continuously differentiable. We can then write f(2q) = f(0) + f ′(0)(2q) + R2, where
R2 is the remainder in the expansion. Thus T (q, q) = f
′(0)(2q) +R2 =
1
4 (2q), which implies that
f ′(0) = 14 and R2 = 0. This finally implies that T (q, q
′) = 14 (q + q
′), reproducing the solution we
know for the free particle.
By our assumed transfer principle, we impose the same boundary conditions (45) on the solution
to the time kernel equation (41). That the boundary conditions (45) guarantee that boundary
condition (42) is satisfied and that they impose symmetry on T (q, q′) under the interchange of its
arguments will be shown below for entire analytic potentials.
We claim that equations (41) and (45) constitute the supraquantization of the local time of
arrival consistent with the correspondence principle. We will explicitly demonstrate this claim in
Section-6 for the harmonic and anharmonic oscillators, and separately demonstrate in Section-7
for entire analytic potentials.
5.3 Canonical Form of the Time Kernel Equation
In what to follow, we will find it convenient to prove our above assertion by solving the time kernel
equation (41) in canonical form. This is accomplished by performing a change in variable from
(q, q′) to (u = q + q′, v = q − q′). The differential equation (41) and its accompanying boundary
condition (45) then assume the form
− 2 h¯
2
µ
∂2T
∂u ∂v
+
(
V
(
u+ v
2
)
− V
(
u− v
2
))
T (u, v) = 0, (46)
T (u, 0) =
u
4
, T (0, v) = 0. (47)
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The boundary conditions (47) impose that the solution to equation (46) is analytic in u and v. In
solving for equation (46), we will then seek an analytic solution in powers of u and v,
T (u, v) =
∑
m,n≥0
αm,n u
mvn (48)
where the αm,n’s are constants determined by equations (46) and (47) for a given potential.
Assuming a solution of the form (48), translates the boundary conditions (47) to the boundary
condition on the expansion coefficients αm,n:
αm,0 =
1
4
δm,1 α0,n = 0 (49)
for all m and n. We arrive at them as follows. The first boundary condition gives T (u, 0) =∑
m αm0 u
m = 14u, which implies the first of equations (49). And the second boundary condition
gives T (0, v) =
∑
n α0n v
n = 0, which implies the second of equation (49). However, in our proof
below, we will find it convenient to extend the summation in (48) to negative values of m and n;
the analicity of the solution is then imposed by adjoining to (49) the condition that αm,n = 0 when
either m or n is negative or when both are negative.
To show the uniqueness of the solution to (46) for a given potential, we will assume the existence
of two distinct solutions, say, T1(u, v) and T2(u, v). Then the function S(u, v) = T1(u, v)−T2(u, v)
satisfies the time kernel equation. S(u, v) then satisfies the boundary conditions S(u, 0) = 0 and
S(0, v) = 0. Since T1(u, v) and T2(u, v) are both analytic, S(u, v) must itself be analytic. Then
S(u, v) can be expanded in u and v in the same way that T1 and T2 can be expanded,
S(u, v) =
∑
m,n≥0
ηm,n u
m vn . (50)
Now the boundary condition satisfied by the expansion coefficients are ηm,0 = 0 and η0,n = 0
for all m and n. The solution is unique if all the expansion coefficients are identically zero or
S(u, v) identically vanishes. We will show below that the solutions for entire analytic potentials
are unique.
Now we can address the concern raised earlier whether the assumed properties of T (q, q′) are
sufficient to ensure that the original boundary condition (42) is satisfied. With the assumed form
of the solution (48), the solution in the original coordinates will be in the form
T (q, q′) =
∑
m≥1,n≥0
αmn(q + q
′)m (q − q′)n. (51)
Evaluating this at q = q′, we have T (q, q) = 2α1,0q, and arrive at T
′(q, q) = 12 , because of the
boundary condition α1,0 =
1
4 . On the other hand we arrive at the following
∂T (q, q′)
∂q
∣∣∣∣
q=q′
= α1,0 +
∑
m≥1
αm,1 2q
′,
∂T (q, q′)
∂q′
∣∣∣∣
q′=q
= α1,0 −
∑
m≥1
αm,1 2q.
However, T (q, q′) is symmetric, i.e. T (q, q′) = T (q′, q), so that αm,n = 0 for odd n. The second
terms of the above equations then vanish and they only take contribution from the first terms.
With α1,0 =
1
4 , the boundary condition (42) is then satisfied. We note that we have appealed to
the assumed symmetry of T (q, q′), but this is not totally necessary, because, as what will be shown
below, the boundary conditions (45) are sufficient to impose the symmetry of T (q, q′).
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6 Explicit Examples
Before we prove our above assertion, we will explicitly demonstrate in this section our claim for
two specific systems: the harmonic and the anharmonic oscillators. We will first solve for the local
time of arrival in the neighborhood of the origin using
t0(q, p) =
∞∑
k=0
(−1)k Tk(q, p) (52)
where the iterates Tk’s are generated through the following recurrence relation,
T0(q, p) = −µq
p
, (53)
Tk(q, p) = −µ
p
∫ q
0
∂V
∂q′
∂Tk−1
∂p
dq′, (54)
obtained from the general expressions (23) and (24) by setting x = 0.
We will then compare the local time of arrival with the Wigner-Weyl transform of the time
kernel,
Th¯(q, p) =
∫ ∞
−∞
〈
q +
v
2
∣∣∣T ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv. (55)
(Th¯(q, p) is real valued and odd with respect to p.) For the harmonic oscillator we will find that
the local time of arrival and Th¯ coincide; and for the anharmonic oscillator it is only in the limit
of vanishing or infinitesimal h¯ that Th¯ reproduces the local time of arrival at the origin.
6.1 The Harmonic Oscillator
6.1.1 Global and Local Time of Arrivals
The potential for the harmonic oscillator is V (q) = 12µω
2 q2. Substituting the potential back into
the general expression for the global time of arrival (12) yields,
T0(q, p) = − 1
ω
tan−1
(
µω q
p
)
. (56)
We will show below that this can be derived via the local time of arrival.
Substituting the potential in equation (54), we generate the first two iterates of the local time
of arrival,
T1 = −1
3
µ3ω2
q3
p3
, T2 = −1
5
µ5ω4
q5
p5
.
From these iterates, we infer that for every k, the k-th iterate is given by
Tk = −αkµ2k+1ω2k q
2k+1
p2k+1
, (57)
where the αk’s are constants to be determined. These constants are determined as follows. We
shift index k → (k − 1) in Tk to get the expression for αk−1. We then substitute Tk−1 and the
potential back in the right hand side of equation (54) to yield
− µ
p
∫ q
0
∂V
∂q′
∂Tk−1
∂p
dq′ = −αk−1 (2k − 1)
(2k + 1)
µ2k+1ω2k
q2k+1
p2k+1
(58)
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If expression (57) holds for all k, then the right hand sides of equations (57) and (58) must be equal
for all k. Strict equality is then satisfied if and only if the αk’s satisfy the following recurrence
relation among themselves,
αk =
(2k − 1)
(2k + 1)
αk−1, (59)
subject to the initial value α0 = 1. This can in turn be solved to give αk = (2k + 1)
−1. The local
time of arrival is then given by
t0(q, p) = −
∞∑
k=0
(−1)k
2k + 1
µ2k+1ω2k
q2k+1
p2k+1
. (60)
t0(q, p) can be summed within its region of convergence in the phase space, and the result coincides
with the global one in the same region.
In the following we will show that Th¯(q, p) = t0(q, p), and this is just a special case of our
general result on the equality of Th¯(q, p) and t0(q, p) for linear systems, i.e. systems with linear
classical equations of motion.
6.1.2 Supraquantization of the Local Time of Arrival
Substituting the potential in equation (46) gives the corresponding time kernel equation to solve
for the harmonic oscillator,
− 2 h¯
2
µ
∂2T
∂u∂v
(u, v) +
µω2
2
uv T (u, v) = 0, (61)
subject to the boundary conditions (45). We assume a solution of the form
T (u, v) =
∑
m,n
αm,n u
m vn
where the α’s are constants to be determined, subject to the boundary conditions αm,0 =
1
4δm,1,
α0,m = 0 for all m, and αm,n = 0 for m,n < 0. Substituting the assumed solution back into
equation (61), we arrive at
−2 h¯
2
µ
∑
m,n
αm,nmnu
m−1 vn−1 +
µω2
2
∑
m,n
αm,n u
m+1 vn+1 = 0.
Shifting indices in the second term, m → (m− 1) and n → (n− 1), and collecting like terms, we
get ∑
m,n
(
−2 h¯
2
µ
mnαm,n +
µω2
2
αm−2,n−2
)
um−1 vn−1 = 0.
Since u and v are arbitrary, the quantity in the bracket must vanish for all values of u and v,
dictating the coefficients to satisfy the recurrence relation
αm,n =
(
µ2ω2
4h¯2
)
1
m · n αm−2,n−2. (62)
Solving the time kernel then reduces to solving this recurrence relation among the coefficients of
the assumed solution.
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First for odd n. Since αm,n = 0 for negative n, let us start from n = 1. For n = 1 we get the
proportionality αm,2 ∝ αm−1,−1; but the coefficients vanish for negative n for all m; thus the right
hand side of the proportionality vanishes and consequently αm,1 = 0 for all m. Now if for some
fixed odd n′, αm,n′ = 0 for all m, then for the next odd n
′ + 2, αm,n′+2 ∝ αm−1,n′ = 0 for all m.
Since we have already shown that αm,1 = 0 for all m, it follows that αm,n = 0 for all odd n, for all
m. The odd powers of v then do not contribute.
We remark that the vanishing of the contributions for odd n is significant. We recall that the
solution T (q, q′) to the time kernel equation in the original form must satisfy the boundary condition
(42). And we have earlier noted in Section-5.3 that if T (q, q′) = T (q′, q) or T (u, v) = T (u,−v),
the condition (42) is automatically satisfied as long as the boundary conditions (45) are satisfied
as well. But the condition T (u, v) = T (u,−v) is equivalent to the vanishing of the odd powers
of v. Consequently T (q, q′) will automatically satisfy (42). T (q, q′) will then satisfy the original
boundary condition (42). This will be shown to be true for the rest of the potentials considered,
particularly for entire analytic potentials.
Now for even n. Since αm,n = 0 for negative n and αm,0 is specified, we start with n = 2. For
n = 2 we get the proportionality αm,2 ∝ αm−2,0; but αm′,0 ∝ δm′,1, thus only m = 3 contribute
or α3,2 is the only non-vanishing coefficient for n = 2. For n = 4 we get αm,4 ∝ αm−2,2, which
dictates that only m = 5 contributes or α5,4 is the only non-vanishing coefficient for n = 4. We see
that n and m are not independent from its each other, i.e. they can be index by the same letter,
say k. From the first two coefficients we infer that m = 2k + 1 and n = 2k, k = 1, k = 2, . . ..
We can prove this by induction. Let for some fixed k that αm=2k+1,n=2k is the only non-vanishing
coefficient for n = 2k. Then for k + 1, we have αm,2(k+1) ∝ αm−2,2k; but the only non-vanishing
contributions come from m− 2 = 2k+1 or m = 2k+3. Thus for n = 2(k+1), only α2k+3,2(k+1) is
non-zero. Thus indeed only the coefficients α2k+1,2k are non-vanishing for all k = 1, 2, . . . . Then
the double index recurrence relation (62) reduces to the single index recurrence relation,
αk =
(
µ2ω2
4h¯2
)
1
(2k + 1)2k
αk−1, (63)
subject to the initial value α0 = α1,0 =
1
4 . The solution to equation (63) is
αk =
1
4
(µω
2h¯
)2 1
(2k + 1)!
. (64)
Substituting the non-vanishing coefficients back in the assumed solution yields the solution to
time kernel equation for the harmonic oscillator,
T (u, v) =
h¯
2µω
∞∑
k=0
1
(2k + 1)!
(µω
2h¯
)2k+1
u2k+1 v2k. (65)
Evidently T (u, v) converges everywhere in the uv-plane. Moreover, the solution (65) is unique.
This follows from the fact that S(u, v) (see equation (50)) satisfies the time kernel equation, and it
satisfies the boundary conditions η0,n = 0, ηm,0 = 0 for all m, n on its coefficients. The recurrence
relation on the coefficients ηm,n will be the same as those of the αm,n’s. Since the non-vanishing
contributions in T (u, v) come only from the boundary condition αm,0 =
1
4δm,1, S(u, v) will be
identically zero because ηm,0 = 0 for all m. The analytic solution T (u, v) is then unique. This
observation holds for the rest of the potentials considered here.
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Transforming back to (q, q′) and substituting T (q, q′) back into equation (39) yields the time
kernel for the harmonic oscillator,
〈q| T |q′〉 = 1
2i ω
sgn(q − q′)
∞∑
k=0
1
(2k + 1)!
(µω
2h¯
)2k+1
(q + q′)2k+1 (q − q′)2k. (66)
This likewise converges everywhere in the qq′-plane. Because T (q, q′) is everywhere absolutely
convergent, T is a generalized observable in Φ (see Appendix). Now we can finally show that the
generalized time of arrival operator reduces to the local time of arrival in the classical limit, as
prescribed by equation (35). Using the identity [20]∫ ∞
−∞
σm−1sgn(σ) exp(−ixσ) dσ = 2(m− 1)!
im
x−m, (67)
we can perform the indicated transformation to give
Th¯(q, p) =
∫ ∞
−∞
〈
q +
v
2
∣∣∣ T ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv
=
1
2i ω
∞∑
k=0
1
(2k + 1)!
(µω
2h¯
)2k+1
(2q)2k+1
∫ ∞
−∞
v2ksgn(v) exp
(
−i v p
h¯
)
dv
= − 1
ω
∞∑
k=0
(−1)k
2k + 1
(
µωq
p
)2k+1
.
We find that Th¯ coincides exactly with the local time of arrival in the neighborhood of the origin
for the harmonic oscillator given by equation (60).
6.2 The Anharmonic Oscillator
6.2.1 Global and Local Time of Arrivals
In the previous section the Weyl-Wigner transform of the time kernel exactly reproduces the local
time of arrival at the origin. But for non-linear systems, systems with non-linear equations of
motions, we demonstrate that only in the limit of vanishing or infinitesimal h¯ that the local time
of arrival (at the origin) is recovered. Let us consider the anharmonic oscillator with the potential
V = λq4. The global time of arrival is symbolically given by
T0(q, p) = −sgn(p)
√
µ
2
q∫
0
dq′√
H(q, p)− λq′4
. (68)
The above expression can be integrated explicitly, but its exact closed integral is not important to
our present purposes.
What is important to us is the local time of arrival in the neighborhood of the origin. Following
the same procedure we have employed above in determining for the iterates of the harmonic
oscillator, we find that the k-th iterate of the local time of arrival is given by
Tk =
1
4
2k
√
piΓ(−k − 14 )
Γ(34 )Γ(−k + 12 )
αkµ
k+1λk
q4k+1
p2k+1
. (69)
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One can prove this by induction using equation (54). Substituting Tk back in equation (18) yields
the local time of arrival at the origin,
t0(q, p) =
1
4
√
pi
Γ
(
3
4
) ∞∑
k=0
(−2)kΓ (−k − 14)
Γ
(
1
2 − k
) µk+1λk q4k+1
p2k+1
. (70)
In the following we will show that Th¯(q, p) = t0(q, p) + O(h¯2). And this is just a special
case of our general result on the equality of Th¯(q, p) and t0(q, p) only in the limit of vanishing or
infinitesimal h¯ for non-linear systems, i.e. systems with non-linear classical equations of motion.
6.2.2 Supraquantization of the Local Time of Arrival
Substituting the potential equation in equation (46) gives the corresponding time kernel equation
for the anharmonic oscillator,
− 2 h¯
2
µ
∂2T
∂v ∂u
+
λ
2
(
u3v + uv3
)
T (u, v) = 0, (71)
subject to the same boundary conditions. Again we assume the most general form of the solution
to the time kernel equation (71),
T (u, v) =
∑
m,n
αm,nu
m vn
where the αm,n’s satisfy the boundary conditions αm,0 =
1
4δm,1 and α0,n = 0 for all m and n, and
αm,n = 0 for negative m and n to identify the particular solution we seek.
Substituting the assumed solution back to equation (71) gives the following recurrence relation
for the coefficients,
αm,n =
(
µλ
4h¯2
)
1
mn
(αm−4,n−2 + αm−2,n−4) . (72)
First let us consider the coefficients for odd powers of v or for odd n. Since the coefficients
vanish for negative m and n, we start from n = 1. For n = 1 we get the proportionality αm,1 ∝
(αm−4,−1 + αm−2,−3). But αm,n = 0 for n < 0 for all m, so that αm,1 = 0 for all m. For n = 3
we get the proportionality αm,3 ∝ (αm−4,1+αm−2,−1). Since αm,1 = 0 for all m and αm,n = 0 for
n < 0, αm,3 = 0 for all m as well. Now if for some odd n, αm,n = 0 for all m, it follows from (72)
that for the next odd number n + 2, αm,n+2 = 0 for all m. Thus odd powers of v vanish. This
assures us that T (q, q′) satisfies the boundary condition (42).
Let us now consider the even powers of v. For n = 2 we get the proportionality αm,2 ∝ (αm−4,0+
αm−2,−2). Only m = 5 contributes because αm,n = 0 for negative n and αm,0 =
1
4δm,1; thus for
n = 2 only α5,2 contributes. For n = 4 we get the proportionality αm,4 ∝ (αm−4,2 + αm−2,0).
There are only two contributions: m = 3, corresponding to α1,0, and m = 9, corresponding to
α5,2; thus for n = 4 only α3,2 and α9,2 contribute. Continuing in this manner, we arrive at the
following first few sequences of nonvanishing contributions,
n = 0 : α1,0
n = 2 : α5,2
n = 4 : α9,4, α3,4
n = 6 : α13,6, α7,6
n = 8 : α17,8, α11,8, α5,8
n = 10 : α21,10, α15,10, α9,10
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By inspection the non-vanishing coefficients can be grouped in two groups. Let n = 2j for j =
0, 1, 2, . . . . The contributing coefficients can then be written in the form αm(j),2j , where for
j = odd, m(j) = (j + 4) , (j + 4) + 6, (j + 4) + 12 . . . , 2j + 1,
j = even, m(j) = (j + 1) , (j + 1) + 6, (j + 1) + 12 . . . , 2j + 1.
Evidently for a given j there are {j} contributing m’s, in which {j} = 12 (j− 1)+ 1 for j=odd, and
{j} = (12j − 1) + 1 for j =even. This can be proved by induction.
With the arrangement above for the coefficients, we can sum along the vertical. The above
results suggest that the solution can be written in the following form
T (u, v) =
1
4
∞∑
k=0
∞∑
j=2k
βk,j u
4j+1−6k v2j (73)
where βk,j ’s are proportional to the non-vanishing coefficients, i.e. βk,j = 4α4j+1−6k,2j , β0,0 = 1,
for k ≥ 0 and j ≥ 2k. Substituting equation (73) back into equation (71), we get the following
recurrence relation for the βk,j ’s,
βk,j =
(
µλ
4h¯2
)
1
(4j + 1− 6k) · 2j (βk,j−1 + βk−1,j−2) . (74)
This recurrence relation (74) holds for all values of k and j restricted in the assumed solution as
long as we agree to set βk,j = 0 when both or either of k and j is negative, or when j < 2k.
First let us solve for β0,j for all j ≥ 1 given β0,0 = 1. Setting k = 0 in equation (74) we arrive
at the recurrence relation
β0,j =
(
µλ
4h¯2
)
1
(4j + 1) · 2j β0,j−1, (75)
the βk,j ’s being zero for k < 0. Let us define
λ(j,k)r =
r∏
l=0
1
(4(j − l) + 1− 6k) , (76)
where the value r = −1 is allowed. Equation (75) can be solved recursively to give
β0,j =
1
j!
(
µλ
8h¯2
)j
1
(−4)j+1
Γ(−j − 14 )
Γ(34 )
(77)
valid for all j ≥ 0. Given β0,j we can proceed in determining of the coefficients.
To solve for βk,j for arbitrary k and j, we assume that we know the solution for (j − 1) for
all j in equation (74). This reduces the problem of solving the recurrence relation for some fix j.
We shift index k → (k − 1) in equation (74) and substitute it back to equation (74). We do this
repeatedly until we arrive at the following result,
βk,j =
j−2k∑
r=0
(
µλ
4h¯2
)r+1
βk−1,j−2−r
2r+1
(j − 1− r)!
j!
λ(j,k)r . (78)
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This can be proven by induction. So for k = 1 equation (78) yields
β1,j =
1
j!
(
µλ
8h¯2
)j−1 j−2∑
r=0
(j − r − 1)λ(j−2−r,0)j−r−3 λ(j,1)r
=
1
j!
(
µλ
8h¯2
)j−1 [
1
2
Γ(34 ) (−1)j
√
2Γ(−j + 54 )
4jpi
+
1
192
(4 j − 5) (2 j + 1) (−1)j−2 Γ(−j + 74 )Γ(−j + 54 )
4j−2Γ(34 )Γ(
9
4 − j)
]
. (79)
The rest of the contributing coefficients for other k’s can be determined similarly.
However, the explicit forms for β0,j and β1,j suggest a simplification for βk,j . These coefficients
can be explicitly written in the form,
βk,j =
1
j!
(
µλ
8h¯2
)j−k
ρk,j (80)
for some constants ρk,j . These constants are found by substituting (80) back in both sides of
equation (78), with the appropriate shifting of indices in the right hand side. Doing so leads to
the following recurrence relation
ρk,j =
j−2k∑
r=0
(j − r − 1)λ(j,k)r ρk−1,j−2−r (81)
for all k ≥ 1 and j ≥ 2k. The initial value that determines all the constants ρk,j is defined by (77).
Comparing equation (77) and equation (80) for k = 0 gives
ρ0,j =
1
(−4)j+1
Γ(−j − 14 )
Γ(34 )
, (82)
valid for all j ≥ 0. Equation (81) can be solved explicitly given the initial value. We don’t need to
write its explicit solution.
Substituting βk,j back in equation (73), the solution to the time kernel equation for the anhar-
monic oscillator assumes the form
T (u, v) =
1
4
∞∑
k=0
∞∑
j=2k
ρk,j
j!
(
µλ
8h¯2
)j−k
u4j+1−6k v2j . (83)
In arriving at this solution we have assumed above that the solution absolutely converges in the
neighborhood of the origin in the uv-plane, so that the contributing terms can be rearranged at
will. However, we can only assert at this moment absolute convergence in the entire uv-plane of
the first two leading terms in the solution. Equation (83) can be written in the form
T (u, v) = T0(u, v) + T1(u, v) + . . . , (84)
where the subscripts denote the corresponding term for a given k. For k = 0 and k = 1, we have
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the following explicit closed forms,
T0(u, v) =
1
4
u 0F1
(
5
4
;
µλ
32h¯2
u4v2
)
(85)
T1(u, v) = − 1
96
(
µλ
8h¯2
)
u3v4 1F2
(
1; 3,
7
4
;
µλ
32h¯2
u4v2
)
+
5
96
(
µλ
8h¯2
)
u3v4 1F2
(
1; 3,
5
4
;
µλ
32h¯2
u4v2
)
+
1
720
(
µλ
8h¯2
)2
u7v6 1F2
(
2; 4,
9
4
;
µλ
32h¯2
u4v2
)
, (86)
where pFq is the generalized hypergeometric function. pFq converges everywhere if p ≤ q. The
first two leading terms then converge everywhere in the uv-plane.
Transforming back to (q, q′), the time kernel for the anharmonic oscillator assumes the form
〈q| T |q′〉 = µ
4ih¯
sgn(q − q′)
∞∑
k=0
∞∑
j=2m
ρk,j
j!
(
µλ
8h¯2
)j−k
(q + q′)4j+1−6k (q − q′)2j . (87)
The first two groups of terms, corresponding to k = 0 and k = 1, converge everywhere in the
qq′-plane so that they are functionals in the Φ× and define a generalized operator in Φ. We have
not been able to make a conclusion on the convergence of the rest of the group of terms. We note
though that, since 〈q| T |q′〉 must be a functional in Φ×, it is not necessary that the sum converges
in the usual sense; it is sufficient that it converges in the distributional sense in Φ× (see Gel’fand
& Shilov (1964) page-368 for a discussion on the convergence of functionals in Φ). Performing the
indicated transformation, we have
Th¯(q, p) =
∫ ∞
−∞
〈
q +
v
2
∣∣∣ T ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv
= −µ
2
∞∑
k=0
h¯2k
∞∑
j=2k
(−1)j ρk,j
j!
(2j)!
(
µλ
8
)j−k
(2q)4j+1−6k
p2j+1
=
1
4
√
pi
Γ(34 )
∞∑
j=0
(−2)jΓ (− 14 − j)
Γ
(
1
2 − j
) µj+1λj q4j+1
p2j+1
+O(h¯2)
= t0(q, p) +O(h¯2)
where t0 is the local time of arrival of the anharmonic oscillator as given by equation (70). Thus
Th¯(q, p) reduces to t0(q, p) in the limit of vanishing h¯ or infinitesimal h¯.
7 Entire Analytic Potentials
In this section we prove that the local time of arrival is completely derivable from the generalized
time of arrival operator for systems subject to entire analytic potentials, e.g. potentials in polyno-
mials of q. We divide our proof for the linear (systems with linear classical equations of motions)
and non-linear (systems with non-linear classical equations of motions) cases. In particular we will
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show that
Linear Systems: Th¯(q, p) = t0(q, p) (88)
Non-Linear Systems: Th¯(q, p) = t0(q, p) +O(h¯2). (89)
Our method of proof will not follow the line used in the previous section. It will be sufficient
to show that the leading term in Th¯(q, p), T 0k (q, p), the term of order O(h¯0), can be written in the
form
T 0h¯ (q, p) =
∞∑
k=0
(−1)kTk(q, p), (90)
where the Tk’s satisfy the initial value and the recurrence relation
T0(q, p) = −µq
p
, (91)
Tk(q, p) = −µ
p
∫ q
0
∂V
∂q′
∂Tk−1
∂p
dq′, (92)
for all k. If they do, then, according to our result in Section-4, T 0h¯ (q, p) converges to the local time
of arrival in the neighborhood of the origin.
7.1 Linear Systems
Now we consider the most general case for linear systems. The most general potential is given by
V (q) = aq +
1
2
b q2, (93)
for some constants a and b. A constant can be added to V (q), but it does not change the result.
Here we prove that for systems subject to the potential (93) the local time of arrival in the
neighborhood of the origin is given by equation (88).
We first solve for the time kernel of the generalized time of arrival operator. Substituting the
potential in the time kernel equations lead to solve the following partial differential equation
− 2h¯
2
µ
∂2T
∂u∂v
+
(
av +
1
2
buv
)
T (u, v) = 0, (94)
subject to the boundary conditions T (u, 0) = 14u and T (0, v) = 0. We assume the most general
solution of the form
T (u, v) =
∑
m,n
αm,nu
mvn, (95)
where the coefficients now satisfy the conditions αm,n = 0 when both or either m and n are
negative, and αm,0 =
1
4δm,1, α0,n = 0 for all n. Substituting the assumed solution back into
equation (94) yields the recurrence relation among the coefficients
αm,n =
(
µ
2h¯2
)
1
mn
(
aαm−1,n−2 +
1
2
b αm−2,n−2
)
. (96)
First let us show that odd powers of v do not contribute in the solution, i.e. αm,n = 0 for all
odd n for all m. For n = 1 we have the proportionality αm,1 ∝ (aαm−1,−1 + 12 b αm−2,−1). But
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αm,n = 0 for all negative n, thus αm,1 = 0 for all m. Now let us assume that for some fixed odd
n, αm,n = 0 for all m. Then for the next odd n
′ = n+ 2, αm,n+2 ∝ (aαm−1,n + 12b αm−2,n). But
αm,n = 0 for all m, thus αm,n+2 = 0 for all m. Since we have shown that αm,1 = 0 for all m,
it then follows that αm,n = 0 for all m for all odd n. The vanishing of the odd powers of v is
significant because it assures us that the boundary condition (42), necessary to impose canonicality,
is satisfied.
Now let us determine the coefficients for even n. For n = 2 we have the proportionality
αm,2 ∝ (aαm−1,0 + 12b αm−2,0). Since αm,0 = 14δm,1, only m = 2 contributes in the first term, and
m = 3 for the second term. For n = 4, αm,4 ∝ (aαm−1,2 + 12b αm−2,2). Only m = 3, 4 contribute
for the first term; while m = 4, 5 for the second term. Continuing the process, we arrive at the
following first few non-vanishing coefficients,
n = 0 : α1,0
n = 2 : α2,2, α3,2
n = 4 : α3,4, α4,4, α5,4
We find that for every n = 2j, for integer j, there are j + 1 non-vanishing contributions. In
particular, for a given j, we can write αm,n in the form αm(j),2j , where m(j) takes on one of the
following values
m(j) = (j + 1), (j + 2), . . . , (2j + 1).
This can be proven by induction.
The solution to the time kernel equation (94) can then be written in the following form
T (u, v) =
∞∑
j=0
j∑
k=0
α2j+1−k,2j u
2j+1−k v2j
=
1
4
∞∑
k=0
k∑
j=0
ηk,j u
2j+1−k v2j , (97)
where the ηk,j ’s are constants proportional to the non-vanishing αm,n’s, with η0,0 = 1. Substituting
back the second form of the solution to the time kernel equation yields the recurrence relation
ηk,j =
(
µ
2h¯2
) (
a ηk−1,j−1 +
1
2b ηk−1,j
)
2k(2k + 1− j) , (98)
valid for all k and j as long as we set ηj,k = 0 for all 0 > j > k. Solving this recursively yields the
following form
ηk,j =
(
µ
2h¯2
)k
1
2kk!
σk,j b
k−jaj , (99)
for some constants σk,j . Substituting equation (99) back into (98) gives the recurrence relation for
the constants σk,j ,
σk,j =
1
(2k + 1− j)
(
σk−1,j−1 +
1
2
σk−1,j
)
. (100)
This can be solved recursively to give
σk,j =
k−j+1∑
r=1
σk−r,j−1
2r−1
r−1∏
s=0
1
(2(k − s) + 1− j) (101)
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with σ0,0 = 1. We don’t need to evaluate this explicitly. We will just need this recurrence relation
in proving equation (88). The solution to the time kernel equation can now be written in the form
T (u, v) =
1
4
∞∑
k=0
k∑
j=0
(
µ
2h¯2
)k
1
2kk!
σk,j b
k−jaj u2k+1−j v2k. (102)
It can be shown that T (u, v) is everywhere defined in the uv-plane. From the expression for T (u, v),
we have
T (q, q′) =
1
4
∞∑
k=0
(
µ
2h¯2
)k
1
2kk!
(q − q′)2k
k∑
j=0
σk,jb
k−jaj(q + q′)2k+1−j (103)
in the original coordinate.
Equation (103) allows us to finally write the functional of the generalized time of arrival operator
in the neighborhood of the origin,
〈q| T |q′〉 = µ
4ih¯
sgn(q − q′)
∞∑
k=0
k∑
j=0
(
µ
2h¯2
)k
1
2kk!
σk,j b
k−jaj (q + q′)2k+1−j (q − q′)2k. (104)
This is a functional for fixed q in Φ. Performing the indicated transformation to go back in the
classical regime, we get
Th¯(q, p) =
∫ ∞
−∞
〈
q +
v
2
∣∣∣ T ∣∣∣q − v
2
〉
exp
(
−i v p
h¯
)
dv
=
∞∑
k=0
k∑
j=0
(−1)k+1µk+1 (2k)!
k!
σk,j
2j
bk−jaj
q2k+1−j
p2k+1
. (105)
We note that Th¯ is to the order O(h¯0). Now to complete our proof, we write
Th¯(q, p) =
∞∑
k=0
(−1)kTk, (106)
where
Tk = − (2k)!
k!
µk+1
k∑
j=0
σk,j
2j
bk−jaj
q2k+1−j
p2k+1
. (107)
To prove our assertion that t0(q, p) = Th¯(q, p), we need only to show that Tk satisfies the initial
value condition t0(q, p) and the recurrence relation is satisfied by the iterates of the local time of
arrival at the origin. It is straightforward to show that T0(q, p) = t0(q, p) by setting k = 0 in
equation (107). It only remains to show that the Tk’s satisfy the recurrence relation (92). Shifting
index k → k − 1 in (107) and substituting it back, together with the potential, in right hand side
of equation (92) yields,
− µ
p
∫ q
0
∂V
∂q
∂Tk−1
∂p
dq = − (2(k − 1))!(2k − 1)
(k − 1)! µ
k+1
×
k∑
j=0
1
2j
(2σk−1,j−1 + σk−1,j)
(2k + 1− j) b
k−jaj
q2k+1−j
p2k+1
, (108)
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where σk,j = 0 for 0 > j > k. Equation (105) converges to the local time of arrival at the origin
if and only if equation (108) is equal to (107) for all k ≥ 1. Equating Tk with equation (108), we
find that σk,j must the satisfy the following recurrence relation if strict equality is required,
σk,j =
1
(2k + 1− j)
(
σk−1,j−1 +
1
2
σk−1,j
)
. (109)
But this recurrence relation is already satisfied by the σk,j ’s, as shown by equation (100). Thus
equation (105) converges to the local time of arrival at the origin for the potential given.
We have thus proved what we have sought to prove that for linear systems, Th¯(q, p) = t0(q, p).
7.2 Non-linear Systems
In this section we show that for entire analytic potentials of the form
V (q) =
∞∑
s=1
as q
s, (110)
with at least a3 is non-vanishing, the proposed supraquantization of the time of arrival at the
origin reduces only to the classical local time of arrival in the limit of vanishing or infinitesimal
h¯. Substituting the potential back into the time kernel equation and after some simplification, we
arrive at the partial differential equation to solve
− 2 h¯
2
µ
∂2T
∂u∂v
+
∞∑
s=1
as
2s−1
[s]∑
k=0
(
2
2k + 1
)
us−2k−1 v2k+1 T (u, v) = 0 (111)
where [s] = s−12 for s=odd and [s] =
s
2 − 1 for s=even, subject to the same boundary conditions.
Now let us assume an analytic solution of the form
T (u, v) =
∑
m,n
αm,n u
m vn, (112)
subject to the boundary conditions αm,n = 0 for m,n < 0, αm,0 =
1
4δm,1, and α0,n = 0 for all n.
Substituting the assumed solution back into (111) and collecting terms of equal powers of u and v
yield the following recurrence relation among the coefficients,
αm,n =
µ
2h¯2
1
mn
∞∑
s=1
as
2s−1
[s]∑
k=0
(
s
2k + 1
)
αm−s+2k,n−2k−2 (113)
Imposing the boundary condition, we have the following conditions imposed upon the coefficients:
α1,0 =
1
4 , αm,n = 0 for all n < 0 and m ≤ 1, αm,0 = 0 for all m ≥ 2, and αm,1 = 0 for all m.
7.2.1 Odd Powers of v
The boundary conditions impose that the αm,n’s vanish for odd n for all m. The coefficients
already vanish for negative n, so we start with n = 1. For n = 1 equation (113) gives
αm,1 =
µ
2h¯2
1
m · 1
∞∑
s=1
as
2s−1
[s]∑
k=0
(
s
2k + 1
)
αm−s+2k,−2k−1.
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Since αm,n vanish for all negative n, αm,1 = 0 for all m. For n = 3 we have
αm,3 =
µ
2h¯2
1
m · 3
∞∑
s=1
as
2s−1
[s]∑
k=0
(
s
2k + 1
)
αm−s+2k,1−2k
Since αm,1 = 0 for all m and αm,n = 0 for all negative n, it follows that αm,3 = 0 for all m as
well. Now let n = 2j + 1, for j = 0, 1, 2, . . . , and let αm,2j+1 = 0 for all m for all j ≤ J . Then for
n = 2(J + 1) + 1
αm,2(J+1)+1 =
µ
2h¯2
1
m (2(J + 1) + 1)
∞∑
s=1
as
2s−1
[s]∑
k=0
(
s
2k + 1
)
αm−s+2k,2J+1−2k.
The k = 0 term in the inner sum contains the factors αm−s+2k,2J+1, which are all vanishing because
αm,2J+1 = 0 for all m; the k = 0 term then does not contribute. The k = 1 term contains the
factors αm−s+2k,2(J−1)+1, which are all also vanishing because αm,2j+1 = 0 for all m for all j ≤ J ;
the k = 1 term then does not contribute.
Now for all k ≤ J , the coefficients αm−s+2k,2J+1−2k = αm−s+2k,2(J−k)+1 vanish, again, because
αm,2j+1 = 0 for all m for all j ≤ J ; and no contribution comes from them. On the other hand, for
all k > J , the coefficients αm−s+2k,2(J−k)+1 must vanish because of the condition that αm,n = 0
for all negative n. Thus αm,2(J+1)+1 = 0 for all m as well. We have already shown that αm,1 = 0
and αm,3 = 0 for all m, and it follows that αm,5 = 0 for all m from what we have already shown,
and so on. Thus it must be that αm,n = 0 for all m for every odd n. Odd powers of v then do not
contribute in the solution to the time kernel equation.
7.2.2 Even Powers of v
Now we proceed in determining the non-vanishing coefficients corresponding to even powers of v
or to even n. First, for n = 2, the recurrence relation (113) reduces to
αm,2 =
(
µ
2h¯2
)
1
m · 2
∞∑
s=1
as
22−1
[s]∑
k=0
(
s
2k + 1
)
αm−2+2k,−2k. (114)
Since the αm,n’s vanish for all negative n, only the k = 0 term contributes in (114). Thus
αm,2 =
(
µ
2h¯2
)
1
m · 2
∞∑
s=1
as
2s−1
(
s
1
)
αm−s,0.
But αm′,0 =
1
4δm′,1, so that only the s = m− 1 term contributes in the preceding relation. Since
the power of u is at least to the first order and s ≥ 1, only those coefficients with m ≥ 2 contribute
above. Thus
αm,2 =
(
µ
2h¯2
)
1
m · 2
am−1
2m−2
(
m− 1
1
)
1
4
. (115)
The non-vanishing contributions from those with m ≥ 2.
For n = 4 the recurrence relation reduces to
αm,4 =
(
µ
2h¯2
)
1
m · 4
∞∑
s=1
as
2s−1
[s]∑
k=0
(
2
2k + 1
)
αm−s+2k,2−2k. (116)
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For all s only the k = 0, 1 contribute to αm,4. All of the s ≥ 1 terms contribute to the k = 0 term.
However, only those for s ≥ 3 contribute to the k = 1 term. Thus
αm,4 =
(
µ
2h¯2
)
1
m · 4
∞∑
s=1
as
2s−1
(
s
1
)
αm−s,2 +
(
µ
2h¯2
)
1
m · 4
∞∑
s=3
as
2s−1
(
s
3
)
αm−s+2,0
Since αm′,2 is non-vanishing only for m
′ ≥ 2, it has to be that (m− s) ≥ 2 in the first term; thus
only those 1 ≤ s ≤ (m− 2) contribute in the sum. Since s ≥ 1 only those with m ≥ 3 contribute.
On the other hand, only s = m+1 contributes in the second term. Thus, upon substituting αm′,2
and αm′,0,
αm,4 =
(
µ
2h¯2
)2
1
m · 4
m−2∑
s=1
as am−s−1
2m−2
(
s
1
)(
m− s− 1
1
)
1
4
+
(
µ
2h¯2
)
1
m · 4
am+1
2m
(
m+ 1
3
)
1
4
,
with the first term having contribution only for m ≥ 3 and the second term for all m ≥ 2.
We would like now to generalize our results for arbitrary j. The explicit forms of αm,0, αm,2
and αm,4 suggest that, for some fixed j, we have
αm,2j =
j−1∑
s=0
α
(s)
m,j
(
µ
2h¯2
)j−s
, (117)
for some constants α
(0)
m,j independent of h¯ and µ. We prove (117) by induction and consequently
determine the recurrence relation satisfied by these constants that determines them uniquely. Now
for n = 2j for some j ≥ 1, the recurrence relation (113) can be written in the form
αm,2j =
µ
2h¯2
1
m · 2j
∞∑
s=1
as
2s−1
j−1∑
k=0
(
s
2k + 1
)
αm−s+2k,2(j−k−1). (118)
We have replaced [s] with j − 1 in the inner summation limit because whatever extra terms are
introduced they are taken care of by the binomial factor. The order of summation can be reordered
to yield
αm,2j =
µ
2h¯2
1
m · 2j
j−1∑
k=0
∞∑
s=2k+1
as
2s−1
(
s
2k + 1
)
αm−s+2k,2(j−k−1)
=
µ
2h¯2
1
m · 2j
j−1∑
k=0
m+2k−1∑
s=2k+1
as
2s−1
(
s
2k + 1
)
αm−s+2k,2(j−k−1) (119)
The second line follows from the fact that αm−s+2k,2(j−k−1) is non-vanishing only whenm−s+2k ≥
1 or m+ 2k − 1 ≥ s.
Now we substitute equation (117) back into the right hand side of equation (119). This yields
αm,2j =
1
m · 2j
j−1∑
k=0
j−k−1∑
r=0
(
m+2k−1∑
s=2k+1
as
2s−1
(
s
2k + 1
)
α
(r)
m−s+2k,j−k−1
) (
µ
2h¯2
)j−k−r
(120)
29
We can rearrange equation (120) to obtain the following simplification,
αm,2j =
1
m · 2j
j−1∑
s=0
(
s∑
r=0
m+2r−1∑
l=2r+1
al
2l−1
(
l
2r + 1
)
α
(s−r)
m−l+2r,j−r−1
)(
µ
2h¯2
)j−s
. (121)
Expression (117) holds if and only if it equals the right hand side of (121) for all j. Strict equality
holds if and only if the constants α
(s)
m,j satisfy the recurrence relation
α
(s)
m,j =
1
m · 2j
s∑
r=0
m+2r−1∑
l=2r+1
al
2l−1
(
l
2r + 1
)
α
(s−r)
m−l+2r,j−r−1, (122)
for all 0 ≤ s ≤ (j − 1), subject to the initial value α(0)m,0 = 14δm,1. Equations (120) and (122) now
define the non-vanishing coefficients for even powers of v. They can be solved explicitly. In the
following we are only interested in the classical limit.
7.3 The Classical Coefficients
We now identify the contributing coefficients and determine the leading order of h¯ correction in the
classical limit. For a fixed even n = 2j, j = 0, 1, 2, . . . , we have seen above that the contributing
coefficients αm,2j ’s are of the form
αm,2j =
j−1∑
s=0
(µ
2
)j−s α(s)m,j
h¯2(j−s)
.
The contribution of each term is αm,2jv
2j (the um factor is left out because it is not relevant in
determining the h¯-order of contribution in the classical limit). The classical contribution of this
term is proportional to
1
h¯
αm,n
∫ ∞
−∞
sgn(v) v2j exp
(
−i vp
h¯
)
dv ∝
j−1∑
s=0
(µ
2
)j−s
α
(s)
m,j h¯
2s, (123)
where we have arrived at the left hand side of the first line by using the prescribed classical tran-
sition and with the right hand using identity (67). We see immediately that the only contributing
term in the classical limit corresponds to s = 0. Moreover, we can already see that the leading h¯
correction in the classical limit is O(h¯2); this corresponds to s = 1 in equation (123).
Thus the coefficients contributing only in the classical limit corresponds to those for s = 0 for
a given j. And these coefficients satisfy the recurrence relation,
α
(0)
m,2j =
1
m · 2j
∞∑
s=1
s as
2s−1
α
(0)
m−s,j−1. (124)
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With αm,0 =
1
4δm,1, we can generate the following first few coefficients
α
(0)
m,0 =
1
4
δm,1
α
(0)
m,1 =
1
2m
∞∑
s=1
s as
2s−1
α
(0)
m−s,0
=
1
1 · m
(m− 1) am−1
2m+1
for all m ≥ 2
α
(0)
m,2 =
1
2m
∞∑
s=1
s as
2s−1
αm−s,1
=
1
1 · 2m 2m+1
m−2∑
s=1
s as
(m− s) (m− s− 1) am−s−1, for all m ≥ 3
From these few iterations, we infer that the coefficients are given by
α
(0)
m,j =
Cm,j
j! · 2m+1m. (125)
where the Cm,j ’s are constants, for all m ≥ (j + 1). Substituting this expression back into the
recurrence relation (124), yields the recurrence relation satisfied by the Cm,j ’s,
Cm,j =
m−j∑
s=1
s as
(m− s)Cm−s,j−1. (126)
This is uniquely solved by specifying the initial value. Setting j = 0 in equation (125) and
comparing it with the known value of α
(0)
m,0 yields the initial value Cm,0 = δm,1. The recurrence
relation can be solved explicitly, but we do not need to write it down.
7.4 The Solution
The coefficients α
(0)
m,j give the group of contributions with the order O(h¯0) in the classical limit.
For every j ≥ 0, there is a contribution Tj(u, v)’s in the solution T (u, v), which is given by
Tj(u, v) =
(
µ
2h¯2
)j ∞∑
m=j+1
α
(0)
m,2ju
m v2j =
(
µ
2h¯2
)j
1
j!
∞∑
m=j+1
C[m,j]
m · 2m+1u
m v2j .
The solution to (46) can then be written in the form
T (u, v) =
∞∑
j=0
Tj(u, v) + S(u, v), (127)
where the second term is responsible for order O(h¯2) in the classical limit. The solution to the
time kernel equation in the (q, q′) coordinate then assumes the form
T (q, q′) =
∞∑
j=0
Tj(q, q
′) + S(q, q′), (128)
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in which Tj(q, q
′) derives from Tj(u, v) with the substitutions u = (q + q
′) and v = (q − q′).
The functional kernel of the generalized time of arrival operator then splits in two parts
〈q| T |q′〉 =
∞∑
j=0
〈q|Tj |q′〉 + 〈q|∆T |q′〉
where 〈q|Tj |q′〉 = µih¯ Tj(q, q′) sgn(q− q′). Each of this 〈q|Tj |q′〉 contributes in the classical limit,
Tj(q, p) =
∫ ∞
−∞
〈
q +
v
2
∣∣∣Tj ∣∣∣q − v
2
〉
e(−
i p v
h¯ ) dv
= − (2j − 1)!!(−1)j µ
j+1
p2j+1
∞∑
m=j+1
Cm,j
m
qm,
where a simplification has been made in the second line.
To prove that
∑∞
j=0 Tj(q, p) converges to the local time of arrival, we write the term with
leading order O(h¯0) in the form
T 0h¯ (q, p) =
∞∑
k=0
(−1)kTk(q, p). (129)
Tk = −(2k − 1)!! µ
k+1
p2k+1
∞∑
m=k+1
Cm,k
m
qm. (130)
T 0h¯ converges to the local time of arrival in the origin if the T0 reproduces the initial value and the
the remaining terms satisfy the recurrence relation for the local time of arrival. Since Cm,0 = δm,1,
for k = 0, we have
T0(q, p) = −µq
p
, (131)
as required.
It remains to show that the rest of the terms satisfy the recurrence relation (92). Shifting index
k → (k − 1) in Tk, we have
∂V
∂q
∂Tk−1
∂p
= (2k − 1)!! µ
k
p2k
∞∑
s=1
s asq
s−1 ·
∞∑
m=k
Cm,k−1
m
qm
= (2k − 1)!!
∞∑
k+1
s−r∑
r=1
r arCs−r,k−1
(s− r) q
s−1, (132)
where we have used the identity
∞∑
s=1
asx
s ·
∞∑
k=m
bkx
k =
∞∑
l=m+1
l−m∑
n=1
an bl−nx
l
to arrive at the second line. Now we have
− µ
p
∫ q
0
dq
∂V
∂q
∂Tk−1
∂p
= (2k − 1)!!
∞∑
k+1
s−r∑
r=1
r arCs−r,k−1
(s− r)
qs
s
. (133)
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Th¯ converges to the local time of arrival at the origin if and only if equations (130) and (133) are
strictly equal for all k. Equating them, we find that strict equality for all k holds if and only if the
Cm,k’s satisfy the recurrence relation
Cm,k =
m−k∑
r=1
r ar
(m− r)Cm−r,k−1. (134)
But this is just the recurrence relation we have arrived at above. Thus the Tk’s satisfy the initial
value condition and the required recurrence relation. The leading term T 0h¯ then converges to the
local time of arrival at the origin, as what we have sought to prove.
7.5 Integral Form of the Classical Term
In the above discussion, we did not bother to consider the convergence of the group of terms
contributing in the classical limit, the terms with O(h¯0) when Weyl-Wigner transformed; we denote
this group of terms by 〈q| T0 |q′〉 , and call it the classical term. Here we show that 〈q| T0 |q′〉
converges everywhere in the qq′-plane. We do this by showing that it has an integral representation
which is defined everywhere.
It will be sufficient for us to derive the integral form of the time kernel for the linear case,
because the non-linear case can be derived similarly. Our goal is to rewrite equation (103) such
that it is explicitly everywhere convergent in the qq′-plane. We do this as follows. In equation
(107), we have the following expression for Tk,
Tk = − (2k)!
k!
µk+1
p2k+1
k∑
j=0
σk,j
2j
bk−jajq2k+1−j . (135)
We compare this with equation (25) for x = 0,
Tk = − (2k − 1)!!
k!
µk+1
p2k+1
∫ q
0
(V (q)− V (q′))k dq′. (136)
Since we already know that equation (106) converges absolutely to the local time of arrival
at the origin, it must be that equations (135) and (136) are equal for all k. Equating them and
changing variables q → 12 (q + q′) in the resulting equality gives us the following identity
k∑
j=0
σk,jb
k−jaj(q + q′)2k+1−j = 22k+1
(2k − 1)!
(2k)!
∫ s
0
(V (s)− V (q′′))k dq′′
∣∣∣∣
s= 1
2
(q+q′)
, (137)
which is the simplification we need in equation (103). Substituting equation (137) into equation
(103) yields
T (q, q′) =
1
2
∞∑
k=0
(
µ
h¯2
)k
(2k − 1)!!
(2k)!k!
(q − q′)2k
∫ s
0
(V (s)− V (q′′))k dq′′
∣∣∣∣
s= 1
2
(q+q′)
=
1
2
∫ s
0
dq′′ 0F1
(
1;
(
µ
2h¯2
)
(q − q′)2 (V (s)− V (q′′))
)∣∣∣∣
s= 1
2
(q+q′)
, (138)
where pFq is the generalized hypergeometric function. The integration can be pulled out of the
summation because of the continuity of the potential and the absolute everywhere convergence of
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the hypergeometric function for p < q. T (q, q′) is consequently defined everywhere. Finally the
time kernel is explicitly given by
〈q| T0 |q′〉 = sgn(q − q
′)
2ih¯
∫ 1
2
(a+q′)
0
dq′′ 0F1
(
1;
µ
2h¯2
(q − q′)2
{
V
(
1
2
(q + q′)
)
− V (q′′)
})
, (139)
We have arrived at equation (139) for linear systems, but similar working on the classical term
of the solution for the non-linear case yields the same expression (139), in which V (q) is now the
appropriate potential for non-linear systems.
Since the time kernel and the classical term coincide for linear systems, the time kernel is
defined everywhere, and thus a functional in Φ×, and it defines a generalized observable relative
to the rigging provided by Φ (see Appendix). For non-linear systems, the leading term is likewise
defined everywhere, and it defines a generalized observable relative to Φ. We have not been able
to investigate the functional structure of the remaining terms for non-linear systems. Generally
the time kernels for entire analytic potentials can then be written in the form
Linear Systems: 〈q| T |q′〉 = 〈q| T0 |q′〉 (140)
Non-Linear Systems: 〈q| T |q′〉 = 〈q| T0 |q′〉 + 〈q|∆T |q′〉 . (141)
Comparison of 〈q| T0 |q′〉 with the Weyl quantization of the local time of arrival in the ori-
gin shows that they are equal. One can check this for himself by applying Weyl’s quantization
prescription (9) to the local time of arrival. Weyl quantization then agrees only with the result
of supraquantization for linear systems and it fails to satisfy the required commutator value for
non-linear systems. By our results for the non-linear system the second term in equation (141) is
to the O(h¯2) in the classical limit.
8 Supraquantization for Arbitrary Points of
Arrival x
Having solved the time of arrival supraquantization problem at the origin, now we show that our
results above can be imported to solve the supraquantization at an arbitrary point x. Generally
the classical time of arrival at a point x is given by equation (12). Changing variables in equation
(12) to (q˜ = q − x, p˜ = p), the expression for the time of arrival reduces to
Tx(q˜, p˜) = −sgn (p˜)
√
µ
2
∫ q˜
0
dq˜′√
H(q˜ + x, p˜)− V (q˜′ + x) (142)
Comparing equation (142) with the classical time of arrival at the origin, we find that the expression
is equivalent to the time of arrival at the origin under the potential V˜ (q˜) = V (q˜ + x).
The surpraquantization for arbitrary arrival points x then can be solved by solving the time
kernel equation at the origin subject to the potential V´ (q´) = V (q´ + x). For this case the time
kernel equation assumes the form
− h¯
2
2µ
∂2Tx(q˜, q˜
′)
∂q2
+
h¯2
2µ
∂2Tx(q˜, q˜
′)
∂q˜′
2 + (V (q˜ + x)− V (q˜′ + x)) Tx(q˜, q˜′) = 0
and the solution is still subject to the same boundary conditions
Tx(q˜, q˜) =
q˜
2
, Tx(q˜,−q˜) = 0. (143)
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After solving for Tx(q˜, q˜
′), we can transform back to the original coordinate to get the kernel for
the original problem. And that completes the supraquantization of the classical time of arrival
for arbitrary x. Note that our earlier result in the neighborhood of the origin is subsumed in the
above solution by simply setting x = 0.
9 Discussion and Conclusion
In this paper we have demonstrated that the classical time of arrival can be derived quantum
mechanically without solving for and inverting the classical equations of motion. Our results,
albeit still needing more clarifications (especially in the non-linear case), undoubtedly forces us to
reconsider our ideas on quantization, and consider supraquantization in places where quantization
fails. Generally it is known that obstruction to quantization exists, so that no quantization is
possible to consistently satisfy the required commutation relations. For example Weyl quantization
cannot consistently quantize all classical observables as we have demonstrated for the class of time
of arrival observables. What is generally done is to choose an elite class of the classical observable
that can be consistently quantized and derive the rest of the quantum observables by expressing
them in terms of this elite class. In Euclidean space, the choice is usually the Heisenberg class, the
position and momentum operators, together with the identity operator. The rest of the quantum
observables are then derived by expressing them in terms of this class of operators. This, however,
is not wholly satisfactory because the resulting operators do not necessarily satisfy the required
algebra.
Now if we strongly require consistency with the required algebra of observables in spaces where
obstruction to quantization exists, then we must leave quantization and find an alternative plat-
form. It is here that the idea of supraquantization may come in. However, its implementation
may not be straightforward. As what we have discussed earlier, supraquantization may necessar-
ily require some classification of observables, as opposed to quantization which does not classify
observables. The classification is necessary, at least for the class of time of arrival observables, in
identifying the characteristic properties of the class that can be used in implementing the transfer
principle. The natural questions are How do we get the appropriate classification and how do we
identify the characteristic properties of the class? These may not be easily answered, but they
will eventually require us to go back to the basic definition of the elements of the class and the
appropriate axioms of quantum mechanics to impose on them.
Assuming that we have settled the first question, we may use quantization itself as a tool in
addressing the second question. What we can do is the following: Given a class C of classical
observables, divide C in two parts CN and CO. The subclass CN , which we may call the non-
obstructed class, consists of those observables that can be consistently quantized; and the subclass
CO, which we may call the obstructed class, consists of those observables that can not be consistently
quantized. We can work on the CN using quantization and determine the properties that can
be extended to the rest of the class. Once the common property of all those in CN has been
determined, one can use the transfer principle in treating the obstructed class CO. For the class of
(classical) time of arrival observables, we find that the non-obstructed class with respect to Weyl
quantization consists of all linear systems, while the obstructed class consists of all non-linear
systems. Following the above suggestion, we could have arrived at the same solution by working
directly with the linear system and extending the result to nonlinear systems via the appropriate
transfer principle. The example of the classical time of arrival demonstrates how obstruction to
quantization can be formally circumvented with the idea of supraquantization.
35
1 Appendix
To establish and to avoid possible confusion with our notation for the RHS-extensions and RHS-
reductions, in particular the use of the notation A×ϕ = 〈FA |ϕ〉 = Aϕ, we give an example.
Consider the momentum operator P in the Hilbert space H = L2(ℜ, dq). The domain of
P, D(P), consists of all vectors in H that are almost differentiable everywhere in the real line,
and whose first derivatives are Lesbegue square integrable. For every vector ϕ(q) in D(P), the
momentom operator acts as (Pϕ)(q) = −ih¯ϕ′(q). By definition P is self-adjoint so that P = P†.
Now we choose the rigging Φ× ⊃ H ⊃ Φ, where Φ is the space of infinitely differentiable complex
valued functions with compact support in the real line, and Φ× its corresponding functional space.
Since Φ is contained in D(P), we can define its rigged Hilbert space extension and reduction. For
every vector ϕ in Φ and functional φ in Φ×, we can write 〈φ |ϕ〉 = ∫
ℜ
φ∗(q)ϕ(q) dq, where the
integration is understood in the distributional sense when singular φ is involved, say, the Dirac
delta.
Now the RHS-extension of P is found as follows: For every ϕ in Φ and φ in Φ×, we have
〈
φ
∣∣P†ϕ〉 = ∫
ℜ
φ∗(q) (−ih¯ϕ′(q)) dq
=
∫
ℜ
ih¯φ′∗(q)ϕ(q) dq
=
∫
ℜ
(−ih¯φ′(q))∗ ϕ(q) dq
=
∫
ℜ
(
P×φ
)
(q)ϕ(q) dq,
where the second line follows from the definition of the derivatives of functionals. The RHS-
extension of P is then given by the operator P× which acts everywhere in Φ× as P×φ = −ih¯φ′.
On the other hand the RHS-reduction of P is found as follows: First, we have to indicate the
reduction of P in Φ. Its reduction is simply the operator PΦ, which acts only on vectors ϕ in Φ
according to (PΦϕ)(q) = −ih¯ϕ′(q). Second, we have to find the functional FP(q) in Φ× for every q
in the real line, such that 〈FP(q) |ϕ〉 = −ih¯ϕ′(q), for all ϕ in Φ. By inspection, this functional is
given by FP(q) = −ih¯δ′(q − q′). It is so because
〈FP(q) |ϕ〉 =
∫
ℜ
FP(q)
∗ϕ(q′) dq′
=
∫
ℜ
ih¯δ′(q − q′)ϕ(q′) dq′
=
∫
ℜ
δ(q − q′) (−ih¯ϕ′(q′)) dq′
= −ih¯ϕ′(q)
= (PΦ)(q).
Thus, by our definition, the uniquely associated functional to P is the functional −ih¯δ′(q − q′).
The RHS-reduction of P is now symbolically given by
P× = 〈FP |·〉 =
∫
ℜ
dq′ ih¯δ′(q − q′),
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with F ∗
P
= ih¯δ(q − q′) as the functional kernel of P×.
Note that possible confusion may arise when the above notation is used, for example, in ex-
pressions like 〈F (ϕ) |ϕ〉 = 〈〈F |ϕ〉 |ϕ〉 , such as in the definition of generalized observables. The
confusion may creep in when one interprets 〈F |ϕ〉 as a constant scalar number. While 〈F |ϕ〉 is
indeed a scalar number, it may be understood to range in the complex plane, such as 〈FP(q) |ϕ〉 in
the above example, so that 〈F |ϕ〉 can be understood as a vector in Φ or Φ×, whichever the case
maybe.
2 Appendix
Let us consider the function
F (q, q′) = sgn(q − q′)
∞∑
k=0
Tk(q, q
′) (A-1)
where the summation is everywhere absolutely convergent or entire analytic in the qq′-plane. Now
for a fixed q, is F (q, q′) a functional belonging to Φ×?
First it has to be that for all ϕ in Φ, |〈F |ϕ〉 | < ∞. Let us denote the sum in equation (A-1)
by S(q, q′). Then for all ϕ in Φ∣∣∣∣
∫
Σ
F (q, q′)ϕ(q′)dq′
∣∣∣∣ ≤ supΣ |S(q, q′)|
∣∣∣∣
∫
Σ
ϕ(q)dq
∣∣∣∣ , (A-2)
where Σ is the support of ϕ(q). The right hand side of the above inequality is finite because S(q, q′)
is bounded in any finite region of the qq′-plane. Second it has to be that for every sequence ϕn
in Φ converging to zero in Φ, 〈F |ϕn〉 converges to 0. This follows immediately because F (q, q′) is
locally integrable. Thus 〈q| T |q′〉 is a functional belonging to Φ× for a fixed q.
Now for arbitrary ϕ in Φ, is G(q) =
∫
F (q, q′)ϕ(q′)dq′ a functional belonging to Φ×? For all
φ(q) ∈ Φ,∣∣∣∣
∫
Σ′
∫
Σ
F (q, q′)φ(q)∗ϕ(q′)dq′ dq
∣∣∣∣ ≤ supΣ×Σ′ |S(q, q′)|
∣∣∣∣
∫
Σ×Σ′
φ∗(q)ϕ(q′)dq dq′
∣∣∣∣ . (A-3)
The right hand side of the inequality is finite because S(q, q′) is bounded in every bounded region
of the qq′-plane. Now it is sufficient to show that for every sequence φn converging to zero in Φ,
〈G |φn〉 → 0. This follows immediately by substituting φn in inequality (A-3) for φ.
Thus F (q, q′) is the functional kernel of an operator F : Φ 7→ Φ× and thus 〈F |ϕ〉 is itself a
functional in Φ×.
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