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Abstract
e master thesis deals with topology optimization of electrical machines and line-start
synchronous reluctance motor. e master thesis includes a literature review on the
state of the art of topology optimizations and line-start synchronous reluctance motor.
e possible concepts for characterizing the investigated design space is described. e
dependency of the nal normalized Gaussian network on the distribution of Gaussian
functions is analysed in detail. e evaluation algorithm of a single individual is
created within this thesis. e algorithm manages communication between Ansys
Maxwell and soware tool SyMSpace. Moreover, the algorithm leads to reducing of the
computational time due to the preselection of unfeasible geometries. Furthermore,
the topology optimization of LSSynRM based on the normalized Gaussian network is
performed and the results are discussed.
Keywords
the normalized Gaussian network, topology optimization, line-start synchronous
reluctance motor, SyMSpace, Ansys Maxwell, FEM, Pareto front
Abstrakt
Diplomová práce se zabývá topologickou optimalizacı́ elektrických strojů a reluk-
tančnı́mi synchronnı́mi stroji spouštěnými za sı́tě. Práce obsahuje literárnı́ rešerši
na téma topologické optimalizace elektrických strojů a na téma synchronnı́ reluk-
tančnı́ stroj spouštěný ze sı́tě. Jsou zde popsány možné způsoby charakterizace
optimalizovaného prostoru. Předevšı́m je rozebrán vliv rozmı́stěnı́ Gaussových funkcı́
na nálnı́ Gaussovu sı́ť. V této práci je vytvořen vyhodnocovacı́ algoritmus pro
jednotlivé jedince, který zajišťuje komunikaci mezi Ansys Maxwell a optimalizačnı́m
sowarem SyMSpace. Navı́c tento algoritmus vede ke zkrácenı́ výpočetnı́ doby
počátečnı́ selekcı́ nevyhovujı́cı́ch jedinců. Dále je provedena topologická optimalizace
LSSynRM s využitı́m normalizované Gaussovy sı́tě a zhodnocenı́ výsledků.
Klı́čová slova
normalizovaná Gaussova sı́ť, topologické optimalizace, synchronnı́ reluktančnı́
motor spouštěný ze sı́tě, SyMSpace, Ansys Maxwell, FEM, Pareto front
Rozšı́řený abstrakt
Diplomová práce se zabývá topologickou optimalizacı́ synchronnı́ch strojů spouštěných
ze sı́tě. Topologická optimalizace (TO) nabı́zı́ novou možnost pro zlepšenı́ vlastnostı́
elektrických strojů. V prvnı́ kapitole této práce je TO srovnána s parametrickou opti-
malizacı́. Bylo zjištěno, že hlavnı́ výhodou TO je nálnı́ geometrie, která je oproštěna
téměř jakýchkoliv předešlých omezenı́. Přičemž v tomto ohledu tato geometrie může
nabı́dnout vhodnějšı́ řešenı́ pro zadaný specický úkol jako je maximalizace momentu
či účinnosti, než by nabı́dla parametrická optimalizace.
Dále byla provedena literárnı́ rešerše na téma synchronnı́ch reluktančnı́ch strojů
spouštěných ze sı́tě, které byly shledány jako vhodnou náhradou pro méně účinné,
hojně využı́vané asynchronnı́ stroje. V druhé kapitole je popsána konstrukce a prin-
cip činnosti, včetně matematického popisu.
Třetı́ kapitola se již zabývá možnými koncepty pro charakterizovánı́ optimalizo-
vaného prostoru během TO. Optimalizovaný prostor je rozdělen na dı́lčı́ elementy,
přičemž každému může být přiřazen materiál nezávisle na ostatnı́ch elementech. V této
kapitole je přı́mé přiřazovanı́ materiálů jednotlivým prvkům zavrhnuto a je využito
metody přiřazovanı́ materiálů na základě normalizovaných Gaussových sı́tı́ (NGnet).
Je zde podrobně popsána tvorba normalizované Gaussovy sı́tě, předevšı́m vliv rozloženı́
jednotlivých Gaussových funkcı́ na nálnı́ NGnet.
Poslednı́ kapitola popisuje TO s využitı́m NGnet v optimalizačnı́m nástroji
SyMSpace. Je zde popsán největšı́ přı́nos této diplomové práce, a to vytvořenı́ vyhodno-
covacı́ho algoritmu pro jednotlivé jedince v TO. Vytvořený algoritmus zajišťuje komu-
nikaci mezi SyMSpace a programem Ansys Maxwell. Navı́c tento algoritmus vyselek-
tuje nerealizovatelné či neslibné geometrie, ještě před provedenı́m časově náročné tran-
sientnı́ analýzy. Algoritmus je rozdělen na tři části. V prvnı́ části algoritmus se zjišťuje
proveditelnost geometrie pomocı́ hledánı́ celistvé plochy. Pokud je geometrie vyhod-
nocena jako nerealizovatelná, je algoritmus ukončen a jedinec je vyselektován jako
nevyhovujı́cı́. V druhé části probı́há kontrola momentu v ustáleném stavu, kdy opět
geometrie a jejı́ vlastnosti mohou být označeny za nevyhovujı́cı́. Třetı́ a poslednı́ částı́
je provedenı́ transientnı́ analýzy. Hlavnı́ výhodou tohoto algoritmu je významná re-
dukce času vyhodnocenı́ nevyhovujı́cı́ geometrie z přibližných 2-3 hodin při samotném
použitı́ transientnı́ analýzy na 5-30 minut v závislosti na tom, v které části je geome-
trie vyselektována. Je zde provedeno zhodnocenı́ výsledků dosažených z provedené TO.
Na základě těchto výsledků práce uvádı́ doporučenı́ pro budoucı́ zlepšenı́, jak v části
při přı́pravě NGnet v závislosti na rozloženı́ jednotlivých Gaussových funkcı́, tak v části
samotného nastavenı́ optimalizačnı́ho procesu.
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diplomové práce.
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e world focuses on energy saving more than ever due to economic and climatic
reasons. e electrical motors represent the larger consumers of electricity in the in-
dustrial sector and also in the tertiary sector. e electric motors consume about 40 %
of generated electricity [1]. e most commonly used kind of the motor is induction mo-
tor, because of its low production cost, simple manufacturing and satisfactory features.
us, the induction motors represent one of the greatest energy consumption appara-
tuses worldwide [2]. e opportunity of reducing electricity consumption is one of the
reasons for the chosen topic of this master thesis.
is master thesis deals with topology optimization of the line-start synchronous
machines. e topology optimization oers a new way to the machines performance
improvement. e comparison between direct topology optimization and shape opti-
mization also called as the parametric optimization, is presented in the rst chapter.
ere is also a brief description of optimization algorithms, especially evolutionary al-
gorithms. e topology optimization technique the ON/OFF method is presented.
e line-start synchronous reluctance machine is chosen as the possible replacement
of induction motors with reducing electricity consumption goal in this master thesis. e
second chapter describes the construction and operation principle of such a motor. e
LSSynRM is a hybrid of induction motor and synchronous reluctance motor and it joints
the positive feature from both of them [3]. Furthermore, the second chapter deals with
the mathematical description of LSSynRM.
e third chapter presents the analysis of possible concepts for characterizing the
investigated and optimized design space. Firstly the created model in Ansys Maxwell is
described and the theory of the normalized Gaussian network is explained. is chapter
mainly focuses on the deployment of Gaussian functions in the normalized Gaussian
network.
Topology optimization of line-start synchronous reluctance motor based on the nor-
malized Gaussian network is described in the last chapter. is chapter includes a de-
scription of SyMSpace project for topology optimization of LSSynRM and also a descrip-
tion of SyMSpace Optimizer seing which is used during optimization in this master the-
sis. e main part of this chapter deals with the created evaluation algorithm of a single
individual. is algorithm must be created in this thesis, because the transient analysis,
which is required for analysis LSSynRM, demands an enormous amount of time. Further,
the last chapter present Pareto front obtained by the topology optimization, which ran
for one and half month. e one individual is picked for thoughtful analysis. ere is a
comparison of the LSSynRM with equal rated output power presented in [4].
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1 Topology optimization
1.1 Introduction and motivation
Electrical motor represents one of the greatest energy consumption apparatuses in the
world. We should deal with the optimization of electrical rotating machines because
there are worldwide eorts for reducing energy consumption.
According to [5] there are dierent approaches to electrical machine design opti-
mization. e standard approach is a parametric optimization. An expert in the eld
selects a machine topology and creates a parametric model. Electrical machine design
optimization is then done by nding ideal parameters for the preselected topology. Al-
though the selection of suitable topology is a crucial step, it is in the hand of the designer.
e selection of topology is crucial because selected topology has a direct impact on the
results we obtain from parametric optimization. Any good results will not be obtained
from any amount of optimization if the wrong parametrized topology for optimization
is chosen.
e second approach to electrical machine design optimization is direct topology op-
timization (DTO). In this case, the design space is discretized into small elements creating
a grid. Each element can be independently assigned with particularly dened material
properties (i.e., electrical steel, aluminium, copper etc.). If we choose the simplest vari-
ation consisting of only two materials: iron-air or iron-aluminium, number of possible
designs is 2n, wheren is the number of elements. us, computational eort signicantly
increases and restrictions must be implemented to avoid unreasonable geometries. On
the other hand, the denition of the machine’s structure is much more exible and, thus,
we could reach a beer performance of optimized motors [5]. Figure 1.1 shows an ex-
ample of two cross-sections of rotor designs. Fig. 1.1a shows the rst rotor design based
on the parametric model. e second rotor design based on a discrete grid is shown in
Fig. 1.1b.
e topology optimization also brings another advantage. ere are not required
experience of a designer (an expert in the eld). It is meant in the way that for creat-
ing a parametric model the designer should already know how the geometry of rotor
inuence the performance of the motor. For example, the maximum output power is
required of the optimized synchronous reluctance motor. e parametric model must be
created for parametric optimization, but it is almost impossible for the designer to know
the best geometry before the optimization is done. e designer must choose the geom-
etry, e.g. the number of the ux barriers and their shape. e parametric optimization
of the parametrized geometry, of course, leads to the ideal parameters of parametrized
geometry for the maximum output power. e problem is that the initial parametrized
geometry does not have to lead to the best rotor geometry to maximize output power
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(a) Based on parametric model. (b) Based on discrete grid.
Figure 1.1: Example of two cross-sections of rotor designs. Light green parts denote
iron elements and dark blue parts denote air gaps [5].
and there could exist most suitable geometries for that task. e DTO oers a beer
solution for this task. e DTO creates/choose the best geometry of the rotor without
any previous limitations (e.g. dening a number of the ux barriers etc.).
(a) Design that maximize output power. (b) Design that minimize torque ripple.
Figure 1.2: Rotor designs obtained by DECMO (with a real-value encoding) for the
realistic DTO scenario [5].
In [5] the direct topology optimization for maximum output power and the direct
topology optimization for minimum torque ripple were performed. e tness assess-
ments were performed via nite element simulations and multi-objective evolutionary
algorithm (MOEA): DECMO was used for the DTO scenarios. e examples of two cross-
sections of the two rotor designs obtained by DECMO are shown in Fig. 1.2. e rst
rotor design that maximizes the output power of the motor is shown in Fig. 1.2a. e
two ux barriers are present in the geometry of this rotor. In Fig. 1.2b is the second rotor
design that minimizes torque ripple. e three ux barriers are present in the geome-
try of this rotor. anks to the DTO the best rotor design were created for each task.
If the parametric model with three ux barriers is used in parametric optimization for
maximizes output power, the motor would not reach the same power as the one created
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by the DTO. On the other hand, the geometry of the rotor, created by parametric opti-
mization, has a smoother shape than the one created by the DTO. At this moment the
designer knows the number of ux barriers that maximizes output power thanks to DTO
and, thus, the designer can create the new parametric model based on the preliminary
rotor geometry created by the DTO. Now, this parametric model can reach the ideal rotor
geometry that maximizes output power.
1.2 Optimization algorithms
Optimization algorithms are great tools for resolving many problems. e optimization
algorithms are used for resolving problems, that can not be solved by analytical method.
us, nding an analytical model is very complicated or impossible. Most of the techni-
cal problems can be dened as a optimization problem, thus, a mathematical problem [6].
Aer dening the problem into a function with parameters, the arguments can be found
by optimization. is step is also called dening the cost function. e optimization pro-
cess is nding a global minimum of the cost function which described single-objective
optimization
minimizef(x), (1.1)
where x ∈ D, D is called domain of denition of a function or search space and x
are parameters of the cost function. Finding a global maximum of the cost function is
dened:
maximizef(x) = minimize(−f(x)) (1.2)
e global minimum x0 of function f(x) is dened as:
f(x0) ≤ f(x) (1.3)
In topology optimization of electrical machines, the objective value of the cost func-
tion for the design of the electrical machine can be obtained by evaluating a complex
analysis which includes a nite element simulation.
1.2.1 Stochastic algorithms
e stochastic algorithms are used when a determined algorithm solving the problem
can not be found. e stochastic algorithms do not always nd a solution to the problem
with a determined count of steps, but they nd oen the solution in optimal time [7].
e stochastic algorithms solving a global optimization use heuristic methods for space
searching. Heuristics is a process that uses chance, intuition, analogy and experience
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[8]. e dierence between heuristics and deterministic algorithms is that, unlike the
deterministic algorithms, heuristics do not always provide a solution.
Most stochastic algorithms for nding the global minimum or maximum contain
a learning process. e inspirations for using heuristics are oen derived from knowl-
edge of natural or social processes [7]. E.g. ants nd the shortest route to a source of food
[9] or wolf packs searching for food [6] or competitive–cooperative behaviour of a pack
of intelligent agents [10]. ese are just three examples of many. Similar learning tech-
niques can be found in all known stochastic algorithms except for blind random search.
In recent decades, stochastic algorithms, especially of the evolutionary type, have been
used with relative success for nding a global minimum of functions. A detailed descrip-
tion of this issue can be found for example in the books [7], [11] and [12].
1.2.2 Evolutionary algorithms
Evolutionary algorithms are a summarizing term for various approaches using mod-
els of evolutionary processes for purposes that have almost nothing in common with
biology. It tries to use ideas of the driving forces of the evolution of living maer for op-
timization purposes [7]. Evolutionary algorithms are primarily used to solve large com-
plex optimization problems with many local optimizations because there is less chance
of geing stuck at a local minimum than with traditional gradient methods. Evolution-
ary algorithms are much more robust and more complex than other search algorithms.
It is characteristic of them that they work with the population and use heuristics,
which in some way modify the population to improve its properties. Evolutionary al-
gorithms have been and are the subject of intensive research and the number of publi-
cations in this eld is very large. One of the main motives is applications in practical
problems, which are not solvable by other methods e.g. grid analysis, gradient methods
etc. e development of evolutionary algorithms is mainly a maer of recent decades
and is caused by the development of computers and advances in computer science.
e genotype contains genes and usually encodes one (but could encode more) phe-
notype, thus, candidate for solving the problem of the relevant domain of a solution, e.g.
dimensions of space slot for aluminium in line-start synchronous reluctance motor or
the precise geometry of the rotor. During encoding, the genes of numerical values ac-
quire values from the corresponding domain. So the genotype can be transformed into
the appropriate phenotype in the decoding process. e entire decoding process should
be easy to perform. e phenotype evaluation determines the tness of the correspond-
ing genotype (individual). Evolutionary algorithms prefer genotypes (individuals) with
the highest tness rating, which are created by operators (e.g. mutation, crossover, se-
lection, inversion etc.) over many generations [7]. According to [11], the individuals in
the population compete and exchange information so the population gradually evolves
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toward a genotype that corresponds to the largest tness phenotype, which corresponds
to the solution to the problem.
1.2.2.1 Genetic algorithms
Genetic algorithms have been derived from biological genetics and the theory of evo-
lution that aects the evolution of everything living on this planet. Evolutionary algo-
rithms are simple models of Darwin’s evolutionary theory of population development.
e rst evolutionary algorithm is based on the Darwinian principle of the ’survival
of the est’ and the principal of parents and osprings [9], [13]. e general construc-
tion of evolutionary algorithms is shown in Fig. 1.3.
Figure 1.3: e genetic algorithms model.
1.2.2.2 Particle swarm optimization
Particle Swarm Optimization (PSO) is an evolutionary computing technique devel-
oped by Eberhart and Kennedy in 1995 [14]. e particle swarm optimization is inspired
by the social behaviour of bird and sh ocks. is method has its roots in articial intel-
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Figure 1.4: Crossover operation to generate ospring and mutation of generated o-
spring.
ligence or social psychology, as well as in computer science and engineering. PSO uses
populations of particles (the bird or sh) that y through the search area at a certain
speed. In each step of the algorithm, this velocity is determined individually for each
particle, according to the best particle position and the best particle position of parti-
cles in its neighbourhood found during the running of the algorithm [9]. at means
the PSO includes intelligence, thus birds use experience from their own experience (lo-
cal search), and social interaction, thus birds also use the experience of other birds in
their neighbourhood (global search) [14]. e best particle position is determined us-
ing a user-dened tness function. e movement of each particle naturally leads to
an optimal solution or a solution close to the optimum.
1.3 Topology optimization method
1.4 e ON/OFF method
e ON/OFF method based on the normalized Gaussian network is presented in paper
[15]. For this method is typical that computational eort is enormous if there are no
restrictions for dening each element. ere are 2n possible geometries with no re-
strictions dened. e normalized Gaussian network (NGnet) is used for the reduction
of possible geometries of ON/OFF method. e ON/OFF method based on the normal-
ized Gaussian network is investigated in [15] for optimization of Synchronous Reluc-
tance motor (SynRM). In Fig. 1.5 the outcomes of topology optimization based on the
NGnet can be seen. e ON/OFF method based on the normalized Gaussian network is
explained in the third chapter of this master thesis.
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(a) 86 Gaussians. (b) 125 Gaussians.
Figure 1.5: e optimized rotor shape from [15].
In [16] using of the normalized Gaussian network for multi-material topology opti-
mization of interior permanent magnet synchronous motor. is method is called the
NGnet-based multi-material topology optimization (NGnet-MTO) method. Two NGnets
are required for NGnet multi-material topology optimization. Two NGnets are required
for NGnet based multi-material topology optimization. Fig. 1.6 shows the results from
NGnet based multi-material topology optimization.
Figure 1.6: Resultant rotor shapes for three Gaussian distribution (see also Fig. 3.10a)
[16].
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2 Line-start synchronous reluctance machine
2.1 Construction
e line-start synchronous reluctance motor has the same stator as an induction motor.
e distributed stator winding is commonly used in the stator. e rotor of the LSSynRM
is dierent from induction motor because the LSSynRM rotor must have an anisotropic
magnetic structure for synchronous operating. Dierent magnetic reluctance can be
reached in two dierent ways. Firstly, some of the rotor’s teeth can be removed and,
thus, rotor with the salient pole is created Fig. 2.1. In Fig. 2.2(a) another type of the salient
pole rotor is shown. is approach is not used because of the poor performance of the
type of motor. Secondly, the axially laminated anisotropic rotor is created Fig.2.2(b).
is type of rotor has problematic manufacturing. Also, due to the ux uctuation in
the laminations, it has additional iron losses [3]. irdly, some ux barriers are present
in the rotor yoke Fig. 2.2(c). ese ux barriers are just air spaces in basic synchronous
reluctance machine.
Figure 2.1: Synchronous reluctace rotor [17].
e starting cage has to be implemented into the rotor of SynRM to make it capable
to start directly from the line. e Synchronous reluctance motor with the cage winding
is called the line-start synchronous reluctance motor(LSSynRM). en the ux barriers
are partially or fully lled with aluminium schematized in Figs. 2.3. ese two line-start
prototypes were presented in [18] and [19]. Moreover, the LSSynRM with a very similar
structure of induction motor, shown in Fig. 2.4, are investigated in papers [20], [21] and
[22].
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Figure 2.2: SynRM rotor types: a) Salient pole rotor, b) Axially Laminated Anisotropic
(ALA) rotor, c) Transversely Laminated Anisotropic (TLA) rotor [3].
Figure 2.3: Cross section of one pole of 4-pole SynRM rotors.a) Basic SynRM geometry.
b) LSSynRM rotor with Full barriers Filling (FuF); c) LSSynRM rotor with Partial barriers
Filling (PaF) [18].
2.2 e operation principle of LSSynRM
e LSSynRM is capable to start as an induction machine with a short-circuited rotor
cage. Although the LSSynRM works similarly as an induction motor during the start-
ing process, there are dierences due to the variable magnetic reluctance in direct- and
quadrature-axis in rotor structure. e ratio of inductances in d-axis and q-axis is called
a saliency ratio. Because of the saliency ratio, the starting process will be slightly dier-
ent from an induction machine. Aer connecting stator winding to the line, the three-
phase currents create a rotating magnetic eld in an air gap. e rotor starts to rotate due
to an induced voltage in the short-circuited cage, which creates the currents in the cage.
When the rotation speed is close to the synchronous speed, thus the slip approaches zero,
the motor jumps to synchronism [23], [24]. Slip is dened exactly as in an asynchronous
motor (2.1). us, there are three dierent operation states of LSSynRM:




Figure 2.4: Structure of LSSynRM based on induction motor presented in [20], [21] and
[22].
2.2.1 e asynchronous starting process
While starting process the voltage in rotor bars is induced due to rotating magnetic eld
created by stator winding and, thus, the rotors currents with angular frequency ωs−ωr





where ωs is electrical synchronous angular frequency and ωr is the electrical angular
frequency of rotor, respectively. e mechanical angular frequency of rotor Ωrmech is





e anomaly phenomenon occurs in the half-speed range due to the asymmetric
rotor. e rotor currents are not able to create a rotating magnetic eld due to the asym-
metric rotor, the pulsating magnetic eld is created instead. is pulsating eld consists
of two rotating components, one with positive- and one with negative-sequence. e
rst positive component of the ux rotates with the angular frequency ωpc in the same
direction as the rotor and it creates the positive torque. e second negative component
of the ux rotates with the angular frequency ωnc in the opposite direction as the rotor
and it creates the negative torque. e nal torque, which starts the motor, is the sum
of these two components. e angular frequency ωpc and ωnc are expressed in equa-
tions (2.3) and (2.4). e second component of the ux and the rotating stator magnetic
eld make the resulting ux pulsate and this can lead to the failure of reaching the syn-
chronous speed because the angular frequency of the rotor stops and continue work at
the half of its rated speed (see Fig. 2.5). e possibility of start failure is reduced with
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a smaller saliency ratio. is LSSynRM phenomenon is further studied in [3].
ωpc = (1− s)ωs + sωs = ωs (2.3)
ωnc = (1− s)ωs − sωs = (1− 2s)ωs (2.4)
Figure 2.5: Asynchronous torque in half-speed range [3].
2.3 Mathematical description
e mathematical description of LSSynRM is studied in [3], [18], [23] and [4]. e dq-
coordinate system is usually used for the description of a synchronous machine because
it leads to the compact equations for the motor mathematical description [24]. e Park’s
transformation is used for transformation of the reference frame of tree-phase in a direct-
quadrature-zero (dq0) reference frame. e Park’s transformation in matrix form can be
applied to any three-phase quantities (e. g. voltages, currents, ux linkages, etc.).
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where position angle θ is dened in Fig. 2.6 and it represents angle between station-





Figure 2.6: e d-q axis reference.
Although the transformation has various forms and coecients in the literature, the
main goal of transformation is to project the three-phase reference frame into dq-axis.
e d-q axis is coupled with the rotor because the variable magnetic reluctance is created
due to the asymmetric rotor. e d-q reference frame, synchronous to the rotor, is dened
in Fig. 2.6. Moreover, the inductances do not depend on the position of the rotor, thanks
to the reference frame aligned with the rotor.
Figure 2.7: Equivalent circuit of LSSynRM in dq-coordinate system [3].
e electrical equations which describe LSSynRM are given below.









Squirrel cage is described by the following equations:








Flux linkage equations are:
Ψd = Lsσid + Ψmd = Lsσid + Lmd(id + iD) (2.12)
Ψq = Lsσiq + Ψmq = Lsσiq + Lmd(iq + iQ) (2.13)
ΨD = LDσiD + Ψmd = LDσiD + Lmd(id + iD) (2.14)
ΨQ = LQσiQ + Ψmq = LQσiQ + Lmq(iq + iQ) (2.15)
Ψmd = Lmd(id + iD) (2.16)
Ψmq = Lmq(iq + iQ) (2.17)
e mechanical equation is:






















p(iqid(Lmd − Lmq) + iqiDLmd − idiQLmq) =
= Trel + Tcage
(2.19)
Equation (2.19) reports that the electromagnetic torque includes the synchronous
component Trel and the asynchronous component Tcage. e asynchronous component
comes from the squirrel cage currents and is also called ”pull-up” torque [4], [18]. Tcage
depends on the rotor slip s. Tcage is present only out of synchronism, whereas Trel always
exist. Trel is present due to rotor saliency ratio. e load torque limit of LSSynRM is
called pull-out torque and denes maximum load torque for not fall-out of synchronism.
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2.4 Pull-in torque
e maximum load torque under which the motor puts given mass of inertia into the
synchronism is the pull-in torque. e pull-in torque is higher with the reduced value
of the load mass of inertia. e paper [4] investigates possibilities for maximization and
improvements of the pull-in capability. ere are two main recommendations:
1. Maximization of the saliency ratio is crucial for the performance at synchronous
speed.
2. Pull-in torque is improved by reducing the d- and q- axis rotor resistance.
e reducing of the d- and q- axis rotor resistance produces a beer pull-up torque.
e full lling barriers with aluminium is recommended in [4] as the best way to reach
lower q rotor resistance. Also, the higher saliency ratio provides beer performance,
such as higher pull-out torque, a beer power factor and higher eciency.
(a) Fully lled ux barriers. (b) Elliptical variation 1. (c) Elliptical variation 2.
Figure 2.8: e selected topologies of geometries presented in [3].
2.5 Current solutions
e LSSynRM is investigated in literature as the possible replacement for the induction
machines. e [3] deals with the LSSynRM with rated output power 30 kW and with
the comparison of IM and LSSynRM. e main conclusion within this thesis was that
the LSSynRM can compete with IM and have also higher eciency. en the starting
capability was investigated for eight dierent geometries. ree of these geometries
can be seen in Fig. 2.8. e geometry with fully lled ux barriers, which is shown in
Fig. 2.8a, had the best starting capability of presented geometries.
Following paper [25] also deals with starting capability of six dierent rotors. e
selected geometries of this paper are shown in Fig. 2.9. Except the geometry B (see
Fig. 2.9b) all geometries reach the synchronous speed and they have eciency at least
95.0 %. e paper [26] analyse the dependency of the performance on the number of ux
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barriers in the LSSynRM. e last chapter deals with comparison of LSSynRM, which is
designed by TO within this master thesis, with the prototypes shown in the paper [4].
Figure 2.9: Cross-sections of geometries of 4-pole 30 kW LSSynRMs [25].
e single-phase LSSynRMs with two poles were investigated in papers [20], [21]
and [22]. e geometry is based on the topology of an induction motor as it can be seen
in Fig. 2.10. e patent [27] is proof that the LSSynRMs are investigated not only in
the scientic eld but also in the industrial eld. e topology of LSSynRM based on
an induction machine presented in the patent is shown in Fig. 2.11.
Figure 2.10: Topology of 2-pole 2.2 kW LSSynRM [20].
Figure 2.11: Topology of the LSSynRM presented in patent [27].
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3 e characterizing the investigated design space
3.1 e optimized motor and its investigated design space
e line-start synchronous reluctance motor is optimized within this thesis. is motor
is based on an induction motor and it is very similar to an IM. It has identical stator
as the induction motor and, only, the rotor is changed so the synchronous speed can be
achieved. e motor has four poles and it’s rated power is supposed to be 2200 W. Table
3.1 reports the specication of the optimized motor.
Table 3.1: Specication of the optimized motor.
Parameter Unit Value
Number of phases - 3
Number of poles - 4
Rated power kW 2.2
Rated speed rpm 1500
Rated line-to-line voltage V 400
e model of LSSynRM for topology optimization purpose is created in Ansys
Maxwell and it is shown in Fig. 3.1a. e rotor is divided into small elements in the
following form. e number of elements in a radial way is 35 and the number of ele-
ments in a spherical way is 90 per pole. In this case, one pole is one-quarter of the rotor.
e nal number of elements in the designed area is 3150. e numbers of elements in
the radial and the spherical way are arranged so the elements on the outer area of the
rotor would be the shape of a square. Nevertheless, elements become more rectangular
shape in the inner area of the rotor (see Fig. 3.1b). Although beer optimization of the
rotor can be achieved with the smaller elements, the number of these elements must
remain reasonably small due to demanded computational power.
In [16] 7740 elements were used for multi-material topology optimization of inte-
rior permanent magnet synchronous motor with the approximately twice smaller rotor
compared to the one investigated within this master thesis and the Intel Xeon CPU (2.1
GHz, 12 cores) performed the optimization. In [15] 2256 elements were used for topol-
ogy optimization of SynRM with the approximately twice smaller rotor compared to the
one investigated within this master thesis.
Two states of material can be assigned independently to each element. e line-start
synchronous reluctance motor with full barriers lling is optimized in this thesis. e
two materials are iron or aluminium. Iron is M470-50A. It is the same material which is
used for stator. Aluminium is cast aluminium with conductivity 37,7 MS/m at 20 °C.
e designed area composes from 3150 elements and every each of them can have
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(a) e model of LSSynRM. (b) Zoom to designed area (green).
Figure 3.1: e created model in Ansys Maxwell for topology optimization.
two states. In the situation of a simple ON/OFF method for each element that gives
31502 possible outcome geometries and the number of parameters is 3150 in such op-
timization. So other than direct characterizing of design space is necessary, because
the number of the variables which are optimized during the optimization, which is per-
formed within this thesis, must be much smaller due to the demanded computational
power and DECMO algorithm, that is used in SyMSpace soware as an algorithm for
the optimization. us, the normalized Gaussian network is used for the extreme reduc-
tion of the optimized parameters.
Figure 3.2: e normalized Gaussian function G(x, y).
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3.2 e normalized Gaussian network (NGnet)
A Gaussian function is used for dening the normalized Gaussian network. e form













where µ is expected value and σ is variance of the normalized Gaussian function, re-

















e normalized Gaussian network is used for optimization of SynRM. e function





Figure 3.3: e normalized Gaussian network f(x, y).
where wi and N are weighting coecient and the number of Gaussian functions,
respectively. e portion of one Gaussian function on a position Gi(x, y) and sum of all
25







Figure 3.4: e Gaussian functions and their sum.
Each Gaussian function Gi and their sum is shown in Figure 3.4. e Gaussian func-
tions interact with each other. e amount of the interaction denes smoothness of the bi
(see Fig. 3.3) and the nal weighted sum of all the bi functions, thus, the nal normalized
Gaussian network (NGnet), is also shown in Fig. 3.3.
Each element can be dened by the normalized Gaussian network in the optimized
area in the LSSynRM. Each element can be assigned with the dened material properties,
e. g. electrical steel or aluminium. Accordingly there are two states S(xe, ye) which
element can have. S(xe, ye) is equal to 0 if the element is assigned with the electrical
steel and S(xe, ye) is equal to 1 if the element is assigned with the aluminium. S(xe, ye)
is determined from the output of the normalized Gaussian network f(xe, ye) as follows:
S(xe, ye) =
{
0 if f(xe, ye) ≥ 0.5
1 if f(xe, ye) < 0.5
(3.5)
where xe and ye are the coordinates of the centres of each element. e normalized
Gaussian function gives a number between 0 and 1. e creation of the normalized
Gaussian network, which denes the designed area (see Fig. 3.5), is described in the next
chapter.
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3.3 Deployment of Gaussian functions in NGnet
e weighting coecientwi is an optimized parameter during optimization. e weight-
ing coecient wi is a matrix of numbers between 0 and 1 and it modies the nal nor-
malized Gaussian network. e matrix of weighting coecientwi is as big as the number
of Gaussian functions which are used in the optimization. us, the number of deployed
Gaussian functions in a designed area is also a number of optimized parameters in the
optimization. It was seled that the number of optimized parameters can not be bigger
than 45 due to the required computational power and time of the optimization. Also,
DECMO algorithm, which is used in SyMSpace for this optimization, was usually used
for a smaller number of optimized parameter.
Figure 3.5: e normalized Gaussian network denes nal geometry.
Using of NGnet for dening states of elements S(xe, ye) is used for possibility de-
ne the states of elements S(xe, ye) with a small number of optimized parameter and
obtain more various resultant geometries obtained by the small number of optimized
parameters. e following subchapters deal with the creation of the normalized Gaus-
sian network depending on the deployment of Gaussian functions and variance σ and
overleap Ω of the Gaussian functions.
3.3.1 First version of distribution of Gaussian functions
e number of Gaussians in radial wayNrad and the number of peripheral Gaussians per
pole Nphr are set for the rst version of distribution of Gaussian function (see Fig. 3.6a).
e outer diameter of boundaries for Gaussian functions, thus, the outer diameter of op-
timized space, is set slightly bigger than the outer diameter of the designed space (the
outer diameter of the rotor). e inner diameter of boundaries for Gaussian functions
is set slightly smaller than the inner diameter of the rotor and thus the inner diameter
of designed space (see Fig. 3.7a). Wider boundaries for Gaussians are chosen because
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(a) e rst version. (b) e second version.
Figure 3.6: e deployment of (9) Gaussian functions.
of the satisfying variability of results geometries even in designed areas near to inner
and outer diameter of the rotor.
(a) e distribution of Gaussians. (b) e normalized Gaussian network.
Figure 3.7: First distribution of Gaussian functions.
e coordinates of the centre of each Gaussians function are µx and µy. e coordi-
nates are equally deployed in a radial way, but this approach has a problem with an equal
distribution in a peripheral way. Fig. 3.7a shows the distribution of Gaussians. e circles
represent polylines of the value of 0.5 of each Gaussian function. e Gaussians located
near to the sha have bigger overleap than the Gaussians near to the stator as it is shown
in Fig. 3.7a. Although, the nal NGnet showed in Fig. 3.7b depends on the weighting co-
ecients of each Gaussian function, weighting coecients have not equal impact on the
value of NGnet due to the dierent distribution and the interaction of Gaussian functions
in the inner and outer area of the rotor. erefore, the weighting coecient of Gaussian
function in the inner area of the rotor changes smaller area then the weighting coe-
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cient of Gaussian function in the outer area of the rotor. Also, the nal value of NGnet in
the small inner area of the rotor depends on weighting coecients which are near this
area. us, this nal geometry in this small inner area of the rotor is changed by more
than one weighting coecients and it can be confusing for an optimizing algorithm. e
optimizing algorithm should ideally know how and where precisely one weighting co-
ecient aects the nal geometry. e distribution of Gaussian function must be more
equal in every direction, because of the described problems.
(a) e distribution of Gaussians. (b) Sum of Gaussians.
(c) Sum of Gaussians. (d) e normalized Gaussian network.
Figure 3.8: Second distribution of Gaussian functions.
3.3.2 Second version of distribution of Gaussian functions
e coordinates of the centre of each Gaussian function µx and µy depend on variance σ,
overleap Ω and the inner and the outer diameter of boundaries for Gaussian functions.
Variance σ sets diameters of Gaussian functions and overleap Ω sets distances of cen-
tres of Gaussian functions as it is shown in Figure 3.9. Firstly, the number of Gaussian
functions in a radial way is set, because it is equal in the whole designed area. en,
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the number of Gaussian functions in each row is set depending on the variance and the
overleap. Next step of the algorithm is to compute the position of the coordinates of the
centre of each Gaussian function µx and µy. e rows and the numbering of Gaussian
functions are shown in Fig. 3.6b. e numbering of Gaussian functions is important
because it is later used for the weighting coecients in the same order.
Fig. 3.6b shows the dierence between the rst and the second version of the distri-
bution of the Gaussian functions. It is obvious, that the second version of the distribution
of Gaussians is greatly more benecial for the optimization than the rst one.
e second version of the deployment of the Gaussian functions in Fig. 3.8a is equal-
ized through the whole optimized area. e Gaussian functions located near to the sha
have approximately equal overleap Ω as the Gaussian functions near to the stator as it
is shown in Fig. 3.8b and Fig. 3.8c. e nal normalized Gaussian network showed in
Fig. 3.8d depends on the weighting coecients of each Gaussian functions. e weight-
ing coecients have an equivalent impact on the value of the normalized Gaussian
network in the whole area of the rotor due to the same distribution and overleap Ω
of Gaussian functions in the inner and the outer area of the rotor in case of this second
distribution.
3.3.3 Variance and overleap
e second version of the deployment of the Gaussian functions, which is equalized
through the whole optimized area, allows analysis of dependency of the nal normalized
Gaussian network on variance σ and overleap Ω. e dierence between two dierent
sets σ and Ω is shown in Figure 3.9. Values of σ and Ω and the nal number of Gaussian
functions for such values are shown in Table 3.2. e variance σ and overleap Ω are set so
the nal numbers of Gaussian functions stationed in the designed space are comparable.
Also, the nal seing of variance σ and overleap Ω is in the lowest row of Table 3.2.
e identical weighting coecients are used for both NGnets in Fig. 3.9c and Fig. 3.9d.
Accordingly, the nal NGnets are very similar and they dier only in smoothness. e
smoothness depends more on overleap Ω than on variance σ.
Table 3.2: Seings of variance and overleap.




e diversity of nal NGnet, and thus the nal geometry, depends on the number
of Gaussian functions which is set by variance σ and overleap Ω. e number of Gaus-
sian functions is larger with the smaller variance σ and with larger overleap Ω. e
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(a) e distribution of Gaussians σ = 2.5; Ω = 0.2. (b) e distribution of Gaussians σ = 1.0; Ω = −1.0.
(c) NGnet σ = 2.5; Ω = 0.2. (d) NGnet σ = 1.0; Ω = −1.0.
Figure 3.9: Deployment dependency on variance σ and overleap Ω.
smoothness of NGnet is desirable because then there are not present any ”detached par-
ticles”. e term ”detached particles” is explained later.
Also, three dierent distributions of the Gaussian functions are investigated in paper
[16]. e three dierent distributions are shown in Fig. 3.10a. e dependency of tness
of nal geometry vs the number of generations is analysed in NGnet-MTO. e results
of changes in average tness during the optimization process are shown in Fig. 3.10b.
e distribution (C) with small variance σ has the worst tness. It is caused by small
smoothness of nal NGnet and the low representation ability. e small variance σ and
small overleap Ω leads to uncomplicated geometries.
e tness of the deployed Gaussian functions (A) and (B) is quite comparable. And
tness of (B) achieved beer results in less number of the generations before the rst
step. e steps in Fig. 3.10b are caused by a performing of heuristic local search (LS) aer
each 20
th
generations of a genetic algorithm (GA). Aer the rst LS, the tness of dis-
tribution (A) and (B) are almost equal. Using of LS combined with GA improves very
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(a) Deployed Gaussians used in optimization [16]. (b) Changes in average tness during op-
timization process [16].
Figure 3.10: Comparison of the dierent Gaussians distributions in paper [16].
eectively the topology optimization when a large number of the Gaussian functions is
used in the optimization. Nevertheless, the nal geometry with the best result is the one,
where the distribution (A) was used during optimization. e disadvantage of the dis-
tribution (A) is a long size of chromosome in GA (a big number of Gaussian functions),
that leads to longer time to achieve a satisfying tness without LS. On the other hand,
the distribution (A) has great representation ability and it gives smooth shapes of nal
geometries.
e resultant rotor shapes for three distribution (A), (B) and (C) is shown in Fig. 1.6.
Although the distributions of Gaussian functions in Fig. 3.10 are used for approximately
twice smaller rotor than it is optimized within this master thesis, a similar number
of Gaussian functions in distribution (B) is used for topology optimization in this thesis.
It probably results in more simplied geometries than it could be achieved with more
Gaussian functions in twice bigger space. Still, the representation ability remains the
same as in [16] and the shape of nal geometry should be smoother concerning the size
of the rotor.
3.3.4 Final version of distribution of Gaussian functions
e nal number of the optimized parameters, thus the number of Gaussian functions
used in NGnet, is set to 40. Although the distribution shown in Fig. 3.11b has the quite
satisfying representation ability, another improvement in the distribution is made. On
the one hand, the rotor could be asymmetrical with NGnet shown in Fig. 3.11d and it
could possibly bring many unusual shapes of the nal geometries. On the other hand,
the line-start synchronous reluctance motor is optimized within this master thesis. e
same sequence of phases can not be always guaranteed as the motor is directed on line.
us, the direction of rotor movement is not always the same, so the symmetrical ro-
tor is chosen. In advance, the symmetrical rotor brings the possibility of an increasing
number of Gaussian functions used in the optimization. In fact, the number of optimized
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parameters remains the same, but the representation ability is beer due to the dierent
distribution of the Gaussian functions which is shown in Fig. 3.11a.
(a) e nal distribution of Gaussians. (b) e distribution of Gaussians in the whole de-
signed area.
(c) e symmetrical NGnet. (d) e asymmetrical NGnet.
Figure 3.11: e comparison of symmetrical (a) (c) and asymmetrical NGnet (b) (d).
At this moment must be decided how the symmetric NGnet will be created. Using
80 Gaussian functions with mirroring the equal weighting coecients is one possibility.
e other possibility is chosen within this thesis which is following. NGnet is created in
the one half of pole only with using 40 Gaussian functions. us, the number of Gaussian
functions is 40 and all these Gaussian functions are deployed in one half of one pole (see
Fig. 3.11a). Next, the NGnet in the one half of the pole is created as it can be seen
in Fig. 3.12a. e previous sentence is not precisely correct, because the function f(x,y)
of the NGnet is given by equation (3.3) for all x, y ∈ 〈0; 50〉. So, the normalized Gaussian
network is created for the whole rotor and even for the area out of the rotor (sha, air,
stator), but the only part which is valuable for the optimization is the one half of the rotor
where the Gaussian functions are deployed. Aer that, the function f(x,y) is mirrored
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(a) e NGnet created by distribution in Fig. 3.11a. (b) e symmetrical NGnet.
Figure 3.12: Alternation of asymmetrical NGnet into symmetrical NGnet.
along the function: x = y. is creates the nal NGnet which is used for the optimization
of LSSynRM in this master thesis (see Figure 3.12b).
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4 Topology optimization of line-start synchronous re-
luctance motor
Topology optimization of line-start synchronous reluctance motor is performed in
this master thesis and SyMSpace is used for the optimization. SyMSpace is a soware
tool for system simulation and optimization. e paper [28] SyMSpace presents methods
to accelerate the optimization of electrical machines with SyMSpace, especially highly-
ecient permanent magnet motors. erefore, SyMSpace can reduce the development
time of electric machines. It is a powerful tool used for optimization thanks to the robust
structure and the simple integration of external simulation soware. Parameters, which
can be simulated automatically, are stored in a tree-like hierarchic structure [28] (see
Fig. 4.1). e Optimizer is part of SyMSpace, that performs optimization of the project
created in SyMSpace. It contains MOEAs for ecient optimization:
• NSGA-II - the non-dominated sorting genetic algorithm II [29], [30].
• SPEA2 - the strength Pareto evolutionary algorithm [31].
• DECMO - dierential evolution-based, the coevolutionary multi-objective opti-
mization algorithm [32].
Figure 4.1: Graphical user interface of the simulation framework SyMSpace [28].
Soware SyMSpace is used for topology optimization of line-start synchronous re-
luctance motor. e Ansys Maxwell soware tool is chosen for nite element analysis
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(FEA). So, the communication between these two soware tools needs to be done. e
interface to both internal and external simulation modules is established by functions,
which are the central elements in SyMSpace. e interface is realized by input and out-
put lists of parameters [28]. e script language Python is used to implement functions
in this master thesis.
4.1 SyMSpace project for topology optimization of LSSynRM
e model in Ansys Maxwell is created in the previous chapter. Also, the parameters
of the normalized Gaussian network for the optimization are set. e interface and
structure of created SyMSpace project for TO of LSSynRM is shown in Figure 4.2. It
can be seen that the tree-like structure begins with the main function GausMxwl. is
function in SyMSpace interface contains:
1. ree subscripts and elds for their results
• Script for topology creation
• Script for initial analysis
• Script for transient analysis
2. Fixed parameters
• Parameters of rotor network
• Parameter of Gaussian function variance σ
3. Optimized parameters
• Weighting coecients of each Gaussian function
4. Objectives
• EF - Eciency
• PF - Power factor
• TR - Torque ripple
5. Constraints
• EF - Eciency
• PF - Power factor
• TR - Torque ripple
• C - Speed
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e transient analysis must be performed when the LSSynRM is optimized. at is
the main problem of topology optimization of LSSynRM. e transient analysis is time-
consuming. e transient analysis of one individual, thus one geometry, takes approxi-
mately 2-3 hours depending on computational power and nest of mesh. e DECMO
algorithm requires at least 20 generations with 100 individuals each to reach a satisfying
convergence of the Pareto front [28]. at means that at least 2 000 transient analysis
must be performed if there are no other restrictions, but normally even more individu-
als must be evaluated. Performing such many analysis would take months maybe more
for achieving the geometry with satisfactory performance. us, the main function in
SyMSpace is divided into three more functions to reduce computational time.
Figure 4.2: Prepared SyMSpace project for topology optimization of LSSynRM
4.2 SyMSpace Optimizer setting
e general seing of the optimized project in SyMSpace Optimizer is described in this
chapter. Firstly, the SyMSpace project for optimization is chosen and problem, which is
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supposed to be solved, is created. Secondly, the selecting of variables for optimization
is done. e seing of parameters for optimization is shown in Table 4.1. It can be seen
that the parameters of weighting coecients are the only parameters chosen for opti-
mization. e constraints for these parameters can be seen also in Table 4.1. e step is
set to 0.0 during optimization because it was default seing. On one hand, the weighting
coecients does have values with many decimals places (15) during this optimization,
that may lead to more possible geometries. On the other hand, thanks to results of op-
timization it is clear that the step should be set to a small number, e.g. 0.001 or 0.0001,
because the changes smaller than ten-thousandths does not have a substantial impact
on the nal geometry.
Table 4.1: Optimized parameters seing.
Name Step Min Max
Gauss 0 0.0 0.0 1.0
Gauss 1 0.0 0.0 1.0
· · · 0.0 0.0 1.0
· · · 0.0 0.0 1.0
Gauss 39 0.0 0.0 1.0
Constraints and objectives can be seen in Table 4.2. is seing is very important
for optimizer because it denes how the results of each individual will be sorted. Objec-
tives are eciency EF, power factor PF and torque ripple TR. e eciency and power
factor are maximized with constraints from 0.0 to 1.0. e torque ripple is minimized
and maximal value can not be bigger than 100.0. e values of torque ripple are in per-
centages. e nal constraint is for speed of the motor, because it is possible that the
line-start synchronous reluctance motor can sometimes fail to reach synchronous speed
and continue work at half of its rated speed or even there could be a total failure of the
starting process. So, the speed at the two last calculated period is controlled and it is
accepted only if the speed is between 1400 and 1600 revolutions per minute.
Table 4.2: Objectives and constraints seing.
Name Objective Min constraint Max constraint
EF MAX 0.0 1.0
PF MAX 0.0 1.0
TR MIN 0.0 100.0
Speed, C NONE 1400.0 1600.0
Pool size is set to 21. Hence, the SyMSpace Optimizer computes 21 parallel indi-
viduals. So, the Optimizer creates parameters sets of weighting coecients and calls
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function GausMxwl for each of 21 individuals. en the algorithm of GausMxwl func-
tion is performed. As soon as one of the 21 individuals is evaluated, the next individual
is automatically computed. So, 21 individuals are computed in parallel at any time dur-
ing the whole optimization. e maximal computational time of one individual, called
function timeout, is set to 360 minutes. If the evaluation of one individual takes longer
this individual is recognized as an error. Autosave interval is set to 100 individual in case
of fatal error or blackout of the server. e solver seings remain in default seings.
4.3 Evaluation algorithm of single individual
is chapter deals with the evaluation algorithm of one individual. It was already men-
tioned that transient analysis demands a signicant computational time. So, the main
purpose of the evaluation algorithm is to prevent not promising geometries to be tran-
sient analyzed. Moreover, the initiation of communication with Ansys Maxwell is slow.
e Ansys Maxwell is a highly robust soware for FEA, but it has great demands for
computational power. Only the opening of the project and creating of topology based
on a Gaussian network takes a lot of time. erefore this is the other reason why the
evaluation algorithm of one individual is divided into three subscripts.
e topology optimization has the potential to create unfeasible geometries. e
evaluation algorithm of one individual is shown in Fig. 4.3. It begins with SyMSpace Op-
timizer which creates Gaussian weighting coecients set for one individual. Following
that the SyMSpace Optimizer call prepared the project in SyMSpace. In this project the
main Python function GausMxwl is called. e GausMxwl imports Gaussian weighting
coecients set and starts to call the rst subscript Topology creation. Subscript Topology
creation is also a Python script.
4.3.1 Geometry check
e rst subscript Topology creation creates the normalized Gaussian network based on
the imported Gauss weighting coecients. At this moment the rst restriction to an in-
dividual is applied. Aforementioned unfeasible geometries are geometries which contain
detached particles. e detached particles can be a confusing term when the rotor with
full lled barriers is investigated within this thesis. ere are not truly any detached
particles as the nal rotor is one piece made of aluminium and iron. However, the core
of the rotor is made from laminated sheets, because this way the eddy current losses
are reduced. us, the rotor laminated sheet must be one piece. erefore, the detached
particles are particles of iron which are not connected to any other, or more of these
iron particles creates the ”island” in the geometry, which is/are not connected to the
sha. If the detached particles are present in the geometry, the geometry can not be
manufactured.
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Figure 4.3: Evaluation algorithm of one individual.
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e geometry test algorithm is created to prevent these detached particles. As can
be seen in Fig. 4.3 the test if the geometry is feasible follows the NGnet creation and it
is followed by topology creation. e red blocks present initiation and communication
with Ansys Maxwell. So, the geometry test algorithm runs only in Python. If the geome-
try is evaluated as unfeasible the script Topology creation is stoped and it returns results
into the main script GausMxwl. Next the main script export this results in SyMSpace
Optimizer and there the results are evaluated by the running solver, in this case, it is the
DECMO algorithm. anks to this step the communication with Ansys Maxwell is not
even initiated and everything is running only in Python. is part takes approximately
2-4 minutes depending on capacity utilization. us it is a remarkable reduction of time.
If the geometry test was not involved in optimization algorithm this unfeasible geometry
would be transient analysed for 2-3 hours instead of 2-4 minutes.
Figure 4.4: NGnet transformation into matrix dening the elements.
e geometry test algorithm starts with the transformation of NGnet into the matrix
of 0 and 1 based on equation (3.5). is matrix has dimensions as the number of elements
(35 x 90) in the prepared model in Ansys Maxwell. e transformation into the matrix
is shown in Fig. 4.4. e dark blue presents the iron and the light blue presents the
aluminium. e edges of this matrix are set to iron. is change is shown with a dark
yellow colour in Fig. 4.5. e rst element with matrix coordinates [0; 0] is chosen as the
starting point of the algorithm, also called as the start node. e top row is checked as the
iron because it was set as the iron. en the algorithm moves to the second row to the
element [1; 0] and next it continue in the row to the right to the element [1; 1]. e only
four-way testing algorithm is acceptable in this variation of geometry test because two
elements touching at the corners can not be considered connected. So, the element [1; 1]
is controlled if it is connected to the checked iron, which in this case are the elements
[1; 0] and [0; 1]. anks to these two elements the element [1; 1] is also check as the
connected iron. e color of this element turn green as it is shown in Fig. 4.5a. e
elements [2; 1] and [1; 2] are iron, but they are not checked yet. So the connection to
them is irrelevant. Next, the algorithm checks all the other elements. is algorithm is
very alike as the ood-ll algorithm.
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(a) First two checked elements. (b) Two directions of connecting.
(c) Start of second loop. (d) e nished geometry test algorithm.
Figure 4.5: e geometry test algorithm.
For the time reduction of geometry test algorithm there is set the other start node,
in which case, the check algorithm moves in the opposite direction. is can be seen in
Fig. 4.5b. e point of the beginning of the new cycle (bright yellow) is shown in Fig. 4.5c.
e result of the geometry test algorithm is shown in Fig. 4.5d. e dark yellow area is
the edges sets as the iron. e green and bright yellow areas are the connected iron
elements which create with edges one piece. Bright yellow colour only shows that this
area where checked in the second loop of the algorithm. e dark blue areas display the
iron elements which are not connected to the checked iron. us, this area presents this
”island” which would be impossible to be manufactured. So the geometry test algorithm
evaluates this geometry as unfeasible and the script Topology creation is stopped (see
Fig. 4.3).
If the geometry is evaluated as feasible, the script Topology creation continues with
topology creation in Ansys Maxwell. e communication with Ansys Maxwell is initi-
ated in this step and elements are dened to iron or aluminium based on the geometry
tested matrix. e matrix sorting is actually done in Python and the nal string of iron
elements and string of aluminium elements is sent to the Ansys Maxwell. e ”cre-
ation” of topology means that the Python script copies the prepared project with the
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prepared model (see Fig. 3.1a) and assigns the elements with the material based on the
given strings. e seing of the project is already done in the prepared project, so the
algorithm does not have to do that. e new geometry, thus the new le with copied
and changed project in Ansys Maxwell, is saved and the rst subscript ends.
4.3.2 Torque check
Aer the rst subscript Topology creation ends, the main function GausMxwl continues
with a next step depending on the feasibility of the geometry. If the geometry is feasible
and it was successfully created in Ansys Maxwell, the second subscript Initial torque
analysis starts. e second subscript also saves time, because the steady-state analysis
is performed to obtain values of torque in steady-state. e values of torque should be
analysed in advance to the long transient analysis. Even if the geometry is evaluated
as feasible, it does not mean it is a promising geometry, which gives satisfactory results.
e solving time in this simulation is set to only 4 ms, but it is enough to obtain
the average torque and approximate torque ripple. e steady-state analysis takes about
20-30 minutes. us, this script once again initiates the communication with Ansys
Maxwell and performs the steady-state analysis. Aer the analysis in Ansys Maxwell is
done, the Ansys Maxwell project is saved and closed. e values of torque are export
in the second subscript and then in the main function GausMxwl. e main function
evaluates the values of torque and torque ripple as can be seen in Fig. 3.1a. Depending
on results GausMxwl calls the nal subscript Transient analysis or continues a similar
way as the rst subscript when the geometry is not feasible.
4.3.3 Transient analysis
e third subscript Transient analysis is the last subscript. e communication with An-
sys Maxwell is initiated. e prepared Ansys Maxwell project is called and the transient
analysis is performed. en the results are exported in the main function GausMxwl.
It needs to be said that the project in Ansys Maxwell includes two designs. ese two
designs have equals geometries created in the rst script, but the analysis seings are
dierent. First is for initial torque analysis and the second is prepared for transient anal-
ysis. e solving time in this simulation is set to 0.35 s with step 0.0002 s. e expected
time of transient analysis was 2-3 hours, but some individual still can not full the time-
out of 360 minutes. Of course the nal evaluation time of one individual is prolonged by
the time of these additional tests - geometry test algorithm and initial torque analysis.
us, the unfeasible and unpromising geometry is analysed for 5-30 minutes only, but
the feasible and promising geometry is transient analysed for 2-3 hours plus the time
of additional testing (5-30 minutes). e individuals that take more time than 360 min-
utes to be evaluated are the error ones. Average time of evaluating a single individual is
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4-5 hours, but 21 individuals are evaluating parallel at the one moment.
e evaluation of single individual ends with results export from main function
GausMxwl into SyMSpace Optimizer. en the solver evaluates the results according
to SyMSpace Optimizer seing.
4.4 Results of optimization
e whole performed optimization ran on the two processors: Intel(R) Xeon(R) CPU ES-
2660 v3 (2.60 GHz); physical cores: 20; logical processors: 40. e optimization ran for
one and half month. e optimization algorithm evaluated approximately 15 000 sets
of weighting coecients. e buer was set to 4 500 individuals. us, the buer cre-
ates 4 500 sets of weighting coecients which are equally distributed in 40-dimensional
space. Aer evaluation of the initial buer, the optimization starts. Around 10 indi-
viduals went through the evaluation algorithm of a single individual into the transient
simulation. It means that 99.98 % of initially created geometries was sorted out by the
conditions in the evaluating algorithm of a single individual. e most geometries were
restricted due to unfeasible geometry and the others due to low torque. Aer evalua-
tion of buer, the solver of SyMSpace optimizer can start the real optimization, but it
has only 10 initial geometries. Because of these results, it would be beer if the buer
was bigger and more geometries were found before optimization. Still, satisfying results
were obtained from optimization. e memory archive of individuals who full the con-
ditions in SyMSpace optimizer is shown in Fig. 4.6. e dark points present the Pareto
front of the optimization. us, these individuals have the best performance. It shadow
points show the convergence of optimization algorithm to the Pareto front.
Figure 4.6: Memory archive in SyMSpace Optimizer.
e Pareto front with the best results is present in Fig. 4.7, Fig. 4.8 and Fig. 4.9. e
objectives are eciency, power factor and torque ripple. e torque ripple increases with
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an increase in eciency as it can be seen in Fig. 4.7. Also, the torque ripple increases with
an increase in the power factor as it is shown in Fig. 4.8. e power factor vs eciency is
reported in Fig. 4.9. e power factor is quite unfortunate, but it is presumed about the
LSSynRM with such a power. e machines with the bigger rated output power have
a much beer power factor, e.g. the LSSynRM with 30 kW can achieve power factor with
value 0.838 [26]. e convergence to the best results can be seen in the rst Fig. 4.7. ere
are the curves of individuals and their tness increase with lower torque ripple and with
an increase in eciency. It is expected that with longer time of the optimization, it could
be achieved beer results. Two out of fourty four individuals suggested a possibility
of beer results. First is the individual with the lowest torque ripple and the second is
individual with the higher eciency. e possible curve, which could link up these two
points, should bring even beer solutions.
Figure 4.7: Torque ripple vs eciency.
e one individual is selected for the detailed analysis. is individual is pointed up
with red colour in Fig. 4.7, Fig. 4.8 and Fig. 4.9. e individual has acceptable torque ripple
under 22 %. e estimated eciency during optimization is electromagnetic, thus the
mechanical losses are neglected. e electromagnetic eciency of the chosen individual
is 86.9 % and the power factor is 0.618. e IEC 60034-30 eciency classication standard
estimate IE3 eciency for 4-pole 2.2 kW machine to 86.7 % and for IE4 the eciency must
be 89.5 %. It can be seen that the highest eciency in optimization is 88,3 %, thus none
of the individuals does reach so high eciency to have IE4. e chosen individual, which
can achieve IE3, is picked for detailed analysis.
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Figure 4.8: Torque ripple vs power factor.
Figure 4.9: Power factor vs eciency.
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4.5 e optimized LSSynRM
e geometry of the chosen individual for comprehensive analysis is shown in Fig. 4.10.
e yellow parts are aluminium and the bright blue part is iron sheet. It can be seen that
the iron is united into one piece, which allows beer mesh generation. e aluminium
remains divided into the elements because there were obstacles to unite them too. e
main problem is that the Ansys Maxwell demands more than one part for seing eddy
currents. So the new algorithm for a searching number of singles surfaces of the alu-
minium. Normally the number would indicate the number of barriers, but as it can be
seen in Fig. 4.10 there is one main barrier and then four smaller. e smaller barriers
appear to be more like the bar of the squirrel cage.
Figure 4.10: e geometry of the optimized LSSynRM for the detailed analysis.
e nal mesh of the model in the Ansys Maxwell is shown in Fig. 4.11. e zoom
to the inner area of rotor is shown in Fig. 4.11b. e mesh in the iron part has beer
distribution than in the aluminium parts. e mesh in the aluminium has not perfect
distribution, because of the proportions of the elements. e generator of the mesh can
not create a mesh with a larger distance between two nodes than the size of one element.
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(a) e model of LSSynRM. (b) e zoom to the inner area of rotor.
Figure 4.11: Mesh grid of the model in Ansys Maxwell.
us, the mesh with an imperfect distribution is created. It was already mentioned that
the unication of elements could bring beer possibilities of mesh creation.
Table 4.3: Main parameters of LSSynRM in steady-state.
Parameter Unit Value
Apparent power, S VA 3 903
Rated input power, P1 W 2 411
Rated output power, P2 W 2 214
Rated speed, n rpm 1500
Line-to-line voltage, Un V 400
Rated phase current, I1n A 5.627
Fundamental harmonic of ux density, Brad T 0.779
Power factor, cosϕ - 0.618
Estimated eciency from losses, η % 86.2
Estimated electromagnetic eciency from losses, η1 % 87.1
Eciency from input/output ratio, η2 % 91.8
Rated torque, Tn Nm 14.099
Torque ripple peak to peak, Tripple Nm 5.945
Torque ripple, Tripple % 21.084
Synchronous inductance in d-axis, Ld mH 0.220
Synchronous inductance in q-axis, Lq mH 0.052
Saliency ratio, Ld/Lq - 4.230
e main parameters of line-start synchronous reluctance motor are shown in Ta-
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ble 4.3. e rated output power of the motor is 2.2 kW and the rated speed is 1500
rpm. e low power factor 0.618 results in a higher rated phase current of the value
5.6 A. e estimated eciency from losses is 86.2 % and the estimated electromagnetic
eciency also estimated from losses is 87.1 %. e dierence between the initially esti-
mated electromagnetic eciency of 86.9 % and the estimated electromagnetic eciency
87.1 % is aected by the time step in the analysis. e time step 0.1 ms is used in the
detailed analysis against 0.2 ms in transient analysis during optimization. e eciency
estimated from input and output power ratio is 91.8 %.
Figure 4.12: Phasor diagram at steady-state.
Rated torque is 14.1 Nm and torque ripple is 21.1 %. e saliency ratio is 4.23, which
is quite poor value. e saliency ratio normally reaches about 10.00 in TLA [3]. e
saliency ratio with a value almost 12.00 is achieved in [26]. In Fig. 4.12 the phasor dia-
gram of the LSSynRM at steady-state can be seen.
Table 4.4: e distribution of losses in steady-state.
Parameter Unit Value
Iron losses, PFe W 95.359
Solid losses, PSolid W 16.808
Stator resistive losses, PCuS W 221.415
Mechanical losses, PMech W 22.000
Extra losses, PExtra W 0.221
Sum of losses, PSum W 355.802
e distribution of losses in steady-state is shown in Table 4.4. Fig. 4.13 illustrates
the distribution of losses in percentages. e biggest portion of losses 62.2 % is created
by stator resistive losses. It is caused by high stator currents due to low power factor.
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Core losses present 26.8 % and the solid losses are 4.7 %. Mechanical losses are set to 22
W and it is 6.2 %.
Figure 4.13: Distribution of losses.
e losses behaviour at the steady-state can be seen in Fig. 4.14. e stator resistive
losses grow bigger against the stator resistive losses in initial induction motor with the
same stator due to increase of the stator current.


















Figure 4.14: Losses behavior at steady-state.
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4.5.1 Starting process
e synchronization capability is the main reason, why the transient analysis is required.
e transient analysis is performed for obtaining transients line of speed, torque, cur-
rents etc. e load mass of inertia is equal to the rotor mass of inertia. e speed wave-
form is shown in Fig. 4.15. e speed of 1 500 rpm is reached in 145 ms. e synchro-
nization is in 200 ms aer slight overshoot. e LSSynRM reaches synchronous speed,
so the synchronization is successful.

















Figure 4.15: Speed dependency on time during the starting process.















Figure 4.16: Torque dependency on time during the starting process.
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Fig. 4.16 shows the torque during the starting process. Torque stabilizes at the value
of 14.1 Nm in 200 ms. Fig. 4.17 shows torque vs speed. It can be seen that the motor
successfully reach synchronization at rated torque.















Figure 4.17: Torque dependency on speed.
e waveforms of phase currents during the starting process are shown in Fig. 4.18.
e maximal current is 58.6 A, which is approximately ten times higher compared to the
rated current.


















Figure 4.18: Phase currents dependency on time during the starting process.
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4.5.2 Behavior at steady-state
e ux density distribution is shown in Fig. 4.19. e ribs on the surface of the rotor are
the most saturated parts. e calculated ux density in this area reaches almost 2.3 T.
Also, the area between the main barrier and the not-central bar is saturated. e ux
density in this area is about 1.9 T. e saturation of these parts leads to lower ux density
in the air gap and thus to the lower electromagnetic torque. e ux density in the yoke
of the stator is 1.5 T and in the stator teeth is 1.8 T. e calculated ux density in the
inner area of the rotor between the main barrier and the ”bars” is 1.8 T. e removal
of the inner ”bars” would lead to lower ux density in this area. On the other hand, it
could change the saliency ratio of the rotor and it could lead to lower torque.
Figure 4.19: Flux density distribution in the LSSynRM.
e magnetic ux density in the middle of the air gap vs periphery length is shown in
Fig. 4.20. e length of the air gap in one-quarter of the rotor is 70.7 mm, thus Fig. 4.20
shows the magnetic ux in the middle of the air gap in one-quarter of the rotor. It
can be seen that the ux ripple is signicant due to the higher harmonics presence.
e harmonics are expected with a low number of sloing in the rotor. Moreover, the
distance between barrier and the bars is quite large which also leads to a ripple of ux
density.
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Figure 4.20: Magnetic ux density in the middle of the air gap.






















Figure 4.21: Normalized harmonic content of ux density normal component.
e FFT analysis is performed to obtain harmonic content of ux density in the mid-
dle of the air gap. Fig. 4.21 displays the results of the FFT analysis and the harmonic
amplitudes are in p.u. Mainly the harmonic content depends on the geometry and the
number of stator and rotor slots. In the FFT the harmonics around 36, 18 and 9 are
present because the number of stator slots is 36. e number of rotors ”bars” is 20. e
number of rotors ”bars” could be also proclaimed as 16 if the ”bars” on the edges of the
poles are joint due to thin bridge between them. e harmonics numbers depending on
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a number of the rotors ”bars” are also noticeable. e rst harmonic of ux density in air
gap is 0.78 T. Total harmonic distortion THD of the magnetic ux density in the middle
of air gap is 52.4 % and it indicates that the rotor geometry is not very good. Of course,
the current harmonic content aects the ux distribution in the middle of the air gap
too.


















Figure 4.22: Currents behavior at steady-state.
Figure 4.23: Normalized harmonic content of the phase current.
e waveform of phase currents at steady-state is shown in Fig. 4.22. e FFT anal-
ysis of phase currents at steady-state is shown in Fig. 4.23. e harmonic content of the
currents has always same content in three-phase winding: 5, 7, 11, 13, 17, 19, 23, 25, 29,
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31, 35, 37, 41, 43 and higher harmonics [33]. e third harmonic has the most signi-
cant harmonic amplitude and it is 17 % of the rst harmonic number. Such high value
of the third harmonic is present due to the saturation of the motor. THD of the current
is 19.6 %. In Fig. 4.23 it can be seen that these harmonics are presented. Once again, the
harmonics around 18 and 36 are aected by the number of stator slots. e [33] recom-
mends safe choices of the combination of the number of rotor slots depending on the
number of stator slot. As it was already mentioned the number of rotors ”bars” is 16 or
20. Both of these numbers of rotors ”bars” creates harmful torques. e lowest number
of rotor bars should be 24 according to 36 stator slots.















Figure 4.24: Torque behavior at steady-state.
























Figure 4.25: Normalized harmonic content of torque.
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e torque behaviour at steady-state is shown in Fig. 4.24 and its FFT analysis in
Fig. 4.25. e normalized harmonic of the torque is in p.u. to the average value of 14.1
Nm. e higher harmonics almost reach 10 % in p.u. e torque ripple is 21.1 %.
Figure 4.26: Load angle vs torque.
e analysis of dependency of torque on the load angle is performed and the results
are shown in Fig. 4.26. e results show the reluctance moment according to the load
angle. e maximum torque is 20 Nm and it is near to 45° of load angle. e load angle
in steady-state is 20° which leads to torque with a value of 14 Nm.
4.5.3 Comparison of optimized LSSynRM with prototypes showed in [4]
Table 4.5 shows a comparison of optimized LSSynRM in this master thesis, IM with the
same stator and LSSynRMs presented in [4]. e comparison with prototypes showed
in [4] is chosen because the presented prototypes have equal rated output power. On
rst sight, the LSSynRM has beer eciency than any of the proposed prototyped in
LSSynRM. On the other hand, it has the worst power factor. e prototypes are based
on IM with eciency 79.0 % and power factor 0.794. It can be seen that the prototypes
LS2 and LS3 achieved beer performance than their initial IM and LS1 got worst perfor-
mance, especially due to increasing of stator current.
e comparison of these motors is shown mainly because of the geometries, which
can be seen in Fig. 4.27. e optimized LSSynRM in this thesis is mostly alike the pro-
totype LS1. It is clear from the comparison that the LS1 with two ux barriers has the
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worst performance against the LS2 and LS3. e same phenomenon is also presented
in [26]. e [26] analyse how the number of ux barriers aects the nal performance
of the motor. e motors with rated output power 30 kW, shows the same tendency
of increase of eciency with the increasing number of ux barriers up to ve.
Table 4.5: Comparison of optimized LSSynRM, initial IM and LSSynRMs [4].
LSSynRM IM LS1 LS2 LS3
P2 W 2 214 2 217 2 231 2 231 2 231
n rpm 1 500 1 464 1 500 1 500 1 500
Tn Nm 14.1 14.5 14.2 14.2 14.2
Un V 400 400 400 400 400
I1n A 5.627 4.31 5.80 4.79 4.95
cosϕ - 0.618 0.808 0.718 0.763 0.745
η % 86.2 86.6 77.3 84.5 83.4
(a) e nal LSSynRM of the optimization. (b) Design choices presented in [4].
Figure 4.27: e geometries selected for comparison.
It is expected that it could be achieved much beer results with the distribution
of Gaussian functions in NGnet that could allow geometries with more than two barriers.
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e most obvious idea to reach that objective is the increase in the number of Gaussians
in the designed space.
e other plan is the relocation of the inner boundaries of Gaussians. As it can be
seen in the nal geometry (see Fig. 4.27a) the ux barriers fully touch the sha if we
dismiss the thin bridge. It is clear that the barrier should be moved in the direction to
the outer area of the rotor to allows more benecial magnetic ux distribution in this
area. e possible movement of the inner barrier of Gaussians should prevent ux barrier
position exactly next to the sha.
Also, one of the ideas is gradually growing of Gaussians variance σ. e Gaussian
functions in the inner area of the rotor can have a wider variance σ than the Gaussians
in the outer area of the rotor. e gradually growing smaller in direction to the outer
area of the rotor would be ideal. is approach could bring beer representation ability
in the outer area of the rotor with a potential reasonable number of Gaussian functions.
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Conclusion
is master thesis deals with topology optimization of the line-start synchronous
machines. e topology optimization oers a new way to the machines performance
improvement. e comparison between direct topology optimization and shape opti-
mization also called as the parametric optimization, is presented in the rst chapter. e
main benet of topology optimization is the nal optimized geometry free of almost
any constraints. e geometry created by topology optimization can suggest a more
desirable solution then parametric optimization for a specic task such as minimizing
of torque ripple or maximizing of output power. e parametric optimization of shape
suggested by DTO can be performed to achieve the best possible performance of the
motor. On the other hand, further parametric optimization is not essential, because in
[15] the optimized nal wavy shape was directly simplied for productions without fur-
ther parametric optimization and the simplication gives no signicant eects on the
performance.
e line-start synchronous reluctance machine is chosen as the possible replacement
of induction motors with reducing electricity consumption goal in this master thesis. e
second chapter describes the construction and operation principle of such a motor. e
LSSynRM is a hybrid of induction motor and synchronous reluctance motor and it joints
the positive feature from both of them. It can start directly on the line as the induction
motor and it shows beer performance in synchronous steady-state aer synchroniza-
tion than the induction motor, especially in the eciency.
e third chapter presents the analysis of possible concepts for characterizing the
investigated and optimized design space. Firstly the created model in Ansys Maxwell is
described and the theory of the normalized Gaussian network is explained. is chapter
mainly focuses on the deployment of Gaussian functions in the normalized Gaussian
network. It shows the dierent version of Gaussians distributions in designed space
and in NGnet. Aer achieving the equal Gaussians distribution in the entire rotor, the
dependency of Gaussians variance σ and overleap Ω on the nal NGnet is studied. e
nal distribution of Gaussian functions in NGnet used during optimization is presented
at the end of this chapter.
Topology optimization of line-start synchronous reluctance motor based on the nor-
malized Gaussian network is described in the last chapter. is chapter includes a de-
scription of SyMSpace project for topology optimization of LSSynRM and also a descrip-
tion of SyMSpace Optimizer seing which is used during optimization in this master the-
sis. e main part of this chapter deals with the created evaluation algorithm of a single
individual. It was discovered during work on the master thesis that the creation of this
evaluation algorithm is necessary, because the transient analysis, which is required for
analysis LSSynRM, demands an enormous amount of time. is is presumably the rea-
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son why the papers about topology optimization deal exclusively with synchronous ma-
chines, where the steady-state analysis is sucient. us, this master thesis deals with
the unexplored eld of topology optimization of the line-start machines. e transient
analysis takes approximately 2-3 hours for each individual and the main purpose of the
evaluation algorithm is to prevent performing of the time consuming transient analy-
sis with the unfeasible or unsatisfying geometries. If the geometry is restricted in the
rst step due to unfeasible geometry the evaluation algorithm needs approximately 5
minutes. If the geometry is sorted out due to unsatisfying torque the evaluation algo-
rithm takes around 30 minutes. us, the evaluating of unfeasible geometries is reduced
from 2-3 hours to 5-30 minutes. us, thanks to the evolved algorithm the exceptional
reduction of optimization time is reached.
Further, the last chapter presents Pareto front obtained by the topology optimization,
which ran for one and half month. It is expected that with longer time of the optimiza-
tion, that beer results could be achieved. Two out of fourty four individuals in Pareto
front suggested a possibility of beer results. e one individual with potential to accom-
plish IE3 is picked for the detailed analysis. Unfortunately, the comprehensive analysis
of the individual shows that the optimized LSSynRM has eciency only 86.2 % and thus
it would be recognized as the IE2. Also, the performance got worst against the initial
induction motor with the same stator. On the other hand, it achieved beer eciency
than the LSSynRMs (LS1, LS2 and LS3) with equal rated output power presented in [4].
e [4] and [26] shows that satisfactory eciency can be obtained only with an increase
in the number of ux barriers. erefore, the solver in the SyMSpace Optimizer needs
NGnet with higher variability resulting in more complicated and dissected shapes of the
rotor.
e topic of topology optimization is very progressive and in combination with
line-start motors, it becomes very challenging. e created evaluating algorithm can
be used for future work. e further improvements of the Gaussians distribution in
NGnet following the suggestions of this master thesis should be done in the future doc-
toral thesis. e doctoral thesis could also obtain topology optimization considering
localized material degradation caused by manufacturing [34], [35] and [36]. Moreover,
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BEN, 2002, p. 189. isbn: 80-7300-069-5.
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