Introduction
[2] Seismic rupture mechanics aims at better understanding of how stresses stored in the Earth are released by earthquakes. When stresses overcome the fault friction, rupture initiates and then propagates with different velocities, depending on the rupture potential energy and fault properties [Andrews, 1976; Day, 1982; Festa and Vilotte, 2006; Dunham, 2007] . It has been theoretically demonstrated in the 1970s [Andrews, 1976] that two rupture velocity modes are possible: either the rupture propagates slower than the Rayleigh velocity (about 0.92 times the shear (S) wave velocity), or between the shear and the compressional (P) velocity. This last regime, called supershear, can exist only if the fault prestress level is high, compared to the failure stress and the residual stress. Moreover fracture energy has to be sufficiently low to permit the development of the supershear phase within the finite length of a real fault [Andrews, 1976; Dunham, 2007] .
[3] Rupture supershear propagation does not only provide information about the physical processes leading to earthquakes, but it also strongly modifies the nature of seismic radiation and thus the origins of the damaging waves generated by earthquakes. The most striking difference between supershear and sub-Rayleigh rupture is the presence of an energetic and potentially destructive Mach S wave [Bernard and Baumont, 2005] . Determining if a supershear rupture necessarily implies more devastating effects than a sub-Rayleigh rupture is today an active research area. As a matter of fact, the Mach cone effect could be reduced by a smoother source time function, intrinsically related to the supershear propagation dynamics [Ellsworth et al., 2004; Bizzarri and Spudich, 2008] . Moreover, if the rupture continuously propagates close to an upper limit (P wave velocity), high-frequency radiation related to rupture accelerations and decelerations is reduced. These velocity variations of the rupture front are theoretically known to be a primary source of high-frequency seismic radiation [Madariaga, 1977; Campillo, 1983; Sato, 1994] .
[4] Today, it has been shown that both regimes cohabit in laboratory experiments that mimic earthquake rupture [Rosakis et al., 1999] . There is also growing evidence that this may be the case for the real-world events. The first earthquake for which supershear mode has been proposed is the 1979 Imperial Valley earthquake (M w = 6.5) [Archuleta, 1984; Spudich and Cranswick, 1984] . More recent works have shown that this behavior could be more frequent than previously expected: the 1999 Izmit earthquake (M w = 7.4) [Bouchon et al., 2000 [Bouchon et al., , 2001 , the 1999 Duzce earthquake (M w = 7.1) [Bouchon et al., 2001] , the 2001 Kokoxili earthquake (M w = 7.8) [Bouchon and Vallée, 2003; Robinson et al., 2006] and the 2002 Denali earthquake (M w = 7.9) [Ellsworth et al., 2004; Dunham and Archuleta, 2004; Aagaard and Heaton, 2004] all present some indications for supershear rupture. The main weakness of most of these studies, which also explains why the existence of supershear rupture has not been fully accepted, is that rapid rupture velocities are derived from earthquake source inversions, affected by some trade-offs between parameters (slip, rupture velocity, risetime) [Beresnev, 2003 ]. An exception is the early work of Spudich and Cranswick [1984] , which provides a more direct observation of the moderate Imperial Valley earthquake by an array technique. Because of the limited information on the supershear regime, and its strong implications in terms of earthquake physics and seismic radiation, scientists have underlined the need of new analyses and observations of rapid rupture velocities [Das, 2007] .
[5] In this study, our first goal is to provide a clear observation of the supershear regime. We focus on the 14 November 2001 Kokoxili earthquake, where an array of broad band stations deployed in Nepal allows us to track the rupture propagation, with a similar approach as that of Spudich and Cranswick [1984] . We show that the array configuration, associated with the exceptional length of the event, allows us to well identify a long fault segment where supershear rupture has occurred. We demonstrate that earthquake rupture velocity may even approach the compressional (P) wave velocity. Going further, we put in light the first-order importance that the rupture transition points have on seismic radiation. These points, where rupture accelerates to supershear velocity and then decelerates to the subRayleigh regime, are shown to be localized zones of the fault which emit most of the high-frequency content of the seismic radiation. These localized zones are well correlated with geometrical fault complexities, illustrating the interactions between rupture regimes, seismic radiation and fault geometry.
Array Analysis of the Kokoxili Earthquake

The 14 November 2001 Kokoxili Earthquake
[6] On 14 November 2001, the major Kokoxili earthquake (M w = 7.8) struck an arid region in the northern Tibet (Figure 1 ). This exceptional event ruptured the Kunlun fault, one of the major left-lateral strike-slip faults accommodating the eastward extrusion of Tibet in response to Indian collision [Van der Woerd et al., 2002] . Its rupture length, about 400 km, has made this earthquake the longest inland event ever recorded by digital seismology. Most of the rupture has propagated unilaterally eastward, from the epicenter located at 90.5°E, 35.9°N to the beginning of the Kunlun Pass fault at 94.5°E, 35.6°N Lasserre et al., 2005; Xu et al., 2006; Klinger et al., 2006] . Classical methods of source process inversion have revealed that the rupture propagation was faster than usually observed, with average velocities ranging between 3.4 and 4.5 km/s [Bouchon and Vallée, 2003; Antolik et al., 2004; Ozacar and Beck, 2004; Robinson et al., 2006; Tocheport et al., 2006] . Although these results indicate a likely existence of the supershear regime, some uncertainties have impeded further investigations of the earthquake source process. In particular, the conjoint inversion of slip and rupture velocity does not allow to precisely separate which of the two effects is dominant in terms of seismic radiation.
Data and Array Method
[7] During the Himalayan Nepal Tibet Seismic Experiment (HIMNT), a temporary network of broadband seismometers (Streckeisen STS2) was deployed in Nepal and Tibet in [2001] [2002] [2003] to study the Himalaya structure [Schulte-Pelkum et al., 2005; Monsalve et al., 2006] . The Kokoxili earthquake, as well as its numerous aftershocks, has been well recorded by a large part of this network. This data set offers a very favorable configuration to track the rupture propagation using array techniques [Krüger and Ohrnberger, 2005; Ishii et al., 2005] . Depending on the location of the radiating points along the Kunlun fault, the time shifts of the radiation arrivals change at the HIMNT stations. The basic idea is to define, at each time of the seismograms, the location of the radiating points that agree the best with the observed time shifts. The formulation of this optimization problem is described as follows. Assuming that the instantaneous source is located at a fault location x i , with Rayleigh waves phase velocity through the array V j , the family of stacked velocity signals U ij windowed in the interval [t 0 À T w /2, t 0 + T w /2] is written as
where the time shift Dt ijk is defined as
W t 0 ,T w is the rectangular window function with center t 0 and width T w , N is the number of stations, u k is the velocity seismogram of station k, and r ik is the distance between point located at x i and station k. A k,t 0 ,T w normalizes the amplitude for each seismogram inside each window, with respect to a given reference station. This normalization factor is used to take into account amplitude changes between stations due to different geometrical spreading effects and different radiation amplitudes. The family of stacked energy signals E ij , windowed in the interval [t 0 À T w /2, t 0 + T w /2] is defined as
and the semblance [Neidell and Taner, 1971] in the interval [t 0 À T w /2, t 0 + T w /2] is expressed as
Since the time series U and E are discrete, discrete sums are used to evaluate S ij .
[8] The HIMNT stations are located about 1000 km from the Kokoxili earthquake. At such distances, Rayleigh surface waves are by far the most energetic signal in the vertical seismograms for a superficial earthquake (see aftershock seismograms in Figure 1) . Moreover, aftershock signals show that body waves are complex and not enough separated in time to analyze the 100-s-long duration of the main shock. We therefore apply the array technique to Rayleigh waves recorded at seven stations (Figure 1 , see their locations in Table 1 ) and filtered between 0.04 Hz and 0.1 Hz using a two-pass, two-pole, Butterworth filter. Lower Figure 1 . Location of the earthquakes (stars) and the HIMNT seismic stations selected in this study (triangles) . The large star shows the main shock epicenter, and the smaller stars indicate the locations of the aftershocks used to estimate array accuracy (Figure 2 ). Vertical ground motion velocities at the seven stations (filtered between 0.04 and 0.1 Hz) are shown both for the main shock (left inset) and for an aftershock (right inset).
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VALLÉ E ET AL.: RUPTURE VELOCITY AND SEISMIC RADIATION frequencies reduce the array resolving power, while higher frequencies have little coherency because of the station separation. T w is taken equal to 25 s, which is longer than the dominant period of the filtered seismograms (10 -15 s). Longer windows would reduce the spatial resolving power. We successively shift t 0 in steps of 5 s, and calculate for each window the semblance associated with the possible values of x i (along the Kunlun fault trace) and V j . The optimal semblance values define the actual fault emission location and phase velocity.
[9] The array analyses are possibly biased by regional crustal heterogeneity which deflects the seismic wavefield (off-great circle propagation). This may cause a discrepancy between the observed arrival direction and the actual station-source azimuth. In order to correct this bias, 14 aftershocks with known locations were analyzed. In this case, the source location does not change when the window moves. Figure 2a shows an example of coherency optimization (in terms of semblance) for one of these aftershocks, which leads to the determination of the source location. Phase velocity and longitude are the only unknowns of this analysis because latitude is constrained by the knowledge of the fault trace Lasserre et al., 2005; Xu et al., 2006; Klinger et al., 2006] . Figure 2b shows the bias between the results of the array analysis and the aftershock locations given by earthquake catalogs based on global wave arrival times. The systematic trend can be corrected by a simple parabolic optimization which is then taken into account when analyzing the main shock rupture propagation.
Origins of the High-Frequency Seismic Radiation
Correlation Between Seismic Radiation and Geometrical Complexities of the Kunlun Fault
[10] Considering that a curvilinear source along the Kunlun fault is an excellent approximation for the very long shallow Kokoxili earthquake, the array analysis resolves the instantaneous location of the radiating point on the fault. Repeating the analysis over progressive seismogram time windows, we can precisely illuminate the parts of the faults that generated most of the seismic radiation in the investigated frequency band (0.04-0.1 Hz). Given the global duration of the earthquake (100 s), this frequency range is well beyond the corner frequency and is therefore related to the high-frequency behavior of the earthquake.
[11] Analysis of the time semblance diagram ( Figure 3a ) reveals four local maxima corresponding to four different emission locations. All array detections over the progressive time windows are reported in Table S1 in the auxiliary material.
1 The source locations relative to local semblance maxima do not move when the time of the window center varies around the optimal value. This is simply explained considering that semblance analysis identifies an individualized waveform complexity, which is also retrieved for nearby windows integrating this complexity. Locations corresponding to these local maxima represent the four independent location emissions that our analysis is able to accurately resolve. Figures 3b, 3c , 3d, and 3e illustrate the array analysis of these well-resolved high-frequency source emitting points, taking into account the correction deduced from aftershocks.
[12] In order to estimate the uncertainties associated with these determinations, we follow the statistical approach of Fletcher et al. [2006] . We first check that our procedure does not depend on the choice of a reference station. Then we simulate noise-contaminated signals, where the noise is the difference, randomized in phase, between the stacked signal and the real signals at each station. Repeating the semblance analysis over 2000 realizations of the noisecontaminated signals, we define the 95% location confidence level, which we add in Figure 3 . The first emission location (P0) is found close to the rupture epicenter (90.85°E). Semblance and confidence level are not excellent (0.65 and ±0.32, respectively) for P0, which is likely due to the low radiation of the Rayleigh waves in this direction, close to the nodal plane. Subsequent analysis of Love waves shows that clear energy originates from the epicenter region. The second and third points (P1 and P2) are very clearly defined (semblance is 0.94 and 0.93, respectively). P1 is located at 92.02°E (±0.1) and P2 at 93.96°E (±0.2). The very high semblance at P1 and P2 shows that some localized wave emissions occur at these points of the fault. As a matter of fact, extended emissions, on distances longer than the studied wavelengths (30 km), would reduce the semblance. The last point (P3) is found at the rupture termination (94.5°E), with a confidence level of ±0.27. Finally, five other points with lower energy and coherency are defined along the Kunlun fault and are represented together with P0, P1, P2, and P3 in Figure 4 .
[13] The location of P1 and P2 strongly suggests that the seismic radiation is closely correlated with the rupture geometry. Precise analysis of the surface rupture produced by the Kokoxili earthquake reveals azimuth changes and jogs Xu et al., 2006; Klinger et al., 2006] , indicating limits of segments for the coseismic rupture. One of the clearest complexities is the azimuth change of 5.7°located at 92.05°E, associated with a large push-up ( Figure 5 ). When the earthquake reaches this geometrical complexity, the rupture transfers from the main localized fault to a myriad of small faults before resuming on the next localized segment King and Nabelek, 1985; King, 1986] . P1 location (92.02°E ± 0.1) matches very well this fault feature. Our analysis, based on periods longer than 10 s (wavelengths larger than about 30 km), does not directly prove that this 2-km-long feature is responsible for the emitted radiation. However, if this complexity is the origin of a major rupture propagation 
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VALLÉ E ET AL.: RUPTURE VELOCITY AND SEISMIC RADIATION change, it influences seismic radiation on a large frequency range. Successive analysis shows, for example, that a localized rupture velocity step strongly modifies the seismic radiation for periods between 10 and 25 s. The location of P2 also correlates very well with the largest azimuth change of the fault (7.8°) and, interestingly, with the highest density of aftershocks (Figure 4 ).
[14] The spatial collocations between the strongest fault complexities and the most energetic radiations indicate that the geometry of the Kunlun fault played an important role in the rupture propagation. However, at this stage, it is not clear if the radiation directly originates from the complexities (for example, change in focal mechanism) or if the complexities were the starting point of different rupture behaviors, which in turn modified the seismic radiation. The subsequent analysis, where a detailed temporal study is added to the spatial radiation distribution, helps us to answer this question.
Subshear and Supershear Rupture Velocity Regimes
[15] Onset times (Ti) associated with fault emission locations (Pi) cannot be determined with enough precision from the stacked signals because of the uncertainties related to the width of time window (25 s). To accurately obtain Ti, we conjointly use the period-time amplitude diagrams [Levshin et al., 1989 ] generated by Pi and by a nearby aftershock noted A. Period-time diagram computed from an aftershock A is used to define, as a function of period t, group time dispersion curves D A (t) for the paths connecting this aftershock and the considered stations [Shapiro et al., 1997] . The next step is to evaluate the group time dispersion curve associated with a subevent Pi assuming that there is no significant structural differences between two closely located paths. In this case, we only have to correct for the distance and the dispersion curve D Pi (t) associated with Pi, is related to D A (t) by
where R Pi and R A are the distances between the array and Pi and the array and A, respectively.
[16] We denote by Ei(t,t) the period-time amplitude diagram associated with Pi. Ti is obtained by maximizing the integral:
L(T) simply expresses the amplitude integrated along the dispersion curve shifted by a time delay T. Amplitude period-time diagrams associated with Pi and aftershocks are computed from corresponding weighted semblance stacks [Kennett, 1987] . This weighted semblance stack is a simple modification of the stack U ij (equation (1)), in which we multiply the stack value at time t by its associated semblance S ij , computed over a window centered on t. This helps us to isolate energy coming from desired locations. Figure 6 illustrates how this method is able to measure onset time T1 for the subevent P1 using the 21 November 2001 aftershock as reference. To define the uncertainty associated with the measured onset time (44.7 s), we used again noisecontaminated signals (see above for more information about the procedure), both for Pi and the aftershock. This shows us that the 95% time confidence level is ±0.7 s. Centre, EHB catalog [Engdahl et al., 1998 ]. Error bars for both location types are shown. A simple second degree polynomial optimization (green curve) corrects for the bias generated by structure complexities deflecting the wavefield. Figure 2a for more details on this location procedure. Note that seismograms in Figures 3b-3e may look different because of the applied normalization in each window. P0 is found close to the earthquake epicenter, P1 is located at 92.02°E (±0.1), P2 is located at 93.96°E (±0.2), and P3 is close to the earthquake termination (94.5°E) defined by other studies Xu et al., 2006] . Error bars on longitude (thick horizontal lines) have been defined using a statistical analysis on noisecontaminated signals.
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[17] The global results of the analysis for P1 (two aftershocks) and P2 (five aftershocks) are recorded in Table 2 . The measurement is shown to be little dependent on the chosen aftershock. The onset time differences are associated with small errors in aftershock location and origin times, and in the exact location of Pi. We use the standard deviation of T2 (T1 has only two measurements, which is not enough to reliably determine standard deviation) as an estimate of this error source. Adding this standard deviation (0.95 s) to the uncertainty of the measure itself (0.7 s), the temporal analysis shows that P1 and P2 were activated at 44 s and 70 s, respectively (±1.65 s) after the earthquake origin time. The dispersion curves cannot be precisely picked for P0, P3 and some other points identified along the fault (Figure 4) . Onset times associated with these radiating points are defined using an average group velocity of 2.94 km/s deduced from aftershocks. Gathering the spatial and temporal information, Figure 7 shows the time-distance evolution of the Kokoxili earthquake.
[18] Rupture velocity along the initial 130 km (before P1) is estimated between 2.7 and 3.3 km/s, which is close but lower than Rayleigh velocity. Behavior of the Kokoxili earthquake changes abruptly when rupture reaches P1. The distance between P1 and P2 is 175 km (±27 km) and the differential rupture time is 26 s (±3.3 s) which implies a rupture velocity between 5.1 and 8.9 km/s over this long segment of the Kunlun fault. Taking into account that, theoretically, the rupture velocity cannot exceed the P wave velocity in the shallow crust (6.5 km/s), the range of acceptable velocities is reduced to the interval 5.1 -6.5 km/s. This directly shows that rupture velocity may not only be supershear but also very close to the P wave velocity. This behavior, indicated by source inversion methods [Robinson et al., 2006; Bouchon and Vallée, 2003] (Figure 7) and Figure 4 . Location map of points imaged by array analysis (triangles, scaled to our level of confidence in the determination). Error bars relative to P0, P1, P2, and P3 are presented below the location of each point. Fault azimuth variations at P1 and P2 are represented as well as the Harvard CMT focal mechanism. Note that a pure vertical left-lateral strike-slip mechanism has been shown to better fit simultaneously surface and body waves [Robinson et al., 2006] . Circles are the 1-year aftershocks of the NEIC catalog, and red circles are the aftershocks used for array calibration (Figure 2 ). predicted by theoretical studies [Andrews, 1976; Day, 1982; Festa and Vilotte, 2006] , is here observed during the Kokoxili earthquake.
Acceleration and Deceleration Phases
[19] Existence of strong coherent arrivals clearly identified by the array analysis indicates that the origin of seismic radiation during this earthquake is highly localized. Several factors can be responsible for local energetic radiation: fault mechanism variations, large slip asperities, or rupture velocity changes [Madariaga, 1977; Campillo, 1983; Sato, 1994] . It can be argued that normal or inverse faulting components contaminating the dominant strike-slip mechanism could (6). This function quantitatively estimates how the dispersion curve of the aftershock should be shifted in time (dashed green line in Figure 6d ) to adequately simulate the dispersion curve of the main shock and gives therefore a measure of T1 (here 44.7 s).
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[20] To check which one of these hypotheses is realistic, we first apply the array analysis to transverse components (Figure 8 ). Seismograms have been projected along an average transverse direction, where Love surface waves are dominant. As transverse components are noisier for aftershock signals, we do not calibrate the array as we did for Rayleigh waves, but consider that the azimuthal correction remains the same. We have estimated the errors relative to the location emissions by the same statistical analysis conducted for Rayleigh waves. All array detections over the progressive time windows are recorded in Table S2 in the auxiliary material. Figure 8a , analogous to Figure 3a , reveals a similar pattern as the one revealed by Rayleigh waves: the positions L0, L1 and L3, relative to local maxima, match the position of P0, P1 and P2. L0 is better defined than P0 and confirms that this phase is emitted very close to the earthquake epicenter. The similarity between Love and Rayleigh wave observations shows that the strong energies emitted at P1 and P2 are not related to fault mechanism changes generating strong Rayleigh waves, but likely originate from a modification in the source process. The timing analysis of Li(i = 0, 3) cannot be made precisely as we did for Rayleigh waves. As a matter of fact, the exact transverse direction rotates as the source moves, leading to a contamination of Love waves by Rayleigh waves. However, estimates of the rupture velocity based on an average group velocity and the times of the window center, also imply a supershear behavior in the segment 92°E-94°E. Figure 7 . Time-distance evolution of the Kokoxili earthquake. Top left and bottom right insets show the location procedure for the two most coherent time windows corresponding to P1 and P2. Spatial and temporal uncertainties for P1 and P2 are represented by crosses in the time-distance diagram. Blue circles, with size proportional to semblance, show other points for which semblance is larger than 0.65. Since dispersion curves cannot be precisely picked for these points, the onset time is defined by using an average phase velocity of 2.94 km/s deduced from aftershocks. This diagram illustrates the three main phases of the Kokoxili earthquake: sub-Rayleigh rupture before P1, supershear rupture between P1 and P2, before returning to classical sub-Rayleigh rupture after P2. As a comparison, rupture velocity behaviors proposed by Bouchon and Vallée [2003] (dashed dotted line) and Robinson et al. [2006] (dashed line) are added.
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[21] The hypothesis of the asperity generated radiation is also unlikely because locations of strongly radiating parts on fault are poorly correlated with maximum slip. The largest surface breaks (Figure 9b) , as well as the largest slip imaged by interferometric synthetic aperture radar (INSAR) , occurred in the segment between 92.6°E and 93.5°E. Therefore, rupture velocity changes imaged by the array are very likely themselves the cause of strong seismic radiation. To validate this assumption, we simulated seismic waveforms using a onedimensional propagation medium deduced from the aftershock seismograms (Figure 10 ). Synthetic seismograms have been computed [Bouchon, 1981] using a pure leftlateral strike-slip mechanism following the Kunlun fault geometry. The kinematic model only considers the rupture velocity changes derived from array analysis (Figure 9c ). (Figure 3 ): L1 and L3 show energy bursts close to 92°E and 94°E, respectively, corresponding to P1 and P2. L0 images energy close to the epicenter, consistent with P0. L2 is related to a smaller energy burst, located at 93°E, that has not been well identified by Rayleigh waves.
VALLÉ E ET AL.: RUPTURE VELOCITY AND SEISMIC RADIATION
We have considered two slip functions: the first one is a uniform slip model (model 1), whereas the second one assumes that slip is twice larger in the supershear region (model 2), which schematically models the detailed surface displacement (Figure 9b ). Compared to the uniform model, model 2 only modulates the amplitude of the seismic radiation, but does not change the shape of the radiation complexity. The resulting synthetic seismograms related to model 1 (dashed green curve) and to model 2 (red curve) are presented in Figure 9d . Both models well explain the radiation complexity, showing that the wavefield is well described in terms of acceleration and deceleration phases.
This last observation also indicates that the rupture was continuously supershear between P1 and P2, and that the observed radiation at P2 is not due to a triggered event ahead of the wavefront. As a matter of fact, such a process would generate an acceleration phase at P2, with an opposite polarity, and would not explain the seismograms. Model 2 better reproduces the seismogram amplitudes, suggesting that the supershear regime is associated with a larger slip.
[22] This analysis shows that rupture accelerations and decelerations have a first-order effect on the high-frequency seismic radiation, which is consistent with theoretical results (average values are shown with a black line and the shadowed area indicates the uncertainties) and field observation [Xu et al., 2006] (shown with vertical bars). Little radiated energy is associated with the largest slip segment between 92.6°E and 93.5°E. Slip distributions inferred from other data, for example, INSAR analysis , are very similar and do not show large slip in the high-frequency radiation areas. (c) Rupture velocity scheme of the Kokoxili earthquake deduced from array analysis. Location uncertainties for P1 and P2 are indicated. (d) This kinematic behavior is employed to simulate seismograms at PHAP, using a crustal structure deduced from aftershock waveform fitting (Figure 10 ). Two simple slip distributions are considered, relative to model 1 and model 2 defined in the text. Synthetics for model 1(dashed green) and 2 (red) are in good agreement with the data (black) complexity in the 0.04 -0.1 Hz frequency band, showing that seismic radiation is directly related to acceleration and deceleration phases. Model 2 better explains the data amplitudes, suggesting that supershear rupture is associated with a larger slip. [Madariaga, 1977; Campillo, 1983; Sato, 1994] . The location of acceleration and deceleration phases governs the radiation complexity and slip variations only modulate the seismogram amplitudes. These observations have interesting consequences for the seismic source understanding. In terms of source analysis, the usual hypothesis that strong high-frequency radiation is associated with strong slip variations has to be reconsidered. In terms of seismic risk, it implies that the most damaged zones should be close to the rupture front irregularities rather than to the large slip areas.
Discussion and Conclusions
[23] The presented observations of the Kokoxili earthquake should help to fill a gap between theoretical and observational rupture seismology. We have directly put in light the relations between rupture propagation, fault com- Figure 10 . Waveform modeling of the 18 November 2001 (2200 UT) aftershock. Using a focal mechanism consistent with Harvard CMT, associated with a simple velocity structure (presented at the bottom), Rayleigh surface waves of this aftershock are shown to be well modeled. Synthetics (red) and data (black) are band-pass-filtered between 0.04 and 0.1 Hz. The velocity structure is used to model the main shock waveforms in Figure 9d . plexity, and high-frequency seismic radiation. We show that the earthquake initiation is associated with a first highfrequency seismic radiation (P0). Between P0 and P1, the rupture propagates with a classical subshear rupture velocity ($3 km/s). When the rupture arrives at P1, 130 km after its initiation, it brutally accelerates and approaches the P wave velocity ($6 km/s). This extreme rupture velocity, which has been inferred by indirect inversion techniques, is here directly observed by the array analysis. The abrupt regime change at P1 generates strong high-frequency radiation as predicted by theoretical and numerical studies [Madariaga, 1977; Campillo, 1983; Sato, 1994] . Once the supershear regime is established, between P1 and P2, little highfrequency radiation is emitted, as expected for a steady propagation. 175 km after P1, the rupture decelerates at P2, which is the origin of another high-frequency phase. This emission location is well correlated with the highest density of aftershocks, suggesting that the end of the supershear regime is a zone of complex stress reorganization. Finally, the rupture dies 50 km farther at P3, generating a last highfrequency radiation.
[24] The rupture velocity regimes are interestingly correlated with fault geometry. Beginning a few kilometers after P1, between 92.2°E and 92.9°E, the rupture is partitioned between the main strike-slip fault and an auxiliary normal fault . This could be understood because mode III rupture (here dip slip) cannot theoretically propagate at supershear speeds. Development of an auxiliary sub-Rayleigh fault would allow the accommodation of this slip component away from the strike-slip supershear segment. P1 and P2 themselves, the transition points where the rupture accelerates and decelerates, are not ordinary points of the Kunlun fault. P1 is a complex transition zone between two well localized fault segments with different azimuths (Figure 5 ). When the earthquake reaches this geometrical complexity, the rupture transfers from the main localized fault to a myriad of small faults before resuming on the next localized segment. Such a variation in the rupture propagation is likely to generate acceleration and deceleration phases, consistent with the collocation of P1. We can infer that when rupture arrives at P1, with a well established subRayleigh velocity, a small modification of the fault properties may drive the rupture to the supershear regime. Moreover, the azimuth change at P1 (5.7°toward the extensional side of the fault) modifies the stress on the fault, and it has been experimentally and theoretically shown [Rousseau and Rosakis, 2003; Bhat et al., 2004] that the rupture is generally promoted in this case. We propose that the conjoint effects of well established rupture, of a geometrical complexity, and of a favorable modification of the stress have driven the rupture to the supershear regime. At P2, the opposite effect occurs. The rupture encounters the strongest azimuth change of the fault (7.8°), which orients the subsequent rupture toward the compressional side. Moreover, the rupture propagates after P2 on an auxiliary fault with a larger inverse component, which impedes the supershear propagation.
[25] Our study not only shows that the acceleration and deceleration phases related to P1 and P2 exist, but also that they are the dominant signals of the seismograms. We demonstrate that the waveforms are very well explained by a simple rupture velocity model, where rupture velocity jumps to 6 km/s at P1, before decreasing at P2, and stopping at P3. Slip variations only have a second-order influence, modulating the radiation amplitude but not its shape. This finding has important implications in terms of earthquake source process inversion, classically conducted since the works of Olson and Apsel [1982] and Hartzell and Heaton [1983] . This last approach deduces from the seismic radiation the slip, rupture velocity and risetime on the fault. Contrary to our array analysis, where we can extract rupture velocity independently from the slip, these two parameters are retrieved conjointly in source inversion methods. A certain level of coupling between slip and rupture velocity has lead most studies to preferentially invert for slip, constraining or fixing the values of the rupture velocity. This assumption is generally argued by the fact that a number of earthquakes tends to have rupture velocity of the order of 80% of the shear velocity [e.g., Heaton, 1990] . Our results imply that this choice should be reconsidered, because rupture velocity may exhibit significant variations that result in strong radiation, at least when short periods (i.e., shorter than the source duration) are analyzed.
[26] Finally, the influence of the rupture velocity on the seismic radiation has important consequences for seismic scenarios of strong ground motion. These scenarios generally consider that the complexity of the high-frequency seismic radiation is closely related to the complexity of the static slip on the fault. This is, for example, the main idea of the initial k 2 model [Herrero and Bernard, 1994; Bernard et al., 1996] . Our observation of the Kokoxili earthquake implies that the role of the rupture velocity should be enhanced, as proposed by Hisada [2000 Hisada [ , 2001 . The radiation complexity would be linked to the complex variations of the rupture velocity, generating acceleration and deceleration phases, while the slip would only modulate this radiation. We have shown here that the array analysis of the Kokoxili earthquake provides information at a broad scale, from the mechanics of the earthquake rupture to the origins of strong ground motion generation. It should help a better understanding and modeling of the complex interaction between fault geometry, rupture properties and seismic radiation.
