Designing Multicaloric Materials with Martensitic Phase Transitions for Future Cooling Applications by Taubel, Andreas
Designing Multicaloric
Materials with Martensitic
Phase Transitions for Future
Cooling Applications
Design-Strategien für multikalorische Materialien mit martensitischem Phasenübergang für
zukünftige Kühlanwendungen
Zur Erlangung des akademischen Grades Doktor-Ingenieur (Dr.-Ing.)
Genehmigte Dissertation im Fachbereich Material- und Geowissenschaften von Andreas
Taubel aus Gelnhausen
Tag der Einreichung: 13. Oktober 2020, Tag der Prüfung: 9. Dezember 2020
1. Gutachten: Prof. Dr. Oliver Gutfleisch (Technische Universität Darmstadt)
2. Gutachten: Prof. Dr. Heiko Wende (Universität Duisburg-Essen)
Darmstadt
Designing Multicaloric Materials with Martensitic Phase Transitions for Future Cooling Applications
Design-Strategien für multikalorische Materialien mit martensitischem Phasenübergang für zukünftige
Kühlanwendungen
Genehmigte Dissertation im Fachbereich Material- und Geowissenschaften von Andreas Taubel
1. Gutachten: Prof. Dr. Oliver Gutfleisch (Technische Universität Darmstadt)
2. Gutachten: Prof. Dr. Heiko Wende (Universität Duisburg-Essen)
Tag der Einreichung: 13. Oktober 2020
Tag der Prüfung: 9. Dezember 2020
Darmstadt
Bitte zitieren Sie dieses Dokument als:
URN: urn:nbn:de:tuda-tuprints-173651
URL: http://tuprints.ulb.tu-darmstadt.de/17365
Dieses Dokument wird bereitgestellt von tuprints,
E-Publishing-Service der TU Darmstadt
http://tuprints.ulb.tu-darmstadt.de
tuprints@ulb.tu-darmstadt.de
Die Veröffentlichung steht unter folgender Creative Commons Lizenz:
Namensnennung – Keine kommerzielle Nutzung – Keine Bearbeitung 4.0 International
http://creativecommons.org/licenses/by-nc-nd/4.0
Erklärungen laut Promotionsordnung
§8 Abs. 1 lit. c PromO
Ich versichere hiermit, dass die elektronische Version meiner Dissertation mit der schriftlichen Version
übereinstimmt.
§8 Abs. 1 lit. d PromO
Ich versichere hiermit, dass zu einem vorherigen Zeitpunkt noch keine Promotion versucht wurde. In
diesem Fall sind nähere Angaben über Zeitpunkt, Hochschule, Dissertationsthema und Ergebnis dieses
Versuchs mitzuteilen.
§9 Abs. 1 PromO
Ich versichere hiermit, dass die vorliegende Dissertation selbstständig und nur unter Verwendung der
angegebenen Quellen verfasst wurde.
§9 Abs. 2 PromO
Die Arbeit hat bisher noch nicht zu Prüfungszwecken gedient.




The demand for cooling devices and the corresponding energy costs are constantly expanding, driven by
the growth of global population and the economies of fast-developing countries in warm climates. Novel
caloric cooling solutions are an alternative that do not rely on environmentally harmful refrigerants and can
provide a better energy-efficiency compared to the conventional vapor-compression technology. Especially
magnetocaloric cooling is in focus of research activities including material research and well-performing
device development. In order to optimize the material, many requirements need to be taken into account
and each material system behaves differently under the application of an external magnetic field. This work
focuses on the development of the MM’X material family with a conventional magnetocaloric effect and the
various systems of Heusler alloys showing the inverse magnetocaloric effect. Both systems have in common
that they experience a martensitic transition between a high-magnetization and a low-magnetization state.
The MM’X base system of MnNiGe can be tuned by the isostructural alloying method, which is investigated
in detail in this work. Therefore, Mn is substituted partially by Fe as well as Ge by Si. This enhances the
magnetization change of the magnetostructural phase transition, reduces the amount of expensive Ge and
allows for tailoring the transition temperature. The resulting alloys show very large isothermal entropy
changes for small pieces of material. A difficulty that arises for this system is the mechanical integrity
together with the low magnetic-field dependence of the transition temperature. The very good sensitivity
of the transition towards hydrostatic pressure reveals barocaloric purposes as a very attractive field of
application for these materials.
A direct comparison with the versatile family of Ni-Mn-based Heusler alloys underlines their high
potential for magneto- and multicaloric applications. With stoichiometric changes, the phase transition
can be adjusted and also the magnetic-field dependence of the transition temperature is found to scale
directly with the difference of the transition temperature to the austenite Curie temperature. The most
promising system for low magnetic field changes is Ni(-Co)-Mn-In. Even though Ni(-Co)-Mn-Sn shows
similar isothermal entropy changes, adiabatic temperature changes cannot compete. The drawback of a
significant thermal hysteresis of around 10K to 15K, which hinders a good cyclic performance of Heusler
alloys, can be turned into an advantage by considering the novel approach of a multi-stimuli cycle, which
exploits the thermal hysteresis to lock the material completely in its transformed state after a magnetic-field
application. The necessary reverse transformation can be carried out by the application of pressure/stress
as a second stimulus requiring a good pressure/stress-sensitivity of the transition temperature. Among
the Heusler alloys, the novel all-d Heusler alloys of Ni-Co-Mn-Ti represent a promising material system
for this approach. Their magnetocaloric performance is compared to the other Heusler alloys in small
magnetic field changes of 2T as well as for higher and faster field changes since the multi-stimuli approach
allows for concentrated magnetic fields. Detailed investigations on the microstructure give insights that
are crucial in order to understand the transition behavior. Analyzing the temperature-, magnetic field-,
and pressure-induced phase transitions allows for assessing the potential of using the different Heusler
systems for magnetocaloric and/or multicaloric cooling applications. This thesis puts the general properties
of different material systems in a broad context and aims at providing principal design rules for the studied
systems in order to develop and tailor well-performing caloric materials.
iv
Zusammenfassung
Wir leben in einer Zeit, in der die Weltbevölkerung stetig anwächst, ebenso wie die Nachfrage an leis-
tungsstarken Kühlgeräten speziell in Länder mit sich rasant entwickelnder Wirtschaft in warmen Regionen
der Erde. Neuartige kalorische Kühlanwendungen sind eine Alternative, die nicht auf umweltschädliche
Kältemittel angewiesen ist und im Vergleich zu herkömmlichen Gaskompressionsgeräten eine bessere
Energieeffizienz bieten kann. Um potentielle Materialien zu optimieren, müssen viele Anforderungen
berücksichtigt werden und jedes Materialsystem verhält sich unter Anlegen eines externen Magnetfelds
unterschiedlich. Diese Arbeit konzentriert sich auf die Entwicklung der MM’X-Materialfamilie mit einem
konventionellen magnetokalorischen Effekt sowie verschiedene Heusler-Legierungen, die einen inversen ma-
gnetokalorischen Effekt zeigen. Beiden Systemen ist gemeinsam, dass sie einen martensitischen Übergang
zwischen einem Zustand hoher Magnetisierung und einem Zustand niedriger Magnetisierung besitzen.
Das MM’X-System aus MnNiGe kann durch das in dieser Arbeit ausführlich untersuchte isostrukturelle
Legierungsverfahren variiert werden. Dabei wird Mn teilweise durch Fe sowie Ge durch Si substituiert.
Dies verbessert die Magnetisierungsänderung des magnetostrukturellen Phasenübergangs, verringert
die Menge an teurem Ge und ermöglicht die Anpassung der Übergangstemperatur. Die resultierenden
Legierungen zeigen sehr große isotherme Entropieänderungen für kleine Fragmente. Eine Schwierigkeit
dieses Systems ist die mechanische Beständigkeit zusammen mit der geringen Magnetfeldabhängigkeit der
Übergangstemperatur. Die sehr gute Empfindlichkeit des Übergangs gegenüber hydrostatischem Druck
zeigt, dass barokalorische Systeme ein geeigneteres Anwendungsgebiet für diese Materialien sein können.
Ein direkter Vergleich mit verschiedenen Heusler-Legierungen auf Ni-Mn-Basis unterstreicht deren hohes
Potenzial für magneto- und multikalorische Anwendungen. Durch Anpassen der Stöchiometrie kann sowohl
der Phasenübergang als auch die Magnetfeldabhängigkeit der Übergangstemperatur gezielt eingestellt
werden. Das vielversprechendste System für geringe Magnetfeldänderungen ist Ni(-Co)-Mn-In. Obwohl
Ni(-Co)-Mn-Sn ähnliche isotherme Entropieänderungen zeigt, sind die erzielbaren adiabatischen Tem-
peraturänderungen deutlich geringer. Eine nachteilige thermische Hysterese von etwa 10K bis 15K, die
eine gute zyklische Leistung von Heusler-Legierungen verhindert, kann durch den neuartigen Ansatz eines
Multi-Stimuli-Zyklus zu einem Vorteil umgesetzt werden. Dabei wird die thermische Hysterese genutzt
um das Material nach einer Magnetfeldanwendung vollständig in seinem transformierten Zustand zu
erhalten. Die notwendige Rückumwandlung kann durch Anlegen von Druck als zweitem Stimulus durch-
geführt werden. Unter den Heusler-Legierungen stellen die neuartigen all-d-Heusler aus Ni-Co-Mn-Ti
ein vielversprechendes Materialsystem für diesen Ansatz dar. Ihre magnetokalorischen Eigenschaften
werden mit anderen Heusler-Legierungen vor allem bei höheren und schnelleren Feldänderungen vergli-
chen, da der Multi-Stimuli-Ansatz konzentrierte oder gepulste Magnetfelder ermöglicht um ein möglichst
geringes Volumen einer Magnetfeldquelle zu nutzen. Durch die Analyse der temperatur-, magnetfeld-
und druckinduzierten Phasenübergänge kann das Potenzial der Verwendung der Heusler-Systeme für
magnetokalorische und/oder multikalorische Kühlanwendungen bewertet werden. Diese Arbeit setzt die
verschiedenen Eigenschaften der untersuchten Systeme in einen größeren Kontext und zielt darauf ab,
grundlegende Regeln herauszuarbeiten, um leistungsfähige kalorische Materialien weiterzuentwickeln und
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1 Introduction and Motivation
As a result of industrialization, the standards of living across the globe have increased drastically over the
last decades and centuries. What has first resulted in an enormous growth in the industrial sector starting
with the development of the first steam engine in the 18th century, has led to intense research activities
in the fields of medicine, biology, physics, chemistry and engineering sciences. Many discoveries have
been made that changed life on earth drastically and paved the way for future technologies. As a result of
that accelerating development, world population has been and is still growing exponentially, the average
life expectations are increasing as well and the standards of living are rising in many countries [2, 3].
Technological evolutions contributing to make life easier have spread very fast over the last years and
decades. The other aspect of that fast technological evolution is the energy demand and the environmental
consequences that result from the emerging new technologies. Even though many research activities are
devoted to energy efficiency, it happens that the energy consumption even rises after the implementation of
a more energy efficient technology. This has been observed first in 1866 by Jevons [4], who reported about
a drastic increase in the British coal consumption over decades despite the introduction of the more fuel-
efficient version of a steam engine by Watt in 1776 [5, 6]. This phenomenon is known as the Jevons paradox
and has been adopted for modern energy consumption society in the 1980’s as the Khazzoom–Brookes
postulate [7, 8], also denoted as rebound effect [9]. The fast development of technological progress in
terms of more energy efficient technologies is therefore strongly connected to more affordable energy
for society as well as to an economic growth, both leading to the result that more energy is consumed -
but more efficiently. The constantly rising energy consumption, not only in the industrial but also in the
residential sector, is directly associated to the rapidly growing amount of CO2 emissions driving the global
climate change [10].
A technology that has not been changed in its fundamental working principle over the past century
is refrigeration and the overall contribution of the refrigeration sector to climate change is frequently
overlooked. This includes household fridges, commercial refrigeration, refrigerated transport as well as
air conditioning systems and heat pumps, which are all mainly based on gas compression cycles. Today a
total number of roughly 3 billion devices associated with these applications are in use [11]. As a result, the
refrigeration sector accounts for 7.8% of global greenhouse gas emissions, of which one third result from
direct emission of fluorocarbons and two thirds are due to indirect emission from the electricity production
needed to operate the devices [12]. This also means that 17% of the global energy consumption is required
for refrigeration and air-conditioning (AC) [11]. A study of Issac and van Wuren from 2009 [13] predicts
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Figure 1.1: Past evolution of global air-condition devices since 1990 and projection of future development
until 2050. Data is taken from [19].
that the global energy demand that is required for cooling purposes will outrage the energy that is needed
for heating within the second half of this century. This is not only a direct consequence of global warming
but also of the rapidly growing economies and standards of living in fast developing countries located in
the warm and tropical regions of the earth. It is predicted that in 30 years, two-third of all households
worldwide will be equipped with air-conditioning systems, especially the amount in India, Indonesia and
China is expected to grow drastically (see Fig. 1.1) [14]. These assumptions lead to a baseline scenario
estimating that the energy demand for space cooling will triple by 2050 [14]. On the one hand, the
result is an increase in CO2 production as the worldwide energy mix mainly consists of non-renewable
resources. On the other hand, the usage of cooling liquids that often contain environmentally harmful
cooling agents with a drastically high Global Warming Potential (GWP) will increase [15]. In the framework
of the environmental programme of the United Nations, new regulations have been introduced in order
to phase down the use of chlorofluorocarbons (CFC) by the Montreal Protocol in 1987 [16] and of the
afterwards emerging hydro-chlorofluorocarbons (HFC) by the F-gas Regulation of the European Union in
2014 [17] and the Kigali-Amendment to the Montreal Protocol in 2016 [18].
In order to provide an alternative solution, magnetocaloric cooling is a topic that has been in focus
of intense research since the end of the 1990’s. However, the magnetocaloric effect has already been
discovered for nickel in the beginning of the 20th century by Weiss and Piccard [20]. It was used initially
as a way to decrease the temperature below the boiling point of helium, which was carried out in 1933
by Giauque and MacDougall [21] reaching for the first time an absolute temperature of 0.25K by using
Gd-based paramagnetic salts. The importance of these pioneering works are underlined by the Nobel price
in chemistry that has been awarded to William Giauque in 1949 for his low temperature experiments [22].
Magnetic refrigeration is based on the entropy change that results from the orientation of magnetic
moments or an induced magnetostructural phase transition in an external magnetic field. This solid-state
cooling technique has been proposed to be more energy efficient than the conventional gas compression
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cooling and can therefore represent a promising alternative [23–26]. In addition, the main parts that are
needed for the operation are a magnetocaloric material, a magnetic field source and a heat exchanger
system, which can consist of a simple liquid like water, for example. This would mean a renunciation of
environmentally harmful HFCs, thus supporting the claimed goals of the United Nations and the European
Union to achieve a phase down of HFCs [17, 18] and control the man-made global warming impact on below
1.5 °C compared to pre-industrial times according to the Paris Agreement [27]. It has to be considered
that also the conventional cooling industry develops and adapts to the legislative changes. Refrigerants
with a negligible GWP (mainly R-600a/isobutane) are already in use for household refrigerators without a
significant loss in energy efficiency compared to CFCs and HFCs [28]. Nevertheless, many alternatives are
flammable and very close to the theoretical efficiency limit [29]. Despite saving direct emissions, indirect
emissions by energy consumption are still improvable. On the other hand, new low-GWP refrigerants
for other power or temperature regimes are not as efficient. For example, energy-efficient alternatives
for applications below room temperature (below −20 °C) for centrifugation of blood cells bear a risk of
explosiveness, which is a critical issue for contaminated or valuable samples. Such niche applications that
are not too price-sensitive need to be determined in order to establish caloric cooling technologies on the
market and develop it further to achieve energy savings also on large scale applications.
However, there are still problems that have to be solved for the magnetocaloric cooling technology in
order to enter the market. Despite the fact that a certain amount of demonstrators and prototypes has been
built and presented by companies and institutes [23, 30–35], the proposed energy efficiency has not been
proven yet in an overarching manner for a working device. Thus, the commercialization and market entry of
this potentially advantageous technology for the environment has not been realized yet. In addition, many
of the promising material systems contain critical/expensive elements like cobalt, indium, gadolinium or
germanium [36]. The most crucial goal for magnetocaloric research is becoming economically competitive
with the existing refrigerators. One important aspect of this competitiveness is the cyclic performance of
the material as well as the long-term stability [37]. Materials with a large magnetocaloric effect are often
based on a first-order magnetostructural phase transition that is characterized by a thermal hysteresis.
This hysteretic behavior leads to losses during cyclic application of the phase-change material, which
decreases the performance of the material in cyclic fields [38]. For this reason, the understanding of the
thermal hysteresis and its reduction in known compounds as well as the finding of novel compounds with
outstanding properties is an important research topic for efficient magnetocaloric materials.
One additional challenge that arises for magnetocaloric devices is the production of a varying magnetic
field that is as large as possible. The easiest solution is to use permanent magnet arrays [39]. However,
strongest hard magnets are made out of Nd-Fe-B, which is critical in terms of environmental issues during
extraction as well as the high prize of the rare-earth element Nd [40]. For this reason, also other solid
state caloric cooling techniques are in focus of research [41, 42]. These alternatives use a phase transition
that is induced by electric fields (electrocaloric effect), hydrostatic pressure (barocaloric effect) or uniaxial
pressure (elastocaloric effect). All of them also deal with major problems hindering their easy application
in refrigeration applications.
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In order to tackle the problem of expensive permanent magnets and a large thermal hysteresis simulta-
neously, a multicaloric cooling cycle has been proposed recently [43]. It combines a completely irreversible
magnetocaloric effect with a short time magnetic field application that induces a phase transition and locks
the material in the induced state. In order to transform the material back to its initial state, uniaxial or
hydrostatic pressure can be used as a second stimulus. This is carried out after heat transfer to a heat
exchange liquid. By this, the difficult task of reducing the thermal hysteresis can be eliminated and instead,
a large hysteresis can even be beneficial. The new approach reduces the volume of the magnetic field
required because the material is locked after the field removal in its transformed state by the thermal
hysteresis. As a consequence, the magnetic field does not have to be maintained during the heat exchange.
However, a precise design of the material’s phase transition is necessary to adjust the thermal hysteresis
in order to reduce the magnetic field strength and the pressure that is required to induce a completed
transition.
This work investigates two material families with a first-order magnetostructural phase transition that is
of martensitic nature and exhibits a magnetocaloric effect. By investigating the tuning of the transition by
stoichiometry, external pressure and magnetic field for different material systems, the manifold aspects of
optimizing a magnetocaloric material will be discussed. The versatile material family of Heusler alloys will
be considered in addition to explore the benefits and challenges of optimizing a multicaloric material for
the new multi-stimuli cycle. First of all, the deviating material requirements will be investigated compared
to the conventional magnetocaloric cooling cycle. In addition, the systematic development of the novel
Ni-Co-Mn-Ti material system is carried out in detail. The comprehensive scope of this work is to summarize
principle design rules for tackling the challenges of developing existent and novel material systems towards
their application in a working caloric cooling application.
After a detailed explanation on the fundamental principles of the magnetocaloric effect and its application
as well as the most promising material systems, the experimental techniques applied for the results of
this work will be introduced in Chapter 3. The Ni(-Co)-Mn-X Heusler alloys with X being main group
elements (X=Al, In, Sn) and the potential of these different materials for magnetocaloric applications are
discussed in Chapter 4. The new concept of all-d-metal Heusler alloys will be introduced in Chapter 5. The
magnetocaloric and mechanical properties of the Ni-Co-Mn-Ti alloy system will be shown here with respect
to the performance in low and high magnetic-field changes as well as the suitability for a multi-stimuli
caloric cooling approach. The design of the MM’X material system of MnNiGe and the magnetocaloric
properties are presented in Chapter 6. Chapter 7 will give an overview on the different material systems
considered in this work and propose principal design rules for the development of known and novel
magnetocaloric materials.
4 1 Introduction and Motivation
2 Fundamentals
In the following chapter, the fundamental background of physical phenomena underlying the work
in this thesis will be discussed. This will mainly cover the fundamentals of phase transitions including
especially martensitic transitions, which play an important role for promising magnetoclaoric materials.
In addition, the magnetocaloric and related caloric cooling effects are discussed in combination with the
requirements that need to be fulfilled by a well-performing caloric material. Subsequently, an overview on
the most prominent materials will be given followed by an introduction of the relevant materials that are
investigated in this thesis.
2.1 Fundamentals of phase transitions
According to the theories of Landau [44] and Ehrenfest [45], phase transitions can be separated into
different categories. In 1933, Keesum and coworkers found evidence for a phase transition in liquid helium
by measuring the dielectric constant and additionally by observing a "jump" in heat capacity, despite
the absence of latent heat at the so-called lambda point (named after the shape of the measurement
curve) [46, 47]. This motivated Ehrenfest to describe the categorization of phase transitions as changes
in the respective derivatives of the Gibbs free energy G by the occurrence of "jumps" [45]. The total G is
given as the sum of the inner energy U and the thermodynamic potential products for entropy S multiplied
with temperate T as well as volume V multiplied with pressure p:
G = U − ST + V p (2.1)
Assuming a system of constant pressure, the first derivative of Gibbs free energy G with respect to








The second derivative with respect to temperature describes the corresponding heat capacity cp of a
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The Ehrenfest classification states that the order of a phase transition is equal to the respective derivative
of G with temperature (or pressure) that is discontinuous at the transition. Thus, a phase transition is of
first-order when featuring two different slopes of the temperature-dependent G at the phase-transition
temperature leading to a discontinuous (jumping) change in entropy that features a divergence in the heat
capacity. A phase transition with a continuous change in entropy but a discontinuous change of the heat
capacity is termed as second-order. The same argumentation applies for the pressure-dependent G and the
volume.
The Landau theory of phase transitions describes the contributing phases by the order parameter as a
power series of the thermodynamic potential, which exhibits a symmetry break upon phase transition [44].
The order of a phase transition is here given by the continuous or discontinuous change in this order
parameter, which can vary between zero (full disorder) and one (completely ordered). For example
magnetic systems are described by the magnetization as the order parameter. Many materials exhibit for
example a phase transition from paramagnetic (PM) to ferromagnetic (FM) at a certain temperature, which
is denoted as the Curie temperature TC . By decreasing the temperature in zero magnetic field, the magnetic
spins are aligning parallel at the Curie temperature because the system is not provided with enough thermal
energy to maintain the spin disorder. Because this phase transition is characterized by a continuous change
of the magnetization (see Fig. 2.2 (a)), the Curie temperature is the critical phase-transition temperature
belonging to a transition of second order.
As a second example, a system with a magnetostructural phase transition will be considered, which is
often the case for prominent magnetocaloric materials. Here, the phase transition is often described by
a structural change of the material. Therefore, not only the magnetization needs to be regarded as an
order parameter, but also the crystal symmetry. At the structural phase transition temperature, the material
changes either the crystal symmetry or the lattice constants in a discontinuous manner. The first case
is denoted as a structural phase transition and the latter one is termed dilational phase transition [48].
Both belong to the class of first-order transitions. These phase transitions have in common that they
are characterized by a discontinuous change of the volume and a resulting peak of cp at the transition
temperature (in accordance with the Ehrenfest classification). Additionally, they are accompanied by a
latent heat that is absorbed or released when going through the phase transition as it is well-known for the
phase transition from a solid to a liquid state and vice versa.
2.1.1 Martensitic phase transitions
The martensitic phase transition describes a special case of a first-order phase transition. It is named
after the German metallurgist Adolf Martens and classically describes the transformation of steel into
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the martensitic phase. This kind of transition is a structural phase change from a high-symmetry (often
cubic) high-temperature phase to a low-symmetry low-temperature phase. In accordance to the naming
of the involved phases in steel, the high-temperature phase is called austenite and the low-temperature
phase is called martensite. The main characteristic of the martensitic transition is its diffusionless nature.
The martensite structure is formed from the austenite only by distorting the lattice and the formation
of twin boundaries. Referring to the example of steel, the martensite formation is carried out by the
so called Bain transformation path [49], where the face-centered cubic (fcc) austenite is converted to a
tetragonally distorted body-centered cubic (bcc) structure by a diffusionless transformation path. The
martensitic transition in steel is depending on the cooling rate because it is connected to the suppressed
diffusion of solute carbon atoms on the bcc austenite interstitial sites that are not soluble any more in the
low-temperature fcc phase due to the reduced size of the available interstitial positions. Consequently, the
martensite phase of steel is a metastable phase and its formation depends on dynamic effects. In contrast,
a diffusionless martensitic transition in general can appear also between two thermodynamically stable
phases that are named according to the situation in steel as martensite for the low-temperature phase and
austenite for the high-temperature phase.
Due to the first-order nature of martensitic phase transitions, a thermal hysteresis separates the trans-
formation depending on the temperature history of the sample. The martensite formation during cooling
takes place at lower temperatures than the austenite formation upon heating. The reason is the interface
energy between the two different crystal structures that needs to be overcome by undercooling/overheating
below/above the equilibrium transition temperature in order to form stable nuclei of the new phase.
For non-ideally sharp transitions, both branches are characterized by a continuous change of the phase
fraction. However, the low-temperature and high-temperature end of the transition evolution are usually
asymmetric because the formation of austenite is more a growth process of residual austenite phase in voids
of the martensite needle structure, which is happening more gradually compared to the sharp growing of
martensite nuclei upon cooling [50]. The characteristic temperatures for the martensitic transition are
called martensite start and finish (Ms and Mf ) for the martensite formation and austenite start and finish
(As and Af ) for the austenite formation.
Characteristic for the martensitic structure is the occurrence of twin boundaries. For the case of a cubic
to tetragonal transition, the cubic unit cell can be distorted so that the new c-axis of the martensite lies
along one of the three parent lattice directions a, b, and c of the austenite. This tetragonal martensite is
denoted as non-modulated L10. Consequently, three different martensitic variants are possible for one
parent austenite grain [51, 52]. The diffusionless distortion of the lattice leads to large elastic energies at
the phase boundary between austenite and martensite. The resulting stresses at the interfaces due to the
lattice mismatch are accommodated by the alternating formation of variants with long c-axis and short
a-axis along the phase boundary. A highly symmetric, therefore energetically favorable, twin boundary is
occurring between these different variants [52].
In addition, different modulated martensitic variants can occur as a result of phonon softening and
adaptive nanotwinning [52–55]. They combine a certain sequence of tetragonal variants separated by twin
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boundaries in order to match the parent austenite lattice and to form an adaptive martensite with a coherent
phase boundary [56]. For example, a sequence of 5 and 2 building blocks of two different tetragonal
unit cell variants separated by a twin boundary forms a so called 14M martensite with a monoclinic unit
cell. Other often appearing modulated forms are the 5M, 7M and 10M martensite. Each possibility of
modulation is connected to the c/a ratio of the non-modulated tetragonal unit cell.
2.2 Caloric solid-state cooling effects
The whole world uses cooling for everyday life purposes. While in former times cutting ice blocks
and shipping them around the globe was an attractive business, the development of vapor-compression
refrigeration systems started to revolutionize the cooling industry in the end of the 19th century. Due to the
large size of the first devices, they were predominantly used for industrial large-scale applications. With
further development, the vapor-compression refrigerators began to be distributed also for household uses
from the 1930’s on. This technology is mainly based on the expansion and compression of gases using
the latent heat of the first-order phase transition in a heat exchanger and has been applied in the same
manner since its development in the late 19th century. However, the demand for cooling will rise drastically
within this century [14]. In order to save energy, a more energy-efficient solution can make a significant
contribution to a reduction of worldwide CO2 emissions. In addition, many refrigerants used for cooling
contain environmentally harmful substances like chlorofluorocarbons (CFC) and hydrofluorocarbons (HFC)
that contribute drastically to the ozone layer depletion. Nowadays new regulations have been passed,
which aim at phasing down the use of many of those environmentally harmful refrigerants possessing a
high GWP [17, 18]. The main alternatives are either toxic, flammable or inefficient at moderate pressures.
An alternative option can be provided by cooling techniques using the caloric effects of solid-state mate-
rials. Most prominent examples are the magnetocaloric (MCE), electrocaloric (ECE), elastocaloric (ElCE)
and barocaloric effect (BCE) (see Fig. 2.1 (a)). These caloric effects use a phase transition between
two solid states, which is accompanied by a large change of an order parameter (MCE: magnetization,
ECE: polarization, ElCE: uniaxial strain, BCE: volume). This phase transition is therefore characterized by
a considerable entropy change, which can be used for cooling effects by inducing the phase transition with
an external stimulus that is changing in a cyclic manner.
2.2.1 Magnetocaloric effect and device implementation
In the following section, the magnetocaloric effect induced by an external magnetic-field application
will be explained in detail because it is the highest developed method towards applications and the most
relevant for this thesis. This schematic cycle shown in Fig. 2.1 (b) can be transferred to the other caloric
cooling effects by substituting the order parameter and the respective external stimulus which induces a
change for this physical property as depicted in Fig. 2.1 (a). In the starting state of the magnetocaloric
cycle, the material is at a certain temperature and in a well-defined magnetic state. For this explanation we
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Figure 2.1: Overview on the different kinds of caloric solid state cooling effects with their respective or-
der parameters (magnetization, volume, polarization and strain) and the external stimuli that
can be applied to induce the effect (a). This image is taken from [57]. The main steps of a
magnetocaloric cooling cycle are shown schematically in (b).
consider the material to be in the paramagnetic state with a random orientation of the magnetic moments.
The classical magnetocaloric cooling cycle consists of four main steps [58]:
(1) In a first step, a magnetic field as the external stimulus is applied to the magnetocaloric material
adiabatically. As a result, the randomly oriented magnetic spins of the initial state are aligned along
the external field and the macroscopic magnetization changes. Because of the adiabatic conditions,
the overall entropy of the system needs to be constant. Consequently, the decreased entropy of the
magnetic subsystem due to the orientation of the moments needs to be compensated by an increased
lattice entropy. This is realized by stronger lattice vibrations, which means an increase in temperature
from T0 to T1.
(2) Subsequently, the produced heat is released while the magnetic-field strength is maintained. The
result is a magnetized material that is again at the starting temperature of the cycle.
(3) Now the magnetic field is decreased again adiabatically leading to a demagnetization of the mate-
rial. As an opposite effect of step (1), the increasing entropy of the randomized magnetic spins is
compensated by reduced lattice vibrations. Thus, this step leads to a cooling of the magnetocaloric
material.
(4) Finally, the reduced temperature of the magnetocaloric material can be used for a heat exchange
with the cooling target (the inside of a fridge for example) by a heat exchanger setup. In the end,
the material is in the demagnetized state and at the starting temperature T0 of step (1), where the
cycle can be carried out again.
For carrying out this cycle, the magnetocaloric material being used needs to fulfill certain requirements
in order to harvest a maximum possible effect. The two most important figures of merit for the assessment
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of magnetocaloric materials are the isothermal entropy change ∆sT and the adiabatic temperature change
∆Tad. While ∆sT gives an estimate for the maximum amount of heat that can be transferred for the
regarded phase transition induced by an external stimulus, ∆Tad provides the maximum temperature
difference that can be obtained accordingly. Both are equally important for establishing an applicable
cooling power by using a magnetocaloric material in a refrigeration device.
The thermodynamic description of these quantities can be derived from the Gibbs free energy. In order
to consider the energy contribution of a magnetic phase and an external magnetic field, the Zeeman energy
term −µ0MH is added to the description of G from Equation (2.1) leading to Equation (2.4) with the
permeability of vacuum µ0, magnetization M and magnetic field H. This additional term describes the
stabilization of a magnetic phase in an external magnetic field by reducing G.
G = U − ST + V p− µ0MH (2.4)
From the magnetization behavior at varying temperatures and magnetic fields, ∆sT can then be derived
by considering the partial derivative of the Gibbs free energy G of the system [59, 60]:
dG = −SdT + V dp− µ0MdH (2.5)
Forming the second mixed partial derivatives of G at constant pressure with respect to T and H in













From the Maxwell relation in Equation (2.6), the determination of a finite isothermal entropy change
∆sT for a phase transition can be carried out at a temperature T for a magnetic-field change∆H = H2−H1
by integration:









The corresponding adiabatic temperature change is in addition dependent on the heat capacity at
constant pressure cp according to Equation (2.8). For a detailed derivation of the thermodynamic relations















By approximating that cp is independent on the magnetic field [58], the relation between ∆Tad and ∆sT
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In reality, cp can be influenced significantly by a magnetic-field application around a first-order phase
transition. That’s why Equation (2.9) is applicable only for second-order transitions [58].
All magnetocaloric materials work for moderate magnetic-field changes efficiently around a magnetic
phase transition. This can be a simple second-order magnetic transition (SOMT), where a magnetic material
changes its properties from paramagnetic above the Curie temperature TC to ferromagnetic below TC ,
which is depicted schematically in Fig. 2.2 (a). According to Equations (2.7) and (2.8), the important
property that is sought to be maximized is the change of magnetization with temperature dMdT , which is
largest for ferromagnetic materials at their TC as well as for paramagnets at very low temperatures. The
underlying entropy diagram for zero magnetic field and an external magnetic field is shown in Fig. 2.2 (c).
By starting in zero field at a certain temperature, a horizontal line to the entropy curve in a non-zero
magnetic field represents the adiabatic (=under constant entropy) magnetization process resulting in∆Tad.
The vertical line at constant temperature represents the isothermal process with the respective ∆sT . Since
the entropy-temperature curves are unambiguously defined for each thermodynamic state, ∆sT and ∆Tad
are fully reproducible under cyclic changes of the external magnetic field (∆Tad(∆H) = ∆T revad (∆H)).
Furthermore, even larger magnetization changes in a narrow temperature interval are achieved with
first-order magnetostructural transitions (FOMT), where the change in magnetization is realized by being
coupled to a structural phase change between a high-temperature and a low-temperature phase. A
magnetocaloric material undergoes a magnetostructural phase transition upon cooling or heating the
material through the respective transition temperature Tt. Since first-order transitions are driven by a
nucleation and growth mechanism, they are accompanied by a thermal hysteresis. This means that an
additional thermal energy needs to be provided to overcome the energy barrier that is necessary in order
to form stable nuclei of the new phase. Thus, the transition temperature upon heating and cooling deviates
from the equilibrium Tt, which is determined by the equilibrium of the Gibbs free energies of the high-
temperature and low-temperature phase. The respective transition temperatures are now labeled as T ht
and T ct as it is shown in Fig. 2.2 (b). Consequently, the state of the material is not defined unambiguously
within the hysteresis region, it rather depends on the history of the sample. The two branches are shown
here in red and blue for heating and cooling procedure, respectively. It must be emphasized that for the
depicted ideal first-order transition, the Maxwell relation (2.6) as well as the thermodynamic definitions of






does not exist due to
the fundamental definition of the discontinuous change in G for a first-order transition and cp is infinite at
the transition point by definition. However, for the measurements of real transitions showing a certain
transition width, these formulas can be applied correctly [64].
First-order magnetocaloric materials are furthermore divided into conventional and inverse materials.
A conventional material shows a transition from a low-temperature high-magnetization state to a high-
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Figure 2.2: Schematic temperature-dependentmagnetization without (solid lines) andwith external mag-
netic field (dashed lines) for a second-order transition (a) and for an ideal (infinitely sharp)
conventional and inverse first-order transition with thermal hysteresis (b). The schematic
temperature-dependent entropy diagram for the second-order transition is shown in (c) with
fully reversible ∆sT and ∆Tad . The inverse first-order transition in (d) is depicted in contrast
to image (b) with a finite transition width and the cyclic parts∆srevT and∆T revad are indicated by
the arrows. All images label the Curie temperature TC and the transition temperatures upon
heating (T ht ) and cooling (T ct ) in zero field. In addition, the heating and cooling branches of
the first-order transition are drawn in red and blue, respectively.
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temperature low-magnetization state, whereas inverse materials exhibit a transition from a low-temperature
low-magnetization state to a high-temperature high-magnetization state. Because the high-temperature
state is in a high-magnetization state, it usually also shows an austenite Curie temperature TAC . As a result,
the sign of (︁∂M∂T )︁H is different for both cases. Consequently, ∆sT is negative and ∆Tad is positive for a
conventional first-order transition and vice versa for the inverse case. Since also the MCE at a second-order
transition is usually denoted as conventional, this thesis will use the convention to differentiate between the
namings second-order transition, conventional first-order transition and inverse first-order transition for
the sake of clarity. Since the phase transition is taking place between two phases of different magnetization,
it can not only be induced by a change in temperature but also by an externally applied magnetic field.
According to Equation (2.4), the application of a magnetic field adds the respective Zeeman term (−µ0HM)
to the total Gibbs free energy. As a result, G is reduced proportionally to the material’s magnetization
and the phase with higher magnetization is thermodynamically stabilized. Consequently, the transition
temperature of conventional (inverse) materials is being shifted towards higher (lower) temperatures by
a magnetic-field application (see dotted lines in Fig. 2.2 (b) and (d)). Thus, the transition itself can be
induced upon a varying external magnetic field.
The corresponding entropy diagram in Fig. 2.2 (d) illustrates the reduced performance that result from
the thermal hysteresis in cyclic processes. It must be noted here that - in contrast to the ideal (infinitely
sharp) transition in Fig. 2.2 (b) - the transition has a finite width, as it is usually the case in reality. It
follows that the transition has a start and a finish temperature and the transition temperatures (T ht and
T ct ) are defined in the center of the respective transition branch for zero magnetic field. Upon first field
application, a MCE expressed by ∆sT and ∆Tad is induced by a sufficiently large magnetic field. However,
the field removal step needs to overcome the additional nucleation barrier for the reverse transition when
starting in the two-phase region of thermal hysteresis initially. As a result, ∆srevT and ∆T revad upon field
removal are reduced because a lesser amount of phase is transformed back.
The total entropy change for a phase transition ∆st is divided into several terms that contribute to the
total entropy of the involved phases. It consist of contributions from the magnetic subsystem (∆smag), the
lattice subsystem (∆slat) and the electronic subsystem (∆sel) [60].
∆st = ∆smag +∆slat +∆sel (2.10)
Even though the terms are just summed up in a simple approximation, they may depend on each other
and cannot be separated clearly in all cases since for example electron-phonon interactions can play a
role for itinerant 3d-electrons [60]. Furthermore the sign and magnitude of the terms can vary and the
subsystems may also contribute oppositely to the total entropy change of the phase transition. For example
in La-Fe-Si and FeRh alloys, the electronic part plays a significant role due to strong changes in the density
of states (DOS) near the Fermi level EF during the transition [38, 65]. In contrast, for the transition of
inverse magnetocaloric Heusler alloys, the electronic part is very small and can be neglected [66]. The
two remaining parts show a contrary contribution with a positive entropy change for the lattice part and a
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negative one for the magnetic subsystem [67]. As a result, a large magnetization change would deplete
the total entropy change of the phase transition and the maximum theoretical entropy change is achieved
for a pure structural transition with very low magnetization changes. Nevertheless, a large magnetization
change is needed in order to drive the transition by an external magnetic field. This contradictory role of
the magnetization change is denoted as the dilemma of inverse magnetocaloric materials [67].
The implementation of magnetocaloric materials into a working refrigeration cycle can be carried out for
different thermodynamic cycles. The most common one is the active magnetic regenerator (AMR), which has
already been applied for the first prototype designs in the late 1970’s [68–70]. By using permanent magnets
as a field source, the maximum magnetic fields available are around 1T to 1.5T. The largest temperature
changes that can be obtained under cyclic application of these field changes by the most promising materials
are around 3K to 5K (see Fig. 2.5) [71]. Since this is not large enough for a feasible cooling device,
the magnetocaloric material must act as a regenerator itself to achieve reasonable temperature spans.
Consequently, every infinitesimal part of material performs its own thermodynamic cycle and all of them are
coupled by the heat exchange fluid [63, 72]. The most used approach for prototypes and demonstrators is
a Brayton-like AMR cycle [73]. A magnetic Brayton thermodynamic cycle is characterized by two adiabatic
(de)magnetization processes and two isofield processes. This represents the four steps of a magnetocaloric
cooling cycle described above (see Fig. 2.1 (b)). For the additional consideration of a Brayton-like AMR
cycle, the amount of heat exchange liquid that is pumped through the active magnetocaloric material is
adjusted for optimal thermal span of the device. This leads to a temperature profile that is built up within
the magnetocaloric regenerator between the hot and cold end as a periodic steady state [63, 70]. This
gradient is the basis for obtaining a thermal span between cold end and hot end, which is larger than the
individual ∆Tad of one (de)magnetization cycle. Other possible thermodynamic cycles are the Ericsson
cycle, Stirling cycle or Carnot cycle, detailed descriptions with respect to magnetocaloric energy conversion
can be found in [63].
2.2.2 Multicaloric effects
In addition to the magnetocaloric effect induced by a magnetic field, other forms of caloric effects induced
by an external stimulus can be used for phase transition materials with a changing order parameter [74].
For example, a hydrostatic pressure energetically favors the phase with a lower unit cell volume (per
formula unit) whereas a uniaxial pressure (in compression mode) favors the phase with lower strain in the
direction of the applied force. Applying and removing a hydrostatic pressure under adiabatic conditions
can induce a barocaloric effect and is equivalent to achieving a magnetocaloric effect by applying and
removing a magnetic field. Application and removal of a uniaxial load to a phase transition material can
lead to the elastocaloric effect. These two effects, which both depend on the application of a mechanical
force to the sample, can be merged to be named in general as mechanocaloric effects. In addition, the
electrocaloric effect leads to an adiabatic temperature change when a changing polarization is induced by
applying an electric field.
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All these caloric solid state cooling effects show an isothermal entropy change and an adiabatic tem-
perature change, which can be harvested by using a suitable phase-change material and applying an
external stimulus under adiabatic conditions in a cyclic manner [74]. Regarding material performance,
system performance and level of development, magnetocaloric cooling is considered the most promising
at the moment with prospects to be even superior to vapor-compression systems in a long-term perspec-
tive [24, 26, 75]. However, the evaluation criteria to judge the individual cooling technologies of such
studies need to be considered carefully because the parameter input plays an important role on the result
and variation of aspects like thermal span, temperature range, or target application can lead to different
conclusions.
An elevated level of caloric cooling can be reached by combining the above mentioned effects since
a caloric material can be sensitive to more than one stimulus. Consequently, a phase change can be
induced simultaneously or alternatively by different stimuli leading to multicaloric effects [57, 76–80]. The
first-order phase transition of magnetocaloric compounds additionally comes along with a change of lattice
parameters usually leading to a volume change (Fe2P is an exception here, where an anisotropic change of
the lattice constants overall maintains the cell volume), which is due to the expansion/contraction of the
unit cell (dilational effect) or the complete change of the crystal structure (structural effect). Consequently,
the phase transition can be induced by a magnetic field or an external pressure [57]. This can be used
to tackle the problem of thermal hysteresis for magnetocaloric cooling cycles with first-order materials.
As an example, Liu et al. [76] proposed to induce the phase transition from martensite to austenite of an
inverse magnetocaloric Heusler alloy by applying a magnetic field and to use a pressure for supporting
the back transformation upon field removal. Since the thermal hysteresis would prevent a complete back
transformation to the martensite state upon field removal, an applied pressure shifts the phase transition for
the back transformation to higher temperatures and favors the low-volume martensitic state energetically.
The magnetic field is then removed under pressure enabling a complete back transformation to the single
phase martensite state. Removing the pressure afterwards leads to the starting point of the cycle again. This
approach has also been proposed to enhance the cyclic caloric performance of hydrogenated La-Fe-Si [81].
A similar method has been used to reduce the hysteresis effect by an electric-field assisted removal of the
magnetic field in FeRh thin films on a BaTiO3 substrate [78]. On the other hand, Czernuszewicz et al. [79]
proposed to apply a magnetic field and pressure simultaneously at TC of a Ni-Mn-In Heusler alloy in
order to add up both effects and enhance the caloric response or reduce the required amount of field
strength/pressure. Recently, Gottschall et al. [43] introduced a new multicaloric cooling cycle by using
the large thermal hysteresis of first-order materials instead of trying to reduce it. The cycle consists of
alternately applying magnetic field and uniaxial pressure, as it is shown in Fig. 2.3.
The proposed cycle is explained examplarily for an inverse magnetocaloric and at the same time
conventional barocaloric material in Fig. 2.3 (a). The principle also works vice versa for a conventional
magnetocaloric and inverse elasto-/barocaloric material. Similar to a MCE setup, the cycle starts with
the material being in its low-temperature state at a temperature close to As (using the notation for an
assumed martensitic transition). In a first step, the magnetic field is applied inducing a transition from
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Figure 2.3: The necessary steps of themulticaloric cooling cycle usingmagnetic field and stress as stim-
uli are illustrated in (a) for an inversemagnetocaloricmaterial with the help of a phase fraction-
temperature diagram in zero external field (orange curve) and for an applied magnetic field
and pressure (dashed grey curves). The absolute temperature of the sample is indicated in
green for the initial starting temperature, in blue for a cooled state after field application (nega-
tive∆Tad ) and in red for a heated state after pressure application (positive∆Tad ). Schematic
representation of a conventional magnetocaloric setup (b) together with the newly proposed
multi-stimuli cooling system using a magnetic-field source combined with pressure applica-
tion, depicted here by wheels, to the caloric material (c). The image is taken from [43].
low-magnetization to high-magnetization state (1). This leads to a negative adiabatic temperature change
and thus to a cooling of the material. Subsequently, the magnetic field is removed, but the material will
stay in its high-magnetization state due to the large thermal hysteresis and the absolute temperature is
maintained (2). At this point, heat can be absorbed from the cooling target in order to equilibrate the
temperature of the magnetocaloric material (3). In order to transfer the material back to its original
state, an external (uniaxial) pressure is applied (4). Under adiabatic conditions, this results in a positive
∆Tad of the barocaloric (elastocaloric) effect and a heating of the material. After (or even before/during)
removing the stress (5), the excess heat can be emitted to the surrounding and the material is back in the
low-magnetization state at the starting temperature (6).
One main advantage of this novel cooling cycle is the efficient use of a magnetic-field source. For the
conventional approach of a magnetocaloric cooling cycle, the temperature change is induced by a magnetic
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field and this effect should be as reversible as possible. As a result, the subsequent removal of the magnetic
field causes the back transformation to the initial state and induces a ∆Tad opposite in sign. Consequently,
the material is required to stay in the magnetic field as long as the heat exchange takes place and the
induced ∆Tad can be exploited. A setup that moves the material relative to an immobile field source
therefore requires a certain amount of permanent magnet material as it is illustrated in Fig. 2.3 (b). In
contrast, the phase transition for the multicaloric cycle is in an ideal case not reversible at all due to a
large enough thermal hysteresis and the achieved adiabatic temperature change of the magnetocaloric
material can be used even after the magnetic field has been removed. Therefore, a much smaller amount of
magnetic-field source is needed and the sample has to be exerted to the maximum field strength only for a
short time without limiting the time that is available for heat transfer. By this, the expensive permanent
magnet field source can be reduced to a minimum, which is a crucial factor determining the criticality
and resource supply for market penetrating magnetocaloric cooling applications [36]. Even the complete
abstinence of a permanent magnet may be possible by using pulsed magnetic fields produced by capacitor
discharge.
2.3 Magnetocaloric materials
In order to optimize a material for its application in magnetocaloric heat exchanger systems, the properties
to be considered are manifold. Figure 2.4 illustrates the most important quantities that are relevant for the
material optimization on the one side (left part of image) and the integration into an efficiently working
cooling application on the other side (right part). Important to note here is that both sides have to be
considered in order to combine the two aspects of an excellent material and an efficient device.
The main figures of merit in order to assess the suitability of a material for magnetocaloric cooling
purposes are the already described ∆Tad and ∆sT . These two properties indicate strongly how well a
material can perform in a magnetocaloric cooling cycle. The maximization of these two properties is mainly
influenced by a phase transition experiencing a large magnetization change that is taking place according
to Equations (2.7) and (2.8) in a temperature interval as sharp as possible. It is important to note that the
cyclic performance is of interest here and therefore the quantities of ∆sT and ∆Tad have to be discussed in
terms of cyclic effects, even though literature often provides values for the first field application only. In fact,
the determination of the cyclic ∆sT is not trivial from usual magnetization or calorimetric measurements.
The main factor that influences the reversibility of these two properties under cyclic conditions is the
thermal hysteresis that appears for first-order transitions. As a result, the maximum magnetocaloric effect is
reached at a starting temperature close to the transition temperature for the first field application cycle and
decreases for the case that the magnetic field is not strong enough to overcome the thermal hysteresis and
also induce the back transformation completely. Consequently, for the cyclic application of a magnetocaloric
material in a cooling device, a reduction of the thermal hysteresis is desired. Furthermore, the shift of
the transition temperature in external magnetic fields dTtµ0dH is an important property that indicates how
efficient the magnetocaloric effect can be induced by an external magnetic field. The higher this property,
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Figure 2.4: Properties that have to be considered for an efficiently working magnetocaloric cooling sys-
tem, which illustrates the interplay of materials development and device optimization. The
image is taken from [71].
the lower magnetic-field strength is needed to complete the induced phase transformation. Furthermore,
the transition temperature of a material defines its temperature range of operation. Therefore, it must be
easily tunable without losing the strength of the MCE significantly. This allows for a distinct tailoring of
a material for the desired field of application. Considering ambient cooling applications, the transition
temperature is expected to be around room temperature.
In addition, secondary physical material properties play an important role for assessing the potential
of magnetocaloric refrigerants as it is illustrated in Fig. 2.4. Important to mention here are the heat
capacity cp and the thermal conductivity λ since they determine the amount of heat that can be exploited
for a heat exchange system. According to Equation (2.8), cp should be small in order to maximize ∆Tad
since it is by definition the amount of heat needed to change the temperature of a substance [82]. The
resulting temperature change of a material would need to be transported fast through the sample and also
to the heat exchanger (liquid). This means that a high λ of the material itself as well as of the interface
to the heat exchange liquid is required. The analysis of time-dependent effects can also give important
information on the effectiveness to use a certain material in a refrigerator. For reaching large efficiencies,
estimated frequencies lie in the range of 1Hz to 10Hz, which means that the material must be able to
follow the changing magnetic-field strength of one cycle within 100ms [63]. Assuming a maximum field
strength of 2T and one field application plus removal per cycle, this would be equal to rates of 40T s−1 for
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a first and simple approximation of a constant field change rate. Innovative solutions of alternative designs
for magnetocaloric application devices my also be feasible for much higher frequencies of up to 50Hz to
200Hz [83]. For these fast frequencies, the materials must be further evaluated practically in terms of
MCE, hysteresis effects and heat transfer under such extreme conditions.
In order to fulfill the conditions of a competitive cooling technology, a magnetocaloric material also
needs to obey certain functional, economic and ecologic requirements. It is essential to maintain chemical
and mechanical stability in its working environment reliably. This means that the contact to a heat
exchange liquid should not lead to corrosion or fatigue. This also includes functional fatigue over millions
to billions of cycles [84], meaning that the MCE must not decrease significantly over the lifetime of a
cooling device. Furthermore, the material must be easy to process into certain geometries that enable the
largest possible heat transfer in combination with an optimal fluid flow [63, 84]. Recently, the method of
additive manufacturing via 3D-printing has emerged as a possible alternative for producing near-net-shape
magnetocaloric materials in complex geometries [85–87]. Other possibilities are the pressing of polymer-
or metal-bonded plates, microchannel arrangements, packed beds of powder or spheres as well as sintered
bodies [84, 88–92].
In order to be economically competitive, not only the production but also the material itself must consist
of non-critical and abundant elements. As the ecologic advantage over conventional vapor compression
systems must be maintained, a magnetocaloric cooling system must contain non-toxic elements and possess
an overall low environmental impact [36]. This is described in general by the criticality index of a material.
In order to assess a resource criticality, many aspects need to be considered and different approaches exist.
Most commonly, the assessment is based on the factors of supply risk, environmental implications and
vulnerability to supply restrictions [93]. Therefore, each material used for a potentially new technology
must be evaluated with respect to its resources needed for large-scale applications. This does not imply only
geological availability of the raw elements, also geopolitical factors, recyclability, substitutability or the
global demand for competing technologies are important to consider [36]. Consequently, a critical element
is not necessarily rare regarding its geological abundance. Preferred element extraction in a region with
unstable political situation can also lead to a certain criticality of a material because of a supply risk that
can be significant if export or mining is stopped for political or economical reasons. A prominent example
are the export restrictions of China, which plays the central role for the rare earth element criticality by
producing, consuming and exporting 90% of the global supply [94]. This political decision led to the rare
earth crisis in 2011 with the price increases for the raw elements of up to 2000%.
In terms of applications, the most crucial properties to be maximized are the thermal span that can be
reached by a device and the corresponding cooling power of the system providing a certain thermal span
between the hot and the cold end of the heat exchanger.
Since the discovery of the giant magnetocaloric effect of Gd5(Si2Ge2) in 1997 by Pecharsky and Gschnei-
dner [95], the research and development on new material systems for magnetocaloric cooling applications
has evolved into a strong field of research. However, this pioneering compound of the late 1990’s is not
considered as a promising candidate for cooling applications today for cost reasons because it contains the
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Figure 2.5: Cyclic magnetocaloric performance of most prominent magnetocaloric materials under cy-
cling in magnetic-field changes of 2T (a) and 1T (b). Besides the values for ∆Tad on the
y-axis, ∆sT is represented by the size of the respective circle. The criticality index of the nec-
essary elements is indicated by the color code. The image is taken from [71].
rare earth element Gd as well as critical Ge [36, 40]. A comprehensive overview on the present library
of most prominent magnetocaloric materials and their properties can be found in [71]. Most relevant
compounds are shown by the magnetocaloric figures of merit ∆Tad and ∆sT as well as the criticality of the
contained elements for the cyclic behavior in 1T and 2T in Fig. 2.5.
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Already in 1990, a very large inverse magnetocaloric effect has been reported for the binary FeRh, which
shows a transition from a ferromagnetic high-temperature to an antiferromagnetic low-temperature phase
(inverse FOMT) [96, 97]. Its stoichiometric transition temperature is slightly above room temperature and
can be adjusted by the chemical composition, doping elements or the heat treatment procedure [98–101].
Due to an extraordinary sharp transition and a large shift of the transition temperature in magnetic fields,
FeRh shows the largest magnetocaloric effect in low fields with ∆Tad up to −13K for first magnetic-field
applications of 2T [96] and 6.2K upon cycling [102]. However, the development of this material system
for applications is limited by the high costs of Rh. It often serves as a model system due to the simplicity of
the binary compound and the large MCE. Also the large thermal hysteresis decreases the cyclic performance
especially in fields of 1T below the values of other candidate materials (see Fig. 2.5) [71].
Despite its high costs, the standard reference material for the MCE is still elemental Gd with a second-
order Curie temperature at 293K. It shows a ∆sT of around 5 J kg−1K−1 and a ∆Tad of 5K to 6K for a
magnetic-field change of 2T [71, 95, 103]. Due to its second-order nature, these values are also obtained
under cyclic conditions. For this reason, it was elemental Gd that was first and most often used to prove
working refrigeration systems based on the magnetocaloric effect. The study of Brown in 1976 [68]
represents a pioneering work for near room temperature magnetic refrigeration. It has been shown that a
temperature span of 47K can be reached between the hot and cold end of a regenerator after only 50 cycles
using elemental Gd as active magnetocaloric material, a water-ethyl alcohol mixture as heat exchange
liquid and a 7T superconducting magnet for the production of an alternating magnetic field. Another main
advantage of using the second-order transition is the large temperature range, in which a single material
can be operated. This is essential for building up these large temperature spans without using stacks of
different alloys in an AMR.
Most prominent magnetocaloric materials that are considered for being used in demonstrator devices and
application-near systems are La(Fe,Si)13 and its hydrides [104–107] as well as Fe2P-type alloys [108–110].
The phase transition of interest in both of these material families is a first-order transition showing a
conventional magnetocaloric effect. Both systems exhibit a dilational phase transition with a significant
change of volume or lattice constants at the transition temperature while maintaining the crystal symmetry
of the phase.
The phase transition of La(Fe,Si)13 takes place between two cubic structures with a discontinuous
volume expansion from high-temperature to low-temperature phase of around 1% to 1.5% [111–113]
making it an inverse barocaloric system. The transition temperature is situated around 200K and therefore
too low for room temperature applications. By changing the Fe/Si ratio [105] or doping the system
with Co [114], the transition temperature can be shifted towards higher temperatures. As a side effect,
the nature of the transition changes from first-order to second-order, which reduces the magnetocaloric
effect of the transition [115]. As a further doping element, Mn is used in order to reduce the transition
temperature. A widely used method to adjust the transition temperature is the hydrogenation of the
La-Fe-Si alloy [106, 116, 117]. Introducing hydrogen atoms on interstitial lattice sites creates a chemical
pressure that stabilizes the low-temperature phase and increases the transition temperature [116, 118].
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Since a full hydrogenation leads to a Tt above room temperature, additional doping of Mn is used to adjust
Tt precisely. The control of the amount of hydrogen is not easily applicable and partial hydrogenation can
lead to instabilities [115]. Despite containing the rare-earth element La, these alloys are not expensive
from the element side because the La prize is one of the lowest of the rare-earths. The reason is that
the rare-earth elements are always co-occurring and mined together in different amounts. Therefore,
some elements with high demand drive the extraction, while others are produced in excess [36]. The
rare-earth element of Nd, for instance, is of large importance for the production of permanent magnets
needed in electronic devices, electric motors and wind turbines. During the extraction of Nd, the products
always come together with other light rare-earths (La, Ce) that are not industrially used in large amounts
and thus are available for low prices (around 4 $/kg for La and Ce, 30 $/kg for Gd, and 67 $/kg for Nd in
September 2020 (most recent prize for pure Gd metal available of March 2020) [119]). The production of
heat exchanger geometries of La-Fe-Si(-H) alloys can be carried out by hot-pressing [120], cold-pressed
plates of polymer-bonded [89] or metal-bonded powder [90] subsequent to powder processing. Due to
the narrow thermal hysteresis, the reversible ∆Tad at room temperature in magnetic-field changes of 1T
to 2T can be as large as the MCE in Gd (see Fig. 2.5).
Magnetocaloric Fe2P-type alloys have the stoichiometric composition of (Mn, Fe)2(P, X), where X can
be As, Ge or Si. The use of Si forming a Mn-Fe-P-Si compound is highly favored for a well-performing
magnetocaloric alloy without resource critical elements [36]. The compounds exhibit a transition between
two hexagonal crystal structures with an anisotropic change of the lattice constants. Whereas the c-axis
shrinks, the a-b plane expands and the volume of the whole unit cell is not changing drastically [109, 121].
These alloys are usually produced by powder metallurgical routes via sintering [110, 122]. The transition
temperature can be adjusted by the stoichiometry, usually by changing the Mn-to-Si ratio [109]. A special
characteristic of Fe2P-type alloys is the so called virgin effect [123, 124]. Since not all grains of the
material transform uniformly at the same time and in the same direction, the anisotropic length change of
transforming fractions of the material is mechanically hindered by surrounding volume. The transition
is partly suppressed and T ct of the first cycle is delayed until the material cannot withstand the built-up
pressure and relaxes by mechanical damage. This first transformation is accompanied with the formation
of cracks throughout the material [110, 122]. Upon further cycling, the material can transform at the
respective local equilibrium transition temperature and expand into the newly formed voids. As a result,
the first transition cycle is characterized by a very large thermal hysteresis whereas the further cycles reach
the equilibrium shape of the phase transition curve with a narrow thermal hysteresis. It has been suggested
(similar to the La-Fe-Si system) that a critical point can be reached, where the first-order transition can
be tuned towards a second-order transition with nearly no thermal hysteresis but still significantly sharp
MCE [110].
In addition, Ni(-Co)-Mn-X Heusler alloys (X=Al, Ga, In, Sb, Sn) are often considered as a promising
material class for magnetocaloric refrigeration. Except for X being Ga, these alloys exhibit an inverse
magnetocaloric effect because they possess a martensitic phase transition from high-magnetization austenite
to low-magnetizationmartensite. This transition can be induced by amagnetic field because of the significant
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Figure 2.6: Heusler (L21) structure and B2 disorder for X2YZ compounds. The shown representation of




4 ) compared to the classic representation of the Fm3̄m unit cell.
∆M of the two phases. Highest MCE is reported for Ni-Co-Mn-In alloys with a maximum ∆Tad of 8K for
the first field application of 2T and 3K under cyclic conditions [125]. This kind of material system will be
presented in more detail in the following section.
2.3.1 Heusler alloys
Heusler alloys in general have the chemical formula X2YZ, where X and Y are transition metals and
Z is usually a main group element from the columns III-V of the periodic table. The first Heusler alloy
was discovered by and named after Friedrich Heusler [126]. It attracted attention because the Cu2MnAl
alloy showed ferromagnetic properties even though none of the alloyed elements is ferromagnetic. The
explanation for this phenomenon is based on the magnetic properties of Mn, which plays a crucial role
in many Heusler alloys. Since the interatomic distance between the Mn atoms is increased in the crystal
structure of the Heusler alloy compared to elemental Mn, which is antiferromagnetic, the magnetic
interactions change to ferromagnetic coupling. This behavior of magnetic exchange interaction being
dependent on the ratio of interatomic distance and the radius of the unfilled electron shell is explained by
the Bethe-Slater curve [127, 128].
Heusler alloys crystallize in the accordingly named Heusler structure or L21 structure [129] with crystal
symmetry Fm3̄m (space group number 225). It consists of four interpenetrating face-centered cubic (fcc)
lattices that are shifted each for a vector of (14 , 14 , 14) along the body diagonal of the cubic unit cell. The
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resulting structure is shown in Fig. 2.6. Each of these four fcc sublattices consists of one of the four
stoichiometric elements of the X2YZ compound. The sublattices are usually named by considering their
position with respect to the (0, 0, 0) position of the L21 unit cell. It must be noted that the shown
representation is shifted by (14 , 14 , 14) compared to the classic representation of the Fm3̄m unit cell for
better visualization. The lattice with the base atom at (0, 0, 0) is called A-site, whereas the base atoms
of the shifted fcc sublattices are named B-site at (14 , 14 , 14), C-site at (12 , 12 , 12) and D-site at (34 , 34 , 34),
respectively [130]. The convention for the stoichiometry and the distribution of the atoms on the lattice
sites is usually related to each other. For an X2YZ compound, the X atoms with the highest amount of
valence electrons occupy the A- and C-sites, the Y atoms with the second highest valence occupy the
B-sites and the Z atoms with the lowest valence are situated at the D-sites [130]. However, the Heusler
structure is very prone to metastable configurations and disorder. Therefore, many Heusler compounds
show a certain amount of disorder between respective lattice sites [130, 131]. The most common one is
the disorder between Y and Z atoms, which leads for the case of equal atomic occupation on the A- and
C-sites as well as for complete disorder to eight equally probable base-centered cubic (bcc) subcells. This
structure can be reduced to a bcc structure with one atomic species on the corners (X) and another one in
the center (representing a mixture of Y and Z with a probability of 0.5 each), which is equal to the B2
structure [131, 132]. Furthermore, it is possible to produce Heusler compounds that deviate from the
stoichiometric composition. For example, Z atoms can be partially substituted by Y atoms, which then
occupy the remaining D-sites or vice versa. The corresponding notation of the substitutional space would
be X2Y1+xZ1-x or unified to 100 at.% X50Y25+xZ25-x. This then results for the L21 structure in a regular site
distribution for the elements of (X25)A(Y25)B(X25)C(Yx/Z25-x)D. A special configuration of Heusler alloys is
represented by the so-called half-Heusler compounds with the stoichiometry XYZ, where one fcc sublattice
of the L21 structure is completely unoccupied leading to the C1b structure with crystal symmetry F 4̄3M
(space group number 216) [131, 132].
Due to the large variety of element combinations that can be used to form a Heusler compound, a large
range of different properties can be covered [133]. Therefore, Heusler and half-Heusler compounds are
considered for many different kind of functionalities and applications. A special peculiarity of Heusler
compounds in general is the strong influence of the average valence electron count per atom on the
electronic, magnetic and structural properties. Half-Heusler compounds are mainly used for thermoelectric
materials [134]. Full-Heusler compounds are often considered for magnetic materials, especially Co2-based
alloys possess large magnetic moments. The Curie temperature as well as the magnetic moment of the
compound is hereby depending on the valence electron count per atom/formula unit (e/a ratio). In addition,
many compounds (half-Heusler and Co2-based full-Heusler alloys) have been reported as half-metallic
ferromagnets with large spin polarizations, thus being attractive for spintronic applications like giant
magnetoresistance and tunneling magnetoresistance junctions for data storage [135–137].
A coupled magnetic and martensitic transition in Ni(-Co)-Mn-X (Ni50-xCoxMn50-yXy) Heusler alloys
leads to a magnetocaloric effect and to a magnetic shape-memory effect. Especially Ni-Mn-Ga alloys show
large strains and are considered as shape-memory alloys and as elastocaloric materials [51, 138]. These
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Ni(-Co)-Mn-X Heusler alloys (X=Al, Ga, In, Sb, Sn) are in focus of research for their good magnetocaloric
properties [76, 139–142]. Especially Ni(-Co)-Mn-In alloys show the most promising magnetocaloric
properties with highest ∆Tad for a Heusler alloy of −8K in fields of around 2T [125]. The corresponding
∆Tad upon magnetic-field cycling is reduced to −3K. This highly reduced MCE of further field cycles is due
to the large thermal hysteresis that is inherent in the structural change of crystal symmetry in combination
with the incommensurability of the two lattice structures. In addition, the martensitic transition in Heusler
alloys is accompanied by a volume change of 0.75% to 1% [143, 144].
2.3.2 MM’X alloys
An additional class of compounds that show attractive properties for magnetocaloric considerations are
MM’X materials. These alloys consist of two 3dmetals, often Mn, Fe, Co or Ni (M and M’) and a main group
element, often Sn, Ge or Si (X). They possess a hexagonal high-temperature phase with Ni2In-structure
(P63/mmc, space group number 194) and an orthorhombic low-temperature phase with TiNiSi-structure
(Pnma, space group number 62) [145].
Besides this structural transition, a magnetic phase transition occurs for MnNiGe, from paramagnetic
to antiferromagnetic at the Néel temperature of 346K [146], with the structural transition taking place
at 493K [145, 147]. Therefore, both transitions exist independently and the structural transition is not
accompanied by a significant magnetization change. However, the structural phase transition can be coupled
to a magnetic transition by tailoring both transition temperatures to establish a FOMT. This is achieved
for example by substituting Fe for Mn like it is shown schematically in Fig. 2.7. The introduced Fe atoms
reduce the structural transition temperature below the magnetic one, which leads to a direct transformation
of the paramagnetic hexagonal phase to the (anti)ferromagnetic orthorhombic phase. Additionally, the
substitution of Fe induces ferromagnetism in the low-temperature orthorhombic phase by breaking the
antiferromagnetic coupling of the Mn atoms [148]. This effect results in high changes in magnetization
during the phase transition. Similarly, the system of MnCoGe undergoes a structural transition at 420K
upon cooling [147]. Here the orthorhombic martensite becomes ferromagnetic at the Curie temperature of
355K [145] and both transitions can be coupled to result in a FOMT. Those transitions are tunable in a
certain temperature range around room temperature for several similar MM’X material systems and by
different means.
Zhang et al. [150] reported in this context a tunable magnetostructural transition for off-stoichiometric
Mn1.9−xNixGe being suitable for magnetocaloric applications. Later, a tunable giant magnetocaloric effect
(GMCE) with entropy changes up to−47 J kg−1K−1 in 5Twas reported in 2010 for MnCoGe with additional
interstitial boron [151]. Recent works showed other possibilities to control this system further by substitu-
tions [152–154] or the introduction of vacancies [155–157]. For the material family of MnCo0.95Ge0.97, a
direct measurement of ∆Tad up to 1.5K in a field change of 1.9T has been reported [156]. Beyond that,
direct measurements of the adiabatic temperature change of this particular material system are only rarely
reported. The similar Mn-Ni-Ge system undergoes a martensitic phase transition with high changes in
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Figure 2.7: Schematic depiction of a phase diagram for the isostructural binary system of MnNiGe and
FeNiGe representing the varying Fe content as substitution for Mn. The magnetic transition
can be coupled to the structural transition by increasing Fe content, which induces ferromag-
netism in the otherwise antiferromagnetic martensite. The image is published in [149].
magnetization. Recently, sharp transitions with a very small thermal hysteresis and a tunable transition
temperature could be obtained in the Mn1−xFexNiGe material system [148]. A problem for this material
family is the enormous volume change between hexagonal austenite and orthorhombic martensite. During
the phase transformation, the material increases its volume by approximately 2.7% [148] upon cooling,
which leads to large strains between the expanding grains. The bulk material therefore loses its mechanical
integrity and decripitates into powder.
The central challenge for this material family is to substitute the expensive and critical element of
germanium [40, 158]. As shown in many works [148, 151, 159], the material possesses promising
properties towards magnetocaloric cooling purposes. Although the reduction of the used Ge content was
demonstrated for transitions around room temperature [160], a significant amount of Ge is still required.
2.4 Material requirements for the multi-stimuli cycle
For the usage of a compound in multicaloric applications, the phase transition responsible for the caloric
effect needs to be influenced by more than one external stimulus. Most prominent is the consideration of
magnetic shape-memory alloys such as Ni-Mn-Ga or Ni-Mn-In Heusler alloys that show both magnetocaloric
and mechanocaloric effect as a result of the martensitic phase transition experiencing both a magneti-
zation change and a volume change [76, 161]. Also the well-known magnetocaloric material system of
hydrogenated La-Fe-Si has been proposed for multicaloric cooling [81] by using both magnetic field and
external pressure. In addition, a combination of electrocaloric and baro-/elastocaloric effect can be used
for example in ferroelectric BaTiO3 [162] or Pb(Mn1/3Nb2/3)O3-32PbTiO3 (PMN-PT) single crystals [163].
26 2 Fundamentals
The combination of magnetocaloric and electrocaloric effect is rather rare but an electric-field control of the
phase transition has been realized by placing Ni-Co-Mn-In ribbons on a PMN-PT substrate, which creates a
straining of the ribbons when the substrate changes dimensions due to a piezoelectric effect [164].
When considering the described multi-stimuli cooling cycle that exploits the thermal hysteresis of a
multicaloric first-order phase-change material, a combination of magnetocaloric and elastocaloric effect
is necessary and the requirements for the materials selection deviates slightly from the ones for classic
magnetocaloric materials. The base for a good material, however, stays the same: a sharp first-order phase
transition with a large magnetization difference between the two phases is desired and this transition should
be induced effectively by a magnetic field ( dTtµ0dH should be sufficiently large). Also the focus of secondary
properties like thermal conductivity, element criticality, or processability is maintained as summarized
in Fig. 2.4. The first main difference is represented by the width of the thermal hysteresis. In order to
prevent a back transformation of the material when the magnetic field is removed, the thermal hysteresis
must be large. Furthermore, a reaction on a second stimulus is necessary. Therefore, the phase transition
temperature needs to be shifted by an applied (uniaxial) pressure (dTtdσ should be sufficiently large). The
application of pressure during the cycle also requires the material in particular to be mechanically stable.
On the one hand, the material must withstand the necessary pressure to induce the phase transition. On
the other hand, the long term properties require the material to be stable among millions of transition
cycles that include mechanical and functional fatigue resistance due to the applied pressures as well as the
volume changes of the transition itself.
For the selection of a proper material, it must be considered that the application of pressure cannot be
done contactless like it is the case for a magnetic field. Consequently, the adiabatic conditions of this step
will be difficult to achieve and a significant part of the positive/negative heat change of the material will be
dissipated to the pressurizing setup immediately, depending on the thermal conductivity of the interface
and the used technique/material for applying the pressure. Inverse magnetocaloric materials cool down
when inducing the phase transition by a magnetic field and heat up when using pressure (conventionally
barocaloric). By considering them as preferred candidates for the multi-stimuli cooling cycle, the negative
temperature change upon magnetic-field application can be used for cooling the load and the produced
heat upon pressure application is transported away immediately. For designing an optimal material, the
real values of transition width, transition hysteresis and sensitivity to the external stimuli must match for
the whole cycle to work out. Therefore, several conditions can be formulated. The schematic representation
of the transition cycle is shown in Fig. 2.8. It must be noted here that the temperature scale on the x-axis
is only to represent the phase transition at a constant magnetic field and pressure. However, the change
of the material’s temperature due to stimuli-induced caloric effects is indicated by a change of the color
for the respective points of the cycle for easier visualization. In fact, the whole curve is shifted to higher
(pressure) or lower (magnetic field) temperatures by the application of an external stimulus. The position
of the drawn curve with respect to Ts = As is valid for zero external magnetic field and no additional
pressure application.
First of all, the transition width must be balanced with the sensitivity towards a magnetic field because
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Figure 2.8: Schematic representation of the necessary steps for an optimal multi-stimuli cooling cycle,
represented by the thermal hysteresis curve for an inverse magnetocaloric material. The po-
sition of the sample phase fraction is shown for the currently applied stimulus at each point
(see table) universally for one curve (relative temperature scaling on the x-axis varies for each
point) instead of shifting the whole curve along the temperature axis. The absolute temper-
ature of the sample is indicated by the color of the point, where red means heating and blue
cooling with respect to the starting temperature in purple.
the applied field must be able to induce a complete phase transition. Since an inverse material is cooling
down during this step, the real temperature of the material changes, which must be taken into account
for this consideration. Therefore, the shift of Tt with a magnetic field must be large enough to overcome
the transition width ∆Twidth and the resulting temperature change for this field strength in order to reach
the full austenite state at point (2). For the easiest approach, the starting point (1) of the cycle at Ts is
assumed to be directly at the austenite start temperature of an inverse magnetocaloric material that is in




µ0∆H ≥ ∆Twidth + |∆Tad(∆H)| (2.11)
In order to prevent the back transformation, the thermal hysteresis must be larger than the transition
width plus the adiabatic temperature change because the temperature of the material after field removal
is reduced compared to Ts. The field removal step is shown in Fig. 2.8 from point (2) to point (3). In
28 2 Fundamentals
addition, the thermal hysteresis must not be too large in order to keep the needed pressure for inducing
the back transfomation as low as possible. Ideally, the temperature of the material after magnetic-field
removal should be exactly at the martensite start temperature Ms. This is giving an exact ideal value for
the width of the thermal hysteresis:
∆Thys = ∆Twidth + |∆Tad(∆H)| (2.12)
After the heat exchange step, the material is assumed to reach point (4) with its initial temperature
Ts again, now being in a complete austenite state. For a completed back transformation, the shift of the
transition temperature with pressure has to overcome now the exchanged value of |∆Tad(∆H)| again, the
transition width of the martensite formation (which is assumed to be equal/symmetric to the austenite
formation - in reality they can differ and it must be distinguished between ∆T hwidth and ∆T cwidth for heating
and cooling branch) as well as the positive temperature change that results from the induced barocaloric




σ ≥ ∆Twidth + |∆Tad(∆H)|(+|∆Tad(∆σ)|) (2.13)
In order to reach the starting point of the cycle again, it is necessary now to remove the heat before
removing the pressure reaching point (6). Otherwise, the temperature of the material would be still
higher than Ts and a partial transformation to austenite would take place. Due to the necessary direct
contact of the material to the pressurizing medium/material, this technique is preferred anyway. In
reality, the heat dissipation takes place during the whole process of applying and removing the pressure.
Nevertheless, for the case of a slow heat transport, the additional heating of the material must be considered
for the worst case scenario in Equation (2.13) in order to assure a completely induced phase transition. In
experimental conditions, heat dissipation will already occur during pressure application and the contribution
of |∆Tad(∆σ)| in Equation (2.13) might be canceled out reducing the necessary pressure for a completed
back transformation. By equating both sides of Equations (2.11) and (2.13), the saturation field and









It needs to be emphasized that both ∆Tad and the shift of Tt with respect to the external stimulus are no
constants, they rather depend on the magnitude of the applied field.
From these stated requirements, it becomes clear that a material of choice needs to be selected now
mainly on the sensitivity towards magnetic field and pressure in order to keep the strength of these external
stimuli as low as possible. However, the desired irreversible back transformation upon field removal now
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offers the new possibility to use larger fields because they do not need to provide the space and time to
allow for a heat transfer before the field removal step. As a consequence, concentrated fields for example
by superconducting or pulsed magnets can be used. They can provide stronger fields compared to the
ones produced by permanent magnets for regular magnetocaloric refrigeration setups, which are limited
to around 1T to 2T. The selection of a suitable material mainly deviates from the classical systems of
La-Fe-Si and Fe2P-type alloys because an inverse transition with a large thermal hysteresis is most favorable.
Here, the Ni(-Co)-Mn-X Heusler alloys come into focus as promising candidates, which has already been
considered for pressure assisted cycles [76] and simultaneous application of two stimuli [79]. These
alloys show good properties for the first field application but possess a usually large thermal hysteresis of
around 10K to 15K, which is due to the significant lattice mismatch between austenite and martensite
crystal structure. In low magnetic fields, this thermal hysteresis hinders an efficient long-term operation in
solely magnetocaloric cycles. A first test using a Ni-Mn-In sample that shows nearly no reversibility upon
magnetic-field removal of 2T could prove a fully reversible temperature change by using a magnetic field
of 1.8T and a uniaxial pressure of 80MPa alternately [43].
One drawback that arises from the first suggested Ni-Mn-In Heusler alloys is the mechanical stability.
Arc molten and homogenized Ni(-Co)-Mn-X alloys usually have grain sizes of several 100 µm up to the
mm-range. The mechanical stability under uniaxial compressive load amounts to absolute strength values
of only around 150MPa to 400MPa [165, 166]. This can be enhanced by using suction-cast or directionally
solidified material with a preferential grain growth starting at the cooled copper mold and resulting
microstructures with much finer grain sizes [166]. The newly proposed all-d Heusler alloys can also be an
alternative worth investigating for the purpose of the multi-stimuli cycle. The Ni-Co-Mn-Ti Heusler alloys
are reported to not only show good magnetocaloric properties but also to show an increased mechanical
stability compared to the regular Heusler compounds with a main group element on the D-sites. Wei et al.
explain this enhanced mechanical strength with the hybridization of the d-d orbital bondings changing
their covalent character [167].
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3 Experimental Methods
In the following chapter, the experimental techniques that are used for achieving the results of this work
will be explained in detail. The sample preparation will differentiate between the MM’X material system
and the Heusler alloy samples. The basics of the characterization techniques used in this thesis will be
described in the following subchapters.
3.1 Sample preparation
Nominal Mn1-xFexNi1Ge1-ySiy, Ni50-xCoxMn50-yAly, and Ni50-xCoxMn50-yTiy samples were prepared by
arc melting in Ar atmosphere. Due to evaporation losses of Mn during melting, an excess of Mn was added.
However, the amount of excessive Mn needed is dependent on the material system and has been found out
empirically. Scaling the sample after the melting process and comparing the mass loss with the original
weight of used Mn gives the needed excess by assuming that only Mn evaporates during the melting and
the evaporation is constant for each sample production process. For the MnNiGe system, 2% of excess
Mn was added, the Ni(-Co)-Mn-Al Heusler alloys required 4% of excessive Mn and Ni-Co-Mn-Ti Heusler
alloys 3%, repsectively. The samples were melted five times and turned around after each melting step
to establish a homogeneous alloying. In order to fully homogenize the samples, a proper heat treatment
had to be carried out. The conditions for this heat treatment are different for each material system and
also depend on the production route. Therefore, an optimization of the heat treatment was carried out
for each material system. The homogenization process was performed with various pieces from the exact
same parent sample at different annealing temperatures for a fixed duration. In order to check for the right
annealing time, sample pieces have been annealed for a fixed temperature but different durations. For
each heat treatment, the samples were sealed in quartz tubes in Ar atmosphere with a slight overpressure
of Ar at the target annealing temperature. The samples of the MnNiGe system were furnace cooled at a
rate of 2Kmin−1, the samples of the Heusler systems were always quenched subsequently in cold water.
The quenching of Ni(-Co)-Mn-Al samples was done upon keeping the surrounding tube intact, transferring
the cooling rate indirectly, whereas the Ni-Co-Mn-Ti samples have been quenched by breaking the tube to
ensure direct contact of the samples with the cooling water in order to achieve higher quenching rates. All
samples were placed in the hot furnace at the target temperature without a controlled heating rate.
Suction casting technique has been carried out for some samples of the Ni-Co-Mn-Ti Heusler system.
Therefore, samples were re-molten in Ar atmosphere above a pit in the copper plate of the arc melter. By
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opening a valve that connects this pit with an evacuated chamber, the resulting underpressure takes the
molten material into a vertical copper mold beneath. This technique leads to larger cooling rates compared
to arc melting as well as to directional solidification from the circumference of the rod, which is in contact
with the mold, towards the center. For producing the rods, a mold with a diameter of 3mm has been used.
Polymer bonding has been carried out for the MM’X alloys by mixing the two-component system of
epoxy resin and hardener Epoxydharz L from R & G Faserverbundwerkstoffe GmbH with sample powder. The
powder processing was done by thermally cycling bulk samples through the transition temperature using
liquid nitrogen and a heat gun. The resulting powder was sieved in fractions of >250 µm, 40 - 250 µm and
<40 µm. For the preparation of the polymer-bonded samples, 500mg of the fraction 40 - 250 µm was mixed
with 5wt.% of epoxy glue. The mixture was filled in a 10mm x 5mm press form and consolidated with a
hydraulic uniaxial press with a force of 5 kN resulting in a pressure of 100MPa.
3.2 Structural characterization
Phase purity of the samples was ensured by X-ray diffraction (XRD) investigation with a STOE STADI P
diffractometer from STOE & Cie GmbH using Mo Kα1 radiation in transmission geometry. For the accurate
determination of the lattice parameters, a Si standard (NIST 640d) was added. The analysis of the lattice
parameters was carried out by Rietveld refinement method [168] using the FullProf software [169].
Distances between the Mn atoms were determined by using the 3D visualization program VESTA [170].
For the MM’X compounds, the powders have been produced by thermal cycling of bulk pieces for several
times as well as gentle hand grinding by using an agate mortar in order to avoid inducing stresses in the
material. The measurements have been carried out with powder consisting of particle sizes below 40 µm.
3.3 Microstructure investigations
A Zeiss Axio Imager.D2m optical microscope equipped with polarized light function has been used for the
determination of the microstructural features of the investigated samples. This microscope was equipped
with a temperature stage feeded by a liquid nitrogen dewar, which enables a flow control by a needle
valve. The heating, cooling and temperature stabilization was realized by an additional resistive heater.
Furthermore, a stage carrying a Halbach permanent magnet array producing a maximum magnetic-field
strength of 1.1T was utilized, which allowed for positioning the bore of the magnet around the sample
stage. The magnet stage was moved up and down by a linear step motor, which has been calibrated by a
Hall probe for the magnetic field present at the sample position as a function of the magnet stage position.
The full application from zero field to 1.1T was carried out within 10 s.
Scanning electron microscopy (SEM) using secondary electron (SE) and backscatter electron (BSE)
imaging was carried out on a Tescan Vega3 electron microscope equipped with an EDAX Octane Plus system
for electron dispersive X-ray spectroscopy (EDS). Surface contrast imaging by using SE mode has been
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performed at a working distance of 8mm, phase contrast imaging in BSE mode as well as chemical analysis
by EDS measurements have been conducted at 15mm working distance. The images were acquired by
using an acceleration voltage of around 10 keV to 20 keV. For the stoichiometric analysis by EDX, area scans
as well as point scans have been used. For utilizing point scans to determine the chemical composition, at
least five points were considered to achieve a statistically valid average.
Especially Heusler alloys are often described by their e/a ratio, which is the averaged valence electron
count per atom. It has been calculated by weighing the number of valence electron for each element with
the fraction c of the element present in the compound (in at.%). The calculation is shown exemplarily for
a Ni-Co-Mn-Ti compound by Equation (3.1).
e/a =
10 · cNi + 9 · cCo + 7 · cMn + 4 · cT i
cNi + cCo + cMn + cT i
(3.1)
For a correct utilization of the e/a ratio, the actually measured composition of a compound was considered
since it can deviate significantly from the nominal one.
3.4 Magnetic and magnetocaloric characterization
Magnetization measurements were performed by vibrating sample magnetometry (VSM) on a LakeShore
VSM 7410 and a Physical Properties Measurement System (PPMS) fromQuantum Design. The magnetization
in these systems is measured over induction. The sample vibration leads to a change of the magnetic
flux caused by the sample’s magnetic moment over time, which induces a voltage in pick-up coils due to
Faraday’s law. This induced voltage depends on the constant vibration frequency and is proportional to
the moment of the sample. The moment calculation of the VSM system is based on a calibration with a
certified standard Ni sample with well-known moment.
The VSM was equipped with a temperature option sweeping from 77K to 450K by using a liquid nitrogen
feed in combination with a resistive heater. Since the sample was not in direct contact with the thermal
sensor measuring the temperature, the heating/cooling rate of 2Kmin−1 was interrupted by a temperature
stabilization time of 0.5min for each data point of the temperature-dependent magnetization (M(T ))
measurements.
The PPMS was used for VSM measurements in higher magnetic fields since the superconducting magnet
system was able to provide fields of up to 14T. In addition, the available temperature range was reaching
down to 1.9K due to the use of liquid He as cooling source. The samples were connected to the quartz
holder by a grease or a silver paste to ensure good thermal contact. In order to reach to thermal equilibrium
without stabilization time at each data point, the heating/cooling rate was set to 1Kmin−1.
For isothermal field-dependent magnetization (M(H)) measurements at both systems, a waiting time of
5min has been established to equilibrate and stabilize the actual sample temperature. Subsequently, the
magnetic field was swept with a rate of 5mT s−1 and the data points were taken instantaneously during
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the linear sweep.
Transition temperatures and fields were determined by two different methods. On the one hand, the first
derivative of magnetization with respect to temperature was calculated. The maximum of this dMdT or dMdH is
considered as the central value for the transition temperature Tt or field Ht. The transition temperatures
must be differentiated between heating (Tth) and cooling (Ttc) protocol, respectively. The same holds true
for the magnetic field upon increasing and decreasing field. This method will be called ‘ derivative-method ‘.
On the other hand, the start and finish temperatures of the martensitic phase transition were determined
by fitting linear functions to the magnetization curves before, after and in the center of the transition region
for both heating and cooling protocol. The intersections of these lines were considered as the transition
temperatures for martensite (austenite) start Ms (As) and finish Mf (Af ), respectively. This method will
be called ‘ tangent-method ‘.
Furthermore, the minimummagnetization of the austenite and maximummagnetization of the martensite
(and vice versa for inverse materials) close to the transition was taken as the reference to convert the
magnetization into percentages of the transition’s ∆M for austenite and martensite fractions. The starting
point of the austenite formation and finish point of martensite formation was set to the temperature where
the austenite fraction accounted for 5%. Finishing point of austenite formation and starting point of
martensite formation was set to an austenite fraction of 95%.
For compounds with no significant magnetization change associated with the martensitic phase transition
(decoupled magnetic and structural transition), the structural transition temperature was determined by a
differential thermal analysis (DTA) of powder under Ar atmosphere with a heating rate of 10Kmin−1.
For magnetization measurements under hydrostatic pressure, a Cu-Be pressure cell has been used as an
option of the VSM sample holder of the PPMS. A small piece of the material (approximately 1mg) was
dispersed in daphne oil as pressure transmitting medium and encapsulated in a teflon tube. The sample
container was put inside a channel of the pressure cell. Hydrostatic pressure was adjusted via a screw
system by mechanical movement that was transmitted onto the sample container by pistons. The obtained
pressure value was determined by measuring the well-known superconducting transition of a high-purity
Sn sample, which was additionally placed in the sample container. Temperature-dependent magnetization
measurements were performed under a deacreased heating/cooling rate of 0.5Kmin−1 to account for the
large thermal mass of the pressure cell that was required to follow the temperature change of the system.
3.4.1 Isothermal entropy change
The determination of the isothermal entropy change ∆sT was carried out by temperature-dependent
(isofield protocol, M(T )) and field-dependent (isothermal protocol, M(H)) magnetization measurements.
First derivatives of the resulting M(T )-curves were determined for numerical integration according to
Equation (2.7) [61].
The isothermal entropy change calculations from M(T ) curves of bulk samples were done by measuring
the magnetization at varying fields from 0.1 to 2T with a step size of 0.1T or 0.2T. For the calculations,
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first derivatives of isofield magnetization curves with respect to the temperature were carried out at each
























The temperature range of the measurement was set according to Fig. 3.1 between the respective
temperatures Tunder and Tover to cover the full transition for heating and cooling protocol and to avoid the
detection of minor loops of magnetization. The temperature step size has been adjusted according to the
sharpness of the transition between 1K and 2K in order to account for a trade-off between detecting the
peak of the transitional entropy change and reducing the overall measurement time. Magnetic-field steps
have been chosen as 0.1T or 0.2T. A reference test using elemental Gd and La-Fe-Si sphere did not reveal
a significant difference for the calculated ∆sT when choosing 0.1T- or 0.2T-steps.
Alternatively, ∆sT was calculated from isothermal M(H) measurements at different temperatures. The
curves were measured from zero up to the maximum field strength with a field sweeping rate of 5mT s−1.
The temperature has been swept between the measurements with a rate of 2Kmin−1 followed by a holding
time of 5min to assure a temperature equilibrium between sample and temperature sensor of the device.
The measured temperature of the chamber was constant during the measurement with an accuracy better
than ± 0.05K. In order to ensure a defined starting state that is not depending on the history of first-
order magnetocaloric samples, the loop process has been applied to avoid an overestimation of the ∆sT
value [171, 172]. Therefore, the sample has been brought back to the full martensite/austenite state after
each M(H) measurement followed by sweeping to the next measurement temperature. For a conventional
magnetocaloric material, the sample needs to be heated up to Tover above the hysteresis region. Afterwards,
it can be cooled down to the next measurement temperature (see Fig. 3.1(a)). Accordingly, an inverse
material needs to be cooled down to Tunder before heating to the next temperature of interest (Fig. 3.1(b)).
The calculation of ∆sT from the measured M(H) curves has been carried out by subtracting the curve of
the next lower temperature followed by direct integration up to the desired maximum field value. This value
was then divided by the temperature step between the two curves in order to account for the derivative
with respect to the temperature.
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Figure 3.1: Schematic representation of the loop process for a phase reset protocol between isothermal
M(H) measurements for conventional (a) and inverse (b) magnetocaloric materials with a
first-order phase transition for the correct determination of the isothermal entropy change.
The same borders were used for the measurement of full transition loops by M(T ) measure-
ments.
3.4.2 Adiabatic temperature change and strain in low fields
Adiabatic temperature changes were measured directly in a purpose-built device shown schematically
in Fig. 3.2 and described in detail in [76]. The temperature change was measured by an attached
thermocouple under sinusoidal field change by two Halbach cylinders that rotate in opposite directions
creating a maximum field strength of 1.93T. For each measurement, the Halbach magnets are driven
by a full rotation being equal to two cycles of magnetic-field application and removal. During the first
cycle, a maximum positive field of 1.93T is reached and for the second cycle, the field is equally strong
but with negative sign. Both cycles are equivalent in terms of the MCE since only the absolute value of
the magnetic field plays a role here and not its direction. The maximum field-sweeping rate for the cycle
can be adjusted from 0.1T s−1 to 1.2T s−1. When not stated differently, 0.7T s−1 has been chosen as a
standard rate. The sinusoidal method of field application leads to largest rates for each cycle when passing
through zero field. The magnetic field was measured by a Hall probe connected to a LakeShore gaussmeter.
Heating and cooling rates were set to 2Kmin−1 to ramp between the measurement temperatures and
0.1Kmin−1 for approaching the measurement point in order to minimize background heating or cooling
of the sample during the measurement.
In addition to ∆Tad , the setup has also been able to process data from maximum two strain gauges
in parallel. The gauges were glued to the sample surface and read out over a Wheatstone bridge [173]
measuring the electrical resistance caused by a length change of the gauge (detailed description of the
used strain gauges can be found in Section 3.4.3).
The samples were packed in Pyrogel isolation wool and the sample chamber was evacuated in order to
establish near-adiabatic conditions and to avoid a direct contact of the sample with the sample holder. The
thermocouple was placed between two halves of a sample (‘sandwich-setup‘) or on top (‘top-setup‘) and
glued to it by small amounts of thermally conductive silver-based epoxy. An ice-water mixture with 0 °C
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Figure 3.2: Schematic measurement setup for the simultaneous measurement of ∆Tad and strain using
a rotating Halbachmagnet as field source for providingmaximumabsolute externalmagnetic
fields of 1.93T. A detailed description of the setup can be found in [76]. Courtesy of Alexey
Karpenkov (TU Darmstadt).
served as reference for the differential T-type thermocouple consisting of copper and constantan wires.
The thermocouple signals were processed by a preamplifier and read out simultaneously with the magnetic
field and the strain signals by an oscilloscope. The absolute temperature of the sample has been adjusted
by a liquid nitrogen bath surrounding the sample insert in combination with a resistive heater that is in
contact with the sample holder. The absolute temperature was measured by an additional thermocouple at
the sample holder and regulated by a LakeShore temperature controller.
There are two possible operation modes for ∆Tad measurements. For the continuous protocol, the
sample was heated/cooled continuously and the magnetic field was applied on the run at the measurement
temperatures followed by a direct ramp to the next target temperature. For the discontinuous measurements,
the samples were undercooled and overheated in zero magnetic field beyond the finish temperatures of the
transition (Tover and Tunder, see Fig. 3.1) before approaching each measurement point. The latter protocol
ensures that the state of the sample is not affected by the previous measurement cycle.
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Figure 3.3: Measurement curve of ∆Tad (right axis) shown together with the absolute temperature (left
axis) for a second-orderMCE that is completely reversible (a) and for a first-order inverseMCE
with a reduced cyclic response (b). The right part corresponds to the first field application and
removal for positive magnetic-field values, whereas the left part illustrates the ∆Tad for the
second field cycle with negative field values. Start (Ts) and end (Te) temperatures of each
cycle are labeled with the respective indexes 1 and 2 for first and second cycle.
Exemplary measurement curves for the adiabatic temperature change are shown in Fig. 3.3 for a
second-order transition (a) as well as for an inverse first-order magnetocaloric material (b). For the case
of a second-order transition, ∆Tad is positive and fully reversible under cyclic conditions. All starting
temperatures in zero field (Ts) coincide with the end temperatures Te of each cycle after field removal. Thus,
the absolute value for the adiabatic temperature change is equal for each half-cycle of field application and
removal. For the inverse first-order material, ∆Tad of the first field application is determined by taking the
difference between Tmin(Hmax) and Ts,1(H0). After field removal the thermal hysteresis leads to a reduced
temperature change of the back transition, which is determined by the difference between Tmin(Hmax)
and the end temperature of the first cycle Te,1(H0). This cyclic value will then also be measured upon
further field cycles, which can be seen by the difference between Tmin(Hmax) and Ts,1(H0) (second field
application) and between Tmin(Hmax) and Te,2(H0) (second field removal). The respective measurement
of a conventional first-order material is the same but mirrored at the field axis since the values of ∆Tad are
positive.
3.4.3 Fast pulsed magnetic field measurements
In order to study magnetization behavior and magnetocaloric effects in large fields, measurements
have been conducted at the Dresden High Field Laboratory (HLD) of the Helmholtz-Zentrum Dresden-
Rossendorf (HZDR). In addition, the pulsed fields can be used to study kinetic effects since the magnetic-field
change rate is depending on the absolute field strength that is applied during the pulse.
Magnetization has been measured for the MM’X alloys in a bonded state with 5wt.% of a two-component
silver epoxy binder as well as on loose powder.
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Figure 3.4: Schematic sample setup for the simultaneous measurements of bi-directional strain and adi-
abatic temperature change in pulsed magnetic fields (a) and an actual image of the prepared
sample on the holder before inserting into the evacuated tube.
Furthermore, the setup of the HLD allows for a direct measurement of ∆Tad in large magnetic-field
changes and rates. Therefore, two parts of a sample are glued together with small amount of silver epoxy
glue and are equipped with a type-T thermocouple in between (‘sandwich setup‘). The thermocouple
consists of a drilled pair of wires of copper and constantan with a thickness of 25 µm each. This method
assures a direct contact of the thermocouple to the sample on both sides and via the thermally conductive
silver epoxy. The reference of the differential thermocouple is in contact with the back side of the sample
holder, where the absolute temperature is measured by a PT100 thermometer. The holder is inserted into
a vacuum tube, which is evacuated to ensure thermal isolation to the surrounding.
In addition, the strain of the sample can be measured simultaneously. This is performed by linear pattern
strain gauges of 0.79mm x 0.79mm length and grid width. In order to measure the strain in two directions,
two strain gauges are glued on the sample surface in field direction and perpendicular to the external
magnetic field. The arrangement of the measurement setup with thermocouple and strain gauges is shown
schematically as well as by an actual image of the Ni37Co13Mn34.5Ti15.5 sample attached to the sample
holder prior to the measurement in Fig. 3.4. A straining of the sample is measured by a length change
of the strain gauge, which changes its resistance. The strain gauge contacts are connected to a 4-point
measurement setup with digital lock-in. Therefore, a function generator created a periodic current and
the corresponding voltage was measured by an oscilloscope. After passing through a lock-in filter, the
resistance is determined from current and voltage data. For temperature-sweep measurements without an
external field, the resistance of the strain gauges is directly measured by a multimeter.
The pulsed magnetic field was produced by a solenoid magnet, which applied the maximum field always
at 13ms after starting the pulse. A pick-up coil measured the strength of the magnetic field during the
experiment. The corresponding time-dependent field profiles are shown for maximum fields of 2T, 5T,
10T, 20T, and 40T in Fig. 3.5 (a). As a result, the magnetic-field application rate as the first derivative of
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Figure 3.5: Time-dependent profiles of themagnetic-field pulses of 2T to 40T for themeasurement setup
of the HLD at HZDR (a) and the corresponding magnetic-field rates as a function of the mag-
netic field present during field application and removal (b).
Table 3.1: Maximum field application rates at the beginning of each pulses as a function of themaximum
magnetic field reached by the corresponding pulse. The values have been determined from the
first derivative of the magnetic-field evolution over time.







magnetic field over time is increasing with larger maximum fields as shown in Fig. 3.5 (b). The maximum
rates that are applied at the start of the pulse are listed in Table 3.1. However, the rates decrease slightly
compared to this maximum until the maximum field of the respective pulse is reached. Upon field removal,
the field rate is mainly a function of the present field and coincides independent on the maximum applied
field of the respective pulses.
3.5 Simultaneous measurement setup in quasi-stationary high fields
The simultaneous measurement of magnetization, strain, and electrical resistivity was carried out in an
in-house developed measurement insert in the Quantum Design PPMS, schematically shown in Fig. 3.6.
The magnetization was measured in analogy to regular magnetic measurements (see Section 3.4) by
pick-up coils. The strain was measured by the strain gauge alignment in two directions as described for
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Figure 3.6: Schematic measurement setup for the simultaneous measurement of magnetization, strain,
and electrical resistance as an insert for the PPMS. The magnetic field of up to 14T is pro-
duced by a superconducting magnet. Courtesy of Alexey Karpenkov (TU Darmstadt).
the simultaneous measurements in pulsed fields in Section 3.4.3. In addition, an identical strain gauge
setup has been attached to the quartz sample holder with known thermal expansion coefficient in order to
subtract temperature effects of the holder and of the gauge itself. The resistance R was directly measured
using a current source in combination with a voltmeter and converted to the specific resistance ρ by
Equation (3.4) with the initial sample length l and cross-section A measured at room temperature. The
temperature of the sample has been measured directly by a Cernox® thermometer in ‘top-setup ‘.
ρ = R · A
l
(3.4)
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3.6 Calorimetry
Heat capacity measurements were performed on the PPMS by Quantum Design. The measurement was
carried out using the two-tau-model™(trademark of Quantum Design), where a short heat pulse is applied
to the sample. As a consequence, the sample heats up and the time that the sample needs to relax to its
initial temperature is proportional to the heat capacity. The simple model assumes that the sample is in
perfect thermal contact to the sample platform and the time-dependent temperature evolution can be




= −Kw(T − Tb) + P (t) (3.5)
with the total heat capacity of sample and stage Ctotal, thermal conductance of the wire system Kw, the
temperature of the thermal bath Tb and P (t) being the heater power, which is P0 during heating and
zero during cooling section. This results in an exponential solution for the expression of T (t), which is
characterized by the time constant τ being equal to CtotalKw . However, for a non-ideal contact, the heat
capacity of sample (index "s") and platform (index "p") need to be separated and the value for the sample




= −Kg(Ts(t)− Tp(t)) (3.6)
with Kg being the thermal conductance between sample and platform by a connecting grease. By this
method, cp can be measured as a function of temperature and in external magnetic fields of up to 14T.
The determination of an entropy-temperature diagram has been carried out from cp data of the PPMS
measurement. By this method, cp has been determined from room temperature down to 10K in different
applied magnetic fields. For each field, the entropy curve was calculated according to Equation (2.3) by
dividing cp by T and integrating over the temperature:








The value for T0 has been chosen as the lowest measured data point in zero magnetic field at 4K. Further
measurements that were not carried out down to this temperature were corrected by the absolute entropy
offset at the respective T0 of each measurement compared to the reference data in zero field. It must be
considered here that the calculation of the total entropy can lead to slight deviations to the actual real value
because the integration does not start at 0K. However, T0 is chosen low enough, so that no effects of the
phase transition were contributing significantly to cp any more. Moreover, the diagram was used in order
to determine relative entropy changes and the absolute entropy value will not be part of the discussion.
Differential scanning calorimetry (DSC) measurements on In-, Al-, and Sn-Heusler alloys were carried out
at Fraunhofer IWKS Alzenau on a NETZSCH STA 449F3 calorimeter with a heating/cooling rate of 10Kmin−1
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under protective Ar atmosphere. The sample signal is measured by the difference of heat flow from the
sample and the respective heat flow of an empty reference Al2O3 crucible. Further DSC measurements
on MM’X compounds and Ti-Heusler samples were executed on a NETZSCH DSC 404 Pegasus F1 with a
heating/cooling rate of 5Kmin−1 under protective Ar atmosphere.
From the measurement of the heat flow dQdt , the specific heat capacity can be first calculated with the









In analogy to Equation (3.7), the integration of cp/T with boundaries at the start and finish of the














The integration boundaries T1 and T2 are chosen at the points where the signal of heat flow or cp/T
starts to deviate from the baseline as a consequence of the phase transition.
3.7 Mechanical characterization
Mechanical tests have been carried out on a Universal Testing Machine 5967 by Instron in compression
mode. Suction-cast rods of 3mm diameter were cut to a length of 5mm to 6mm by a wire saw and
processed by grinding in order to obtain two plane-parallel surfaces for the piston contact. Arc molten
samples were cut to cuboids of 2.5mm x 2.5mm x 5mm and processed accordingly. In order to account for
slight misalignments of the contact surfaces, a pre-force of 50N was applied prior to recording the data
set. During the measurement, the force F applied to the sample was recorded by a load cell as well as
the length change ∆l of the sample by the traveling distance of the traverse. These two quantities were









where A is the rectangular or circular cross-section of the sample and l0 the initial sample length. Since
the measurement of ∆l by the movement of the piston is just a rough estimation and does not consider
elongations in the device itself (material as well as bearings), the evaluation of the absolute strain and
Young’s modulus E from these measurements must be regarded with care and does not necessarily reflect
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the true elongation of the sample.
In order to measure stress-dependent strains at varying temperatures, the system was equipped with
a temperature chamber, which enabled to set the temperature of the mechanical testing setup between
100K to 500K using liquid nitrogen in combination with a heater setup and a ventilation system to control
the air temperature inside the closed chamber. The actual sample temperature was directly measured by
an attached thermocouple. In order to achieve more accurate strain values that neglect the contribution
of the setup, an extensometer was attached between the contact surfaces of the pistons with the sample.
Temperature-dependent strain measurements were carried out by setting a constant force and sweeping
the temperature of the system. The elongation/contraction of the sample has been followed by a piston
movement in order to keep the force constant. The resulting length change of the extensometer was used
as signal for the sample strain. Since the sensors of the extensometer were not positioned directly at the
top and bottom of the sample, the actual sample strain has to be calculated by dividing the length change
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4 Ni-Mn-based Heusler Compounds
One of the most promising material systems considered for magnetocaloric cooling are alloys of the
Ni-Mn-X Heusler family. The largest effects can be reached for Ni-Mn-In with a certain amount of Co doping
on the Ni lattice site. Since the thermal hysteresis is pretty large for the majority of these compounds,
the reduced cyclic effects prevent a stronger consideration for using these alloys in MCE demonstrators
for close-to-application conditions [175]. Besides the most-commonly used second-order transition of
Gd, conventional first-order compounds of the La-Fe-Si system are usually favored for tests of the cyclic
performance of magnetocaloric materials in integrated AMR systems establishing a thermal span/cooling
power [63]. In addition, the critical element In that is necessary for the best performing Heusler alloys is
hindering the consideration for extensive price-sensitive cooling applications.
This chapter will compare different systems of the Ni-Mn-X Heusler family and work out the differences
why some perform better than the others in magnetic fields below 2T. The basic properties of the phase
transition, namely magnetization change, influence of e/a on Tt, transition width, thermal hysteresis,
and magnetic-field sensitivity are discussed comprehensibly. This analysis allows to cross-correlate the
determined properties for the different related Heusler systems to work out similarities and differences.
The samples that are used for producing this large data set are shown in Table 4.1.
In addition, the adiabatic temperature change of different Heusler compounds will be investigated in
higher magnetic fields in order to compare their maximum possible MCE. The technique of using pulsed
magnetic fields also allows for an assessment of kinetic aspects that play a role for the nucleation and
growth processes of the martensitic first-order phase transition.
Parts of this chapter are published in
• A. Taubel, T. Gottschall, M. Fries, S. Riegg, C. Soon, K. P. Skokov, and O. Gutfleisch, A Comparative
Study on the Magnetocaloric Properties of Ni-Mn-X(-Co) Heusler Alloys, physica status solidi (b) 255 (2),
1700331 (2018).
45
Table 4.1: Nominal sample compositions of the produced Ni50-xCoxMn50-y(In/Sn/Al)y systems with ac-
tual stoichiometries determined from EDS (Ni(-Co)-Mn-Al) and ICP-OES (Ni(-Co)-Mn-In and Ni(-
Co)-Mn-Sn) and the resulting e/a ratio. Samples of the Ni(-Co)-Mn-In system have been pro-
duced and measured by Tino Gottschall (TG) within the framework of his dissertation at TU
Darmstadt [144], Ni(-Co)-Mn-Sn samples have been produced, partly measured and provided
for further characterization by Tino Gottschall as well as by Christopher Soon (CS) as part of
his Bachelor thesis at TU Darmstadt [176]. The remaining measurements have been carried
out by myself (AT) within this thesis, while samples of Ni-Mn-Al for the heat treatment opti-
mization have already been produced previously for my Master Thesis at TU Darmstadt [177].
The individual contributions are clarified for each sample and measurement addressed in this
chapter.
nominal stoichiometry e/a produced by measured by
M(T ) ∆Tad ∆sT
x=0, y=14.5 (In) Ni50.2Mn35.0In14.5 7.91 TG TG TG TG
x=0, y=15 (In) Ni49.6Mn35.6In14.8 7.91 TG TG TG TG
x=0, y=15.5 (In) Ni49.8Mn35.0In15.2 7.89 TG TG TG TG
x=5, y=12.5 (In) Ni45.0Co5.0Mn37.5In12.5 7.95 TG TG TG TG
x=5, y=13 (In) Ni45.2Co5.1Mn35.6In13.1 7.86 TG TG TG TG
x=5, y=13.5 (In) Ni45.7Co4.2Mn36.6In13.5 7.92 TG TG TG TG
x=0, y=14 (Sn) Ni51.5Mn35.1Sn13.7 8.16 TG TG AT AT
x=0, y=15 (Sn) Ni50.7Mn34.3Sn15.0 8.07 TG TG AT AT
x=0, y=15.5 (Sn) Ni49.8Mn34.8Sn15.4 8.03 CS CS CS CS
x=0, y=16 (Sn) Ni50.5Mn34.0Sn15.5 8.05 TG TG AT AT
x=5, y=11.5 (Sn) Ni45.7Co4.9Mn37.9Sn11.5 8.12 TG TG AT AT
x=5, y=12 (Sn) Ni47.2Co5.1Mn35.5Sn12.2 8.15 TG TG AT AT
x=5, y=12.5 (Sn) Ni46.2Co5.0Mn36.6Sn12.2 8.12 TG TG AT AT
x=0, y=19 (Al) Ni49.6Mn31.2Al19.2 7.72 AT AT AT AT
x=0, y=19.5 (Al) Ni49.4Mn31.3Al19.4 7.71 AT AT AT AT
x=0, y=20 (Al) Ni50.0Mn30.0Al20.0 7.70 AT AT AT AT
x=5, y=18.5 (Al) Ni45.0Co5.0Mn31.5Al18.5 7.71 AT AT AT AT
x=5, y=19 (Al) Ni44.5Co5.1Mn31.5Al18.9 7.68 AT AT AT AT
x=5, y=19.5 (Al) Ni44.5Co5.2Mn31.0Al19.3 7.67 AT AT AT AT
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4.1 Optimizing the heat treatment
The selection of proper annealing conditions is an important step of the sample production for the
resulting quality of a magnetocaloric compound. Especially for Heusler alloys, the (local) transition
temperature is highly sensitive towards the actual stoichiometry. Thus, a fully homogeneous sample
composition is the key to reach highest possible magnetocaloric effects. The most prominent Heusler
alloy systems for magnetocaloric considerations are investigated in this section with respect to their
ideal annealing conditions. For different samples without Co and with 5 at.% of Co of the systems
Ni50-xCoxMn50-yIny, Ni50-xCoxMn50-ySny and Ni50-xCoxMn50-yAly, a heat treatment study was carried out at
different temperatures but for the same annealing time of 24 h. The optimal conditions for the Ni(-Co)-Mn-
In system are at 1173K for 24 h. The comparison of the magnetization curve for this annealing condition
(green) with the as-cast state (purple) in Fig. 4.1 (a) demonstrates the urgent need for a proper heat
treatment. The temperature-dependent magnetization curve of the as-cast state depicts the magnetization
increase of the austenite state as a result of the austenite Curie temperature TAC around 315K. This second-
order transition is broadened due to the external magnetic field of 1T, which also aligns moments in the
paramagnetic state. The drop of magnetization upon further temperature decrease indicates the martensitic
transition. This phase transition is broad for the as-cast state and spans over a temperature interval of more
than 50K. The magnetization of the low temperature state still amounts to 50Am2 kg−1 illustrating an
incomplete phase transition since the magnetization of the full martensite state is expected to be much
lower (paramagnetic). In contrast, the magnetization curve for the annealed sample (green) shows a sharp
magnetostructural phase transition below 240K from high-magnetization austenite to low-magnetization
martensite. The width of the transition amounts to 12K. The magnetization change ∆M of this phase
transition is not fully exploited because the magnetization of the formed martensite is still not close to
zero as expected for a paramagnetic state. The reason is the Curie temperature of the martensite TMC
being near the transition temperature. As a consequence, the formed martensite state already possesses
aligned moments at Tt. The Curie temperatures can be identified much clearer by the measurement in a
very low external magnetic field of 0.01T shown in (b). A steep magnetization change is visible for TAC at
315K. This transition temperature can be determined precisely from the sharp transition because the Curie
temperature is only unambiguously defined in zero external magnetic field. In addition, TMC is visible here
as a step in the magnetization curve at 210K even though it is not as sharp as for TAC .
For the two systems of Ni(-Co)-Mn-Al and Ni(-Co)-Mn-Sn, a systematic study has been carried out to
find the optimal annealing conditions. It can be seen for the Al system with Co in Fig. 4.2 (b) that the
homogeneity of the transition is increased with higher annealing temperature. At the ideal conditions of
Ni(-Co)-Mn-In (1173K), no martensitic transition is obtained. The ideal heat treatment temperature is
found to be at 1323K, which leads to the most narrow transition width with the highest magnetization
change. An even higher annealing temperature leads to a slightly worse ∆M . In addition, the evolution
of the austenite Curie temperature results in an increase of TAC for higher annealing temperature with
the maximum value at 1323K followed by a drop. This indicates the highest atomic disorder for the
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Figure 4.1: Temperature-dependent magnetization curves in a magnetic field of 1T for Ni49.8Mn35.0In15.2
in as-cast state (purple) and for a heat treatment (green) at 1173K for 24 h (a). The corre-
sponding M(T ) curve for an external field of 0.01T is shown in (b). The sample has been
produced by Tino Gottschall within the scope of his dissertation (TU Darmstadt).
found annealing temperature of 1323K. All investigated heat treatments were performed far above the
L21/B2 disordering temperature, which is around 773K for Ni-Mn-Al [178, 179]. The system is therefore
expected to be in B2 state after quenching from the annealing temperature. The best phase transition for
Ni-Mn-Sn shown in Fig. 4.2 (c) is resulting from a heat treatment at 1223K for 24 h. In agreement with the
observations for Ni-Co-Mn-Al, TAC increases for increasing annealing temperature. In contrast, the drop of
TAC at a temperature higher than the optimal one is not observed here.
Different ideal annealing temperatures are figured out for the three investigated Heusler systems. Since
the atomic order/disorder plays an important role for the martensitic transition [180], a correlation with
the annealing temperature is expected. Since all found temperatures for the heat treatment are to different
extents above the L21/B2 ordering temperature (Al needs a higher annealing temperature than In whereas
the ordering temperature is lower [179, 181]), an additional parameter must contribute. Figures 4.1
and 4.2 provide evidence that the ideal annealing temperature for achieving a sharp phase transition is
mainly a consequence of the proper homogenization of the stoichiometry. Therefore, the activation of
diffusion processes for the atoms during the heat treatment is the major parameter of interest. Since the
melting point of a compound gives an estimate for the required activation energy of self-diffusion [182],
the solid/liquid transition is investigated by a DSC measurement. The exothermic peaks for the heat
flow measured upon cooling in Fig. 4.2 (d) represent the solidification temperatures of the respective
Heusler system for one Co-free sample and one sample with Co. The peak signal for the Ni(-Co)-Mn-Al
samples is lower and broader than for the other two systems but clearly at higher temperatures. Lowest
solidification points of around 1240K are found for the In-system. The Sn-system exhibits a split signal due
to a two-step solidification process, which is consistent with previous reports for this system [183]. Also
the melting/solidification temperature of around 1300K is conform with literature values [183, 184]. The
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Figure 4.2: Influence of annealing temperature on the M(T )-curves for Ni49.8Mn35.0In15.2 (a),
Ni44.5Mn31.5Al19.0Co5.1 (b), and Ni50.7Mn34.3Sn14.5 (c) in a magnetic field of 1T. Inverse
susceptibility as a function of temperature for the three samples is depicted in the respective
insets. DSC measurements upon cooling for the three Ni(-Co)-Mn-X systems show the
solidification temperatures (d). The Ni-Mn-In sample of (a) has been produced andmeasured
by Tino Gottschall (TU Darmstadt) within the scope of his dissertation [144], the Ni-Mn-Sn
sample of (c) has been produced and measured by Christopher Soon (TU Darmstadt) within
the framework of his Bachelor Thesis [176].
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Figure 4.3: Temperature-dependent magnetization curves for different annealing conditions of a post-
treatment at 773K (black), 1023K (red) and 1273K (blue) compared to the initial annealing at
1173K (green) and the as-cast state (purple) for Ni49.8Mn35.0In15.2 (a). The respective magne-
tization around the Curie temperature is shown in (b).
solidification temperature for the samples with Co is slightly lower than the corresponding Co-free sample
for all three systems, except for the Al-alloys where both temperatures are nearly equal. In summary,
the trend for the optimum annealing temperature correlates with the trend for the solidification/melting
temperatures. For Ni-Mn-In and Ni-Mn-Sn, the ideal annealing temperature is found to be around 50K to
70K below the melting point.
In an additional step, the influence of a post-annealing step on the martensitic transition is examined for
the Ni-Mn-In system. Therefore, one sample piece of Ni49.8Mn35In15.2 that has been annealed optimally at
1173K for 24 h has been cut into four pieces (the sample has been produced initially by Tino Gottschall
within the framework of his dissertaion, TU Darmstadt). One piece was taken as reference and the others
were taken for an additional annealing step at 773K, 1023K and 1273K, respectively. The resulting
temperature-dependent magnetization curves for the post-annealing steps compared to the as-cast sample
and the initial heat treatment in Fig. 4.3 (a) show significant differences. Compared to the broad phase
transition of the inhomogeneous as-cast sample (purple), the annealing at 1173K (green) as well as the
post-annealings at 773K (black) and 1023K (red) show a sharp magnetostructural phase transition. The
annealing at the highest temperature of 1273K leads to a broad phase transition because it is already too
close to the melting point, which is in agreement with the results from the DSC analysis in Fig. 4.2 (d). The
post-annealing steps at 1023K and 773K lead to an increase of Tt in combination with a reduced transition
width. This effect is most pronounced at the lowest tested heat treatment temperature of 773K. A possible
explanation can be that the sharper phase transition is a result of the higher transition temperature.
The influence of the different post-annealing procedures is also reflected in the Curie temperatures
determined from magnetization measurements in 0.01T in Fig. 4.3 (b). Highest TAC is observed for the
initial annealing at 1173K. The additional post-treatments that enhance the sharpness of the transition also
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lead to a decrease of TAC . This is in agreement with the trend for the heat treatment study of Ni-Co-Mn-Al
and Ni-Mn-In in Fig. 4.2 (a) and (b). Since the post-treatment should not influence the homogenization of
the sample, it can be assumed that the decrease of TAC and consequently the order state of the sample also
favors a sharper phase transition. It must be noted that also the highest annealing temperature of 1273K
decreases TAC . The influence on the magnetostructural transition is however overlaid by the worsening of
the homogenization due to the proximity to the melting point.
4.2 Tuning the properties of the martensitic phase transition
In order to compare the three Heusler systems of Ni(-Co)-Mn-In, Ni(-Co)-Mn-Sn and Ni(-Co)-Mn-Al,
the respective magnetization curves are shown for different stoichiometries in a magnetic field of 1T
in Fig. 4.4 (a)-(c). All systems show the collective behavior of the tunable transition temperature by
changing the stoichiometry. By variations in the Mn-X ratio in Ni50Mn50-xXx (circles), the transition can
be adjusted precisely over a wide temperature range. An increased In-, Sn- and Al-content decreases the
transition temperature, which is related to a reduction of the valence electron concentration per atom
e/a [185]. These sensitive changes also explain why small chemical inhomogeneities of a non-ideal heat
treatment have a significant impact on the transformation properties. The evolution of the magnetization
of the austenite and martensite state for each sample suggests that the magnetization change during the
martensitic transition is guided by the magnetization curves of pure martensite and austenite [67].
A substitution of 5 at.% of Ni by Co leads to a similar behavior for varying Mn-X ratios (squares).
As an example, an increase of 1 at.% of In in the Ni45Co5Mn50-xInx series shifts the transition by about
−120K. The addition of Co decreases Tt, which leads to a reduced In content to achieve a transition
near room temperature. Furthermore, the Co substitution also decreases TMC reducing the magnetization
of the martensite for low temperatures. The latter feature is especially apparent for the magnetization
curves of the Ni(-Co)-Mn-Sn Heusler system in Fig. 4.4 (b). The Co-free system is characterized by
a higher Curie temperature of the martensite phase TMC . As a result, the martensitic state possesses
a significant magnetization in the regarded temperature range. Therefore, the magnetization change
between martensite and austenite is only modest over the whole temperature range for the Co-free system.
The transformation in Ni-Mn-Sn is much sharper than for the Ni-Mn-In system but also the thermal
hysteresis is slightly broader. The partial substitution of Ni by Co again increases the Curie temperature
of the austenite TAC , but decreases TMC as well as Tt [186]. As a side effect, the thermal hysteresis can
be decreased below 10K. These effects of the Co-substitution are illustrated by the direct comparison
of Ni50Mn35Sn15 (blue) and Ni45Co5Mn37.5Sn12.5 (yellow), where the Co containing sample has a larger
M of the austenite, a smaller M of the martensite, a more narrow hysteresis, and less Sn-content at the
same transition temperature. The amount of Co can in principle be increased up to 10% but the possibility
of Co precipitations has to be considered carefully for this substitution range. By further decreasing the
Sn content, the magnetostructural transition can be shifted towards temperatures above 400K and still a
significant magnetization change is obtainable [187]. This could make Ni-Co-Mn-Sn an interesting material
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for the application of thermomagnetic power generation from waste heat [188–191].
Significant differences compared to the previously introduced systems are obvious for Ni(-Co)-Mn-Al in
Fig. 4.4 (c). The M(T )-curves in a magnetic field of 1T reveal sharp transitions with rather low hysteresis
in the order of 10K around room temperature for the Co-free samples. However, the transition exhibits a
very low magnetization change of around 2Am2 kg−1. This is attributed to the phase transition close to
the Curie temperature of the austenite, which is close to room temperature [179]. Therefore, the austenite
phase can be in the paramagnetic state around room temperature until the transition takes place [141]. The
magnetization of the martensite state increases below Tt reaching similar values compared to the austenite
magnetization just above Tt. By adding Co, the magnetization of the ferromagnetic state is enhanced
significantly. The magnetization of the paramagnetic state is constantly low even at temperatures around
150K. This is attributed to a change of the magnetic properties of the martensite from antiferromagnetic
to paramagnetic by the addition of Co [141]. This transition of the low-temperature phase with changing
composition is also under discussion in literature for Ni-Mn-Sn and Ni-Mn-In Heusler alloys, shown
for example by means of ferromagnetic resonance studies [192]. Recently, an antiferromagnetic order
on the Ni and Mn site has been reported for the martensitic state of a Ni-Co-Mn-Ga alloy by neutron
diffraction experiments [193]. Therefore, a distinct proposition of the present state cannot be made here
unambiguously and both paramagnetic or antiferromagnetic contributions are possible. Anyway, the result
of the Co substitution is a strongly enhanced ∆M for the phase transition, similar to the ones of the
Ni-Co-Mn-Sn system. On the other hand, the transition width and hysteresis increases compared to the
Co-free system [194]. Due to the proximity of the transition in Ni-Mn-Al to TAC and the low ∆M , the
Twidth is naturally decreased proportionally when the slope of dMdT stays constant. The Ni45Co5Mn31Al19
sample shows a Twidth of 45K and a hysteresis of 15K. For all the three investigated systems, the width and
hysteresis decrease when the transition temperature gets closer towards TAC . Such trends are evaluated in
more detail by plotting data points for all investigated samples over the respective transition temperature.
The transition temperatures represented by As are summarized for a set of samples as a function of
the e/a ratio for all three Heusler systems (Fig. 4.4 (d)). The transition is shifted linearly towards lower
temperatures by decreasing e/a, which is equivalent to a larger In/Sn/Al-to-Mn ratio as well as to a larger
amount of Co substitution for Ni. However, the slope is varying for each system and matching the proposed
evolution by the dotted lines, which run towards the common point for the Co-free systems of Ni50Mn50.
The slope of the Ni-Co-Mn-Al system is much larger, which is an indication for a higher sensitivity of Tt (As
in this particular case) towards variations of the alloy composition. This effect can be the reason for the
broader transition of this system in Fig. 4.4 (c). The larger slope for the Sn system seems to contradict this
as sharp transitions are observed in Fig. 4.4 (b). However, Sn contributes to e/a with one more valence
electron than Al and In and shows a varied correlation between e/a and stoichiometry. Moreover, the
general guidance by e/a can only be applied within one Heusler system. The exchange of Al and In shifts
the martensitic transition drastically in spite of an equal valence electron count [185]. On the one hand,
the changed electronic properties influencing the density of states is assumed to play a role here. On the
other hand, the exchange of elements at the D-sites (Al and In) are located in different rows of the periodic
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Figure 4.4: Temperature-dependent magnetization curves for Ni(-Co)-Mn-In (a), Ni(-Co)-Mn-Sn (b) and
Ni(-Co)-Mn-Al (c) for samples without Co (circles) and with 5 at.% of Co substituted for Ni
(squares), measured in an external magnetic field of 1T. Additionally shown are the correla-
tions between the phase transition temperature in terms of As and the valence electron count
e/a (d), between themagnetic field dependence of the phase transition and the corresponding
transition temperature of the compound (e) aswell as betweenwidth of the thermal hysteresis
and the transition temperature (f) for the three Heusler systems Ni(-Co)-Mn-Al (blue squares),
Ni(-Co)-Mn-Sn (green triangles), and Ni(-Co)-Mn-In (red circles). Data points of the Co-free
samples are shown as solid symbols, open symbols represent the systems with 5 at.% of
Co substitution for Ni. Dotted lines in (d) are linear fits for the Co-free data points includ-
ing the transition temperature for the common Ni50Mn50 compound, whereas the ones in (e)
and (f) are drawn as a guide to the eye. Ni(-Co)-Mn-In and Ni(-Co)-Mn-Sn samples have been
produced and measured (M(T )) by Tino Gottschall within the scope of his dissertation (TU
Darmstadt) [144].
4.2 Tuning the properties of the martensitic phase transition 53
table and have different atomic radii, which changes the lattice constants and contributes to the stability of
the involved phases.
Themost important quantity from a practical point of view is the dependence of the transition temperature
on an external magnetic field. The quantity of dTtµ0dH describes to what extent a phase transition can be
induced by an external magnetic-field change. This correlates directly with the possible field-induced
MCE. In general, dTtµ0dH increases with decreasing absolute temperature of the transition, which is observed
for all investigated Heusler alloys in Fig. 4.4 (e). However, the slope as well as the maximum possible
values around room temperature vary significantly. The highest values at room temperature (−6KT−1)
can be achieved for Ni-Co-Mn-In samples, which can still be enhanced for lower transition temperatures
reaching values of −9KT−1 at 260K. Since the magnetization change is negligibly small for Ni-Mn-Al
(blue symbols), also the phase stabilization by an external field is not significant and dTtµ0dH is nearly zero.
Enhancing ∆M by the addition of Co also enables larger values of dTtµ0dH up to −7KT−1 at 140K, which is
not as efficient as for Ni-Co-Mn-In. Lowest absolute values of dTtµ0dH as well as lowest dependencies on Tt are
obtained for Ni(-Co)-Mn-Sn. The comparison with Fig. 4.4 (b) yields the direct correlation between dTtµ0dH
and the magnetization change of the transition. Since TAC and TMC are close together, the absolute ∆M of
the transition is not changing drastically with temperature and the same holds true for the magnetic-field
sensitivity. This finding is based on the shift of Tt with changing magnetic field being a result of the
stabilization of a magnetic phase by the Zeeman term in the free energy, which is proportional to the
magnetization.
The general trend of the thermal hysteresis in Fig. 4.4 (f) yields an increasing hysteresis for decreasing
transition temperature. From two different points of view, this result is in agreement with the observations
from Fig. 4.4 (e): Since the shift of the transition is stronger at lower temperatures, the absolute temperature
difference between martensite and austenite formation branch leads to a variation of the shift with changing
temperature. The increasing hysteresis with decreasing temperature can therefore be correlated to the
evolution of dTtµ0dH by assuming that it is not relevant whether the transition temperature is shifted by a
magnetic field or compositional changes [195]. Second, the increasing hysteresis is consequently also
connected to the magnetization change of the transition. The strong trend for∆Thyst with Tt is pronounced
much weaker for Ni-Mn-Sn, where also ∆M as well as dTtµ0dH do not show large changes as a function of As.
Thus, the thermal hysteresis is not only depending on the temperature of the phase transition itself, also
the magnetic properties of the phase transition seem to play a role for tuning the thermal hysteresis.
Interestingly, the introduction of Co for Ni reduces the quite large thermal hysteresis for Ni(-Co)-Mn-Sn,
but increases it for Ni(-Co)-Mn-Al and Ni(-Co)-Mn-In. A reason can be a diverse effect of the introduction
of the Co atoms on the lattice constants of austenite and martensite influencing the conformity of both
phases, which can result in an increased or decreased nucleation barrier.
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4.3 Magnetocaloric performance in low magnetic fields
The most important figures of merit to categorize the performance of a magnetocaloric material are
∆sT and ∆Tad. A determination of ∆sT for the samples of the commonly considered most promising
Ni(-Co)-Mn-In system are around 20 J kg−1K−1 for transitions at room temperature (Ni45Co5Mn37In13).
As a consequence of the large magnetic-field sensitivity, the magnetic-field-induced entropy change is
already saturated for field changes of 2T. Lowering Tt results in a decrease of the maximum achievable
∆sT because of the increasing contribution of the magnetic entropy change, which is counteracting the
constant entropy change of the structural transformation [66]. It is important to emphasize that this
effect of increasing ∆M with decreasing temperature is on the other hand necessary in order to drive
the magnetic-field-induced transition. This controversy is denoted in literature as the dilemma of inverse
magnetocaloric materials [67]. As a result, the achievable ∆sT for magnetic-field changes of 2T is reduced
by half for a transition temperature of 230K compared to room temperature.
The entropy changes for Ni(-Co)-Mn-Sn are also in the range of 10 to 20 J kg−1K−1, the highest
value for the present sample series is determined as 24 J kg−1K−1 for a transition temperature of 330K
(Ni45Co5Mn38.5Sn11.5), which is therefore comparable to best values of Ni(-Co)-Mn-In. These values for
the Sn-system are not saturated for field changes of 2T because dTtµ0dH is low compared to the In-system.
Therefore, even higher values can be expected for larger magnetic-field changes that are able to saturate
the field-induced MCE. As a consequence of the broad transition observed for the Ni-Co-Mn-Al samples
combined with a medium dTtµ0dH , the entropy changes for this Heusler system are only moderate in the
range of 3 J kg−1K−1.
The next step is to compare the systems by means of the adiabatic temperature change for the first field
application as well as the cyclic ∆Tad upon further field changes, which are both shown in Fig. 4.5 (a)
and (b) for a magnetic-field change of 1.93T. For the cyclic effect ∆T cycad , the difference of ∆Tad for the
maximum field of the second field-application cycle and for the corresponding completed field removal is
considered. The absolute temperature is corrected for the new starting temperature of the second field
cycle by subtracting the irreversible part of ∆Tad after the first field cycle: Tnew = Ts +∆Tad,1.
For Ni(-Co)-Mn-Al, ∆Tad has only been measured for the Co containing samples because the low values
of ∆sT and the dTtµ0dH close to zero suggest vanishing and noisy ∆Tad signals for the Co-free system. The
Ni45Co5Mn31Al19 sample experiences an adiabatic temperature change of −1.0K for the first field cycle of
discontinuous protocol, which is a notable value for a FOMT compared to the low ∆sT of 3 J kg−1K−1.
However, such a small magnetocaloric effect is not promising for actual magnetocaloric cooling applications.
Ni-Mn-Sn samples reach maximum ∆Tad values of around −1.5K. This represents no substantial
enhancement compared to the Ni-Co-Mn-Al sample considering that ∆sT is approximately five times larger.
Furthermore, the MCE is not reversible at all for the applied field changes of 1.93T. Both observations
indicate that the low field dependence together with the considerable thermal hysteresis inhibit a cyclic
magnetocaloric effect in magnetic fields below 2T. The typical ∆Tad behavior for a Co-free sample in
Fig. 4.5 (c) explains why a negative ∆Tad is measured for the first field application cycle but a positive
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value for the second one for Ni50Mn36Sn14 (blue curves). At a starting temperature of 310K, a purely
second-order effect is observed due to the proximity to TAC . The MCE is 100% reproducible upon field
removal as well as for the second field cycle. At 299K, a negative ∆Tad is obtained for the first field
application due to the induced FOMT. However, the thermal hysteresis cannot be overcome by the field
removal and a conventional MCE of the irreversibly induced austenite is seen for further field cycles. The
very small hysteresis for the second cycle indicates a partial first-order contribution, which is overlaid by
the dominating effect of the SOMT upon field cycling.
Largest value of −2.6K for this system is obtained for the Ni45Co5Mn38.5Sn11.5 sample, of which −1.2K
is obtained under cyclic conditions. The cyclic contribution of the FOMT is illustrated by the field-dependent
∆Tad in comparison to the non-cyclic bahavior of the Co-free sample in Fig. 4.5 (c). This directly mea-
sured temperature change outperforms previously measured values [196, 197]. The matching curves for
continuous and discontinuous measurements (filled and open symbols) shows that the full effect is being
exploited by the measurement protocol for this field change. Consequently, the large values of ∆sT that are
comparable to the ones for Ni-Co-Mn-In system cannot be reflected in a usable ∆Tad. The influence of the
heat capacity, which links ∆sT to ∆Tad, is similar for the investigated Heusler compounds and should not
cause this large difference [198, 199]. The crucial point is the reduced field dependence of the transition
temperature for Ni-Co-Mn-Sn, which hinders a completely induced phase transition in magnetic-field
changes of below 2T, despite the sharp increase of dMdT . According to studies of the thermal hysteresis
behavior, Ni(-Co)-Mn-Sn samples need an estimated magnetic field of 9 to 12T to overcome the hysteresis
and to experience a reversible phase transition [197, 200, 201].
The best performance in terms of ∆Tad in magnetic-field changes of 1.93T is achieved for the Ni-Co-
Mn-In system. Maximum temperature changes are obtained between −2.7K and −7.9K, the latter one
representing one of the highest vales measured for this field change, as already reported for this exact sample
in [125]. Furthermore, the In-system also exhibits the highest temperature changes upon cycling (−3K),
which is again a result of the strong dTtµ0dH . For samples with low transition temperatures, the MCE is already
saturated in magnetic-field changes of 1.93T, which is indicated by the plateau of ∆Tad for Ni45Mn35In15
in Fig. 4.5 (a). However, the large value of Ni45Co5Mn36.5In13.5 is not saturated yet and even larger values
for∆Tad are expected for larger field changes. Despite the good reversibility compared to the other Heusler
systems, the largest achievable absolute value of −3K as well as the relative cyclability of the MCE of
37% are not competing with material systems of La-Fe-Si and Fe2P-type alloys exhibiting a conventional
effect with narrow thermal hysteresis and very little reduction of ∆Tad upon cycling [38]. The cyclic ∆Tad
compared to the first field application amounts to approximately 80% for La-Fe-Si [202] and 75% for
Mn-Fe-P-Si [110].
In addition, the magnetocaloric properties∆sT and∆Tad are determined for the different post-annealing
treatments carried out for the Ni50Mn35In15 sample in Section 4.1. The results for∆sT shown in Fig. 4.6 (a)
confirm the already discussed sharpening of the phase transition with decreasing post-annealing tem-
perature. By an enhanced dMdT with maintained absolute magnetization change, the entropy change
of the transition induced by a magnetic-field change of 2T is increased by 45% from 9.9 J kg−1K−1 to
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Figure 4.5: Directly measured ∆Tad in "sandwich-mode" upon the first field application (a) and under
cyclic conditions (b) in discontinuous (filled symbols) and continuous (open symbols) pro-
tocol for selected samples of the Ni(-Co)-Mn-Al, Ni(-Co)-Mn-Sn and Ni(-Co)-Mn-In Heusler
systems in a maximum magnetic-field change of 1.93T under heating. The magnetic-field-
dependent evolution of ∆Tad for Ni50Mn36Sn14 (blue triangles) and Ni45Co5Mn38.5Sn11.5 (yel-
low diamonds) at different temperatures is shown in (c). The measurements of the Ni(-Co)-
Mn-In samples have been performed by Tino Gottschall within the scope of his dissertation
(TU Darmstadt) [144].
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Figure 4.6: Isothermal entropy change determined from M(T ) measurements upon heating (open sym-
bols) and cooling (filled symbols) for different annealing conditions of a post treatment at
773K (black), 1023K (red) and 1273K (blue) compared to the initial annealing at 1173K
(green) and the as-cast state (purple) for Ni50Mn35In15 (a) in a magnetic-field change of 2T.
Respective adiabatic temperature change of the martensitic transition (b) and the Curie tem-
perature (c) are shown for directmeasurements upon amagnetic-field change of 1.93T under
heating with continuous (filled symbols) and discontinuous (open symbols) protocol in "top-
mode".
14.4 J kg−1K−1 by the additional heat treatment step at 773K. In contrast, the entropy change of the
transition is drastically decreased down to 2.3 J kg−1K−1 for the too high post-annealing at 1273K.
In accordance, the directly measured ∆Tad is increased from a maximum value of −4.7K for the initial
sample to −5.3K for the post-annealing at 773K. In contrast to the strongly pronounced increase in ∆sT ,
this enhancement of ∆Tad only amounts to roughly 10%. In addition, the ∆Tad measurements confirm the
shift of the austenite Curie temperature shown in Fig. 4.6 (c). The trend of the decreasing TAC for all carried
out post-annealing steps at higher and lower temperatures than the initial homogenization is confirmed by
the shift of the position for the peak value of ∆Tad. The accuracy is hereby represented by the temperature
step size of the measurement, which is 2K. The largest shift is observed for the post-annealing at 773K,
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shifting TAC from 316K down to 312K. Even though, this is representing the largest enhancement for the
MCE of the FOMT, the absolute ∆Tad around the Curie temperature is even decreased slightly from 2.1K
to 2.0K.
4.4 Magnetocaloric performance in high magnetic fields
Since most of the samples investigated in this chapter do not exhibit a saturated ∆Tad for the applied
magnetic-field changes, the possibility of applying larger fields can provide information about the maximum
possible effect of the different Heusler systems and what fields are necessary for achieving this. The
application of magnetic fields with different rates can also give insights into the kinetic characteristics of the
martensitic transition. Therefore, a sample of Ni-Co-Mn-Al was measured in pulsed magnetic fields from
2T to 50T at the HLD of the Helmholtz Zentrum Dresden-Rossendorf. In order to evaluate the quality
of the thermocouple and its field-rate dependence, pulses of 5T and 50T being equivalent to maximum
field application rates of 710T s−1 and 7940T s−1, respectively, are applied at the Curie temperature of
the sample. The corresponding signals of ∆Tad are shown in Fig. 4.7 (a). The maximum MCE of the
SOMT amounts to 2K for a field change of 5T and to a maximum of 12K for a field change of 50T. These
values are fully reversible due to the nature of the second-order transition. However, they are much lower
compared to the best-performing second-order material Gd, which exhibits adiabatic temperature changes
of around 4.5K in moderate field changes of 2T and over 50K for 50T [203]. By comparing the signals
for the field-application path and the field removal, it is obvious that a magnetic-field application of 50T
causes a delay in the ∆Tad signal. The inset confirms that for a field change of 5T, no delay is present,
which is indicated by the perfect agreement of field-application and field-removal signal. Therefore, the
thermocouple provides good signals for low field rates, but possesses an artificial delay for extreme field
change rates. Nevertheless, the ∆Tad value determined at 5T for both pulses is in good agreement (see
inset).
The evolution of ∆Tad around the magnetostructural phase transition is shown in Fig. 4.7 (b) for field
pulses of 20T at different starting temperatures. At TAC (320K, red curve), the field-rate-induced delay of
the thermocouple is not observed for the 20T pulses (maximum field application rate of 3190T s−1) and a
maximum temperature change of 6K is measured. For a starting temperature of 220K, a negative ∆Tad of
the inverse MCE can be observed upon field application. The resulting ∆Tad value at the highest field is
nevertheless positive. The reason is the little contribution of the FOMT due to the mixed starting state with
majority of austenite present in the material. After the completion of the martensite transformation (at 7T),
the conventional MCE of the austenite is dominating, leading to a temperature increase with rising external
magnetic field. Upon field removal, the positive conventional ∆Tad is inverted. The back transformation to
martensite is not taking place at 7T like for the forward transformation because the thermal hysteresis
must be overcome additionally. Therefore, the continuing negative ∆Tad of the austenite phase upon field
removal is decreasing the absolute temperature even below the lowest value of the forward transition upon
field application. This characteristic shape of the measurement curve is also obtained for the other starting
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Figure 4.7: Measurements of ∆Tad in pulsed magnetic fields carried out at the Helmholtz Zentrum
Dresden-Rossendorf for Ni45Co5Mn31Al19 at the austenite Curie temperature (316K) for dif-
ferent field strengths (a), for 20T pulses at different starting temperatures (b) and for the
maximum effect at the As temperature (180K) for different field strengths (c). The represen-
tation of the maximum ∆Tad determined from different methods for field pulses of 20T is
shown as a function of Ts in (d).
temperatures. Decreasing Ts results in a larger amount of martensite being present before the pulse, which
increases the negative ∆Tad observed for the inverse magnetic-field-induced FOMT. Also the magnetic field
in which the transition is completed is increasing. With larger temperature differences to Tt, a stronger
field change is necessary to shift the transition temperature (Af as the relevant temperature in this case)
accordingly and induce a complete austenite formation. In addition, the contribution of the conventional
MCE of the austenite is reduced with decreasing Ts because of the rising temperature difference to TAC .
This is indicated by the decreasing slope of the rising absolute temperature after completing the FOMT. A
further reduction of Ts down to 140K results in a decrease of the maximum negative ∆Tad observed for
the FOMT since the applied external field of 20T is not sufficient any more to shift Af down to the sample
temperature.
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In order to study the influence of the magnetic-field rate on the MCE, the induced ∆Tad is regarded at a
constant starting temperature of 180K for different field pulses of 2T to 50T in Fig. 4.7 (c). A magnetic-
field change of 10T is necessary to induce a completed phase transition and to reach the saturation of
∆Tad. As a result, the maximum negative temperature change is determined to reach −3.7K in 10T. For
lower magnetic fields, the maximum ∆Tad of the field application is reduced and the field removal is not
showing a delay with a temperature decrease due to the conventional MCE for the back transformation.
It is induced here without any hysteresis delay due to minor-loop behavior. Since the forward transition
is not complete, residual martensite is still present in the material and acting as nucleation sites for new
martensite formation. This reduces the energy barrier and therefore favors the initialization of the back
transformation upon field removal. A comparison of the largest field rates for applications of 20T, 35T
and 50T with the lower field changes indicates that ∆Tad of the forward transition (austenite formation
upon field application) is following the same path for the fields of 2T, 5T and 10T. For the larger fields,
not only a field-rate-dependent delay of ∆Tad is observed, also a hysteresis is present for the conventional
MCE of the completely induced austenite. This measurement hysteresis is confirmed by the reference pulse
at TAC in Fig. 4.7 (a). For this reason, a field-rate-dependent effect on the kinetics of the phase transition
cannot be stated unambiguously. Furthermore, the temperature signal experiences an artificial increase
at the beginning of the large field pulses, which increases for higher field application rates. Thus, it is
assumed to be a measurement artifact. The question whether the strong field delay of ∆Tad for fields above
10T is due to hindered transition kinetics or a delay of the thermocouple signal or a mixture of both cannot
be answered clearly at this point.
For the description of the maximum ∆Tad achievable, the overlay of the conventional MCE is influencing
the determination, for which three methods are possible. The easiest way is to consider the ∆Tad value for
the maximum applied field, denoted as ∆Tad(Hmax). This value represents an application related point of
view since the absolute temperature difference that is reached after the full field application is relevant
for the amount of heat that can be generated by the magnetocaloric material. However, this is obviously
highly influenced by the field strength of the pulse. A higher maximum field automatically increases this
value by the positive ∆Tad of the austenite after completing the martensitic transition. In Fig. 4.7 (c),
∆Tad is approaching zero again for the highest field pulse of 50T, even though a completed FOMT has
been induced before. Another option is to determine the lowest temperature after the completion of the
forward transition (∆Tmaxad ), which described the maximum temperature change that can be reached by a
magnetic-field-induced phase transition for the first field application. However, this value is influenced by
the field-application rate because larger rates lead to the described field delay of the forward transition.
In combination with the overlaid field-dependent positive ∆Tad, also ∆Tmaxad varies for different applied
field pulses for a completely induced transition at the same starting temperature. Furthermore, ∆Tminad
represents the lowest value of ∆Tad that is observed for the full cycle of field application and removal. It is
located at the point where the conventional MCE cools down the sample upon field removal before the
critical field for the onset of the back transformation of the first-order effect is reached. This value is in
Fig. 4.7 (c) below ∆Tmaxad (therefore larger in absolute values of temperature change) due to the hysteresis
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of the martensitic phase transition and is equal for all applied field rates. The absence of the field delay
is originated here in the equal magnetic-field-change rate of the field-removal process of the pulse (see
Fig. 3.5). Consequently, the onset field for the back transformation to martensite and the corresponding
curves of ∆Tad are in perfect agreement for all applied field pulses. Since the absolute field rates are
also lowest at this point, the determination of ∆Tminad is considered as the most reliable measure for ∆Tad.
Because of the absent hysteresis effect as a result of the minor-loop behavior, ∆Tminad and ∆Tmaxad are equal
for not completely induced transitions.
The representation of the temperature-dependent maximum values of ∆Tminad (red) and ∆Tad(Hmax)
(blue) in Fig. 4.7 (d) highlights the difference between these two quantities. While the ∆Tad determined at
the maximum field strength also reflects the conventional MCE when Ts approaches TAC , the positive contri-
bution to ∆Tminad is not playing a role. Thus, ∆Tminad approaches zero for increasing starting temperatures
of the measurement. The determined ∆Tminad is always lower than ∆Tad(Hmax), but the difference gets
smaller for lowering Ts because the impact of the second-order MCE is decreasing with the temperature as
well.
Highest values for the maximum possible magnetic field induced MCE of the FOMT are determined as
−3.7K. It is found that a magnetic field of 10T is necessary in order to induce a completed phase transition
from martensite to austenite. This ∆Tad value is even lower than the ones for Ni(-Co)-Mn-In samples for
moderate magnetic-field changes of 2T. An analog study for the high-field behavior of Ni-Co-Mn-In shows a
maximum effect of −13K for a magnetic-field change of 10T [204]. Due to the large shift of Tt in external
magnetic fields combined with the sharp phase transition, large MCE can be obtained for moderate field
changes. Compared to the maximum effect of Ni-Co-Mn-In in 2T (up to −8K), the performance in low
fields is not extremely far away from saturation.
On the other hand, a study of Ni-Co-Mn-Sn in high fields results in a maximum ∆Tad of −17K for
field changes of 20T (private communication, unpublished results of Franziska Scheibel, TU Darmstadt).
This system is highly favored for usage in larger field changes because the enhancement compared to the
maximum ∆Tad in moderate fields of 2T is huge. This supports the findings of the previous section that
the potential MCE represented by ∆sT of Ni-Co-Mn-Sn is similar to Ni-Co-Mn-In, but much larger field
changes are necessary to exploit this effect due to the reduced dTtµ0dH of the Sn-system.
The comprehensive analysis of different Heusler alloy systems demonstrates that sharp phase transitions
with a large magnetic field dependence and low thermal hysteresis lead to large isothermal entropy
changes and useful cyclic values of ∆Tad for the Ni-Co-Mn-In system. These basic properties to denote a
magnetocaloric material as promising need to be optimized all together in order to achieve a very good
(cyclic) ∆Tad. If only one of them cannot be tuned properly, the reversible magnetocaloric effect is reduced
drastically. The large magnetocaloric effect cannot be transferred equally to the related Heusler systems
of Ni-Co-Mn-Sn and Ni-Co-Mn-Al. Even though the Sn-system shows sharp transitions leading to large
values of ∆sT , the low dTtµ0dH prevents an induced MCE in low magnetic fields. However, for the possibility
of applying larger magnetic-field changes of 10T to 20T, very large temperature changes can be achieved
that outperform the saturated MCE of Ni-Co-Mn-In. On the other hand, Ni-Co-Mn-Al shows a reasonable,
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tunable dTtµ0dH and a similar ∆M like the other two systems. Here, the large transition width reduces the
maximum achievable ∆Tad, even for a completely induced effect by high magnetic fields. Consequently,
a sharp phase transition is the prerequisite for a promising MCE of the investigated Heusler alloys. The
magnetic-field-dependence of the transition temperature then determines whether a good effect can be
induced by low fields (just "good" because a large dTtµ0dH reduces the maximum possible MCE according
to the Clausius-Clapeyron equation) or a very large effect can be expected. For the latter case, also large
fields are necessary to exploit the full potential of the respective phase transition. It must be emphasized
that these thoughts hold true for the first field application. For a good cyclic response, also the thermal
hysteresis needs to be considered. This can lead to even higher cyclic fields necessary for the latter case of
a low magnetic-field sensitivity of Tt.
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5 Novel all-d-metal Heusler Alloys
Recent studies on all-d-metal Heusler alloys with a transition metal occupying the D-sites of the Heusler
lattice showed a magnetostructural phase transition of first-order type for Ni-rich and Mn-rich Ni-Co-Mn-Ti
systems with large isothermal entropy changes [167, 205, 206]. An increasing amount of Ti stabilizes
the austenitic phase, whereas Co substitution additionally increases the austenite Curie temperature TAC .
For a certain amount of Co atoms on the Ni sites, the desired martensitic transformation from ferro-
magnetic austenite to weak-magnetic martensite is enabled. One drawback of many magnetocaloric
compounds is the brittleness leading to mechanical degradation after a certain amount of magnetocaloric
cycles [37, 122, 149, 207]. The all-d-metal Heusler alloys are suggested to solve this problem since the
strength of hybridized d-d bonding leads to a higher mechanical stability [167, 208] making them interest-
ing for magnetocaloric [167, 205, 209], barocaloric [210] and elastocaloric [211, 212] purposes. In this
chapter, an optimization of the production procedure will be carried out for this new type of Heusler alloys.
Main findings of a comprehensive characterization will be compared to the well-known Heusler alloys
discussed in Chapter 4. Finally, the potential for magnetocaloric and multi-stimuli applications will be
evaluated in detail by observing the magnetization, strain, and microstructural changes during the phase
transition upon varying magnetic field, uniaxial pressure and temperature.
Parts of this chapter are published in
• A. Taubel, B. Beckmann, L. Pfeuffer, N. Fortunato, F. Scheibel, S. Ener, T. Gottschall, K. P. Skokov, H.
Zhang, and O. Gutfleisch, Tailoring magnetocaloric effect in all-d-metal Ni-Co-Mn-Ti Heusler alloys: a
combined experimental and theoretical study, Acta Materialia 201, 425-434 (2020).
5.1 Optimization of the heat treatment
In order to produce Heusler samples with sharp phase transitions leading to large magnetocaloric
effects, the homogenizing heat treatment has been optimized. Figure 5.1 (a) shows that the phase
transition for a heat treatment for 96 h at 1173K and below is very broad for the exemplarily shown
Ni37Co13Mn34Ti16 sample. This broad transition behavior leads to reduced magnetocaloric effects due
to the diminished dMdT . For higher annealing temperatures, the phase transition of the samples becomes
sharper indicating a better homogenization. This effect saturates at a temperature of 1323K and the
transition becomes worse for an annealing at 1373K. The factors considered for the quality of the phase
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Figure 5.1: Magnetization as a function of temperature for samples produced under different anneal-
ing conditions by varying (a) temperature and (c) duration shown for Ni37Co13Mn34Ti16.
The evolution of the austenitic Curie temperature for different annealing temperatures for
Ni37Co13Mn33.5Ti16.5 sample is shown in (b). The magnetization curves have been measured
in a magnetic field of 1T, whereas TAC has been determined in a magnetic field of 0.01T.
Consequently, the most suitable properties can be obtained by a heat treatment at 1323K for
96 h followed by water quenching. This heat treatment optimization has been carried out by
Benedikt Beckmann (TU Darmstadt) within the framework of his Master Thesis [213].
transition are the transition width, the magnetization change of the transition, and the thermal hysteresis.
In addition, the austenite Curie temperature TAC plotted for different annealing temperatures in Fig. 5.1 (b)
reveals that a better homogenization with larger annealing temperature is accompanied by a reduction
of TAC . This trend is followed by a slight increase of TAC for the annealing temperature of 1373K, which
is identified from magnetization data as too high. Besides atomic ordering, the homogenization of the
stoichiometric variations present in as-cast state are responsible for this effect, which will be underlined by
the microscopical investigations in Section 5.3. This analysis allows us to select an optimal temperature
for the homogenization step. Like for other magnetocaloric Heusler alloys, this temperature must be high
enough with respect to the melting point in order to enable optimized diffusion processes that result in
best chemical homogeneity [142]. The melting point of Ni-Co-Mn-Ti has been determined by a differential
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scanning calorimetry (DSC) measurement to be at 1380K. This is around 50K to 100K larger than for the
Ni(-Co)-Mn-Sn system [142, 183, 184] being conform with the optimal annealing temperature, which is
100K larger for Ni-Co-Mn-Ti compared to Ni(-Co)-Mn-Sn. An ideal annealing is thus obtained in agreement
with the observations from Chapter 4 for Ni(-Co)-Mn-Sn and Ni(-Co)-Mn-In at temperatures that are
approximately 50K to 70K below the melting point. The heat treatment temperature must not be closer
than 50K to the melting point to prevent local melting of the sample and immoderate evaporation of Mn.
In a second step, the optimal annealing temperature is kept constant whereas the annealing time is
varied. The results of this experiment in Fig. 5.1 (c) show that the initial time of 96 h leads to the optimal
result. A shorter time of 48 h results in a broader transition due to insufficient homogenization and a longer
annealing time also broadens the phase transition. This can be due to an enhanced evaporation of Mn for
long annealing times (in analogy to high annealing temperatures) leading to stoichiometric variances in
the compound and thus to a broader distribution of local transition temperatures. If the time is chosen too
short, the necessary diffusion processes are not effective to homogenize the stoichiometry to achieve a phase
transition as sharp as possible. It must be noted here that the optimal annealing conditions are an interplay
between temperature and duration, which means that defining an ideal set of annealing parameters by
considering all relevant properties is a complex issue. The optimal annealing for the Ni-Co-Mn-Ti sample
series is here found to be at 1323K for 96 h.
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Table 5.1: Nominal sample compositions of the produced Ni50-xCoxMn50-yTiy system with actual compositions determined from EDS
together with the corresponding e/a ratio, austenite start temperature (As) determined in 1T, width of the transition (∆Twidth),
thermal hysteresis (∆Thyst), shift of the transition temperature with applied magnetic fields (dTt/µ0dH) and austenite Curie
temperature (TAC ) determined in 0.01T. Fields without values ("-") correspond to samples which did not show a magne-
tostructural phase transition.
Nominal Ni Co Mn Ti e/a As ∆Twidth ∆Thyst dTt/µ0dH TAC
[at.%] [at.%] [at.%] [at.%] [K] [K] [K] [KT−1] [K]
Ni37Co13Mn35Ti15 36.6 12.0 36.3 15.1 7.885 310.1 16.0 8.4 -1.2 340.2
Ni37Co13Mn34.5Ti15.5 35.4 12.8 36.8 15.0 7.866 293.3 11.7 5.5 -1.6 333.8
Ni37Co13Mn34Ti16 36.0 12.7 35.2 16.1 7.848 249.7 7.2 9.9 -1.7 311.6
Ni37Co13Mn33.5Ti16.5 35.9 12.7 34.7 16.7 7.831 225.5 14.4 11.4 -2.1 294.5
Ni37Co13Mn33Ti17 34.1 13.1 36.2 16.6 7.785 121.5 33.3 20.0 -7.4 303.5
Ni35Co15Mn39Ti11 33.6 14.6 40.8 11.0 7.967 485.1 23.0 19.1 -0.1 480.5
Ni35Co15Mn38Ti12 33.6 14.7 39.6 12.1 7.939 432.7 28.5 28.4 -1.7 462.1
Ni35Co15Mn37Ti13 33.6 14.6 38.8 13.0 7.910 346.4 42.3 17.6 -2.8 442.1
Ni35Co15Mn36Ti14 33.3 14.8 37.7 14.2 7.871 278.2 22.1 14.2 -3.4 414.7
Ni35Co15Mn35Ti15 33.8 14.8 36.4 15.0 7.859 211.0 32.8 17.0 -5.0 387.0
Ni35Co15Mn34Ti16 33.7 14.8 35.4 16.1 7.823 136.3 31.7 20.6 -9.3 358.7
Ni33Co17Mn40Ti10 31.6 16.5 41.8 10.1 7.975 509.8 22.0 30.3 -1.0 535.3
Ni33Co17Mn39Ti11 31.6 16.6 40.8 11.0 7.949 454.5 29.8 35.0 -3.1 517.7
Ni33Co17Mn38Ti12 31.6 16.6 39.7 12.1 7.916 378.0 43.1 41.3 -5.1 498.5
Ni33Co17Mn37Ti13 31.8 16.7 38.4 13.1 7.894 - - - - 478.9
Ni33Co17Mn36Ti14 31.9 16.6 37.4 14.1 7.866 - - - - 458.2







5.2 Influence of stoichiometry and magnetic field on the phase transitions
Figure 5.2: Temperature-dependent magnetization curves for Ni50-xCoxMn50-yTiy with a constant Co con-
tent of 13 at.% as well as for one sample with x = 15 and y = 13 showing the martensitic
phase transition in 1T for heating and cooling (a) as well as TAC in 0.01T for heating protocol
(b).
The resulting phase transitions for the Ni50-xCoxMn50-yTiy system are depicted by temperature-dependent
magnetization measurements in Fig. 5.2 for four samples with a Co content of x = 13 and with varying
Ti content of y=15, 15.5, 16 and 16.5. In addition, one sample of higher Co content (x = 15; y = 13)
with a transition temperature at room temperature is included. The phase-transition temperatures are
decreasing with increasing Ti content within a series of constant Co amount, which is in agreement with
literature [167, 205, 206]. This effect is a result of the decreasing e/a ratio, which is well-known for
other Ni-Mn-X Heusler systems [185]. The shift of the martensitic transition temperature amounts to an
estimate of 50K per at.% of Ti. Furthermore, it is found that TAC is decreasing for increasing Ti content
(decreasing e/a ratio). Such a variation of TAC is not present for the Ni(-Co)-Mn-X systems of X=In, Al
with stoichiometries experiencing a martensitic transition around room temperature, where the Curie
temperature is influenced mainly by the Co content but not by the variation in the Mn-X ratio of the
compound [67]. In contrast, a changing TAC with stoichiometry has also been observed for the systems
with X=Sn, Ga. The new finding for the all-d-metal Heusler system with X=Ti is that the austenite Curie
temperature is increasing for larger e/a ratio, which is in contrast to the well-studied Heusler systems so
far [139, 214]. However, the absolute shift of TAC is lower than the shift of the transition temperature. The
phase diagram including the martensitic transition temperatures as well as the austenite Curie temperatures
for all produced alloys of the Ni50-xCoxMn50-yTiy system is shown in Fig. 5.3 (a). It combines the overall
behavior of the transition temperature shift for different stoichiometries with varying Ti and Co content by
considering the e/a ratio. The behavior of TAC is depicted by dashed lines since it is not only depending
on e/a but also on the Co content of the alloy. Therefore, trend lines exist for constant Co concentrations
within the different sample series.
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Figure 5.3: Phase diagramshowing themartensitic transition temperatures of all Ni50-xCoxMn50-yTiy com-
pounds (squares) as well as the austenite Curie temperatures TAC (circles) depending on the
e/a ratio (a). The shift of the transition temperature with respect to an external magnetic field
is shown in (b) depending on its difference to the corresponding TAC of the same sample. The
lines are drawn by hand as a guide to the eye.
The magnetization behavior in Fig. 5.2 (a) depicts the narrow width of the phase transition for optimally
annealed compounds. The difference between martensite/austenite start and finish temperatures are in the
range of 5K to 10K (see Tab. 5.1), which is similar to the best Ni(-Co)-Mn-In and Ni(-Co)-Mn-Sn Heusler
alloys [76, 125, 142]. Especially the transition of the Ni37Co13Mn34Ti16 sample is exceptionally sharp, it
transforms from martensite to austenite state (and vice versa) within 5K. The thermal hysteresis of the
samples with x = 13 amounts to 8K to 12K. This is better than for Ni-Mn-Sn and similar to Ni-Co-Mn-Sn
and Ni(-Co)-Mn-In by comparing samples with similar transition temperatures, which is a significant factor
for the thermal hysteresis width [142].
Besides a sharp phase transition and a narrow thermal hysteresis, it is important to induce the transition
by an external stimulus. Therefore, the shift of the phase transition with an externally applied magnetic field
dTt
µ0dH
is a crucial property to build up a significant magnetocaloric effect for the first field application as well
as to overcome the thermal hysteresis for cyclic conditions [37]. By comparing the magnetization curves for
the series with 13 at.% of Co in different external magnetic fields, the sensitivity of the magnetostructural
phase transition to applied magnetic fields is estimated to be −1.2KT−1 for a transition around room
temperature. For transitions at lower temperatures, the field sensitivity is increased to −2.1KT−1. The
addition of Co enhances the magnetic-field sensitivity. For samples with the same transition temperature at
room temperature, dTtµ0dH can be increased from −1.2KT−1 (for x = 13) to −2.8KT−1 (for x = 15).
As already known from other Ni(-Co)-Mn-X systems, dTtµ0dH is dependent on the martensitic transition
temperature and gets larger at lower temperatures [142]. This trend is also observed here: Within all
series of constant Co content (Co13, Co15 and Co17), the absolute value of dTtµ0dH increases for increasing
Ti content. This behavior results from the larger magnetization change of the phase transition due to
the reduced transition temperature. By plotting all data points for dTtµ0dH depending on the difference of
70 5 Novel all-d-metal Heusler Alloys
the martensitic transition temperature Tt from TAC in Fig. 5.3 (b), it can be seen that this difference is
mainly influencing the field sensitivity. The difference between the transition and the austenitic Curie
temperature provides an estimate of how efficient the phase transition can be induced by an external
magnetic field regardless of the stoichiometry. By assuming a linear dependence, the estimated slope for
the Ti-Heusler system amounts to 0.033T−1. This value is giving a sensitivity for the design of a strong
dTt
µ0dH
by changing the transition temperature - being equivalent to changing the composition (e/a ratio).
However, for Ni(-Co)-Mn-In alloys, a divergent behavior has been observed [67]. The plot in Fig. 5.3 (b)
resembles a linear dependence, which is an approximation for small values of TAC -Tt. Comparing the plotted
temperatures with the behavior for Ni(-Co)-Mn-In, the supposed linear region covers a larger temperature
range indicating a lower compensation point [67].
As a drawback, increasing dTtµ0dH by raising the Co content leads to a broadening of the transition width
and an increased thermal hysteresis (see Fig. 5.2 (a) and Tab. 5.1) in agreement with the observations of
previous studies [167, 206]. The increased thermal hysteresis is a crucial issue for the reversibility of a
magnetocaloric cooling cycle for Heusler alloys [38, 175, 201]. It is desired to turn this into an advantage
by reversing the phase transition with applying pressure and using the compound in a multi-stimuli cooling
cycle, where a large thermal hysteresis is needed [43].
5.3 Microstructure evolution of the martensitic phase transition
In this section, themicrostructure of themartensitic transitionwill be investigated in detail by temperature-
andmagnetic-field-dependent in-situ optical microscopy. Especially the influence of different heat treatments
will be regarded in detail in order to examine the differences and correlate it to the observed magnetization
behavior. First of all, the resulting microstructure from the alloying process is investigated as the original
state prior to any heat treatment. The as-cast state of the sample in Fig. 5.4 (a) shows two phases, one
Ti-rich (dark) and one Mn-rich (bright) compared to the nominal composition (Ni37Co13Mn33.5Ti16.5). The
averaged composition of the Ti-richest phase region from EDS is Ni35.2Co14.4Mn30.6Ti19.8, whereas the
Mn-richest phase region consists of Ni36.3Co11.0Mn39.8Ti12.9. Therefore, it can be assumed that different
(off-stoichiometric) Heusler phases with different Mn-Ti ratio are formed during solidification from the
melt. The larger magnification reveals that martensitic structures are visible in the Mn-rich phase even
though the overall transition temperature of the nominal composition is around 250K. This deviation is
due to the locally varied transition temperature by the large Mn content. It is worth noting that the overall
as-cast microstructure does not look columnar but globular even though the direction of solidification lies
in the regarded image plane. This is evidence for slow solidification kinetics.
The typical grain size of the annealed Ni-Co-Mn-Ti samples is in the range of 50 µm to 300 µm, as shown
representatively in Fig. 5.4 (b). In accordance to the observations from the as-cast state, the grains have
a globular shape. This finding deviates from the microstructure observed in Ni-Co-Mn-In Heusler alloys
indicating a different solidification behavior [215]. Also the observed grain size is significantly lower
than for conventional Ni(-Co)-Mn-X Heusler alloys, where the grains are in the range of several hundreds
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Figure 5.4: SEM image of as-cast structure of Ni37Co13Mn34Ti16 obtained by BSE imaging (a) and of
Ni37Co13Mn34.5Ti15.5 after ideal annealing at 1323K for 96 h showing the resulting grain struc-
ture (b).
of micrometer and up to the millimeter-range. This occurrence of significantly finer grains can be an
important aspect for the enhanced mechanical strength that has been reported [167]. It is well know that
the yield strength of a metal is inversely proportional to the average grain size diameter after the relation
of Hall-Petch [216, 217].
A distinct variation of the grain size as a function of the heat treatment is observed for the highest
annealing temperatures that lead to a homogeneous sample (1323K). The microstructures for the as-cast
sample and the different annealing temperatures and times are shown in Fig. 5.5 imaged by polarized
light microscopy. Despite the multiphase microstructure, the grain arrangement can already be seen in
the as-cast state in (a). The increasing annealing temperature does not change the grain size or shape
significantly up to a heat treatment at 1273K. Apparently, a radical change in microstructure happens
for the next higher annealing temperature of 1323K, where the grain structure vanishes completely and
only two small isolated grains can be seen within a matrix of an abnormally large grain (Fig. 5.5 (f)).
In order to prove this as a systematic effect, the microstructures of the samples annealed at the same
temperature but for different times are shown in Fig. 5.5 (g) and (h). For both time variations of 48 h and
144 h, the observation of drastically enlarged grain sizes can be confirmed. For the annealing time of 48 h,
some smaller grains with the size of the characteristic ones for lower heat-treatment temperatures are still
present. This indicates that the abnormal grain growth is mainly activated by the annealing temperature
of 1323K but not completed on a time scale of 48 h. In contrast, the longer annealing time of 144 h only
features one grain boundary in the regarded area separating two large grains in the millimeter-regime.
As a matter of fact, the annealing temperature of 1323K leading to the abnormal grain growth coincides
with the optimal temperature identified to obtain ideally homogenized stoichiometries and sharp phase
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Figure 5.5: Optical microscopy images using polarized light for the as-cast state of Ni37Co13Mn34Ti16 in
comparison to different annealing temperatures and times for the very same parent sample.
The sample preparation and heat treatment study has been carried out by Benedikt Beckmann
(TU Darmstadt) within the framework of his Master Thesis [213].
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transitions.
In order to investigate the difference between the phase transitions resulting from different annealing
conditions on a microstructural basis in more detail, temperature-dependent microscopy is used and shown
in Fig. 5.6 to compare the martensitic phase transition for a non-ideal (1173K) and an optimized (1323K)
annealing temperature of the same parent as-cast sample (Ni37Co13Mn34Ti16, see Fig. 5.4 (a)). Both heat
treatments lead to fully austenitic samples at room temperature. Upon cooling of the sample that has been
homogenized at 1173K (Fig. 5.6 (a)-(d)), the first martensitic structures appear at a temperature of 285K.
This is in agreement with the magnetization curve showing a first drop of the sample magnetization at the
martensitic start temperature of 280K (see Fig. 5.1 (a)). These structures appear at grain boundaries of
the austenitic grains and the variants grow along the direction of these grain boundaries. Upon further
cooling, new martensite needles nucleate in parallel to the already present martensite structures as well
as on new, previously untransformed, positions on other grain boundaries. At a temperature of 250K,
most of the material in the vicinity of grain boundaries is already transformed to martensite, whereas the
center of the grains is still in completely austenitic state (see Fig. 5.6 (b)). At 180K, a larger amount of
completely martensitic grains is visible and the overall phase fraction of martensite is growing. At the
lowest temperature of 140K, most of the sample is in martensite state, only one grain still has residual
austenite present in the center. The final structure of the martensite variants resembles the way how the
phase is growing upon cooling: small martensite needles represent the former grain boundaries of the
austenite phase. From these needles along the grain boundaries, martensite formation happens step-wise
in parallel to the present structures towards the inside of the grain. An analysis by EDS indicates that the
reason for this broad phase transition is a broad distribution of the stoichiometry within the sample.
The composition along two different EDX linescans starting at grain boundaries towards a grain center is
converted into a transition temperature by using the universal phase diagram of Fig. 5.3 (a) and compared
to the local transition temperature found from temperature-dependent microscopy at the respective points
of the very same grain (see Fig. 5.7 (a) and (b)). The grain boundary is here set as the starting point of the
linescan at zero distance. Even though the internal uncertainty of the EDS measurement combined with the
high sensitivity of Tt towards stoichiometric changes prevents a perfect consistency, the trend is matching
very well with the optically observed transition temperatures for a rather flat stoichiometric change shown
in (a) as well as for a steeper change towards the center of the grain in (b). Consequently, the microstructure
is still separated in Ti-rich regions and Mn-rich regions after an insufficient heat treatment. There is no
sharp phase boundary identified, but a compositional gradient between the maximum and minimum of each
stoichimetric variation from the grain boundaries towards the grain center. This compositional difference is
less pronounced compared to the as-cast state in Fig. 5.4 (a) indicating a progress in the homogenization
process which is not completed for this non-ideal heat treatment. In addition, the grain boundary region
represent areas of highest mechanical stresses and defect density, which act as preferred nucleation sites
and favor the formation of first martensite structures at grain boundaries. These observations lead to the
conclusion that the annealing at 1173K is not sufficient to homogenize the sample properly. As a result,
the phase transition from austenite to martensite and vice versa happens over a broad temperature region
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Figure 5.6: Temperature-dependent microstructures of Ni37Co13Mn34Ti16 imaged by optical microscopy
using polarized light for different heat treatments: the non-ideal sample annealed at 1173K
is shown in (a)-(d) and the optimized sample annealed at 1323K in (e)-(h).
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Figure 5.7: Calculated evolution ofMs (red) by converting the e/a ratio of local stoichiometries from EDS
into a transition temperature with the help of the phase diagram in Fig. 5.3 along a linescan
from a grain boundary (zero distance) towards the center of the grain. The observed transition
temperatures (blue points) have been determined optically by noting the temperature where
martensite needles appear upon cooling by polarized light microscopy for the same grain.
This analysis has been performed by Benedikt Beckmann within the framework of his Master
Thesis [213].
because the transition temperature is strongly depending on the exact stoichiometry and therefore varies
locally.
In a second step, the martensite formation upon cooling is investigated for the ideal heat treatment at
1323K for another piece of the same parent as-cast sample (Fig. 5.6 (e)-(h)). At room temperature, the
sample is also completely in the austenite state, but the grain structure is different as already discussed
for Fig. 5.5. It shows only a small grain in the regarded area, the remaining surface consists of one large
grain. The austenite is stable down to a temperature of 246K, where the first martensite variants appear
(Fig. 5.6 (f)). These martensite variants are slightly growing upon further cooling and additional martensite
nucleations appear at 245K. Subsequently the phase fraction of martensite is growing rapidly and within a
temperature range of 4K (Fig. 5.6 (g) and (h)), the whole area is transformed to the martensite phase
at 242K. This investigation is in perfect agreement with the magnetization curve, where the sharp start
temperature of the martensite formation is determined at 243K (in a magnetic field of 1T). At 238K
(represented by Fig. 5.6 (h)), the martensite phase fraction determined from the magnetization of the
sample is around 90%. In the final martensite state, large regions of straightly parallel grown variants exist
in the left part of the image, where no grain boundaries are present. In contrast, the growth of the variants
is slightly hindered at the grain boundary of the small grain visible in the bottom right part of the image.
As a result of the tilted grain orientation, also the growing direction of the martensite is affected. A direct
comparison of the martensite at low temperatures for the two different heat treatments in Fig. 5.6 (d)
and (h) reveals obvious differences. The martensite nucleations for the non-ideal heat treatment start at
grain boundaries and form very narrow structures upon further nucleation and growing. Contrary, the
ideal annealing leads to a very sharp phase transition resulting in larger martensitic structures because the
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Figure 5.8: Martensitic structures of Ni37Co13Mn34Ti16 at 235Kwith 5xmagnification (a)+(b) and at 230K
with 20x (c) and 32x (d) magnification imaged by optical microscopy using polarized light.
growth is rarely stopped or hindered due to the huge grain size.
This unique evolution of the microstructure forming abnormally large grains that result in much larger
martensitic structures for the ideally annealed sample is investigated in more detail. Figure 5.8 (a) and (b)
depict two different surface positions for a lower magnification, where (b) shows the spot of the temperature-
dependent observations of Fig. 5.6 (e)-(h). The images demonstrate that the areas with one martensite
variant orientation are large, reaching dimensions of 500 µm up to more than 1mm. This is comparable to
the behavior of large grain structures in Ni-Co-Mn-In [125]. The angle between the growing directions
of the needles is mostly around 90°. This is attributed to the cubic austenite phase, which gives three
equivalent, orthogonally arranged, possibilities for a tetragonal [206] or orthorhombic [210, 218] distortion
upon the martensite formation [52]. However, these angles change for modulated structures that can be
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coexisting with tetragonal martensite depending on the stoichiometry [167, 205], but the deviations are
rather small. The small grain highlighted in Fig. 5.6 (e)-(h) is also visible here in Fig. 5.8 (b) showing
much finer martensitic structures than the surrounding large grain area. To have a closer look on this
special area of the sample surface, a higher magnification image in Fig. 5.8 (c) shows that the growth of
the martensite phase is happening from left to right in this image detail (as observed upon cooling down to
the imaged state) and is not stopped at the grain boundary but deflected slightly (indicated by red lines).
After propagation through the grain, the direction is changed again and the orientation of the martensite
needles is adapted again to the large surrounding grain. This is an indication for a certain deviation of both
lattice orientations forming a low-angle grain boundary. The angle between the solid and dashed red line is
determined to be 14°. Moreover, the large martensitic structures nucleating from the large grain (left part
of image) become finer when propagating through the smaller grain from left to right. Whereas largest
structures outside the grain have a needle width of 10 µm to 15 µm, the fine structures within the grain are
in the order of 1 µm to 5 µm. This gives evidence that the finer martensite structures of the non-ideally
annealed sample (Fig. 5.6 (a)-(d)) are not only due to the broad phase transition stopping the growth
locally but also result from the smaller grain sizes. This means that the martensite formation is confined
within a small area, which leads to a reduction of the needle width [53]. This is conform with the very
small martensitic structures found in Heusler alloy thin film that confine the martensite nucleation and
growth within the very small film thickness [219]. This behavior has been investigated by modelling the
martensite formation in low-carbon steel, where a reduced austenite grain size results in more narrow
needle width and less variants per parent austenite grain [220]. Also transition kinetics are expected to be
favored because of the higher grain boundary density and the increased number of nucleation sites [221].
This effect cannot be observed for the present Ni-Co-Mn-Ti Heusler alloy study, since the effect of grain size
on the martensitic growth is overlaid by the significant difference in transition width due to the different
chemical homogeneity.
The even higher magnification in Fig. 5.8 (d) depicts a similar effect of martensite structures becoming
finer when growing towards the intermartensitic quasi-boundary between two growing directions of
different variants. The two structures separated by an angle of roughly 90° possess very fine structures in
the order of 1 µm and even going below the resolution limit of the image, which is 0.2 µm per pixel. Due to
the lattice incoherency of martensite and austenite crystal structures it is believed that very small areas
at these inter-martensitic interfaces, where two growing variants meet, cannot be filled with martensite
structures (due to geometrical reasons) and remain austenitic [50]. The needles that grow further away
from the intersection of variants have dimensions around 5 µm to 10 µm. This observation again confirms
the tendency of smaller martensitic structures for reduced grain sizes since growing martensite variants
tend to form finer structures when being confined in the vicinity of grain- or variant-boundaries [53].
A cycling of the sample in minor loops of hysteresis shows that remaining martensitic features can act as
nucleation sites for further growth of the low-temperature phase. Therefore, the martensite formation after
starting from a non-complete austenite formation is leading to larger amounts of martensite at the same
temperature compared to cooling from a full austenite state. The thermal hysteresis of the phase-transition
78 5 Novel all-d-metal Heusler Alloys
cycle is a consequence of the energy barrier for nucleation processes, which is lowered in minor loops due
to already present nucleation sites. The forming martensite variants in minor loops also show the same
appearance like the initial low-temperature state after nucleating at residual martensite structures, which
guide the growth of the variants. This behavior is in agreement with observations from microscopy studies
of minor loops for the Ni-Co-Mn-In system [125].
For the In-system, it is reported in addition that the martensite structures look very different for each
cooling from a completed hysteresis loop starting in the 100% austenite state [125]. This observation will
be checked for the Ni-Co-Mn-Ti sample of this work by comparing the full martensitic state after several
thermal cycles at 235K well below the phase-transition temperature in Fig. 5.9. Differences occur between
the martensite state resulting from the first and fourth cooling procedure (Fig. 5.9 (a) and (c)). Especially
the region in the top left corner changes from rather vertically oriented needles towards higher amounts of
horizontally grown structures. Nonetheless, the majority of the two images show very similar martensitic
structures. Particularly the wide vertically growing variant as well as the first horizontal needle above the
small grain, which have also been identified in Fig. 5.6 (f) as the first growing structures, are dominating
the appearance of the overall variant formation.
In Fig. 5.9 (b), the sample surface is shown in the pure austenite state at 300Kwith an applied subtraction
of opposing light polarizations as well as a drastically enlarged contrast. Despite the complete austenite
state with a regular homogeneous surface structure, the adjusted image setting shows that still a slight
residual contrast of the martensite structures is observable. Most explicit are the horizontal needles in the
bottom left part of the image, which are attributed to the first growing martensite structures for all cooling
experiments. They appear in this orientation at this position for all microscopy experiments with this
sample. The observed contrast of Fig. 5.9 (b) can be transferred to the martensite state of the subsequent
cooling shown in Fig. 5.9 (c) with good agreement. This effect can be related to residual tensions in the
surface generated by the surface deformation of the formed twin boundaries that are responsible for the
surface contrast of the martensite images. These small stresses can then act as preferred nucleation sites
and growing directions that guide the formation of the temperature-induced martensite structure upon
cooling. Consequently, the overall appearance of martensitic structures is maintained over several heating
and cooling cycles, even for completed transitions, which is a considerable difference to the behavior of
Ni-Co-Mn-In [125].
In an additional step, a magnetic field of 1.1T is applied in order to investigate whether it has an
influence on preferred variant growth like it has been reported for example for Ni-Mn-Ga [138, 222, 223].
The resulting microstructure after cooling the sample down in a magnetic field of 1.1T aligned vertically
in the surface plane is depicted in Fig. 5.9 (d). The direct comparison with the microstructure from the
previous zero-field cooling in (c) shows that the martensite orientation changed to an exclusive horizontal
growing direction of the long axis in the top left part. In contrast, the bottom right image detail features an
increasing amount of vertically aligned needle structures that propagate halfway into the small grain. Due
to these two contrary observations and the fact that changes in the martensitic microstructure are found
for each cooling cycle, no profound conclusion can be drawn here. The subsequent cooling cycle without
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Figure 5.9: Resulting microstructure of Ni37Co13Mn34Ti16 after first (a), fourth (c), and sixth (e) cooling
without external magnetic field by optical microscopy using polarized light. The austenite
state after third heating is shown in (b) with an applied subtraction of opposing light polariza-
tions as well as a drastically enlarged contrast. The martensite state after fifth and seventh
cooling in an external field of 1.1T is shown in (d) and (e). The direction of the magnetic field
lies in the surface plan and is indicated by the red arrow.
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an external field in Fig. 5.9 (e) again shows many similarities to the state created by the field-cooling.
However, two larger vertical variants are emerging in the middle left region. A repeated comparison with
the subsequent cooling in an external magnetic field of 1.1T in Fig. 5.9 (f) shows an increased appearance
of the vertically aligned martensite structures that are appearing to be isolated from each other and overlay
the before observed microstructure in this area. This observation can be caused by a growing variant into
the depth of the sample, which is then overlaid with the adjacent microstructure that is observed on the
image plane of the surface.
As a conclusion, there are tendencies of newly formedmartensite variants with the long axis along the field
direction, but this effect is too sporadic to be considered as a proof for a field-induced reorientation of the
matensitic variants. Since the martensite is in a weak magnetic state, the influence of an external magnetic
field on the orientation is thus expected to be very small. This is different than for the ferromagnetic
martensite of Ni-Mn-Ga, where significant martensite reorientation can be induced by magnetic-field
changes [138, 222, 223]. An isothermal experiment inducing the martensitic microstructure by a magnetic-
field removal from 1.1T to 0.1T does not contribute new evidence. Nonetheless, this experiment can show
that a considerable amount of martensite can be induced by the field change of 1T, when starting in a
mixed state close to the Ms temperature.
An examination of the detailed kinetics of the martensite formation is carried out by removing the
magnetic field stepwise with the implementation of a waiting time between the field steps. The freeze
frames for the step of reducing the external magnetic field from 0.5T to 0.3T as well as for different times
after the field removal step are shown in Fig. 5.10. The direct comparison between images (a) and (b)
shows that directly at the moment of reaching a field of 0.3T, only individual variants grow in horizontal
direction from left to right in the center of the image as well as in the bottom left area. Already after the
first two seconds of the stable magnetic field state, a large portion of martensitic phase is induced and
growing predominantly in the central left part of the images in Fig. 5.10 (c) and (d). The comparison with
the state after 5 s and 10 s in (e) and (f) demonstrates that even on this time scale martensitic phase is still
formed even though the driving force has not been changed for the past 10 s. This can be an indication
for a certain time-dependency of the martensitic growth reaction as a response to an external stimulus
inducing the phase change. Especially in the regard of magnetocaloric cycles, the field application rate
plays an important role for an efficient device operation. It must be emphasized that the behavior observed
here does not necessarily be caused by a time delay of the field-induced martensitic transition. Even though
the contact to the sample stage justifies the assumption of isothermal conditions, it must be considered
that the temperature is changed locally due to the temperature change of the phase transition. In addition,
local stresses are induced that also result in a local variation of the transition temperature. It is possible
that material transforms into martensite creating locally increased temperatures and stress fields, which
both hinder a further transformation of all the sample that would transform from the field removal step.
Due to thermal exchange and stress release processes, these conditions are changed and it takes a certain
time until all material reaches its equilibrium state for the steady magnetic field condition.
This investigation shows that a proper homogenization of the sample stoichiometry by an optimized
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Figure 5.10: Martensite formation of Ni37Co13Mn34Ti16 by optical microscopy image using polarized light
for an external magnetic-field removal from 0.5T (a) to 0.3T (b) and for a subsequent steady
field of 0.3T after waiting times of 1 s to 10 s (c)-(d).
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heat treatment is essential for a sharp magnetostructural phase transition in Ni-Co-Mn-Ti Heusler alloys.
As a result of an increased annealing temperature, the grain structure can tend to form very large grains
because of the provided thermal energy. Such a grain growth can then lead to grains that are in the range
of those in other Ni-Mn-X Heusler alloys, but in contrast to the smaller grain size that has been found
typically for the samples of the Ni-Co-Mn-Ti Heusler system in the present study (see Fig. 5.4 (b)). As a
matter of fact, this sample with the untypical grain structure shows an exceptionally sharp phase transition
(see red curve in Fig. 5.2(a)), which can be a result of the reduced amount of grain boundaries that can act
as a barrier for the growth of the martensitic phase.
5.4 Magnetocaloric properties in low magnetic fields
In order to assess the potential of the magnetocaloric Ni-Co-Mn-Ti compounds for cooling applications,
the isothermal entropy change ∆sT as well as the adiabatic temperature change ∆Tad are evaluated. The
isothermal entropy change as a measure for the heat that can be transferred from a magnetocaloric material
is determined for magnetic-field changes of 2T and shown in Fig. 5.11 (a) (compare respectiveM(T )-curves
in Fig. 5.2 (a)). Due to the exceptionally sharp phase transition, Ni37Co13Mn34Ti16 provides the largest∆sT
for this series. It has been determined from isofieldM(T )measurements to avoid overestimation [171] and
amounts to 38 J kg−1K−1 in a magnetic-field change of 2T at a transition temperature of around 250K.
This is a giant value for a bulk Heusler alloy at this field change, which is significantly larger compared to
the magnetocaloric∆sT determined from magnetization measurements for the all-d-metal Heusler alloys in
literature [167, 205, 206]. The Ni37Co13Mn34.5Ti15.5 compound with a transition around room temperature
shows a ∆sT of around 30 J kg−1K−1. Despite the broader phase transition, the Ni35Co15Mn37Ti13 sample
still shows a large ∆sT of around 20 J kg−1K−1, which is comparable to the one of Ni37Co13Mn35Ti15 with
a similar transition temperature.
The shape of the curves with the sharp peak indicates that the maximum possible ∆sT is not reached in
2T and larger fields would be necessary to obtain the plateau of the saturated ∆sT . Other works show
that this saturation is not even observed for field changes of 5T [167]. Considering the magnetization
change ∆M of 75Am2 kg−1 and a shift of the transition ∆Ttµ0∆H of −1.6KT−1, a rough estimation of the
maximum possible isothermal entropy change by the Clausius-Clapeyron approximation by Equation (5.1)








= 46.9 J kg−1K−1 (5.1)
In Ni-Mn-In alloys, depending on the transition temperature, a complete transition can be reached in
2T for some compounds because of the large sensitivity of the transition temperature towards applied
magnetic fields [67, 142]. For the Ni-Co-Mn-Ti alloys, dTtµ0dH is significantly smaller leading in combination
with a very sharp transition to the observed large entropy changes but to much higher saturation fields.
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Figure 5.11: ∆sT curves of Ni50-xCoxMn50-yTiy for the series with x = 13 and one sample with x = 15
determined from temperature-dependent magnetization measurements (isofield protocol)
upon heating (open symbols) and cooling (full symbols) for magnetic-field changes of 2T
(a). Directly measured adiabatic temperature change for Ni37Co13Mn34Ti16 in continuous
mode for the first field application (red full symbols) and for the reversible effect upon the
secondmagnetic-field cycle (green open symbols) for field changes of 1.93T is shown in (b).
The magnetic-field-dependent ∆Tad at the starting temperature Ts of 253K for the first two
magnetic-field cycles is depicted in the inset.
From this estimation of the maximum ∆sT , the saturation value of ∆Tad can be calculated by using
Equation (2.9). The transition temperature is taken at room temperature 293K) and the heat capacity is
approximated to be 500 J kg−1K−1, which is a typical value for Ni-Mn-based Heusler alloys [144, 199]. In
Section 5.5 the assumption of cp is validated to be close to real values for a Ni-Co-Mn-Ti alloy.




The adiabatic temperature change for the Ni37Co13Mn34Ti16 sample with the largest ∆sT is shown in
Fig. 5.11 (b). The maximum ∆Tad of −3.5K for the first field application can be obtained at a temperature
of 253K. In agreement with the observations for∆sT , the evolution of∆Tad over the applied magnetic-field
strength shown in the inset indicates that the transition cannot be induced completely in external magnetic
fields below 2T. At the largest field value, the temperature is still decreasing with considerable slope,
which stops immediately when the field is being removed again. Due to the reduced dTtµ0dH compared
to other Ni(-Co)-Mn-X systems [125, 142], a field change of 2T cannot shift the transition temperature
properly to fully induce the austenite state, even though the phase transition is exceptionally sharp.
Moreover, the decreasing sample temperature due to the negative adiabatic temperature change of the
inverse magnetocaloric effect works against the austenite formation of the field-induced phase transition.
Therefore, the temperature shift per field unit multiplied by the applied magnetic field ( dTtµ0dH ·∆H)) must
be equal or larger than the sum of the transition width and the adiabatic temperature change for the
corresponding field change at a certain starting temperature. If this is fulfilled, the phase transition can
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be completely induce by a magnetic field and the maximum magnetocaloric effect can be exploited. The
relation between ∆Tad and ∆sT by Equation (2.9) can give an estimate of the expected maximum ∆Tad
from the approximated ∆smaxT .
The response of the material to the field removal as well as to the second field-application step depicts
the low cyclic MCE of this compound. As a magnetic field of 2T shifts the transition temperature around
3K to lower temperatures, the thermal hysteresis of around 10K cannot be overcome. Nevertheless, a
certain temperature change of around 0.5K is present for the second field cycle (green open symbols in
Fig. 5.11 (b) and negative fields in the inset), which is due to the lowered energetic barrier that results
from the not completed first transition cycle leading to minor loops of thermal hysteresis [125].
5.5 Magnetocaloric properties in high magnetic fields
For the construction of the temperature- and field-dependent total entropy curve, the heat capacity
of Ni37Co13Mn34.5Ti15.5 was measured for different external magnetic fields. The resulting cp in zero
field measured upon heating from 2K is shown in Fig. 5.12 (a). For low temperatures, the heat capacity
approaches zero because the thermal lattice vibrations are decreasing drastically and the ability of the
compound to absorb heat increases largely. The evolution of cp for low temperatures follows the Debye
model for solids with an exponential increase proportional to T 3 [224], as shown in Fig. 5.12 (b). This is
followed by a flattening at higher temperatures towards a saturation value, which is according to the model
happening well above the Debye temperature ΘD [225]. This saturation behavior of cp is described by the
Dulong-Petit law to be universal for solids at a value of three times the gas constant R, which amounts
to cp = 3R = 24.9 Jmol−1K−1 [226]. A conversion of the determined cp for Ni37Co13Mn34.5Ti15.5 with an
average molar mass of 54.4 gmol−1 gives an experimental value of 27.2 Jmol−1K−1, which fits well to the
Dulong-Petit law. The evolution of cp as a function of temperature is according to the Debye model for low
temperatures (T ≪ ΘD) described by Equation (5.3).
cp ≈ γ · T +
12π4 ·R
5Θ3D
· T 3 (5.3)
The first term corresponds to the electronic part of the heat capacity, which is proportional to T in the
low-temperature region, whereas the second term describes the phonon contributions. Plotting cp/T versus
T 2 in Fig. 5.12 (b) thus yields a linear approximation with the graphically determined intercept for the
electronic coefficient γ = 2.4× 10−3 Jmol−1K−2 and a slope of m = 4.74× 10−5 Jmol−1K−4, which is
used to estimate ΘD as 350.4K (Equation (5.4)). For a Ni-Mn-Sn Heusler alloy, ΘD has been determined as
310K [227], which is in good agreement (even though it is slightly lower) with the present measurement





5 · 4.51 · 10−5Jmol−1K−4
= 350.4K (5.4)
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At 293K, the first-order phase transition is documented by the sharp increase of cp. The infinite
discontinuity of the signal is reduced to a finite maximum value of 5700 J kg−1K−1 (see inset of (a))
due to the finite resolution of the measurement and, most importantly, the finite width of the non-ideal
phase transition. The heat capacity is around 500 J kg−1K−1 for the martensitic phase before approaching
the phase transition and 550 J kg−1K−1 for the austenite at temperatures above Tt. The value for the
ferromagnetic austenite is higher compared to the martensite because it includes the magnetic contribution
to the total heat capacity. The shift of the phase transition with the application of external magnetic fields is
shown by plotting the temperature-dependent cpT in the inset for 2T (blue), 5T (green) and 10T (orange).
The decreasing maximum of the peak and of the area under the curve is a result of the decreasing entropy
change and the increasing contribution of the magnetic subsystem to the phase transition with lowering the
transition temperature [67]. This is confirmed by integrating the respective curves over temperature (for all
data between 250 and 300K) for the peak areas by subtracting the baseline as linear connection between
the integration boundaries, which results in entropy changes of 43.5 J kg−1K−1 (0T), 41.4 J kg−1K−1
(2T), 40.9 J kg−1K−1 (5T) and 38.7 J kg−1K−1 (10T). A closer look on cp of the austenite in external
magnetic fields (not depicted here), reveals a decrease of cp for larger external magnetic fields. This effect
is a consequence of the increased magnetic ordering of the austenite, which counteracts the thermally
induced disorder.
The total entropy in zero magnetic field has been determined by integration of cpT according to Equa-
tion (3.7) and is shown in Fig. 5.12 (c). The base temperature of 2K for the integration is being considered
as close enough to zero in order to assume the determined entropy to be close to the actual total entropy of
the compound on an absolute scale. Therefore, the entropy at this temperature is assumed to be the zero
reference S0, even though the actual entropy at this temperature is in reality not exactly zero. The total
entropy starts to increase at around 30K and rises continuously until reaching the martensitic transition
temperature. The increase is fairly linear from around 200K to the transition temperature. At Tt, the
entropy experiences a finite jump while the sample transforms from the martensitic to the austenitic crystal
structure, thus changing the lattice entropy (increase) as well as the magnetic entropy (decrease). In
agreement with the cp and M(T ) measurements, Tt is decreasing with larger external magnetic fields
applied. The measurements in zero field and in 2T show no deviation in the entropy at temperatures
well below the martensitic transition, thus a temperature of 200K was chosen as starting point for the
measurements in 5T and 10T and the total entropy curve has been shifted according to the reference value
of the measurement in zero field at this temperature. The total entropy above Tt follows again a continuous
increase with temperature for the austenite. Since the austenite is ferromagnetic at these temperatures,
the increase is not linear because the reduced ferromagnetism with increasing temperature increases the
total entropy compared to an increase resulting purely from the lattice and electronic contributions, like it
is the case for the PM martensite. In addition, the entropy is reduced with increasing applied magnetic
fields because of the FM ordering of the austenite. At 317K, the entropy change of the austenite for an
external field change from 0T to 10T is 6 J kg−1K−1. By applying linear approximations to the evolution
of the entropy for the purely austenitic and martensitic regions of the S(T )-diagram in Fig. 5.12 (d),
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Figure 5.12: Heat capacity of Ni37Co13Mn34.5Ti15.5 upon heating in zero external magnetic field (a) as
well as cp/T in fields of 0T (red), 2T (blue), 5T (green) and 10T (orange) shown around the
transition temperature in the inset. The plot of cp/T over T 2 in (b) shows the agreement with
the Debye model at low temperatures. The resulting total entropy curves are shown in the
inset of (c) from 2K to 400K and in detail in the temperature range above (c) and around
the martensitic phase transition (d). The measurements shown in (a) were carried out by
Konstantin Skokov (TU Darmstadt).
the maximum values for ∆sT and ∆Tad to be expected for a completely induced phase transition can be
estimated as 39 J kg−1K−1 and −20K. These linear lines are fitted manually to the slope of the entropy
in the martensite region (below Tt, equal for all fields) and the austenite region (above Tt, for highest
field of 10T). The linear regression is oriented at the entropy curve for the highest applied field in this
study because the alignment of FM domains of the austenite decreases its entropy in large magnetic fields.
However, these large fields are necessary in order to induce a complete phase transition. Therefore, it is
reasonable to estimate the entropy change and temperature change between the two phases for the case of
an austenite in large magnetic fields. For the case of a linear approximation of the zero field curve only,
higher values would be determined for a completed transition.
For further experimental validation of the maximum magnetocaloric effect, ∆sT is determined from
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isothermal magnetization measurements. The M(H)-curves recorded at different temperatures are shown
in Fig. 5.13 (a). The field-induced phase transition from the low-magnetization martensite to the high-
magnetization austenite is shifted to smaller onset fields with increasing temperature. By using the
derivative-method, the magnetic fields corresponding to the inflection points of the magnetization curves
have been determined as the central transition field Ht. These values are plotted for each measurement
temperature - being equivalent to Tt for the respective magnetic field value - in Fig. 5.13 (b) in order to
determine the shift of Tt in externally applied magnetic fields. An overlay of a straight line (dashed red)
shows that dTtµ0dH can only be approximated with a constant slope for low fields of up to 5T. For higher fields,
the data points deviate from this behavior indicating an increased sensitivity for larger external magnetic
fields. It is possible to assume a linear region for low fields of 1T to 5T with a slope of −1.6KT−1. In order
to estimate the increase of this value in higher fields a linear average between 6T to 14T gives a slope of
−2.2KT−1, even though a linear behavior in this field region has no physical meaning. A more suitable
description for the evolution of dTtµ0dH can be approximated with an exponential function (blue curve) that
fits the data points very well for the range of 1T to 14T. The increasing field sensitivity in larger magnetic
fields is a result of the increasing ∆M for lowered transition temperatures. This can be expected assuming
that it is not relevant whether the transition temperature is lowered because of stoichiometric changes or
an applied magnetic field [195]. Consequently, an application of the Clausius-Clapeyron equation has to
consider the range of the external magnetic field that is used to induce the full phase transition.
The next step is to estimate the magnetic field that is necessary to induce a complete phase transition.
This is possible by using the width of the transition and the evolution of the field sensitivity according to
Equation (5.5). Assuming a linear region of dTtµ0dH for low magnetic fields leads to a saturation field of 6.4T








For a more accurate determination, the field-dependent evolution of dTtµ0dH has to be considered here,
which is visualized on an absolute temperature scale in Fig. 5.13 (c). Based on the actual austenite
start temperature in zero field, the criterion for a complete phase transition is that the shifted transition
temperature is equal to the difference of As − Twidth (red line). In reality, Twidth is usually not constant for
varying external magnetic fields, which is not considered here for simplicity. The shift of As is represented
by the exponential approximation (black line) from Fig. 5.13 (b) and the intersection of both curves
visualizes Hsat as the minimum field required to induce a complete phase transition under isothermal
conditions. It is determined to be 5.9T, which is only slightly lower compared to the assumption of a
constant dTtµ0dH as determined from low magnetic fields.
By assuming adiabatic conditions, the adiabatic temperature change of the sample during the magnetically
induced transition has to be considered in addition. Consequently, the negative adiabatic temperature
change lowers the temperature of the sample. This effect leads to higher necessary fields because the
absolute temperature difference toAf is increased, which is visualized by the dotted blue line in Fig. 5.13 (c).
88 5 Novel all-d-metal Heusler Alloys
Figure 5.13: Isothermal magnetization measurement at different temperatures in sweeping magnetic
fields of up to 14T for Ni37Co13Mn34.5Ti15.5 (a). Themagnetic-field-dependent values of dTtµ0dH
are plotted in (b) with two separated linear fits (red) for the low field and high field region as
well as an exponential fit to the whole field range. The determination of the saturation field
under isothermal (red) and adiabatic conditions (blue) is depicted in (c) by considering a
maximum ∆Tad of −20K.
This approach considers the maximum measured ∆Tad in high fields of −20K (a detailed discussion on
these measurements will follow in this chapter as well as in Chapter 5.6), which is added to the difference
of As (0T) and Twidth. This temperature sum has to be overcome in total by the shift of Tt in external
magnetic fields. This assumption does not represent the actual evolution of the required shift as a function
of Hext and ∆Tad fully accurately. In reality, the application of a magnetic field is a dynamic process and
the induced ∆Tad depends on the magnetic field and the absolute temperature of the sample at every
incremental field step. By using the maximum ∆Tad for the sake of simplicity, an upper value for Hsat
can be estimated as the intersection with the field-dependent evolution of dTtµ0dH (black curve) because
the magnetic field necessary for saturation of ∆Tad must also imply that the saturation value for ∆Tad is
actually reached at this point. As a result, the saturation field of the magnetocaloric effect under adiabatic
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⃓⃓⃓ = 14.7T (5.6)
This information can now be used to recalculate the estimated maximum ∆sT and ∆Tad from Equa-
tions (5.1) and (5.2). For the case of Hsat under isothermal conditions, forming the derivative of the
fit-function and averaging from 0T to 5.9T gives dTtµ0dH = 1.73KT−1 resulting in ∆sT = 43.4 J kg−1K−1
and ∆Tad = −24.5K. The same approach for Hsat under adiabatic conditions results in an averaged dTtµ0dH
of 2.1KT−1 and ∆sT = 35.7 J kg−1K−1 as well as ∆Tad = −20.2K.
These determinations of ∆sT and ∆Tad will now be further explored by comparing them with direct
measurements of both properties for the very same sample of Ni37Co13Mn34.5Ti15.5. The direct determination
of ∆sT is done by evaluating isothermal M(H)-measurements at various temperatures (already shown in
Fig. 5.13 (a)) by using the loop-protocol [171] and by numerical integration according to Equation (3.3).
The evolution of ∆sT for the inverse first-order phase transition is shown for magnetic-field changes
of 1T to 10T in Fig. 5.14 (a). It shows clearly that the large entropy changes of this sample in 2T as
shown in Fig. 5.11 (a) do not represent the maximum entropy changes achievable. The maximum value
of 40 J kg−1K−1 is first reached for a magnetic-field change of 6T. This value is slightly lower than the
estimated ∆st from the Clausius-Clapeyron equation (43.4 J kg−1K−1 for considering an average value of
dTt
µ0dH
in the range of 0T to 5.9T) with a relative deviation of 8%. The approximation of the saturation
field under isothermal conditions of 5.9T fits very well to the measurement. In higher fields, a plateau of
∆sT is evolving. This plateau is growing towards lower temperatures because the transition can be fully
induced also for lower starting temperatures with the total shift of Tt being proportional to the external
magnetic-field change. For the largest fields 8T and 10T, the ∆sT value for the plateau is slightly lowered
for decreasing temperatures. This is due to the increasing magnetization change which raises the negative
magnetic contribution to the total entropy change, thus lowering the absolute value of ∆sT for the whole
transition according to the so-called dilemma of inverse magnetocaloric materials [67]. In addition, the
shift of Tt in external magnetic fields increases for higher fields, which reduces the expected maximum
∆sT according to the Clausius-Clapeyron approximation (Equation (5.1)). Before declining drastically
below 280K, the temperature interval for the maximum ∆sT spans about 13K. For the high-temperature
region of the phase transition, the curves overlap for all regarded magnetic fields, which underlines the
good accuracy of the measurement and the determination method. The transition cannot be completed
upon magnetic-field application for Ts close to Af and higher fields only lead to small improvements in
∆sT . For temperatures above the magnetostructural transition (above Af in zero field), the entropy change
of the conventional second-order MCE can be identified by the negative sign of ∆sT and the increasing
absolute value for increasing magnetic-field changes. This effect becomes more significant for increasing
temperature because it has the maximum at TAC . The dotted lines represent the calculated evolution
of ∆sT from the cp measurements of Fig. 5.12 for field changes of 2T, 5T and 10T. They have been
obtained by subtracting the corresponding isofield S(T )-curves from the S(T )-curve in zero field. The
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Figure 5.14: Maximum isothermal entropy change ∆sT (a) determined from isothermal M(H) curves
in magnetic fields up to 10T together with the ∆sT behavior calculated from cp measure-
ments (dotted lines) and maximum adiabatic temperature change ∆Tad determined from
direct measurement in pulsed magnetic fields of up to 40T (b) for the very same sample
of Ni37Co13Mn34.5Ti15.5. The evolution of the highest achievable ∆Tmaxad as a function of the
applied magnetic field is shown in (c) together with a fitted curve for the data points (red) as
well as with the exponential function determined from the magnetic field evolution of dTtµ0dH
from Fig. 5.13 (b), which has been scaled to coincide with the saturation of ∆Tad here. The
relation between dTtµ0dH and ∆Tad is illustrated in (d) by a schematic S(T ) diagram for the
phase transition in different external magnetic fields.
results show a good accuracy for the increasing entropy change in the transition region for zero field close
to Af . Also the regions of decreasing ∆sT for temperatures below the plateau are matching very good
with the determinations from M(H)-curves. Only the maximum value for the plateau of ∆sT is showing
higher values for the magnetization measurements compared to the heat capacity data, which is assumed
to be the more precise method. The deviation of the maximum value between the two methods amounts
to around 5%.
Figure 5.14 (b) depicts the maximum∆Tad that has been measured for pulsed magnetic-field applications
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of 2T up to 40T, where every data point resembles the maximum ∆Tad for one field pulse. The shape of
the curves matches with the graph for ∆sT being mirrored vertically at y = 0. The evolution of the plateau
is however shifted to larger external magnetic fields as a consequence of the adiabatic conditions. Highest
temperature changes amount to −20K measured for magnetic field pulses of 20T. The two additional
measurements at 284.5K and 269.5K with the doubled maximum magnetic field of 40T confirm that this
is the saturation value for this quantity since no further increase is obtained. This value fits very well to
the calculations done before, which lead to a maximum value for ∆Tad of −20.2K for a magnetic-field
change of 14.7T (using the average field shift up to this field value). In comparison to ∆sT , the saturation
field for the MCE is much higher between 10T and 20T. This roughly matches the calculated Hsat of
14.7T, but no detailed comparison can be done since no additional data points are available between 10T
and 20T (also note that the maximum ∆Tad of the measurement was assumed to be known in order to
approximate Hsat a priori). Due to the time-consuming measurement setup, no finer step of data points
has been done between these two field values. As already discussed, the discrepancy between the two
values of Hsat for ∆sT and ∆Tad originates from the measurement conditions. The entropy change is
determined in an isothermal setup whereas ∆Tad was measured under adiabatic conditions. Therefore,
the negative adiabatic temperature change decreases the absolute temperature of the sample and with a
larger ∆Tad, the sample temperature drifts further away from Af (H) requiring larger fields to induce a
completed phase transition. The decreasing value for the plateau of the maximum ∆Tad with decreasing
temperature as a result of the increasing magnetic contribution to ∆sT is evident for the data points of the
20T and 40T-measurement series.
The evolution of the highest value of ∆Tad depending on the maximum magnetic field for each series of
maximum-field pulses is shown in Fig. 5.14 (c). The dotted blue line corresponds to the right y-axis and
represents the fitting function that has been determined for the evolution of Tt as a function of the applied
magnetic field in Fig. 5.13 (b). It has been adapted in order to start at (0,0) and to match the necessary
−30.2K that have to be overcome for saturating the MCE by an adiabatic field application (Twidth+|∆Tad|)
with the measured saturation value for ∆Tad of −20K. This curve consequently matches the Hsat of
14.7K determined before in Fig. 5.13 (b). After reaching this applied field, ∆Tad is described here by the
horizontal line for the constant saturation value of −20K. This function also describes the data points
of ∆Tmaxad for small maximum magnetic fields very well. The correlation between the shift of Tt and the
expected ∆Tad for external magnetic-field changes is connected by the S(T )-diagram shown schematically
in Fig. 5.14 (d). As is chosen here as the assumed starting temperature of the magnetic-field application.
A shift of the transition temperature being equal to the width of the transition by an adiabatic external
magnetic-field change from H0 (red) to H1 (blue) does not lead to the maximum ∆Tad but only induces a
fraction of the phase transition. Since the absolute temperature shift of As is equal to the resulting absolute
value of ∆Tad minus the fraction of Twidth that is not transformed, a correlation between dTtµ0dH and ∆Tmaxad
is logical. This schematic also underlines that the completely induced MCE (H3, green) under adiabatic
conditions in terms of the highest ∆Tad is reached for dTt being equal to the absolute value of ∆Tmaxad plus
the full transition width.
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However, the maximum ∆Tad of the 10T-series is slightly higher than expected from this approach.
The situation to describe ∆Tmaxad as a function of the maximum applied magnetic field is more complex
than shown in the schematics of Fig. 5.14 (d). The scaling of the fitting function for dTtµ0dH to match both
saturation values of ∆Tad and Hsat adds the width of the transition linearly to the slope of the function
by assuming a linear transition progress as also shown in the schematic S(T )-diagram. This is not fully
accurate as can be seen from the M(T ) behavior and the measured S(T )-diagram. In addition, the slope
of M(T ) not only determines the amount of induced austenite, it also scales directly with the resulting
∆Tad that reduces the absolute temperature of the sample and acts detrimental for the promotion of the
phase transition. The largest slope of the M(T ) curve for the austenite formation occurs at the inflection
point in the middle of the transition, meaning that the strongest contribution to the total MCE happens in
a simple approximation considering Hsat = 15T around 7.5T. This could explain the deviation of the data
point for 10T overestimating ∆Tad in this region.
In an additional step, the determined values for ∆sT and ∆Tad were implemented in the S(T )-diagram
from Fig. 5.12 (b). The total entropy values were determined for the starting temperature of each
measurement from the S(T )-curve in zero external magnetic field. Subsequently, the isothermal entropy
changes were added to this entropy value for constant temperature (vertical lines) and the adiabatic
temperature changes were added to the temperature value under constant entropy (horizontal lines).
The resulting diagram with the total entropy evolution for external magnetic fields of 0T (red), 2T
(blue), 5T (green) and 10T (orange) as dotted lines is shown in Fig. 5.15 (a) for the inverse MCE at the
magnetostructural phase transition and in (b) for the conventional effect above Tt in the ferromagnetic
austenite regime. All lines start at the red line for zero external magnetic field, the use of arrows is avoided
for the sake of clarity. It must be noted that the absolute temperatures of the measurements have been
corrected for a small offset originating from the different measurement setups. The absolute temperature
of the ∆sT measurement has been taken as reference since this isothermal measurement is supposed to
have the highest accuracy. The starting temperatures of the ∆Tad measurements have been shifted to
higher temperatures by 2.7K.
This representation confirms the good agreement of the different measurement techniques used in order
to determine the isothermal entropy change and the adiabatic temperature change. The isothermal entropy
changes are in general very consistent with the expected values from the S(T ) diagram. Especially for 5T,
both ∆sT and ∆Tad lines resemble the shape of the total entropy diagram very accurately. In contrast, it is
apparent that the directly measured values of ∆Tad for ∆Hext of 2T are too low for the measurements
around 295K whereas the ones for 10T are higher than expected for the maximum MCE around Ts of
285K to 295K. A reason for this observed discrepancy can be based on dynamics of the measurement. It
has been shown that for Ni-Mn-In, the measured values for ∆Tad can depend on the approaching rate of
the measurement temperature and can deviate from the quasistatic measurements of cp [228].
Furthermore, a very good agreement between direct measurements and the indirect method of measuring
cp is found for the region above the martensitic transition, where a purely conventional MCE occurs due
to the magnetization of the ferromagnetic austenite. Even though the temperature range depicted in
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Figure 5.15: Comparison of the temperature- and field-dependent measured isothermal entropy changes
(vertical lines) and adiabatic temperature changes (horizontal lines) from Fig. 5.14 with the
S(T )-diagram determined from cp measurements as shown in Fig. 5.12 for magnetic-field
changes of 0T (red), 2T (blue), 5T (green) and 10T (orange) for the inverse MCE around
Tt (a) as well as for the conventional effect in the ferromagnetic austenite regime above the
magnetostructural transition (b).
Fig. 5.15 (b) is significantly below TAC , positive adiabatic temperature changes of 0.6K (2T) to 2.9K (10T)
occur for a Ts of 310K, which fit very well to the total entropy curves of the respective external magnetic
field values.
The comparison of the different methods for determining and estimating the two key properties ∆sT
and ∆Tad in order to describe the MCE of a certain material shows that the maximum expected effects,
the corresponding saturation fields as well as the detailed evolution of the actual ∆sT and ∆Tad values
from the S(T ) diagram show a very good agreement. Especially the determination of the saturation fields
under isothermal and adiabatic conditions fit very well to the experimentally observed values. Even the
absolute value of ∆Tad has been estimated accurately, the first approximation of the maximum ∆sT by
the Clausius-Clapeyron equation, however, overestimated the actual value by 8%. It must be emphasized
here that the estimation of Hsat under adiabatic conditions requires already the saturation value from a
measurement in high magnetic fields, otherwise the propagation of the overestimation of ∆sT accounts
for errors here. In addition, the accurate determination of the highest expected ∆Tad required many
information as input, such as the saturation field (only accurate from the known saturation value of ∆Tad
from measurement) in order to determine the correct average value of dTtµ0dH , for which the evolution up
to Hsat has to be known additionally, as well as the heat capacity. For this reason the declaration of an
accurately determined saturation value of ∆Tad by an a-priori-method is misleading. Nevertheless, this
study shows that the used equations can describe the crucial quantities of∆sT , ∆Tad , Hsat (adiabatic) and
Hsat (isothermal) very accurately for the complex situation of a magnetic-field-induced magnetostructural
phase transition for an inverse MCE.
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Figure 5.16: Magnetic-field-dependent adiabatic temperature change (a) and strain measured perpendic-
ular to the magnetic-field axis (b) for pulses of 10T at varying starting temperatures for
Ni37Co13Mn34.5Ti15.5.
5.6 Simultaneous sample characterization
In the literature, the newly proposed all-d Heusler system of Ni-Co-Mn-Ti has already been reported to
have a large volume change of around 2.7% upon the martensitic transition [167], which favors its usage
for baro- and elastocaloric applications. In order to study the detailed effects of the martensitic transition,
the simultaneous magnetocaloric effect together with the length change along two directions has been
investigated in pulsed magnetic fields at the HZDR. Therefore, a thermocouple has been glued with silver
epoxy between two cuboids (3.5mm x 3.5mm x 1mm each) from the sample of Ni37Co13Mn34.5Ti15.5,
which has been already intensively investigated in the previous Chapter 5.5. In addition, a bidirectional
strain gauge has been attached to the surface of one sample block.
The magnetic-field-dependent evolution of ∆Tad is depicted in Fig. 5.16 (a). Here, the curves do all
start at the same point since the values for ∆Tad are all given relative to the absolute Ts of each pulse
measurement. By considering ∆Tad as the manifestation of the MCE, the amount of induced austenite
is increasing the closer Ts approaches Tt. This is in agreement with the decreasing onset field of the
temperature change because the shift of Tt with the applied field needs to overcome a smaller temperature
difference between Ts and As. The maximum effect of a 10T pulse is achieved for the starting temperature
of 290K (black curve). The slightly higher Ts of 292K (orange) shows nearly the same ∆Tad behavior
in small fields. The phase transition is induced immediately because the starting point is in both cases
in a mixed state. For the higher temperature, there is less martensite present that can be transformed
into austenite at the beginning of the measurement. Therefore, the effect already begins to saturate when
starting at 292K and the maximum obtainable MCE is reduced. For all the described indicators for the
amount of phase conversion (εL, εII and ∆Tad ), the thermal hysteresis of the compound is represented in
the shown measurements by a field hysteresis. Upon field removal, the back transformation into martensite
with a negative strain and a positive ∆Tad is not induced immediately but delayed for several tesla. The
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correctness of the measurement is proven by the measurement at the second-order transition between
paramagnetic and ferromagnetic state of the austenite (at 337K). A maximum ∆Tad of 3.6K is induced by
the magnetic-field change of 10T and the evolution of ∆Tad is identical for the field application and the
field removal process. Thus, there is no artificially induced hysteresis by a delayed response time of the
thermocouple. In addition, a dependence of the thermocouple signal on the magnetic-field-change rate can
be excluded by comparing the two branches for the measurement at TAC .
The corresponding magnetic-field-dependent strain that is measured by the directly attached strain
gauge is shown for applied field pulses of 10T in Fig. 5.16 (b) for εL perpendicular to the magnetic-field
direction. The absolute signal of the strain gauge is converted into strain by setting the resistance value of
the respective strain gauge for the martensite starting state of the lowest regarded temperature (here 274K)
as the reference, i.e. zero strain. It is necessary here to define a certain temperature as the zero-strain-value
because the strain of the martensite varies with temperature due to regular thermal expansion and there is
no uniform martensitic strain value as a reference. The relative straining compared to the starting state
is increasing with positive values for each Ts with increasing magnetic field for all starting temperatures
below As. This indicates a length expansion of the sample in this direction due to the field-induced phase
transition from martensite to austenite. This observation is in agreement with the expected volume change
from low-volume martensite to high-volume austenite. In addition, the relative sample length before
each field pulse is increasing for higher Ts due to the thermal expansion of the martensite as well as to
already present austenite for starting temperatures with a mixed phase state in the transition region. The
upper limit for the strain is represented by the measurement at 337K (cyan curve) at the austenite Curie
temperature. Since the induced MCE is related to the pure magnetic transition, no length change is evolving
and εL is constant at 0.33%. This value therefore also represents the maximum straining between the
martensite slightly below the phase transition and the austenite well above the first-order phase transition.
The fact that a magnetic field of 10T is not enough to fully induce the phase transition is visualized here
by the measurement at 290K (black kurve), which is the only one with a saturated maximum strain at
9T to 10T but with a length change of 0.15% at the beginning of the measurement due to a mixed phase
state as starting condition.
Since the representation of the maximum ∆Tad for different applied magnetic fields (Fig. 5.14 (b))
shows a saturation from 20T on, the evolution of the field-induced MCE is discussed by means of ∆Tad and
ε for magnetic-field pulses of 20T in Fig. 5.17. The shown measurements at selected temperatures show
the increase in the maximum obtained ∆Tad for increasing the starting temperature until the saturation
is reached at a starting point of 285K (red curve). The magnetic-field-dependent ∆Tad for the saturated
cases at starting temperatures of 285K and 290K show a loop at high fields. After reaching the highest
value of ∆Tad, the absolute temperature increases again shortly before approaching the maximum field
value of 20T and keeps increasing upon the beginning of the field-removal process. This is followed
by a slight decrease in temperature reaching the maximum ∆Tad again (dashed lines) until the back
transformation to martensite is induced. The described emergence of the ∆Tad loop is stronger for higher
starting temperatures. It can only be observed for magnetic field pulses of 20T and higher and only for
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Figure 5.17: Magnetic-field-dependent adiabatic temperature change (a) and strain measured perpendic-
ular to the magnetic field axis (b) for pulses of 20T at varying starting temperatures for
Ni37Co13Mn34.5Ti15.5.
starting temperatures where the saturation of ∆Tad is reached. A comparison with the respective values of
εL in Fig. 5.17 (b) reveals that this effect is a characteristic for ∆Tad only. The measured strains show a flat
saturation plateau after reaching the respective Hsat. On the one hand, this indicates that a conventional
MCE of the ferromagnetic austenite could play a role here after the transformation is completed. On the
other hand, it can be a feature of the thermocouple for high magnetic fields. The fact that it only occurs for
fully saturated effects and that it increases for lowered Hsat (higher Ts) indicates a correlation with the
conventional MCE of the formed austenite. Due to this feature, the determination of the maximum ∆Tad
is not trivial for the obtained curves. Therefore, the point at which the back transition starts is taken as
∆Tmaxad as indicated by the dashed lines in Fig. 5.17 (a).
The maximum field-induced length change that can be obtained amounts to 0.32% for the measurement
starting at 270K (Fig. 5.17 (b), black curve). Even though slightly larger strain values are present at
saturated austenite formation for the highest fields of Ts = 285K and 290K, the sample length of the
initial state is also increased because the value for zero field at 250K serves as the reference for the strain
here. The maximum strains εL obtained for a saturated field-induced MCE are in agreement with the
observations from the 10T pulses in Fig. 5.16 (b), indicating that the transition can be close to saturation
when considering εL as representative for the MCE of the induced phase transition.
The dependence of the adiabatic temperature change on the maximum applied field of a pulse and,
therefore, also on the field-application rate is depicted in Fig. 5.18 (a) for Ts at 285K, which is close to As
where the largest effects are expected. This series shows that only a very small fraction of the potential
MCE can be induced by a magnetic field of 2T. The measured ∆Tad only accounts for 2K in 2T, which is
only 10% of the saturated MCE in 20T. By comparing the field-application branch for the pulses of 10T
and 20T, it is apparent that the kinetics of the martensitic transition are changed by the field application
rate because the slope of the field-dependent ∆Tad is varying for the two curves. In contrast, the reverse
transition having the same magnetic field rate for both pulses is equal in slope. However, this effect can
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Figure 5.18: Comparison of the magnetic-field-dependent ∆Tad (a) and εL (b) for different maximum
fields being equivalent to different maximum field-application rates of the pulse. The com-
parison of the twomeasured directions of the strain gauges εL (blue) and εII (red) is depicted
in (c).
also be due to the response of the thermocouple to the high magnetic-field rates, which are significantly
smaller during field removal.
To eliminate the effect of the potential delay of the thermocouple, the strain is compared for different
field rates in large magnetic fields of 5T (green), 10T (red), 20T (blue) and 40T (orange) in Fig. 5.18 (b).
In accordance with the results of comparing ∆Tad in different fields, the increase of the strain during
the field-induced transition is delayed for the large applied field rates of the 40T pulse compared to a
faster reaction in 20T. By this effect, Hsat is increased from 18T to 25T. The reverse transition upon
field removal with the same field rates coincides accurately for both pulses and the onset field for the
back transition is equal. The complete removal of the magnetic field for these two pulses confirms the
observations from the temperature-dependent strain experiments starting from the field-induced martensite.
By considering the corresponding ∆Tad, it can be assumed that the back transition can be completed at
Ts of 270K (Fig. 5.17 (a), black curve). However, there is still a residual strain of 0.025% present after
removing the magnetic field completely back to zero.
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Figure 5.19: Temperature-dependent evolution of the strains perpendicular (εL) and parallel (εII) to the
magnetic field direction for two consecutive temperature cycles (a). The starting point is
highlighted, which stands for the martensitic state after the application of a 40T pulse rep-
resenting a completely induced martensite state upon field removal subsequent to a fully
field-induced austenite. The simultaneous signal of time-dependent sample temperature
(red) and strain (black) for temperature ramping steps of 1K followed by a holding time of
10min is shown in (b).
The comparison of the two strain directions parallel (blue) and perpendicular (red) to the applied
magnetic field in Fig. 5.18 (c) indicates a difference between the macroscopic length changes in these
two directions. Whereas a saturation strain of 0.3% is detected for εL, the maximum values for εII only
reach 0.1% in saturation. The saturation field for both quantities is identical, which shows the correlation
between the expansion in both directions as a result of the martensitic transformation.
In order to investigate the strain behavior of the martensitic transition itself in more detail, the signal of
the strain gauge has been recorded during temperature sweeps. The corresponding curves for εL (blue)
and εII (red) are shown in Fig. 5.19 (a). The strain values are calculated towards the reference value at
260K and the curve for εII is shifted by +0.3% for the sake of a clear presentation. The respective first
temperature cycle is shown as a dashed line and the subsequent second cycle as a solid line. The starting
point is highlighted for both strain values and has been reached by applying a 40T pulse at 265K in order
to completely induce the austenite state and fully induce the martensitic back transformation upon field
removal, thus establishing a purely field-induced martensite state. In agreement with the field induced
strain comparison before, the length expansion during the phase transition is lower for εII (0.12%) than
for εL (0.32%), resulting in a factor of 3 between the two measured strain directions. This leads to the
conclusion that the lattice expansion from martensite to austenite is positive along the magnetic field
as well as perpendicular to it, but with different maximum straining. Consequently, the martensite is
preferentially aligned with its long axis perpendicular to the magnetic field since this is the direction with
the largest length change for the present measurement setting. Since each strain gauge has a dimension of
1mm x 1mm, it is assumed to cover a significant amount of grains on the surface and can be regarded
as representative. The main peculiarity here is the deviation from the first heating to the second cycle.
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Whereas the two curves for the cooling branch overlap, the heating from the field-induced martensite
shows higher strain values than the second cycle from an initially temperature-induced martensite state.
The absolute deviation between the field-induced and the temperature-induced martensite amounts to a
strain difference of 0.02%.
The second interesting feature to notice is the positive straining of the sample at the high-temperature
end of both the martensitic and austenitic phase transition above the sample elongation in austenite state.
This is weakly observable for εL but strongly pronounced for εII. Thus, the microstructure of the sample
first expands at the beginning of the phase transformation upon cooling before building up the negative
transformation strain towards the low volume martensite. For εII, this overstraining effect amounts to
absolute values of 0.05% for cooling and 0.11% for heating relative to the stable austenite length above
the finished (before the started) transition. This is a very significant effect compared to the 0.12% strain
for the complete martensitic transition.
These findings of the difference in strain for a field-induced and a temperature-induced martensite as
well as the different strain evolutions for the two investigated directions with respect to the magnetic field
suggest a directional dependence of the martensite formation. Since the induced martensite is supposed
to be in the paramagnetic state, this is not connected to magnetoscrystalline anisotropy and should not
be the reason for the different elongation directions. Even though a magnetic ordering is reported for
the usually considered paramagnetic martensitic state of Ni-Co-Mn-Ga [193], the magnetization behavior
with gradually increasing macroscopic moment for increasing external field suggests the occurrence of
paramagnetism for the martensitic state of the present Ni-Co-Mn-Ti alloy. One alternative explanation is
the local microstructure of the sample on the surface, where the strain gauge is attached. It is possible that
a local texture on the sample surface as a result of the solidification process during arc-melting leads to a
preferred orientation of the martensitic growth during the field-induced phase transition. Since the sample
has been cut out of a slice from the arc-molten drop, one strain-gauge direction is along the solidification
direction (from bottom to top of sample on the cooled Cu plate) and one is perpendicular to it. A deeper
study of this behavior, for example a texture analysis by electron backscatter diffraction (EBSD) and
microscopical investigation of temperature- and field-induced martensite states, can give more information
on the underlying mechanisms. A subsequent measurement with a rotation of the sample by 90° can answer
the question whether the difference in strain is due to the direction of the magnetic field or a consequence
of the local microstructure of the sample.
The evolution of the sample temperature and the respective strain as a function of time for holding times
of 10min after decreasing the temperature by 1K in the transition region in Fig. 5.19 (b) provides further
insights into the kinetics of the transition. The simultaneous decrease of the temperature and the strain
indicated by the solid vertical lines demonstrate that the signal processing is happening simultaneously
between the two measured quantities. After establishing a stable temperature of the sample as marked by
the dashed lines, the evolving negative straining of the sample upon martensite formation is by far not
completed. An asymptotic evolution is observed for the strain over the complete holding time of 10min
towards the start of the next temperature ramp. This effect becomes less pronounced for lower temperatures
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meaning a decreasing amount of martensite being formed for the same temperature increment. During the
last step from 287K down to 286K, the equilibrium strain is reached already after a few minutes and the
residual holding time is characterized by a simultaneous constant line for both temperature and strain
signal. This experiment indicates that the martensitic phase transition is indeed influenced by kinetic
aspects. The transition can drive itself to a certain extend when the necessary amount of nucleation energy
is provided by an external stimulus, e.g. a temperature change. A surface effect due to local constraints by
the glued strain gauge can also be a reason for the observed gradual strain increase, even though this is
not expected to last over a time period of several minutes. This experiment hence underlines the findings
from the microscopical observations of a stepwise field removal in Fig. 5.10. The found self-driven growth
can, therefore, be regarded as a real effect, even though the discussion associated with the microstructure
investigations with local temperature changes and stress fields is also assumed to hold true and contribute
to the described effect.
In order to investigate the question of the field-rate dependence further, the simultaneously recorded
field-dependent strain (blue) and temperature change (red) are shown for field pulses of 5T, 10T and
20T, each at Ts of 285K, in Fig. 5.20 (a)-(c). For the sake of a proper comparison, the strain axis has
been inverted to match the sign of both values during the phase transition. In addition, both quantities
have been scaled so that they start at zero and that the maximum values before the start of the backward
transformation upon magnetic-field removal are leveled. The 5T pulse shows a nearly identical progression
of εL and ∆Tad for the magnetic-field-induced MCE. A stronger deviation is observed for the larger field-
application rates of the 10T pulse. The signal of ∆Tad is delayed here compared to εL. Since ∆Tad is not
saturated in the maximum magnetic field of this pulse, a slight heating takes place due to the observed
delay resulting in an overlap of ∆Tad and strain upon field removal. The phase transition for the 20T pulse
indicated by εL starts at magnetic fields around 5T, which is similar for ∆Tad. However, the slope of εL
is much steeper for the strain meaning that the field-induced strain is reacting to the external magnetic
field in a faster way than the temperature change. In addition, it seems that for the reverse transition the
length change of the sample starts at lower fields than ∆Tad. The slight increase in strain before decreasing
again, which has been observed from the temperature-dependent strain measurements (Fig. 5.18 (d)),
is the reason for this ostensible signal delay. In fact, the start of the martensite formation by ∆Tad and
strain starts at the same magnetic field of 11T. This effect is not relevant for the shown pulses of 5T and
10T because these fields do not complete the phase transition. Thus, this inverted strain behavior for the
transition only appears between full austenite and first/last martensite structures being present and is not
observed for these two field pulses that lead to minor loops.
The reason for the observed delay of ∆Tad for large field-application rates is not clearly understood. A
significant delay of the signal detection and processing seems unlikely from the well overlapping signals
for the fast conventional MCE of the ferromagnetic austenite and the slower back transition upon field
removal in Fig. 5.16 (a) and 5.17 (a). However, the effect at TC is much smaller than around the FOMT,
and a delay of the signal would be not so strongly pronounced. However, the data has been corrected for
the induced noise signal of the thermocouple manually, which can lead to artificial effects of the signal. In
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Figure 5.20: Direct comparison of ∆Tad (red) and εL (blue) for different field application rates during
pulses of 5T (a), 10T (b) and 20T (c), each at Ts of 285K. Both axis have been scaled
so that both curves start at zero and overlay at the largest value before the start of the
back transition upon field removal. The positive axis of εL has been inverted to match with
the negative signal for∆Tad. The corresponding comparison of the temperature-dependent
maximum values for ∆Tad and εL are shown in (d), where the dotted line indicates the satu-
ration maximum of ∆Tad.
addition, the strain gauge is attached at the free surface, whereas the thermocouple is in the center of the
sample, fixed with silver glue to the two sample pieces. An explanation to the observed discrepancy can
be that the phase transition starts at the surface, where the martensite can transform into austenite and
expand freely compared to the constraint material inside the bulk. In any case does this effect lead to an
earlier saturation of εL compared to ∆Tad. This is also apparent from the measurement at 270K (black
curves) in Fig. 5.17 (a) and (b), where εL reaches the saturation value but ∆Tad does not.
A direct comparison of the maximum obtained values for ∆Tad (red) and εL (blue) in 20T is depicted
in Fig. 5.20 (d). The saturated value of ∆Tad is scaled to the maximum transition strain of the pure
phase transition determined from Fig. 5.19 (a). It can be seen that the strain value still increases for
lowered starting temperatures, which is due to the negative straining effect of lower starting temperature
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Figure 5.21: Temperature-dependent maximum ∆Tad measured in slow field change rates of a rotating
Halbach setup (maximumof 1.2T s−1) at TUDarmstadt (blue) for amaximumfield change of
1.93Tmeasured in continuous protocol as well as the corresponding∆Tad for field changes
of 2T in pulsed fields (270T s−1) at HLD (solid red symbols). The HLD measurement has
been corrected additionally by 3.3K to account for deviations in the absolute temperature
detection (open symbols). The corresponding evolution of ∆Tad (blue), εL (solid red) and
εII (dotted red) is shown for two consecutive field cycles in the Halbach setup. In order to
compare∆Tad with εL directly, both quantities have been scaled according to their maximum
value for the first field application.
of the martensite phase. For the same reason, the data points for εL are not matching well with ∆Tad for
starting temperatures below 250K. Both values also do not coincide for the starting temperatures above
the transition temperature, where ∆Tad becomes positive whereas the maximum εL does not change its
sign. The reason is the dominating influence of the conventional MCE of the FM austenite which is a purely
magnetic effect with no structural change involved. Even though magnetostriction effects can occur and
the temperature change of the MCE can lead to thermal expansion, these effects are much smaller than
the length changes caused by a martensitic transition. The still measured sample expansion here is due to
minor fractions of the phase transformation taking place, which are however overruled by the conventional
MCE for the ∆Tad signal at starting temperatures close to the transition (296K). The non-vanishing strain
for even larger temperatures is then due to the thermal expansion of the austenite caused by the heating of
the positive ∆Tad from the conventional second-order MCE.
For the validation of the measurements in pulsed fields, the sample with the attached thermocouple
and strain gauge has been used for a reference measurement with an adiabatic field change application
of 1.93T by a rotating Halbach setup at TU Darmstadt with field-application rates of up to 1.2T s−1. The
respective measurement of ∆Tad is shown in comparison with the original data obtained from pulsed
fields at HLD (solid red symbols) as well as with an absolute temperature correction (open symbols) in
Fig. 5.21 (a). The comparison yields that a temperature offset exists for the starting temperatures of both
measurement setups. In addition, a deviation for the maximum ∆Tad is observed between −2.2K for the
slow field rates at TU Darmstadt and −1.8K for the pulsed fields at the HLD. A temperature correction
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of 3.3K for the pulsed-field data, however, leads to a perfect agreement between the two measurements
around the FOMT. The deviation of the maximum measured∆Tad is thereby explained clearly by the choice
of starting temperatures around the peak value. Whereas the measurement at TU Darmstadt reproduces
the sharp peak value of the non-saturated MCE in 2T, the measurement at HLD does not reflect this peak
point due to the temperature step of 1.5K between the two closest points around the peak.
The corresponding magnetic-field-dependent evolution of ∆Tad (blue) as well as εL (solid red) and
εII (dotted red) is shown for two subsequent field cycles in Fig. 5.21 (b). By scaling the signal of ∆Tad
to the maximum of εL for the maximum field of the first cycle, the comparison yields a good agreement
of both quantities with a slight deviation for the first removal branch. This deviation leads to a residual
strain that is larger in relation to the remaining temperature change after the irreversible field removal
due to the thermal hysteresis. This is in good agreement with the residually strained martensite state
observed after the field-induced transition in pulsed magnetic fields (Fig. 5.19 (a)). Furthermore, the ∆Tad
of the second field cycle can be determined as −1.2K, which is completely reproducible/cyclic also for
the second field removal. In contrast, also the second field cycle indicates a residual strain that does not
coincide with the starting value in zero field for the second cycle. In addition, the observed strain parallel
to the magnetic-field direction is significantly smaller, which also confirms the results in pulsed magnetic
fields. This validation by a second measurement technique confirms that the ∆Tad measurement in field
changes of 2T are not dependent on the applied field change rates of up to 270T s−1 and the determined
MCE of minor loops is in good agreement.
In order to compare the evolution of ∆Tad and ε during the phase transition in more detail, simultaneous
measurements of magnetization, εL, εII and additionally (specific) electrical resistivity ρ in static and
slow magnetic fields are shown in Fig. 5.22 for the very same sample from the pulsed-field investigations
before. The shift of the martensitic transition temperature from the lowest field of 0.05T to the highest
field of 14T experiences an exponential increase towards lower temperatures, being consistent with the
observations from the corresponding M(H)-measurements in Fig. 5.13. The bidirectional strain features
a slight increase for the first martensite nucleations followed by a negative increase of the strain to the
low-volume martensite state. This behavior is more pronounced for εII than for εL and is in agreement
with the observations from Fig. 5.18 (d) in zero field.
The electrical resistivity shows a higher value for the martensite state, which is expected from the higher
defect density in terms of twin and grain boundaries, which act as scattering centers for the conduction
electrons. In addition, ρ increases with temperature for martensite and austenite, which is a sign for the
metallic character of the electronic band structure for both phases. It is also found that the resistivity of
both austenite and martensite state is lowered for larger applied magnetic fields. However, the sequence of
the measurement was set from high fields to low fields, which hence means an increasing resistivity with
further amount of phase transitions experienced. To investigate this observation further, the measurement
has been repeated and it was found that the resistivity value of the austenite for the first transition cycle
in 14T matches exactly with the previous value for the last cycle in 0.05T and it again increases for
all subsequent cycles. Consequently, the increased resistivity is most likely a result of defect formation
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Figure 5.22: Temperature-dependent simultaneousmeasurements ofmagnetizationM , strains εL and εII,
and electrical resitivity ρ of Ni37Co13Mn34.5Ti15.5 in constant magnetic fields of 0.05T (dark
yellow), 2T (blue), 6T (purple), 10T (orange) and 14T (brown) (a). Vertical dotted lines
indicate the martensite start and the austenite finish temperature determined from the mag-
netization measurement in 14T. First derivatives with respect to temperature are shown in
(b) for the isofield measurement at 14T upon heating. The magnetic-field-dependent evo-
lution of these quantities for a maximum field of 14T under isothermal conditions at 275K
is shown in (c). The measurements have been conducted by Konstantin Skokov (TU Darm-
stadt).
during each phase transition, which act as scattering centers for the conduction electrons. Even though
the same sample has experienced hundreds of transition cycles already because it has been used before
this experiment for ∆sT measurements and the pulsed-field experiments, training effects are still present
depending on the number of phase transition cycles carried out.
The lines that indicate the slope of εL reveal that the thermal expansion of the martensite is larger than
the one of the austenite phase. As a result, the evolving strain for a field-induced phase transition increases
for lower transition temperature. This is in good agreement with the rising transition strain for decreasing
Ts in the saturation regime of applied field pulses of 20T (Fig.5.20 (d)).
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For the sake of comparison, two vertical dotted lines are added for the martensite start and austenite
finish temperature of the measurement in 14T. They are defined here as the first deviation of magnetization
from the linear behavior of the austenite region. The direct comparison with εII and εL shows that the
length contraction for the martensite formation happens significantly after the first magnetization drop.
To be more precise, the significant strain evolution towards the low volume martensite is delayed by a
prior expansion upon first martensite formations. In addition, it seems that also the resistivity change is
shifted but with a flat delay instead of an opposite sign for the first changes like it is the case for εII. In
order to resolve this behavior in more detail, the first derivatives with respect to temperature are depicted
in Fig. 5.22 (b) for M , εII, εL and ρ in 14T upon heating. The sign of dρdT has been inverted to match with
the other depicted quantities. The y-axes have been rescaled, so that the curves are leveled at zero as well
as at the respective maximum value. Looking at the high temperature end of the transition, there is a
first significant increase of the slope for the magnetization at 272K. Both strain derivatives first start to
deviate from zero around 271.5K but weaker in magnitude compared to M . At 270.2K, both εII and εL
start to change slope significantly: while the slope of εII gets negative here (contraction upon austenite
formation), εL increase strongly. At the temperature where εII becomes positive again (being equivalent to
the contraction towards low-volume martensite), εL exhibits a shoulder before overlapping with εII towards
the peak value representing the middle of the transition with the largest slope in all measured quantities
simultaneously. A distinct feature is observed for ρ, which shows a uniform shift of the transition evolution
towards lower temperatures compared to M . The first significant deviation from zero is here observed in
good agreement with εII and εL. This indicates an initial change of the magnetization upon first martensite
nucleations/last martensite annihilations, while these do not lead to a significant macroscopic straining of
the sample. While the length changes negatively and positively for εII and εL respectively, also the resistivity
increases simultaneously due to the fact that it is directly coupled to the microstructure.
An analysis of the collective behavior for the simultaneously measured quantities is shown for a slow
field application and removal cycle with a maximum field strength of 14T at 275K in Fig. 5.22 (c). The
martensite formation will be discussed in the following by means of the field removal process. It is apparent
that M , εII and εL follow the same path for the field removal from 14T and deviate first at a magnetic
field of 10.8T. At this point, M decreases further, while the slope of εII inverts sign and increases whereas
εL stagnates. Despite this temperature offset for the strain evolution, it shows a larger absolute slope
upon further martensite formation and the curves of M , εII and εL match again around 8T. However, they
deviate again below fields of 7T leading to the residual strain of a field-induced martensite that has also
been observed from the pulsed-field measurements. Also for this measurement, ρ is showing a constant
delay for the martensite formation upon field removal compared to the evolution of M . All the described
observations are also present for the field application but shifted along the magnetic field axis because of
the thermal hysteresis. Therefore, the "delay" of εII, εL and ρ is rather a "delay" of M , which underlines that
this is not a time effect but related to the progression of martensite and austenite formation. Assuming
a distribution of Tt throughout the sample, this effect can be related to the areas that are detected by
the respective individual sensors. Whereas magnetization is measured for the whole sample, the strain
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is only detected at a free surface of the sample and is thus dependent on the local stoichiometry and
microstructure.
An explanation for the unique spike of the strain evolution at one end of the transition, which deviates
from the expected straight decrease from austenite to martensite according to the evolution of M , cannot
be provided with certainty at this point. One option can be the formation of a pre-martensite upon first
nucleations inside the austenite phase, which has been observed for Ni-Mn-Ga alloys [229–231]. Instead of
contracting, this first structures occupy a larger volume before forming the relaxed martensite structure that
is energetically stable and contracts as expected. As a consequence, this intermediate stage of the structural
transition also happens for the opposite transformation towards austenite forming an intermediate structure
just before the last martensite features vanish completely. However, this pre-martensite state in Ni-Mn-
Ga was found to be stable in an interval of 30K to 60K preceding the martensite tranformation [229],
whereas the observed behavior for Ni-Co-Mn-Ti is happening within 5K. Such a behavior could also not be
observed from the in-situ observations of the temperature-induced phase transition by optical microscopy
in Section 5.3. In order to study this effect in more detail, high resolution methods are necessary that can
surveil the structure and microstructure of the sample in-situ during the phase transition.
5.7 Correlation of microstructure and mechanical properties for a multi-
stimuli cooling cycle
One promising perspective for the novel all-d Heusler system of Ni-Co-Mn-Ti is the application in the
recently proposed multi-stimuli approach that sets up a cooling cycle with large cyclic temperature changes
by making use of a large thermal hysteresis in multicaloric materials [43]. Already the first reports that
proved the realization of Ni-Co-Mn-Ti Heusler alloys contain discussions about an enhanced mechanical
stability, which is suggested to be attributed to the strong d-d hybridization bonds [167]. In combination
with the sharp phase transition that is shown in Section 5.1 and the tunable thermal hysteresis and field
sensitivity, the prerequisites for this alloy series as a candidate for the novel cooling technique are promising.
In addition, the multi-stimuli cycle allows for the application of confined or even pulsed fields because
no magnetically induced back transformation is desired. Therefore, the necessary field for inducing the
phase transition is required only for a short time period since there is enough time for the heat exchange
after the field removal. This fact enables the utilization of larger field changes, which also favors the usage
of the Ti-Heusler-system with the large ∆Tad values exceeding all other known magnetocaloric Heusler
alloys for field changes of 10T. However, the second stimulus used in the proposed cycle, namely the
application of uniaxial pressure to transform the material back to its initial state, must also be optimized for
the material system. Therefore, the mechanical stability as well as the pressure-induced phase transition
will be evaluated in the following for arc-molten alloys as well as for net-shaped rods produced by suction
casting.
In order to quantify the enhanced mechanical strength of the Ni-Co-Mn-Ti system, samples cut out
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Figure 5.23: Stress-strain curves obtained from compression tests showing the technical stress and
strain for three different pieces of the same Ni37Co13Mn35Ti15 sample in martensite state
(a) and for two pieces of a Ni37Co13Mn33.5Ti16.5 sample in the austenite state in compari-
son with Ni45Co5Mn37In13. All measurements were conducted at room temperature with a
constant strain rate of 4× 10−4 s−1.
from different areas of an arc-molten sample are tested until failure in a compression test. The resulting
stress-strain curves are depicted in Fig. 5.23. The samples in (a) exhibit a phase transformation above
room temperature and are therefore assumed to be in the martensitic state at the testing conditions.
The microstructure of this sample does not show the abnormal grain growth that has been discussed in
Section 5.3, but a regular austenite grain size distribution similar to the one in Fig. 5.4 (b) with grain
sizes around 50 µm to 200 µm for the parent austenite. The three different sample pieces used for statistical
distribution show a deviating compression strength upon failure ranging from 1100MPa to 1350MPa. This
fluctuation is due to variations in the microstructure because the cuboids of 2.5 x 2.5 x 5mm3 were cut out
of one sample slice showing the tendency of finer grain sizes close to the bottom part, where the sample
was in direct contact with the cooled plate of the melting setup, thus experienced the highest cooling rates
upon solidification (sample piece 3). In addition local defects such as pores can cause preferred failure of
the sample at lower stresses as a result of eased crack formation and propagation.
In Fig. 5.23 (b), an austenitic sample with a transition temperature of Ms =250K upon cooling is shown
in comparison to an austenitic Ni-Co-Mn-In sample. There is a clear change in slope at around 600MPa and
4% strain. This softening of the curve is attributed to the phase transition that is induced by the uniaxial
pressure. In analogy to the magnetic-field-induced transformation, the transition temperature is shifted
to higher temperatures (opposite to the effect of a magnetic field) causing a conventional elastocaloric
effect. In the ideal case, this effect would be represented by a horizontal line as it is observed for best
elastocaloric materials like NiTi alloys, because the transformation-related strain is induced causing an
elongation/contraction of the sample without further change in the applied stress. This estimation leads to
an approximation for the pressure sensitivity of the transition dTtdσ of 75KGPa−1. After the transformation,
the characteristic stress-strain behavior of the martensite continues. Also for this sample, the obtained
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compression strengths range from 1000MPa to 1400MPa. In comparison with the Ni-Co-Mn-In alloy,
which experiences a phase transformation from austenite to martensite and fails at around 500MPa, the
mechanical strength of the all-d Heusler alloy is significantly enhanced by a factor of 2-3. On the one hand,
this is attributed to the reduced grain size compared to main group Ni(-Co)-Mn-X Heusler alloys, which
enhances the yield strength according to Hall-Petch [216, 217]. On the other hand, the hybridized d-d
bonding between Ti and Mn atoms is reported to contribute to the mechanical strength from first-principles
calculations [167], which is however difficult to quantify.
Regarding the application of a material in a consecutive cycle of applying magnetic field and pressure,
the material needs to be ideally produced already in a shape that enables the application of both stimuli.
Cutting cuboids out of an arc-molten drop is a laborious approach and the best geometry for a uniaxial
pressure loading is a cylindrical shape to avoid stress concentration at edges. Therefore, the method of
suction casting Has been applied, where the melt of the alloy is cast into a cylindrical mold by a vacuum inlet
at the bottom. An additional beneficial point of this production technique is a tailored fine microstructure
of the as-cast state that is produced by the directional solidification towards the center of the sample. This
microstructure is usually also leading to much finer grains, which is expected to enhance the mechanical
stability of an alloy.
The microstructure of two as-cast samples from suction casting into a mold with diameter of 3mm is
depicted in Fig. 5.24 (a) and (d). A columnar growth of grains with a length of 300 µm is observed starting
at the circumference that has been in direct contact with the water-cooled mold. In the center of the
samples, a fine microstructure with globular grains of 50 µm to 150 µm occurs. This tendency of more
globular grains is again different from Ni-Mn-In suction casting microstructure (similar to arc melting
method discussed in Section 5.3), which has been used for the proof-of-concept measurement of the
multi-stimuli approach [43].
In order to adjust also the heat treatment to the new production procedure, different annealing steps
were carried out at temperatures of 1223K (Fig. 5.24 (e)), 1273K (Fig. 5.24 (b) and (f)) and 1323K
(Fig. 5.24 (c)). The sample annealed at 1323K, which has been found to be ideal for arc-molten samples,
exhibits an abnormal grain growth to two very large grains for the suction-cast rod that range over nearly
the whole diameter (3mm) of the cross-section. Only at the edges, some smaller grains represent the former
columnar grains of the as-cast structure, which are in the order of 300 µm to 500 µm after annealing. Some
individual grains of about 100 µm are still located at grain boundaries of the larger grains. Consequently, the
benefit of creating a very fine microstructure by suction-casting is eliminated again after the heat-treatment
step.
A reduction of the heat treatment temperature while keeping the time (96 h) constant in order to reduce
the grain growth is not successful. Larger fractions of small grains equal in size as for the as-cast structure
are present, but still the abnormal grain growth of few grains reaching several millimeter cannot be avoided.
Due to the increased defect density resulting from the suction-casting process, the thermal activation
for abnormal grain growth is reduced and the highest dislocation density acts as nucleation sites for
recrystallization processes. Consequently, the higher grain boundary density also favors diffusion processes
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Figure 5.24: Microstructure of the as-cast state for two different suction-cast rods of Ni37Co13Mn34Ti16
(a) and (d). The first rod was annealed at 1273K (b) and 1323K (c) for 96 h. The second
rod was annealed at 1223K (e) and 1273K (f) for 96 h. All images were obtained by optical
polarizationmicroscopy. Samples andmicroscopy images have been produced by Benedikt
Beckmann within the framework of his Master Thesis [213].
and the finer microstructure results in more efficient homogenization of the stoichiometric variations
already at lower temperatures. As a result, the best annealing for the suction-cast samples is found to be at
1273K for 96 h, indicated by the temperature-dependent magnetization measurements in Fig. 5.25 (a).
However, a further reduction of the annealing temperature in order to reduce the abnormal grain growth
is not meaningful because it would deteriorate the transition width. Consequently, an optimal trade-off
between preventing large grain growth and homogenizing the sample stoichiometry must be achieved.
In order to assess the properties of these samples under the application of uniaxial pressure, the
corresponding stress-strain measurements are illustrated in Fig. 5.25 (b). The as-cast state characterized
by a two-phase microstructure and very fine grains shows unsurprisingly the highest compressive strength
of up to 1900MPa. The variation of this value for the two rods is quite large as the second sample only
reaches a maximum stress of 1400MPa before failure. The reason is the even higher fluctuation of pores
and inclusions for the suction-cast process, which underlines the influence of the casting process on the
mechanical stability of the samples. The same trend can be observed for the two annealing procedures of
these rods at 1273K (red), where the second rod (dashed line) shows a decreased compression strength
compared to the other one. This confirms the dependence of the measured strength values on the two rods.
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Figure 5.25: Temperature-dependent magnetization measurements in 1T (a) and corresponding stress-
strain measurements (b) for the as-cast state (green) as well as the different annealing tem-
peratures of 1323K (black), 1273K (red) and 1223K (blue) for two parent samples (solid
and dashed lines). All measurements were conducted at room temperature with a con-
stant strain rate of 8× 10−4 s−1. Themeasurements were carried out by Benedikt Beckmann
within the framework of his Master Thesis [213].
Nevertheless, comparing the annealing of the solid lines (rod 1) at 1323K and 1273K as well as for the
dashed lines (rod 2) at 1373K and 1223K clearly shows the trend of a decreasing strength for higher heat
treatment temperatures. This result is conform with the lower grain-boundary density due to the increased
amount of very large grains that are formed with increasing annealing temperature. As a matter of fact,
the suction-cast rod annealed at 1323K and characterized by the large grain sizes, which are much coarser
than for suction-cast and annealed Ni-Co-Mn-In [43], still shows a compression strength of 1000MPa. This
enhanced mechanical stability exceeds the strength measured for suction-cast Ni-Mn-In Heusler alloys,
which is in the range of 350MPa [166]. This cross-correlation of microstructure and compression strength
confirms the suggestions in literature about an intrinsically superior mechanical strength for the all-d
Heusler system of Ni-Co-Mn-Ti compared to the main group Heusler system of Ni-Co-Mn-In.
A temperature-dependent measurement of the strain under different constant pressures shown in
Fig. 5.26 provides information about the behavior of a stress-induced phase transition for a suction-cast
rod with a nominal Co content of 14 at.% (Ni36Co14Mn35Ti15). In Fig. 5.26 (a), the strain evolution depicts
the phase transition upon cooling and heating. The compression test setup gives a positive strain for
compression of the sample by convention. Therefore, the positive strain is equal to a contraction of the
sample in the direction of the uniaxial pressure. The heating measurement for 400MPa does not show the
martensite-to-austenite phase transition because the sample failed at the expected transition temperature.
Even though the compression strength is expected to be much higher, the volume increase upon first
austenite formations leads to sample failure under the applied stress. Both characteristic temperatures
T ct and T ht are shifted to higher temperatures by a uniaxial stress application. Since the transition width
also broadens, the shift of the individual transition temperatures As, Af , Ms and Mf do not show a
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Figure 5.26: Temperature-dependent strain measurements of a Ni36Co14Mn35Ti15 suction cast rod under
constant uniaxial loads of 10MPa to 400MPa (a). The shift of the transition temperature as
a function of external stress is shown in (b), the stress-dependent transition strain in (c) and
the stress-dependent transition width in (d).
consistent value for the temperature shift. Therefore, the middle value as the average between start
and finish temperature is shown for the applied stresses in Fig. 5.26 (b). In the range of 10MPa to
400MPa, the average shift of the transition temperature amounts to 165KGPa−1 to 185KGPa−1. This is
significantly larger than for samples with a Co content of 13 at.%, which has been estimated by the induced
transition during stress-strain measurements (75KGPa−1, Fig. 5.23) and determined in a similar setup
for temperature- and stress-dependent strain measurements with stresses up to 80MPa (45KGPa−1 to
55KGPa−1) [232]. Consistently, studies on samples with 15 at.% of Co report on even larger values of dTtdσ
up to 220KGPa−1 [211]. This suggests that the sensitivity of the phase transition towards both external
stimuli, magnetic field and uniaxial pressure, is enhanced by an increasing Co content in the alloy. This
large pressure sensitivities are a result of the large volume change between the austenite and martensite
phase and make this alloy system a promising candidate for pure elasto- and barocaloric application. Very
large adiabatic temperature changes of up to 30K are reported for a uniaxial pressure application of
700MPa [218].
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With increasing applied pressure, the initial strain of the austenite state increases as well as the transition
strain between the two phases, which is illustrated in Fig. 5.26 (c). At 10MPa, the straining between
austenite andmartensite amounts to only 0.3%, which increases drastically to more than 3% under 400MPa.
Similar to martensitic variants oriented along the magnetic-field direction for the bidirectional strain
investigations in pulsed fields (Section 5.6), the orientation of growing martensite variants is influenced by
the applied stresses [233, 234]. The short axis is preferably aligned along the pressure direction, which
is more pronounced for higher stresses applied. In addition, the width of the transition broadens with
increasing external stresses up to 400MPa, which is depicted by the data points in Fig. 5.26 (d). This is
in agreement with similar measurements in lower stresses on a sample with 13 at.% of Co [232]. The
reason is assumed to be a non-uniform stress distribution throughout the sample due to the uniaxial-stress
application. As a result, heterogeneous stress fields influence the local transition temperature to varying
extents in different areas of the sample. This leads to a broader distribution of transition temperatures,
thus to an increased width of the overall phase transition. Both effects of increasing transition strain and
transition width have also been found for other shape-memory alloys [233–235]. The direct consequence
of the increased transition width are higher pressures required to induce a full phase transition. The
intersection of the fit to the growing transition width with the green line representing the shift of Tt
with an external uniaxial stress (assumed to be 200KGPa−1) is around 100MPa, which is in a feasible
range regarding the technical implementations of cyclic stress applications as well as the durability of the
alloy. However, the additional consideration of the maximum adiabatic temperature change that has to be
overcome in addition to the pure transition width (dashed blue line in Fig. 5.26 (d)) results in required
stresses of around 300MPa. In addition to these assumption, the sample is expected to also heat up because
of the compression itself, which is neglected here but would lead to even larger stresses required. This
value is close to the uniaxial stress of 400MPa, at which the sample failed upon temperature-induced
austenite formation. For the selection of a suitable material for the multi-stimuli cooling cycle, the changing
transition width of the material has to be considered for an assessment of required stresses.
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6 The MM’X Material Family
In the following chapter, the properties related to the magnetostructural phase transition of MM’X
compounds are discussed in detail. This material system has attracted research attention recently because
of sharp phase transitions that can be obtained. Large magnetocaloric effects by means of ∆sT are reported
especially for the two systems of MnNiGe and MnCoGe [148, 156]. A unique approach of these systems is
the so-called isostructural alloying, which mixes the stoichiometries of two compounds that crystallize in the
very same crystal structure. Hence, the production of phase-pure compounds with tailored properties is a
major benefit of this method. An isostructural alloying approach will be analyzed for the substitution system
of MnNiGe-FeNiSi with respect to the implications, benefits and disadvantages for tuning the martensitic
phase transition, the structural and microstructural properties as well as the behavior under external
pressure. The goal is to investigate a broad stoichiometry range in order to tailor the phase transition and
to eliminate the amount of expensive Ge as much as possible. Furthermore, the magnetocaloric properties
in low and high magnetic fields are evaluated in order to assess the viability of this material system for
magnetocaloric application. The compounds that are used within this work are summarized together with
selected properties of the crystal structure and the phase transition in Table 6.1.
Parts of this chapter are published in
• A. Taubel, T. Gottschall, M. Fries, T. Faske, K. P. Skokov, and O. Gutfleisch, Influence of magnetic
field, chemical pressure and hydrostatic pressure on the structural and magnetocaloric properties of the
Mn-Ni-Ge system, Journal of Physics D: Applied Physics 50 (46), 464005 (2017).
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Table 6.1: Nominal sample compositions of the producedMn1-xFexNiGe1-ySiy systemwith the determined
structural properties. Lattice constants and volume of the orthorhombic low-temperature
phase were determined from XRD data, the transition temperatures upon cooling (Ttc) and
heating (Tth) correspond to the maximum of dMdH in an external magnetic field of 1T for small
pieces or were determined by DTA measurements (∗) in zero magnetic field.
x y e/a ao [Å] bo [Å] co [Å] Vo [Å
3] Ttc [K] Tth [K] ∆Thyst [K]
0 0 7.00 6.052 3.756 7.099 161.40 502.1∗ 551.1∗ 49.0
0.11 0 7.03 6.017 3.756 7.092 160.28 321.7 332.2 10.5
0.13 0 7.04 6.009 3.739 7.093 159.35 293.8 302.3 8.5
0.16 0 7.05 5.994 3.734 7.085 158.56 249.8 255.3 5.5
0.18 0 7.06 5.982 3.732 7.083 158.13 229.7 234.2 4.5
0.2 0.1 7.07 5.970 3.721 7.068 157.01 271.9 281.0 9.1
0.3 0.3 7.10 5.900 3.699 7.030 153.44 291.9 302.0 10.1
0.4 0.5 7.13 5.840 3.678 7.000 150.37 325.7 334.2 8.5
0.5 0.5 7.17 5.773 3.679 6.983 148.31 215.9 235.1 19.2
0.6 0.75 7.20 5.701 3.665 6.972 145.69 327.8 346.2 18.4
1 1 7.33 5.012 3.759 7.158 134.84 1136.1∗ 1164.1∗ 28.0
6.1 Effects of stoichiometry - the method of isostructural alloying
This work shows the influences of different substitutions on the MnNiGe material system. The favored
substitutions for this system are based on the method of isostructural alloying, which was first proposed
by Liu et al. [148] and applied frequently for this material system [167, 236–242]. It is based on the
gradual substitution of one element for another by mixing two compositions of compounds that are stable
in the very same crystal structure. The most prominent isostructural compounds for the MnNiGe-based
MM’X alloy family are shown in the scheme of Fig. 6.1. Considering the MnNiGe compound as base
material, an isostructural substitution can be achieved by replacing Mn by Fe, being equivalent to a mixing
of the isostructural compounds of MnNiGe and FeNiGe along the path of creating a substitution series
of Mn1-xFexNiGe. By this approach, the martensitic transition temperature is decreasing with increasing
Fe content because the hexagonal austenite is stabilized and pure FeNiGe does not undergo a phase
transformation down to liquid He temperatures. Additionally, the Fe atoms introduce ferromagnetic
ordering by breaking the antiferromagnetic coupling of the Mn atoms [148]. For moderate transition
temperatures in the room temperature region, an Fe substitution level of below x = 0.15 is required to
establish a FOMT. Besides this magnetostructural transition, an additional transition from ferromagnetic
to antiferromagnetic ordering exists at temperatures below 200K for low Fe contents [242]. In a similar
manner, the MnNiGe can be taken as the base compound to apply a substitutional series of Si on the Ge site
towards MnNiSi (MnNiGe1-ySiy). In addition, these pathways of single-element substitution series can also
be combined to establish a co-substitution of Fe and Si simultaneously. This leads to isotructural alloying
systems of Mn1-xFexNiGe1-ySiy with x = y (MnNiGe-FeNiSi) and with x = 1 − y (MnNiSi-FeNiGe). In
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literature, the notation for these kind of substitutions often use the base compounds for the stoichiometric
notation to name a substitution series as (MnNiGe)x–(FeNiSi)1-x.
FeNiSi
Tt = 1164 K
MnNiSi
Tt = 1200 K
MnNiGe




(x + y = 1)
Figure 6.1: Scheme for different pathways of isostructural alloying of the MnNiGe material system. The
ternary base compounds are located at the corners with the corresponding temperatures of
the structural phase transition from low-temperature orthorhombic to high-temperature hexag-
onal phase. Single-element and restricted two-element substitutions are located on the edges
connecting the corners, whereas the volume in between represents the whole range of the un-
restricted Mn1-xFexNiGe1-ySiy substitution space. The image is published in [149].
6.1.1 Thermomagnetic properties of the tuned phase transition
In order to evaluate the detailed effects of different pathways for the isostructural alloying, the estab-
lished phase transitions are first analyzed with respect to the magnetic properties. Figure 6.2 (a) shows
the magnetization curves for cooling and heating protocol in a magnetic field of 1T as a function of
temperature for different substitution levels of the Mn1-xFexNiGe system. The phase transition from the
high-temperature paramagnetic to the low-temperature ferromagnetic phase is of conventional first-order
type and is characterized by a sharp change in magnetization. A thermal hysteresis of around 10K docu-
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Figure 6.2: M(T )-curves (a) of the Mn1-xFexNiGe system for field cooling and heating in a magnetic field
of 1Twith the correspondingM(H)-curves (b) of the low-temperature phase at 200K for the
samples with x = 0.11 (black), x = 0.13 (green), x = 0.16 (brown) and x = 0.18 (blue).
ments the first-order nature of the phase transition. The increasing Fe content leads to a shift of Tt towards
lower temperatures. Thus, the transition can be tuned from 470K for MnNiGe to room temperature for
Mn0.87Fe0.13NiGe and below. By fitting a linear regression line, the shift of the transition temperature by
Fe substitution for Mn is approximately −13.5K per 1% of Fe substitution (equivalent to x = 0.01). The
samples with x = 0.11 and x = 0.13 show a significantly lower magnetization of the low temperature phase
in a magnetic field of 1T. Thus, the magnetization change ∆M of the transition is reduced compared to
the samples with higher Fe content and lower Tt. The reason is the initial antiferromagnetic state of the
low-temperature phase for the Fe-free base compound MnNiGe. This can be verified by the field-dependent
magnetization curves in the martensitic state for samples with varying Fe content in Fig. 6.2 (b). The
saturation field of the material is lowered drastically due to the induced ferromagnetism for x = 0.18. The
sample with x = 0.13 undergoes a transition at room temperature, however, it shows a less intense increase
of magnetization with magnetic field and is not saturated for fields below 2T. This reduced magnetization
change of the transition lowers its performance for low-field applications drastically. However, a compound
with an Fe content of x = 0.18 and a transition temperature at 200K can show very good magnetocaloric
properties, which will be discussed in detail in Section 6.1.2.
Complementary to the Fe substitutions for Mn, a substitution of Si for Ge is highly favored in terms of
criticality and costs [36, 40] and leads to a similar substitution mechanism with the isostructural MnNiSi
compound as shown for the path of MnNiGe1-ySiy in Fig. 6.1. However, Tt of pure MnNiSi is around 1200K
resulting in a rise of the structural transition temperature with increasing Si content. A comprehensive study
on the magnetic properties of the substitution system MnNiGe1-ySiy from y = 0 to y = 1 has been reported
by Bazela et al. [243]. It has been shown that phase-pure samples of the orthorhombic low-temperature
phase can be produced in the whole range of Si substitution. A linear reduction of the orthorhombic lattice
parameters is reported, which results in a decreasing cell volume of about 9% from MnNiGe (162Å3) to
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Figure 6.3: M(T )-curves of the Mn1-xFexNiGe1-ySiy system for field cooling and heating in a magnetic
field of 1T (a) with the corresponding M(H)-curves for selected samples of varying Fe and
Si content in (b). In addition, the evolution of the transition temperature Tt (c) and the thermal
hysteresis width ∆Thyst (d) are shown as a function of the e/a ratio for both substitution
systems of Mn1−xFexNiGe (blue triangles) and Mn1−xFexNiGe1−ySiy (red circles).
MnNiSi (147Å3). Similar to the Fe substition, the initial antiferromagnetism of the orthorhombic phase of
MnNiGe is changing to ferromagnetic behavior for y ≥ 0.3. Simultaneously, the Néel and Curie temperature
are increasing from 346K for MnNiGe to 615K for MnNiSi [243].
In order to follow the line of isostructural alloying for MnNiGe and FeNiSi, a substitution of two elements
can be carried out simultaneously by fulfilling the condition of x = y for the system of Mn1-xFexNiGe1-ySiy.
Similarly, an isostructural alloying of FeNiGe and MnNiSi leads to the condition of x+ y = 1 and the phase
transition temperature is increased drastically from low to high y-values. This leads to a small region for a
phase transition around room temperature for x = 0.42− 0.45 (y = 0.55− 0.58) [236]. In order to tune
the structural phase transition in a very broad temperature range and to adjust the magnetic properties
accordingly, the Fe and Si content can also be chosen freely for the Mn1-xFexNiGe1-ySiy system [167]. This
substitution method is then represented by the whole volume of the depicted tetrahedron in Fig. 6.1 and
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will be investigated in detail in the following discussion.
In order to maintain a first-order magnetostructural phase transition around room temperature, both
substitution systems of Fe for Mn and Si for Ge in the parent MnNiGe can be combined. The rise of the
transition temperature with Si substitution for Ge is to be compensated by a simultaneous substitution of
Fe for Mn, which in turn stabilizes the austenite phase. By co-substituting Fe and Si towards the FeNiSi
material, the amount of Ge in the compound can be reduced drastically. The resulting phase transitions for
the produced sample series of Mn1-xFexNiGe1-ySiy are shown by the corresponding M(T )-measurements in
an external field of 1T in Fig. 6.3 (a). The transition temperature can be tuned in a broad temperature range
around room temperature. The only condition that has to be considered here is that Tt has to be between
the Curie temperatures of austenite and martensite in order to establish a ∆M . The main advantage of the
simultaneous substitution of Fe and Si becomes obvious when comparing the samples Mn0.87Fe0.13NiGe
(green curve) and Mn0.7Fe0.3NiGe0.7Si0.3 (orange curve). The Tt of both samples is exactly the same at
292K under cooling and 302K under heating. However, the magnetization change of the Si-containing
sample is in 1T approximately twice as large as for the Si-free sample. The reason is the already mentioned
antiferromagnetic contribution that is still present in samples with low Fe content. Introducing Si solves
this drawback by two different means. On the one hand, it enhances the ferromagnetic interactions in the
orthorhombic martensite phase [243]. On the other hand, it increases Tt, which requires a larger amount
of Fe substitution to keep the transition at room temperature and also favors the ferromagnetism of the
martensite. The result is an even lower saturation field (see Fig. 6.3 (b)) favoring low-field applications
combined with a transition at room temperature for samples with simultaneous Fe and Si doping. As shown
in Fig. 6.3 (b), the saturation field is lowest for the Mn0.4Fe0.6NiGe0.25Si0.75 sample reaching the saturation
magnetization in external magnetic fields of around 0.3T.
Furthermore, Fig. 6.3 (a) and (b) shows that there is an optimal level of Fe substitution with re-
spect to the ferromagnetic properties of the orthorhombic martensite. Comparing the two curves of
Mn0.6Fe0.4NiGe0.5Si0.5 (red) and Mn0.4Fe0.6NiGe0.25Si0.75 (purple) gives clear evidence that the ∆M of the
transition is reduced again for the higher Fe content despite the similar Tt. This trend is confirmed by the
even larger Fe subtitution levels of x = 0.8 and x = 1, where the samples show a very low magnetization
even though being in the low-temperature orthorhombic phase. Thus, the substitution of Fe cannot be
arbitrarily high because the magnetic moment is mainly carried by the Mn atoms [244] and the ferromag-
netic coupling between Mn and Fe atoms, respectively [148]. Therefore, no ferromagnetic behavior can
be identified for the orthorhombic phase of the pure FeNiSi compound at room temperature and a FOMT
cannot be established for those samples with eliminated Ge content.
The evolution of Tt depending on the e/a ratio in Fig. 6.3 (c) only reveals a trend for the sole Fe
substitution system (Mn1-xFexNiGe). Because the martensitic transition temperature is directly proportional
to the Fe content of the compound, a well-fitting linear regression line can be drawn. In contrast, the
change of Tt for the simultaneous substitution system Mn1-xFexNiGe1-ySiy cannot be reflected by a direct
relation to the e/a ratio. Since the substitution of Si for Ge is not changing the total valence electron
count of the compound but influences the transition temperature drastically, e/a does not correlate with Tt.
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The combination of choosing the ratio between Fe and Si substitution determines the temperature of the
martensitic transition because both influence Tt in the opposite direction and with different magnitude. For
further systematic evaluation, series of compounds with a fixed Si content (y) and varying Fe content (x)
would need to be produced. This is expected to result in linear behavior of Tt within each series of constant
y, all starting at the origin of pure MnNiGe. This is a significant difference to the family of Heusler alloys,
where Tt can be predicted very well within one Ni(-Co)-Mn-X system by considering its average valence
electron count [142, 185, 214]. For Ni-Co-Mn-Ti, it has been shown in Chapter 5 that this is universal for
varying both Ni-Co and Mn-Ti ratio simultaneously.
The thermal hysteresis width plays an essential role for the cyclic behavior of a magnetocaloric compound.
TheM(T )-curves in Fig. 6.3 (a) show that the compounds with medium Fe and Si substitution level (x = 0.5;
y = 0.5 and x = 0.6; y = 0.75) show a significantly larger thermal hysteresis. The values of ∆Thyst are
shown as a function of the e/a ratio for all samples in Fig. 6.3 (d). In agreement with the obtained results
from Liu et al. [148], the thermal hysteresis is drastically reduced from the parent MnNiGe alloy by the
introduction of Fe. Against the usual trend of inverse magnetocaloric materials, where ∆Thyst increases for
reduced absolute transition temperatures (see Chapter 4), the Mn1-xFexNiGe system shows a clear trend of
reducing the thermal hysteresis with descreasing Tt caused by the Fe substitution. However, this trend is
stopped at a minimum thermal hysteresis for the sample with x = 0.18. For further Fe and Si substitutions,
∆Thyst is increasing again. A notable step occurs at the composition of Mn0.5Fe0.5NiGe0.5Si0.5, where the
thermal hysteresis amounts to about 20K. The FeNiSi compound even exhibits a ∆Thyst of approximately
30K for the purely structural martensitic transition.
6.1.2 Magnetocaloric properties
For small pieces of approximately 1mg, very sharp phase transitions can be examined by magnetization
measurements. An exemplary measurement is shown in Fig. 6.4 (a). The extraordinary sharp phase
transition in combination with the low shift of Tt in an external magnetic field results in very large values
for the isothermal entropy change∆sT . Values for∆sT of−37.8 J kg−1K−1 (cooling) and−34.1 J kg−1K−1
(heating) can be obtained from isofield M(T )-measurements for a magnetic-field change ∆H of 2T.
This value even exceeds the high entropy changes that have already been reported in literature for this
material system [148, 159, 241]. However, the size and shape of the sample always has to be considered
because it can have a drastic influence on the obtained values. Measurements of the transition behavior in
terms of M(T )- and ∆sT - curves are strongly depending on the sample selection. Certainly, the behavior
of very small fragments of a magnetocaloric material can vary a lot for different material families [57].
Small fragments of inverse magnetocaloric Ni-Mn-In Heusler samples show a broadened phase transition,
but combine to a sharp overall transition by stress coupling in bulk samples. On the other hand, small
La-Fe-Si and Fe2P fragments with a conventional MCE show a sharp stepwise behavior and a broader
transition for an ensemble of particles in bulk form. For the present conventional Mn1-xFexNiGe system,
sharpest transitions are observed for small fragments and their behavior is depending on the sample
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Figure 6.4: Isothermal entropy change for Mn0.82Fe0.18NiGe from M(T )-measurements upon heating
(red) and cooling (blue) for a magnetic-field change of 2T (a) and comparison of ∆sT
and ∆Tad of the first field application for the Si-free Mn0.87Fe0.13NiGe and Si substituted
Mn0.7Fe0.3NiGe0.7Si0.3 sample in a field change of 1.93T and 2T, respectively (b).
selection. Already slight variations in stoichiometry change the transition temperature drastically and the
more particles contribute, the broader the overall transition gets. This effect will be discussed detailed in
Section 6.3.
In order to give comparable values, a particle ensemble is chosen for the analysis of the magnetocaloric
properties. For the determination of ∆sT , loose powder has been measured for the sample series in
order to achieve a statistical average of many particles that are not constraint. Figure 6.4 (b) shows the
temperature-dependent magnetization curves in 2T as well as ∆sT for loose powder of Mn0.87Fe0.13NiGe
and Mn0.7Fe0.3NiGe0.7Si0.3. The already discussed enhanced ferromagnetism with lower saturation fields
for the Si-substituted sample nearly doubles ∆sT from −5.6 J kg−1K−1 (x = 0.13) to −13.2 J kg−1K−1
(x = 0.3; y = 0.3) upon heating in a moderate external field change of 2T. Despite the almost equal
magnetization change in the maximum field of 2T, the magnetization of the low temperature state is
reduced drastically for lower field values. Although the entropy change of the powder does not reach the
huge value for the single piece in Fig. 6.4 (a), this significant increase in ∆sT underlines the benefits from
the simultaneous substitution of Fe and Si.
This effect of a strengthened FM of the orthorhombic phase with Fe and Si content is also reflected
in the directly measured adiabatic temperature change shown in Fig. 6.5 (a) and (b) for a continuous
measurement. The measured curves have been determined for loose powder that is held together by a
conductive silver paste. In order to ensure a good thermal contact between sample and thermocouple, the
powder has been mixed with the silver paste and the tip of the thermocouple has been placed in between.
This arrangement has been pressed together by using low manual forces with a vice. This method aims at
a good thermal contact between the particles without constraining them too much.
The Si-free samples show rather low maximum effects. The MCE reflected by∆Tad grows with increasing
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Figure 6.5: Measurements of the adiabatic temperature change for selected samples of the
Mn1-xFexNiGe1-ySiy series for amagnetic-field change of 1.93T. The∆Tad values as a function
of the starting temperature for the field application are shown for heating (closed symbols)
and cooling (open symbols) in continuous protocol in (a). The magnetic-field-dependent evo-
lution of ∆Tad for two subsequent cycles is shown in (b) for x = 0.13, x = 0.18 and x = 0.3;
y = 0.3 at the respective starting temperature where they exhibit the maximum effect.
Fe substitution from a maximum value of 0.5K for x = 0.13 to 0.8K for x = 0.18, which is the highest
∆Tad of the Si-free series (see Fig. 6.5(a)). This trend is due to the already discussed AFM contribution still
present in the samples with low Fe content, which reduces the magnetization change significantly in low
magnetic fields below 2T. The ∆Tad measurements also support the co-substitution of Fe and Si into the
MnNiGe system because they show an enhanced directly measured MCE compared to the Si-free samples.
Especially the already discussed comparison between x = 0.13 (green) and x = 0.3; y = 0.3 (orange) gives
an enhancement of the maximum ∆Tad at the very same starting temperature from 0.5K to 1.3K.
The ∆Tad upon heating is significantly lowered, which is attributed to the low sensitivity of the phase
transition towards a magnetic-field application. In consequence, the hysteresis cannot be overcome
completely and the magnetocaloric effect of the compound is strongly reduced for field application under
heating protocol. This is the corresponding effect to inverse magnetocaloric materials, where the cooling
protocol gives lower values of ∆Tad because the transition is mirrored and the shift of Tt in a magnetic field
is of opposite sign. Thus, the maximum ∆Tad is always reached upon field application for the measurement
protocol in which the sign of the temperature sweep during approaching the measurement temperature
is opposite to the sign of dTtµ0dH . Therefore, there is nearly no ∆Tad signal obtained under heating for the
Si-free samples. In contrast, the samples with combined substitution of Fe and Si also show a small ∆Tad
upon heating, which amounts to 0.3K. This significant difference for the absolute ∆Tad and the ability to
overcome the thermal hysteresis is also expressed by the magnetic-field-dependent evolution of ∆Tad over
two subsequent field cycles shown in Fig. 6.5 (b). The applied magnetic field of 1.93T is not enough to
induce a complete phase transition because the temperature is still rising for the highest field values and
suddenly stops for the field removal process. The direct comparison between x = 0.13 (green) and x = 0.3;
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y = 0.3 (orange) shows that a significant ∆Tad already starts to build up for field strengths below 0.5T for
the Si-substituted sample, whereas a field stronger than 1T to 1.5T is necessary to induce a ∆Tad for the
solely Fe-substituted sample. Also the cyclic effect is nearly zero for the Si-free sample series, which can be
seen from the field removal process as well as for the second field cycle in the region of negative fields.
Upon field removal after the first magnetization step, the temperature is not changing at all. This is clear
evidence that the sample is locked in the (partly) induced martensitic state and the thermal hysteresis
prevents a back transformation, which would lead to an adiabatic temperature change of opposite sign.
Also the absolute temperature for the applied field of −1.93T for the second field cycle is not significantly
changing compared to the value in zero field at the end of the first cycle. In contrast, the x = 0.3; y = 0.3
sample exhibits a partially cyclic ∆Tad of approximately 0.3K for the first field removal and 0.25K during
the second field application. This is a consequence of minor loop behavior originating from the incomplete
phase transition of the first field-application process.
Despite this increase of the magnetocaloric properties, the absolute temperature changes that can be
achieved cyclically need to be improved drastically in order to compete with most promising alloy systems
and to be considered for magnetocaloric heat exchanger setups.
6.2 Structural results for varying the stoichiometry
To investigate the structural properties that accompany the investigated systematic substitutions, struc-
tural investigations by means of XRD analysis at room temperature were carried out. The main question
of interest is whether the substitutions influence the phase purity of the system and how they influence
the lattice parameters of the expected phases. The resulting patterns recorded at room temperature for
only Fe-substitutions (Mn1-xFexNiGe) are shown in Fig. 6.6 (a). The pure MnNiGe is present at room
temperature in the low-temperature orthorhombic phase since the transition temperature is far above room
temperature at 500K. For the sample with lowest Fe substitution - Mn0.89Fe0.11NiGe - reflections of both
orthorhombic and hexagonal phases occur. The main characteristic orthorhombic signals are visible with
reduced intensity compared to pure MnNiGe and the remaining signals originating from this structure
are not above the noise of the measurement due to the reduced intensity. The intensities of the reflexes
belonging to the hexagonal high-temperature phase are mainly stronger in intensity. The characteristic
signals do belong here to the (102) and (110) reflexes at 19° and 20°, respectively. Signals from both
phases (orthorhombic and hexagonal) are observed here although from magnetization measurements the
transition takes place around 325 to 340K for this sample (see Figure 6.2 (a)). At room temperature, only
the orthorhombic low-temperature phase should be present. However, the preparation of powder for XRD
measurement induces stresses in the material influencing the transition temperature of the compound.
Similar observations have also been reported by Chen et al. [245] for the Mn-Fe-Ni-Si system with Ga
substitution and Scheerbaum et al. [246] for Ni-Mn-Al Heusler alloys. This problem can be much more
drastic for Heusler alloys because they usually show higher ductility and more stress is induced during
crushing them into powder. The MnNiGe-system is more brittle and the production of powder can be
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Figure 6.6: XRD patterns recorded at room temperature for varying Fe contents of the Si-free
Mn1-xFexNiGe system (a) with two Rietveld refinements for phase-pure sample in the or-
thorhombic (x = 0) and hexagonal (x = 0.16) state (b). Calculated patterns are implemented
by fine black lines, the respective difference to themeasurement is shown in grey. Theoretical
reflex positions are illustrated for the orthorhombic (purple) and hexagonal (blue) phase. The
respective quality factors for the refinements are χ2 = 1.69 (x = 0) and χ2 = 1.55 (x = 0.16).
carried out much more gently. A possibility to eliminate this effect is by recovering the powder with an
additional heat treatment. Nevertheless, the XRD patterns are of good quality and the reflexes do not show
much peak broadening. An additional heat-treatment step was avoided in order to not risk changing the
thermomagnetic properties by this additional processing step. For further Fe substitution (x = 0.16 and
x = 0.18), the hexagonal high-temperature phase is stabilized even stronger and the samples transform
below room temperature. The patterns reveal phase purity within the boundaries of XRD accuracy and
only reflections of the hexagonal high-temperature phase are visible.
The indexing of the patterns and the assignment of reflexes to the corresponding crystal structures has
been done by the Rietveld refinement method. The exemplary patterns for a phase-pure orthorhombic and
hexagonal sample are shown in Fig. 6.6 (b) together with the calculated positions of the reflexes and the
corresponding intensity of the patterns. For estimating the quality of the refinement, the difference signal
between the measurement and the calculated pattern is included in grey. In addition, the dimensionless
quality factor χ2 can be considered for proving the reliability of the refinement. It is defined as the ratio
of the squared deviations between observed (Iobs) and calculated (Ical) intensities with the standard
deviation σ(Iobs) of the measurement itself (Equation (6.1)) [247]. The lower this factor is, the better
is the conformity of the fitted pattern with the measurement. A perfect agreement of measurement and
model would give a quality factor of unity. For the two shown refinements, the quality factor is 1.69
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Figure 6.7: XRD patterns recorded at room temperature for varying Fe and Si contents of the
Mn1-xFexNiGe1-ySiy system (a). Samples with transition above room temperature are in or-
thorhombic ormixed state. One exemplary Rietveld refinement forMn0.6Fe0.4NiGe0.5Si0.5 with
both orthorhombic and hexagonal phase present is shown in (b). The calculated patterns are
overlaid by thin black lines, the respective difference to the measurement is shown in grey.
Theoretical reflex positions are illustrated for the orthorhombic (purple) and hexagonal (blue)
phase. The respective quality factor for the refinement is χ2 = 1.72. The Rietveld refinements
for samples with Fe contents x ≥ 0.4 have been performed by Tom Faske (TU Darmstadt).
In Fig. 6.7, XRD patterns recorded at room temperature are shown for the sample series with co-
substitution of Fe and Si for Mn and Ge, respectively (Mn1-xFexNiGe1-ySiy). The reference pattern for the
phase-pure orthorhombic crystal structure of MnNiGe (x = 0; y = 0) from Fig. 6.6 is also included here.
Since the substitution level of Fe and Si has been chosen non-uniformly, the transition temperature for the
series depicted here is not representing a continuous trend of shifted transition temperatures. Therefore,
some samples do transform below and others above room temperature. All occurring reflexes can be
attributed to one of the two expected phases for this alloy system.
Samples transforming significantly above room temperature show a pattern of the low-temperature
orthorhombic phase, those below room temperature belong to the hexagonal phase. The pattern of
Mn0.6Fe0.4NiGe0.5Si0.5 reveals a mixed state of both phases present at the measurement temperature, even
though the transition from magnetization measurements is slightly above room temperature. The indexing
of the pattern to the two crystal structures by means of a Rietveld refinement is shown in Fig. 6.7 (b).
The positions of the reflections for both phases in Fig. 6.6 (a) and Fig. 6.7 (a) are shifted towards higher
diffraction angles with increasing Fe and Si content in comparison to the purely orthorhombic pattern
of MnNiGe and the characteristic hexagonal reflexes of Mn0.89Fe0.11NiGe with the lowest Fe-substitution
analyzed. This effect is especially pronounced in the different appearance of FeNiSi (x = 1; y = 1), which
will be discussed later. The XRD evaluations prove that the method of isostructural alloying represents
a strong method of tuning the phase transition of a magnetocaloric compound over a broad substitution
range. Furthermore, the XRD results show that the paramagnetic phase of FeNiSi from Fig. 6.3 (a) is in the
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orthorhombic state. Therefore, the structural phase transition to the hexagonal state cannot be detected by
magnetic measurements and is determined by Differential Thermal Analysis (DTA) to be at 1164K upon
heating and at 1136K upon cooling.
In order to investigate the influence of the substitutions on the lattice parameters of the two involved
phases, the results of the Rietveld refinements are evaluated in detail. The calculated intensities match
the measurements well over the whole substitution range of Fe and Si, as it is shown in Fig. 6.7 (a). In
Fig. 6.8 (a), the unit cell volume and lattice parameters of both phases are depicted for a temperature-
dependent XRD measurement for the Mn0.84Fe0.16NiGe sample. At room temperature, only the phase-pure
hexagonal pattern is present and only the lattice parameters of this structure appear for the highest
measurement temperatures. Down to 230K, the corresponding lattice parameters ah = bh and ch are
slightly decreasing due to the decreasing temperature. As a result also the volume decreases slightly.
The first detectable reflections of the orthorhombic phase appear at 210K, which is below the transition
temperature from magnetization measurements (see figure 6.2 (a)). This is presumably due to stress-
induced effects during powder preparation, which stabilizes the high-temperature phase. These stress
effects account for a significant influence on the transition properties and phase stabilities. Still at 100K,
where the martensitic phase transition should be completed, a signal of the hexagonal high-temperature
phase is detected. For the sake of clarity, the values for the lattice parameters are not shown in Fig. 6.8 (a)
for temperatures below 210K. However, the still obtained hexagonal phase is represented by the data
point for the unit cell volume (blue squares). From the co-existing phase patterns at 210K, the change of
crystal structure can be discussed in detail. Since the transformation is of martensitic nature, no diffusion
is taking place and the transformation from the lattice of the high-temperature phase to the one of the
low-temperature phase can be described by transforming the unit cell axes into each other. Here, ch
transforms to ao of the orthorhombic cell and is increasing during the phase transition. On the other
hand, ah = bh is converted to co/
√
3 with a decrease of the lattice parameter and to bo without significant
changes [248]. Thus, the change of the unit cell from hexagonal to orthorhombic phase is anisotropic
with expansion and contraction happening in different unit cell directions. However, the absolute volume
change is positive when taking the high-temperature hexagonal phase as reference.
At all temperatures, where both phases are present, the volume change ∆VV that accompanies the phase
transition between them can be compared directly. The orthorhombic unit cell has twice the number of
formula units per unit cell volume compared to the hexagonal one. Therefore, the unit cell volume of the
orthorhombic phase Vort is divided by two for the correct comparison to the hexagonal unit cell volume








The resulting volume change between the two coexisting phases is around 2.82% near the transition
temperature and 2.93% at 100K. This volume change underlines the discontinuous character of the phase
transition and is in good agreement with literature values [148]. Compared to other magnetocaloric
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Figure 6.8: Volumes of the hexagonal (red) and orthorhombic phase (blue) determined from temperature-
dependent XRD measurements of Mn0.84Fe0.16NiGe powder as well as the evolution of the
lattice parameters during the phase transition (a). For the sake of clarity, parameters of the
hexagonal phase are not included for temperatures lower than 210K although a signal is
present in the determined pattern. The volume change between hexagonal and orthorhombic
phase for varying substitution levels of Fe and Si represented by the e/a ratio is shown for
all produced Mn1-xFexNiGe1-ySiy compounds in (b). The corresponding lattice parameters as
well as the evolution of the cell volume of the orthorhombic phase are plotted in (c). The
evolution of the two shortest Mn-Mn distances within the orthorhombic unit cell are shown
for the two substitutional systems in (d). The temperature-dependent measurement and the
respective refinements of (a) as well as the determination of Mn-Mn distances in (d) have
been performed by Tom Faske (TU Darmstadt).
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materials that involve a magnetostructural phase transition of first-order type, this value is very large. A
volume change of around 0.75% to 1.5% is obtained for the first-order phase transition of the La-Fe-Si
system [111–113] and Ni-Mn-In Heusler alloys [143, 144], which already leads to problems concerning the
mechanical stability [121]. A volume change of nearly 3% - especially an anisotropic one in non-textured
polycrystalline materials - creates enormous stresses between the individual grains and poses a problem
for the cyclic stability of the compound. This issue will be addressed in more detail in Section 6.3.
The volume change ∆VV between the orthorhombic and the hexagonal phase exhibits an increase for
larger amounts of substitutions (Fig. 6.8 (b)). The increasing substitution level corresponds to a rising
e/a ratio. Since the substitution of Si for Ge does not change the total amount of valence electrons, the
e/a ratio is directly proportional to the amount of Fe substitution. The corresponding stoichiometries can
be found in Table 6.1. Even though both Fe and Si doping decrease the unit cells of the two phases, the
difference in volume between them is increasing. Two different slopes are evolving: a significantly larger
slope for the Mn1-xFexNiGe system, followed by a drop of the volume change by the first introduction of Si
atoms into the structure. A second, much smaller slope, is then present for the Mn1-xFexNiGe1-ySiy system.
As indicated by the shift of the peak positions in the XRD patterns in Fig. 6.6 and Fig. 6.7, the lattice
parameters are changing with increasing substitution levels. This is shown for the orthorhombic low-
temperature phase as a function of the Fe content in Fig. 6.8 (c). The linear regressions are separated
for the two sample series. For the blue symbols, only Fe is substituted for Mn (Mn1-xFexNiGe) and the
additional Si substitution for Ge (Mn1-xFexNiGe1-ySiy) is shown in red. For the cell volume shown in the
inset, a linear decrease is observed for the complete region from x = y = 0 (MnNiGe) to x = y = 1 (FeNiSi).
For the two systems with and without Si substitution, two slightly different slopes are evolving for the
lattice parameters. The simultaneous substitution of two elements leads to a stronger decrease of the unit
cell volume. These results are not surprising because the atomic radii of introduced Fe and Si are smaller
than the ones of replaced Mn and Ge, respectively. Nevertheless, the slopes are similar even though the
single substitution of Fe for Mn should not have a comparable impact because the atomic radius of Fe is
only slightly smaller than the one of Mn. This observation indicates an induced magnetic interaction when
placing Fe on Mn lattice sites. As a result, not only the magnetic order is affected, also the unit cell can be
decreased. However, a similar reduction in the lattice constants is observed for the hexagonal phase, which
is present in the paramagnetic state, where no magnetic interactions can cause this contraction.
Besides the linear decrease of the cell volume, also the single lattice parameters decrease in a linear
manner for moderate Fe and Si contents (up to e/a=7.20). The evolution of the lattice parameters in
Fig. 6.8 (c) for the pure FeNiSi is showing an odd behavior. All parameters ao, bo and co do not coincide
with the linear extrapolation of the evolution of the lattice parameters for smaller amounts of Fe and Si
substitution. While bo and co experience an increase again to even higher values than for the MnNiGe
starting compound, the ao parameter shows a drastic drop to 5.01Å. The origin of this phenomenon is a
rearrangement of the atomic positions in the orthorhombic unit cell leading to a slight modification of
the Pnma structure as discussed by Landrum et al. [249]. An unexpected drop in the cell volume has
been observed by the authors going from MnNiSi to FeNiSi in the alloy series of MNiSi compounds with
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M being a 3d-metal. The authors report on a change in the Mn-Mn (Fe-Fe) bondings that are present
in two intracellular distances, as shown in the inset of Fig. 6.8 (d). While the two distances are similar
in the compounds with low Fe content, the shortest distance decreases along the a-axis and increases
along the c-axis, leading to the observed trend of the corresponding lattice parameters. Therefore, this
rearrangement of the unit cell causes a drastic change of the lattice parameters. However, the volume is still
decreasing linearly from MnNiGe to FeNiSi for the produced sample series. This large change regarding
the evolution of the lattice parameters by the structure modification can also be seen in the XRD patterns
(Fig. 6.7 (a)). The reflexes of the orthorhombic Pnma structure shift drastically compared to the other
orthorhombic patterns.
The variation in the orthorhombic cell is also demonstrated by the Mn-Mn (Fe-Fe) distances in Fig. 6.8 (d)
as a function of the e/a ratio. The closed symbols show the evolution of the distance between the two Mn
atoms in direction of the a-axis and the open symbols correspond to the distance along the c-direction,
as it is visualized by the unit cells in the inset. The Mn-Mn distances are decreasing with rising amount
of Fe as well as Fe and Si substitutions, disregarding the values for the FeNiSi compound. In the case of
the substitution path of Si for Ge, this is in accordance with the observed magnetic results that indicate a
change from AFM to FM for this individual substitution [243]. Since the interaction of the Mn atoms is
responsible for the magnetism in the discussed MM’X compounds, a variation in their distance changes
the magnetic behavior. For the Fe substitution on the Mn site, the breaking of the AFM coupling of the
Mn atoms by the substituted Fe atoms is the main reason for the introduced ferromagnetism. By the
simultaneous substitution of both Mn and Ge atoms, the ferromagnetism of the orthorhombic phase is
favored by a combination of the two mechanisms.
These investigations give essential trends for the further development of this material system towards
applications. The large volume change during the magnetostructural phase transition depicted by the XRD
results leads to drawbacks concerning the usage of the material in bulk form because large evolving stresses
result in a destruction of the samples. After several transition cycles, the remaining powder particles are too
small in size to be used in a magnetocaloric cooling system in contact with a heat exchanging fluid. On the
other hand, the large volume change leads to a high sensitivity of the phase transition to external pressure.
With this additional field, the phase transition can be tuned very distinctly towards lower temperatures as
discussed in Section 6.6.
6.3 Analyzing microstructure and mechanical stability
The microstructure of a compound is an important aspect that highly influences the mechanical properties
of a material as well as the characteristics of the martensitic transition. The microstructures that result
from the stoichiometric series of Mn1-xFexNiGe1-ySiy are shown by optical microscopy images in Fig. 6.9 for
a Si-free compound in (a) as well as for the gradual increase of co-substitution of Fe and Si for Mn and
Ge, respectively in (b)-(f), towards the ternary FeNiSi shown in (g) and (h). From the two particles of
Mn0.84Fe0.16NiGe in (a), the dependence of the mechanical stability on the grain structure can be derived.
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The particle on the right shows a certain contrast by using polarized light representing the different grain
orientations on the surface. This particle has experienced severe mechanical destruction due to the large
volume change of the phase transition. The different grain orientations lead to an anisotropic expansion
exerting pressure on the surrounding. The high brittleness of the system results in crack formation and
finally in a total separation of the particle in smaller fragments. On the other hand, a particle that consists
of a single grain orientation can expand uniformly and is not experiencing such large pressures from
surrounding grains. As a result, the particle is prevented from severe crack formation and disintegration.
A consequence of this observation can be to use larger single crystals or textured samples, where the
grain orientation is unified throughout the sample. This can be achieved by magnetic-field processing for
example in order to align the particles and confine them in this orientation by using a resin matrix. Also a
directional solidification approach can be worth investigating in future studies in order to produce textured
samples.
An increase of the Si substitution for Ge in moderate amounts up to 20% (b) and 30% (c) does not lead
to significant changes. Still cracked multi-grain particles are visible as well as faultless single-grain particles.
Both images (b) and (c) show that the small grains of multi-grain particles are in the range of 50 µm to
200 µm, whereas the single-grain particles can have dimensions of up to 500 µm. The Mn0.7Fe0.3NiGe0.7Si0.3
compound (c) is in a mixed state at room temperature and shows small martensitic features. They differ
from the ones in Heusler compounds, since they show linearly arranged structures over a larger area
without clearly observable variant structures.
A further increase of the Si content leads to a change in the characteristic microstructure. Already the
Fe0.6Si0.75 compound (d) illustrates a deviating behavior with less cracks present throughout the shown
grain. The few cracks visible are in contrast to the often branching ones in (a) more uniformly going through
the material, which is evidence for less nucleation points for the crack formation and indicates an enhanced
mechanical stability. The two compounds with the highest Si content, namely Mn0.2Fe0.8NiGe0.1Si0.9 and
FeNiSi show very large particles, which are not subject to massive cracking for the lowest magnification
images in Fig. 6.9 (e)+(g). This qualitatively observed increase in mechanical stability is attended by
larger grain sizes. In (e), elongated grains with dimensions of up to 2mm along the long axis are observed,
which is similar to the characteristic columnar growth of arc-molten Heusler alloys. On the other hand,
also large globular grains are present in the millimeter-regime. The higher magnification of the bottom
right corner of the particle in (f) depicts a region of refined grain sizes with globular grains in the range of
100 µm like they are characteristic for the edge areas of molten samples, where the direct contact to the
cooled plate of the melting setup leads to high local cooling rates and finer grains than in the rest of the
sample. Since the martensitic transition temperature of ternary FeNiSi is highly above room temperature,
this compound is expected to be in the low-temperature martensitic state. However, martensitic structures
are not visible on the first glance throughout the sample. A higher magnification shown in (h) highlights
one area of the sample where martensitic features are observed. They can be seen only in certain grains
and feature a distinct needle structure with typical twin boundaries and different sizes. The needles are
forming an interconnected mesh and are mainly oriented in two different directions.
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Figure 6.9: Microstructural images of the Mn1-xFexNiGe1-ySiy series by optical light microscopy using
polarized light for Mn0.84Fe0.16NiGe (a), Mn0.9Fe0.1NiGe0.8Si0.2 (b), Mn0.7Fe0.3NiGe0.7Si0.3 (c),
Mn0.4Fe0.6NiGe0.25Si0.75, Mn0.2Fe0.8NiGe0.1Si0.9 (e)+(f), and FeNiSi (g)+(h).
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Figure 6.10: Magnetization measurements of Mn0.84Fe0.16NiGe for a single piece (red), loose powder
(blue) and epoxy-bonded powder (green) in an external magnetic field of 2T (a) as well as
the corresponding isothermal entropy changes (b) determined from M(T ) measurements
for a field change of 2T upon heating (solid symbols) and cooling (open symbols).
Since the transition temperature as well as the magnetic moment of the low-temperature phase are not
usable for a FOMT around room temperature, the system is restricted for compounds with a substitution
level of Si for Ge and Fe for Mn around 50% each in order to be tailored towards promising magnetocaloric
properties (see Section 6.1.1). For this compositions, the mechanical integrity is highly degraded by the
large volume change of the phase transition causing a bulk material to disintegrate into smaller fragments
or even fine powder. Small fragments that are found to be stable experiencing very sharp phase transitions
with giant isothermal entropy changes are, however, not suitable to be utilized for large-scale applications
exploiting a temperature change in a heat exchanger. Therefore, the processing of the material needs
to be optimized for that purpose. One possibility can be the utilization of loose powder with particular
particle size. Another option can be the bonding of powder with a glue in order to consolidate the
material to mechanically stable structures. One advantage of this technique is the possibility to design
an advantageous geometry for efficiently working heat exchangers. A comparison of these techniques by
means of the temperature-dependent magnetization and the corresponding entropy change of the FOMT
for Mn0.84Fe0.16NiGe is depicted in Fig. 6.10 (a) and (b). The inset on the right side of (a) depicts the
outcome of thermally cycling a bulk piece of material through the phase transition for ten times. The
largest remaining fragments represent stable small pieces that are around 0.5mm to 1mm in size, weigh
around 0.5mg to 1mg and have been used for characterization as single piece (red curves). The remaining
fine powder was measured as loose powder (blue curves) and the image framed in green shows a bonded
sample of thermally cycled powder with 5wt.% of a two-component epoxy.
The M(T ) behavior demonstrates clearly that the single piece exhibits the sharpest phase transition.
Since the loose powder represents a decoupled accumulation of many small particles with statistically
distributed transition temperatures, the transition of the ensemble is broader compared to individual
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particles. The broadening of the low-temperature end of the transition is explained by the stress coupling
effect of multi-grain fragments that are not fallen apart yet [57]. Two particles/grains will transform in a
broader manner because the volume expansion of the region with highest local Tt exerts stresses due to the
volume change of the structural transition on the surrounding material, which shifts its initial transition
to lower temperatures. The influences of stress will be discussed further in Section 6.6. This effect is
even enhanced for the epoxy-bonded sample. The coupling of the material over the rigid matrix and the
constraining of particles that are hindered to expand shift a large fraction of the single particle’s Tt down,
which results in the observed broadening of the transition towards lower temperatures. Assuming no
negative stresses by the low amount of epoxy this effect is not relevant for the shrinkage of particles during
austenite formation and the heating branches for the loose and bonded powder are in good accordance. In
addition, the processing of the samples by bonding and pressing was carried out in austenite state, which
is hence assumed to be the stress-free state. Because of the reduced amount of magnetic material in the
sample, the total magnetization of the low-temperature phase is reduced for the bonded sample.
The respective entropy changes for the three sample morphologies in Fig. 6.10 (b) correlate with the
magnetization behavior of the phase transition. Highest ∆sT is measured for the single piece reaching
−16 J kg−1K−1 upon heating. The loose powder and the epoxy-bonded sample show strongly decreased
values of −6 J kg−1K−1 upon heating and −5 J kg−1K−1 under cooling. This difference for the two
branches of the hysteresis is due to the described stronger pronounced broadening of the martensite
formation. Also the slight difference in ∆sT between loose and bonded powder is most pronounced for the
low-temperature side of the peak, where also the significant differences in absolute magnetization and
transition width are observed in the M(T )-curve.
The main result is that the mechanical stability and the microstructure can be tuned to some extent
by the stoichiometry of the isostructural alloying series. However, the very large prospects of this system
from magnetization and ∆sT measurements of small fragments, which are often reported in literature
without a comment on the sample shape and size, cannot be maintained for sample morphologies that
are stable upon transition cycling and could be used as a magnetocaloric material in a working AMR. The
reduction of ∆sT down to around −5 J kg−1K−1 for magnetic-field changes of 2T makes the use of this
material as a magnetocaloric material in low-field applications a challenge. For the production of a loose
powder bed, the particles would need to be shaped spherically. These small spheres are then required to be
classified by shape and transition temperature. The sorting by Tt might be carried out magnetically upon
systematically controlled temperature variations, since the particles are at a certain temperature either
para- or ferromagnetic. In this way, stacked fragments with sharp transition temperature ranges could be
set up for an AMR system.
6.4 Effect of magnetic fields on the phase transition
It is essential for using the magnetocaloric effect to drive the phase transition in a cyclic manner by
an alternating external magnetic field. As an example, the M(T ) behavior of Mn0.7Fe0.3NiGe0.7Si0.3 is
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Figure 6.11: Magnetizationmeasurements ofMn0.7Fe0.3NiGe0.7Si0.3 inmagnetic fields of 1T, 2T, 5T, and
10T (a). The corresponding determination of dTtµ0dH is shown for the derivative-method (b)
and the tangent-method (c), where linear fits are used to describe the shift of the respective
transition temperatures in the different magnetic fields. An overview on all averaged values
of dTtµ0dH for the different stoichiometries is plotted over the respective transition temperature
in (d).
shown in external magnetic fields of up to 10T in Fig. 6.11 (a). This sample is chosen for a representative
discussion here since it shows a transition around room temperature, which is the main region of interest
for magnetocaloric applications. The sensitivity of the phase-transition temperature towards an applied
magnetic field is quite low. The dotted line at 296K indicates a starting point for a field-induced transition.
By considering this point in 1T (black curve) and full austenite state under isothermal conditions (going
along the vertical line without taking a ∆Tad into account), a magnetic-field change to 5T (blue curve) is
not large enough to completely induce the martensite state. Only for even larger fields of 10T (yellow
curve), a complete phase transition from austenite to martensite can be induced.
In order to determine the shift of Tt in magnetic fields of different strength, two methods explained in
Section 3.4 are applied. First, the results of the derivative-method are shown in Fig. 6.11 (b). The resulting
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transition temperature for the cooling and heating branch are shown in blue and red, respectively, for
the represented external field values of (a). Linear fits to the data points match very well. Therefore, it
can be assumed that dTtµ0dH of this alloy is constant for magnetic fields below 10T in a first approximation.
The value is determined to be 0.89KT−1 for the heating branch and 1.00KT−1 for the cooling branch. In
order to validate the method of determining dTtµ0dH from the derivatives, the tangent-method is applied here
additionally. The determined values of As, Af , Ms, and Mf are shown in Fig. 6.11 (c). It is evident by the
good quality of the linear fit that the assumption of a constant dTtµ0dH up to 10T is also valid here. The values
are in good agreement with the derivative-method around 0.9KT−1 to 1.0KT−1. Also for this method,
the values for the heating branch (As and Af ) are slightly lower than for the cooling branch (Ms and Mf ).
However, both methods of determination do have sources of error that must be taken into account here.
The derivative method relies mainly on a symmetric transition curve. The main property determining
the accuracy is the step size between two data points of a M(T ) experiment. For the magnetization
measurement in Fig. 6.11 (a), data points have been acquired in 1K steps. The main challenge for the
chosen material example is the low absolute value for dTtµ0dH . Since a field change of 1T only shifts the
curve by 1K, a larger step size between the data points would not resolve this shift properly. The reason is
that the maximum of the first derivative can only be determined on a measured temperature value because
the span in between can only be interpolated. The main source of error for the tangent-method is that
the application of tangent lines to the measurement is rarely done unambiguously. On the one hand, the
slopes of the ferromagnetic austenite region are often different, depending on the absolute field value.
On the other hand, all the transition curves are not perfect and the determination of the characteristic
transition temperatures is varying depending on the convention for applying the tangent lines, especially
for asymmetric transition curves. The example of Mn0.7Fe0.3NiGe0.7Si0.3 shows that the derivative-method
works well for a step size of 1K between the data points. I need to emphasize here that the importance of
this value is decreasing for larger slopes of dTtµ0dH . The results are in good agreement to the tangent-method.
However, since many measurement setups using permanent magnets or electromagnets provide fields
of below 2T, especially for samples that are not saturated in low fields, this method can lead to larger
uncertainties than shown for this example in Fig. 6.11. An additional example will be shown later in
Section 6.6.
The low magnetic-field sensitivity results in an extremely large difficulty of inducing the phase transition
in low fields as it is discussed for Fig. 6.11 (a). The temperature difference between austenite/martensite
start and finish temperature can be considered as an estimate for the transition width ∆Twidth. For the
Mn0.7Fe0.3NiGe0.7Si0.3 sample, this amounts to 5K. However, this width does not necessarily represent
a completed transition, since it is a graphical approximation and the magnetization at the determined
temperature would still lead to minor loops of hysteresis. By taking the starting point of a magnetic-
field cycle at 296K and using the magnetization of the 1T-curve as an indication for the phase fraction
(M(martensite)=60Am2 kg−1, M(austenite)=2Am2 kg−1), an austenite fraction of 95% is present at
this temperature. The resulting width of the transition in order to reach an austenite fraction of 5% for
the cooling branch is 10K. Using this approach also for the magnetization curves of other branches and
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magnetic fields represented in Fig. 6.11 (a) results in values for ∆Twidth between 8K and 10K. This means
that a magnetic-field change ∆Hext of around 7T to 10T would be required for inducing a completed
phase transition for this definition and by assuming isothermal conditions. Since adiabatic conditions
require even higher field changes, building up a significant ∆Tad is not expected in low magnetic-field
changes.
Compared to Heusler alloys as inverse magnetocaloric materials, the opportunities of tuning dTtµ0dH are
decreased for the MM’X material systems with a conventional MCE. In order to investigate whether the
applied substitution of Fe for Mn and Si for Ge has an influence on dTtµ0dH , the averaged values over cooling
and heating branch are summarized for all compounds of the produced Mn1-xFexNiGe1-ySiy series that
possess a coupled magnetostructural phase transition in Fig. 6.11 (d). The determined values are plotted
depending on the respective transition temperature of the compound for the pure Fe-substitution (blue
triangles) and the co-substitution of Fe and Si (red circles). It can be seen that there is no clear trend
for an increasing level of substitution - neither for Fe nor for Fe+Si. More clearly, the absolute transition
temperature of the compound does not play a role for the effect of an external magnetic field in the regarded
temperature range from 200K to 350K. This is interesting because the initial magnetic transition of the
orthorhombic low-temperature phase for pure MnNiGe is at 346K [146]. Even though this is initially a
Néel temperature that turns into a Curie temperature by elemental substitutions, the absolute value should
increase towards the TC of MnNiSi at 622K [244]. Since the regarded transitions are far enough away from
this TC or TN , a significant value of dTtµ0dH should be observable for the considerably large magnetization
changes, which are varying around 60Am2 kg−1 to 80Am2 kg−1. It is possible that the transition is so far
away from TC of the low-temperature orthorhombic phase that the magnetization below room temperature
is not changing significantly by varying the composition and thereby tailoring Tt.
Due to the low field-dependence of the transition temperatures, the applicability of the investigated MM’X
material system for magnetocaloric cooling cycles is mainly limited by the reduced ability of a moderate
magnetic field to induce the phase transition. The magnetization curve of the phase transition can only be
shifted by around 2K in fields of 2T. This shift is not only too low to efficiently induce the FOMT, it is
additionally far too low in order to overcome the thermal hysteresis in a range of 7K to 10K and to enable
a cyclic application of the material for magnetocaloric cooling purposes. This value of dTtµ0dH is also much
lower compared to the promising magnetocaloric Heusler system of Ni-Co-Mn-In, where a field-dependence
for Tt of −8KT−1 is responsible for directly measured temperature changes of 8K for the first cycle and
3K for further cycles [125].
The result is a relatively low adiabatic temperature change for the alloys of this material system in-
vestigated here as shown in Fig. 6.5. The sharp phase transitions and the large entropy changes cannot
be transferred into reasonable temperature changes because the low magnetic fields are not sufficient
to induce the phase transition completely. Even though the thermal hysteresis is quite low, it cannot be
overcome by magnetic fields smaller than 2T and the reversibility of the phase transition in cyclic fields
only amounts to 0.3K for the Mn0.7Fe0.3NiGe0.7Si0.3 sample.
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Figure 6.12: Temperature-dependent magnetization curves for a small fragment of Mn0.82Fe0.18NiGe (a).
The values of M for the measurement in 0.1T are multiplied by a factor of 10 for better
visualization. Additionally, magnetic-field-dependent isothermal magnetization curves are
shown (b) as well as the resulting∆sT for magnetic-field changes up to 10T (c) determined
from the M(H)-curves upon cooling.
6.5 Magnetocaloric effects in high magnetic fields
As a result of the low magnetic-field sensitivity of the phase transition discussed in the previous section,
magnetic fields larger than 2T are required to investigate the maximum possible magnetocaloric properties
∆sT and∆Tad. The determination of∆sT for a Si-free compound (Mn0.82Fe0.18NiGe) in high magnetic fields
is shown in Fig. 6.12. The M(T )-curves in (a) show a sharp phase transition and the already discussed low
shift of Tt in external magnetic fields. The magnetization of the paramagnetic austenite increases much more
significantly in high fields of 5T and 10T compared to the measurement of the sample in Fig. 6.11 (a). This
is due to the decreased temperature of the phase transition for Mn0.82Fe0.18NiGe compared to a transition
around room temperature. Therefore, the magnetization change of the transition is reduced in higher
fields since the austenite has already a magnetization of 25Am2 kg−1 in an external field of 10T before
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Figure 6.13: DSC measurement of Mn0.82Fe0.18NiGe upon heating and cooling with a temperature-
ramping rate of 5Kmin−1 (a) and the resulting temperature-dependent cp/T evolution (b).
the phase transition takes place. A consideration of the transition width for the measurement in 1T gives
a value of 11K between 5% and 95% of the martensite magnetization. In combination with an average
field shift of 1.06KT−1, it is expected that ∆sT saturates in roughly 10.4T. The isothermal magnetization
curves in Fig. 6.12 (b) show the evolution from the ferromagnetic martensite at low temperatures (177K)
to the paramagnetic austenite state at high temperatures (202K) with the field-induced transition between
the two states for intermediate temperatures. Even though the measurements have been carried out on a
small fragment of around 1mg, the sample piece transforms in a non-uniform manner with minor steps
during the magnetization process. This indicates that the fragment consists of several smaller pieces that
decouple by falling apart due to the large volume change of the transition. This has been confirmed by an
inspection of the sample after the measurement showing a cracking and a disintegration of the fragment
into several smaller pieces. In order to avoid an influence of this effect on the determination of ∆sT , the
sample has been cycled thermally several times before starting the first M(H)-measurement. Nevertheless,
the sample exhibits a sharp transition with a large volume change leading to large entropy changes of
maximum 53 J kg−1K−1 for a magnetic-field change of 10T. This value is in good agreement with the
saturated effect estimated from the M(T )-measurements in the previous section.
For an investigation of the entropy change of the full transition, DSC measurements have been carried
out. The respective heat flow for Mn0.82Fe0.18NiGe is shown upon heating and cooling in Fig.6.13 (a).
The transition temperatures taken at the peak value of the heat flow signal at 188.9K (heating) and
179.2K (cooling) are in good agreement with the ones determined from magnetization measurements in
0.1K in Fig. 6.12 (a). The total entropy change of the transition ∆st is determined from the integration of
the cp/T -signal in the transition region by using a baseline correction according to Equations (3.8) and
(3.9) for the cooling protocol. The resulting ∆st amounts to −59.2 J kg−1K−1, which is slightly larger
than the value of ∆sT determined from magnetization measurements in a magnetic-field change of 10T. A
reason for this discrepancy can be that the value in 10T is not fully saturated.
6.5 Magnetocaloric effects in high magnetic fields 139
Table 6.2: Total entropy changes ∆st of the magnetostructural phase transitions for the
Mn1-xFexNiGe1-ySiy series. The respective transition temperatures upon cooling T ct were
determined at the peak value of the heat flow signal.
x y T ct [K] ∆st [J kg−1K−1]
0.13 0 291.8 -57.5
0.18 0 179.2 -59.2
0.2 0.1 269.3 -58.5
0.3 0.3 290.9 -59.4
0.4 0.5 320.9 -54.0
This method has been also applied to other samples of the Mn1-xFexNiGe1-ySiy series, the resulting values
for ∆st are shown in Table 6.2 together with the respective stoichiometries and transition temperatures. In
agreement with the observations from dTtµ0dH for the different alloys (Section 6.4), the total entropy change
of the full phase transition does not vary with composition or transition temperature and is constant for
the different samples slightly below 60 J kg−1K−1. This value is fitting well to the estimation from the
Clausius-Clapeyron equation, which yields 60 J kg−1K−1 for a ∆M of 60Amkg−2 (see Fig. 6.3) and an
average dTtµ0dH of 1KT−1 (from Fig. 6.11).
From the large entropy changes of the full phase transition, it can be presumed that a saturation of
the effect will also lead to large temperature changes for higher applied magnetic fields under adiabatic
conditions like it is the case for the Ni-Co-Mn-Sn and Ni-Co-Mn-Ti Heusler systems experiencing a low
dTt
µ0dH
but large ∆Tad in high fields (discussed in Chapter 4 and Chapter 5). In order to investigate this
assumption, a sample of Mn0.84Fe0.16NiGe has been exposed to pulsed magnetic fields up to 40T in the
High Magnetic Field Laboratory of the Helmholtz-Zentrum Dresden-Rossendorf (HZDR).
Due to the mechanical instability of the studied MM’X compounds undergoing several transition cycles,
the direct measurement of bulk pieces as well as loosely connected particles with a pressed-in thermocouple
(like for the measurements of Fig. 6.5) is not possible in combination with the thin and fragile thermocouples
used for the detection of ∆Tad signals in pulsed magnetic fields. Therefore, the particles need to be bonded
by a silver epoxy, which is strong enough to ensure the long-term mechanical integrity of the sample
and enable a proper heat transfer between the particles and to the thermocouple. However, attaching a
thermocouple between two pieces of bonded powder using 5wt.% of two-component silver epoxy glue
("sandwich-mode") does not lead to reasonable signals of ∆Tad. On the one hand, a problem with the heat
transfer from the sample to the thermocouple can be a problem because it cannot be ensured that the very
small end of the thermocouple does have contact to the sample particles embedded in the epoxy matrix
directly. On the other hand, it is possible that the martensitic transition of the sample is too slow in order
to follow the very large magnetic-field change rates of the pulsed field setup.
For a further investigation, the properties of the epoxy-bonded sample with a small single piece for
slow magnetic fields of a PPMS measurement setup are compared. To determine the magnetization, the
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Figure 6.14: Temperature-dependent magnetization of Mn0.84Fe0.16NiGe as bonded powder with silver
epoxy in external magnetic fields of 1T to 14T together with the scaled values of pulsed
M(H)measurements in 2T as orange data points (a). The corresponding isothermalM(H)
measurements of the silver-epoxy-bonded sample at selected temperatures above (black),
below (orange) and during the phase transition (red, green and blue) for slow field application
rates of 5mT s−1 are shown in (b) and for a small single piece in (c). The inset of (c) shows
the respective M(T ) measurement in an external magnetic field of 1T.
mass of powder and epoxy has been considered giving the specific magnetization of the whole sample
body. The temperature-dependent magnetization behavior in fields of 1T to 14T in Fig. 6.14 (a) already
shows that the sharp transition that is characteristic for small fragments is broadened drastically by the
bonding process with an epoxy matrix. This is in agreement with the observations in Section 6.3. The
broadening by using the silver epoxy is even stronger than for the non-conductive binder. The low dTtµ0dH is
also obvious here and suggests that a field application of 14T is not enough to complete a field-induced
phase transition when starting at the Ms temperature of 235K for the 1T curve. This is confirmed by
M(H) measurements in Fig. 6.14 (b), showing that an isothermal application of slow fields (5mT s−1) up
to 14T does not lead to a completed transformation to the martensite state. The boundary magnetization
for the pure martensite and austenite state is represented by the measurements at 140K and 260K,
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respectively. Converting the magnetization into the martensite/austenite fraction M/A by extrapolating the
paramagnetic and ferromagnetic magnetization of both phases to 14T and using Equation (6.3) gives a
maximum field-induced martensite of 38.5% at Ts of 235K. Consequently, even under isothermal conditions
that neglect the influence of an adiabatic temperature change of the sample, less than half of the sample
can be transformed into martensite by an external magnetic-field change of 14T. An estimation by the





In contrast, the magnetization measurements for a small piece of Mn0.82Fe0.18NiGe in Fig. 6.14 (c) show
that the sharp phase transition can be indeed completely induced by a magnetic-field change of 14T at a
starting temperature close to Ms of 193K (blue curve). The stepwise behavior of the transition indicates
that the measured sample piece consists of several smaller fragments with a slightly deviating Tt being
decoupled.
Since a magnetization measurement in pulsed fields is not relying on a direct contact of a measurement
sensor like it is the case for the signal monitoring of ∆Tad , the magnetic-field-dependent magnetization
is determined by measurements at the HZDR for a sample piece of the silver epoxy bonded powder as
well as for loose powder. Since the signal is not measured as an absolute magnetization due to the lack of
reference calibration, measurements of 2T at different temperatures are compared with the corresponding
M(T )-curve for the PPMS measurement. Both signals are divided for several temperatures and averaged
over all taken points in order to gain a multiplication factor. Consequently all measurements of M in
pulsed fields are scaled according to this value. The good agreement is reflected in the comparison of the
orange points representing the scaled magnetization of pulsed fields with the corresponding M(T )-curve
in constant field (dark yellow) in Fig. 6.14 (a). The induced transitions for pulses of 20T at different
starting temperatures in Fig. 6.15 (a) show a similar result like the measurements in slow field changes.
Between Ts of the pure austenite (252K) and martensite starting state (151K), a field-induced first-order
transition is taking place between low-magnetization and high-magnetization state, which is characterized
by a shift of the back transition upon field removal due to the thermal hysteresis of the sample. Also for the
pulsed fields, the amount of induced martensite in magnetic fields of 20T is far away from a completed
phase transition. The respective measurements of M(H) for loose powder in Fig. 6.15 (b) do not enhance
the amount of magnetic-field-induced martensite that can be achieved by pulses of 20T, even though a
slightly sharper phase transition is expected due to the absence of a stress-coupling effect that is discussed
in Section 6.3. Only by a field pulse of 58T, the magnetization of the full martensite state can be reached.
A final comparison between an isothermal field application in the PPMS system and an adiabatic field
application by a fast pulse for the same starting temperature of 223K in Fig. 6.15 indicates that the magnetic
behavior is similar. However, the adiabatic field application deviates slightly from 2T on exhibiting a slower
increase of magnetization with rising magnetic field. This is evidence for an adiabatic heating of the sample
taking place due to the conventional MCE. This sample heating counteracts the shift of Tt towards higher
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Figure 6.15: Magnetic-field-dependent magnetization curves of Mn0.84Fe0.16NiGe in form of powder
bonded with silver epoxy (a) and as loose powder (b) at different starting temperatures for
field pulses of 20T with a maximum field-application rate of 3190T s−1. One field pulse of
58T with highest field rates above 8000T s−1 is added in (b). The comparison of an isother-
mal slow M(H)-measurement (PPMS system at TUDa) with an adiabatic fast M(H)-curve
(pulsed magnet at HLD) at the same starting temperature of 223K is shown in (c).
temperatures and retards the phase transition to high magnetization martensite. This effect is very small
and the extent is not suggesting a very large temperature change that causes this difference. A comparable
study reports on a significant difference between an isothermal and adiabatic M(H)-measurement caused
by a ∆Tad of around 13K for the conventional phase transition in a La(Fe-Co-Si)13 compound [250]. The
difference of the two curves for the MnFeNiGe sample amounts to only 1.5Am2 kg−1 for the highest
field of 14T by comparing both curves. For a rough estimation of the temperature change causing this
difference, the two curves measured at Ts of 223K and 229K are compared. Scaling the difference of
4.4Am2 kg−1 here linearly with the 6K difference of starting temperature yields an estimated temperature
difference of 2K between the isothermal and the adiabatic curve in Fig. 6.15 (c). It must be considered here
that the absolute magnetization of the pulsed experiment has been scaled by considering the isothermal
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measurements of the PPMS. Since Fig. 6.14 (a) shows some small deviation, this can represent a significant
source of error for the absolute value of the estimated ∆Tad by this approach. This method also assumes
that a possible ∆Tad of the two measurements at 223K and 229K considered as reference is equal and
therefore shifts both curves the same way since they are also recorded adiabatically. Nevertheless, the
difference between isothermal and adiabatic measurement clearly suggests a low absolute value of ∆Tad,
which in turn serves as justification for a minor influence of this uncertainty to the used approach.
These experiments show that the transition can be induced by fast magnetic fields and an adiabatic
temperature change results from the field-induced MCE. However, this effect is expected to be very small
as a result of the broadened transition for an epoxy bonded sample in combination with the very small
shift of Tt in external magnetic fields. Consequently the problems of the direct measurement of ∆Tad are
attributed to the difficulty for a proper contact of the thermocouple to the bonded powder ensemble and
not due to a major suppression of the phase transition by the large field application rates.
6.6 Effect of hydrostatic pressure
The sensitivity of the transition by the influence of external pressure gives a perspective for barocaloric or
pressure-tuned magnetocaloric applications [76, 251]. The volume difference between the phases acts as
the driving force for a shift of the transition temperature under pressure. For applied hydrostatic pressures,
the phase with the lower volume is stabilized [57, 67, 252, 253]. For the MnNiGe system, the hexagonal
high-temperature phase has the lower unit cell volume and is stabilized under pressure leading to an
expected shift of the (magneto-)structural transition temperature towards lower temperatures [254–256].
The pressure-dependence of the phase transition is shown by a magnetization measurement over
temperature in a magnetic field of 2T in Fig. 6.16 (a) for the Si free sample Mn0.84Fe0.16NiGe. For lowest
applied pressure of 0.1GPa, a shift of the phase transition to slightly lower temperatures is observable as
expected. The properties of the transition namely magnetization change, width and hysteresis are not
affected by this hydrostatic pressure. However for higher pressures, the shift of the transition temperature
is accompanied by a drastic change of the transition, firstly seen for the measurement under a pressure of
0.38GPa. Increasing the pressure up to 0.72GPa results in a shift of the transition temperature down to
142K and 145K for cooling and heating, respectively (determined by derivative-method). This corresponds
to a shift of the transition temperature of −160KGPa−1. However, the transition is highly broadened
with a ∆Twidth of over 100K. Furthermore, the magnetization of the low-temperature phase is decreased
from around 67Am2 kg−1 to 45Am2 kg−1. This behavior has been reported analogously for the similar
composition of Mn0.85Fe0.15NiGe [257]. It is explained in this reference by a decoupling of the magnetic and
structural transition following the evidence of the step-like transition for intermediate pressures (around
0.35GPa). However, it is likely that the effect is attributed to the change of magnetic ordering from
ferromagnetic to a canted ferromagnetic or antiferromagnetic state respectively, as it is described for low
Fe contents and temperatures below 200K [242]. For this reason, the martensite phase shows a reduced
magnetization in a magnetic field of 2T and the highest applied pressure of 0.72GPa. For intermediate
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Figure 6.16: Influence of hydrostatic pressure on the temperature-dependent magnetization behavior in
an external field of 2T for a Si free sample Mn0.84Fe0.16NiGe (a) and a sample with Si substi-
tution Mn0.6Fe0.4NiGe0.5Si0.5 (b). The isothermal entropy change ∆sT upon heating for the
latter sample is shown for various pressures in (c).
pressures, the structural and magnetic transition do not overlap completely and the observed two step-like
behavior evolves for the magnetization measurement.
The same pressure-tuned experiment for a composition with a partial Si substitution on the Ge site leads to
an entirely different behavior as seen in Fig. 6.16 (b). The sharpmagnetostructural phase transition is shifted
to lower temperatures as well, but the characteristics of the transition, namely transition width, sharpness,
hysteresis and magnetization change, are maintained up to the highest applied pressure of 0.74GPa.
Moreover, the determination of ∆sT reveals a nearly constant value in the range of about −17.7 J kg−1K−1
to −19.5 J kg−1K−1 over the examined pressure range, as shown in Fig. 6.16 (c). Despite the increasing
magnetic contribution that is expected to influence ∆sT for decreasing temperature, even though much
smaller compared to Heusler alloys because it is much further away from TC of the ferromagnetic martensite,
the constant ∆sT is consistent with the findings from the constant entropy change of the full transition
by DSC measurements (Tab. 6.2). However, the field-induced transition here is only regarded for a
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field change of 2T and the entropy change of the full transition is not accessible by this measurement.
Therefore, a comparison to Heusler alloys, where the maximum ∆sT in influenced by the increasing
magnetic contribution for decreasing transition temperature is not meaningful here [67]. The preservation
of the phase transition under pressure is in accordance with the investigations of Samanta et al. [258] for a
Si substituted sample. However, they have even reported a drastic increase in ∆sT for applied pressures of
0.11GPa and 0.24GPa.
The shift of the transition temperature by the applied hydrostatic pressure is fitted to the Ms temper-
ature with a linear slope of −72KGPa−1, which is larger than the literature value for pure MnNiGe of
−54KGPa−1 [254, 255]. Despite the linear shift of the phase transition in the range of applied pressures,
the overall behavior including larger pressures is supposed to differ. The obtained shift is significantly
smaller compared to the Si free sample. However, this large shift is determined by the extreme broadening
of the transition for high pressures and is determined in a range of much lower absolute temperatures.
The external hydrostatic pressure can be compared to the "chemical pressure" that is created by the
atomic substitutions in the unit cell [252]. The shift of Tt with hydrostatic pressure is determined to be
−72KGPa−1 and the negative shift of Tt by the introduction of Fe atoms on the Mn sites in the lattice is
approximated to −135K per 10% of Fe substitution. By comparing the effective shift of the two stimuli,
the effect of 10% Fe substitution is equivalent to an external pressure of 1.88GPa.
However, also other factors are likely to influence the change in transition temperature besides the
lattice contraction, such as magnetic coupling and changes in the electronic band structure. This follows
also clearly from the introduction of Si atoms on the Ge site. Even though this substitution contracts the
lattice like hydrostatic pressure does, the transition temperature is increased. Due to the same number
of valence electrons and the fact that both Si and Ge atoms do not carry a magnetic moment in these
compounds [167, 244, 259], a variation in the electronic band structure is assumed to play a major role
for this substitution path.
For the diminished shift of Tt in magnetic fields for the MM’X materials, it is a more efficient way to
use the sensitivity towards pressure for inducing the phase transition. In order to completely induce the
transition and overcome the thermal hysteresis of 10K, an external pressure of 0.14GPa needs to be
applied cyclically. To achieve this shift by chemical variation, it would correspond to a Fe substitution on
the Mn site of 0.74%. A magnetic field of more than 10T is necessary to induce a shift of comparable
magnitude [260]. Also a combined usage of magnetic field and external pressure, as proposed in [76] for
an inverse magnetocaloric Heusler material, can be efficient to exploit more efficiently the magnetocaloric
effect that could be potentially provided by the material system. A cyclic application of pressure on
large samples for usable caloric effects needs to be tested first in terms of the mechanical stability of the
compound. As discussed in Section 6.3, the MM’X alloys tend to disintegrate after several transition cycles
due to the large crystallographic volume change. A frequent application of mechanical pressure is then
expected to cause even more problems for long-term operations on these compounds, which is a major
drawback regarding the development of MM’X alloys towards feasible caloric applications. A more realistic
application scenario is the use of powder for barocaloric applications using hydrostatic pressure, as it has
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been investigated in detail already for the related MnCoGe system [251, 261]. Even though hydrostatic
pressures are not as problematic for the mechanical stability as uniaxial loads, the technical implementation
is more complicated.
6.7 Reducing criticality by Ge-elimination
In Section 6.1, it is demonstrated that the method of isostructural alloying is a powerful tool to tune the
relevant properties for magnetocaloric applications precisely for the Mn1-xFexNiGe1-ySiy system. However,
the elimination of the expensive Ge cannot be achieved because the transition temperature would be too
high when using a compound with y = 1. In addition, the amount of Mn and Fe needs to be balanced to
maintain a ferromagnetic ordering of the orthorhombic martensite phase. In order to establish a phase
transition without using Ge, other elements can be considered for tuning the transition temperature. To
achieve the goal of producing a compound without Ge, the element Al is used as a substitute for the Ge
and Si lattice site. Since very small amounts of Al reduce Tt drastically [152, 160], it is a suitable candidate
to adjust a martensitic transition at room temperature without requiring too much of Fe substitution for
Mn. Based on the results in Section 6.1, the Fe substitution level of x = 0.5 is chosen for the strongest
effect of induced ferromagnetic ordering by introducing Fe atoms. Consequently, a systematic series of
varying Al content is studied by producing Mn0.5Fe0.5NiSi1-zAlz compounds. The temperature-dependent
magnetization curves of the resulting transitions are shown in Fig. 6.17 (a). A slight variation in the Al
content of only ∆z = 0.01 (from 0.055 to 0.065) is already enough to shift the transition temperature by
70K. Following the observations from Section 6.1, the large Si content results also in these compounds in
a large thermal hysteresis of around 25K.
For a closer investigation, the properties of this substitution approach will be discussed with respect to
the compound with z = 0.06 (Mn0.5Fe0.5NiSi0.94Al0.06). One important observation for these compounds is,
in analogy to the microstructures of the Mn1-xFexNiGe1-ySiy series (Section 6.3), that the brittleness of the
material is reduced with the elimination of Ge. The samples show a better mechanical integrity compared
to the samples of the Si-free sample series. Nevertheless, the large volume change still leads to a destruction
of larger bulk pieces after several transition cycles. The slightly increased mechanical stability results in
the occurrence of a training effect for the first temperature cycles, as shown in Fig. 6.17 (b). During the
first cooling of the sample, the austenite is constraint because the increase of the volume during the phase
transformation causes a pressure effect that lowers Tt of the surrounding grains. The increased mechanical
stability does not lead to a direct destruction of the bulk structure. As a consequence, the overall transition
is suppressed from the "free" transition temperature upon cooling at 240K down to around 190K, where
still a large amount of austenite is present. At this temperature the stresses within the material are too large
and the expanding grains lead to cracks in the material. These formed voids now allow the austenite to
transform into martensite upon volume expansion. For the second cooling cycle (black curve), the already
formed cracks do not hinder the material from transforming like it is the case for the first cooling because
the material can expand its volume more freely into the present voids. There is still a slight difference in
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Tt compared to the third cooling because some cracks are still forming during this step. After the third
cycle, all further measurement curves coincide and thus represent the equilibrium transition temperature
upon cooling. This feature of deviating Tt is not observed at all for the heating curves. These coincide
because the material is contracting upon heating through the phase transition, which does not lead to a
constraint of the grains. This effect is in analogy to the so-called "virgin effect" that is most prominent for
Fe2P-type magnetocaloric materials [109, 110]. For this material family the sintered samples do experience
cracking during the virgin effect but keep their mechanical integrity after many cycles. In contrast, the
(Mn, Fe)Ni(Si, Al) sample is breaking apart completely after several cycles and the obtained measurements
are corresponding to an ensemble of different pieces from the parent bulk sample. As a consequence, the
sharp phase transition cannot be used for well-performing magnetocaloric heat exhchangers because an
additional processing step, e. g. polymer bonding, which diminishes the magnetocaloric properties due to
a broadening of the transition (see Section 6.3), is necessary.
In order to investigate the influence of the Al addition for a Ge-free sample on the magnetic-field
sensitivity of the phase transition, the magnetization curves in magnetic fields up to 7T are shown in
Fig. 6.17 (c). The slope of the fitted line for the respective transition temperatures of the austenite and
martensite formation (by tangent method) gives the value for dTtµ0dH in the range from 1T to 7T. The
temperatures in 0.05T and 0.1T are not used for this fit in order to enhance the accuracy because the
different shape of the magnetization curve might lead to uncertainties by using the tangent-method. The
average value for dTtµ0dH is 1.2KT−1, which is slightly larger than the average of the samples from the
Mn1-xFexNiGe1-ySiy series in Section 6.4 but still within the range of determined values and errors and for
example equal to the shift of Mn0.8Fe0.2NiGe0.9Si0.1. Consequently, the increasing Si content to almost one
combined with the addition of Al does not enhance the sensitivity of Tt towards an external magnetic field.
The determination of ∆sT shown in Fig. 6.17 (d) leads to a value of −23 J kg−1K−1 for µ0∆H = 2T.
This large value is here a result of the sharp phase transition in combination with the low field sensitivity
( dTtµ0dH ). It is not saturated for this magnetic-field change and a much larger entropy change is expected
in higher magnetic-field changes. Due to the large thermal hysteresis, the peaks for heating and cooling
curve do not overlap at all and no significant cyclic caloric effect can be expected for this sample.
Despite the sharp phase transition, a large magnetocaloric effect cannot be expected due to the still low
sensitivity of Tt towards an external magnetic field. A large effect may occur in larger magnetic fields,
similar to the situation in the Ti-Heusler alloys in Chapter 5. The Ge-free compound would also represent
nearly ideal conditions for the multi-stimuli cycle with a sharp phase transition, a large thermal hysteresis
and a good sensitivity of Tt towards (hydrostatic) pressure. The reduced dTtµ0dH may be overcome with a
large pulsed field that could be used in this cooling approach. The largest drawback here is the very low
mechanical stability of the material system. Because of the destruction of larger bulk geometries that would
be required in a heat exchanger system, a practical cyclic application of pressure would not be possible. Also
the mechanical instability due to the large volume change would require alternative processing solutions
for a stable material without reducing the excellent properties of the sharp phase transition.
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Figure 6.17: Temperature-dependent magnetization measurements for the Ge-free alloy series of
Mn0.5Fe0.5NiSi1-zAlz in an external field of 2T (a). M(T )-curves of Mn0.5Fe0.5NiSi0.94Al0.06
are shown for different subsequent temperature cycles in 1T (b) and for different external
field strengths from 0.05T to 7T (c) together with the determined ∆sT in a magnetic-field
change of 2T (d).
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7 Principal Design Rules for Magneto- and
Multicaloric Compounds
The most promising materials that are intensively developed and tested for magnetocaloric cooling
applications are La-Fe-Si and Fe2P-type alloys because of their sharp and tunable phase transition, a narrow
hysteresis and the usage of abundant elements [36]. Also Heusler alloys are often considered with good
prospects for magnetocaloric cooling. However, the comparably large thermal hysteresis and the usage
of critical elements In and Co for the best performing Ni-Co-Mn-In alloys represent a major drawback
here. The introduction of a new concept for using multicaloric materials in a cooling cycle that applies two
different stimuli, magnetic field and uniaxial pressure, instead makes use of the thermal hysteresis for a
full exploitation of the cyclic MCE [43]. This innovative approach opens up the necessity to evaluate the
known systems as well as new materials on a slightly modified basis. Also new methods arise that enable
the theoretical prediction of new compounds and broaden the understanding of existing phenomena with
respect to an efficient material design. This chapter is about providing an overview on the suitability of
the discussed materials within this thesis for magnetocaloric and multicaloric cooling cycles and giving
prospects or principal design rules for future caloric materials development.
7.1 Designing magnetocaloric compounds by experiment and theory
As already pointed out in the previous chapters, the key point for good caloric properties is a sharp phase
transition resulting in large isothermal entropy changes as well as large adiabatic temperature changes.
Ideally, the transition temperature can be tuned by stoichiometric variation of the respective compounds.
An equally important aspect is the sensitivity of the transition temperature with respect to an external field
in order to induce the phase transition that is accompanied with the desired caloric effect. For the case of a
magnetocaloric cycle, a magnetic field acts as the driving force leading to dTtµ0dH as the crucial property. In
Chapter 4, the behavior of dTtµ0dH is compared for the different systems of Ni(-Co)-Mn-In, Ni(-Co)-Mn-Sn and
Ni(-Co)-Mn-Al. This analysis provides the finding that the sensitivity of Tt towards an external magnetic
field scales with the absolute temperature of the transition. This effect is due to a larger magnetization
change evolving for lower temperatures, which supports the stabilization of the ferromagnetic phase in an
external magnetic field. Also the introduction of 5 at.% of Co on the Ni-sites leads to a similar behavior,
but with a shift towards higher temperatures as a result of the increased Curie temperature. The latter
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Figure 7.1: Comparison of the shift of the transition temperature in external magnetic fields dTtµ0dH as a
function of the difference between Curie temperature and transition temperature (TAC -Tt) for
differentNi(-Co)-Mn-XHeusler-alloy systems (X = In (red), Sn (green), and Ti (black))with linear
fits to the data points of each system (a). The influence of the e/a ratio by variations in the
Mn-X content on TAC for Ni50-xCoxMn50−yTiy and Ni50-xCoxMn50-ySny from experiment (closed
symbols and solid lines) and DFT calculations (open symbols and dashed lines) is shown in
(b). DFT calculations have been performed by Nuno Fortunato (TU Darmstadt).
finding is also true for the new group of all-d Heusler alloys of Ni(-Co)-Mn-Ti at higher Co content of
around 13 at.% to 17 at.%. Here, a universal behavior is found for all Co contents produced in this work
with a linear dependence of dTtµ0dH on the difference between the transition temperature and the Curie
temperature of the austenite (TAC − Tt). In order to check the validity of transferring this result to other
Heusler systems, the data from Fig. 4.4 (e) is converted to the absolute difference of TAC −Tt and compared
to the Ni-Co-Mn-Ti system in Fig. 7.1 (a).
By comparing the Ti-system (black symbols) with the respective In(-Co)- (red) and Sn(-Co)-systems (green),
it can be concluded that the trend is comparable but the slope indicating the change of dTtµ0dH with TAC -Tt
varies strongly. As a result, the magnetic-field dependence of the transition temperature can be tuned more
sensitively for certain Ni(-Co)-Mn-X systems. The Ni(-Co)-Mn-In system shows the strongest sensitivity
(slope of 0.063T−1), which means that dTtµ0dH is influenced stronger by a change of the transition temperature
itself or by the change of TAC than it is the case for Ni-Co-Mn-Ti and Ni(-Co)-Mn-Sn (slope of 0.009T−1 to
0.026T−1). In addition, the uniform behavior of different Co-contents for Ni-Co-Mn-Ti seems to be unique
because the slope of the linear approximation varies significantly for Ni-Mn-Sn and Ni-Co-Mn-Sn. On the
other hand, the In-system shows a comparable slope without and with 5 at.% of Co but with a slight shift
in temperature scale despite the normalization to TAC -Tt.
This analysis points out that the cyclic response for the magnetic-field-induced magnetocaloric effect
can be influenced drastically by tuning the transition temperature as well as the Curie temperature of the
alloy. To draw a conclusion as a design strategy for a magnetocaloric Heusler alloy working around room
temperature, TAC must be increased significantly in order to be shifted as far away as possible from the
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martensitic phase transition temperature. This can be realized the most efficient for the Ni(-Co)-Mn-In
Heusler alloy system. Since the variation of TAC is usually carried out by partially substituting Ni with
the critical element Co, it is desirable to use as little Co as possible. This consideration favors Ni-Mn-In
for designing a promising magnetocaloric alloy. In addition, Tt should not be too close to TAC in order to
avoid a contribution of the conventional MCE of the ferromagnetic austenite during and after the austenite
formation upon magnetic-field application. A further point to consider in this context is the reduced
magnitude of the maximum possible MCE for large values of dTtµ0dH according to the Clausius-Clapeyron
relation (Equation (5.1)). As a consequence the all-d Heusler system of Ni-Co-Mn-Ti can be regarded as a
good candidate for medium shifts of the transition temperature in external magnetic fields and a reasonable
tunability of Tt and dTtµ0dH by stoichiometric variations. Since the new multicaloric cooling cycle can allow
for the application of higher magnetic-field strengths than it is possible for a purely magnetocaloric cycle,
this effect of a medium dTtµ0dH can be regarded as an ideal trade-off.
In order to tune the austenite Curie temperature by stoichiometric variations, it is found in Chapter 5 that
the e/a ratio being proportional to the Mn-X ratio has a different effect for the all-d Heusler alloy systems
(X = Ti) than for the well-known Ni(-Co)-Mn-X alloys with X = In, Sn, Al, Sb. In order to investigate
these differences in more detail, the powerful tool of theoretical calculations based on Density Functional
Theory (DFT) has been used in collaboration with Nuno Fortunato (TU Darmstadt). The comparison
between the calculations (open symbols and dashed lines) and the experimentally found data points (closed
symbols and solid lines) is depicted in Fig. 5.3 (b). The theoretical results can reproduce the slope of
the e/a-dependent TAC for the individual sample series of the all-d Ni-Co-Mn-Ti alloys with a certain Co
content (left panel of Fig. 7.1 (b)), but with an absolute offset of 90K. In order to compare this with
a representative Heusler system with a main group element, the data for a Ni-Mn-Sn sample series is
added (right panel of Fig. 7.1 (b)). The observed trend fits to the theoretical model for the sample series
without Co (x = 0, purple symbols). The trend of TAC with respect to e/a for the all-d Ni-Co-Mn-Ti alloy
system is much stronger compared to the flat behavior (however, of opposite sign) in the well-studied
Ni(-Co)-Mn-X systems with X = Al, In, Sn, Sb [139, 214]. The reason can be attributed to the fact that the
increasing amount of Mn on Ti lattice sites (equivalent to increasing e/a) results in an enhancement of
ferromagnetic interactions Jij between Co and Mn atoms. Consequently, the ferromagnetic ordering of
the austenite phase is stabilized leading to an increase in TAC . On the other hand, in the Ni-Mn-Sn system,
the additional Mn introduced on the D-sites couples antiferromagnetically with the regular B-site Mn,
counteracting with the ferromagnetic interactions between Ni-Mn pairs, which gives rise to a flat decrease
of TAC with respect to the Mn content. However, Co-doping with a concentration as high as 15 at.% leads
to a diverse effect. It is found that the flat behavior of TAC over e/a is obtained assuming a L21 order for
the Sn-based austenite phases, whereas assuming a B2 disorder leads to the same steep variation with
decreasing TAC for decreasing e/a as it is observed for the Ti-based cases. Therefore, it can be suggested
that the significant change of TAC for Ni-Co-Mn-Ti is driven by the B2 disorder. In contrast Ni(-Co)-Mn-Sn
samples are experimentally observed in the preferred L21 state leading to the discrepancy in the behavior
of TAC [139, 214]. Moreover, the different configurations of the Mn-Co interaction for the B2 and L21 order
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Figure 7.2: Calculated density of states (DOS) aroundEF for Ni33Co17Mn40Ti10 in B2 disordered austenite
state together with the magnetic moments carried by the individual atoms depending on the
Ti content.
types are responsible for such significant differences in TAC with respect to e/a. The preferred occurrence
of B2 austenite for Ni-Co-Mn-Ti samples is also in agreement with the reports so far on this material
system [167, 205, 206]. However, in contrast to the other well-known Ni(-Co)-Mn-X Heusler alloys, no
distinct phase diagram including a order-disorder transition between L21 and B2 phase has been proposed
in literature.
Furthermore, the electronic structure of the Ni-Co-Mn-Ti system shows that the moments of Co, Mn
and Ti atoms are all lowered with increasing Ti content. Increasing the Ti content from 10 to 15 at.%
for a constant Co content of 17 at.%, leads to a reduction of 8.7%, 16.8% and 0.4% for Co, Ni and Mn
moments, respectively. This results in a decrease of the magnitude of the exchange interactions, particularly
in the ferromagnetic Ni-Mn interaction, which in turn enhances the sharp compositional dependence of
TAC with Ti content, in addition to the reduction of Mn-Co interactions. The origin of this behavior in
the moments is tied to the unique feature of the all-d-metal Heusler exhibiting a remarkable d-d orbital
hybridization [167]. Such strong hybridization creates sharp peaks with a noticeable pseudo-gap feature
of the density of states (DOS) just below the Fermi energy in the minority spin channel, which is depicted
in Fig. 7.2 (a) for Ni33Co17Mn40Ti10. By changing the e/a ratio, the number of states in the minority spin
channel increases faster than the flat and smaller DOS of the majority spin channel, reducing the moments
of all magnetic species. A different picture is seen in the Ni-Co-Mn-Sn system assuming L21 ordering in
Fig 7.3 (b), where the Mn and Co/Ni have an opposite trend in moments with Mn being augmented and
Co/Ni being reduced. Consequently, the exchange interactions are reduced slightly, but to much lesser
extent than in the Ti-system.
The investigations of Chapter 6 show in comparison to the observed trends for Heusler alloys that the
sensitivity of Tt for the conventional first-order phase transition with respect to an external magnetic
field is not sensitive to stoichiometric changes at all. As a result, the tuning of dTtµ0dH in order to enhance
the magnetocaloric performance is not easily accessible as a degree of freedom. In order to assess the
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Figure 7.3: Calculated density of states (DOS) aroundEF for Ni35Co15Mn37.4Sn12.6 in L21 ordered austen-
ite state together with the magnetic moments carried by the individual atoms depending on
the Ti content.
possibilities of designing a material towards an efficient field sensitivity, theoretical calculations would be a
very valuable tool. Even though the driving force for shifting the transition temperature in a magnetic field
is in a simple approximation according to the Zeeman term (−µ0MH) in the free energy proportional to
the magnetization of the sample, similar magnetization changes between the austenite and martensite
state for the MM’X alloy system and the different Heusler alloys lead to very diverse values for dTtµ0dH in
these systems. A reason could be found by also investigating the total shape of the free energy curves
for high- and low-temperature state of different systems, since the behavior of the free energy curves in
different fields scale with the driving force for the transition. Unfortunately, this is not easily accessible by
theoretical modeling since particularly the vibrational phonon contribution to the free energy has many
degrees of freedom, especially for off-stoichiometric systems and substitutional series like it is the case for
the studied materials in this thesis. In a first approximation the Gibbs free energy depends besides the
Zeeman term on the product of entropy S and temperature T (see Equation (2.4)). Material systems with a
large contribution of this entropy term therefore show a reduced sensitivity of the total G towards changes
of magnetization in external magnetic fields. In Chapter 6, it has been shown that the entropy change of
the full transition is very large for MM’X compounds compared to Heusler alloys. This can be a reason
for the generally low dTtµ0dH that is a characteristic of this material system (see Section 6.4). Consequently,
the asymmetry of the magnetostructural phase transition from hexagonal to orthorhombic (compared to
cubic-tetragonal/modulated for Heusler compounds) that results in large entropy changes also hinders an
efficient dTtµ0dH to induce the transition by an external magnetic field. Hence, a moderate entropy change that
enables large magnetocaloric effects but still allows for tailoring the shift of Tt in external magnetic fields is
ideal, which is the case for the Ni-Co-Mn-Ti alloys. Consequently, the Ni-Co-Mn-Ti Heusler alloys represent
an ideal candidate for a strong magnetocaloric effect for medium magnetic-field changes. Considering
low magnetic-field changes below 2T, Ni(Co)-Mn-In is superior to all other Heusler alloys because of the
outstanding dTtµ0dH in combination with the sharp phase transition.
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7.2 Assessing the potential of Heusler alloys for a multi-stimuli cycle
The search for new materials is guided primarily by finding a material system, for which the promising
transition properties can be tuned by stoichiometric substitutions. Therefore, DFT calculations can predict
the variation in the stability of certain phases and model the corresponding magnetic moments of both
phases as well as the Curie temperatures. However, especially the design of potentially well-performing
materials for the novel multi-stimuli cycle requires new considerations in order to assess suitable materials.
For example the thoroughly characterized all-d Heusler system of Ni-Co-Mn-Ti shows a low ∆Tad in low
magnetic-field changes but outperforms the so-far best Heusler alloy of Ni-Co-Mn-In in magnetic-field
changes of larger than 10T. In addition, the high mechanical stability and the huge volume change of
the phase transition makes it a very suitable candidate for pressure-induced caloric effects. This example
shows that the catalog of material choices needs to be revised for a different view on the application of
multicaloric effects and the same is true for the modeling of new materials.
As a continuation of the thoughts in Chapter 5, the optimal material for a reversible multi-stimuli cycle
will be discussed here by using the conditions described in Chapter 2 (Equations (2.11) - (2.15)) for two
examples. The very sharp phase transition that is investigated for the ideal heat-treatment conditions
of Ni37Co13Mn34Ti16 will be evaluated first. It is characterized by a transition width of 8K, a thermal
hysteresis of 10K, a field sensitivity of −1.7KT−1 and a pressure sensitivity (as determined for a suction-
cast rod of similar stoichiometry) of 120KGPa−1. In order to account for the upper limit of requirements,
the maximum ∆Tad of −20K, which has been determined for the completed phase transition of another
compound (Ni37Co13Mn34.5Ti15.5) by high field measurements. The resulting magnetic field that would be





Since the evolution of dTtµ0dH is not constant over the applied magnetic field but increasing, it is expected
that the determined value is an overestimation by roughly 25% (see Section 5.5). The respective uniaxial
pressure that is needed for a fully induced phase transition under the assumption that the maximum





A constant transition width is assumed here for simplicity, which was shown in Section 5.7 to deviate
with increasing pressure. Therefore, the assessment of the required pressure represents the lower limit. In
order to operate this material in a fully reversible cycle, a magnetic field of around 15T and a pressure of
230MPa are required. The magnetic-field value is already quite large for practical applications in a cyclic
manner even though pulsed fields or superconductors might be considered. The required pressure is already
reduced since an isothermal application of the pressure is in the range of possibilities and considered
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here. As a result, the obtained ∆Tad would be dissipated during the pressure application step by the direct
thermal contact with the large thermal load of the pistons. Otherwise it would be significantly larger.
Furthermore the condition for the thermal hysteresis (10K) is not fulfilled since it is indeed larger than
Tt (8K) but not larger than Tt + ∆Tad (28K). This means that the induced austenite would partially
transform back to martensite upon field removal due to the temperature reduction by ∆Tad, which is not
desired for the multicaloric operation.
The optimization of the phase transition for a multi-stimuli cycle can be done by adjusting the Co and Ti
content of the alloy. Therefore, the same assessment is carried out for the compound Ni35Co15Mn37Ti13
with a transition around room temperature, a broader hysteresis of 18K, but also a larger Twidth of 32K as
well as an increased dTtµ0dH of −2.8KT−1 in low magnetic fields. The other parameters are assumed to stay
the same. As a result the required stimuli amount to µ0Hsat = 18.5T and σsat = 430MPa. In addition,
the thermal hysteresis is smaller than Twidth and much smaller than Tt + ∆Tad, which will not lead to
the desired circumvention of the back transformation. Despite the increased hysteresis and the enhanced
magnetic-field sensitivity, further ways of designing an ideal material for the multicaloric cooling cycle need
to be considered. One example can be the introduction of Fe instead of Co, which is known to drastically
increase the thermal hysteresis for Ni-Mn-In alloys [262]. In addition, the use of Fe instead of Co would
highly contribute to reduce the criticality and consequently the costs of the material. The introduction of
secondary phases by precipitation or a distinct tailoring of the microstructure can also be efficient tools to
optimize the promising Ni-Mn-Ti based Heusler alloys towards a reversible and efficient caloric cooling
cycle. One main advantage of tuning the microstructure is the fact that it can influence both the thermal
hysteresis and the mechanical properties.
Additional options can be the consideration of the Ni-Mn-Sn system because of the sharp phase transition
and the large thermal hysteresis. The main drawback for this system is the low magnetic-field sensitivity of
around 1KT−1. As a result, magnetic fields of 25T would be required to induce a full phase transformation
under adiabatic conditions. The large temperature changes that can be achieved with this system make it
promising for the exploiting-hysteresis approach, but at the same time require large stimuli fields and a
large thermal hysteresis. Consequently, the thermal hysteresis has to be designed further in order to be
larger than the adiabatic temperature change to prevent a back transformation of the material after the
field removal. The behavior under uniaxial pressure taken from literature shows a stress sensitivity of the
transition temperature of around 200KGPa−1 [233, 263], which results in required stresses of 125MPa -
without considering an expected broadening of the transition. Increasing the hysteresis width together
with enhancing dTtµ0dH while maintaining the narrow transition width is the challenging task to develop
Ni-Mn-Sn samples towards multicaloric applications.
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The research on caloric materials is a dominant topic for the development of energy efficient and
environmentally friendly alternatives for future refrigeration applications. This thesis focuses on a profound
analysis of different material families that are frequently considered as promising candidates due to large
caloric effects reported. By the comparison of different inverse Heusler alloys and the family of MM’X
compounds as one conventional multicaloric material system, the content of this thesis sets up general
design rules for magnetocaloric and multicaloric cooling applications. By regarding the similarities and
differences, the choice for a suitable material system is discussed comprehensively for the two presented
caloric cooling approaches of a pure magnetocaloric system and a multi-stimuli setup using magnetic field
and pressure alternately to induce the phase transition. The assessment of different substitution approaches
and their influence on the caloric performance of the discussed compounds provides an outlook for future
challenges and prospects.
The family of Heusler alloys experiences a broad range of functional properties and especially Ni-Mn-
based compounds are attractive for shape-memory and magneto- as well as mechanocaloric applications.
First, a systematic optimization of the annealing procedure has been carried out in order to achieve the
best possible sample quality for sharp phase transitions and large magnetocaloric effects. It is found out
that the optimal annealing temperature correlates with the melting point. For Ni(-Co)-Mn-Sn and Ni-Co-
Mn-Ti the best heat treatment temperature is around 200K below the respective melting/solidification
temperature. Therefore, the enabling of high diffusion rates for individual atoms is a crucial factor to
achieve best possible chemical homogeneity and sharp phase transitions. Since the transition temperatures
for atomic disordering between L21 and B2 crystal structure are different for the investigated systems,
Ni-Co-Mn-Al and Ni-Co-Mn-Ti tend to form a B2 disordered phase at the optimal annealing temperature,
whereas Ni-Co-Mn-In and Ni-Co-Mn-Sn tend to form L21 during the heat treatment. In order to establish a
desired atomic order for each system, a subsequent post-treatment has to be done after assuring an optimal
chemical homogeneity.
A systematic study for a subsequent heat treatment of a Ni-Mn-In sample at different temperatures
underlines that the sharpness of the FOMT can be enhanced further by this procedure at a post-treatment
step at 773K for 24 h, which is significantly below the L21/B2 transition temperature. This annealing step
additionally shifts the transition temperature to slightly higher temperatures (+20K compared to Tt of the
initial homogenization treatment). Consequently, the MCE can be enhanced by 45% for ∆sT and by 10%
in terms of the directly measured ∆Tad.
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The comparison of the three classical Heusler systems of Ni(-Co)-Mn-In, Ni(-Co)-Mn-Sn, and Ni(-Co)-
Mn-Al, which all have main group elements on the D-sites of the Heusler lattice, provides principle trends
for the design of a well-performing magnetocaloric Heusler alloy. Not only the transition temperature can
be tuned by the stoichiometry, also the magnetic-field sensitivity dTtµ0dH as well as the thermal hysteresis are
linearly (as a first, simple approximation) changing for the region of interest around room temperature
as a function of the e/a ratio. Both thermal hysteresis and dTtµ0dH increase for decreasing Tt, which means
that a trade-off between a large field-induced MCE and a good cyclic performance needs to be made.
However, adding a certain amount of Co as substitution for Ni can increase dTtµ0dH with different impact on
the thermal hysteresis. This approach is ideal for tailoring the MCE of Ni(-Co)-Mn-Sn because the addition
of Co even reduces the thermal hysteresis. Nevertheless, the values for dTtµ0dH around room temperature
cannot compete with those of Ni-Co-Mn-In making this system still the best performing Heusler alloys at
low magnetic-field changes of 1T to 2T. Even though ∆sT of Ni(-Co)-Mn-Sn is similar for this low-field
region as a result of the lower field sensitivity, no reasonable cyclic ∆Tad can be measured. The ∆Tad
of the second field cycle for best Ni-Co-Mn-Sn amounts to only 1K, which is only one third of the best
Ni-Co-Mn-In sample so far with a cyclic ∆Tad of 3K in magnetic-field changes of 2T.
The drawback of moderate magnetic-field sensitivities can turn into an advantage when using larger
field changes. For magnetic-field changes of 10T to 20T, the shift of the transition temperature can be
enough to induce a complete magnetostructural phase transition and saturate the MCE under adiabatic
conditions. In this case, the effect expressed by ∆Tad is much larger than for samples with a large dTtµ0dH
and lower saturation fields. In addition, the use of large fields can be made feasible by using pulsed or
confined permanent magnetic fields. This can be realized by a novel approach of a multi-stimuli cooling
cycle, which uses a magnetic field in combination with a uniaxial stress to transform a multicaloric material
back and forth. The addition of a second stimulus to transform the material back to its initial state offers
more opportunities for designing the magnetic-field source because the field only needs to be active for a
short amount of time or over a small volume. This also provides more time for the heat exchange. Much
more importantly, this cycle requires a material with a sufficiently large thermal hysteresis in order to lock
the materials in its transformed state once the magnetic filed is removed again.
The novel all-d Heusler material system of Ni-Co-Mn-Ti is very promising for this innovative approach
since its transition temperature, magnetic-field sensitivity, stress sensitivity and thermal hysteresis can be
tailored by varying the composition. Opposite to the classical Heusler systems, it consists only of transition
metals. A comprehensive integration of the characteristic magnetocaloric properties in comparison with
the other well-known Ni(-Co)-Mn-X Heusler alloys reveals that most of the trends are also applicable here.
Regardless of the Co-content, the transition temperature can be described universally by the e/a ratio of the
compound and dTtµ0dH can be tailored distinctly by varying the Co content. Particularly, the field sensitivity
depends universally on the difference between Tt and TAC . However, the slope of this dependence varies for
the different Heusler systems investigated. Consequently, chemical variations influence the tunability of
dTt
µ0dH
differently. For the Ni-Co-Mn-Ti system, this slope is found to be ideal in order to tailor dTtµ0dH not to
be too high (reduces the maximum possible MCE) or too low (hinders an efficient magnetic-field-induced
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transition). A difference between the novel all-d Heusler system of Ni-Co-Mn-Ti and the classical Heusler
compounds is the behavior of a strongly decreasing TAC with increasing amount of Ti. A correlation with
DFT calculations shows that this is rather an effect of the preferred B2 disorder present in this alloy system.
By the optimized annealing procedure, Ni-Co-Mn-Ti samples can be produced that show a very sharp
phase transition with isothermal entropy changes of up to 38 J kg−1K−1. Temperature-dependent optical
microscopy studies underline that non-ideally heat treated samples have a broad distribution of martensite
nucleations upon cooling the sample. This is a consequence of stoichiometric differences and hence of a
broad distribution of locally different transition temperatures throughout the sample. Sharpest transitions
occur within a temperature range of 4K for a sample with abnormal grain growth during annealing. The
sharp transition is therefore a combined effect of an optimized homogeneity and a reduced number of
grain boundaries that can act as barriers for the martensite growth.
Despite the sharp transition and large isothermal entropy changes, the directly measured temperature
change for magnetic-field changes of 1.93T only amounts to −4K for the first field application and −1K
under cyclic conditions. The reason is the moderate dTtµ0dH that hinders a cyclic field-induced transition
under adiabatic conditions for low field changes. However, the saturated effect in pulsed fields amounts to
−20K in magnetic-field changes of 20T, which is much larger than highest saturated ∆Tad measured so
far for Ni(-Co)-Mn-In. In combination with a good mechanical stability and tunable thermal hysteresis,
Ni-Co-Mn-Ti represents an ideal candidate for the novel multi-stimuli cooling cycle. For using fast pulsed
fields, the field-rate-dependence must be considered for rates above 710T s−1, at which the first-order
transition is delayed.
In order to evaluate the stress-induced phase transition, the temperature- and stress-dependent strain
has been examined. For Co contents of 14 at.%, stress sensitivities for Tt of around 170KGPa−1 have
been found under applying a uniaxial load. The transition width as well as the transition strain are both
increasing linearly with applied stresses up to 400MPa. As a consequence, larger stresses are needed to
induce a complete phase transition than by considering the transition behavior for a zero-stress case. In a
first approximation, a Ni-Co-Mn-Ti sample with 14-15 at.% of Co would require magnetic fields of 10T
and uniaxial stresses of 300MPa applied alternately under adiabatic conditions in order to exploit the full
potential of the FOMT. For this multi-stimuli cycle, an ideal thermal hysteresis of 30K to 40K is necessary -
depending on the stoichiometry, the transition width and the maximum ∆Tad achieved.
The next step for the development of Ni-Co-Mn-Ti alloys is the performance assessment in a testing
device that enables the subsequent measurement of∆Tad for alternately applied magnetic field and uniaxial
pressure. A similar setup has been realized already by using a 2T electromagnet and a uniaxial press setup
for the proof-of-principle of the multi-stimuli cooling approach with a suction-cast Ni-Mn-In sample [43].
The implementation of Ni-Co-Mn-Ti would require larger fields in order to fully exploit the cooling potential
of the phase transition. A possible way can be the use of a uniaxial press setup with a temperature chamber
like the one used for the temperature- and stress-dependent strain measurements (described in Section 3.7).
A pulsed magnet providing a magnetic field of up to 10T can be established around the sample position
between the two pistons of the press. According to the assessment of ∆Tad in pulsed fields in Section 5.5,
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this field is sufficient to use 75% of the maximum possible ∆Tad for the analyzed sample with a Co content
of 13 at.%. An increase towards 14 or 15 at.% of Co increases dTtµ0dH and should facilitate the full MCE for
magnetic-field changes of 10T. Simultaneously, the increasing thermal hysteresis ensures that the sample
stays in the transformed state after the short field pulse. Since direct contact to the pistons must be possible
for the load application, a complete insulation of the sample is hardly achieved. The necessary adiabatic
conditions are ensured by the fast field pulse used. In addition, using ceramic or metal plates with low
thermal conductivity at the pistons of the press is a possibility to reduce thermal contact. Experiments are
necessary to check whether this setup would withstand the applied loads since ceramics are prone to crack
propagation by local stress fields. In fact, a good thermal contact during the stress application is beneficial
in order to avoid a temperature change of the elastocaloric effect. Since adiabatic conditions would mean a
heating of the sample counteracting the stress-induced martensitic transformation, much larger stresses are
necessary. In an isothermal setup, the stress-application step cannot be used to determine the elastocaloric
effect of the sample. It is instead only used to transform the sample back to its initial martensite state.
For an even further sophisticated testing setup, close-to-application conditions must be established.
That means primarily that the heat exchange by a fluid needs to be introduced and the whole setup
must be scaled down in total size. An efficient way of producing high fields in narrow volumes can be
the use of high-temperature superconducting magnets. For example, layered cuprate compounds like
Yttrium-Barium-Copperoxide (YBCO) can be operated below the superconducting transition temperature
by using cryocoolers that do not rely on a permanent feed of liquid nitrogen. A pressure application may
be done using step motors and pistons that are able to exert uniaxial stresses in a precisely controlled
way. Due to the non-adiabatic stress-application step, the heat produced by the induced FOMT is expelled
over the piston setup. Consequently, the heat exchange fluid does not need to be pumped back and forth
like in other AMR setups in order to alternately heat and cool the sample. The fluid can be cooled by the
magnetocaloric material after the magnetic-field step and absorb heat from the cooling load at the cold
end. Afterwards it has to cool either the pistons that absorb the heat after the field-application process or
the fluid is used in a cycle for the next cooling step of the setup. That would mean that the pistons are
connected to another thermal bath in order to avoid their overheating. Alternatively, the heat exchange
fluid is used to cool the pistons, which sets up the heat exchange cycle of a conventional magnetocaloric
AMR. By using this proposed setup, new thermodynamic considerations have to be addressed because the
cooling cycle consists of one adiabatic, one isofield and one isothermal step and is not Brayton-like any
more.
On a long-term perspective, the suitability of this material system (or any other possible candidate system
for the multi-stimuli cycle) has to be proven by fatigue measurements. In a first step, the high cycle fatigue
can give an estimate of the amount of cycles that the material can withstand for frequent stress application
that are limited to the elastic regime of the stress-strain curve. This should be carried out for a sample in
austenite and martensite state since both phases are expected to show different mechanical properties as a
result of their characteristic microstructure. In a further step, the fatigue resistance of the material has to be
tested for a large amount of cycles upon inducing the martensitic phase transition by each cycle. However,
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first tests showed that the sample failed after a few temperature-induced transition cycles at a maximum
constant stress of 400MPa. It must be evaluated how this changes for a dynamical stress application. For
this test, the optimal sample has to have a small transition width as well as a narrow thermal hysteresis
so that lowest possible stresses can be applied in a cyclic manner to simulate subsequent martensite and
austenite formation cycles.
The MM’X family with the MnNiGe base compound can exhibit very large isothermal entropy changes of
up to 38 J kg−1K−1 for small pieces of material. By the powerful method of isostructural alloying, it has
been shown within Chapter 6 that the phase transition can be tailored distinctly by stoichiometric variations
using substitutional elements that also form stable compounds of the same crystal structure. This can be
used to increase the ferromagnetic character of the low-temperature phase and additionally to decrease
the amount of expensive Ge used in the compounds. However, one of the most important properties for the
application of a magnetocaloric material, which is the sensitivity of Tt towards externally applied magnetic
fields, cannot be influenced effectively and stays constant at a low level of around 1KT−1.
The magnetostructural phase transition is accompanied by a huge volume change of 2.7%. In contrast to
the Ni-Co-Mn-Ti alloys with similar values, the MM’X alloys are not strong enough to withstand the large
stresses occurring during the phase transformation. Bulk samples degrade into small fragments after a few
transition cycles and cannot be used for cyclic applications. An alternative option is using polymer-bonded
powder samples, which are more stable. However, the constraint volume expansion results in large stresses
in the sample. The stress-coupling of the individual particles results in a significantly broadened transition
width, which reduces the maximum possible MCE drastically. In combination with the low dTtµ0dH of these
compounds, only very small cyclic temperature changes can be achieved for field changes of 1.93T. A
classification of the particles by separating a powder by the individual transition temperatures of the
particles can be a promising method to enhance the performance of this material system. Therefore, a
temperature-dependent setup is needed, where at each temperature, particles are attracted by a permanent
magnet. Cooling down by a certain temperature step would then lead to a selection of all particles that
become ferromagnetic and thus have their individual Tt within this temperature width. Consequently, all
particles that are in paramagnetic state remain in the powder and are used for the subsequent temperature
steps. This method can lead to powder beds with a very sharp distribution of Tt. It would be necessary to
investigate in a subsequent study, how the cyclic transition influences the stability and shape of these small
particles in order to assess the potential for using stacks of powder beds in a heat exchanger setup.
Due to the large volume change of this material system, a very good response for the application of
external hydrostatic pressure is observed. The sensitivity of 72KGPa−1 upon maintaining the transition
width and ∆sT of the FOMT makes samples of MnNiGe with simultaneous Fe and Si substitution for Mn
and Ge, respectively, very attractive for barocaloric applications.
Especially the Ge-free samples with small amounts of Al substitution (Mn0.5Fe0.5NiSi0.94Al0.06) show
ideal properties for a multi-stimuli cycle. By eliminating the Ge content, the compound consists of abundant
elements and possesses a very sharp phase transition (Twidth = 8K) with a large thermal hysteresis
(Thyst = 25K). The mechanical stability is enhanced by this substitution, but is still not good enough to
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enable a stable operation over tens and hundreds of cycles (which is still below the desired millions and
billions of cycles necessary for long-term applications). Additionally, the disadvantageous low dTtµ0dH for this
compound is still present.
For future research the key point is to reduce the volume change of the MM’X compounds. This might
lead to reduced sensitivities towards external pressure, but the benefits are expected to outweigh this
sacrifice. On the one hand, the total entropy change of the complete transition is expected to be reduced,
which should influence dTtµ0dH when maintaining the ∆M of the transition (according to Clausius-Clapeyron
relation). In addition, the mechanical stability will be enhanced. These adjustments would make the
isostructurally alloyed compounds of the MM’X family extremely promising for magnetocaloric applications
as well as for using them in a multi-stimuli cooling cycle - if the mechanical stability can be tailored
towards a long-term stable compound that also withstands cyclic applications of uniaxial pressure of several
hundred MPa.
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