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Abstract
Detecting when the underlying distribution changes from the observed time series is a funda-
mental problem arising in a broad spectrum of applications. Change point localization is particu-
larly challenging when we only observe low-dimensional projections of high-dimensional random
variables. Specifically, we assume we observe {xt, yt}nt=1 where {xt}nt=1 are p-dimensional co-
variates, {yt}nt=1 are the univariate responses satisfying E(yt) = x⊤t β∗t for all 1 ≤ t ≤ n and
that {β∗
t
}n
t=1
are the unobserved regression parameters that change over time in a piecewise
constant manner. We first propose a novel algorithm called Binary Segmentation through Esti-
mated CUSUM statistics (BSE), which computes the change points through direct estimates of
the CUSUM statistics of {β∗
t
}n
t=1
. We show that BSE can consistently estimate the unknown
location of the change points, achieving error bounds of order O(log(p)/n). To the best of our
knowledge, this is a significant improvement, as the state-of-the-art methods are only shown
to achieve error bounds of order O(log(p)/
√
n) in the multiple change point setting. However,
BSE can be computationally costly when the number change points is large. To overcome this
limitation, we introduce another new algorithm called Binary Segmentation through Lasso Esti-
mators (BSLE). We show that BSLE can consistently localize change points with a slightly worse
localization error rate compared to BSE, but BSLE is much more computationally efficient. Fi-
nally, we leverage the insights gained from BSE and BSLE to develop a novel “local screening”
algorithm that can input a coarse estimate of change point locations together with the observed
data and efficiently refine that estimate, allowing us to improve the practical performance of past
estimators based on group lasso. All of our newly proposed algorithms have good performance
in our simulated experiments, especially when the size of changes in the regression parameters
{β∗
t
}n
t=1
is small.
1 Introduction
Change point detection and localization is a classical problem in time series analysis, in which we
record a series of measurements and wish to determine whether and at what time(s) the underlying
generative model has changed. Due to its flexibility, the model of a time series with multiple
structural changes has a wide range of applications including econometrics [Bai and Perron (1998)],
stock price analysis [Chen and Gupta (1997)], Internet security monitoring [Peng et al. (2004)], and
genetics [Castro et al. (2018)].
In some settings, change point detection is quite well understood. For instance, in the mean
change point model, we usually assume we observe a collection of high-dimensional time series
vectors {Yt}nt=1 ⊂ Rp such that
Yt = β
∗
t + ǫt, for all 1 ≤ t ≤ n.
Here {ǫt}nt=1 are independent measurement noise and {β∗t }nt=1 are the population quantities that
change over time in a piecewise constant manner. In this setting the most important task is to
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determine the time points at which the structural changes of {β∗t }nt=1 take place. There is a vast
literature dealing with the problem of finding the change points in the piecewise constant mean
models in low and high dimensions. Frick et al. (2014) proposed a computationally-efficient method
called SMUCE that can simultaneously estimate the location and the confident intervals of the
change points in the mean change point detection problems. Cho et al. (2016), Cho and Fryzlewicz
(2015) and Wang and Samworth (2018) studied high-dimensional mean change point detection
problems. More recently, Pein et al. (2017) introduced a method that can handle mean and variance
changes simultaneously. Cribben and Yu (2017) and Wang et al. (2018a), among others, inspected
the mean change point problems for the dynamic network Bernoulli network models.
However, in other applications, we can only obtain indirect measurements of the high-dimensional
vectors {β∗t }nt=1. Specifically, consider the scenarios in which we observe the time series {xt, yt}nt=1
where {xt}nt=1 are p-dimensional covariates, {yt}nt=1 are the univariate responses satisfying E(yt) =
x⊤t β
∗
t for all 1 ≤ t ≤ n and that {β∗t }nt=1 are the unobserved regressors that change over time. We
formally summarize this model as
Model 1 (Change Point Model in the Regression Setting). For any 1 ≤ t ≤ n, suppose xt, β∗t ∈ Rp
and yt ∈ R satisfy
yt = x
⊤
t β
∗
t + εt, (1)
where εt
i.i.d.∼ N (0, 1)1. In addition, there exists a collection of change points {ηk}K+1k=0 ⊂ [1, . . . , n]
with η0 = 1 and ηK+1 = n such that
β∗t = β
∗
s for all ηk−1 < t ≤ s ≤ ηk.
Our main task is to develop computationally efficient algorithms that can consistently estimate
the unknown time points at which the unobserved parameters {β∗t }nt=1 change.
Any change point estimators {η̂k}K ′k=1 are deemed to be consistent if, with probability approach-
ing 1, K ′ = K and the sup-norm error satisfies
ǫ := max
1≤k≤K
|η̂k − ηk|
n
= op(1). (2)
for all sufficient large n.
The low-dimensional (p≪ n) change point linear regression model has been extensively consid-
ered by many authors including Bai and Perron (1998), Qu and Perron (2007), and most recently
Zhang et al. (2015b). Most of the existing works in this setting focus on the cases where the number
of change points, K, is a fixed constant.
In the high-dimensional regime where p ≫ n, the change point regression model has also
received recent attention. In particular, Lee et al. (2016) extended Lasso to the high-dimensional
single-change-point setting and showed that both the change point and the regression parameters
{β∗t }nt=1 can be consistently estimated. Later, Lee et al. (2018) extended their results to the high-
dimensional quantile regression model. Kaul et al. (2018) proposed a highly efficient algorithm
for the setting of exactly one change point. Both Lee et al. (2016) and Kaul et al. (2018) showed
that in the one change point setting, the change point can be estimated with sup-norm error
1We assume for convenience that the variance of εt to be 1. However our results remain valid as long as εt are
i.i.d sub-Gaussian random variables with bounded variance.
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satisfying ǫ = Op(1/n). Zhang et al. (2015a) studied the Sparse Group Lasso (SGL) algorithm for
the multiple change points setting. The authors showed that SGL returns consistent change point
estimators with ǫ = op(1) when the number of change pointK is bounded. Leonardi and Bu¨hlmann
(2016) showed that, by using a binary search algorithm, consistent estimation can be achieved with
ǫ = Op(1/
√
n) even when the number of change points K diverges as n→∞.
Contributions
In Section 2, we introduce a new two-stage procedure called Binary Segmentation through Esti-
mated CUSUM statistics (BSE) to estimate the change points in the high-dimensional regression
model. Given the time series data {xt, yt}nt=1, in Stage 1 of BSE, we estimate the coefficients
{β∗t }nt=1 using a novel algorithm developed for the high-dimensional change point settings. Then in
Stage 2, we perform a novel multidimensional binary segmentation search method to localize the
significant change points using the estimated sequence {β̂t}nt=1. Our careful analysis shows that the
BSE algorithm can consistently estimate the change points in the regression time series even when
the number of change points K diverges as n → ∞. Furthermore, the sup-norm error ǫ (defined
in (2)) of the BSE change point estimators is, up to log factors, of order Op(1/n). To the best of
our knowledge, this is a significant improvement in the high-dimensional multiple change points
regression setting, as the previous known method in this setting can only achieve ǫ = Op(1/
√
n) at
best. See Table 1 for detailed comparisons. A key step of BSE in our methodology is estimating
the time-series of β∗t ’s. We establish mean squared error bounds (defined in (6)) for our regression
parameter estimators that may be of independent interest.
While the BSE algorithm is proven to obtain sharp statistical error bound, a key drawback of
the procedure is that the computational cost of BSE in high dimensions grows exponentially in the
number of change points K. To overcome this limitation, in Section 3 we introduce another new
algorithm call Binary Segmentation through Lasso Estimators (BSLE). We show that BSLE can
also consistently localize the change points and the sup-norm error bound ǫ is worse by a factor of
at most ν compared with BSE, where
ν = sup
1≤t≤n
E(X⊤t βt)
2. (3)
While BSLE achieves a slightly worse statistical bounds, we note that its computational cost is
only of order O(n log(n) ·Lasso(n)), where Lasso(n) denotes the computational cost of Lasso with n
samples. For comparing and contrasting computational complexities, we assume throughout that
Lasso, GroupLasso and SparseGroupLasso have the same computational complexity.
Finally, we consider the scenario in which we are given a collection of consistency change point
estimators from an existing algorithm whose localization error bound may not be optimal. By
leveraging the insights gained from BSE, we propose a new method call “Local Screening Algorithm”
(LSA) in Section 4. We show that together with the observed data, LSA can efficiently refine the
given estimate and allow us to improve the practical performance of the given estimators.
We summarize the localization error bound and the computational cost for our methods and
the other existing competitors in Table 1. See Remark 9 for a more detailed discussion. We also
provide extensive numerical evidence to complement our theoretical findings in Section 5.
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Localization error bound Computational Complexity
BSE (Algorithm 1) Op(|S| log(p)/n) O(nK · Lasso(n))
BSLE (Algorithm 2) Op(|S|ν log(p)/n) O(n log(n) · Lasso(n))
EBSA2 Op(|S|ν log(p)/
√
n) O(n log(n) · Lasso(n))
LSA (Algorithm 3) + EBSA Op(|S|ν log(p)/n) O(n log(n) · Lasso(n))
SGL3 op(1) O(Lasso(n
2)
Table 1: In the above table, |S| denotes the size of the sparsity. K denotes the number of change
points and it is assumed to be a fixed constant in this table. The parameter ν is defined in (3) and
ν can be of order O(1) or O(|S|) depending on the assumptions.
Notation
For any matrix β ∈ Rp×n, we can write β = (β1, . . . , βn), where βt is the t-th column of β.
We therefore can consider βt : [1, . . . , n] → Rp as a function that changes over time. Let Dβ ∈
R
p×n be such that the t-th column of Dβ equals βt+1 − βt. With a slight abuse of notation, let
‖D(β1, . . . , βn)‖0 = ‖Dβ‖0 =
∑n−1
t=1 1{βt+1 6=βt}. This means that βt is a K-piecewise constant
vector function over time if ‖Dβ‖0 = K. If I is any interval within [1, . . . , n] and βt is constant
over t within I, then we write βI = βt for any t ∈ I. We use βt(i) to denote the i-th entry of βt.
For any two real sequences {an}∞n=1 and {bn}∞n=1 we write an = O(bn) if there exists C > 0 such
that lim supn→∞ |an|/|bn| < C and write an = Θ(bn) if an = O(bn) and bn = O(an). Let xn be
a sequence of random variables. We write xn = Op(bn) if there exists a constant C such that the
probability of xn/bn > C vanishes as n→∞.
Throughout each individual section, we use subscripted and superscripted C to indicate absolute
constants independent of n and p. However, these constants can have different meanings in different
proofs and theorems.
2 Binary Segmentation through Estimated CUSUM statistics
In this section, we introduce a new algorithm for the regression change point models. Algorithm 1
details our approach. Overall, there are two main stages: (a) compute the approximated CUSUM
statistics using the regression coefficients estimators in (8) , and (b) detecting change points using a
multidimensional binary segmentation algorithm on the approximated CUSUM statistics. We start
by defining the multidimensional CUSUM statistic of {β∗t }nt=1 ⊂ Rp on any interval (s, e] ⊂ [1, n]
and any time point t ∈ (s, e] as
B˜s,et =
√
e− t
(e− s)(t− s)
t∑
r=s+1
β∗r −
√
t− s
(e− s)(e− t)
e∑
r=t+1
β∗r . (4)
2The EBSA algorithm is by Leonardi and Bu¨hlmann (2016). The corresponding localization error bound depends
on ν. This is due to our communication with the authors but is not explicit in the most recent version of their paper.
3The SGL algorithm was first introduced in Simon et al. (2013) and Zhang et al. (2015b) later showed that it can
be used to detect change points in the high-dimensional regression setting.
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Algorithm 1 Binary Segmentation through Estimated CUSUM statistics (BSE).
INPUT: {xt, yt}nt=1 ⊂ Rp × R1, (s, e], {(αm, γm)}Mm=1, τ, λ, γ and K ′.
Compute {β̂t}nt=1 using (8) with parameters λ, γ and K ′.
for m = 1, . . . ,M do
(sm, em]← (s, e] ∩ [αm, γm]
if em − sm ≥ 2 then
bm ← argmaxt∈{sm+1,...,em−1} ‖B̂sm,emt ‖22, where
B̂sm,emt =
√
e− t
(e− s)(t− s)
t∑
r=s+1
β̂r −
√
t− s
(e− s)(e− t)
e∑
r=t+1
β̂r (5)
am ← ‖B̂sm,embm ‖22
else
am ← −1
end if
end for
m∗ ← argmaxm∈{1,...,M} am
if am∗ > τ then
Add bm∗ to the set of estimated change points
Repeat BSE on (s, bm∗] and on (bm∗, e] with τ
end if
OUTPUT: The set of estimated change points.
The multidimensional CUSUM statistics is a direct generalization of the univariate CUSUM
statistics first introduced in Scott and Knott (1974). It has also been shown in Venkatraman
(1993) that for the univariate mean change point model, the CUSUM statistics is an effective
tool to detect the change points. Having this mind, we propose a new strategy that we first
estimate the multidimensional CUSUM statistics of {β∗t }nt=1 and then apply our newly developed
multidimensional Binary Segmentation algorithm to the estimations. We summarize this strategy
in Algorithm 1.
The main intuition of BSE is that the non-stationary regression coefficients {β∗t }nt=1 are the
source of the structural changes–therefore if we can estimate {β∗t }nt=1 consistently, in the sense that
if we can control
MSE :=
1
n
n∑
t=1
‖β∗t − β̂t‖22, (6)
then we can also quantify how well we estimate population multidimensional CUSUM statistics
B˜s,et and this, as we will show, validates the usage of BSE.
As described in Algorithm 1, BSE makes use of a collection of pre-generated intervals {(αm, γm)}Mm=1
as inputs. Such a feature was first used in the Wild Binary Segmentation algorithm (WBS) by
Fryzlewicz (2014) and later in INSPECT by Wang and Samworth (2018), where the end points
of the intervals {(αm, γm)}Mm=1 are selected independently from [1, n] uniformly at random. The
use of random intervals is one of the key ideas of WBS, INSPECT and BSE because if M is large
enough, then with high probability, there exists at least one random interval (αm, γm) containing
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one and only one change point. In other words, the good event
M =
K⋂
k=1
{
αm ∈ Sk, γm ∈ Ek, for some m ∈ {1, . . . ,M}
}
, (7)
holds with high probability, where Sk = [ηk − 3∆/4, ηk − ∆/2] and Ek = [ηk + ∆/2, ηk + 3∆/4],
k = 1, . . . ,K. Indeed in Lemma 4, we will show that M holds with probability at least 1− n−1 if
the number of random intervals M ≥ log(n)(n/∆)2. Note that if K is fixed and ∆ = Θ(n), then we
have that M = O(log(n)). By focusing on the interval with maximum CUSUM statistic among all
the random intervals, one can develop sharp statistical guarantees of the change point estimators.
In order to establish the consistency of BSE, we need to first show that our proposed estimators
{β̂t}nt=1 in (8) have low MSE bounds and then show that BSE can consistently locate the change
points using the estimated time series. So for the rest of the section, we will first establish the
efficiency of {β̂t}nt=1 returned by (8) in high dimensions. Then we will show the BSE algorithm is
consistent with the sup-norm error satisfying ǫ = Op(
1
n).
2.1 Coefficient estimation in change point linear regression
We begin by studying the coefficient estimation in the change point linear regression model. In
high dimensions, the estimation of {β∗t }nt=1 has been previously studied by a few authors such as
Lee et al. (2016), Kaul et al. (2018) and Leonardi and Bu¨hlmann (2016). However, for all these
existing results, the statistical guarantees of of their estimators {β̂t}nt=1 are based on the existence
of accurate estimate of the change points {ηk}Kk=1. In contrast, we present the following novel
algorithm and as we will show, the coefficients {β∗t }nt=1 can be consistently estimated without using
any pre-estimated change points and that the MSE bounds for the coefficient estimation are valid
even when K, the number of change points, grows as n increases.
Our analysis will cover the standard high-dimensional regime in which p ≫ n but log(p) ≪ n.
In order to establish consistency in this setting, we need to adopt the following assumptions.
Assumption 1. Consider the model defined in Model 1.
a. Suppose there exists a subset S ⊂ [1, . . . , p] such that
β∗t (j) = 0 for all 1 ≤ t ≤ n and all j ∈ Sc,
and that sup1≤t≤n ‖β∗t ‖∞ ≤ Cβ for some constant Cβ.
b. {xt}nt=1 are p-dimensional covariates such that sup1≤t≤n ‖xt‖∞ ≤ Cx for some absolute con-
stant Cx.
c. Suppose for all 1 ≤ s < e ≤ n, and all vectors v ∈ Rp,
e∑
t=s
(x⊤t v)
2 ≥ (e− s)ω‖v‖22 − Cρ log(p)‖v‖21
for some positive constant Cρ and ω.
d. ∆ := min1≤k≤K(ηk+1 − ηk) ≥ 2Cρ|S| log(p)ω .
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In Assumption 1, a and b are both standard assumptions for the high dimension time series
linear regression model. In particular, a is used in Lounici et al. (2011) to analyze the multiple
regression model. Both a and b are used in Kaul et al. (2018) and Leonardi and Bu¨hlmann (2016).
c is a standard restricted eigenvalue condition. In fact it has been shown in Raskutti et al. (2010)
and in Zhou (2009) that if {xt}nt=1 are i.i.d (sub)Gaussian random covariates with positive definite
covariance matrix, then c holds with probability at least 1 − n−1. Finally, we note that when we
estimate β∗t in the time segment (ηk, ηk+1], we would need to assume that effective sample size
ηk+1 − ηk is large, usually of order O(|S| log(p)) (see for instance Negahban et al. (2012)). There-
fore Assumption 1 d can be thought of as a standard sample size condition commonly found in the
high-dimensional regression literature.
Denote β = (β1, . . . , βn) and ‖Dβ‖0 =
∑n
t=2 1{βt+1 6=βt}. Consider the following algorithm.
β̂ = argmin
β∈B
n∑
t=1
(yt − x⊤t βt)2 + λ
p∑
i=1
√√√√ n∑
t=1
βt(i)2 (8)
with B = {β ∈ Rn×p : ‖Dβ‖0 ≤ K ′, sup
1≤t≤n
‖βt‖22 ≤ γ}.
The following proposition provides the MSE bound for the coefficient estimators in (8).
Proposition 1. Suppose K ′ ≥ K and in addition there exists a sufficiently large constant C1 such
that γ ≥ C2β|S| and λ ≥ C1
√
(K +K ′) log(pn). Then under Assumption 1, with probability at least
1− n−1,
n∑
t=1
‖β∗t − β̂t‖22 ≤ C2
|S|λ2 + (K +K ′)γ log(p)
ω2
for some absolute constant C2 > 0.
Remark 1. As suggested by Proposition 1, we note that in order to ensure that β∗ is admissible
to B defined in (8), we need to choose γ ≥ C2β|S| and K ′ ≥ K. However, as long as we can further
ensure that γ = O(|S|), K ′ = O(K) and λ = O(√K log(p)), then
n∑
t=1
‖β∗t − β̂t‖22 = Op(K|S| log(p)).
We remark that, up to log factors, this is a tight upper bound. See Section 6.2 for a discussion of
lower bounds in this high-dimensional setting.
Remark 2. We also note that we require the tuning parameter γ in Algorithm 1 only for mathe-
matical convenience. In fact, consider the following additional assumption: suppose that
sup
1≤t≤n
E(x⊤t β
∗
t )
2 ≤ ν
for some ν > 0 that is a constant independent of n and p. Then it can be shown that the solution
β̂ = argmin
β∈B
n∑
t=1
(yt − x⊤t βt)2 + λ
p∑
i=1
√√√√ n∑
t=1
βt(i)2 (9)
with B = {β ∈ Rn×p : ‖Dβ‖0 ≤ K ′}.
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satisfies
n∑
t=1
‖β∗t − β̂t‖22 ≤ C ′2
|S|λ2 + (K +K ′)|S| log(p)
ω2
for some absolute constant C ′2. The proof of this result follows immediately from that of Proposi-
tion 1 and Lemma 1 and will be omitted for brevity.
As we will discuss in Section 6.1, the computational cost of solving (8) is O(nK
′ ·GroupLasso(n)),
where GroupLasso(n) denote the computational cost of Group Lasso with n samples. However, our
main result in the this section has at least two useful implications.
1) When K is small, it is computationally feasible to solve (8) and it does provide a sharp MSE
bound for coefficient estimation in the high-dimensional change point problem. Previous papers
such as Lee et al. (2016) and Kaul et al. (2018) also study the estimation of {β∗t } in the setting of
K = 1, but we provide a slightly more computationally costly approach for small K with sharper
statistical rates in a slightly more general setting.4
2) When K is large, our approach in (8) is no longer computationally feasible. However the
bound obtained in Proposition 1 can be viewed as a baseline approach and shows that there exists
a polynomial time algorithm that can achieve sharp MSE bounds as long as K = o(n).
2.2 The consistency of BSE
In the previous section, we have shown that the coefficients of the change point regression model
can be estimated in high dimensions using the approach described in (8). In this section, we show
that the BSE algorithm can consistently estimate the change points with sharp error bounds.
Recall that we use K to denote the number of change points in Model 1. In oder to state the
main result of this section, we also need to introduce following additional parameters. Let κ and
∆ be two positive parameters such that
‖β∗ηk − β∗ηk−1‖2 = κk ≥ κ for all 1 ≤ k ≤ K (10)
and that
|ηk − ηk+1| ≥ ∆ for all 1 ≤ k ≤ K. (11)
In the change point literature, the minimal spacing ∆ and the minimal change size κ are com-
monly used to characterize the signal size of the change point model. See e.g, Wang et al. (2018b)
and Wang and Samworth (2018). It intuitively makes sense that if the time between changes or
the size of the changes are too small, then it is not possible to find the change points in the time
series.
We show that the change point estimates returned by the BSE algorithm are consistent by
demonstrating a more general result in Proposition 2.
4Consider the case of K = 1. Compared with Lee et al. (2016), our MSE bounds are obtained in a more general
setting: we have not made any assumptions on the size of the structural change κ and our analysis covers the setting
when ∆/n → 0. Our MSE bounds are also shaper than that obtained in Kaul et al. (2018), as the latter are off by
polynomial factors compared with the lower bounds discussed in Section 6.2.
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Proposition 2. Let κ and ∆ satisfy (10) and (11). Suppose {β̂t}nt=1 used in (5) are any estimators
of {β∗t }nt=1 such that
1
n
n∑
t=1
‖β̂t − β∗t ‖22 ≤ ε
for some parameter ε > 0 and that there exists a sufficiently large constant Cr such that
∆κ2 ≥ Crε.
Suppose in addition that eventM holds and that maxm(γm−αm) ≤ CR∆. Let the input parameters
τ of BSE satisfy
C1ε < τ < c1∆κ
2 (12)
for some sufficiently large constant C1 and some sufficiently small constant c1. Then the estimators
{η̂k}K̂k=1 returned by BSE with data {xt, yt}nt=1, input parameters {(αm, γm)}Mm=1 and τ , λ,γ and
K ′ are such that with probability at least 1− 1/n,
K̂ = K; max
k∈{1,...,K}
|ηk − ηˆk| ≤ C2ε
κ2k
. (13)
where C2 > 1 is some absolute constants independent of ε, p,K and n.
In the BSE algorithm, we uses the estimators (8) to estimate the multidimensional CUSUM
statistics B˜s,et . We note that as suggested by Proposition 2, in general any consistent estimator
{β̂t}nt=1 can potentially work, as long as the corresponding MSE bound is sufficiently small. Indeed
in the Section 5, our empirical results suggest that the change points can still be consistently
localized even if the estimators {β̂t}nt=1 in Algorithm 1 are computed using the SGL algorithm
instead of (8).
For completeness, we formally summarize our main result about BSE in the following theorem,
being a direct corollary of Proposition 2.
Theorem 1. Suppose Assumption 1 holds. Let λ, γ and K ′ be chosen as in Proposition 1 and in
addition let τ be chosen so that
C1
(|S|λ2 + (K +K ′)γ log(p)) < τ < c1∆κ2 (14)
for some sufficiently small constant c1 and some sufficiently large constant C1. In addition suppose
the event M holds and that maxm(γm−αm) ≤ CR∆. Then the estimates {η̂k}K̂k=1 returned by BSE
with inputs λ, γ and K ′ and τ is such that with probability at least 1− 1n ,
K̂ = K; max
k∈{1,...,K}
|ηk − ηˆk| ≤ C2 |S|λ
2 + (K +K ′)γ log(p)
κ2k
. (15)
where C2 is some absolute constants independent of n and p.
Remark 3. We note that the optimal choice for λ is of order O(
√
K log(p)) and for γ is of order
O(|S|). Under these choices, the only assumption (14) made in Theorem 1 require the regression
model parameters to satisfy
K|S| log(p) ≤ c1/C1∆κ2
and the corresponding sup-norm error for the change point estimators return by BSE satisfies
ǫ = Op(K|S| log(p)/κ2).
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Remark 4. In Theorem 1, we also require that maxm(γm−αm) ≤ CR∆, which means that the all
the random intervals can not contain too many change points. We note that if ∆ = Θ(n), then we
can simply let CR∆ = n. In addition, if we simply let maxm(γm − αm) ≤ n in Theorem 1, then
error bound is inflated to
ǫ = Op((n/∆)
2K|S| log(p)/κ2). (16)
The localization error bound is inflated by a factor of (n/∆)2 compared to (15). We remark that
in the high-dimensional change point literature, the sup-norm error bound are commonly found to
be dependent on (n/∆)2. For example the order of error bounds in (16) agrees with that derived in
Kaul et al. (2018) in the setting of K = 1. In addition, while Wang and Samworth (2018) focused
on the high-dimensional mean change point problem (i.e. they assume to observe the time series
yt = β
∗
t+ noise), the sup-norm error derived in their main result (Theorem 3 of their paper) is, up
to log factors, the same as (16) as long as K is a fixed constant.
Remark 5. The second stage of BSE in Algorithm 1 can be considered as the high-dimensional ver-
sion of the univariate Wild Binary Segmentation (WBS) first introduced in Fryzlewicz (2014). We
note that there are two other important contributions that also successfully extend WBS to high di-
mensional settings: the Sparsified Binary Segmentation algorithm (SBS) introduced by Cho and Fryzlewicz
(2015) and the INSPECT algorithm by Wang and Samworth (2018). However, neither INSPECT
nor SBS are designed for the change point regression setting and therefore may not be the solutions
to our problem.
To be more precise, we first remark that while INSPECT is proven to be effective and efficient
in the high-dimensional mean change point models, it is a non-trivial open problem to establish the
consistency of INSPECT under our setting. The theoretical properties of INSPECT are heavily
based on the usage of the sample splitting and the semidefinite programming. It is therefore unclear
whether one can easily establish the same statistical guarantees using the estimated samples {β̂t}nt=1
as the input of INSPECT.
Also, the SBS algorithm can be viewed as a hard-thresholding of the CUSUM vectors followed
by an ℓ1 aggregation. Therefore it characterizes the change size using ℓ∞ norm instead of ℓ2 norm
we use in (10), which means that SBS necessarily assumes that
κ∞ = inf
1≤k≤K
‖β∗ηk(i) − β∗ηk−1(i)‖∞
must be sufficiently large. We remark that if we use of κ∞ to characterize the change size, then we
would need to quantify the accuracy of the estimators {β̂t}nt=1 using the mean-sup error:
MSE =
1
n
n∑
t=1
‖β̂t − β∗t ‖∞.
In the sparse regression problems, such bounds typically require stronger assumptions than we need
in Theorem 1.
3 Binary Segmentation through Lasso Estimators
In the previous section, we have shown that the BSE algorithm can accurately locate the change
points with localization errors ǫ = Op(
log(p)
n ). However, as discussed in Section 6.1, the computa-
tional cost of the coefficient estimation in algorithm (8) is O(nK
′ ·GroupLasso(n)) for some K ′ ≥ K,
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which makes BSE infeasible when K is large. To overcome this limitation, in this section we con-
sider an alternative approach which is much more computationally efficient. To motivate such an
approach, observe that the multidimensional CUSUM statistics in (4) can be rewritten as
B˜s,et =
√
(t− s)(e− t)
e− s
(
1
t− s
t∑
r=s+1
β∗r −
1
e− t
e∑
r=t+1
β∗r
)
. (17)
Therefore, instead of estimating {β∗t }nt=1, we can alternatively consider directly estimating
β˜s,e :=
1
e− s
e∑
r=s+1
β∗r
for any interval (s, e] ⊂ [1, n] that is used in the binary search procedure.
We remark that given any generic interval (s, e], which possibly contains multiple change points,
the population quantity β˜s,e can also be thought of as the best linear predictor given the data on
the time interval (s, e]:
β˜s,e = arg min
v∈Rp
e∑
t=s+1
E(yt − x⊤t v)2.
The best linear predictor in the high-dimensional misspecified models has been intensively studied
by many authors before, including Bunea et al. (2007), Van De Geer et al. (2009) and references
therein. As a result, given any generic interval (s, e], we will consider the estimator
β̂s,e[λ] = argmin
v∈Rp
e∑
r=s+1
(yr − x⊤r v)2 + λ
√
(e− s)‖v‖1, (18)
where λ is a user-specified tuning parameter. In the following lemma, we show that β̂s,e[λ] well-
approximates β˜s,e.
Lemma 1. Suppose Assumption 1 holds. Denote
ν := sup
1≤t≤n
E(x⊤t β
∗
t )
2. (19)
Let β̂s,e[λ] be defined as in (18). Suppose in addition e − s ≥ 2Cρ|S| log(p)ω and λ ≥ C
√
ν log(np).
Then with probability at least 1− n−3,∥∥∥∥∥β̂s,e[λ]− 1e− s
e∑
t=s
β∗t
∥∥∥∥∥
2
2
≤ Cω|S|λ
2
(e− s) ,
for some constant Cω only depending on ω.
Remark 6. We note that under Assumption 1, it is easy to see that the parameter ν defined in (19)
of Lemma 1 satisfies ν ≤ C2xC2β|S|. However, if for example we assume that sup1≤t≤nE(y2t ) ≤ Cy
for some absolute constant Cy, then
E(x⊤t β
∗
t )
2 ≤ 2E(yt)2 + 2E(ǫt)2 ≤ 2Cy + 2,
which implies that ν can be bounded by an absolute constant independent of n and p under this mild
condition.
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We are ready to describe the main algorithm in this section, which we call Binary Segmentation
through Lasso Estimators (BSLE).
Algorithm 2 Binary Segmentation through Lasso Estimators. (BSLE)
INPUT: {xt, yt}nt=1, (s, e], {(αm, γm)}Mm=1, δ > 0, τ > 0, λ > 0
for m = 1, . . . ,M do
[sm, em]← [s, e] ∩ [αm, γm]
if em − sm ≥ 2δ, then
bm ← argmaxt∈(sm+δ,em−δ) ‖B̂sm,emt ‖2, where
B̂sm,emt =
√
(t− sm)(em − t)
em − sm
(
β̂sm,t[λ]− β̂t,em [λ]
)
am ← ‖B̂sm,embm ‖2
else
am ← −1
end if
end for
m∗ ← argmax1≤m≤M am
if am∗ ≥ τ then
Add bm∗ to the set of estimated change point
Repeat BSLE on (s, bm∗] and on (bm∗, e] with tuning parameters δ, τ and λ
else Continue
end if
OUTPUT: The set of estimated change points.
With the additional parameter ν, the statistical consistency of Algorithm 2 can be established
as follows.
Theorem 2. Suppose Assumption 1 holds. Let the input parameters τ , λ and δ in Algorithm 2
satisfy
C1ν|S| log(pn) < τ < c1∆κ2, λ ≥ C2
√
ν log(pn) and δ ≥ C3|S| log(p) (20)
for some sufficiently small constant c1 and sufficient large constants C1, C2, C3. In addition suppose
that event M holds and that maxm∈{1,...,M}(γm − αm) ≤ CR∆ for an absolute constant CR > 0.
Then the estimators {ηˆk}K̂k=1 returned by BSLE with input parameters {(αm, γm)}Mm=1, λ and τ
satisfies
P
(
K̂ = K; max
k=1,...,K
|ηk − ηˆk| ≤ C4λ
2|S|
κ2k
)
≥ 1− n−1 (21)
where C4 is some constant independent of n and p.
Remark 7. In Algorithm 2, the tuning parameter τ is the threshold for the Binary Search algorithm,
which is commonly found in much of the change point literature. λ is the standard tuning parameter
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to ensure the estimators are sparse when p ≫ n. The tuning parameter δ is needed to ensure that
the restricted eigenvalue condition is valid for any interval (s, e] used in binary search procedure.
Similar requirements that are used to ensure the validity of restricted eigenvalue condition can also
be found in Leonardi and Bu¨hlmann (2016) and Kaul et al. (2018).
Remark 8. As discuss in Remark 6, without any additional assumptions, ν = O(|S|). Therefore if
in Theorem 2 we can further guarantee that λ = O(
√|S| log(pn)), then the localization error bound
for BSLE satisfies
ǫ = Op(λ
2|S|/n) = Op(|S|2/n),
where ǫ is the sup-norm error defined in (2). Therefore in the setting where we only have finitely
many change points, the statistical error bound for BSLE is worse by a factor of |S|2 compared to
BSE.
Remark 9. In Section 2.2 of their paper, Leonardi and Bu¨hlmann (2016) proposed an algorithm,
which is called Efficient Binary Segmentation Algorithm (EBSA) to detect the change points in
regression models. We remark that our BSLE is inspired by and closely related to EBSA and
it is clear that the computational cost of BSLE and EBSA are of the same order when K is a
bounded constant. While EBSA is proven to be efficient and effective in the high dimensional
change point regression model, we remark that BSLE also has a few advantages. 1) The way we
characterize the structural changes in (10) and (11) is more interpretable than that in Assumption
45 of Leonardi and Bu¨hlmann (2016). 2) As summarized in Table 1, the localization error bound
of BSLE we can prove is shaper than the EBSA in Leonardi and Bu¨hlmann (2016) by a factor
of
√
n. We note that from our simulation study, we do observe that BSLE and EBSA have very
similar empirical performance. Due these observations, we conjecture that the EBSA algorithm by
Leonardi and Bu¨hlmann (2016) can also achieve localization error bound of order Op(1/n), but we
do not have a proof.
4 Local Screening
In this section, we consider a local screening algorithm that can potentially sharpen the localization
error rate given a collection of change point estimators that are consistent but not necessarily
optimal. Consider the following algorithm.
5In addition to interpretability, the change size m∗ defined in Assumption 4 of Leonardi and Bu¨hlmann (2016) will
depend on κ, ∆ and K, especially when we allow K to diverge or ∆/n→ 0. Therefore we choose make comparisons
when K is a fixed constant.
13
Algorithm 3 Local Screening Algorithm. LSA({η̂k}K̂k=1, λ,γ)
INPUT: {xt, yt}nt=1 ⊂ Rp+1, {η̂k}K̂k=1, λ and γ.
C ← ∅
for k = 2, . . . , K̂ − 1 do
Let s← η̂k−1 + (η̂k − η̂k−1)/4 and e← η̂k+1 − (η̂k+1 − η̂k)/4.
if e− s ≥ 3 then
Compute {β̂t}et=s+1 through
(β̂s+1, . . . , β̂e) = argmin
(βs+1,...,βe)⊂Rp
e∑
t=s+1
(yt − x⊤t βt)2 + λ
p∑
i=1
√√√√ e∑
t=s+1
βt(i)2 (22)
such that ‖D(βs+1, . . . , βe)‖0 = 1 and that sup
s+1≤t≤e
‖βt‖22 ≤ γ.
η̂′k ← argmaxt=s+1,...,e−1 ‖B̂s,et ‖22, where
B̂s,et =
√
e− t
(e− s)(t− s)
t∑
r=s+1
β̂r −
√
t− s
(e− s)(e− t)
e∑
r=t+1
β̂r (23)
end if
C ← C ∪ {η̂′k}
end for
OUTPUT: The set of estimated change points C.
We note that while being similar to BSE, LSA is computationally efficient and do not require
random intervals as inputs. We briefly discuss the computation complexity of Algorithm 3. For
simplicity, we assume that {η̂k}K ′k=1 is the output of EBSA or some other algorithms such that
K ′ = K and that
max
1≤k≤K
|η̂k − ηk| = o(∆)
Therefore the size of interval (η̂k−1, η̂k+1] is O(ηk+1 − ηk−1) = O(∆k−1 +∆k) and so the computa-
tional cost of solving (22) is O((∆k−1+∆k) ·GroupLasso(∆k−1+∆k)). Since Algorithm 3 iterates
through all the change point estimators, the total computational cost will be upper bounded by
O(n·GroupLasso(∆max)), where ∆max := maxk=2,...,K−1 |ηk−1−ηk|. The consistency of Algorithm 3
is shown in the following theorem.
Theorem 3. Suppose Assumption 1 holds. Let {η̂k}K̂k=1 be the output of any change point estimators
such that K̂ = K and that
max
1≤k≤K
|η̂′k − ηk| ≤ c1∆
for some sufficiently small constant c1. In addition suppose the tuning parameters in Algorithm 3
are chosen such that γ ≥ C2β|S| and that λ ≥ C2
√
log(pn) for some constant C2. Then with
probability at least 1− n−1, it holds that
max
1≤k≤K
|η̂′k − ηk| ≤ C
|S|λ2 + γ log(p)
κ2k
, (24)
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where C is some constant independent of n and p.
Corollary 1. Suppose Assumption 1 holds and that for some sufficiently large constant C1
C1ν
2|S| log(pn)√n < ∆κ2, (25)
where ν is defined in (19). Let {η̂k}K̂k=1 be the output of EBSA with tuning parameters chosen as
in Theorem 3.2 of Leonardi and Bu¨hlmann (2016). In addition suppose the tuning parameters in
Algorithm 3 are chosen such that γ ≥ C2β |S| and that λ ≥ C2
√
log(pn) for some constant C2. Then
with probability at least 1− 2/n, it holds that K̂ = K and that the output of LSA satisfies
max
1≤k≤K
|η̂′k − ηk| ≤ C
|S|λ2 + γ log(p)
κ2k
, (26)
where C is some constant independent of n and p.
Remark 10. While we make use of the change point estimators by EBSA (from Leonardi and Bu¨hlmann
(2016)) in Corollary 1, we note that similar a results is still valid as long as the change point es-
timators are estimated from any other algorithm that can output a collection of consistent change
point estimators {η̂k}K̂k=1 in the sense that K̂ = K and that
max
1≤k≤K
|η̂k − ηk| = o(∆).
The usage of EBSA is only for illustration purposes.
Remark 11. We remark that in our simulations, when the size of the structural changes κ is large,
we observe that the change points estimators returned by EBSA only have very small sup-norm
error. Therefore the improvements of LSA is not significant in these cases. However, when the
change size κ is small, LSA does provide non-negligible improvement to the change points estimators
returned by EBSA, especially when EBSA correctly estimates the number of change points.
5 Simulations
In this section, we compare the numerical performance of the EBSA, SGL, BSE, BSLE and LSA in
different simulated settings. All the regression models we consider have K equally spaced change
points {ηk}Kk=1. Since the change points are equally spaced, we can denote ∆ := ηk+1 − ηk for
any 1 ≤ k ≤ K and thus n = K∆. The covariates {xt}nt=1 are i.i.d Gaussian random variables in
R
p with 0 mean and common covariance matrix Σ. We will specify n, p, Σ, {βt}nt=1 and all other
necessary tuning parameters in each of the experiment.
To quantitatively evaluate the performance of any estimators {η̂k}K̂k=1, note that in the numerical
experiments, it does not necessarily hold that K = K̂. Therefore we will use the Hausdorff distance
between the population change points {ηk}Kk=1 and the corresponding estimators {η̂k}K̂k=1 instead
of the sup-norm error. We note the Hausdorff distance is also a commonly used loss function in
much of the change point literature (see, e.g. Wang and Samworth (2018) and Lin et al. (2017)).
Recall that given two sets S1, S2 ⊂ R, the one sided Hausdorff distance is defined as
D(S1|S2) = max
s2∈S2
min
s1∈S1
|s1 − s2|,
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Hausdorff distance between S1 and S2 as H(S1, S2) := max{D(S1|S2),D(S2, S1)} and the scaled
Hausdorff distance as SH(S1, S2) := H(S1, S2)/n, where n is the sample size. Note that our theories
suggest that the scaled Hausdorff distance decreases as n increases.
In both BSE and BSLE, a collection of intervals {αm, γm}Mm=1 are required as inputs. We will
fix M = 40 in all of the experiments and uniformly randomly generate these intervals on [1, n]
whenever needed. In addition, for the BSE algorithm, we fix the group sparsity parameter λ to be
0.2
√
log p and γ to be ∞ (in other words, we do not impose any constraint on the size of ℓ2 norm
of the β̂ for BSE) throughout the entire simulations section. For the BSLE algorithm, we choose
the sparsity parameter λ to be
√
log(p) and the thresholding parameter τ to be 0.045N .
Also, the LSA algorithm can be thought of as a special case of the BSE algorithm in the one
change point setting. So in LSA, we follow the choice made in the BSE algorithm: the group
sparsity parameter λ is fixed to be 0.2
√
log p and γ to be ∞.
For the EBSA algorithm, the sparsity tuning parameter and thresholding parameter are chosen
according to Leonardi and Bu¨hlmann (2016).
The SGL algorithm was first introduced by Simon et al. (2013). Later Zhang et al. (2015b)
showed that it can be used to detect change points in the high-dimensional regression setting.
Given the data {Xt, yt}nt=1, the SGL algorithm computes
β̂SGL =arg min
β=(β1,...,βn)
n∑
t=1
(yt −Xtβt)22 + λ
n−1∑
t=1
‖βt+1 − βt‖2 + γ
n−1∑
t=1
‖βt+1 − βt‖1, (27)
For the SGL algorithm, we first compute {β̂t}nt=1 using a popular R package called SGL and the
tuning parameters are chosen using the algorithm suggested by the package. Note that the SGL
algorithm does not directly estimate the change points. As a result, there are mainly two standard
ways to decide the change points based on {β̂t}nt=1 estimated by SGL. In first and naive way,
one can assume the true number of change points K is known. Then one computes the function
f : [2, n]→ R where
f(t) := ‖β̂t − β̂t−1‖2
and the change point estimators are decided by the K largest values of the function f . The second
way (see, e.g. Lin et al. (2017)) is that the user specifies a thresholding parameter τ . Then the
user computes the functions f(t) as before and and the change points are estimated as
{η̂k}K̂k=1 := {t : f(t) > τ}.
We also consider a simple variant of the BSE algorithm based on the SGL algorithm. Specif-
ically, in the BSE algorithm (Algorithm 1) we can estimate {β̂t}nt=1 using (27) (instead of (8)).
We will call this algorithm Binary Segmention through SGL (BSSGL). In almost all of our em-
pirical experiments, numerical results show that the BSSGL algorithm significantly improves the
accuracy of change point estimates from the SGL algorithm. We also observe that BSSGL is em-
pirically competitive among all high-dimensional multiple change point regression algorithms we
have considered in different settings.
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5.1 Experiment 1: uncorrelated design and varying κ
In the first experiment, we fix n = 300, K = 2, p = 100 and Σ = Ip, the p× p identity matrix. Let
βt =

(κ/2) · (1,−1, 0, . . . , 0) for 1 ≤ t ≤ η1;
(κ/2) · (−1, 1, 0, . . . , 0) for η1 + 1 ≤ t ≤ η2;
(κ/2) · (1,−1, 0, . . . , 0) for η2 + 1 ≤ t ≤ n.
Note that in terms of the ℓ2 norm, the change size (denoted as κ in the previous sections) of
βt at every change point is κ. We vary κ in this experiment. Also we suppose that K = 2 is
known and we incorporate this knowledge to all the algorithms. Therefore in the BSE algorithm,
we choose K ′ = 2. For the EBSA algorithm, we choose the sparsity tuning parameter according
to Leonardi and Bu¨hlmann (2016). In oder to incorporate the information K = 2 to EBSA (or
any other Binary Segmentation algorithm), we select the two change point estimates with largest
estimated changes6. This routine modification of EBSA always returns better estimates than the
original version of EBSA because the knowledge of K = 2 is given. Similar modification is also
applied to BSLE and BSSGL.
κ = 0.2 κ = 0.4 κ = 0.8 κ = 1.6
EBSA 0.243 (0.103) 0.225 (0.104) 0.113 (0.109) 0.008 (0.009)
SGL 0.325 (0.134) 0.311 (0.132) 0.272 (0.131) 0.214 (0.148)
BSE 0.082 (0.051 ) 0.063 (0.040) 0.042 (0.034) 0.012 (0.013)
BSLE 0.204 (0.094) 0.193(0.104) 0.050 (0.083) 0.006 (0.006)
BSSGL 0.203 (0.086) 0.192 (0.089) 0.157 (0.100) 0.048 (0.070)
Table 2: Scaled Hausdorff distance for EBSA, SGL, BSE(Algorithm 1), BSLE(Algorithm 2) and
BSSGL. K = 2 is given to all algorithms. For each κ, the experiment is repeated 100 times.
The numbers in the brackets indicate the corresponding standard errors of the Scaled Hausdorff
distance.
As we can see from Table 2, EBSA has better performance when κ = 1.6. We note that this is
not a coincidence: in fact in other the experiments where the change size κ is set to be large, the
EBSA algorithm always returns highly accurate change point estimates and slightly outperforms
other algorithms. Therefore as mentioned in Remark 9, we conjecture that EBSA is also optimal,
but we do not have a proof. However, both BSE, BSLE and BSSGL outperform EBSA and SGL for
smaller κ. Overall, the performance of SGL is not as good as the other algorithms. This conclusion
does not contradict the findings in Zhang et al. (2015a), as the authors there only studied the
setting of κ being sufficiently large.
5.2 Experiment 2: correlated design and varying κ
In the second experiment, we fix n = 300, K = 2, p = 100 and the covariance matrix of xt to be
the Toeplitz matrix such that
Σi,j = 0.6
|i−j|.
6More precisely, we can apply the EBSA search procedure on [1, n] to find the first estimate η̂. Then we repeat
the search on [1, η̂] and on [η̂+1, n] and choose to break only of these two intervals according to changes of residuals.
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Let
β0 = (1,−1, 1,−1 . . . ,−1︸ ︷︷ ︸
10
, 0, . . . , 0︸ ︷︷ ︸
p−10
)⊤
and that
βt =

(κ/
√
40) · β0 for 1 ≤ t ≤ η1;
−(κ/√40) · β0 for η1 + 1 ≤ t ≤ η2;
(κ/
√
40) · β0 for η2 + 1 ≤ t ≤ n.
Observe that in terms of the ℓ2 norm, the change size (denoted as κ in the previous sections) of βt
at every change point is κ. As a result, compared with experiment 1, the restricted eigenvalue is
smaller but the change sizes of regression parameters are larger.
κ =
√
40 κ = 1.2
√
40 κ = 1.4
√
40 κ = 1.6
√
40
EBSA 0.053 (0.052) 0.046 (0.056) 0.033 (0.037) 0.025 (0.030)
SGL 0.176 (0.132) 0.174 (0.125) 0.172 (0.127) 0.137 (0.123)
BSE 0.003 (0.007) 0.002 (0.005) 0.001 (0.004) 0.001 (0.004)
BSLE 0.024 (0.045) 0.012 (0.015) 0.007 (0.007) 0.006 (0.007)
BSSGL 0.064 (0.057) 0.058 (0.056) 0.046 (0.046) 0.029 (0.024)
Table 3: Scaled Hausdorff distance for EBSA, SGL, BSE(Algorithm 1), BSLE(Algorithm 2) and
BSSGL. K = 2 is given to all algorithms. For each κ, the experiment is repeated 100 times.
The numbers in the brackets indicate the corresponding standard errors of the Scaled Hausdorff
distance.
We again assume that K = 2 is known. As we can see from Table 3, BSE, BSLE, BSSGL
and EBSA can consistently estimate the change points in this setting. The performance of BSE is
significantly better in all values of κ considered here. BSLE is also slightly better than EBSA.
5.3 Experiment 3: uncorrelated design and varying n
In this experiment, we assume the number of change points is not known. As a result, any algorithm
we consider here can potentially return incorrect number of change point estimators K̂. We fix
K = 3, p = 100 and the covariance matrix of xt to be Ip. Let
βt =

(0.4,−0.4, 0.4,−0.4, 0, · · · , 0) for 1 ≤ t ≤ η1;
−(0.4,−0.4, 0.4,−0.4, 0, · · · , 0) for η1 + 1 ≤ t ≤ η2;
(0.4,−0.4, 0.4,−0.4, 0, · · · , 0) for η2 + 1 ≤ t ≤ η3.
−(0.4,−0.4, 0.4,−0.4, 0, · · · , 0) for η3 + 1 ≤ t ≤ n.
The computational cost of BSE is significantly higher than that in the first two experiments and
will not be studied in this case. We only present the numerical results for BSLE, EBSA, LSA, SGL
and BSSGL in a range of sample sizes n. The LSA algorithm requires a proxy estimation of the
change points as inputs. We use the estimation from EBSA as the proxy of LSA.
18
n = 480 n = 560 n = 640 n = 720 n = 800
EBSA 0.128 (0.177) 0.064 (0.112) 0.034 (0.084) 0.015 (0.023) 0.009 (0.010)
SGL 0.368 (0.168) 0.652 (0.276) 0.892 (0.197) 0.991 (0.057) 0.730 (0.446)
BSLE 0.066 (0.129) 0.043 (0.106) 0.012 (0.035) 0.005 (0.005) 0.004 (0.003)
LSA+EBSA 0.102 (0.141) 0.052 (0.103) 0.026 (0.066) 0.011 (0.020) 0.007 (0.009)
BSSGL 0.041 (0.050) 0.032 (0.048) 0.023 (0.038) 0.017 (0.024) 0.009 (0.007)
Table 4: Scaled Hausdorff distance for EBSA, SGL, LSA(Algorithm 3), BSLE(Algorithm 2) and
BSSGL. For each n, the experiment is repeated 100 times. The numbers in the brackets indicate
the corresponding standard error of the Scaled Hausdorff distance.
The improvement of LSA is observable but not as significant in this case. This is mainly due to
the fact that LSA can only provide improvements when EBSA can correctly estimate the number
change points. In Table 5, we therefore also extract the numerical results for those iterations
in which EBSA outputs correct number of change point estimators. We note that in this case,
the results in Table 5 are heavily biased towards EBSA as BSLE or BSSGL does not necessarily
return correct number of change point estimates in these iterations. We can see that in this case
when EBSA correctly estimates the number of change points, overall LSA provides more significant
improvements.
n = 480 n = 560 n = 640 n = 720 n = 800
EBSA 0.021 (0.018) 0.018 (0.021) 0.015 (0.015) 0.011 (0.013) 0.007 (0.009)
SGL 0.356 (0.151) 0.631 (0.277) 0.894 (0.201) 0.991 (0.059) 0.740 (0.450)
BSLE 0.050 (0.101) 0.037 (0.099) 0.013 (0.038) 0.005 (0.004) 0.004 (0.003)
LSA+EBSA 0.013 (0.013) 0.009 (0.007) 0.008 (0.007) 0.007 (0.005) 0.005 (0.004)
BSSGL 0.036 (0.046) 0.033 (0.054) 0.019 (0.024) 0.017 (0.024) 0.009 (0.007)
Table 5: Scaled Hausdorff distance for EBSA, SGL, LSA(Algorithm 3), BSLE(Algorithm 2) and
BSSGL. The means are taken over all the experiments in which EBSA returns correct number of
change point estimates. The numbers in the brackets indicate the corresponding standard error of
the Scaled Hausdorff distance.
6 Discussion
In this paper, we study the change point regression model in high dimensions. Using the group
Lasso for high-dimensional change point detection in this settings seems like a natural approach,
but previous efforts (for instance, Zhang et al. (2015a)) struggled to demonstrate high accuracy
because thresholding differences in the estimated β∗t ’s yielded many false alarms. In contrast, this
paper describes a novel multiscale binary segmentation algorithm that can be applied to a group
lasso estimator (either via BSLE or LSA), yielding more accurate results than previous methods
based on the group Lasso and with dramatically less computation than combinatorial algorithms
explicitly limiting the number of change points. The BSLE method is specifically designed around
group Lasso estimators and enjoys performance guarantees that are sharp in n and p and also sharp
in |S| under certain conditions. The LSA method is a more general “plug-in” approach that uses
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a generic consistent method for estimating βˆt’s and estimates change points based on this.
It is also natural question to ask: can the Lasso estimates of the β∗t can be combined with
a modification of our proposed local screening algorithm to yield more accurate change point
localization? Past work exploring change point localization using fused Lasso (see, e.g, Lin et al.
(2017) and Zhang et al. (2015a)) are known to overestimate the number of change points K when
the change size of regression parameters is small, mainly due to the “staircase effects”. We cannot
easily correct for those errors because our current LSA framework would require that the Lasso
estimator detects the correct number of change points, not a superset of change points. However,
if we can show, for instance, that the Lasso gives no more than 2K estimated change points, then
we conjecture that a variant of LSA, which screens over all consecutive triplets of estimated change
points, can filter out all false discoveries of change points and consequently achieve much more
accurate change point estimators.
In what follows, we provide brief discussions on the computational complexity of (8) and on an
existing lower bound to justify that the estimator returned by (8) is minimax optimal up to a log
factor.
6.1 Computational Complexity of Group-Sparse Estimators in (8)
In the high-dimensional setting, in order to achieve theoretical sharp bounds, we need to solve
for (8). Unfortunately, (8) can not be solved using Dynamic Programing (or any other existing
algorithms) due to the group lasso penalty. Here we discuss one way of how to find the optimizers
of (8). We will briefly discuss a combinatorial approach.
Given a partition P = {Ik}K ′k=1 let wk = |Ik|. We can solve
argmin
{αk}
K
k=1∈R
p
K ′∑
k=1
∑
t∈Ik
(yt − x⊤t αk)2 + λ
p∑
i=1
√
wkαk(i)2 (28)
using a group lasso solver. As a result, to find the minimizer of (8), it suffices to search over all
possible partition of size K ′. Since there are at most nK
′
many such partition, so the computational
cost is (nK
′ ·GroupLasso(n)).
6.2 Lower bounds for high dimensional MSE
We provide a brief discussion on the optimality of of the MSE bound derived in Proposition 1.
In fact we will cite a result from Lounici et al. (2011) and explain why it is a valid lower bound.
Consider the following assumption.
Assumption 2. For any 1 ≤ t ≤ n, suppose xt, β∗t ∈ Rp such that
yt = x
⊤
t β
∗
t + εt, (29)
where εt are i.i.d. according to N (0, 1). In addition, there exists a parameter J ≤ n such that
β∗t = 0 if t ≥ J + 1
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Let Fn,pK,s denote the class of distribution of {xt, yt}nt=1 satisfying Model 1 and Assumption 1
a where the size of the support S satisfies |S| ≤ s. Let Gn,pK,s denote the class of distribution of
{xt, yt}nt=1 satisfying Assumption 2 and Assumption 1 a. Then we must have
Gn,pK,s ⊂ Fn,pK+1,s
because any β∗t : [1, n] → Rp satisfying Assumption 2 has at most J + 1 change points. From the
above display, we must have
inf
β̂
sup
P∈Fn,pK+1,s
EP
(
n∑
t=1
‖β̂t − β∗t ‖22
)
≥ inf
β̂
sup
P∈Gn,pK,s
EP
(
n∑
t=1
‖β̂t − β∗t ‖22
)
From Theorem 6.1 of Lounici et al. (2011), we have
inf
β̂
sup
P∈Gn,pK,s
EP
(
n∑
t=1
‖β̂t − β∗t ‖22
)
≥ Cs (K + log(ep/s))
for some constant C independent of n, p,K and s. This shows that the MSE bound derived in
Proposition 1 is optimal up to a log factor.
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A Proofs in Section 2
A.1 Proofs in Section 2.1
Proof of Proposition 1. Observe that if γ ≥ C2β|S| and K ′ ≥ K, then β∗ is admissible to (8).
Therefore by the definition of β̂, one has the basic inequality
n∑
t=1
(yt − x⊤t β̂t)2 + λ
p∑
i=1
√√√√ n∑
t=1
β̂t(i)2 ≤
n∑
t=1
(yt − x⊤t β∗t )2 + λ
p∑
i=1
√√√√ n∑
t=1
β∗t (i)
2
Denote Λt = β̂t − β∗t . Then ‖DΛ‖0 ≤ K ′ +K. The previous display implies that
n∑
t=1
(x⊤t Λt)
2 + λ
p∑
i=1
√√√√ n∑
t=1
β̂t(i)2 ≤ λ
p∑
i=1
√√√√ n∑
t=1
β∗t (i)
2 +
n∑
t=1
2Λ⊤t xt(yt − x⊤t β∗t ) (30)
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Step 1. Observe that
p∑
i=1
√√√√ n∑
t=1
β∗t (i)
2 −
p∑
i=1
√√√√ n∑
t=1
β̂t(i)2
=
∑
i∈S
√√√√ n∑
t=1
β∗t (i)
2 −
∑
i∈S
√√√√ n∑
t=1
β̂t(i)2 −
∑
i∈Sc
√√√√ n∑
t=1
β̂t(i)2
≤
∑
i∈S
√√√√ n∑
t=1
(β∗t (i)− β̂t(i))2 −
∑
i∈Sc
√√√√ n∑
t=1
β̂t(i)2
=
∑
i∈S
√√√√ n∑
t=1
Λt(i)2 −
∑
i∈Sc
√√√√ n∑
t=1
Λt(i)2 (31)
Step 2. One has
|
n∑
t=1
Λ⊤t xt(yt − xtβ∗t )| =
∣∣∣∣∣
p∑
i=1
n∑
t=1
Λt(i)xt(i)ǫt
∣∣∣∣∣
=
p∑
i=1
∣∣∣∣∣
∑n
t=1 Λt(i)xt(i)ǫt√∑n
t=1 Λt(i)
2
∣∣∣∣∣
√√√√ n∑
t=1
Λt(i)2
 ≤ sup
1≤i≤p
∣∣∣∣∣
∑n
t=1 Λt(i)xt(i)ǫt√∑n
t=1 Λt(i)
2
∣∣∣∣∣
p∑
i=1
√√√√ n∑
t=1
Λt(i)2
Since ‖DΛ‖0 ≤ K ′ +K, by Lemma 3, there exists a sufficiently large Ca such that,
P
(
sup
1≤i≤p
∣∣∣∣∣
∑n
t=1 Λt(i)xt(i)ǫt√∑n
t=1 Λt(i)
2
∣∣∣∣∣ ≥ Ca√(K +K ′) log(pn)
)
≤ n−2.
So with probability at least 1− n−2,
|
n∑
t=1
Λ⊤t xt(yt − xtβ∗t )| ≤Ca
√
(K +K ′) log(pn)
p∑
i=1
√√√√ n∑
t=1
Λt(i)2
≤λ/4
(∑
i∈S
+
∑
i∈Sc
)√√√√ n∑
t=1
Λt(i)2 (32)
where λ ≥ C1
√
(K +K ′) log(pn) ≥ 8Ca
√
(K +K ′) log(pn) is used in the last inequality
Step 3. Putting (31) and (32) into (30), one has
n∑
t=1
(x⊤t Λt)
2 +
λ
2
∑
i∈Sc
√√√√ n∑
t=1
Λt(i)2 ≤ 3λ
2
∑
i∈S
√√√√ n∑
t=1
Λt(i)2 (33)
Therefore
∑
i∈Sc
√√√√ n∑
t=1
Λt(i)2 ≤ 3
∑
i∈S
√√√√ n∑
t=1
Λt(i)2 (34)
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Step 4. Denote P˜ to be the partition induced by Λ. Thus |P˜| ≤ K+K ′. Denote Lω = 36Cρ |S| log pω .
Then
n∑
t=1
(x⊤t Λt)
2 =
∑
I∈P˜
∑
t∈I
(x⊤t ΛI)
2 ≥
∑
I∈P˜,|I|≥Lω
∑
t∈I
(x⊤t ΛI)
2 ≥
∑
I∈P˜,|I|≥Lω
(|I|ω‖ΛI‖22 −Cρ log p‖ΛI‖21)
≥
∑
I∈P˜,|I|≥Lω
(
|I|ω‖ΛI‖22 − 2Cρ log(p)(
∑
i∈S
|ΛI(i)|)2 − 2Cρ log p(
∑
i∈Sc
|ΛI(i)|)2
)
≥
∑
I∈P˜,|I|≥Lω
(
|I|ω‖ΛI‖22 − 2Cρ|S| log p‖ΛI‖22 − 2Cρ log p(
∑
i∈Sc
|ΛI(i)|)2
)
(35)
where the second inequality follows from Assumption 1 c.
Observe that√ ∑
I∈P˜,|I|≥Lω
(
∑
i∈Sc
|ΛI(i)|)2 ≤
√√√√ ∑
I∈P˜,|I|≥Lω
(
∑
i∈Sc
√
I
Lω
|ΛI(i)|)2 ≤
∑
i∈Sc
√√√√ ∑
I∈P˜,|I|≥Lω
I
Lω
ΛI(i)2
≤
∑
i∈Sc
L−1/2ω
√√√√ n∑
t=1
Λt(i)2 ≤ L−1/2ω 3
∑
i∈S
√√√√ n∑
t=1
Λt(i)2
≤L−1/2ω 3
√√√√|S|∑
i∈S
n∑
t=1
Λt(i)2 ≤
√√√√ ω
4Cρ log p
n∑
t=1
‖Λt‖22 (36)
where the first inequality follows from the fact that |I| ≥ Lω, the second inequality follows from
generalized Minkowski’s inequality (Lemma 8), the third inequality follows from the fact that∑
I∈P˜,|I|≥Lω
|I||ΛI(i)|2 ≤
∑
I∈P˜
|I||ΛI(i)|2 =
n∑
t=1
Λt(i)
2,
and the fourth inequality follows from (34) and the last inequality follows from Lω = 36Cρ
|S| log p
ω .
Therefore
n∑
t=1
(x⊤t Λt)
2 ≥
∑
I∈P˜,|I|≥Lω
(|I|ω − 2Cρ|S| log p) ‖ΛI‖22 −
ω
4
n∑
t=1
‖Λt‖22
≥
∑
I∈P˜,|I|≥Lω
3ω
4
|I|‖ΛI‖22 −
ω
4
n∑
t=1
‖Λt‖22 (37)
where the first inequality follows from (35) and (36), and the second inequality follows from |I|ω ≥
Lωω ≥ 36Cρ|S| log p.
Therefore (37) gives ∑
I∈P˜,|I|≥Lω
3|I|ω
4
‖ΛI‖22 ≤
n∑
t=1
(x⊤t Λt)
2 +
ω
4
n∑
t=1
‖Λt‖22.
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The previous display together with (33) implies that
∑
I∈P˜,|I|≥Lω
3|I|ω
4
‖ΛI‖22 +
λ
2
∑
i∈Sc
√√√√ n∑
t=1
Λt(i)2 ≤(3λ/2)
√√√√ n∑
t=1
Λt(i)2 +
ω
4
n∑
t=1
‖Λt‖22
≤(3λ/2)
√
|S|
√√√√∑
i∈S
n∑
t=1
Λt(i)2 +
ω
4
n∑
t=1
‖Λt‖22
≤8λ
2|S|
ω
+
ω
2
n∑
t=1
‖Λt‖22. (38)
Since max{sup1≤t≤n ‖β̂t‖22, sup1≤t≤n ‖β∗t ‖22} ≤ γ one has sup1≤t≤n ‖Λt‖22 ≤ 4γ. Thus∑
I∈P˜,|I|≤Lω
3|I|
4
‖ΛI‖22 ≤ 2|P˜ |Lωγ ≤
C ′(K +K ′) log(p)γ
ω
, (39)
where Lω = 36Cρ
|S| log p
ω and |P˜| ≤ K +K ′ are used in the last inequality. Therefore
n∑
t=1
ω
3
‖ΛI‖22 =
∑
I∈P˜ ,|I|≤Lω
|I|ω
3
‖ΛI‖22 +
∑
I∈P˜ ,|I|≥Lω
|I|ω
3
‖ΛI‖22
≤C
′(K +K ′) log(p)γ
ω
+
4λ2|S|
ω
+
ω
4
n∑
t=1
‖Λt‖22.
where the inequality follows from (38) and (39). The desired result follows immediately.
A.2 Additional Technical Lemmas
Below, we provide a standard (sub)Gaussian tail bound for completeness. Let R be any norm
vector space. We say that N1/4 is a covering net of R ∩B(0, 1) if N1/4 ⊂ R∩B(0, 1) and that for
any u ∈ R ∩B(0, 1), there exists v ∈ N1/4 such that
‖v − u‖R ≤ 1/4.
Lemma 2. Let R be any linear subspace of RT and let N1/4 be a net of R ∩ B(0, 1). For any
u ∈ RT ,
sup
v∈R∩B(0,1)
(u, v) ≤ 4 sup
v∈N1/4
(u, v).
Proof. This is a standard covering lemma.
Lemma 3. Suppose ǫt
i.i.d.∼ N(0, 1) and zt ∈ R is uniformly bounded for all t. Let
A =
{
sup
‖D(v)‖0=K,‖v‖2=1
n∑
t=1
vtztǫt ≥ s
}
.
Then
P (A) ≤ 2 exp
(
− s
2
Cσ2
∑n
t=1 v
2
t
+ 2K log n
)
.
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Proof. Since ‖D(v)‖0 ≤ n, v has at most n change points and there are
(n
K
)
possible options to
choose the location of the change points.
Given change points {ηk}Kk=1 ⊂ [1, . . . , n] , the collection of piecewise constant functions changing
exactly at {ηk}Kk=1 is a linear space with dimension K. If N1/4 is a covering net of unit vectors of
such a linear space, then |N1/4| ≤ 9K . Therefore
P
(
sup
‖D(v)‖0=K,‖v‖2=1
n∑
t=1
vtztǫt ≥ s
)
≤
(
n
K
)
9K sup
‖v‖2=1
P
(
n∑
t=1
vtztǫt ≥ s/4
)
≤2nK9K exp
(
− s
2
C1σ2
∑n
t=1 v
2
t z
2
t
)
≤2nK9K exp
(
− s
2
Cσ2
∑n
t=1 v
2
t
)
.
B Proofs in Section 2.2
We will analyze Algorithm 1 in a slightly more general setting as follows. Let {At}nt=1, {Bt}nt=1 ⊂ Rp
be two collections of time series vectors. One can think of {At}nt=1 as the estimators and {Bt}nt=1
as the population quantities.
Assumption 3. Let {ηk}Kk=1 ⊂ [1, n] such that for all k, Bηk+1 = . . . = Bηk+1 .
a. Let minimal spacing parameter ∆ satisfies min1≤k≤K ηk+1 − ηk ≥ ∆ for all 1 ≤ k ≤ K;
b. The minimal change parameter κ satisfies ‖Bηk+1 −Bηk‖2 = κk ≥ κ for all 1 ≤ k ≤ K;
c. Suppose that the estimator {At}nt=1 satisfies
∑n
t=1 ‖At −Bt‖22 ≤ ε;
d. ∆κ2 ≥ Crε.
In addition, we give a definition of multidimensional CUSUM statistics, being a natural extension
of one dimensional CUSUM statistics. For any 1 ≤ s < t < e ≤ n, denote the multidimensional
CUSUM statistics
A˜s,et =
√
e− t
(e− s)(t− s)
t∑
r=s+1
Ar −
√
t− s
(e− s)(e− t)
e∑
r=t+1
Ar.
Let {αm}Mm=1, {γm}Mm=1 be two sequences independently randomly sampled from {1, . . . , T}. De-
note the good event
M =
K⋂
k=1
{
αm ∈ Sk, γm ∈ Ek, for some m ∈ {1, . . . ,M}
}
, (40)
where Sk = [ηk − 3∆/4, ηk −∆/2] and Ek = [ηk +∆/2, ηk + 3∆/4], k = 1, . . . ,K. In Lemma 4, we
give a lower bound on the probability of M.
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Algorithm 4 Multidimensional Binary Segmentation. MBS({At}nt=1, (s, e), {(αm , γm)}Mm=1, τ).
INPUT: {At}nt=1 ∈ Rp, τ > 0.
for m = 1, . . . ,M do
[sm, em]← [s, e] ∩ [αm, γm]
if em − sm ≥ 1 then
bm ← argmaxt=sm+1,...,em−1 ‖A˜sm,emt ‖22
am ← maxt=sm+1,...,em−1 ← ‖A˜sm,emt ‖22
else
am ← −1
end if
end for
m∗ ← argmaxm=1,...,M am
if am∗ > τ then
add bm∗ to the set of estimated change points
MBS((s, bm∗), {(αm, γm)}Mm=1, τ)
MBS((bm∗ + 1, e), {(αm , γm)}Mm=1, τ)
end if
OUTPUT: The set of estimated change points.
Lemma 4. If (αm, γm) is uniformly randomly chosen on [1, . . . , n], then for the event M defined
as above, we have
P(M) ≥ 1− exp
{
log
( n
∆
)
− M∆
2
16n2
}
.
Proof. Since the number of change points is bounded by n/∆,
P
(Mc) ≤ K∑
k=1
M∏
m=1
{
1− P(αm ∈ Sk, γm ∈ Ek)} ≤ K(1−∆2/(16n2))M ≤ (n/∆)(1 −∆2/(16n2))M .
We note that Proposition 2 is a direct corollary of the following result.
Proposition 3. Suppose Assumption 3 and eventM hold and that maxm=1,...,M (γm−αm) ≤ CR∆
for an absolute constant CR > 0. Let the input parameter τ of Algorithm 4 satisfy
C1ε < τ < c1∆κ
2 (41)
for some sufficiently small constant c1 and some sufficiently large constant C2. Then the estimator
B = {η̂k}K̂k=1 returned by MBS with data {At}nt=1 and input parameters {(αm, γm)}Mm=1 and τ is
such that
K̂ = K; max
k=1,...,K
|ηk − ηˆk| ≤ C2ε
κ2k
. (42)
where C2 > 1 is some absolute constant independent of ε, p,K and n.
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Proof of Proposition 3. By Assumption 3 c and Lemma 10, we have that for all (s, e),
sup
1≤s≤t≤e≤n
‖A˜s,et − B˜s,et ‖22 ≤ ε (43)
and this inequality will be repeatedly used in the rest of the proof.
The overall proof strategy is to apply the induction argument commonly used in the Binary Search
algorithms (such as BS, WBS and INSPECT). Assume eventM defined in (40) holds. Let (s, e) be
the change point estimators returned by the Binary Search in the previous repetition. By induction
therefore suffices to consider any generic time interval (s, e) ⊂ (0, n) that satisfies
ηr−1 ≤ s ≤ ηr ≤ . . . ≤ ηr+q ≤ e ≤ ηr+q+1, q ≥ −1
and where q = −1 indicates that there is no change point contained in (s, e) satisfy both
• either ηr − s ≤ C2ε/κ2r or s− ηr−1 ≤ C2ε/κ2r−1
and • either ηr+q+1 − e ≤ C2ε/κ2r+q+1 or e− ηr+q ≤ C2ε/κ2r+q.
Observe that since κp ≥ κ for all p,
C2ε/κ
2
p ≤ C2ε/κ2 ≤
C2∆
Cr
<
∆
8
, (44)
where the second inequality follows from Assumption 3 d. Therefore for any change point ηp ∈
(0, n), either |ηp − s| ≤ C2ε/κ2p or |ηp − s| ≥ ∆−C2ε/κ2p. This means that min{|ηp − e|, |ηp − s|} ≤
C2ε/κ
2
p indicates that ηp is a change point that has been previously detected and estimated within
an error of magnitude bounded above by C2ε/κ
2 in the previous induction step, even if ηp ∈ (s, e).
Below we will say that a change point ηp in [s, e] is undetected if min{ηp− s, ηp− e} ≥ ∆−C2ε/κ2.
In order to complete the induction step, it suffices to show that MBS((s, e), {(αm , γm)}Mm=1, τ)
(i) will not detect any new change point in (s, e) if all the change points in that interval have been
previously detected, and (ii) will find a point b in (s, e) such that |ηp − b| ≤ C2ε/κ2p if there exists
at least one undetected change point in (s, e).
Step 1. Suppose that there do not exist any undetected change points within (s, e). Then, for any
(sm, em) = (αm, γm) ∩ (s, e), one of the following situations must hold:
(a) there is no change point within (sm, em);
(b) there exists only one change point ηr within (sm, em) and min{ηr− sm, em− ηr} ≤ C2ε/κ2r or
(c) there exist two change points ηr, ηr+1 within (sm, em) and that one has both ηr−sm ≤ C2ε/κ2r
and em − ηr+1 ≤ C2ε/κ2r+1.
We will provide the details for situation (c) only, as the other two cases are similar and simpler.
By Lemma 11, and situation (c),
sup
sm≤t≤em
‖B˜sm,emt ‖22 ≤ 2(em − ηr+1)κ2r+1 + 2(ηr − sm)κ2r ≤ 4C2ε
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As a result,
sup
sm≤t≤em
‖A˜sm,emt ‖2 ≤ sup
sm≤t≤em
‖B˜sm,emt − A˜sm,emt ‖2 + sup
sm≤t≤em
‖B˜sm,emt ‖2 ≤
√
ε+ 2
√
C2ε
where the last inequality follows from (43). Thus, with the input parameter τ satisfying τ ≥ 10C2ε,
then
sup
1≤m≤M
sup
sm≤t≤em
‖A˜sm,emt ‖22 ≤ τ,
and MBS((s, e), {(αm, γm)}Mm=1, τ) will always correctly reject if there is no undetected change
points in (s, e).
Step 2. Suppose now that there exists a change point ηp ∈ (s, e) such that min{ηp − s, e− ηp} ≥
∆ − C2ε/κ2 ≥ 7∆/8. Let am, bm and m∗ be defined as in MBS((s, e), {(αm , γm)}Mm=1, τ). In the
event M, for any ηp ∈ (s, e) such that min{ηp − s, e− ηp} ≥ 7∆/8, there exists an interval [sm, em]
containing only one change point ηp such that
ηp − 3∆/4 ≤ sm ≤ ηp −∆/2 and ηp +∆/2 ≤ em ≤ ηp + 3∆/4.
It then follows from Lemma 9 that,
‖B˜sm,emηp ‖22 =
(ηp − sm)(em − ηp)
em − sm κ
2
p ≥ min{em − ηp, ηp − sm}κ2p ≥ κ2p∆/8.
Therefore
‖A˜sm,emηp ‖2 ≥ ‖B˜sm,emηp ‖2 − ‖A˜sm,emηp − B˜sm,emηp ‖2 ≥
κp
√
∆
2
√
2
−
√
2ε ≥ κp
√
∆/4.
where the last inequality follows from Assumption 3 d. By definition of m∗, one then obtains the
inequality
am∗ = ‖A˜sm∗,em∗bm∗ ‖22 ≥ ‖A˜sm,emηp ‖22 ≥ κ2p∆/16
for all p such that min{ηp − s, e− ηp} ≥ 7∆/8. Denote
κs,emax = max{κp : min{ηp − s, e− ηp} ≥ 7∆/8}.
Then
am∗ ≥ (κs,emax)2∆/16 (45)
Thus, with input parameter τ satisfying
τ < κ2∆/16,
MBS can consistently detect the existence of undetected change points.
Step 3. In this step, it is shown that (42) occurs. To that end, we will apply Lemma 6 with
λ = ε. (46)
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Observe that then (49) is verified in (45) with c1 = 1/16 and that (50) and (51) hold from Assump-
tion 3. Therefore Lemma 6 implies that there exists ηp being an undetected change point within
(s, e) such that
|ηp − b| ≤ C2ε
2
κ2p
and min{ηk − sm∗, em∗ − ηp} ≥ c∆.
where c = c1/16. Since
min{ηp − s, e− ηp} ≥ min{ηp − sm∗, em∗ − ηp} ≥ c∆,
This means that ηp is an undetected change point and the induction is completed.
B.1 Additional Technical Lemmas for Section 2.2
The proof consistency of MBS replies on properties of multidimensional CUSUM statistics proved
in Wang et al. (2018a) and the multidimensional ANOVA decomposition, which can be thought of
as a non trivial extension to the univariate ANOVA decomposition in the change point setting first
introduced by Fryzlewicz (2014). We start by definition the ANOVA projection as follows.
For a pair (s, e) of positive integers with s < e, let d ∈ (s, e] be any integer Ws,ed be the two
dimensional linear subspace of Re−s spanned by the vectors
u1 = (1, . . . , 1︸ ︷︷ ︸
d−s
, 0, . . . , 0︸ ︷︷ ︸
e−d
)⊤ u2 = (0, . . . , 0︸ ︷︷ ︸
d−s
, 1, . . . , 1︸ ︷︷ ︸
e−d
)⊤.
For clarity, we will use 〈 , 〉 to denote the inner product of two vectors in the Euclidean space. For
x = (xs+1, . . . , xe)
⊤ ∈ Re−s, let Ps,ed (x) be the projection of x onto Ws,ed .
Lemma 5.
1. The projection Ps,ed (x) satisfies
Ps,ed (x) =
1
e− s
e∑
i=s+1
xi + 〈x, ψs,ed 〉ψs,ed ,
where 〈·, ·〉 is the inner product in Euclidean space, and ψs,ed = ((ψs,ed )s+1, . . . , (ψs,ed )e)⊤ with
(ψs,ed )i =

√
e−d
(e−s)(d−s) , i = s+ 1, . . . , d,
−
√
d−s
(e−s)(e−d) , i = d+ 1, . . . , e,
i.e. the i-th entry of Ps,ed (x) satisfies
Ps,ed (x)i =
{
1
d−s
∑d
j=s+1 xj, i = s+ 1, . . . , d,
1
e−d
∑e
j=d+1 xj, i = d+ 1, . . . , e.
2. Let x¯ = 1e−s
∑e
i=s+1 xi1e−s, where 1e−s denote a vector of length e − s whose all entries all
equal to 1. Since 〈x¯, ψs,ed 〉 = 0,
‖x− Ps,ed (x)‖2 = ‖x− x¯‖2 − 〈x, ψs,ed 〉2. (47)
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Proof. The results hold following the fact that the projection matrix of subspace Ws,ed is
P s,e
Ws,ed
=

1/(d − s) · · · 1/(d − s) 0 · · · 0
...
...
...
...
...
...
1/(d − s) · · · 1/(d − s) 0 · · · 0
0 · · · 0 1/(e − d) · · · 1/(e− d)
...
...
...
...
...
...
0 · · · 0 1/(e − d) · · · 1/(e− d)

.
Let A ∈ R(e−s)×p and A(j) ∈ Re−s denote the j-th column of A. For any pair d1, d2 ∈
{s+ 1, . . . , e}, being a consequence of (47), the following two statements are equivalent
p∑
j=1
〈A(j), ψs,ed1 〉2 ≤
p∑
j=1
〈A(j), ψs,ed2 〉2 ⇐⇒
p∑
j=1
‖A(j) − Ps,ed1 (A(j))‖2 ≥
p∑
j=1
‖A(j) − Ps,ed2 (A(j))‖2.
(48)
Lemma 6. Suppose Assumption 3 holds. Let [s0, e0] be any interval with e0 − s0 ≤ CR∆ and
containing at least one change point ηr such that
ηr−1 ≤ s0 ≤ ηr ≤ . . . ≤ ηr+q ≤ e0 ≤ ηr+q+1, q ≥ 0.
Denote κs,emax = max{κp : min{ηp − s0, e0 − ηp} ≥ ∆/8}. Consider any generic [s, e] ⊂ [s0, e0] such
that [s, e] contains at least one change point. Let b ∈ argmaxs<t<e ‖A˜s,et ‖2. For some 0 < c1 < 1,
λ > 0, suppose that
‖A˜s,eb ‖2 ≥ c1κs,emax
√
∆ (49)
T∑
t=1
‖At −Bt‖22 ≤ λ (50)
If for sufficiently small c2 > 0, √
λ ≤ c2κs,emax
√
∆, (51)
then there exists a change point ηk ∈ (s, e) such that
min{e− ηk, ηk − s} > c1∆/16, |ηk − b| ≤ C2λ
(κs,emax)2
for some sufficiently large C2.
Proof. By the second part of Lemma 10 and (50), for any generic (s, e) ⊂ [1, n],
sup
1≤s≤t≤e≤n
‖A˜s,et − B˜s,et ‖2 ≤
√
λ (52)
Step 1. It follows from Proposition 1 of Wang et al. (2018a) that without loss of generality, we
can assume ‖B˜s,et ‖22 is locally decreasing at b. Observe that this implies there exists a change
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point ηk ∈ [s, b], since otherwise ‖B˜s,et ‖22 is increasing on [s, b] as a consequence of Lemma 19 of
Wang et al. (2018a). Therefore, we have
s < ηk ≤ b ≤ e.
Without loss of generality, assume ηk is the first change point before b. Observe that
max
s<t<e
‖B˜s,et ‖2 ≥ ‖B˜s,eb ‖2 ≥ ‖A˜s,eb ‖2 −
√
λ ≥ (7c1/8)κs,emax
√
∆. (53)
where the last inequality follows from (51). Therefore
‖B˜s,eb ‖2 ≥ ‖A˜s,eb ‖2 −
√
λ ≥ max
s<t<e
‖B˜s,et ‖2 − 2
√
λ ≥ (3/4) max
s<t<e
‖B˜s,et ‖2. (54)
where the last inequality follows from (51). Since s ≤ ηk ≤ b ≤ e and ‖B˜s,et ‖22 as a function of t is
locally decreasing at b, by Proposition 1 of Wang et al. (2018a), ‖B˜s,et ‖22 is decreasing within [ηk, b].
Therefore
‖B˜s,eηk ‖2 ≥ ‖B˜
s,e
b ‖2 ≥ maxs<t<e ‖B˜
s,e
t ‖2 − 2
√
λ ≥ (3/4) max
s<t<e
‖B˜s,et ‖2. (55)
where the second inequality follows from (52) and the last inequality follows from (53) and (51).
Consequently
max
s<t<e
‖B˜s,et ‖2 − ‖B˜s,eηk ‖2 ≤ 2
√
λ and max
s<t<e
‖B˜s,et ‖2 − ‖B˜s,eb ‖2 ≤ 2
√
λ. (56)
As a result
max
s<t<e
‖B˜s,et ‖22 − ‖B˜s,eb ‖22 ≤ maxs<t<e ‖B˜
s,e
t ‖2
(
max
s<t<e
‖B˜s,et ‖2 − ‖B˜s,eb ‖2
)
≤ 2
√
λ max
s<t<e
‖B˜s,et ‖2 ≤ 6
√
λ‖B˜s,eηk ‖2
(57)
where both the second and the last inequalities follow from (56).
Step 2. In this step, it is shown that min{ηk − s, e− ηk} ≥ c1∆/16.
Suppose ηk is the only change point in (s, e). It must hold that min{ηk−s, e−ηk} ≥ min{1, c1}∆/16,
as otherwise one has
‖B˜s,eηk ‖22 =
(ηk − s)(e− ηk)
e− s κ
2
k <
c1
16
κ2k∆ ≤
c1
2
(κs,emax)
2∆,
which contradicts (53).
Suppose [s, e] contains at least two change points. For the sake of contradiction, suppose min{ηk −
s, e− ηk} < c1∆/16. Reversing the time series if necessary, it suffices to consider
ηk − s < c1∆/16. (58)
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Observe that (58) implies that ηk is the first change point in [s, e]. Therefore
‖B˜s,eηk ‖22 ≤
1
8
‖B˜s,eηk+1‖22 + 4κ2k(ηk − s) ≤
1
8
max
s<t<e
‖B˜s,et ‖22 +
c1
4
κ2k∆
≤ 2
9
‖B˜s,eb ‖22 +
1
2
‖B˜s,eb ‖22 < ‖B˜s,eb ‖22,
where the first inequality follows from lemma 20 of Wang et al. (2018a), the second inequality fol-
lows from (58), and the third inequality follows from (54) and (53). This contradicts (55).
Step 3. In this step, it is shown that
|b− ηk| ≤ C1
√
λ∆
κs,emax
for some sufficiently large constant C1. Observe that
max
s<t<e
‖B˜s,et ‖22 − ‖B˜s,eηk ‖22 ≤ maxs<t<e ‖B˜
s,e
t ‖22 − ‖B˜s,eb ‖22
≤ max
s<t<e
‖B˜s,et ‖2
(
max
s<t<e
‖B˜s,et ‖2 − ‖B˜s,eb ‖2
)
≤3
√
λ‖B˜s,eηk ‖2
≤c3‖B˜s,eηk ‖22∆2(e− s)−2.
where the first inequality follows since ‖B˜s,et ‖22 is decreasing on [ηk, b] and (56) is used in the third
inequality and e− s ≤ CR∆ is used in the last inequality.
Therefore (53) together with the above display show that the condition of Lemma 16 in Wang et al.
(2018a) is verified, and so d can be chosen such that
d− ηk = 2
√
λ‖B˜s,eηk ‖2(e− s)2
c∆‖B˜s,eηk ‖22
< ∆/16, (59)
and that
‖B˜s,eηk ‖22 − ‖B˜s,ed ‖22 > c‖B˜s,eηk ‖22|d− ηk|∆(e− s)−2 ≥ 8
√
λ‖B˜s,eηk ‖2, (60)
where the first inequality follows from Lemma 16 of Wang et al. (2018a) and the second inequality
follows from (59). For the sake of contradiction, suppose b ≥ d. Then
‖B˜s,eb ‖22 ≤‖B˜s,ed ‖22 < ‖B˜s,eηk ‖22 − 8
√
λ‖B˜s,eηk ‖2
≤ max
s<t<e
‖B˜s,et ‖22 − 8
√
λ‖B˜s,eηk ‖2
≤(‖B˜s,eb ‖2 + 2
√
λ)2 − 8
√
λ‖B˜s,eηk ‖2
≤‖B˜s,eb ‖22 + 2
√
λ‖B˜s,eb ‖2 + 4λ− 8
√
λ‖B˜s,eηk ‖2
≤‖B˜s,eb ‖22 + 2
√
λ‖B˜s,eηk ‖2 + 4λ− 8
√
λ‖B˜s,eηk ‖2 (61)
where the first inequality follows from Proposition 1 of Wang et al. (2018a), which ensures that
‖B˜s,et ‖22 is decreasing on [ηk, b] and d ∈ [ηk, b], the second inequality follows from (60), the fourth
34
inequality follows from (55) and the last inequality follows again from the fact that ‖B˜s,et ‖22 is
decreasing on [ηk, b]. Observe that
‖B˜s,eηk ‖2 ≥
2c1
3
κs,emax
√
∆ ≥
√
λ(5/6), (62)
where the first inequality follows from (53) and (55), and the second inequality follows from (51).
This is a contradiction because (61) gives
‖B˜s,eb ‖22 ≤ ‖B˜s,eb ‖22 + 4λ− 6
√
λ‖B˜s,eηk ‖2 ≤ ‖B˜s,eb ‖22 + 4λ− 5λ,
where the last inequality follows from (62). Thus b ≤ d and so
0 ≤ b− ηk ≤ d− ηk ≤ 2
√
λ‖B˜s,eηk ‖2(e− s)2
c∆‖B˜s,eηk ‖22
≤ C1
√
λ∆
κs,emax
where e− s ≤ CR∆ is used in the last inequality.
Step 4. By the first part of Lemma 10 and (50), for any generic (s, e) ⊂ [1, n],
sup
(s,e)⊂[1,n]
p∑
j=1
(
1√
e− s
(
e∑
r=s
Ar(j)−Br(j)
))2
≤ λ (63)
Let A(j) = (As+1(j), . . . , Ae(j))
⊤ ∈ R(e−s) and B(j) = (Bs+1(j), . . . , Be(j))⊤ ∈ R(e−s). One has
p∑
j=1
∥∥A(j)− Ps,eb (A(j))∥∥22 ≤ p∑
j=1
∥∥A(j) − Ps,eηk (A(j))∥∥22 ≤ p∑
j=1
∥∥A(j) − Ps,eηk (B(j))∥∥22. (64)
where the first inequality follows from the definition of b and (48) and the second inequality follows
the properties of the projection operator Ps,eηk in Lemma 5.
For the sake of contradiction, throughout the rest of this proof suppose that, for some sufficiently
large constant C2 > 0 to be specified,
ηk + C2λ(κ
s,e
max)
−2 < b. (65)
(This will of course imply that ηk + C2λκ
−2
k < b). We will show that this leads to the bound
p∑
j=1
∥∥A(j) − Ps,eb (A(j))∥∥22 > p∑
j=1
∥∥A(j) − Ps,eηk (B(j))∥∥22, (66)
which is a contradiction to (64). To derive (66) from (65), we note that min{e−ηk, ηk−s} ≥ c1∆/16
and that |b− ηk| ≤ C1
√
λ∆(κs,emax)−1 implies that
min{e− b, b− s} ≥ c1∆/16−
√
λ∆(κs,emax)
−1 ≥ c1∆/32, (67)
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where the last inequality follows from (51) with a sufficiently small c2 > 0.
Observe that (66) is equivalent to
p∑
j=1
2〈ε(j),Pb(A(j)) − Pηk(B(j))〉 <
p∑
j=1
(‖B(j) − Pb(A(j))‖22 − ‖B(j)− Pηk(B(j))‖22) , (68)
where ε(j) = A(j) −B(j) ∈ Re−s. Since
‖B(j)− Pb(A(j))‖22 ≥ ‖B(j) − Pb(B(j))‖22,
it suffices to show
p∑
j=1
2〈ε(j),Pb(A(j)) − Pηk(B(j))〉 <
p∑
j=1
(‖B(j)− Pb(B(j))‖22 − ‖B(j) − Pηk(B(j))‖22) , (69)
from (65). By (47), the right hand side of (69) satisfies
p∑
j=1
(‖B(j) − Pb(B(j))‖22 − ‖B(j) −Pηk(B(j))‖22) = p∑
j=1
(〈B(j), ψs,eηk 〉2 − 〈B(j), ψs,eb 〉2)
= ‖B˜s,eηk ‖22 − ‖B˜s,eb ‖22
≥ c|b− ηk|‖B˜s,eηk ‖22∆(e− s)−2
≥ c′|b− ηk|(κs,emax)2 (70)
where Lemma 16 of Wang et al. (2018a) (conditions verified in Step 3) is used in the first inequality,
and (53) and (55) is used in the last inequality. The left hand side of (69) can in turn be rewritten
as
p∑
j=1
2〈ε(j),Pb(A(j)) − Pηk(B(j))〉 = 2
p∑
j=1
〈ε(j),Pb(A(j)) − Pb(B(j))〉 + 2
p∑
j=1
〈ε(j),Pb(B(j)) − Pηk(B(j))〉.
(71)
The second term on the right hand side of the previous display can be decomposed as
p∑
j=1
〈ε(j),Pb(B(j)) − Pηk(B(j))〉 =
p∑
j=1
 ηk∑
i=s+1
+
b∑
i=ηk+1
+
e∑
i=b+1
 εi(j) (Pb(B(j))[i] −Pηk(B(j))[i])

:= T1 + T2 + T3,
where Pb(B(j))[i] denote the i-th coordinate of the vector Pb(B(j)). In order to bound the terms
T1, T2 and T3, observe that, since e − s ≤ e0 − s0 ≤ CR∆, the interval [s, e] must contain at most
CR + 1 change points.
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Step 4. We can write
T1 =
√
ηk − s
p∑
j=1
(
1√
ηk − s
ηk∑
i=s+1
εi(j)
)(
1
b− s
b∑
i=s+1
Bi(j) − 1
ηk − s
ηk∑
i=s+1
Bi(j)
)
≤ √ηk − s
√√√√ p∑
j=1
(
1√
ηk − s
ηk∑
i=s+1
εi(j)
)2√√√√√ p∑
j=1
(
1
b− s
b∑
i=s+1
Bi(j) − 1
ηk − s
ηk∑
i=s+1
Bi(j)
)2
≤ √ηk − s
√
λ
√√√√√ p∑
j=1
(
1
b− s
b∑
i=s+1
Bi(j) − 1
ηk − s
ηk∑
i=s+1
Bi(j)
)2
where the last inequality is from (63). Since for any j,∣∣∣∣∣ 1b− s
b∑
i=s+1
Bi(j) − 1
ηk − s
ηk∑
i=s+1
Bi(j)
∣∣∣∣∣ =
∣∣∣∣∣(ηk − s)(
∑ηk
i=s+1Bi(j) +
∑b
i=ηk+1
Bi(j)) − (b− s)
∑ηk
i=s+1Bi(j)
(b− s)(ηk − s)
∣∣∣∣∣
=
∣∣∣∣∣(ηk − b)
∑ηk
i=s+1Bi(j) + (ηk − s)
∑b
i=ηk+1
Bi(j))
(b− s)(ηk − s)
∣∣∣∣∣
=
∣∣∣∣(ηk − b)
∑ηk
i=s+1Bi(j) + (ηk − s)(b− ηk)Bηk+1(j)
(b− s)(ηk − s)
∣∣∣∣
=
b− ηk
(b− s)(ηk − s)
∣∣∣∣∣
ηk∑
i=s+1
(Bηk+1(j)−Bi(j))
∣∣∣∣∣
and so√√√√√ p∑
j=1
(
1
b− s
b∑
i=s+1
Bi(j) − 1
ηk − s
ηk∑
i=s+1
Bi(j)
)2
≤ b− ηk
(b− s)(ηk − s)
√√√√ p∑
j=1
(
ηk∑
i=s+1
(Bηk+1(j)−Bi(j))
)2
≤ b− ηk
(b− s)(ηk − s)
ηk∑
i=s+1
√√√√ p∑
j=1
(Bηk+1(j)−Bi(j))2
≤b− ηk
b− s (CR + 1)κ
s,e
max
where the second inequality follows from generalized Minkowski’s inequality.
It follows that
|T1| ≤
√
ηk − s
√
λ
|b− ηk|
b− s (CR + 1)κ
s,e
max ≤
4
√
2
min{1, c1}|b− ηk|∆
−1/2
√
λ(CR + 1)κ
s,e
max,
where (67) is used in the last inequality.
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Step 5. For the second term T2, following a similar calculation as the previous step, we have that
|T2| =
∣∣∣∣∣∣
p∑
j=1
√
b− ηk
 1√
b− ηk
b∑
i=ηk+1
εi(j)
 1
b− s
b∑
i=s+1
Bi(j) − 1
e− ηk
e∑
i=ηk+1
Bi(j)
∣∣∣∣∣∣
≤
√
b− ηk
√√√√√ p∑
j=1
 1√
b− ηk
b∑
i=ηk+1
εi(j)
2
√√√√√ p∑
j=1
 1
b− s
b∑
i=s+1
Bi(j)− 1
e− ηk
e∑
i=ηk+1
Bi(j)
2
≤
√
b− ηk
√
λ
√√√√√ p∑
j=1
 1
b− s
b∑
i=s+1
Bi(j)− 1
e− ηk
e∑
i=ηk+1
Bi(j)
2.
Since for every j,
1
b− s
b∑
i=s+1
Bi(j) − 1
e− ηk
e∑
i=ηk+1
Bi(j)
≤ ∣∣Bηk(j) −Bηk+1(j)∣∣ +
∣∣∣∣∣ 1b− s
b∑
i=s+1
Bi(j) −Bηk(j)
∣∣∣∣∣ +
∣∣∣∣∣∣ 1e− ηk
e∑
i=ηk+1
Bi(j)−Bηk+1(j)
∣∣∣∣∣∣
by similar calculations as in Step 4, one has
|T2| ≤
√
b− ηk
√
λ(κs,emax + (CR + 1)κ
s,e
max + (CR + 1)κ
s,e
max).
Step 6. Finally, we have that
T3 =
√
e− b
(
1
e− b
e∑
i=b+1
εi(j)
) 1
e− ηk
e∑
i=ηk+1
Bi(j) − 1
e− b
e∑
i=b+1
Bi(j)
 .
Therefore by similar calculations,
|T3| ≤
√
e− bλb− ηk
e− b (CR + 1)κ
s,e
max ≤
C
min{1, c1}|b− ηk|∆
−1/2
√
λ(CR + 1)κ
s,e
max.
Step 7. Using the first part of Lemma 5, the first term on the right hand side of (71) can be
bounded as
p∑
j=1
〈ε(j),Pd(A(j)) − Pd(B(j))〉 ≤
p∑
j=1
〈ε(j), ε(j)〉 =
p∑
j=1
e∑
i=s+1
(Ai(j)−Bi(j))2 ≤ λ.
From (70) and bounds on |T1|, |T2| and |T3|, (69) holds if
|b− ηk|(κs,emax)2 ≥ Cmax
{
|b− ηk|∆−1/2
√
λκs,emax,
√
b− ηk
√
λκs,emax, λ
}
.
Since
√
λ ≤ c2
√
∆κ, the first inequality holds. The second and the third inequality follows from
|b− ηk| ≥ C3λ(κk)−2 ≥ C3λ(κs,emax)−2, as assumed in (65). This completes the proof.
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C Proofs in Section 3
Proof of Lemma 1.
Step 1. Denote v∗k = β
∗
t for any t ∈ (ηk, ηk+1]. By Assumption 1 d we have
(ηk+1 − ηk)ω‖v∗k‖22 −Cρ log p‖v∗k‖21 ≤
ηk+1∑
t=ηk+1
(x⊤t v
∗
k)
2 =
ηk+1∑
t=ηk+1
(x⊤t β
∗
t )
2 ≤ (ηk+1 − ηk)ν.
By the sparsity of α∗k, the above display implies that
(ηk+1 − ηk)ω‖v∗k‖22 − Cρ log p|S|‖v∗k‖22 ≤ (ηk+1 − ηk)ν.
Since ηk+1 − ηk ≥ 2Cρ|S| log(p)ω ,
(ηk+1 − ηk)
2
ω‖v∗k‖22 ≤ (ηk+1 − ηk)ν.
So
‖v∗k‖22 ≤
2ν
ω
. (72)
Step 2. Let β˜ = 1e−s
∑e
t=s β
∗
t . Being a consequence of (72), ‖β˜‖22 ≤ 2νω . Then
e∑
t=s
(yt − x⊤t β̂) + λ
√
e− s‖β̂‖1 ≤
e∑
t=s
(yt − x⊤t β˜) + λ
√
e− s‖β˜‖1
Standard calculations gives
e∑
t=s
(x⊤t ∆)
2 + 2∆⊤
e∑
t=s
xt(ǫt + x
⊤
t (β
∗
t − β˜)) + λ
√
e− s‖β̂(Sc)‖1 ≤ λ
√
e− s‖∆(S)‖1, (73)
where Λ = β̂−β˜. By standard Lasso argument, there exists a constant C1 such that with probability
at least 1− 1
n3
, ∥∥∥∥∥
e∑
t=s
xtǫt
∥∥∥∥∥
∞
≤ C1 log(pn).
Therefore it suffices to bound ∥∥∥∥∥
e∑
t=s
xtx
⊤
t (β
∗
t − β˜)
∥∥∥∥∥
∞
Step 3. For fixed k ∈ [1, . . . , p], we have
e∑
t=s
xt(k)x
⊤
t (β
∗
t − β˜) =
e∑
t=s
p∑
j=1
xt(k)xt(j)(β
∗
t (j)− β˜(j)).
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Since any (β∗t (j) − β˜(j)) is deterministic and
∑e
t=s(β
∗
t (j) − β˜(j)) = 0, we have
e∑
t=s
p∑
j=1
xt(k)xt(j)(β
∗
t (j) − β˜(j)) =
e∑
t=s
p∑
j=1
xt(k)xt(j)(β
∗
t (j) − β˜(j)) − E
 e∑
t=s
p∑
j=1
xt(k)xt(j)(β
∗
t (j) − β˜(j))

=
e∑
t=s
p∑
j=1
(xt(k)xt(j) − E(xt(k)xt(j))) (β∗t (j)− β˜(j))
Let zt =
∑p
j=1 (xt(k)xt(j) −E(xt(k)xt(j))) (β∗t (j) − β˜(j)). Since sup1≤t≤n ‖xt‖∞ ≤ Cx, ‖β˜‖22 ≤ 2νω
and supt ‖β∗t ‖22 ≤ 2νω ,
z2t ≤ 4C2x
p∑
j=1
(β∗t (j)− β˜(j))2 ≤
16C2xν
ω
.
Since E(zt) = 0, standard subGaussian tail bounds gives that with probability at least 1− 1pn3 , for
each k, ∣∣∣∣∣
e∑
t=s
xt(k)x
⊤
t (β
∗
t − β˜)
∣∣∣∣∣ =
∣∣∣∣∣
e∑
t=s
zt
∣∣∣∣∣ ≤ C2√(e− s)ν log(pn)
Therefore, union bounds show that with probability at least 1− 1
n3
,∥∥∥∥∥
e∑
t=s
xt(ǫt + x
⊤
t (β
∗
t − β˜))
∥∥∥∥∥
∞
≤ C4
√
(e− s)ν log(pn). (74)
Step 4. Suppose λ ≥ 4C4
√
ν log(pn) for sufficiently large C. Then the desired result follows from
e∑
t=s
(x⊤t Λ)
2 + (λ/2)
√
e− s‖Λ‖1 + (λ/2)
√
e− s‖β̂(Sc)‖1 ≤ (3λ/2)
√
e− s‖Λ(S)‖1,
which is a direct consequence of (73) and (74). The rest calculations are exactly the same as the
standard Lasso calculations.
Proof of Theorem 2. In view of the proof of Proposition 3, Theorem 2 follows if the following event
holds with high probability:
E3 =
{
sup
1≤s≤e≤n
max
s≤t≤e
‖Bs,et − β˜s,et ‖22 ≤ C|S|λ2
}
.
Since there are at most
(
n
2
)
different ways of choosing (s, e) in (1, n),
P (Ec3) ≤ n2 sup
1≤s≤e≤n
P
(
max
s≤t≤e
‖Bs,et − β˜s,et ‖22 ≥ C|S|λ2
)
≤ n−1,
where the last inequality follows from Lemma 1.
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D Proofs in Section 4
Proof of Theorem 3. One has
max
1≤k≤K
|η̂k − ηk| ≤ c1∆.
If c1 ≤ 1/16, then
max
1≤k≤K
|η̂k − ηk| ≤ ∆/16.
Therefore straightforward calculations show that for each k ∈ (2, . . . ,K − 1), if s = η̂k−1 + (η̂k −
η̂k−1)/4 and e = η̂k+1 − (η̂k+1 − η̂k)/4, then (s, e] must contain only one population change point
ηk and that e− ηk ≥ 34(ηk+1− ηk) and ηk − s ≥ 34(ηk − ηk−1). Let (β̂s+1, . . . , β̂e) denote the output
of (22), then by Proposition 1, with probability 1− 1/n2,
e∑
t=s+1
‖β̂t − β∗t ‖22 ≤ C(|S|λ2 + γ log(p)),
and the desired error bounds in (24) follows directly from union bounds and Lemma 7.
Proof of Corollary 1. Theorem 3.2 of Leonardi and Bu¨hlmann (2016) shows that EBSA returns a
collection of change point estimators {η̂k}K ′k=1 such that with probability at least 1− 1/n, K ′ = K
and that
max
1≤k≤K
|η̂k − ηk| ≤ C ν|S| log(pn)
κ2
√
n
.
To apply Theorem 3, it suffices to have for some sufficiently large constant C1
∆ ≥ C1ν|S| log(pn)
√
n/κ2,
for sufficiently large C1, which is assumed in (25).
Lemma 7. Suppose Assumption 3 holds with only one change point η. Let κ := ‖Bη+1−Bη‖2 and
∆ := min{n− η, η}. Let b ∈ argmax1<t<n ‖A˜1,nt ‖2. For some c1 > 0, λ > 0, suppose that
n∑
t=1
‖At −Bt‖22 ≤ λ (75)
If for sufficiently small c2, √
λ ≤ c2κ
√
∆ (76)
then there exists a change point ηk ∈ (s, e) such that
min{e− ηk, ηk − s} > min{1, c1}∆/16, |ηk − b| ≤ C2λ
κ2
for some sufficiently large C2.
Proof. The proof of Lemma 7 is similar to that of Lemma 6. The only difference is that there exists
only one change point in [1, n] and that we do not need to have any randomly generated intervals
as follows. Observe that since η is the only change point in [1, n],
max
1<t<n
‖B˜1,nt ‖22 = ‖B˜1,n(η)‖22 ≥ ∆κ2.
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Without loss of generality, assume that b < η. By the second part of Lemma 10 and (75),
sup
1≤t≤n
‖A˜1,nt − B˜1,nt ‖2 ≤
√
λ (77)
Step 1. Observe that since η is the only change point in [1, n], ‖B˜1,nη ‖22 is locally decreasing at b.
One also has
‖B˜1,nb ‖2 ≥ ‖A˜1,nb ‖2 −
√
λ ≥ max
1<t<n
‖B˜1,nt ‖2 − 2
√
λ = ‖B˜1,nη ‖2 − 2
√
λ. (78)
where the last inequality follows from (77).
Step 2. In this step, it is shown that
|b− η| ≤ C1λ
2
κ2
for some sufficiently large constant C1. By Lemma 9,
‖B˜1,nb ‖22 =
b(n− η)
η(n − b)‖B˜
1,n
η ‖22.
Consequently by (78),
b(n− η)
η(n − b)‖B˜
1,n
η ‖22 =‖B˜1,nb ‖22 ≥ ‖B˜1,nη ‖22 − Cλ
Therefore the above inequality implies that
∆κ2
n(η − b)
η(n − b) ≤
(
1− b(n− η)
η(n− b)
)
‖B˜1,nη ‖22 ≤ Cλ. (79)
Since b < η,
(n− b)η
n
≥ (n− η)η
n
≥ ∆/2.
The above inequality and (79) directly implies that
b− η ≤ Cλ
2
κ2
.
Lemma 8 (Generalized Minkowski’s inequality). For any A = (aij)1≤i≤n,1≤j≤m ∈ Rn×m and any
p ≥ 1 one has  m∑
j=1
∣∣∣∣∣
n∑
i=1
aij
∣∣∣∣∣
p
1/p ≤ n∑
i=1
 m∑
j=1
|aij |p
1/p .
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D.1 Additional properties for multidimensional cusum
Lemma 9. If [s, e] contains only one change point ηk, then
‖B˜s,et ‖22 =
{
t−s
(e−s)(e−t)(e− ηk)2κ2k, t ≤ ηk,
e−t
(e−s)(t−s)(ηk − s)2κ2k, t ≥ ηk.
As a result
sup
s≤t≤e
‖B˜s,et ‖22 = ‖B˜s,eηk ‖22 =
(e− ηk)(ηk − s)
e− s κ
2
k
and for any t ≤ η1
‖B˜s,et ‖22 =
(t− s)(e− ηk)
(ηk − s)(e− t)‖B˜
s,e
ηk
‖22.
Lemma 10. For any 1 ≤ s < e ≤ n,
p∑
j=1
(
1√
e− s
e∑
r=s+1
Ar(j)
)2
≤
e∑
r=s+1
‖Ar‖22
‖A˜s,e(t)− B˜s,e(t)‖22 ≤ 2
e∑
r=s+1
‖Ar −Br‖22
Proof. For the first inequality, it suffices to observe that by Ho¨lder’s inequality,∣∣∣∣∣ 1√e− s
e∑
r=s+1
Ar(j)
∣∣∣∣∣ ≤
√√√√ e∑
r=s+1
A2r(j).
For the second inequality, observe that for any (s, e) ⊂ [1, . . . , n],
‖A˜s,e(t)− B˜s,e(t)‖22 =
∥∥∥∥∥
√
e− t
(e− s)(t− s)
t∑
r=s+1
(Ar −Br)−
√
t− s
(e− s)(e− t)
e∑
r=t+1
(Ar −Br)
∥∥∥∥∥
2
2
≤2 e− t
(e− s)(t− s)
∥∥∥∥∥
t∑
r=s+1
Ar −Br
∥∥∥∥∥
2
2
+ 2
t− s
(e− s)(e− t)
∥∥∥∥∥
e∑
i=t+1
Ar −Br
∥∥∥∥∥
2
2
≤2 e− t
(e− s)(t− s)(t− s)
t∑
r=s+1
‖Ar −Br‖22 + 2
t− s
(e− s)(e− t)(e− t)
e∑
i=t+1
‖Ar −Br‖22
≤2
e∑
r=s+1
‖Ar −Br‖22
Lemma 11. Let [s, e] contain only two change points ηr, ηr+1. Then
sup
s≤t≤e
‖B˜s,et ‖ ≤
√
e− ηr+1κr+1 +
√
ηr − sκr.
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Proof. Consider the sequence {Dt}et=s+1 be such that
Dt =
{
Bηr , if s+ 1 ≤ t < ηr,
Bt, if ηr ≤ t ≤ e.
Since ‖B˜s,et ‖22 is increasing on [s, ηr], it suffices to consider t ≥ ηr. For any t ≥ ηr,
B˜s,et − D˜s,et =
√
e− t
(e− s)(t− s)
 t∑
i=s+1
Bi −
ηr∑
i=s+1
Bηr −
t∑
i=ηr+1
Bi

−
√
t− s
(e− s)(e− t)
(
e∑
i=t+1
Bi −
e∑
i=t+1
Bi
)
=
√
e− t
(e− s)(t− s)(ηr − s)(Bηr −Bηr−1).
So for t ≥ ηr, ‖B˜s,et − D˜s,et ‖2 ≤
√
ηr − sκr. Since sups≤t≤e ‖B˜s,et ‖2 = max{‖B˜s,eηr ‖2, ‖B˜s,eηr+1‖2}, and
that
max{‖B˜s,eηr ‖2, ‖B˜s,eηr+1‖2} ≤ sup
s≤t≤e
‖D˜s,et ‖2 +
√
ηr − sκr
≤ √e− ηr+1κr+1 +
√
ηr − sκr
where the last inequality follows from the fact that Dt has only one change point in [s, e].
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