Introduction
The reference dosimetry of clinical proton beams is described in IAEA TRS-398 (Andreo et al 2000) . According to its formalism, the absorbed dose to water (D w ) at the reference depth in a proton beam of quality Q is given by
where M Q is the ionization chamber reading corrected for all quantities of influence (except for the beam quality), N D,w,Q 0 is the calibration coefficient of the ionization chamber in terms of absorbed dose to water in the reference beam quality Q 0 (typically 60 Co gamma radiation) and k Q,Q 0 is the beam quality correction factor of the chamber.
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k Q,Q 0 corrects for the different response of the ionization chamber between the user beam quality Q and the calibration beam quality Q 0 and it is defined as the ratio of the ionization chamber calibration coefficients at the beam qualities Q and Q 0
Ideally, it should be determined experimentally in a Primary or Secondary Standards
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Dosimetry Laboratory. When experimental k Q,Q 0 factors are not available, as it is commonly the case for proton beams, they may also be calculated theoretically as (Andreo 1992) k Q,Q 0 = s w,air,Q p Q s w,air,Q 0 p Q 0
where s w,air is the water/air stopping-power ratio, p is the perturbation correction factor 45 of the ionization chamber and W air is the mean energy needed to create an ion pair in air, at the beam qualities Q and Q 0 . Sempau et al (2004) introduced an alternative approach to the calculation of beam quality correction factors, based on the detailed Monte Carlo simulation of ionization chambers. The authors defined a single chamber-specific (and beam quality-dependent) 50 factor, f , that establishes the proportionality between the absorbed dose to water at a point in the absence of the detector (D w ) and the average absorbed dose to air in the ionization chamber sensitive volume (D air ), i.e. D w =D air f . With this approach beam quality correction factors are calculated as (Andreo et al 2013) 
of proton beams, ionization chamber-specific perturbation correction factors (p Q ) were assumed to be unity, with an overall standard uncertainty of the order of 1% ‡. As a consequence of this approximation and the uncertainty of the s w,air,Q values from Medin and Andreo (1997) , k Q,Q 0 factors for proton beams were estimated to have a rather large combined standard uncertainty (u = 1.7 % for cylindrical ionization chambers; u = 2.1 % for plane-parallel chambers), as compared to high-energy photon beams (u = 1.0 %). Such a large uncertainty could lead to a poor agreement in the reference dosimetry of different proton therapy centres using different reference ionization chambers. Several attempts have been made so far to reduce this uncertainty. Some authors 70 have determined experimentally k Q,Q 0 factors for a few cylindrical ionization chambers in a proton beam using water calorimetry (Vatnitsky et al 1996 , Medin et al 2006 , Medin 2010 ). However, the experimental k Q,Q 0 factors available in the literature are scarce. Other authors have used Monte Carlo simulation methods to calculate different quantities entering in equation (3), namely water/air stopping-power ratios have not yet been shown to achieve the level of accuracy needed for ionization chamber simulations (Poon et al 2005 , Elles et al 2008 , Klingebiel et al 2011 .
Recently, Salvat (2013) has developed penh, an extension of the penelope code that includes the transport of protons based on their electromagnetic interactions in 95 matter. Proton nuclear interactions have not been included. Sterpin et al (2013) introduced proton nuclear interactions for six isotopes ( 1 H, 12 C, 14 N, 16 O, 31 P, 40 Ca) in penh. However, the simulation of ionization chambers requires more than these six isotopes. Although not dominant, the effect of proton nuclear interactions cannot be neglected in proton therapy. Whereas the contribution of charged particles heavier than 100 protons to the absorbed dose to water might, on a first approximation, be considered ‡ In dealing with the expression of uncertainties, this work follows the recommendations of the GUM (JCGM 2008).
negligible (Paganetti 2002 , Fippel and Soukup 2004 , Gomà et al 2013 , the contribution of secondary protons (i.e. protons originating from non-elastic nuclear interactions) cannot be disregarded, as they contribute roughly to 10% of the dose deposited by a proton beam in the clinical energy range (Paganetti 2002) .
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The aim of this work is to calculate beam quality correction factors in monoenergetic proton beams, based on a detailed Monte Carlo simulation of ionization chambers in proton and 60 Co gamma radiation beams-i.e. using equation (4). k Q,Q 0 factors were calculated for a wide range of plane-parallel ionization chambers and a limited set of cylindrical ionization chambers. Two different sets of mean excitation energy 110 values for water (I w ) and graphite (I g ) were used: (i) the ICRU 37 (ICRU 1984) and ICRU 49 (ICRU 1993) values currently in use (I w = 75 eV and I g = 78 eV); and (ii) the latest I-values for water (I w = 78 eV, Andreo et al 2013) and graphite (I g = 81.1 eV, Burns et al 2014) , to be recommended in a forthcoming ICRU report on key data for ionizing radiation dosimetry. Two different W air values for proton beams were also used 115 accordingly (Andreo et al 2013) . The feasibility of Monte Carlo calculation of beam quality correction factors in proton beams was assessed by comparing the results with experimental data and theoretical calculations.
Materials and methods

We used
60 Co gamma radiation as the reference beam quality Q 0 and monoenergetic 120 proton beams of energies from 70 to 250 MeV as the user beam quality Q. Note that, when the reference beam quality is 60 Co, the subscript Q 0 in k Q,Q 0 is typically ommited. This section describes: (i) the Monte Carlo codes used in this work, (ii) the reference conditions used and the geometry of the simulations, (iii) the radiation sources, (iv) the transport simulation parameters, (v) the geometry of the simulated ionization chambers, 125 and (vi) the W air,Q values used.
Monte Carlo simulation codes
In this work we used penh (Salvat 2013) for the calculation of beam quality correction factors for proton beams. penh is a Fortran subroutine package, which is linked to penelope (Salvat 2014) , thus allowing for the simulation of coupled proton-electron-130 photon transport processes. As main program, we used a version of penEasy (Sempau et al 2011) that includes penh. As mentioned above, the only drawback of penh is that it does not include proton nuclear interactions and, therefore, it does not include the transport of the secondary protons originating from non-elastic nuclear interactions.
As the influence of secondary protons cannot be disregarded, we also used 
Reference conditions and geometry of the simulations
For the reference beam quality 60 Co we followed the reference conditions described in IAEA TRS-398. That is, we defined a 20 × 20 × 15 cm 3 water phantom and we set the reference depth (z ref ) to 5 g cm −2 , the source-to-chamber distance to 100 cm and the field size at the reference depth to 10 × 10 cm 2 . For proton beams we also followed the reference conditions for monoenergetic proton beams described in IAEA TRS-398, but 150 we set the reference depth to 2 g cm −2 , instead of 3 g cm −2 , as discussed in Gomà et al (2014) . To speed up the simulations of proton beams, we used a water phantom of 20 × 20 × 5 cm 3 , since proton backscatter can be considered negligible-see for instance Salvat (2013) .
The absorbed dose to water at the reference depth was calculated as the average 155 absorbed dose to water scored in a disc of 1 cm of radius and 250 µm of thickness centred at z ref . This is a procedure introduced by Sempau et al (2004) that has become a common method to compute D w in f Q calculations, where the absorbed dose to water in a point is approximated by the average absorbed dose to water scored in a small volume.D air was calculated as the average absorbed dose to air in the 160 ionization chamber sensitive volume. For both 60 Co and proton beams the ionization chambers were positioned as described in IAEA TRS-398, i.e. the reference point of the chamber was positioned on the central axis of the beam at the reference depth. For cylindrical chambers the reference point is the centre of the cavity volume; for plane-parallel chambers it is on the inner surface of the entrance window at its centre.
Some authors have questioned the IAEA TRS-398 recommendation of positioning the reference point of cylindrical chambers at the reference depth in monoenergetic proton beams , Palmans 2006 , Gomà et al 2014 , Gomà et al 2015 . This point will not be addressed in this work. Herein we focus on the calculation of k Q factors for plane-parallel chambers, which are not affected by this debate. We also simulated a 170 limited set of cylindrical chambers, in order to validate our simulations with published experimental data.
Radiation sources
As 60 Co beam source we simulated a photon point source located 100 cm away from z ref (i.e. 95 cm away from the water phantom surface), shaping a 10 × 10 cm 2 field at z ref .
175
The energy of the photons emerging from the source was sampled from the spectrum of the Bureau International des Poids et Mesures (BIPM) 60 Co-source calculated by Burns (2003) . As this spectrum had been scored at a distance of 90 cm from the source, we transported the photons through 90 cm of vacuum and 5 cm of air before reaching the water phantom.
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As proton source we used a phase-space file (PSF) generated with Gamos. We simulated a planar 10×10 cm 2 proton beam impinging on the surface of a water phantom. The incident protons were monoenergetic, monodirectional and perpendicular to the water phantom surface. We scored a PSF at the depth of 15 mm in water, including only those particles that penh can transport, i.e. protons, electrons, positrons and photons.
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PSFs were generated for five different proton energies (70, 100, 150, 200 and 250 MeV) and they were subsequently used as input PSF sources in penh. Table 1 shows the equivalence between the initial energy of the proton beam and the range in water for different I w -values. R CSDA is the continuous slowing down approximation range; R p is the practical range, which is defined as the depth beyond the Bragg peak at which the 190 absorbed dose falls to 10% of its maximum value (Andreo et al 2000) ; and R res is the residual range, which is defined as the practical range minus the measurement depth (Andreo et al 2000) and in table 1 is given for a reference depth of z ref = 2 g cm −2 . It is important to point out that, in the calculation of the beam quality correction factors, we assumed that the contribution to D w from secondary protons and heavier 195 charged particles generated in the vicinity of the reference point of measurement is comparable to the contribution toD air from secondary protons and heavier charged particles generated in the ionization chamber materials. Thus, this work assumes that these two contributions cancel out in the numerator of equation (4) 
Transport simulation parameters
2.4.1. Gamos. In Gamos we set the production cuts for photons, electrons and positrons to 2.5 µm, the absorption energies of photons to E abs (γ) = 1 keV, electrons and positrons to E abs (e − ) = E abs (e + ) = 200 keV and protons to E abs (p) = 1 MeV. We 2.4.2. penh. The transport simulation parameters in penh are the same as in penelope and they are described in detail in Salvat (2014) . In this work all the simulations had the same structure: a scoring volume, a detailed 210 simulation region (around the scoring volume) and a mixed (class II) (Berger 1963) simulation region (surrounding these two). The scoring volume was either the small disc of water, assumed to be good representative of a point, or the ionization chamber sensitive volume. The detailed and mixed simulation volumes were defined arbitrarily, but conservatively, as follows. We transported all electrons with energy higher than 215 200 keV, as these electrons have a radiation yield in water larger than 0.1%. Where the probability for a 200 keV electron of reaching the scoring volume was negligible, we set the absorption energy for electrons to E abs (e − ) = 200 keV; where it was non-negligible, we set it to E abs (e − ) = 1 keV. In water, for instance, we defined this probability based on the R CSDA in water of a 200 keV electron, multiplied by a factor of 1.2-to account for 220 the possibility that an electon may travel a distance beyond its R CSDA due to energy-loss straggling (Sempau and Andreo 2006) . In ionization chamber geometries the influence of the different materials was taken into account. Finally, we defined the detailed and mixed simulation volumes as the regions with E abs (e − ) = 1 keV and E abs (e − ) = 200 keV, respectively.
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Absorption energies for photons and protons were set to E abs (γ) = 1 keV and E abs (p) = 1 MeV, respectively, for all regions. In the scoring volume and the detailed simulation region we used detailed simulation (i.e. we simulated every single interaction). Absorption energies for electrons and positrons were set to E abs (e − ) = E abs (e + ) = 1 keV and all the transport simulation parameters (C 1 , C 2 , W cc , and W cr ) for all charged 230 particles were set to zero. In the mixed simulation region the absorption energy for electrons and positrons was 200 keV. For all charged particles we used W cc = 10 keV and W cr = 1 keV and we increased gradually C 1 and C 2 from 0.05 (everywhere in the mixed simulation region within a distance less than or equal to 5 mm from the scoring volume) to 0.1 (elsewhere). In the mixed simulation region we also set dsmax in such 235 a way that each charged particle underwent at least 20 artificial interactions-each one condensing the effect of many soft interactions-in each body.
To reduce the statistical uncertainty, we applied the variance reduction technique of particle splitting to all the particles arriving at the scoring volume, with a splitting factor of 10. We implemented particle splitting in such a way that split particles could 240 not be split again.
Finally, all proton, electron and positron electronic stopping powers in the material data files were evaluated using the two sets of I w -and I g -values.
Ionization chambers
As mentioned above, this work focuses on the simulation of plane-parallel ionization 245 chambers. We simulated accurately the geometry of nine different chambers: the Exradin A10, A11 and A11TW (Standard Imaging, Middleton WI, USA); the IBA very detailed descriptions of the geometry and materials of the chambers were provided by the manufacturers. For the Exradin chambers geometry files were built from blueprints; for the IBA chambers we adapted the geometry files prepared by Sempau et al (2004) . For the PTW chambers a less detailed description of the geometry and partial information of the materials of the chambers were also provided by the manufacturer.
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It is well-known that small variations in the dimensions and material composition of the detection volume and surrounding bodies (entrance window, collecting electrode, guard ring, etc.) have a significant effect onD air . Table 3 and table 4 show the Monte Carlo calculated f Q 0 factors (i.e. for 60 Co gamma radiation) for the different plane-parallel and cylindrical ionization chambers studied in this work. We calculated the f Q 0 factors using the electronic stopping powers resulting from the adoption of two different sets of I-values for water and graphite: ICRU I-values Although the explicit f Q 0 factors were not reported in their work, the values in table 3 were provided by the authors in a private communication. For the NACP-02 f Q 0 factor table 3 shows the value corresponding to the geometry studied in this work (0.6 mmthick entrance window, ρ g = 1.82 g cm −3 ), also provided by the authors. Zink and Wulff (2012) calculated the perturbation correction factors p Q 0 for the NACP-02 and 305 the three PTW chambers studied in this work with egsnrc. The values shown in table 3 are the product of the reported p Q 0 factors and the IAEA TRS-398 water/air stopping power ratio for 60 Co (s w,air,Q 0 = 1.133). The uncertainty values shown in table 3 correspond to the uncertainty estimates given by these authors for the p Q 0 factors, i.e. they do not take the uncertainty of s w,air,Q 0 into account. Again, for the NACP-02 f Q 0 310 factor we took the value corresponding to the geometry studied in this work. Finally, Erazo et al (2014) calculated k Q,Q 0 factors in electron beams for the NACP-02 and the three Exradin ionization chambers studied in this work with penelope-2011. Although the explicit f Q 0 factors were not reported in their work, the values in table 3 were also provided by the authors in a private communication. Table 4 also shows f Q 0 factors for cylindrical chambers published in the literature. Muir and Rogers (2010) calculated k Q factors in megavoltage photon beams for the three cylindrical chambers studied in this work with egsnrc and using ICRU I-values. Although the explicit f Q 0 factors were not reported in their work, the values in table 4 were provided by the authors in a private communication. Andreo et al (2013) calculated 320 the f Q 0 factor of the NE 2571 for the same two sets of I-values studied in this work, also with egsnrc.
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For the plane-parallel ionization chambers studied in this work we found that the adoption of new I-values leads to a decrease in f Q 0 of around 0.2%, ranging from no changes (PTW Adv. Markus) to a decrease of about 0.6% (IBA PPC-40). It should be 325 noticed that the estimate of Andreo et al (2013) for the decrease in s w,air,Q 0 , resulting from the adoption of new I-values, was 0.6%. Hence, the new I-values cause an increase in the perturbation correction factors for 60 Co estimated to be negligible for the IBA PPC-40 chamber and up to 0.6% for the PTW Adv. Markus, where the changes in s w,air,Q 0 and p Q 0 practically cancel each other.
For cylindrical chambers the adoption of new I-values results in a decrease in f Q 0 of 0.2% for the IBA FC65-P and of about 0.7% for the graphite-walled chambers (IBA FC65-G and NE 2571). Thus, for graphite-walled cylindrical chambers the new I-values result in negligible changes in p Q 0 , which is consistent with the 0.2% increase estimated by Andreo et al (2013) for the NE 2571.
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The vast majority of f Q 0 factors calculated in this work agree within 0.5% with the values published in the literature and calculated using the same I-values. These differences are consistent with the use of different Monte Carlo codes. In what follows we limit the discussion of the results to those differences larger than 0.5%.
For the Exradin A10 our f Q 0 factor differs by 1.5% and 2.7% from the values of
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Erazo et al (2014) and Muir et al (2012) , respectively. Such large differences are only observed with this ionization chamber model. In addition to the Monte Carlo code (or its version) and the 60 Co spectrum used, there are two important differences between our simulations and those by these authors: (i) for the description of the geometry we used an updated version of the A10 blueprints provided by the manufacturer, fixing a 345 'bug' in the vicinity of the chamber sensitive volume; and (ii) the transport simulation parameters used in the chamber sensitive volume and surrounding bodies were rather different. Whereas our work used detailed simulation (i.e. all collisions were simulated), these authors used a mixed simulation scheme. The smaller the air cavity, the larger the influence of transport simulation parameters. This explains the larger effect on the 350 A10 chamber, which has a small sensitive volume.
The f Q 0 factor of the NACP-02 chamber agrees within 0.2%, 0.2% and 0.4% with the values of Muir et al (2012) , Erazo et al (2014) and Panettieri et al (2008) , respectively, but it differs by 0.7% from the value of Zink and Wulff (2012) . This discrepancy could be explained in terms of the different material composition of the collecting electrode 355 used by Zink and Wulff (2012) , which may affect f Q 0 by up to 0.5% (Muir et al 2012) .
For the IBA PPC-05 our f Q 0 factor agrees within 0.3% with the value of Panettieri et al (2008) , but it differs by 0.8% from the value of Muir et al (2012) . As in the case of the Exradin A10 chamber, this discrepancy could arise from the difference between detailed and mixed simulation-which, as mentioned above, is more notorious for small 360 volume ionization chambers like the IBA PPC-05. in k Q of about 0.3%-changes in k Q factors are, however, strongly dependent on the ionization chamber model. For plane-parallel chambers changes in k Q range from −0.6% up to 1.6%; for cylindrical chambers they range from −0.1% to 1%. For the NE 2571 we Table 5 : Monte Carlo calculated k Q factors for monoenergetic proton beams, at the reference depth of 2 g cm −2 , as a function of the initial proton energy. The values within parenthesis correspond to one standard uncertainty in the last digit. Medin et al (2006) and Medin (2010) , determined with water calorimetry. Figure 2 shows the k Q factors for plane-parallel chambers.
Proton beam qualities
All the k Q factors calculated in this work using ICRU I-values agree within 2.3% or better with the k Q factors tabulated in IAEA TRS-398 and within 1% or better 385 with the experimental values of Medin et al (2006) and Medin (2010) . The k Q factors calculated using I w = 78 eV and I g = 81.1 eV also agree within 1.1% or better with the experimental values. Despite this agreement, the dependence of our k Q factors with the residual range shows a different trend than IAEA TRS-398 values. Figure 1 shows that for cylindrical chambers the variation of our k Q factors with the residual range is 390 of the order of 5% (within a R res range from 2 to 37 g cm −2 ), much larger than that of IAEA TRS-398 values (smaller than 0.5%). Such a variation is mainly due to the increase of our k Q factors at small residual ranges, which in turn is due to the fact that the reference point of the chamber-and not its effective point of measurement-is positioned at the reference measurement depth (Gomà et al 2014 , Gomà et al 2015 . Figure 2 shows that for plane-parallel ionization chambers the agreement between our k Q factors and IAEA TRS-398 values is better (almost always within 1%) than for cylindrical ionization chambers. However, the variation of the k Q factors with the residual range seems to follow a different trend. Whereas IAEA TRS-398 k Q factors decrease slightly with increasing residual range, our k Q factors seem to slightly increase 400 with increasing residual range. This might be simply a consequence of not assuming a constant p Q = 1. Excluding the case of cylindrical chambers at small residual ranges (because of the reasons mentioned above), all our k Q factors calculated using ICRU I-values agree with the IAEA TRS-398 values within the standard uncertainty stated in the Code of 405 Practice. Compatible with this agreement is the fact that our mean k Q values and IAEA TRS-398 mean values may differ by up to 1.8% for some ionization chamber models. Furthermore, these differences (between mean k Q values) are strongly dependent on the ionization chamber model and the proton beam quality. Such a dependence seems to indicate that perturbation correction factors in proton beams could be significantly 410 different from unity, at least for the some of the ionization chambers studied in this work. For graphite-walled Farmer chambers, for instance, we found that for R res > 14 g cm −2
the differences between our mean k Q values and IAEA TRS-398 values are of about 1.7%. Part of these differences (0.8-0.9%) arise from a higher f Q 0 factor (f Q 0 = 1.111-1.112) than that in IAEA TRS-398 (f Q 0 = 1.102). The remaining part arises from a 415 smaller f Q factor, pointing at p Q ∼ 0.992(2), slighly lower than the value calculated by Palmans (2011) (p Q = 0.9965).
To further validate the Monte Carlo k Q factors calculated in this work , table 6 and  table 7 determined experimentally the ratio of k Q factors between different ionization chambers and the NE 2571 chamber (as reference chamber) for a non-modulated proton beam of R res = 2.65 cm. In their work the authors reported p Q ratios, instead of k Q ratios, after 425 applying a serie of theoretical corrections to the experimental data. Herein we reverted these corrections, so that table 6 shows the experimental k Q ratios obtained by Palmans et al (2001) and Palmans et al (2002) . Also Gomà et al (2015) determined the ratio of k Q factors for different ionization chambers in a proton beam of R res 6 cm. The values shown in table 7 correspond to the results reported for a non-modulated proton beam.
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The k Q ratios calculated in this work using ICRU I-values were found to agree within 0.4%, 0.7% and 1.9%, or better, with the experimental values of Palmans et al (2001) , Palmans et al (2002) and Gomà et al (2015) , respectively. The k Q ratios calculated using I w = 78 eV and I g = 81.1 eV were found to agree within 0.1%, 1.3% and 1.0%, or better, with the experimental values of Palmans et al (2001) , Palmans et al (2002) and Gomà et al (2015) , respectively. It is worth mentioning again that the k Q factors calculated in this work are based on the assumption that the contribution to the absorbed dose to water at the reference depth from secondary protons and heavier charged particles generated in the vicinity of z ref is comparable to the contribution to the absorbed dose to air in 440 the ionization chamber sensitive volume from secondary protons and heavier charged particles generated in the ionization chamber materials. This assumption might affect different ionization chambers differently, depending on the materials they are made of. Nevertheless, and despite this assumption, we found good agreement between our Monte Carlo calculated k Q factors and the experimental data published in the literature.
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Finally, it is important to point out that the k Q factors calculated in this work include inherently a correction for dose gradient effects in monoenergetic proton beams. Therefore, they should not be used in modulated proton beams, where dose gradients are much smaller.
Conclusions
This work calculated f Q 0 factors (in 60 Co gamma radiation) and k Q factors in monoenergetic proton beams for a wide range of ionization chambers using Monte Carlo simulation. We used the electronic stopping powers resulting from the adoption of two different sets of I-values for water and graphite: ICRU 37 and ICRU 49 I-values (I w = 75 eV; I g = 78 eV) and new I-values proposed by Andreo et al (2013) results of this work point at perturbation correction factors in proton beams that may differ significantly from unity for some of the ionization chambers studied. Nevertheless, it is believed that an independent calculation of k Q factors in proton beams-by other authors and, ideally, with a different Monte Carlo code-would be of interest for the scientific community in order to validate, or question, the k Q factors reported in this 465 work. 
