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This paper presents our vision of how to use in silico approaches to extract the reaction mechanisms and
kinetic parameters for complex condensed-phase chemical processes that underlie important technologies
ranging from combustion to chemical vapor deposition. The goal is to provide an analytic description of
the detailed evolution of a complex chemical system from reactants through various intermediates to
products, so that one could optimize the efficiency of the reactive processes to produce the desired
products and avoid unwanted side products. We could start with quantum mechanics (QM) to ensure an
accurate description; however, to obtain useful kinetics we need to average over ∼10-nm spatial scales for
∼1 ns, which is prohibitively impractical with QM. Instead, we use the reactive force field (ReaxFF) trained
to fit QM to carry out the reactive molecular dynamics (RMD). We focus here on showing that it is practical
to extract from such RMD the reaction mechanisms and kinetics information needed to describe the
reactions analytically. This analytic description can then be used to incorporate the correct reaction chem-
istry from the QM/ReaxFF atomistic description into larger-scale simulations of ∼10 nm to micrometers to
millimeters to meters using analytic approaches of computational fluid dynamics and/or continuum chem-
ical dynamics. In the paper we lay out the strategy to extract the mechanisms and rate parameters
automatically without the necessity of knowing any details of the chemistry. We consider this to be a
proof of concept. We refer to the process as RMD2Kin (reactive molecular dynamics to kinetics) for the
general approach and as ReaxMD2Kin (ReaxFF molecular dynamics to kinetics) for QM-ReaxFF–based
reaction kinetics.
reaction kinetics | ReaxFF reactive force field | reactive molecular dynamics | RMD2Kin | ReaxMD2Kin
Complex chemical processes underlie many impor-
tant technologies, including combustion, propulsion,
hydrocracking, fracking, chemical vapor deposition,
atomic layer deposition, and reactive etching. Energy
and environmental sustainability demands that we
develop much more efficient processes with mini-
mal energy cost and environmental impact. But the
reactions taking place in these systems are far too
complex to follow the details experimentally (1). Thus,
the kinetics is usually greatly oversimplified in terms
of straightforward reactive schemes that involve only
a few of the reaction intermediates. Systems are of-
ten described using simple models with adjustable
empirical parameters to characterize the coupling
between temperature, overall reaction energetics,
and time dependence of the energy release. This
makes it difficult to connect real-world performance
to the actual molecular species involved, and it is
not necessarily clear what changes to make to the
system to further optimize reaction conditions, fuels
and oxidizers, and engine design to maximize power
and efficiency while minimizing environmental im-
pact. The necessary level of information usually can-
not be obtained experimentally except maybe
under very dilute conditions. Thus, another approach
is needed.
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We propose a paradigm, RMD2Kin (reactive molecular dynam-
ics to kinetics), to describe computationally all of the details of the
reaction kinetics, including rates, energetics, and mechanisms and
to link macroscopic evolution of a chemical system to reaction
details at the molecular scale that ultimately controls perfor-
mance. We start by developing a reactive force field that provides
the accuracy of first-principles quantum mechanics in describing
the interatomic interactions of the reactive species in two-body
calculations to enable reactive molecular dynamics (RMD) simula-
tions at a fraction of the computational cost of QM. In the example
here we used the reactive force field (ReaxFF) developed over the
last 15 years to provide nearly the accuracy of QM. Using ReaxFF
(denoted ReaxMD2Kin for ReaxFF molecular dynamics to kinet-
ics), we report very detailed analysis of the system at the scale of
10 nm to understand the kinetics and mechanisms. We then ex-
tract analytic rate constant expressions that could be used in con-
tinuum simulations to describe phenomena at the 0.1–10-μm
scales and could be averaged again to describe the system at
the millimeter to centimeter scales found in the real world, e.g.,
in an engine. The atomistic simulations at the heart of this pro-
cedure may involve thousands to millions of atoms, depending on
density, which would be impractical to describe solely with first-
principles QM. We thus start with ReaxFF to mimic QM accuracy
at the smallest two-body scale, so that the averaging for all higher
scales is based on this QM starting point. This links the macro-
scopic performance of a particular system to individual reactions
and permits testing a wide variety of systems to predict and op-
timize new formulations before experiment. This would allow syn-
thesis and experiment to focus on the best possible systems,
which could dramatically accelerate improvements in perfor-
mance (2–19).
We illustrate the process here for a simple case of hydrogen
peroxide decomposition. We analyze radical-initiated hydrogen
peroxide decomposition and extract the mechanisms, rates, and
transition-state enthalpies and entropies of the various reactions
involved. We then use the extracted information to recreate the
evolution of the system from initial concentrations. We show that
the predicted concentrations reproduce well the observed con-
centrations, validating that our approach is self-consistent.
The Reactive Force Field
ReaxFF (2) has the ability to describe surfaces, defects, diffusion,
and chemical reactions, including formation and dissociation of
chemical bonds to describe reactive processes in large-scale
systems [millions of atoms (3) at nearly the accuracy of QM but
at the computational cost of traditional classical force fields].
ReaxFF has been applied extensively to a number of reactive
systems, which include hydrocarbons (2), nitramines (4), peroxides
(5), aluminum metal and aluminum oxides (6, 7), silicon/silicon
oxide interfaces (8) and dielectric breakdown (9), silicon carbides
(10, 11), copper/nickel/cobalt interactions with carbon (12),
magnesium and magnesium hydrides (13), lithium/lithium car-
bides (14), diamond-like carbon films and fullerene and bucky
tube formation (12, 15–17), BiMoOx selective oxidation catalysts
(18), the oxygen ion diffusion coefficient as a function of tem-
perature in solid-state electrochemistry (19), and triple-phase
electrochemical boundaries in Ni/YSZ/H2 and Ni/YSZ/butane in-
terfaces (20).
Important and relevant capabilities and characteristics of ReaxFF
are as follows: (i) The ReaxFF charges have atomic-sized distribu-
tion (instead of being point charges, as in most other force fields),
so that they properly include shielding of nearby atoms. This allows
electrostatic interactions even on bonded atoms and avoids sin-
gularities that can occur with point charges. (ii) The charges are
allowed to change dynamically as bonds are formed or broken and
they operate between all atoms, not just nonbonded ones. (iii) Van
der Waals (vdW) interactions are included between all atoms, not
just nonbonded atoms. This allows the valence-bonding in-
teraction to be monotonically attractive since the vdW inner wall
balances the bond attraction. (iv) All valence interactions depend
on the bond order, going to zero as the bonds are broken. (v) All
parameters are obtained directly and systematically from QM, so
we can extend them to all atoms of the periodic table.
We have recently combined ReaxFF with the polarizable QEq
(PQEq) methodology (21, 22) to produce a polarizable ReaxFF
(ReaxPQ) that captures self-consistently the local polarization
needed for describing dielectric and magnetic properties. Our
prototype of ReaxPQ has shown excellent description of reaction
steps and polarization at reaction temperatures (23).
In this paper we validate our approach for the simple case of
radical initiated hydrogen peroxide decomposition to form H2O
and O2 as final products. We start with reactants (H2O2 and OH)
and allow them to react under various temperatures (T) and
pressures (P) to form a series of intermediates (OH and HO2 are
prominent) to produce products (H2O and O2). With no assump-
tions about the chemistry, the algorithm analyzes the molecules as
they form and break bonds using the bond-order (BO) relation-
ships from ReaxFF. We account for any complex intermediates
and trace the dominant species back in time to the specific re-
actions that formed them. From this analysis we extract rate
equations without any previous knowledge of the reaction kinet-
ics. Then, using the derived reaction kinetics, we predict the
overall evolution of the chemistry analytically, reproducing the
details of the reaction kinetics observed in RMD.
We consider this paper to be a proof of concept, which is able
to provide the same level of detail for far more complicated sys-
tems. By keeping track of the actual molecules formed as a
function of time and then tracing them back in time, we can find
the specific reaction responsible for any specific product and learn
what the reactants were and what other products are formed. We
thus obtain an unprecedented level of detail about the chemistry
of a particular system, which we then can analyze or alter to meet
the needs of the more significant problem.
The Simulation System
The prototype system we use here to illustrate the process is
enclosed in a periodic box 10 ×10× 10 nm in size. At the start of
the simulation, it is filled with 1,000 peroxide molecules at a
density of 55 kg/m3. The system geometry is minimized with the
Polak–Ribiere conjugate gradient algorithm (24) and heated to a
desired temperature (1,000–2,000 K in 100-K increments) by
rescaling atom velocities with a Berendsen thermostat (25). To
accelerate peroxide decomposition, the system is seeded by
converting 20% (200) of the HOOH molecules into HO radicals
randomly throughout the volume. Once the radicals are in-
troduced, the system is allowed to react at constant number of
atoms N, constant volume V, and constant energy E, denoted as
NVE, for 200 ps at a time step of 1 fs. [Since the speed of sound is
less than 1.82 nm/ps for liquidHOOH (1820m/s at density 1400 kg/m3)
and the system is 10 nmwide at density 50 kg/m3, the sound wave will
take more than 5 ps to cross the system, and thus the local energy
release from reactions will have a much more significant impact
on the local temperature than will using a temperature bath. At
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the same time, we show in SI Appendix, Fig. S3 that using iso-
thermal dynamics at constant number of atoms N, constant vol-
ume V and constant temperature T (NVT) leads to comparable
results.]
The simulations were run with LAMMPS (26) with the reax/c
ReaxFF package (27). The input was prepared with Packmol (28).
The 3D images and animations were prepared using Ovito (29).
The raw data are available to interested researchers by request.
Simulation Method
To analyze the RMD simulations, we must distinguish reactants
and products from transient clusters that form and disappear
without reacting due to interspecies collisions and bond vibra-
tions. To define molecules, we analyze bonding interactions be-
tween all atoms at each time step and define bonds by setting bond-
order cutoffs for the desired bonds (SI Appendix, Table S1). During
vibrations, the bond lengths (and, therefore, bond orders) change as
the molecule vibrates, so that, e.g., HOOHmay seem to decompose
to HO + OH but a few time steps later, the same atoms form an
identical HOOH. We distinguish such redundancies from events
where there is actually bond breaking or exchange of atoms by de-
fining a time window (50 fs) during which a bond must remain below
the bond-order cutoff to be considered broken.
The RMD simulation analysis yields a list of molecules present
in the system at every time step. We analyze this information to
define reactions at each timestep. By keeping track of all atoms
that make up each molecule, we can go back in time and find
which species reacted to give a particular product. We find that
certain combinations of species may form long-lasting (>100 fs)
metastable complex intermediates before reacting. The lifetimes
of these intermediates depend on the collision geometry and
rotational energy of the reactants. The intermediates are present
in negligible concentration (no more than a few at a time in a box
of 1000 molecules) and decompose with or without reacting. In
order to account for the net reaction, we developed an algorithm
that follows the life of the intermediate forward and backward in
time until the initial reactants and final products only involve the
dominant species. Then, we consider a reaction to be defined.
This allows us to describe all reactions as interactions of the
dominant species and to treat equivalent reactions in the same
manner.
Once reactions are defined for each time step of the simula-
tion, we analyze them to extract rate constants and barriers. For
each given starting temperature, the overall concentration of all
species changes throughout the simulation. Therefore, we split
the time axis into 20 equal intervals in each of which the change in
concentration has a small impact on the overall rate and then
calculate the rate for each interval individually.
From the reaction trajectories, we know that the dynamics are
quite complex. However, we find that most reactions can be de-
scribed as two bodies (A and B) colliding to form two products (C
and D), such as HOOH + OH → HOO + H2O, or three products,
such as HOOH + HOO → OH + O2 + H2O. For reactions that
seem unimolecular (e.g., HOOH → HO + OH), we find that third
bodies, M, play the role in energizing the reacting molecules
without being modified. Thus, we can consider them implicitly in
terms of T and P and account for their role with the rate constant.
For a bimolecular reaction that is first order in both reactants,
A + B → C +D, the rate is given byR= k[A][B], where the rateR is
the derivative of reaction concentration with time, k is the rate
constant, and [A] and [B] are concentrations of each reactant. We
calculateR as the ratio of the number of reactions in a time interval to
the length of that interval and reactant concentrations [A] and [B] (or
just [A] for unimolecular reactions) as the ratio of the number of re-
actants to the size of the simulation box. We obtain the overall rate
constant for each temperature by solving the equation for k in each
time interval and averaging k over all 20 intervals.
The Eyring equation explicitly relates the rate constant to
temperature and to enthalpy and entropy of activation as
k =
kBT
h
e
ΔS‡
R e−
ΔH‡
RT , [1]
where k is the rate constant, kB is Boltzmann constant, T is the
temperature, h is Planck constant, R is the ideal gas constant,
and (ΔH‡) and (ΔS‡) are the enthalpy and entropy of activation.
Taking the logarithm and rearranging,
ln
k
T
=−
ΔH‡
R
·
1
T
+ ln
kB
h
+
ΔS‡
R
. [2]
After computing k as described above, we determine (ΔH‡)
and (ΔS‡) by finding the least-squares fit of ln(k/T) vs. 1/T.
Then, using the calculated values for enthalpy and entropy
of activation, we can analytically describe evolution of the
chemistry. Specifically, we calculate rate constants at each
temperature from the (ΔH‡) and (ΔS‡) in Eq. 1 at that temper-
ature extracted from the fitted rate and compute the concen-
trations of all species from these rate constants for all
dominant reactions. We find that these analytical predictions
are consistent with our numerical data.
The ReaxMD2Kin method has a number of important param-
eters: temperatures, densities, initial concentrations, dominant
species and reactions, and local concentrations, among others. In
this illustration, we have set these parameters “by hand”: We
manually set the temperatures, densities, and initial concentra-
tions; selected dominant species and reactions; and considered
concentrations to be uniform throughout the system. For the
target big-data problem of analyzing a systemwith amillion atoms
and hundreds of distinct reactions, this process would need to be
automated. This presents a great opportunity to use machine
learning. That is, a self-correcting algorithm based on the method
described above would select optimum analysis parameters
based on how well the analytical prediction reproduces the ob-
served data. It thus would be trained to recognize dominant re-
actions, to follow complex pathways, to derive and analyze
reaction mechanisms, and to ultimately provide an unprece-
dented level of detail about the chemistry of a particular complex
system.
Eyring/Arrhenius Parameters
The predicted reaction products as a function of time for the
range of 1,000–2,000 K are shown in Fig. 1 and SI Appendix, Fig.
S1. From analyzing the RMD, we find there are five dominant
species (HOOH, H2O, O2, HOO, and OH) and seven dominant
reactions. The rates as a function of time are plotted as ln(k/T) vs.
1/T for all seven dominant reactions in Fig. 2.
We use the dependence of concentration on time to compute
rate constants for each reaction at each temperature. We fit the
rate constants to the average system temperature using the Eyring
equation, Eq. 1 to obtain (ΔH‡) and (ΔS‡) and also to calculate
(ΔG‡300K) and (ΔG
‡
1,000K), listed in Table 1.
Then, using Eq. 1, the system temperature, the initial con-
centrations, and the calculated (ΔH‡) and (ΔS‡), we analytically
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compute the expected concentrations of each dominant species
as a function of time for all reactions. We find that these seven
reactions describe the overall dynamics quite well, as shown in
Fig. 1 and SI Appendix, Fig. S1, which compares the predicted
and observed numbers of species present in each system through-
out the simulation. We see very good agreement over the whole
range of temperatures from 1,000 K to 2,000 K.
Analysis of the Reactive Trajectories
All seven reactions have negative activation entropy. This is rea-
sonable for all reactions except HOOH dissociation, where one
would expect the transition state (TS) to be far looser than the
reactant. We assume that it must have to do with a nonlinear in-
crease in deactivating collisions as the temperature increases.
Four of the seven reactions have negative activation enthalpy,
because they involve intrinsically unstable radicals for which the
transition state provides a lower enthalpy than isolated reactants.
Three of the reactions have positive activation enthalpy, because
those reactants are more stable by themselves and thus have a
lower enthalpy when isolated than when in the transition state.
Specifically, for reaction 5, water is very stable, so even though a
radical is present, the transition state has higher enthalpy
than the reactants by themselves. For reaction 6, the only reactant
is a neutral peroxide, so its transition state will naturally have
higher enthalpy. Reaction 7 results in the formation of a rota-
tionally bound metastable complex which has a significantly
higher enthalpy in the transition state than the two OH radicals
individually.
Reaction 1 is most important, since it initiates the reac-
tions. Experimentally it is exothermic by ∼29 kcal/mol at 300 K,
but in our kinetics (ΔH‡) = −4.89 kcal/mol and (ΔG‡300K) =
−0.48 kcal/mol, indicating that not all of the exothermicity aids in
getting to the TS. Indeed, the 3D reaction video (SI Appendix,
Movie S1) and raw data show a considerable amount of rotational
energy and our two-body QM and ReaxFF calculations find no TS.
Reaction 2 is exothermic by ∼19 kcal/mol at 300 K, but (ΔH‡) =
−1.68 kcal/mol and (ΔG‡300K) = 3.27 kcal/mol. Our single-molecule
HOOH
H2O
O2
HOO
OH
HOOH
H2O
O2
HOO
OH
HOOH
H2O
O2
HOO
OH
HOOH
H2O
O2
HOO
OH
Fig. 1. Observed (solid line) and predicted (dashed line) species as a function of time, for several temperatures from 1,000 K to 2,000 K (other
temperatures are in SI Appendix, Fig. S1). Observed data are from the ReaxFF RMD; predicted data are the analytical extrapolation from initial
concentrations using (ΔH‡) and (ΔS‡) determined from fitting rate constants to temperature.
Fig. 2. Calculated rate constants vs. average system temperature, extracted from the observed ReaxFF RMD and plotted as ln(k/T) vs 1/T. The
best least-squares linear fit to these data is shown (dashed line), which was used to determine the (ΔH‡) and (ΔS‡) for Eq. 1.
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QM and ReaxFF calculations find a barrier of 14 kcal/mol and 16
kcal/mol, respectively.
Reaction 3 is exothermic by ∼60 kcal/mol at 300 K, but (ΔH‡) =
−3.23 kcal/mol and (ΔG‡300K) = 0.68 kcal/mol, again indicating
only a fraction of the exothermicity aids getting to the TS. Indeed,
our QM and ReaxFF calculations find no TS.
Reaction 4 is exothermic by ∼40 kcal/mol at 300 K, but (ΔH‡) =
−1.81 kcal/mol and (ΔG‡300K) = 2.42 kcal/mol. Our QM and
ReaxFF calculations find no TS.
Reaction 5 is endothermic by ∼29 kcal/mol at 300 K, but
(ΔH‡) = 0.37 kcal/mol and (ΔG‡300K) = 5.44 kcal/mol. Our QM and
ReaxFF calculations for the reverse reaction find no TS.
Reaction 6 is endothermic by ∼50 kcal/mol at 300 K, but
(ΔH‡) = 25.9 kcal/mol and (ΔG‡300K) = 28.5 kcal/mol. Our QM and
ReaxFF calculations for the reverse reaction find no TS. Of course
many collisions with third bodies are necessary.
Two especially interesting cases are reaction 2 and reaction 7.
For reaction 2, we found two common configurations of reactants:
Fig. 3 A and B. These configurations differ in how the HOO radical
attacks peroxide: If the H of HOO attacks the O of HOOH (Fig.
3A), then the H transfers to the peroxide O to form water and
leaves behind O2, while the peroxide O–O bond breaks and
leaves behind OH. Thus, the products are H2O, O2, and OH. Thus
reaction 2 is exothermic by ∼19 kcal/mol, but (ΔH‡) = −1.68, a
QM barrier of 14 kcal/mol (SI Appendix, Fig. S8). If, however, the
O of HOO attacks the H of HOOH (Fig. 3B), then a metastable
complex is formed in which the peroxide H gets transferred
continually between HOOH and HO2, with no net reaction (but
half the time a transferred H). This metastable complex can live up
to 1 ps, but may break up earlier due to interacting with a third
body. This is illustrated in the 3D reaction videos, SI Appendix,
Movies S2 and S3.
Reaction 7 is interesting because it does not form stable
HOOH. Instead, it forms a rotationally bound metastable HO–OH
complex that lives for hundreds of femtoseconds and then dis-
sociates back into OH +OH (Fig. 3C). This reaction therefore has a
significant impact on the instantaneous concentration of OH and,
due to the especially high reactivity of the OH radical, must be
accounted for individually.
The kinetics for all seven reactions are fully dependent on
kinetic processes in the condensed liquid, with behaviors quite
different from those for a dilute gas. This shows the importance
of describing the dynamics over hundreds of picoseconds
while the reactions are occurring and provides unique and
important information about the dynamics that is not available
from low-pressure collisions or from QM calculations on the
two-body interactions.
Combustion-Induced Interface Instabilities
In the context of this special issue, we carried out atomistic sim-
ulations aimed at searching for chemically induced instabilities
such as the Landau–Darrieus instability (LDI) (30). While it has
been predicted that the flame front (considered as a fluid in-
terface) should be unconditionally unstable, leading to the ex-
ponential growth of the interface perturbation (30), LDI has been a
challenge to observe in experiments (31). The paradox has been
resolved by accounting for the stabilizing influences of dissipa-
tion, diffusion, and finite front thickness on the interface dynamics
at small scales (31). These mechanisms presume intense interac-
tions and transports of many molecules at the kinetic and atomic
scales (31). Theoretically, LDI requires an energy imbalance at the
interface (32), which may be induced at the interface by energy
fluctuations due to chemical reactions. Here, we consider the
problem from the kinetic point of view, as the effect of chemical
reactions on the front dynamics.
We examined a number of conditions with the goal of finding
an instability. The shape of these systems was a long flat periodic
box containing HOOHwith a small partition at one end containing
OH radicals, mixed in some cases with HOOH. At the interface
between a region with HOOH seeded with OH and region of pure
HOOH, we often saw some evidence for initiation of a plume
developing into the HOOH, but it always dissipated before de-
veloping a clear instability. This is in line with the well-known
Table 1. Activation enthalpy (kcal/mol) and entropy (cal/mol-K) for the seven dominant reactions, calculated from
a least-squares fit of the Eyring equation to the rate constants extracted from simulations at a range of
temperatures from 1,000 K to 2,000 K.
Reaction no. Reactions ΔH ‡ kcal/mol ΔS ‡ cal/mol-K ΔG‡300K kcal/mol ΔG
‡
1,000K kcal/mol
1 HOOH + OH → HOO + H2O −4.89 −14.7 −0.48 9.81
2 HOOH + HOO → OH + O2 + H2O −1.68 −16.5 3.27 14.8
3 HOO + OH → O2 + H2O −3.23 −13.1 0.68 9.87
4 HOO + HOO → O2 + HOOH −1.81 −14.1 2.42 12.3
5 HOO + H2O → OH + HOOH 0.37 −16.9 5.44 17.3
6 HOOH → HO + OH 25.9 −8.75 28.5 34.7
7 OH + OH → HO–OH 20.1 −7.78 22.4 27.9
A
C
B
Fig. 3. Reaction steps extracted from the ReaxFF reaction
trajectories. (A) Reaction 2 of HOO and HOOH to produce OH, O2,
and H2O. (B) Another collision geometry of HOO and HOOH resulting
in a potential exchange of H between HOO and HOOH but no net
reaction. (C) Reaction 7 showing the rotationally bound HO–OH
complex that dissociates after hundreds of femtoseconds.
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dissipative stabilization mechanisms of the Landau–Darrieus in-
stability (26).
Specifically, we tried the following:
i) 10 × 4 × 25-nm3 box at 50 kg/m3 density in both partitions;
20% OH.
ii) 10 × 4 × 25-nm3 box at 50 kg/m3 density in both partitions;
100% OH.
iii) 40 × 4 × 100-nm3 box at 50 kg/m3 density in both partitions;
20% OH.
iv) 40 × 4 × 100-nm3 box at 50 kg/m3 density in both partitions;
100% OH.
v) 40 × 4 × 100-nm3 box at 50 kg/m3 density in HOOH and
250 kg/m3 in OH; 100% OH.
vi) 40 × 4 × 100-nm3 box at 1 kg/m3 density in HOOH and
5 kg/m3 in OH; 100% OH.
vii) 40 × 0.4 × 100-nm3 box at 50 kg/m3 density in HOOH and
250 kg/m3 in OH; 100% OH.
viii ) 40 × 0.4 × 100-nm3 box at 1 kg/m3 density in H2 and O2 and
5 kg/m3 in OH; 100% OH.
ix) 20 × 2 × 10-nm3 box at 1,400 kg/m3 equal density in HOOH
and HOO; 5% HOO.
The box was selected to be flat in the y dimension to limit the
evolution of the interface to two dimensions, with two extremely
flat cases (one HOOHmolecule thick) examined in systems vii and
viii. In system viii, the HOOH reactant was changed to a stoi-
chiometric ratio of dihydrogen and dioxygen to examine the ef-
fect of hotter radicals (H and O instead of HOO).
In all systems examined, the evolution of the instability was
hindered. We hypothesize two main reasons for this.
First, the momentum that could potentially cause formation
and propagation of a plume comes from small perturbations at
the interface, i.e., the fast motion of individual OH radicals. These
radicals are twice as small as the HOOH molecules with which
they react, so that any radicals generated by the collision are
expelled isotropically. Therefore, the initial momentum of the OH
radicals is rapidly diminished within the first collisions, and the
momentum of the perturbation disperses.
Second, the chemistry of the selected reactants and temper-
ature range (1,000–2,000 K) is such that each reaction between
the radical and reactant results in regeneration of just one radical.
Therefore, the perturbation does not experience exponential
growth, and the evolution of the interface is stable.
This is discussed further in SI Appendix, Fig. S4. We speculate
that these issues might be solved by (i) selecting a geometry that
provides a more focused forward momentum and (ii) selecting a
chemistry that more easily yields a multiplication of radicals. For
instance, by changing the reactants or parameters of the system to
an extreme [e.g., replacing HOOH with hydrogen polyoxides,
such as HOOOH or HOOOOH (33–35)] or using extremely high
temperatures, we might see more radical multiplication that could
lead to exponential growth of the plume.
Summary and Conclusion
We illustrate here that QM-ReaxFF–based reaction kinetics
(ReaxMD2Kin) can discover every reaction because every time a
new product forms, we can go backward in time to determine
exactly which reactants were involved (and howmuch energy they
had, for a more sophisticated analysis) and then we can go for-
ward to see what other products are formed in the same reaction
(and how much internal energy they contribute, for a more so-
phisticated analysis). This allows us to discover minor products
that we might want to eliminate or to maximize. To extract rate
constants, we need to define concentrations and a length of time
over which these concentrations are relatively constant. In the
system examined here (a periodic cubic box of length 10 nm) we
assume that all reactants are free to sample the whole box. For
simulations on a much larger system we might have to consider
diffusion lengths, but we anticipate that a system size of 10–20
nm (where the concentrations could be averaged) could be the
right size to determine the fundamental reaction rates and
mechanisms.
The particular case studied here of HOOH pyrolysis is in-
teresting because none of the two-body reactions lead to a well-
defined TS. Thus, to understand the kinetics, it is essential to
follow the reactive dynamics over hundreds of picoseconds.
For more complex fuels such as gasoline, diesel, or JP10, we
might have too many potential products to keep track of each
individually, making it important to group by chemical function-
ality. This will be a fruitful area to apply machine-learning algo-
rithms to group species appropriately and to refine the analyses
automatically to ensure good statistics (36–39). As computers get
faster and cheaper, these in silico methods should be applicable
to wide ranges of reactive systems.
An important point to raise here is that the above discussions
emphasize extending the spatial scale from hundreds of atoms to
millions of atoms. However, this discussion did not deal with how
to extend the timescale. There have been tremendous advances
in methods to accelerate the dynamics sufficiently to capture in
just 1 ns of QM molecular dynamics (MD) processes that would
require timescales of microseconds or longer for ordinary MD.
These methods have been applied to many reactive processes
including full solvent QM studies of the oxygen reduction reaction
for fuel cells (40) and the CO2 reduction for environmental cleanup
(41–43). Similar methods have been used to extend the time-
scales for MD using ordinary force fields up to microseconds and
beyond while obtaining free energies for complex biological
processes (44).
Indeed, we have prototyped one such method, adaptive
accelerated ReaxFF reactive dynamics (aARRDyn) (45). This uses
the BO concept in ReaxFF to dramatically accelerate the time-
scale when there are no broken bonds, while allowing normal
RMD when bonds are broken. For the simple case of H2 com-
bustion (with just 100 molecules) aARRDyn was successful for
describing the kinetics for timescales of 538 s using just 1.3 mil-
lion time steps of dynamics. Optimization of such techniques for
parallel and GPCU computing may help to move the timescales
to multiple microseconds and maybe milliseconds in the near
future.
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