Abstract. This paper concerns numerical methods for two-phase flows. The governing equations are the compressible 2-velocity, 2-pressure flow model. Pressure and velocity relaxation are included as source terms. Results obtained by a Godunov-type central scheme and a Roe-type upwind scheme are presented. Issues of preservation of pressure equilibrium, and positivity of the partial densities are addressed.
components co-exist with certain volume fractions (see for example [4, 21] ). Such multiphase models are inherently nonconservative due to momentum and energy exchange terms between the phases. They require closure relations which are not available from first physical principles, and even when motivated by physical considerations yield controversial results [4, 21] . Pressure differences may develop between the phases, but they cannot be sustained and tend to equilibrate. Yet assuming a single (equilibrium) pressure leads to ill-posedness due to loss of time-hyperbolicity of the governing equations [21] . This ill-posedness is not only an intriguing outcome, but also a major obstacle in the design of numerical methods. Hyperbolicity is also lost in two-pressure models if one of the phases is assumed incompressible [14, 15, 19, 22] . 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 000000000000000000000000000 The inevitable nonconservative form of the average model poses a theoretical difficulty since many problems of interest involve shock waves, whose definition assumes conservation. Generalizations were obtained using products of distributions and traveling wave analysis of vanishing viscosity solutions [15, 19] . This also poses a computational challenge since numerical discretization approaches rely on the conservation form of the governing equations. Some multiphase models can be formulated as weakly nonconservative, that is as a set of hyperbolic conservation laws with small nonconservative coupling terms. This is the case in two-pressure spray models in which one of the phases is assumed to be an incompressible liquid. The model is only conditionally hyperbolic, provided the volume fraction of the gas phase is close to 1, and the velocity difference between the phases is small [15, 19] . Asymptotic shock jump conditions valid for weak shocks were given in [19] . Numerical methods were derived in [19, 22] . However, these results cannot be extended to general nonconservative models.
The compressible 2-pressure 2-velocity flow model is time-hyperbolic at all flow regimes, but allows for the phases to be out of thermodynamic equilibrium. Restoring equilibrium between the phases via relaxation processes further introduces interphase exchange terms. For example, exchange terms due to velocity nonequilibrium (frictional drag), or due to pressure nonequilibrium.
Other computational challenges include the stiffness due to near incompressibility and fast relaxation terms, preservation of pressure equilibrium among the species and insuring positivity of partial pressures and densities. Several numerical methods have been developed for these models recently. Most relevant for the present paper is the work by Coquel et al. [3] for kinetic schemes and the works by Abgrall and Saurel [2, 20] for Godunov-type upwind schemes.
In this paper, we have implemented Godunov-type central and Roe-type upwind schemes to compute compressible two-phase flows. The governing equations are described in Section 2. The central scheme and its implementation is described in Section 3 and the Roe-type upwind scheme is described in Section 4. Numerical examples are presented in Section 5.
The two-phase flow model
The flow model is the compressible 2-velocity 2-pressure system following [20] . A closely related model was used in [3] . For notational convenience, we assume a gas phase and a liquid phase, and denote the respective flow variables by the subscript ( ) g, .
The balance equations are written for the individual phases, which co-exist at every point in space and time with certain volume fractions. An additional equation is written for the volume fraction. The resulting system is
where we have used ρ k , u k , and E k to denote the density, velocity and energy of the kth phase, and α k to denote its volume fraction, k ∈ { , g}. The total energy of the fluid is given by 
where e k is the specific internal energy of the kth phase, and P ∞,k is a stiffness parameter, with P ∞ = 0 for ideal gases. To close the system, we follow [20] and assume the interface pressure and velocity are given by
The volume fractions satisfy
Enforcing a common pressure on the phases is done by including a pressure relaxation source term. This leaves the hydrodynamic system hyperbolic and circumvents the ill-posedness associated with the single pressure assumption. It is quite possible that with the inclusion of the pressure relaxation terms, the ill-posedness that underlies the system will manifest itself. Velocity relaxation processes (frictional drag) and gravity effects may also be included. These effects are summarized in the following source terms:
Here µ is a pressure relaxation parameter, with µ → ∞ corresponding to instantaneous relaxation, λ is a velocity relaxation parameter, and g is the gravitational constant. For later reference, the system (2.1a)-(2.1b) may be written in the form
where F ( U ) denotes the (conservative) flux terms, S Ex the (nonconservative) exchange terms between the phases, A( U ) includes both the Jacobian terms,
∂ F ∂ U
, and the (nonconservative) exchange terms, (and has the eigenstructure (4.1)-(4.3)), and S Rel and S Gr denote the source terms describing relaxation and gravitational effects. Time integration may be performed by a split-step algorithm, first accounting for the hydrodynamic step (2.1a)-(2.1b), then accounting for relaxation (and other) effects (2.5),
Enforcing a common pressure through relaxation terms leaves the hydrodynamic step (i) time-hyperbolic and, at least technically, circumvents the notorious ill-posedness associated with the 1-pressure model. With the inclusion of the pressure relaxation terms, it is conceivable that the ill-posedness still underlies the system. In this paper, the hydrodynamic step is realized by the second-order central-upwind scheme and by a Roetype upwind scheme. The schemes are described in Sections 3 and 4, respectively. The relaxation step (ii) follows [20] and is described below for completeness.
Pressure relaxation
In the pressure relaxation step we solve the following system of ODEs,
Equations (2.7b) and (2.7c) imply (u g ) t = 0, which together with (2.7b) imply
Equations (2.7a) and (2.7d) give
(2.9) From (2.8) and the EOS (2.2b) the above equation reduces to
which can be integrated to give
where (·) o = (·)(t 0 ) denotes conditions at the beginning of the relaxation step, andP i = P i (η) is an intermediate value of P i at η ∈ (t 0 , t). Substituting the EOS (2.2b) into (2.10) gives
Similarly, for the liquid component we derive
The assumption that the pressure relaxation is infinitely fast (µ = ∞) implies that the final pressure is common to both phases. We denote by p := p g = p the equilibrium pressure, and approximateP i by the midpoint rulē
Eliminating the common pressure p from (2.11)-(2.12), and using
One root is rejected on physical grounds, the other may be shown to satisfy α g ∈ [0, 1].
Velocity relaxation
In the velocity relaxation step we solve the following system of ODEs,
First, from (2.13b) and (2.13e) we obtain
Then, adding the equations (2.13c) and (2.13f) results in
If velocity relaxation is assumed infinitely fast, (λ = ∞), u g = u = u the common velocity, u, can be expressed from the above equation,
The equilibrium velocity is then the velocity of the center of mass [20] . Finite rate velocity relaxation can also be solved in a similar manner.
Second-order central-upwind scheme
Godunov-type central schemes have been advocated as general purpose black-box solvers for hyperbolic conservation laws, and constitute an attractive class of schemes. They avoid the need for solving Riemann problems and are thus simple to implement. Recently, a new class of central schemes, referred to as centralupwind schemes, has been introduced in [9] . They reduce the numerical dissipation, present in staggered central schemes [12] , by more careful estimation of the width of the local Riemann fans. They also admit a particularly simple semi-discrete form, and can be readily incorporated in a multistep time integrator. In this paper, a second-order semi-discrete central-upwind scheme has been implemented to solve the two-phase flow system (2.1)-(2.5).
The model consists of six balance laws, (2.1b), and the evolution equation for α := α g , (2.1a). The system (2.1b) can be written as
with G( W , α x ) given by
Gradients of α become difficult to compute accurately if α itself is close to 0 (or 1), and errors that are introduced may destabilize the computation. This situation arises, for example, in computing the separation of two phases enclosed in a container. Large α gradients develop near the bottom of the container as the light fluid rises, while its volume fraction becomes very small. In order to stabilize the computation, we follow [3] and define the variable
3) is used in the computations of the derivative of α in (2.1b). This way, inaccuracies in approximating ∂β are moderated by the factor α(1 − α) which becomes small when α is close to 0 or 1. Another advantage is that α is guaranteed to be in the range (0, 1), and in particular cannot assume negative values even if there are oscillations in β. This would be more difficult to ensure if α was evolved directly from (2.1a). The Hamilton-Jacobi equation for β is the same as the equation for α, namely
with the Hamiltonian H(q) = U i q. We compute the solutions of (3.1) and (3.4) using the second-order semi-discrete central-upwind schemes for balance laws [8, 9] and Hamilton-Jacobi equations [9] . The semi-discrete central-upwind scheme can be then presented in the following form, 6) with the numerical fluxes
and the numerical Hamiltonian
The one-sided local speeds of propagation, a
), are the positive (negative) part of the largest (smallest) eigenvalues of the Jacobian,
, namely
where the first max ± /min ± is taken over the corresponding "+" and "−" values, and the speeds of sound are
The values W ± j+ We implement the reconstruction procedure on the primitive variables α k ρ k , u k , α k p k for k ∈ {g, }, as we have found that this gives better control of the (small) oscillations and tends to reduce them. This does not affect the conservation of α g ρ g , α ρ , α g ρ g u g + α ρ u and α g E g + α E thanks to the flux form of the semi-discrete scheme (3.5).
Piecewise linear reconstructions
Let {w j } be the cell averages of w (w is a component of W ). Then the conservative piecewise linear reconstruction has the form,
with slope s j . For second order accuracy, s j needs to be a first-order approximation of w x (x j ). For the scheme to be non-oscillatory, nonlinear limiters are used in the reconstruction. In this paper, we have used a convex combination of the dissipative minmod [11, 12] and the more compressive UNO-like limiter [6, 12] . The UNO limiter is given by
where we use the notation, ∆w j+
and the multivariate minmod function is defined by
The numerical derivatives, s j , are then computed by 
Practical implementation of the central-upwind scheme
In flow situations where the phase volume fractions become small, that is, when the phase "is not there", certain approximation procedures become less accurate, and need to be modified. For example, the computed value of u k , obtained through the division of two small numbers α k ρ k u k and α k ρ k , may become artificially large, and lead to an unnecessarily severe CFL restriction, due to a phase which is "almost not there". To improve stability and accuracy in these flow situations, we took the following measures.
• The reconstructions of the velocities u k , k ∈ {g, } always use a more dissipative minmod limiter ((3.10) with δ = 1). The reconstruction of the other variables, α k ρ k and α k p k , k ∈ {g, }, and the continuous piecewise parabolic reconstruction of β may use a less dissipative limiter ((3.10) with δ < 1). The values (β x ) ± j are then used to compute
needed in (3.3) and (3.5) for discretizing the nonconservative products appearing in G( W j , (α x ) j ). The discretization is performed in a straightforward manner: all terms in G( W j , (α x ) j ) are first obtained from the piecewise polynomial reconstructions, and then their values at x = x j are multiplied.
• In cells j where (α g ) j < ε and there is practically no gas, we modify the momentums
This modification is conservative, and will automatically give (u g ) j = 0 for those cells. The tolerance ε is a small number, say, ∼ (∆x)
2 . The case of α ∼ 0 is treated similarly.
Upwind scheme
We have implemented a Roe-type upwind scheme [16, 18] for the extended system (2.
1)-(2.4). The set of dependent variables is
T . The matrix of right eigenvectors has the recognizable form of the single phase equations with additional entries due to the (α g, ) x exchange terms,
where h k := (E k + p k )/ρ k denotes the species specific enthalpy, and
, the corresponding wave strengths are
The corresponding eigenvalues are
and include the familiar single phase speeds, and the interface speed.
The Roe linearization for this system is
We note that for void wave and contact data,
A direct calculation shows that the projections onto the acoustic fields are automatically zero, α 2 = α 4 = α 5 = α 7 = 0 and that the only nonvanishing projections are onto the void wave and contact wave fields
A calculation similar to the one in [7] for the single phase Euler system establishes that for this type the pressures and velocities of the phases remain unchanged. This desirable property of preservation of void waves and contact waves is a direct result of including the nonconservative exchange terms in the coefficient matrix of the quasi-linear form (see (2.6) (i) b ). Splitting the numerical treatment of the flux terms from the exchange terms results in losing this property, and necessitates additional care in the discretization of the volume fraction equation (see for example [20] ). The characteristic field decomposition (4.1)-(4.3) with the local linearization given by (4.4) is implemented in a fluctuation and signal wave propagation scheme [17] . The solution fluctuation ∆W generates waves (4.1) with strengths (4.2) and speeds (4.3). Each wave is used to update the solution in a Lax-Wendroff type algorithm. The complete solution update is obtained by summing over all the waves. We note that if ∂αg ∂x = 0, the momentum and energy exchange terms vanish and the governing equations decouple into two subsystems in conservation form. In this case, ∆α g = 0 and the characteristic wave decomposition (4.1)-(4.3) reduces to the familiar eigenstructure of the Euler system. The Roe-type linearization (4.4) ensures that the algorithm is then conservative, even though an explicit flux function is not formulated. The interface pressure and velocity are given by (2.3).
Numerical examples
We first make a general comment on positivity aspects of the computed solutions. If α k ∼ 0, the partial density α k ρ k is small and even a small numerical oscillation may cause it to become negative. This in turn may cause the computation to break down. For these flow regimes, a desirable scheme property is positivity preservation, a property that ensures that if the partial densities are positive in the data, they remain so in the numerical solution.
The semi-discrete central-upwind scheme (3.5)-(3.8) forms a set of ODEs which is integrated by the secondorder modified Euler method. It can be shown that by restricting the CFL number to 0.25 (instead of the usual 0.5), the partial densities remain positive (the proof is completely analogous to the proof of Theorem 4.1 in [8] ). This restriction may unnecessarily penalize the computation. To prevent this, we use the more restrictive timestep only when needed. We have implemented the following time integration strategy: we evolve the solution from time t to time t + ∆t using the CFL number of 0.5. If any of the computed values of α k ρ k is negative, this evolution step is rejected, and instead the solution is evolved from time t to t + ∆t/2. Our numerical experiments indicate that only a few evolution steps are rejected.
The upwind scheme described in Section 4 is of Roe type [17] . Similar to the single phase Roe solver, the method is not guaranteed to maintain positive densities [5] . Depending on the problem, the method may or may not fail near very low partial densities. We comment further on this issue in the numerical examples below. 1)-(4.4) . The initial data is given by
Example 1. -Propagation of void waves
9. This data corresponds to a void wave which is also a contact surface in each of the phases. This wave separates two phases that are in mechanical equilibrium. The results confirm that mechanical equilibrium between the phases is preserved, with pressures and velocities remaining uniform.
Example 2. -The multifluid limit
In this example, we test the multiphase flow solver near the multifluid limit of two pure fluids separated by an interface. In the multiphase flow model, this corresponds to a region occupied by only one phase, where α ∼ 1, and a region occupied only by the other phase, where α ∼ 0. The multifluid limit assumes that the different phases may be described by a single velocity and a single pressure function. This enables the equations of motion to be written for the fluid mixture, and exact solutions are available in one space dimension. Recently, this reduced system has attracted much interest and has been the focus of design of many successful numerical schemes (see [1] and references cited therein).
The multiphase flow model is more general, and allows the respective phases to possess their own velocities and pressures. The multifluid limit is implemented by including pressure relaxation and velocity relaxation terms (2.5), with instantaneous relaxation rates (λ = µ = ∞).
The first example corresponds to an air-helium shock-tube data helium :
Computed results by the second-order upwind scheme with the minmod limiter on a 400 point mesh, together with the exact solution, are shown in Figure 5 .2 and are in excellent agreement. We note here that although the upwind scheme is not guaranteed to maintain positive partial densities, the partial densities, while extremely small, remain positive. The next example corresponds to a water-air shock-tube data air : Computed results by the second-order upwind scheme on a 400 point mesh with the minmod limiter, together with the exact solution, are shown in Figure 5 .3 and are again in excellent agreement. Again the computed partial densities, while extremely small, remains positive.
Example 3. -Gas-gas sedimentation problem
In this example, we consider the ideal gas mixture of air ( ) and helium (g) enclosed in a container of length 1. We take γ g = , and the initial data are Air is heavier than helium. As a result the air slowly moves down (to the right in our setting) and the helium moves up (left) due to gravity, until they separate. Solid wall boundary conditions are imposed on both ends of the domain. The solution is computed using 200 grid points, and the minmod limiter, (3.10) with δ = 1 g heavy light and θ = 1.3. The volume fraction of both gases is set initially to α k = 0.5. The time evolution of the volume fraction of the helium α g is shown in Figure 5 .5a. During the sedimentation process, the helium rises from the bottom and accumulates at the top, causing α g to decrease near the bottom (right) boundary and increase near the top (left) boundary. At time T = 10 the fluids are essentially separated, with α g ∼ 0 near the bottom and α g ∼ 1 near the top. The evolution of the total density of the mixture is presented in Figure 5 .5b.
Example 4. -Water-air sedimentation problem
The next example consists of a tube of length 1, initially filled with a homogeneous two-phase mixture of water (γ = 4.4, P ∞, = 6 × 10 8 ) and air (γ g = 1.4, P ∞,g = 0). The initial data is
Solid wall boundary conditions are imposed on both ends of the tube. The phases separate due to gravity (g = 9.8): the water moves down (to the right), while the air moves up (to the left). 
The solution is computed using 200 grid points, and the minmod reconstruction, (3.10) with δ = 1 and θ = 1.3. We show the separation of the two phases by plotting the volume fraction of the air - Figure 5 .6a, and the total density of the mixture - Figure 5 .6b.
We note that the interface between the two phases at large times (T = 0.9, 1.2) is very well resolved in Figure  5 .6a, while it is much more smeared in Figure 5 .6b. This happens because, in fact, we evolve α g separately from the other variables, and this allows us to use more accurately estimated local speeds of propagation for the volume fraction, as described in Section 3. However, our numerical experiments (not shown in this paper) indicate convergence in all fields as the mesh is refined.
Example 5. -Water faucet problem
In this example, we test our numerical methods on the water faucet problem, proposed in [13] , see also [3, 20] . If pressure variation is ignored, this problem has an explicit solution (see [3, 13, 20] ), The solution is computed at time T = 0.4, using a sequence of grids, N = 100, 200, 400, and 800. In this example, the water is modeled by an ideal gas with γ = 1.0005 following [3] . The gravitational constant is g = 9.8. Figures 5.8a and 5 .8b show the numerical results obtained by the first-and secondorder upwind scheme. They are in very good agreement with the exact solution. We note in both figures the appearance of a small undershot, which becomes more noticeable in the second-order computation. This undershot may be a manifestation of the underlying ill-posedness of the 1-pressure 2-velocity two-phase flow model.
We have also modeled the water by the stiff EOS with γ = 4.4 and P ∞, = 6 · 10 8 . Figures 5.9a and 5.9b show the volume fraction α g , computed by the second-order central-upwind scheme using the limiter (3.10) with δ = 0 and δ = 0.2. Agreement with the exact solution is very good.
As can be observed, the more compressive limiter (a smaller value of δ) produces results with better resolution, but also a larger over-and undershootings near the shock discontinuity. While the oscillation may be attributed to the reduced dissipation in Figure 5 .9a, it may again be a manifestation of the underlying ill-posedness of the 1-pressure 2-velocities two-phase flow model. EXACT N=800 N=400 N=200 N=100 Figure 5 .9b. α g with δ = 0.2.
