We prove Luzin N -and Morse-Sard properties for mappings v :
Introduction
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B Jan Kristensen kristens@maths.ox.ac.uk Mikhail V. Korobkov korob@math.nsc.ru papers [11, 12, 24] , see also [22] . Of course, it is in this context very natural to restrict attention to continuous mappings, and so require from the considered function spaces that the inclusion v ∈ W k p (R n , R d ) should guarantee at least the continuity of v. For values k ∈ {1, . . . , n − 1} it is well known that v ∈ W k p (R n , R d ) is continuous for p > n k and could be discontinuous for p ≤ n k . So the borderline case is p = p • = n k . It is well known (see for instance [22] ) that v ∈ W k p • (R n , R d ) is continuous if the derivatives of k-th order belong to the Lorentz space L p • ,1 , we will denote the space of such mappings by W k p • ,1 (R n , R d ). We refer to Sect. 2 for relevant definitions and notation.
In this paper, we prove the following Luzin N property with respect to Hausdorff content: 
Note that the case k = 1 was considered in the paper [22] , and the case k > 1, q > p • in [24] , so we omit them and consider here only the remaining limiting case q = p • , k > 1.
To study this limiting case, we need a new version of the Sobolev Embedding Theorem that gives inclusions in Lebesgue spaces with respect to suitably general positive measures. For β ∈ (0, n) denote by M β the space of all nonnegative Borel measures μ on R n such that
where the supremum is taken over all n-dimensional cubic intervals I ⊂ R n and (I ) denotes sidelength. Recall the following classical theorem proved by Adams [2] (see also [5] and [28, Sect. 4 
.1] ).
Theorem A Let μ be a positive Borel measure on R n and α > 0, 1 < p < q < ∞, αp < n. Then for any f ∈ L p (R n ) the estimate
holds with β = (n − αp) q p , where C depends on n, p, q, α only. Here I α f (x) = R n f (y) |y − x| n−α dy is the Riesz potential of order α. The above estimate (1.2) fails for the limiting case q = p. Namely, there exist functions f ∈ L p (R n ) such that I α f (x) = +∞ on some set of positive (n − αp)-Hausdorff measure 1 , see for instance [23] and also for further background and history on the question [4] . Nevertheless, we prove the following result for this limiting case q = p: Theorem 1.2 Let μ be a positive Borel measure on R n and α > 0, 1
holds with β = n − αp, where C depends on n, p, α only.
In view of the definition of the Lorentz spaces, it is sufficient to prove the above assertion for the simplest case when f coincides with the indicator function of some compact set: Theorem 1.3 Let μ be a positive Borel measure on R n and α > 0, 1 < p < ∞, αp < n. Then for any compact set E ⊂ R n the estimate
holds with β = n − αp, where 1 E is the indicator function of the set E and C depends on n, p, α only.
Note that our proof of the trace theorem is self-contained, is independent of the previous proofs of these type of results, and uses only very natural and elementary arguments.
From the definition of the space 
holds, where C depends on n, k only.
From these results, we deduce also some new differentiability and approximation properties of Sobolev-Lorentz (R n ), the corresponding exceptional set U has small Bessel capacity B k−m, p (U ) < ε, and, respectively, the gradients ∇ m v are well defined in R n except for some exceptional set of zero Bessel capacity B k−m, p (see, e.g., [9] and Chap. 3 in [36] ).
In the last Subsect. 3.5, we discuss Morse-Sard-type theorems for Sobolev-Lorentz mappings. Namely, for an open set ⊂ R n and a mapping
v is differentiable at x and rank ∇v(x) < m} (recall, that by previous results v is differentiable H p • a.e.). We state:
is an open subset of R n , and
The theorem was proved for C k -smooth functions by Morse [30] in 1939 for the case k = n, m = d = q • = 1, and subsequently by Sard [32] in 1942 for
For arbitrary natural values k, n, m, and C k -smooth functions, the result was proved almost simultaneously by Dubovitskiȋ [15] 
) was obtained in [13] (see also [20] for a simple proof), and for Lipschitz and Hölder continuous mappings C k,λ -see, e.g., in [7, 8] , respectively. More facts about history of this issue could be found in our papers [11, 12, 24] , where the above Theorem 1.5 was proved in the Sobolev context W k
it is folklore (see, e.g., [33] ), so in the present paper, we need to only consider the case m = 1, q • = p • = n k . Let us remark, in conclusion, that an interesting phenomenon occurs for functions of the Sobolev-Lorentz space
On the one hand, the order of integrability is very sharp-the minimal order, that guaranties a priori only continuity of mappings. On the other hand, these mappings a posteriori have many additional analytical regularity properties: the Luzin N -property, differentiability and approximation properties, and the Morse-Sard property (see above).
For instance, if k = n − m + 1, then almost all level sets of mappings v ∈ W k p • ,1 (R n , R m ) are C 1 -smooth manifolds [24] . (The result should be contrasted with the fact that mappings of class W k p • ,1 (R n , R m ) are continuous only and need not to be C 1 -smooth in general. ) This property recently found some applications in mathematical fluid mechanics (see [25] ).
Preliminaries
By an n-dimensional cubic interval, we mean a closed cube in R n with sides parallel to the coordinate axes. If Q is an n-dimensional cubic interval, then we write (Q) for its sidelength.
For a subset S of R n , we write L n (S) for its outer Lebesgue measure. The mdimensional Hausdorff measure is denoted by H m and the m-dimensional Hausdorff content by H m ∞ . Recall that for any subset S of R n we have by definition
where for each 0 < α ≤ ∞,
for detailed definitions and differentiability properties of such functions see, e.g., [14, 16, 28, 36] ). Denote by ∇ l f the vector-valued function consisting of all l-th order partial derivatives of f arranged in some fixed order. However, for the case of first-order derivatives l = 1, we shall often think of ∇ f (x) as the Jacobi matrix of f at x, thus the d × n matrix whose r -th row is the vector of partial derivatives of the r -th coordinate function.
We use the norm
and unless otherwise specified all norms on the spaces R s (s ∈ N) will be the usual euclidean norms. Working with locally integrable functions, we always assume that the precise representatives are chosen. If w ∈ L 1,loc ( ), then the precise representative w * is defined for all x ∈ by
w(z) dz, if the limit exists and is finite, 0 otherwise,
where the dashed integral as usual denotes the integral mean,
and B(x, r ) = {y : |y − x| < r } is the open ball of radius r centered at x. Henceforth, we omit special notation for the precise representative writing simply w * = w. We will say that x is an L p -Lebesgue point of w (and simply a Lebesgue point when p = 1), if
If k < n, then it is well known that functions from Sobolev spaces W k p (R n ) are continuous for p > n k and could be discontinuous for p ≤ p • = n k (see, e.g., [28, 36] 
) is a refinement of the corresponding Sobolev space that for our purposes turns out to be convenient. Among other things functions that are locally in W k p • ,1 on R n are in particular continuous. Given a measurable function f :
and by f * the nonincreasing rearrangement of f , defined for t > 0 by
Since | f | and f * are equimeasurable, we have for every 1 ≤ p < ∞,
is finite. We refer the reader to [27, 35, 36] for information about Lorentz spaces. However, let us remark that in view of the definition of · L p,q and the equimeasurability of f and f * we have
and a quasi-norm in the remaining cases q ∈ ( p, ∞] (see [27, Proposition 3.3] ).
Here we shall mainly be concerned with the Lorentz space L p,1 , and in this case, one may rewrite the norm as (see for instance [27, Proposition 3.6 
We record the following subadditivity property of the Lorentz norm for later use.
Lemma 2.1 (see, e.g., [27, 31] ) Suppose that 1 ≤ p < ∞ and E = j∈N E j , where E j are measurable and mutually disjoint subsets of R n . Then for all f ∈ L p,1 we have
where 1 E denotes the indicator function of the set E.
of degree at most m by the following rule:
The following well-known bound will be used on several occasions.
Lemma 2.2 Suppose
v ∈ W k p • ,1 (R n , R d ) with k ∈ {1, . . .
, n}. Then v is a continuous mapping and for any n-dimensional cubic interval Q ⊂ R n the estimate
holds, where C is a constant depending on n, d only. Moreover, the mapping
5)
where C 0 also depends on n, d only.
Proof For continuity and the estimate (2.4) see [24, Lemma 1.3] . Because of coordinate invariance of estimate (2.5), it is sufficient to prove the assertions about extension for the case when Q is a unit cube:
By Peetre theorem (see Theorem 6.5 in [27, p. 10]), it is easy to deduce that 
holds. Taking into account the identity ∇ k u ≡ ∇ k v on Q and (2.6), we obtain the required estimate (2.5).
Corollary 2.3 (see, e.g., [24] 
, n}. Then v is a continuous mapping and for any n-dimensional cubic interval Q
The above results can easily be adapted to give that v ∈ C 0 (R n ), the space of continuous functions on R n that vanish at infinity (see for instance [27, Theorem 5.5 
]).
Analogously, from previous estimates one could deduce
Then for all m ∈ {1, . . . , k} and for any n-dimensional cubic interval Q ⊂ R n the estimate
holds.
Here, we list some standard facts about the Lorentz spaces.
Theorem 2.5 (Boundedness of the maximal operator, see [27] 
is the usual Hardy-Littlewood maximal function of f .
Corollary 2.6 (Regularization in Lorentz spaces
Here and henceforth C ∞ 0 (R n ) means the space of C ∞ smooth and compactly supported functions on R n .
Corollary 2.7 (Regularization in Sobolev-
Lorentz spaces) If f ∈ W k p,q (R n ), 1 < p < ∞, 1 ≤ q < ∞, then there exists a sequence of smooth functions f i ∈ C ∞ 0 (R n ) such that ∇ m ( f − f i ) L p (R n ) → 0 for m = 0, 1, . . . , k, ∇ k ( f − f i ) L p,q (R n ) → 0 as i → ∞.
Remark 2.8
hold, where the constants C 1 , C 2 depend on β, n only.
We need also the following classical fact (cf. with [10] ). 
holds, where the constant C depends on n, m only. for every ball B(x, r ) ⊂ R n . Fix also a compact set E ⊂ R n . Denote by I E the corresponding Riesz potential I α (1 E ). It is very easy to check by standard calculation that
Proofs of the Main Results

The Trace Theorem
where the constant C 0 depends on n, α only. Denote also t m = 2 m (here m ∈ Z),
In this section, we will write f g, if f ≤ Cg, where C depends on n, α, p only (really, most of the corresponding constants below up to Lemma 3.6 depends on n, α only). 
), by elementary estimates we have 
holds, where m 0 is a constant from Lemma 3.1.
Proof By Lemma 3.1,
, and the last inequality implies in conjunction with Fubini's Theorem (3.7).
Lemma 3.4 There exists a constant m
Proof Let m 1 ∈ N, its exact value will be specified below. We have |E ∩ B(x, ρ)| ≤ ω n ρ n , where ω n is a volume of a unit ball in R n . Thus
So the target estimate (3.9) follows from (3.8) provided that 1 α ω n 2 −m 1 is sufficiently small.
Lemma 3.5 There exists a constant i
holds, where m 0 , m 1 are the constants from Lemmas 3.1 and 3.4, respectively. Proof We have
where the symbol i ↔ j indicates that the order of summation was changed.
Lemma 3.7 The estimate
Proof We have
where again the symbol m ↔ j means that the order of summation was changed.
Combining Lemma 3.7 with the initial estimate (3.6) gives the validity of the Trace Theorem 1.3.
On Approximation of Sobolev-Lorentz Mappings
Using the established Theorem 1.2 and Adam's estimate from Theorem 2.9 with β = n − (k − l) p, we obtain the following estimates, which are key ingredients in the proof of N -property.
Corollary 3.8 Let p
hold, where β = n − (k − l) p and the constant C depends on n, k, p only.
The main result of this subsection is the following
Note that in the analogous theorem for the case of Sobolev mappings f ∈ W k p (R n ), the assertion (i) should be reformulated as follows:
denotes the Bessel capacity of the set U (see, e.g., [36, Chap. 3] or [9] ).
Recall that for 1 < p < ∞ and 0 < n − αp < n, the smallness of H n−αp ∞ (U ) implies the smallness of B α, p (U ), but the opposite false since B α, p (U ) = 0 whenever H n−αp (U ) < ∞. On the other hand, for 1 < p < ∞ and 0 < n − αp < β ≤ n, the smallness of B α, p (U ) implies the smallness of H β ∞ (U ) (see, e.g., [6] ). So the usual assertion (i') is essentially weaker than (i).
Proof of Theorem 3.9 Let the assumptions of the Theorem be fulfilled. By Theorem 2.5 and Corollary 2.7, we can choose the sequence of mappings
Then one could repeat almost word by word the proof of [12, Theorem 3.1]. Since there are no essential differences, we omit the detailed calculations here.
On Differentiability Properties of Sobolev-Lorentz Mappings
We start with the following simple technical observation. 
Proof The proof of the Lemma follows standard arguments, we reproduce it here for reader's convenience. Fix σ > 0. Let {B α } be a family of disjoint balls
and sup α r α < δ for some δ > 0, where δ is chosen small enough to guarantee that
Since the last term tends to 0 as
Using this fact and some standard covering lemmas, we arrive in a routine manner that for a set
holds for any fixed σ > 0. The rest part of the proof of the lemma is obvious, so we omit it.
From the last lemma (for l = 1), Theorem 3.9 (ii) and estimate (2.7) we obtain the following result: The case k = 1, p • = n is a classical result due to Stein [34] (see also [22] ), and for k = n, p • = 1 the result is also proved in [14] .
There holds the following extension of Theorem 3.11. 
holds for x ∈ R n \ U i . It means that there exists a function ω i : (0, +∞) → (0, +∞) such that ω i (r ) → 0 as r 0 and
Take a sequence of mappings v i :
Then by estimate (3.18) we have
We start by estimating the remainder termṽ j (y) − Tṽ j ,l,x (y). Fix y ∈ R n , x ∈ R n \ G i , j ≥ i, and an n-dimensional cubic interval Q such that x, y ∈ Q, |x − y| ∼ (Q). By construction and Lemma 2.10, for any multi-index α with |α| ≤ l we have
25) where r = |x − y|. Consequently, (2.8) , (3.23) , (3.24) 
(3.26) Finally from the last estimate and equality v =ṽ j + v j , we have
where ω i (r ) → 0 and ω v j (r ) → 0 as r → 0 (the latter holds since v j ∈ C ∞ 0 (R n ) ). We emphasize that the last inequality is valid for all y ∈ R n , j ≥ i, and x ∈ R n \ G i . Therefore
uniformly for all x ∈ R n \ G i . This means, that v is uniformly l-times differentiable (in the classical Fréchet-Peano sense) at every x ∈ R n \ G i . Then the estimate (3.22) finishes the proof.
The Proof of the N-Property
In this subsection, we need to prove the assertion of Theorem 1. 
Recall that for the case k = 1 this assertion was proved in [22] , and for k = n it was proved in [12] , so we omit these cases. Our proof here for the remaining cases follows and expands on the ideas from [12] . For the remainder of this section, we fix k ∈ {2, . . . , n − 1}, and a mapping v in
To prove Theorem 3.13, we need some preliminary lemmas that we turn to next.
Applying Corollary 3.8 for the case 27) where C depends on n, p • , d only.
By a dyadic interval, we understand a cubic interval of the form [
2 m ], where k i , m are integers. The following assertion is straightforward, and hence we omit its proof here.
Lemma 3.14 For any n-dimensional cubic interval J
Let {Q α } α∈A be a family of n-dimensional dyadic intervals. We say that the family {Q α } is regular, if for any n-dimensional dyadic interval Q the estimate
holds. Since dyadic intervals are either nonoverlapping or contained in one another, (3.28) implies that any regular family {Q α } must in particular consist of nonoverlapping intervals. Proof Fix ε ∈ (0, 1) and let {Q α } be a regular family of n-dimensional dyadic intervals satisfying (3.29) , where δ > 0 will be specified below. Let us start by checking (3.30). We have
Lemma 2.1
Using (2.2), we can rewrite the last estimate as
it follows that the integral on the right-hand side of (3.32) tends to zero as L n ( α Q α ) tends to zero. In particular, it will be less than ε if the condition (3.29) is fulfilled with a sufficiently small δ. Thus Proof By virtue of (2.5) it suffices to prove that 
Proof Let L n (E) ≤ δ, then we can find a family of nonoverlapping n-dimensional dyadic intervals Q α such that E ⊂ α Q α and α n (Q α ) < Cδ. Then in view of Lemma 2.1 we have
This estimate together with Lemma 3.18 allow us to conclude the required smallness of
Invoking Dubovitskiȋ-Federer's Theorem (see commentary to the Theorem 1.5 in the Introduction) for the smooth case g ∈ C k (R n , R d ), Theorem 3.9 (iii) (applied to the case l = k ) implies 
