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ABSTRACT
This report describes the issues associated with using a laser scanner for visual
sensing and the methods developed by the author to address them. A laser scanner
is a device that controls the direction of a laser beam by deflecting it through a
pair of orthogonat mirrors, the orientations of which are specified by a computer.
If a calibrated laser scanner is combined with a calibrated camera, it is possible to
perform three dimensional sensing by directing the laser at objects within the field
of view of the camera. There are several issues associated with using a laser scanner
for three dimensional visual sensing that must be addressed in order to use the laser
scanner effectively. First, methods are needed to calibrate the laser scanner and
estimate three dimensional points. Second, methods to estimate three dimensional
points using a calibrated camera and laser scanner are required. Third, methods
are required for locating the laser spot in a cluttered image. Fourth, mathematical
models that predict the laser scanner's performance and provide structure for three
dimensional data points are necessary. The author has developed several methods
to address each of these and has evaluated these methods to determine how and
when they should be applied. The theoretical development, implementation, and
results when used in a dual arm eighteen degree of freedom robotic system for space
assembly is described.
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1. Introduction
In performing robotic assemblytasks, it is necessaryto provide a reliable three
dimensional sensingcapability to produceaccurateinformation about the locations
of objects or featureswithin the workspaceof a robot. At the Center for Intelligent
Robotic Systemsfor SpaceExploration (CIRSSE),researchhasbeendirected toward
creating a three dimensionalvisual sensingsystemfor robotics assembly.Currently,
this systemcollectsinformation usingpassivesensingtechniquesemploying multiple
cameras. The visual sensingsystem is also equipped with a laser scanner that
provides the ability to generateand introduce structured light into the observed
scene. A laser scanner is a devicethat controls the direction of a laser beam by
deflecting it through a pair of orthogonal mirrors, the orientations of which can be
specifiedby a computer. A laserscanneroperatedin conjunction with a cameracan
provide an active sensingcapability that can complementa purely passivemultiple
camera system. However, to effectivelyuse a laser scanner in three dimensional
visual sensing,severalproblems first needto be solved.
The researchpresentedin this report describesthe issuesinvolved in applying
a laser scannerto active threedimensionalvisualsensingand the methodsdeveloped
to addressthem. The description of this researchis divided into six chapters. The
first chapter surveys the current state of the art in laser scanner technology and
summarizes the early laser scannerresearchconductedat CIRSSE that provided
the motivation for the current research. This chapter also defines the objectives
and scopeof researchpresentedin this report, and describesthe facilities usedfor
this research. The secondchapter examinesthe mathematical relationships that
govern the operation of a laser scannerand how theserelationships canbe usedto
calibrate the laser scanner. The third chapter describesthe engineeringproblems
involved in using alaserscannerfor threedimensionalsensing,presentsmethodsfor
addressingtheseproblems,and evaluatesthesemethods to determine their merits
and limitations. The fourth chapter presentstwo sensingapplications that employ
the laserscannerandillustrates how the methodsdevelopedin the secondand third
chapterscan be applied to theseapplications.The fifth chapter evaluatesthe laser
scanneras a sensingtool in the context of alternative passive and active visual
sensingtechniques.The last chapter briefly summarizesthe results Of this research
and presentspossibleopportunities for future work in this area.
1.1 History of Laser Scanner Technology and Research
Laserscanningentailsdeflectinga laserbeamin a well definedand controlled
manner. A laserscannercan direct the beamin one or two dimensions. There are
a variety of approachesusedto implementa laserscanner,and theseare discussed
in this section. The methods canbe brokendown into three major types: rotary
scanners,two axis reflective plate, and dual orthogonal scanning mirrors. One of
thesescanningimplementationswaschosenfor the CIRSSEtestbed and the reasons
for this selectionwill bedescribed.Finally a brief summaryof the early laserscanner
researchperformedat CIRSSEispresentedto provide themotivation for the research
presentedin this report.
One method used for laser scanningis a rotary scanning mechanism. The
scanning mechanismcanconsistof a polygonalmirror [1] that rotates or oscillates
and thereby deflectsan incident laser beamin one axis. This deflectedbeam can
then be deflectedin a secondaxis using a monogonalmirror (i.e. a simple flat
mirror)[2]. This approachpermits rapid scanningin one axis and slow scanning
in the secondaxis, much like the raster scanof a video signal. These scanning
mechanismsare usedin imagescannersand laser typesetters and printers. These
3scanners are highly sensitive to vibration or improper balancing of the mirror either
of which causes the rotating mirror to wobble about its rotational axis. This wobble
cause the scanned laser beam to assume a curved path rather than a straight line.
Indeed, eliminating this wobble either through improved manufacturing processes
or optical assemblies that can correct for it[3] is a current research topic.
An alternate approach to rotary scanning is to pass the laser beam though a
rotating holographic plate (this approach is called hologonic scanning). The plate
is etched in such a way as to deflect the laser scanner in different directions as the
plate rotates. This device is subject to rotational wobble for the same reasons as
with the polygonal mirror, but because the hologonic scanner is a "transmissive"
optical device [4] as opposed to reflective, the hologonic scanner displays less error
than the polygonal mirror. Rotary scanners are extremely effective for high speed
high accuracy scanning, but they are not designed to direct the laser beam at a
single point and maintain its position.
Another laser scanning method recently developed uses a reflective plate which
can be rotated in two axes [5] [6]. The plate is moved using magnets or electro-
mechanical actuators. Each axis is equipped with a positional sensor to permit the
plate to be positioned to specific orientations. These devices exhibit high resolution
(ll#degrees) and are compact and simple. The main drawback of this configuration
is that the range of motion of the scanning plates is currently between =t=1.48 and
5=3 degrees.
The third laser scanning method employs two planar mirrors rotated by gal-
vanometers. A galvanometer contains an electro-mechanical actuator and a position
transducer, thereby permitting the mirror to be rotated to specific positions with
a high resolution (typically .00977 degrees). The two mirrors are positioned to be
orthonormal to each other. A laser beam is deflected by the first mirror and then
passes to the second mirror where it is again deflected before leaving the scanning
assembly. Essentially, each mirror deflects the laser beam in one axis. There are mi-
nor variations on the orthogonal mirror approach such as placement of mirrors and
lenses [7] [8], but all of the dual axis mirror approaches have one thing in common:
they can deflect the laser beam over a wide angular arc (typically +10degrees per
axis). This characteristic of the two mirror laser scanner combined with its ability
to orient the laser beam in specific directions (via the use of galvanometers) makes
it ideal for visual sensing applications since it can project the laser beam over a
large workspace in a well defined and controlled manner. The specific dynamics of
the dual mirror laser scanner will be discussed in greater detail in chapter 2.
Research at CIRSSE involving the laser scanner began shortly after the vision
system was installed in the CIRSSE testbed during 1990. Initially, the laser scanner
was used to generate discrete or continuous patterns such as grid lines or predefined
shapes. This pattern generating capability is possible since the laser scanner is
equipped with a shutter that can block the laser beam when blanking is required
between points. At this early phase of the research, the laser could be controlled
only in terms of its scanning mirrors. Initially, there was no ability to control the
laser in terms of cartesian space.
The next phase of the research, initiated by the author, was directed towards
using a camera as a feedback mechanism to direct the laser at a specific pixel coor-
dinate(valuable for visual servoing among other uses). The laser was directed in the
field of view of a camera and the camera was used to identify the reflection of the
laser beam off objects in the workspace (this reflection is colloquially referred to as
the laser spot). Control of the laser was still in terms of the angles of the scanning
mirrors and these angles were repeatedly adjusted by the computer until the laser
spot was centered onto the desired pixel coordinates. The process of locating the
laser spot in the cameraimagewaspremisedon the assumption that the laserspot
was the brightest object in the image. Hence,this laser and cameraconfiguration
operated best under subdued lighting conditions. This work highlighted several
issuesthat servedas the basisfor the current laser research:
• The CIRSSEvision system wascapableof using the laser and camerasin a
well coordinatedmanner.
• Using a camerato detect the laser spot can be a valuable sensingcapability
since the laser could illuminate objects that the camera might otherwise be
unable to distinguish.
• The current camerafeedbackmethodassumedthat the laserspot is the bright-
est object in the image. Methods must be developed that circumvent this
assumption to permit a laser and camerato operate in a wider variety of
environmental conditions.
• If the laser could be calibrated to the same coordinate system as the camera,
it would then be possible to directly place the laser at a world point and use
a calibrated camera to confirm the proper placement of the laser. Further,
because the laser would be calibrated, it would be unnecessary to repeatedly
direct the laser to settle on a desired point.
With these ideas in mind, subsequent research was directed toward using the
laser scanner for active three dimensional visual sensing. The specific goal of this
research and a description of the approach used to achieve it are described in the
next section.
1.2 Objective of Laser Scanner Research
Three dimensional visual sensing methods can be broken down into two major
categories: passive techniques and active techniques. A passive technique is one
that uses available light sources (i.e. general illumination) while an active technique
employs the projection of some externally supplied prestructured light [9]. The
passive visual sensing technique employed at CIRSSE uses two or more cameras
oriented in such a way as to permit all the cameras to view a common area of the
workspace. Features identified in one camera image are corresponded to similar
features in the images of the other cameras. Stereoscopic triangulation is then
employed to identify the three dimensional coordinates of the object corresponding
to the feature identified in the images. This technique works well as long as the
features can be correctly identified in the camera images. Identification, however,
can be affected by adverse lighting conditions or by occlusion. In such cases, active
sensing techniques can be employed to clarify the situation by injecting a well defined
light signature into the workspace and using the camera to detect the presence or
distortion of this signature.
Figure 1.1: Concept of active visual sensing using a laser scanner
The research presented in this report focuses on using the laser scanner in
conjunction with a camera to perform active three dimensional visual sensing. The
concept of this application is presented in figure 1.1. The laser scanner directs the
laser beam in a well defined manner and a camera is used to detect the reflection
of the laser beam as it strikes objects in the workspace (this reflection is referred to
as the laser spot). If it is possible to ascertain the directions of both the laser beam
and the projected ray from the camera's image plane to the laser spot, then is is
possible to determine the three dimensional coordinates of the laser spot. Since the
laser spot is generated by the reflection of the laser beam off an object, it can be
assumed that there is some feature at the coordinates of the laser spot. If the laser
beam is directed to many different places in the workspace, it is possible to obtain
three dimensional information about a region of the workspace.
While the concept of using the laser scanner for active sensing is straight-
forward, successfully realizing this concept involves solving a variety of different
problems. The relevant issues and their significance are enumerated below:
1. Identify the mathematical relationships that govern the operation of the laser
scanner. Accomplishing this task will provide the means to control the direc-
tion of the laser beam.
2. Calibrate the laser scanner. This will provide the means of mathematically
describing the origin and direction of the laser beam given a specific orientation
of the scanning mirrors.
3. Develop methods to estimate three dimensional points using a calibrated laser
and camera. These methods will provide the means for identifying the three
dimensional coordinates of the laser spot.
4. Develop computer simulation models of the laser scanner and the laser / cam-
era sensing configuration. These models will provide a means to predict the
8performanceof the laser scannerand the reliability of the point estimates
generatedby a laserand camera.
5. Developmethodsto identify the laserspot in a camera'simagein the presence
of extraneousnoise. Thesetechniqueswill enhancethe reliability of the laser
/ camera configuration by making it more robust to unexpected scene and
lighting conditions.
6. Identify data structures and models for representing three dimensional in-
formation. Such structures can enhance the three dimensional information
provided by a set of point estimates generated by the laser and camera.
Successfully addressing these issues will provide an active three dimensional
sensing capability that is both useful and well understood. Some of the methods
used to solve these problems draw from techniques used in multiple camera passive
sensing. This is appropriate since a camera maps three dimensional points to two
dimensional pixel coordinates, and similarly, a laser scanner maps three dimensional
points to two scanning mirror angles. It is not surprising, therefore, that some of
the passive camera techniques can be adapted to a laser scanner. However, some
methods have to be developed from scratch either because problems associated with
a laser scanner are different from those of cameras, or new methods can take advan-
tage of some unique properties of the laser scanner. During the course of this report,
techniques that are based on passive camera methodology will be distinguished from
techniques that were developed specifically for the laser scanner.
Camera Laser Camera
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Figure 1.2: CIRSSE testbed
Description of the CIRSSE Testbed
The CIRSSE testbed is designed to support research in robotic assembly tasks
for space applications. The major components of the testbed are depicted in fig-
ure 1.2. The centerpiece of the testbed is a pair of PUMA robots each of which is
mounted on a movable cart. Both carts are mounted on a twelve foot track thereby
permitting the robots to operate over a large work volume. Five cameras are po-
sitioned throughout the testbed. Two cameras are located on the ceiling, two on
the wrist of one of the PUMA robots and one on the second PUMA robot. A laser
scanner, manufactured by General Scanning[7] is mounted on the ceiling in between
the two ceiling cameras The two ceiling cameras and the laser scanner are repre-
sented in the figure. Color plates A.1 and A.2 in appendix A also show the physical
configuration of the equipment in the CIRSSE testbed.
The coordinate systems relevant to the laser scanner research are denoted
in figure 1.2 (L, W, C1, C2). For the purposes of system calibration and three
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dimensional point estimation, the CIRSSEtestbedhas a well definedworld origin
point W. This point is located at the center of the track utilized by the robot carts.
The exact location and orientation of this point is described in a CIRSSE technical
memorandum[10]. This report will refer to the testbed's world point as either the
world origin or the world coordinate system.
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Figure 1.3: CIRSSE computer network
CIRSSE has a distributed computer system of Sun workstations and 68xxx se-
ries processors. The computer system is shown in figure 1.3. The cameras and laser
scanner are controlled by a vision system that contains two 68xxx series processors
and a suite of image processing boards manufactured by Datacube. The robots are
controlled by the motion control system consisting of five 68xxx series processors
and a variety of I/O interface boards. The vision and motion control systems are
11
connected via ethernet to the Sun workstations. Communication between the dif-
ferent components of the computer system is performed using the CIRSSE Testbed
Operating System (CTOS) which operates in conjunction with UNIX on the Sun
workstations and VxWorks on the motion control and vision systems.
One of the objectives of CIRSSE's research in robotics assembly is the cre-
ation of a hierarchically intelligent machine in which different types of decisions are
carried out at different strata of processing. At the highest level is a representation
and planning level which determines the necessary operations to perform a specific
assembly task and a plan as to how these steps should be executed. This plan is
then passed down to a coordination level which executes the plan by orchestrating
vision and motion operations. Finally, below the coordinator is the execution level
which carries out the low level operations of robot motion, laser control and image
acquisition / processing to carry out the assembly task. The laser scanner research
resides primarily at the execution level, although the computer simulation models
are more directed at the coordination and representation levels.
2. Calibration of a Laser Scanner
A laser is useful in 3-D visual sensing because it provides an active sensing capability.
The laser emits a beam of light that a camera can detect as it reflects off objects
within the camera's field of view. An active sensing configuration, such as a laser
and camera, can enhance the reliability and flexibility of a vision system since it
can generate structured light and "ground truth". In some applications, the laser
does not have to be calibrated[9], but calibration is necessary to fully utilize the
capabilities of the laser.
The phrase "calibrated laser" is misleading in that the laser itself is not cali-
brated. It is usually incorporated in an assembly that can direct the laser beam in
some well-defined manner. When the laser is calibrated, the entire assembly is ac-
tually calibrated. One useful laser assembly is a laser scanner[7] which uses mirrors
to deflect the laser beam in a controlled manner.
Calibrating a laser scanner is similar to calibrating a camera in that both de-
vices have intrinsic and extrinsic parameters. Calibration parameters can be broken
into two different classes: intrinsic and extrinsic. Intrinsic parameters are inherent
in the design of a device and do not change unless the internal configuration of the
device is physically altered. Extrinsic parameters describe the relationship between
the device and its surrounding environment and these change whenever this relation-
ship changes. For a laser scanner, intrinsic parameters include the distance between
the scanner's mirrors and the relationships between the mirror's rotation and the
voltage applied to their rotational mechanisms (galvanometers). A laser scanner's
extrinsic parameters describe the pose of the laser scanner with respect to some
coordinate frame. To better understand the process of laser scanner calibration, it
12
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is instructive to examine the internal arrangement of the device and identify the
mathematical relationships that describe its operation.
2.1 The Mathematical Model of a Laser Scanner
The internal arrangement of the laser scanner is depicted in Figure 2.1. The
device consists of a laser and two scanning mirrors. Each mirror is connected to a
galvanometer that rotates the mirror as a function of a control voltage applied to it.
The mirrors are configured such that their rotational axes are mutually orthogonal.
The rotational axis of the 0_ mirror is parallel with the z axis of the laser scanner,
and the rotational axis of the 0_ mirror is parallel to the x axis of the laser scanner.
e :g
oO-" Y
Figure 2.1: Internal arrangement of a laser scanner
Prior research with laser scanners, [11], highlighted the problems associated
with creating mathematical relationships between the deflection of the scanning
mirrors and the vector of the outgoing laser ray in closed form. If the laser and
mirrors are placed at arbitrary locations and orientations, these mathematical rela-
tionships become intractable. This is due, in part, to the difficulty in determining
the values of some of the necessary parameters[l 1]. To alleviate these problems, two
14
constraints on the placementof the laserand mirrors must beestablished. First, the
beam emitted by the lasermust be parallel to the rotational axis of the 0 r mirror.
Second, the laser beam must intersect each mirror at a point along its rotational
axis. These constraints are reasonable and practical when one considers that a laser
scanner can be assembled with high precision using current manufacturing technol-
ogy. These constraints reduce the mathematical relationships between the scanning
mirrors and the outgoing laser ray to two simple relationships which are described
later in more detail.
With Pincushion Compensation
Figure 2.2:
Y
Without Pincushion Compensation
Effect of pincushion distortion
When the laser beam is scanned onto a plane normal to the laser's z axis and
at some fixed distance from the laser's origin, it is possible to determine the (z,
y) coordinates of the laser spot as a function of the mirror's angular deflection. In
this situation, the y coordinate of the laser spot is strictly a function of 0r and the
distance to the plane as shown below:
y = ztanO u (2.1)
where z is the distance from the laser's origin (L) to the plane normal to the laser's
Z axis.
If the z coordinate of the spot is assumed to be independent of 0_, then the
laser exhibits pincushion distortion (as depicted in Figure 2.2). In reality, the z
15
coordinate of the spot is a function of both O= and 0y. This interdependency is due
to the fact that the laser beam strikes the 89 mirror after it is deflected by the O=
mirror (see Figure 2.1). The expression for the z coordinate of the laser spot is
x = (z sec 0u + e) tan 0_ (2.2)
where z is the distance from L as in (2.1), and e is the distance between the two
scanning mirrors. Note that the z sec0_ term increases as [89[ increases. Hence, the
displacement of the laser spot "flares out" away from the origin in the x direction
as the spot moves away from the origin in the y direction. Equations (2.1) and (2.2)
provide the necessary relationships to direct the laser spot to any 3-D point defined
with respect to the laser coordinate frame without pincushion distortion.
The mathematical relationships presented above describe the direction of the
laser ray. Hence, while it is possible to determine the value of the scanning mirrors
angles given a three dimensional point, the mathematical relationships are not closed
since a given set of mirror angles does not relate to a unique three dimensional
point. This is an inherent property of the laser scanner since the mirrors control the
direction of the laser beam, and there are an infinite number of three dimensional
points that are colinear with this beam. Closed form solutions are only possible if
one of the axes (usually the Z axis) of the three dimensional point is fixed.
2.2 Calibration of the Intrinsic Parameters
The distance between the two mirrors (e) can be obtained by direct measure-
ment. The degree to which errors in this measurement will affect the accuracy of the
scanner depends on the environment in which it will be used. If the laser scanner
is situated at a large z distance from the workspace, then the effects of error in the
measurement of e will be reduced. This is the case in the CIRSSE testbed, since the
distance between_the scanning mirrors is 5 mm and the z distance to the workspace
16
is typically 2000 ram. If the laser scanner is used in situations where z is small, then
the distance between the scanning mirrors should be determined analytically. This
can be done in conjunction with determining the laser's extrinsic parameters (see
Section 2.3).
Calibrating the scanning mirrors is critical to proper operation of the laser
scanner. Each mirror is rotated with a galvanometer, which transforms a control
voltage into an angular rotation of the mirror. Zero volts is assumed to correspond
to a mirror angle of zero degrees (e.g., the laser beam is assumed to coincide with the
laser's z axis when both galvanometers have zero input). The _ mirror is calibrated
by directing the beam onto a plane at a fixed z distance from the laser with respect
to the laser's origin (L). With _ fixed at zero, the 0y mirror is rotated with a
fixed voltage and the amount of y displacement on the plane is recorded. Using
this information and (2.1) it is possible to determine 0_. Assuming the relationship
between voltage and mirror rotation is linear, mirror rotation is determined by
dividing _ by the voltage applied to the mirror. To confirm the linearity of the
galvanometers, the y mirror should be displaced to several different positions and
the relationship should be verified to not change within measurement error. The _
mirror is calibrated in the same manner except that 6_ is fixed at zero (so there will
be no pincushion distortion) and (2.2) is used to determine a_.
2.3 Calibration of the Extrinsic Parameters using an LSE Method
The extrinsic parameters of a laser scanner can be obtained using an LSE
method as follows. Direct the laser at a set of 3-D points and record the scanning
mirror angles at each point. These points and associated mirror angles can then
be used to soIve an overdetermined system of linear equations to obtain the laser's
extrinsic parameters. The method described in this section is analogous to an LSE
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approachproposedby RogerTsai[12]for the calibration of cameras,exceptthat the
terms of the linear equationsare different for a laser.
The extrinsic parametersof the laserscannerconsist of the rotation and trans-
lation of the laser coordinate frame with respect to some other fixed coordinate
frame. This rotation and translation shouldultimately be representedasa 4 x 4
homogeneoustransform of the type definedby Craig[13]of the form
_T=
rl r2 r3 tz
r4 r5 r6 t u
r7 r8 r9 tz
0 0 0 1
(2.3)
(:.l sec O_ + e) tan O_
zt tan _y
= rlz_ + r2y_ + r3z_ + t_ (2.5)
= r4z,_ + rsy_ + rsz,o + tu (2.6)
The homogeneous transform _T is primarily composed of a 3 × 3 rotation ma-
trix and a 3 × 1 translation vector which define the orientation and position of frame
b with respect to frame a. To calibrate the laser, it is necessary to find t
. _T, which
is the transformation from the laser coordinate frame to a desired world coordinate
frame. What is required is a mathematical relationship that will determine these
parameters given a set of points defined in the world coordinate frame and a set of
corresponding scanning mirror angles. A point fiw, defined in the world coordinate
frame, is transformed to the laser coordinate frame using (2.4) to produce /5 (/_
and/5 are 3 × 1 vectors):
= Yt = ,_TP,_ = ,_T y_ = r4x,_ + rsy,_ + r_z_ + t_ (2.4)
zt z_o rrxw + rsy_o + rgz_ + t.
Also, xt and yt can be expressed in terms of the scanning mirrors using (2.1)
and (2.2) with (2.4) as shown below:
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Substituting the expression for z_ in (2.4) into (2.5) and (2.6) results in:
((rTx_ + rsy_ + rgz_ + tz) sec 8_ + e) tan 8_ =
rlx_ + r2y_ + r3zw + tz (2.7)
(rrx_ + rsy_ + r'9Zw "}" tz) tan Oy --
r4x_ + rsy_ + r6z_ + t_ (2.8)
Simplifying (2.7) and (2.8) and then dividing through by t: (t_ # 0):
tan 0x rr tan _ rs
--x_-- + _ +
cos _ t_ cos _ Y_' __
tan 0x r 9 tan _x e rl r2 r3 tx
cos8---- 7z_ t--7+ --cosey + tan/_=_ = x_--tz + y_77_ + z,o--t_ + --t. (2.9)
rr r8
tan 8u77-" + y_, tan 8u77".+27 w
r9 rl r2 r3 t u
z_tane_-_- + taney = x_-_- + y_-_- + z_- + _ (2.10)
Equations (2.9) and (2.10) can be expressed in the form Ax = b, where A is
2n × 12, bis 2n x 1, n is the number of data points collected, and x is a 12 x 1 vector
of unknowns. Note that this system of equations not only determines the laser's
extrinsic parameters, but also the distance between the scanning mirrors (e). The
final form (for t, :# O) is presented below:
tangx_ -x_l -Y_I -z_ 0
0 0 0 0 -x_
: : : : :
tan_. -x_. -y_, -z_, 0
0 0 0 0 -x_.
0 0
--Ywl --Zwl
:
0 0
--Yw. --Zwn
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t:e. t,_e._, t=,e._.•------,-x -I O"
cos#yl tu1 c0$8y I ,Ytul co3#_i _tul
xtu_tan0y_ YtultanS_l ztu_tan0 w 0 --1
: : : : :
lan0= tan 0=n tan 8=
x y_. ------_ z -I 0
CO$Oy n _IJ_ C030y n cosey n tun
xtu. tanS_, y=.tan0_, z_.tan0y. 0 -1
i"
e
T"1
r2
r3
r4
/'5
/'6
r7
T8
/'9
t=
1
t.
tan 0y 1
tan 0y.
(2.11)
After solving (2.11) using singular value decomposition [14], It..[ can be found from
1
it=l -- (2.12)
x_z/
Once It=[ is determined, it is a straightforward process to obtain e, rl, through
re, t= and t_. With several hundred data points, this method produces reliable
results provided that the data points are measured accurately (i.e., measurement
error is _ 1 mm). The major flaw in this calibration method is that it treats the
twelve parameters as being independent (which is obviously incorrect) and thereby
fails to meet the constraints inherent in the rotation matrix.
2.4 Direct Geometric Method for Calibrating a Laser Scanner
Because the LSE calibration method generates a rotation matrix that is un-
constrained, an alternative calibration method was developed that will produce an
orthonormal rotation matrix. The method presented in this section treats laser
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scanner calibration as a geometrical problem by taking advantage of the fact that
the laser scanner emits a beam of light that can be measured with respect to a
reference point. This method determines the laser scanner's orientation by directly
determining its Euler angles. These Euler angles can then be used to produce a
rotation matrix that is guaranteed to be orthonormal unlike the rotation matrix
obtained using the LSE method. It should be emphasized that the objective of
this calibration method is identical to that of the LSE method: to determine the
homogeneous transform from the laser coordinate frame to some world coordinate
frame.
The laser coordinate frame (L) is located at the center of the t_u mirror and is
oriented as in Figure 2.1. The pose of the world coordinate frame (W) is arbitrary.
To assist in calibrating the laser, an intermediate coordinate frame F is defined
whose origin is located directly below the center of the laser scanner's aperture.
The frame F is located by suspending a plumb line from the laser scanner to some
fixed plane (the floor is used in the CIRSSE system). This plumb line constitutes
the z axis of the F coordinate frame. Note that while F's origin is on the floor, F's z
and y axes are not necessarily coplanar with the floor. The location of F is selected
in this manner to simplify the measurement of the laser scanner's orientation. The
calibration procedure involves measuring twelve parameters, which are depicted in
Figures 2.3 and 2.4 and defined as:
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Figure 2.3: Determination of a laser scanner's euler angles. (Note: F is not neces-
sarily coplanar with the floor)•
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Figure 2.4: Transformation parameters from frame F to frame W. (Note: F is not
necessarily coplanar with the floor)•
d_ The distance from F to L along F's z axis.
d, The x coordinate of the point where the undeflected laser beam intersects the
floor, measured with respect to the origin of F.
d_ The y coordinate of the point where the undeflected laser beam intersects the
floor, measured with respect to the origin of F.
dy, The y coordinate of the point pl on the floor, measured with respect to the
origin of F.
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du2 The y coordinate of the point P2 on the floor, measured with respect to the
origin of F.
d'_ The length of the projection of the line segment joining Pl and p2 onto the vector
formed by projecting the z axis of frame F onto the plane of the floor.
p The rotation about F's x axis from F's xy plane to the floor.
6 The rotation about F's y axis from F's xy plane to the floor.
£t The translation vector from F to W.
c_ The pitch angle about F's x axis from frame F to frame W
/3 The yaw angle about F's y axis from frame F to frame W
"r The roll angle about F's z axis from frame F to frame W
The above twelve parameters provide all the information required to determine
the transformation from the laser coordinate frame to the world coordinate frame:
IT. The calculations are broken into two steps:
1. Determining _T
2. Determining/_T
lOnce these transforms are known, it will be possible to determine _,T from
_T=_T._T (2.13)
JR can be determined by deriving the orientation of frame F with respect to
the laser in terms of the Euler angles pitch, yaw and roll (t/,,0,8) about the laser's
x, y, and z axes, respectively. Figure .'2.3 shows how the Euler angles are measured
independently of one another. The laser's scanning mirrors are set to zero and the
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coordinatesof the point wherethe laserbeam intersectsthe floor are measured(d_:,
d_,). It is assumed that any offset of the scanning mirrors from zero is negligible
compared to the magnitude of the Euler angles being measured. Since the mirrors
are assumed to be in their undeflected state, the beam is coincident with the laser's
z axis, and the point (d,, dy) is invariant to rotations about L's z axis. We will
therefore assume that the laser coordinate frame is rotated about z by an amount
¢ (to be determined) so that the projection of the laser's y axis onto F's xy plane
is coincident with F's y axis. Such an orientation implies that d_: is only a function
of 0 and d_ is only a function of _.
d,
F
Figure 2.5: Relationship between the floor and F's zy plane
When calculating _band 0, it cannot be assumed that the floor correctly defines
the xy plane of F. Indeed, since d, was measured with a plumb bob, F's z axis
is aligned with earth's local gravity vector, but the floor may not be orthogonal to
this vector. By using a level it is possible to determine the angles p and 6 about
F's z and y axes, respectively, between the plane of the floor and the xy plane of
F. The situation is depicted in Figure 2.5 for the Euler angle $. The formulas
for determining _, and 0 can be derived directly from the figure and are presented
below:
du cosp¢ = tan-1 d:-dusinp. (2.14)
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d=cos6 ] (9.15)8 = - tan-1 d, ---d'-_s_'n 6
At this point it is necessary to determine _b so that the laser's y axis can be
aligned with F's//axis. The/9_ mirror is repeatedly rotated by an arbitrary amount
while the/99 mirror is set to zero, resulting in a line segment traced on the floor.
The slope of this line determines _ and is found by measuring two arbitrary points
(pl and p2) on the line segment (this yields the parameters d_1, dy= and d').
The primary issue with determining ff in this manner is ensuring the slope of
the line segment to be a function only of ff and not of other variables, such as _,,/9,
or 8u (which causes pincushion distortion). Because we have assumed _ = 0, the
slope of the line segment will not be altered by pincushion distortion. The Euler
angle /9 affects the laser's z and z components of the beam direction. A change
in the z direction will not affect the slope of the line since the line ultimately will
lie in F's zy plane. Further, distortion in z will tend to move the line segment by
some constant value, leaving the slope unchanged. The Euler angle _b affects the
laser's y and z components of the beam direction. The distortion in z will not affect
the measurements for the same reasons stated for/9. The distortion in y due to
consists of a constant translation of the line segment along F's y axis. The slope of
the line is a function of the relative change in y from points Pl to P2, so the effects
of _b will not change the slope since Pl and P2 will be translated in y by the same
amount. Hence, the slope of the line segment is a function only of _b.
Since the measurements used to determine ff were taken from the floor, they
will have to be corrected for the effects of p and 6 for the same reasons that the
corrections were necessary for determining _b and /9. The final equation for 0 is
presented below:
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@=-tan-l[ (dy2c°s p) - (du'c°s p)]d'=_o_'6 (2.16)
At this point the Euler angles _b, 8, ¢ have been determined, and it is now pos-
sible to create the rotation matrix _,R from the laser to the F coordinate frame. Each
Euler angle changes four parameters in the rotational matrix. The most straight-
forward approach is to determine separate rotational matrices for each Eulerangle
and then multiply them together to obtain )R. The individual matrices for R(X,_b),
=
R(Y,O)
R(Z, &)
R(Y,O) and R(Z,&) are:
1 0 0
0 cos_' -sin_b
0 sin _b cos _'
cosO 0 sin8
0 1 0
-sinO 0 cosO
cos& -sin& 0
sin4 cos ¢ 0
0 0 1
(2.17)
(2.18)
(2.19)
}R(¢,0,¢) = R(X,¢)R(Y,O)R(Z,&) (2.20)
As is apparent from (2.20), 5,R is obtained by combining the rotation matrices
in the order roll, yaw, pitch. This ordering is essential for this calibration procedure.
Applying the roll rotation first will align the projections of the laser's y axis to the
F coordinate frame's y axis. This condition was assumed when the Euler angles _b
and O were determined.
At this point, }R has been determined, but to obtain }T it is necessary to
determine the translational component 5,t from the laser's origin to F with respect
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to the laser. Given the configuration of the CIRSSE testbed and the available
measuring equipment, it is difficult to directly measure this value with any degree of
accuracy. However, it is not necessary to directly measure this value. The translation
vector It from F to the laser can be determined since F is located directly below
the aperture of the laser, and dz is known. The resulting value of It is [0, 0, dz] T.
At this point IT can be determined by combining the inverse of _R (for a
rotation matrix, R -1 = R T) with the translation vector It. It is then possible to
obtain _T by taking the inverse of IT. This relationship is defined as
-1
)R T {t
0 0 0 1
With _T defined, the next step is to determine _T. W should be chosen so
that the Euler angles a, 8, and "_ can be easily measured. If W is chosen such
that its z axis is plumb (as in the case with F), then the Euler angles from F to
W can be readily determined. By applying (2.17) through (2.20), it is possible
to determine _R, and this matrix can be combined with _t (which is one of the
twelve calibration parameters) to obtain _T. At this point, I,_T can be determined
by matrix multiplication:
= (2.22/
This concludes the calibration of the laser's extrinsic parameters. It is now
possible to transform points defined in the world coordinate frame into points de-
fined in the laser coordinate frame. Additionally, points in the laser frame can be
wT.transformed into the world frame using the inverse of t
2"i
Parameter
d_
d_
p
6
dyl
dx'
7
_,t_
Value
5.0 mm
101.1 mm
2597.0 mm
0.0 radians
0.0 radians
-10.0 mm
0.0 mm
946.0 mm
0.0 radians
7r radians
0.0 radians
1409.9 mm
887.65 mm
0.0 mm
5.0 mm
Table 2.1: Typical calibration parameter values for direct geometric method
2.5 Appraisal of Calibration Method Performance
When presented with two alternatives for calibrating the laser's extrinsic pa-
rameters, the question arises as to which method is best. The answer depends on
how and where the laser scanner will be used. The transform obtained using the
direct geometrical method typically results in errors of less than 0.5%. This accu-
racy has consistently been obtained in the CIRSSE testbed where this method is
currently implemented in software. Typical values for the calibration parameters
are presented in table 2.1 This level of accuracy is sufficient for many visual sensing
tasks. Further, the geometric approach achieves its results in a simple systematic
manner. Hence, calibrating the laser using this method requires less effort than the
LSE method.
Since the LSE method generates a solution based on a large set of data points.
measurement errors among individual points should have less affect on the LSE
solution. This is in contrast to the geometric method which uses a small number
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of measurementsto obtain its results, and, hence,these few points must be more
accurately measured.The LSE method hasbeensimulated in softwareand tested
with simulatedsetsof data points containing differing degreesof error. The results
of thesesimulations indicate that if it is possible to collect a large number of points
with high accuracy, the LSE could produce more accurate results than the direct
geometric method. At the time this research was conducted, the CIRSSE testbed
had no means to collect a large number of highly accurate data points, but the
LSE method has the potential to be highly effective when the testbed acquires the
necessary data collection capability, and should be evaluated in the future.
3. Techniques Required for the Application of a Calibrated Laser and
Camera to Visual Sensing
3.1 Overview
This chapter examines the development of methods to address the problems
associated with applying a laser scanner and a camera to three dimensional visual
sensing. As mentioned in section 1.2, these problems are:
1. Estimating three dimensional points using a calibrated camera and laser scan-
ner.
2. Computer simulation models that provide a means to predict performance.
:3. Methods to identify the laser spot in a cluttered camera image.
4. Methods of storing and representing three dimensional data.
Each problem is addressed individually. In some cases, more than one method
is proposed for dealing with a specific problem. In such cases, the methods have been
evaluated and compared to determine their merits and shortcomings. Additionally,
experimental results are presented for these methods when appropriate or feasible.
The information and conclusions presented here can be used when applying a laser
scanner and a camera to three dimensional visual sensing. As will become readily
apparent, application of these techniques to visual sensing tasks will depend heavily
on the nature of the application.
3.2 Point Estimation with a Calibrated Laser and Camera
Once the laser scanner is calibrated to a world coordinate frame it is possible
to use it in concert with a calibrated camera to perform three dimensional sensing.
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Three dimensionalsensingwith acameraanda laseris different from strictly passive
methods suchas dual cameras.In a dual camerasystem,features identified in one
camera image are correlated to similar featuresin the other camera image. The
pixel coordinatesof thesefeaturesare thenusedto determine the three dimensional
point of the object correspondingto the feature in the images.
Three dimensionalsensingwith a laserand camera,however,employsaslightly
different approach. The laser directs its beaminto the field of view of the camera
and the camera imageis scannedfor the reflectionof the laser beam off an object
in the image. The pixel coordinatesof the laser spot are correlated to the mirror
anglesof the laserscannerto obtain the threedimensionalpoint of the object in the
workspace.
Methodsfor estimating threedimensionalpoints usingdual camerashavebeen
developedby Repko,Sood,and Kelly [15]and Noseworthy[16].One method solves
an overdeterminedset of equationsto obtain a leasesquaredestimate of the three
dimensional point, while a secondmethod calculatestwo three dimensional rays
projecting from the imageplanesof the cameras,and estimates the coordinatesof
the correspondingpoint by determiningthe midpoint of the common normal of the
rays.
Thesetwo methods for point estimation canbe readily adapted for usewith
a calibrated cameraand laser. In order to do this, the mathematical relationships
contributed by one cameraare substituted with mathematical relationships for the
laserexpressedin the sameform asthe camera.Hence,in order to provethat these
point estimation methodswill work with a laserand a camera,it is only necessary
to show that the laser'smathematicalmodelcanbe expressedin sucha way as to
be compatible with eachmethod.
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3.2.1 Point estimation using least squared error
The overdeterminedsystemof linear equationsapproachfor dual cameras[16]
can readily be adapted to a camera and a laser scanner. What is neededis a
relationship for the laser betweenthe scanningmirror anglesand the coordinates
of a three dimensional point (t6_) defined in the world frame. Sucha relationship
wasderived in Section2.3 as part of the LSE method for calibrating the laser (see
equations (2.7) and (2.8)). Ultimately, the equationscontributed by the laser will
be included in a system of linear equationsof the form Ax = b where x is a three
row by one column vector representing the x, y, and z coordinates of the estimated
three dimensional point.
In the context of laser calibration, the unknown variables were the distance
between the scanning mirrors (e) and the rotation and translation components of
the transformation from the laser coordinate frame to the world coordinate frame.
Since the laser is assumed to be calibrated at this point, all these values are known.
Additionally, the angles of the scanning mirrors are known. What is not known are
the x, y, and z coordinates of the world point. The terms in (2.7) and (2.8) can be
regrouped into a form that is more suitable for point estimation:
_rT-- xw + --r8-- Yw _- --rg-- zw =
tan 0_
t_ - tz etan8_
COS 0y
(rztan 8_ --r4)xw nu (rstan 8y --rs)yw + (r9tan 8_ --r6)Zw =
(3.1)
t u -- t= tan Ou (3.2)
Therefore, the laser contributes two equations with the same three unknowns
as the camera equations (assuming that the laser and camera are calibrated to the
same world coordinate frame). These two equations can be combine with the two
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equations contributed by the camera[16]. For sake of brevity, the full derivation
of the camera's equations will not be shown here, but the final result is given by
equations (3.3) and (3.4).
x_(rrx. - frt) + w,(rsx_ - fra) + z_.(rgX. - fr3) =
ft_ - tzx_
x_ (_v_ - f_4) + v_ (_sv_- f_) + z_ (_gv_- f_6) =
ft_ - t=y_
(3.3)
(3.4)
Where x,_ and y,, are camera pixel coordinates, f is the focal length of the
camera, and rl - rg, tx, tv and tz are elements of the homogeneous transformation
LT from the camera's coordinate space to the world coordinate space. Equations
(3.3), (3.4), (3.1), and (3.2) can be expressed as a system of linear equations of the
form Ax = b:
i :rl,r8:3r9:3 1[lx(_,w - _,'4) (_sw - f,'_) (_w - f_6) " =\ cos O_ ] \ cos % / Zw
(rrtanO,-r,) (rstanO,-rs) (rgtan0,-r6)
(ft_-tzx_,)
(ft_ -t,w)
(G-t t_O_-etanO_:)z cos 0v
(t v - t: tan Or)
(3.5)
The system of equations presented in (3.5) can be solved using singular value
decomposition[14]. Care must be taken, however, in interpreting the results of the
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LSE solution[16]. The LSE approach solvesfor z by minimizing the expression:
(b- Ax) r (b- Az) the solution to which is z = (a TA) -1. Arb and the quantity
ATA)-1 is the pseudo-inverse of A. Since this is "implicit" estimation, minimizing
(b - Ax) r (b - Az) does not mean that the error between the actual point and the
estimated point has been minimized. The error (b- Az) T (b- Az) is minimized,
and by so doing, it is assumed that the parameter of interest (z) is optimized in the
process, which is generally true.
3.2.2 Point estimation using midpoint of common normal
Another method for estimating three dimensional points was developed by
Noseworthy[16]. This method calculates a ray projecting from the camera's image
plane into the three dimensional environment. A brief summary of this work is
presented below followed by a description of how this method can be adapted for
use with a laser.
A three dimensional point is calculated by determining the midpoint to the
common normal of the rays calculated from two different cameras. The ray for each
camera is expressed as a linear parametric equation of the form:
_'_ = scd_ +dc (3.6)
Where O_ is the 3 x 1 vector describing the location of the origin of the camera
with respect to the world coordinate system, and arc is a 3 x 1 vector describing the
direction of the ray projected from the camera's image plane with respect to the
world coordinate system. These two terms can be further expressed as:
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L
(3.7)
6o = _t (3.s)
_R and _t can be obtained from the inverse of the homogeneous transform
_T, and x_ and y_ are camera pixel coordinates of a pinhole camera model. Once
these parametric equations have been determined it is possible to calculate the unit
direction, in world coordinates, of the common normal to the rays from two cameras
as:
14, ×J_ I
(3.9)
The shortest distance between r_ and r_2, l, can be determined by projecting
C5_ - C5_2 in the 5 direction. Noseworthy points out that r_ and r_2 are assumed to
be skew (i.e. Ida, x dc_ I-# 0). /is determined using the following expression:
(oo,_0o). z,] (3.10)
The next step is to solve for sx and s2. This can be done using the following
relationship:
Finally, a 3 × 1 vector, rfi, representing the coordinates of the midpoint to the
common normal of r"_ and r_2 is determined by:
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1 ]
rfi
Where re1 Is, and re2 Is2 represent the parametric equations for the rays pro-
jected from cameras one and two evaluated at sl and s2 respectively.
The midpoint to the common normal method can also be used with a calibrated
camera and laser scanner. To do this, it is necessary to derive a parametric equation
for the 3-D ray of the laser beam. This equation is expressed as
(3.13)
where (_l is the origin of the laser beam in terms of the world coordinate frame,
is the direction vector of the laser ray and st is a parameter.
Equation (3.13) is of the same form as (3.6). To use the midpoint to the com-
mon normal method with a calibrated laser, it is necessary to derive expressions for
O1, _ and st. Once these values are determined, the mathematical relationships for
the midpoint of the common normal for two cameras will also work for a calibrated
camera and laser.
()t can be determined based on the values of the intrinsic and extrinsic pa-
rameters of the laser scanner. Specifically, the required parameters are the distance
1between the scanning mirrors, and the transformation _T from the laser coordinate
frame to the world coordinate frame. The laser calibration assumes the laser's ori-
gin to be at the center of the 09 mirror. The coordinates of the laser's origin with
respect to the world coordinate frame can be derived by extracting the translational
component of the inverse of I,_T. This translation vector is defined as _'t.
The origin of the laser has one additional component. Recalling the arrange-
ment of the laser scanner described in Section 2.1, the 0_ mirror deflects the laser
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beam along the rotational axis of the 0_ mirror. Since the origin of the laser scanner
is defined to be on the 0_ mirror, the origin of the laser ray is translated along the z
axis of the laser scanner (this is the rotational axis of the 0_ mirror) by the rotation
of the 0_, mirror. The translation of the laser's origin as a function of 0_ with respect
to the laser's coordinate frame can be expressed as a 3 x 1 vector:
e tan 0_
= 0 (3.14)
0
The term e tan 0_ from (2.2) defines the z coordinate of the laser beam with
respect to the laser's coordinate frame given a set of mirror angles and a specific z
coordinate. The vector _0_ is defined in terms of the laser coordinate frame; hence it
must be transformed into a translation with respect to the world coordinate frame.
This is accomplished by multiplying _0_ by the rotation matrix _'R contained in
t
the inverse of the homogeneous transform _,T. This yields a new translation vector
defined in the world coordinate frame:
Therefore, the final value for (St can be expressed as
(3.15)
(3.16)
The next step is to determine a_ from (2.2) and (2.1). Since the expression
for ()l already compensates for the translation of the laser's origin due to rotation
of the 0, mirror, the e tan 0, term in (2.2) can be removed. Hence, the direction of
the laser ray with respect to the laser coordinate frame can be expressed as a 3 x 1
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vector of the form
z sec 6y tan 6=
z tan 0r
Z
(3.17)
The direction vector is currently defined with respect to the laser coordinate
frame. In order to use it in determining the midpoint of the common normal, it
will have to be transformed with respect to the world coordinate frame. TiJis can
be done simply by multiplying d_ by the rotation matrix _R. Further, the z term
in d_ can be factored out and used as the variable parameter sl. Therefore, the
parametric equation for the 3-D laser ray can be expressed as
= _'B_z + O, (3.18)
Equation (3.18) can be used in place of the parametric equation for the second
camera to determine the midpoint of the common normal for a camera and a laser
scanner. The remaining mathematical expressions for the midpoint of the common
normal calculation remain valid.
3.2.3 Appraisal of point estimation methods
As mentioned previously, the LSE point estimation method generates a solu-
tion by attempting to optimize the value of x. Because this method attempts to
determine an optimized solution, it can accommodate minor errors in the camera
and laser calibration parameters. This property of the LSE method can be useful in
that minor calibration errors will not necessarily result in poor point estimates. In-
deed, tests results have indicated that the LSE method can provide accurate results
even if the rotation matrix is not truly orthonormal.
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The midpoint to the common normal method attempts to model the exact
behavior of the laser and camera. Specifically, it projects rays from the laser and
the camera into space based on the mirror angles of the laser scanner and the pixel
coordinates on the camera's image plane. If all the calibration parameters for the
laser and camera are perfectly accurate, the rays should intersect, but in reality, the
rays do not intersect due to errors in calibration, and hence, the midpoint of the
common normal to these two rays is used as the estimate of the three dimensional
point.
The decision as to which method to use for point estimation depends on the
nature of the application in which the method will be used. Since the LSE method
is more robust in terms of accommodating calibration errors it may be useful in sit-
uations where the accuracy of calibration parameters, particularly the orthogonality
of the rotation matrix, is questionable.
The midpoint to the common normal method does have one significant quality.
Since this method is a direct representation of the geometry of the point estimation
scenario, it may be possible to use this method as a means of predicting how cal-
ibration errors will affect performance. The comparative performance of the LSE
and midpoint of the normal point estimation methods is a topic that is addressed
in the simulation models presented in the next section.
3.3 Computer Simulation Models of a Laser Scanner
Ideally, the laser scanner should operate "perfectly" assuming it is calibrated
to a degree where no error exists or is so small as to be unobservable. Unfortunately,
such a situation is rarely the case. It is more likely that the laser scanner's cali-
bration will exhibit some inaccuracies and therefore it is important to understand
how such errors will degrade performance. Additionally, if the laser scanner is ever
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mounted on a platform that is prone to vibration or other extraneousmotion, the
laser's calibration (especiallythe extrinsic parameters) is sure to change. In short,
it would be advantageousto be able to simulate the effect of calibration errors as
a meansof predicting laserscannerperformanceand possibly providing a meansof
compensatingfor inaccuracy.
Two computer simulations arepresented.The first model simulatesthe inac-
curacy associatedwith errors in the laserscanner'scalibration. A secondsimulation
examinesthe effectof laserand camerapoint estimationgiven that either the camera
or the laser scannerareperturbed.
3.3.1 Simulation of laser scanner calibration
In order to developa simulation for laserscannercalibration, it is necessaryto
answer three basic questions.First, what calibration method should be simulated?
Second, how is accuracy or error measured? Third, how will the performance of
the laser scanner be evaluated? Once these questions are answered, generating a
simulation is straightforward.
Chapter 2 presented two methods for calibrating a laser scanner's extrinsic
parameters. Each methods has its merits and limitations as previously discussed, but
it is important to identify which method (or both) should be simulated. Solutions
generated by the LSE solution are highly dependent on the number of data points
taken and the error associated with these points. Therefore it is difficult to assess
how a specific error in a single data point (or a small set of points) will affect the
calibration parameters generated by the LSE method. Hence, it is not well suited
for simulation.
The direct geometric calibration method has several qualities that make it
amenable to simulation modeling. First, the extrinsic parameters generated by this
4O
method are directly dependenton a finite set of input parameters. Second, the
effectof eachinput parameteron the extrinsic parameters is well definedusing the
formulas presentedin section2.4. It is thereforepossibleto perturb an input param-
eter and obtain a repeatablechangein the extrinsic parameters. Third, the direct
geometric method is currently usedto calibrate the laser scanner,so simulating it
would directly benefit the ongoingvision researchin the CIRSSE testbed. Fourth,
the direct geometricmethodmodelsthe inherentgeometryof the laserscanner.For
thesereasons,the simulation usesthe direct geometriccalibration model.
When predicting the accuracyof the lasercalibration it is important to define
exactly what is meant by accuracy. Accuracy is defined to be how well the laser
scanner is capableof directing the laser beamat a specific three dimensionalpoint
defined in the world coordinatesystem (P,o). To measurethis accuracy,it will be
necessaryto createa gaugeof how far awaythe laserbeam will be from the desired
point. The error measureusedin this simulation is the distance of the normal from
the laserbeamto P_,. To calculate this, the laser beam is expressed as a parametric
equation of the form shown in equation (3.13). A point Q (see figure 3.1) is defined
at the intersection of the laser beam with the line normal to the laser beam and
passing through P_,. The vector P_,Q can be determined as:
o, e
Pw
Figure 3.1: Calculation of error vector from target point to laser beam
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P_Q = -Ot-Pw + _"_t [ ] O,--P,_ [cosO (3.19)
It is generally known that:
=1 II
O'P'_" I 4-"-[ I-dT]l_ Ic°s8 (3.20)
however, I _ [= 1 therefore, by substitution:
_ (O,'P,,,. _ ) (3.21)PZQ= -o,;% +
For purposes of analysis, the magnitude of P_Q can be examined to determine
the distance of the error, or the individual x, y, z components can be examined if
directional information is required.
The final step in generating the simulation is to determine a method by which
the laser scanner calibration will be evaluated. This analysis can be performed in
the following manner:
1. Define a matrix of test points defined in world coordinates. This matrix should
define some plane in the workspace.
2. Using a given set of input parameters (d:, d,, d_ etc.) as defined in section
t2.4 calculate _,T using the direct geometric calibration method.
3. Using t,,,T and equation (2.4) calculate the mirrors angles required to direct
the laser beam to each of the points in the matrix.
_T using the direct geometric4. Perturb the input parameters and calculate t ,
method.
l ! !5. Using ,_T and the pairs of mirror angles previously calculated, determine r t
(the parametric equation of the laser beam) for each pair of mirror angles.
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6. CalculatePf, Q for each P_, in the matrix and its respective r_. The set of P_,Q
values denotes the accuracy of the laser scanner for the points in the plane.
7. Repeat the steps stated above for different planes to obtain the accuracy of
the laser scanner throughout the workspace.
The simulation constructed for this research generates a matrix of points that
lie in a plane that is parallel to the XY plane of the world coordinate system
at some fixed world Z. In effect, the simulation is designed to take "slices" of
CIRSSE's testbed from its floor to its ceiling. Although the planes are defined as
parallel to the worlds XY plane, there is no reason why this can't be modified to
accommodate some other plane as long as a transformation exists from this plane
to world coordinates. The laser scanner simulation is designed to generate output
that is compatible with analysis programs such as Matlab, Delta Graph or PvWave.
These file formats are supported because Matlab, Delta Graph and PvWave are
most readily available to the author and to CIRSSE and otherwise popularly in use.
3.3.2 Results of laser calibration simulation
The laser calibration simulation was subjected to a variety of tests to evaluate
the effect of perturbing the individual input parameters to the direct geometric
method. Table 3.1 shows the values of the input parameters before the perturbations
were applied. A total of fifteen tests were performed. Table 3.2 indicates for each
test, which parameter was altered and by how much.
Each test was conducted at three different planes in the CIRSSE testbed. The
dimensions of these planes are shown in table 3.3. Each plane had four hundred
points distributed evenly as a 20 × 20 grid. The coordinates of these planes coincide
with a section of the workspace in the CIRSSE testbed accessible to both PUMA
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Parameter d= d_ dz p 5
Value 45mm -6mm 25910mm 0.0rad 0.0rad
Parameter
Value
Parameter
Amount Changed
dyl
30mm
7
0.0rad
dy2
40mm
1413ram
d"
1314ram
33mrn
-0.0rad
0.0mm
_r
e
5mm
Table 3.1: Laser calibration parameters at start of tests
Test 1 2 3 4 5
Parameter d= dy d_ p
Amount Changed 10ram 3mm -20mm 0.2rad 0.1rad
Test 6 7 8 9 10
Parameter
Amount Changed
Test
Parameter
Amount Changed
dyl
5mm
11
0.1rad
d_2 d"
-lOmm -lOmm
12 13
lOmm 8mm
-0.1rad 0.3rad
14 15
ltz e
-lOmm 5mm
Table 3.2: Tests performed using laser calibration simulation
robots. For each test at each plane, the z, y, z and magnitude of P_,Q was recorded.
The tests generated approximately 150 different error graphs. The more interesting
plots are included in this report while general observations will be made about the
results of the other tests.
Plane Min X
1 1000mm
2 1200mm
3 1200mm
Table 3.3:
Min Y Max X Max Y Z
-750mm
-500mm
-500mm
2500mm
2200mm
2200mm
750mm
500mm
500mm
0ram
300mm
600mm
Dimensions of point planes (in world coordinates)
The tests that deserve particular attention are those that perturbed the d,,
d, and a parameters. The magnitude of the error induced by perturbing the d,
parameter is shown in figure 3.2. The projection of the laser's origin onto the XY
plane of the testbed is indicated for reference. Note that the laser is not centered
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over the workspace,especiallyin the X axis. This was intentionally done to bet-
ter represent the actual conditions of the CIRSSE testbed where the laser is not
physically centeredover the workspaceof the robots. The figure showsthe error
at z = 0mm. The error curves were the same at z = 300mm and z = 600mm,
but the overall error was progressively smaller as z increased. The shape of the
curve is not surprising when one considers that the d_ parameters affects the Euler
angles _, and 0 as well as the translation vector }t. The sum effect of perturbing
all these parameters is the conical shape in the figure. The magnitude of the error
increases symmetrically about the origin of the laser. This is revealed in figure 3.3
which shows the projection of the error regions of figure 3.2 onto the XY plane of
the world coordinate system. The projection of the laser's origin is indicated as a
white cross. The perturbation of d_ is a simple condition to recreate in the CIRSSE
testbed. When the d_ was perturbed in the testbed, the same type of error behavior
was observed.
A second test that produced interesting results was the perturbation of the
d_ parameter. This parameter only affects the Euler angle 0. A three dimensional
surface plot and a contour plot (error projected onto the world XY plane) are pre-
sented in figures 3.4 and 3.5. The error is relatively constant at 9.0mm, but while
the value is constant along the y axis, it is slightly distorted in the z axis. This
distortion is reasonable considering that 0 is a rotation about laser's y axis.
The most dramatic results of calibration model were observed in the pertur-
bation of the c_ parameter. The resulting plots were not only non-linear, but also
were significantly different as z increased. The three dimensional surface and con-
tour plots for these tests are shown in figures 3.6 - 3.11. As is apparent in figure
3.6, when z = 0mm the error reaches a minimum directly beneath the laser scan-
ner and the error becomes progressively larger. Further, the error increases as the
Laser
9
9 89
6.--
3 4
0.. 0
X = [1000, 2500] Y=[-750,750] Z = 0
(all units in millimeters)
Figure 3.2: Surface plot of the magnitude of error caused by perturbing de
distance along the world/,i axis from the point to the laser's origin increases, yet is
relatively constant as the distance along the world :r axis increases. The constant
behavior along the z axis is reasonable since a is a rotation about the z axis of the
F coordinate frame.
As previously mentioned, the error curves for the de and d= parameters exhib-
ited the same behavior regardless of the values of z. It is therefore reasonable to have
assumed that this phenomenon would appear when perturbing the a parameter. In
reality, however, the error curve at z = 300mm is different from the error curve at
z = 0mm. Indeed, the error achieves a maximum value directly under the laser.
Because the results were so unusual, an additional test run was conducted using a
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Figure 3.3: Contour plot of the magnitude of error caused by perturbing d_
plane of test points at z = 150mm. The three dimensional surface and contour plots
of the error for this test are shown in figures 3.8 and 3.9 respectively. These curves
indicate that the error curve behavior is in a transition from the z = 0mm curve to
the z = 300mm curve. This unusual behavior deserves more detailed examination.
It is necessary to define the 3 x 1 vector P_, which is a point in the test plane
defined in world coordinates. In order to direct the laser to this point it is first
1 .
transformed to the laser's coordinate system by applying the transform _,T.
p/ l
_- wT, Pw
By applying equation 2.22 the expression becomes:
(3.22)
Pt = _T. _T. P,_ (3.23)
Expanding _T using the rotations R(X, a)R(:k: })R(Z, 7) as described section
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X = [1200, 2200] Y=[-500,500] Z=300
(all units in millimeters)
9.3
9.2
8.9
8.8
8.7
8.6
8.5
Figure 3.4: Surface plot of the magnitude of error caused by perturbing d=
2.4 yields:
P¢ =)T.
cTs/3sa+s_ca -sTs/3sa +cTca -c/3sa _t_
--c_s/3ca+ sTsa s'Ts/3ca+ c_sa c/3ca ! tIll i_
0 0 0 l
• P_ (3.24)
Where c is cos and s is sin. From table 3.1 7 = 0.0 and/3 = 7r. Substituting
these values into the matrix and reducing terms results in:
48
+
A
!
Ill
t-
It}
o_
>-
v
!
9.!
9.,'
9.1
9
8.9
8.8
8.7
8.6
8.5
- <- (X Distance) -> +
X = [1200, 2200] Y=[-500,500]
(all units in millimeters)
Z=300
Figure 3.5: Contour plot of the magnitude error caused by perturbing d=
-i 0 0 l_t=
I
0 ca so _ ,E.t_ I
o 5t:
0 0 0 1
J
(3.25)
Since none of the parameters used to calculate )T are changed, the terms
inside this transform are constants. Expanding _,T gives:
p/ "--
rl r2 r3 _tz
r4 r5 r 6 _t_
r7 r8 r9 _tz
0 0 0 I
-i 0 0 _t=
0 ca sa £t_
0 sa -ca £t:
0 0 0 I
Simplifying the equation and solving for Pt yields:
• P,_ (3.26)
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Figure 3.6: Surface plot of the magnitude error caused by perturbing the a param-
eter. z = 0mm
rl (-P,,,= ! ] r !+wt=)+r;(P_co+P_zsa+u,t_)+ 3(P_ysa-P_zea+wt,)+ it=
Pz = I I I , (3.27)r 4(-P_z + _tz )+ rh( P_ycc_+ P_zsa+ _t_)+r6 (Pwy so-P_zcel+ wtz)+.ft_
rr(-Pt.,+lwt=)+r8 ! sa ! l(Pwyea+Pw, sa+t.t_)+rg(P_ -Pw, ca+wt,)+ Itz
The behavior observed in the surface plots is due to the (P_sc_ - P=c_ + _t=)
terms in the expression. When Z = 0, the value of P=,ce is zero. Hence, the entire
term increases as a function of P=._. When z is not zero, P=,ce is non-zero. As P=_
increases, the term approaches zero and becomes increasingly negative. Since, the
plot represents the absolute magnitude of the error, the term creates the appearance
of approaching zero and then increasing in value. This entire process is clearly shown
in the case of -" = 150mm, but there is no evidence of it at z = 300mm. This is due
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Figure 3.7: Contour plot of the magnitude error caused by perturbing the a pa-
rameter, z = 0into
to the fact that the dimensions of the plane of test points is not large enough to
show the entire process at z=300mm. If the dimensions of the plane are increased,
the behavior exhibited at z=150 is evident at z = 300mm.
The error plots at z = 150mm also indicate that the two regions of small
error occur near the projected origin of the laser on the world xy plane. This is
attributable to the fact that P,o, is small in this region. As P_,, becomes large, the
behavior of the (P_,ysc_ - P_,.cc_ +/,,,tz) term becomes less significant.
The unusual behavior exhibited by the o_ parameter is due, in part, to the
specific parameters used in the simulation. If different parameters were used, the c_
parameter might behavior in a more consistent manner. Since there is a potential for
such unpredictable results, the utility of the laser calibration simulation is readily
apparent.
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Figure 3.8: Surface plot of the magnitude error caused by perturbing the a param-
eter. z = 150mm
The results of the other tests yield some general observations about the laser's
performance given the specific conditions used for the test. Since the test conditions
are representative of conditions in the CIRSSE testbed, the observations also apply
to it. These observations are:
• Perturbations in calibration parameters that affect the rotational components
of the laser's pose exhibited more erratic error than perturbations that affect
the translational components. This makes sense since a rotation affects two
coordinate axes and does so as a nonlinear function (i.e. sin and cos), and
the amount of error due to a rotational shift will depend on how far away
from the origin a point is situated. A translational shift, however is a constant
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Figure 3.9: Contour plot of the magnitude error caused by perturbing the a pa-
rameters, z = 150mm
shift in one axis only. Hence, all points in space should be shifted in the same
direction by the same amount.
• Most of the error observed in the simulations results was in the z component
of the error vector P_,Q. This phenomenon is due to the position of the laser.
The laser is situated at 2600mm above the testbed. Therefore, the slope of the
laser beam as it projects into the workspace will have a large z component,
and as a result, a small movement in z or y will result in a large movement in
Z.
• A 100% increase in the distance between the laser's scanning mirrors (e) had
little (_< .lmm) effect on the accuracy of the laser in comparison to changes
in other calibration parameters. This result is due to the fact that the dis-
tances from the laser scanner to the planes of testpoints range from 2000mm to
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Figure 3.10: Surface plot of the magnitude error caused by perturbing the a pa-
rameter, z = 300m.m
2600mm. The five millimeter distance between the scanning mirrors is small
by comparison to these distances.
• The net effect that an error in a calibration parameter will have on overall
accuracy depends on the amount of error and the degree to which the param-
eter contribute to the pose of the laser scanner. For example, if 0 is small,
doubling the value of the dx parameter (which influences the value of 0) will
have less effect on the laser scanner's pose than if 0 were large.
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Figure 3.11: Contour plot of the magnitude error caused by perturbing the a pa-
rameter, z = 300mm
3.3.3 Simulation of calibrated laser and camera point estimation
A second simulation developed for this research simulates the effect that rota-
tional or translational perturbations will have on point estimates using a calibrated
laser and camera. In this case, rotational or translational perturbations are applied
l
to the _T or _T directly. This makes it possible to directly alter the pose of the
laser scanner or the camera by rotating or translating about the laser's coordinate
frame or about the camera's coordinate frame respectively.
The camera model used in this simulation is the common pin-hole camera
model[l?]. While other models exist that correct for lens distortion[12] these models
adjust pixel coordinates to generate undistorted pixels which can then be applied
to the pin-hole camera model. Indeed, the point estimation methods used in this
research assume either a pin-hole camera model or that the cameras pixel values
have been adjusted for lens distortion so that the pin-hole model can be applied.
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It should be noted that the simulation will affect the extrinsic parameters of the
camera (i.e. its pose)and theseparametersare applied to the camera model after
any corrections for lens distortion have been performed.
The measure of accuracy used in this simulation is the vector P_,P_ from the
desired world point to the estimated world point. This measure can provide the
absolute error of the estimate by determining the magnitude of PfoP_ or it can
provide directional information by examining the z, y, z components of PfP¢.
To perform an analysis, the simulation performs the following steps:
1. Define a matrix of test points defined in world coordinates. This matrix should
define some plane in the workspace.
_,T and equation (2.4) calculate the mirrors angles required to direct2. Using
the laser beam to each of the points in the matrix.
3. Using _T and the pin-hole camera model calculate the pixel coordinates cor-
responding to the projection of each point in the matrix onto the camera's
image plane.
t c _T and4. Apply rotation or translation perturbations to _T and _T to obtain t ,
C I
_,T. These perturbations are defined in terms of the laser and camera coordi-
nate systems respectively.
5. For each pair of mirror angles and pixel coordinates previously calculated,
I I c t
apply _,T, ,_T and either the LSE or midpoint to the common normal point
estimation method to obtain P_.
6. Calculate P_P_ for each P_ and corresponding P_ in the matrix.
The definition of the plane of test points is the same as in the laser calibration
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simulation. The laser / camera simulation can also generate results in either Matlab,
Delta Graph or PvWave formats.
3.3.4 Results of laser and camera simulation
The laser and camera point estimation simulation was subjected to a battery
of twelve tests. Each test perturbed one or more rotation and translation parameters
of either the laser or the camera. Table 3.4 indicates which parameter was perturbed
for each test.
Test
Parameter
Amount changed
Test
Parameter
Amount changed
Test
Parameter
Amount changed
Te s t
Parameter
Amount changed
I
tgl
0.3rad
4
8c
0.3rad
7
/tx
5ram
10
c_ z
-lOmm
2
0.3tad
5
0.3rad
8
It z
-lOmm
11
6t, Ct, ¢t, ec, ¢c, ¢c
.01rad each
3
¢1
.03tad
6
¢c
.03rad
9
ct=
5ram
12
ltz, ttz, ttz, eta, etz, ct_
.01rad each
Table 3.4: Parameters perturbed for laser and camera simulation tests
Each test was conducted at three different planes in the CIRSSE testbed. The
dimensions of these planes are listed in table 3.5. Each plane had 400 test points
distributed evenly over it as a 20 x 20 grid. The coordinates of the planes were
chosen to be approximately symmetrical in the x and y axes about the origin of
the laser scanner. For each test at each plane, the z, y, z, and magnitude of P_,P_
was recorded. Additionally, the LSE and midpoint to the common normal point
estimation methods were both applied to each test at each plane. Since the tests
generated approximately 400 error plots, the more interesting results are presented
in this report while general observations are presented about the remainder of the
57
tests.
Plane
1 400mm -lO00mm 2400mm
2 400mm -lO00mm 2400mm
3 900mm -500mm 1800mm
Min X Min Y Max X Max Y Z
lO00mm
lO00mm
500mm
0mm
300mm
600mm
Table 3.5: Dimensions of point planes (in world coordinates)
Test seven simulated a translational perturbation along the laser scanner's x
axis. The three dimensional surface plot of the error induced by this perturbation
at z = 300mm is presented in figure 3.12. The projection of the origins of the laser
scanner and camera onto the world zy plane are indicated in that figure. Similar
results were obtained at z = 0ram and z = 600ram. The error curve is approximately
symmetrical about the laser's origin. In this particular case, a single perturbation
had a simple effect on the performance of the point estimation.
When the camera was rotationally perturbed about its y axis, the resulting
error curve was particularly interesting. This error curves are depicted in figures
3.13 and 3.14. As is evident from the figures, the accuracy of the point estimates is
highly irregular across the plane of test points. Additionally, the shape of the error
curve was not consistent across the different planes of test points. At z = 0mm
(see figure 3.13) the curve achieves a minimum approximately below the origin of
the laser, yet at z = 300mm (see figure 3.14) the error curve reaches a maximum
at the same location. The reason for such unusual behavior is similar to the reason
for the behavior observed when the a parameter was perturbed in section 3.3.2
in that individual terms are competing for "dominance" at different regions of the
workspace.
The results of the tests conducted using the laser and camera simulation pro-
duced several observations about the performance of the LSE and midpoint to the
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Figure 3.12: Surface plot of the magnitude of error caused by perturbing the camera
along its z axis. z = 300mm
common normal point estimation techniques:
• The estimates generated by the midpoint to the common normal and the
LSE techniques usually were identical. In those cases where the estimates
were different, the midpoint to the common normal usually exhibited less
error, however there were cases where the LSE produced better estimates. It
is important to remember that the LSE method assumes that optimizing a
system of linear equations will minimize the point estimation error, while the
midpoint to the common normal method assumes that the midpoint of the
normal between two rays is the best point estimate. These assumptions are
reasonable, but there will be cases of laser and camera positions and point
locations where one assumption is better than the other.
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Figure 3.13: Surface plot of the magnitude of error caused by perturbing the cam-
era's 0 Euler angle, z = 0mm
• Rotational perturbations about either the camera or laser produced errors that
were highly irregular over a given plane and were inconsistent across different
planes. The reason for this is similar to the same observation made in section
3.3.2. A rotation shift affects two axes of the coordinate system and does so
as a nonlinear function. A translational shift affects one axis by a constant
value.
• Translational perturbations generally produced errors that were symmetrical
for a given plane and consistent across different planes. This is again due
to the fact that a translational shift wiU affect only one axis by a constant
amount. Such a constant shift would be visible and constant throughout the
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Figure 3.14: Surface plot of the magnitude of error caused by perturbing the cam-
era's 0 Euler angle, z = 300mm
entire workspace.
• Most of the error in the point estimates was in the z component of P_P_. This
is due to the physical locations of the laser and camera. These devices are
situated 2600mm above the testbed floor. Hence, rays projecting from these
devices in to the testbed will have slopes with large z components. As a result,
a small movement in z or y will result in a large movement in z. If the laser
and camera were placed further apart, the z component of the error would be
less because the ratio between the z components of the slope and the z and y
components would be reduced.
The results of these tests indicate that the simulation can be a useful tool in
applying a laser scanner and camera to three dimensional sensing. If the errors in
61
the pose of the laser scanner and camera can be identified, this simulation could be
used to determine which estimation method should be used in different parts of the
workspace to achieve the best results.
It is important to understand why the point estimation algorithms exhibited
such unusual behavior. In these tests the accuracy of the point estimates are depen-
dent on the degree of skew between the projected rays from the laser and camera
and the desired point. The amount of skew between the rays is dependent on the
pose of the laser scanner and camera, the errors applied to the their pose, and the
coordinates of the test point. In some cases, the projected rays may pass at equal
distances from the desired point, in which case their respective errors might cancel
out yielding an accurate estimate. In other cases, however, the one ray may be closer
to the desired point. Hence, the estimate would be shifted toward the ray that is
further away from the desired point. Since there are so many variables involved,
it is not surprising that the error curves obtained in figures 3.14 - 3.13 would be
observed.
3.4 Locating a Laser Spot in a Camera Image
To use a calibrated laser scanner in concert with a camera, it is necessary to
be able to locate the laser spot in the camera image. This is a simple problem if
one can guarantee that the laser spot is the brightest region in the image. However,
such an assumption restricts the utility of a calibrated laser by placing illumination
constraints on the image. If techniques can be employed to locate the laser spot in
the presence of "noise" (e.g. pixels of similar intensity), then a calibrated laser can
be used in a wider variety of situations. The method developed by the author to
locate the laser spot in a noisy image is a heuristic approach whereby regions in the
image are successively eliminated based on a set of criterion tests.
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The first step in locating the laser spot is to perform region growing[18] over
some selected area of the image. This results in a list of regions, their area, and
their centroids. The laser spot should be one of the regions in this list. To isolate
the laser spot it is necessary to eliminate all those regions that are not attributable
to the laser. There are four different tests that can be applied to the region list to
perform this elimination. Each test returns a list of the regions that passed the test.
The laser spot should be the only region that passes all four tests.
The first test is to eliminate all regions that do not fall within a specified
intensity range. Since the laser will appear as a small bright spot, it will be one of
the brighter regions in the image. However, there is no guarantee that the laser spot
will be among the brightest. Indeed, if the laser beam is illuminating a matte (low
reflectivity) object, such as a piece of cloth, then the intensity of the laser spot will
be lower than if the beam was reflecting off a piece of metal. Additionally, specular
reflections of ambient light off high reflectivity objects can exhibit the same intensity
as the laser spot.
A second test that can be applied to the region list is to eliminate regions that
do not fall within a certain range of sizes. The laser spot typically occupies between
two pixels and twenty pixels depending on the reflectance of the object the laser
beam is striking. The tests for size and intensity can detect the presence of a laser
spot in the image in most cases. Problems arise when there are other regions in
the image that have the same size and intensity characteristics as the laser, such as
specular reflections.
If after application of the intensity and size tests the region list still has more
than one candidate region, two more tests can be applied to further reduce the
list. One of these tests is to take the centroid coordinates of each region and the
known scanning mirror angles, run them through a point estimation algorithm, and
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eliminate the regions that generate solutions that fall outside of the workspace.
This method does assume that some a priori knowledge exists about the expected
location of the laser spot. The more that is known about the expected location of
the laser spot, the greater the chance of correctly identifying it. Usually, little a
priori knowledge is required to locate the laser spot, since only those regions that
lie along the laser ray will generate results that are reasonable.
A final test can be employed if all the previous tests have failed to return a
unique solution for the laser spot. The laser beam can be moved and another image
acquired. The new image is passed through the region growing algorithm just as
the first image. If the scene is static, the only region that should have moved is the
laser spot.
It is important to note that it is not necessary to use all four tests. If a subset
of tests yields one region, then the remaining tests do not have to be run. Further,
there are situations where it may be impossible to locate the laser spot. If the
laser spot is within the bounds of a bright region, the camera may not be able to
distinguish it. This problem is particularly acute if the camera's aperture is too
wide, since bright regions could then saturate the camera's CCD element. The laser
spot is also undetectable if it is physically occluded by an object in the workspace.
It should be noted that these four tests do not necessarily have to be performed
in the order stated above. Indeed, part of the evaluations presented later in this
chapter address the question of an optimal ordering for these tests.
3.4.1 Application of region growing algorithm to a camera image
Once a camera image is acquired, a region of interest is selected whose bound-
aries are such that it encompasses the laser region. The pixels within the region
of interest are grouped into regions of similar intensity. The algorithm employed
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in this research is similar to the blob coloring algorithm proposed by Ballard and
Brown [18]. The specific heuristic algorithm used in this application is described in
figure 3.15.
A pixel is considered part of a unique region if its intensity is similar (by
T_egio,_) to its top, left, or top-left neighbors. The algorithm generates a list of
regions identified in the image. Each entry in the list contains data on the regions
size (in pixels), maximum intensity, centroid, and equivalence to another region in
the list. The concept of region equivalency deserves more explanation. Envision
performing this algorithm on an image that contained a region that is shaped like
the letter "U". As the pixels are scanned the top portion of the "U" would be
identified as two distinct vertical regions. At the point where the pixels form the
curve at the bottom of the "U", the algorithm will find that the two regions its has
been growing are actually the same region. In this case, an equivalency pointer in
one region is set to the value of the other region.
The number of regions that are generated by this algorithm depends on the
values of Tb=cJ, and T,,gio,_. Thick essentially dictates how much of the image is
eligible for region growing; while T_gio,, determines how much contrast is required
between pixels before a new region is detected. While the specific values for these
variables depends on lighting conditions and image complexity, the values used in
the CIRSSE testbed for room lighting conditions are typically {150 _< Tb==k _< 190},
{8 _< T,,gio,, < 10}.
After the region fist is constructed, it is assumed that any of the regions
could be the laser spot. The next step after region growing is to eliminate from
consideration all those regions that are equivalent to other regions (i.e. those regions
that do not have the equivalency pointer equal to itself). At this point, the region
list contains N unique regions.
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for eachpixel from left to right and top to bottom do:
if pixel intensity > backgroundthreshold Tb_c_
if pixel directly above current pixel is part of a region and intensity
of current pixel is similar to pixel directly above to within a given
threshold Tr_o,_
• Mark current pixel as belonging to the same region as the pi×el
directly above it
else if pixel to left is part of a region and intensity of current pi×el is
similar to pi×el directly above to within a given threshold Tr_g_o,_
• Mark current pixel as belonging to the same region as the pixel
directly above it
else if pixel to the top left is part of a region and intensity of current
pixel is similar to pixel directly above to within a given threshold
Tregion
• Mark current pixel as belonging to the same region as the top-left
pixel
else
• Current pixel is part of a new region
else
pixel is part of the background
/* Check for region equivalence */
if {pixel to left of current pixel is part of a region} and {pixel above is part
of a different region} and {the intensities of the two regions are similar
to within T_,g_o,,}
• Region to left of current pixel is equivalent to the region above the
current pixel.
end loop
Figure 3,15: Region growing algorithm
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3.4.2 Region selection based on intensity and size
Regions can be eliminated based on intensity and size criterion. This process
is straightforward in that each region in the fist is checked to see if it falls within a
range of intensity values or within a range of size values depending on which criteria
is being used. To ensure efficient performance, the size and intensity tests should
be performed only on those regions that have not been eliminated as possible laser
regions.
The execution time of the intensity algorithm can be expressed as:
r(intensitu) = C_.e(N) + C.._,_s._(na)
{0 _<'_1 -< N} (3.28)
Where Cvali d represents the execution time required to determine if a region
is a possible laser region and Cint,,sltu represents the time required to determine if
the region's intensity falls within the specified limits. Since both of these operations
consist of if/then comparisons the computation times for these operations can be
expressed as constants, nn represents the number of regions in the list that have
not been eliminated as laser regions.
Similarly, the execution time to eliminate regions by size can be expressed as:
r(si e) = C,_tid(N) + C,i,_(nt2)
{0 _< hi2 < N} (3.29)
Where C,i,_ is the execution time to determine if a region's size falls within spec-
ified limits, and this value is also a constant. In practice, C,i_ and Ci,,e,_situ are
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approximately equal becausethe actual operation being executed in both casesis
a simple comparison of integer values. As a result, F(intensity ) and F(size) are
also approximately equal. The execution time analysis for these two algorithms is
trivial, yet, as will be discussed later, the performance of these algorithms is critical
in determining the order of execution for all the selection criteria.
3.4.3 Region selection based on laser/camera triangulation
Another method for determining the laser region is to apply the three dimen-
sional point estimation algorithms specified in chapter 3.2 to each region in the
region list. Assuming the deflection of the laser scanner's mirrors is known, and the
laser and camera are calibrated, the centroid data from each region can be used to
estimate the three dimensional location of each region. If there is some knowledge
as to the three dimensional location of the laser spot, the three dimensional point
estimates can be successively eliminated until only those points that are consistent
with the expected value remain.
The primary issue at hand is how much knowledge of the three dimensional
location of the laser spot is needed to yield a unique solution. In practice, the
laser region must lie along the projection of the laser ray across the camera's image
plane. If the centroid of a region deviates from this projected line, then the point
estimation algorithm will be trying to triangulate two divergent rays.
In practice, the three dimensional point estimates for regions other than the
laser spot become highly irregular and minimal knowledge of the laser spot location
is needed to reduce the set of point estimates to a unique solution. For example, in
the CIRSSE testbed, the world origin is located about 10cm above the floor with
the Z axis directed up at the ceiling. If a point estimate yields a Z of (-80cm), this
implies that the laser spot is located somewhere in or under the concrete floor of
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the testbed, and sucha condition is clearly impossible.
The implementationof the triangulation algorithm currently usedby the au-
thor employsthe LSE point estimation algorithm describedin section 3.2.1. Each
region that has not beeneliminated as a possiblelaser region is passedthrough
the point estimation algorithm and the region is either eliminated or acceptedif
the estimated point lies within a specificthree dimensionalvolume. Typically, this
volume is centeredabout an estimatedposition of the laserspot and is constrained
to +/- (5-10cm) in eachaxisabout this position.
The execution time of this algorithm canbeexpressedas:
r( triangle) = Gratis(N) + Ctriangtenl3
{0_<nt3<_ N} (3.30)
Where nta is the number of regions in the region list that are possible laser
regions and Ctria,,gt, is a constant representing the computation time to estimate a
three dimensional point for an arbitrary region. The Ctri_,_gt, term deserves more
explanation. The LSE point estimation algorithm uses singular value decomposition
to calculate the estimated point. The execution time of the algorithm is dependent
on the size of the A and b matrices. The size of these matrices is dependent on the
number of sensing devices used to estimate the three dimensional point. In the case
of one laser and a camera, the A matrix is four rows by three columns wide and the
b matrix is four rows by one column. Since the number and type of sensing devices
should not change during the middle of the triangulation algorithm, the dimensions
of the A and b matrices will not change. Hence, the execution time for the singular
value decomposition algorithm will be the same for each estimated point, and this
value can be expressed as a constant. It is also important to mention that the
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for each region in current regionlist do
if current region X has not been eliminated as a candidate laser region
for ith region {0 < i < N} in previous region list do
if distance between centroid of region X and region i _<
MazDistance and difference between size of region X and size
of region i _< MaxSizeDiff and difference between intensity of
region X and intensity of region i _< MaxlntensityDiff
• Eliminate region X as a possible laser region
Figure 3.16: Algorithm for elimination of regions based on movement
value of CtTi_,_ga is much larger than either Ci,_t_,_ity or C_i.._. Hence, while all three
algorithms execute in O(N) time, the triangulation algorithm requires greater time
to execute that the size or intensity algorithms.
3.4.4 Region selection based on movement
Another method of determining the laser region is to acquire one image, move
the laser, acquire a second image, and then eliminate all those regions that did not
move. The algorithm used to determine if a region has moved is presented in figure
3.16.
The algorithm in figure 3.16 will identify new regions in the current region
list as regions that have moved. This is due to the fact that a new region in the
current list cannot be correlated to a region in the previous list. This characteristic
of the algorithm is neither a drawback nor an advantage as much as it is necessary
to understand that the algorithm behaves in such a manner. The execution time of
the algorithm can be expressed as:
r(movement) = C_o.dNc..r_,. + Cmo_m_.naNpr_,io,,.
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{0 _< n_4 _< N_,r,,nt} (3.31)
As one might expect, Ar_r,,nt and Np_¢_io,,s are the number of regions detected
in the current image and the previous image respectively, and C,,_o_¢,,_e,_t is the ex-
ecution time required to determine if a single region has moved from the previous
frame. Assuming that IVc,,_r,,_ t _ N,_¢_io,,s the algorithm in figure 3.16 executes as
O(Nc_,_,,_t 2) in the worst case.
3.4.5 Evaluation of laser region identification performance
A treatment of the issue of detecting a laser spot in a camera image would not
be complete without a thorough evaluation of the performance of the algorithms
under experimental conditions. The region selection algorithms were combined into
a single program that directs the laser to specific three dimensional points and sub-
sequently acquires images of the workspace for each point using a camera. This
program was subjected to four different batteries of tests to determine the behav-
ior of the laser spot selection algorithms to varying experimental conditions. The
descriptions of the four test batteries are presented below:
Test Battery I: While maintaining constant lighting and region detection pa-
rameters, vary the complexity of the image by adding objects of differing size,
and reflectance qualities. Low complexity images had few objects such as ca-
bles, a few bits of metal and so forth, while more complex images contained ev-
erything in the low complexity images plus struts and unpainted metal nodes.
Struts are metal rods approximately 60cm long and 2cm wide while nodes are
hexagonal structures approximately eight centimeters wide. Struts are linked
together with nodes to build structures.
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• Test Battery _. While maintaining constant scene complexity and region de-
tection parameters, vary the location and intensity of scene illumination.
Test Battery 3: While maintaining constant scene complexity and illumination,
place objects over a wide range of three dimensional locations in the workspace.
The objective here is to determine how the triangulation algorithm performs
when the valid three dimensional volume is set to encompass a large portion
of the workspace.
• Test Battery 4: While maintaining constant scene complexity and illumination,
vary the order in which the region selection algorithms are executed.
The parameters used for the region selection algorithms are summarized in table
3.6. The X, Y, and Z parameters for the triangulation algorithm define the valid
three dimensional volume for region point estimates. " The volume is defined with
respect to the X, Y, and Z coordinates of the expected location of the laser spot.
The expected location of the laser is determined by instructing the program to
direct the laser beam at a specific world point. The three dimensional volume was
changed for test battery three since the objective of these tests is to determine if
the triangulation algorithm will work with a large valid volume.
The results of each test are encapsulated in eleven parameters defined as fol-
lows;
• AvgRegion The average number of regions detected by the region growing
algorithm over all test trials.
• AvyEquivThe average number of regions eliminated as the laser region due to
equivalency over all test trials.
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Intensity Min 210
Max 255
Size Min 4 pixels
Max 50 pixels
Movement MaxDistanceDiff 5 pixels
MaxIntensityDiff 15
MaxSizeDiff 10 pixels
{-50 < X < 50} mm
{-50 _< Y _< 50} mm
{-50 _< Z _< 100} mm
Triangulation
Tests 1,2,4
Test 3 {-200 _< X _< 200} mm
{-2oo _<Y< 2oo} mm
{-350 _< Z < 500} mm
Table 3.6: Parameters used for test batteries
• AvgIntensity The average number of regions eliminated as the laser region due
to selection by intensity over all test trials.
• AvgSize The average number of regions eliminated as the laser region due to
selection by size over all test trials.
• AvgMovement The average number of regions eliminated as the laser region
due to selection by movement over all test trials.
• AvgTriangle The average number of regions eliminated as the laser region due
to selection by triangulation over all test trials.
• NoLaser The number of test trials where no laser region was found.
• Laser1 The number of test trials where one laser region was found.
• Laser_ The number of test trials where two laser regions were found.
• Laser3 The number of test trials where three laser regions were found.
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Parameter Test 1
A vgRegion
A vgEquiv
A vgIntensity
A vgSize
A vyMovement
A vg Triangle
NoLaser
Laserl
Laser_
Laser3
LaserGT3
Image Complexity
Table 3.7:
96
15
36
33
10
o/1
3
97
0
0
0
Low
Test 2 Test 3
129 546
17 89
52 200
45 203
12 49
o/1 2
4 8
96 90
0 2
0 0
0 0
Moderate High
Results of test battery one
• LaserGT3The number of test trials where more than three laser regions were
found.
Each test in each test battery consisted of one hundred laser points. Tb_c_ and
Tr_gio_ were set to 190 and 10 respectively.
3.4.5.1 Analysis of test battery 1 results
The first battery of tests was designed to study the behavior of the laser spot
selection algorithms to varying scene complexity. The first test was conducted on a
scene of low complexity that contained a few metal objects and a cable. The second
test was conducted on a scene of higher complexity that included more multi-faceted
metal objects and a few hand tools. Finally, the third test was conducted on a highly
complex scene that included struts and nodes (previously defined), grippers from
the CIRSSE robot arms and a metal plate. The results of each test are presented
in table 3.7.
The results of the three experiments indicates that elimination by size and by
intensity had the greatest effect in reducing the number of regions in the image.
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Further, the triangulation algorithm was not required for the first two tests, which
implies that size, intensity, and movement are sufficient criteria for identifying the
laser in simple or moderately complex images. What is most significant about the
test results is the number of times the laser spot was identified. The worst case
results indicate that the selection algorithms produced a unique solution for the
laser spot 90% of the time. What is even more interesting, is that there are much
fewer instances of identifying more than one region as the laser. Indeed. the results
indicate that the selection algorithms either found a single laser spot or none at all.
The instances where the laser was not found can be attributed, in most cases,
to effects of illumination or occlusion that prevented the camera from distinguishing
the laser region. For example, it was observed in several instances that the laser
spot was projected near an object such that the object occluded the laser spot from
the camera's field of view. Further, there were regions in the image that registered
as full intensity (i.e. 255) and when the laser was directed into these regions, the
camera was unable to distinguish the laser spot since it was embedded in a region
that saturated the CCD array. In short, failure to detect the laser region altogether
is due mostly to the inherent limitations of the equipment used to perform the test
and not to the performance of the algorithms.
3.4.5.2 Analysis of test battery 2 results
The second test battery was designed to study the effects of illumination on
the selection algorithms' performance. The first test in this set was performed on
an image of moderate complexity (similar to test 2 in the first test battery) under
normal room lighting conditions. This first test provided a baseline for gauging
performance of other tests. The second test was conducted with the lights off. The
third test was conducted with a single light source projected from one end of the
tO
scene (the top of the image) and oriented to place strong shadows on the objects
in the scene. In the final test, a single light source was oriented not only to project
strong shadows on the objects in the scene, but also to project reflection spots and
halo effects into the camera's lens. The results of these tests are presented in table
3.8.
Parameter Test 1 Test Test 4
A vgRegion
A vgEquiv
Avglntensity
A vgSize
AvgMovement
A v9 Triangle
j'_roLaser
LaserI
Laser2
Laser3
LaserGT3
Illumination
474
63
213
159
31
5
5
93
2
0
0
Normal
3
0/I
l
o/i
o/I
1
99
0
0
0
No lights
2 Test 3
368
46
154
127
37
1
5
94
1
0
0
Shadow
568
131
176
227
28
3
15
84
1
0
0
Shadow & lens reflection
Table 3.8: Results of test battery two
The results indicate that for the first three tests, the selection algorithms were
largely resilient to changes in ambient light, in that the selection algorithms achieved
a unique solution in more that 93% of the trials. What is particularly interesting
is how performance degraded in test 4. It is not surprising that performance would
degrade if light is directed in the camera, but what is interesting is that the pat-
tern of performance is nearly identical to the results obtained in the most complex
image of the first test battery. While the similarity in the exact numbers may be a
coincidence, the pattern indicates that the performance of the selection algorithms
degrades in a consistent manner. That is, the algorithms either achieve a unique
solution for the laser spot or none at all. When test 4 was actually conducted,
it was observed that the laser region was lost when the laser was directed into a
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region of the scene that was highly illuminated (to the point where the camera was
saturated) or the laser was directed into a region of the image that contained a lens
reflection. In both of these cases, the intensity of the image registered as 255 which
is the maximum intensity value for the vision system, and therefore, the laser spot
was visually indistinguishable from the surrounding image.
3.4.5.3 Analysis of test battery 3 results
The third test battery was designed to test the effectiveness of the triangulation
algorithm if the valid three dimensional volume was enlarged to cover a greater
portion of the testbed. In this test, objects were placed in the workspace in such
a way as to ensure that specular reflections and other noise were present over a
wide three dimensional volume in the workspace. This arrangement was adopted to
increase the chance that specular reflections would lie along the laser ray' thereby
increasing the probability that the selection algorithms would misidentify some of
these regions as being attributable to the laser. The results for test battery three
are presented in table 3.9. The two tests were virtually identical, although the
arrangement of objects in the scene was altered between tests to provide different
scenes of similar complexity.
There are two significant observations that can be made about these results.
First, while enlarging the valid three dimensional volume does increase the probabil-
ity that more than one region in an image will be identified as the laser spot, in the
large majority of cases the selection algorithms either achieved a unique solution for
the laser spot or could not find the laser region at all. In other words, the general
behavior of the selection algorithms in this battery of tests is similar to the the other
test batteries.
A second observation was made while studying the behavior of the selection
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Parameter
A vgRegio n
A vgEquiv
A vgIntensity
A vgSize
A vgMovement
A vg Triangle
NoLaser
Laser1
Laser2
Laser3
LaserGT3
Test 1 Test 2
499
103
2O8
132
43
9
17
68
5
4
6
189
41
74
52
17
2
8
79
11
2
0
Table 3.9: Results of test battery three
algorithms as the experiments were conducted. In cases where the selection algo-
rithm generated multiple solutions for the laser spot the regions in question were
either in close proximity to the actual laser spot (to within a few millimeters) or
were a significant distance away from the actual laser spot and situated along the
projection of the laser ray through the image. These observations are not surprising
when one considers that the laser ray and the projected ray from the camera to
these regions are not significantly divergent. To eliminate regions that do not result
in divergent rays, it is necessary to be able to make a more accurate estimate of
where the laser spot is expected. However, as is apparent by these test results, even
a rough a priori estimate of the expected location of the point usually results in
selecting the correct region as the laser spot.
3.4.5.4 Analysis of test battery 4 results
The fourth test battery was designed to determine if changing the execution
order of the selection algorithms resulted in a significant change in performance.
The results of these tests are presented in table 3.10.
The results of these tests indicate that while the pattern of region elimination
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Parameter Test i Test 2 Test 3
A vgRegion
A vgEq u iv
Avglntensity
AvgSize
AvgMovement
AvgTriangle
NoLaser
Laser1
Laser2
Laser3
LaserGT3
362
38
115
174
30
I
6
92
2
o/1
o/1
363
38
6
286
29
I
5
94
1
o/1
o/1
364
38
6
15
306
I
5
93
2
0
0
Order of
Execution
Intensity
Size
Movement
Triangle
Size
Intensity
Movement
Triangle
Movement
Size
Intensity
Triangle
Table 3.10: Results of test battery four
differs between the different orders of algorithm execution, the final results for iden-
tifying the laser spot are virtually identical across all the tests. The implications
of this result is that the order of execution can be arranged to optimize the overall
performance of the selection algorithms without sacrificing reliability.
To optimize performance of the selection algorithms it is necessary to examine
the equations for execution time of each algorithm that were derived previously.
The total execution time of the laser selection process is the sum of these individual
equations as indicated below:
F(total) = F(intensity) + F(size) +
r(movement) + r(triangle) (3.32)
F(intensity) = C_,d(N) + Ci,_,,,_,it_(na) (3.33)
F(size) = C_.,_(N) + C,i,,(nl2) (3.34)
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F (rnovement )
where the
F(triangle)
expressions
= CualigN_rre.t +
Crnovernentnl4Nprevloua
= Cwtlct(N) + Grianatent3
for F(intensity), F(size),
(3.3.5)
(3.36)
r(movement),
and F( triangle) are restated here for convenience. The total execution time is
dependent on the total number of regions in the image (N) and the number Of pos-
sible laser regions passed to the individual selection algorithms (ha, nt2, nla, nt4).
Recall from the previous discussion that F(movement) executes in O(N 2) time in
the worst case and Ctri_,_at_ >> {Cint_nslty, Cslze} • Therefore, the best way to re-
duce overall execution time is to reduce the contribution of the F(movernent) and
r(trian91e) terms. This can be accomplished by keeping nt3 and nt4 small. In other
words, use the size and intensity algorithms to eliminate as many regions as possible
before executing the more computationally complex movement and triangulation al-
gorithms. Since the execution time for the intensity and size algorithms are roughly
equivalent (see section 3.4.2), it does not matter whether the size test is executed
before the intensity test or vice versa. What is important is that these two tests
should be executed before the movement and triangulation tests so as to minimize
ritz and hi4.
At this point, it is clear that the intensity and size algorithms should be
executed first to reduce the number of possible laser regions that must be sent
through the movement and triangulation algorithms. The next issue is whether the
movement algorithm or the triangulation algorithm should be executed next. The
results from all the tests indicates that {nta _ hi4} (< N, and, hence, the movement
algorithm's execution time will more closely approximate O(N) instead of O(N2).
The execution time of the triangulation algorithm also approximates O(N).
It was mentioned previously that the value of Ct,i_,,gt, is significantly larger than
8O
Ci,,t_,,,it_ and C,i,_. In fact, C, ri_,,gt_ is also much larger than than Cmo,,_,_,_t which
represents the execution time of a small number of comparisons to determine if two
regions are equivalent. When nla is small, the value of the the execution time for the
triangulation algorithm is comparable to that of the movement algorithm despite the
fact that the movement algorithm theoretically should be less efficient. Therefore,
the total execution time of the laser selection algorithms will be relatively constant
regardless of whether movement is executed before triangulation or vice-versa.
3.4.5.5 Conclusions about laser selection performance
The results presented in the previous sections have provided a plethora of
information about the behavior of the laser selection algorithms, both individually
and in concert with each other. From the results and the subsequent analysis it is
possible to draw several conclusions about the performance of these algorithms.
1. The combination of all four selection algorithms locates the laser spot reliably
under normal lighting conditions and moderate to high scene complexity.
. Degradation of algorithm performance results in a decreased potential for lo-
cating the laser spot in the image as opposed to inadvertently selecting multiple
regions as the laser spot.
.
4
Algorithm performance is most affected by occlusion of the laser spot in the
workspace and saturation of the camera's CCD array due to aperture setting.
Laser selection algorithms operate most efficiently when the intensity and size
selections are executed first followed by movement and triangulation.
There are other properties of the laser spot that may be useful in enhancing
the discrimination of the spot in a camera image. First, the laser spot has a specific
8l
spectral wavelength and if the camera were fitted with a filter that is sensitive
only to the wavelength of the laser, it would be easier to locate the laser spot.
Additionally, the laser spot has an elliptical or circular geometry. Therefore, if
the region growing algorithm weremodified to record more information about the
geometry of eachregionsuchasthe length of the region'sperimeter and the region's
momentsof inertia, it might be possibleto eliminate regions that do not resemble
a small ellipse.
Overall, the techniquesdiscussedin this sectionfor locating a laserspot in an
imageoffer a reliable method for lasertracking under a variety of lighting and scene
conditions. Thesemethods will permit a calibrated laser and camera to operate
under the sameconditions as multiple cameraconfigurations. Such a capability
permits a laser and camerato not only be a useful active three dimensional sensing
device in its own right, but it alsoprovidesthe ability to verify results obtained by
passivetechniques.
3.5 Representation of Three Dimensional Data
The techniques described up to this point optimize the performance of the
laser and camera sensing configuration by improving the accuracy and reliability of
determining the three dimensional coordinates of the laser spot. Beyond a certain
point, however, improving the accuracy will result in a marginal improvement in
system performance• The limiting factor will be the amount of three dimensional
information that can be extracted from the data points. A collection of data points
is more useful if some structure can be associated with the points. Hence, to fully
realize the potential of the laser and camera sensing configuration it is necessary to
develop techniques to represent and manipulate three dimensional data.
In order to provide three dimensional information about the workspace, it is
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advantageous to repeatedly subdivide the workspace into smaller regions. Specifi-
cally, the workspace should be divided into a collection of planar surfaces. While
any polygon could be used to define these planar surface, the triangle has several
qualities that make it the best choice. First, since three points uniquely determine
a plane, the triangle is the simplest planar structure. Second, the centroid of a
triangle always lies within the plane defined by its vertices. Third, triangles with
common edges can be combined to form more complex polygons.
While it is fine and good to decide that the workspace should be divided
into triangular surfaces (or facets), the issue at hand is how to generate triangular
surfaces from a collection of three dimensional points. Randomly directing the
laser beam through the workspace will generate data points, but won't provide the
required structure. To provide the planar structure, it is necessary to systematically
direct the laser scanner into the workspace and keep track of how the data points
relate to each other.
Figure 3.17 depicts an arbitrary triangle with vertices A, B and C. Three
new points D E F are defined at the midpoints of the edges AB, BC and AC
respectively. These new points can be used in conjunction with the vertices A, B
and C to divide the original triangle into four smaller triangles. The edges of each of
these smaller triangles are approximately half the length of the edges of the original
triangle. If this process of dividing triangles is recursively repeated, the original
triangle will be divided into a mosaic of small triangular facets. This approach
is similar to methods used in finite element mesh generation [19]. One common
technique in finite element mesh generation is to recursively divide the domain into
smaller regions[20].
In order to apply the triangle division process to three dimensional sensing, a
triangle is defined in some portion of the workspace that is of interest. The vertices
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A
D
F
B
E
C
Figure 3.17: Division of a triangular plane
of this triangle are stored in a list of points. The triangle is then divided; thereby
creating four smaller triangles and three new points. These four new triangles
represent four children of a quad tree whose root is the original triangle. The three
new points that are created are then saved into the point list. Each of the smaller
triangles is subdivided to create another level in the quad tree and more points in
the point fist. An example of this process is depicted in figure 3.18. The triangles
are recursively divided until the size of the triangles reach some predefined limit.
The result of this process is a list a points and a quad tree of triangles, the vertices
of which are indexes into the point fist. Additionally, the facets can be defined in a
counter-clockwise form. This is useful in determining if a collection of facets forms
a convex or concave surface.
This method of generating triangular surfaces can be applied in a variety of
ways to collect and enhance three dimensional data. The point list can be used to
control the laser by directing the beam at each of the points in the list. As the laser
beam travels to the intended point and beyond, it will eventually strike an object
and generate a laser spot. The camera will detect the laser spot and the "true"
three dimensional coordinates of the point will be recorded. These new coordinates
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Figure 3.18: Division of workspace into quad tree of triangles
can be stored in a new list and a mapping from the old point list to the new one
can be established. At this point a set of data points from the workspace exists
along with a quad tree representing how the points relate to each other to generate
triangular surfaces.
Another application of the triangular structure is approximating three dimen-
sional points between the vertices of the triangle. For example, suppose it is nec-
essary to estimate the three dimensional coordinates of a point on the triangle but
only the z and y coordinates are known. In this case, a ray, parallel to the world z
axis, is projected from the point toward the collection of triangular surfaces. This
line can be expressed as a parametric equation of the form:
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L = :_ + _t (3.37)
Where Pw is a 3 x 1 vector containing the point's z and y coordinates and
the z component is set to zero. dt is a unit vector denoting the line's direction and
is equal to [001] T. The next step is to determine if the line intersects the specific
triangle. As is well known from computational geometry [21] a plane Q is uniquely
defined by three vertices. This calculation is summarized below for a plane defined
by vertices V1, V_ and V3:
D = N_:V_, + NuV_ _ + N_'v'_,
Q = ,%_ + N_y + N,,_ - D
(3.38)
(3.39)
(3.40)
At this point, the intersection point of L and Q can be determined by setting
equation 3.37 equal to 3.40 and solving for the parameter/[22]:
t = NxP,,,, + NuP_ _ + NzP_, + D (3.41)
N,:dt, + N_dt,+ Nzd_,
Substituting this value for t into equation 3.37 will produce the intersection
point for the line and the plane. This calculation assumes that the plane is un-
bounded, but this is not the case since the vertices V1, V2 and Vz define a triangle.
It is therefore possible for the intersection point to lie outside of the triangle. It
would be useful to develop a test that can determine if the intersection point lies
within the bounds of the triangle. Figure 3.5 depicts a point inside an arbitrary
triangle. If the point lies inside the triangle then
L_ PV2 + LV_P_ + LV2PV3 = 27r (3.42)
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Figure 3.19: Determining if a point lies within a triangle
It is readily apparent that this relationship is only true if P lies inside the
triangle or along its edges. Of course, it is assumed that P is coplanar with the
triangle.
The method for calculating the intersection point between a line and plane
presented here can be applied to any arbitrary line or triangle. This method can
be useful in estimating three dimensional points, determining where the laser beam
will strike a triangular surface, or if some desired point is occluded by a triangular
surface. All this information is possible given that the data points generated by the
laser and camera configuration are organized to define triangular surfaces. In effect,
by adding structure to the data points, more information can be inferred about a
workspace than simply a random collection of points.
3.6 Summary
The techniques presented in this chapter provide a set of useful tools to use
a calibrated laser scanner and camera for active visual sensing. As is obvious from
the discussions presented in this chapter, these techniques draw from different dis-
ciplines. In the case of point estimation, the LSE method is based on statistical
mathematics. By contrast, the midpoint to the common normal method as well as
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the computer simulation models are premised on geometry. Further, detecting the
laser spot draws from image processing methods. Finally, the data structures for
organizing three dimensional data is influenced by methods used in computer graph-
ics and computational geometry. The methods presented here provide the means to
apply a laser scanner to relevant three dimensional sensing tasks.
4. Application of a Laser Scanner to Three Dimensional Sensing Tasks
The research that has been presented so far describes the individual laser scan-
ner techniques and the experiments used to verify them individually. While it is
important to assure that the individual techniques work properly, it is even more
important to determine how well these techniques work together to address practical
three dimensional visual sensing problems.
Two visual sensing scenarios have been identified that are relevant to the
visual sensing requirements of the CIRSSE testbed and can be solved using the
laser scanner techniques. The first task uses a laser scanner to calibrate a camera.
In this scenario, the well defined properties of the laser beam are used to provide
data points to ascertain the camera's intrinsic and extrinsic parameters. The second
scenario uses a calibrated laser scanner and camera to generate three dimensional
surface maps of the workspace.
This chapter describes how the laser scanner was used to address these visual
sensing scenarios. The solutions to the two scenarios draw from the techniques and
knowledge presented in the previous two chapters. The application of the techniques
will be explained as appropriate. As will become apparent, this chapter emphasizes
experimentation and the engineering trade-offs that exist when solving real world
problems.
4.1 Calibration of Cameras Using a Laser Scanner
Methods have been developed by Tsai[12], Repko and Sood [15], and
Noseworthy[16] to calibrate cameras. These methods determine the camera's intrin-
sic and extrinsic parameters that best satisfy a collection of data points. A data
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point consists of the coordinates of a three dimensional point and the pixels coor-
dinates of this point when it is projected on the camera's image plane. Repko and
Sood produced data points by attaching a target containing several black circles on
the end effector of a robot arm. The arm was then moved into the field of view
of the camera and the centroids of the circles were identified in the camera image.
Noseworthy proposed a variation on this method where a flashlight was placed in
the robot's end effector. The end effector was subsequently moved to different loca-
tions in the workspace and the centroid of the spot produced by the flashlight was
calculated.
These data collection techniques produced reasonably accurate data, but they
have several drawbacks. First, since both methods depend on the robot for the
coordinates of the three dimensional point, they are both susceptible to kinematic
errors. Second, calibrating the cameras is dependent on the availability of the robot.
Third, data collection can be slow due to the communication time between the vision
and motion control systems and the required time to physically move the robot.
4.1.1 Description of task
To improve on these data collection techniques, a new method was developed
which uses the laser scanner to provide the three dimensional points needed for
camera calibration. If the laser scanner is calibrated, the laser beam can be directed
in a well defined manner. However, directing the laser beam does not, by itself,
allow the laser to define a three dimensional point. As was pointed out in section
2.1, one of the axes has to be constrained. If it is assumed that the laser will direct
its beam at some plane at a fixed z value, then it is possible for the laser to be
directed at any x y coordinate on this plane.
The process of generating data points for camera calibration is depicted in
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figure 4.1. A flat planar object is situated at some fixed height above the testbed
floor. The laser is then directed at multiple points on this plane. The laser spot
reflecting off the plane is detected by the camera, and the centroid of this spot is
determined. Since the mirror angles for each point and the z value of the plane are
known, the three dimensional coordinates of the laser spot can be determined.
The current implementation of this application directs the laser at sixty-four
points on the planar surface, evenly distributed as an eight by eight grid. To cali-
brate a camera, it is best to collect data points at different z levels in the testbed.
This requirement will permit the calibration algorithms developed by Tsai, Sood
Repko, and Noseworthy to converge rapidly. Further, if all the data points are
coplanar it is possible for the calibration techniques to generate valid camera poses
above and below the plane of points, which is clearly not correct. To satisfy the
requirement, the planar surface is moved to different locations and heights in the
testbed. Typically, the planar surface is situated at ten different positions during
the calibration process. This results in a total of six hundred forty points.
Some of the techniques developed in chapter 3 can be directly applied to
this application. The most obvious technique that is relevant to this task is the
direct geometric method for calibrating the laser scanner. Since the laser scanner
will be providing the three dimensional point, the laser scanner must be calibrated
so the laser beam can be directed accurately. Some of the laser spot detection
methods can also be used in this application, particularly spot selections based on
size and intensity. While the spot detection algorithms will work under a variety
of lighting conditions, optimal performance is achieved when lighting is subdued.
This constraint is not unreasonable since the goal of this task is to calibrate the
camera and such a task inherently implies that the conditions of this process will
be controlled.
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The computer simulation model for laserscannercalibration (section 3.3.1) is
a valuable tool for cameracalibration. The purposeof this simulation is to provide
a means to predict the accuracyof the laser scanner in the workspacebasedon
measurementerrors incurredduring the laserscannercalibration process.The ana-
lytical methods used to processthe cameradata points, will produce more accurate
camera calibration results if the three dimensionalpoints are measuredaccurately.
The laser scannercalibration computermodel canbeused to determine those loca-
tions in the testbed wherethe laserscannerwill produce the most accurateresults.
Hence,the planar surfacecanbeplacedat theselocations, and as a result, the three
dimensional points usedto calibrate the cameraswill be asaccurate as possible.
Camera
Laser
:z2
!
:z3
Figure 4.1: Applying a laser scanner to camera calibration
4.1.2 Camera calibration application results
The camera calibration application has been used on several occasions to cal-
ibrate the ceiling cameras in the CIRRSE testbed (camera one and camera two).
For each calibration, six hundred forty data points were collected for each camera.
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Approximately half of the data points wasusedto calibrate the cameras.The other
half wasusedascontrol data to verify the calibration. Verifying the calibration was
performed by using the cameracalibration parameters,the pixel coordinates,and
laser scannermirror anglesto estimate the location of the three dimensionalpoints.
Estimates were obtained using the laser scannerand camera 1, laser scanner and
camera 2, and camera 1 and camera 2. These estimates were then compared to the
true locations of the points. Obviously, it is important to determine some means
of evaluating the effectiveness of the calibration process. The camera calibrations
were evaluated using three criteria:
• Average 3D Error:. The average three dimensional Euclidean distance between
the true position of the three dimensional points and the estimates determined
by the laser scanner and cameras. This value provides the expected accuracy
of the point estimates determined using the camera and laser scanner.
3D Variance: The square of the standard deviation of the three dimensional
Euclidean distance between the true locations of the points and their estimated
locations. This value provides a measure of the variability of the accuracy of
the point estimates.
• Max 3D Error:. The largest single three dimensional Euclidean distance be-
tween the true locations of a point and its estimated location among all the
data points in the test set. This measure provides the worst case value for the
point estimates.
The results of two camera calibrations obtained using data points generated
by the laser scanner are presented in tables 4.1 and 4.2. There are two comments
to make about these results. First, one must be careful in comparing the values
in one table with the corresponding values in the other table. The results in each
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table are based on different sets of data points and different physical locations of the
laser scanner and camera. The results of laser and camera simulations presented in
section 3.3.4 clearly indicate that accuracy is a function of the error in the laser and
camera parameters and the physical location of the test points in the workspace.
Since the calibration results in the tables are based on different sets of data points
and different physical arrangements of the devices, the tests results will not be
identical. Second, since the purpose of this application is to evaluate the laser
scanner techniques under actual conditions in the CIRSSE testbed, the results are
based on data collected in the testbed and not on simulated information.
Devices Avg 3D error 3D Variance Ma.< 3D error
Laser / Camera 1 4.5mm 12.Smm 19.9mm
Laser / Camera 2 5.Tram 15.Tmm 20.6ram
Camera 1 /Camera 2 8.0ram 21.9mm 29.9mm
Table 4.1: Accuracy of camera calibration - June 1991
In general, the average three dimensional error ranged from 5mm to 10mm.
Since the distance from the laser scanner and cameras to the test points was approx-
imately 2000mm, these errors constitute 0.25% to 0.5% of the total distance. The
three dimensional variance results indicate that there is some variation in accuracy
across the data points, but this variation is not severe. The maximum three di-
mensional error indicated that worst case accuracy constituted between 0.65% and
2.0% of the total distance from laser and camera to the points (assuming that the
distance is 2000mm as before).
Devices 3D Variance Max 3D error
Laser / Camera 1
Laser / Camera 2
Camera 1 /Camera 2
Avg 3D error
9.7mm
5.0mm
5.6mm
58.2mm
8.9mm
9.0mm
39.8mm
13.3mm
16.8mm
Table 4.2: Accuracy of camera calibration - October 1991
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Plane
1
2
3
Min X Min Y
1600 -600
1050 -200
1250 -700
Max X
2100
1550
1750
Max Y Z
-225 0
175 230
-325 642
Table 4.3: Boundaries of planes of data points used for evaluating the performance
of the laser scanner and camera one - October 1991. All units in millimeters.
What was particularly interesting was the results for the laser and camera
one presented in table 4.2. These values were higher than all the other values in
both tables. It would be instructive to determine why these results occurred. To
do this, it is important to examine the data points used for the test. The data set
used to evaluate the point estimates generated by the laser scanner and camera one
consisted of 192 points distributed over three planar surfaces (sixty-four points per
plane). The locations of these planes (in world coordinates) are shown in table 4.3.
During the evaluation of the laser and camera simulations (see section 3.3.4)
the camera parameters used for simulations were the same as the camera parameters
used to generate the results in table 4.1. For almost all the simulations, the laser and
camera experienced maximum error in the rectangular volume bounded in x between
1400ram and 2400mm, in y between -500mm and -1000ram and in z between 0ram
and 600mm. Referring to table 4.3, it is obvious that all of plane one and half of
plane three fall within in the rectangular region. In short, half of the test points
lie in a region where the laser scanner and camera one will exhibit the most error.
These results are useful because the laser and camera simulations can be used to
interpret performance of the laser and camera under actual field conditions.
While the results of the camera calibration obtained using the laser scanner
are reasonably accurate and understood, how do these results compare to those
obtained using the data collection methods presented by Sood and Repko and Nose-
worthy? Sood and Repko reported three dimensional errors between one half and
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two millimeters [15]. No values were reported for variance or maximum error. Us-
ing data points collected using a robot holding a light source, Noseworthy reported
average three dimensional errors between 2.8 and 5 millimeters, variances between 2
and 33mm 2, and maximum three dimensional errors between seven and thirty-three
millimeters [16]. Therefore, the camera calibrations obtained using data points gen-
erated by the laser scanner are similar to those of Sood, Repko and Noseworthy, but
slightly less accurate.
One reason why the calibration results obtained using the laser scanner are
slightly worse than using a robot holding a light source or a pattern is due to the
estimate of the centroid of the light source or patterns in the camera image. Since
the cameras are situated at long distances from the calibration target, it is important
to obtain a sub-pixel estimate of the centroids of the light source or pattern. Indeed,
at a distance of 2000ram, one pixel in the camera image can constitute four or five
millimeters of movement in the workspace. A sub-pixel estimate can be made more
accurate if there are more pixels contributing to the estimate. The light source used
by Noseworthy and the patterns used by Sood and Repko produce regions in the
image plane of one hundred pixels or more. The laser spot generated by the laser
scanner consists of approximately thirty pixels. Therefore, there are fewer pixels in
the laser spot to contribute to a sub-pixel estimate of the laser spot's centroid.
The camera calibration results obtained using the laser scanner must be kept
in perspective. The calibration results obtained earlier were subsequently used in
CIRSSE's case study to complete a triangle of struts and nodes. Struts are allu-
minum rods approximately 60cm long and 2 cm wide while nodes are hexagonal
structures that are approximately eight centimeters across, and act as joints to con-
nect struts together. In this scenario the ceiling cameras were used to detect the
uncompleted side of the triangle. This information was used to direct the robot to
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positions over the uncompleted side so that the cameras mounted on the robot could
be used to obtain a more detailed view of the uncompleted portion of the triangle.
The point estimates obtained from the ceiling cameras were sufficiently accurate to
direct the robot to the correct positions. In short, calibrating the cameras using
the laser scanner provided results that were sufficiently accurate to be useful to the
research efforts of the CIRSSE testbed.
A key advantage of the laser scanner camera calibration method is it collects
data at a faster rate than the other methods used to this point. This speed is due
to the fact that the communication time between the laser and camera is shorter
than between the camera and the robot. The laser scanner method can collect a
data point in approximately 1.5 seconds, while the robot method needs five to ten
second per point. Further, it is not dependent on the availability of a robot. Hence,
the laser scanner offers a convenient and viable approach to calibrating cameras.
The camera calibration results obtained using the laser scanner were also used in a
surface mapping application presented in the next section.
4.2 Creating Surface Maps Using a Calibrated Laser and Camera
If the laser scanner and a camera are calibrated to a common world coordinate
system, they can be used to generate surface maps. A surface map is defined as
a structure that represents a workspace as a three dimensional terrain map. This
map is similar to contour maps used in land surveying. A surface map is partic-
ularly useful in that it can provide information to safely guide a robot through a
workspace. The surface map application presented here draws from the methods and
techniques developed in chapters 2 and 3. This section provides a detailed descrip-
tion of the surface mapping task and the problems encountered in its development.
Additionally, results of the surface mapping application will be presented.
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4.2.1 Development of surface map application
A laser scanner and camera can generate surface maps by directing the laser
beam into the workspace and using the camera to detect the laser spot. This process
is repeated until a collection of three dimensional points are obtained. The range
points are then stored to facilitate analysis and enhancement. This brief description
of the task is simplistic in that it does not highlight the engineering problems. In
order to develop the application, several issues have to be addressed:
1. How will the laser beam be directed through the workspace?
2. How will the range estimates from the laser and camera be determined?
3. How will the three dimensional surface map be constructed from the data
points?
4. How can the surface map be analyzed, enhanced or displayed?
Developing a method to direct the laser beam through the workspace is nec-
essary to ensure that the surface map is generated efficiently. To control the laser
scanner a triangular plane is defined that encompasses a portion of the workspace.
This plane is parallel to the xy plane of the world coordinate system. The triangular
plane is recursively divided into smaller triangles using the techniques describe in
section 3.5. This produces a list of target points and a quad tree that describes
how these points form triangular surfaces. The laser is then directed at each point
in the list. It should be emphasized that these target points are not intended as
range data. In practice, when the laser beam is directed toward a target point, it
will strike an object before or after the beam passes through the point. The range
data (or range point) will be the location of the laser spot when the beam strikes an
object. Hence, the target point serves as a convenient means of defining a region of
the workspace to be scanned by the laser.
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The next issue in developingthe surfacemap application is how to obtain
range estimatesusingthe cameraand laserscanner. This problem consistsof two
tasks: 1) detecting the laser spot 2) estimating its position. In the previous chapter,
a great deal of research was conducted to develop methods for detecting a laser spot
in the camera image. Since the surface map application should operate under the
widest variety of conditions, all four criterion tests are employed for detecting the
laser spot. Because the different tests possess different computation times, the tests
are executed in the following order:
1. elimination by intensity
2. elimination by size
3. elimination by movement
4. elimination by triangulation
The order of these tests is designed to maximize the efficiency of the laser spot
detection process. As mentioned in section 3.4.5.4, the size and intensity tests exhibit
the smallest computation; so they are executed first to reduce the size of the region
list. The movement test does require comparing region data between successive
frames, but since the surface map application is collecting a set of data points, two
region lists can be stored easily and a simple software switch can alternately load
new region data into either list. Since the computation time of the movement test
is greater than either size or intensity, but less than the triangulation test, it is the
third test executed. The last test to be executed is the triangulation test.
Another problem in determining range estimates is selecting the point estima-
tion algorithm that will generate the range coordinates. The simulations presented
in section 3.3.3 indicate that the LSE and midpoint to the common normal methods
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yield comparable results. It would seem, therefore, that either method would be
suitable. However, the LSE point estimation method exhibits better performance if
the rotation matrix of the camera's extrinsic parameters is not orthonormal. This
phenomenon was discussed previously in section 3.2 with regards to point estima-
tion methods. When the surface mapping application was under development, there
were two methods for calibrating the cameras. One method is based on a calibra-
tion method developed by Tsai[12] and does not guarantee that the rotation matrix
will be orthonormal. The other method, developed by Noseworthy[16], guarantees
that the rotation matrix will be orthonormal. Both methods are currently in use at
CIRSSE. Since the LSE method can better accommodate distortions in the rotation
matrix, it was decided that the LSE method should be used for calculating range
estimates. In this way, the surface mapping application can accommodate camera
parameters generated by either camera calibration method.
The third issue in developing this application is coming up with a method
for constructing a surface map based on the range data collected using the laser
scanner and the camera. Solving this problem is straightforward. As mentioned
previously, when the list of target points is generated, the quad tree relating these
target points is also created. When the laser beam is directed at each target point,
the coordinates of the resulting laser spot is determined, and these coordinates are
substituted for the corresponding target point. As a result, the quad tree and the
range data can be combined to generate the surface map.
The final issue in developing the surface map application is developing methods
for analyzing and enhancing three dimensional data. Since the surface map consists
of a collection of triangular surfaces, the most obvious approach is to analyze the
surface map using techniques used in computer graphics and finite element meshs.
This approach, however, is a bit constraining since it limits the available techniques.
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If the structure can be transformed then it would be possible to use a greater variety
of methods to process the results. Indeed, if the range data can be transformed into
something resembling a two dimensional intensity image, standard image processing
techniques can be used on the range data. A method was developed that transforms
the surface map into a matrix of height values. The process is performed as follows:
1. Define a matrix of points in a plane that is parallel to the world's xy plane.
The points in this matrix should be evenly spaced along the x and y axes.
2. For each point in the plane, project a line perpendicular to the plane and
passing through the point.
3. For each line projected from the plane, traverse the quad tree to identify the
smallest triangular plane that intersects the line segment. Enter the height of
this intersection point into the matrix. The test used to determine if a line
and a triangle intersect is described in section 3.5.
4. Save the matrix of points to a data file. Since the points in the matrix are
evenly spaced and the spacing is known, it is possible to determine the three
dimensional coordinates of each point in the matrix.
This procedure indicates that the quad tree is searched until the smallest
triangle that intersects the line is line is found. While this will provide the most
accurate estimate Of the height of the map at the given intersection point, It is
not always necessary to have such accuracy. Each level of the quad tree represents
one level of division of the original triangular plane, and the smallest triangles are
located at the leaf nodes of the tree. The procedure has been modified to either
search the quad tree to its full height, or stop at some predefined level and use the
height of the intersection of the line with the triangle at that level. The procedure for
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converting data points also provides a means to display the surface map. Since the
data is converted to a matrix form, mathematical analysis software such as Matlab
and DeltaGraph can be used to render the data as a three dimensional mesh.
It is obvious from this discussion, that the surface map application developed
for this research draws heavily from the techniques and knowledge obtained from
the previous chapter. To clarify the exact structure of the surface map applica-
tion resulting from this discussion, the steps used in creating the surface map are
enumerated below:
1. Define a triangular plane somewhere in the workspace. Generate a list of
target points and a quad tree of triangles.
2. Use the list of target points to direct the laser beam. Estimate the three di-
mensional coordinates of the resulting laser spot for each target point. Replace
the target points with the range data.
3. Using the quad tree and range data, create a surface map of triangular surfaces.
Use this surface map to generate a matrix of height values.
4.2.2 Results of surface map application
The surface map application was used to map different objects. The first test
was to scan the laser over a table top situated at approximately 635 millimeters above
the testbed floor. While the resulting surface map is simply a flat plane, the goal
of this test was to determine the variability of the range data over the entire table
top. The results of this test are summarized in table 4.4. The range data exhibited
a mean z value of 623mm which is 12mm below the true height of the table. Since
the laser and camera are approximately 2000mm from the table top the observed
error constitutes 0.6% of the total distance. What is more interesting is that the
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Total points 1026 Table height 635mm
Max height 632mm Min Height 611mm
Meanheight 623mm Std. Deviation 3.75mm
Table 4.4: Resultsof rangedata on flat fixed plane
standard deviation was3.75mmwhich meansthat the error is relatively constant
over the entire table top. It is this secondfact which is important sinceinconsistent
performancewould greatly affect the reliability of the surfacemap application.
During the secondtest, a stackof booksand a cylindrical object wereplaced
on the table. Theseobjects arepresentedshownin color plate A.3 in appendix A.
The bookswerestackedin a circular arcand staggeredsothat part of eachbook in
the stack wasvisible to the laserscannerand camera.The surfacemap application
wasconfiguredsothat the minimum edgelength of the triangles in the surfacemap
was 15ram. A matrix of height valueswasgeneratedusing the surfacemap. The
spacingbetweenpoints in the matrix wassetto 6mm in both the x and y directions.
The unfiltered matrix of height values for this set of objects is depicted in figure
4.2. The individual books in the stack are clearly visible as is the circular arc shape
of the stack. The cylinder is recognizable although the top is a bit uneven. It is
also apparent that there are some anomalies in the surface map. Approximately
3000 points were used to generate the map. Of these points, two or three hundred
generated no laser spot and were marked as not found. As a result the surface map
does exhibit some anomalies. To reduce the effect of these anomalies, the matrix
was convolved with a 3 x 3 smoothing kernel. The results of this filtering are shown
in figure 4.3. The anomalies are greatly reduced, but the filter (which is effectively
low pass) has, as expected, reduced the shear slope of the cylinder walls and the
side of the stack of books. However the reduction in slope of these features is not
severe.
The surface maps presented in figures 4.2 and 4.3 were generated by traversing
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Figure 4.2: Unfiltered surface map of a stack of books and a cylindrical object
Figure 4.3: Surface map convolved with 3 x 3 low pass filter
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the full depth of the quad tree of triangles (there were eight levels in the quad tree
for this example). As mentioned previously, it is possible to generate a surface map
by traversing the quad tree to a specific depth. Figures 4.4 - 4.7 show the surface
maps that result from traversing the quad tree to a depth of one level (the root
node), three levels, five levels and seven levels. As the quad tree is traversed to
higher levels, the amount of detail in the books and cylinder increases. Indeed, by
the fifth level, the major features of the books and cylinder are readily visible.
The results of the surface map application indicate that the laser scanner can
be a useful tool for three dimensional visual sensing. The current implementation
highlights some of the potential problems associated with generating surface maps
with the laser scanner. First, if the laser strikes an objects at an oblique angle, the
laser spot can become severely distorted. This distortion takes the form of a long
irregular streak that does not conform to any consistent geometry. In such cases, the
camera is unable to detect the laser spot, and since the distortion is so irregular and
unpredictable, it is difficult to compensate for. Another exceptional case arises when
the laser strikes a highly reflective object. In such cases, the reflection generates a
laser spot and one or more secondary reflections. In these cases, more than one laser
spot is detected, and since it is impossible to obtain a unique solution, the point is
marked as not found.
Despite these irregularities, the surface maps that are generated by the laser
scanner and camera are of sufficient fidelity to be useful for three dimensional sens-
ing. It is particularly useful when objects in a scene are of similar intensity. A
purely passive camera approach might no be able to distinguish the boundaries of
the objects, but a laser scanner and camera configuration is not so readily deceived
since the laser scanner can generate a laser spot that the camera can detect. Ad-
ditionally, all of the surface maps presented in this section were generated under
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Figure 4.4: Surface map obtained by traversing quad tree by one level
normal lighting conditions in the CIRSSE testbed. In other words, no special light-
ing arrangements were made to conduct these experiments. This fact speaks to the
flexibility of the laser spot detection algorithms discussed in section 3.4. Indeed,
a special case of this range map experiment was conducted in which odd pieces of
unfinished metal were placed into the scene. This scenario is shown in color plate
A.5. The camera image of this scene is shown in color plate A.6. The specular
reflections from the metal objects fall within the same size and intensity criteria
as the laser spot, and hence, have been marked with blue crosses. However, the
movement and triangulation tests are able to screen out the extraneous regions and
correctly acquire the laser spot (indicated with a red cross).
4.3 Summary
This chapter has presented two situations where the laser scanner techniques
could be applied to solve visual sensing problems. The first scenario was utilizing
a laser scanner to calibrate cameras. The results of this application indicate that
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Figure 4.5: Surface map obtained by traversing quad tree by three levels
the laser scanner can cotlect data more rapidly than alternate methods that utilize
a robot arm, yet produces camera calibrations that are sufficiently accurate to be
useful in CIRSSE's research efforts. The laser scanner calibration techniques were
necessary to permit the laser scanner to generate three dimensional points. The
laser scanner calibration simulation provided a means to determine where in the
workspace the laser scanner would produce the most accurate points. The size and
intensity tests used for detecting the laser spot were necessary for data collection,
and the laser and camera simulation provided a means to understand and evaluate
the accuracy of the final camera calibrations.
The second scenario utilized a laser scanner and a camera to generate surface
maps of objects in the workspace. The results of this application provide a means
to create a three dimensional map of the workspace based on a set of range points.
This application used the laser scanner calibration techniques developed in chapter 2.
All the laser spot detection methods (size, intensity, movement, and triangulation)
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Figure 4.6: Surface map obtained by traversing quad tree by five levels
Figure 4.7: Surface map obtained by traversing quad tree by seven levels
i08
developed and evaluated in section 3.4 were used to permit the laser spot to be
detected under normal lighting conditions. Finally, the triangular representation of
data points discussed in section 3.5 provided three dimensional structure to range
data obtained using the laser scanner and camera.
In closing, the applications presented here indicate that the laser scanner tech-
niques can be used together to solve relevant three dimensional visual sensing prob-
lems. This is not to say that the laser scanner is the only form of three dimensional
sensing. Indeed, it is important to evaluate the utility of the laser scanner in the
context of other methods of three dimensional sensing.
5. Appraisal of Laser Scanner for Three Dimensional Sensing
The applications of a laser scanner presented in the previous chapter illustrate how
the techniques developed for this research can be applied to solve visual sensing
problems. At this point, it is appropriate to appraise the performance of the laser
scanner techniques developed for this research in the context of alternate visual sens-
ing methodologies. In performing this appraisal, the laser scanner techniques will
first be evaluated with respect to other active sensing methods. Subsequently, the
laser scanner techniques will be contrasted with common passive sensing methods.
Finally, the laser scanner techniques will be evaluated in the context of a visual
sensing system that employs several different visual sensing methodologies.
5.1 Laser Scanning in the Context of Active Visual Sensing
Active visual sensing is characterized by the generation of some well defined
light signature (structured light) and directing this light into a workspace. A camera
is then used to detect the reflection of the structured light as it strikes objects in the
workspace. The differences among the active sensing techniques pertain to the form
of the structured light generated and the image processing algorithms used to recover
three dimensional data from the camera image. Most active sensing techniques can
be grouped into three major categories. The first group includes methods that
generate a single beam of light. The second group of methods generate a "sheet" or
plane of light, and the third group generates some predefined pattern of light such
as a grid.
Active sensing methods that generate a single fight beam operate by first
directing the beam of light into the workspace. The reflection of this beam as it
strikes an object is then detected by a camera and stereoscopic triangulation can be
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employed to determine the three dimensional location of the reflection. The laser
scanner techniques presented in this report fall under this category of active visual
sensing.
There are several advantages to this mode of visual sensing. First, the re-
flection of the light beam is a simple signature to detect as opposed to a complex
pattern. Second, the light source is focused into a single beam of light, and, hence,
is delivered efficiently into the workspace. This efficiency is increased if the ligh_
source is a laser since there is less beam dispersion with a laser than with a light
source such as a spotlight [23]. Efficiency is important because the reflection of the
beam can be detected at longer ranges if more photons contribute to generating the
reflection[24]. Additionally, increased efficiency implies less illuminating power to
accomplish the same task and such savings can result in lighter, smaller components
or lower demand on the electrical facilities powering the vision system. Such sav-
ings are critical on space based platforms since size, weight and power are important
concerns.
This mode of visual sensing is not without problems. For every camera image
acquired, only one three dimensional point can be obtained. It is for this reason
that three dimensional structuring, such as triangular planes (see section 3.5), are
useful in maximizing the information obtained from each camera image. However, a
more complex structured light pattern can potentially yield more three dimensional
data from each camera image.
A second active sensing approach involves projecting a plane (or sheet) of
light into the workspace. This plane of light will produce line segments (or stripes)
when it strikes objects in the workspace. A camera is again used to observe the
workspace and identify the line segments. There are several ways to generate a
plane of light. The most common method is to use a projector to generate a slit of
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light that is subsequently projected onto a mirror which directs the sheet of light
into the workspace[25]. Alternatively, a sheet of light can be produced by passing a
laser beam through a cylindrical lens[2].
Since a line of structured light appears in the image plane instead of a single
point, more three dimensional information can be obtained for each camera image.
However, the light source distributes its power over a line segment which means
that the effective operating distance of this visual sensing configuration is less than
if the light was concentrated into a single beam. Another difficulty with using a
sheet of light is detecting the line projected on objects in the workspace. The line
can be broken if it projects on multiple objects, or it can be curved if the objects
have curved surfaces. In order to effectively identify the structured light, either the
camera is fitted with a bandpass filter that is sensitive to the structured light (a
simple matter is a laser is used as the light source), or the ambient light is controlled
so that the structured light creates the brightest regions in the image[26].
Another active visual sensing method projects a pattern of light into the
workspace. This pattern is typically a grid [27] or multiple stripes. A camera
detects this pattern and measures the pattern's distortion to obtain three dimen-
sional information. The grid is most frequently generated using a projector and a
slide containing the pattern.
The pattern can be dispersed over the entire workspace or a small pattern can
be projected and subsequently moved through the workspace using a panning mirror.
This method has one advantage in that projecting a pattern implies that more three
dimensional information can be extracted from each camera image than is possible
with a single beam of light or a stripe. Of course, the computational complexity
increases, but this cost should be offset by not having to acquire multiple images.
There are several problems with this approach. First. the pattern is more
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complex than a single point or sheet of light and the task of detecting the distorted
pattern maybe extremely difficult in some cases. This problem is compounded if
the grid is incomplete due to occlusion. Second, the illumination power generated
by the light source is distributed over the entire patterns. Hence, the intensity of
the pattern in the camera image will be reduced, thereby decreasing the effective
operating distance of the vision system. As with the case with the sheet of light,
most pattern methods either use a camera fitted with a bandpass filter or ensure
that the pattern is the brightest light in the workspace by reducing ambient light.
With these different alternatives, there is the inevitable question of which
method is best. The answer to this question depends on the environment in which
the vision system will operate. In a laboratory setting, or an industrial assembly
line, a sheet of light or a pattern is useful since fighting conditions can be controlled
and it is important to maximize the amount of three dimensional data obtainable in
one camera image. In a space environment, however, lighting conditions are harder
to control and the distances between the vision system and objects in the scene will
be longer than in a laboratory. Hence, a single beam of light may be more useful
since its concentrated beam can be detected over longer ranges than a sheet of light
or a pattern.
5.2 Laser Scanning in the Context of Passive Visual Sensing
Passive visual sensing relies on extracting three dimensional information based
entirely on the information available in the scene. Passive sensing methods can be
divided into two major groups. The methods in the first group use fiducial marks
on objects in the scene to aid in identification. A second method identifies features
in the scene using multiple cameras and attempts to relate these features to some
model representation available to the vision system.
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The first passive visual sensing method employs fiducial markings on objects
in the workspace. Dual cameras are then used to identify the fiducial marks and
stereoscopic triangulation is used to determine the three dimensional coordinates
of the object. There are no constraints on the form of a fiducial mark. Fiducial
marks can simply identify an object or they can be designed to provide position and
orientation information about the object. Further, a fiducial mark can be a passive
feature such as a pattern imprinted onto an object, or it can be a light that acts as
a beacon similar to running lights on a ship or airplane.
No matter what method is used, the premise of the fiducial mark approach
is to identify an object by placing some of the burden of identification onto the
object and not the vision system. Using fiducial marks has several advantages. The
most important advantage is that the vision system can be optimized to detect the
fiducial marks. While this dependence on the fiducial marks has advantages, it does
pose several problems. First, if an object bearing a fiducial mark is far away from
the vision system or oriented in some position, the fiducial mark may be unreadable.
Second, adverse lighting conditions may prevent the vision system from identifying
the fiducial mark. Third, if the fiducial mark is damaged, the vision system may
not be able to recognize it. In a space environment, it is possible that a fiducial
mark could be damaged.
Far and away the most prevalent configuration for three dimensional visual
sensing is two or more cameras in a completely passive mode. The images produced
by each camera are processed to identify specific regions or features. The features
located in the individual camera regions are then correlated and stereoscopic tri-
angulation is employed to determine the three dimensional structure of the objects
corresponding to the features. A database of three dimensional objects is then con-
sulted to identify the objects. This database can be hard coded to a specific task,
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or be more general purpose.
This method can provide the most three dimensional information of all the
methods discussed. This method, ideally, does not rely on fiducial marks. In fact,
the only presumption made about the object in the scene is that it is described in
the database.
Ideally, this visual sensing method has so much potential that it seems to be
the best sensing configuration for most situations. While this is true for the ideal
system, in reality there are some problems. For example, adverse lighting conditions
can severely hamper the performance of the vision system. In the worse case, there
may be no light at all in which case the vision system is effectively blind. Further,
occlusion of objects by other objects can make identification difficult. Additionally,
how the objects should be represented in the model database is not entirely clear.
In short there are several problems that must be overcome in order to realize the
full potential of this approach and solutions to these problem are not trivial.
In light of the passive sensing techniques just described it is instructive to
contrast the merits and limitations of the laser scanner sensing techniques. If lighting
conditions are such that the passive multiple camera system can perform properly,
then there is no doubt that the multiple camera approach is far and away superior
to the laser scanner. However, if lighting conditions are poor, then the laser scanner
becomes a better technique. The laser scanner technique is, in a way, similar to the
fiducial mark approach in that the reflection of the laser beam is a fiducial mark
except that it is generated by the vision system and not physically attached to the
object.
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5.3 Laser Scanner as a Supplement to an Integrated Vision System
The discussion up to this point has consisted of an adversarial comparison
between a laser scanner and other active and passive visual sensing techniques.
Such a comparison is important to provide a means of identifying the strengths and
limitations of each method. However, a vision system that is capable of operating
reliably under a variety of environmental conditions should incorporate more than
one visual sensing technique.
Given the sensing configurations mentioned in the previous sections, which
methods should be combined to create a vision system suitable for the space envi-
ronment? Because of its potential, the multiple camera system that relates objects
to a model database should form the cornerstone of the vision system. As mentioned
previously, relating objects to a database can be difficult due to adverse lighting or
occlusion of objects. In a space environment, most of the objects that will be en-
countered will be man-made. Hence, it is not unreasonable to a priori place fiducial
marks on some of these objects to aid in identification and determination of pose.
The use of fiducial marks would assist in alleviating some of the object iden-
tification problems for the vision system, but it does not fully address the issue of
adverse lighting. An active sensing capability will be necessary to illuminate targets
when lighting conditions degrade the vision system's ability to identify objects. Of
the active sensing techniques presented previously, the single beam of light approach
has the most potential. This choice is based on several reasons. First, assuming all
things being equal, the effective range for this configuration is greater for a single
beam of light than for a pattern or sheet of light. Second, the reflection of a single
beam of light off of an object is easier to detect than a strip or a pattern. These
two characteristics are important particularly in poor lighting conditions. If light-
ing conditions are such that the vision system cannot identi_" objects reliably, it is
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important to have the capability to inject ground truth into the scene that is readily
detectable and effective over a large area of the scene.
In appraising the utility of the techniques developed under this research effort
it is clear from the preceding discussion that an active sensing configuration incor-
porating a laser scanner can serve as part of a larger vision system that incorporates
several visual sensing techniques. In this context, a laser scanner can be a valuable
tool for visual sensing.
6. Conclusions and Future Research
In order to draw conclusions about the research presented in this paper it is ap-
propriate to examine the work performed for this research in the context of the
objectives laid out in section 1.2. These objectives are again summarized here along
with a brief description of the research that was performed to fulfill each objective:
1. Identify the mathematical relationships that govern the operation of a laser
scanner.
This objective was accomplished in section 2.1 where the relationship between
a three dimensional point defined in the laser's coordinate space and the ori-
entations of the scanning mirrors was described. The relationship that was
presented accounts for the pincushion distortion inherent in a laser scanner.
2. Calibrate the laser scanner.
Two methods were presented to calibrate a laser scanner. The first method
uses an analytical approach that expresses the calibration process as an overde-
termined set of linear equations. The second method takes advantage of the
inherent geometry of the cafibration problem and measures the Euler angles of
the laser scanner and its translational position with respect to a known world
coordinate system.
3. Develop methods to estimate three dimensional points using a calibrated laser
scanner and a camera.
Two methods were presented for addressing this problem. The first method
calculates a least squared error solution that best satisfies an overdetermined
system of linear equations that describe the relationship between the three
lit
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dimensional point, pixel coordinates of the projection of the point in the cam-
era's image plane, and the scanning mirror angles required to direct the laser
beam at the point. A second method projects rays from the laser scanner
and the camera into space and calculates the midpoint to the common normal
of these rays. Both methods were found to yield comparable results in most
cases.
4. Develop computer simulation models of the laser scanner and the laser / cam-
era sensing configurations.
A laser scanner simulation was presented in section 3.3 that can predict the
accuracy of the laser scanner calibration based on estimates of measurement
errors during the calibration process. This simulation uses the direct geometric
methods for laser scanner calibration. The laser / camera simulation provides
a means to estimate errors in system performance when either the camera or
laser scanner are rotationally or translationally perturbed.
5. Develop methods to identify the laser spot in a noisy camera image.
A heuristic method for identifying a laser spot was presented in section 3.4
as well as the results of a series of tests to estimate the performance of this
method. Accomplishing this objective is particularly significant since it pro-
vides the means to overcome the restriction that the laser spot be the bright-
est region in the camera image [9]. By overcoming this restriction, the laser
scanner scan be used in a wider variety of lighting conditions and scene con-
figurations.
6. Identify data structures and models for representing three dimensional infor-
mation.
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The techniques used in this research to address this problem draw from the
disciplines of finite element meshs and computer graphics. The range data
acquired using the laser scanner and camera is organized into triangular planes.
The planes form a hierarchy that can be represented as a quad tree. This type
of data structure provides the means to infer more three dimensional data
than would normally be possible with a simple collection of points.
In addition, two three dimensional sensing applications were developed to eval-
uate the techniques developed to accomplish the research objectives. The first appli-
cation uses a calibrated laser scanner to calibrate cameras. The second application
uses a laser scanner and a camera to generate surface maps. The results of these ap-
plications indicate that the individual techniques developed for this research operate
properly and they can be combined to accomplish useful visual sensing tasks.
Finally, the laser scanner was evaluated with respect to other active and passive
visual sensing techniques. It is clear that a laser scanner cannot, by itself, solve the
general visual sensing problem. However, it can be a useful part of a system that
employs several visual sensing techniques, and it can do this by providing an active
sensing capability that operates over a large work volume and whose signature is
readily detectable.
Overall, the objectives of this research have been successfully accomplished.
As a result, the CIRSSE testbed possesses an active visual sensing capability that is
well understood and relevant to CIRSSE's visual sensing requirements. As with most
research, the laser scanner work presented here highlighted several opportunities for
future research.
One avenue of future research is a closer examination of the effects of lighting
on visual sensing systems. This will be an important factor for an)" vision system
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that is ultimately used in a space environment since lighting conditions will change
frequently and often unpredictably.
Another potential area of research is to enhance the utility of the laser scanner
by fitting a robot arm with a laser scanner. Small penlight sized lasers are currently
in production and it may be possible to use such a laser in conjunction with a
scanning mechanism to provide a laser scanner at the end effector of a robot. When
used in conjunction with the cameras already mounted on the robot arm, this laser
scanner could be used to detect small details of the scene or direct structured light
into areas that are not accessible to the laser scanner situated above the testbed. The
techniques developed for this report could readily be adapted to a robot mounted
laser scanner. However, there are two primary technical problems that would have
to be addressed to construct a laser scanner on the robot arm. First, the system
must be compact and rugged. Second, the scanning mechanism must be capable of
dealing with vibrations as the robot arm is moved.
In closing, this research provides CIRSSE with an active sensing capability.
Addressing the engineering problems associated with this active sensing capability
has led to a deeper understanding of its capabilities and limitations. Finally, this
research has revealed additional opportunities for vision research that are relevant
to robotics in space applications.
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COLOR PLATES
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Figure A.I: CIRSSE robot testbed. Strutsand nodes are located on the black table.
Note red spot generated by the laserscanner reflectingoffof the node on the table
in the lower left quadrant of picture
Figure A.2: Ceiling cameras and laser scanner situated over CIRSSE testbed
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