Abstract. The positioning precision of ground-based targets is studied as a function of instrument and experiment parameters of the wide-angle airborne laser ranging system (WA-ALRS). The models for range measurements, validated in previous ground-based experiments, are used for simulating aircraft measurements. It is shown that the positioning precision, evaluated from the a posteriori covariance matrix, can be optimized with respect to laser beam divergence, aircraft altitude and number of targets for a given instrument performance. The number of laser shots is then adjusted to yield the desired precision. A precision of ∼1 mm is achieved in the vertical coordinate in a specific experiment assuming only random errors. Most of the systematic errors are believed to be compensated by the adjustment of additional parameters such as trajectory offsets.
Introduction
Airborne and spaceborne laser ranging systems have great potential for regional and local geodesy in dense networks. These optical techniques are insensitive to water vapour and might achieve millimetre positioning precision in relative heights of benchmarks separated by a few kilometres. In the past, several spaceborne systems (e.g. GLRS) have been studied [1, 2] . Kahn et al [1] have predicted a repeatability of between 4 mm and 4 cm, in the vertical, for 50-500 km baselines and 1000 measurements per cubecorner retroreflector (CCR). They accounted for various error sources: system noise and bias, correction for atmospheric delay, atmospheric drag, cloud cover, the Earth's gravity field and solar radiation pressure. Cohen et al [2] assessed the accuracy in baselines and relative coordinates by means of a covariance-error analysis. They found an uncertainty (from noise and bias) in relative vertical coordinates of between 2 mm and 2 cm, with 50-500 km baselines and about 200 measurements per CCR. They accounted for the same error sources as reported by Kahn et al [1] , except for the system bias, though one is expected in practice. An alternative airborne instrument (ALRS) has also been studied, involving six servo-controlled laser beams, where subcentimetre accuracy in relative height has been predicted for short baselines [3] . Despite the promise of these techniques, no experimental results have been reported to date. The complexity of the proposed instruments (point-topoint ranging) is probably the main reason for this.
We have proposed another approach using a widely diverging laser beam [4, 5] . The WA-ALRS produces multiple range measurements for each and every transmitted laser pulse owing to a large beam pattern covering several CCRs on the ground. In this system, times of arrival from the returning echoes are measured, while times of emission of the transmitted laser pulses are not measured for instrumental convenience. Instead of true ranges, only pseudo-ranges (PRs) are thus deduced from the measurements, which have the same meaning as in GPS. Uncertainties as low as 3 mm in PR estimates, which were in good agreement with theory, have been achieved in ground-based experiments, with a signal-to-noise ratio (SNR) of about 100 [5, 6] .
Though various parameters were included in the aforementioned simulations [1] [2] [3] , several simplifications make the results more qualitative than quantitative. In the simulations presented here, a thorough model for the link budget is described, which takes the laser beam pattern, angular dependence in CCR responsivity and irradiance fluctuations due to atmospheric scintillation or speckles, into account. In section 2, this model is derived, ranging error sources are discussed, the inverse method is described and the strategy for the study is presented. In section 3 quantitative results for the positioning precision, in various configurations, are presented with the aim of emphasizing critical parameters. In section 4, the results are discussed, a O Bock method for finding an optimal configuration is outlined and further improvements to the models are proposed.
Simulation technique

The wide-angle lidar link budget
The link budget, γ (θ), is defined as the ratio of received and transmitted optical energies. For a laser beam characterized by its divergence, α, transmitted from an aircraft at an altitude h, γ (θ) can be written as
where γ 1 (h, α) accounts for optical and geometrical attenuation at nadir, while γ 2 (θ, α) accounts for the effects of a deviation from nadir. In equation (1) it is assumed that distances are in the diffraction regime for the reflected beam. Thus, for a Gaussian beam with a divergence α defined as the half width at 1/e 2 intensity, the two functions can be put into the form
where A c is the cross section of a CCR at normal incidence (typically D c = 7 cm in diameter), A r the active area of the receiver, T a ≈ 0.93 the atmospheric transmission for clear air, η o ≈ 0.45 the optical efficiency of the instrument and λ = 1.064 µm the laser wavelength. The weighting function η c (θ ) accounts for the effective cross section of CCRs (see [7] ). The peak optical power of the transmitted laser pulses isP t = 1 GW (100 mJ/100 ps). Echoes are detected by an Si:PIN photodiode (YAG 444, EG&G), of D r = 11 mm diameter and R = 0.4 A W −1 responsivity, and amplified by an in-house amplifier with a transimpedance of Z T = 3000 V A −1 . Other photodetectors have been considered, such as photomultipliers, microchannelplates and Ge or InGaAs PIN diodes [8] . Though all these technologies can be operated in linear mode, as requested for the present application, large areas (of the order of 1 cm 2 ) are not available for most of them, except perhaps for microchannelplates. However, for the latter, the responsivity at λ = 1.064 µm is usually much below that of silicon diodes, which makes them interesting devices when used at 0.532 µm (this, however, implies a loss of ∼ 75% of the photoelectrons).
With the model defined here, the amplitude of the measured signal and SNR are given by [8] 
where η IR ∼ 5 × 10 −3 accounts for the reduction in the impulse response due to the convolution of a short incident pulse with a long impulse response detector (3 ns rise time), and σ n ∼ 0.34 mV is the RMS additive electronic noise due to the amplifier and oscilloscope. Additionally, the amplitude is randomly modulated by scintillation and speckle effects. For the purpose of the present simulations, an exponential probability density function (PDF) is assumed which accounts both for strong scintillation [9] and speckle effects [10] .
The detected signal is sampled by a digital oscilloscope (LeCroy 7200) at a 1 Gs s −1 rate, which adds aliasing and quantization errors. For a cross-correlation estimator, the variance in PR estimates can be written as [6] 
where K ρ is a waveform-dependent parameter and σ a is the aliasing uncertainty. To first order, K ρ is a function of the rise time of the measured pulses [6, 8] . For our instrument, typical values are K ρ = 0.3 m, σ a = 3 mm. A limit of SNR ∼ 200 is imposed by quantization errors. It is interesting to note from equation (4) that the oscilloscope's sampling rate imposes a limit to the ranging precision, whatever the SNR. Obviously, for higher sampling rates, σ a would be smaller but, there, the SNR limit due to quantization errors would be reached.
With the characteristics of the reference experiment considered in the following (α = 20
• and h = 10 km), and the performance of the present instrument, the scaling of the link budget is γ (0) ∼ 10 −13 (5 × 10 4 photons) and SNR ∼ 2. The single-shot ranging accuracy is thus σ ρ ∼ 15 cm, which is not sufficient. With a slightly different instrument, e.g. using a large-area APD of D r = 16 mm and R = 5 A W −1 (Advanced Photonix), it would be possible to achieve γ (0) ∼ 2 × 10 −13 and SNR ∼ 50, which leads to a much more reasonable ranging performance: σ ρ ∼ 7 mm.
Error sources in PR estimates
It has been shown that, provided receiver biases are corrected and irradiance fluctuations (speckles) are small, the main random errors follow Gaussian statistics with a standard deviation predicted by equation (4) [6, 8] . However, residual instrumental biases may exist, which are due to laser wavefront distortions. These distortions produce delays in estimates of time of arrival, depending on the location of the reflector in the laser beam pattern [11] . They are predominant at the edges of the laser beam with magnitudes of the order of the pulse duration. Ranging biases of a few millimetres actually have been observed for a 100 ps modelocked laser [4] . These errors exhibit a nearly quadratic spatial dependence with the transverse coordinate in the beam, which is stationary for a few minutes. It is believed that they can be approximately compensated by the adjustment of specific parameters (see the next subsection). This possibility is important since with it the effects of wavefront distortions in various laser resonators might be minimized.
Correction of PR measurements for atmospheric path delay (PD) can be performed with millimetre accuracy when the atmospheric pressure difference between the aircraft and the CCRs is known. Surface values of temperature and water vapour partial pressure are not necessarily required at this level of accuracy for near-zenith measurements. However, pressure should be known at both CCRs and aircraft locations for each laser shot. While pressure may be measured at the aircraft with an accuracy of ∼10 Pa during the flight, surface measurements are not considered at each CCR. Instead, they may be adjusted from coincident measurements made at a few CCRs. Hence, biases in PD correction arise from inhomogeneous pressure deviations, but also from temperature fluctuations of short lifetime. It has been shown that models for large-scale (100 km) horizontal gradients, such as developed by Gardner [12] , have residual errors of up to 1 cm. The validity of these models seems to be limited by smaller-scale effects [13] . Deviations from hydrostatic equilibrium of ∼100 Pa have been reported by Hauser [14] in mountainous regions. These would produce 2.3 mm biases. In real atmospheres strong deviations in meteorological parameters appear locally in the boundary layer where the surface measurements are usually made [15] . The spatial wavelength of these perturbations is of the order of 1 km, which is of the scale of the geodetic networks we are concerned with. For example, a 1 K deviation correlated over a 1 km depth boundary layer would produce biases of ∼1 mm.
When several echoes are coincident, gross errors (outliers) appear because the superposition of pulses on the detector produces a distortion in the waveforms of the echoes measured. These errors amount to a few metres (due to the long impulse response). Two steps in the data processing help to correct and detect these errors. The first step is an a priori detection with the aim of rejecting all PRs that are mutually closer than a fixed threshold. The resulting data loss depends strongly on the experiment configuration since the range separation between echoes is a function of the CCR horizontal separation (for flat areas) and the aircraft altitude. In the reference experiment considered in the following (h = 10 km and 1 km separated CCRs) this loss amounts to 35% with a threshold of 3 m. This small value for the threshold is achieved owing to a signal deconvolution method as a time-of-arrival estimator which takes pulse superimposition into account. It seems difficult to further reduce this threshold since the intensity of instantaneous signal returns is unpredictable (due to speckle) and hence the presence of echoes in a smeared signal becomes ambiguous. Furthermore, this ambiguity leads to misidentification of CCRs. For the detection of these misidentifications, another detection procedure is applied as a second step. There the standard deviation in the difference between calculated (a priori) and measured PRs is compared to a threshold of about 10 cm. This standard deviation is computed over the set of simultaneous echoes.
Consequently, assuming that: (a) instrumental biases and mean PD are corrected; (b) outliers are properly detected and (c) laser biases are compensated, the remaining errors can reasonably be described by a random vector of zero-mean Gaussian PDF.
Parameter adjustment procedure
PR measurements, ρ ij , are achieved between locations of CCRs, U i , and locations of the aircraft, V j , both expressed in a common reference frame, where i = 1, . . . , N CCR and j = 1, . . . , N LS . They can be decomposed into a sum of geometrical distances, d ij , pseudo-range offsets (PRO)
Resolution of the multilateration problem consists in adjusting all unknowns, i.e. U i , V j and b j , from PR measurements. A fundamental requirement for performing the adjustment with a least-squares method is that e ij follows a zero-mean PDF [16] . This is achieved when all sources of biases are properly modelled. Then the linearized forward equation is v = A p + e
where v is composed of a priori range residuals,
where C ee and C pp , are covariance matrices associated with e and p 0 , respectively. For the case of independent errors, these matrices are diagonal. Under this assumption, C ee can be computed with the help of equation (4) . The case of C pp is a bit more complicated because of the different origins in its components. Namely, a priori CCR locations are obtained by rapid-static or cinematic GPS, the errors of which can be assumed to be random with a 10 cm standard deviation. A priori aircraft coordinates are obtained from differential GPS measurements, with single-frequency receivers (Sercel NR 103) and an a posteriori trajectory calculation. There, errors exhibit a non-stationary behaviour composed of a strong low-frequency component (with a period of the order of an hour) along with a small high-frequency component (approaching a white noise model). The magnitude of the former component is up to 50 cm (peak to peak), while the latter is about 5 cm. We conjecture that this non-stationarity stems mostly from deviations in the adjusted trajectory when satellites appear for short periods. Thus, a strong correlation exists between neighbouring V j which should explicitly appear in the covariance matrix C pp . However, on the time scale of a few minutes, such a statistical description can be replaced by a deterministic function of time, W (p, t j ), along with an additive white noise of σ V = 5 cm standard deviation. Such a linear model should be sufficient when the related parameters are adjusted for each flight-path leg.
Modelling PROs adds one unknown per laser shot, which requires more PR measurements per laser shot to achieve the desired precision. In critical configurations (where only a few PRs are measured), it might be useful to measure additionally the time of emission for the transmitted laser pulses to remove these unknowns. However, this has not yet been considered because it would add some instrumental complexity.
Strategy for the study
The precision in CCR coordinate estimates depends basically on the instrument performance, referring to the SNR at a specific pair of α and h, SNR 0 ≡ SNR(α 0 , h 0 ), the number O Bock of measurements per CCR, N meas/CCR , and the number of measurements per laser shot, N meas/LS . Here we shall take α 0 = 20
• and h 0 = 10 km. However, these parameters depend strongly on the experimental configuration and it is difficult to predict the positioning precision from them alone. Actually, the precision for a given CCR is a function of its distance to the fixed CCRs and to the edges of the network where N meas/LS is smaller. Hence, instead of considering N meas/CCR and N meas/LS , the following set of parameters will be used for parametrizing both the instrument and experiment: SNR 0 , h, α, N LS , N CCR and A net , where A net is the area of the network.
Various combinations of these six parameters are studied with the aim of defining a methodology for the optimization of the positioning precision in CCR coordinates (in particular, the Z component). The parameters will be considered in the following range: 10
• < α < 30
• , h = 7.5-10 km, 50 < N CCR < 200, 25 km 2 < A net < 400 km 2 . Data sorting for outlier reduction, as discussed in section 2.2, is in fact not included in the following, i.e. values reported for N meas/LS will be about twice what they would be when including this procedure. However, the simulated data are filtered before entering the parameter adjustment procedure in order to use only efficient laser shots. The filtering criteria are: N meas/LS > 4 and σ ρ < 10 cm. The number of measurements, N meas , reported in the following is evaluated after this filtering.
Results
Reference experiment
For the purpose of local geodesy, let us consider a network of N CCR = 100, A net = 10 × 10 km 2 , the four corners of which are fixed (with an a priori uncertainty of 10 −4 m). The laser shots are assumed uniformly distributed with a firing rate of 10 Hz, over a flight path composed of two orthogonal series of legs spaced by 1 km, at a constant speed of 100 m s −1 . As a result, the number of laser shots is N LS ∼ 22 × 10 3 . The a priori uncertainties in CCR and aircraft locations are assumed to be about 10 cm. The models described in section 2 are used to generate realistic but unbiased PR and a priori data. PROs are simulated with an a priori uncertainty of 10 m.
A specific experiment at α = 20
• and h = 10 km is taken as a reference, with the motivation that, with SNR = 50, a precision in Z of smaller than 1 mm is achieved. In such conditions, N meas = 340 × Figure 1 gives an illustration of precision for each CCR in the network. Reflectors at the edges have a slightly higher uncertainty because fewer CCRs are seen simultaneously; as a consequence, fewer laser shots are effective on these CCRs. However, the nearer to a fixed CCR, the higher the accuracy. The competition between both effects results in the complex distribution shown in figure 1. On the other hand, near the centre of the network, the precision is quite uniform. This latter result is specific for this experiment. Actually, the uncertainty would increase with the distance to fixed CCRs in larger networks. This behaviour is quite deterministic, which allows us to concentrate merely on mean precisions (i.e. averaged over the set of CCRs), denoted by σ X , σ Y and σ Z .
Effects of beam divergence, aircraft altitude, and SNR
As α is decreased the energy is more concentrated near the axis of the beam. Hence, SNR at nadir increases but the field of view (defined as the solid angle where SNR > 3) decreases. On the other hand, as α is increased SNR at nadir decreases but the field of view increases. In both cases, this behaviour assumes N meas/LS 4. Obviously, whether the precision increases or not is difficult to predict. Therefore, let us consider the results from numerical simulations drawn in figure 2 , for α in the range 10
• -30
• . It is seen that precision varies only slightly with α. Nevertheless, an optimum is identified for α = 20
• . At small α, the decrease in N meas/LS becomes dominant, while at strong α it is the decrease in SNR that becomes dominant. Outside the considered range the precision is likely to decrease. The effect of α is also strongly conditioned by SNR 0 , due to data filtering (section 2.4). This correlation between SNR 0 and α is clearly shown in figure 3 .
In figure 2 the case with speckle or strong atmospheric turbulence is also compared to the case without such multiplicative noise. It might be quite surprising that the case with speckle yields a higher accuracy. This is explained by the fact that, while the mean ranging accuracy is unchanged, strong echoes from larger nadir angles appear, which increases the geometrical constraints.
At smaller aircraft altitudes, higher SNR is achieved, for example, the instrument that achieved SNR = 50 at h = 10 km, would achieve SNR = 158 at h = 7.5 km, both with α = 20
• . However, the increase in SNR owing to the decrease in altitude does not compensate the decrease in field of view. On the other hand, an increase in altitude leads to smaller SNR which ultimately is also responsible for a decrease in field of view. Again, the overall effect is difficult to predict and we use numerical simulations. Figure 3 shows a series of results obtained with h = 7.5 km and α varying in the same range. Here, σ Z is slightly decreased due to a decrease in N meas/LS , while σ X and σ Y (not shown) are increased due to the larger field of view. An optimum is again identified, but now it is above 30
• , which achieves nearly the same σ Z as at h = 10 km. • , and networks: , , A net = 100 km 2 ; , CCR density = 1 km −2 .
As can be expected, the relationship between SNR 0 and σ Z is approximately SNR −1/2 0 . Actually, this relationship is followed almost everywhere, except when N meas/LS becomes small. Figure 3 shows results obtained with a second instrument, characterized by SNR 0 = 16 (i.e. SNR = 50 at nadir with h = 7.5 km and α = 20
• ). When this instrument is operated in conditions where SNR > 20, σ Z again remains nearly constant, whatever the altitude. With this instrument, the best precision at both altitudes has nearly the same value. This limit is conditioned by other parameters, mainly N LS and SNR 0 . On the other hand, it is seen that at constant N meas/CCR and N meas/LS , the SNR −1/2 0 relationship does not apply. For example, at α = 10
• the precision is below what would have been predicted from the difference in SNR with respect to the previous instrument. This is actually due to the rather low value of N meas/LS (= 8.7). Consequently, it can be stated that an acceptable precision is achieved when the SNR at nadir is in the range 20-50 and N meas/LS is roughly above 15. Hence, in order to operate the system in such conditions, one can mainly act on α, since the influence of h is small. For the cases where N meas/LS is critical, other parameters such as CCR density must be adjusted.
Effects of CCR density and network size
A decrease in N CCR , at constant A net , has both operational and computational interest in cases when N meas/LS is high, for example, in the reference experiment N meas/LS = 24.4. For N CCR = 50 the decrease in precision remains small though N meas/LS is much smaller. Here the precision is roughly conserved because the field of view is independent of N CCR . Consequently, the CCR density of the reference network could be reduced without significant loss of precision. For N CCR between 50 and 144 the precision remains nearly constant (see figure 4) . In fact, a saturation appears for N CCR 144. On the other hand, in nearly critical configurations, i.e. when N meas/LS is small, increasing the CCR density might be useful. For the second instrument (SNR 0 = 16), operated at h = 7.5 km and α = 10
• , there is an improvement with higher CCR densities such as N CCR = 144 and 196 (see figure 4) . Consequently, with a further increase in N LS , σ Z ∼ 1 mm would be achieved.
The size of the network, A net , has an influence when it is larger than the size of the laser beam pattern on the ground, A 0 . In such cases cumulative uncertainties tend to peak at the centre of the network and increase the overall uncertainty. For instance, in the reference experiment we had A net /A 0 ≈ 4. When A net is increased to 400 km 2 , the precision is reduced by a factor of 2, while when A net is decreased to 25 km 2 the precision is improved by a factor of 2. Thus σ Z follows fairly well a (A net /A 0 ) 1/2 relationship, as one would expect. On the other hand, the increase in σ X and σ Y is partly compensated by the increase in N meas/LS with A net . Hence, an improvement of σ Z might be obtained by a decrease in A net , until A net /A 0 ≈ 1, in which case the whole network is seen at each laser shot. However, in practical situations A net is imposed and A 0 must then be optimized with respect to SNR 0 , h and α.
Discussion
It has been shown that an optimal combination of h, α and N CCR might always be found. However, these parameters have a quite complicated influence on positioning precision and numerical simulations are required, especially since critical combinations exist which lead to N meas/LS ∼ 4. These poor configurations result usually from a poor instrument performance, too large a beam divergence or too high an aircraft altitude. One solution is to fly at lower altitudes and increase N CCR , with, however, the risk of increasing pulse superposition when slow detection electronics is used. Instrumental improvements are then mandatory for such specific experiments. The optimal combination of h, α and N CCR is achieved when these parameters have only a small influence on the positioning precision (see figure 3) . Then the precision depends only on SNR 0 , N LS and A net , and a proper choice for N LS leads to the required precision, for example, σ Z ∼ 1 mm.
Several error sources, especially systematic errors, have been neglected in the present simulations. These have been studied previously for the case of a ground-based experiment [8, 17] . There, we have shown that offsets and drifts in the vehicle trajectory must be modelled. In the same manner, the effects of laser biases might be compensated by adjusting trajectory offsets, since both error sources produce the same kind of global distortions in estimates of CCR coordinates. Regarding atmospheric PD, the mean component might also be compensated by the adjustment of such offsets. However, residual biases, due to micrometeorological perturbations in the convective boundary layer (see section 2.2), are likely to remain. Further simulations, based on physical considerations, for example, using typical temperature deviations in thermals, would help to accurately assess the effects of such biases. On the other hand, including boundary-layer dynamics would also be useful to evaluate the effects of atmospheric non-stationarity during the experiment. However, it is thought that these effects should remain at the millimetre level and might thus be neglected.
The next step in the validation of the WA-ALRS for high-precision geodesy is the conduction of an airborne experiment over a small network. After this step, the technique would be a candidate solution for the periodic monitoring of land subsidence owing to fluid withdrawal or solid extraction. Another application would be the conjoint use of our technique with static GPS measurements in large networks. There a higher density would be achieved in the monitoring of these networks. However, the accuracy would then be limited to that of the GPS stations.
