Abstract-An important part of the filtered backprojection (FBP) algorithm is the ramp filter. This paper derives the discrete version of the ramp filter in the Fourier domain and studies the windowing effects. When a window function is used to control the noise, the image amplitude will be affected and reduced. A simple remedy is proposed to improve the image accuracy when a window function must be used.
I. INTRODUCTION
T HE filtered backprojection (FBP) algorithm has been serving as the driving engine in tomographic image reconstruction for many decades [1] - [4] . This algorithm consists of ramp filtering and backprojeciton procedures. Ramp filtering can be implemented as convolution in the spatial domain or multiplication in the Fourier domain.
The continuous ramp filter has a zero DC gain. Therefore, if one directly samples the continuous ramp filter to obtain a discrete version, the discrete version will also have a zero DC gain. It has been shown that this zero DC gain can cause a reconstruction bias error [5] - [7] . In fact, this error can be easily corrected by using a non-zero DC gain in the sampled ramp filter. This paper will give a systematic treatment of the issue and give a relationship between a continuous filter's transfer function and its exact discrete counterpart. This paper will use the discrete/periodic duality [8] to derive an exact explicit expression for the discrete ramp filter. The discrete/periodic duality is a fundamental property for a Fourier transform pair. If a function is periodic in one domain, it is discrete in the other domain, and vice versa. Since the projections are to be filtered in the discrete Fourier domain, an exact circular convolution expression in the spatial domain must be obtained first. A circular convolution is nothing but a linear convolution with two periodic functions; these two functions have the same period. If these two periodic functions are also discrete, the circular convolution can be calculated via the Discrete Fourier Transform (DFT). The DFT can be efficiently computed by the Fast Fourier Transform (FFT).
In general, the FFT method is faster than the convolution method. However, in some special cases, the convolution method can be faster, for example, when the filter is spatially varying. The backprojection is still the dominating procedure in terms of computation cost.
Noise control in the FBP algorithm is achieved by the application of a window function, which is normally a low-pass filter with a unity DC gain. The window function can affect the accuracy of the FBP reconstruction. This effect has been ignored for the purpose of simplification in image analysis [9] . This paper will investigate how the window function can reduce the amplitude of the reconstructed image and propose a simple remedy.
II. METHODS

A. Converting a Continuous Filter Into a Discrete Filter
Linear filtering can be achieved either by convolution with a spatial domain kernel function (i.e., a convolver) or by multiplication with a Fourier domain transfer function. The transfer function is the Fourier transform of the spatial domain kernel function.
First of all, it is generally incorrect to obtain a discrete transfer function by sampling a continuous transfer function. Let the projection at a certain view angle be ,where is the index along the detector. The projection is discretely sampled and has a finite support . Without loss of generality, the sampling interval is assumed to be 1, and the projection can be treated as band-limited, with a bandwidth of 0.5.
In theory, a signal cannot simultaneously be band-limited in the Fourier domain and have a finite support in the spatial domain. However, in our case, the projection is already in the discrete form, forcing the projection be band-limited. In other words, only a band-limited projection can be recovered from these samples.
When the projection is to be filtered by the ramp filter, only a band-limited ramp filter is required, since the projection is band limited by 0.5. The band-limited ramp filter is defined in the Fourier domain as
The spatial domain continuous convolution kernel ( ) is the inverse Fourier transform of (1) any information. The sampled (discrete) version of (2)is given as
The filtered projection can be accurately obtained as the discrete convolution of the discrete projection and the discrete convolver defined in (3): (4) where denotes the linear convolution operator. Next, the circular convolution will be used to implement the linear convolution (4) . In other words, the two functions on the right-hand-side of (4) are changed into periodic functions with the same period. As a result, the function on left-hand-side of (4) becomes a periodic function, with the same period as the other two functions have.
To make the idea clear, let us re-phrase the above discussion here. The projections are discrete measurements. An exact discrete convolution kernel for the ramp filter is available. A well-known approach to filter the projections with a ramp filter is to calculate the linear convolution. If the support of the projections has a length , only the central samples of the filtered projection are needed in backprojection. This requires that the minimal length of the convolution kernel be . In order to make both functions to have the same length, one must pad the projections with zeros. In general a length must be selected which is at least and is a power of 2. The projections are then padded with zeros. Both functions can now be treated as periodic with the same period .
The user has freedom to choose . In fact, a larger M results in smaller errors if the sampled ramp filter is to be used. After padding zeros, is extended into a periodic function with a period . A common approach is to let by padding zeros. Accordingly, the convolver is truncated, keeping the central samples with at the center. Then the -sample segment of is extended into a periodic function with a period of .
With this setup, the convolution can be calculated via the -point FFT. The discrete filter's transfer function can be numerically obtained by calculating the FFT of the samples of the convolution kernel, or by an explicit expression to be derived below.
Applying these two periodic functions to the right-hand-side of (4) yields a periodic output , which also has samples in one period. It must be pointed out that among these samples of , only the central samples are accurate and can be used in the backprojection procedure. The other samples of are not needed and can be discarded. The Discrete Fourier Transform (DFT) method is able to accurately implement the circular convolution, by performing DFT, multiplication, and inverse DFT (IDFT). When is a power of 2, the Fast Fourier Transform (FFT) can be used for an efficient implementation of the DFT. The DFT of the -sample segment of the discrete is given as (5) It can be shown that is almost the same as the discrete samples of the (i.e., letting in (1) with ), except for the DC gain and some low frequency components. In (1), , while in (5) (6) Eq. (5) defines a discrete Fourier transform pair and . Eq. (6) holds for any Fourier transform pair. Since and are periodic, the summation indices in (5) and (6) as well as the indexes can be any sequential integers. Keep in mind that the -sample segment of in (6) is symmetric with at the center. The DC gain given by (6) depends on the value , and is always positive. As tends to infinity, approaches to zero. Eq. (5) can be generalized to derive a discrete transfer function , , for any continuous transfer function , whose corresponding discrete convolution kernel is :
, similar to the sinc function, has a removable singularity at , and it is a continuous function if one defines at . If is an even function, (7) reduces to (8) It is learned from (8) that in general (9) 
B. The Effect of the Window Function
Many window functions in the Fourier domain have been suggested to suppress the noise, for example, the Metz window [10] , the Hann window [11] , the Hamming window [12] , the Butterworth window [13] , and so on. Recently, window functions have been derived to compensate for the projection noise on the ray-by-ray base [14] . Noise suppression is achieved by blurring the projections, and thus image contrast and magnitude are somehow reduced. This magnitude reduction has nothing to do with the DC gain as discussed in Part A of this section. This magnitude reduction is caused by the narrow bandwidth of the window function.
Let us consider a general lowpass filter. The constraint of the DC gain of a lowpass filter maintains the integral of the entire image unchanged before and after filtering. When a lowpass filter with a narrow bandwidth is applied, image values are spreading out into the entire ( 2D space. The total integral over the ( 2D space is still conserved. However, over any finite region containing the object, the total integral is decreased.
It is known that the iterative maximum likelihood expectation maximization (MLEM) algorithm [15] [16] is able to maintain the total count in the finite image array at every iteration. In other words, the sum of the forward projections equals to the sum of the measured ray-sum projections. This property makes the MLEM algorithm to have accurate reconstruction in terms of the total count within the image array. This, in turn, helps to achieve smaller local bias when the total count is correct. The MLEM algorithm thus guarantees the same total count in the image array, regardless the image resolution, while the FBP algorithm does not share this good property.
One can learn from the MLEM algorithm and suggests a remedy for the FBP algorithm to improve the accuracy of the FBP reconstructions when the window function has a narrow bandwidth. The remedy is to apply a simple scaling factor to the FBP reconstructed image. For the parallel-beam imaging geometry, this scaling factor is defined as sum of measured projections at one view sum of forward projection of FBP reconstruction (10) for non-parallel imaging geometry, this scaling factor is calculated as sum of measured projections at one view sum of FBP reconstruction
The scaling factor is used to scale the FBP reconstruction so that the final image will have the same total image value sum as in the sum of the projection at each view. Due to noise, the projection view-sums are different for different views. An average view-sum can be used in evaluating the scaling factor.
III. RESULTS
A. DC Gain
A small simple (detector size ) example is now used to illustrate the significance using a correct DC gain when performing ramp filtering in the Fourier domain. The 8-sample projection is assumed to be (12) and the ramp filtered results are listed in Table I Table I . The "Linear convolution" result is used as the gold standard.
Method 1: In Table I , the "Linear convolution" result is obtained by convolving in (12) with in (3). Method 2: In the "Circular convolution via FFT" method, the implementation steps are:
• First pad in (12) with 8 zeros, resulting in a 16-sample projection
• Write the 16-element convolver from (3) in the form of (14) • Take the FFT of in (13) obtaining and take the FFT of in (14) obtaining .
• Multiply and element by element, and then take the inverse FFT (IFFT), obtaining . Select the central 8 elements and label them as (1) through (8).
Method 3:
The "FFT with sampled ramp filter and " method changes the in Method 2 to (15) which is obtained by direct sampling of the continuous ramp filter.
Method 4: The only difference between the "FFT with sampled ramp filter and " method and Method 3 is the DC gain . The DC gain in Method 3 is zero; it is the total sum of in (14) for Method 4.
It is observed that Method 2, using (5) to calculate the discrete transfer function, gives exactly the same result as Method 1. Method 3, with direct sampling of the continuous ramp filter, produces errors. Method 4 reduces the DC shift error by using the correct DC gain from Method 2; however, some small errors still remain. Fortunately, the remaining small errors become even smaller as the size increases. This point is shown in the following discussing and tables. (16) Here is even, is periodic with a period of , and is the gain at frequency . When using the DFT or FFT to implement the ramp filter, (16) is the correct formula to represent the ramp filter. Errors may occur if the sampled continuous ramp filter is used. The errors are expressed as (17) Some numerical values according to (17) are listed in Tables II and III with . It is observed from Tables II and III that if one uses the directly sampled ramp filter in DFT or FFT implementation, the DC gain needs to be corrected, while the errors for other frequency gains are small enough and can be ignored when the size is large.
B. Post Scaling
This section uses a computer simulated phantom to demonstrate the effectiveness of the post scaling method to improve the reconstruction accuracy. The parallel-beam imaging geometry is used to analytically generate projections with Poisson noise added. The number of views is 120 over 360 . There are 128 detector bins on the detector. The images are reconstructed in a array with , where is the length of the discrete convolution kernel used to evaluate the discrete filter as defined in (5). The results are shown in Table IV . These imaging parameters are typical values in our Siemens SPECT system, where the image resolution is approximately 1 cm which is a lot larger than the pixel size. The purpose of Table IV is to compare the average image value in a large uniform region, and the image resolution is not considered.
The "Conventional FBP" method uses Method 4 defined in Part A of this section, without any window functions. The "Windowed FBP" methods uses the window function developed in [11] , and is given as (18) where , , and projection value of the current ray-sum. This window function models the Poisson noise in the projections. This window function changes from ray to ray. When is defined as 1.
When the filter is spatially variant, the Fourier domain filtering is carried out as follows. The spatially variant filter is quantized into 11 spatially invariant filters and apply these 11 filters to the projections, one filter at a time. Thus, 11 versions of the filtered projections are obtained. According to noise level of each ray, a filtered ray is selected from one of these 11 versions. At the end, only one backprojection is required to complete the FBP reconstruction.
The scaling factor in the "Scaled and windowed FBP" method is calculated according to (11) . Due to noise, the value of the "sum of measured projections at one view" is chosen as the sum of all measurements divided by the number of views. The value of the "sum of FBP reconstruction" is sum of the reconstruction array with all negative image values set to zero.
All images in Table IV are displaying the same image value  range of [ ], where -0.1 corresponds to black and 0.5 corresponds to white. The display gray scale is linear. The average value within the disc is labeled in the center of the image.
One last observation is that Method 4 gives large errors in Table III with , while the errors of Method 4 in Table IV are invisible for if no lowpass filter is applied. This observation verifies that the DC gain and low-frequency gain errors are visible only for a small . The lowpass filter has a more significant effect on image quantitation for a large .
IV. DISCUSSION AND CONCLUSIONS
This paper re-visits the well-known ramp filter, which is the driving engine in the FBP algorithm. This paper gives an exact formula (16) for the discrete ramp filter and also calculates the approximation error if one chooses to directly sample the continuous ramp filter. This common practice is then justified. An immediate result is that in order to reduce the errors, all one has to do is to pad more zeros (i.e., to increase ) to the projection data before transforming them into the Fourier domain. Now the proposed approach is compared with that presented in [6] . The main difference is as follows. In Crawford's paper [6] , the discrete Fourier domain filter is obtained by sampling the continuous ramp filter. Since the corresponding spatial-domain convolution kernel has an infinite span, discrete sampling in the Fourier domain with any sampling interval will cause This current paper realizes that the span of the projection data is finite and the spatial-domain convolution kernel can be truncated without introducing any calculation errors. Thus an exact discrete filter function in the Fourier domain can be obtained by performing the Fourier transform of the truncated convolution kernel.
The explicit forms in (8) and (16) proposed in this paper are new. These results are equivalent to the sampled filter corrected by the error term that is proposed in [6] . The error term proposed in [6] is a summation with infinite number of terms and may not be accurately calculated in practice.
Another equivalent procedure is suggested by eq. (68) in page 74 of Kak and Slaney's book [17] , in which the sampled ramp filter is never used. Instead, the discrete Fourier transform of the convolution kernel is used. This approach is exact and it avoids sampling error caused by direct sampling of the continuous ramp filter.
A third new equation is given in (17) , which is the discrepancy between the correct discrete Fourier domain ramp filter and the (incorrect) sampled ramp filter. Eq. (17) indicates that the errors become smaller as the filter size gets larger. Eq. (17) explains why the method of Stearns et al. works [7] . This paper also investigates another factor that may affect the image accuracy. When a window function is introduced to suppress the noise and when the bandwidth of the window function is too narrow, some counts will be distributed outside the image array, causing a decreased total count within the finite image array and resulting in reduced image amplitude.
A simple remedy is suggested to improve the image accuracy. This remedy is to scale the reconstructed image with a scaling factor that is the ratio of the average per-view total count to the total count in the reconstructed image. This simple scaling method guarantees the total count conservation on the finite image array. This is another important aspect that our viewpoint differs from others. When image quantitative errors occur, people automatically blame the errors on the DC gain of the filter. This is only partially justified. The lowpass filter used for noise suppression may affect image quantitation more, even though the DC gain of the lowpass filter is set to unity. This claim is supported by the results presented in our paper.
The post scaling method is not related to the DC gain problem; it is to correct for the error caused by a lowpass filter. In Table I , there is no lowpass filter involved, and the post scaling method does not apply. The purpose of Table I is to show that Methods 1 and 2 are equivalent and they both give the exact true solution. However, if the ramp filter is directly sampled, the results are wrong but the errors are very small. The errors cannot be fixed by simply using the correct value; other values of are still wrong. This paper is not restricted to 2D parallel-beam imaging. The results can be extended to any imaging geometry. If the exact continuous Fourier domain transfer function is given, its exact discrete counterpart can be readily calculated according to (8) . The post scaling method can be applied to any reconstructed image, regardless the imaging geometry and the reconstruction algorithm.
