Abstract. In this paper we study depth and Stanley depth of the edge ideals and quotient rings of the edge ideals, associated to classes of graphs obtained by taking the strong product of two graphs. We consider the cases when either both graphs are arbitrary paths or one is an arbitrary path and the other is an arbitrary cycle. We give exact formulae for values of depth and Stanley depth for some subclasses. We also give some sharp upper bounds for depth and Stanley depth in the general cases.
Introduction
Let S := K[x 1 , . . . , x n ] be the polynomial ring over field K. Let M be a finitely generated Z ngraded S-module. [21] that sdepth(M ) ≥ depth(M ) for any Z n -graded S-module M . This conjecture was disproved by Duval et al. [6] .
Let I ⊂ J ⊂ S be monomial ideals, Herzog et al. [10] showed that the invariant Stanley depth of J/I is combinatorial in nature. The strange thing about Stanley depth is that it shares some properties and bounds with homological invariant depth see ( [10, 11, 19, 18] ). Until now mathematicians are not too much familiar with Stanley depth as it is hard to compute, for computation and some known results we refer the readers to ( [1, 12, 13, 14, 18] ). Let P n and C n represent path and cycle respectively on n vertices and ⊠ represent the strong product of two graphs. The aim of this paper is to study depth and Stanley depth of the edge ideals and quotient ring of the edge ideals associated to classes of graphs H := {P n ⊠ P m : n, m ≥ 1} and K := {C n ⊠ P m : n ≥ 3, m ≥ 1}. In section 3 we compute depth and Stanley depth of quotient ring of edge ideals associated to some subclasses of H and K.
For the monomial ideal I ⊂ S it is well known that depth(I) = depth(S/I)+1, this means that once you know about depth(S/I) then you also know about depth(I) and vice versa. Where as for Stanley depth this is not the case, we have examples where sdepth(I) > sdepth(S/I) but till now no example is known where sdepth(I) < sdepth(S/I). Looking at the behavior of sdepth(S/I) and sdepth(I) it seems that the latter inequality is false. In a recent survey on Stanley depth, Herzog conjectured the following inequality. Conjecture 1.1. [9] Let I ⊂ S be a monomial ideal then sdepth(I) ≥ sdepth(S/I).
In section 4 of this paper we confirm the above conjecture for the edge ideals associated to some subclasses of H and K. For a recent work on the above conjecture we refer the reader to [15] . In section 5 we give sharp upper bounds for depth and Stanley depth of quotient ring of the edge ideals associated to H and K. In the same section we also propose some open questions. We gratefully acknowledge the use of the computer algebra system CoCoA ( [5] ) for our experiments.
Definitions and notation
In this section we review some standard terminologies and notations from graph theory and algebra. For more details one may consult [8, 23] . Let G := (V (G), E(G)) be a graph with vertex set V (G) := {x 1 , x 2 , . . . , x n } and edge set E(G). The edge ideal I(G) associated to G is the square free monomial ideal of S, that is I(G) = (x i x j : {x i , x j } ∈ E(G)). A graph G on n ≥ 2 vertices is called a path on n vertices if E(G) = {{x i , x i+1 } : i = 1, 2 . . . , n−1}. We denote a path on n vertices by P n . A graph G on n ≥ 3 vertices is called a cycle if E(G) = {{x i , x i+1 } : i = 1, 2, . . . , n−1}∪{{x 1 , x n }}. A cycle on n vertices is denoted by C n . For vertices x i and x j of a graph G, the length of a shortest path from x i to x j is called the distance between x i and x j denoted by d G (x i , x j ). If no such path exists between x i and
(the cartesian product of sets), and for
Let P 1 denotes the null graph on one vertex that is V (P 1 ) := {x 1 } and E(P 1 ) := ∅. Let P n,m := P n ⊠ P m ∼ = P m ⊠ P n , if n = m = 1, then P 1,1 ∼ = P 1 , this trivial case is excluded. For n ≥ 3 and m ≥ 1, C n,m := C n ⊠ P m ∼ = P m ⊠ C n . Remark 2.2. |V (P n,m )| = nm, |E(P n,m )| = 4(n − 1)(m − 1) + (n − 1) + (m − 1), |V (C n,m )| = nm and |E(C n,m )| = |E(P n,m )| + 3(m − 1) + 1.
Since both graphs P n,m and C n,m are on nm vertices, for the sake of convenience we label the vertices of P n,m and C n,m by using m sets of variables {x 1j , x 2j , . . . , x nj } where 1 ≤ j ≤ m. We set S n,m := K[∪ Figure 1 . From left to right; P 6,4 and C 6,4 . Remark 2.3. Let G(I) denotes the unique minimal set of monomial generators of the monomial ideal I.
(1) For positive integers m, n such that m and n are not equal to 1 simultaneously, the minimal set of monomial generators of the edge ideal of P n,m is given as:
(2) For n ≥ 3, m ≥ 1, the minimal set of monomial generators for I(C n,m ) is:
(3) P n,1 ∼ = P n and C n,1 ∼ = C n . (4) For n, m ≥ 1, P n,m ∼ = P m,n , so without loss of generality the strong product of two paths can be represented as P n,m with m ≤ n. Thus in some proofs by induction on n, whenever we are reduced to the case where we have P n ′ ,m with n ′ < m, in that case after a suitable relabeling of vertices we have P n ′ ,m ∼ = P m,n ′ . Therefore, we can simply replace I(P n ′ ,m ) by I(P m,n ′ ) and S n ′ ,m /I(P n ′ ,m ) by S m,n ′ /I(P m,n ′ ). Now we recall some known results that are heavily used in this paper. Let n ≥ 2 and 1 ≤ i ≤ n, for convenience we take x i := x i1 , y i := x i2 and z i := x i3 , see Figures 2 and 3. We set S n,1 := K[x 1 , x 2 , . . . , x n ], S n,2 := K[x 1 , x 2 , . . . x n , y 1 , y 2 , . . . , y n ] and S n,3 := K[x 1 , x 2 , . . . x n , y 1 , y 2 , . . . , y n , z 1 , z 2 , . . . , z n ]. Clearly P n,1 ∼ = P n and C n,1 ∼ = C n , the minimal sets of monomial generators of the edge ideals of P n,2 , P n,3 , C n,2 and C n,3 are given as:
In this section, we compute depth and Stanley depth of the cyclic modules S n,m /I(P n,m ) and S n,m /I(C n,m ), when m = 1, 2, 3. Figure 2 . From left to right; P 5,1 , P 5,2 and P 5,3 .
Remark 3.1. Note that for n ≥ 2, S n,1 /I(P n,1 ) ∼ = S/I(P n ), thus by [16, Lemma 2.8] and [22, Lemma 4] depth(S n,1 /I(P n,1 )) = sdepth(S n,1 /I(P n,1 )) = ⌈ n 3 ⌉. Let n ≥ 3, then S n,1 /I(C n,1 ) ∼ = S/I(C n ), and by [4, Propositions 1.3,1.8] depth(S n,1 /I(C n,1 )) = ⌈ n−1 Figure 3 . From left to right; C 6,1 , C 6,2 and C 6,3 .
Lemma 3.2. Let n ≥ 1, then depth(S n,2 /I(P n,2 )) = sdepth(S n,2 /I(P n,2 )) = ⌈ n 3 ⌉. Proof. If n = 1 then by Remark 3.1 the result holds. Let n ≥ 2, first we prove the result for depth. Since diam(P n,2 ) = n − 1, thus by [7, Theorem 3.1] depth(S n,2 /I(P n,2 )) ≥ ⌈ n 3 ⌉. Now we prove the reverse inequality. For n = 2, 3 the required inequality is trivial. Let n ≥ 4, we prove the inequality by induction on n. Since y n−1 ∈ I(P n,2 ), thus by [19, Corollary 1.3] depth(S n,2 /I(P n,2 )) ≤ depth(S n,2 /(I(P n,2 ) : y n−1 )).
As we can see that S n,2 /(I(P n,2 ) : y n−1 ) ∼ = S n−3,2 /I(P n−3,2 )[y n−1 ], therefore by induction and Lemma 2.6 depth(S n,2 /(I(P n,2 ) : 
Proof. If n = 1 then the result follows by Remark 3.1. If n = 2, then S 2,3 /I(P 2,3 ) ∼ = S 3,2 /I(P 3,2 ) so we are done by Lemma 3.2. Let n ≥ 3, we first prove the result for depth. As diam(P n,3 ) = n − 1, then by [7, Theorem 3 .1] we have depth(S n,3 /I(P n,3 )) ≥ ⌈ n 3 ⌉. Now we prove the inequality depth(S n,3 /I(P n,3 )) ≤ ⌈ n 3 ⌉. If n = 3, then the required inequality is trivial. Let n ≥ 4, we prove the inequality by induction on n. As y 2 ∈ I(P n,3 ), thus by [19, Corollary 1.3] depth(S n,3 /I(P n,3 )) ≤ depth(S n,3 /(I(P n,3 ) : y 2 )).
. Therefore by induction and Lemma 2.6 depth(S n,3 /(I(P n,3 ) :
Proof for Stanley depth is similar using [7, Theorem 4.18] and [2, Proposition 2.7] .
We first prove that depth(S n,2 /I(C n,2 )) = ⌈ n−1 3 ⌉. For n = 3, 4 the result is trivial. Let n ≥ 5, consider the short exact sequence
by Depth Lemma depth(S n,2 /I(C n,2 )) ≥ min{depth(S n,2 /(I(C n,2 ) : x n )), depth(S n,2 /(I(C n,2 ), x n ))}.
(I(C n,2 ) :
After renumbering the variables, we have S n,2 /(I(C n,2 ) : x n ) ∼ = S n−3,2 /I(P n−3,2 )[x n ]. Thus by Lemmas 3.2 and 2.6 depth(S n,2 /(I(C n,2 ) :
Consider the following exact sequence
by Depth Lemma depth(S n,2 /J) ≥ min{depth(S n,2 /(J : y n )), depth(S n,2 /(J, y n ))}.
As (J, y n ) = (I(P n−1,2 ), x n , y n ) and S n,2 /(J, y n ) ∼ = S n−1,2 /I(P n−1,2 ). Therefore by Lemma 3.2 depth(S n,2 /(J, y n )) = ⌈ n−1
After renumbering the variables, we get S n,2 /(J : y n ) ∼ = S n−3,2 /I(P n−3,2 )[y n ]. Therefore by Lemmas 3.2 and 2.6 depth(S n,2 /(I(C n,2 ) :
By applying Depth Lemma on exact sequences (3.1) and (3.2), we have depth(S n,2 /I(C n,2 )) = ⌈ n−1 3 ⌉, as required. Now for n ≡ 1(mod 3), assume that n ≥ 7, then we have the following S n,2 -module isomorphism:
We can see that the first three summands are isomorphic to S n−3,2 /I(P n−3,2 )[x n ] and last two summands are isomorphic to S n−4,2 /I(P n−4,2 )[x n ]. Thus by Lemmas 3.2 and 2.6, we have
Now by using Depth Lemma on the following short exact sequence we get the required result.
For Stanley depth the required result follows by applying Lemma 2.5 on the exact sequences (3.1) and (3.2). 2 ) is a square free Veronese ideal, by [3, Theorem 1.1] sdepth(S n,2 /I(C n,2 )) = 1. Let n ≥ 4, by [2, Proposition 2.7] sdepth(S n,2 /I(C n,2 )) ≤ sdepth(S n,2 /(I(C n,2 ) : x n )). Since S n,2 /(I(C n,2 ) : x n ) ∼ = S n−3,2 /I(P n−3,2 )[x n ]. Using Lemmas 3.2 and 2.6 sdepth(S n,2 /(I(C n,2 ) : Proof. We first prove the result for depth. For n = 3, 4 the result is clear. Let n ≥ 5, consider the short exact sequence
and consider the following exact sequence
After renumbering the variables, we have
. Thus by Lemmas 3.7 and 2.6 depth(S n,3 /(A, z n )) = ⌈ n−3+2 3
}, x n−2 y n−2 , y n−2 z n−2 , x 1 , y 1 , x n−1 , y n−1 , y n , z n−1 , z 1 .
After renumbering the variables, we get S n,3 /(A : z n ) ∼ = (S n−3,3 /I(P n−3,3 ))[x n , z n ]. Thus by Lemmas 3.3 and 2.6 depth(S n,3 /(A : z n )) = ⌈ n−3
}, x n−1 y n−1 , y n−1 z n−1 , x n , x n−1 y n , y n−1 y n , y n z n−1 , y n−1 z n , z n−1 z n , y n z n , y 1 y n , x 1 y n , y 1 z n , y n z 1 , z 1 z n = (I(P n−1,3 ), x n , x n−1 y n , y n−1 y n , y n z n−1 , y n−1 z n , z n−1 z n , y n z n , y 1 y n , x 1 y n , y 1 z n , y n z 1 , z 1 z n ), and the following exact sequence
After renumbering the variables, we get S n,3 /(A : y n ) ∼ = S n−3,3 /I(P n−3,3 )[y n ]. Therefore by Lemmas 3.3 and 2.6 depth(S n,3 /(A : y n )) = ⌈ n−3
3 ⌉ + 1 = ⌈ n 3 ⌉. Now let A := (A, y n ) = (I(P n−1,3 ), x n , y n , y n−1 z n , z n−1 z n , y 1 z n , z 1 z n ), and the following short exact sequence
After renumbering the variables, we have S n,3 /( A : z n ) ∼ = (S In this section, we give some lower bounds for Stanley depth of I(P n,m ) and I(C n,m ), when m ≤ 3. These bounds together with the results of previous section allow us to give a positive answer to the conjecture 1.1. We begin this section with the following useful lemma: Remark 4.2. Since I(P n,1 ) ∼ = I(P n ), thus by [17, Theorem 2.3] and [18, Prposition 2.1] we have sdepth(I(P n,1 )) > sdepth(S n,1 /I(P n,1 )) = ⌈ n 3 ⌉. Theorem 4.3. Let n ≥ 1, then sdepth(I(P n,2 )) > sdepth(S n,2 /I(P n,2 )) = ⌈ n 3 ⌉. Proof. Let 1 ≤ t ≤ n, then by Lemma 3.2 we have sdepth(S t,2 /I(P t,2 )) = ⌈ t 3 ⌉. We use Lemma 3.2 in the proof without referring it again and again. By the same lemma it is enough to show that sdepth(I(P n,2 )) > ⌈ n 3 ⌉. The proof is by induction on n. If n = 1 then by Remark 4.2 the required result follows. If n = 2, 3, then by [14, Lemma 2.1], sdepth(I(P n,2 )) > ⌈ n 3 ⌉. Now assume that n ≥ 4. Since x n−1 ∈ I(P n,2 ), thus we have
where
. . , x n−2 , x n , y 1 , y 2 , . . . , y n ]. Now I(P n,2 ) ∩ S ′ = G(I(P n−2,2 )), x n−2 y n−1 , y n−2 y n−1 , x n y n , y n−1 x n , y n−1 y n and I(P n,2 ) : x n−1 S n,2 = G(I(P n−3,2 )), x n−2 , y n−2 , y n−1 , x n , y n S n,2 . As y n−1 ∈ I(P n,2 ) ∩ S ′ , so we get
where S ′′ = K[x 1 , . . . , x n−2 , x n , y 1 , . . . , y n−2 , y n ]. Thus
By induction on n and Lemma 4.1 we have
Again by induction on n, Lemma 4.1 and Lemma 2.6 we have sdepth((I(P n,2 ) ∩ S ′ : y n−1 S ′ ) ≥ sdepth(S n−3,2 /I(P n−3,2 )) + sdepth T (x n−2 , y n−2 , x n , y n ) + 1 and sdepth I(P n,2 ) : x n−1 S n,2 ≥ sdepth(S n−3,2 /I(P n−3,2 )) + sdepth R (x n−2 , y n−2 , y n−1 , x n , y n + 1,
we have sdepth((I(P n,2 ) ∩ S ′ :
⌉ and sdepth( I(P n,2 ) :
This completes the proof. Now we introduce some notations for the case m = 3. For 3 ≤ l ≤ n − 2, let J l := (x n−l , z n−l , x n−l+1 , y n−l−1 , z n−l+1 , x n−l−1 , z n−l−1 ), I(P ′ l−1 ) := (x n−l+2 x n−l+3 , . . . , x n−1 x n ) and I(P ′′ l−1 ) := (z n−l+2 z n−l+3 , . . . , z n−1 z n ) be the monomial ideals of S n,3 . Consider the subsets of variables D l := {x n−l+2 , x n−l+3 , . . . , x n−1 , x n }, D ′ l := {z n−l+2 , z n−l+3 , . . . , z n−1 , z n } and D
With these notations we have the following lemma: 
Theorem 4.5. Let n ≥ 1, then sdepth(I(P n,3 )) > sdepth(S n,3 /I(P n,3 )).
Proof. Let 1 ≤ t ≤ n, then by Lemma 3.3 we have sdepth(S t,3 /I(P t,3 )) = ⌈ t 3 ⌉. We use Lemma 3.3 in the proof several times without referring it. Using the same lemma it is enough to show that sdepth(I(P n,3 )) > ⌈ 
Similarly, we can decompose I(P n,3 ) ∩ R 1 by the following:
Continuing in the same way for 1 ≤ l ≤ n − 1 we have
. . x n , y 1 , y 2 , . . . , y n−l , z 1 , z 2 , . . . , z n ]. Finally we get the following decomposition of I(P n,3 ):
. Therefore (4.2) sdepth(I(P n,3 )) ≥ min sdepth(I(P n,3 ) ∩ R n ), sdepth((I(P n,3 ) : y n )S n,3 ), 
Let B := K[x n , z n , x n−1 , z n−1 , y n−1 ] thus by induction on n, Lemmas 4.1 and 2.6 sdepth((I(P n,3 ) : y n )S n,3 ) > sdepth(S n−2,3 /I(P n−2,3 )) + sdepth B (x n , z n , x n−1 , z n−1 , y n−1 ) + 1. 
where J 2 := (x n−2 , z n−2 , x n−1 , z n−1 , x n−3 , y n−3 , z n−3 ), using the same arguments as in case (1) we have sdepth((I(P n,3 ) ∩ R 2 :
induction on n, Lemmas 4.1 and 2.6, we have (4.3) sdepth((I(P n,3 ) ∩ R l : y n−l )R l ) > sdepth(S n−(l+2),3 /(I(P n−(l+2),3 ))) + sdepth 
, by Lemmas 4.4 and 2.6 we have sdepth((I(P n,3 ) ∩ R n−2 :
Using the proof of Lemma 4.4 and by Lemma 2.6
that is sdepth((I(P n,3 ) ∩ R n−1 : y 1 )R n−1 ) > ⌈ n 3 ⌉. Thus by Eq. 4.2 we get sdepth(I(P n,3 )) > ⌈ n 3 ⌉. Proposition 4.6. Let n ≥ 3, then sdepth(I(C n,2 )/I(P n,2 )) ≥ ⌈ n+2 3 ⌉. Proof. For 3 ≤ n ≤ 5, we use [10] to show that there exist Stanley decompositions of desired Stanley depth. When n = 3 or 4, then
Let n ≥ 6 and T := (
. . , x n−2 , y 3 , y 4 . . . , y n−2 ]. Then we have the following K-vector space isomorphism:
Thus by Lemmas 3.2 and 2.6, we have sdepth(I(C n,2 )/I(P n,2 )) ≥ ⌈ n+2 3 ⌉. For n ≥ 6, let Q = {x 1 , y 1 , x 2 , y 2 , x n , y n , x n−1 , y n−1 }. Consider a subgraph C i=3 {x i y i , x i y i+1 , x i x i+1 , x i+1 y i , y i y i+1 , y i z i , y i z i+1 , y i+1 z i , z i z i+1 }, x n−2 y n−2 , y n−2 z n−2 ), y n−2 z n−1 , z n−2 z n−1 , z n−1 z n , y 3 z 2 , z 2 z 3 , z 1 , i=3 {x i y i , x i y i+1 , x i x i+1 , x i+1 y i , y i y i+1 , y i z i , y i z i+1 , y i+1 z i , z i z i+1 },
As (I(C
x n−2 y n−2 , y n−2 z n−2 ), y 3 z 2 , z 2 z 3 , z 1 , z n−1 = (I(P i=3 {x i y i , x i y i+1 , x i x i+1 , x i+1 y i , y i y i+1 , y i z i , y i z i+1 , y i+1 z i , z i z i+1 }, x n−2 y n−2 , y n−2 z n−2 ), y n−2 z n−1 , z n−2 z n−1 , y 3 z 2 , z 2 z 3 , z 1 , z n = (I(P i=3 {x i y i , x i y i+1 , x i x i+1 , x i+1 y i , y i y i+1 , y i z i , y i z i+1 , y i+1 z i , z i z i+1 }, x n−2 y n−2 , y n−2 z n−2 )
