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Let f be an infinitely divisible characteristic function without normal factor. 
We establish some sufficient conditions for f to belong to the class of charac- 
teristic functions without indecomposable factor. These conditions concern 
the support of the measure appearing in the L&y-Khintchine representation off. 
1. INTRODUCTION 
In preceding papers [4, 51, we proved the following result (for definitions, see 
Section 2 below): If an n-variate characteristic function f admits a LCvy- 
Khintchine representation with a Poisson measure concentrated in an inde- 
pendent set, then f has no indecomposable factor. This result is deduced from 
a well-known result of the theory of univariate characteristic functions by a new 
method which can be called “isomorphism method”. 
Meanwhile, LivsiE and Ostrovskii [7] have stated without proof the following 
result: Let f be an n-variate characteristic function admitting a L&y-Khintchine 
representation with a Poisson measure p concentrated in an enumerable set A ; 
if the following conditions are satisfied: 
(a) the projections of A on coordinate axis are independent sets, 
(b) distinct points of A cannot have same projections on coordinate axis, 
(c) for some K > 0, ~({x : 1 x 1 > y}) = 0 (exp(--Ky2)) (y + + CD), then 
f has no indecomposable factor. From this result, they deduce that the set of 
n-variate probabilities without indecomposable factors is dense (with respect to 
weak convergence) in the set of infinitely divisible n-variate probabilities. 
We show here that the isomorphism method permits some generalizations of 
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these two results and in particular we prove the following theorem containing the 
Livsi&Ostrovskii’s result: 
THEOREM I. Let f be an n-variate characteristic function admitting a Lkvy- 
Khintchine representation with Poisson measure t.~. If TV is concentrated in a set the 
projection of which on some subspace of R” is an independent set, then f has no 
indecomposable factor. 
2. DEFINITIONS AND NOTATIONS 
If A and B are two sets of R”, we denote by A + B the vectorial sum of these 
two sets 
and define inductively (n)A by 
(0)A = 0, (l)A = A, (n)A = (n- l)A+ A 
and ( ~I)A by 
(co)A = fi (j)A. 
j=O 
DEFINITION 1. A set A C R” is independent if it is independent with respect 
to the ratio&s, that is, if 
hj EQ, aj E A, 
implies 
A, = ..’ zzz A, = 0 
for any p. More generally, we say that a set A C Rn is a generalized independent 
set of type X if 
A = fi fi (h) Bj , 
j=l k=x$ 
where B = UT=, Bj is an independent set and 0 < pj < qj < hpj (j = 1, 2,...). 
DEFINITION 2. An n-variate measure p is concentrated in a Bore1 set A of 
Rn if 
I@ n B) = P(B) 
for any Bore1 set B of Rn. 
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DEFINITION 3. An n-variate characteristic function f without zeros admits a 
Levy-Khintchine representation with Poisson measure p if 
where OL ER* and log means the branch of logarithm defined by continuity from 
logf(0) = 0 (f or d ecomposition problems, we can suppose 01 = 0) 
3. SOME AUXILIARY RESULTS 
LEMMA 1 [8, p. 2821. Let f  be an univariate characteristic function admitting 
a L&y-Khintchine representation with Poisson measure CL. If ,.L is concentrated in 
A C [a, b], 0 < a < b < +a~, then any factor off admits a L&y-Khintchine 
representation with Poisson measure IL. Moreover, TV is concentrated in (co)A n [a, b] 
and nonnegative in [a, 24. 
COROLLARY [8, p, 2851. If, in the preceding result, b < 2a, then f  has no 
indecomposable factor. 
The following lemma is an n-variate extension of the preceding one and can 
be deduced from Theorem 3 of [2]: 
LEMMA 2. Let f  be un n-variate characteristic fun&m admitting a L&y- 
Khintchine representation with Poisson measure p. If p is concentrated in A C T = 
l(X 1 ,..., x,,) : 0 < a < x1 < b < +a}, then any factor g off admits a Lt%y- 
Khintchine representation with Poisson measure v. Moreover, v  is concentrated in 
(m)A n T and nonnegative in T’ = {(x1 ,..., x,) : a < x1 < 2a). 
Proof. We have proved the following theorem (theorem 3 of [2]). Let f  be 
an n-variate characteristic function admitting a Levy-Khintchine representation 
with Poisson measure p. If p is concentrated in D = (x = (x1 ,..., x,) : x1 > 0}, 
then any factor off admits a Levy-Khintchine representation with a Poisson 
measure v concentrated in D. Moreover, if p is concentrated in a Bore1 set A, 
then v is concentrated in A’ n (co)A where A’ is the convex closure of A. 
From this theorem and the hypotheses of the lemma, we deduce immediately 
that g admits a Levy-Khintchine representation with a Poisson measure v 
concentrated in (~I)A n T. If q is the probability of g, we have 
for any Bore1 subset of T’ and this implies that v is nonnegative on T’. 
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COROLLARY. If, in the preceding result, b < 2a, then f has no indecomposable 
factor. 
LEMMA 3. Let f  be an n-variate characteristic function of the kind 
f(t 1 ,a.-, t,> =fi(tl ,.‘.> t,)f&,+, ,..‘I t,), 
wherefi is an entire characteristicfunction without zeros admitting a L&y-Khintchine 
representation with Poisson measure pi concentrated in a bounded convex set Ti 
(j = 1, 2). I f  g is a factor off admitting a L&y-Khintchine representation with 
Poisson measure V, then v  is concentrated in Tl u T, . 
Proof. We denote 
M, = ((x1 ,..., x~): x1 = ‘.. = x, = 01, 
M, = {(x1 ,..., x,): x,+~ = ... = x, = O}. 
From the ridge property [I, p. 751, we have 
0 < Re logg(iv, ,..., is,) - Re logg(u, + iv, ,..., u, + iv,J 
< Re logf (iv1 ,..., iv,) - Re log f  (ul + iv, ,..., u, + iu,) 
This implies, when u,,, = ... = u, = 0, 
(IQ ) wj E R). 
It follows then from the Plancherel-Polya’s theorem [9, p. 1551 that the measure 
vrl,....5, defined by 
is concentrated in Mlc n Tl and, since x1 ,..., x, are arbitrary, this implies that 
v is concentrated in Tl u Ml . It is evident that v is concentrated also in T, u M2 , 
so that v is concentrated in (T, u Ml) n (T, u M,) = Tl u T, . 
4. ISOMORPHISM METHOD 
We recall here the principles of the method used in [5]. Let A C R” and 
A’ C R”’ be two equipotent independent Bore1 sets and q be a bijection of A on 
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A’. We can extend 9, to a bijection of (co)A on (co&4 (denoted again ‘p) by the 
formula 
(1) 
for any q E N. Ifp is a probability concentrated in (co)A, the application @ defined 
by 
@(PM9 = PPP n (~Y’)l 
for any Bore1 subset B’ of R”’ is an isomorphism of the semigroup of probabilities 
concentrated in (co)A on the semigroup of probabilities concentrated in (co)A’. 
Moreover, since these semigroups are closed for factorizations, the set of the 
factors of p is transformed by @ on the set of the factors @p(p). In particular, if p 
has no indecomposable factor, @p(p) h as no indecomposable factor and conversely. 
Finally, we make the following remarks: 
1. If the characteristic function f of a probability p admits a LCvy- 
Khintchine representation with a Poisson measure v concentrated in M C (co)A, 
then p is concentrated in (co)A and @i(p) h as a characteristic function admitting 
a Levy-Khintchine representation with Poisson measure Q(V) defined by 
@(v)(B’) = v[+(B’ n (cop’)] 
for any Bore1 subset B’ of R”‘. Q(v) is concentrated in v(M). 
2. For any independent Bore1 set A of Rn and any real constants a, b 
(a < b), there exists a Bore1 independent set A’ which is equipotent to A and 
contained in [a, b]. This is a direct consequence of the existence of an independent 
Bore1 set which is equipotent to R and contained in [a, b] (such an exemple is 
given in [6, p. 201. 
5. THE MAIN RESULTS 
THEOREM 2. Let f be an n-variate characteristic function admitting a L&y- 
Khintchine representation with Poisson measure p. If p is concentrated in a 
generalized independent set A of type /\ (A = Uj”=, UF=, (k)B,), then any factor g 
off admtts a Lb-Khintchine representation with Poisson measure v. Moreover, v is 
concentrated in A and nonnegative on T = Uj”=, Ui2i1 (k)Bi . 
Proof. We choose a set B’ C R which is independent and equipotent to 
B = UT==, Bj and let pr be a bijection between B and B’. We can choose B’ such 
that v,(BJ C ]aj , rS,[, where 0~~ = pi1 and 
(2 
& = \2(p, - 1)-l 
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Then @&) is concentrated in v,(A) C ]I, 2h[ (the notations are those of the 
preceding section). It follows from Lemma 1 and isomorphism method that g 
admits a Levy-Khintchine representation with Poisson measure v which is 
concentrated in (co)B and nonnegative in &(I 1, 2[). Since qr( 7’) C ] 1, 2[, v is 
nonnegative on T. 
We consider now an independent set BE C R2 which is equipotent to B and has 
the following properties (~a,, means the bijection between B and B,“) 
~)2.#3,) C (~3 Y):Y = 0, 1 < x -c 1 + $ , i 01 I
The existence of such a Bz can be deduced easily from remark 2 of the preceding 
section. Iffa’ is the characteristic function of v2,,(p), p being the probability off, 
then 
where fi’ and fi’ admit a Levy-Khintchine representation with Poisson measure 
concentrated in Tl = {y = 0, p, < x < a,( 1 + q;i)} and T, = (x = 0, 
1 < y < 2h}, respectively. It follows from Lemma 3 and isomorphism method 
that v is concentrated in (co)B n [q&( Tl) u &(T2)]. Since 
(m)B n dP2) = (a)(B - WY 
we find that Y is concentrated on uF==, (K) B, u (oo)(B - B,) and, since 01 is 
arbitrary, this implies by induction that> is concentrated in A. The theorem is 
proved. 
COROLLARY 1. If an n-variate characteristic function f admits a L&y- 
Khintchine representation with a Poisson measure concentrated in a generaked 
independent set of type 2, then f has no indecomposable factor. 
This corollary contains the Theorem of [4, 51 stated in the Introduction. 
From this corollary, we can deduce easily the following one containing the 
Livsi&-Ostrovskii result: 
COROLLARY 2. Let f be an n-variate characteristic function admitting a 
L&y-Khintchine representation with Poisson measure concentrated in a set projec- 
tions of which on n independent directions are of the hind Uz-,, (k)Bj (0 < pj < q,), 
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where Bj is an independent set (j = I,..., n). If Cy=, qj < 2 xy=, pj , then f has no 
indecomposable factor. 
But we can prove even more, namely, the following result: 
THEOREM 3. Let f be the characteristic function of an n-variate probability p 
admitting a Levy-Khintchine representation with a Poisson measure t.~ concentrated 
in a set A. If the projection A, of A on a subspace of dimension m of Rn is a 
generalized independent set of type 2, then f has no indecomposable factor. 
Proof. We can suppose that A,,, C {x,+i = ... = x, = 0) and 
A, = fi 8 (k) Bj , 
j=l k=P* 
where B = UT=1 Bj is an independent set and 0 < p, < qj < 2pi . Let B’ be an 
independent set of real numbers equipotent to B and v be a bijection of B on B’. 
We extend this bijection to a bijection p of (a~o)B on (cc~)B’ by the formula (1) 
and, from q, we can construct a bijection v* of (co)B x R%+J on (oo)B’ x Rn-m 
as follows: if x E (co)B x Rn+, m being the projection of x on (co)B and y 
the projection of x on R n - m, then q*(x) has the projection drn) on (~J)B’ and y 
on R+“. Now, from v*, we can define, as in Section 4, an isomorphism @* of the 
semigroup of probabilities concentrated in (oo)B x R”-” on the semigroup of 
probabilities concentrated in (co)B’ x Rn-“. This isomorphism has all the 
properties of Section 4. 
If we choose ABi) C ]oj , pj[ w h ere 0~~ and pj are defined as in the proof of 
Theorem 2, then Q*(p) is concentrated in the set {( yr, y2,..., ynFm+r): 1 < y1 < 2). 
Then we deduce from Corollary to Lemma 2 that the characteristic function of 
G*(p) (p is the probability off) h as no indecomposable factor and it is the same 
for f. 
Remark. The Theorem 1 of the Introduction follows immediately from this 
Theorem. 
6. FINAL REMARKS 
We can extend the Corollary 1 of Theorem 2 to the following result: 
THEOREM 4. Let A C Rn be a set of the kind A = & A,, where 
(4 4 = h WE, WA , where L is an arbitrary index set, B, is a Bore1 
set of R” for any X EL and p, and qn are integers satisfy’ng 0 < p, < qh < 2p,; 
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(b) A, = C u (2)C, where C is an enumerable set; 
(c) A, = U,:, uzrl (h) Dj , where yj is an integer greater than I and 
Dj = (di> is u set with exact& onepoint (j = I, 2,...); 
(d) B = ((Jnpr, BJ u C u (UTzl Dj) is a Bore1 independent set. 
Zf the characteristic function f admits a L&y-Khintchine representation with a 
Poisson measure p concentrated in A, then f has no indecomposable factor. 
Proof. Let g be a factor off. If we choose B’ C R an independent set which 
is equipotent to B and satisfies the following conditions, q~r being the bijection 
between B and B’: 
(a) cp,(BJ C [P?, 2ph11 for any X EL; 
(b) vdC)C [I, 21; 
(c) Y;’ < q,(dj) < 2r;l (j = 1, 2,...), 
then q+(B) is concentrated in [I, 41, It follows then from Lemma 1 and isomor- 
phism method that g admits a Levy-Khintchine representation with a Poisson 
measure v concentrated in (co)B n F-‘([l, 41). 
Now, we choose an independent set B” C R3 which is equipotent to B and 
satisfies the following conditions, v2 being the bijection between B and B”: 
(a) ~~(4) C {(x1 , x2 , x3): aA < x1 -=c PA , x2 = x3 = O), where aA = pi?, 
/3,+ = 2(p, - 1)-l ifp, > 1 and /?,+ = 2 ifp, = 1; 
(b) ~t(C)C{(xl, x2,4: 1 -=c xz < 2, ~1 = ~3 = 01; 
(c) &dj) E{(x~, x2, x3): r;l < x3 < 2r;l, x1 = x3 = 0). 
If p and q are the probabilities off and g, respectively, the characteristic function 
f ’ of va( p) is of the kind 
f ‘(4 , h 7 t3) = fi f3’W 
j=l 
It follows then from Lemma 3 that the characteristic function g’ of plz(q) is of the 
type 
where gi’ is a factor of fj’. Therefore it is sufficient to prove that fj’ has no 
indecomposable factor (j = 1, 2, 3). But fi’ h as a Levy-Khintchine represen- 
tation with a Poisson measure contained in [ 1, 21 and Lemma 1 implies that fr’ 
has no indecomposable factor. It follows from Theorem 2 of [5] that it is the 
same forf,‘. It remains to prove thatf,’ has no indecomposable factor. 
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But f3’ is of the type 
logf,‘(t) = C C hJexp(M$) - I]. 
j=l k=rj 
If we use the bijection y)m’ between A, and a set of Ra defined by 
then to f3’ is associated, by the isomorphism method, the characteristic function 
where 
Iogfm,l(t) = y  X,,,[exp(ikt) - I]. 
kd, 
It follows then from Corollary 1 to Lemma 1 that fm,l has no indecomposable 
factor and, since rrr is arbitrary, it follows then inductively from Lemma 3 that 
fs’ has no indecomposable factor. The theorem is proved. 
Remarks. (1) It is impossible to extend the condition (c) to a union of sets 
having more than one point as it is proved by the following example: 
Let f  be the characteristic function defined by 
logf (5 , t2) = Mexp(Wl) - 111 
+ h,[exp(Qp - 1) t, + it2) - 11 
+ &[exp(i(p - j) 4 + 4) - 11. 
If p > 1, hj > 0 (j = 1, 2, 3) and 0 < j < p, then f  has an indecomposable 
factor. This follows immediately from the fact that the function g defined by 
log& , 4 = logf(h , t2) - 4exp(2@ - j> t, + 2ijt,) - 11 
is a characteristic function if v is small enough. This can be deduced from 
Theorem 5.3 of [3]. 
(2) We do not know if we can replace the enumerable set C of condition (b) 
by a nonenumerable set. 
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