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In this paper, we show that there are no planar functions from 3pq to 3pq where
p and q are distinct primes larger than 3. As a result, there are only two undecided
cases for planar functions from n to n if n is not a prime and n ≤ 50; 000. © 2000
Academic Press
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Let H and K be groups of order n. A mapping f from H to K is called
a planar function of degree n if, for each h ∈ H\1, the induced mapping
fh:x 7→ f hxf x−1 is bijective. Every planar function gives rise to an
affine plane; see [2, 5]. It is conjectured that the degree of a planar function
must be a prime power. So far, the degrees of all known examples of these
planar functions are prime. Moreover, the following known nonexistence
results on planar functions from n to n do suggest the conjecture may be
true.
Theorem 1. Suppose there exists a planar function from n to n. Then
(a) (Ganley [4]) n is odd;
(b) (Kumar [7]) if p and q are two distinct prime divisors of n, then
pj 6≡ −1 mod q for all j and vice versa;
(c) (Fung et al. [3]) n is square-free;
(d) (Hiramine [5]) n 6= 3p for all prime p;
(e) (Ma [8]) n 6= pq for all distinct primes p; q.
In this paper, we shall show that there are no planar functions of degree
n if n = 3pq where p; q are distinct primes larger than 3. In particular,
there are no planar functions of degree n when n = 3 × 13 × 757 or n =
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3× 13× 1093. Hence, for all n less than or equal to 50,000, there are only
two cases that remain undecided [8].
Let G be a group of order mn and N a normal subgroup of G of order n.
A k-element subset R of G is called an m;n; k; λ-relative difference set in
G relative to N if, for g; h ∈ R and g 6= h, the expressions gh−1 represent
each element in G\N exactly λ times and do not represent any element in
N\1. For additional information on relative difference sets, we refer the
reader to a survey by Pott [9].
From now on, we let p; q be distinct primes larger than 3. By Propositions
1.2 and 1.3 in [8], we see that no planar functions of degree 3pq exist if
there are no 3pq; 3; 3pq;pq-relative difference sets in the additive group
23 × pq. It is therefore sufficient to prove the following:
Theorem 2. There is no 3pq; 3; 3pq;pq-RDS in 3pq × 3.
Let H = α × β × γ where oα = p, oβ = q, and oγ = 3.
Suppose D is a 3pq; 3; 3pq;pq-RDS in H × τ relative to τ where
oτ = 3. By identifying a subset E of a group G with the element 6g∈Eg
in G, we can write D = A+ Bτ + Cτ2 where A;B;C are subsets of H.
Let ρ:H ×τ → H be the natural projection. It is known that ρD is then
a 3pq; 3pq; 3pq-difference set in H [2, Prop. 1.2]. Hence, ρD = H. In
particular, A ∪ B ∪ C = H. As ρD = D, it is clear that A;B;C are
disjoint. In other words, we can write C = H − A − B. Replacing D by
A+ Bτ + H −A− Bτ2 in the equation
DD−1 = pqH × τ − τ + 3pq;
where D−1 =Ph∈D h−1, we then obtain
AA−1 + BB−1 + H −A− BH −A−1 − B−1 = pqH + 2pq; (1)
AH −A−1 − B−1 + BA−1 + H −A− BB−1 = pqH − pq; (2)
AB−1 + H −A− BA−1 + BH −A−1 − B−1 = pqH − pq: (3)
Subtracting Eq. (3) from Eq. (2), we get AB−1 = A−1B. Replacing
A−1B by AB−1 in Eq. (1), we then obtain
AA−1 + BB−1 +AB−1 = A + B − pqH + pq:
For any integer n, we let ζn be a primitive nth root of unity. Using AB−1 =
A−1B once again, we deduce from the equation above that
A− ζ3BA−1 − ζ23B−1 = A + B − pqH + pq: (4)
For convenience, we set K = α × β. Let R = ζ3. For i = 1; 2; 3,
we define ring homomorphisms ρi:RH → RK such that ρi is linear
over R; ρiα = α and ρiβ = β; and ρ1γ = 1, ρ2γ = ζ3, ρ3γ =
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ζ23 . Write yi = ρiA − ζ3B. Clearly, yi ∈ RK and ρiA−1 − ζ23B−1 =
yi
−1. Hence, by Eq. (4), we get
y1y1
−1 = 3A + B − pqK + pq and y2y2−1 = y3y3−1 = pq:
First, we dispose of the case when p ≡ −1 mod 3 or q ≡ −1 mod 3. Note
that though we know from Theorem 1 that there are no planar functions
of degree 3pq if p ≡ −1 mod 3 or q ≡ −1 mod 3, it does not follow that
no 3pq; 3; 3pq;pq-RDS in 3pq × 3 exists.
We will need some results here and later regarding the prime decom-
position in cyclotomic fields. For convenience, we state these results as a
lemma below. The proofs can be found in [6, Chap. 13, Sect. 2].
Lemma 3. Let p be a prime and m a positive integer coprime to p. Let f
be the order of p modulo m and g = φm/f where φ is the Euler φ-function.
Then
(i) pζm = P1P2 · · ·Pg where Pi are distinct prime ideals in ζm;
(ii) pζp; ζm = S1S2 · · · Sgp−1 where Si are distinct prime ideals in
ζp; ζm such that Sp−1i = Piζp and S1S2 · · · Sg = 1− ζpζp; ζm.
Now we can prove the following nonexistence result:
Lemma 4. There is no 3pq; 3; 3pq;pq-RDS in 3pq × 3 if p ≡
−1 mod 3 or q ≡ −1 mod 3.
Proof. Without loss of generality, we assume p ≡ −1 mod 3. In this
case, p is prime in R and pR is a prime ideal by Lemma 3(i).
Set χ ∈ H∗ such that χα = χβ = χγ = 1. Applying χ to Eq. (4),
we see that
A − ζ3BA−1 − ζ23 B−1= A − ζ3BA − ζ23 B
= 3A + B − pq + 1pq:
As p is prime in R, pA − ζ3B or pA − ζ23 B. Since A − ζ3B
and A − ζ23 B are complex conjugate to each other, we conclude
that pA − ζ3B and pA − ζ23 B. Hence, p A and p B. Also,
p23A + B − pq + 1pq. This implies p2pq, which is impossible.
The key to our proof of Theorem 2 is Eq. (5) of Lemma 10. By applying
characters of K on yi, we show that the yi’s are of the form described in Eq.
(5). In view of Lemma 4, we may assume from now on that p ≡ 1 mod 3
and q ≡ 1 mod 3. As p ≡ 1 mod 3 and q ≡ 1 mod 3, by Lemma 3(i) and
the fact that R is a Euclidean domain, there exist prime elements a; b such
that pR = aRa¯R and qR = bRb¯R.
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Lemma 5. Suppose χ1 ∈ K∗ and χ1α = χ1β = 1. For i = 1; 2; 3,
(i) there exists ai ∈ a; a¯ such that χ1yi ∈ aiR\aiR;
(ii) there exists bi ∈ b; b¯ such that χ1yi ∈ biR\biR.
Proof. Clearly, pqχ1y1χ1y1 and χ1y2χ1y2 = χ1y3χ1y3 = pq.
Thus, for i = 1; 2; 3, χ1yi ∈ aibiR for some ai ∈ a; a¯ and bi ∈ b; b¯.
Suppose χ1yi ∈ aiR. Then pχ1yi and p2χ1yiχ1yi.
For i = 2; 3, we then have p2pq. This is impossible. On the other hand,
for i = 1,
pχ1y1 = A − ζ3B and
p2χ1y1χ1y1 = 3A + B − pq + 1pq:
As in the proof of Lemma 4, we again have p2pq, which is impossible.
This proves (i).
It is not difficult to see that (ii) can be proved by using a similar argu-
ment.
For the convenience of the reader, we record an easy consequence of
[1, Lemma 2.4]. This result will be used repeatedly in our proofs.
Lemma 6. Let R be as defined before. Suppose T is a cyclic subgroup of
order T  = t not divisible by 3. Let y ∈ RT  and let h be a generator of T .
If, for some f x ∈ Rx, χy ∈ f ζtRζt for all characters χ of order t,
then
y = f hx0 +
rX
i=1
ht/pixi;
where x0; x1; : : : ; xr ∈ RT  and p1; p2; : : : ; pr are all the prime divisors of
t. It follows that, if we have χy = χf h for all characters χ of order t,
then
y = f h +
rX
i=1
ht/pixi:
Lemma 7. Suppose χ2 is the character on K with χ2α = 1 and χ2β =
ζq. Then, for i = 1; 2; 3,
χ2yi = bidiζq;
where the bi’s are as defined in Lemma 5 and dix ∈ Rx such that
diζqdiζq = p and di1di1 ≡ p mod qR.
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Proof. Note that χ2yiχ2yi = pq. For simplicity, we drop the sub-
script i. By Lemma 5, we may assume χ1y ∈ bR\b¯R.
By Lemma 3(ii), qRζq = QbQb¯q−1 where Qb;Qb¯ are prime ideals
in Rζq with Qq−1b = bRζq and Qq−1b¯ = b¯Rζq. As χ2yχ2y = pq,
χ2yRζq ⊆ QibQjb¯ where i+ j = q− 1, 0 ≤ i ≤ q− 1, and 0 ≤ j ≤ q− 1.
First, we claim that j = 0.
Assume j 6= 0. Then bχ2y ∈ QbQb¯ = 1 − ζqRζq. Let φ:RK →
Rβ be the homomorphism with φα = 1 and φβ = β. Since
bχ2y ∈ 1 − ζqRζq and 1 − ζtq ∈ 1 − ζqRζq for all integers t, it
follows that ψbφy ∈ 1 − ζqRζq for every nonprincipal character ψ
on β. By Lemma 6, it follows that
bφy = 1− βx1 + βx2;
where x1 ∈ Rβ and x2 ∈ R. So bχ1y = qχ1x2, which is impossible
because χ1y /∈ b¯R. This proves our claim.
As χ2y ∈ Qq−1b = bRζq, χ2y = bdζq for some polynomial dx ∈
Rx. As χ2yχ2y = pq, it is clear that dζqdζq = p. Since this last
equality holds for any primitive qth root of unity, by using finite Fourier
transform [10, Lemma 1.2.2], we deduce that
dβd¯β−1 = p+ β
 
d1d1 − p
q
!
:
Since the left-hand side is an element of Rβ, we conclude that
d1d1 ≡ p mod qR.
It is not difficult to see that, by using an argument similar to that given
above, we obtain the following:
Lemma 8. Suppose χ3 is the character on K with χ3α = ζp and
χ3β = 1. Then, for i = 1; 2; 3,
χ3yi = aiciζp;
where the ai’s are as defined in Lemma 5 and cix ∈ Rx such that
ciζpciζp = q and ci1ci1 ≡ q mod pR.
Again, by Lemma 3, we see that pRζq = P1P2 · · ·P2k where P1; P2; : : : ;
P2k are distinct prime ideals in Rζq. In Rζpq, there exists a prime
ideal St such that S
p−1
t = PtRζpq for each t. Moreover, pRζpq =
S1S2 · · · S2kp−1.
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Lemma 9. Suppose χ4 is the character on K with χ4α = ζp and
χ4β = ζq. Then, for i = 1; 2; 3,
χ4yi = diζqc′i;
where the diζq are as defined in Lemma 7 and c′i ∈ Rζpq such that
c′ic
′
i = q.
Proof. Again, we will drop the subscript. Since χ4yχ4y = pq,
χ4y ∈ Sm11 Sm22 · · · Sm2k2k where m1 + m2 + · · · + m2k = kp − 1 and
0 ≤ mi ≤ p− 1 for all i. As dζqdζq = p, we may assume without loss
of generality that
dζqRζq = P1P2 · · ·Pk:
We first show that mi = 0 for k < i ≤ 2k. Assume mj 6= 0 for some j ∈
k+ 1; : : : ; 2k. For simplicity, we may assume m2k 6= 0.
Let z′ ∈ P1P2 · · ·P2k−1\P2k. Note that each Pi ⊂ Rζq. Clearly, we may
write z′ = f ζq where f x ∈ Rx. Define
z = yf β:
Then χ4z = χ4yz′ ∈ S1S2 · · · S2k = 1− ζpRζpq. For any character
ψ of order pq on K, ψ = ϕ ◦ χ4 where ϕ is a ζ3-automorphism on
ζ3pq, it follows that ψz ∈ 1 − ζipRζpq = 1 − ζpRζpq. So, by
Lemma 6 again, we see that
z = 1− αw0 + αw1 + βw2
for some w0; w1; w2 ∈ RK. Applying χ2 on both sides, we have
bdζqz′ = χ2z = pχ2w1 ∈ P1P2 · · ·P2k ⊂ P2k:
This is impossible because b, dζq, z′ are not in the prime ideal P2k.
We have thus proved that χ4y ∈ S1S2 · · · Skp−1 = P1P2 · · ·PkRζpq.
Therefore, χ4y = dζqc′. Clearly, c′c′ = q.
Repeating the above argument on α instead of β, we obtain χ4yi =
ciζpd′i, where d′i ∈ Rζpq with d′id′i = p. Observe that in Rζpq the ideals
ciζpRζpq and diζqRζpq are relatively prime. Therefore,
χ4yi = diζqciζpωi;
where ωi ∈ Rζpq. On the other hand, as χ4yiχ4yi = pq, ωiωi = 1. By
[8, Lemma 2.1], ωi = ±ζs3pq for some integer s. Let U = ±1;±ζ3;±ζ23.
We can find ui ∈ U and si; ti ∈  such that
χ4yi = u−1i ciζpζ−sip diζqζ−tiq :
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Now u−1i ciζpζ−sip and diζqζ−tiq can be written as g′iζp and h′iζq where
g′ix; h′ix ∈ Rx with degg′i ≤ p − 1 and degh′i ≤ q − 1. Clearly,
χ4yi = g′iζph′iζq. In particular, ψyi = ψg′iαh′iβ for all nonprin-
cipal characters ψ of order pq. So, by the last part of Lemma 6, we obtain
the following result:
Lemma 10. χ4yi = g′iζph′iζq where g′ix; h′ix ∈ Rx such that
g′iζpg′iζp = q and h′iζqh′iζq = p. Furthermore,
yi = g′iαh′iβ + αzi1 + βzi2; (5)
where zi1; zi2 ∈ RK.
Our next aim is to simplify the expressions for the yi’s. For convenience,
we again drop the subscript i. Observe that
cζp = uζspg′ζp and dζq = ζtqh′ζq:
Applying χ2 to Eq. (5), we have
χ2y = bdζq = bζtqh′ζq = g′1h′ζq + pχ2z1:
Hence, we have h′ζqbζtq − g′1 ∈ pRζq. In particular, we have bζtq −
g′1 ∈ h′ζqRζq. We claim that bζtq − g′1 ∈ pRζq.
Note that g′1 = u−1c1 and h′1 = d1. Therefore,
g′1g′1 = c1c1 ≡ q modpR:
Hence,
bζtq − g′1b¯ζ−tq + g′1 ≡ bζtqg′1 − g′1b¯ζ−tq modpRζq:
As p ∈ h′ζqRζq, it follows that g′1b¯ζ−tq ≡ bζtqg′1 modh′ζqRζq.
Therefore,
0 ≡ b¯bζtq − g′1 ≡ b¯bζtq − b¯g′1 modh′ζqRζq;
≡ b¯bζtq − bg′1ζ2tq modh′ζqRζq;
≡ bζtqb¯− g′1ζtq modh′ζqRζq:
Note that b; ζq do not lie in h′ζqRζq. Hence, we conclude that b¯−
g′1ζtq lies in h′ζqRζq. As b− g′1ζ−tq  = b¯ − g′1ζtq, we see that
b− g′1ζ−tq  ∈ h′ζqRζq. So, b− g′1ζ−tq  ∈ pRζq. Since p divides
all coefficients of the polynomial bζtq − g′1 in ζq over R and p does
not divide b in R, this forces t = 0 and b − g′1 ∈ pR. Let κ ∈ R
such that κp = b− g′1 and gx = g′x + κ1+ x+ · · · + xp−1 ∈ Rx.
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Clearly, g1 = b and gζp = g′ζp = u−1cζp. By finite Fourier trans-
form, gαg¯α−1 = q.
Applying χ3 to Eq. (5), we have
χ3y = acζp = augζp = h′1gζp + qχ3z2:
Using a similar argument as before, we see that au− h′1 ∈ qR. In partic-
ular, there exists κ′ ∈ R such that h′1 = au− qκ′. Set hx = h′x + 1+
x + · · · + xq−1κ′. It is clear that hx ∈ Rx, h1 = au, hζq = dζq,
and hβhβ−1 = p. Now, we have
χ2y= bdζq = g1hζq;
χ3y= acζp = augζp = gζph1;
χ4y=u−1cζpdζq = gζphζq:
This implies χy = χgαhβ for all nonprincipal characters χ. It fol-
lows that y = gαhβ + δK for some δ ∈ R. Since the coefficients of both
y and gαhβ are contained in R, δ ∈ R.
Lemma 11. y1 = g1αh1β + δ1K where δ1 ∈ R while yi = giαhiβ
for i = 2; 3.
Proof. The first part follows from the above argument.
For i = 2; 3, χ1yi = aibiui where ui ∈ ±1;±ζ3;±ζ23 by Lemma 5.
By the above argument, we see that b−1i gi1 and a−1i hi1 are units in U .
Hence, aibiui = gi1hi1u′i for some u′i ∈ U . We thus obtain
gi1hi1u′i = gi1hi1 + δipq:
Consequently, u′i − 1 = δigi1hi1. Hence,
2 ≥ u′i − 1 = δi · gi1hi1 = δi
√
pq:
It follows that δi = 0 and u′i = 1.
For i = 1; 2; 3, we write giα =
Pp−1
j=0 ai; jα
j and hiβ =
Pq−1
j=0 bi; jβ
j .
Lemma 12. Suppose q < p. For i = 2; 3, there are exactly q nonzero
coefficients ai; t ’s. Furthermore, for any t, ai; t  = 1 if ai; t 6= 0.
Proof. For i = 2; 3, the coefficient of αjβk in yi is ai; jbi; k. Observe that
all possible coefficients of αjβk in yi are in the set 0 ∪U ∪ 1− ζ3uu ∈
U and the modulus of the coefficients is 0; 1, or √3.
As hiβh¯iβ−1 = p, we see that
Pq−1
j=0 bi; j2 = p. Hence, there exists at
least one k with bi; k > 1. In particular, bi; k is not a unit and ai; jbi; k > 1
whenever ai; j 6= 0. (Note that ai; j ≥ 1 if ai; j 6= 0.) As observed earlier,
ai; jbi; k can only be of the form 1 − ζ3u where u ∈ U . Since 1 − ζ3 is
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a prime element in R and bi; k is not a unit, it follows that ai; j is a unit.
Therefore, ai; j = 1. Lastly, using the equation giαg¯iα−1 = q, we see
that
Pp−1
j=0 ai; j2 = q. So exactly q coefficients are nonzero with modulus 1.
Next, we write y1 =
P
Aljα
lβj , y2 =
P
Bljα
lβj , and y3 =
P
Cljα
lβj . By
the definition of yi, it is easy to see that, if
Alj = 0; 3; or − 3ζ3; then Blj = 0 and Clj = 0;
Alj = 1− ζ3; then Blj =
√
3 and Clj = 0
or Clj =
√
3 and Blj = 0;
Alj 6= 0; 1− ζ3; 3;−3ζ3; then Blj = 1 = Clj:
In view of the above correspondence and Lemma 12, we see that there
exists an integer k and 0 ≤ n1 < · · · < nq ≤ p− 1 such that the modulus of
the coefficients of αntβk in y2 is
√
3. Hence, the corresponding coefficients,
Antk, must be 1− ζ3. It follows that, for t = 1; : : : ; q,
a1; nt b1; k + δ1 = 1− ζ3: (6)
Case (i): δ1 6= 1− ζ3. Hence, a1; n1 = a1; n2 = · · · = a1; nq 6= 0. But then
the equation g1αg¯1α−1 = q implies
Pp−1
t=0 a1; t 2 = q. However, a1; nt  ≥
1 for t = 1; 2; : : : ; q. It follows that a1; j = 1 if and only if j = nt for
t = 1; 2; : : : ; q and a1; j = 0 otherwise. Consequently, g11 =
Pq
t=1 a1; nt =
qa1; n1 . This is impossible as gi1 = bi and q 6  bi.
Case (ii): δ1 = 1− ζ3. Hence, a1; nt b1; k = 0 for t = 1; : : : ; q.
If b1; k 6= 0, then a1; nt = 0 for all t. This means Antj = a1; nt b1; j + 1 −
ζ3 = 1 − ζ3 for all t and all j = 0; : : : ; q − 1. By the correspondence we
mentioned earlier, Bntj = a2; nt b2; j =
√
3 or 0. Since a2; nt  = 1, b2; j
must be 0 or
√
3 for all j. By using h2βh¯2β−1 = p, we conclude thatPq−1
j=0 b2; j2 = p. So, p is a multiple of 3, which is also impossible.
If b1; k = 0, then Ajk = 1− ζ3 for all j = 0; : : : ; p− 1. Again, this implies
either Bjk = 0 and Cjk =
√
3 or Cjk = 0 and Bjk =
√
3 for all j. In
particular, we see that, for j = 1; 2; : : : ; p− 1,
a2jb2k 6= 0 if and only if a3jb3k = 0:
Recall that Bntk =
√
3 and Bntk = a2; nt b2; k, so b2; k 6= 0. We claim that
b3; k 6= 0 also. Otherwise, a3; jb3; k = 0 and hence a2; jb2; k =
√
3 for all j.
This means a2; j 6= 0 for all j. This contradicts Lemma 12. Hence b3; k 6= 0
too.
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We then have
a2; j 6= 0 if and only if a3; j = 0
for all j = 0; : : : ; p − 1. In other words, the nonzero coefficients of αj in
g2α and g3α are complements of each other. Since each has exactly q
nonzero coefficients by Lemma 12, this implies 2q = p, a contradiction.
This completes the proof of Theorem 2.
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