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Abstract
We present a variationally separable splitting technique for the generalized-α method
for solving parabolic partial differential equations. We develop a technique for a tensor-
product mesh which results in a solver with a linear cost with respect to the total number
of degrees of freedom in the system for multi-dimensional problems. We consider finite
elements and isogeometric analysis for the spatial discretization. The overall method
maintains user-controlled high-frequency dissipation while minimizing unwanted low-
frequency dissipation. The method has second-order accuracy in time and optimal rates
(hp+1 in L2 norm and hp in L2 norm of ∇u) in space. We present the spectrum analysis
on the amplification matrix to establish that the method is unconditionally stable. Var-
ious numerical examples illustrate the performance of the overall methodology and show
the optimal approximation accuracy.
Keywords: generalized-α method, splitting technique, finite element, isogeometric
analysis, spectrum analysis, parabolic equation
1. Introduction
The generalized-α method was introduced by Chung and Hulbert in [3] for solving
(hyperbolic) structural dynamics problems. The method is of second-order accurate and
possesses user-controlled numerical dissipation. The authors showed that the method
renders high-frequency dissipation while minimizing unwanted dissipation low-frequency
domain. This method improves the Newmark methods [16] which possess numerical
dissipation but are only first-order accurate and are too dissipative in the low-frequency
region. The generalized-α method also improves the θ method of Wilson [22], the θ1
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method of Hoff and Pahl [10], and the ρ method of Bazzi and Anderheggen [1], which
attain high-frequency dissipation with little low-frequency damping when maintaining
second-order accuracy. Moreover, the method generalizes the HHT-α method of Hilber,
Hughes, Taylor [9] and the WBZ-α method of Wood, Bossak, and Zienkiewicz [23]. That
is, for particular values of the free parameters, the method reduces to HHT-α andWBZ-α.
The generalized-αmethod produces an algorithm which provides an optimal combination
of high-frequency and low-frequency dissipation in the sense that for a given value of
high-frequency dissipation, the algorithm minimizes the low-frequency dissipation; see
[3].
The generalized-α method was then extended to computational fluid dynamics gov-
erned by the parabolic-hyperbolic differential equations such as the Navier-Stokes equa-
tions in [12]. The method allows the user to control the high-frequency amplification
factor. This parabolic time integrator encompasses a range of time integrators from
zero damping midpoint rule to maximal damping Gear’s method. Therein, the method
was extended to filtered Navier-Stokes equations within the context of a stabilized finite
element method.
One interesting feature of the time discretization of parabolic problems is that the
self-adjoint and positive second-order spatial operator can be split in a sum of self-
adjoint and positive operators of a simpler structure and the original operator can be
approximated via a factorized operator, that requires the solution of a set of much simpler
linear problems. Classical examples of such schemes are provided in the pioneering work
of Peaceman and Rachford [17], and Douglas and Rachford [5] that developed direction-
splitting schemes for linear parabolic problems. For a comprehensive review of this
approach the reader is referred to the monographs of Marchuk [15] and Vabishchevich
[21]. Note that domain decomposition methods can also be interpreted in this framework
as shown in [19, Chapter 8]. In such a case, instead of splitting the operator direction-wise
as in the Peaceman-Rachford approach, it is decomposed into a sum of sub-operators by
splitting the vector of unknowns using a partition of unity. Although the resulting sub-
operators have a different structure, the basic split formulation of these two approaches
is very similar. Here we adopt the Peaceman-Rachford strategy, however, we adapt it
to tensor-product approximations in the context of the finite element of isogeometric
spatial approximations. Note that similar splitting can be developed also for problems of
a mixed hyperbolic-parabolic type, however, to the best of our knowledge, no systematic
theory of stability and consistency has been developed in this case.
Splitting schemes developed on tensor-structured meshes reduce significantly the
computational cost. Ideally, the splitting solves the multi-dimensional problems with a
computational time and storage which grow linearly with respect to the number of degrees
of freedom in the system. Based on tensor-product meshes, [7, 8] apply alternating
direction splitting schemes to reduce the computational cost of the resulting algebraic
solver. The paper [14] presents an application of alternating direction implicit splitting
algorithm for solving the parabolic equations using isogeometric finite element method.
The authors show that the overall scheme has a linear computational cost at every time
step. The work [13] applies alternating direction splitting method using the isogeometric
analysis to simulate tumor growth. Therein, the computational time cost scales linearly
with the number of unknowns in the original multi-dimensional system.
We present a variationally separable splitting technique for the generalized-αmethod
for parabolic equations. We formulate the variational formulation on tensor-product grids
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for multi-dimensional problems. Then the d-dimensional formulation is written as a prod-
uct of d formulations in each dimension plus error terms. We refer to these formulations
as variationally separable. Based on the variational separability, we present a splitting
technique for solving the resulting linear systems with a linear cost. With sufficient regu-
larity, the approximate solution converges to the exact solution with optimal rates while
reducing significantly the computational cost.
The rest of this paper is organized as follows. Section 2 describes the parabolic
problem under consideration and introduces the particular spatial discretizations to arrive
at the resulting matrix formulations of the problem. Section 3 presents a temporal
discretization using the generalized-α method in an isogeometric analysis framework.
Therein, we also introduce various splitting methods. Section 4 establishes the stability
of the splitting schemes. We show numerically in Section 5 that the approximate solution
converges optimally to the exact solution. We also verify that the computational cost is
linear. Concluding remarks are given in Section 6.
2. Problem statement and spatial discretization
Let Ω = (0, 1)d ⊂ Rd, d = 2, 3, be an open bounded domain. We consider the initial
boundary-value problem for the heat equation
∂u(x, t)
∂t
−∆u(x, t) = f(x, t), (x, t) ∈ Ω× (0, T ],
u(x, t) = uD, x ∈ ∂Ω,
u(x, 0) = u0, x ∈ Ω,
(2.1)
where the source f , the initial data u0, and the Drichilet boundary data uD are assumed
regular enough so that the problem admits a weak solution. For the sake of simplicity,
we assume uD = 0.
To simplify the arguments and given that we use tensor-product B-splines in multiple
dimensions, we assume the partition Th is a partition of Ω into non-overlapping tensor-
product mesh elements. Let K ∈ Th be a generic element and its boundary is denoted as
∂K. Let h denote the maximal diameter of the element K. Let (·, ·)S denote the L
2(S)
inner product where S is a d-dimensional domain (S is typically Ω,K, ∂Ω, ∂K).
Next we define the discrete space associated with the partition Th. For this pur-
pose, we use the Cox-de Boor recursion formula [4, 18] in each direction and then
take tensor-product to obtain the necessary basis functions for multiple dimensions. If
X = {x0, x1, · · · , xm} is a knot vector with knots xj , then the j-th B-spline basis function
of degree p, denoted as θpj (x), is defined as [4, 18]
θ0j (x) =
{
1, if xj ≤ x < xj+1
0, otherwise
θ
p
j (x) =
x− xj
xj+p − xj
θ
p−1
j (x) +
xj+p+1 − x
xj+p+1 − xj+1
θ
p−1
j+1 (x).
(2.2)
The Cox-de Boor recursion formula generates for a given knot vector a set of Ck
and p-th order B-spline basis functions, where p = 1, 2, · · · , and k = 0, 1, · · · , p− 1. The
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span of these basis functions generate a finite-dimensional subspace of the H1(Ω) (see
[2, 6] for details):
V h = span{Θpj}
Nh
j=1 =


S
p
k = span{θ
p
j (x)}
Nx
j=1, in 1D
S
p,q
k,m = span{θ
p
i (x)θ
q
j (y)}
Nx,Ny
i,j=1 , in 2D
S
p,q,r
k,m,n = span{θ
p
i (x)θ
q
j (y)θ
r
l (z)}
Nx,Ny,Nz
i,j,l=1 , in 3D
(2.3)
where p, q, r and k,m, n specifies the approximation order and continuity orders in each
dimension, respectively. Nx, Ny, Nz is the total number of basis functions in each dimen-
sion.
The weak formulation of the problem clearly reads: Find u ∈ H10 (Ω) s.t.:
a(w, u˙) + b(w, u) = ℓ(w), ∀w ∈ H10 (Ω), t > 0, (2.4)
where u˙ = ∂u
∂t
and
a(w, v) = (w, v)Ω, b(w, v) = (∇w,∇u)Ω, ℓ(w) = (w, f)Ω. (2.5)
The corresponding semi-discrete formulation is given by: Find uh(t) = uh(·, t) ∈ V
h s.
t. for t > 0:
a(wh, u˙h) + b(wh, uh) = ℓ(wh), wh ∈ V
h (2.6)
with uh(0) being the interpolant of u0 in V
h. The discrete problem can be written in a
matrix form as:
MU˙ +KU = F, (2.7)
where M and K are the mass and stiffness matrices, U is the vector of the unknowns,
and F is the source vector. The initial condition is given by
U(0) = U0, (2.8)
where U0 is the given vector of initial condition u0,h. Since the space V
h is constructed
from tensor-product basis functions, the bilinear forms a(·, ·) and b(·, ·) inherit the tensor-
product structure of the basis in some sense. For example, in 2D, we have that:
a(θpix(x)θ
q
iy
(y), θpjx(x)θ
q
jy
(y)) = ax(θ
p
ix
(x), θpjx (x)) · ay(θ
q
iy
(y), θqjy (y)), (2.9)
where:
ax(θ
p
ix
(x), θpjx(x)) =
∫ 1
0
θ
p
ix
(x)θpjx (x) dx, ay(θ
q
iy
(y), θqjy (y)) =
∫ 1
0
θ
q
iy
(y)θqjy (y) dy
(2.10)
and:
b(θpix(x)θ
q
iy
(y), θpjx(x)θ
q
jy
(y)) = bx(θ
p
ix
(x), θpjx(x)) · ay(θ
q
iy
(y), θqjy (y)),
+ ax(θ
p
ix
(x), θpjx(x)) · by(θ
q
iy
(y), θqjy (y)),
(2.11)
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where:
bx(θ
p
ix
(x), θpjx(x)) =
∫ 1
0
d
dx
θ
p
ix
(x)
d
dx
θ
p
jx
(x) dx,
ay(θ
q
iy
(y), θqjy (y)) =
∫ 1
0
d
dy
θ
q
iy
(y)
d
dy
θ
q
jy
(y) dy.
(2.12)
Using this property of the discretization, called further on variational separability,
we rewrite (2.7) as:
(Mx ⊗My)U˙ + (Kx ⊗My +Mx ⊗Ky)U = F. (2.13)
Similarly, in 3D, we can rewrite (2.7) as:
(Mx⊗My ⊗Mz)U˙ +(Kx⊗My⊗Mz +Mx⊗Ky ⊗Mz +Mx⊗My⊗Kz)U = F. (2.14)
Here, Mξ and Kξ with ξ = x, y, z are one-dimensional mass and stiffness matrices,
respectively. These matrices, as well as M and K, are symmetric positive definite,
and this property is crucial for obtaining stability of the generalized-α splitting scheme
presented in the next section.
3. Splitting schemes based on the generalized-α method
3.1. The generalized-α method
Let us first recall the formulation of the the generalized-α method. Consider a
uniform partitioning of the time interval [0, T ] with a grid size τ : 0 = t0 < t1 < · · · <
tN = T and denote by Un, Vn the approximations to U(tn), U˙(tn), respectively. The time
marching scheme of the generalized-α method is given by (see [12]):
MVn+αm +KUn+αf = Fn+αf ,
Un+1 = Un + τVn + τγδ(Vn),
U0 = U(0),
V0 =M
−1(F0 −KU0),
(3.1)
where
Fn+αf = F (tn+αf ),
Wn+αg =Wn + αgδ(Wn), W = U, V, g = m, f,
δ(Wn) =Wn+1 −Wn.
(3.2)
Substituting (3.2) into the first equation in (3.1) we readily obtain:
αmAδ(Vn) = Fn+αf −KUn − (M + ταfK)Vn, (3.3)
where
A =M + ηK with η =
τγαf
αm
. (3.4)
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As shown by [12], the scheme is formally second order accurate if:
γ =
1
2
+ αm − αf . (3.5)
The generalized-α method consists of two steps. One first solves (3.3) for δ(Vn).
Then apply to the second equation in (3.1) to solve Un+1, which is the solution at next
time level. Alternatively, supplementing (3.3) with the second equation in (3.1), we arrive
at a matrix formulation of the generalized-α method[
Un+1
τV n+1
]
=
[
I − τγ
αm
A−1K I − γ
αm
A−1(M + ταfK)
− τ
αm
A−1K I − 1
αm
A−1(M + ταfK)
] [
Un
τV n
]
+
[ τγ
αm
A−1Fn+αf
τ
αm
A−1Fn+αf
]
,
(3.6)
where I is an identity matrix which matches the dimension.
3.2. First splitting scheme
The main idea of the proposed splitting schemes is based on the following identity:
A =M + ηK = (Mx + ηKx)⊗ (My + ηKy)− η
2Kx ⊗Ky, (3.7)
where the last term is clearly of order of τ2. We refer to the last term as the splitting
error term. This allows us to approximate A in (3.4) by
A˜ = (Mx + ηKx)⊗ (My + ηKy) (3.8)
up to a second order truncation error. Substituting A˜ instead of A in (3.6) we arrive at
the generalized-α splitting scheme:
αm(Mx + ηKx)⊗ (My + ηKy)δ(Vn) = Fn+αf −KUn − (M + ταfK)Vn. (3.9)
Similarly, in 3D, we approximate A in (3.4) by
A˜ = (Mx + ηKx)⊗ (My + ηKy)⊗ (Mz + ηKz). (3.10)
Remark 1. The cost of the solution of the linear system with a matrix Mξ+ηKξ, where
ξ = x, y, z is linear with respect to the number of degrees of freedom (see also [13, 14]).
3.3. Second splitting scheme
Similarly, we can also split the matrix on the right-hand side of (3.3). Splitting on
both sides does not reduce the computational cost further. However, this second splitting
delivers more accurate approximations in our numerical experiments.
Firstly, we denote
B =M + ζK, ζ = ταf . (3.11)
Now we approximate B by the splitting idea, denoted as B˜. Thus, in 2D,
B˜ = (Mx + ζKx)⊗ (My + ζKy). (3.12)
The 3D system is split using a similar procedure to (3.10).
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Alternatively, we can split the matrices on both sides in a different way. We first
write (3.3) as follows
αmAδ(Vn) = Fn+αf −KUn −
αm
γ
(
A+
γ − αm
αm
M
)
Vn (3.13)
We then approximate A by using A˜ defined as (3.8) in 2D and as (3.10) in 3D. Similarly,
this modification leads to a second-order accurate scheme in time. From our numerical
experiments, splitting both the left-hand and right-hand sides of the equations deliver
more accurate approximations.
4. Spectral analysis
In this section, we perform the stability analysis to establish that the proposed
splitting schemes are unconditionally stable. We start the analysis with the standard
generalized-α method. Throughout this section, we set F = 0 as it does not reduce the
generality of the stability analysis.
4.1. The generalized-α method
To study the stability, we spectrally decompose the matrix K with respect to M
(see for example [11]) to obtain
K =MPDP−1, (4.1)
where D is a diagonal matrix with entries to be the eigenvalues of the generalized eigen-
value problem
Kv = λMv (4.2)
and P is a matrix with all the columns being the eigenvectors. We assume that all the
eigenvalues are sorted in ascending order and are listed in D and the j-th column of P
is associated with the eigenvalue λj = Djj .
Note that I = PIP−1. Using (4.1) and (3.4), we calculate
A−1 = (M + ηK)−1
= (M + ηMPDP−1)−1
=
(
MP (I + ηD)P−1
)
−1
= P (I + ηD)−1P−1M−1.
(4.3)
Finally, we obtain:
A−1K =
(
P (I + ηD)−1P−1M−1
)(
MPDP−1
)
= P (I + ηD)−1DP−1,
A−1M =
(
P (I + ηD)−1P−1M−1
)
M = P (I + ηD)−1P−1.
(4.4)
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If we denote E = (I + ηD)−1, we can rewrite the amplification matrix in (3.6) as:
Ξ =
[
I − τγ
αm
A−1K I − γ
αm
A−1(M + ταfK)
− τ
αm
A−1K I − 1
αm
A−1(M + ταfK)
]
=
[
P 0
0 P
] [
I − τγ
αm
ED I − γ
αm
E(I + ταfD)
− τ
αm
ED I − 1
αm
E(I + ταfD)
] [
P−1 0
0 P−1
]
.
(4.5)
Thus, we have[
Un
τV n
]
=
[
P 0
0 P
] [
I − τγ
αm
ED I − γ
αm
E(I + ταfD)
− τ
αm
ED I − 1
αm
E(I + ταfD)
]n [
P−1 0
0 P−1
] [
U0
τV 0
]
. (4.6)
Let us denote the matrix raised to power n by Ξ˜. Clearly, the method would be
unconditionally stable if the spectral radius of this matrix is bounded by one. For the
sake of completeness, we repeat the analysis of [12], and first consider the two limiting
cases for τ : τ → 0 and τ →∞.
In the limit τ → 0, since D is diagonal, τD → 0 and E → I. The matrix Ξ˜ becomes
an upper triangular matrix with eigenvalues:
λ1 = 1 and λ2 = 1−
1
αm
. (4.7)
Both of them have the multiplicity equal to the dimension of the matrix K. This leads
to the condition:
αm ≥
1
2
. (4.8)
Note that since the spectral radius of the matrix equals one, the method is stable over
finite time intervals but not A-stable.
In the other limit of an infinite time step, the matrix Ξ˜ becomes a lower triangular
matrix with eigenvalues:
λ1 = 1−
1
αf
, and λ2 = 1−
1
γ
. (4.9)
Both of them have multiplicity equal to the dimension of the matrix K. For second-order
accuracy in time, γ must satisfy (3.5). This yields the condition:
αm ≥ αf ≥
1
2
, (4.10)
Thus, the method is unconditionally stable in the two limiting cases, provided that its
parameters satisfy the condition above. In the second limiting case it is also A-stable.
In order to control the high-frequency damping, Chung and Hulbert [3] proposed to
express the two parameters αm and αf in terms of the spectral radius ρ∞ corresponding
to an infinite time step. Using (3.5) and setting each eigenvalue in (4.9) to be equal to
−ρ∞, we readily obtain:
αm =
1
2
(3− ρ∞
1 + ρ∞
)
, αf =
1
1 + ρ∞
. (4.11)
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Condition (3.5) clearly infers that γ = αf . This leads to a second-order accurate, un-
conditionally stable, one-parameter family of methods with a specified high frequency
damping.
In case of finite time steps the eigenvalues of the amplification matrix are the solu-
tions of:
0 = det(Ξ˜− λ˜I)
= det
[
Ξ˜11 − λ˜I Ξ˜12
Ξ˜21 Ξ˜22 − λ˜I
]
= det(Ξ˜11 − λ˜I) · det
(
Ξ˜22 − λ˜I − Ξ˜21(Ξ˜11 − λ˜I)
−1Ξ˜12
)
.
(4.12)
where
Ξ˜ =
[
Ξ˜11 Ξ˜12
Ξ˜21 Ξ˜22
]
=
[
I − τγ
αm
ED I − γ
αm
E(I + ταfD)
− τ
αm
ED I − 1
αm
E(I + ταfD)
]
(4.13)
is a 2× 2 block matrix, with each block being a diagonal matrix.
The first part of the eigenvalues of Ξ˜ are defined by the equation det(Ξ˜11− λ˜I) = 0,
where Ξ˜11 = I −
τγ
αm
ED is a diagonal matrix with diagonal entries given by:
1−
τλkγ
αm + τλkγαf
, (4.14)
with λk being the k−th diagonal entry of D. To guarantee stability we need that the
absolute value of each of the eigenvalues of Ξ˜ is bounded by one and therefore:
− 1 ≤ 1−
τλkγ
αm + τλkγαf
≤ 1, (4.15)
or
0 ≤
τλkγ
αm + τλkγαf
≤ 2. (4.16)
The left-hand-side inequality is satisfied since D is a positive definite matrix and all
parameters are non-negative. The right-side inequality can be rewritten as:
τλkγ(1− 2αf) ≤ 2αm. (4.17)
Since τλ ≥ 0, the condition 1− 2αf ≤ 0 is sufficient to guarantee that the absolute value
of this part of the spectrum of Ξ˜ is bounded by one.
Since each matrix in the second condition in (4.12)
det
(
Ξ˜22 − λ˜kI − Ξ˜21(Ξ˜11 − λ˜kI)
−1Ξ˜12
)
= 0. (4.18)
is a diagonal matrix, the rest of the spectrum of Ξ˜ is a solution of:
0 =
(
1−
τλkγ
αm + τλkγαf
− λ˜k
)
·
(
1−
1 + τλkαf
αm + τλkγαf
− λ˜k
)
+
( τλk
αm + τλkγαf
)
·
(
1−
γ + τλkγαf
αm + τλkγαf
)
.
(4.19)
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It is not difficult to verify that a sufficient condition, that guarantees that the absolute
value of these eigenvalues is bounded by one, is given by:
αm ≥ αf ≥
1
2
. (4.20)
4.2. Stability of the splitting schemes
Now we perform a stability analysis for the splitting scheme proposed in Section 3.2.
Similarly, we apply the spectral decomposition of one of the directional matrices Kξ with
respect to its directional Mξ and arrive at
Kξ =MξPξDξP
−1
ξ , (4.21)
where Dξ is a diagonal matrix with entries being the eigenvalues of the generalized
eigenvalue problem
Kξvξ = λξMξvξ (4.22)
and Pξ is a matrix with all the columns being the eigenvectors. Herein, ξ = x, y, z
specifies the coordinate directions. We assume that all the eigenvalues are sorted in
ascending order and are listed in Dξ and the j-th column of Pξ is associated with the
eigenvalue λξ,j = Dξ,jj . We perform the analysis for 2D splitting as follows.
Using (4.21) and (3.8), we now calculate:
A˜−1 = (Mx + ηKx)
−1 ⊗ (My + ηKy)
−1
= (Mx + ηMxPxDxP
−1
x )
−1 ⊗ (My + ηMyPyDyP
−1
y )
−1
= PxExP
−1
x M
−1
x ⊗ PyEyP
−1
y M
−1
y ,
(4.23)
where:
Eξ = (I + ηDξ)
−1, ξ = x, y. (4.24)
Similarly to the case of the unsplit scheme we have:
A˜−1M =
(
PxExP
−1
x M
−1
x ⊗ PyEyP
−1
y M
−1
y
)
· (Mx ⊗My)
= PxExP
−1
x ⊗ PyEyP
−1
y
=
(
Px ⊗ Py
)
·
(
Ex ⊗ Ey
)
·
(
P−1x ⊗ P
−1
y
)
,
A˜−1K =
(
PxExP
−1
x M
−1
x ⊗ PyEyP
−1
y M
−1
y
)
·
(
MxPxDxP
−1
x ⊗My +Mx ⊗MyPyDyP
−1
y
)
= PxExDxP
−1
x ⊗ PyEyP
−1
y + PxExP
−1
x ⊗ PyEyDyP
−1
y
=
(
Px ⊗ Py
)
·
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)
·
(
P−1x ⊗ P
−1
y
)
.
(4.25)
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If we use the following notation:
I = PxIxP
−1
x ⊗ PyIyP
−1
y =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy
)
·
(
P−1x ⊗ P
−1
y
)
,
G = −
τ
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)
.
(4.26)
we can write the blocks of the amplification matrix of the scheme in this case as follows:
Ξ11 = I −
τγ
αm
A˜−1K =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy + γG
)
·
(
P−1x ⊗ P
−1
y
)
,
Ξ21 = −
τ
αm
A˜−1K =
(
Px ⊗ Py
)
·G ·
(
P−1x ⊗ P
−1
y
)
Ξ12 = I −
γ
αm
A˜−1(M + ταfK)
=
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy −
γ
αm
Ex ⊗ Ey + γαfG
)
·
(
P−1x ⊗ P
−1
y
)
,
Ξ22 = I −
1
αm
A˜−1(M + ταfK)
=
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy −
1
αm
Ex ⊗ Ey + αfG
)
·
(
P−1x ⊗ P
−1
y
)
.
(4.27)
and the matrix itself as:
Ξ =
[
I − τγ
αm
A˜−1K I − γ
αm
A˜−1(M + ταfK)
− τ
αm
A˜−1K I − 1
αm
A˜−1(M + ταfK)
]
=
[
Px ⊗ Py 0
0 Px ⊗ Py
] [
Ix ⊗ Iy + γG Ix ⊗ Iy −
γ
αm
Ex ⊗ Ey + γαfG
G Ix ⊗ Iy −
1
αm
Ex ⊗ Ey + αfG
]
[
P−1x ⊗ P
−1
y 0
0 P−1x ⊗ P
−1
y
]
.
(4.28)
Obviously, the stability of the scheme is determined by the spectral radius of:
Ξ˜ =
[
Ix ⊗ Iy + γG Ix ⊗ Iy −
γ
αm
Ex ⊗ Ey + γαfG
G Ix ⊗ Iy −
1
αm
Ex ⊗ Ey + αfG
]
. (4.29)
In the limit τ → 0, we arrive at the same sufficient condition as in (4.8). In the limit
τ →∞, we obtain the eigenvalues λ1 = 1, with a multiplicity equal to twice the dimension
of the matrix K. This implies that in the limiting case τ = ∞, the method is stable
but not A-stable. Following similar arguments as in the case of the unsplit generalized-
α method, one can show that the scheme is stable for any finite time step size. The
stability analysis for splitting on both sides follow similar arguments and we omit the
details herein for simplicity.
Remark 2. The stability analysis for 3D splitting is more involved but follows the same
logic. We omit the details herein and state that the conditions on αm, αf for uncondi-
tional stability are the same as for the 2D splitting.
Lastly, before closing this section, we present error estimates. The normal modes
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analysis above establishes the stability of the splitting schemes. Since the splitting error,
is formally second-order accurate in time, we may expect that the splitting schemes are
second-order accurate in time, provided that the exact solution is sufficiently regular
(note that the stability of the splitting requires a much higher degree of regularity of the
exact solution). Thus, we expect to obtain estimate similar to the classical results for
parabolic problems (see for example [20]):
‖unh − u(tn)‖0,Ω ≤ C(u)(h
p+1 + τ2),
‖∇u(T )−∇uh(T )‖0,Ω ≤ C(u)(h
p + τ2),
(4.30)
where unh is the approximate solution at time tn and C(u) is a positive constant inde-
pendent of mesh size h and time step τ , and p is the order of the spatial approximation.
5. Numerical experiments
In this section, we present numerical examples to show the performance of the pro-
posed splitting schemes. We focus on 2D splitting but also show some 3D results. The
goal of the numerical results presented below is to validate that the schemes result in
optimal convergence rates in space and time, and that the computational cost of the
splitting schemes is linear with respect to the total number of degrees of freedom in the
system. For this purpose, we consider (2.1) with an exact manufactured solution:
u =
{
u(x, y, t) = sin(πx) sin(πy)e−2pi
2t, in 2D,
u(x, y, z, t) = sin(πx) sin(πy) sin(πz)e−3pi
2t, in 3D,
(5.1)
from which the forcing function and boundary and initial conditions are derived.
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Figure 1: The computational cost (linear) of the proposed splitting schemes when using C1 quadratic
isogeometric elements with τ = 10−3 and ρ∞ = 0 in 2D (left) and in 3D (right).
First, we consider the computational cost for the parabolic problem (2.1) in both
2D and 3D.
For spatial discretizations with p-th order finite elements or isogeometric elements,
the one-dimensional mass matrix Mξ and stiffness matrix Kξ, ξ = x, y, z, are of a half-
bandwidth p and so is Mξ + ηKξ. Assuming Kξ has a dimension mξ, then solving a
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linear matrix system with Mξ+ηKξ being the matrix requires O(p
2mξ) operations when
using Gaussian elimination. The main cost for solving (3.3) or equivalently (3.6) with
the splitting schemes is on the inversion of the tensor-product structure matrix A˜. This
cost requires O(p2mxmy) operations for 2D problem and O(p
2mxmymz) operations for
3D problem. Thus, the cost for solving (3.3) using splitting schemes grow linearly with
respect to the degrees of freedom. The property remains for higher dimensional problems.
Additionally, it allows for the use of direct solvers for problems of any dimension. The
reader is referred to [13] for more details on the linear solver.
Figure 1 shows that the costs for solving the resulting algebraic matrix problems of
all the proposed splitting schemes are linear with respect to the total number of degrees
of freedom in the system for multi-dimensional problems. Herein, we use a direct solver
(Gaussian elimination) and as an example, we use C1 quadratic isogeometric elements for
the spatial discretization and a time step size 10−3, however, we observe the same linear
cost when using finite elements and isogeometric elements. This validates the efficiency
of the splitting schemes when solving the resulting matrix problems.
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Figure 2: Stability validation on the proposed splitting schemes when using C1 quadratic isogeometric
elements with final time T = 5, ρ∞ = 0.5, and 64 × 64 uniform elements in 2D.
In Figure 2 we present the L2 norm of u and ∇u errors at the final time T = 5
with respect to time step size τ . As τ increases, both errors approach a finite number,
which validates numerically the unconditional stability of the generalized-α and splitting
schemes. The scheme named ”Splitting on both sides” refers to the scheme given by
(3.12) while the ”Splitting on both sides (modified)” refers to the scheme in equation
(3.13). We observe the same behaviour for all the schemes with other scenarios, such as
different ρ∞, mesh configurations, and finite elements with higher order basis functions.
Next, we verify the convergence rate of the spatial discretization error. The proposed
splitting method can be applied to spatial discretizations using classical finite element
analysis as well as isogeometric analysis. We consider the 2D test problem and fix the time
step size to τ = 10−4. The final time for the simulation is T = 1. Figure 3 shows the errors
‖u(T )−uh(T )‖0,Ω and ‖∇(u(T )−u
h(T ))‖0,Ω when using C
0 and C1 quadratic elements.
Figure 4 shows these errors when using C2 cubic isogeometric elements. The generalized-
α method and all the proposed splitting schemes result in optimal convergence rates for
both finite element and isogeometric element discretizations. Clearly, the error in all
cases converges with the corresponding optimal convergence rate.
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Figure 3: L2 norm of u and ∇u errors when using classical C0 quadratic finite elements and C1 quadratic
isogeometric elements for space discretization with ρ∞ = 0, 0.5, 1. The final time tn = T = 1 and time
step-size is τ = 10−4.
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Figure 4: L2 norm of u and ∇u errors when using C2 cubic isogeometric elements for space discretization
with ρ∞ = 0, 0.5, 1. The final time tn = T = 1 and time step-size is τ = 10−4.
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Lastly, we study numerically the accuracy in time. We again consider the 2D test
problem and use a mesh containing 100 × 100 uniform elements. Figure 5 presents the
L2 norm of the errors to show the convergence behaviour with respect to time step
size τ when using quadratic finite elements and isogeometric elements. Figure 6 shows
these errors when using C2 cubic isogeometric elements. In all cases, the errors converge
quadratically thus verifying the formal estimates in (4.30).
(a) ρ∞ = 0.5, FEM (p = 2, C0)
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(d) ρ∞ = 1, IGA (p = 2, C1)
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Figure 5: L2 norm error when using classical finite and isogeometric elements for space discretization
with a fixed mesh size h = 1/64 and ρ∞ = 0, 0.5, 1. The final time is tn = T = 1.
6. Concluding remarks
We propose a splitting technique for parabolic equations using Cartesian product
finite element or IGA basis for spatial discretization, based on the generalized-α method
for temporal discretization. The resulting splitting schemes are unconditionally stable
and are second-order accurate in time while maintaining optimal convergence rates in
space. The overall cost for solving the resulting algebraic system scales linearly with the
number of degrees of freedom in the system, and the computational cost is significantly
reduced. These splitting schemes will be extended to hyperbolic equations and to other
time integrators, and these developments will be reported in the near future.
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mesh size h = 1/64 and ρ∞ = 0, 0.5, 1. The final time is tn = T = 1.
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