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Abstract
We review some examples of computing or bounding the long-time growth of vorticity in Euler ﬂows under various assump-
tions. Estimates for axisymmetric ﬂow without swirl, obtained under constraints on vorticity volume and and kinetic energy, are
discussed. Axisymmetric ﬂow with swirl is treated under a truncation equivalent to an axisymmetric ‘stretched’ version of the
Taylor-Green problem. The close relation of ﬂows with swirl to 2D Boussinesq convection is used to give some examples of peri-
odic ﬂows developing arbitrarily large vorticity in a bounded domain. Finally, a moving line problem is introduced which produces
ﬁnite time singularities. It is noted that locally 2D vortex structures of the kind obtained in the growth estimates without swirl
motion could be consistent with the equations of motion of the line, but no computable examples of this are known.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of K. Bajer, Y. Kimura, & H.K. Moffatt.
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1. Introduction
Consider a vortex line, parametrized by a Lagrangian parameter s0, moving in time such that a point x(t, s0)
satisﬁes
∂x
∂t
= u = un+ vb+ wt, (1)
exhibiting the Frenet-Serret components u, v, w of a globally deﬁned velocity ﬁeld u. The tangential component of
the s0 derivative of (1) then yields, by the Frenet-Serret formulae,
∂J
∂t
= −uκJ + ∂w
∂s
J, (2)
where J = ∂s∂s0 is the Jacobian of the line, measuring the growth of line length by stretching, and κ is the curvature.
To obtain (2) one notes that dx = ds t so that the s0-derivative of (1) yields∂J∂t t+ J
∂t
∂t . Since
∂t
∂t is orthogonal to t,
the tangential components yield (2).
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Of course from (2) we see that, strictly speaking, vorticity cannot stretch itself, in the sense that the stretching of
a given line occurs because of the velocity ﬁeld created by nearby vorticity. Our title must be understood to apply
to some open region of vorticity. We also see that stretching can occur in two distinct ways, either by the normal
motion of a line having curvature, which might be termed ‘expansive stretching’, or else by variation of the tangential
velocity, which we may call ‘shear stretching’. Both terms are important in most Euler ﬂows. Expansive stretching is
the focus of many numerical studies involving anti-parallel vortex tubes. Shear stretching occurs when a vortex tube
is ‘pinched’, reducing the cross-sectional area while maintaining a ﬁxed vorticity ﬂux.
We discuss in this paper the question of how fast a vortex line can lengthen within some open set of vorticity.
A portion of the work summarized below has appeared elsewhere [3],[9]. Euler’s equations for an incompressible
inviscid ﬂuid apply throughout, with stratiﬁcation of density allowed in §4. A representative problem is considered in
the next section, namely axisymmetric ﬂow without swirl. In that case global regularity in time is known to prevail,
and we seek a bound on vorticity growth as t → ∞. The corresponding problem with swirl is taken up in §3. There
global regularity is not assured, and the issue of a ﬁnite-time singularity in this geometry has not been resolved.
We focus here on a previous example of breakdown to fully three-dimensional ﬂow from a quasi-two-dimensional
initial condition analogous to that of Taylor and Green, and observe that before the breakdown of the approximation,
vorticity grows at a rate consistent with singularity formation according to the Beale-Kato-Majda condition [1].
In §4 we consider an example of time-periodic 2D ﬂow of a Boussinesq stratiﬁed ﬂuid in a bounded domain which
can develop arbitrarily large vorticity through boundary interaction. While not itself an example of vortex stretching,
we invoke the well-known analogy between stratiﬁed ﬂow and axisymmetric ﬂow with swirl. Lastly, we mention a
moving-line problem which does lead to a ﬁnite-time singularity and has features suggestive of the line stretching in
three dimensions associated with anti-parallel vortex structures.
Although it is not appropriate to attempt to summarize here the considerable research effort associated with the
Euler and Navier-Stokes singularity problems (but see [2] for an excellent review), the present considerations are
largely motivated by a desire to understand how various constraints inﬂuence the maximal vorticity growth. The hope
is that such investigations will either point the way towards a likely candidate for a singularity, or else clarify the
mechanism or mechanisms by which ﬁnite-time singularities are expelled from the ﬂuid dynamics.
2. Axisymmetric ﬂow without swirl
In terms of the cylindrical components of velocity u = urir + uθiθ + uziz the axisymmetric Euler equations have
the vorticity form
Dr−1ωθ
Dt
= r−2
∂u2θ
∂z
, ωθ =
∂ur
∂z
− ∂uz
∂r
, (3)
D(ruθ)
Dt
= 0,
D
Dt
=
∂
∂t
+ ur
∂
∂r
+ uz
∂
∂z
, (4)
∂rur
∂r
+
∂ruz
∂z
= 0. (5)
Here uθ is the swirl velocity component. If swirl is zero the vortex lines are rings with common axis z, and (3)
then implies that r−1ωθ is a material invariant, so that vorticity at a given ﬂuid element is proportional to ring radius.
Another important invariant of Euler ﬂows generally, which will be important here, is the volume of the support of
the vorticity. We are interested in the initial-value problem in R3 with initial vorticity having ﬁnite support.
A proof of the global regularity in time of axisymmetric ﬂow without swirl is given in [3], where an exponential
bound in time for ωθ is derived. The proof utilizes the above invariants as well as the basic order of the decay of the
Biot-Savart kernel, but not the detailed structure of the kernel. To see how this additional information might be used,
consider a particular vortex ring, which we shall refer to as the ‘core ring’, and ask how fast that ring can be expanded
by the vorticity supplied by the initial condition. Assuming that initially |r−1ωθ| ≤ C, we observe that the only way
the ring can be stretched by the action of the vorticity is for a toroidal ‘cocoon’ of vortex rings to induce a radial
velocity at the core ring. As the core ring expands, the maximal stretching can be achieved by it carrying the cocoon
along with it. We show in [3], using only the vortical and volume invariants in an optimization problem, that the core
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ring radius can grow at most as a multiple of t2, where the factor depends only on the initial vorticity. The cocoon
evolves as a toroidal structure with a ‘ﬁgure-of-eight’ cross-section, with the core ring at the crossover and vorticity
±Cr in the two lobes.
This bound on growth can easily be understood dimensionally. The vorticity within each lobe increases in absolute
value like r, while the cross-sectional radius of a lobe decreases as r−1/2 by volume invariance. The velocity induced
by each lobe at the core ring (position r) is thus proportional to r1/2. Thus at the current position the core ring moves
so that dr/dt is proportional to r1/2, leading to maximal growth like t2.
However note that, since velocity goes as r1/2, total kinetic energy grows in proportion to the core ring radius. An
improved bound can however be similarly derived by imposing both the volume and energetic constraints, but this
requires that the cocoon volume decrease as r−1/2, leading to a cross-sectional area going as r−3/4 [3]. The missing
vorticity volume is extruded from the cocoon as a thin sheet which does not affect the total energy of the structure,
leading to a ‘tadpole’ cross-section. The resulting bound on vorticity growth is proportional to t4/3.
It is interesting that both of these optimization problems involve a cocoon which consists of anti-parallel vortex
tubes in close proximity, this being a favoured conﬁguration for reaching signiﬁcant vortex stretching in three di-
mensions [4],[5],[6], [7],[8]. Also the ‘tadpole’ shape obtained under conservation of energy, involving a shrinking
head and a thin extruded tail, is reminiscent of the deformed vortex cores obtained in simulation, see e.g. [7]. We
conjecture that the bound can be reduced further, perhaps to a multiple of t, by closer attention to the dynamics of core
deformation. We are not aware of any numerical study of long-term growth of vorticity in axisymmetric ﬂow without
swirl, but such results would be very helpful.
3. The effect of swirl
If uθ = 0 in the axisymmetric case, vorticity growth can be much faster, and the question of global existence
is still open, with signiﬁcant growth observed in numerical simulations [3]. The vorticity vector is (ωr, ωθ, ωz) =
(−∂uθ∂z , ∂ur∂z − ∂uz∂r , 1r ∂ruθ∂r ). There are now three mechanisms of vortex stretching: (i) advection of ruθ toward the
axis of symmetry, given the material invariance of ruθ; (ii) creation of ωθ from the z derivative of u2θ, see (3); (iii)
expansive stretching of ωθ, as in ﬂow without swirl.
We consider here one aspect of this class of ﬂows which we feel deserves emphasis and is strongly dependent upon
the presence of swirl. We want to indicate how rapid growth of vorticity, consistent with a ﬁnite-time singularity, can
arise falsely owing to special assumptions regarding the geometry of the initial velocity ﬁeld. For simplicity we shall
not deal with the full 3D problem, but rather pass to the limiting case of axisymmetric ﬂow with swirl applicable to a
distant annular region of space. The resulting model is equivalent to 2D Boussinesq convection of an inviscid stratiﬁed
ﬂuid. To derive this limit, we restrict ﬂow to a toroidal domain located a distance R from the axis of symmetry, and,
with uz = r−1ψr, ur = −r−1ψz , we set
1
2
r2 =
1
2
R2 −Ry, r−1∂r → −∂y, z = x, ψ → −Rψ, ur → −v, uz → u, r2u2θ → R3ρ. (6)
Then, we obtain in the new variables the following system resembling a perturbed 2D system:
D
Dt
[ 1
1− 2y/Rψxx + ψyy
]
=
1
(1− 2y/R)2 ρx,
Dρ
Dt
= 0, (7)
where
D
Dt
= ∂t + u∂x + v∂y, (u, v) = (ψy,−ψx). (8)
The limit as R → ∞ is the 2D Boussineq model. In terms of momentum the system is
Du
Dt
+ px = 0,
Dv
Dt
+ py = −ρ, Dρ
Dt
= 0. (9)
We shall replace the radial momentum equation by the reduced equation
∂p
∂y
= −ρ. (10)
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The radial acceleration is thus neglected. We remark that the truncated equations can be obtained from (9) by ‘stretch-
ing’ in the x-direction, under the limit process  → 0 in the variables v¯ = −1v, x¯ = x, t¯ = t with u, p, ρ unscaled.
Other truncations of Euler have been used to facilitate vortex stretching [10]. The calculations below essentially
follow the analysis in [9].
We consider ﬂow in the domain −∞ < x < +∞, 0 ≤ y ≤ 1 with the initial conditions u = v = 0, ρ = sin2 x.
This corresponds in the Euler ﬂow to a z-dependent initial swirl in an annulus, and is an axisymmetric, annular version
of the simplest Taylor-Green initial condition. That is, while the original Taylor-Green initial condition is periodic
in 3-space, there exists a fundamental tubular domain with square cross-section bounded by invariant orthogonal
planes. It is this tube which is here replaced by an isolated cylindrical tube. The Taylor-Green problem has received
considerable attention in studies of vorticity growth [2].
We introduce mixed Eulerian-Lagrangian variables for studying this problem. Consider the function η(η0, x, t)
satisfying the partial-differential equation
∂η
∂t
+ u(x, η, t)
∂η
∂x
≡ Dη = v(x, η, t), (11)
with initial condition η(η0, x, 0) = η0. Using
∂
∂t
∣∣∣
η0,x
=
∂
∂t
∣∣∣
η,x
+
∂η
∂t
∣∣∣
η0,x
∂
∂η
∣∣∣
x,t
, (12)
an analogous formula for the x-derivative, and ∂∂η =
∂η0
∂η
∂
∂η0
, we derive
ut + uux + Px − J−1pη0 = 0, (13)
where J = ∂η∂η0 and the partials are in η0, x, t. We also have pη0 = Jρ. Now note that
DJ = ∂v
∂η0
− ∂u
∂η0
∂η
∂x
= −
[∂u
∂x
∣∣∣
η,t
− ∂u
∂η
∣∣∣
x,t
∂η
∂x
∣∣∣
η0,t
]
J = −∂u
∂x
∣∣∣
η0,t
J.
We assume that the ﬂow prior to any breakdown is analytic and can be expanded as follows near the point (x, η0) =
(0, 0):
(p, ρ) = x2
(
P (η0, t), R(η0, t)
)
+O(x4), u = xU(η0, t) +O(x
3) J = G(η0, t) +O(x
2). (14)
These expansions follow from the initial condition and symmetry. Thus
Ut + U
2 + 2P = 0, Rt + 2UR = 0, Gt + UG = 0, Pη0 = −RG. (15)
In particular, R = G2 since both are unity at t = 0. Numerical solutions of the resulting boundary-value problem
were given in [9], which indicated a ﬁnite-time singularity. We indicate here the form of this breakdown, in terms of
similarity variables. Let
(U,G) = (t∗ − t)−1(U∗(σ), G∗(σ)), P = 1
2
(t∗ − t)−2P ∗(σ) σ = 2(t∗ − t)−1η0, (16)
which is a variant of Leray scaling [11]. Then we have
(σU∗)σ + (U∗)2 + P ∗ = 0, (σG∗)σ + U∗G∗ = 0, P ∗σ = −(G∗)3. (17)
We assume σ(G∗σ, U
∗
σ) vanishes as σ → 0. Then (17) implies U∗(0) = −1, P ∗(0) = 0, and we ﬁnd
G∗ = G0 + o(1), U∗ = −1−G20(σ log σ + kσ) + o(σ), P ∗ = −G30σ + o(σ). (18)
The constants G0, k are undetermined but can be ﬁtted to the numerical solutions [9].
The point we want to emphasis is that this is a ‘false’ singularity. The breakdown is one of an approximate
‘stretched’ geometry, to a ﬂow that is no longer slowly-varying in x. As the singularity is approached, the neglected
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radial inertia becomes important in the momentum balance. We are assured that the singularity is false because of the
non-existence of ﬁnite-time singularities with locally self-similar form [12].
Physically, this blow-up results here from downward advection which sets up a ﬂow along the bottom wall toward
the planes of vanishing initial ρ. This ﬂow concentrates the lines of constant ρ near these planes, generating vorticity.
The analogous breakdown for axisymmetric ﬂow with swirl , with say uθ = sin z initially, occurs in a similar way.
The large centrifugal pressure midway between the planes of of zero initial swirl, drives a ﬂow toward these planes,
where pressure is smaller. As a result the radial vorticity intersecting the outer wall is intensiﬁed.
4. Pendulum ﬂows of a Boussinesq ﬂuid
We now investigate Boussinesq convection in a bounded domain. The vorticity equation is
Dω
Dt
= −ρx, ω = vx − vy. (19)
Our basic starting point is a simple exact solution representing a stratiﬁed ﬂow in an elliptic cylinder, generalizing the
pendulum ﬂow within a circular cylinder considered by Majda & Shefter [13]. The boundary of the domain will be
x2/a2 + y2/b2 = 1. To ﬁx ideas, suppose that at some time t, we have ∇ρ = αe, u = v = 0, where α(t) is positive
and e = sin θ(t) i − cos θ(t) j is a unit vector. The direction of e is thus that of the pendulum rod oriented toward
the bob. According to the vorticity equation, Dω/Dt = α sin θ, independent of space, so we postulate that ω = ω(t).
Since ω = −∇2ψ, we must have
ψ == −1
4
ω(t)(x2 + y2) + ψh, (20)
where ψh is harmonic. Since we are dealing with an elliptical domain, we see immediately that we must have
ψh = c(t)(x
2 − y2). To make the resulting streamlines contain the boundary contour, we obtain
c = −ω
4
(b2/a2 − 1
b2/a2 + 1
)
≡ −ω
4
γ, (21)
and the velocity ﬁeld is
(u, v) = (−ω
2
(1− γ)y, ω
2
(1 + γ)x). (22)
Then Dρ/Dt = 0 is satisﬁed provided that
d(α sin θ)
dt
=
ω
2
(1 + γ)α cos θ,
d(α cos θ)
dt
= −ω
2
(1− γ)α sin θ. (23)
Thus we obtain the third-order system
dω
dt
= −α sin θ, dθ
dt
=
ω
2
(1 + γ cos 2θ),
dα
dt
=
ω
2
γα sin 2θ. (24)
We consider initial conditions
ω(0) = 0, θ(0) = θ0, π ≤ θ0 ≤ π, α(0) = α0 > 0. (25)
We can immediately integrate the ratio of dα/dt to dθ/dt to obtain
α/α0 =
(1 + γ cos 2θ0)
1
2
(1 + γ cos 2θ)
1
2
. (26)
Also the middle equation of (24) may be written
2√
1− γ2
dΘ
dt
= ω, Θ(θ) = tan−1
[√1− γ
1 + γ
tan θ
]
, −π/2 < θ < π/2. (27)
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Fig. 1. ω(t) (solid), θ(t) (dashed), and α(t) (dotted), for ω(0) = 0, θ0 = π/2, α0 = 1, γ = −0.7.
Using (26) in the ﬁrst of (24) we have
dω
dt
= −α0 (1 + γ cos 2θ0)
1
2
(1 + γ cos 2θ)
1
2
sin θ ≡ −g(θ) ≡ −G(Θ), (28)
using the fact that we may invert to obtain θ(Θ).
Thus we have a Hamiltonian system
dΘ
dt
=
√
1− γ2
2
ω,
dω
dt
= −G(Θ), (29)
with Hamiltonian H =
√
1−γ2
4 ω
2 +
∫
GdΘ.
We show an example of the periodic solutions in ﬁgure 1. During an oscillation with γ < 0, θ0 = π/2, ω0 = 0, the
maximum value of α occurs when θ = 0, where
α
α0
=
(1− γ
1 + γ
) 1
2
=
√
a/b → ∞ as b/a → 0. (30)
The time T/4 taken to move from rest at θ = θ0 = π/2 to θ = 0 with α0 = 1 can be obtained in the Hamiltonian
formulation and is given by
T/4 =
∫ π/2
0
(1− γ2)−1/4 dΘdθ√∫ π/2
θ
G(Θ)dΘ/dθdθ
dθ. (31)
After some reduction we obtain an asymptotic estimate
T ∼ 2π3/2(Γ(3/4))−2√a/b as γ → −1. (32)
Next consider the growth of ω. Let ω0 = 0, θ0 = π/2, α0 = 1. Then it is straightforward to use (24) and (26) to
obtain ω at θ = 0 as
ω2 = 4
∫ π/2
0
sin θ(1− γ)1/2
(1 + γ cos 2θ)3/2
dθ ∼ 2a/b, 1 + γ 
 1. (33)
Thus arbitrarily large ω is attained for large a/b. Note that in the context of stratiﬁed ﬂuid ﬂow the vorticity is
generated by the baroclinic term of (19). If viewed as a 3D Euler ﬂow, the baroclinic term refers to the right-hand
side of (3). This term forces ωθ/r. and can be shown to consist of two equal contributions, one from the θ-component
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of −Dω/Dt, describing the rotation of the vorticity vector by the swirl, and the other from the θ-component of the
vortex stretching term ω · ∇u giving the effect of the z-derivative of swirl on ω z .
We indicate without details some further properties associated with modiﬁcations of this basic pendulum oscilla-
tion. If the elliptical boundary is deformed slightly, the boundary perturbations create internal waves on the stratiﬁed
ﬂuid. For example, consider small oscillations about θ = 0 and linearize the system for small perturbations about
ρ = −y say. The pendulum oscillation is θ =  cos t√(1 + γ)/2, and boundary perturbations of order δ produce
internal waves of order δ, with the same temporal period as the pendulum oscillation. These waves satisfy a linear
equation for the streamfunction ψ:
∂2t∇2ψ + ∂2xψ = 0. (34)
With ψ = eit
√
(1+γ)/2Ψ, we see that
(1− γ)Ψxx − (1 + γ)Ψyy = 0. (35)
Thus we have a wave equation, and we ﬁnd that Dirichlet conditions apply at the elliptical boundary. Depending on the
conditions, either a solution may exist and be unique, or there may be many solutions, or there may be no (periodic)
solution. We have done calculations in the latter case, using Laplace transforms, which indicate that as t → ∞ the
spatial structure of the waves evolves to ever smaller scales. These features occur in many problems involving inertial
waves in a bounded domain.
Also one can introduce body forces corresponding to the neglected terms in the 3D Euler problem, in passing to the
Boussinesq limit. The leading terms produce perturbations of order 1/R, satisfying a system of ODEs having periodic
coefﬁcients determined by the underlying pendulum ﬂow. This opens the possibility of exponential growth calculable
by a Floquet analysis. Of course the numerical study of the perturbed nonlinear problem offers the intriguing pos-
sibility of breaking waves and the resulting mixing of the stratiﬁed ﬂuid, see [13] for a discussion of the cylindrical
case. This can produce small scale and enhanced vorticity, but at the same time the mixing will affect the pendulum
oscillation. Interpreting this in the terms of 3D Euler, the ‘large eddy’ pendulum ﬂow could feed the creation of
smaller eddies in the manner of a turbulent cascade. The ultimate vorticity growth available in this bounded system
remains unknown.
5. Expansive stretching in 3D Euler: a moving-line problem
We now want to consider the main problem of interest, namely the stretching rate available available in 3D Euler.
We shall restrict our discussion to expansive stretching by anti-parallel vortex structures symmetric with respect to a
plane, as for example in [6]. First, however, we treat a moving- line problem in the plane of symmetry. We shall later
want to regard the line as the ‘center’ of a concentrated, locally 2D vortex structure. We consider a planar curve C(t)
having arclength s. Let s0 again be a Lagrangian coordinate on the curve, and suppose that the curve moves normal
to itself according to
∂x
∂t
∣∣∣
s0
= U(s0, t)n. (36)
Note that U < 0 for expansive stretching. The equations of motion of the curve can be expressed for given U as a pair
of equations for the Jacobian J = ∂s∂s0 (s0, t) and the curvature κ(s0, t):
∂J
∂t
∣∣∣
s0
= −JUκ, (37)
∂κ
∂t
∣∣∣
s0
− κ2U − Uss = 0. (38)
These equations are obtained from two differentiations of (36) with respect to s0.
We now deﬁne our model by the stipulation that J and U are related by the response of the local vortex structure
to expansive stretching. The relation we adopt is
J = α′(s0)(−U)β . (39)
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Fig. 2. zτγ−1 versus xτγ−1 in the (z, x) plane, for the case β = 2, γ = 1
9
(1 +
√
19).
Here β > 0 and α is a function, vanishing at s0 = 0, which is determined by the initial variation of vortex structure
along the line. With these assumptions J, κ can be eliminated in favor of U , the latter now satisfying the following
partial-differential equation in t and s0:
Utt + (β − 2)U
2
t
U
+
U2
βα′(s0)(−U)β
∂
∂s0
1
α′(s0)(−U)β
∂U
∂s0
= 0. (40)
We note that if the local vortex structure follows the growth of our optimal axisymmetric structure without swirl under
only the volume restriction, then β = 2. An example would be the Chaplygin-Lamb vortex dipole (see e.g. [14],
§7.3). Adding locally constant energy yields our alternate optimal vortex structure and a value β = 4. If in fact U
were independent of stretching then β = ∞ and the line moves as a light front.
Of course there is no reason why (39) should involve only a power, but this choice leads to a remarkable similarity
structure. Set
U = −τ−γg(σ), σ = α(s0)τ−μ, (41)
where τ = −t, t < 0. We shall see that γ will lie in the interval [1/2, 1). This structure will be shown to produce a
point singularity of inﬁnite J at t = 0, involving only a ﬁnite amount of total line stretching.
Substituting (41) into (40) we obtain a consistent similarity provided that
μ = (β − 1)γ + 1. (42)
The equation for g can then be integrated once. Applying the normalization g(0) = 1 and the condition g′(0) = 0 (a
symmetry condition), we obtain, after a ﬁrst integration,
μγσgβ−1 + σ2μ2gβ−2g′ +
1
β
g′
gβ
= 0, (43)
and after a second:
μβσ2g
2μ
γ + g
2
γ = 1. (44)
Let us regard C as oriented so that at σ = 0, t points in the direction of the positive x-axis. With this orientation we
show an example of C in ﬁgure 2. The curve asymptotes the straight line making an angle γπ2
√
β
μ with the z−axis.
To ensure that the stretching attains local two-dimensionality asymptotically as t → 0−, we compare the order
of transverse dimensions of the vortex structure with the radius of curvature of the line. By conservation of volume,
the former go as |J |−1/2 and so by (39) and (41) are O(τγ). To estimate κ, we use (37) and obtain κ ∼ O(τγ−1).
By requiring that 1/2 < γ < 1 we obtain a curvature singularity while maintaining a radius of curvature arbitrarily
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large compared to the thickness of the vortex structure as t → 0− This ordering is thus compatible with the BKM
condition since vorticity is O(τ−2γ). In addition to this curvature condition, local two-dimensionality requires that
the scale over which the structure changes with respect to arc length be small compared to the structure diameter. This
condition must be enforced by the initial conditions.
We remark that the boundary case γ = 1/2 remains of interest, since it may be possible to introduce parameters
which allow control over local two-dimensionality. This case is currently being studied.
We now show that the total stretching obtained at the singularity is ﬁnite provided that γ < 1. We ﬁrst note from
(44) that
g = (μβ)−
γ
2μσ−
γ
μ +O(σ−
2+γ
μ ). (45)
Now the stretching occurring between arc length zero and some ﬁxed Lagrangian point s0 is, recalling σ = α(s0)/τμ,
S(s0) = τ
μ−βγ
∫ σ
0
gβ(ζ)dζ = τμ−βγ
∫ σ
0
[gβ(ζ)− (μβ)− γβ2μ ζ− βγμ ]dζ + cαμ−βγμ
∼ cαμ−2γμ as τ → 0, (46)
where c is a constant and we use μ− βγ > 0 when γ < 1.
5.1. The difﬁculties
The numerical simulations of vorticity growth in anti-parallel vortex structures are not suggestive of local two-
dimensionality, and there tends to be ﬂattening of the vortex cores along with the core deformation associated with
stretching. Nevertheless it is worth asking whether or not a kind of dynamic model can be constructed analytically
based on a locally 2D geometry, even though such a construct would likely be highly unstable. The fact that simple
volume conservation need not conserve energy would imply that variations in s0 would have to be such as to supply the
ﬁnite energy needed to reach the singularity. (It is intriguing to consider this as a mechanism for energy ‘disappearing
into a singularity’.)
We discuss here only the asymptotic case γ > 1/2. The direct approach is to set up an initial condition at some time
t0 < 0, then follow it in time to t = 0. It is easy to see that if the vortex structure conforms to the singularity of the
moving line, then in the singular region σ ∼ O(1), lateral dimensions shrink as τγ , vorticity grows as τ−2γ , the local
streamfunction ψ is O(1), and the dominant terms in the equations of motion correspond to steady two-dimensional
ﬂow in a plane P(σ) orthogonal to C(t) at σ:
u · ∇P(ω,w) = 0. (47)
Thus (ω,w) are arbitrary functions of ψ, τ, σ. Also another (slow) time variable, τ˜ = log τ , must be included in gen-
eral. These dependencies must be determined by solvability conditions on second-order terms, and these depend on
the nature of the streamline pattern [9]. For example the second-order terms (ω1, w1) satisfy equations forced by func-
tions which include (−ωt,−wt) =
(
O(τ−2γ−1), O(τ−γ−1)
)
whereas the dominant terms are
(
O(τ−4γ , O(τ−3γ)
)
.
The second-order terms are therefore smaller by a factor τ2γ−1 = o(τ). This ordering carries over to all terms. The
problem now is two-fold. First, the evolution equations for the zeroth-order terms, which take the form of of gener-
alized differential equations [9], are involved and must be tackled numerically. If for example the initial condition is
taken to be locally a Chaplygin-Lamb vortex dipole, the solvability conditions involve contour integration around the
contours of the two eddies comprising the dipole, relative to the moving coordinate system. Second, the geometry
of the line C is no longer determined by a simple law such as (39), but now is linked to the local, evolving vortex
structure.
The view that singularity formation must come to a halt could then be justiﬁed by invoking two physical processes
that are surely part of the evolution just described. The deformation of the vortex ‘cores’, i.e. the regions of most
intense vorticity, could arrest the motion (here modeled by β → ∞). Also, regions of enhanced stretching would
be regions of high velocity, and thus by Bernoulli’s theorem regions of low pressure. The resulting axial pressure
gradients then become an essential part of the process and could prevent a singularity. Some preliminary approximate
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calculations suggest however that core deformation is the more likely culprit if a singularity is not formed. Also core
deformation could supplement area reduction due to stretching, so it is not at all clear whether axial ﬂow would be
into or out of a developing point of intense vorticity.
In summary, this review has dealt with a few areas where some analysis of vortex stretching in models of three-
dimensional Euler ﬂow is possible. The underlying motivation is the issue of the global regularity of 3D Euler ﬂow.
All arguments suggestive of a ﬁnite-time singularity fail to deal fully with the non-linear dynamics associated with
vortex stretching. If global regularity indeed prevails, then it will be important to understand the undoubtedly subtle
mechanisms that inevitably limit the growth of vorticity. There remains however the prospect that analysis may play
a role in constructing a singular ﬂow, however unstable and numerically elusive it may be.
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