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Abstract
The (1+1)-dimensional nonlinear boundary value problem, modeling the process of
melting and evaporation of metals, is studied by means of the classical Lie symmetry
method. All possible Lie operators of the nonlinear heat equation, which allow us to
reduce the problem to the boundary value problem for the system of ordinary differential
equations, are found. The forms of heat conductivity coefficients are established when the
given problem can be analytically solved in an explicit form.
1 Introduction
It is well-known that processes of melting and evaporation of metals in the case where their
surface is exposed to a powerful flux of energy are described by a nonlinear boundary value
problem of the Stefan type [1–4]. In the (1+1)-dimensional case the relevant boundary value
problem (BVP) reads as [5–7]:
∂
∂x
(
λ1(T1)
∂T1
∂x
)
= C1(T1)
∂T1
∂t
, 0 < S1(t) < x < S2(t), (1)
∂
∂x
(
λ2(T2)
∂T2
∂x
)
= C2(T2)
∂T2
∂t
, x > S2(t), (2)
x = S1(t) : λ1(T1)
∂T1
∂x
=
dS1
dt
Hv − q(t), (3)
x = S1(t) : T1 = Tv, (4)
x = S2(t) : λ2(T2)
∂T2
∂x
= λ1(T1)
∂T1
∂x
+
dS2
dt
Hm, (5)
x = S2(t) : T1 = T2 = Tm, (6)
x = +∞ : T2 = T0, (7)
where Tv, Tm, T0 are the known temperatures of evaporation, melting, and solid phase of
metal, respectively; λk are thermal conductivities; Ck, Hv, Hm are specific heat values per
unit volume; q(t) is a function presenting the energy flux being absorbed by the metal; Sk
are the phase division boundary coordinates to be found; dSk
dt
are the phase division boundary
velocities; Tk(t, x) are unknown temperature fields; and index k = 1, 2 corresponds to the liquid
and solid phases, respectively.
In this BVP with moving boundaries, Eqs. (1) and (2) describe the heat transfer process in
liquid and solid phases, respectively, the boundary conditions (3) and (4) present evaporation
dynamics on the surface S1, and the boundary conditions (5) and (6) are the well-known Stefan
conditions on the surface S2 dividing the liquid and solid phases. Assuming that the liquid
1
phase thickness is considerably less than the solid phase thickness, one may use the Dirichlet
condition (7). It should be stressed that we neglect the initial distribution of the temperature
in the solid phase and consider the process at that stage when two phases already take place.
This means that we start to describe the process at time t = t∗ > 0 when
T1 = Tl(t), T2 = Ts(t),
where Tl(t) and Ts(t) are non-constant functions, which are defined by the solutions of the
problem (1)–(7).
The simplest realistic case of this BVP with moving boundaries occurs under the assumption
q(t) = const when the process has a long quasistationary phase after a short transient phase
for t ∈ (0, t∗). It means that the unknown functions S1 and S2 are linear with respect to the
time if t > t∗ and S2 − S1 = const; therefore, the BVP (1)–(7) can be reduced to the problem
for ordinary differential equations by ansatz
T1 = T1(z), T2 = T2(z), z = x− vt,
where v = dS1
dt
= dS2
dt
> 0 is an unknown phase division boundary velocity. It turns out that the
BVP obtained can be exactly solved in an implicit form; moreover, the solution is expressed in
an explicit form for a wide range of functions λk and Ck [5, 7]. Note that the case of constant
values λk and Ck, i.e. the fact that Eqs. (1) and (2), are linear heat equations, was considered
in the pioneering paper [8].
This paper is devoted to finding new reductions of the nonlinear BVP (1)–(7) to the simpler
problems and to constructing their exact solutions. The main idea is to apply the classical
Lie symmetry method [9–11]. In section 2, all possible Lie operators of the nonlinear heat
equations (1) and (2), which allow us to reduce the problem to the BVP for an ordinary
differential equation system, are found. In section 3, the forms of the coefficients arising in
BVP (1)–(7) are established when the boundary value problems obtained in section 2 can
be analytically solved in an explicit form and the relevant exact solutions are constructed.
Application of the exact solution obtained in the case of linear basic equations (see Eqs. (1)
and (2) with constant coefficients) is presented to calculate the temperature fields and phase
division boundary coordinates for the parameters, which are typical for aluminium. Section 4
concludes the paper.
2 Reduction of the problem to the nonlinear BVP for
the system of ODEs
It can be noted that BVP (1)–(7) can be simplified if one applies the Kirchhoff substitution
u =
T1∫
0
C1(T1) dT1, v =
T2∫
0
C2(T2) dT2. (8)
Substituting (8) into (1)–(7) and making the relevant calculations, we arrive at the equivalent
BVP of the form
∂u
∂t
=
∂
∂x
(
d1(u)
∂u
∂x
)
, t > 0, S1(t) < x < S2(t), (9)
2
∂v
∂t
=
∂
∂x
(
d2(v)
∂v
∂x
)
, t > 0, x > S2(t), (10)
x = S1(t) : d1(u)
∂u
∂x
=
dS1
dt
Hv − q(t), (11)
x = S1(t) : u = u1, (12)
x = S2(t) : d2(v)
∂v
∂x
= d1(u)
∂u
∂x
+
dS2
dt
Hm, (13)
x = S2(t) : u = u2, v = v2, (14)
x = +∞ : v = v0, (15)
where d1(u) =
λ1(T1)
C1(T1)
, d2(v) =
λ2(T2)
C2(T2)
.
Now one can see that BVP (9)–(15) is based on the standard nonlinear heat equations (9)
and (10). We want to find all possible reduction of this BVP to a nonlinear BVP based on
ODEs (not PDEs !) using the known Lie symmetry operators of the nonlinear heat equation
(NHE). We start from theorem 1 that gives strong restrictions on the form of Lie symmetry
operators.
Theorem 1 A Lie symmetry operator of NHE
∂u
∂t
=
∂
∂x
(
d(u)
∂u
∂x
)
, d(u) 6= const (16)
reduces this equation together with the moving boundary conditions
x = S1(t) : u = u1, x = S2(t) : u = u2, (17)
where Sk(t) are unknown non-constant functions while u2 > u1 are the given constants, to an
ODE with the relevant boundary condition iff the operator in question up to local transformations
x→ x+ x0, t→ t+ t0 (x0 ∈ R, t0 ∈ R) is equivalent either to
X1 = ∂t + µ∂x, µ ∈ R (18)
or to
X2 = 2t∂t + x∂x. (19)
Proof. The group classification of NHE (16) is well-known [9]. If d(u) is an arbitrary function,
then the maximal algebra of invariance (MAI) is generated by the basic operators 〈∂t, ∂x, 2t∂t+
x∂x〉. There are three special cases of extension of this three-dimensional algebra (see table 1).
Table 1. Lie algebras of NHE (16).
No. The form of NHE MAI
1. ut = (e
uux)x 〈∂t, ∂x, 2t∂t + x∂x, x∂x + 2∂u〉
2. ut = (u
kux)x, k 6= 0,−43 〈∂t, ∂x, 2t∂t + x∂x, kx∂x + 2u∂u〉
3. ut = (u
− 4
3ux)x 〈∂t, ∂x, 2t∂t + x∂x,−43x∂x + 2u∂u, x2∂x − 3xu∂u〉
Each NHE that admits four- or five-dimensional Lie algebra is reduced to one of those from
table 1 by the equivalence transformations
t¯ = e0t + t0, x¯ = e1x+ x0, u¯ = e2u+ u0, (20)
3
where e0, t0, e1, x0, e2, and u0 are arbitrary group parameters.
According to the Lie theory, each linear combination of the Lie symmetry operators allow us
to reduce the relevant NHE to an ODE; however, we also need the correctly-specified reduction
of the moving boundary condition (17).
Let us consider an arbitrary function d(u) and assume d(u) 6= eu, uk. In this case, the most
general form of the Lie symmetry operator is
X3 = (λ1 + 2λ3t)∂t + (λ2 + λ3x)∂x. (21)
Hereinafter, λ with indices are arbitrary constants. It is well-known that operator (21) up to
local transformations of NHE (16)
x→ x+ x0, t→ t+ t0 (x0 ∈ R, t0 ∈ R) , (22)
which is a subset of (20), can be reduced either to form (18) (if λ3 = 0) or (19) (if λ3 6= 0).
Note that the case λ3 = 0 and λ1λ2 = 0 leads to the ansatz, which contradicts the moving
boundary condition (17).
Moreover, transformations (22) preserve the form of condition (17) (up to new notations).
Examination of operator (18) immediately leads to the result of paper [7] because it generates
the plane wave ansatz
u(t, x) = U(z), z = x− µt, (23)
which leads only to the linear form of the function S(t) in (17).
Examination of operator (19) immediately leads to the ansatz
u = u(ω), ω =
x√
t
. (24)
Using the second formula from (24), one sees that the moving boundary conditions (17) take
the form ω = Sk(t)√
t
: u = uk (k = 1, 2). Since these equalities must take place for arbitrary time
t > t∗, we arrive at the conditions
Sk(t)√
t
= ωk, (25)
where ωk are unknown constants.
Thus, ansatz (24) reduces problem (16) and (17) to the problem
(d(u)uω)ω +
ω
2
uω = 0, (26)
ω = ω1 : u = u1, (27)
ω = ω2 : u = u2, (28)
if the moving boundary conditions (17) take the form
x = ωk
√
t : u = uk. (29)
If NHE admits four- or five-dimensional Lie algebra, then one can reduce to the form listed
in case 1, 2 or 3 of table 1 by the substitution u¯ = e2u+ u0, e2 6= 0 (see (20)). Simultaneously,
conditions (17) take the form
x = S1(t) : u¯ = e2u1 + u0 = u¯1, x = S2(t) : u¯ = e2u2 + u0 = u¯2,
4
where u¯1 − u¯2 6= 0. Thus, we arrive at the same problem (16) and (17) with bars. Hereafter,
bars are omitted so that we need to examine only three cases from table 1.
Let us consider the first case of table 1. Here, the most general form of the Lie symmetry
operator is
X4 = (λ1 + 2λ3t)∂t + (λ2 + (λ3 + λ4)x)∂x + 2λ4∂u. (30)
Clearly, we should assume λ4 6= 0 otherwise we arrive at the previous case (see operator (21)).
Depending on the values of λi (i = 1, 4), the corresponding system of characteristic equations
dt
λ1 + 2λ3t
=
dx
λ2 + (λ3 + λ4)x
=
du
2λ4
(31)
can generate only two types of ansa¨tze
u = F (ω) + Φ(x), (32)
u = F (ω) + Ψ(t), (33)
where F (ω) is a new unknown function of the known variable ω(t, x) and Φ(x) and Ψ(t) are
the known functions. Substituting the first of them into (17) and dealing similar to the case of
operator (24), we arrive at the conclusion that x = Sk(t)→ ω = ωk so that (17) takes the form
ω = ωk : F (ωk) + Φ(Sk(t)) = uk. (34)
Since these equalities must take place for arbitrary time t > t∗, we arrive at the conditions
Φ(x) = Φ(Sk(t)) = Φk = const. So ansatz (32) can be rewritten in the form
u = F ∗(ω), (35)
where F ∗(ω) = F (ω)+Φk. On the other hand, ansatz (35) can be obtained from operator (30)
only under condition λ4 = 0 but we assumed λ4 6= 0. In the quite similar way, one proves that
application of ansatz (33) also leads to the requirement λ4 = 0. Thus, we have shown that
there are no new reductions of problem (16) and (17) in case 1 of table 1.
In case 2 of table 1, the most general form of the Lie symmetry operator is
X5 = (λ1 + 2λ3t)∂t + (λ2 + (λ3 + kλ4)x)∂x + 2λ4u∂u. (36)
Depending on the values of λi (i = 1, 4), the corresponding system of characteristic equations
dt
λ1 + 2λ3t
=
dx
λ2 + (λ3 + kλ4)x
=
du
2λ4u
(37)
can generate only two types of ansa¨tze
u = F (ω) · Φ(x), (38)
u = F (ω) ·Ψ(t). (39)
Nevertheless, these ansa¨tze differ from ansa¨tze (32) and (33); one can deal with them in a quite
similar way. Finally, one arrives at the function restrictions Φ(x) = Φ0 and Ψ(t) = Ψ0 (where
Φ0 = const and Ψ0 = const), which immediately lead to ansatz (35) with F
∗(ω) = F (ω)Φ0 or
F ∗(ω) = F (ω)Ψ0. Thus, there are no new reductions of problem (16) and (17) in case 2 of
table 1.
Examination of case 3 from table 1 is rather cumbersome; however the result is still the
same: problem (16) and (17) with d(u) = u−
4
3 can be reduced to an ODE with the relevant
boundary condition iff the Lie symmetry operator has form (21).
The proof is now completed. 
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Remark 1 To prove the theorem, only the structure of the corresponding Lie ansa¨tze was used.
These ansa¨tze are listed in an explicit form in [12].
Remark 2 One easily checks that operators (18) and (19) reduce problem (16) and (17) to the
linear ODE with the relevant boundary condition also in the case d(u) = const. However, this
is rather a long routine to prove that there are no new Lie symmetry operators providing the
same reductions because the linear heat equation admits infinity-dimensional Lie algebra.
Theorem 2 A Lie symmetry operator of NHE reduces the nonlinear BVP (9)–(15) to a BVP
for two ODEs with the relevant boundary conditions iff the operator in question up to local
transformations x→ x+ x0, t→ t+ t0 (x0 ∈ R, t0 ∈ R) is equivalent either to operator (18) or
to (19) and the functions Sk(t), k = 1, 2, and q(t) have the correctly specified forms
S1 = µt+ ω1, S2 = µt+ ω2, q(t) = q0 (40)
or
S1 = ω1
√
t, S2 = ω2
√
t, q(t) =
q0√
t
, (41)
where µ and ωk k = 1, 2 are to-be-determined constants and q0 is an arbitrary positive constant.
Proof. The proof of this theorem is based on theorem 1. One notes that the nonlinear BVP
(9)–(15) contains NHE (9) with the boundary conditions (12), (14) and NHE (10) with the
boundary conditions (14), (15) so that this BVP can be reduced to a BVP for ODEs only in
the case when the given Lie symmetry operator up to local transformations x → x + x0, t →
t+ t0, x0 ∈ R, t0 ∈ R is equivalent either to operator (18) or to (19).
To complete the proof, we need to check whether these operators correctly reduce the
boundary conditions (11) and (13). In paper [7], this has been shown for operator (18) and it
was established that the phase division lines Sk(t) = µt + ωk, k = 1, 2, where the constants µ
and ωk are to-be-determined.
The application of operator (19) to BVP (9)–(15) leads to the ansatz
u = u(ω), v = v(ω), ω =
x√
t
. (42)
To satisfy the boundary conditions (12) and (14), we obtain the phase division lines of form
(25), i.e.
S1(t)√
t
= ω1,
S2(t)√
t
= ω2, (43)
where ωk, k = 1, 2 are to-be-determined constants. The direct calculations show that ansatz
(42) correctly reduces the boundary conditions (11) and (13) with the restriction (43) if addi-
tionally the energy flux is given by the function
q(t) =
q0√
t
. (44)
Thus, substituting formulae (42)–(44) into BVP (9)–(15) and making the relevant simplifi-
cations, we arrive at the BVP for two ODEs of the form
(d1(u)uω)ω +
ω
2
uω = 0, (45)
(d2(v)vω)ω +
ω
2
vω = 0, (46)
6
ω = ω1 : d1(u)uω =
ω1
2
Hv − q0, (47)
ω = ω1 : u = u1, (48)
ω = ω2 : d2(v)vω = d1(u)uω +
ω2
2
Hm, (49)
ω = ω2 : u = u2, v = v2, (50)
ω = +∞ : v = v0. (51)
The proof is now completed. 
3 Exact solutions of the nonlinear BVP (1)–(7)
It was established in the previous section that ansatz (42) reduces BVP (1)–(7) to the BVP
for two ODEs (45)–(51) under the corresponding restrictions. Nevertheless, BVP (45)–(51) is
much simpler than the original problem, this BVP cannot be exactly solved in the general case
because nonlinear ODEs (45) and (46) are integrable only in special cases. Here, we consider
such cases in details.
First of the all, we introduce new variables using the well-known formulae
U =
u∫
u∗
d1(u) du, V =
v∫
v∗
d2(v) dv, (52)
(we assume that U and V are continuous on [u∗,+∞) and [v∗,+∞), respectively).
The local substitution (52) reduces BVP (45)–(51) to the form
Uωω +
ω
2
D1(U)Uω = 0, (53)
Vωω +
ω
2
D2(V )Vω = 0, (54)
ω = ω1 : Uω =
ω1
2
Hv − q0, (55)
ω = ω1 : U = U1, (56)
ω = ω2 : Vω = Uω +
ω2
2
Hm, (57)
ω = ω2 : U = U2, V = V2, (58)
ω = +∞ : V = V0, (59)
where the functions U(ω), V (ω) and constants ω1, ω2 are found and D1(U) =
1
d1(u)
, D2(V ) =
1
d2(v)
; Uk =
uk∫
u∗
d1(u) du, Vk =
vk∫
v∗
d2(v) dv, k = 0, 1, 2.
Since the basic Eqs. (53) and (54) are still nonlinear second-order ODEs, we used the
book [13], which is the essential extension of the classical Kamke handbook, to specify the
integrable cases. Taking into account that ω,D1(U) and D2(V ) should be positive (otherwise
one obtains non-realistic equations for the given process), only three cases were separated,
which are listed in table 2. Now one notes that the general solutions presented in table 2 can
be applied for analytically solving BVP (53)–(59) in nine different cases. Let us consider the
most typical of them.
7
Table 2. Solutions of ODEs of the form (53).
No ODE General solution
1. Uωω +
a2
2
ωUω = 0 (a = const) U = C2 + C1
√
pi
a
erf
(
aω
2
)
2. Uωω +
a2
2
1
U2
ωUω = 0 (a = const) U = C1
(√
pi
2
erf(τ) + C2
)
, ω = 1
a
(
2τU + C1e
−τ2
)
3. Uωω +
a2
2
eUωUω = 0 (a = const) U =
∫
dτ
f(τ)
+ C2, ω = τe
−U
2 ,
C1 = ln(2f − τ)− τ2f−τ − a
2
4
τ 2
Example 1: D1(U) = a
2, D2(V ) = b
2 (hereafter a and b are arbitrary positive constants).
According to case 1 of table 2 the general solutions of Eqs. (53) and (54) are given by the
formulae
U = C2 + C1
√
pi
a
erf
(aω
2
)
, (60)
V = C4 + C3
√
pi
b
erf
(
bω
2
)
. (61)
Hereafter, Ci(i = 1, . . . , 4) are to-be-determined constants.
Substituting solution (60) into the boundary conditions (56) and (58), one finds the con-
stants C1 and C2:
C1 =
a√
pi
U2 − U1
erf
(
aω2
2
)− erf (aω1
2
) , C2 = U1 erf
(
aω2
2
)− U2 erf (aω12 )
erf
(
aω2
2
)− erf (aω1
2
) . (62)
Similarly, the constants C3 and C4 are found using formulae (61),(58) and (59):
C3 =
b√
pi
V2 − V0
erf
(
bω2
2
)− 1 , C4 =
V0 erf
(
bω2
2
)− V2
erf
(
bω2
2
)− 1 . (63)
So, substituting formulae (62) and (63) into (60) and (61), respectively, we find the unknown
functions in the explicit form
U =
U1 erf
(
aω2
2
)− U2 erf (aω12 )+ (U2 − U1) erf (aω2 )
erf
(
aω2
2
)− erf (aω1
2
) , (64)
V =
V0 erf
(
bω2
2
)− V2 + (V2 − V0) erf ( bω2 )
erf
(
bω2
2
)− 1 . (65)
However, we also need to specify the parameters ω1 and ω2, which allow us to find the moving
boundaries. This can be done by substituting (64) and (65) into the boundary conditions
(55)and (57) and taking into account the equality d
dx
(erf(x)) = 2√
pi
e−x
2
. After the corresponding
calculations, we arrive at the transcendent equation system
a√
pi
U2 − U1
erf
(
aω2
2
)− erf (aω1
2
) e− a2ω214 = ω1
2
Hv − q0, (66)
b√
pi
V2 − V0
erf
(
bω2
2
)− 1 e−
b
2
ω
2
2
4 =
a√
pi
U2 − U1
erf
(
aω2
2
)− erf (aω1
2
) e− a2ω224 + ω2
2
Hm (67)
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to find the parameters ω1 and ω2. Thus, formulae (64) and (65) present the exact solution of
BVP (53)–(59) with D1(U) = a
2, D2(V ) = b
2.
Here, we present the application of formulae (64) and (65) for solving this BVP with the
coefficients, which are typical for aluminium [6]. The system (66) and (67) was solved by means
of the program MATHEMATICA 5.2: ω1 ≈ 0.0127, ω2 ≈ 0.0202. With the values ω1 and ω2,
the temperature fields for liquid and solid phases were plotted using the program MAPLE 12
(see Fig.1).
0.0002
0.0006
0.001x 0.0002
0.0004
0.0006
0.0008
0.001
t
500
1000
1500
2000
2500
T
Figure 1: Exact solution of the problem (1)–(7) with parameters that are typical for aluminium:
λ1 = λ2 = 240
W
K·m , C1 = 2, 7 · 106 JK·m3 , C2 = 2, 74 · 106 JK·m3 , Hv = 2, 69 · 1010 Jm3 , Hm =
0, 17 ·1010 J
m3
, T0 = 300K, Tm = 933K and Tv = 2793K ; the energy flux was set q =
2,5·108√
t
W
m2
.
Example 2: D1(U) =
a2
U2
, D2(V ) =
b2
V 2
.
According to case 2 of table 2, the general solutions of Eqs. (53) and (54) are
U = C1
(√
pi
2
erf(τ) + C2
)
, ω =
1
a
(
2τU + C1e
−τ2
)
, (68)
V = C3
(√
pi
2
erf(ν) + C4
)
, ω =
1
b
(
2νV + C3e
−ν2
)
. (69)
This is important to note that the second formula in (68) gives one-to-one correspondence
between ω and τ , because the differentiable function ω(τ) is strictly monotonic:
dω
dτ
=
1
a
(
2U + 2τ
dU
dτ
+ C1(−2τ)e−τ2
)
=
2
a
U > 0. (70)
Hence, the function ω(τ) is reversible and an inverse strictly monotonic function τ = τ(ω) exists
for all ω > 0. Analogously, we prove the existence of an inverse strictly monotonic function
ν = ν(ω) for the function ω(ν) arising in the second formula of (69). With the monotonic
differentiable functions τ(ω) and ν(ω), we transform the boundary conditions (55)–(59) with
D1(U) =
a2
U2
, D2(V ) =
b2
V 2
to the form
τ = τ1 :
dU
dτ
(
dω
dτ
)−1
=
ω1
2
Hv − q0, (71)
τ = τ1 : U = U1, (72)
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τ = τ2, ν = ν2 :
dV
dν
(
dω
dν
)−1
=
dU
dτ
(
dω
dτ
)−1
+
ω2
2
Hm, (73)
τ = τ2, ν = ν2 : U = U2, V = V2, (74)
ν = +∞ : V = V0. (75)
Substituting solutions (68) and (69) into the boundary conditions (72), (74) and (75), one finds
the constants Ci(i = 1, ..., 4):
C1 =
2√
pi
U2 − U1
erf(τ2)− erf(τ1) , C2 =
√
pi
2
U1 erf(τ2)− U2 erf(τ1)
U2 − U1 , (76)
C3 =
2√
pi
V2 − V0
erf(ν2)− 1 , C4 =
√
pi
2
V0 erf(ν2)− V2
V2 − V0 . (77)
So, substituting formulae (76) and (77) into (68) and (69), respectively, we find the unknown
functions in the explicit form
U = U1 +
erf(τ)− erf(τ1)
erf(τ2)− erf(τ1) (U2 − U1), ω =
2
a
(
τU +
1√
pi
U2 − U1
erf(τ2)− erf(τ1) e
−τ2
)
, (78)
V = V2 +
erf(ν)− erf(ν2)
erf(ν2)− 1 (V2 − V0), ω =
2
b
(
νV +
1√
pi
V2 − V0
erf(ν2)− 1 e
−ν2
)
, (79)
where τ1, τ2, ν2 are to-be-determined parameters. To find these positive parameters, one needs
to substitute the functions U and V into (71) and (73), respectively. Moreover, the condition
(see formulae (58))
ω(τ2) = ω(ν2) = ω2 (80)
should be taken into account. Finally, we arrive at the transcendent equation system
U2 − U1√
pi
(
a2
U1
−Hv
)
e−τ
2
1
erf(τ2)− erf(τ1) = U1Hvτ1 − aq0,
ab√
pi
V2 − V0
V2
e−ν
2
2
erf(ν2)− 1 =
U2 − U1√
pi
(
a2
U2
+Hm
)
e−τ
2
2
erf(τ2)− erf(τ1) + U2Hmτ2, (81)
1
a
(
τ2U2 +
1√
pi
U2 − U1
erf(τ2)− erf(τ1) e
−τ2
2
)
=
1
b
(
ν2V2 +
1√
pi
V2 − V0
erf(ν2)− 1 e
−ν2
2
)
for finding the parameters τ1, τ2 and ν2.
Thus, BVP (53)–(59) with D1(U) =
a2
U2
, D2(V ) =
b2
V 2
has the exact solution (78), (79) and
ω1 =
2
a
(
τ1U1 +
1√
pi
U2 − U1
erf(τ2)− erf(τ1) e
−τ2
1
)
, (82)
ω2 =
2
a
(
τ2U2 +
1√
pi
U2 − U1
erf(τ2)− erf(τ1) e
−τ2
2
)
, (83)
where the parameters τ1, τ2 and ν2 are found from system (81).
Example 3: D1(U) = a
2, D2(V ) = b
2eV , i.e., we consider the case when the basic equations
(53) and (54) are essentially different.
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According to cases 1 and 3 of table 2, the general solutions of Eqs. (53) and (54) are given by
the formulae
U = C2 + C1
√
pi
a
erf
(aω
2
)
, (84)
V = C4 +
ν∫
c
dν
g(ν)
, ω = νe−
V
2 , C3 = ln(2g − ν)− ν
2g − ν −
b2
4
ν2, (85)
where c is an arbitrary constant.
In a quite similar way as was done in Example 2, one shows that the function ω(ν) is
reversible and an inverse strictly monotone function ν = ν(ω) exists for all ω > 0. So, using the
monotonic differentiable function ν(ω), we transform the boundary conditions (55)–(59) with
D1(U) = a
2, D2(V ) = b
2eV to the form
ω = ω1 : Uω =
ω1
2
Hv − q0, (86)
ω = ω1 : U = U1, (87)
ν = ν2 :
dV
dν
(
dω
dν
)−1
= Uω +
ω2
2
Hm, (88)
ν = ν2 : U = U2, V = V2, (89)
ν = +∞ : V = V0, (90)
where ω2 = ν2e
−V2
2 .
The constants C1, C2 and C4 are defined by substitution (84) and (85) into the boundary
conditions (87) and (89). So, we obtain after the corresponding calculations
C1 =
a√
pi
U2 − U1
erf
(
aω2
2
)− erf (aω1
2
) ,
C2 =
U1 erf
(
aω2
2
)− U2 erf (aω12 )
erf
(
aω2
2
)− erf (aω1
2
) , (91)
C4 = V2 −
ν2∫
c
dν
g(ν)
.
The constant C3 can be found using the third equation of (85) with ν = ν2:
C3 = ln(2g(ν2)− ν2)− ν2
2g(ν2)− ν2 −
b2
4
ν22 . (92)
Substituting (91) into (84) and (85), we obtain
U =
U1 erf
(
aω2
2
)− U2 erf (aω12 )+ (U2 − U1) erf (aω2 )
erf
(
aω2
2
)− erf (aω1
2
) , (93)
V = V2 +
ν∫
ν2
dν
g(ν)
, ω = νe−
V
2 . (94)
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Finally, substituting (93), (94) and (92) into the boundary conditions (86), (88) and (90) and
making the corresponding simplification, we arrive at the transcendent equation system
a√
pi
U2 − U1
erf
(
aω2
2
)− erf (aω1
2
) e− a2ω214 = ω1
2
Hv − q0,
V0 = V2 +
∞∫
ν2
dν
g(ν)
,
ln(2g(ν)− ν)− ν
2g(ν)− ν −
b2
4
ν2 = ln(2g2 − ν2)− ν2
2g2 − ν2 −
b2
4
ν2
2,
where g2 ≡ g(ν2) = ν22 + e
V2
2
(
ω2
2
Hm +
(
ω1
2
Hv − q0
)
e
a
2
4
(ω2
1
−ω2
2
)
)−1
.
4 Conclusions
In this paper, the (1+1)–dimensional nonlinear boundary value problem (9)–(15), modeling the
process of melting and evaporation of metals, is studied by means of the classical Lie symmetry
method. Theorem 2 that gives all possible Lie operators, which allow us to reduce the problem
to the BVP for the ODE system, was proved. The forms of heat conductivity coefficients
are established when the given problem can be analytically solved in an explicit form and the
relevant exact solutions are constructed (see the formulae in examples 1–3).
We found that the case of a free boundary, which moves proportionally to
√
t, was earlier
established for the classical Stefan problem with one moving boundary (solidification process)
[14, 15]. In the particular case, one notes that formulae (64)–(67) with ω1 = 0 produce the
corresponding solution obtained in [14] for the Stefan problem with one moving boundary.
Similarly, formulae (78), (79) and (82) are generalizations of those from [15](see theorem 6) to
the case of BVP with two moving boundaries. It should be noted that the authors of [14, 15]
did not use any Lie symmetries but an assumption that q(t) = q0√
t
. In paper [16], a one-phase
Stefan problem based on the linear heat equation was analytically solved using the above-
mentioned assumption on the free boundary describing the movement of the shoreline. In [4],
exact solutions are presented for several Stefan problems with different types of boundaries but
with the linear basic equations.
To the best of our knowledge, there are only a few papers devoted to constructions of exact
solutions of nonlinear boundary value problems of the Stefan type by means of the Lie symmetry
method. Probably, paper [17] can be quoted as the first in this direction. Nevertheless, a Stefan
type problem seems to be a more complicated object than the standard BVP with the fixed
boundaries; one can note that the Lie symmetry method should be more applicable just for
solving problems with moving boundaries. In fact, the structure of such boundaries may depend
on invariant variable(s) and this gives a possibility of reducing the given BVP to one of lower
dimensionality. The work is in progress to construct exact solutions of a a multidimensional
BVP using this approach.
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