In this paper we analyze briefly the use of two classical perturbation methods vs. the formulation using cartesian coordinates in the numerical integration of satellite orbits. In particular, we compare with the variation-of-parameters (VOP) and Encke's methods. The numerical tests performed with a realistic Earth potential model and using a well-recognized numerical ODE integrator (dop853) permit us to establish the power of these alternative formulations on orbital problems, in spite of the affirmations of other researchers.
Introduction
The numerical integration of ODE's received great attention in the second half of the last century. After several decades of hard work on the theoretical and practical aspects of this subject, the scientific community has produced a large number of high-quality software programs based on good numerical methods [1] . In the last few years the numerical ODE community has focused its attention on special formulations of numerical methods, trying to maintain some geometrical properties of the physical problems that they are integrating, and a number of "geometric integrators" have just appeared [2] . Among such numerical integrators we note the symplectic RK and the symmetric multistep methods that permit one to obtain, for some problems, a linear error growth in position, and methods specially designed for oscillatory problems [3] [4] [5] or second-order differential equations [6] [7] [8] . Some geometric integrators are based on reformulating the differential systems using a new set of variables. For example, most of the variable step formulations of symplectic numerical integrators are based on Sundman's time transformations that change the independent variable in such a way that a constant step size in the new variable is equivalent to a good variable step size strategy in the original temporal variable. Some classical alternative formulations of the perturbed two-body problem may be seen in this new setting. In fact, the perturbation methods used in orbit prediction try to choose the most suitable set of variables in order to decrease the error in the numerical integration process.
In this paper we focus our attention on two classical perturbation methods: the variation-of-parameters (in the following VOP) and Encke's method. Both methods have a long history and they have been used in several space agencies. Recently, some researchers [9] [10] [11] [12] [13] [14] [15] have used again such formulations, but, in most of the cases, without a careful numerical test. In fact, most of the numerical tests presented in such a papers just show the evolution of the error with respect to time. Such figures are useful, but, in the numerical ODE community, nowadays the standard presentation of results is computer time vs. error pictures. These figures give much more information than just an error evolution. Therefore, in this paper we present perturbation methods in Section 2 and, in Section 3, we present several numerical examples with real Earth satellites. The numerical tests show that these formulations may be very useful for a long time integration of satellite orbits for a realistic perturbation model.
Perturbation methods

The variation-of-parameters method
The VOP method was developed by Leonhard Euler in the middle of the 18th century to describe the mutual perturbations of Jupiter and Saturn, and it was improved by Lagrange and Gauss. Below, we present a generalization of the Lagrange's result [16] that we may apply to non-linear systems that are integrable by quadratures. Similar results have been used previously in the literature but without relating them to the Lagrange VOP equations.
Theorem 1.
Denote by x and y ∈ R n the solutions oḟ
respectively, and suppose that ∂F 0 /∂x and ∂F p /∂y exist and are continuous. Besides, suppose that the first system is integrable by quadratures with a solution that is given as a function of a set of n functional independent integration constants α 0 ∈ R n , that is, x(t) = f (t; α 0 ). Then any solution of the system (2) is given by y(t) = f (t; α(t)), where the parameters α(t) and the integration constants α 0 are connected by
Theorem 1 gives us a similar result to the classical VOP formula for linear systems where the solution is obtained from the solution of a differential system for the parameters. Thus, the formula (3) has theoretical and practical applications as an alternative formulation of a differential system. A "suitable" set of parameters (the orbital elements) will lead to small and smooth variations on the differential system. At this point it is interesting to remark that it is not easy to find the optimal set. In fact, it will depend on the kind of orbits we are interested in integrating and also we have to know an analytical expression of (∂y/∂α) −1 . For non-circular non-equatorial orbits we may use the classical set of orbital elements {a, e, i, ω, Ω , l} [17] ; for circular or equatorial orbits, other sets of orbital elements have been introduced [11, 18] and, besides, we may also use redundant sets of parameters such as the Kustaanheimo-Stiefel regularized variables [9, 15] or ideal frames [14] .
Encke's method
Another important perturbation method is Encke's method, originally developed by Encke for comet orbit prediction.
Given the differential system (1) with a known analytic solution x(t) and the perturbed system (2), and considering that F p (t, y) F 0 (t, y) , we denote by z(t) = y(t) − x(t) the solution of the differential system originated by taking the difference between (2) and (1). Therefore, the new differential system (Encke's method) is given bẏ
where
. Note that this method can be seen as a first step in the Defect Correction Method, a classical method in numerical analysis [19] . Another important question is that of the rounding errors that may appear due to taking the difference of two similar quantities to obtain F 0 (t, x, y). In our case, as the reference problem is the unperturbed two-body problem, the equations of the movement are
and in the unperturbed problem d 2 r k /dt 2 = −µ/r 3 k r k (r and r k stand for r and r k , respectively). The subindex k denotes the solution of the unperturbed problem (Kepler problem). So,
Now, in order to avoid the digit cancelation we apply the following lemma [17] :
Lemma 2. Let a = b + c be an expression in three vectors, a, b, c being their norms; then
Therefore, in our problem we have the cancelation free formulation
Note that in Encke's method it is necessary to rectify the reference orbit from time to time in order to maintain the reference orbit close to the real one. This process involves the use of transformation rules to pass to and from orbital elements. We remark that the Encke's method may be combined with the VOP method using classical or redundant sets of orbital elements [15] .
Numerical tests
In this section we apply the perturbation methods of Section 2 to the numerical prediction of the orbits of six real Earth artificial satellites. The initial conditions of the orbits (taken from the Web repository http://celestrak.com) of the test satellites are: In the numerical tests we have considered the perturbation of the Earth potential given by where (r, λ, ϕ) are the spherical coordinates, R T the mean equatorial radius and P m l (x) the associated Legendre functions. The coefficients C lm and S lm of the Earth potential follow the GEM9&10 Earth potential model [20] .
We have performed all the numerical tests on a Windows PC Pentium III-933 MHz using g77 (GNU FORTRAN77) and double precision. As the numerical integrator we use the well established software dop853 developed by Hairer and Wanner [1] (based on an explicit Runge-Kutta form of order 8 (5, 3) given by Dormand and Prince [21] with step size control and dense output). In the numerical tests we perform the numerical integration of satellite orbits by using three formulations: cartesian coordinates (also called Cowell's method in celestial mechanics [17] ), VOP and Encke's method. For comparison, we have generated the corresponding orbits with quadruple precision (tol= 10 −30 ) using LF95.
Prior to making any numerical test it is interesting to remark some sources of numerical errors (for a detailed analysis see [22] ). For instance, one source of error may be just the time advance, that is, the process of updating the time variable. This process, for the variable step size formulations, is a sum of N terms after N steps, with a rounding error bound [23] given by (N − 1)uT at the time T (u is the rounding error unit). Note that for a very long time integration we have to take it into account or just use a fixed step size in the time variable or use a time transformation. Cartesian coordinate formulation (CART in the forthcoming) has the nice feature that all the position components have similar variation rates and so the variable step size strategies are easy to implement; in contrast their variation rate is very high, so, in general this formulation will give the worst performance. The VOP formulation is difficult to implement due to the necessity of knowing several transformation rules, another source of errors, and we have to take care in a variable step size implementation due to the presence of different time scales and different variation rates for the parameters (there are angles, momenta, . . . ) but once a "suitable" set of parameters is chosen its performance is quite good. In our tests, in order to use the same integrator, we have not changed the step size estimator and so the variable step size criteria for the VOP will reject in some cases too many steps. Encke's method is easy to implement but we have to rectify the reference orbit from time to time (we have decided to rectify the orbit at each perigee). We remark that the perturbation methods, as the variation of the second member is smoother than in CART, will take longer step sizes (obviously smaller than the higher frequency required for the demanded precision, in particular the orbital period) but the cost of each step is higher due to the additional terms.
On Fig. 1 we present the relative error vs. CPU time (in seconds) pictures of the numerical integration, with fixed and variable step size, for the six test satellites. The Earth potential considered is a complete model 20 × 20 (n = 20). In general the VOP gives the best performance, and in some cases with a great difference. For low eccentric orbits the fixed step size implementation gives the best results, but, obviously, for a highly eccentric orbit (XMM) a variable step size (or a regularization) is necessary. Note that a variable step size presents problems in the VOP formulation due to the different time scales and different magnitudes among the variables, especially for low satellites (GLOBALSTAR). The CART behaves in a similar manner for all the tests but the perturbation methods depend on the particular orbit considered. Overall, the perturbation methods present the best results when the perturbation is expensive to evaluate and its magnitude is small compared with the unperturbed force (note that the Earth potential perturbation decreases with the semiaxis a), and they permit one to obtain more precision digits (up to two digits in our tests). In order to show the influence of a shorter potential model, we present on Fig. 2 some results for a zonal model (C lm , S lm = 0, ∀m = 0) of order 10. We see that in this problem the differences among the CART and the perturbation methods decrease. Moreover, Encke's method is the slowest. In this case the evaluation of the potential terms is not so expensive in comparison with the additional expressions we have to evaluate in the perturbation methods. For this reason, in some numerical tests done by other researchers for low order potentials the performance of the perturbation methods is quite poor [12] . Note that nowadays there are Earth potential models of order greater than 360 (EGM96), where the perturbation methods will give even better results.
Finally, in Fig. 3 , we present the evolution as a function of time of the relative error in position for three satellites. In the figures at the top we have chosen the parameters in the integration method so that the CPU time is the same for the three formulations, and at the bottom we have fixed the number of steps. The RS15 and GPS orbits are computed with fixed step size and SIRIUS with variable step size. We observe that the difference among the methods is bigger when we compare fixing the number of steps (as many researchers do) but we insist that the most illustrative figure is the relative error vs. CPU time picture because it takes into account all the peculiarities of any method. Note that these pictures are the standard presentation of test results in the numerical ODE community [1, 2] .
Conclusions
In summary, the perturbation methods give very interesting alternative formulations for the numerical integration of orbits when we consider a realistic perturbation model. The main reason is the lower number of steps that we use in the numerical integration process (in spite of the recent affirmations given in [24] for the VOP without any detailed numerical test). Moreover, these formulations permit us to obtain a more accurate integration. The price we have to pay is that we need a previous analysis of the type of the orbit, in order to choose a good set of variables in the VOP formulation, besides a more delicate programming. Therefore, for an occasional user of orbit determination routines, the classical formulations, more easy to use and to program, are probably his/her best option. But for a professional user (space agencies and so on) the perturbation methods provide very interesting alternatives. Fig. 2 . Relative error vs. CPU time pictures of the numerical integration of three test satellites. In the pictures, the lines with symbols have been obtained using a variable step size formulation of the numerical integrator and the other cases with a fixed step size implementation. The Earth potential considered is a zonal model of order n = 10. Fig. 3 . Time evolution of the relative error in position for three satellites. In the figures at the top we have chosen the parameters in the integration method so that the CPU time is the same for the three methods. In the figures at the bottom we have fixed the number of steps.
