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a b s t r a c t
Moving meshes are successfully used in many fields. Here we investigate how a recently
proposed approach to combine the Strang splitting method for time integration with
pseudospectral spatial discretization by orthogonal polynomials can be extended to include
moving meshes. A double representation of a function (by coefficients of polynomial
expansion and by values at the mesh nodes associated with a suitable quadrature formula)
is an essential part of the numerical integration. Before numerical implementation the
original PDE is transformed into a suitable form. The approach is illustrated on the linear
heat transfer equation.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Moving mesh methods are used in many different contexts, ranging from phase change problems, gas dynamics,
hyperbolic conservation laws or blow-up problems to general classes of time-dependent problems. Adaptation of mesh
points so that they are concentrated about areas of large solution variation provides significant improvements in accuracy
and efficiency. Different approaches can be used to constructmovingmeshes: the arbitrary Lagrangian–Eulerianmethod [1],
the moving finite element method [2–4], the deformation map methods [5,6], symmetry preserving methods [7,8],
etc. Recently, moving mesh partial differential equations based on the equidistribution principle [9–11] have aroused
considerable interest. They were successfully applied to a number of different problems.
The present paper is a continuation of [12], where the Strang splitting method for time integration was combined with
pseudospectral space discretizations. Here, we extend those results to the case of moving meshes. This will require some
framework modification.
We consider a second-order evolutionary PDE
ut = uxx + p(x)ux + q(t, x)u, u = u(t, x). (1.1)
For convenience we rewrite it as
ut(t, x) = F(t, ∂x, x)u(t, x), F(t, ∂x, x) = ∂
2
∂x2
+ p(x) ∂
∂x
+ q(t, x). (1.2)
This equation will be transformed by the changes of variables1
u(t, x) = f (t, x)v(t, y), y = g(t, x), (1.3)
∗ Tel.: +47 90557552.
E-mail address: roman.kozlov@mi.uib.no.
1 Although it seems more appropriate to consider the moving mesh x = g(t, y) as a function of time and the computational coordinate, we prefer to use
the relation y = g(t, x) because it simplifies the formulas.
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where v(t, y) is a new dependent variable and y is a new space variable. Space discretization provides us with a stationary
mesh for the computational variable y, which corresponds to a moving mesh for the physical variable x. Function f (t, x) is
used for scaling of the solution. In [12], the time-independent restriction of this transformation (f = f (x), g = g(x)) was
considered.
The change of variables (1.3) transforms the original differential equation into the equation
vt(t, y) = G(t, ∂y, y)v(t, y). (1.4)
We can split the operator
G(t, ∂y, y) = G1(t, ∂y, y)+ G2(t, y) (1.5)
and consider two equations
v1t (t, y) = G1(t, ∂y, y)v1(t, y) (1.6)
and
v2t (t, y) = G2(t, y)v2(t, y). (1.7)
One time step of a splitting method time integration on the time mesh tm = m∆t , m = 0, 1, . . . ,M consists of three
stages:
1. Solving (1.7) in the time interval [tm, tm + ∆t2 ]with the initial data
v2(tm, y) = vm(y);
2. Solving (1.6) in the interval [tm, tm+1]with the initial condition
v1(tm, y) = v2
(
tm + ∆t2 , y
)
;
3. Solving (1.7) in [tm + ∆t2 , tm+1]with the initial condition
v2
(
tm + ∆t2 , y
)
= v1(tm+1, y).
The resulting solution is taken as the solution for the next time
vm+1(y) = v2(tm+1, y).
Clearly, it is the obvious generalization of the Strang splitting method [13,14]
vn+1(y) = exp
(
∆t
2
G2(y)
)
exp(∆tG1(∂y, y)) exp
(
∆t
2
G2(y)
)
vn(y)
in the case of time-independent G1(∂y, y) and G2(y). Alternatively, one can interchange G1 and G2 to get another splitting
scheme.
Wewill need to transform the original equation into the new formwhich allows integration of Eq. (1.6) if we look for the
solution expressed in terms of orthogonal polynomials
v1(t, y) =
N∑
n=0
an(t)Pn(y). (1.8)
Here, the polynomials are defined by the equation of the form
a(y)P ′′n (y)+ b(y)P ′n(y)+ λnPn(y) = 0, n = 0, 1, 2, . . . (1.9)
in the new variable y. These polynomials are orthogonal with a weight functionw(y):
(Pn, Pm)w =
∫
Ω
Pn(y)Pm(y)w(y)dy = γnδnm.
For pseudospectral discretization of the differential equation (1.6) we will use the Gauss (or Gauss–Radau) quadrature∫
Ω
P(y)w(y)dy ≈
N∑
i=0
P(yi)wi, (1.10)
which is exact for all polynomials P(y) of degree 2N + 1 (2N for the Gauss–Radau quadrature). The quadrature defines the
discrete inner product
(Pn, Pm)Nw =
N∑
i=0
Pn(yi)Pm(yi)wi = γnδnm, n,m ≤ N.
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Pseudospectral spatial discretization of the PDE (1.6) provides us with the system of ODEs
a′(t) = L(t)a, a = (a0, a1, . . . , aN)T, (1.11)
where matrix L(t) = {Lnm(t)}Nn,m=0 has elements
Lnm(t) = 1
γn
N∑
i=0
Pn(yi)G1(t, ∂y, y)Pm(yi)wi.
We will look for changes of variables for which matrix L(t) has a diagonal form.
Since the second operator G2(t, y) is not differential Eq. (1.7) splits into ODEs
v2t (t, yi) = G2(t, yi)v2(t, yi), i = 0, . . . ,N, (1.12)
where {yi}Ni=0 are the points of the spatial mesh. For the mesh points we choose the numerical quadrature nodes. It is worth
mentioning that the use of the coefficients of the presentation (1.8) lets us compute function values in other points. This can
be used to rescale the mesh points in the physical space or to change the number of the nodes.
The paper is organised as follows: In Section 2we consider the transformation of the differential equation and findwhich
transformation is needed to use specified orthogonal polynomials. In Sections 3 and 4 the presented method is applied to
the linear heat transfer equation in the semi-infinite and infinite intervals. Finally, in Section 5 we summarize the obtained
results and comment on alternative numerical implementations.
2. Transformation of the differential equation
2.1. General transformation of the PDE
For the change of variables (1.3) we obtain
ut = ftv + f vt + fgtvy, ux = fxv + fgxvy,
uxx = f (gx)2vyy + (fgxx + 2fxgx)vy + fxxv
so that the differential equation (1.1) gets transformed into
vt = (gx)2vyy +
(
gxx + 2 fxf gx + p(x)gx − gt
)
vy +
(
fxx
f
+ p(x) fx
f
− ft
f
+ q(t, x)
)
v.
It corresponds to Eq. (1.4) with
G(t, ∂y, y) = (gx)2 ∂
2
∂y2
+
(
gxx + 2 fxf gx + p(x)gx − gt
)
∂
∂y
+
(
fxx
f
+ p(x) fx
f
− ft
f
+ q(t, x)
)
.
We split G(t, ∂y, y) into two operators
G1(t, ∂y, y) = (gx)2 ∂
2
∂y2
+
(
gxx + 2 fxf gx + p(x)gx − gt
)
∂
∂y
(2.1)
and
G2(t, y) = q(t, x)+∆q(t, x), ∆q(t, x) = fxxf + p(x)
fx
f
− ft
f
, (2.2)
where x is assumed to be resolved from y = g(t, x) as a function of t and y.
2.2. Conditions specifying the PDE transformation
In [12] it was proposed to look for a change of variables matching the coefficients of the operator G1 to the coefficients
of a(y) and b(y) of the chosen orthogonal system (1.9). This leads to the following two conditions. First, proportionality
(gx)2 ∼ a(y) = a(g(t, x)),(
gxx + 2 fxf gx + p(x)gx − gt
)
∼ b(y) = b(g(t, x))
with the same proportionality coefficient is required. Thus, we get the equation
gxx + 2 fxf gx + p(x)gx − gt
(gx)2
= b(g)
a(g)
, (2.3)
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which can be integrated with respect to x as
ln |gx| + 2 ln |f | +
∫
p(x)dx−
∫
gt
gx
dx =
∫
b(g)
a(g)
dg + 2C(t)
and resolved for f (x) as
f (t, x) = (gx)−1/2 exp
(
1
2
∫
b(g)
a(g)
dg − 1
2
∫
p(x)dx+ 1
2
∫
gt
gx
dx+ C(t)
)
. (2.4)
For this function f (t, x) the operator G1 takes the form
G1(t, ∂y, y) = (gx)
2
a(y)
(
a(y)
∂2
∂y2
+ b(y) ∂
∂y
)
. (2.5)
To integrate Eq. (1.6) with such G1 we impose the second condition
gx√
a(y)
= gx(t, x)√
a(g(t, x))
= A(t), (2.6)
which can be integrated as∫
dg(t, x)√
a(g(t, x))
= A(t)x+ B(t). (2.7)
These two conditions bring the operator G1 into the form
G1(t, ∂y, y) = A2(t)
(
a(y)
∂2
∂y2
+ b(y) ∂
∂y
)
. (2.8)
For such an operator G1 the ODE system (1.11) can be split into separate equations for the coefficients of the polynomial
expansion
a′n(t) = −A2(t)λnan(t), n = 0, 1, . . . ,N. (2.9)
2.3. Some useful formulas
The obtained formulas for f (t, x) and ∆q(t, x) can be simplified. Using the second condition (2.6), we can rewrite (2.4)
as
f (t, x) = (a(g))−1/4 exp
(
1
2
∫
b(g)
a(g)
dg − 1
2
∫
p(x)dx+ 1
2
∫
gt
gx
dx+ C(t)
)
, (2.10)
where the time-dependent factor A−1/2(t) is assumed to be absorbed into C(t). This function can be presented as a product
of three functions
f (t, x) = feq(x)fpol(y)fm(t, x), y = g(t, x), (2.11)
where
feq(x) = exp
(
−1
2
∫
p(x)dx
)
, (2.12)
fpol(y) = (a(y))−1/4 exp
(
1
2
∫
b(y)
a(y)
dy
)
, (2.13)
fm(t, x) = exp
(
1
2
∫
gt
gx
dx+ C(t)
)
. (2.14)
The first factor feq(x) depends only on the considered differential equation (1.1). The second factor fpol(y) corresponds to
the chosen orthogonal system. These two functions were considered in [12] (they are the same for the time-independent
changes of variables), where fpol(y)was found for trigonometric, Jacobi (and some their special cases), generalized Laguerre
and Hermite polynomials. The third function fm(t, x) appears because of the moving mesh and time dependence of the
scaling factor in the variable change (1.3). It is easy to see that in the case of the time-independent change of variables
fm(t, x) gets reduced to a constant scaling factor.
From Eq. (2.7) it follows that
gt
gx
= A
′(t)x+ B′(t)
A(t)
,
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therefore
fm(t, x) = exp
(
A′(t)
4A(t)
x2 + B
′(t)
2A(t)
x+ C(t)
)
. (2.15)
It is interesting to note that fm(t, x) does not depend on the choice of the orthogonal polynomials.
With the help of the factorization of f (t, x)we can split the term∆q(t, x), given in (2.2), into three terms:
∆q(t, x) = ∆qeq(x)+∆qpol(t, y)+∆qm(t, x), y = g(t, x), (2.16)
where
∆qeq(x) =
f ′′eq(x)
feq(x)
+ p(x) f
′
eq(x)
feq(x)
= −1
2
p′(x)− 1
4
p2(x), (2.17)
∆qpol(t, y) = (fpol(g(t, x)))xxfpol(g(t, x)) = A
2(t)
(
a(y)
f ′′pol(y)
fpol(y)
+ a
′(y)
2
f ′pol(y)
fpol(y)
)
, (2.18)
∆qm(t, x) = (fm)xxfm −
(fm)t
fm
. (2.19)
Direct computations provide us with
∆qm(t, x) = 2(A
′)2 − AA′′
4A2
x2 + 2A
′B′ − AB′′
2A2
x+ (B
′)2 + 2AA′
4A2
− C ′. (2.20)
The obtained solutions for feq(x), fpol(y) and g(t, x) contain quadratures. In order to proceed further we have to specify
the PDE and the orthogonal polynomials, chosen for the approximation of the solution.
2.4. Additional time transformation
It is possible to supplement the change of variables (1.3) by the time transformation
s =
∫ t
0
A2(τ )dτ . (2.21)
Then, in the new coordinates (s, y), Eqs. (1.6) and (1.7) take the form
v1s (s, y) = G˜1(∂y, y)v1(s, y) (2.22)
and
v2s (s, y) = G˜2(s, y)v2(s, y), (2.23)
where
G˜1(∂y, y) = a(y) ∂
2
∂y2
+ b(y) ∂
∂y
, G˜2(s, y) = 1A2 G2(t, y). (2.24)
Note that compared to the differential operator G1(t, ∂y, y) the operator G˜1(∂y, y) becomes time independent.
If we look for a solution of problem (2.22) in the pseudospectral presentation
v1(s, y) =
N∑
n=0
an(s)Pn(y), (2.25)
the differential equation splits into equations for the coefficients of the polynomial expansion
a′n(s) = −λnan(s), n = 0, 1, . . . ,N (2.26)
that suggests using a uniform mesh in the computational time variable s.
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3. Spherically symmetric solutions of D-dimensional heat transfer equation
The equation
ut = uxx + D− 1x ux + q(t, x)u, u = u(t, x), 0 < x <∞ (3.1)
describes spherically symmetric solutions of the D-dimensional linear heat transfer equation
ut(t, x) = ∆u(t, x)+ q(t, |x|)u(t, x), x ∈ RD.
It corresponds to Eq. (1.1) with
p(x) = D− 1
x
.
Using (2.12) and (2.17), we obtain
feq(x) = x 1−D2 , ∆qeq(x) = − 14x2 (D− 1)(D− 3).
For approximation in the semi-infinite interval (0,∞) it is natural to use Laguerre polynomials [15]. We will consider a
wider family of generalized Laguerre polynomials [16,17], which are defined by the equation
y(Lpn(y))
′′ + (p+ 1− y)(Lpn(y))′ + nLpn(y) = 0, y ∈ (0,∞)
for p > −1. The polynomials are orthogonal with the weight functionw(y) = ype−y:∫ ∞
0
Lpn(y)L
p
m(y)y
pe−ydy = Γ (p+ 1+ n)
n! δnm.
For these polynomials we find
y = g(t, x) =
(
A(t)x+ B(t)
2
)2
, (3.2)
fpol(y) = exp
(
− y
2
)
y
p
2+ 14 , ∆qpol(t, y) = A
2(t)
4
(
y− 2(p+ 1)+ p
2 − 14
y
)
.
From y = g(t, x)we find the moving mesh
xi(t) = ±2
√
yi − B(t)
A(t)
, i = 0, 1, . . . ,N.
Summing up∆qeq(x),∆qpol(t, y) and∆qm(t, x), we obtain
∆q(t, y) = −A
2(D− 1)(D− 3)
4(±2√y− B)2 +
A2
4
(
y− 2(p+ 1)+ p
2 − 14
y
)
+ 2(A
′)2 − AA′′
4A2
(±2√y− B
A
)2
+ 2A
′B′ − AB′′
2A2
(±2√y− B
A
)
+ (B
′)2 + 2AA′
4A2
− C ′.
This complicated expression can be simplified by a suitable choice of the functions A(t), B(t) and C(t) as well as the type of
the polynomials (parameter p). As the first priority, we get rid of the singularity:
1. Set B(t) = 0:
∆q(t, y) = −A
2
4y
((
D
2
− 1
)2
− p2
)
+ A
2
4
(y− 2(p+ 1))+ 2(A
′)2 − AA′′
A4
y+ A
′
2A
− C ′.
2. Choose generalized Laguerre polynomials Lpn(y)with p = D2 − 1:
∆q(t, y) =
(
2(A′)2
A4
− A
′′
A3
+ A
2
4
)
y+ A
′
2A
− D
4
A2 − C ′.
Since we have set B(t) = 0, in what follows A(t) > 0 and x = 2
√
y
A(t) .
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The specified parameters provide us with the change of variables (1.3) generated by functions
g(t, x) =
(
A(t)x
2
)2
, f (t, y) =
(
2
A
) 1−D
2
exp
((
−1
2
+ A
′
A3
)
y+ C
)
.
Function C(t) can be chosen to simplify f (t, y). We set
C(t) = 1− D
2
ln
A(t)
2
and get
f (t, y) = exp
((
−1
2
+ A
′
A3
)
y
)
(3.3)
and
∆q(t, y) =
(
2(A′)2
A4
− A
′′
A3
+ A
2
4
)
y+ D
2
A′
A
− D
4
A2. (3.4)
For further consideration we restrict ourselves to functions A(t) satisfying
A′(t)
A3(t)
= −α
2
, α = const. (3.5)
In this case we obtain
f (y) = exp
(
−1+ α
2
y
)
, ∆q(t, y) = 1+ α
4
A2(t)((1− α)y− D). (3.6)
Eq. (3.5) can be solved as
A(t) = 1√
αt + β , β = const.
Thus, we obtain the transformation of the spatial coordinate
y = g(t, x) = x
2
4(αt + β) (3.7)
and the evolution of the mesh points
xi(t) =
√
αt + β
β
xi(0), i = 0, 1, . . . ,N. (3.8)
In the independent variables (t, y)we obtain the transformed equation
vt = 1
αt + β
(
yvyy +
(
D
2
− y
)
vy
)
+
(
q+ 1+ α
4(αt + β)((1− α)y− D)
)
v. (3.9)
The splitting method is given by the operators
G1(t, ∂y, y) = 1
αt + β
(
y
∂2
∂y2
+
(
D
2
− y
)
∂
∂y
)
(3.10)
and
G2(t, y) = q+ 1+ α4(αt + β)((1− α)y− D). (3.11)
If we supplement the change of variables (1.3) by the time transformation (2.21), namely
s =

1
α
ln
αt + β
β
, α 6= 0,
t
β
, α = 0,
(3.12)
the heat equation (3.1) gets transformed into the equation
vs = yvyy +
(
D
2
− y
)
vy +
(
q
A2(s)
+ 1+ α
4
((1− α)y− D)
)
v, (3.13)
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where
A(s) = 1
β
e−αs.
In the computational variables (s, y)we obtain the operator splitting
G˜1(∂y, y) = y ∂
2
∂y2
+
(
D
2
− y
)
∂
∂y
, (3.14)
G˜2(s, y) = qA2(s) +
1+ α
4
((1− α)y− D). (3.15)
A point with computational coordinates s and y corresponds to the point with physical coordinates
t =
{
β
α
(eαs − 1), α 6= 0
βs, α = 0
and x = 2√βyeαs/2. (3.16)
Numerical experiment
For collocation points we use the nodes of the Gauss–Radau quadrature∫ ∞
0
P(y)ype−ydy ≈
N∑
i=0
P(yi)wi, (3.17)
where yi is the ith zero of y(L
p
N+1(y))′ = 0 and
wi =

(p+ 1)Γ 2(p+ 1)Γ (N + 1)
Γ (N + p+ 2) , i = 0,
Γ (N + p+ 1)
Γ (N + 2)
1
LpN+1(yi)(L
p
N(yi))′
, i = 1, . . . ,N.
Let us note that quadrature (3.17) is exact if P(y) is a polynomial of degree 2N . Numericalmethods for computing quadrature
nodes and weights can be found in [18,19].
For numerical computations we will need some discrete norm to estimate the numerical error. The measure
wDxD−1dx, wD = 2pi
D/2
Γ (D/2)
,
wherewD is the surface area of the unit sphere in D dimensions, related to the coordinate transformation leading to the PDE
(3.1) should be taken into account. Using quadrature (3.17), we obtain∫ ∞
0
h(x)wDxD−1dx = 2
D−1wD
AD
∫ ∞
0
h
(
2
A
√
y
)
ypdy
≈ 2
D−1wD
AD
N∑
i=0
h
(
2
A
√
yi
)
eyiwi = 2
D−1wD
AD
N∑
i=0
h(xi)eyiwi.
Thus, we define the discrete error norm
‖em‖2 =
(
2D−1wD
AD
N∑
i=0
|um(xi)− U(tm, xi)|2eyiwi
)1/2
, (3.18)
where U(t, x) is the exact solution. It is also possible to consider the infinity norm
‖em‖∞ = max
0≤i≤N
|um(xi)− U(tm, xi)|. (3.19)
For the numerical test we consider the heat transfer equation
ut = uxx + D− 1x ux + q(t)u, q(t) =
D− 1
2(t + 1) (3.20)
with the initial values
u0(x) = exp
(
−x
2
4
)
.
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Fig. 1. Solution u(t, x) for the initial (solid line) and final (dashed line) times.
Fig. 2. Left: errors ‖e‖2 (solid line) and ‖e‖∞ (dashed line) for u(1, x) computed on the moving mesh given by α = 0.5 and errors ‖e‖2 (dash-dotted line)
and ‖e‖∞ (dotted line) for u(1, x) computed on the stationary mesh (α = 0) versus time step∆t in logarithmic scale. Right: moving mesh for α = 0.5.
Function
U(t, x) = 1√
t + 1 exp
(
− x
2
4(t + 1)
)
is the exact solution of the problem.
The computations were performed for D = 3 on a spatial mesh with 31 points (N = 30). For the splitting method we
use the generalized Laguerre polynomials L1/2n (y). In the physical space we fix the mesh points x0(0) = 0 and xN(0) = 15.
Since y0 = 0 and yN = 106.9851, the transformation y = g(t, x) has parameter β = 0.5258.
Eq. (3.20) is numerically integrated on the time interval [0, 1]. The spatially discretized equations corresponding to the
splittings (3.10), (3.11) and (3.14), (3.15) are solved exactly so that the error of the numerical method is only due to the
splitting. Fig. 1 presents the initial values u0(x) and the obtained solution u(1, x). In Fig. 2 (left) we display the global errors
‖e‖2 and ‖e‖∞ of the splittingmethod for different values of the time step. Computationswere performedon a uniformmesh
in physical time t . For spatial discretizations, themovingmesh (3.7) given by α = 0.5 and the stationarymesh (α = 0) were
used. It is clearly seen that the splitting method is of second order in time, i.e. the global error ‖e‖ = O(∆t2). The solution
on the moving mesh is more accurate than that on the stationary mesh. The right plot of Fig. 2 presents the evolution of the
nodes of the moving mesh.
Comparison of the splitting methods using uniformmeshes in physical time t and computational time s is given in Fig. 3.
The solution u(1, x) is computed by 100 time steps for different movingmeshes (3.7). The figure shows that movingmeshes
can give more accurate results than computations on the stationary mesh. Note that the moving mesh with α = 1 provides
us with the exact solution (up to the computer accuracy) of the numerical test equation (3.20).
4. One-dimensional heat transfer equation
For the one-dimensional heat transfer equation
ut = uxx + q(t, x)u, x ∈ R (4.1)
we can use Hermite polynomials [16,17], which are defined by the equation
H ′′n (y)− 2yH ′n(y)+ 2nHn(y) = 0, y ∈ (−∞,∞).
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Fig. 3. Errors for u(1, x) computed by 100 time steps for different values α: ‖e‖2 (solid line) and ‖e‖∞ (dashed line) for computation on a uniform mesh
in physical time t , ‖e‖2 (dash-dotted line) and ‖e‖∞ (dotted line) for computation on a uniform mesh in computational time s.
The Hermite polynomials {Hn}∞n=0 satisfy the orthogonality property∫ ∞
−∞
Hn(y)Hm(y)e−y
2
dy = 2nn!√piδnm.
For these polynomials we find
y = g(t, x) = A(t)x+ B(t), (4.2)
fpol(y) = exp
(
−y
2
2
)
, ∆qpol(t, y) = A2(t)(y2 − 1).
Eq. (4.1) corresponds to (1.1) with p(x) = 0 so that
feq(x) = 1, ∆qeq(x) = 0.
The scaling function takes the form
f (t, y) = exp
((
−1
2
+ A
′
4A3
)
y2 + AB
′ − BA′
2A3
y+ B
2A′
4A3
− BB
′
2A2
+ C
)
.
We can simplify it by choosing
C(t) = B
2A2
(
B′ − BA
′
2A
)
,
then
f (t, y) = exp
((
−1
2
+ A
′
4A3
)
y2 + AB
′ − BA′
2A3
y
)
(4.3)
and
∆q(t, y) =
(
A2 + (A
′)2
2A4
− A
′′
4A3
)
y2 +
(
BA′′ − AB′′
2A3
+ A′ AB
′ − BA′
A4
)
y− A2 + A
′
2A
− (AB
′ − BA′)2
4A4
. (4.4)
For further consideration we restrict ourselves to A(t) and B(t) satisfying
A′
4A3
= −α
2
, and
AB′ − BA′
2A3
= 0, (4.5)
where α is a constant. In this case we get
f (y) = exp
(
−1+ α
2
y2
)
(4.6)
and
∆q(t, y) = (1+ α)A2(t)((1− α)y2 − 1). (4.7)
The imposed conditions (4.5) can be solved as
A(t) = 1
2
√
αt + β , B(t) = −γ A(t) = −
γ
2
√
αt + β ,
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where β and γ are integration constants. These functions specify the transformation of the spatial coordinate
y = g(t, x) = x− γ
2
√
αt + β (4.8)
that corresponds to the following evolution of the mesh points
xi(t) = γ +
√
αt + β
β
(xi(0)− γ ), i = 0, 1, . . . ,N. (4.9)
Changing variables from (t, x, u) to (t, y, v), we obtain the transformed equation
vt = 14(αt + β)(vyy − 2yvy)+
(
q+ 1+ α
4(αt + β)((1− α)y
2 − 1)
)
v, (4.10)
for which we use the operator splitting
G1(t, ∂y, y) = 14(αt + β)
(
∂2
∂y2
− 2y ∂
∂y
)
, (4.11)
G2(t, y) = q+ 1+ α4(αt + β)((1− α)y
2 − 1). (4.12)
In computational time (2.21), which is given by
s =

1
4α
ln
αt + β
β
, α 6= 0,
t
4β
, α = 0,
(4.13)
the transformed differential equation takes the form
vs = vyy − 2yvy +
(
q
A2(s)
+ (1+ α)((1− α)y2 − 1)
)
v, (4.14)
where
A(s) = 1
2
√
β
e−2αs.
For this equation we get the operator splitting
G˜1(∂y, y) = ∂
2
∂y2
− 2y ∂
∂y
, (4.15)
G˜2(s, y) = qA2(s) + (1+ α)((1− α)y
2 − 1). (4.16)
For a point in the computational domain there corresponds the point with physical coordinates
t =
{
β
α
(e4αs − 1), α 6= 0
4βs, α = 0
and x = γ + 2√βye2αs. (4.17)
Numerical experiment
For spatial discretization we use the nodes of Gaussian quadrature∫ ∞
−∞
P(y)e−y
2
dy ≈
N∑
i=0
H(yi)wi, (4.18)
where yi is the ith zero of HN+1(y) and
wi = 2
NN!√pi
(N + 1)[HN(yi)]2 , i = 0, . . . ,N.
This quadrature is exact if P(y) is a polynomial of degree 2N + 1. Numerical methods for computing quadrature nodes and
weights can be found in [18,19].
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Fig. 4. Solution u(t, x) for the initial (solid line) and final (dashed line) times.
Using the quadrature approximation∫ ∞
−∞
h(x)dx = 1
A
∫ ∞
−∞
h
(
y− B
A
)
dy ≈ 1
A
N∑
i=0
h
(
yi − B
A
)
ey
2
i wi = 1A
N∑
i=0
h(xi)ey
2
i wi,
where yi andwi are nodes and weights of the Gaussian quadrature, we define the discrete error norm
‖em‖2 =
(
1
A
N∑
i=0
|um(xi)− U(tm, xi)|2wi
)1/2
, (4.19)
where U(t, x) is the exact solution. It is also possible to consider the infinity norm (3.19).
The numerical test is performed for the heat transfer equation
ut = uxx + q(t)u, q(t) = 32(t + 1) (4.20)
with the initial values
u0(x) = exp
(
−x
2
4
)
.
Function
U(t, x) = (t + 1) exp
(
− x
2
4(t + 1)
)
is the exact solution of the problem.
We specify the spatial mesh with N = 30. In physical space we fix the mesh points x0(0) = −15 and xN(0) = 15. Since
y0 = −6.9957 and yN = 6.9957, the transformation y = g(t, x) has coefficient β = 1.1494. We set γ = 0.
The equation is numerically integrated on the time interval [0, 1]. The spatially discretized equations corresponding
to the splitting methods (4.11), (4.12) and (4.15), (4.16) are solved exactly. Fig. 4 presents the initial values u0(x) and the
obtained solution u(1, x). In the left part of Fig. 5 we display the global errors ‖e‖2 and ‖e‖∞ of the splitting for different
values of the time step. Computations were performed on the uniform mesh in physical time. The errors are given for the
splittingmethod on themovingmesh (4.8) given by α = 0.5 (right part of the figure shows the evolution of themesh nodes)
and for the stationary mesh (α = 0). The figure shows that the method has its theoretical order 2. The splitting method on
the moving mesh gives more accurate results compared to that on the stationary mesh.
In Fig. 6 we compare numerical solutions for u(1, x) obtained on different moving meshes (4.8) and uniform meshes for
physical and computational times. The figure shows that evolution of the mesh points corresponding to the diffusion of Eq.
(4.20) makes the results more accurate. Note that the moving mesh α = 1 gives the exact solution up to machine accuracy.
5. Conclusion
In the present article we showed how the Strang splitting time integration can be used for pseudospectral discretizations
on moving meshes. We introduce a new spatial coordinate in which the mesh is stationary. The differential equations are
transformed to a new form. Then, the equation is split into two parts: one part is solved using the presentation of the
solution by an orthogonal system, the other part leads to ODEs for solution values in the nodes of the mesh. The use of
the double representation of the orthogonal polynomials is an essential part of the method. The approach results in an
explicit method of second order. The presented framework is suitable for second-order linear evolutionary PDEs, such as
reaction–convection–diffusion problems [20].
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Fig. 5. Left: errors ‖e‖2 (solid line) and ‖e‖∞ (dashed line) for u(1, x) computed on the moving mesh given by α = 0.5 and errors ‖e‖2 (dash-dotted line)
and ‖e‖∞ (dotted line) for u(1, x) computed on the stationary mesh (α = 0) versus time step∆t in logarithmic scale. Right: moving mesh for α = 0.5.
Fig. 6. Errors for u(1, x) computed by 100 time steps for different values α: ‖e‖2 (solid line) and ‖e‖∞ (dashed line) for computation on a uniform mesh
in physical time t , ‖e‖2 (dash-dotted line) and ‖e‖∞ (dotted line) for computation on a uniform mesh in computational time s.
Applications to the linear heat transfer equation in the semi-infinite and infinite intervals were considered. In both cases
the proposedmethod is used for the initial value problems, i.e. we solved the problems in the whole space instead of solving
them in artificially truncated computational domains. The presented approach can be generalized on multi-dimensional
domains which are Cartesian products of one-dimensional intervals. It is also possible to combine moving meshes for some
spatial coordinates and stationary meshes for the others.
Numerical tests showed that numerical solutions on moving meshes can be more accurate than those on stationary
meshes. More importantly, moving meshes provide a possibility of matching the width of the basis functions to the
width of the solution. Specifying the transformation (1.3) for the application of the splitting method, we restricted the
originally general movingmesh to the form (2.7), where A(t) and B(t) are arbitrary functions. For the particular applications,
considered in Sections 3 and 4, these functions were chosen to further simplify the transformed equation. Within the
considered framework the moving mesh does not depend on the solution (compare with [9,11], where the evolution of
the solution shapes the evolution of the moving mesh). Therefore, one can use additional considerations (for example,
preliminary computations) to choose the parameters specifying the moving mesh. Generally, when the solution evolves
in time, an adaptation of the moving mesh to the evolution of the solution gives a possibility of obtaining more accurate
results and using less nodes than stationary meshes would require.
Instead of Hermite and generalized Laguerre polynomials one can introduce Hermite and generalized Laguerre functions
by incorporating the scaling function f (y) into the orthogonal system. For example, instead of the transformation
u(t, x) = f (y)v(t, y), y = g(t, x), f (y) = exp
(
−1+ α
2
y2
)
,
which was considered in Section 4 and approximation by the Hermite polynomials
v(t, y) =
∑
an(t)Hn(y)
one can use the transformation
u(t, x) = exp
(
−α
2
y2
)
v(t, y), y = g(t, x)
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and approximate by Hermite functions
v(t, y) =
∑
an(t)Hˆn(y), Hˆn(y) = 1√
2nn!√pi e
− y22 Hn(y).
These functions are orthonormal∫ ∞
−∞
Hˆn(y)Hˆm(y)dy = δnm.
Alternatively, one can consider the transformation
u(t, x) = v(t, y), y = g(t, x)
and approximate by Hermite functions
v(t, y) =
∑
an(t)H˜n(y), H˜n(y) = 1√
2nn!√pi e
− 1+α2 y2Hn(y),
which are orthonormal with the weightw(y) = eαy2 :∫ ∞
−∞
H˜n(y)H˜m(y)eαy
2
dy = δnm.
Similarly, one can introduce functions based on the generalized Laguerre polynomials.
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