Abstract-A novel method using self-organizing maps to determine the optimum ranges to partition the vector switched Volterra series is presented. Analyzing characteristics of the input signal it is possible to separate different regions of operation. Partitioning of the correction algorithm provides the ability to target regions of different non-linear behavior with separate coefficients. This work is validated with experimentally measured results and shows an adjacent channel power ratio (ACPR) of dBc achieved for a four carrier Wideband Code-Division Multiple Access (WCDMA) signal using a 19 watt digital outphasing amplifier from NXP.
I. INTRODUCTION
T HE power amplifier (PA) can consume the largest amount of power of any single component in the base station radio frequency transceiver. As a result the efficiency with which they operate greatly impacts system efficiency and cooling requirements. This is a fundamental issue and has driven the investigation of higher efficiency amplifier architectures such as Doherty, envelope tracking (ET) and outphasing PAs. The digital outphasing amplifier topology achieves increased efficiency through load modulation. A pair of constant envelope signals are amplified by identical amplifier stages, the recombined signal reconstructs the desired amplitude modulated signal, counteracting the nonlinear effects associated with switch mode operation. These benefits come at a cost, the two path topology of the amplifier has alternative requirements for linear operation; key amongst those is phase, gain and delay imbalance between the amplifier paths. Additional amplitude and phase distortion introduced by the recombination stage leads to non-ideal operation. In recent years many of these problems have been resolved to some degree. In [1] the author extracts both amplitude and phase distortion generated from an ideal Chireix combiner, from this a predistortion function is derived for the input signal. In [2] a proposed linearization method modifies the phase of the outphasing signals using a look up table approach, the correction is a function of input amplitude and frequency. In [3] a phase polynomial for each outphasing path is derived, correcting amplitude and phase distortion of the output signal. This method is then further improved in [4] with a more complex model for the outphasing amplifier including the phase polynomial as well as amplitude and path delay effects. These methods have greatly improved the linear PA performance however wide band operation still remains a challenge for base station specifications. The bandwidth expansion of an outphasing signal is typically 10-12 times the bandwidth of the desired transmission signal [5] . The outphasing topology requires identical hardware in each of the signal paths, for wideband operation this can be difficult to achieve within a discrete setup. Statically we calibrate the system across the operating frequency, providing the outphasing amplifier with balanced input signal paths. Removing the imbalance effects allows the system to be characterized and linearized as a single input-output amplifier system. Since this calibration procedure is performed statically it cannot account for additional imbalances that can occur during dynamic operation. The result is spreading in the output signal, appearing similar to memory effects seen in traditional amplifier architectures, which can be seen in Fig. 1 .
In Fig. 1 the region of AMAM plot with the largest deviation from ideal behavior occurs at lower powers as a result of outphasing amplifier difficulty to achieve a null. Non-Ideal effects in the outphasing amplifier are caused by dynamic operation of the amplifier and path mismatch such as amplitude and phase imbalance and dc offset. It is visible in Fig. 1 that there are relatively large deviations from ideal behavior at low powers. If a large time series is used to train DPD more emphasis is placed 1531-1309 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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on the operation of the PA at higher powers. To avoid this a segmented approach such as that used in [6] and [7] is used where equal consideration can be given to train each of the separate regions of operation. In this letter we demonstrate a hardware implementation of a single input-output correction, enabling wide band operation of an outphasing amplifier to meet 3GPP ACPR specifications. This work follows on from the linearization of single carrier WCDMA signal presented in [6] , as signal bandwidth increases linearization becomes more challenging. Investigated in this letter is a 19 watt GaN digital outphasing amplifier developed at NXP semiconductors [8] .
II. VECTOR SWITCHED VOLTERRA USING SELF ORGANIZING MAPS
The Volterra series is a powerful time series capable of non linear system modeling. It has been widely used in PA behavioral modeling and linearization. The equation for the Volterra series is outlined in (1) where and are the input and output complex envelope signal samples, denotes the discrete time Volterra kernels.
is the order of nonlinearity, is the memory depth and denotes the conjugate transpose.
(1)
An advancement on this is segmented or piecewise Volterra algorithms. The Vector switch approach uses not only the current input amplitude, , but also time delayed with a time delay, to generate a vector space. This vector space is then quantized using a clustering algorithm, resulting in unique subdivisions of the input data. To each subdivision an individual time series is applied, in our case we choose Volterra series. The result is a more robust algorithm and in many cases a more efficient implementation as each subdivision requires fewer coefficients. In [7] the author uses K-means to cluster the input data, an efficient algorithm to train with a simple code book or look up table (LUT) implementation.
In this letter we examine additional parameters of the input signal to improve linearization of the outphasing amplifier. As described in the introduction the majority of the non-linearity for the amplifier resides at lower output powers, in particular around the zero crossing point. For a complex modulated signal the zero crossing point occurs as the signal passes through the centre of the unit circle. This also corresponds to a rapid change in signal phase. Utilizing the rate of change of phase it is possible to extract additional information from the input signal, increasing the number of clusters at lower signal power levels. Equations (2) and (3) show the method of calculating a delta phase value where is the phase of the current input signal , is the phase of time delayed sample and A(t) is the amplitude modulation component of the input signal. The unwrap function is used to remove discontinuities associated with phase as it rotates about the unit circle. Investigation into multi dimensional clustering algorithms outlined some possible issues using K-means in practice. As the number of dimensions increase the code book or LUT for K-means will increase exponentially, possibly impacting the practicality of the hardware implementation. Self organizing maps (SOM) offer an alternative implementation, derived from a special case of artificial neural network that is used to produce a discrete representation of the input space, referred to as a map. SOM is implemented using an array of adders and multipliers as well as a traditional cluster LUT method it offers a more compact solution as the number of inputs grow. SOM presents a more robust method for clustering compared with K-means [9] . Fig. 2 illustrates the 3 dimensional mapping process proposed in this letter for outphasing amplifiers. This increase in robustness is due to the training method, each input sample effects all neurons not just the closest or winning neuron. The learning rate associated with each neuron is inversely proportional to its distance to the neuron that is closest to the input sample. As a result the network is more robust to the problem of individual neuron local minimum. The main disadvantage with SOM is the increased computational complexity of the training algorithm. The increase in the computational complexity for a SOM with ten output clusters is twenty times [10] . A dramatic increase, however the robustness of the SOM requires fewer iterations to reach as good or better results. In this example SOM ran for a total of 25 iterations, 25% fewer than the K-means algorithm required. Fig. 2 presents an example of three dimensional clustering of parameters extracted from the input signal. The parameters of the input signal are as well as the additional parameter. A total of ten individual clusters are extracted.
III. EXPERIMENTALLY MEASURED RESULTS
The small signal system is calibrated initially to remove quadrature imbalance, local oscillator feed through, amplitude imbalance between outphasing paths and amplitude and phase ripple over frequency. The measurement setup uses a pattern generation board paired with a dual transmit chain digital to analog conversion board. Signal capture is performed using a wideband dual channel analog to digital board with quadrature demodulation, the useable bandwidth of the captured signal is 307.2 MHz. A wide bandwidth receive path is required to capture the out of band residual outphasing noise, again with a useable bandwidth of at least 307.2 MHz. The signal capture was averaged eight times to remove measurement noise that may impact the calculation of the linearization function.
The linearization function is trained in an iterative process utilizing an indirect training technique and validated experimentally in hardware. The performance of the system was determined using a Rhode and Schwarz FSQ spectrum analyzer and multicarrier ACPR measurement, the results of which are illustrated graphically in Fig. 3 , the spectrum before and after linearization and presented numerically in Table I. For linearization the delay factor in the vector quantization function is a 2 tap delay. The individual Volterra series kernels have a 5th order non-linearity component with 3 memory terms. These optimum parameters were found by sweeping the values across reasonable ranges, non-linear order , memory depth , delay taps for generating vector space and number of segments in the vector space . In the training process, vector quantization training is preformed initially, the results are used to segment the training data and each time series is trained individually. The method of training the time series is a least squares algorithm. For stability of the training algorithm QR decomposition is performed on the Volterra kernel matrix. The predistortion function was trained using five iterations, at which point it was determined that the linearization performance was at its maximum and further iterations would not provide improvement. The resulting performance can be seen in Fig. 3 . The amplifier meets 3GPP spectral mask requirements for both adjacent and alternative channels of dBc and dBc respectively. Table I presents the linearization results comparing AMAM AMPM [11] , Volterra series, VSV Volterra -K-means and VSV Volterra -SOM using 3 parameters of the input signal.
IV. CONCLUSION
A single input-output linearization algorithm can successfully correct a calibrated two path outphasing system, confirming the deviations observed at lower output powers are deterministic and therefore correctable. Utilizing a VSV linearization method with SOM linearization performance for wide band signals was improved. The performance benefits of using a SOM as the clustering algorithm are not cost free. In this letter we have presented a linearization technique for an outphasing amplifier with a signal bandwidth of 20 MHz which meet 3GPP spectral mask requirements.
