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Abstract
Morse Theory is the study of the relations between functions on a space and
the shape of the space. The main part of Morse Theory is to look at the critical points

of a function, and to find information on the shape of the space using the information
about the critical points. This thesis studies Morse Theory on finite dimensional mani

folds. This thesis will start by first looking at the preliminary information on topology,

differential topology and multivariable calculus. It will provide crucial definitions such
us diffeomorphism, non-degenerate critical point, Hessian, gradient-like vector field and

integral curve. With all .the preliminary information it is possible to determine that two
manifolds Ma and Mb are diffeomorphic, Ma =

if there is no critical value in the

interval [a, 6], If there was a critical value c of index A between the manifolds, a diffeomor
phism would still exist, but with the union of a A-handle. That is, if there are manifolds

Mc+£ and Mc_e, that have critical value c between them, then Mc+e = Mc~eODx x Dm~\
where Dx x Dm~x is a A-handle. Inductively, one may recover the structure of a manifold

by using these results.
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Chapter 1

Introduction
My thesis concentrates mainly on Morse Theory. In differential topology, the

use of Morse Theory gives a very direct way of analyzing the topology of a manifold by
studying differentiable functions on that manifold. According to the basic insights of

Marston Morse, included in this thesis, a differentiable function on a manifold will reflect
the topology directly. One of the goals of this thesis is to determine the cell structure

of compact m dimensional manifolds by considering critical points of certain real valued
functions on such a manifold.

This is the way we will be accomplishing this: first, we will be looking at basic

definitions from topology, differential topology and multivariable calculus that will be used

to prove our main result. We will introduce central concepts, such us diffeomorphism,
non-degenerate critical point, the Hessian, gradient-like vector field and integral curve.

With all of the preliminary definitions it is possible to prove our first big result, which is
that two manifolds Ma and Mb are diffeomorphic, Ma = Mb, if there is no critical value

in the interval [a, b]. This result is important because it gives way to better visualize

manifolds. It would be convenient to show that if there was in fact a critical value
between two manifolds, a diffeomorphism would still exist, but with the union of a A-

handle (the product of two disks), where A is the index of the critical point of the function

being used, which is the number of negative eigenvalues of the Hessian of the function.
Therefore, our last result is to show that if there are manifolds Mc^.£ and Mc_e, that have

critical value c between them, then Mc^£ = Mc_e U Dx x DTn~\ where Dx x

is a

A-handle (see Theorem 4.0.35). This last result is our main result, which is to determine

2
the diffeomorphism type of a compact manifold M in terms of the indices of the critical

points of any Morse function defined on M.
This thesis will have four chapters. In the second chapter we will be looking at

manifolds of dimension two. We will be considering real valued functions on manifolds,
and it is useful to know what critical points are since with these critical points we find

critical values of a function, which will be used to prove our main result. At critical

points we determine the Hessian of a function on a manifold. The Hessian is symmetric
and so it has real eigenvalues. This Hessian determines the index of a critical point

since it is the number of negative eigenvalues, the indices are needed since they are used
in our main result as well. Also in Chapter two we will look at functions on surfaces,
where surfaces are simply two dimensional manifolds. In Chapters three and four we will
see diffeomorphisms on manifolds, so in Chapter two we will introduce diffeomorphisms,

since their definition is key. We shall see that non-degenerate critical points have some
convenient properties that degenerate critical points lack. Therefore functions with only

non-degenerate critical points would be nice ones to work with. We call these functions
Morse functions. This thesis describes how a Morse function on a manifold determines

the shape of the manifold. Morse Theory studies this occurrence. We will show that all
Morse functions can be expressed in a simple form by a change of coordinates applied to

it, this is called the Morse Lemma, Lemma 2.0.11. In Chapter two we look at manifolds
of dimension two and in Chapter three we consider the general situation of manifolds of

dimension m > 2. Therefore, most of the ideas seen in Chapter two will also be seen
in Chapter three but using an extended dimension, dimension m. In fact, Chapter two
was done to help make Chapter three easier to understand and visualize. Chapter three

focuses on the concept of diffeomorphisms, which is central to our whole thesis. We start
to see how two manifolds without any critical values between them can be related by a

diffeomorphism of the initial manifold and the product of the function at that manifold

and the unit interval. See Theorem 3.0.32. This theorem shows that if two manifolds have

no critical values between them, then there is a natural way to form a diffeomorphism
between the two manifolds using integral curves (see Theorem 3.0.33). This theorem then
gives way to show that if two manifolds have no critical values between them, then they

are in fact diffeomorphic to each other (see Lemma 3.0.33). After this lemma, the only

diffeomorphisms we have to exhibit are those between manifolds that do have a critical
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value between them. We shall do this in Chapter four. Chapter four is useful since the

whole chapter is dedicated to showing the last result we need. To show that two manifolds

with a critical value in between them are related by some diffeomorphism, we will need to
know what a disk and a A-handle are, since we will see that the manifold obtained after

the critical value is diffeomorphic to the union of the manifold right before the critical

value and a A-handle. Most people look at Morse functions as height functions, meaning

that a function on a manifold maps each point on the manifold to a “height” in R. After
seeing this theorem, our main result is shown, and we end Chapter four with a theorem
that sums up all the ideas learned in this thesis, Theorem 4.0.36. This theorem shows
that if we have a Morse function on a compact surface M, f : M —> R, with exactly

two critical points, then this surface M is diffeomorphic to the two dimensional sphere,

denoted S'2.
In this thesis it will be assumed that a manifold M is embedded in a Euclidean

space

of a large enough dimension N. This fact will be needed for the definitions

of manifold (Definition 2.0.1), compact (Definition 2.0.14) and tangent vector (Defini

tion 3.0.26). This fact will help prove Lemma 2.0.15.
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Chapter 2

Surfaces
In this chapter we will look into manifolds, precisely two dimensional manifolds,

which we call surfaces. This chapter is intended to lay the ground work for Chapter
three. In Chapter three we will extend our surfaces to m > 2 dimensional manifolds.
Throughout this thesis we will be working with functions on manifolds; these functions

help us view our manifolds in terms of real numbers. Since our main result deals with

determining the diffeomorphism type of a compact manifold M in terms of the indices
of the critical points of any Morse function defined on M, the definitions of a critical

point, a diffeomorphism and the Hessian are needed, the Hessian provides the index of
the critical point. These definitions will be given in this chapter. We will also be dealing

with change of coordinates, in fact, a lot of the results in this chapter will deal with
change of coordinates. We shall see that the Hessian of a function in one coordinate

system is related to the Hessian of the function in a different coordinate system (see
Lemma 2.0.8); and that a critical point being non-degenerate or degenerate does not

change with a change of coordinates (see Corollary 2.0.9). A main theorem in this chapter
is Theorem 2.0.11, which is Morse Lemma and talks about our function f being able to
be expressed in a standard form with a change of coordinates applied to it. From this

theorem we get Corollary 2.0.12, which shows that a non-degenerate critical point of a
function of two variables is isolated. We shall see that non-degenerate critical points give

more information and are more useful then degenerate critical points, therefore functions
with only non-degenerate critical points are desirable and so we use these Morse functions.
Morse functions have only a finite number of critical points (see Lemma 2.0.15), we show
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this by using the compactness of our manifold. To prove the two main results in Chapter
three we will need the definitions of a critical value and a level curve; these definitions

will close this chapter.

Definition 2.0.1. A manifold M of dimension m is a Hausdorff topological space that
is locally Euclidean. That is, for every point p in Af, there exists a neighborhood of p, Up
of M, such that Up is homeomorphic to RN for some fixed N. Up is called a coordinate

system at p.

Say we have two coordinate systems Up and Vp at p in M, with two homeomor
phisms <pu and (pv such that <pu : Up -> ET and <pv : Vp -> RT The function <pv o cp”1

restricted to

Cl Vp) is called a transition function <pv o (p"1 :

=

0,1,2,--- , 00, w, where C” means that the transition functions are analytic. We assume
all of our manifolds are C°°, which by definition assumes these transition functions are
all C°°.
Coordinate systems can be mapped

Rw, which allows us to do calculus

on our manifold. The class of a manifold M is the largest number r G R such that the
transition functions are r times differentiable, for r = 0,1,2, • • ■ , 00, w.

Definition 2.0.2. Let M be a surface. We call a map f : M —> R, which assigns a real
number to each point p of My a function on M. A function f -> R defined on M is of

class C°°, or smooth, if it is of class C°° with respect to any smooth local coordinates at
each point of M. We will only consider smooth surfaces and smooth functions defined on
these surfaces.

Diffeomorphisms are very important because they equate two manifolds, from
the point of view of differential topology. A diffeomorphism is an extension of a homeo

morphism, we use [Bre93] and [Mat97] to define a homeomorphism and a diffeomorphism

respectively. In both definitions, we have that M and N are manifolds.

Definition 2.0.3. A map f : M

N is a homeomorphism if Z”1 : N —> M exists,

meaning if f is one to one and onto, and both f and Z“J are continuous.

Definition 2.0.4. A (smooth) diffeomorphism is a homeomorphism f : M —> N such
that the maps h: M —> N and h~^ : N —> M are both of class C°°.
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We briefly describe manifolds M with boundary dM.

A manifold M with

boundary 9M is a Hausdorff topological space with coordinate systems as described

above at each point p G (M — dM), but with local homeomorphisms

{(rci,a?2, • • • , #n) G Rn

—

> 0} for all b G 9M. For example, [0,1] is a one dimensional

manifold with boundary 9[0,1] = {0,1} and S'1 x [0,1] is a two dimensional manifold with

boundary S1 LI S1.

We can glue topological spaces by a quotient space construction. We will be glu
ing diffeomorphisms in our thesis, in fact, knowing this can be done is very important for

the development of our thesis, since we glue diffeomorphisms to prove all of our big results
and even our main result. We glue diffeomorphisms in Theorem 3.0.32, Lemma 3.0.33,
Theorem 4.0.35 and Theorem 4.0.36.

We can glue manifolds with boundary. Let Mi and M2 be manifolds with

boundary, and let <p : OMi -> dNh be a diffeomorphism between the boundaries. Then
we can construct a new manifold W = Mi

M2 by gluing the boundaries of Mi and

M2 using <p, meaning we identify each point p in OMi with the point yfip) in DM2- The
resulting manifold W is unique up to diffeomorphism (see [Mat97], pages 39-40).
Now let us discuss gluing diffeomorphisms. If we let W = Mi

M2 and V =

Ni QjJ, N2 be manifolds obtained by gluing manifolds with boundary, where p : 9Mi —>
DM2 and ip : dNi —> 0N2 are diffeomorphisms. Suppose that we have diffeomorphisms

hi : Mi

M and

: M2 —> N% such that ip o hi(p) ~

OMi. Then there exists a diffeomorphism H = hi Uh,2 : W

o p(p) for every point p in

V'obtained by gluing hi

and h2 along the boundary. (See [Mat97], pages 40-41)
In fact, all of the gluing of diffeomorphisms done in this thesis, are in real

ity homeomorphisms, but after a smoothing process done after gluing, we get that our
homeomorphisms become diffeomorphisms. See [Mat97], page 40 for more details on

this process. Therefore we will assume in our thesis that after gluing homeomorphisms,

a smoothing process is done, so the morphisms involved here are, in fact, diffeomorphisms.

Since / is smooth, / is differentiable, and so its partial derivatives exist in
some coordinate system. We will see that when f is a function on a manifold Af, there

will be points in M that will make our derivative of f zero, when evaluated at p. Such

points are called critical points of f and we use [Mat97] to obtain a formal definition.
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E)efinition 2.0.5. A point po = (xo,yo) in the rry-plane is a critical point of a function
z

if

g(Po) = 0=g(Po)=0.
Now we will look at the Hessian of a function.

Definition 2.0.6. Let po = (xo^yo) be a critical point of a function z = /(z^y). Then
the matrix

of second derivatives evaluated at po, is called the Hessian of the function z = f(x,y) at
the critical point po. We denote the Hessian by Hf(po).

Notice that the matrix Iljjpo) is a symmetric matrix, since we assume f is at

least C, and thus

= d^dx’ Any symmetric matrix can be diagonalized, and therefore

all of its eigenvalues are real.

Definition 2.0.7, A critical point po of a function z = f(x,y) is non-degenerate if the
determinant of the Hessian of f at po is not zero; that is, po is non-degenerate if we have
the following:

^2 f

a2f

a2f
- (^(po))2

0-

If detHf^poy = 0, then po is called a degenerate critical point.

The Morse Lemma will be an important topic in this thesis. In this chapter we

will see the Morse Lemma for functions of two variables and in Chapter three we will
extend to the Morse Lemma for m dimension. The Morse Lemma states that all functions

can be expressed in a standard form by just a simple change of coordinates. To prove
this we will need to have that the Hessian of f in the new coordinates is related to the
Hessian of f with the original coordinates. The following lemma shows this relation.

Lemma 2.0.8. Let po be a critical point of a function z ~ f(x,y). Denote by Hj(po)
the Hessian off computed using the coordinates (x,y)} and by TLf(po) the Hessian of the
same f computed using different coordinates (X, Y). Then the following relation holds:
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where J(po) is the Jacobian matrix for the above coordinate transformation, defined by
r/

x _ ( fxM

£p(po) \

andtJ(po) is the transpose matrix ofj(po).
Proof Let po = (xo,yo), then our goal is to show that

'H/(Xq,Yq) = tJ(xoiyo)Hf(xoiyo)J(xQ,yQ).

/

I
H/(a?0,yo) = I
\

d2f 92f \
dx^ 9x9y |
92f d2f ]
dxdy dy2 /

dx

dx

9X

dY

(

, ^(zo, yo)
dx?
d2/
\ dXdY

,^'H/(X0,Y0) = I

Note:
Fx

— PL.9x_^.9g.f^~Q
dx dX
dy dx
u

SY Sx dY T
qy
U
since po is a critical point of f and therefore we have f£(?o) = 0 and f£(po) = 0. Also,
g2/ _ s /gf x _ a /gf
. a/
dx? ~ dxYFx) ~ dxv&H Sx + Sy SxJ
a2/ _ dfdfx_ d (df dx ,d£ dy\
FXJY ~ SZIsyJ - sxlsi ’ SY + S£ ' Sp)
S3/ _ _d__[ dfx _ 9 fdl dx ,91 9yA
SY7 — dYXQY) — SylSi ' SY T 9y ' SY1We get these from Figure 2.1.

Figure 2.1: Coordinate Dependency
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Let us look at V(x0,Vo) • Hj(xo,yo)
*J(so,3fo) • Hf(xQ,y0) =

tJ(x0,y0) • Hy(xOiyo) =

dx
dX
dx
&Y

dx
ax
dx
Fy

dy \
dX |
^ /

d2f . dy d2f
dx2"T* 9X dxdy
.a2/<dy_ &f
dx2
dY dxdy

/

a2/

a2y

\

I

dx2

dxdy

|
/

\
dx
dk
dx
3y

d2 f , dy d2f \
dxdy ' dX ’ dy2 |
02f , dy d2f I

/

'

Now let us look at tJ(xo,yo')Hf(x0yy0)J(xo,y0)y

tJ(xo,yo)Hf(xQ,yo)J(xQ,yo) =

dx d2f . dy a2/
'UX'^'TTx'
dx d2f , dy
d2f
dY ' dF ■*" HV ’ dxdy

dx ,
dX
dx
dY '

d2f .
dxdy ’
d2f .
aJdyi"

dy ' d2f \ /
dX
hy2 1 I
dy
d2f I I
dY * NF / \

Our goal is to get H^Xq^Yq) = tJ(xQ,yQ)Hf(xQ^yQ)J(xo^yQ)y where
/ d2/
d2/ \
'Hf(XQ,YQ) =
d*2°fy j . In the (1,1) entry of 'Hf(XQ,Y0), we have
\ 6xoy 8& J
on our (1,1) entry of * J(xQ,yQ)Hf(xo,yo)J(xQ, yQ) we have f|f(|^)2 + 2^ •
^f(^)2’ next we need to show that both entries are equal.

Now let us look at ^?(f£ • ^),

dx
dX
dy
dx

and

•$+
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_ d2f

dx

, d2f(dy\2 . df ( d2y \

dy

~ aldy ' Fx ' 75x ■*" dy^Fx'
So now, we have
d2f „ _d-(df

ax^ ~ ax'Jh '

9x
qx

df

i

dy x

' dx)

_ d2f i dx \2 i d2f
dy
dx i df f d2x \
— dx?x3x) “*■ dl&y * Fx ' dX + a^ax?)

_ d2f / dx

x2

I

~dxZxdx) ■*"

&2f

9

dy

dx

, d2f ( 9y \2

i

df ( 92x \ , df f 92y \

' ax dx^fypfdx) + Flxdx'U + dyxax^)-

Initially, we had that (xo,yo) and/or (Xo, Lb) is a critical point, so

^(^0)Z/o) — 0, ^(^o,2/o) = 0,
%(X0, Yo) = ^(x0, yo) = 0, x(X0, Y0) = x0,y(X0, Yo) = W.

= 0 and we have

Therefore, g£(f^r) =
AiL -

&L(^>2

I

Q

dU_ . d^ . dx. ,

dx^ ~ wxdx) + ^aldy Fx dx^afixax)-

Which is equal to entry (1,1) in the matrix tJ(xo,yo)Hf(xo, yo)J(xo, yo), so we have that
the entry (1,1) of 'Hf (Ah, Yo) is equal to the (1,1) entry of tJ(xQ,yo)Hf(xo,yQ)J(x(3)yo).

Let us now look at entry (1,2) in both matrices, in both matrices, entries (1,2)
and (2,1) are equal, so it is suffice to show that entry (1,2) of 77/(Ah, lo) is equal to entry

(1,2) of [ J(xo,yo)Hf(xo,yo)J(xo,yo), to have that entries (1,2) and (2,1) of Hf(Xo,Yo)
are equal to entries (1,2) and (2,1) of tJ(xQ,yo)Hf(xo,yo)J(xo,yo). In the (1,2) entry

and on our (1,2) entry of tJ(xQiyo)Hf(xo, yo)J(xo, y0) we

of 77/(Ah,Lo), we have
have

• ft • ft +

‘ ft ’ W + FJhj ' ft * ft +

' ft ' ft, next we need to show

that both entries are equal.

9 (df dx x __ d_(9I_\ dx . d£ _d( dx \
dXX^I ' dY> ~ FXX&A ’ dY +
’ dXY§Y)

_ 92f

dx

dx

i

~ dx^ ' ax ' Fy t

d2f

dy

dx , df / d2x \

‘ ax ’ Uy

t

FI^dxdY/-
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By Equation (2.1) above, we

have

— Sy(axay) - 0 anc^ we ^ave

a2/ _ a2/ ax dx , a2/ dy ax , a2/ ax dy , a2/ dy ay
axaY
dx'^ dx ay nxay ' Fx ' ay "t- axdy * ax * 3y aft ’
’ ay •
Which is equal to entry (1,2) in the matrix tJ(xQ,yQ)Hf(xo1yo)J(xo>yo)i so we have
that the entries (1,2) and (2,1) of 7/y(Xo,Yo) are equal to entries (1,2) and (2,1) of

1 J(xq , yo) Hj (xq , yo) J&o, y0) ■

All we have left to show is the entry (2,2) of %y(Xo,l'b) is equal to entry (2,2) of
tJ(xo,yQ)Hf(xo,yo)J(xQ,yo). In the (2,2) entry of H/^Xo, Yo), we have ^4, and on our
(2,2) enjtry of * J(xo,yo)Hf (x0, yo)J(xo,yo) we have ^4(^)2+2^+
(^)2,
next we need to show that both entries are equal.

Now let us look at

• ^),

12

— JfT
9x
9y _i_ 92H &y \2 I df / d2y \
— '3I3y ' dY ‘ W ■*" dfT7) ^dy^dY^h

So now, we have
a2/ _ a {df

dx ,&£

&y^ - aF^ * Fy +

dy\

‘Py)

_ 92f ( dx \2 1 a2/
7-

dy

dx . 9f { d2x \
t ffpjjY'S)

By Equation (2.1) above, we have
&Y^~W\dY/

^Fldy

— 0 and we have
&Y

dY^dyNdY/ ’

Which is equal to entry (2,2) in the matrix 1 J(xq, yo)Hf(xo, yo)J(^o, yo), so we have that

the entry (2,2) of H/^Xq, Yo) is equal to the (2,2) entry of tJ(xQ,yo)Hf(xQ,yo)J(xQ,yo).
We have shown that all the entries of the matrix 'Hf(Xo,Yo) are equal to the

entries of the matrix tJ(xo,yQ)Hf(xQ,yQ)J(xQ,yo), therefore
'Hf(XQ,Y0) = tJ(xQ,yo)Hf(xo,yo)J(xO)yo).

□

We shall see in Chapter three Lemma 2.0.8, but using functions on m di

mensional manifolds, Lemma 3.0.20. The proof of Lemma 3.0.20 follows the proof of
Lemma 2.0.8. We saw in the proof of Lemma 2.0.8 that the derivatives of f evaluated at
the critical points gave zero as the result in both coordinate systems. Hence we have the

following corollary.

Corollary 2.0,9. The property thatpQ is a critical point is independent of the coordinates
used. The property that po is a non-degenerate critical point does not depend on choice
of coordinates. The same is true for degenerate critical points.
Proof. Let x = g(XfYfy = h(XfY) and f : M —> R, with p in M, p being a critical
point. Since p is a critical point, we have
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We want to show that

= 0. Which would show that critical points

= 0 and

are independent of coordinates used. From Figure 2.1, we have that

df I _ df I
dx I
ax Ip — 3®Ip ‘ dx Ip

= 0,

Since

I

T

d£i
5y i
ay\p' dx\p,

1

dfi

_ df I

<ta i

ana ay Ip — eta Ip ’ SF Ip

, df\

5?/i

ay Ip SyIp-

= 0, we have

Jjflp - 0 ’ rork + 0'7fx\p and PYIp ~ 0 ’ ST Ip + 0 ' IfIp-

By Lemma 2.0.8 we have that 7/y(po) ~ t3(po)Hf(po)3(po), and so we have

detHf^po) = dettJ(po)detHf(po)detJ(po)- Since the Jacobian J(po) of the coordinate

transformation at po has a non-zero determinant,

detHffpo) = dettJ(po)detHf(po)detJ(po) implies that detHf^po)
detH/(p0)

0 if and only if
□

0.

In Chapter three we will see Corollary 2.0.9 but for m dimensional manifolds,
Corollary 3.0.21. The proof of Corollary 3.0.21 will follow the same process as the proof
of Corollary 2.0.9. In this chapter, preparation is being done in dimension two, this
preparation is done to make it easier to work in dimension m in Chapter three. Some of

the proofs in Chapter three can be omitted, since their proofs are identical to the proofs
done in this chapter.
Next we will look at the Morse Lemma for a function of two variables. The

Morse Lemma is used to express a function f in a standard form, by applying a suitable

change of coordinates. We use the Fundamental Theorem of Calculus to show that this
is possible. So before the Morse Lemma, Theorem 2.0.11, we will prove the following

lemma.

Lemma 2.0.10. If f(x,y) is differentiable near the origin with /(0,0) = 0, then there
exists functions g(x,y) and h(x,y) such that
f(x, y) = xg(x, y) + yh(x, y)
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in some neighborhood of the origin (0,0), and such that

g(0,0) = g(0,0), ^(0,0) =
Proof. Let us assume that f(x,y) is defined in the entire zy-plane. Let (rr,y) be a fixed

arbitrary point. Say we have a function f(tx,ty) with parameter t, if we differentiate

f(tx,ty) with respect to t and then integrate, we get f(tx, ty) back. Looking at its
definite integral from 0 to 1 together with the condition /(0,0) = 0, using the chain rule,
we have

= Jo

ty) + V^(tx,ty)} dt

= xg(x,y) + yh(x,y),
Where

and

Therefore, we have shown that in fact

.

f(x, y) = xg(x, y) + yh(x, y).
If we substitute (x, y) = (0, 0) in g(x, y) = /J ^(tx, ty) dt, h(x, y) = /J $(tx, ty) dt,

then we get g£(0,0) = g(0,0), |£(0,0) = h(0,0).

□

Theorem 2.0.11, (The Morse Lemma) Let po be a non-degenerate critical point of a
function f of two variables; then we can choose appropriate local coordinates (X, Y) in

such a way that the function f expressed with respect to (X, Y) takes one of the following
three standard forms:

(i) f(X,Y) = X2 + Y2 + c,
(ii) f(X,Y)=X2 -Y2 + c,

f(X,Y)
(iii)

= -X2 — Y2 + c,
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Where c is a constant (c = /(po)) and po is the origin (po ~ (0, 0)).
Proof. Let us choose any local coordinate system (x,y) near p$. We may assume that po

is the origin (0,0) in (x, y) and that /(po) = 0, since po is a critical point. Next we will
show that one can assume that
d2f

If f^(Po) / 0, then we are done, if ||^(po) ft 0, with f^-(po) = 0, then we can simply
interchange the or-axis and the y-axis, and we would in fact have ^f(po) ft 0. Let us
consider the case where ^4(po) ~ 0 and |^r(po) = 0- In this case the Hessian /// with

respect to (x^y) at po, is:
Hf= ( ° a

v °y
We have that a ft 0, since po is a non-degenerate critical point. Let our new local

coordinate system be (X, Y) with
x — X — Y, y=X + Y.

The Jacobian J for the change of coordinates from (X,Y) to (a;,y) is

and we have that the Hessian 77/ with respect to (X, Y) according to Lemma 2.0.8, is

This equality shows that

d2f
QX
^
*
^

— 2a

0.

If we use the old notation (x,y) for (X, Y), we see that f certainly satisfies |^(po) ft 0.

Next we will use Lemma 2.0.10.

We assume that the origin po = (0,0) is a critical point of f, therefore we have that
ff(°,0) = ^(0,0) = 0, ft(0,0) = |Lo,0) = 0.
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Therefore we can apply the fact proven in Lemma 2.0.10, f(x,y) = xg(x,y) + yh(x,y),

to functions g(x,y) and h(xty). With suitable functions hu, h\2, h2\, /i22> WG can write

g(x, y) = xhn(x, y) + pAnGr, y)

and
h(x,y) ~ xh21(x,y) + yh22(x,y).

We combine the above equalities with f(x,y) = xg(x,y) +ph(rc,p), to obtain
f(x,y) = x2hn + xy(h12 + h2i) + P2A22.

The substitutions Hn = An, Hi2 = (Ai2 + h2i)/2, and H22 = h22 change

f(x, y) = x2hn + a;p(Ai2 + A21) + y2h22 to
f(x, y) = x2Hn + xyH12 + y2H22,
which is simpler to work with.

If we look at the second derivatives, since g(0,0) = ^£(0,0) = 0, A(0,0) = |^(0,0) = 0,
we get

f

0) = 2^ii (0» 0) ’

1
(

= 2#12(0,0),
gf(0,0) = 2ffM(0,0).

Previously we assumed that ^4(0,0) 5^ 0, therefore we have that Hn(0> 0) 7 0, and since

Hu is continuous, we notice that Hu(x,y) is not zero in some neighborhood of (0,0).

Let us now define a new rc-coordinate X near this neighborhood of (0,0) by

x=

+

and keep the p-coordinate the way it is. The Jacobian between (x, y) and (X, y) evalu

ated at the origin is not zero, so (X, y) is definitely a local coordinate system for some

neighborhood of the origin (0,0). Let us square X:
X2 = IffuKa
*
+ 2^-xy + ^4y2).

Hll

Hu
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Hnx2 + 2Hi2zy + fy£y2 (Hu > 0),

-Hux2 - 2Hi2xy - %£y2 (Hn < 0).
Hnx2 + 2H12zy + &£y2 (Hn > 0),
If we compare X2 =

-Hux2 - 2H12x|/ - %g-y2 (Hn < 0).

with f(x,y) = x2hn + xy(hi2 + h2i) + y2h22> for Hn > 0 we have
f = X2 + (H22-^)y2,
rill

and for Hu < 0 we have

f = -X2 + (H22-^-)y2.
rill

[

gf(0,0)=2ffH(0,0),

F1'om ) 3^(0, °) =

I

0) = 2^T12(0, 0),

^(0,0) = 2H22(0,0).

we get
Hn(0,0)7/22(0,0) - 7fi22(0,0) = jdetH,

0,

where detHj f 0 due to the assumption that the origin po is a non-degenerate critical
point of /. If we choose a new y-coordinate T near the origin po = (0,0) by

H11H22-H122
—Hn—y'

and rewrite f = X2 + (H22 — j^~)y2 and f = — X2 + (H22 — T^~)y2, / has the following
expression in the local coordinates (X, Y):

X2 + Y2 (Hu>0,K>0),
X2-Y2 (Hn >0,K<0),
| -X2 + r2 (Hn<0,K<0),
-X2-Y2 (Hn <0,K>0),

where K = HnH^ — Hn2. If we interchange X and Y through a 90° rotation, we notice

that f = X2 — Y2 and / = —X2 + Y2 are essentially the same standard form.

□

From the Morse Lemma, Theorem 2.0.11, we get the following corollary:

Corollary 2.0,12. A non-degenerate critical point of a function of two variables is iso
lated.
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Proof. Theorem 2.0.11 says that a function near a non-degenerate critical point takes on
a standard form. For a function of two variables, a suitable coordinate change will make
it one of the three simple functions:
z = x2 + y2, z — x2 —y2, z = ~x2 — y2

None of these three standard functions has any other critical points near the origin, which
is a non-degenerate critical point.

□

In Chapter three we will see Corollary 2.0.12 but for any function /, Corol

lary 3.0.24. The proof of Corollary 3.0.24 is the same as the proof of Corollary 2.0.12,

so its proof will be omitted. As we have seen in this chapter so far, non-degenerate crit
ical points are more convenient to use over degenerate critical points since they give us
more information about our function f over our critical point po. Therefore functions on

surfaces with only non-degenerate critical points would be convenient ones to use. From

this observation we define Morse functions.

Definition 2.0.13. A function f : M

R on M is said to be a Morse function if every

critical point of f is non-degenerate.

Definition 2.0.13 is not only applicable to surfaces, it is also applicable to mani

folds of dimension m. We stated towards the beginning of the chapter that the definition
of compact was needed since our main result will be to show the diffeomorphism type of a

compact manifold. We now define the meaning of compactness (see [Shi05] and [SD99]).

Definition 2.0.14. We say that a topological space M is compact if and only if all open
covers of M have a finite subcover.

Recall that our manifold is a subset of Euclidean space by assumption. The
Heine-Borel Theorem states that X C
bounded. We also have that if X C

is compact if and only if X is closed and
is compact then all sequences in X have conver

gent subsequences. The Heine-Borel Theorem is important because since our manifold is

embedded in Euclidean space, we have that a sequence of non-degenerate critical points
has a convergent subsequence which converges back to a point in the manifold. If this

was not the case then the point would be released from the requirement of being a non
degenerate critical point, which would not give us a Morse function. We use the fact
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that the subsequence converges to prove that a Morse function has finitely many critical
points. A closed surface is a compact surface without boundary. It is important to prove
Lemma 2.0.15, since we will use it to prove that two manifolds, with no critical values

between them, are diffeomorphic to each other. This lemma, Lemma 3.0.33, will close

our next chapter, Chapter three.

Lemina 2.0.15. A Morse function f : M —> R defined on a closed surface M has only
a finite number of critical points.
Proof. Let- us assume that a Morse function f : M —> R on a closed surface M has

infinitely many critical points pi,p2, • ■ • •

Since the closed surface M is compact, there exists a convergent subsequence p„^j, pn(2), • • •
of this sequence. Let po be its limit point, which is in M since AL is a closed compact

subset of Euclidean space. Let us also consider a local coordinate system (a?, y) defined

on a neighborhood U of po. Since the subsequence

converges to the point po,

we may assume that the subsequence {pn(i)}^i is contained in the neighborhood U of
Po-

Since f is of class C00, its partial derivatives |£(p) and ^(p), depend smoothly
on the point p. The derivatives |^(p) and ^(p) take the value zero on the sequence
Pn(i)iPn(2)> ’''

°f critical points. Hence these derivatives take the value zero at po as well,

since po is the limit point of pn(i)»Pn(2)) • • • ■ Thus po is a critical point of the function f.
All the critical points of the Morse function f are non-degenerate, and they are isolated by

Corollary 2.0.12. However, the sequence {Pnfql^i consisting of critical points converges

to a critical point po, which brings us to a contradiction, since any isolated point is not
the limit of a sequence. Therefore, a Morse function f : M

R defined on a closed

surface M does in fact only have a finite number of critical points.

□

We will end this chapter with two very important definitions. These definitions.

‘ are necessary because they will be used to prove the two main results of Chapter three.

The two main results of Chapter three, Theorem 3.0.32 and Lemma 3.0.33, will start
showing diffeomorphisms between manifolds. To prove these, we will use critical values
of our function and level curves on our function. To define critical values and level curves,

we use [Mat97] and [Mil63] respectively.
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Definition 2.0.16. A real number co is called a critical value of f if f takes the value
co at some critical point po; that is, /(po) = co.

Definition 2.0.17. Say we have a function / : M

R, then a level curve at a is the

set of points where the value of / is exactly a.
In this chapter we introduced manifolds, in particular, surfaces. In Chapter

three we will only work with m dimensional manifolds, which is a generalization of the

concept of surfaces to a higher dimension m. Chapter two was useful because when we
generalize all the context learned in them, such as critical points, Hessian, Morse Lemma,

and so on, in Chapter three, we will already have the understanding of how they work in

dimension two. Seeing things in dimension two will help us better understand and most
importantly visualize the extensions to dimension m.
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Chapter 3

Manifolds of Dimension m
In this chapter we begin Morse Theory for general m dimensional manifolds. We

shall extend the basic concepts that we explored in Chapter two, such as non-degenerate
critical points, the Hessian and so on, to higher dimensions. In this chapter we will look
at gradient-like vector fields and prove that for all Morse functions on compact manifolds
there exists a gradient-like vector field, Theorem 3.0.30. Proving this is important because

with the existence of a gradient-like vector field, we can show that if a function / has no
critical values in an interval [6, c], then the two manifolds formed by the real numbers b
and c are diffeomorphic. See Lemma 3.0.33. This lemma ends our chapter.

As we stated in Chapter two, most of the results in Chapter three are the same

as the results in Chapter two but extended to dimension m. In this chapter we will look
at the definition of a critical point and the Hessian, but on m dimensional manifolds, Def

inition 3.0.18 and Definition 3.0.19 respectively. Some of the main results seen in Chapter
two are seen in this chapter but for m dimensional manifolds. Lemma 3.0.20 will show

that the Hessian of a function in one coordinate system is related to the Hessian of the
same function but in another coordinate system. Corollary 3.0.21 will deal with showing

that a critical point being non-degenerate or degenerate remains the same regardless of
the choice of coordinates. Theorem 3.0.22 is the Morse Lemma for dimension m. In this
chapter we will also see that for m dimensional manifolds, a non-degenerate critical point

is isolated and a Morse function on the manifold admits only finitely many critical points,

Corollary 3.0.24 and Corollary 3.0.25 respectively.

Definition 3.0.18. Let M be an m dimensional manifold without boundary and f :
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M -> R a smooth function defined on it. Then a critical point po of M is a critical
point of f if we have J^-(po) = 0, |^(po) = 0, • ■ ■ , |^-(po) = 0, with respect to a local

coordinate system

• ■ • >^m) about po.

Definition 3.0.19. Let po be a critical point of f : M —> R. Then the Hessian of the
function f at the critical point po is the m x m matrix

=

the Hessian of f is a symmetric matrix.
By the same reasoning as in the discussion after Definition 2.0.6, the Hessian has all real

eigenvalues.

As we stated earlier Lemma 3.0.20 is the same as Lemma 2.0.8 but for dimension
m and so the proof is similar.

Lemma 3.0.20. Consider two coordinate systems (yi,y2, • • • , ym) and (xi,X2, ■ • • ,xm)
at a critical point po, and let 7^/(po) and Hy(po) be the Hessians of f with respect to
these coordinate systems, respectively. Then'Hjfjpo) andH/(po) are related by

RfM = V(po)ff/(poV(?o),
where J(po) is the Jacobian matrix of the coordinate transformation from (pi, P2i • ■ • , Pm)

to (xij X2j ’ • • ,xm) evaluated at po:
&po)

l^(Po)

J(Po) =

3^(po)

^(po)

fe(Po) /
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Proof. The proof of this lemma is the same as in Lemma 2.0.8. After evaluating
we get that the diagonal entries are the same and the rest of the

entries are related by our coordinates. Using Equation (2.1) again, we will get that all of
the entries in tJ(po)Hf(po)J(po) are equal to all of the entries in Hy^po).

□

The next corollary is exactly the same as Corollary 2.0.9 but for dimension m,

so the proof has the same structure.

Corollary 3.0.21. Form dimensional manifolds, the property thatpo is a critical point
is independent of the coordinates used and the property of po being non-degenerate or
degenerate does not depend on the choice of a coordinate system at po.
Proof. Let (aq,^, - ■ • Jm) be a coordinate system at a critical point po of a function f

such that f : M —> R, po in M. Since po is a critical point, we have

2L =0
-o...
=o
^1lpo UWPO
’ ’^Jpo u‘
We want to show that ^-[po = 0, ^|po = 0, • • • , ^|P0 = 0, where (Xi, X2, ■ • • ,Xn)

is the new coordinate system at po. This would show that critical points are independent
of coordinates used.

We have the following:

df _ Of
dXm
dxi

and

Sxjlro “ e£|po ' 1^2Ipo

- ^Ipo

+ J^Ipo

’ f^lpo + "• +

^Ipo •

• sfclpo + &£lpo • afe-lpo + • • • + ^\PQ ■

Since ^fflpo = 0, ^Ipo = 0, • • • , 3^-Ipo == 0, we have

Ipo-
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^Ipo

+0•

=0*

+•*• +0•

Therefore we have the result desired, 3y/|P0 = 0,3^|P0 = 0, • ■ • , ^^|po = 0.

From Lemma 3.0.20 we know that 'Hflpo) ~ tJ(Po)Hf(po)3(po), therefore we have

detW/(po) — dettJ(po)detHf(po)detJ{pQ'). Since the Jacobian J(po) of the coordinate

transformation at po has a non-zero determinant, det'Hflpo) = detiJ(pQ)detHf(po)detJ(pQ)
implies that detRffpo)

0 if and only if detHj(po)

0.

□

Theorem 3.0.22. (The Morse Lemma for dimension m) Let po be a non-degenerate crit
ical point of f : M —)■ R. Then we can choose a local coordinate system (Xi,X2, • • • , Xm)

about po such that the coordinate representation of f with respect to these coordinates has
the following standard form:
f = -x
-x%
*

--------- xl + xl+1 + .- + xl + c,

where po corresponds to the origin (0,0, • • • , 0) and c is a constant, c — f(po) •
be a local coordinate system at the critical point pg, where

Proof. Let (iEj,

again po corresponds to the origin (0,0,••• ,0). We may assume that /(po) = 0 by
replacing f by f—/(po) was necessary. We are assuming that /(0,0, • • ■ ,0) — 0, therefore

we get m smooth functions, defined in a neighborhood of the origin,
91(^1, x2,

* 7

92 (*^15 *®2)

such that

j 9m('^'17 *^2> ’ ' ‘

m

f (*^1 ) 3'2) " ' " > ®m) —

3stgi(s?l, 2?2> ' ' " j 3!m)
i=l

and

^(0,---,0) = Si(0,---,0).
Since po = (0, • • • , 0) is a critical point, both |-£(0, • • ■ ,0) and gi(0, • • • ,0) are zero, as
in the proof of Theorem 2.0.11. Therefore we can apply the Fundamental Theorem of
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Calculus to

just like we did in Theorem 2.0.11, and find m smooth

#2, • ■ •

functions, defined in the neighborhood of the origin,

X2, ■’ ■

, hij (a?i, 2^2, • • ' , 2?m))

such that

, him(xi, X2, • " ' ,

m

Xjhij^Xi, X2)
J=1
in a neighborhood of the origin. We plug this equation into
m
f(x1,x2,'" ,xm) = ^/xigi(xltx2,'" ,zra) and we get
i=i
j

*®2>

,

=

j

m
*^2)

j XiXjhij(s
*!,

j ^m)

’’* »

i,j=l

setting Hij = (hij + hji)/2, we get

m
, X2) ’

®2j' ’ ' > *^Tn)

)3?jn)

M=1

and

ifij (2?1, ®2i * ’ ' j ^m) — Hji(x~i, X2,
We have f(xi, X2, • • • ,xm) =

>

XiXjHij(xiiX2, • • • , xm) and our goal is to change it

to the form f = —X2 — X2------ — X2 + X2+1 4- • ■ • 4- Xfri 4- c. Therefore, we want to
m
change the representation of / in f(xi,X2>- •• ,xm) =
xiXjHij(x^X2,' • • ,xm) to a
tj=i
representation in a standard form of Morse type, we can do this by induction on the
number of terms involved in /.
Let us compute second order partial derivatives of
m
f(xi, X2y • • • ,xm) =
^iXjHij(xi,X2, • ■ • ,xm) at the origin. We get the following:
M=1

^-(0,...,0) = 2Hi3.(0,...,0).

We want to show that detHifiO, • ■ • , 0) f 0, so that without loss of generality,

^2 (0) ‘ • ) 0) 7^ o>
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like we did in Theorem 2.0.11 for surfaces.

If we have that

ft (05 * • • > 0), then we can swap our variables like we did in Theo

rem 2.0.11 and set Xi = xL and Xi = rcj.

= (0, • • • , 0), then there exists a j such that

|

ft (0, ■ • • , 0). Then

J 10

i 10

we have a change of coordinates

Lemma 3.0.20,

ft

(0j * * *

= Xj + Xj, Xj = Xi — Xj, with Xj — Xi, i ft l,j. By

> 0)-

>0) = 2Hy(0,--« ,0), we get that

Since we have |^f(0, ••• ,0) ft 0 and

#11(0,,0) ft 0. Since Hn is continuous, we see that Hn is not 0 in a neighbor
hood of the origin. Let us introduce a new coordinate system (Xi, ^2, • • • , o:m), where Xi
is defined by
m

Ha •

si

The Jacobian of the transformation (X1}xz, • • ■ ,xm) to (a?i,a?2> • •' Jm} at the origin is
not zero, so (Xi, X2, • • • , xm) is certainly a local coordinate system. The square of X± is

the following:

m
TT
*1 = l^nK^i + Z>^)2

'

„
J
— 5

m
m
Hnx^ + 2 52 x1XiHlt +
i—2
i=2
m

(Hn > 0),

th

-Hnxl - 2 52xixiHu XiHuft/Hn (Hn < 0).
i—2
i=2
Comparing Xj = |Hn|(^i + 5^
with
Si Hil
m
fiji'.X'Z,"- ,^m) = ^XiXjHiftx^xz,--- ,xm), we get
i>J=l

m
m
^1 + 52 XiXJHi3 (Hn > 0),
iJ—2
z—2
f=<
m
m
-X2 -I- 52 XiXjHij - (£xiHii)2/Hn (Hn < 0).
ij—2
i=2
\
/
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In f above, the second term and on, are sums over

ixm> so that it can be

simplified to a quadratic form representation of fewer variables than the representation
th

If we continue by induction on the
»J=1
number of variables, we can prove that we can in fact represent f as a standard Morse
form. If we continue to introduce new local coordinate systems, (Xi, X2t ^3, • • • , xm), then

and so on, until our last introduced local coordinate system is

(Xi, X2, X3,®4, • ’ •

(X!,X2, • ■ • ,Xm), and we continue the process above, we have our last form of f to be

f = -X2-X%--------- x2 + x2+1 + --- + xl + c.

□

The number A in the standard form of f is the number of negative diagonal
entries of the Hessian Hf(po) after diagonalization. A is the index of our critical point pq.

Definition 3.0.23. Let A be an integer, the index A of a function f : M —> R at
a non-degenerate critical point po is the number of negative eigenvalues of the matrix

The index of po is an integer between 0 and m, where m is the

dimension of M.
H/(po) is a symmetric matrix and therefore it can be diagonalized. When we

diagonalize Ify(po), the number of minus signs appearing in the diagonal depends on

H/(po) and not on the way we diagonalize it. This proves that the index is well-defined.
From the Morse Lemma, one obtains the following two corollaries, just as in the

surface case. Corollary 3.0.24 is exactly the same as Corollary 2.0,12, but related to a
function on an m dimensional manifold. Also, we have that Corollary 3.0.25 is identical
to Lemma 2.0.15 but with an m dimensional manifold. Since the proofs of both of these

corollaries are exactly the same as the ones seen in Chapter two, we omit their proofs.

Corollary 3.0.24. A non-degenerate critical point is isolated.
and

Corollary 3.0.25. A Morse function defined on a compact manifold admits only finitely
many critical points.
We will begin our discussion on gradient-like vector fields. Given a Morse func

tion /, we consider a gradient-like vector field. This plays an important role when we
study how critical points of f are related to each other. First let us look at tangent
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vectors and tangent vector spaces, since we will see that they are necessary to under

stand gradient-like vector fields. We define tangent vectors and tangent vector spaces by
[Mat97].

Definition 3.0.26. Recall that our manifold M is embedded in Euclidean space
Let p be a point of M and consider a vector based at p which is tangent to M in
and by definition we call this a tangent vector of M at p. This is the same tangent vector
seen in Multivariable Calculus.

Definition 3.0.27. The set of tangent vectors of M at p, denoted by TP(M), forms a
vector space called the tangent vector space of M at p.

• Next we will show that the set of tangent vectors of M at p does in fact form a

vector space and that if the manifold M is m dimensional, so is its tangent space Tp(M)
for p G M. We follow [Mat97] for this.

A typical example of a tangent vector is a velocity vector of a curve. Let
c : (a,b) -4

be a smooth curve in

Let (Xi,X2,.-- ,Xyy) be the coordinates of

R7'"7 and let t be a parameter of c. Then c is described by

c(t) = (Xi(t),X2(t), • ■ • ,X^(t)),a < t < b.

For simplicity, we assume that the domain of the parameter (a, b) contains 0 and that the

curve passes through the point p at t = 0, c(0) = p. The instantaneous velocity vector v

of the curve at this moment t = 0 is given by

If c is a curve in M, then this velocity vector ^f(O) is a tangent vector of M at p. Given
a tangent vector, we can differentiate a function in its direction. Recall that we assume

that M C R77, and therefore we explain this by using the coordinates (Xi,X2, • • •

of

for now. Let v = (vj,1/2, ■ • ■ ,vn) be a tangent vector, which is in Tp(M), and

let f be a function defined in a neighborhood of p in RjV. We consider a curve c(t) =

(Xi, X2, ■ • • , X/v) in M which passes through p at t = 0. Suppose that the initial velocity,
velocity vector at t = 0, of this curve is v, where ^f(O) = v; that is, ^(0) = Vj, j =
1,2,..-,TV.
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Let us consider the restriction of f to the curve c, we get a function f(c(i)) of one variable
in t, which we differentiate at t — 0. Using the chain rule for the derivative of a composite
function, we get

Therefore the result depends only on f and v, and not the curve with initial velocity
v. Thus we can write this derivative as v ■ f, which is the directional derivative of the

function f in the direction v.
From the evaluation of the derivative we see that v ■ f > 0 if and only if the

function /(c(t)) is an increasing function of t near t = 0, and hence v • f > 0 if and only
if v points in the direction where f is increasing.
Let us consider a local coordinate system (a?i, X2, • • • , xm) about p in M, where

p = (aj, a2, • • • , am). Let eft) be a curve that passes through p at time t = 0, and travels
with a unit velocity in the direction of the a^-coordinate. In the local coordinate system,

this curve is defined by eft) = (ai,••• , aj_i, at +t,

■ , am). The velocity vector

of the curve eft) at t = 0 is the basis vector in the direction of xi with respect to the
local coordinate system (x^,X2, • • • ,xm). We get the basis vector in each direction; then

the set of basis vectors, ei, e2, • • • , em forms a basis of the tangent vector space TP[M).

The derivative of / in the direction of e,,

agrees with the partial derivative with respect to X{. For this reason, we often denote by
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the basis vector e; in the direction of Xi.
If we have u • f = v • / for any function f defined in a neighborhood of a
point p, with u, v being tangent vectors, then u and v are identical as tangent vectors,

giving u = v. We use this fact to derive a formula for v of c(t) at t = 0 in terms of the
basis vector ei,e2, • • • , em. Let c(t) —

■ • ■ ,xm(ff). For a function f defined

in some neighborhood of p we have

a formula for the coordinate transformation between two systems of basis vectors with

respect to the coordinate systems (a?i, • • • ,xm) and (pi, • • • , pm),

We just showed that the set of tangent vectors of M at p does in fact form a

vector space and that if the manifold M is m dimensional, so is its tangent space Tp(M)

for p G M.
Before looking at gradient-like vector fields, let us first see what a vector field

looks like. We define a vector field by [Mat97] and [Bre93].

Definition 3.0.28. A vector field on a manifold M is a correspondence which assigns to
each point p of M a tangent vector v at p. If U is a coordinate neighborhood in M with
the coordinate system (x\,X2, • • • ,^m), a vector field X on U is described by
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where £1, £2,• ■ • , Cm are functions defined on U. The above expression means that X is

a vector field which assigns to each point p in U the tangent vector

We say that X is a smooth vector field on U when every one of the functions £1, £2, • • • , Cm

is smooth. We say that X is a smooth vector field on M if X is smooth on any coordinate
neighborhood.

Using the standard form of f from Theorem 3.0.22, we can define gradient-like
vector fields. We use [Mat97] to help us define gradient-like vector fields.

Definition 3.0.29. We say that X is a gradient-like vector field for a Morse function
f : M

R if the following two conditions hold:

(i) X ■ f > 0 away from the critical points of f, where X ■ f is the differentiation of f
in the direction of the gradient-like vector field X.

(ii) If po Is a critical point of f of index A, then po has a small enough neighborhood V

with an appropriate coordinate system (o?i, xdi , • • • , xm) such that / has a standard form
f=

--------- Xx + ^a+i + -" + xm + f (Po),

and X can be written as its gradient vector field:

X = -2^i

oxi

The first condition says that outside the critical points of /, X points in the direction

into which f is increasing, and the gradient of f always points in the direction of fastest

increase.
The reason for the name gradient-like vector field is very simple, when we have a function

/(^i,x2, • • • ,its gradient vector field is v/ =

‘ ‘, ^)- When looking at

a Morse function f and a gradient-like vector field on that function /, we get that
/

+ ••• +

= II V /I!2 and so we have a relationship with

the gradient vector field, hence the name gradient-like vector field. Since gradient-like

vector fields are useful when showing two manifolds are diffeomorphic, it is crucial to have

their existence be guaranteed. Hence we have the following theorem on the existence of

gradient-like vector fields.
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Theorem 3.0.30. Suppose that f : M —> R is a Morse function on a compact manifold
M. Then there exists a gradient-like vector field X for f.
Proof. Let us cover M with a finite number of coordinate neighborhoods Ui, U2, • • • , t4,

and choose a compact set Kj in each Uj in such a way that the compact sets

Ki, K2, • ■ • , Kfc, also cover M. We can do this, see [Mat97] for example. We may assume
that each critical point pi has a small neighborhood contained in exactly one coordinate

neighborhood Vi. We may also assume that f has a standard form in Vi since we can first
choose such a coordinate neighborhood for each critical point of f and then add enough

Uj's to cover M.
Let us construct for each j = 1,2, • • • ,k a gradient-like vector field Xj of f on Uj. We
may do this by using the specified coordinate system (a?i,X2, • • • ,xm) for Uj. If Uj does

not have any critical points, define on any coordinates (24, • • • ,xm) on Uj, Xf = \/f =

E ^^7 since xf ■ f = vf • / = (E 1^) ■ f = n^)2 = 0 if and only if

=0

for all i and q G Uj. We have Xj • f > 0 away from the critical points of /, so that Xj

is pointed upward. Since we define each of these gradient vector fields using a specified
coordinate system, there is no guarantee that Xi and Xj agree in the intersection UiOUj
of Ui and Uj if i 7^ j. This presents an issue, so we need to define a smooth vector field X

on all of M by putting the Xj together, step functions shall be used. Step functions exist
and can be used thanks to the reference found in [Spi65]. We define what a step-function

is presently.
Let hj : Uj —> R be a step function corresponding to (Uj.Kj)'. hj is a smooth function

with 0 < hj < 1 such that hj — 1 in some neighborhood Vj of Kj and hj = 0 outside a
compact set Lj containing Vj and contained in Uj. We extend hj to a smooth function:

hj : M —> R by setting hj = 0 outside Uj.
Let us consider the vector field hjXj, which assigns to each point p in Uj the vector
hj(p)Xj(p), which is the scalar multiple of Xj(p) by hj(p). We can extend this vector

field to a smooth vector field on M by assigning the zero vector to each point outside Uj.
Let us keep the same notation hjXj. We may construct such a vector field hjXj in M
k
for each j = 1,2,
, fc, and consider their sum X = ^^hjXj. Now we must show that
X is a desired gradient-like vector field.

First let us show that X • f > 0 at a point p which is not a critical point. If Uj contains
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p, then (Xj • /)(p) > 0, and if Uj do'es not contain p, then hjXj(p) = 0. Therefore, the

derivative of / by each component of the above sum satisfies (hjXj • jj(p) > 0. Recall
that the compact sets Ki,7<2, • • ■

cover M and therefore p belongs to at least one

of them. Let p belong to say Kj, where hj = 1 and (Xj • /)(p) > 0. This shows that
k
the derivative of f by at least one term in the sum X =
hjXj is surely positive, and
J=i

therefore (Xj • /)(p) > 0.
We still have the case if X is at a critical point po- Let us choose a small neighborhood

V of po that is contained in only one Ui. In the neighborhood V, we have hj — 1.
Moreover, f is in a standard form on
X=

---------- 2rrA3~ +

and hence h{Xi is a vector field of the form

in V. Since the rest of the

+•••+

terms hjXj of X are 0 in V, we see that X satisfies the following condition: If po is a

critical point of f of index A, then po has a small enough neighborhood V with a suitable

coordinate system (rcj, X2, • • • , ^zn) such that / has a standard form
f=

--------- ^a + xa+i + • • • +

+ f(po),

and X can be written as its gradient vector field

Thus, this proves the existence of a gradient-like vector field.

□

We are coming to the end of this chapter, we will end it by showing two main
points of this thesis. These main points deal with having diffeomorphisms on manifolds.

The first point, Theorem 3.0.32, talks about a manifold being diffeomorphic to the product
of the function f at the manifold by the unit interval. The proof of this theorem uses

integral curves and an upward climb on them to show the diffeomorphism. To define
integral curves we use [Mat97]. Theorem 3.0.32 is necessary because it is essential for the
proof of the last point in this chapter, Lemma 3.0.33. Lemma 3.0.33 will show that two

manifolds with no critical values between them are diffeomorphic to each other.

Definition 3.0.31. A curve c(t) is an integral curve of a vector field X if we have
^(t) = Xc^ for every t for which c(t) is defined. Here, ^(t) is the velocity vector of the
curve c when the parameter value is t, and it is equal to the vector Xc^ which the vector
field X specifies at the point c(t).
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One can simply say that an integral curve of the vector field X is a flow line
of a particle which moves with X as its velocity vectors. According to [AubOl], integral

curves exist. Two distinct integral curves do not meet (see [Mat97], page 67).

Theorem 3.0,32. If a function f has no critical values in the interval [a, 6], then
is diffeomorphic to the product
f 2(a) x [0,1].

Where by

we mean the portion of the manifold between level curves La and L^.

Proof. Let A? be a gradient-like vector field for /, which exists by Theorem 3.0.30. As

X • f > 0 away from the critical points of f, we can define a new vector field Y on M

with the critical points excluded by
X./

Since we are given that

contains no critical points of /, it is in the domain of Y.

Consider the integral curve Cp(t) of Y which starts at a point p of /_1(a). Using the
definition of the velocity vector, we get

= 1.
Therefore cp(t) keeps flowing upward with the constant speed 1 with respect to the height
defined by f. Since it starts at level f ~ a at the time £ — 0, it will reach level f = b at
the time t = b — a.

Let us define a map h : J~3(a) x [0,6 — a] —>

by h(p,t) = Cp(t).

h is a diffeomorphism since Cp(t) depends smoothly on both p and t, and recall that no
two integral curves will intersect. Hence, we have shown that M^] = J"1 (a) x [0, b — a].

Since Cp(f) keeps moving at a constant speed of 1, we have that
/-1(a) x [0, b—a] = /_1(a) x [0,1]. Now, we have discovered that

S /_1(a) x [0,6—a]

and J-1 (a) x [0,6 — a] = J-1 (a) x [0,1], and since we have that diffeomorphisms are tran
sitive, we have in fact

M.AI - AT) X [0,1].
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□

Lemma 3.0.33. Let b < c be real numbers such that f has no critical values in the
interval [6, c]. Then Mb and Mc are diffeomorphic. Where Mb and Mc are the portions

of the manifold up to the level curves Lb and Lc respectively.
Proof. We know that AL|i cj is the portion of the manifold between level curves Lb and

Lc, so we can write M[b(C] as follows:

M[b,c] — {p in M such that b < f(p) < c}.

Therefore, we can say that Mb U

= Mc.

By assumption AL[O)i,] contains no critical points of /. By Lemma 2.0.15, f : M -> R has

only a finite number of critical points. Therefore, we may assume that f has no critical

points in AL[fc_e|C], for a small enough positive number e.
In Theorem 3.0.32, we showed that if a function f has no critical values in the interval

[a, 5], then\AL[Oit] is diffeomorphic to the product /“1(a) x [0,1]; therefore, it can be as

sumed that M[b~£,c] is diffeomorphic to the product Lb-e x [0,1].
C Af[6_e)C] and / has no critical points in AL[6_e6] by Lemma 2.0.15, hence
is also diffeomorphic to the product Lb~e x [0,1], also by Theorem 3.0.32. Therefore, we

have a diffeomorphism
h :

—> M[b_£)C],

where we may assume that the restriction of h to the level curve Lb-e is the identity map.

Let us discuss why we may assume this. Let fi and at be maps such that

fi :

fi-1 o ct
h :

Lb-£ x [0,1] and a :

Lb_e x [0,1]. We have that

ft id which creates an issue, let us define some new maps. We have that
-> M[b-e)C], let id : [0,1]

[0,1] and 7 : Lb_e

Lb-e. Let x G Lt_e,

. Therefore, we get that

we have that (fi-1 o a)(x) = x, so then 7 = (a-1 o /?)
ILb—

h = fi-1 o (7 x id) o a and this shows that in fact the restriction of h to the level curve

Lb-E is the identity map.

Now, let us glue h and the identity map id : Mb-S —> Mb_e along the boundary level
curve Lb_e to define a diffeomorphism

H = id U h : Mb-S U M^-£tb} —> Mb~e U M[b-etC] ■
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Mb-£ U M[b_ ^5] = Mb and Mbs U M[bs,c] = M?> so we have a diffeomorphism
H : Mb -4 Mc.

Therefore Mb = Mc.

□

In this chapter we extended our surfaces to m dimensional manifolds. Therefore

all of the results that applied to surfaces in Chapter two, we introduced to apply to m
dimensional manifolds. The main ideas that were generalized were those of a critical point,

the Hessian of a function /, the relation between Hessians on different coordinate systems

and the Morse Lemma. The three facts that also were applicable to m dimensional
manifolds were: critical points are independent of the choice of coordinates, critical points
are isolated and a Morse function admits a finite number of critical points. The new

idea introduced in this chapter was the gradient-like vector field, which helped us prove

diffeomorphisms on manifolds. Gradient-like vector fields will also be used in Chapter

four to continue to exhibit diffeomorphisms between certain manifolds.
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Chapter 4

Handles
In Chapter two we looked at surfaces and laid the base that helped us understand

manifolds of dimension m. In Chapter three we described the theory of Morse functions

on general manifolds. In this chapter we use the findings of Chapter three to prove our
main goal, which is to determine the diffeomorphism type of a compact manifold M in

terms of the indices of the critical points of any Morse function defined on M. Our main

theorem, Theorem 4.0.35, will be proved in this chapter and it states that a manifold,
after a critical value, is diffeomorphic to the union of the manifold, before the critical

value, and a A-handle. By A-handle we mean the m dimensional handle of index A. A
A-handle is the product of two disks, say Dx x Dm~x. The definition of a disk will be
defined next and we use [Mat97] to do so.

Definition 4.0.34. A disk is the region in a plane bounded by a circle. The disk Dx is
the disk with dimension A, where Dx — {.t G

| ||a?| | < 1}.

In the definition above, we use A, where A is the general index of a function f at a non

degenerate critical point po; that is, A is the number of negative eigenvalues. Now we go

to our main theorem.
Morse functions on manifolds are usually seen as height functions, meaning that a function

on a manifold maps each point on the manifold to a “height” in R. A good example of a

Morse function that is seen as a height function is the Morse function on a torus, where
the torus is arranged standing on end, as in Figure 4.1. The toroid generated by a circle,
is a torus, it has the shape of a doughnut. The torus has four critical points, if we cut the

torus after the second critical point, as in Figure 4.1, we get the “shape” we are working
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with in our main theorem, so in the proof of the next theorem, we can keep the example
of the torus in mind.

Figure 4.1: Torus

Theorem 4.0,35. The set MCi+£ is diffeomorphic to the manifold obtained by attaching
a X-handle to MCi-£ :

M^+e S Afc-e U (OA X Dm~X).
Proof. Figure 4.2 is provided to help in the understanding of this proof.

Let us choose e < 1 in such a way that

has no critical points.

At pi, the critical point corresponding to our critical value q, let us choose a coordi
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nate system (U, <p), U S E”*, such that our function / is in standard form according to

Theorem 3.0.22. So we have

f = ~X1 “ x2-------- Xx + ^A+l

+'‘■+

Xm +

Our coordinate neighborhood U at pi is chosen such that U C Af[c._etC/+e].
f is in standard form, so we have that in
Ci -e < f < Ci-Te

X
Ci - e < -

m

z2 + $2^? + ci <

+e

A+l

1

X

m

-S s - JEi+LX -£
A+l

1

and so we get that
A

m

1

A+l

(4-1)

Now we consider Dm ~ {(a?i, x2, • • • ,xm) G Rm 11|(a?i, x2, ■ • ■ ,#m)H < 1}, as a subset of
our coordinate m
chart U.
We have that
x2 < 1 on D™ C Rm. Therefore we have that
1

A

m
=

i=l

m
L

+
1

A+l

Now let us subtract Equations 4.1 and 4.2,

m
1 —e
!>•?<
=6
2

A+l

the above is true since e < 1 and so consequently d2 <1 as well.

(4-2)
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Am
m
Let us define Df = { 52^ ~ 52^ < e} A { 52^? <1} m L = Rm.
1

1

A+l

1

Set g : Df -+ Dx x Dm~\ with y(^i, ■ • • , ^a; |^a+i, ■ ■ • , |^m), where q2 = e2 + b2.

We want to show g is a diffeomorphism so that we have D'

We have:

Dx x Dm~x.

m
YX^-YXi^£
A

1

and so:

A

A+l

771

52 ^ < £ + 52
1

< c + 52

A+l

A

We stated earlier that e + J2 =• 72, so we have 52 xi — 721

Now

Thus g is a diffeomorphism, since it is one to one and onto and g is linear, so g and
g~x exist, and y"1 is smooth.

Recall our coordinate system of pi, (U, <p), is given, where p : Rm —> U. Set D — p(D').
Now <p is a diffeomorphism, so since D' = Dx x Dm~x, we have that D

Dx x Dm~x.

From Figure 4.3 of Df, we have that f = cz — s corresponds to A, as in cp(A) = £c._e fl D.

Now we will glue D onto MCi-£ with <p : D' —> Dy meaning we will be gluing
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Regions I: A

Regions II: B

Figure 4.3: Regions

a portion of the boundary of D, 9D, (corresponding to ((dDx x Dm~A) C D') onto a

portion of dMCi~£. As in Figure 4.4.

Figure 4.4: Gradient-like Vector Field

There exists a gradient-like vector field X on

in which the integral curves flow up to meet

(as in Theorem 3.0.32),

thus this provides a diffeomorphism:

MCi+e = MCi-e U D. See Figure 4.4 and Figure 4.5.

As we saw previously, b = Dx x Dm~\ and so we have
MCi+e

MCis UPA x Dm~x.
□
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Our main theorem is proved and therefore our goal for this thesis has been met.
We want to end this thesis with something that sums up and uses all the main findings
of this thesis. We prove Theorem 4.0.36 as a classification of certain closed manifolds

using Morse Theoiy. In ([Mat97], see page 83) we see that the m dimensional sphere Sm
is diffeomorphic to the union of two m-handles, so Sm = Dm U Dm. In our theorem we
show the case for m = 2, that is, for the two dimensional sphere S2. A similar argument

shows Theorem 4.0.36 is true for Sm (m > 2) with minor changes, we present the result
for m = 2 for clarity.

Theorem 4.0.36. Let M be a closed surface. Suppose that there exists a Morse function
f : M —> R with exactly two non-degenerate critical points. Then M is diffeomorphic to
the sphere S2.
Proof. By the Maximum-Value Theorem, the Morse function f : M —> R takes the

maximum value at some point po and the minimum value at some other point go in M.

Since po and go are the only critical points of /, po f go, because otherwise f would
be constant and would not have exactly two critical points. Let us find the index of

our maximum critical point po, its index is either 0,1 or 2 (since our manifold is two
dimensional). We claim that the index of po is 2. Let us introduce coordinates (x,y)

in the standard form of f. If f(x,y) = ±x2 + y2 + 7(0,0), then po does not correspond

to a local max since 7(0, y) > 7(0,0) for j/ / 0. Therefore the index of po is 2. Now
let us claim that the index of go is 0. If f(x,y) = —x2 + y2 + f(0,0), then go does not
correspond to a local min since 7(^,0) < 7(0,0) for x /= 0. Therefore the index of go is

0. These facts follow from the second derivative test as well.
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Let us look at our manifold M with critical values do and co such that /(go) — d0
and /(po) — co- (Figure 4.6)

Figure 4.6: Manifold M

Let s and 7 be such that the coordinate neighborhoods near po and go, say UPo
and Uqo respectively, do not overlap, and that M[Co_eiCoj C Upo and

C Uqo.

We have that Mx = 0 with x < /(go) = do and My = M with y > /(po) = coNow, Mdo+7 S {(#>£/) € R2 |/(#, y) < do +7}, because of the coordinates. We saw
that f(x,y) = x2 + y2 4- do, and since f(x,y) < do + 7, we get x2 + y2 < 7. Hence, we
have

{(#, y) G R2 | x2 4- y2 < 7} = The disk of radius 7 = The disk of radius 1 = D2

The disk of radius 7 is diffeomorphic to the disk of radius 1 by the map d, where
<j> : (x,y) -4 l(x,y). By the diffeomorphisms above, we get that

S D2.

Now, Xf[c0-4-,c0] — {(^; y) 6 R2 | co — £ < f(x,y) < co), because of the coordinates. We
saw that f(x,y) ~ —x2—y24-co, and since c0—£ < f(x,y) < co, we get — e < — x2—y2 < 0

and so we have 0 < x2 4- y2 < e. Hence, we have

{(rc, y) G R2 | 0 < x2 4- y2 < s} = The disk of radius £ = The disk of radius 1 = D2
The disk of radius e is diffeomorphic to the disk of radius 1 by the map <p, where

<p : (x,y) —> J(a?,y). By the diffeomorphisms above, we get that A/jco_e>co] = D2.
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Notice, that M = Mdo+y U M[tZo+7iCO_e] U M[co_e,co). We have that

Mdo+7UM[do+7|CO„f] = Mco_£ and by Lemma 3.0.33, we have that Mco_e = MdQ+y = D2.

Therefore, M = Mrfo+7 U M[C0_giC0p We saw that Mdo+1 ~ D2 and M[co_g?co]

D2, and

so

M^D2UD2.

D2 Ujd D2 = S2 and hence our proof in complete, since we get

M~S2.
□

We were able to use most of the ideas viewed in this thesis in our closing theorem,

Theorem 4.0.36. In Chapter two we began by introducing manifolds and learning about

manifolds of dimension two. Chapter two was very helpful because it gave a clear view of
the properties of a surface. Having Chapter two made it easier to transition to Chapter
three since it was a simple extension of Chapter two. In Chapter three we looked at all

the properties of a manifold as well, but for manifolds of dimension m. Chapter three

began showing us diffeomorphisms. First we showed that a manifold was diffeomorphic
to a product of the function / at the manifold by the unit interval. This theorem,
Theorem 3.0.32, was able to help us show another diffeomorphism shown in Lemma 3.0.33.

In Lemma 3.0.33, we showed that if between two manifolds there is no critical value, then
those manifolds are diffeomorphic. In Chapter three we learned about diffeomorphisms

between manifolds that do not have critical points between them and so all that was left to
show were diffeomorphisms between manifolds that do have a critical value between them.
Hence, we have Theorem 4.0.35, the main point of this chapter. With Theorem 4.0.35 we

were able to show all diffeomorphisms between manifolds. Theorem 4.0.36 was seen to
provide a wider picture of all the ideas learned in this thesis, in that it shows how Morse
Theory can provide a full description of certain manifolds.
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