In linear system theory, we often encounter the situation of investigating some quadratic functionals which represent Lyapunov functions, energy storage, performance measures, e.t.c. Such a quadratic functional is called a quadratic differential form (QDF) in the context of the behavioral approach. In the past works, a QDF is usually defined in terms of a polynomial matrix. The contribution of this paper is to present a new and more general formulation of QDF's in terms of rational functions rather than polynomials. A QDF defined by rational functions is called a rational QDF. Unlike polynomial QDF's, a rational QDF defines a set of values of a quadratic functional. It turns out that several basic features of polynomial QDF's (nonnegativity, average nonnegativity, e.t.c.) can be generalized to the case of rational QDF's.
INTRODUCTION
In analysis and synthesis of dynamical systems, we often encounter the situation of investigating some functionals which represent Lyapunov functions, energy supply, energy storage, performance measures, and so forth. In particular, if the system under consideration is linear time-invariant, the functionals can be quadratic forms of the system variables and their derivatives. Such a quadratic form is called a quadratic differential form (QDF) which was introduced in the context of the behavioral system theory by Willems and Trentelman (1998) 
In the behavioral framework, the QDF's have been playing a crucial role in many aspects of system and control theory: Lyapunov stability (Willems and Trentelman 1998 , Peeters and Rapisarda 2001 , Kojima and Takaba 2005 , dissipation theory (Willems and Trentelman 1998 , Willems and Trentelman 2002 , Kaneko and Fujii 2000 , 2003 , linear quadratic optimal control (Willems and Valcher 2005) , H ∞ control (Trentelman and Willems 1999 , Willems and Trentelman 2002 and stability analysis of uncertain or nonlinear interconnections (Pendharkar Pillai 2007 , Takaba 2005 , Willems and Takaba 2007 . Note that, in these past works, QDF's are usually defined in terms of polynomial matrices.
In this paper, as a generalization of the 'polynomial' QDF's described above, we will present a new formulation of a QDF in terms of a rational function, and will examine the basic features of such a type of QDF's. We call such a QDF defined by rational functions a rational QDF. Note that the need for rational QDF's arises, for example, in the stability analysis of interconnected or feedback systems via rational multipliers or integral quadratic constraints (for the previous works on related topics, see e.g. Megretski and Rantzer 1997, Iwasaki and Hara 1998, e.t.c.) . It will be shown that several basic features of polynomial QDF's such as nonnegativity and average nonnegativity can be generalized to the case of rational QDF's, and necessary and sufficient conditions for these features will be derived.
Notations:
R, C: the fields of real numbers and complex numbers iR := {λ ∈ C| λ = iω, ω ∈ R} R[ξ]: the ring of polynomials R [ζ, η] : the ring of two-variable polynomials R(ξ): the ring of rational functions R(ζ, η): the ring of two-variable rational functions R p×q : p × q real matrices R p×q [ξ] : p × q polynomial matrices R p×q [ζ, η] : p × q two-variable polynomial matrices R p×q (ξ): p × q rational matrices R p×q (ζ, η): p × q two-variable rational matrices R Note that we will often use "•" to denote irrelevant dimensions of a vector or a matrix. For a two-variable polynomial or rational matrix M (ζ, η),
QUADRATIC DIFFERENTIAL FORM DEFINED BY A POLYNOMIAL MATRIX
We first present the original definition of a QDF in terms of a two-variable polynomial matrix, and briefly review some basic features of QDF's from Willems and Trentelman (1998) , Rapisarda and Willems (2004) , Kaneko and Fujii (2004) .
A quadratic differential form (QDF) Q Φ is defined as a quadratic form of w ∈ C ∞ (R, R w ) and its derivatives:
where Φ ij ∈ R w×w and Φ ji = Φ ij (i, j = 0, 1, . . . , k) . Throughout this paper, we will assume that all variables are C ∞ -functions of time t for simplicity of discussion.
We can associate Q Φ with a symmetric two-variable polynomial matrix
Notice that the indeterminates ζ and η correspond to the differentiation on w and w, respectively.
We consider the factorization of Φ ∈ R w×w s
Note that a constant matrix in the form of diag(I r + , −I r − ) is called a signature matrix. If M (ξ) has minimal row number among such factorizations of Φ(ζ, η), then we say that the factorization is a symmetric canonical factorization or simply a canonical factorization. Of course, the canonical factorization of a two-variable polynomial matrix is not unique. If we obtain two different canonical factorizations
then there exists a nonsingular matrix U ∈ R v×v such that
. Therefore, the canonical factorization is unique modulo a pseudo-unitary transformation U (p.1709 in Willems and Trentelman 1998) .
One of the important properties of QDF's is the fact that the derivative of a QDF is also a QDF. Namely, there holds
Furthermore, Q Φ , or Φ(ζ, η), is called positive, denoted by Φ > 0, if it is nonnegative and Q Φ (w)(t) = 0 ∀t implies w(t) = 0 ∀t. The nonpositivity and negativity of a QDF are also defined in the same way.
(ii) The following are equivalent. [ξ] such that (1) holds, and D(λ) has full column rank for all λ ∈ C.
We often need to consider integrals of QDF's, in several applications such as LQ optimal control, H ∞ control, e.t.c. In particular, we are interested in boundedness or nonnegativity of such integrals.
(
The next proposition characterizes necessary and sufficient conditions for the average nonnegativity of Q Φ . Proposition 2. The following are equivalent for Φ ∈ R w×w s [ζ, η] .
The inequality (4) is closely related to the dissipativity of a linear dynamical system. In fact, the inequality (4) is referred to as a dissipation inequality, in which Q Φ and Q Ψ are called a supply rate and a storage function, respectively. The reason for these names is explained as follows.
Let a linear dynamical system S be described by the image
, where w is the free latent variable, and v the manifest variable which describes the external behavior of the system. Consider the quadratic form s(t) = v (t)Σv(t), Σ ∈ R v×v s . Using the image representation, s(t) can be expressed as a QDF of the latent variable w as
where Φ(ζ, η) = M (ζ)ΣM (η). If we view s(t) = Q Φ (w)(t) as the rate of energy supply into the system S and Q Ψ (w)(t) as the energy stored in S, then (4) claims that the rate of increase of the stored energy Q Ψ (w) never exceeds the rate of energy supply Q Φ , namely, the system S dissipates energy.
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This factorization is possible whenever the condition (ii) in the above proposition is satisfied. Then, one of the storage functions for Q Φ is induced by
Clearly, the resulting Ψ(ζ, η) and F (ξ) satisfy (5).
It is seen from (5) that there holds
where we have defined Δ(ζ, η) = F (ζ)F (η), and Q Δ is called a dissipation rate. Note that Δ ≥ 0 holds by its definition and Proposition 1 (i). It is also immediate from (8) that
(9) Hence, as another characterization of the average nonnegativity (dissipativity) of Q Φ , we conclude that Q Φ ≥ 0 is equivalent to the existence of a dissipation rate Q Δ satisfying Δ ≥ 0 and (9).
A nonnegative storage function often plays an important role in many issues arising in system and control theory such as stability analyses. (i) Q Φ is average nonnegative and admits a nonnegative storage function.
Remark 1. A frequency domain condition for the half-line nonnegativity of Q Φ is given in terms of a so-called Pick matrix. For the detail, interested readers are recommended to refer to Section 9 in Willems and Trentelman (1998) .
DIFFERENTIAL EQUATION REPRESENTED BY RATIONAL FUNCTIONS
Before generalizing the polynomial QDF in the previous section to a rational QDF (its precise definition will be presented in the next section), we consider a linear differential equation represented by
For more various rational function representations such as G(
, the readers are recommended to refer to Willems and Yamamoto (2007) .
We introduce left and right coprime factorizations of G(ξ)
Then, along the line of Willems and Yamamoto (2007) , the solution of (10) is defined as follows.
is a solution of (10) if and only if there exists
Proof: The proof is straightforward from the definitions of coprime factors in (11) and the relation between kernel and image representations (see e.g. Section 6.6 in Polderman and Willems (1998)).
Proposition 5. Consider a solution to the differential equation (13) associated with the rational representation
Proof: (i) Immediate.
(ii) By the right coprimeness,
D(λ) has full column rank for all λ ∈ C. Hence, is observable from (v, w), namely (v, w) = (0, 0) implies = 0. This proves the statement in (ii).
Consider the situation where w is arbitrarily given and
does not define a point-to-point map from w to v, but a point-to-set map. This is because there are a number of v's satisfying (10). In fact, given a solution (v, w) of (10), (v +v , w) is also a solution of (10) for any v satisfying X(
It should be noted that Propositions 4 and 5 claim that
RATIONAL QUADRATIC DIFFERENTIAL FORMS
The rest of this paper is devoted to more general QDF's defined by rational functions, which we call rational QDF's.
Quadratic constraints on rational transfer functions such as bounded realness, positive realness, integral quadratic constraints (IQC's) and quadratic separators (see e.g. Megretzki and Rantzer 1997, Iwasaki and Hara 1998) have been playing a crucial role in the analyses of linear dynamical systems (especially, stability analysis of feedback systems). Also, by using state-space representations, the well-known Kalman-Yakubovich-Popov lemma clarifies a connection between such constraints and dissipativity.
The purpose of this section is to introduce the notion of rational QDF's as the foundation for studying the above quadratic constraints on rational functions from viewpoint of the behavioral approach.
Definition
We now formulate a rational QDF induced by a symmetric two-variable rational matrix Φ ∈ R w×w s (ζ, η) rather than a two-variable polynomial matrix. Definition 4. A symmetric two-variable rational matrix Φ ∈ R w×w s (ζ, η) is said to be factorizable if there exist a rational matrix G ∈ R
•×w (ξ) and a signature matrix
It is straightforward to show that Φ(ζ, η) is factorizable iff the least common multiple of the denominators of all
Of course, the factorization in (15) is not unique. We say that the factorization Φ(ζ,
, where row( · ) denotes the number of rows of a (rational) matrix.
We hereafter make the following assumption. Assumption 1. The two-variable rational matrix Φ ∈ R w×w s (ζ, η) is symmetric, factorizable and admits a canonical factorization in the form of (15) with v := row(G).
We now at the position to define a rational QDF. Definition 5. Under Assumption 1, the rational QDF with respect to Φ is the set defined by
Σv . Note that we put the superscript "r" in order to distinguish the rational QDF from polynomial QDF's.
The rational QDF is well-defined in the sense that it is uniquely defined regardless of the choice of the canonical factorization. The reason of this uniqueness is as follows. Suppose that Φ ∈ R w×w s (ζ, η) is expressed as in (16). Moreover, assume that Φ(ζ, η) admits two different canonical factorizations as
. By the definition of the canonical factorization, we must have row( 
Hence, we have G 1 (ξ) = UG 2 (ξ). As a result, we see that the rational QDF's induced from two different canonical factors are identical, because there holds
, where the most left-and right-hand sides are the rational QDF's induced by G 1 (ξ) and G 2 (ξ), respectively. We consider a simple electrical network consisting of a resistor R, an inductor L and a capacitor C (Fig. 1) . Let V (t) and I(t) be the port voltage and current at time t, respectively. We also define q(t) as the electric charge in the capacitor. Using fundamental laws of electrical elements and circuits, the dynamics of this system is described by dV dt
Then, a rational representation of this system is given by
As well known, the instantaneous power s(t) into the electrical network is the product of the voltage and the current, which is expressed in the quadratic form as
In view of (18), this is associated with the rational matrix
One of the canonical factorizations of Φ(ζ, η) is given by
Therefore, the power s can be expressed as the rational QDF with
Proposition 6. For two symmetric rational matrices Φ 1 ,
Proof. Straightforward from Definition 5 and the definition of the canonical factorization.
Let the right coprime factorization of G(ξ) in (15) over R[ξ] be given by
. (20) Then, we see from Section 3 that the pair (v, w) satisfying
w ) satisfying (13). Since s = v Σv is rewritten as
Therefore, the rational QDF Q r Φ inherits the properties (e.g. nonnegativity, average nonnegativity, e.t.c.) of the polynomial QDF Q N (ζ)ΣN (η) as discussed below.
In the same way as the polynomial case, we introduce the notation
Proposition 7. Let a symmetric rational matrix Φ ∈ R w×w s (ζ, η) be given. Then, under Assumption 1, we obtain
Proof: Let a right coprime factorization be given by (20). We also define Θ(ζ, η) by
(23) By the definition of the canonical factorization, it can be shown that the pair (M, D) is right coprime. We also see
This completes the proof.
Nonnegativity of rational QDF
The nonpositivity of Q r Φ is also defined in the same way.
. (24) Proof:
(⇐) Obvious because we can assume without loss of generality that Φ(ζ, η) = K (ζ)K(η) is a canonical factorization. Even if this is not the case, we can easily show that the canonical factorization is given in the form of
(⇒) Under Assumption 1, we again introduce a right coprime factorization of (20). It then follows from (21) and Definition 6 that
As shown in Proposition 5(i), we see that
As a result, by defining
. This completes the proof. Also, the inequality between two rational QDF's is defined as follows.
Average nonnegativity and dissipation inequality
In order to define the average nonnegativity, we introduce the setQ 
The average nonpositivity is also defined in the same way.
It may be noted that the integral inequality above can be interpreted as a kind of integral quadratic constraints (Megretski and Rantzer 1997) in the time domain. Lemma 1. Under Assumption 1, Q r Φ is average nonnegative if and only if there exist a factorizable Ψ ∈ R w×w s (ζ, η) and an F ∈ R
•×w (ξ) such that
Proof:
(⇒) In view of (13) and Proposition 5 (ii), (v, w) has compact support iff so does . It thus follows that 17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008
Pre-and post-multiplying (26) by D − (ζ) and D −1 (η), respectively, we obtain (25) with
It is clear from this definition that Ψ(ζ, η) is factorizable. (27) To prove the sufficiency, we first show that we can always find a solution of (25) such that both D (ζ)Ψ(ζ, η)D(η) and F (η)D(η) are polynomial matrices. Suppose that this is not the case. It follows from (27) that
Since the left-hand side is a polynomial matrix, F (ξ)D(ξ) must be factored as
where W (ξ) is a polynomial matrix, and U (ξ) is a unitary rational matrix, namely U (−ξ)U (ξ) = I. Then, we redefine F (ξ) and Ψ(ζ, η) as Next, we define
Since Ξ(ζ, η) and Δ(ζ, η) are polynomial matrices, the polynomial QDF's Q Ξ and Q Δ satisfy
Hence, for every
In the last inequality, we have used the fact that Δ ≥ 0.
Recall that compact supportness of
w is guaranteed by Proposition 5. Hence, (31) implies that Q r Φ is average nonnegative. Remark 2. We give a remark regarding to Q Ψ and Q Δ introduced in the proof of sufficiency. Since Q Δ ( )(t) ≥ 0 holds for all t ∈ R and for all ∈ C ∞ (R, R w ), (30) reduces to a version of dissipation inequality (13), is dissipative with respective to the supply rate
The next lemma provides a frequency domain condition for the average nonnegativity. Lemma 2. Under Assumption 1, there exist Ψ ∈ R w×w s (ζ, η) and F ∈ R
•×w (ξ) satisfying (25) if and only if
Proof: (⇒) It readily follows from (25) that 
(iii) Φ(λ, λ) ≥ 0 holds for all λ ∈ iR\{poles of G(ξ)} .
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Moreover, among Ψ's satisfying (33) Proof: It is easily seen from Proposition 8 that
. This implies the equivalence between (ii) and (iv). Also, (i)⇔(iv) and (iii)⇔(iv) are obvious from Lemmas 1 and 2, respectively. The existence of Ψ(ζ, η) for which
is a polynomial matrix is also clear from the proof of the sufficiency of Lemma 1. Remark 3. The equivalence between (iii) and (iv), namely Lemma 2, claims that the para-Hermitian rational matrix Φ(−ξ, ξ) ∈ R w×w (ξ) admits a spectral factorization
if and only if the condition (iii) is satisfied (This condition was first proved by Youla (1961) ). Hence, the above result provides a behavioral interpretation to Youla's spectral factorization theorem.
Example 1 (continued).
Since
Hence, a spectral factor of Φ(−ξ, ξ) exists, and is given by
Since the right coprime factors of G(ξ) are given by
the polynomial matrices in (28),(29) are given by
Note that, in this case, the latent variable is exactly the electrical charge q. Hence, by Remark 2, Ξ(ζ, η) and Δ(ζ, η) induce the storage function and the dissipation rate as
In fact, the first and second terms of Q Ξ (q) represent the energies stored in the capacitor and the inductor, respectively. The half-line nonpositivity is also defined in the same way.
Theorem 2. Under Assumption 1, the following statements are equivalent. We omit the proof, since the theorem can be proved almost in the same way as Theorem 1.
We have the same observation as Remark 2 that, for Ψ(ζ, η) satisfying the conditions in Theorem 2, the polynomial QDF Q Ξ ( ), Ξ(ζ, η) = D (ζ)Ψ(ζ, η)D(η) serves as a "nonnegative" storage function for the system defined by v = G( d dt )w and the supply rate s = v Σv ∈ Q r Φ (w).
CONCLUDING REMARKS
In this paper, we have presented a new and more general formulation of a QDF in terms of rational functions rather than polynomials. It has turned out that the rational QDF defines a set unlike the polynomial QDF. We have also shown that the notions of nonnegativity, average nonnegativity and half-line nonnegativity can be generalized for the rational QDF, and have derived their necessary and sufficient conditions. It remains as future topics to study the rational QDF along a given behavior and its application to the Lyapunov stability and the dissipation theory. It should be noted that the rational QDF has many important applications in system and control theory: for example, the dissipation theory for linear systems defined by rational representations, the stability analysis of interconnected systems with rational multipliers, and so forth.
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