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ABSTRACT 
We give answers to questions raised by R. ,%. Brualdi and by G. Sierksma and 
E. Sterken concerning the eigenvalues of the structure matrix T of (0,l) matrices and 
of the corresponding matrix T* as introduced by Ryser. We completely solve the 
question in case rank T is 1 or 2. In case rank T is 3 we give the characteristic 
polynomial for T (as well as for T*), from which the eigenvalues can be computed. 
Furthermore we prove that in all cases the eigenvalues are real, and we give estimates 
for the eigenvalues in terms of the dimension and the sparsity of the matrices. 
0. INTRODUCTION 
Let n,m be positive integers, and let r = (r ,,... r,,,) and s = (sI ,..., s,,) 
be nonnegative integral vectors. Does there exist an m x n matrix A = (a i j) 
containing only O’s and l’s such that 
i aij=ri (i=1,2...,m), 
j=l 
C aji=si (i=1,2,...,n)? 
j=l 
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This question was first answered independently by Gale [3] and Ryser [5]. An 
answer employing the so-called structure matrix T, introduced by Ryser [6], 
was given by Ford and Fulkerson [2], who concluded that this is possible if 
and only if the matrix T is nonnegative (entrywise). To construct this matrix, 
rearrange the ri’s (si’s) so that ri > rs > . . . >, r,n (sr > se > . . . > s,); then 
define T = ( ti j), where 
tij = ij + C rk - C s1 (i=O,l,2 ,..., m, j=O,1,2 ,..., n). 
k>i l<j 
Ryser [7] also introduced the following matrix T*: 
7 -Sl -s2 ..’ -s, 
1 
T* = 1: -yl . 
1 ... 1 
> 
. 
- rln ; 1 
. I
. . . ; 
r=pi=csi, r,>rz> ... >r,, s,>s,> ... >,sn. 
Note that T = E,,+ ,T*ET+ 1, where 
1 
1 
1 
. . . 
. . . 
0 
1 
1 
an m X m matrix. 
We shall give a partial answer to a question raised by R. A. Bmaldi [l] 
concerning the structure matrix: Determine the eigenvalues of the structure 
matrix in the case n = m. We shall also give an answer to a question raised by 
G. Sierksma and E. Sterken [8]: Determine the eigenvalues of T* in the case 
rank T* = 3. 
1. THE CHARACTERISTIC POLYNOMIAL 
AND THE EIGENVALUES OF T* 
From now on we assume n = m, rl > rz >, . . . > r,,, s1 2 s2 2 . . . >, s,,. 
Furthermore, we assume T to be nonnegative (entrywise). 
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THEOREM 1.1. Let T* be the (n+l)X(n+l) matrix 
Then the characteristic polynomial of T* : X -+ det( T* - XI ) is given by 
A+ ( -1)“+‘An-2(h3-dJz+dzh-d3), 
d,=n?-a, 
”  
d, = r2 - na, u = c TiSi. 
i=l 
Proof. Let 
f1= (7, - r1, -Q,..., -f-y, 
f2= (O,l,...,l)T, 
f, = (l,o )...) oy. 
First assume rank T* = 3. Then f,, fi, f, are linearly independent. Let A = 
Span( fi, fi, f3). Then A = Im T*. 
Let f4?fS~“‘,fn+l EAT suchthat fi,f2,...,fn+l formabasisforR”+‘. 
Consider the matrix V with ith column equal to A. Then V is nonsingular 
and therefore V-‘T*V and T* are spectrally equivalent. We can write down 
V- ‘T*V explicitly: 
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and it follows that det(T* - hZ) = ( - h)“-2det(T* - AZ), where 
and therefore 
In case rank T* = 1 or rank T* = 2 a similar argument holds. n 
In the cases rank T* = 1 and rank T* = 2 the eigenvalues are easily 
calculated; see [8]. There it is shown that if rank T* = 2 then the nonzero 
eigenvalues Xi, X2 of T* satisfy 0 < X, < min(T, n) < max(r, n) < X2. We 
shall prove an analogous result in the case rank T* = 3. 
THEOREM 1.2. Suppose rankT* = 3, and let A,, A,, X3 be the eigenval- 
ues ofT* such that 0 G IA,1 G IX,1 < [A,[. Then the eigenualues satisfy: 
(1) X,ER (i=l,2,3), 
(2) x,<o, x,>o, x,>o, 
(3) IA,1 G min(n, 71, 
(4) X,<n<max(n,7)<X3<n+7. 
Proof. Because the eigenvalues hi, X2, h, of T* satisfy X3 - d,A2 + d,A 
- d, = 0, all results will follow from the properties of the polynomial 
f: X + A3 - d,A2 + d,h - d,. We shall prove the following: Let OL = 
min( 12, r), /3 = max( 12,~). Then: 
(4 f(-a><(). 
(W f(O) '0. 
cc> f(P)<O* 
(D) f( n + 7) > 0. 
Proof of (A). Note that u < nr, u < r2. Thus 
f( -n)= -2n3-2n27+2na-r2 
Q -2n3-2n27+2n2+r-T2<0, 
f ( - 7) = - 2~~ - 2nT2 + u( n + T) - 72 
< - 2r3 - 2nT2 + 7”( n + 7) - r2 < 0. n 
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Proofof (B). f(0) = - d, = nu - r2. Now 
It follows from the Chebychev inequality (see e.g. [4, p. 361 that the 
right-hand side of ( * ) is nonnegative. Moreover the right-hand side is zero 
only if all ?;: or all si are equal. But then it is clear that rank T* < 2. Therefore 
f(O) '0. 
PTOOf of (C). f(n) = - r2 < 0. If 7 > n then f( 7) = a( n - 7) - +r2 < 0. 
Proof of (D). Note that r < n2, u < n7. Thus 
Now it is obvious that all Xi are real, and it follows that max( n, T) < X 3 < 
n+T. From X,+X,+X,=n+T it follows that h,+X,>O; hence A,> 
- A,. Thus A, is negative, ]A,] < min(n,r). From f(0) > 0, f(n) < 0, it 
follows that 0 < A, < n. n 
COROLLARY. The rank of T* is equal to the number of nonzero eigenual- 
ues. 
We shall show that the inequalities max( n, r) < A, < n + 7 are almost 
sharp. First, let 
A= 
Then r = 1, and thus for all n >, 2 
n=max(n,7)<h3<n+1. 
22 
Now, let 
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1 1 *.. 1 1 
1 1 ... 1 1 
Then 
7=n2-1, 
l;=n (i=1,2 ,...) n-l), 
r,=n-1, 
si=ri (i=1,2 )...) n), 
a=(n-l)n2+(n-1)‘. 
We shall show that, in this case, f( n + 7 - 1) < 0 and therefore n + T - 1 < 
X,<n+7 (fl>,2): 
f(n+7-1)= -(n2+n-2)2+(n2+n-2) 
= -(n2+n-2)2+( n2+n-2)(n-l)+n-1 
=(n”+n-2)( -n2-n+4) CO. 
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2. THE CHARACTERISTIC POLYNOMIAL OF T 
As in the case of T*, we shall now deduce the characteristic polynomial of 
T : X ---) det( T - XI). For convenience, let 
pi= e rj (i=1,2 ,...) n), P, = 0, 
j=l 
qi= i si (i=O,l,..., n-l), 9, = 0. 
j=i+l ’ 
Then 
0 0 0 0 **. 0 
0 1 2 3 ... n 
0 2 4 6 ... 2n 
T= 0 3 6 9 .a- 3n 
. . . . . . . . . . . . 
-0 n 2n 3n ... n2 
Further, let 
90 
+. 1 91 *** 9, 90 91 . . . 9, - . . . . . 
90 91 . . . 
:I . 
9, 
PO . . . PO 
Pl ... Pl 1: 4 P, . . . P, 
f1= (l,l,l,...,l)T, 
fi=(o,1,2, . ..> ny, 
f3= (POT PIT..., PX 
f,= (90~91¶~~.r9JT. 
THEOREM 2.1. rank T E { 1,2,3}. Moreover, 
(a) rankT=l iflr=n2 orr=O; 
(b) rank T = 2 iffall ri are equal, 0 -C rl < n, or all si are equal, 0 -C s1 < n; 
(c) rank T = 3 iffrl > r,,, s1 > s,. 
Proof. From Theorem 1.1 we have (note that rank T* = rank T; thus the 
rank of T is equal to the number of nonzero eigenvalues of T*) 
rankT=l iff d,=d,=O 
24 
(thus 7’ - n27 = 0); 
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rankT=2 iff d,=O, d,#O. 
From Theorem 1.2 it now follows that all ri or all si are equal. d, # 0 implies 
7 # n2, r # 0. But rank T = 3 iff d, # 0, and therefore not all r, ( si) are 
equal. q 
Note: A different proof may be found in [8]. 
THEOREM 2.2. 
(i) Suppose rankT = 1. Then det(T - XI) = ( - h)“(Cyxr,i2 - h). 
(ii) Suppose rank T = 2. Zf all ri are equal, then det(T - hZ) = 
( - x)n-‘det(F - AZ), where 
Zf all si are equal, then det(T - XI) = ( - x)n-‘det(T - AZ), where 
F= (fi>?fl-f3) 
[ 
(fJf,-sA> 
(.&?9~fi-f3( 1 (f,Jf,-s,fA> . 
(iii) Suppose rankT = 3. Then det(T - XZ) = (- x)n-2det(T”- AZ) 
where 
Here ( , ) denotes the u.suul inner product on LR”” XR”+l. 
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Proof. First note that 
(i): Suppose rank T = 1. Then Cr,api = C7E=09i, and therefore the nonzero 
eigenvalue X = Tr T = C~+i2. 
(ii): Suppose rank T = 2, all r, are equal. Then f3 = rifi. 
Let A = Span( fi, jZJ. Then ImT = A. 
Let f3, f4,..., f,+l E Al such that f,, fi,..., fn+l form a basis for lRnil. 
Let V be the matrix with itb column equal to f, (i = 1,2,. . . , n + 1). Then 
V is nonsingular, and so V’TV and T are spectrally equivalent. We have 
Hence 
/ 
(fiJ4> (hYfi-r,fi> I 
v-‘m= cLf&> (fi,fi-r,fi> / * 
---------s---------j--- 
0 / 0 1 * 
and the theorem easily follows. 
Now suppose all si are equal. Then following the proof just given, 
adapted to TT, the result easily follows, noting that pi + C;=i+ lrj = 7 and 
that T and TT are spectrally equivalent. 
(iii): Suppose rank T = 3. 
Let A = Span(f,, fi, f,). Then ImT = A. 
Let f,, f,,..., fn+l E A’ such that f,, f&..., fn+l form a basis for Rncl. 
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Let V be the matrix with ith column equal to f; (i = 1,2,. . . , n + 1). Then 
and the theorem follows. n 
THEOREM 2.3. Let rl > rz 2 . . . > r,, s1 >, s2 > . . . > s,. Let T be the 
corresponding structure matrix. Define 
<=n-s n+l-r (i=L%...,n), 
ii = n - r,+lpi (i=1,2 ,..., n). 
Let T be the corresponding structure matrix. 
Then T and T are spectrally equivalent. 
Proof. 
=d+ c (n-%l+,-,)- c (n-G+,-,) 
k>a rap 
=(n-ar)(n-fi)+ C r,-- C Sk 
IF-n-p k<n-a 
From this the assertion easily follows. n 
Note that f1 > & > . . . > ?,,, S1 2 Sz > . . . > S,. Furthermore, if 7 = cr, 
> in” then 7 = Ci;i < in”. 
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3. THE EIGENVALUES OF THE STRUCTURE MATRIX 
IN THE CASE rank T = 2 
In this section we will show that, like T*, T has two positive eigenvalues 
in this case. We shall restrict our analysis to the case that all ri are equal. 
Furthermore, from Theorems 2.1 and 2.3, it follows that we may assume 
1 < rl < in. 
THEOREM 3.1. Let rank T = 2. Let 
Then 
and these are sharp. 
Proof. Let 1 < rl < $n. Then 
detf= i q,.[in(n+l)(2n+l) -+n(n+l)r,] 
i=o 
- ,coiqi.[:n+(n+l) - (n+l)r,], 
qi= i Sj’ 
j=i+l 
28 
so 
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c qi= 5 is,, 
i=O i=l 
i iqi=; ,$ i(Cl)Si 
i=O I-1 
Hence 
detY?=&(n+l) 5 si(icu+i2fi) 
i=l i 
where a = 4n2 - 6r,n +5n - 6r1, j3 = 6r, - 3n. 
Let 
Let 
L:P+lFkL(s,,s,,...s,)= i s&(Y+i2j3). 
i=l 
Then P is convex, L is linear, and therefore L attains its maximum at an 
extreme point of P. The extreme points of P are 
{(S1,S2,...> s,)EP(s1=s2= ... =sj, sj+l=sj+2= ... =s,=o, 
jE {1,2 )...) n}}. 
Therefore we may minimize and maximize 
g:j- jE {1,2,..4}, 
I.e., 
g: j +j -tl)nr,cr+$(j +l)(zj+l)pnr,. 
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g attains its maximum for j* = - :(a + p)/p. However, j* > n, and there- 
fore 
&(n+l)g(l) ddetTg&(n+l)g(n). 
g is also linear with respect to rl, and it follows that g(l) is minimal if rl = 1, 
maximal if rl = n/2. 
The inequalities for Tr f follow from 
TrF=$n(n+1)(2n+l) -in(n+l)r,+ 2 is,, 
i=l 
0) 
COROLLARY. Zf rank T = 2, then T has exactly two rwnzero eigenvalues, 
both positive. 
Proof. Since T is a nonnegative matrix, it follows from the Perron- 
Frobenius theorem (see [9]) that T has at least one positive eigenvalue. From 
Theorem 2.2 it immediately follows that the nonzero eigenvalues of T are the 
roots of 
x+det(f-XI). (*> 
Since det f is positive, it is now clear that both roots of ( * ) are positive. 
THEOREM 3.2. Let rank T = 2. Let X 1, A, be the mnzero eigenvalues of 
T, X,&I,. Then 
gi[jn3+$n2+in+/mn3-8n2-lln+24)] 
and these are sharp. 
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Proof. We first establish the lower bound. Let again 1~ rr < $n. From 
Theorem 3.1 we have 
det i; 
A,= 
$n(n+l)r,(fl-r,)(n-r,+l)(r,+l) 
x,>’ $n(n+l)(zn+l) 
r,(n-r,)(r,+l)(n-r,+l) 
= 
2n+l 
Now suppose ri # 1. Then A, > 6(n - 2)( 12 - 1)/(2n + 1) > n. 
We show that in case r, = 1 also A, > n, with equality if sr = n, si = 0 
(i~2).Incaser,=lwehave 
i:= 1 ,cogi (n+l)(+n-l) ’ i iq, 
Li=O 
n(n+I)j+ 
\ a 1  
Note that if si = n, si = 0 (i 2 2), then 
i;= 
i 
n (n+l)(fn-1) 
0 i(n”- n) 
and thus X,=n. 
Now suppose another vector S = (S,, 8,, . . . , S,) minimizes A,. Then let j 
be maximal such that si > 0. Then 1 < j < n. 
Let s^ = ( .tl, &, . . . in), where 
Sj=si-l, 
$=8, (i#l, izj). 
Then s^ is admissible. 
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We show that the smallest eigenvalue is decreased on replacing S by s^. 
Let 
a= f: qi, ii= i Gi, b=(n+l)(+l), 
i=O i=O 
F = i isi, c^= i iGi, d=$(n3-n). 
i=O i=O 
Then a^=G+l-j, c^=F-ij(j-1). Wehave 
X1= 
a+d- (u-d) +4bc \i 
2 
&= 
(i+d-/(ci-d)2+4bc^ 
2 
> 
and 
* (Z-d)2+4bE<(a-d+1-j)2+4bc^ 
w bj+l-j+a-d< (u-d) +4bc 7 
From the Chebychev inequality we have 6 < i( n + 1)n. Therefore & - d + bj 
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< d - a^ < \i (a^ - d )2+4bc^. We have a contradiction, and therefore the 
minimum is attained in case s, = n. 
To establish the upper bound, note that if ri; is nonnegative (entrywise) 
then it is well known that adding another nonnegative matrix M cannot 
decrease the largest eigenvalue. Therefore, given ri, X2 is maximal in case 
si=rl (i=l,2,... n) (for then a and c are maximal). Then 
Now it is easy to verify that, if all si are equal, det f is minimal in case ri = 1. 
n 
4. THE EIGENVALUES OF THE STRUCTURE MATRIX 
IN CASE rank T = 3 
In Section 1 we have shown that also in this case the eigenvalues of T* 
are always real. In this section we will show that the same holds for the 
structure matrix T itself. Before we come to this we first introduce some 
notation and recall some well-known definitions. 
Throughout this section we assume rank T = 3. Then there are at most 
three nonzero eigenvalues, say hi, X2, X, (some of them may be zero). 
DEFINITION 4.1. Let A E W fl* ” with eigenvalues Xi, h 2,. . . , h ,,. Then 
p(A) = max,lh,l is the spectral radius of the matrix A. 
DEFINITION 4.2. A matrix M E R “xn is a monotone matrix if M is 
nonsingular and M-’ is nonnegative (entrywise). 
DEFINITION 4.3. A matrix M = ( mi j) E BB n* n is an M-matrix if m,, j < 0 
i # j and M is a monotone matrix. 
Our first goal is to show that the product of the three nonzero eigenvalues 
of T is always negative. This is achieved in the following lemmas. 
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LEMMA 4.1. Letr^,s^ER”-l bedefined by 
(qi=ri+l-ri, (sA)i=si+l-si, i=1,2 ,...,n-1. 
Let D,-,ER n-1,n-1 be the matrix 
6 -4 1 
-4 6 -4 
1 -4 6 
D n-1= 1 . . 
* . 
0 _ 
Then X,X,X, = - (det Dn-l)(r^TD,-_‘ls^). 
1 
* . 
. . 
4 
1 
0 
. . 
4 1 
6 -4 
4 6 
33 
Proof. T = En+lT*Ei+l; hence E,;‘,TE;f,= T*. Let E> 0. Then 
E;:,(T + EZ)E;T~ = T* + &E;:,E;,T,. So det[E;j,(T + EZ)E;,T~] 
= det(T* + EE;:~E;,!“~ ). But det[E;:,(T + EZ)E;+T~] = 
det(T + &I) = (A, + &)(X2 + &)(X3 + E)E”-~. Note that 
I 
1 
-1 
= 
34 
Therefore 
det( T* + EE;~~E~T~) 
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= 
r+& - sl-- E - s2 - s3 
--Trl-& 1+2& 1-E 1 
- r2 l--E 1+2& 1-E 
- r3 1 l--E 1+2& 
- r4 1 1 1-E 
- T” i ; ..: 
-84 ..* - SIX 
1 . . . 1 
1 . . . 1 
l--E 
1+2& . . i 
l--E 
1’ . l--E 1+2t 
Subtract the kth row from the (k - 1)th row for k = 3,4,. . . , n + 1. Then 
det 
= 
7-t& - sl-- E - s2 - s3 -s4 a.’ - srl 
T2 - I.1 - E 3E -3E E 0 . . . 0 
*3 - f2 --E 3.5 -3E E 
r4 - 7.3 0 --E 3E -3E ** 0 
E 
*n - rn-1 0 . . . 0’ -; 3E - 3E 
- *n 1 . . . 1 1 l--E 1+2& 
Subtract the kth column from the (k - 1)th column for k = 3,4,. . . , n + 1. 
Then: 
det( T* + EE,: J,:,) 
rte s2-s,-’ s3 - SQ s4 - s3 sg -s4 ... s,-ss,.., -3, 
r, - r, - E 6~ - 4e E 0 0 0 
13 - r2 - 4E 6~ -4E E 0 
'4 - '3 P - 4E 6~ 
r5 - r4 0 E 
rn - c - 1 (j _.: 
- rn 0 
- 4E E 0 
-4~ BE - 4e F 
0' E -4e 6~ ~ 3E 
0 0 E - 3E 1+21 
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Collecting the O(P-‘) terms gives 
det( T* + EE;~ lE;T,) 
n-l n-l 
= --E n-2 C C (‘i+l-ri)(sj+l-sj)(D,C-,)i,j+O(En-’), 
i-1 j=l 
where ( D,“l)i, j is the i, j cofactor of DnP1, i.e. the determinant of the 
matrix D,- 1 stripped of its i th row and jth column, multiplied by ( - l)i+j. 
But since 
D;yl = det :, @-l)’ 
n-1 
(D,- 1 is invertible; see Lemma 4.2), we have 
det( T* + EE,:,E,J,) = - enm2 (det D,-,)( r^TD,-‘,s^) + O(C’) 
Hence 
So dividing by PW2 and taking the limit as E goes to zero completes the 
proof. w 
LEMMA 4.2. Let D, be defined as above. Then D,, is symmetric positive 
definite. 
Proof It suffices to show that ( Dnx, x) > 0 Vx E R, x + 0. 
Let A,, ER”~” be the matrix 
-1 
2 
-1 
-1 
2 
-1 
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Trivially we see that 
0 0 ... 0 1 
So(D,x,x)=(A2,~,~)+r~+~~=(A,x,A,x)+x~+x~>Ov’x#O. n 
Note that this lemma implies that D, is nonsingular and det 0, > 0. 
n 
is positive definite, then the Schur complement D := D - CA-‘B is positive 
definite too. 
Proof. M is positive definite, so all its principal minors are positive. In 
particular det A > 0, which means that A is nonsingular. Hence the Schur 
complement is well defined. 
Further, 
so det M = det Adet A,. Hence det D > 0, i.e., D is nonsingular. Now 
M-l = A-‘+ A-‘Bi)-‘CA-’ 
i 
-A-‘&-’ 
- fi-‘CA-’ b-1 1 
is positive definite, and this implies that fiP ’ is positive definite. 
LEMMA 4.4. Let 
n 
MC A B E~n+l,n+l ad AEBB”.” [ 1 C D 
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both be monotone, and suppose M is positive definite. Then 
is monotone too for all positive a. 
Proof. M is positive definite, so the Schur complement 
is positive definite too, so D > 0. Now 
37 
fi=D-CA-IB 
A-‘+ A-‘Bi)-‘CA-’ 
- fi-‘CA-’ 
But since fi is a scalar, we conclude that A- ‘B < 0, CA-’ < 0. This together 
with A- ’ 2 0 implies that we may replace fi by any positive value. In 
particular, by fia := D + cy - CA-‘B for (Y > 0. It follows that M, is mono- 
tone. n 
Let again 
A,:= 
-1 
2 
-1 
-1 
2 
-1 
0 
-1 
2 1 E rag”,“. 
It is well known that A,, is an M-matrix; hence A,, is monotone. 
Define D,, := A”,. Clearly B,, is monotone too, and of course D,, is 
positive definite. 
LEMh4.4 4.5. 
0 DC i 0 : * 0 1 +Dn 0 . . 0a 
is morwton43 fm all positive a. 
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Proof. By induction on the dimension, n = 2 is trivial. Now suppose it is 
proven for n = k. 
Using a block partitioning, we may write 
D A B k+l= [ 1 c D ) 
where 
/ 0 A=&+ 0 : 
0 
I E lRk,k. 
0 . . . 0 1 
The induction hypothesis implies that A is monotone. Using Lemma 4.4 
yields the result. 
Using this latest lemma, we see that the matrices 
5 -4 1 0. 
-4 6 -4 
fin 1 -4 6 ‘. := 
-4 1 
-i 6 -4 
0 1 -4 6. 
are monotone. Analogously one can show that 
is monotone too for ail positive e. In particular, for fx = 1 
monotone for all n E N. 
we find D,, is 
Combining the results of the previous lemmas with the fact that the 
vectors r^ and s^ as defined in Lemma 4.1 are both nonpositive, it follows 
simply that the product of the three nonzero eigenvalues of the matrix T is 
always negative. 
We can now state our main theorem concerning the eigenvalues of the 
structure matrix. 
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THEOREM 4.1. Zf rank T = 3, then T has only real eigenvalues, of which 
two are positive and one is negative. 
Proof. T is a nonnegative matrix. Hence it has a positive eigenvahre 
equal to its spectral radius (using Perron-Frobenius again). So we are left with 
two eigenvalues whose product is negative. The fact that T is a real matrix 
implies that both must be real, one positive and one negative. n 
One might wonder whether the ordering of the nonzero aigenvalues is 
also the same as for T*, i.e. whether the negative eigenvalue is always the 
absolute smallest of the three nonzero eigenvalues. This however is not 
necessarily true, as is shown in the following example: 
EXAMPLE 4.1. Let 
Then R = S = (l,O,O ,..., O)r, 7 = 1. Using Theorem 2.2(iii), we know that the 
nonzero eigenvalues of T are equal to the eigenvalues of the matrix 
where 
fi= (LLL...,l)T, 
fi= (0,1,2,...,n)T, 
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[ 
1 :n(n+l) - (n+I) 
f-= 0 +(2n+l)(n+l) -$a(n+l) , 
0 +n(n+l) -n 1 
and a straightforward calculation gives 
A, = - fn + O(l), 
A, = 1, 
A, = in” + 0( 2). 
We shah conclude by giving upper and lower bounds for the spectral 
radius of T. 
THEOREM 4.2. Let s:=C;=+si, R :=C:=,ir,. Then 
&n(n+l)(n+2) - - 
min(R,S) Gi(n+l)r if 7 2 $n2, 
- - 
min(R,S)+(n+l)($2-7) 
,<+(n+l)(n2--7) if 7 < in”. 
So in all cases p(T) = 0( n3), 
Proof. We first establish the upper bound. It is well known that for 
nonnegative matrices the spectral radius is bounded from above by the 
maximum row sum (column sum) (see e.g. [9]). Set e = (l,l, 1,. . . ,l)r E Wn+r; 
define c+:=(Te),, i-O,1 ,... n.Then 
ai=ai_l+(n+l)(~n-ri), i=1,2 ,..., n, 
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so u,=S+(n+l)(in2-~).Since ri>ri-r, i=2,3,...,n,itisclearthat 
i 
s if 7bLn2 ‘2 ’ max ui := 
i=O,l ,...,n S+(n+l)(in2-7) if 7+n2, 
and analogously for the column sums. Finally, applying the Chebychev 
inequality gives S = Cis, < i( n + 1)~. This proves the upper bound. 
For the lower bound note that Tr(T) = X, + X2 + p(T), where X, < 0 
and X2 > 0. Hence 2p(T) > X2 + p(T) > Tr(?‘), so p(T) > iTr(T). But 
= in( n + l)(Zn + 1) 
(see PI). n 
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