1. It was proved by A. A. Markov [3] that if p n (x) = J^?=o a v x v is a polynomial of degree at most n and |£ n (#)l = 1 m the interval -1 gj x S If then in the same interval (1) \p n '{x)\ g n\
The problem was proposed by the chemist Mendeleev who knew the answer for polynomials of degree 2. For a historical background of the problem see [1] . A. A. Markov's younger brother W. A. Markov considered the problem of determining exact bounds for the j-th derivative of p n (x) at a given point Xo in [ -1, 1] . His results appeared in a Russian journal in the year 1892; a German version of his remarkable paper was later published in [4] . Amongst other things he proved the following two theorems. The next theorem briefly summarises what is now known in this connection ( [5] , [6] , [7] ). These questions are answered in the present paper. Our approach to the problem is analogous to that of W. A. Markov [4] and gives rather complete results in the case of majorants of the form <p(x) = (1 -x) x/2 (l + xY> 2 where X, /x are non-negative integers. Consideration of such majorants leads to the following strengthening of inequality (4) Here a_i is supposed to be zero.
THEOREM C. Let
As a matter of fact, our method gives a more precise conclusion. For example, it shows that a similar strengthening of (4), in case n -j is odd, is not possible. Indeed, if p n (x) = 2^v=o av%v satisfies the conditions of Theorem B and n -j is odd, then \a,j\ + e|a ; _i| may not be less than |^_ij if e is positive. Besides, it shows that the left-hand side of (7) cannot in general be replaced by \dj\ + Q\dj-l\ for any 0 > 1.
In fact, we shall prove the following more general In addition to the Chebyshev polynomials of the first and second kinds, namely T m (x), U m {x) mentioned above we need to recall the Jacobi polynomials [8, Throughout the paper, Q m (x), R m (x) will stand for the polynomials
is a polynomial of degree at most n with real coefficients such that \p n (x)\
respectively. Besides, for given non-negative integers X, /x we will write v{n) to abbreviate n -([(X + l)/2] + [(/i + l)/2]) + 1. With these notations our principal result can be stated as follows. THEOREM 2. Let X, ju be non-negative integers, and
If pn(%) is a polynomial of degree at most n (where n §:
From this we will deduce, in particular, that (5) holds for j ^ 3 as well.
2. Consider the real linear space £P n of all polynomials P(x) = a 0 + a-iX + . . . + a n x n of degree at most n with real coefficients having a zero of multiplicity at least [(X + l)/2] at 1 and a zero of multiplicity at least [(M + l)/2] at -1. If for each P G ^n we define
& n becomes a normed linear space. Consider a general linear functional co on & n . There exist real numbers ao, ai, . . . , a n such that co(P) = a 0 a 0 + a x a x + . . . + a n a n \P(x) = ]£) a"xj.
We want to determine its norm:
||o)|| = supiiPi^i |co(P)|.
For this let a: be a real number different from zero and denote by ^n >a the class of all polynomials P 6 ^n for which u(P) = a. Then P* is a polynomial of smallest norm amongst all polynomials belonging to ^n >a if and only if ||»|| = |co(P*/!|P*||)|.
It is therefore of fundamental importance for us to be able to recognize polynomials P* £ SP n ,cx whose norm is the smallest. Such polynomials (which always exist) will hereafter be referred to as minimal. Note that if P 6 SP n then there exists a polynomial P of degree at most n -
so that ||P|| 2 = max_i^iZp(x), and denote the distinct roots of the equation
where v(n) has been defined earlier.
We shall now state three results which are obtained by suitably modifying the proofs of (i) the lemma on p. 215 of [4] , (ii) Theorem 1 on pp. 216-217 of [4] , and (iii) Theorem 2 on pp. 219-220 of [4] , respectively. LEMMA 1. Let P £ SP n ,a and let Xi, x 2 , . . . , x L be defined as above. Then P is minimal if and only if there does not exist a polynomial g G SP n such that
Then P is minimal if and only if (i) the numbers 
where ( 
may be chosen arbitrarily, it would follow that
Thus if L were less than ?(«) -1 then F U) (t), F^-Vty) would both vanish which is clearly impossible. Hence L ^ v(n) -1 and by Lemma 3, the minimal polynomial is unique.
It is similarly seen that in the cases (iv), (v), L is equal to v{n) and the minimal polynomial is unique.
For the determination of the minimal polynomial we will need some further lemmas, namely Lemmas 5, 6, 7. They concern polynomials whose zeros are all real.
We mention that between two consecutive zeros of a polynomial f(x) having only real zeros there is one and only one zero of f (x).
The proof of Lemma 5 depends on the following simple fact which we state without proof. Proof. Clearly
so that
t -Xi
Hence by the preceding lemma we obtain for / F^ x t
i.e.,
Further, equality holds if and only if t is a zero of gi U) (x) and so of g(x) of multiplicity greater than j.
lit = x h then from (20) Proof. Case (i) : g u+1) (XQ) = 0. In this case x 0 must be a zero of g(x) of multiplicity at least j + 2, and so, in view of (22), it must be a zero of h(x) of multiplicity at least j + 1, i.e., h (j) (x 0 ) = 0. Case (ii): g {j+1) (xo) ^ 0. In this case we shall show that
If not,
It is easily seen that the a/s and b/s can be slightly modified so that g(x) becomes
with &!* < ai* < Ô2* < a 2 * < . . . < 6 5 * < a s * while G<' >(*<>) is still zero and
, then by the Lagrange interpolation formula
where c is a constant. Consequently,
But the sign of H (a?) is that of ( -l) s~l and also the sign of We can similarly prove:
and consider the polynomial Using the trivial fact i? 5 a) (ft) = jiJofr^CfO it can be easily shown that the roots of (24), (26) 
When applied to H(-x) this implies that also (28)
W é ft é ... ;S *»' g fi ^ ... ^ r^-t-i ^ >?n-w.
Keeping these facts in mind and using
in conjunction with Lemma 5 we can show that £/ ^ 77/ ^ . . . ^ £/ ^ rj/ ^ .. . ^ &_!_, ^ 9fo_ w , i.e., we have 3. Now let us return to the study of the functional co(P) = P a) (t) for the values of t and j specified earlier. We know that in all the five cases L ^ v(n) -1. Hence there are only two possibilities to be considered, namely,
Consider first L = v{n). If and when this happens, the minimal polynomial must satisfy the differential equation
Solving the differential equation by separation of variables, we obtain
where D is a constant. If X is even, then L can be equal to v(n) only if +1 is a root of (11), i.e., Z P (l) = ||P|| 2 and so D = (2k + l)7r where & is an integer. On the other hand if X is odd, then D = 2kw since in that case Zp(\) = 0. Thus, the minimal polynomial P* must be a constant multiple of
Now, let us recall that
and so the minimal polynomial is
where P n (pc) is given in (34). According to Lemma 2, the polynomial (35) will be minimal for a given / if and only if the corresponding numbers
are of the same sign. But clearly
are of the same sign. Hence we only have to look at the signs of co(Fi), co(7
. It is easily seen that if 0 ^ j < n, then according as (a) X, \x are both even, (b) X, \i are both odd, (c) X is even, \i is odd
Thus, condition (i) of Lemma 2 is satisfied for j = 0, / 2 [ -1, 1] as well as for j = n, and so (35) must be minimal, since in these two cases L = v(n). Further, it follows from Lemma 7 that if 0 < j < n then ( Suppose now that L = v(n) -1. Again using Lemma 2 we see that a polynomial P(x) will be minimal if and only if 
where
is even is odd.
In view of this if
and for c 6 (1, w),
(1 -*)*"(!+*) ifxisodd. 
in [p h rji) there is one and only one d in the interval [ -v, -1) for which (a/P n)d {i) (t))P n<d (x) is minimal. Here pi must be greater than p t .
Summarizing, we may say that we now know the minimal polynomial when t lies in the shaded intervals indicated in Figures 1, 2, 3 and 4 .
To simplify the subsequent discussion we set \ t = £ t if X is odd and p. i -rj i if p is odd.
Case IV: Here we consider the possibilities not covered previously. For this we wish to investigate how the minimal polynomial varies as t grows in the interval (\ h p t ), I = 1, 2, . . . , n -j. In order to facilitate the study let us exhibit the parameter t explicitly; for example write the minimal polynomial corresponding to a given value t as 
P*(x,t) = £ a*(t)x\

^-;
P«-;
Pn-j
Now let Xi(/), x 2 (t), . . . , #v(n)-i(0 be the roots of the corresponding equation (11). The fact that the quantities (40) have to be of the same sign implies that there exists one and only one root y t (t) of Z P *(x, t) = 0 in (xi(f) t x î+ i(t)), I = 1,2,..., v{n) -2. Hence if
W(x,t) = \\P*\\-2 Z P *(x,t)
where N is the degree of W, then the form of Z P * shows that W(x f t) must have one further double root b(t) which must necessarily be outside the interval [xi, x" (n) _i]. Consequently, Wi,o(x,t) vanishes at all the double roots of (11), as well as at the points yi(t), y^tt), • • • » 3^00-2(0» 5(0-In addition it must have one more real root fi{t). Depending on the parity of X, /x we will have four different possibilities. Let us examine them in the case /?(/) > x"( n) _i; the case (3(t) < Xi being symmetrical. a) Suppose that X, J U are both even: Under this hypothesis equation (11) has v(n) -3 double roots in ( -1, 1) along with a simple root at each of the points -1, +1. This situation is illustrated in Fig. 5 . c) Assume now that X is even, /x odd: Under this hypothesis equation (11) has v(n) -2 double roots in ( -1, +1) along with a simple root at +1 (see Fig. 7 ). d) Finally, suppose that X is odd, M even: Under this hypothesis equation (11) has v(n) -2 double roots in ( -1, +1) and a simple root at -1 (see Figures 8.1, 8.2, 8.3 ). 
Observe that x t (t) cannot be equal to ji{t). Also, X; = £ ( so that the system (45) 
(t) < yi(t) < x 2 (t) < . . . < x v(n)^( t) < +1 for all t in (\ h p t ).
Differentiating the system (45) with respect to t we obtain Using (45) we deduce from (48) that
W 1A (yi(t),t) +yi'(t)W,.*(y,(t),t) =0, (/=1
,
WoA-1,1) = WoAi,t) = w»,i(x,(t),t) = WoAy m (t),t)
x n (* -*iO) n (* -y»(o).
£=2 ra=l
Now set
/(*, t) = H (* -*i(0). <z(*. 0 = (* -Ht)) Il (* -y«(t))-
1-2 m=l
Then clearly On the other hand, when t -> r x -, (47) remains true except that the last inequality may not be strict. This means that the coefficients of the polynomial
Wi,i(x,t) = c 0 '(<) • (x 2 -i){/(*,Oai,o(*,0 + h,o(x,t)q(x,t)} + 2co'(t)xf(x, t)q(x, t).
Now substituting for
stay bounded as / -• r x -. But
(54) W(x, t) = Nco(t)j (z -P(t))(z -8(t))h(z, t)dz + W(-l,t)\ moreover since W(yu t) -W( -l, t) = -1 and h(z, t) does not change sign on [ -1, y\) we get
Nc 0 (t) = -i J z 2 h(z, t)dz -(/3(0 + ô(t)) J zh(z, t)dz h(z,t)dzj ,
Nc 0 (t)(f3(t) + s(t)) = -{j (^-\r^
Thus we simultaneously have
Now taking the limit in (54) as / -• T X -we see that W(x, t) converges uniformly on [-1, 1] to a polynomial of degree N -2, which implies that the polynomial P*(x, t) converges to a polynomial of degree n -1 for which L = v(n) -1. But then this polynomial must be the minimal polynomial arising in Case I, and r x must be equal to p z . By symmetry, the minimal polynomial for a value / lying in (p h fjL t ) corresponds to a solution of the system (45) for which f$(t) < Xi(t). 
Section 4.
Proof of Theorem
We wish to determine the norm of the functional co(P) = P a) (Q)/j\ defined on 7r ra+ i >c . It is easily checked that the reasoning of Section 2 leading to the characterisation of the extremal polynomials remains valid, and in particular if
if X is even and
If we define
then by Lemma 7,
if the same is true for F 0
Note that for any w the polynomial G(x) (which is of degree n -1) is either even or odd. If n -j is even then n -1 -j is odd and so G<'>(0) = G<>" and consequently for the polynomial (x + c)P n (x) to be extremal it is sufficient that c be equal to 1. The condition c = 1 is also necessary if X is even since in that case
Now we note that if p n (x) = X]ï=o »*#" is a polynomial of degree at most n with real coefficients such that \p n {%)\ Ss (1 -x 2 ) x/2 for -1 g x g 1, then
and so provided w -j is even |a ; -+ «,--il ^ |7«,i + y n .j-i\ = |7*.,* Similarly a, -a,_i| ^ |7 w>i -7tt,;-i| = 17» ,;l Consequently (7') holds if 0 g 1. Besides, it follows from above that if 0 > 1 then at least when X is even there exists a polynomial p n (x) = X)iLo a v x v of degree at most n with real coefficients such that |£ n (#)| = (1 -x 2 ) x/2 for -1 ^ x ^ 1 but for which N + 0k--il > \ynj\-Now we wish to show that if n -j is odd, then N S lTn-l.ilWe know that P w _i(x) is extremal for the functional co(P) = P (;) (0)//! defined on the normed linear space ^n if and only if F U) (0) = 0 where
Note that F(x) is even or odd according as n is even or odd respectively. Hence n -j being odd, F U) (0) = 0. In order to verify the last statement of Theorem 1' we consider the normed linear space w n +i,c of all polynomials P of degree at most n + 1 vanishing at -c (c real and |c| > 1) and having zeros of multiplicity [(X + l)/2] at +1, -1, and where
We claim that again the reasoning of Section 2 leading to the characterisation of the extremal polynomials corresponding to the functional co(P) = P (;) (/) remains valid. Thus, in order to show that (x + c)P n -\(x) is never extremal we simply need to check that F (S) (0) 9 e 0 where
Again we write F(x) = (x 2 -l)(x + c)G{x) where, for every n, G(x) is either even or odd. Calculating F (j) (0) we get
Since w -j is odd G U) (0) = G (j "* 2) (0) = 0. Also, on examining G(x) more closely we notice that the non-zero coefficients alternate in sign, i.e., G (J -1} (0) and G ( '-3) (0) are of opposite sign and hence F^(0) 9* 0.
Proof of Theorem 2. Let
It is obvious that if Q £ SP n is such that ||Q|| ^ 1, This consideration is made necessary by the fact that at the points \ h HI the function A"(t) is not continuous (see [9, p. 193, Theorem 6] ).
Here we shall restrict ourselves to an interval of the form (£ z , p t ), the corresponding result for intervals of the form (p h r]i) being obtained by symmetry. Using (51) and the fact that
x n (*-yi ( It is a matter of simple calculation that
4>(x, t) = -nF(x, t) + (x + fi(t))Fi i0 (x, t) + f(x, t)
(here and in the sequel fi(t) is taken to be 1 for i G (£ ; , X ( )) where
As well, it can be easily checked that in case t £ {\u pi)
Ht 6 (\I,PI).
Differentiating the two sides of (58) and of (59) j times with respect to x and then putting x = t we obtain for < £ (£j, X;) where if is the set of indices of the double roots of (11). This can be rewritten as
from which we deduce
Differentiating the two sides j' + 1 times with respect to x and putting x = t we obtain
Hence ^"(0 = P"*At, t) + (-i) [ and we can apply Lemma 5 to conclude that this latter quantity is negative. We are thus left with the case t 6 (\i, pi). Let us first show that for all t £ (X z , pi) 
Writing
.HI 
Fi,o(P(t),t) F(p(t),t)
^•«•')-^-')^)?o'^-^-
We observe that the inequality f$(t) ^ X v{n) -\(t)
is always true (if P(t) ^ 1 it is evident whereas if @(t) g 1 it is a consequence of F M (/3(/),/)/W0,0 gO). Since 
) = sign F(X v{n) -X (t), t).
But the number of sign changes at +1 is one less for \//(x, t) than for F(x, t) so that yf/(x t t) vanishes in (X"( n) _i(/), 1) an even number of times. On the other hand for x < -1, sign \j/(x, t) -sign F(x, t) while sign ^(Xi(/), t) = sign F&iit), t); so, repeating the previous argument, we can conclude that \//(x, t) vanishes in ( -\,X\(t)) an odd number of times. Moreover, \p{x, t) vanishes at least once in each of the intervals (Xlit), Xt+i(t)). These remarks lead to the inequalities -1 S Y 1 
(t) S X,{t) S Y,{t) S • • S Y v{n)^{ t)
S X Hn) -!(t) g +1.
Using again the fact that F jt o(t, t) = 0 we can apply Lemma 6 to obtain 1^-1,o(*, t)/F j+1 ,o(U) g 0 which completes the proof.
In conclusion we verify that (5) is valid for j ^ 3. For this we apply Theorem 2 with P n (x) = (1 -x 2 )Tn-i(x)/(n -1). Using the well known differential equation for T n _i we obtain is also an increasing function of n.
