Abstract
Introduction

21
One of the great challenges in ecology is to uncover and explain the mechanisms that lead to 2010b), or due to density-dependent dispersal leading to phase separation (Liu et al., 2013) .
28
These two mechanisms typically create stationary patterns, although moving patterns occur in 29 the presence of advection (Siero et al., 2015; Perumpanani et al., 1995; Sato and Iwasa, 1993) .
30
Temporally varying patterns may also arise from asynchronous cycling caused by invasions or 
35
Our work is concerned with the interplay between extrinsic and intrinsic generation of tem-36 porally constant spatial patterns. We develop a theoretical framework and illustrate it with 37 some examples of how environmental variation and intrinsic interaction can combine to create 38 patterns at various spatial scales.
39
Spatial variation in environmental conditions occurs at various (landscape) scales both nat- one can expect to observe intrinsically generated patterns that extend over large regions in space, 46 potentially with small variations to reflect local conditions. Conversely if the landscape scale 47 is large compared to the Turing scale of species interaction, one expects intrinsically generated 48 patterns that change on the long spatial scale of environmental variation (Voroney et al., 1996) . the formation of patterned vegetation in semi-arid regions. Using both theoretical and empirical 60 approaches, they showed that both mechanisms play significant roles in the pattern formation 61 process, with their relative contributions depending on rainfall levels.
62
In this work, we take a landscape ecology perspective and subdivide the environment into 63 distinct patches. A patch is defined as an environmentally homogeneous geographic region whose 64 spatial extent is comparable to the species' dispersal scale so that a population can be assumed 65 relatively homogeneous within a patch. Population dynamics on each patch are then coupled 66 3 via migration between patches. Such multi-patch models have a long and distinguished history 67 in spatial and community ecology (see for example (Cantrell et al., 2012 ) for a discussion).
68
In this framework, we study conditions for spatial patterns to evolve in the interesting range 69 where the landscape scale is comparable to the Turing scale (see above). We implement habitat 70 heterogeneity through patch attributes and movement bias.
71
A series of papers explores pattern formation in epithelia where cell-cell interaction is domi-72 nated by nearest-neighbour (juxtacrine) signalling (Owen and Sherratt, 1998 In a linear landscape of patches of two types (type 1 and type 2), arranged to be periodically 88 alternating, we denote by u 1,2 , v 1,2 the respective densities of two interacting species. In our 89 explicit calculations, we focus on predator-prey interaction where a type-1 patch is suitable for 
94
On a patch of type i, the dynamics of these species evolve according to the equations
(1)
Throughout, we assume that functions f i , g i are sufficiently smooth and that the system preserves 96 non-negativity of solutions.
97
We denote by L i the length of patch type i, and by L = L 1 +L 2 and l = L 1 /L 2 the landscape 98 period and patch size ratio, respectively. We say that a tile consists of a patch of type 1 and 99 its adjacent patch of type 2 on the right. Hence, a tile represents one period of the landscape 100 (see Figure 1 (a)). We denote species' densities on tile j by u j 1,2 , v j 1,2 . We note here that "tile" is 101 introduced only as a convenient way to describe the system, not as an ecological unit.
102
We model movement by a discrete diffusion process, so that moving from one good patch is of period 4 on a periodic landscape consisting of 8 tiles. The white regions correspond to the type 1 ('good') patches and the light grey regions correspond to the type 2 ('bad') patches. The prey density in the 'good' patches on tiles 1, 4, 5, and 8 is low, in particular it is lower than the prey density in the 'bad' patch on tiles 2 and 6. (c) illustrates the result of converting the patches 1, 4, 5 and 8 from (b) to bad patches. The result is that the prey density on the remaining good patches is increased while the predator density is decreased on all patches. patch of type 2 is shorter (longer), so that overall movement is biased towards patch type 1
108
(type 2). The spatially coupled model system reads
where the multiplication of µ u , µ v by l in the equations on type-2-patches is the scaling factor 110 that accounts for conservation of individuals. In the case of a finite number of tiles (N ) we close 111 the system by assuming periodic boundary conditions such that 
In this scaling, b denotes the half-saturation constant of the Holling type II functional response.
119
The predator grows logistically with intrinsic rate s and carrying capacity qu. This formulation 120 arises from the assumption of variable predator-territory size (Turchin, 2001 ). 
On an isolated good patch, there is a unique positive steady state, given by
Parameter q is the ratio of predator-to-prey steady-state densities and will be used as a bifur-126 cation parameter later. The community matrix at this state,
has positive determinant. The stability therefore depends on the sign of the trace. The trace is 128 zero when 
148
For our base-line parameters, we fix patch sizes to be equal (l = 1) and choose migration 149 without patch preference (κ u,v = 1). We also fix migration rates so that the prey moves much 
Methods and Results
156
We structure our analysis of pattern formation in the heterogeneous landscape into two parts. attributes. Finally, we discuss the similarities and differences between the two approaches.
164
The term 'homogeneous steady state' warrants some explanation. Our system does not 
176
For intermediate values of q, simulations reveal "patterns" by which we mean locally stable 177 time-independent solutions in which the predator and prey densities are not the same in all tiles.
178
We undertook a numerical investigation of such patterns via numerical bifurcation analysis, for 179 which we used the software package auto (Doedel, 1981; Doedel et al., 1991 Doedel et al., , 2006 . For a 180 relatively small value of q (e.g. q = 1) we calculated numerically the j-independent solution.
181
We then continued this solution numerically, looking for bifurcations to patterned solutions and 182 then continuing these pattern solution branches. Auto is able to detect not only the existence of 
226
The overall message of our results is that unless the number of tiles N is very small, there 227 is a rich and highly complex array of stable patterns, located within an enormous number of (Wolfrum, 2012) . As discussed previously, we obtain 239 a homogeneous solution only on the level of tiles. We denote this tile-independent state as
. The spatial relation of u * 1 , v * 1 and u * 2 , v * 2 within a tile needs to be reflected in the 241 perturbation ansatz. Hence, after we linearise the equations in (2), we look for solutions of the
and similarly for v n , whereū n is a constant, and i 2 = −1. The temporal growth rate of the 244 solution is given by σ, the wave number is k, and j is the discrete (integer) distance corresponding 245 to tile number. To interpret k as a wave number corresponding to wavelength N on the lattice,
246
it needs to be of the form k = N/2π; however, for analytical purposes, it is helpful to consider 247 it as a continuous variable. Here, N is shortest number of tiles needed to see a pattern of that 248 wave length, this is not the same as the N defined in section 3.1, but it is closely related and so
249
we use the same letter. Since the centre of a type-2-patch is halfway between two consecutive 250 type-1-patches (see Figure 1 (a)) we need to evaluate the linearisation on bad patches at j + 1/2, 251 as it appears in (8).
252
The desired solutions exist if the constantsx T = (ū 1 ,ū 2 ,v 1 ,v 2 ) satisfy the linear system
and N = 2π/k is the wavelength as above. Partial derivatives of the interaction terms are denoted by subscripts, for example
, and the other terms analogously. From the condition that the solution to this linear system be 257 non-trivial, we obtain the dispersion relation
For spatial pattern formation we require the steady state to be (i) stable to homogeneous per- in Matlab). We focus our results on the effects of movement-related parameters.
269
Relative dispersal ability
270
A key requirement for classical diffusion-driven pattern formation is a difference in dispersal 271 ability, to achieve short-range activation and long-range inhibition (Murray, 2001 ). Since the 
308
With movement bias of the predator, the same mechanisms are in effect. Since long-range 309 inhibition aides pattern formation, these mechanisms produce contrasting results (not shown).
310
As κ v increases, predators bias their movement towards good patches by decreasing their resi- patterns we leave the study of the periodic travelling waves for future work.
325
Homogeneous versus heterogeneous landscapes
326
To complete this section, we ask what effect the bad patches have on the occurrence of patterns 327 compared to a homogeneous landscape. When all patches are good patches (i.e.
328 then we have a homogeneous landscape, consequently there is no patch preference (i.e. κ u,v = 1).
329
In this case, the four-dimensional system (9) reduces to two equations, and the dispersion relation 330 can be written explicitly as
where K = sin 2 (k/4) and a ij are the entries in the community matrix J given in Equation (6), i.e. a 11 = f 1u , a 22 = g 1v and so on. The conditions for diffusion-driven instabilities in this dispersion relation are a 11 + a 22 < 0, a 11 a 22 − a 12 a 21 > 0, a 11 µ v + a 22 µ u > 0, 4(a 11 a 22 − a 12 a 21 )µ u µ v < a 11 µ v + a 22 µ u . regions indicate values of the parameter (y-axis) for which we expect to obtain a pattern of wavelength N (x-axis). In the white region the patch-independent solution is stable to spatially homogeneous perturbations, and unstable to spatially varying perturbations of wavelength N . In the black and grey regions the period 1 solution is stable to spatially varying perturbations of wavelength N . In the black regions, the dominant eigenvalue associated with spatially varying perturbations of wavelength N is real, in the grey regions, it is not. We illustrate in (a) the effect of predator migration rate, (b) the effect of prey migration rate, (c) the effect of prey patch preference, and (d) the effect of relative patch size, on pattern formation. In both (a) and (d) periodic travelling wave solutions are predicted; this occurs in the small white region at the bottom of figure (a) (µ v ≈ 0.1004) and in the top region of figure (d) (l ≥ 2.0276).
13
These conditions are the familiar ones for reaction-diffusion equations with movement rates µ u,v 332 replacing diffusion constants (cf. Murray (2001) 
336
The two plots in Figure 5 
Comparison of the different approaches
350
The numerical continuation method in Section 3.1 revealed a great number of coexistent spatial 351 patterns, but was limited to a single bifurcation parameter and required intensive computations.
352
The analytical dispersion-relation method in Section 3.2 captures the stability behaviour of the We developed a theoretical framework to understand the spatial patterns that arise in a 399 predator-prey system where external factors and self-organisation interact. We represented 400 the heterogeneous landscape generated by abiotic factors as a series of periodically alternating We found that (i) the homogeneous (tile-level) state can be destabilised by non-constant 414 spatial perturbations (e.g. Figure 1) ; that (ii) there are potentially many stable, coexisting, 415 spatially-structured states with reasonably large basins of attraction (e.g. Figure 2 ). Similar 416 results are known on homogeneous networks (Wolfrum, 2012) . In addition, we find that (iii) 417 externally imposed spatial heterogeneity seems to have the potential to promote self-organised Figure 6 : Stability boundary plots comparing the results from the full non-linear bifurcation analysis (a) to the results of the linear stability analysis of the patch-independent (period 1) solutions on an infinite one dimensional spatial domain (b). In (a) the hashed bars indicate the range of q which give unstable patch-independent (period 1) solutions found from the numerical bifurcation analysis of the full non-linear model. The white bars indicate the full range of q where patterns arise in the full non-linear model. The white region in (b) indicates values of the parameter q for which we expect to obtain a pattern of wavelength N . In the white region the patch-independent (period 1) solution is stable to spatially homogeneous perturbations, but is unstable to spatially varying perturbations of wavelength N . In the black and grey regions the period 1 solution is stable to spatially varying perturbations of wavelength N and patterns are not possible according to the linear analysis. The difference between the black and grey regions is that dominant eigenvalues are real and complex respectively. There are many examples of spatially periodic habitats of the type considered in our model.
450
One particularly rich example is semi-arid vegetation, which tends to self-organise into patterns with respect to other modelling assumptions, for example, the arrangement and sizes of patches.
496
Managed ecological settings are not the only context within which our work is applicable.
497
Heterogeneous environments are also present in developmental biology. As an embryo grows, Intel Core 2 Quad Q9500 processor.
522
Our basic approach is to calculate numerically the patch-independent solution for a relatively 523 small value of q, and then numerically continue the solution in q from this starting point,
524
detecting bifurcations and following bifurcating branches. We performed our calculations using 525 the software package auto97 (Doedel, 1981; Doedel et al., 1991 Doedel et al., , 2006 
544
This multiple calculation of bifurcation points and solution branches is a feature of all our 545 computations. It means that however large |mxbf| is, the calculation will always continue until 546 this upper limit on the number of solution branches is attained, and one can never be certain 547 whether or not the resulting bifurcation diagram is complete. We took mxbf = −4000, which 
564
It is important to note one consequence of our two-step method for calculating the bifurcation 565 diagrams, which is that we cannot guarantee that we have calculated all of the solution branches. We also mention two other more minor technical difficulties, for the benefit of readers con-575 sidering using our approach themselves. Firstly, in some cases auto erroneously detects some 576 Hopf bifurcation points. These occur when two real eigenvalues change sign simultaneously: nu-577 merical discretisation introduces very small imaginary parts to these eigenvalues, causing auto 578 to detect a Hopf bifurcation. These do not cause any difficulties in practice, and so can safely be 579 ignored -in particular auto does not automatically attempt to trace limit cycle branches em-
580
anating from Hopf bifurcation points. Alternatively the "Hopf bifurcations" can be eliminated 581 by reducing the error tolerances and step sizes. We have not found any genuine Hopf bifurca-582 tions in any of the bifurcation diagrams we calculated. Secondly, the fact that most solution 583 branches are calculated many times causes very long rendering times for plots. To avoid this,
584
we processed the data files before plotting, removing repeated solution branches. Specifically,
585
we removed branches whose first 20 points were within a small tolerance of the first 20 points 586 of a previous branch.
587
We end this Appendix with a full listing of the various auto parameters that we used 
