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Abstract
We study mild solutions u to the semilinear Cauchy problem
@
@t
ut(x) =
1
2
x(1− x) @
2
@x2
ut(x) + ut(x)(1− ut(x)) (t¿ 0);
u0(x) = f(x)
with x∈ [0; 1], f a nonnegative measurable function and  a positive constant. Solutions to this
equation are given by ut=Utf, where (Ut)t¿0 is the log-Laplace semigroup of a supercritical su-
perprocess taking values in the 9nite measures on [0; 1], whose underlying motion is the Wright–
Fisher di'usion. We establish a dichotomy in the long-time behavior of this superprocess. For
6 1, the mass in the interior (0; 1) dies out after a 9nite random time, while for ¿ 1, the
mass in (0; 1) grows exponentially as time tends to in9nity with positive probability. In the
case of exponential growth, the mass in (0; 1) grows exponentially with rate  − 1 and is ap-
proximately uniformly distributed over (0; 1). We apply these results to show that (Ut)t¿0 has
precisely four 9xed points when 6 1 and 9ve 9xed points when ¿ 1, and determine their
domains of attraction.
c© 2003 Elsevier Science B.V. All rights reserved.
MSC: 60J80; 60G57; 35K55; 35K15; 60J57; 60J60
Keywords: Binary splitting; Weighted superprocess; Semilinear Cauchy problem; Finite ancestry property;
Trimmed tree; Compensated h-transform
∗ Corresponding author. Tel.: +49-9131-8522503; fax: +49-9131-8526214.
E-mail addresses: Ceischmann@wias-berlin.de (K. Fleischmann), swart@mi.uni-erlangen.de (J.M. Swart).
0304-4149/03/$ - see front matter c© 2003 Elsevier Science B.V. All rights reserved.
doi:10.1016/S0304-4149(03)00043-7
142 K. Fleischmann, J.M. Swart / Stochastic Processes and their Applications 106 (2003) 141–165
1. Introduction and main results
1.1. Superprocesses and binary splitting particle systems
Before turning to our speci9c processes of interest, we recall the concept of a super-
process and a binary splitting particle system in a somewhat more general set-up. Let E
be a compact metrizable space, let B(E), C(E) denote the spaces of bounded measur-
able real functions and continuous real functions on E, respectively, and set B+(E) :=
{f∈B(E) :f¿ 0}, etc. Let G be the generator of a Feller process =(t)t¿0 on E and
let ∈C+(E), ∈C(E). Then, for each f∈B+(E), the semilinear Cauchy problem in
B+(E)
@
@t
ut = Gut + ut − u2t (t¿ 0);
u0 = f (1)
has a unique mild solution ut =:Utf (see Section 2.1 for details). Moreover, there
exists a unique (in law) Markov process X with continuous sample paths in the space
M(E) of 9nite measures on E, de9ned by its Laplace functionals
E[e−〈Xt ;f〉] = e−〈;Utf〉 (t¿ 0; ∈M(E); f∈B+(E)): (2)
X is called the superprocess in E with underlying motion generator G, activity 
and growth parameter  (the last two terms are our terminology), or in short the
(G; ; )-superprocess. (Ut)t¿0 = U = U(G; ; ) is called the log-Laplace semigroup
of X. X can be constructed in several ways and is nowadays standard; see, e.g.,
Fitzsimmons (1988, 1991, 1992). We can think of X as describing a population where
mass Cows with generator G, and during a time interval dt a bit of mass dm at position
x produces o'spring with mean (1 + (x) dt) dm and 9nite variance 2(x) dt dm. For
basic facts on superprocesses we refer to Dawson (1993), Etheridge (2000), Dynkin
(2002).
Similarly, when G is (again) the generator of a Feller process on a compact metriz-
able space E and ∈C+(E), then, for any f∈B[0;1](E) := {f∈B(E) : 06f6 1},
the semilinear Cauchy problem
@
@t
ut = Gut + ut(1− ut) (t¿ 0);
u0 = f (3)
has a unique mild solution ut =:Utf in B[0;1](E). Moreover, there exists a unique
Markov process X with cadlag sample paths in the space N(E) of 9nite counting
measures on E, de9ned by its generating functionals
E[(1− f)Xt ] = (1− Utf) (t¿ 0; ∈N(E); f∈B[0;1](E)): (4)
Here if =
∑n
i=1 xi is a 9nite counting measure and g∈B[0;1](E), then g :=
∏n
i=1 g(xi).
We call X the binary splitting particle system in E with underlying motion generator
G and splitting rate , or in short the (G; )-bin-split-process. (Ut)t¿0 =U =U (G; ) is
called the generating semigroup of X . We interpret a counting measure
∑n
i=1 xi as a
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Fig. 1. A system of binary splitting Wright–Fisher di'usions with splitting rate  = 1.
collection of particles, situated at positions x1; : : : ; xn. In this interpretation, the particles
in X perform independent motions with generator G and additionally, a particle splits
with local rate  into two new particles, created at the position of the old one.
1.2. Introduction of the problem and motivation
Let IA be the closure in C[0; 1] (equipped with the supremum norm) of the operator
A=
1
2
x(1− x) @
2
@x2
: (5)
Then IA is the generator of a Feller process  on [0; 1], called the (standard) Wright–
Fisher di:usion (see Ethier and Kurtz, 1986, Theorem 8.2.8). We are interested in mild
solutions to the Cauchy equation
@
@t
ut = IAut + ut(1− ut) (t¿ 0);
u0 = f; (6)
where ¿ 0 is a constant. For f∈B+[0; 1], the mild solution of (6) is given by
ut = Utf, where U = U( IA; ; ) is the log-Laplace semigroup of a superprocess X
in [0; 1] with underlying motion generator G = IA, and activity and growth parameter
 =  = . We call X the super-Wright–Fisher di:usion (with activity and growth
parameter ¿ 0). 1 If f∈B[0;1][0; 1], then the solution of (6) is also given by ut=Utf,
where U = U ( IA; ) is the generating semigroup of a system X of binary splitting
Wright–Fisher di:usions, with splitting rate . See Fig. 1 for a simulation of X for
=1. The points 0; 1 are accessible traps for the Wright–Fisher di'usion, and therefore
a natural question is whether eventually all particles of X end up in 0 or 1. This
question will be answered for all ¿ 0 in Proposition 4 below.
Our interest in the Cauchy equation (6) is motivated by recent work of Greven
et al. (2001). They study a system of linearly interacting Wright–Fisher di'usions on
1 More generally, if Y is the ( IA; ; )-superprocess, with ; ¿ 0 constants, then (=)Y=X in law, and
therefore this more general case can be reduced to the case  = .
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Zd, catalyzed by a voter model. They show that the long-time behavior of this model
in dimension d = 2 can be expressed in terms of a function p, which is de9ned in
terms of the system X of binary splitting Wright–Fisher di'usions with splitting rate
= 1, as
p(x) := lim
t→∞P
x [Xt({1})¿ 0] = lim
t→∞P
x [Xt((0; 1])¿ 0] (x∈ [0; 1]): (7)
In order to show that the two expressions for p in (7) are identical, they note that both
expressions correspond to a 9xed point p of the generating semigroup U ( IA; 1) with
boundary conditions p(0) = 0 and p(1) = 1. Assuming that p is suKciently smooth,
the 9xed point property means that p solves the equation
1
2
x(1− x) @
2
@x2
p(x) + p(x)(1− p(x)) = 0 (x∈ [0; 1]): (8)
Though stated only for the case =1, the proof of Lemma 1.13 in Greven et al. (2001)
shows that Eq. (8) has at most one solution with boundary conditions p(0) = 0 and
p(1)=1 when ¡ z20=8 ∼= 1:836, where z0 is the smallest nontrivial zero of the Bessel
function of the 9rst kind with parameter 1. The authors do not answer the question
whether solutions to (8) with these boundary condions are unique for ¿ z20=8, or what
solutions may exist for other boundary conditions. Proposition 3 below settles these
questions. We show moreover that all 9xed points of U ( IA; ) are smooth, a fact tacitly
assumed in Greven et al. (2001).
In the present paper, we prefer to study solutions to the Cauchy problem (6) by
means of the ( IA; ; )-superprocess X rather than by means of the ( IA; )-bin-split process
X . The fact that X and X are related to the same semilinear Cauchy equation reCects
a deeper fact, namely, that X is the trimmed tree of the superprocess X. Heuristically,
this means that the particles in X correspond to those in9nitesimal bits of mass in X,
that have o'spring at all later times. For a precise statement of this fact we refer the
reader to our forthcoming paper (Fleischmann and Swart, 2002).
Another motivation for our present paper comes from work in progress on the
renormalization analysis of systems of linearly interacting Wright–Fisher di'usions,
catalyzed by an autonomous system of linearly interacting Wright–Fisher di'usions
(Fleischmann and Swart, 2003). In this project, there have turned up certain continuous-
mass branching processes in discrete time, as well as their log-Laplace semigroups,
which are in some sense similar to U( IA; ; ), but more complicated to describe. In
future, we hope to apply the methods developed in the present paper to study 9xed
points of these more complicated log-Laplace semigroups.
1.3. Results
The following theorem is our main result. We write ‘eventually’ behind an event,
depending on t, to denote the existence of a (random) time !¡∞ such that the event
holds for all t¿ !.
Theorem 1 (Long-time behavior of the super-Wright–Fisher di'usion). Let X be the
super-Wright–Fisher di:usion with activity and growth parameter equal to the same
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constant ¿ 0, started in ∈M[0; 1]. Set
v(x) := 6x(1− x) (x∈ [0; 1]): (9)
Then there exist nonnegative random variables W0, W1, W(0;1) (depending on ) such
that
(i) lim
t→∞ e
−t〈Xt ; 1{r}〉=Wr a:s: (r = 0; 1);
(ii) lim
t→∞ e
−(−1)t〈Xt ; v〉=W(0;1) a:s: (10)
and
(i) {Wr = 0}= {Xt({r}) = 0 eventually} a:s: (r = 0; 1);
(ii) {W(0;1) = 0}= {Xt((0; 1)) = 0 eventually} a:s: (11)
Moreover,
{W(0;1)¿ 0} ⊂ {W0¿ 0} ∩ {W1¿ 0} a:s: (12)
If 6 1, then
W(0;1) = 0 a:s: (13)
If ¿ 1, then W(0;1) satis?es
E(W(0;1)) = 〈; v〉 and Var(W(0;1))6 3 − 1 〈; v〉 (14)
as well as
lim
t→∞E
[|e−(−1)t〈Xt ; vf〉 −W(0;1)〈‘; vf〉|2] = 0 ∀f∈B[0; 1]; (15)
where ‘ denotes the Lebesgue measure on (0; 1).
Theorem 1 has the following consequence for the log-Laplace semigroup U( IA; ; ).
Proposition 2 (Long-time behavior of U( IA; ; )). Let X, W0; W1; W(0;1) be as in
Theorem 1 and let U=U( IA; ; ). Then, for all ∈M[0; 1] and f∈B+[0; 1],
lim
t→∞ e
−〈;Utf〉
=P[{f(0) = 0 or W0 = 0} ∩ {f(1) = 0 or W1 = 0}
∩ {〈‘; f〉= 0 or W(0;1) = 0}]
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=


1 if f(0) = f(1) = 〈‘; f〉= 0;
P[W(0;1) = 0] if f(0) = f(1) = 0; 〈‘; f〉¿ 0;
P[W0 = 0]
=P[W0 =W(0;1) = 0] if f(0)¿ 0; f(1) = 0;
P[W1 = 0]
=P[W1 =W(0;1) = 0] if f(0) = 0; f(1)¿ 0;
P[W0 =W1 = 0]
=P[W0 =W1 =W(0;1) = 0] if f(0)¿ 0; f(1)¿ 0:
(16)
Here P[W(0;1) = 0]¡ 1 if and only if ¿ 1 and 〈; v〉¿ 0.
Except for the statement about smoothness (of the functions p1; : : : ; p5 below), the
following result is immediate from Theorem 1 and Proposition 2.
Proposition 3 (Fixed points of U( IA; ; )). For any ¿ 0, all ?xed points of the log-
Laplace semigroup U( IA; ; ) are given by
p1(x) := 0
p2(x) := −logPx [W(0;1) = 0]
p3(x) := −logPx [W0 = 0]
p4(x) := −logPx [W1 = 0]
p5(x) := −logPx [W0 =W1 = 0]


(x∈ [0; 1]): (17)
Here p2=0 if 6 1, and p2¿ 0 on (0; 1) if ¿ 1; except for this partial redundancy
concerning p1 and p2, all ?xed points are di:erent. The functions p1; : : : ; p5 are twice
continuously di:erentiable on [0; 1] and solve (8).
Since conversely, every nonnegative twice continuously di'erentiable solution to
(8) is a 9xed point of U( IA; ; ), we see that (8) has precisely four solutions when
6 1 and precisely 9ve solutions when ¿ 1. Proposition 2 shows that Utf converges
pointwise as t →∞ to one of the functions p1; : : : ; p5, where the limit depends on the
values of f(0), f(1) and 〈‘; f〉. The functions p1; : : : ; p5 are [0; 1]-valued and therefore
9xed points of the generating semigroup U ( IA; ) as well. Our 9nal result describes
p1; : : : ; p5 in terms of the system X of binary splitting Wright–Fisher di'usions with
splitting rate .
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Fig. 2. Two solutions to the di'erential equation 12 x(1− x) @
2
@x2
p(x) + 2p(x)(1− p(x)) = 0.
Proposition 4 (Fixed points of U ( IA; )). The functions p1; : : : ; p5 in (17) satisfy
p1(x) = 0
p2(x) = Px [Xt((0; 1))¿ 0 eventually]
p3(x) = Px [Xt({0})¿ 0 eventually]
= Px [Xt([0; 1))¿ 0 eventually]
p4(x) = Px [Xt({1})¿ 0 eventually]
= Px [Xt((0; 1])¿ 0 eventually]
p5(x) = 1


(x∈ [0; 1]): (18)
See Fig. 2 for a plot of the functions p2 and p4 (for = 2).
1.4. Methods and related work
An essential tool in the proof of Theorem 1 is the weighted super-Wright–Fisher
di:usion Xv, de9ned as
Xvt (dx) := v(x)Xt(dx) (t¿ 0); (19)
where v is de9ned in (9). Note that v is an eigenfunction of the operator IA, with
eigenvalue −1. For convenience, we have normalized v such that 〈‘; v〉= 1.
When a superprocess is weighted with a suKciently smooth density, the result is
a new superprocess, with a new activity and growth parameter and a new underlying
motion, which is a compensated h-transform of the old one. For the case that the
underlying motion is a locally uniformly elliptic di'usion on a open domain D ⊂ Rd,
weighted superprocesses were developed by EnglPander and Pinsky (1999). In our case,
where uniform ellipticity does not hold, the following can be proved without too much
e'ort.
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Lemma 5 (Weighted super-Wright–Fisher di'usion). Let X be the super-Wright–
Fisher di:usion with ¿ 0 and let Xv be de?ned as in (19). Then Xv is the ( IAv; v;
− 1)-superprocess in [0; 1], where IAv is the closure of the operator
Av :=
1
2
x(1− x) @
2
@x2
+ 2
(
1
2
− x
)
@
@x
: (20)
Indeed, IAv generates a Feller process v in [0; 1] (see Ethier and Kurtz, 1986,
Theorem 8.2.1). The di'usion v is a compensated h-transform (with h = v) of the
Wright–Fisher di'usion . This compensated v-transformed Wright–Fisher di'usion v
is ergodic with invariant law v‘ (Lemma 20 below). For ¿ 1, the ( IAv; v;  − 1)-
superprocess is supercritical, and in this case one expects e−(−1)tXvt to converge, in
some way, to a random multiple of v‘. This is the idea behind formula (15).
Recently, EnglPander and Turaev (2002), have shown for a certain class of superdif-
fusions X in Rd with underlying motion generator G, growth parameter  and activity
, the convergence in law
e−)ct〈X; g〉 ⇒ W 〈+; g〉 as t →∞; (21)
where W is a nonnegative random variable, )c is the generalized principal eigenvalue
of G +  (which is assumed to be positive), + is a measure on Rd, de9ned in terms
of G+, and g is any compactly supported continuous function on Rd. In their work,
the weighted superprocess X,t (dx) := ,(x)Xt(dx) plays a central role, where , is
the principal eigenfunction of the operator G+. Their dynamical system methods are
based on a result on the existence of an invariant curve of the log-Laplace semigroup of
their superprocess. Using this invariant curve, they give an expression for the Laplace
transform of the law of the random variable W in (21). Their results are in line
with our results for the super-Wright–Fisher di'usion restricted to (0; 1), where in
our case )c =  − 1 and , = v. However, their methods use in an essential way the
fact that their underlying space is Rd (and not an open subset of Rd, like (0; 1)),
and therefore their results are not applicable to our situation. It is stated as an open
problem by EnglPander and Turaev (2002) whether the random variable W in (21) in
general satis9es P[W =0]=P[Xt=0 eventually]. For a recent result on local extinction
versus local exponential growth of superdi'usions on open domains D ⊂ Rd, we refer
to EnglPander and Kyprianou (2003).
In our set-up, we can prove that {W(0;1) = 0}= {Xt((0; 1)) = 0 eventually} because
of the following property of the weighted super-Wright–Fisher di'usion Xv.
Lemma 6 (Finite ancestry). For all ¿ 0, the weighted super-Wright–Fisher di:usion
Xv satis?es
inf
x∈[0;1]
Px [Xvt = 0]¿ 0 ∀t ¿ 0: (22)
Formula (22) has been called the ?nite ancestry property (of Xv); for a justi9cation
of this terminology we refer the reader to Fleischmann and Swart (2002). A suKcient
condition for a superprocess to enjoy the 9nite ancestry property is that the activity be
K. Fleischmann, J.M. Swart / Stochastic Processes and their Applications 106 (2003) 141–165 149
bounded away from zero (see Lemma 11 below). This condition is not necessary. In
fact, the activity of Xv is v, which is zero on {0; 1}. Our proof of Lemma 6 is quite
long. It is not clear whether the weighted superprocesses X, occurring in EnglPander
and Turaev (2002) will in general satisfy a formula of the form (22). Therefore, we
mention as an open problem:
How to check, in a practical way, whether a given superprocess has the 9nite
ancestry property (22)?
Another problem that is left open in the present paper, is whether the L2-convergence
in (15) can be replaced by almost sure convergence. In fact, we suspect that (15) can
be strengthened to
lim
t→∞ e
−(−1)t〈Xt ; 1(0;1)f〉=W(0;1)〈‘; f〉 ∀f∈B[0; 1] a:s:; (23)
but we do not have a proof.
The rest of the paper is organized as follows. Sections 2.1 and 2.2 contain some
general facts about (G; ; )-superprocesses and on (G; ; )-superprocesses enjoying
the 9nite ancestry property, respectively. After some preparatory work in Sections 2.3
and 2.4, we prove Lemmas 5 and 6 in Section 2.5. In Sections 2.6 and 2.7 we derive
some properties of the weighted super-Wright–Fisher di'usion Xv, culminating in the
proof of Theorem 1 in Section 2.8. Finally, Sections 2.9–2.11 contain the proofs of
Propositions 2, 4, and 3 (in this order).
2. Proofs
2.1. Preparation: some general facts about log-Laplace semigroups
Let E be a compact metrizable space and let C(E) be the space of continuous
real functions on E, equipped with the supremum norm ‖ · ‖∞. Let  = (t)t¿0 be
a Feller process in E with semigroup Stf(x) := Ex[f(t)] (t¿ 0; x∈E; f∈B(E)).
By de9nition, the (full) generator G of  is the linear operator on C(E) given by
Gf := limt→0 t−1(Stf−f) where the domain D(G) of G is the space of all functions
f∈C(E) for which the limit exists in C(E).
Let ∈C+(E), ∈C(E), and f∈C+(E). By de9nition, we call u a classical solution
of the Cauchy problem (1) if u : [0;∞)→ C+(E)∩D(G) is continuously di'erentiable
in C(E) (i.e., the derivative (@=@t)ut := lims→t s−1(ut+s − ut) exists in C(E) for all
t¿ 0 and the map (@=@t) u : [0;∞)→ C(E) is continuous) and (1) holds. A measurable
function u : [0;∞) × E → [0;∞) is called a mild solution of (1) if u is bounded on
9nite time intervals and solves (pointwise)
ut = Stf +
∫ t
0
St−s(us − u2s ) ds (t¿ 0): (24)
Eq. (1) has a unique mild solution for all f∈B+(E) (see Fitzsimmons, 1988) and
this solution is a classical solution if f∈C+(E) ∩D(G). See Pazy (1983, Theorems
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6.1.4 and 6.1.5). The fact that f is nonnegative and ¿ 0 implies that solutions
cannot explode. Our de9nition of a classical solution is slightly stronger than the one
used in Pazy (1983), since we require u to be continuously di'erentiable on [0;∞)
instead of (0;∞). However, the proof of Theorem 6.1.5 in Pazy (1983) shows that u
is continuously di'erentiable on [0;∞) if f∈C+(E) ∩D(G).
The (G; ; )-superprocess X is de9ned as the unique strong Markov process with
continuous sample paths in M(E), equipped with the topology of weak convergence,
such that (2) holds for all f∈B+(E); see Fitzsimmons (1988, 1991, 1992).
Note the following elementary properties of the log-Laplace semigroup U(G; ; ).
Here, we write bp-limn→∞ fn=f if f is the bounded pointwise limit of the sequence
(fn)n¿0.
Lemma 7 (Continuity and monotonicity of log-Laplace semigroups): For each t¿ 0,
Ut :C+(E)→ C+(E) is continuous. Moreover, if bp-limn→∞ fn=f for some sequence
fn ∈B+(E), then bp-limn→∞Utfn =Utf. Finally, f6 g implies Utf6Utg (f; g∈
B+(E)).
Proof. The continuity of Ut :C+(E) → C+(E) follows from (Pazy, 1983, Theorem
6.1.2) and the fact that solutions do not explode. Continuity of Ut with respect to
bounded pointwise limits is obvious from (2), and the same formula also makes clear
that Ut :B+(E)→ B+(E) is monotone.
Recall that (1) has a classical solution for f∈C+(E) ∩ D(G). Because of the
following, for many purposes it suKces to work with classical solutions.
Lemma 8 (Closure and bp-closure). For t¿ 0 ?xed, {(f;Utf) :f∈C+(E)} is the
closure in C(E) of {(f;Utf) :f∈C+(E) ∩ D(G)}, and {(f;Utf) :f∈B+(E)} is
the bp-closure of {(f;Utf) :f∈C+(E)}.
Here, the bp-closure of a set B is the smallest set IB such that B ⊂ IB and f∈ IB
whenever bp-limn→∞ fn = f for some sequence fn ∈ IB.
Proof. It follows from the Hille-Yosida Theorem (see Ethier and Kurtz, 1986, Theorem
1.2.6) that D(G) is dense in C(E). Since D(G) is a linear space and 1∈D(G), it is not
hard to see that C+(E)∩D(G) is dense in C+(E). The fact that {(f;Utf) :f∈C+(E)}
is the closure in C(E) of {(f;Utf) :f∈C+(E) ∩D(G)} now follows from the con-
tinuity of Ut :C+(E)→ C+(E).
In Ethier and Kurtz (1986, Proposition 3.4.2), it is proved that C(E) is bp-dense in
B(E); the argument can easily be adapted to show that C+(E) is bp-dense in B+(E).
Therefore Lemma 8 follows from the continuity of Ut with respect to bounded point-
wise limits.
Utf may be de9ned unambiguously such that (2) holds also for functions f that
are not bounded, or even in9nite.
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Lemma 9 (Extension of U to unbounded functions). For each measurable f :E →
[0;∞] and t¿ 0 there exists a unique measurable Utf :E → [0;∞] such that (2)
holds for all ∈M(E), where we put e−∞ := 0.
Proof. De9ne Utf by Utf(x) := −logEx [e−〈Xt ;f〉] where log 0 := −∞. To see that
(2) holds again for all ∈M(E), choose B+(E)  fn ↑ f, note that Utfn ↑ Utf, and
take the limit in (2).
We will often need the following comparison result (cf. Smoller, 1983/1994, Theo-
rem 10.1).
Lemma 10 (Sub- and supersolutions). Assume that T ¿ 0 and that u˜ : [0; T ]→ C+(E)
∩D(G) is continuously di:erentiable in C(E) and solves
@
@t
u˜ t6Gu˜ t + u˜ t − u˜2t (t ∈ [0; T ]): (25)
Then u˜ T 6UT u˜ 0. The same holds with both inequality signs reversed.
Proof. Let g : [0; T ]→ C+(E) be de9ned by the formula
@
@t
u˜ t = Gu˜ t + u˜ t − u˜2t − gt (t ∈ [0; T ]): (26)
Set ut := Ut u˜ 0. Then u : [0; T ]→ C+(E) is the classical solution of
@
@t
ut = Gut + ut − u2t (t ∈ [0; T ]);
u0 = u˜ 0: (27)
Put 1t := ut − u˜ t (t ∈ [0; T ]). Then 1 solves
@
@t
1t = G1t + 1t − (ut + u˜ t)1t + gt (t ∈ [0; T ]);
10 = 0: (28)
The generator G satis9es the positive maximum principle (see Ethier and Kurtz, 1986,
Theorem 4.2.2) and therefore (28) implies that 1¿ 0. For imagine that 1t(x)¡ 0
somewhere on [0; T ]× E. Let R be a constant such that − (ut + u˜ t) + R¡ 0. Then
1˜t := eRt1t solves
@
@t
1˜t = G1˜t + { −  (ut + u˜ t) + R}1˜t + gteRt (t ∈ [0; T ]);
1˜0 = 0: (29)
If 1˜t(x)¡ 0 for some (t; x)∈ [0; T ] × E, then 1˜ must assume a negative minimum
over [0; T ]× E in some point (s; y), with s¿ 0 since 1˜0 = 0. But in such a point one
would have (@=@s) 1˜s(y)6 0 while G1˜s(y)+{(y)−(y) (us(y)+ u˜ s(y))+R}1˜s(y)+
gs(y)eRs ¿ 0, in contradiction with (29).
The same argument applies when both inequality signs are reversed.
Lemma 10 has the following application.
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Lemma 11 (Bounds on log-Laplace semigroups). Let U=U(G; ; ), IU=U(G; ; I),
where ; ∈C+(E) and ; I∈C(E) satisfy
¿  and 6 I: (30)
Then
Utf6 IUtf for all measurable f :E → [0;∞] (t¿ 0): (31)
In particular, if ; I are constants and ¿ 0, then, for t ¿ 0,
IUt∞=
I
 (1− e− It) (
I = 0) and IUt∞= 1 t (
I = 0); (32)
and (31) with f =∞ gives
P[Xt = 0]¿ e−〈;
IUt∞〉 (t ¿ 0): (33)
Proof. For each f∈C+(E) ∩D(G), the function u˜ t := Utf solves
@
@t
u˜ t = Gu˜ t + u˜ t − u˜2t6Gu˜ t + Iu˜ t − u˜2t (t¿ 0) (34)
and therefore Utf = u˜ t6 IUtf by Lemma 10. Using Lemmas 8 and 9 this is easily
extended to measurable f :E → [0;∞], giving (31). De9ne Iu by the right-hand side of
the equations in (32). Then it is easy to check that Iu solves (@=@t) Iu t= I Iu t− Iu2t (t ¿ 0)
with limt→0 Iu t =∞, and therefore (33) follows from the fact that
P[Xt = 0] = E[e−〈Xt ;∞〉] = e−〈;Ut∞〉 (t¿ 0; ∈M(E)); (35)
and a little approximation argument.
2.2. Some consequences of the ?nite ancestry property
Let X be a (G; ; )-superprocess as in the last section. In line with Lemma 6, we
say that X has the ?nite ancestry property if
inf
x∈E
Px [Xt = 0]¿ 0 (t ¿ 0): (36)
Note that by (35), property (36) is equivalent to ‖Ut∞‖∞¡∞ (t ¿ 0). In this section
we prove three simple consequences of the 9nite ancestry property.
Lemma 12 (Extinction versus unlimited growth). Assume that the (G; ; )-super-
process X has the ?nite ancestry property. Then, for any ∈M(E),
P
[
Xt = 0 eventually or lim
t→∞〈Xt ; 1〉=∞
]
= 1: (37)
Proof. We use a general fact about tail events of strong Markov processes, the state-
ment and proof of which can be found in the appendix. Consider the tail event A :=
{Xt = 0 eventually}. By Lemma A.1 in the appendix
lim
t→∞P
Xt (A) = 1A a:s: (38)
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For any 9xed T ¿ 0, by (35),
P(A)¿P[XT = 0] = e−〈;UT∞〉¿ e−〈;1〉‖UT∞‖∞ (∈M(E)): (39)
Hence (38) implies that
lim inf
t→∞ e
−〈Xt ;1〉‖UT∞‖∞6 1A a:s: (40)
By the 9nite ancestry property, ‖UT∞‖∞¡∞ and therefore limt→∞ 〈Xt ; 1〉=∞ a.s.
on Ac.
The following is a simple consequence of Lemma 12.
Lemma 13 (Extinction of (sub-) critical processes). Assume that the (G; ; )-super-
process X has the ?nite ancestry property and that 6 0. Then, for any ∈M(E),
P[Xt = 0 eventually] = 1: (41)
Proof. Since E[〈Xt ; 1〉]6 〈; 1〉, P[limt→∞ 〈Xt ; 1〉=∞]=0. Now the claim follows
from Lemma 12.
Our 9nal result of this section is the following.
Lemma 14 (Extinction versus exponential growth). Assume that the (G; ; )-super-
process X has the ?nite ancestry property and that ¿ 0 is a constant. Then, for
any ∈M(E), there exists a nonnegative random variable W , depending on , such
that
(i) lim
t→∞ e
−t〈Xt ; 1〉=W P-a:s:;
(ii) lim
t→∞E
[|e−t〈Xt ; 1〉 −W |2] = 0;
(iii) E(W ) = 〈; 1〉;
(iv) Var(W )6 2−1‖‖∞〈; 1〉;
(v) {W = 0}= {Xt = 0 eventually} P-a:s:
(42)
Proof. Put Vtf := etSt . The mean and covariance of X are given by the following
formulas (see, for example, Fitzsimmons, 1988):
(i) E[〈Xt ; f〉] = 〈;Vtf〉
(ii) Cov(〈Xt ; f〉; 〈Xt ; g〉) = 2
∫ t
0
ds 〈;Vs((Vt−sf)(Vt−sg))〉


(t¿ 0; f; g∈B(E)): (43)
Therefore,
E[〈Xt ; f〉] = et〈; Stf〉 (t¿ 0; f∈B(E)); (44)
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and
Var(〈Xt ; f〉) = 2
∫ t
0
ds es e2(t−s)〈; Ss((St−sf)2)〉
6 2‖‖∞‖f‖2∞〈; 1〉et
∫ t
0
ds e(t−s)
6 2−1‖‖∞‖f‖2∞〈; 1〉e2t (t¿ 0; f∈B(E)): (45)
Let (Ft)t¿0 be the 9ltration generated by X and put
X˜t := e−tXt (t¿ 0): (46)
Then (44) and (45) show that for any 06 s6 t and f∈B(E),
(i) E[〈X˜t ; f〉|Fs] = 〈X˜s; St−sf〉 a:s:;
(ii) Var[〈X˜t ; f〉|Fs]6 2−1‖‖∞‖f‖2∞〈X˜s; 1〉e−s a:s: (47)
Since St−s1 = 1, formula (47)(i) shows that (〈X˜t ; 1)〉t¿0 is a nonnegative martingale,
and hence there exists a nonnegative random variable W such that (42)(i) holds. Setting
s= 0 in (47)(ii), we see that
Var[〈X˜t ; 1〉]6 2−1‖‖∞〈; 1〉 (t¿ 0): (48)
This implies (42)(ii), and, using Fatou, (42)(iv). Moreover, by (48) the random
variables 〈Xt ; 1〉t¿0 are uniformly integrable, and therefore (42)(iii) holds.
We are left with the task to prove (42)(v). The inclusion ⊃ is trivial. Formulas
(42)(iii) and (42)(iv) imply that
〈; 1〉2P[W = 0]6Var(W )6 2−1‖‖∞〈; 1〉 (49)
and therefore
P[W ¿ 0]¿ 1− 2−1‖‖∞〈; 1〉−1 ( = 0): (50)
Note that {W ¿ 0} is a tail event. Thus, by Lemma A.1 in the appendix,
lim
t→∞P
Xt [W ¿ 0] = 1{W¿0} a:s: (51)
Formula (50) shows that
lim inf
t→∞ P
Xt [W ¿ 0]¿ 1{limt→∞ 〈Xt ;1〉=∞}: (52)
Combining Lemma 12 with formulas (51) and (52) we see that {Xt=0 eventually}c ⊂
{limt→∞ 〈Xt ; 1〉=∞} ⊂ {W ¿ 0} a.s.
2.3. Smoothness of two log-Laplace semigroups
We return to the special situation E = [0; 1] and G = IA or G = IAv, where IA and
IAv are the closures in C(E) of the operators A in (5) and Av in (20), respectively,
with domains D(A) =D(Av) := C2[0; 1], the space of real functions on [0; 1] that are
twice continuously di'erentiable. Let U =U( IA; ; ) and Uv =U( IAv; v;  − 1) denote
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the log-Laplace semigroups of the super-Wright–Fisher di'usion X and the weighted
super-Wright–Fisher di'usion Xv, respectively, where ¿ 0 is constant. In this section
we prove:
Lemma 15 (Smoothing property of U and Uv). One has Ut(B+[0; 1]) ⊂ C+[0; 1] and
Uvt (B+[0; 1]) ⊂ C+[0; 1] for all t ¿ 0.
To prepare for the proof, we start with the following elementary property of the
semigroups S and Sv generated by IA and IAv, respectively (recall (5) and (20)).
Lemma 16 (Strong Feller property). The semigroups S and Sv have the strong Feller
property, i.e., St(B[0; 1]) ⊂ C[0; 1] and Svt (B[0; 1]) ⊂ C[0; 1] for all t ¿ 0.
Proof. Couple two realizations x; y of the process with generator IA, started in x; y∈
[0; 1], in such a way that x and y move independently up to the random time ! :=
inf{t¿ 0 : xt = yt }, and such that xt = yt for all t¿ !. (Here the superscript in x
refers to the initial condition, and not, like elsewhere in this paper, to a compensated
h-transform.) Then it is not hard to see that
P[yt = 
x
t ]→ 1 as y → x ∀t ¿ 0: (53)
In particular, (53) holds also for x∈{0; 1} since the boundary is attainable. Since
|Stf(x) − Stf(y)|6 2‖f‖∞P[xt = yt ], formula (53) shows that Stf∈C[0; 1] for all
f∈B[0; 1] and t ¿ 0. For the process with generator IAv the argument is similar but
easier, since in this case {0; 1} is an entrance boundary.
Proof of Lemma 15. Fix f∈B[0; 1]. The function ut := Utf is a mild solution of (6),
i.e., (see (24))
ut = Stf +
∫ t
0
St−s(us(1− us)) ds (t¿ 0); (54)
where by Lemma 16, Stf and St−s(us(1 − us)) are continuous functions on [0; 1],
for all 06 s¡ t. Since the integral is continuous with respect to bounded pointwise
convergence of the integrand, we see that Utf(x) is continuous in x for all t ¿ 0. The
same argument applies to Uvt f.
2.4. Bounds on the absorption probability
Let U = U( IA; ; ). Since the points 0; 1 are traps for the Wright–Fisher di'usion,
f(r)=0 implies Utf(r)=0 (r=0; 1). We have already seen (Lemma 15) that Utf is
continuous for each t ¿ 0. The following lemma shows that if f(r)=0, then Utf has
a 9nite slope at r = 0; 1, for all t ¿ 0. By symmetry, it suKces to consider the case
r = 0.
Lemma 17 (Absorption of the super-Wright–Fisher di'usion). Let U=U( IA; ; ), with
¿ 0. Then
Ut(∞1(0;1])(x)6Kt x (t ¿ 0; x∈ [0; 1]) (55)
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with
Kt :=
et=2
1− e−t=2
(
8
t
+ 2
)
(t ¿ 0): (56)
Note that (55) implies that
Px [Xt((0; 1])¿ 0]6 1− e−Kt x6Kt x (t ¿ 0; x∈ [0; 1]): (57)
We begin with a preparatory lemma.
Lemma 18 (Absorption of the Wright–Fisher di'usion). For the Wright–Fisher
di:usion ,
Px[t ¿ 0]6
(
4
t
+ 2
)
x (t ¿ 0; x∈ [0; 1]): (58)
Proof. For x¿ 0 put
f0(x) := 1{0}(x) and ft(x) := (1− 2x)e−4x=t1[0;1=2](x) (t ¿ 0): (59)
A little calculation shows that for t ¿ 0 and x¿ 0,
@
@t
ft(x) = 4x(1− 2x)t−2e−4x=t1[0;1=2](x);
1
2 x(1− x)D2xft(x) =
(
8x(1− x)(1− 2x)t−2e−4x=t + 8x(1− x)t−1e−4x=t) 1[0;1=2](x)
+ 2e−2=t1=2(x); (60)
where D2x denotes the generalized second derivative with respect to x and 1=2 is the
delta-function at 12 . Since 4x6 8x(1− x) for all x∈ [0; 12 ], it follows that
@
@t
ft(x)6
1
2
x(1− x)D2xft(x) (t ¿ 0; x¿ 0): (61)
If ft were contained in D( IA), then (61) would mean that (@=@t)ft6 IAft for t ¿ 0,
and a standard argument (cf. Lemma 10) would tell us that ft6 Stf0, where S is the
semigroup of . In the present case, we need a little approximation argument.
Let ,n¿ 0 (n¿ 0) denote C∞-functions de9ned on [0;∞) with support contained
in [0; 13 ], say, such that ,n(x) dx are probability measures converging weakly to the
-measure 0 as n→∞. Put
fnt (x) :=
∫ ∞
0
dy ,n(y)ft(x + y)= : ,n ∗ ft(x) (t ¿ 0; x¿ 0): (62)
Then
@
@t
fnt (x) = ,n ∗
@
@t
ft(x);
@2
@x2
fnt (x) = ,n ∗ D2xft(x); (63)
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and therefore (61) shows that
@
@t
fnt (x)6
1
2
x(1− x) @
2
@x2
fnt (x) (t ¿ 0; x¿ 0; n¿ 0): (64)
Since fnt ∈D( IA) for all t ¿ 0, the argument mentioned above gives
fnt+86 Stf
n
8 (t¿ 0; 8¿ 0): (65)
Letting n→∞ and afterwards 8→ 0 we 9nd that
ft(x)6 Stf0(x) = Px[t = 0] (t¿ 0; x∈ [0; 1]): (66)
Note that (@=@x)(1 − ft(x)) = (1 − 2x)4t−1e−4x=t + 2e−4x=t6 (4=t + 2) for x∈ [0; 12 ].
Therefore (66) implies (58). (Note that (58) is trivial for x∈ [ 12 ; 1].)
Proof of Lemma 17. Fix f∈B+[0; 1] satisfying f(0) = 0 and write Utf=Ut=2Ut=2f.
By (33) from Lemma 11, Ut=2f6 (1−e−t=2)−1. Since moreover Ut=2f(0)=0 because
of absorption at zero, we have
Utf6Ut=2((1− e−t=2)−11(0;1]) (t ¿ 0): (67)
Using (31) from Lemma 11, we may estimate U( IA; ; ) in terms of U( IA; 0; ), which
is just the linear semigroup (etSt)t¿0. Thus, by Lemma 18,
Utf(x)6 et=2St=2((1− e−t=2)−11(0;1])(x)
6 et=2(1− e−t=2)−1
(
8
t
+ 2
)
x (t ¿ 0; x∈ [0; 1]): (68)
Letting f ↑ ∞, by monotonicity we arrive at (55).
2.5. The weighted super-Wright–Fisher di:usion
In this section we prove Lemmas 5 and 6. Recall that ; v are the di'usions in
[0; 1] with generators IA; IAv de9ned in (5) and (20), and associated semigroups S; Sv,
respectively, and that U=U( IA; ; ) and Uv =U( IAv; v; − 1).
Lemma 19 (v-Transformed log-Laplace semigroup): If f∈D( IAv), then vf∈D( IA) and
IA(vf) = v ( IAv − 1)f: (69)
Moreover,
Ut(vf) = vUvt f (t¿ 0; f∈B+[0; 1]): (70)
Proof. For any f∈C2[0; 1], it is easy to check that
A(vf) = v(Av − 1)f: (71)
Fix f∈D( IAv) and choose fn ∈C2[0; 1] such that fn → f in C[0; 1]. Then (71) shows
that A(vfn)→ v ( IAv − 1)f, which implies that vf∈D( IA) and that (69) holds.
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Now 9x f∈C+[0; 1] ∩D( IAv) and put uvt := Uvt f (t¿ 0). Then uv is the classical
solution of the Cauchy equation
@
@t
uvt = IAvu
v
t + (− 1)uvt − v(uvt )2 (t¿ 0);
uv0 = f: (72)
It follows from (69) that
@
@t
vuvt = v
@
@t
uvt = v IAvu
v
t + (− 1)vuvt − (vuvt )2
= IA(vuvt ) + vu
v
t − (vuvt )2 (t¿ 0); (73)
i.e., ut := vuvt is the classical solution to the Cauchy equation
@
@t
ut = IAut + ut − u2t (t¿ 0);
u0 = vf: (74)
This proves that Ut(vf) = ut = vuvt = vU
v
t f for all f∈C+[0; 1] ∩D( IAv). The general
case follows from Lemma 8 and the fact that the class of f∈B+[0; 1] for which (70)
holds is closed under bounded pointwise limits.
Proof of Lemma 5. Set Ft := 9(Xs : 06 s6 t). Then by (70), for all 06 s6 t and
f∈B+[0; 1],
E[e−〈vXt ;f〉|Fs] = E[e−〈Xt ; vf〉|Fs] = e−〈Xs ;Ut−s(vf)〉
= e−〈Xs ; vU
v
t−sf〉 = e−〈vXs ;U
v
t−sf〉: (75)
It follows that (vXt)t¿0 is a Markov process and that its transition probabilities coincide
with those of the ( IAv; v; − 1)-superprocess. Since X has continuous sample paths, so
has vX.
Proof of Lemma 6. We need to prove (22), which by (35) is equivalent to the state-
ment that ‖Uvt∞‖∞¡∞ for all t ¿ 0. Assume that f∈B+[0; 1] satis9es f(0) =
f(1)=0. By Lemma 17, Utf(x)6Ktx for the constant Kt mentioned there. By symme-
try, one also has Utf(x)6Kt(1−x) and, since x∧(1−x)6 13 v(x), Utf(x)6 13 Ktv(x).
Let g∈B+[0; 1]. By formula (70) and the fact that (vg)(0) = (vg)(1) = 0, we see that
Uvt g(x)= (1=v(x))Ut(vg)(x)6
1
3 Kt for all x∈ (0; 1). By Lemma 16, Uvt g is continuous
on [0; 1] and therefore Uvt g(x)6
1
3 Kt holds also for x = 0; 1. Taking the limit g ↑ ∞
we see that ‖Uvt∞‖∞6 13 Kt ¡∞ for all t ¿ 0.
2.6. Ergodicity of the compensated v-transformed Wright–Fisher di:usion
Recall that v is the di'usion on [0; 1] with generator IAv de9ned in (20) and asso-
ciated semigroup Sv. As in Theorem 1, ‘ denotes the Lebesgue measure on (0; 1) and
v is de9ned by (9). In this section we prove:
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Lemma 20 (Ergodicity of the compensated v-transformed Wright–Fisher di'usion). The
Markov process v has the unique invariant law v‘ and is ergodic:
lim
t→∞ ‖S
v
t f − 〈v‘; f〉‖∞ = 0 ∀f∈B[0; 1]: (76)
Proof. Since
@
@x
[
1
2
x(1− x)v(x)
]
= 2
(
1
2
− x
)
v(x) (x∈ [0; 1]); (77)
v‘ is a (reversible) invariant law for the process with generator IAv (see Ethier and
Kurtz, 1986, Proposition 4.9.2). Fix x∈ [0; 1]. Let v be the process started in x and
let ˜v be the process started in the invariant law v‘. Then v; ˜v may represented as
solutions to the SDE
dvt = 2
(
1
2
− vt
)
dt +
√
vt (1− vt ) dBt; (78)
relative to the same Brownian motion B. Using the technique of Yamada and Watanabe
(see, for example, Ethier and Kurtz, 1986, Theorem 5.3.8), it is easy to prove that
E[|vt − ˜vt |] = e−2tE[|v0 − ˜v0|]6 e−2t (t¿ 0): (79)
It follows that for any function f satisfying |f(y)− f(z)|6 |y − z| (y; z ∈ [0; 1]),
|E[f(vt )]− 〈v‘; f〉|6E[|f(vt )− f(˜vt )|]6 e−2t : (80)
This implies that the function x → Lx(vt ) from [0; 1] into the space M1[0; 1] of
probability measures on [0; 1], converges as t →∞ uniformly to the constant function
v‘. This shows that (76) holds for all f∈C[0; 1]. Since v has the strong Feller
property (Lemma 16), (76) holds for all f∈B[0; 1].
2.7. Long-time behavior of the weighted super-Wright–Fisher di:usion
The following lemma prepares for the proof of formula (15) in Theorem 1.
Lemma 21 (Mean square convergence). Assume that ¿ 1. Let Xv be the ( IAv; v;
 − 1)-superprocess started in Xv0 = ∈M[0; 1]. Then there exists a nonnegative
random variable W , depending on , such that
(i) lim
t→∞ e
−(−1)t〈Xvt ; 1〉=W a:s:
(ii) lim
t→∞E
[|e−(−1)t〈Xvt ; f〉 −W 〈v‘; f〉|2] = 0 ∀f∈B[0; 1]: (81)
Moreover,
E(W ) = 〈; 1〉 and Var(W )6 3 
− 1 〈; 1〉 (82)
and
{W = 0}= {Xvt = 0 eventually} a:s: (83)
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Proof. Except for formula (81)(ii), all statements are direct consequences of the fact
that Xv has the 9nite ancestry property (Lemma 6) and of Lemma 14 (note that
‖v‖∞ = 32).
Fix f∈B[0; 1]. Let (Ft)t¿0 be the 9ltration generated by Xv and put X˜vt
:= e−(−1)tXvt (t¿ 0). Pick 16 sn6 tn such that sn→∞ and tn − sn→∞. Then,
by (47),
E[|〈X˜vtn ; f〉 − 〈X˜vsn ; Svtn−snf〉|2|Fsn ]6 3

− 1 ‖f‖
2
∞〈X˜vsn ; 1〉e−(−1)sn a:s: (84)
Taking expectations on both sides in (84), one 9nds that
E[|〈X˜vtn ; f〉 − 〈X˜vsn ; Svtn−snf〉|2]6 3

− 1 ‖f‖
2
∞〈; 1〉e−(−1)sn : (85)
By (42)(ii),
lim
t→∞E
[|〈X˜vt ; 1〉 −W |2] = 0: (86)
Using Lemma 20 (about the ergodicity of v) and (86), it is easy to show that
lim
n→∞E
[|〈X˜vsn ; Svtn−snf〉 −W 〈v‘; f〉|2] = 0: (87)
Combining this with (85), we see that
lim
n→∞E
[|〈X˜vtn ; f〉 −W 〈v‘; f〉|2] = 0: (88)
Since this is true for any tn→∞, (81)(ii) follows.
2.8. Long-time behavior of the super-Wright–Fisher di:usion
Proof of Theorem 1. Using Lemma 5, we can translate our results on the weighted
super-Wright–Fisher di'usion Xv to the super-Wright–Fisher di'usion X. Thus, Lemma
21 proves formulas (10)(ii), (11)(ii), and (14)–(15), where W(0;1) is the random vari-
able W from Lemma 21. Formula (13) follows from Lemma 13. To 9nish the proof
of Theorem 1, it suKces to prove (10)(i), (11)(i) and (12).
(1) Proof of formula (10)(i). One has E[〈Xt ; f〉] = et〈; Stf〉 for all t¿ 0, f∈
B[0; 1] by (44). Since the points r=0; 1 are traps for the Wright–Fisher di'usion,
E[〈Xt ; 1{r}〉] = et〈; St1{r}〉¿ et〈; 1{r}〉 for all t¿ 0, r=0; 1. Thus, the processes
(e−t〈Xt ; 1{r}〉)t¿0 (r=0; 1) are nonnegative submartingales, and hence there exist ran-
dom variables Wr (r = 0; 1) such that (10)(i) holds.
(2) Proof of formula (12). For 6 1 the statement is trivial by (13), so assume
¿ 1. By symmetry it suKces to consider the case r = 0. From the L2-convergence
formula (15) we have, for any K ¿ 0,
{W(0;1)¿ 0} ⊂
{∀T ¡∞ ∃t¿T such that Xt ([ 14 ; 13])¿K} a:s: (89)
Assume for the moment that for some t ¿ 0 and (suKciently large) K ,
inf
: ([ 14 ;
1
3 ])¿K
P[W0¿ 0]¿ 0: (90)
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Then we see from (89) and (90) that
{W(0;1)¿ 0} ⊂
{
lim
t→∞P
Xt [W0¿ 0] = 0
}c
⊂ {W0¿ 0} a:s:; (91)
where the second inclusion follows from the fact that, by Lemma A.1 in the appendix,
lim
t→∞P
Xt [W0¿ 0] = 1{W0¿0} a:s: (92)
Thus, we are done if we can prove (90). By the branching property, it suKces to prove
(90) for measures  that are concentrated on [ 14 ;
1
3 ]. Fix any t ¿ 0. Formulas (44) and
(45) give
(i) E[〈Xt ; 1{0}〉] = 〈; St1{0}〉et ;
(ii) Var[〈Xt ; 1{0}〉]6 2〈; 1〉e2t : (93)
It follows from formula (66) (recall (59)) that
inf
x∈[ 14 ;
1
3 ]
St1{0}(x)¿ 0: (94)
Denoting the in9mum by 8, we get the bounds
(i) E[〈Xt ; 1{0}〉]¿ 8〈; 1〉et ;
(ii) Var[〈Xt ; 1{0}〉]6 2〈; 1〉e2t : (95)
These formulas show that for large 〈; 1〉, the standard deviation of 〈Xt ; 1{0}〉 is small
compared to its mean. Therefore, using Chebyshev’s inequality, it is easy to show that
for every M ¿ 0 there exists a K ¿ 0 such that
inf
∈M[ 14 ;
1
3 ]: 〈;1〉¿K
P[〈Xt ; 1{0}〉¿M ]¿ 0: (96)
Hence, by the Markov property, in order to prove (90) it suKces to show that for M
suKciently large,
inf
: ({0})¿M
P[W0¿ 0]¿ 0: (97)
By the branching property, it suKces to prove (97) for measures  that are concentrated
on {0}. In that case, Xt({0})t¿0 is an autonomous supercritical Feller’s branching
di'usion (a superprocess in a single-point space is just a Feller’s branching di'usion).
Applying Lemma 14 to this Feller’s branching di'usion, again using Chebyshev, it is
not hard to prove (97). Since the arguments are very similar to those we have already
seen, we skip the details.
(3) Proof of formula (11)(i). The inclusion {Wr=0} ⊃ {Xt({r})=0 eventually} a.s.
is trivial. By (12) and (11)(ii), {Wr =0} ⊂ {W(0;1) = 0} ⊂ {Xt((0; 1))= 0 eventually}
a.s. Therefore, by the strong Markov property, it suKces to prove {Wr=0} ⊂ {Xt({r})=
0 eventually} a.s. for the process started in  with ((0; 1)) = 0. In this case,
(Xt({r}))t¿0 is an autonomous supercritical Feller’s branching di'usion, and the state-
ment is easy (see the previous paragraph).
162 K. Fleischmann, J.M. Swart / Stochastic Processes and their Applications 106 (2003) 141–165
2.9. Long-time behavior of the log-Laplace semigroup
Proof of Proposition 2. By formula (2),
e−〈;Utf〉 = E[e−f(0)Xt({0})e−f(1)Xt({1})e−〈Xt ;1(0; 1)f〉]: (98)
By (10)(i) and (11)(i) in Theorem 1,
lim
t→∞ e
−f(r)Xt({r}) = 1{f(r)=0 or Wr=0} a:s: (r = 0; 1): (99)
Now, if 〈‘; f〉= 0 for some f∈B+[0; 1], then e−〈Xt ;1(0; 1)f〉 = 1 a.s. for each t ¿ 0. To
see this, note that by (43), Ex [〈Xt ; 1(0;1)f〉]=et〈x; St1(0;1)f〉=etEx[1(0;1)(t)f(t)],
where  is the Wright–Fisher di'usion. Since the law of the Wright–Fisher di'usion
at any time t ¿ 0 (started in an arbitrary initial condition) on (0; 1) is absolutely con-
tinuous with respect to Lebesgue measure, we see that Ex [〈Xt ; 1(0;1)f〉]=0 and hence
〈Xt ; 1(0;1)f〉=0 Px -a.s. (Actually, since X is a one-dimensional superprocess, one can
prove that Xt , restricted to (0; 1), for t ¿ 0 is almost surely absolutely continuous with
respect to Lebesgue measure.)
On the other hand, if 〈‘; f〉¿ 0, then by formulas (10)(ii), (11)(ii), (13), and (15)
in Theorem 1,
e−〈Xt ;1(0; 1)f〉 P→1{W(0; 1)=0}: (100)
Hence, for general f∈B+[0; 1],
e−〈Xt ;1(0; 1)f〉 P→1{〈‘;f〉=0 or W(0; 1)=0}; (101)
where P→ denotes convergence in probability. Inserting (99) and (101) into (98) we
arrive at the 9rst equality in (16). Using formula (12) and checking the eight pos-
sibilities for f(0); f(1); 〈‘; f〉 to be zero or positive, we 9nd the second equality in
(16).
2.10. Long-time behavior of binary splitting Wright–Fisher di:usions
Proof of Proposition 4. By Proposition 2, for the functions p1; : : : ; p5 from (17),
p1(x) = 0
p2(x) = lim
t→∞Ut1(0;1)(x)
p3(x) = lim
t→∞Ut1{0}(x) = limt→∞Ut1[0;1)(x)
p4(x) = lim
t→∞Ut1{1}(x) = limt→∞Ut1(0;1](x)
p5(x) = lim
t→∞Ut1


(x∈ [0; 1]): (102)
Since by formula (4), for each Borel measurable B ⊂ [0; 1], Px [Xt(B)¿ 0] = Ut1B
(x)=Ut1B(x) (t¿ 0; x∈ [0; 1]), we can rewrite the expressions in the right-hand side
of (102) as in (18).
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2.11. Smoothness of ?xed points
In order to 9nish the proof of Proposition 3 we need to show that the functions
p1; : : : ; p5 occurring there are twice continuously di'erentiable on [0; 1]. We begin
with the following.
Lemma 22 (Smoothness of 9xed points). If p∈B+[0; 1] is a ?xed point under
U( IA; ; ), then p∈D( IA) and IAp+ p(1− p) = 0.
Proof. For any t¿ 0, Lemma 15 implies that p = Utp∈C+[0; 1]. Moreover, since
ut := p (t¿ 0) is a mild solution of (6) (recall (54)),
p= Stp+
∫ t
0
Ss(p(1− p)) ds (t¿ 0): (103)
Hence
IAp := lim
t→0
t−1(Stp− p) =−lim
t→0
t−1
∫ t
0
Ss(p(1− p)) ds=−p(1− p); (104)
where the limit exists in C[0; 1].
In this one-dimensional situation, the domain of IA is known explicitly. One has (see
Ethier and Kurtz, 1986, Theorem 8.1.1)
D( IA) =
{
f∈C[0; 1] ∩ C2(0; 1) : lim
x→r
1
2
x(1− x) @
2
@x2
f(x) = 0 (r = 0; 1)
}
:
(105)
Here C[0; 1]∩C2(0; 1) denotes the class of continuous real functions on [0; 1] that are
twice continuously di'erentiable on (0; 1).
Proof of Proposition 3. We only have to prove the smoothness statement, all other
statements having been proved in the text. It suKces to show that p2 and p4 are twice
continuously di'erentiable on [0; 1] and solve (8). The statement for p3 then follows by
symmetry, while for p1 =0 and p5 =1 (see Proposition 4), the claim is obvious. Since
p2; p4 are 9xed points under U( IA; ; ), it follows from Lemma 22 and formula (105)
that p2; p4 are continuous on [0; 1], twice continuously di'erentiable on (0; 1), and solve
Eq. (8) on (0; 1). We are done if we can show that their 9rst and second derivatives can
be extended to continuous functions on [0; 1]. (If f is twice continuously di'erentiable
on (0; 1) and the limits limx→r (@=@x)f(x) and limx→r (@2=@x2)f(x) exists (r = 0; 1),
then these limits coincide with the one-sided derivatives on the boundary. This follows,
for example, from Corollary 6.3 in the appendix of Ethier and Kurtz (1986).)
Proposition 4 shows that p2; p46 1 and therefore, since they solve (8) on (0; 1), p2
and p4 are concave. Proposition 4 also shows that p2(0) = p2(1) = 0 and p4(0) = 0,
p4(1)=1. (See Fig. 2 as an illustration.) Since p2 is concave, (@=@x)p2(x) increases to
a limit in (−∞;∞] as x ↓ 0. Lemma 17 implies that this limit is 9nite, and therefore
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(@=@x)p2(x) is continuous at x = 0. Since p2 solves (8) on (0; 1),
lim
x→0
@2
@x2
p2(x) =−lim
x→0
2p2(x)(1− p2(x))
x(1− x) = −2 
@
@x
p2(x)
∣∣∣∣
x=0
; (106)
which proves that (@2=@x2)p2(x) is continuous at x = 0. The same argument proves
that (@=@x)p2(x) and (@2=@x2)p2(x) are continuous at x = 1, and that (@=@x)p4(x) and
(@2=@x2)p4(x) are continuous at x = 0. Since p4 is concave, (@=@x)p4(x) decreases to
a limit in [−∞;∞) as x ↑ 1. Since p4(1)=1 and p46 1, (@=@x)p4(x)|x=1¿ 0. Since
p4 solves (8) on (0; 1) and (@=@x)[p4(x)(1− p4(x))]|x=1 =−(@=@x)p4(x)|x=1,
lim
x↑1
@2
@x2
p4(x) =−lim
x↑1
2p4(x)(1− p4(x))
x(1− x) = 2
@
@x
p4(x)
∣∣∣∣
x=1
; (107)
which proves that (@=@x)p4(x) and (@2=@x2)p4(x) are continuous at x = 1.
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Appendix. A zero–one law for Markov processes
Let E be a Polish space and let (Px)x∈E be a family of probability measures on
DE[0;∞) (the space of cadlag functions w : [0;∞) → E) such that under (Px)x∈E ,
the coordinate projections {w → wt= : t(w): t¿ 0} form a Borel right process
in the sense of Sharpe (1988). This is true, for example, if (Px)x∈E are the laws
of a Feller process on a locally compact Polish space, or a (G; ; )-superprocess as
introduced in Section 2.1 (see Fitzsimmons, 1988). Let T :=
⋂
t¿0 9(s: s¿ t) denote
the tail-9-9eld of . Let (<tw)s := wt+s (t; s¿ 0) be the time-shift on DE[0;∞). Then
the following holds.
Lemma A.1 (Zero–one law for Markov processes). Assume that A∈T. Then for each
x∈E,
lim
t→∞P
t (<−1t (A)) = 1A P
x-a:s: (A.1)
Proof. Let Ft := 9(s : 06 s6 t) (t¿ 0) be the 9ltration generated by  and set
F∞ := 9(s: s¿ 0). Since  is a Markov process, Pt (<−1t (A))=P[A|Ft] a.s. For any
sequence of times tn ↑ ∞ one has Ftn ↑F∞ and therefore P[A|Ftn ]→ P[A|F∞]=1A
a.s. (see LoVeve, 1963, Section 29, Complement 10(b)]. Since  is a right process, the
function t → Pt (<−1t (A)) is a.s. right-continuous (see Sharpe, 1988, Theorem 7.4(viii)),
and we conclude that (A.1) holds.
K. Fleischmann, J.M. Swart / Stochastic Processes and their Applications 106 (2003) 141–165 165
References
Dawson, D., 1993. Measure-valued Markov processes. In: Hennequin, P. (Ed.), WEcole d’WetWe de probabilitWes
de Saint Flour XXI-1991, Lecture Notes in Mathematics, Vol. 1541. Springer, Berlin, pp. 1–260.
Dynkin, E., 2002. Di'usions, Superdi'usions and Partial Di'erential Equations. In: American Mathematical
Society Colloquium Publications, Vol. 50. American Mathematical Society, Providence, RI.
EnglPander, J., Kyprianou, A., 2003. Local extinction versus local exponential growth for spatial branching
processes. Ann. Probab., to appear.
EnglPander, J., Pinsky, R., 1999. On the construction and support properties of measure-valued di'usions on
D ⊆ Rd with spatially dependent branching. Ann. Probab. 27 (1), 684–730.
EnglPander, J., Turaev, D., 2002. A scaling limit for a class of superdi'usions. Ann. Probab. 30 (2),
683–722.
Etheridge, A., 2000. An Introduction to Superprocesses. University Lecture Series, Vol. 20. American
Mathematical Society (AMS), Providence, RI.
Ethier, S., Kurtz, T., 1986. Markov Processes; Characterization and Convergence. Wiley, New York.
Fitzsimmons, P., 1988. Construction and regularity of measure-valued branching processes. Israel J. Math.
64 (3), 337–361.
Fitzsimmons, P., 1991. Correction to “Construction and regularity of measure-valued branching processes”.
Israel J. Math. 73 (1), 127.
Fitzsimmons, P., 1992. On the martingale problem for measure-valued Markov branching processes. In:
Seminar on Stochastic Processes, 1991; Progress in Probability, Vol. 29. BirkhPauser, Boston, pp. 39–51.
Fleischmann, K., Swart, J., 2002. Trimmed trees and embedded particle systems. Preprint No. 793, WIAS,
Berlin.
Fleischmann, K., Swart, J., 2003. Renormalization analysis of catalytic Wright–Fisher di'usions, in
preparation.
Greven, A., Klenke, A., Wakolbinger, A., 2001. Interacting Fisher–Wright di'usions in a catalytic medium.
Probab. Theory Related Fields 120 (1), 85–117.
LoVeve, M., 1963. Probability Theory, 3rd Edition. Van Nostrand, Princeton.
Pazy, A., 1983. Semigroups of Linear Operators and Applications to Partial Di'erential Equations. Springer,
New York.
Sharpe, M., 1988. General Theory of Markov Processes. Academic Press, Boston.
Smoller, J., 1983/1994. Shock Waves and Reaction–di'usion Equations. Grundlehren Math Wiss. Vol. 258.
Springer, New York.
