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We consider inference based on linear conditional moment inequalities, which
arise in a wide variety of economic applications, including many structural mod-
els. We show that linear conditional structure greatly simplifies confidence set
construction, allowing for computationally tractable projection inference in set-
tings with nuisance parameters. Next, we derive least favorable critical values
that avoid conservativeness due to projection. Finally, we introduce a condi-
tional inference approach which ensures a strong form of insensitivity to slack
moments, as well as a hybrid technique which combines the least favorable and
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1 Introduction
Moment inequalities are an important tool in empirical economics, enabling researchers
to use the most direct implications of utility or profit maximization for inference in
both single-agent settings and games. Moment inequalities have also been used to
weaken parametric, behavioral, measurement, and selection assumptions in a range of
problems.1
Inference based on moment inequalities raises a number of challenges. First, calcu-
lating tests and confidence sets can be computationally taxing in settings with more
than a few nuisance parameters (for instance, coefficients on control variables). Sec-
ond, a simple approach to inference in settings with nuisance parameters is to use
projection, but this can yield imprecise results. Finally, it is often unclear ex-ante
which of the many moments implied by an economic model will be informative, and
inclusion of uninformative or slack moments yields wide confidence sets for some pro-
cedures.
This paper proposes new methods which address these three implementation chal-
lenges for an important class of moment inequalities, which we term linear conditional
moment inequalities. These are conditional moment inequalities that (a) are linear in
nuisance parameters and (b) have conditional variance (given the instruments) that
does not depend on the nuisance parameters. Such inequalities arise naturally when
the nuisance parameters enter the moments linearly and interact only with exogenous
variables. This occurs, for example, in regression and instrumental variables settings
with interval-valued outcomes and exogenous controls. Linear conditional structure
also appears in a number of structural applications of moment inequalities in the
1For recent overviews of research involving moment inequalities, and partial identification more
broadly, see Ho & Rosen (2017) and Molinari (2019). For the behavioral and measurement assump-
tions underlying the use of moment inequalitieis in problems where agents are assumed to maximize
utility or profit see Pakes (2010) and Pakes et al. (2015). For examples of inequalities generated by
first order conditions see Dickstein & Morales (2018) on export decisions and Holmes (2011) on Wal-
mart’s location decisions. For examples of inequalities generated by Nash equilibrium conditions see
Ciliberto & Tamer (2009), Eizenberg (2014), or Wollman (2018) on entry and exit decisions. For ex-
amples of the use of inequalities to weaken assumptions see Haile & Tamer (2003) on auctions, Chetty
(2012) on labor supply, and Kline & Tartari (2016) on a welfare reform experiment. For moment
inequalities used to overcome measurement problems see Manski & Tamer (2002) on interval-valued
outcome variables and Ho & Pakes (2014) on errors in regressors in discrete choice models. For the
use of inequalities to overcome selection problems see Blundell et al. (2007) on changes in inequality
and Kreider et al. (2012) on take-up of SNAP. There is also closely related work in other fields, for
example on computation of bounds for competing risk models (e.g. Honore & Lleras-Muney (2006)
on the war on cancer).
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empirical literature. We next discuss how linear conditional structure allows us to
overcome the challenges discussed above and construct powerful, tractable inference
procedures.
The first challenge discussed above, computational burden, often arises from the
use of test inversion. A common approach evaluates a test statistic on a grid of
parameter values and defines the confidence set as the set where the statistic falls
below a parameter-specific critical value. The computational cost of this approach
scales with the number of grid points, which typically grows exponentially in the
dimension of the parameter vector. Hence, these methods become very difficult to
apply in problems with more than a few parameters. We show that in settings with
linear conditional moment inequalities the nuisance parameters can be eliminated by
solving a simple linear program, so it suffices to specify a grid for the parameters of
interest. This allows us to easily compute confidence sets for the parameters of interest
even in cases where the dimension of the nuisance parameters renders traditional grid-
based techniques impractical.2
The second challenge discussed above stems from the fact that many existing tech-
niques deliver joint confidence sets for all parameters entering the moment inequalities,
which must then be projected to obtain confidence sets for lower-dimensional parame-
ters of interest. For examples of projection in the theoretical and empirical literature,
see Canay & Shaikh (2017). As discussed by Bugni et al. (2017) and Kaido et al.
(2019a), however, projection can yield very conservative tests and confidence sets. We
show that in settings with linear conditional moment inequalities, it is straightforward
to derive computationally tractable least favorable critical values that account for the
presence of nuisance parameters, and so construct non-conservative confidence sets for
the parameters of interest.3
The final challenge discussed above, sensitivity to slack moments, arises from the
fact that the distribution of moment inequality test statistics depends on the (un-
known) degree to which the moments are slack. As discussed by D. Andrews & Soares
(2010), the degree of slackness cannot be uniformly consistently estimated, so the least
favorable approach calculates critical values under the worst-case assumption that all
2Note, however, that our asymptotic results (developed in the appendix) hold the number of
parameters and moments fixed. Hence, our analysis does not address settings that are “high-
dimensional” in the sense that the number of parameters or moments grows with the sample size.
3In cases where some nuisance parameters enter the moments nonlinearly, these techniques deliver
confidence sets for the parameters of interest together with the nonlinear nuisance parameters.
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moments bind. The resulting procedures may have low power when this assumption
is false and many moments are slack. We show that in settings with linear conditional
moment inequalities, one can derive tests that condition on the set of binding mo-
ments in the data. Conditional tests are simple to implement and insensitive to slack
moments in the strong sense that, as a subset of the moments becomes arbitrarily
slack, the conditional test converges to the test that drops these moments ex-ante.
Unlike the approach of e.g. D. Andrews & Soares (2010), conditional tests achieve
this insensitivity without a sequence of sample size-dependent tuning parameters. To
improve power in cases where conditional tests underperform, we further introduce
hybrid tests that combine least favorable and conditional techniques. Tests based on
a similar hybridization are used by Andrews et al. (2018) for inference following a
data-driven choice of a target parameter.
For simplicity of exposition, the main text develops our results in a finite sample
normal model motivated as an asymptotic approximation. In the supplement, we
translate these finite sample results to uniform asymptotic results. We show that our
least favorable approach (with its critical value increased by an infinitesimal uniformity
factor as in D. Andrews & Shi (2013)) is uniformly asymptotically valid under minimal
conditions. Under additional conditions, which still allow for any combination of
binding and nonbinding moments in the population, we show uniformity for the least
favorable approach without the infinitesimal uniformity factor, and for versions of the
conditional and hybrid approaches which do not reject when the moments are far from
binding.
To explore the numerical performance of our methods, we apply our techniques in
simulations calibrated to Wollman (2018)’s study of the US auto bailout. We consider
designs with up to ten nuisance parameters, and find that our approach remains
tractable throughout. We find substantial power improvements for our least favorable
critical values relative to the projection method. We find further improvements for
our conditional approach at most parameter values. Finally, we find that our hybrid
approach performs well, with power never substantially below and often exceeding the
other procedures considered. Hence, we recommend the hybrid approach.
Related Literature Uniform inference on subsets of parameters based on linear
moment inequalities was previously studied by Cho & Russell (2019) and Gafarov
(2019). Flynn (2019) further allows for the possibility of a continuum of linear mo-
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ments. Unlike our approach these papers consider unconditional moment inequalities,
but do not discuss the case where the parameters of interest may enter the moments
nonlinearly. Hsieh et al. (2017) propose a conservative form of projection inference
for settings which include linear unconditional moment inequalities. Kaido et al.
(2019a) develop techniques for eliminating projection conservativeness, while Bugni
et al. (2017) develop an alternative approach for inference on subsets of parameters,
and Belloni et al. (2018) build on this approach to develop results for subset inference
with high-dimensional unconditional moments. All three techniques are more widely
applicable than those we develop, requiring neither linearity nor conditional moment
inequalities. At the same time, all can be computationally intensive in settings with a
large number of nuisance parameters.4 Chernozhukov et al. (2015) develop techniques
for subset inference based on conditional moment inequalities, which unlike our ap-
proach do not require linearity. Romano & Shaikh (2008) discuss subvector inference
based on subsampling. Chen et al. (2018) discuss confidence sets for the identified set
for subvectors based on a quasi-posterior Monte Carlo approach.
Finally, there is a large literature on techniques which seek to reduce sensitivity
to the inclusion of slack moments in settings without nuisance parameters, including
D. Andrews & Soares (2010), D. Andrews & Barwick (2012), Romano et al. (2014a),
and Cox & Shi (2019). Chernozhukov et al. (2015), Bugni et al. (2017), Belloni et al.
(2018), and Kaido et al. (2019a) build on related ideas to reduce sensitivity to slack
moments in models with nuisance parameters. If applied in our setting, however, these
techniques would eliminate the linear structure which simplifies computation. Even in
settings without nuisance parameters our conditioning approach appears to be new,
and a small set of simulations without nuisance parameters (described in Appendix
F) finds our hybrid approach neither dominates nor is dominated by the test proposed
by Romano et al. (2014a).
Preview of Paper The next section introduces our linear conditional setting. Sec-
tion 3 develops a conditional asymptotic approximation that motivates our analysis,
and discusses the relationship between our approach and the literature on conditional
moment inequalities. Section 4 introduces projection and least favorable tests, while
Section 5 introduces conditional and hybrid tests. Section 6 discusses the practical
4Kaido et al. (2019a) propose the use of a response surface technique to facilitate computation,
and find that it yields substantial improvements. See Kaido et al. (2019a) and Gafarov (2019) for
further evidence on computational performance.
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details of implementing our approach, while Section 7 reports Monte Carlo results. A
reader looking to apply our methods but not interested in the theory can skip from
Section 3 to Section 6. Additional technical results are stated in Appendices A and
B, while proofs for all results in the main text are provided in Appendix C. Uniform
asymptotic results are stated Appendix D and proved in Appendix E. Results from
a small simulation study without nuisance parameters are reported in Appendix F,
while additional details and results for the simulations in the main text are reported
in Appendix G.
2 Linear Conditional Moment Inequalities
Throughout the paper, we assume that we observe independent and identically dis-
tributed data Di, i = 1, ..., n drawn from a distribution P . We are interested in
parameters identified by k-dimensional conditional moment inequalities
EP [g (Di, β, δ) |Zi] ≤ 0 almost surely (1)
assumed to hold at the true parameter value, for g(Di, β, δ) a known function of the
data and parameters. Going forward we leave the “almost surely” implicit for brevity.
We seek tests and confidence sets for β, while the p-dimensional vector δ is a nuisance
parameter. Formally, we want to test the null that a given value β0 belongs to the
identified set, H˜0 : β0 ∈ BI(P ), where
BI (P ) = {β : there exists δ such that EP [g (Di, β, δ) |Zi] ≤ 0}
is the set of all values β such that there exists δ which makes (1) hold.
We assume that the moment function g (Di, β, δ) is of the form
g (Di, β, δ) = g (Di, β, 0)−X (Zi, β) δ (2)
for some k× p matrix-valued function X (Zi, β) of the instruments and the parameter
of interest β. This imposes two key restrictions. First, (2) requires that the nuisance
parameter δ enter the moments linearly. Since linear models are widely used in eco-
nomics, this holds in a wide variety of applications. Second, (2) requires that the
derivative of the moments with respect to δ be non-random conditional on the in-
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struments Zi. Stated differently, we require that the moment inequalities (1) hold
conditional on the Jacobian of the moments with respect to δ. This implies that
V arP (g (Di, β, δ) |Zi) = V arP (g (Di, β, 0) |Zi),
so the conditional variance of the moments does not depend on δ. This condition
plays a crucial role in the asymptotic approximation developed in Section 3 below.
We call moment inequalities satisfying (1) and (2) linear conditional moment in-
equalities. They can be understood as a generalization of the linear model with ex-
ogenous regressors and outcome Y ∗i ,
Y ∗i = X
′
iδ + εi where EP [εi|Xi] = 0, (3)
to the moment inequality setting. Specifically, for linear conditional moment inequal-
ities we can define
(Yi, Xi) = (g (Di, β0, 0) , X (Zi, β0)) (4)
for β0 again the null value of β. If β0 ∈ BI(P ), then we can write
Yi = Xiδ + εi where EP [εi|Zi] ≤ 0. (5)
Thus, the linear conditional moment inequality model resembles a generalization of
the traditional linear regression model, where we (a) allow the possibility that there
are instruments Zi beyond the regressors Xi and (b) relax the conditional moment
restriction on the errors εi to an inequality. We show below that the restriction to
linear conditional moment inequalities yields important simplifications in the problem
of testing H˜0 : β0 ∈ BI(P ). Before developing these results, we motivate our study
of linear conditional moment inequalities by showing that moment inequalities of this
form arise in a variety of economic examples.
Example 1 Linear conditional moment inequalities arise naturally from the linear
regression model (3), and its instrumental variables generalization, when we only
observe bounds on the outcome Y ∗i . Consider the model
Y ∗i = Tiβ + V
′
i δ + εi, EP [εi|Zi] = 0
7
where Vi is exogenous in the sense that it is a function of Zi, while Ti may be endoge-
nous. For instance, β may be a causal effect of interest, whereas Vi represents a set
of control variables. This is a linear instrumental variables model where the error is
mean-independent of the instrument.
As in e.g. Manski & Tamer (2002), suppose that rather than observing Y ∗i , we
instead observe bounds Y Li and Y Ui where Y Li ≤ Y ∗i ≤ Y Ui with probability one. The
linear model (2) implies that E[Y Li −Tiβ−V ′i δ|Zi] ≤ 0 and E[Tiβ+V ′i δ−Y Ui |Zi] ≤ 0,
so we obtain conditional moment inequalities. To cast these inequalities into our
framework, suppose we are interested in inference on β, and for any vector of non-
negative functions of the instruments f(Zi) let Yi(β) = (Y Li −Tiβ, Tiβ−Y Ui )′⊗f(Zi),
and Xi = (Vi⊗(1, 1)′)⊗f(Zi), for “⊗” the Kroneker product. This yields the moments
E[Yi(β)−Xiδ|Zi] ≤ 0, as desired.5 4
Example 2 Katz (2007) studies the impact of travel time on supermarket choice.
Katz assumes that agent utilities are additively separable in utility from the basket of
goods bought (Bi), the travel time to the supermarkets chosen (Ti,s), and the cost of
the basket (pi(Bi, s)). Normalizing coefficient on cost to one, agent i’s realized utility
is assumed to be
Ui(Bi, s) = Ui(Bi) + C
′
sδ − (β + νi)Ti,s − pi(Bi, s),
where Cs are observed characteristics of the supermarket, Ti,s is the travel time for i
going to s, and β+νi is its impact on utility, where νi has mean zero given supermarket
characteristics and travel times.
Katz assumes travel times and store characteristics are known to the shopper.
For s˜ a supermarket with Ti,s˜ > Ti,s that also marketed Bi, he divides the difference
Ui(Bi, s) − Ui(Bi, s˜) by Ti,s − Ti,s˜ and notes that a combination of expected utility
maximization and revealed preference implies that E[Yi(β)−Xiδ|Zi] ≤ 0, for
Yi(β) ≡ −β − [pi(Bi, s)− pi(Bi, s˜)]
Ti,s − Ti,s˜ , Xi ≡ −
Cs − Cs˜
Ti,s − Ti,s˜ , and Zi ≡ (Ti,s, Ti,s˜, Cs, Cs˜)
′.
5Our approach to this application relies on the conditional moment restriction EP [εi|Zi] = 0.
As discussed by Ponomareva & Tamer (2011), this means that the identified set may be empty if
the linear model is incorrect. For Zi = (Ti, V ′i )′, Beresteanu & Molinari (2008) assume only that
E[εiZi] = 0, and their approach yields inference on the (necessarily nonempty) set of best linear
predictors. Bontemps et al. (2012) study identification and inference, including specification tests,
for a class of linear models with unconditional moment restrictions.
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By adding an analogous inequality which uses a store closer to the agent, Katz obtains
both upper and lower bounds for β.
A similar approach can be used in any ordered choice problem, including those
with interacting agents; see Pakes et al. (2015), who also provide a way to handle the
boundaries of the choice set (as would occur in Katz’s case if there were no closer
supermarket for some observations). 4
Example 3 Wollman (2018) considers the bailout of GM and Chrysler’s commercial
truck divisions during the 2008 financial crisis and asks what would have happened
had they instead been allowed to either fail or merge with another firm. This example
is the basis for our simulations below.
Merger analysis focuses on price differences pre- and post-merger. Wollmann notes
that some commercial truck production is modular (it is possible to connect different
cab types to different trailers), so some products would likely have been repositioned
after the change in the environment. To analyze product repositioning he requires
estimates for the fixed costs of marketing a product. His estimated demand and cost
systems enable him to estimate counterfactual profits from adding or deleting prod-
ucts. Assuming firms maximize expected profits, differences in the expected profits
from adding or subtracting products imply bounds on fixed costs.
To illustrate, let Jf,t be the set of models that firm f marketed in year t and
let Jf,t/j be that set excluding product j, while ∆pi(Jf,t, Jf,t/j) is the difference in
expected profits between marketing Jf,t and Jf,t/j. Denote the fixed cost to firm f
of marketing product j at time t by Xj,f,t(β)δ where the X’s are product charac-
teristics and β is a scalar which differentiates between marketing costs for products
that were and were not marketed in the prior year. Then if Zf,t represents a set of
variables known to the the firm when marketing decisions were made (which includes
the variables used to form Xj,f,t(β)), the equilibrium condition ensures that
E[Yj,f,t −Xj,f,t(β)δ|Zf,t] ≥ 0 for all j,
where
Yj,f,t ≡ ∆pi(Jf,t, Jf,t/j)·1{j ∈ Jf,t, j ∈ Jf,t−1}, Xj,f,t(β) ≡ Xf,j(β)·1{j ∈ Jf,t, j ∈ Jf,t−1}
and 1{A} is an indicator for the event A. Additional inequalities can be added for
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marketing a product that was not marketed in the prior period, for withdrawing
products, and for combining the withdrawal of one product with adding another. See
Section 7 below for details. 4
Other recent applications that use linear conditional moment inequalities include
Ho & Pakes (2014), who study the effect of physician incentives on hospital referrals,
and Morales et al. (2019), who develop and estimate an extended gravity model of
trade flows. As the variety of examples illustrates, linear conditional moment inequal-
ities arise in a range of economic contexts.
3 Conditional Asymptotics
In this section we derive a normal asymptotic approximation that motivates the pro-
cedures developed in the rest of the paper. For (Yi, Xi) = (g (Di, β0, 0) , X (Zi, β0)) as
in (4), recall that we can write the moments evaluated at β0 as g (Di, β0, δ) = Yi−Xiδ.
We consider procedures that test H˜0 : β0 ∈ BI(P ) based on the scaled sample average
of the moments evaluated at β0,
gn (β0, δ) =
1√
n
∑
i
g (Di, β0, δ) = Yn −Xnδ,
for Yn = 1√n
∑
i Yi and Xn =
1√
n
∑
iXi. As in Bugni et al. (2017), we will form
confidence sets for β by testing a grid of values β0. Hence, for the moment we fix
a null value β0 and suppress dependence on β0 in our notation, deferring further
discussion of test inversion to Section 6 below.
Similar to Abadie et al. (2014) we consider asymptotic approximations that con-
dition on the instruments {Zi} = {Zi}∞i=1. If we define
µi = µ (Zi) = EP [Yi|Zi]
as the conditional mean of Yi given Zi, and µn = 1√n
∑
i µi as the scaled sample average
of µi, then under H˜0 : β0 ∈ BI(P ) there exists a value δ such that µn −Xnδ ≤ 0 (for
almost every {Zi}). Since µn and Xn are nonrandom once we condition on {Zi}, to
test β0 ∈ BI(P ) we will test the implied hypothesis H0 : µn ∈M0 for
M0 = {µn : There exists δ such that µn −Xnδ ≤ 0} . (6)
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Note that β0 ∈ BI(P ) implies that µn ∈ M0 for almost every {Zi}, so tests of
H0 : µn ∈ M0 with correct size also control size as tests of H˜0 : β0 ∈ BI(P ). Note
further that H0 : µn ∈ M0 holds trivially conditional on {Zi} if the column span of
Xn contains a strictly negative vector. Hence, going forward we assume that Xnδ has
at least one non-negative element for all δ.
To derive asymptotic approximations useful for testing H0, note that Yn − µn has
mean zero conditional on {Zi} by construction. Thus, under mild conditions we can
apply the central limit theorem conditional on {Zi}.
Lemma 1 (Lindeberg-Feller) Suppose that as n→∞, conditional on {Zi} we have
1
n
∑
i
EP [YiY
′
i |Zi] 1
{
1√
n
‖Yi‖ > ε
}
→ 0 for all ε > 0,
1
n
∑
i
V arP (Yi|Zi)→ Σ = EP [V arP (Yi|Zi)].
Then Yn − µn →d N(0,Σ).
The first condition of Lemma 1 requires that the average of Yi given Zi not be
dominated by a small number of large observations, while the second requires that the
average conditional variance converge.
Under these conditions, Lemma 1 suggests the normal approximation
Yn −Xnδ|{Zi} ≈d N(µn −Xnδ,Σ), (7)
where we use ≈d to denote approximate equality in distribution, and we have used
that Xn is non-random conditional on {Zi} to put it on the right hand side in (7). In
the next three sections we assume this approximation holds exactly for known Σ and
derive finite-sample results. We return to the issue of approximation error in Appendix
D. There, we show that we can consistently estimate Σ, and that the finite-sample
properties of our procedures in the normal model translate to uniform asymptotic
properties over large classes of data generating processes.
Choice of Moments Our asymptotic approximations focus on a fixed choice of
moments g(Di, β, δ), which we take as given. This is common in practice, including
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in all of the empirical papers using conditional moment inequalities that we discuss
above, and is without loss of generality if the instruments Zi have finite support.
For Zi continuously distributed, however, a single conditional moment inequality
implies an uncountable family of possible moments. Specifically, given a moment
function g˜(Di, β, δ) that satisfies (1), for f(Zi) non-negative
g(Di, β, δ) = g˜(Di, β, δ)f(Zi)
also satisfies (1). To obtain consistent tests (that is, tests that reject all values
β0 6∈ BI(P ) with probability going to one as n → ∞), one may need to consider an
infinite number of inequalities in large samples.6 Motivated by this fact, the literature
on conditional moment inequalities, including D. Andrews & Shi (2013), Armstrong
(2014b) and Chetverikov (2018), has primarily focused on consistent and efficient in-
ference on (β, δ) jointly, based on checking (at least asymptotically) an infinite number
of inequality restrictions. More recently, Chernozhukov et al. (2015) have developed
results that can be used for subvector inference with conditional moment inequalities.
Whether one can combine the results we develop here with results from the previous
literature on conditional moment inequalities to obtain tests that are consistent in
settings with continuously distributed Zi is an interesting topic for future work.
3.1 Comparison to Unconditional Approximation
In many empirical applications using conditional moment inequalities, inference is
based on asymptotic approximations that do not condition on {Zi}. This section
explores the relationship between such unconditional asymptotic approximations and
our conditional approach.
Lemma 2 Suppose that EP [YiY ′i ] and EP [XiX ′i] are both finite. Then for all δ,
Yn −Xnδ − EP [Yn −Xnδ]→d N(0,Ω(δ))
for Ω(δ) = V arP (Yi −Xiδ).
6In particular, for a fixed, finite set of moments we may have µn ∈M0 with probability approach-
ing one even though β0 6∈ BI(P ).
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This suggests the approximation
Yn −Xnδ ≈d N(EP [Yn −Xnδ],Ω(δ)) (8)
where H˜0 : β0 ∈ BI(P ) implies that EP [Yn −Xnδ] ≤ 0 for some δ. Many commonly-
used approaches to testing joint hypotheses on (β, δ), including D. Andrews & Soares
(2010), D. Andrews & Barwick (2012), and Romano et al. (2014a), can be interpreted
as applications of this approximation.7
Both (7) and (8) imply that the moments gn (δ) = Yn − Xnδ are approximately
normal, but the means and variances differ. Considering first the mean vectors, note
that by the law of iterated expectations
EP [µn −Xnδ] = EP [Yn −Xnδ].
Thus, the mean vectors in (7) and (8) coincide on average, but the mean vector in (7)
is random from an unconditional perspective while that in (8) is fixed.
Turning next to the variance matrices, by the law of total variance
Ω (δ) = EP [V arP (Yi −Xiδ|Zi)] + V arP (EP [Yi −Xiδ|Zi])
= Σ + V arP (µi −Xiδ) .
Hence, we see that Ω (δ) is always weakly larger than Σ in the usual matrix order,
and will typically be strictly larger. Thus, using the conditional approximation (7) we
obtain a smaller variance matrix.8 While the smaller variance matrix in the conditional
approximation (7) will often lead to more powerful tests, one can show that this is
not universally the case for the procedures we consider.9 Critically for our results,
however, Σ does not depend on δ, whereas V arP (µi −Xiδ) . does.
7The main text in Romano et al. (2014a) uses bootstrap critical values, but the appendix, Romano
et al. (2014b), develops results for the normal model.
8Conditional variances were previously considered by e.g. Chetverikov (2018) for inference with
conditional moment inequalities, and by Kaido et al. (2019b) and Barseghyan et al. (2019) for settings
with a discrete instrument. We discuss estimation of Σ in Section 6 below.
9Though the diagonal terms in Σ are smaller than those in Ω(δ), and this will lead to larger
values of the the test statistics introduced below, their off diagonal correlations also differ, which can
generate larger critical values.
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4 Least Favorable Tests
Recall that we are interested in testing the hypothesis H0 : µn ∈M0 under the linear
normal model (7). The unknown parameter δ appears in the null hypothesis, and
is a nuisance parameter that needs to be dealt with to allow testing. A common
approach to handling nuisance parameters in moment inequality settings is the pro-
jection method (see Canay & Shaikh 2017 for examples). We begin by describing the
projection method in our setting. We then explain why linear conditional structure
allows us to eliminate the computational problems which can arise for the projection
method. Finally, to avoid the conservativeness of the projection method, we derive
(non-conservative) least-favorable critical values.
4.1 A Projection Method Test
The projection method tests the family of hypotheses
H0(δ) : µn −Xnδ ≤ 0, δ ∈ Rp (9)
and rejects H0 : µn ∈M0 if and only if we reject H0(δ) for all δ. Provided our tests of
H0(δ) control size the projection method test does as well, since one of the hypotheses
tested corresponds to the true δ.
Note that under H0(δ), Yn −Xnδ is normally distributed with a weakly negative
mean. Thus, testing H0(δ) reduces to testing that the mean of a multivariate normal
vector is less than or equal to zero. A number of tests have been proposed for this
hypothesis, but here we focus on tests that reject for large values of the max statistic
S (Yn −Xnδ,Σ) = max
j
{
(Yn,j −Xn,jδ) /
√
Σjj
}
where Yn,j −Xn,j denotes the jth element of the vector Yn −Xnδ and Σjj is the jth
diagonal element of Σ, which we assume throughout is strictly positive for all j.10
This choice of test statistic will allow us to compute projection tests of the composite
hypothesis H0 : µn ∈ M0 via linear programming. That said, many of the results
of this section (though not those in the following section) extend directly to other
statistics S (·, ·) that are elementwise increasing in the first argument.
10Desirable properties for tests based on this statistic are discussed by Armstrong (2014a).
14
To test H0(δ) based on S (Yn −Xnδ,Σ) , we need a critical value. As discussed in
e.g. Rosen (2008) and D. Andrews & Guggenberger (2009), to ensure correct size we
can compare S (Yn −Xnδ,Σ) to the maximum of its 1−α quantile over data generating
processes consistent with H0(δ). Formally, let cα(γ,Σ) be the 1−α-quantile of S (ξ,Σ)
for ξ ∼ N(γ,Σ). The least favorable critical value is then
cα,LFP (Σ) = sup
γ≤0
cα(γ,Σ) = cα(0,Σ),
where the fact that the sup is achieved at γ = 0 follows from the fact that S is
elementwise increasing in its first argument. We subscript by LFP to emphasize that
this is the least favorable critical value for testing H0(δ), which is in turn part of the
projection test for H0.
If we define the test of H0(δ) to reject when S (Yn −Xnδ,Σ) exceeds cα,LFP (Σ),
φLF (δ) = 1{S (Yn −Xnδ,Σ) > cα,LFP (Σ)},
where we use φ = 1 and φ = 0 to denote rejection and non-rejection respectively, then
it follows from the argument above that φLF (δ) has size α as a test of H0(δ):
sup
µn:µn−Xnδ≤0
Eµn [φLF (δ)] = α.
The least favorable projection test of H0 rejects if and only if φLF (δ) rejects for all δ,
φLFP = inf
δ
φLF (δ) = 1
{
min
δ˜
S
(
Yn −Xnδ˜,Σ
)
> cα,LFP (Σ)
}
.
For any µn ∈M0 we know that there exists δ(µn) such that µn −Xnδ(µn) ≤ 0, so
sup
µn∈M0
Eµn [φLFP ] ≤ α.
As we now show, the fact that neither minδ˜ S
(
Yn −Xnδ˜,Σ
)
nor the critical value
cα,LFP (Σ) = cα(0,Σ) depends on δ makes φLFP particularly easy to compute.
Lemma 3 We can write
φLFP = 1 {ηˆ > cα,LFP (Σ)}
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for ηˆ the solution to
minη,δ η
subject to (Yn,j −Xn,jδ)/
√
Σjj ≤ η ∀j.
(10)
Thus, to calculate φLFP we need only solve a linear programming problem and calcu-
late cα,LFP (Σ). Hence, φLFP remains tractable even when the dimension of δ is large.11
The linear normal model (7) plays a key role in this result in two ways, first through
linearity in δ and second, perhaps less obviously, through the fact that the covariance
Σ (and thus the critical value cα,LFP (Σ)) does not depend on δ.
If we instead considered projection tests based on the unconditional normal ap-
proximation (8), this corresponds to substituting Ω(δ) for Σ in our expressions for
φLF (δ) and φLFP , and implies the unconditional projection method test
φULFP = 1
{
min
δ
(S (Yn −Xnδ,Ω(δ))− cα,LFP (Ω(δ))) > 0
}
.
The dependence of Ω(δ) on δ means that evaluating this test requires nonlinear opti-
mization. While this problem can be solved numerically when the dimension of δ is
low, when the dimension is high this becomes computationally taxing.12
Thus, we see that the linear conditional structure we assume allows us to easily
calculate the least favorable projection method test φLFP . As discussed by Bugni
et al. (2017) and Kaido et al. (2019a), however, projection method tests are typically
conservative,
sup
µn∈M0
Eµn [φLFP ] < α,
and can be severely so when the dimension of the nuisance parameter δ is large.
4.2 A Least Favorable Test
To see why the projection test φLFP is conservative, recall that that its critical value
is calculated as the 1 − α quantile of S(ξ,Σ) where ξ ∼ N(0,Σ). By contrast, ηˆ is
equal to minδ S(Yn − Xnδ,Σ). Hence, cα,LFP (Σ) does not account for minimization
over δ. In this section we use the structure of the normal linear model (7) to derive
11Other recent applications of linear programming in set-identified settings include Mogstad et al.
(2018), Khan et al. (2019), Tebaldi et al. (2019), and Torgovitsky (2019).
12Kaido et al. (2019a) discuss a response surface approach to speed this optimization in a more
general setting.
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smaller, non-conservative least favorable critical values that account for minimization
over δ.
Specifically, define cα (µn, Xn,Σ) as the 1− α quantile of
minη,δ η
subject to (ξj −Xn,jδ)/
√
Σjj ≤ η ∀j.
(11)
when ξ ∼ N(µn,Σ). The (non-conservative) least favorable critical value is
cα,LF (Xn,Σ) = sup
µn∈M0
cα (µn, Xn,Σ) .
Note that the least favorable projection critical value cα,LFP (Σ) corresponds to set-
ting δ = 0 in (11), rather than minimizing. Hence, by construction cα,LF (Xn,Σ) ≤
cα,LFP (Σ). If we define the least favorable test to reject when the max statistic exceeds
cα,LF (Xn,Σ),
φLF =
{
min
δ
S (Yn −Xnδ,Σ) > cα,LF (Xn,Σ)
}
= {ηˆ > cα,LF (Xn,Σ)} ,
then provided ηˆ is continuously distributed this test has size α,
sup
µn∈M0
Eµn [φLF ] = α.
If instead the distribution of ηˆ has point mass, the size is bounded above by α.
While describing the least favorable critical value cα,LF (Xn,Σ) is conceptually
straightforward, to derive it in practice we need to maximize the quantile cα (µn, Xn,Σ)
over the set of µn values consistent with the null. The linear structure of the problem
implies that the maximum is attained at µn = 0.
Proposition 1
cα,LF (Xn,Σ) = cα (0, Xn,Σ) .
This result follows immediately from the observations that (i) cα (µn, Xn,Σ) is invari-
ant to shifting µn by Xnδ˜, in the sense that for all δ˜,
cα (µn, Xn,Σ) = cα
(
µn +Xnδ˜, Xn,Σ
)
,
(ii) that cα (µn, Xn,Σ) is non-decreasing in µn, and (iii) that for every µn ∈M0 there
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exists δ(µn) such that µn −Xnδ(µn) ≤ 0.
To calculate the LF critical value we can simulate draws ξ ∼ N(0,Σ), solve the
linear programming problem (11) for each draw, and take the 1 − α quantile of the
resulting optimized values. While the need to repeatedly solve the problem (11) means
that this approach requires more computation than the projection method, it remains
highly tractable and yields a non-conservative test.
5 Conditional and Hybrid Tests
While less conservative than the projection approach, least favorable critical values
still assume that all the moments are binding, µn = 0. In practice we may suspect that
some of the moments are far from binding, and the data may be informative about this.
Motivated by this fact, D. Andrews & Soares (2010), D. Andrews & Barwick (2012),
Romano et al. (2014a), and related papers propose techniques that use information
from the data to either select moments or shift the mean of the distribution from
which the critical values are calculated. This allows them to construct tests with
higher power in empirically relevant cases where many of the moments are slack.
In our setting one can test H0 : µn ∈M0 by first using one of the aforementioned
approaches to test H0(δ) as defined in (9) for all δ and then applying the projec-
tion method. This yields a conservative test, but Kaido et al. (2019a) show how to
eliminate this conservativeness when considering projections based on D. Andrews &
Soares (2010). Unfortunately, however, projection tests based on moment-selection
procedures break the linear structure discussed in the last section. Implementing
these approaches consequently requires solving a nonlinear, non-convex optimization
problem.
To obtain procedures which both perform well when we have slack moments and
preserve linearity, we introduce a novel conditional testing approach. When there is
a unique, non-degenerate solution in the linear program (10), exactly p + 1 of the
inequality constraints bind at the optimum. We propose tests which condition on the
identity of these binding moments, and on a sufficient statistic for the slackness of the
remaining moments. These tests control size both conditional on the set of binding
moments and unconditionally, and are highly computationally tractable. Moreover,
these tests are insensitive to the presence of slack moments in the sense that as a subset
of the moments grows arbitrarily slack the conditional test approaches the test which
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drops the slack moments ex-ante. Conditional tests thus automatically incorporate a
strong form of moment selection.
When the solution to (10) is non-unique or degenerate the set of binding moments
is no longer uniquely defined, which would seem to pose a problem for the conditional
test as described above. We show, however, that a reformulation of the conditional
approach based on the dual linear program continues to apply in such settings. This
approach is equivalent to conditioning on the set of binding moments in (10) when
there is a unique, non-degenerate solution but remains valid and easy to implement
even when these conditions fail.
In what follows, we first introduce the test in a special case where there are no
nuisance parameters δ before turning to our results for the general case with a unique,
non-degenerate solution. Results for the formulation based on the dual linear program,
which allow for non-unique or degenerate solutions, are discussed in Section 5.3 and
formally developed in Appendix A.
5.1 Special Case: No Nuisance Parameters
To develop intuition for our conditional approach we first consider a model without
nuisance parameters δ. To further simplify, we assume that the variance is equal to
the identify matrix, Σ = I. Our problem then reduces to that of testing µn ≤ 0 based
on Yn ∼ N(µn, I), which has been well-studied in the previous literature.
In this setting, ηˆ is simply the max of the moments, ηˆ = S(Yn, I) = maxj{Yn,j}.
With probability one there is a unique binding constraint in the linear program (10),
corresponding to the largest moment. Once we condition on the identity of the largest
moment, jˆ = arg maxj Yn,j, the problem becomes one of inference based on a normal
vector conditional on the max occurring at a particular location, jˆ = j.
Unfortunately, the distribution of ηˆ = Yn,jˆ conditional on jˆ = j still depends on
the full vector µn. This dependence comes from the fact that jˆ = j if and only if Yn,j ≥
maxj˜ 6=j Yn,j˜, where the distribution of the lower bound depends on {µn,j˜ : j˜ 6= j}. To
eliminate this dependence, we further condition on the value of the second largest
moment. Once we condition on jˆ = j and on the value of the second largest moment,
say maxj˜ 6=j Yn,j˜ = V lo, ηˆ follows a truncated normal distribution
ηˆ|
{
jˆ = j & max
j˜ 6=j
Yn,j˜ = V lo
}
∼ ξ| V lo ≤ ξ
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for ξ ∼ N(µn,j, 1).
Lemma A.1 of Lee et al. (2016) shows that this truncated normal distribution
is increasing in µn,j, so since µn,j ≤ 0 under the null, the 1 − α quantile of the
conditional distribution under µn,j = 0 is a valid conditional critical value. We denote
this conditional critical value by cα,C(j,V lo, I). The conditional test
φC = 1
{
ηˆ > cα,C
(
jˆ,max
j˜ 6=jˆ
Yn,j˜, I
)}
has maximal rejection probability equal to α under the null, conditional on jˆ = j
and maxj˜ 6=j Yn,j˜ = V lo. By the law of iterated expectations its unconditional rejection
probability under the null is thus bounded above by α as well, and this bound is
achieved at µn = 0. Thus, φC is a size α test of H0 : µn ≤ 0.
The simplicity of the present setting allows us to highlight some important features
of the conditional test. When the second largest element of µn, say maxj˜ 6=j µn,j˜, is very
negative while the largest element (µn,j) is not, jˆ = j with high probability. In this
case, the lower truncation point is very small with high probability, so the truncated
normal critical value cα,C
(
jˆ,maxj˜ 6=jˆ Yn,j˜, I
)
is close to the level 1−α standard normal
critical value with high probability. Thus, when the largest element of µn is well
separated from the remaining elements, the conditional test closely resembles the test
which limits attention to the jth moment ex-ante, φj = 1{Yn,j > cα} for cα the level
1− α standard normal critical value. The power of φj lies on the power envelope for
tests of H0 : µn ≤ 0 when all the other elements of µn are negative (see Romano et al.
2014b). Thus, the conditional test has power approaching the power envelope when
we take all moments but one to be slack. More broadly, Proposition 3 below shows
that if we take a subset of elements of µn to −∞, the conditional test converges to
the conditional test which drops the corresponding moments ex-ante.
The only other test that we know of which shares this strong insensitivity property,
while also controlling size in the finite sample normal model, is that of Cox & Shi
(2019).13 In particular, while the tests of D. Andrews & Barwick (2012) and Romano
et al. (2014a) are relatively insensitive to the presence of slack moments, they are both
13Specifically, the baseline test discussed in that paper, not the modification discussed in their
Remark 3. Interestingly, this test is also based on conditioning, though in the present example their
approach conditions on the identity of the non-negative moments, {j : Yj > 0}, while we condition
on the identity of the largest moment and the value of the second-largest moment.
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affected by the addition of slack moments.14 While the test of Cox & Shi (2019) is
strongly insensitive to slack moments, its power does not in general converge to the
power envelope in the case where all moments but one are slack.
This example also highlights a less desirable feature of our conditional test. When
the largest element of µn is not well-separated, µn,j ≈ maxj˜ 6=j µn,j, the second-largest
moment maxj˜ 6=jˆ Yn,j˜ will often be nearly as large as the largest moment. Since the con-
ditional critical value cα
(
jˆ,maxj˜ 6=jˆ Yn,j˜, I
)
is always strictly larger than maxj˜ 6=jˆ Yn,j˜,
this can lead to poor power for the conditional test. We illustrate this issue in simu-
lation in Appendix F.
Hybrid Tests To address power declines for the conditional test when the largest
element of µn is not well-separated we introduce what we call a hybrid test. This
modifies the conditional test to reject whenever the max statistic ηˆ exceeds a level
κ ∈ (0, α) least-favorable critical value, cκ,LF (I). If ηˆ ≤ cκ,LF (I) we then consider a
conditional test, where we (i) further condition on the event that ηˆ ≤ cκ,LF (I) and
(ii) modify the level of the conditional test to reflect the first step. By the arguments
above the distribution of ηˆ, conditional on not rejecting in the first stage, is again
truncated normal, now truncated both from below and above,
ηˆ|
{
jˆ = j,max
j˜ 6=j
Yn,j˜ = V lo & ηˆ ≤ cκ,LF (I)
}
∼ ξ|V lo ≤ ξ ≤ cκ,LF (I)
for ξ ∼ N(µn,j, 1). For cα˜,H(j,V lo, I) the 1− α˜ quantile of this distribution,
inf
µn≤0
Prµn
{
ηˆ ≤ cα˜,H(j,V lo, I)|jˆ = j,max
j˜ 6=j
Yn,j˜ = V lo, ηˆ ≤ cκ,LF (I)
}
= 1− α˜.
To form hybrid tests, we set α˜ = α−κ
1−κ to account for the first-step comparison to the
least favorable critical value. Since cα˜,H(j,V lo, I) ≤ cκ,LF by definition, we can thus
write the hybrid test as
φH = 1
{
ηˆ > cα−κ
1−κ ,H
(
jˆ,max
j˜ 6=jˆ
Yn,j˜, I
)}
.
14Through the size correction factor in D. Andrews & Barwick (2012), and the first-stage critical
value in Romano et al. (2014a).
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This test again has rejection probability under the null bounded above by α, and this
bound is attained at µn = 0. By construction this test rejects whenever the level κ
least favorable test does, which improves power relative to the conditional test when
the largest element of µn is not well-separated. While the hybrid test retains many
of the properties of the conditional test, its dependence on the least-favorable critical
value means that it is affected by the inclusion of even arbitrarily slack moments.
Similar to the test of Romano et al. (2014a), however, the impact is small when κ is
close to zero.
To illustrate the performance of hybrid tests in the present simplified setting,
Appendix F reports simulation results for cases with two, ten, and fifty moments. We
also calculate results for the test proposed by Romano et al. (2014a) for comparison.
We find that the hybrid approach improves power relative to the conditional test in
the poorly-separated case, while still improving power relative to the least favorable
test in the well-separated case. Neither the hybrid test nor the test of Romano et al.
(2014a) dominates the other: the test of Romano et al. (2014a) has better performance
in the poorly-separated case, while the hybrid test has slightly higher power when the
largest moment is moderately well-separated. Unlike the test of Romano et al. (2014a)
however, the hybrid and conditional tests easily extend to the case with nuisance
parameters δ. Simulation results based on Wollman (2018), reported in Section 7,
demonstrate that the power gains of the hybrid test are borne out in more realistic
settings with nuisance parameters.
5.2 Conditional Tests with Nuisance Parameters
We next discuss our conditional approach in the case with nuisance parameters δ and a
covariance matrix Σ which may not equal the identity. In this section we assume that
the linear program (10) has a unique, non-degenerate solution with probability one,
while Appendix A develops an alternative formulation for the conditioning approach,
based on the dual linear program, that does not impose these conditions. The primal
and dual approaches are numerically equivalent when the solution to (10) is unique
and non-degenerate (as we expect will often be the case in applications), so we focus
on the primal approach here for ease of exposition.15
15Degeneracy means that for Wn as defined below, the rows of Wn corresponding to binding
constraints are linearly dependent. See Section 10.4 of Schrijver (1986).
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To define our conditional approach, note that we can rewrite (10) as
minη,δ η
subject to Yn −Wn(η, δ′)′ ≤ 0.
(12)
for Wn the matrix with row j equal to Wn,j =
( √
Σjj Xn,j
)
. Let
(
ηˆ, δˆ
)
denote
the optimal values in (12), which we assume for the moment are unique, and let
B̂ ⊆ {1, ..., k} collect the indices corresponding to the binding constraints at these
optimal solutions, so Yn,j −Wn,j(ηˆ, δˆ′)′ = 0 if and only if j ∈ B̂. Let Yn,B̂ and Wn,B̂
collect the corresponding rows of Yn and Wn.
Lemma 4 If the solution to (12) is unique and non-degenerate, |B̂| = p + 1, and
Wn,B̂ has full rank.
Since Yn,B̂ −Wn,B̂(ηˆ, δˆ′)′ = 0 by the definition of B̂, Lemma 4 implies that (ηˆ, δˆ′)′ =
W−1
n,B̂
Yn,B̂. Thus, given a particular set of binding moments B̂ = B, we can write ηˆ as
a linear function of Yn,
ηˆ = γ′n,BYn = e
′
1W
−1
n,BYn,B,
for e1 the first standard basis vector.
We next consider under what conditions there exists a solution with moments B
binding.
Lemma 5 For B ⊆ {1, ..., k} such thatWn,B is a square, full-rank matrix, there exists
a solution with the moments B binding if and only if
Yn −WnW−1n,BYn,B ≤ 0. (13)
Thus we see that there exists a solution with the moments B binding if and only if
the implied (ηˆ, δˆ′)′ make the constraints in (12) hold.
Our conditional test will condition on the existence of a solution with the moments
B binding and reject when ηˆ is large relative to the resulting conditional distribution
under the null. The set of values Yn such that (13) holds is a polytope (a convex set
with flat sides, also known as a polyhedron– see Schrijver 1986 pages 87-88), and as
noted above we can write ηˆ as a linear function of Yn conditional on this event. Thus,
we are interested in the distribution of a linear function of a normal vector conditional
on that vector falling in a polytope. Lee et al. (2016) consider problems of this form,
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and we can use their results to derive conditional critical values. We first calculate
the range of possible values for ηˆ conditional on Yn falling in this polytope. We then
determine the distribution of ηˆ over this range conditional on a sufficient statistic for
the part of µn not corresponding to ηˆ.
To this end we use the following result, which is an immediate consequence of
Lemma 5.1 of Lee et al. (2016).
Lemma 6 LetMB be the selection matrix which selects rows corresponding to B. Sup-
pose that Wn,B is a square, full-rank matrix, and let γn,B be the vector with MBγn,B =
W
′−1
n,B e1, and zeros elsewhere. Assume γ
′
n,BΣγn,B > 0. Let Λn,B = I −WnW−1n,BMB,
and define
∆n,B =
Σγn,B
γ′n,BΣγn,B
,
and Sn,B =
(
I −∆n,Bγ′n,B
)
Yn. Further define
V lo(Sn,B) = max
j:(Λn,B∆n,B)
j
<0
− (Λn,BSn,B)j
(Λn,B∆n,B)j
(14)
Vup(Sn,B) = min
j:(Λn,B∆n,B)
j
>0
− (Λn,BSn,B)j
(Λn,B∆n,B)j
(15)
V0(Sn,B) = min
j:(Λn,B∆n,B)
j
=0
− (Λn,BSn,B)j .
The set of values Yn such that there exists a solution with the moments B binding is{
Yn : Yn −WnW−1n,BYn,B ≤ 0
}
=
{
Yn : V lo(Sn,B) ≤ γ′n,BYn ≤ Vup(Sn,B),V0(Sn,B) ≥ 0
}
.
This result shows that there exists a solution with the moments B binding if and
only if γ′n,BYn lies between the data-dependent bounds V lo(Sn,B) and Vup(Sn,B) and,
in addition, V0(Sn,B) ≥ 0.When such a solution exists, however, our arguments above
show that ηˆ = γ′n,BYn. Thus, whenever there exists a solution with the moments B
binding, ηˆ lies between V lo(Sn,B) and Vup(Sn,B) by construction.
Lemma 6 assumes that γ′n,BΣγn,B > 0. This implies that ηˆ has a non-degenerate
distribution conditional on the set of binding moments. While not necessary for our
conditional testing approach, this simplifies a number of statements in what follows,
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so going forward we maintain a sufficient condition for γ′n,BΣγn,B > 0.16
Assumption 1 For all γ with W ′nγ = e1 and γ ≥ 0, γ′Σγ > 0.
One can show that γn,B as defined in Lemma 6 has W ′nγn,B = e1 and γn,B ≥ 0 for any
set of binding moments B. A sufficient, but not necessary, condition for Assumption
1 is that the variance matrix Σ is positive-definite.
Lemma 6 clarifies what it means to condition on the existence of a solution with the
moments B binding, and thus the inference problem we need to solve. We are inter-
ested in the behavior of ηˆ = γ′n,BYn conditional on the set of binding moments, but as
in the simplified example above this conditional distribution depends on the full mean
vector µn, rather than just on γ′n,Bµn, due to the influence of the bounds V lo(Sn,B)
and Vup(Sn,B). Moreover, this conditional distribution is not in general monotonic in
µn, making it difficult to find least favorable values. To eliminate dependence on µn
other than through γ′n,Bµn, we thus follow Lee et al. (2016) and further condition on
Sn,B, which is the minimal sufficient statistic for the part of µn other than γ′n,Bµn.17
Note that γ′n,BYn and Sn,B are jointly normal and uncorrelated by construction, and
thus independent. Hence, ηˆ follows a truncated normal distribution conditional on
Sn,B and the set of binding moments.
Lemma 7 If the solution to (12) is unique and nondegenerate with probability one,
the conditional distribution of ηˆ given B̂ = B and Sn,B = s is truncated normal,
ηˆ |
{
B̂ = B & Sn,B = s
}
∼ ξ|ξ ∈ [V lo(s),Vup(s)] ,
for ξ ∼ N(γ′n,Bµn, γ′n,BΣγn,B), provided we consider a value s such that V0(s) ≥ 0.
As in Section 5.1 above, this truncated distribution is increasing in the mean
γ′n,Bµn. Since γn,B ≥ 0, γ′n,BXn = 0,18 and µn − Xnδ ≤ 0 under the null, the largest
value of γ′n,Bµn possible under the null is zero. We define the conditional critical value
cα,C(γ,V lo,Vup,Σ) to equal the 1− α quantile of the truncated normal distribution
ξ | ξ ∈ [V lo,Vup]
16If this condition fails, we can define our conditional test to reject whenever γ′n,BΣγn,B = 0 and
ηˆ > 0, but this results in tests with size bounded above by α, rather than exactly correct size.
17In particular, Sn,B is minimal sufficient for
(
I −∆n,Bγ′n,B
)
µn and µn is a one-to-one transfor-
mation of
(
γ′n,Bµn,
(
I −∆n,Bγ′n,B
)
µn
)
, since µn =
(
I −∆n,Bγ′n,B
)
µn + ∆n,Bγ
′
n,Bµn.
18This follows from Lemma 10 and Proposition 5 in Appendix A, but can also be verified directly
using the Kuhn-Tucker conditions for optimality of (ηˆ, δˆ).
25
for ξ ∼ N(0, γ′n,BΣγn,B). We can write this critical value as
cα,C(γ,V lo,Vup,Σ) =
√
γ′Σγ · Φ−1 ((1− α) ζup + αζ lo) (16)
for Φ−1 the inverse of the standard normal distribution function, and
(
ζ lo, ζup
)
=
(
Φ
(
V lo/
√
γ′Σγ
)
,Φ
(
Vup/
√
γ′Σγ
))
.
Thus, conditional critical values are easy to compute in practice.
Assuming the solution to (12) is unique and nondegenerate with probability one
and Assumption 1 holds, the results above imply that the conditional test which
compares ηˆ to the conditional critical value,
φC = 1
{
ηˆ > cα,C
(
γn,B̂,V lo(Sn,B̂),Vup(Sn,B̂),Σ
)}
, (17)
rejects with probability at most α conditional on B̂ = B under the null, and thus has
unconditional size α as well.
Proposition 2 If the solution to (12) is unique and non-degenerate with probability
one and Assumption 1 holds, the conditional test φC has size α both conditional on B̂,
sup
µn∈M0
Eµn
[
φC |B̂ = B
]
= E0
[
φC |B̂ = B
]
= α
for all B such that Prµn
{
B̂ = B
}
> 0, and unconditionally,
sup
µn∈M0
Eµn [φC ] = E0 [φC ] = α.
5.3 Conditional Tests Without Uniqueness
In our discussion of conditional tests so far we have relied on the uniqueness and
non-degeneracy of the solution to ensure both that the set of binding moments B̂ is
uniquely defined and that the matrixWn,B is invertible. While these assumptions allow
us to obtain simple expressions for conditional tests, they are not essential. Even when
the solution (ηˆ, δˆ) is nonunique or degenerate, ηˆ is unique. Our conditioning approach
for the normal model remains valid in such cases, but we need to work with the dual
linear program to (12). This dual conditioning approach is numerically equivalent to
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that described above when the primal solution is unique and non-degenerate. Since
formally developing the dual approach requires additional notation and adds little
intuition relative to the results above, we defer this development to Appendix A. There
we formally establish the numerical equivalence of the primal and dual approaches
when the former is valid, as well as conditional and unconditional size control for our
conditional tests based on the dual in the normal model, even when the primal solution
may be non-unique or degenerate. To prove asymptotic validity of the conditional
approach with non-normal data, our results in Appendix D require that the primal
solution be nondegenerate with probability one asymptotically, though it may be
non-unique. A sufficient condition for non-degeneracy is that Σ has full rank, so this
condition can be made to hold mechanically by adding a small amount of full-rank
noise to Yn.
It is often not obvious whether the solution to (12) will be unique and non-
degenerate with probability one in a given setting. Fortunately, the results in Ap-
pendix A suggest a simple way to proceed in practice, based on the fact that the
widely-used dual-simplex algorithm for solving the primal problem (12) automatically
generates a vertex γˆ of the dual solution set as well. Proposition 5 in Appendix A
shows that so long as γˆ has exactly p+ 1 strictly positive entries, and the rows of Wn
corresponding to these positive entries have full rank, we can take B̂ to collect the
corresponding indicies and apply the results developed above. If this condition fails,
then we should use the more general expressions developed in Appendix A.
5.4 Performance with Slack Moments
We motivated our study of conditional tests by a desire to reduce sensitivity to slack
moments. To formally understand the behavior of conditional tests in cases where
some of the moments are slack, we will consider a sequence of mean vectors µn,m,
indexed by m, such that a subset of the moments grow arbitrarily slack as m → ∞
while the remaining moments are unchanged. This yields the following result, which
generalizes the insensitivity to slack moments noted in Section 5.1 for the special case
without nuisance parameters to our general setting.
Proposition 3 Consider a sequence of mean vectors µn,m where µn,m,j ≡ µn,j ∈ R
for all m if j ∈ B, while µn,m,j → −∞ as m→∞ if j 6∈ B. Let us further suppose that
there exists γB ≥ 0 with W ′n,BγB = e1. Under Assumption 1, for Yn,m ∼ N(µn,m,Σ),
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φC,m the conditional test based on (Yn,m,Wn,Σ), and φBC,m the conditional test based
on (Yn,m,B,Wn,B,ΣB), φC,m →p φBC,m as m→∞.19
The restriction on Wn,B ensures that the feasible set in the dual problem based on
(Yn,m,B,Wn,B,ΣB) is non-empty, and thus that the solution in the primal problem is
finite (see Section 7.4 of Schrijver (1986)). When this condition fails, the optimal
value ηˆ diverges to −∞.
Proposition 3 shows that the conditional tests we consider are robust to the pres-
ence of slack moments in a very strong sense. In particular, when a subset of moments
become arbitrarily slack, the conditional test converges in probability to the test which
drops these moments ex-ante. As noted above, even in settings without nuisance pa-
rameters the only other test we are aware of with this property in the normal model is
that of Cox & Shi (2019), and their approach does not address settings with nuisance
parameters (other than through projection).
5.5 Hybrid Tests
In Section 5.1 above, we noted that in the special case without nuisance parameters
conditional tests can have poor power in settings where the lower bound used by the
conditional test is large with high probability. The same issue arises more broadly,
and as in the case without nuisance parameters we can obtain improved performance
by considering hybrid tests.
For some κ ∈ (0, α) the hybrid test rejects whenever ηˆ exceeds the level κ least-
favorable critical value cκ,LF (Xn,Σ).20 When ηˆ is less than this conditional critical
value, the hybrid test compares ηˆ to a modification of the conditional critical value
that also conditions on ηˆ ≤ cκ,LF (Xn,Σ). This reduces Vup(s) to
Vup,H(s) = min {Vup(s), cκ,LF (Xn,Σ)} .
The level α hybrid test rejects whenever ηˆ exceeds the level α−κ
1−κ conditional critical
value based on the modified truncation points, where we define this quantile to equal
19Indeed, the same conclusion holds if there exists a sequence δm and a vector δ such that µn,m,j−
Xn,jδm = µn,j −Xn,jδ ∈ R for all m if j ∈ B, while µn,m,j −Xn,jδm → −∞ as m→∞ if j 6∈ B.
20Similar to Romano et al. (2014a), we consider κ = α/10 in our simulations below. Either
cα,LFP (Σ) or cα,LF (Xn,Σ) could be used here, the tradeoff being that cα,LF (Xn,Σ) will provide a
smaller critical value but will have a somewhat higher computational burden.
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−∞ if V lo exceeds Vup,H ,
φH =
{
ηˆ > cα−κ
1−κ ,C
(
γˆ,V lo(Sn,B̂),Vup,H(Sn,B̂),Σ
)}
.
Since
cα−κ
1−κ ,C
(
γˆ,V lo(Sn,B̂),Vup,H(Sn,B̂),Σ
)
≤ Vup,H(Sn,B̂) ≤ cκ,LF (Xn,Σ),
this test always rejects when ηˆ > cκ,LF (Xn,Σ), as claimed above. The hybrid test
has size equal to α−κ
1−κ conditional on ηˆ ≤ cκ,LF and the set of binding moments, and
unconditional size equal to α.
Proposition 4 If the solution to (12) is unique and non-degenerate with probability
one, and Assumption 1 holds, the hybrid test φH has size α−κ1−κ conditional on ηˆ ≤
cκ,LF (Xn,Σ) and B̂ = B,
sup
µn∈M0
Eµn
[
φH |ηˆ ≤ cκ,LF (Xn,Σ), B̂ = B
]
= E0
[
φH |ηˆ ≤ cκ,LF (Xn,Σ), B̂ = B
]
=
α− κ
1− κ ,
for all B such that Prµn
{
ηˆ ≤ cκ,LF (Xn,Σ), B̂ = B
}
> 0, and has unconditional size
α,
sup
µn∈M0
Eµn [φH ] = E0 [φH ] = α.
Thus, we see that our hybrid approach yields a non-conservative level α test. Due
to the inclusion of the least favorable critical value cκ,LF (Xn,Σ) this test no longer
shares the strong insensitivity to slack moments established for the conditional test
by Proposition 3. That said, as a set of moments becomes slack the power of the
hybrid test is bounded below by the power of the size α−κ
1−κ conditional test that drops
these moments ex-ante. Moreover, the Monte Carlo results in Section 7 show that
the hybrid does noticeably better than both the conditional and least favorable tests
in some cases with slack moments. Appendix A establishes size control for hybrid
tests based on the dual approach even when the solution to (12) is non-unique or
degenerate.
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6 Implementation
This section provides guidance for researchers seeking to implement the methods de-
scribed in this paper. As in our theoretical results above, we assume that the researcher
has a moment function
g(Di, β, δ) = Yi(β)−Xi(β)δ (18)
for Yi(β) ∈ Rk, δ ∈ Rp, andXi(β) a k×pmatrix. We assume that at the true parameter
values EP [Yi(β)−Xi(β)δ|Zi] ≤ 0, where Zi is a vector of instruments and Xi(β) is
non-random given Zi. We suppose the researcher wishes to compute confidence sets
for β. This is often done by discretizing the parameter space for β as {β1, . . . , βL},
and then testing pointwise whether each βl in the grid is contained in BI(P ). The
confidence set then collects the non-rejected points.
Sections 6.1 to 6.4 provide guidance on how to test whether a single value of β is
in the identified set, which can then be applied to all points in the grid. Sections 6.5
and 6.6 discuss implementation in extensions of this basic setting, such as when the
researcher wishes to conduct inference on (functions of) linear parameters, or when
there are non-linear nuisance parameters.
Alternative Procedures While the linear conditional structure assumed in this
paper is present in a variety of moment inequality settings, there are practically im-
portant cases where our results do not apply but alternatives are available. First, one
may have unconditional moment inequalities that are nonetheless linear in the param-
eters, in which case one can use the approaches of Cho & Russell (2019) or Gafarov
(2019). Alternatively, in settings with unconditional moment inequalities that may or
may not be linear in the nuisance parameters δ, or where we may be interested in a
nonlinear function of the parameters, one can use the approaches of e.g. Bugni et al.
(2017) and Kaido et al. (2019a). For more discussion of the comparison among these
options, see Kaido et al. (2019a) and Gafarov (2019). Other alternatives include the
procedures discussed by Romano & Shaikh (2008) and Chen et al. (2018).
Asymptotic validity for the procedures discussed above (and for the present paper
– see Appendix D) are established under the assumption that the number of moments
is fixed as the sample size tends to infinity. This assumption may yield unsatisfactory
performance if the number of moments is large relative to the sample size. By contrast,
the approach of Belloni et al. (2018) gives guarantees even in high-dimensional settings,
30
while the approach of Flynn (2019) allows a continuum of moments. Finally, the
results of Chernozhukov et al. (2015) apply in conditional moment settings where the
moments may be nonlinear in the nuisance parameters, and dimension of g(Di, β, δ)
may be large.
6.1 Estimating Σ
All of the tests for whether β ∈ BI(P ) described in this paper require an estimate of
the average conditional variance Σ(β) = EP [V arP (Yi(β)|Zi)]. It is important to note
that Σ(β) depends on the non-linear parameter β, and thus must be estimated at each
grid point; for ease of exposition, however, we fix β and drop the explicit dependence
of Σ, Y , and X on β for the remainder of the section.
The average conditional variance Σ can be estimated using the matching procedure
proposed by Abadie et al. (2014). To do this, define ΣZ = V̂ ar(Zi).21 For each i, find
the nearest neighbor using the Mahalanobis distance in Zi:
`Z (i) = argminj∈{1,...,n},j 6=i (Zi − Zj)′Σ−1Z (Zi − Zj) .
The estimate of Σ is then:
Σ̂ =
1
2n
n∑
i=1
(
Yi − Y`Z(i)
) (
Yi − Y`Z(i)
)′
.
Proposition 10 in Appendix D proves that, under additional assumptions, Σ̂ consis-
tently estimates Σ.
6.2 Implementing the LF and LFP Tests
We can test whether a particular value β is in the identified set using the LF or LFP
tests by solving the linear program (10) and rejecting if and only if the optimal value
ηˆ exceeds a critical value.
To compute the least-favorable projection critical value via simulation, draw a
21The matching procedure described below assumes that V̂ ar(Zi) is invertible. In certain applica-
tions, such as in our Monte Carlo, elements of Zi may be linearly dependent by construction, leading
V̂ ar(Zi) to be singular. In this case conditioning on a maximal linearly independent subset of Zi
is equivalent to conditioning on the full vector, so one can drop dependent elements from Zi until
V̂ ar(Zi) is invertible.
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k×S matrix Ξ of independent standard normals.22 Let Ξmax denote the S × 1 vector
where the sth element is the maximum of the sth column of Σ̂1/2 Ξ. Set cα,LFP (Σ̂) to
the 1− α quantile of Ξmax.
Similarly, to compute the least favorable critical value, again let Ξ be a k×S matrix
of independent standard normal draws. Denote by ξs the sth column of Σ̂1/2 Ξ. For
each s = 1, . . . , S, calculate
ηs =
minη,δ η
subject to (ξs −Xn,jδ)/
√
Σ̂jj ≤ η ∀j.
Set cα,LF (Σ̂) to the 1− α quantile of {η1, . . . , ηS}.
6.3 Implementing the Conditional Test
To implement the conditional test in practice, we recommend taking the following
steps:
1. Solve the primal LP (10) using the dual-simplex method, which generates as a
byproduct multipliers γˆ corresponding to a vertex of the solution set in the dual
problem (see Appendix A).
2. Check whether there are exactly p+1 positive multipliers in γˆ, and if so, whether
the rows of the constraint matrix corresponding with the positive multipliers,
Wn,B, are full-rank.
3. If the conditions checked in step 2 hold, compute V lo and Vup using the analytical
formulas in (14) and (15), replacing Σ by Σ̂. Otherwise, V lo and Vup must be
calculated using the definition in (22) and (23) in Appendix A. This can be done
using a bisection method, which we describe in Appendix H.
4. Compute the 1−α quantile of the truncated standard normal distribution with
truncation points V lo/
√
γ′Σ̂γ and Vup/
√
γ′Σ̂γ.23 Reject the null if and only if
22Note that Ξ need only be drawn once, and can be reused for many iterations of the LFP test,
as well as for the LF test. Holding the simulation draws fixed as we vary β is likely to produce
confidence sets with smoother boundaries and may ease the computational burden.
23In our implementation, we do this via simulation using the method of Botev (2017) to efficiently
simulate truncated normal draws. The critical value can also be calculated by inverting a normal
CDF, as in equation (16), but we found the former method less prone to numerical precision errors.
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ηˆ/
√
γ′Σ̂γ exceeds this critical value.24
6.4 Implementing the Hybrid Test
To implement the hybrid test, for κ ∈ (0, α) (we use κ = α/10 in our simulations),
1. Solve the primal LP (10) using the dual-simplex method, which generates as a
byproduct multipliers γˆ corresponding to a vertex of the solution set to the dual
problem.
2. Compare the resulting value ηˆ to cκ,LF (Xn, Σ̂(β)), calculated as described in
Section 6.2. If ηˆ exceeds this critical value, reject; otherwise continue the pro-
cedure.
3. Follow steps 2 and 3 from the conditional approach to compute V lo and Vup.
4. Compute the 1 − α−κ
1−κ quantile of the truncated standard normal distribution
with lower truncation point V lo/
√
γ′Σ̂γ and upper truncation point
Vup,H/
√
γ′Σ̂γ = min
(
Vup, cκ,LF (Xn, Σ̂(β))
)
/
√
γ′Σ̂γ.
Reject the null if and only ηˆ/
√
γ′Σ̂γ exceeds this critical value.
6.5 Inference with Non-Linear Nuisance Parameters
In some cases, we may have moments of the form
g(Di, β1, β2, δ) = Yi(β1, β2)−Xi(β1, β2)δ
and be interested in conducting inference only on β1. In this case, we can conduct
pointwise inference over a grid for β = (β1, β2). We then reject for a particular value
of β1 if and only if for all values of β2 we reject the hypothesis that (β1, β2) is in the
identified set (that is, we apply the projection method to eliminate β2, while applying
24To apply the asymptotic uniformity results developed in Appendix D, here and for the hybrid
test below we should reject if and only if ηˆ/
√
γ′Σ̂γ exceeds the maximum of this critical value and
−C, for C a user-selected positive constant.
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the methods developed in this paper to eliminate δ). Alternatively, one could use one
of the methods discussed above which can directly address nonlinear parameters.
6.6 Inference on Linear Parameters
In certain applications, we may have linear moments of the form EP [Yi −Xiδ|Zi] ≤ 0,
where Yi and Xi do not explicitly depend on a non-linear parameter, and we may be
interested in conducting inference on a linear combination of the parameters, β = l′δ
(or l(Xn)′δ). For instance we might be interested in constructing confidence intervals
for the coefficient on Xj, in which case we would set l = ej, the vector with a 1 in the
jth position and zeros elsewhere. If we did this once for every parameter we would
obtain confidence intervals for each of the individual coefficients. Linear combinations
of δ may be of interest in other settings as well – e.g., in Wollman (2018) and our
Monte Carlo, the average cost of marketing a new product is a linear combination of
δ.
We first note that we can recast this problem into the standard form (18) and then
use any of the methods described above. To see this, let B be a full rank matrix with
l in the first row, so that Bδ = (β, δ˜′)′ for some δ˜. If we let M−1 be the selection
matrix that selects all but the first column of a matrix we have25
Y −Xδ = Y −X(B−1B)δ = (Y −XB−1e1β)−XB−1M−1δ˜ ≡ Y˜ (β)− X˜δ˜.
Since V arP (Yi −Xiδ|Zi) does not depend on δ, Σ need only be estimated once
and confidence sets for l′δ using the LF and LFP methods can be obtained from a
linear program (there is no need for point-wise grid test inversion). For example to
compute the upper bound of the confidence set for β = l′δ one can solve
maxδ l
′δ
subject to (Yn,j −Xn,jδ)/
√
Σ̂jj ≤ cα ∀j, where cα ∈ {cα,LF , cα,LFP}.
(19)
So far we have discussed the case without non-linear nuisance parameters, but this
approach extends to the case where we are interested in β1 = l′δ and Y and X depend
on the non-linear nuisance parameter β2. In this case, one can recast the problem as
25M ′−1 = [0, Ik−1] where 0 is the zero vector, and Ik−1 is the k − 1 dimensional identity matrix.
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described above so that the moments can be written as m((β1, β2), δ˜), and then follow
the approach in Section 6.5 for non-linear nuisance parameters. Given our assump-
tion that the conditional covariance matrix does not depend on the linear nuisance
parameters, computational shortcuts are still available and confidence intervals can
be calculated by running a linear program analogous to (19) for each β2 and taking
the maximum of the resulting values as the final upper bound.
7 Simulations
Our simulations are calibrated to Wollman (2018)’s study of the bailouts of GM and
Chryslers’ truck divisions. To estimate the effect of the bailouts while allowing product
repositioning, Wollmann needs to know the fixed cost of marketing a product. He
obtains bounds based on conditional moment inequalities.
We adopt the notation of Example 3 above, so Jf,i,t is the set of products marketed
by firm f in market i in period t, and ∆pi(Jf,i,t, J ′f,i,t) is the difference in expected
profits from marketing Jf,i,t rather then J ′f,i,t. Jf,i,t\j and Jf,i,t∪j are the sets obtained
by deleting and adding product j from the set Jf,i,t respectively. Following Wollman
(2018), the fixed cost to firm f of marketing product j at time t is β(δc,f + δggj) if the
product was marketed last year (j ∈ Jf,i,t−1), and δc,f + δggj otherwise. Here δc,f is a
per-product cost which is constant across products but may differ across firms, while
gj is the gross weight rating of product j.
If we begin with the case where fixed costs are constant across firms (δc,f = δc
for all f) and again let 1{·} denote the indicator function, we obtain four conditional
moment inequalities by adding and subtracting one product at a time from the set
marketed. For instance, similar to the Example 3 above, if firm f markets product j
at both t− 1 and t, then for
m1(θ)j,f,i,t ≡ − [∆pi(Jf,i,t, Jf,i,t \ j)− (δc + δggj)β]× 1 {j ∈ Jf,i,t, j ∈ Jf,i,t−1,} ,
we must have E
[
ml(θ)j,f,i,t|Vf,i,t
] ≤ 0 for all variables Vf,i,t in the firm’s information
set when time-t production decisions were made, since otherwise the firm would have
chosen not to market product j in period t. Analagously, considering products that
were marketed at time t but not time t− 1 yields moment function
m2(θ)j,f,i,t ≡ − [∆pi(Jf,i,t, Jf,i,t \ j)− δc − δggj]× 1 {j ∈ Jf,i,t, j /∈ Jf,i,t−1} ,
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while considering products not marketed at time t yields moment functions
m3(θ)j,f,i,t ≡ − [∆pi(Jf,i,t, Jf,i,t ∪ j) + (δc + δggj)β]× 1 {j /∈ Jf,i,t, j ∈ Jf,i,t−1} ,
m4(θ)j,f,i,t ≡ − [∆pi(Jf,i,t, Jf,i,t ∪ j) + δc + δggj]× 1 {j /∈ Jf,i,t, j /∈ Jf,i,t−1} .
If the observed data result from a Nash equilibrium then E
[
ml(θ)j,f,i,t|Vf,i,t
] ≤ 0 for
l ∈ {1, 2, 3, 4} and all variables Vf,i,t in the firm’s information set at the time of the
decision.
We obtain two further conditional moment inequalities by considering heavier and
lighter models than the firm actually marketed. To state them formally, define
J−(j, f, i, t) ≡ {j′|gj′ < gj, j′ /∈ Jf,i,t, j′ /∈ Jf,i,t−1},
J+(j, f, i, t) ≡ {j′|gj′ > g, j′ /∈ Jf,i,t, j′ /∈ Jf,i,t−1}.
and let
m5j,f,i,t(θ) ≡ −
(∑
j′∈J−(j,f,i,t) [∆pi(Jf,i,t, (Jf,i,t \ j) ∪ j′)− δg(gj − gj′)]
#J−(j, f, i, t)
)
×1 {j ∈ Jf,i,t, j /∈ Jf,i,t−1} ,
m6j,f,i,t(θ) ≡ −
(∑
j′∈J+(j,f,i,t)[∆pi(Jf,i,t, (Jf,i,t \ j) ∪ j′) + δg(gj − gj′)]
#J+(j, f, i, t)
)
×1 {j ∈ Jf,i,t, j /∈ Jf,i,t−1} .
We calibrate our simulation designs using estimates based on Wollmann’s data (for
details see Appendix G). In each simulation draw we generate data from a cross-section
of 500 independent markets.26 This is substantially larger than the 27 observations
used by Wollmann, but allows us to consider specifications with a widely varying
number of moments. As in Wollmann, f ∈ {1, . . . , F}, and there are nine firms so
F = 9. To generate data we model the expected and observed profits for firm f from
marketing product j in market i in period t, denoted by pi∗j,f,i,t and pij,f,i,t respectively,
as
pi∗j,f,i,t = ηj,i,t + j,f,i,t, and pij,f,i,t = pi
∗
j,f,i,t + νj,i,t + νj,f,i,t,
where the ν terms are mean zero disturbances that arise from expectational and
measurement error and the η and  terms represent product-, market-, and firm-
26The data in Wollman (2018) are a time-series but his variance estimates assume no serial corre-
lation, so we adopt a simulation design consistent with this.
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specific profit shifters known to the firm when marketing decisions are made. The
distributions of these errors are calibrated to match moments in Wollmann’s data, as
described in Appendix G.27
The moments used to estimate our model are averages (over markets i) of
1
J
∑
j
(
mlj,f,i(θ)⊗ Z˜j,f,i
)′
, (20)
where we also average over all firms assumed to share the same fixed cost δf,c. Since we
consider a single cross-section of markets we suppress the time subscript. We present
results both for the case where Z˜j,f,i includes only a constant and for the case where
the last two moments are interacted with a constant but the first four moments are
interacted with both a constant and the common profit-shifters η,
Z˜j,f,i = (1, η
+
j,i, η
−
j,i),
for q+ = max{q, 0} and q− = −min{q, 0}. In the model with a single constant term,
δc,f = δc for all f , this generates 6 and 14 moment inequalities. We also present results
when the nine firms are divided into three groups each with a separate constant term,
and when each firm has a separate constant term. For each specification we consider
the first four moments separately for the firm(s) associated with distinct parameters
δc,f , but average the last two moments across all firms as they do not depend on the
constant terms. This generates 14 and 38 moments for the three group classification,
and 38 and 110 moments when each firm has a separate constant term. To estimate
the conditional variance Σ, in each specification we define the value of the instrument
Zi in market i as the Jacobian of (20) with respect to the linear parameters (δg, {δc,f}).
We consider inference on three parameters of interest: the cost of marketing the
truck of mean weight when it was marketed in the prior year;28 the incremental cost
27The terms ηj,i,t and νj,i,t reflect product/market/time “shocks” that are known and unknown to
the firms, respectively, when they make their decisions. Shocks of this sort are an important aspect
of Wollmann’s setting. Note that Wollmann also estimates (point-identified) demand and variable
cost parameters in a first step, while for simplicity we treat the variable profits pij,f,i,t as known to
the econometrican.
28When we assume δc,f is common across firms this is δc+δgµg, where µg is the population average
weight of trucks. When we allow the estimated δc parameters to vary across groups, we estimate l′δ,
for l = ( 1G , . . . ,
1
G , µg)
′, where G denotes the number of groups and δ = (δc,1, ..., δc,G, δg)′. Note that
since the simulation DGP holds the true value of δc constant across groups, the true value of the
parameter is the same in all specifications.
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of changing the weight of a product, δg; and the non-linear parameter β, where 1− β
represents the proportional cost savings from marketing a product that was previously
marketed relative to a new product. For the first two parameters, each of which can be
written as a linear combination of the vector δ, we hold β fixed at its true value to allow
us to examine performance in the linear case discussed in Section 6.6. As discussed
in Section 6.5, if we instead treated β as unknown we could form joint confidence sets
for β along with the linear combination of interest, and could form confidence sets for
the linear parameter alone by projection. For inference on β we treat the entire vector
δ as a nuisance parameter. All results are based on 500 simulation runs.
We begin our discussion of the results with Figure 1, which shows rejection prob-
abilities for the cost of the mean-weight truck.29 The vertical dashed lines denote the
conservative estimates for the bounds of the identified set, and the four curves repre-
sent the probability that each of the four methods considered rejects a given null value
of the parameter of interest.30 There is a clear ranking of the power of the LFP, LF,
and Hybrid procedures in Figure 1. In all specifications, the LF test has noticeably
higher power than the LFP. The hybrid test has power comparable to or above the LF
test in all specifications, with substantial differences emerging in cases with a larger
number of moments and parameters. The performance of the conditional test is more
nuanced. When the number of moments per parameter is small, the conditional test
performs very similarly to the hybrid, and is at least as good as the LF and LFP.
When we increase the number of moments holding the number of parameters fixed,
the conditional again performs similarly to the hybrid for parameter values close to
the identified set bounds, but can have power substantially below any of the other
methods far away from the identified set (see for instance Panel (d) of Figure 1).
The power declines for the conditional test reflect that the set of binding moments is
not well-separated in this example. In particular, one can show that in this simulation
29Note that all of our simulation results in this section hold the data generating process constant
but vary the parameter values considered. Hence, the curves plotted should be interpreted as rejection
probabilities for tests of different null hypotheses, or one minus the coverage probability for confidence
sets.
30We cannot solve for the true identified set analytically, so we approximate it by the set satisfying
the sample (unconditional) moment inequalities based on a simulation run with five million obser-
vations. To ensure that our estimate of the identified set is conservative, we follow Chernozhukov
et al. (2007) and add a correction factor to the moments of log(n)/
√
n ≈ .003 when n=5,000,000.
Hence, our estimate of the identified is conservative in these simulations due to both (a) the Cher-
nozhukov et al. (2007) correction factor and (b) the use of unconditional rather than conditional
moment inequalities.
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design, when the parameter of interest is the cost of the mean-weight truck we have
a multiplicity of solutions to the population moments when the number of moments
per parameter is large. As a result, we often have multiple near-solutions to the linear
program (10) in sample.31 As noted in Section 5, the conditional test may perform
poorly in such settings, and this prediction is borne out in this application. Our hybrid
test eliminates these problems, as intended.
Figure 2 reports rejection probabilities for testing hypotheses on the nonlinear pa-
rameter β. Unlike in our simulations for the linear parameters, when testing nonlinear
parameters it is sometimes the case that no procedure has rejection probability going
to one over the grid we consider, though this phenomenon disappears in all but the
conditional power curves when we interact the conditional moments with the profit
shifters (η+j,i, η
−
j,i). Regardless, we see that the LF test has higher power than the LFP,
and that the power of the hybrid test is higher still. The conditional test performs
reasonably well in cases with a small number of moments and parameters (e.g. in
Panel (a)) but it has power well below any of the other tests considered at many
parameter values in some cases with more moments and/or parameters.
Rejection probabilities for testing hypotheses on δg are similar to those for testing
the cost of the average weight truck, though with better performance for the condi-
tional test, and so are reported in Appendix G to conserve space. One notable feature
of these results is that the identified set for δg does not change across specifications, so
unlike for our analysis of the other parameters, the specifications with more than six
moments are adding moments and nuisance parameters without changing the iden-
tified set. The results in this case confirm that the hybrid approach appears less
sensitive to the addition of parameters and slack moments than the LF or LFP.
Table 1 reports the size (formally, the maximal null rejection probability over the
estimated identified set) for all the tests considered. As expected all tests approxi-
mately control size, with the maximal null rejection probabilities for nominal 5% tests
bounded above by 8%, and this bound is reached only in cases with 110 moments.32
Our estimates for the identified set are conservative, so those rejection probabilities
should, if anything, overestimate the true maximal rejection probability.
31Less frequently, we have multiple exact solutions, in which case we apply the dual approach.
32We also ran simulations defining the identified set without the conservative Chernozhukov et al.
(2007) correction factor, and the only designs for which this resulted in a difference of maximal
rejection probabilities of more than 0.01 were two of the runs with 110 moments, where the bounds
with the correction implied probabilities of 0.07 and 0.08, compared to 0.02 and 0.01 without the
correction.
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Figure 1: Rejection probabilities for 5% tests of fixed cost for truck of mean weight
(a) 2 Parameters, 6 Moments (b) 2 Parameters, 14 Moments
(c) 4 Parameters, 14 Moments (d) 4 Parameters, 38 Moments
(e) 10 Parameters, 38 Moments (f) 10 Parameters, 110 Moments
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Figure 2: Rejection probabilities for 5% tests of β
(a) 3 Parameters, 6 Moments
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(b) 3 Parameters, 14 Moments
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(c) 5 Parameters, 14 Moments
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(d) 5 Parameters, 38 Moments
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(e) 11 Parameters, 38 Moments
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(f) 11 Parameters, 110 Moments
0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
R
eje
cti
on
 P
rob
ab
ilit
y
LFP LF Conditional Hybrid Identified Set Bound
41
Table 1: Median Excess Length and Size
(a) Parameter: Cost of Mean-Weight Truck
Median Excess Length
#Parameters #Moments LFP LF Cond. Hybrid
2 6 5.32 3.99 4.07 3.75
2 14 12.75 10.48 10.49 8.54
4 14 7.56 5.91 4.07 4.37
4 38 19.08 16.33 14.68 11.60
10 38 12.70 10.20 4.71 4.71
10 110 25.61 22.36 17.91 14.34
Max Size
LFP LF Cond. Hybrid
0 0.02 0.02 0.02
0 0 0.02 0.02
0 0 0.02 0.02
0 0 0.03 0.03
0 0 0.02 0.01
0 0 0.08 0.07
(b) Parameter: δg
Median Excess Length
#Parameters #Moments LFP LF Cond. Hybrid
2 6 6.02 4.28 4.18 3.93
2 14 6.91 5.40 4.43 4.18
4 14 7 5.19 4.43 4.18
4 38 7.97 6.68 4.43 4.43
10 38 8.10 6.58 4.43 4.43
10 110 9.11 7.69 5.18 5.18
Max Size
LFP LF Cond. Hybrid
0.01 0.04 0.05 0.06
0 0.02 0.05 0.05
0 0.03 0.05 0.06
0 0 0.05 0.05
0 0.01 0.05 0.05
0 0 0.03 0.03
(c) Parameter: β
Median Excess Length
#Parameters #Moments LFP LF Cond. Hybrid
3 6 118.69 61.87 41.67 36.62
3 14 0.76 0.56 0.45 0.35
5 14 10.25 7.78 6.01 5.3
5 38 0.86 0.66 0.96 0.45
11 38 1.41 1.01 1.01 0.81
11 110 0.86 0.66 2.57 0.56
Max Size
LFP LF Cond. Hybrid
0 0 0 0
0 0 0.01 0.01
0 0 0.01 0.01
0 0 0.03 0.03
0 0 0.01 0.01
0 0 0.05 0.04
42
Table 1 also reports the median excess length of each confidence set, defined as the
difference between the length of the confidence interval and that of the identified set.
This provides a summary measure of the extent to which the confidence interval is
longer than the identified set. The ranking of confidence sets based on median excess
length agrees with the ranking from Figures 1 and 2, with the median excess length
for the hybrid comparable to or below that for the LF, which is strictly below that
of the LFP. The conditional performs comparably to the hybrid in cases with a low
number of moments per parameter, but sometimes performs distinctly worse when the
number of moments per parameter is higher. We report results for other quantiles of
the excess length distribution in Appendix G.
Lastly, Table 2 reports runtimes in minutes to calculate confidence sets for each
parameter. Notably, all runtimes, even those for the non-linear parameter when there
are eleven parameters in total, are well within acceptable limits for most empirical
projects.
A few comparisons between the procedures are worth noting. When conducting
inference on the linear parameters, the LF and LFP procedures are substantially faster
than the hybrid and conditional approaches. This is because confidence intervals for
the former can be computed using linear programming, as described in Section 6.6,
whereas the latter approaches rely on test inversion over a grid. All procedures become
slower when conducting inference on a non-linear parameter, since they all rely on an
estimate of the conditional covariance matrix, which now needs to be computed at
each grid point; additionally, the LF and LFP now rely on test inversion over a grid as
well. For the non-linear parameter, the LFP and conditional approaches are typically
faster than the LF and hybrid, since the former need only calculate one linear program
for each grid point, whereas the latter methods require simulating the results of the
linear program many times for each grid point.33 We stress, however, that at least for
the simulation designs we consider, all four procedures remain highly tractable, and
runtimes could be improved using parallelization.
33If computation times are an issue for the hybrid, the LF first stage can be replaced with a LFP
first stage, yielding a faster but somewhat less powerful test.
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Table 2: Computation Times
(a) Parameter: Cost of Mean-Weight Truck
Runtime - Minutes
#Parameters #Moments LFP LF Conditional Hybrid
2 6 0.11 0.18 0.44 0.41
2 14 0.05 0.13 5.44 1.67
4 14 0.08 0.15 6.56 2.12
4 38 0.07 0.15 5.06 1.3
10 38 0.13 0.22 4.77 0.99
10 110 0.13 0.21 4.47 0.92
(b) Parameter: δg
Runtime - Minutes
#Parameters #Moments LFP LF Conditional Hybrid
2 6 0.08 0.16 6.69 2.54
2 14 0.05 0.13 5.2 2.14
4 14 0.08 0.15 6.01 1.96
4 38 0.07 0.15 4.78 1.63
10 38 0.13 0.22 3.77 1.03
10 110 0.13 0.21 3.87 1.04
(c) Parameter: β
Runtime - Minutes
#Parameters #Moments LFP LF Conditional Hybrid
3 6 5.24 13.68 5.27 13.69
3 14 5.65 14.02 5.68 14.02
5 14 6.9 15.36 6.93 15.37
5 38 8.16 17.12 8.17 17.12
11 38 11.94 20.95 11.95 20.96
11 110 16.78 32.95 16.74 32.96
This table shows runtimes to calculate confidence sets based on one simulated dataset for each
specification, without parallelization, on a 2014 Macbook Pro with a 2.6 GHz Intel i5 Processor and
16GB of RAM. For the linear parameters (Panels a and b), the confidence sets for the LF and LFP
are computed using linear programming, as described in Section 6.6, and we use a grid of 1,001
parameter values for the hybrid and conditional approaches. For the non-linear parameter β, all
four procedures use a grid of length 100. See Appendix G for additional details on the simulation
specification.
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8 Conclusion
This paper considers the problem of inference based on linear conditional moment in-
equalities, which arise in a wide variety of economic applications. Using linear condi-
tional structure, we develop inference procedures which remain both computationally
tractable and powerful in the presence of nuisance parameters, including conditional
and hybrid procedures which are insensitive to the presence of slack moments. We
find good performance for our least favorable, conditional, and hybrid procedures un-
der a variety of simulation designs based on Wollman (2018), with especially good
performance for the hybrid.
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Supplement to the paper
Inference for Linear Conditional
Moment Inequalities
Isaiah Andrews Jonathan Roth Ariel Pakes
September 24, 2019
This supplement contains proofs and additional results for the paper “Inference
for Linear Conditional Moment Inequalities.” Section A discusses results for an al-
ternative formulation of the conditional approach based on the dual linear program,
which allows the possibility of non-unique or degenerate solutions. Section B devel-
ops some additional results for the dual problem used in Section A. All proofs for the
finite-sample normal model are collected in Section C. Section D states our asymptotic
results, while proofs for these results are given in Section E. Section F provides sim-
ulation results for our tests in a simple example without nuisance parameters, while
Section G provides additional details and results for the simulation designs discussed
in Section 7 of the main text. Finally, Section H discusses a bisection algorithm for
computing bounds used in the dual conditioning approach.
A Conditional Inference Based on the Dual
This section describes a conditioning approach based on a dual linear program which
can be applied even in settings where the linear program (12) has a non-unique or
degenerate solution, but which is equivalent to the primal conditioning approach de-
scribed in the main text when the solution to (12) is unique and non-degenerate. To
formally describe the dual approach, we first define the dual linear program.
Lemma 8 When ηˆ as defined in Lemma 3 is finite, it is equal to
maxγ γ
′Yn
subject to γ ≥ 0, W ′nγ = e1.
(21)
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for Wn the matrix with row j equal to Wn,j =
( √
Σjj Xn,j
)
and e1 = (1, 0, ..., 0)
′
the first standard basis vector.
The set of solutions to the dual linear program is
Γ̂ = {γ : ηˆ = γ′Yn, γ ≥ 0, W ′nγ = e1} .
This set is defined by a collection of linear equalities and inequalities and so is a
polytope. Our dual approach conditions on the set of vertices V̂ of Γ̂. Results in the
next section show that this set of solution vertices has finite support, and that any
pair of possible vertices γ1, γ2 arise together with probability either zero or one
Prµn
{
{γ1, γ2} ⊆ V̂
}
∈ {0, 1}.
Thus, conditioning on a given value for the set of vertices, V̂ = V, is equivalent to
conditioning on γ ∈ V̂ for any γ ∈ V, up to sets of measure zero. We thus consider
inference conditional on γ ∈ V̂ . We further discuss the set of vertices V̂ and its
properties in the next section.
As before, the distribution of ηˆ conditional on γ ∈ V̂ will in general depend on the
full vector µn, rather than just on γ′Yn. To eliminate dependence on µn other than
through γ′Yn we again condition on a sufficient statistic for the rest of the vector µn,
Sn,γ =
(
I − Σγγ′
γ′Σγ
)
Yn, which coincides with Sn,B defined in the main text for γ = γn,B.
We obtain the following conditional distribution for ηˆ:
Lemma 9 The conditional distribution of ηˆ given γ ∈ V̂ and Sn,γ = s is truncated
normal,
ηˆ|
{
Sn,γ = s & γ ∈ V̂
}
∼ ξ|ξ ∈ [V lo(s),Vup(s)]
for ξ ∼ N(γ′µn, γ′Σγ),
V lo (s) = min
{
c :
c = maxγ˜ γ˜
′
(
s+ Σγ
γ′Σγ c
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
(22)
and
Vup (s) = max
{
c :
c = maxγ˜ γ˜
′
(
s+ Σγ
γ′Σγ c
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
, (23)
provided s is such that the set on the right hand side of (22) is nonempty.
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Thus, we see that the dual conditioning approach yields conditional distributions of
the same form as those based on primal approach, up to the difference in the truncation
points. Unlike our result in Lemma 7 for the primal case, however, Lemma 9 does
not impose any conditions regarding uniqueness or nondegeneracy of the solution to
either the dual or primal problems.
Our next result shows that when the solution γ to the dual satisfies additional
conditions, the truncation points V lo and Vup in Lemma 9 are the same as those
obtained in the primal problem.
Proposition 5 Suppose there exists γ ∈ V̂ with exactly p+ 1 strictly positive entries.
Let B denote the set of rows for these entries, and suppose that B corresponds to
linearly independent rows of Wn. Then there exists a solution to the primal problem
(12) with the moments B binding, γ = γn,B as defined in Lemma 6, and the definition
of V lo and Vup in equations (14) and (15) coincides with that in equations (22) and
(23).
The conditions on γ in this proposition are implied by existence of a unique, non-
degenerate solution to the primal problem.
Lemma 10 If there is a unique, non-degenerate solution (ηˆ, δˆ′)′ to the primal problem
(12), any solution γˆ ∈ Γ̂ to the dual problem satisfies the conditions of Proposition 5.
This result suggests a straightforward way to proceed in practice. The widely-used
dual-simplex algorithm for solving the primal problem (12) automatically generates
a vertex γˆ ∈ V̂ of the dual solution set as well. To determine how to calculate the
truncation points V lo and Vup, we can thus simply check whether the conditions of
Proposition 5 hold at this solution. If they do we can calculate V lo and Vup using the
closed-form expressions given in Lemma 6, while otherwise we can use (22) and (23).34
Going forward we consider the conditional test
φC = 1
{
ηˆ > cα,C
(
γˆ,V lo(Sn,γˆ),Vup(Sn,γˆ),Σ
)}
.
If the solution to (12) is unique and non-degenerate this test coincides with (17).
34In particular, one can show that the set on the right hand side of (22) is convex, so we can quickly
find lower and upper bounds using e.g. the bisection method (see Section H). See Section 6 in the
main text for further discussion of implementation.
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Conditional and Unconditional Size Control Now that we have formulated the
conditional test in the general case, we can establish conditional and unconditional
size control.
Proposition 6 Under Assumption 1, the conditional test φC has size α both condi-
tional on γ ∈ V̂ ,
sup
µn∈M0
Eµn
[
φC |γ ∈ V̂
]
= E0
[
φC |γ ∈ V̂
]
= α
for all γ such that Prµn
{
γ ∈ V̂
}
> 0, and unconditionally,
sup
µn∈M0
Eµn [φC ] = E0 [φC ] = α.
Size Control for Hybrid Tests We can likewise show that the hybrid test based
on the dual formulation controls size. As before, hybrid tests reject when ηˆ >
cκ,LF (Xn,Σ), and otherwise modify the upper bound to
Vup,H(s) = min {Vup(s), cκ,LF (Xn,Σ)} ,
yielding the test
φH =
{
ηˆ > cα−κ
1−κ ,C
(
γˆ,V lo(Sn,γˆ),Vup,H(Sn,γˆ),Σ
)}
.
Proposition 7 Under Assumption 1, the hybrid test φH has size α−κ1−κ conditional on
ηˆ ≤ cκ,LF (Xn,Σ) and γ ∈ V̂ for all γ such that Prµn
{
ηˆ ≤ cκ,LF (Xn,Σ), γ ∈ V̂
}
> 0,
sup
µn∈M0
Eµn
[
φH |ηˆ ≤ cκ,LF (Xn,Σ), γ ∈ V̂
]
= E0
[
φH |ηˆ ≤ cκ,LF (Xn,Σ), γ ∈ V̂
]
=
α− κ
1− κ ,
and has unconditional size α,
sup
µn∈M0
Eµn [φH ] = E0 [φH ] = α.
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B Properties of the Dual Solution Verticies V̂
In this section we further discuss the set of solution vertices V̂ used in the dual
conditioning approach. As noted above, the set of solutions γ to the dual problem is
the polytope
Γ̂ = {γ : ηˆ = γ′Yn, γ ≥ 0, W ′nγ = e1} .
Letting V̂ = V̂ (Yn,Wn) denote the set of vertices of Γ̂, and
Ĉ = C(Yn,Wn) = {γ : γ′Yn = 0, γ ≥ 0,W ′nγ = 0} ,
the characteristic cone of Γ̂, we can write Γ̂ = CH(V̂ ) + Ĉ for CH(A) the convex hull
of a set A, where we use B+D to denote the Minkowski sum of sets B and D (see e.g.
Chapter 8.2 of Schrijver (1986)). Let us further define the set of values γ satisfying
the constraints in (21) (often called the feasible set) as
F = {γ : γ ≥ 0,W ′nγ = e1} .
The set F is again a polytope. Let VF denote the vertices of F , often called the basic
feasible solutions to the linear program (21). Any vertex of Γ̂ must also be a vertex of
F (see e.g. Chapter 8.3 of Schrijver (1986)), so V̂ ⊆ VF . We can view V̂ as a random
variable with support contained in the (finite) power set of VF .
Lemma 10 and Proposition 5 above show that when the primal problem has a
unique and non-degenerate solution, conditioning on the set of vertices V̂ is equivalent
to conditioning on the set of binding moments in the primal problem. In more general
cases, however, conditioning on V̂ rather than the set of binding moments resolves a
number of difficulties. Specifically, when there are multiple solutions to the primal
problem, approaches that condition on the set of binding moments face the question
of which set(s) of binding moments to use. By contrast, our results show that the
presence of multiple solutions to the dual raises no difficulties when we condition on
V̂ . As another alternative, rather than conditioning on V̂ , one might instead condition
on the full solution set Γ̂ or, equivalently, on Ĉ in addition to V̂ . Such conditioning is
unnecessary to obtain tractable tests, however, and would further reduce the variation
in the data usable for inference. We thus do not pursue this possibility.
The problem of conditioning on V̂ is greatly simplified by the fact that the support
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of V̂ is finite and disjoint.
Lemma 11 There is a finite collection of sets V = {V1, V2, ..., Vm} , with Vj ⊆ VF for
all j, such that Prµn
{
V̂ ∈ V
}
= 1, Prµn
{
V̂ = Vj
}
> 0 for all j, and Vj ∩ Vk = ∅ for
all j 6= k.
This result simplifies the problem of conditioning on V̂ , since for any γ ∈ Vj ∈ V
the event γ ∈ V̂ is equivalent to the event V̂ = Vj. Thus, in order for us to construct
conditional tests it will be enough for us to find a single vertex γˆ of V̂ , rather than fully
characterizing V̂ . The widely used dual-simplex method for solving linear programs
finds such a vertex.
C Proofs for Finite-Sample Normal Model
Proof of Lemma 1 Follows immediately from the Lindeberg-Feller central limit
theorem (see e.g. Proposition 2.27 in Van der Vaart (2000))). 
Proof of Lemma 2 Immediate from the central limit theorem for iid data (see e.g.
Proposition 2.17 in Van der Vaart (2000)). 
Proof of Lemma 3 By the definition of the maximum, S (Yn −Xnδ,Σ) is equal to
the smallest value η satisfying
(Yn,j −Xn,jδ)/
√
Σjj ≤ η ∀j.
The result of the lemma follows immediately. 
Proof of Proposition 1 To prove this result, we note first that minδ S (Yn −Xnδ,Σ)
is invariant to shifts of Yn by Xnδ˜, in the sense that
min
δ
S (Yn −Xnδ,Σ) = min
δ
S
(
Yn +Xnδ˜ −Xnδ,Σ
)
for all δ˜.
From this, we see immediately that cα (µn, Xn,Σ) is also invariant, in the sense that
cα (µn, Xn,Σ) = cα
(
µn +Xnδ˜, Xn,Σ
)
for all δ˜. (24)
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Next, we note that minδ S (Yn −Xnδ,Σ) is elementwise nondecreasing in Yn, and thus
that cα (µn, Xn,Σ) is elementwise nondecreasing in µn.
To complete the proof, we first argue that
{cα (µn, Xn,Σ) : µn ∈M0} = {cα (µn, Xn,Σ) : µn ≤ 0} , (25)
so the set of of critical values for µn consistent with the null is equal to the set of critical
values consistent with µn ≤ 0. To see that this is the case, consider any µn ∈ M0,
and note that by the definition ofM0 there exists δ (µn) such that µn−Xnδ (µn) ≤ 0.
By (24) above, however, this means that
cα (µn, Xn,Σ) = cα (µn −Xnδ (µn) , Xn,Σ) .
Since µn − Xnδ (µn) ≤ 0, and we can repeat this argument for all µn ∈ M0, we see
that
{cα (µn, Xn,Σ) : µn ∈M0} ⊆ {cα (µn, Xn,Σ) : µn ≤ 0} .
On the other hand, {µn ≤ 0} ⊆ M0, so (25) follows immediately. Finally, note that
since we showed above that cα (µn, Xn,Σ) is elementwise nondecreasing in µn,
sup
µn≤0
cα (µn, Xn,Σ) = cα (0, Xn,Σ)
which completes the proof. 
Proof of Lemma 4 This result follows from Lemma 10 below. In particular, note
that by Lemma 10 any solution γ to the dual linear program has exactly p+1 nonzero
elements. By complementary slackness the corresponding constraints in the primal
problem (12) must bind, and Lemma 10 implies that the corresponding rows of Wn
have full rank. Further, no additional constraints can bind since this would imply
degeneracy of the solution. 
Proof of Lemma 5 To prove this result, note that since (12) is a linear program,
the Kuhn-Tucker conditions are necessary and sufficient for a solution. By arguments
in the text, if there exists a solution with the moments B binding, then we can write
the optimal values as (ηˆ, δˆ′)′ = W−1n,BYn,B, which sets Yn,B −Wn,B(ηˆ, δˆ′)′ = 0. If the
remaining inequalities fail to hold when evaluated at (ηˆ, δˆ′)′ then (ηˆ, δˆ′)′ is infeasible
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and so not a solution. If, on the other hand, the remaining inequalities hold when
evaluated at (ηˆ, δˆ′)′, then if we take the corresponding Kuhn-Tucker multipliers to be
zero while setting the multipliers on the binding moments equal toMBγn,B = W−1
′
n,B e1,
one can verify that the Kuhn-Tucker conditions hold. 
Proof of Lemma 6 Follows immediately from Lemma 5 together with Lemma 5.1
of Lee et al. (2016). 
Proof of Lemma 7 Follows immediately from Lemma 9 together with Lemma 10
and Proposition 5. 
Proof of Proposition 2 Follows immediately from Lemma 10, together with Propo-
sitions 5 and 6. 
Proof of Proposition 3 We prove this result for the dual conditioning approach
introduced in Section A. That these results also hold in the primal conditioning ap-
proach discussed in Section 5.2 when the solution to the linear program (12) is unique
and non-degenerate is immediate from Lemma 10 and Proposition 5. Our assumptions
imply that the set of feasible vertices VF in the dual problem based on (Yn,m,Wn,Σ)
is non-empty, and that the set of optimal vertices V̂ is likewise non-empty. Since the
primal is feasible by construction, we further know that the dual is bounded. We begin
by showing that V̂ converges to the set V̂B of solution vertices in the dual problem
based on (Yn,m,B,Wn,B,ΣB). In particular, let
V BF,B =
{
γ ∈ Rk : γB ∈ VF,B, γj = 0∀j 6∈ B
}
= {γ ∈ VF : γj = 0∀j 6∈ B}
denote the set of vertices in VF corresponding to vertices VF,B of the feasible region in
the problem restricted to the moments B, and V̂ BB ⊆ V BF,B the analog for V̂B,
V̂ BB =
{
γ ∈ Rk : γB ∈ V̂B, γj = 0∀j 6∈ B
}
.
We will show that Prµn,m
{
V̂ = V̂ BB
}
→ 1.
To establish this result, recall that the dual problem (restricted to γ ∈ VF ) is
max
γ∈VF
γ′Yn,m.
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For any γ ∈ VF with γj 6= 0 for some j 6∈ B, γ′Yn,m →p −∞ as m → ∞. Our
assumption that there exists γB ≥ 0 with W ′n,BγB = e1 implies that there exists at
least one γ˜ ∈ VF such that γ˜j = 0 for all j 6∈ B. Thus, for any γ ∈ VF with γj 6= 0 for
some j 6∈ B, since γ˜′Yn,m = Op(1) as m→∞,
P r {γ˜′Yn,m > γ′Yn,m} → 1.
Thus, all γ ∈ VF with γj > 0 for some j 6∈ B yield a value of the objective smaller than
that for γ˜ with probability tending to one. This implies that Pr
{
V̂ ⊆ V BF,B
}
→ 1.
However, for any γ ∈ V̂ such that γ ∈ V BF,B, γ ∈ V̂ BB as well. Thus, we see that
Pr
{
V̂ = V̂ BB
}
→ 1, as we wanted to show.
For ηˆ the optimal value of η based on (Yn,m,Wn,Σ), and ηˆB the optimal value
based on (Yn,m,B,Wn,B,ΣB), we see that V̂ = V̂ BB , implies ηˆ = ηˆB. Thus, the argument
above shows that ηˆ →p ηˆB as m→∞.
We next argue that the critical values cα,C
(
γˆ,V lo(Sn,m,γˆ),Vup(Sn,m,γˆ),Σ
)
based
on (Yn,m,Wn,Σ) converge to the critical values cα,C
(
γˆB,V lo(Sn,B,γˆB),Vup(Sn,B,γˆB),ΣB
)
which limit attention to the moments B. To do so, we will show that V lo (Sn,m,γˆ)→p
V lo (Sn,B,γˆB) , and likewise for Vup (Sn,m,γˆ) .
Recall, in particular, that
V lo (s) = min
{
c :
c = maxγ˜ γ˜
′
(
s+ Σγ
γ′Σγ c
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
.
By the results above we know that γˆ ∈ V̂ BB with probability approaching one. Note
that for
Sn,m,γˆ =
(
I − Σγˆγˆ
′
γˆ′Σγˆ
)
Yn,m,
the conditioning statistic based on Yn,m, we have γˆ′Yn,m = Op(1), so Sn,m,γˆ,j = Op(1)
for all j ∈ B. By contrast Sn,m,j → −∞ for all j 6∈ B.
Note, next, that by linearity of the problem we can restrict the optimization in the
construction of V lo to γ˜ ∈ VF , and so write
V lo (s) = min
{
c : c = max
γ˜∈VF
γ˜′
(
s+
Σγ
γ′Σγ
c
)}
.
Using the divergence of Sn,m,γˆ, for any γ˜ ∈ VF such that γ˜j > 0 for some j 6∈ B and
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any compact set C,
Pr
{
γ˜′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
< γˆ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
∀c ∈ C
}
→ 1.
From the finiteness of VF , we thus see that for any compact set C
Pr
{
max
γ˜∈VF /V BF,B
γ˜′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
< γˆ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
∀c ∈ C
}
→ 1. (26)
Since γˆ ∈ VF , this implies
Pr
{
max
γ˜∈VF
γ˜′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
= max
γ˜∈V BF,B
γ˜′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
∀c ∈ C
}
→ 1.
Note that by the definition of γˆ,
γˆ′Yn,m = max
γ˜∈VF
γ˜′Yn,m.
Since γˆ ∈ VF , for any v we have
γˆ′(Yn,m + v) ≤ max
γ˜∈VF
γ˜′(Yn,m + v).
Note further that from the definition of Sm,n,γˆ, c = γˆ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ c
)
for any c and
that Yn,m = Sn,m + Σγˆγˆ′Σγˆ γˆ
′Yn,m. Setting v = Σγˆγˆ′Σγˆ (c− γˆ′Yn,m), we then have
c = γˆ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
≤ max
γ∈VF
γ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
∀c.
Note, further, that for all c,
max
γ∈VF
γ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
≥ max
γ∈V BF,B
γ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
,
since the left hand side optimizes over a larger set. The fact that Pr
{
V̂ ⊆ V BF,B
}
→ 1
implies that with probability approaching one
c = γˆ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
≤ max
γ∈V BF,B
γ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
∀c,
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and thus that{
c : c = max
γ∈VF
γ′
(
Sn,m +
Σγˆ
γˆ′Σγˆ
c
)}
⊆
{
c : c = max
γ∈V BF,B
γ′
(
Sn,m +
Σγˆ
γˆ′Σγˆ
c
)}
.
Hence, if V lo(Sn,B,γˆB) is finite then with probability approaching one V lo(Sn,γˆ) is finite
as well.
Note that the distribution of V lo(Sn,B,γˆB) does not depend on m. Further, the
distribution of V lo(Sn,B,γˆB) conditional on V lo(Sn,B,γˆB) being finite is trivially tight.
Hence, conditional on the event that V lo(Sn,B,γˆB) is finite, our argument above for
compact sets C implies that
Pr
{V lo(Sn,m,γˆ) = V lo(Sn,B,γˆB)|V lo(Sn,B,γˆB) finite}→ 1.
On the other hand, when V lo(Sn,B,γˆB) is infinite, we know that
c = γˆ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
= max
γ∈V BF,B
γ′
(
Sn,m,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
for all c sufficiently small. Hence, (26) implies that when V lo(Sn,B,γˆB) = −∞, V lo(Sn,m,γˆ)→p
−∞ as well.
We can apply the same argument for Vup (Sn,m,γˆ) . Note, however, that the condi-
tional critical value is a continuous function of V lo (Sn,mγˆ) and Vup (Sn,m,γˆ) , including
at V lo (Sn,m,γˆ) = −∞ and Vup (Sn,m,γˆ) = ∞. Thus, by the continuous mapping theo-
rem, we see that
(ηˆ, cα,C
(
γˆ,V lo(Sn,m,γˆ),Vup(Sn,m,γˆ),Σ
)
)
converge in distribution to their analogs calculated based on the moments B alone,
(ηˆB, cα,C
(
γˆB,V lo(Sn,B,γˆB),Vup(Sn,B,γˆB),ΣB
)
).
Assumption 1 implies that the variance of γ′Yn is strictly positive for all γB ∈ VF,B.
Hence, γ′BYn,B is continuously distributed and independent of V lo(Sn,B,γˆB), Vup(Sn,B,γˆB),
from which it follows that V lo(Sn,B,γB) < Vup(Sn,B,γB) with probability one. Hence,
since VF,B is finite,
ηˆB − cα,C
(
γˆB,V lo(Sn,B,γˆB),Vup(Sn,B,γˆB),ΣB
)
,
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is continuously distributed, and the result follows from the continuous mapping the-
orem. 
Proof of Proposition 4 Follows immediately from Lemma 10 and Propositions 5
and 7.
Proof of Lemma 8 This result follows from standard duality results for linear
programming. Note, in particular, that the primal problem (10) is equivalent to
−ηˆ = maxθ−e′1θ
subject to Yn,j −Wn,jθ ≤ 0 ∀j.
for θ = (η, δ). The duality theorem for linear programming (see e.g. (24) in Chapter
7.4 of Schrijver (1986)) implies that if the optimum in this problem is finite, it is equal
to the solution in the dual problem
−ηˆ = minγ −γ′Yn
subject to γ ≥ 0, −W ′nγ = −e1.
However, we see that the optimal value ηˆ in this problem is in turn equal to that in
(21). 
Proof of Lemma 9 The result follows from the argument in Section 5.1 of Fithian
et al. (2017), but we provide a separate proof for completeness.
The set of values Yn such that
Y ′nγ =
maxγ˜ γ˜
′Yn
subject to γ˜ ≥ 0, W ′nγ˜ = e1
(27)
is convex. This follows from the fact that if (27) holds for both Yn and Y ∗n , then we
know that both Y ′nγ ≥ Y ′nγ˜ and Y ∗′n γ ≥ Y ∗′n γ˜ for all γ˜ ≥ 0 with W ′nγ˜ = e1, which
implies that (αYn + (1− α)Y ∗n )′ γ ≥ (αYn + (1− α)Y ∗n )′ γ˜ as well.
Thus, once we condition on Sn, the set of values γ′Yn such that (27) holds is an
interval. To derive the form of the endpoints, note that
V lo (s) = min
Yn:Sn=s
{
Y ′nγ :
Y ′nγ = maxγ˜ γ˜
′Yn
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
.
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Using the definition of Sn, this is equivalent to:
V lo (s) = min
Yn:Sn=s
{
Y ′nγ :
Y ′nγ = maxγ˜ γ˜
′
(
s+ Σγ
γ′ΣγY
′
nγ
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
.
Finally, this is equivalent to
V lo (s) = min
{
c :
c = maxγ˜ γ˜
′
(
s+ Σγ
γ′Σγ c
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
,
if the support of Y ′nγ equals R. The linear structure of the problem implies that this
holds if and only if γ 6= 0, which we know to be the case since W ′nγ = e1 6= 0. The
expression for Vup follows by the same argument.
Independence of γ′Yn and Sn then implies that the conditional distribution of Y ′nγ
given Sn and (27) is truncated normal. 
Proof of Proposition 5 The Kuhn-Tucker conditions for optimality of γ in the dual
problem (which are necessary and sufficient since the problem is a linear program) are
that there exist
(
θˆ, λˆ
)
such that
Yn + λˆ−Wnθˆ = 0
λˆ ≥ 0, λˆjγj = 0∀j.
From the complementary slackness conditions λˆjγj = 0∀j, we see that λˆj = 0 for
all j ∈ B. Thus, for MB again the matrix which selects rows B, and MBc which
selects the remaining rows, Yn,B = MBYn and Yn,Bc = MBcYn, Yn,B − Wn,B θˆ = 0.
Since the strictly positive elements of γ correspond to linearly independent rows of
Wn by assumption, we know that Wn,B has full rank. Thus, θˆ = W−1n,BYn,B. For such
θˆ, however, there exists λˆ satisfying the conditions above if and only if
Yn,Bc −Wn,Bc θˆ ≤ 0.
Note that any such θˆ is a solution to the primal problem, with θˆ = (ηˆ, δˆ′)′. In
particular, in the dual problem we know that γ′Yn = γ′BM ′BYn,B and W ′n,BMBγB = e1,
so MBγB =
(
W ′n,B
)−1
e1 (where γB is as defined in Lemma 6) and the optimal value
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in the dual problem is e′1W
−1
n,BYn,B. If we consider the value implied by θˆ, we again
obtain
ηˆ = e′1θˆ = e1W
−1
n,BYn,B.
By Lemma 8, the optimal objective value of the primal is equal to that of the dual, so θˆ
achieves the optimum for the primal, and we argued above that the primal constraints
are satisfied at θˆ when γ solves the dual. We have thus verified a solution to the primal
with B binding and γn,B = γ whenever γ ∈ V̂ .
Finally, recall from the proof of Lemma 5 that if Wn,B is invertible and there is
a solution to the primal with B binding, then the Kuhn-Tucker conditions hold with
MBγ = (W
′
n,B)
−1e1 and the other entries of γ equal to zero, so by the sufficiency of
the Kuhn-Tucker conditions, γ solves the primal whenever B is binding in the dual.
It follows that {Yn such that B is binding in the primal} = {Yn such that γ ∈ V̂ }.
Observing that when γ ∈ V̂ , Sn,γ = Sn,B, it is then immediate from Lemmas 6 and
9 that the definition of V lo and Vup in equations (14) and (15) coincides with that in
equations (22) and (23). 
Proof of Lemma 10 Uniqueness and non-degeneracy of the solution θˆ implies that
|B| = p + 1. To see that this is the case, note that if |B| < p + 1 then there exists
a nonzero vector v such that Wn,Bv = 0. If e′1v = 0 then for α sufficiently small
θˆ + α · v is also a solution to the primal problem, contradicting our assumption of
uniqueness. If instead e′1v 6= 0, then for sufficiently small α > 0, θˆ − α · sign (e′1v) v
also satisfies the constraints of the primal problem and attains a smaller value of
the objective, contradicting the optimality of θˆ. Likewise, if |B| > p + 1, since Wn
has p + 1 columns the rows of Wn,B cannot be linearly independent, violating our
assumption of non-degeneracy. Thus, our assumptions imply that Wn,B must be a
full-rank (p+ 1)× (p+ 1) matrix.
We next show that there must be p+1 strictly positive multipliers. Note that from
the complementary slackness conditions, γj = 0 for j 6∈ B, so there can be at most
p + 1 strictly positive multipliers. Let γˆ be a solution to the dual problem (21). By
(21) in Section 10.4 of Schrijver (1986), non-degeneracy of the primal problem implies
that for v in an open neighborhood of zero,
minθ e
′
1θ
subject to (Yn + v)−Wnθ ≤ 0
= e′1θˆ + γˆ
′v, (28)
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so γˆ gives the marginal change in the objective for small changes in Yn.
Uniqueness of θˆ implies that for γˆB the elements of γˆ corresponding to B, γˆB > 0.
To see that this is the case, suppose not. Then there exists jˆ ∈ B with γˆjˆ = 0. In
this case, note that for ejˆ the vector with a one in entry jˆ and zeros everywhere else,
γˆ′ejˆ = 0. We know that for α sufficiently small, there continues to be a unique solution
with only constraints B binding after we perturb Yn by α · ejˆ, and thus that we can
write
θˆ
(
α · ejˆ
)
=
arg minθ e
′
1θ
subject to
(
Yn + α · ejˆ
)−Wnθ ≤ 0 = W−1n,B (Yn,B + α ·MBejˆ) ,
for MB the selection matrix that selects rows in B. Further, by (28) we know that
e′1θˆ
(
α · ejˆ
)
= θˆ (0) = ηˆ, so this perturbation does not affect the objective. Let us
define θ˜ (α) = θˆ + α ·W−1n,BMBejˆ. Note that e′1θ˜ (α) = ηˆ, while
Yn −Wnθ˜ (α) = Yn −Wnθˆ − αWnW−1n,BMBej.
However, for all α ≥ 0
MB
(
Yn −Wnθ˜ (α)
)
= Yn,B−Wn,B θˆ−αWn,BW−1n,BMBej = Yn,B−Wn,B θˆ−αMBej ≤ 0.
Since the other rows of Yn−Wnθˆ are not binding, they remain nonbinding for α suffi-
ciently small. Thus, there exists α∗ > 0 such that Yn−Wnθ˜ (α∗) ≤ 0 and e′1θ˜ (α∗) = ηˆ.
There is thus another solution to the primal problem, which contradicts our assump-
tion of uniqueness. 
Proof of Proposition 6 Monotonicity of the conditional distribution in γ′µn im-
plies that the test has conditional size α given γ ∈ V̂ and Sn,γ = s for almost every s.
For this section only, we make the dependence of V lo and Vup on γ explicit, writing
V lo(s, γ) and Vup(s, γ). Note that for all V ∈ V , Lemma 11 implies
V lo(Sn,γj , γj) = V lo(Sn,γk , γk)∀γj, γk ∈ V
Vup(Sn,γj , γj) = Vup(Sn,γk , γk)∀γj, γk ∈ V,
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and in particular, however the value γˆ is selected from V̂ ,
Prµn
{
cα,C
(
γ,V lo(Sn,γ , γ),Vup(Sn,γ , γ),Σ
)
= cα,C
(
γˆ,V lo(Sn,γˆ , γˆ),Vup(Sn,γˆ , γˆ),Σ
)
|γ ∈ V̂
}
= 1.
Lemma 9, the monotonicity of the conditional distribution in γ′µn, Assumption 1, and
the fact (argued in the proof of Proposition 3) that Prµn
{V lo(Sn,γ, γ) < Vup(Sn,γ, γ)} =
1 imply that for almost every s in the support of Sn, given γ ∈ V̂ and Sn = s,
sup
µn∈M0
Prµn
{
ηˆ > cα,C
(
γ,V lo(Sn,γ, γ),Vup(Sn,γ, γ),Σ
) |γ ∈ V̂ , Sn = s} = α,
from which it follows that
sup
µn∈M0
Prµn
{
ηˆ > cα,C
(
γˆ,V lo(Sn,γˆ, γˆ),Vup(Sn,γˆ, γˆ),Σ
) |γ ∈ V̂ , Sn = s} = α,
and thus that
sup
µn∈M0
Eµn
[
φC |γ˜ ∈ V̂ , Sn = s
]
= E0
[
φC |γ˜ ∈ V̂ , Sn = s
]
= α.
For the first equality we have used the fact that the sup is achieved at µ = 0, which
again follows monotonicity of the conditional distribution. The law of iterated expec-
tations then immediately implies the first result in the proposition,
sup
µn∈M0
Eµn
[
φC |γ˜ ∈ V̂
]
= E0
[
φC |γ˜ ∈ V̂
]
= α.
To obtain the second part of the proposition, note that by Lemma 11 the events
V̂ = Vj, j ∈ {1, ...,m} are disjoint, and their union occurs with probability one. Thus,
Eµn [φC ] =
m∑
j=1
Prµn
{
V̂ = Vj
}
Eµn
[
φC |V̂ = Vj
]
.
By Lemma 11, however,
Eµn
[
φC |V̂ = Vj
]
= Eµn
[
φC |γ˜ ∈ V̂
]
∀γ˜ ∈ V̂ .
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Thus, the argument above implies that
sup
µn∈M0
E [φC ] = E0 [φC ] = α.

Proof of Proposition 7 Size control conditional on ηˆ ≤ cκ,LF (Xn,Σ) and γ ∈ V̂
holds by the same argument as the proof of Proposition 6, replacing Vup with Vup,H
as in the text.
To prove unconditional size control, note that
Eµn [φH ] =
Eµn [φH |ηˆ ≤ cκ,LF (Xn,Σ)]Prµn {ηˆ ≤ cκ,LF}+Eµn [φH |ηˆ > cκ,LF (Xn,Σ)]Prµn {ηˆ > cκ,LF} .
From the first part of the proposition and the law of iterated expectations we know
that Eµn [φH |ηˆ ≤ cκ,LF (Xn,Σ)] is bounded above by α−κ1−κ while by the construction of
the hybrid test we know that Eµn [φH |ηˆ > cκ,LF (Xn,Σ)] = 1. Thus, we see that for
µn ∈ H0,
Eµn [φH ] ≤
α− κ
1− κPrµn {ηˆ ≤ cκ,LF}+ 1− Prµn {ηˆ ≤ cκ,LF} .
This expression is decreasing in Prµn {ηˆ ≤ cκ,LF}, so to obtain an upper bound
we need to make Prµn {ηˆ ≤ cκ,LF} as small as possible. By Proposition 1 we know
Prµn {ηˆ ≤ cκ,LF} ≥ 1− κ under the null, which yields
sup
µn∈H0
Eµn [φH ] ≤
α− κ
1− κ (1− κ) + κ = α.
Note, further, that both of the bounds we used above are tightest at µn = 0, and
both bind in this case provided ηˆ is continuously distributed. However, Assumption
1 implies that ηˆ is continuously distributed, so E0 [φH ] = α. 
Proof of Lemma 11 Each element of V̂ is also a vertex of the feasible set
F = {γ : γ ≥ 0, W ′nγ = e1} .
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Again denoting the vertices of the feasible set by VF , we thus see that V̂ has support
equal to a subset of the power set of VF . Note, however, that if we consider two values
γ1, γ2 ∈ VF , then since Yn is normally distributed,
Pr {γ′1Yn = γ′2Yn} ∈ {0, 1} . (29)
Thus, a given set of optimal vertices V in the dual problem (21) either always or never
arise together. From this, and the finiteness of the power set of VF , it follows that
there exists a finite set
V = {V1, V2, ..., Vm}
such that Vj 6= Vk for j 6= k, Pr
{
V̂ ∈ V
}
= 1, and Pr
{
V̂ = Vj
}
> 0 for all j, which
establishes the first part of the result.
To complete the proof, note that the restriction that each Vj must arise with
positive probability together with (29) implies that Vj ∩ Vk = ∅ for all j 6= k. To see
that this is the case, suppose there exists an element γ ∈ Vj ∩Vk. The restrictions that
Pr
{
V̂ = Vj
}
> 0 and Pr
{
V̂ = Vk
}
> 0 together with (29) imply that
Pr
{
γ′Yn = γ′jYn = γ
′
kYn ∀(γj, γk) ∈ Vj × Vk
}
= 1.
However, this is inconsistent with the restriction that Pr
{
V̂ = Vj
}
> 0 and Vj 6= Vk.
Thus, we see that Vj ∩ Vk = ∅. 
D Asymptotics
In Sections 4 and 5 of the main text, we derived finite-sample results in the normal
model (7), which we motivated in Section 3 as an asymptotic approximation. In this
section, we show that these finite sample results translate to asymptotic validity of
our proposed tests over a large class of data generating processes. In particular, we
establish uniform asymptotic validity of least favorable and least favorable projection
tests under minimal conditions. We likewise establish the uniform asymptotic validity
of conditional and hybrid tests over classes of data generating processes implying
different µn values, but these results impose more stringent conditions on Xn and Σ.
Specifically, our conditions for these results imply that the dual linear program (21)
has a unique solution with probability tending to one, which in turn implies that the
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primal problem (10) has a non-degenerate solution with probability tending to one.35
We conduct our analysis conditional on a sequence of values for the instruments,
{Zi} = {Zi}∞i=1 , and assume that conditional on {Zi}∞i=1 the data are independent
but potentially not identically distributed
Di ⊥ Di′ | {Zj}∞j=1 for all i 6= i′.
We further assume that for some common conditional distribution PD|Z ,
Di|Zi = z ∼ PD|Z (z) ,
where the conditional distribution belongs to a family PD|Z of conditional distribu-
tions, PD|Z ∈ PD|Z . We explore conditions on PD|Z under which the procedures we
suggest are uniformly asymptotically valid.
We first assume that the average conditional variance of Yi given Zi converges
uniformly to some limit which may depend on PD|Z , and that this limit is uniformly
bounded over PD|Z .
Assumption 2 For some Σ
(
PD|Z
)
,
lim
n→∞
sup
PD|Z∈PD|Z
∥∥∥∥ 1n∑V arPD|Z (Yi|Zi)− Σ (PD|Z)
∥∥∥∥→ 0. (30)
Further, for all PD|Z ∈ PD|Z ,
Σ
(
PD|Z
) ∈ Λ = {Σ : 1/λ¯ ≤ min
j
Σjj ≤ max
j
Σjj ≤ λ¯
}
where λ¯ is a finite constant.
To justify this assumption, note that for an iid sample from P, if the conditional
distribution of Di|Zi is PD|Z , the strong law of large numbers implies that for almost
every sequence {Zi}∞i=1 ,
1
n
∑
V arPD|Z (Yi|Zi)→ EP
[
V arPD|Z (Yi|Zi)
]
,
35Note, however, that uniqueness of the dual solution holds automatically if Σ has full rank, and
can be ensured by adding full-rank, mean-zero noise to Yn. Moreover, since our results are uniform in
µn, they allow that the “population” version of (21), with Yn = µn, may have a non-unique solution
as in one of our simulation specifications.
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provided the right hand side exists and is finite. Thus, the convergence in (30) holds
pointwise under minimal conditions, and we merely strengthen it to hold uniformly
over PD|Z ∈ PD|Z . The second part of the assumption then requires that the average
conditional variance of each of the moments be bounded above and below, which is
again a mild condition. We do not require the matrix Σ
(
PD|Z
)
to have full rank,
which is important since it allows us to accommodate moment equalities represented
as pairs of moment inequalities.
We next suppose that we have a uniformly consistent estimator of the variance
Σ
(
PD|Z
)
. We discuss primitive conditions for this assumption in Section D.3 below,
but for the moment take the existence of suitable estimator Σ̂ as given.
Assumption 3 We have an estimator Σ̂ for the average conditional variance Σ
(
PD|Z
)
which is uniformly consistent in the sense that for all ε > 0,
lim
n→∞
sup
PD|Z∈PD|Z
PrPD|Z
{∥∥∥Σ̂− Σ (PD|Z)∥∥∥ > ε} = 0.
We further assume that the scaled sample average Yn is uniformly asymptotically
normal once recentered around µn. To state this assumption we use the fact that
uniform convergence in distribution is equivalent to uniform convergence in bounded
Lipschitz metric (see Theorem 1.12.4 of Van der Vaart & Wellner (1996)).
Assumption 4 For BL1 the class of Lipschitz functions which are bounded in abso-
lute value by one and have Lipschitz constant bounded by one, and ξPD|Z ∼ N
(
0,Σ
(
PD|Z
))
,
lim
n→∞
sup
PD|Z∈PD|Z
sup
f∈BL1
∣∣∣EPD|Z [f (Yn − µn)]− E [f (ξPD|Z)]∣∣∣ = 0.
Under Assumption 2, Assumption 4 holds whenever the average conditional dis-
tribution of Yi − µi given Zi is uniformly integrable over PD|Z ∈ PD|Z .
Lemma 12 Under Assumption 2, if for all ε > 0,
lim sup
n→∞
sup
PD|Z∈PD|Z
1
n
∑
i
EPD|Z
[‖Yi − µi‖ 1{‖Yi − µi‖ > ε√n} |Zi] = 0,
then Assumption 4 holds.
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D.1 Uniform Validity of Least Favorable Tests
Assumptions 2-4 imply the uniform asymptotic validity of feasible least favorable and
least favorable projection tests which replace Σ by the estimator Σ̂ in all expressions.
To formally state this result, it is helpful to define P0D|Z as the class of conditional
distributions consistent with our conditional moment restriction,
P0D|Z =
{
PD|Z ∈ PD|Z : ∃δ s.t. EPD|Z [Yi −Xiδ|Zi] ≤ 0 for all i
}
.
Proposition 8 Under Assumptions 2-4, the least favorable projection test is uni-
formly asymptotically valid
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z
{
ηˆ > cα,LF (δ)
(
Σ̂
)}
≤ α.
The least favorable test is likewise uniformly valid once the critical value is increased
by an arbitrarily small amount. In particular, for any ε > 0
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z
{
ηˆ > cα,LF
(
Xn, Σ̂
)
+ ε
}
≤ α.
We adjust the critical value in the least favorable test by ε to accommodate the
possibility that the distribution of η̂ may become degenerate asymptotically. D. An-
drews & Shi (2013) termed this an infinitesimal uniformity factor. We next discuss
assumptions which rule out such degeneracy, and so ensure asymptotic validity of least
favorable tests with ε = 0.
Continuity of the Limit Distribution We next consider assumptions which en-
sure a continuous limiting distribution for ηˆ. These assumptions restrict the behavior
of Xn and Σ
(
PD|Z
)
but, critically, impose no restrictions on µn, and so allow any
combination of binding and non-binding moments.
We first assume that Xn, appropriately scaled, converges to some limit as n→∞.
Assumption 5 X∗n =
1√
n
Xn → X for a constant matrix X.
As with Assumption 2, if the data are drawn iid from some distribution P with
EP [Xi] finite, then the strong law of large numbers implies that this assumption holds
for almost every {Zi}∞i=1 if we take X = EP [Xi] .
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Our next assumption concerns the vertices VF (X,Σ) of the feasible region
F (X,Σ) =
{
γ : γ ≥ 0,W ′γ = e1
}
in the dual problem, where as in (12) Wj =
[ √
Σjj Xj
]
.
Assumption 6 For all PD|Z ∈ PD|Z , Σ
(
PD|Z
) ∈ S where S ⊆ Λ is a compact set of
matrices. Moreover, for some finite J ,
VF (X,Σ) =
{
γ1(X,Σ), ..., γJ(X,Σ)
}
where each γj(X,Σ) is unique and continuous in both arguments on B (X)×S for
B (X) an open neighborhood of X.
This assumption requires that the vertices VF (X,Σ) of the feasible region be con-
tinuous at the limiting pair (X,Σ) . This will generally fail if the columns of W are
multi-collinear, since in this case some of the constraints in W ′γ = e1 are redundant,
and the dimension of the feasible region F (X,Σ) changes discontinuously in (X,Σ) .
This assumption thus implies an asymptotic rank condition, requiring that the dif-
ferent elements of the nuisance parameter vector δ have distinguishable effects on the
vector of moments, and can in this sense be understood as an identification condition
on δ.
Our final condition restricts the relationship between the variance matrix Σ and
the vertices V (X,Σ).
Assumption 7 For all Σ ∈ S and all γ1, γ2 ∈ VF (X,Σ) with γ1 6= γ2,
1. 1/λ¯ ≤ γ′1Σγ1
2. (γ1 − γ2)′Σ (γ1 − γ2) ≥ 1λ¯ .
To interpret this assumption, recall that
ηˆ = max
γ∈VF (Xn,Σ̂)
γ′Yn,
where the asymptotic variance of Yn is Σ. Thus, ηˆ is a (data-dependent) linear com-
bination of the elements of Yn. The first part of Assumption 7, 1/λ¯ ≤ γ′1Σγ1, bounds
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the asymptotic variance of these linear combinations away from zero, and can be in-
terpreted as an asymptotic analog of Assumption 1 in the main text. The second
part of Assumption 7, (γ1 − γ2)′Σ (γ1 − γ2) ≥ 1λ¯ , ensures that γ′1Yn and γ′2Yn are not
perfectly correlated asymptotically.
Both conditions hold automatically if we bound the minimal eigenvalue of Σ away
from zero. As noted above, however, we do not wish to rule out moment equalities
represented as pairs of inequalities, and so do not impose this condition. More broadly,
this assumption implies the existence of a unique solution in the dual problem (21),
and thus non-degeneracy of the primal solution, with probability going to one. While
this does not require uniqueness in the primal problem (see Corollary 1 in Tijssen &
Sierksma (1998)), it rules out the sort of exact primal degeneracy which Appendix A
shows can be accommodated in the normal model.
It is worth contrasting Assumption 7 with conditions used elsewhere in the litera-
ture on subvector inference. Gafarov (2019), Cho & Russell (2019), and Flynn (2019)
all impose versions of the linear independence constraint qualification, which requires
that the Jacobian of the binding moments have full rank in a population problem.36
This rules out degenerate solutions. The linear programs studied in these papers
differ from ours, in that they aim to minimize or maximize a parameter of interest
subject to moment constraints in the population, while we aim to minimize η subject
to constraints in the sample. Assumption 7 then rules out degenerate solutions to
our primal problem in-sample. The distinction between the sample and population
problems is important, however, since Assumption 7 imposes no restrictions on µn,
and as we note above can be made to hold mechanically by adding full-rank normal
noise to the moments.
With these conditions, we obtain asymptotic validity of φLF with ε = 0,
Corollary 1 Under Assumptions 2-7, the least favorable test is uniformly valid with-
out an increase in the critical value,
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z
{
ηˆ > cα,LF
(
Xn, Σ̂
)}
≤ α.
36See Kaido et al. (2019) on the role of constraint qualifications for inference for partially identified
models.
72
D.2 Uniform Validity of Conditional and Hybrid Tests
We next turn to the asymptotic properties of conditional and hybrid tests. Note that
the feasible conditional test based on the estimated variance Σ̂ can be written as
φC = 1
{
γˆ′Yn > cα,C
(
γˆ,V lo (Sn,γˆ) ,Vup (Sn,γˆ) , Σ̂
)}
,
where
γˆ ∈ arg maxγ∈VF (Xn,Σ̂)γ′Yn.
We make the following additional assumption, which ensures that the vertices of
the feasible set VF (X,Σ) are either zero or nonzero on a neighborhood of (X,Σ).
Assumption 8 For all Σ ∈ S and all γ (X,Σ) ∈ VF (X,Σ) , 1 {γj (X,Σ) = 0} is
constant on B (X)×B (Σ) for all j.
Recall that γˆ can be interpreted as the vector of Lagrange multipliers in the primal
problem (12). This condition requires that when we consider the set of potential
Lagrange multipliers VF (X,Σ) , the elements do not switch from zero to nonzero at
(X,Σ) . Critically, since the realized multiplier γˆ is also determined by Yn, this still
allows the distribution of the realized γˆ to vary depending on µn, which remains
unrestricted.
To prove our asymptotic results, we use a modified version of the conditional test
which never rejects if ηˆ < −C for C a large positive constant. We do this for technical
reasons, since when µn diverges to −∞, both ηˆ and our conditional critical values may
likewise diverge, and size control for the unmodified test φC requires that we control
the relative rates of divergence. At the same time, this modification is reasonable
on substantive grounds, since when ηˆ is very small it is clear from the data that the
moments hold, and rejections of the null in this case reflect extreme realizations of the
conditional critical values.
Proposition 9 Under Assumptions 2-8, the modified conditional test
φ∗C = φC1 {ηˆ ≥ −C}
is uniformly asymptotically valid,
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z {φ∗C = 1} ≤ α.
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Analogously, we can write the feasible hybrid test as
φH = 1
{
γˆ′Yn > cα−κ
1−κ ,H
(
γˆ,V lo (Sn,γˆ) ,Vup (Sn,γˆ) , Σ̂
)}
.
Once we modify the test to never reject if ηˆ < −C, asymptotic validity follows under
the same conditions.
Corollary 2 Under Assumptions 2-8, the modified hybrid test
φ∗H = φH1 {ηˆ ≥ −C}
is uniformly asymptotically valid
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z {φ∗H = 1} ≤ α.
D.3 Asymptotic Variance Estimation
Our asymptotic results have thus far taken as given the existence of a uniformly
consistent estimator Σ̂ for the conditional variance Σ
(
PD|Z
)
. Here, we establish the
uniform consistency of a particular estimator under mild conditions.
Following Abadie et al. (2014), we consider the nearest-neighbor variance estimator
Σ̂ =
1
2n
n∑
i=1
(
Yi − Y`Z(i)
) (
Yi − Y`Z(i)
)′ (31)
where for Ξn a positive-definite matrix,
`Z (i) = argminj∈{1,...,n},j 6=i (Zi − Zj)′ Ξn (Zi − Zj)
selects the index for the observation j with Zj as close as possible to Zi in distance
defined by Ξn. One natural choice of Ξn is the inverse of the sample variance, Ξn =
V̂ ar (Zi)
−1 , provided the sample variance has full rank. For ease of exposition we
assume that Zi has at least one continuously distributed dimension, so that `Z (i) is
unique for all i. If instead Zi is entirely discrete, one can estimate Σ̂ using the average
of the sample conditional variances.
The intuition for the estimator Σ̂ is straightforward. Provided the conditional
mean and variance of Yi given Zi are continuous in Zi, if Z`Z(i) is close to Zi it will
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have nearly the same mean and variance. Hence, the variance of Yi − Y`Z(i) will be
approximately twice the variance of Yi, and the approximation error will vanish as
Z`Z(i) approaches Zi. If the support of Zi is compact, however, then with a large
enough sample we are guaranteed to have observations quite “close” to almost all of
our observations, and Σ̂ will converge to the average conditional variance Σ
(
PD|Z
)
.
The next assumption formalizes the conditions needed for this argument.
Assumption 9 For λmax (A) the maximal eigenvalue of a matrix A, the following
conditions hold
1. {Zi}∞i=1 ⊂ Z∞ for Z a compact set
2. lim supn→∞ supPD|Z∈PD|Z
1
n
∑
EPD|Z
[‖Yi‖4 |Zi] is finite
3. µPD|Z (z) = EPD|Z [Yi|Zi = z] is Lipschitz in z with Lipschitz constant uniformly
bounded over PD|Z ∈ PD|Z, and is uniformly bounded over PD|Z ∈ PD|Z
4. VPD|Z (z) = EPD|Z [YiY
′
i |Zi = z] is Lipschitz in z with Lipschitz constant uni-
formly bounded over PD|Z ∈ PD|Z
5. supPD|Z∈PD|Z supz∈Z λmax
(
V arPD|Z (Yi|Zi = z)
)
is finite
6. Ξn → Ξ for a positive-definite limit Ξ
Assumption 9(1) is used only to establish that the average distance between Zi and
Z`Z(i) converges to zero,
1
n
∑∥∥Zi − Z`Z(i)∥∥→ 0. Hence, one may instead assume this
condition directly. Assumption 9(2) and (5) restrict the variance and second moment
of Yi, and are satisfied under a wide range of data generating processes. Assumption
9(3) and (4) impose Lipschitz continuity on the mean and second moment of Yi,
consistent with the heuristic argument given above. Finally, 9(6) requires only that
Ξn converge to a positive-definite limit.
Proposition 10 Under Assumptions 2 and 9, for Σ̂ as defined in (31), and all ε > 0
lim
n→∞
sup
PD|Z∈PD|Z
PrPD|Z
{∥∥∥Σ̂− Σ (PD|Z)∥∥∥ > ε} = 0,
so Assumption 3 holds.
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E Proofs for Asymptotic Results
This section collects the proofs for the asymptotic results stated in Section D, along
with the statements and proofs of some auxiliary results. Section E.1 proves Propo-
sition 8, while Section E.2 proves Proposition 9, and Section E.3 proves Proposition
10.
Proof of Lemma 12 Towards contradiction, suppose the conclusion of the lemma
fails. Then there exists a sequence of distributions and sample sizes (PD|Z,m, nm) and
a constant ε > 0 such that
lim inf
m→∞
sup
f∈BL1
∣∣∣EPD|Z,m [f (Ynm − µnm)]− E [f (ξPD|Z,m)]∣∣∣ > ε. (32)
Since the set Λ specified in Assumption 2 is compact, there exists a subsequence of
distributions and sample sizes (PD|Z,l, nl) along which Σ
(
PD|Z,l
) → Σ for Σ ∈ Λ.
Under this subsequence, however, the Linderberg Feller Central Limit Theorem (see
e.g. Proposition 2.27 in Van der Vaart 1998), along with the assumptions of the
lemma, implies that
Ynl − µnl →d N (0,Σ) ,
and thus that
lim
l→∞
sup
f∈BL1
∣∣∣EPD|Z,l [f (Ynl − µnl)]− E [f (ξPD|Z,l)]∣∣∣ = 0.
This contradicts (32), completing the proof. 
E.1 Proof of Validity For Least Favorable Tests
As a preliminary step, we show that for test statistics R (ξ,Σ) which are (a) constant
outside compact sets of values ξ and (b) bounded Lipschitz in both arguments, the
critical value function is likewise bounded Lipschitz. To prove this statement, we use
the metric
d (Σ1,Σ2) =
∥∥∥Σ 121 − Σ 122 ∥∥∥+ ‖Σ1 − Σ2‖
for ‖A‖ the Euclidean norm if A is a vector, and the operator norm if A is a matrix.
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Lemma 13 Suppose R (ξ,Σ) is (a) constant in ξ when maxj
{|ξj| /√Σjj} > C for
some constant C and (b) bounded Lipschitz in both arguments for Σ ∈ Λ with Lipschitz
constant K. Then for cα (Σ) the 1−α quantile of R (ξ,Σ) under ξ ∼ N (0,Σ) , cα (Σ)
is bounded Lipschitz with a constant that depends only on C, K, and λ¯.
Proof of Lemma 13 That cα (Σ) is bounded follows immediately from boundedness
of R (ξ,Σ) . Next, note that we can write R (ξ,Σ) = R
(
Σ
1
2 ζ,Σ
)
for ζ ∼ N (0, I) . Since
R
(
Σ
1
2 ζ,Σ
)
is constant for ζ outside a compact set C, it suffices to limit attention to
(ζ,Σ) ∈ C × Λ. Note further that for any pair Σ1, Σ2 ∈ Λ and any ζ ∈ C,
R
(
Σ
1
2
1 ζ,Σ1
)
−R
(
Σ
1
2
2 ζ,Σ2
)
≤ K ‖Σ1 − Σ2‖+K
∥∥∥Σ 121 − Σ 122 ∥∥∥+K ∥∥∥(Σ 121 − Σ 122 ) ζ∥∥∥
≤ K ‖Σ1 − Σ2‖+K
∥∥∥Σ 121 − Σ 122 ∥∥∥+K ∥∥∥Σ 121 − Σ 122 ∥∥∥ ‖ζ‖
≤ K ‖Σ1 − Σ2‖ (1 + ‖ζ‖) +K
∥∥∥Σ 121 − Σ 122 ∥∥∥+K ∥∥∥Σ 121 − Σ 122 ∥∥∥ ‖ζ‖
≤ K (1 + ‖C‖) d (Σ1,Σ2)
for ‖C‖ = supζ∈C ‖ζ‖ , where the second line follows from the definition of the operator
norm, the third line adds a weakly positive term to the RHS, and the final line uses
the definition of the metric and takes a supremum.
Thus, we see that
1− α = Pr {R (ξ1,Σ1) ≤ cα (Σ1)}
≤ Pr {R (ξ2,Σ2) ≤ cα (Σ1) +K (1 + ‖C‖) d (Σ1,Σ2)} ,
and hence that cα (Σ2) ≤ cα (Σ1) + K (1 + ‖C‖) d (Σ1,Σ2) . Repeating the argument
in the other direction, we obtain that
|cα (Σ1)− cα (Σ2)| ≤ K (1 + ‖C‖) d (Σ1,Σ2) ,
and hence that cα (Σ) is Lipschitz in Σ, as we aimed to show. 
Lemma 13 applies only to test statistics that are (a) globally Lipschitz and (b)
constant for ξ large. Our next result builds on this lemma to establish asymptotic
validity for tests based on a much wider range of statistics.
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Assumption 10 For all constants C, R (ξ,Σ) is bounded Lipschitz in (ξ,Σ) for{
(ξ,Σ) : Σ ∈ Λ, max
j
{
|ξj| /
√
Σjj
}
≤ C
}
with Lipschitz constant K (C).
Lemma 14 Under Assumptions 2- 4, for any ε > 0 and any sequence of test statistics
Rn satisfying Assumption 10 for a common K (C), and corresponding critical values
cα,n
(
Σ̂
)
,
lim
n→∞
sup
PD|Z∈PD|Z
PrPD|Z
{
Rn
(
Yn − µn, Σ̂
)
≥ cα,n
(
Σ̂
)
+ ε
}
≤ α.
Proof of Lemma 14 For constants (C1, C2) with 0 < C1 < C2 let us define
ς (ξ,Σ) = maxj
{|ξj| /√Σjj} and
ψ (R, ξ,Σ, C1, C2) =
(
1 {ς (ξ,Σ) < C1}+ C2 − ς (ξ,Σ)
C2 − C1 1 {C1 ≤ ς (ξ,Σ) < C2}
)
R (ξ,Σ) .
ψ (R, ξ,Σ, C1, C2) is equal to R (ξ,Σ) when ς (ξ,Σ) is small, and continuously censors
to zero when ς (ξ,Σ) is large. Note that for any (C1, C2), the assumptions of the lemma
and the fact that products of bounded Lipschitz functions are bounded Lipschitz imply
that ψ (R, ξ,Σ, C1, C2) is bounded Lipschitz in (ξ,Σ) for ξ unrestricted and Σ ∈ Λ.
By Lemma 13, if we define cα,n (Σ, C1, C2) as the 1−α quantile of ψ (Rn, ξ,Σ, C1, C2)
under ξ ∼ N (0,Σ) , we see that cα,n (Σ, C1, C2), and thus the difference
ψ (Rn, ξ,Σ, C1, C2)− cα,n (Σ, C1, C2)
is bounded Lipschitz as well.
Towards contradiction, suppose the conclusion to the lemma fails. Then there
exists a sequence of distributions
{
PD|Z,m
} ⊂ PD|Z , sample sizes nm, and a constant
ν > 0 such that
lim inf
m→∞
PrPD|Z,m
{
Rnm
(
Ynm − µnm , Σ̂
)
> cα,nm
(
Σ̂
)
+ ε
}
≥ α + ν.
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Let us choose C1 > 0 such that
sup
Σ∈Λ
PrΣ
{
ς (ξ,Σ) ≥ 1
2
C1
}
<
ν
4
.
Since Rnm (ξ,Σ) and ψ (Rnm , ξ,Σ, C1, C2) are equal when ς (ξ,Σ) ≤ C1, we see that
cα+ν/4,nm (Σ, C1, C2) ≤ cα,nm (Σ) ≤ cα−ν/4,nm (Σ, C1, C2) .
Assumptions 2-4 imply that
lim sup
m→∞
PrPD|Z,m
{
ς
(
Ynm − µnm , Σ̂
)
> C1
}
<
ν
4
. (33)
To see that this is the case, note that since the set of matrices Λ is compact, for
any sequence of distributions and sample sizes (PD|Z,s, ns) there exists a subsequence
(PD|Z,st , nst) such that Σ(PD|Z,st) → Σ for some Σ ∈ Λ. Under this subsequence,
Ynst − µnst →d N(0,Σ), Σ̂→p Σ, and
lim sup
t→∞
PrPD|Z,st
{
ς
(
Ynst − µnst , Σ̂
)
> C1
}
<
ν
4
by the continuous mapping theorem and the portmanteau Lemma (see Lemma 2.2 of
Van der Vaart (2000)). Since such a subsequence can be extracted for any sequence,
the claim follows.
SinceRnm
(
Ynm − µnm , Σ̂
)
and ψ
(
Rnm , Ynm − µnm , Σ̂, C1, C2
)
are equal for ς
(
Ynm − µnm , Σ̂
)
≤
C1, this implies that
lim sup
m→∞
PrPD|Z ,m
{
Rnm
(
Ynm − µnm , Σ̂
)
6= ψ
(
Rnm , Ynm − µnm , Σ̂, C1, C2
)}
<
ν
4
.
Thus,
lim sup
m→∞
PrPD|Z,m
{
ψ
(
Rnm , Ynm − µnm , Σ̂, C1, C2
)
> cα,nm
(
Σ̂
)
+ ε
}
≥ α + 3
4
ν.
Since we have shown that cα,nm (Σ) ≥ cα+ν/4,nm (Σ, C1, C2) , this implies that
lim sup
m→∞
PrPD|Z,m
{
ψ
(
Rnm , Ynm − µnm , Σ̂, C1, C2
)
> cα+ν/4,nm
(
Σ̂, C1, C2
)
+ ε
}
≥ α+3
4
ν.
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Let
Tm = ψ
(
Rnm , Ynm − µnm , Σ̂, C1, C2
)
− cα+ν/4,nm
(
Σ̂, C1, C2
)
and
Tm,∞ = ψ (Rnm , ξ,Σ, C1, C2)− cα+ν/4,nm (Σ, C1, C2) ,
for ξ ∼ N (0,Σ (PD|Z,m)) . The difference between Tm and Tm,∞ is that the former uses
the finite-sample distribution of Ynm−µnm and Σ̂ while the latter uses the asymptotic
normal distribution for ξ and the exact value of Σ. Our arguments above show that,
viewed as a function of
(
Yn − µn, Σ̂
)
, Tm is bounded Lipschitz. Since compositions of
bounded Lipschitz functions are bounded Lipschitz, Assumptions 3 and 4 imply that
lim
m→∞
sup
f∈BL1
|E [f (Tm)]− E [f (Tm,∞)]| = 0. (34)
Since Tm is a sequence of bounded variables, by Prohorov’s theorem there exists
a subsequence ms and a random variable T such that Tms →d T . By (34) and the
Portmanteau lemma (see Lemma 2.2 of Van der Vaart (2000)), however, we also have
Tm,∞ →d T . From the Portmanteau lemma, it follows that
α+
3
4
ν ≤ lim sup
s→∞
Pr {Tms ≥ ε} ≤ Pr {T ≥ ε} ≤ Pr {T > 0} ≤ lim inf
s→∞
Pr {Tms,∞ > 0} .
However, Pr {Tms,∞ > 0} ≤ α+ ν4 for all m by the definition of the quantile function.
Thus, since ν > 0 we have arrived at a contradiction. 
Lemma 15 Provided
inf
δ
max
j
{Xn,jδ} 6= −∞,
the statistic
min
δ
S (ξ −Xnδ,Σ) = min
δ
max
j
{
(ξj −Xn,jδ) /
√
Σjj
}
satisfies Assumption 10 with Lipschitz constants independent of Xn.
Proof of Lemma 15 Note, first, that for any fixed δ the statistic
S˜ (ξ,Xn,Σ; δ) = max
j
{
(ξj −Xn,jδ) /
√
Σjj
}
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is Lipschitz in (ξ,Σ) for Σ ∈ Λ and ξ such that maxj
{|ξj| /√Σjj} ≤ C, with a
Lipschitz constant that does not depend on δ or Xn. Since the minimum of a collection
of functions with a common Lipschitz constant is Lipschitz with the same constant,
this implies that
S˜ (ξ,Xn,Σ) = min
δ
S˜ (ξ,Xn,Σ; δ)
is Lipschitz with the same constant.
To see that the statistic is bounded observe that the assumption that infδ maxj {Xn,jδ} 6=
−∞ implies that
S˜ (ξ,Xn,Σ) ≥ min
j
{
ξj/
√
Σjj
}
,
since otherwise the span of Xn must contain a strictly negative vector, and hence
infδ maxj {Xn,jδ} = −∞. On the other hand, by construction
S˜ (ξ,Xn,Σ) ≤ S˜ (ξ,Xn,Σ; 0) = max
j
{
ξj/
√
Σjj
}
.
Thus, we see that for maxj
{|ξj| /√Σjj} ≤ C for any constant C, S˜ (ξ,Xn,Σ) is
bounded between −C and C. 
We next build on these preliminary results to prove uniform size control for the
least favorable test.
Proof of Proposition 8 If Xn is such that infδ maxj {Xn,jδ} = −∞ then ηˆ = −∞
with probability one, and our tests never reject. For the remainder of the proof we
thus assume that infδ maxj {Xn,jδ} 6= −∞.
For the least favorable projection test, note that this test rejects if and only if
S
(
Yn −Xnδ,Xn, Σ̂
)
> cα,H0(δ)
(
Σ̂
)
for all δ. Note that under the null, there exists a value δ∗ such that µn −Xnδ∗ ≤ 0.
Hence,
1
{
S
(
Yn −Xnδ∗, Xn, Σ̂
)
> cα,H0(δ)
(
Σ̂
)}
≤ 1
{
S
(
Yn − µn, Xn, Σ̂
)
> cα,H0(δ)
(
Σ̂
)}
.
Note, however, that S
(
Yn − µn, Xn, Σ̂
)
is the (scaled) maximum of a finite number
of normal random variables with nonzero variance, and is Lipschitz in (Yn − µn,Σ) for
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Σ ∈ Λ and Yn − µn bounded. Lemma 14 thus implies that for any ε > 0,
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z
{
S
(
Yn − µn, Xn, Σ̂
)
> cα,H0(δ)
(
Σ̂
)
+ ε
}
≤ α. (35)
Moreover, for ξ ∼ N (0,Σ), S (ξ,Xn,Σ) is continuously distributed with density
bounded uniformly over Σ ∈ Λ (see e.g. Theorem 3 of Chernozhukov et al. (2015)).
Thus, since (35) holds for all ε > 0, it follows that is also holds for ε = 0.
To establish size control for least favorable tests, we note that since the test statistic
is monotonically increasing in Yn, the fact that µn ≤ 0 under the null implies that
1
{
ηˆ > cα
(
Xn, Σ̂
)
+ ε
}
≤ 1
{
min
δ
S
(
Yn − µn −Xnδ,Xn, Σ̂
)
> cα
(
Xn, Σ̂
)
+ ε
}
.
Thus, if we can prove that the right hand side has asymptotic rejection probability
less than or equal to α under the null, the left hand side must as well. Since Lemma 15
shows that minδ S (ξ −Xnδ,Xn,Σ) satisfies the conditions of Lemma 14 with Lipschitz
constants that do not depend on Xn, Lemma 14 immediately implies that
lim sup
n→∞
sup
PD|Z∈P0D|Z
PrPD|Z
{
min
δ
S
(
Yn − µn, Xn, Σ̂
)
≥ cα,n
(
Σ̂
)
+ ε
}
≤ α,
as we aimed to show. 
Proof of Corollary 1 As in the proof of Lemma 14, let us assume the result fails.
Then there exists a sequence of distributions
{
PD|Z,m
} ⊂ PD|Z , sample sizes nm, and
a constant ν > 0 such that, for S˜ defined as in the proof of Lemma 15,
lim inf
m→∞
PrPD|Z,m
{
S˜
(
Ynm − µnm , Xnm , Σ̂, Xnm
)
> cα,LF
(
Σ̂, Xnm
)}
≥ α + ν.
Let us choose C1 > 0 such that
sup
Σ∈Λ
PrΣ
{
ς (ξ,Σ) ≥ 1
2
C1
}
<
ν
4
,
where we again define ς (ξ,Σ) = maxj
{|ξj| /√Σjj} .
As argued in the proof of Lemma 14, this implies that (for ψ as defined in that
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proof)
lim sup
m→∞
PrPD|Z ,m
{
S˜
(
Ynm − µnm , Σ̂
)
6= ψ
(
S˜, Ynm − µnm , Σ̂, C1, C2
)}
<
ν
4
.
and
lim sup
m→∞
PrPD|Z,m
{
ψ
(
S˜, Ynm − µnm , Σ̂, C1, C2
)
> cα,LF
(
Σ̂, Xnm
)}
≥ α + 3
4
ν.
and thus that
lim sup
m→∞
PrPD|Z,m
{
ψ
(
S˜, Ynm − µnm , Σ̂, C1, C2
)
> cα+ν/4,nm
(
Σ̂, C1, C2
)}
≥ α + 3
4
ν,
for cα+ν/4,nm
(
Σ̂, C1, C2
)
the 1− α− ν/4 quantile of S˜ (ξ,Xnm ,Σ) for ξ ∼ N(0,Σ).
Since the set Λ is compact, we can extract a further subsequence ns along which
Σ
(
PD|Z,ns
) → Σ.37 We see, however, that along this subsequence the continuous
mapping theorem implies
S˜
(
Yns − µns , Xns , Σ̂
)
→d max
γ∈VF (X,Σ)
γ′ξ,
and cα+ν/4,ns
(
Σ̂, C1, C2
)
→p cα+ν/4,ns (Σ, C1, C2) , where we have used the continuity
of S˜ (ξ,X,Σ) implied by Lemma 19 below, as well as the continuity of the critical
value implied by Lemma 13.
The proof of Lemma 20 below then implies that
S˜
(
Yns − µns , Xns , Σ̂
)
− cα+ν/4,ns
(
Σ̂, C1, C2
)
(36)
converges in distribution to a continuous random variable. Note, however, that the
total variation distance between (36) and
Ts = ψ
(
S˜, Yns − µns , Σ̂, C1, C2
)
− cα+ν/4,ns
(
Σ̂, C1, C2
)
is bounded above by ν/4 asymptotically by the argument following (33) in the proof
37We write (s, ns) rather than (ms, nms) for readability.
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of Lemma 14. If we define
Ts,∞ = ψ
(
S˜, ξ,Σ, C1, C2
)
− cα+ν/4,ns (Σ, C1, C2) ,
then as in the proof of Lemma 14 we know that
lim
s→∞
sup
f∈BL1
|E [f (Ts)]− E [f (Ts,∞)]| = 0.
As in the proof of Lemma 14, by Prohorov’s Theorem we know there exists a
further subsequence st along with Tst → T for a random variable T . Moreover, we
know that Tst,∞ converges to the same limit, and thus that by the Portmanteau lemma
α +
3
4
ν ≤ lim sup
t→∞
Pr {Tst ≥ 0} ≤ Pr {T ≥ 0}
and
Pr {T > 0} ≤ lim inf
t→∞
Pr {Tst,∞ > 0} ≤ α + ν/4
by the definition of the critical value. Thus, we see that Pr {T = 0} ≥ ν
2
. However,
we have argued that for large t, Tst is within total variation distance ν4 of a sequence
of random variables that converge in distribution to a continuous limit, which implies
that Pr {T = 0} ≤ ν
4
. Thus, we have reached a contradiction. 
E.2 Proof of Validity for Conditional and Hybrid Tests
We next turn to the proof of Proposition 9. Let us define
T
(
Yn, Xn, Σ̂
)
= γˆ′Yn − cα,C
(
γˆ,V lo (Sn,γˆ) ,Vup (Sn,γˆ) , Σ̂
)
(37)
for
γˆ = argmaxγ∈VF (Xn,Σ̂)γ
′Yn.
Note that ηˆ exceeds the conditional critical value if and only if T
(
Yn, Xn, Σ̂
)
is strictly
positive. As in the last section, we begin by proving several auxiliary lemmas.
Lemma 16 For all δ˜ ∈ Rp,
T
(
Yn, Xn, Σ̂
)
= T
(
Yn +X
∗
nδ˜, X
∗
n, Σ̂
)
,
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where again X∗n =
1√
n
Xn.
Proof of Lemma 16 Recall that the feasible region F (X,Σ) is the set of points
γ ≥ 0 such that √diag(Σ)′γ = 1 and X ′γ = 0. It follows that F (Xn,Σ) = F (X∗n,Σ),
and hence that the set of vertices VF
(
Xn, Σ̂
)
= VF
(
X∗n, Σ̂
)
. From this we see
immediately that T
(
Yn, Xn, Σ̂
)
= T
(
Yn, X
∗
n, Σ̂
)
. Since γ′X∗n = 0, we also see that γˆ
calculated with Yn is the same as γˆ calculated with Yn +X∗nδ˜, and
γˆ′Yn = γˆ′
(
Yn +X
∗
nδ˜
)
.
Likewise, for all γˆ, γ ∈ VF
(
X∗n, Σ̂
)
,
γ′Sn,γˆ = γ′Yn − γ
′Σ̂γˆ
γˆ′Σ̂γˆ
γˆ′Yn = γ′
(
Yn +X
∗
nδ˜
)
− γ
′Σ̂γˆ
γˆ′Σ̂γˆ
γˆ′
(
Yn +X
∗
nδ˜
)
.
Thus, γ′Sn,γˆ calculated with Yn is equal to γ′Sn,γˆ calculated with Yn+X∗nδ˜. From (22)
and (23), it is thus clear that V lo(s) and V up(s) are the same when calculated with
Yn as with Yn +X∗nδ˜. This suffices to establish the result. 
Lemma 17 Under Assumptions 6 and 7, for all µ∗ with µ∗j ∈ [−∞, 0] for all j,
γˆ (ξ,X,Σ) = argmaxγ∈VF (X,Σ)γ
′ (ξ + µ∗) ,
γˆ (ξ,X,Σ) is almost surely continuous at (ξ,X,Σ) for ξ ∼ N (0,Σ) and (X,Σ) non-
stochastic, where we define 0 · ∞ = 0.
Proof of Lemma 17 To prove this result, note first that Assumption 7 implies that
for any pair γ1, γ2 ∈ VF (X,Σ), (γ1 − γ2)′ ξ has a non-degenerate normal distribution.
By Assumption 6, the same also holds on a neighborhood of (X,Σ) . This implies,
however, that on a neighborhood of (X,Σ) , γˆ (ξ,X,Σ) is unique with probability one.
Almost everywhere continuity of γˆ (ξ,X,Σ) then follows from Assumption 6. 
Lemma 18 Under Assumptions 6 and 7, the conditional critical value
cα,C
(
γˆ (ξ,X,Σ) ,V lo
(
S˜n,γˆ(ξ,X,Σ)
)
,Vup
(
S˜n,γˆ(ξ,X,Σ)
)
,Σ
)
85
is almost surely continuous at (ξ,X,Σ) when computed with
S˜n,γˆ(ξ,X,Σ) =
(
I − Σγˆ (ξ,X,Σ) γˆ (ξ,X,Σ)
′
γˆ (ξ,X,Σ)′Σγˆ (ξ,X,Σ)
)
(ξ + µ∗)
when ξ ∼ N (0,Σ) and µ∗ is as in Lemma 17.
Proof of Lemma 18 For brevity of notation we abbreviate γˆ (ξ,X,Σ) by γˆ. To
prove the result, recall that
cα,C
(
γ,V lo (Sn,γ) ,Vup (Sn,γ) ,Σ
)
=
√
γ′Σγ · Φ−1
(
(1− α) Φ
(Vup (Sn,γ)√
γ′Σγ
)
+ αΦ
(V lo (Sn,γ)√
γ′Σγ
))
.
That
√
γˆ′Σγˆ and 1/
√
γˆ′Σγˆ are almost everywhere continuous follows from Assumption
6 and Lemma 17.
Note, next, that provided γ′Σγ is nonzero,
Φ−1
(
(1− α) Φ
( Vup√
γ′Σγ
)
+ αΦ
( V lo√
γ′Σγ
))
is continuous in
(V lo,Vup) on (R ∪ {−∞,∞})2 . This is obvious when at least one of(V lo,Vup) is finite. When V lo → −∞ and Vup →∞,
Φ−1
(
(1− α) Φ
( Vup√
γ′Σγ
)
+ αΦ
( V lo√
γ′Σγ
))
→ Φ−1 (1− α) = Φ−1 ((1− α) Φ (∞) + αΦ (−∞)) ,
while when both V lo,Vup → −∞,
Φ−1
(
(1− α) Φ
( Vup√
γ′Σγ
)
+ αΦ
( V lo√
γ′Σγ
))
→ −∞ = Φ−1 ((1− α) Φ (−∞) + αΦ (−∞))
and when both V lo,Vup →∞,
Φ−1
(
(1− α) Φ
( Vup√
γ′Σγ
)
+ αΦ
( V lo√
γ′Σγ
))
→∞ = Φ−1 ((1− α) Φ (∞) + αΦ (∞)) .
To complete the argument, it suffices to show that
(
V lo
(
S˜n,γˆ
)
,Vup
(
S˜n,γˆ
))
are
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continuous at almost every (ξ,X,Σ). To see that this is the case, recall that γˆ is
almost everywhere continuous by Lemma 17. Note, next, that for a given γˆ,
V lo
(
S˜n,γˆ
)
= min
{
c : c = max
γ∈VF (X,Σ)
γ′
(
S˜n,γˆ +
Σγˆ
γˆ′Σγˆ
c
)}
= min
{
c : 0 = max
γ∈VF (X,Σ)
aˆγ + bˆγc
}
for aˆγ = γ′S˜n,γˆ and bˆγ = γ
′Σγˆ
γˆ′Σγˆ −1. Note that aˆγˆ = bˆγˆ = 0, so 0 ≤ maxγ∈VF (X,Σ) aˆγ + bˆγc
for all c. Moreover, for c = γˆ′Yn the max is attained at γˆ by construction. Hence, the
set over which we are minimizing is non-empty.
Intuitively, if we plot aˆγ + bˆγc as a function of c, each γ ∈ VF (X,Σ) defines a line,
and we are interested in the set of values c such that zero lies on the upper envelope
of this collection of lines. As this characterization suggests, to find the lower bound
V lo it suffices to limit attention to γ ∈ VF (X,Σ) with bˆγ ≤ 0.
For given γˆ, V lo
(
S˜n,γˆ
)
thus is equal to either −∞ or the largest solution to
c = γ′
(
S˜n,γˆ +
Σγˆ
γˆ′Σγˆ
c
)
for γ in VF (X,Σ) with γ′Σγˆ < γˆ′Σγˆ. Among γ with γ′Σγˆ 6= γˆ′Σγˆ, this largest solution
is well-defined and continuous. Matters are more delicate for γ with γ′Σγˆ = γˆ′Σγˆ:
in this case we may have discontinuities in Σ, but only if γˆ′S˜n,γˆ = γ′S˜n,γˆ. However,
γˆ′S˜n,γˆ = γ′S˜n,γˆ with positive probability if and only if γ′ξ − γˆ′ξ = 0 with positive
probability, which for γ 6= γˆ is ruled out by Assumption 7. Hence, we see that
V lo
(
S˜n,γˆ
)
is almost everywhere continuous in the limit problem, as desired. The
analogous argument applies for Vup
(
S˜n,γˆ
)
, so overall we obtain that the critical value
function is almost everywhere continuous, as we wanted to show. 
Lemma 19 Under Assumptions 6-8, for µ∗ such that µ∗j ∈ [−∞, 0] for all j,
max
γ∈VF (X,Σ)
γ′ (ξ + µ∗)
is almost everywhere continuous at (ξ,X,Σ) for ξ ∼ N (0,Σ) and (X,Σ) constant.
Proof of Lemma 19 To see that this is the case, note, first, that almost everywhere
continuity of γˆ′ξ is immediate from Lemma 17. Thus, what remains is to show almost
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everywhere continuity of γˆ′µ∗ =
∑
γˆjµ
∗
j . For those elements µj that are finite, almost
everywhere continuity of γˆjµ∗j is again immediate from Lemma 17. To complete the
proof we need only to show that γˆjµ∗j is almost everywhere continuous when µ∗j = −∞.
However, this follows from Assumption 8, which ensures that for every γ (X,Σ) ∈
VF (X,Σ) , γj (X,Σ)µ
∗
j is constant on a neighborhood of (X,Σ) when µ∗j = −∞. 
Lemma 20 Under Assumptions 6 and 7, for µ∗ such that µ∗j ∈ [−∞, 0] for all j,
if maxγ∈VF (X,Σ) γ
′µ∗ is finite then T (ξ + µ∗, X,Σ) as defined in (37) is finite with
probability one and continuously distributed for ξ ∼ N (0,Σ) and (X,Σ) constant.
Proof of Lemma 20 We first prove finiteness. In particular, note that since ξ is
finite with probability one and VF (X,Σ) is a finite set, finiteness of maxγ∈VF (X,Σ) γ′µ∗
implies finiteness of ηˆ = maxγ∈VF (X,Σ) γ′ (ξ + µ∗). Recall from the proof of Lemma
18 that the conditional critical value is infinite only if V lo(s) = V up(s) = ∞ or
V lo(s) = V up(s) = −∞. Since V lo
(
S˜n,γˆ
)
≤ ηˆ ≤ Vup
(
S˜n,γˆ
)
, however, this implies
that V lo
(
S˜n,γˆ
)
is not equal to ∞ and Vup
(
S˜n,γˆ
)
is not equal to −∞, and thus that
cα,C
(
γˆ,V lo
(
S˜n,γˆ
)
,Vup
(
S˜n,γˆ
)
,Σ
)
is finite. Hence, T (ξ + µ∗, X,Σ) is finite.
To complete the proof, note that for fixed γ, γ′Yn is continuously distributed and
independent of S˜n,γ, and thus of
(
V lo
(
S˜n,γ
)
,Vup
(
S˜n,γ
))
. In particular,
Pr
{
γ′Yn = V lo
(
S˜n,γ
)}
= 0.
Since VF (X,Σ) is finite, it follows that Pr
{
ηˆ = V lo
(
S˜n,γˆ
)}
= 0, and thus that
V lo
(
S˜n,γˆ
)
< Vup
(
S˜n,γˆ
)
with probability one. Recall that ηˆ lies between V lo
(
S˜n,γˆ
)
and Vup
(
S˜n,γˆ
)
with probability one, and conditional on γˆ and S˜n,γˆ follows a truncated
normal distribution with untruncated variance γˆ′Σγˆ > 0. Hence T (ξ + µ∗, X,Σ) is
continuously distributed conditional on γˆ and S˜n,γˆ for almost every γˆ and S˜n,γˆ. It
follows that T (ξ + µ∗, X,Σ) is continuously distributed unconditionally as well. 
Proof of Proposition 9 If Xn is such that infδ maxj {Xn,jδ} = −∞ then ηˆ = −∞
with probability one, and our tests never reject. For the remainder of the proof we
thus assume that infδ maxj {Xn,jδ} 6= −∞.
As in D. Andrews et al. (2019), note that uniform asymptotic size control is equiv-
alent to asymptotic size control under all sequences of distributions PD|Z,n ∈ P0D|Z .
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Towards contradiction, assume the test φ∗C fails to control asymptotic size. Then there
exists a sequence of distributions PD|Z,nm , a sequence of sample sizes nm, and a value
ν > 0 such that
lim inf
m→∞
PrPD|Z,nm {φ∗C = 1} > α + ν.
By the compactness of S, for any such sequence, there exists a subsequence nm,1
along which Σ
(
PD|Z,nm,1
) → Σ ∈ S. For each n, since PD|Z,n ∈ P0D|Z we know there
exists a δn such that µn − X∗nδn ≤ 0. Thus, there exists a further subsequence nm,2
along which µnm,2,1−X∗nm,2,1δnm,2 → µ∗1 for µ∗1 ∈ [−∞, 0] for µnm,2,1 the first component
of µnm,2 . Passing to further such subsequences, we see that there exists a subsequence
nm,k+1 such that Σ
(
PD|Z,nm,k+1
)→ Σ and
µnm,k −X∗nm,kδnm,k → µ∗
where µ∗j ∈ [−∞, 0] for all j. For simplicity of notation, for the remainder of the proof
we assume that this property holds for the initial pair (m,nm) , so Σ
(
PD|Z,nm
) → Σ
and µnm −X∗nmδnm → µ∗.
Lemma 16 implies that
T
(
Ynm , Xnm , Σ̂
)
= T
(
Ynm −X∗nmδnm , X∗nm , Σ̂
)
,
while Assumptions 2-5 imply that(
Ynm −X∗nmδnm , X∗nm , Σ̂
)
→d (ξ + µ∗, X,Σ)
for ξ ∼ N (0,Σ) . Together, Lemmas 18 and 19 imply that T (ξ + µ∗, X,Σ) is almost
everywhere continuous with respect to the distribution of (ξ + µ∗, X,Σ) , and thus, by
the continuous mapping theorem, that
T
(
Ynm , X
∗
nm , Σ̂
)
→d T (ξ + µ∗, X,Σ) .
If maxγ∈VF (X,Σ) γ′µ∗ = −∞, then ηˆ → −∞. Hence, since the modified conditional
test never rejects for ηˆ < −C, this implies that limm→∞ Pr {φ∗C = 1} = 0, contradict-
ing our assumption that size control fails. Thus, for the remainder of the argument
we assume that maxγ∈VF (X,Σ) γ′µ∗ is finite.38 Under this assumption, Lemma 20 shows
38Recall that γ ∈ VF (X,Σ) implies that γ ≥ 0, so we cannot have γ′µ∗ =∞.
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that T (ξ + µ∗, X,Σ) is continuously distributed. This implies that
lim
m→∞
Pr
{
T
(
Ynm , X
∗
nm , Σ̂
)
> 0
}
→ Pr {T (ξ + µ∗, X,Σ) > 0} ,
and thus that
Pr {T (ξ + µ∗, X,Σ) > 0} ≥ α + ν.
However, provided maxγ∈VF (X,Σ) γ′µ∗ is finite, Proposition 6 shows that for µ∗ ≤ 0
Pr {T (ξ + µ∗, X,Σ) > 0} ≤ α,
so we have reached a contradiction. 
Proof of Corollary 2 Note that the hybrid test is of nearly the same form as the
conditional test, except that it uses the Vup,H (Sn,γˆ) = min
{
Vup (Sn,γˆ) , cκ,LF
(
Xn, Σ̂
)}
instead of Vup (Sn,γˆ) , and considers a different quantile of the conditional distribution.
Building on the proof of Proposition 9, to prove asymptotic validity of φ∗H it thus suf-
fices to show that Vup,H (Sn,γˆ) is almost-everywhere continuous when computed using
the set of limit distributions considered in that proof. However, we have already
shown that Vup (Sn,γˆ) satisfies this property, so we need only show that cκ,LF (X,Σ)
is continuous in (X,Σ) .
Recall, however, that cκ,LF (X,Σ) is the 1− κ quantile of maxγ∈VF (X,Σ) γ′ξ for ξ ∼
N (0,Σ) . Lemma 19 shows that under our assumptions this max is almost everywhere
continuous in (ξ,X,Σ), from which continuity of the 1−κ quantile follows immediately.
To complete the argument, recall that the proof of Lemma 18 shows that Vup
(
S˜n,γˆ
)
is almost everywhere continuous in the limit problem, which together with the argu-
ment above shows that Vup,H
(
S˜n,γˆ
)
is almost everywhere continuous. Note that the
hybrid test is unchanged if, rather than defining cα−κ
1−κ ,C
(
γˆ,V lo(Sn,γˆ),Vup,H(Sn,γˆ),Σ
)
to
be −∞ when V lo(Sn,γˆ) > Vup,H(Sn,γˆ), we instead define it to be Vup,H(Sn,γˆ).39 With
this modification, however, we see that cα−κ
1−κ ,C
(
γˆ,V lo(Sn,γˆ),Vup,H(Sn,γˆ),Σ
)
is almost-
everywhere continuous in the limit problem by the same argument as in the proof of
Lemma 18. Hence,
ηˆ − cα−κ
1−κ ,C
(
γˆ,V lo(Sn,γˆ),Vup,H(Sn,γˆ),Σ
)
39Since V lo(Sn,γˆ) > Vup,H(Sn,γˆ) implies ηˆ > Vup,H(Sn,γˆ).
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is almost-everywhere continuous in the limit problem by the same arguments as in the
proof of Proposition 9.
All that remains to show is that this quantity is continuously distributed. As ar-
gued in the proof of Lemma 20, however, if ηˆ is finite it is continuously distributed con-
ditional on γˆ and Sn,γˆ for almost every γˆ and Sn,γˆ. This implies that ηˆ is continuously
distributed conditional on almost every realization of cα−κ
1−κ ,C
(
γˆ,V lo(Sn,γˆ),Vup,H(Sn,γˆ),Σ
)
,
and so proves continuity. 
E.3 Proof of Variance Consistency
We first prove two auxiliary lemmas, which we then use to prove Proposition 10.
Lemma 21 Under Assumption 9,
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z (Zi)
)
→p 0
uniformly over PD|Z ∈ PD|Z .
Proof of Lemma 21 Note that we can write
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z (Zi)
)
=
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z
(
Z`Z(i)
))
+
1
n
n∑
i=1
(
VPD|Z
(
Z`Z(i)
)− VPD|Z (Zi)) ,
so to prove the result it suffices to show that both terms tend to zero. To show that
the second term tends to zero, note that by the triangle inequality and Assumption
9(4), ∥∥∥∥∥ 1n
n∑
i=1
(
VPD|Z
(
Z`Z(i)
)− VPD|Z (Zi))
∥∥∥∥∥ ≤ 1n
n∑
i=1
∥∥∥VPD|Z (Z`Z(i))− VPD|Z (Zi)∥∥∥
≤ K
n
n∑
i=1
∥∥Zi − Z`Z(i)∥∥
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for K the upper bound on the Lipschitz constant. Note, next, that since Z is compact
by Assumption 9(1), the proof of Lemma 1 of Abadie & Imbens (2008) implies that
1
n
n∑
i=1
∥∥Zi − Z`Z(i)∥∥→ 0.
Thus, we immediately see that 1
n
∑n
i=1
(
VPD|Z
(
Z`Z(i)
)− VPD|Z (Zi)) → 0 uniformly
over PD|Z ∈ PD|Z .
We next show that
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z
(
Z`Z(i)
))→p 0.
To do so, note first that the number of observations that can be matched to a given
Zi, # {j : `Z (j) = i} , is bounded above by the so-called “kissing number” which is a
finite function K (dim (Zi)) of the dimension of Z (see Abadie et al. (2014)). Since Yi
is independent across i, this implies that for (A)jk the (j, k) element of a matrix A,
V ar
(
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z
(
Z`Z(i)
))
jk
| {Zi}∞i=1
)
≤ K (dim (Zi))V ar
(
1
n
n∑
i=1
(YiY
′
i )jk | {Zi}∞i=1
)
=
K (dim (Zi))
n2
n∑
i=1
V ar
(
(YiY
′
i )jk |Zi
)
.
By Assumption 9(2) and Chebyshev’s inequality, however, this implies that
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z
(
Z`Z(i)
))→p 0,
uniformly over PD|Z ∈ PD|Z , which completes the proof. 
Lemma 22 Under Assumption 9,
1
n
n∑
i=1
(
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z (Zi)′
)
→p 0,
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uniformly over PD|Z ∈ PD|Z .
Proof of Lemma 22 Note that we can write
1
n
n∑
i=1
(
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z (Zi)′
)
=
=
1
n
n∑
i=1
(
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′)
+
1
n
n∑
i=1
(
µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′ − µPD|Z (Zi)µPD|Z (Zi)′) .
We first show the initial term converges in probability to zero, and then do the same
for the second term.
By independence,
E
[
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′ |Zi, Z`Z(i)] = 0,
while the variance of the jkth element is
V arPD|Z
((
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′)
jk
|Zi, Z`Z(i)
)
= EPD|Z
[(
Yi,jY`Z(i),k − µPD|Z ,j (Zi)µPD|Z ,k
(
Z`Z(i)
))2 |Zi, Z`Z(i)]
=
µ2PD|Z ,j (Zi)V arPD|Z
(
Y`Z(i),k|Z`Z(i)
)
+ V arPD|Z (Yi,j|Zi)µ2PD|Z ,k
(
Z`Z(i)
)
+V arPD|Z (Yi,j|Zi)V arPD|Z
(
Y`Z(i),k|Z`Z(i)
)
.
Assumption 9(5) thus implies that for some constant C,
V arPD|Z
((
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′)
jk
|Zi, Z`Z(i)
)
≤
(
µ2PD|Z ,j (Zi) + µ
2
PD|Z ,k
(
Z`Z(i)
)
+ C
)
C
,
which, together with Assumption 9(2) and the finiteness of the “kissing number”
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B (dim (Zi)) (see the proof of Lemma 21 above) implies that
lim sup
n→∞
sup
PD|Z∈PD|Z
V ar
(
1
n
n∑
i=1
(
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′) | {Zi}∞i=1
)
= 0,
and thus by Chebyshev’s inequality that
n∑
i=1
(
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′)→p 0,
uniformly over PD|Z ∈ PD|Z , as we wanted to show.
To complete the proof, we need only show that
1
n
n∑
i=1
(
µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′ − µPD|Z (Zi)µPD|Z (Zi)′) .
converges to zero uniformly over PD|Z ∈ PD|Z . Note, however, that by the triangle
inequality and Assumption 9(3),∥∥∥∥∥ 1n
n∑
i=1
(
µPD|Z (Zi)µPD|Z
(
Z`Z(i)
)′ − µPD|Z (Zi)µPD|Z (Zi)′)
∥∥∥∥∥
≤ 1
n
n∑
i=1
∥∥∥µPD|Z (Zi)µPD|Z (Z`Z(i))′ − µPD|Z (Zi)µPD|Z (Zi)′∥∥∥
≤ 1
n
n∑
i=1
∥∥∥µPD|Z (Zi)∥∥∥ · ∥∥∥µPD|Z (Z`Z(i))− µPD|Z (Zi)∥∥∥
≤ K
n
n∑
i=1
∥∥∥µPD|Z (Zi)∥∥∥ · ∥∥Z`Z(i) − Zi∥∥ ≤ KCn
n∑
i=1
∥∥Z`Z(i) − Zi∥∥ (38)
for K a Lipschitz constant and C a constant. As above, since Z is compact by
Assumption 9(1), the proof of Lemma 1 of Abadie & Imbens (2008) implies that
1
n
n∑
i=1
∥∥Zi − Z`Z(i)∥∥→ 0,
and thus that (38) converges to zero uniformly over PD|Z ∈ PD|Z . 
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Proof of Proposition 10 Following proof of Lemma A.3 in Abadie et al. (2014),
note that
Σ̂ =
1
2n
n∑
i=1
(
Yi − Y`Z(i)
) (
Yi − Y`Z(i)
)′
=
1
2n
n∑
i=1
YiY
′
i +
1
2n
n∑
i=1
Y`Z(i)Y
′
`Z(i)
− 1
2n
n∑
i=1
(
YiY
′
`Z(i)
+ Y`Z(i)Y
′
i
)
.
Assumption 9(2) together with Chebyshev’s inequality implies that
1
2n
n∑
i=1
(
YiY
′
i − VPD|Z (Zi)
)
→p 0
uniformly over PD|Z ∈ PD|Z .
Since
V ar (Yi|Zi) = VPD|Z (Zi)− µPD|Z (Zi)µPD|Z (Zi)′ ,
however, we see that
1
n
∑
i
V arPD|Z (Yi|Zi) =
1
n
∑
i
VPD|Z (Zi)−
1
n
∑
i
µPD|Z (Zi)µPD|Z (Zi)
′ .
Thus, to prove that
Σ̂− 1
n
∑
V arPD|Z (Yi|Zi)→p 0,
it suffices to prove that
1
n
n∑
i=1
(
Y`Z(i)Y
′
`Z(i)
− VPD|Z (Zi)
)
→p 0
and
1
n
n∑
i=1
(
YiY
′
`Z(i)
− µPD|Z (Zi)µPD|Z (Zi)′
)
→p 0,
where the first statement follows from Lemma 21 and the second from Lemma 22.
Since
1
n
∑
V arPD|Z (Yi|Zi)− Σ
(
PD|Z
)→ 0
uniformly over PD|Z ∈ PD|Z by Assumption 2, however, the result follows by the
triangle inequality. 
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F Performance Without Nuisance Parameters
This appendix discusses the simulated performance of the procedures we consider
in the simplified setting discussed in Section 5.1 of the paper. In particular, we
assume that there are no nuisance parameters (and thus no matrix Xn), and that
Yn ∼ N (µn, I), and want to test H0 : µn ≤ 0. We simulate the power of the least
favorable, conditional, and hybrid tests. A number of other tests have been studied in
the setting without nuisance parameters, and for comparison we consider the test of
Romano et al. (2014a) (henceforth RSW).40 RSW include a simulation comparison of
their test to that of D. Andrews & Barwick (2012), while Cox & Shi (2019) compare
their test to both RSW and D. Andrews & Barwick (2012).
As noted in Section 5.1 of the paper the conditional test in this setting compares
ηˆ = maxj Yn,j to a truncated normal critical value, truncated below at the second
largest element of Yn. The hybrid critical value considers the same test statistic but
compares it to a truncated normal critical value which adds an upper truncation point
equal to the level κ least-favorable critical value.
For our simulations, we consider either two, ten, or fifty moments, k ∈ {2, 10, 50}.
When k ∈ {10, 50} the parameter space is very large and we are unable to fully
depict the power function. Instead, we focus on how the power varies in the first two
elements of µn, while the remaining elements are held at a fixed value. In particular,
we consider (µn,1, µn,2) ∈ [−10, 10]2 , while for j > 2 we set µn,j = µ∗ for a fixed value
µ∗. Contours of the resulting power functions, based on 1000 simulations, are plotted
in Figures 3-7. For visibility, we also include plots of the difference in power functions
between the conditional and hybrid tests and the RSW test.
These simulations highlight a number of features discussed in the main text. Com-
paring the least favorable and conditional tests, we see that when the largest moment
is substantially larger than the second largest, the conditional test has better power
than does the least favorable test, particularly when the total number of moments is
large. By contrast, when the two largest moments are approximately the same size
the conditional test has poor power relative to the least favorable test. The hybrid
test substantially improves on the conditional test in this case, while largely retain-
ing the good performance of the conditional test in cases with many slack moments.
40Since this section considers a normal model with known variance, we consider a version of RSW
based on the normal distribution, discussed in Supplement Section S.1.2 of that paper, rather than
the bootstrap version they discuss in the main text.
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Comparing the hybrid test and the test of RSW, we see that neither test dominates
the other. The test of RSW has better power close to the diagonal, while the hybrid
test has better power somewhat further from the diagonal.
From these results, we see that while the conditional test offers a substantial im-
provement over the least favorable test in some cases, the performance deterioration
when the largest moment is not well-separated is a real problem. The hybrid testing
approach largely corrects this weakness, and attains performance roughly comparable
to the RSW approach, albeit with somewhat lower power close to the diagonal. Unlike
the approach of RSW, however, the hybrid approach extends easily to settings with
nuisance parameters, as we consider in the main text.
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Figure 3: Power of tests with k = 2.
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Figure 4: Power of tests with k = 10, µ∗ = 0.
99
Least Favorable
0.25
0.25
0.5
0.5
0.8
0.8
0.95
0.95
-10 -5 0 5 10
1
-10
-5
0
5
10
2
RSW
0.25
0.
25
0.5
0.
5
0.8
0.
8
0.95
0.
95
-10 -5 0 5 10
1
-10
-5
0
5
10
2
Conditional
0.25
0.
25
0.5
0.
5
0.8
0.8
0.
8
0.95
0.95
0.
95
-10 -5 0 5 10
1
-10
-5
0
5
10
2
Hybrid
0.25
0.
25
0.5
0.
5
0.8
0.
8
0.95
0.
95
-10 -5 0 5 10
1
-10
-5
0
5
10
2
Conditional-RSW
-
0.2
-
0.2
-
0.0
5
-
0.05
0.05
0.05
0.1
0.1
-10 -5 0 5 10
1
-10
-5
0
5
10
2
Hybrid-RSW
-0.2
-0.05
0.05
0.05
-10 -5 0 5 10
1
-10
-5
0
5
10
2
Figure 5: Power of tests with k = 10, µ∗ = −10.
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Figure 6: Power of tests with k = 50, µ∗ = 0.
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Figure 7: Power of tests with k = 50, µ∗ = −10.
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G Simulation Appendix
G.1 The Simulated Model
G.1.1 Competition and Firm Decisions
We consider competition between F firms, who in each period decide which set of
products to offer. As in Wollmann, the products (indexed by j) differ in their gross
weight rating gj, which can take on G possible values. The fixed cost of offering
a product in the current period depends on whether it was offered in the previous
period: if it was not previously marketed the costs are θc + θggj. If the product was
previously marketed, the fixed costs scale down by a multiplicative factor β, so the
cost of entering a previously marketed product is β(θc + θggj).
Firm f estimates that marketing product j in period t will earn variable profits
pi∗jft, and chooses to enter the product if and only if the expected profits exceed the
fixed costs. Thus, if a firm offered product j in period t− 1, then the firm chooses to
offer j in period t iff
pi∗jft − βθc − βθggj > 0.
If the firm didn’t offer the product j in period t−1, then it chooses to add product
j iff
pi∗jft − θc − θggj > 0.
G.1.2 Distributional Assumptions
We set pi∗jft = ηjt + jft, the sum of a product-level shock that is common to all firms
and a firm-product idiosyncratic shock. We assume that ηjt ∼ N (0, σ2η). If j was not
offered in the previous period, then jft ∼ N (βµf + βθggj, σ2 ); if the product was
offered previously, then jft ∼ N (µf + θggj, σ2 ). Note that the mean profitability of
marketing a product depends on a firm-specific mean, µf , which allows us to match
the firm-level market shares observed in Wollmann’s data. We also constuct the mean
of the jft term to depend on the product’s weight and whether it was marketed in the
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previous period in a way that guarantees that all simulated products will be offered
with the same probability in our simulations.
While firms make their decisions using pi∗jft, we assume that the econometrician
observes only pijft = pi∗jft + νjt + νjft. The ν terms represent measurement or expec-
tational errors. We assume that νjt and νjft are independently drawn from a normal
distribution with mean 0 and variance σ2ν .
G.2 Calibration
G.2.1 Exogenous Parameter Values
We set F = 9 to match the number of firms in Wollmann’s data, and G = 22 to
match the number of unique values of GWR. We use θc = 129.73, θg = −21.38, and
β = 0.386 to match the results from the estimates in the November 2018 version of
Wollman (2018).41 We set the values of g to be 22 evenly spaced points between
12,700 and 54,277 to match the lowest and highest GWR figures reported in Table II
of Wollman (2018), which gives the average GWR for different buyer types.
G.2.2 Simulating Data for Calibration
To calibrate the remaining parameters, we simulate data according to the process
described above, and set the parameters to match moments of the simulated data to
those in Wollmann’s data.
In order to simulate the data for the calibration, we first fix standard normal draws
that are used to construct the η, , and ν shocks. These standard normals draws are
then scaled by the desired variance parameters in each simulation. Letting Jft denote
the set of products offered by firm f in period t, the simulations begin in state 0 with
Jf0 = ∅ for all firms. We then simulate Jft and pi∗ going forward using the dynamics
described above. We discard the first 1,000 periods as burnout so as to obtain draws
from the stationary distribution, and calibrate the model using 27,000 subsequent
periods. After discarding 1,000 draws, we obtain essentially identical results if we
begin from the state where all products are in the market in rather than all products
out of the market.
41Note that Wollmann denotes by − 1β what we have been calling β.
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G.2.3 Calibrating the Remaining Parameters
The parameter values to calibrate are {µf}, ση, σ, σν .
Intuition for Calibration. The intuition for the calibration is as follows. The
firm-specific means µf affect the number of products each firm offers, and so we
calibrate these to match the market shares and total number of products offered
in Wollmann’s data. The σ and ση terms affect how often firms add and remove
products, and so we calibrate these to match the variability of the number of products
offered over time in Wollmann’s data. Lastly, we calibrate σν , which governs the
variance of the expectational/measurement error. We do not have direct measures
of the variability of firm profits in Wollmann’s data, but if markups are relatively
constant, then the variance in firm profits is one-to-one with the variance of quantity
sold, and so we calibrate σν to match the variability of quantities sold assuming mark-
ups are fixed at 35%.
Technical Details for Calibration.
The calibration proceeds as follows:
1) We first calibrate (ση, σ) and the µf terms to match the market shares and
variability of products offered in Wollmann. This calibration process involves an inner
and outer loop, described below.
a) The inner loop for µf . Given a guess for (ση, σ), we calibrate µf to match the
market share and average number of products in Wollmann’s data. Market shares
are taken from Table III in Wollman (2018). Wollmann does not provide the mean
number of products offered by year, only the min and max, so we approximate it by
taking the midpoint between the two extremes, which gives 48 total products per year
on average.
b) In the outer loop, we calibrate (ση, σ) to match a measure of the variability of
the number of products offered in Wollmann’s data. In particular, Table I in Wollman
(2018) lists 9-year averages for the total number of products offered for three 9-year
periods (he has 27 years of data). We run 1,000 simulations of 27 periods, and for
each 27-year period we calculate the average number of products offered within each
9-year subinterval, just as Wollmann does. We then calibrate ση so that the average
variance in the number of products offered across three consecutive 9 year periods
matches that in Wollmann’s data.
The simulated variance comes very close to the target variance whenever ση = σ,
regardless of scaling. We therefore choose ση = σ = 30 because this gives that the
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variance of pi∗ is roughly half of the variance of pi.
2) Lastly, we calibrate σν to match a moment implied by the variability in quantity
sold across time in Wollmann. In particular, if prices and markups are relatively
constant, then the variance in quantities will be well-approximated by a constant
times the variance in profits: V ar (pijft) ≈ p¯2m¯2V ar (Qjft), where p¯ and m¯ are the
average prices and markups.42 For our calibration, we set p¯ to be the average price in
Wollmann’s data ($66,722), and set m¯ equal to 0.35. As with the number of products
offered, Wollmann does not report annual quantities, but rather the average for 3
9-year periods. We thus use a procedure analogous to that described in step 1b) to
match the variance of the 9-year averages of quantity sold.
G.2.4 Calibrated Parameters
Tables 3 and 4 show the calibrated values for the µf and variance parameters, respec-
tively.
Table 3: Calibrated µf Parameters
Firm µf
Chrysler 74.31
Ford 98.36
Daimler 114.69
GM 80.11
Hino 67.71
International 110.63
Isuzu 80.15
Paccar 114.63
Volvo 94.17
42This is because if prices and costs are constant across firms,
pijft = Qjft(p− c)
= Qjft
p− c
p
p
= Qjft ×m× p.
Thus, V ar (pijft) = m2p2V ar (Qjft) when p and c are constant, and this holds approximately with
averages if the variance in m and p is small relative to that in Q.
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Table 4: Calibrated Variance Parameters
Parameter Value
ση 30.00
σ 30.00
σν 57.96
G.3 Details of simulations in Section 7
G.3.1 Drawing from Independent Markets
Wollmann’s original model involves observations of sequential periods from the same
market. If we were to construct moments at the product-period level in this setting,
then the sequential nature of the model would induce serial correlation in the realiza-
tions of the moments. Although Σ can be estimated in this setting, accounting for
serial correlation substantially complicates covariance estimation. Since covariance
estimation is not the focus of this paper, and Wollman (2018) performs inference as-
suming no serial correlation, we instead focus on a modified DGP corresponding to a
cross-section of independent markets, a common setting in the industrial organization
literature. To do this, we sample from the stationary distribution of the calibrated
DGP described above as follows. We draw a 51,000 period sequential chain, and dis-
card the first 1,000 periods as burnout. For each simulated dataset, we then randomly
subsample 500 periods from this chain.
G.3.2 Parameter Grids and Monte Carlo Draws
For all of our simulations, we conduct inference by discretizing the parameter space
for the parameter of interest. For δg and the cost of the mean-weight truck, we use
1,001 gridpoints; for β, we use 100 gridpoints. The bounds for the grid depend on the
specification, and are equal to the upper and lower bound of the x-axis shown in the
rejection probabilty figures (Figures 1 and 2 and Appendix Figure 6).
To calculate the LFP critical values, we draw a fixed matrix Ξ of standard normal
draws of size M × 10, 000, and we use these for all of our calculations. Since the LF
procedure is more computationally intensive, we calculate it using a matrix of size
M × 1000.
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G.3.3 Handling of Numerical Precision Errors
In simulating the draws for the LF approach, in certain very rare cases we encoun-
tered computational issues in which the linear program for one of the draws did not
converge. In these cases, we treat the draw as if it were infinity, which pushes the
estimated critical value slightly higher, and makes our estimate of the rejection prob-
ability slightly conservative. However, in all specifications this happens in no more
than 0.01% of cases (of approximately 50 million simulations), and is thus unlikely to
have any substantial impact on our results.
G.3.4 Additional Simulation Results
This appendix reports additional simulation results to complement the results reported
in Section 7 of the main text. In particular, Figure 8 reports rejection probabilities
for tests of hypotheses on δg, while Tables 5-7 report the 5th and 95th percentiles of
the excess length distribution for the confidence sets we study.
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Figure 8: Rejection probabilities for 5% tests of δg
(a) 2 Parameters, 6 Moments (b) 2 Parameters, 14 Moments
(c) 4 Parameters, 14 Moments (d) 4 Parameters, 38 Moments
(e) 10 Parameters, 38 Moments (f) 10 Parameters, 110 Moments
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Table 5: Mean and Select Percentiles of Excess Length for Cost of Mean-Weight Truck
Mean of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 5.38 4.05 4.02 3.89
2 14 12.79 10.61 10.74 8.72
4 14 7.59 5.94 4.23 4.25
4 38 18.79 16.03 14.33 11.13
10 38 12.76 10.24 4.87 4.79
10 110 25.55 22.27 17.74 14.03
5th Percentile of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 3.38 2.06 2.12 1.80
2 14 7.60 5.44 4.97 3.34
4 14 5.51 3.88 2.09 2.09
4 38 15.02 11.67 7.53 3.96
10 38 10.34 7.82 2.43 2.43
10 110 22.45 18.89 11.58 7.19
Median of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 5.32 3.99 4.07 3.75
2 14 12.75 10.48 10.49 8.54
4 14 7.56 5.91 4.07 4.37
4 38 19.08 16.33 14.68 11.60
10 38 12.70 10.20 4.71 4.71
10 110 25.61 22.36 17.91 14.34
95th Percentile of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 7.45 6.16 6.02 6.02
2 14 17.99 15.99 17.97 15.85
4 14 9.78 8.07 6.32 6.48
4 38 22.07 19.77 20.05 17.61
10 38 15.22 12.63 6.98 7.31
10 110 28.43 25.58 23.11 19.70
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Table 6: Mean and Select Percentiles of Excess Length for δg
Mean of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 5.99 4.29 4.17 3.91
2 14 6.92 5.40 4.28 4.11
4 14 7.02 5.21 4.33 4.13
4 38 8.01 6.73 4.45 4.46
10 38 8.16 6.63 4.50 4.47
10 110 9.08 7.63 4.81 4.83
5th Percentile of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 2.70 1.04 0.93 0.68
2 14 3.53 2.04 0.93 0.77
4 14 3.62 1.83 0.93 0.68
4 38 4.58 3.38 1.07 1.15
10 38 4.73 3.22 1.02 0.93
10 110 5.56 4.13 1.40 1.43
Median of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 6.02 4.28 4.18 3.93
2 14 6.91 5.40 4.43 4.18
4 14 7 5.19 4.43 4.18
4 38 7.97 6.68 4.43 4.43
10 38 8.10 6.58 4.43 4.43
10 110 9.11 7.69 5.18 5.18
95th Percentile of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
2 6 9.17 7.47 7.43 7.06
2 14 10.21 8.68 7.56 7.43
4 14 10.23 8.51 7.68 7.43
4 38 11.32 10 7.68 7.68
10 38 11.44 9.87 7.68 7.68
10 110 12.55 11.11 8.43 8.43
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Table 7: Mean and Select Percentiles of Excess Length for β
Mean of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
3 6 84.17+ 69.84+ 59.38+ 55.68+
3 14 0.74 0.58 0.48+ 0.41
5 14 13.51+ 10.45+ 10.3+ 7.87+
5 38 0.85 0.64 1.33+ 0.48
11 38 1.49 1.08 2.01+ 0.83
11 110 0.89 0.65 2.78+ 0.5
5th Percentile of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
3 6 15.15 10.1 6.31 6.31
3 14 0.35 0.25 0.15 0.1
5 14 3.54 2.3 1.06 1.06
5 38 0.5 0.35 0.25 0.05
11 38 0.81 0.5 0.2 0.2
11 110 0.56 0.35 0.66 0.03
Median of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
3 6 118.69 61.87 41.67 36.62
3 14 0.76 0.56 0.45 0.35
5 14 10.25 7.78 6.01 5.3
5 38 0.86 0.66 0.96 0.45
11 38 1.41 1.01 1.01 0.81
11 110 0.86 0.66 2.57 0.56
95th Percentile of Excess Length Distribution
#Parameters #Moments LFP LF Conditional Hybrid
3 6 123.11+ 123.11+ 123.11+ 123.11+
3 14 1.16 0.96 0.96 0.86
5 14 31.29+ 31.29+ 31.29+ 27.4
5 38 1.16 0.96 4.21+ 0.96
11 38 2.42 1.92 7.01+ 1.72
11 110 1.26 0.96 5.7+ 0.88
Note: For certain specifications and simulation draws, the rejection probability did not reach 1 at
the edge of our grid for λ. In these cases, we truncate the excess length at the edge of the grid. A +
denotes statistics that are affected by this truncation.
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H Bisection Algorithm for Computing V lo and V up
When the conditions in step 2 in Section 6.3 do not hold, V lo and V up must be
calculated by finding the minimum and maximum of the set
C =
{
c :
c = maxγ˜ γ˜
′
(
s+ Σγ
γ′Σγ c
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
}
Recall that the set C is convex, and its endpoints, if they are finite, can therefore be
calculated via bisection. We thus recommend the following procedure for calculating
V up. Begin by specifying a large valueM , such that if V up > M , for practical purposes
we can consider V up =∞.43 Then implement Algorithm 1 described in the box below.
43In our implementation, we set M = max
(
100, ηˆ + 20
√
γ′Σγ
)
, which guarantees that M is at
least 20 standard deviations above η.
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Algorithm 1 Bisection Method for Calculating V up
1: procedure computeVUP
2: if CheckIfInC(M) then
3: V up ←∞
4: else
5: lb← η
6: ub←M
7: while ub− lb > TolV do
8: mid ← 1
2
(lb+ ub)
9: if CheckIfInC(mid) then
10: lb← mid
11: else
12: ub← mid
13: V up ← 1
2
(lb+ ub)
where we define the functions:
1: function LPValue(c)
2: return
maxγ˜ γ˜
′
(
s+ Σγ
γ′Σγ c
)
subject to γ˜ ≥ 0, W ′nγ˜ = e1
3: function CheckIfInC(c)
4: if | c− LPV alue(c)| < TolLP then
5: return True
6: else
7: return False
8:
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