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a b s t r a c t 
Reduced-rank adaptive beamforming is a well established and efficient methodology, notably for distur- 
bance covariance matrices which are the sum of a strong low-rank component (interference) and a scaled 
identity matrix (thermal noise). Eigenvalue or singular decomposition is often used to achieve rank re- 
duction. In this paper, we study and analyze an alternative, namely a partial Cholesky factorization, as a 
means to retrieve interference subspace and to compute reduced-rank beamformers. First, we study the 
angles between the true subspace and that obtained from partial Cholesky factorization of the covari- 
ance matrix. Then, a statistical analysis is carried out in finite samples. Using properties of partitioned 
Wishart matrices, we provide a stochastic representation of the beamformer based on partial Cholesky 
factorization and of the corresponding signal to interference and noise ratio loss. We show that the latter 
follows approximately a beta distribution, similarly to the beamformer based on eigenvalue decompo- 
sition. Finally, numerical simulations are presented which indicate that a reduced-rank adaptive beam- 
former based on partial Cholesky factorization incurs almost no loss, and can even perform better in 













































. Motivation of the work 
Enhancing retrieval of a signal of interest (SoI) buried in
oise and interference by means of adaptive filtering is a very
idespread problem in many engineering applications, including
adar sonar and communications [26] , as well as in finance with
he selection of a mean-variance efficient portfolio [23] . The most
idely used approach consists in designing a linear filter w , which
reserves the SoI through some constraints, and minimizes the
utput power, hence tends to cancel or at least attenuate inter-
erence. In other words, one tries to minimize w H w , under a
nit-gain constraint w H v = 1 , where  stands for the p × p covari-
nce matrix of the measurements and v denotes the SoI signature.
he solution is w opt = −1 v / (v H −1 v ) , which provides the opti-
al signal to interference and noise ratio (SINR), which we denote
s SINR opt = SINR (w opt ) . 
In array processing applications, when  = R N contains noise
nly (i.e., thermal noise and interference), this filter is referred to
s the minimum variance distortionless response (MVDR) beam-
ormer. If the SoI is present in the measurement, in which case
= R S+N , one speaks of minimum power distortionless response
MPDR) [26] . When  is known, there is no difference between∗ Corresponding author. 




ttps://doi.org/10.1016/j.sigpro.2019.107300 he two filters. However, in practice  is unknown and must
e estimated from a set of n independent and identically dis-
ributed samples x i , with (supposedly common) covariance matrix
= E 
{




. Use of the sample covariance matrix ˆ  in lieu of the
rue one makes a big difference between the MVDR and MPDR sce-
arios. Indeed, while only 2 p − 3 samples are needed to achieve
n average SINR loss equal to −3 dB in the MVDR case, this figure
ises to about (p + 1)(1 + SINR opt ) in the MPDR case, which can be
uch larger. In most practical cases, the number of available snap-
hots is much lower, which results in a significant degradation in
he MPDR context. 
In some cases one might even face a situation where n < p ,
hich makes ˆ  singular, and therefore its inverse does not ex-
st. In order to address this situation and to improve the rate of
onvergence, two main approaches have emerged in the literature.
he first is based on diagonal loading [1,5,6] , a simple technique
hich was shown to achieve, provided that the loading level is
roperly chosen, a fast convergence rate, typically of the order of
wice the number of interfering signals [2,6,7,10] . The second main
ategory is that of reduced-rank adaptive filters where the weight
ector w is constrained to lie in a low-dimensional subspace, see
.g., [11,14,15,17,22] . This approach is particularly suitable when the
nterference plus noise covariance matrix is the sum of a low-rank
erm and a scaled identity matrix, i.e., when R N = UU H + σ 2 I


























































































w  the diagonal matrix of eigenvalues. Actually, for large interference
to noise (INR) ratio w opt is approximately, up to scaling factor,
the projection of v on the subspace orthogonal to U , i.e., w opt 
α(I − UU H ) v . In practice, an estimate of U is made available from
the eigenvalue decomposition (EVD) of ˆ  or the singular value
decomposition (SVD) of the data matrix X = 
[
x 1 x 2 . . . x n 
]
.
Analysis of the SINR loss was conducted in [21] where it was stated
that it approximately follows a Beta distribution. In [16] , the SINR
loss is analyzed starting from the asymptotic properties of eigen-
values and eigenvectors. While the proof is rigorous, it holds only
for n → ∞ , while reduced-rank adaptive filtering is especially inter-
esting in low sample support. 
While EVD or SVD are the usual tools for retrieval of princi-
pal subspace, one might investigate alternative, possibly simpler
factorizations that could yield a similar performance in terms of
adaptive beamforming: this is the objective of the present paper.
Our goal is not to propose a new reduced-rank adaptive beam-
former, rather to suggest another implementation and to validate
its performance through a theoretical analysis. Towards this end
we propose to use a partial (truncated) Cholesky factorization, that
is we suggest to use a conventional (with no pivoting) Cholesky
factorization algorithm, applied to ˆ , and to stop it after r itera-
tions. We are particularly interested in the case where ˆ  is esti-
mated from n < p snapshots and is thus of rank n . Also, we will
focus on matrices  = UU H + σ 2 I (MVDR case) or  = P vv H +
UU H + σ 2 I (MPDR case), where U forms a basis for the interfer-
ence subspace. 
The paper is organized as follows. In Section 2 , we will define
the partial Cholesky factorization and will show that it is a rather
accurate method to retrieve the principal subspace of  when the
latter is the sum of a low-rank matrix and a scaled identity ma-
trix. In Section 3 we will introduce a reduced-rank adaptive beam-
former based on the partial Cholesky factorization and derive its
statistical properties. The simulations of Section 4 will compare
this beamformer to its counterpart using SVD and finally conclu-
sions will be drawn in Section 5 . 
2. Partial Cholesky factorization 
In this section, we introduce the partial Cholesky factorization
and we study the angles between the subspace obtained from the
partial Cholesky factorization of  and the interference subspace,
in the MVDR as well as in the MPDR case. 
2.1. Definition 
Let us start from the (full) Cholesky factorization [12,19] of a
positive definite matrix A which yields a p × p lower triangular
matrix L , with positive diagonal elements, such that A = LL H . The
principle of the partial Cholesky factorization is simply to stop the
factorization after r steps (columns), yielding a p × r lower triangu-
lar matrix, whose properties will be studied below. If A is full-rank,
and no pivoting is used, then stopping after r iterations provides
the same result as selecting the first r columns of a full Cholesky
factorization of A . If A has rank n < p , then the full Cholesky factor-
ization does not exist, and stopping after r ≤ n steps yields a low-
rank approximation, which will be used to obtain a basis of the
interference subspace. Note that, when A has rank n , symmetric
pivoting can be used to produce a p × n lower triangular matrix L
with positive diagonal elements, and a permutation matrix  such
that of A = LL H , see e.g., [12] , Algorithm 4.2.4. Now, with a
positive semi-definite matrix A , Cholesky factorization with pivot-
ing can also be stopped after r steps, where r ≤ rank( A ), to produce
a low-rank approximation of A . Such a technique has been used in
machine learning where it serves the purpose of finding a low-rank
approximation of the Kernel matrix see e.g., [3,9] , and differencesmong methods concern the strategy for pivoting. In [18] conver-
ence results were obtained which prove the effectiveness of such
 method. 
The partial Cholesky factor of , which will be denoted as
chol( , r ), is thus the p × r (with r ≤ rank( )) lower triangular
atrix with positive diagonal elements G  = ( G −1 G −2 
) , where G −1 
s a r × r lower triangular matrix with positive diagonal elements































0 2 . 1 
)
(1)
here 2 . 1 = 22 − 21 −1 11 12 , G −1 G H −1 = 11 and
 −2 G H −1 = 21 . From a practical point of view, G  = pchol ( , r )
an be obtained, e.g., by using only r steps of Algorithm 4.2.2 of
olub and Loan [12] . 
.2. Angles with the interference subspace 
Let us now examine the ability of the partial Cholesky factor-
zation to retrieve the principal subspace of  when the latter
s of the form  = UU H + σ 2 I where  = diag ( λ1 , . . . , λr ) is the
iagonal matrix of eigenvalues and U is the matrix of eigenvec-
ors. Towards this end, let us study the angles between the sub-
pace spanned by pchol( , r ) and the subspace spanned by U . Let
s partition U as U = [ U 1 
U 2 
] where U 1 is r × r . From (1) , one has
11 = U 1 U H 1 + σ 2 I r and 21 = U 2 U H 1 , so that 
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1 + σ 2 I r 
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or large INR, i.e., for λk σ 2 , 1 is a matrix with small elements,
ence range( G ) should be close to range( U ). The angles between
he two subspaces are obtained from the singular values of the fol-
owing matrix [12] 
 = U H 
[
U 1 + 1 
U 2 
](




I r + σ 2 −1 
)(




I r + σ 2 −1 
)(
I r + 2 σ 2 −1 + σ 4 −1 
(






I r + σ 2 −1 
)(
I r − σ 2 −1 − 1 
2 
σ 4 −1 
(
U H 1 U 1 
)−1 
−1 + 3 
2 
σ 4 −2 
)





U H 1 U 1 
)−1 
−1 + 1 
2 
σ 4 −2 
= I r − σ
4 
2 
−1 U H 2 
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ote that one should go up to second order in the expansion. If
e let θ , k = 1 , . . . , r denote the angles between the subspaces,k 




UU H + σ 2 I , r 
))
and range( U ) using the par- 
tial Cholesky decomposition. r = 2 interference with varying INR in the field of view 










































Pvv H + UU H + σ 2 I , r 
))
and range( U ). The dis- 




Pvv H + UU H + σ 2 I , r 
))
and range( U ) is given by Fig. 1 . 
r = 2 interference with varying INR in the field of view of a p = 16 element uniform 










































= ∑ r k =1 cos 2 θk . Now, the square distance be-






2 θk  σ 4 Tr 
{ 
−1 U H 2 
(






lthough this is not zero, as would be the case with the sin-
ular value decomposition whose r principal left singular vectors
hare the same subspace as U , the distance between range( G ) and
ange( U ) goes to zero as INR −1 when INR grows large. 
This is illustrated in Fig. 1 where we display the distance
etween range( G ) and range( U ) in the case of a p = 16 element
niform linear array with inter-distance half a wavelength. Two
arrowband interference are present in the field of view with
espective directions of arrival −10 ◦ and 10 ◦, and a varying INR.
s can be observed, the distance goes to zero as both INRs grow
arge. Note that this figure concern the asymptotic case where
is known. Of more practical interest is the case where  is
stimated from n snapshots with n possibly smaller than p . In
his case, a different analysis should be conducted. In the next
ection, we provide some results about the statistical properties
f pchol 
(
ˆ , r 
)
while numerical results about its application to
daptive beamforming is the subject of Section 4 . 
Let us now study what happens when  = P vv H + UU H +
2 I , i.e., when the SoI is present in the measurements. With
o loss of generality, one can assume that v = e p where e p =
0 0 . . . 0 1 
]T 
. Then, only the ( p, p ) element of  is mod-
fied, compared to the MVDR case where  = UU H + σ 2 I . Since
his affects only 22 it means that the partial Cholesky factorization
s left unchanged , that is 
chol 
(




UU H + σ 2 I , r 
)
(5) 





P vv H + UU H + σ 2 I , r 
))
and range( U ) are still given
y the analysis above. Note that this holds true provided that
he first r components of v are zero. In contrast, the angles be-
ween range( U ) and the first r eigenvectors of UU H + σ 2 I are no
onger zero. Indeed, it is only known that the first r + 1 principal
igenvectors of P vv H + UU H + σ 2 I share the same subspace as
U v 
]
. Accordingly, the subspace spanned by the r principaligenvectors contains a contribution from v and one cannot
ecover exactly the interference subspace, in contrast with the
VDR case. Therefore, when one wants to retrieve the interfer-
nce subspace in a MPDR context, a partial Cholesky factorization,
topped after r steps with r the number of interfering signals, is
 meaningful approach, because it brings the SoI component in
 part of the matrix which is not used in the partial Cholesky
actorization. 
Fig. 2 displays the angles obtained with an EVD in the same
cenario as before but with the SoI present. Note that the an-
les obtained with a partial Cholesky factorization are still given
y Fig. 1 , due to (5) . Comparing the two figures, it appears that
he difference in terms of subspace proximity is not very impor-
ant. Therefore, from the point of view of retrieving the interfer-
nce subspace in a MPDR context, a partial Cholesky factorization
ossesses interesting properties. 
. Reduced-rank adaptive beamforming using the partial 
holesky factorization 
In this section, we consider the use of a partial Cholesky fac-
orization for reduced-rank adaptive beamforming purposes. Let
s assume that n independent and identically distributed com-
lex Gaussian vectors x i with zero mean and covariance matrix 
re available and gathered in the matrix X = 
[
x 1 x 2 . . . x n 
]
.
e denote the distribution of X as X 
d = C N p,n ( 0 , , I n ) . We are
specially interested in the case where the number of snapshots
s less than the size of the observation space, i.e., n < p . Let
 = XX H be the sample covariance matrix and let G = pchol ( S , r )
ith r ≤ min ( p, n ) denote its partial Cholesky factorization. As said
bove, G constitutes a useful tool to retrieve the interference sub-
pace, which leads naturally to consider the following reduced-
ank adaptive beamformer 
 = P ⊥ G v (6) 
here P ⊥ 
G 
= I − G (G H G ) −1 G H is the orthogonal projector on the
ubspace orthogonal to range( G ). In the sequel, we provide a sta-
istical analysis of the SINR loss of the adaptive beamformer in (6) .
rior to that, we also provide some statistical properties of G . The
ain results are stated below while technical proofs are deferred
Fig. 3. Distribution of the SINR loss using either partial Cholesky decomposition of ˆ  or SVD of X . p = 16 , r = 2 interference at −10 ◦, 10 ◦ with INR = 20 dB , 15 dB . Wishart 
and pseudo-Wishart conditions. 





















to the appendices. In what follows C W p ( n, ) denotes the complex
Wishart distribution with n degrees of freedom and parameter ma-
trix . 
Proposition 1. Let us partition G as G = ( G 1 
G 2 
) where G 1 is a r × r
lower triangular matrix with positive real diagonal elements. Then G 1 
and G 2 − 21 −1 11 G 1 are independent and distributed as 









−G H 1 −1 11 G 1 
}
(7a)
G 2 − 21 −1 11 G 1 
d = C N p−r,r ( 0 , 2 . 1 , I r ) (7b)
and G admits the following stochastic representation 
G = pchol ( C W p ( n, ) , r ) d = chol ( ) × pchol ( C W p ( n, I p ) , r ) . (8)
where chol( ) is the Cholesky factor of . roof. See Appendix A . 
We now consider the SINR loss associated with the beamformer
f (6) . For any beamformer w , the SINR loss is defined as 
(w ) = SINR (w ) 
SINR (w opt ) 
= | w 
H v | 2 (w H opt R N w opt ) 
(w H R N w ) | w H opt v | 2 
. (9)
e let C B r,n −r+1 ( 0 ) denote the complex beta distribution with
ensity p(b) = (n +1) 
(r)(n −r+1) b 
n −r (1 − b) r−1 . 
roposition 2. The SINR loss of the reduced-rank adaptive beam-
ormer of (6) based on the partial Cholesky factorization of the sam-
le covariance matrix follows approximately a scaled Beta distribution,
.e., 
(P ⊥ G v ) 
d = a × C B r,n −r+1 ( 0 ) (10)
here the scaling factor a is defined in (B.14) . The exact stochastic
istribution of ρ(P ⊥ 
G 
v ) is given by (B.10) . 
roof. See Appendix B . 
Fig. 5. MVDR case. SINR using either partial Cholesky decomposition of ˆ  or SVD of X versus r . p = 16 , J = 4 interference at −25 ◦, −10 ◦, 10 ◦ and 18 ◦ with INR = 30 , 15 , 20 , 25 
dB respectively. SNR = 0 dB. 
Fig. 6. MPDR case. SINR using either partial Cholesky decomposition of ˆ  or SVD of X versus r . p = 16 , J = 4 interference at −25 ◦, −10 ◦, 10 ◦ and 18 ◦ with INR = 30 , 15 , 20 , 25 

















t  For illustration purposes, we plot in Fig. 3 the distribution of
he SINR loss when either a partial Cholesky of the sample covari-
nce matrix ˆ  or a SVD of the data matrix X is used. Wishart
 n ≥ p ) as well as pseudo-Wishart ( n < p ) conditions are consid-
red. As can be observed, there is no difference between the par-
ial Cholesky and the SVD. Moreover, the approximated scaled beta
istribution is shown to predict accurately the actual distribution. 
Next, we consider a more complicated scenario in Fig. 4 with
 = 4 interfering signals with directions of arrival −25 ◦, −10 ◦, 10 ◦,
8 ◦ and varying INR. As can be seen here, we still have that partial f  holesky performs as well as SVD. However, one can observe the
imitation of the approximation made above, since the scaled beta
istribution does not predict well the actual distribution. 
. Numerical simulations 
In this section, we use numerical simulations to compare the
educed-rank P ⊥ 
G 
v obtained from a partial Cholesky decomposi-
ion of ˆ  to its counterpart using SVD of the data matrix. As be-
ore, a p = 16 uniform linear array with half-wavelength spacing is
Fig. 7. MVDR case. SINR using either partial Cholesky decomposition of ˆ  or SVD of X versus n . p = 16 , J = 4 interference at −25 ◦, −10 ◦, 10 ◦ and 18 ◦ with INR = 30 , 15 , 20 , 25 
dB respectively, r = 4 . SNR = 0 dB. 
Fig. 8. MPDR case. SINR using either partial Cholesky decomposition of ˆ  or SVD of X versus n . p = 16 , J = 4 interference at −25 ◦, −10 ◦, 10 ◦ and 18 ◦ with INR = 30 , 15 , 20 , 25 




















considered and interfering signals are located at −25 ◦, −10 ◦, 10 ◦,
18 ◦ with INR = [30 , 15 , 20 , 25] dB. When present, the SoI impinges
from broadside (0 ◦). 
First, we study the influence of r , the order of the low-rank ap-
proximation. In Fig. 5 , we consider an MVDR scenario. A first im-
portant observation is that the partial Cholesky factorization incurs
almost no loss compared to SVD, when the rank of the transforma-
tion coincides with the number of interfering signals, say J . Addi-
tionally, it appears to degrade slightly more nicely when r > J . For
the MPDR case, which is considered in Fig. 6 it is also observedhat for r = J, the partial Cholesky-based beamformer performs as
ell as its SVD counterpart. However, degradation for r > J is sig-
ificantly more pronounced for the SVD, which means that par-
ial Cholesky factorization is more robust to an over-estimation
f J in MPDR scenarios. Finally, we study the influence of the
umber of snapshots n in Figs. 7 and 8 . The conclusion is that,
n MVDR or in MPDR scenarios with low SNR, all methods have
imilar performance. However, when SNR = 10 dB, one can ob-







































































I  To summarize this numerical study, we showed that a partial
holesky factorization performs as well as SVD in most situations,
nd is more robust in MPDR scenarios or when the order r of the
ow-rank approximation is over-estimated. 
. Conclusions 
In this paper, we showed that a partial Cholesky factorization
s a worthy alternative to SVD or EVD to implement a reduced-
ank adaptive beamformer in the case of strong low-rank interfer-
nce. While, for the true interference + noise covariance matrix,
t does not provide exactly the interference subspace (in contrast
o SVD), we showed that when the signal of interest is present, it
nables one to recover rather well this subspace. We conducted a
tatistical analysis of the partial Cholesky-based filter and showed
heoretically that the SINR loss obtained is very close to that of a
VD-based filter. Finally, numerical simulations confirmed this re-
ult and even showed situations where partial Cholesky provides
mprovement. 
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ppendix A. Proof of Proposition 1 
In this appendix we derive the distribution of G = pchol ( S , r ) ,
ith r ≤ min ( p, n ), from the distribution of S . The latter follows a
omplex Wishart distribution (when n ≥ p ) or a complex pseudo-
ishart distribution [4,8,13,20,24,25] (when n < p ), whose proba-
ility density function (p.d.f.) is given by 





here ∝ means proportional to, |.| and etr{.} stands for the de-
erminant and exponential trace, and S + = S (1 : q, 1 : q ) where q =
in (p, n ) . We will note S 
d = C W p ( n, ) . Let S be partitioned as 
 = r 
s 
r s (
S 11 S 12 
S 21 S 22 
)
. (A.2) 
et us partition G as G = ( G 1 
G 2 
) where G 1 is r × r . A said before,
hen n ≥ p , S is full-rank with probability one, and G is simply
 sub-matrix of the full Cholesky factor of S . However, the latter
oes not exist when n < p and rank ( S ) = n . In this case, we need
o resort to results about arbitrary partitioning of pseudo Wishart
atrices [4] . In fact, whether in the Wishart case [24] or in the
seudo-Wishart case [4] , the joint distribution of ( S 11 , S 21 ) is given
y 
p(S 11 , S 21 ∝ | S 11 | n −p etr 
{






S 21 − 21 −1 11 S 11 
)
S −1 11 
(
S 21 − 21 −1 11 S 11 
)H 
−1 2 . 1 
} 
. (A.3) 
sing a proof similar to that of Khatri [20] for the Bartlett decom-




k =1 G 
1+2(p−k ) 
kk 
. Next, observing that S 11 = G 1 G H 1 , S 21 = G 2 G H 1 and
 
S 11 | = ∏ r k =1 G 2 kk , it follows that 















G 2 − 21 −1 11 G 1 
)H 
−1 2 . 1 
(
G 2 − 21 −1 11 G 1 
)} 
(A.4) hich shows that G 1 and G 2 − 21 −1 11 G 1 are independent and dis-
ributed as 









−G H 1 −1 11 G 1 
}
(A.5a) 
 2 − 21 −1 11 G 1 
d = C N s,r ( 0 , 2 . 1 , I r ) (A.5b) 
From (A.5), one can obtain the following stochastic representa-
ion of G as 
 = pchol ( C W p ( n, ) , r ) d = chol ( ) × pchol ( C W p ( n, I p ) , r ) . 
(A.6) 
here chol( ) is the Cholesky factor of . This property is ob-
ained by making the change of variables Ḡ = L −1 G with L =
hol ( ) . Ḡ is a lower triangular matrix with positive diagonal ele-






L 11 0 







L 11 ̄G 1 
L 21 ̄G 1 + L 22 ̄G 2 
)
(A.7) 
ogether with 11 = L 11 L H 11 and 21 = L 21 L H 11 it ensues that 
 2 − 21 −1 11 G 1 = L 22 ̄G 2 
2 . 1 = L 22 L H 22 
G kk = L kk ̄G kk . (A.8) 
herefore, the joint p.d.f. of ( ̄G 1 , ̄G 2 ) writes 













−Ḡ H 2 Ḡ 2 
}
(A.9) 
hich is recognized as the distribution of the partial Cholesky fac-
or of S̄ 
d = C W p 
(
n, I p 
)
. 
Eq. (A.6) can be rewritten in another form as 
 = L ̄G = 
(
L 11 0 










Ḡ 1 + 
(
0 
L 22 ̄G 2 
)
= pchol ( , r ) ̄G 1 + 
(
0 
L 22 ̄G 2 
)
(A.10) 
hich enables one to relate pchol( S , r ) to pchol( , r ) and Ḡ . 
ppendix B. Proof of Proposition 2 
In this appendix, we analyze the SINR loss of the weight vector
n (6) . Since it depends on P ⊥ 
G 
, we first obtain a stochastic repre-
entation of this projection matrix. The range space of G is given
y 






















pchol ( , r ) + 
(
0 
L 22 ̄T 
))
(B.1) 
here T̄ = Ḡ 2 ̄G −1 1 = S̄ 21 ̄S −1 11 . The matrix T̄ follows a complex
ultivariate Student distribution and T̄ 
d = N̄ W̄ −1 / 2 where N̄ d =
 N s,r ( 0 , I s , I r ) and W̄ d = C W r ( n, I r ) . We will note T̄ d = C T ( 0 , n, I s , I r ) .
































































F = L −H [ T̄ 
H 
−I s ] so that the projector on the orthogonal complement
of range( G ) writes 
P ⊥ G = F 
(
F H F 
)−1 
F H 





T̄ −I s 
]





T̄ −I s 
]
L −1 . (B.2)
Let A 1/2 denote the Hermitian square-root of A . Since 2 . 1 =
L 22 L 
H 
22 
, 11 = L 11 L H 11 and 21 = L 21 L H 11 , it follows that L 22 =
1 / 2 
2 . 1 
Q 2 , L 11 = 1 / 2 11 Q 1 and L 21 = 21 
−1 / 2 
11 
Q 1 for some unitary ma-
trices Q 1 and Q 2 . Hence, we get [
T̄ −I s 
]
L −1 = 
[
T̄ −I s 













T̄ L −1 
11 
+ L −1 
22 






= L −1 22 
[
L 22 ̄T L 
−1 
11 
+ L 21 L −1 11 −I s 
]
= L −1 22 
[




T = 21 −1 11 + 1 / 2 2 . 1 Q 2 ̄T Q H 1 −1 / 2 11 
d = 21 −1 11 + 1 / 2 2 . 1 T̄ −1 / 2 11 




11 , n, 2 . 1 , 11 
)
(B.4)
and where we used the fact that T̄ has the same distribution as
Q 2 ̄T Q 
H 
1 . Therefore, we obtain the following stochastic representa-
tion for the projection matrix 






I s + TT H 
)−1 [
T −I s 
]
. (B.5)
As for the weight vector, assuming with no loss of generality that
v = [ 0 T v T 
2 
] T , we can write w as 









w H v 
d = v H 2 
(
I s + TT H 
)−1 
v 2 . (B.7)
Now, we have that 
P ⊥ G P 
⊥ 
G = F 
(
F H F 
)−1 
F H F 
(





F H F 
)−1 (
I s + T̄ ̄T H 
)(
F H F 
)−1 
F H (B.8)
which implies that 
w H w = v H P ⊥ G P ⊥ G v 
= v H 2 
(
I s + TT H 
)−1 
1 / 2 
2 . 1 
(
I s + T̄ ̄T H 
)
1 / 2 
2 . 1 
(
I s + TT H 
)−1 
v 2 . (B.9)
Observing that v H −1 v = v H 
2 
−1 
2 . 1 
v 2 , we end up with 
ρ(P ⊥ G v ) 
d = 










I s + TT H 
)−1 
1 / 2 
2 . 1 
(
I s + ̄T ̄T H 
)
1 / 2 
2 . 1 
(





Eq. (B.10) provides a stochastic representation of the SINR loss, us-
ing matrices with known distribution. At this stage, it does not
seem possible to derive the exact distribution of ρ(P ⊥ 
G 
v ) and one
needs to resort to some approximation, as was the case in [16,21] . 
If we consider that  is approximately of rank r , then 2.1 
which bears the deviation from a rank −r approximation of 
should be “small”. We translate this property by the fact that theandom deviations of T from its mean M T = 21 −1 11 are negligible.
n other words, we make the approximation 
 s + TT H = I s + 
(
M T + 1 / 2 2 . 1 T̄ −1 / 2 11 
)(
M T + 1 / 2 2 . 1 T̄ −1 / 2 11 
)H 
 I s + M T M H T . (B.11)
or notational convenience, let us define temporarily
 = 1 / 2 
2 . 1 
(
I s + M T M H T 
)−1 
v 2 and y = −1 / 2 2 . 1 v 2 . With this approxi-
ation, we need now to derive the distribution of 
= 
∣∣z H y ∣∣2 (








sing the fact that T̄ 
d = N̄ W̄ −1 / 2 where N̄ d = C N s,r ( 0 , I s , I r ) and W̄ d =
 W r ( n, I r ) , along with well-known results on quadratic forms in
ishart matrices, one can show that 
z H 
(
I s + T̄ ̄T H 
)
z 
]−1 d = (z H z )−1 [1 + C χ2 r ( 0 ) 
C χ2 




z H z 
)−1 
C B r,n −r+1 ( 0 ) (B.13)
here the p.d.f. of C B r,n −r+1 ( 0 ) is (n +1) (r)(n −r+1) b 
n −r (1 − b) r−1 .
herefore, we end up with the following representation of the SINR
oss 
d = 
∣∣z H y ∣∣2 (
y H y 
)(
z H z 
) × C B r,n −r+1 ( 0 ) (B.14)
hich corresponds to a scaled beta distribution. Note that, in [21] ,
he SINR loss was found to have a C B r,n −r+1 ( 0 ) distribution, that is
he scaling factor vanishes. 
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