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ABSTRACT
One important problem in crowdsourcing is that of assigning tasks
to workers. We consider a scenario where a worker is traveling on
a preferred/typical path (e.g., from school to home) and there is
a set of tasks available to be performed. Furthermore, we assume
that: each task yields a positive reward, the worker has the skills
necessary to perform all available tasks and he/she is willing to
possibly deviate from his/her preferred path as long as he/she trav-
els at most a total given distance/time. We call this problem the
In-Route Task Selection (IRTS) problem and investigate it using the
skyline paradigm in order to obtain the exact set of non-dominated
solutions, i.e., good and diverse solutions yielding different combi-
nations of smaller or larger rewards while traveling more or less.
This is a practically relevant problem as it empowers the worker
as he/she can decide, in real time, which tasks suit his/her needs
and/or availability better. After showing that the IRTS problem
is NP-hard, we propose an exact (but expensive) solution and a
few others practical heuristic solutions. While the exact solution
is suitable only for reasonably small IRTS instances, the heuristic
solutions can produce solutions with good values of precision and
recall for problems of realistic sizes within practical, in fact most
often sub-second, query processing time.
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1 INTRODUCTION
Crowdsourcing is a relatively new computing paradigm which re-
lies on the contributions of a large number of workers to accomplish
tasks, such as image tagging and language translation. The increas-
ing popularity of mobile computing led to a shift from traditional
web-based crowdsourcing to spatial crowdsourcing [15]. Spatial
crowdsourcing consists of location-specific tasks, submitted by re-
questers, that require people to physically be at specific locations
to complete them. Examples of these tasks include taking pictures
or answering questions about a certain location in real time. Tasks
are assigned to suitable workers based on a particular objective,
such as maximizing the number of assigned tasks, maximizing a
given matching score, minimizing the total amount of reward paid
out by task requesters or the total reward earned by workers after
deducting traveling costs. (We defer the discussions about those
approaches when presenting the related work in Section 2.)
Traditionally, in the cases where a worker is assigned to multi-
ple tasks, the travel cost between tasks is not typically taken into
account. However, that cost directly affects the number of tasks the
worker will be able to perform. Thus, even if those tasks are spa-
tially close from the worker, they may not be completed depending,
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for example, on the worker’s time/distance budget. Therefore, in
this paper we consider the more generic problem of finding a task
schedule for a worker, i.e., a feasible sequence of tasks, a problem
that has also been considered in [7, 8].
However, differently from any work that we are aware of, we
consider a scenario where a worker is (or will be) traveling along
a predetermined path and he/she is willing to possibly perform
tasks while on that path. For instance, consider a user and his/her
preferred path, say a particular bicycle path or bus route from
school to home. On the one hand, it would make sense to consider
performing tasks that minimize the detour from the preferred path.
On the other hand, considering that each task is associated with
a reward, it would also make sense to maximize the total reward
received for performing tasks. We refer to this problem as In-Route
Task Selection (IRTS). The added novelty and non-trivial complexity
of this problem comes from the fact that there are two competing
criteria to be optimized at the same time: deviation and reward.
More formally, the IRTS problem can be formulated as follows.
Given a preferred path P∗, a budget b and a set of geographically
located tasks T , the IRTS problem aims at maximizing the total
reward received by the worker while minimizing the total detour
from P∗ incurred for traveling to the location of tasks, considering
that the total traveling cost does not exceed b.
In order to illustrate IRTS, consider the simple scenario shown
in Figure 1. The path in bold represents the worker’s preferred path
P∗ = ⟨s,v1,v2,d⟩, say from school to home. Moreover, there are
three available tasks T = {t1, t2, t3} associated with their corre-
sponding rewards, $3, $4 and $5, respectively. Also, assume that
b = 21. On the one hand, if the worker wants to minimize the
detour from P∗ incurred from traveling to a task location, a possible
path is P1 = ⟨s,v1, t2,v1,v2,d⟩ (with reward $4 and detour 4). On
the other hand, if the user wants to maximize his/her reward, the
path P2 = ⟨s,v1, t2,v4, t3,d⟩ (with reward $9 and detour 14) would
be the best option. Let us now consider other alternative paths.
P3 = ⟨s, t1, s,v1,v2,d⟩ yields a total detour of 6 and reward of $3,
P4 = ⟨s,v1,v2,d, t3,d⟩ yields a total detour of 4 and reward of $5,
while P5 = ⟨s,v1, t2,v1,v2,d, t3,d⟩ yields a total detour of 8 and
reward of $9. However, since the total cost of P5 is 23, which is
greater than the specified budget, P5 is not a feasible option.
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Figure 1: Preferred path P∗ and tasks t1, t2 and t3 with their
corresponding rewards.
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As shown above, a single route does not typically optimizes
both criteria, i.e., minimize detour and maximize reward, at the
same time. A simplistic way to address this problem is to combine
both criteria and optimize the combined value. However, finding a
single meaningful functionmeansweighting the importance of each
criterion. This would depend primarily on the worker’s preferences,
which may be not obvious or clear from the outset, adding an extra
parameter to the problem at query time. Moreover, we believe that
it is of practical relevance to empower the worker him/herself to
consider all interesting alternatives.
Fortunately, a more principled way to deal with the IRTS problem
is to determine all results that are optimal under any arbitrary
combination of the two criteria. That can be achieved by using the
notion of skyline queries [3]. In generic terms, the result set of a
skyline query contains objects which are not dominated by any
other one. An object oi is dominated by another object oj if, for each
criterion, oi is at most as good as oj , and, for at least one criterion, oj
is strictly better than oi . For instance, consider the paths (along with
their detours and rewards) shown in Table 1 and based on Figure 1.
Path P1 is dominated by path P4, since both of them yield the same
detour, but P4 has a higher reward. Similarly, P3 is also dominated
by P4 since P4 is better than P3 in both criteria. On the other hand,
paths P2 and P4 are non-dominated, since none of them is better
than the other both is terms of detour and reward. Therefore, P2 and
P4 are equally interesting and should be offered as alternatives to
the user, who can decide by him/herself how prioritize the trade-off
between deviation and the reward. Figure 2 illustrates the concept
of skyline queries. It shows the corresponding detours and rewards
of these four candidate paths. The linked dots denote the non-
dominated paths and the shaded area contains the dominated ones.
Table 1: Paths extracted fromFigure 1with their correspond-
ing rewards and detours, and whether they are dominated
and by whom.
Path Reward Detour Dominated by
P1 4 4 P4
P2 9 14 non-dominated
P3 3 6 P4
P4 5 4 non-dominated
P
2
P
4
Figure 2: Skyline for the example illustrated in Figure 1 and
Table 1.
The main contributions we offer in this paper are two-fold. We
present the IRTS problem, a new extension of the crowdsourcing
problem in spatial data, which empowers the worker with informed
choices regarding the available tasks he/she can choose from. After
showing that the problem is NP-hard, we present few practically
alternative solutions that can be used to solve instances of the IRTS
problem in a city scale efficiently.
The remainder of this paper is structured as follows. In Section 2
we present relevant related work and contrast it to ours. We present
the formal definition of the IRTS problem, showing it is NP-hard,
in Section 3. Our proposed solutions are presented in Section 4,
followed by their experimental evaluations using real datasets in
Section 5. Finally, Section 6 presents a summary of our findings and
suggestions for future work.
2 RELATEDWORK
The literature in spatial crowdsourcing presents many different
ways to assign tasks to workers, for instance, maximizing the num-
ber of assigned tasks, [11, 14], maximizing a given matching score
[5, 13, 16, 17] or minimizing the total amount of reward paid out
by requesters, while maximizing the number of assignments [6].
Kazemi and Sahabi [11] study the maximum task assignment
(MTA) problem in spatial crowdsourcing, which aims at maximizing
the overall number of assigned tasks and considers that a worker
only accepts tasks within his/her spatial region and is only willing
to perform up to a predetermined number of tasks. To et al. [14]
introduce a framework for crowdsourcing hyper-local information.
A task can only be answered by workers who are already within a
radius r from the task location at a time when the task is valid. The
goal is to maximize task assignment given a budget, which is the
maximum number of workers that can be selected.
Tong et al. [16] study the Global Online Micro-task Allocation in
spatial crowdsourcing (GOMA) problem, which aims at maximizing
a total matching utility. The utility for a task-worker pair (t ,w) is
given by the payoff of task t times the success ratio ofw completing
tasks. Song et al. [13] propose the trichromatic online matching
(TOM) in real-time spatial crowdsourcing problem, which aims at
matching three types of objects, namely tasks, workers and work-
places. The goal is to maximize a total utility score, which represents
the satisfaction of the matching involving the corresponding task
requester, worker and workplace. Zheng and Chen [17] study the
task assignment with mutual benefit awareness (TAMBA) problem.
TAMBA aims at maximizing the mutual benefit of the workers and
tasks, which is measured in terms of the expected answer quality
for a workerw and task t , given by the probability ofw ’s acceptance
of t multiplied by the expected rating ofw’s completing t .
Within the context of reward-based task assignment, Dang and
Cao [6] propose the Maximum Task Minimum Cost Assignment
(MTMCA) problem. MTMCA considers that workers have multiple
skills and that each task has a type. The goal is to maximize the num-
ber of assignments and subsequently minimize the total amount
of money spent by the requesters, assuming that the price of tasks
is attributed by workers. The Multi-Skill Spatial Crowdsourcing
(MS-SC) problem is presented in [4]. It aims at assigning multi-
skilled workers to complex spatial tasks such that skills between
workers and tasks match with each other, and workers benefits
are maximized. Each task tj is associated with a budget Bj , which
represents the maximum amount the requester is willing to pay
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for tj . The workers rewards is given by the sum of the remaining
budget of the completed tasks after deducting traveling costs.
Differently from the works above, [7, 8] deal with assigning a
sequence of tasks to workers and, thus, take the travel cost between
tasks into account, as we do. In [7], the authors focus onmaximizing
the number of tasks performed by a single worker assuming that
the worker is willing to perform up to a predefined maximum
number of tasks and that he/she must arrive at the task location
before its deadline. An extension of that problem is proposed in [8],
which aims to maximize the overall number of tasks performed by
multiple workers considering that each task is assigned to at most
one worker. As in [7], we focus on the scenario where workers
self-select the tasks they want to perform from a list of published
tasks, termed Worker Selected Tasks (WST) [11] mode. However,
differently from [7, 8], we assume that a worker is willing to perform
tasks while traveling along a predetermined path but likely without
deviating too much from it. Additionally, we consider that each
task is associated with a reward and that the user also wants to
maximize the total reward received for performing tasks.
All of the works above focus on either optimizing a single crite-
rion or on also optimizing a secondary criterion, which serve as a
tie-breaker. On the other hand, Cheng et al. [5] study the reliable
diversity-based spatial crowdsourcing (RDB-SC) problem, which
assigns workers to tasks such that tasks can be accomplished with
high reliability and spatial/temporal diversity. Thus, there are two
criteria to be optimized simultaneously: reliability and diversity.
Although they do not find a skyline set, they rely on the notion
of dominance and select the one solution that dominates the most
solutions as the best one. Unlike in [5], we provide the worker with
choices by returning the optimal skyline set of solutions.
The IRTS problem can be also seen as an interesting combination
of two seemingly unrelated problems: In-Route Nearest Neighbor
queries and the Orienteering Problem.
The problem of searching for nearest neighbors with respect to
a given (preferred) path has been previously defined as In-Route
Nearest-Neighbor (IRNN) queries [12]. Within the context of multi-
ple competing criteria in IRNN queries, [1] focuses on the trade-off
yielded by minimizing the detour incurred for visiting a single point
of interest (POI) and also minimizing the total cost of the path at
the same time. On the other hand, [10] aims at minimizing the cost
for reaching a POI, as opposed to the total cost of the path, and the
detour incurred. In the Orienteering Problem (OP) [9], it is given a
graphG(V ,E)where each vertexv ∈ V is associated with a positive
score, and a budget b. OP aims at finding the route from a given
starting point s that maximizes the total score while the total travel
cost does not exceed b.
The main differences between IRTS and the IRNN and OP are the
following. IRNN considers deviating towards one single POI, while
IRTS considers multiple tasks (which are akin to POIs in the IRNN
context). In fact, IRTS can be seen as a generalization of the IRNN
problem. The OP problem does not consider the notion of trade-off
between travel cost and rewards at all, and in this respect IRTS can
be considered a non-trivial extension to OP. Also, OP considers
only the starting point of the traveler (worker), and thus there is
no concept of “destination”, whereas IRTS considers the worker’s
preferred path, i.e., we contextualize the IRTS problem w.r.t. the
worker’s preferences/plans.
3 PRELIMINARIES
We assume that the worker’s movement is constrained by an un-
derlying road network, which is modeled as an undirected graph
G(V ,E,C), where V is a set of vertices that represent the road in-
tersections and end-points, E is the set of edges containing all road
segments and C indicates the costs of edges in E. In our case, the
cost of an edge connecting vertices vi and vj is given by the length
of the road network segment that connects those vertices and is
denoted by c(vi ,vj ).
We define a path P i = ⟨vi1,vi2, ...,vin⟩ in G as a sequence of
vertices such that any two consecutive vertices vij and v
i
j+1, for
1 ≤ j < n, are directly connected by an edge (vij ,vij+1) ∈ E. The
so-called preferred path of a worker is denoted P∗ = ⟨v∗1 ,v∗2 , ...,v∗n⟩,
where v∗1 represents the user’s starting location s and v
∗
n is the
destination d .
A workerw is as individual who is willing to perform tasks in
exchange for rewards while traveling along his/her preferred path
P∗. (While this is just a practical assumption, nothing in this work
would prevent to consider the worker to be a device, e.g., a robot
or an autonomous vehicle.)
We assume that all tasks are located on an edge of the network. If
a given task t is not placed on an existing vertex v ∈ V we, without
loss of generality, replace that edge, say (vj ,vl ), in G with two
new edges (vj , t) and (t ,vl ). Note that this implies that some of the
vertices in a worker’s path are now tasks rather than actual road
intersections or the like. Now that some of the vertices in G are
actually tasks with a positive reward associated to it, we further
assume that every vertex v has a reward r (v) where r (v) = 0 if v
does not represent a task or r (v) > 0, otherwise.
The formal definitions for travel and detour costs and reward of
a path are provided next.
Definition 3.1 (Travel Cost). Given a path P i = ⟨vi1,vi2, ...,vin⟩ in
G, its travel cost is given by the sum of the costs of the edges in it,
i.e.,
TC(P i ) =
n−1∑
j=1
c(vij ,vij+1).
Definition 3.2 (Detour Cost). Given a path P i = ⟨vi1,vi2, ...,vin⟩
and the preferred path P∗, the detour cost of P i is defined as the
sum of the costs of the edges in P i that do not belong to P∗. That is:
DC(P i , P∗) =
n−1∑
j=1
d(vij ,vij+1, P∗),
where d(vij ,vij+1, P∗) = c(vij ,vij+1) if (vij ,vij+1) 1 P∗ or null other-
wise.
Definition 3.3 (Reward of a path). Given a path P i = ⟨vi1,vi2, ...,vin⟩
in G, its total reward is given by the sum of the rewards of the ver-
tices in it (recall that vertices which are not tasks have a null reward
associated to them), i.e.,
R(P i ) =
∑
vi ∈P i
r (vi )
Finally, we assume that a worker is willing to deviate from P∗
as long as the total travel cost of the new path, i.e., including the
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detour necessary for task completion, is not larger than a given
budget b.
As mentioned earlier, IRTS aims to provide the user with a set of
good alternative paths that offer different trade-offs between detour
and reward. In order to do so, we rely on the notion of skyline
queries, which was first introduced in [3]. Given a d-dimensional
data set, a skyline query returns the points that are not dominated
by any other point. In the context of the IRTS problem, a path P i is
not dominated if there is no other path P j with smaller detour and
higher reward than P i . One interesting aspect of skyline queries
is that the user does not need to determine beforehand weights
for detour and closeness. The skyline is a set of equally interesting
solutions in the sense they are all non-dominated, for arbitrary
weights. The skyline set found for the IRTS problem can be formally
defined as follows.
Definition 3.4 (Skyline). LetP be a set of paths in a two-dimensional
cost space. A path P i ∈ P dominates another path P j ∈ P, denoted
as P i ≺ P j , if
DC(P i , P∗) < DC(P j , P∗) ∧ R(P i ) ≥ R(P j ) ∨
DC(P i , P∗) ≤ DC(P j , P∗) ∧ R(P i ) > R(P j )
That is, P i is better in one criteria and at least as good as P j in
the other one. The set of non-dominated paths, i.e. {P i ∈ P |
P j ∈ P : P i ≺ P j }, denotes the skyline.
The IRTS problem can now be formally defined as follows. (For
ease of reference, Table 2 summarizes the notation used throughout
this paper.)
Problem Definition. Given a worker w with his/her correspond-
ing preferred path P∗ = ⟨v∗1 ,v∗2 , ...,v∗n⟩ and budget b, and a set of
available tasks T (embedded in some vertices of the network G), the
IRTS problem aims at finding the set of all non-dominated paths from
v∗1 to v
∗
n , that contain at least one task
1 ti ∈ T and whose travel cost
does not exceed b.
Table 2: Notation.
Notation Meaning
P i = ⟨vi1,vi2, ...,vin⟩ A path P i (P∗ is the preferred one)
vij The j-th vertex in P
i
s = vi1, d = v
i
n The source and destination in P i
c(vi ,vj ) Cost of the edge connecting vi to vj
d(vi ,vj , P∗) Detour of the edge (vi ,vj ) w.r.t. P∗
de (., .) Euclidean distance
TC(P i ) Travel cost of path P i
DC(P i , P∗) Detour cost of path P i w.r.t. P∗
r (vj ) Reward of a vertex (task) vi
R(P i ) Reward of path P i
P i ≺ P j P j is dominated by P i
In order to establish IRTS’s complexity, we note that finding
IRTS’ skyline set includes finding the path with the highest reward
1This avoids returning the original preferred path as a trivial non-interesting path.
such that its travel cost is under a given budget b and the detour
is minimum. We denote this IRTS sub-problem as the Maximum
RewardMinimumDetour (MRMD) problem and show thatMRMD’s
decision version is NP-Complete; therefore it follows that MRMD’s
optimization version is NP-Hard, and finally we can assert that the
IRTS problem is NP-hard.
Theorem1. The decision problem ofMRMD, i.e., to decidewhether
there exists a valid path with reward at least Lr and detour at most
Ud ≤ b, is NP-Complete.
Proof. We prove this theorem by a reduction from the decision
version of the Traveling Salesman Problem (TSP). Given a complete
graph G(V ,E), where the cost of an edge (v,u) ∈ E is given by the
travel cost between vertices v,u ∈ V , the TSP aims at finding the
shortest possible route from a given vertexv that visits every vertex
inG exactly once and returns to v . The decision version of the TSP
asks the following question: Given a graph G(V ,E), is there a tour
from a given vertex v ∈ V with cost at most Tmax ?
In order to transform a given TSP problem into an instance of
MRMD we make the following assumptions:
• The starting locationv represents the worker’s starting loca-
tion and all the remaining vertices represent tasks (and are
referred as such in the following).
• The travel cost of an edge linking task i to task j is defined
as in TSP and the reward associated with each task is 1.
Additionally, the budget b in MRMD is equal to Tmax .
• The worker’s destination d is equal to v and the preferred
path is given by P∗ = ⟨s,d⟩.
• Lr is given by |V | − 1, i.e., the sum of the rewards of all tasks.
The decision problem of the constructed MRMD instance is:
Given a worker and the set of tasks T , can we find a path that
includes all the tasks and whose detour is at most b = Tmax ? We
now show that TSP has a Yes-instance if and only if MRMD has a
Yes-instance. A solution to TSP visits every vertex with cost at most
Tmax . This means that all tasks can be completed, maximizing the
reward, with cost at mostTmax . We note that since the only edge in
the preferred path is from v to itself, the detour cost of any path is
equal to its travel cost and, thus, it is up toTmax . On the other hand,
if the MRMD problem has a Yes-instance, then it completes all the
tasks and the detour cost is no greater than b = Tmax . Therefore,
the corresponding path is a TSP route with cost no more thanTmax .
This completes the proof. □
Corollary 1. IRTS is NP-Hard
Proof. Since solving the MRMD is required to solve IRTS and
MRMD is NP-Hard, then it follows that IRTS is also NP-Hard. □
4 PROPOSED APPROACHES
A straightforward approach to solve the IRTS problem is to find
all the possible paths from s to d and add the non-dominated ones
to the skyline set. However, this approach is not feasible even for
very small instances. Therefore, we first propose an exact approach
that finds the set of all non-dominated paths by checking a number
of provably safe pruning conditions2 in order to shrink the search
space. Thereafter, since the exact approach does not scale to larger
2A pruning condition is said to be safe if it does not prune any path that is part of the
skyline set or that leads to an unexplored non-dominated path.
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instances due to the NP-hardness of the IRTS problem, we propose
some heuristics that approximate the exact skyline.
4.1 Exact Solution
In order to find the exact skyline we follow an approach based on
Dijkstra’s algorithm. The similarity lies in the point that unexplored
nodes are queued with the most promising ones dequeued first and
expanded, but the main difference is that in IRTS vertices may need
to be expanded more than once. For instance, in order to find the
path P1 = ⟨s,v1, t2,v1,v2,d⟩ in Figure 1, vertex v1 needs to be
expanded twice.
We assume that paths from s are maintained in a queueQ and are
expanded in increasing order of detour. Given a dequeued path P i ,
extending it with a vertex v does not lead to non-dominated paths,
meaning it can be safely pruned, if one of the following conditions
is satisfied:
(P1) P i does not contain any tasks and v already belongs to P i .
(P2) P i contains at least one task and v already appears in P i
after the last visited task tj ∈ P i .
For instance, consider path P = {s,v1} in Figure 1. Although s is
a neighbor of v1, the path P ′ = {s,v1, s} can be pruned, according
to (P1), since returning to s would just increase the cost of the
path without visiting any tasks. Let us now consider path P =
⟨s,v1, t2,v1,v2⟩. Extending it withv1, whichwould be feasible, does
not help sincev1 has already been visited after task t2, i.e., there can
be no gain from returning tov1. Therefore, P = ⟨s,v1, t2,v1,v2,v1⟩
can be pruned according to (P2). On the other hand, let us now
consider path P = ⟨s,v1, t2⟩ and feasibly extending it with v1.
Despite the fact that v1 already belongs to P , it was visited before
task t2, i.e., the detour ⟨v1, t2,v1⟩ yielded a reward gain, therefore
(P2) does not apply to path P ′ = ⟨s,v1, t2,v1⟩ and, thus, it can not
be pruned.
In the following we prove that both (P1) and (P2) are safe.
Lemma 4.1. Pruning condition (P1) is safe.
Proof. Let P i be a path from s to a vertexv that does not contain
any tasks and visits v only once. Moreover, assume that P j is an
extension of P i that does not contain any tasks and visits v twice,
where v is the last vertex visited by P j . By contradiction, let us
assume that extending P j with a path Pvd from v to d leads to a
non-dominated path P j′ . Similarly, assume that P i′ is an extension
of P i with Pvd , i.e., P i′ is the concatenation of P i and Pvd . Since,
DC(P i ) ≤ DC(P j ), then DC(P i′) ≤ DC(P j′) also holds. Moreover,
since both paths P i′ and P j′ visit the same set of tasks, i.e., the ones
on path Pvd , P i′ dominates P j′ . This contradicts the assumption
that P j′ is a non-dominated path. Therefore, P j does not lead to
non-dominated paths and can be safely pruned. □
Lemma 4.2. Pruning condition (P2) is safe.
Proof. Let P i be a path from s to a vertexv that contains at least
one task and visitsv only once after the last visited task t . Moreover,
assume that P j is an extension of P i that does not contain any new
tasks and visits v twice after visiting t , where v is the last vertex
visited by P j . By contradiction, let us assume that extending P j
with a path Pvd from v to d leads to a non-dominated path P j′ .
Similarly, assume that P i′ is an extension of P i with Pvd . Since,
DC(P i ) ≤ DC(P j ), then DC(P i′) ≤ DC(P j′) also holds. Moreover,
since both paths P i′ and P j′ visit the same set of tasks, i.e., the ones
on path P i and on path Pvd , P i′ dominates P j′ . This contradicts the
assumption that P j′ is a non-dominated path. Therefore, P j does
not lead to non-dominated paths and can be safely pruned. □
We note that by considering only the path that yields the mini-
mum detour for a given set of tasks, we could ignore paths that are
part of the skyline set. For instance, still considering Figure 1, the
path that includes tasks t2 and t3 and yields the minimum detour
is P5 = ⟨s,v1, t2,v1,v2,d, t3,d⟩ with detour 8. However, its total
cost is 23, which exceeds the given budget b = 21. On the other
hand, path P2 = ⟨s,v1, t2,v4, t3,d⟩, with detour 14 and travel cost
19, does not exceed the budget and, thus, must be part of the skyline
set, even though its detour is greater than that of path P5 for the
same set of tasks performed. This shows that it is not correct to
prune paths just because another path including the same tasks but
with a smaller detour has been found before. Nonetheless, there
are cases described by the following condition where those paths
can be correctly pruned.
(P3) Let P i be a path dequeued from Q and assume that the last
vertex visited in P i is a task tni . P
i can be pruned if another
path P j containing the set of tasks in P i , say, {t1i , t2i , . . . , tni },
in this particular order, has already been found with smaller
or equal travel cost.
For instance, consider path P i = ⟨s, t1,v3,v1, t2⟩ (from Figure 1)
with detour 13 and cost 13. Since paths are removed from Q in
increasing order of detour, the path P j = ⟨s, t1, s,v1, t2⟩ with detour
8 and cost 13 has been previously found. As both P i and P j include
tasks t1 and t2, in this order, P i can be pruned because its travel
cost is the same of P j and it yields a greater detour than P j .
Next, we prove that (P3) also safely prune paths.
Lemma 4.3. Pruning condition (P3) is safe.
Proof. Let P i and P j be two paths from s to a task tk that visit
the same set of tasks T i in the same order, where tk is the last
visited task. Additionaly, assume that P i is dequeud from Q before
P j and that TC(P j ) > TC(P i ). By contradiction, let us assume
that extending P j with a path P td from tk to d leads to a non-
dominated path P j′ . Similarly, assume that P i′ is an extension of
P i with P td . Since by assumption P j′ is a non-dominated path,
then TC(P j′) ≤ b. As TC(P j ) > TC(P i ),TC(P i′) <= b also holds.
Therefore, P i′ can be found within the budget. Since P i is dequeud
first, DC(P j ) ≥ DC(P i ). Moreover, since both paths P i′ and P j′ visit
the same set of tasks, i.e.,T i and the ones on path P td , P i′ dominates
P j
′ . This contradicts the assumption that P j′ is a non-dominated
path. Therefore, P j does not lead to non-dominated paths and can
be safely pruned. □
Lastly, a path P i can also be pruned if its current cost plus the Eu-
clidean distance from its last vertex vin to the destination d exceeds
the budget. In other words, if in the the best case, given that the
Euclidean distance is a lower bound to the road network distance,
the total cost of a path to d including the vertices of P i exceeds b,
then that path can be safely pruned. This can be stated as follows:
5
(P4) A path P i whose last vertex is vin can be pruned if (TC(P i )+
de (vin ,d)) > b .
Lemma 4.4. Pruning condition (P4) is safe.
Proof. Let us assume that the worker travels along a path P i
from s and whose last vertex is vin . Since the worker is moving
towards d , the remaining cost for completing his/her path is at least
the travel cost of the shortest path connecting vin and d . As the
Euclidean distance from vin to d is a lower bound to their actual
network distance, TC(P i ) + de (vin ,d) is also a lower bound to the
travel cost of a path from s to d that includes P i . Therefore, if such
lower bound is greater than the given budget b, the actual network
distance is also greater than b and thus P i can be safely pruned. □
Algorithm 1 shows the pseudo-code of the exact approach. The
first path added to the queue Q contains only vertex s (line 3). At
each step, the path P with minimum detour is dequeued from Q . If
the last vertex v of P is the destination (line 10), we check whether
P is dominated w.r.t. to the paths in the skyline set S . A naive
approach for checking whether a path is dominated is to perform a
linear search in S . However, since paths are expanded in increasing
order of detour, the detour of P is greater or equal to the detour of
all previously found paths. This means that it suffices to compare
P with the last path P j added to S . If P has a higher reward than
P j , it is non-dominated and, thus, it is added to S . Moreover, if P is
non-dominated, it dominates P j if both paths yield the same detour.
If that is the case, P j is removed from S (line 12).
If the last vertex v of P is a task (line 13), we check whether
the tasks of P , Tp , have already been found, in the same order they
appear inTp , with smaller cost. If so, P is pruned (according to (P3)).
Otherwise,Tp is added to set of visited tasks with its corresponding
cost (line 16). Next, if P is not pruned, we expand it. For each vertex
u neighbor of v we check whether it has already been visited in P
after the last task t of P . If not, a new path Pu is created. Otherwise,
Pu is pruned according to (P2). Note that if P does not contain any
tasks, we assume that t = s and, thus, we check whether v has
already been visited after s (by applying (P1)). If the lower bound to
the cost of a path to d including the vertices of Pu exceeds b, Pu is
pruned (line 23). Pu is added to Q , otherwise. The algorithm stops
when Q is empty or when the detour cost of the removed path P
exceeds b (line 7). Since paths are explored in increasing order of
detour, no non-examined paths yield a detour smaller than b.
4.2 Heuristic Solutions
Due to the hardness of the IRTS problem, the exact approach does
not scale to any but reasonably small sized instances. Therefore,
we developed a few heuristics that approximate the exact skyline
by prioritizing the path that yields the minimum detour for a given
sequence of tasks.
All proposed heuristics are based on a graph of tasksTG(V ′,E ′),
where the set of vertices V ′ includes s , d and a subset of “feasible”
tasks in T . An edge e ∈ E ′ connecting two vertices v and u in TG
represents the path in G between v and u that yields the minimum
detour and is associated with its corresponding detour w.r.t. the
preferred path d(v,u, P∗) and travel cost c(v,u). The set of vertices
V ′ and edges E ′ are built as follows. First s and d are added to V ′.
Next, we find all the paths P i from s , in increasing order of detour,
Algorithm 1: Exact IRTS Skyline
Input: Preferred path P ∗ = ⟨v∗1, v∗2, ..., v∗n ⟩, set of tasks
T = {t1, ..., tm }, and budget b
Output: Skyline S containing non-dominated paths w.r.t. detour and
reward
1 S ← ∅
2 P ← ⟨s ⟩
3 Q .inser t (P )
4 visited ← ∅
5 while Q , ∅ do
6 P ← Q .pop()
7 if DC(P ) > b then
8 return S
9 v ← last vertex of P
10 if v = d & P is not dominated then
11 add P to S
12 remove any path dominated by P from S
13 if v is a task then
14 Tp ← tasks visited in P
15 if Tp has not been visited with smaller cost than TC(P ) then
16 visited .add (Tp, TC(P ))
17 else
18 continue
19 t ← last task visited in P
20 for all (v, u) ∈ E do
21 if u was not visited after t in P then
22 Pu ← extend P with u
23 if TC(Pu ) + de (u, d ) ≤ b then
24 Q .inser t (Pu )
25 return S
to any task ti ∈ T such that TC(P i ) ≤ b. Then, for any such ti , we
add ti to V ′ and create an edge (s, ti ). Next, for each ti we repeat
this process and create an edge between ti and any other task tj
that can reached from ti with cost at most b − c(s, ti ). Lastly, we
connect every task in V ′ to d . Figure 3 illustrates the task graph
TG obtained from G in Figure 1. For instance, the path inG from s
to t2 that yields the minimum detour has a total detour cost of 2
and travel cost equal to 7. Similarly, the minimum detour from t2
to d is 2 and the travel cost of the path that yields that detour is 12.
s
t1
$3
t2
$4
t3
$5
d
3, 3 2, 7
2, 17
3, 18
2, 12
2, 2
5, 10 4, 14
Figure 3: Graph TG built for the example shown in Figure 1.
The pair of values on each edge represent the corresponding
detour and travel costs, respectively.
In order to build TG we execute Dijkstra’s algorithm up to |T | +
1 times in G, i.e., once for s and at most once for each task in
T . Therefore, the complexity of building TG in the worst case is
O(|T | × (|E | + |V | × loд |V |)).
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4.2.1 Detour Oriented Heuristic (DOH). Our first heuristic aims
at finding all non-dominated paths in TG in increasing order of
detour. Paths are expanded from s and pruned if their travel cost
exceed the given budget.
Algorithm 2 shows the pseudo-code of this heuristic approach.
First, the task graph TG is built from G. Then, a path containing
only vertex s is added to the queueQ (line 4). At each step, the path
P yielding the minimum detour is removed from Q (line 6). If the
last vertex v in P is d , we check whether it is non-dominated (as
described in Section 4.1) and, if so, it is added to the skyline set
S . Note that a path that ends with d does not need to be further
expanded. If v is a task, for each neighbor u of v in TG we create a
new path Pu that includes u (line 17). If the travel cost of Pu plus
the cost from u to d does not exceed b, we insert Pu intoQ (lines 18
and 19). Note that TC(Pu ) + c(u,d) represents the cost of traveling
directly to d from Pu and, thus, it is a lower bound to the cost of
paths to d containing the tasks of Pu . Including a new task on the
way from u to d would just increase the overall cost of the path
which, consequently, would also have a greater travel cost than
the budget. The algorithm stops when the queue is empty or when
the detour cost of the next path removed from the queue exceeds b
(line 7).
Algorithm 2: Detour Oriented Heuristic (DOH)
Input: Graph G , preferred path P ∗ = ⟨v∗1, v∗2, ..., v∗n ⟩, set of tasks
T = {t1, ..., tm }, and budget b
Output: Skyline S containing non-dominated paths w.r.t. detour and
reward
1 TG(V ′, E′) ← build task graph from G
2 S ← ∅
3 P ← ⟨s ⟩
4 Q .inser t (P )
5 while Q , ∅ do
6 P ← Q .pop()
7 if DC(P ) > b then
8 return S
9 v ← last vertex of P
10 if v = d then
11 if P is not dominated then
12 add P to S
13 remove any path dominated by P from S
14 continue
15 for all (v, u) ∈ E′ do
16 if u does not belong to P then
17 Pu ← extend P with u
18 if TC(Pu ) + c(u, d ) ≤ b then
19 Q .inser t (Pu )
20 return S
For the graph TG shown in Figure 3, DOH would first find path
P1 = ⟨s, t2,d⟩ with detour 4 and travel cost 19. Since P1 is not
dominated, it is added to S . Next, path P2 = ⟨s, t3,d⟩ is found with
detour 4 and travel cost 19. Since its reward is greater than that of
P1 and both paths yield the same detour, P2 is added to S and P1
is removed (as it is dominated by P1). Then, path P3 = ⟨s, t1,d⟩ is
found with detour 6 and cost 21. Since it is dominated, it is discarded.
We note that DOH does not produce exact results. Particularly, in
this example, it would not find path P = ⟨s, t2, t3,d⟩, which is part
of the exact skyline. The travel cost of P inTG is equal to 23, which
exceeds the budget b = 21, meanwhile it would be possible to find
a path including t2 and t3 in the original graph G that would not
exceed the budget.
In the worst case, DOH generates all possible permutations of
tasks of size 1 to |T | if each task is connected to every other task
in TG. In this case, the maximum number of permutations is given
by
∑ |T |
c=1 P(|T |, c). For instance, for |T | = 5, there are up to 325
permutations.
4.2.2 k-NN Graph Heuristic. In order to avoid generating all
possible permutations of tasks, the k-NN Graph Heuristic (kGH)
limits the number of neighbors of a task ti in TG to a given k ≪
|T |, leading to TGkGH , which is a smaller version of TG. More
specifically, when building TGkGH we only connect a task ti to its
k closest tasks in terms of detour, which, intuitively, have a greater
chance of leading to paths with shorter deviation from the preferred
path P∗. (We defer the discussion on what would be suitable values
for k to use to Section 5.1).
In order to find the non-dominated paths in this reduced graph
we follow the same procedure presented in Algorithm 2 with the
only difference being in line 1 where instead of TG one builds
TGkGH . We note that, when a path P is dequeued from Q and
expanded, up to k new paths of size |P | + 1 are created. Moreover,
when |T | − |P | < k , up to |T | − |P | paths are created, since there
are at most |T | − |P | tasks remaining to be combined with P . The
maximum number of paths generated by kGH is given by:
|T | ×
|T |−k+1∑
i=1
(ki−1) + |T | × k |T |−k ×
|T |∑
i= |T |−k+2
|T |−i+1∏
j=1
(k − j)
For instance, for |T | = 5 and k = 2, the maximum number of
paths would be 115, while DOH could generate up to 325 paths.
4.2.3 Minimum Detour Heuristic. The Minimum Detour Heuris-
tic (MDH) greedily expands a path P with the vertex that leads
to a minimum total detour. The pseudo-code of MDH is shown
in Algorithm 3. The first steps are similar to Algorithm 2, but the
algorithms differ from each other when expanding a path. Let v
be last vertex of P . While DOH expands P with every neighbor of
v that does not belong to P , MDH only expands P with a single
vertex u, chosen from the set of neighbors. More specifically, it
selects the vertex u that minimizes DC(P) + d(v,u) (line 3). A new
path Pu including u is built (line 4) and if the lower bound cost to
d including the vertices of Pu does not exceed the budget, Pu is
inserted into Q (line 6).
We note that the MDH heuristic generates up to |T |2 permuta-
tions of tasks. For each path size, in terms of number of tasks, up to
|T | paths are generated. Since each path may contain from 1 to |T |
tasks, in the worst case |T |2 permutations of tasks can be examined.
4.2.4 MaximumRewardHeuristic. TheMaximumRewardHeuris-
tic (MRH) is similar toMDH except that, instead of expanding a path
with the task that yields the minimum total detour, it selects the
task with the highest reward among the neighbors of the last vertex
v of P that are not part of P . As in MDH, up to |T |2 permutations
of tasks can be generated by MRH in the worst case.
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Algorithm 3:Minimum Detour Heuristic (MDH)
Input: Graph G , preferred path P ∗ = ⟨v∗1, v∗2, ..., v∗n ⟩, set of tasks
T = {t1, ..., tm }, and budget b
Output: Skyline S containing non-dominated paths w.r.t. detour and
reward
1 lines 1 to 14 from algorithm 2
2 neiд ← neighbors of v in TG that do not belong to P
3 u ← vertex from neiд such that DC(P ) + d (v, u) is minimized
4 Pu ← extend P with u
5 if TC(Pu ) + c(u, d ) ≤ b then
6 Q .inser t (Pu )
7 return S
5 EXPERIMENTS
We evaluated the performance of our approaches, as well as the
accuracy of the approximation algorithms, varying several param-
eters and using real road networks. The real datasets used in our
experiments reflect the road networks of Amsterdam (AMS), Oslo
(OSLO) and Berlin (BER), as of March/2017 [2]. In order to have a
somewhat realistic set of task locations, which could affect query
processing time adversely, we use the location of eateries (restau-
rants and coffee shops) on those networks as locations of (pseudo)
tasks. Table 3 summarizes the details of the datasets used in our
experiments and Figure 4 illustrates the used road networks and
the location of tasks onto them.
Table 3: Summary of the real datasets used in our experi-
ments (bold defines default values).
Amsterdam Oslo Berlin
#vertices 106,599 305,174 428,768
#edges 130,090 330,632 504,228
#tasks 824 958 3,083
(a) Amsterdam (b) Oslo (c) Berlin
Figure 4: Locations of tasks in Amsterdam, Oslo and Berlin
(overlaid on those cities’ road networks).
Table 4 shows the parameters varied in our experiments, besides
the real datasets. The preferred path’s cost ranges from 500m to
10km. We consider that the shortest path between two locations
is selected as the traveler’s preferred path. It is important to stress
that this is not a requirement, in fact any path could be used, we
resorted to using shortest paths only for simplicity. We assume
that the travel budget is between 10% and 50% longer than the
corresponding preferred path. Inspired by the experiments in [7],
we also varied the number of tasks, |T |, available to the worker
between 10 and 40 tasks selected (randomly and off-line) among
all tasks that can actually be completed within the given budget.
(If there are less than |T | feasible tasks we use only those that are
feasible.) Lastly, we also varied the distribution of rewards paid out
to workers. We assumed the rewards to have either the same value
or to follow a uniform (with values from 1 to 20) or exponential
distribution (λ = 1).
For each set of experiments, we vary the value of one parameter,
and fix the other parameters to their default values. Moreover, we
ran 50 cases and report the average of the results. The experiments
were performed in a virtual machine with Intel(R) Xeon(R) CPU
E5-2650 (8 cores @ 2.30GHz) and 16GB RAM, running Ubuntu.
Table 4: Experimental parameters and their values (bold de-
fines default values).
Parameter Range
Cost of preferred path (km) 0.5, 1, 2.5, 5, 10
Budget (w.r.t. TC(P∗)) 110%, 125%, 150%
|T | 10, 20, 40
5.1 Comparison with the Exact Approach
The exact (EXCT) approach is only practical for small instances. As
we shall see shortly, query processing time increases more sharply
with path length and, given that EXCT is an expensive solution, we
only report its results for preferred paths that are up to 500 meters
long, with the other parameters fixed to their default values. In order
to compare the non-exact approaches w.r.t EXCT, we evaluated their
recall, i.e., the percentage of non-dominated solutions (the skyline
set) found by them, as well as their precision, i.e., percentage of
non-dominated solutions in their result sets. Ideally, one wants
both of those to be as close as possible to 100%.
As shown in Figure 5a, EXCT’s performance degrades very fast
when the path cost increases. It required 132 seconds in average
for 500 meters long paths, which strongly suggests that it is not a
practical alternative for any non-trivially sized problem. In sharp
contrast, the heuristic solutions required in average only a few
milliseconds to solve the same problems. Interestingly, we noted
that the variation between the processing times for EXCT in the
OSLO network is very high (between 76ms and 15min for 500
meters long paths). This can be explained by the distribution of
tasks in that network. Most tasks are concentrated in the same area,
as shown in Figure 4b. Since the starting points of preferred paths
are randomly selected, some paths will be in a very dense area, in
terms of number of tasks, while others will be in sparse areas. EXCT
tends to prune less paths when there is a high number of tasks to
choose from, which leads to a sharp increase in the processing time.
As shown in Figures 5b and 5c, and as expected, DOH produces
the best results w.r.t. EXCT. It finds at least 80% of the exact skyline,
while only around up to 5% of the results produced by it are domi-
nated, or alternatively, at least 95% of the solution returned is made
of true-positives. Although kGH produced results similar to the
ones of DOH, the difference between their results tends to increase
with the preferred path length (we discuss that further shortly).
8
 0
 20
 40
 60
 80
 100
 120
 140
50 100 250 500
T
im
e 
[s
]
preferred path cost [km]
EXCT
DOH
kGH
MDH
MRH
(a) time
 0
 20
 40
 60
 80
 100
50 100 250 500
re
ca
ll 
[%
]
preferred path cost [km]
DOH kGH MDH MRH
(b) recall
 0
 20
 40
 60
 80
 100
50 100 250 500
pr
ec
is
io
n 
[%
]
preferred path cost [km]
DOH kGH MDH MRH
(c) precision
Figure 5: Processing time and effectiveness w.r.t. preferred
path cost.
5.2 Results for the Approximate Approaches
Since EXCT is not feasible for non-trivially sized instance of the
IRTS problem, and given the lack of alternative, in what follows we
use the results produced by DOH as an “optimistic” ground truth
given that it is the heuristic that better approximates the optimal
skyline. Let SEXCT and SDOH be the skyline sets found by EXCT
and DOH, respectively. If a path P i is dominated by any path in
SDOH , it is also dominated by SEXCT . However, if a path is non-
dominated by SDOH , it may ormay not be part of SEXCT . Therefore,
the precision and recall values presented next are optimistic, i.e.,
an upper bound of the actual values w.r.t. the exact skyline (if they
could be obtained).
Before presenting all results, recall that the kGH approach has
k as an input parameter. In order to determine which value to
use we ran experiments using different values of k ∈ {1, 2, 5, 10},
while keeping all other parameters at their default values. We found
out that the average optimistic recall varied between 55% and 99%
and average prevision values were in the much tighter range be-
tween 82% and 100%, respectively. Average processing time ranged
between 126 ms and 176 ms, respectively. We observed that for
k = 5 both optimistic recall and precision were above 90% and
using k = 10 improved those numbers only slightly at the cost of
about 10% more processing time. Given these preliminary results,
we decided to use kGH with k = 5 in all experiments that follow.
5.2.1 Effect of the road network. As shown in Figure 6a, the
processing time of the heuristics is greatly affected by the networks.
The more concentrated the potential tasks are around the same
area, as is the case for OSLO (Figure 4b), the greater the probability
of more tasks to be included within the budget. This directly affects
the processing time of all heuristics since more tasks will be part
of the task graph. All heuristics produced slightly worse results for
the AMS network, as shown in Figures 6b and 6c. When compared
to OSLO and BER, AMS tends to include more cases where tasks
that have the potential to compose a new non-dominated set are
significantly far, in terms of detour cost, from previously found
tasks. This, in turn, potentially increases the likelihood of these
tasks being missed by the heuristics and excluded from the skyline
set found by them.
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Figure 6: Processing time and effectiveness w.r.t. network.
5.2.2 Effect of the cost of the preferred path. Figure 7a shows
that, as expected, the processing time of our heuristics increases
with the path length, since more tasks will tend to be around a
longer path. Moreover, a longer path also means a greater budget.
This, in turn, implies that more tasks can be performed in sequence,
which potentially leads to an increase in the number of times that
paths will be expanded by the proposed approaches. As in the previ-
ous experiment, kGH performed better both in terms of optimistic
recall and precision than the greedy heuristics MDH and MRH,
while being faster. This can be explained by the fact that, when a
path P is removed from the queue, up to k new paths of size |P | + 1
are created by kGH, while MDH and MRH only generate one new
path greedily. Therefore, kGH is more likely to produce better paths.
Moreover, MDH andMRH expand the original task graphTG where
there are O(|T |2) edges between tasks. On the other hand, kGH
looks for non-dominated paths in a reduced graph with O(|T | × k)
edges between tasks, which explains why kGH outperforms the
other two heuristics.
5.2.3 Effect of the budget. As expected and shown in Figure 8a,
the processing time of all approaches increases with the budget,
simply because there are more feasible tasks to be considered within
the given budget. However, note that increasing the budget, for
paths with length 2.5km, tends to include lesser new tasks than
when compared to increasing the path length to 5k or 10km. More-
over, the number of tasks that can be performed in sequence is
also not as high. This explains why the processing time does not
increase as fast as in the experiment where the path length was
varied. Also, note that, differently from the results shown in Fig-
ure 7a, DOH is more affected by an increasing in the budget than
the other approaches. DOH will tend to check more permutations
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Figure 7: Processing time and effectiveness w.r.t. preferred
path cost.
of tasks, since it strives to find all possible non-dominated paths
in the task graph. For the same reasons explained above, as shown
in Figures 8b and 8c, the optimistic recall and precision of the so-
lutions produced by the heuristic approaches are not as affected
when the budget increases as when the path length is varied. A
smaller increase in the number of tasks reduces the risk of choosing
a task poorly.
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Figure 8: Processing time and effectiveness w.r.t. budget.
5.2.4 Effect of |T |. Figure 9a shows that, while the processing
time of kGH, MDH and MRH increases only slightly with the num-
ber of feasible tasks, DOH is greatly affected by this parameter.
This is due to the high number of permutations of tasks that DOH
may check when looking for non-dominated paths. As shown in
Figures 9b and 9c, the optmistic recall and precision of the solu-
tions produced by the heuristic approaches also decrease when
the number of tasks increases, as also evidenced in the previous
experiments. Intuitively, the likelihood of poorly choosing a task
when expanding a path increases with the number of tasks.
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Figure 9: Processing time and effectiveness w.r.t. |T|.
5.2.5 Effect of the distribution of rewards. Figure 10a suggests
that the processing time of the heuristic approaches is not sensitive
to the variation of distributions of rewards. Regarding effectiveness,
Figures 10b and 10c show that MRH is the most sensitive approach
to this parameter, as expected. When all tasks have the same reward,
MRH chooses any task to expand a path with, which increases the
chance of picking one that leads to poor results. On the other hand,
for the exponential distribution, since some tasks will have very
high reward, those tasks will tend to be chosen by MRH. However,
since the proximity from the chosen task to the tasks already in
the path is not taken into consideration, MRH may miss tasks
that are closer to the current path and, in turn, could lead to a
longer sequence of tasks. For the uniform distribution, MRH will
not suffer from any of these drawbacks and, thus, as evidenced
in this experiment, produces better results. Moreover, Figure 10b
also shows that MDH presents significantly higher recall when all
rewards are the same. Since MDH prioritizes the task that yields
the smallest detour, and in this case all tasks have the same reward,
it will tend to find tasks that are good both in terms of detour and
reward.
5.2.6 Effect of the distribution of tasks. Even though we use
the actual location of eateries as proxy for task locations, in all
experiments above the |T | tasks to be performed where sampled
randomly among all those feasible. In this last set of experiments we
evaluated how our proposed approaches behave under a clustered
distribution of tasks. More specifically, given a number of clusters
c , each cluster centroid plus their |T |/c − 1 nearest neighbors are
considered to be the available tasks. This ensures the total number
of tasks is |T | while still distributing them within the c clusters.
We varied the number of clusters c from 1 to 10 and the results
obtained are reported in Figure 11. As shown in Figure 11a, DOH is
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Figure 10: Processing time and effectiveness w.r.t. distribu-
tion of rewards.
the most affected approach in terms of processing time. The more
concentrated the tasks are and the closer they are from each other,
the more likely it is that more task sequences will be within the
budget. Since all those task sequences are examined by DOH, the
smaller the number of clusters, the longer it takes to find the skyline
set.
The quality of the results produced by our heuristics tends to
increase with the number of clusters, as shown in Figures 11b and
11c. The greater the number of clusters, the more scattered the
points will tend to be. Consequently, less task sequences will be
within the cost budget. This potentially reduces the likelihood of
making a poor decision when extending a path with a new task. We
also note that kGH is the least affected by this parameter since it
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Figure 11: Processing time and effectiveness w.r.t. the num-
ber of clusters.
examines up tok candidate tasks when expanding a path, differently
from MDH and MRH that only examine one candidate.
6 CONCLUSION
In this paper we presented the IRTS problem, a new variation of the
spatial crowdsourcing problem which considers that the worker
has (or is on) a preferred path and is willing to consider the trade-
off between a limited detour and rewards collected by completing
tasks during such detour. We investigated this problem using a
skyline approach, and given IRTS’s NP-hardness, we proposed a few
heuristic solutions. Our experimental results, using real datasets at
the city scale, showed that our proposed solutions, notably the one
guided by the detour’s length (DOH), can obtain very good solutions
for IRTS instances of realistic size often in under one second, making
it of practical interest. A direction for future work is to incorporate
the temporal dimension into IRTS, e.g., by considering not only
travel time but also the time to complete tasks and considering an
upper-limit to both travel distance as well as travel time.
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