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Abstract
The notion of generations of monic polynomials such that the coefficients of
the polynomials of the next generation coincide with the zeros of the polynomials
of the current generation is introduced, and its relevance to the identification
of endless sequences of new solvable many-body problems “of goldfish type” is
demonstrated.
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1 Introduction
Notation 1.1. Unless otherwise indicated, hereafter N is an arbitrary positive
integer, N ≥ 2, indices such as n, m, ℓ, j, ... run over the integers from 1 to
N , and superimposed arrows denote N -vectors: for instance the vector ~z has
the N components zn. Exception: hereafter ~µ
(k) is a k-vector, with each of
its k components µ1, µ2, ..., µk being integers in the range 1 ≤ µ ≤ N ! (note
that this implies that ~µ(1) ≡ µ1 is a scalar). We use instead a superimposed
tilde to denote an unordered set of N numbers: for instance the notation z˜
denotes the unordered set of N numbers zn. Upper-case boldface letters denote
N × N matrices: for instance the matrix M features the N2 elements Mnm.
The numbers we use are generally assumed to be complex numbers; except
for those restricted to be positive integers (see above), which generally play
the role of indices; and “time”, see below. The imaginary unit is hereafter
denoted as i, implying of course i2 = −1. For quantities depending on the real
independent variable t (“time”) superimposed dots indicate differentiation with
respect to it: so, for instance, z˙n (t) ≡ dzn (t) /dt, z¨n ≡ d2zn/dt2 (but often the
t-dependence is not explicitly indicated, whenever this is unlikely to cause any
misunderstanding: as, for instance, in the second formula we just wrote). The
Kronecker symbol δnm has the usual meaning: δnm = 1 if n = m, δnm = 0 if
n 6= m; and we denote below as I the unit N ×N matrix the elements of which
are δnm. We adopt throughout the usual convention according to which a void
sum vanishes and a void product equals unity:
∑K
j=J fj = 0,
∏K
j=J fj = 1 if
J > K. Finally we introduce the following two convenient notations:
σm (~z) =
∑
1≤s1<s2<...<sm≤N
zs1zs2 · · · zsm , (1a)
σn,m (~z) = δ1m +
∑
1≤s1<s2<...<sm−1≤N ;
sj 6=n, j=1,...,m−1
zs1zs2 · · · zsm−1 , (1b)
where of course the symbol ∑
1≤s1<s2<...<sm≤N
denotes the sum from 1 to N over the m integer indices s1, s2, . . . , sm with the
restriction that s1 < s2 < . . . < sm, while the symbol∑
1≤s1<s2<...<sm−1≤N ;
sj 6=n, j=1,...,m−1
denotes the sum from 1 to N over the m − 1 indices s1, s2, . . . , sm−1 with the
restriction that s1 < s2 < . . . < sm−1 and moreover the requirement that all
these indices be different from n. We note that σn,1(z) = 1 according to the
convention (see above) that a sum over an empty set of indices equals zero. 
Remark 1.1. Note that the notation σm (z˜) (instead of σm (~z)) is equally
meaningful, since this quantity, see (1a), depends only on the symmetric sums of
the N components zm of the N -vector ~z, hence it is independent of the ordering
of the N elements zn of the unordered set z˜. The notation σn,m (z˜), instead,
is not properly defined and cannot therefore be used; except in the context of
expressions which remain valid for any ordering of the N numbers zn, i. e., for
any assignments of the N different integer labels n (in the range 1 ≤ n ≤ N) to
the N elements of the unordered set z˜; provided of course that the assignment
is maintained throughout that expression (in which case the relevant expression
amounts in fact to N ! different formulas; assuming, as we generally do, that the
N numbers zn are all different among themselves). This remark is of course
equally valid for any function f (z˜). 
The main protagonists of this paper are the time-dependent monic polyno-
mials of degree N in the variable z:
pN (z; ~y (t) ; x˜ (t)) = z
N +
N∑
m=1
[
ym (t) z
N−m
]
, (2a)
2
pN (z; ~y (t) ; x˜ (t)) =
N∏
n=1
[z − xn (t)] . (2b)
Note that the notation we employ for these polynomials is somewhat redundant,
since they are equally well defined by the (time-dependent) N -vector ~y (t) the N
components of which are the N coefficients ym (t) of the polynomial (see (2a)),
as by the (time-dependent) unordered set x˜ (t) the N elements of which are the
N zeros xn (t) of the polynomial (see (2b)). Indeed the N coefficients ym (t)
can be explicitly expressed in terms of the N zeros xn (t):
ym = (−1)m σm (~x) ≡ (−1)m σm (x˜) (3)
(see Notation 1.1 and Remark 1.1). And the N zeros xn (t) are likewise
uniquely determined (up to permutations) by the N coefficients ym (t), but of
course explicit expressions to this effect are generally available only for N ≤ 4.
There holds moreover the following identity:
(xn)
N +
N∑
m=1
[
ym (xn)
N−m
]
= 0 , (4a)
which is an obvious consequence of (2), and via (3) it implies
(xn)
N
+
N∑
m=1
[
(−1)m σm (x˜) (xn)N−m
]
= 0 . (4b)
Note that, while the formula (4a) is an identity valid for the N coefficients ym
and the N zeros xn of any polynomial, see (2), the identity (4b) is clearly valid
for any arbitrary assignment of the N elements xn of the unordered set x˜.
Likewise, there holds the following formula that is also clearly valid for any
assignment of the N elements xn of the unordered set x˜ (see Notation 1.1 and
Remark 1.1):
−

 N∏
ℓ=1, ℓ 6=n
(xn − xℓ)−1

 N∑
j=1
[
(−1)j (xn)N−j σm,j (x˜)
]
= δnm ; (5a)
note that this formula can also be rewritten in the following (N ×N)-matrix
version:
[R (x˜)]nm ≡ Rnm (x˜) = −

 N∏
ℓ=1, ℓ 6=n
(xn − xℓ)−1

 (xn)N−m , (5b)
[
R−1 (x˜)
]
nm
≡ [R−1 (x˜)]
nm
= (−1)n σn,m (x˜) , (5c)
implying of course (see Notation 1.1 and Remark 1.1)
R (x˜) R−1 (x˜) = R−1 (x˜) R (x˜) = I . (5d)
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Two more identities—the proof of which is elementary, see for instance the
Appendix of [7]—relate the time evolution of the N coefficients ym (t) and the
N zeros xn (t) of any monic time-dependent polynomial of degree N (see (2),
Notation 1.1 and Remark 1.1):
x˙n = −

 N∏
ℓ=1, ℓ 6=n
(xn − xℓ)−1

 N∑
m=1
(xn)
N−m y˙m , (6a)
namely, in vector-matrix form,
·
x˜ = R (x˜)
·
~y ; (6b)
and
x¨n =
N∑
ℓ=1, ℓ 6=n
(
2 x˙n x˙ℓ
xn − xℓ
)
−

 N∏
ℓ=1, ℓ 6=n
(xn − xℓ)−1

 N∑
m=1
(xn)
N−m
y¨m . (7)
And let us report an additional identity which is an obvious consequence of
the definitions (3), (1a) and (1b) (see Notation 1.1 and Remark 1.1):
y˙m = (−1)m σ˙m (~x) ≡ (−1)m
N∑
n=1
[σn,m (x˜) x˙n] (8a)
or, equivalently (see (5c) and (6b))
·
~y = R−1 (x˜)
·
x˜ . (8b)
In the following Section 2 the notion is introduced of generations of monic
polynomials such that the coefficients of the polynomials of the next genera-
tion coincide with the zeros of the polynomials of the current generation, while
Section 3 indicates how this notion is instrumental in the identification of end-
less sequences of solvable N -body problems. The paper is then concluded by
a section entitled “Outlook”, where further investigations of the generations
of polynomials introduced in Section 2, and of the solvable N -body problems
identified in Section 3, are outlined.
2 Generations of monic polynomials
In this section we introduce the generations of monic polynomials such that the
coefficients of the polynomials of the next generation coincide with the zeros of
the polynomials of the current generation. This notion does not require that
the polynomials under consideration be time-dependent—which will instead be
essential for the developments reported in the following section; it instead re-
quires a certain notational generalization in the expression of the polynomials
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via their coefficients and zeros, as shown by the following formulas which gen-
eralize expressions (2):
p
(~µ(k))
N
(
z; ~y(~µ
(k)); x˜(~µ
(k))
)
= zN +
N∑
m=1
[
y
(~µ(k))
m z
N−m
]
, (9a)
p
(~µ(k))
N
(
z; ~y(~µ
(k)); x˜(~µ
(k))
)
=
N∏
n=1
[
z − x(~µ
(k))
n (t)
]
. (9b)
Here and below k is a nonnegative integer taking the values 0, 1, 2, ..., which
characterizes the generations of polynomials (as explained below), while (see
Notation 1.1) ~µ(k) is a k-vector the k components µ1, µ2, ..., µk of which are
integers in the range from 1 to N !, the significance of which is also explained
below.
Let us start from the “seed polynomial” characterized by the index k = 0,
for which we use the following notation:
p
(0)
N
(
z; ~y(0); x˜(0)
)
= zN +
N∑
m=1
[
y(0)m z
N−m
]
, (10a)
p
(0)
N
(
z; ~y(0); x˜(0)
)
=
N∏
n=1
[
z − x(0)n
]
. (10b)
The polynomials of the first generation (k = 1) are then defined as follows
(see Notation 1.1):
p
(µ1)
N
(
z; ~y(µ1); x˜(µ1)
)
= zN +
N∑
m=1
[
y(µ1)m z
N−m
]
, (11a)
p
(µ1)
N
(
z; ~y(µ1); x˜(µ1)
)
=
N∏
n=1
[
z − x(µ1)n
]
, (11b)
with
~y(µ1) = ~x
(0)
[µ1]
, (11c)
where ~x
(0)
[µ1]
is the N -vector the N components x
(0)
[µ1],n
of which coincide with the
N elements of the unordered set x˜(0)—corresponding to the N zeros of the seed
polynomial p
(0)
N
(
z; ~y(0); x˜(0)
)
, see (10b)—ordered according to their permutation
labeled by the specific value of the index µ1 (in the range 1 ≤ µ1 ≤ N !, since
there are N ! permutations of the N elements x
(0)
n ). Note that this definition
(11) of the first-generation (monic) polynomials identifies in fact N ! different
polynomials, characterized by the N ! values of the integer index µ1 in the range
1 ≤ µ1 ≤ N !, and that a specific unordered set of zeros x˜(µ1) is associated to
each of them, see (11b).
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Remark 2.1. The reader who feels uneasy about the notion that a specific
permutation labeled by an index µ in the range 1 ≤ µ ≤ N ! identifies a specific
order of the N elements xn of an a priori unordered set x˜ may reason as follows.
A lexicographic order of the N different complex numbers xn from the unordered
set {x1, . . . , xN} can be used to obtain the first permutation of this unordered
set. Recall that the lexicographic rule states that, of two elements with different
real parts, the one with algebraically smaller real part comes first, and of two
elements with equal real parts, the one with algebraically smaller imaginary part
comes first. Once the first permutation ~x[1] of the unordered set {x1, . . . , xN}
is established, one can use the lexicographic order of the permutations of ~x[1] to
index, with the index µ ∈ {1, 2, . . . , N !}, the subsequent N ! permutations of the
unordered set {x1, . . . , xN}. Note that for simplicity we always assume to deal
with the generic case of (monic) polynomials of degree N featuring N different
zeros, and therefore as well N different coefficients because of the way they are
defined, as now described, see (11c) and below. 
The next, second (k = 2) generation of polynomials is then defined as follows
(see Notation 1.1):
p
(~µ(2))
N
(
z; ~y(~µ
(2)); x˜(~µ
(2))
)
= zN +
N∑
m=1
[
y
(~µ(2))
m z
N−m
]
, (12a)
p
(~µ(2))
N
(
z; ~y(~µ
(2)); x˜(~µ
(2))
)
=
N∏
n=1
[
z − x(~µ
(2))
n
]
, (12b)
with
~y(~µ
(2)) = ~x
(µ1)
[µ2]
, (12c)
where ~µ(2) = (µ1, µ2) and ~x
(µ1)
[µ2]
is the N -vector the N components x
(µ1)
[µ2],n
of
which coincide with the N elements of the unordered set x˜(µ1)—corresponding
to the N zeros of the first-generation monic polynomial p
(µ1)
N
(
z; ~y(µ1); x˜(µ1)
)
,
see (11b)—ordered according to their permutation labeled by the specific value
of the index µ2 (in the range 1 ≤ µ2 ≤ N !, since there are N ! permutations of
the N elements x
(µ1)
n ). Note that this definition (12) of the second-generation
(monic) polynomials identifies in fact (N !)
2
different polynomials, characterized
by the N ! values of the two integer indices µ1 and µ2 (the 2 components of
the 2-vector ~µ(2)), each of them in the range from 1 to N !, and that a specific
unordered set of zeros x˜(~µ
(2)) is associated to each of these polynomials, see
(12b).
It is now clear how all subsequent generations of polynomials are manufac-
tured, all of them being generated by the initial seed polynomial (10). To make
the matter completely clear, let us indicate how the k-th generation polynomial
is defined (see Notation 1.1):
p
(~µ(k))
N
(
z; ~y(~µ
(k)); x˜(~µ
(k))
)
= zN +
N∑
m=1
[
y
(~µ(k))
m z
N−m
]
, (13a)
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p
(~µ(k))
N
(
z; ~y(~µ
(k)); x˜(~µ
(k))
)
=
N∏
n=1
[
z − x(~µ
(k))
n
]
, (13b)
with
~y(~µ
(k)) = ~x
(~µ(k−1))
[µk]
, (13c)
where ~µ(k) = (~µ(k−1), µk) = (µ1, . . . , µk−1, µk) and ~x
(~µ(k−1))
[µk]
is the N -vector
the N components of which coincide with the N elements of the unordered set
x˜(~µ
(k−1))—corresponding to the N zeros of the (k − 1)-generation monic polyno-
mial p
(~µ(k−1))
N
(
z; ~y(~µ
(k−1)); x˜(~µ
(k−1))
)
—ordered according to their permutation
labeled by the specific value of the index µk (in the range 1 ≤ µk ≤ N !, since
there areN ! permutations of the N elements x
(~µ(k−1))
n ). Note that this definition
(13) of the k-generation (monic) polynomials identifies in fact (N !)
k
different
polynomials, characterized by the N ! values of each of the k integer indices µ1,
µ2, ..., µk (the k components of the k-vector ~µ
(k)), each of them in the range
from 1 to N !, and that a specific unordered set of zeros x˜(~µ
(k)) is associated to
each of these polynomials, see (13b) (or, equivalently, (9b)).
The first three generations of the monic second-degree polynomials con-
structed using this procedure, starting from the generic seed polynomial p
(0)
2 (z) =
z2 + bz + c, are provided in Appendix A.
A main motivation for the introduction of these generations of polynomials
is because they turn out to be instrumental for the solution of the sequence
of new many-body problems defined in the following section. But we submit
that—independently from this specific application—this notion deserves further
study, given its natural/unnatural character in the context of the theory of
polynomials: indeed, a monic polynomial is characterized by its N coefficients
as well as by its N zeros, so a sequence of polynomials in which these two sets
of numbers exchange sequentially their roles is an intriguing possibility; while
interchanging the coefficients and the zeros of polynomials seems unorthodox
given the different nature of these two sets of numbers, one ordered and the
other one unordered.
3 Solvable N-body problems of goldfish type
In this section we indicate how to identify endless sequences of solvable N -body
problems which involve quite naturally the generations of monic polynomials
discussed in the preceding section. These N -body problems are characterized by
equations of motion of Newtonian type (“acceleration equals force”), describing
the motion in the complex z-plane of N unit-mass point-particles interacting
among themselves with prescribed forces depending on their positions and their
velocities. The prototypical example is the so-called “goldfish” N -body model
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(for the name see [4]), characterized by the equations of motion
x¨n =
N∑
ℓ=1, ℓ 6=n
(
2 x˙n x˙ℓ
xn − xℓ
)
. (14)
A simple generalization of these equations of motion (14), featuring the arbitrary
parameter ω (and reducing to (14) for ω = 0), reads as follows:
x¨n = i ω x˙n +
N∑
ℓ=1, ℓ 6=n
(
2 x˙n x˙ℓ
xn − xℓ
)
. (15a)
The solution of the corresponding initial-values problem is provided by the N
roots xn ≡ xn (t) of the following, rather neat, single algebraic equation in the
variable z,
N∑
ℓ=1, ℓ 6=n
[
x˙ℓ (0) + i ω xℓ (0)
z − xℓ (0)
]
=
i ω
exp (i ω t)− 1 , (15b)
which is actually a polynomial equation of degree N in z, as seen after multipli-
cation by the product
∏N
n=1 [z − xn (0)]. Hence—whenever the parameter ω is
real and nonvanishing, as hereafter assumed—this model is isochronous : all its
solutions are completely periodic, with the period T = 2π/ |ω| (see the function
in the right-hand side of (15b)); or possibly, due to an exchange of the particle
positions after the time T , with a period which is a (generally small: see [11])
integer multiple of T .
Several solvable generalizations of the goldfish model, characterized by New-
tonian equations of motion featuring additional forces besides those appearing
in the right-hand side of (14), are known: see for instance [3], the two books
[5] [6] and references therein, the quite recent papers [7] [2] [8], and the entry
“goldfish many-body problem” in Google or Google Scholar.
Above and hereafter an N -body model is considered solvable if the configu-
ration of the system at any arbitrary time t can be obtained—for given initial
data: the initial positions and velocities of the N particles in the complex z-
plane—by algebraic operations, such as finding the N zeros xn (t) of an explicitly
known time-dependent polynomial of degree N in z (of course such an algebraic
equation can be explicitly solved only for N ≤ 4).
Remark 3.1. Note however that knowledge of the configuration of the
N -body system at time t—i. e., of the (generally complex) values of the N
coordinates xn (t) given as the unordered set of the N zeros of a known polyno-
mial of degree N in z—does not allow to identify the specific coordinate, say,
x1 (t) that has evolved over time from the specific initial data x1 (0) , x˙1 (0); this
additional information can only be gained by following over time the evolution
of the system, either by integrating numerically the equations of motion, or by
identifying the configurations of the system (as given by the N zeros of a poly-
nomial) at a sequence of time intervals sufficiently close to each other so as to
guarantee the identification by continuity of the trajectory of each particle (or
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at least of the specific particle under consideration). Note however that these
additional operations need not be performed with great accuracy, even when
one wishes the final configuration—including the identity of each particle—to
be known with much greater accuracy.
Likewise—in the case of systems which have been identified as isochronous
because their solution is provided by the N zeros xn (t) of a time-dependent
polynomial of degree N in z which is itself periodic in time with period, say, T
(as in the above example, see (15))—an analogous procedure must be followed to
ascertain whether the period of the time evolution of a specific particle is T , or
pT (with p a positive integer certainly not larger thanN !; indeed, generally much
smaller, see [11]), due to a periodic exchange of the correspondence between the
zeros of the polynomial and the particle identities. 
The key formulas for the following developments are the identities (7) and
(8), relating the time evolution of the coefficients xn (t) of the zeros of a time-
dependent (monic) polynomial to that of the coefficients ym (t) of the same
polynomial, as well as the notion of generations of polynomials discussed in the
previous Section 2.
The starting point of our treatment is any one of the many known solvable
N -body models—see for instance [5] [6] and the literature therein, and below
for an example—characterized by (Newtonian) equations of motion which we
write as follows (see Remark 1.1):
x¨n = fn
(
x˜,
·
x˜
)
= fn
(
~x,
·
~x
)
. (16)
We then consider the generations of (time-dependent) polynomials of degree N
in z originating from the (time-dependent) seed polynomial
p
(0)
N
(
z; ~y(0) (t) ; x˜(0) (t)
)
= zN +
N∑
m=1
[
y(0)m (t) z
N−m
]
, (17a)
p
(0)
N
(
z; ~y(0) (t) ; x˜(0) (t)
)
=
N∏
n=1
[
z − x(0)n (t)
]
, (17b)
the (time-dependent) zeros x
(0)
n (t) of which are the solution of the solvable
model (16):
x(0)n (t) = xn (t) . (17c)
It is then plain via (7) that the zeros x
(µ1)
n (t) of the first generation polynomials
(see (11c) and (17c))
p
(µ1)
N
(
z; ~x[µ1] (t) ; x˜
(µ1) (t)
)
= zN +
N∑
m=1
[
x[µ1],m (t) z
N−m
]
, (18a)
p
(µ1)
N
(
z; ~x[µ1] (t) ; x˜
(µ1) (t)
)
=
N∏
n=1
[
z − x(µ1)n (t)
]
, (18b)
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provide the solutions of the N -body problems
x¨(µ1)n =
N∑
ℓ=1, ℓ 6=n
(
2 x˙
(µ1)
n x˙
(µ1)
ℓ
x
(µ1)
n − x(µ1)ℓ
)
−

 N∏
ℓ=1, ℓ 6=n
(
x(µ1)n − x(µ1)ℓ
)−1 N∑
m=1
(
x(µ1)n
)N−m
fm
(
~y(µ1), ~˙y(µ1)
)
(19a)
with, in the right hand side, the components of the N -vectors ~y(µ1) ≡ ~y(µ1) (t)
and ~˙y(µ1) ≡ d~y(µ1) (t) /dt replaced of course by their expressions in terms of the
components x[µ1],n (t) respectively x˙[µ1],n (t) of the N -vectors ~x[µ1] (t) respec-
tively d~x[µ1] (t) /dt as follows:
y(µ1)m = (−1)m σm
(
~x[µ1]
)
, (19b)
y˙(µ1)m = (−1)m
N∑
n=1
[
σn,m
(
~x[µ1]
)
x˙(µ1)n
]
(19c)
(see (3) and (8)). Note that in this manner we have identified N ! new N -body
problems, labeled by the index µ1 taking integer values in the range from 1 to
N ! (the significance of which is explained in Section 2), and characterized by
the Newtonian equations of motion of goldfish type (19). These new N -body
problems are of course solvable, since their solutions are provided by the zeros
of the polynomials (18) which are known because their coefficients are (a given
permutation, characterized by the index µ1, of) the solutions of the problem
(16), which is assumed to begin with to be itself solvable.
And it is now plain how this technique can be iterated over and over again
in order to identify new solvable N -body problems. Let us just exhibit—relying
on the notation of Section 2—the (N !)
2
solvable N -body problems yielded by
the first iteration of this procedure. The corresponding Newtonian equations of
motion of goldfish type read as follows:
x¨
(~µ(2))
n =
N∑
ℓ=1, ℓ 6=n

2 x˙(~µ(2))n x˙(~µ(2))ℓ
x
(~µ(2))
n − x(~µ
(2))
ℓ


−

 N∏
ℓ=1, ℓ 6=n
(
x
(~µ(2))
n − x(~µ
(2))
ℓ
)−1 N∑
m=1
(
x
(~µ(2))
n
)N−m
y¨
(~µ(2))
m ,
(20a)
where ~µ(2) is the 2-vector with two components µ1 and µ2 (each of them taking
integer values from 1 to N !). For each of the (N !)
2
assignment of this 2-vector
~µ(2) (the significance of which has been explained in Section 2), this set of N
Newtonian equations of motion of goldfish type determine the time-evolution of
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the coordinates x
(~µ(2))
n ≡ x(~µ
(2))
n (t), with the quantity y¨
(~µ(2))
m appearing in the
right-hand side of (20a) being replaced as follows:
y¨
(~µ(2))
m =
N∑
ℓ=1, ℓ 6=n

2 y˙(~µ(2))m y˙(~µ(2))ℓ
y
(~µ(2))
m − y(~µ
(2))
ℓ


−

 N∏
ℓ=1, ℓ 6=m
(
y
(~µ(2))
m − y(~µ
(2))
ℓ
)−1 N∑
n=1
(
y
(~µ(2))
m
)N−n
fn
(
~y(~µ
(2)), ~˙y(~µ
(2))
)
,
(20b)
where moreover, in the right-hand side of this expression, the quantities y
(~µ(2))
m ≡
y
(~µ(2))
m (t) and y˙
(~µ(2))
m = y˙
(~µ(2))
m (t) should be replaced by their expressions in
terms of the coordinates x
(~µ(2))
n ≡ x(~µ
(2))
n (t) and their time-derivatives x˙
(~µ(2))
n ≡
x˙
(~µ(2))
n (t) , as follows (see again (3) and (8)):
y
(~µ(2))
m = (−1)m σm
(
~x(~µ
(2))
)
, (20c)
y˙
(~µ(2))
m = (−1)m
N∑
n=1
[
σn,m
(
~x(~µ
(2))
)
x˙
(~µ(2))
n
]
. (20d)
As a particularly simple example, let us display the solvable N -body prob-
lems written above, corresponding to the assignment (with a an arbitrary con-
stant)
fn
(
~x,
·
~x
)
= (i− a) x˙n − i a xn , (21a)
implying (see (16))
xn (t) =
[a xn (0) + x˙n (0)] exp (i t) + [i xn (0)− x˙n (0)] exp (−a t)
i+ a
. (21b)
Then the first generation of solvable N -body problems is characterized by
the following Newtonian equations of motion of goldfish type (see (19))
x¨(µ1)n =
N∑
ℓ=1, ℓ 6=n
(
2 x˙
(µ1)
n x˙
(µ1)
ℓ
x
(µ1)
n − x(µ1)ℓ
)
−

 N∏
ℓ=1, ℓ 6=n
(
x(µ1)n − x(µ1)ℓ
)−1 N∑
m=1
(
x(µ1)n
)N−m [
(i− a) y˙(µ1)m − i a y(µ1)m
]
(22a)
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which, via (6a) and (4a), may in this case be simplified to read
x¨(µ1)n =
N∑
ℓ=1, ℓ 6=n
(
2 x˙
(µ1)
n x˙
(µ1)
ℓ
x
(µ1)
n − x(µ1)ℓ
)
+ (i− a) x˙(µ1)n
−i a

 N∏
ℓ=1, ℓ 6=n
(
x(µ1)n − x(µ1)ℓ
)−1 (x(µ1)n )N . (22b)
While the equations of motion of the Newtonian equations of motion of
goldfish type characterizing the second generation of solvable N -body problems
read (see (20))
x¨
(~µ(2))
n =
N∑
ℓ=1, ℓ 6=n

2 x˙(~µ(2))n x˙(~µ(2))ℓ
x
(~µ(2))
n − x(~µ
(2))
ℓ


−

 N∏
ℓ=1, ℓ 6=n
(
x
(~µ(2))
n − x(~µ
(2))
ℓ
)−1 N∑
m=1
(
x
(~µ(2))
n
)N−m
y¨
(~µ(2))
m ,
(23a)
with the quantity y¨
(~µ(2))
m appearing in the right-hand side of (23a) being replaced
as follows:
y¨
(~µ(2))
m =
N∑
ℓ=1, ℓ 6=n

2 y˙(~µ(2))m y˙(~µ(2))ℓ
y
(~µ(2))
m − y(~µ
(2))
ℓ

+ (i− a) y˙(~µ(2))m
−i a

 N∏
ℓ=1, ℓ 6=m
(
y
(~µ(2))
m − y(~µ
(2))
ℓ
)−1 (y(~µ(2))m
)N
,
(23b)
of course with the additional replacements (20c) and (20d).
Remark 3.2. Clearly the original N -body system of this example, see
(16) with (21), has the property to be isochronous (with period 2π) if a = 0,
and to be asymptotically isochronous if the parameter a is an arbitrary positive
number (for the notion of asymptotic isochrony see [9] and Chapter 6 of [6]).
And it is plain that these features are then preserved by all the solvable N -body
problems generated from this original model (of which the first two instances
are exhibited above); and also that this property—the inheritance of isochrony
or asymptotic isochrony, as the case may be, by all N -body problems generated
by an original model possessing these features—is a general characteristic of the
class of solvable systems generated by an iteration of the procedure based on
the repeated use of the identity (7). 
Several new solvable N -body problems generated by this technique—but
only restricted to the first application of the identity (7), without any further
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iteration—have been already investigated: see [7] [2] [8]. In the present paper we
limit our presentation to the general introduction of this technique—which has
clearly the potential to yield endless sequences of solvable systems—and to the
single example of its application including just one iteration, as described above.
Specific discussion of other such models—as well as more complete analyses of
the behavior of the solutions of the new models discussed in the recent papers
we just quoted—might be undertaken by ourselves or others to the extent that
these findings evoke sufficient interest.
Let us end this section with the following
Remark 3.3. It is clear from our treatment that the endless sequences
of solvable N -body problems of goldfish type associated via the technique de-
scribed above to any solvable seed problem are in fact yielded by an appropriate
sequence of changes of dependent variables. It might therefore be concluded that
all these models are, as it were, trivially equivalent to the original seed model.
But such an opinion would clash with the fact that most—perhaps all—the
solvable N -body models which have been identified and investigated worldwide
in the last few decades—their discovery and analysis constituting a substan-
tial development of mathematics and mathematical physics over the last few
decades—are as well reducible to altogether trivial time evolutions by appro-
priate changes of dependent variables. The rub is the identification—and the
investigation—of the appropriate changes of dependent variables ; namely, in
the present context, further study of the notion of generations of polynomials
as described in Section 2. 
4 Outlook
The findings reported in this paper suggest further developments, which our-
selves or others will hopefully pursue and report in future publications.
Investigation of the properties of the zeros of the polynomials belonging to
subsequent generations as defined in Section 2—and of the associated Riemann
surfaces—is a topic that naturally belongs to algebraic geometry, and which
does not seem to have been investigated so far (to the best of our knowledge),
while, in our opinion, it deserves further study; as well as other properties of
these polynomials, for instance when they originate from “named” polynomial
seeds.
We originally believed that Diophantine properties of the zeros of the poly-
nomials belonging to the generations of polynomials yielded, say, by one of the
classical polynomials playing the role of seed, could be obtained by an appro-
priate investigation of appropriate dynamical systems—of the type discussed in
Section 3— in the immediate vicinity of their equilibria; indeed this is one of
the techniques—see for instance [1] or [5] [6] and references therein—that allows
to show, for instance, that the (N ×N)-matrix M (x˜) defined componentwise
as follows in terms of the zeros xn of the Hermite polynomial HN (z) (see for
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instance [10])
Mnm (x˜) = − (xn − xm)−2 , n 6= m , (24a)
Mnn (x˜) =
N∑
ℓ=1, ℓ 6=n
(xn − xℓ)−2 = −
N∑
ℓ=1, ℓ 6=n
Mnℓ (x˜) , (24b)
features the N eigenvalues 0, 1, ..., N − 1. (Note that these formulas define
in fact N ! different matrices due to the unordered character of the set x˜, but
these matrices are related to each other by a permutation of their N lines and
a corresponding permutation of their N columns, so that the fact that they
all feature the same spectrum is automatically guaranteed). And indeed we
were able to identify in this manner (N ×N)-matrices M(µ1) (x˜, x˜(µ1)) which
feature the same eigenvalues 0, 1, ..., N − 1, being defined in terms of the N
zeros xn of the Hermite polynomial HN (z) and of the N zeros x
(µ1)
n of each of
the first generation of polynomials yielded, via the technique of Section 2, by
the Hermite polynomial used as seed—i. e., the zeros x
(µ1)
n of the polynomials
the coefficients of which are the zeros of the Hermite polynomial HN (z). But
we also discovered that these matrices were of the following type:
M(µ1)
(
x˜, x˜(µ1)
)
= R
(
x˜(µ1)
)
M (x˜)
[
R
(
x˜(µ1)
)]−1
, (25)
so that their property to have the same spectrum as the matrix M (x˜) implies
no special property of the N zeros of the set x˜(µ1); indeed, this conclusion is im-
plied by this formula for any arbitrary definition of the matrix R
(
x˜(µ1)
)
, under
the sole condition that this matrix be invertible. And we also convinced our-
selves (see Appendix B, where the derivation of the above formula is reported)
that—at least via the technique we use there—the same phenomenon would
also happen for matrices constructed with the zeros of subsequent generations
of polynomials or from the zeros of polynomials generated by different seeds. So
the identification of Diophantine, or other, remarkable properties of the zeros
of the polynomials belonging to generations of polynomials of the type yielded
by the approach described in Section 2 remains an open problem.
5 Appendix A
In this Appendix A we report the first three generations of the monic second-
degree polynomials, constructed using the procedure described in Section 2,
starting from the generic seed polynomial
p
(0)
2 (z) = z
2 + bz + c, (26)
where b and c are two arbitrary complex numbers.
Before we proceed, let us note that every complex number ζ = ρ exp (i φ)—
where of course ρ is a nonnegative real number and φ is a real number in the
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range 0 ≤ φ < 2π—has two square roots ±r, where r = √ρ exp (i φ/2) and, for
definiteness, the square root
√
ρ is nonnegative. Using this fact, we introduce
the (generally complex) numbers r0, r11, r12, r21, r22, r23, r24 as follows:√
b2 − 4c = ±r0, (27a)√
8b+ 2b2 − 4c+ 8r0 − 2br0 = ±r11, (27b)√
8b+ 2b2 − 4c− 8r0 + 2br0 = ±r12, (27c)√
−8b+ 4b2 − 8c+ 24r0 − 4br0 + 16r11 + 2br11 − 2r0r11 = ±r21,(27d)√
−8b+ 4b2 − 8c+ 24r0 − 4br0 − 16r11 − 2br11 + 2r0r11 = ±r22,(27e)√
−8b+ 4b2 − 8c− 24r0 + 4br0 + 16r12 + 2br12 + 2r0r12 = ±r23,(27f)√
−8b+ 4b2 − 8c− 24r0 + 4br0 − 16r12 − 2br12 − 2r0r12 = ±r24.(27g)
Using this notation, we display below the polynomials in the first three genera-
tions, yielded by the seed polynomial (26).
First generation. The polynomials in the first generation are given by
p
(1)
2 (z) = z
2 − b
2
(z + 1) +
r0
2
(z − 1), (28a)
p
(2)
2 (z) = z
2 − b
2
(z + 1)− r0
2
(z − 1). (28b)
Second generation. The polynomials in the second generation are given by
p
(1,1)
2 (z) = z
2 +
b− r0
4
(z + 1) +
r11
4
(z − 1), (29a)
p
(1,2)
2 (z) = z
2 +
b− r0
4
(z + 1)− r11
4
(z − 1), (29b)
p
(2,1)
2 (z) = z
2 +
b+ r0
4
(z + 1) +
r12
4
(z − 1), (29c)
p
(2,2)
2 (z) = z
2 +
b+ r0
4
(z + 1)− r12
4
(z − 1). (29d)
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Third generation. The polynomials in the third generation are given by
p
(1,1,1)
2 (z) = z
2 +
1
8
(−b+ r0 − r11)(z + 1) + r21
8
(z − 1), (30a)
p
(1,1,2)
2 (z) = z
2 +
1
8
(−b+ r0 − r11)(z + 1)− r21
8
(z − 1), (30b)
p
(1,2,1)
2 (z) = z
2 +
1
8
(−b+ r0 + r11)(z + 1) + r22
8
(z − 1), (30c)
p
(1,2,2)
2 (z) = z
2 +
1
8
(−b+ r0 + r11)(z + 1)− r22
8
(z − 1), (30d)
p
(2,1,1)
2 (z) = z
2 +
1
8
(−b− r0 − r12)(z + 1) + r23
8
(z − 1), (30e)
p
(2,1,2)
2 (z) = z
2 +
1
8
(−b− r0 − r12)(z + 1)− r23
8
(z − 1), (30f)
p
(2,2,1)
2 (z) = z
2 +
1
8
(−b− r0 + r12)(z + 1) + r24
8
(z − 1), (30g)
p
(2,2,2)
2 (z) = z
2 +
1
8
(−b− r0 + r12)(z + 1)− r24
8
(z − 1). (30h)
6 Appendix B
In this Appendix B we show that the following, rather standard, approach, does
not allow to obtain results for the zeros of the polynomials of the generations
yielded by any given polynomial playing the role of the seed.
Take as starting point a solvable dynamical system
γ˙m (t) = fm (~γ (t)) ,
·
~γ = ~f (~γ) ; (31a)
and assume that this system has the equilibrium configuration
~γ (t) = ~γ (0) = ~x , (31b)
where of course
fm (~x) = 0 , ~f (~x) = ~0 . (31c)
Because this system is solvable, one can control the behavior of its solutions
for all time from all initial data. Let us then look at its behavior infinitesimally
close to its equilibrium configuration, by setting
~γ (t) = ~x+ ε ~w (t) + ~o (ε) , (32a)
implying
·
~w (t) = F (~x) ~w (t) , (32b)
where the N × N time-independent matrix F (~x) is defined componentwise as
follows:
Fnm (~x) =
∂ fn (~γ)
∂ γm
∣∣∣∣
~γ=~x
. (32c)
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The behavior of the system in the (infinitesimal, immediate) vicinity of its equi-
librium configuration is then characterized by exponentials exp (ϕmt) where the
N numbers ϕm are the N eigenvalues of the N × N time-independent matrix
F (~x) . And comparing this behavior with that of the general solution of the
solvable system (31a) one gets information on the values of these eigenvalues
ϕm.
For instance in this manner, by taking as starting point the solvable dynam-
ical system
γ˙m (t) = i

γm (t)−
N∑
ℓ=1, ℓ 6=m
[γm (t)− γℓ (t)]−1

 , (33)
one gets Diophantine properties of the matrices (24) manufactured with the
zeros xn of Hermite polynomials,
HN (xn) = 0 , (34a)
since these zeros indeed correspond to the equilibrium configuration of the dy-
namical system (33) because they satisfy—see for instance [12] [13] [5]—the N
algebraic equations
xn =
N∑
ℓ=1, ℓ 6=n
(xn − xℓ)−1 . (34b)
These Diophantine relations consist in the discovery (see for instance [1] [5]) that
the N ×N matrix M (x˜) , see (24), features the N eigenvalues 0, 1, ..., N − 1.
The next step is to introduce the monic polynomial with coefficients γm (t)
and zeros ξn (t) ,
pN
(
z;~γ (t) ; ξ˜ (t)
)
= zN +
N∑
m=1
[
γm (t) z
N−m
]
, (35a)
pN
(
z;~γ (t) ; ξ˜ (t)
)
=
N∏
n=1
[z − ξn (t)] , (35b)
and the associated dynamical system provided by the identity (6) together with
(33):
ξ˙ = −i

 N∑
ℓ=1, ℓ 6=n
(ξn − ξℓ)


−1
·
·
N∑
m=1

ξN−mn

γm −
N∑
ℓ=1, ℓ 6=m
[γm − γℓ]−1



 , (36a)
where of course, in the right hand side, the coefficients γn ≡ γn (t) should be
replaced by their expressions in terms of the zeros ξn ≡ ξn (t) ,
γm = (−1)m σ
(
ξ˜
)
. (36b)
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We look then at the time evolution of the solutions ξn (t) of this dynami-
cal system in the immediate vicinity of its equilibrium configuration γm (t) =
γm (0) = xm, ξn (t) = ξn (0) = x
(µ1)
n . It is then easily seen, by setting, together
with (32a),
ξn (t) = x
(µ1)
n + ε vn (t) , ξ˜ (t) = x˜
(µ1) + ε v˜ (t) , (37)
and by proceeding as above, that one arrives at the linear evolution system
·
v˜ = M(µ1)
(
x˜, x˜(µ1)
)
v˜ , (38)
where the N×N matrices M(µ1) (x˜, x˜(µ1)) are defined by (25) (with (24) and of
course the matrices R (x˜) and [R (x˜)]
−1
defined as above, see (5)), the numbers
xn are the N zeros of the Hermite polynomial HN (z) of order N and the
numbers x
(µ1)
n are the N zeros of the (monic) polynomials the coefficients of
which are the zeros of the Hermite polynomial HN (z) ordered according to the
their permutation µ1.
It is plain from the treatment sketched in this Appendix B that the state-
ments reported in the last part of Section 4 are validated.
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