Abstract. The general theory of exponential sampling for the inversion of MeUintype kernels presented in part I of this paper is applied to some practical inversion problems encountered in laser scattering experiments to determine particle size.
Introduction
Some years ago Ostrowsky e l a l [l] first introduced the exponential-sampling method for the inversion of the Laplace transform in photon correlation spectroscopy (PCS). This method relied on the conjecture that the nodes of the highest-index eigenfunctions used in a truncated eigenfunction expansion of the solution required were valid sampling points in the sense of a generalized Nyquist theorem. These eigenfunctions, calculated by McWhirter and Pike [Z], show a geometric spacing of node positions.
The exponential-sampling method can be extended to the approximate solution of first-kind Fredholm integral equations of the following general type:
and in part I of this paper [3] we have shown that it can also be used for the approximate computation of the singular system of the following related integral equation where 0 < a < b < foo. One example is the finite Laplace transform in the PCS problem.
The main mathematical difference between equations (1.1) and (1.2) is that, in the second case the integral operator is compact (under suitable integrability conditions on K ( z ) ) when the support of the unknown solution, [ a , b ] , is strictly positive and bounded. Therefore, while equation (1.1) can be diagonalized by means of the Mellin transform or, equivalently, by means of the generalized eigenfunctions introduced by McWhirter and Pike [2], equation (1.2) can only be diagonalized by means of the singular system of the related integral operator. In part I we have introduced an exponential-sampling approximation of these singular functions. In this second part we give extensive applications to the practical inverse problems encountered in PCS and Frannhofer diffraction, including integration of the data between sampling points and the 'zoom' method described in part I.
As concerns PCS and the monodisperse case of particle sizes, the normalized modulus of the first-order correlation function of the scattered electric field amplitude, such as the one measured directly in a heterodyne, quasi-elastic, light-scattering experiment (or extracted from BE aot,odyne experiment), is given by (
1.4)
where r is the correlation delay time and
Here q is the momentum transfer in the scattering experiment, D the linear diffusion coefficient, k the Boltzman constant, T the temperature, 7 the viscosity coefficient and Q the equivalent spherical radius of the particles. The quantity r is also the characteristic linewidth of the (Lorentzian) optical spectrum associated with scattering from particles of radius a. Then, in the polydisperse case, the first-order correlation function is given by where G(r) is the normalized, linewidth-distribution function. The physical problem is the determination of G ( r ) from the measured values of l g ( ' ) ( T ) l . As follows from equation (1.4), the determination of G(r) is equivalent to the determination of the distribution function of the particle sizes, p ( a ) .
It is obvious that the problem (1.5) has exactly the structure of the problem (1.1)
if we identify the variables as follows: T -t p , r i t , lq(')(T)l -t g ( p ) , G(r) -f ( t ) .
Moreover it is clear that we have K(z) = exp(-z) (1.6) and therefore this problem coincides with the inversion of the Laplace transform. The case (1.2), where the unknown distribution function has a bounded, strictly positive support was considered in [ 5 , 6 ] .
As concerns the problem of particle sizing by Fraunhofer diffraction, it is well known [7, 8] that the mean intensity per steradian diffracted by a random distribution of N opaque spherical particles is given, in the Fraunhofer region, by where ai is the radius of the particle i, k is the wavenumber of the incident radiation and i) is the scattering angle. This approximation is valid for small scattering angles (8 E sing) and for radii of the particles sufficiently large with respect to the wavelength, more precisely when t = ka = 2sa/X > 50. [10, 11] . In this paper we consider the case (p = 8,t = U )
(1.9)
Then g(p) is proportional to the output of an annular detector (or segment of an annulus) while f ( t ) is proportional to the volume distribution of the particles. Moreover (1.10)
In section 2 we summarize the numerical method introduced in part I for the approximate computation of the singular system of the integral operator (1.2). Moreover we illustrate, by means of a numerical example, the improvement of the approximation with increasing sampling frequency of the solution. In section 3 we compute the singular spectrum for the PCS problem both in the case of ideal pointwise data and in the case of integrated data, while in section 4 we investigate inversion algorithms for the same problems. In the case of particle sizing by Fraunhofer diffraction, the singular systems for pointwise and integrated data are investigated in section 5 and the inversion algorithms are presented in section 6. Some impressive examples of the 'zooming' technique discussed in part I are presented both in section 4 and in section 6.
The numerical method
In part I of this paper we have discussed the exponential-sampling approximation for the computation of the singular system of the integral operator (1.2). This approximation can be described as follows: the data function g(p) is replaced by the expansion When the matrix Ai$," has been determined, its singular system can be computed by means of standard singular value decomposition (SVD) routines. We will denote by {ayM): Ui"'M): \(N'M)! its singular syst,em. We "dice t.hat the singular vectors U i N S M ) and ViN'") are normalized to unity with respect to the usual Euclidean norm. Then thanks t o equations (2.4) and (2.9), the corresponding approximations of the singular functions uk ( N ' M ) ( t ) of the integral operator (1.2) are given by The sampling points (2.3) are characterized by the two parameters { p , , 6,} and analogously the sampling points (2.5) are characterized by the two parameters { t l , 4}. The difference between the two choices is obvious: in the second case all the sampling points are interior to the support [a, b] and the dilation factor 6, is slightly smaller than in the first case. Moreover, when M is odd, M = 2L + 1 , the central point of the distribution (2.14), which corresponds to m = L + 1 , coincides with the geometric mean of ab, a. As a consequence the distribution of these points is dilationally symmetric with respect to a.
In order to test the method we consider the following problem, investigated in In the case of these data points we have computed the first three singular values using the method described in this paper. In table 1 we give the results obtained when the sampling points of the solution are given by equation (2.12) with a = 1,y = b / a = 5. The agreement is raiher good but not excellent. The values of 6, are: 6, = 1.0838
for M = 21,6, = 1.04106 for A4 = 41 and 6, = 1.02719 for M = 61.
Much better approximations are obtained using the distribution of sampling points given by equation (2.14) and these results are given in table 2.
It may be seen that the agreement is already very good in the case of 21 sampling points. The values of 6, are: 6, = 1.07965 for M = 21,6, = 1.040035 for M = 41 and 6, = 1.026735 for M = 61. Moreover, we see that the accuracy is increased by increasing the number of sampling points of the solution, in agreement with the result proved in the appendix of part I. Also in part I the case of integrated data has been considered, namely the case where the data of the problem are given by
(2.17)
Here the pn are given again by equation (2. equal to the matrix (2.10). Moreover, the interpolation formula (2.11) for the singular functions in the object space is valid also in the case of integrated data.
Polydispersity analysis b y PCS: the singular system
As discussed in the introduction, the basic problem in polydispersity analysis by means of the PCS technique is the inversion of the finite Laplace transformation
In a given experiment, t h e parameters a, b(0 < a < 6) are respectively the lower hound and the upper hound of the characteristic linewidths of the particles which, as follows from equation (1.4), are inversely proportional respectively to the upper bound and to the lower bound of the equivalent spherical radii of the particles.
As proved in [5] , the operator (3.1) is compact and its singular values depend only on the parameter y, equation (2.13). Therefore it is convenient, by means of a change of variable, to transform the interval [a,b] into the interval [l,y], a s in equation (2.18). In the case of discrete data, however, if {plrp2,. . . , p N ] is the set of data points which is used in the case of the interval [l,y] , then, in order to get the same singular values in the case of the interval [a, b] , with b = ya, one must use the data points {pl/a, pz/a,. . . , pN/a) and also use scaling factors (I-'/', all2 respectively for the data and the solution. Moreover the sampling points { t , , t , , ... , t M ] must be replaced by { a t , , at,, . . . , a t M } . As a result of these transformations, the matrix elements (2.10) have the same values in the case of the old and of the new sampling points.
The matrix (2.10) corresponding to the integral operator (3.1) is
The dependence on 7 is not explicitly indicated but it is implicitly contained in the sampling points p,,t,.
In order to verify the accuracy of the numerical approximation provided by the matrix (3.2), w e have again considered the case y = 5 and we have compared the results obtained by means of the matrix (3.2) with accurate numerical results obtained in previous work [5] . As shown in section 2, a good choice of the sampling points of the solution is given by equation (2.14). Here we take a = 1 while 6, is determined when the values of 7 and M are given.
Regarding the choice of the data points, we first remark that the dilation factor 6, is related to the signal-to-noise ratio and is essentially independent of 7. It can be determined by means of the method indicated in [2,4] where the following values are computed: 6, = 2.44, 1.88, 1.63, corresponding respectively to E/& = lo2, lo3, lo4.
Given the dilation factor, the next step is to determine the range of the data points, let us say [pl,pN] 
(even if the number N of data points is not yet known).
This range is related both to the signal-to-noise ratio and to the solution support [ l , y ] . In fact the data function g(p) contains all the exponentials with decay factors between 1 and y . We must require that these exponentials are well represented in the interval [P1,pN] . Since the most rapidly decaying exponential is exp(-yp) while the most slowly decaying exponential is exp(-p), we will require the following conditions:
Once pl, p N have been determined and also the value of 6,, related to the signal-tonoise ratio E / € , the number N of sampling points can be determined by means of equation (2.3) with n = N . We will choose N as the first integer greater than (3.4)
In the case y = 5 we have the following results:
and in the case y = 100 the following ones:
E / E = lo3 N = 22 p1 = 0.1 x 6, = 1.88 (3.6) S2 = 1.63.
We see that the main change is in the choice of the first data point, while the change in the number of sampling points from y = 5 to y = 100 is not very important.
In table 3 we give the results obtained using the set (C) of data parameters in the case y = 5. This example indicates the possibility of using the exponential-sampling method for the accurate computation of the singular values. It is obvious, however, that this method is not necessarily the hest from the numerical point of view. The main interest is in practical applications where it can be important t o obtain satisfactory results with a small number of points.
We consider agalr? the case y = 5 . When E,!E = IO2 on!y t,he singiila,r values greater than IO-, contribute to the truncated singular function expansion [5]. These are just the first three singular values and one can look for the approximate values which can be obtained using the set of parameters (A), equation (3.5). In table 4 we give some of the values we have obtained using several choices of the number of sampling points in the object support. We see that, even when this number is rather large ( M = 61) the approximation of the third singular value is not very good (2%).
It is interesting however that with a much smaller number of sampling points (A4 = 9) it is possible to obtain a similar approximation (4%).
We conclude that a satisfactory approximation for practical purpose can be obtained using nine sampling points both for the data and for the solution.
A similar result is obtained in the case E / E = lo3, using the set (8) of equation (323, i.e. 18 sampling points for the data. In such a c a e we have five singular values greater than and these can he obtained using, for example, 21 sampling points for the solution, the relative error with respect to the exact singular values ranging from 0.03%, in the case of the first singular value, to 2%, in the case of the fifth singular value.
We have used the method for investigating t,he dependence on y of the singularvalue spectrum over a large range of values of 7 . We have chosen four values of 7 which are approximately in a geometric progression from 7 = 5 to 7 = 100, i.e. 7 = 5,14,37,100 and in all these cases a dilation factor 6, = 1.0267. The number of sampling points in the object support is respectively M = 61,100,137,175. For the data sampling points we have used the set C, equation (3.6). The results are shown in table 5. These results quantify the improvement in resolution due to the a priori knowledge of the support. In fact, in the case E / E = lo3 the dilation factor is 6, = 1.88 (see and this corresponds to a number of resolution elements which, in the cases 7 = 5, 14, 37, 100 is respectively KO = 2.5, 4.2, 5.7, 7.3. From table 5 we deduce that, when a priori knowledge of the support is used, the number of resolution elements, for the same values o f 7 is Ii = 5,6,7,9 (i.e. the number of singular values greater than Finally we consider briefly the case of integrated data. If we assume that the 10-3).
points q, are given by then the matrix (2.23) is given by M Berlero and E R Pike If p(6, -l)t,,,p,, << 1, then and we re-obtain the matrix (3.1).
In order to investigate the behaviour of the singular values in terms of the integration parameter p, we have considered the case y = 100, using the data set (A') of 
Polydispersity analysis by PCS: reconstruction algorithms
In part I of this paper we have indicated several reconstruction algorithms based on the singular-function expansion of the solution. These algorithms essentially rely on a filtering of this expansion and some of them provide a nearly positive approximate solution in the case where the true solution is positive. Most ofthese filtering methods, however, imply a loss o l resolulion and therefore they are not convenient in the case of PCS where the number of significant singular values is rather small. where fi is the effective (Mellin) bandwidth. The value of this function at t = a is R/?ra while the ratio between the first zero to the right o f t = a and a is given by exp(?r/fi). Therefore the peak centred at Q becomes smaller and broader when a increases. A similar behaviour is shown by the reconstruction of a delta function as provided by equation (4.1).
The difficulty was already indicated in part I, section 6, and it is not solved completely if the change of variable of equation (4.3) is uscd. In such a case the reconstruction of a delta function has a width (in the variable 2' = Int) which does not depend on the position of the delta function but the height of the main peak still decreases when increases. For this reason we will use the following change of variable F(2') = exp(z)f(exp(z)).
(4.6)
The new function F ( z ) has the same integral as the old one
Moreover, if we apply this transformation to the function (4.5) we get
(4.7)
and therefore the value of this function at z = Ina is O / r , independent of a. The disadvantage of this transformation is that the oscillations of the solution are amplified for large values of z and this is an unpleasant effect in the case of PCS since one can use only a small number of singular functions and filtering techniques must be avoided. On the other hand this transformation is very convenient in the case of Fraunhofer diffraction as we will show in the next sections. a2/a, = 2) and w1 = w2 = 1. We have first used the singular functions corresponding to the support [1,100], computed using the data set (C') of equation (3.6) (i.e. 34 data points) and 21 sampling points in [l, 1001. We have used all the singular values Plot 01 the first four sinylar functions correspondin8 to the support reconstructions provided by the triangular window and by the Hanning window (see part I, section 6) are given. As we see, the two delta functions are not resolved.
Then we have employed the 'zooming' effect discussed in part I, section 7. We have computed the singular system corresponding to the support [5, 25] using the same data points as in the previous case and 21 sampling points in [5, 25) . The singular values are essentially those given in the first column of table 5 and therefore we can use five singular functions if we accept all the singular values > The first four singular functions are plotted in figure 4. In figure 5 we plot the recoustructions obtained by means of this new singular system. We see that the two delta functions are now resolved if we use the 'top-hat' window while they are not yet resolved if we use the triangular or the Hanning window. In the last two cases, however, the solution is positive. Since the residual corresponding to these solutions is quite small this result seems to indicate that positivity does not have a beneficial effect on resolution. In fact, the reverse is the casc. As we discussed in the introduction, the integral equation we are considering now is given by equations (1.2), (1.10) and therefore the corresponding matrix (2.10) takes the following explicit form It is interesting to point out that the physical situation described by (5.1) corresponds to measurement of the diffraction pattern by a set of N annular detectors In order to compare the singular-value spectra of these matrices, we have considered a situation which is typical of commercial instruments for particle sizing.
We have assumed a maximum angle of 10 deg, i.e. Omax = 0.1745 (in such a case the approximation s i n g -9 is still rather good, since the maximum error is 0.5%) and a minimum angle of 0.076 deg, i.e. Q , , , = 0.001 328, so that 7 = Omax/dmin LT 131. Moreover we have taken 31 sampling points with 9, = 9min,QS1 = d, , , ; the corresponding dilation factor is 6, = 1.1766.
In order to determine the range of the radii of the particles we assume that QmaX corresponds to the maximum of the energy distribution of the smallest particles. Since in the variable z = Qt this maximum occurs when zmax zz 1.375, we have tmin = 7.88. Analogously we assume tha.t Qmi, corresponds to the maximum of the energy distribution of the largest particles. It follows t,,, = 1035 and therefore 7 = tmaX/tmin r 131. If we ~P C B ! ! !ha! t = hi w e see t,hat, Lii. is in the region where Mie corrections are required (see the introduction).
( N -1 ) X M . < 100. This number is 23 in the case of the matrix (5.1) and 19 in the case of the matrix (5.5). Therefore integration between adjacent sampling points implies a loss of information (corresponding to a loss of resolution) of about 17%. This is in the case of a signal-tc-noise ratio of the order of 100. If the signal-to-noise ratio is of the order of 300, then the number of relevant singular values is still 23 in the case of the matrix A , since agNrM)/a$2M) -650, and it becomes just 23 in the case of integrated data. This result is quite interesting since it implies that in the case of a very good signal-twnoise ratio the integration between adjacent sampling points does not imply a loss of resolution.
The singular spectra of the matrices (5.1) and (5.5) are plotted in figure 6 . We point out that the use of 23 singular functions implies the possibility of resolving 23 information elements in the interval [tmin,tmaX] . This corresponds to a resolution factor 6res = 1.25, i.e. one can resolve two particles of radii al and a, > a,, if a,/ol > 1.25.
We do not plot the singular functions because their behaviour is quite similar to the behaviour of the singular functions of the PCS problem. to use the filtering algorithms introduced in part I, section 6 even though their use can imply a loss of resolution.
Moreover we will use also in this section the transformation defined in equation (4.6).
In all the inversions of simulated data corresponding to a set of delta functions we have used the singular system obtained by means of 21 sampling points in the support [t,,Li,,,t,,,J. In such a case we h a w 18 singular values such ?hat a $ N ' M ) / n t N ' M ) < 100, both for pointwise data and for integrated daia. Tine data were perlurbed by 1% random noise.
In figure 7 we plot the reconstruction of a delta function centred at t / 2~ = a/A = 20. This means that the radius of the particles is 20 times the wavelength of the incident radiation. The reconstructions are plotted as functions of the variable log(t/a). We show the results obtained using top-hat, Tikhonov, triangular and Haiining windows. In each plot we give 10 different inversions corresponding to 10 different sequences of random noise, In such a way we give evidence of the numerical stability of the solution. Moreover we point out that the reconstructions obtained by means of the triangular and of the Hanning window are nearly positive, a properly which was already pointed out in [14] . It can he seen that, in the caSe of the Hanning window, the sidelobes are rather small. For this reason in the following we will mainly use the Hanning window. In figures 8 and 9 we plot the reconstructions of the same set of two delta functions using, respectively, pointwise data and integrated data. The difference between the two reconstructions is negligible. I n both cases the number of significant singular values, as defined above, is 18 and in both cases Hanning window w a s used. In the example above the two delta functions are well separated (the ratio between their positions is 5) and this already appears from the behaviour of the data vector, at least in the case of pointwise data. This evidence is not so clear in the next example, given in figure 10 . We give only the case of pointwise data because we have always found very small variations with respect t o the restorations obtained with integrated data. In the example of figure 10 , the ratio between the positions of the two delta functions is 2 and therefore it is still large with respect to the resolution limit corresponding to 18 singular functions, which is SI = 1.31. The best resolution limit achievable by means of the Hanning wiiidow is 1.7 and an example is shown in figure 11 . In order to improve this resolution it is necessary to use the 'zooming' technique discussed in part I of this paper. We give just one example showing that this procedure works also in the Fraunhofer case. We have considered two delta functions located a t t1/2z = 30 and t 2 / 2 z = 39 so that t , / t , = 1.3. Then we have computed the singular system corresponding to the interval [20, 501 in the variable t / 2 z . The corresponding value of y is 2.5 and the number of significant singular values, i.e. such that aiNI"M)/aLNY'M) < 100, is 9. In figure 12 we compare the reconstruction obtained by means of Hanning window hotli in the case of the support corresponding to y = 131 and in the case of the support corresponding to y = 2.5. In the last case the two delta functions are clearly resolved a.nd t,he xn!otinn is sti!! oszr!:~ pxitl\'r.
Conclusion
In this paper we have applied the exponential-sampling method, implemented by singular-system analysis of part I, to PCS and Fraunhofer particle-sizing problems.
The results show the limits of resolution which may be achieved in various practical cases. 
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