Abstract. We investigate the structure of electrical Lie algebras of finite Dynkin type. These Lie algebras were introduced by Lam-Pylyavskyy in the study of circular planar electrical networks. The corresponding Lie group acts on such networks via some combinatorial operations studied by Curtis-Ingerman-Morrow and Colin de Verdière-Gitler-Vertigan. Lam-Pylyavskyy studied the electrical Lie algebra of type A of even rank in detail, and gave a conjecture for the dimension of electrical Lie algebras of finite Dynkin types. We prove this conjecture for all classical Dynkin types, that is, A, B, C, and D. Furthermore, we are able to explicitly describe the structure of the corresponding electrical Lie algebras as the semisimple product of the symplectic Lie algebra with its finite dimensional irreducible representations.
Introduction
The study of electrical networks dated back to Georg Ohm and Gustav Kirchhoff more than a century ago, and it is still a classical object in the study of many branches of mathematics including graph theory (see for example [KW] ). It also has many applications in other fields including material science and medical imaging (see for example [BVM] ).
In this paper, our main object of study, the electrical Lie algebra, originates from the study of circular planar electrical networks.5 The numbers on the edges are conductances. The vertices on the outer circular boundary are ordered, and called boundary vertices, and the rest are called interior vertices. Edges cannot cross with other edges. When voltage is put on the boundary vertices, electrical current will flow in or out of the boundary vertices.
Curtis-Ingerman-Morrow [CIM] and Colin de Verdière-Gitler-Vertigan [dVGV] gave a robust theory of circular planar electrical networks. In [CIM] and [dVGV] , two operations of adjoining a boundary spike and adjoining a boundary edge to a circular planar electrical network were studied:
Adjoining a boundary spike Adjoining a boundary edge These two operations generate the set of circular planar electrical networks modulo the electrical equivalences. Lam-Pylyavskyy [LP] viewed these actions as one parameter subgroups of a Lie group action, namely the electrical Lie group (of type A). Then they define electrical Lie algebras of finite Dynkin type: Definition 1.0.1. Let X be a Dynkin diagram of finite type, I = I(X) be the set of nodes in X, and A = (a ij ) be the associated Cartan matrix . Define the electrical Lie algebra e X associated to X to be the Lie algebra generated by {e i } i∈I modulo the relations ad(e i ) 1−a ij (e j ) = 0 if a ij = −1,
where ad is the adjoint representation.
Note that our convention for a ij is that if the simple root corresponding to i is shorter than the one corresponding to an adjacent node j, then |a ij | > 1. Equivalently, the arrows in the Dynkin diagram point towards the nodes which correspond to the shorter roots.
These relations can be seen as a deformation of the upper half of semisimple Lie algebras. For ordinary semisimple Lie algebras, the corresponding relations are ad(e i ) 1−a ij (e j ) = 0 ∀i, j.
←→

Star-Triangle Transformation
In the case of the electrical Lie algebra of type A, the famous star-triangle (or Yang-Baxter) transformation of electrical networks translates into "the electrical Serre relation": where i ∈ [n] are labels of the nodes of the Dynkin diagram A n . Lam-Pylyavskyy looked at the algebraic structure of electrical Lie groups and Lie algebras of finite Dynkin type. They showed that e A 2n is semisimple and isomorphic to the symplectic Lie algebra sp 2n . Moreover, they conjectured that the dimension of the electrical Lie algebra e X equals the number of positive roots |Φ(X) + |, where Φ(X) + is the set of positive roots of root system Φ(X) with Dynkin diagram X.
In this current paper, we will not only prove Lam-Pylyavskyy's conjecture regarding the dimension for all classical types, but also explore the structure of certain electrical Lie algebras of classical types.
In fact, the semisimplicity of e A 2n is not a general property of electrical Lie algebras. For example, in this paper we will see that e C 2n has a nontrivial solvable ideal. This also makes the structure of such Lie algebras difficult to describe. There is no uniform theory for electrical Lie algebras of classical type, so we will explore the structure of such electrical Lie algebras in a case by case basis:
Consider three irreducible representations of sp 2n : let V 0 be the trivial representation, V ν be the standard representation, that is, the highest weight vector ν = ω 1 , and V λ be the irreducible representation with the highest weight vector λ = ω 1 + ω 2 , where ω 1 , and ω 2 are the first and second fundamental weights.
For type A, the electrical Lie algebra of even rank e A 2n is isomorphic to sp 2n [LP] . We show that e A 2n+1 is isomorphic to an extension of sp 2n ⋉ V ν by the sp 2n -representation V 0 . Note that e A 2n+1 is also isomorphic to the odd symplectic Lie algebra sp 2n+1 studied by Gelfand-Zelevinsky [GZ] and Proctor [RP] .
For type B, we show that e Bn ∼ = sp n ⊕sp n−1 by constructing an isomorphism between these two Lie algebras, where the odd symplectic Lie algebra is the same as the one appearing in the case of type A.
For type C, we first consider the case of even rank. We find an abelian ideal I ⊂ e C 2n and prove that this quotient e C 2n /I is isomorphic to e A 2n . So we can define a Lie group action of e A 2n (or sp 2n ) on I. Consequently, we show that e C 2n is isomorphic to sp 2n ⋉(V λ ⊕V 0 ). As for the odd case, it is a Lie subalgebra of e C 2n+2 , so we are able to conclude that its dimension is (2n + 1) 2 , the number of positive roots |Φ
For type D, we find that e D n+1 contains a Lie subalgebra isomorphic to e Cn , and use the structure theorem of e C 2n to find that the dimension of e D 2n+1 is equal to the number of positive roots |Φ + (D 2n+1 )|. Similarly to type C, we are also able to conclude that the dimension of e D 2n is the one expected as in the conjecture.
In a similar manner to the connection between circular planar electrical networks and the electrical Lie algebra e An , we find that e Bn also has strong connection with mirror symmetric circular planar eletrical networks via similar combinatorial operations on such networks. We will only focus on the type B electrical Lie algebra in the current paper, and introduce this analogue and investigate the properties of mirror symmetric circular planar electrical networks in a future paper.
The structure of this paper goes as follows: Section 2 is the outline of the proofs of structure theorems of type A, B, C, and D electrical Lie algebras, whereas the proofs of some technical lemmas in Subsection 2.4 and 2.5 are left in Section 3.
Electrical Lie Algebra of Classical Types
2.1. Preliminary Lemmas and Propositions. Lam-Pylyavskyy [LP] prove the following proposition that gives an upper bound for the dimension of electrical Lie algebras of finite Dynkin type.
Proposition 2.1.1 ( [LP] We will also need the following lemma in exploring the structure of electrical Lie algebras:
Lemma 2.1.2. Let L be a Lie algebra, and I an ideal of L with [I, I] = 0. Then the quotient Lie algebra L/I has a Lie algebra action on I. We will show that the upper bound in Proposition 2.1.1 is the correct dimension for each Dynkin diagram of classical type. Furthermore, we will also give the explicit structure of electrical Lie algebras e An , e Bn , and e C 2n . The notations will only be used within each following subsection of Section 2.
2.2. Type A. By definition, Lie algebra e An is generated by generators {e i } n i=1 under the relations (Figure 1 )
Lam-Pylyavskyy studied the structure of e A 2n :
Theorem 2.2.1 ( [LP] ). We have e A 2n ∼ = sp 2n .
We will explore the structure of e A 2n+1 :
Proposition 2.2.2. The dimension of e A 2n+1 is (n + 1)(2n + 1).
be generators of e A 2n+1 and e A 2n+2 respectively. Then there is a Lie algebra homomorphism:
We claim this is an injection.
By Remark 1, {e α } α∈Φ + (A 2n+1 ) and {ẽ α } α∈Φ + (A 2n+2 ) are spanning sets of e A 2n+1 and e A 2n+2 respectively. By Theorem 2.2.1, we know that {ẽ α } α∈Φ + (A 2n+2 ) is a basis of e A 2n+2 . On the other hand ψ(e α ) =ẽ α , so {e α } α∈Φ + (A 2n+1 ) is a basis of e A 2n+1 . Therefore, ψ is an injective Lie algebra homomorphism, and the dimension of e A 2n+1 is (n + 1)(2n + 1).
We consider a Lie subalgebra of sp 2n+2 introduced by Gelfand-Zelevinsky [GZ] . The definition of this Lie algebra that we will use comes from Proctor [RP] . Let V = C 2n+2 be a complex vector space with standard basis
be the corresponding dual basis of V * . Also let B be a nondegenerate skew-symmetric bilinear form of V , and β be one nonzero element in V * . Let GZ(V, β, B) be the Lie subgroup of GL(V ) which preserves both β and B. Its Lie algebra is denoted as gz (V, β, B) . Since Sp 2n+2 = {M ∈ GL(V )|M preserves B}, we have gz(V, β, B) ⊂ sp 2n+2 . Now we fix β = y n+1 and the matrix representing B to be 0 I n+1 −I n+1 0 . Then we define the odd symplectic Lie algebra sp 2n+1
to be gz(C 2n+2 , y n+1 , B). Proof. We use a specific isomorphism of e A 2n+2 and sp 2n+2 in Theorem 3.1 of [LP] . Let ǫ i ∈ C 2n+2 denote the column vector with 1 in the ith position and 0 elsewhere. Let a 1 = ǫ 1 , a 2 = ǫ 1 + ǫ 2 , . . . , a n+1 = ǫ n + ǫ n+1 , and b 1 = ǫ 1 , b 2 = ǫ 2 , . . . , b n+1 = ǫ n+1 . Now define φ : e A 2n+2 −→ sp 2n+2 as follows:
and extend this to a Lie algebra homomorphism.
It can be found that sp 2n+1 consists of the matrices of sp 2n+2 whose entries in (n + 1)-th column and (2n)-th row are all zero. The dimension of this Lie algebra is (n + 1)(2n + 1).
Due to Theorem 2.2.2, both e A 2n+1 and sp 2n+1 have dimension (n + 1)(2n + 1).
we only need to show the entries of the (n+1)-th column of φ•ψ(e A 2n+1 ) are all zeros. Clearly the entries of the (n + 1)-th column of φ • ψ(e i ) for i = 1, 2, . . . , 2n + 1 are all zeros. Now
, 2 be block matrices, where all entries are the matrices of size (n + 1) × (n + 1), and the entries of (n + 1)-th column of A i and C i are all zeros. Notice that if M, N are two square matrices, and the entries of last column of N are all zeros, then the last column of MN is a zero column vector. Now
Therefore, the last columns of A 1 A 2 +B 1 C 2 and A 2 C 1 +D 1 C 2 are both zero. So the (n+1)-th column of the product R 1 R 2 is also zero. Since this property of having (n + 1)-th column being zero is closed among set of (2n + 2) × (2n + 2) matrices under matrix multiplication, it is also closed under Lie bracket. Thus, φ • ψ(e A 2n+1 ) ⊂ sp 2n+1 . 
Proof. We will use the matrix presentation of e A 2n+1 in Theorem 2.2.3 to prove this theorem. Let ′ /Ī ∼ = e A 2n ∼ = sp 2n has an action onĪ. SinceĪ is cyclic and dimĪ = 2n, it has to be isomorphic to the standard representation V ν . Thus,
Because I ′ is in the center of e A 2n+1 , it is isomorphic to the trivial representation V 0 of sp 2n .
Therefore, e A 2n+1 is isomorphic to an extension of sp 2n ⋉ V ν by the trivial representation V 0 . According to the above matrix presentation of e A 2n+1 , we can find a short exact sequence
This concludes the study of the electrical Lie algebra of type A.
2.3. Type B. The electrical Lie algebra e Bn is generated by {e 1 , e 2 , . . . , e n }, with relations ( Figure 2) :
Let {f 1 , f 2 , . . . , f n } be a generating set of e An . Then {f 2 , . . . , f n } is a generating set of e A n−1 . Now consider a new Lie algebra e An ⊕ e A n−1 : the underlying set is (a, b) ∈ e An × e A n−1 , and the Lie bracket operation is [(a, b) 
Define a map φ : e Bn −→ e An ⊕ e A n−1 as follows:
Theorem 2.3.1. φ is a Lie algebra isomorphism. Therefore, we have
where the odd symplectic Lie algebra is defined in Section 2.2.
Proof. First of all we would like to prove φ is a Lie algebra homomorphism. It suffices to show that φ(e k )'s also satisfy the defining relation of e Bn . For k ≥ 2, we have
It is also clear that if |i − j| ≥ 2, [φ(e i )φ(e j )] = 0. Therefore, this is a Lie algebra homomorphism.
Next we claim that φ is surjective. We already know that (f 1 , 0) ∈ Im(φ), so it suffices to show that (f k , 0), (0, f k ) ∈ Im(φ) for all k ≥ 2. We go by induction. Base case:
Now assume this is true for k. Without loss of generality, say φ(y) = (f k , 0). Then
Thus, the claim is true. Note that dim e An ⊕ e A n−1 = n+1 2 + n 2 = n 2 . By Proposition 2.1.1, dim e Bn ≤ n 2 . Then we get
So we achieve equality, and φ is an isomorphism. By Section 2.2, we know that e An ∼ = sp n for all n. Hence, e Bn ∼ = sp n ⊕ sp n−1 .
2.4. Type C. The electrical Lie algebra of type C n is generated by generators {e i } n i=1 with relations ( Figure 3) :
By Remark 1, there is a spanning set of e Cn indexed by the positive roots Φ + (C n ). More precisely, the spanning set is
The way in which the generators of e Cn act on the elements in the spanning set is given in Lemma 3.1.1. Proof. Based on Lemma 3.1.1, we can see that [e i , s] is a linear combination of elements in S for all s ∈ S and i ∈ [n].
Furthermore, I
′ has a special property:
Proof. See Proof 3.1.2.
We also need the following lemma for later.
Lemma 2.4.3.
[ Now consider the case when n is even, that is, e C 2n .
Lemma 2.4.4. Let
Then c is in the center of e C 2n .
Proof. See Proof 3.1.4.
Define I to be the vector space spanned by S together with c. Lemma 2.4.1, 2.4.2, and 2.4.4 show that (1) I is an ideal, and (2) [I, I] = 0. Also, e C 2n /I is generated byē i 's via the
Applying Lemma 2.1.2 to our case, we see that e C 2n /I has an action on I. Our goal is to find how I is decomposed into irreducible representations of sp 2n , and show that e C 2n ∼ = e C 2n /I ⋉ I ∼ = sp 2n ⋉ I.
To understand the structure of e C 2n we first have to understand the structure of the sp 2n -representation I. The plan is to find the highest weight vectors in I.
First of all, let E ij be the n × n matrix whose (i, j) entry is 1 and 0 otherwise. Thanks to [LP] , we have an isomorphism φ from e C 2n /I ∼ = e A 2n to sp 2n :
We would like to find all of generators of e C 2n /I ∼ = sp 2n which correspond to simple roots, i.e. the preimage of
for i ≥ 2 and 0 E nn 0 0 . Also we need to find the maximal toral subalgebra in e C 2n /I, i.e. the preimage of
Lemma 2.4.5.
(1)
Proof. See Proof 3.1.5.
This computation leads to the following lemma: 
Proof. Since c ∈ Z(e C 2n ), the center of e C 2n , clearly it is annihilated by the elements of e C 2n . By Lemma 2. Let V 0 be the trivial sp 2n -representation, and V λ be the irreducible sp 2n -representation with highest weight λ = ω 1 + ω 2 . Lemma 2.4.6 and 2.4.7 imply that V λ ⊕ V 0 is isomorphic to an sp 2n -subrepresentation of I. By the Weyl character formula [HJ] , dim V λ = (2n + 1)(n − 1) = 2n 2 −n−1, and dim Let F [i, j] be the n 2 × n 2 matrix with 1 in i, j entry and 0 elsewhere. Define the a Lie algebra homomorphism (this is actually the adjoint representation of e C 2n ) from e C 2n to gl n 2 by
It is straightforward to verify this map satisfies all of the relation among e k , thus a Lie algebra homomorphism of e C 2n . And the (14, 10) On the other hand, if we consider the map from e C 2n to gl 1 :
It will also satisfy the relation among e ′ k s, and the image of c is 2n, so c is not zero.
Theorem 2.4.8. We have
where λ = (1, 1, 0 . . . , 0), 0 = (0, 0, 0 . . . , 0).
Proof. We will use the second Lie algebra cohomology group H 2 (L, V ), where L is a Lie algebra, and V is a representation of L. It is known that H 2 (L, V ) is in bijection with extensions of L * with abelian kernal V [CE] . In our case, e C 2n is an extension of e C 2n /I ∼ = e A 2n with abelian kernal V ∼ = V λ ⊕ V 0 . By Theorem 26.3 and 26.4 of [CE] , since e A 2n ∼ = sp 2n is semisimple, and V is a finite dimensional representation of sp 2n , we know that H 2 (sp 2n , V ) = 0. So there is only one extension up to isomorphism, that is, sp 2n ⋉ V . Hence, where V λ is the irreducible representation of sp 2n with the highest weight vector λ = ω 1 + ω 2 , and V 0 is the trivial representation .
One immediate corollary is:
Corollary 2.4.9. The dimension of e Cn is n 2 .
The spanning set of e C 2n+1 of our choice is a subset of a basis of e C 2n+2 , so they have to be linearly independent, thus a basis of e C 2n+1 , so dim e C 2n+1 = (2n + 1) 2 .
2.5. Type D. We will study the case of odd rank first. Electrical Lie algebra e D 2n+1 is generated by generators {e1, e 1 , e 2 , e 3 , . . . , e 2n } with the relations (Figure 4 ):
By Proposition 2.1.1, e D 2n+1 has a spanning set:
The brackets of generators with the elements in the spanning set are entirely similar to type C, which we will omit here. , e k ] = 0 for k ≥ 3 in e D 2n+1 . These can all be verified by straightforward computation.
Recall that the radical ideal I
′ of e C 2n is an abelian ideal which is a direct sum of its center
and an abelian ideal I Thus, if i = 3, j = 4, 0 otherwise.
By symmetry, we will get the same results as above for e1. Therefore, I is an ideal of e D 2n+1 . Furthermore, the above shows that c is in the center of e D 2n+1 .
Consider the image φ(e C 2n ). It naturally has a spanning set which is the image of basis elements of e C 2n under φ. If we compute the Lie bracket of this spanning set with itself, it is the same as the adjoint representation of e C 2n , thus has dimension 4n 2 − 1. It suffices to show that c is not zero. Let I 1 = φ(I ] is not zero, and in the center of e A 3 . Thusc is not zero, neither is c ∈ e D 2n+1 . So we have dim φ(e C 2n ) = 4n 2 = dim e C 2n . We conclude that φ is injective.
Let J be the ideal generated by e1 − e 1 . It is clear that e D 2n+1 /J is isomorphic to e A 2n . We study the structure of the ideal J. Again by Equation (1) and computation of type A electrical Lie algebra, a spanning set for J is 
We claim thatK =0. Otherwise, the injective homomorphism φ defined in Lemma 2.5.1 is an isomorphism. Then the element e 1 is not in e D 2n+1 , a contradiction.
Furthermore,K is cyclic generated byē 1 −ē1. ThusK is irreducible. Because dimK ≤ 2n and the nontrivial irreducible representation of sp 2n with the smallest dimension is the standard representation V ν , where ν = ω 1 , the first fundamental weight, we have thatK ∼ = V ν . On the other hand, by Lemma 2.5.2 the homomorphism φ : e C 2n −→ e D 2n+1 is injective, so the spanning set of I is indeed a basis. Hence
Since e D 2n is a Lie subalgebra of e D 2n+1 , by an argument similar to the one for type C, we can prove that dim e D 2n = (2n) 2 − (2n).
We also have the following conjecture:
Conjecture 2.5.6. We conjecture that e D 2n+1 is isomorphic to an extension of sp 2n ⋉ V ν by V λ ⊕ V 0 , where V ν is the standard representation, V 0 is the trivial representation, and V λ is the irreducible representation of sp 2n with highest weight vector λ being the sum of the first and second fundamental weights. In another word, there is a short exact sequence
Facts and Proofs of Lemmas
3.1. Facts and Proofs for Type C in 2.4. The following lemma describes how the generators e i act on the spanning set of e Cn .
Lemma 3.1.1. Bracket e k with the elements in the spanning set:
. .]]:
If j = i and j = i + 1 it is given in the defining relation; if 
Proof. The above identities can be achieved by the straightforward but lengthy computation. We will omit it here. This finishes the base case we will use. Next we proceed to induction step. Up to symmetry, there are three cases: (i) i 1 ≤ i 2 < j 2 ≤ j 1 , (ii) i 1 ≤ i 2 ≤ j 1 < j 2 , where two equalities cannot achieve at the same time, (iii) i 1 < j 1 ≤ i 2 < j 2 . We will use underbrace to indicate where induction hypothesis is used.
( • If i 1 = 1,and length decreases and j 1 − 1 ≥ j 2 + 1 ≥ 3 , e j 1 ] = 0.
• • If i 1 = 1, j 1 − j 2 = 1, j 2 − i 2 ≥ 2, and j 2 = 3, then we have to have i 1 = 1, i 2 = 1, j 1 = 4, j 2 = 3, this is base case (1).
• • If i 1 = 1, j 1 − j 2 = 1, j 2 − i 2 = 1, and i 2 = 2, then i 1 = 1, i 2 = 2, j 1 = 4, j 2 = 3 • If i 1 = 1, j 1 − j 2 = 1, j 2 − i 2 = 1, and i 2 = 1, then j 2 = 2. This case does not occur.
•
[ • If i 1 = 1, j 1 = j 2 = 3, then i 2 = 1 or 2. If i 2 = 1, it is trivially true. If i 2 = 2, this is the base case (2).
( = 0.
• If j 2 − j 1 = 1, j 1 − i 2 = 1, and i 2 − i 1 ≥ 2 or j 2 − j 1 = 1, and = 0.
• If j 2 − j 1 = 1, j 1 − i 2 = 1, i 2 − i 1 = 1, and = 0.
• If j 2 − j 1 = 1, j 1 − i 2 = 1, i 2 − i 1 = 1, and i 1 = 1, then j 1 = 3, i 2 = 2, j 2 = 4. This is base case (3). • If i = k − 1, we have the commutator equals The sum of above terms is 0. Hence, [e 2k , c] = 0 for all k ≥ 1. This shows c is in the center of e C 2n .
Proof 3.1.5 (of Lemma 2.4.5).
We prove by induction on (1) and (2). It is clear φ([ē 1 ,ē 2 ]) = E 11 0 0 −E 11 , and
This gives us the base case of (1) and (2). Now suppose (1) is true for k − 1 and (2) is true
. So
Then, we have
This proves (1) and (2).
For (3) 
]).
This finishes (3).
As for (4) 
.]).
This gives a recursive relation of 0 E kk 0 0 . We can easily see that the formula in (4) satisfies this with initial condition 0 E 11 0 0 = φ(ē 1 ).
3.2. Facts and Proofs for Type D in 2.5.
Proof 3.2.1 (of Lemma 2.5.3).
We obtain this by some recursive relations. First prove the first identity with j = i + 1.
[ This completes the proof.
