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Abstract: The electron-hole liquid, which features a macroscopic population of correlated 
electrons and holes, may offer a path to room temperature semiconductor devices that harness 
collective electronic phenomena. We report on the gas-to-liquid phase transition of electrons and 
holes in ultrathin molybdenum ditelluride photocells revealed through multi-parameter dynamic 
photoresponse microscopy (MPDPM). By combining rich visualization with comprehensive 
analysis of very large data sets acquired through MPDPM, we find that ultrafast laser excitation 
at a graphene-MoTe2-graphene interface leads to the abrupt formation of ring-like spatial 
patterns in the photocurrent response as a function of increasing optical power at T = 297 K. 
These patterns, together with extreme sublinear power dependence and picosecond-scale 
photocurrent dynamics, provide strong evidence for the formation of a two-dimensional electron-
hole condensate. 
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Condensation - the familiar process underlying the formation of clouds and the distillation 
of ethyl alcohol into whiskey - is the phase transition of gas into liquid (1). In semiconductors, 
non-equilibrium charge carriers exist as a gas of free electrons and holes, bound electron-hole pairs 
(excitons), biexcitons, and trions (charged excitons) (2-5). Remarkably, at sufficiently high 
electron-hole (e-h) densities or low temperatures, the non-equilibrium e-h system may undergo 
condensation (6-10). Negatively charged electrons (e-) and positively charged holes (h+) merge to 
become an electronic liquid.   
Ultrathin MoTe2 is an ideal semiconductor for the study of collective electron-hole phases, 
yet no measurements on two-dimensional (2D) transition metal dichalcogenides (TMDs) have 
clearly demonstrated the gas-to-liquid phase transition. Very high e-h densities have been 
demonstrated in TMDs using ultrashort laser pulses, giving rise to giant bandgap renormalization 
(11,12) and strong exciton-exciton interactions (13,14). By integrating multi-layer MoTe2 into 
graphene-MoTe2-graphene vertical heterostructures, such strong many-body effects may be 
accessed in the ultrasensitive optoelectronic response (15-18), which results from the indirect band 
gap and long exciton lifetimes (19-21). As photocell device complexity increases, however, 
efficient photoresponse techniques must be developed to observe, manipulate, and harness novel 
2D electronic phases. 
Here, we report on a data-intensive optoelectronic imaging technique - called multi-
parameter dynamic photoresponse microscopy (MPDPM) - that reveals a room temperature 2D 
electron-hole condensate in ultrathin MoTe2 photocells. By incorporating ultrafast optoelectronic 
measurements (22-27) with efficient data acquisition, automation and analysis, we rapidly and 
densely sample a broad experimental parameter space and explore data correlations at various 
length and time scales (details in supplemental materials section S1). MPDPM utilizes a near-
infrared ultrafast laser, in which ultrashort (150 fs) laser pulses are split into two distinct paths. A 
translation stage controls the path length difference between the split pulses. The two identical-
power beams are then recombined and the path length difference of the delayed beam results in a 
time delay between pulses ∆t (Figure 1A). The recombined beam is focused to a diffraction-limited 
spot that is spatially scanned across the 2D optoelectronic devices under high vacuum 
(supplemental materials section S1.1). 
Using dynamic photoresponse microscopy, we acquire a multidimensional data set of 
interlayer photocurrent I vs. two spatial dimensions, laser power P, time delay t, and interlayer 
voltage Vi (supplemental materials section S1.3). Photocurrent generated across a graphene-
MoTe2-graphene photocell (Figure 1A) is measured at each point in space to generate a map of the 
interlayer photocurrent response (Figure 1B). This imaging process is repeated as a function of 
increasing optical power (supplementary movie 1), while incrementing ∆t and interlayer voltage 
Vi. Figure 1C shows that the interlayer photocurrent increases sub-linearly with increasing power 
at ∆t = 50 ps. Such photoresponse is consistent with previous photocurrent measurements of TMD 
photocells (15,16,26,27): photogenerated electron-hole pairs are promoted across the indirect band 
gap of MoTe2 and collected as individual electrons and holes (Figure 1C inset).  
Our data-intensive technique allows us to gain a comprehensive understanding of the 
ordinary MoTe2 heterostructure photoresponse. The photocurrent power dependence (Figure 1C) 
is well described by a single power law, 𝐼 ∝ 𝑃𝛾, where the power law exponent  = 0.44 
parameterizes the nonlinearity of the photoresponse. A power law exponent  ~ 1/2 suggests 
straightforward dynamics with a simple rate equation 𝑑𝑁/𝑑𝑡 =  −𝑁/𝜏𝑒𝑠𝑐  − 𝛼𝑁
2, where N is 
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Fig. 1. Multi-parameter dynamic photoresponse microscopy (MPDPM) of ultrathin MoTe2 
photocells. (A). Schematic of the photocell and measurement. (B) MPDPM images for 
increasing laser power; wavelength  = 1200 nm, T = 297 K, and time delay t = 120 ps. (C) 
Photocurrent vs. optical power in the center of the heterostructure (blue data) of thickness 9 nm. 
Solid blue line is a fit to a power law, and red dashed line is the analytical model fit. Inset, 
schematic of photoexcitation and collection of electrons (e-) and holes (h+) in MoTe2. (D-H) 
MPDPM images of the power law exponent, 𝛾(𝑥, 𝑦), as a function of two-pulse time delay Δ𝑡 
(labeled). Dashed line in D outlines the graphene-MoTe2-graphene heterostructure. Scale bars 3 
𝜇m. Circles indicate the full width at half maximum of the diffraction-limited beamspot. 
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the e-h pair density, 𝜏𝑒𝑠𝑐 is the carrier escape time, and  is the exciton-exciton annihilation rate 
(25) (supplemental materials section S4.3). By including a constant generation rate, the steady 
state (dN/dt = 0) solution to this rate equation results in photocurrent 𝐼 ∝ 𝑃1/2, in good agreement 
with the observed 𝐼 ∝ 𝑃0.44. Since MPDPM uses ultrashort pulses, however, careful time 
integration of the dynamics is required, resulting in an analytic solution 𝐼 ∝ ln(1 +
𝑁0𝛼𝜏𝑒𝑠𝑐)/𝛼𝜏𝑒𝑠𝑐, where N0 is the e-h density immediately following the laser pulse (supplemental 
materials section S4.3). The analytic solution (red dashed line Figure 1C) exhibits excellent 
agreement with the photocurrent data (blue data) and the power law fit (black line). We conclude 
that  is thus a robust parameterization of the nonlinear photoresponse. 
The multi-parameter dynamic photoresponse microscope visualizes the nonlinear 
photoresponse with extraordinary spatio-temporal detail (Figures 1D-H). From a large set of 
photocurrent images (as in Figure 1B), the interlayer photocurrent vs. optical power is fit to 𝐼 ∝
𝑃𝛾 at each point in space. This large data set is condensed into an image of the photocurrent 
nonlinearity (x,y), which we then measure as a function of ∆t (supplementary movie 2). A 
snapshot from the spatio-temporal dynamics at ∆t = 120 ps (Figure 1D) shows that the nonlinearity 
(x,y) is nearly uniform over the active area of the MoTe2 heterostructure (dashed outline Figure 
1D), exhibiting a narrow range  = 0.45 - 0.60. The spatially uniform photoresponse with 𝐼 ∝ 𝑃1/2 
at long time delay is fully consistent with ordinary photoresponse due to exciton-exciton 
interactions (13,14,25).  
Strikingly, when the time delay between laser pulses is very short, MPDPM reveals highly 
anomalous photoresponse. At ∆t = 0.2 ps (Figure 1H), the power law behavior collapses near the 
center, resulting in a pronounced ring of sublinear photoresponse ( ~ 0.5). Figures 1F,G show that 
the sudden collapse near ∆t = 0.2 ps is preceded by a gradual suppression of  at longer time delays. 
The area of power law suppression significantly exceeds the beam spot size, indicating a global 
change in photoresponse. In the following, we examine the space-time evolution of the MoTe2 
photoresponse, and extract detailed dependence of the spatial photocurrent features on optical 
power, interlayer voltage, and time delay.  
We first decompose the MPDPM image measured at ∆t = 0.2 ps (Figure 1H) and examine 
the constituent photocurrent maps (Figure 2). At low optical powers, the photocurrent magnitude 
increases rapidly and monotonically (Figure 2A). For P > 6 mW, however, the photocurrent at the 
center of the device suddenly decreases, forming a photocurrent ring of bright photoresponse (see 
supplementary movie 3). The photocurrent ring grows rapidly with increasing optical power. To 
see the ring expansion more clearly, Figure 2B shows the magnitude of the spatial gradient of the 
photocurrent maps |∇𝐼|, which we use to visualize the local slope of the spatially resolved 
photocurrent landscape. At an optical power P = 6 mW, a clear edge begins to emerge and grows 
into a well-formed ring.  
Remarkably, the anomalous photocurrent ring appears abruptly with increasing optical 
power. Using the gradient maps (Figure 2B), we quantify the ring area by algorithmically 
identifying the contour |∇𝐼| ≈ 0 (see supplemental materials section S1.5 for details). Figure 2C 
shows the power dependence of the ring volume (product of area and sample thickness) as a 
fraction of the total heterostructure volume. At a critical power PC = 6 mW, we observed a nearly 
discontinuous growth rate of the volume fraction. Above the transition P > PC, the photocurrent 
ring, and thus volume fraction, expands linearly with optical power.   
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Fig. 2. Critical onset of ring-like photoresponse revealed through MPDPM. (A) Spatially 
resolved photocurrent measured at various powers (labeled) and t = 0.2 ps. Dashed line 
indicates location of photocurrent line profiles. (B) Photocurrent gradient |∇𝐼| calculated from 
photocurrent maps in A. The contour |∇𝐼| ≈ 0 encloses the photocurrent ring (red contour in the 
image at P = 12.2 mW). Scale bars 5 𝜇m, circles indicate the beamspot FWHM. (C) 
Photocurrent ring volume fraction (red data) vs. laser power. Volume fraction is the ratio of the 
volume enclosed by the |∇𝐼| ≈ 0 contours to the active photocell volume (area). Peak-to-valley 
distance ℓ (purple data) vs. optical power extracted from photocurrent line cuts in A. Red 
(purple) dashed lines are linear fits to volume fraction (l2) vs. optical power above P = 6 mW. 
Inset top, inter-exciton spacing 𝑎𝑥𝑥 approaches the exciton Bohr radius 𝑎𝐵. Inset bottom, 
spatially integrated photocurrent vs. power (blue data) and power law fit below 6 mW (solid 
green line). 
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The sharp transition at PC also manifests as a sudden deviation from power law behavior. 
Figure 2C lower right inset shows the spatially integrated photocurrent vs. power measured along 
the dashed line in Figure 2A. The photocurrent increases rapidly at low power, and exhibits 
ordinary power law growth (solid green line Figure 2C lower right inset). Above P = PC, however, 
the data falls significantly below the power law fit, and the spatially integrated photocurrent 
remains nearly constant as power increases. Thus, the abrupt formation and expansion of the 
photocurrent ring corresponds directly to the collapse of power law behavior observed in Figure 
1H. 
We attribute the anomalous photoresponse in graphene-MoTe2-graphene photocells to 
spontaneous condensation of a 2D electron-hole liquid. At low laser power, photo-excitation 
generates a gas of electrons and holes in MoTe2 (Figure 3A). Enhanced Coulomb interactions bind 
electrons and holes into excitons with nanometer-scale Bohr radius aB (6-8). Due to long e-h pair 
lifetimes, the e-h pair density confined within MoTe2 increases with laser power until exciton-
exciton interactions become comparable to interactions within an individual bound e-h pair. Below 
the power threshold PC, ordinary two-body (N
2) recombination processes dominate the interlayer 
photocurrent 𝐼 ∝ 𝑃1/2 (Figure 1C). 
At the critical laser power PC, the electron-hole population merges into a many-body 
condensate (Figure 3A). The e-h pair density N becomes so large that the average spacing between 
pairs is nearly equal to the exciton radius (Figure 2C upper left inset). At PC = 6 mW, the mean 
exciton-exciton separation, which we estimate to be axx = 1-3 nm in MoTe2 (supplemental 
materials section S4.1), is very close to the Bohr radius aB = 2.3 nm extracted from magneto-
optical measurements (28). Once axx ~ aB, the e-h population reaches the critical density NC ~ 
0.5/nm3 e-h pairs, and many-body effects dominate. Above the phase transition, the 
renormalization of the energy per e-h pair results in a suppression of photon absorption within the 
e-h liquid (11,12). The resulting 2D condensate exhibits a fixed electron-hole pair density NC, is 
highly polarizable in an applied electric field, and forms a sharp, stable boundary that separates it 
from the gas phase (6-8). 
The 2D electron-hole condensate exhibits several important features, which are readily 
revealed through MPDPM. First, e-h condensation results in highly unusual ring-like interlayer 
photoresponse, which arises from the convolution of the imaging beam spot with a sharply bound 
area of suppressed absorption (supplemental materials section S4.2). Figure 3B and 3C compare 
the e-h liquid model to interlayer photocurrent line traces as a function of increasing power 
(measured along the dashed line in Figure 2A). As expected, the squared center-to-edge distance 
of the ring l2 increases linearly above the critical threshold (purple data Figure 2C), exhibiting 
nearly identical growth to the volume fraction. The e-h liquid model (Figure 3B) shows excellent 
agreement with the photocurrent line profiles: Above the phase transition, energy added to the 
condensate contributes exclusively to expansion of the e-h liquid in MoTe2.  
The bound electron-hole liquid is strongly polarizable in an applied electric field. For 
interlayer voltages Vi above the built-in potential 0 = -41 mV (supplemental materials section 
S3.1), the center-to-edge distance l2 decreases approximately linearly as voltage increases (Figure 
4A). When the total interlayer voltage exceeds the critical voltage eVC = e(Vi – 0) > 45 meV,  
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Fig. 3. Room temperature 2D electron-hole condensate and comparison to MPDPM imaging in 
the MoTe2 photocells. (A) Evolution of electron-hole interactions with increasing e-h density. As 
density increases, the non-interacting gas of excitons gives rise to exciton-exciton interactions, 
eventually leading to condensation into a 2D electron-hole liquid. (B) Calculated spatially 
resolved photoresponse of the electron-hole condensate showing the suppression of photocurrent 
in the center of the sample above the critical power 𝑃𝑐. (C) Photocurrent line profiles measured 
across the center of the sample for increasing power; T = 297 K, t = 0.2 ps. 
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electrons and holes evaporate from the e-h liquid and become ordinary e-h pairs. Above the critical 
interlayer voltage VC, spatially uniform photocurrent re-emerges as the 2D condensate dissociates 
in the electric field (supplemental materials section 3.2).  
MPDPM reveals the dynamic transition between the electron-hole liquid and gas phase. 
Figures 4B, 4C show the time-resolved photocurrent and photocurrent nonlinearity . When the 
laser is fixed at the center of the device, the photocurrent vs. ∆t exhibits remarkably different power 
dependence between short and long time delay. At short ∆t, the photocurrent at the center of the 
device decreases with increasing power above PC (supplemental materials section S3.2). This 
extreme sublinear photoresponse is fully consistent with power law collapse associated with 
condensation (Fig. 2C lower right inset). At long time delay, the photocurrent exhibits ordinary 
gas-phase behavior 𝐼 ∝ 𝑃0.52 (Figure 4C). We fit  vs. ∆t to an exponential decay (black line Figure 
4C) to extract the charge density persistence time  = 22 ps. For Δ𝑡 > 𝜏 the pulses are independent 
and each is insufficient to drive condensation. Thus, photoexcitation produces a gas of ordinary e-
h pairs. For Δ𝑡 < 𝜏 the combined charge density produced by the two pulses is sufficient to cause 
the gas-to-liquid transition. Numerically modeling the detailed dynamics of free charge carriers, 
excitons, and e-h pairs in the device reproduces this behavior (see supplemental materials section 
S4.3).  
Electron-hole condensation at room temperature is a surprising result, and may make 
possible TMD optoelectronic devices that harness electronic fluids under ordinary operating 
conditions. The gas-to-liquid phase transition is set by the energy difference E between the 
average energy per e-h pair in the gas phase and the reduced energy per e-h pair in the liquid phase 
(supplemental materials section S4.3). When E is large compared to thermal energy at room 
temperature (KBT300K = 26 meV), the condensate is stable against thermal fluctuations. From the 
interlayer voltage dependence (Figure 4A), we estimate that E ~ eVC ~ 45 meV, approximately 
twice the thermal energy at room temperature. While this renormalization is comparable to 
conventional 2D electron systems, the e-h pair binding energy (~102 meV) in TMDs is several 
orders of magnitude larger (11,12,29,30). In 2D TMDs, the large binding energy and strong 
exciton-exciton interactions combine to allow for condensation at room temperature. 
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Fig. 4. Interlayer voltage dependence and dynamic photoresponse of the 2D electron-hole 
condensate. (A) Photocurrent ring peak-to-valley distance l2 vs. interlayer voltage; t = 0.2 ps. 0 
is the built-in potential of the graphene-MoTe2-graphene photocell. (B) Photocurrent vs. Δ𝑡 for 
increasing optical power. The laser is fixed at the center of the device. Solid lines are exponential 
fits to the data at each power. (C) Power law exponent 𝛾 as a function of Δ𝑡, extracted by fitting 
the data in B to 𝐼 ∝ 𝑃𝛾. Solid black line is an exponential fit with a characteristic time-scale 𝜏 =
22 ps. 
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Supplementary Materials for 
2D condensate of electrons and holes in ultrathin MoTe2 photocells 
 
The molybdenum ditelluride heterostructures studied in this work were assembled using 
exfoliated bulk transition metal dichalcogenide (TMD) crystals and novel annealing and 
fabrication processes to explore intrinsic photoresponse and the 2D electron-hole condensate. The 
following supplement contains detailed characterization of two devices; each was assembled and 
annealed using novel techniques, described herein. Extensive optical spectroscopic (including 
Raman, photoluminescence, differential reflection, and photocurrent spectroscopy) and 
optoelectronic characterization confirmed strong photoresponse and ordinary multi-exciton 
dynamics in the MoTe2 photocells.  
In Section S1 we discuss our data-intensive optoelectronic imaging technique – multiple 
parameter dynamic photoresponse microscopy (MPDPM) - used to generate the highly detailed 
photoresponse images shown in the main text. In Section S2 we describe the fabrication and 
characterization of the graphene-MoTe2-graphene photocells studied using MPDPM. Section S3 
describes the optoelectronic characterization of our samples, which is used to demonstrate the 
highly temperature-sensitive and wavelength-dependent photoresponse of MoTe2 photocells. This 
establishes baseline optoelectronic behavior. In addition, Section S3 provides a detailed 
description of the photoresponse data at the threshold of e-h condensation, expanding on data 
which is simplified in the main text figures. Section S4 details calculations of the 2D e-h 
condensate model which are referenced throughout the main text. 
 
S1. Multi-Parameter Dynamic Photoresponse Microscopy 
Multi-Parameter Dynamic Photoresponse Microscopy (MPDPM) is a new technique we 
have developed for probing the dynamics of charge carriers in heterostructures of atomically thin 
TMDs. This technique combines ultrafast optics and efficient data acquisition with advanced data 
processing and analysis to get a complete picture of the photoresponse over all relevant 
experimental parameters. In this section, we discuss the optics (Section S1.1), data acquisition 
(Section S1.2), and data analysis concepts (Sections S1.3 to S1.5) involved in this technique. 
 
S1.1. Optics 
MPDPM involves space-time resolved photocurrent measurements, which require an optical 
probe that can vary controllably in space and time. Our optics combine the techniques of scanning 
beam photocurrent and reflectance microscopy with ultrafast optical pump-probe measurements 
(22-27, 31, 32). A schematic of the optical system is shown in Figure S1A. The light source is a 
MIRA 900 OPO ultrafast pulsed laser which generates 150 fs pulses with controllable wavelength 
from 1150 nm to 1550 nm at a 75 MHz repetition rate. The output of the laser is split into two 
paths by a 50/50 beamsplitter and a translation stage is used to controllably introduce a path length 
difference. The two beams are then combined and the path length difference splits a single laser 
pulse into two sub-pulses separated by a time delay, Δ𝑡. 
The recombined beam is then fed into scanning beam optics which consists of rotating mirrors 
and a system of two lenses that focus the beam onto the back of an objective lens. The objective 
lens is set at the focal length of the second lens such that, as the scanning mirror rotates the beam 
is still focused onto the same position on the back of the objective, but arriving at the different 
angle. The objective lens focuses the light down into a diffraction limited beamspot where the 
position of the beamspot depends on the incident angle. As the scanning mirror rotates, the 
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beamspot moves over a wide range of the sample without aberration, allowing for quick high-
resolution scanning. 
Figure S1B details our specific scanning optics and the customized Janis Research ST-3T-2 
optical cryostat that we use in our experiments. The sample sits at vacuum on a sample stage, 
which can vary the temperature from 4 K to 420 K. The sample stage is in the center of a 3 Tesla 
superconducting magnet. Devices are electronically probed using four probe needles which contact 
conductive pads on quartz chip carriers that are wire-bonded to fabricated gold contacts on the 
sample. We amplify the electrical signal and measure the current resulting from the incident laser 
light, or photocurrent. We also measure the reflectance of the sample by measuring the intensity 
of the light that is reflected from the sample with a near-infrared photodiode.  
To fully enclose our focusing optics inside the vacuum chamber, we use a Gradient Index of 
Refraction (GRIN) lens as an objective. A GRIN lens is a single small cylinder of glass in which 
the index of refraction is continuously varied along the radial and axial directions. Since it lacks 
the many interfaces of a conventional objective, a GRIN lens does not disperse the laser pulses as 
dramatically as a traditional objective lens. Figure S2A shows the autocorrelation of the reflected 
intensity due to two overlapping laser pulses, taken by scanning the delay stage near Δ𝑡 = 0. The 
width of the autocorrelation pattern is approximately three times the pulse width, our 
autocorrelation is about 570 fs wide indicating that our pulses are approximately 190 fs long at the 
sample, very close to the laser specification of 150 fs. The low pulse dispersion allows us to 
measure short timescales accurately and gives a high peak pulse intensity. 
When properly aligned the power throughput of the GRIN lens is near unity, allowing us to 
focus tens of milliwatts of power onto the sample. The laser power is calibrated under the 
assumption of ideal GRIN power throughput, and the process of carefully aligning the optic onto 
the sample under vacuum introduces systematic uncertainty into the laser power. Though it is 
difficult to account for this uncertainty exactly, we estimate that it is less than 10%. Thus, all power 
measurements shown in this work have a systematic uncertainty of 10%. 
The resolution of a microscope is limited by the diffraction limit, which gives a minimum 
resolvable feature size of  𝑑𝑚𝑖𝑛 = 𝜆/2𝑁𝐴, where 𝜆 is the wavelength of the light and 𝑁𝐴is the 
numerical aperture of the lens (33). This limits the optical probing of samples that may be a few 
microns or less in size. In principle, when focused, the laser beamspot spatial profile is an Airy 
disk, which can be approximated as a Gaussian function, which we take as our point spread 
function. Figure S2B shows the measured photoresponse of an absorber smaller than 1 𝜇m using 
a wavelength of 1200 nm. The data is fit well by a Gaussian function (solid line) with full width 
at half maximum of 1.67 𝜇m, indicating that our system is near the diffraction limit. 
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Fig. S1. 
Schematic diagram of the MPDPM optics. (A) A conceptual picture of the optical setup showing 
all the major optical components. (B) A cross sectional diagram of the optical setup and optical 
cryostat detailing the optics coupling into the GRIN lens. 
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Fig. S2. 
Characterization of MPDPM pulsed laser optics. (A) Two pulse autocorrelation versus delay 
between two subsequent pulses, Δ𝑡. (B) Measured photoresponse of an absorber smaller than the 
diffraction limit. Solid line is a fit to a Gaussian function with a full width at half max of 1.67𝜇m.  
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S1.2. MPDPM Data Acquisition  
The main innovation of the MPDPM technique is rapid and efficient data acquisition. We 
developed an integrated Data Acquisition (DAQ) program using a set of python modules that 
interface with equipment drivers and control all hardware components simultaneously. The 
experimental setup was designed to allow the maximum amount of automation possible, so that 
data could be acquired rapidly, systematically and repeatably. Our experimental setup can scan a 
beam in two dimensions while applying voltages to the sample under various optical conditions. 
In addition, the optical cryostat that contains our samples can control the temperature of the sample 
and apply a magnetic field. Each of these components requires specialized hardware, which we 
designed and selected to allow for full automation. 
The DAQ system involves a complex system of data and feedback shown schematically in 
Figure S3. The main hardware components of the optics and controllers are shown in the upper 
left. These components are controlled with feedback to the DAQ software, which is represented in 
the lower left. From the user interface, any of the hardware components can be changed or scanned, 
varying some output over a given range. If one of the components is set to scan, the rest will be 
held to constant values. The most common scan is a rectangular scan of the 2D scanning mirrors, 
which moves the laser beam spatially over the surface of the sample. The software is designed to 
consistently and time-efficiently take scans, such that many images can be rapidly acquired as a 
function of other variables. 
There are two types of data collected. First, analog voltage data, or signal, comes out of the 
optical cryostat and two InGaAs photodiodes. The signal is appropriately amplified, and then 
acquired through a National Instruments PCIe-6323 Data Acquisition Card (Figure S3 upper right). 
The DAQ software controls the NI card through the commercial NI-DAQmx drivers, which return 
a time series of data digitized at a frequency set by the card clock. The second form of data is the 
hardware control data, from the hardware feedback and control driver systems, which determine 
what is happening to the samples during the experiment. For the data to be usable these two types 
of data must be correlated. For example, if the laser beam is scanned over the surface of the sample, 
the position is controlled by the hardware drivers. The resulting signal comes in through the card 
as a function of time, the DAQ software correlates the output of the scanning mirror controllers 
with the signal coming in a short time later, relating the signal to the physical location of the laser 
beamspot on the sample. Data from the card is then binned into a two-dimensional array with a 
parameter (in this example laser beamspot position) varying along each axis.  
 Runs are the discrete unit of data for our experiments, with each sampling a particular 
volume of parameter space.  When written to disk the data is packaged together into one data set 
called a “run”. In addition to the data, each run saves all possible control parameters, 125 in total, 
of the hardware and software to ensure consistency and repeatability. Each run is assigned a unique 
run number and the files for that run are saved to disk in a data archive. Each run can take several 
minutes to several hours, and collect a few dozen kilobytes to tens of megabytes of raw data. 
Typically, a sample will require hundreds of runs to fully examine and even then, the total possible 
parameter space is often too large to examine completely, requiring tradeoffs to be made. For 
example, lower resolution scans are often faster, therefore we may choose to take more lower 
resolution scans to cover more parameter space or to take fewer but higher resolution scans to 
observe an effect more accurately but over less parameter space. These tradeoffs must be made 
carefully, with knowledge of how data analysis will eventually extract results, to avoid missing 
data. 
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Fig. S3. 
Experimental data flow for rapidly acquired MPDPM imaging. Schematic of the flow of data 
between hardware and software components as well as the feedback involved in controlling the 
experiment.  
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S1.3. Data Structure in MPDPM 
The MPDPM technique generates multi-dimensional data sets that can be understood as cubes 
or hypercubes of data. The data acquisition software generates data by scanning parameters, such 
as laser position, and measuring the response. The resulting data is a two-dimensional image or 
“data plane” that describes behavior of the sample as a function of space or other parameters. The 
experimental setup can scan consistently over the sample many times in succession, varying some 
experimental variable between scans. This gives a series of data planes which are processed into a 
three-dimensional “data cube” which depends on three independent variables, two spatial variables 
and a third “vertical” axis that may be laser power, optical delay, applied voltage etc. Once we can 
consistently construct a data cube we can vary any of the other experimental parameters we are 
controlling, such as voltage, wavelength or magnetic field, taking many data cubes and 
constructing a “data hypercube” a data set with four independent variables. Theoretically, we could 
continue this to an arbitrary number of independent variables, taking exponentially more data with 
each dimension added. 
MPDPM allows access to four or more independent variables, yet most data processing and 
human intuition is suited for only one or two independent variables. Our approach is to use data 
fitting and image processing to reduce the number of independent variables to the two spatial 
dimensions. First, fit the data to a phenomenological law. Then use a fitting parameter, which 
contains information about the underlying physics, as a metric for the behavior of the data. This 
reduces the number of independent variables to three, turning a data hypercube back into a data 
cube. From this reduced data cube, we can identify physically important features using image 
analysis (discussed in section S1.5) and reduce the number of independent variables to two by 
projecting these features onto the spatial axes. Overall, our approach is to take a large multivariable 
data set and then use fitting and various forms of analysis to condense it back to a manageable 
amount of data. 
 
S1.4. Data Processing of the MPDPM images  
We use a set of custom python modules, together forming a “toolbox” to handle data runs in 
a systematic manner. The lower right section of Figure S3 shows the main functions of the toolbox. 
Given a run number, the code retrieves the and any relevant calibration data and returns the 
calibrated data along with all the experimental parameters. The next step is image processing and 
curve fitting. Image processing involves combining two dimensional images into a larger data set, 
such as constructing a three-dimensional data cube from a series of data planes. In that case the 
image processing must account for the physical drift in the images. To correct for drift the software 
computes the two-dimensional autocorrelation function 𝑔(𝑥, 𝑦), of two subsequent images 𝐼1 and 
𝐼2, defined by the convolution integral: 
𝑔(𝑥, 𝑦) = ∫ ∫ 𝐼1(𝑡𝑥, 𝑡𝑦)𝐼2(𝑥 − 𝑡𝑥, 𝑦 − 𝑡𝑦)𝑑𝑡𝑥𝑑𝑡𝑦
∞
−∞
∞
−∞
(1) 
The coordinates of the maximum of the autocorrelation function, (Δ𝑥, Δy) = 𝑀𝑎𝑥[𝑔(𝑥, 𝑦)], 
gives the drift between 𝐼1 and 𝐼2. The autocorrelation maximum is located using a customized peak 
finding algorithm, optimized for this type of data. Then one of the images is shifted by (Δ𝑥, Δy) 
thus eliminating the drift, and allowing points on the two subsequent images to be considered 
together. This is done for all images in sequence so that data points are spatially correlated between 
all images. 
20 
 
Curve fitting involves taking correlated data points and fitting to a phenomenological law 
using a non-linear least squares fitting algorithm. The phenomenological law can be any function 
that parameterizes the data, most commonly we use equations 𝐼 ∝ 𝑃𝛾 and 𝐼 ∝ 𝑒−𝑡/𝜏. Then 
phenomenological parameters, such as 𝛾 and 𝜏 are extracted. Due to noise in the data some of the 
curve fits will return extreme or meaningless results. This data must be identified and eliminated 
and several functions were developed to filter the bad results out based on various noise sources. 
Depending on type of run, image processing and curve fitting can occur independently, or in series. 
In addition, image processing can be used to correlate curve fit data between multiple runs to 
construct data hypercubes. 
 
S1.5. Image Analysis in MPDPM 
Image analysis is an important tool for MPDPM. Data cubes and hypercubes are usually 
composed of many two dimensional spatial scans, image analysis allows us to handle these data 
sets by identifying key features in images and looking at how those key features depend on 
experimental parameters. The data used in main text Figure 2 is a good example; the images 
contain a physically interesting “ring” feature in the center of the sample, and before we can 
analyze the ring we must quantify it using image analysis. The entire data set used in main text 
Figure 2 is shown in Figure S4A. 
For each of the photocurrent images in Figure S4 we need to determine if there is a ring in 
the center, and, if so, measure the area of the ring feature. Maps of the magnitude of the gradient 
vector are shown for the data in Figure S4B. We see that where there is a ring in the photocurrent 
it is enclosed by a contour where the gradient is zero, i.e. where the photocurrent stops increasing 
and starts to decrease. To pick out this contour we use an iterative algorithm, which at the edges 
of the photocurrent and at each iteration uses the gradient vector as a “force” to accelerate the 
points of the contour. This will cause the contour to “climb” the photocurrent, shrinking inwards 
as it moves up along the gradient. If there is no dip feature the contour will shrink until it has zero 
size at the maximum. If there is a dip feature, then the contour will get stuck along the edge of the 
dip, because the gradient is zero at that point. Once the contour converges either to zero or to a 
stable finite size, the algorithm returns the contour which is used to generate main text Figure 2C. 
An example of this contour is shown on the bottom right maps of Figure S4. This algorithm is 
robust, as noise in the images has little effect on the returned contour. 
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Fig. S4. 
Typical MPDPM photocurrent maps from a single parameter measurement. (A) Images of the 
data set of photocurrent scans as a function of power at Δ𝑡 = 0.2 ps and 𝑉𝑖 = 0. Used to generate 
the data shown in main text figure 2. (B) The magnitude of the gradient of photocurrent from the 
images in A. At high power a contour of |∇𝐼| ≈ 0 occurs at the maximum of the photocurrent ring. 
This contour is identified algorithmically, and an example of contour is plotted in the solid red line 
in the lower right. In the lower right image of both A and B the circle represents the 1.67 𝜇m 
beamspot FWHM and the scale bar is 5 𝜇m.  
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S2. Fabrication and Characterization of the Graphene-MoTe2-Graphene Photocells 
Ultrathin MoTe2 is an ideal semiconductor material for the exploration of strongly interacting 
electron-hole pairs and electron-hole condensation. The electron-hole liquid phase requires the 
existence of electron-hole pairs with sufficiently long radiative lifetime to form highly dense 
plasma under optical illumination (8). Electron-hole condensation has been observed in only a few 
materials including silicon and germanium (7,8, 34,35), both of which exhibit indirect band gaps 
that give rise to very low photoluminescence efficiency. In the ultrathin form, MoTe2 exhibits an 
indirect band gap of approximately 1.0 eV (19, 36), similar to silicon. Among TMD materials, 
MoTe2 displays the weakest photoluminescence, with easily measured response occurring only in 
the monolayer and dropping off dramatically as the thickness increases (19). In contrast, MoTe2 
exhibits very high electronic photoresponse. The highest photoresponse observed to date is in 
MoTe2-graphene heterostructures (15,17,18), with values as high as 87 AW
-1 (16), outperforming 
most of the TMD materials studied to date, and demonstrating the potential for MoTe2 in a variety 
of optoelectronics applications. 
We fabricated graphene-MoTe2-graphene (G-MoTe2-G) heterostructures in order to 
investigate the characteristics of the interlayer photocurrent.  Our fabrication technique 
successfully produces well-ordered heterostructures that can be characterized by Raman 
spectroscopy and AFM to identify basic material properties as well as give an indication of the 
relative thicknesses of each layer.   In this section, we provide details of this fabrication process 
(Section S2.1) and analysis of the characterization data (Section S2.2). 
 
S2.1 Synthesis of Graphene-MoTe2-Graphene Heterostructure Photocells 
We obtain bulk graphite from Covalent Materials Corporation and MoTe2 samples from 2D 
Semiconductors Inc. Mechanical exfoliation of bulk samples onto Si/SiO2 (290 nm oxide) 
substrates yields atomically thin flakes of graphene and MoTe2.  Prior to exfoliation, we clean our 
Si substrates in acetone for approximately 20 minutes.  
We employ a dry transfer process, based on a technique developed by Andres Castellanos-
Gomez, et al. (37), to construct heterostructures out of these constituent flakes.  Figure S5 shows 
the details of the transfer method.  We utilize a custom-built transfer microscope consisting of two 
essential components: a stage that holds the sample and a cantilever.  A silicon substrate 
(containing a desired flake for transfer) attaches to the stage with carbon tape (Figure S5A).  A 
stamp composed of a piece of polydimethylsiloxane (PDMS) placed onto a standard glass slide 
with a thin layer of polypropylene carbonate (PPC) spin-coated on top, attaches to the cantilever 
through vacuum suction.  Initially, the stamp lowers to contact a graphene flake (Figure S5B) and 
the stage heats up to 40˚C before cooling back down to room temperature.  The cantilever then 
detaches rapidly from the stage, allowing the graphene to transfer from the substrate to the stamp 
(Figure S5C).  Next, a new Si substrate containing a MoTe2 flake attaches to the stage and the 
cantilever lowers to allow for alignment of the MoTe2 directly underneath the graphene flake on 
the stamp.  The stamp then contacts the substrate and undergoes the same heating procedure to 
transfer the MoTe2 flake to the stamp. 
Finally, we place a Si substrate with a thicker graphene flake onto the stage and once again 
lower the cantilever, aligning the graphene flake on the substrate with the existing heterostructure 
on the stamp and bringing the two into contact.  This time, the stage heats to 80˚C, allowing the 
PPC layer to melt.  Then, by slowly lifting the cantilever, the PPC separates from the PDMS and 
bonds to the sample, leaving the completed 3-layer heterostructure on the substrate (Figure S5F).  
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Afterwards, we clean the sample in acetone for at least an hour to ensure removal of the sacrificial 
PPC layer. 
We electrically contact our heterostructures using standard electron-beam lithography 
followed by electron-beam evaporation of 4 nm of Ti and 120 nm of Au.  A Leo SUPRA 55 and 
Temescal BJD 1800 perform electron-beam lithography and evaporation procedures, respectively. 
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Fig. S5. 
Diagram of dry transfer method for assembly of heterostructures. (A) Initially, a graphene flake 
is placed on the sample stage and a stamp is made consisting of a glass slide, PDMS, and PPC.  
(B) The stamp is lowered until it encounters the graphene on the sample stage.  (C) After heating 
the stage to 40˚C and allowing it to cool back to room temperature, the stamp is quickly removed 
from the stage, picking up the graphene flake.  (D) The same procedure is used to pick up the next 
layer of MoTe2, and then the final layer of graphene is placed on the sample stage.  (E) The flakes 
are aligned on top of each other and the stamp is lowered until it contacts the stage.  (F) The stage 
is heated to 80˚C to melt the PPC layer, and the stamp is raised slowly to allow the PPC to separate 
from the PDMS, leaving the completed heterostructure on the desired substrate. The PPC layer is 
then removed in an acetone bath.  
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S2.2. Raman Spectroscopy and Atomic Force Microscopy (AFM) 
Raman spectroscopy and AFM are used to determine the relative layer thicknesses in each 
sample.  We analyze two devices, the one discussed in the main text (Device 1) as well as a 
secondary device (Device 2). Spectroscopic characterization was performed using a Horiba 
LabRam in the backscattering configuration with a 20 mW of laser power at a wavelength of 532 
nm, a 100x objective, and a 1800 grooves/mm grating. Figure S6 and Figure S7 show Raman 
spectroscopy measurements for Device 1 and Device 2, respectively.  Figures S6A and S7A show 
optical images of both devices, as well as an outline of the heterostructure region. Figure S6B 
displays the Raman spectrum for the top graphene layer in Device 1.  We observe the characteristic 
G and 2D peaks at 1576 cm-1 and 2716 cm-1, respectively.  The ratio of the 2D peak to the G peak 
can be used to roughly estimate the layer thickness, indicating a thickness of roughly 5-8 layers 
(38).  Similarly, Figure S7B shows the Raman spectrum for the top layer of graphene Device 2, 
where the G and 2D peaks occur at 1578 cm-1 and 2714 cm-1, respectively, and it appears to be 
slightly thinner than the graphene in Device 1, approximately 4-5 layers.  
Figures S6C and S7C present Raman spectra for the MoTe2 layers in each device.  In Figure 
S6C, the characteristic peaks associated with MoTe2 in Device 1 can be clearly identified. (19, 39-
41). We see the A1g peak at 168 cm
-1, the E12g peak at 229 cm
-1, the B12g peak at 285 cm
-1, and the 
Si peak at 517 cm-1.  Likewise, Figure S7C shows the characteristic A1g peak at 169 cm
-1, the E12g 
peak at 230 cm-1, and the B12g peak at 287 cm
-1, along with the Si peak at 517 cm-1 for Device 2.  
In MoTe2, layer thickness can be roughly estimated from the ratio of the B
1
2g to the E
1
2g peaks (19, 
40). The Raman data suggests the presence of both 2H and 1T’ phases of MoTe2, as reported by 
Cho, S. et al. (42). 
 Figures S6D and S7D give the Raman spectra for the bottom graphene layer in each device.  
Figure S6D displays characteristic G and 2D peaks at 1576 cm-1 and 2717 cm-1, respectively, 
whereas Figure S7D presents G and 2D peaks at 1579 cm-1 and 2716 cm-1, respectively.  Both 
plots reveal a shoulder near the 2D peak at 2687 cm-1, which is indicative of thicker graphene (38). 
We perform AFM measurements using a Digital Instruments Nanoscope IV with a silicon 
cantilever in tapping mode to confirm the layer thicknesses of each device.  For Device 1, the top 
graphene, MoTe2, and bottom graphene layers display thicknesses of 5.88 nm, 8.96 nm, and 13.8 
nm, respectively.  For Device 2, the top graphene, MoTe2, and bottom graphene layers show 
thicknesses of 3.19 nm, 13.6 nm, and 6.12 nm, respectively.  These results agree with expectations 
from the Raman spectroscopy measurements. 
  
26 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S6. 
Raman Spectroscopy of Device 1. (A) Optical image of Device 1 with graphene, MoTe2, and 
graphene layers indicated with color-coded markers.  Blue outline indicates region of 3-layer 
overlap.  (B), (C), (D) Raman spectra of the top graphene, middle MoTe2, and bottom graphene 
layers, respectively, taken at the position of the corresponding markers in (A). 
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Fig. S7. 
Raman Spectroscopy of Device 2. (A) Optical image of Device 2 with graphene, MoTe2, and 
graphene layers indicated with color-coded markers.  Blue outline indicates region of 3-layer 
overlap.  (B), (C), (D) Raman spectra of the top graphene, middle MoTe2, and bottom graphene 
layers, respectively, taken at the position of the corresponding markers in (A). 
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S3: Optoelectronic Characterization of the Graphene-MoTe2-Graphene Photocells 
In this section, we discuss the dependence of the interlayer photocurrent-voltage 
characteristics on incident laser power, temperature, and wavelength.  We first discuss the ordinary 
photocurrent-voltage characteristics in the absence of the electron-hole liquid and their dependence 
on laser power at low power. We then present the temperature and wavelength dependence of the 
interlayer photocurrent-voltage characteristics. 
 
Section 3.1. Photoresponse below the threshold for electron-hole condensation 
We first characterize the photoresponse at low interlayer voltage, in the absence of the 
electron-hole condensate. Figure S8 compares a typical spatially resolved photocurrent map to an 
optical image of the heterostructure photocell device (with an outline of the heterostructure 
region). As expected, the photocurrent is generated primarily in the heterostructure overlap region.  
We measure the change in photocurrent as we vary the interlayer bias voltage and incident laser 
power, generating the characteristics shown in Figure S8C.  The interlayer photocurrent increases 
linearly with low bias voltages, as seen in previous literature (43). We observe an offset in the 
zero-crossing of the photocurrent that depends weakly on laser power, indicating the presence of 
an open-circuit voltage, which has been reported previously in G-MoTe2-G photocells as well as 
in other TMDs (15,17,44). From Figure S8C, we extract an open circuit voltage of 0 = -41 mV 
for Device 1. 
We observe that the photoresponse of the G-MoTe2-G photocell is strongly sensitive to 
sample temperature, and exhibits behavior consistent with a very lightly doped, indirect gap 
semiconductor. Figure S9A shows a series of current-voltage characteristics as a function of 
temperature. Higher temperature yields significantly more photocurrent, as observed by Lin et al. 
(45). The photocurrent diminishes with lower temperature since there is less thermal energy to 
excite carriers from the valence to the conduction bands. This behavior suggests that the MoTe2 is 
nearly intrinsic, reaching strongly insulating behavior at low temperatures. At higher bias voltages, 
the photocurrent-voltage characteristics become nonlinear, which is also consistent with previous 
work (18). The nonlinear photocurrent response may be due to the presence of Schottky barriers 
between the MoTe2 and graphene layers, as reported by Zhang, K. et al. (15). In the measurements 
shown in the main text, we measure only at low interlayer voltage, where the photocurrent-voltage 
characteristics are linear. 
Wavelength-dependent measurements indicate that the highly efficient photoresponse in the 
G-MoTe2-G photocell occurs only when the incident photon energy EPH matches the bang gap 
energy of MoTe2. Figure S9B shows a series of photocurrent-voltage characteristics as a function 
of wavelength.  The photocurrent increases as the wavelength decreases, reaching at maximum 
photoresponse at  = 1200 nm. MoTe2 exhibits a high valance band splitting of roughly 300 meV 
(46) and two primary absorption peaks corresponding to the A and B excitons at approximately 
1.08 eV and 1.425 eV (21). The strong photoresponse observed here is consistent with the onset 
to photon absorption at the A exciton band edge in MoTe2, which we observe at  =1200 nm (EPH 
= 1.03 eV). 
  
29 
 
Fig. S8. 
Optoelectronic I-V characteristics. (A) Optical image of device with heterostructure region again 
outlined in white. (B) Photocurrent map of region shown in (A) with overlap region again outlined 
in white.  (C) I-V curves for various incident laser intensities. Data taken at room temperature and 
1200 nm wavelength. 
 
 
 
 
 
Fig. S9. 
Temperature and wavelength dependence of interlayer current-voltage characteristics. (A) I-V 
curves at various temperatures. Power = 23.0 mW, Wavelength = 1200nm. (B) I-V curves at 
various incident laser wavelengths.  Power = 4.80 mW, Temperature = 296 K. 
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Section 3.2. Photoresponse at the threshold for electron-hole condensation 
Above the critical threshold for electron-hole condensation the photoresponse exhibits 
significant changes in behavior as a function of power and Δ𝑡. Figure S10 shows the power 
dependence using line cuts through the center of the sample, as a function of power, to get a 
detailed characterization of the power dependence. The photocurrent is suppressed in the center of 
the sample at high values of power and low values of Δ𝑡 consistent with the electron-hole liquid 
model. Figure S10F shows the power dependence at the center of the line cut, which shows strong 
suppression of photocurrent. Beyond looking at the photocurrent from any individual point we 
also examine the spatially integrated photocurrent, shown in Figure S10G. At short Δ𝑡, the 
integrated photocurrent flattens out and is approximatly constant after the critical point. 
Figure S11 shows similar data to Figure S10, instead looking at the differential reflectance 
(Δ𝑅/𝑅). The reflectance exhibits a common form that can be fit to a power law with a negative 
exponent. Looking at the residuals to the fit, a weak bump in the data can be observed which is 
consistent with a metal-insulator phase transition. However, the signal is weak and does not give 
as clear an indicator as the photocurrent data. 
Figure S12 shows a detailed measurement of the voltage dependence, from the same data set 
as main text Figure 4A. The size of the photocurrent dip, ℓ, is observed to decrease as a function 
of increasing interlayer voltage. The square of ℓ decreases linearly with respect to voltage, as 
expected as ℓ2 measures the area of the photocurrent ring. 
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Fig. S10. 
Photocurrent line scans across the threshold of electron-hole condensation. (A-E) Photocurrent 
line cuts, moving the laser in a line across the center of the sample as a function of power, for 
various values of Δ𝑡. (F) The photocurrent versus power at the center of the sample, (along the 
dashed line in a). (G) The photocurrent integrated along the line scan as a function of power. 
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Fig. S11. 
Reflectance measurements. (A) ΔR/R as a function of power for various time delays, solid lines 
show a power law fit.  (B) ΔR/R fit residuals as a function of power, showing weak peaks. The 
center of each peak is denoted by vertical lines of corresponding color to the dataset.  
 
 
 
Fig. S12. 
Detailed voltage dependence. (A) Line cuts of photocurrent as a function of interlayer voltage, 𝑉𝑖. 
The quantity ℓ is used the track the “dip” feature in the photocurrent, measuring the distance from 
the local minimum (blue dots) to the shoulder (green dots). (B) The square of ℓ versus voltage.  
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S4: Supporting Calculations  
 
S4.1 Estimation of the Mean Distance Between Electron-Hole Pairs at PC 
To calculate the average distance between the electron-hole pairs at the critical point of the 
phase transition, we must find the density at the critical power PC. The number of photons incident 
on the sample by a single pulse of the laser is given by 𝑁 = 𝐸𝑝𝑢𝑙𝑠𝑒(𝑃)/ 𝐸𝑝ℎ𝑜𝑡𝑜𝑛(𝜆) =  𝜆𝑃 ℎ𝑐𝑅⁄ . 
Where 𝑅 = 75 MHz is the repetition rate of the laser, 𝜆 = 1200 nm is the laser wavelength, and 𝑃 
is the power of the laser beam. The density of electrons and holes generated by a single pulse is 
𝑛 = 2𝐴𝑁 𝑉⁄  . Where 𝐴 is the percentage of light absorbed by the sample, and V is the total volume 
containing the electron-hole population. The average distance between charge carriers, 𝑑𝑎𝑣𝑔, is 
then given by 
4
3
𝜋𝑑𝑎𝑣𝑔
3 =  
1
𝑛
 which gives the average spacing between electron-hole pairs  
𝑑𝑎𝑣𝑔 =  √
3
8𝜋
𝑉
𝐴𝑁
3
 ≈ 1.4 × 10−4 √
𝑉
𝐴𝑃
3
  (2) 
To estimate 𝑑𝑎𝑣𝑔, we must estimate the volume 𝑉 in which the electron-hole population 
undergoes condensation. This volume depends on how fast the electron hole liquid forms, thus we 
can only place bounds on it. For the lower bound, the phase transition occurs quickly relative to 
the timescale of diffusion and the volume is a cylinder with diameter equal to the FWHM of the 
beamspot and height equal to the sample thickness. Therefore 𝑉𝑚𝑖𝑛 = 𝜋(1.67 𝜇𝑚)
2(9nm) =
0.08 𝜇m3 which at the critical power of 𝑃𝑐 = 6 mW gives an average distance of 𝑑𝑎𝑣𝑔 = 0.71 nm 
(and corresponding density of 𝑛 = 0.66 𝑛𝑚−3), assuming 10% absorption in MoTe2 (36). For the 
upper bound, carriers fully diffuse into the total volume of the sample prior to condensation. The 
area of the sample can be estimated from Figure S8 which gives an area of 66 𝜇m2, therefore 
𝑉𝑚𝑎𝑥 = 5.94 𝜇m
3 which gives an average distance of 𝑑𝑎𝑣𝑔 = 3 nm (and corresponding density of 
𝑛 = 0.09 𝑛𝑚−3). Thus, we conclude that at the critical point, charge carriers are separated by an 
average of 1-3 nm. This value is similar to values of the exciton Bohr radius determined through 
magneto-optical measurements of MoTe2 (28). 
 
S4.2 Spatially-Resolved Photocurrent in the Electron-Hole Liquid Phase  
To understand the spatial distribution of the photocurrent we need to consider what happens 
when a laser pulse illuminates the sample. At the surface of the sample the laser is a diffraction 
limited beamspot which can be approximated as a Gaussian with full width at half max equal to 
1.67 microns. Therefore, the spatial profile is given by 𝑃(𝑥) =  𝑃0𝑒
−
𝑥2
2𝜎2  in one dimension. Below 
the critical threshold, 𝑃𝐶, the photoresponse obeys a power law 𝐼 ∝ 𝑃
𝛾. Thus for 𝑃0 ≤ 𝑃𝑡ℎ the 
observed photocurrent is given by 
𝐼(𝑥) =  ∫ 𝑃𝛾(𝑥 − 𝑥′)𝑓(𝑥′)𝑑𝑥′
∞
−∞
 = ∫ 𝑃0
𝛾𝑒
−
𝛾(𝑥−𝑥′)
2
2𝜎2 𝑓(𝑥′)𝑑𝑥′
∞
−∞
 (3) 
Where 𝑓(𝑥) is a function describing the profile of the sample, 𝑓(𝑥) = 1 on the sample and zero 
otherwise. Equation 3 is the convolution of the Gaussian beam and the photocell profile. 
If the maximum of the Gaussian beamspot goes over the critical threshold, 𝑃0 > 𝑃𝑡ℎ, then an 
electron hole liquid droplet will form near the center of the beamspot, where the power is greater 
than the critical threshold. Once the droplet forms it can absorb nearby charge carriers. The e-h 
droplet size should increase linearly as the laser power is increased, thus the size of the droplet 𝑙 
is given by 𝑙 = 𝐿0(𝑃0 − 𝑃𝑡ℎ). Where 𝐿0 is a free parameter that tunes the rate of expansion of the 
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droplet. We set 𝐿0 such that the photocurrent versus power resembles the photocurrent profiles at 
the center of the sample (i.e. disregarding spatial effects). Since charge carriers inside the droplet 
recombine, the part of the beamspot that the droplet is under does not contribute to the observed 
photocurrent, thus the current is: 
𝐼(𝑥) = ∫ 𝑃0
𝛾𝑒
−
𝛾(𝑥−𝑥′)
2
2𝜎2 𝑓(𝑥′)𝑑𝑥′
𝑙
−∞
+  ∫ 𝑃0
𝛾𝑒
−
𝛾(𝑥−𝑥′)
2
2𝜎2 𝑓(𝑥′)𝑑𝑥′
∞
𝑙
 (4) 
The observed photocurrent is the convolution of the photocurrent due to gas-phase electron-
hole pairs and the photocell active area profile. More simply, instead of a Gaussian beamspot 
convolved with the sample, in the liquid phase, the photoresponse is a “Gaussian donut” convolved 
with the sample. If we take the equation 4 and plot it as a function of space (main text Figure S3B), 
we see the characteristic “ring” in the center of the sample emerge above the threshold. The size 
of the ring is correlated directly with the size of the droplet. 
 
S4.3 Energetics and Dynamics of the Exciton Gas and Electron-Hole Liquid 
Figure S13 shows a schematic of the energy per electron-hole pair in the liquid and gas 
phases. In the gas phase, excitons in the system are separated by the exciton Bohr radius, 𝑎𝐵, and 
have energy equal to the exciton binding energy 𝐸𝑒𝑥𝑐𝑖𝑡𝑜𝑛. When the charge density increases to 
the point that the inter-exciton spacing is comparable to the Bohr radius, 𝑎𝑥𝑥 → 𝑎𝐵, e-h pairs can 
condense into an electron-hole liquid. The energy difference between the two phases is Δ𝐸 =
𝐸𝑙𝑖𝑞𝑢𝑖𝑑 − 𝐸𝑒𝑥𝑐𝑖𝑡𝑜𝑛. In the presence of an external electric field, the e-h liquid may be polarized. 
When the energy produced by the electric field exceeds Δ𝐸, the liquid phase dissociates into bound 
electron-hole pairs (excitons). 
To understand the electron-hole dynamics in the G-MoTe2-G photocell, we consider the 
number of carriers in three states; 𝑁𝑓 the number of free charge carriers, 𝑁𝑒𝑥 the number of excitons 
and 𝑁𝑙 the number of carriers in the liquid state. Figure S14 shows a schematic that maps out the 
relevant populations and the transitions between them.  Free carriers can become excitons, become 
part of the electron hole liquid (if it exists), or escape and become observable photocurrent. 
Excitons can annihilate or form into the liquid state. Electron-hole pairs in the liquid state can 
evaporate and become free charge carriers or recombine. Radiative recombination in the liquid 
phase and exciton annihilation in the gas phase result in loss of observable charge carriers and 
therefore less observed photocurrent. The processes represented as dashed lines are neglected 
because they are assumed to be rare.  
We use this model to write down equations for the rates at which populations shift between the 
various states from the processes represented as edges on Figure S14. For a pulsed laser, the initial 
condition is that at time zero 𝑁0 carriers are deposited into the sample, i.e. 𝑁𝑓(𝑡 = 0) = 𝑁0. To 
consider the two-pulse behavior, we impose the additional condition that at time Δ𝑡 an addition 
pulse increases 𝑁𝑓 by an additional 𝑁0 i.e. 𝑁𝑓(Δ𝑡) → 𝑁𝑓(Δ𝑡) + 𝑁0. The output of the model is the 
number of free charge carriers that have escaped and become observable photocurrent, 𝐼𝑜𝑏𝑠. 
Experimentally, 𝐼𝑜𝑏𝑠 is related to the measured photocurrent signal and 𝑁0 is proportional to laser 
power. This model should give us predictions for photocurrent as a function of power, which are 
our primary measurements. 
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Fig. S13. 
Energy diagram of the e-h gas phase and e-h liquid phase. Schematic energy diagram for 
photoexcited carriers in MoTe2 showing the energy curves for the e-h liquid and standard 
excitons. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S14. 
Charge carrier model. A simple model for calculating the flow of charge carriers between 
various states. 
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We first treat the sub-critical photoresponse, for which no condensation has occurred. In the 
Figure S14 representation, the 𝑁𝑙 node and all processes going into or out of it are neglected. In 
this case the only processes that can happen are free carriers becoming excitons or observable 
current. The excitons that form can only annihilate and become lost. Experimentally, we cannot 
measure the observed photocurrent 𝐼𝑜𝑏𝑠 instantaneously, rather photocurrent is measured by the 
hardware over some integration time which is long compared to the dynamics. Therefore, we 
define the observed photocurrent signal, as the time integrated current, 𝑃𝐶𝑜𝑏𝑠 = ∫ 𝐼𝑜𝑏𝑠𝑑𝑡. Thus, 
the rate equations that give the observed photocurrent are: 
 
𝑑𝑁𝑓
𝑑𝑡
= −𝛼𝑁𝑓
2 −
𝑁𝑓
τes
 (5) 
𝑑𝑁𝑒𝑥
𝑑𝑡
= 𝛼𝑁𝑓
2 −
𝑁𝑒𝑥
𝜏𝑎𝑛
 (6) 
𝑑𝑃𝐶𝑜𝑏𝑠
𝑑𝑡
=
𝑁𝑓
𝜏𝑒𝑠𝑐
 (7) 
 
Where exciton formation scales as a two-body process and is parameterized by the constant 𝛼. The 
other processes are parameterized by their timescales, 𝜏𝑒𝑠 and 𝜏𝑎𝑛, the timescales of escape and 
annihilation respectively. Looking at these equations we see that equation 6 does not have any 
observable consequences, as carriers that become excitons simply annihilate and are lost.  
This case can be solved analytically. First, we integrate equation 5 with the condition that 
𝑁𝑓(0) = 𝑁0 which gives  
𝑁(𝑁0, 𝑡) =  
𝑁0𝑒
−𝑡/𝜏𝑒𝑠
1 + 𝑁0𝛼(1 − 𝑒−𝑡/𝜏𝑒𝑠)
 (8) 
 
Then we integrate equation 7 to get 𝑃𝐶𝑜𝑏𝑠 
 
𝑃𝐶𝑜𝑏𝑠 = ∫
𝑁𝑓(𝑁0, 𝑡)
𝜏𝑒𝑠
𝑑𝑡
∞
0
=
1
𝛼𝜏𝑒𝑠
ln(1 + 𝑁0𝛼𝜏𝑒𝑠) (9) 
 
To get the two-pulse behavior as a function of Δ𝑡 the process is similar, but we integrate the first 
pulse only up to Δ𝑡, then increase the value of 𝑁𝑓 by 𝑁0 and integrate fully.  
 
𝑃𝐶𝑜𝑏𝑠(Δ𝑡) = ∫
𝑁𝑓(𝑁0, 𝑡)
𝜏𝑒𝑠
𝑑𝑡
Δ𝑡
0
+  ∫
𝑁𝑓(𝑁1, 𝑡)
𝜏𝑒𝑠
𝑑𝑡
∞
0
, 𝑁1 = 𝑁0 + 𝑁(𝑁0, Δ𝑡) (10) 
 
Performing this integration gives, 
 
𝑃𝐶𝑜𝑏𝑠(Δ𝑡) =  
1
𝛼𝜏𝑒𝑠
ln[1 + 𝑁0𝛼𝜏𝑒𝑠(1 − 𝑒
−Δ𝑡/𝜏𝑒𝑠)] + 
1
𝛼𝜏𝑒𝑠
ln(1 + 𝑁1𝛼𝜏𝑒𝑠) (11) 
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Fig. S15. 
Solutions of analytic rate equations. The observable photocurrent based on equations 9 and 11 
(A and B respectively). In both cases 𝜏𝑒𝑠was arbitrarily chosen to be 30ps and in the two-pulse 
case 𝛼 was arbitrarily chosen to be 0.5. 
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Figure S15 shows the results of these calculations as a function of 𝑁0, which is proportional 
to laser power. In the single pulse case, equation 9, we see that 𝛼 acts as a tuning parameter for the 
sub-linearity of the photoresponse, the more exciton formation happens the more sub-linear the 
photocurrent is. We can also see why our parameterization using 𝛾 works well, at small 𝛼 the 
logarithm can be approximated well by a power law. The two-pulse behavior is calculated from 
equation 11, and resembles our data at low power. In both cases the photocurrent is monotonically 
increasing with respect to 𝑁0 (power) so we don’t expect to see suppression of photocurrent in the 
absence of an electron hole liquid. 
Relaxing this approximation, we consider the case where the density can be high enough for 
an electron hole liquid to form. For this, we need to consider all the processes shown in Figure 
S14. To model all the processes, we need to make assumptions about the behavior of the electron 
hole liquid. Firstly, we need a function that describes the formation of the electron hole liquid from 
excitons, 𝜆𝑓𝑜𝑟𝑚. From our data, we know that the liquid forms after a critical point in 𝑁0 and then 
it’s volume (and therefore total number) rises linearly. Therefore, we take the following for liquid 
formation 𝜆𝑓𝑜𝑟𝑚(𝑁𝑒𝑥) = 𝜆0(𝑁𝑒𝑥 − 𝑁𝑐)Θ(𝑁𝑒𝑥 − 𝑁𝑐). where 𝑁𝑐 is the critical density of excitons, 
Θ(Nex) is a step function and 𝜆0 parameterizes the strength of liquid formation. 
Our second assumption is how free carriers interact with the electron hole liquid. Initially, the 
liquid forms by a complex process of nuclear growth. When charge density is injected into the 
sample microscopic droplet nuclei will form throughout the sample and then merge together into 
a large-scale droplet. Once that droplet has formed there are two competing processes, evaporation 
and condensation. Carriers at the surface of the liquid can evaporate off it, becoming free carriers. 
Or, free carriers can encounter the electron hole liquid and condense onto it. Since our data shows 
suppression of photocurrent, the coupling between the free carriers and the liquid must decrease 
the number of free carriers. Since there is no good dynamical model for the complete process of 
nucleation and condensation we can only model limits of these processes. Thus, we represent the 
coupling between 𝑁𝑓 and 𝑁𝑙 as some function 𝐶(𝑆0, 𝑁𝑓 , 𝑁𝑙) where 𝑆0 parameterizes the strength 
of the coupling.   
In this liquid model, the rate equations take the following form:  
 
𝑑𝑁𝑓
𝑑𝑡
= −𝛼𝑁𝑓
2 −
𝑁𝑓
τes
− 𝐶(𝑆0, 𝑁𝑓 , 𝑁𝑙)  (12) 
𝑑𝑁𝑒𝑥
𝑑𝑡
= 𝛼𝑁𝑓
2 −
𝑁𝑒𝑥
𝜏𝑎𝑛
− 𝜆0(𝑁𝑒𝑥 − 𝑁𝑐)Θ(𝑁𝑒𝑥 − 𝑁𝑐) (13) 
  
𝑑𝑁𝑙
𝑑𝑡
= λ0(𝑁𝑒𝑥 − 𝑁𝑐)Θ(𝑁𝑒𝑥 − 𝑁𝑐) + 𝐶(𝑆0, 𝑁𝑓 , 𝑁𝑙)  −
𝑁𝑙
𝜏𝑟𝑒𝑐
 (14) 
𝑑𝑃𝐶𝑜𝑏𝑠
𝑑𝑡
=
𝑁𝑓
𝜏𝑒𝑠𝑐
 (15) 
 
Where 𝜏𝑟𝑒𝑐 is the timescale of carrier recombination inside the electron hole liquid. This non-linear 
system of equations cannot be solved analytically, but we can integrate them numerically.  For 
integration there are several free parameters that need to be chosen, the timescales 𝜏𝑒𝑠 and 𝜏𝑎𝑛 
don’t have much effect, beside slightly changing the width of the behavior in the two-pulse 
simulations, however 𝜏𝑟𝑒𝑐 must be much less 𝜏𝑎𝑛, because we expect excitons to be relatively 
stable and that recombination will significantly increase in the highly-correlated electron hole 
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liquid. For the simulations shown in Figures S16 and S17 we chose 𝜏𝑒𝑠 = 30 ps, 𝜏𝑎𝑛 = 20 ps and 
𝜏𝑟𝑒𝑐 = 1 ps. The parameters 𝛼 and 𝜆0 were chosen arbitrarily to get a significant number of carriers 
in the electron hole liquid phase. 
We simulate the coupling of the liquid to free carrier for two limits. In the first limit, we 
assume that the droplet’s dynamics are dominated by the formation of the droplet via nucleation 
and nuclear growth. Nucleation is difficult to model analytically but once droplet nuclei have 
formed in the sample, they will begin to freely expand and merge together. As the nuclei grow 
they will gather free carriers from around them into their volume, meaning that their increase in 
volume depends on the number of surrounding free carriers. This results in coupling that is, to first 
order, the product of the populations, thus 𝐶(𝑆0, 𝑁𝑓 , 𝑁𝑙) = 𝑆0𝑁𝑓𝑁𝑙. Simulations performed in this 
limit are shown in Figure S16 for various values of 𝑆0 and Δ𝑡, with parameter values discussed 
above.  
In the other limit, the interactions between free carriers and the liquid occur only after the 
liquid droplet has formed, and are therefore confined to the surface of the droplet. In this case, 
there is a cylindrical droplet (for a 2D liquid) surrounded by a volume of free carriers (and 
excitons). The free carriers can diffuse onto the surface of the droplet. From diffusion onto a 
cylindrical surface the coupling can be approximated by 𝐶(𝑆0, 𝑁𝑓 , 𝑁𝑙) = 𝑆0𝑁𝑓√𝑁𝑙. Simulations 
performed in this limit are shown in Figure S17 for parameter values discussed above. Comparing 
the two limits, we see that the surface limit shown in Figure S17 involves a much sharper transition 
as a function of 𝑁0. This manifests a sharper suppression of photocurrent in the single pulse 
simulations and as kinks in the two pulse simulations at moderate values of 𝑁0, where the liquid 
forms at short values of Δ𝑡 but not at long values of Δ𝑡. 
Overall, the rate equation model generates results that are qualitatively consistent with our 
data in either limit. In both limits, as we allow free carriers to interact with the electron hole liquid, 
the amount of photocurrent is suppressed above some critical point. This is consistent with the 
suppression that we see in the data for photocurrent, as in main text Figure 2 and supplement Figure 
S10. In the two pulse results, we see behavior similar to the non-liquid model but with stronger 
suppression as Δ𝑡 → 0. This is consistent with our data, such as that shown in main text Figure 4B. 
The truth likely lies somewhere between these two limits, the data has a stronger photocurrent 
suppression than shown in the nuclear growth limit, but the transition is not as abrupt as the surface 
limit.  
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Fig. S16. 
Numerical solutions of the full rate equations in the nuclear growth limit. Simulated 
photocurrent based on numerical integration of equations 12-15 in the nuclear growth limit 
where 𝑁𝑓 and 𝑁𝑙 couple linearly. Parameter values chosen as described in the text. 
 
 
 
Fig. S17. 
Numerical solutions of the full rate equations in the surface limit. Simulated photocurrent based 
on numerical integration of equations 12-15 in the limit that the coupling is dominated by 
condensation at the surface of the droplet, where 𝑁𝑓 and 𝑁𝑙 couple as 𝑁𝑓√𝑁𝑙. Parameter values 
chosen as described in the text. 
