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Abstract
The celebrated U-conjecture states that under the Nn(0, In) distribution of the random vector
X = (X1, . . . , Xn) in Rn, two polynomials P(X) and Q(X) are unlinkable if they are independent
[see Kagan et al., Characterization Problems in Mathematical Statistics, Wiley, New York, 1973].
Some results have been established in this direction, although the original conjecture is yet to be
proved in generality. Here, we demonstrate that the conjecture is true in an important special case of
the above, where P and Q are convex nonnegative polynomials with P(0) = 0.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let P(X) and Q(X) be any two polynomials onRn, and let the n×1 random vector X be
distributed as Nn(0, In). It is a long-standing problem to show that under the distribution of
X, the polynomials P(X) and Q(X) are unlinkable if they are independent (U-conjecture;
see [4, Chapter 11]). Formally, we say that two functions of X are unlinkable if there exists
an orthogonal transformation Y = LX such that these two functions can be expressed as
functions of two nonoverlapping subsets of components of Y.
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The U-conjecture is known to be true for the case n = 2, and certain special cases have
been proved for larger number of variables (see [4]).However, the conjecture in its generality
appears to be an extremely difﬁcult problem to handle. Bhandari and DasGupta [1] proved
that if P and Q are both symmetric convex functions, not necessarily polynomials, then the
independence of P and Q implies P and Q are unlinkable. However, their proof was itself
based on the correlation inequality P(A∩B)P(A)P (B), where both A and B are convex
symmetric sets in Rn. At that point the correlation inequality result was thought to have
been proved by W. Beckner; Dharmadhikari and Joag Dev [2, p. 157]) comment that “. . .
we understand that the multivariate conjecture has also been settled in the afﬁrmative by
W. Beckner”.With Beckner having withdrawn his proof later on, Bhandari and DasGupta’s
result no longer stands since no complete proof of the correlation inequality is available at the
moment.While Pitt [5] has proved the correlation inequality for the case n = 2, the general
case for higher dimensions has proved to be as difﬁcult a problem as the U-conjecture, and
elaborate efforts by Schechtman et al. [6] and Hargé [3] have only established particular
special cases of it.
In this paper, we reconsider the problem considered by Bhandari and DasGupta in the
context of polynomials. Our result establishes that two independent polynomials P and Q
are unlinkable if P, Q are convex nonnegative polynomials with P(0) = 0. This pushes the
existing results further and lends more support to the U-conjecture.
2. The main result
Throughout this section, we will assume that the n× 1 random vector X is distributed as
Nn(0, In). The main result that will be established in this paper is stated in the following
theorem.
Theorem 1. Let P(X) be a nonnegative convex polynomial with P(0) = 0, and let Q(X)
be any nonnegative convex polynomial. If P andQ are independent, then they are unlinkable
(i.e. the U-conjecture is true for polynomials P and Q as deﬁned above).
Remark 1. The cases where the polynomials P and Q are both symmetric convex, or both
convex and homogeneous, can essentially be reduced to the case considered in Theorem 1,
and thus it follows that the U-conjecture holds for such polynomials as well.
In the following we will prove a series of lemmas; taken together, these results will
establish Theorem 1.
Lemma 1. The space P = {x : P(x) = 0, x ∈ Rn} is a subspace of Rn.
Proof. We can see that P(0) = 0, so that 0 ∈ P . Let x ∈ P .We will ﬁrst show that x ∈ P ,
for any  ∈ R. By convexity we have, for all , 01,
0P(x) = P(x + (1 − )0)P(x) + (1 − )P (0) = 0.
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Thus P(x) = 0 for all 01. For ﬁxed x, P(x) is a polynomial in  which is zero for
the entire segment of  values in [0, 1], and hence P(x) must be zero for all real . Next let
x1 ∈ P , and x2 ∈ P; we need to show that ax1 + bx2 ∈ P for any a, b ∈ R. Since x ∈ P
whenever x ∈ P , it sufﬁces to show that x1 + x2 ∈ P . But 0P(x1 + x2) 12P(2x1) +
1
2P(2x2) = 0. Thus P(x1 + x2) = 0, and hence P is a subspace of Rn. 
Let dim(P) = m, and let P⊥ be the orthogonal complement of P in Rn. For any x ∈ Rn
we have x = u + v, where u ∈ P and v ∈ P⊥.
Lemma 2. For the above representation of x, P(u + v) = P(v) for all  ∈ R.
Proof. First notice that g() = P(u + v) is a convex function of . By convexity of the
polynomial P, and Lemma 1,
P(u + v)  12P(2u) + 12P(2v)
= 12P(2v) ∀ ∈ R.
Hence g() = P(u + v) is a bounded convex function of  (being bounded above by
2−1P(2v)). Since any bounded convex function on R must be a constant everywhere, we
have g() = g(0) = P(v). This completes the proof of Lemma 2. 
Let {Z1, . . . ,Zm} represent an orthonormal basis for P . We will extend this to
{Z1, . . . ,Zm,Zm+1, . . . ,Zn}, which represents an orthonormal basis for Rn. The poly-
nomial Q(X) can then be represented as
Q(X) = Q1(a1, a2, . . . , an),
here X =
n∑
i=1
aiZi , and this provides a representation of the polynomial Q(X) in terms
of the function Q1 involving the random coefﬁcients a1, . . . , an. We can see that Q1 is a
polynomial in a1, . . . , an, and using the convexity ofQ it is easy to verify thatQ1 is a convex
function of (a1, a2, . . . , an). Since X = Za, where Z = (Z1,Z2, . . . ,Zn) is orthogonal and
a = (a1, a2, . . . , an)T , the distribution of a is same as that of X, and hence a1, . . . , an are
independently distributed as N(0, 1). Also
X =
n∑
i=1
aiZi =
m∑
i=1
aiZi +
n∑
i=m+1
aiZi = U +V (1)
(say). Note that U ∈ P , and V ∈ P⊥.
In particular, if we use the representation in (1), we get from Lemma 2,
P(X) = P(U +V) = P(V) = P ∗(a∗)
(say), where a∗ = (am+1, . . . , an)T . The desired result in Theorem 1 will therefore be
established if we can show that Q(X) = Q1(a) is a function of a1, . . . , am, alone.
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Lemma 3. Let Q∗(a∗) = E(Q1(a)|a∗), where a∗ = (am+1, . . . , an)T . Then Q∗(a∗) is a
nonnegative convex function of a∗.
Proof. Nonnegativity is obvious, so we only have to prove convexity. By deﬁnition,
Q∗(a∗) =
∫
Q1(a¯, a
∗) dm(a¯),
where a¯ = (a1, . . . , am) and m is the Nm(0, Im) distribution. We can see that Q1 is a
convex function of its argument. Thus, for  ∈ (0, 1),
Q∗(a∗ + (1 − )c∗) =
∫
Q1(a¯, a
∗ + (1 − )c∗) dm(a¯), c∗ = (cm+1, . . . , cn)
=
∫
Q1((a¯, a
∗) + (1 − )(a¯, c∗)) dm(a¯)
 
∫
Q1(a¯, a
∗) dm(a¯) + (1 − )
∫
Q1(a¯, c
∗) dm(a¯)
= Q∗(a∗) + (1 − )Q∗(c∗)
and this completes the proof of Lemma 3. 
Let l(P (X)) be any bounded function of P(X). We will refer to it simply as l(P ) when
there is no scope for confusion. Now,
E(Q1(a)l(P )) = E(E(Q1(a)l(P ))|a∗)
= E(l(P )E(Q1(a)|a∗)) = E(l(P )Q∗(a∗)), (2)
where Q∗(a∗) = E(Q1(a)|a∗). Thus
E(Q∗(a∗)) = E(Q1(a)) (3)
and by (3), and the independence of P and Q, we have
E(Q1(a)l(P )) = E(Q1(a))E(l(P )) = E(Q∗(a∗))E(l(P )). (4)
Combining the results (2)–(4) we now get
E(Q∗(a∗)l(P )) = E(Q1(a)l(P )) = E(Q1(a))E(l(P )) = E(Q∗(a∗))E(l(P )). (5)
Thus Q∗(a∗) and l(P ) are uncorrelated. Using this result, we prove the following lemma.
Lemma 4. Q∗(a∗) is a constant as a function of am+1, . . . , an.
Proof. We assume, if possible, that Q∗(a∗) is not a constant function of am+1, . . . , an. Let
l(P ) = I[0,](P (X)), for some positive  arbitrarily small, where IA represents the indicator
function for the set A. Since Q∗(a∗) and l(P ) are uncorrelated from equation (5), we have
E(Q∗(a∗)|l(P ) = 1) = E(Q∗(a∗)|0P(X)) = E(Q∗(a∗)). (6)
From Lemma 3, Q∗ is a nonnegative convex function. The inequality in the application
of Jensen’s result in this context will be strict as a nonnegative convex function cannot be
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linear unless it is a constant (which we have assumed Q∗(a∗) is not). Hence by convexity
and Jensen’s result
E(Q∗(a∗)) > Q∗(E(a∗)) = Q∗(0). (7)
E(a∗) is equal to zero since the components of a∗ are distributed independently as N(0, 1)
random variables. Under the condition 0P(X), we will now show that
E(Q∗(a∗)|0P(X)) → Q∗(0) as  → 0, (8)
while E(Q∗(a∗)) remains bounded away from Q∗(0) by Eq. (7). This will provide a con-
tradiction, and show that Q∗(a∗) is a constant (as a function of a∗).
To show (8), notice that P(X) = P ∗(a∗) is a convex nonnegative polynomial function
of a∗ and P ∗ is zero only at zero. Now 0P ∗(a∗) implies ||a∗|| for some  sufﬁ-
ciently small (depending on ), and as  ↓ 0,  ↓ 0 (here || · || represents the Euclidean
norm). Hence, under 0P ∗(a∗), Q∗(a∗) gets arbitrarily close to Q∗(0), and hence
E(Q∗(a∗)|0P(X)) = E(Q∗(a∗)|0P ∗(a∗)) gets arbitrarily close to Q∗(0) as 
becomes arbitrarily small. This contradicts (6) as stated above, and establishes that Q∗(a∗)
must be a constant as a function of a∗. Thus E(Q1(a)|a∗) does not depend on the value of
a∗. This completes the proof of Lemma 4. 
The next lemma establishes, the ﬁnal, key result. In conjunction with the previous results
this will prove that P and Q are unlinkable.
Lemma 5. The quantity Q1(a) is a function of a1, a2, …, am alone, and does not depend
on a∗.
Proof. Lemma 4 shows that
Q∗(a∗) =
∫
Q1(a¯, a
∗) dm(a¯)
is a constant functionwhere a¯ = (a1, . . . , am) and m is theNm(0, Im) distribution. Suppose
that if possible Q1(a) is not functionally independent of a∗. To be speciﬁc we assume,
without loss of generality, thatQ1(a) is a function of am+1. Since it is a polynomial function
we can represent
Q1(a) =
l∑
j=0
Q1,j (a¯, b)ajm+1, (9)
assuming that the leading power ofam+1 is l, whereb = (am+2, . . . , an), and the expressions
Q1,l(a¯, b), . . . ,Q1,1(a¯, b),Q1,0(a¯, b) are polynomials not dependingonam+1. SinceQ1(a)
is nonnegative, we get, Q1,l(a¯, b)0 for all a¯ and b. Now
Q∗(a∗) =
l∑
j=0
(∫
Q1,j (a¯, b)dm(a¯)
)
a
j
m+1 (10)
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and as Q∗(a∗) is constant as a function of a∗,
Q∗(a∗)
alm+1
→ 0 as am+1 → ∞. (11)
However, from (10)
Q∗(a∗)
alm+1
→
∫
Q1,l(a¯, b) dm(a¯) as am+1 → ∞. (12)
Comparing (11) and (12),
∫
Q1,l(a¯, b) dm(a¯) = 0 for all b whenever l1. However
since Q1,l(a¯, b)0 for all a¯, b, the above implies that Q1,l(a¯, b) = 0 for all a¯, b. Thus the
leading power of am+1 cannot be l in the right-hand side of Eq. (9). Proceeding similarly,
all the terms Q1,l−1(a¯, b), . . . ,Q1,1(a¯, b) must all equal zero, so that Q1(a) must be func-
tionally independent of am+1. Similarly, Q1(a) must also be functionally independent of
am+2, . . . , an. Thus, Q1(a) depends on a1, a2, . . . , am alone. 
Lemmas 1–5, taken together, prove that if the polynomials P and Q as given in the
statement of Theorem 1 are independent then they must be unlinkable. Thus Theorem 1 is
established.
Remark 2. The result would have had greater implication if we could prove it for the case
where P and Q are both symmetric, quasi-convex polynomials. However, if we imitate the
present proof in that situation, Q∗ may not remain symmetric quasi-convex. It is this step
which prevents the present proof to carry over in its generality to the case of symmetric
quasi-convex polynomials.
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