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Abstract
A computational algorithm for polydisperse bubbly flow is developed by
combining quadrature-based moment methods (QBMM) with an existing
two-fluid solver for gas–liquid flows. Care is taken to ensure that the two-
fluid model equations are hyperbolic by generalizing the kinetic model for
the bubble phase proposed by Bieseuvel and Gorissen (1990). The kinetic
formulation for the bubble phase includes the full suite of interphase mo-
mentum exchange terms for bubbly flow, as well as ad hoc bubble–bubble
interaction terms to model the transition from isolated bubbles to regions
of pure air at very high bubble-phase volume fractions. A robust numerical
algorithm to couple the QBMM approach with a gas–liquid two-fluid solver
is proposed. The resulting algorithm is tested to show hyperbolicity, ver-
ified against the two-fluid model currently implemented into OpenFOAM,
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and validated against two sets of experiments on bubbly flows from the lit-
erature. In both cases, the computational method shows good agreement
with experimental data, and improved accuracy in comparison to a two-fluid
model considered for comparison purposes. The robustness of the algorithm
is demonstrated on an unstructured mesh with a high superficial gas inlet
velocity and source terms for coalescence and breakup. The resulting compu-
tational approach is implemented in the open-source CFD code OpenFOAM
as part of the OpenQBMM project.
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1. Introduction
Gas–liquid bubbly flows have a wide variety of uses in the biological,
chemical, nuclear energy, and petroleum industries. Bubble-column reactors,
boilers, and stirred-tank reactors are several common example applications of
bubbly flows where complex flow patterns can be observed. One of the most
commonly used is the bubble-column reactor for its benefits of low operating
cost and high rates of heat and mass transfer [1]. They are regularly house
to processes such as oxidation, chlorination, alkylation, polymerization, and
hydrogenation [2], and are used for fuel refinement, fermentation, and waste-
water processing [3]. The construction of production size test reactors used
for these processes can be very expensive, and there also exist problems with
scale up when transitioning from smaller scale to full-size reactors. In order
to alleviate these costs and uncertainties, the use of computational fluid
dynamics (CFD) as a prediction method is often an attractive alternative.
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Validated CFD software allow flow patterns to be predicted without the
need to build different scale reactors or to conduct extensive experimental
campaigns.
While there are several methods to simulate gas–liquid flows, the most
commonly used for large-scale, industrial applications is the Euler–Euler
(EE) two-fluid approach [4]. The EE methodology uses two continuous
phases rather than a continuous liquid phase and a discrete dispersed phase,
as in the case of the Euler – Lagrange method. This allows for more com-
putational tractable simulations when large-scale geometries are considered.
The simplest form of the two-fluid model solves for the phase mass, the mean
phase velocities, and a single shared pressure. The gas-phase mass and mean
momentum are the lower-order moments of the bubble joint size–velocity dis-
tribution. Because the two-fluid model only tracks the first-order moments,
higher-order statistics, such as size and velocity variance, are neglected.
Therefore, only a single bubble diameter is considered (Sauter mean). While
the velocity variance for a given bubble size is not important due to the low
Stokes number of the bubbles, there exists a distribution of velocities due
to the balancing of drag and buoyancy forces and their strong dependence
on the bubble diameter. These phenomena cannot be captured by two-fluid
models coupled with a population balance under the assumption that all the
bubbles in a computational cell move with the same mean velocity [5, 6].
In addition, the basic EE formulation also suffers from not being hyperbolic
and, therefore, cannot reach a converged solution with grid refinement [7–9].
A strategy to enforce hyperbolicity of the multi-fluid model is discussed in
[10].
3
In order to simulate a wide distribution of bubble sizes, and, consequently,
of velocities, a multi-fluid model can be used, where each bubble size is
treated as a unique gas phase, allowing each bubble size to have a unique ve-
locity. However, when bubble breakup and coalescence are significant, models
for mass transfer between bubble sizes must also be included. The algorithms
to advect the phase volume fraction while ensuring its boundedness are often
more complicated and expensive than those for two-phase flows. While not
able to handle the full range of bubbly flows, previous authors have used
a weak coupling method to simulate polydisperse bubbly flows. This can
be accomplished by coupling a dispersed gas phase and a continuous liq-
uid phase through drag, and using a quadrature-based method of moments
(QBMM) to close the moment transport equations [11–14]. However, exist-
ing QBMM methodologies [12] do not allow for regions of pure gas, as the
pressure would become undefined, being it define from the continuity equa-
tion of the fluid phase only. A somewhat simpler moment method developed
by Lo and Zhang [15] tracks only the zeroth through third order moments
in order to calculate d32, or the volume weighed diameter. From this only
a mean diameter is obtained and used in the calculations of source terms.
This also assumes that velocity bubble distribution can be described using
only the mean velocity. Another method to simulate polydisperse gas-liquid
systems is the class method, in which the bubble size distribution is sepa-
rated into bins, and the bubbles in each bin interact [16]. This has many of
the same benefits of QBMM, however, in general it is more computationally
expensive because a large number of bins is required to accurately describe
the bubble size-velocity distribution, and each bin must be transported in
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physical space with its own velocity. The most commonly used class method
is the MUSIG scheme [17] in which a multi-fluid model is used to represent
the bubble phases, where each phase represents a bin of the approximate
distribution. This approach is a commonly used model in the nuclear in-
dustry to simulate boiling [18, 19]. This model uses exchange terms in the
continuity, momentum and energy equations to account for the breakup and
coalescence of bubbles, introducing additional cost and difficulty in solving
the model equations. Alternative approaches are therefore needed that can
accurately and robustly simulate polydisperse gas-liquid flows while main-
taining a moderate computational cost.
In this work, a numerical algorithm for the simulation of polydisperse bub-
bly flows is developed starting from a kinetic equation describing the evolu-
tion of the joint size–velocity number density function (NDF) of the bubbles.
The size and velocity moments of the kinetic equation are transported, and
closure of the moment transport equations is achieved by means of QBMM.
In order to overcome the numerical difficulties encountered in previously de-
veloped QBMM for gas-liquid systems [12], which presented limitations in
their capability of dealing with extreme cases where areas of pure gas are
present, the liquid and gas phases are coupled through the two-fluid model,
where the gas phase is treated as a continuum and is coupled to the liquid
phase through interfacial forces (such as buoyancy, drag, virtual mass, etc.)
and the pressure equation. The mean quantities, or first-order moments,
are solved using a modified version of the numerical procedure traditionally
used in the two-fluid model in OpenFOAM [20–22], which has proven robust
in managing absence of a phase and in maintaining the boundedness of the
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volume fraction field. The remaining additional moments are computed us-
ing the moment transport equations. The interface coupling terms are also
modified to include contributions arising from the polydisperse nature of the
flow and by its description with QBMM. In addition, the hyperbolicity of the
model is enforced by using a dispersion term [9], proportional to the gradient
of the gas volume fraction.
Here, the solution of the system of partial differential equations for the
moments of the NDF is obtained by decomposing the vector of transported
moments into two components: one representing the mean and the other
the deviation with respect to the mean. An iterative algorithm for the so-
lution of two-fluid model equations [23, 24] is used to solve for the volume
fraction and the mean velocity (first-order moments) of the bubble phase,
in order to ensure boundedness of the numerical solution and to enable the
robust calculation of the fluid pressure in extreme situations when the liq-
uid phase is locally absent. QBMM, combined with realizable convection
schemes [14, 25], is used to transport higher-order moments of the bubble
size distribution. Operator splitting is employed to separate spatial advec-
tion from other physical processes such as bubble coalescence and breakage.
Results obtained with the proposed computational algorithm are then ver-
ified against base Euler–Euler two-phase solver in the monodisperse limit,
and then validated against experiments [1, 26] with a distribution of bubble
sizes. A challenging example is provided showing, the ability of the proposed
algorithm to account for bubble coalescence and breakage in a system with
non-trivial geometry, spatially discretized with an unstructured mesh.
The remainder of the paper is organized as follows. In Sec. 2, details
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concerning the computational model for bubbly flows are provided with em-
phasis on the kinetic model used to describe polydisperse gas-liquid flows. In
Sec. 3 the interphase force terms needed for bubbly flows are reviewed, focus-
ing on their extension to polydisperse cases. Sec. 4 is devoted to describing
how QBMM is employed to treat the polydisperse bubbly flow equations,
expressed in terms of the moments of the kinetic model introduced in Sec. 2.
The numerical algorithm for polydisperse bubbly flow is then presented in
Sec. 5. Focus is put on how the terms arising from polydispersity are treated
in the context of the two-fluid solver for monodisperse flows available in
OpenFOAM (e.g., twoPhaseEulerFoam), which is based on the IPSA algo-
rithm of Spalding [23, 24]. Example applications of the proposed algorithm
are presented in Sec. 6, and conclusions are drawn in Sec. 7.
2. Computational Model for Bubbly Flow
In this section a set of governing equations for bubbly flows, based on a
generalization of the kinetic model derived by Biesheuvel and Gorissen [27],
referred to hereinafter as the Biesheuvel and Gorissen model, is proposed.
This extension is necessary because the original Biesheuvel and Gorissen
model was derived for a one-dimensional flow involving monodisperse bubbles
with drag, added-mass and buoyancy forces. The generalization proposed
in the present work reduces to the Biesheuvel and Gorissen model in the
appropriate one-dimensional limit. A hydrodynamic model for the liquid
phase and a kinetic model for the bubble phase that retain the important
physical and mathematical properties of the Biesheuvel and Gorissen model
are then proposed.
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2.1. Bubble-phase description in Biesheuvel and Gorissen model
In the absence of mass transfer between phases, the spatial-temporal evo-
lution of the volume fraction of the bubble phase in monodisperse bubbly
flows can be described by a continuity equation
∂ρbεb
∂t
+∇ · (ρbεbUb) = 0, (1)
which is coupled to the liquid-phase governing equations through the con-
straint
εl + εb = 1 (2)
where εl and εb are the liquid-phase and bubble-phase volume fractions,
respectively. The gas density ρb is assumed to be constant, and can be
divided out of Eq. (1). Ub is the bubble-phase velocity vector. In the one-
dimensional limit, Eq. (1) reduces to equation [34] in Biesheuvel and Gorissen
[27].
The momentum equation for the bubble phase in the Biesheuvel and
Gorissen model is
∂ρbεbUb
∂t
+∇ · (ρbεbUb ⊗Ub) =∇ · τ b −∇pb + ρbεbg −Mlb, (3)
where pb is the bubble-phase pressure generated by hydrodynamic interaction
in the liquid phase. Mlb is the momentum-exchange term between the liquid
and bubble phases, which includes the liquid-pressure force on the bubbles,
equal to εb∇pl, and g is the gravitational acceleration vector. The bubble-
pressure model proposed by Biesheuvel and Gorissen [27] has the form
pb = Cbp (ρb + ρlCvm) εb|Ul −Ub|2H(εb), (4)
8
where ρl is the liquid density. The constant Cbp is of order one, and Ul is
the liquid velocity. The function
H(εb) = εbεl, (5)
was introduced by Batchelor [28] and retained by Biesheuvel and Gorissen
[27] to model the volume-fraction dependence of the hydrodynamic interac-
tions between bubbles. As pointed out by Batchelor [28], the magnitude of
the velocity fluctuations in the liquid phase due to the presence of the bub-
bles (i.e. pseudo-turbulence [29, 30]), modeled as Cbp|Ul − Ub|2H(εb), can
be validated using experiments [30] or microscale DNS [31].
The added-mass coefficient Cvm is modeled by [32, 33]
Cvm =
1 + 2εb
2εl
. (6)
As the bubble-phase volume fraction approaches unity, the pressure in Eq. (4)
is dominated by CvmH ∼ 1, and thus the bubble-phase pressure will not be
null.
In Eq. (3), the bubble-phase deviatoric stress tensor τ b is modeled as
τ b = (ρb + ρlCvm) εbνb
[
∇Ub + (∇Ub)T − 2
3
(∇ ·Ub) I
]
, (7)
where I is the unit tensor and νb is the bubble-phase kinematic viscosity [27]
νb = Cbdb|Ul −Ub|
√
H(εb), Cb = O(1), (8)
where db is the bubble diameter. As the bubble-phase volume fraction ap-
proaches unity, the viscosity in Eq. (7) is dominated by Cvm
√
H ∼ 1/√εl,
and thus the bubble-phase viscosity will become very large.
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The interfacial forces acting on the bubble phase from the liquid phase
include drag, virtual mass, buoyancy and lift. In the Biesheuvel and Gorissen
model, the lift force is zero and Cvm is used as the virtual-mass coefficient.
The buoyancy force arises in the Biesheuvel and Gorissen model due to static
pressure: ∇pl = ρlg, where g is the gravitational acceleration vector. Com-
pared to the standard drag force model, the Biesheuvel and Gorissen model
includes a dispersion term
FD =
ρb
τD
[εb(Ul −Ub)− δdis∇εb] , (9)
where τD is the drag time scale and the dispersion coefficient is modeled by
[28]
δdis = Cdisdb|Ul −Ub|
√
H(εb), Cdis = O(1). (10)
Eq. (9) has the same form as the model used by Davidson [34] and Drew and
Lahey [35]. As with the other terms involving H, the dispersion term arises
due to hydrodynamic interactions between bubbles through the liquid phase.
In summary, the novel features of the Biesheuvel and Gorissen model,
in comparison to the standard two-fluid model, are the three terms repre-
senting hydrodynamic interactions: pb, νb,eff and δdis. Analysis of the one-
dimensional two-fluid model in the inviscid limit [9] reveals that δdis is crucial
to guarantee the correct mathematical properties of the set of partial differen-
tial equations. In the context of polydisperse bubbly flows, we must therefore
include the hydrodynamic interaction terms in order to obtain the correct
behavior in the monodisperse limit. However, because the properties of the
two-fluid model in the inviscid limit depend on the form of both the bubble
and the liquid phase momentum balances, it is possible to treat the bubble
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pressure as an interfacial force [8] and thus to include it in the definition of
Mlb. Likewise, the effective kinematic viscosity can be added to the liquid
phase in a manner such that the overall effective viscosity of the mixture is
nearly unchanged. With these modifications, the momentum equation for
the bubble phase in the dilute, monodisperse limit becomes
∂ρbεbUb
∂t
+∇ · (ρbεbUb ⊗Ub) = ρbεbg −Mlb (11)
where Mlb now includes the dispersion and bubble-pressure terms written as
forces acting on individual bubbles. The exact definition of Mlb will be given
below when we introduce the kinetic description of the bubble phase.
2.2. Liquid phase
The continuity equation for the liquid phase is
∂ρlεl
∂t
+∇ · (ρlεlUl) = 0, (12)
where the liquid density is assumed constant. The momentum equation for
the liquid phase is
∂ρlεlUl
∂t
+∇ · (ρlεlUl ⊗Ul) =∇ · τ l −∇(pl + pb) + ρlεlg +Mlb. (13)
The liquid-phase pressure includes pb, representing the liquid-velocity fluc-
tuations due to hydrodynamic interactions. The deviatoric stress tensor τ l
is modeled as
τ l = ρlεlνl,eff
[
∇Ul + (∇Ul)T − 2
3
(∇ ·Ul) I
]
, (14)
where νl,eff is defined as the sum of the liquid kinematic viscosity and a
contribution due to hydrodynamic interactions:
νl,eff = νl +
εb
εl
(
ρb
ρl
+ Cvm
)
νb. (15)
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As noted earlier, due to the definition of Cvm, νl,eff becomes very large when
the bubble-phase volume fraction approaches unity. The volumetric velocity
Uvol = εbUb+εlUl, is solenoidal (∇·Uvol = 0), thereby defining the algebraic
constraint needed to determine pl.
In the following, we will assume that the liquid-phase continuity and
momentum equations are given by Eqs. (12) and (13), respectively. These
equations are coupled to the kinetic equation for the bubble phase introduced
below, through εb, Ub and Mlb. All of the parameters depending on εb and
Ub remain the same as defined above, unless indicated otherwise.
2.3. Polydisperse bubble phase
The bubble-phase governing equation is represented by a kinetic equation
[11, 12, 14] for the joint mass–velocity bubble NDF f (t,x, ξ,v), defined so
that fdx dξ dv is the average number of bubbles with mass between ξ and
ξ + dξ, velocity between v and v+ dv, and position between x and x+ dx
at time t. The general form of the kinetic equation describing the evolution
of f(t,x, ξ,v) is
∂f
∂t
+ v · ∂f
∂x
+
∂
∂v
·
[
(A+ g)f −D · ∂ lnn
∂x
f
]
= C(ξ,v) (16)
where n(ξ) =
∫
f dv is the marginal NDF for bubble size. The term A
represents acceleration due to the forces acting on an individual bubble, as
will be described in detail below. The term involving the second-order tensor
D(ξ,v) represents acceleration due to the dispersion forces, which depends
on spatial gradients of the bubble-phase NDF. The term C represents binary
interactions of bubbles. When breakup and coalescence are considered, this
term will also account for the change in bubble sizes due to interaction with
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other bubble sizes. In their absence, C accounts for changes in the bubble
momentum for bubbles with different sizes and velocities, and for spatial
fluxes due to bubble–bubble interactions mediated by the fluid phase. For
gas–particle flows, C is primarily due to collisions and analytical expressions
can be derived [11]. For bubbly flows, phenomenological models are proposed
below.
With QBMM the solution of the kinetic equation is approximated by
tracking the spatio-temporal evolution of moments of the joint NDF instead
of the joint NDF itself [11]. The transport equations for these moments can
be written as
∂mp,i,j,k
∂t
+
∂mp,i+1,j,k
∂x
+
∂mp,i,j+1,k
∂y
+
∂mp,i,j,k+1
∂z
= Fp,i,j,k − iDxp,i,j,k − jDyp,i,j,k − kDzp,i,j,k + Cp,i,j,k, (17)
where the right-hand side is defined by an integral over the mass–velocity
phase space, where, for brevity, the dependence on t and x is suppressed.
The terms on the right-hand side of Eq. (17) are defined considering v ∈ R3
and ξ ∈ R.):
Fp,i,j,k =
∫
ξpvixv
j
yv
k
z
[
iv−1x (gx + Ax)
+jv−1y (gy + Ay) +kv
−1
z (gz + Az)
]
f dξ dv, (18)
Dxp,i,j,k =
∫
ξpvi−1x v
j
yv
k
zDx(ξ,v)
∂ lnn
∂x
f dξ dv, (19)
Dyp,i,j,k =
∫
ξpvixv
j−1
y v
k
zDy(ξ,v)
∂ lnn
∂y
f dξ dv, (20)
Dzp,i,j,k =
∫
ξpvixv
j
yv
k−1
z Dz(ξ,v)
∂ lnn
∂z
f dξ dv, (21)
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Cp,i,j,k =
∫
ξpvixv
j
yv
k
zC dξ dv = Cp,i,j,k −∇x ·Gp,i,j,k, (22)
and the moments by
mp,i,j,k =
∫
ξpvixv
j
yv
k
zf (ξ,v) dξ dv. (23)
The dispersion coefficients on the right-hand side of Eq. (17) are defined
by the components of D. For example, Dx = Dxx + Dyx + Dzx. In the
models developed below, the dispersion tensor is assumed to be isotropic D =
Ddis(ξ,v)I, but in general this is not necessarily the case. The source term
describing the interaction between bubbles Cp,i,j,k and spatial flux Gp,i,j,k
require closures. In the absence of coalescence and breakage, Cp,0,0,0 = 0 and
Gp,0,0,0 = 0 for all p.
Note that the higher-order moments in the spatial transport terms on the
left-hand side of Eq. (17) are not closed, and thus QBMM are introduced to
attain closure. In QBMM, one possible reconstruction of f (ξ,v) is obtained
by inverting a truncated set of its moments [36], and the latter is defined
by choosing a small set of integer values for the indices (p, i, j, k). The NDF
reconstruction is then used to evaluate the unclosed terms in the moment
transport equations [11]. In general, it will be nontrivial to reconstruct the
joint mass–velocity NDF from its moments due to its high phase-space dimen-
sionality (i.e., four dimensions), so simplifications under reasonable physical
assumptions are necessary for us to continue.
The lower-order moments defined by Eq. (23) have particular physi-
cal significance [11]. For example, the first-order moment m1,0,0,0 = ρbεb.
Thus, the bubble-phase continuity equation is found from Eq. (17) by set-
ting (p, i, j, k) = (1, 0, 0, 0). Likewise, the moments m1,1,0,0 = ρbεbUbx,
14
m1,0,1,0 = ρbεbUby, m1,0,0,1 = ρbεbUbz define the mean bubble velocity Ub,
and their transport equations yield the bubble-phase momentum equation.
For this reason, the coupling terms εb and Mlb in Eq. (12) and Eq. (13)
are found by integrating over mass–velocity phase space and, hence, will be
known if f (ξ,v) is known [14].
2.4. Monokinetic approximation
For bubbly flow, the fluid drag falls into the low-Stokes-number regime,
and thus the crossing of bubble trajectories is negligible [11, 36]. This means
that at a specific location x only one velocity exists for a given bubble mass
ξ, i.e., the bubble phase is monokinetic. Therefore, the joint mass–velocity
NDF can be approximated as
f(ξ,v) = n(ξ)δ(v −U(ξ)), (24)
where n(t,x, ξ) is the NDF based on the bubble mass, δ(v) is the Dirac
delta distribution, and U(t,x, ξ) is the bubble velocity conditioned on mass.
With QBMM, n(ξ) is reconstructed from the 2N moments Mp = mp,0,0,0
for p ∈ {0, 1, . . . , 2N − 1}. The functional form for U(ξ) is found from the
moments Up = (mp,1,0,0,mp,0,1,0,mp,0,0,1) for p ∈ {0, 1, . . . , N − 1}. Thus,
Eq. (17) must be solved for these 5N moments. For the special case of
monodisperse bubbly flow, only the four moments with p = 1 are used.
Using the approximation in Eq. (24), we can formally rewrite the kinetic
equation in Eq. (16) in a more familiar form. First, integrating Eq. (24) with
respect to the velocity v yields
∂n
∂t
+∇ · [nU(ξ)] = C(ξ), (25)
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i.e., a population balance equation for n. Then, multiplying Eq. (24) by v
and integrating with respect to the velocity yields
∂nU
∂t
+∇· [nU⊗U+G(ξ)] = ng+A(ξ,U)n−Ddis(ξ,U)∇n+C(ξ), (26)
i.e., a momentum balance for U. Here A(ξ,U) is the size-dependent acceler-
ation terms evaluated at the mass-dependent velocity. The dispersion term
in Eq. (26) was placed on the right-hand side as it represents a force shared
with the fluid phase (see Eq. (9) where Ddis = δdis/τD), and not a spatial
flux. The bubble–bubble interaction term in Eq. (26) is written as a source
term and a spatial flux. The source term can be modeled by
C(ξ) =
εbg0(εb)
τc
[Ub −U(ξ)]n(ξ) +
∫ ∞
0
ξpU(ξ)C dξ, (27)
where g0 is one for small εb and grows rapidly as εb approaches close-packed
conditions so that the bubble velocity becomes independent of size. The
spatial flux can be modeled as
G(ξ) =
1
ρbεb
(pcI− τ c)n(ξ), (28)
where the pressure pc(εb) and the deviatoric stress tensor τ c(εb) are nonzero
only when εb is greater than 0.63 (i.e., the dense bubbly phase is modeled as
a foam with its own equation of state and viscous stress tensor [37]). In the
monodisperse limit, Eq. (26) reduces to Eq. (11) when εb < 0.63.
The system of Eq. (25) and Eq. (26) has the form of hyperbolic conserva-
tion laws. As we shall see later, the force terms in A do not involve spatial
derivatives of U, and thus the solution U to Eq. (26) need not be a continu-
ous function of x. Moreover, it is important to note that both n and U are
continuous functions of ξ, and, thus, that Eq. (25) and Eq. (26) represent an
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infinite set of bubble-phase continuity and momentum equations, one set for
each real value of ξ. The transport equation for the moment Mp =
∫
ξpn dξ
is found from Eq. (25), while that for the vector Up =
∫
ξpU(ξ)n dξ is found
from Eq. (26). These equations are
∂Mp
∂t
+∇ · Up =
∫ ∞
0
ξpC dξ (29)
and
∂Up
∂t
+∇ ·
[
Pp + Mp
ρbεb
(pcI− τ c)
]
= Mpg +
∫ ∞
0
ξp (A−Ddis∇ lnn)n dξ
+
εbg0
τc
(MpUb − Up) +
∫ ∞
0
ξpU(ξ)C dξ. (30)
The second-order tensor Pp is defined in terms of U(ξ) by
Pp =
∫ ∞
0
ξpU(ξ)⊗U(ξ)n dξ. (31)
For convenience, we define V(ξ) = U(ξ) −Ub. Note that the second term
from the right in Eq. (30) can be rewritten in terms of
Vp =
∫ ∞
0
ξpV(ξ)n dξ, (32)
and has the effect of forcing Vp to zero when g0 is large (i.e., dense bubbly
flow). We can then decompose the convective flux as Pp = Pp,b +Pp,v where
Pp,b = Ub ⊗ Ub and
Pp,v =
∫ ∞
0
ξpV(ξ)⊗U(ξ)n dξ. (33)
Physically, ∇ · Pp,b is the convective flux of Ub by the mass-average bubble
velocity, and ∇ · Pp,v is the convective flux of Ub by V(ξ). In dense bubbly
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flows, Pp,v will be negligible. These fluxes, and the next-to-last term in
Eq. (30), depend on the reconstruction of the NDF. We will return to the
question of how this is done with QBMM in Sec. 4, after defining the force
terms for bubbly flow, which are needed to define A and Ddis in Eq. (30).
The last term, C, represents the change in the bubble size due to bubble
coalescence.
3. Interphase Forces and Exchange Terms in Bubbly Flow
The force balance on an individual bubble with a fixed mass ξ and velocity
U(t) can be written as
ξ
dU
dt
= FG + FB + FD + FVM + FL + FW + FBP, (34)
and the bubble position is found from the solution of dx/dt = U. Each
of the forces appearing on the right-hand side of Eq. (34) will be described
separately below. For a monodisperse bubbly flow, ξ = ξb = ρbpid
3
b/6 where
db is the bubble diameter, and U(ξb) = Ub. In a polydisperse bubbly flow,
the bubble volume is equal to ξ/ρb, therefore the interfacial forces will be
proportional to ξ/ρb whereas body forces will be proportional to ξ. Finally,
the bubble–bubble interaction terms will be important when εb approaches
0.63 (i.e., close-packed conditions), and these terms are neglected in Eq. (34),
but appear in Eq. (30).
In the following, to simplify the notation we do not show the explicit
dependence of model quantities on ξ. However, the reader should keep in
mind that the bubble diameter db is a function of ξ, and thus any parameter
involving db is an implicit function of ξ (e.g., Kdrag, Reb, Eo, etc.). Generally
speaking, the constants in the force models can depend on ξ.
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3.1. Gravitational force FG
The gravitational force is a body force that is calculated as
FG = ξg. (35)
3.2. Buoyancy force FB
The buoyancy force is an interfacial force that is modeled as
FB = − ξ
ρb
(∇pl −∇ · τ ∗l ), (36)
where τ ∗l is the part of the liquid-phase deviatoric stress tensor depending
on the fluid viscosity νl.
3.3. Drag force FD
The drag force is an interfacial force that is modeled as
FD = Kdrag
[
ξ
ρb
(Ul −U)− δdis
εl
∇ lnn(ξ)
]
, (37)
where δdis is the dispersion coefficient arising from hydrodynamic interac-
tions. The latter are represented by ∇ lnn(ξ), which depends on ξ, and is
included in Eq. (30) as the term involving Ddis = Kdragδdis/εl. Based on the
Biesheuvel and Gorissen model in Eq. (9), the dispersion coefficient is
δdis = Cdisdb|Ul −U|
√
H(εb), (38)
with Cdis ≈ 1. The drag coefficient is modeled by
Kdrag =
3CDρl |Ul −U|
4db
. (39)
The bubble diameter db is found from the bubble mass ξ, assuming that
bubbles are spherical.
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The drag coefficient CD is computed from [38]
CD = max
{
min
[
A
Reb
(
1 + 0.15Re0.687b
)
, 3A
]
,
8
3
Eo
Eo + 4
}
, (40)
where A = 16 for pure water or A = 24 for contaminated water. The slip
Reynolds number for the gas phase is defined as
Reb =
ρldb |Ul −U|
µl
. (41)
The Eo¨tvo¨s number is defined as [38]
Eo =
(ρl − ρb)gd2b
σb
, (42)
where g is the magnitude of the gravitational acceleration and σb is surface
tension, accounts for the effect of non-spherical on the drag force. In bubbly
flows, Reb is often quite large [29], while the Stokes number St = ρb Reb /ρl
is very small due to the density ratio.
3.4. Virtual-mass force FVM
The virtual-mass force is modeled as [32]
FVM =
ξ
ρb
dρlCvm (Ul −U)
dt
=
ξ
ρb
ρlCvm
(
dUl
dt
− dU
dt
)
, (43)
where Cvm is defined by Eq. (6). The time derivative of average quantities is
taken along the mean path of the bubbly phase:
dUl
dt
=
∂Ul
∂t
+Ub · ∇Ul. (44)
Note that the virtual mass force modifies the bubble mass on the left-hand
side of Eq. (34) by the virtual mass factor
γvm = 1 + Cvm
ρl
ρb
. (45)
For gas–liquid flows, we can observe that γvm ≈ Cvmεlρl/ρb  1 and thus
that the added-mass effect will be important in unsteady flows.
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3.5. Lift force FL
The lift force is modeled as [39]
FL =
ξ
ρb
CLρl (Ul −U)× (∇×Ul) , (46)
where the lift force coefficient is found from [40]
CL =

min [0.288 tanh(0.121Reb), f(Eod)] for Eod < 4
f(Eod) for 4 ≤ Eod ≤ 10.7
−0.27 for Eod > 10.7
, (47)
with
f(Eod) = 0.00105Eo
3
d − 0.0159Eo2d − 0.0204Eod + 0.474.
Here Eod is defined as in Eq. (42), where db is replaced by the maximum
horizontal diameter of the bubble dh, obtained from [41]
dh = db(1 + 0.163Eo
0.757)1/3. (48)
3.6. Wall force FW
The wall force, due to lubrication forces in the liquid when a bubble
approaches a solid surface [42], is modeled as
FW = − ξ
ρb
∇pw. (49)
In this expression, the wall pressure is modeled by
pw = Cwρl |Ul −U|2 db|x− xw| , (50)
where |x − xw| is the distance to the closest wall and Cw = 0.0217 [43].
Alternatively, Antal et al. [42] derived a wall-force model using inviscid flow
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theory for a single spherical bubble with diameter db. From this theory, the
wall pressure can be written as
pw = ρl |Ul −U|2 db|x− xw|
(
a0 − a1 db|x− xw|
+a2
d2b
|x− xw|2 + a3
d3b
|x− xw|3
)
. (51)
Antal et al. [42] applied a Taylor expansion to fit the parameters in their
model. In terms of Eq. (51), their parameters correspond to a0 = 2a1 =
4a2 = Cw and a3 = 0. The models in Eqs. (50) and (51) differ only in
how fast the wall pressure grows when |x − xw| < db. Note that due to
the wall force the bubble-volume fraction will be zero at the wall [42]. As a
consequence, the wall-tangential components of the bubble velocity cannot
be specified at the wall since the bubble-phase deviatoric stress tensor will
be zero there (i.e., the bubble phase is inviscid at the wall).
3.7. Bubble-pressure force FBP
The bubble-pressure force is an interfacial force that models hydrody-
namic interactions at the bubble surface:
FBP = −C∗bp
ξ
ρb
(∇pb −∇ · τ †l ), (52)
where pb is the bubble pressure defined by Eq. (4) with Cbp ≈ 2, and τ †l
is the part of the liquid-phase shear stress for which the effective viscosity
in Eq. (15) depends on νb. The model parameter C
∗
bp represents the rela-
tive magnitude of the liquid-phase normal stress evaluated at the interface
between the bubble and liquid. This parameter is likely to depend on εb.
However, C∗bp = 1 when the bubble surface is subject to the same liquid
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velocity fluctuations as the liquid phase, which we will use as the default
value.
3.8. Bubble coalescence model
One of the primary benefits to using quadrature methods is that the
interaction between bubbles can be modeled naturally. When bubbles collide
they can coalesce, which leads to a change of the bubble size, and, therefore,
of the velocities of bubbles and of other characteristics of the flow. The
coalescence rate can be described as the product of a coalescence frequency
(fi,j) multiplied by an efficiency (ηi,j) [44].
Cc(dα1 , dα2) = f(dα1 , dα2) η(dα1 , dα2), (53)
where dα1 and dα2 are the diameters of the two colliding bubbles. Both of
these terms are dependent on the interaction of two bubble sizes. A common
coalescence model is described in [44] and uses a collisional frequency based
on the collision of bubbles due to turbulent fluctuations in the liquid phase,
and a coalescence efficiency based to the ratio of drainage time scales between
two bubbles and the turbulent time scales.
f(dα1 , dα2) = C1
1/3 (dα1 + dα2)
2 (d2/3α1 + d2/3α2 )1/2 , (54)
η(dα1 , dα2) = exp
(
−C2µlρll
σ2
(
dα1dα2
dα1 + dα2
)4)
, (55)
where C1 and C2 are model constants, and are usually chosen equal to 0.88
and 6.0 · 109, respectively. While not shown in this paper, any model for
coalescence frequency or efficiency can be used with this method [45–48].
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3.9. Bubble breakup Cb
The breakup of bubbles is typically determined by the turbulent intensity
of the flow around the bubbles. It is assumed that turbulent eddies hit the
bubbles and cause breakup. The corresponding model developed by [49] is
Cb(dα1) = C3
1/3
l erfc
√
C4
σ
ρl
2/3
l d
5/3
α1
+ C5
µl√
ρlρb
1/3
l d
4/3
α1
, (56)
where C3 = 6.0, C4 = 0.04, and C5 = 0.01 for air-water mixtures. The num-
ber and size of bubbles created from the breakup of a bubble is determined
by a daughter distribution. Here, a uniform distribution is used:
b(p, ξα1) =
6
p+ 3
ξpα1 , (57)
with p as the moment order in the size direction and ξα is the mass of
a bubble. The complete breakup integral used to compute the change in
bubble size can be seen in Eq. (78) and Eq. (80). As with the coalescence
kernel, this method is not limited to a single breakup model, and any using
the same form can be employed [50, 51].
4. QBMM Closure for Polydisperse Bubbly Flow
In this work, the NDF is reconstructed using QBMM [12, 14]. Approxi-
mating the NDF with a weighted summation of Dirac delta distributions
n(ξ) =
N−1∑
α=0
wαδ(ξ − ξα), (58)
where the N weights wα and N abscissas ξα are computed from the moments
Mp with p ∈ {0, 1, 2, . . . , 2N−1} using the Wheeler algorithm [52]. Gaussian
quadrature is used here, however the Gauss–Radau quadrature is often an
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attractive alternative in which one abscissa is fixed at a lower bound. The
use of the Gauss–Radau quadrature allows the preservation of one additional
moment as well as preventing abscissae from becoming too small (not an
observed problem, but an extra safeguard). The extended quadrature method
of moments (EQMOM) [12, 53], which uses smooth kernel density functions
to approximate the NDF, can be used for post-processing to reconstruct
the bubble size distributions for the solved moment set. Like Gauss–Radau
quadrature, it also uses 2N + 1 moments.
The bubble velocity for node α, Uα, is found from Up using the condidi-
tional quadrature method of moments (CQMOM) [54]. Formally, this is done
by solving the following set of linear systems:
1 1 . . . 1
ξ0 ξ1 . . . ξN
...
. . .
...
ξN−10 ξ
N−1
1 . . . ξ
N−1
N


w0
w1
. . .
wN−1


U0
U1
...
UN−1
 =

U0
U1
...
UN−1
 ,
(59)
or
[V ] · [R] ·Uα = Uα. (60)
which follows from the definition of Up. The solution for the nodal velocities,
Uα, comes from solving
U = [V R]−1 · Up, (61)
where the [V R]−1 is solved using an algorithm for Vandermonde matrices.
Inversely, if wα, ξα and Uα are known, Eq. (59) is used to find Up. wα and
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ξα are related to the moments Mp by
M0
M1
...
M2N−1
 =

1 1 . . . 1
ξ0 ξ1 . . . ξN
...
. . .
...
ξ2N−10 ξ
2N−1
1 . . . ξ
2N−1
N


w0
w1
...
wN
 , (62)
but this nonlinear relation is not useful for computing the weights and ab-
scissas from the moments. In practice, the Gauss quadrature algorithm uses
Mp to find (wα, ξα), and then Eq. (59) is used to find Uα.
4.1. Coupling terms
Using the expression of the approximated joint mass–velocity NDF in
Eq. (58), closure of the coupling term is obtained. For simplicity, we shall
assume that ρb is constant, but this is not required [12]. The bubble-phase
volume fraction is then
εb =
1
ρb
∫ ∞
0
ξn(ξ) dξ =
M1
ρb
. (63)
The coupling term due to momentum exchange between the two phases in
Eq. (13) is
Mlb = −
∫ ∞
0
Flbn(ξ) dξ, (64)
where Flb is the sum of interfacial forces acting on the bubbles:
Flb = F
B + FD + FVM + FL + FW + FBP. (65)
Note that while some force terms in Eq. (64) can be expressed in closed form,
due to the dependence on ξ of the coefficients, most of the terms require the
knowledge of n(ξ).
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Table 1: Interfacial forces appearing in QBMM model for polydisperse bubbly flow.
wαFlb,α = wαF
B
α + wαF
BP
α + wαF
W
α + wαF
D
α + wαF
VM
α + wαF
L
α
wαF
B
α + wαF
BP
α + wαF
W
α = −εα [∇(pl + pb,α + pw,α)−∇ · τ l]
wαF
D
α = Kdrag,α
[
εα(Ul −Uα)− δdis,αεl ∇εα
]
wαF
VM
α = εαρlCvm,α
(
dUl
dt
− dUα
dt
)
wαF
L
α = εαCL,αρl (Ul −Uα)× (∇×Ul)
Gauss quadrature weights and abscissae for each node are related to the
gas density and volume fraction by wαξα = ρbεα where εb =
∑N−1
α=0 εα (see
Eq. (63)). From Eq. (64), we define
Mlb = −
N−1∑
α=0
wαFlb,α, (66)
where Flb,α denotes the forces defined in Sec. 3, evaluated at ξ = ξα. For
completeness, the individual forces are given in Table 1, where Uα is the
bubble velocity for node α. The coefficients of the interfacial force terms
depend on α through the bubble diameter dα = (6ξα/piρb)
1/3 and Uα.
4.2. Monodisperse bubbly flow model
In the monodisperse limit, ρbεb = N ξb = M1 where N = M0 is the
number density of bubbles. In this limit, Eq. (29) yields the bubble-phase
continuity equation:
∂ρbεb
∂t
+∇ · (ρbεbUb) = 0. (67)
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Likewise, Eq. (30) with p = 1 yields the bubble-phase momentum equation:
∂ρbεbUb
∂t
+∇ · (ρbεbUb ⊗Ub + pcI− τ c) = ρbεbg −Mlb. (68)
In the complete two-fluid model, the bubble-phase balances in Eq. (67) and
Eq. (68) are coupled to the liquid-phase balances given in Eq. (12) and
Eq. (13). The final form of the momentum coupling term for monodisperse
bubbly flow is
Mlb = εb [∇(pl + pb + pw)−∇ · τ l] +Kdrag
[
εb (Ub −Ul) + δdis
εl
∇εb
]
+ εbρlCvm
D
Dt
(Ub −Ul)− ε2bρl (Ub −Ul)∇ ·Ub
+ εbCLρl (Ub −Ul)× (∇×Ul) , (69)
where the convective time derivative of the velocity difference is defined by
D
Dt
(Ub −Ul) = ∂
∂t
(Ub −Ul) +Ub · ∇(Ub −Ul). (70)
4.3. Polydisperse bubbly flow model
For polydisperse bubbly flow, Eq. (67) is replaced by continuity relations
for the size moments found from Eq. (25):
∂N
∂t
+∇ ·
(∫ ∞
0
U(ξ)n(ξ) dξ
)
= C0, (71)
∂ρbεb
∂t
+∇ · (ρbεbUb) = 0, (72)
and for 1 < p ≤ 2N − 1:
∂Mp
∂t
+∇ ·
(∫ ∞
0
ξpU(ξ)n(ξ) dξ
)
= Cp, (73)
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where Cp is the change due to coalescence and breakage. Here, Eq. (72) is
due to conservation of mass and the definition of the mean bubble velocity:
εbρbUb =
∫ ∞
0
ξU(ξ)n(ξ) dξ. (74)
The spatial fluxes in Eqs. (71)-(73) depend on the reconstruction of the size
NDF. The spatial flux for Mp is found from
Up =
∫ ∞
0
ξpU(ξ)n(ξ) dξ =
N−1∑
α=0
wαξ
p
αUα. (75)
The moment conservation equation
∂Mp
∂t
+∇ · Up = Cp for p ∈ {0, 1, . . . , 2N − 1} (76)
is thus coupled to Eq. (30) through the definition of the spatial fluxes in
Eq. (74). The entire conservative system of the N bubble pseudo-phases,
or number of discrete bubble sizes used to approximated the bubble size
distribution, and the liquid phase can be solved using finite-volume methods
as described in Sec. 5.
4.4. Coalescence and breakage terms
The source term used to account for size change is broken into two parts,
the first to account for the birth of bubbles (Bcp and Bbp), and the second for
the death of bubbles (Dcp and Dbp):
Bcp,i,j,k =
1
2
N−1∑
α1
wα1v
i
x,α1
vjy,α1v
k
z,α1
N−1∑
α2
wα2 (ξα1 + ξα2)
pCc(dα1 , dα2), (77)
Bbp,i,j,k =
N−1∑
α1
wα1v
i
x,α1
vjy,α1v
k
z,α1
Cb(dα1)b(p, ξα1), (78)
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Dcp,i,j,k =
1
2
N−1∑
α1
wα1v
i
x,α1
vjy,α1v
k
z,α1
N−1∑
α2
wα2(ξ
p
α1
+ ξpα2)Cc(dα1 , dα2), (79)
Dbp,i,j,k =
N−1∑
α1
wα1v
i
x,α1
vjy,α1v
k
z,α1
ξpα1Cb(dα1). (80)
In these equations, N is the number of nodes, Cc(dα1 , dα2) and Cb(dα) are
computed from the chosen coalescence and breakup models, and b(p, ξα1)
is the specified daughter distribution. After combining all birth and death
terms, the final form of the source terms accounting for bubble size change
is:
Cp,i,j,k = Cc;p,i,j,k + Cb;p,i,j,k = Bcp,i,j,k −Dcp,i,j,k + Bbp,i,j,k −Dbp,i,j,k
=
1
2
N∑
α1
wα1v
i
x,α1
vjy,α1v
k
z,α1
N∑
α2
wα2Cc(dα1 , dα2)
× [(ξα1 + ξα2)p − (ξpα1 + ξpα2)]
+
N∑
α1
wα1v
i
x,α1
vjy,α1v
k
z,α1
Cb(dα1)
(
ξpα1 − b(p, ξα1)
)
. (81)
In the numerical algorithm, the coalescence and breakage terms are handled
separately from spatial transport using operator splitting.
5. Numerical Algorithm for Polydisperse Bubbly Flow
The numerical algorithm for the solution of the bubbly flow needs to be
capable of managing both the cases of a flow with high gas volume fraction
and of complete absence of disperse phase. The dense regime in which bub-
bles are highly concentrated, is characterized by all bubbles moving with the
same velocity MpUb = Up. In this regime, the convective fluxes in Eq. (31)
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reduce to Pp = MpUb ⊗ Ub, i.e., all size moments have the same charac-
teristic velocity. Near the dense limit, the bubble-phase momentum balance
reduces to
∂M1Ub
∂t
+∇ · (M1Ub ⊗Ub + P1,v) = M1g +M1A¯− D¯dis∇M1, (82)
where the mass-averaged terms A¯ and D¯dis depend on Ub, and P1,v is a
pressure tensor arising due to polydispersity. When all bubble sizes have the
same velocity, P1,v is null.
By splitting the convective fluxes as described in Sec. 2.4, Eq. (29) and
Eq. (30) yield
∂Mp
∂t
+∇ · Vp +∇ ·MpUb = Cp, (83)
and
∂Up
∂t
+∇ · Pp,v +∇ · Pp,b
= Mpg +
∫ ∞
0
ξp (A−Ddis∇ lnn(ξ))n(ξ) dξ − εbg0
τc
Vp + Cp. (84)
With p = 1, we have V1 = 0, Pp,b = M1Ub ⊗Ub and U1 = M1Ub, so that
Eq. (83) and Eq. (84) can be solved with a standard two-fluid solver for
bubbly flow. From a numerical perspective, the fluxes involving V can be
treated using a kinetic-based scheme and operator splitting. This leads to
the following algorithm:
1. Given the cell-averageMp and Up,1 use the multivariate moment-inversion
algorithm described in Sec. 4 to find wα, ξα and Uα for the bubbly
1Initial values of the moments are computed based on the input variables, which are the
phase individual volume fractions εα, the phase densities, the bubble size of each bubble
class db,α, and the bubble velocities Uα. The only quantities which need to be calculated
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phase. By definition, the velocity of bubbles with size ξα with respect
to the mean, at cell centers, is Vα = Uα−Ub. Using numerical quadra-
ture we have Vp =
∑
αwαξ
p
αVα, and Pp,v =
∑
αwαξ
p
αVα ⊗Uα.
2. Use a kinetic-based advection scheme [11, 25] to partially update Mp
and Up for all p from
∂Mp
∂t
+∇ · Vp = 0, (86)
and
∂Up
∂t
+∇ · Pp,v = 0. (87)
Here the kinetic fluxes are based on Vα using a uniform spatial re-
construction (i.e., the abscissas are constant in each cell). Applying
Gauss’ theorem to the divergence term of the integral form of Eq. (86)
and Eq. (87) leads to∫
Ω
∇ · Vp dS =
∑
f
∑
α
[
wα,ownξ
p
α,own max (Vα,own · Sf , 0)
+wα,neiξ
p
α,nei min (Vα,nei · Sf , 0)
]
, (88)
and∫
Ω
∇ · Pp,v dS =
∑
f
∑
α
[
wα,ownξ
p
α,ownUα,own max (Vα,own · Sf , 0)
+wα,neiξ
p
α,neiUα,nei min (Vα,nei · Sf , 0),
]
(89)
before proceeding with the computation of the initial moments are the quadrature weights:
wα =
6εα
pid3b,α
(85)
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where the index f iterates over the cell faces, and the subscripts own
and nei represent the reconstructed values at cell faces based on the
cell owner and neighbor of the face, respectively. Note that M1 (and,
hence, εb) should remain unchanged in this step, but any numerical
errors will be corrected in step 5. The moments, M?p and U?p , are
partially updated and will be realizable if a realizable scheme is used
to evaluate the weights wα at the cell interfaces.
3. Given the cell-average M?p and U?p , use the moment-inversion algorithm
to recompute wα, ξα, Uα and Vα. Note that the cell-average velocity
Ub = U?1/M1 may change in Step 2. As a consequence, the fluxes that
are function of Ub, including the total flux, need to be updated before
starting to solve the two-fluid equations at the next step.
4. Given the current M1 = ρbεb and U1 = ρbεbUb, use a two-fluid solver
to update M1 and U1, and fluid-phase εl, εlUl. This is done using
∂ρbεb
∂t
+∇ · ρbεbUb = 0, (90)
∂ρbεbUb
∂t
+∇ · [ρbεbUb ⊗Ub + pcI− τ c]
=
∫ ∞
0
ξ (A−Ddis∇ lnn(ξ))n(ξ) dξ, (91)
and flux limiters may be needed to ensure that 0 ≤ εb ≤ 1. Denote the
flux-limited bubble velocity by U†b (i.e., the cell-face values of bubble
velocity), which will be needed in the next step. The integral term in
Eq. (91) is evaluated using numerical quadrature. In order to provide
more details concerning the implementation, the terms of this integral
are examined separately:
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• Buoyancy force
The contribution to the integral in Eq. (91) is∫ +∞
0
ξn(ξ)
∇ · τ ∗l −∇pl
ρb
dξ
=
∑
α
wαξα
ρb
(∇ · τ ∗l −∇pl) = εb(∇ · τ ∗l −∇pl) (92)
Because the pressure and stress tensor do not depend on ξ, and the
term
∑
αwαξα/ρb is the total volume fraction. In the solution of
the two-fluid model, the pressure gradient is removed in the con-
struction of the mean momentum equations, and its contribution
is later accounted for through the pressure correction found from
the solution to the pressure equation. It should also be noted that
in the solution of velocity abscissae, the corresponding size volume
fraction is used, not the total bubble phase volume fraction.
• Drag force
The implementation of the drag force requires care to ensure the
robustness of the iterative solution procedure. We observe that
Ddrag =
∫ +∞
0
ξn(ξ)
Kdrag
ρb
(Ul −U) dξ
=
∑
α
wαξα
Kdrag(Uα, db,α)
ρb
(Ul −Uα) . (93)
This expression does not explicitly depend on the mean gas ve-
locity Ub, which is needed to have a partially implicit treatment
of the drag term in two-fluid iterative solver. However, it can be
observed that Uα = Vα + Ub, where Vα is updated before Step
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4 is started. Substituting this into Eq. (93) leads to:
Ddrag =
∑
α
wαξα
Kdrag(Uα, db,α)
ρb
(Ul −Ub)
−
∑
α
wαξα
Kdrag(Uα, db,α)
ρb
Vα. (94)
The first term of the summation on the right-hand side of Eq. (94)
can now be treated as conventionally done in two-fluid solvers, ob-
serving that the coefficient multiplying the slip velocity is replaced
by the summation
∑
αwαξαKdrag(Uα)/ρb. The second term can
be included in the flux used to define the pressure equation.
• Lift force
The lift force does not present particular difficulty, since it is
treated explicitly or as a flux in two-fluid algorithms. The cor-
responding integrated term is∫ +∞
0
ξn(ξ)
CLρl
ρb
(Ul −U)× (∇×Ul) dξ
=
∑
α
wαξαCL,α
ρl
ρb
(Ul −Uα)× (∇×Ul). (95)
Note that, if the lift coefficient is not constant, it may depend on
the quadrature abscissae.
The same approach used for the lift force can be used for the wall-
lubrication force, the expression of the integral of which is omitted
for brevity.
• Dispersion force
While Ddis is a function of the volume fraction, it is assumed to
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be independent from ξ (the mass). Hence, each bubble size has a
unique Ddis,α. The integrated term for the dispersion force is
Ddis(ξ) = −
∫ +∞
0
ξn(ξ)
ρb
Ddis∇ lnn(ξ) dξ
= −
∑
α
Ddis,α∇
(
wαξα
ρl
)
. (96)
• Virtual-mass force
The integrated contribution of the virtual-mass force is given by
DVM =
∫ +∞
0
ξn(ξ)ρlCVM
(
dUl
dt
− dU
dt
)
dξ. (97)
In order to treat the virtual mass implicitly, as is typically done,
the source term is split into mean and deviation terms (similar to
drag):
DVM =
∑
α
wαξαCVM,α
ρl
ρb
×
[(
dUl
dt
− dUb
dt
)
−
(
dUα
dt
− dUb
dt
)]
, (98)
where the mean is used in the momentum equation and the devi-
ation is added into the flux included in the pressure equation. It
is noted that CVM can be a function of the bubble size.
5. Because the phase volume fraction flux, (εφ)b, is limited in the two
fluid model and not the volumetric flux, φ†b, which is used to advect
the moments, differences between M1 and εbρb are observed. A correc-
tion term is added to φ†b so that M1 is made consistent with the two
fluid model, addressing this inconsistency. The correction term, ψ is
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determined from
αbρb −M∗1
∆t
+∇ · (M∗1Ub) +∇ · (M∗1∇ψ) = 0, (99)
where αbρb is the weighted mass of the bubble phase after the two
fluid model is solved, M∗1 is the size moment of order one after being
transported with the deviation fluxes, and φ†b is the limited flux from
the two fluid model. The mean flux is then corrected with
φ∗b = φ
†
b + |Sf |∇⊥(ψ)f . (100)
Zero gradient boundary conditions are used everywhere except for one
boundary where a fixed value is used to set a reference level for ψ. This
fixed value should be set at a boundary where there is only air so only
a mean velocity exists, hence no correction is needed because this is
the total volumetric flux and is correct.
6. Starting from the cell-average M?p and U?p , finish updating Mp and Up
by solving
∂Mp
∂t
+∇ ·MpU∗b = 0 (101)
and
∂Up
∂t
+∇ · P∗p,b = Mpg +
∫ ∞
0
ξp (A−Ddis∇ lnn(ξ))n(ξ) dξ
+
εbg0
τc
(MpUb − Up) , (102)
where P∗p,b = U∗b ⊗Up. As the advection velocity U∗b is independent of
ξ, a realizable kinetic-based scheme can be used for the advection terms
MpU
∗
b and P∗p,b. For this purpose, advection can be treated separately
using operator splitting. For consistency, Mp in the collisional flux
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should be reconstructed at the cell faces using the cell-average abscissas
ξα and face-value weights wα. The solution of Eq. (102) can be achieved
with a splitting procedure, in the following order:
• Advection with only the kinetic fluxes, computed with a kinetic
scheme, in which the advection velocity is represented by the mean
bubble velocity U∗b in a manner similar to Eq. (88) and Eq. (89).
The only difference is that since U∗b is independent of ξ, the flux
can be taken out of the summation.
• Because the change in bubble momentum due to interfacial forces
is independent of ξ, N equations for the size-dependent bubble
velocities can be solved to account for the change in velocities due
to interfacial forces and bubble–bubble interactions:
wαξα
∂Uα
∂t
= wαξαg +Mlb,α
−Ddis,α∇
(
wαξα
ρb
)
+
wαξαg0
τc
(Ub −Uα) . (103)
7. After the final solution of Eq. (103), the velocity moments are recom-
puted using Eq. (59). Additionally, the mean velocity, Ub and mean
flux φb are updated using Ub = U1/M1 and φb = (Ub)f · Sf where
(Ub)f is the interpolated bubble phase velocity.
8. Lastly, the effect of bubble coalescence and breakup is accounted for
by solving the ODEs for the change in the size and velocity moments
using
∂Mp
∂t
= Cp, (104)
and
∂Up
∂t
= Cp. (105)
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The coupling between the size and velocity moments is important be-
cause the velocity nodes do not remain constant through this step,
instead they will change to ensure that momentum of the bubble phase
is conserved. The source breakup and coalescence kernels can also de-
pend on the relative velocity between bubble sizes [55], meaning that
this source terms needs to be updated after every sub-step. This system
is solved using the RK2-SSP with adaptive time stepping described in
Nguyen et al. [56]. It should be noted that mass and momentum are
conserved in this step so the first order moments do not change.
9. Return to Step 1 with updated Mp and Up.
6. Applications
The method proposed in the previous sections is here applied to a series of
test cases to investigate its mathematical behavior and to illustrate its appli-
cation to relevant problems involving bubbly flows. First the mathematical
properties of the model are studied by performing grid refinement in a case
with a segregated bubble-size distribution to show that the model is hyper-
bolic and has the ability to handle the evolution from segregated bubble sizes
to conditions when different sizes co-exists in the same discretization volume.
The behavior of the model in the monodisperse limit is then verified against
the numerical predictions obtained with the two-fluid solver in OpenFOAM
(twoPhaseEulerFoam)[22]. The predictions of the model are validated exper-
imental cases considering both the bubble column with a central injection,
described in Pfleger et al. [26], and the experimental data of Dı´az et al. [1].
As a last step, the ability of the model to handle flows in complex geometries,
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discretized with an triangular grid, and involving coalescence and breakup,
is examined in a two-phase system with high injection velocity of the gas
phase.
6.1. Mixing of bubbles size distributions
The ability of the approach to handle cases with initially segregated bub-
ble size distributions which mix, while preserving moments and the hyper-
bolic behavior is shown considering a one-dimensional shock tube. The tube
is 1 m long and is discretized with increasing resolutions of 1000, 5000, 10000,
and 20000 computational cells. The distribution in the bottom half consists
of equal volume fraction of 8, 9, and 10 mm bubbles. The top distribution
consists of equal volume fractions of 1, 2, and 3 mm bubbles. The initial vol-
ume fraction of the bubble phase is initially uniformly equal to 0.1 throughout
the tube. The bottom boundary is a no-slip wall, with Neumann conditions
for scalar quantities. The top boundary is set to an outflow condition, en-
suring no back-flow occurs. Because the larger bubbles have a higher rise
velocity, the bubble size distributions, originally represented by Dirac delta
distributions, mix and show a change in the mean diameter. This process
also causes chaotic behavior around the shock lines of the discrete bubble
sizes, as it can be seen in Fig. 1, 2, and 3.
The results show that, while the volume fraction of the domain is initially
uniform, allowing multiple distributions of bubble sizes to move through one
another causes unexpected dynamics. While spikes are present in results
using the higher resolutions, they do not appear to become unbounded with
increasing resolution, but instead the results appear to converge to a solution
using a grid size of ∆x = 0.05 mm. The areas of very high volume fractions
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Figure 1: Bubble volume fraction
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Figure 2: Bubble vertical velocity
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Figure 3: Bubble mean diameter
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Figure 4: Bubble size distribution reconstructed using gamma-EQMOM at y = 0.6 m, at
t = 0.75 s with ∆x = 0.05 mm.
occur where multiple bubble sizes meet in singular point in space and being
to move at the same speed due to interactions. This means that the larger
bubbles are no longer moving through the smaller bubbles, instead they are
reaching an equilibrium velocity. This causes a sudden increase in volume
fraction, and gives the results seen in Fig. 1. The decrease in velocity in front
of the shock is due to the fact that since larger bubbles are no longer moving
through the smaller bubbles, the mean rise velocity decreases as existing
bubbles in this area are advected higher. A possible reconstruction of the
BSD, obtained with the two-node Γ-EQMOM [53], is show in Fig. 4 for t =
0.75. Only two nodes were used because one additional moments is needed
for EQMOM reconstruction, and moments for high-order reconstructions are
not considered in the proposed approach. The reconstructed distribution in
Fig. 4 shows the presence of both distributions at a single point, however it
should be mentioned that this is only one of the possible NDFs corresponding
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Figure 5: Diagram of 2-D bubble column used in validation.
Table 2: Boundary conditions.
BC Volume fraction Velocity Pressure
B1 (inlet) Dirichlet Dirichlet Neumann
B2 (wall) Neumann No-slip Neumann
B3 (outlet) Neumann Neumann Dirichlet
to the truncated moment vector used to obtain the reconstruction.
6.2. Monodisperse case
In this section, the solver is verified and validated in the monodisperse
limit considering the geometry illustrated in Fig. 5 and using the boundary
conditions summarized in Table 2.
The objective of this effort is to show that the proposed method prop-
erly degenerates into a two-fluid model in the monodisperse limit. To such
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purpose, results predicted with the proposed approach are compared to the
solution obtained with the standard two-fluid model available in OpenFOAM.
Only drag and buoyancy force are considered here, following Pfleger et al.
[26]. The inlet volume fraction and superficial bubble velocity is εb = 1 and
0.03 cm/s respectively. The bubble size is assumed to be 2 mm, and the drag
model used is Schiller and Naumann [57]’s. The results of the QBMM solver
and OpenFOAM’s two-phase Eularian solver are presented in Fig. 6 and 7
respectively.
All the figures show good agreement between results obtained from twoPhaseEuler-
Foam and QBMM, except for the velocity profiles in areas of low bubble
volume fractions. This difference occurs in the limit when the bubble volume
fraction is negligible and the drag approaches zero. This discrepancy in bub-
ble velocities may be attributed to the different numerical implementation
of the drag force in the QBMM approach compared to the two-fluid model,
which is required for the general polydisperse case. The comparison of liquid
velocities at three different heights (0.13 m, 0.25 m, and 0.37 m), shown in
Fig. 8, show good agreement, with little to no deviation between solutions
obtained with QBMM and the two-fluid model, except the valleys in velocity
at near the walls in which the two solution are mirrored. The time-averaged
volume fraction predicted by the two approaches is also identical. These
results show that in the monodisperse limit, the first moments of the joint
size–velocity NDF are unaffected by the deviation moments, as expected,
since the latter are null. The simulation completed with twoPhaseEuler-
Foam [22] took 50 min, while the OpenQBMM solver took 65 min, both on
a workstation with a dual Intel Xeon CPU Intel R© Xeon R© CPU E5-2667 v3
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(a) Bubble volume fraction (b) Bubble velocity magni-
tude
(c) Water velocity magni-
tude
Figure 6: Time-averaged results using a single bubble size with QBMM solver
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(a) Bubble volume fraction (b) Bubble velocity magni-
tude
(c) Water velocity magni-
tude
Figure 7: Time-averaged results using the monodisperse two-fluid solver
46
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0.04
 0.06
 0  0.05  0.1  0.15  0.2
Ve
rti
ca
l L
iq
ui
d 
Ve
lo
cit
y 
(m
/s)
Width [m]
OpenFOAM
QBMM
(a) Sampling at height of 0.13 m
-0.06
-0.04
-0.02
 0
 0.02
 0.04
 0.06
 0  0.05  0.1  0.15  0.2
Ve
rti
ca
l L
iq
ui
d 
Ve
lo
cit
y 
(m
/s)
Width [m]
OpenFOAM
QBMM
(b) Sampling at height of 0.25 m
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0.04
 0.06
 0  0.05  0.1  0.15  0.2
Ve
rti
ca
l L
iq
ui
d 
Ve
lo
cit
y 
(m
/s)
Width [m]
OpenFOAM
QBMM
(c) Sampling at height of 0.37 m
Figure 8: Vertical liquid velocity versus column width
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at 3.20 GHz, using 4 cores with an adaptive time-step allowing a maximum
Courant number of 0.5. This additional time is likely due to the fact that
the moments are inverted at each step, as well as to the additional Poisson
equation solved each step used to correct the bubble-phase mean flux.
6.3. Pfleger polydisperse case
The same system described in [26], with the same geometry and boundary
conditions as the case in the previous section, is simulated in this section using
QBMM and assuming a polydisperse flow with three unique bubble sizes
(1 mm, 2.5 mm, and 4 mm), all with equal volume fractions and velocities
at the inlet (ξαwα/ρb = 0.33). Using these known values, the mass of a
single bubble (the abscissa) was calculated, and the volume fraction was then
used to calculate the number of bubbles per unit volume (weight). These
quantities were then used to construct the 2N moments required by the
standard moment inversion. As in the previous case, only drag and buoyancy
were used in this simulation.
Simulation results are shown in Fig. 9, where they are compared to both
experiments and simulations from [26]. Fig. 10 shows the comparison of
QBMM results to the experiments, monodisperse simulations, and multi-
phase simulations using three bubble phases with constant diameter to rep-
resent bubbles of different sizes.
Additionally, a 3-D case was run using QBMM as well to study the ef-
fect of the two-dimensional representation of the computational domain on
the accuracy of the predictions. It is apparent that two-dimensional simula-
tions are unable to properly predict the velocity profile in the system, while
three-dimensional simulations provide the best level of agreement with the
48
(a) Bubble volume frac-
tion
(b) Bubble velocity mag-
nitude
(c) Mean bubble diameter
Figure 9: Time-averaged of Pfleger case with three-node QBMM.
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Figure 10: Vertical liquid velocity versus column width of Pfleger simulations, experiments,
and polydisperse simulation
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experimental data. In addition, the average bubble diameter also shows the
expected qualitative distribution of bubbles throughout the domain, where
larger bubble are more concentrated at the center of the column with smaller
bubbles concentrating further from the center [38]. The cost of the QBMM
method was roughly three times that of the multi-fluid fluid simulation (17 h
compared to 5 h on 4 CPU cores of the same workstation described before).
This is primarily due to the restriction on the Courant number (Co) in order
to preserve the realizability of the moment set, QBMM required Co = 0.1,
while the multi-fluid solver only required Co = 0.5. However when the multi-
fluid solver used a Courant number of 0.1, the simulation took 31 hours. It
should also be noted that with no breakup or coalescence kernels included,
the bubble sizes stay exactly the same through the entire domain.
6.4. Dı´az polydisperse case
The last case used to validate the polydisperse solver is described in Dı´az
et al. [1], in which the same geometry is used as in the prior two cases,
however the inlet velocity is varied and the plume oscillation time and gas
hold-up are observed. The bubble sizes used in this case are 3.5 mm, 5 mm,
and 6.5 mm, all equal in volume fraction, with a mean chosen to match
experimental observation (5 mm [1]), and the same approach to construct
initial moments was used as in the previous example. No information about
the size distribution was given from experimental data, so an arbitrary dis-
tribution was used. As mentioned previously, all source terms included in
Sec. 3 are used in these simulations. The dispersion coefficient was modeled
according to Panicker et al. [9], drag and lift forces are described by the
model of Tomiyama [40, 58], the wall-pressure model of Antal et al. [42] was
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used, and a constant virtual-mass coefficient of 0.5 was used.
An example of the averaged fields obtained from the simulations can be
seen in Fig. 12, while the pressure oscillations in the column as a function of
time are reported in Fig. 11. It can be seen in Fig. 12 that the magnitude and
frequency of the low frequency oscillations match very well with that observed
in experiments. The difference in the high frequency oscillations is due to
experimental noise. While the pressure oscillations show good agreement for
the lower flow rates, the plume oscillations for higher inlet velocities are less
frequent (roughly half the frequency) than is seen in the experiments, this is
likely due to the diffusion added by the first order schemes. The experiments
also show visually a near uniform region of bubbles in the upper half of the
column something that is not predicted (Fig. 12). While this is not seen, the
flow regimes are predicted quite well with liquid re-circulation zones along the
walls for inlet velocities less than or equal to 2.4 cm/s, and higher velocities
beginning to drag bubbles into these vorticies.
6.5. Mixing vessel on unstructured mesh
The final case used to test the solver was selected to demonstrate the
capability of the approach to deal with complex geometries discretized using
triangular grids. In addition, it shows the ability of the method to handle
difficult case setups, with high superficial velocity, as well as the ability to
account for breakup and coalescence. The geometry of a mixing vessel was
selected due to its common presence in industrial applications. A close up
of the inlet section (bottom of the mixer) can be seen in Fig. 13(a) and the
mesh, consisting of 6232 cells can be seen in Fig. 13(b). The inlet diameter is
1 cm and the outer mixer diameter is 1 m. The height of the angled section
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(a) Bubble volume frac-
tion
(b) Bubble velocity mag-
nitude with water stream-
lines
(c) Mean bubble diameter
Figure 11: Results obtained in the Dı´az case for 1.19 cm/s inlet velocity
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(b) Inlet bubble velocity of 0.24 cm/s
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(c) Inlet bubble velocity of 0.71 cm/s
Figure 12: Normalized pressure at different inlet velocities in Dı´az case
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(a) (b)
Figure 13: Geometry and mesh used to simulate mixing vessel
is 1 m and an initial water height of 2.7 m was used. The superficial inlet
gas velocity is 10 m/s, and a gas volume fraction of 1.0. The coalescence
and breakup described in Secs. 3.9 and 3.8 are used in this application. The
turbulent time-scale necessary for the coalescence and breakup closure models
was obtained using the Smagorinsky [59] eddy viscosity model. The same
drag, virtual mass, and lift models were used as in Sec. 6.4.
The simulation was run for 25 s of actual flow time. Results at 2 s and
25 s can be seen in Figs. 14 and 15. The bubble size distribution at the center
of the vessel, 1 m vertically from the inlet (can be seen in the contour plots
of bubble diameter), at t = 2 s and t = 25 s, has been reconstructed using
the two-node Γ-EQMOM, and can be seen in Fig. 16.
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(a) Bubble volume
fraction
(b) Bubble velocity
magnitude
(c) Bubble mean
diameter
Figure 14: Instantaneous fields at t = 2 s.
(a) Bubble volume
fraction
(b) Bubble velocity
magnitude
(c) Bubble mean
diameter
Figure 15: Instantaneous fields of at t = 25 s.
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(b) Distribution at t = 25 s
Figure 16: Example of the bubble size distribution reconstructed using gamma-EQMOM
at the center of the vessel.
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7. Conclusions
A quadrature-based algorithm to simulate polydisperse bubbly flows with
evolving size distribution was presented. A robust computational method
was formulated in order to ensure the stability of the solution of the model
in cases where the gas phase is highly concentrated or absent. An example
application was considered to demonstrate that the approach properly de-
generates into a two-fluid model in the mono-disperse limit. The predictive
capabilities of the approach were then verified considering the bubble column
of Pfleger et al. [26] and of Dı´az et al. [1]. Good agreement was observed
when three-dimensional simulations are used for the first case. The QBMM
approach predicted pressure oscillation in agreement with experiments from
Dı´az et al. [1]. However, like the standard two-fluid model, the gas hold-up
was significantly under-estimated at high gas flow rates. Lastly, the capabil-
ity of the approach to be used to simulate bubbly flows with coalescence and
breakage in non-trivial geometries was demonstrated considering a mixing
vessel discretized with a triangular grid. Future work will concern the devel-
opment of realizable multivariate high-order convection schemes for moment
transport, in order to reduce the numerical diffusion affecting the accuracy
of the numerical predictions. The future inclusion of mass transfer terms
such as boiling and condensation would be also be greatly beneficial for the
nuclear industry as well.
Code repository
The source code of the implementation of the algorithm described in
this article is included into OpenQBMM, an open-source implementation of
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QBMM for OpenFOAM. The code can be downloaded from the git repository
https://github.com/OpenQBMM, and is distributed under the terms of the
GNU General Public License version 3. The repository also contains all the
test cases mentioned in this article.
Acknowledgments
The authors would like to gratefully acknowledge the support of the US
National Science Foundation under the SI2–SSE award NSF–ACI 1440443.
Simulations were performed using the HPC cluster funded by the NSF-MRI
award no. 1726447.
References
[1] M. E. Dı´az, F. J. Montes, M. A. Gala´n, Experimental study of the
transition between unsteady flow regimes in a partially aerated two-
dimensional bubble column, Chem. Eng. Process. 47 (2008) 1867–1876.
doi:10.1016/j.cep.2007.10.012.
[2] Y. T. Shah, B. G. Kelkar, S. P. Godbole, W.-D. Deckwer, Design pa-
rameters estimations for bubble column reactors, AIChE J. 28 (1982)
353–379. doi:10.1002/aic.690280302.
[3] N. Kantarci, F. Borak, K. O. Ulgen, Bubble column reactors, Process
BioChem. 40 (2005) 2263–2283. doi:10.1016/j.procbio.2004.10.004.
[4] D. A. Drew, Mathematical modeling of two-phase flow, Annu. Rev.
Fluid Mech. 15 (1983) 261–291.
59
[5] J. Sanyal, D. L. Marchisio, R. O. Fox, K. Dhanasekharan, On the
comparison between population balance models for CFD simulation of
bubble columns, Ind. Eng. Chem. Res. 44 (2005) 5063–5072. doi:10.
1021/ie049555j.
[6] M. Petitti, A. Nasuti, D. L. Marchisio, M. Vanni, G. Baldi, N. Mancini,
F. Podenzani, Bubble size distribution modeling in stirred gas–liquid
reactors with QMOM augmented by a new correction algorithm, AIChE
J. 56 (2010) 36–53. doi:10.1002/aic.12003.
[7] B. Stewart, B. Wendroff, Two-phase flow: Models and methods, J. Com-
put. Phys. 56 (1984) 363–409. doi:10.1016/0021-9991(84)90103-7.
[8] M. Ndjinga, Influence of interfacial pressure on the hyperbolicity of the
two-fluid model, C. R. Math. 344 (2007) 407–412. doi:10.1016/j.crma.
2007.02.006.
[9] N. Panicker, A. Passalacqua, R. Fox, On the hyperbolicity of the two-
fluid model for gas–liquid bubbly flows, Appl. Math. Model. (2018).
doi:10.1016/j.apm.2018.01.011.
[10] A. Kumbaro, M. Ndjinga, Influence of interfacial pressure term on the
hyperbolicity of a general multifluid model, The Journal of Computa-
tional Multiphase Flows 3 (2011) 177–195. doi:10.1260/1757-482X.3.
3.177.
[11] D. L. Marchisio, R. O. Fox, Computational Models for Poly-
disperse Particulate and Multiphase Systems, 2013. doi:10.1017/
CBO9781139016599.
60
[12] C. Yuan, B. Kong, A. Passalacqua, R. O. Fox, An extended quadrature-
based mass-velocity moment model for polydisperse bubbly flows, Can.
J. Chem. Eng. 92 (2014) 2053–2066. doi:10.1002/cjce.22006.
[13] A. Buffo, D. L. Marchisio, M. Vanni, P. Renze, Simulation of polydis-
perse multiphase systems using population balances and example ap-
plication to bubbly flows, Chem. Eng. Res. Des. 91 (2013) 1859–1875.
doi:10.1016/j.cherd.2013.06.021.
[14] V. Vikas, C. Yuan, Z. Wang, R. Fox, Modeling of bubble-column flows
with quadrature-based moment methods, Chem. Eng. Sci. 66 (2011)
3058–3070. doi:10.1016/j.ces.2011.03.009.
[15] S. Lo, D. Zhang, Modelling of break-up and coalescence in bubbly two-
phase flows, The Journal of Computational Multiphase Flows 1 (2009)
23–38.
[16] B. Selma, R. Bannari, P. Proulx, Simulation of bubbly flows: Com-
parison between direct quadrature method of moments (DQMOM)
and method of classes (CM), Chem. Eng. Sci. 65 (2010) 1925–1941.
doi:10.1016/j.ces.2009.11.018.
[17] T. Frank, P. J. Zwart, J.-M. Shi, E. Krepper, D. Lucas, U. Rohde,
Inhomogeneous MUSIG Model – a Population Balance Approach for
Polydispersed Bubbly Flows, Bled, Slovenia, 2005, p. 14.
[18] M. Ho, G. Yeoh, J. Tu, Population balance models for subcooled boil-
ing flows, Int. J. Numer. Method. H. 18 (2008) 160–172. doi:10.1108/
09615530810846310.
61
[19] G. H. Yeoh, J. Y. Tu, Two-fluid and population balance models for
subcooled boiling flow, Appl. Math. Model. 30 (2006) 1370–1391.
doi:10.1016/j.apm.2006.03.010.
[20] H. G. Weller, Derivation, Modeling, and Solution of the Conditionally
Averaged Two-Phase Flow Equations, Technical Report, OpenCFD,
2005.
[21] H. G. Weller, Bounded Explicit and Implicit Second-Order Schemes for
Scalar Transport, Technical Report, 2006.
[22] OpenCFD Ltd., OpenFOAM - The Open Source CFD Toolbox - User’s
Guide, 2 ed., United Kingdom, 2018.
[23] D. Spalding, Numerical computation of multi-phase fluid flow and heat
transfer, in: C. Taylor (Ed.), Recent Advances in Numerical Methods
in Fluids, Pineridge Press, 1980.
[24] D. B. Spalding, Developments in the IPSA procedure for numerical com-
putation of multiphase-flow phenomena with interphase slip, unequal
temperatures, etc., in: T. M. Shih (Ed.), Numerical methodologies in
heat transfer, Hemisphere, 1983, pp. 421 – 436.
[25] B. Perthame, Second-Order Boltzmann Schemes for Compressible Euler
Equations in One and Two Space Dimensions, SIAM J. Numer. Anal.
29 (1992) 1–19. doi:10.1137/0729001.
[26] D. Pfleger, S. Gomes, N. Gilbert, H.-G. Wagner, Hydrodynamic sim-
ulations of laboratory scale bubble columns fundamental studies of the
62
Eulerian–Eulerian modelling approach, Chem. Eng. Sci. 54 (1999) 5091–
5099.
[27] A. Biesheuvel, W. C. M. Gorissen, Void fraction disturbances in
a uniform bubbly fluid, Int. J. Multiph. Flow 16 (1990) 211–231.
doi:10.1016/0301-9322(90)90055-N.
[28] G. K. Batchelor, A new theory of the instability of a uniform
fluidized bed, J. Fluid Mech. 193 (1988) 75–110. doi:10.1017/
S002211208800206X.
[29] J. Magnaudet, I. Eames, The motion of high-Reynolds-number bubbles
in inhomogeneous flows, Annu. Rev. Fluid Mech. 32 (2000) 659–708.
[30] V. N. Prakash, J. Mart´ınez Mercado, L. van Wijngaarden, E. Mancilla,
Y. Tagawa, D. Lohse, C. Sun, Energy spectra in turbulent bubbly flows,
J. Fluid Mech. 791 (2016) 174–190. doi:10.1017/jfm.2016.49.
[31] S. Tenneti, S. Subramaniam, Particle-Resolved Direct Numerical Simu-
lation for Gas-Solid Flow Model Development, Annu. Rev. Fluid Mech.
46 (2014) 199–230. doi:10.1146/annurev-fluid-010313-141344.
[32] A. Biesheuvel, S. Spoelstra, The added mass coefficient of a dispersion of
spherical gas bubbles in liquid, Int. J. Multiph. Flow 15 (1989) 911–924.
doi:10.1016/0301-9322(89)90020-7.
[33] N. Zuber, On the dispersed two-phase flow in the laminar flow regime,
Chem. Eng. Sci. 19 (1964) 897–917. doi:10.1016/0009-2509(64)
85067-3.
63
[34] M. R. Davidson, Numerical calculations of two-phase flow in a liquid
bath with bottom gas injection: the central plume, Appl. Math. Model.
14 (1990) 67–76.
[35] D. Drew, R. Lahey, Interfacial dissipation iin two-phase flow., ASME,
Chicago, 1980, pp. 47–51.
[36] R. O. Fox, Quadrature-Based Moment Methods for Polydisperse Mul-
tiphase Flows, in: Stochastic Methods in Fluid Mechanics, CISM In-
ternational Centre for Mechanical Sciences, Springer, Vienna, 2014, pp.
87–136.
[37] D. Bonn, M. M. Denn, L. Berthier, T. Divoux, S. Manneville, Yield
stress materials in soft condensed matter, Rev. Mod. Phys. 89 (2017)
035005. doi:10.1103/RevModPhys.89.035005.
[38] A. Tomiyama, Struggle with computational bubble dynamics, Multiph.
Sci. Tech. 10 (1998) 369–405.
[39] T. R. Auton, The lift force on a spherical body in a rotational flow, J.
Fluid Mech. 183 (1987) 199–218. doi:10.1017/S002211208700260X.
[40] A. Tomiyama, H. Tamai, I. Zun, S. Hosokawa, Transverse migration of
single bubbles in simple shear flows, Chem. Eng. Sci. 57 (2002) 1849–
1858.
[41] R. M. Wellek, A. K. Agrawal, A. H. P. Skelland, Shape of liquid drops
moving in liquid media, AIChE J. 12 (1966) 854–862. doi:10.1002/aic.
690120506.
64
[42] S. P. Antal, R. T. Lahey Jr, J. E. Flaherty, Analysis of phase distribution
in fully developed laminar bubbly two-phase flow, Int. J. Multiph. Flow
17 (1991) 635–652.
[43] S. Hosokawa, A. Tomiyama, S. Misaki, T. Hamada, Lateral Migration
of Single Bubbles Due to the Presence of Wall (2002) 855–860. doi:10.
1115/FEDSM2002-31148.
[44] C. A. Coulaloglou, L. L. Tavlarides, Description of interaction processes
in agitated liquid-liquid dispersions, Chem. Eng. Sci. 32 (1977) 1289–
1297.
[45] A. Chesters, The modelling of coalescence processes in fluid-liquid dis-
persions : a review of current understanding, Chem. Eng. Res. Des. 69
(1991) 259–270.
[46] M. J. Prince, H. W. Blanch, Bubble coalescence and break-up in air-
sparged bubble columns, AIChE J. 36 (1990) 1485–1499.
[47] R. Sungkorn, J. J. Derksen, J. G. Khinast, Euler-Lagrange modeling of
a gas-liquid stirred reactor with consideration of bubble breakage and
coalescence, AIChE J. 58 (2012) 1356–1370. doi:10.1002/aic.12690.
[48] N. Bizmark, N. Mostoufi, M.-R. Mehrnia, S. M. Zarringhalam, A. Yaz-
dani, Coalescence efficiency of bubbles in bubble columns, Can. J.
Chem. Eng. 90 (2012) 1579–1587. doi:10.1002/cjce.20664.
[49] V. Alopaeus, M. Laakkonen, J. Aittamaa, Numerical solution of
moment-transformed population balance equation with fixed quadra-
65
ture points, Chem. Eng. Sci. 61 (2006) 4919–4929. doi:10.1016/j.ces.
2006.03.028.
[50] M. Laakkonen, V. Alopaeus, J. Aittamaa, Validation of bubble break-
age, coalescence and mass transfer models for gas–liquid dispersion in
agitated vessel, Chem. Eng. Sci. 61 (2006) 218–228. doi:10.1016/j.
ces.2004.11.066.
[51] H. Luo, H. F. Svendsen, Theoretical model for drop and bubble breakup
in turbulent dispersions, AIChE J. 42 (1996) 1225–1233.
[52] J. C. Wheeler, Modified Moments and Gaussian Quadratures, Rocky.
Mt. J. Math. 4 (1974) 287–296.
[53] C. Yuan, F. Laurent, R. Fox, An extended quadrature method of mo-
ments for population balance equations, J. Aerosol Sci. 51 (2012) 1–23.
doi:10.1016/j.jaerosci.2012.04.003.
[54] C. Yuan, R. O. Fox, Conditional quadrature method of moments for
kinetic equations, J. Comput. Phys. 230 (2011) 8216–8246. doi:10.1016/
j.jcp.2011.07.020.
[55] F. Lehr, D. Mewes, A transport equation for the interfacial area den-
sity applied to bubble columns, Chem. Eng. Sci. 56 (2001) 1159–1166.
doi:10.1016/S0009-2509(00)00335-3.
[56] T. T. Nguyen, F. Laurent, R. O. Fox, M. Massot, Solution of popula-
tion balance equations in applications with fine particles: mathematical
modeling and numerical schemes, J. Comp. Phys. 325 (2016) 129–156.
66
[57] L. Schiller, A. Naumann, U¨ber die grundlegenden Berechnungen bei der
Schwerkraftaufbereitung, Ver. Deut. Ing. 77 (1933) 318–320.
[58] A. Tomiyama, I. Kataoka, I. Zun, T. Sakaguchi, Drag Coefficients of
Single Bubbles under Normal and Micro Gravity Conditions., JSME
Int. J. T. 41 (1998) 472–479. doi:10.1299/jsmeb.41.472.
[59] J. Smagorinsky, General circulation experiments with the primi-
tive equations, Mon. Wea. Rev. 91 (1963) 99–164. doi:10.1175/
1520-0493(1963)091<0099:GCEWTP>2.3.CO;2.
67
