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1. Bevezetés
Az adatbáziskezelő rendszereket többféleképpen 
szoktuk osztályozni, de a leginkább használatos osztá­
lyozás aszerint történik, hogy a felhasználó szempontjá­
ból miként valósul meg az "adatok” és az adatok közti 
"kapcsolatok" ábrázolása. Eszerint három adatmodell ti- 
pust különböztetünk meg: hierarchikust, hálózatost és 
relációst. Az E. F. Codd által bevezetett relációs adat­
modell CIO: az adatkezelés egyik legigéretesebb eszköze.
A relációé megközelitésben a kapcsolatokat ugyanúgy 
ábrázoljuk, mint a valós világ többi adatát, azaz n-esek 
segitségével. A relációs adatmodell nem a gépi oldal le­
hetőségeit igyekezik kihasználni, illetve bőviteni, hanem 
a felhasználó szempontjából indul ki és azt a célt tűzi 
ki, hogy a felhasználó a számára a lehető legszemléle­
tesebb formában ábrázolhassa ill. dolgozhassa fel ada­
tait.
A relációs adatmodell az adatbázisok logikai szer­
kezetének leirására alkalmas eszköz. Ez a modell az-adat­
tárolást szemléletes formában, mátrix alakban valósitja 
meg. A relációs adatbázis egy egységét, a Codd-féle re­
lációt táblázatként, pontosabban mátrix alakban képzeljük 
el. A mátrix sorai az adatrekordok, az oszlopai pedig a 
tulajdonságok, más szóval az attribútumok. A Codd-féle 
reláció ezek szerint egy homogén file.
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A pontos definíció a következő:
Legyen fi egy nem üres véges halmaz (fí={a.,... ,a } ) . 
fi feletti relációknak / R / nevezzük az fi halmazon 
értelmezett függvények véges halmazait. Tehát, ha r 
egy reláció fi felett, és h e R , akkor h az fi halma­
zon értelmezett függvény. A relációkat szemléletesen 
kétdimenziós táblázatként ábrázoljuk: ha R egy reláció 
az fi felett és R={h1 ,h2,..., h^ } , akkor az r
R elemeit r sorainak nevezzük , fi pedig az attribútu­
mok halmaza. Vegyük észre, hogy az R reláció sorait 
hagyományos értelemben rekordoknak nevezzük.
A relációban nem engedjük meg, hogy két sor azonos 
legyen.
Szokásos még a következő, áz imént adottól némileg 
eltérő definíció is.
Minden egyes attribútumhoz tartozik egy Da halmaz, 
azon dolgok halmaza, amelyek az a attribútum "értékei" 
lehetnek. A \  halmazt az a attribútum érték- 
készletének vagy domainjének nevezzük. A reláció a
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domainek szorzatterének: egy részhalmaza. A pontos definíció 
a következő:
1.1 Definíció. Legyen ß egy véges halmaz és a e fi 
esetén Da egy nem üres halmaz. Az Re * D_ halmazokat n 
feletti relációknak nevezzük. a c ^
Ha R egy reláció az fi felett és h e R , akkor h 
egy függvény
h : fi и D ,a
és világos, hogy aefi
(Va)(a 6 fi => h(a) 6 D ).a
Ez a definíció a relációs adatmodell konkrét alkalmazásá­
ra tekintettel követeli meg az attribútumok adott domain- 
jeiből való értékválasztást.
A relációs adatmodellek elméletének két fő területe 
van: az egyik a relációs adatmodell szerkezetének megfelelő 
módszerek kidolgozása az adatok közti összefüggések feltá­
rására és lehetőleg kényelmes kezelésére. Az e területen 
elért eredmények alapvetően kétféle módot nyújtanak az 
összefüggések absztrakt leirására; a funkcionális függések 
illetve a metszet-függések fogalmait.
A másik fő terület a relációs adatmodellek lekérde­
zésének vizsgálata. Itt az alapvető feladat minél haté­
konyabb és a felhasználói igényeket minél jobban kielégitő 
lekérdező nyelv definiálása.
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Dolgozatunkban a funkcionális függéssel és ennek to­
vábbi három analógonjával foglalkozunk. A 4 ,  részben érint­
jük a lekérdezéssel kapcsolatos problémakört is.
Egy relációs adatbázis feladata általánosan fogalmaz­
va az információszolgáltatás. Ennek hatékony eszköze az 
adatok közötti összefüggések feltárása. Relációs adatmodell 
alkalmazásakor ezen összefüggések egyik fontos formája az 
E.P. Codd c 10 ^ által bevezetett funkcionális függés сЗз •
1.2 Definíció. Legyen fi egy attributumhalmaz és r 
egy fi feletti reláció. Ha A ç fi, Bç fi és
(Vh,geR)((VaeA)(h(a)=g(a) ))=> fVbeB) (h(b)^(b) )),
akkor azt mondjuk, hogy в funkcionálisan függ A -tói 
az R relációban, jelekben А | в.
Az А I в tehát azt jelenti, hogy az R bármely
sorának в -beli attribútumokhoz tartozó értékeit "meg­
határozzák " az A -beli attribútumokhoz tartozó ér­
tékek.
Legyen R egy fi feletti reláció. Jelöljük F - 
rel az R relációban fennálló funkcionális függések halmazát
Fr = { (A,B ) : A ç  fi, B ç  fi, A I В }.
azaz
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Az halmazt az R relációban fennálló funkcionális
függőségek teljes családjának nevezzük. Az F teljes csa-R
ládot azért érdemes vizsgálni, mert ha adott egy reláció, 
melynek ismerjük funkcionális függőségeit, akkor ezeket 
felhasználhatjuk bizonyos, az adatbázisra vonatkozó informá 
ciók tömörítésére és számitógép memória kihasználásának lé­
nyeges javítására.
A funkcionális függéssel analóg módon definiálhatunk 
három további, a relációs adatmodell alkalmazásakor az ada­
tok közti összefüggések hatékony leírására alkalmas függést 
a duális, erős és gyenge függést С14:.
1.3 Definíció. Legyen R egy reláció az Œ attri- 
butum-halmaz felett, legyenek továbbá A és В az ß 
részhalmazai.
Ha ( Vh, ç6R ) [ (3a6A) (h(a)=g(a) ) =*> (3bGB) (h(b)=g(b) ) ),
akkor в duálisan függ A -tói R-ben (а + в);R
ha (Vh,geRM(3:aeA)(h(a)=g(a)) => (VbeB) (h(b)=g(b) ) ), 
akkor B erősen függ A-tói R-ben (A § В ;К
ha
(Vh,geR) ( (VaGA) (h(a)=g(a) ) => &b6B) (h(b)=g(b) ) ),
W
B gyengén függ A -tói R -ben (a | b ],akkor
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Egy R relációban fennálló duális, erős és gyenge 
függések halmazát %  -rel, sr -rel illetve wr -rel 
jelöljük.
Nevezzük teljes У -családoknak (ye{f,d,s,W}) a
P(ß) X p(n) azon részhalmazait, melyek fi feletti
relációknak megfelelő tipusú függés halmazai. Egy R 
reláció logikai struktúráján FRj pR> teljes csa­
ládokat értjük.
A duális és gyenge függések ismerete nagyban segitheti 
és gyorsíthatja a relációs adatmodellek információszolgál­
tatását olyan esetekben, amikor a felhasználó nem ismer 
minden, a kivánt információ nyeréséhez általában szüksé­
ges attribútumértéket, illetve amikor tulajdonságok egy 
halmazáról csak részleges információkra van szüksége.
Erős függések fennállása nagy relációknak kisebbek­
re való 3zétvágását és ezzel a tárolás helyigényének je­
lentős csökkentését teszi lehetővé. Ez a szétvágás a 
funkcionális függés esetére E.F. Codd clin, C18 3 ál­
tal leirttal analóg módon történik.
A relációs adatmodellek elméletének egyik fő prob­
lémája: adott tipusú függések teljes családjainak belső 
jellemzése - axiomatizálása. W.W. Armstrong alapvető 
cikke C33 a teljes f-családokra ad axiómarendszert. 
Axiómarendszerével azonban a teljes f-családokra vonatkozó 
fontos, kombinatorikai jellegű problémák c7 118 c 9 1
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nehezen kezelhetőek; c83-ban adott Armstrong axiómarend­
szerének olyan módosítása, melynek alapján bizonyos ti- 
pusú problémák kényelmesen tárgyalhatok с7,23з.
E dolgozat egyik célja olyan axiômarendæer kidolgozása, 
amely a teljes f-családok kombinatorikus jellemzőit Írja le.
Ezen kívül foglalkozunk még a teljes családok elméletének két 
problémájával és a lineáris relációkkal. Végül egy konkrét 
rendszer leírását adjuk meg relációs adatmodellben.
A 2. és a 3. részben a teljes У -családok (ye{f,d,s,W})
kombinatorikus struktúráját vizsgáljuk és lineáris reláci­
ókkal foglalkozunk.
A 2.2 részben megfogalmazzuk a funkcionális és a 
duális függések teljes családjai között fennálló dualitást 
(2.1. Lemma), majd hasonló szerkezetű axiómákat ( F-, D,-S- 
és W -axiómák ) adunk a teljes f-,d- és s -családok 
és az üres kezdőtagú függést nem tartalmazó teljes W - 
családok jellemzésére ( 2.1 Tétel ).
A 2.3« részben rámutatunk a 2.2-ben adott axiómák 
hasonlóságának okára. Definiáljuk a mátrixok egyenlőség­
halmazának fogalmát és bebizonyítjuk, hogy jellemzi őket 
az a tulajdonságuk, hogy bármely három sor által megha­
tározott három egyenlőséghalmaz Д -rendszert alkot 
(2.2 Tétel). A 2.2 Tételre támaszkodva megfogalmazzuk 
az F-, D,-S,- és W -axiómára hasonlító f '-D',- S',- és
W'-axiómákat, és bebizonyítjuk, hogy ezek ekvivalensek 
vesszőtlen megfelelőikkel, a W' -axiómát kivéve 
(2.3 Tétel) .
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Végül a 2.4 Tételben bebizonyítjuk, hogy az p', d',- s’,- 
és W* -axiómák jellemzik a teljes f-,d-,s- és W -csa­
ládokat r 21,27
A 3. részben két, teljes f -családokra vonatkozó kombi 
natorikus problémát vizsgálunk. Az első: meghatározni a mini 
mális S(n) (s(n)) számot, mellyel egy n elemű halmaz min­
den teljes f —családja ( antilánca С;10з,п 21Ю reprezen­
tálható egy legfeljebb S(n)(s(n)) soros reláció funkcio­
nális függéseinek [kijelölt kulcsainak) rendszereként.
A másik probléma teljes f -családok minimális számos­
ságra generátorrendszereinek jellemzése és e számosság meg­
határozása. A 3.3 és 3.5 Tételekben a következőket igazol­
juk:
П2 (cn/2l) = s(n) =  (:n/2:J + 1  ®s
n2 ^ Cn/2:| = s(n) 1  2 fcn/2:J + b
A teljes f -családok minimális számosságé generátor- 
rendszereit a teljes családok maximális jobboldalainak 
metszetirreducibilis elemeivel jellemezzük ( 3.7 Tétel) 
és megmutatjuk, hogy egy n elemű halmaz feletti teljes 
f -családnak létezik legfeljebb § ^ Cn/2:J számosságé
generátorrendszere (3*8 Következmény).
Ezután lineáris relációkra vonatkozó tételeket bi­
zonyltunk. /Egy reláció lineáris, ha sorainak halmaza eltér
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a Qn Q feletti vektortérben, ahol Q a racionális 
számok teste. így persze lineáris reláció vagy egy soros, 
vagy végtelen sok sora van; a logikai struktúráját azonban 
nyilvánvalóan már véges sok sora is mutatja./
Megmutatjuk, hogy lineáris reláció minden funkcioná­
lis függése lineáris (3.9 Tétel) és igy a kijelölt kul­
csok azonos számosságúak (3*10 Lemma) c20: .
A 3.13 lemmában bebizonyítjuk, hogy egy n elemű 
halmaz t n / 2i számosságú részeinek rendszere lineáris re­
láció kijelölt kulcsainak rendszere, és rámutatunk, hogy 
a bizonyítás módszerével az £n/2i helyett tetszőleges 
k^n irható (3.16 Következmény) í 19n.
A lineáris relációk teljes f -családjainak axiomatizá- 
lása ekvivalens a Q felett koordinátázható matroidok bel­
ső jellemzésével, ami a matroidelmélet egy nehéz, megoldatlan 
problémája.
Végül a 4. részben egy gyakorlati példán illusztráljuk 
a relációs adatmodell alkalmazásának halékonyságát. Az MTA 
SZTAKI által a Nádudvari Vörös Csillag Termelőszövetkezet 
Kukorica és Iparinövény Termelési Egyesülése részére készü­
lő raktárnyilvántartási rendszer adatbázisának két legna­
gyobb és az információszolgáltatás szempontjából legbonyo­
lultabb egységének relációs adatmodellben való szervezését 
Írjuk le.
A 4.1-ben általános áttekintést adunk a rendszerről.
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A 4.2 részben megadjuk a relációs adatstruktúrát és 
kiszámítjuk a relációs adatmodell alkalmazásával elért hely- 
megtakaritást; ez az eredeti helyigény mintegy 40 yo-a.
A 4.3^-ban a relációs adatmodell lekérdezéséről Írunk. 
Rámutatunk arra,a raktárnyilvántartási rendszernek felte­
hető kérdések olyanok, amelyek hatékony algoritmussal rö- 
vidithetők és igy a relációs adatmodell alkalmazásával nem 
növekszik túlzottan a rendszer válaszideje.
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2. Funkcionális függés általánoeitása
Az E.F. Codd által bevezetett funkcionális függőség 
fogalma (1.2. Definició ) azt jelenti, hogy B funkcioná­
lisan függ az A -tói, ha bármely e R esetén
(1) (Va e A)(g(a)=h(a)) => (Vb e B)(g(b)=h(b)
fennáll, ahol A'B —
Az (1) formula azt jelenti, hogy ha az R reláció két 
sora azonos minden A -beli helyen, akkor azok azonos 
értékeket vesznek fel minden B -beli helyen is.
Formálisan kiindulva az (1) formulából a funkcionális 
függőség fogalmát a kvantorok lehetséges változtatásaival 
természetes módon lehet általánosítani. így még három külön­
böző függőség fogalmat lehet definiálni, amelyek szintén 
jellemzőek a relációkra.
Vegyük észre, hogy az (D formulában kétszer szerepel 
а У kvantor. Ha ezeket a kvantorokat az összes lehetséges 
módon helyettesitjük a 3 és v kvantorokkal, akkor az 
alábbi formulákat kapjuk:
(2) (3a e A) (g(a)=h(a)) => (3 b e  B) (g(b) = h(b) ) ;
(3) (3 a e A) (g(a)=h (a) ) => (Vb e B) (g(b) =h(b)) ;
(4) ( V a  e A) (g(a)=h(a) ) => (3 b e B) (g(b)= h(b) ).
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A (2) formula azt jelenti, hogy ha az R reláció 
két sora azonos értéket vesz fel valamely A -beli helyen, 
akkor a két sor azonos valamely B -beli helyen is. Nevez­
zük a (2) formula által definiált függést duálisnak és 
jelöljük a 3 в -vei ill- рк=( (A,B) :Aj в, a ,b _Ç_îî}.
А (3) formula pontosan azt jelenti, hogy ha az R 
reláció két sora azonos valamely A -beli helyen, akkor 
a két sor azonos értékeket vesz fel minden в -beli helyen 
is# Az ilyen függést nevezzük erős függésnek és jelöljük
A - B -vei ill. SR={ (А,В) :A I B, A,B_^ Í3}.R
A (4) formula a funkcionális függés egy újabb általá- 
nositását adja# Ez pontosan azt jelenti, hogy ha az R 
reláció két sora azonos értékeket vesz fel minden A -beli 
helyen, akkor azok azonos értéket vesznek fel valamely 
в -beli helyen is. Nevezzük ezt a függés tipust gyenge 
függésnek és jelöljük ezt a + b -velf ill. Wr={(A,b ):A + b}.
Tetszőleges R ^  feletti reláció és у e{f*d,s,w} _re 
legyen Yr={ (A,B) : A,B _ç_ ß és a | b}, (Y=F,V,S,W). Az yr
halmazt az R -beli У -függőségek teljes családjának, vagy 
röviden у -családjának nevezzük. Konkrét Y -család esetén 
(pl. y=f) beszélhetünk a funkcionális függőségek teljes 
családjáról is.
Természetes követelmény meghatározni az y -családok 
számára azokat a legáltalánosabb tulajdonságokat, amelyek
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minden YR -re teljesülnek függetlenül az R relációtól.
E.P. Codd, amikor a relációs adatmodell alapjait le­
rakta, rámutatott a funkcionális függések jelentőségére, de 
mivel ezek általános tulajdonságait nem ismerte, dolgozata­
iban mi,13D"számos példát mutatott be különböző funkcionális 
függőségekre a normalizálás kapcsán, hogy mikor mit kell 
csinálni. W.W. Armstrong E3,ln munkái óta már tudjuk, hogy 
kevesebb példa is elegendő a normalizálás megértéséhez, ha 
a funkcionális függőségek teljes családjainak a legáltalá­
nosabb tulajdonságait ismerjük. Sőt ezek az általános tu­
lajdonságok határozzák meg a "projekció” és "join" műveletek 
helyes használatát is.
Dolgozatunk 2. részében az y - függőségek legáltalá­
nosabb - azaz minden R reláció esetén teljesülő - tulaj­
donságaival foglalkozunk. Ezeket a tulajdonságokat axioma- 
tizáljuk.
A funkcionális függőségek matematikai struktúráját 
elsőként W.W. Armstrong tanulmányozta [3,5H . 6 axiomati- 
zálta elsők között a funkcionális függőségek teljes család­
ját C3H . Számos dolgozat foglalkozik azoknak a tulajdon­
ságoknak a leírásával, amelyek a reprezentáló reláció 
konkrét választásától függetlenül fennállnak a teljes csa­
ládok struktúrájában.
C. Delobel^i5,i6:dolgozata egy olyan axiómarendszert 
vezetett be, mely könnyen érthető, de"túl sok" axiómából
-  16 -
áll. AC8,2ondolgozatokban az axiómák számának csökkentését 
tűzik ki célul a szerzők. A funkcionális függőségek teljes 
családjának a leirásához szükséges axiómák számát végső 
soron sikerült egyre lecsökkenteni C8i. Ezzel a levezethetőségre 
épülő tételek könnyen bizonyíthatok £27 ,323 .
G.Czédli cit: kezdte el elsőként vizsgálni a teljes d - 
családokat és a teljes s -családokat. Axiómarendszerei 
- ugyanúgy, mint az eddigiek CT,il, 16,20: - logikai természetűek 
abban az értelemben, hogy a függőségek definícióira 
támaszkodnak és nem a teljes y -családok kombinatorikus 
struktúráját vizsgálja. Ezzel magyarázható az is, hogy a 
ml: -ban a teljes w -családra nem sikerül az Armstrong 
axiómarendszeréhez hasonlót megadni.
Dolgozatunk 2. fejezetében minden Y -családot axioma- 
tizálunk (a 2.2 -ban F -, D -, s- ill. a 2.3 -ban
az F’-, D’-, s’- és w’ axiómarendszerek ). Ezek az axióma­
rendszerek a teljes y -családok kombinatorikus struktúráját 
emelik ki.
A 2.2. részben új axiómákat adunk a teljes f -,d - és 
s- családok jellemzésére és bebizonyítjuk, hogy ezek ekvi­
valensek а из,7,1^ 3 dolgozatokban ismertetekkel.
A 2.3» fejezetben bevezetjük az egyenlőség halmaz 
fogalmát és axiomatizáljuk az eddig még nem jellemzett 
teljes w-családokat. Továbbá mutatunk egy lényeges különb­
séget a gyenge függés és a többi között.
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2.1. Függőségek a relációkban
A funkcionális függőségek gyakorlati jelentőségét 
számos dolgozat vizsgálja. Dolgozatunk mostani részében
egy egyszerű konkrét példát ismertetünk a duális függőség 
szemléltetésére és ennek kapcsán rámutatunk a többféle 
függőségfogalom tanulmányozásának szükségességére. A most 
közlendő példát elsőként G. Gzédli m 1*] dolgozata tanulmá­
nyozta. Legyen fi = {sza*ző, cim, terem, polc). Az alábbi 
táblázatban megadunk egy R fi feletti relációt, amely egy 
tizennyolc könyvvel felszerelt könyvtár adatait tartalmaz­
za.
szerző cim terem polc
1 1 1 2
2 2 1 3
3 3 1 1
4 4 1 2
5 5 2 3
6 6 2 1
7 7 2 2
8 8 2 3
9 9 3 1
lo lo 3 2
11 11 3 3
12 12 3 1
1 4 1 1
5 8 3 3
4 1 1 3
7 lo 3 2
6 lo 2 2
6 9 2 1
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A könyvtár három teremből áll, mindegyik teremben 
három, egyenként két könyv befogadó képességű polc van
elhelyezve. A könyvtár úgy van megszervezve, hogy
d(szerző, cim ) £ (terem, polc). Továbbá i= 1,2, • • •,12-re
könyv, amelynek a szerzője is és cime is i . (Itt Cx3 és(x} 
az X valós szám egész-, illetve törtrészét jelöli).A 
könyvtárba érkező olvasó, aki a keresett könyv szerzőjét vagy 
elmét ismeri '- legyen i az ismert attribútum értéke -
Nem szükséges az egész könyvtárat végignéznie.
A példa kapcsán most megkíséreljük végiggondolni, hogy 
az újonnan bevezetett függőségek milyen előnyöket rejthet­
nek magukban egyes konkrét relációk esetén.
1* A gyakorlat olyankor is felvetheti az információ­
szolgáltatás kérdését, amikor nem ismerjük az összes A -beli 
attribútum értékét, csak legalább egyet. Mint pl. a könyv­
tár látogatója. Az erős és d -függőség éppen ezzel a szitu­
ációval kapcsolatos.
2. Egy függőséget függvényekkel megadva az információ­
szolgáltatás meggyorsítható. Nem biztos, hogy a keresgélés 
elkerülhető, de legalább a táblázatnak csak egy részében 
kell keresgélni.
az (1+3 {Tj-} ) -ik polcán található az a
megtalálhatja a könyvet, ha végignézi az 1 j 3 -ik 
termet és az 1+3 {-|} -ik polcokat a másik két teremben.
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3. Ha A és B között különböző függőségek is fellépnek, 
akkor mód nyílik a legkedvezőbb függőség kiválasztására és 
függvényekkel történő megadására. Ezek a függvények esetleg 
- mint példánkban is - egyszerűen megadhatók. Első látásra 
a funkcionális függőség tűnik a legelőnyösebbnek, hiszen 
azt függvényekkel megadva elkerülhető a táblázatban törté­
nő keresgélés időigényes feladata. Azonban egy "bonyolult" 
függvényt szintén csak táblázattal tudunk megadni, és igy 
a behelyettesitési érték meghatározása egy másik - eseten­
ként elég terjedelmes - táblázatban történő keresgélést 
tesz szükségessé. Korábbi példánkban
{szerző, cim ) f (terem, polc } is teljesül, de az ezen 
funkcionális függőséget megadó függvény értéktáblázata meg­
egyezik R -rel. Gyorsabban megtalálunk egy könyvet a példa 
ismertetése során leirt módon. Azaz e konkrét esetben cél­
szerűbb a (szerző, cim} f (terem, polc} d -függőséget 
választani.
4 . Előfordulhat, hogy A és B között nincs funkcioná­
lis függőség, de egy másik tipusu függőség fellép.
2.2. A tel.ies f-,d- és s-családok leirása
Ebben a részben új axiómákat adunk a teljes f-'d_ és 
s-családok jellemzésére és megfogalmazunk egy axiómát olyan 
teljes w-családokra, melyek nem tartalmaznak üres kezdőtagú
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függést. Bebizonyítjuk, hogy axiómáink ekvivalensek a 
nekik megfelelő "régiekkel" cU,il,i52. Az axiómák hason­
lóságának igazi okát a 2.3 -ban Írjuk le és ott axiomati- 
záljuk a teljes w -családokat is. A funkcionális függősé­
gek alapján ( ф -axiómarendszer) úgy tűnt, hogy a külön­
böző - funkcionális, duális, erős és gyenge-függőségeket 
logikai úton kell vizsgálni. Dolgozatunk jelenlegi fejeze­
tében rámutatunk, hogy ezeket könnyebb az F -axióma 
alapján vizsgálni.
Az F -, D — , s- ill. F’-, D’-, S’- és W’-axiomák 
közötti kapcsolat meglátása után, minden funkcionális 
függésre ill. teljes f-családra vonatkozó tételt könnyű 
átvinni más függőségekre ill. teljes családokra.
A teljesség kedvéért leirjuk a teljes f-, d~ és s- 
cealáddok C32 —ben és ciln -ben megadott axiómarendsze­
reit. Legyen adva az Y halmazrendszer, ahol Yç_P(Œ)xP(fi) 
és Р(Ш az halmaz hatvány halmaza.
Ф - axiómarendszer;
Azt mondjuk, hoqy az y (Y=F) halmazrendszer kielégíti а ч> - 
axiómarendszert, ha tetszőleges a ,b ,c és D 
halmazra (A,b ,c ,d _ç_Œ) teljesülnek a következő fel­
tételek :
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(Pl ) (A,A) e F?
(F2 ) ha (A,B) e F és (B,c) e F, akkor (A,C) e F;
(F3) ha (A,B) e F és c 2 a,D.CB, akkor (C,D) e F;
(F4) ha ía,b) e F és (c ,d) e F, akkor (AUC, BÚD) e F
у- axiómarendszer:
Azt mondjuk, hogy az y(Y=P) halmazrendszer kielégíti a 
V- axiómákat ha tetszőleges a ,b ,C és D halmazra 
teljesülnek az alábbi feltételek:
(Dl) (A,A) e V;
(D2 ) ha (A,B) e V és (B,C) e P, akkor (A,C) e F;
(D3) ha (A,B) e V és C Ç. A, BCD, akkor (C,D) e P;
(D4) ha (A,B) e V és (C,D) e P, akkor (AUC, B UD) 6 P;
(D50 ha (A ,0) e P, akkor A/0.
y- axiómarendszer:
Azt mondjuk, hogy az Y(Y=S) halmazrendszer kielégíti a 
Y —axiómarendszert ha tetszőleges a ,b ,c és d halmazra 
teljesülnek az alábbi feltételek:
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ISI) (Va e fi) ({a}»{a}) e S;
62) ha (A,B)eS és (B,C) e S és В akkor (A,C) €
S3) ha (AfB)eS és C ç a , DÇB, akkor (C,D) e S;
64) ha (A,B)eS és (C,D) e S, akkor (A ne, Btf.’D) e S;
Б5) ha (A,B)eS és (C,D) e S, akkor (A uC, BnD) e 5.
Különböző függőségek tulajdonságait számos dolgozat 
tanulmányozta napjainkig :6,26,30,З^ т.Ezek fő célja a teljes 
családok axiomatizálása volt. Ezen belül is két fő irány­
zatot figyelhetünk meg: a könnyen érthető, egyszerűen ke­
zelhető axiómarendszerek megadása cU.íó^Hill. a minimális 
számosságú axiómarendszer leirása c8,2o: volt a cél. A 
és Y -axiómarendszerek az f-,d- és s -családok konkrét 
relációktól független általános tulajdonságait Írják le.
Ez azt jelenti egyrészt, hogy ha adott egy konkrét R 
reláció az fi felett, akkor az FR , VR és SR halmaz- 
rendszerek kielégítik а Ф-, v- és Y- axiómarendszereket, 
másrészt pedig, ha adott Y_c_P(fi) * P(fi) halmazrend­
szer kielégíti а Ф-, v- ill. Y -axiómarendszer^ akkor 
létezik az fi felett olyan R reláció, amelyre Y = yr 
teljesül (Y e {F,P,S}).
Először a teljes £- és a teljes d -családok közt 
fennálló dualitást fogalmazzuk meg pontosan а Ф - és a 
V - axiómák alapján:
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2.1. Lemma : Legyen Fçp(Œ) * P(Œ) olyan halmazrendszer,
amelyre (А'в> e F* в + 0 esetén A # 0 . Ekkor az F
halmaz rendszerre igazak а Ф -axiómák akkor és csak akkor,
ha t> ={ (B,A) : (A,B) e F } rendszerre teljesülnek a
V -axiómák.
Bizonyátás: A bizonyitás nyilvánvalóan következik a megfelelő 
axiómákból. Jegyezzük meg, hogy az (A/B)eF вkp -*■ a#  feltétel 
(D5> miatt szükséges.
2.1. Megjegyzés: Tegyük fel, hogy F_ç P(Œ) x p (^ ) 
kielégiti а ф -axiómákat és legyen
F * F \{(0,B) : в ф 0 } . Ekkor F -re teljesülnek
2.1. Lemma feltételei, és ha A ç 9,, a f 0 akkor
(VB с_Ш((А,В) e F <— > (A,B) e F"). Ez mutatja 2.1.
Lemma feltételének technikai jellegét.
2.2. Megjegyzés: Jegyezzük még meg, hogy ha egy FçP(Œ)xP(iî) 
kielégiti а ф -axiómákat, akkor 2.1. Lemma 
és 2.1. Megjegyzés alapján F -hez a
V(F) = {(B,A) : (A,B) eF és В ^  0 ->• A ^  0} 
definícióval rendelt V(F) halmaz kielégiti a v -axiómákat.
F -ekhez rendelhettük ugyanazt a halmazt.így persze különböző
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Most leirjuk a teljes f-'d" és s-családokat jellemző új 
axiómákat, amelyek felépítése azonos, valamint ezek ana- 
logonját a gyenge függésekre. A 2.3 Tételben majd bebizo­
nyítjuk, hogy ez utóbbi axióma nem jellemez minden teljes 
w -családot, csak az olyan w -családokat, amelyekben 
nincs üres kezdő tagú gyenge függőség, azaz q> $ в alakú.R
F-axióma;
Az F ÇL halmazrendszer kielégíti az
F -axiómát akkor és csak akkor, ha/
V(X,Y) e (P(ß) X Р(П) \ F) 3E ç n  úgy, hogy 
(i) X ç e és у _^e ; és ha
(ii) (A,B) e F és a Ç e , akkor в Ç e teljesül.
P-axióma i
A V cp(fi) ж p (íí) halmazrendszer kielégíti a
D-axiómát, akkor és csak akkor, ha
V (X,Y) 6 (P(ß) X P(fí) \ V) 3E ç ü úgy, hogy
(i) XnE^t ф és Y ПЕ = Ф ; és ha
(ii) (A,B) e V és (A ПЕ) í Ф, akkor в nE Ф ф teljesül.
■S-axióma;
Az 5 cp(fi) X P(ß) halmazrendszer kielégíti az
s-axiómát, akkor és csak akkor, ha
V (X,Y) e (Р(Ш X P(Í2) \ S) 3-E ç n úgy, hogy
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(j_) X n E ^ 0 Q g Y t E  ; é s  ha
(ii) (A,B) e S é s А пе  ^  0, akkor В cE teljesül.
w-axióma;
A w с P ®  X P ®  halmazrendszer kielégíti a
w-axiómát akkor és csak akkor, ha
V (X,Y) e (P(Œ) * P(ft) \ W)
( i) X G E és Y n E : 
(Ü) (A/В) e w és A Ç E
Most megmutatjuk, hogy а v"
ekvivalensek a megfelelő F-, d-
3E с П úgy, hogy
= 0 ; és ha
, akkor B n e Ф Ф teljesül 
és у -axiómarendszerek 
és s -axiómákkal.
2.1 Tétel: (a) Legyen  ^ -P(fi) x P(fi) e F kielégíti
а ф -axiómákat akkor és csak akkor, ha F kielégíti az
F -axiómát.
( b) Legyen * p^>
v -axiómákat akkor és csak akkor, ha V 
( C) Legyen  ^- p®) x 
Y -axiómákat akkor és csak akkor, ha 5
. V kielégíti a 
kielégíti a D-axiómát.
. S kielégíti a 
kielégíti az s-axiómát.
Bizonyítás ; (a) Tegyük fel először, hogy F kielégíti a
-axiómákat. Bebizonyítjuk, hogy ekkor F kielégíti az 
F -axiómát.
Legyen (X»Y) e P(fi) *P(Í2)\F tetszőleges. Állítjuk,
hogy ekkor
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( 5 ) létezik olyan E halmaz (E ç í2) f amelyre
X ç E és (E,Y)eP (П) x P(^) \ F f továbbá,
ha E' d e , akkor (e 'y ) e F teljesül, 
azaz létezik maximális olyan x -et tartalmazó része Q -nak, 
amelytől Y nem függ. Ez világos, hiszen (Œ,Œ) e F az 
(Pl) axióma szerint és igy (P3 ) axióma miatt (^»Y ) e F 
teljesül, mig (X,Y) ф F.
Megmutatjuk, hogy az ( 5 ) szerinti E halmaz teljesiti
az F -axióma (i) és (ii) feltételeit. Az (i) feltétel nyil- /
vánvaló, mert E э x az E halmaz megfelelő választása 
szerint és ha e э y fennállna, akkor (fi) és (F3) axiómák 
miatt (E,Y) e F teljesülne, ami ellentmondás. Az F -axióma
öli) feltételének bizonyításához válasszunk egy tetszőleges 
olyan (A,B)eF -et, amelyre а с е  teljesül. Tegyük fel indi­
rekt, hogy в í E . Ekkor E ' halmazt választjuk úgy, hogy 
E ' : = e u b 3 E  és igy (E 'Y) e F teljesül az <5*
szerint. De ekkor (E,ej e F az (Fi) axióma miatt és igy 
(E,E')eF teljesül az (F4 ) axióma miatt, mert e = e и a 
és e ' = e u b .s végül (E,Y) e F teljesül az (F2) axióma 
miatt, mivel (E,E') e F és (e ',Y) e F,
Ellentmondásra jutottunk, hiszen (E,Y) e F lehetetlen ( 5 ) 
szerint.
A fordított irány bizonyítása könnyű. Példaként bebi­
zonyítjuk, hogy ha F -re igaz az F -axióma, akkor F -re
teljesül a <p -axiómarendszer (F2) axiómája is. Tegyük 
fel indirekt, hogy (A,.B)eF, (B ,C) eF és ( A,C)eP(fi)xP(fi) \ F.
Az F -axióma szerint létezik E halmaz (E Ç fi) úgy, hogy 
а с е  és C $ E teljesül. Az (A,B) eF miatt A Ç Eг
és в ç_E. A (. вд:) e F és в <1E miatt pedig с c e 
ami ellentmondás.
(b) Ennek az állításnak a bizonyítását 2.1 Lemmát felhasz­
nálva végezzük el. Legyen F = {(A,B) ; (B,A) e V}.
A 2.1 Lemma miatt elég bizonyítanunk, hogy F akkor és csak 
akkor elégiti ki az F -axiómát, ha V kielégíti a D-axiómát.
Tegyük fel, először, hogy F -re teljesül az F-axióma.
Az F -axióma szerint az (X,Y) e P(fi) x P(Q) \  F -hez
létezik olyan E halmaz, hogy X c_E és Y Î E  és ha 
(A,B) e F és A ÇE , akkor в Ç E  . A továbbiakban je­
löljük ezt a halmazt E(X,Y) -al, azaz E(X,Y) = E .  Ekkor
az (Y,x) e P(!î) x P(fi) \ P az fi \ E(X,Y) halmazon
kielégíti a D-axióma (i) és (ii) feltételeit, mivel az 
(X,Y) e P(fi) x p(ß) \F akkor és csak akkor, ha 
(Y,X) e P(fi) x p (íí) . Ebből következik, hogy а V
halmazrendszer valóban kielégíti a D-axiómát.
Ugyanigy belátható, hogy ha V -re igaz a D~axióma, 
akkor F -re igaz az F-axióma.
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(c) Tegyük fel először, hogy 5 -re igazak a 1 -axiómák. 
Bebizonyitjuk, hogy ekkor 5 kielégiti az S-axiómát.
Legyen (X,Y) e P(fi) xP(fi) \ S . Mutassuk meg, hogy ekkor
(6) létezik olyan a(a e X) és E halmaz (E úgy, hogy
a e E, (ía},E) e S és ha E э E , akkor
({a},E' ) eP(Sl) * Р(П) \ S.
Először mutassuk meg, hogy létezik olyan a<a 6 x> , amelyre
({a},Y)eP(fi) X P(Q) \ S mert ellenkező esetben (S5) ismételt
alkalmazása (X,Y) e 5 -et eredményezné. Legyen tehát 
/
a e X olyan, hogy ({a},Y) e P(Q) « Р(Г2) \ S , Ekkor az (S 4) 
axióma miatt létezik olyan b(b e Y) , hogy 
({a},{b}) e P(Г2) X Р(П) \ S ugyanis ha Vb(b e Y) az
({a},{b}) e S teljesülne, akkor az (S4) axióma többszöri 
alkalmazása ({a},Y> e 5. Végül az (SÍ) és (S3) axiómák miatt
létezik olyan E(E c_ fi) halmaz^ hogy aeE és ({a},E)eS
és ha E1 d e  , akkor ({a},E') ф S . Ezzel (6)-t bebizonyí­
tottuk.
Az S halmazrendszer elégitse ki а у -axiómarendszert és 
legyen (XY) eP(ß) * P(íí) \ 5 • Azt állitjuk, hogy akkor a (6 )
által meghatározott E halmaz kielégiti az s -axióma ( i) és 
(ii) feltételeit. Valóban, az a e E  következik, hogy 
X n e 1 0 • Ezenkívül, mivel (ía},E) e S és ({a},{b}) ф S
miatt (S3) axiómából következik, hogy Y <£e .
Bizonyítsuk be az S -axióma (ii) feltételét is.
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Legyen (А,в) e S olyan, hogy a n e =)= 0 . Tegyük fel 
indirekt, hogy в £E . Legyen с е А П Е  és d e B  n(fi \ E).
Ekkor az (S3) ill (SÍ)axiómákból következik, hogy ({c},{d})eS 
ill. ({c},{c}) e S • így az (S5) axiómának megfelelően 
({a, c}, {c}) eS .Az (S3)axiómát használva azt kapjuk,
hogy ({a}, {c}) e S tehát ({a}, {d}) e S az
(S2) miatt. Végül is az (S4) axióma alapján ({a}, EW'íd}) e S 
ami ellentmondás, mert e ' : = e u{d} э e.
Ha S kielégiti az s -axiómát, akkor könnyen végiggondolható, 
hogy S -re igazak а у -axiómák is. Ezt az (a) állitáshoz 
hasonlóan lehet bebizonyítani. Bizonyítsuk be például, hogy 
az (SÍ) axióma teljesül. Tegyük fel, hogy létezik olyan a 
( a e fi) , hogy ({а}, {а})ф S . Akkor az S-axióma
alapján létezik olyan E halmaz, hogy {a} n E ф 0 és
(Sí \ E) n {a} =f= 0 .Ez ellentmond annak, hogy |{a}|=i
vagyis, ({a} , {a}) e S.
Ezzel a 2.1 Tételt bebizonyítottuk.
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2.3. Egyenlőség halmaz és a függőségek
Dolgozatunk jelen részében a relációk egyenloséghalma­
zával foglalkozunk, majd ezek egyszerű jellemzését adjuk meg.
E jellemzésre támaszkodva megfogalmazzuk az F’-, D ’-, S’-
és W ’ - axiómákat. Ezek az axiómák lényegében nem mások, 
mint a megfelelő függések definícióinak átfogalmazásai az 
egyenlőséghalmazokra. Bebizonyítjuk, hogy az F’-, D ’- és
S’- axiómák rendre ekvivalensek F -, d - és s- axiómákkal 
illetve, hogy a w -axióma nem ekvivalens a w' -vei. /2.2 Tétel/.
Végül bebizonyítjuk, hogy az F’-, D’-. S’- és w*- axiómák
rendre jellemzik a teljes f-,d-,s- és w- családokat.
2.1 Definíció: Legyen R reláció n felett és legyen 
h,g az R reláció két sora. Definiáljuk h és g sorok egyen­
lőséghalmazát, az E(h,g) halmazt a következő módon:
E(h,g) = {a e ß : h(a) = g(a)}.
Az { E (h,g) : h,g e R és h=fg } halmazt az R reláció 
egyenlőséghalmazának nevezzük és £R -rel jelöljük. A 
relációk egyenlőséghalmazának jellemzéséhez szükséges a 
következő definíció.
2.2 Definíció: Legyen A egy halmazrendszer. Azt 
mondjuk, hogy А д -rendszer, ha tetszőleges a ,b ,c és d
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(A,B,C,D€Ä, Афв, C^D) h a l m a z o k  eætén A  n B = c n d .
2.3 Meg.iegyzés: Könnyen látható, hogy egy A halmaz- 
rendszer akkor és csak akkor л -rendszer, ha tetszőleges
(А,в e А, а  =f= B) halmaz esetén a  n в = n A.
2.2 Tétel: (a) Legyen R egy reláció fi felett és legyenek 
h,f,g sorai R relációnak. Ekkor az {E(f ,g) ,E(h,g), E(f,h)} 
halmazrendszer Д -rendszer.
(b) Legyen e = {E± : 1 £ i < j < k} olyan halmaz-
rendszer fi részhalmazaiból amelyre igaz a következő:
{E. ,e . „ ,E. •} halmazrendszer Д -rendszer, hai/D з-Д :Д
ljci < j <5, <^ k . Ekkor létezik olyan R reláció az fi felett,
amelynek e az egyenlőséghalmaza; azaz e = e .
Bizonyítás : (a) Szimmetria okokból nyilván elég bizonyítani,
hogy a e E(hfg) r>E(g,f) - bői következik, hogy a e E ( h , f ) .
Ez valóban igy van, hiszen
a e E(h,g) nE(g,f) <— > h(a) = g(a) = f (a) — >
-*■ h(a) = f(a) <— > a e E(h,f).
(b) Definiálunk egy R relációt az  ^ felett, 
amelynek к sora van: hi'h2' hk * Legyen -h^ajo,
ha а e Œ . Tegyük fel, hogy egy n < к -ra h ^  h 2, h n 
már definiáltak úgy, hogy 1 £ i < j £ n esetén
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E(h. ,h.) = E. . 1 3 _ ifD . Legyen a e fi esetén
h„+i <a)-■Ihi(a), ka l£i < n és a e Ei,n+i;max {h. (b) : 1 < i < n, b e Í2) + 11 — “
a Ф iU1 Ei,n+1 •
Ekkor, vegyük észre először, hogy a hn+i 
definiált.
, ha
sor jól
Ehhez azt kell bebizonyítani, hogy az a e E^ n+l ПЕj ,n+l
esetén ív (a) = Ív (a) . Valóban, az a e E. h e * -bőii,n+l 3 ,n+l
a e E. mert {E. ., E. ,., E . }i,j x,n+l 3,n+lkövetkezik,'hogy 
halmazrendszer Д -rendszert alkot a feltevés szerint
és igy E = E (h. ,h.) miatt h (a) = h (a) .1,3 1 3 1 3
Vegyük észre továbbá, hogy ha l < i <n és a ^  E. n+1
, nugyanis akkor hi(a) =(= hn+1(a). Ugyanis ha a $ Eir n+1 ,
akkor definíciója szerint V a) 4 h^ H a)**n+l ' i' ' 1 n+l
Ha pedig a e Ej ,n+i » akkor hj ^  = hn+1 (a) es
h . (а) ф h. (a) , 3 1 mert az {e ., e . ,, E . ,}i,j x,n+l' 3,n+l
halmazrendszer л -rendszer volta miatt a ф E. .=E(h.,h.).1,3 1 3
Az előbb említett két észrevételből könnyen következik, hogy
E = E(h. ,h , ), ha 1 < i£n.“l,n+l 1 n+l
Tehát a {h ,h2,...f hk> = R relációra eR=e«
Ezzel a tételt bebizonyítottuk.
A különböző függések és a sorok egyenlőséghalmazának 
definíciói alapján nem nehéz látni, hogy a következő F’-’
S’-, D’- és W’- axiómák a függések definícióinak átfogal­
mazásai egyenlőséghalmazokra.
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F’ - axióma :
Az F(F cp(fi)xp(i!)) halmazrendszer kielégíti az F’-
axiómát, akkor és csak akkor, ha létezik olyan к és olyan
Ei,j - u } halmazrendszer, amely kielégíti 
az alábbi feltételeket;
(i) ha (X,Y) eP(^)xP(ß) \F, akkor létezik olyan i,j
(lii<j=<k), hogy X C E . . és Y . ;
1 » i 1 1 j
( ii) ha (A,B) e F és a c e . akkor в cE._ i*: — i/D
ahol 1 í i < j i k;
( iii) tetszőleges i,j,£ számokra (i < i < j < л <k) az
{ E , E E. „} halmazrendszer д -rendszerti / J ]Д
alkot.
D’ -axióma ;
А V  (V cp(í2)xp(n)) halmazrendszer kielégíti a
D’ -axiómát, akkor és csak akkor, ha létezik olyan к és 
(Ei :]4i<jác,Ei halmazrendszer, amely kielégíti az
alábbi feltételeket:
( i ) ha (X,Y)eP(í2)x Р(П)\ V, akkor létezik, olyan ifj
(1 i i < j ik) , hogy Х П Е  0 és Y П Е  =0;
(ii ) ha (A,B) e V  és а п е  4 ф, akkor в н е  4 Ф1/D i,j
ahol l < i < j < к ;
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(iii) tetszőleges i,jr* számokra (l< i< j < i <Jo
az (E. ./ E. E. } halmazrendszer Д -rendszert1 r J * 1 t X
alkot.
s’ • '
Az S(S ÇP(n)xP(i2)) halmazrendszer kielégíti
az s’-axiómát, akkor és csak akkor, ha létezik olyan к és
{E. ,:1 < i < j < к, E. . ín J halmazrendszer, amely kielégítiJ 1/3
az alábbi feltételeket:
/
(i) ha (X,Y) e Р(П) x P(u) \ s , akkor létezik olyan i,j (Ш.<-Щс)/
hogy X п е  i (J és y <t E“■»j r írj
(ii) ha (A,B) e S és А п е . ф ф, akkor b _Çe , ahol1»j i,j
1 < i c j < к ;
(iii) tetszőleges i,j, számokra (1 i i < j < fc^ k) az
{ E. , E , E } halmazrendszer д -rendszerti,d í ,í i'H
alkot. 
w’ -axióma:
A W(W Ç p(íj) хр(п))5 halmazrendszer kielégíti a
W’- axiómát, akkor és csak akkor, ha létezik olyan к és 
(E. .:l<;i< j<k, E. . c_fi } halmazrendszer, amely kielégíti az113 1 » j
alábbi feltételeket:
(i) ha (x,Y)eP№)*P(ft) \W, akkor létezik, olyan i/j
Ц < i < j < k) , hogy X ç E. . és Y n E. = ф;
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(ii)ha (А,в ) elK és a ç _e , akkor В п е . . =j= ф, aholi,j 1'D
1 4 i < j 4 k;
áii) tetszőleges i,j Д  számokra (1 < i < j < ^k) az
{ E. E. E. „} halmazrendszer Д -rendszerti»D i,Ä j, ä
alkot.
2.4 Megjegyzés : Az F’ - axióma által meghatározott E± 
halmaz nem más mint a maximális elem £3,6: azaz, ha (A,B) e F
és а с е . akkor в Ç e . . . Hasonló módon be lehet- i,: i.]
vezetni a maximális elem fogalmát a d-, s- és w -függésekre 
ill. teljes családokra, és a c8,9,l6^iolgozatok eredményeihez 
hasonlókat lehet kapni.
2.3 Tétel: Legyen Yçp(fl)xp(n), Ye{F,D,S} és y e {F,P,S}.
(a) Az Y halmazrendszer kielégiti az y -axiómát akkor és 
csak akkor, ha az Y halmazrendszer kielégiti az Y’-axiómát.
(b) Legyen n egy tetszőleges véges halmaz (M 1 3 )  . Ekkor
létezik olyan W(W Ç.P(n) x P(n) ) halmazrendszer,
amely kielégiti a w-axiómát, de nem elégiti ki a W’-axiómát.
Bizonyátás :
( a) Tegyük fel, hogyY(Y=F)kielégiti az F -axiómát. Mutassuk 
meg, hogy ekkor Y(Y=F)kielégiti az F’ -axiómát is. Valóban,
(X,Y) e P(íí)xp(n)\ F -ra legyen E (x,Y) c_n az a
halmaz, amely az F -axióma szerint az (X,Y) -hoz létezik
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és legyen továbbá
{E2,.,., Ek> = {E (X,Y) : (X,Y) 6 P (fi) x P (fi) \ F} .
Definiáljuk az {e . . : i < i < j <k } halmazrendszert1 / D
az alábbi módon:
Legyen E„ . = E ., ha 1 < j < к ésifj j
legyen E. =E. n E.f ha l < i < j < k.i/j 1 j =
Azt állitjuk, hogy ekkor az {e . ,:i < i < j < k} halmaz1 / 3
mutatja, hogy az F halmazrendszer kielégiti az
F’ -axiómát. Valóban triviális, hogy az F’ -axióma (i)/
pontja teljesül. Legyen (A,B) e F és feltételezzük, hogy
A ç e . . (1 < i < j < k), azaz A c E .  , ha i=l ill.
1 » 3 3
а с е  h e  ha i > 1 • Az F -axióma (ii) pontja és az- ! j »
E ^  f3 ,..., ^halmazok defirűniqja szerint igy в - E. ..Ez azt jelenti, bogy 
az F’ -axióma (ii) pontja teljesül. Most bizonyítsuk be, 
hogy az F’ -axióma Ü-ii) pontja is igaz. Legyen (i4i<j<í.4k).
Ha i=i , akkor E . . = E ., E. =E és E = E  n E  ,
7 1 , 3 3 1 Д i 3 Д  3 *
tehát {E. . E . , E } bármely két elemének metszetei, 3 i Д  3,x.
E n E„ és igy ez a halmazrendszer Д -rendszert alkot.3 1
Ha i > 1 , akkor e . . = E. n e ., e . = E. n E és
E „ = E n e„ . Ezért az {E. E , E } halmazj, £ j I I,j 1 Д  з Д
bármely két elemének metszete EinEj n E£ • Ezt azt
jelenti, hogy az {E. ., E , e } д - rendszer.1,3 i,i 3/*
Ha az F halmazrendszer kielégiti az F’ -axiómát, akkor 
nyilvánvaló, hogy kielégiti az F -axiómát is. Ezzel az
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Y= F esetet bebizonyítottuk. Tegyük fel most, hogy Y kielé­
gíti a D -axiómát azaz Y=P. Mutassuk meg, hogy Y (Y=V) 
akkor kielégíti a D’ -axiómát is. Valóban» (Х,У)еР(П)*Р(П) \ V 
legyen E(X,Y) Ç_g a D-axióma szerint az (X,Y) -hoz létező 
halmaz és legyen
{ElfE2,...f Ek) = {E(X,Y) : (X,Y) e Р(Я)хР(П) \ V}.
Definiáljuk az í E : 1 < i < j < 2k} halmazrendszert a kö-1 f J
vetkezőképpen:
legyen E2í_i 2i = Ei' ha 1 i i A k» továbbá, ha
1 < i < j < 2k és még nem definiált, akkor pedig
legyen Ei j = q>.
Azt állitjuk, hogy ekkor E^i,j : 1 i 1 < i = halmaz
és V kielégítik a D’ -axiómát. Könnyű belátni, az (i)
pont teljesülését. Vegyük észre, hogy ha az E . halmaz1 / J
nem egyenlő egyetlenegy E(X,Y) halmazzal sem, akkor
E. . = Ф és ezért ( (A,B)eP & а п е . -у в^Е. ,Ф0) .
Ez azt jelenti, hogy a (ii) pontja a D’ -axiómának szintén 
teljesül. A (iii) pont azért igaz, mert ha l < i < j < n < 2k, 
akkor E^i,j' Eí,£' Ej,J^  halmaz legalább két eleme Ф,
tehát az {E. e . e „} halmaz д -rendszert alkot.1Д
Ha Y kielégíti a D’-axiómát, akkor nyilván kielégíti a 
D -axiómát is.
Az olvasóra bizzuk annak bizonyítását, hogy ha Y(Y=S) 
kielégíti az S -axiómát, akkor Y kielégíti az s’-axiómát 
is. /Ez az eset hasonlóan bizonyítható, mint az у-f eset./
—Г6
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I
(ti Az egyszerűség kedvéért legyen Œ={a,b,c}, /az általá­
nos esetben (c) szerepét n\{a,b} játsza/. Legyen
OK (А,В)бР(П)хР(П) : A c {a} a 6 В és AÇ{b}^beB}.
Vegyük észre, hogy а Ш halmazrendszer kielégíti a w-axiómát. 
Valóban, W kielégíti a ^-axiómát, mert ha (X,Y)eP(fi)*P№) \ W,
akkor vagy X_Ç{a} és а ф Y , vagy 
X ç{b} és b ф Y . Az első esetben E={a}, a második­
ban E=(b} mutatja, hogy igaz a w -axióma.
Azt állitjuk, hogy a most definiált w halmazrendszer 
nem elégi'ti ki W’-axiómát. Valóban, tegyük fel indirekt, 
hogy e = {E. .:l<i<j<k} mutatja a W’ -axióma teljesülé-
sét W halmazrendszerre. Ekkor
(7 ) {a} e e és {b} e e,
mert ({a},Q\{a}) фШ és ({b}, ü \{b}) Ф 10.
(8) Ф ф e és {с} ф e ,
mert (0,fi) e W és ({c},fi\{c}) e w.
Az {a} és {b} e -beli halmazok; "elhelyezkedésüket” te­
kintve két esetet különböztetünk meg:
(9 ) (a) = E. és {b}= E. 0.i,j хД
Ekkor, mivel az {E. ., E. „, E. .} halmazi»: цД 1Д
Д -rendszert alkot, az E halmaz csak 0 vagy {c} lehet, 
ami ellentmond (8) -nak.
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( lo ) (a}=E. .1 / 3 és (b}=EX,,m' ahol I{i,j,£,m}|=4.
Mivel a bizonyításban csak az
E. , E. „/E. , E. , E. , E halmazokkali,j 1 ,£ i,m j,£ 3,m £,m
foglalkozunk azért feltehető, hogy i = i,
j - 2, a = 3, m = 4 . Azt vizsgáljuk meg, hogy
E,1,3 halmaz mi lehet. Az E = ^
esetek a (9 ) esethez vezetnek.
1,3 t (c > és E ^  ^
és az E1 ^  = íb}
(8) miatt.
Ej^ + (b,c} , mert
{E, E , E } halmaz A -rendszer, és igy ha E = {b,c},1,21,3 2,3 ip
akkor e = 0 , ami ellentmond (8 ) -nak. Ez végső soronz p
azt jelenti, tehát, hogy a e E 
mert
iß
ф E2,4' mert {E
{E1 ,2'E1 ß 'E2ß } 
2ß 'E2,4' ^ ,4^
• így 
halmaz 
halmaz
a e E2,з ,
л -rendszer. 
a -rendszer.
így E2,4 £{Ь'С)- E2,4+{C1 és E2 4 Ф 0 ( a
miatt és e =)= {b} a (9) eset miatt. Tehát E ^  ={b,c}.2,4 Z^
így b e E2 ß , mert {e 2^ ,E2f4'E3,4}
Végül, igy Ei ß ={a'c}
ÍE2,3 ' El,2' El^  1
{Elß ' E1,4' ^ ,4}
E1 4 = 0 , ami ellentmond (8 ) -nak.
halmaz a -rendszer.:,ч i,n
, mert az
halmaz д -rendszer.
halmaz л - rendszer, s
EU nES,4^' E1JUE3,4= ezért
Ezzel a 2.3 Tétel ( aj és (b) pontját is bebizonyítottuk.
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2.5 Megjegyzés; A 2.3 Tétel lényeges különbséget mutat 
a gyenge és a többi függés között. Ez a különbség lényegében 
az, hogy az 0 kezdőtagú függések csak a gyenge függésnél 
birnak más tulajdonságokkal, mint a nem 0 kezdőtagúak. Je­
gyezzük még meg, hogy az F’ -axiómában szereplő e . 
halmazok /és persze az F -axiómabeli E halmazok/ maximális 
jobboldalak; ennek alapján analóg módon definiálható a többi 
függésre is a maximális függés fogalma és Armstrong erre 
vonatkozó eredményei /a maximális jobboldalak metszetre zárt­
ságát kivéve/ nehézség nélkül adaptálhatók. Végül bebizonyít­
juk, légy axiómáink valóban jellemzik a teljes családokat.
2.4 Tétel: Legyen y ç P(îî)xP(ü), y e {F,V,S,W} és
Ye(FLOT). Ekkor Y kielégíti az
ill. w’ )axiómát akkor és csak akkor, ha létezik olyan R 
reláció az fi halmaz felett, amelyre y = yr.
Bizonyításí Tegyük fel először, hogy Y kielégíti az
Y’ -axiómát valamely y e {F, V, S, W} -re. Ekkor az
Y^axióma ( iii ) feltétele és 2.2 Tétel (b) pontja szerint
létezik olyan R reláció, amelynek egyenlőséghalmaza az
Y -axióma által garantált halmazrendszer (e={E. ,:i < i < j < k}),1 / 3
Az R reláció egyenlőséghalmazának definíciója és az Y1axióma 
(i) és ( ii feltételei miatt nyilvánvaló, hogy ekkor Y az R 
megfelelő típusú függéseinek rendszere és igy Y = YR.
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Porditva, ha R(R={h1 ,h2,..., hk}) egy reláció fi felett, 
akkor eR = ÍE(hi, h j a  < i < j < k} halmaz mutatja,
hogy az R reláció f-, d-, s- ill. w -függéseinek halmazai 
kielégitik az F’~, D’-> s’- ill. w’ -axiómát.
Ezzel a tételt bebizonyítottuk.
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3. Tel.ies f -családok generálása és reprezentálása 
relációkkal
Jelölje a továbbiakban FR az R reláció funkcionális
függőségeinek halmazát, azaz
Fr = {(A,B) :A + B}.
így F cP(í2)xP(n) . Nevezzük teljes f -családok-R
nak azon Y részhalmazait a P(íí) x p(ft) rendszernek
melyek valamely n feletti reláció funkcionális függőségei, 
azaz egy y c _P(Q) x p w ) teljes f -család akkor és
csak akkor, ha létezik olyan R reláció  ^ felett, amelyre
A funkcionális függőségek vizsgálata során az első fela­
dat a teljes f -családok absztrakt jellemzése volt.
Ez Vf,Vf, Armstrongnak C31 sikerült először. Bebizonyította, 
hogy egy y çP(Œ) x р(п) , afckop és csak akkor teljes f -csa­
lád, ha Y -ra teljesülnek а Ф -axióma feltételei (2.2 
fejezet).
A funkcionális függések további vizsgálata során fel­
merült problémák a teljes f-családok kombinatorikus struk­
túrájával állnak szoros kapcsolatban c8, 9, 19, 271.
Dolgozatunk jelen fejezetében a teljes f-családok el­
méletének két problémájával és a lineáris relációkkal fogunk 
foglalkozni. E problémák a következő általános kérdéshez
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kapcsolódnak: általában mennyi "információ" elegendő egy 
teljes f -család leírásához. Armstrong bebizonyította, hogy 
minden teljes f -családhoz létezik olyan reláció, amely az 
adott teljes f -családot reprezentálja. Ugyanakkor azt is
tudjuk, hogy ugyanazt a relációt különbözőféleképpen lehet 
reprezentálni relációkkal. Nagyon fontos probléma az adott 
f -családhoz tartozó relációk "minimalizálása", vagyis 
kiválasztani az adott f -családot reprezentáló relációk kö­
zül azt, amelynek a mérete (sorainak száma (S(n) )) legkisebb. 
Ezt a problémát érdemes vizsgálni "csak" a kijelölt kulcsokat 
figyelembe véve is. így ugyanis egy időben több teljes f - 
családot vizsgálhatunk, mivel általában több olyan teljes 
f -család van, amelynek ugyanaz a kulcsrendszere.
Ezen kivül, dolgozatunk további részében a lineáris 
relációkat vizsgáljuk és rámutatunk arra a tényre, hogy a 
függésekre való megszorítás miatt - csak lineáris funkcio­
nális függéseket engedünk meg - a tételek lényegesen eltér­
nek az általános elmélettől.
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3« 1 Telj ее f-családok és relációk
Ebben a paragrafusban becslést adunk s n^) -re és s(n) -re 
(ld. 3.3 Definíció). A probléma pontos megfogalmazása a kö­
vetkező: Legyen 14 = n. Mi az a legnagyobb s(n) (s(n)) termé­
szetes szám, amelyre igaz a következő: Létezik olyan
Y ç P(D) x P(ß) teljes f-család (( Ke P(^ ) — Sperner
rendszer, kijelölt kulcs rendszer) úgy, hogy ha R egy olyan 
reláció az n felett, amelyre Y=YR (K=K(FR) ) f akkor az 
R sorainak a száma legalább s n^) (s(n)).
3.1 Definíció: Legyen F_c^ P(f2)*P(ft) egy teljes f-család 
és legyen (А#в)е F . Ekkor azt mondjuk, hogy (А,в) maximális 
függése az F halmazrendszernek, ha tetszőleges B' hal­
mazra (В’э В) az (A,B')eF következik, hogy B'=B .
Jelöljük M(F) -el az F telj ее család maximálie függé­
seinek halmazát. Egy в halmaz (BQ. fí) maximális jobb­
oldal az F teljes családra nézve, ha létezik olyan A 
halmaz (a ç  fi) , amelyre (А,в) e M(F) . A  továbbiak­
ban jelöljük 1(F) -el az F teljes család maximális 
jobboldalainak halmazát.
3.1 Lemma: Legyen F - P(fi) x p(fi) . Ekkor
1(F) = { BÇ-П :(V(A,C)eF)(Aç В -*■ CC_ В)}.
А 3.1 Lemma egyszerű bizonyítását az olvasóra bizzuk.
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3.2 Következmény: Legyen Fç p(fi) x p(n) egy teljes
f-család. Ekkor T(F) metszetre zárt halmazrendszer,
azaz b ,b ! e 1(F) -bol következik, hogy вп в' e í(F)
Bizonyítás : 3.1 Lemma szerint í (F)={BCfi:(A,c)eF, a q b cc в}. 
Legyenek B,B' tetszőleges elemei T(F) halmazrendszernek. 
Megmutatjuk, hogy вп B' e 1(F) . Ehhez azt kell bizonyítani,
hogy (A,C)eF, А - в n B' esetén cc вп в* . Valóban, ha 
Ас в n В’ , akkor Ас в, Ап в', ezért Сев, cc в', mert 
в,B' e 1(F) . így Ce в nB' valóban. A 3.2 Következményt
ezzel bebizonyítottuk:.
3.2 Definíció: Legyen Fc P(fi) x p(fi) egy teljes
f-család. Egy A halmaz (Ac. fi) kulcsa a teljes
f-családnak ill. az R relációnak, ha (A,fi) e F tel­
jesül. Az A halmaz kijelölt kulcsa (kulcs jelöltje) 
az F teljes családnak, ill. az R relációnak ha 
(a ,fi) e F teljesül, és mirrtTen olyan A' halmazra (A'ç a ) 
amelyre (A',fi) e F teljesül, igaz az is, hogy A' = A .
Jelölje K(F) az F teljes f-család kijelölt kulcsai­
nak rendszerét.
Jegyezzük meg, hogy ha F telj ее család, akkor K(F)
Sperner -rendszer, azaz, ha К., K_. e K, akkor IC cf K_. 
és igy
|K(F)I < I Cn/2JJ C35:.
3.3 Definíció: Legyen n > О egy természetes szám és 
I£21 =n . Jelölje s(n) azt a legnagyobb természetes számot,
amelyre létezik olyan KC-P(ß) Sperner-rendezer, hogy:
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ha R olyan reláció n halmaz felett, amelyre К = MFR), akikor 
az R reláció sorainak száma legalább s<n) .
3.1 Megjegyzés: На К Çp(fi) Sperner-rendszer, akkor létezik 
olyan R reláció n felett, amelyre К = K(FR) , ez C3,20:i_ben 
bizonyított, de a 3.3 Tételből is következik.
3.3 Tétel: l п - Л  ± S(n) ±
n
r a [ f ]
+
Bizonyítás: Először a felső korlát helyességét bizonyltjuk.
Legyen |n|=n és К cP(í!) egy tetszőleges Spemer rendszer. 
Legyen L az azon részhalmazainak rendszere, mely halmaz- 
rendszer egyetlen elemét sem tartalmazzák és maximálisak erre 
a tulajdonságra, azaz
L={X c-ü: (AeK+Ai,X) és (Y э X) -► ( 3 AeK) (A c_Y)}.
, , |n lVilágos, hogy F Sperner-rendszer és igy a^353 miatt UI^Lnl. 
Jelölje к az L számosságát és soroljuk fel azt Spemer rendszer 
elemeit xl,x2,...,xk alakban. Konstruálunk Rü feletti 
relációt úgy, hogy az R reláció sorainak száma k+l és K(FR)=K, 
azaz az R reláció kijelölt kulcsainak rendszere, K(F ) azcnos az adott 
К Sperner rendszerrel. Legyenek az R reláció sorai 
(ho,hlf...,0^ ) a következők: hQ(a) =0 , minden a e íí -ra,
és ha i olyan, hogy l < i < к , akkor
h±(a) = O,
ha
ha
a e Xi;
a e íí \ X.
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Legyen R= {hQ, h h^ } . Azt állítjuk, hogy ekkor
KiFr) = K.
Bizonyítsuk be először, hogy ha az A halmaz eleme а К 
Sperner rendszernek, akkor az a halmaz kijelölt kulcsa az 
R relációnak, azaz A e K(F ) . Valóban/ ha A e K,
akkor az R reláció bármely két sora különbözik az A halmaz 
legalább egy elemén, mivel x. , ha i<iik . Tehát az a
halmaz kulcsa az R relációnak. Az A halmaz kijelölt kulcsa az 
R relációnak, mert ha létezik olyan в halmaz (B £ A ) , 
amelyre igaz, hogy (B,í2) e F, akkor К Spemer-rendszer volta 
miatt в halmaz nem tartalmazza К egyetlen elemét sem. Ezért 
létezik olyan i(l < i<k) , hogy всх^ К cP(fi) és 1
definíciója miatt Xi f n, igy h ф In, de в miatt
(Vb e B)(hQ(b) = hhb) ) . így а В halmaz nem kulcsa az R
relációnak. Ezzel beláttuk, hogy K_c.K(FD)
A továbbiakban bizonyítsuk be, hogy az R reláció minden 
kijelölt kulcsa а к Sperner rendszer eleme is, azaz
K(F ) ej . Tegyük fel indirekt, hogy létezik olyan в,
hogy в e K(Fr) \K . Állitás első része szerint
K Ç K(F ) és K (F ) Sperner-rendszer, ezért а в 
halmaz nem tartalmazza К egyetlen elemét sem. így létezik 
olyan i i </k) , hogy В c xi . Az előbb azonban
láttuk, hogy ekkor в nem kulcsa az R relációnak, ami ellent­
mondás .
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Tehát K(Fr) Ç. К és igy végül K K(ÍV  . Ezzel az alsó
korlát helyességét bebizonyítottuk. Most bizonyítsuk be a
észrevétellel kezdjük:
( 1 ) Ha R egy s -soros reláció, akkor létezik olyan R’ s- 
soros reláció is, amelyben legfeljebb s szimbólum fordul 
eló és amelyre FR = FR. és igy persze K(FR)=K(frR,)
is teljesül.
(2) Ha R egy , s-soros reláció és s' > s , akkor létezik-olyan 
R' s'-soros reláció is, amelyre FR = ^R , és igy persze 
K(f ) = K(F ,) is teljesül. Az (1) és (2) észrevé-
telek alapján legfeljebb s- soros relációk kijelölt 
kulcsainak rendszerei legfeljebb s(n)s(n)‘n sokan
vannak. Másrészt egy n -elemű halmaznak több, mint
■ ш
felső korlát helyességét. Állításunkat két könnyen látható
, azaz
Jelölje a(n> 
hogy
-et és legyen t olyan függvény
(3) a(n) / n >,t(á(n)) . log2 t(a(n)) •
Ekkor s(n) > t(a(n)) f mert ha s{n) " t(a(n))'
akkor a(n) < n*s(n) .log s(n) < n*t (a(n) )-log^  (t(a(n)), ^
ellentmondás. Könnyű ellenőrizni, hogy ha t(a(n) )=a(n) /n ,
s (n) < t(a (n) ),
ami
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akkor (3) teljesül a t függvényre, tehát s(n) ^ ^ -|cn/2:| .
Ezzel a felső korlátot és magát a tételt is bebizonyítottuk.
3.4 Következmény: 1 Irr
n
S(n)
- ф ] )3.5 Tétel: S(n> — ÍU í
Bizonyítás : W.W. Armstrong bebizonyította, hogy ha
metszetre zárt, akkor pontosan egy olyan F teljes család 
van, amelyre I = 1(F) . Ezért elég bizonyítanunk, hogy ha
icp(ö) metszetre zárt, akkor létezik egy legfeljebb | ^п/2зУ 1 
soros R reláció, amelyre I = I(FR) . Legyen tehát içp(ft) 
halmazrendszer metszetre zárt. Legyen
N = {Yel : Y =)= П {Y' e I : Y * D Y ,  Y ’=f=Y }},
Ekkor az N halmazrendszer olyan, hogy ha Y Ф Y ’ és Y , Y 'ebi, 
akkor Y n Y* £ M. D. Kleitman C 2 93 tétele szerint ekkor
IЛ/1 = к 4 I [ Сп/гз] .
А 3.6 Lemmában bebizonyítjuk, hogy a legszűkebb olyan met­
szetre zárt rendszer, amely N-et tartalmazza, éppen az I 
halmazrendszer. Ezért elegendő egy olyan R relációt konst­
ruálnunk, melynek legfeljebb § (cn/2:| + 1 sora van, és
amelyre Ы ç_I(FR) ç I , Legyen N = {Y^ Y2,..., Yk}
és legyen R az a reláció, amelyet 3«3 Tétel bizonyításában 
konstruáltunk, azzal a kivétellel, hogy az x± halmaz
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helyére az Y. halmazt Írjuk, ha i-if2,...k, nyilvánvaló, hogy 
ekkor . Ezzel állításunkat bebizonyítottuk.
3.2 Generátorrendszer .jellemzése
Most rátérünk a generátorrendszer jellemzésével kapcso­
latos problémára, melyet W.W. Armstrong c U 3 vizsgált először.
A feladat pontos megfogalmazása a következő. Legyen 
Fçp(ft) X Р(П) teljes f -család. Jellemezzük az F minimá­
lis számosságú g'enerátorrendszereit.
3.4 Definíció: Legyen F çp[Œ) x p(гг) egy f -teljes
család. Azt mondjuk, hogy egy F'ç f  generálja az F teljes 
családot, ha minden olyan R relációra az 9, felett, amelyre
F' Ç. F teljesül, arra az F ç_f összefüggés is igaz.R R
A cU: dolgozatban logikai jellemzése adott a teljes
családok minimális számosságú generátorrendszereinek. Ezen 
jellemzés egy kombinatorikus ekvivalensét adjuk a 3« 7 Tétel­
ben és becsüljük ezt a "minimális számosságot" a 3.8 Következmény­
ben.
3.5 Definíció: Legyen F çp(fi) x p(ß) teljes család. 
Jelölje ekkor N(F) az 1(F) metszetirreducibilis elemeit, 
azaz
N(F) * (Yel ( F ) : Y ф П (Y'el (F) :Y'_3Y, Y’ ф Y}}
Azt mondjuk, hogy egy, Mci(F) metszet-generálja az 7(F) -et, 
ha 1(F) = { n M* : M' Ç M}.
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3.6 Lemma: Egy М iLI (F) akkor és азак akkor metszetgenerál 
ja az 1(F) halmazrendszert, ha N(F)_c_M.
Bizonyítás : A következő bizonyítás hálóelméletben jólismert.
Ha M metszet-generálja 1(F) halmazrendszert, akkor W(F) Ç M 
nyilvánvalóan.
Azt kell még bizonyítanunk, hogy WCF) metszetgenerálja 1(F) 
halmazrendszert. Tegyük fel, hogy ez nem igaz és legyen 
xe 1(F) egy maximális számosságú, amelyre x Ф n{YeW(F) ;Y o_x} 
Ekkor persze x ф W(F) , azaz
(4) x = n{x' e 1(F) : X' _^x, X' ф x }.
На X' э x, X' ф x , akkor |x'|>|x| és i g y
( 5 ) X' = n {Y e W (F) : Y D X* }•
De a (4) és az (5 ) alapján X = n{Y e N(F) : Y _э_х}, 
ami ellentmondás. Ezzel lemmánkat bebizonyítottuk.
3.7 Tétel: Legyen F egy teljes f -család és F' ç F.
Ekkor F' minimális számosságú generátorrendszere F teljes 
családnak, akkor és csak akkor, ha
(6) (VY e W ( F) ) (3AyCfi) (F- = {(Ay, Y) : Y e M(F)}.
Bizonyítás : Ha F' halmazrendszer kielégíti a (6) formula 
feletételeit, akkor nyiiván generálja F teljes családot.
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Tegyük fel, hogy F* generálja F -et. *A'B) e F -re 
legyen в' maximális olyan halmaz, hogy в' 2 в és (A,B')eF 
Ekkor F" = {(A,B') : (A,B) e:- F*> is generálja F teljes 
családot és | F"| 4 |F'| . Nyilvánvaló, hogy {B' : (з а) ( (A,B')eF”) }
metszetgenerálja 1(F) halmazrendszert, és igy 3.6 Lemma 
szerint IN(F) I 4 |F"j 4 |F* | . Továbbá, ha
IW(F) I = IF”I = I F'I , akkor N(F) = {В* : (ЗА) ( (А,В' )eF’)}
teljesül. Ezzel a 3.7 Tételt bebizonyítottuk.
t
3.8 Következmény: Ha F ср(П)*Р(П) teljes f -család és
InI =rx , akkor létezik olyan F* generátorrendszere az f- teljes 
családnak, amelyre
|F’| < 1 I  n \
2 у :n/23I .
3.3 Lineáris relációk
Dolgozatunk jelen részében a lineáris relációkkal fog­
lalkozunk. Bérügyi adatfeldolgozásnál általában csak a 4 
alapműveletet használják és nagyon sűrűn csak olyan homogén 
file-ok szerepelnek, amelyben a funkcionális függőségek li­
neárisak. Rámutatunk arra a tényre, hogy a lineáris relációk 
esetében néhány - máig is — megoldatlan kombinatorikai prob­
lémába ütközünk.
Jelölje Q a racionális számesetet és Qn a racionális
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számokból álló n hosszúságú sorozatok halmazát. Ekkor Qn 
természetes módon n -dimenziós vektortér a Q felett.
3.6 Definició: Egy R reláció az n felett lineáris, 
ha R sorainak halmaza altér a Qn n -dimenziós vektortérben.
3.7 Definició: Legyen R reláció az n felett, és.
R c Qn , CA,B) e Fr . A z (A,b) funkcionális függés line­
áris az R relációban, ha minden b elemre (b e B) -re létez 
пек “а ь 6 ^  : a 6 A együtthatók úgy, hogy ha h e R
akkor, h(b) = E a h(a).â r ЬaeA
3.Q Tétel: Ha R lineáris reláció az fi felett és (A,B)eFR
akkor (A,B) lineáris függés R-ben, azaz lineáris reláció 
minden függése lineáris.
Bizonyítás; Az egyszerűség kedvéért tegyük fel, hogy |b |=i, 
azaz B={b}. Ez feltehető, mert (A,B)eFR^kkor és csak akkor, ha 
(A,{b})eF minden böB -re, továbbá (A,B) lineárisr\
funkcionális függés az R relációban akkor és csak akkor, 
ha (A,{b}) lineáris R-ben minden Ьев elemre.
Legyen s az R relációnak a QA -ra való vetülete. 
Nyilvánvaló, hogy S altere QÄ -nak. Ha x e r, akkor 
Pr (X) e s az X vetülete. (A,{b}) e F miatt f:S+QA R
a következő definícióval függvény; legyen x eR esetén
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f(pr (x)) = x(b) , azaz az x vektor b -dik koordiná-
tája* Azt állitjuk, hogy f lineáris leképezés. Valóban,
( 7 ) ha x, ^ e R ,
akkor x + %  e R * így а ргд lineáris volta miatt 
ргд (x+£) = (prA(x) + Prд (У) ) e S.
(x+£) (b) = x(b) + £(b) ezért
f (ргдТх)+ pr (£)) = f(prA(x-+X)) = x(b)+£(b) =
= f (pr (x) ) +f (pr (y) ) ,
( 8 ) ha x 4 R, a e Q, akkor prд (ax) =а?ргд (x) e S és
f(a*pr (x)) = f(pr (a*x) = (orx) (b) = a»x (b) = a*f(pr (x)).A — H " ’ A
Az S lineáris altér QA -ban, ezért az f függvény ki-
д ~terjeszthető Q -ra egy f lineáris leképezéssé, igy
van íaa,b:a 6 A-^ -Q úgy, hogy minden x e qa -ra,
f(x)= L a x(a). A f kiterjeszti az f függvényt, аед
tehát f a kivánt alakú* Ezzel állításunkat bebizonyítottuk.
Ha R ÇQn lineáris reláció, akkor R -relációnak vagy 
egyetlen sora van, vagy végtelen sok. Az R logikai struk­
túráját azonban az R relációnak már véges sok sora is tük­
rözi, hiszen P(fi)2 = {(A,B) :A esi, в Çfj} véges és ha
(А,В) e РШ)2 nem funkcionális függés az R relációban,
akkor ezt az R relációnak már két sora is mutatja.
Mivel a lineáris függések gyakorlati szempontból fontosak, 
sűrűn előfordulnak, érdemes megvizsgálni, hogy melyek azok a
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függésrendszerek: amelyek realizálódhatnak lineáris reláció­
ban.
3.10 Lemma: Ha R ^ Qn lineáris reláció az fi felett, és 
к1,к2 kijelölt kulcsa Fr teljes f -családnak, á±or
I V  = ' V -
Bizonyítás : Legyen R’ Ç R olyan reláció az fi halmazon,
amelynek véges sok sora van és amelyre F = F . A 3« 9 
Tétel szerint Fr1 minden eleme lineáris függés. Könnyen 
meggondolható, hogy K ç_n kulcsa FRI teljes f-családnak, 
akkor és csak akkor, ha a {(h(a) : h e R' ) ,a e K} vektorhal­
maz maximális lineárisan független részhalmaza (h(a)hieR':аек> 
-nak. így, ha Kç_fi kulcs, akkor к elemszáma egyenlő az R' 
mátrixának rangjával. A lemmát bebizonyítottuk.
3.11 Következmény: Ha R Ç Q n lineáris reláció, akkor FR 
teljes f -család minden kulcsának pontosan annyi efeme van, 
amekkora R dimenziója. A 3»10 Lemma szerint tehát nem 
igaz, hogy minden teljes f -család lineáris reláció függés­
rendszere lehet.
Most bebizonyítjuk, hogy létezik olyan n -változós li­
neáris R reláció az Œ felett, amelyben a kijelölt kulcsok
és nem létezik olyan n -változós reláció 
amelyben ennél több kijelölt kulcs lehetne.
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3.12 Lemma: Egy tetszőleges n -változós lineáris R relációban
maximum/ kijelölt kulcs lehet.
Bizonyítás: Az egyszerűség kedvéért mindegyik tartományt je­
löljük a sorszámával. így egy tetszőleges kijelölt kulcs nem más, 
mint az {1,2,...,n) = fi halmaz egy bizonyos részhalmaza. 
Jelöljük K-val a kijelölt kulcsok halmazát, nyilvánvaló, hogy 
egy r relációnak legalább egy kijelölt kulcsa van -{l,2,...,n}- 
és maximum 2n- 1 kulcsa kijelölt kulcsa lehet. A kijelölt kulcs 
definíciójából következik, hogy a kijelölt kulcsok rendelkeznek 
azzal a tulajdonsággal, hogy ha
(9) (n. ,n. ,__,n. ) e К
xi x2 h
es (n. ,n. ,...,n. ) e К
J1 J2 Jm
az R reláció kijelölt kulcsai, akkor igaz, hogy
{n. ,n. ,•*•, n.. } {n . ,n, I • • • ,n, } 
és 11 12 l h 31 D2 :m
n^ji ,n32f ’ * ’ ' njm^  í {nü,"i2...^  • ■
Ez azt jelenti, hogy nekünk az fi halmaz azon rész­
halmazainak a halmazát kell kiválasztani, amelyek együttesen 
rendelkeznek a (9) tulajdonsággal. Pontosabban, ezen részhal­
mazok halmaza közül azt, amelyiknek a számossága a legnagyobb.
Könnyű belátni, hogy n - 2m esetén a (9) feltételnek 
eleget tesz például az az halmaz, amely nem más, mint az 
ß halmaz összes m hosszúságú {n , n . . n } rész-1 il' i2 '
halmaza.
Ha n=2m+-i , akkor a (9) feltételt például kielégiti
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az a S2 ill. s3 halmaz, amelynek minden eleme m ill. пн-l 
hosszúságú.
Az Si(i=i,2,3) halmazok olyan halmazok, amelyek 
kielégítik a (9) tulajdonságot. Nekünk az ilyen tulajdon- 
ságúak közül azt kell kiválasztani, amelynek a számossága 
a legnagyobb.
Könnyű bebizonyítani - és a Spemer-tételból is követ­
kezik - , hogy a legnagyobb számosságú éppen az általunk 
megjelölt ^  halmaz. Ismert tény C353
hogy az S± halmaz számossága
ha n = 2m, akkor ( - )  ; ha pedig n = 2mfl, akkor
(n \ ( 2mfl\ _ f  2mflün/2: ) l m )  1 itH-1
A 3.12 Lemmát bebizonyítottuk.
А З.13 Leromában bebizonyítjuk, hogy létezik olyan 
lineáris R reláció, amelyben éppen annyi kijelölt kulcs van, 
mint amennyit a 3.12 Lemma kimond.
3.I3 Lemma ; Létezik olyan lineáris R reláció, amelyben 
kulcsjelölt van.
[ f ] ) pontosabban,
Bizonyítás: Az általánosság megszorítása nélkül tegyük fel, 
hogy n=2m • Ebben az esetben olyan példát kell konstruálnunk,
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hogy az s. halmaz minden {n. ,n. ,..., n. }c  ^ eleme generálja
1 M  x2 1m
az fi halmazt, de az {nii,ni2,... ,niml- egyetlen {nil,nÍ2,...,ni } 
valódi részhalmaza se generálja az fi halmazt (t < ш ).
Az n-változós R reláció minden tartományának minden 
értéke legyen pozitiv egész szám a következő módon: Az 
i(i=l,2,...,m) tartományba egy xi változó kerüljön, amelynek az 
értékkészlete pozitiv egész szám.
Az m+i (i = 1,2,...,m) tartományokat pedig az i,2,...,m 
tartományok értékei adják meg. Az mfi tartomány értéket a
(ч! I n 2l , 1 . I О 1 ) 1 , Л.-2 X. + 2 x„ + z x^  +...+ 2 x , + 2 Xmim-1 m1 2
lineáris függvény adja meg. Az általánosság megszorítása 
nélkül tegyük fel, hogy minden R elemet úgy adunk meg, hogy 
előbb 1,2,... majd végül az n attribútum értéket adjuk meg.
így tehát az R reláció a következő 2m lineáris függ­
vényből áll:
Ш
F = {x., E 2 3Xx . ,  i=l,2,...,m}.
1 j-1 :
Nyilvánvaló, hogy az állításunk érdekében elégséges bebi­
zonyítani azt, hogy az F függvényrendszer bármely tagja 
lineárisan függ az F rendszer bármely m tagjától, 
és egyetlen tagja sem függ egyetlen t(t < m) tagból 
álló függvényrendszertől sem. Ennek érdekében be kell 
bizonyítani azt, hogy bármely m egyenlet megoldása meg­
adja a többi m egyenlet értékét, és egyetlenegy egyen­
letrendszer, melynek számossága kisebb, mint m nem adja 
meg egyetlen egyenletnek sem az értéket.
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Ennek igazolására elég bebizonyítani, hogy egyetlenegy 
m számosságú egyenletrendszernek sem 0 a determinánsa. 
Könnyű belátni, hogy ennek érdekében elég megmutatni azt,
Ш
hogy a £ 231 X. (i=i,2,... ,m) egyenletrendszer által megható­
ja 3
rozott D determináns egyetlen Dk részdeterminánsának sem 0 
az értéke. Ez egyszerűen következik az F lineáris függ­
vényrendszer tetszőleges m függvénye által meghatározott 
determináns kifejtési szabályából.
Legyen 211 221 231 2(m-1) 1 2ml
212 222 232 2(m-l)2 2m2
213 223 233 2(m-l)3 2m3
D = • ; • •
2’(m-l) 2 5(ш—1) 23(m-l) 2in(m-l)
2ta 22ш 23m 2(m-l)m 2 min
determináns sorait i -vei, oszlopait pedig j -vei
jelöljük, i,j = 1,2,..., m.
Be kell bizonyítani, hogy a D determináns tetszőleges 
D =(i < к < m) részdeterminánsának az értéke nem 0. azaz
ahol 1 £  < ±2 <
23Л Л 1
2j2i2 2 \ 1г
á 2lk f kik
.. .< i, < m  ésк = 1 < j
Ф О
< j2< ••• < \  = Itl*
2 Lieg j egy zés ; A részdetermináns értelemszerűen azt 
jelenti, hogy ismerjük az n változós R relációnak 1 -edik 
és h -adik értelmezési tartományainak az értéket, ahol
1 < 1 < m  e s 1 ф i j / îj''* * d к ' v a l a m i n t  a  h  -  пн-i , s -  1,2,..
A D determináns kifejtéséből következik, hogy a Dkk! összeg-к
bői áll, amelyek mindegyike
2ii3ik+i2ilk-i +---+ ik3i!
alakú hatvány, ahol iis^ 1lt» ha s^ t és
Bizonyítsuk be, hogy ezek közül a hatványok közül léte­
zik egyetlenegy legkisebb hatvány, mégpedig a
’2i ijk+i2jk-i+ -‘-+ik-ij2+ikji = M >
Elég bebizonyítani, hogy az
do) 11^ к+12^ к-1 +','+1k-1^ 2+1k^l<1l;i 12:’lk_1 +,,,+ ik-l^l2+Jlc
egyenlőtlenség fennáll, ha legalább egy V k — i ^ v v ^ r  
Valóban, bontsuk fel a do) egyenlőtlenséget k darab egyen­
lőtlenség összegére a következőképpen:
W W — +W  i V V ^ .  ♦•••И,*),)К K—1 Z 1
H 2+V  i >
‘C i ’W  ’ < W - í  ‘Ч-ГЧ-г’ • (V Jli>
(ik-ik-D-31 i 'ifc-ik-l)-jl!-
Nyilvánvaló, hogy legalább egy egyenlőtlenség szigorú.
így sikerült bebizonyítani, hogy a Dk determináns
iljk+i2 jk-l+---+ikjlmindegyik összeadandójából ki lehet emelni 2 
s mellette a 2 valamilyen pozitiv hatványa szerepel és az l
A A Ais csak egyszer, azaz D _ M(1±2 ^±2 2±...2 k!_1)
A_. ^ 1 (j=l,2,... ,k!-l)ahol
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Ez azt jelenti, hogy Dk  ^°-
A lemmát bebizonyítottuk.
A 3.12 és 3.13 lenmából következik az alábbi tétel.
létezik olyan reláció, amelyben a kijelölt kulcsok száma 
ennél több lenne.
3.3. Megjegyzés: A 3.12 Lemmában szereplő R reláció konst­
rukciójából következik, hogy nincs benne egyetlen nem trivi­
ális funkcionális függőség sem.
A [3&3 dolgozatban a szerzők bebizonyították, hogy ha a nem 
triviális függőségek száma к < vn, akkor létezik olyan n - 
változós R reláció, amelyben a lehetséges kulcsok száma ! • 
A 3.I5 Tételben egyrészt adunk a nem triviális funkcio­
nális függőségek számára egy lehetséges becslést. Másrészt 
pedig példát konstruálunk annak a ténynek az illusztrálására, 
hogy a nem triviális funkcionális függőségek magas száma 
"lényegében" nem csökkenti a lehetséges kijelölt kulcsok 
számát.
3.15 Tétel: Legyen k = Létezik olyan n+l fokú lineáris
T reláció, amelyben legalább к funkcionális függőség 
van és a kijelölt kulcsok száma is к .
3.14 Tétel : Létezik olyan n-változós lineáris R reláció
amelyben a lehetséges kijelölt kulcsok száma és nem
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Bizonyítás : Vegyük a 3«13 Lemmában szereplő n -változás 
lineáris R relációt és bővitsük ki ( n+i) -változós 
lineáris T relációvá, úgy hogy az n+l attributumértéke 
ne függjön az előző n attribútum egyetlen részhalmazának 
az értékétől sem. Vagyis az n+l attribútum legyen teljesen 
független.
líyilvánvaló, hogy az R reláció minden kijelölt kulcsa ebben 
a T relációban egy nem triviális funkcionális függőséget 
jelent és a pem triviális funkcionális függőségek száma
relációban.
A T reláció kijelölt kulcsai pedig nem mások, mint az 
halmaz tetszőleges m elemű részhalmazai és az 
(n+l) attribútum ( n = 2m).
Könnyű belátni, hogy az (n + l) -változós т reláció
kijelölt kulcsainak a számossága is
L § ]
A tételt bebizonyítottuk.
A lineáris relációk függésrendszereinek axiómatizálá- 
sa nagyon nehéz feladat, mert egy lineáris
reláció függésrendszerének kijelölt kulcsrendszere akkor 
és csak akkor, ha K a ft felett koordinátázható matroid.
A koordinátázható matroidok belső jellemzése pedig a véges 
kombinatorika régóta vizsgált, máig is megoldatlan problémája.
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3.16 Következmény: На 1^ 1 ~ п' к=п'  ^~ A^ç_ ^ : 1А ! = кЬ  
akkor К egy lineáris reláció kulcsrendszere 1 20 : .
А 3.14 Tétel bizonyításában használt módszer segítsé­
gével könnyű belátni, hogy igaz a 3.16 Következménjr.
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4» Relációs adatmodell alkalmazása
4.1 A rendszer általános leirása
A KITE számára az MTA SZTAKI raktárnyilvántartási 
rendszert készit. A KITE /Kukorica és Iparinövény Terme­
lési Egyesülés/ mintegy 350 termelőszövetkezet egyesülése 
különböző feladatok ellátására, melyek közül az egyik leg­
fontosabb: gondoskodni az országban működő mezőgazdasági 
gépek alkatrészellátásáról. Az alkatrész nagy részét kül­
földről /szocialista és tőkés országokból/ kell beszerez­
ni. A KITE,alkatrészraktárai három fő tipusba sorolhatók: 
konszigánciós, egyedi bizományos és AGROKER bizományos 
raktárak. Konszigánációs raktárát a nagyobb alkatrész- 
gyártó cégek létesítettek a KITE-nél /John Deere, Becker, 
Rau, stb./; az ilyen raktárakban levő alkatrészek letét­
ben vannak a KITE-nél, a szállitó cégnek a KITE a hazai 
partnereknek történt eladás után fizet. Az egyedi bizo­
mányos raktárakban az egyedi szerződések által beszer­
zett alkatrészek vannak, mig az AGROKER bizományos rak­
tár lényegében olyan konszignációs raktár, melynek tu­
lajdonosa az AGROKER.
A rendszer feladata az egyes raktárok készleteinek 
naprakész nyilvántartása és lekérdezése, a raktárakból 
való kiszolgálás segitése és a partneri igények nyilvéntai 
tásával kapcsolatos döntések támogatása. Ezenkívül vannak 
speciális feladatok az egyes raktárakban /pl. rendelés­
javaslat, stb./.
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Mielőtt a KITE-nek készített rendszerterv [ 38] alap­
ján leírjuk a rendszer adatállományát relációs adatmodell- 
ben, röviden ismertetjük a rendszert érintő fő fogalmakat 
és tevékenységeket. Dolgozatunkban a rendszernek két fő 
részével foglalkozunk: az alkatrésznyilvántartással és az 
előrendelésnyilvántartással.
Az alkatrészek azonosítása a rendszerben /jelenleg 
pedig kézzel kitöltött kartonokon/ ún. cikkszámokkal és a 
raktárral történik. Egy cikkszám általában nem határoz 
meg egy alkatrészt, mert ugyanaz a cikkszám több raktárban 
is előfordulhat. Egy alkatrészt a cikkszám, raktár azono­
sít. A különböző egységáron való előfordulást /külföldi 
alkatrészeknél ez előfordulhat a devizaszorzók, vám vál­
tozása, stb. miatt/ a cikkszámon jelezzük - erre nem té­
rünk ki. Adott raktárban adott alkatrész új cikkszáma az 
a cikkszóm, melyen a szállító felé aktuálisan megrende­
lés adható fel; régi cikkszám az új cikkszám előtti utol­
só cikkszám /alkatrészek cikkszáma megváltozhat/. Az al­
katrészeket forgalmuk nagysága és a forgalmukról készí­
tett statisztika megbízhatósága alapján négy típusba so­
roljuk; ezek a típusok a rendelésfeladást könnyítik /az 
egyik típusba pl. olyan alkatrészek tartoznak, melyek 
"múltja" elegendő,alapot ad algoritmusként megfogalmaz­
ható rendelésstratégia követésére; ezekre az alkatrészek­
re a rendszer mennyiségi rendelésjavaslatot ad/. Mivel a
66 - .
rendszernek a rendelésfeladást támogató részével itt nem 
foglalkozunk, az alkatrésztipusok pontos definícióját sem 
Írjuk le.
A KITE által forgalmazott alkatrészek mintegy 50-féle 
mezőgazdasági gép alkatrészigényét fedik. Egy alkatrész 
több géptípusban is előfordul és esetleg más-más darab­
számmal /pl, elképzelhető, hogy egy traktorban adott csa­
págyból 30 db, egy kombájnban 20 db van/; a cikkszámok 
mellett ezt különböző okokból fel kell tüntetni. A gép­
típusok közül az első az alkatrész géptípusa. Az alkatrészek­
nek mintegy 10-féle készletét kell nyilvántartani - ezek fő­
leg a kiszolgálást és a rendelést érintik, ezért ezzel csak 
a lekérdezésnél foglalkozunk részletesebben.
Az alkatrészigények két formában jelentkezhetnek: akut 
igény illetve előrendelés. Az akut igény vagy azonnali ki­
szolgálással kerül kielégítésre vagy előrendelésként jelent­
kezik. Mivel a kiszolgálás nem támaszt jelentős nyilvántar­
tási feladatokat, azért itt nem érintjük.
Egy előrendelést egy partner /ez lehet KITE-tag, nem 
KITE-tag, KITE belső: pl. KITE-mühely, stb./ egy raktár- 
beli egy géptípushoz tartozó egy aktualitással / mikortól 
tart rá igényt/ kért alkatrészekre adhat. Az előrendelések­
nek a megfelelő KITE-szakember prioritást /Р2/ ad. Mivel 
egy előrendeléssel lehetnek azonnal meg nem oldható prob­
lémák, azért az ,,állapotkód,,-ot minden elfogadott elő­
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rendelésen "élő"-re kell állitani; csak az élő előrendelé­
sek jelentenek a rendszer számára tényleges igényt.
Az előrendelésen minden egyes kért alkatrészhez egy 
pozició tartozik. Pozíciónként is adható prioritás /РЗ/»
A prioritások az igények automatikus kielégítési sorrend­
jét határozzák meg. Mivel egy adott pozición jelentkező 
igényt nem biztosan a kért cikkszámon elégítenek ki /cikk­
számváltozás, stb./, azért a végleges cikkszám tükrözi az 
előrendelés tényleges igényét. A végleges cikkszám raktára 
természetesen lehet más, mint a kért cikkszámé, ezért, te­
kintettel a raktárak egyenkénti áttekinthetőségére, a végle­
ges raktár is feltüntetendő.
Az előrendelésként jelentkező igények kielégítése a 
következő módon történik: az előrendelések aktualitása és 
a P3, P2 prioritások alapján a rendszer előjegyzési javas­
latot készit. Az előjegyzési javaslatot elbírálják és a 
jóváhagyott illetve kivülről megadott előjegyzésekről a 
kiértesitési dátum napján értesítik az előrendelést feladó 
partnert. Az előjegyzések általában 8 napos hetáridejüek, de a 
lejárat dátuma kivülről is állítható. A lejárt határidejű 
előjegyzésekről szakember dönt.
Az előjegyzésbe vétel és a kiszolgálás automatikusan 
maga után vonja az érintett cikkszámok megfelelő készlete­
inek és statisztikai adatainak módosítását, de ezzel itt 
nem foglalkozunk.
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A rendszer magját az alkatrésznyilvántartás és az elő­
rendelésnyilvántartás valamint az ezekről való információ­
szolgáltatás képezi.
A 4.2 részben leirjuk e két nyilvántartás megszerve­
zését relációs adatmodellben. A törzsadatállományokra nem 
térünk ki. ügy gondoljuk, hogy a 4.2-ben leirtak jól mu­
tatják a relációs adatmodell alkalmazhatóságát és előnyeit.
A 4.3-ban a 4.2-ben leirt relációs adatbázis lekérde­
zésével foglalkozunk. Részletesen kitérünk a relációs adat­
struktúra okozta viszonylag nagy válaszidő csökkentésének 
problémájára is.
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4.2 Adatstruktúra szervezése relációs modellben
A következőkben leirjuk a KITE számára készítendő rak­
tárnyilvántartási rendszer két legfontosabb nyilvántartását 
relációs adatmodellben* Kiszámítjuk a relációs adatmodell alkal 
mazásával elért helymegtakaritást - amihez képest ezt a megtaka 
ritást mérjük, az a rendszertervben [ 38 ] leirt adatstruktúra. 
Természetesen részletesen foglalkozunk a relációs adatstruk­
túra tervezésénél felhasznált funkcionális függésekkel.
A különböző relációk helyigényének kiszámításakor a kö­
vetkező adatokat használtuk fel /ezek az adatok szolgáltak 
alapul a rendszer helyigényének felmérésére a valóságban is/:
1. előrendelések száma maximum 10 000;
2. előrendeléspoziciók száma maximum 100 000 /azaz az egy 
előrendelésen levő poziciók száma átlagosan maximum 10/;
3. előjegyzéspoziciók száma maximum 200 000 /azaz az egy 
előrendeléspozicióhoz tartozó előjegyzések átlaga maxi­
mum 2/;
4. egy partner maximum 5 géptípust használ, azaz legfeljebb 
5 géptípusra ad előrendelést;
5. partnerek száma maximum 500;
6. 50 000 /cikkszám, raktár/ pár van maximum;
7. 30 000 cikkszám létezik maximum;
8. 20 raktár létezik;
9. 50 géptipus létezik
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10. 150 különböző lejárati dátum van az előjegyzésekre 
/a lejárt előjegyzéseket elbírálják/,
ELÓRENDELÉSHYILVÁNTARTÁS ATTRIBÚTUMAI
A1 - előrendelés sorszáma /5/
A2 - feladás dátuma /6/
A3 - aktualitás /1/
A4 - megrendelő /3/
A5 - géptipus /2/
A6 - raktár /2/
A7 - P2 prioritás /3/
A8 - élő poziciók száma /4/
A9 - javasolt előjegyzés-
poziciók száma /4/
оI—1 - állapotkód /1/
/"élő", "nem élő"/
An am pozició sorszáma /3/
A12 - kért cikkszám /6/
A13 - végleges cikkszám /6/
A14 végleges raktár /2/
A15 - darabszám /3/
A16 - előjegyzett dbszám /3/
C- 1—1 
< - előjegyzésjavaslat db /3/
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A18 - hátralék /3/
A19 - P3 prioritás /3/
á20 - előjegyzéspozició
sorszáma /3/
A21 - lekötés dátuma /6/
cmCM
<i - lejárat dátuma /6/
A23 - kiértesítés dátuma /6/
> rv> -f* - cikkszám /6/
A25 - raktár /2/
A26 - előjegyzett db /3/
A27 - hátralék /3/
A26 - állapotkód /1/
/"javasolt", "nem ki­
értesített", "kiértesí­
tett", "lejárt"/
Az attribútumok után zárójelben álló számok az 
attribútumra vonatkozó adat karakterigényét jelentik. 
Tehát egy előrendelés - előrendeléspozició - előjegyzés- 
pozició rekord helyigénye 99 karakter és igy, 1., 2. és 
3. alapján az előrendelésnyilvántartás helyigénye 
200 000 • 99 = 19 800 000 karakter.
Az előrendelésnyilvántartás attribútumai között a 
következő funkcionális függések állnak fenn:
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{A1’A11’A20 } kijelölt kulcs, hiszen a sorszámok éppen 
a rekordazonositás céljára szolgálnak.
(A1,A11h {A.12,A13,A14,A15,Al6,A17,A18,A19 }  ^ mert
4А.1,Ац }  azonositja az előrendeléspoziciót;
íA2,A4,A5 ^  ^A1 * A3*A6*A7,A8* A9*A10 ^
egy partner (A^), egy nap ( A2) egy géptipusra( A^) leg­
feljebb egy előrendelést ad le, azaz -{А2,А4,А^ } azo­
nositja az előrendelést.
/{ A^ }-*• { A^ } , mert egy géptipus minden alkatrésze egy
raktárhoz tartozik.
{Ag } íA10 } , mert A10 = "élő" akkor és csak akkor,
ha A8 / 0.
{ A^jA^ }-*■ { Arj } , mert а P2 prioritás megállapitásánál 
az előrendelő kiléte /KITE-belső, KITE-tag, nem KITE-tag a 
sorrend/ és a géptipus /milyen munkálatokat végeznek/ a 
meghatározók.
{ ApApp*A-21 } kijelölt kulcs, mert egy előrendeléspozi— 
cióhoz egy nap legfeljebb egy előjegyzés keletkezik.
{ A29 }-*• { A22) , mert a kiértesítés jogi okokból 8 napos 
határidővel jár.
{a22}->- {^28^ * mer't A22=0, akkor és csak akkor,
ha A28 javasolt; ha A22 /0, akkor A22--8 = és igy
aszerint, hogy A2  ^elmúlt-e, "kiértesített" vagy "nem ki­
értesített"; ha A22 is elmúlt, akkor "lejárt".
. - 7 3  -  .
Ezen funkcionális függések alapján az előrendelésnyilván­
tartást a következőképpen bontjuk hat normálformájú relá­
cióra ([ 5 ],[ 10],[ 11] ,[ 18]) :
R1 reláció attribútumai : A5»A6*
r 2 reláció attribútumai : Ад » Aç., Ay ;
R3 reláció attribútumai: A1 » A2 » Аз » A4 » A5 * A8 » A9 ,A10*
R4 reláció attribútumai : A1»AH» a 12»a i3»a i4»a 15»a i6’A17»A18»
A •a 19’
R5 reláció attribútumai : A Л A "”"22 * 23 * 28 *
R6 reláció attribútumai : A^,A-^,A2q ,A2^,A2^,Азд,A2^,A2g,A2y,
A  •a 28’
R^ relációban legfeljebb 50 rekord van 9. miatt;
R2 relációban legfeljebb 500* 5 rekord van a 4. és 5. miatt;
R^ relációban legfeljebb 10 000 rekord van, mert
{ A2,A^,A^ }-től függ R^ reláció attributumhalmaza és 
az 1. miatt;
R^ relációban legfeljebb 100 000 rekord van 2. miatt;
R^ relációban legfeljebb 150 rekord van a 10. miatt;
és végül R^ relációban legfeljebb 200 000 rekord van 3. miatt.
■*
R^,R2,R^,R^,R^ és Rg reláció rekordhosszai rendre 4,8,26,
37,13 és 38 karakter; igy e hat reláció helyigénye összesen: 
50-4 + 2500 8 + 10 000*26 + 100 000*37 + 150*13 + 200 000.38= 
= 11 582 150 karakter.
Most rátérünk az alkatrésznyilvántartásra.
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AZ ALKATRÉSZNYÍLVÁNTARTÁS ATTRIBÚTUMAI:
/А\ y !  Ei - cikkszám /6/
/Ai4=/ e2 - raktár /2/
E3 - tipus /1/
B4 - minimális készlet /2/
E5 - egységár /3/
E6 - vámtarifaszám /2/
B7 - géptipusok dbszámmal /40/
'E8 - megnevezés kódja /2/
E9 - raktári hely /4/
B10 - régi cikkszám /6/
B11 - új cikkszám /6/
B12 - műszaki leirás /20/
E13 - készletek /50/
E14 - utolsó eladás dátuma /6/
B15 - mennyiségegység /1/
6. alapján az alkatrésznyilvántartás helyigénye
50 000 • 151 = 7 550 000 karakter.
Az alkatrésznyilvántartás attribútumai között a 
következő funkcionális függések állnak fenn:
{ E^,E2 } kijelölt kulcs, hiszen a /cikkszám, raktár/ 
azonosátja az alkatrészt.
{E2>-+ {E-^} mert egy raktárban tárolt alkatrészek 
mennyiség egysége azonos.
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{E^ } {Ey,Eg,E1Q,E^1,E^2} nyilvánvalóan, hiszen
egy cikkszámhoz funkciót tekintve egy alkatrész tartozik.
Ezen funkcionális függések alapján az alkatrésznyil­
vántartást a következőképpen bontjuk normálformájú relá­
ciókra:
Rrj reláció attribútumai E2»E15;
Rq reláció attribútumai E^,E^,Eg,E10, E11*E12*
Rg reláció attribútumai E^,E2,E^,E^,E^,E^,Eg,E1^,E1 ;^
Ry relációban legfeljebb 20 rekord van, a 8. miatt;
Rg relációban legfeljebb 30 000 rekord van, a 7. miatt, és 
végül;
R^ relációban legfeljebb 50 000 rekord van, a 6. miatt.
Ry,Rg és R^ reláció rekordhosszai rendre 3, 80 és 76 karakter 
igy e három reláció helyigénye összesen:
20 • 3 + 30 000*80 + 50 000*76 = 6 200 060 karakter.
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4.3« A rendszer megszorított relációs kifevezésekkel való 
lekérdezése
Az előzőekben leirt relációs adatmodell lekérdezésére 
a megszorított relációs kifejezéseket használjuk.
4.1. Definíció /1/ Kiválasztás ;
Legyen R egy reláció az X attributumhalmazon, Ae X 
és c egy konstans.
Az A=c kiválasztás, a A=c ( R) az a reláció, mely­
nek sorai R-nek azon sorai, melyeknek értéke А-ban c; azaz /
° . ( R)= ire R: r(A)= c }.A=C
/2/ Vetítés ;
Legyen R egy reláció az X attributumhalmazon és Y— X.
R vetítése Y-ra, я- у ( R ) az a reláció, melynek 
attributumhalmaza Y és sorai az R sorainak Y-ra való megszori 
tásai; azaz
* ( R)« í r ^ Y : re R } .
/3/ Egyesítés :
Legyen R^ X-en, R2 pedig Y-on reláció.
R^ és R2 egyesítése, R^HR2 az a reláció, melynek 
attributumhalmaza X U Y  és sorai azok az X u Y-on értel­
mezett függvények, melyeknek X-re vett megszorítása R^-nek, 
Y-ra vett megszorítása pedig R2~nek sora; azaz
R-jW R2 = { r : r értelmezési tartománya Xu Y és
г rx e Rx. r R2í
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E három operációval kapható kifejezések a megszorított 
relációs kifejezések. Megszorított relációs kifejezés értéke 
tehát reláció.
Most megfogalmazzuk a rendszerrel szembeni konkrét kér­
déseket megszorított relációs kifejezések formájában.
1. Előrendelések
Az előrendelés - előrendeléspozició - elójegyzéspozició 
rekordokat a következő megszorított relációs kifejezés ered­
ménye tartalmazza:
6 R. = R .i=l 1
Ezenkivül természetesen még sokféle kérdés tehető fel az 
előrendelésnyilvántartásról, a vetités és a kiválasztás 
felhasználásával;
pl. adott partner /с/ előrendelései: 
тг-^(°А ç ( R )), ahol X= { , A21 * • • } •
4
2. Előrendelések adott cikkszámra
Ezt a kérdést azért nem soroltuk az előző nagy kérdés- 
csoporthoz, mert nem pusztán a felhasználó felé nyújtott 
információszolgáltatással függ össze, hanem a rendszer bizo­
nyos belső programjai /pl. a rendelésjavaslat-készitő program/ 
is használják. Legyen c egy adott cikkszám d pedig adott 
raktár. Ekkor /c,d/ párral adott alkatrészre /с a végleges
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cikkszám/ éló előrendelésekről szükséges információt tartal­
mazza a következő megszorított relációs kifejezés értéke:
7Г ,(<T о А -Я a А =C (И-a 14 q ^=140 14
Y = í A^, A2, A^ » A^, Ay, A-^,
Ri» =R*
■^ 19 ,-^ 21 * ^ 22
, ahol 
»A2^,A26,A2g}-
3. Alkatrészek
Az alkatrésznyilvántartás teljes rekordjait a 
9
P< R±=P ' kifej ezés értéke tartalmazza.
Természetesen a két nyilvántartásról együttes információ 
is kérhető; pl.
E E у eredménye tájékoztat az alkat­
részek készleteiről és az igényekről egyszerre /emlékez­
tetünk arra, hogy az A-^ attribútum megegyezik az attri­
bútummal, az A-j^  pedig az E2~vel/.
A relációs kifejezések megválaszolásánál az egyetlen 
időigényes művelet két reláció egyesítésének meghatározása. 
Ezért célszerű a kifejezések megválaszolása előtt a lehető 
legrövidebb alakra hozni a megválaszolandó kifejezést. Ennek 
során persze ügyelni kell arra, hogy a legrövidebb alekra 
hozás időigénye alatta maradjon a rövidítés által nyert 
időnek.
4.2. Definició
Legyenek E-^  és E2 megszorított relációs kifejezések.
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Legyenek R^,...,Rn azok a relációk, melyeken E^ és 
E2 operál. Jelölje X^ az R^ reláció attributumhalmazát 
(i=l,...,n>.
Ha P, ,...,P relációk X,,...X -en rendre, akkor 
E1 [ •••»Fn ] jelöli azt a megszoritott relációs kifeje­
zést, melyet E^-ben R^ helyére P^-t Írva kapunk /hasonlóan 
definiált E2 [ P^,...,Pn]/.
Azt mondjuk, hogy és E2 erősen ekvivalensek, ha 
tetszőleges X^-n értelmezett P^ relációkra (i=l,...n)
E, [ P1,...,Pn ] = E2[P-l, ... ,Pn ], mint relációk.
Ha E1 [ Px,...,Pn ] = E2[ Px ,...,Pn] teljesül minden 
olyan P-^,...,Pn relációsorozatra, melyre létezik I reláció
П
и X. -n, hogy К  i < n  esetén Рч = тг Y ( 1 ) » akkorЫ  1 7 1 Ai
E^ és E2 ekvivalensek. /Ilyenkor E^ [* P^,...,Pn ] helyett 
E^ ti 1-t irunk./
Könnyen látható, hogy ha egy relációs adatmodell egy nagy 
relációnak funkcionális függések szerinti szétvágásával ke­
letkezik, akkor az adatmodell relációin operáló ekvivalens 
kifejezések megegyeznek az adatmodell relációin, ezért adott 
kifejezést megválaszolni egyenértékű vele ekvivalens meg­
válaszolásával; azaz a kifejezés rövidítésénél elég arra 
vigyázni, hogy a rövidebb ekvivalens legyen az eredetivel.
Hatékony rövidítő algoritmus általában nem létezik 
([ 1] , [2 ]) ; a kifejezések egy széles osztályára azonban igen. 
Ennek pontos megfogalmazásához szükségünk van a megszoritott
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relációs kifejezések táblázattal való reprezentálcására
([11,12]).
Táblázat alatt olyan speciális mátrixot értünk, mely­
ben négyféle tipusú jel szerepel. Ezek a következők:
/1/ megkülönböztetett változók; ezeket a-val jelöljük, 
esetleg indexelve;
/2/ nem megkülönböztetett változók; ezeket indexelt b-vel 
jelöljük;
/3/ konstansok; ezek jelölésére a c betűt használjuk,
/
indexelve is ;
/4/ blank .
Táblázat első sora a táblázat összegezője; ebben a 
sorban csak megkülönböztetett változó, konstansjel és blank 
szerepel; a táblázat többi sorában a blank nem szerepel. 
Megköveteljük továbbá, hogy a táblázat különböző oszlopai­
ban nem fordulhat elő azonos jel és ha egy sor valamely 
oszlopban megkülönböztetett változó, akkor ez a megkülön­
böztetett változójel szerepel a táblázat összegezőjében is 
/természetesen az összegezőben ugyanabban az oszlopban, mint a 
sorban, hiszen különböző oszlopokban nincs azonos jel/.
A következőkben megszorított relációs kifejezéseken 
olyan operációkat is értünk, melyek operandusai attributum- 
halmazok /sémák/. A szövegből mindig világos lesz, hogy 
melyik értelmezést használjuk.
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Megszorított relációs kifejezések reprezentálása táblázattal:
1. Ha az E megszorított relációs kifejezés az X séma és YoX, 
akkor az E Y-on értelmezett táblázata, T, a következő:
T összegező sorában megkülönböztetett változó van az 
X-beli oszlopokban és blank az (Y\X)-beli oszlopokban.
T-nek egyetlen további sora van, mely az X-beli oszlo­
pokon megegyezik a T összegezőjével, az (Y\X)-beli osz­
lopokon pedig nem megkülönböztetett változó az értéke.
2. Ha az E megszorított relációs kifejezés aA_c (E^ ) 
alakú, és T-^ az E^ megszorított relációs kifejezés táb­
lázata, akkor E táblázata, T, a következő:
/ 1 / ha összegezője А-ban blank, vagy c-től különböző 
konstans, akkor T=$j
/ii/ ha összegezője А-ban az a megkülönböztetett 
változójel, akkor T-t úgy kapjuk, hogy T^-ben a-t 
mindenhol c-re cseréljük;
/iii/ ha T1 összegezője А-ban c, akkor T«T^.
3. Ha az E megszorított relációs kifejezés ír j ( e ) alakú 
és T-^ az E^ táblázata, akkor E táblázata, T, a következő:
minden X-en kivüli oszlopában blank-kel helyettesit­
jük összegezőjének nem blank értékeit és nem meg­
különböztetett változókkal a sorok megkülönböztetett 
változó értékeit.
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4. Ha az E megszorított relációs kifejezés E^ ><J E2 alakú 
és az E^, T2 pedig az E2 táblázata, akkor E tábláza­
ta, T, a következő:
feltehetjük, hogy a T^-ben szereplő nem megkülönböztetett 
változójelek halmaza diszjunkt a T2-ben szereplőékétől, 
továbbá, hogy és T2 azonos oszlopaiban megkülönbözte­
tett változójelek azonosak.
/i/ ha és T2 valamely közös oszlopában összegezőik
különböző konstansok, akkor T=0;
//ii/ ha / 1 / nem áll fenn, akkor T sorai sorai és 
T2 sorai. T összegező sora a következő:
/а/ ha és T2 összegezői közül valamelyiknek
értéke egy oszlopban konstans, akkor T-nek ebben 
az oszlopában minden megkülönböztetett változó 
helyett ez a konstans szerepel, és T összege- 
zőjének értéke is c.
/Ь/ ha /а/ nem áll fenn, és és T2 összegezői 
közül valamelyiknek az a megkülönböztetett 
változó az értéke, akkor T összegezője is az a 
értéket veszi fel a szóbanforgó oszlopban.
/с/ ha sem /а/ sem /Ь/ nem állnak fenn, akkor T 
összegezőjének értéke blank.
4«3 Definició
Legyen T egy táblázat; jelölje S a T szimbólumainak halma­
zát. T értékelésének nevezzük a p függvényt, ha p S-en
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értelmezett, értékei konstansok és ha ce S konstans, akkor
p(c) = c.
Ha P értékelése T-nek, akkor P -t a  következőképpen 
terjesztjük ki T soraira és összegezőjére: 
legyen wQ a T összegezője; w^,...,wn a T sorai.
Ekkor P( wJs^PÍX), X értéke vn-nek)/jegyezzük meg, hogy 
p(wQ) azokon az attribútumokon értelmezett melyeken 
értéke nem blank; mig i^ 1 esetén p( w^) T attributumhalmazán 
értelmezett/.
На I olyan reláció, melynek attributumhalmaza megegyezik 
T attributumhalmazával, akkor legyen
T (I)= {p ( w ) : pólyán értékelése T-nek, hogy p ( wJ sora
I-nek minden 1 < i< n-re } .
4.1 Tétel([ 2]) : Legyen E megszorított relációs kifejezés és T 
táblázata T-nek. Ekkor minden olyan I-re melyre Etil 
értelmes. T(I)=E[I] .
A tétel bizonyítása E bonyolultsága szerinti indukcióval 
könnyen elvégezhető.
Példa: Tekintsük az előrendelések lekérdezésének egy meg-6
szorított relációs kifejezését, , ahol
X = { A-^ , A2, , Ay, A ^ , A^2 ^19 »
А20»'А‘21,'А'22,'А'23,'А'24,'А'2б,А28 ^ >
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és azR^,R2,R^,R^,R^,Rg attributumhalmazai pedig rendre a 
következők:
Í2j и {A^,Ag } у
n 2 = {■^ 4 » » А у } y
Í23 = {A^ y * A3 * ^ 4 * A1
П 4 = (A^ у A^ ^ у A^2 у -^ i
n 5 = ^ 2 2 ,A23»A 28 } 1
«6 = ^1* A 11*A 20,A2
Legyen Í2 =
R^ táblázata ( i-1,2, #  •  •  J 6) egy sort
tartalmazza, jelölje ezt illetve v..
V Ai = V V =aj> ha és
"i<Aj> =bi,j; Vi< Aj > blank, ha V*v
^  R^ táblázata igy hat soros; a sorok w^,...,Wg; az
összegező, w pedig olyan, hogy w(A.)=a., ha -M U 
° 6 0 J J 6 J 1
wQ( Aj) blank, ha A^Uíh ; mivel Í2 = Ü Í2.
igy w0 nem tartalmaz blank-et. 
6W  R. táblázata tehát:
«71 1
t azért
A1 A2 A3 4 A5 A6 A7 A8 A9 > h-> О A11 A12 A13
al a2 a3 a4 a5 a6 a7 a8 a9 aio all a12 a13
bl.l 4 , 2 4 , 3 bl,4 a5 a6 4 , 7 bl,8 bl*9 bl,10 bl,ll bl, 12 bl,13
b2,l b2,2 b2,3 a4 a5 b2,6 a7 b2,8 b2,9 b2,10 b2,11 b2,12 b2,13
al a2 a3 a4 a5 b3,6 b3,7 a8 a9 a10 b3,U b3,12 b3,13
al 4 . 2 4 , 3 b, и 4,4 b4,5 b4,6 b4,7 b4,8 b4,9 b4,10 all a12 a13
b5,l b5,2 b5,3 5,4 4,5 b5,6 b5,7 b5,8 b5,9 b5,10 b5,ll b5,12 b5,13
•x 4 , 2 b6,3 Ъ, л5,4 b6,5 4 , 6 b6,7 b6,8 4 , 9 b6,10 ail b6,12 b6,13
A14 A15 VD 1—1 
< t- A18 A19 A20 A21 A22 A23 A24 A25 A26 A27 A28
a14 a15 ai6 a17 a18 a19 a20 a21 a22 a23 a24 a25 a26 a27 a28
bl,14 bl,15 Ь1,16 blf 17 bl, 18 bl, 19 bl,20 bl, 21 bl, 22 bl,23 bl,24 bl,25 4,26 bl,27 bl,28
b2,14 b2,15 b2,16 b2,17 b2,18 b2,19 b2,20 b2,21 b2,22 b2,23 b2,24 b2,25 b2,26 b2,27 b2,28
b3,14 b3,15 b3,16 b3,17 b3,18 b3,19 b3,20 b3,21 b3,22 b3,23 b3,24 b3,25 b3,26 b3,27 b3,28
a14 a15 a16 a17 a18 a19 b4,20 4,21 b4,22 b4,23 b4,24 4,25 b4,26 b4,27 b4,28
b5,14 4,15 b5,l6 b5,17 b5,18 b5,19 b5»20 b5f 21 a22 a23 b5,24 b5,25 b5,26 b5,27 a28
b6,14 b6,15 b6,i6 b6,17 b6,18 b6,19 a20 a21 b6,22 a23 a24 a25 a26 a27 a28
6 6
Végül 7TV ( ^ *3 R. ) táblázatát úgy nyerjük txl R., táblázatbői, hogy ^ X  X
A i = 1 1  i = 1 .attribútumain értékeit blankre, a eorokét pedig új, nem megkülönböztetett változókra cseréljük.
87
Ezekután rátérünk a kifejezésröviditésre. Könnyen meg­
gondolható, hogy az egyesítés ( N  ) műveletigénye exponen­
ciális függvénye az egyesítendő táblázatok méretének. Ezért 
egy kifejezésröviditő algoritmus akkor hatékony, ha a ki­
fejezés táblázatának méretétől polinomiálisan függ a mű­
veletigénye.
[ 1 ]-ben bizonyított, hogy az adott kifejezéssel ekvi­
valens legrövidebb kifejezés megtalálása polinomiálisan 
ekvivalens a "3-satisfibility” problémával; tehát KP-teljes.
Van azonban a megszorított relációs kifejezéseknek egy 
széles osztálya, az ún. egyszerű kifejezéseket 1]), melyre lé­
tezik polinom idejű kifejezésröviditő algoritmus.
4.4 Definíció: A T táblázat egyszerű, ha T olyan oszlopai­
ban, melyekben van többször előforduló nem megkülönböztetett 
változójel, ezen a jelen kívül minden más jel csak egyszer 
fordul elő.
Az E megszorított relációs kifejezés egyszerű, ha 
táblázata egyszerű.
4.2 Tétel ([!])• Létezik olyan algoritmus, mely egyszerű 
megszorított relációs kifejezéshez táblázatának méretétől 
polinomiálisan függő művelettel megtalálja az ekvivalens 
legrövidebb /rzaz legkevesebb sorú táblázattal rendelkező/ 
megszorított relációs kifejezést.
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Könnyen meggondolható, hogy a rendszerünknél szóbajövő 
kérdések megszorított relációs kifejezéseinek táblázatai 
egyszerűek.
Most röviden leirjuk, hogyan lehet adott egyszerű 
táblázathoz a vele ekvivalens legkevesebb sorral rendel­
kező táblázatot konstruálni ([ 2 ]) .
4.5 Definíció:
Legyen T egy táblázat és h,g két sora T-nek.
Azt mondjuk, hogy h fedi g-t, ha
/а/ ha A olyan attribútum, hogy h(A) megkülönböztetett 
változó, akkor g( A ) is megkülönböztetett változó
/Ь/ ha A olyan attribútum, hogy Ы A) konstans, akkor 
h(A) =g( A ).
Ha S T soraiból álló halmaz, akkor X fedi S-et, ha S 
minden elemét fedi.
4.6 Definíció ;
Legyen T egy egyszerű táblázat és S a T sorainak rész­
halmaza, h pedig a T egy sora.
CLh ( S )-sál jelöljük és az S h-lezárásának nevezzük azt 
a minimális, S-et tartalmazó halmazt, amelyre a következő tel­
jesül:
ha gieCLh(S) és g2 a T egy sora úgy, hogy valamely A 
attribútumra g^ ( A) és g2(A) ugyanaz az ismételt nem
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megkülönböztetett változó és h(A) = g^(A), akkor
s2 eC Lh ( S )
A táblázatminimalizáló algoritmus a következő:
Legyen T egy egyszerű táblázat. Legyen h ^g ' két 
sora T-nek. Ha h fedi C L^ ({ g Э -t, akkor T helyett 
T \(CLh({g})\ {hВ-t vegyük, ha nem, akkor marad T.
Folytassuk az igy nyert táblázattal.
4.3 Tétel [( 2 )t A táblázatminimalizáló algoritmus a T mé­
retétől polinomiálisan függő művelet elvégzése után T-vel 
ekvivalens minimális sok sort tartalmazó táblázatot ered­
ményez.
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