Introduction.
In 2001 David and Jonathan Borwein in [4] via Fourier transform theory proved that 
but less than π 2 if n > 6. Quite recently the integral came up again in [5] where the Fourier transformation is clarified by a graphic approach. H. Schmid also proves that 
but less than π 2 if n > 55. We will use the Poisson summation formula to prove both (1) and (2) . The formula gives us also a generalization of (2) and other curious sinc integrals. E.g. we find that ∞ 0 (2 cos(t) + 2 cos(3t)) n k=0 sinc( t 2k + 1 ) dt = π 2 , n = 0, 1, 2, . . . , 3090.
For n > 3090 the value of the integral will be < π 2 .
The other day Bäsel in [3] remarked that (2) via an elementary formula can be deduced from (1).
In [2] Baillie, D. Borwein and J. M. Borwein prove that (Theorem 3)
where a 0 ≥ a k > 0 for k = 1, 2, . . . , n.
They also write: "Perhaps a somewhat analogous version of Theorem 3 holds for sums?" We will give an answer.
Theoretical tools.
For appropriate (see [6] ) functions the Poisson summation formula may be stated as
where
If we choose T = 1 and ω = 0 and if we also assume f to be an even function then we can write (4) as
If we instead choose ω = π we can write (4) as
We sum this up as Lemma 1. Let f (t) be even and sufficiently summable and integrable. Then
and
From this we build 
if a 0 , a 1 , . . . , a n are positive and
if a 0 , a 1 , . . . , a n are positive and 
The Fourier transformf is given by a convolution with support in [−(a 0 + a 1 + . . . + a n ), a 0 + a 1 + . . . + a n ]. Thus (9) is a consequence of (7).
In a similar way we get (11) from (8).
Remark. We used (7) and (9) already in [1] .
The idea of the next proposition can be found in [4] .
with a Fourier transform with support in [−a, a] and if f is continuous at t = 0 then
Proof. We observe that sin(bt) t has the Fourier transform π(
H is the Heaviside function given by
A version of Fourier inversion formula states that
and g is continuous at t.
If we combine Parseval's theorem and the Fourier inversion formula we get
But since
we can use Lebesgue's dominated convergence theorem and let ε → 0. This will give us (13).
Applications or examples. Example 1. We will here study (1). If we change the variable t to πt and observe that the integrand is even we have to prove that
and < 1 if n > 6. The function sinc(t) has the Fourier transform π(H(ω + 1) − H(ω − 1)). Let the functions f 0 , f 1 , . . . , f n in (9) all be sinc(t). Consequently a k = π 2k + 1 . The condition (10) corresponds to n k=0 1 2k + 1 < 2. Since (10) is fulfilled for n = 0, 1, . . . , 6 but not for n > 6. The value of the integral in (14) will now be given by the series on the left hand side of (9). Since f 0 (a 0 m) = sinc(πm) = 1, if m = 0 0, otherwise the sum of the series will be 1. If n > 6 the integral in (14) will be
Cf. (5) and remember thatf (ω) is a convolution which is positive for ω ∈ [−(a 0 + a 1 + . . . + a n ), a 0 + a 1 + . . . + a n ]
Example 2. Here we prove (2) and calculate the integral when n = 56. It is difficult to test the calculation with a computer. A straightforward calculation of the integral by means of Maple was no success. We copy the method in Example 1. Via (11) we find that We have to investigate the Fourier transformf , which we also denote by F . We can rewrite f (t) as 
we conclude that
F is built up of 57 convolution factors. Thus F is 55 times differentiable. But F (ω) ≡ 0 if ω > a. All together gives us that
Introduce b = 56 k=0 1 2k + 1 . Thus a = bπ and we can write (16) as Finally we get
The integral is apparently only slightly smaller than 1. We write (6) as
To finish the argument we observe that Example 4. It is not quite easy to find a pattern for "the breaking points" n = 6, 3090
and 168802, which we have met above. But if we change n k=0 sinc( πt 2k + 1 ) to sinc n (πt) this problem can be solved. With experience from the other examples we now rewrite (6) as
Put f (t) = sinc n (πt). Then the left hand side in (17) will be 1 and the points (2k+1)π, k = m + 1, m + 2, . . . will all be outside the support off if nπ ≤ (2m + 3)π. Thus 
.
Now we get another curious integral
We also assume that all a k > 0 and that b > 0.
Proof. Alternative 1. Proposition 1 delivers a proof directly.
Alternative 2. If we change t to π b t we get
if (see (10)) πa 0 b + πa 1 b + . . . + πa n b + π < 2π ⇔ a 0 + a 1 + . . . + a n < b.
Remark. With the same technique as in alternative 2 we can use Theorem 1 to handle the last curious integrals I n (b) in [3] . which is an analogous version to (18) for sums. Since the condition (n + 1)a 0 < 2π cannot be omitted.
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