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Kapitel 1
Einleitung
In der Signaltheorie werden verschiedene Funktionenra¨ume als Modelle zur Beschrei-
bung von Signalen benutzt. Eine Klasse solcher Ra¨ume sind die Paley-Wiener-Ra¨ume.
Sie bestehen aus Funktionen (Signalen), deren Fourier-Transformierte einen Tra¨ger ha-
ben, der ganz in einer vorgegebenen Menge B ⊂ Rn liegt. Solche Signale nennt man
bandlimitiert und B den zugeho¨rigen Bandbereich. Dieser Sprachgebrauch stammt aus
der Nachrichtentechnik und verallgemeinert den Begriff des Frequenzbandes.
Die Theorie eindimensionaler Signale, also von Funktionen f : R → C, ist dabei sehr
gut entwickelt. Das beru¨hmteste Resultat ist wohl der Abtastsatz von Shannon (sie-
he die U¨bersichtsarbeit [10] von Butzer, Splettsto¨ßer und Stens, sowie die Bu¨cher von
Higgins [22] und Zayed [52]), welcher die theoretische Grundlage fu¨r die Digitalisierung
und Rekonstruktion analoger Signale liefert. Es gab vielfa¨ltige Bemu¨hungen diesen
Abtastsatz zu verallgemeinern. Eine dieser Bemu¨hungen galt der Theorie mehrdimen-
sionaler Signale. Hier spielt die geometrische Struktur des Bandbereiches B ⊂ Rn eine
entscheidende Rolle. Es gibt einen so genannten regula¨ren mehrdimensionalen Abtast-
satz, der so gut wie alle Eigenschaften des (eindimensionalen) Shannon-Satzes aufweist.
Die entscheidende Bedingung an den Bandbereich B ist hier, dass es eine diskrete Un-
tergruppe {tk; k ∈ Zn} von Rn gibt, so dass {B + tk; k ∈ Zn} eine Partition des Rn
bildet (siehe Higgins [22, chapter 14]). Einen solchen Bandbereich nennt man regula¨r.
Fu¨r einfache Bandbereiche, wie etwa einen Quader oder allgemeiner ein Parallelepiped
im Rn, ist diese Bedingung erfu¨llt, fu¨r andere einfache und wichtige Bandbereiche, wie
etwa die Kugel K1(0) ⊂ Rn, aber offenbar nicht.
Zwei wichtige Charakteristika eines Abtast- und Rekonstruktionsprozesses sind die Sta-
bilita¨t und die Abtastrate des Prozesses. Unter der Stabilita¨t eines solchen Prozesses
versteht man dabei die Eigenschaft, dass kleine Fehler im Input des Sampling-Prozesses
auch nur zu kleinen Fehlern beim Rekonstruktionsprozess fu¨hren. Unter der Abtastrate
des Prozesses versteht man die Anzahl der Abtastpunkte pro Zeiteinheit (Volumenein-
heit im Falle mehrdimensionaler Signale). Nach einem Resultat von H.J. Landau aus
den Arbeiten [28], [29] gibt es fu¨r einen stabilen Abtastprozess eine minimale Abta-
strate, unterhalb welcher stabiles Sampling nicht mehr mo¨glich ist. Dieser minimale
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Wert tra¨gt den Namen Nyquist-Landau-Rate und ist proportional zum Lebesgue-Maß
des zugeho¨rigen Bandbereiches B ⊂ Rn. Der oben zitierte regula¨re Abtastsatz ist op-
timal in dem Sinne, dass er die minimale Nyquist-Landau-Rate annimmt. Fu¨r einen
beliebig gegebenen Bandbereich B ist aber i.a. nicht klar, ob es einen stabilen Abtast-
satz gibt, der diese minimale Rate annimmt. Die Strategie fu¨r die Herleitung von Ab-
tastsa¨tzen fu¨r solche Gebiete bestand bisher weitgehend darin, einen regula¨ren Band-
bereich B zu finden, der den gegebenen Bandbereich u¨berdeckt. Im Falle des Kreises
K1(0) ⊂ R2 kann man zum Beispiel als regula¨ren einschließenden Bandbereich das
Quadrat [−1, 1) × [−1, 1) ⊂ R2 oder ein einschließendes regula¨res Sechseck wa¨hlen.
Die Wahl des Sechsecks ist nach dem Satz von Landau gu¨nstiger, da es den Kreis
K1(0) besser approximiert, und der resultierende Abtastsatz daher eine geringere Ab-
tastrate aufweist. Dieser Prozeß ist unter dem Namen hexagonales Sampling bekannt
(siehe Mersereau [34]). Allen diesen Prozessen gemein ist, dass man in einem gro¨ßeren
Paley-Wiener-Raum als dem vorgegebenen arbeitet.
Eine andere Verallgemeinerung des Shannon-Satzes lieferte Kramer in der Arbeit [25],
indem er die Fourier-Transformation durch eine allgemeinere Integral-Transformation
ersetzte. In Zusammenhang mit dem Kramer-Abtastsatz wurde auch eine gewisse
Verbindung zwischen Abtastsa¨tzen einerseits und der Theorie der Randwertproble-
me gewo¨hnlicher und partieller Differentialgleichungen andererseits aufgezeigt (siehe
Kramer [25], Campbell [11], Zayed [52]). Insbesondere wurde ein Kramer-Abtastsatz
im Zusammenhang mit den Bessel-Hankel-Transformationen gefunden, der aus einem
Randwertproblem fu¨r die Bessel’sche Differentialgleichung entspringt.
In dieser Arbeit untersuchen wir speziell die Struktur der so genannten rotationsin-
varianten Paley-Wiener-Ra¨ume. Dabei nennen wir einen Paley-Wiener-Raum PWB
rotationsinvariant, wenn mit jedem f ∈ PWB und A ∈ SO(n) (spezielle orthogonale
Gruppe der Ordnung n) auch die Funktion fA, definiert durch
fA(x) := f(Ax) (x ∈ Rn),
zu PWB geho¨rt. Hiermit sind insbesondere die Bandbereiche B = Kr(0) ⊂ Rn, r > 0,
erfasst. Der entscheidende Ansatzpunkt liegt dabei im Satz von Bochner-Hecke (sie-
he Anhang B), welcher eine gewisse Symmetrie-Eigenschaft der Fourier-Transformation
bezu¨glich der Rotationsgruppe wiederspiegelt. Damit kommen insbesondere die Hankel-
Transformationen und der oben zitierten Abtastsatz zur Bessel’schen Differentialglei-
chung ins Spiel. Im Gegensatz zum oben geschilderten Ansatz wollen wir dabei stets
im gegebenen Paley-Wiener-Raum PWB bleiben, d.h. zum Beispiel, dass alle Entwick-
lungsfunktionen gk eines Sampling- und Rekonstruktionsprozesses zu PWB und nicht
etwa zu einem umfasserenden Paley-Wiener-Raum geho¨ren sollen.
Betrachten wir speziell den Bandbereich B = K1(0) ⊂ Rn. Fu¨r den zugeho¨rigen Paley-
Wiener-Raum konstruieren wir zuerst eine Orthonormalbasis. Dazu betrachten wir
das folgende Randwertproblem (Dirichlet-Problem) fu¨r die Poisson-Gleichung (siehe
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∆u = f auf K1(0), u = 0 auf S
n−1 = ∂K1(0), (1.1)
wobei f ∈ L2(B) gegeben ist, und ∆ den Laplace-Operator bezeichnet. Fu¨r dieses
Problem ist eine Orthonormalbasis von L2(B) bestehend aus Eigenfunktionen fu¨r (1.1)
bekannt. Diese Eigenfunktionen bestehen aus Produkten von Kugelfunktionen mit ra-
dialen Funktionen. Via Fourier-Tarnsformation erhalten wir aus dieser Basis von L2(B)
eine Orthonormalbasis des Paley-Wiener-Raumes PWB zum Bandbereich B = K1(0).
Die Elemente dieser Basis bestehen dabei, als Folge des Satzes von Bochner-Hecke,
wiederum aus Produkten von Kugelfunktionen mit radialen Funktionen. Diese Ortho-
normalbasis von PWB hat eine gewisse Sampling-Eigenschaft: Bei der Berechnung der
Fourier-Koeffizienten braucht man nicht u¨ber den ganzen Rn zu integrieren, sondern
es genu¨gt u¨ber gewisse Spha¨ren mit Mittelpunkt 0 im Rn zu integrieren. Wir nennen
diese Eigenschaft die Quasi-Sampling-Eigenschaft dieser Basis. Insbesondere ist jedes
Signal aus PWB eindeutig bestimmt durch seine Werte auf diesem diskreten System
von Spha¨ren im Rn und kann aus diesen Werten (stabil) rekonstruiert werden. Die
zugeho¨rige Orthonormalentwicklung nennen wir eine Quasi-Sampling-Entwicklung. In
den folgenden Untersuchungen wird dieses Pha¨nomen genauer untersucht und mit der
Struktur der rotationsinvarianten Paley-Wiener-Ra¨ume in Verbindung gebracht. Ein
anderes Ziel ist der U¨bergang von den Quasi-Sampling-Entwicklungen zu wirklichen
Abtastsa¨tzen, da erst hierdurch eine vollsta¨ndige Diskretisierung erreicht wird. Dazu
werden allerdings gewisse Zusatzbedingungen erforderlich sein.
Die Struktur der rotationsinvarianten Paley-Wiener-Ra¨ume wird in Kapitel 5 unter-
sucht. Ausgangspunkt ist die Beobachtung, dass jede Funktion f ∈ C(Rn) ∩ L2(Rn)
eindeutig durch ihre so genannten radialen Fourier-Laplace-Koeffizienten c
(k)
j (f ; ρ) be-
stimmt ist. Die c
(k)
j (f ; ρ) sind dabei definiert durch
c
(k)
j (f ; ρ) :=
∫
Sn−1
f(ρu)Y
(k)
j (u)dσn−1(u) (ρ ∈ R+, k ∈ N0, 1 ≤ j ≤ ak),
wobei {Y (k)j ; 1 ≤ j ≤ ak} fu¨r jedes k ∈ N0 eine beliebig aber fest gewa¨hlte Or-
thonormalbasis des Raumes Hk aller Kugelfunktionen vom Grade k auf Sn−1, und
ak ∈ N dessen Dimension bezeichne. Es stellt sich somit die Frage, welche Eigen-
schaften die c
(k)
j (f ; ◦) haben mu¨ssen, damit f zum Paley-Wiener-Raum PWB geho¨rt.
In Satz 5.13 gelingt eine vollsta¨ndige Charakterisierung der rotationsinvarianten Paley-
Wiener-Ra¨ume mittels dieser radialen Fourier-Laplace-Koeffizienten. Es zeigt sich, dass
ein Signal f ∈ C(Rn) ∩ L2(Rn) genau dann zu PWB geho¨rt, wenn die radialen Funk-
tionen c
(k)
j (f) : [0,∞) → C Elemente gewisser Hilbert-Ra¨ume mit reproduzieren-
dem Kern sind, welche eng mit den eindimensionalen Paley-Wiener-Ra¨umen zusam-
menha¨ngen. Diese Ra¨ume eindimensionaler Signale werden in Kapitel 3, insbesondere
in Abschnitt 3.2, eingefu¨hrt, wobei einige Untersuchungen von Higgins aus [19] ent-
scheidend fortgefu¨hrt werden. Es sei an dieser Stelle insbesondere auf Satz 3.31 ver-
wiesen, ein zum Satz von Paley-Wiener analoges Resultat bezu¨glich der Bessel-Hankel-
Transformationen.
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Neben der Charakterisierung der rotationsinvarianten Paley-Wiener-Ra¨ume liefert Satz
5.13 fu¨r jedes f ∈ PWB die Entwicklung
f(x) =
∞∑
k=0
ak∑
j=1
|x|kc(k)j (f ; |x|)Y (k)j
(
x
|x|
)
, (1.2)
wobei die Reihe im quadratischen Mittel und gleichma¨ßig auf ganz Rn konvergiert. In
den Ra¨umen, denen die c
(k)
j (f ; ◦) angeho¨ren, existiert nun eine ganze Reihe von Ab-
tastsa¨tzen, die ebenfalls in Kapitel 3 dargestellt werden. Wendet man diese auf die
Entwicklung (1.2) an, so erha¨lt man eine Reihe von Quasi-Sampling-Entwicklungen
in PWB, B = K1(0) (siehe Abschnitt 5.3). Dabei stellt sich heraus, dass die aus
dem Dirichlet-Problem (1.1) gewonnene Quasi-Sampling-Entwicklung ein Spezialfall
dieser Entwicklungen ist. Von diesem Gesichtspunkt aus kann man also sagen, dass
die Quasi-Sampling-Entwicklungen dadurch entstehen, dass man ein Signal f zuerst in
seine Fourier-Laplace-Reihe (1.2) entwickelt, und anschließend auf die radialen Fourier-
Laplace-Koeffizienten c
(k)
j (f) einen passenden Abtastsatz anwendet.
Ein weiteres eng mit dem Charakterisierungssatz zusammenha¨ngendes Resultat ist der
Zerlegungssatz aus Abschnitt 5.2. Analog zur Zerlegung
L2(Sn−1) =
⊕
k∈   0
Hk
des rotationsinvarianten Hilbert-Raumes L2(Sn−1) in die paarweise orthogonalen, ro-
tationsinvarianten Unterra¨ume Hk aller Kugelfunktionen vom Grade k ∈ N0, werden
hier die rotationsinvarianten Paley-Wiener-Ra¨ume PWB in paarweise orthogonale und
rotationsinvariante Unterra¨ume Hk(B), k ∈ N0 zerlegt:
PWB =
⊕
k∈   0
Hk(B).
Die Ra¨ume Hk(B), k ∈ N0, bestehen dabei genau aus allen Funktionen f ∈ PWB mit
c
(l)
j (f ; ◦) = 0 (l ∈ N0, l 6= k).
Diese Zerlegung spielt insbesondere in Kapitel 6 eine wichtige Rolle, wo wir mit Hil-
fe obiger Quasi-Sampling-Entwicklungen fu¨r gewisse Unterra¨ume von PWB zu einer
vollsta¨ndigen Diskretisierung gelangen, d.h. Abtastentwicklungen herleiten werden.
Diese Ra¨ume haben die Gestalt ⊕
k∈J
Hk(B)
fu¨r eine endliche Teilmenge J von N0. Gema¨ß (1.2) haben die Signale aus diesen Ra¨um-
en die Gestalt
f(x) =
∑
k∈J
ak∑
j=1
|x|kc(k)j (f ; |x|)Y (k)j
(
x
|x|
)
.
7Fu¨r beliebiges aber festes ρ > 0 folgt hieraus die Darstellung
f(ρu) =
∑
k∈J
ak∑
j=1
ρkc
(k)
j (f ; ρ)Y
(k)
j (u) (u ∈ Sn−1),
d.h. es gilt f(ρ ◦) ∈ span{Y (k)j ; k ∈ J, 1 ≤ j ≤ ak} fu¨r alle ρ > 0. Da J endlich ist,
ko¨nnen wir einen endlichen Interpolationsprozess zur Rekonstruktion von f(ρ ◦) aus
einem geeigneten fundamentalen Knotensystem anwenden. In Verbindung mit den obi-
gen Quasi-Sampling-Prozessen gelangen wir so zu einer vollsta¨ndigen Diskretisierung
der Signale aus
⊕
k∈J Hk(B), sofern J endlich ist. Ein beliebiges Signal aus PWB la¨ßt
sich weiterhin gema¨ß (1.2) beliebig genau durch Elemente der Ra¨ume
m⊕
k=0
Hk(B) (m ∈ N0)
approximieren und auf die approximierenden Signale ko¨nnen wir die obigen Abtastsa¨tze
anwenden.
Alle diese Entwicklungen zeigen deutlich die spha¨rische Symmetrie der unterliegenden
Ra¨ume und verallgemeinern einige der im Falle der Dimension n = 2 erzielten Resultate
von Blazˇek [4], [5], Stark [46], Stark und Sarna [47] (siehe auch: Higgins [21, p. 81]
und das Kapitel von Stark in [32]). Diese Entwicklungen liefern insbesondere (Ansa¨tze
fu¨r) Abtastentwicklungen, die von Interesse sind wenn zum Beispiel im klassischen
Abtastsatz von Shannon nicht alle Knoten verfu¨gbar sind. Im R2 ko¨nnen wir uns zum
Beispiel auf einen beliebigen Winkelbereich Wα,β = {ρ(cos θ, sin θ); ρ > 0, α < θ <
β} ⊂ R2 mit 0 ≤ α < β ≤ 2pi zuru¨ckziehen.
Es sei an dieser Stelle noch darauf hingewiesen, dass Campbell in der Arbeit [12] die
Entwicklungen aus Satz 4.7 fu¨r die Dimensionen n = 2 und n = 3 auf unabha¨ngigem
und etwas anderem Wege hergeleitet hat (siehe auch [39, pp. 84-85]). Campbell deutet
ferner an, wie diese Ergebnisse im Falle der Dimension n = 2 auf elliptische Band-
bereiche verallgemeinert werden ko¨nnen. Ferner gibt Campbell eine Quasi-Sampling-
Entwicklung fu¨r Signale an, deren Bandbereich ein Zylinder im R3 ist.
Ein a¨hnliches Pha¨nomen, wie die hier dargestellten Quasi-Sampling-Entwicklungen
(welche man auch als eine Art Quadraturformel fu¨r die Elemente des Paley-Wiener-
Raumes PWB ansehen kann), ist in den letzten Jahren in der Theorie der mehrdimen-
sionalen numerischen Quadratur (Kubatur) aufgetreten (siehe die Arbeiten [6], [7] von
Bojanov und Petrova.
Abschließend sei erwa¨hnt, dass Benedetto und Wu (siehe [3]) das Problem betrachteten
fu¨r einen beliebigen konvexen, kompakten und symmetrisch zum Ursprung gelegenen
Bandbereich ∅ 6= B ⊂ Rn einen Fourier-Frame zu finden. Die Existenz eines solchen
Frames liefert dann (manchmal) Entwicklungen im zugeho¨rigen Paley-Wiener-Raum
PWB, welche eine Art Sampling-Eigenschaft besitzen (siehe [2, p. 20]). Die angegebenen
Rekonstruktionsalgorithmen sind aber i.a. nicht konstruktiv (siehe auch [12, p. 119]).
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Kapitel 2
Grundlagen
Fu¨r n ∈ N bezeichne Rn den n-dimensionalen reellen euklidischen Raum versehen
mit dem kanonischen Skalarprodukt x · y := ∑nj=0 xjyj und der euklidischen Norm
|x| := √x · x fu¨r x = (x1, ..., xn)t, y = (y1, ..., yn)t ∈ Rn. Weiter bezeichne λn das n-
dimensionale Lebesgue-Maß auf Rn. Fu¨r λ1 schreibe meist nur λ. Ist E ⊂ Rn eine
(Lebesgue-)messbare Menge und f : E → C eine (Lebesgue-)messbare Funktion, so
setze fu¨r p ∈ R, 1 ≤ p <∞:
‖f‖p :=
{∫
E
|f(x)|pdλn(x)
}1/p
.
Weiter bezeichne ‖f‖∞ das wesentliche Supremum von f , definiert durch
‖f‖∞ := wessup{|f(x)|; x ∈ E} := inf
{
sup
x∈E−N
|f(x)|;N ⊂ Rn, λn(N) = 0
}
.
Die Lebesgue-Ra¨ume Lp(E), 1 ≤ p ≤ ∞, sind dann definiert durch
Lp(E) := {f : E → C; ‖f‖p <∞}
und ‖f‖p heißt die Lp-Norm von f ∈ Lp(E). Alle diese Ra¨ume sind Banach-Ra¨ume,
wenn man Funktionen, die fast u¨berall u¨bereinstimmen, identifiziert. Speziell L2(E)
wird zu einem Hilbert-Raum, wenn man noch das Skalarprodukt
〈f, g〉L2(E) :=
∫
E
f(x)g(x)dλn(x) (f, g ∈ L2(E))
einfu¨hrt. Insbesondere sind damit die Ra¨ume Lp(Rn) und Lp(R+),R+ := (0,∞) ⊂ R,
eingefu¨hrt. Weiter bezeichne Sn−1 := {x ∈ Rn; |x| = 1} die Einheitsspha¨re im Rn.
Bekanntlich ist Sn−1 eine (n − 1)-dimensionale Untermannigfaltigkeit des Rn und fu¨r
eine Funktion f : Sn−1 → C bezeichnet∫
Sn−1
f(u)dσn−1(u)
9
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das Lebesgue-Integral von f u¨ber Sn−1 (falls Existent). σn−1 wird auch ((n − 1)-
dimensionales) Oberfla¨chenmaß auf Sn−1 genannt und
|Sn−1| :=
∫
Sn−1
dσn−1 =
2pin/2
Γ(n/2)
(2.1)
ist die ((n− 1)-dimensionale) Oberfla¨che von Sn−1. Hier und im Folgenden bezeichnet
Γ die Eulersche Gammafunktion. Es ist nun klar, wie die Ra¨ume Lp(Sn−1), 1 ≤ p ≤ ∞,
definiert sind. Der Raum L2(Sn−1) wird wiederum zu einem Hilbert-Raum, wenn man
das Skalarprodukt ∫
Sn−1
f(u)g(u)dσn−1(u) (f, g ∈ L2(Sn−1))
einfu¨hrt. Ha¨ufig benutzt wird im Folgenden das
Lemma 2.1 (Siehe [16, S. 144]) Sei f ∈ L1(Rn). Dann ist fu¨r (Lebesgue-)fast alle
r ∈ R+ die Funktion f(r ◦) : Sn−1 → C aus L1(Sn−1), und es gilt∫
 
n
f(x)dλn(x) =
∫ ∞
0
(∫
Sn−1
f(ru)dσn−1(u)
)
rn−1dλ(r).
Wir betrachten nun Ra¨ume stetiger Funktionen. Seien X = (X, T ) ein (nicht leerer)
topologischer Raum und C = (C, Tnat) der Ko¨rper C der komplexen Zahlen versehen
mit der natu¨rlichen Topologie. Es bezeichne dann
C(X) := {f : X → C ; fstetig}
die C-Algebra aller stetigen, komplexwertigen Abbildungen von X. Fu¨r f ∈ C(X) setze
nun
‖f‖∞ := sup{|f(x)|; x ∈ X}
und
CB(X) := {f ∈ C(X); ‖f‖∞ <∞}.
Fu¨r f ∈ CB(X) schreibe auch ‖f‖CB statt ‖f‖∞. (CB(X), ‖ ◦ ‖CB) ist eine Banach-
Algebra. Rn,Cn, n ∈ N, sowie Teilmengen dieser Ra¨ume seien stets mit der natu¨rlichen
Topologie versehen. Fu¨r jede kompakte Teilmenge K von Rn bzw. Cn gilt CB(K) =
C(K). Insbesondere ist C(Sn−1) eine Banach-Algebra. Weiter sei C0(X) die Menge
aller Funktionen f ∈ C(X), fu¨r die es zu jedem ε > 0 eine (von f und ε abha¨ngige)
kompakte Menge K ⊂ X gibt, so dass |f(x)| < ε fu¨r alle x ∈ X \ K. C0(X) ist eine
abgeschlossene Unteralgebra der Banach-Algebra CB(X) und somit insbesondere selbst
eine Banach-Algebra. Insbesondere gilt
C0(R
n) = {f ∈ C(Rn); lim
|x|→∞
f(x) = 0},
C0(R
+) = {f ∈ C(R+); lim
x→+∞
f(x) = lim
x→0+
f(x) = 0},
C0(R+) = {f ∈ C(R+); lim
x→+∞
f(x) = 0},
worin R+ := [0,∞) die Menge aller nichtnegativen reellen Zahlen bezeichne.
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2.1 Fourier-Transformationen
In diesem Abschnitt stellen wir einige der Resultate der klassischen Fourier-Analysis
zusammen, welche im Folgenden beno¨tigt werden. Bezu¨glich der hier nicht gegebenen
Beweise wird auf [48], [9] bzw. [18, pp. 400-419] verwiesen. Fu¨r f ∈ L1(Rn) ist die
Fourier-Transformierte f∧ definiert durch
F1f(x) := f∧(x) := 1
(2pi)n/2
∫
 
n
f(t)e−ix·tdλn(t) (x ∈ Rn).
Lemma 2.2 a) f∧ ∈ C0(Rn) mit ‖f∧‖∞ ≤ (2pi)−n/2‖f‖1 fu¨r alle f ∈ L1(Rn).
Insbesondere ist die Abbildung F 1 : L1(Rn) → C0(Rn) ein beschra¨nkter linearer
Operator.
b) Fu¨r f ∈ L1(Rn) ∩ L2(Rn) ist f∧ ∈ L2(Rn) mit ‖f∧‖L2(  n) = ‖f‖L2(   n).
Da L1(Rn) ∩ L2(Rn) dicht in L2(Rn) ist, folgt aus Teil b) des letzten Lemmas, dass
sich F1 eindeutig zu einem isometrischen linearen Operator auf L2(Rn) fortsetzen la¨sst.
Dieser Operator ist surjektiv, somit unita¨r, heißt Fourier-Plancherel-Operator und
wird mit F2 bezeichnet. Ist f ∈ L1(Rn)∩ L2(Rn), so gilt F1f(x) = F2f(x) fu¨r λn-fast
alle x ∈ Rn. Fu¨r f ∈ L2(Rn) schreibe daher ebenfalls F 2(f) =: f∧. Dann gilt:
lim
r→∞
∥∥∥∥f∧(◦)− 1(2pi)n/2
∫
|t|≤r
f(t)e−i◦·tdλn(t)
∥∥∥∥
L2(
 
n)
= 0 (f ∈ L2(Rn)).
Hierfu¨r schreibt man auch
f∧(x) =
(2)
l.i.m.
r→∞
1
(2pi)n/2
∫
|t|≤r
f(t)e−ix·tdλn(t) (f ∈ L2(Rn)).
Der zu F2 inverse Operator ist ebenfalls unita¨r und gegeben durch (F 2)−1f := f∨ mit
f∨(x) =
(2)
l.i.m.
r→∞
1
(2pi)n/2
∫
|t|≤r
f(t)eix·tdλn(t) (f ∈ L2(Rn)).
Insbesondere ist (f∧)∨ = (f∨)∧ = f, f ∈ L2(Rn), und fu¨r alle f, g ∈ L2(Rn) gelten die
Parseval-Relationen:∫
 
n
f(x)g(x)dλn(x) =
∫
 
n
f∧(x)g∧(x)dλn(x), (2.2)
∫
 
n
f(x)g(x)dλn(x) =
∫
 
n
f∨(x)g∨(x)dλn(x). (2.3)
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2.2 Hankel-Transformationen
Hankel-Transformationen sind lineare Integraltransformationen vom Fourier-Typ. Sie
kommen in dieser Arbeit ganz natu¨rlich ins Spiel, da sie eng mit gewissen Symmetrie-
Eigenschaften der Fourier-Transformation zusammenha¨ngen. Siehe [53, chapter 21] und
die dort zitierte Literatur fu¨r die folgenden Definitionen und Resultate.
Definition 2.3 Sei ν ∈ R, ν ≥ −1/2, und f ∈ L1(R+). Die Hankel-Transformierte
der Ordnung ν von f ist dann definiert durch
Hνf(x) := Fν(x) :=
∫ ∞
0
f(t)
√
xtJν(xt)dλ(t) (x > 0),
worin Jν die Bessel-Funktion erster Art der Ordnung ν bezeichnet. Die Funktion Kν :
R
+ × R+ → R, mit
Kν(x, t) :=
√
xtJν(xt) (x, t ∈ R+),
wird im Folgenden Bessel-Hankel-Kern der Ordnung ν genannt.
Bemerkung 2.4 a) Da
√◦ Jν(◦) auf R+ stetig und beschra¨nkt ist, ist Hνf(x) fu¨r
jedes f ∈ L1(R+) und alle x ∈ R+ wohldefiniert.
b) Fu¨r ν = 1/2 bzw. ν = −1/2 gilt
√
zJ1/2(z) =
√
2
pi
sin(z) bzw.
√
zJ−1/2(z) =
√
2
pi
cos(z)
und somit ist H1/2 gleich der Fourier-Sinustransformation Fs bzw. H−1/2
gleich der Fourier-Kosinustransformation Fc.
Lemma 2.5 a) Fu¨r jedes ν > −1/2 ist die Hankel-TransformationHν der Ordnung
ν ein beschra¨nkter linearer Operator von L1(R+) in C0(R
+).
b) Fu¨r f ∈ L1(R+) ∩ L2(R+) ist Hνf ∈ L2(R+) und es gilt ‖Hνf‖2 = ‖f‖2.
Da L1(R+) ∩ L2(R+) dicht in L2(R+) liegt, kann die Hankel-Transformation der Ord-
nung ν eindeutig zu einem isometrischen linearen Operator auf L2(R+) fortgesetzt
werden. Dieser Operator ist wiederum surjektiv, somit unita¨r, und wird Hankel-
Plancherel-Operator vom Grade ν genannt. Der Einfachheit halber bezeichnen wir
ihn ebenfalls mit Hν. Es gilt fu¨r jedes f ∈ L2(R+):
lim
r→∞
∥∥∥∥Hν(f ; ◦)− ∫ r
0
f(t)
√◦ tJν(◦ t)dλ(t)
∥∥∥∥
L2(
 
+)
= 0.
Weiter ist wohlbekannt, dass der Hankel-Plancherel-Operator selbstinvers ist, d.h. es
gilt H−1ν = Hν und somit fu¨r jedes f ∈ L2(R+) (Hankel-Umkehrformel):
f(x) =
(2)
l.i.m.
r→∞
∫ r
0
Hν(f ; t)
√
xtJν(xt)dλ(t).
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2.3 Ganze Funktionen vom exponentiellen Typ und
Bernstein-Ra¨ume
MitH(Cn), n ∈ N, bezeichnen wir die C-Algebra aller ganzen Funktionen auf Cn. Dabei
heißt eine Funktion g : Cn → C ganz, wenn es eine fu¨r alle z ∈ Cn absolut konvergente
Potenzreihe
∑
k∈   n0 akz
k gibt, so dass
g(z) =
∑
k∈   n0
akz
k (z ∈ Cn).
Sei σ = (σ1, ..., σn)
t ∈ Rn+ und g ∈ H(Cn). g heißt dann ganze Funktion vom
exponentiellen Typ σ, falls es zu jedem ε > 0 eine Konstante Aε > 0 gibt, so dass
fu¨r alle z = (z1, ..., zn)
t ∈ Cn gilt:
|g(z)| ≤ Aε exp
{
n∑
j=1
(σj + ε)|zj|
}
. (2.4)
Eine Funktion g ∈ H(Cn) heißt ganze Funktion vom spha¨rischen exponentiellen
Typ σ ∈ R1+, falls es zu jedem ε > 0 eine Konstante Aε > 0 gibt, so dass gilt:
|g(z)| ≤ Aε exp
(σ + ε)
√√√√ n∑
j=1
|zj|2
 = Aε exp{(σ + ε)‖z‖2} (z ∈ Cn).
Der Raum aller ganzen Funktionen vom (spha¨rischen) exponentiellen Typ σ wird im
Folgenden mit Eσ (SEσ) bezeichnet. Ist σ ∈ R1+, so schreibe auch Eσ fu¨r E(σ,...,σ)t. Da
fu¨r alle z ∈ Cn
1√
n
n∑
j=1
|zj| ≤
√√√√ n∑
j=1
|zj|2 ≤
n∑
j=1
|zj|,
folgen die Inklusionen (siehe [38, pp. 119–120])
Eσ/√n ⊂ SEσ ⊂ Eσ.
Insbesondere gilt SEσ = Eσ fu¨r alle σ ≥ 0 im Falle n = 1.
Lemma 2.6 a) Seien n ∈ N, σ ≥ 0, g ∈ H(Cn) sowie
M(ρ) :=Mg(ρ) := sup
z∈   n ,‖z‖2≤ρ
|g(z)| (ρ ≥ 0).
Dann gilt g ∈ SEσ genau dann, wenn es zu jedem ε > 0 eine Konstante Aε <∞
gibt, so dass
M(ρ) ≤ Aεe(σ+ε)ρ (ρ ≥ 0).
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b) Sei g : C→ C ganz, d.h. g ∈ H(C), mit Potenzreihenentwicklung
g(z) =
∞∑
k=0
ckz
k (z ∈ C)
um z0 = 0. Dann gilt:
g ∈ Eσ ⇐⇒ lim sup
k→∞
k
√
k!|ck| ≤ σ.
Beweis a) Ist g ∈ SEσ, so gibt es zu jedem ε > 0 ein Aε <∞, so dass
|g(z)| ≤ Aε exp (σ + ε)|z| (z ∈ C).
Dann folgt aber
M(ρ) := sup
|z|≤σ
|g(z)| ≤ Aε exp (σ + ε)ρ
fu¨r alle ρ ≥ 0. Umgekehrt gilt
|g(z)| ≤Mg(|z|) ≤ Aε exp (σ + ε)|z|
fu¨r alle z ∈ C, und somit folgt die Behauptung. Bezu¨glich b) siehe [38, p. 100].
Fu¨r σ ∈ Rn+ und 1 ≤ p ≤ ∞ sind die Bernstein-Ra¨ume Bpσ definiert durch:
Bpσ := {f ∈ Eσ; f |  n ∈ Lp(Rn)}.
Die Bernstein-Ra¨ume sind allesamt Banach-Ra¨ume unter der jeweiligen Lp-Norm, B2σ
speziell ein Hilbert-Raum, und es gilt (siehe [38, p. 126] sowie [10, p. 6] und die dort
zitierte Literatur)
B1σ ⊂ Bpσ ⊂ Bp
′
σ ⊂ B∞σ (1 ≤ p ≤ p′ ≤ ∞).
Die spha¨rischen Bernstein-Ra¨ume SBpσ sind analog definiert und es gelten die
entsprechenden Inklusionen. Weiter gilt fu¨r g ∈ B∞σ die gegenu¨ber (2.4) verscha¨rfte
Abscha¨tzung (siehe [38, p. 115])
|g(z)| ≤ ‖g‖∞ exp
{
n∑
j=1
σj|yj|
}
(z = x + iy, x, y ∈ Rn). (2.5)
2.4 Hilbert-Ra¨ume mit reproduzierendem Kern
Die Paley-Wiener-Ra¨ume sind so genannte Hilbert-Ra¨ume mit reproduzierendem Kern.
Wir werden immer wieder auf einige elementare Eigenschaften solcher Ra¨ume zuru¨ck-
greifen und die beno¨tigten Resultate an dieser Stelle zusammenfassen. Fu¨r die hier
nicht gegebenen Beweise sei auf [1], [35, chapter 2] oder [42] verwiesen.
Sei H ein linearer Raum von komplexwertigen Funktionen, die alle auf einer nichtleeren
Menge D definiert seien. Ferner sei 〈·, ·〉 : H × H → C ein Skalarprodukt auf H, so
dass der resultierende Raum ein Hilbert-Raum ist.
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Definition 2.7 Man nennt H dann einen Hilbert-Raum mit reproduzierendem
Kern, falls es eine Funktion k : D ×D → C mit den folgenden Eigenschaften gibt:
a) k(·, y) ∈ H fu¨r jedes y ∈ D;
b) f(y) = 〈f, k(·, y)〉 fu¨r alle f ∈ H und y ∈ D.
k nennt man in diesem Fall einen reproduzierenden Kern fu¨r H und b) die repro-
duzierende Eigenschaft.
Falls ein reproduzierender Kern existiert, ist er eindeutig bestimmt. Ein einfaches hin-
reichendes und notwendiges Kriterium fu¨r die Existenz eines reproduzierenden Kerns
ist im folgendem Lemma gegeben:
Lemma 2.8 Sei H ein Hilbert-Raum von auf D definierten, komplexwertigen Funk-
tionen. Dann besitzt H genau dann einen reproduzierenden Kern, wenn das Auswer-
tungsfunktional ly(f) := f(y), f ∈ H, fu¨r jedes y ∈ D stetig ist, d.h. falls es fu¨r jedes
y ∈ D eine Konstante My <∞ gibt, so dass |f(y)| ≤My‖f‖H fu¨r alle f ∈ H.
Folgende elementare Eigenschaften von Hilbert-Ra¨umen mit reproduzierendem Kern
werden des o¨fteren benutzt:
Lemma 2.9 Sei H ein Hilbert-Raum mit reproduzierendem Kern k, dann gilt:
a) Die schwache Konvergenz einer Folge in H impliziert deren punktweise Konver-
genz auf ganz D gegen das gleiche Grenzelement. Tra¨gt D eine Topologie T , so
dass die Abbildung T : (D, T )→ (H, ‖ · ‖H) mit
Ty := k(·, y) (y ∈ D)
stetig ist, so ist die Konvergenz gleichma¨ßig auf jeder kompakten Teilmenge von
D.
b) Die starke Konvergenz einer Folge in H impliziert deren punktweise Konvergenz
auf ganz D gegen das gleiche Grenzelement. Die Konvergenz ist gleichma¨ßig auf
jeder Teilmenge von D, auf der k(x, x) beschra¨nkt ist.
c) Ist {ϕn}n∈   eine Schauder-Basis von H mit Biorthonormalbasis {ϕ∗n}n∈   , so gilt
fu¨r alle y ∈ D:
k(x, y) =
∑
n∈  
ϕ∗n(y)ϕn(x)
im Sinne der starken Konvergenz und somit auch punktweise fu¨r alle x ∈ D.
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d) Ist {ϕn}n∈   sogar eine Orthonormalbasis von H, so gilt fu¨r alle y ∈ D:
k(x, y) =
∑
n∈  
ϕn(y)ϕn(x)
wiederum im Sinne der starken Konvergenz und somit auch punktweise fu¨r alle
x ∈ D.
e) k(x, y) = k(y, x) (x, y ∈ D).
f) ‖k(◦, x)‖2H = k(x, x) (x ∈ D).
g) k(x, x) ≥ 0 und |k(x, y)|2 ≤ k(x, x)k(y, y) fu¨r alle x, y ∈ D.
Lemma 2.10 Sei wieder H ein Hilbert-Raum mit reproduzierendem Kern k, dann gilt:
a) Jeder abgeschlossene Unterraum U von H ist ebenfalls ein Hilbert-Raum mit re-
produzierendem Kern. Bezeichnet kU den zugeho¨rigen reproduzierenden Kern, so
ist der Operator
Pf(y) := 〈f, kU(◦, y)〉H (f ∈ H, y ∈ D) (2.6)
der orthogonale Projektor von H auf U .
b) Sei H = U ⊕ U⊥ mit abgeschlossenem Unterraum U . Dann gilt
k(x, y) = kU(x, y) + kU⊥(x, y) (x, y ∈ D). (2.7)
Folgerung 2.11 Sei H wieder ein Hilbert-Raum, von auf D definierten komplexwer-
tigen Funktionen, mit reproduzierendem Kern k. Ist dann
H =
∞⊕
j=0
Hj (direkte orthogonale Summe)
eine Zerlegung von H in paarweise orthogonale, abgeschlossene Unterra¨ume Hj und
bezeichnet kj den reproduzierenden Kern von Hj, fu¨r alle j ∈ N0, so gilt fu¨r jedes
y ∈ D
k(◦, y) =
∞∑
j=0
kj(◦, y) (2.8)
im Sinne der schwachen Konvergenz in H und somit auch
k(x, y) =
∞∑
j=0
kj(x, y) (x, y ∈ D) (2.9)
im Sinne punktweiser Konvergenz, wobei die Reihe absolut konvergiert, d.h. es gilt
(kj(x, y))j∈   0 ∈ l1(N0) fu¨r alle x, y ∈ D.
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Beweis Mittels vollsta¨ndiger Induktion folgt aus Lemma 2.10 b), dass
k(n)(x, y) :=
n∑
j=0
kj(x, y) (x, y ∈ D)
fu¨r jedes n ∈ N0 der reproduzierende Kern des abgeschlossenen Unterraumes
⊕n
j=0Hj
von H ist. Nach Lemma 2.10 a) ist
Pnf(y) := 〈f, k(n)(◦, y)〉H (y ∈ D)
die orthogonale Projektion von f ∈ H auf ⊕nj=0Hj. Nach Voraussetzung gilt aber
limn→∞ ‖Pnf − f‖H = 0 und somit wegen Lemma 2.9 b) auch
lim
n→∞
〈f, k(n)(◦, y)〉H = lim
n→∞
Pnf(y) = f(y) = 〈f, k(◦, y)〉H
fu¨r jedes f ∈ H, d.h. (k(n)(◦, y))n∈   0 konvergiert fu¨r jedes y ∈ D schwach gegen k(◦, y)
und dies ist die Behauptung von (2.8). (2.9) folgt nun aus Lemma 2.9 a). Da jede
schwach konvergente Folge beschra¨nkt ist, folgt weiter
n∑
j=0
kj(y, y) =
n∑
j=0
‖kj(◦, y)‖2H = ‖k(n)(◦, y)‖2H ≤My <∞
fu¨r alle n ∈ N0 und somit (
√
kj(y, y))j∈   0 ∈ l2(N0) fu¨r alle y ∈ D. Mit Lemma 2.9 g)
folgt nun der Rest der Behauptung.
Beispiel: Jeder endlich-dimensionale Hilbert-Raum H, von auf D definierten komplex-
wertigen Funktionen, besitzt einen reproduzierenden Kern k. Ist N := dimH ∈ N und
{ϕn}Nn=1 eine Orthonormalbasis von H, so gilt
k(x, y) =
N∑
j=1
ϕj(y)ϕj(x) (x, y ∈ D). (2.10)
2.5 Abtastentwicklungen in Hilbert-Ra¨umen mit
reproduzierendem Kern
Wir wollen hier kurz den allgemeinen Rahmen der klassischen Abtastentwicklungen
darlegen. Sei dazu H ein Hilbert-Raum, von auf einer Menge D (bei uns wird dies
immer eine Teilmenge eines euklidischen Raumes sein) definierten Funktionen, mit
reproduzierendem Kern k : D × D → C. Weiter sei A eine abza¨hlbare (d.h. eine
endliche oder abza¨hlbar unendliche) Indexmenge. Unter einer Abtastentwicklung in
H verstehen wir dann eine fu¨r alle f ∈ H gu¨ltige Darstellung der Form
f(t) =
∑
n∈  
f(tn)Sn(t) (t ∈ D), (2.11)
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worin die Entwicklungsfunktionen Sn, n ∈ A, aus H, sowie dieAbtastpunkte bzw.
Knoten tn, n ∈ A, aus D seien. Ist die Indexmenge A unendlich, so sei die Konvergenz
der Abtastreihe in (2.11) im Sinne der Norm von H und somit auch punktweise fu¨r
alle t ∈ D zu verstehen.
Nehmen wir weiter an, dass es sich bei obiger Entwicklung um eine Orthogonalent-
wicklung in H handelt, d.h., dass das System (Sn)n∈   eine Orthogonalbasis von H ist,
so folgt
f(tn) =
〈f, Sn〉H
〈Sn, Sn〉H = 〈f, k(◦, tn)〉H (f ∈ H, n ∈ A)
und somit notwendig 〈Sn, Sn〉−1H Sn = k(◦, tn) fu¨r alle n ∈ A. Ist umgekehrt (k(◦, tn))n∈  
eine Orthogonalbasis von H, so folgt
〈f, k(◦, tn)〉H = f(tn) (f ∈ H, n ∈ A),
und somit
f(t) =
∑
n∈  
f(tn)
k(t, tn)
k(tn, tn)
(f ∈ H, t ∈ D),
wobei die Reihe in der Norm des Raumes H und somit auch punktweise fu¨r alle t ∈ D
konvergiert.
Definition 2.12 Seien H und A wie oben. Eine Orthogonalbasis (Sn)n∈   von H heißt
dann Sampling-Basis in H, falls ein System (tn)n∈   von Knoten aus D existiert, so
dass
f(tn) =
〈f, Sn〉H
〈Sn, Sn〉H (f ∈ H, n ∈ A).
Wir haben damit gezeigt (siehe auch [22, pp. 31-32]):
Lemma 2.13 Seien H, k und A wie oben.
a) Ist (Sn)n∈   eine Sampling-Basis in H bezu¨glich des Knotensystems (tn)n∈   ⊂ D,
so gilt notwendig 〈Sn, Sn〉H−1Sn = k(◦, tn) fu¨r alle n ∈ A.
b) Ist k(◦, tn)n∈   eine Orthogonalbasis in H, so ist es auch eine Sampling-Basis in
H bezu¨glich (tn)n∈   . Es gilt dann
f(t) =
∑
n∈  
f(tn)
k(t, tn)
k(tn, tn)
(f ∈ H, t ∈ D), (2.12)
wobei die Reihe in der Norm von H und somit auch punktweise fu¨r alle t ∈ D
konvergiert. Weiter gilt die Parseval-Gleichung
‖f‖2H =
∑
n∈  
1
k(tn, tn)
|f(tn)|2 (f ∈ H, t ∈ D). (2.13)
Fu¨r einen umfassenderenden U¨berblick u¨ber die Theorie der Abtastentwicklungen sei
auf die U¨bersichtsartikel [8] und [10] sowie die Monografien [22], [23] und [52] verwiesen.
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2.6 Spha¨rische Funktionensysteme
Im Folgenden bezeichne X einen der Ra¨ume C(Sn−1) oder L2(Sn−1). Eine Funktion
F : Sn−1 → C heißt zonal mit Achse t ∈ Sn−1, falls
F (x) = f(t · x) (x ∈ Sn−1) (2.14)
mit einer Funktion f : [−1, 1]→ C. Ist Y ein Untervektorraum von X, so heißt
Yt := {F ∈ Y ;F ist zonal mit Achse t} (2.15)
der axiale Kern von Y mit Achse t. Man sieht unmittelbar, dass Yt ein Untervek-
torraum von Y ist. Fu¨r A ∈ Rn×n bezeichne At die zu A transponierte Matrix und
En ∈ Rn×n die n-dimensionale Einheitsmatrix. O(n) := {A ∈ Rn×n;AAt = En = AtA}
ist dann die volle orthogonale Gruppe vom Grade n, SO(n) := {A ∈ O(n); detA = 1}
die spezielle orthogonale Gruppe vom Grade n und fu¨r t ∈ Sn−1 bezeichne SOt(n) :=
{A ∈ SO(n);At = t} die Untergruppe aller A ∈ SO(n) mit Fixpunkt t. Entsprechend
ist Ot(n) erkla¨rt. Ist F : S
n−1 → C und A ∈ O(n), so sei FA : Sn−1 → C die durch
FA(x) := F (Ax) (x ∈ Sn−1) (2.16)
definierte Funktion. Eine analoge Definition macht natu¨rlich fu¨r jeden spha¨risch sym-
metrischen Definitionsbereich D ⊂ Rn Sinn. Dabei heißt D ⊂ Rn spha¨risch symme-
trisch, falls Ax ∈ D fu¨r alle x ∈ D,A ∈ O(n).
Das Skalarprodukt aus L2(Sn−1) hat folgende wichtige Invarianzeigenschaft gegenu¨ber
orthogonalen Transformationen (siehe [41, p. 11]):
〈FA, GA〉L2(Sn−1) = 〈F,G〉L2(Sn−1) (F,G ∈ L2(Sn−1), A ∈ O(n)). (2.17)
Definition 2.14 Sei D ⊂ Rn spha¨risch symmetrisch und Y ein Vektorraum von auf D
definierten, komplexwertigen Funktionen. Y heißt rotationsinvariant, falls FA ∈ Y
fu¨r alle F ∈ Y und A ∈ O(n).
Bezu¨glich der Integration zonaler Funktionen gilt (siehe [41, p. 21], [36, p. 1]):
Lemma 2.15 Seien F und f wie in (2.14) gegeben. Dann ist F genau dann messbar,
wenn f messbar ist, und im Falle F ≥ 0 folgt∫
Sn−1
F (u)dσn−1(u) = |Sn−2|
∫ 1
−1
f(τ)(1− τ 2)(n−3)/2dλ(τ). (2.18)
Bemerkung 2.16 Die obige Formel ist ein Spezialfall der Funk-Hecke-Formel (siehe
Satz 2.34 fu¨r k = 0 und Y (0) = 1 ∈ H0).
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Teil a) ii) des folgenden Lemmas folgt sofort aus Lemma 2.15. Der Beweis der restlichen
Aussagen ist entweder trivial oder in [41, pp. 10-11] zu finden.
Lemma 2.17 a) Seien n ≥ 2, F : Sn−1 → C zonal mit Achse t ∈ Sn−1 und f die
Funktion aus (2.14).
i) F ∈ C(Sn−1) genau dann, wenn f ∈ C[−1, 1].
ii) F ∈ L2(Sn−1) genau dann, wenn∫ 1
−1
|f(τ)|2(1− τ 2)(n−3)/2dλ(τ) <∞, (2.19)
d.h. falls f ∈ L2w(−1, 1) mit dem Gewicht w(τ) := (1−τ 2)(n−3)/2, τ ∈ (−1, 1).
b) i) Fu¨r n ≥ 2 ist F ∈ X genau dann zonal mit Achse t ∈ Sn−1, wenn FA = F
fu¨r alle A ∈ Ot(n).
ii) Fu¨r n ≥ 3 ist F ∈ X genau dann zonal mit Achse t ∈ Sn−1, wenn FA = F
fu¨r alle A ∈ SOt(n).
Satz 2.18 (Siehe [41, pp. 11-12]) Sei n ≥ 2 und X ein rotationsinvarianter Untervek-
torraum von C(Sn−1) mit reproduzierendem Kern G : Sn−1×Sn−1 → C )(bezu¨glich des
von L2(Sn−1) induzierten Skalarproduktes). Dann existiert eine eindeutig bestimmte
Funktion g ∈ C[−1, 1], so dass
G(x, y) = g(x · y) (x, y ∈ Sn−1). (2.20)
Bemerkung 2.19 a) Eine Funktion G wie in (2.20) nennen wir bizonal, da sie
in beiden Argumenten zonal ist.
b) Der axiale Kern Yt von Y mit Achse t ist der gro¨ßte Untervektorraum von Y ,
welcher invariant gegenu¨ber Rotationen ist, die t ∈ Sn−1 festhalten.
2.6.1 Gegenbauer-Polynome
Im na¨chsten Abschnitt werden einige Eigenschaften der so genannten Gegenbauer-
Polynome (auch ultraspha¨rische Polynome genannt) benutzt, da sie eng mit den
reproduzierenden Kernen gewisser Ra¨ume von Kugelfunktionen zusammenha¨ngen.
Unter den verschiedenen Mo¨glichkeiten die Gegenbauer-Polynome einzufu¨hren wa¨hlen
wir den Zugang u¨ber die Rodriguez-Formel (siehe z.B. [41, pp. 22-30], [44], [14] oder
[31]). Sei λ > −1/2 ein reeller Parameter. Das Gegenbauer-Polynom Cλk vom Grade
k ∈ N0 zum Index λ ist dann definiert durch
Cλk (t) :=
(1− t2)−λ+1/2
(−2)k(λ+ 1/2)k
(
d
dt
)k
(1− t2)k+λ−1/2 (t ∈ (−1, 1)), (2.21)
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worin
(z)k :=
k−1∏
j=0
(z + j) (z ∈ C, k ∈ N0)
das sogennante Pochammer-Symbol bezeichne (wobei das leere Produkt (k = 0)
wie u¨blich gleich Eins gesetzt wird: (z)0 := 1). Wir stellen einige Eigenschaften der
Gegenbauer-Polynome zusammen: Fu¨r alle k ∈ N0 und λ > −1/2 gilt:
• Cλk ist ein Polynom vom exakten Grad k.
• Es gilt Cλk (−t) = (−1)kCλk (t) fu¨r alle t ∈ R, d.h. Cλk ist gerade (ungerade) wenn
k gerade (ungerade) ist.
• Cλk (1) = 1 (Normierung).
Aus diesen Eigenschaften schließt man sofort, dass
Cλ0 (t) = 1, C
λ
1 (t) = t (t ∈ R) (2.22)
fu¨r alle λ > −1/2 gilt. Die Gegenbauer-Polynome ho¨herer Ordnung kann man dann
mit Hilfe der dreigliedrigen Rekursionsformel
(k + 2λ)Cλk+1(t) = 2(k + λ)tC
λ
k (t)− kCλk−1(t) (k ∈ N, t ∈ R) (2.23)
berechnen. Zum Beispiel gilt
(1 + 2λ)Cλ2 (t) = 2(1 + λ)tC
λ
1 (t)− Cλ0 (t),
also
Cλ2 (t) =
2(1 + λ)
1 + 2λ
t2 − 1
1 + 2λ
(t ∈ R).
Weiter erkennt man aus der Rekursionsformel, dass die Cλk reellwertig sind, d.h. es
gilt Cλk (t) ∈ R fu¨r alle k ∈ N0, λ > −1/2, t ∈ R. Wichtig ist weiter die folgende
Orthogonalita¨tsrelation: Es gilt fu¨r alle λ > −1/2, λ 6= 0:
∫ 1
−1
Cλl (t)C
λ
k (t)(1− t2)λ−1/2dt =

0, l 6= k,
22λ−1(Γ(λ+ 1
2
))2l!
(l + λ)Γ(l + 2λ)
, l = k.
(2.24)
D.h. die Folge der Gegenbauer-Polynome (Cλk )k∈
 
0 zum Index λ bildet ein Orthogonal-
system im Hilbert-Raum L2w(−1, 1) mit dem Gewicht
w(t) = (1− t2)λ−1/2 (t ∈ (−1, 1)).
Dieses System ist sogar total in L2w(−1, 1), d.h. aus
〈ϕ,Cλk 〉L2w(−1,1) =
∫ 1
−1
ϕ(t)Cλk (t)(1− t2)λ−1/2dt = 0 (k ∈ N0)
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folgt notwendig ϕ = 0 ∈ L2w(−1, 1), d.h. ϕ(t) = 0 fu¨r Lebesgue-fast-alle t ∈ (−1, 1).
Mit anderen Worten, das System (C˜λk )k∈
 
0 , mit
C˜λk (t) :=
(
22λ−1(Γ(λ+ 1
2
))2k!
(k + λ)Γ(k + 2λ)
)−1/2
Cλk (t) (k ∈ N0, t ∈ R),
bildet fu¨r jedes λ > −1/2, λ 6= 0, eine Orthonormalbasis in L2w(−1, 1). Wir betrachten
noch einige wichtige Spezialfa¨lle: Fu¨r λ = 0 erhalten wir die Chebyshev-Polynome
erster Art Tk := C
0
k , k ∈ N0. Fu¨r diese Polynome gilt die explizite Darstellung
Tk(t) = cos(k arccos t) (k ∈ N0, |t| ≤ 1),
wobei arccos : [−1, 1]→ [0, pi] den Hauptzweig des arccos bezeichnet. Dies erkennt man
am einfachsten mit Hilfe der Rekursionsformel (2.23), die fu¨r die Tk u¨bergeht in
Tk+1(t) = 2tTk(t)− Tk−1(t) (k ∈ N, t ∈ R).
Die Folge der Chebyshev-Polynome (Tk)k∈   0 bildet ein totales Orthogonalsystem im
Raume L2w(−1, 1) mit dem Gewicht w(t) = (1− t2)−1/2, t ∈ (−1, 1). Genauer gilt (den
Fall λ = 0 hatten wir oben ausgeschlossen):
∫ 1
−1
Tl(t)Tk(t)(1− t2)−1/2dt =

0, l 6= k,
pi
2
, l = k 6= 0,
pi, l = k = 0.
(2.25)
D.h. das System (T˜k)k∈   0 , mit
T˜k(t) :=

√
2
pi
Tk(t) =
√
2
pi
cos(k arccos t), k ≥ 1,
1√
pi
Tk(t) =
1√
pi
, k = 0,
bildet eine Orthonormalbasis im Raume L2w(−1, 1) mit dem Gewicht w(t) = (1−t2)−1/2.
Im Falle λ = 1/2 erhalten wir die Legendre-Polynome Pk := C
1/2
k , k ∈ N0. Fu¨r diese
Polynome existiert keine explizite Darstellung wie bei den Chebyshev-Polynomen, aber
nun wird das Gewicht w besonders einfach, es gilt na¨mlich w(t) = 1 fu¨r alle t ∈ (−1, 1).
Wir erhalten aus (2.24): ∫ 1
−1
Pl(t)Pk(t)dt =
0, l 6= k,2
2l + 1
, l = k,
(2.26)
d.h. das System (P˜k)k∈   0 , mit
P˜k(t) :=
√
2k + 1
2
Pk(t) (k ∈ N0, t ∈ [−1, 1]),
bildet eine Orthonormalbasis im Raume L2w(−1, 1) = L2(−1, 1).
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2.6.2 Kugelfunktionen
Kugelfunktionen spielen eine zentrale Rolle in dieser Arbeit. Mit ihrer Hilfe erhalten wir
eine Zerlegung von L2(Sn−1) in paarweise orthogonale, rotationsinvariante Unterra¨ume
und wir werden dieses Ergebnis benutzen um eine analoge Zerlegung von rotations-
invarianten Paley-Wiener-Ra¨umen herzuleiten (siehe Abschnitt 5.2). Wir stellen hier
die im Folgenden beno¨tigten Tatsachen u¨ber Kugelfunktionen zusammen, wobei wir
hauptsa¨chlich den Darstellungen in [48, pp. 137-152], [26] und [41] folgen. Andere gute
Darstellungen der Theorie der Kugelfunktionen sind z.B. in [27], [36], [13] und [49] zu
finden, wobei in [13] und [49] der Zusammenhang zur Darstellungstheorie kompakter
Gruppen in den Vordergrund gestellt wird.
Eine Funktion f : Rn → C heißt homogen vom Grade k ∈ N0, falls f(ax) = akf(x)
fu¨r alle x ∈ Rn und a > 0 gilt. Bezeichnen wir mit P die Menge aller Polynomfunktionen
auf Rn (mit komplexen Koeffizienten), so sieht man leicht, dass P ∈ P genau dann
homogen vom Grade k ist, wenn P eine Darstellung der Form
P (x) =
∑
|α|=k
cαx
α (x ∈ Rn)
hat, wobei α = (α1, ..., αn) ∈ Nn0 einen Multiindex, |α| := α1+ · · ·+αn dessen Ordnung
und xα das Monom xα11 x
α2
2 · · ·xαnn bezeichne. Wir nennen P dann auch eine Poly-
nomfunktion vom homogenen Grad k und Pk bezeichne die Menge aller dieser
Polynome, d.h. es sei
Pk =
P : Rn → C; es existieren cα ∈ C, so dass P (x) = ∑
|α|=k
cαx
α, x ∈ Rn
 .
Die Menge aller Monome xα, |α| = k, bildet offensichtlich eine Basis von Pk und eine
einfache kombinatorische U¨berlegung zeigt dann (siehe [26]):
dk := dimPk =
(
n+ k − 1
n− 1
)
=
(
n+ k − 1
k
)
=
(n + k − 1)!
(n− 1)!k! . (2.27)
Die Menge Ak der ra¨umlichen Kugelfunktionen vom Grade k im Rn ist nun
definiert als die Menge aller harmonischen Polynome vom homogenen Grad k auf Rn,
d.h.
Ak := {P ∈ Pk; ∆P (x) = 0, x ∈ Rn} .
Hierin bezeichnet ∆ den n-dimensionalen Laplace-Operator, d.h. es gilt
∆ :=
∂2
∂x21
+ · · ·+ ∂
2
∂x2n
.
Weiter sei Hk := {Y : Sn−1 → C;Y = P |Sn−1, P ∈ Ak} die Menge der Kugelfla¨chen-
funktionen bzw. kurz die Menge der Kugelfunktionen vom Grade k. Aufgrund
der Homogenita¨t von P ∈ Ak sieht man sofort, dass die Abbildung P 7→ Y := P |Sn−1
ein Isomorphimus der Ra¨ume Ak und Hk ist. Zur Bestimmung der Dimension von Ak,
benutzen wir (siehe [48, pp. 139-140])
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Lemma 2.20 Fu¨r k ≥ 2 und P ∈ Pk gilt ∆P ∈ Pk−2. Die Abbildung
ϕ : Pk → Pk−2, ϕ(P ) := ∆P (P ∈ Pk),
ist daher wohldefiniert und daru¨berhinaus linear und surjektiv.
Da Ak = ker(ϕ) folgt dimAk = dimPk − dimPk−2 = dk − dk−2 und mit (2.27)
ak := dimHk = dimAk =
(
n+ k − 1
k
)
−
(
n + k − 3
k − 2
)
=
(n+ k − 3)!
k!(n− 2)! (n+ 2k − 2) (2.28)
fu¨r k ≥ 2. Da jedes Polynom vom Grade kleiner als 2 harmonisch ist folgt weiter
a0 := dimH0 = dimA0 = d0 = 1, a1 := dimH1 = dimA1 = d1 = n.
Man besta¨tigt nun sofort, dass (2.28) auch noch fu¨r k ∈ {0, 1} gilt. Zusammenfasssend
gilt also
ak := dimHk = dimAk = (n+ 2k − 2)(n+ k − 3)!
k!(n− 2)! (k ∈ N0, n ≥ 2). (2.29)
Folgerung 2.21 Speziell erha¨lt man aus (2.29):
a) dimHk = 2 (n = 2, k ≥ 1);
b) dimHk = 2k + 1 (n = 3, k ≥ 0);
c) dimHk = (k + 1)2 (n = 4, k ≥ 0).
Weiter gilt folgender Satz (siehe [48, p.140], [43, p. 243], [15, p. 127]), welcher im Beweis
des Charakterisierungssatzes in Kapitel 5.1 benutzt wird und auch ansonsten wichtige
Folgerungen beinhaltet.
Satz 2.22 (Caldero´n-Zerlegung)
Sei P ∈ Pk. Dann gibt es Polynome Pj ∈ Ak−2j, j = 0, 1, ..., l = [k/2], so dass
P (x) = P0(x) + |x|2P1(x) + · · ·+ |x|2lPl(x) (x ∈ Rn).
Folgerung 2.23 Die Restriktion eines jeden algebraischen Polynoms in n reellen Ver-
a¨nderlichen auf die Einheitsspha¨re Sn−1 des Rn la¨ßt sich als endliche Summe von
Kugelfunktionen darstellen.
Wir nennen eine Teilmenge G eines linear normierten Raumes (X, ‖ ·‖) fundamental,
falls die Menge aller endlichen Linearkombinationen von Elementen aus G dicht in X
liegt, d.h. falls X = span(G) gilt. Unter Verwendung des Approximationssatzes von
Weierstraß in Verbindung mit der letzten Folgerung sowie der Tatsache, dass C(Sn−1)
dicht in L2(Sn−1) liegt, folgt dann (siehe auch [48, p. 141]):
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Lemma 2.24 Das System aller Kugelfunktionen
∞⋃
k=0
Hk auf Sn−1 ist sowohl funda-
mental in (C(Sn−1), ‖ · ‖∞) als auch in L2(Sn−1).
Weiterhin wichtig ist die folgende Orthogonalita¨tsrelation (siehe [48, pp. 141-142]):
Lemma 2.25 Kugelfunktionen Y (k) und Y (l) vom Grade k bzw. l mit k 6= l sind or-
thogonal bezu¨glich des Skalarproduktes von L2(Sn−1), d.h. es gilt:
〈Y (k), Y (l)〉L2(Sn−1) =
∫
Sn−1
Y (k)(u)Y (l)(u)dσn−1(u) = 0.
Eine direkte Folgerung aus diesen Eigenschaften ist die folgende Orthogonalzerlegung
des Raumes L2(Sn−1).
Satz 2.26 a) L2(Sn−1) ist die direkte orthogonale Summe der endlich dimensiona-
len Unterra¨ume Hk, k ∈ N0:
L2(Sn−1) =
∞⊕
k=0
Hk.
b) Fu¨r jedes k ∈ N0 sei {Y (k)j ; j = 1, ..., ak} eine Orthonormalbasis von Hk. Dann
hat jedes ϕ ∈ L2(Sn−1) eine eindeutige Darstellung (Orthonormalentwicklung)
ϕ =
∞∑
k=0
Y (k)(ϕ), (2.30)
Y (k)(ϕ) =
ak∑
j=1
〈ϕ, Y (k)j 〉L2(Sn−1)Y (k)j , (2.31)
wobei die Reihe in (2.30) in der L2(Sn−1)-Norm gegen ϕ konvergiert. Die obige
Entwicklung ist unter dem Namen Fourier-Laplace-Entwicklung bekannt und
die Koeffizienten 〈ϕ, Y (k)j 〉L2(Sn−1) heißen die Fourier-Laplace-Koeffizienten
von ϕ bezu¨glich der Y
(k)
j .
c) Es gilt die Parsevalgleichung
‖ϕ‖2L2(Sn−1) =
∞∑
k=0
‖Y (k)‖2L2(Sn−1), (2.32)
‖Y (k)‖2L2(Sn−1) =
ak∑
j=1
|〈ϕ, Y (k)j 〉L2(Sn−1)|2. (2.33)
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Bemerkung 2.27 Die Orthonormalbasis {Y (k)j ; j = 1, ..., ak} von Hk aus obigem Satz
kann stets reellwertig gewa¨hlt werden. Dies erkennt man wie folgt: Alle obigen U¨ber-
legungen gelten auch, wenn sie auf die entsprechend definierten reellen Vektorra¨ume
angewendet werden. Insbesondere gilt die Dimensionsformel (2.29) immer noch. Wa¨hlt
man dann eine Basis des reellen Raumes Hk, so sieht man sofort, dass diese auch im
komplexen Raum Hk linear unabha¨ngig und somit eine Basis ist.
Die Ra¨ume Hk, k ∈ N0, haben weiterhin die folgende Invarianzeigenschaft.
Lemma 2.28 Fu¨r jedes k ∈ N0 ist der Raum Hk ein rotationsinvarianter Unterraum
von L2(Sn−1), d.h. es gilt fA ∈ Hk fu¨r alle f ∈ Hk und A ∈ SO(n).
Als endlich-dimensionaler Hilbert-Raum von auf Sn−1 definierten, komplexwertigen
Funktionen besitzt Hk einen reproduzierenden Kern Gk : Sn−1 × Sn−1 → C. Da Hk ⊂
C(Sn−1)∩L2(Sn−1) rotationsinvariant ist, folgt aus Satz 2.20, dass dieser Kern bizonal
ist, d.h. es existiert eine Funktion gk ∈ C[−1, 1], so dass
Gk(x, y) = gk(x · y) (x, y ∈ Sn−1). (2.34)
Einige elementare Eigenschaften von Gk sind in folgendem Lemma zusammengestellt.
Lemma 2.29 a) Ist
{
Y
(k)
1 , ..., Y
(k)
ak
}
eine beliebige Orthonormalbasis von Hk, so
gilt:
Gk(u, v) =
ak∑
j=1
Y
(k)
j (v)Y
(k)
j (u) (u, v ∈ Sn−1).
b) Gk ist reellwertig und symmetrisch, d.h. es gilt Gk(u, v) = Gk(v, u) fu¨r alle u, v ∈
Sn−1.
c) Rotationsinvarianz: Ist A ∈ SO(n), so gilt: Gk(Au,Av) = Gk(u, v) fu¨r alle
u, v ∈ Sn−1.
d) Gk ist auf der Diagonalen von S
n−1 × Sn−1 konstant. Genauer gilt:
Gk(u, u) =
ak
|Sn−1| (u ∈ S
n−1).
e) Fu¨r jede Orthonormalbasis
{
Y
(k)
1 , ..., Y
(k)
ak
}
von Hk gilt:
ak∑
j=1
|Y (k)j (u)|2 =
ak
|Sn−1| (u ∈ S
n−1).
f) |Gk(u, v)| ≤ ak|Sn−1| (u, v ∈ S
n−1).
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Beweis Die Behauptung von a) folgt sofort aus (2.10). Nach Bemerkung 2.27 existiert
stets eine reellwertige Orthonormalbasis vonHk. Wa¨hlt man nun eine solche reelle Basis
in a), so folgt sofort die Reellwertigkeit von Gk und daraus die Symmetrie mit Lemma
2.9 e). c) folgt sofort aus (2.34). Weiter folgt aus (2.34) Gk(u, u) = gk(u · u) = gk(1)
fu¨r alle u ∈ Sn−1. Dies zeigt schon die Konstanz von Gk auf der Diagonalen von Sn−1.
Um diese Konstante zu berechnen beachten wir, dass nach a) und (2.34) gilt:
ak∑
j=0
|Y (k)j (u)|2 = Gk(u, u) = gk(1).
Unter Beachtung der Orthonormalita¨t der Y
(k)
j ergibt sich hieraus aber:
gk(1)|Sn−1| =
∫
Sn−1
gk(1)dσn−1(u) =
ak∑
j=0
∫
Sn−1
|Y (k)j (u)|2dσn−1(u) = ak
und somit die Behauptung von d) und e). Die Behauptung von f) ist nun eine Konse-
quenz von d) und Lemma 2.9 g).
Weniger elementar ist der
Satz 2.30 (Siehe [41, pp. 44-46]) Fu¨r jedes k ∈ N0 und t ∈ Sn−1 ist der zonale Kern
(Hk)t =
{
Y (k) ∈ Hk;Y (k) ist zonal mit Achse t
}
von Hk mit Achse t eindimensional, genauer gilt:
(Hk)t = span{C(n−2)/2k (◦ · t)} (k ∈ N0, t ∈ Sn−1),
wobei C
(n−2)/2
k das Gegenbauer-Polynom vom Grade k zum Index (n− 2)/2 bezeichnet.
Andererseits gilt auch
(Hk)t = span{gk(◦ · t)} (k ∈ N0, t ∈ Sn−1).
Daher existiert eine Konstante c(n, k) ∈ C, so dass gk(u · t) = c(n, k)C(n−2)/2k (u · t) fu¨r
alle u ∈ Sn−1. Da C(n−2)/2k (1) = 1 folgt mit (2.34)und Lemma 2.29 d) fu¨r u = t:
c(n, k) = c(n, k)C
(n−2)/2
k (t · t) = gk(t · t) = Gk(t, t) =
ak
|Sn−1| .
Wir erhalten somit die
Folgerung 2.31 Fu¨r jedes k ∈ N0 ist der reproduzierende Kern Gk von Hk gegeben
durch
Gk(u, v) =
ak
|Sn−1|C
(n−2)/2
k (u · v) (u, v ∈ Sn−1).
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Mit Lemma 2.29 a) erhalten wir hieraus weiterhin sofort:
Folgerung 2.32 (Additionstheorem)
Fu¨r jede Orthonormalbasis
{
Y
(k)
j ; 1 ≤ j ≤ ak
}
von Hk gilt:
ak∑
j=1
Y
(k)
j (v)Y
(k)
j (u) =
ak
|Sn−1|C
(n−2)/2
k (u · v) (u, v ∈ Sn−1).
Folgerung 2.33 (Orthogonale Projektion auf Hk)
Fu¨r jede Orthonormalbasis
{
Y
(k)
j ; 1 ≤ j ≤ ak
}
von Hk ist durch
Y (k)(ϕ; u) =
ak∑
j=1
〈ϕ, Y (k)j 〉L2(Sn−1)Y (k)j (u)
die orthogonale Projektion von ϕ ∈ L2(Sn−1) auf Hk gegeben und diese hat die basisu-
nabha¨ngige Darstellung
Y (k)(ϕ; u) =
ak
|Sn−1|
∫
Sn−1
ϕ(v)C
(n−2)/2
k (u · v)dσn−1(v) (u ∈ Sn−1).
Es gibt noch zwei fundamentale Resultate im Zusammenhang mit den Kugelfunktionen,
welche in dieser Arbeit eine zentrale Rolle spielen. Das eine ist der Satz von Bochner-
Hecke, welcher im Anhang B mit Beweis angegeben wird und einen Zusammenhang
mit gewissen Symmetrie-Eigenschaften der Fourier-Transformationen herstellt. Das an-
dere Resultat ist der Satz von Funk-Hecke (Siehe [41, p. 50], [37, p. 195]), welchen wir
insbesondere im Beweis des Satzes von Bochner-Hecke benutzen werden.
Satz 2.34 (Funk-Hecke)
Sei n ≥ 3. Fu¨r jede Funktion h ∈ L1(−1, 1) und jedes t ∈ Sn−1 gilt:∫
Sn−1
h(u · t)Y (k)(u)dσn−1(u) = Fn,k(h)Y (k)(t) (Y (k) ∈ Hk),
mit
Fn,k(h) := |Sn−2|
∫ 1
−1
h(ξ)C
(n−2)/2
k (ξ)(1− ξ2)(n−3)/2dξ.
Bemerkung 2.35 Der Satz gilt auch fu¨r n = 2, wenn man sich auf messbare Funk-
tionen h : (−1, 1)→ C mit ∫ 1
−1
|h(ξ)|(1− ξ2)−1/2dξ <∞
beschra¨nkt. Dies ist insbesondere fu¨r alle h ∈ L∞(−1, 1) der Fall.
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2.7 Lagrange-Interpolation
Bezu¨glich der folgenden Resultate und Notationen sei auf das Buch [41, pp.107-111]
von Reimer verwiesen. Seien D 6= ∅ eine Menge, X ein endlich-dimensionaler C-
Vektorraum, von auf D definierten, komplexwertigen Funktionen, und N := dim(X) ∈
N. Mit X∗ bezeichnen wir den (algebraischen) Dualraum von X. Ist t ∈ D gegeben, so
wird durch
f ∗t (f) := f(t) (f ∈ X) (2.35)
ein lineares Funktional f ∗t ∈ X∗ definiert. Ein solches Funktional heißt Auswertungs-
funktional (an der Stelle t ∈ D). Ein System T := {t1, ..., tN} ⊂ D heißt dann ein
fundamentales Knotensystem fu¨r X, falls die Auswertungsfunktionale f ∗t1 , ..., f
∗
tN
eine Basis des Dualraumes X∗ bilden.
Lemma 2.36 Sei X wie oben.
a) Ist {f1, ..., fN} eine Basis fu¨r X und T = {t1, ..., tN} ⊂ D, so ist T genau dann
ein fundamentales Knotensystem fu¨r X, falls
det(fk(tj))
N
k,j=1 6= 0. (2.36)
b) Es existiert mindestens ein fundamentales Knotensystem T ⊂ D fu¨r X.
c) Ist T = {t1, ..., tN} ⊂ D fundamental, so existieren eindeutig bestimmte Elemente
L1, ..., LN ∈ X, so dass
Lj(tk) = δjk (j, k ∈ {1, ..., N}). (2.37)
d) Ist X ein Hilbert-Raum mit reproduzierendem Kern k : D × D → C, so ist
T = {t1, ..., tN} ⊂ D genau dann fundamental, wenn {k(◦, t1), ..., k(◦, tN)} eine
Basis von X ist.
Die Funktionen Lj aus (2.37) heißen Lagrange-Fundamental-Funktionen. Seien
nun X ein beliebiger (d.h. nicht notwendig endlich-dimensionaler) Vektorraum von
auf D definierten, komplexwertigen Funktionen, XN ein N -dimensionaler Untervek-
torraum von X, T = {t1, ..., tN} ⊂ D ein fundamentales Knotensystem bezu¨glich XN
und {L1, ..., LN} das zugeho¨rige System der Lagrange-Fundamental-Funktionen. Der
Lagrange-Interpolationsoperator Λ : X → XN bezu¨glich des Knotensystems T ist
dann definiert durch
Λ(f, t) :=
N∑
j=1
f(tj)Lj(t) (f ∈ X, t ∈ D). (2.38)
Λ ist ein Projektionsoperator, d.h. Λ ist ein linearer Operator von X auf XN mit
Λ2 = Λ (Idempotenz). (2.39)
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Ein typisches Beispiel ist die trigonometrische Lagrange-Interpolation, welche wir in
Kapitel 6 benutzen werden. Hier ist X = C2pi der Raum aller 2pi-periodischen, stetigen
Funktionen auf R und XN = Πn, n ∈ N0, der Raum aller trigonometrischen Polynome
vom Grade n, also N = 2n+1. Dann ist jedes System T = {t1, ..., t2n+1} ⊂ [0, 2pi) =: D
mit ti 6= tj, ∀i 6= j ein fundamentales Knotensystem fu¨r XN = Πn und die Lagrange-
Fundamental-Funktionen (Fundamental-Polynome) ko¨nnen explizit angegeben werden
(siehe Kapitel 6).
Kapitel 3
Paley-Wiener-Ra¨ume und ihre
Analoga bezu¨glich
der Hankel-Transformationen
3.1 Die klassischen Paley-Wiener-Ra¨ume
Sei B eine abgeschlossene Teilmenge des Rn mit λn(B) < ∞. Der mit B assoziierte
Paley-Wiener-Raum PWB ist dann definiert durch:
PWB := PWB(R
n) := {f ∈ C(Rn) ∩ L2(Rn); supp f∧ ⊂ B}. (3.1)
supp f∧ bezeichne hierin den Tra¨ger der Fourier-Transformierten f∧ ∈ L2(Rn) von f .
Weiter sei K(x, y) := (2pi)−n/2 exp(i x · y), x, y ∈ Rn, der so genannte Fourier-Kern.
Dann gilt (siehe [22, p. 56]):
Lemma 3.1 Unter der Norm von L2(Rn) ist PWB ein Hilbert’scher Funktionenraum
mit reproduzierendem Kern und dieser ist gegeben durch
k(s, t) :=
∫
B
K(s, x)K(t, x)dλn(x) =
1
(2pi)n
∫
B
ei x·(s−t)dλn(x) (s, t ∈ Rn). (3.2)
Es gilt also
f(t) = 〈f, k(◦, t)〉L2(   n) =
∫
 
n
f(s)k(s, t)dλn(s) =
∫
 
n
f(s)k(t, s)dλn(s)
fu¨r alle f ∈ PWB und t ∈ Rn.
Unmittelbar aus der Definition der Paley-Wiener-Ra¨ume in (3.1) und den Eigenschaf-
ten des Fourier-Plancherel-Operators folgt das
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Lemma 3.2 a) Eine Funktion f : Rn → C geho¨rt genau dann zum Raum PWB,
wenn ein g ∈ L2(B) existiert mit
f(x) =
∫
B
g(y)eix·ydλn(y) (x ∈ Rn).
Es gilt dann
f∧(y) =
{
(2pi)n/2g(y), y ∈ B,
0, y ∈ Rn \B (λ
n-fast u¨berall).
b) Die Abbildung S : L2(B)→ PWB, definiert durch
S(g; x) = (2pi)−n/2
∫
B
g(y)eix·ydλn(y) (g ∈ L2(B), x ∈ Rn),
ist ein unita¨rer Operator von L2(B) auf PWB.
Die Menge B zerfa¨llt in abgeschlossene Zusammenhangskomponenten. Ist C eine dieser
Komponenten und gilt λn(C) = 0, so folgt aus dem vorangehenden Lemma unmittelbar,
dass PWB = PWB\C gilt. Wir ko¨nnen daher ohne Einschra¨nkung der Allgemeinheit
annehmen, dass λn(C) > 0 fu¨r jede Zusammenhangskomponente C von B gilt und
wollen dies ab nun stillschweigend voraussetzen. Eine solche Menge B werden wir fortan
einen Bandbereich im Rn nennen. Insbesondere gilt dann
0 < λn(C) ≤ λn(B) <∞
fu¨r jede Zusammenhangskomponente C von B. Im eindimensionalen Fall (n = 1) ist
jede Zusammenhangskomponente daher ein endliches, nichttriviales, abgeschlossenes
Intervall und man sieht ohne Schwierigkeiten, dass es ho¨chstens abza¨hlbar unendlich
viele solcher Komponenten geben kann.
Es bestehen vielfa¨ltige Beziehungen zwischen den Paley-Wiener-Ra¨umen und den in
Abschnitt 2.3 eingefu¨hrten Bernstein-Ra¨umen. Fu¨r uns wichtig ist der folgende Satz
(siehe [38, pp. 107-110, 121-122] sowie [22, pp. 67-69] und [40] fu¨r den eindimensionalen
Fall).
Satz 3.3 (Paley-Wiener)
Seien n ∈ N, r ∈ R und B := Kr(0) die abgeschlossene Kugel mit Radius r > 0 und
Mittelpunkt 0 im Rn.
a) Jede Funktion f ∈ PWB la¨ßt sich eindeutig zu einer ganzen Funktion F : C n → C
fortsetzen und diese Fortsetzung ist gegeben durch
F (z) = (2pi)−n/2
∫
B
f∧(u)ei z·udλn(u) (z ∈ Cn).
Weiter gilt F ∈ SB2r , d.h. F ist vom spha¨rischen exponentiellen Typ r.
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b) Ist F ∈ SB2r , so gilt suppF ∧ ⊂ B, wobei F ∧ := f∧ mit f := F |  n , d.h. f ∈ PWB.
Identifiziert man (wie u¨blich) eine ganze Funktion mit ihrer Restriktion auf Rn, so kann
man die Aussage des Satzes von Paley-Wiener auch kurz schreiben als:
PWB = SB
2
r (B = Kr(0) ⊂ Rn). (3.3)
Bemerkung 3.4 Ist der Bandbereich B beschra¨nkt, also kompakt, und r := supx∈B |x|,
so gilt PWB ⊂ PWKr(0). Wir ko¨nnen daher, nach dem Satz von Paley-Wiener, PWB
auch als Hilbert-Raum von auf Cn definierten Funktionen ansehen und den reproduzie-
renden Kern k aus (3.2) ebenfalls auf Cn × Cn fortsetzen durch
k(z, w) :=
1
(2pi)n
∫
B
ei ξ·(z−w)dλn(ξ) (z, w ∈ Cn). (3.4)
Man besta¨tigt sofort, dass k wohldefiniert ist und tatsa¨chlich die reproduzierende Ei-
genschaft bezu¨glich PWB besitzt.
Zur Beschreibung des Konvergenzverhaltens in PWB benutzen wir die folgende
Definition 3.5 Sei E ⊂ Rn. Dann heißt die Menge
TE := {z = x+ iy; x ∈ Rn, y ∈ E} ⊂ Cn
der Zylinderbereich mit Basis E in Cn.
Insbesondere ist Rn der Zylinderbereich in Cn zur Basis E = {0}. Damit erhalten wir
das
Lemma 3.6 (Konvergenzprinzip fu¨r Paley-Wiener-Ra¨ume)
Sei B ein beliebiger Bandbereich im Rn. Dann folgt aus der Normkonvergenz einer
Folge (fk)k∈   ⊂ PWB deren gleichma¨ßige Konvergenz auf ganz Rn gegen das gleiche
Grenzelement, d.h. aus
lim
k→∞
‖fk − f‖L2(  n) = 0,
fu¨r eine Funktion f ∈ PWB, folgt auch
lim
k→∞
sup
x∈   n
|fk(x)− f(x)| = 0. (3.5)
Ist B zusa¨tzlich beschra¨nkt, also kompakt, so ist die Folge auch lokal gleichma¨ßig kon-
vergent (kompakt konvergent) auf Cn gegen f . Es gilt sogar in Verallgemeinerung von
(3.5):
lim
k→∞
sup
z∈TE
|fk(z)− f(z)| = 0 (3.6)
fu¨r jeden Zylinderbereich TE in C
n mit kompakter Basis E.
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Beweis Fu¨r den reproduzierenden Kern k aus (3.2) erhalten wir k(x, x) = λn(B)/(2pi)n
fu¨r alle x ∈ Rn, wa¨hrend wir fu¨r k aus (3.4) die Abscha¨tzung
|k(z, z)| ≤ 1
(2pi)n
∫
B
e−2ξ·=(z)dλn(ξ) ≤ λ
n(B)
(2pi)n
e2r|=(z)|,
mit =(z) := (=(z1), ...,=(zn))t und r := supx∈B |x|, erhalten. Hieraus ergibt sich aber,
dass k(z, z) auf TE beschra¨nkt ist. Die Behauptung folgt nun aus Lemma 2.9 b).
Der Fall n = 1
Im Falle n = 1 schreiben wir meist PWr fu¨r PWB mit B = Kr(0) = [−r, r] und nennen
den zugeho¨rigen Bandbereich B einen Tiefpass. Es gilt dann also PWr = SB
2
r = B
2
r .
Setzt man noch
sinc z :=

sin piz
piz
, z ∈ C \ {0},
1, z = 0,
(3.7)
so erha¨lt man aus (3.4) fu¨r den reproduzierenden Kern k : C × C → C von PWr die
Darstellung (vgl. [22, pp. 57-60])
k(z, w) =
r
pi
sinc
r
pi
(z − w) (z, w ∈ C). (3.8)
Weiter seien
PWr,e = B
2
r,e := {f ∈ PWr = B2r ; f ist gerade} (3.9)
der Raum der geraden Funktionen in PWr = B
2
r und
PWr,o = B
2
r,o := {f ∈ PWr = B2r ; f ist ungerade} (3.10)
der Raum der ungeraden Funktionen in PWr = B
2
r . Unter Verwendung von Lemma
3.6 sieht man nun ohne Schwierigkeiten, dass PWr,e = B
2
r,e und PWr,o = B
2
r,o abge-
schlossene Unterra¨ume von PWr = B
2
r sind mit
PWr = PWr,e ⊕ PWr,o (direkte orthogonale Summe). (3.11)
Alternativ ha¨tten wir dafu¨r natu¨rlich auch
B2r = B
2
r,e ⊕ B2r,o (direkte orthogonale Summe) (3.12)
schreiben ko¨nnen. Nun gilt
Lemma 3.7 a) Der Raum PWr,e = B
2
r,e ist ein Hilbert-Raum mit reproduzierendem
Kern ke : C× C→ C und dieser ist gegeben durch
ke(z, w) =
1
2
(k(z, w) + k(−z, w)) = 1
2
(k(z, w) + k(z,−w))
=
1
2
r
pi
(
sinc
r
pi
(z − w) + sinc r
pi
(z + w)
)
(z, w ∈ C),
wobei k der reproduzierende Kern von PWr aus (3.8) ist.
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b) Eine Funktion f : C → C geho¨rt genau dann zum Raume PWr,e = B2r,e, wenn f
die Darstellung
f(z) =
∫ r
0
g(ξ) cos(zξ)dλ(ξ) (z ∈ C) (3.13)
mit einem g ∈ L2(0, r) hat.
c) Die Abbildung S : L2(0, r)→ PWr,e = B2r,e, definiert durch
S(g; z) :=
1√
pi
∫ r
0
g(ξ) cos(zξ)dλ(ξ) (g ∈ L2(0, r), z ∈ C),
ist ein unita¨rer Operator von L2(0, r) auf PWr,e = B
2
r,e.
Beweis Als abgeschlossener Unterraum von PWr besitzt PWr,e gema¨ß Lemma 2.10
a) ebenfalls einen reproduzierenden Kern. Weiter gilt k(z,−w) = k(−z, w) fu¨r alle
z, w ∈ C, da sinc eine gerade Funktion ist und somit
ke(◦, w) := 1
2
(k(◦, w) + k(−◦, w)) = 1
2
(k(◦, w) + k(◦,−w)) ∈ PWr
fu¨r alle w ∈ C. Offensichtlich ist aber ke(z, w) fu¨r jedes feste w ∈ C auch eine gerade
Funktion in z ∈ C, d.h. es gilt ke(◦, w) ∈ PWr,e fu¨r alle w ∈ C. Ist nun f ∈ PWr,e be-
liebig gegeben, so erhalten wir aufgrund der reproduzierenden Eigenschaft von k(z, w)
in PWr
〈f, ke(◦, w)〉L2(   ) = 1
2
(〈f, k(◦, w)〉L2(  ) + 〈f, k(◦,−w)〉L2(   ))
=
1
2
(f(w) + f(−w)) = f(w)
fu¨r alle w ∈ C. ke(z, w) ist also in der Tat der reproduzierende Kern von PWr,e, womit
a) bewiesen ist. Ist f ∈ PWr,e ⊂ PWr, so existiert nach Lemma 3.2 a) eine Funktion
h ∈ L2(−r, r), so dass
f(x) =
∫ r
−r
h(y)eixydλ(y)
fu¨r alle x ∈ R. Dies impliziert aber (2pi)1/2h(y) = f∧(y) fu¨r λ-fast alle y ∈ (−r, r). Mit
f ist aber auch f∧ und somit h gerade. Damit folgt aber fu¨r alle x ∈ R
f(x) =
∫ r
−r
h(y)eixydλ(y) = 2
∫ r
0
h(y) cos(xy)dλ(y)
und mit g := 2h haben wir eine Darstellung der geforderten Art fu¨r alle reellen Argu-
mente. Ist umgekehrt
f(x) =
∫ r
0
g(u) cos(xy)dλ(u)
fu¨r ein g ∈ L2(0, r), so ist f offensichtlich gerade. Setzte noch
g˜(x) :=
{
g(x), x ∈ (0, r),
g(−x), x ∈ (−r, 0).
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Dann ist g˜ ∈ L2(−r, r) eine gerade Fortsetzung von g auf (−r, r) und wir haben fu¨r
alle x ∈ R die Darstellung
f(x) =
1
2
∫ r
−r
g˜(y) cos(xy)dλ(y) =
1
2
∫ r
−r
g˜(y)eixydλ(y).
Somit ist f ∈ PWr,e und es folgt die Behauptung von b), falls man noch alle Funktionen
analytisch auf ganz C fortsetzt. Die Linearita¨t von S ist trivial und nach Teil b) ist
ebenfalls klar, dass S den Raum L2(0, r) auf PWr,e = B
2
r,e abbildet. Fu¨r g ∈ L2(0, r)
sei nun g˜ : (0,∞)→ C definiert durch
g˜(x) :=
{
g(x), x ∈ (0, r),
0, x ∈ (r,∞)
und h˜ fu¨r h ∈ L2(0, r) analog. Dann gilt g˜, h˜ ∈ L2(0,∞) und Sg = 2−1/2Fc(g˜), Sh =
2−1/2Fc(h˜), wobei Fc die Fourier-Kosinustransformation auf L2(0,∞) bezeichnet, von
der wir wissen, dass es sich um einen unita¨ren Operator auf L2(0,∞) handelt. Wenn
wir noch benutzen, dass Sg und Sh gerade Funktionen sind folgt
〈Sg, Sh〉L2(  ) = 2
∫ ∞
0
S(g; x)S(h; x)dλ(x) =
∫ ∞
0
Fc(g˜; x)Fc(h˜; x)dλ(x)
=
∫ ∞
0
g˜(x)h˜(x)dλ(x) = 〈g, h〉L2(0,r)
und da g, h ∈ L2(0, r) beliebig waren die Behauptung von c).
Vollkommen analog zeigt man das
Lemma 3.8 a) Der Raum PWr,o = B
2
r,o ist ein Hilbert-Raum mit reproduzierendem
Kern ko : C× C→ C und dieser ist gegeben durch
ko(z, w) =
1
2
(k(z, w)− k(−z, w)) = 1
2
(k(z, w)− k(z,−w))
=
1
2
r
pi
(
sinc
r
pi
(z − w)− sinc r
pi
(z + w)
)
(z, w ∈ C).
b) Eine Funktion f : C → C geho¨rt genau dann zum Raume PWr,o = B2r,o, wenn f
die Darstellung
f(z) =
∫ r
0
g(ξ) sin(zξ)dλ(ξ) (z ∈ C) (3.14)
mit einem g ∈ L2(0, r) hat.
c) Die Abbildung S : L2(0, r)→ PWr,o = B2r,o, definiert durch
S(g; z) :=
1√
pi
∫ r
0
g(ξ) sin(zξ)dλ(ξ) (g ∈ L2(0, r), z ∈ C),
ist ein unita¨rer Operator von L2(0, r) auf PWr,o = B
2
r,o.
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Bemerkung 3.9 In U¨bereinstimmung mit Lemma 2.10 und (3.11) bzw. (3.12) gilt
k(z, w) = ke(z, w) + ko(z, w) (z, w ∈ C)
und
Pef(w) := 〈f, ke(◦, w)〉L2(  ) = 1
2
(f(w) + f(−w)) (f ∈ PWr, w ∈ C)
ist die orthogonale Projektion von PWr auf PWr,e sowie
Pof(w) := 〈f, ko(◦, w)〉L2(  ) = 1
2
(f(w)− f(−w)) (f ∈ PWr, w ∈ C)
die orthogonale Projektion von PWr auf PWr,o.
Einen Bandbereich B := [−R,−r] ∪ [r, R] mit 0 < r < R < ∞ nennt man einen
Bandpass und fu¨r den zugeho¨rigen Paley-Wiener-Raum PWB schreiben wir meist
PWr,R. Es folgt dann ohne große Mu¨he das
Lemma 3.10 PWr,R ist das orthogonale Komplement von PWr in PWR:
PWr,R = PWR 	 PWr.
Fu¨r den reproduzierenden Kern k von PWr,R erhalten wir die Darstellung
k(z, w) =
R
pi
sinc
R
pi
(z − w)− r
pi
sinc
r
pi
(z − w)
=
R− r
pi
cos
R + r
2
(z − w) sinc R− r
2pi
(z − w) (z, w ∈ C).
3.1.1 Die klassischen Abtastsa¨tze in PWr = B
2
r
Wir stellen in diesem Abschnitt die klassischen Abtastentwicklungen in den Ra¨umen
PWr = B
2
r vor. Der Grund hierfu¨r ist zweifacher Natur. Einerseits werden wir eini-
ge dieser Resultate an spa¨terer Stelle explizit benutzen, andererseits dienen sie zur
Abgrenzung gegenu¨ber den neuen Entwicklungen. Wir beginnen mit dem klassischen
Ergebnis der Abtasttheorie, dem Abtastsatz von Shannon in der Hardy’schen Version.
Satz 3.11 (Abtastsatz von Shannon)
Sei r ∈ R, r > 0. Dann gilt:
a) PWr = B
2
r ist ein Hilbert-Raum mit reproduzierendem Kern
k(s, t) =
r
pi
sinc
r
pi
(s− t) (s, t ∈ R)
und die reproduzierende Gleichung fu¨r f ∈ PWr ist gegeben durch
f(t) =
r
pi
∫
 
f(s) sinc
r
pi
(s− t)dλ(s) (t ∈ R).
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b) Das Funktionensystem √
r
pi
sinc
r
pi
(
t− kpi
r
)
(k ∈ Z)
bildet eine Orthonormalbasis fu¨r PWr. Die Fourier-Koeffizienten f
∧(k), k ∈ Z,
von f bezu¨glich dieser Basis sind gegeben durch
f∧(k) =
√
pi
r
f
(
kpi
r
)
(k ∈ Z).
Die zugeho¨rige Orthogonalentwicklung von f ∈ PWr ist daher gerade die Abtast-
reihe von Shannon
f(t) =
∑
k∈  
f
(
kpi
r
)
sinc
r
pi
(
t− kpi
r
)
(t ∈ R), (3.15)
welche in der Norm des Raumes PWr und somit auch gleichma¨ßig auf ganz R
konvergiert.
c) Es gilt die Parseval-Gleichung
‖f‖2L2(   ) =
pi
r
∞∑
k=−∞
∣∣∣∣f (kpir
)∣∣∣∣2 (f ∈ PWr).
Die Abtastentwicklung (3.15) gilt nicht nur im Raume PWr = B
2
r , sondern in allen
Bernsteinra¨umen Bpr , 1 ≤ p <∞. Das Besondere am Raume PWr = B2r ist, dass dieser
ein Hilbert-Raum mit reproduzierendem Kern ist und die Abtastreihe zugleich eine
Orthogonalentwicklung in diesem Raum darstellt. Hierauf hat wohl zuerst Hardy (sie-
he [17]) hingewiesen und deshalb nennen wir den obigen Satz die Hardy’sche Version
des Abtastsatzes von Shannon. Wir werden den Beweis dieses Satzes hier kurz skiz-
zieren, da dieser die Motivation fu¨r den Beweis des Satzes 4.7 liefert. Grundbaustein
der gesamten Argumentation wird die Fourier-Dualita¨t zwischen den Ra¨umen PWB
und L2(B) sein, denn die Fourier-Plancherel-Transformation stellt ja im wesentlichen
einen unita¨ren Operator zwischen diesen Ra¨umen dar. Insbesondere entsprechen sich
die Orthonormalbasen in beiden Ra¨umen eineindeutig unter der Fourier-Plancherel-
Transformation.
Beweis a) folgt unmittelbar aus (3.8) und Teil c) aus b).
b) Bekanntlich bildet das System
gk(x) := (2r)
−1/2 exp (ikpix/r) (x ∈ (−r, r), k ∈ Z)
eine Orthonormalbasis in L2(−r, r). Das Bild dieser Basis unter der (inversen) Fourier-
Plancherel-Transformation F 2 ist daher eine ONB in PWr. Eine einfache Rechnung
ergibt nun
fk(t) := F 2(gk; t) =
√
r
pi
sinc
r
pi
(
t− kpi
r
)
(t ∈ R, k ∈ Z).
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Damit folgt die erste Behauptung von b). Sei nun f ∈ PWr beliebig gegeben. Dann
existiert ein g ∈ L2(−r, r), so dass f = F 2g und fu¨r die Fourier-Koeffizienten von f
bezu¨glich fk erhalten wir
f∧(k) := 〈f, fk〉L2(  ) = 〈F 2g,F 2gk〉L2(   )
= 〈g, gk〉L2(−r,r) = 1√
2r
∫ r
−r
g(x) exp (ikpix/r)dx
=
√
pi
r
f
(
kpi
r
)
(k ∈ Z).
Damit folgt auch die zweite Behauptung von b).
Sei nun α ∈ [0, pi/r) beliebig gegeben. Es ist klar, dass wir die Abtastpunkte (Knoten)
tk = (kpi)/r, k ∈ Z, in obiger Formel durch t˜k := tk − α, k ∈ Z, ersetzen ko¨nnen. Vom
physikalischen Standpunkt folgt dies daraus, dass die Wahl des (Zeit-)Nullpunktes voll-
kommen willku¨rlich ist. Mathematisch kann man dies zum Beispiel zeigen, indem man
die Basisfunktionen gk, k ∈ Z, in obigem Beweis durch g˜k(x) := gk(x) exp (−iαx), k ∈
Z, ersetzt. Alternativ kann man wie folgt argumentieren: Mit f geho¨rt auch die Funk-
tion g(t) := f(t − α), t ∈ R, zum Raume PWr. Man braucht nun nur noch die Ab-
tastreihe fu¨r g hinzuschreiben und erha¨lt nach der Substitution f(t) = g(t + α) und
g(tk) = f(tk − α) die Abtastentwicklung
f(t) =
∑
k∈  
f
(
kpi
r
− α
)
sinc
r
pi
(
t− kpi
r
+ α
)
(f ∈ PWr, t ∈ R). (3.16)
Speziell fu¨r α =
pi
2r
ergibt sich dann die Formel
f(t) =
∑
k∈  
f
(
2k − 1
2
pi
r
)
sinc
r
pi
(
t− kpi
r
+
pi
2r
)
(f ∈ PWr, t ∈ R). (3.17)
Betrachten wir jetzt speziell gerade Funktionen, so erhalten wir aus den Formeln fu¨r
α = 0 und α =
pi
2r
die Entwicklungen
f(t) = f(0)
sin(rt)
rt
+
∞∑
k=1
f
(
kpi
r
)
2rt sin r(t− kpi
r
)
(rt)2 − (kpi)2 (f ∈ PWr,e) (3.18)
und
f(t) =
4
pi
∞∑
k=1
f
(
2k − 1
2
pi
r
)
(2k − 1) cos r(t− kpi
r
)
(2rt
pi
)2 − (2k − 1)2 (f ∈ PWr,e). (3.19)
In allen bisherigen Abtastentwicklungen waren die Knoten a¨quidistant verteilt. Solche
Abtastentwicklungen nennt man regula¨r. Wir kommen nun zu irregula¨ren Abta-
stentwicklungen, d.h. Abtastentwicklungen mit nicht a¨quidistanter Knotenverteilung.
Hier haben wir das folgende fundamentale Resultat, welches auf Paley-Wiener ([40]),
Levinson ([30]) und Kadec ([51, p. 42]) zuru¨ckgeht.
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Satz 3.12 (Siehe [52, pp. 41-43], [22, pp. 105-108]) Sei (tk)k∈   eine Folge reeller Zah-
len, so dass
D := sup
k∈  
∣∣∣∣tk − kpir
∣∣∣∣ < pi4r . (3.20)
Die Funktion L : C→ C sei dann definiert durch
L(t) := (t− t0)
∞∏
k=1
(
1− t
tk
)(
1− t
t−k
)
(t ∈ C).
Dann ist L eine ganze Funktion und die Folge (Lk)k∈   , definiert durch
Lk(t) :=
L(t)
L′(tk)(t− tk) (t ∈ C, k ∈ Z),
bildet eine Riesz-Basis fu¨r PWr = B
2
r . Die Entwicklung von f ∈ PWr nach dieser
Basis ist gegeben durch die Abtastreihe
f(t) =
∞∑
k=−∞
f(tk)Lk(t) (t ∈ C), (3.21)
wobei die Reihe in der Norm des Raumes PWr und somit auch gleichma¨ßig auf ganz
R und kompakt auf C konvergiert.
Wir beschließen diesen Abschnitt mit einigen Anmerkungen zu diesem Resultat.
Bemerkung 3.13 a) Wa¨hlt man speziell tk = (kpi)/r fu¨r alle k ∈ Z, so gilt
L(t) := t
∞∏
k=1
(
1− t
2
t2k
)
= t
∞∏
k=1
(
1− (rt/pi)
2
k2
)
(t ∈ C).
Mit Hilfe der Produktdarstellung der Sinus-Funktion
sin(piz) = piz
∞∏
k=1
(
1− z
2
k2
)
(z ∈ C)
erha¨lt man also L(t) = sin(rt)/r, t ∈ C, und damit
Lk(t) = sinc
r
pi
(
t− kpi
r
)
(t ∈ C, k ∈ Z).
Somit ist der Abtastsatz von Shannon ein Spezialfall von Satz 3.12.
b) Die Konstante pi/(4r) in in (3.20) ist bestmo¨glich, d.h. fu¨r D ≥ pi/(4r) ist das
obige Resultat i.a. nicht mehr gu¨ltig. Die Zahl d := pi/(4r) nennt man in diesem
Zusammenhang auch Kadec-Konstante (fu¨r PWr = B
2
r ).
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c) Der Begriff der Riesz-Basis in einem Hilbert-Raum H ist eine Verallgemeine-
rung des Begriffes der Orthonormalbasis. Dabei nennt man eine Folge (gk)k∈  
aus H eine Riesz-Basis, falls es einen Hilbert-Raum H
′
, eine Orthonormalbasis
(fk)k∈   in H
′
und einen bijektiven, beschra¨nkten, linearen Operator T : H → H ′
gibt, so dass Tgk = fk fu¨r alle k ∈ Z. Insbesondere ist jede Orthonormalbasis in
einem Hilbert-Raum eine Riesz-Basis, wa¨hrend eine Orthogonalbasis (gk)k∈   aus
H genau dann eine Riesz-Basis ist, wenn es Konstanten c, C ∈ R gibt, so dass
0 < c ≤ ‖gk‖2H ≤ C <∞ (k ∈ Z).
Fu¨r die Theorie der Riesz-Basen sei auf [20],[33], [45] und [51] verwiesen.
3.2 Die Analoga der Paley-Wiener-Ra¨ume
im Zusammenhang mit
den Hankel-Transformationen
Wir betrachten nun die Analoga zu den Paley-Wiener-Ra¨umen fu¨r die Hankel-Transfor-
mationen vom Grade ν ≥ −1/2. Sei dazu (vgl. Eigenschaften von B im vorigen Ab-
schnitt) C eine abgeschlossene Teilmenge von [0,∞), so dass fu¨r jede Zusammenhangs-
komponente E von C
0 < λ(E) ≤ λ(C) <∞
gilt. Zu jeder solchen Zusammenhangskomponente E gibt es daher Zahlen 0 ≤ a < b <
∞ mit E = [a, b], d.h. E ist ein endliches, nichttriviales, abgeschlossenes Teilintervall
von [0,∞). Es ist (wie im vorigen Abschnitt im Falle n = 1) sofort einzusehen, dass es
ho¨chstens abza¨hlbar unendlich viele solcher Zusammenhangskomponenten geben kann.
Eine Menge C ⊂ [0,∞), mit obigen Eigenschaften, werden wir im Folgenden kurz einen
(eindimensionalen) Bandbereich in [0,∞) nennen. Das Analogon zum Paley-Wiener-
Raum bezu¨glich der Hankel-Transformation Hν vom Grade ν ≥ −1/2 mit Bandbereich
C sei nun definiert durch
Jν(C) := {f ∈ C(R+) ∩ L2(R+); suppHνf ⊂ C}. (3.22)
Fu¨r C = [0, r], r > 0, schreibe meist kurz Jν(C) =: Jν,r und fu¨r C = [r, R] mit
0 < r < R < ∞ auch Jν(C) =: Jν,r,R. Vollkommen analog zu Lemma 3.2 folgt dann
aus (3.22) und den Eigenschaften der Hankel-Plancherel-Operatoren das
Lemma 3.14 a) Eine Funktion f : R+ → C geho¨rt genau dann zum Raume Jν(C),
wenn f die Darstellung
f(x) =
∫
C
Kν(x, t)u(t)dλ(t) (x ∈ R+)
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mit einem u ∈ L2(C) besitzt. Kν(x, t) = (xt)1/2Jν(xt) bezeichne dabei wieder den
Bessel-Hankel-Kern der Ordnung ν (vgl. Abschnitt 2.2). Es gilt dann
Hν(f ; t) =
{
u(t), t ∈ C,
0, t ∈ R+ \ C
(λ− fast u¨berall).
b) Die Abbildung T : L2(C)→ Jν(C), definiert durch
T (u; x) :=
∫
C
Kν(x, t)u(t)dλ(t) (u ∈ L2(C), x > 0),
ist ein unita¨rer Operator von L2(C) auf Jν(C).
Bemerkung 3.15 Wir hatten schon erwa¨hnt, dass die Hankel-Transformationen mit
gewissen Symmetrie-Eigenschaften der Fourier-Transformationen zusammenha¨ngen.
Wir erhalten hier wieder einen Hinweis darauf, denn aus Lemma 3.14, Lemma 3.7
und Lemma 3.8 folgt mit Hilfe von Bemerkung 2.4
J− 1
2
,r = PWr,e = B
2
r,e , J 1
2
,r = PWr,o = B
2
r,o (r > 0). (3.23)
Analog zu Lemma 3.1 gilt dann weiter (siehe auch [19, pp. 709–710]):
Lemma 3.16 Unter der Norm von L2(R+) ist Jν(C) ein Hilbert’scher Funktionen-
raum mit reproduzierendem Kern kν,C : R+ × R+ → C und dieser hat die Darstellung
kν,C(s, t) =
∫
C
Kν(s, ξ)Kν(t, ξ)dλ(ξ) = (st)
1/2
∫
C
Jν(sξ)Jν(tξ)ξdλ(ξ) (3.24)
fu¨r alle s, t ∈ R+.
Da der Bessel-Hankel-Kern Kν beschra¨nkt ist (sup(s,t)∈  +×  + |Kν(s, t)| < ∞) und C
endliches Maß hat (λ(C) <∞) folgt
sup
s∈   +
|kν,C(s, s)| <∞
und die Anwendung von Lemma 2.9 b) liefert dann analog zu Lemma 3.6 die
Folgerung 3.17 (Konvergenzprinzip)
Die Normkonvergenz einer Folge (fk)k∈   aus Jν,C impliziert deren gleichma¨ßige Kon-
vergenz auf ganz R+ gegen die gleiche Grenzfunktion, d.h. aus
lim
k→∞
‖fk − f‖L2(   +) = 0,
fu¨r eine Funktion f ∈ Jν,C, folgt
lim
k→∞
sup
x∈   +
|fk(x)− f(x)| = 0.
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Ist nun E eine Zusammenhangskomponente von C, so ist entweder E = [0, r] fu¨r ein
r > 0 oder E = [r, R] fu¨r gewisse 0 < r < R < ∞. Fu¨r die Komponenten vom ersten
Typ erha¨lt man mit Hilfe elementarer Eigenschaften der Bessel-Funktionen, beachte
insbesondere Lemma A.2 (siehe auch [19, pp. 711-713] fu¨r C = [0, 1]):
Folgerung 3.18 Der reproduzierende Kern kν,r von Jν,r ist gegeben durch
kν,r(s, t) =
(st)
1
2 {rtJν+1(rt)Jν(rs)− rsJν+1(rs)Jν(rt)}
t2 − s2
fu¨r alle s, t ∈ R+ mit s 6= t und stetiger Erga¨nzung in s = t, welche gegeben ist durch
kν,r(s, s) =
r2
2
s{J2ν (rs)− Jν−1(rs)Jν+1(rs)} (s ∈ R+).
Eine elementare U¨berlegung zeigt nun, dass der Raum Jν,r,R das orthogonale Komple-
ment von Jν,r in Jν,R ist:
Jν,r,R = Jν,R 	 Jν,r.
Fu¨r die Komponenten vom zweiten Typ erhalten wir daher:
Folgerung 3.19 Der reproduzierende Kern kν,r,R von Jν,r,R ist gegeben durch
kν,r,R(s, t) = kν,R(s, t)− kν,r(s, t) (s, t ∈ R+).
Explizit bedeutet dies
kν,r,R(s, t) =
(st)1/2
t2 − s2 {ξtJν+1(tξ)Jν(sξ)− ξsJν+1(sξ)Jν(tξ)}
∣∣∣∣R
ξ=r
fu¨r alle s, t ∈ R+, s 6= t, mit stetiger Erga¨nzung in s = t, welche gegeben ist durch
kν,r,R(s, s) =
1
2
sξ2
{
J2ν (sξ)− Jν−1(sξ)Jν+1(sξ)
}∣∣R
ξ=r
(s ∈ R+).
Ist nun A ein abza¨hlbare Menge und Cj, j ∈ A, eine Indizierung der Zusammenhangs-
komponenten von C, so folgt
Lemma 3.20 Fu¨r jedes j ∈ A ist Jν(Cj) ein abgeschlossener Unterraum von Jν(C),
also insbesondere selbst ein Hilbert-Raum mit reproduzierendem Kern, welcher durch
(3.24) gegeben ist, wenn man dort C durch Cj ersetzt. Weiter gilt die Zerlegung
Jν(C) =
⊕
j∈  
Jν(Cj) (direkte orthogonale Summe)
und somit
kν,C(◦, t) =
∑
j∈  
kν,Cj (◦, t) (t ∈ R+)
im Sinne der schwachen Konvergenz in Jν,C sowie
kν,C(s, t) =
∑
j∈  
kν,Cj (s, t) (s, t ∈ R+)
im Sinne punktweiser Konvergenz, wobei die Reihe
∑
j∈   kν,Cj (s, t) fu¨r alle s, t ∈ R+
absolut konvergiert.
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Der Zusammenhang mit den klassischen Paley-Wiener-Ra¨umen
Die obigen Betrachtungen zeigen, dass die Ra¨ume Jν(C) den Paley-Wiener-Ra¨umen
nachgebaut sind. Wir wollen nun zeigen, dass sie sich unter einer geeigneten Trans-
formation (zumindest fu¨r kompaktes C ⊂ [0,∞)) stetig in PWr,r := supC, einbetten
lassen. Das folgende Lemma stellt einen ersten Schritt in diese Richtung dar.
Lemma 3.21 Sei f ∈ Jν,r fu¨r ein r > 0 und h(x) := x−ν−1/2f(x) fu¨r alle x ∈
(0,∞). Dann besitzt h eine eindeutig bestimmte Fortsetzung auf ganz C als gerade ganze
Funktion vom exponentiellen Typ r, d.h. es gibt eine eindeutig bestimmte Funktion
H ∈ Er, so dass h = H|(0,∞) und dieses H ist gerade. Wir schreiben dafu¨r auch kurz:
h ∈ Er,e := {g ∈ Er; g ist gerade}. Ist f in der Darstellung
f(x) =
∫ r
0
(xt)1/2Jν(xt)u(t)dt (x > 0),
mit einem u ∈ L2(0, r), gegeben, so kann H explizit angegeben werden durch
H(z) = z−ν−1/2
∫ r
0
(zt)1/2Jν(zt)u(t)dt
=
∞∑
k=0
(−1)k
2ν+2kk! Γ(k + ν + 1)
{∫ r
0
tν+2k+1/2u(t)dλ(t)
}
z2k (z ∈ C).
Weiter gilt ∫ ∞
0
|h(x)|2x2ν+1dλ(x) =
∫ ∞
0
|f(x)|2dλ(x) = ‖f‖2Jν,r <∞ (3.25)
und somit insbesondere h ∈ L2(R), also auch h ∈ B2r,e = PWr,e.
Beweis Alle Behauptungen (bis auf (3.25)) folgen analog zu den Ausfu¨hrungen in [19,
p. 713]. (3.25) ist aber eine direkte Konsequenz aus der Definition von h. Weiter gilt
dann
∞∫
0
|h(x)|2dλ(x) =
∫ 1
0
|h(x)|2dλ(x) +
∫ ∞
1
|h(x)|2dλ(x)
≤ ‖h‖2C[0,1] +
∫ ∞
1
|h(x)|2x2ν+1dλ(x) <∞,
also auch h ∈ L2(R) und damit folgt der Rest der Behauptung.
Fu¨r eine messbare Funktion f : R+ → C und α ∈ R+ setze nun
mα(f) :=
∫ ∞
0
|f(x)|2xαdλ(x) ∈ [0,∞].
Der Raum PW
(α)
r,e sei dann definiert durch
PW (α)r,e := {f ∈ PWr,e;mα(f) <∞} . (3.26)
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Es ist klar, dass PW
(α)
r,e unter der gewichteten L2-Norm
‖f‖L2wα(   ) :=
{∫ ∞
0
|f(x)|2wα(x)dλ(x)
}1/2
, wα(x) := x
α (x ∈ R+),
zu einem Pra¨hilbertraum wird. Aus den bisherigen Betrachtungen folgt somit die
Folgerung 3.22 Sei f ∈ Jν,r und h(x) := x−ν−1/2f(x), x ∈ (0,∞). Dann gilt h ∈
PW
(2ν+1)
r,e ⊂ PWr,e = B2r,e.
Einige elementare Eigenschaften der Ra¨ume PW
(α)
r,e , α ≥ 0, sind im folgenden Lemma
zusammengestellt.
Lemma 3.23 a) PW
(α)
r,e = {f ∈ Er,e;mα(f) <∞} = Er,e ∩ L2wα(R). Insbesondere
gilt PW
(0)
r,e = PWr,e = B
2
r,e.
b) Es gelten die Inklusionen
PW (β)r,e ⊂ PW (α)r,e ⊂ PW (0)r,e = PWr,e
fu¨r alle 0 ≤ α ≤ β <∞.
Bemerkung 3.24 Fu¨r jedes α > 0 ist PW
(α)
r,e ein echter Unterraum von PWr,e, d.h.
es existiert ein f ∈ PWr,e mit f /∈ PW (α)r,e . Wir betrachten dazu die Funktion
fα(z) :=
(rz
2
)−α/2
Jα
2
(rz) =
∞∑
k=0
(−1)k (rz/2)2k
k! Γ(k + ν + 1)
(z ∈ C).
Dann ist fα eine gerade ganze Funktion mit
fα(x) = O(x−(1+α)/2) (x→ +∞).
Also ist fα ∈ L2(R) und fu¨r die Fourier-Transformierte von fα gilt (siehe [53, p. 603])
f∧α (v) =
√
pi
rαΓ
(
α+1
2
)(r2 − v2)(α−1)/2χ(0,r)(v)
fu¨r λ-fast alle v ∈ R+. Insbesondere gilt also supp(f∧α ) ⊂ [0, r] und somit fα ∈ PWr,e.
Aber fα /∈ PW (α)r,e , denn es gilt∫ ∞
0
|fα(x)|2xαdλ(x) = 2
α
rα
∫ ∞
0
∣∣Jα
2
(rx)
∣∣2 dλ(x) =∞.
Ist nun 0 < α < β <∞, so ist nach obiger U¨berlegung fβ /∈ PW (β)r,e . Aber es gilt∫ ∞
0
|fβ(x)|2xαdλ(x) = 2
β
rβ
∫ ∞
0
∣∣∣Jβ
2
(rx)
∣∣∣2 x−(β−α)dλ(x) <∞,
da ∣∣∣Jβ
2
(rx)
∣∣∣2 x−(β−α) = O(x−(1+β−α)) (x→ +∞),
und somit fβ ∈ PW (α)r,e . Somit ist auch PW (β)r,e ein echter Unterraum von PW (α)r,e . Die
Inklusionen in obigem Lemma sind daher fu¨r 0 < α < β <∞ allesamt echt.
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Wir betrachten nun den gema¨ß Folgerung 3.22 wohldefinierten Operator
Mν : Jν,r → B2r,e = PWr,e,Mν(f ; x) := x−ν−1/2f(x) (f ∈ Jν,r, x > 0), (3.27)
welcher in [19] eingefu¨hrt wurde.
Lemma 3.25 a) Mν ist eine abgeschlossene und somit beschra¨nkte lineare Abbil-
dung des Hilbert-Raumes Jν,r in den Hilbert-Raum B2r,e = PWr,e.
b) Fu¨r ν = −1/2 ist Mν = M− 1
2
der Identita¨tsoperator von J− 1
2
,r auf B
2
r,e. Insbe-
sondere gilt also J− 1
2
,r = B
2
r,e = PWr,e.
c) Mν ist injektiv.
d) Es gilt Mν(Jν,r) ⊂ PW (2ν+1)r,e fu¨r alle ν > −1/2. Insbesondere ist Mν fu¨r −1/2 <
ν <∞ nicht surjektiv.
Beweis a) Siehe [19, p.713]. b) M− 1
2
(f ; x) = f(x) fu¨r alle f ∈ J− 1
2
,r, x ∈ (0,∞). Die
Behauptung folgt nun mit (3.23). c) ker(Mν) = {0}. d) Mν(Jν,r) ⊂ PW (2ν+1)r,e wurde
schon in Folgerung 3.22 gezeigt. Dass Mν nicht surjektiv ist folgt dann aus Bemerkung
3.24.
Insbesondere gilt also
0 < ‖Mν‖[Jν,r ,PWr,e] = sup
‖f‖Jν,r=1
‖Mνf‖L2(   ) <∞ (ν ≥ −1/2). (3.28)
Man ko¨nnte nun den Raum Mν(Jν,r) mit dem von B2r,e = PWr,e induzierten Skalar-
produkt und zugeho¨riger Norm versehen. Andererseits gilt Mν(Jν,r) ⊂ PW (2ν+1)r,e und
somit ist auch die Wahl der gewichteten L2-Norm
‖g‖Mν(Jν,r) :=
{∫ ∞
0
|g(x)|2x2ν+1dλ(x)
} 1
2
(g ∈Mν(Jν,r)) (3.29)
natu¨rlich und fu¨r unsere Zwecke sogar vorteilhaft, wie sich herausstellen wird.
Definition 3.26 Fu¨r g, h ∈Mν(Jν,r) setze
〈g, h〉Mν(Jν,r) :=
∫ ∞
0
g(x)h(x)x2ν+1dλ(x).
Die zugeho¨rige Norm von g ∈ Mν(Jν,r) ist dann durch (3.29) gegeben.
Wir erhalten dann den
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Satz 3.27 a) Mν(Jν,r) ist ein Hilbert-Raum mit reproduzierendem Kern unter obi-
ger Norm und die Abbildung Mν : Jν,r →Mν(Jν,r) ist ein unita¨rer Operator von
Jν,r auf Mν(Jν,r). Der reproduzierende Kern ist gegeben durch
k˜ν,r(s, t) = (st)
−ν−1/2kν,r(s, t)
= (st)−ν
rtJν+1(rt)Jν(rs)− rsJν+1(rs)Jν(rt)
t2 − s2 (3.30)
fu¨r alle s, t ∈ (0,∞) mit s 6= t und stetiger Erga¨nzung in den anderen Punkten
von R+ × R+, welche gegeben ist durch
k˜ν,r(s, s) = s
−2ν−1kν,r(s, s)
=
r2
2
s−2ν
{
J2ν (rs)− Jν−1(rs)Jν+1(rs)
}
(s ∈ R+). (3.31)
b) Jede normkonvergente Folge (gn)n∈   aus Mν(Jν,r) konvergiert auch in der Norm
des Raumes PWr,e und somit gleichma¨ßig auf ganz R und kompakt auf C gegen
das gleiche Grenzelement, d.h. aus
lim
n→∞
‖gn − g‖Mν(Jν,r) = lim
n→∞
{∫ ∞
0
|gn(x)− g(x)|2x2ν+1dλ(x)
} 1
2
= 0,
fu¨r ein g ∈Mν(Jν,r), folgt auch
lim
n→∞
‖gn − g‖L2(   ) = lim
n→∞
{∫ ∞
0
|gn(x)− g(x)|2dλ(x)
} 1
2
= 0
sowie
lim
n→∞
sup
x∈ 
|gn(x)− g(x)| = 0
und
lim
n→∞
sup
z∈K
|gn(z)− g(z)| = 0
fu¨r jede kompakte Teilmenge K von C. Insbesondere ist Mν(Jν,r) stetig in PWr,e
eingebettet.
Beweis a) Nach Lemma 3.25 ist Mν eine bijektive lineare Abbildung von Jν,r auf
Mν(Jν,r). Weiter gilt
‖Mνf‖2Mν(Jν,r) =
∫ ∞
0
|Mνf(x)|2x2ν+1dλ(x) =
∫ ∞
0
|x−ν−1/2f(x)|2x2ν+1dλ(x)
=
∫ ∞
0
|f(x)|2dλ(x) = ‖f‖2Jν,r
fu¨r alle f ∈ Jν,r und somit ist Mν unita¨r. Mit Jν,r ist daher auch Mν (Jν,r) vollsta¨ndig
und somit ein Hilbert-Raum. Weiter gilt fu¨r jedes feste y > 0
k˜ν(◦, y) = (◦ y)−ν−1/2kν(◦, y) = y−ν−1/2Mν(kν(◦, y)) ∈Mν(Jν,r).
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Ist dann g ∈ Mν(Jν,r), sagen wir g(x) = Mν(f ; x) = x−ν−1/2f(x) fu¨r ein f ∈ Jν,r, so
folgt
〈g, k˜ν(◦, y)〉Mν(Jν,r) = y−ν−1/2〈Mν(f),Mν(kν(◦, y))〉Mν(Jν,r)
= y−ν−1/2〈f, kν(◦, y)〉Jν,r = y−ν−1/2f(y) =Mν(f ; y) = g(y).
k˜ν ist daher der reproduzierende Kern von Mν(Jν,r) und die restlichen Darstellungen
folgen aus Folgerung 3.18.
b) Nach Lemma 3.25 a) ist Mν ein beschra¨nkter linearer Operator von Jν,r in B2r,e.
Wir bezeichnen dessen Operatornorm kurz mit ‖Mν‖. Weiter existieren (eindeutig be-
stimmte) f ∈ Jν,r und fn ∈ Jν,r, n ∈ N, so dass g = Mν(f) und gn = Mν(fn) fu¨r alle
n ∈ N. Dannn folgt aber
‖gn − g‖L2(   ) = ‖Mν(fn − f)‖L2(   ) ≤ ‖Mν‖‖fn − f‖Jν,r = ‖Mν‖‖gn − g‖Mν(Jν,r)
und somit die Behauptung, wenn man noch Lemma 3.6 beachtet.
Bemerkung 3.28 Ist nun f ∈ Jν,C fu¨r kompaktes C und h(x) := x−ν−1/2f(x), x ∈
(0,∞), so folgt h ∈ PWr,e = B2r,e mit r := supC. Insbesondere ist h ∈ PWR,e = B2R,e
fu¨r alle f ∈ Jν,r,R, d.h. es gilt Mν(Jν,r,R) ⊂ PWR,e. Speziell fu¨r ν = −1/2 haben wir
M−1/2(J−1/2,r,R) = J−1/2,r,R = PWr,R,e, d.h. es gilt suppFc(f) ⊂ [r, R] fu¨r jedes Signal
f aus M−1/2(J−1/2,r,R) und nicht nur suppFc(f) ⊂ [0, R]. Es stellt sich die Frage, ob
dies fu¨r beliebiges ν > −1/2 ebenfalls gu¨ltig ist, d.h. ob Mν(Jν,r,R) ⊂ PWr,R,e gilt. Das
folgende Gegenbeispiel zeigt, dass dies i.a. falsch ist.
Gegenbeispiel: Seien ν = 1/2 und 0 < r < R <∞ gegeben und g definiert durch
g(x) :=

R − r, 0 ≤ x < r,
R − x, r ≤ x < R,
0, x ≥ R.
Dann gilt g ∈ L1(0,∞) ∩ L2(0,∞) und fu¨r die Fourier-Kosinustransformierte Fc(g)
erhalten wir
h(x) := F c(g; x) =
√
2
pi
cos(rx)− cos(Rx)
x2
(x > 0).
Setzte nun
f(x) := xν+1/2h(x) = xh(x) =
√
2
pi
cos(rx)− cos(Rx)
x
(x > 0).
Dann gilt (nach geeigneter stetiger Erga¨nzung in x = 0) f ∈ C[0,∞) ∩ L2(0,∞) und
fu¨r die Fourier-Sinustransformierte von f erhalten wir
Fs(f ; x) =

0, 0 < x < r,
1, r < x < R,
0, x > R
(λ− fast u¨berall).
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Daraus folgt aber f ∈ J1/2,r,R und somit h ∈ M1/2(J1/2,r,R). Fu¨r h gilt aber nur
suppFc(h) ⊂ [0, R] und nicht suppFc(h) ⊂ [r, R]. Somit liegt h in PWR,e, aber nicht
in PWr,R.
Wir haben die folgende Kette von unita¨ren Operatoren:
Mµ(Jµ,r) M
−1
µ−→ Jµ,r T
−1
µ−→ L2(C) Tν−→ Jν,r Mν−→Mν(Jν,r).
Daher sind alle Ra¨ume in dieser Kette isometrisch isomorph. Insbesondere sind je
zwei der Ra¨ume PWr,ν := Mν(Jν,r), ν ≥ −1/2, isometrisch isomorph. Die Abbildung
Tν,µ : PWr,µ → PWr,ν, definiert durch
Tν,µ :=MνTνT
−1
µ M
−1
µ =MνTν(MµTµ)
−1 (µ, ν ≥ −1/2),
liefert dabei offenbar einen isometrischen Isomorphismus zwischen diesen Ra¨umen. Spe-
ziell ist jeder der Ra¨ume PWr,ν, ν ≥ −1/2, isometrisch isomorph zu PWr,e = PWr,−1/2.
Die Operatoren Tν, ν ≥ −1/2, ha¨ngen eng mit den Hankel-Transformationen zusam-
men. Es gilt na¨mlich Tνu = Hνu˜, fu¨r alle u ∈ L2(C), mit
u˜(x) :=
{
u(x), x ∈ C
0, x ∈ R+ \ C
.
Da H−1µ = Hµ gilt, haben wir somit auch die folgende Darstellung fu¨r Tν, µ mit Hilfe
der Hankel-Transformationen:
Tν, µ =MνHνHµM
−1
µ =MνHν(MµHµ)
−1 (ν, µ ≥ −1/2).
Lemma 3.29 Seien ν, µ , ν1, ν2, ν3 ≥ −1/2 und r > 0.
a) Die Ra¨ume PWr,ν := Mν(Jν,r) und PWr,µ := Mµ(Jµ,r) sind isometrisch iso-
morph und die Abbildung Tν, µ : PWr,µ → PWr,ν, mit
Tν, µ(f ; x) := x
−ν−1/2Hν
[
Hµ
(
yµ+1/2f(y)
)
; x
]
(f ∈ PWr,µ, x > 0),
liefert einen isometrischen Isomorphismus zwischen diesen Ra¨umen.
b) Es gilt Tν,ν = IdPWr,ν , T
−1
ν, µ = Tµ, ν sowie Tν1,ν2 ◦ Tν2,ν3 = Tν1,ν3.
Folgerung 3.30 Fu¨r jedes ν ≥ −1/2 liefert
Tν,−1/2(f ; x) := x
−ν−1/2 (Hν ◦ Fc) (f ; x) (f ∈ PWr,e, x > 0)
einen isometrischen Isomorphismus zwischen PWr,e und PWr,ν.
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Wir wissen bis jetzt, dass Mν den Raum Jν,r in den Raum PW (2ν+1)r,e abbildet. Wie-
derum fu¨r ν = −1/2 gilt sogar
PWr,ν :=Mν(Jν,r) = PW (2ν+1)r,e , (3.32)
da M−1/2(J−1/2,r) = PWr,e = PW (0)r,e gilt. Es stellt sich also die Frage ob (3.32) auch
fu¨r ν > −1/2 gu¨ltig ist. Dies la¨uft darauf hinaus zu zeigen, dass
suppHν(x
ν+1/2f(x); ◦) ⊂ [0, r]
fu¨r jedes f ∈ PW (2ν+1)r,e gilt. Wir werden diese Frage hier nur fu¨r ganzzahlige und
halbganzzahlige ν beantworten, d.h. fu¨r alle ν ≥ −1/2 der Form ν = νk = (k−1)/2 fu¨r
ein k ∈ N0. Dies reicht an dieser Stelle aus, da wir im Folgenden genau die zu diesen
Parameterwerten geho¨rigen Ra¨ume beno¨tigen werden. Die Behandlung des Problems
fu¨r die anderen Werte von ν verlangt ga¨nzlich andere Methoden.
Satz 3.31 (Paley-Wiener-Typ-Satz)
Seien r > 0 und ν ∈ {(k−1)/2; k ∈ N0} gegeben, sowie f ∈ C(R) eine gerade Funktion
mit
m2ν+1(f) =
∫ ∞
0
|f(x)|2x2ν+1dλ(x) <∞.
Dann sind a¨quivalent:
a) suppHν(x
ν+1/2f(x); ◦) ⊂ [0, r], d.h. es gilt Hν(tν+1/2f(t); x) = 0 fu¨r λ-fast alle
x > r.
b) Es existiert ein u ∈ L2(0, r), so dass f die Darstellung
f(x) = x−ν−1/2
∫ r
0
(xt)1/2Jν(xt)u(t)dλ(t)
fu¨r alle x > 0 hat.
c) f hat eine eindeutig bestimmte Fortsetzung auf C als ganze Funktion und diese
ist vom exponentiellen Typ r. Kurz: f ∈ Er.
Beweis a) ⇒ b): Man wa¨hle u := Hν[tν+1/2f(t); ◦]
∣∣
(0,r)
.
b) ⇒ c): Dies folgt sofort aus Lemma 3.21 in Verbindung mit Lemma 3.14 a).
c) ⇒ a): Sei ν = νk = k−12 , k ∈ N0, beliebig aber fest vorgegeben. Setze dann n :=
k + 1 ∈ N und
g(t) := tνk+1/2f(t) = tk/2f(t) (t > 0).
Nach Voraussetzung gilt g ∈ L2(0,∞) und es ist noch
suppHνk(g) = suppH(k−1)/2(g) ⊂ [0, r] (3.33)
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zu zeigen. Dazu konstruieren wir zu f : C→ C eine radiale Funktion F : Rn → C wie
folgt:
F (x) := F (x1, ..., xn) := f
(√
x21 + · · ·+ x2n
)
= f(|x|) (x = (x1, ..., xn)t ∈ Rn).
Nach Konstruktion ist klar, dass F ∈ C(Rn) gilt. Weiter folgt∫
 
n
|F (x)|2dλn(x) =
∫ ∞
0
ρn−1
∫
Sn−1
|F (ρu)|2dσn−1(u)dλ(ρ)
= |Sn−1|
∫ ∞
0
ρn−1|f(ρ)|2dλ(ρ)
= |Sn−1|
∫ ∞
0
ρ2νk+1|f(ρ)|2dλ(ρ) <∞
und somit auch F ∈ L2(Rn). Fu¨r die Fourier-Transformierte von F erhalten wir mit
dem Satz von Bochner-Hecke (siehe insbesondere Folgerung B.6 a)) die Darstellung
F∧(x) = |x|−(n−1)/2H(n−2)/2
[
t(n−1)/2f(t); |x|]
fu¨r λn-fast alle x ∈ Rn. Wegen n−2
2
= k−1
2
= νk und
n−1
2
= νk +
1
2
ko¨nnen wir dies auch
wie folgt schreiben
F∧(x) = |x|−νk−1/2Hνk
[
tνk+1/2f(t); |x|] = |x|−νk−1/2Hνk [g; |x|] (λn-fast u¨berall).
Die Behauptung von (3.33) folgt somit, falls wir zeigen ko¨nnen, dass
suppF∧ ⊂ Kr(0) ⊂ Rn (3.34)
gilt. Dazu wenden wir den Satz 3.3 von Paley-Wiener an. Wir mu¨ssen also nachweisen,
dass F sich zu einer ganzen Funktion vom spha¨rischen exponentiellen Typ r auf ganz
Cn fortsetzen la¨ßt. Nach Voraussetzung ist nun f eine gerade ganze Funktion auf C.
Die Potenzreihen-Entwicklung von f um 0 hat daher die Form
f(z) =
∞∑
k=0
akz
2k (z ∈ C)
mit gewissen Koeffizienten ak ∈ C, k ∈ N0. Fu¨r F erhalten wir dann die Darstellung
F (x) = F (x1, ..., xn) =
∞∑
k=0
ak(x
2
1 + · · ·+ x2n)k
=
∞∑
k=0
ak
∑
j∈   n0 ,|j|=k
x2j11 x
2j2
2 · · ·x2jnn =
∞∑
k=0
ak
∑
|j|=k
x2j
fu¨r alle x = (x1, ..., xn)
t ∈ Rn, wobei die Reihen fu¨r alle x ∈ Rn absolut konvergieren.
Setze nun
F˜ (z) =
∞∑
k=0
ak
∑
|j|=k
z2j (z = (z1, ..., zn)
t ∈ Cn).
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Dann ist F˜ eine ganze Funktion auf Cn mit F˜
∣∣∣
 
n
= F . Es genu¨gt also zu zeigen, dass
F˜ vom spha¨rischen exponentiellen Typ r ist. Dazu betrachten wir die Hilfsfunktion
ϕ(z) :=
∞∑
k=0
|ak|z2k (z ∈ C).
Da f ∈ Er folgt mit Lemma 2.6 a)
lim sup
k→∞
2k
√
(2k)!|ak| ≤ r
und die erneute Anwendung dieses Lemmas in der anderen Richtung liefert dann auch
ϕ ∈ Er. Setze nun fu¨r ρ ≥ 0
Mϕ(ρ) := sup
z∈   ,|z|≤ρ
|ϕ(z)|.
Dann gibt es zu jedem ε > 0 eine Konstante Aε <∞, so dass
Mϕ(ρ) ≤ Aε exp (r + ε)ρ (ρ ≥ 0).
Nun folgt
|F˜ (z)| ≤
∞∑
k=0
|ak|
∑
|j|=k
|z1|2j1 · · · |zn|2jn = ϕ(|z|) ≤Mϕ(|z|) ≤ Aεe(r+ε)|z|
fu¨r alle z = (z1, ..., zn)
t ∈ Cn und nach Lemma 2.6 b) ist F˜ in der Tat vom spha¨rischen
exponentiellen Typ r und es folgt die Behauptung.
Folgerung 3.32 Fu¨r alle ν ∈ {(k − 1)/2; k ∈ N0} gilt:
PWr,ν :=Mν(Jν,r) = PW (2ν+1)r,e .
Insbesondere ist PW
(2ν+1)
r,e fu¨r diese Werte von ν vollsta¨ndig, also ein Hilbert-Raum,
die Abbildung
Mν : Jν,r → PW (2ν+1)r,e
ein isometrischer Isomorphismus von Jν,r auf PW (2ν+1)r,e und PW (2ν+1)r,e ist stetig in
PWr,e eingebettet.
Bemerkung 3.33 Die Ra¨ume PW
(2ν+1)
r,e fu¨r ν ∈ {(k−1)/2; k ∈ N0} werden in Kapitel
5 eine gundlegende Rolle bei der Charakterisierung der rotationsinvarianten Paley-
Wiener-Ra¨ume mittels der radialen Fourier-Laplace-Koeffizienten spielen.
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3.2.1 Abtastung in Mν(Jν,r) = PWr,ν
Wir wollen nun ein zu Satz 3.11 analoges Resultat fu¨r die Ra¨ume Mν(Jν,r) herleiten.
Wir erinnern dazu zuerst an einige Bezeichnungen und Resultate aus Abschnitt 3.2.
Seien wie dort ν ∈ R, ν ≥ −1/2, und r > 0 gegeben. Wir wissen, dass Mν(Jν,r)
ein Hilbert-Raum mit reproduzierendem Kern ist und wir hatten diesen mit k˜(s, t)
bezeichnet. Weiter wissen wir, dass Mν(Jν,r) ⊂ PWr,e = B2r,e gilt, d.h. jedes f ∈
Mν(Jν,r) la¨ßt sich eindeutig zu einer geraden ganzen Funktion vom exponentiellen Typ
r fortsetzen und wir werden im Folgenden nicht zwischen f und dieser Fortsetzung
unterscheiden. Nach Lemma 3.14 b) ist
T (u; t) :=
∫ r
0
Kν(t, ξ)u(ξ)dξ =
∫ r
0
(tξ)1/2Jν(tξ)u(ξ)dξ (u ∈ L2(0, r), t > 0)
ein unita¨rer Operator von L2(0, r) auf Jν,r und, nach Folgerung 3.27 a),
Mν(f ; t) := t
−ν−1/2f(t) (f ∈ Jν,r, t > 0)
ein unita¨rer Operator von Jν,r auf Mν(Jν,r). Daher ist die Komposition Mν ◦ T ein
unita¨rer Operator von L2(0, r) auf Mν(Jν,r). Explizit gilt:
MνT (u; t) := t
−ν−1/2
∫ r
0
Kν(t, ξ)u(ξ)dξ = t
−ν
∫ r
0
ξ1/2Jν(tξ)u(ξ)dξ
fu¨r alle u ∈ L2(0, r) und t > 0. Wir beno¨tigen weiter das
Lemma 3.34 Seien ν und r wie oben gegeben, sowie λk die k-te positive Nullstelle von
Jν. Dann bildet das System der so gennanten Fourier-Bessel-Funktionen (ϕk)k∈   ,
definiert durch
ϕk(t) :=
√
2
rJν+1(λk)
√
tJν
(
λkt
r
)
(k ∈ N, t ∈ (0, r)),
eine Orthonormalbasis im Hilbert-Raum L2(0, r).
Beweis Fu¨r r = 1 siehe [20, pp. 40–42]. Fu¨r beliebiges r > 0 benutze dann die unita¨re
Transformation
S(f ; t) := r−1/2f(t/r) (f ∈ L2(0, 1), t ∈ (0, r))
von L2(0, 1) auf L2(0, r).
Bemerkung 3.35 Die Entwicklung eines f ∈ L2(0, r) nach obiger Orthonormalbasis
ist unter dem Namen Fourier-Bessel-Reihe von f bekannt.
Nun gilt
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Lemma 3.36 Sei λk wie oben die k-te positive Nullstelle von Jν und tk := λk/r, k ∈ N.
Dann gilt
ψk(t) :=MνT (ϕk; t) =
√
2rλkt
−νJν(rt)
λ2k − (rt)2
=
√
2λνk
rν+1Jν+1(λk)
k˜ν,r(t, tk),
fu¨r alle k ∈ N.
Beweis Gema¨ß obiger Darstellung gilt
ψk(t) :=MνT (ϕk; t) = t
−ν
∫ r
0
ξ1/2Jν(tξ)ϕk(ξ)dξ
=
√
2
rJν+1(λk)
t−ν
∫ r
0
Jν(tξ)Jν(tkξ)ξdξ.
Fu¨r das letzte Integral erhalten wir mit Hilfe von Lemma A.2 a) und Folgerung A.1∫ r
0
Jν(tξ)Jν(tkξ)ξdξ =
r2λkJν+1(λk)Jν(rt)
λ2k − (rt)2
.
Setzt man dies oben ein, so folgt die erste Darstellung. Unter Benutzung von Jν(λk) = 0
und der expliziten Darstellung von k˜ν,r aus Lemma 3.27 b) erhalten wir ferner
k˜ν,r(t, tk) =
rν+2Jν+1(λk)t
−νJν(rt)
λν−1k (λ
2
k − (rt)2)
und somit auch die zweite Darstellung von ψk.
Fu¨r die Fourier-Koeffizienten von f ∈Mν(Jν,r) bezu¨glich der ψk erhalten wir somit
〈f, ψk〉Mν(Jν,r) =
√
2λνk
rν+1Jν+1(λk)
f(tk) (k ∈ N).
Zusammenfassend erhalten wir den
Satz 3.37 a) Das Funktionensystem (ψk)k∈   aus Lemma 3.36 bildet eine Ortho-
normalbasis im Raum Mν(Jν,r). Der k-te Fourier-Koeffizient von f ∈ Mν(Jν,r)
bezu¨glich dieser Basis ist dabei gegeben durch
〈f, ψk〉Mν(Jν,r) =
√
2λνk
rν+1Jν+1(λk)
f(tk),
wobei λk die k-te positive Nullstelle von Jν bezeichne und tk := λk/r fu¨r alle
k ∈ N.
b) Jedes f ∈Mν(Jν,r) hat die Sampling-Darstellung
f(z) =
∞∑
k=1
f(tk)gk(z) (z ∈ C)
3.2. Paley-Wiener-Ra¨ume und Hankel-Transformationen 55
mit den Entwicklungsfunktionen
gk(z) :=
2λ2νk
r2ν+2J2ν+1(λk)
k˜ν,r(t, tk) =
2λν+1k (rz)
−νJν(rz)
Jν+1(λk)(λ
2
k − (rz)2)
(z ∈ C).
Die Abtastreihe konvergiert dabei in der Norm des Raumes Mν(Jν,r) und somit
auch punktweise fu¨r alle z ∈ C. Die Konvergenz ist gleichma¨ßig auf ganz R sowie
auf jeder kompakten Teilmenge von C, d.h. die Abtastreihe ist kompakt konvergent
auf C.
c) Die zugeho¨rige Parsevalgleichung lautet hier
‖f‖2Mν(Jν,r) =
∫ ∞
0
|f(ξ)|2ξ2ν+1dξ
=
∞∑
k=1
2λ2νk
r2ν+2J2ν+1(λk)
|f(tk)|2 =
∞∑
k=1
2
rλkJ2ν+1(λk)
t2ν+1k |f(tk)|2.
Bemerkung 3.38 a) Die Knoten tk, k ∈ N, und Entwicklungsfunktionen gk, k ∈
N, ha¨ngen natu¨rlich von den Parametern ν und r ab. Zur Vereinfachung der
Darstellung haben wir diese Abha¨ngigkeit in der Notation unterdru¨ckt.
b) Der Abtastsatz 3.37 ist nicht wirklich neu. Er wird i.a. aber fu¨r den Raum Jν,r
aus dem Kramer-Lemma abgeleitet. Hier haben wir diesen Abtastsatz fu¨r den
Bildraum Mν(Jν,r) auf direktere Art hergeleitet, wobei insbesondere der Charak-
ter der Orthonormalentwicklung herausgestellt wurde. Insbesondere haben wir da-
mit auch eine zugeho¨rige Parseval-Formel, welche die Stabilita¨t des zugeho¨rigen
Abtast- und Rekonstruktionsprozesses garantiert.
Speziell fu¨r ν = −1/2 gilt Mν(Jν,r) = PWr,− 1
2
= PWr,e und unter Benutzung von
J−1/2(z) =
√
2/piz cos(z) erhalten wir fu¨r alle k ∈ N:
λk =
2k − 1
2
pi, tk =
2k − 1
2
pi
r
,
ψk(t) =
4r1/2(2k − 1) cos(rt)
pi3/2((2rt/pi)2 − (2k − 1)2) (t > 0),
〈f, ψk〉PWr,e = (−1)k+1
√
pi
r
f
(
2k − 1
2
pi
r
)
(f ∈ PWr,e)
und
gk(z) =
4(−1)k+1(2k − 1) cos(rz)
pi((2k − 1)2 − (2rz/pi)2) =
4(2k − 1) cos r(z − kpi
r
)
pi((2rz/pi)2 − (2k − 1)2) (z ∈ C).
Somit folgt
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Folgerung 3.39 a) Das Funktionensystem (ψk)k∈   ,mit
ψk(t) =
4r1/2(2k − 1) cos(rt)
pi3/2((2rt/pi)2 − (2k − 1)2) (k ∈ N, t > 0),
bildet eine Orthonormalbasis im Raum PWr,e. Der k-te Fourier-Koeffizient von
f ∈ PWr,e bezu¨glich dieser Basis ist dabei gegeben durch
〈f, ψk〉L2(0,∞) = (−1)k+1
√
pi
r
f
(
2k − 1
2
pi
r
)
.
b) Jedes f ∈ PWr,e hat die Sampling-Darstellung
f(z) =
∞∑
k=1
f(tk)gk(z) (z ∈ C)
mit den Entwicklungsfunktionen gk, k ∈ N, die gegeben sind durch
gk(z) =
4(−1)k+1(2k − 1) cos(rz)
pi((2k − 1)2 − (2rz/pi)2) =
4(2k − 1) cos r(z − kpi
r
)
pi((2rz/pi)2 − (2k − 1)2) (z ∈ C).
Die Abtastreihe konvergiert dabei wieder in der Norm des Raumes PWr,e und
somit auch punktweise fu¨r alle z ∈ C. Die Konvergenz ist gleichma¨ßig auf ganz
R sowie auf jeder kompakten Teilmenge von C, d.h. die Abtastreihe ist kompakt
konvergent auf C.
c) Die zugeho¨rige Parsevalgleichung lautet hier
‖f‖2PWr,e =
∫ ∞
0
|f(ξ)|2dξ = pi
r
∞∑
k=1
∣∣∣∣f (2k − 12 pir
)∣∣∣∣2 (f ∈ PWr,e). (3.35)
Aus Satz 3.27 a) und (3.23) folgt unmittelbar das
Lemma 3.40 Eine Funktion g : C → C geho¨rt genau dann zum Raum PWr, 1
2
, wenn
die Funktion h(z) := zg(z), z ∈ C, zum Raume PWr,o = Jr, 1
2
geho¨rt. Die Abbildung
M : PWr, 1
2
→ PWr,o, definiert durch
M(g; z) := zg(z) (g ∈ PWr, 1
2
, z ∈ C),
ist ferner ein unita¨rer Operator von PWr, 1
2
auf PWr,o, d.h. die Ra¨ume PWr, 1
2
und
PWr,o = J 1
2
,r sind isometrisch isomorph.
In Verbindung mit Folgerung 3.39 erhalten wir hieraus sofort die
Folgerung 3.41 Jedes f ∈ PWr,o hat die Sampling-Entwicklung
f(z) =
∞∑
k=1
f
(
2k − 1
2
pi
r
)
2rz
(2k − 1)pigk(z)
=
8r
pi2
∞∑
k=1
f
(
2k − 1
2
pi
r
)
z cos r(z − kpi
r
)
(2rz/pi)2 − (2k − 1)2 (z ∈ C),
wobei die Abtastreihe auf ganz R gleichma¨ßig und auf C kompakt konvergiert.
Kapitel 4
Quasi-Sampling in PWB, B = Kr(0)
und ein Dirichlet-Problem fu¨r die
Poisson-Gleichung
Wie schon in der Einleitung erwa¨hnt, konstruieren wir nun eine Orthonormalbasis
fu¨r den Paley-Wiener-Raum PWB, B = Kr(0), r > 0. Wir benutzen dazu die Tat-
sache, dass PWB unter der Fourier-Plancherel-Transformation isometrisch isomorph
zum Raum L2(B) ist. Die Orthonormalbasen beider Ra¨ume entsprechen sich somit
eineindeutig unter dieser Transformation. Fu¨r den Raum L2(B) ist aber eine Ortho-
normalbasis bekannt, die aus Eigenfunktionen fu¨r das folgende Dirichlet-Problem fu¨r
die Poisson-Gleichung besteht:
∆u = f auf K1(0), u = 0 auf S
n−1 = ∂K1(0), (4.1)
wobei f ∈ L2(K1(0)) gegeben ist und ∆ den Laplace-Operator bezeichnet. Wir haben
dann das
Lemma 4.1 Seien n ∈ N, n ≥ 2, ak = dimAk, k ∈ N0, {P (k)1 , ..., P (k)ak } eine beliebig
aber fest gewa¨hlte ONB von Ak sowie (λk,ν)ν∈   die Folge der positiven Nullstellen der
Bessel-Funktion J(n+2k−2)/2 in natu¨rlicher Anordnung, d.h. es gelte
0 < λk,1 < λk,2 < ... < λk,ν < λk,ν+1 < ...(→∞).
Weiter sei r ∈ R, r > 0 und B := Kr(0). Fu¨r k ∈ N0, ν ∈ N, j ∈ N, 1 ≤ j ≤ ak, setze
dann
F
(k)
j,ν (x) :=
√
2 |x|−(n+2k−2)/2J(n+2k−2)/2
(
λk,ν
r
|x|
)
r|J(n+2k)/2(λk,ν)| P
(k)
j (x) (x ∈ Rn, x 6= 0)
mit stetiger Erga¨nzung in x = 0. Dann ist das System{
F
(k)
j,ν
∣∣∣
B
; k ∈ N0, ν ∈ N, 1 ≤ j ≤ ak
}
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eine Orthonormalbasis fu¨r L2(B). Weiter gilt
∆F
(k)
j,ν (x) = −(λk,ν/r)2F (k)j,ν (x) (x ∈ Rn),
F
(k)
j,ν (x) = 0 (|x| = r).
Beweis Fu¨r r = 1 siehe [15, p. 139]. Fu¨r beliebiges r > 0 folgt die Behauptung dann
unter Benutzung der unita¨ren Transformation T : L2(K1(0))→ L2(Kr(0)) mit
T (F ; x) := r−n/2F (r−1x) (F ∈ L2(K1(0)), |x| < r).
Bemerkung 4.2 Die eindeutig bestimmte Lo¨sung des Dirichlet-Problems (4.1) erha¨lt
man mit Hilfe dieser Basis wie folgt: Zuerst entwickelt man die Inhomogenita¨t f ∈
L2(K1(0)) in diese Basis:
f =
∑
〈f, F (k)j,ν 〉L2(K1(0))F (k)j,ν .
Die Lo¨sung u von (4.1) ergibt sich dann aus den Fourier-Koeffizienten von f und den
Eigenwerten λk,ν in der Form (siehe [15, pp. 140-141])
u = −
∑
(λk,ν)
−2〈f, F (k)j,ν 〉L2(K1(0))F (k)j,ν .
Nehmen wir nun das Bild dieser Basis unter der Fourier-Plancherel-Transformation,
so erhalten wir eine Orthonormalbasis von PWB. Dazu beno¨tigen wir die (inversen)
Fourier-Transformierten der Funktionen F
(k)
j,ν χB. χB bezeichne hierin wieder die cha-
rakteristische Funktion von B ⊂ Rn. Mit Hilfe des Satzes von Bochner-Hecke (siehe
Anhang B) ko¨nnen diese Fourier-Transformierten explizit angegeben werden.
Lemma 4.3 Die inverse Fourier-Transformierte von F
(k)
j,ν χB ∈ L1(Rn) ∩ L2(Rn) hat
die Darstellung[
F
(k)
j,ν χB
]∨
(v) = P
(k)
j (v)i
k sgn{J(n+2k)/2(λk,ν)}
√
2λk,νr|v|−(n+2k−2)/2J(n+2k−2)/2(r|v|)
λ2k,ν − (r|v|)2
fu¨r |v| 6= λk,ν/r, v 6= 0 und[
F
(k)
j,ν χB
]∨
(v) = P
(k)
j (v)i
k sgn{J(n+2k)/2(λk,ν)}
r(n+2k)/2λ
−(n+2k−2)/2
k,ν J(n+2k)/2(λk,ν)√
2
fu¨r |v| = λk,ν/r mit stetiger Erga¨nzung in v = 0.
Beweis Aus (B.14) folgt mit den radialen Anteilen
f (k)ν (ρ) :=
√
2ρ−(n+2k−2)/2
r|J(n+2k)/2(λk,ν)|J(n+2k−2)/2
(
λk,ν
r
ρ
)
χ(0,r)(ρ) (k ∈ N0, ν ∈ N, ρ > 0)
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die Darstellung[
F
(k)
j,ν χB
]∨
(v) = P
(k)
j (v)i
k|v|−(n+2k−2)/2
∫ ∞
0
f (k)ν (ρ)J(n+2k−2)/2(|v|ρ)ρ(n+2k)/2dρ
= P
(k)
j (v)
ik
√
2
r|J(n+2k)/2(λk,ν)| |v|
−(n+2k−2)/2I(k)ν (v) (4.2)
mit
I(k)ν (v) :=
∫ r
0
J(n+2k−2)/2
(
λk,ν
r
ρ
)
J(n+2k−2)/2(ρ|v|)ρ dρ.
Fu¨r |v| 6= λk,ν/r, v 6= 0 la¨ßt sich das letzte Integral mit Lemma A.2 a) behandeln. Dies
ergibt
I(k)ν (v) =
{
ρ
λk,ν
r
J(n+2k)/2(
λk,ν
r
ρ)J(n+2k−2)/2(|v|ρ)
−ρ|v|J(n+2k)/2(|v|ρ)J(n+2k−2)/2(λk,ν
r
ρ)
}∣∣∣∣r
ρ=0
r2
λ2k,ν − (r|v|)2
=
r2λk,νJ(n+2k)/2(λk,ν)J(n+2k−2)/2(r|v|)
λ2k,ν − (r|v|)2
,
wobei wir J(n+2k−2)/2(λk,ν) = 0 und Folgerung A.1 mit ν = (n + 2k)/2 ≥ n/2 > 0
benutzt haben. Setzen wir dies in (4.2) ein, so folgt die Behauptung fu¨r |v| 6= λk,ν/r, v 6=
0. Fu¨r |v| = λk,ν/r schließen wir analog mit Lemma A.2 b).
Bemerkung 4.4 Mittels einer elementaren Rechnung erhalten wir fu¨r v = 0 explizit:[
F
(k)
j,ν χB
]∨
(0) = 0 (k, ν ∈ N, 1 ≤ j ≤ ak)
und fu¨r k = 0 (beachte: a0 = 1)[
F
(0)
1,νχB
]∨
(0) =
sgn{Jn/2(λ0,ν)}rn/2
λ0,ν2(n−3)/2Γ(n/2)
P
(0)
1 (0) (ν ∈ N).
Folgerung 4.5 Fu¨r k ∈ N0 und ν ∈ N seien die Funktionen ϕ(k)ν : [0,∞)→ C definiert
durch
ϕ(k)ν (ρ) :=

√
2λk,νrρ
−(n+2k−2)/2J(n+2k−2)/2(rρ)
λ2k,ν − (rρ)2
, ρ > 0, ρ 6= rk,ν
2−1/2r(n+2k)/2λ−(n+2k−2)/2k,ν J(n+2k)/2(λk,ν), ρ = rk,ν
mit stetiger Erga¨nzung in ρ = 0. Dann bildet das Funktionensystem
ψ
(k)
j,ν (x) := ϕ
(k)
ν (|x|)P (k)j (x) (k ∈ N0, ν ∈ N, 1 ≤ j ≤ ak, x ∈ Rn)
eine Orthonormalbasis des Paley-Wiener-Raumes PWB, B = Kr(0) ⊂ Rn.
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Beweis Die Transformation T : L2(B)→ PWB, mit
T (ϕ; x) := (2pi)−n/2
∫
B
ϕ(y)eix·ydλn(y)
fu¨r alle ϕ ∈ L2(B), x ∈ Rn, ist bekanntlich unita¨r. Weiter gilt
ψ
(k)
j,ν = i
−k sgn{J(n+2k)/2(λk,ν)}︸ ︷︷ ︸
:=ck,ν
T
(
F
(k)
j,ν
∣∣∣
B
)
= ck,ν
[
F
(k)
j,ν χB
]∨
. (4.3)
Da |ck,ν| = 1 fu¨r alle k ∈ N0, folgt die Behauptung nun mit Lemma 4.1.
Wie sieht nun die Entwicklung eines f ∈ PWB nach der ONB B aus? Hierauf gibt der
na¨chste Satz eine Antwort. Der Vorbereitung dient die folgende
Definition 4.6 Sei
{
P
(k)
1 , ..., P
(k)
ak
}
eine beliebig aber fest gewa¨hlte Orthonormalbasis
des Raumes Ak aller Kugelfunktionen vom Grade k ∈ N0. Fu¨r ϕ ∈ L2(Sn−1) setze
dann
ϕ∧(k, j) := 〈ϕ, P (k)j 〉L2(Sn−1) (k ∈ N0, 1 ≤ j ≤ ak).
ϕ∧(k, j) ist also der Fourier-Laplace-Koeffizient von ϕ bezu¨glich P (k)j . Fu¨r eine Funktion
f : Rn → C, mit f(ρ ◦) ∈ L2(Sn−1) fu¨r jedes ρ ≥ 0, nennen wir dann die Funktion
c
(k)
j (f ; ◦) : R+ → C, mit
c
(k)
j (f ; ρ) := [f(ρ ◦)]∧ (k, j) (ρ ∈ R+, k ∈ N0, 1 ≤ j ≤ ak),
den radialen Fourier-Laplace-Koeffizienten von f bezu¨glich P
(k)
j .
Satz 4.7 Seien r ∈ R, r > 0, und {P (k)1 , ..., P (k)ak }, k ∈ N0, wie oben gegeben sowie
rk,ν := λk,ν/r fu¨r alle k ∈ N0 und ν ∈ N. Jedes f ∈ PWB, B = Kr(0), hat die
Darstellung
f(x) =
∞∑
k=0
∞∑
ν=1
ak∑
j=1
2rn−2k,ν
r2|J(n+2k)/2(λk,ν)|2
{∫
Sn−1
f(rk,νu)ψ
(k)
j,ν (rk,νu)dσn−1(u)
}
ψ
(k)
j,ν (x)
=
∞∑
k=0
∞∑
ν=1
ak∑
j=1
√
2r
(n−2)/2
k,ν
rJ(n+2k)/2(λk,ν)
c
(k)
j (f ; rk,ν)ψ
(k)
j,ν (x) (4.4)
fu¨r alle x ∈ Rn. Setzt man fu¨r k ∈ N0 und ν ∈ N
S(k)ν (t) :=
2r
n/2
k,ν t
−(n+2k−2)/2J(n+2k−2)/2(rt)
rJ(n+2k)/2(λk,ν)(r
2
k,ν − t2)
(t ∈ R+)
sowie
R(k)ν (t) := t
kS(k)ν (t) =
2r
n/2
k,ν t
−(n−2)/2J(n+2k−2)/2(rt)
rJ(n+2k)/2(λk,ν)(r
2
k,ν − t2)
(t ∈ R+),
61
so ko¨nnen wir diese Entwicklung auch schreiben als
f(x) =
∞∑
k=0
∞∑
ν=1
S(k)ν (|x|)
ak∑
j=1
c
(k)
j (f ; rk,ν)P
(k)
j (x)
=
∞∑
k=0
∞∑
ν=1
R(k)ν (|x|)
ak∑
j=1
c
(k)
j (f ; rk,ν)Y
(k)
j
(
x
|x|
)
=
∞∑
k=0
∞∑
ν=1
R(k)ν (|x|)Yk
[
f(rk,ν◦); x|x|
]
(x ∈ Rn),
wo
Yk
[
f(rk,ν◦); x|x|
]
=
ak
|Sn−1|
∫
Sn−1
f(rk,νu)C
(n−2)/2
k
(
u · x|x|
)
dσn−1(u)
die orthogonale Projektion von f(rk,ν◦) auf Hk bezeichnet. Alle auftretenden Reihen
konvergieren dabei in der Norm des Raumes PWB und somit auch gleichma¨ßig auf
ganz Rn.
Beweis Sei f ∈ PWB gegeben. Gema¨ß Lemma 3.2 existiert dann ein g ∈ L2(B), so
dass
f(x) = S(g; x) = (2pi)−n/2
∫
B
g(y)eix·ydλn(y) = g˜ ∨(x) (x ∈ Rn),
wo g˜(x) = g(x) fu¨r x ∈ B und g˜(x) = 0 fu¨r x ∈ Rn \B. Weiter gilt gema¨ß (4.3)
ψ
(k)
j,ν = ck,ν
[
F
(k)
j,ν χB
]∨
,
mit ck,ν := i
−k sgn{J(n+2k)/2(λk,ν)} fu¨r alle k ∈ N0 und ν ∈ N. Aufgrund der Parseval-
Identita¨t fu¨r die Fourier-Plancherel-Transformation folgt dann〈
f, ψ
(k)
j,ν
〉
PWB
=
〈
f∧, ψ(k)j,ν
∧〉
L2(
 
n)
= ck,ν
〈
g˜, F
(k)
j,ν χB
〉
L2(
 
n)
= ck,ν
〈
g, F
(k)
j,ν
〉
L2(B)
.
Explizit heißt dies〈
f, ψ
(k)
j,ν
〉
PWB
=
21/2 ck,ν
r|J(n+2k)/2(λk,ν)|∫
B
g(y)|y|−(n+2k−2)/2J(n+2k−2)/2(rk,ν|y|)P (k)j (y)dλn(y).
Weiter benutze nun Lemma B.3 mit λ := (n−2)/2. Wir erhalten dann die Darstellung
J(n+2k−2)/2(s) = γnpi−1/2iks(n−2)/2
[
ω(n−2)/2
]∧
(s) (s ∈ R+),
mit ω(n−2)/2(t) = C
(n−2)/2
k (t)(1− t2)(n−3)/2χ(−1,1)(t), t ∈ R, und
γn :=

21/2, n = 2,
2(n−3)/2
Γ
(
n−2
2
)
Γ(n− 2) , n ≥ 3.
(4.5)
62 4. Quasi-Sampling und ein Dirichlet-Problem
Setzen wir dies oben ein, so erhalten wir〈
f, ψ
(k)
j,ν
〉
PWB
=
γn2
1/2pi−1/2ikck,ν
r|J(n+2k)/2(λk,ν)|
∫
B
g(y)r
(n−2)/2
k,ν P
(k)
j
(
y
|y|
)[
ω(n−2)/2
]∧
(rk,ν|y|)dλn(y)
=
γn2
1/2pi−1/2(−1)kr(n−2)/2k,ν
rJ(n+2k)/2(λk,ν)
∫
B
g(y)P
(k)
j
(
y
|y|
)[
ω(n−2)/2
]∧
(rk,ν|y|)dλn(y). (4.6)
Mit Hilfe des Theorems von Funk-Hecke (siehe Satz 2.34) ergibt sich nun
P
(k)
j
(
y
|y|
)[
ω(n−2)/2
]∧
(rk,ν|y|)
=
(2pi)−1/2
|Sn−2| P
(k)
j
(
y
|y|
)
|Sn−2|
∫ 1
−1
C
(n−2)/2
k (t)(1− t2)(n−3)/2e−irk,ν |y|tdλ(t)
=
(2pi)−1/2
|Sn−2|
∫
Sn−1
e−irk,νy·uP (k)j (u) dσn−1(u)
=
(2pi)−1/2
|Sn−2| (−1)
k
∫
Sn−1
eirk,νy·uP (k)j (u) dσn−1(u).
Setzen wir dies in (4.6) ein und wenden den Satz von Fubini an, so folgt〈
f, ψ
(k)
j,ν
〉
PWB
=
γnpi
−1r(n−2)/2k,ν
r|Sn−2|J(n+2k)/2(λk,ν)
∫
B
g(y)
{∫
Sn−1
eirk,νy·uP (k)j (u) dσn−1(u)
}
dλn(y)
=
γnpi
−1r(n−2)/2k,ν
r|Sn−2|J(n+2k)/2(λk,ν)
∫
Sn−1
P
(k)
j (u)
{∫
B
g(y)eirk,νy·udλn(y)
}
dσn−1(u)
=
γn2
n/2pi(n−2)/2r(n−2)/2k,ν
r|Sn−2|J(n+2k)/2(λk,ν)
∫
Sn−1
P
(k)
j (u)f(rk,νu)dσn−1(u)
=
γn2
n/2pi(n−2)/2r(n−2)/2k,ν
r|Sn−2|J(n+2k)/2(λk,ν)c
(k)
j (f ; rk,ν).
Unter Verwendung von (2.1), (4.5) und der Legendreschen Verdopplungsformel fu¨r die
Gammafunktion (siehe (B.10)) erha¨lt man nach elementarer Rechnung
γn2
n/2pi(n−2)/2r(n−2)/2k,ν
r|Sn−2|J(n+2k)/2(λk,ν) =
√
2r
(n−2)/2
k,ν
rJ(n+2k)/2(λk,ν)
und damit folgt die zweite Darstellung in (4.4). Die restlichen Darstellungen folgen
hieraus ebenfalls durch elementare Berechnungen.
Wir schließen mit der folgenden
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Bemerkung 4.8 Die entscheidende Eigenschaft der obigen Basis von PWB ist somit
gegeben durch 〈
f, ψ
(k)
j,ν
〉
PWB
= αk,νc
(k)
j (f ; rk,ν)
= αk,ν
∫
Sn−1
f(rk,νu)P
(k)
j (u)dσn−1(u),
wobei die
αk,ν :=
γn2
n/2pi(n−2)/2r(n−2)/2k,ν
r|Sn−2|J(n+2k)/2(λk,ν) (k ∈ N0, ν ∈ N)
sowie die rk,ν unabha¨ngig von f ∈ PWB sind. D.h. zur Berechnung der Fourier-
Koeffizienten 〈f, ψ(k)j,ν 〉PWB beno¨tigt man nur die Kenntnis von f auf den Spha¨ren
rk,νS
n−1, k ∈ N0, ν ∈ N. Diese Eigenschaft wollen wir im Folgenden die Quasi-
Sampling-Eigenschaft dieser Basis nennen. Die zugeho¨rige Orthonormalentwicklung
nennen wir eine Quasi-Sampling-Entwicklung. Ziel des na¨chsten Kapitels ist es et-
was mehr Licht in dieses Pha¨nomen zu bringen. Ausgangspunkt dieser Untersuchungen
wird die Beobachtung sein, dass eine Funktion f ∈ C(Rn) ∩ L2(Rn) schon eindeutig
durch ihre radialen Fourier-Laplace-Koeffizienten bestimmt ist. Damit stellt sich die
Frage, welche Eigenschaften diese Koeffizienten haben mu¨ssen, damit f zum Paley-
Wiener-Raum PWB geho¨rt. Wenn dies gekla¨rt ist, werden wir auch die obige Quasi-
Sampling-Entwicklung besser verstehen.
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Kapitel 5
Rotationsinvariante
Paley-Wiener-Ra¨ume
Sei nun wieder B ⊂ Rn ein Bandbereich im Rn. Nach den Vereinbarungen in Abschnitt
3.1 bedeutet dies im einzelnen:
• B ist eine abgeschlossene Teilmenge des Rn.
• λn(B) <∞.
• Fu¨r jede Zusammenhangskomponente E von B gilt λn(E) > 0.
Sind diese Bedingungen erfu¨llt, so ist insbesondere jede Zusammenhangskomponente
E von B eine abgeschlossene Teilmenge des Rn und es gilt 0 < λn(E) ≤ λn(B) < ∞.
Wir bescha¨ftigen uns ab jetzt hauptsa¨chlich mit rotationsinvarianten Paley-Wiener-
Ra¨umen, die nun definiert werden sollen. Fu¨r eine Funktion f : Rn → C und A ∈
SO(Rn) (spezielle orthogonale Gruppe vom Grade n) setze dazu
RA(f ; x) := fA(x) := f(Ax) (x ∈ Rn).
Dann ist RAf : R
n → C wohldefiniert und fu¨r f ∈ L2(Rn) gilt auch RAf ∈ L2(Rn)
mit ‖RAf‖L2(  n) = ‖f‖L2(   n) fu¨r alle A ∈ SO(n). Fu¨r jedes feste A ∈ SO(n) ist daher
RA : L
2(Rn)→ L2(Rn) ein unita¨rer Operator auf L2(Rn). Weiter kommutiert R mit
dem Fourier-Plancherel-Operator F : L2(Rn)→ L2(Rn), d.h. es gilt (siehe [48, p. 135])
F ◦RA = RA ◦ F (A ∈ SO(n)).
Hieraus ergibt sich insbesondere fu¨r alle f ∈ L2(Rn) und A ∈ SO(n):
supp(F ◦RAf) = supp(RA ◦ Ff) = A(suppFf). (5.1)
Wir geben nun die Definition der rotationsinvarianten Paley-Wiener-Ra¨ume.
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Definition 5.1 Sei B ⊂ Rn ein Bandbereich. Der zugeho¨rige Paley-Wiener-Raum
PWB heißt dann rotationsinvariant, falls RAf ∈ PWB fu¨r alle f ∈ PWB und A ∈
SO(n).
Ist f ∈ PWB und A ∈ SO(n), so folgt sofort fA ∈ C(Rn) sowie nach obigen Ausfu¨hrun-
gen fA ∈ L2(Rn) mit ‖fA‖L2(   n) = ‖f‖L2(  n) = ‖f‖PWB . Nach (5.1) ist die Bedingung
AB ⊂ B fu¨r alle A ∈ SO(n) daher notwendig und hinreichend dafu¨r, dass PWB ro-
tationsinvariant ist. Einen Bandbereich B mit dieser Eigenschaft nennen wir ebenfalls
rotationsinvariant oder auch spha¨risch symmetrisch. Es gilt also
Lemma 5.2 Sei B ⊂ Rn ein Bandbereich. Der zugeho¨rige Paley-Wiener-Raum PWB
ist genau dann rotationsinvariant, wenn B rotationsinvariant ist.
Ist nun B rotatiosinvariant, so sei C := {|x|; x ∈ B} ⊂ [0,∞). Da SO(n) transitiv auf
Sn−1 operiert, folgt
B = {x ∈ Rn; |x| ∈ C} = CSn−1 = SO(n)(Ce), (5.2)
worin e ∈ Sn−1 einen beliebigen Einheitsvektor bezeichne. Aus den allgemeinen Vor-
aussetzungen u¨ber B folgt nun sofort:
• C ist eine abgeschlossene Teilmenge von [0,∞).
• λ(C) <∞.
• Fu¨r jede Zusammenhangskomponente D von C gilt λ(D) > 0.
Dies sind aber genau die allgemeinen Voraussetzung aus Abschnitt 3.2 an einen “Band-
bereich” welche wir im Zusammenhang mit den “Analoga der Paley-Wiener-Ra¨ume im
Zusammenhang mit den Hankel-Transformationen” gefordert hatten. Insbesondere ist
jede Zusammenhangskomponente D von C ein endliches, nichttriviales, abgeschlossenes
Intervall. Da sich die Zusammenhangskomponenten von B und C u¨berdies eineindeutig
entsprechen, existieren, genau wie fu¨r C, ho¨chstens abza¨hlbar unendlich viele Zusam-
menhangskomponenten von B. Ist umgekehrt C ⊂ [0,∞) eine Menge mit obigen Ei-
genschaften, so ist B definiert durch (5.2) offenbar ein rotationsinvarianter Bandbereich
im Rn. Wir ko¨nnen bei der Betrachtung der rotationsinvarianten Paley-Wiener-Ra¨ume
daher stets mit einem “eindimensionalen Bandbereich” C (versehen mit obigen allge-
meinen Eigenschaften) starten und den zugeho¨rigen rotationsinvarianten Bandbereich
B ⊂ Rn durch (5.2) definieren.
Aus der bisherigen Diskussion ergibt sich insbesondere, dass es nur zwei Typen von
zusammenha¨ngenden, rotationsinvarianten Bandbereichen im Rn gibt, na¨mlich:
• B = Kr(0) fu¨r ein r > 0, korrespondierend zu C = [0, r] (Typ I).
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• B = KR(0) \Kr(0) fu¨r gewisse 0 < r < R < ∞, korrespondierend zu C = [r, R]
(Typ II).
Ein beliebiger rotationsinvarianter Bandbereich B zerfa¨llt dann in ho¨chstens abza¨hlbar
unendlich viele Zusammenhangskomponenten, wobei es natu¨rlich ho¨chstens eine vom
Typ I gibt und die restlichen vom Typ II sind.
Seien nun C ⊂ [0,∞) eine Menge mit obigen Eigenschaften, A 6= ∅ eine abza¨hlbare In-
dexmenge und Cj, j ∈ A, eine beliebige Indizierung der Zusammenhangskomponenten
von C. Dann ist B = CSn−1 und Bj := CjSn−1, j ∈ A, liefert die zugeho¨rige Indizie-
rung der Zusammenhangskomponenten von B. Man sieht dann sofort, dass fu¨r jedes
j ∈ A der Paley-Wiener-Raum PWBj ein abgeschlossener und rotationsinvarianter Un-
terraum von PWB ist. Ferner gilt PWBj ⊥ PWBk fu¨r alle j, k ∈ A mit j 6= k und wir
haben die Zerlegung
PWB =
⊕
j∈  
PWBj (direkte orthogonale Summe). (5.3)
Wir ko¨nnen uns daher bei der Betrachtung der rotationsinvarianten Paley-Wiener-
Ra¨ume im wesentlichen auf die zusammenha¨ngenden Bandbereiche vom Typ I bzw.
Typ II beschra¨nken. Bandbereiche vom Typ I verallgemeinern dabei den eindimensio-
nalen Tiefpass B = [−r, r], wa¨hrend die Bandbereiche vom Typ II eine Verallgemei-
nerung des eindimensionalen Bandpasses B = [−R,−r] ∪ [r, R] darstellen.
Wir berechnen nun die reproduzierenden Kerne der rotationsinvaranten Paley-Wiener-
Ra¨ume.
Lemma 5.3 Seien C und B wie oben sowie χC die charakteristische Funktion von C.
Dann ist der reproduzierende Kern k des rotationsinvarianten Paley-Wiener-Raumes
PWB gegeben durch
k(s, t) =
|s− t|−(n−1)/2
(2pi)n/2
H(n−2)/2(ρ
(n−1)/2χC(ρ); |s− t|) (5.4)
fu¨r alle s, t ∈ Rn mit s 6= t und stetiger Erga¨nzung (= (2pi)−nλn(B)) fu¨r s = t.
Beweis Aus (3.2) folgt
k(s, t) =
1
(2pi)n
∫
 
n
χB(x)e
ix·(s−t)dλn(x) =
1
(2pi)n/2
[χB]
∧ (s− t). (5.5)
Da B nach Voraussetzung spha¨risch symmetrisch und λn(B) < ∞, ist χB ∈ L1(Rn)
radial mit χB(x) = χC(|x|) fu¨r alle x ∈ Rn. Eine Anwendung des Satzes B.1 von
Bochner-Hecke mit k = 0 und P (0) ≡ 1 ergibt dann fu¨r s 6= t unter Beachtung der
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Definition 2.3
k(s, t) =
1
(2pi)n/2
[χB]
∧ (s− t)
=
|s− t|−(n−2)/2
(2pi)n/2
∫ ∞
0
χC(ρ)J(n−2)/2(ρ|s− t|)ρn/2dλ(ρ)
=
|s− t|−(n−1)/2
(2pi)n/2
H(n−2)/2(ρ
(n−1)/2χC(ρ); |s− t|).
Der Rest der Behauptung ist aber klar.
Bemerkung 5.4 Die obige Formel fu¨r den reproduzierenden Kern gilt auch fu¨r n = 1,
wenn wir voraussetzen, dass der Bandbereich B symmetrisch zum Ursprung ist (dies
ist unter obigen formalen Voraussetzungen erfu¨llt, wenn wir S0 := {−1, 1} setzen, da
B = CS0 dann diese Symmetrie besitzt ). Es gilt na¨mlichH−1/2 = Fc (siehe Bemerkung
2.4) und somit
k(s, t) = (2pi)−1/2Fc(χC ; |s− t|)
= pi−1
∫
C
cos(s− t)xdλ(x) = (2pi)−1
∫
B
ei(s−t)xdλ(x)
und dies stimmt mit (3.2) u¨berein.
Da H1/2 gleich der Fourier-Sinustranformation Fs ist (siehe wieder Bemerkung 2.4)
folgt speziell fu¨r n = 3:
Folgerung 5.5 Sei B ⊂ R3 spha¨risch symmetrisch und C = {|x|; x ∈ B}. Der repro-
duzierende Kern k von PWB ist dann gegeben durch
k(s, t) =
|s− t|−1
(2pi)3/2
Fs(ρχC(ρ); |s− t|) (s, t ∈ R3, s 6= t),
wiederum stetig erga¨nzt in s = t.
5.1 Charakterisierung mittels der radialen
Fourier-Laplace-Koeffizienten
Sei wieder C ein eindimensionaler Bandbereich in [0,∞) und B ⊂ Rn der zugeho¨rige ro-
tationsinvariante Bandbereich im Rn. Ziel dieses Abschnittes ist die Charakterisierung
der rotationsinvarianten Paley-Wiener-Ra¨ume PWB mittels der so genannten radialen
Fourier-Laplace-Koeffizienten (siehe Definition 4.6).
Angenommen wir haben zwei Funktionen f1, f2 ∈ C(Rn) mit der Eigenschaft, dass
c
(k)
j (f1; ρ) = c
(k)
j (f2; ρ) (ρ ≥ 0)
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fu¨r alle k ∈ N0, 1 ≤ j ≤ ak. Aus dem Eindeutigkeitssatz fu¨r die Fourier-Laplace-
Entwicklung folgt dann sofort f1(x) = f2(x) fu¨r alle x ∈ Rn. Eine Funktion f ∈
C(Rn) ist also bereits eindeutig durch ihre radialen Fourier-Laplace-Koeffizienten be-
stimmt. Somit stellt sich die Frage, welche Eigenschaften die Koeffizienten c
(k)
j von
f ∈ C(Rn) ∩ L2(Rn) haben mu¨ssen, damit f zum Paley-Wiener-Raum PWB geho¨rt.
Diese Charakterisierung von PWB ist das na¨chste Ziel.
Zuna¨chst fu¨hren wir einige Ra¨ume radialer Funktionen ein, die in diesem Kontext
beno¨tigt werden.
Definition 5.6 Sei m ∈ N.
a) Dm bezeichne den Hilbert-Raum aller (λ-A¨quivalenzklassen) von auf (0,∞)
Lebesgue-messbaren Funktionen ϕ mit∫ ∞
0
|ϕ(ρ)|2ρm−1dρ <∞.
Skalarprodukt und Norm auf Dm sind dabei gegeben durch
〈ϕ, ψ〉Dm :=
∫ ∞
0
ϕ(ρ)ψ(ρ)ρm−1dρ (ϕ, ψ ∈ Dm),
‖ϕ‖Dm := 〈ϕ, ϕ〉1/2Dm =
{∫ ∞
0
|ϕ(ρ)|2ρm−1dρ
}1/2
(ϕ ∈ Dm).
b) Sei C ein eindimensionaler Bandbereich in [0,∞). Der Raum Rm(C) ist dann
definiert durch
Rm(C) :=
{
ϕ ∈ C[0,∞) ∩ Dm; suppH(m−2)/2[ϕ(ρ)ρ(m−1)/2; ◦] ⊂ C
}
,
wobei H(m−2)/2 die Hankel-Transformation der Ordnung (m− 2)/2 bezeichne.
Bemerkung 5.7 Man macht sich leicht klar, dass Rm(C) unter der Norm ‖ ◦ ‖Dm
isometrisch isomorph zum Raume J(m−2)/2(C) ist (siehe (3.22)). Daher ist Rm(C) ins-
besondere ein Hilbert-Raum. Ein isometrischer Isomorphismus ist dabei gegeben durch
T : J(m−2)/2(C)→Rm(C), T (f ; x) := x−(m−1)/2f(x) (f ∈ J(m−2)/2(C)).
Weiter hat Rm(C) einen reproduzierenden Kern k˜m und dieser ist gegeben durch
k˜m(s, t) := (st)
−(m−1)/2k(s, t) (s, t ∈ R+),
wenn k den reproduzierenden Kern von J(m−2)/2(C) bezeichnet .
Fu¨r die wichtigsten Fa¨lle haben wir auch eine andere Beschreibung dieser Ra¨ume. Es
gilt na¨mlich das
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Lemma 5.8 Seien m ∈ N und 0 < r < R <∞. Dann gilt:
a) Rm([0, r]) = PW (m−1)r,e .
b) Rm([r, R]) = PW (m−1)R,e 	 PW (m−1)r,e , d.h. Rm([r, R]) ist das orthogonale Komple-
ment von PW
(m−1)
r,e in PW
(m−1)
R,e .
Beweis a) Setze ν := (m − 2)/2. Dann gilt ν ≥ −1/2 und 2ν + 1 = m − 1. Mit den
Bezeichnungen aus Abschnitt 3.2 folgt dann unmittelbar
ϕ ∈ Rm([0, r]) ⇐⇒ ρν+1/2ϕ(ρ) ∈ Jν,r
⇐⇒ ϕ ∈Mν(Jν,r) = PW (2ν+1)r,e = PW (m−1)r,e .
b) Wegen [r, R] ⊂ [0, R] folgt erst einmal Rm([r, R]) ⊂ Rm([0, R]) und nach a) somit
Rm([r, R]) ⊂ PW (m−1)R,e . Ist nun f ∈ Rm([r, R]) beliebig gegeben, so folgt fu¨r alle
g ∈ PW (m−1)r,e
〈f, g〉Dm =
〈
ρ(m−1)/2f(ρ), ρ(m−1)/2g(ρ)
〉
L2(0,∞)
=
〈
H(m−2)/2[ρ
(m−1)/2f(ρ); ◦],H(m−2)/2[ρ(m−1)/2g(ρ); ◦]
〉
L2(0,∞) = 0,
da suppH(m−2)/2[ρ(m−1)/2f(ρ); ◦] ⊂ [r, R] und suppH(m−2)/2[ρ(m−1)/2g(ρ); ◦] ⊂ [0, r].
Also folgt f ∈ (PW (m−1)r,e )⊥ und damit Rm([r, R]) ⊂ PW (m−1)R,e 	 PW (m−1)r,e . Ist nun
umgekehrt f ∈ PW (m−1)R,e 	PW (m−1)r,e gegeben, so folgt f ∈ PW (m−1)R,e und nach a) somit
f ∈ Rm([0, R]). Da
Rm([r, R]) =
{
g ∈ Rm([0, R]); suppH(m−2)/2[ρ(m−1)/2g(ρ); ◦] ⊂ [r, R]
}
reicht es zu zeigen, dass H(m−2)/2[ρ(m−1)/2f(ρ); x] = 0 fu¨r λ-fast alle x ∈ [0, r], denn
dann folgt f ∈ Rm([r, R]) und wir haben auch die Inklusion PW (m−1)R,e 	 PW (m−1)r,e ⊂
Rm([r, R]) nachgewiesen. Nun gilt fu¨r alle g ∈ PW (m−1)r,e
0 = 〈f, g〉Dm =
〈
ρ(m−1)/2f(ρ), ρ(m−1)/2g(ρ)
〉
L2(0,∞)
=
〈
H(m−2)/2[ρ
(m−1)/2f(ρ); ◦],H(m−2)/2[ρ(m−1)/2g(ρ); ◦]
〉
L2(0,∞)
=
∫ r
0
H(m−2)/2[ρ(m−1)/2f(ρ); x]H(m−2)/2[ρ(m−1)/2g(ρ); x]dλ(x),
da suppH(m−2)/2[ρ(m−1)/2g(ρ); ◦] ⊂ [0, r]. Weiter durchla¨uft H(m−2)/2[ρ(m−1)/2g(ρ); ◦]
alle Elemente von L2(0, r), wenn g den Raum PW
(m−1)
r,e durchla¨uft. Da die Restriktion
von H(m−2)/2[ρ(m−1)/2f(ρ); ◦] auf [0, r] in L2(0, r) liegt, folgt daraus aber∫ r
0
∣∣H(m−2)/2[ρ(m−1)/2f(ρ); x]∣∣2 dλ(x) = 0
und somit in der Tat H(m−2)/2[ρ(m−1)/2f(ρ); x] = 0 fu¨r λ-fast alle x ∈ [0, r], also die
Behauptung.
Bevor wir den Charakterisierungssatz formulieren, stellen wir noch einige Lemmata
zusammen, welche wir in seinem Beweis benutzen werden.
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Lemma 5.9 Sei f ∈ C(Rn) und L(k)j (f, ◦) : (0,∞)→ C definiert durch
L
(k)
j (f ; ρ) := ρ
−kc(k)j (f ; ρ) (ρ > 0, k ∈ N0, 1 ≤ j ≤ ak).
Dann gilt L
(k)
j (f ; ◦) ∈ C(0,∞) fu¨r alle k ∈ N0, 1 ≤ j ≤ ak und
‖f‖2L2(   n) =
∞∑
k=0
ak∑
j=1
‖L(k)j (f ; ◦)‖2Dn+2k . (5.6)
Daher gilt f ∈ L2(Rn) genau dann, wenn L(k)j (f ; ◦) ∈ Dn+2k fu¨r alle k ∈ N0, 1 ≤ j ≤ ak
und die Bedingung
∞∑
k=0
ak∑
j=1
‖L(k)j (f ; ◦)‖2Dn+2k <∞
erfu¨llt ist.
Beweis Seien k ∈ N0, 1 ≤ j ≤ ak und ρ0 ∈ R+ beliebig aber fest vorgegeben. Dann
gilt ∣∣∣c(k)j (f ; ρ)− c(k)j (f ; ρ0)∣∣∣ ≤ ∫
Sn−1
|f(ρu)− f(ρ0u)|
∣∣∣Y (k)j (u)∣∣∣ dσn−1(u)
≤ |Sn−1| max
u∈Sn−1
∣∣∣Y (k)j (u)∣∣∣ ε
fu¨r alle ρ ≥ 0 mit |ρ−ρ0| < δ(ε) > 0, da f gleichma¨ßig stetig auf jedem Kompaktum im
R
n. Dies zeigt die Stetigkeit von c
(k)
j (f ; ◦) auf R+ und somit auch L(k)j (f ; ◦) ∈ C(0,∞).
Insbesondere ist L
(k)
j (f ; ◦) messbar auf (0,∞). Weiter gilt
‖f‖2L2(  n) =
∫
 
n
|f(x)|2dλn(x) =
∫ ∞
0
ρn−1
∫
Sn−1
|f(ρu)|2dσn−1(u)dλ(ρ).
Nun folgt mit Hilfe der Parseval-Relation fu¨r die Fourier-Laplace-Entwicklung∫
Sn−1
|f(ρu)|2dσn−1(u) = ‖f(ρ ◦)‖2L2(Sn−1) =
∞∑
k=0
ak∑
j=1
|c(k)j (f ; ρ)|2
fu¨r jedes ρ > 0. Setzen wir dies oben ein, so folgt mit dem Satz von der monotonen
Konvergenz schließlich
‖f‖2L2(   n) =
∫ ∞
0
ρn−1
∞∑
k=0
ak∑
j=1
∣∣∣c(k)j (f ; ρ)∣∣∣2 dλ(ρ)
=
∞∑
k=0
ak∑
j=1
∫ ∞
0
ρn+2k−1
∣∣∣L(k)j (f ; ρ)∣∣∣2 dλ(ρ)
=
∞∑
k=0
ak∑
j=1
∥∥∥L(k)j (f ; ◦)∥∥∥2Dn+2k .
Dies zeigt (5.6) und die restlichen Behauptungen sind hieraus ersichtlich.
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Lemma 5.10 Ist f : Cn → Cn eine ganze Funktion, so la¨ßt sich L(k)j (f, ◦), k ∈ N0, 1 ≤
j ≤ ak, eindeutig zu einer geraden ganzen Funktion auf C fortsetzen. Kurz: L(k)j (f ; ◦) ∈
He(C) fu¨r alle k ∈ N0, 1 ≤ j ≤ ak.
Beweis Sei die Potenzreihenentwicklung von f um 0 ∈ Cn gegeben durch
f(z) = f(z1, ..., zn) =
∑
ν∈   n0
aνz
ν (z = (z1, ..., zn)
t ∈ Cn).
Dann folgt fu¨r alle ζ ∈ C und u ∈ Sn−1 die Darstellung
f(ζu) =
∑
ν∈   n0
aνu
νζ |ν| =
∞∑
µ=0
( ∑
|ν|=µ
aνu
ν
︸ ︷︷ ︸
=:Qµ(u)
)
ζµ.
Hieraus erkennt man, dass, fu¨r beliebiges aber festes u ∈ Sn−1, die Funktion f(ζu) eine
ganze Funktion von ζ ∈ C ist und dass die Reihe
∞∑
µ=0
Qµ(u)ρ
µ
fu¨r jedes feste ρ > 0 gleichma¨ßig auf Sn−1 konvergiert. Damit folgt aber
c
(k)
j (f ; ρ) =
∫
Sn−1
f(ρu)Y
(k)
j (u)dσ(u) =
∞∑
µ=0
ρµ
∫
Sn−1
Y
(k)
j (u)Qµ(u)dσn−1(u). (5.7)
Nun ist Qµ(u) die Restriktion eines Polynoms P ∈ Pµ(Rn) (vom homogenen Grad µ)
auf die Einheitsspha¨re Sn−1 im Rn. Die Caldero´n-Zerlegung aus Satz 2.22 liefert dann
die Darstellung
Qµ(u) = Q˜0(u) + Q˜1(u) + · · ·+ Q˜m(u) (u ∈ Sn−1)
mit gewissen Funktionen Q˜l ∈ Hµ−2l, 0 ≤ l ≤ m ∈ N0. Die Orthogonalita¨ts-Relation
fu¨r die Kugelfunktionen (siehe Lemma 2.25) liefert dann aber∫
Sn−1
Y
(k)
j (u)Qµ(u)dσn−1(u) = 0
fu¨r alle µ < k und fu¨r alle µ ≥ k, fu¨r welche µ− k ungerade ist. Aus (5.7) folgt dann
c
(k)
j (f ; ρ) =
∞∑
µ=0
ρk+2µ
∫
Sn−1
Y
(k)
j (u)Qk+2µ(u)dσn−1(u)
und somit
L
(k)
j (f ; ρ) = ρ
−kc(k)j (f ; ρ) =
∞∑
µ=0
ρ2µ
∫
Sn−1
Y
(k)
j (u)Qk+2µ(u)dσn−1(u) (ρ > 0).
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Da dies fu¨r alle ρ > 0 gilt, ist die gesuchte Fortsetzung durch
∞∑
µ=0
ζ2µ
∫
Sn−1
Y
(k)
j (u)Qk+2µ(u)dσn−1(u) (ζ ∈ C)
gegeben und es folgt die Behauptung.
Lemma 5.11 Sei C ein eindimensionaler Bandbereich in [0,∞) und B der zugeho¨rige
rotationsinvariante Bandbereich im Rn. Weiter sei {P (k)j ; 1 ≤ j ≤ ak} fu¨r jedes k ∈ N0
eine Orthonormalbasis des Raumes Ak sowie fu¨r alle k ∈ N0 und 1 ≤ j ≤ ak seien
Funktionen g
(k)
j ∈ Rn+2k(C) mit
∞∑
k=0
ak∑
j=1
‖g(k)j ‖2Dn+2k <∞ (5.8)
gegeben. Dann konvergiert die Reihe
∞∑
k=0
ak∑
j=1
g
(k)
j (|x|)P (k)j (x) (x ∈ Rn)
in der Norm des Raumes PWB und somit auch gleichma¨ßig auf ganz R
n gegen eine
Funktion g ∈ PWB. Weiter gilt dann
g
(k)
j = L
(k)
j (g; ◦) (k ∈ N0, 1 ≤ j ≤ ak).
Beweis Fu¨r m ∈ N0 setzen wir
gm(x) :=
m∑
k=0
ak∑
j=1
g
(k)
j (|x|)P (k)j (x) (x ∈ Rn).
Nach Definition ist klar, dass gm ∈ C(Rn) fu¨r alle m ∈ N0 gilt. Weiter folgt fu¨r alle
k ∈ N0 und 1 ≤ j ≤ ak∫
 
n
|g(k)j (|x|)P (k)j (x)|2dλn(x) =
∫ ∞
0
ρn+2k−1|g(k)j (ρ)|2
∫
Sn−1
|P (k)j (u)|2dσn−1(u)︸ ︷︷ ︸
=1
dλ(ρ)
=
∫ ∞
0
ρn+2k−1|g(k)j (ρ)|2dλ(ρ) = ‖g(k)j ‖2Dn+2k <∞
und somit gm ∈ C(Rn) ∩ L2(Rn) fu¨r alle m ∈ N0. Weiter gilt
suppH(n+2k−2)/2
[
g
(k)
j (ρ)ρ
(n+2k−1)/2; | ◦ |
]
⊂ C (k ∈ N0, 1 ≤ j ≤ ak),
da g
(k)
j ∈ Rn+2k(C) nach Voraussetzung. Der Satz von Bochner-Hecke, in Form der
Folgerung B.6, liefert dann aber supp(gm)
∧ ⊂ B und somit gm ∈ PWB fu¨r alle m ∈ N0.
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Nun folgt unter Beachtung der Orthogonalita¨t der P
(k)
j in L
2(Sn−1) und von (5.8)
‖gm(x)− gl(x)‖2L2(   n) =
∥∥∥∥∥
m∑
k=l+1
ak∑
j=1
|g(k)j (|x|)P (k)j (x)
∥∥∥∥∥
2
L2(
 
n)
=
m∑
k=l+1
ak∑
j=1
∫ ∞
0
ρn+2k−1
∣∣∣g(k)j (ρ)∣∣∣2 dλ(ρ)
=
m∑
k=l+1
ak∑
j=1
∥∥∥g(k)j ∥∥∥2Dn+2k < ε
fu¨r alle m > l ≥ N(ε) ∈ N0. Da PWB vollsta¨ndig ist, existiert ein g ∈ PWB mit
limm→∞ ‖g − gm‖L2(  n) = 0. Die Behauptung bezu¨glich der gleichma¨ßigen Konvergenz
folgt wieder aus dem Konvergenzprinzip fu¨r Paley-Wiener-Ra¨ume. Schließlich erhalten
wir noch
L
(k0)
j0
(g; ρ) = ρ−k0c(k0)j0 (g; ρ) = ρ
−k0
∫
Sn−1
g(ρu)P
(k0)
j0
(u)dσn−1(u)
= ρ−k0
∞∑
k=0
ak∑
j=1
ρkg
(k)
j (ρ)
∫
Sn−1
P
(k)
j (u)P
(k0)
j0
(u)dσn−1(u)︸ ︷︷ ︸
=δk,k0δj,j0
= g
(k0)
j0
(ρ),
fu¨r alle ρ > 0, k0 ∈ N0 und j0 ∈ {1, ..., ak0} und damit folgt der Rest der Behauptung.
Bemerkung 5.12 Die Bedingung (5.8) ist nicht nur hinreichend fu¨r die Konvergenz
der Reihe ∞∑
k=0
ak∑
j=1
g
(k)
j (|x|)P (k)j (x)
in der Norm des Raumes PWB sondern auch notwendig, wie man an (5.6) erkennt.
Wir kommen nun zum Hauptergebnis dieses Abschnitts.
Satz 5.13 (Charakterisierungssatz)
Sei C ein Bandbereich in [0,∞) und B ⊂ Rn der zugeho¨rige rotationsinvariante Band-
bereich im Rn. Fu¨r jedes k ∈ N0 sei {Y (k)j ; 1 ≤ j ≤ ak} eine Orthonormalbasis im
Raume Hk aller Kugelfunktionen vom Grade k auf Sn−1 sowie
c
(k)
j (f ; ρ) :=
∫
Sn−1
f(ρu)Y
(k)
j (u)dσn−1(u) (ρ ∈ R+, k ∈ N0, 1 ≤ j ≤ ak)
der radiale Fourier-Laplace-Koeffizient von f bezu¨glich Y
(k)
j und
L
(k)
j (f ; ρ) := ρ
−kc(k)j (f ; ρ) (ρ > 0, k ∈ N0, 1 ≤ j ≤ ak).
Fu¨r eine Funktion f ∈ C(Rn) ∩ L2(Rn) sind dann a¨quivalent:
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a) f ∈ PWB.
b) L
(k)
j (f ; ◦) ∈ Rn+2k(C) fu¨r alle k ∈ N0, 1 ≤ j ≤ ak.
Weiter haben wir fu¨r jedes f ∈ PWB die Entwicklung
f(x) = lim
m→∞
m∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x) =
∞∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x), (5.9)
wobei P
(k)
j das eindeutig bestimmte Element aus Ak mit Y (k)j = P (k)j |Sn−1 ist und die
Konvergenz im Sinne der Norm des Raumes PWB zu verstehen ist und daher auch
gleichma¨ßig auf ganz Rn gilt. Ist daru¨berhinaus C, und damit auch B, kompakt und
r := supC, so gilt
L
(k)
j (f ; ◦) ∈ PW (n+2k−1)r,e ⊂ PW (n−1)r,e ⊂ PWr,e = B2r,e (f ∈ PWB)
fu¨r alle k ∈ N0, 1 ≤ j ≤ ak. Die Reihe in (5.9) konvergiert dann sogar gleichma¨ßig auf
jedem Zylinderbereich TE ⊂ Cn mit kompakter Basis E ⊂ Rn und somit insbesondere
kompakt auf Cn gegen f .
Beweis b) ⇒ a) Nach Lemma 5.9 und Lemma 5.11 stellt
g(x) :=
∞∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x) (x ∈ Rn)
eine Funktion aus PWB dar. Zeige noch f(x) = g(x) fu¨r alle x ∈ Rn, denn dann folgt
die Behauptung. Nun gilt f(ρ ◦) ∈ L2(Sn−1) fu¨r jedes ρ > 0 und somit
f(ρu) =
∞∑
k=0
ak∑
j=1
c
(k)
j (f ; ρ)P
(k)
j (u) =
∞∑
k=0
ak∑
j=1
L
(k)
j (f ; ρ)P
(k)
j (ρu)
= lim
m→∞
m∑
k=0
ak∑
j=1
L
(k)
j (f ; ρ)P
(k)
j (ρu)︸ ︷︷ ︸
=:fm(u)
im Sinne der L2(Sn−1)-Norm. Dann existiert aber auch eine Teilfolge (fml)l∈   0 mit
f(ρu) = lim
l→∞
fml(u) (5.10)
fu¨r σn−1-fast alle u ∈ Sn−1. Da auf beiden Seiten von (5.10) stetige Funktionen stehen,
gilt (5.10) dann aber sogar fu¨r alle u ∈ Sn−1. Andererseits gilt
lim
l→∞
fml(u) = g(ρu) (ρ > 0, u ∈ Sn−1)
und somit folgt g(x) = f(x) fu¨r alle x 6= 0 und aus Stetigkeitsgru¨nden dann auch noch
in x = 0.
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a) ⇒ b) Hier verfahren wir in drei Schritten. Im ersten Schritt betrachten wir die
Bandbereiche B = Kr(0) vom Typ I, im zweiten Schritt die Bandbereiche B = KR(0)\
Kr(0) vom Tpy II und im dritten Schritt dann schließlich beliebige rotationsinvariante
Bandbereiche B im Rn.
Schritt 1 Wir zeigen die
Proposition 5.14 Sei B = Kr(0) fu¨r ein r > 0 und f ∈ PWB. Dann gilt
L
(k)
j (f ; ◦) ∈ PW (n+2k−1)r,e (k ∈ N0, 1 ≤ j ≤ ak).
Mit Lemma 5.8 a) folgt dann die Behauptung fu¨r Bandbereiche vom Typ I.
Beweis Aus Lemma 5.10 und Lemma 5.9 folgt, dass L
(k)
j (f ; ◦) eine gerade ganze Funk-
tion (auf C) ist mit ∫ ∞
0
|L(k)j (f ; ρ)|2ρn+2k−1 <∞.
Es genu¨gt daher zu zeigen, dass L
(k)
j (f ; ◦) ∈ Er gilt. Nach dem Satz von Paley-Wiener
ist aber f vom spha¨rischen exponentiellen Typ r, d.h. zu jedem ε > 0 gibt es eine
Konstante Aε(f) <∞, so dass fu¨r alle z ∈ Cn gilt
|f(z)| ≤ Aεe(r+ε)|z|.
Aus dem Beweis von Lemma 5.10 erhalten wir ferner die fu¨r alle ζ ∈ C \ {0} gu¨ltige
Darstellung
L
(k)
j (f ; ζ) = ζ
−k
∫
Sn−1
f(ζu)Y
(k)
j (u)dσn−1(u).
Fu¨r |ζ| ≥ 1 folgt hieraus mit Hilfe der Cauchy-Schwarz’schen Ungleichung
|L(k)j (f ; ζ)| ≤
∫
Sn−1
|f(ζu)Y (k)j (u)|dσn−1(u)
≤ ‖f(ζ◦)‖L2(Sn−1) ‖Y (k)j ‖L2(Sn−1)︸ ︷︷ ︸
=1
≤ Aε|Sn−1| 12 e(r+ε)|ζ|.
Fu¨r |ζ| ≤ 1 gilt aber
|L(k)j (f ; ζ)| ≤ sup
|ζ|≤1
|L(k)j (f ; ζ)| ≤ sup
|ζ|≤1
|L(k)j (f ; ζ)|e(r+ε)|ζ|
und somit insgesamt
|L(k)j (f ; ζ)| ≤ A˜εe(r+ε)|ζ|
mit A˜ε := max{Aε|Sn−1| 12 , sup|ζ|≤1 |L(k)j (f ; ζ)|} < ∞. Damit ist L(k)j (f ; ζ) vom expo-
nentiellen Typ r und es folgt die Behauptung.
Schritt 2 Wir zeigen die
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Proposition 5.15 Sei B = KR(0)\Kr(0) fu¨r gewisse 0 < r < R <∞ und f ∈ PWB.
Dann gilt
L
(k)
j (f ; ◦) ∈ PW (n+2k−1)R,e 	 PW (n+2k−1)r,e (k ∈ N0, 1 ≤ j ≤ ak).
Nach Lemma 5.8 b) ist dies die Behauptung fu¨r Bandbereiche vom Typ II.
Beweis Sei f ∈ PWB beliebig gegeben. Wegen B ⊂ KR(0) folgt f ∈ PWKR(0) und die
Proposition 5.14 liefert L
(k)
j (f ; ◦) ∈ PW (n+2k−1)R,e fu¨r alle k ∈ N0, 1 ≤ j ≤ ak. Weiter gilt
f ∈ (PWKr(0))⊥. Sei nun g ∈ PW
(n+2k−1)
r,e beliebig gegeben und
G(x) := g(|x|)P (k)j (x) (x ∈ Rn).
Nach Lemma 5.11 gilt dann G ∈ PWKr(0) und es folgt
0 = 〈f,G〉L2(   n) =
∫ ∞
0
ρn+k−1g(ρ)
∫
Sn−1
f(ρu)P
(k)
j (u)dσn−1(u)︸ ︷︷ ︸
=c
(k)
j (f ;ρ)=ρ
kL
(k)
j (f ;◦)
dλ(ρ)
=
∫ ∞
0
ρn+2k−1L(k)j (f ; ρ)g(ρ)dλ(ρ) = 〈L(k)j (f ; ◦), g〉Dn+2k.
Da g ∈ PW (n+2k−1)r,e beliebig war, folgt L(k)j (f ; ◦) ∈ (PW (n+2k−1)r,e )⊥ und damit die
Behauptung.
Schritt 3 Sei nun B ein beliebiger rotationsinvarianter Bandbereich im Rn, PWB =⊕
l∈   PWBl die Orthogonalzerlegung aus (5.3) und f ∈ PWB. Dann hat f eine eindeu-
tige Darstellung
f =
∑
l∈  
fl
mit fl ∈ PWBl fu¨r alle l ∈ A, wobei die Konvergenz der Reihe, falls A unendlich ist, in
der Norm des Raumes PWB zu verstehen ist. Aus (5.6) erkennen wir, dass durch
L
(k)
j : PWB → Dn+2k, f → L(k)j (f ; ◦) (f ∈ PWB)
ein beschra¨nkter linearer Operator (mit ‖L(k)j ‖ ≤ 1) gegeben ist. Damit erhalten wir
L
(k)
j (f ; ◦) =
∑
l∈  
L
(k)
j (fl; ◦) (f ∈ PWB),
wobei die Konvergenz der Reihe, falls A unendlich ist, in der Norm des Raumes
Dn+2k zu verstehen ist. Da jede Zusammenhangskomponente Bl von B entweder vom
Typ I oder vom Typ II ist, folgt aus dem bereits Bewiesenen, dass L
(k)
j (fl; ◦) ∈
Rn+2k(Cl) ⊂ Rn+2k(C) fu¨r alle l ∈ A gilt, wobei C =
∑
l∈   Cl der zu B korrespon-
dierende eindimensionale Bandbereich in [0,∞) sei. Da Rn+2k(C) vollsta¨ndig ist, folgt
L
(k)
j (fl; ◦) ∈ Rn+2k(C) und damit die Behauptung.
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5.2 Der Zerlegungssatz
Im Folgenden bezeichne C wieder einen eindimensionalen Bandbereich in [0,∞) und B
den zugeho¨rigen rotationsinvarianten Bandbereich im Rn. Wir hatten schon gesehen,
dass der Raum L2(Sn−1) sich in rotationinvariante, paarweise orthogonale Teilra¨ume
zerlegen la¨ßt via
L2(Sn−1) =
∞⊕
k=0
Hk,
wobei Hk den Raum der Kugelfunktionen vom Grade k ∈ N0 auf Sn−1 bezeichne.
Wir streben nun analoge Zerlegungen fu¨r die rotationsinvarianten Paley-Wiener-Ra¨ume
PWB an. Wir beginnen mit der
Definition 5.16 Sei {P (k)1 , ..., P (k)ak } eine beliebig aber fest gewa¨hlte Orthonormalba-
sis des Raumes Ak aller ra¨umlichen Kugelfunktionen vom Grade k im Rn. Der Raum
Hk(B) ist dann definiert als die Menge aller Funktionen f : Rn → C mit einer Dar-
stellung
f(x) =
ak∑
j=1
ϕj(|x|)P (k)j (x) (x ∈ Rn), (5.11)
fu¨r gewisse Funktionen ϕj, 1 ≤ j ≤ ak, aus dem Raume Rn+2k(C).
Bemerkung 5.17 Man macht sich sofort klar, dass die Definition des Raumes Hk(B)
unabha¨ngig von der gewa¨hlten Orthonormalbasis {P (k)1 , ..., P (k)ak } ist.
Satz 5.18 Fu¨r jedes k ∈ N0 ist Hk(B) ein abgeschlossener, rotationsinvarianter Un-
terraum von PWB und es gilt
PWB =
∞⊕
k=0
Hk(B) (direkte orthogonale Summe). (5.12)
Eine Funktion f ∈ PWB geho¨rt genau dann zum Raume Hk(B), wenn
L
(l)
j (f ; ◦) = 0 (∀l 6= k, 1 ≤ j ≤ al).
Ist f ∈ Hk(B) in der Darstellung (5.11) gegeben, so gilt ϕj = L(k)j (f ; ◦) fu¨r alle 1 ≤
j ≤ ak, d.h. wir haben
f(x) =
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x) (x ∈ Rn).
Beweis Fu¨r jedes k ∈ N0 sei {P (k)1 , ..., P (k)ak } eine beliebig aber fest vorgegebene ONB
von Ak. Aus Lemma 5.11 folgt dann sofort, dass Hk(B) ein Untervektorraum von PWB
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ist und dass ϕj = L
(k)
j (f ; ◦) fu¨r alle 1 ≤ j ≤ ak gilt, wenn f wie in (5.11) gegeben ist.
Aus (5.6) folgt fu¨r jedes f ∈ PWB
‖f‖2L2(   n) =
∞∑
l=0
al∑
j=1
‖L(l)j (f ; ◦)‖2Dn+2l.
Ist nun sogar f ∈ Hk(B), so sieht man vollkommen analog, dass
‖f‖2L2(   n) =
ak∑
j=1
‖L(k)j (f ; ◦)‖2Dn+2k
gilt. Also muss fu¨r jedes f ∈ Hk(B)∑
l 6=k
al∑
j=1
‖L(l)j (f ; ◦)‖2Dn+2l = 0
gelten und es folgt L
(l)
j (f ; ◦) = 0 ∈ Rn+2l(C) fu¨r alle l 6= k und 1 ≤ j ≤ al. Die
Umkehrung hiervon folgt sofort aus dem Charakterisierungssatz. Sei nun (fm)m∈   eine
Folge aus Hk(B) und f ∈ PWB mit lim
m→∞
‖fm − f‖PWB = 0 gegeben. Wir hatten in
Schritt 3 zum Beweis des Charakterisierungssatzes schon gesehen, dass die Abbildung
L
(l)
j : PWB →Rn+2l(C), f 7→ L(l)j (f ; ◦) (f ∈ PWB)
ein beschra¨nkter linearer Operator ist. Damit folgt aber
L
(l)
j (f ; ◦) = lim
m→∞
L
(l)
j (fm; ◦)︸ ︷︷ ︸
=0
= 0 ∈ Rn+2l(C)
fu¨r alle l 6= k und es folgt f ∈ Hk(B), also die Abgeschlossenheit von Hk(B) in
PWB. Seien nun f ∈ Hk(B) und A ∈ SO(n) beliebig gegeben. Zum Nachweis der
Rotatiosinvarianz von Hk(B) ist dann f(A ◦) ∈ Hk(B) zu zeigen. Sei dazu
g(x) := f(Ax) =
ak∑
j=1
L
(k)
j (f ; |Ax|)P (k)j (Ax) =
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (Ax) (x ∈ Rn).
Da B rotationssymmetrisch ist folgt g ∈ PWB. Es reicht daher
L
(l)
j (g; ◦) = 0 ∈ Rn+2l(C)
fu¨r alle l 6= k zu zeigen. Dazu benutzen wir die Rotationsinvarianz von Hk(Sn−1) und
die Orthogonalita¨tsrelation fu¨r die Kugelfunktionen. Denn damit folgt
L(l)ν (g; ρ) = ρ
−l
∫
Sn−1
g(ρu)P (l)ν (u)dσn−1(u)
= ρ−l
ak∑
j=1
ρkL
(k)
j (f ; ρ)
∫
Sn−1
P
(k)
j (Au)P
(l)
ν (u)dσn−1(u)︸ ︷︷ ︸
=0,l 6=k
= 0
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fu¨r alle l 6= k und somit g ∈ Hk(B). Die Orthogonalita¨tsrelation
Hk(B) ⊥ Hl(B) (k, l ∈ N0, k 6= l)
folgt wiederum aus der Orthogonalita¨tsrelation fu¨r die Kugelfunktionen. Schließlich gilt
noch
f(x) =
∞∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x)︸ ︷︷ ︸
∈Hk(B)
fu¨r alle f ∈ PWB, wobei die Reihe in der Norm des Raumes PWB gegen f konvergiert
und dies zeigt (5.12).
Bemerkung 5.19 Die obige Zerlegung von PWB wird insbesondere in Kapitel 6 eine
wichtige Rolle spielen. Die Unterra¨ume Hk(B), k ∈ N0, aus Satz 5.18 sind unendlich-
dimensional und somit reduzibel. Man ko¨nnte an dieser Stelle leicht eine Zerlegung von
PWB in irreduzible, rotationsinvariante Teilra¨ume angeben. Da dies bei den folgenden
Entwicklungen jedoch keine Rolle spielt, wollen wir an dieser Stelle darauf verzichten.
Man verleiche jedoch die Arbeit von Coifman-Weiss [13] und die Monographie von Vi-
lenkin [49], wo mit darstellungstheoretischen Mitteln eine entsprechende Zerlegung von
L2(Sn−1) hergeleitet wird.
5.3 Quasi-Sampling-Entwicklungen im Raume
PWB, B = Kr(0)
Wir wenden nun die in den Abschnitten 5.1 und 5.2 gewonnenen Erkenntnisse spezi-
ell auf den Bandbereich B = Kr(0) ⊂ Rn an. Hieraus ergeben sich eine ganze Reihe
von Quasi-Sampling-Entwicklungen in PWB. Insbesondere erhalten wir wieder die Ent-
wicklung aus Satz 4.7, welche wir in Kapitel 4 im Zusammenhang mit einem Dirichlet-
Problem hergeleitet hatten. Mit Hilfe des Charakterisierungssates (Satz 5.13) la¨ßt sich
dieses Ergebnis nun viel besser verstehen.
Seien n ∈ N, n ≥ 2, r > 0 und B = Kr(0) ⊂ Rn. Wir wissen schon (siehe Satz 5.2 und
Satz 5.13), dass
PWB =
∞⊕
k=0
Hk(B)
gilt, wobei Hk(B) derjenige Unterraum von PWB ist, der aus allen Funktionen f mit
einer Darstellung
f(x) =
ak∑
j=1
ϕj(|x|)P (k)j (x) (x ∈ Rn)
fu¨r gewisse
ϕj ∈ Rn+2k([0, r]) = PW (n+2k−1)r,e (1 ≤ j ≤ ak)
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besteht. Wir wollen nun fu¨r jeden der Ra¨ume Hk(B) eine Orthonormalbasis Bk kon-
struieren. B := ⋃∞k=0 Bk ist dann insbesondere eine Orthonormalbasis fu¨r PWB. Aus
Satz 3.37 wissen wir aber schon, dass der Raum PW
(n+2k−1)
r,e eine Orthonormalbasis
besitzt, welche zugleich eine Sampling-Basis fu¨r PW
(n+2k−1)
r,e ist. Diese Basis ist gegeben
durch
ψ(k)m (t) =
√
2rλk,mt
−(n+2k−2)/2J(n+2k−2)/2(rt)
λ2k,m − (rt)2
=
√
2λ
(n+2k−2)/2
k,m
r(n+2k)/2J(n+2k)/2(λk,m)
k˜(n+2k−2)/2,r(t, tk,m) (t ≥ 0, m ∈ N),
wobei λk,m die m-te positive Nullstelle von J(n+2k−2)/2, tk,m := λk,m/r,m ∈ N, und
k˜(n+2k−2)/2,r der reproduzierende Kern von PW
(n+2k−1)
r,e ist. Hieraus erhalten wir auf
einfache Art eine Orthonormalbasis von Hk(B). Zur Erinnerung: c(k)j (f ; ◦) bezeich-
net den radialen Fourier-Laplace-Koeffizienten von f ∈ C(Rn) bezu¨glich P (k)j und
L
(k)
j (f ; ρ) := ρ
−kc(k)j (f ; ρ) fu¨r ρ > 0.
Satz 5.20 Fu¨r den Paley-Wiener-Raum PWB, B = Kr(0) gilt:
a) PWB ist ein Hilbert-Raum mit reproduzierendem Kern K, welcher gegeben ist
durch
K(x, y) =
(
r
2pi|x− y|
)n/2
Jn/2(r|x− y|) (x, y ∈ Rn, x 6= y),
mit stetiger Erga¨nzung fu¨r x = y. Unter Benutzung der Potenzreihenentwicklung
von Jn/2 erha¨lt man die fu¨r alle x, y ∈ Rn gu¨ltige Darstellung
K(x, y) =
(r
2
)n
pi−n/2
∞∑
µ=0
(−1)µr2µ
22µµ! Γ((n+ 2µ+ 2)/2)
(|x− y|2)µ.
b) Fu¨r jedes k ∈ N0 ist Hk(B) ein abgeschlossener, rotationsinvarianter Unterraum
von PWB, insbesondere also selbst ein Hilbert-Raum mit reproduzierendem Kern
Kk. Dieser ist gegeben durch
Kk(x, y) =
ak
|Sn−1|C
(n−2)/2
k
(
x
|x| ·
y
|y|
)
|x|k|y|kk˜(n+2k−2)/2,r(|x|, |y|) (x, y ∈ Rn),
worin C
(n−2)/2
k das Gegenbauer-Polynom vom Grade k zum Index (n−2)/2 und k˜
den reproduzierenden Kern von PW
(n+2k−1)
r,e bezeichne. Weiter bildet das System
Bk := {f (k)j,m ; m ∈ N, 1 ≤ j ≤ ak}, mit
f
(k)
j,m(x) := ψ
(k)
m (|x|)P (k)j (x) (x ∈ Rn, m ∈ N, 1 ≤ j ≤ ak),
eine Orthonormalbasis in Hk(B).
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c) Hk(B) ⊥ Hl(B) (k, l ∈ N0, k 6= l).
d) PWB =
∞⊕
k=0
Hk(B) (direkte orthogonale Summe).
Insbesondere ist das System B := ⋃∞k=0 Bk eine Orthonormalbasis von PWB.
e) Der Fourier-Koeffizient von f ∈ PWB bezu¨glich f (k)j,m ist gegeben durch
〈f, f (k)j,m〉L2(  n) =
√
2r
(n+2k−2)/2
k,m
rJ(n+2k)/2(rrk,m)︸ ︷︷ ︸
=:αk,m
L
(k)
j (f ; rk,m) (k ∈ N0, 1 ≤ j ≤ ak, m ∈ N).
Die Entwicklung von f ∈ PWB nach der Orthonormalbasis B ist daher gegeben
durch
f(x) =
∞∑
k=0
ak∑
j=1
∞∑
m=1
αk,mL
(k)
j (f ; rk,m)f
(k)
j,m(x)
=
∞∑
k=0
ak∑
j=1
∞∑
m=1
αk,mr
−k
k,m
{∫
Sn−1
f(rk,mu)P
(k)
j (u)dσn−1(u)
}
f
(k)
j,m(x)
=
∞∑
k=0
ak∑
j=1
∞∑
m=1
α2k,mr
−2k
k,m
{∫
Sn−1
f(rk,mu)f
(k)
j,m(rk,mu)dσn−1(u)
}
f
(k)
j,m(x),
wobei die Reihen in der Norm des Raumes PWB und somit auch gleichma¨ßig auf
ganz Rn (sogar auf jedem Zylinderbereich TE ⊂ Cn mit kompakter Basis E ⊂ Rn)
gegen f konvergieren.
f) Es gilt die Parseval Gleichung
‖f‖L2(   n) =
∫
 
n
|f(x)|2dλn(x) =
∞∑
k=0
ak∑
j=1
∞∑
m=1
α2k,m|L(k)j (f ; rk,m)|2
=
∞∑
k=0
ak∑
j=1
∞∑
m=1
r−2kk,mα
2
k,m
∣∣∣∣∫
Sn−1
f(rk,mu)P
(k)
j (u)dσn−1(u)
∣∣∣∣2 .
Beweis a) Diese Darstellungen folgen nach elementarer Rechnung aus (5.4), wenn man
dort C = [0, r] einsetzt und noch (A.4) sowie (A.1) beachtet.
b) Dass Hk(B) ein abgeschlossener und rotationsinvarianter Unterraum von PWB ist,
wissen wir schon aus Satz 5.18. Nach a) und Lemma 2.10 a) besitzt daher Hk(B) einen
reproduzierenden Kern. Bevor wir diesen berechnen, zeigen wir, dass Bk tatsa¨chlich
eine Orthonormalbasis von Hk(B) ist. Seien dazu f (k)j1,m1 , f (k)j2,m2 ∈ Bk ⊂ Hk(B) beliebig
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gegeben. Dann folgt
〈f (k)j1,m1 , f (k)j2,m2〉 =
∫
 
n
f
(k)
j1,m1
(x)f
(k)
j2,m2
(x)dλn(x)
=
∫ ∞
0
ρn−1
∫
Sn−1
f
(k)
j1,m1
(ρu)f
(k)
j2,m2
(ρu)dσn−1(u)dλ(ρ)
=
∫ ∞
0
ρn+2k−1ψ(k)m1(ρ)ψ
(k)
m2
(ρ)dλ(ρ)︸ ︷︷ ︸
=δm1,m2
∫
Sn−1
P
(k)
j1
(u)P
(k)
j2
(u)dσn−1(u)︸ ︷︷ ︸
=δj1,j2
= δm1,m2δj1,j2
und somit ist Bk ein Orthonormalsystem in Hk(B). Ist nun f ∈ Hk(B) mit
〈f, f (k)j,m〉L2(  n) = 0 (m ∈ N, 1 ≤ j ≤ ak)
beliebig gegeben, so folgt fu¨r jedes j ∈ {1, ..., ak}
0 =
∫ ∞
0
ρn+2k−1ψ(k)m (ρ) ρ
−k
∫
Sn−1
f(ρu)P
(k)
j (u)dσn−1(u)︸ ︷︷ ︸
=L
(k)
j (f ;ρ)∈PW
(n+2k−1)
r,e
dλ(ρ)
fu¨r alle m ∈ N. Da {ψ(k)m }m∈   eine Orthonormalbasis von PW (n+2k−1)r,e ist, folgt hieraus
aber L
(k)
j (f ; ◦) = 0 ∈ PW (n+2k−1)r,e , 1 ≤ j ≤ ak, und somit
f(x) =
ak∑
j=1
L
(k)
j (f ; x)P
(k)
j (x) = 0 (x ∈ Rn).
Damit ist aber Bk auch total in Hk(B) und somit eine Orthonormalbasis in diesem
Raum. Fu¨r den reproduzierenden Kern Kk von Hk(B) erhalten wir nach Lemma 2.9
d) somit
Kk(x, y) =
∞∑
m=1
ak∑
j=1
f
(k)
j,m(x)f
(k)
j,m(y) =
∞∑
m=1
ψ(k)m (|x|)ψ(k)m (|y|)
ak∑
j=1
P
(k)
j (x)P
(k)
j (y)
=
∞∑
m=1
ψ(k)m (|x|)ψ(k)m (|y|)|x|k|y|k
ak∑
j=1
P
(k)
j
(
x
|x|
)
P
(k)
j
(
y
|y|
)
.
Nun gilt aber
ak∑
j=1
P
(k)
j
(
x
|x|
)
P
(k)
j
(
y
|y|
)
= Gk
(
x
|x| ,
y
|y|
)
=
ak
|Sn−1|C
(n−2)/2
k
(
x
|x| ·
y
|y|
)
,
worin Gk den bizonalen reproduzierenden Kern von Hk(Sn−1) bezeichnet (siehe Folge-
rung 2.31). Setzen wir dies oben ein, so folgt
Kk(x, y) =
ak
|Sn−1|C
(n−2)/2
k
(
x
|x| ·
y
|y|
)
|x|k|y|k
∞∑
m=1
ψ(k)m (|x|)ψ(k)m (|y|)
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fu¨r alle x, y ∈ Rn. Da ferner {ψm}m∈   eine ONB in PW (n+2k−1)r,e ist, folgt wiederum mit
Lemma 2.9 d)
∞∑
m=1
ψ(k)m (|x|)ψ(k)m (|y|) = k˜(n+2k−2)/2,r(|x|, |y|) (x, y ∈ Rn)
und damit die behauptete Darstellung von Kk(x, y).
c) und d) folgen sofort aus Satz 5.18 und Teil b).
e) und f) Fu¨r den Fourier-Koeffizienten von f ∈ PWB bezu¨glich f (k)j,m erhalten wir
〈f, f (k)j,m〉L2(   n) =
∫ ∞
0
ρn−1
∫
Sn−1
f(ρu)f
(k)
j,m(ρu)dσn−1(u)dλ(ρ)
=
∫ ∞
0
ρn+2k−1ψ(k)m (ρ) ρ
−k
∫
Sn−1
f(ρu)P
(k)
j (u)dσn−1(u)︸ ︷︷ ︸
=L
(k)
j (f ;ρ)
dλ(ρ)
= 〈L(k)j (f ; ◦), ψ(k)m 〉Dn+2k .
Aus Satz 3.37 erhalten wir mit ν = (n+ 2k − 2)/2 aber
〈L(k)j (f ; ◦), ψ(k)m 〉Dn+2k = αk,mL(k)j (f ; rk,m)
und somit folgt die Behauptung.
Wir werden nun einige Folgerungen aus diesem Satz ziehen. Zuerst werden wir der
Orthonormalentwicklung aus Teil e) eine andere Form geben.
Folgerung 5.21 Setzt man fu¨r k ∈ N0 und m ∈ N
S(k)m (t) := αk,mr
−k
k,mψ
(k)
m (t) =
2r
n/2
k,mt
−(n+2k−2)/2J(n+2k−2)/2(rt)
rJ(n+2k)/2(λk,m)(r
2
k,m − t2)
(t ∈ R+) (5.13)
und
R(k)m (t) := t
kS(k)m (t) =
2r
n/2
k,mt
−(n−2)/2J(n+2k−2)/2(rt)
rJ(n+2k)/2(λk,m)(r
2
k,m − t2)
(t ∈ R+), (5.14)
so gilt
S(k)m ∈ PW (n+2k−1)r,e (k ∈ N0, m ∈ N)
und
R(k)m ∈
{
PW
(n−1)
r,e , falls k gerade
PW
(n−1)
r,o , falls k ungerade
(k ∈ N0, m ∈ N).
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Die Orthonormalentwicklung aus Teil e) des letzten Satzes ko¨nnen wir dann auch
schreiben als
f(x) =
∞∑
k=0
∞∑
m=1
S(k)m (|x|)
ak∑
j=1
c
(k)
j (f ; rk,m)P
(k)
j (x)
=
∞∑
k=0
∞∑
m=1
R(k)m (|x|)
ak∑
j=1
c
(k)
j (f ; rk,m)Y
(k)
j
(
x
|x|
)
=
∞∑
k=0
∞∑
m=1
R(k)m (|x|)Yk
[
f(rk,m◦); x|x|
]
(x ∈ Rn), (5.15)
wo
Yk
[
f(rk,m◦); x|x|
]
=
ak
|Sn−1|
∫
Sn−1
f(rk,mu)C
(n−2)/2
k
(
u · x|x|
)
dσn−1(u)
die orthogonale Projektion von f(rk,m◦) auf Hk(Sn−1) bezeichnet. Alle auftretenden
Reihen konvergieren dabei in der Norm des Raumes PWB und somit auch gleichma¨ßig
auf ganz Rn.
Bemerkung 5.22 Es zeigt sich, dass die hier angegebene Orthonormalbasis B von
PWB und zugeho¨rige Orthonormalentwicklung mit derjenigen aus Folgerung 4.5 und
Satz 4.7 u¨bereinstimmt. Dies ist kein Zufall, denn die Orthonormalbasis von
PW (n+2k−1)r,e =M(n+2k−2)/2(J(n+2k−2)/2,r)
aus Satz 3.37 entspringt letzlich aus einem Separationsansatz fu¨r das Dirichlet-Problem
(4.1). Mit Hilfe des Charakterisierungsatzes la¨ßt sich diese Entwicklung noch anders
deuten. Dieser liefert na¨mlich die Entwicklung
f(x) =
∞∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x). (5.16)
Weiter wissen wir aus diesem Satz, dass L
(k)
j (f ; ◦) ∈ PW (n+2k−1)r,e fu¨r alle k ∈ N0, 1 ≤
j ≤ ak. Entwickeln wir nun jeden der Koeffizienten L(k)j (f ; ◦) in die Orthonormal-
basis aus Satz 3.37 und setzen dies in (5.16) ein, so erhalten die Quasi-Sampling-
Entwicklung aus Satz 4.7 (bzw. Satz 5.2). Diese Entwicklung entsteht also durch eine
Fourier-Laplace-Entwicklung von f mit anschließender Abtastentwicklung der Fourier-
Laplace-Koeffizienten. Genau dieses Vorgehen wird uns weiter unten zu einer ganzen
Reihe weiterer socher Quasi-Sampling-Entwicklungen fu¨hren.
Hiermit wird auch der folgende Sachverhalt klarer.
Bemerkung 5.23 Fu¨r jedes feste ρ ≥ 0 haben wir die Entwicklung von f(ρ ◦) ∈
L2(Sn−1) ∩ C∞(Sn−1) in seine Fourier-Laplace-Reihe
f(ρu) =
∞∑
k=0
Yk [f(ρ ◦); u] (u ∈ Sn−1),
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welche in der Norm des Raumes L2(Sn−1) und gleichma¨ßig (siehe [24]) auf Sn−1 kon-
vergiert. Die Funktionen R
(k)
ν haben nun die folgende Interpolationseigenschaft:
R(k)m (rk,l) = δm,l (k ∈ N0, m, l ∈ N). (5.17)
Fu¨r |x| = rk,l, k ∈ N0, l ∈ N, reduziert sich die Entwicklung aus (5.15) somit auf
f(rk,lu) =
∞∑
k=0
Yk [f(rk,l◦); u] (u ∈ Sn−1) (5.18)
und dies ist nichts anderes als die obige Fourier-Laplace-Entwicklung von f(rk,l◦).
Die obige Quasi-Sampling-Entwicklung interpoliert also sozusagen die Fourier-Laplace-
Entwicklung von f .
Die na¨chsten Folgerungen behandeln einige Spezialfa¨lle obiger Entwicklungen.
Folgerung 5.24 Sei ∅ 6= J ⊂ N0. Dann gilt: Jedes f ∈
⊕
k∈J
Hk(B) hat die Darstellung
f(x) =
∑
k∈J
∞∑
m=1
S(k)m (|x|)
ak∑
j=1
c
(k)
j (f ; rk,m)P
(k)
j (x)
=
∑
k∈J
∞∑
m=1
R(k)m (|x|)
ak∑
j=1
c
(k)
j (f ; rk,m)Y
(k)
j
(
x
|x|
)
=
∑
k∈J
∞∑
m=1
R(k)m (|x|)Yk
[
f(rk,m◦); x|x|
]
(x ∈ Rn). (5.19)
Insbesondere gilt: Jedes f ∈ Hk(B), k ∈ N0, hat die Darstellung
f(x) =
∞∑
m=1
S(k)m (|x|)
ak∑
j=1
c
(k)
j (f ; rk,m)P
(k)
j (x)
=
∞∑
m=1
R(k)m (|x|)
ak∑
j=1
c
(k)
j (f ; rk,m)Y
(k)
j
(
x
|x|
)
=
∞∑
m=1
R(k)m (|x|)Yk
[
f(rk,m◦); x|x|
]
(x ∈ Rn). (5.20)
Alle autretenden Reihen konvergieren dabei wiederum in der PWB-Norm und somit
auch gleichma¨ßig auf ganz Rn.
Insbesondere ist jedes f ∈ PWB eindeutig bestimmt durch seine Werte auf der diskreten
Menge von konzentrischen Spha¨ren
rk,mS
n−1 = {x ∈ Rn; |x| = rk,m} (k ∈ N0, m ∈ N).
Dies kommt besonders deutlich zum Vorschein, wenn man sich auf Signale aus Hk(B)
beschra¨nkt, denn dann gilt:
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Folgerung 5.25 Jedes f ∈ Hk(B) hat die Darstellung
f(x) =
∞∑
m=1
f
(
rk,m
x
|x|
)
R(k)m (|x|) (x ∈ Rn \ {0}) (5.21)
mit stetiger Erga¨nzung in x = 0. Es gelten die gleichen Konvergenzeigenschaften wie
oben.
Beweis Sei f ∈ Hk(B). Dann hat f nach (5.20) die Darstellung
f(x) =
∞∑
m=1
R(k)m (|x|)Yk
[
f(rk,m◦); x|x|
]
(x ∈ Rn \ {0}).
Nun ist Yk [f(rk,m◦); u] , u ∈ Sn−1, die orthogonale Projektion von f(rk,m◦) ∈ L2(Sn−1)
auf Hk. Unter obiger Voraussetzung gilt aber f(rk,m◦) ∈ Hk und somit f(rk,mu) =
Yk [f(rk,m◦); u] fu¨r alle u ∈ Sn−1 und m ∈ N. Hieraus folgt aber die Behauptung.
Ist f ∈ H0(B), also eine radiale Funktion aus PWB, so gilt f(r0,m x|x|) = f(r0,mAen) fu¨r
jedes A ∈ SO(Rn) und en := (0, ...0, 1)t ∈ Sn−1. Damit erha¨lt man
Folgerung 5.26 (Sampling-Theorem fu¨r radiale Funktionen)
Jedes f ∈ H0(B) hat die Darstellung
f(x) =
∞∑
m=1
f(r0,mAmen)R
(0)
m (|x|) (x ∈ Rn), (5.22)
wo (Am)m∈   eine beliebige Folge aus SO(Rn) ist. Insbesondere gilt
f(x) =
∞∑
m=1
f(r0,men)R
(0)
m (|x|) (x ∈ Rn), (5.23)
mit den gleichen Konvergenzeigenschaften wie oben.
Bemerkung 5.27 Der Vorteil der Entwicklungen in Folgerung 5.25 gegenu¨ber den
Entwicklungen in Satz 5.2 bzw. in (5.15) ist, dass wir nur eine Folge von
”
Abtast-
spha¨ren“ beno¨tigen. Wir werden nun mit Hilfe des Charakterisierungssatzes sehen,
dass solche Entwicklungen auch im gesamten Paley-Wiener-Raum PWB, B = Kr(0),
mo¨glich sind.
Folgerung 5.28 Jedes f ∈ PWB, B = Kr(0), hat die Quasi-Sampling-Entwicklung
f(x) =
∞∑
k=0
ak∑
j=1
P
(k)
j (x)
∞∑
m=1
L
(k)
j (f ; rm)gm(|x|)
=
∞∑
k=0
∞∑
m=1
gm(|x|)
( |x|
rm
)k
Yk
[
f(rm◦); x|x|
]
(x ∈ Rn),
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wobei die Abtastradien rm gegeben sind durch rm := λm/r,m ∈ N, λm := m-te positive
Nullstelle von J(n−2)/2 und die Entwicklungsfunktionen gm durch
gm(z) =
2λ
n/2
m (rz)−(n−2)/2J(n−2)/2(rz)
Jn/2(λm)(λ2m − (rz)2)
(z ∈ C, m ∈ N).
Die Reihe konvergiert dabei in der Norm des Raumes PWB und somit auch gleichma¨ßig
auf Rn.
Beweis Nach Satz 5.13 gilt
f(x) = lim
m→∞
m∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x) =
∞∑
k=0
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x),
wobei die Konvergenz in der Norm des Raumes PWB und somit auch gleichma¨ßig auf
ganz Rn zu verstehen ist. Ebenfalls nach diesem Satz gilt
L
(k)
j (f ; ◦) ∈ PW (n+2k−1)r,e ⊂ PW (n−1)r,e ⊂ PWr,e = B2r,e
fu¨r alle k ∈ N0 und 1 ≤ j ≤ ak. Nach Folgerung 3.32 gilt weiter
PW (n−1)r,e = PWr,(n−2)/2 =M(n−2)/2(Jr,(n−2)/2)
und die erste Darstellung folgt nun, indem man die Abtastentwicklung aus Satz 3.37 b)
(zum Parameterwert ν = (n− 2)/2) auf jede Funktion L(k)j (f ; ◦) anwendet. Die zweite
Darstellung folgt nun aus
ak∑
j=1
P
(k)
j (x)
∞∑
m=1
L
(k)
j (f ; rm)gm(|x|) =
∞∑
m=1
gm(|x|)
ak∑
j=1
L
(k)
j (f ; rm)P
(k)
j (x)
=
∞∑
m=1
gm(|x|)|x|kr−km
ak∑
j=1
c
(k)
j (f ; rm)P
(k)
j
(
x
|x|
)
=
∞∑
m=1
gm(|x|)
( |x|
rm
)k
Yk
[
f(rm◦); x|x|
]
.
Analog erha¨lt man unter Verwendung von Folgerung 3.39 b) und L
(k)
j (f ; ◦) ∈ PWr,e
fu¨r alle k ∈ N0 und 1 ≤ j ≤ ak die
Folgerung 5.29 (Regula¨res Quasi-Sampling) Jedes f ∈ PWB, B = Kr(0), hat
die Quasi-Sampling-Entwicklung
f(x) =
∞∑
k=0
ak∑
j=1
P
(k)
j (x)
∞∑
m=1
L
(k)
j (f ; rm)gm(|x|)
=
∞∑
k=0
∞∑
m=1
gm(|x|)
( |x|
rm
)k
Yk
[
f(rm◦); x|x|
]
(x ∈ Rn),
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wobei die Abtastradien rm und Entwicklungsfunktionen gm nun gegeben sind durch
rm :=
2m− 1
2
pi
r
(m ∈ N),
gm(z) =
4(2m− 1) cos r(z − mpi
r
)
pi((2rz/pi)2 − (2m− 1)2) (z ∈ C, m ∈ N).
Die Reihe konvergiert in der Norm des Raumes PWB und somit auch gleichma¨ßig auf
R
n.
Bemerkung 5.30 Natu¨rlich ko¨nnen wir in der obigen Situation auch die (irregula¨ren)
Abtastentwicklungen aus Satz 3.12 auf die radialen Fourier-Laplace-Koeffizienten von
f ∈ PWB anwenden. Wir werden die resultierenden Quasi-Sampling-Entwicklungen
hier nicht mehr explizit angeben, es zeigt sich aber, dass man sehr flexibel bei der Wahl
der Sampling-Spha¨ren ist.
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Kapitel 6
Sampling-Entwicklungen
In diesem Kapitel werden fu¨r eine große Klasse von Unterra¨umen von PWB, B = Kr(0),
Abtastentwicklungen hergeleitet. Ausgangspunkt sind die Quasi-Sampling-Entwick-
lungen aus Abschnitt 5.3. Dazu beno¨tigen wir gewisse endliche Abtastentwicklungen
auf der Spha¨re Sn−1, womit wir beginnen wollen.
6.1 Abtastentwicklungen auf Sn−1
Seien wieder ak = dimHk(Sn−1), k ∈ N0, und {P (k)j ; 1 ≤ j ≤ ak} eine beliebige, aber
fest vorgegebene, Orthonormalbasis von Hk(Sn−1). Wir ko¨nnen dann jede Funktion
f ∈ L2(Sn−1) in ihre Fourier-Laplace-Reihe
f(u) =
∞∑
k=0
ak∑
j=1
c
(k)
j (f)P
(k)
j (u) =
∞∑
k=0
Yk [f ; u] (u ∈ Sn−1)
entwickeln, wobei
c
(k)
j (f) =
∫
Sn−1
f(u)P
(k)
j (u)dσn−1(u) (k ∈ N0, 1 ≤ j ≤ ak)
der Fourier-Laplace-Koeffizient von f bezu¨glich P
(k)
j und
Yk [f ; u] =
ak∑
j=1
c
(k)
j (f)P
(k)
j (u) (k ∈ N0)
die orthogonale Projektion von f auf Hk(Sn−1) ist und die Konvergenz der Reihe in der
L2(Sn−1)-Norm zu verstehen ist. Sei nun A := {(k, j); k ∈ N0, 1 ≤ j ≤ ak} ⊂ N0 × N.
Aufgrund der Parseval-Gleichung
‖f‖2L2(Sn−1) =
∞∑
k=0
ak∑
j=1
|c(k)j (f)|2
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gilt (c
(k)
j (f))(k,j)∈   ∈ l2(A) fu¨r alle f ∈ L2(Sn−1). Die Abbildung
c : L2(Sn−1)→ l2(A), f 7→ c(f),
mit
c(f)(k, j) := c
(k)
j (f) ((k, j) ∈ A),
ist also wohldefiniert und heißt Fourier-Laplace-Transformation auf L2(Sn−1). Die
Folge c(f) := (c
(k)
j (f))(k,j)∈   ∈ l2(A) nennen wir die Fourier-Laplace-Transformierte
von f ∈ L2(Sn−1). Wir wollen nun den Begriff der
”
Bandlimitiertheit“ der jetzigen
Situation anpassen.
Definition 6.1 Seien f ∈ C(Sn−1) ⊂ L2(Sn−1) und B ⊂ A eine endliche Teilmenge
von A. Wir nennen f Fourier-Laplace-bandlimitiert (FL-bandlimitiert) auf B,
falls
supp c(f) := {(k, j) ∈ A; c(f)(k, j) = c(k)j (f) 6= 0} ⊂ B.
Den Raum aller auf B FL-bandlimitierten Funktionen bezeichnen wir mit PW   (Sn−1).
Unmittelbar klar sind nun die Aussagen des folgenden Lemmas.
Lemma 6.2 Seien f ∈ C(Sn−1) und B ⊂ A endlich. Dann gilt
a) f ∈ PW   (Sn−1) gilt genau dann, wenn f ein Polynom in {P (k)j ; (k, j) ∈ B} ist.
PW  (Sn−1) ist ein endlich-dimensionaler Unterraum von C(Sn−1) ∩ L2(Sn−1)
mit dimPW  (Sn−1) = |B|. Insbesondere ist PW   (Sn−1) ein Hilbert-Raum mit
reproduzierendem Kern unter der Norm von L2(Sn−1). Der reproduzierende Kern
k   : Sn−1 × Sn−1 → C ist dabei gegeben durch
k  (u, v) =
∑
(k,j)∈  
P
(k)
j (u)P
(k)
j (v) (u, v ∈ Sn−1).
b) Sei B = {(k, j) ∈ A; k ∈ K, 1 ≤ j ≤ ak} fu¨r eine endliche Menge K ⊂ N0. Dann
gilt:
f ∈ PW   (Sn−1)⇐⇒ Yk [f ; u] = 0 (u ∈ Sn−1, k ∈ N0 \K).
Folgerung 6.3 Fu¨r u, v ∈ Sn−1 bezeichne θ = ∠(u, v) ∈ [0, pi] den Winkel zwischen u
und v. Dann gilt
a) Fu¨r B = Bk := {(k, j); 1 ≤ j ≤ ak} ⊂ A, k ∈ N0, erhalten wir PW   k = Hk(Sn−1)
und somit dimPW   = ak sowie
k   (u, v) = k  
k
(u, v) =
ak
|Sn−1|C
(n−2)/2
k (u · v) =
ak
|Sn−1|C
(n−2)/2
k (cos θ)
fu¨r alle u, v ∈ Sn−1.
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b) Fu¨r B =
⋃m
k=0 Bk erhalten wir PW   =
⊕m
k=0 PW   k =
⊕m
k=0Hk(Sn−1) und somit
dimPW   =
∑m
k=0 ak sowie
k  (u, v) =
m∑
k=0
k  
k
(u, v)
=
1
|Sn−1|
m∑
k=0
akC
(n−2)/2
k (u · v) =
1
|Sn−1|
m∑
k=0
akC
(n−2)/2
k (cos θ)
=
(m+ 1)n−2
|Sn−1| (n− 2)!
C
(n−2)/2
m+1 (cos θ)− C(n−2)/2m (cos θ)
cos θ − 1
fu¨r alle u, v ∈ Sn−1, wobei der letzte Ausdruck in θ = 0 stetig zu erga¨nzen ist und
(m+ 1)n−1 := Πn−2k=0(m+ 1 + k).
Beweis Alle Aussagen, bis auf die letzte Identita¨t in b), sind unmittelbar klar. Da die
Gegenbauer-Polynome Cλk so normiert waren, dass C
λ
k (1) = 1 gilt, folgt
m∑
k=0
akC
(n−2)/2
k (cos θ) =
m∑
k=0
akC
(n−2)/2
k (cos θ)C
(n−2)/2
k (1).
Die letzte Identita¨t in b) folgt nun aber unter Beachtung von (2.29) aus der Christoffel-
Darboux-Formel fu¨r die Gegenbauer-Polynome (siehe [44], [14, p. 159]).
Wir kommen zu einem ersten Abtastsatz in PW   (Sn−1).
Satz 6.4 Seien B ⊂ A endlich, N := #B und T := {t1, ..., tN} ⊂ Sn−1 ein funda-
mentales Knotensystem fu¨r PW   (Sn−1). Dann ist {k   (◦, tj); 1 ≤ j ≤ N} eine Basis
von PW   (Sn−1). Bezeichnen wir mit {ϕj; 1 ≤ j ≤ N} die zugeho¨rige (und eindeutig
bestimmte) Biorthonormalbasis von PW   (Sn−1), so gilt die Sampling-Entwicklung
f(u) =
N∑
j=1
f(tj)ϕj(u) (f ∈ PW   (Sn−1), u ∈ Sn−1).
Beweis Fu¨r alle f ∈ PW   gilt die Biorthonormalentwicklung
f(u) =
N∑
j=1
〈f, k   (◦, tj)〉L2(Sn−1)ϕj(u) (u ∈ Sn−1).
Da k   der reproduzierende Kern von PW   ist folgt aber
〈f, k   (◦, tj〉L2(Sn−1) = f(tj) (1 ≤ j ≤ N)
und damit die Behauptung.
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Folgerung 6.5 Zusa¨tzlich zu den obigen Voraussetzungen sei das Knotensystem T so
gewa¨hlt, dass {k   (◦, tj); 1 ≤ j ≤ N} eine Orthogonalbasis von PW   (Sn−1) ist. Dann
haben wir die Sampling-Entwicklung
f(u) =
N∑
j=1
f(tj)
k   (u, tj)
k  (tj, tj)
(f ∈ PW   (Sn−1), u ∈ Sn−1).
Ist {k   (◦, tj); 1 ≤ j ≤ N} sogar eine Orthonormalbasis von PW   (Sn−1), so wird hieraus
f(u) =
N∑
j=1
f(tj)k   (u, tj) (f ∈ PW   (Sn−1), u ∈ Sn−1).
Beweis Setze
ϕj(u) :=
k  (u, tj)
k   (tj, tj)
(u ∈ Sn−1, 1 ≤ j ≤ N).
Dann gilt
〈ϕj, k  (◦, ti)〉L2(Sn−1) = 1
k  (tj, tj)
〈k   (◦, tj), k   (◦, ti)〉L2(Sn−1)︸ ︷︷ ︸
=δijk  (tj ,tj)
= δij (1 ≤ i, j ≤ N).
Somit ist {ϕj; 1 ≤ j ≤ N} biorthonormal zu {k   (◦, tj); 1 ≤ j ≤ N} und die Behaup-
tung folgt aus obigem Satz.
Bemerkung 6.6 Unter den Voraussetzungen der letzten Folgerung hat das System
{ϕj; 1 ≤ j ≤ N}, mit
ϕj(u) :=
k   (u, tj)
k  (tj, tj)
(u ∈ Sn−1, 1 ≤ j ≤ N),
insbesondere die Interpolationseigenschaft bezu¨glich T , d.h. es gilt
ϕj(ti) = δij (1 ≤ i, j ≤ N).
Bemerkung 6.7 Wir wissen, dass es unter den Voraussetzungen des obigen Sat-
zes mindestens ein fundamentales Knotensystem T ⊂ Sn−1 fu¨r PW   gibt. Die zu
{k   (◦, tj); 1 ≤ j ≤ N} biorthonormale Basis {ϕj; 1 ≤ j ≤ N} la¨ßt sich dann dar-
stellen als
ϕj(u) =
N∑
l=1
cljk   (u, tl) (1 ≤ j ≤ N),
wobei cj := (c1j, ..., cNj)
t ∈ Cn, 1 ≤ j ≤ N , der eindeutig bestimmte Lo¨sungsvektor des
linearen Gleichungssytems
A(T )cj = ej
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ist, mit ej = (0, ..., 0, 1, 0, ...0)
t︸ ︷︷ ︸
1 an j-ter Stelle
∈ Cn und der hermiteschen Matrix
A(T ) := (k   (tk, tl))
N
k,l=1 ∈ CN×N .
Setzen wir C := (c1, ..., cN) ∈ CN×N , so bedeutet dies gerade, dass
C = C(T ) = A−1(T )
gilt. Die Bestimmung der Biorthonormalbasis {ϕj; 1 ≤ j ≤ N} la¨uft also auf die In-
vertierung der hermiteschen Matrix A(T ) hinaus. Ist nun {k   (◦, tj); 1 ≤ j ≤ N} sogar
eine Orthogonalbasis von PW   , so ist A(T ) eine Diagonalmatrix und deren Invertie-
rung ist trivial. Wir erhalten dann die in der letzten Folgerung angegebene Biorthonor-
malbasis. Das eigentliche Problem ist es ein fundamentales Knotensystem T ⊂ Sn−1
fu¨r PW  zu finden, fu¨r welches A(T ) eine Diagonalmatrix ist (genau dann ist ja
{k   (◦, tj); 1 ≤ j ≤ N} eine Orthogonalbasis fu¨r PW   ). Fu¨r n = 2 ist dies noch ein-
fach und eine Lo¨sung wird weiter unten explizit angegeben, aber fu¨r n ≥ 3 ist meines
Wissens nicht einmal klar, ob es ein solches System u¨berhaupt gibt und das Problem
erscheint weit weniger trivial.
Wir wollen die obigen Ergebnisse noch fu¨r die wichtigsten
”
Bandbereiche“ B ⊂ A
hinschreiben.
Folgerung 6.8 a) Ist speziell B = Bk fu¨r ein k ∈ N0 und T = {tj; 1 ≤ j ≤ ak} ⊂
Sn−1 ein fundamentales Knotensystem fu¨r PW   , so dass {k   (◦, tj); 1 ≤ j ≤ ak}
eine Orthogonalbasis fu¨r PW   ist, dann haben wir
f(u) =
ak∑
j=1
f(tj)C
(n−2)/2
k (u · tj) (f ∈ PW   = Hk(Sn−1), u ∈ Sn−1).
b) Sei B =
⋃m
k=0 Bk fu¨r ein m ∈ N0 und T ⊂ Sn−1 ein fundamentales Knotensystem
fu¨r PW   , so dass {k   (◦, tj); 1 ≤ j ≤ N}, N =
∑m
k=0 ak, eine Orthogonalbasis fu¨r
PW  ist. Dann haben wir fu¨r alle f ∈ PW   =⊕mk=0Hk(Sn−1) und u ∈ Sn−1 die
Sampling-Darstellung
f(u) =
|Sn−1|
N
N∑
j=1
f(tj)k   (u, tj) =
N∑
j=1
f(tj)
1
N
m∑
k=0
akC
(n−2)/2
k (u · tj)︸ ︷︷ ︸
∈PW 
=
m∑
k=0
ak
N
N∑
j=1
f(tj)C
(n−2)/2
k (u · tj)︸ ︷︷ ︸
∈Hk(Sn−1)
.
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Beweis a) Es ist N = ak und
k  (u, tj) = k   k (u, tj) =
ak
|Sn−1|C
(n−2)/2
k (u · tj)
sowie
k   (tj, tj) = k   k (tj, tj) =
ak
|Sn−1| C
(n−2)/2
k (tj · tj)︸ ︷︷ ︸
=C
(n−2)/2
k (1)=1
=
ak
|Sn−1|
fu¨r alle 1 ≤ j ≤ ak. Setzen wir dies in Folgerung 6.5 ein, so folgt die Behauptung.
b) Hier gilt
k  (u, tj) =
m∑
k=0
k  
k
(u, tj) =
1
|Sn−1|
m∑
k=0
akC
(n−2)/2
k (u · tj)
sowie
k   (tj, tj) =
m∑
k=0
k 
k
(tj, tj) =
1
|Sn−1|
m∑
k=0
ak =
N
|Sn−1|
fu¨r alle 1 ≤ j ≤ N und die Behauptung folgt wiederum durch Einsetzen in Folgerung
6.5.
Abschließend notieren wir die wichtigsten Resultate fu¨r die Dimension n = 2.
Der Fall n = 2
Fu¨r n = 2 haben wir |Sn−1| = |S1| = 2pi und C(n−2)/2k = C(0)k = Tk, k ∈ N0, wobei
Tk(x) = cos[k arccos x] (x ∈ [−1, 1])
das Chebyshev-Polynom erster Art vom Grade k bezeichnet. Weiter gilt
ak = dimHk(S1) =
{
1, k = 0
2, k ∈ N.
Setzen wir dies oben ein, so erhalten wir die
Folgerung 6.9 Fu¨r u, v ∈ S1 bezeichne θ = ∠(u, v) ∈ [0, pi] den Winkel zwischen u
und v. Dann gilt
a) Fu¨r B = Bk := {(k, j); 1 ≤ j ≤ ak} ⊂ A, k ∈ N0, erhalten wir dimPW   = ak und
k  (u, v) = k  
k
(u, v) =
{
(2pi)−1, k = 0
pi−1 cos kθ, k ∈ N (u, v ∈ S
1).
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b) Fu¨r B =
⋃m
k=0 Bk erhalten wir PW   =
⊕m
k=0 PW   k und somit dimPW   = 2m+1
sowie
k   (u, v) =
1
2pi
m∑
k=0
akTk(u · v) = 1
2pi
{
1 + 2
m∑
k=1
cos kθ
}
=
1
2pi
Dm(θ)
fu¨r alle u, v ∈ S1, wobei
Dm(θ) := 1 + 2
m∑
k=1
cos kθ =

sin(m+ 1
2
)θ
sin θ
2
, θ 6= 2jpi
2m+ 1 , θ = 2jpi
(j ∈ Z)
den m-ten Dirichlet-Kern bezeichnet.
Bemerkung 6.10 Identifiziert man (wie u¨blich) die Ra¨ume C(S1) und C2pi und be-
achtet
Hk(S1) = span{cos kθ, sinkθ} (k ∈ N0),
so folgt PW   ⊂ Π fu¨r jedes endliche B ⊂ A, wobei Π ⊂ C2pi die Menge aller tri-
gonometrischen Polynome bezeichne. Speziell fu¨r B =
⋃m
k=0 Bk, m ∈ N0, erhalten wir
dann
PW   =
m⊕
k=0
PW  
k
= Πm,
wobei
Πm := span ({cos kθ, 0 ≤ k ≤ m} ∪ {sin kθ; 1 ≤ k ≤ m})
den Raum aller trigonometrischen Polynome vom Grade ≤ m bezeichnet.
Wir nennen zwei fundamentale Knotensysteme T1 und T2 auf S
n−1 a¨quivalent (T1 ∼
T2), falls es eine Drehung A ∈ SO(Rn) mit T2 = AT1 gibt. Das System aller funda-
mentalen Knotensysteme zerfa¨llt dann in paarweise disjunkte A¨quivalenzklassen. Wir
werden nun zeigen, dass es fu¨r n = 2 genau eine A¨quivalenzklasse gibt, fu¨r welche das
System {k   (◦, tj); 1 ≤ j ≤ 2m+1} eine Orthogonalbasis fu¨r PW  = Πm,B =
⋃m
k=0 Bk,
bildet und diese Klasse geometrisch charakterisieren.
Satz 6.11 Sei B =
⋃m
k=0 Bk fu¨r ein m ∈ N0 und T = {tj; 1 ≤ j ≤ 2m + 1} ⊂ S1
ein System von 2m + 1 verschiedenen Punkten auf S1. Dann ist T ein fundamentales
Knotensystem fu¨r PW   = Πm und das System {k   (◦, tj); 1 ≤ j ≤ 2m + 1} ist eine
Basis von PW   = Πm. Weiter bildet dieses System genau dann eine Orthogonalbasis
fu¨r PW   = Πm, wenn T a¨quivalent zum System der (2m + 1)-ten Einheitswurzeln in
C ist, d.h. falls
T ∼
{(
cos
2pij
2m+ 1
, sin
2pij
2m+ 1
)
; 0 ≤ j ≤ 2m
}
. (6.1)
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Beweis Hier ist nur noch die Behauptung bezu¨glich der Orthogonalita¨t nachzuweisen.
Gilt nun (6.1), so folgt sofort
k   (tk, tl) =
1
2pi
Dm(θkl) = 0
fu¨r alle 1 ≤ k, l ≤ 2m+ 1 mit k 6= l, wobei θkl = ∠(tk, tl) ∈ [0, pi] den nichtorientierten
Winkel zwischen tk und tl bezeichnet. Damit ist die Matrix A(T ) = (k   (tk, tl))
2m+1
k,l=1 aus
Bemerkung 6.7 diagonal und somit {k   (◦, tj); 1 ≤ j ≤ 2m + 1} eine Orthogonalbasis
fu¨r PW  . Ist umgekehrt {k   (◦, tj); 1 ≤ j ≤ 2m + 1} eine Orthogonalbasis von PW   ,
so folgt wiederum mit Hilfe von Bemerkung 6.7, dass
k   (tk, tl) =
1
2pi
Dm(θkl) = 0
fu¨r alle k 6= l gelten muss. Hieraus folgt aber
θkl ∈
{
2jpi
2m+ 1
; 1 ≤ j ≤ m
}
(∀k 6= l).
Da aber T genau 2m + 1 verschiedene Punkte entha¨lt, folgt (6.1) und damit die Be-
hauptung.
Folgerung 6.12 Seien m ∈ N0 und T = {tj; 1 ≤ j ≤ 2m+ 1} a¨quivalent zum System
der (2m + 1)-ten Einheitswurzeln in C, d.h. es gelte (6.1). Dann gilt fu¨r jedes f ∈
PW  ,B =
⊕m
k=0 Bk, die Darstellung als Abtastsumme
f(u) =
1
2m+ 1
2m+1∑
j=1
f(tj)Dm(θ − θj) =
2m+1∑
j=1
f(tj)
1
2m+ 1
sin 2m+1
2
(θ − θj)
sin
θ−θj
2
(u ∈ S1),
wobei θ := ∠(u, 1) den Winkel zwischen u ∈ S1 und 1 ∈ S1 sowie θj := ∠(tj, 1) den
Winkel zwischen tj ∈ S1 und 1 ∈ S1 bezeichnet.
Bemerkung 6.13 Die obige Formel ist in der trigonometrischen Interpolationstheorie
unter dem Namen Lagrange-Darstellung von f ∈ Πm bekannt (siehe [38, pp. 88-90],
[54, p. 4]).
Umgekehrt wollen wir nun ein Ergebnis der Interpolationstheorie nutzen um, im Falle
nicht a¨quidistant verteilter Knoten tj ∈ S1, 1 ≤ j ≤ 2m + 1, die zu {k   (◦, tj); 1 ≤ j ≤
2m + 1} biorthonormale Basis zu bestimmen. Seien dazu tj := (cos θj, sin θj), 1 ≤ j ≤
2m+ 1, mit (o.E.d.A.) 0 ≤ θ1 < θ2 < ... < θ2m+1 < 2pi beliebig gegeben. Jedes f ∈ Πm
hat dann die Darstellung (Gauß-Formel) (siehe [38, p. 88-89], [54, p. 1])
f(θ) =
2m+1∑
j=1
f(θj)λj(θ) (θ ∈ R),
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mit den Grundpolynomen
λj(θ) :=
2m+1∏
µ=1,µ6=j
sin θ−θµ
2
sin
θj−θµ
2
(θ ∈ R).
Die Grundpolynome λj ∈ Πm, 1 ≤ j ≤ 2m + 1, haben dabei die Interpolationseigen-
schaft
λj(θµ) = δjµ (1 ≤ j, µ ≤ 2m + 1).
Fu¨r u = (cos θ, sin θ)t ∈ S1 setze nun ϕj(u) := λj(θ) fu¨r alle 1 ≤ j ≤ 2m + 1. Damit
folgt
〈ϕj, k   (◦, tµ)〉L2(S1) = ϕj(tµ) = λj(θµ) = δjµ (1 ≤ j, µ ≤ 2m+ 1).
Somit ist {ϕj; 1 ≤ j ≤ 2m+1} die zu {k   (◦, tj); 1 ≤ j ≤ 2m+1} biorthonormale Basis
von PW   = Πm. Aus Satz 6.4 folgt somit
Folgerung 6.14 Sei B =
⋃m
k=0 Bk fu¨r ein m ∈ N0 und tj := (cos θj, sin θj)t ∈ S1, 1 ≤
j ≤ 2m + 1, mit 0 ≤ θ1 < θ2 < ... < θ2m+1 < 2pi. Dann ist T := {tj; 1 ≤ j ≤ 2m + 1}
ein fundamentales Knotensystem fu¨r PW   (S1) = Πm und {ϕj; 1 ≤ j ≤ 2m+ 1}, mit
ϕj(t) := λj(θ) =:=
2m+1∏
µ=1,µ6=j
sin θ−θµ
2
sin
θj−θµ
2
(θ ∈ R),
ist die zu {k   (◦, tj); 1 ≤ j ≤ 2m + 1} biorthonormale Basis von PW   (S1). Weiter gilt
dann die Sampling-Entwicklung
f(u) =
2m+1∑
j=1
f(tj)ϕj(u) (f ∈ PW   (S1), u ∈ S1).
6.2 Abtastentwicklungen in PWB, B = Kr(0)
Wir wollen die im letzten Abschnitt erzielten Resultate nun auf die Quasi-Sampling-
Entwicklungen in PWB, B = Kr(0) ⊂ Rn, anwenden. Wir beginnen mit der Betrach-
tung von Unterra¨umen der Form
⊕
k∈J Hk(B) fu¨r endliches J ⊂ N0. Eine direkte
Folgerung aus dem Charakterisierungssatz (Satz 5.13) ist der
Satz 6.15 Seien r > 0, B = Kr(0) ⊂ Rn, J ⊂ N0 endlich und fu¨r jedes k ∈ N0
sei {Y (k)j ; 1 ≤ j ≤ ak} eine beliebig aber fest gewa¨hlte Orthonormalbasis im Raume
Hk(Sn−1) aller Kugelfunktionen vom Grade k auf Sn−1. Ferner bezeichne
c
(k)
j (f ; ρ) :=
∫
Sn−1
f(ρu)Y
(k)
j (u)dσn−1(u) (ρ ∈ R+, k ∈ N0, 1 ≤ j ≤ ak)
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wieder den radialen Fourier-Laplace-Koeffizient von f bzgl. Y
(k)
j und
L
(k)
j (f ; ρ) := ρ
−kc(k)j (f ; ρ) (ρ > 0, k ∈ N0, 1 ≤ j ≤ ak).
Fu¨r eine Funktion f ∈ C(Rn) ∩ L2(Rn) sind dann a¨quivalent:
a) f ∈⊕k∈J Hk(B),
b) f ∈ PWB und L(k)j (f ; ◦) = 0 fu¨r alle k /∈ J .
c) L
(k)
j (f ; ◦) ∈ PW (n+2k−1)r,e fu¨r alle k ∈ N0, 1 ≤ j ≤ ak und L(k)j (f ; ◦) = 0 fu¨r alle
k /∈ J .
Weiter haben wir fu¨r jedes f ∈⊕k∈J Hk(B) die Darstellung
f(x) =
∑
k∈J
ak∑
j=1
L
(k)
j (f ; |x|)P (k)j (x) (x ∈ Rn). (6.2)
Unter Beachtung der Bezeichnungsweisen des letzten Abschnitts ergibt sich hieraus
unmittelbar die
Folgerung 6.16 Sei f ∈⊕k∈J Hk(B) und B = ⋃k∈J Bk ⊂ A. Dann gilt
f(ρ ◦) ∈
⊕
k∈J
Hk(Sn−1) = PW   (ρ ≥ 0).
Ist ferner T = {tµ; 1 ≤ µ ≤ N} ⊂ Sn−1, N :=
∑
k∈J ak, ein fundamentales Knotensy-
stem bezu¨glich PW   =
⊕
k∈J Hk(Sn−1), so haben wir die Darstellung
f(ρu) =
N∑
µ=1
f(ρtµ)Yµ(u)
(
f ∈
⊕
k∈J
Hk(B), ρ ≥ 0, u ∈ Sn−1
)
, (6.3)
worin {Yµ; 1 ≤ µ ≤ N} die zu {k   (◦; tµ); 1 ≤ µ ≤ N} biorthonormale Basis von
PW  =
⊕
k∈J Hk(Sn−1) bezeichne.
Bemerkung 6.17 Insbesondere ist f ∈ ⊕k∈J Hk(B) eindeutig bestimmt durch seine
Werte auf dem endlichen System
S(tµ) := {ρtµ; ρ > 0} ⊂ Rn (1 ≤ µ ≤ N)
der von 0 ∈ Rn ausgehenden Strahlen Sµ durch tµ ∈ Sn−1, 1 ≤ µ ≤ N . Die Dar-
stellung in (6.3) ko¨nnte man daher ebenfalls als eine Art Quasi-Sampling bezeichnen,
wobei die Sampling-Menge nun eine endliche Schar von 0 ∈ Rn ausgehender Strah-
len, anstatt einer abza¨hlbaren Menge konzentrischer Spha¨ren im Rn (mit Mittelpunkt
0 ∈ Rn), ist. Schneidet man beide Systeme von Sampling-Mengen, so erha¨lt man ein
(i.a. irregula¨res) Gitter von Abtastpunkten im Rn.
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Wir werden nun zeigen, dass man auf diese Weise in der Tat zu Sampling-Entwicklungen
in
⊕
k∈J Hk(B) auf solchen Gittern gelangt. Wir gehen von (5.19) aus. Danach haben
wir fu¨r jede Funktion f ∈⊕k∈J Hk(B) die Darstellung
f(ρu) =
∑
k∈J
∞∑
m=1
R(k)m (ρ)Yk [f(rk,m◦); u] (ρ ∈ R+, u ∈ Sn−1), (6.4)
wobei
Yk [f(rk,m◦); u] = ak|Sn−1|
∫
Sn−1
f(rk,mv)C
(n−2)/2
k (u · v)dσn−1(v) (u ∈ Sn−1)
die orthogonale Projektion von f(rk,m◦) auf Hk(Sn−1) bezeichnet und die radialen
Entwicklungsfunktionen R
(k)
m durch
R(k)m (ρ) =
2r
n/2
k,mρ
−(n−2)/2J(n+2k−2)/2(rρ)
rJ(n+2k)/2(λk,m)(r
2
k,m − ρ2)
(ρ ∈ R+) (6.5)
gegeben sind. Hierin bezeichnete λk,m die m-te positive Nullstelle von J(n+2k−2)/2 und
rk,m := λk,m/r fu¨r alle k ∈ N0, m ∈ N. Nun gilt f(rk,m◦) ∈ PW  =
⊕
k∈J Hk(Sn−1)
fu¨r alle k ∈ J,m ∈ N. Ist daher fu¨r jedes k ∈ J und m ∈ N ein fundamentales
Knotensystem T (k,m) := {t(k,m)µ ; 1 ≤ µ ≤ N} ⊂ Sn−1 fu¨r PW   = ⊕k∈J Hk(Sn−1)
gegeben und {Y (k,m)µ ; 1 ≤ µ ≤ N} die zu {k   (◦, t(k,m)µ ); 1 ≤ µ ≤ N} biorthonormale
Basis von PW   =
⊕
k∈J Hk(Sn−1), so erhalten wir
f(rk,mv) =
N∑
µ=1
f(rk,mt
(k,m)
µ )Y
(k,m)
µ (v) (v ∈ Sn−1)
fu¨r alle k ∈ J und m ∈ N. Damit erhalten wir aber
Yk [f(rk,m◦); u] = ak|Sn−1|
∫
Sn−1
f(rk,mv)C
(n−2)/2
k (u · v)dσn−1(v)
=
N∑
µ=1
f(rk,mt
(k,m)
µ )
ak
|Sn−1|〈Y
(k,m)
µ , C
(n−2)/2
k (◦ · u)〉L2(Sn−1).
Setzen wir dies in (6.4) ein, so folgt der
Satz 6.18 Seien J ⊂ N0 endlich, N :=
∑
k∈J ak und fu¨r jedes (k,m) ∈ J × N sei
T (k,m) := {t(k,m)µ ; 1 ≤ µ ≤ N} ⊂ Sn−1
ein fundamentales Knotensystem fu¨r PW   =
⊕
k∈J Hk(Sn−1). Ferner sei
{Y (k,m)µ ; 1 ≤ µ ≤ N} ⊂ PW   =
⊕
k∈J
Hk(Sn−1)
102 6. Sampling-Entwicklungen
die zu {k   (◦, t(k,m)µ ); 1 ≤ µ ≤ N} biorthonormale Basis von ⊕k∈J Hk(Sn−1). Dann hat
jede Funktion f ∈⊕k∈J Hk(B) ⊂ PWB die Sampling-Darstellung
f(x) =
∑
k∈J
∞∑
m=1
N∑
µ=1
f
(
rk,mt
(k,m)
µ
)
g(k,m)µ (x) (x ∈ Rn) (6.6)
mit den Entwicklungsfunktionen
g(k,m)µ (x) := R
(k)
m (|x|)
ak
|Sn−1|
〈
Y (k,m)µ , C
(n−2)/2
k
(
◦ · x|x|
)〉
L2(Sn−1)︸ ︷︷ ︸
∈Hk(Sn−1)
∈ Hk(B) (x ∈ Rn),
wobei die R
(k)
m durch (6.5) gegeben sind. Die Reihe konvergiert dabei in der Norm des
Raumes PWB und somit auch gleichma¨ßig auf ganz R
n.
Ist {k   (◦, t(k,m)µ ); 1 ≤ µ ≤ N} sogar eine Orthogonalbasis von ⊕k∈J Hk(Sn−1), so sind
die Y
(k,m)
µ gegeben durch
Y (k,m)µ (u) =
k  (u, t
(k,m)
µ )
k  (t
(k,m)
µ , t
(k,m)
µ )
=
|Sn−1|
N
k   (u, t(k,m)µ ) (u ∈ Sn−1).
Da ferner k   (u, v) =
∑
j∈J
aj
|Sn−1|C
(n−2)/2
j (u · v) fu¨r alle u, v ∈ Sn−1 gilt, folgt fu¨r die
Entwicklungsfunktionen g
(k,m)
µ die Darstellung
g(k,m)µ (x) := R
(k)
m (|x|)
ak
N
C
(n−2)/2
k
(
t(k,m)µ ·
x
|x|
)
(x ∈ Rn).
Damit erhalten wir die
Folgerung 6.19 Zusa¨tzlich zu den Voraussetzungen des obigen Satzes sei
{k   (◦, t(k,m)µ ); 1 ≤ µ ≤ N}
sogar eine Orthogonalbasis von
⊕
k∈J
Hk(Sn−1). Dann hat jede Funktion f ∈
⊕
k∈J
Hk(B) ⊂
PWB die Sampling-Darstellung
f(x) =
∑
k∈J
ak
N
∞∑
m=1
N∑
µ=1
f
(
rk,mt
(k,m)
µ
)
R(k)m (|x|)C(n−2)/2k
(
t(k,m)µ ·
x
|x|
)
(x ∈ Rn).
Es gelten die gleichen Konvergenzeigenschaften wie oben.
Bemerkung 6.20 Man kann natu¨rlich auf allen Sampling-Spha¨ren das gleiche funda-
mentale Knotensystem T wa¨hlen. Dann braucht man auch nur ein einziges Biortho-
normalsystem {Yµ; 1 ≤ µ ≤ N} zu berechnen und die obigen Formeln vereinfachen sich
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entsprechend. Es ko¨nnte jedoch bei eventuellen Anwendungen in der Praxis auch von
Vorteil sein auf verschiedene Fundamentalsysteme zuru¨ckgreifen zu ko¨nnen, zum Bei-
spiel wenn einige Knoten nicht (oder nur schlecht) zuga¨ngig sind. Eine einfache Art
verschiedene solcher Knotensysteme zu erhalten besteht darin ein bekanntes Fundamen-
talsystem Drehungen im Rn zu unterwerfen. Sei dazu T = {tµ; 1 ≤ µ ≤ N} ⊂ Sn−1 ein
fundamentales Knotensystem fu¨r PW   =
⊕
k∈J Hk(Sn−1) und {Yµ; 1 ≤ µ ≤ N} die zu
{k   (◦, tµ); 1 ≤ µ ≤ N} biorthonormale Basis von PW   =
⊕
k∈J Hk(Sn−1). Ferner sei
A(k,m) ∈ SO(n) fu¨r alle (k,m) ∈ J × N. Dann ist T (k,m) := A(k,m)T ⊂ Sn−1 ebenfalls
ein fundamentales Knotensystem fu¨r
⊕
k∈J Hk(Sn−1) und die zu {k   (◦, A(k,m)tµ); 1 ≤
µ ≤ N} biorthonormale Basis braucht nicht fu¨r jedes (k,m) ∈ J × N neu berechnet zu
werden, sondern ist gegeben durch
Y (k,m)µ (u) = Yµ(A
−1
(k,m)u) = Yµ(A
t
(k,m)u) (u ∈ Sn−1, 1 ≤ µ ≤ N),
wie man unter Beachtung der Rotationsinvarianz des Skalarproduktes in L2(Sn−1) (sie-
he (2.17)) einfach nachrechnet.
Speziell fu¨r den Raum Hk(B) vereinfachen sich die Entwicklungen.
Folgerung 6.21 Fu¨r jedes m ∈ N sei T (m) := {t(m)µ ; 1 ≤ µ ≤ ak} ⊂ Sn−1 ein funda-
mentales Knotensystem fu¨r PW  
k
= Hk(Sn−1). Ferner sei {Y (m)µ ; 1 ≤ µ ≤ ak} die zu
{k   (◦, t(m)µ ); 1 ≤ µ ≤ ak} biorthonormale Basis von Hk(Sn−1). Dann hat jede Funktion
f ∈ Hk(B) ⊂ PWB die Sampling-Darstellung
f(x) =
∞∑
m=1
ak∑
µ=1
f
(
rk,mt
(m)
µ
)
g(m)µ (x) (x ∈ Rn) (6.7)
mit den Entwicklungsfunktionen
g(m)µ (x) := R
(k)
m (|x|)Y (m)µ
(
x
|x|
)
(x ∈ Rn),
wobei die R
(k)
m wiederum durch (6.5) gegeben sind.
Folgerung 6.22 Zusa¨tzlich zu den Voraussetzungen der letzten Folgerung sei
{k  (◦, t(m)µ ); 1 ≤ µ ≤ ak}
sogar eine Orthogonalbasis von Hk(Sn−1). Dann hat jede Funktion f ∈ Hk(B) ⊂ PWB
die Sampling-Darstellung
f(x) =
∞∑
m=1
ak∑
µ=1
f
(
rk,mt
(m)
µ
)
R(k)m (|x|)C(n−2)/2k
(
t(m)µ ·
x
|x|
)
(x ∈ Rn).
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Bemerkung 6.23 Speziell fu¨r k = 0 erhalten wir wieder die Folgerung 5.26 u¨ber die
Abtastung radialer Funktionen in PWB.
Falls die Menge J mehr als ein Element entha¨lt, haben die obigen Entwicklungen
den Nachteil, dass mit jedem k ∈ J eine zusa¨tzliche Folge von Sampling-Spha¨ren
auftritt (siehe Trennungseigenschaft der Nullstellen der Bessel-Funktionen auf Seite
108). Hierdurch wird die Abtastrate unno¨tig groß. Wir ko¨nnen dies vermeiden, indem
wir nicht von (5.19) sondern von der Entwicklung in Folgerung 5.28 ausgehen. Fu¨r
f ∈⊕k∈J Hk(B) lautet diese
f(x) =
∑
k∈J
ak∑
j=1
P
(k)
j (x)
∞∑
m=1
L
(k)
j (f ; rm)gm(|x|)
=
∑
k∈J
∞∑
m=1
gm(|x|)
( |x|
rm
)k
Yk
[
f(rm◦); x|x|
]
(x ∈ Rn)
mit den Abtastradien
rm :=
λm
r
, λm := m-te positive Nullstelle von J(n−2)/2 (m ∈ N)
und den Entwicklungsfunktionen
gm(ρ) =
2λ
n/2
m (rρ)−(n−2)/2J(n−2)/2(rρ)
Jn/2(λm)(λ2m − (rρ)2)
(ρ > 0, m ∈ N).
Mit der gleichen Argumentation wie oben erhalten wir dann den
Satz 6.24 Seien J ⊂ N0 endlich, N :=
∑
k∈J ak und fu¨r jedes m ∈ N sei
T (m) := {t(m)µ ; 1 ≤ µ ≤ N} ⊂ Sn−1
ein fundamentales Knotensystem fu¨r PW   =
⊕
k∈J Hk(Sn−1). Ferner sei
{Y (m)µ ; 1 ≤ µ ≤ N} ⊂ PW   =
⊕
k∈J
Hk(Sn−1)
die zu {k   (◦, t(m)µ ); 1 ≤ µ ≤ N} biorthonormale Basis von ⊕k∈J Hk(Sn−1). Dann hat
jede Funktion f ∈⊕k∈J Hk(B) ⊂ PWB die Sampling-Darstellung
f(x) =
∑
k∈J
∞∑
m=1
N∑
µ=1
f
(
rmt
(m)
µ
)
g(k,m)µ (x) (x ∈ Rn) (6.8)
mit den Entwicklungsfunktionen
g(k,m)µ (x) :=
( |x|
rm
)k
R(0)m (|x|)
ak
|Sn−1|
〈
Y (m)µ , C
(n−2)/2
k
(
◦ · x|x|
)〉
L2(Sn−1)
(x ∈ Rn),
wobei die R
(0)
m durch (6.5) gegeben sind. Die Reihe ist dabei auf ganz Rn gleichma¨ßig
konvergent.
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Folgerung 6.25 Zusa¨tzlich zu den Voraussetzungen des obigen Satzes sei
{k   (◦, t(m)µ ); 1 ≤ µ ≤ N}
sogar eine Orthogonalbasis von
⊕
k∈J
Hk(Sn−1). Dann hat jede Funktion f ∈
⊕
k∈J
Hk(B) ⊂
PWB die Sampling-Darstellung
f(x) =
∑
k∈J
ak
N
∞∑
m=1
N∑
µ=1
f
(
rmt
(m)
µ
)( |x|
rm
)k
R(0)m (|x|)C(n−2)/2k
(
t(m)µ ·
x
|x|
)
(x ∈ Rn).
Es gelten die gleichen Konvergenzeigenschaften wie oben.
Gehen wir statt von Folgerung 5.28 von Folgerung 5.29 (Regula¨res Quasi-Sampling)
aus, so erhalten wir den
Satz 6.26 Seien J ⊂ N0 endlich, N :=
∑
k∈J ak und fu¨r jedes m ∈ N sei
T (m) := {t(m)µ ; 1 ≤ µ ≤ N} ⊂ Sn−1
ein fundamentales Knotensystem fu¨r PW   =
⊕
k∈J Hk(Sn−1). Ferner sei
{Y (m)µ ; 1 ≤ µ ≤ N} ⊂ PW   =
⊕
k∈J
Hk(Sn−1)
die zu {k   (◦, t(m)µ ); 1 ≤ µ ≤ N} biorthonormale Basis von ⊕k∈J Hk(Sn−1). Dann hat
jede Funktion f ∈⊕k∈J Hk(B) ⊂ PWB die Sampling-Darstellung
f(x) =
∑
k∈J
∞∑
m=1
N∑
µ=1
f
(
rmt
(m)
µ
)
g(k,m)µ (x) (x ∈ Rn) (6.9)
mit den Entwicklungsfunktionen
g(k,m)µ (x) :=
( |x|
rm
)k
gm(|x|) ak|Sn−1|
〈
Y (m)µ , C
(n−2)/2
k
(
◦ · x|x|
)〉
L2(Sn−1)
(x ∈ Rn),
wobei die Abtastradien rm und Entwicklungsfunktionen gm nun gegeben sind durch
rm :=
2m− 1
2
pi
r
(m ∈ N),
gm(ρ) =
4(2m− 1) cos r(ρ− mpi
r
)
pi((2rρ/pi)2 − (2m− 1)2) (ρ > 0, m ∈ N).
Die Abtastreihe konvergiert dabei wieder gleichma¨ßig auf ganz Rn.
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Folgerung 6.27 Zusa¨tzlich zu den Voraussetzungen des obigen Satzes sei
{k   (◦, t(m)µ ); 1 ≤ µ ≤ N}
sogar eine Orthogonalbasis von
⊕
k∈J
Hk(Sn−1). Dann hat jede Funktion f ∈
⊕
k∈J
Hk(B) ⊂
PWB die Sampling-Darstellung
f(x) =
∑
k∈J
ak
N
∞∑
m=1
N∑
µ=1
f
(
rmt
(m)
µ
)( |x|
rm
)k
gm(|x|)C(n−2)/2k
(
t(m)µ ·
x
|x|
)
(x ∈ Rn).
Es gelten die gleichen Konvergenzeigenschaften wie oben.
Anhang A
Bessel-Funktionen
In diesem ersten Anhang stellen wir diejenigen Eigenschaften der Bessel-Funktionen
zusammen, die in dieser Arbeit beno¨tigt werden. Fu¨r ν ∈ R ist die Bessel-Funktion
erster Art der Ordnung ν definiert durch
Jν(z) :=
∞∑
k=0
(−1)k (z/2)2k+ν
k! Γ(k + ν + 1)
(z ∈ C := C \ {z ∈ R : z ≤ 0}). (A.1)
Γ sei dabei die Euler’sche Gammafunktion und
zν := exp(ν log z) (z ∈ C ),
wo log den Hauptzweig des Logarithmus bezeichne. (z/2)−νJν(z) la¨ßt sich dann zu
einer ganzen Funktion fortsetzen. Genauer gilt
(z/2)−νJν(z) =
∞∑
k=0
(−1)k (z/2)2k
k! Γ(k + ν + 1)
(z ∈ C := C \ {z ∈ R : z ≤ 0}), (A.2)
wobei die Potenzreihe fu¨r alle z ∈ C (absolut) konvergiert. Aus Definition A.1 folgen
unmittelbar
Jν(x) = O(xν) (x→ 0+), (A.3)
d
dz
[zνJν(z)] = z
νJν−1(z) (z ∈ C ). (A.4)
Folgerung A.1 Fu¨r alle α, β > 0 und ν > 0 gilt
lim
x→0+
xJν(αx)Jν−1(βx) = 0.
Weiter gilt die Rekursionsformel (siehe [50, p. 45]):
zJ
′
ν(z)− νJν(z) = −zJν+1(z). (A.5)
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Die folgende Integral-Darstellung ist unter dem Namen Poisson-Darstellung der
Bessel-Funktionen bekannt (siehe [50, p. 48]):
Jν(t) =
(t/2)ν
Γ
(
2ν+1
2
)
Γ
(
1
2
) ∫ 1
−1
eits(1− s2)(2ν−1)/2dλ(s) (ν > 1/2, t > 0). (A.6)
Weiter beno¨tigen wir noch das folgende
Lemma A.2 (Siehe [31, p. 86-88]) Seien α, β ∈ R+ und ν ∈ R, ν > −1. Dann gilt:
a) (α2 − β2) ∫ Jν(αx)Jν(βx)x dx = x{αJν+1(αx)Jν(βx)− βJν+1(βx)Jν(αx)},
b)
∫
J2ν (αx)x dx =
1
2
x2{J2ν (αx)− Jν−1(αx)Jν+1(αx)}.
Einige Eigenschaften der Nullstellen der Bessel-Funktionen sind beschrieben in dem
Lemma A.3 (Siehe [50, Chapter XV])
a) Jν hat abza¨hlbar unendlich viele positive Nullstellen λν,n > 0, n ∈ N, die keinen
endlichen Ha¨ufungspunkt besitzen.
b) Sei (λν,n)
∞
n=1 die Folge der positiven Nullstellen von Jν in natu¨rlicher Anordnung,
d.h. es gelte
0 < λν,1 < λν,2 < ... < λν,n < λν,n+1 < ...→∞.
Dann gilt
0 < λν,1 < λν+1,1 < λν,2 < λν+1,2 < λν,3 < ...
Dies nennt man die Trennungseigenschaft der Nullstellen von Jν und Jν+1.
Insbesondere ist Jν+1(λν,n) 6= 0 fu¨r alle n ∈ N.
Aus (A.5) ergibt sich sofort
J
′
(λν,n) = −Jν+1(λν,n) (n ∈ N)
und hieraus die Einfachheit der Nullstellen von Jν.
Anhang B
Der Satz von Bochner-Hecke
Der Satz von Bochner-Hecke spielt eine zentrale Rolle in dieser Arbeit und soll daher
an dieser Stelle bewiesen werden. Fu¨r k ∈ N0 bezeichne wieder Ak den Raum aller
(ra¨umlichen) Kugelfunktionen vom Grade k.
Satz B.1 Seien k ∈ N0 und f : Rn → C eine Funktion der Gestalt
f(x) = ϕ(|x|)P (k)(x) (x ∈ Rn) (B.1)
mit P (k) ∈ Ak und einer messbaren Funktion ϕ : [0,∞)→ C, die der Integrabilita¨tsbe-
dingung ∫ ∞
0
|ϕ(ρ)|ρn+k−1dρ <∞ (B.2)
genu¨gt. Dann ist f ∈ L1(Rn) und die Fourier-Transformierte f∧ ∈ C0(Rn) von f hat
die Darstellung
f∧(v) = P (k)(v)i−k|v|−(n+2k−2)/2
∫ ∞
0
ϕ(ρ)J(n+2k−2)/2(ρ|v|)ρ(n+2k)/2dρ (B.3)
fu¨r alle v ∈ Rn \ {0} mit stetiger Erga¨nzung in v = 0.
Bemerkung B.2 Fu¨r v = 0 erha¨lt man explizit
f∧(0) =
|Sn−1|
(2pi)n/2
P (k)(0)
∫ ∞
0
ϕ(ρ)ρn+k−1dρ (B.4)
und somit insbesondere f∧(0) = 0 fu¨r alle k 6= 0.
Beweis Unter Benutzung von Lemma 2.1 und der Homogenita¨t von P (k) folgt∫
 
n
|f(x)|dλn(x) =
∫ ∞
0
ρn−1
∫
Sn−1
|f(ρu)|dσn−1(u)dλ(ρ)
=
∫ ∞
0
|ϕ(ρ)|ρn+k−1dρ︸ ︷︷ ︸
<∞ wegen (B.2)
∫
Sn−1
|P (k)(u)|dσn−1(u)︸ ︷︷ ︸
<∞ da P (k)∈C(Sn−1)
<∞,
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also f ∈ L1(Rn) und weiter
f∧(0) =
1
(2pi)n/2
∫
 
n
f(x)dλn(x)
=
1
(2pi)n/2
∫ ∞
0
ϕ(ρ)ρn+k−1dλ(ρ)
∫
Sn−1
P (k)(u)dσn−1(u). (B.5)
Nun ist P (k) eine harmonische Funktion und die Mittelwerteigenschaft fu¨r harmonische
Funktionen (siehe [48, p. 38]) liefert somit∫
Sn−1
P (k)(u)dσn−1(u) = |Sn−1|P (k)(0).
Setzen wir dies in (B.5) ein, so folgt die Behauptung von (B.4). Fu¨r v 6= 0 setze v = rw
mit r := |v| > 0 und w := r−1v ∈ Sn−1. Wie oben folgt dann
f∧(v) =
1
(2pi)n/2
∫
 
n
f(x)e−iv·xdλn(x)
=
1
(2pi)n/2
∫ ∞
0
ϕ(ρ)ρn+k−1
∫
Sn−1
P (k)(u)e−irρw·udσn−1(u)dλ(ρ). (B.6)
Das innere Integral in (B.6) ko¨nnen wir mit dem Satz 2.34 von Funk-Hecke weiter
behandeln. Dies ergibt∫
Sn−1
P (k)(u)e−irρw·udσn−1(u)
= P (k)(w)|Sn−2|
∫ 1
−1
e−irρtC(n−2)/2k (t)(1− t2)(n−3)/2dλ(t)
= P (k)(w)|Sn−2|
√
2piF (1)
(
C
(n−2)/2
k (t)(1− t2)(n−3)/2χ(−1,1)(t); rρ
)
, (B.7)
worin χ(−1,1) die charakteristische Funktion des Intervalls (−1, 1) bezeichnet. Die obige
Fourier-Transformierte kann nun explizit berechnet werden, denn es gilt
Lemma B.3 Fu¨r λ ≥ 0 sei die Funktion ωλ : R→ C definiert durch
ωλ(t) := C
λ
k (t)(1− t2)λ−1/2χ(−1,1)(t) (t ∈ R). (B.8)
Dann ist ωλ ∈ L1(R) und es gilt
[ωλ]
∧ (s) =

√
2pii−k2−λ
Γ(2λ)
Γ(λ)
s−λJλ+k(s), λ > 0√
pi
2
i−kJk(s), λ = 0
(B.9)
fu¨r alle s > 0.
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Setzt man dies mit λ = (n− 2)/2 in (B.7) ein, so erha¨lt man∫
Sn−1
P (k)(u)e−irρw·udσn−1(u)
= P (k)(w)|Sn−2|(2pi)i−k2−(n−2)/2Γ(n− 2)
Γ(n−2
2
)
(rρ)−(n−2)/2J(n+2k−2)/2(rρ).
Benutzt man nun noch die Legendresche Verdopplungsformel fu¨r die Gammafunktion
Γ(x)Γ(x + 1/2) =
pi1/2
22x−1
Γ(2x) (x > 0) (B.10)
fu¨r x = (n− 2)/2 sowie
|Sn−2| = 2pi
(n−1)/2
Γ(n−1
2
)
,
so erha¨lt man schließlich∫
Sn−1
P (k)(u)e−irρw·udσn−1(u) = P (k)(w)(2pi)n/2i−k(rρ)−(n−2)/2J(n+2k−2)/2(rρ).
Setzt man dies in (B.6) ein und beachtet noch P (k)(v) = |v|kP (k)(w), so folgt die
Behauptung von (B.3).
Beweis zu Lemma B.3: Mit Hilfe der Rodriguez-Formel (2.21) fu¨r die Gegenbauer-
Polynome und k-maliger partieller Integration erhalten wir
[ωλ]
∧ (s) = (2pi)−1/2
∫ 1
−1
Cλk (t)(1− t2)λ−1/2e−istdt
= cλk(2pi)
−1/2
∫ 1
−1
e−ist
(
d
dt
)k [
(1− t2)k+λ−1/2] dt
= cλk(2pi)
−1/2(is)k
∫ 1
−1
e−ist(1− t2)k+λ−1/2dt (B.11)
mit
cλk :=
1
(−2)k(λ+ 1
2
)k
. (B.12)
Benutzen wir nun noch die Poisson-Darstellung der Bessel-Funktionen (A.6), so folgt
aus (B.11) und (B.12)
[ωλ]
∧ (s) = cλk(2pi)
−1/2iksk2k+λs−(k+λ)Γ
(
k + λ+
1
2
)
Γ
(
1
2
)
Jk+λ(s)
= (2pi)−1/2(−i)k2λs−λJk+λ(s)Γ
(
1
2
)
Γ(k + λ+ 1
2
)
(λ+ 1
2
)k
. (B.13)
Unter Benutzung der Funktionalgleichung der Gammafunktion und der Legendre’schen
Verdopplungsformel (B.10) folgt nach einfacher Rechnung
Γ(k + λ+ 1/2)
(λ+ 1
2
)k
= Γ(λ+
1
2
) =
pi1/2
22λ−1
Γ(2λ)
Γ(λ)
.
Setzt man dies in (B.13) ein und beachtet noch Γ(1/2) = pi1/2, so folgt die Behauptung.
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Folgerung B.4 Sei f : Rn → C wie in (B.1) gegeben. Dann gilt
f∨(v) = P (k)(v)ik|v|−(n+2k−2)/2
∫ ∞
0
ϕ(ρ)J(n+2k−2)/2(ρ|v|)ρ(n+2k)/2dρ (B.14)
fu¨r alle v ∈ Rn \ {0} mit stetiger Erga¨nzung in v = 0.
Beweis Dies folgt wegen f∨(v) = f∧(−v) und P (k)(−v) = (−1)kP (k)(v) sofort aus
Satz B.1.
Folgerung B.5 Sei f(x) = ϕ(|x|)P (k)(x), x ∈ Rn, wo P (k) ∈ Ak fu¨r ein k ∈ N0 und
ϕ : [0,∞)→ C messbar mit ∫ ∞
0
|ϕ(ρ)|2ρn+2k−1dρ <∞. (B.15)
Dann ist f ∈ L2(Rn) und fu¨r die Fourier-Plancherel-Transformierte f∧ und die inverse
Fourier-Plancherel-Transformiete f∨ von f gilt:
f∧(v) = P (k)(v)i−k|v|−(n+2k−2)/2
(2)
l.i.m.
A→∞
∫ A
0
ϕ(ρ)J(n+2k−2)/2(|v|ρ)ρ(n+2k)/2dλ(ρ), (B.16)
f∨(v) = P (k)(v)ik|v|−(n+2k−2)/2
(2)
l.i.m.
A→∞
∫ A
0
ϕ(ρ)J(n+2k−2)/2(|v|ρ)ρ(n+2k)/2dλ(ρ), (B.17)
jeweils fu¨r λn-fast alle v ∈ Rn.
Beweis Es gilt fu¨r λn-fast alle v ∈ Rn
f∧(v) :=
(2)
l.i.m.
R→∞
1
(2pi)n/2
∫
|x|<R
f(x)e−ix·vdλn(x) =
(2)
l.i.m.
R→∞
[
ωKR(0)(◦)f(◦)
]∧
(v)
(B.3)
= P (k)(v)i−k|v|−(n+2k−2)/2
(2)
l.i.m.
R→∞
∫ ∞
0
ϕ(ρ)ω(0,R)(ρ)J(n+2k−2)/2(ρ|v|)ρ(n+2k)/2dλ(ρ)
= P (k)(v)i−k|v|−(n+2k−2)/2
(2)
l.i.m.
R→∞
∫ R
0
ϕ(ρ)J(n+2k−2)/2(ρ|v|)ρ(n+2k)/2dλ(ρ).
Damit folgt die Behauptung von (B.16), und (B.17) folgt analog.
Mit Hilfe der Hankel(-Plancherel)-Transformationen ko¨nnen wir dies in einer fu¨r unsere
Anliegen besonders geeigneten Form wiedergeben.
Folgerung B.6 Sei f(x) = ϕ(|x|)P (k)(x), x ∈ Rn, wo P (k) ∈ Ak fu¨r ein k ∈ N0 und
ϕ ∈ Dn+2k. Dann ist f ∈ L2(Rn) und fu¨r die Fourier-Plancherel-Transformierte f∧
und die inverse Fourier-Plancherel-Transformiete f∨ von f gilt:
f∧(◦) = P (k)(◦)i−k| ◦ |−(n+2k−1)/2H(n+2k−2)/2
[
ϕ(ρ)ρ(n+2k−1)/2; | ◦ |] , (B.18)
f∨(◦) = P (k)(◦)ik| ◦ |−(n+2k−1)/2H(n+2k−2)/2
[
ϕ(ρ)ρ(n+2k−1)/2; | ◦ |] . (B.19)
Symbolverzeichnis
N Menge der natu¨rlichen Zahlen
N0 := N ∪ {0}
Z,R,C Menge der ganzen Zahlen, der reellen Zahlen, der komplexen
Zahlen
R+ := (0,∞), Menge aller positiven reellen Zahlen
R+ := [0,∞), Menge aller nicht-negativen reellen Zahlen
<(z),=(z) Realteil, Imagina¨rteil der komplexen Zahl z
Zn,Rn,Cn n-faches kartesisches Produkt von Z,R,C
intD,D, ∂D Inneres, Abschluß, Rand der Menge D
x · y :=∑nj=0 xjyj, kanonisches Skalarprodukt von x, y ∈ Rn
|x| := √x · x, euklidische Norm von x ∈ Rn
λn n-dimensionales Lebesgue-Maß
Lp(E) Raum der zur p-ten Potenz Lebesgue-integrierbaren Funk-
tionen auf der messbaren Menge E
‖f‖Lp(E) :=
{∫
E
|f(x)|pdx}1/p , 1 ≤ p <∞
‖f‖L∞(E) wesentliches Supremum von f
〈f, g〉L2(E) :=
∫
E
f(x)g(x)dx, Skalarprodukt in L2(E)
Sn−1 := {x ∈ Rn; |x| = 1}, Einheitsspha¨re im Rn
σn−1 Oberfla¨chenmaß auf Sn−1
|Sn−1| Oberfla¨che von Sn−1
Γ Eulersche Gammafunktion
C(X) := {f : X → C ; fstetig}, C-Algebra aller stetigen Funktio-
nen auf dem topologischen Raum X
CB(X) := {f ∈ C(X); ‖f‖∞ <∞}
C0(R
n) := {f ∈ C(Rn); lim|x|→∞ f(x) = 0}
C0(R
+) := {f ∈ C(R+); lim
x→+∞
f(x) = lim
x→0+
f(x) = 0}
C0(R+) := {f ∈ C(R+); limx→+∞ f(x) = 0}
C2pi Raum der 2pi-periodischen, stetigen Funktionen auf R
Π Menge aller trigonometrischen Polynome
Πm Menge aller trigonometrischen Polynome vom Grade ≤ m
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F1f L1-Fourier-Transformierte von f
F2f L2-Fourier-(Plancherel-)Transformierte von f
f∧, f∨ Fourier-Transformation, Fourier-Umkehrtransformation
(2)
l.i.m. Grenzwert im quadratischen Mittel (in der L2-Norm)
Hνf Hankel-Transformierte der Ordnung ν von f
Jν Bessel-Funktion erster Art der Ordnung ν
Kν(x, t) :=
√
xtJν(xt) Bessel-Hankel-Kern der Ordnung ν
Fs,Fc Fourier-Sinustransformation, Fourier-Kosinustransformation
H(Cn) C-Algebra aller ganzen Funktionen auf Cn
He(C) := {f ∈ H(C); f ist gerade}
Eσ Raum aller ganzen Funktionen vom exponentiellen Typ σ
SEσ Raum aller ganzen Funktionen vom spha¨rischen exponenti-
ellen Typ σ
Bpσ := {f ∈ Eσ; f |   n ∈ Lp(Rn)}, Bernstein-Ra¨ume
SBpσ := {f ∈ SEσ; f |   n ∈ Lp(Rn)}, spha¨rische Bernstein-Ra¨ume
Er,e := {g ∈ Er; g ist gerade}
B2r,e := {f ∈ B2r ; f ist gerade}
B2r,o := {f ∈ B2r ; f ist ungerade}
〈·, ·〉 Skalarprodukt
A abza¨hlbare (d.h. endliche oder abza¨hlbar unendliche) Index-
menge
lp(A), 1 ≤ p <∞ := Raum aller zur p-ten Potenz summierbaren Folgen auf A
l∞(A) := Raum aller beschra¨nkten Folgen auf A
Yt := {F ∈ Y ;F ist zonal mit Achse t}, axialer Kern von Y
mit Achse t, 19
At die zu A transponierte Matrix
En n-dimensionale Einheitsmatrix
O(n) := {A ∈ Rn×n;AAt = En = AtA}, orthogonale Gruppe vom
Grade n
SO(n) := {A ∈ O(n); detA = 1}, spezielle orthogonale Gruppe
vom Grade n
SOt(n), Ot(n) Untergruppe aller A ∈ SO(n) (A ∈ O(n)) mit Fixpunkt t
(z)k :=
∏k−1
j=0(z + j), Pochammer-Symbol
Cλk Gegenbauer-Polynom vom Grade k ∈ N0 zum Index λ, Nor-
mierung: Cλk (1) = 1
Tk := C
0
k , Chebyshev-Polynome erster Art vom Grade k
Pk := C
1/2
k , Legendre-Polynom vom Grade k
P Menge aller Polynomfunktionen auf Rn
Pk Menge aller Polynomfunktionen vom homogenen Grade k
auf Rn, 23
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Ak := {P ∈ Pk; ∆P (x) = 0, x ∈ Rn}, Menge der ra¨umlichen
Kugelfunktionen vom Grade k im Rn, 23
Hk = Hk(Sn−1) := {Y : Sn−1 → C;Y = P |Sn−1, P ∈ Ak}, Menge der Kugel-
funktionen (Kugelfla¨chenfunktionen) vom Grade k auf Sn−1,
23
P (k), P
(k)
j ra¨umliche Kugelfunktionen vom Grade k
Y (k), Y
(k)
j Kugelfunktionen (Kugelfla¨chenfunktionen) vom Grade k
Y (k)(ϕ; u) orthogonale Projektion von ϕ ∈ L2(Sn−1) auf Hk, 28
(Hk)t :=
{
Y (k) ∈ Hk;Y (k) ist zonal mit Achse t
}
, zonaler Kern
von Hk mit Achse t ∈ Sn−1, 27
Gk(u, v) reproduzierender Kern von Hk, 27
dk := dimPk, 23
ak := dimHk = dimAk = dk − dk−2, 24
∆ :=
∑n
j=1 ∂
2/∂x2j , Laplace-Operator
|α| :=∑nj=1 αj, Ordnung des Multiindex α
xα := xα11 x
α2
2 · · ·xαnn , x ∈ Rn, α ∈ Nn0
ker(ϕ) Kern der linearen Abbildung ϕ
span(G) lineares Erzeugnis der Menge G
dim Dimension eines linearen Raums
X∗ (algebraischer) Dualraum von X
f ∗t Auswertungsfunktional an der Stelle t
Λ Lagrange-Interpolationsoperator, 29
supp f Tra¨ger der Funktion f
PWB := {f ∈ C(Rn) ∩ L2(Rn); supp f∧ ⊂ B}, Paley-Wiener-
Raum, 31
PWr := PWB mit B = [−r, r] ⊂ R
PWr,e := {f ∈ PWr; f ist gerade}
PWr,0 := {f ∈ PWr; f ist ungerade}
PW  (Sn−1) Raum aller auf B Fourier-Laplace-bandlimitierten Funktio-
nen, 92
Jν(C) := {f ∈ C(R+) ∩ L2(R+); suppHνf ⊂ C}, Analogon zum
Paley-Wiener-Raum fu¨r die Hankel-Transformation vom
Grade ν mit Bandbereich C ⊂ [0,∞), 41
Jν,r := Jν(C) fu¨r C = [0, r]
Jν,r,R := Jν(C) fu¨r C = [r, R]
kν,C reproduzierender Kern von Jν(C)
mα(f) :=
∫∞
0
|f(x)|2xαdλ(x) ∈ [0,∞] fu¨r messbares f : R+ → C
und α ∈ R+, 44
PW
(α)
r,e := {f ∈ PWr,e;mα(f) <∞}, 44
PWr,ν :=Mν(Jν,r) ⊂ PW (2ν+1)r,e , ν ≥ −1/2, 49
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ϕ∧(k, j) := 〈ϕ, P (k)j 〉L2(Sn−1), Fourier-Laplace-Koeffizient von ϕ
bezu¨glich P
(k)
j , 60
c
(k)
j (f ; ρ) := [f(ρ ◦)]∧ (k, j), radialer Fourier-Laplace-Koeffizient von f
bezu¨glich P
(k)
j , 60
L
(k)
j (f ; ρ) := ρ
−kc(k)j (f ; ρ) fu¨r ρ > 0, k ∈ N0, 1 ≤ j ≤ ak, 71
Dm := L2w(0,∞) mit dem Gewicht w(ρ) := ρm−1
Rm(C) :=
{
ϕ ∈ C[0,∞) ∩ Dm; suppH(m−2)/2[ϕ(ρ)ρ(m−1)/2; ◦] ⊂ C
}
,
69
Hk(B) Raum aller Funktionen f mit einer Darstellung f(x) =∑ak
j=1 ϕj(|x|)P (k)j (x), x ∈ Rn, fu¨r gewisse ϕj, 1 ≤ j ≤ ak,
aus dem Raume Rn+2k(C), 78
χB charakteristische Funktion der Menge B
TE := {z = x + iy; x ∈ Rn, y ∈ E} ⊂ Cn, Zylinderbereich in Cn
mit Basis E ⊂ Rn, 33
⊕,⊕ direkte orthogonale Summe
X 	 Y orthogonales Komplement von Y in X
Y ⊥ orthogonales Komplement von Y
sinc sinus cardinalis
Kr(x0) := {x ∈ Rn : |x−x0| < r}, offene Kugel um x0 mit Radius r
Kr(x0) := {x ∈ Rn : |x− x0| ≤ r}, abgeschlossene Kugel um x0 mit
Radius r
|J | Anzahl der Elemente der Menge J
C(Ω) := {u : Ω→ C; u ist stetig}
[X], [X, Y ] Raum der linearen, beschra¨nkten Abbildungen von X nach
X, von X nach Y
O, o Landau-Symbole
ONB Orthonormalbasis
OGB Orthogonalbasis
∀ fu¨r alle
Beweisende
Index
Abtastentwicklung, 17
irregula¨re, 39
regula¨re, 39
Abtastpunkte, 18
Abtastreihe, 18
Abtastsatz von Shannon, 37
axialer Kern, 19
Bandbereich, 32, 41
Bandpass, 37
Bernstein-Ra¨ume, 14
Bessel-Funktionen
erster Art, 107
Bessel-Hankel-Kern, 12
bizonale Funktionen, 20
Caldero´n-Zerlegung, 24
Chebyshev-Polynome erster Art, 22
Dirichlet-Kern, 97
Entwicklungsfunktionen, 18
Fourier-Bessel-Funktionen, 53
Fourier-Bessel-Reihe, 53
Fourier-Dualitat, 38
Fourier-Kosinustransformation, 12
Fourier-Laplace-bandlimitiert, 92
Fourier-Laplace-Entwicklung, 25
Fourier-Laplace-Koeffizient
radialer, 60
Fourier-Laplace-Koeffizienten, 25
Fourier-Laplace-Transformation, 92
Fourier-Plancherel-Operator, 11
Fourier-Sinustransformation, 12
Fourier-Transformation, 11
fundamental, 24
ganze Funktionen
vom exponentiellen Typ, 13
vom spha¨rischen
exponentiellen Typ, 13
Gauß-Formel, 98
Gegenbauer-Polynome, 20
Hankel-Plancherel-Operator, 12
Hankel-Transformationen, 12
Hankel-Umkehrformel, 12
Hilbert-Raum mit
reproduzierendem Kern, 15
homogene Polynome, 23
Interpolationseigenschaft, 86, 94
Kadec-Konstante, 40
Knoten, 18
Konvergenzprinzip, 42
fu¨r Paley-Wiener-Ra¨ume, 33
Kugelfla¨chenfunktionen, 23
Kugelfunktionen, 23
ra¨umliche, 23
Lagrange-Darstellung, 98
Legendre-Polynome, 22
Paley-Wiener-Ra¨ume, 31
Parseval-Relationen, 11
Parsevalgleichung, 25
Pochammer-Symbol, 21
Poisson-Darstellung
der Bessel-Funktionen, 108
Quasi-Sampling-Eigenschaft, 63
Quasi-Sampling-Entwicklung, 63
Regula¨res Quasi-Sampling, 88
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118 Symbolverzeichnis
reproduzierende Eigenschaft, 15
reproduzierender Kern, 15
Riesz-Basis, 41
Rodriguez-Formel, 20
rotationsinvarianter Raum, 19
Sampling-Basis, 18
Sampling-Theorem
fu¨r radiale Funktionen, 87
Satz von
Bochner-Hecke, 28, 109
Funk-Hecke, 28
Paley-Wiener, 32
Paley-Wiener-Levinson, 40
spha¨rische Bernstein-Ra¨ume, 14
Tiefpass, 34
ultraspha¨rische Polynome, 20
zonale Funktionen, 19
Zylinderbereich, 33
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