Weakened Lie groups are Lie groups with a Hausdorff topology that is weaker than the Lie topology. We show that a large class of weakened Lie groups are locally isometric. If the weakened groups are not complete (and they usually are not), then the same property holds for their completions. This is a surprising result since, on a global scale, the weakened groups may exhibit many "unusual" and distinct characteristics. Other results include a constructive procedure for obtaining metrizable, weakened Lie groups and examples of metrizable topological groups with unusual properties.
Introduction
Weakening the topology of a Lie group can produce very complicated topological spaces. Even with the added assumption that the weakened structures must be Hausdorff topological groups, the topologies can be quite pathological. These topological groups, which were investigated by one of the authors in [5] , [6] , [7] , and [8] , are important to the study of Lie groups of transformations and immersions of analytic groups. Thus it is important to understand their structure. In this paper, we show that for a special class of weakened Lie groups and, more important, their completions, the local topological structure can be "understood." In fact, we show that the topological groups are locally isometric. This result gives a powerful tool to use in examining the local characteristics (dimensionality, local compactness, local connectedness, etc.) of these types of topological groups. The main theorem, which establishes the details of this idea, is stated in §4 and proved in §5. In §6, we use the main theorem to construct classes of metrizable groups with interesting properties and explore their relationship with groups that have been studied extensively by Nienhuys in [4] .
Notation and terminology
We will use the notation presented in this section throughout the paper. Other notation will be introduced as needed.
We denote the topological space X with topology T as (X, T ). If d is a metric on a space X, or a norm which induces a metric, we will denote the space with the metric topology by (X, d). The closure of (X, d) will be denoted (X, d). If (X, T ) is a topological space and A is a subset of X, then the subspace topology A inherits from T will be denoted T A . If (G, T ) and (H, H) are topological groups, then the product topology for G × H will be denoted by T × H. When G = H and T = H, T 2 will denote the product topology for G 2 . This notation will be extended to "larger" products as well.
We will also be interested in another kind of topology for product groups, which we will now describe. If A and B are abstract groups and T is a topology for A×B that makes A×B a topological group, then the subgroups A×{e} and {e} × B are also topological groups, with their respective relative topologies. If either of the projections of (A×B, T ) onto A×{e} or {e}×B is continuous, then the other projection is also continuous. In this case, after identifying A with A × {e} and B with {e} × B, we can regard T as the product of the topologies for A and B. If either of the projection maps is not continuous, however, then T is a non-product topology. The topologies that we construct in §3, and which form the subject of this paper, are generally non-product topologies.
All topological groups in this paper are abelian, and thus a completion in the category of topological groups exists [1, Theorem 2, p. 249]. We will denote the completion of the topological group (G, T ) as C(G, T ).
N, Z, and R will denote, respectively, the natural numbers, the integers, and the real numbers. The standard topology on R will be denoted τ . If x ∈ R m , for m ∈ N, then x will be the standard norm of x. If m = 1, x will be abbreviated |x|. If x ∈ R, then x will denote the greatest integer less than or equal to x − 1.
All sequences in a topological space will be indexed on N. Let {x j } and {y j } be sequences in R m and R n , respectively. We will often have cause to construct a sequence in R m+n from {x j } and {y j }. To see how this is accomplished, let x j = (x j1 , x j2 , . . . , x jm ) and y j = (y j1 , y j2 , . . . , y jn ). Then {(x j1 , x j2 , . . . , x jm , y j1 , y j2 , . . . , y jn ) : j ∈ N} will be a sequence in R m+n . We will denote this sequence by {(x j , y j )}.
Background information and preliminary results
In [6] one of the authors introduced a method to obtain weakened, Hausdorff group topologies on R n . The topologies that arise from this construction will be the impetus of our investigation, even though we will consider (and construct) a larger class of weakened analytic groups. We begin with the definition of a groupnorm and then state in Proposition 2 the procedure that appears in [6] .
Definition 1 A groupnorm on a group G is a function ν : G → R satisfying, for all x, y ∈ G,
A groupnorm will induce a metrizable group topology T on G by taking as a basis {x · U | x ∈ G, ∈ R, > 0} where U = {g ∈ G | ν(g) < }. Blurring the distinction between the groupnorm ν, the metric it induces, and T , we will refer to (G, T ) as (G, ν).
From now on, all sums will contain only finitely many nonzero terms.
Proposition 2 [6, Prop. 4.1] Let {p j } be a nonincreasing sequence of positive real numbers which converges to zero in the standard topology on R, and let {v j } be a sequence of nonzero elements of R n such that { v j } is nondecreasing and the sequence {p j+1 v j+1 / v j } has a positive lower bound. Then the function ν : R n → R defined by
is a groupnorm on R n such that ν(x) ≤ x for all x ∈ R and ν(v j ) ≤ p j . ν gives rise to a metrizable group topology on R n , weaker than the standard topology, in which v j → 0.
Definition 3 If the sequences {v j } and {p j } satisfy the hypothesis of 2, then ({v j }, {p j }) will be called a sequential-norming pair (SNP). If the groupnorm they induce is ν, then ({v j }, {p j }, ν) will be called a sequential-norming triple (SNT).
A simple example of a (SNP) is on R is ({v j }, {p j }) = ({j!}, {2/j}); another is ({j! + 1}, {2/j}). Despite the superficial similarity between these two (SNP)'s, they generate distinct topologies on R, since j! → 0 in the first topology, but not in the second. Meanwhile, ({2 2 j }, {2/j}) is a third (SNP) that generates yet another topology for R. One consequence of Theorem 8, which we will state in §4 and prove in §5, is that all three of these topologies are locally isometric, as are their completions. We note the following useful property of (SNP)'s. A natural question to ask at this point is whether a (SNP) on R n can somehow be used to generate (SNP)'s on R n+1 . Although [6, Proposition 4.4] gives a procedure for obtaining a norming pair for R n+1 (and hence one for R n+m ) given one for R n , we have a stronger result along the same lines. Proposition 5 Let ({v j }, {p j }) be a (SNP) for R n and let {q j } be any se-
induces a metrizable group topology on R n+m , weaker than the standard topology, in which w j → 0.
PROOF. Everything is clear except the fact that µ gives rise to a true metric, or, equivalently, that µ(x) = 0 ⇔ x = 0. For notational convenience let
and denote elements y ∈ R n+m as y = (y 1 , y 2 , . . . , y n+m ). Now suppose that µ(y) = 0. Let k = 1 + (y 1 , y 2 , . . . , y n ) . Since ({v j }, {p j }) forms a (SNP), we can apply 4 to get a d corresponding to k such that if |c j |p j < d then c j = 0 for all j, or c j v j > k. Choose such that 0 < ≤ min(d, 1). Since µ(y) = 0, there are c j such that
and clearly this implies that y − c j w j < . From this we can conclude that
Since |c j |p j < d, Lemma 4 allows us to conclude that c j = 0 for all j. Therefore y < , and since this argument holds for any , y = 0. 2 Definition 6 Suppose that ({v j }, {p j }) is a (SNP) on R n . If the topology on R n+m is weakened as described in 5, then ({w j }, {p j }) will be called an extended-norming pair and denoted (ENP). ({w j }, {p j }, µ) will be called an extended-norming triple and denoted (ENT).
Given a (SNP), such as ({j!}, {1/j}), it is easy to construct (ENP)'s. For example, ({(j!, 1)}, {1/j}) and ({(j!, j)}, {1/j}) are (ENP)'s on R × R. It is worth noting that the (ENP)'s differ from the (SNP)'s in a significant way. If ({v j }, {p j }) is a (SNP), then the condition that {p j+1 v j+1 / v j } must have a positive lower bound implies that the sequence { v j+1 / v j } diverges to infinity. If {w j } = {(v j , q j )} is part of a corresponding (ENP), however, then the sequence { w j+1 / w j } does not necessarily diverge to infinity, although, as we will show, it does have to be unbounded. To construct an example where { w j+1 / w j } does not diverge to infinity, let v j = j!, p j = 1/j, and w j = (v j , q j ), where
Then w j+1 / w j = 1 whenever j is even. On the other hand, if {w j } = {(v j , q j )} and ({w j }, {p j }) is an arbitrary (ENP), then the assumption that there is a positive real number C such that w j+1 / w j ≤ C leads, by a simple inductive argument, to the conclusion that w j+1 ≤ w 1 C j for all j. Thus
But this is impossible, for w 1 is a fixed real number, while v j+1 /C j diverges to infinity, since the ratio of consecutive terms in this sequence is
is greater than 2C for all sufficiently large j.
The next result follows naturally at this point. We will not, however, exploit its consequences until §6. There we will use it to construct an interesting class of examples.
Proposition 7 Let the hypotheses be as in 5. Then {0} n × R m inherits the standard topology from (R n+m , µ), and
We will show that the identity mapping
To do this we need to show that for any > 0 there is a δ > 0 such that
Apply 4 to the norming pair ({v j }, {p j }) to get a d corresponding to , and then choose δ = min (d, , 1). If µ(({0} n , z)) < δ then there are c j such that
We now proceed as in 5 to get c j v j < and |c j |p j < δ ≤ d. So once again, 4 implies that all c j = 0, and hence ({0} n , z) < . With this we have that the identity mapping is continuous and, in particular, it is uniformly continuous since any continuous homomorphism of topological groups is uniformly continuous. The inverse is also continuous since µ is weaker than τ n+m . Thus {0} n × R m inherits the standard topology from (R n+m , µ). To see that {0} n × R m is µ-closed, we note that {0} n × R m is complete as a subspace of (R m+n , τ m+n ) and this implies, along with the uniform continuity of the identity map, that {0} n × R m is complete as a subspace of (R m+n , µ). This proposition helps us to determine whether or not the topology associated with a particular (ENP) is a product topology. If the "extending sequence" {q j } does not converge to the identity in τ m , then the projection of R n+m onto {0} × R m is not continuous, and the µ-topology is not a product topology. If the extending sequence does converge to the identity, then the µ-topology might or might not be a product topology. In the particular case where {q j } is the zero sequence, however, the µ-topology is the product topology ν × τ m .
Another consequence of this proposition is that it allows us to easily determine closed subgroups of the weakened topological group. We can then form quotients and obtain metrizable group topologies on the quotient groups that are weaker than the standard quotient topologies. For example, if ({n!}, {1/n}) is our (SNP) and we use ({(n!, n)}, {1/n}) as our (ENP) to get a weakened topology on R 2 , then {0} × Z is closed, and we can form the quotient group R 2 / ({0} × Z) and obtain a weakened, metrizable group topology on R × T. In general, this can produce very interesting examples. We will explore this notion to some extent in §6, and more thoroughly in a future paper.
Main results
Using 5 we can obtain a large class of weakened analytic groups. We can, in fact, show that the collection of group topologies arising by this method has at least the cardinality of the continuum. With such a large class of topological groups at our disposal, a natural question is: "What do these topological groups look like?" Our main result applies to this question. It says that, with certain small restrictions, understanding the local structure of just one of the weakened analytic groups from 5 allows us to understand the local structure of many, and this understanding extends to the completions of the topological groups. We now state our main theorem. Recall from §2 that, for x ∈ R, x denotes the greatest integer less than or equal to x − 1.
for all but finitely many i. Let ({v i }, {p i }, ν ) and ({u i }, {p i }, µ ) be two (ENT)'s corresponding to ({v i }, {p i }, ν) and ({u i }, {p i }, µ), respectively. Then
The remainder of §4 introduces preliminaries for the proof of 8. The main proof is given in §5. To prove 8 we will introduce another groupnorm for R n and use it as an intermediate step in building up to the groupnorms in 8. We will see later how the "intermediate" groupnorm relates to the ones in our main theorem. Before proceeding with that idea, we need some preliminary results. The next few lemmas involve estimating the "size" of a sum given restrictions on the coefficients. Such estimates are important since the norms in question involve just such sums. We note that the next two lemmas are similar to Lemmas 5.1 and 5.2 in [3] . Nienhuys, however, only considers sequences of positive integers, whereas we have sequences in R n .
Lemma 9 Let {v i } be a sequence in R n such that 0 < v i < v i+1 and
PROOF. We will begin with the proof of (i) and proceed by induction. Let l = 1. Clearly
For (ii), we will prove the following statement by induction on t:
Suppose that t = 1. We know that 1 + k l−1 ≤ k l−1 . Therefore,
and thus (i) is true when t = 1.
.
( †) > v l−t−1 by an argument similar to the case t = 1. 2
Lemma 10 Let {v i } be a sequence as in 9 and let {q i } be a sequence in R m . Create {w i } ∈ R n+m by defining w i = (v i , q i ). Let α ∈ N, a i , b i , and c i be integers, and suppose that
and d i thus satisfies the hypothesis of 9. If d i = 0 for some i, then it is not zero for at least two i. Suppose that only d k , d j = 0 and, without loss of generality, that k > j. Therefore,
Since k ≥ j + 1 we have that d k v k ≥ v j+1 whereas, by 9 (i), −d j v j < v j+1 . Hence we have a contradiction in this case, and we can suppose that at least three of the d i 's are nonzero. Since at least three are nonzero, we can write
where d s = 0 and l + 1 < s. In particular, we have that
By 9 (i), the left side of the equality is less than v l+1 and by 9 (ii) the right side is greater than v l+1 . Thus we have a contradiction in this case as well.
We have also shown that if
and so the result also holds without extending {v i } to {w i }. 2
We are now in the position to introduce the "intermediate" groupnorm.
Lemma 11 Let ({v j }, {p j }) be a (SNP) on R n , and let G v be the subgroup of R n generated by the sequence {v j }. Then σ :
induces a metrizable group topology on G v in which {v j } converges to zero. If {q j } is any sequence in R m , {w j } = {(v j , q j )}, and G w is the subgroup of R n+m generated by {w j }, then
induces a metrizable group topology on G w in which {w j } converges to zero.
PROOF.
The proof is similar to the proof of 4 for the (SNP) and similar to 5 for the extended norming pair. 2
This groupnorm certainly resembles the groupnorm ν introduced in 4. In fact, it induces the same topology on G v as ν when G v is τ n -discrete. We will exploit this property in the proof of 8. If, however, G v is not τ n -discrete, then the two topologies are different, as the following proposition shows.
Proposition 12 Let ({v j }, {p j }, ν) be a (SNT) for R n , and let G v be the subgroup of R n that is generated by the sequence {v j }. If G v is not τ n -discrete, then the σ-topology for G v is strictly stronger than the ν-topology.
PROOF. Since G v is not τ n -discrete, there are sequences of non-zero elements of G v that converge to the identity in τ n . Let {x j } be any such sequence. Since the ν-topology is weaker than the usual topology, it is clear that ν(x j ) → 0. We will show by contradiction that σ(x j ) → 0. By Lemma 4, there is a d > 0 that corresponds to k = 1; that is, if the c i 's are integers and |c i |p i < d, then either all the c i 's are zero or c i v i > 1. If σ(x j ) → 0, then σ(x j ) < d for all sufficiently large j. Thus, for all sufficiently large j, there exist integers c i such that x j = c i v i and |c i |p i < d. Since x j = 0, Lemma 4 implies that x j = c i v i > 1. Since this is true for all sufficiently large j, {x j } cannot converge to the identity in τ n . 2
For a specific example where G v is not discrete in the usual topology, let v j = j! + (1/j 2 ) and p j = 1/j, for every integer j ≥ 2. If
then {x j } is a sequence of non-zero elements of G v that converges to the identity in the usual topology, and G v is not τ n -discrete. The proof of the previous result shows that ν(x j ) → 0 but that σ(x j ) → 0.
Lemma 13 Let ({v i }, {p i }) be a (SNP) on R n and let ({v i }, {p i }) be a corresponding (ENP) on R m+n . Let G v and σ be as in 11. Let
, and a i and b i are integers such that x = a i v i = b i v i and |a i |p i , |b i |p i < 1 3 , then a i = b i . A similar result holds σ and for the (ENP).
Now we are in the situation to apply 10 and conclude that a i = b i . 2
We should note the importance of the previous lemma. It says that if x ∈ G v and the σ-groupnorm of x is small enough, then there is only one way to represent x as a i v i so that |a i |p i is small. We will use this property to make the isometries in our main theorem well defined.
Proposition 14
Let ({v i }, {p i }) and ({u i }, {p i }) be two (SNP)'s on R n such that
for all but finitely many i and ({v i }, {p i }) and ({u i }, {p i }) be two extended norming pairs corresponding to, respectively, ({v i }, {p i }) and ({u i }, {p i }). Let (G v , σ v ) be the subgroup of R n generated by the sequence {v i } with the topology induced by the groupnorm σ given in 11. (G u , σ u ), (G v , σ v ) , and (G u , σ u ) are defined similarly. Then
As we can see, this proposition is similar to our main theorem, 8. The difference is that it uses the "intermediate" groupnorm (and its extension), which is only defined on a subgroup of R n (or in the extension case, R n+m ). We proceed with the proof.
PROOF. We can assume, without loss of generality, that (2) holds for all i. Fix k ∈ R such that 0 < k ≤ 1 6 . Let B σv = B σv (0, k) be the σ v -ball in G v centered at the origin and of radius k. Define B σu similarly. We will show that B σv is isometric to B σu . Using Lemma 13 and the definition of B σv , we see that any x ∈ B σv has a unique representation x = a i v i such that |a i |p i < k. In particular, we know that σ v (x) = |a i |p i . We will call this representation a "best" representation for x. Also notice that for any x, y ∈ B σv , σ v (x − y) <
also falls under the conditions given in 13 so that
We still need to show that ∀x, y ∈ B σv ,
This follows easily if f (x − y) = f (x) − f (y). Note that, as we showed above, a best representation for x − y is (a i − b i )v i if the best representation for x is a i v i and the best representation for y is b i v i . Thus f (x−y) = (a i − b i )u i , and this is obviously f (x) − f (y). This completes the proof of (i).
Since f extends to an isometrȳ
and C(B σv ) and C(B σu ) contain open neighborhoods in C(G v ) and C(G u ), respectively, we have (iii).
The proofs of (ii) and (iv) are similar to the proofs of (i) and (iii), respectively. 2
The proof of Theorem 8, which appears in the following section, relies heavily on the fact that sufficiently small open balls in the σ-topology for G v must be discrete in the usual topology. This fact is established by the following lemma.
Lemma 15 Let σ be the groupnorm given in 11, and let B s be the σ-ball of radius s around the origin. If s is sufficiently small, then B s is discrete in the usual topology for R n .
PROOF. Choose k from Lemma 4 to be equal to one. Now there is a d > 0 such that if |c j |p j < d and c j ∈ Z, then either c j = 0 for all j or c j v j > k = 1. Choose s so that 2s < d. Now suppose that x, y ∈ B s and x − y < 1. Since x, y ∈ B s we can write x = c j v j and y = a j v j , where |c j |p j < s and |a j |p j < s. Then x − y = (c j − a j )v j , where
Since x − y < 1 = k, we conclude that c j − a j = 0 for all j. Thus x = y, and B s is discrete for s sufficiently small. 2
We have actually shown a little more in the proof of this lemma. In particular, we see that distinct elements of B s are at least one unit apart in the usual metric. We will use this fact in the next section.
We now have all the tools necessary to proceed with the proof of our main theorem, 8.
Proof of Theorem 8
We now begin the proof of Theorem 8. Let s be as in the previous lemma and let 0 < r ≤ min{1/6, s/2}. Define B ν = B ν (0, r) to be the ν-ball of radius r around the origin in R n . Define B µ = B µ (0, r) similarly. Let B σv = B σv (0, r) and B σu = B σu (0, r) be defined as in the proof of 14. We will show that
It is clear that B σv ⊆ B ν , since ν(x) ≤ σ v (x) for any x ∈ G v . We claim that B ν is the disjoint union of τ n -balls of the form B(q, r − σ v (q)) where q ∈ B σv . Suppose that x ∈ B ν . Then, by the definition of ν, there exist integers c i such that
Now q = c i v i ∈ G v and |c i |p i < r. This allows us to conclude that σ v (q) ≤ |c i |p i . Thus σ v (q) + x − q < r, and this implies that x ∈ B(q, r − σ v (q)). Now suppose that x ∈ B(q, r − σ v (q)). Using the definition of ν, we conclude that ν(x − q) < r − σ v (q). Since ν(q) is necessarily less than or equal to σ v (q), it follows that
This implies that B ν is a union of the τ n -balls, B(q, r −σ v (q)). We still need to show that the union is disjoint. To see this, note that each ball B(q, r − σ v (q)) is centered at an element of B σv and has radius less than or equal to r ≤ 1/6. We showed, however, in the proof of 15 that distinct elements of B s are at least one unit apart in the standard metric. Since r < s we know that elements in B σv are at least one unit apart. It is now clear that the union is disjoint. Now suppose that x ∈ B ν . Then x is in exactly one of the τ n -balls of the form B(q, r − σ v (q)) where q ∈ B σv . Thus x can be written uniquely as q + y (just choose q to be the center of τ n -ball containing x and let y = x − q), where σ v (q) + y < r. We will call such a representation for x a "best" representation. We have, moreover, that
This is a pivotal notion and so we elaborate on the idea. Recall that ν(x) = inf { |c j |p j + x − c j v j : c j ∈ Z}. So if ν(x) < r, there is some element q in G v such that q = c j v j and |c j |p j + x − q < r. In particular x − q < r and σ v (q ) < r. Now suppose that q = q. Then, using the fact that distinct elements of B σv are at least one unit apart in the standard topology, we have that
This is a contradiction, and we conclude that
as desired. A similar argument shows the same results for any x ∈ B µ . We note that the above argument clearly holds if we choose balls of radius less than r. This fact is important for the remainder of the proof. Now let f be the isometry between B ν and x is uniquely expressed as q + y (as shown above), then g(x) = f (q) + y. Now
Since f is an isometry σ v (q) + y = σ u (f (q)) + y , and thus
This doesn't specifically show that g is an isometry, but it is a necessary first step. To proceed, suppose that x, z ∈ 1 2 B ν . Then x and z are uniquely expressed as x = q 1 + y 1 and z = q 2 + y 2 where σ v (q 1 ) and σ v (q 2 ) are less than r/2. Since ν(x − z) < r, a best representation exists for x − z. We claim that this "best representation" is, necessarily, (q 1 − q 2 ) + (y 1 − y 2 ). We see that (R × {0}, ν R×{0} ) is not dense in (R × Z, ν R×Z ). This shows that 8 is truly a local result. The justification of the this statement, however, falls outside the scope of this paper and will appear (in a generalized form) in a later paper. Theorem 8 also permits us, in some cases, to apply the results in [4] to determine the local properties of a topology. In particular, we will focus on the topological groups C(Z × Z, (ψ × τ ) Z×Z ) and C(Z × Z, µ Z×Z ) from the preceding paragraph, and ask, "What is the dimension of C(Z × Z, µ Z×Z )?" Since (Z×Z, µ Z×Z ) is a nonproduct topology, the usual dimension theory arguments do not apply, and the answer to the question is not readily apparent. Because ψ × τ is a product topology, however, we can use [2, Corollary, p. 33] and the fact that dim(C(Z, τ Z )) = 0 to deduce that dim(C(Z × Z, (ψ × τ ) Z×Z )) = dim(C(Z, ψ Z )). Now 8 (more specifically 14 with G v = Z × Z) says that C(Z × Z, (ψ × τ ) Z×Z ) and C(Z × Z, µ Z×Z ) are locally isometric, and our question thus reduces to determining the dimension of C(Z, ψ Z ). This type of completion on Z is studied extensively by Nienhuys in [4] , and, in particular, [4, Theorem 41 ] says that C(Z, ψ Z ) is totally disconnected and of dimension one. Thus dim(C(Z × Z, µ Z×Z )) = 1.
There is one caveat at this point. We cannot conclude using 8 that C(Z × Z, µ Z×Z ) is totally disconnected. This is, of course, because of the local nature of the theorem. We can say, however, that C(Z × Z, µ Z×Z ) is locally, totally disconnected.
Concluding Remarks
Our main theorem gives a powerful tool to use in the understanding of a class of weakened Lie groups. It says that many of these topological groups are the same locally. Also, it gives a way to construct classes of topological groups with unusual properties. All we have to do is somehow construct one unusual topological group and then apply Theorem 8. In a subsequent paper, we will give more examples of topological groups with interesting properties and discuss how to choose sequences so that the resulting groups exhibit desired characteristics.
Finally, we note that our main theorem allows us to compare the topologies generated by (SNP)'s and (ENP)'s in which different sequences, {v i } and {u i }, converge to the identity, but at the same rate, {p i }. It is natural to ask a complementary question, which is how the topologies compare if the sequence, {v i }, converges to the identity, but at two different rates. It is not hard to construct examples where the two topologies are different, but it is also possible for them to be the same. We plan to address this situation in a subsequent paper.
