Genetic Analysis Workshop 18 (GAW18) focused on identification of genes and functional variants that influence complex phenotypes in human sequence data. Data for the workshop were donated by the T2D-GENES Consortium and included whole genome sequences for odd-numbered autosomes in 464 key individuals selected from 20 Mexican American families, a dense set of single-nucleotide polymorphisms in 959 individuals in these families, and longitudinal data on systolic and diastolic blood pressure measured at 1-4 examinations over a period of 20 years. Simulated phenotypes were generated based on the real sequence data and pedigree structures. In the design of the simulation model, gene expression measures from the San Antonio Family Heart Study (not distributed as part of the GAW18 data) were used to identify genes whose mRNA levels were correlated with blood pressure. Observed variants within these genes were designated as functional in the GAW18 simulation if they were nonsynonymous and predicted to have deleterious effects on protein function or if they were noncoding and associated with mRNA levels. Two simulated longitudinal phenotypes were modeled to have the same trait distributions as the real systolic and diastolic blood pressure data, with effects of age, sex, and medication use, including a genotype-medication interaction. For each phenotype, more than 1000 sequence variants in more than 200 genes present on the odd-numbered autosomes individually explained less than 0.01-2.78% of phenotypic variance. Cumulatively, variants in the most influential gene explained 7.79% of trait variance. An additional simulated phenotype, Q1, was designed to be correlated among family members but to not be associated with any sequence variants. Two hundred replicates of the phenotypes were simulated, with each including data for 849 individuals.
Background
The Genetic Analysis Workshop 18 (GAW18) data set consisted of whole genome sequence data in a pedigreebased sample, longitudinal phenotype data for hypertension and related traits, and 200 replicates of simulated longitudinal phenotype data that used the real genotypes, pedigree structures, and trait distributions. Genetic data for GAW18 included aligned and called whole genome sequences for odd-numbered autosomes, sequence calls cleaned of mendelian errors for the sequenced individuals and imputed genotypes for their family members, and the dense single-nucleotide polymorphism (SNP) data used for the imputing of sequence in family members. In addition, genotype dosages were provided for each called SNP in terms of number of minor alleles carried (0, 1, or 2) with a weighted average used for imputed genotypes that could not be determined unambiguously. Real phenotype data included sex, age, year of examination, systolic and diastolic blood pressure, use of antihypertensive medications, and tobacco smoking at up to four time points.
Methods

T2D-GENES study
The Type 2 Diabetes Genetic Exploration by Next-Generation Sequencing in Ethnic Samples (T2D-GENES) Consortium is a collaborative international effort to identify genes influencing susceptibility to type 2 diabetes. The GAW18 data set was drawn from T2D-GENES Project 2, a complex pedigree-based study designed to identify low-frequency or rare variants that influence susceptibility to type 2 diabetes using information from whole genome sequencing (WGS) of 1043 individuals from 20 Mexican American pedigrees enriched for type 2 diabetes from San Antonio, Texas. These family data were obtained from two studies: the San Antonio Family Heart Study (SAFHS) and the San Antonio Family Diabetes/ Gallbladder Study (SAFDGS), which are together referred to as the San Antonio Family Studies (SAFS). The T2D-GENES Consortium sequenced approximately 600 individuals chosen for their value in imputing sequence information in about 450 additional family members. This is possible because all individuals in the sample were previously assessed for a high-density SNP framework. WGS is being performed commercially at Complete Genomics Inc (CGI), and the GAW18 data set was based on the sequence data for the first 483 T2D-GENES samples.
The T2D-GENES Project 2 family data were drawn from two San Antonio-based family studies: SAFHS and SAFDGS. The SAFHS began in 1991 with 40-to 60-year-old low-income Mexican Americans, selected at random without regard to presence or absence of disease, who were almost exclusively from Mexican American census tracts in San Antonio, Texas [1] . All first-, second-, and third-degree relatives of the proband and of the proband's spouse, age 16 years or older, were eligible to participate in the study. Participants were recalled for up to four examinations over an approximately 20-year period. The SAFDGS also began in 1991 as the San Antonio Family Diabetes Study [2] and recruited low-income Mexican Americans with type 2 diabetes identified in an earlier epidemiologic survey, the San Antonio Heart Study. All first-, second-, and third-degree relatives, age 18 or older, were invited to participate in the study. Participants were recalled twice for a total of up to three examinations per person. The second recall began the gallbladder component of the study, recruited new family members, and added 8 newly recruited families [3, 4] .
From the SAFS families, 20 large pedigrees, consisting of 1043 individuals, were selected for T2D-GENES Project 2 by focusing on large lineages to maximize the number of potential copies of founder alleles and to get an optimal ratio of sequencing efficiency and number of individuals with type 2 diabetes. These pedigrees average 52 individuals, with a maximum pedigree size of 87 individuals. To select individuals for WGS, the program ExomePicks (http://genome.sph.umich.edu/ wiki/ ExomePicks was used to choose approximately 600 individuals. ExomePicks is designed to select an optimal subset of individuals to sequence to infer WGS calls in remaining family members using a framework of previously typed SNPs to identify regions of identity-bydescent sharing between sequenced and unsequenced individuals. The sequences for the remaining family members were obtained using family-based imputation around a previously assessed high-density SNP framework.
The data set for GAW18 included 20 pedigrees with 21-76 individuals with blood pressure measurements at one or more exams. These families included two examined pairs of monozygotic twins in two different families. The maximum set of genetically unrelated individuals with phenotype data that could be extracted from these pedigrees consisted of 157 individuals.
Whole genome sequence data
GAW18 used an early version of the T2D-GENES "freeze 1" data set, prepared in early 2012. WGS data used for GAW18 came from 483 individuals sequenced by CGI at an average 60× coverage. Of these, 19 samples failed to meet SNP quality control criteria, such as number of SNPs called, fractions and ratio of homozygous and heterozygous sites, and fraction of novel SNPs, leaving sequence data for 464 individuals. Pedigree information was verified by estimated kinship coefficients, principal components analysis (PCA), and number of mendelian errors between parent and offspring samples. A novel mul-tisampleSNP filtering pipeline was used to collect quality measures across all samples, including allele balance, strand bias, fraction of bases with low quality, and fraction of mendelian errors. Support vector machine (SVM) classifiers were used to filter out low-quality SNPs.
In the 483 individuals, 26.8M SNPs were identified, and after eliminating the 19 outlier individuals, 24M SNPs passed SVM and insertion-deletion (INDEL) proximity filters. More than 69% of the quality-controlled SNPs were not in dbSNP 129, and the overall transition to transversion ratio was 2.18, whereas SNPs in dbSNP have a transition to transversion ratio of 2.19. More than 51% of SNPs had minor allele frequency (MAF) less than 1%. The aligned, called sequence data for the 464 individuals who passed quality control checks were provided in variant call format (vcf) files for GAW18. Information fields provided in the vcf files included number of samples with fully called data, allele frequency, dbSNP membership, dbSNP rs identifier, strand bias Pearson's correlation, strand bias z-score, cycle bias Pearson's correlation, cycle bias z-score, cycle-strand Pearson's correlation, base-quality inflation z-score, ratio of base-quality inflation, alternate allele quality z-score, alternate allele inflation score, and fraction of bases with map quality of 0, less than 10, less than 20, and less than 30.
A novel population-based imputation approach, prephasing imputation, was used to impute WGS data for 961 individuals in the 20 large pedigrees based on an existing framework of dense SNPs designed for genome-wide association studies (GWAS) [5] . This approach works in two steps. First, haplotypes are estimated for each individual for the GWAS data (prephasing). Second, the estimated haplotypes are used directly for imputation of sequence variants.
MaCH was used for prephasing the GWAS data [6] . This haplotyping approach proceeds through a series of iterative steps. In each step a new pair of haplotypes is sampled for each individual as an imperfect mosaic of the estimated haplotypes ("templates") for other individuals in the data set. After a number of iterations, "best-guess" haplotypes are constructed for each individual by combining information across the sampled haplotype configurations. For the present data set, 20 iterations and 400 templates were used. After GWAS genotypes are phased, each haplotype can be imputed separately if it is assumed that the GWAS haplotypes are conditionally independent, given a reference panel. The reference panel provides template haplotypes for the imputation model, and marginal probabilities for the untyped alleles in each GWAS haplotype are estimated by means of standard hidden Markov model (HMM) calculations (the "forwardbackward" algorithm).
As an initial approximating procedure, the preliminary imputation ignored family structure. To eliminate errors and improve the overall quality of imputation, we then proceeded to identify all obligate mendelian errors using the computer program SimWalk2 [7] . This analysis used all available pedigree information. Using a mendelian probability model, likely errors were identified and iteratively blanked until each marker configuration could pass a likelihood calculation test (ie, produce a nonzero likelihood), indicating the absence of mendelian inconsistencies. Following this error detection phase, we then reimputed the blanked genotypes, now using information on the genotypes of surrounding family members. The program MERLIN [8] was employed for this, using the general approach of Burdick et al [9] . Because of the high computational burden associated with this procedure in large pedigrees, for each individual with missing genotypes, we formed a trimmed locally optimal pedigree containing as much haplotype transmission data as could be reasonably placed in memory to optimize the speed of computation while maximizing genetic information. For this procedure we used a maximum of 16 bits of pedigree extension per individual. For each missing genotype the probabilities of each possible genotype were calculated in the context of the local haplotypes. The resulting probabilities were then used to generate an appropriately weighted gene dosage variable. These gene dosage measures were provided for each sequence variant. However, when imputed genotype calls were ambiguous, blanks were retained in the imputed genotype file.
Genotype calls cleaned of mendelian errors were provided for 959 individuals (464 directly sequenced and the rest imputed) for 8,348,674 locations in the genome. These sequence data were for odd-numbered autosomes only and did not include structural variants. GWAS data for 472,049 SNPs on odd-numbered autosomes were provided for these 959 family members. These data were obtained using different versions of the Illumina Infinium Beadchips: HumanHap550v3, supplemented with HumanExon510Sv1; Human660W-Quadv1; Human1Mv1; and Human1M-Duov3. The raw GWAS genotype data obtained were processed using standard quality control procedures, and SNP genotypes cleaned of mendelian errors were provided for odd-numbered autosomes for use by GAW18 participants who wished to work on methods for imputing sequence data through the pedigrees. Finally, for participants who wished to analyze data using the full pedigree structure but who were not interested in methodological issues related to cleaning or imputing sequence data, a file of called variant dosages was provided with the entry for each variant being the estimated number of minor alleles carried, obtained either from the direct sequence or by imputation.
Phenotype data
Participants in both SAFHS and SAFDGS were followed in a mixed longitudinal fashion. Blood pressure measurements were taken during one or more study exams from 932 SAFS participants in the 20 T2D-GENES sequencing families (Table 1) . Of these individuals, 246 had one blood pressure measure, 183 had two, 309 had three, and 194 had four. For each examination, blood pressure was measured three times after a five-minute rest with a Random Zero sphygmomanometer. The numbers provided were the averages of the second and third readings. The phenotype data provided consisted of sex, age at examination, year of examination, systolic blood pressure (SBP), diastolic blood pressure (DBP), current use of antihypertensive medications, hypertension diagnosis, and current tobacco smoking at the time of each exam for up to four time points. Hypertension was defined as SBP > 140, DBP > 90, or antihypertensive medication use at that examination. Note that because diagnosis for each time point was defined using the data only at that particular examination, affected individuals may appear to revert and become unaffected at a later exam if their SBP or DBP decreased and they were unmedicated.
Simulated phenotypes
Simulated phenotypes were modeled after the real data with SBP and DBP distributions and frequencies of hypertension, medication use, and tobacco smoking taken from the SAFS T2D-GENES data. An additional simulated quantitative trait not present in the real data set, Q1, was also added. The simulation model used the real pedigrees and the cleaned imputed sequence data for each individual and was constructed to maintain the heritabilities of SBP and DBP and the observed correlations between them. Note, however, that upper and lower bounds were not placed on simulated SBP or DBP, nor was simulated SBP required to be greater than simulated DBP. This resulted in a handful of individuals with biologically implausible simulated trait values.
The sample for the simulated data set was the individuals who had both phenotype data and imputed sequence data in the real data set: 849 individuals. Two hundred replicates of simulated phenotype data were generated. All individuals had simulated phenotype data at three time points with no missing data, with the exception of Q1, which was provided only for the first exam. Each individual's sex was taken from the real data set, and ages from the real data set were used when possible. For individuals not examined at all time points in the real data set, missing ages at exam were filled in by adding or subtracting 3.9 years between exams 1 and 2 and/or 6.9 years between exams 1 and 3. Because age and sex were based on the real T2D-GENES data, they did not vary across replicates of the simulated data. SBP, DBP, hypertension diagnosis, medication use, and tobacco smoking were generated anew for each simulation replicate.
Simulation model
The GAW18 simulation model was extensively informed by patterns in the real SAFS blood pressure data. Measures of gene expression in lymphocytes were available from the first SAFHS exam [10] and were used to select "functional" genes for the GAW18 phenotype simulation. Genetic correlations between measures of mRNA expression and SBP and DBP were estimated. Genes on odd-numbered chromosomes whose expression levels were both phenotypically and genetically correlated with either SBP or DBP at a p value of 0.05 were selected, and their expression levels were tested for association (at p < 0.05) against the sequence data to identify cis-regulatory variants within 5kb upstream and downstream of the gene. For each gene we then performed a stepwise regression to identify the conditional effects of individual SNPs, again requiring a p < 0.05 for a SNP to pass this conditional association test. The estimated conditional effect size for each SNP was the basis for its phenotypic effect on the simulated phenotypes. In addition, PolyPhen was used to identify potentially deleterious coding variants in these same genes.
Direction and magnitude of effect for each SNP were determined using the observed correlation between mRNA and SBP/DBP for regulatory variants. For coding variants we assumed that deleterious variants would decrease function. If mRNA was positively correlated with SBP or DBP, then deleterious coding variants decreased mean phenotype levels; and, conversely, if mRNA was negatively correlated with SBP/DBP, then deleterious coding variants increased blood pressures. The magnitude of the effect size for coding variants was primarily a multiplicative function of the PolyPhen-2 score (PP2S, ranging from 0 to 1) and the observed genetic correlation (r g ) between transcript and SBP/DBP measure. Specifically, for a given phenotype, effect size was determined by [(percentile of ranked PP2S) × (PP2S 2 ) × (r g ) × k × l], where k is an overall constant and l is a gene-specific constant. There were 1243 variants in 245 genes that influenced variation in simulated DBP and 1040 variants in 205 genes that influenced variation in simulated SBP. Table 2 lists the top 15 genes with the largest effects on each of simulated DBP and SBP, and Table 3 lists the top 55 individual variants, all of which are nonsynonymous coding variants that account for at least a tenth of a percent of variance in simulated DBP, SBP, or both. Additional File 1 lists all 1458 functional variants. Individual variants accounted for less than 0.001% to as much as 2.78% of the phenotypic variance in DBP and SBP. If the effects of all variants in a gene were combined, each gene accounted for less than 0.001% to as much as 7.79% of phenotypic variance. Simulated SBP and DBP varied by sex and increased with age. Effect sizes for these covariates were estimated from the real data set. Simulated DBP was modeled to be an average of 3.715 lower in females and increased by 0.158 per year of age, but only in females. Simulated DBP did not increase by age in males. Simulated SBP was 5.565 lower in females and increased by 0.266 per year of age in males and 0.708 per year of age in females. Age effects were standardized to a mean age of 37.74. Also, paralleling the observed data, simulated cigarette smoking was not related to simulated SBP or DBP.
The total heritability for each simulated phenotype was fixed at the heritability observed in the SAFS data: 0.279 for SBP and 0.317 for DBP. The heritability not accounted for by the variants listed in Additional File 1 was generated using a set of 1000 random variants in genes without main effects from the odd-numbered chromosomes with at least one 3′ or 5′ SNP with MAF > 0.4. These common variants varied across replicates, and each had equal effect sizes. Half were randomly assigned to lower blood pressure and half to raise it. Each of these background variants changed For each replicate, after SBP and DBP were generated, individuals with SBP > 140 or DBP > 90 were assigned to be hypertensive. A proportion of hypertensive individuals were then chosen to be "treated," and their simulated SBP and DBP were decreased by 6.2 and 7.9, respectively, with the effect of medication being estimated from the SAFS exam 1 data. The probability of a hypertensive individual being medicated was modeled after the real data set and started at 0.55 at exam 1 and rose to 0.67 at exam 2 and 0.82 at exam 3. Individuals carrying coding variants in CYP3A43 that were predicted to be deleterious by PolyPhen-2 (Table 4 ) were assigned to be medication nonresponders, and their blood pressures were not modified regardless of treatment status.
At subsequent simulated examinations, SBP and DBP values were regenerated with the new age at exam using the same genetic values as exam 1 but with a random environmental component that was correlated with the environmental component at exam 1. This led to genetic correlations of r g = 1 within trait across time (eg, SBP at simulated exam 1 with SBP at simulated exam 2 or 3) and equal to that observed at exam 1 for SBP-DBP genetic correlations. Environmental components were also correlated between DBP and SBP. The correlation in environmental components between each pair of simulated blood pressures is given in Table 5 . Individuals assigned by simulation to receive hypertensive treatment at exam 1 retained their affection status at subsequent exam regardless of their simulated blood pressures. Additional individuals were diagnosed with hypertension if their exam 2 or exam 3 blood pressures were over the thresholds. Individuals simulated to receive antihypertensive treatment at exam 1 remained on treatment, and an additional proportion of affected individuals began treatment, mimicking the pattern of increasing proportion of affected individuals being treated in later exams seen in the real SAFS data. Cigarette smoking, on the other hand, decreased over the exams with 22.9% of individuals randomly selected to be smokers at exam 1 and 1.45% quitting at each exam to mimic the trend of decreasing smoking seen in the real data set.
Q1 was simulated as a normally distributed quantitative trait that was correlated among family members (additive genetic heritability = 0.68) but not influenced by any of the genotyped SNPs. Mean levels of Q1 were higher in females and decreased with age. Q1 was not influenced by cigarette smoking and was not correlated with simulated SBP, DBP, or hypertension. Measured at only a single simulated exam, Q1 was generated primarily to facilitate assessment of type I error. Given that it was simulated independently of the genotype data, any observed associations were necessarily false positives.
Conclusions
The GAW18 data set represents the first whole genome sequence distributed for a Genetic Analysis Workshop. These data were newly generated at the time of the workshop, and GAW18 participants had access to them only shortly after the T2D-GENES investigators themselves. Partly because of this, some aspects of the data set were a bit unpolished. For example, Hinrichs et al [11] identified some weaknesses in the imputation methods used and, in fact, T2D-GENES has since redone the imputation. Because of this and because the sample size was subsequently increased, the T2D-GENES Project 2 data now available in the National Institutes of Health dbGaP repository differ from the data distributed for GAW18. Despite these minor weaknesses, the GAW18 data set is still valuable and provides opportunities to address timely analytical challenges through comprehensive WGS in a large sample, complex real phenotypes with complications such as medication effects, and longitudinal data. The simulated phenotypes also presented analytical challenges, in particular, the simulation of small effect sizes with an attempt to build these realistically using observed heritabilities and biologically meaningful weightings of functional variants derived from PolyPhen-2 and from analyses of real gene expression data. When the data were prepared, we anticipated that GAW18 participants could use them to address a variety of timely problems and issues in statistical genetics methods development. We expected that the WGS and GWAS data would be used to improve approaches for imputing sequence calls in unsequenced family members and to explore the use of existing SNP data for use in error checking of WGS data sets. Methods for gene localization and nomination of potential functional variants have been a consistent focus of the Genetic Analysis Workshops, and we anticipated that this would be a major use of the data. In addition to standard association-based methods of localization, the large pedigrees in the data set made it possible to examine linkage and combined linkage-association approaches. The fact that these families are Mexican American also introduced admixture mapping and population genetics as potential areas of investigation. The inclusion of phenotypic data from multiple examinations facilitated development of methods for genetic analysis of longitudinal data. We also expected that GAW18 participants would seek to use various organizing and filtering principles and additional sources of biological knowledge to focus their analyses and limit the inherent multiple testing in a WGS search. These included grouping sequence variants at the level of genes or pathways or using bioinformatics databases to select variants annotated as coding or regulatory or to place informative prior probabilities on the potential functionality of variants. Indeed, GAW18 participants put these data to all these uses and more. 
