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Abstract. In this paper we describe our intended approach for the ver-
ification of software written in imperative programming languages. We
base our approach on model checking of graph transition systems, where
each state is a graph and the transitions are specified by graph trans-
formation rules. We believe that graph transformation is a very suitable
technique to model the execution semantics of languages with dynamic
memory allocation. Furthermore, such representation allows us to inves-
tigate the use of graph abstractions, which can mitigate the combina-
torial explosion inherent to model checking. In addition to presenting
our planned approach, we reason about its feasibility, and, by providing
a brief comparison to other existing methods, we highlight the benefits
and drawbacks that are expected.
1 Introduction
The verification of software systems has already been a venerable concern for
some computer scientists. However, given the ever-growing use of software in our
society, and the consequent problems and damages due to programming errors,
over the last years this concern became more wide-spread and hence, attracted
more attention from researchers. As a natural consequence of this fact, several
different methods and techniques have been proposed and are being studied.
One recent key change in such verification techniques is the development of
approaches that can analyse the correctness of software written in commonly
used imperative programming languages. Previously, those methods were limited
to the so-called “modeling languages”, which have a clean and simple definition
and are thus more amenable to formal treatment. We can roughly divide current
software verification techniques in two types: deductive or exploratory.
Deductive methods are mostly based on the principles defined by Floyd [19]
and Hoare [22], and later refined by Dijkstra [13]. These methods rely on an
axiomatic definition of the semantics of the programming language elements
and on inference rules that allow one to reason about the desired correctness
properties of a program in a compositional way. Among the tools developed under
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this approach we can cite the KeY System [6], Why/Krakatoa [18] and jStar [14]
for the verification of Java programs, and the Spec# tool [4] for analysing code
written in a super-set of the C# language.
Exploratory methods try to exhaustively (or partially) enumerate the pos-
sible states of a program. A program state corresponds to a snapshot of the
program dynamic structures in memory, e.g., heap, stack, threads locks and pro-
gram counters, etc. The transitions between states are given by the execution
semantics of the language on which the program is written. In fact, an exhaus-
tive exploration mechanism can be seen as a non-deterministic machine that
generates all possible execution paths of the input program and produces a tran-
sition system, representing the program state space. A well known exploratory
technique is model checking [3], where the desired correctness properties of the
program are checked to hold over a finite transition system. Among currently
available software model checkers we can cite Java PathFinder (JPF) [38] and
Bogor [16] for Java, and MoonWalker [12] for C# programs.
The purpose of this paper is to present an overview of a new exploratory
approach that we plan to develop for the verification of software. This approach is
based on model checking of graph transition systems (GTS), where each program
state is modeled as a graph and the exploration (execution) engine is specified by
graph transformation rules. We believe that graph transformation [32] is a very
suitable technique to model the execution semantics of languages with dynamic
memory allocation. Furthermore, such representation provides a clean setting
to investigate the use of graph abstractions, which can mitigate the space state
explosion problem that is inherent to model checking techniques.
The rest of this paper is organized as follows. In Sect. 2 we explain the
underlying concepts of our approach, viz., graph transformations and graph ab-
stractions. The planned verification approach is given in Sect. 3, and a discussion
about its feasibility is presented in Sect. 4. Related work is given in Sect. 5, and
Sect. 6 concludes the paper.
2 Concepts
In this section we present the two techniques on which we base our verification
approach: graph transformation and graph abstraction. These techniques are
very generic and can be used in various settings, thus we focus our presentation
of the concepts to the relevant aspects of our problem at hand.
2.1 Graph Transformations
Graph transformation (or graph rewriting) is a rule-based transformation tech-
nique with a solid theoretical foundation [32]. We use the term graph production
system (GPS) to refer to a set of graph transformation rules. Each rule specifies
both the conditions under which it can be applied and the changes to be per-
formed. A transformation rule is composed of two graphs, a left hand side (LHS)
and a right hand side (RHS), and is applied to a host graph, i.e., the graph to
public class Cell {
public Object val;
public Cell next;
}
public class Buffer {
private Cell first , last;
public Buffer () {
first = new Cell ();
first.next = new Cell ();
first.next.next = new Cell ();
last = first.next.next;
last.next = first;
}
public void put(Object arg) {
if (last.next.val == null) {
last = last.next;
last.val = arg;
}
}
public void drop() {
if (first.val != null) {
first.val = null;
first = first.next;
}
}
}
Fig. 1. A Java example of a circular buffer with three cells.
be transformed. In general terms, a rule is applied by searching for an image
of the LHS on the host graph and by replacing the found image with a copy of
the RHS. This search for a LHS image corresponds to the subgraph matching
problem (see Sect. 4).
A GPS can be used to simulate the execution semantics of a programming
language. We illustrate this with a simple example. Consider the snippet of Java
code shown in Fig. 1, which implements a circular buffer with three Cells. Each
Cell has two fields: next, a reference to its adjacent position, and val, which
can hold a reference to an Object. The state of a Buffer object in memory,
immediately after the execution of its constructor, can be easily captured by a
graph, depicted in Fig. 2(a). In this representation, nodes stand for instances
of classes, or primitive values, and edges represent the references (object fields).
The Buffer class has two methods, put and drop.
Method put inserts the given argument Object after the current last ele-
ment, provided that the Buffer is not full. Figure 2(c) shows the graph trans-
formation rule that models the execution of the put method. The LHS defines
the nodes and edges of the host graph involved in the transformation and pro-
vides the conditions for the rule application, i.e., last.next.val == null. The
argument of the put method is assumed to have an arbitrary non-null value x.
The RHS of the put rule establishes the effect of the rule application, i.e., the
next pointer is moved and the argument value is stored.
Method drop discards the first element of a non-empty Buffer. The cor-
responding transformation rule is given in Fig. 2(d). The node label {?x[!null]}
in the LHS can be seen as a regular expression that matches with any node in
the host graph except the null node.
The exploration of all possible applications of the put and drop rules over the
initial host graph shown in Fig. 2(a) yields a graph transition system (GTS) that
captures all possible states of a Buffer object. If we consider that the arbitrary
value x of the argument of put is drawn from a finite set D with cardinality
#D = k, the number n of states of the GTS in this example can be determined
a priory, and is given by the formula n = k
4−1
k−1 , for k > 1. Assuming that D
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Fig. 2. (a), (c), and (d): Graph production system that captures the execution seman-
tics of the Java program given in Fig. 1. (b): A graph transition system, see Sect. 2.2.
represents the set of Java integers, we have that k = 232, and thus the value of
n, even for such a small example, is already flabbergasting. In order to control
such blow-up we need to abstract away irrelevant information.
2.2 Abstract Interpretation
Continuing with the discussion of the previous section, the kind of information
that can be considered irrelevant is dependent on the properties that one wishes
to verify. For the circular buffer example, we might want to check if indeed no
element is inserted if the buffer is full. In the GTS, this property p means that no
execution path with more than three applications of the put rule exists. To verify
such property, it is not necessary to keep track of the concrete values stored in
the buffer; it suffices to know that the values are non-null. This simplifies the
GTS to only 4 states, shown in Fig. 2(b), and makes the verification of p a trivial
task.
The abstraction just described can be placed within the theory of abstract
interpretation, developed by Cousot and Cousot [10]. An abstraction from a
subset of concrete values from set C to an element of an abstract set A is given by
an abstraction function α : 2C → A, and conversely by a concretization function
γ : A→ 2C . The elements of C and A are required to be ordered in a lattice and
α and γ must be monotonic with respect to this ordering. In our example, C =
D∪{null}, with an ordering (null v D); and A = {⊥, null, non-null,>}, with
an ordering (⊥ v null v non-null v >). The abstraction and concretization
functions are defined as
α(D ∪ {null}) = > γ(>) = D ∪ {null}
α(D) = non-null γ(non-null) = D
α({null}) = null γ(null) = {null}
α(∅) = ⊥ γ(⊥) = ∅ .
In this example γ = α−1, but this is not generally the case. The > value is the
most relaxed abstraction and represents every subset of C. On the other hand,
⊥ is the most coarse approximation and thus maps to the empty set.
The key point of an abstract interpretation is that, with respect to the cor-
rectness properties that one wants to verify, the abstraction is an over-approxi-
mation of the concrete system. Thus, if a property holds on the abstract domain,
it is guaranteed to hold on the concrete domain. This is the reason why we can
check the correctness of the program of Fig. 1 using the abstract GTS of Fig. 2(b).
However, it might be the case, due to loss of precision in the abstraction, that a
property does not hold on the abstract domain but actually holds in the concrete
domain, a so-called false positive error report.
2.3 Graph Abstractions
The example of the previous section is an interesting case of abstraction from
the data domain of the program, which can be used to shrink the program state
space to a reasonable size. However, such abstraction fails to cope with structures
of unbounded size, e.g., a linked list. Regardless of data abstraction, the tran-
sition system of a such structure is infinite and thus unsuitable to exploratory
verification methods without some previous manipulation. What we need is a
method to deal with the graph structure, i.e., we need to abstract a possible
infinite state graph to a finite graph.
A graph abstraction is based on the concepts of shape analysis, proposed by
Sagiv et al. [33, 34], and of abstract interpretation. A graph shape is an abstrac-
tion that captures the underlying structure of a set of concrete graphs, acting
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Fig. 3. Graph shape abstraction of the concrete states of the GTS in Fig. 2(b)
as their representative in the abstracted domain. The basis of this technique
falls within the same idea of abstract interpretation presented in the previous
section, except that now the abstraction function maps a set of concrete graphs
to a corresponding graph shape. Returning once more to the circular buffer ex-
ample, Fig. 3 shows a graph shape that captures all possible states of the buffer.
Each node (resp. edge) of a graph shape is marked with a multiplicity, indicating
how many nodes (resp. edges) must (or may) be present in a concrete graph. In
Fig. 3 we see that only one occurrence of a null and Buffer node is allowed,
as indicated by the multiplicity 1 in the upper right corner of the nodes of the
graph shape. Similarly, we see three mandatory Cell nodes and zero or more
non-null value nodes (marked with multiplicity *). The edges of a graph shape
are in fact hyper-edges, with a set of source and target nodes. The concretiza-
tion of an abstract hyper-edge amount to all possible combinations of source and
target node sets. In Fig. 3, the hyper-edges labeled with first and last show
that each of these fields in a concrete graph can point to any of the three cells
of the buffer.
3 Approach
Now that we have presented the most important underlying concepts, let us
discuss how they can be combined in our intended approach for software veri-
fication. Figure 4 provides a picture of the whole verification cycle. The input
is the program source code, written in some programming language, e.g., Java.
The code is analysed by a compiler that produces as output an abstract syntax
graph (ASG). This ASG is essentially the usual abstract syntax tree produced by
a language parser enriched with type and variable bindings. The ASG, together
with definitions of the language control flow semantics, is the input of a flow
construction mechanism, that builds a flow graph for the given ASG. This flow
graph represents how the execution point of the program should flow through
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Fig. 4. Overview of the verification cycle proposed.
the ASG, according to the rules of the programming language in use. Together,
an ASG and a flow graph form a program graph, an executable representation
of the program code as a graph.
We can now feed the program graph to an exploratory graph transformation
system, composed by graph transformation rules that capture the execution se-
mantics of the elements of the programming language, to exhaustively explore
the state space of the program graph. This exploration produces a graph transi-
tion system (GTS) that captures all possible paths of execution of the program.
However, as discussed in Sect. 2, a program GTS may be finite but still pro-
hibitively large, or even infinite. At this point the previously discussed abstrac-
tion techniques come into play, in order to produce a finite GTS. Additionally,
we may profit from our representation of states as graphs and use a graph iso-
morphism algorithm to collapse isomorphic states into a single representative,
thus reducing the size of the GTS. This is further discussed in Sect. 4.
After producing the GTS, we can perform model checking against a given set
of correctness properties that the program is expected to have. This check pro-
duces either a verdict that the program is indeed correct, or a counter-example
of an execution path that produces an error. This counter-example can then
be traced back to the ASG, or, better yet, the input code, so that the user
can inspect the error. As an exploration/model checking engine we will use
GROOVE [26], a tool specifically developed to perform model checking of graph
production systems.
4 Discussion
As noted by Dwyer et al. [17], the combination of model checking with abstrac-
tion techniques is an emerging trend. The new idea in our proposal is to use
graphs and graph transformations as a base of state representation and state
space exploration. Although, at first, this may seem to introduce a lot of unnec-
essary complexity into an already complex problem, after a careful analysis we
can see that this is not the case.
On the complexity of the subgraph matching problem. The general case
of the subgraph matching problem is known to be NP-complete [20]. However,
there are several cases for which solving this problem is much easier. For example,
in the case where the rules and the host graph contain a root label, Dodds
and Plump [15] showed that the matching can be done in constant time. Even
on the general case, heuristics can be used to improve the execution time of
the matching algorithm. The work of Geiß et al. [21] shows how the search
plan heuristic can be used for this purpose. Another interesting improvement
is described in the work of Bergmann et al. [7], which presents a solution with
incremental pattern matching, where sets of matchings of graph transformation
rules are stored and incrementally updated as the host graph changes.
Isomorphism for state space reduction. As noted in Sect. 3, our choice
of graphs to represent states allows us to perform symmetry reduction of the
state space by using graph isomorphism algorithms. The graph isomorphism
problem belongs to the NP complexity class but it is still not known whether
the general case of the problem is either solvable in polynomial time or is NP-
complete. However, in practice the problem can often be solved efficiently [25].
Furthermore, this is an optional optimization in our verification cycle that can
be switched off if the cost of isomorphism checking is higher than the actual gain
on the state space reduction (which is the case if the expected symmetry is low).
The collapsing of states under isomorphism particularly pays off when the
states representation of a problem have a high degree of symmetry. An inter-
esting study on one of such cases was conducted by Crouzen, Van de Pol, and
Rensink [11]. In this study, the protocol of an ad-hoc self-configuring communi-
cation network was analysed with two model checking tools: GROOVE, based
on graph transformations; and µCRL, based on process algebra. In that partic-
ular problem, the study showed that isomorphism symmetry checks can reduce
the state space in several orders of magnitude. In [28], Rensink presents the
current implementation of isomorphism checking in GROOVE, based on graph
certificates.
Drawbacks. Every verification method has strengths and weaknesses, and ours
is no different. A problem with usual model checking techniques is the need of a
“whole-world” model of the system. In our case, no provision is currently avail-
able for compositional verification, for example, of language libraries. Therefore,
the implementation of the libraries elements that are used in the input program
must also be given as input.
Another issue are abstractions that may produce a large number of false
positives, and thus place a heavy burden on the user, i.e., to check if indeed all
the reported problems correspond to real errors. Care must be taken during the
design of abstractions so that the number of false positives reported is low.
On capturing the program execution semantics as graph transforma-
tion rules. In our running example of the circular buffer (Fig. 2) we presented
graph transformation rules that simulate the execution of the whole bodies of
methods put and drop. This was done to provide a clearer picture of the concepts
that we use. However, it should be noted that it is not possible to provide an
automatic way to translate a whole method body to a single rule, simply because
the number of methods that a programmer can create is infinite. Therefore, we
work on a more fine-grained level: we provide transformation rules based on the
execution semantics of the elements of the language, e.g., assignments, object
creation, method invocation, etc. This once more stress the analogy of a GTS
exploration mechanism and a virtual machine.
5 Related Work
The amount of research dedicated to software verification is enormous. Here
we limit ourselves to the investigations that we consider most similar to our
proposed approach.
The use of graph isomorphism for state symmetry reduction was investigated
by Turner et al. [37], and Spermann and Leuschel [36], in the context of the ProB
model checker. In their work, the internal model checker representation of a
state was translated to a graph, that was then given to an external isomorphism
checking tool: Nauty [25]. They report empirical results to show the effectiveness
on the state space reduction. A large part of their work was devoted to the
translation to a graph representation, a problem that we do not face. Other
researchers address the problem of symmetry reduction directly over the internal
state representation of their model checker of choice. This is the case of Lerda
and Visser [24] for Java PathFinder, and Robby et al. [31] for Bogor.
The automatic extraction of a finite-state model from Java code for the pur-
pose of model checking was addressed by Corbett et al. [8], with the Bandera
tool set. They also propose the use of data abstraction as one of the techniques
for building tractable models for verification. Our approach could also benefit
from their Slicer component, that remove variables and structures from the code
that are not relevant for checking a certain property.
Anand, Pa˘sa˘reanu and Visser [1] proposed the use of abstraction and shape
analysis in the context of symbolic model checking. Again, a program state
(captured by a symbolic heap configuration) was represented using a graph-
based formalism. Their method for symbolic states subsumption and matching
is quite similar to our proposal to use graph abstraction and graph shapes. A
drawback of their approach is the need for code instrumentation, which in our
case we believe will not be required. An interesting aspect of the work by these
authors is that the use of symbolic execution allows for modular verification of
compilation units, e.g., libraries. They implemented symbolic execution as an
extension of JPF [2].
6 Conclusion
In this paper we present a new approach for software verification that combines
the techniques of graph transformation, model checking, and abstract interpre-
tation. Other approaches that combine model checking and abstraction eventu-
ally are forced to provide a translation from an internal state representation to
a graph-based one. We believe that this translation is often cumbersome and
unattractive. The novelty in our method is to use an explicit representation of
program states as graphs, and to rely on graph transformations as a compu-
tational engine. In doing so, we lift ourselves from the intricacies of a specific
model checker implementation and we arrive at a very clean setting to study
abstractions over program states.
The development of our approach is at an early stage. We chose Java as an
initial programming language to handle, due to its wide-spread use. So far we
have a graph compiler that produces an abstract syntax graph from any legal
Java program. The details of the construction of this compiler are presented
in [30]. At the moment of this writing we are working on the formalism of
the control flow semantics of Java for the flow construction mechanism. The
next step will be the elaboration of the execution semantics of Java in terms
of graph transformation rules. When arriving at this point we will be able to
use the GROOVE tool [26] as an exploration/model checking engine. The most
challenging part is then to elaborate good graph abstractions that keep the state
space explosion under control while still allowing the verification of interesting
properties on realistic programs.
It should be noted all the ingredients of our proposed approach were pre-
viously investigated and their feasibility analysed. How graph transformations
can be used to capture the execution semantics of a programming language was
shown in [23]. The construction of a control flow semantics specification for a
large part of Java was given in [35]. Initial studies on graph abstraction tech-
niques were proposed in [27], [29] and [5]. Nevertheless, whether the combination
of these techniques will indeed provide good practical results when applied to
reasonable sized programs is still to be seen.
References
1. Anand, S., Pa˘sa˘reanu, C.S., Visser, W.: Symbolic execution with abstract sub-
sumption checking. In Valmari, A., ed.: SPIN. Volume 3925 of Lecture Notes in
Computer Science., Springer (2006) 163–181
2. Anand, S., Pa˘sa˘reanu, C.S., Visser, W.: JPF-SE: A symbolic execution extension
to Java PathFinder. In Grumberg, O., Huth, M., eds.: TACAS. Volume 4424 of
Lecture Notes in Computer Science., Springer (2007) 134–138
3. Baier, C., Katoen, J.P.: Principles of Model Checking. MIT Press, New York (May
2008)
4. Barnett, M., Rustan, K., Leino, M., Schulte, W.: The Spec# programming system:
An overview. In: CASSIS 2004, LNCS vol. 3362, Springer (2004) 49–69
5. Bauer, J., Boneva, I.B., Kurban, M.E., Rensink, A.: A modal-logic based graph
abstraction. In Ehrig, H., Heckel, R., Rozenberg, G., Taentzer, G., eds.: Interna-
tional Conference on Graph Transformations (ICGT), Leicester, UK. Volume 5214
of Lecture Notes in Computer Science., Berlin, Springer Verlag (2008) 321–335
6. Beckert, B., Ha¨hnle, R., Schmitt, P.H., eds.: Verification of Object-Oriented Soft-
ware: The KeY Approach. LNCS 4334. Springer-Verlag (2007)
7. Bergmann, G., Horva´th, A´., Ra´th, I., Varro´, D.: A benchmark evaluation of in-
cremental pattern matching in graph transformation. In Ehrig, H., Heckel, R.,
Rozenberg, G., Taentzer, G., eds.: ICGT. Volume 5214 of Lecture Notes in Com-
puter Science., Springer (2008) 396–410
8. Corbett, J.C., Dwyer, M.B., Hatcliff, J., Laubach, S., Pa˘sa˘reanu, C.S., Robby,
Zheng, H.: Bandera: extracting finite-state models from Java source code. In:
ICSE. (2000) 439–448
9. Corradini, A., Ehrig, H., Montanari, U., Ribeiro, L., Rozenberg, G., eds.: Graph
Transformations, Third International Conference, ICGT 2006, Natal, Rio Grande
do Norte, Brazil, September 17-23, 2006, Proceedings. In Corradini, A., Ehrig, H.,
Montanari, U., Ribeiro, L., Rozenberg, G., eds.: ICGT. Volume 4178 of Lecture
Notes in Computer Science., Springer (2006)
10. Cousot, P., Cousot, R.: Abstract interpretation: A unified lattice model for static
analysis of programs by construction or approximation of fixpoints. In: POPL.
(1977) 238–252
11. Crouzen, P., van de Pol, J.C., Rensink, A.: Applying formal methods to gossiping
networks with mCRL and GROOVE. ACM SIGMETRICS performance evaluation
review 36(3) (December 2008) 7–16
12. de Brugh, N.A., Nguyen, V.Y., Ruys, T.: MoonWalker: Verification of .NET pro-
grams. In: Tools and Algorithms for the Construction and Analysis of Systems
(TACAS). (2009) To appear.
13. Dijkstra, E.W.: A Discipline of Programming. Prentice-Hall (1976)
14. Distefano, D., Parkinson, M.J.: jStar: towards practical verification for Java. In
Harris, G.E., ed.: OOPSLA, ACM (2008) 213–226
15. Dodds, M., Plump, D.: Graph transformation in constant time. [9] 367–382
16. Dwyer, M.B., Hatcliff, J., Hoosier, M., Robby: Building your own software model
checker using the Bogor extensible model checking framework. In Etessami, K.,
Rajamani, S.K., eds.: CAV. Volume 3576 of Lecture Notes in Computer Science.,
Springer (2005) 148–152
17. Dwyer, M.B., Hatcliff, J., Robby, Pa˘sa˘reanu, C.S., Visser, W.: Formal software
analysis emerging trends in software model checking. In: FOSE ’07: 2007 Future
of Software Engineering, Washington, DC, USA, IEEE Computer Society (2007)
120–136
18. Filliaˆtre, J.C., Marche´, C.: The Why/Krakatoa/Caduceus platform for deductive
program verification. In Damm, W., Hermanns, H., eds.: CAV. Volume 4590 of
Lecture Notes in Computer Science., Springer (2007) 173–177
19. Floyd, R.W.: Assigning meanings to programs. Proceedings of the Symposium on
Applied Mathematics 19(10) (1967) 19–32
20. Garey, M.R., Johnson, D.S.: Computers and Intractability : A Guide to the Theory
of NP-Completeness. W. H. Freeman (January 1979)
21. Geiß, R., Batz, G.V., Grund, D., Hack, S., Szalkowski, A.: GrGen: A fast SPO-
based graph rewriting tool. [9] 383–397
22. Hoare, C.A.R.: An axiomatic basis for computer programming. Commun. ACM
12(10) (1969) 576–580
23. Kastenberg, H., Kleppe, A., Rensink, A.: Defining object-oriented execution se-
mantics using graph transformations. In Gorrieri, R., Wehrheim, H., eds.: Formal
Methods for Open Object-Based Distributed Systems (FMOODS). Volume 4037
of Lecture Notes in Computer Science., Springer (2006) 186–201
24. Lerda, F., Visser, W.: Addressing dynamic issues of program model checking. In:
SPIN ’01: Proceedings of the 8th international SPIN workshop on Model checking
of software, New York, NY, USA, Springer-Verlag New York, Inc. (2001) 80–102
25. McKay, B.D.: Practical graph isomorphism. Congressus Numerantium 30 (1981)
45–87
26. Rensink, A.: The GROOVE simulator: A tool for state space generation. In
Pfaltz, J.L., Nagl, M., Bo¨hlen, B., eds.: Applications of Graph Transformations
with Industrial Relevance (AGTIVE). Volume 3062 of Lecture Notes in Computer
Science., Springer (2003) 479–485
27. Rensink, A.: Canonical graph shapes. In Schmidt, D.A., ed.: Programming Lan-
guages and Systems (ESOP). Volume 2986 of Lecture Notes in Computer Science.,
Berlin, Springer Verlag (2004) 401–415
28. Rensink, A.: Isomorphism checking in GROOVE. In Zu¨ndorf, A., Varro´, D., eds.:
Graph-Based Tools (GraBaTs), Natal, Brazil. Volume 1 of Electronic Communi-
cations of the EASST., European Association of Software Science and Technology
(September 2007)
29. Rensink, A., Distefano, D.: Abstract graph transformation. Electr. Notes Theor.
Comput. Sci. 157(1) (2006) 39–59
30. Rensink, A., Zambon, E.: A type graph model for Java programs. In Lee, D., Lopes,
A., Poetzsch-Heffter, A., eds.: Proceedings of the IFIP International Conference on
Formal Techniques for Distributed Systems (FMOODS/FORTE). Volume 5522 of
Lecture Notes in Computer Science., Berlin, Springer Verlag (June 2009) 237–242
31. Robby, Dwyer, M.B., Hatcliff, J., Iosif, R.: Space-reduction strategies for model
checking dynamic software. Electr. Notes Theor. Comput. Sci. 89(3) (2003)
32. Rozenberg, G., ed.: Handbook of Graph Grammars and Computing by Graph
Transformations, Volume 1: Foundations, World Scientific (1997)
33. Sagiv, S., Reps, T.W., Wilhelm, R.: Solving shape-analysis problems in languages
with destructive updating. ACM Trans. Program. Lang. Syst. 20(1) (1998) 1–50
34. Sagiv, S., Reps, T.W., Wilhelm, R.: Parametric shape analysis via 3-valued logic.
ACM Trans. Program. Lang. Syst. 24(3) (2002) 217–298
35. Smelik, R., Rensink, A., Kastenberg, H.: Specification and construction of control
flow semantics. In Grundy, J., Howse, J., eds.: Visual Languages and Human-
Centric Computing (VL/HCC), Brighton, U.K., Los Alamitos, IEEE Computer
Society Press (September 2006) 65–72
36. Spermann, C., Leuschel, M.: ProB gets Nauty: Effective symmetry reduction for
B and Z models. In: TASE, IEEE Computer Society (2008) 15–22
37. Turner, E., Leuschel, M., Spermann, C., Butler, M.J.: Symmetry reduced model
checking for B. In: TASE, IEEE Computer Society (2007) 25–34
38. Visser, W., Havelund, K., Brat, G.P., Park, S.: Model checking programs. In: ASE.
(2000) 3–12
