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バイパス機能をもっ多重リングシステムの信頼性T
海老原義彦t 池田克夫t
バイパス機能をもっ多重リングシステムの信頼性について評価する. リングシステムのフレーム同j切には集
中型制御と分散型制御方式がある.ζζでは集中型制御の多重リングシステムを対象として，モデル化と信頼
性:解析・を行っている.システムの信頼性の評郁パラメー タとしてp アクティブ端末数を表現する平均実効端末
数を用いている.との評価パラメータに基づき， リシグの多重化によるシステム信頼性の向上効果，バイパス
を付加することによる信頼性効果，各リングシステム構成要紫の障害発生確率が与える影響度と多重リングの
最適リングシステム構成について定盤的評価を行っている.
1.はじめに
ローカノレエリアネットワーク (LAN)はオフィス，
工場や研究室のオートメージョン化や分散処理などの
ためのデータ通信システムとして〉広く普及してい
る.とのように LANが多くの分野で活用され)LAN 
のもつ機能が高度化されるに従い，データ通信の中核
的役割を果たす LANの高信頼性が，ますます霊安な
課題となる.
LANの1つの代表的トポロジーにリング型 LAN
があり，多くの研究開発が行われてきた1ト 12) 一般にp
リング型LANのフレーム間期の制御方法には，リング
上の 1箇jずfの制御局(スーパーパイザ・ノード)で行
う集中型制御方式13ト 15) とリング上の各局ごとに制御
する分散型制御方式山町山がある.集中型制御方式は
フレームi司期制御の容易さのほかに) LAN資源の統
一制御・管理やシステムの故障診断・保守の容易さお
よび制作コストの低廉性からp 数多くの市販 LANK
採用されている重要な 1つの制御方式である.一般
に，制御局の故障を避けるため，制御局のスーパーパ
イザの2霊化を行い，制御局の信頼性向上を図ってい
る 1~) 一方，分散制御方式は各局がスーパーパイザ機
能をもち，障害が発生したとき，自主的にシステムの
再構成を行う.自主性はシステム全体の信頼性向上に
寄与する.反宿，資源管理の意志決定が一意でないた
め，分散型制御方式は統一資源管理が難しい.現実
には分散制御型 LANといえども，システムの故障診
断・保守を容易にするため部分的に集中管理を採用し
ているものが多い18) ここでは，集中型制御方式のリ
ング型 LANを対象lζ，システムの信頼性について述
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べる
システムの信頼性を高める手段として， リングを多
重化問したり，障害笛所を発見したとき自動的に障害
箇所を切り離すバイパス機能20)，2))やUター ン(ノレー プ
パック)機能却を付加するなど，若;々の障害対策却 p刊
がとられている.集中型制御のリング型LAN!こ関し
てはp 予備リングを用いたバイパスとUターン機能付
き単一リングおよび階層構造をもっ単一リングの信頼
性評価は行われている25)，26)が，一般的多重リングの
信頼性の定量的評価はなされていない.本論文では，
バイパス機能をもっ多重リングシステムの信頼性評価
を行っている.バイパス機能のみのリングシステムの
信頼性解析で、は，端末同士の通信の可否が議論の焦点、
となるので， リング上のデータが流れる方向は問題と
ならない. このため解析モデノレで、は同一方向性の多重
ワングシステムを想定している.ただし，解析の対象
にUターン機能まで考慮するならば》ノレープパックに
よるシステム再構成のため， リングの方向性(たとえ
ば CounterRotating Ring)が重要となる.一般にバ
イパスとUターン機能を併用しているシステムは次の
ような再構成アルゴリズムによりF号機能を使い分けて
いる.説明を簡単にするため) 2重リングシステムを
取り上げる 19) ただしそれぞれのリングは反対方向に
流れているものとする.Uターン機能が働くときは，
2霊系が故障した場合である.このとき障害箇所を取
り除くように l重リングに縮退し，システムを再構成
する. 1つのリングの故障は他の残りのリングによる
逆転を続行する.その他の障害はバイパス機能を使っ
て障害に対処している. システム再構成アルゴリズム
から明らかなように， 2霊リングが同時に故障する確
率は極めて小さい.よって，本論文ではバイパス機能
のみの多重リングシステムの信頼性解析に限るが，こ
の結果はバイパスとUターンの両機能をもっ多重リン
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グシステムの信頼性f拝析にも近似的に適応できると考
えられる
LANの信頼性の評価ノぞラメータとして平均実効端
末数を用いる.平均実効端末数とは， 1つの端末から
通信できるアクティブ端末数の期待値である.乙乙で
の端末とは計算機，ワークステーショシ，パソコンや
端末などを総称するものである. リングシステムは理
状であるので，平均実効端末数は端末の位置に依存せ
ず，どの端末から見ても同じ平均実効端末数となる
言い換えると，ある端末から通信できるアクティブ端
末数のリングシステム系全体での期待倍でもある.い
くつかの局は障害発生により， LANから切り離され
ているかもしれない.乙のため他の局の端末は障害局
に接続されている端末と通信することができない.極
端な場合，すべての端末がバイパスされていることも
考えられる.ζのようなシステム状態でも，システム
は正常に稼動していると評価することができる. しか
しLANを利用するユーザの立場からは，実際に通信
できる端末数の方が重要である.本論文では評価パラ
メータとして平均実効端末数を採用して，システムの
信頼性を議論する.具体的には， リングの多重化によ
る信頼性向上の効果，バイパス機能の付加効果，各局
構成要素の障害発生頻度が与える信頼性への影響度や
最適リングシステム構成について述べる.
以下，第2章で多重リングシステムのモデノレ化を行
い，第3章でバイパス機能をもっ場合とバイパス機能
をもたない場合の多重リングシステムの信頼性の解析
を行い，第 4章では高信頼性を与える最適リングシス
テム構成について述べる.最後に，得られた解析結果
をもとに，平均実効端末数， リンクー の稼動率， リング
の多重化効果やバイパス効果について考察する.
2.多重リングシステムのモデルイヒ
各局構成要素をモジューノレ化した 2重リングの実シ
ステム 19)，27>のシステム構成を参照し，より一般化した
システムのモデノレを考える. リングシステムのフレー
ム同期は集中型制御方式をとり， リングシステムは 1
つの制御局と (m-l)個の非制御局(ノンスーパーパ
イザ・ノード)から構成されているものとする(図 1
参照).図2に示すように，局は 1つの端末，l個のリ
ングプロセッサ，l霊の伝送回線と端末・リングプロ
セッサ間の l個の接続線からなる.リングプロセッサ
はデータの送受信と障害時のバイパス機能をもっ.制
御局と非制御局のシステム構成は同一であるが，制御
Su perv i sor N ode 
(m-l) 
supervl sor 
Nodes 
1 multiple rings 
函 1 多重リングシステム構成
Fig. 1 Multiring system structure. 
1 2帯一一-1 
Transmission 
I i nes 
Ring 
~Processor 
留 2 )iZJ (ノー ド)の{持成
Fig. 2 Node struct1l‘巴町
Transmi ssi on 
I i nes 
Termina I T 
I 1. .O Ring 
i 、';K' Processor 
L-J I Down 
C a tastroph i c 
Failure 
Transmission 
I i nes 
Ter目Byp
Non-catast roph i c 
Fai I u re
図 3 カタストロヒックと非カタストロヒック障害
Fig. 3 Catastrophic and non-catastrophic failures. 
局の端末は伝送白線のフレーム間期を司るスーパーパ
イザ、としての機能を有している.フレーム同期のくず
れを引き起こす原因には制御局の端末であるスーパー
パイザの故障， リンクープロセッサの故障または伝送白
線の切断などがある.その他のシステム構成要素の障
害は直接のフレーム間期障害とはならない. リング上
を流れる情報データは単一方向である.
リングプロセッサの障害には 2種類ある23) 1つは
リングプロセッサの部分障害が発生しでも，その障害
箇所をバイパス(図 3参照)することにより，フレー
ム同拐を回復させることができる障害である.ただ
し，バイパスすることにより，端末から該当するリン
グプロセッサを介してリングをアクセスすることはで
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きない.このような障害を非カタストロヒック障害と
いう.他はフレーム同期が回復できない状態を引き起
こす障害で，乙れをカタストロヒック障害と呼ぶ(閣
3参j摂).この場合，該当しているリングプロセッサ
の故障を窓味し，そのリングプロセッサが接続してい
るリングは使用不可能となる.
次iζ各局の構成要素の障害発生緩率を次のように定
める，
D.:制御局のスーパーパイザの障害発生確率
Dt:端末の障害発生確率
Dr:リングプロセッサの非カタストロヒッタ障害
発生確率
Dc; ~ングプロセッサのカタストロヒック障害発
生確率
なお，伝送白線の障害は受信側リングプロセッサの
カタストロヒック障害として合める.受信側リングプ
ロセッサはキャリア検出機能により，伝送回線の切断
などの障害を容易に検出することができる.さらに，
端末・リングフ。ロセッサi習の接続線の障害は端末が通
{言できないJえから， リングプロセッサがバイパスした
状況と本質的に同じであり，非カタストロヒック障害
と考えられる.すなわち，接続線の障害は該当リング
プロセッサの非カタストロヒック障害として扱う.表
1 iζ障害の麗凶類とその障害処理の関係を示す.
3.多重リングシステムの信頼性
ζ乙ではp バイパス機能をもたない多重リングシス
テムとリングプロセッサにバイパス機能をもたせた多
重リングシステムの信頼性について考察する.前章の
多重リングシステムのモデノレ化に関して仮定を設け
る.
1. リングプロセッサに障害が発生したとき，カタ
ストロヒックまたは非カタストロヒック障害の
いずれか1つしか生じない.
2. リングプロセッサの全国路iζ比べて，バイパス
制御回路の占める割合は小さいので，バイパス
機能を付加した障害発生確率はバイパス機能の
ない場合の障害発生確率と変わらないものとす
る.
3. バイパスや端末の切り離しには障害が発生しな
いものとする.
4. 端末はいずれか1つの生きているリングを使用
して通信することができる.ただしデータは途
中の端末を経由することができない.
表 1 障害の種類と障害対策
Table 1 Failures and recoveries. 
障害 障害対策/結果
スーパーバイザ ダウン |システム全体のダウン
;該当ター ミナノレをシステムか
ター ミナノレ ダウン 1ら切り放して，続行運転をす
る
バイパスする ζとにより該当
リンクフ。ロセッサの非カタ i障害箇所を切り離し，フレー
ストロヒック緯筈 |ム間j認を回復して，続行運転
をする.
ワングプロセッサのカタス|該当リングプロセッサが接続
トロヒック障害 比三三ど竺ダウン
ここでは， リングプロセッサがバイパス機能をもた
ない多重ワングともつ多重リングを考える.今，m局
でJ重ワングの場合の平均実効端末数を N(m，l)で表
最初に通信し合う 2つの端末が生きている確率九
をオえめる. このとき P リングのフレーム同期をとって
いるのがスーパーパイザなので，スーパーパイザは常
に正常でなければならない.
Po= (1-D.)(l-Dt)2 ( 1 ) 
次に，1重リングのいずれかのリングを使用して，
自分自身の端末とスーパーパイザを除いた (m-2)の
相手端末と通信できる確率 P(A)を求める.Aiを i
番目のリングが使用できる状態とし，P(Ai)をその確
率とすると〉少なくとも lつのりングを使用して通信
できる確率 Plは次式となる.
Pl=P(AlUA2υ…UA1) 
=1-P(A1 nA~n . cAt) 
ただし各 Aiは互いに独立であり，Aiは Aiの補完
である.一般に各リングの構成要素は均質であるので
各 P(Ai)の縫率は等しい.
P(Al) = P(A2) =…=P(Al) 
すなわち
Pt=l-{l-P(Al)}1 
ゆえに，多重リングを介して自局と相手局の端末が通
信できる確率は次のとおりである.
P(A)= (1-D.)(l-Dt)2[1-{1-P(Al)} 1] (2) 
上式はりング型LANなので，リング上の自局の位置
に依存しない.多重リングには，自分の端末とスー
パーパイザを除くと (m-2)個の端末が存在するので，
平均実効端末数 N(m，l)は次のとおりになる.
N(m， l)=(m-2)(1-D.)(1-Dt)2 
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ただし m~3， 1ミ1
次lζバイパス機能なしとありの多重リングシステム
に関して P(Al)を導出する
( 1 ) バイパス機能なしの多重リングシステム
バイパス機能がないため， 1つのリングが生きてい
る条件はそのリング上のm個のリングプロセッサが正
常である必要がある.すなわち，P(Al)は，
P(Al)=(l-Dc-Dr)m 
であり，式(3)より平均実効端末数 N1(m，l)は次の
ようになる
Nl(m， l)=(m-2)(1-D.)(1-Dt)2 
x [1-{1一(l-Dr-Dc)m)1] (4) 
ただし m二三3，1~三 1
(2 ) バイパス機能をもっ多霊リングシステム
リングプロセッサに非カタストロヒック障害が発生
した場合，自主的にその障害筒所を切り離し， リング
をバイパスする乙とにより，フレーム同期を回復する
乙とができる.バイパス機能があるとき， 1つのリン
グを使って自局と相手局の南端末が通信できる状態は
次のとおりである.
1. 自局，相手局と制御局のリングプロセッサが正
常である.
2. 上記以外の (m-3)個のリングプロセッサがカ
タストロヒック障害を起こしていない.すなわ
ち，バイパス状態または正常状態のいずれかで
ある.
ゆえに， 1つのリングが生きている確率 P(A1) ×l03 
は 3
P(Al) = (1-Dc -Dr )3(1-Dc)m-3 
である.よって，バイパス機能をもっ多重リン
グシステムの平均実効端末数 N2(m，1)は次式 ω 
で表される::g2 
N2(m， 1)= (m -2)(1-D.)(l-Dt)2 
×ドー {1ー (l-Dc-Dr)3 
x (1-Dc)m-3)1] (5) 
ただし m~3， 1~1 
?
」? ?
E l 
? ?
4.最適リングシステム構成
多重リングの多重度とそれぞれの障害発生確
率が与えられると，平均実効端末数 N1(m，1)
と N2(m，1)を最大とする最適端末数 moが存
在する.すなわち，システムの信頼性が最も高
くなる最適リングシステム構成が存在する.式
(4 )と(5 )をまとめると次式で表される.
N(m， 1)=α(m--2)[1-{l-s(l-r)m} 1] (6) 
ただしバイパスなしの場合，
α=(1-D.)(1-Dt)2，戸ニ=1，r=Dr-トDc
ノマイパスありの;場合，
α= (1-Ds)(1-Dt)2，戸=(l-D，-DcJ 
1-Dc)3， r=Dc， 
(6 )式より， i宣接，最適端末数 moを求めようとした
が，一般解が得られなかったので近倒的に最適端末数
7i10を求める.一般に，実際に稼動している LANfC 
接続されている端末は多数あるので，m~l が成り立
つ.かつ現実に発生する障害は極めて少ない ζとを考
慮:するなら， 0くDr，Dc<t1がj去り立つ， ζれらの条
件を満たす場合， (6)式は次式となる(付線容j出).
N(m， l)=αm{lー (nq)l} ( 7 ) 
ただし， α=(1-D，)(1-Dt)ヘノてイノ干スなしの
;場合，r=Dr+Dcであり，バイパスありの場
合，r=Dcである
式(7 )より近似的に最適端末数を求める ζとができる
(付録参照).結果は次のとおりである.
7η0=r-1・(lイト1)ー1/1 (8 ) 
一般に，バイパス機能の有無にかかわらず， リングの
多重度が小さい場合には，得られた近似解は式(6)か
ら数値計算した結果とほぼ一致している.図 4~ζバイ
パス機能をもっ多詑リングシステムの場合の数値計鈴;
結果と近似解結果の比較を示す • D.= 10-5， Dt口 lO“
1=3 
1=2 
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図 4 最適端末数と近松最適解
Fig. 4 Optimal terminal numbers and approximation. 
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3 
10 
Dr= 10-4のときの最適端末数とカタストロヒック
障害確率 Dcの関係を示している -3 
Dcニ10一5
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? ? ?
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控;ryミ
現実iζ各障害発生確率はどの程度の範臨に存在す
るか興味があるが，具体的実測データは極めて少な
い.故障確率がある定常状態舗をもっと仮定し，そ
の故障確率を D とする.Dは次式で与えられるも
のとする，
5.考
10 
Number of termi na.1 s 
図 5 平均実効端末数と端末数(バイパス機能をもっ場合)
Fig. 5 Effective terminal numbers and attached terminal 
numbers in case of bypass facility. 
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ただし， MTBFは平均故障間隔i時間であり， MTTR 
は平均修復時間である.この定義に従って3 障害発
生確率について述べる.Zafiropu 10は根拠を示して
いないが，10-4::;Dc三10-6の範囲で単一リングシス
テムの信頼性を論じている25) また 2霊リング
Gamma-net19)の故障椛率は 10-3，.，10-4のオーダで
ある.これからカタストロヒックや31~カタストロヒ
ッグ障害発生娘率も間程度のオーダであろうと推論
できる.ちなみに Gamma-netIζ接続されている 1つ
の端末(大型計算機 M380)の故障確率は 10-3の
オーダである 28) 本論文では研究開発が綴繁なシステ
ム綴境を想定し，カタストロヒックや非カタストロヒ
ック障害発生確率のイ誌を 10戸 2，.，10-4の範聞にとり，
信頼性を議論する.
次に，得ーられた解析結果から平均実効端末数， リン
グの多重化による信頼性向上効果とバイパス効果につ
いて述べる.
D= MTTR 一 一一一MTBF十MTTR
//一2 -3 
メ/〆 Dr=lO，Dc=lO 
ケ「
15 
図 6 リシグの多主化による信頼性改善度
Fig. 6 Reliability improvement achieved by 
multirings. 
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最適端末数は式 (8)からも明らかであるように 7の
逆数すなわちカタストロヒック障害確率 Dcの逆数に
比例して変化する
(2 ) ワングの多重化と信頼性の効果
リングシステムの信頼性を高める 1つの方法として
リングの多重化がある.国6は1重リングに比べて多
重化により，どの程度システム信頼性が改善されるか
(1 ) 平均実効端末数
平均突効端末数はリングシステムに接続されている
端末のうち，平均して幾つのアクティブ端末があるか
を示しており，一般に，バイパス機能の有無にかかわ
らずシステムの信頼性を最も高める最適端末数が存在
する.最適端末数が存在する理由は次のように考えら
れる.端末の総数が増加すればするほど，平均アクテ
ィブ端末数が増える.一方，端末数が唱えるとリング
プロセッサも増加す忍. リングプロセッサの増加はリ
ングプロセッサのj壕害発生確率の増加を意味し， シス
テムのダウンの確率が高くなる.すなわち，これらの
トレードオフには最適値が存在すると考えられる.伊!
としてバイパス機能付き 2霊リングシステムの平均実
効端末数とワングに接続された総端末数との関係を図
5に示す.パラメータは Ds=10-S， Dt=10-4， Dr= 
10て 1=2と 10-3::;Dc三10-1の範間を選択している
59 
フレーム同期を 1つの制御馬で行う集中型制御
LANをモデノレの対象として， システムの信頼性の評
価を行った.具体的にはP バイパス機能をもっ多重ワ
ングシステムとバイパス機能をもたない多重ワングシ
ステム!と関して，搭頼性解析を行い3 リングの多議化
やバイパスによる信頼性の改善および最適リングシス
テム構成について定説的評怖を行った.残された課題
はUタ{ン機能をもっ多重リングや大規模 LAN¥ζ見
られる多段多怒りングの信頼性評価である
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付録
式(6)より，
N(m， 1)=α(m-2)[1-{1-s(1-r)勺1].
一般に LANtC:;接続している端末数は数十~数百の
オーダであるので，mo))1が成り立つ.ゆえに，
m-2勾 7n，
と考えられる.かつ実用システムではワングプロセッ
サの障害発生は極めて小さいので， 0くDr，Dc<<1が
成立する.すなわち Oくr<<1が成り立つので，
(l-r)"';:コ1-mr，
と近似できる
ただし，(1-r)mは常に負とならないので，
1-mrミ0すなわち m:;:'r-r，
とする.また，バイパスなしのとき，戸=1であるが，
バイパスありのときも，s;::lで近似することができ
る.これらより式(6 )は次の式で表せる.
N(m，I)=αm {1-(17q)l} 
上式は微分可能な連続関数である.mlζ関して徴分す
ると，
dN(m， I)Jdm=α11ー (1+l)(mγ) l}
左辺を Oと置くと， αは正の定数であるので lno'は，
mo=r-.1 .(1十1)一1i1
となる.下の表より，N(m， l)は上に!日の1j線である
ので，7noは最大値をとる
m 
dN(m，/) 
dm 
「ー
N(m， l)
7i1o 
。
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