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“A maior virtude que eu acho que Deus tem, é a 
criatividade. Então, eu acho que tem que 
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religião, seja o que for. Qualquer preconceito. Se 
permitir qualquer possibilidade. Tudo. Observar 
muito. Falar menos. Olhar as coisas que 
acontecem, as pessoas, o mundo. E  ser humilde. 
Não pense ‘cristalizei, daqui não melhoro’. 
Melhora sim. Ou, até pode ser que você não 
melhore, mas você se sente bem com isso. Você 
só precisa ser bom. Você só precisa fazer o bem. 
Só precisa tratar bem as pessoas. É  isso.”
-  Guilherme Briggs
R E S U M O
O fenômeno do em aranhamento é considerado um efeito puramente quântico. Entre­
tanto, existem na literatura diversas tentativas de descrevê-lo em termos de quantidades 
clássicas. Em particular, nesta dissertação, estamos interessados na dinâmica de ema- 
ranham ento de um sistema descrito por um  estado bipartido puro, inicialmente em um 
produto de estados coerentes, governado por um Hamiltoniano genérico. Para este cená­
rio, a entropia linear do estado reduzido, uma função quantificadora de emaranhamento, 
pode ser reescrita, para tempos curtos, em termos de trajetórias reais da descrição clássica 
equivalente. Nosso trabalho consiste em m ostrar que é possível incluir trajetórias clássicas 
complexas no cálculo, o que pode contribuir para aprimorar aquela aproximação, esten­
dendo sua validade para intervalos de tempo maiores. Além disso, para um  Hamiltoniano 
particular, apresentamos um a primeira aplicação para a fórmula obtida.
Palavras-chave: Aproximação semiclássica. Em aranhamento. Estados coerentes. Propa­
gadores. Trajetórias complexas. Integral de ponto de sela.
A B S T R A C T
The entanglement phenomenom is considered as a purely quantum  effect. However, 
there are many attem pts to describe it using classical quantities. In particular, in this 
dissertation, we are interested in the entanglement dynamics of a system described by 
a pure, b ipartite state, initially in a product of coherent states, governed by a generic 
Hamiltonian. In this scenario, the linear entropy for the reduced state, a function tha t 
quantifies entanglement, can be rewritten, for short times, in terms of real trajectories of 
the equivalent classical dynamics. O ur work consists in demonstrating th a t it is possible 
to include complex trajectories in the calculation, which can contribute to improve tha t 
approximation, extending its accuracy for longer times. We also show, for a particular 
Hamiltonian, a first application of the obtained formula.
Keywords: Semiclassical approximation. Entanglement. Coherent states. Propagator. 
Complex trajectories. Saddle point integral.
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Capítulo 1 
Introdução
A nossa percepção clássica do mundo, que provém do fato de sermos objetos macroscópi­
cos, sempre nos levou a interpretar a natureza com tal visão. Mesmo não sendo perfeita, 
por séculos foi tal interpretação que auxiliou a humanidade a evoluir, tanto  socialmente 
como científica e tecnologicamente. Com o surgimento do eletromagnetismo no séc. XIX, 
e mais tarde, da mecânica quântica e da relatividade no séc. XX, questões nas quais a 
mecânica clássica não obtinha resultados que concordavam com os experimentos puderam 
ser respondidas com essas novas teorias físicas.
Porém, a mecânica clássica apresenta resultados, ainda muito bons no seu domínio 
de validade, que continuam sendo im portantes para diversas áreas, como, por exemplo, 
no estudo da sincronização de redes neurais [1, 2], e aproximações semiclássicas, as quais 
tratarem os neste trabalho, que tra tam  da descrição de fenômenos quânticos, através de 
formalismos que utilizam mecanismos clássicos [3,4].
O  estudo do emaranhamento, que intrigou, e ainda intriga, a comunidade científica, 
vem sendo utilizado para processamento de informação quântica, computação quântica, 
teleporte, e criptografia quântica [5,6]. Tal propriedade física vem sendo reconhecida, 
assim como sua importância, em diversos problemas relacionados à fundamentação da 
mecânica quântica, como, por exemplo, nas implicações do problema da medição, e no 
entendimento da discussão dos aspectos não-locais da natureza, iniciada no trabalho de 
Einstein, Podolsky e Rosen [7].
Existem diversas tentativas de se estudar, interpretar, e associar o emaranhamento 
e sua dinâmica com quantidades clássicas, mesmo este sendo considerado um fenômeno 
puram ente quântico. É possível m ostrar que, no regime de tempo curto, a dinâmica de
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em aranhamento pode ser muito bem aproximada por abordagens baseadas no formalismo 
clássico de Liouville [8-11].
Ao observar estes estudos, há indícios para suspeitar que a dinâmica mencionada acima 
é gerada, inicialmente, por mecanismos com análogos clássicos bem definidos. Achar tais 
mecanismos foi o foco do trabalho [12], através de um  caminho diferente do usualmente en­
contrado na literatura até então: ao invés de trabalhar com teorias estatísticas puramente 
clássicas, foram utilizados métodos baseados em propagadores semiclássicos. Além disso, 
ao contrário, por exemplo, dos trabalhos [13,14], que utilizam o propagador semiclássico 
de Van Vleck [15], um propagador unidimensional na representação das posições, o ar­
tigo [12] utiliza o propagador em estados coerentes. Neste trabalho, os autores apresentam 
um formalismo que envolve propagadores e retro-propagadores, significando propagado­
res que evoluem positivamente e negativamente no tempo, respectivamente. Assim, ao 
calcular um a medida de emaranhamento, como a entropia linear, utilizada no trabalho, 
pode-se realizar um a aproximação semiclássica envolvendo tais objetos para quantificar 
esta propriedade física. Como resultado, os autores concluem que trajetórias reais da 
descrição clássica equivalente contribuem para o cálculo da entropia linear.
A primeira contribuição desta dissertação é uma extensão do trabalho [12]. Nós nos u ti­
lizamos desta aproximação semiclássica, baseada nos propagadores e retro-propagadores 
semiclássicos para incluir, além da trajetória real clássica descrita no artigo [12], tra je tó ­
rias complexas, obtidas através de um a extensão analítica do espaço de fase. Veremos que 
a conclusão de que as trajetórias envolvidas no cálculo da entropia linear são reais é um 
caso muito particular. Mais especificamente, conjuntos de quatro trajetórias complexas 
são os ingredientes para a nossa abordagem. Curiosamente, ao fazer esta extensão ana­
lítica das variáveis, as componentes das trajetórias passam a estar “em aranhadas entre 
si”, com seus valores finais se relacionando de um a m aneira não-trivial, através de tais 
condições de contorno, como veremos ao descrever o método semiclássico que utilizamos. 
Dessa maneira, em princípio, esperamos que incluir tais trajetórias nos perm ita obter 
um resultado semiclássico que se assemelha mais ao quântico. A segunda contribuição 
é um a aplicação do nosso método para um Hamiltoniano específico. Mostramos o resul­
tado quântico exato para a pureza, que já  é conhecido, para assim comparar com nossa 
aproximação. Primeiro, consideramos o mesmo argumento de [12], utilizando trajetórias 
reais, para depois adicionar as contribuições das trajetórias complexas.
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E sta dissertação de M estrado está composta da seguinte maneira: no capítulo 2, estu­
damos, de um a maneira que acreditamos ser bastante natural, os estados coerentes, uma 
das principais ferramentas para a análise semiclássica de propagadores descrita em [16], 
assim como sua generalização para várias dimensões. No capítulo 3, introduzimos o con­
ceito de integrais de caminho e de propagadores na base de posição, seguindo um caminho 
semelhante com o qual Feynman obteve seus resultados. Reforçamos aqui, e tam bém  no 
texto, que não estamos dizendo que esta é um a dedução do formalismo de integrais de 
caminho, mas sim um a ideia geral sobre o assunto, com algumas equações para ilustrar 
o passo-a-passo. P ara  um leitor mais experiente, entendemos que a leitura do capítulo 3 
não é essencial para a compreensão dos assuntos tratados posteriormente.
No capítulo 4, damos foco aos métodos que levam à aproximação semiclássica de 
nosso interesse. As integrais que aparecem nas expressões para os propagadores, que 
agora iremos escrever em termos da base em estados coerentes, descrita no capítulo 2 , 
serão calculadas via método do ponto de sela. Introduziremos, também, um dos principais 
pontos que utilizamos neste trabalho, que é a extensão analítica das variáveis para o 
espaço complexo. Sua im portância será vista no decorrer do texto. Mostramos como a 
ação, agora complexa, é escrita. Por fim, apresentamos um resumo dos resultados e a 
fórmula do propagador semiclássico, assim como uma expressão para o retro-propagador 
semiclássico.
O capítulo 5 oferece uma leitura rápida sobre o emaranhamento, m ostrando também 
um a das maneiras de se quantificar esta propriedade: a entropia linear do estado reduzido. 
Além disso, utilizando os resultados do capítulo 4, deduzimos a fórmula semiclássica 
para a pureza do estado reduzido, quantidade diretamente relacionada à entropia linear. 
Nesse capítulo, inclui-se nossa primeira contribuição para o trabalho: mostraremos como 
incluir trajetórias complexas na descrição de emaranhamento. Com todo o formalismo 
apresentado, realizamos sua aplicação para um  Hamiltoniano particular no capítulo 6 . 
Aqui, apresentaremos toda a análise realizada, desde o resultado quântico exato, até os 
resultados semiclássicos que obtivemos. E, por fim, no capítulo 7, faremos os últimos 
comentários sobre nossos resultados, e apresentaremos perspectivas de trabalhos futuros.
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Capítulo 2
Estados Coerentes
Um ponto im portante no estudo de aproximações semiclássicas são os estados coerentes do 
oscilador harmônico. Tais estados foram estudados por Erwin Schrödinger em 1926 [17], 
ao procurar, na mecânica quântica, quais estados são os mais próximos de “pontos quân­
ticos” 1. Veremos como obter tais estados no decorrer deste capítulo, e um teste de 
consistência para o próprio Hamiltoniano do oscilador harmônico simples. Estudaremos 
suas incertezas em energia, posição e momentum , e a descrição do pacote de onda do 
estado coerente, onde mostraremos que ta l estado apenas translada no espaço de fases, 
sem deformar. Em outras palavras, se m antendo coerente.
2.1 E quações C lássicas do Oscilador H arm ônico
Utilizando o formalismo de Hamilton, onde a função Hamiltoniana para o oscilador harmô­
nico simples (unidimensional) é dada por H  = 2pm +  1 m u 2q2, em que p  é o momentum  
canonicamente conjugado à posição q, podemos obter as equações de movimento, que são 
dadas por [18, 19]
dq d H  1
dt dp m P’ (2 1)
dp d H  2 1 j
-m u  q.— I
dt dq
1Não confundir com quantum dots, que também significa pontos quânticos, numa tradução livre, 
porém, tratando-se de estrutura semicondutoras muito pequenas, da ordem de nanometros. Nesta dis­
sertação, a ideia de “ponto quântico” é geométrica; refere-se ao estado quântico representado, no espaço
de fases, por uma estrutura geométrica que mais se aproxima de um ponto, respeitando o Princípio de 
Incerteza de Heinseberg.
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Por conveniência, vamos introduzir as variáveis adimensionais q e p,
q
q = T ,
p (2.2)
p =  - ,  c
com b =  \Jh/  (mu)  e c =  —hmu.  Note que bc =  h. Assim, podemos reescrever as equações 
de movimento para as variáveis adimensionais como
dq 1 dq 1 p  1 cp
—  =  -r—  =  7 — =  - — =  up,
dt b dt b m  b m  (2 3)
dp 1 dp  1 2 2 b
—  =  =  —  m u  q =  - m u  - q  =  —uq.
dt c dt c c
Vamos definir agora um a nova variável, z , dependente do tempo, que se relaciona a q 
e p da seguinte maneira:
z =  ^ (q + * p ) . (24)
Calculando sua variação temporal, obtemos a seguinte expressão:
dz 1 /d q  ,d p \
dt —2 V dt +  d t )
(2.5)
o que nos dá, então,
-^^ (up  — iuq)
—'w iu p  +  uq)
iV 2
—i u [^  - 12 (q + *p)
d z
—  =  —iuz.  (2 .6)dt  —
A solução desta equação diferencial é simples, dada por
z =  z0 e x p ( - iu t ) ,  (2.7)
onde z0 =  — (q0 +  ip0), com o subíndice indicando t =  0. Podemos tam bém  calcular o 
complexo conjugado de z, nos permitindo então escrever x e p em termos dessas novas 
funções,
q =  —^ ( z 0 exp(—iut)  +  z0* exp(+ iu t)),
2i (2 .8)
p =  —= (z0 exp(—iut)  — z0 exp(+ iu t)).
2
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Também podemos escrever a expressão para a energia clássica do oscilador em termos de
z e z*,
tt 1 2 i 1 2 2  1 2 i 1 2 2H  = —  p  +  -  m u  q = —  Po +  -  m u  qo
2 m^ 2 2m  2 (2 9)
hu ( 2 2\ , , |2
=  - y  (Oo +  PoJ =  hu  |zo| =  cte.
Então, |z0 | está relacionado com a razão entre a energia clássica H  e a escala de energia 
definida por hu .  Ao escrever a energia clássica desta maneira, a comparação com o valor 
esperado do Hamiltoniano, assim como o que caracteriza um a energia “clássica”, ficará 
mais clara, como veremos a seguir.
2.2 C ondições para definir estados sem iclássicos
O que seria o análogo quântico (ou pelo menos algo que poderíamos interpretar como) 
de um ponto no espaço de fases na mecânica clássica? Como, na interpretação usual da 
mecânica quântica, a imprecisão vinda do Princípio da Incerteza de Heisenberg é inerente 
à natureza (por mais que existam outras interpretações que tentem  desviar dessa forte 
premissa [20 ,21]), não é estranho então pensar em “pontos quânticos” como sendo estados 
cujas variâncias dos operadores Q e P  (posição e momentum,  respectivamente) sejam as 
menores possíveis. Além disso, para fortalecer a analogia com a descrição clássica, os 
valores esperados dos operadores Q, P  e H  (energia) devem se aproximar dos valores q, p 
e H  do movimento clássico.
Para isso, vamos começar relembrando das expressões para os operadores de criação 
e aniquilação do oscilador harmônico, que já  são bem conhecidas na literatura [22,23],
a =  T 2 (Q +  P  e =  " ^ Q  -  ^  (2 .10)
onde Q e P  são operadores adimensionais obtidos analogamente às variáveis adimensionais 
apresentadas anteriormente nas eqs. (2 .2): Q =  Q/b  e P  = P/c. Com isso, podemos então 
escrever o Hamiltoniano do oscilador harmônico como
H  =  P 2 +  1  m u 2Q 2 = hu (a^a +  ^  . (2.11)
2m  2 V 2 )
Na interpretação de Schrödinger, dado um estado |^ (t)) =  exp( - i H t / h )  |^(0)), o valor 
esperado de um operador qualquer A  é dado por (A ) t =  (^ ( í) |A |^ ( í)) , onde o subscrito
denota que esse valor pode variar no tempo [22,23]. Aqui, ao invés de utilizarmos a
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interpretação de Schrödinger, utilizaremos a de Heisenberg, onde o estado é fixo no tempo, 
e a evolução tem poral é incluída no operador. O estado nesta representação é dado 
simplesmente por |^(0)) (o estado inicial na representação de Schrödinger), e o operador 
é dado por A H = exp(+ iH t /K )A exp( - iH t /K ) .  A equação de Heisenberg [22,23] governa 
a dinâmica associada a operadores e, para o caso de Hamiltonianos que não dependem 
explicitamente do tempo, vale (omitimos o subscrito H, uma vez que a evolução temporal 
do operador só se dá na representação de Heisenberg):
Como estamos escrevendo os operadores de interesse Q e P  em termos dos operadores 
de criação e aniquilação, é interessante calcular a evolução destes operadores. Para o 
aniquilição,
onde o subíndice representa t =  0. Estas expressões são muito semelhantes (de fato,
que são muito semelhantes às equações para x e p, eqs. (2.8). Se, como dito no início
valores do sistema análogo clássico, basta  procurarmos estados |^ (0)) que satisfaçam
d
ih— A  =  [A, H]. 
dt
(2 .12)
onde utilizamos as relações de comutação para a e a):
[a, a ]^ =  1 . (2.14)
Da mesma maneira, para a),
(2.15)
A forma dessas equações diferenciais indica que as soluções são do tipo
análogas) às equações para z e z*, como indica a eq. (2.7). Substituindo em Q e P ,
e
(2.17)
da subseção, quisermos que os valores esperados dos operadores Q e P  sejam iguais aos
(a)o =  W 0) M ^ (0)) =  zo. (2.18)
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Em  relação à  energia, o valor esperado é uma constante. É  fácil de ver isso, pois, para o 
operador H , o lado direito da eq. (2 .12) se anula (o Hamiltoniano comuta consigo mesmo), 
o que indica que H  é constante no tempo, assim como seu valor esperado (H). Portanto, 
ao calcular seu valor inicial (H )0, obtemos:
(H )0 =  hw ( ( a fa )0 +  1 )  . (2.19)
As energias geralmente encontradas nos sistemas clássicos (em especial, de osciladores 
harmônicos) possuem ordem de grandeza muito maior que a de hu. Desta maneira, nessa 
descrição de estados semiclássicos, iremos desprezar o termo h u / 2  no valor esperado da 
energia, obtendo assim,
(H )0 — hu  (a ^ a ^  . (2 .20)
Se quisermos que este valor esperado seja igual à  energia clássica, devemos trabalhar com 
estados que satisfaçam (a ^ a ^  =  |z012, como indica a eq. (2.9). Note que, procedendo 
desta maneira, estamos implicitamente assumindo que |z0|2 ^  1, que, como mostrado na 
eq. (2.9), relaciona a energia do sistema clássico com o valor de energia hu. Assim, fazer 
|z01 ^  1 implica em energias consideradas “clássicas”. Recuperando os resultados aqui 
obtidos, conclui-se que os “pontos quânticos” que procuramos são os estados |^ (0)) que 
satisfazem a eq. (2.18), com |z01 ^  1.
2.3 O estado coerente com o um  au toestad o  do op e­
rador de aniquilação
Ao considerarmos um estado |^ (0)) cujos valores esperados satisfazem todas as condições 
discutidas anteriormente, estaremos próximos de encontrar uma expressão para os estados 
de nosso interesse. Duas questões im portantes que ainda não foram respondidas são:
como escrever uma expressão para esse estado, e como ficaria a sua expansão em termos
de autoestados do oscilador harmônico?
Para responder essas perguntas, vamos primeiro definir um operador d(z0) =  a — z0, 
com adjunto d^(z0) =  at — z0. Vamos calcular o valor esperado (no tempo t =  0) do
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operador dtd:
(0 (0)| dtd |0 (0)) =  ( 0 (0)|(at -  z0)(a -  zo) |0 (0))
=  (0 (0) | ata |0 (0)) -  zo (0 (0) | at |0 (0))
-  zo (0 (0)| a |0 (0)) +  zozo (0 (0)|0 (0)) .
Na discussão da subseção anterior, já  vimos que, no caso do estado em questão, (0(0) | a |0(0)) =  
(("0(0)| at |0 (0 ))j =  z0 e ( a ta^ =  |z0 |2. Portanto,
(0 (0) | dtd |0 (0)) =  |zo|2 -  |zo|2 -  |zo|2 +  |zo|2 =  0 . (2 .21)
Podemos entender esse resultado da seguinte maneira: considere um estado |0) =  
d |0(0)). Seu módulo quadrado será então |(0 |0 ) |2 =  (0 (0 )| dtd |0(0)) =  0. Como o 
módulo quadrado é um valor maior ou igual a zero, e a igualdade dá-se apenas quando o 
estado é o vetor nulo, então o estado |0 ) é o vetor nulo:
|0 ) =  d |0 (0)> =  (a -  zo) |0 (0)> =  |0 ) ,
o que implica
a |0 (0)) =  zo |0 (0)) +  |0 ) =  zo |0 (0)) , (2 .22)
onde utilizamos a definição do vetor nulo, |A) +  |0) =  |A). Isso nos diz que o estado 
que estamos procurando, que daqui em diante chamaremos de estado coerente, é um 
autoestado (mais especificamente, um autoket) do operador de aniquilação, com autovalor 
zo. É im portante notar que, devido ao fato de a não ser Hermitiano, ele não possui um 
auto&ra da forma ( |0 (0 )))t . A partir de agora, usaremos a notação
a |z) =  z |z) , (2.23)
sendo z =  —^ ( |  +  i ^  o autovalor do operador a associado ao estado |z). A relação para 
z em termos da posição q e momentum p  vem da eq. (2.10). Com esse resultado em mãos, 
podemos então escrever um a expansão na base de número (ou seja, na base de autoestados 
do operador número N  =  a t a, com N  |n) =  n  |n)):
ro
|z) =  ^  cn(z) |n)
n=o
ro ro
= ^  a |z) =  cn(z)a In) =  cn (z )V n  In -  1).
n=o n=1
20
Fazendo n  ^  n  +  1 no último somatório, e utilizando o fato de que |z) é um  autoestado 
de a,
a |z) =  E  cn+i(z)V n  +  1 |n) =  z |z) =  z ^  cn(z) |n) .
n=0 n=0
O último somatório vem da própria expressão para o estado coerente na base |n). Como
os diferentes | n ) são ortonormais entre si, podemos multiplicar, na expressão acima, pela
esquerda, um estado (n'|, nos permitindo concluir que
Cn+1(z) =  - z n + z l . (2.24)\Jn  + 1
Além disso, notamos que podemos obter um a relação de recorrência utilizando a equação 
acima, implicando que os diferentes cn(z) podem ser obtidos em função de c0(z):
c-n(z) =  Í - Z . (2.25)
n!
Logo, ao definir c0(z), fixamos todos os cn(z), e o estado fica definido. Uma maneira 
conveniente de determ inar c0(z) é através da normalização de |z),
(z|z) =  ( E  (ml m  ( E  cn |n))  =  E  c*mcn (m |n) =  E  c*mcn^n,m =  E  |cn |2 =  1,
\  m )  \ n )  n,m n,m n
então
E  |cn|2 =  E
znco I |2 |z| I |2 5|z 1|co\ E “ 7T =  |c0 | L Ê
O somatório é exatamente igual à expansão de Taylor de exp(|z |2), e temos então:
|co|2exp(|z |2) =  1 ^  |co|2 =  e x p (-  |z |2).
Como essa escolha é arbitrária, por conveniência, vamos escolher c0(z) G R e c0(z) >  0, 
então, obtemos
^ \ c õ f  =  co =  exp . (2.26)
Inserindo esse resultado na expansão de |z),
zco | , (  \z 2'
|z) =  E  cn |n) =  E  — r  |n) =  exp — 7T E  ^  |n ) . (2.27)n v n . ' ' * v 2  n  v m
n22
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2.4 Variâncias e incertezas dos estados coerentes
um a escolha conveniente de estados quânticos, eles se igualam aos valores clássicos H , 
q e p. Porém, ainda não tratam os das incertezas nesses valores. De nada adianta para 
a descrição de um “ponto quântico” se tais valores flutuarem imensamente. Logo, esta 
subseção estará voltada a analisar essas variações.
O desvio quadrático médio de um operador A  é dada pela expressão
Precisamos, portanto, calcular o valor esperado de A 2 e subtrair o quadrado da média 
de A , que, para os operadores que estamos interessados, já  estão calculadas. Para o 
Hamiltoniano do oscilador harmônico,
Até agora, tratam os apenas os valores esperados de H , Q e P , verificando que, fazendo
(2.28)
Lembrando que a e o) satisfazem a relação de comutação, eq. (2.14), teremos
aa) =  1 +  a) a
que nos leva a
Ao calcular o valor esperado de H 2 em relação a |z), obtemos
Para calcular (z| a W a a  |z), usamos o fato de que, se |z) é um autoket de a com autovalor 
z, então (z | é um au tobra de a), com autovalor associado z*. Podemos então aplicar a 
em |z) e a) em (z | (por isso escrevemos o Hamiltoniano com todos os operadores a) à 
esquerda e os operadores a à direita: a facilidade de atuação dos operadores a e at nos 
estados coerentes), obtendo então
(z| a)a)aa |z) =  |z |4 ,
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e portanto
( « 2) z =  f i . v  ( |z |4 +  2 |z |2 +  4 )  . (2.29)
Por conveniência, não desprezaremos neste cálculo o termo Kw/2 do Hamiltoniano como 
fizemos na eq. (2.20). Isso nos perm itirá escrever
2 1
(H )z =  Kw ( |z|2 +  2 )
= ^ (H)2 =  ^2^ 2 ( |z|4 +  |z|2 +  4 )
o que nos dá, finalmente,
AHz =  K?u2 ^ |z |4 +  2 |z |2 +  4 )  -  h2u 2 ^ |z |4 +  |z |2 +  4 )  =  Kw | z | . (2.30)
Comparando o valor médio com o desvio quadrático médio,
A H z Kw|z| 1
(2.31)
(H )z hw|z|2 |z |’
que nos diz que a energia relativa do estado |z) é bem definida, sempre que |z| ^  1, o 
que está de acordo com a ideia de um estado cuja descrição quântica é próxima a de um 
sistema clássico, como gostaríamos que fosse.
De m aneira análoga, vamos calcular AQ e A P  (para os operadores dimensionalizados):
(Q)z =  ^ 2 (z| (at + a) |z) =  7 i (z* + z) = b^  Re(z);
(P)z =  (z| (at -  a) |z) =  (z* -  z) =  ic \ /2 Im(zic t ic—  (z| ( 1 -  a) |z) 
z \p2 ( K n  ) \p2
2 (2.32)
Q2)z =  ( 7 2 ) (1 +  (z +  z*)2);
2
^ z =  1^1 ( 1 -  (z -  z ') 2
Então,
A Q
A Q
i )  ( 1 + ( z + z*)2) - ( ^ h (z ' + z ) )  =  Jk '
\ f â )  (1 -  (z -  z*)2) -  Í 7 z ’ -  z>) =  ^ '
(2.33)
que indica que, um a vez que b e c estejam fixos, as incertezas na posição e no momentum  
tam bém  estão. A relação de incerteza se escreve então
A Q  A P  =  ^  =  K, (2.34)
que é mínima, como queríamos ao construir os estados coerentes.
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2.5 O operador de deslocam ento e a função de onda  
para os estados coerentes
Uma maneira simples de obter as funções de onda para os estados coerentes é através da 
utilização de um operador D (z) definido como
D(z) =  exp (zaj — z*a\ , (2.35)
que é chamado de operador de deslocamento na literatura [22,23], o motivo veremos a 
seguir. Este é um operador unitário, e seu adjunto hermitiano é dado por D j (z) =
exp (z*a — za^  =  D - 1(z). Para ficar mais simples sua aplicação, podemos utilizar a
fórmula de Baker-Campbell-Hausdorff: dados dois operadores A  e B , que não necessari­
amente comutam entre si, mas que comutam com seu comutador (ou seja, [A, [A, B ]] =  
[B, [A, B]] =  0), vale [23]:
exp(A +  B) =  exp(A) exp(B) exp ^—-  [A, B ]^ . (2.36)
Chamando A  =  za) e B  =  —z*a, seu comutador será [A, B ] =  —zz*ata +  zz*aat =  
zz* a, aj =  zz* (que é um número, mais especificamente um número multiplicando o 
operador identidade, o qual comuta com a e a t , satisfazendo assim a condição para a 
fórmula citada), o que nos dá
D ( z ) =  exp(zat — z*a) =  exp ^—-  |z |2^ exp(zat ) exp(—z*a). (2.37)
Agora, podemos aplicar este operador no estado fundamental do oscilador harmônico, 
denotado por |0). Para isso, note que, na aplicação de exp(—z*a), obtemos o próprio 
estado fundamental:
exp(—z*a) |0) =  ^1 — z*a +  íz 0 — + ...^ |0) =  |0) ,
pois o operador de aniquilação, atuando no estado fundamental, nos dá o ket nulo. Da 
mesma maneira, atuando com o termo exp(zat ),
(zot)n zn zn
exp (zot) |0) =  ^  ——— |0) =  ^  —  - —. |—) =  ^  - =  |—), 
n —\ n —\ n v —
e portanto,
D (z) |0) =  exp í —^ l  ^  —— |n) = |z ), (2.38)
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o que nos diz que o operador D(z)  é a transformação que leva o estado fundamental do 
oscilador harmônico ao estado coerente \ z ) (ou seja, ele desloca o estado fundamental, 
de energia hw /2 , representado pela origem do plano complexo z, ao estado coerente, de 
energia hw ( |z |2 +  1/2 )).
Para calcular a função de onda t/(x)  =  (x|z) =  (x |D (z)|0), é mais fácil escrever o 
operador de deslocamento em termos dos operadores de posição e momentum, Q e P  .O  
expoente de D (z) se torna, então:
_ L  í Q _  i P )  _  XL í Q  +  P
za -  z a  =  T ( U  -  T )  +  c
= 1 ( z - z )  Q  -  c ( G 1)  p
Chamando A  =  1 (E § “) Q e B  =  — C ( E f ”) P , podemos utilizar novamente a eq. (2.36), 
ao calcularmos que o comutador entre A  e B  é
A - 1 -  — 1 ( Z f )  q c  ( L + f )  p  +  c ( Z f )  p  1 ( Z f )  Q
=  — ^  (z2 — f*2)[Q ,P  ]
=  2 f  - f * 2).
onde usamos [Q,P] =  ih  [22,23]. Portanto, teremos, para o operador de descolamento,
'1 ( z - z * \  (  i ( z  +  z*A A í  1
exp(za)  — z*a) =  exp ^  ^  — Z j  Q j  exp ^— ^  y —f  j  PJ  exp ( j f 2 — z2^  .(2.39)
Com isso, temos
^ (x) =  (q\ exp \  — T  j  Q  exp ( —i  P )  exK l (Z*2 — f 2^  |0)
' q  é autObra de Q ’ apenas um número
=  exp í i < z *2 — z2>) exp ( b ( z —f )  q)  (q\exp ( —)  ( Z— Z- )  P )  |0) •
O resultado dessa expressão é fácil de se obter se nos utilizarmos do operador de translação, 
exp (—iXP/h)  |q) =  |q +  A) [22]. Chamando A =  — h(z  +  z*)/c =  — b(z +  z*), sua atuação 
nos dará:
'1,  *2 2, \  (1 ( z  — z* \ w  , ( z  +  z*
^(x ) =  exp Q (z * 2 — z2))  exp ^  ^ q ( q — b
  b \  V 2  ) H) \  U
exp(idz)
0 )  . (2.40)
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Podemos reescrever as somas e diferenças entre z e z* em termos dos valores esperados, 
a partir das expressões para (Q)z e (P )z obtidas anteriormente na eq. (2.32):
z -  z* =  % ^  (P )z e z +  z* =  (Q)z , (2.41)
assim, obtemos
^(q)  =  exp (i9z) exp (P)z qj  0o (q -  (Q)z) , (2.42)
onde 0o(q) =  (2n(A Q )2)- 1/4 e x p ( - (q /2A Q )2) é a função de onda do estado fundamental 
do oscilador harmônico [22], centrada em (Q)z, de largura AQ, e 9z é um a fase global.
Com isso, podemos começar a ver os estados coerentes de um a forma mais familiar: 
ao calcular a densidade de probabilidade associada,
1 /  1 ( q -  (Q) X 2'
b v n
|^ (q ) |2 =  —  exp —õ ~Ãr\ ) I» (2.43)
V A Q
verificamos que trata-se de uma função gaussiana centrada em (Q)z, com largura AQ.
2.6 C om pleteza
Uma das principais qualidades dos estados coerentes é poder reescrever outros estados 
em termos destes, e eventualmente usufruir de suas propriedades algébricas. Existe uma 
característica pouco comum, encontrada na base formada por estados coerentes, que está 
no fato deles não serem completamente ortogonais: dados dois estados coerentes |z) e |z'), 
com autovalores do operador de aniquilação z e z ' , respectivamente, com z =  z', teremos:
^  =  ( exp ( J Í ) ?  S  ^ ( e x p  ( —|T 2) ?  £  « )
exp ( - 2  ( |z |2 +  | z f ) )  exp (z*z') .
Tendo esse resultado em mãos, podemos calcular o módulo quadrado do produto interno 
entre os dois estados coerentes:
|(z |z ' ) | 2 =  (z|z') (z|z')*
2 2exp (—  (Jz |2 +  |z ' | 2 — zz'* — z*z 'jj
O termo dentro dos parênteses na exponencial é o módulo quadrado de z — z ' , nos dando, 
então,
|(z |z ' ) | 2 =  exp ( — |z — z '|2j  = 0 ,  V z» z ' . (2.44)
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Devido a esse fato, os estados coerentes formam o que se chama de um conjunto 
supercompleto (do inglês, overcomplete) de estados, tendo uma resolução da identidade 
um pouco diferente da usual para conjuntos completos, necessitando de um a normalização. 
A identidade é escrita da seguinte forma [17]:
=  E |n) (n| =  1n
em que a integral varre todo o plano complexo z.
2.7 Evolução tem poral dos estados coerentes
Nesta e na próxima seções, iremos tra ta r  como um estado coerente \z) e seu pacote de 
onda evoluem no tempo, assim como um a ilustração envolvendo grandezas macroscópicas.
Seja um estado inicial |^(0)) =  |z) evoluindo de acordo com um Hamiltoniano de um 
oscilador harmônico, H  =  hu (a a^ +  , onde u  é a frequência característica do sistema.
Já  vimos anteriormente, na eq. (2.32), que os valores esperados para posição e momentum,  
(Q)z e (P )z , respectivamente, permanecem iguais aos valores clássicos, eq. (2 .8), para os 
estados coerentes. Utilizando o operador de evolução temporal, podemos obter o estado 
em um tem po qualquer:
| E E exp
exp
exp
iH t
iHt
~h ~
I |2U 1
M 0)>
E  exp
n
yn
E  U
exp
|U |
Vn\
exp
iH t 
— )  |U>
|n> 
|n>,
2 )  \fn\  
iE nt
h
onde utilizamos o fato de que |n) é um autoestado de H . Podemos então reescrever a 
exponencial que contém a energia usando E n =  hu (n +  2) , que é a expressão da energia 
do oscilador harmônico [22], obtendo assim
|^ ( t )> =  exp Í - | 4 t )  E  U n j eXP ( - i n u t  -  i ^ f )  |n> (2.45)
n
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Figura 2.1: Evolução temporal de z.
que, rearranjando, nos dá
l i - ( í ) )= exp í —w )  exp í —izi - )  e  - n  exp<—inw í) |n >
exp ( — ‘f )  ze<-i“*)\ (2.46)
fase global autoket de a_c°m autovalor ze( >
Isto nos diz que um autoestado de a evolui para um outro autoestado de a, com seu
autovalor associado evoluindo de z para ze(~iMt), como ilustra a fig. 2 .1.
Com isso, fica simples calcular os novos valores esperados e as variâncias utilizando 
a eq. (2.32), bastando utilizar a substituição z ^  ze(~iMt) e a parametrização de z em 
termos de q e p  (posição e momentum  clássicos) para os valores esperados dos operadores 
de posição e momentum:
p
(Q)z(t) =  q cos (wt) + sin (wt) ;
(P )z(t) =  —mwq sin (wt) +  p  cos (w t); (2.47)
(H )z(t)= hw ( |z |2 + 2 ) .
Note que os valores esperados de Q  e P  nada mais são que as equações de movimento 
clássicas para o oscilador harmônico. Ao calcular os desvios quadráticos médios,
A Q =  - b2 e * P  =  —2 . (2.48)
que, como anteriormente, não dependem do tempo, mantendo a coerência do estado, 
assim como a incerteza mínima.
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2.8 M ovim ento do pacote de onda e aplicação para o 
oscilador clássico
Como visto anteriormente, a função de onda para o estado coerente é dada pela eq. (2.42). 
Agora, levando em conta a evolução temporal,
0 (q , t ) =  (q|0 (t)) =  e( T ) (q ze ( —ií^ t)
exp (idz) exp ( -  (P )z(t) q) 00 (q -  (Q)z(t)) e( ^ ),
(2.49)
onde 9z foi definido na eq. (2.40). Calculando seu módulo quadrado,
|0 (q,t)|2 exp
1  ( q -  (Q)z(t)'
2 l 2AQ q -  (Q)z(t)
(2.50)
que é o módulo quadrado da autofunção do estado fundamental do oscilador harmônico, 
deslocada da origem. Seu argumento nos diz que sua forma não varia, porém seu centro 
evolui no tempo, de acordo com a posição do oscilador harmônico clássico.
Figura 2.2: Ilustração do problema clássico.
2 2
Como um a ilustração de toda essa discussão, segue o tratam ento de estados coerentes 
em regime macroscópico. O sistema, como m ostra a fig. 2 .2 , será uma bolinha de massa 
m  = 1  kg, pendurada numa corda com comprimento l =  0.1 m e  massa desprezível, 
oscilando com amplitudes pequenas, a ponto de podermos aproximar o período como 
T  =  2^^pg , sendo g ~  10 m /s2. Com isso, obtemos um período de T  ~  0, 64 s, o que 
implica uma frequência angular u  =  T  ~  10 s-1 . Suponha uma amplitude máxima 
qmax =  1 cm. Finalmente, admitindo que o estado quântico possa ser descrito por um 
estado coerente, podemos calcular os valores que estamos interessados, |z |, A X , A P ,
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Av e vmax (estes dois últimos sendo a variação da velocidade e a velocidade máxima, 
respectivamente):
demonstrando que, realmente, estados coerentes são apropriados para descrições semiclás- 
sicas, pois, como vimos no decorrer desta seção, as incertezas na posição e momentum  são 
mínimas, a energia é bem definida em relação ao desvio quadrático médio, e os valores es­
perados são iguais aos valores clássicos. Dessa maneira, estes são, de fato, os estados mais 
próximos de um ponto no espaço de fases que conseguimos obter, com a interpretação 
usual da mecânica quântica, respeitando o Princípio de Incerteza de Heisenberg.
2.9 E stados coerentes b idim ensionais e a generaliza­
ção para um  espaço n -d im ensional
A generalização para um espaço n-dimensional não é difícil, porém é im portante fazê-la. 
Para começar, vamos trabalhar num espaço bidimensional. Seja lz1) um estado coerente 
no espaço de Hilbert H  e |z2) um estado coerente no espaço de Hilbert H2. Então, o 
estado coerente de duas dimensões, atuando no espaço de Hilbert to tal H  =  H  ® H 2 , 
será escrito como:
A P
A v  = ------ ~  2 , 2 ■ 10-17 m /s;
m
Vmax =  Qmax^ =  10 1 m /s;
|z) =  |zi ,Z2 ) =  |zi) 0  |Z2)
ou
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Operadores que atuam  em apenas um espaço de Hilbert H  apenas atuam  na com­
ponente do estado coerente respectiva àquele espaço. Isso significa, por exemplo, que os 
operadores de aniquilação a 1 e a2, que atuam  em H  e H 2, respectivamente, possuem 
equações de autovalores da seguinte maneira:
ai |z) =  ai |zi,Z2) =  zi |zi,Z2) =  Zi |z ) ; (2.53)
a2 |z) =  ai |zi,Z2) =  Z2 |zi,Z2) =  Z2 |z) , (2.54)
semelhantemente para todos os outros tipos de operadores. A expressão para o operador 
de deslocamento é simples,
D (zi, Z2) =  D  (zi) D  (Z2) =  exp (z ia i — z ia i +  Z2a2 — z \ a ^  .
A equação acima tam bém  permite utilizar a eq. (2.36), como é fácil de verificar, obtendo
assim
D  (z i , Z2) =  exp ^ —1  |z i |2 — 2 |z21^ exp (z ia i) exp (z2a2) exp (z ia i) exp (z ia i) . (2.55)
Dessa forma, a função de onda para o estado to tal 0 (x , t) =  ^ ( x i , x 2,t),  é dada por
0 (x ,t) = exp (i (dz! +  0Z2 ))exp (  ‘  ( (Pi )z1 x i +  (P2 )z2 x 2) )
v hV (2.56)
X 00 (xi — (x i)zJ  00 (x2 — (x2)zJ  =  0 (x i ,t )0 (x2,t) ,
com as variâncias e desvios quadráticos médios dependentes do tempo, como dadas na eq.
(2.32). Com a expressão para o estado coerente acima, podemos calcular a sobreposição 
dos estados,
(z'|z) =  (z i,z 2|z i , Z2)
=  exp ( — |zi — zi \ — |z2 — z2 \ ) (2.57)
=  (zi|Zi) (z2|Z2) .
A resolução da identidade é dada, então, por
1 =  1i 0  1* =  f  | zi) (zi | * *  f  | Z2) (Z2 | í *  =  í  í *  ^ 2  | Zi. Z2) (Zi. „  | . (2.58)
J n J n J n n
sendo que as integrais varrem seus respectivos planos complexos.
Vemos, então, que as expressões para multidimensões são extremam ente simples, uma
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vez que sabemos como é a expressão para o caso unidimensional:
n
|z) =  |zi,Z2, ■ ■ ■ ,Zn) =  0  |Zj) ;
i=1
ai |z) =  Zi \z) ;
^ ( x , t) = exp ^  E  dz}j exP E  ( (PE  Xi ) )  ^ 0 [ E  (Xi -  (xi)Zi) )  =  I I  ^ i (xi, t)(2.59)
(z' |z) =  exp ( ^ E  ( |zi -  Zi/|2) ) =  n  (zi |zi) ;
/  i=1
d2 Zi'
1 =  n     |Z1,Z2, ■ ■ ■ , Zn) (zi, Z2, ■ ■ ■ , Zn| =  0  1in i=1
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Capítulo 3 
Integrais de caminho
Neste capítulo, daremos foco a um a parte im portante do formalismo utilizado nesta disser­
tação. Veremos o propagador quântico na base das posições [23], sua forma mais familiar, 
para mais tarde apresentá-lo na base dos estados coerentes [16], expressão que se será de 
fato utilizada na dissertação.
3.1 O Propagador Q uântico
Na mecânica quântica, quando um Hamiltoniano H  =  T  +  V  independente do tem po atua 
em um estado |-0 (to)), a sua evolução tem poral é formalmente simples se utilizarmos o 
operador de evolução tem poral U ( t , t0) =  exp :
\^ (t)) =  U ( t ,to) |^ (o)) = exp ^ iH ( _^— — j  |^ (o)), 
nos permitindo escrever sua função de onda como
=  <q" \ m )  =  <q"I exp í  — H í - X M !  |^(to))
=  /  d3q' < q > x p  ( — )  |q') <q'\^(*o)) (3U
=  y  d3,q 'K  (q ''.t; q '.to ) ^ (q '.to ) ,
sendo q  o vetor de posições do estado, podendo este representar três partículas não- 
interagentes em um a dimensão ou uma partícula em três dimensões, por exemplo. O 
objeto K  (q '',t; q '.to ) =  <q"|U (t.t0) |q '), que aparece como o kernel da integral, é conhe­
cido como propagador quântico. Para qualquer dado problema, o propagador só depende
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do potencial V , e é independente do estado inicial. Este objeto nada mais é do que a 
função de Green do problema com fontes puntuais [23]:
i ^ - ih d  H  K  (q'', t; q ', to) =  - i h ó  (q'' -  q ') ó (t -  to) , (3.2)
com condição de contorno K  (q '',t; q ' , t 0) =  0 para t < t0. Conhecendo a base de autoes- 
tados de H , ao inserir um a unidade entre o operador de evolução U (t, t 0) e |q '), é possível 
escrever o propagador como
K  (q V ;  q ' , t0) =  E  (q ' ' |U (t,t0)|n) (n |q ') =  E  (q ' ' |n) (n |q ') exp f  iEn(h— — )  , (3.3)
n n \  h /
sendo |n) um autoestado de H  com autovalor E n.
Note que, uma vez conhecidos o estado inicial "0(q ',t0) e o propagador, a evolução 
tem poral da função de onda pode ser determ inada completamente. Duas características 
im portantes do propagador são claras:
• Função de onda. Devido à maneira como o propagador está escrito, podemos 
interpretá-lo como sendo a função de onda de um a partícula que estava localizada 
exatamente em q'. Neste caso, q '' é a variável independente da função de onda;
• lim K  (q '',t; q ' , t 0) =  ó3(q'' — q '). Isso vem do fato de que lim U ( t ,t0) =  1.t— t^to
Com essas duas propriedades, podemos interpretar a eq. (3.1) através de um a analo­
gia com a eletrostática: para obter um resultado geral, primeiro avaliamos o problema 
para um a única “carga” (o propagador), multiplicamos este resultado pela distribuição 
de cargas (a função de onda ^ ( q ' , t 0)), e integramos em todo o espaço q'.
A seguir, buscaremos um a versão do propagador escrita como um a soma de contribui­
ções de caminhos no espaço de posições. Tal expressão é aquela em que a aplicação de 
aproximacões semiclássicas é mais natural.
3.2 Propagador com o um a am plitude de transição
Para termos um a interpretação ainda melhor do sentido físico do propagador, podemos 
associá-lo com as amplitudes de transição. O produto interno de (q '|, fixo no tempo, 
com o ket |^ (t)), pode ser visto como o produto interno do bra (q ',t  —10 |, que tra ta  da
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retro-evolução de (q''| desde t0 a t, com o ket |^ ( t0)), que é fixo no tempo. Com isso,
—iEn{t — to) \
K  (q'', t; q ', to) =  ^  (q ''|n) (n |q ') exp (
n
= ^ ( qn
=  (q ' ', t |q ' , t o)
f - i H t \ \  /
e x p \  h )
n n exp
h )
( +iHto 
V h
com |q ', t0) e (q '',t | sendo entendidos como um  autoket e um autobra do operador de 
posição na representação de Heisenberg, respectivamente. Note que isso nada mais é 
do que a amplitude de probabilidade de encontrarmos o estado em | q ' ' , t ) , um a vez que 
saímos de um estado inicial |q ', t0) [22,23].
Vamos alterar um pouco a notação, por conveniência, para deixar as coordenadas 
espaço-temporais mais simétricas: no lugar de |q ', t0), escrevemos |q ', t ') ,  o ket |q '',t)  se 
torna | q ' ' , t ' ') e assim por diante. Lembrando que, em qualquer instante de tem po t , os 
autokets de posição na interpretação de Heisenberg formam um conjunto completo, nos 
possibilita escrever o operador identidade como
I  d V  |q '', t" ) (q '', t" | =  1. (3.4)
Considere a evolução de t ' a t ' ' ' : podemos dividir o intervalo (t ' , t ' ' ') em duas partes, (t ' , t ' ') 
e (t ' ' , t ' ''), obtendo
(q''', t'" |q ', t') = f  d V  (q''', t"' |q '', t") (q'', t" |q ', t') , (tm > t" > t'), (3.5)
que expressa a propriedade de composição da amplitude de transição. Podemos utilizá-la 
para dividir o intervalo de tempo em quantos subintervalos quisermos. Se, de alguma 
maneira, soubermos a forma de (q '', t" |q ',t') para um tempo infinitesimal (entre t' e 
t' +  dt), podemos obter a amplitude (q '', t" |q ', t ')  para um tem po finito, compondo as 
amplitudes de transição apropriadas para intervalos de tempo infinitesimais, de maneira 
análoga à eq. (3.5). Isso levou a um a formulação independente da mecânica quântica por 
Feynman, que iremos esboçar na próxima subseção [23].
3.3 Integrais de cam inho
Sem perda de generalidade, iremos tra ta r  aqui apenas o problema unidimensional. A 
generalização para várias dimensões é direta. Por clareza, para não escrever • •', com n
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linhas no total, vamos usar a notação qn. Com essa notação, consideramos a amplitude 
de transição de uma partícula indo de um ponto inicial no espaço-tempo (q1, t 1) para o 
ponto final (qN, t N). O intervalo de tem po to tal entre t 1 e tN pode ser dividido em N  — 1 
partes iguais,
tj — t j-1 =  A t =  t^ - — A , com j  = 2 , . . . ,  N.  (3.6)
Utilizando a propriedade de composição, proveniente da eq. (3.5) (assumindo tj > t j-1), 
obtemos
{qN , tN\qi, t i)  = dqN-id q w- 2 . . .  dq2 {qN ,tN\qN-i , tN - 1)
J (3.7)
X {qN-i , tN-i\qN-2 , tN-2) . . . {q2 , t 2 \qi,ti) .
Para interpretar o que essa expressão significa, consideramos o plano do espaço-tempo 
na fig. 3.1. Os pontos inicial e final, (q1, t 1) e (qN , t N ), respectivamente, são fixos. Para 
cada segmento de tempo, entre tj e tj -1 , nós somos instruídos a considerar a amplitude 
de transição que leva de (qj-1, t j-1) a (qj , t j). Então, integramos sobre q2,q3, . . .  ,qN-1. 
Isso significa que somamos sobre todos os possíveis caminhos no espaço-tempo, com os 
pontos inicial e final fixos. Quando dizemos caminhos, estamos tam bém  assumindo que 
tais caminhos não necessariamente obedecem a um a equação de movimento, contrastando, 
então, com as trajetórias.
t  Á  1 Q .  a  • '  > ;  )
Figura 3.1: Diversos caminhos para a integral de caminho. Imagem retirada de [23].
A ideia de trabalhar com caminhos provém, em partes, da mecânica clássica. Utili­
zando o formalismo Lagrangeano, suponha que temos um a partícula sujeita a um campo
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de forças derivável de um  potencial V (q). A Lagrangeana clássica é escrita como
*2
Lciássica(q,q) =  —q  V  (q). (3.8)
Dada esta Lagrangeana com pontos finais fixos (q1, t 1) e (qN, t N) especificados, nós não 
consideramos qualquer caminho que liga (q1, t 1) e (qN , t N) na mecânica clássica. Pelo 
contrário, deve existir um  único caminho que corresponde ao movimento real da partícula 
clássica, este proveniente do princípio de Hamilton: o caminho que a partícula segue é 
aquele que minimiza a ação, definida como a integral tem poral da Lagrangeana clássica:
r tN
5S  =  5 / dt Lciássica(q,q) =  0, (3.9)
Jt i
de onde podemos obter as equações de Euler-Lagrange para a dinâmica do sistema [18,19].
3.4 Form ulação de Feynm an
Com toda essa discussão, as diferenças entre as mecânicas clássica e quântica são apa­
rentes. Na mecânica clássica, um caminho definido no plano espaço-temporal é associado 
com o movimento da partícula. Em contraste, na mecânica quântica, todos os possíveis 
caminhos devem contribuir para a dinâmica, inclusive aqueles que não tem  qualquer seme­
lhança com o caminho clássico. Porém, de alguma maneira, devemos conseguir reproduzir 
os resultados da mecânica clássica, à medida que nos aproximamos suavemente do limite 
formal h ^  0. Como?
A tentativa de Feynman para atacar este problema foi a seguinte. Procurando por 
pistas, em um livro de Dirac, ele encontrou um a anotação que diz (utilizando a nossa 
linguagem moderna)
exp ( h  r d t Lciássica(q,q)^ corresponde a (qN, t N |q i , t i ) .
Ao ler isso, Feynman ficou intrigado. “Corresponde a ” significa a mesma coisa que “é igual 
a ” ou, mais especificamente, devido à dimensionalidade do propagador, “é proporcional 
a ”? A tentativa de responder essa pergunta o levou à formulação da mecânica quântica 
baseada em integrais de caminho.
Na formulação de Feynman, a ação clássica tem  um papel muito im portante. Por 
conveniência, introduzimos a notação
(' tn
S ( n , n  -  1) = /  dtLciássica(q,q). (3.10)
^tn-1
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Devido ao fato de que Lclássica é função de q e q, S ( n , n  — 1) só é definida após definirmos 
um caminho específico, ao longo do qual a integração será realizada. Concentremos nossa 
atenção num pequeno segmento ao longo desse caminho, por exemplo entre (qn - i , t n - i) e 
(qn, t n). De acordo com Dirac, somos instruídos a associar exp [iS(n ,n  — 1)/h] com esse 
segmento. Seguindo ao longo desse caminho, nós multiplicamos sucessivamente diversas 
expressões desse tipo, para obter
N
n  expn=2
"i- S ( n ,  n  — 1) =  exp
N
- Y  S ( n , n  — !)
. n=2
exp
- S  N  1) (3.11)
Poderíamos achar que essa expressão nos dá (qN , t N lq1, t \ ) , porém estaríamos equivocados. 
A expressão acima nos dá a contribuição para (qN , t N |q1, t 1) proveniente do caminho 
particular que escolhemos. Ainda precisamos integrar sobre todos os q2, q3, . .., qN-1. Ao 
mesmo tempo, utilizando a propriedade de composição, deixamos o intervalo de tempo 
entre tn e tn-1 ser infinitesimamente pequeno. Então, nossa candidata à expressão para 
(qN , t N |q1, t 1) pode ser escrita, em um sentido meio solto ainda, como
(Qn , tN Q i, t \ )  ~  E  exp
todos os caminhos
(3.12)
com a soma sendo feita em um conjunto infinito, não-numerável, de caminhos.
Antes de continuarmos, vamos analisar o limite clássico. À medida em que h ^  0, 
a exponencial acima oscila violentamente ao varrer o espaço de integração, com uma 
tendência de cancelamento entre as várias contribuições de caminhos vizinhos (no sentido 
de caminhos que variam muito pouco entre si). Isso se dá porque a diferença de fases de 
exp[iS/h] para caminhos levemente diferentes é muito grande, devido ao quão pequeno h 
é. Porém, h é um número, um a constante física da natureza. Como a natureza realiza, na 
prática, este limite? Ao analisar o argumento da exponencial acima, vemos que o termo 
oscilatório depende da razão S/h.  A ação clássica, como é fácil de observar, depende 
da massa. Por exemplo, para a partícula livre, a Lagrangeana do problema depende 
da energia cinética m q2/ 2 . Assim, estamos comparando as ordens de grandeza de S , que 
depende de m, e h. Ao estudar um sistema cuja massa seja muito grande, estamos dizendo 
que a ação deste é um valor muito grande, quando comparado com h. Dessa maneira, 
h ^  0, no fundo, implica em S  ^  œ .
Então, efetivamente a maioria dos caminhos não contribui quando h é considerado 
um a quantidade pequena. Há, porém, um a im portante exceção. Suponha termos um
38
determinado caminho que satisfaz
ÕS (N,  1) =  0, (3.13)
sendo a variação em S  devida a um a leve deformação no caminho, com os extremos fixos. 
Este é precisamente o caminho clássico, previsto pelo princípio de Hamilton. Denotamos 
esta ação que satisfaz a equação acima de Smin. Ao ten tar deformar o caminho levemente 
a partir do caminho clássico, a ação S  resultante ainda é igual a Smin, considerando a 
deformação em primeira ordem. Isso implica que a fase de exp[iS/h] não varia muito 
quando nos desviamos levemente do caminho clássico, mesmo com h pequeno. Como 
resultado, enquanto permanecemos próximo ao caminho clássico, interferência construtiva 
entre caminhos vizinhos é possível. No limite h ^  0, as maiores contribuições devem então 
surgir de uma faixa muito fina (ou um tubo /h ipertubo  em muitas dimensões) contendo a 
trajetória clássica. A ideia de Feynman funciona muito bem, porque no limite h ^  0, o 
único caminho que contribui é exatamente o caminho clássico.
Finalmente, para formular a conjectura de Feynman mais precisamente, vamos voltar 
à expressão para {qn, tn \qn-1, tn-1) , onde a diferença t n — tn-1 é tida  como infinitamente 
pequena. Escrevemos
{qn , tn \ qn-1, tn-1) w(At)
exp h S(n,  n — 1) (3.14)
onde calculamos S(n,  n — 1) num regime em que A t =  tn — tn-1 ^  0. Note que inserimos 
um fator de peso w(A t), que assumimos depender apenas do intervalo tn — tn-1, e não 
depender de V (q). Claramente, esse fator é necessário para dimensionalizar corretamente 
os dois lados da equação, já  que, da maneira com a qual os autokets de posição são 
normalizados, {qn, tn \qn-1, tn-1) deve ter dimensão de inverso de comprimento.
Adotando o potencial de partícula livre, V (q) =  0, já  que w (A t ) é independente de 
V (q), é possível m ostrar [23] que
1
w(At)
m
2nihAt
(3.15)
Então,
{qn, t n\qn-1, t n-1) \ j
m
2nihAt
exp hS (n ,  n — 1) (3.16)
1
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e a expressão final para a amplitude de transição com t N — t 1 finito é
(N-l)/2
(qn , tN \qi,ti) =  limN
(3.17)
n=2
onde o limite N  ^  to  é tomado com qN e t N fixos. Definindo um operador integral 
infinito-dimensional,
Esta expressão é conhecida como integral de caminho de Feynman. Seu significado como 
um a soma sobre todos os possíveis caminhos é aparente ao olhar atentam ente para a eq.
Segundo a abordagem exposta aqui, os passos seguidos para obter a eq. (3.19) não de­
vem ser vistos como um a derivação realizada dentro do formalismo quântico. Na verdade, 
Feynman tentou construir uma nova formulação da mecânica quântica, baseada no con­
ceito de caminhos, motivado pela misteriosa frase de Dirac. As únicas ideias emprestadas 
da formulação usual da mecânica quântica foram:
• o princípio de superposição, usado na soma das contribuições dos vários caminhos;
• a propriedade de composição da amplitude de transição;
• e a correspondência clássica no limite h ^  0 .
É possível m ostrar que a expressão para (qN , t N \q1, t 1) satisfaz a equação de Schrödin­
ger dependente do tempo nas variáveis qN, t N, como mostrado em [23].
podemos escrever a eq. (3.17) como
(3.19)
(3.17).
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Capítulo 4 
A aproximação sem iclássica do 
propagador em estados coerentes
Até o presente momento, estávamos trabalhando ou no regime puramente quântico, ou 
no limite puramente clássico. A aproximação semiclássica consiste de um meio termo, e 
o formalismo utilizado aqui se servirá dos assuntos discutidos nos capítulos anteriores.
4.1 O propagador em  estados coerentes
Apresentamos anteriormente o propagador de Feynman, que aparece no formalismo das 
integrais de caminho. Sua definição era, na representação de Schrödinger, para um Ha- 
miltoniano independente do tempo,
K  (q",t"; q ', t ')  =  (q ''\U (t" ,t')\q ') . (4.1)
Aqui, utilizamos como base para o cálculo do propagador, estados de posição bem defi­
nida (autoestados do operador de posição). Essa não é a única opção para o cálculo do 
propagador. Estamos, de fato, interessados na base de estados coerentes, estudada no 
capítulo 2 . Ao projetar o estado \^ (t" )) =  U (t//, t /) \^(t')) num estado coerente \z''),
r d2z'
(z 'V (t" ))  = ----- ( z ' ' \ U ( t " , 0 \ z O m O )  . (4.2)J n
Como anteriormente, o kernel da integral é o propagador na base de estados coerentes, 
que se escreve como
K  (z '',t"; z ',t ')  =  (z ''\U (t" ,t')\z ') . (4.3)
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Podemos, novamente, interpretar K  (z'', t"; z', t') como sendo a projeção de um estado |z'') 
em um estado |z'), evoluído no tempo de t' a t" , sob ação de um Hamiltoniano H. Ou 
seja, é a amplitude de probabilidade de encontrarmos, no instante t =  t " , o estado |z''), 
partindo de um estado |z') no instante t =  t ' .
Vamos agora dividir o intervalo de tempo T  =  t" — t  em N  partes iguais, de duração 
t  =  T / N , ta l que
U (t" ,t') =  U (T ) =  exp
iU T
h
N
exp
n=1 h
(4.4)
Escrevendo o operador de evolução desta maneira, podemos introduzir (N - 1 )  identidades, 
escritas na base dos estados coerentes, como m ostrado na eq. (2.59), entre cada um dos 
termos. Como um exemplo, para N  =  2, temos
(z''|U ( t " , t > ' ) exp
iH t
h
exp
iH t
h
d2z ' iH t' \  / ' iH t'exp
h
z z exp
h
Para N  qualquer,
K  (z",í"; z ! , í )  = j  ' j ï '
N- l
j=1
' d2zj '
n
N -1
(4.5)
X
k=0
n  ( zk+i exp
iH t
' ~ h
z k (4.6)
com z' =  z0 e z' zN. Por conveniência, devido ao fato de que o valor im portante é a
diferença entre t" e t ' , vamos introduzir a notação K  (z'' ,t"; z ' , t ')  =  K  (z", z', T ). Note que 
os termos no segundo produtório nada mais são que propagadores com tem po de evolução 
t. Como mais tarde iremos fazer o limite t  ^  0, podemos expandir a exponencial até 
primeira ordem:
K  (zk+i, zk , t)  æ (zk+i|zk) 1 -
i t  H
h + (zk+1 |zk ) exp
i tH  k+2
h (4.7)
com % k+ 1 (zfc+i|H|zfc )k+ 2 (zk+l|zk ) . Utilizando a propriedade de não-ortogonalidade dada pela eq.
(2.59), (z'|z) ^  (z^z, ), podemos, então, escrever o propagador infinitesimal como
i=1
zk+1 exp - T H th z k
exp - h t H k+ 2 -  2 ( |zk+1 |2 +  |zk|2) +  zk+1zk (4.8)
Com essa expressão, o propagador fica
k  (z" , t ";z' ,t>) -  /  n
J j=1
N -1 M 2z,-
x exp (4.9)
z z
z z
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onde exp fiF  =  ü k=o K ( z -+1, z k , e), rearranjado de forma conveniente, vale
' ~c 's— (  ' ÔJ i 1 (  z k+1 — z k )  1 (  z k+1 — z k )  * )  fA-tn\
exp \ h T \ =  exp [ £  £ A f i HJk+ 2 +  2 I  —  )  Zk -  A  — — )  Zk+l)\ ■ <4-10)
A eq. (4.9) nada mais é do que o propagador de Feynman, na representação de estados 
coerentes, discretizado no tempo. Para esta equação se identificar com as integrais de 
caminho conhecidas, basta  assumir que os caminhos sejam contínuos, tom ar o limite 
N  ^  <x> (o que implica e ^  0, enquanto mantemos T  =  Ne  finito), e escrever Z  e z'' em 
função de q ' , p ', q '' e p '' (veja a eq. (2.4)):
í  = 7 2 (í + '9 e i  =  7 5 ( t  + -9 ' » . ' , )
com r =  x, y. No limite em questão (e ^  0), os termos que dependem de zk e zk+1 (e seus
complexos conjugados) são escritos como:
1 (  zk+1 -  zk )  < dz* z
2 (  e > k ^  I d t .
1 f  z k+ 1  — zk \ * I dz ,z l
2 V e )  "k+1  ^ dt
Ao escrever z e z* através da parametrização em q  e p, os termos acima podem ser
reescritos como
dz * 1 ( q  ■ q  . p  ■ P . '  , .  -A
d T z =  A ~ + —  +  fi<q ■p —q ■ p ) j  e
dz * 1 ( q  ■ q  . p  ■ p  '  , .  - A
d t z =  A ^  +  — B (q ■p —q  ■ A  ■
Dessa forma, a soma de tais termos, de acordo com a eq. (4.9), se dá, no limite e ^  0, 
por
1 ( Zk+1 — z k )  1 ( z k+1 — z k )  *   '  f . í a i a \
A  zk — A  z k+1 = *  (q ■p —q  ■p) ■ (4-14)
Quando aplicamos o limite e ^  0, o termo HJk+1 se torna HJ =  (z |H |z). A soma discreta 
vira um a soma contínua (uma integral), e por fim, obtemos
fiF = X ‘ dt  ( —fi H J + 2 fi.(q ■p —q  ■p ) )  ■ (4-15)
O termo com HJ não pode ser trabalhado por enquanto, pois este é particular para cada 
sistema. O restante da integral pode ser reescrito como 
'  f tn W  -d '  f tn 1 /•
2^  j  dt (q  ■ p  — q ■ p)) = 2f i j tf d t (q  ■ p  +  q ■ p  — q  ■ p  — q  ■ p )
fi X  dt q  ■ p  — 2fi X  dt (q ■ p  +  q  ■ p)
- f ■ - f t' \  d ,
fi X  dt q  ■ p  — 2fi X  dt dt (q ■ p)
' í t" '
fi X  dt q  ■ p  — 2fi (q '' ■ p '' — q ' ■ p , ) '
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(4.16)
nos permitindo obter
K  (q', p ', q", p ' ',T ) ~  í
D 2[q(t)]D2[p(t)]
onde definimos o operador
D 2[q(t)]D2[p(t)]
4h% 2
(4.18)
Esta equação, que não envolve nenhuma aproximação, exceto a suposição de que os ca­
minhos são contínuos, indica que todos os caminhos que saem de (q', p ') e chegam a
tado |z') ser medido como |z'') após o tem po T  leva em consideração todos esses caminhos 
possíveis. Tais caminhos não obedecem necessariamente a uma equação, como acontece 
com as trajetórias clássicas, que são regidas pelas equações de Euler-Lagrange (ou, para 
fazer um paralelo melhor com a mecânica quântica, com as equações de Hamilton). A
correspondente ao caminho, é o peso da contribuição de cada um deles.
4.2 A  integral de ponto de sela ou m étodo dos decli­
ves m ais íngrem es
Para resolver a integral da eq. (4.9), podemos utilizar uma extensão do método de ponto 
de sela, que se baseia nas ideias do método de fase estacionária. Em [24], há um a descrição 
mais detalhada do método. Nesta subseção, apresentaremos apenas seus pontos principais. 
O método de fase estacionária é utilizado para calcular integrais do tipo
comportadas em x. O método tam bém  é aplicável a limites de integração arbitrários, 
porém nos restringiremos a esse caso particular.
A ideia por trás do método está no fato do integrando ser um term o oscilatório em x. 
No limite assintótico estudado, a exponencial oscilará muito rapidamente, devido ao fator 
l /h .  Nesta situação, no cálculo da integral, as contribuições positivas e negativas tendem
(q", p") contribuem para o propagador quântico. A amplitude de probabilidade do es-
quantidade F , que, a menos da fase — 2 (p"q" — p 'q ') , pode ser identificada como a ação
(4.19)
no limite h ^  0+, com x, h G R. Assumimos aqui que f  (x) e g(x)  são funções bem
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a se cancelar, exceto quando o intervalo de integração inclui um a região onde o argumento 
da exponencial é estacionário, fazendo com que as oscilações cessem nesta região específica. 
Um cuidado deve ser tomado nos extremos de integração, cujas contribuições nem sempre 
podem ser desprezadas. No entanto, estudaremos os casos onde o integrando se anula 
quando x  ^  ± to . Tais pontos, onde o cálculo da integral é relevante, são denominados 
pontos críticos.
Para resolver essa integral, então, precisaremos identificar os pontos estacionários de 
f  (x), que são os pontos que satisfazem X  =  0. Feito isso, estimamos a contribuição de 
cada ponto estacionário, assim como a da sua respectiva vizinhança. Se existirem mais 
de um ponto estacionário, devemos somar a contribuição de todos eles. O cálculo da 
contribuição para cada ponto, incluindo sua vizinhança, pode ser feito através de uma 
simples expansão de Taylor de f  (x) e g(x)  em torno do ponto estacionário. Em geral, é 
suficiente, para obter-se um bom resultado, um a expansão até segunda ordem.
O método de ponto de sela se utiliza da mesma ideia de fase estacionária e pontos 
críticos para resolver integrais de linha no plano complexo do tipo
bem comportadas em x, aqui assumimos que f  (z) e g(z)  são analíticas numa região que 
contém C. Partindo do mesmo raciocínio de antes, a integração da eq. (4.20) oscila 
muito violentamente no limite assintótico analisado, anulando a integral. Porém, se C
Dentre todas as infinitas curvas C  possíveis, existe uma com características especiais, 
capaz de deixar o cálculo da integral muito simples. Uma das atribuições para esse 
caminho bom é que ele comece e termine em regiões onde Im [f (z)] =  —to , o que implica 
na contribuição dos extremos da integração serem nulos. Além disso, o caminho deve
possível m ostrar [24] que as curvas de nível de R e[f (z)] que passam por um ponto de sela 
de f  (z) são os caminhos com os declives e aclives mais íngremes. Porém, como gostaríamos
(4.20)
tam bém  no limite h ^  0+, com h G R. Assim como assumimos f  (x) e g(x)  como funções
coincidir com qualquer curva de nível C  de R e(f (z)), eliminamos estas oscilações de alta 
frequência. Com isso, a integral (4.20) se reduz a
passar por um extremo de Im [f (z)], que é o ponto crítico de f  (z) (ou ponto de sela). É
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de satisfazer a condição Im [/(z )] =  nos limites de C ', devemos considerar somente
os declives mais íngremes que emanam do ponto de sela.
Figura 4.1: O caminho C será deformado até o caminho C ' que passa pelo ponto de sela z0 
(aqui representado pela origem do plano). As curvas verdes são pontos de aclive e as azuis são as 
curvas de declive. Mesmo que soubéssemos como realizar a integral em qualquer um dos outros 
caminhos, o caminho C  é o que mais facilita tal cálculo no limite assintótico de interesse, h ^  0.
Dessa forma, no limite assintótico estudado, h ^  0, a contribuição do ponto de sela 
é dominante no cálculo das integrais: ao se afastar levemente do ponto de sela z0, a 
contribuição é desprezível, pois Im [/(z0)] > Im [/(z )] para qualquer z pertencente ao novo
caminho C ', com z =  z0, e com isso exp Im[f(z0)] ^  exp Imf_(z)] . Então, utilizando-h
Im[f (z)]
h
nos desse fato, ao calcular a contribuição do ponto de sela, expandimos / (z ) em sua 
vizinhança. Da mesma forma que anteriormente, em geral, expansões até segunda ordem 
são suficientes. Com isso, transformaremos a integral numa integral gaussiana, que possui 
solução conhecida.
Há alguns problemas na utilização desse método. Nada nos garante que o caminho 
original C  da integral coincida com o caminho bom C '. Felizmente, o Teorema Integral 
de Cauchy nos permite deformar o contorno de integração suficientemente, sem alterar o 
valor numérico da integral, sob algumas condições. Para ilustrar isso, considere a seguinte 
situação: estamos interessados em realizar a integral complexa
j  U (z)dz.
Para aplicar o Teorema Integral de Cauchy, a integral precisa ser fechada. Considere o 
caminho C  =  C  +  C ", onde C " é escolhido convenientemente. Agora, iremos deformar
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o caminho C  para C . Se fizermos isso com cuidado, de m aneira que o caminho fechado 
C  =  C  +  C" não altere os polos de U (z) no interior de C , o teorema nos diz que
J [ u (z)dz =  U (z)dz
= ^  í  U (z )dz +  í  U (z)dz =  í  U (z)dz +  í  U (z)dz (4.22)
J C J C'' J C^ J C^
U (z )dz  =  U (z )dz,
J C'C
' I t tindependentemente do caminho C" que escolhermos.
Dessa forma, o método consiste tam bém  em alterar o contorno original para aquele que 
deixa o cálculo mais simples. Podemos resumir o procedimento em 5 passos, de acordo 
com [24]:
• Identificar os pontos críticos do integrando: pontos de sela de f  (z), extremos de 
integração e singularidades de f  (z) e/ou  g(z);
• Determinar os caminhos de declive mais íngremes que partem  de cada ponto de sela;
• Justificar, via Teorema Integral de Cauchy, a deformação do contorno original na­
queles encontrados no segundo passo;
• Calcular a expansão assintótica da integral, ao longo do novo caminho, em torno de 
cada ponto encontrado;
• Somar as contribuições de cada expansão realizada.
Dentre esses cinco passos, o segundo e terceiro, que devemos aplicar simultaneamente, 
são mais delicados. Não é um a dificuldade conceitual; sua implementação computacional 
é difícil. É possível que haja pontos de sela que não possam ser considerados, devido ao 
fato de que não há como deformar o contorno original de integração para os caminhos de 
declives mais íngremes que passam por eles, sem alterar o valor numérico da integral. A 
inclusão de tais pontos “proibidos” leva a resultados espúrios, sendo esta característica a 
única m aneira prática de identificar tais pontos.
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4.3 Trajetórias clássicas estend idas para o plano com ­
plexo
O propagador em estados coerentes envolve a integral
N 1
que é equivalente à integral de ponto de sela na eq. (4.20). A diferença é que aqui temos 
um a integral em 4(N  — 1) dimensões, ao invés da integral unidimensional anterior. Porém, 
em geral, F  não apresenta pontos estacionários nos caminhos originais de integração (os 
eixos reais qxj , qyj , px j  e py j , com j  =  1, 2 , . . .  , N  — 1). Devemos então considerar uma 
extensão analítica das variáveis de integração, e assim poder encontrar pontos críticos de
F .
4 .3 .1  E xten são  das variáveis
Segundo a análise anterior, a partir de agora, iremos considerar a hipótese de que qx j , qy j , 
px j  e py j  possam ser números complexos. Com isso, zr j  = — ( j F  +  ' p j  não possui mais 
z*j = — como seu complexo conjugado, e vice-versa: o complexo conjugado
de zr j  deve ser — ^^f1 — ' .  Uma ilustração da mudança de variáveis pode ser vista 
na fig. 4.2. Assim, iremos modificar a nossa notação. A partir de agora,
  1 f  qr,j -pr,j\  * 1 _ 1 (  qr,j -pr,j^\ ft 0o\
Zrj ^  Urj =  ^ 2  ( +  ‘— j  e Zr,j ^  Vrj =  ^ 2  I j ; -  (4.23)
drj , sl/ j  _ , * , _. x I nr,
com qrj  e prj  podendo ser complexos. Dessa forma, u*r j  =  — ^^f1 +  ' ^f1^ =  vr j . Ve- 
torialmente, u =  (ux ,u y) e v  =  (vx ,vy). Também devemos reescrever as variáveis de 
integração,
d2z, d2zj d2z* d2 u , d2v, j  =  j j  _ v  j j  (4 24)
n  (2n-)2 ^  —4n2 ■ 1 ]
4 .3 .2  T rajetória  cr ítica  e lim ite  con tínuo
Como primeiro passo para o cálculo da integral da eq. (4.9), devemos calcular os pontos 
críticos de F . Tais pontos devem satisfazer
N -1
5 F  =  E
j=1
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d F  ç d F
 ÒUr j +  t:----ÒVr j
dVr,jd u j  r,j
(4.25)O
(a) (b)
Figura 4.2: Ilustração da extensão das variáveis. Em (a), no lugar de calcular a integral em 
todo o plano complexo z, alteramos este cálculo para duas integrais de linha, percorrendo os 
caminhos ao longo dos eixos q e p, partes real e imaginária de z, respectivamente, representados 
pela linha grossa. Em (b), consideramos que q e p podem ser complexos, fato este que nos daria 
um espaço 4-dimensional, representados pelos dois planos complexos. Dessa forma, os caminhos 
de integração podem ser deformados, de acordo com o Teorema Integral de Cauchy.
Com a nova análise, fica claro que ur,j e vr,j são variáveis independentes, de tal maneira 
que 6ur,j e Svr,j podem ser variações independentes, algo que não era possível sem levar 
em conta a extensão analítica de zr,j e z*^. Com isso, a equação anterior torna-se
- , - _  iedH k+2 ~ ~ _  ie d H k +2 (426)- v r,k +  vr,k+1 — ~Z ^ ------- e ur,k — ur,k+1 _  ~1Z ZTZ------- , (4.26)n dur,k n dvr,k+1
para k _  1 , . . .  , N  — 1 na primeira equação e k _  0 , . . .  , N  — 2 na segunda. O til 
nas expressões representa aplicação nos caminhos críticos. No limite contínuo, tomamos 
e ^  0, obtendo
dH  dHinur _  —— e — invr _  —— . (4.27)
dvr dur
De acordo com a definição de H , utilizada na eq. (4.7), no limite em questão, ele tom a a 
forma
H  =  (z |H |z) =  ( v |H |u ) . (4.28)
Um detalhe im portante é que os pontos U(T ) e v(0) não são condições de contorno; tais 
pontos só são obtidos após a integração das equações de movimento. Isso ocorre porque 
ur(T ) e vr (0) não aparecem nas eqs. (4.26). Se z*(0) e z r (T ) aparecessem nas eqs. (4.26)
na forma de ur(T) _  zr (T) _  ^  [ q-l ( 1  +  * ^  ] e vr (0) _  z *r (0) _  ^  — * ^  ]
eliminaria-se a possibilidade de realizarmos a continuação analítica do espaço de fase,
Zr õ=u
Z -=Vr j r,j
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um a vez que todas essas condições de contorno só seriam satisfeitas no caso em que p  e 
q  são reais, situação extremamente particular.
Podemos notar, então, que as trajetórias críticas, ü (t) e ü (t), são dadas pelas eqs. 
(4.27), com condições de contorno ü(0) =  u ' =  z' e ü (T ) =  v '' =  z''*, onde a linha (linha 
dupla) significa tempo inicial (tempo final).
É im portante notar que, ao escrever as equações de movimento (4.27) nas variáveis 
p  e q, elas se tornam  as equações de Hamilton governadas por H . Ou seja, a trajetória 
crítica é uma trajetória clássica de um sistema equivalente, governado pela Hamiltoniana
A partir daqui, nesta dissertação, esperamos ter esclarecido o sentido de classificar 
trajetórias reais ou complexas. As primeiras referem-se àquelas que habitam  o espaço 
de fase clássico real; são, portanto, muito específicas no nosso cenário, e, para elas, u  é 
complexo conjugado de v, e vice-versa. Trajetórias complexas, por outro lado, habitam  o 
espaço de fase estendido, e esta relação entre u e v  deixa de valer.
4.4 V izinhança da trajetória  clássica com plexa
Nas seções anteriores, mostramos quais são os caminhos que mais contribuem para a 
fórmula do propagador, que são trajetórias clássicas complexas, regidas pela eq. (4.27), 
com condições de contorno ü(0) =  u ' =  z' e ü (T ) =  v '' =  z''*. Aqui, mostraremos a 
contribuição de cada trajetória para o valor do propagador.
Primeiramente, expandimos F  em série de Taylor até segunda ordem: F  ~  F  +  
S F  +  2F F ,  onde o til representa o valor calculado no ponto de sela. Segundo o método 
utilizado, exigimos S F  =  0. Utilizando então a expansão, o propagador fica
Mudamos a notação de K  para K, pois este agora é o propagador semiclássico. Portanto, 
o problema desta subseção tra ta  de calcular a integral I , que possui, da maneira como foi 
construída, a contribuição da vizinhança da trajetória crítica. Vamos analisar a variação 
em segunda ordem. Um detalhe im portante é que a integral I  é convergente, pois, segundo
K (v'', u ',T ) =  I e x p  —F  , com (4.29)
[16], S2F  contém sempre uma parte imaginária diferente de zero e positiva, mesmo quando
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a trajetória crítica é real. A partir da eq. (4.25),
\ b2V _  -  1 V  
2h 2 ,
N- 2
^  ' 12Cr,r' ^vr,k+1^ur',k ^vr,fc+l^ur,fc
k=1
N-1
I ^ A í.jr' &vr,k&vr' ,k +  Br,r' ^ ur,k$ur' ,k +  &vr,k &ur,k
k=1
(4.30)
onde
_  ie d2hHk- 2 
Ar’r' h ÕVrkdVr' k
h ie d 2H k+iK?k    _____k+ 2
^  ~  h ÔUr k dVr/ k
^ k+i/2 _  ^ <92TVk+1 (4.31)
^  dvr,k+ld'ur',k
todos calculados sobre a trajetória crítica. É possível notar, com o auxílio da eq. (4.30), 
que a integral I  que queremos calcular é do tipo gaussiana multidimensional. Então, 
podemos escrever
2 h ^  _  - 1 cT Q c-
(4.32)
onde cT é um  vetor linha 4(N  — 1)-dimensional, transposto de c, dado por
c _  (Sux,N-1 Suy,N-1 Svx,N —1 Svy,N-1 Sux, 1 ÔUy, 1 ÔVx, 1 Svy, 1) , (4.33)
e a matriz Q, de dimensão 4(N  — 1) x 4(N  — 1), é dada por
Q
B N 1 1 0 0
A N—1 C N—3/2 0
0 c tN-3/2 b n —2
0
0
0
0
1
0
0 
0
1 0  
AN—2 C  N—5/2
CTn-5/2 b N—3
(4.34)
onde 1 é a matriz identidade 2 x 2 , e
A k _
1
H ?
s-
1
s*
, B k _
kBxx
1
s* 
-se h
SQ
1 «tí 
?r
1S» 
-Sé S» kByx kByy_
e C k+1/2
nk+1/2 nk+1/2 Cxx Cxy (4.35)
nk+1/2 nk+1/2 
Cyx Cyy
O objetivo então é encontrar um a transformação unitária U  ^  UU^ =  U^U =  1, de 
modo que a matriz transform ada Q ' =  U ^Q U  seja diagonal. Com isso, obteríamos uma 
integral de variáveis separáveis, onde cada integral separada seria do tipo gaussiana, de 
resultado conhecido. Dessa maneira, de acordo com [16], utilizando a transformação em 
(4.32)
■ ^ 7  d2u, d2 v /
j =1 — 4n2
exp -  2 cTQc
1
det Q
(4.36)
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Na ref. [26] (apêndice A) apresenta-se o cálculo do determinante, o qual vale
det Q =  [det M vv] exp
rT d2H  d2H
+ dUy dVy /
dt (4.37)
h Jo \ d u xdvx
onde M vv é o bloco 2 x 2 da matriz de monodromia M , que é responsável pela propagação 
de pequenos deslocamentos íu ' e ív ',  em torno da trajetória crítica, durante um tempo 
T :
íu ' '  í u ' M  M  íu '
(4.38)
óu''
=  M
I1
Muu Muv
1
On
i
1 O
n
i 1 O
n
1 Mvu M vv óv'
4.5 A ção com plexa
Vamos analisar o termo exp h T  , que aparece na eq. (4.29). Por simplicidade, vamos 
ocultar o til em cima de T , já  que sabemos que qualquer função de u(t) e v(t) deve ser 
calculada sobre a trajetória crítica.
Para escrever T  utilizando a nova notação com ur e vr , devemos ter cuidado com 
alguns pontos. Como visto anteriormente, devido ao fato de que z'* e z'' não aparecem 
nas equações de movimento (4.26), não os podemos substituir por v ' e u '', respectiva­
mente. Vamos substituir diretamente os termos, como se estivessem corretos, e depois os 
subtrairemos para corrigir a expressão. O termo que contém v ' e u '' é — 2v ' • u ' — |  v '' • u ' ' , 
que deveria ser substituído por — 1 z'* • z' — 1 z''* • z ''. Com isso, fazemos o limite t  ^  0
para obter
T 1 i -
— (v • u — v • ii) — — H (u , v)
2 ï
d t ----
— 2
|u '|2 +  |v ''|2 — u ' • v ' — u//|2
Definimos, então, a ação complexa S  como
r T
ï S  =  h
1 i -
-  (v • u — v  • ii) — -rH (u, v)
Zd i
dt + 2 [ u '  • v ' +  u '' • v'']
'' v '' (4.39)
(4.40)
nome este dado porque os resultados que são obtidos são equivalentes aos obtidos pela 
ação clássica usual:
d S  d ^  d<>
ddS =  —*h< , d u  =  —ihvr e d S  =  —E  =  —HH(u',v') =  —HH(u'',v''). (4.41)
4.6 Fórm ula para o propagador sem iclássico
Aqui mostraremos a fórmula semiclássica para o propagador e um resumo das expressões 
importantes. Como resultado final, obtemos um a fórmula que é função somente de tra je­
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tórias clássicas complexas, que obedecem a determinadas condições de contorno. Alcan­
çamos, portanto, a essência de uma fórmula semiclássica: realizar o cálculo aproximado 
de uma grandeza puram ente quântica (o propagador) a partir do cálculo de grandezas 
clássicas (as trajetórias de um sistema clássico correspondente). A equação final para o 
propagador, construída a partir das eqs. (4.29), (4.36) e (4.39), se resume a
K (z''*, z ' , T ) «  E \ / ^ A/r exp
traj. det M vv
(4.42)
Na equação acima, F  e M vv são funções das trajetórias complexas u(t) e v (t), regidas 
pela Hamiltoniana suavizada H (u ( t ) ,v(t)) = (v |H |u ) [16], com condições de contorno 
mistas u(0) =  u ' =  z' e v (T ) =  v '' =  z''*. O somatório indica que devemos considerar
todas aquelas trajetórias que satisfazem as condições descritas acima. A dependência de 
K(z''*, z', T ) é escrita desta m aneira por causa das eqs. (4.26): z'' e z'* não aparecem nestas 
equações. É im portante lembrar que u e v  são variáveis auxiliares, cujas componentes ur 
e vr , com r =  x ,y  se relacionam com as componentes das variáveis complexas de posição 
e momentum, qr e pr , respectivamente, segundo
1 (  qr , Pr \  1 (  qr Pr \Ur =  ^  T  +  *— e Vr =  ^    l —  . (4.43)
V2 \br c j  y/2 Vbr Cr )  V '
Como vimos no capítulo 2, br e cr são as larguras dos estados coerentes lzr) em relação à 
posição e ao momentum  médios, respectivamente, com a condição de que brcr =  S. Além 
disso, ur e vr satisfazem as equações de movimento
dqj d'il
lSUr =  z H  e -  ihvr =  ^ . (4.44)
dvr dur
O objeto F  é dado por
F  (v'', u ' ,T  ) =  S  (v'', u ', T  ) +  G (v'', u ', T  ) +  y  [ |u '|2 +  |v ''|2] , (4.45)
onde S  é a ação complexa da trajetória envolvida, e G é uma correção, que provem do
fato de utilizarmos uma Hamiltoniana suavizada no lugar da clássica [16]. As expressões
para S  e G são
s  (v", u ', t  ) =  r
ih  . ~
—  (v • u — v • n ) — H(u, v)
" , =  1 rT (  d 2H  d 2H  \
v  , u , 2 Jo \ õ u xõvx +  duyõvy)  '
dt — lh  [u' • v ' +  u '' • v''] e
(4.46)
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4.7 R etro-propagador sem iclássico em  estados coe­
rentes
Até o presente momento, sempre consideramos que T , o tem po de propagação, é maior que 
zero. É possível construir expressões generalizadas para tempos de propagação negativos 
também, como m ostrado em [12]. Se fizermos a substituição T  ^  — T , o propagador será 
dado por
K(z*2, Zi, —T ) =  ( 7,2 exp ^ h % T sj (4.47)
M atematicamente, este resultado nos diz que K (z2, z 1} —T ) =  K *(z^, z2, T ). Fisicamente, 
isto nos diz que, na eq. (4.47), o propagador é a amplitude de probabilidade de um estado 
inicialmente em |z1), evoluindo no sentido negativo do eixo temporal, ser encontrado em 
|z2). De forma análoga ao que fizemos neste capítulo, é possível obter um a expressão 
semiclássica para o retro-propagador quântico [12]. Adotando a notação K ç , em que 
£ =  +1  se refere ao propagador usual, e £ =  —1 ao retro-propagador, podemos escrever 
suas expressões semiclássicas como
Kç(z2, z 1,T ) ~  ^  J v Ç exp
traj.
- T  
h F (4.48)
com
F (v'', u ',T ) =  S ,(v '', u ',T ) +  G,(v'', u ',T ) +  ^  M 2 +  |v''|
onde
S  (v", u ',T  ) =  Ç j f  T
ih . ~
— (’v • u — v  • 11) — n (u , v) dt — -h [u' • v ' +  u '' • v'']
G  (v '', u ' , T  > = 2  í (
O pré-fator P , é dado por
Ç rT (  d 2H  d 2T~ A n
1 1  +  x— —  dt.
(4.49)
duxdvx duydvy/
(det M Q  para Ç =  +1
(det M «u) para Ç =  — 1.
(4.50)
As equações envolvidas no cálculo dos dois propagadores (£ =  ± 1) são governadas pe­
las mesmas equações de movimento (4.27), entretanto possuem condições de contorno 
distintas, dadas pela eq. (19) de [12],
uÇ =  uç (0), uÇ =  uç (T ),
v ç =  v ç(0), v " =  v ç(T )-
(4.51)
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Como se confirmará a seguir, a fórmula semiclássica K  será nossa principal ferramenta 
para encontrar uma expressão semiclássica para o emaranhamento.
55
Capítulo 5 
Emaranhamento e entropia linear 
sem iclássica
Uma das propriedades mais enigmáticas da mecânica quântica, a qual tem  causado muitos 
questionamentos e estudos interessantes desde o século passado, é o emaranhamento. Tal 
característica, amplamente conhecida por não possuir um análogo clássico, foi alvo de 
estudos por Albert Einstein, Boris Podolsky e N athan Rosen, em um artigo de 1935 [7]. 
Neste trabalho, utilizando determinadas premissas, em um sistema bipartido, os autores 
concluem que observáveis que não comutam podem ser simultaneamente reais. Como 
consequência, devido ao fato de que a mecânica quântica não prevê valores simultâneos 
para tais elementos de realidade, esta teoria foi classificada como incompleta; variáveis 
que seriam im portantes para a descrição dos fenômenos estariam  sendo desconsideradas 
no formalismo. Consideramos que o artigo em discussão é de enorme im portância porque 
inaugurou o debate sobre propriedades incomuns encontradas na mecânica quântica. Em 
particular, para decifrar o enigma apresentado em [7], precisamos inevitavelmente passar 
pelo tem a emaranhamento.
5.1 Q uantificando em aranham ento
Nesta dissertação, estaremos interessados em estudar dinâmica de em aranhamento em 
sistemas genéricos, representados por estados puros bipartidos pertencentes ao espaço de 
Hilbert H  =  H x ® H y. Todo estado |^ (t)) G H , que não puder ser fatorado como 
^ (t)) =  l^ x (t)) ® |^y(t)), com |^x(t)) G e |^y(t)) G ^Hy, é dito emaranhado.
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Uma maneira de quantificar em aranhamento é através da entropia linear do estado 
reduzido pr (t) =  Trr/ ({^(t))(^(t)\),  onde r e r' assumem x  ou y, desde que r =  r ' . 
Podemos expressá-la da seguinte maneira [12]:
Slin(Pr(t)) =  1 — Pt-, (5.1)
onde Pt é a pureza do estado reduzido
Pt =  T x (Px(t))2 Try (Py (t ))‘ (5.2)
Esta quantidade nos diz o quão “separável” a partição x  é da partição y. Note que, como 
Slin depende somente da pureza, se esta for igual à unidade, como acontece com um estado 
não-emaranhado (ou separável), a entropia linear se anula; à medida em que Pt diminui 
seu valor, a entropia linear aumenta, indicando que o estado começa a se emaranhar. Dada 
a relação simples entre Siin e Pt , é suficiente aplicar o tratam ento semiclássico apenas para 
a pureza do estado reduzido.
Como estado inicial, vamos considerar um estado coerente |z0) =  lz0x) ® lz0y), sob o 
qual age um Hamiltoniano genérico H, independente do tempo. Com isso, o operador 
densidade se escreve
p(t) =  U |z0) (z 0\U t, sendo U =  exp ^ — s Ht^j (5.3)
O operador densidade reduzido para a partição x  se dá por
Px(t) =  Try p (t) =  / ^  (zy\P(t)\zy) =  ( zy\U 1 zo) (zo\U t|zy)
d2z
(5.4)
A pureza então se escreve
d2wx
Pt =  Trx ((Px(t))2) =  J  d~nWx (wx p2x(t) Wx) =  J  d~w^ (Wx\Px(t)Px(t)\Wx)
= J  d~nWx W x l ^ j  ^^2^- ^ y  U |Zo) (ZoIU1 zy )j W  U |Zo) (ZoIU1 Wy ) j Wx) ,
onde renomeamos a variável de integração na segunda integral de px(t). Inserir uma
d2z d2wy (5.5)
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unidade 1 =  f  \zx) (zx \ entre as duas integrais nos dá
q2"" /  '  d2zy
P*
d  wx
n Wx\ n
U |zo) (zo\ U ] Zy) | 1
X
d2w
n
d2wx d2zx 
n n
wy U \zo) (zo\U1 Wy) ) \wx)
(Wx\
d2w
d2z
n
U \zo) (zo\U1
(5.6)
X \Zx) (Zx\ ( j  (wy U \zo) (zo\Uf |w y ^  \Wx)
d2zx d2zy d2wx d2wy
n n n n
X ( zx,wy U zo zo
wx j zy
wx, wy
zo zo zx , zy
Os quatro termos que aparecem na integral nada mais são do que propagadores. Utilizando 
a notação Kç para propagadores e retro-propagadores apresentados na seção 4.7 [12]:
K+1}((w*,zy), zo,t) =  {wx,zy \U\zo);
K Í2)(zq, (zx,zy ),t)
K +i)((z*x ,W*y), zo jt)
K Í4)(z*, (wx,wy ),t)  
o que, finalmente, nos dá
r d2zx d2zy d2wx d2^  (i)
zo zx , zy
zx,wy  \U\zo)
(5.7)
zo
p * K +1)((wyj zy)j (zxj zy)jt)
(5.8)
X K+ ’((z^w Z),  zo ,t)K - (zo, (wx,wy),t).
5.2 Fórm ula sem iclássica da pureza
A pureza envolve quatro propagadores diferentes, com parâmetros distintos. Podemos 
escrever a sua versão semiclássica ao substituir os propagadores quânticos K ç(zy, z 1,t) 
pelos seus respectivos propagadores semiclássicos, encontrando
V*
d2zx d2zy d2wx d2wy 
n n n n
X E  E  E  E  Vp+1)p - 2)p r )p - 4) exp
traj. (1) traj. (2) traj. (3) traj. (4) £ (  TS  w +  T Gw +  a(,)
(5.9)
onde a dependência em cada função foi omitida por simplicidade. As funções Sç e Gç 
estão definidas nas eqs. (4.49), e Pç em (4.50). Logo a seguir, voltaremos a escrever 
explicitamente tais dependências. Por clareza, deixaremos registradas aqui as condições
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zy
y z zy y
de contorno para cada um a das quatro trajetórias que contribuem para seus respectivos 
propagadores:
v ï  =  iwl ,z l ); u ï =  zo;
v 2 =  z0 ; u 2 =  (zx , z y) ;
v 3 =  (zX w y ) ; u 3 =  zo;
v4 =  z0 ; <  =  (wx ,Wy ).
Antes de prosseguir, consideramos pertinente trazer alguns esclarecimentos sobre a 
integral (5.9). São parâmetros de entrada para esta integral: z0, que caracteriza o estado 
inicial, e t, o instante para o qual calculamos P t . A integral varre os planos complexos zx, 
zy , wx e wy . Para cada ponto pertencente ao espaço das variáveis de integração, note que 
definem-se completamente os quatro propagadores semiclássicos do integrando, conforme 
atesta  a eq. (5.10), porque se completa a informação sobre quais trajetórias incluir. Além 
disso, pode ser que, fixadas as variáveis de integração, mais de um a trajetória contribua 
para o cálculo de um propagador; esta é a razão do somatório visto em (5.9).
Tendo em vista este esclarecimento, note que a integral em questão é praticam ente 
impossível de se calcular, a menos que façamos alguma aproximação. Veja: integrar
(5.9) significa, primeiro, fixar um ponto das variáveis de integração. Em seguida, somos 
capazes de determ inar todas as trajetórias envolvidas no cálculo dos propagadores, e
calcular o valor do integrando. Finalmente, devemos varrer todo espaço de integração,
somando a contribuição de cada um de seus pontos. A aplicação do método do ponto de 
sela simplifica muito este procedimento, porque somente os pontos de sela das variáveis de 
integração serão relevantes. Como veremos a seguir, a condição de ponto de sela implicará 
imposições sobre as trajetórias. Mais especificamente, ela vai acoplar os pontos finais das 
trajetórias. Assim, somente os conjuntos de quatro trajetórias que cumpram tal requisito 
serão im portantes para o cálculo.
Com isso, escreveremos aqui as funções A(i),
A(ï) =  -  -  ( |z0|2 +  |wx |2 +  \zy |2) ; A(2) =  -  ^  ( |z0|2 +  |zx |2 +  \zy |2 ) ;
-  ( ) 2 ( (5.11)
A(3) =  — 2 ( W 2 +  lzxl'2 +  I wy |2) ; At4) =  -  2 ( W 2 +  K l '2 +  I wy\2) ,
e as dependências das funções S (i) e G(i), que serão im portantes ao calcular a pureza 
semiclássica:
S (ï)((wx,zy) >z o,t), G(ï)((wx,z y) , z0, t ) ; S(2)(z0i (zx , z y) , t), G(2)(z0i (zx , z y) , t ) ; (5 12)
S (3)((zx,wy), z0,t) , G(3)((zx,wy), z0,t); S (4)(z0, (wx,wy) ,t) , G(4)(z0, (wx,wy),t).
59
(5.10)
Para aplicar o método de ponto de sela na integral (5.9), visto no capítulo 4, ire-
4 / . N
mos expandir 0  =  ^  ( J S (t) +  A(t)J . Não consideramos as funções G(t) pelo fato de elas 
serem de ordem mais alta em h [16]1. A equação V 0  =  0 nos fornece os pontos de 
sela, onde as derivadas são em relação às oito variáveis de integração da pureza (5.9): 
wx ,w y,z x , z y,w*x ,w*y, zX, zy . Obtemos o seguinte conjunto de equações: 
d (  , „ ,o i
dwx
d
dw* (—  IwJz
d |  ( - z
d |  ( -  |5"
d ■( -  ww' \
■ ( — \wv
d |  ( - z
A
di*
dwy
d
dwy
2 +  i  S (4 
h
+  i s (1
2 +  i s (2
2 +  i  S (3 h
2 +  -  S (4 
h
2 +  -  S (3 h
2 +  -  S (2 h
2 i „ (i +  v  S (1 
h
—w*x +  - ~ ^ S (4) =  0;
~ wx +  v
h dwx
i d
h dw*
S (1) =  0;
—z* +  -  d S (2) =  0; 
zx +  h dix 0;
i d „ (3)
—^ x +  S  =  0;h dzj
—w y+ h 4 S  (4)= 0;
—wy +  h  ãw *5  <S) =  0
- z *  +  - — S  (2) =  0;
zy +  h diy ’
— Zy +  h  d i S (1) =  0. y h dz*
(5.13)
O til sobre as variáveis foi inserido para indicar que tratam -se dos pontos de sela do 
integrando. Para calcular as derivadas das ações S (t), utilizamos o seguinte conjunto de 
equações:
i di d
u„
h dv'r t
S (t),
u  =  i — S  (')
■•' h dv'r t ’
h du'r 
i d
h du
- S (t), para i = 1 ,  3 e r =  x,y;
i
-S (l\  para i =  2,4 e r =  x ,y ,
(5.14)
onde i indica a trajetória à qual ur,t e vr,t pertencem, que foram deduzidas na referên­
cia [12]. Lembramos que o símbolo de linha (linha dupla) se refere a tempo inicial (final). 
Aplicando as eqs. (5.14), encontramos
wx // ;u x, 1 wy _ //uy,3i zx ux,3; zy =_ I ;u y, 1
v" ; „.H _ // ; Ivx, 4 wy vy,4; zx vx, 2 i  == vy, 2.
(5.15)
,/ // // //
wx =  V
Assim, temos as condições de contorno originais, dadas em (5.10), provenientes das ex­
pressões para os propagadores, acrescidas das condições obtidas a partir dos pontos de
1Note que, como G involve gd H  , e cada uma das variáveis ur e vr depende de -^=, este termo é de 
ordem h1. Da mesma maneira, o termo S  é da ordem de %/h.
2
v
v
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sela:
v i
v
v;
v'
(VJ*x , Z*y
Q)
(zx w y
zí0)
zo;
(Zx, Zy )j
zo;
(Wx, Wy );
u i = (w x,Z y );
=  (zx,zy);
=  (Zx,Wy);
=  (wzx,wzy) .
(5.16)
Se observarmos a primeira linha desta equação, somos levados a concluir que v i uv
implicando que o ponto final da trajetória  envolvida em K 1 é real, ou seja, posição e 
momentum  finais são variáveis reais. Pode-se m ostrar [12] que, se, para algum instante 
de tempo, a trajetória  mostra-se real, então ela assim será para qualquer outro instante 
de tempo. Estendendo este argumento às outras três trajetórias, conclui-se que a pureza 
semiclássica depende exclusivamente de um conjunto de quatro trajetórias reais, oriundas 
de um a descrição clássica do problema. Além disso, ao analisar as condições de contorno 
iniciais destas trajetórias, notamos que as quatro são as mesmas; todas partem  do ponto 
u ' =  zQ e v ' =  zQ. Este conjunto de trajetórias contribuintes foi chamado de conjunto 
trivial de trajetórias pelos autores de [12], onde não foi admitido nenhum outro ponto de 
sela para o cálculo de (5.9).
Dessa forma, dando continuidade ao cálculo da integral (5.9), é possível m ostrar que 
a pureza semiclássica, para o caso em questão, se escreve como,
V t =  e 1/2 det M im det M , (5.17)
sendo
e =  e1 +  ((det M uu det M vv — det Ã  det b )  (det M uu det M vv — det C det D  — e"
J\2
e — 4 (det M uu det M vv — det Ã  det B (5.18)
2
det Ã  ) det B  det D  — (det Ã  det B  ) +  (det B  ) det Ã  det C
2 2
com as matrizes auxiliares definidas por
Ã  D
C B
1 0 0 0 1 0 0 0
0 0 0 1 Ã ' D 0 0 1 0
M  e =
0 0 1 0 C ' B ' 0 1 0 0
0 1 0 0 0 0 0 1
M . (5.19)
A matriz de monodromia, neste caso, é igual para todas as trajetórias. Dado o desfecho do 
presente cálculo, com apenas um conjunto de trajetórias contribuinte, salientamos que o
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e
somatório sobre trajetórias, explícito em (5.9), torna-se desnecessário, por isso o deixamos 
de lado nesta seção.
O resultado apresentado aqui, derivado em [12], leva em consideração as condições de 
contorno (5.16), admitindo-que a variável z*x é complexo conjugado de zx (e o equivalente 
para zy, wx e wy). Entretanto, em consonância com as aproximações realizadas sobre os 
propagadores no capítulo 4, é permitido fazer extensões analíticas apropriadas de forma 
que a relação aqui citada entre zx e zX (e equivalentemente para as outras variáveis) não 
valha mais. Este procedimento é detalhado a seguir e resulta na possibilidade de incluir 
novos conjuntos de trajetórias, além do trivial, no cálculo de P t .
5.3 Fórm ula sem iclássica da pureza revisitada
Nesta seção, apresentaremos nossa primeira contribuição, ao revisitarmos os resultados 
mostrados na seção anterior, obtidos em [12]. Antes de recalcular a integral (5.9), faremos 
um a releitura das condições de contorno (5.16), levando em consideração a extensão analí­
tica anunciada no final da últim a seção. Um conjunto de quatro trajetórias envolvidas no 
cálculo semiclássico da pureza é tal que suas condições de contorno iniciais permanecem
U  =  u'3 =  z0 e v'2 =  v4 =  zQ. (5.20)
Por outro lado, as condições de contorno finais, obtidas após a aplicação de (5.13), 
podem ser reescritas como
< 1 =  <  4, < i =  <  2, < 3 =  <  2, < 3 =  <  4'
nJl _ // nJl nJl nJl _ 7/ nJl _ //ux, 1 ux, 4, uy, 1 =  uy,2, ux, 3 ux, 2, uy, 3 u j/ , 4
que são lidas diretamente de (5.16), sem contudo adm itir que o complexo conjugado de 
wx é wQ, e assim por diante para todas as variáveis. Curiosamente, podemos interpretar 
este resultado da seguinte maneira. A expressão para a pureza semiclássica P t depende 
de conjuntos de quatro trajetórias que devem respeitar condições de contorno finais “ema­
ranhadas” 2, como é evidente a partir das últimas equações. Por exemplo, no instante 
final, a componente v"x da trajetória 1 deve ter o mesmo valor que a componente v"x da 
trajetória 4. Por outro lado, a componente v'y da trajetória  1 deve se igualar a v'y da
2A conotação utilizada aqui é diferente da definição de emaranhamento dada anteriormente. O que 
queremos dizer é que as condições de contorno estão embaralhadas entre si, como explicado logo a seguir.
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trajetória 2, e assim por diante. Obviamente, o conjunto trivial de trajetórias satisfaz 
todas essas condições, restando-nos a tarefa de m ostrar que existem outros conjuntos de 
trajetórias que respeitem estas condições. No capítulo seguinte, para um Hamiltoniano 
específico, ilustraremos este fato.
Retornando ao cálculo de (5.9), dada esta nova discussão, em primeiro lugar a rees­
crevemos, para enfatizar a extensão analítica, como
Precisamos então expandir em série de Taylor até segunda ordem, como dito na seção
expansão G por ser de ordem mais alta em h. A expansão é dada por G G +  Gpri +  1Gseg, 
e o til significa que estamos calculando as funções nos pontos de sela.
Por construção, o termo de primeira ordem, Gpri, é nulo, sendo este justam ente a
^  P+1) p(_3) p(_4)
r 4 (5.22)
Da mesma maneira, reescrevemos as funções A( *), dadas em (5.11), agora em termos de
Ui e vi,
e as novas dependências das funções S (i) e G( 'l), dadas em (5.12):
(5.24)
anterior, a função G =  Ç  (h S (j) +  A(j)) , escrita em termos de Uj e V j , em torno dos
j
pontos de sela CT =  (vX,i, ü!'x, 2, üy22, v^ 3, Vy33, v!'x,4, ü" 4). Não levamos em conta nesta
definição dos pontos de sela. O termo de ordem zero é trivial. O termo de segunda ordem
precisa de certa atenção. Sua expressão é dada por
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sendo x * as diversas componentes de c, e ÔXi =  Xi — x *. Calculando então &seg: 
i d 2,Ç(1) „ i d2/? «  „ i d2S (2) ~ i d2S (:
&seg h d (v 'h )2
i d2S (3) 
+  T
5(V'XiY +  h í(ví ,  1)2 +  ^(^X'2)2 +  T Í T Í T ^h d ( < 2)2 v y 2y, 1) h d(<  ,2)2'
, 2 i d 2S  ( 3 )_. „ . 2 i d2S ( 4 ) _. „ . 2 i d2S ( 4 ) _. „ . 2
à(vx,3) +  fc íV~,, \2 Õ(vy3) +  fc at~H 52 Õ(ux,4) +  h  d(u" A)2 í(Uí/,4)h d ( v x , F v~x’37 h d (vy ,)2 v y 3
2i d S (1) 2i
+  T~ o ,, o +
y, 
<9S(2)
h d(uX,4)2
2i d S (3) 2i d S (4)
+  17 o +h dívX' 1dívy 1 h díuX 2dSu'y 2 h dívX' 3dívy 3 h âóu'X 4õ5u'! 4y
—2F  , 4^vx,1— 2^u 'X), 2. K  1 —2F  , 2 ^ vx, 3 —2K ,  2^vy,1-
Desta maneira, a pureza se escreve
" du" 0d v " , du" 0dv" 1 du" A dv" 1 du'!, A dv"x,2^ vx,3 ^ uy,^ vy,1 u ux,4<avx,1 u uy,4<avy,3  ^/p (1).p(2)p (3)p (4)
traj. * —4n2 
1
—4n2 
i
—4n2 —4n2
x exp U  +  2 &seg +  -h E  £ W
^  p sc exP (& +  t  F  G(i) )
traj. h i
r d<  2dvX, 3 duy,2dvy/,1 d<  4d< 1  duX,4dvi  3 
J  —4n2 —4n2 —4n2 —4n2
(5.25)
exP ( 2 &seg) ,
onde P sc =  y  p+1)p - 2)p | 3)p -4) é chamado de pré-fator. O fator G volta a ser incluído para 
a fórmula da pureza por ser um termo im portante para tal cálculo, embora não o seja 
para a localização dos pontos de sela [16].
De acordo com a eq. (4.36), se for possível escrever 1 &seg =  — 2cTQc, o resultado da 
integral acima se torna conhecido. Essa transformação é possível, se escrevermos Q como 
sendo
Q
i c  ( 1)h°  v"v" 1y 0 - 1x
—1y i c (2)u"u" — 1x 0
0 - 1x i c (3)v"v" - 1y
— 1x 0 - 1y i c (2)u"u'
(5.26)
onde
1X
1 0 0 0
e 1y =
0 0 0 1
(5.27)
e os termos da diagonal, matrizes 2 x 2 , são as derivadas da ação em relação às variáveis 
u e v:
‘ d2S (i) d 2S (i) ' ‘ d2S (i) d 2S (i) '
i c (i) =  i
h Sv"v" =  h
dvxdvx 
d 2S (i)
dvxdvy 
d 2S (i)
e i c (i) =  i
e h Su"u" =  h
duxdux 
d2S (i)
duxduy 
d 2S (i)
dvy dvx dvy dvy duy dux duyduy
(5.28)
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As matrizes das derivadas de S (t) podem ser escritas de um a maneira mais interessante 
computacionalmente em função dos elementos da matriz de monodromia, definida na eq. 
(4.38) [12]:
i  S (t) h>J vrrvrr M (t) ÍM (t)
1
e i  S (t)e ^ u " u " M (t) ÍM (t)
1
(5.29)
Resumindo, a pureza se escreve, utilizando a eq. (4.50) para expressar o pré-fator P s, 
como
Pt =  E
exp ($  +  h E  G(t))
E
exp ($  +  h E  G(t))
. (5.30)
tra j^ d e t  M ]1 det M ,2,  det M ]3  det M ,4,  det Q traj.
A função Y =  det M ]1 det M ,2,  det M ]3  det M ,4,  det Q é dada, após longa manipulação, 
por
Y =  +  (det M ])  det M ,2,  — det B (1) det A (2)) x (det M]]) det M ,4,  — det B (3) det A (4))
+  (det M ,1]  det M l], — det D (1) det C (2)) x (det M ,3]  det M ])  — det D (3) det C (4))
— (det M ])  det C (2) — det B (1) det M ^  x  (det D (3) det M ,4,  — det M ,3) det A ^ ^ )
— (det M ,1]  det A (2) — det D (1) det M U2U) x (det B (3) det M l;, — det M ])  det C (4))
— det D /(1) det C ,(2) det D ,(3) det C ,(4) — det B ,(1) det A ,(2) det B ,(3) det A ,(4),
cuja forma acreditamos ser mais apropriada para cálculo numérico. Nesta expressão, 
definimos as seguintes matrizes auxiliares:
1 0 0 0 1 0 0 0
A D 0 0 0 1
M  e
A ' D ' 0 0 1 0
C B 0 0 1 0 C ' B ' 0 1 0 0
0 1 0 0 0 0 0 1
M . (5.32)
A pureza semiclássica, dada pela eq. (5.30), envolve trajetórias clássicas complexas no 
seu cálculo, sendo então uma extensão do resultado obtido na eq. (5.17), que reproduz o 
resultado de [12]. Como consideramos, além da trajetória trivial descrita anteriormente, 
trajetórias complexas, precisamos somar sobre todos os conjuntos de quatro trajetórias 
que satisfaçam as eqs. (5.20) e (5.21). Assim, em princípio, podemos obter resultados 
que mais se aproximam dos resultados quânticos exatos. Uma aplicação destes resultados 
será realizada no próximo capítulo.
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Capítulo 6 
Aplicação: osciladores harmônicos 
acoplados
Como estudo de caso, iremos realizar um a aplicação do método discutido anteriormente 
em um sistema formado por osciladores harmônicos acoplados não-linearmente [12], cujo 
Hamiltoniano é dado por:
em que r =  x , y  designa as partições do problema. Qr (Pr ) é o operador de posição 
(momentum) da partição r, e A é a intensidade da interação, sendo A =  0 o caso onde os 
dois osciladores não estão acoplados. Podemos interpretar este sistema como um a única 
partícula oscilando em duas dimensões, ou dois osciladores diferentes. O estado inicial 
será |z0) =  |z0,x) ® |z0,y), conforme nossa prescrição. Podemos escrever a eq. (6.1) em 
função de ar e a[ (eq. (2.10)), que nos será mais útil devido às propriedades algébricas 
dos estados coerentes. Usamos as mesmas definições de b e c utilizadas anteriormente,
com o detalhe que há um br e um cr para cada partição, dados por br =  J h / ( m ru r ) e
H  — H x ® 1y +  1x ® Hy +  XHx ® Hy , (6.1)
onde
P.r  +  m r u)2rQ 2r (6.2)
cr — bm ru r . Assim, obtemos:
H  — hüxa)xax ® 1y +  hQy 1x ® a)yay +  hra)xax ® o)yay +  éq, (6.3)
onde Qr — u r +  r /2 ,  r  — \h w xu y, e eQ — h(ux +  u y)/2.
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6.1 C álculo quântico exato
Para testarm os a nossa aproximação, devemos compará-la com o resultado quântico. Seu 
cálculo é relativamente fácil, mas consideramos necessária a sua apresentação. O Hamil- 
toniano é dado pela eq. (6.1), com estado inicial |z0). O estado num tempo t  qualquer 
será dado, através da aplicação do operador de evolução, por
I^(t)) =  U |zo) =  exp 1  H ^j  |zo)
=  exp ^—1  Hx^j  exp ^—1  Hy t^ exp ^— jA H x  ® Hy t^
7 1 , znxzmy ■
x exp —d |zo| L L  In,m)\  \  2 '  n ,m V n!m!
(  i , , 2 ^  zSxzomy 
exp — 2 ^  /^ 4 |n ,m )V 2 s n!m!
x  exp
1 ■ |2  ^ 0xz0
n, m \J  n!m!
(  í  \  \
n  +  m \  ^  u x +  u.
—i
\
( u x +  u yu xn +  u ym  +  i I — -— 1 +  i nm  +------ -— -
\  '  ^ /
t (6.4)
/
i \ zonx exp ( - i  (u xn +  r  n) ^
exp \ - i ^ t Q 1 zo1 2 ^ ----------  — -------------- —
2 '  n , m V n!
zoy exp í —l íuym  +  r  m) t)
x ---------- ----- / = ---------- ex p (—irn m t)  ln,m)
m !
(  • t 1 , , 2 ^  (Z0x(t))n (Zoy (t))m ( t) , x=  exp I —lat — -  |z0 | 2_^------^ -------------— exp (—li nm t) In, m) ,
2 n m n ! m !
sendo z0r (t) =  z0r exp (—l (u r +  2) t j . Note que, no caso particular A =  0, que implica em
r  =  0 (sistemas não-interagentes), o estado volta a ser separável para todos os instantes
de tempo, pois cada partição não interage um a com a outra.
O operador densidade será escrito por
P(t) =  I^ ( t ) )( ^ (t)I
, / . . \ m'
fxp ,  . ,2^  (Z0x(í))" (Z0, (t))m (Z0x(í))n 4 ,  W 5)
= exp ( — izoi ) £  ^ (6-5)
n m
n-d  n m '
x exp (—*r (nm  — n'm!) t) In, m )(n ' , m'I .
A matriz densidade reduzida px é calculada traçando-se a matriz densidade do sistema 
completo em relação à partição y:
Px(t) =  Try p (t) =  ^  (m" |p (t) |m ") . (6.6)
m"
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Como |m") só atuará  nos termos relacionados à partição y (ou seja, na soma da eq. (6.5), 
apenas em |m) e |m ')), teremos expressões do tipo
(m"|m) (m '|m") f  (m)g(m') =  f  (m)g(m')SmmlSm.m-
■,m',m" m,m'
m!!
=  ^  f  (m)g(m')Smmi (6.7)
m,m'
=  ^  f  (m )g(m ).
Esse resultado então nos leva a
^  f , ,2A V - (z0x(t ))n (Z0x(t ))n , N / „Px(t) = ex p  Í - | zq|  = = ---------|n )(n |
v 7 v n !n !n,n'
V ' K ,  (í) |2m , (6.8)x 2_  ^— -—j exp (—*r (m (n — n  )) t) .
m m
=exp(|^0y(í)|2 exp(-ir((n-n'))í})
Note que |z0r(t) |2 =  |z0r|2. Precisamos agora calcular p2x (t). Utilizando a últim a equação
obtemos
)n' (zQx(t))n" (z g x ^ ^  
Vnln'! -\/ n"\n'"\
p2 (t) e p  f 2 ■ |2^  (Z0x(t))n (Zox(t))n (Z0 ))n Z0x(t))n
px(t) = exp ( —2 |zo| j  ^  ^
x |n) (n^n") (n'" | exp |z0,y |2 [exp (—*r (n — n') t) +  exp (—*r (n" — n"') t)]
:exp f —2 |z j |2\ E  (Z x (n , t ) )n (zox(t))n (z0x(n , t) )n (z0x(t))n
(6.9)
V nln'l -\/ n'!n"!
x |n) (n"| exp |z0,y |2 [exp (—*r (n — n ') t) +  exp (—*r (n' — n") t)]
n",n'"
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Finalmente, a pureza exata se escreve
p t = T ix  p F )  =  F ( l p x(t)|1)
:exp 7_2 |zj ^  Zox(t))n (Z0x(t))n Zox (t))n (4 x (t))'
n,n‘
n",l
\J n\n'\ \J n'\n"\
(6.10)
x õi,nSi,n" exp (|zo,y |2 (exp (_ * r  (n _  n') t) +  exp (_ * r  (n' _  n") t))) 
e p ( 2 , ,2^  (zox(t))1 (Z0x(t))n' (z0x(t))n' (z0x(t))1
= exp ( _ 2 |zo i )  n_, p n w .
í  \
x  exp \z0y |2 (exp (_ * r  (l _  n') t) +  exp (_ * r  (n' _  l) t))
'------------------------------------------V------------------------------------------'
y 2cos(r(n'—l)t) J
( ol |2^ V - iz0x(t)\2n' \z0 x (t) 121 (  ,20 m í  , /u ^=  exp ( —2 \z0\ J F ----------- x j  exp ( Z y\ 2 c o s (r(n  _  l)t)\
n',l n \J\
I i2(n+m)
=  exp ( _ 2 Z x \2) F  Z0X \ \— exp ( _ 2 Z y \2 (1 _  cos ( r (n  _  m )t)))
n,m n -m -
= exp ( _ 2 \z0x\2) F  F —t ~  exp ( _ 2 \X0»\2 ( 2si”2 ( F r — ) ) )  ■
onde usamos o fato de que \ z0 \ 2 =  \z0x\2 +  \z0y\2, e tam bém  fizemos a mudança de índices 
n' ^  n  e l ^  m. Então, chegamos a
P ( 2 | ,2^  \ z0x \ 2(n+m) (  ,2 . 2 ( r ( n  _  m ) t ) )  (611)
p t =  exp ( _  \ z0x \ ) F  n \m \--exp ( _ 4 \ z0y \ sm ( ------ 2------  ) '  ( )
É  possível observar, para o caso estudado, que a pureza é periódica no tempo: o único 
termo dependente do tempo é sin2 ( r (n  _  m ) t /2). Sendo assim, quando este termo retorna 
ao seu valor inicial, a pureza tam bém  o faz. O período de sin2(x) é n, de modo que o 
tempo de recoerência r rec pode ser definido por
rTrec   2n 2n {a
=  n  = ^  Trec =  -ZT =  TT • Z 12)2 i \nw xu y
Podemos, então, definir um tempo adimensional t  =  t / r rec. Neste caso, o intervalo 
0 <  t  <  1 compreende toda a dinâmica do problema. Escrevendo a pureza em termos do 
tempo adimensional, obtemos
I i2(n+m)
PT =  exp (_ 2  \ Z0x\ 2) F  ~ ° x~\—\— exp (_ 4  \ Z0y \2 sin2 (nT(n _  m ))) , (6.13)
nm n!m!
que é a expressão com a qual pretendemos comparar nossa aproximação semiclássica.
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Um detalhe im portante da pureza exata é que, se t  =  k, sendo k um número inteiro, 
o valor da pureza vale
Pk =  1. (6.14)
Fisicamente, isso significa que, em t  =  0, as duas partições são separáveis; os dois siste­
mas ainda não começaram a interagir. Imediatamente após esse instante inicial, os dois 
sistemas passam a interagir, e não podemos mais falar de um sistema separadamente do 
outro: eles estão emaranhados. Passado um intervalo de tempo t = 1 ,  podemos dizer 
que os sistemas interagiram de ta l forma que eles voltam a ser separáveis! Este ciclo de 
decoerência e recoêrencia se repete infinitas vezes. Por isso, restringiremos o valor do 
tempo para 0 <  t < 1.
6.2 C álculo das trajetórias para o sistem a estudado
Seguindo a nossa prescrição semiclássica apresentada no capítulo anterior, ou mais pre­
cisamente, de acordo com a eq. (4.28), a Hamiltoniana (semi)clássica que nos interessa 
tem  a forma
Para integrar essas equações, podemos usar o seguinte argumento: vamos dividir Ux por 
ux (e analogamente para as outras variáveis), e integrar de 0 até um  tem po genérico t:
H  = (v |H |u ) =  HQxvxux +  hQy vy uy +  hTvxuxvy uy +  e0. (6.15)
As equações de movimento (4.27) são dadas por
(6.16)
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J  —  d t  =  J  —i (P x +  r v yuy) d t  =  —i ^P xt +  J  d t 'r v yu ^ j  =  ln ^ Ux(^  , 
rtv__ rt /  rt \  /  vx(t) A ( 0 8 )
Por outro lado, de acordo com as equações de movimento (6.16),
J  —  d t  =  J  + i (p x +  r v yuy) d t  =  + i ( p xt +  J  d t 'rvyuy^ =  ln    vx J0 * V Jo )  \  Vx )
onde a últim a igualdade foi tirada de (6.17). Agora, vamos calcular a soma dos logaritmos 
das duas últimas igualdades:
ln / +  ln / =  ln f Ux(t)vx(tA  =  0
V Ux )  V v 'x )  V u'xv 'x )  ,
o que implica que
ux (t)vx (t)
u'xv'x
1 = ^  ux (t)vx (t) =  uxv'x , (6.19)
ou seja, o produto ux (t) vx (t) =  constante , V t. Um resultado análogo pode ser encontrado 
para a partição y. Também podemos ver que a integral que aparece na eq. (6.18) é 
facilmente integrável, um a vez que uyvy =  constante:
í  d t 'r v yuy =  r v yuy í  dt' =  r v yuyt. (6 .20)
0 0
Utilizando esses resultados, fica fácil de integrar as eqs. (6.16), que são do tipo ux =  C ux, 
onde C  é uma constante, o que nos dá ux (t) =  u'x exp (Ct), com resultados análogos para 
as outras equações de movimento. Resumindo, em termos das variáveis iniciais u'x , u 'y, v'x 
e v 'y, as trajetórias semiclássicas são dadas por
ux(t) =  u'x exp ( —i (px  +  rvyu'^j t)  =  u'x e x p (—Axt);
uy (t) =  u'y exP (—i (p y +  r v xu'x) t) =  u 'y exP ( —Ay^ ; (6 2 1 )
Vx (t) =  v'x exp (+ i (px +  rvyu'^j t)  =  v'x exp (+A xt);
Vy (t) =  vy e x p (+ i (py +  rvxu!x) t) =  v'y exp (+Ayt j  .
A partir destas equações de movimento, a matriz de monodromia (4.38) associada a uma 
trajetória pode ser diretamente calculada. Para isso, obtemos as variações 5ux , 8u!'y , 8v"x e 
Svy , calculadas no instante final, em função de 5u'x , 5u'y, 5v 'x, 5v 'y, calculadas no instante 
inicial, a partir das eqs. (6.21). Tais variações são dadas por
8u'x =  exp (—A'xt) (ôu'x — irtu!xv'y8u'y +  0 — irtu!xu'y8v'^j ;
8uy =  exp ( —Ayt) (—irtv'xuy 8ux +  8uy — i r tu xuy 8v'x +  o) ;
8v"x =  exp (+Axt) ^0 +  irtv'xv'ySuy +  Sv'x +  irtv'xuy8v'^j ; 
bv'y =  exp (+Ayt) {irtv'xv'ySu'x +  0 +  irtu'xv'y5v'x +  bv'^j ,
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(6.22)
ou, em forma matricial,
K Su'x Su'x
suy
=  M
8u'y
=  m 2m 1
8u'y
v Sv'x Sv'x
Sv» _ svy _ 8v'y _
(6.23)
sendo as matrizes
Mo
M 1
exp (—X'xt) 
0 
0 
0
1
0
exp (—xy t) 
0 
0
0
0
exp (+xxt) 
0
0
0
0
exp (+xy t)
- i r t v 'x u'y
iYtv'x v'y
  iT tu fxvfy
ÎYtv'x v'y
0
0
—i r  tu'xu'y
iYtu'xv'y
—i r  tu'xv'y
iYtv'x u'y
1
(6.24)
Tendo em mãos as equações para as trajetórias, podemos calcular a ação complexa e 
o fator G%, im portantes para a aproximação semiclássica utilizada:
ih  . ~
— (’v • u — v  • ii) — H(u, v)S ( v " ,u /,t)  =  ç ío
=  ÇthYuxv'xuyv'y — ih  (uuxv'x +  uyv!^j ; 
(V , u ', t )  =  Ç í * Í U A -  + )  d t
dt' — ih  [u' • v ' +  u '' • v'']
(6.25)
2 Jo \ d u xõvx
Ç thr
duy dv.
uxvx +  uy vy ) +
ç th r  (  Qx +  q y
2 y~x~x • ~~y~yj • 2 \ r  /
Lembramos que, no cálculo final, o somtarório dos termos ÇtÚP (Ux +  Qy) de cada tra je­
tória se anulará, por causa dos sinais contidos em £. Então, escolhemos escrever , sem 
tais termos, nos dando, no final,
(v'', u ', t) =  Çthfuxv'xu'yv'y — ih {u'xv'x +  u'yv'^j ;
G%(v'', u ', t)
Ç thr
( «  +  u 'yv 'y) .
(6.26)
6.3 A nálise das trajetórias
e
1 0
0 1
Como visto no decorrer desta dissertação, a versão semiclássica dos propagadores, e, 
portanto, da pureza, é escrita em termos de trajetórias clássicas. Para este estudo de
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caso, quais são essas trajetórias? Precisamos lembrar que precisamos de conjuntos de 
quatro trajetórias, uma vez que temos quatro propagadores.
Reescrevendo as eqs. (6.21) em termos do tem po adimensional t  =  t / r vec definido 
anteriormente:
ux ( t ) =  uX exp —^2n i {^ —X +  v'y t  ^ =  uX exp (—Xxt );
r
uy (t ) =  uy exp \ —2ni[  —y +  v'xuX ) t  ) =  uy exp (—Xyt ) ;
r
Vx (t ) =  v'x exp ^+ 2ní ^—r  +  v'y t ^  =  v'x exp (+ XxT);
-
(6.27)
Vy (t ) =  v'y exp |^+2ní t “  +  v'xu'Xj  t J =  v'y exp (+ Xyt ) .
Note a ausência de linha em Xr , que é diferente de X'r definido originalmente nas eqs. (6.21), 
sendo dados por Xr =  XrTrec. Também cometemos um abuso de notação ao definir de 
m aneira ambígua as funções presentes em (6.21) e (6.27). Como serão estas as expressões 
que utilizaremos em todos os cálculos, não vemos necessidade de alterar a notação.
As trajetórias dadas pelas eqs. (6.27) estão escritas em função dos valores iniciais das 
variáveis. Mas lembramos que aquelas envolvidas no cálculo semiclássico da pureza devem 
satisfazer condições de contorno mais complicadas (eqs. (5.20) e (5.21)). Impondo a eq. 
(5.20), podemos escrever as quatro trajetórias pertencentes a um conjunto contribuinte 
como
1
£
i
z0xe (-2ni( ^ + v'y i Z0y )t ) ux, 2 ( t  ) u'x,2e (-2m( ^  +Z°y < 2)t )
uy , 1 ( t  ) z0y e(-2m(  ^ + vX 1 Z°?)T ) uy, 2 ( t  ) u'y,2e (-2m( ^ + Z°xuX,2)T)
Vx , l(T ) V  e (+2ni(T? +v'y,iz°y)t) ux , 1^
7
Vx , 2 ( t  ) z* e (+2ni(^ +Z°yu'y,2)T)
1i
V e (+2ni( l?  +vX ,iZ°x)T )y 1 Vy,2(T)_ * e( + 2ni( ^  +Z°x“X,2)T)0y
ux, 3 ( t  ) z0xe (-2ni( ^ + vy 3Z°y )t ) ux,4 (t ) uX,4e (-2ni( ^  +Z°y uy4)T y
uy, 3 ( t  ) z0y e( - 2ni( 1x1+vX ,3Z°x )t ) uy,4 (t ) u'yAe (-2m( y?+Z°xuX,4)T)
COS-f vX 3e (+2ni( +v'y3Z°y)t)ux , 3^
7
Vx,4 (t ) z L e (+2m( ^ +Z°y u'y^T)
_vy, 3 ( t  ) Vy 3e(+2n* ( +VX,3Z°x)T) Vy,4(T)_ Z*ye( + 2ni(1X1 +Z°xUX,4)T )
(6.28)
Note que a completa definição do conjunto de quatro trajetórias contribuintes depende 
ainda da determinação de oito parâmetros, v 'x^ , v 'y^, . . . ,  u'x, 4, u'y,4, tarefa que será realizada 
agora. Admitindo que o instante t  das últimas equações se refira ao ponto final das
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trajetórias, verificamos que as oito condições de contorno, presentes em (5.21),
zox exp 
zoy exp 
z0x exp 
z0y exp 
zox exp 
zoy exp
z0x exp
z0y exp
- 2ni ^ +  v'y,izo ^  T 
'Q
- 2ni ( J T  +  vX, 1 z0xJ
+ 2ni -j-f +  z0lxu 'y,^ T 
+ 2n^ “jT +  z0xU'x,^ T 
- 2 n ^ “T +  v'y,3z0y ^  T
- 2 n ^ “ T +  vX,3z0 ^  T
+ 2n^ “ r  +  4 x uy ,^  T
+ 2ni (  “T? +
ux 4 exp
uy,2 exp
vx,3 exp
vy i  exp
ux 2 exp
uy,4 exp
vx ,1 exp
vy,3 exp
- 2 n ^ “r?  +  z0xuy,4 j  ^  ;
- 2 n ^ “r ? + z0xuX,2) A  ;
+2ni 
+ 2n i I 
- 2 n i  
—2ni
“ x
Y  +  vy,3z0y ) T
+  vx iz0x TQx
T  7  7
“ T +  z0xU'yA  T
x r  
“
—  +  z0xUx,4 T
+  2ni ^ “F  +  vy,iz0y ) T
+ 2ni Y  +  vX,3z0 x j T
Definindo ax =  2^ |z0x|2 e ay =  2^ |z0y |2, assim como
x 1 =
yi
x,i
0x
y,i
y
x 2
V2
u
y I 
/x,2
z0x
/uy,2
0y z0y
x 3
V3
x,3 u
0x
y ,3
z
x4
^4
x,4
z0x
/uy,4
0y z0y
obtemos, para (6.29),
exp (- ia y  (yi -  ^4) t ) =  X4; 
exp (+iay (y2 -  y3) t ) =  X3; 
exp (- ia y  (y3 -  y2) t ) =  X2;
exp ( -  iax (x i 
exp (+ia? (x2 
exp ( - ia ?  (X3
exp (+ ia y (y4 — y 1) r ) =  xp  exp (+ ia x (x4
Uma simples inspeção nestas equações nos m ostra que
-  x 2) T ) =  y2;
-  x i ) T) =  yi;
-  x4) T) =  y4;
-  x3) t ) =  y3.
Xi =  X4, X3 =  X2, y3 =  V4, e yi =  y2-
Reduzimos, portanto, nosso problema a quatro equações:
x2 =  exp (+iay (y2 -  y4) t ) ; y2
x4 =  exp (- ia y  (y2 -  y4) t ) ; y4
exp (+ia? (x2 -  x4) t ) ; 
exp ( - iax (x2 -  x4) t ) ,
de onde podemos ver que x 2 x4 =  y2 y4 =  1. Isso implica em x4 =  1 /x 2 e y4 
levando a
x 2 =  exp í+ iay  Íy 2 -  —  j  t e y2 =  exp ^+ia? ^ 2  -  x~) t
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(6.29)
tornam-se
(6.30)
(6.31)
(6.32)
(6.33) 
1/y 2, nos
(6.34)
Substituindo a segunda expressão na primeira, obtemos, finalmente:
1 \  w i
(6.35)x 2 =  exp +iayt  ( exp ( +iax ( x 2 ------- ^ r^  — exp (^ —iax ^ x2 -------^ t
A eq. (6.35), que é transcendental, só pode ser resolvida numericamente, exceto para 
um caso muito simples: se x 2 =  1, a equação é satisfeita para todos os instantes de tempo. 
Neste caso, pode-se m ostrar que xí =  yi =  1, para i =  1 , . . . ,  4, implicando que as quatro 
trajetórias, associadas a esta solução, são reais: são aquelas que definiam o conjunto 
trivial. A eq. (6.35) tam bém  nos diz como obter as quatro trajetórias de um conjunto 
contribuinte; um a vez obtido x 2, podemos voltar no passo-a-passo que realizamos aqui, e 
obter todos os diversos x i e yi , e, por consequência, os oito parâm etros outrora indefinidos 
na eq. (6.28).
6.4 R esolvendo a equação transcendental
Vamos definir um a função f  (x2) da seguinte maneira:
f  (x2) =  x 2 — exp + ia yt ( exp ( + ia x ( x2 ------ ^ r^  — exp (^ —iax ^ x2 ------- ) r .(6.36)
E sta função nada mais é do que o lado esquerdo da igualdade de (6.35) subtraído do lado 
direito. Dessa maneira, ao resolver a eq. (6.35), estamos procurando as raízes de f  (x2), 
procedimento que podemos realizar amparados em gráficos. Veja, por exemplo, os gráficos 
da fig. 6.1. As raízes são dadas pelas interseções das linhas pontilhadas e tracejadas, que 
são, respectivamente, as curvas que satisfazem R e(f (x2)) =  0 e Im (f (x2)) =  0.
Um caso especial acontece quando r  =  0. Neste instante de tempo, a função se torna 
f  (x2) =  x2 — 1, como é fácil de demonstrar. Dessa maneira, há apenas uma solução, x 2 =  1, 
ilustrado na fig. 6.1(a). Este ponto é especial pois continua satisfazendo a condição de que 
f  (x2) =  0 para todos os instantes de tempo (veja as figs. 6.1(b) e (c)), sendo justam ente 
o ponto que define o conjunto trivial utilizado em [12].
À medida que o tem po passa e o sistema interage, mais raízes de (6.36) surgem, como 
ilustrado na fig. 6.1(b). Entretanto, há alguns im portantes detalhes a se considerar. Para 
tempos ainda maiores, notamos que a quantidade de raízes começa a ficar muito grande, 
como mostrado na fig. 6.1(d). Dessa maneira, teremos, em princípio, um a quantidade 
inumerável de pontos para considerar. Em nosso auxílio, podemos nos utilizar do seguinte 
argumento: no limite estritamente clássico, as únicas trajetórias fisicamente relevantes são
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Figura 6.1: Ilustração das raízes de f  (x2). A linha pontilhada representa R e(f (x2)) = 0, 
enquanto a linha tracejada representa Im (f (x2)) = 0. As raízes, então, são encontradas nos 
cruzamentos das linhas. Os parâmetros numéricos são: E0r = w0r = A =  1, h = n/5  e 
z0r = \JE0r/(hwr ). Note o surgimento de um número grande de raízes, à medida que avançamos 
no tempo.
5
0
5
5 5
as reais. Afinal, as complexas podem ser vistas, de fato, como uma ferramenta m atem ática 
que auxilia na descrição de fenômenos quânticos. Como pretendemos trabalhar em regime 
semiclássico (quase clássico!), é de se esperar que contribuições relevantes se originem da 
vizinhança da trajetória real. Assim, os pontos que nos interessam são aqueles mais 
próximos do ponto trivial x 2 =  1.
6.4 .1  M éto d o  de N ew to n -R a p h so n
Para resolver a eq. (6.35) numericamente, primeiramente localizamos graficamente as 
soluções que julgamos im portantes, conforme mostramos na seção anterior. Em se­
guida, como este procedimento naturalm ente envolve imprecisões, utilizamos o método
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de Newton-Raphson multidimensional para aprimorar os resultados. O método consiste 
em resolver, iterativamente, a equação [27]
n+1 =  Xn -  J - (Xn)f (xn) (6.37)
onde
J / (xn)
dei fl(Xn) Õe2 f l ( x n) 
dei f 2(xn) de2 f ^ n ) (6.38)
é a matriz Jacobiana, x n é o vetor das variáveis no passo n  e f i (e1,e2, . . . )  são as funções 
cujas raízes queremos encontrar, com determ inada precisão a. Quando |xn+1 — x n | <  a, 
dizemos que o valor de x n é a raíz que procurávamos. Para o caso estudado,
x n
Re (x2)n x n
_Im (x2)n_ yn
e as funções f  serão definidas a partir da eq. (6.36):
f i ( x ,y )  =  R e(f (X2)) e f 2(x,y) =  Im (f (X2)).
Dessa maneira, podemos escrever (6.40) como
J  =  2Ay sin (AXR)  cosh (AXI )
f 1 =  x  — exp ( J ) cos (L) 
f 2 =  y  — exp ( J ) sin (L)
com
L
R
I
2Ay cos (AxR)  sinh (AxI ) 
—x  +  
y
x2+y2
_y__x2 I y2
e A r =  2n |z0r | t . As derivadas da matriz Jacobiana são dadas por 
dXf 1 =  1 — (dXJ ) exp (J ) cos (L) +  (dXL)  exp (J ) sin (L) 
dy f 1 =  0 — (dy J ) exp (J ) cos (L) +  (dyL)  exp (J ) sin (L) 
dxf 2 =  0 — (dxJ ) exp (J ) sin (L) +  (d L )  exp (J ) cos (L) 
dyf 2 =  1 — (dy J ) exp (J ) sin (L) +  (dyL) exp (J ) cos (L ) , 
com as derivadas de J  e L  dadas por
dX J  =  2AyA X ((dXR)  cos (AXR)  cosh (AXI ) +  (dXI ) sin (AXR)  sinh (AXI )); 
dy J  =  2AyAX ((dyR) cos (AXR)  cosh (AXI ) +  (dyI ) sin (AXR)  sinh (AXI )); 
dXL =  2AyA X (— (dXR) sin (AXR)  sinh (AXI ) +  (dXI ) cos (AXR)  cosh (AXI )); 
dyL  =  2AyAX (— (dyR)  sin (AXR)  sinh (AXI ) +  (dyI ) cos (AXR) cosh (AXI )),
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(6.39)
(6.40)
(6.41)
(6.42)
(6.43)
sendo
dxR  =  — 1 +
1 2xy
d R  =  -dyR  t o ,  o\2’
x2 +  y2 (x2 +  y2 )2 ’
2xy
dxI  =  +
(x2 +  y2 )2 
2xy (6.44)
(x2 +  y2 )2
^ r _  1 1 , 2xydy I  — 1 — - + 2x2 +  y2 (x2 +  y2)
Definidas todas estas funções, e fornecendo uma solução aproximada gráfica x n=0, o mé­
todo se mostrou eficiente para aprimorar o resultado.
Como uma ilustração da utilidade do método, podemos ver, na fig. 6.2, o compor­
tam ento de duas soluções ao variarmos o tem po r . Com o passar do tempo, vemos o 
caminho que x  e y, partes real e imaginária de x2, respectivamente, percorrem. A ma­
neira com que obtivemos estes pontos é simples: uma vez obtido x 2 para um dado r , 
fazemos a mudança r  ^  r  +  e, onde e é um intervalo de tem po muito pequeno, utilizando 
como nova tentativa o valor obtido para o tempo anterior. Poderíamos fazer um gráfico 
semelhante, a priori, para todos os pontos que aparecem nos gráficos das figs. 6.1(b)-(d).
Figura 6.2: (a) Parte real das trajetórias realizada por dois pontos x2, obtidos através do método 
de Newton-Raphson. (b) Parte imaginária das trajetórias realizadas pelos mesmos pontos. Ao 
passar do tempo, ambas as trajetórias ficam muito próximas. Estes são os pontos mais próximos 
da origem (no semiplano Im(x2) > 0) que aparecem na fig. 6.1 (b).
Para finalizar a descrição do método de Newton-Raphson, podemos observar outro 
ponto importante. Ao obter x2, onde a barra indica que f  (x2) =  0, autom aticam ente 
obtemos mais três outras raízes, em geral: seu inverso, (x2)-1 , seu complexo conjugado 
x2 =  x  — iy, e também (x2 )-1 . É fácil de demonstrar isso a partir da própria definição de
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f  (x2), bastando substituir x2 por um dos outros pontos em questão. Isso é im portante, 
numericamente, para acelerar a obtenção de raízes, um a vez que, para alta precisão, a 
implementação do método pode levar alguns minutos para calcular cada ponto diferente. 
Devemos tom ar cuidado ao considerar pontos onde |x21 =  1 e/ou  Im (x2) =  0 (o que inclui 
a trajetória  trivial, pontos no círculo unitário, e pontos na reta real) ao calcular os outros 
três pontos, pois, nestes casos, esta regra falha. Se isso acontecer, iremos adicionar suas 
contribuições diversas vezes, nos levando a erros.
Assim, estas últimas seções indicam um a estratégia para incluir trajetórias na fórmula 
da pureza semiclássica.
6.5 P ureza sem iclássica
Como visto anteriormente, podemos escrever as trajetórias em termos de xí e y*, com 
i =  1 , . . . ,  4. Mais especificamente, utilizando o argumento que nos leva à eq. (6.33),
podemos trabalhar apenas com x2, x4, y2 e y4 para calcular as funções S (í), G(í) e A(í) .
Dessa forma, podemos avançar analiticamente no cálculo da pureza semiclássica.
Primeiro, vamos calcular as funções descritas acima em termos de ur* e vr *, para só 
depois substuirmos as novas variáveis. Utilizando o tem po adimensional t =  t/Trec na eq.
(6.26), a ação complexa e a função G são dadas por
Sç (vyy, u y, t ) =  £2nTh (u'Xv'Xuyv'^j — ih  (u'Xv'X +  uyv!^j ;
Gç (vyy, u y, t ) =  £nTh (u'Xv'X +  uyv! j^ ,
para cada conjunto de trajetórias. Ao somarmos todos os termos, obtemos
Y  (S(í) +  G(í)) =  +  2nTh ( uX,1 uy, 1VX,1V“,1 +  1 (uX,1VX,1 +  u 'y,1V'y,1))
í
— 2nTh [uX A A A ,2 +  1 (uX,2VX,2 +  u'yAy ,2) )
+  2nTh (uX,3v!yA A y ,3 +  1 (uX,3VX,3 +  u 'yAy,3))
— 2nTh {u 'x A y A x  A y ,4 +  1 (uX,4VX,4 +  u'yAy ,4 
ih  ux,1Vx,1 +  ux,2Vx,2 +  ux,3Vx,3 +  ux,4Vx,4)
— ih  ('u'yAy,1 +  u 'yAy,2 +  u 'yAy,3 +  u'y,4V'y,4) .
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É  possível escrever
uf u f v /  iV ■ +  — (ur iV - +  li 1/  ■x,% y,% x,% y,o 1 2  V x,i x,o 1 y,o y,o — (1/  1/  - ( l  +  11 V  ) +  11 lV ■ (1 +  11 lV2 y x,i x,i y 1 y,i y,ij y, iy, i '  1 ^xo^x
nos dando
\  Y  (S(i) +  GW) =  +  i nr  (U'x,1V'x,1 ( — +  < 1  V'y,1) +  U'y,1V'y,1 ( — +  U'x,1 V'x,1
— in r  (Ux,2Vx,2 ( 1 +  Uy,2Vy,2 ) +  Uy,2Vy,2 ( 1 +  Ux,2Vx,2
+  in r  (u 'x,3V'x,3 í 1 +  uy,3Vy,3) +  U'y3V'y,3 í 1 +  u 'x,3V'x,3) ) (6.45)
— in r  \U'xAV'x,4 Uy,4Vy ,4 ) +  Uy,4Vy ,4 Ux,4Vx ,4
+  u'x 1v'x 1 +  u'x 2v'x 2 +  u'x 3v'x 3 +  u!3_■bx,4Vx,4
+  u 'y,1V'y ,1 +  Uy,2v/y ,2 +  u'y,3V'y ,3 +  u 'y,4V'y ,4.
Utilizar as definições (6.30), assim como as eqs. (6.32), nos permite escrever a somatória
como
T Y  (S (i) +  G(i)) =  +  2nir  |zox|2 |zoy|2 (x2 — x4) (y4 — y2)
(6.46)
+  2 |z0x| (x2 +  x4) +  2 |z0y 1 (y2 +  y4) .
Do argumento da exponencial dos propagadores, que aparece na eq. (4.48), falta apenas 
o cálculo de A(i), que já  foi feito anteriormente em (5.23). Usando as definições de x o e yo:
A(1) =  —1 
—2
A(2) =  —1 
—2
A(3) =  —1 
—2
A(4) =  —1 
2
, / / / / ,  // // \
+  Ux,4Vx,1 +  Uy,2Vy,1)
| // // | // \
+  Ux,2Vx,3 +  Uy,2Vy,1)
2 +  Uí,2V'x,3 +  Uy,4Vy,3
2 + u>x,4vx,1+ uy/,4vy/,3
(|zo |2 +  |Z0x|2 x1 +  |Zoy |2 yi)  ;
2 +  |Zox|2 x2 +  |Z0y |2 y2)
( |zo|2 +  1 z0x12 x 3 +  |z0y|2 y z ) ;
( |zo|2 +  1 z0x 12 x4 +  |z0y |2 y4
(6.47)
Definindo Atot =  A(1) +  A(2) +  A(3) +  A(4), teremos
Atot +  2 |z0x 12 (x2 +  x4) +  2 |z0y|2 (y2 +
=  —2 |z0|2 — |z0x |2 (x2 +  x4) — |z0y |2 (y2 +  y4) ,
o que, finalmente, nos dá
T  Y  (S (i) +  G(i)) +  Atot =  +  2 n ir |zox|2 |zoy|2 (x2 — x4) (y4 — y2)
(6.48)
+  2 |z0x 12 (x2 +  x4) +  2 |z0y |2 (y2 +  y4)
— 2 |z0| — |z0x| (x2 +  x4) — |z0y | (y2 +  y4)
+  2nir ^Oxf  ^ 0y |2 (x2 — x4) (y4 — y2)
+  | z0x 12 (x2 +  x4 — 2) +  |z0y |2 (y2 +  y4 — 2) .
(6.49)
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Para finalizar o cálculo da pureza semiclássica, falta calcular a função Y , dada em (5.31), 
que pode ser obtida ao utilizar a expressão da matriz de monodromia (6.24), escrita em 
termos de t , e das matrizes auxiliares, definidas em (5.32), como mostrado anteriormente. 
Com isso, obtemos todos os itens necessários.
6.5 .1  T rajetórias reais
Como um a primeira aproximação, vamos supor que apenas um conjunto de trajetórias 
contribua para a pureza total, a solução trivial descrita anteriormente, x 2 =  1 V t . Com 
essa condição, Xi =  yi =  1 para qualquer i, implicando que todas as trajetórias do conjunto 
são iguais (ux>1( t ) =  ux,2(t ) =  ux,3( t ) =  ux,4(t ), e assim por diante). Essa condição 
tam bém  nos diz que as trajetórias voltam a se relacionar como uX:i =  vXti, uy,i =  vy, i . 
Portanto, ao utilizar a solução trivial apenas, não utilizamos a extensão do espaço de fase 
discutida anteriormente. Enfatizamos que este não é um resultado original, já  que é o 
mesmo obtido por [12], descrito aqui na eq. (5.17). Porém, a aplicação da aproximação 
semiclássica é diferente, uma vez que aqui, partimos da fórmula semiclássica (5.30), que 
leva em conta trajetórias complexas, mas aplicando ao caso particular da trajetória real. 
Nesse caso, as condições iniciais são dadas por
u'x z0x
uy z0y
vX z * z0x
v'y 1 0 
*
1
para todas as trajetórias.
Ao calcular o expoente da pureza, dado pela eq. (6.49), percebemos que este é nulo 
para a solução trivial. O  único termo restante para calcular é a raiz quadrada que aparece 
no denominador da eq. (5.30), \ /Y . Apenas relembrando aqui,
Y =  det m VV det M^U det M^V det M^U det Q
=  +  (det MVV det M ®  -  det B (1) det A (2)) x (det M ^) det M ^) -  det B (3) det A (4))
+  (det MU1) det M^2) -  det D (1) det C (2)) x (det M^V det M ^) -  det D (3) det C (4))
-  (det MVV) det C (2) -  det B (1) det M^2)) x (det D (3) det M^U -  det M^3) det A (4))
-  (det MU1) det A (2) -  det D (1) det M ® ) x (det B (3) det M ^] -  det M<3 det C (4))
-  det D '(1) det C '(2) det D '(3) det C '(4) -  det B '(1) det A '(2) det B '(3) det A '(4),
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com as matrizes auxiliares definidas como
1 0 0 0 1 0 0 0
A D 0 0 0 1
M  e
A ' D ' 0 0 1 0
C B 0 0 1 0 C ' B ' 0 1 0 0
0 1 0 0 0 0 0 1
M .
Calculando os determinantes necessários, em termos das trajetórias ur e vr , 
det M uu =  +  ( l  -  a2u'xu'yv'xvÇj exp ( -  (A* +  Ay) t ); 
det M uv =  — a2ux u'y exp (— (Ax +  Ay) t ); 
det Mvu =  —a2v'2v'y exp (+  (A* +  Ay) t );
(6.51)
+ avX v 'y;
—auXuy; 
—avX v 'y;
+au'xu'y ,
(6.52)
det M vv =  +  ( l  — a2u'xu'yv'xv! j^ exp (+  (Ax +  Ay) t ) , 
para os determinantes dos blocos da matriz de monodromia, e tam bém  
det A  =  + a 2u'xv'xv'y exp (— (Ax — Ay) t ) , det A '
det B  =  + a 2u'xv'xuy  exp (+  (Ax — Ay) t ) , det B '
det C =  + a 2 vx u'y v'y exp (+  (Ax — Ay) t ) , det C '
det D  =  + a 2 ux u'y v'y exp (— (Ax — Ay) t  ) , det D '
para as matrizes auxiliares, com a =  2nÍT. Como, para a solução trivial, as quatro 
trajetórias são iguais, seus respectivos determinantes são todos iguais. Substituindo na
expressão para Y , dada pela eq. (5.31),
í  2 2 2
Ytrlv' =  (^(1 — O2 |z0x| |z0y1 ) — (o2 |z0x| |z0y1 ) J — 4 (a2 |Z0x| |z0y1 j  . (6.53)
Após obtermos Ytriv' , podemos gerar um gráfico da pureza semiclássica e da pureza quân­
tica exata, contra o tempo, com t  variando de 0 a 1, obtendo assim a fig. 6.3. Este é o 
mesmo resultado obtido em [12], reproduzido aqui na eq. (5.17).
Notamos que, para tem po curto, a pureza semiclássica obtida utilizando (6.53) é muito 
próxima do resultado exato. Podemos demonstrar a validade desse resultado expandindo 
as expressões da pureza semiclássica e da pureza quântica exata ao considerar t  pequeno. 
P ara  a pureza semiclássica,
VT}trlv.T
1 1
((1 — D )2 — D 2) — 4D 2 
1 1
(1 — 2D — D 2)2 — 4D 2 1 — 4D — 6D 2
~  1 +  2D +  3D2 ~  1 +  2D
ptriv. ^  1 — 8n2T2 |z0x|2 |z0y |2 ,
(6.54)
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Figura 6.3: Gráfico da pureza exata e da pureza semiclássica utilizando apenas a trajetória 
trivial. Aqui, utilizamos |zor|2 =  Eor/ ( hur ), Eor = ur =  A =  1, e h = 0.2n.
com D  =  a2 |zox|2 |zoy|2, onde usamos (1 +  x )n ~  1 +  nx  para |x| ^  1 e |nx| ^  1, assim 
como descartamos o termo de ordem D 2, pois D 2 ^  D  no regime em questão. Para a 
pureza quântica exata, utilizamos a eq. (52) da ref. [12], dada por
P F  =  1 -  2 |zox|2 |zoy |2 r 2T 2
=  1 — 2 | z0x | | z0y |
r22 2
(2n);
1 r 2 rec
T  2(2n)2
(6.55)
T 2
=  1 -  8n2 |zox|2 |zoy |2 —
Trec
=  1 -  8n2 |zox|2 |zoy |2 t 2,
m ostrando assim que as aproximações são idênticas, a tempo curto. Na fig. 6.4, podemos 
ver como ambas diferem ao decorrer do tempo, ao m ostrar seu erro relativo.
6.5 .2  T rajetórias com p lexas
Como visto anteriormente nas figs. 6.1, imediatamente após t  =  0, novas raízes de (6.36) 
começam a surgir, sendo pontos potencialmente im portantes para o cálculo da pureza
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Figura 6.4: Análise da validade da expressão VTnv = , a tempo curto. Comparamos o
erro relativo da pureza semiclássica com o seu resultado quântico equivalente. Podemos ver que, 
a tempo curto, a diferença é extremamente pequena, aumentando ao passar do tempo.
semiclássica. Porém, como dito na subseção acima, voltaremos nossa atenção apenas 
aos pontos próximos de x 2 = 1, pois estes, a princípio, dariam  as contribuições mais 
significativas.
Assim sendo, obteremos as tentativas iniciais para resolver (6.36) do conjunto de pon­
tos mais próximos do resultado trivial, m ostrado na fig. 6.1(b), para t  = 0.035. Este será 
nosso tempo inicial de busca, pois, como veremos mais tarde, para tempos muito menores, 
soluções de (6.36) estão muito distantes de x 2 = 1, ponto que se refere ao conjunto trivial 
de trajetórias. Veremos, a seguir, que a inclusão inadvertida de tais contribuições produz 
indesejadas oscilações em P T, que acreditamos serem devidas a erros numéricos.
É im portante lembrar que x£ tam bém  é um a solução de (6.36). Dessa maneira, focamos 
apenas na região do gráfico onde y > 0, uma vez que fazer a mudança y ^  —y  nos fornece 
a solução para o complexo conjugado de x 2. Feito isso, voltamos nas eqs. (6.32)-(6.34), 
obtendo os vários xi e y*, o que nos perm item  obter os diversos u'r e v'r , como m ostra a 
eq. (6.30). Podemos, então, calcular a soma de S , G e Atot, dada pela eq. (6.49), assim 
como Y , dado pela eq. (5.31). Novas contribuições para a pureza semiclássica são então 
obtidas, e adicionadas àquela da solução trivial, dada por P,tnv =  1 /\/Y triv.
Após a aplicação de todo o formalismo discutido nesta dissertação, obtivemos, para 
o caso específico do Hamiltoniano (6.1), a fig. 6.5. Utilizamos os parâmetros |z0r|2 =
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E 0r/ (frwr ), E 0r =  u r =  X =  1, e h =  0.2n, com 41 pontos considerados, sendo estes o con­
junto trivial e 20 pontos obtidos da fig. 6.1, com seus respectivos complexos conjugados.
Figura 6.5: (a) Pureza exata, pureza trivial, e pureza trivial adicionada de mais contribuições. 
A curva exata, obtida através da eq. (6.13), mostra que, ao se passar um intervalo de tempo 
igual ao tempo de recoerência Trec, ilustrado aqui como t =  1, a pureza retorna ao seu valor 
inicial. O resultado obtido para a trajetória trivial, com as correções obtidas até o momento, 
não consegue reproduzir as oscilações do resultado exato. (b) Ampliação da pureza a tempos 
curtos. Parâmetros: |^0r|2 =  E 0r/(hwr), E0r = wr = X =  1, e h =  0.2n.
Tais resultados nos deixaram intrigados. Como podemos ver, a curva com linha 
vermelha, que é justam ente a pureza com mais trajetórias adicionadas, é praticam ente 
igual ao gráfico de P^riv, dado pela linha tracejada. Descartamos erro do método de 
Newton-Raphson pois a partir da identificação das soluções para x 2 em um instante ini­
cial (t =  0.035), não houve dificuldades em encontrá-las para valores de t sucessivamente 
maiores, até o limite t =  1. Ainda assim, não conseguimos um resultado significati­
vamente mais próximo ao resultado quântico exato. Porém, vemos na fig. 6.5(b), para 
tempos pequenos, ainda há uma melhora nos resultados, quando introduzimos mais pon­
tos para o cálculo da pureza. A curva se aproxima levemente (com algumas oscilações 
para tempos curtos, que consideramos espúrias) do resultado exato, para um tempo até 
aproximadamente t =  0.04, o que já  pode ser visto como uma leve melhoria com relação 
aos resultados obtidos apenas com o conjunto trivial. Isto nos motivou a continuar a 
busca por melhores conjuntos de trajetórias.
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6 .5 .3  A n álise  no círcu lo  un itário
Ao olhar para a fig. 6.1, para tempos pequenos, não observamos, além do resultado trivial, 
soluções próximas à origem ou do próprio resultado trivial. Ao avançar mais no tempo, 
continuamos vendo as mesmas soluções já  vistas, mas mais próximas. Como discutido 
anteriormente, se x 2 é solução de f  (x2) =  0, x - 1 tam bém  o é. Então, em algum instante 
de tempo, pontos próximos da origem devem aparecer; como observado nos gráficos, 
imediatam ente após t  =  0, soluções surgem do infinito. Portanto, seus inversos estão 
muito próximos à origem, de maneira que estes não conseguem ser distinguidos.
Para fazer um a análise melhor, podemos ampliar o gráfico apenas perto da origem e 
da trajetória  trivial. Mais especificamente, estamos interessados nas soluções que moram 
no círculo unitário (|x2| <  1). Na fig. 6.6, podemos ver como as raízes se comportam no 
decorrer do tempo.
Note que as estruturas que aparecem na fig. 6.1 se repetem  próximo da origem, distor­
cidas, na fig. 6.6. Estas são justam ente os inversos das raízes mais distantes. Considerando 
apenas três pontos (e seus complexos conjugados) que estão no círculo unitário (ou seja, 
|x2| =  1) e mais próximos de x 2 =  1, assim como a trajetória trivial (que tam bém  mora no 
círculo unitário), obtemos os gráficos da fig. 6.7, que apresenta sensível melhoria. A con­
tribuição destas raízes é muito maior do que a dos pontos utilizados para obter a fig. 6.5. 
Dessa maneira, acreditamos que, para obter um resultado significativo, a escolha de quais 
pontos considerar é de extrem a importância. Considerando esta hipótese, estendemos a 
busca de raízes para estruturas logo à direita do círculo unitário (as três mais próximas 
dele), como m ostrado na fig. 6.1. Considerando apenas 3 pontos em cada estru tura (e 
seus complexos conjugados e inversos), assim como o conjunto trivial e as trajetórias do 
círculo unitário, obtemos a fig. 6.8. Note que descartamos o uso dos 20 outros pontos utili­
zados para obter a fig. 6.5. Podemos ver que nosso método é muito robusto, conseguindo, 
com poucas contribuições, reproduzir com bastante fidelidade o resultado quântico exato, 
incluindo as oscilações causadas pela interferência dos subsistemas.
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Re(x2) Re(x2)
T  =  0 .17  r  =  0.20
Figura 6.6: Curvas de nível de f  (#2) =  0, focadas nas raízes próximas à origem. A linha 
vermelha é o círculo, centrado na origem, de raio unitário.
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Figura 6.7: Pureza exata (azul), pureza semiclássica com apenas a trajetória trivial (laranja), 
e pureza com as contribuições do círculo unitário (verde). Utilizamos |^0r|2 =  E0r/(hu r ), E0r = 
ur = \  =  1, e h = 0.2n.
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Figura 6.8: Pureza final. A linha contínua é o resultado exato, a linha tracejada é a pureza 
apenas com a trajetória trivial, e a linha pontilhada é o resultado com a inclusão de todas as 
trajetórias discutidas. Podemos ver que o método consegue reproduzir, inclusive, as oscilações 
da pureza (e, por consequência, da entropia linear).
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Capítulo 7
Comentários finais
Nesta dissertação, apresentamos um a extensão da aproximação semiclássica descrita em [12] 
Mostramos que há mais conjuntos de trajetórias contribuintes para a pureza semiclássica, 
ao contrário do que o artigo citado afirmava. Tais conjuntos possuem condições de con­
torno estendidas, obtidas em uníssono ao método do ponto de sela, de tal maneira que 
suas diversas componentes estão relacionadas entre si, de um a maneira não óbvia, fato 
este devido à extensão analítica das variáveis, inicialmente reais, para o plano complexo. 
Desta maneira, ao incluirmos outras trajetórias além da trajetória real, podemos, a pri­
ori, obter resultados mais satisfatórios para a pureza semiclássica, aproximando este valor 
com seu resultado quântico exato.
Esperávamos que tais contribuições fossem, à medida que as incluíssemos no cálculo 
da pureza, melhorando tal valor. Adicionando várias contribuições, fora do círculo uni­
tário, os resultados obtidos para a pureza semiclássica não apenas obtiveram melhoras 
significantes, como conseguiram reproduzir as oscilações provenientes de efeitos de in­
terferência, algo não esperado em um tratam ento clássico. Gostaríamos de reforçar que 
o trabalho aqui apresentado envolve um a prescrição, deduzida rigorosamente da teoria, 
com condições de contorno obtidas ao utilizar o método dos declives mais íngremes, para 
identificar as trajetórias adicionais que devemos incluir. Estas condições de contorno dão 
origem a condições de contorno “em aranhadas”, que é diferente do método de dinâmica 
molecular com trajetórias em aranhadas visto em [28,29], nas quais a dinâmica clássica 
é em aranhada devida à inclusão de um termo não-local nas equações de movimento, um 
procedimento similar à mecânica Bohmiana [20,21]. Problemas atacados por este forma­
lismo são típicos do campo da físico-química, nos quais a inclusão de correlações quânticas
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chamaram bastante a atenção [30]. Esperamos que nosso trabalho possa contribuir para 
esta área, porém isto foge do escopo da presente dissertação.
Acreditamos que este trabalho ajude na interpretação dos mecanismos clássicos que 
geram emaranhamento. Assim. um a possível ro ta  para trabalhos posteriores seria estu­
dar outro(s) sistema(s) e analisar a dinâmica da pureza deste(s), assim como estender 
nossos resultados para estados com graus de liberdade de spin. Gostaríamos de aplicar o 
formalismo aqui presente para casos de desigualdade de Bell, no mesmo espírito de [31], 
um a vez que conseguimos reproduzir muito bem o comportamento da pureza quântica (e, 
por consequência, do em aranham ento) utilizando elementos clássicos. Nos perguntamos 
se esta prescrição viola tais desigualdades. No caso positivo, para ser consistente com o 
trabalho de Bell [32], elementos de não-localidade devem ser identificados no formalismo.
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