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2.3 Grafično procesne enote (GPU) . . . . . . . . . . . . . . . . . . . 9
2.4 Opis delovanja masivno vzporednega sistema . . . . . . . . . . . . 10
2.5 Postopek izvajanja paralelnega algoritma . . . . . . . . . . . . . . 10
2.6 Primerjava C kode za CPU in GPU . . . . . . . . . . . . . . . . . 11
3 Primerjava hitrosti izvajanja med sekvenčnimi in paralelnimi
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Povzetek
Zaradi stalnega večanja potreb po računski moči, se poleg klasičnih razvijajo
novi pristopi računanja. Za reševanje računalnǐskih problemov se ob običajnih
procesorjih vedno pogosteje uporabljajo moderneǰse masivno vzporedne arhi-
tekture. V delu je predstavljen kratek zgodovinski pregled razvoja in njihovih
značilnosti. Opisane so teoretične zakonitosti in omejitve.
V drugem delu je prikazan praktični primer aplikacije industrijskega stroj-
nega vida in meritve hitrosti določenih funkcij na vgrajeni platformi. V algo-
ritmu so uporabljene Nvidia CUDA funkcije iz odprtokodne knjižnice OpenCV.
Te omogočajo razporeditev dela med vsa jedra integriranega grafičnega proce-
sorja.




Due to a constant increase of need for computational power, additional appro-
aches to classical processors has been developed. Computational workload is more
and more solved by using massive parallel computer architectures. This paper
contains a short historical overview of development and features of such compu-
ters. Described are theoretical facts and boundaries.
Second part consists of a practical example of computer vision application for
industrial purposes and speed measurements of specific functions on an embedded
platform. Algorithm is written using Nvidia CUDA implementation of OpenCV
functions. This allows us to employ all cores of an integrated graphic processor.




Strojni vid je zaradi uspešnega nadomeščanja človeka v različnih opravilih že
dolga leta pomemben del industrije. Omogoča nam pohitritev dela, manǰse
stroške, natančneǰse in bolj ponovljivo opravljanje nalog, uporabljamo ga za
različne meritve in analize, nepogrešljiv pa je tudi pri vodenju. Vedno hitreǰsi
računalniki in zmogljiveǰse kamere nam ponujajo vse bolǰse rezultate. Vzporedno
z zmogljivostjo naprav pa se veča tudi kompleksnost algoritmov in količine po-
datkov. Kot vemo se je tehnologija izdelave integriranih digitalnih vezij približala
teoretično najmanǰsim še možnim dimenzijam. Širine kanalov tranzistorjev so v
najnoveǰsih procesih izdelave vse bližje 10nm. Frekvence delovanja ne moremo
več dvigati, saj s povečevanjem frekvence povečujemo tudi izgube, pojavljajo se
presluhi in druge s tem povezane težave. Gostota disipacije moči ( W
cm2
) strmo
raste. Če bi se trend nadaljeval, bi kmalu dosegli enake gostote moči kot so v
jedrskih reaktorjih ali pri raketnih pogonih. Očitno z zmanǰsevanjem dimenzij ne
bo več možno zadostovati Moorovemu zakonu, ki pravi, da se število tranzistor-
jev v integriranih vezjih vsaki dve leti podvoji. Tukaj smo prǐsli do navideznega
zidu, ki pa so ga načrtovalci zaobšli tako, da so hitrosti izvajanja programov
dosegli z več računskimi jedri v procesorjih. S tem dosežemo, da če moramo
izvajati več programov hkrati, se ti izvajajo istočasno na različnih procesorjih.
Lahko pa ta jedra uporabimo tudi na drugačen način. Med njih razdelimo delo,
ki ga je potrebno opraviti znotraj enega opravila. Vsakemu dodelimo manǰsi del
naloge, ki jo opravijo skupaj in hitreje. Temu pravimo paralelizacija. Vzpore-
dnega računanja pa ne izvajamo samo na procesorjih (CPU). Za to vedno bolj
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Slika 1.1: Gostota moči pri različnih tehnologijah izdelave procesorjev [1]
izkorǐsčamo grafične čipe (GPU), lahko pa uporabimo tudi programirljiva vezja
(FPGA). V delu se bom posvetil grafičnim procesorjem, ker je uporabljen tudi
v praktičnem primeru. S paralelizacijo naletimo na drugačne pristope programi-
ranja algoritmov. Pomembno je, kako razdelimo podatke med jedra, paziti pa
moramo tudi na najihovo pravilno združevanje po preračunu.
2 Razvoj vzporednih sistemov
Sistemi s sposobnostjo vzporednega računanja so bili včasih dragi in nedosegljivi.
Uporabljali so jih predvsem vojska in vremenoslovci. V zadnjih desetih letih je
tehnologija napredovala do te mere, da imamo v osebnih računalnikih glavne
procesorje z več jedri, poleg tega pa še masovno vzporedne grafične procesorje.
Veliko razvoja na področju grafičnih kartic je bilo opravljenega zahvaljujoč vse
več zahtevneǰsim videoigram.
2.1 Vrste vzporednih sistemov
Paralelni sistemi se v grobem delijo glede na to, na katerem nivoju strojne opreme
se vrši paralelizacija izvajanja. Lahko se delo razdeli na več jeder enega proce-
sorja, lahko pa ga opravijo ločeni računalniki.
Večjedrni procesorji
Novodobni procesorji imajo na enem čipu vgrajenih več jeder. Ta lahko delujejo
neodvisno eno od drugega. Običajno so sposobni tudi manipuliranja z več nitmi,
zato je že vsako jedro sposobno neke vrste paralelizacije.
Procesorji s skupnim pomnilnikom (ang. shared memory processors -
SMP)
Ti računalniki vsebujejo nekaj deset enakih procesorjev, ki pa si delijo pomnilnik.
Nanj so priključeni preko vodila. Zaradi hitrosti dostopanja do pomnilnika pa to
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vodilo predstavlja ozko grlo in zato tudi omejuje število procesorjev. Takega sis-
tema ne moremo razširjati.
Procesorji z deljenim pomnilnikom (ang. distributed memory multi-
processor)
Podobno kot preǰsnja arhitektura, le da ima vsak procesor svoj pomnilnik. Med
seboj komunicirajo preko omrežja.
Gruča računalnikov (ang. cluster computing)
Gruča predstavlja mnogo med seboj povezanih računalnikov. Ker ni nujno da so
si enaki, moramo paziti kako jim razdeljujemo delo. Problem lahko nastane, če
bi časi izračunav variirali. Običajno so to navadni stacionarni računalniki, ki so
priklopnjeni na lokalno Ethernet TCP/IP omrežje.
Masivno paralelni procesorji
Za masivno paralelne procesorje velja, da imajo več kot sto jeder. Vsa jedra so
običajno simetrična. Za razliko od gruče, ki uporablja lokalno omrežje, so ti med
seboj povezani s posebnimi, zelo hitrimi povezavami.
Mrežno računalnǐstvo (ang. grid computing)
Pri mrežnem računalnǐstvu so posamezne enote med seboj lahko zelo oddaljene.
Lahko so povsem na drugem koncu sveta, a ker za komunikacijo med seboj upo-
rabljajo internet, to ni težava. Seveda pa ta razdalja vpliva visoke latence, zato
so ti sistemi primerni le za reševanje problemo v visoko stopnjo paralelnosti. S
tem zmanǰsamo potrebo po komunikaciji med posameznimi enotami.
Splošno-namensko računanje na grafičnih karticah (GPGPU)
Grafične kartice imajo posebne procesorje namenjene obdelavi slik. Ker je
računalnǐsko grafiko zaradi svoje narave možno zelo dobro paralelizirati, imajo
ti procesorji v ta namen mnogo jeder. Splošno-namensko računanje je postalo
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nov trend, saj so inženirji lahko na grafičnih karticah reševali katerikoli problem.
Tudi proizvajalci so spoznali to nǐso in so posebej za to razvili programerju pri-
jazne programske jezike za paralelno izvajanje kode. Najbolj sta poznana Nvidia
CUDA ter OpenCL, ki pokriva širši spekter naprav.
2.2 Obdobje grafičnih cevovodov z vnaprej določenimi fi-
ksnimi funkcijami
Prve grafične kartice so bile sestavljene iz cevovodov, katerih funkcije so bile
določene vnaprej. Ni jih bilo možno programirati, lahko smo jih samo konfiguri-
rali in s tem dobili želen rezultat. Sočasno so se za namene uporabe teh kartic
razvili aplikacijski programski vmesniki (API), s katerimi je omogočeno programu
pošiljati ukaze grafični kartici, kako naj izrǐse objekte na zaslon in s kakšno teks-
turo naj jih obarva. Dva taka API-ja sta DirectXTM in OpenGL R©. Kljub temu
da so bile te naprave prvenstveno namenjene izrisovanju objektov in njihovih te-
kstur na zaslon, so jih znali uporabiti tudi za pohitritev drugih, bolj splošnih
izračunov. Programer je moral problem prevesti na način, da ga je bilo možno
obdelati z grafičnimi operacijami, ki so bile na voljo. Vhodni podatki so morali
biti predstavljeni kot slika, prav takšen pa je bil rezultat.
2.3 Grafično procesne enote (GPU)
Načrtovalci naprav so opazili velik potencial po izkorǐsčanju grafičnih kartic tudi
v druge namene, zato so pričeli grafične cevovode nadomeščati z velikim številom
vzporednih procesorjev. S tem so se odprle povsem nove možnosti preračunavanja
problemov, ki niso popolnoma nič povezani z grafiko. Snovalec programov mora
pri teh napravah poskrbeti za pravilno razdelitev podatkov med vsa računska
jedra. Ta pristop je prav tako dober nadomestek za preǰsnjih fiksnih funkcij
v cevovodih, ki so sedaj kosi programske kode. Ker so ti programi v principu
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narejeni tako, da jih je možno poganjati vzporedno, pa lahko napravam dodajamo
veliko število jeder. S tem se je pričelo obdobje masovno paralelnih procesorjev.
2.4 Opis delovanja masivno vzporednega sistema
Programer upravlja s sistemom, ki je razdeljen na gostitelja (host), ki je običajen
CPU, in na naprave (devices), ki pa so mnogo-jedrni procesorji sposobni vzpo-
rednega računanja (običajno GPU, lahko tudi FPGA). Koda, ki je namenjena
paralelnemu izvajanju, je napisana v programskem jeziku zasnovanem na ANSI
C z dodanimi posebnimi ključnimi besedami, ki označujejo podatkovno-paralelne
funkcije kernel-i in ukaze za manipulacijo s pomnilnikom (komplementarno
ukazom free in malloc).
Slika 2.1: Primerjava med CPU in GPU [2]
Ko se taka funkcija požene, se ustvari mnogo računskih niti, ki sočasno obde-
lujejo dane podatke. Da ustvarjene niti vedo, katere podatke morajo obdelovati,
imajo definirane posebne spremenljivke s pomočjo posebne ključne besede. S tem
jih razločujemo med seboj in jim določamo naloge.
2.5 Postopek izvajanja paralelnega algoritma
• Razdelitev dela in podatkov (dekompozicija),
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• časovna uskladitev, komunikacija,
• porazdelitev računanja med procesorje (partitioning),
• predstavitev rezultatov [5].
2.6 Primerjava C kode za CPU in GPU
Pokazal bom razliko med funkcijama za izvedbo seštevanja dveh celoštevilskih
nizov števil, ki je prikazana na 2.2. Funkcijo kličemo s kazalci, ki kažejo na v
glavni funkciji definirane nize a, b in c. Vsi vsebujejo N elementov. Rezultat
zapǐsemo v c. Funkcija za izvedbo na CPU vsebuje zanko for, ki se izvede N-
Slika 2.2: Seštevanje dveh nizov števil
krat. Vsako iteracijo se seštejeta števili z indeksom i iz nizov a in b, rezultat se
postavi v c na isti indeks. Izvedba funkcije izgleda tako[6]:
void add( int *a, int *b, int *c ) {
for (i=0; i < N; i++) {
c[i] = a[i] + b[i];
}
}
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Kot rečeno se pri klicu paralelne funkcije generira več instanc z isto nalogo. Vsaka
mora vedeti kateri del vhodnih podatkov mora obdelati. To informacijo jim poda
posebna ključna beseda, v tem primeru ”blockIdx.x”. Tej funkciji v izrazoslovju
masivno vzporednih arhitektur pravimo kernel:
__global__ void add( int *a, int *b, int *c ) {
int tid = blockIdx.x;
if (tid < N){
c[tid] = a[tid] + b[tid];
}
}
Sami funkciji sta precej podobni. Vidimo torej, da programiranje funkcij za
vzporedno izračunavanje ni bistveno drugačno od običajnega. Razliko opazimo
pri klicu. Programer mora poskrbeti še za rezervacijo pomnilnika na napravi in
prenos podatkov med CPU in GPU. Seveda na koncu ne smemo pozabiti počistiti
za seboj. Spodnji primer prikazuje vse te korake v obliki kratkega programa za
arhitekturo CUDA:
int main( void ) {
int a[N], b[N], c[N];
int *dev_a, *dev_b, *dev_c;
// rezerviraj pomnilnik na GPU
cudaMalloc( (void**)&dev_a, N * sizeof(int) );
cudaMalloc( (void**)&dev_b, N * sizeof(int) );
cudaMalloc( (void**)&dev_c, N * sizeof(int) );
// zapolni niza a in b
for (int i=0; i<N; i++) {
//programska koda za zapolnitev nizov a in b
}
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// kopiraj niza a in b na GPU
cudaMemcpy( dev_a, a, N * sizeof(int), cudaMemcpyHostToDevice );
cudaMemcpy( dev_b, b, N * sizeof(int), cudaMemcpyHostToDevice );
//klic paralelne funkcije
add<<<N,1>>>( dev_a, dev_b, dev_c );
// kopiraj niz c iz pomnilnika GPU na CPU
cudaMemcpy( c, dev_c, N * sizeof(int), cudaMemcpyDeviceToHost );






Razvidno je, da je potrebno posvetiti nekaj več pozornosti dodeljevanju in
sproščanju pomnilnika. Posebnost so tudi dodatni parametri v trikotnih oklepa-
jih pri klicu funkcije. Prvi parameter pove, v koliko paralelnih blokih naj naprava
izvaja kodo. Drugi parameter predstavlja število niti v posameznem bloku. Ker
smo dovolili samo eno nit na blok, tudi v funkciji poizvedujemo le po blockIdx in
ne threadIdx. Tako bloki kot niti imajo x in y dimenzijo, ker je to pogosto zelo
priročno pri obdelavi slik, saj so tudi slike dvodimenzionalne [2].
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Slika 2.3: Razdelitev na bloke in niti [2]
3 Primerjava hitrosti izvajanja med
sekvenčnimi in paralelnimi funkcijami
3.1 Pohitritev in učinkovitost
Teoretično ozadje, ki ga opisujemo v tem poglavju, je v veliki meri povzeto po
delu [7]. Namen paralelizacije je skraǰsanje časa reševanja danih problemov. Čim
hitreje želimo opraviti čimveč dela. Mero, ki predstavlja razmerje med časoma
izvajanja sekvenčnega TS ter vzporednega TPN algoritma, imenujemo pohitritev





Izkaže se, da za razdeljevanje nalog med procesorje potrebujemo dodaten čas.
Zato pravimo, da pohitritev ni zastonj. Čim manj časa kot porabimo za dosego
paralelizacije algoritma, tem bolj je ta učinkovit. Uvedemo mero za učinkovitost





Naš cilj je, da dosežemo linearno pohitritev, to pomeni, da je učinkovitost enaka
ena. Težava teh izračunov je, ker primerjamo čas izvajanja sekvenčnega algoritma
na sekvenčnem procesorju s časom izvajanja vzporednega algoritma na drugem,
paralelnem procesorju. Da bi dobili čim bolj reprezentativne rezultate, bi morali
čas TS izmeriti z izvršitvijo:
• sekvenčnega algoritma na enem jedru vzporednega procesorja ali
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• vzporednega algoritma na enem jedru vzporednega procesorja
Omeniti je treba, da pri modernih masivno vzporednih arhitekturah, ki jih
uporabljamo preko naprednih namenskih knjižnic, to ni tako preprosta naloga,
kot se zdi.
3.1.1 Resnična pohitritev
Pri tej meri primerjamo vzporeden algoritem s sekvenčnim, oba pa izvršimo na
izbranem vzporednem procesorju.
SN(n,N) =
sekvenčni algoritem na enem jedru
vzporednega algoritem na N jedrih
(3.3)
3.1.2 Relativna pohitritev
Pri relativni pohitritvi primerjamo čas izvajanja vzporednega algoritma na enem
in N jedrih vzporednega procesorja. Odvisna je od velikosti problema n. Čas iz-
vajanja vzporednega algoritma na enem jedru je zaradi dodatnega bremena lahko
dalǰse, kot bi bilo na sekvenčni način. Zatorej ta mera govori v prid vzporednemu
računanju.
SN(n,N) =
vzporedni algoritem na enem jedru
vzporedni lagoritem na N jedrih
(3.4)
3.1.3 Absolutna pohitritev
Absolutno pohitritev predstavlja čas izvršitve sekvenčnega algoritma na se-
kvenčnem procesorju v primerjavi s časom vzporednega algoritma na vzporednem
procesorju. To daje podlago za objektivno vrednotenje vzporednih algoritmov.
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3.2 Amdahlov zakon
Idealno bi bila pohitritev linearno odvisna številu računskih enot. Večina algorit-
mov ima le približno linearno karakteristiko pohitritve za majhno število dodanih
računskih enot, ki pa se kasneje vzravna v približno konstantno vrednost neglede
na večanje števila procesorjev. Vidimo, da je pohitritev omejena. Omejuje jo
delež sekvenčnosti algoritma. Četudi skraǰsamo čas izvajanja vzporednega dela,
nam sekvenčni del doprinese dobršen del k času reševanja celotnega problema.
Ta pojav je prvi opisal Gene Amdahl [8]. Predpostavil je, da je vsak problem
sestavljen iz:
• dela, ki ga je možno izvajati sočasno in
• sekvenčnega dela, ki se ga ne da paralelizirati in nam omeji največjo možno
pohitritev.
Slika 3.1: Sestava problema - sekvenčni in paralelni del
Čas sekvenčnega izvajanja algoritma :
TS = ts + tp (3.5)
Čas izvajanja vzporedno pohitrenega algoritma:
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pri čemer je F = ts
TS
stopnja sekvenčnosti. Vrednost F zavzema vrednosti med
0 in 1. V idealnem primer linearne pohitritve bi bila vrednost F = 0. To pomeni,





Amdahlov zakon torej določa teoretično zgornjo mejo smiselnosti dodajanja
števila procesorjev k reševanju problema. Ta zakon se je zelo dobro apliciral
na sistemih večih računalnikov z enakimi procesorji in enako velikimi problemi.
V praksi se je pokazalo, da se vseeno splača uporabljati večje število računskih
enot, kot bi jih bilo smiselno po Amdahlovem izračunu.
3.3 Gustafsonov zakon
Ko stopimo na področje procesorjev sposobnih masovnega paralelizma, vidimo,
da se lahko reševanje problemov bistveno pohitri. Slaba stran Amdahlovega za-
kona je predpostavka, da je stopnja sekvenčnosti konstantna ne glede na velikost
problema. Izkaže se, da se pri večanju kompleksnosti veča le del, ki se ga da
paralelizirati. To pomankljivost je opazil John L. Gustafson [9]. Pri svojih po-
izkusih je z masovnim paralelizmom 1024-ih procesorjev dosegel skoraj linearno
pohitritev. Zato je preuredil enačbo, ki jo je podal Amdahl. Stopnjo sekvenčnosti











ts + tP (N)
(3.10)
Enačba za pohitritev se torej glasi:
SNG =
tS + tP (N)N
tS + tP (N)
= FG + (1− FG)N = N − (N − 1)FG (3.11)
Tej pohitritvi pravimo tudi normirana pohitritev. Nekateri avtorji se proble-
matike lotijo na malce drugačen način. Amdahlvo enačbo normirajo s pomočjo
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fizičnih omejitev dotičnega čipa. Za merilo lahko vzamejo frekvenco delovanja,
površino, ki jo zaseda na čipu ali pa porabo moči [10, 11].
3.4 Meritev pohitritve
3.4.1 Problem, ki ga želimo pohitriti
Meritve, ki so prikazane v nadaljevanju, sem izvajal s pomočjo funkcij iz knjižnice
OpenCV (Open Source Computer Vision). To je zelo dovršeno odprtokodno
orodje na področju strojnega vida, obdelave slik in strojnega učenja. Moč ga je
uporabljati z jeziki C++, C, Python, Java in MATLAB. Deluje v okoljih Win-
dows, Linux, Android in Mac OS. Uporabljajo ga tako izobraževalno-raziskovalne
ustanove kot velika podjetja za svoje komercialne produkte. Razvijalci tega
orodja so kmalu opazili potrebo po paralelizaciji kode, zato so že leta 2010 pričeli
pretvarjati funkcije v CUDA. Od prve izdaje leta kasneje, se nenehno povečuje
število število funkcij. Trenutno jih vsebuje preko 250 [12]. Proizvajalci z uporabo
CUDA obljubljajo pet- do sto-kratno pohitritev v primerjavi s kodo za običajno
sekvenčno izvajanje. Nedavno so med svoje module vključili tudi OpenCL. Tega
lahko uporabljamo na precej širšem spektru naprav: CPU, GPU, FPGA in ARM.
Slika 3.2: Pohitritev izvajanja z uporabo GPU v primerjavi s CPU [3]
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Prednost uporabljene te knjižnice je, da ima poleg sekvenčnih funkcij strojnega
vida tudi že implementirane njihove vzporedne inačice. OpenCV sem uporabil
tudi pri implementaciji praktičnega primera.
Programsko kodo sem poganjal na vgrajenem sistemu Nvidia Jetson. Ta ima
na enem čipu poleg klasičnega procesorja vgrajen tudi masivno vzporedni grafični
procesor.
Testno sliko sem našel na spletnem iskalniku Google Images. Želel sem, da
bi bila ločjivost slike čimvečja. S tem sem dosegel večjo obremenitev testiranih
procesorjev in bolj reprezentativne rezultate. Meril sem čas izvedbe posameznih
Slika 3.3: Slika uporabljena za meritve pohitritve
funkciji in jih med seboj primerjal.
3.4.2 Merjenje časa izvajanja dela kode
Za merjenje časa izvajanja posameznega dela kode sem si pomagal z v OpenCV
vgrajenima funkcijama getT ickCount() in getT ickFrequency(). Prva nam poda
število urinih ciklov od nekega trenutka, običajo je to zagon računalnika, slednja
pa nam pove število ciklov v eni sekundi. Zapomnimo si število ciklov pred in
po izvedbi merjene funkcije. Razliko delimo s številom ciklov na sekundo. Če
rezultat še množimo s tisoč, dobimo porabljen čas funkcije v milisekundah.





for(int i = 0; i < stIteracij; i++){
// ... merjena fukncija ...
}
konec = getTickCount();
trajanje = (double)(konec-zacetek) / getTickFrequency() / stIteracij;
std::cout << "Porabljen čas: " << trajanje * 1000 << "ms" << endl;
Merjeno funkcijo sem vstavil znotraj zanke for. S spremenljivko stIteracij
sem določal kolikokrat se je izvedla. S tem sem dosegel dalǰse čase izvajanja,
izračunal pa sem povprečje - čas ene iteracije. Razlog za to početje je občasno
dalj časa trajajoče izvajanje paralelne funkcije, ki se včasih zgodi ob prvem klicu.
Temu pravimo ”warmup”, povzroča pa ga priprava naprave pred pričetkom izva-
janja vzporednega programa. S tem sem se izognil morebitnim slabim meritvam,
ki bi lahko pokvarile rezultate.
3.4.3 Uporabljene funkcije












Te funkcije imajo tudi svoje sekvenčne dvojnike, katere sem uporabil za pri-
merjavo in izračun pohitritve.
3.4.4 Rezultati meritev
Rezultati so zanimivi, do neke mere pričakovani. Izkaže se, da nekatera opravila
na GPU porabijo enako časa, dotično funkcija blur. Rezultati pohitritve v tabeli
3.1 so izračunani kot vrsta absolutne pohitritve. Druge možnosti nimamo, saj
CUDA funkcij v OpenCV ni možno prisiliti v delovanje le na enem procesorskem
jedru. Prikazani sekvenčni časi so izmerjeni na procesorju ARM Cortex-A15,
vzporedni pa na Nvidia Kepler.
Funkcija čas CPU [ms] čas GPU [ms] pohitritev SN učinkovitost EN [%]
threshold 6,8 2,7 2,5 1,30
countNonZero 7,1 3,6 2,0 1,04
minMaxLoc 17,3 9,4 1,8 0,94
erode 34,6 12,4 2,8 1,46
dilate 35,6 12,1 2,9 1,51
blur 39,1 38,3 1,0 0,52
warpAffine 149,3 6,8 22 11,46
cornerHarris 508,9 311,6 1,6 0,83
matchTemplate 988,7 167,2 5,9 3,07
Tabela 3.1: Primerjava časov izvajanja funkcij na CPU in GPU ter pohitritev in
učinkovitost

































Slika 3.5: Graf pohitritev funkcij in učinkovitosti
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4 Praktični primer implementacije
Večina aplikacij strojnega vida v industriji je realiziranih na industrijskih
računalnikih, ki pa še vedno večinoma temeljijo na arhitekturi osebnih
računalnikov (PC). Ker morajo industrijski računalniki kljubovati zahtevneǰsim
razmeram kot navadni, so ti precej dražji. Pogosto delujejo na operacijskih sis-
temih, ki uporabniku omogočajo širok spekter uporabnosti, je pa njihova iz-
korǐsčenost precej nizka. To pomeni, da so te naprave nemalokrat predimen-
zionirane. Seveda je tudi poraba moči velika. Ideja je, da bi namesto splošno
namenskega računalnika uporabili manǰsi vgrajeni sistem. To nam bi ponudilo
energijsko varčno rešitev, ki pa bi izkorǐsčala vse zmogljivosti uporabljene strojne
opreme. Cene takih naprav so približno četrtina cene za ta namen primernih
industrijskih računalnikov.
4.1 Opis primera
Moja naloga je bila izdelava algoritma za detekcijo ovalnosti in kontrolo tujkov na
bakrenih surovcih za izdelavo komutatorja elektromotorja. Dimenzije morajo biti
znotraj specificiranih mej. Na podlagi meritev se odločamo ali je kos primeren
za nadaljnjo uporabo ali ne.
Želja je, da program v največji možni meri uporablja programsko ogrodje
CUDA ali OpenCL, saj naj bi bil ta program na koncu prilagojen za izvajanje na
platformah kot so TI KeyStone II, Nvidia Jetson, STHORM, i.MX6, Parallella ali
podobnih. Vsem tem platformam je skupno to, da so vsebujejo sekvenčni procesor
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(a) Ovalnost
(b) Tujek na sidru
Slika 4.1: Primeri napak surovcev
4.2 Pristop k razvoju programa 27
na osnovi arhitekture ARM, poleg tega pa še GPU enote z veliko računskimi jedri.
Slednje izrabljamo mi.
4.2 Pristop k razvoju programa
Dela nisem takoj pričel na vgrajenem sistemu. Aplikacija naj bi tekla na razvojni
plošči razviti v sodelujoči družbi, a je ob začetku še ni bilo mogoče dobiti. Da
ne bi izgubljal časa, sem se razvoja lotil na osebnem računalniku. Ker ta ni
imel diskretne grafične kartice, sem za vzporedne izračune uporabil kar integriran
grafični procesor HD 4600. Ta je del Intelovega procesorja serije i5. Uporabil sem
ogrodje OpenCL, ki ga podpira.
4.2.1 Programsko okolje
Za izdelavo programa sem izbral programsko okolje (IDE) Microsoft Visual Stu-
dio. To se mi je zdelo najprimerneǰse za okolje Windows. Uporabil sem brez-
plačno verzijo Community, ki omogoča uporabo razširitev. V mojem primeru
sem uporabil vtičnik za interpretacijo slikovnih objektov med razhroščevanjem
ImageWatch, saj so brez tega dodatka slike dostopne le kot večdimenzionalni nizi
števil, kar pa mi je na začetku precej oteževalo razumevanje delovanja algorit-
mov in nadalnje delo. Uporabljeno okolje ima tudi zelo uporabno funkcionalnost
imenovano IntelliSense, ki sproti preverja napisano programsko kodo, ǐsče pro-
gramerjeve tipkarske napake ter ponuja namige in samodejno dokončanje med
pisanjem kode.
4.2.2 Zajem slike
Za zajem sem uporabil kamero Basler acA1300-30gm, ki zajema sliko v sivinah.
Resolucija je 1,3 miljona slikovnih pik, kar pomeni sliko dimenzij 1290x960. Na
kameri je pritrjen objektiv Fujinon 1:1.4/16mm. Podatki se prenašajo preko
gigabitnega ethernet omrežja s pomočjo vmesnǐskega standarda GigE Vision. Ta
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Slika 4.2: Predstavitev objekta slika z dodatkom ImageWatch zgoraj in klasično,
kot dvodimenzionalni niz števil spodaj
je posebej namenjen za poenotenje povezovalnih protokolov industrijskih kamer
in s tem lažji razvoj aplikacji in naprav [13].
4.2.3 Osvetlitev
Ta primer strojnega vida je rešljiv z metodo presvetlitve. Uporabil sem LED
svetilo, ki je zgrajeno iz matrike visokosvetlečih belih LED. Merjenec zasenči
svetlobo iz svetila proti kameri, zato je dobro viden obris.
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4.3 Struktura programa
Algoritem za detekcijo sem razdelil na tri glavne dele. Pozicioniranje merjenca,
merjenje in prikaz izmerjenih vrednosti. Informacije o poziciji in vse izmerjene
vrednosti hranim v posebej za to namenjenih strukturah. S tem omogočim so-
dostop vseh funkcij do potrebnih podatkov in zagotovim večjo preglednost in
fleksibilnost celotnega programa.











bool orientiran = true;
vector<Point> POI;
int radijNotranji = 160;
int radijNotranjiObod = 350;
bool ogljiscaOK = true;
};
extern struct podatkiPozicija poz;








double minPremer, maxPremer, avgPremer;




extern struct podatkiMeritve mer;
4.3.1 Pozicioniranje merjenca
To je najpomembneǰsi del programa. Omogoča da iz slike, ki so le številke v
pomnilniku, računalnik razpozna obliko merjenca in se s tem začne zavedati kje
na sliki se kos nahaja, kje so njegove meje, robovi, ogljǐsča. To so potrebne
oporne točke, ki jih kasneje izrabimo pri meritvah. Lociranje kosa začnemo tako,
da s funkcijo matchTemplate() poizkusimo najti obliko, ki pripada levemu delu
merjenca, v levi polovici slike. Iskanje v desni polovici ni smiselno, saj četudi bi
našel ujemanje, v vidnem polju ni dovolǰsne površine kosa za uspešno merjenje.
Predloga v mojem primeru je v naprej pripravljen majhen izsek levega dela mer-
jenca. Naslednji korak je podoben preǰsnjemu. Glede na položaj ujemanja leve
predloge s sliko, določimo območje kjer se lahko nahaja desna predloga. Pri tem
upoštevamo oddaljenost in možen zasuk. Namen tega je, da ne ǐsčemo po celo-
tni desni polovici slike, saj je uporabljena funkcija precej potratna. Ko najdemo
položaj ujemanja obeh predlog na zajeti sliki, lahko iz teh koordinat določimo
center merjenca in njegov zasuk. Oba podatka potrebujemo pri izmeri notranjega
radija - polmera. Pri tem je zelo pomembno, da je sredǐsče postavljeno čim bolj
natančno, saj nam določa izhodǐsče za večino kasneǰsih meritev.
Dolžino polmera določimo s poltrakom z izhodǐsčem v centru merjenca, usmer-
jen pa je pod kotom enakemu vsoti zasuku kosa in polovici kota, ki ga zavzame
4.3 Struktura programa 31
Slika 4.3: Ujemanje predloge na levi in na desni strani ter območje iskanja na
desni
eno sidro. Ko določimo profil barv z upragovljene slike na tem poltraku, izločimo
prvo točko črne barve. Ta določa rob sidra. Razdaljo med centrom in to točko
izračunamo s pomočjo pitagorovega izreka.
Naslednji korak je določitev kotov stranskih robov sider. Tokrat z uprago-
vljene slike vzamemo krožni barvni profil okrog sredǐsča in s polmerom, ki je
malce večji od predhodno izmerjenega. Robove predstavljajo prehodi med be-
limi in črnimi pikami. Kote določimo zelo na grobo, zato gledamo le 360 točk
na krožnici. S tem si tudi poenostavimo preračun med stopinjami in vektorjem
vzorčnimh točk.
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Sledi postopek določanja oglǐsč sider. Najprej s pomočjo kombinacije podat-
kov o kotih stranic in notranjega radija grobo določimo, kje naj bi se nahajala
oglǐsča. V naslednjem koraku si pomagamo s Harrisovim detektorjem oglǐsč.
Okrog grobo določenih točk določimo interesna območja (region of interest - ROI)
in v njih ǐsčemo najmanǰso vrednosti ter njeno lego. Ker funkcija vrne absoluten
položaj glede na malo podobmočje, moramo natančno lokacijo preračunati nazaj
na koordinatni sistem celotne slike.
Delovanje Harrisovega detektorja oglǐsč
Če robove zaznavamo kot močno spremembo intenzitete sosednjih pikslov, pa
oglǐsča definirano kot spremebo gradienta v več kot eni smeri. Preprosto bi funk-
cijo detekcije opisali kot odvajanje slike po x in y osi ter nato logično operacijo
IN med dobljenima gradientoma. V točkah, kjer se intenziteta spremeni pri obeh
odvajanih slikah, so predstavnice oglǐsč objekta na sliki.
Podroben opis delovanja algoritma je povzet po [14]. Sivinsko 2-D sliko poi-
menujemo I. Vzamemo majhno okno velikosti (u, v), ki ga premikamo po (x, y).




w(u, v)(I(u+ x, v + y)− I(u, v))2 (4.1)
pri čemer je I(u, v) intenziteta, I(u + x, v + y) intenziteta pri premaknjenem
oknu in w(u, v) okenska funkcija. I(u+ x, v + y) razširimo s pomočjo Taylorjeve
vrste in uporabimo le aproksimacijo prvega reda:





u2I2x + 2uvIxIy + v
2I2y (4.3)
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Nato za vsako okno izračunamo oceno, s katero ovrednostimo verjetnost nahaja-
nja oglǐsča v njem:
R = det(M)− k(tr(M))2 (4.7)
pri tem sta:
det(M) = λ1λ2 (4.8)
tr(M) = λ1 + λ2 (4.9)
Faktor k je poenostavitev funkcije korenjenja, saj je zaradi svoje iterativne im-
plementacije v računalnikih precej časovno potratna. Zato uporabimo empirično
dobljeno Harrisovo poenostavitev, da je k ∈ [0, 04− 0, 15]. Večji kot je ta faktor,
manj je naš detektor občutljiv, s tem pa bo odkritih tudi manj oglǐsč. Pri oglǐsčih
je značilno, da ima vrednost S velike vrednosti. Z opazovanjem λ1 in λ2, ki sta
lastni vrednosti matrike M , lahko določimo homogeno področje, rob ali oglǐsče:
1. ko sta λ1 in λ2 ≈ 0, trenutna točka (x, y) predstavlja homogeno področje,
2. ko je λ1 ≈ 0, λ2 pa zavzame neko veliko pozitivno vrednost, nam opazovana
točka predstavlja vertikalni ali horizontalni rob,
3. ko sta λ1 in λ2 veliki pozitivni števili, smo detektirali oglǐsče.
Pomemben parameter pri zaznavanju oglǐsč je tudi velikost okna. Zgodi se namreč
lahko, da v primeru premajhnega okna zaznamo le robove. S tem se zaključi naj-




















4.3 Struktura programa 35
tolerance, vemo, da je merjenec primeren za nadalnjo obdelavo.
Merjenje kotov med sidri
Kote med sidri določamo na podlagi sredǐsčne točke merjenca in sredǐsčnicami
sider. Pomagamo si s funkcijo atan2( y
x
). Rezultat so koti v območju (−π, π).
Ko negativnim rezultatom prǐstejemo 2π, dobimo vrednosti (0, 2π). Zatem
izračunamo še razlike med imerjenimi soležnimi koti. Ponovno morajo biti vre-
dnosti znotraj določene tolerance.
Detekcija tujkov
Knjižnica OpenCV je zasnovana tako, da so interesna območja pravokotniki, ki so
poravnani s sliko. To pomeni, da na enostaven način ne moramo imeti poljubno
zavrtenih interesnih območij. Mi opazujemo prostor med soležnimi sidri. Ta je
pri dobrih kosih pravokoten in brez tujkov, saj bi ti lahko pomembno vplivali
na električne lastnosti končnega izdelka. Da rešimo omenjeno težavo, sliko su-
rovca obračamo tako, da je prostor med sidri vedno pravokotno poravnan. Nato
lahko enostavno določimo želeno območje in s funkcijo countNonZero() zaznamo
neželene tujke ali druge nepravilnosti.
double kot = atan2(k1.y - k2.y, k1.x - k2.x);
Mat rotM = getRotationMatrix2D(poz.POI[i], kot*180/PI - 90, 1);
cuda::warpAffine(slikaGPU, rotiranaGPU, rotM, slikaGPU.size());
4.3.3 Prikaz izmerjenih vrednosti
Preostane nam le še prikaz naših rezultatov. Za lažjo predstavo, kaj počne al-
goritem, sem prikazal vsa najdena ogljǐsča, območja ujemanja predlog in druge
podatke o poziciji kosa. Razdaljo med sidri sem ponazoril s puščicami.
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4.3.4 Skaliranje izhoda algoritma
Slike so v računalnikih zapisane kot dvodimenzionalna matrika točk določenih
barv. Lega vsake točke je zapisana kot kombinacija številke stolpca in vrstice v
kateri se nahaja. Torej je osnovna enota koordinatnega sistema računalnǐske slike
- pixel. Mi pri naših izračunih razdalij dobimo rezultate v slikovnih elementih.
Ker ljudje merimo z metričnim sistemom enot, nam dobljeni podatki povedo bore
malo. Zato je nujno, da jih pretvorimo v milimetre. Za to pretvorbo potrebujemo
nek faktor, ki ga dobimo s postopkom kalibracije, ki je opisan v naslednjem
poglavju. Ta faktor moramo postaviti ročno. S primerno opremo premerimo
dimenzije vzorčnega kosa v milimetrih in jih primerjamo z vrednostmi dobljenih
s pomočjo algoritma. Slednje so podane v slikovnih elementih. Njun kvocient
nam da faktor pretvorbe med pikami in milimetri.
5 Prenos na vgrajeni sistem
5.1 Platforma
Sprva naj bi aplikacijo pozagnjali z vgrajenim sistemom, ki ga razvija sodelujoča
družba v projektu. Zaradi zamud pri razvoju sem moral poiskati primerno alter-
nativo. Na trgu je veliko tovrstnih naprav. Odločitev za nVidiin sistem Jetson
je bila smiselna zaradi velike uporabnǐske skupnosti, dobre podpore s strani pro-
izvajalca, cene, ter dobavljivosti. Nvidia Jetson je razvojni komplet, na katerem
Slika 5.1: Platforma Nvidia Jetson
je nameščen Tegra K1 SoC (System-On-Chip). Namenjen je razvoju aplikacij
strojnega vida, robotike, medicine ter avtomobilskih rešitev. Za razliko od dru-
gih podobnih sistemov, dobi uporabnik že dobro preizkušene CUDA in OpenGL
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gonilnike ter posebej za ta sistem prirejen OpenCV[15]. Na platformi je nameščen
operacijski sistem Ubuntu Linux, kar uporabniku precej olaǰsa delo.
CPU GPU
Ime NVIDIA 4-Plus-1 Quad-Core nVidia Kepler
Arhitektura ARM Cortex-A15 GK20A
Število jeder 4+1 192
Frekvenca 2.3GHz 960 MHz
Tabela 5.1: Primerjava CPU in GPU na čipu Tegra K1
Poleg štirih glavnih jeder procesorja, ima Tegra K1 še dodatno spremljevalno
jedro (ang. companion core). To jedo se uporablja za nezahtevna opravila, ki
se izvajajo v ozadju. Ker deluje počasneje, porablja tudi primerno manj energije
[16].
Velika prednost te platforme je izredno nizka poraba. Tegra K1 s svojo zmo-
gljivostjo prekosa svojo predhodnico Tegra 4, ob tem pa porabil le 5% toliko
energije [17]. Meritve kažejo, da sam čip ob normalni uporabi troši med 0,6W
in 3W moči, ob hudih obremenitvah pa do največ 15W. Poraba moči celotne
platforme je nekoliko večja in se giblje med 1,5W in 45W [18].
5.2 Programsko okolje
Ker bo končna aplikacija nameščena v proizvodnji, moramo našemu algoritmu
dodati tudi uporabnǐski vmesnik. Operater mora vedeti, kaj je šlo pri določenemu
merjencu narobe, kakšne so bile vrednosti meritev. Omogočiti mu moramo tudi
nastavljanje parametrov in toleranc.
Za izgradnjo grafičnih oken lahko uporabimo določenemu sistemu privzete
vmesnike za programiranje aplikacij (API). Tako se pri operacijskem sistemu
Windows uporablja Win32API, pri OSX Cocoa in pri Linux XWindowsSystem.
Uporaba teh vmesnikov je precej otežkočena, saj moramo večinoma vse spisati v
obliki programske kode. Zato sem pričel iskati alternativo. Našel sem jo v od-
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Slika 5.2: Zaslonska slika gradnje grafičnega vmesnika
prtokodnih rešitvah, ki omogočajo izgradnjo vmesnikov le z vlečenjem sestavnih
elementov na zaslon. Dve programski orodji, ki to omogočata, sta GTK ter Qt.
Ker je Qt delno že podprt s knjižnico OpenCV, sem se odločil zanj.
5.3 Grafični vmesnik
Program ima dve okni. Prvo, glavno, je namenjeno prikazu slike trenutnega
merjenca ter rezultatov meritve. Preostalo okno pa omogoča uporabniku spremi-
njanje nastavitev delovanja programa.
5.3.1 Glavno okno
Uporabnik lahko na levi strani glavnega okna programa vidi trenutno zajeto
sliko merjenca z grafičnimi ponazoritvami območij, kjer so bile izvedene meritve.
Na desni strani zgoraj je tabela največje, najmanǰse in povprečne vrednosti ter
razlika max − min. Namen spodnje tabele pa je hitro posredovanje informacij
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uporabniku z barvami, saj lahko takoj vidi, kaj je pri trenutnem merjencu narobe.
Slika 5.3: Zaslonska slika glavnega okna - primer dobrega in slabega vzorca
5.3.2 Nastavitveno okno
Da sem naredil program kar čim bolj prilagodljiv, je uporabniku v nastavitvenemu
oknu omogočeno nastavljanje pričakovanih dimenzij merjencev in toleranc, kali-
bracija pretvorbenega faktorja med pikami in milimetri, izbira kamere, osnovne
nastavitve slike, spreminjanje parametrov povezave Modbus z nadzornim siste-
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mom in izbira jezika. Kamera nam omogoča ogromno različnih nastavitev, a sem
Slika 5.4: Zavihek za nastavitve slike
zavoljo prijaznosti do neveščega uporabnika omogočil nastavljanje le najnujneǰsih.
To je nastavljanje svetlosti slike in praga za pretvorbo v binarno sliko. Dodal sem
še možnost vklopa predstavitvenega načina. V tem načinu program namesto s
kamere zajema slike naključno iz izbrane mape.
Povezava Modbus poteka preko Ethernet omrežja, ta pa za naslavljanje pa-
ketov potrebuje IP-naslov ter vrata. Slave index je Modbus naslov naprave,
kateri je sporočilo namenjeno. Vse to je potrebno za delovanje komunikacije z
nadzornim sistemom.
Kot rečeno potrebujemo nek pretvorbeni faktor iz koordinatnega sistema
sistema slike v svetovni (metrični) koordinatni sistem, v enotah SI. Ta faktor
izračunamo s pomočjo kratkega kalibracijskega postopka. Najprej ročno izme-
rimo dimenzije vzorčnega surovca s pomočjo profil-projektorja. Nato postavimo
vzorec še na našo napravo, in ko ga algoritem razpozna, se nam v nastavitvenemu
oknu prikažejo izmerjene vrednosti. Za tem v kalibracijsko tabelo dopǐsemo še
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Slika 5.5: Zavihek za kalibracijo in vnos toleranc
Slika 5.6: Ponazoritev toleranc
naše vrednosti. Za tem s klikom na gumb nam program preračuna faktor. Pri tem
implicitno predpostavimo, da ima senzor kamere kvadratne slikovne elemente, ter
da je distorzija leče zanemarljiva. Tu uporabnik vnese tudi zahtevane tolerance
in osnovno mero.
Uporabnik ima še možnost vklopa shranjevanja slik slabih kosov ter nastavitev
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Slika 5.7: Zavihek za izbiro jezika vmesnika
datoteke za zapis vseh rezultatov.
5.4 Večnitnost
Operacijski sistem računalnika s pomočjo razvrščevalnega algoritma skrbi, da se
se opravila izvajajo sočasno, kolikor je le mogoče. Računalnik vsako posamezno
nalogo opravlja le kratek časovni trenutek, nato jo postavi v čakalno vrsto. Temu
pravimo večopravilnost. Vsako opravilo ima določen pomnilnik, ki ga lahko upo-
rablja, zato ni skrbi, da bi druga opravila dostopala do njegovih podatkov in jih
spreminjala.
Stvari postanejo kompleksneǰse, ko želimo znotraj enega opravila izvrševati več
nalog hkrati. To dosežemo z večimi nitmi, s tem pa omogočimo da razvrščevalnik
naše naloge razvršča na procesor bolj optimalno, delovanje aplikacije pa je s tem
bolj gladko. Program lahko na ta način tudi pohitrimo, če uporabljamo več
jedrni procesor. Ker niti istega opravila dostopajo do istih podatkov v pomnil-
niku, se lahko pripeti pobeg (ang. race condition). To je pojav, ko več delov
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programa hkrati spreminja iste podakte v pomnilniku in s tem povzroči nepred-
vidljivo obnašanje. Da to preprečimo, mora programer poskrbeti, da lahko do
kritičnih podatkov dostopa le ena nit na enkrat. To stori s pomočjo zaklepanja
virov - mutex ali pa s tako imenovanimi semaforji.
Tudi pri mojem programu se je pojavila potreba po več nitih. Ko sem algo-
ritmu samemu dodal še kompleksneǰsi grafični vmesnik, je ta štradal”procesorjevo
pozornost. Pogosto se je zgodilo, da je bil neodziven in je spregledal uporabnikove
ukaze. Zato sem oba dela programa razdelil na dva razreda, GUI in Worker,
ustvaril novo nit in izvajanje slednjega prestavil vanjo. Prva skrbi za programski
vmesnik, druga pa je zadolžena za zajem slike s kamere ter izvedbo algoritma
detekcije. Zahvaljujoč okolju Qt, programerju z uporabo primernih pristopov ni
potrebno skrbeti za upravljanje virov.
QThread * novaNit = new QThread;
Worker * algoritemDetekcije = new Worker();
algoritemDetekcije -> moveToThread(novaNit);
Obe niti morata med seboj komunicirati. Izmenjujeta si lahko podatke, ali pa
sporočita, če se je program v eni izmed njiju morda zaključil. To storimo s
funkcijo connect. Ob spremembi nekega stanja znotraj objekta, ta pošlje signal,
ki bi utegnil zanimati druge. Ko povežemo signal v režo (ang. slot) drugega
objekta, se ob sprožitvi signala požene predlagana funkcija. Med njimi je možno
tudi prenašati podatke s pomočjo parametrov funkcije ob klicu.
QObject::connect(thread, SIGNAL(started()), worker, SLOT(process()));
QObject::connect(worker, SIGNAL(finished()), thread, SLOT(quit()));
QObject::connect(worker, SIGNAL(statusEmit(QString)), this, SLOT(statusUpdate(QString)));
5.5 Komunikacija z nadzorno napravo
Naprava za detekcijo ovalnosti je le člen proizvodnega cikla, zato je podrejena
glavnemu krmilniku. Ta skrbi za upravljanje vseh podsistemov, zbira povratne
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informacije ter vodi celoten proces kontrole. Naprave so med seboj povezane
preko omrežnega stikala. Uporabljamo povezovalni protokol Modbus/TCP. Ko
prijemala postavijo merjenec na pravo mesto pod kamero, za to namenjen senzor
sproži detekcijo ovalnosti. Ta senzor je priklopljen na GPIO (ang. general pur-
pose input-output) vrata. Ko algoritem ugotovi kakovost kosa, rezultat sporoči
nazdzorni napravi.
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6 Zaključek
V magistrskem delu sem predstavil možnosti uporabe mobilnih procesorjev, ki so
sposobni masivnega paralaleizma, za uporabo v namene strojnega vida v indu-
striji.
Predstavljena aplikacija zaznava ovalnost in tujke na sidrih bakrenih surovcev
komutatorjev. Zajeto sliko prenesem v GPU pomnilnik, kjer opravim potrebno
obdelavo za ugotavljanje položaja merjenca. Glavno vlogo igra Harrisov detektor
ogljǐsč. Meritve izvajam na sliki v CPU pomnilniku, saj so zasnovane sekvenčno.
Velikokrat sem se soočil s problemom, da je bilo izvajanje na vzporeden
način počasneje kot običajno. Sprva sem želel vse preveč stvari preračunavati
na grafičnem delu čipa. Po poglobljenem premisleku sem uspel razdeliti algori-
tem na dva dela. Del ki ga je smiselno izvajati na paralelni arhitekturi in preostal
del opravila, ki ga zaradi svoje sekvenčne narave ni možno pohitriti.
Moj program sem primerjal z obstoječim, ki se izvaja na PC-ju. Izvzemši
to, da merjenje ovalnosti ni ozko grlo pri procesu izdelave komutatorja, nas vse-
eno zanima tudi hitrost. Morda se nam na prvi pogled zdi, da je naše početje
nesmiselno, saj končna aplikacija ni nič hitreǰsa kot obstoječa rešitev. Ko pa v
račun vzamemo porabo moči preizkusne platforme in pa PC-ja, pa je ves trud še
kako upravičen. S sodobneǰsimi pristopi je možno prihraniti tudi do 90% elek-
trične energije. Ker je v proizvodnji takih preizkusov veliko, hitro vidimo, da nam
potencialen prehod na noveǰse tehnologije lahko predstavlja znaten prihranek.
Dodobra sem se spoznal s paralelnim izvajanjem algoritmov, programiranju
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z objektnim programskim jezkom C++, izdelovanjem aplikacijskih uporabnǐskih
vmesnikov z orodjem Qt in knjižnico za strojni vid OpenCV. Vsa ta področja sem
združil in zajel v industrijski aplikaciji za detekcijo ovalnosti bakrenih surovcev.
6.1 Prihodnje delo
Trenutna kalibracija je dovolj dobra za ločevanje ovalnih vzorcev. Manj zanesljive
pa so dejanske meritve razadlij. Trenutna metoda ne izločuje napak zaradi ukri-
vljenosti leče. Potrebno bi bilo implementirati še algoritem za kalibracijo kamere.
To omogoča že knjižnica OpenCV. S kamero zajamemo nekaj slik šahovnice z
Slika 6.1: Kalibracija kamere s pomočjo šahovnice [4]
določenim številom kvadratov in znanim razmakom med njimi. Algoritem zato
zna že sam pretvoriti slikovne pike v meterske mere razdalij.
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