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Introduction 24
The growing advances in remote sensing technologies led to the widespread use and development 25 of two-dimensional (2D) inundation models (Bradbrook et al., 2013) . Digital terrain models (DTM) 26 obtained from light detection and ranging (LiDAR) data enable large areas of terrain to be precisely 27 characterised, therefore rendering almost unlimited accuracy possibilities in numerical modelling. 28
Unpleasantly, the use of high resolution grids (i.e. 10 m or less) for large areas can lead to 29 unacceptable run times for 2D Models simulations, while simultaneously demanding a more 30 complex treatment of the model flow resistance (Dottori et al., 2013) . This can nonetheless be 31 improved by coarsening the DTM's resolution with penalty on the accuracy of the results. Herein we 32 aim to develop a 2D Parallel Diffusive Wave Model (P-DWave) with variable time step to improve the 33 computational efficiency of 2D diffusive wave models. 34
Except for catastrophic scenarios of dam break where the full dynamic equations must be applied, 35 flooding over plain areas (often termed inundation) is characterized by a slow moving phenomena 36 whereby the inundation can be modelled by the diffusive equations (Chen et al., 2005) . The diffusive 37 wave simplification neglects the inertial terms allowing, therefore, a simplified set of equations to be 38 solved. In general terms using a simplified set of equations leads to faster computational times, 39 however, due to stability criterion some authors have verified that at coarser resolutions (10m or 40 more) diffusive models were computationally less effective than dynamic models (Hunter et 
80 ℎ is the water depth, = ሾ ‫ݑ‬ ௫ ‫ݑ‬ ௬ ሿ ் is the depth-averaged flow velocity vector, ݃ is the 81 acceleration due to gravity, z is the bed elevation, ߥ ௧ is the turbulent eddy viscosity, ܴ is the 82 source/sink term (e.g. rainfall or inflow) and = ሾܵ ௫ ܵ ௬ ሿ ் is the bed friction vector. 83
Diffusive wave model neglects all the forces in the momentum equations except for the gravity term 84 ݃∇ሺℎ + ‫ݖ‬ሻ and bed friction . The momentum equation Eq. (2) simplifies to: 85
The bed friction can be approximated using Manning's formula:
∇ሺℎ + ‫ݖ‬ሻ = ሾܵ ௪௫ ܵ ௪௬ ሿ ் is the water-level surface-gradient vector, where ܵ ௪௫ = ݀ሺℎ + ‫ݖ‬ሻ ‫ݔ݀‬ ⁄ . The 87 modulus of the depth-averaged flow velocity vector is given by:
2.2. Discretisation of the P-DWave and variable time step 90
The continuity equation Eq. (1) is solved using an explicit first order finite volume discretization on a 91 regular grid. The spatial domain of P-DWave is discretised in cell-centered control volumes: 92
93
For the sake of simplicity all variables without the time index are evaluated at the current time (t). ‫ܣ‬ 94 is the cell-area, ‫ܮ‬ is the contact face between cells, ‫ݑ‬ and ℎ are the water velocity and water-95 depth at each of the four cell faces evaluated as following: 96
97
‫ݑ‬ is the velocity in the direction perpendicular to each cell face. ‫ܫ‬ , = ൫ܵ ௪௫ ݊ ௫ + ܵ ௪௬ ݊ ௬ ൯ is the 98 water-level surface-gradient vector multiplied with the face unit normal vector = ሾ݊ ௫ ݊ ௬ ሿ ் . 99
Central schemes are based on local fluxes estimations. The fluxes estimation shown in Eq. (7) 100 requires a lower number of flux evaluations compared with other schemes because the fluxes are 101 averaged at the faces according to Eq. (8) and (9).
Explicit schemes must have the time step limited in order to ensure stability. In order to study the 103 stability of the proposed numerical scheme Eq. (7) is re-written as (for the sake of simplicity ܴ will be 104 set to zero): 105
Whereby ܽ = ‫ݑ‬ ‫ܮ‬ , and after ‫ݑ‬ replacement: 107
108
All coefficients in Eq. (10) must be positive in order to ensure that the scheme remains stable and 109 monotonic: 110
111
For a regular grid ‫ܣ‬ = ‫ݔ∆‬ ଶ the final expression for the variable time step for the x direction can be 112 obtained by replacing the water-level surface gradient vector in Eq. (11): 113
114
A similar expression exists for the y direction. The minimum of both is taken as the final ‫.ݐ∆‬ Eq. (13) 115 is similar to the expressions found in other diffusive models (Hunter et al., 2005; and Cea et al., 116 2010) , however herein the smallest allowable time step is twice of those models; the gain comes 117 from the fluxes discretization at the faces (Eq. (8)). Comparing with dynamic models (SWE), the P-118 DWave time step is proportional to ‫ݔ∆‬ ଶ instead of ‫,ݔ∆‬ that means that as long as ‫ݔ∆‬ remains larger 119 than 1 m the P-DWave should be more efficient than the SWE (i.e. having less computational time 120
and increasing quadratically with the cell size). ‫ݐ∆‬ is justified in order to avoid a too lengthily During a flooding event there will be inevitably initially dry cells that will switch to a wet state, 129 whereas others will switch from wet to dry as the flood passes. This means that in many situations 130 one must deal with a moving boundary condition. An often found solution when dealing with fixed 131 computational meshes is the use of a depth-threshold or also called wet/dry parameter (Hubbard 132 and Dodd, 2002). This procedure unfortunately adds/removes water to the global system that can 133 either be redistributed to the surrounding cells (Nikolos and Delis, 2009) or negative mass-balance 134 checks need to be incorporate to ensure mass conservation (Liang and Borthwick, 2009) . 135
Herein a different approach is presented whereby a ߮ parameter is introduced into the P-DWave 136 continuity equation Eq. (7):
138
In Eq. (14) ߮ is always set to 1 unless the water depth in the next time step falls below zero 139 (ℎ ௧ାଵ < 0), in that case ߮ will take values between 0 < ߮ < 1 in order to prevent the water-depths 140 from becoming negative. The following condition is applied: 141 however not all computing steps are able to be vectorised. In the latter case, we take advantage ofmodern multi-CPUs and multicores and adopted the built-in parallel computing toolbox in the 156
Matlab to accelerate the computation. 157
The Matlab parallel computing toolbox provides several functions to use multicore processors, 158 including parfor loop, GPU computing, spmd (single program multiple data), etc. When applying 159 parfor loops, 2D arrays need to be sliced into multiple arrays such that each WORKER 1 can update 160 the variable to the sliced array without causing problems in the shared memory. After each iteration 161 the sliced arrays are gathered back into the original 2D array such that all WORKERs can compute 162 with the correct updated array in the next iteration. 163
It should be noted that we also tested spmd approach (Matlab) on a multicore desktop but found 164 the benefit to be limited on the shared memory computer. The application of spmd performs better 165 on a distributed memory framework, which requires more attention on domain decomposition to 166 ensure the optimum balance of load among computing nodes, and the minimum data to be 167 synchronised. In the algorithm, the calculation of a cell requires information from its neighbour cells 168 such that addition information of cells surrounding the decomposed domain is needed, which makes 169 the domain decomposition a more complex task. Therefore, we leave the smpd implementation for 170 a future stage when simulations with large scale data on distributed machines are required. 171 Although there is no analytical solution, the shape and front propagation is intuitively correct as it 225 shows a marked step front which is delayed with the increase of the Manning's coefficient and its 226 behaviour is similar to the solution found in Hunter et al. (2005) . This test case is nonetheless more 227 demanding than the previous one because a nearly flat surface appears at x=0 m and becomes more 228 pronounced before and after the receding phase (i.e. between t=1100 s and t=1900 s). The variable 229
time step in Figure 4 shows a controlled jerky oscillation indicating that the time step has reached 230 the smallest allowable time step. As the Manning's coefficient is increased the required time step 231 becomes larger than ∆t ୫୧୬ (as defined in Eq. (13)) and the oscillatory behaviour disappears. 232
In the absence of an analytical solution, and in order to decide an acceptable value for the smallest 233 allowable time step, a sensitivity analysis of the Model to ‫ݐ∆‬ is sought. Here four different 234 ‫ݐ∆‬ ={0.001, 0.01, 0.1,1} s are compared with ‫ݐ∆‬ =0.0005 s. Table 2 shows the corresponding 235 RMSE (m) error statistics for four instants in time. In this case the error is calculated assuming that 236 the solution with ‫ݐ∆‬ =0.0005 s is our true solution. It is clear that as Manning's coefficient reduces 237 the ‫ݐ∆‬ required becomes smaller; this is in line with Eq. (13). It is also noteworthy that the higher 238 errors are found between t=1100 s and t=1900 s during the rising limb of the inundation front, 239 clearly signalling that the smallest allowable time step has been reached and it should be decreased. 240
For ‫ݐ∆‬ smaller than 0.01 s the RMSE become negligible. Finally after the receding phase (or 241 falling limb), the model recovers and reduces its RMSE. This rather surprising result can be partially 242 explained by the wetting and dry treatment used herein; using Eq. The left boundary condition is an inflow hydrograph specified by water levels in Eq. (18): 253 It is clear that ‫ݐ∆‬ is the dominant restriction in Eq. (13). Figure 11 shows that as ‫ݐ∆‬ reduces, 325 the variable time step is subsequently reduced. Despite the fact that the variable time step is often 326 equal to ‫ݐ∆‬ and not the one obtained through the stability analysis in Eq. (12), Figures 10 and 11  327 show that it is possible that the model simulation still converges to the correct solution. There are 328 nonetheless, some visible oscillations in the water level for the larger ‫ݐ∆‬ =8000 s. This test will 329 also be used in Section 3.7 for testing the efficiency of the parallelization coding of the model. 330 331 3.7. Parallel performance test: Speed-up and efficiency 332
The final test has the objective of verifying the parallel performance. The test in section 3.6 is here 333 recovered because it uses a 2D mesh and it is easily scalable. In section 3.6 a mesh with 334
CellNo=50x50 cells was used, herein we will test four different CellNo={300x300, 500x500, 700x700, 335 900x900} ‫ݔ∆(‬ ={536.4, 321.9, 229.9, 178.8} m) with ‫ݐ∆‬ =500 s. In order to compare and verify the 336 parallel performance we raise the number of cells and therefore increase the computational effort 337 by a quadratic exponent (see Eq. (14)). The two common metrics used in this paper are speed-up 338 and efficiency (Table 4) 
The total run time is set to 1 hour since we are only focusing on the computational efficiency of the 345 model. The tests were conducted on a workstation with AMD Opteron™ Processor 6276 with 12 346 cores 2.3GHz CPU and 192GB of RAM at RUHR University of Bochum. 347
It is interesting to notice that although Matlab computational times are larger than Fortran, Matlab 348 speed-up performs better than Fortran. Two possible explanations could be the highly efficient 349
Fortran code which sees smaller gains through parallelizing than Matlab or that a more complex 350
Fortran MPI approach is required to increase the gains in speed-up closer to Matlab performance. In 351 any case it is clear that the model developed is indeed scalable. It is also noteworthy that depending 352 on the CellNo and the measure adopted to describe efficiency, the optimal use of number of 353 processors might be different. Purely looking at the computational time it seems obvious that the 354 maximal possible number of processers should always be selected; however once one focus on the 355 speed-up, it becomes obvious that there is an improvement limit, simply because the 356 communication costs between processors becomes too high (Yu, 2010) . In that case Efficiency can 357 be a simple way to decide on the number of processors to use. For example, if one selects a 358 minimum efficiency of 0.75 and the Matlab code two processors would be the optimal choice for 359 CellNo=300x300, four processors would only be worth it from CellNo=700x700 and for 12 processors 360 a much larger CellNo would be necessary. 
Conclusion 366
In this paper we presented a parallelized two-dimensional diffusive wave model (P-DWave) with 367 adaptive time step. The parallelization was achieved in the Matlab environment with the use of the 368 parfor loop, and using computational vectorization whenever possible, while in Fortran it was 369 achieved using OpenMP API. The model was validated in seven tests against known analytical 370 solutions, and diffusive and dynamic models results from an EA benchmark report. The model 371 converged regardless of the spatial resolution as long as the selected minimum step was not too 372 limiting (this limit is found to be case study dependent), and showed sensitivity to the changes of 373
Manning's roughness in a sloped planar beach. Symmetry was kept in the test case of a horizontal 374 plane, and the model was proven robust even in the presence of strong irregular geometries. The 375 process devised to represent Wet-Dry fronts was effective in keeping a sharp front, while the 376 variable time step kept the solution stable and oscillations-free in all tests 377
The parallelization strategy was indeed effective, by improving the speed-up times from 1.7 to 5. 
