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1. Introduction
Let H be a separable Hilbert space. In this paper we consider a dierential equation
of the form:
x0(t) = f(t; x(t)) for a.e. t 2 [0; T ]; (1.1)
with a nonlocal condition
x(0) =Mx; (1.2)
where f : [0; T ]H ! H and M : C([0; T ];H)! H are nonlinear and linear maps,
respectively.
It is well known (see, e.g., [?,?] and the references therein) that a great variety
of partial dierential and integro-dierential equations can be written in the form
(??).
In this paper, by combining the degree theory in abstract spaces with an im-
provement of the approximation solvability method and the bounding functions
technique an existence theorem (see Theorem ??) for problem (??)-(??) is proved.
It is then showed how the abstract result can be applied to study various problems
of integro-dierential equations (including periodic, anti-periodic, mean value and
multi-point problems).
Compactness conditions in terms of the strong topology are usually required
in order to apply the degree theory for a suitable solution operator. In this paper
we obtain existence results in the lack of this compactness both on the nonlinear
term f and on the nonlocal operator M . This is possible exploiting compactly
embedded Gel'fand triples with a Hilbert space and Hartman-type conditions. Other
techniques have previously been employed to avoid assumptions of compactness.
For instance in [?] a continuation principle has been used in the weak topology in
reexive Banach spaces and in [?] the concept of weak measure of non compactness
is introduced to consider also the case of non reexive Banach spaces.
The paper is organized in the following way. In the next section we give a
brief review of all the methods which will be used to study problem (??)-(??).
We explain also the main idea of our technique presented in this paper. Section 3
is devoted to the Leray-Schauder topological degree and the notation. The main
result is presented in Section 4. Some applications of the abstract result are given
in Section 5 including the periodic problem for an integro-dierential equation of
the form (
ut + a
R


u(t; )d =  bu(t; ) + f(t; u(t; ));
u(0; ) = u(1; );
for a.e. t 2 [0; 1] and for all  2 
  Rn( n  2); where a; b > 0 and f : [0; 1]R! R
is a continuous function; and a mean value problem of the form(
ut + au(t; s)ds =
R 1
0
k(s; )
 
u(t; ) + b

d;
u(0; s) =
R 1
0
u(t; s);
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for a.e. t 2 [0; 1] and for all s 2 [0; 1], where a > 0; b 2 R and k : [0; 1] [0; 1]! R
is a smooth function.
In Section 6, equation (??) is considered for t 2 [0;1) and with the initial con-
dition x(0) = 0. The existence of a solution which is bounded on the whole interval
[0;1) is showed. In Section 7 we deal with systems of dierential equations in var-
ious Hilbert spaces with application to a system of integro-dierential equations
with non-local conditions8>>>><>>>>:
@u(t;)
@t + a
R


u(t; )d + bu(t; ) = f1
 
t; u(t; ); v(t; )

;
@v(t;)
@t + cv(t; ) = f2
 
t; u(t; ); v(t; )

;
u(0; ) =
Pm
1 ju(tj ; );
v(0; ) =
R 1
0
g(t)v(t; ) dt;
for a.e. t 2 [0; 1] and for all  2 
  Rn (n  2), where a; b; c > 0; j 2 R;
0 < t1 <    < tm  1; g 2 L1[0; 1]; and fi : [0; 1]  R  R ! R (i = 1; 2) are
continuous maps.
In Section 8 we investigate the existence of a unique solution for all the problems
considered in the paper. In the last section the generalization of the main result is
presented by using a nonsmooth bounding function.
2. A review of methods
The technique presented in this paper is based on the bounding functions method
and the approximation method. So, let us give a brief review of both of them.
Bounding functions method: The earliest version of a bounding function is a
guiding function which was introduced by Krasnosel'skii and Perov (see, e.g., [?,?,
?]). They generalized the notion of the Lyapunov function to study the existence of
periodic solutions of an ODE
x0(t) = f(t; x(t)); (2.1)
where f : RRn ! Rn is a (globally) continuous map which is locally Lipschitzian
w.r.t. the second argument. The notion of guiding function was then generalized
in several directions and applied to various problems. Among a large number of
papers on this subject let us recall: Mawhin [?] with studying of functional dier-
ential equations; Fonda [?] with the notion of integral guiding function; Capietto
and Zanolin [?] for periodic problem in ow-invariant Euclidean Neighborhood Re-
tracts; Gorniewicz and Plaskacz [?,?] with the notion of general form of guiding
functions for dierential inclusions (see also [?]); Lewicka [?] for nonsmooth guiding
functions; Kryszewski [?], Kryszewski and Gabor [?] and Loi [?] with the applica-
tion of the method of guiding functions to bifurcation problems. The backgrounds
and applications of the method of guiding functions in nonlinear analysis can be
found in the recent monograph [?].
However, it seems to be that the method of guiding functions can hardly be
applied to study more general classes of boundary value problems than periodic
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problem. Also it is worth noting that usually the direct applications of the method
of guiding functions were connected with nite-dimensional objects.
In [?] (see also [?]) Mawhin introduced the concept of bounding functions, this
method was then developed by Gaines and Mawhin [?,?] and by Mawin and Ward
[?].
We recall in the following the main features of this method. Consider again equation
(??) for t 2 [a; b] with the boundary condition
g
 
x(a); x(b)

= 0; (2.2)
where f and g are continuous maps. The idea for the existence of solutions to (??)-
(??) comes from the Leray-Schauder continuation principle [?], following which it
is possible to consider the linearized problem
x0(t) = f(t; y(t)); t 2 (a; b); (2.3)
with boundary condition (??), where  2 [0; 1] and y 2 C [a; b];Rn is a given
function. It is supposed that for each y() problem (??)-(??) has a unique solution
T (y; ) and moreover, the solution map
T : C
 
[a; b];Rn
 [0; 1]! C [a; b];Rn;
is completely continuous. Notice that a xed point of the map T (; 1) is a solution of
problem (??)-(??). Now, if there exists an open bounded subset 
  C [a; b];Rn
such that:
(a) deg
 
i  T (; 0);
 6= 0;
(b) x 6= T (x; ) for all (x; ) 2 @
 (0; 1);
then problem (??)-(??) admits a solution x 2 
.
Recall (see [?]) that a C1 function V : Rn ! R is said to be a bounding function
to equation (??) if
(i) the set K = fx 2 Rn : V (x) < 0g is bounded and Vj@K = 0;
(ii)


gradV (x); f(t; x)
 6= 0 for all t 2 (a; b) and x 2 @K.
The name bounding function comes from the fact that if there exists a bounding
function V and if there exists a xed point x of T (; ),  2 (0; 1), such that
x(a) =2 @K and x(b) =2 @K, then x(t) 2 K for all t 2 [a; b] (see [?]). Therefore,
the set 
 can be taken as the set of all continuous functions x : [a; b] ! K. The
conditions x(a) =2 @K and x(b) =2 @K usually follow from the choice of the boundary
map g (see, [?] and the last section of the present paper). To obtain condition (a)
in various papers (and in the present one) the authors usually consider a convex
set K containing 0. Then the linearized problem is modied so that 0 should be the
unique xed point of T (; 0), and therefore, deg i  T (; 0);
 = 1.
From the above consideration it is clear that the bounding functions method is
useful to study boundary value problems. Moreover, since by applying this method
we do not need to evaluate the topological degree of bounding functions, it is possible
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to extend this method to innite-dimensional Banach spaces.
Preliminary ideas of the bounding functions methods in the framework of periodic
solutions were introduced in Lefschetz [?] for second order equations in R and in
Browder [?] for dynamics in Hilbert spaces with monotone nonlinearities w.r.t.
the state variable. Concerning the most important developments of this method:
Mawhin and Thompson [?] for the introduction of Hartman-type conditions (see
(ii) above) which are strictly located on @K; Taddei [?] for nonsmooth bounding
functions in nite-dimensional spaces; Loi and Obukhovskii [?] for application of
this method to generalized periodic problem in nite-dimensional spaces; Zanolin
[?] for generalized denition of bound set; Loi, Kornev, Obukhovskii and Zecca for
the extensions of this method to equations and inclusions in Hilbert spaces (see,
[?,?,?]); Andres, Malaguti and Taddei [?] for bounding functions in Banach spaces;
Benedetti, Malaguti and Taddei [?] for bounding functions in Banach spaces with
weak topology; Benedetti, Taddei and Vath [?] for sucient conditions for invariant
sets for nonlocal semilinear dierential inclusions.
The approximation solvability method : As already mentioned, one of the most
eective tools for the investigation of the solvability of equations in Banach spaces
is the topological method suggested by Leray and Schauder [?]. However, from the
practical point of view, it is often more important to study approximable solutions
rather than usual solutions since the former ones can be localized by using the ap-
proximation methods. For simple description of approximation solvability method,
we consider a separable Hilbert space H with a basis feig1i=1; then, denoting with
Hn the subspace with base fe1;    ; eng; we approximate the original problem by
a family of auxiliary problems by means of the natural projections Pn : H ! Hn
(n 2 N). Precisely, for a given n 2 N; we prove the existence of a solution in the
space W 1;1(I;Hn) for the problem(
x0(t) = Pnf(t; x(t)) for a.e. t 2 I;
x(0) = PnMx:
Then, by a limit argument, we obtain the existence of a solution for the original
problem.
About the idea of combining these methods: A joint application of the Leray-
Schauder continuation principle with the bounding functions method was recently
proposed also in reexive Banach spaces (see e.g. [?] for the study of the Floquet
problem and [?] for the investigation of nonlocal conditions). A regularity assump-
tion is needed, in this context, which is expressed in terms of the Hausdor mea-
sure of noncompactness  (usually denoted -regularity). A further restriction is
required, essentially involving the rate of noncompactness of the model (see e.g. [?,
condition (5.2)]).
We point out the fact that we prove the existence of a solution of problem (??)
without any assumption of monotonicity or compactness nether on the nonlinearity
f; nor on the nonlocal operator M: This can be done by the compact embedding of
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H into E and by the assumption of the continuity of f(t; ) : H ! H for a.e. t 2 I
w.r.t. the topology of E; see hypothesis (f2) below.
3. Preliminaries and Notation
Let X ;Z be Banach spaces. A map  : X ! Z is said to be completely continuous
if it is continuous and maps every bounded subset U  X into a relatively compact
subset of Z. Let us recall that if U is an open bounded subset of X and F : U ! X
is a completely continuous map such that x 6= F (x) for all x 2 @U , then for the
corresponding vector eld i   F (where i denotes the inclusion map) the Leray-
Schauder topological degree deg(i  F;U) is well-dened (see, e.g. [?,?]).
In the sequel, by (H; k  kH) we denote a separable Hilbert space which is com-
pactly embedded into a Banach space (E; k  kE) with the following relation between
norms:
kwkE  qkwkH for all w 2 H; q > 0: (3.1)
Let feng1n=1 be the orthonormal basis of H and for every n 2 N, let Hn be the
n dimensional subspaces of H with the bases fekgnk=1 and Pn be the natural pro-
jections of H onto Hn. By

; 
H
we denote the inner product in H. The open ball
of radius r centered at x0 2 H [x0 2 E] in the space H [E] is denoted by BH(x0; r)
[respectively BE(x0; r)]. Put
BH(0; r; R) = fw 2 H : r < kwkH < Rg:
Throughout the paper, I = [0; T ] and let C(I;H) [L1(I;H)] be the space of all
continuous [respectively integrable] functions u : I ! H with usual norms
kukC = maxt2I ku(t)kH and kuk1 =
Z T
0
ku(t)kHdt:
Consider the space of all absolutely continuous functions u : I ! H whose general-
ized derivatives u0 belong to L1(I;H). It is well known (see, e.g. [?]) that this space
can be identied with the Sobolev space W 1;1(I;H) endowed with the norm
kukW = kuk1 + ku0k1;
and the embedding W 1;1(I;H) ,! C(I;H) is continuous.
Denition 3.1. Let S  R be a bounded and measurable subset. A subset A 
L1(S;H) is said uniformly integrable if for every  > 0 there is  > 0 such that

  S and (
) <  impliesZ


f d
 <  for all f 2 A;
where  is the Lebesgue measure on R.
The following weak compactness criterion immediately follows from [?], p.101.
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Theorem 3.1. Let A  L1(S;H) be a bounded, uniformly integrable subset. Then
A is weakly relatively compact in L1(S;H).
For each n 2 N dene the map Pn : L1(I;H)! L1(I;Hn) by
(Pnf)(t) = Pnf(t); t 2 I:
4. Main result
To study problem (??)-(??) we assume that:
(f1) the function f : I H ! H is (globally) measurable while the measure on
I H is the product of the Lebesgue measure on R and the Borel measure
on H;
(f2) for a.e. t 2 I the map f(t; ) : H ! H is E  E continuous in the following
sense: for each w 2 H, and " > 0 there exists  > 0 such that from
w0 2 BE(w; ) it follows that f(t; w0) 2 BE
 
f(t; w); "

;
(f3) for every bounded subset 
  H there exists a function v
 2 L1+[0; T ] such
that for each ! 2 
 we have
kf(t; !)kH  v
(t)
for a.e. t 2 I;
(M) M : C(I;H)! H is a linear bounded operator such that kMk  1.
Remark 4.1. (a) Condition (f1) can be easily obtained if f is a Caratheodory
map, i.e., for every w 2 H the function f(; w) : I ! H is measurable and for a.e.
t 2 I the map f(t; ) : H ! H is continuous.
(b) The class of boundary value problems with the operator M satisfying con-
dition (M) is suciently large. In particular, it includes the following well-known
problems:
(i) Mx = 0 (the general Cauchy condition x(0) = x0 can be replaced by
condition z(0) = 0 by a transformation z = x  x0);
(ii) Mx = x(T ) (periodic and anti-periodic problems);
(iii) Mx = 1T
R T
0
x(t)dt (mean value problem);
(iv) Mx =
Pk0
i=1 ix(ti) with i 2 R and
Pk0
i=1 jij  1, where
0 < t1 <    < tk0  T (multi-point problem):
From conditions (f1) and (f3) it follows that for every x 2 C(I;H) the super-
position function f(s; x(s)) belongs to L1(I;H).
By a solution to problem (??)-(??) we mean a function x 2 W 1;1(I;H) that
satises (??)-(??).
The main result of this paper is the following statement.
Theorem 4.1. Let conditions (f1)  (f3) and (M) hold. In addition, assume that
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(f4) there exist R0 > r0 > 0 such that

w; f(t; w)

H
< 0;
for every w 2 BH(0; r0; R0) and a.e. t 2 I.
Then problem (??)-(??) admits a solution with values in BH(0; R0).
Proof. Step 1. It is clear that for each n 2 N problem(
x0(t) = 0; for a.e. t 2 I;
x(0) = 0;
has only the trivial solution in the space W 1;1(I;Hn).
We are going to show now that, for a given n 2 N, the problem(
x0(t) = Pnf(t; x(t)) for a.e. t 2 I;
x(0) = PnMx;
(4.1)
has a solution in the space W 1;1(I;Hn).
To this aim, we choose arbitrarily r 2 (r0; R0) and let K = BH(0; r), Q = C(I;K)
and Q(n) = Q \ C(I;Hn).
For each y 2 Q(n) and  2 [0; 1], the Cauchy problem
(
x0(t) = Pnf(t; y(t)) for a.e. t 2 I;
x(0) = PnMy:
(4.2)
has a unique solution xn 2W 1;1(I;Hn):
xn(t) = PnMy + 
Z t
0
Pnf(s; y(s))ds; t 2 I: (4.3)
Dene the map Tn : Q(n) [0; 1]! C(I;Hn), assuming that Tn(y; ) is the solution
of (??). It is clear that
Tn
 
Q(n)  f0g = [
y2Q(n)
Tn(y; 0) = f0g  intQ(n);
where intQ(n) denotes the interior of Q(n).
Step 2. (a) At rst, let us show that the map Tn has a closed graph in the space
Q(n)  [0; 1] C(I;Hn). Assume that
(y(m); (m); x(m))! (y(0); (0); x(0)) 2 Q(n)  [0; 1] C(I;Hn);
where x(m) = Tn(y(m); (m)). Then
x(m)(t) = (m)PnMy
(m) + (m)
Z t
0
Pnf(s; y
(m)(s))ds; t 2 I: (4.4)
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Since H is embedded in E, from condition (f2) we have
Pnf(s; y
(m)(s))
E! Pnf(s; y(0)(s)) for a.e. s 2 I:
The convergence is also dominated by (f3). Passing to the limit m!1 in (??) we
obtain
x(0)(t) = (0)PnMy
(0) + (0)
Z t
0
Pnf(s; y
(0)(s))ds; t 2 I;
i.e., x(0) = Tn(y(0); (0)).
(b) Now we will show that the set Tn
 
Q(n)  [0; 1] is relatively compact in
C(I;Hn). In fact, from (f3) and the boundedness of the set Q
(n) it follows that the
set Tn
 
Q(n) [0; 1] is bounded and equicontinuous in C(I;Hn), and therefore, it is
relatively compact in C(I;Hn). So, Tn is a closed and compact map, and therefore,
it is completely continuous.
(c) Assume that there exists (yn; ) 2 @Q(n)  (0; 1) such that yn = Tn(yn; ).
Then, yn(0) = PnMyn and
y
0
n(t) = Pnf(t; yn(t)) for a.e. t 2 I:
Since yn 2 @Q(n) we can choose t0 2 [0; T ] such that kyn(t0)kH = r. Assume that
t0 = 0. Then
r = kyn(0)kH = kPnMynkH  kynkC < r;
that is a contradiction.
So, t0 2 (0; T ]. Therefore, we can choose a suciently small " > 0 such that
r0 < kyn(t)kH  r < R0 for all t 2 (t0   "; t0):
From the last inequalities it follows that

yn(t); f(t; yn(t))

H
< 0; for a.e. t 2 (t0   "; t0):
Since yn(t) 2 Hn for all t 2 I we obtain

yn(t); Pnf(t; yn(t))

H
= 


yn(t); f(t; yn(t))

H
< 0
for a.e. t 2 (t0   "; t0).
Consequently,
0 >
Z t0
t0 "


yn(t); Pnf(t; yn(t))

H
dt =
Z t0
t0 "


yn(t); y
0
n(t)

H
dt  0;
giving the contradiction.
Thus, if there is yn 2 @Q(n) such that yn = Tn(yn; 1), then yn is a solution to
(??). If yn 6= Tn(yn; 1) for all yn 2 @Q(n), then Tn is a homotopy connecting the
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maps Tn(; 0) and Tn(; 1). By virtue of the homotopy invariance and normalization
properties of the topological degree we have
deg
 
i  Tn(; 1); Q(n)

= deg
 
i  Tn(; 0); Q(n)

= 1:
So, for every n 2 N there exists yn 2 Q(n) such that yn = Tn(yn; 1), and hence yn
satises (??).
Step 3. Denote fn(t) = f(t; yn(t)). From the condition kyn(t)kH  r and
according to (f3) it follows that there exists  2 L1(I;H) such that kfn(t)kH 
(t) for a.e. t 2 I and n. Therefore, the sequence ffng is bounded and uniformly
integrable in L1(I;H). By virtue of Theorem ?? it is relatively weakly compact in
L1(I;H). W.l.o.g. assume that fn
L1(I;H)
* f0.
Since kPnfn(t)kH  kfn(t)kH  (t) for all t 2 I, we can repeat previous
reasoning also for fPnfn = y0ng and obtain that the set fy
0
ng is weakly relatively
compact in L1(I;H). Again w.l.o.g. we assume that
Pnfn = y
0
n
L1(I;H)
* y
0
0: (4.5)
The set fyn(0) : n 2 Ng is bounded in H. So, w.l.o.g. we can assume that
yn(0)
H
* 0: (4.6)
Dene
y0(t) := 0 +
Z t
0
y
0
0(s) ds; t 2 I:
It is easy to see that
yn(t) = yn(0) +
Z t
0
y
0
n(s) ds
H
* y0(t)
for all t 2 I.
Moreover, kyn(t)kH  r for all t and n. Therefore (see, e.g. [?])
yn
C(I;H)
* y0;
and hence, Myn
H
*My0.
For every w 2 H, since Pnw H! w, we have

PnMyn  My0; w

H
=


PnMy0  My0; w

H
+


PnMyn   PnMy0; w

H
=


PnMy0  My0; w

H
+


Myn  My0; Pnw

H
=


PnMy0  My0; w

H
+


Myn  My0; Pnw   w

H
+


Myn  My0; w

H
:
Therefore,


PnMyn  My0; w

H
! 0 as n!1.
Consequently, yn(0) = PnMyn
H
*My0. From (??) we obtain y0(0) =My0.
On the other hand, the weak convergence yn(t)* y0(t) in H for all t implies
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yn(t)
E ! y0(t) for every t 2 I: (4.7)
By virtue of the Lebesgue dominated convergence theorem we have
Png
L1(I;H) ! g
for every element g 2 L1(I;H).
Now we prove that Pnfn
L1(I;H)
* f0. To this aim, let : L
1(I;H) ! R be a linear
and bounded functional. Hence, there is ' 2 L1(I;H) such that
(g) =
Z T
0


g(t); '(t)

H
dt for all g 2 L1(I;H):
We have
(Pnfn   f0) =
Z T
0


Pnfn(t)  f0(t); '(t)

H
dt
=
Z T
0


Pnfn(t)  Pnf0(t); '(t)

H
dt+
Z T
0


Pnf0(t)  f0(t); '(t)

H
dt
=
Z T
0


fn(t)  f0(t); Pn'(t)

H
dt+
Z T
0


Pnf0(t)  f0(t); '(t)

H
dt
=
Z T
0


fn(t)  f0(t); '(t)

H
dt+
Z T
0


fn(t)  f0(t); Pn'(t)  '(t)

H
dt
+
Z T
0


Pnf0(t)  f0(t); '(t)

H
dt
= (fn   f0) +
Z T
0


fn(t)  f0(t); Pn'(t)  '(t)

H
dt+(Pnf0   f0):
Recall that fn
L1(I;H)
* f0; Pnf0
L1(I;H) ! f0 and for a.e. t 2 I we have
fn(t)  f0(t); Pn'(t)  '(t)H   kfn(t)  f0(t)kH  kPn'(t)  '(t)kH
 2 v(t) + kf0(t)kHk'(t)kH ;
and
lim
n!1 kPn'(t)  '(t)kH = 0:
Therefore, for a.e. t 2 I we have
lim
n!1


fn(t)  f0(t); Pn'(t)  '(t)

H
= 0:
Moreover, the function g(t) :=
 
v(t)+kf0(t)kH
k'(t)kH , t 2 I, is integrable sinceZ T
0
kg(t)kH dt  k'k1
Z T
0
 
v(t) + kf0(t)kH

dt;
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where k'k1 is the norm of ' in L1(I;H).
From the Lebesgue dominated convergence theorem it follows thatZ T
0


fn(t)  f0(t); Pn'(t)  '(t)

H
dt! 0 as n!1:
Therefore, (Pnfn   f0) ! 0 as n ! 1, i.e., Pnfn L
1(I;H)
* f0. So, from (??) we
conclude that y00 = f0, and hence, fn
L1(I;H)
* y
0
0. By the Mazur Lemma (see, e.g.
[?], p. 16) there is a sequence of convex combinations ff (n)g;
f
(n)
=
1X
k=n
nkfk; nk  0 and
1X
k=n
nk = 1;
which converges to y
0
0 in L
1(I;H). Applying e.g. [?, Theorem 38] we assume w.l.o.g
that ff (n)g converges to y00 for a.e. t 2 I.
From the embedding H ,! E we have that
f
(n)
(t)
E! y00(t) for a.e. t 2 I:
Applying (??) and condition (f2) we obtain that for a.e. t 2 I and every " > 0
there is an integer i0 = i0("; t) such that
f(t; yi(t)) 2 BE

f
 
t; y0(t)

; "

for all i  i0:
So, fi(t) 2 BE

f
 
t; y0(t)

; "

for all i  i0, and by the convexity of the set
BE

f
 
t; y0(t)

; "

we have
f
(n)
(t) 2 BE

f
 
t; y0(t)

; "

for all n  i0:
Therefore, y
0
0(t) = f(t; y0(t)) for a.e. t 2 I. Combining with y0(0) =My0 we obtain
that y0 is a solution to problem (??)-(??).
Remark 4.2. Theorem ?? gives us not only the existence of a solution y0 to
problem (??)-(??). It also provides us an important information about this solution,
that is the (weak) convergence of the sequence fyng to y0. Since each yn takes its
values in a nite-dimensional subspace, we can approximate the solution y0 by
nite-dimensional functions via weak approximation scheme.
5. Applications to semilinear dierential equations in Hilbert
spaces
Consider the following semilinear dierential equation(
x0(t) +Ax(t) = f(t; x(t)) for a.e. t 2 I;
x(0) =Mx;
(5.1)
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where A : H ! H is a bounded linear operator which is E   E continuous; f and
M satisfy (f1)  (f3) and (M), respectively.
Theorem 5.1. If there exist R0 > r0 > 0 such that for all w 2 BH(0; r0; R0) and
a.e. t 2 I relation 

w; Aw + f(t; w)
H
< 0
is satised, then problem (??) has a solution.
Proof. Problem (??) can be substituted with the following problem(
x0(t) = ef(t; x(t)); for a.e. t 2 I;
x(0) =Mx;
(5.2)
where ef : I H ! H, ef(t; w) =  Aw + f(t; w):
It is easy to verify that problem (??) satises all conditions in Theorem ??, therefore
it, and hence problem (??), has a solution.
In order to illustrate the result, we consider two integro-dierential equations.
The rst one is considered on an open bounded domain 
  Rk (k  2) with
Lipschitz boundary (Example ??), whereas the second one is dened on a given
interval (Example ??).
Example 5.1. Consider the periodic problem(
ut + a
R


u(t; )d =  bu(t; ) + f(t; u(t; ));
u(0; ) = u(1; );
(5.3)
for a.e. t 2 [0; 1] and all  2 
; where a; b > 0 and f : [0; 1]R! R is a continuous
map.
Assume that
(f1)0 the partial derivative @f@z : [0; 1] R! R is (globally) continuous;
(f2)0 there is a positive number N < b such that@f(t; z)@z
  N for all (t; z) 2 [0; 1] R:
By a solution to (??) we mean a continuous function u : [0; 1]
! R whose partial
derivative @u(t;)@t exists and satises (??). Moreover, we can consider relation (??)
as the law of evolution of a dynamical system with the state function u(t; ). Our
goal can be formulated as nding of the dynamics of the system as the continuous
function u(t; ) such that at every value t the function u(t; ) belongs to the Sobolev
space W 1;2(
):
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Theorem 5.2. Let conditions (f1)0   (f2)0 be satised. Then problem (??) has a
solution. Moreover, if f(t; 0) 6= 0 for all t 2 [0; 1], then the solution is non-zero.
Proof. Let H =W 1;2(
) and E = L2(
). It is clear that H is a separable Hilbert
space which is compactly embedded in E and for every w 2 H:
kwkH =
q
kwk22 + kDwk22;
where kwk22 =
R


w2() d and D denotes the derivative (i.e. gradient) of a function
with several variables.
For each t 2 [0; 1], set x(t) = u(t; ). Then we can substitute (??) with the following
problem (
x0(t) +Ax(t) = f(t; x(t)); for a.e. t 2 [0; 1];
x(0) = x(1);
(5.4)
where A : H ! H; Aw = a R


w()d; and
f : [0; 1]H ! H; f(t; w)() =  bw() + f(t; w()):
Notice that the map f is well-dened since
Df(t; w)() =  bDw() + f 02(t; w())Dw();
where f
0
2 =
@f
@z . From (f1)
0   (f2)0 it follows that
jf(t; z)j = jf(t; 0) + f 02(t; ) zj  jf(t; 0)j+N jzj (5.5)
for all (t; z) 2 [0; 1] R, where  is a number between 0 and z.
It is easy to verify that A is a linear bounded operator which is E  E continuous.
Let us show that the map f(t; ) satises condition (f2).
Let fwng in H be such that wn E! w0. By (f1)0 for every (t; ) 2 (0; 1)
 we have
jf(t; wn())  f(t; w0())j = jf 02(t; ):(wn()  w0())j  N jwn()  w0()j;
where  is a number between wn() and w0().
Therefore,
kf(t; wn)  f(t; w0)k2E =
Z


 bwn() + f(t; wn()) + bw0()  f(t; w0())2 d
 2(b2 +N2)
Z


jwn()  w0()j2 d
 4b2kwn   w0k2E :
So, f(t; wn)
E! f(t; w0); and hence, condition (f2) is satised.
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Let U  H be a bounded set. For every w 2 U we have
kf(t; w)k2H =
Z


 bw() + f(t; w())2 d
+
Z


 bDw() + f 02(t; w())Dw()2 d
 2b2
Z


jw()j2 d + 2
Z


 jf(t; 0)j+N jw()j2d
+2(b2 +N2)
Z


Dw()2 d;
where for each  2 
, Dw() is a vector in Rk andDw()2 = 
Dw(); Dw():
Consequently, condition (f3) is satised.
To verify condition (f1) we will apply the Pettis Measurability Theorem (see, e.g.
[?]). Notice that H can be identied with its dual space H: So, in order to apply
Pettis Theorem, we have to prove that for every ' 2 H the map f' : [0; 1]H ! R;
dened as
f'(t; w) = h'; f(t; w)iH ;
is measurable. To this aim, we will prove that f' is a Caratheodory map.
Fix w 2 H and consider the map f'(; w) : [0; 1] ! R. Assume that there is
a sequence ftng  [0; 1] such that tn ! t0 2 [0; 1]. Let rn = f'(tn; w) and r0 =
f'(t0; w). From the continuity property of f and f
0
2 we have rn ! r0: Therefore,
f'(; w) is continuous, and hence, it is measurable.
We will prove now that for every t 2 [0; 1] the map f'(t; ) : H ! R is continuous.
Let fwng  H be such that wn ! w0 2 H. Set n =


f(t; wn); '

H
and
0 = lim inf
n!1 n and 0 = lim supn!1
n:
Then there are subsequences fwnkg and fwmkg of fwng such that
0 = lim
k!1


f(t; wnk); '

H
and 0 = lim
k!1


f(t; wmk); '

H
:
The sets ff(t; wnk)g and ff(t; wmk)g are bounded in H, and so they are weakly
relatively compact. W.l.o.g. assume that
f(t; wnk)
H
* f0 and f(t; wmk)
H
* f1:
Therefore,
0 =


f0; '

H
and 0 =


f1; '

H
:
On the other hand, since f(t; ) is E   E continuous and
wnk
E ! w0 E   wmk as k !1
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we have
f(t; wnk)
E ! f(t; w0) E   f(t; wmk) as k !1:
Consequently, f0 = f1, and hence 0 = 0, i.e. f(t; ) is continuous. Thus, the map
f' is Caratheodory, and so, condition (f1) is satised.
Now for w 2 H and for a.e. t 2 [0; 1] we have

w; Aw
H
=  a
Z


w()d
2
 0:
By virtue of (f1)0   (f2)0 and (??) the following estimation is true

w; f(t; w)

H
=
Z


w()
  bw() + f(t; w()) d
+
Z


Dw()
  bDw() + f 02(t; w())Dw() d
=   b
Z


(w())2 d +
Z


(Dw())2 d

+
Z


w()f(t; w()) d +
Z


Dw()f 02(t; w())Dw() d
  bkwk2H +
Z


jw()j jf(t; 0)j+N jw()j d
+N
Z


Dw()2 d
   b+Nkwk2H + j
j kwkH < 0;
provided kwkH >
j
j
b N , where  = max[0;1] jf(t; 0)j and j
j denotes the Lebesgue
measure of 
.
Applying Theorem ?? we obtain the existence of a solution of (??), and therefore,
problem (??) has a solution.
Example 5.2. Consider the mean value problem for an integro-dierential equation
of the form: 8><>:ut(t; s) + au(t; s) =
Z 1
0
k(s; )u(t; )d + f(t; u(t; s));
u(0; s) =
R 1
0
u(t; s) dt;
(5.6)
for a.e. t 2 [0; 1] and all s 2 [0; 1]; where k(; ) 2 C1 [0; 1]  [0; 1];R; a > 0
and f : [0; 1]  R ! R is a continuous map satisfying conditions (f1)0   (f2)0 (see
Example ??).
Let H = W 1;2[0; 1] and E = C[0; 1]. For each t 2 [0; 1] set x(t) = u(t; ). Then
problem (??) can be replaced with the following problem(
x0(t) +Ax(t) = f^(t; x(t)); for a.e. t 2 [0; 1];
x(0) =Mx;
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where M : C(I;H)! H,
Mx =
Z 1
0
x(t) dt;
A : H ! H; Aw = aw;
and
f^ : [0; 1]H ! H; f^(t; w)(s) =
Z 1
0
k(s; )w() d + f(t; w(s)):
Notice that the map f^ is well-dened since
df^(t; w)(s)
ds
=
Z 1
0
k
0
1(s; )w() d + f
0
2(t; w(s))w
0(s);
where k
0
1 =
@k
@s .
It is clear that A is a linear bounded operator which is E   E continuous and the
operator M satises condition (M). The map f^ can be written as
f^(t; w) = g(w) + f(t; w);
where
f : [0; 1]H ! H; f(t; w)() = f(t; w())
and g : H ! H is dened by
g(w)(s) =
Z 1
0
k(s; )w() d:
Notice that the map f diers from the one in Example ?? only by the linear term
bw; b 2 R, here missing. Hence, as in the cited example it is possible to prove that
satises conditions (f1)   (f3). Let us show that the map g satises conditions
(f1)  (f3).
At rst, let fwng  H be such that wn E! w0. We have
kg(wn)  g(w0)kE =
= max
s2[0;1]
Z 1
0
k(s; )wn() d  
Z 1
0
k(s; )w0() d

 max
s2[0;1]
Z 1
0
jk(s; )jjwn()  w0()j d
 kkwn   w0kE ;
where k = max
jk(s; )j : s;  2 [0; 1]	.
So, g(wn)
E! g(w0); and hence, condition (f2) is satised.
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Let D  H be a bounded set, for any w 2 D we have
kg(w)k2H =
Z 1
0
Z 1
0
k(s; )w() d
2 ds+ Z 1
0
Z 1
0
k
0
1(s; )w() d
2 ds

Z 1
0
Z 1
0
k2(s; )w2() dds+
Z 1
0
Z 1
0
(k
0
1(s; ))
2w2() dds
 (k2 + k02)kwk2H :
where k0 = maxfjk01(s; )j : s;  2 [0; 1]g.
Therefore, condition (f3) is satised.
To verify condition (f1), we prove that the map g is H  H continuous.
For this, let fwng  H be such that wn H! w0. We have
kg(wn)  g(w0)k2H =
Z 1
0
Z 1
0
k(s; )(wn()  w0()) d
2 ds
+
Z 1
0
Z 1
0
k
0
1(s; )(wn()  w0()) d
2 ds
 k2kwn   w0k22 + k02kwn   w0k22:
Consequently, g is H  H continuous. So, condition (f1) is satised.
Now for w 2 H we have

w; Aw + f^(t; w)
H
=
=  akwk2H +
Z 1
0
w(s)
Z 1
0
k(s; )w() d

ds+
Z 1
0
w(s)f(t; w(s))ds
+
Z 1
0
w0(s)
Z 1
0
k
0
1(s; )w() d

ds+
Z 1
0
w0(s)f 02(t; w(s))w
0(s)ds
  akwk2H + k
Z 1
0
jw()j d
2
+
Z 1
0
jw(s)j jf(t; 0)j+N jw(s)jds
+k0
Z 1
0
jw()j d
Z 1
0
jw0(s)j ds+N
Z 1
0
(w0(s))2ds
  (a  k   k
0
2
 N)kwk2H + kwkH < 0
provided a > k + k
0
2 +N and
kwkH >

a  k   k02  N
;
where N is the constant from (f2)0 and  = maxt2[0;1] jf(t; 0)j.
Hence, applying Theorem ?? we obtain
Theorem 5.3. If a > k + k
0
2 +N , then problem (??) has a solution.
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Remark 5.1. Under similar assumptions we can consider problems (??) and (??)
with various boundary conditions (periodic, anti-periodic, mean value or multi-point
conditions).
6. Existence of bounded solutions
Consider now the Cauchy problem(
x0(t) = f(t; x(t)) for a.e. t 2 [0;1);
x(0) = 0;
(6.1)
where f : [0;1)  H ! H satises conditions (f1)   (f3) with [0;1) instead of
[0; T ]. In addition, assume that
(f4) there exist R0 > r0 > 0 such that

w; f(t; w)

H
< 0
for a.e. t 2 [0;1) and for all w 2 BH(0; r0; R0).
Theorem 6.1. Under above assumptions, problem (??) has a solution x : [0;1)!
H such that kx(t)kH  R0 for all t 2 [0;1). Moreover, if f(t; 0) 6= 0 for a.e.
t 2 [0;1), then the solution is non-zero.
Proof. According to Theorem ??, for every n 2 N there exists a solution xn to the
problem (
x0(t) = f(t; x(t)) for a.e. t 2 [0; n];
x(0) = 0;
such that kxnkH  R0 for all t 2 [0; n].
Dene
exn(t) = (xn(t) for t 2 [0; n];
xn(n) for t  n:
According to (f3) there is  2 L1+[0;1) such that
kex 0n(t)kH  (t) for a.e. t 2 [0;1):
It implies that the set fex 0ng is bounded and uniformly integrable in L1 [0;1);H.
By applying Theorem ?? in the interval [0; 1] we obtain a subsequence fex 0n(1)g
satisfying
ex 0n(1) L1
 
[0;1];H

* y1:
By an induction argument, for every p > 1 it is possible to get a sequence fex 0n(p)g
and a function yp 2 L1([p  1; p];H) such that
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(i) fex 0n(p)g is a subsequence of fex 0n(p 1)g;
(ii) ex 0n(p) L1
 
[p 1;p];H

* yp.
Let x
0
0 : [0;+1) ! H be given by x
0
0(t) =: yp(t) for p   1  t < p; p 2 N0. Let us
restrict our attention to fexn(n)g. SinceZ p
p 1
ex 0n(n)()d * Z p
p 1
yp()d; p 2 N0;
for t  0
exn(n)(t) = Z t
0
ex 0n(n)()d * Z t
0
x
0
0()d := x0(t)
From the compact embedding H ,! E we have
exn(n)(t) E! x0(t); for all t > 0: (6.2)
Fix t and take n > t. Notice that
xn(t) =
Z t
0
f(; xn())d:
From (f2), (??) and since exn(n)() = xn(n)();  2 [0; t], it follows that
f(; xn
(n)())
E! f(; x0()) for all  2 [0; t]:
By virtue of (??) we have
kf(; xn())kE  qkf(; xn())kH  q()
for a.e.  2 [0; t].
Therefore, passing to the limit we obtain
x0(t)
E xn(n)(t) =
Z t
0
f(; xn
(n)())d
E!
Z t
0
f(; x0())d:
Thus, x0 is a solution to problem (??) with kx0(t)kH  R0 for all t 2 [0;1).
7. Systems of dierential equations
Let Hi (i = 1; 2) be separable Hilbert spaces which are compactly embedded in
Banach spaces Ei, respectively. Consider the product spaces H = H1  H2 and
E = E1  E2 with the norms:
kwkH =
q
kw1k2H1 + kw2k
2
H2
; 8w = (w1; w2) 2 H;
and
kwkE =
q
kw1k2E1 + kw2k
2
E2
; 8w = (w1; w2) 2 E:
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It is clear that the embedding H ,! E is compact and H is a separable Hilbert
space with the inner product

w; ew
H
=


w1; ew1H1 + 
w2; ew2H2 ;
where w = (w1; w2), ew = ( ew1; ew2).
Consider now a nonlocal b.v.p. associated to a system of dierential equations8>>>><>>>>:
x0(t) = f1(t; x(t); y(t)) for a.e. t 2 I;
y0(t) = f2(t; x(t); y(t)) for a.e. t 2 I;
x(0) =M1x;
y(0) =M2y;
(7.1)
where fi : I H1 H2 ! Hi and Mi : C(I;Hi)! Hi (i = 1; 2).
Assume that, for i = 1; 2:
(h1) the maps fi are (globally) measurable;
(h2) for a.e. t 2 I, fi(t; ) : H1 H2 ! Hi are E   Ei continuous;
(h3) for every bounded subset 
  H there exist v(i)
 2 L1+[0; T ] such that for
each ! 2 
 we have
kfi(t; !)kHi  v
(i)

 (t)
for a.e. t 2 I;
(h4) Mi are linear bounded maps such that kM1k2 + kM2k2  1:
By a solution to problem (??) we mean a pair (x; y) consisting of functions x 2
W 1;1(I;H1) and y 2W 1;1(I;H2) that satisfy (??).
With z = (x; y), problem (??) can be rewritten as(
z0(t) = f(t; z(t)) for a.e. t 2 I;
z(0) =Mz;
(7.2)
where f : I H ! H and M : C(I;H)! H are dened by
f(t; w) =
 
f1(t; w1; w2); f2(t; w1; w2)

; w = (w1; w2) 2 H;
and
Mz =
 
M1x;M2y

; z = (x; y) 2 C(I;H):
By using conditions (h1)   (h4), it is easy to verify that the maps f and M sat-
isfy (f1)  (f3) and (M), respectively. Applying Theorem ?? we easily obtain the
following assertion.
Theorem 7.1. Let conditions (h1)   (h4) hold. If there exist R0 > r0 > 0 such
that 

w1; f1(t; w1; w2)

H1
+


w2; f2(t; w1; w2)

H2
< 0;
October 21, 2015 17:7 WSPC/INSTRUCTION FILE BLMO
22 Benedetti, Loi, Malaguti and Obukhovskii
for all w = (w1; w2) 2 BH(0; r0; R0) and for a.e. t 2 I, then problem (??) has a
solution.
To illustrate the result let us consider the following system of integro-dierential
equations 8>>>><>>>>:
@u(t;)
@t + a
R


u(t; )d + bu(t; ) = f1
 
t; u(t; ); v(t; )

;
@v(t;)
@t + cv(t; ) = f2
 
t; u(t; ); v(t; )

;
u(0; ) =
Pm
1 ju(tj ; );
v(0; ) =
R 1
0
g(t)v(t; ) dt;
(7.3)
for a.e. t 2 [0; 1] and for all  2 
, where 
  Rk (k  2) is an open bounded
domain with Lipschitz boundary; a; b; c > 0; j 2 R; 0 < t1 <    < tm  1;
fi : [0; 1] R R! R (i = 1; 2) are continuous maps and g 2 L1[0; 1]:
By a solution to problem (??) we mean a pair (u; v) consisting of continuous
functions u; v : [0; 1]
! R whose partial derivatives @u(t;)@t and @v(t;)@t exist and
satisfy (??). Moreover, we can consider relations (??) as the law of evolution of
a feedback control system with the state function u(t; ) and the control function
v(t; ). Our goal can be formulated as the nding of the state and control as con-
tinuous functions u(t; ) and v(t; ) such that at every value t the functions u(t; )
and v(t; ) belong to the Sobolev space W 1;2(
):
We assume the following conditions.
(h1)0 the partial derivatives @fi@zj : [0; 1] R R! R (i; j = 1; 2) are continuous;
(h2)0 there exist positive numbers Ni;j (i; j = 1; 2) such that N11 + N12+N212 < b
and N22 +
N12+N21
2 < c and@fi
@zj
(t; z1; z2)
  Nij ;
for all (t; z1; z2) 2 [0; 1] R R;
(h3)0
 Pm
j=1 jj j
2
+ kgk21  1, where kgk1 =
R 1
0
jg(t)j dt.
Theorem 7.2. Let conditions (h1)0 (h3)0 hold. Then problem (??) has a solution.
Proof. Let H1 =W
1;2(
) and E1 = L
2(
). From (h1)0   (h2)0 it follows that
jfi(t; z1; z2)j  jfi(t; 0; 0)j+Ni1jz1j+Ni2jz2j;
for all (t; z1; z2) 2 [0; 1] R R and i = 1; 2.
For each t 2 [0; 1] set x(t) = u(t; ) and y(t) = v(t; ). Then we can reduce (??) to
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the following problem8>>>><>>>>:
x0(t) = f1(t; x(t); y(t)); for a.e. t 2 [0; 1];
y0(t) = f2(t; x(t); y(t)); for a.e. t 2 [0; 1];
x(0) =M1x;
y(0) =M2y;
(7.4)
where fi : [0; 1]H1 H1 ! H1 (i = 1; 2) are dened as
f1(t; w1; w2)() =  a
Z


w1() d   bw1() + f1
 
t; w1(); w2()

;
f2(t; w1; w2)() =  cw2() + f2
 
t; w1(); w2()

;
and M1;M2 : C(I;H1)! H1 are given by
M1x =
mX
j=1
jx(ti); M2y =
Z 1
0
g(t)y(t) dt:
It is clear that M1 and M2 are linear bounded maps with kM1k2 + kM2k2  1.
Notice that for every (t; ) 2 (0; 1) 

Df1(t; w1; w2)()
D
=  bDw1() + @f1(t; w1(); w2())
@z1
Dw1()
+
@f1(t; w1(); w2())
@z2
Dw2();
and
Df2(t; w1; w2)()
D
=  cDw2() + @f2(t; w1(); w2())
@z1
Dw1()
+
@f2(t; w1(); w2())
@z2
Dw2();
From (h1)0 it follows that the maps f1 and f2 are well-dened.
Let H = H1 H1, E = E1  E1 and dene the maps
f : [0; 1]H ! H;
f(t; w) =
 
f1(t; w1; w2); f2(t; w1; w2)

; w = (w1; w2) 2 H;
and
M : C(I;H)! H; Mz = (M1x;M2y);
for all z = (x; y) 2 C(I;H); x; y 2 C(I;H1).
Following the lines of the proof of Theorem ??, we obtain that the maps f1 and f2
satisfy conditions (h1)  (h3).
Now for w = (w1; w2) 2 H and for t 2 [0; 1] we have

w; f(t; w)

H
=


w1; f1(t; w1; w2)

H1
+


w2; f2(t; w1; w2)

H1
:
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On the other hand,

w1; f1(t; w1; w2)

H1
=
=  a
Z


w1()d
2
  bkw1k2H1 +
Z


f1
 
t; w1(); w2()

w1() d
+
Z


@f1
 
t; w1(); w2()

@z1
Dw1()2 d
+
Z


@f1
 
t; w1(); w2()

@z2
Dw1()Dw2() d
  bkw1k2H1 +
Z


jw1()j

jf1(t; 0; 0)j+N11jw1()j+N12jw2()j

d
+N11
Z


Dw1()2d +N12 Z


jDw1()Dw2()j d
 ( b+N11)kw1k2H1 + 1
Z


jw1()jd +N12
Z


jw1()j jw2()jd
+N12
Z


jDw1()Dw2()j d
 ( b+N11)kw1k2H1 + 1j
j kw1kH1 +N12kw1kH1kw2kH1 ;
where 1 = max[0;1] jf1(t; 0; 0)j.

w2; f2(t; w1; w2)

H1
=
=  ckw2k2H1 +
Z


f2
 
t; w1(); w2()

w2() d
+
Z


@f2
 
t; w1(); w2()

@z2
Dw2()2d
+
Z


@f2
 
t; w1(); w2()

@z1
Dw1()Dw2() d
  ckw2k2H1 +
Z


jw2()j

jf2(t; 0; 0)j+N21jw1()j+N22jw2()j

d
+N22
Z


Dw2(s)2 d +N21 Z


jDw1()Dw2()j d
 ( c+N22)kw2k2H1 + 2
Z


jw2()jd +N21
Z


jw1()j jw2()jd
+N21
Z


jDw1()Dw2()j d
 ( c+N22)kw2k2H1 + 2j
j kw2kH1 +N21kw1kH1kw2kH1 ;
where 2 = max[0;1] jf2(t; 0; 0)j.
Set
R = min

b N11   N12 +N21
2
; c N22   N12 +N21
2

:
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Then

w; f(t; w)

H
  (b N11)kw1k2H1   (c N22)kw2k
2
H1
+j
j 1kw1kH1 + 2kw2kH1+ (N12 +N21)kw1kH1kw2kH1
  (b N11   N12 +N21
2
)kw1k2H1   (c N22  
N12 +N21
2
)kw2k2H1
+j
j 1kw1kH1 + 2kw2kH1
  R kw1k2H1 + kw2k2H1 + j
j 1kw1kH1 + 2kw2kH1
  Rkwk2H + j
j
q
21 + 
2
2 :kwkH < 0;
provided
kwkH >
j
j
p
21 + 
2
2
R
:
Applying Theorem ?? we obtain the existence of a solution to (??), and so, we
conclude that problem (??) has a solution.
8. Uniqueness results
We now examine the uniqueness of the solutions for the problems seen in the pre-
vious sections. To this aim we need to consider stronger H-regularity assumptions
on the term f; however we are able to weaken the assumption (f1): Precisely, we
introduce the following condition
(f10) (i) f(; x) is measurable for all x 2 H;
(ii) there exists a function  2 L1+[0; T ] such that
kf(t; !1)  f(t; !2)kH  (t)k!1   !2kH
for each !1; !2 2 BH(0; R0) and for a.e. t 2 I; with R0 as in (f4):
Notice that (f10) implies that f is a Caratheodory function; hence it is globally
measurable, i.e. (f1) is satised. The following result deals with problem (1.1)-(1.2).
Theorem 8.1. Let conditions (f10); (f2); (f4) and (M) hold and assume that
kMkekk1 < 1.
Then problem (1.1)-(1.2) admits a unique solution with values in BH(0; R0).
Proof. The existence follows by Theorem ??. Assume by contradiction the exis-
tence of two solutions y1; y2 to problem (??)-(??) in BH(0; R0). We have that
y1(t) =My1 +
Z t
0
f(s; y1(s)) ds;
y2(t) =My2 +
Z t
0
f(s; y2(s)) ds:
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Hence for any t 2 I;
ky1(t)  y2(t)kH =
M(y1   y2) + Z t
0
(f(s; y1(s))  f(s; y2(s))) ds

H

kMkky1   y2kC +
Z t
0
kf(s; y1(s))  f(s; y2(s))kH ds 
kMkky1   y2kC +
Z t
0
(s)ky1(s)  y2(s)kH ds:
Let L = ky1   y2kC ; applying the Gronwall Bellmann inequality we obtain
ky1(t)  y2(t)kH  kMkL

exp
Z t
0
(s) ds

:
Hence
L = sup
0tT
ky1(t)  y2(t)kH  kMkLekk1 < L;
obtaining the contradiction.
Let us consider now the semilienar Problem (??). As in Section ??, we introduce
the function ef(t; x) :=  Ax+ f(t; x); (t; x) 2 [0; T ]H. If f satises (f10)(ii), it is
easy to see that
k ef(t; !1)  ef(t; !2)kH  (kAk+ (t)) k!1   !2kH :
Hence, by Theorem ??, under condition (f10); (f2); (f4); (M) and assuming
kMkekAkT ekk1 < 1; Problem (??) admits a unique solution.
Moreover, under the same hypotheses (f10); (f2); (f4) and (M) it is possible to
prove the existence of a unique solution in BH(0; R0) for Problem (??) too. Indeed,
assume by contradiction the existence of two solutions x1; x2 of Problem (??) in
BH(0; R0). Dene
x1n(t) =
(
x1(t) for t 2 [0; n];
x1(n) for t  n;
and
x2n(t) =
(
x2(t) for t 2 [0; n];
x2(n) for t  n:
Hence, we have that for every n 2 N the functions x1n; x2n are solutions of the
problem (
x0(t) = f(t; x(t)) for a.e. t 2 [0; n];
x(0) = 0:
in BH(0; R0): This is in contradiction with Theorem ??.
October 21, 2015 17:7 WSPC/INSTRUCTION FILE BLMO
An approximation solvability method for nonlocal dierential problems in Hilbert spaces 27
Finally, as in Section ??, let Hi (i = 1; 2) be separable Hilbert spaces which
are compactly embedded in Banach spaces Ei, respectively. Consider the product
spaces H = H1  H2; E = E1  E2 and consider fi : I  H1  H2 ! Hi and
Mi : C(I;Hi)! Hi (i = 1; 2). Assume that
(f100) (i) fi(; x) is measurable for all x 2 H, (i = 1; 2);
(ii) there exist two functions 1; 2 2 L1+[0; T ] such that
kfi(t; !1)  fi(t; !2)kHi  i(t)k!1   !2kH(i = 1; 2);
for each !1; !2 2 BH(0; R0) and for a.e. t 2 I; with R0 as in (f4):
Under the conditions (f100); (h2); (h4); and kMkekk1 < 1, with (t) =p
(1(t))2 + (2(t))2; t 2 I it is easy to prove that the nonlocal b.v.p. associated
to the system of dierential equations (??) has a unique solution.
9. Non-smooth bounding function in a Hilbert space
Let H be a separable Hilbert space which is compactly embedded in a Banach space
E. We consider again problem (??)-(??):(
x0(t) = f(t; x(t)); for a.e. t 2 I;
x(0) =Mx;
where f : I  H ! H satises conditions (f1)   (f3) and M : C(I;H) ! H is a
bounded linear map.
Let U  H be an open subset. A function V : U ! R is said to be Lipschitzian
with constant L > 0 if
jV (x)  V (y)j  Lkx  ykH for all x; y 2 U:
A function V is said to be locally Lipschitzian if for every x 2 U there exists " > 0
such that BH(x; ")  U and the restriction VjBH (x;") is Lipschitzian. It is easy to
see that if V is locally Lipschitzian, then for every x 2 U and for all w 2 H the
following limit
lim inf
h!0 
V (x+ hw)  V (x)
h
exists and is nite.
Denition 9.1. A locally Lipschitzian functional V : H ! R is said to be a bound-
ing function for equation (??), if there exist " > 0 and an open bounded convex
subset K  H such that
(V 1) Vj@K = 0 and V (w)  0 for all w 2 OK" (@K) = K \O"(@K), where O"(@K)
denotes the "  neighborhood of @K in H;
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(V 2) for a.e. t 2 I the relation
lim inf
n!1 sign
 
lim inf
h!0 
V
 
w + hPnf(t; w)
  V (w)
h
!
=  1
holds true for all w 2 OKn" (@Kn), where Kn = K \Hn;
or equivalently,
lim inf
n!1 sign
 
lim inf
h!0 
V
 
w + hPnf(t; w)
  V (w)
h
!
=  1
holds true for all (;w) 2 (0; 1)OKn" (@Kn), where Kn = K \Hn.
Condition (V 2) means that there exists a subsequence of spaces fHnmg such
that for all nm the relation
lim inf
h!0 
V
 
w + hPnmf(t; w)
  V (w)
h
< 0
holds true for all w 2 OKnm" (@Knm).
Notice that if V 2 C1(H;R), i.e. V is continuously dierentiable, then for every
w 2 H the Fretcher derivative rV (w) of V at w can be identied with an element
in H. Hence, for a.e. t 2 I and for every n 2 N:
lim inf
h!0 
V
 
w + hPnf(t; w)
  V (w)
h
=

rV (w); Pnf(t; w)H
for each w 2 OKn" (@Kn).
Therefore, in case V 2 C1(I;H), condition (V 2) can be written as
(V 2)0 there exists a subsequence of spaces fHnmg such that
rV (w); Pnmf(t; w)H < 0 for a.e. t 2 I
and for each w 2 OKnm" (@Knm).
Moreover, if rV is projectively homogeneous, i.e., there exists n0 2 N such that
PnrV (w) = rV (Pnw)
for all n  n0 and all w 2 H, then for every n  n0 we have
rV (w); Pnf(t; w)H = 
PnrV (w); f(t; w)H
=

rV (w); f(t; w)
H
for a.e. t 2 I
and for each w 2 Hn.
Therefore, in case V 2 C1(H;R) and rV is projectively homogeneous, condition
(V 2) can be replaced with the following condition:
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(V 2)00 the relation 
rV (w); f(t; w)
H
< 0 for a.e. t 2 I
holds true for each w 2 OK" (@K).
Notice that a trivial example of projectively homogenous potential rV (w) =
w; w 2 H; was used in Section 4 to obtain our main result.
Since for every bounding function V of equation (??) there exist an open bounded
convex set K and a number " > 0 such that (V 1)  (V 2) are satised, in the sequel
(for short) we will call V a (K; ") bounding function.
The following assertion illustrates the geometric sense of a bounding function.
Lemma 9.1. Let V be a (K; ") bounding function to equation (??). Then there
exists a subsequence of spaces fHnmg such that if the solution operator
Tnm : C(I;Knm) (0; 1)! C(I;Hnm)
of the linearized problem(
x0(t) = Pnmf(t; y(t)); for a.e. t 2 I;
x(0) = PnmMy;
(9.1)
has a xed point xnm , i.e. xnm = Tnm(xnm ; ) for some  2 (0; 1), such that
xnm(0) =2 @Knm , then xnm(t) 2 Knm for all t 2 I.
Proof. From the denition of a bounding function it follows that there exists a
subsequence of spaces fHnmg such that for a.e. t 2 I we have
lim inf
h!0 
V
 
w + hPnmf(t; w)
  V (w)
h
< 0 for each w 2 OKnm" (@Knm)
or equivalently,
lim inf
h!0 
V
 
w + hPnmf(t; w)
  V (w)
h
< 0
for each (;w) 2 (0; 1)OKnm" (@Knm).
Now, assume that the xed point xnm touches the boundary @Knm . Since
xnm(0) =2 @Knm we can choose t0 2 (0; T ] such that xnm(t0) 2 @Knm and
xnm(t) 2 Knm for suciently small t < t0. From the locally Lipschitz prop-
erty of V it follows that there exists  > 0 such that the restriction of V on
BH
 
xnm(t0); 

is Lipschitzian with constant L > 0. We can choose  2 (0; ")
such that xnm(t) 2 BH
 
xnm(t0); 
 \Knm for all t 2 (t0   ; t0). It is easy to see
that the function gnm(t) = V (xnm(t)) is absolutely continuous in t 2 (t0   ; t0),
and so g
0
nm(t) exists for a.e. t 2 (t0   ; t0). Hence,Z t0
t0 
g
0
nm(s)ds = V (xnm(t0))  V (xnm(t0   )) =  V (xnm(t0   ))  0:
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On the other hand, since xnm = Tnm(xnm ; ) we have
x
0
nm(t) = Pnmf(t; xnm(t)); for a.e. t 2 (t0   ; t0):
For a.e. t 2 (t0   ; t0) and for a suciently small h < 0 take
'(h) := xnm(t+ h)  xnm(t)  x
0
nm(t)h
and
(h) :=
V
 
xnm(t) + x
0
nm(t)h+ '(h)
  V  xnm(t) + x0nm(t)h
h
:
According to the Lipschitz property of V and the denition of '(h) we have
j(h)j  Lk'(h)kHjhj ! 0 as h! 0:
Therefore, since
gnm(t+ h)  gnm(t)
h
=
V
 
xnm(t) + x
0
nm(t)h
  V  xnm(t)
h
+(h);
we obtain
lim inf
h!0 
gnm(t+ h)  gnm(t)
h
= lim inf
h!0 
V
 
xnm(t) + x
0
nm(t)h
  V  xnm(t)
h
< 0:
Consequently,
R t0
t0  g
0
nm(s)ds < 0, giving the contradiction.
Assume that the operator M satises the following condition:
(M)0 For every suciently large n 2 N, if xn is a xed point of the solution map
Tn : C(I;Kn) (0; 1)! C(I;Hn) of the linearized problem(
x0(t) = Pnf(t; y(t)) for a.e. t 2 I;
x(0) = PnMy;
then xn(0) =2 @Kn.
Let us consider some sucient conditions that provide condition (M)0.
Proposition 9.1. The operator M satises condition (M)0 if the set K contains
0 and at least one of the following assumptions is fullled.
(i) M(Q)  K, where Q = C(I;K);
(ii) K is an open ball BH(0; r) (for some r > 0) and kMk  1.
Proof. Let assumption (i) holds. Assume that xn = Tn(xn; ) and xn(0) 2 @Kn.
Therefore, PnMxn 2 @Kn. Since Mxn 2 K we have PnMxn 2 Kn. From
the convexity of the set K and the assumption that 0 2 K it follows that
PnMxn = xn(0) 2 Kn, for  2 (0; 1). That is the contradiction.
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Let assumption (ii) hold and assume again that xn = Tn(xn; ) and xn(0) 2
@Kn. Then
r = kxn(0)kH = kPnMxnkH < r;
giving the contradiction.
Theorem 9.1. Let conditions (f1)   (f3) and (M)0 hold. If there exists a
(K; ") bounding function V to equation (??) such that the set K contains 0, then
problem (??)-(??) has a solution with values in K.
Proof. Set Q = C(I;K) and
Q(nm) = Q \ C(I;Hnm) =

x 2 C(I;Hnm) : x(t) 2 Knm ; 8t 2 I
	
;
where fHnmg is the subsequence of spaces from Lemma ??.
Consider the map Tnm : Q(nm)  [0; 1]! C(I;Hnm), where Tnm(y; ) is the unique
solution of the linearized problem(
x0(t) = Pnmf(t; y(t)) for a.e. t 2 I;
x(0) = PnmMy:
Reasoning as in Step 2 of the proof of Theorem ??, we conclude that the map Tnm
is completely continuous and
Tnm

Q(nm)  f0g

= f0g:
By virtue of Lemma ?? the map Tnm has no xed points on @Q(nm) (0; 1). There-
fore, we again obtain that there exists ynm 2 Q(nm) such that
ynm = Tnm(ynm ; 1):
Analogously to Step 3 in the proof of Theorem ??, we obtain that problem (??)-(??)
has a solution whose values are contained in K.
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