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Interview d'Antoinelle Rouvroy 
par Béatrice Suucr 
CRITIQUE ÉTIIIQUE 
DE L,ALGORITHME 
La « gouvernementalité algorithmique» est un concept 
sur lequel travaille la chercheuse Antoinette RouvrotJ 
depuis plusieurs années. Ses travaux posent la question 
du pouvoir, réel ou supposé, de ce nouveau mode 
de représentation du monde et sur les débats 
éthiques qu'il engage. 
L'approche algorithmique nous donne·t-elle 
accès à une certaine forme d'objectivité'? 
ANTOINETTE ROUVROY: L'approche algo­
rithmique con$tntit des modèles de Ct.imponenw.nts 
qu: ne reposent pas sur des représentations pensées 
c1 priuri, en distinguant les hommes et les femmes par 
exemple. Au contrain:, ù partir d'une quantité massive 
de donnfrs, elle met au jour de nouvelles corrélations. 
En quelque sorte. elle modélise le social � même;: !(; 
social. Cela développe un grand uppétir pour le réel et 
l'idée que l'on peut le décrypter. i\-!ais nous n'avons ici 
que l'app,irencc d'une très grande objectil'ité. En elT<.:t, 
cette méthode sêlcctionnc quund mênH.: les données 
puis opère sur elles des processus tr<:s sophistiqués 
de décontcxtualisations. Ces processus étant masqués, 
cela laisse penser que les Big Data présentent la réalité 
dans son cnscmhk avec une sorte d'cxhausli1·i1é. C'est 
faux et même si elles le faisaicm, le numérisé ne prend 
de lOutc façon pas en compte ce qui n'a pas été clkc� 
tué : les ré1·cs, la pensée qui ne laissent pas de !mecs ... 
Pourtant. il serait légilimc de considérer ces ressources 
pour qui prétend imaginer 1'a1·cnir. 
1 4 6 
Est-ce que vous pensez qu'en voulant prédire. 
la« gouvernementalité algorithmique» 
transforme surtout le présent'! 
A. R. : Ces modèles sont censés nous pcrnH:ttrc d'agir 
par ovunce sur certains comportcmc11Ls qui ne sont 
que potentkl�. lis ne sont que du possible 11011 n:alisé. 
C'est précisément ccue part d'inœrtitudc radicale qui 
devient la cible de cc gou1·crn(êmcnt algorithmique. Pcr· 
sonne ne se sent personnellement visé mais i:cl,1 nous 
l'isc q11and même en façonnant par avance nos champs 
d'action et dt: pensées. Quand les cnvironncmcnls in· 
l'ormatiormcls sélectionnent leurs flux en fonction de 
i:c q·.i'ils envisagrnt comme pertinents pour nous, cela 
façonne notre environnement de manière Îl encadn'.r 
nos champs de perception et d'action. On fait e;:11 sorlc 
qu'une hypothèse, un prob,1blc se traduise par une pré· 
sc111.:c immédiate. li devient de plus en pins di!Jicilc de 
vouloir ou rnéme d'envisa!(er quelque chose qui n'aurait 
pas d2jii été prévu pour nous. 
Les professionnels du marketing 
d o ive nt p r e n d r e c o n s c i e n ce d e .s e n j e u x 
très collectifs auxquels ils participent 
Est-ce que nous pouvons échapper 
à ces dispositifs '! 
A. R. : L'homme échappe toujours et la vie même est 
récalcitrnntc à toute forme d'organisation excessive. 
Je ne crois pas que ces dispositifs nous réduiront à 
l'état de robots télêguidês, mais je pense qu'ils sont 
cxtréml.'.rncnt attractifs pour les gouvernements. lis 
les dispensent de toute une série d'opérations qui sont 
coûteuses en temps et en efforts : l'échange, la négo· 
ciation, la comparution... 
Est·il possible que nos systèmes de valeurs 
soient eux-mêmes bouleversés'! 
A . R . : Oui. C'est la raison pour laquelle il est important 
de savoir cc à quoi nous tenons. li est par exemple tout.à 
fait rationnel économiquement d'exclure d'un système 
d'assurance vie une personne qui subit des violences 
conjugales. Il est 11ossible aujourd'hui de l'identifier 
en observant sa pnrticlpation à certains forums sur 
lesquels elle dcmandcrail de l'aide ... Il serait légitime 
de l'exclure mais sur le plan de la justice cela nous pa· 
rait inacccptnblc, en tout cas en l'état actuel de notre 
contrat soda! en France. Vous voyez ici que les notions 
d'objectivité et de justice ne se recouvrent pas du tout. 
Cc sont des notions tout à fait différentes. C'est préci­
sément cc que méconnaissent les da1n : la mansuétude, 
les affects positifs ou négatifs ne sont pas, aujourd'hui, 
traduisibles par une formule algorithmique. 
Je n'ai pas \1!1 point de vue II prf{lri négatif sur ces évo­
lutions. Je pense qu'il y a des contextl'S où clics offrent 
des évolutions posilives. Pour d'autn:s domaines, les 
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choses sont plus inquiétantes. Les utilisations mar·. 
keting peuvent l'être. On parle beaucoup de mettre le 
consommateur au centre. li pourrait être question de le 
rendre plus autonome dans ses intérêts. Mais quand des 
compagnies aériennes détectent les lnremauœs captifs 
pour augmenter leurs prix d'une visite à l'autre, on ne 
peut pas dire que c'est de la personnalisation dans !'in· 
térêt du consommateur. 
Dans le cadre des usages marketing de ces 
techniques, quels conseils donneriez-vous 
aux professionnels qui les utilisent ? 
A. R. : Les professionnels du marketing doivent 
prendre conscience des enjeux très collectifs am:qucls 
ils participent. C'est indispensable aujourd'hui étant 
donnés les pouvoirs qu'ont acquis les rechniques qu'ils 
manipulent. Il faudrait penser à un code de déonto· 
logie comme celui des médecins. Le droil va entrer 
en scène mais on peut anticiper la réglementation en 
réllécbissant à ce qui est acceptable ou non. Il y a tou· 
jours beaucoup d'autres enjeux à considérer que ceux 
du profit maximum. 
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