We prove that all (α-β)-shifts with 0 ≤ α < 1 and β > 2 are saturated, that is, for any invariant measure, the topological entropy of the set of generic points coincides with the metric entropy.
Introduction
Let (X, d) be a compact metric space and f : X → X be a continuous map. For an f -invariant Borel probability measure µ, we denote by G µ the set of points whose asymptotic distributions are equal to µ, i.e.
Here δ y stands for the δ-measure at the point y ∈ X. Then, it is well-known that µ(G µ ) = 1 if ergodic and µ(G µ ) = 0 otherwise. The points in G µ are called generic points of µ.
In multifractal analysis, the 'size' of G µ has been estimated by several means, including the Hausdorff dimension ( [7, 14] ), the entropy ( [5, 11, 16, 19] ) and the topological pressure ( [20, 21] ). In this paper we consider the topological entropy of G µ . The notion of topological entropy for noncompact sets is introduced by Bowen in [1] . By using this definition he proved that if µ is ergodic, then h top (f, G µ ) = h(µ) (1.1)
beyond specification, including all β-shifts. Motivated by above results, in this paper, we investigate the saturatedness for (α-β)-shifts. The (α-β)-shift was introduced by Parry in [13] as a natural, but nontrivial generalization of the β-shift, and its dynamical properties has been studied by many authors ([4, 6, 8, 10, 12, 17] ). Let 0 ≤ α < 1 and β > 1.
The (α-β)-shift Σ + α,β is a subshift consisting of all kneading sequences induced by T α,β (see §2.3 for the precise definition). If α = 0, then Σ + α,β coincides with the β-shift. We remark that the (α-β)-transformation is also called the intermediate β-transformation, or the linear mod 1 transformation. Similarly, the (α-β)-shift is also called the intermediate β-shift.
While the definition of (α-β)-shift is similar to that of β-shift, some of dynamical properties are different. For example, it is known that all β-shifts are topologically mixing, but (α-β)-shift is not transitive for some 1 < β < 2 (see [17] ). Moreover, it is not difficult to see that the saturatedness is failed for certain non-transitive (α-β)-shifts. Hence it is natural to ask which (α-β)-shifts are saturated. In this paper, we prove the saturatedness for (αβ)-shifts under the mild condition "β > 2". Now, we state our main result of this paper.
Theorem A. Let 0 ≤ α < 1, β > 2, Σ + α,β be a (α-β)-shift and σ : Σ + α,β → Σ + α,β be a shift map. Then (Σ + α,β , σ) is saturated. In the proof, we show the entropy density of ergodic measures for (α-β)shifts (Proposition 3.1), which plays a very important role to prove Theorem A. Here the entropy density means that every invariant measure can be approximated by ergodic measures with similar entropies. To show the entropy density, we use the density of periodic measures and Hofbauer's Markov Diagram. This is a quite new technique, which was first established in Chung and the present author's recent preprint [3] to obtain the large deviation bounds for (α-β)-transformations.
This paper is organized as follows: In §2, we give our definitions, prove several basic lemmas and recall some facts of (α-β)-shifts. We give a proof of Theorem A in §3.
Preliminaries

2.1.
Topological entropy for non-compact sets. Let (X, d) be a compact metric space and f : X → X be a continuous map. For n ∈ N, x ∈ X and > 0, we set B n (x, ) := y ∈ X : max
In this subsection, we recall the definition of the topological entropy for non-compact set, which was introduced by Bowen in [1] . For s ∈ R, M ∈ N and > 0, we set
where the infimum is taken over all Γ := {B n i (x i , )} which is a finite or countable cover of Z. Then we can easily see that the following critical value exists:
and call this the topological entropy of Z. Then it is easy to see that
Symbolic dynamics. Let
A be an at most countable set and A N (resp. A Z ) be the set of all one-sided (resp. two-sided) infinite sequences on the alphabet A endowed with the product topology of the discrete topology on A. The shift map on A N is σ : ω 1 ω 2 · · · → ω 2 ω 3 · · · and the shift map on A Z is defined analogously. A one-sided (resp. two-sided) subshift is a closed σ-invariant set Σ ⊂ A N (resp. Σ ⊂ A Z ). Let Σ be a subshift. The language of Σ, denoted by L(Σ) is defined by
Here [w] := {x ∈ Σ :
For a subshift Σ, we denote by M(Σ) the set of all Borel probability measure on Σ endowed with the weak * -topology. We also denote by Let M = (M i,j ) (i,j)∈A 2 be a matrix of zeros and ones. A (two-sided) countable Markov shift Σ M ⊂ A Z generated by the transition matrix M is defined by
Very recently, Takahasi [18] proved the entropy density of ergodic measures for transitive countable Markov shift as follows:
Then for any > 0 and any neighborhood U ⊂ M(Σ M ) of µ, we can find a finite set F ⊂ A and an ergodic measure
In this subsection, we give the definition of (α-β)-shifts. In the rest of this paper, we always assume the assumption of Theorem A, i.e. 0 ≤ α < 1 and β > 2. Let T α,β : [0, 1) → [0, 1) be an (α-β)-transformation defined by (1.2). We set
where k denotes the smallest integer, which is not less than α + β. We set X := ∞ n=0 T −n k j=1 I j . For x ∈ X, we define a kneading sequence It(x) ∈ {1, . . . , k} N under T α,β by
An Clearly, Σ + α,β is a subshift. We also define a two-sided (α-β)-shift Σ α,β by Σ α,β := {x ∈ {1, . . . , k} Z : x i x i+1 · · · ∈ Σ + α,β , i ∈ Z}. We say that µ ∈ M σ (Σ α,β ) is a periodic measure if there exist x ∈ Σ α,β and n ∈ N such that σ n (x) = x and µ = 1 n n−1 j=0 δ σ j (x) . We denote by M p σ (Σ α,β ) the set of all periodic measures on Σ α,β . As we said in the end of §1, we use the density of periodic measures for (α-β)-shifts, which is essentially proved by Hofbauer in [10] . , . . . , [k]}. If D n is defined for n ≥ 0, then we set D n+1 := D n ∪ {C : there exists D ∈ D n so that C is a successor of D}.
We note that D n is a finite set for each n since the number of successors of D is at most k by the definition. Finally, we set
We insert an arrow from every D ∈ D to all its successors. We write D → C if C is a successor of D. We call the countable oriented graph (D, →) the Hofbauer's Markov Diagram. Let C ⊂ D. We say that a sequence C 1 · · · C n is a finite path in C if C 1 , . . . , C n ∈ C and C i → C i+1 for 1 ≤ i ≤ n − 1. A two-sided infinite path in C is defined analogously. We denote by X (C) the set of all two-sided infinite paths in C. C is said to be irreducible if for any C, D ∈ C, there is a finite path C 1 C 2 · · · C n in C with C 1 = C and C n = D. Note that X (C) is a countable two-sided Markov shift for any subset C ⊂ D.
Since β > 2, we can easily see that D = D α,β is irreducible. Hence, we have the following lemma: The irreducibility of D also implies the following:
Lemma 2.5. Let F, F ⊂ D be two finite subsets. Then there is an integer t = t(F, F ) ≥ 1 such that for any C ∈ F and D ∈ F , we can find a finite path C 0 C 1 · · · C t C t+1 in D such that C 0 = C and C t+1 = D.
Proof. For C ∈ F and D ∈ F , we set t 1 (C) := min{n ≥ 1 : C 1 · · · C n is a finite path in D with C 1 = C and C n = [2]},
Then, we define t(F, F ) := max{t 1 (C) + t 2 (D) : C ∈ F, D ∈ F }, which is finite since F and F are finite. Take any C ∈ F and D ∈ F . For the notational simplicity, we set t := t(F, F ), t 1 := t 1 (C) and t 2 := t 2 (D). By the definition of t 1 , there exists a finite path C 0 C 1 · · · C t 1 −1 in D such that C 0 = C and C t 1 −1 = [2] . Similarly, we can find a finite path C t−t 2 +2 · · · C t+1 in D such that C t−t 2 +2 = [2] and C t+1 = D. For t 1 ≤ j ≤ t − t 2 + 1, we set C j := [2] . Since β > 2, it is clear that [2] → [2] . Hence C 0 · · · C t+1 is a finite path in D, which proves the lemma.
It is known that there is a deep connection between two subshifts (X (D), σ) and (Σ α,β , σ). To explain this connection, we define Ψ : X (D) → {1, . . . , k} Z as follows. For each D ∈ D, we can find a unique 1 ≤ i ≤ k so that D ⊂ [i] holds. Hence, we can define
The following lemma, which is important to show Theorem A is proved by Hofbauer in [9] (see also [2, Appendix] ). 
Proof of Theorem A
In this section, we give a proof of Theorem A. Take an arbitrary µ ∈ M σ (Σ + α,β ). Without loss of generality we may assume h(µ) > 0. We begin with the following proposition: Proposition 3.1. For any > 0 and any neighborhood U of µ in M(Σ α,β ), there exist a finite set F ⊂ D and an ergodic measure ρ ∈ M e σ (π(Ψ(X (F)))) such that ρ ∈ U and |h(µ) − h(ρ)| ≤ . Here π : Σ α,β → Σ + α,β ; (x i ) i∈Z → (x i ) i∈N be a canonical projection and Ψ : X (D) → {1, . . . , k} Z is as in §2.
Proof. First, we define two maps π * : M σ (Σ α,β ) → M σ (Σ + α,β ) and Ψ * : M σ (X (D)) → M σ (Σ α,β ) by π * (µ − ) := µ − • π −1 and Ψ * (μ) :=μ • Ψ −1 . Then it is well-known that π * is a homeomorphism and h(µ − ) = h(π * (µ − )) for any µ − ∈ M σ (Σ α,β ). Moreover, it follows from Lemma 2.6 that Ψ * is continuous, and the restriction map Ψ * : We set µ − := π −1 * (µ) ∈ π −1 * (U). Then we can find 0 ≤ a ≤ 1,
We note that h(µ − 2 ) = 0 by Lemma 2.6. By Lemma 2.3, we can find
which also implies that ν − (Σ α,β \ N ) = 1. Therefore, we can defineν := Ψ −1 * (ν − ). Then we haveν ∈ U , where we set U := Ψ −1 * ((π * ) −1 (U)), which is open since π * • Ψ * is continuous. Note thatν is supported on X (D) and X (D) is a transitive two-sided Markov shift by Lemma 2.4. Thus, it follows from Lemma 2.2 that we can find a finite set F ⊂ D and an ergodic measurẽ ρ ∈ U supported on X (F) such that |h(ν) − h(ρ)| ≤ . Without loss of generality, we may assume that h(ρ) > 0, which implies thatρ(Ñ ) = 0. We define an ergodic measure ρ on Σ + α,β by ρ := π * (Φ * (ρ)). Clearly, we have ρ ∈ M e σ (π(Ψ(X (F)))) ∩ U. Moreover, sinceρ ∈ M σ (M(X (D) \Ñ )), we have h(ρ) = h(ρ). Hence we have |h(µ) − h(ρ)| ≤ , which proves the proposition.
Let > 0 and choose a strictly decreasing sequence { k } k≥1 of positive real numbers so that k → 0 and 1 ≤ . Take a compatible metric D on M(Σ + α,β ) so that D(ν, ν ) ≤ 1 holds for any ν, ν ∈ M(Σ + α,β ). Then it follows from Proposition 3.1 that for any k ≥ 1, we can find a finite F k ⊂ D and µ k ∈ M e σ (π(Ψ(X (F k )))) such that D(µ, µ k ) ≤ k and h(µ) − ≤ h(µ k ). We set X k := π(Ψ(X (F k ))). Since µ k is an ergodic measure on X k , it follows from [15, Propositions 2.1 and 4.1] that we can find l k ∈ N so that
Here t(F, F ) is as in Lemma 2.5. For the notational simplicity, we set
We also choose sequence {L k } such that Then by the definition, we can easily to see the following properties:
• lim k→∞ n 1 + · · · n k n 1 + · · · n k−1 = 1.
• lim j→∞ n 1 + · · · + n m j n 1 + · · · + n m j+1 = 0, where we set m j := L 1 + · · · + L j .
• For any k ≥ 1, w ∈ Γ k , and x ∈ [w], we have D   µ,
• For any k ≥ 1, we have #Γ k ≥ exp{n k ( 1 1+ (h(µ) − 2 ))}.
• For any (
is a non-empty closed set. Moreover, we can write G = G(w 1 w 2 · · · ) : (w 1 w 2 · · · ) ∈ ∞ k=1 Γ k .
These properties enable us to show G ⊂ G µ and h top (σ, G) ≥ 1 1+ (h(µ) − 2 ) in a similar way to the proof of [16, Lemma 5.1]. These together with Lemma 2.1 imply Theorem A.
