The problem of controlling fast, unstable, and nonminimum-phase systems is considered. With standard predictive control, the time required for optimization is typically larger than the sampling interval that is needed for stabilization of the fast dynamics. On the other hand, due to the nonminimum-phase behavior, control based on input-output feedback linearisation leads to unstable internal dynamics. In this paper, a cascade structure is proposed, with control based on input-output feedback linearisat ion forming the inner loop and predictive control the outer loop. Assuming high-gain feedback for the inner loop, a stability analysis of the global scheme is provided based on singular perturbation theory. The approach is illustrated via the simulation of an inverted pendulum system.
Introduction
Predictive control is an effective approach for tackling problems with constraints and nonlinear dynamics, especially when the analytical computation of the control law is difficult [8, 121. This methodology is widely used in the process industry, where system dynamics are sufficiently slow to permit its implementation [Ill.
In contrast, applications to fast systems are rather limited since it is often not possible to complete the optimization within one sampling interval, the duration of which is limited by Nyquist's sampling theorem. When the fast dynamics are stable, the violation of the sampling limit leads t o degradation in performance. However, when the fast dynamics are unstable, the system cannot even be stabilized without respecting this limit.
The idea often used in the literature for the predictive control of fast unstable systems is to first design a pre-compensator that eliminates fast and unstable dynamics [8, 131 . Predictive control is then applied to the pre-stabilized system. In this paper, input-output 0-7803-7298-0102/$17.00 0 2002 AACC 4764 feedback linearization is proposed as a systematic way of designing a pre-stabilizer. This idea has been used in [lo] with emphasis on input constraints. However therein, the issue of internal dynamics (that can be unstable) is not addressed.
To highlight the issue of internal dynamics, the control of nonminimum-phase systems is considered. For such systems, input-output feedback linearization leads to internal dynamics that are unstable [3] . Thus, in the control of fast unstable and nonminimum-phase systems, the two aspects of fast unstable dynamics and nonminimum-phase behavior prevent the application of standard predictive control and input-output feedback linearization, respectively. It will be shown in this paper that, though each of the methods cannot independently handle the class of systems considered, a combination of the two can be used satisfactorily.
A cascade structure involving feedback linearization and the stabilization of internal dynamics has been considered in [2] . However, no systematic procedure for stabilization is provided therein. In this paper, predictive control is used for that purpose.
Another contribution is the stability proof based on singular perturbation theory, for the application of which a time-scale separation is artificially introduced using high-gain controllers for the linearized part.
The paper is organized as follows: Section 2 introduces basic concepts and notations in the fields of predictive control, singular perturbation, and feedback linearization. Section 3 develops the proposed cascade control scheme, while the stability analysis is in Section 4. Section 5 uses the example of an inverted pendulum on a cart to illustrate the proposed method, and Section 6 concludes the paper.
Preliminaries

Predictive Control
The attention in this paper is restricted to single-input single-output systems. Consider the nonlinear affinein-input system represented by:
where z E Rn are the states, U E R the input, xo the initial conditions, and f and g the functions describing the system dynamics. Assume that x = 0, U = 0 is an equilibrium point with f (0) = 0.
In predictive control, the control action is obtained by solving, at the time instant t, a finite horizon open-loop optimal control problem: 
Singularly-perturbed Systems
Consider a system that exhibits two-time-scale behavior, i.e., it has slow and fast dynamics, as given in:
where E > 0 is a small parameter. As E 0, the dynamics of act quickly, thus leading to a time-scale separation, with 9 and E representing the slow and fast states, respectively. Such a separation can either represent the physics of the system or can be artificially created by the use of high-gain controllers. As E + 0 , c can be approximated by its quasi-steady state solution, f =
(~,
So, the reduced (slow) system is given by:
Note that the reduced system (5) is not necessarily affine-in-input. One of the main results from singular perturbation theory, which will be used in this paper, is presented next:
Theorem 1 (Theorem 9.3 [ 5 ] ) Assume that the following conditions are satisfied:
The origin is an equilibrium point for (3)- (4) . (4) is exponentially stable for all q. The origin of the reduced sub-system (5) is exponentially stable.
Then, there exists E* > 0 such that, for all E < E*, the origin of (3)- (4) 
Input-output Feedback Linearisation
Consider the output
system (1). The relative degree,< r , is the number of times the output has to be differentiated with respect to time before the input appears. If r < n, then system (1)
can be feedback linearized into Byrnes-Isidori normal form 1.
2.
3
[3] using the following steps:
Apply a state feedback law that compensates the nonlinearities in the input-output behavior:
where
Use the nonlinear transformation t = T ( x ) , t = [y y . . . y ( r -l ) qTIT, with 7 E R"-', to express the system (1) as:
Here, the notation 77 is used for the states corresponding to the internal dynamics. In (3), 77 was used for the slow states. The reason for using the same notation is that, as will be shown later, the internal dynamics are in fact slow. Note that the above transformation decouples the input-output behavior from the internal dynamics, i.e., 7 has no effect on y.
Combining Feedback Linearisation and Predictive Control
Cascade Control Scheme
Since for fast unstable systems, the time taken for the optimization (2) is typically larger than the sampling interval, the goal is to transform the problem so that predictive control can be done at a lower rate. Towards this end, the following procedure is proposed ( Figure 1 ):
Predictive Control:
If the internal dynamics 6 = g(7, y r e f ) is stabilizable using y r e f , then the p r e dictive control problem that determines the sta- (8) . Note that, by choosing a sufficiently large gain for the inner loop, a two-timescale behavior is artificially c r e ated. This time-scale separation normally follows the physics of the system. If the physics of the system are not respected, the assumption on the stabilizability of the internal dynamics using yref cannot be verified.
Dealing with Fast Zeros
The aforementioned procedure is useful only when (15) can be solved at a much lower rate compared t o (2). This means that the internal dynamics should be slower than the original dynamics. Since the context is a nonlinear one, the discussion regarding zeros and poles in the sequel is always for the linearized approximation. In fact, the 'poles of the internal dynamics correspond to the zeros of the original dynamics. Thus, this procedure is beneficial only when the original system has slow zeros.
Fast zeros can often be neglected without affecting the performance [l, 91. Thus, it is proposed to eliminate the fast zeros and thereby deal only with a system that has slow zeros. As shown in 191, elimination of fast zeros imposes a lower bound on E (or upper bounds on the gains of the inner loop).
A way t o eliminate fast zeros is t o use the pseudorelative degree T* = n-m* in ( 6 ) , instead of the relative degree r = n -m, where m is the number of zeros of the system and m* the number of slow zeros that have to be retained. Thus, 7 is of dimension m*, and the internal dynamics contain only the slow zeros. Then, the proposed methodology can be applied effectively.
Stability Analysis
The stability of the cascade scheme is discussed in this section. The key idea is the same as with singularly perturbed systems. If both the fast and the slow subsystems are exponentially stable, then the combination is also exponentially stable. The following logic will be used in this section: (i) First, exponential stability of the linearized system with highgain controller is established; (ii) Next, exponential stability of the predictive control scheme is addressed; (iii) Then, these two pieces are combined together to provide a proof of stability for the cascade system. 
Proposition 1
Theorem 3 For system (l), consider a controller
where yr,f is obtained by solving the optzmization problem (15) and the input U is computed using (6) and (8) .
If P , Q, and R of (15) are positive definite and satisfy 
Proof: The following observations can be made:
The origin (< = 0, q = 0, yref = 0 ) is an equilibrium point for the subsystems (12)-(13) and (14) .
The set of equations resulting from the quasisteady state assumption ( E = 0 in equations (12)-(13)) has a unique solution , $ = [yref 0 . . . 0IT.
Q and its partial derivatives up to order 2 are bounded for ( in the neighborhood of <.
From Proposition 1, the origin of the subsystem (12)-(13) is exponentially stable V q . From Proposition 2, the origin of the reduced s u b system (14) is exponentially stable.
Since all hypotheses of Theorem 1 are satisfied, it can be concluded that there exists E* > 0 such that, for all E < E * , the origin of (1) is exponentially stable.
Example: Inverted Pendulum on a Cart
Model
The model of the inverted pendulum on a cart can be found in many references (e.g. [7] ) and is given by: .. m p g sin e -p cos e(u + pUe2 sin e) 
Cascade Control
Considering 0 as the output, the two steps mentioned in Section 3 are followed: with which the dynamic system becomes:
The high-gain feedback is given by:
The quasi-steady state assumption leads to 0 = eref, 8 = 0 = v = 0, and thus:
. .. 
0 B, , f (p, p ) that stabilizes the internal dynamics (29) is computed by solving the optimization problem:
Remark: If p , instead of 8 , is considered as the output, the reduced internal dynamics is: 8 = 9 sine. Due to the absence of p,,, in the internal dynamics, the cascade scheme cannot be applied. This can also be interpreted physically as follows: The dynamics of the pendulum are much faster than those of the cart, while the cascade scheme with p as the output tries to impose the contrary.
Simulation Results
The standard predictive control scheme is compared with the cascade scheme. For the standard predictive control (2), the parameters R = 100, Q = 1, 1 "' 3'22 1, a n d T = 3 s . As P = 3.22 9.37
befor;, P is :omputed by solving i n algebraic Ricatti equation. Here, 6 is chosen from an implementation perspective, 6 = 1 s.
The simulation results for the standard and cascade schemes are presented in Figure 2 . The system responses for the two schemes are quite similar. In the cascade scheme, the reference angle is adjusted every second so as to bring the cart back to the origin. The pendulum dynamics are much faster and follow the changes in its reference as can be seen in Figure 3 .
An important point to note is that the reoptimization frequency of the cascade scheme (once every second) is much smaller than that of the standard scheme (100 times per second). Despite this large difference in reoptimization frequency, similar performance can be o b tained clue to the feedback provided by the inner loop. The reoptimization frequency can be reduced even further, if a larger excursion and a slower cart response are acceptable. The main advantage of the proposed approach is the reduction in reoptimization frequency and thus in the computational requirements.
Though for the sake of comparison, Ricatti equations were solved t o compute the P matrices in both schemes, it is much easier to hand tune P for the cascade scheme than for the standard one. This can be partly attributed to the decoupling of the pendulum dynamics from that of the cart in the cascade scheme. 
Conclusion
This paper has presented a cascade scheme that combines input-output feedback linearization and predictive control. From a feedback linearization point of view, this scheme proposes an elegant way of handling the issue of unstable internal dynamics. From a predictive control point of view, the reoptimization frequency can be considerably reduced, thereby making its implementation much easier. A stability analysis of the cascade scheme has been provided based on singular perturbation theory. The results obtained in the simulation of an inverted pendulum on a cart are promising.
Neglecting the fast zeros imposes upper bounds on the feedback gains of the inner loop. On the other hand, lower bounds on the same feedback gains are called for by the singular perturbation theory. Whether a feasible region of gains exist depends on the requirements regarding the reoptimization frequency.
