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Introduction
In the competing risks model, a group of individuals (units) is subject to the simultaneous operation of a set of competing risks which cause death (failure). It is assumed that each individual can die from any one of the causes and that there are corresponding lifetime random variables attached to him/her at birth. This model has been widely studied in the (bio)statistical, medical, actuarial and demographic literature, under the assumption of independence of the corresponding lifetimes. Important contributions to the subject, to mention only a few, are the books by Pintilie (2006) , Kalbfleisch and Prentice (2002) , Crowder (2001) , Lawless (2003) , Bowers et al. (1997) and Elandt-Johnson and Johnson (1980) , the recent overview by Lindqvist (2007) and papers by Solari et al. (2008) , Salinas-Torres et al. (2002) and Bryant and Dignam (2004) , where various aspects and problems related to the competing risks model such as statistical methods for estimating (sub-) survival functions, marginal survival functions and related inference are considered.
A considerable amount of work has been devoted to the competing risks model and its application in economics, reliability, medicine and actuarial science, under the assumption of dependence of the competing risks lifetimes.
Important early contribution in this strand of literature are the papers by Elandt-Johnson (1976) , and also by Yashin et al. (1986) who consider conditional independence of the times to death, given an assumed stochastic covariate process. Tsiatis (1975) shows that it is impossible to identify the dependence structure underlying the (dependent) joint distribution of the competing risks failure times and their (marginal) distributions, based on observed data. This is the well-known, unresolvable problem of identifiability. It has been overcome in more recent work by simply assuming that the dependence structure is known. With this approach, Zheng and Klein (1995) propose the so called copula-graphic estimator of the marginal distributions for dependent competing risks, assuming dependence is represented by a known copula with known parameters. Recently, under the similar assumption of a completely specified underlying copula, Chen (2010) develops a non-parametric maximum likelihood estimation of the marginal semiparametric transformation models. Lo and Wilke (2010) apply a risk pooling approach combined with the two-dimensional copula-graphic estimator of Zheng and Klein (1995) in order to estimate the marginal survival functions in a multivariate dependent competing risks model with an assumed Archimedean copula. They test their model on unemployment duration data. EM-based estimation of sub-distribution functions under the assumption that some of the competing causes are masked, has been considered by Craiu and Reiser (2006) . Bounds in a dependent competing risks models with interval outcome data have been derived by Honoré and Lleras-Muney (2006) , who apply their model in estimating changes in cancer and cardiovascular mortality in USA. Recently, Lindqvist and Skogsrud (2009) has focused at modelling dependent competing risks in reliability, by considering first passage times of Wiener processes. A useful survey of statistical methods for dependent competing risks is provided by Moeschberger and Klein (1995) .
The dependent competing risks model of human mortality, under the assumption of a (known) underlying copula function, has been considered by Carriere (1994 Carriere ( , 1995 and Escarela and Carriere (2003) and more recently by Kaishev et al. (2007) . Carriere (1994) and Escarela and Carriere (2003) have modelled dependence between two failure times by a two dimensional copula. In Escarela and Carriere (2003) , the bi-variate Frank copula was fitted to a prostate cancer data set. Carriere (1994) was the first to use a bi-variate Gaussian copula in order to model the effect of complete removal of one of two competing causes of death on human mortality. However, the mortality data used by Carriere (1994) was not complete with respect to older ages and therefore, it was not possible to calculate such important survival characteristics as expected lifetimes and draw relevant conclusions.
This deficiency has been overcome in the paper by Kaishev et al. (2007) who close the life table by applying a method of spline extrapolation up to a limiting age 120. They have extended further the work of Carriere (1994) , considering a multidimensional copula model for the joint distribution of the lifetimes. The model has been tested on the example of up to four competing causes of death, (cancer, heart diseases, respiratory diseases and other causes grouped together), based on the US general population cause specific mortality data set, provided by the National Center for Health Statistics, NCHS (1999) . Several alternative four dimensional copula models underlying the joint distribution of the life times have been explored: the Gaussian copula, the Student t-copula, the Frank copula and the Plackett copula.
The impact of removal of one, two or three of the competing causes of death on the overall survival function and the life expectancy, which have utmost importance in medical, biostatistical and actuarial applications, has been studied.
In the paper by Kaishev et al. (2007) , as well as in the earlier paper by Carriere (1994) , it has been assumed that deaths by a cause are removed by simply ignoring that cause, i.e., by omitting the corresponding lifetime random variable from the vector of lifetimes considered. For this reason, removal of a cause of death under this definition, can be described more precisely as ignoring the cause. However, as pointed out by Kaishev et al. (2007) and also earlier, by Elandt-Johnson (1976) , an alternative definition of removal of a certain cause may be given by considering the limiting distribution of the vector of lifetimes, given that the lifetime with respect to the removed cause tends to infinity, or more realistically to the limiting age.
In other words, under this definition, it is assumed that deaths from the removed cause would not occur and all individuals would survive an infinitely long time (in reality up to the limiting age) with respect to that cause. In what follows, we will call this type of removal of deaths from a particular cause, elimination of that cause. As pointed out by Kaishev et al. (2007) , this alternative definition is more intuitive and easy to interpret, but leads to more complex expressions for the limiting survival distribution, under the assumption that dependence is modelled by a suitable copula.
The purpose of this paper is to explore the two alternative definitions of ignoring a cause and eliminating that cause, within the multivariate copula dependent competing risks model. We compare and contrast the two definitions, based on UK cause specific mortality data for year 2007, provided by the Office for National Statistics, ONS (2008) , which includes deaths from cancer, heart disease, respiratory diseases and all other causes grouped together. We show that the choice of definition of cause removal has a significant effect on the overall survival function and the life expectancy at birth and at age 65, in the cases where one, two or three of the competing causes of death are simultaneously removed. It is demonstrated that the eliminating definition is easier and more intuitive to interpret and does not necessarily require the use of comprehensive copulas and also that the complexity related to its implementation can be overcome without difficulty. Therefore, an important conclusion of the current work is that the eliminating defi-nition is preferable for practical use compared to the ignoring definition, studied earlier in the papers by Carriere (1994) and Kaishev et al. (2007) .
A second purpose of the paper is to demonstrate that, given a known copula, the approach of estimating the net survival functions by solving a system of differential equations, first considered by Carriere (1994) in the two dimensional case, and later extended by Kaishev et al. (2007) to the multivariate case, is numerically accurate and viable. Recently, this has been questioned by Lo and Wilke (2010) who have instead used the copula-graphic estimator of Zheng and Klein (1995) to estimate the net survival functions in the special case of (exchangeable) multivariate Archimedean copulas. It can be argued that in practice it is restrictive to assume symmetry in the dependence structure of competing risks failure times. Contrary to this, our approach is general and allows to incorporate any copula model for the competing-risk failure times distribution.
The paper is organized as follows. In section 2, we introduce the dependent competing risks model under the assumption that dependence between the competing risks lifetimes is modelled by a suitable copula function. We summarize the methodology for obtaining net survival functions, given estimates of the crude survival functions, considered earlier by Carriere (1994) and Kaishev et al. (2007) . In section 3, we give two alternative definitions of removal of a cause of death, ignoring and eliminating and provide expressions for the overall survival functions when one or more causes are removed.
In section 4, we implement the definitions numerically and compare the effect they have on the overall survival and on the life expectancy. Section 5 provides some conclusions and comments.
The dependent competing risks model
As pointed out by a number of authors, see e.g., Hooker and Longley-Cook (1957) , Carriere (1994) , Kalbfleisch and Prentice (2002) , Valdez (2001) , Fukumoto (2005) , Lindqvist (2007) , Lindqvist and Skogsrud (2009) , risks in many real life applications tend to be dependent. In particular, as established in studying disease interactions (see e.g., Kaput et al. 1994 , Weir 2005 , Lobo 2008 ), diseases may be jointly caused by the interaction of particular genes. For example, as pointed out by Kaput et al. (1994) , high levels of dietary fat, regulated and characterized by certain genes, jointly enhance the severity of certain cancers, obesity and cardiovascular diseases. Therefore, successful treatment of obesity, may lead to considerable reduction in the number of deaths from certain types of cancer and atherosclerosis. Weir (2005) has studied the interaction between cardiovascular disease (CVD) and chronic kidney disease (CKD) in patients with CKD and has explained the increased risk for CVD in patients with CKD. The paper by Lobo (2008) is devoted to understanding epistatic interactions between genes as the key to understanding complex diseases, such as Alzheimer's disease, diabetes, cardiovascular disease, and cancer. These and other studies in the medical literature suggest that, by reducing (or completely removing) deaths from one disease, it is possible to significantly improve mortality rates from the related (interacting) disease. In terms of lifetimes, this means that the lifetimes of interacting diseases are related (mutually dependent), and this dependence, which characterizes the overall survival from such causes, can be represented and studied under the copula-dependent competing risks model considered in this section.
The copula-dependent competing risks model of human mortality has recently been considered by Kaishev et al. (2007) where a detailed account of its properties, model assumptions and parameter estimation can be found. independent, whereas here we will be interested in their (dependent) joint survival distribution function
which is assumed absolutely continuous and where
In what follows, we will also need the marginal survival functions S ′ (j) (t) = 
The overall survival of an individual, under the dependent competing risks model assumptions, is defined by the random variable T = min (T 1 , . . . , T m ), and we will be interested in modelling the overall survival function,
where t ≥ 0. In order to do so, one can apply the celebrated theorem of Sklar and express the survival function S (t 1 , . . . , t m ) in terms of the net (marginal) survival functions S ′ (j) (t) and a suitable copula function, Kaishev et al. (2007) .
Having fixed a suitable copula, we can write
from where we can also evaluate the overall survival function
if the net survival functions S ′ (j) (t j ), j = 1, . . . , m were known. In order to find them, we may use the relationship between S ′ (j) (t) and the so called crude survival functions, S (j) (t), j = 1, . . . , m. The crude survival function S (j) (t) is defined as the survival function with respect to the j-th cause of death, due to which death actually occurs, i.e.,
The survival function S (j) (t) is called crude, since it reflects the observed mortality of an individual and hence, may be estimated, from the observed mortality data of a population, as will be illustrated in section 4. In the bio- It is not difficult to see that
since the events min (T 1 , . . . , T m ) = T j , j = 1, . . . , m are mutually exclusive.
This obviously suggests that S (j) (0) < 1, j = 1, . . . , m and the crude survival functions are defective.
As shown by Carriere (1994) , under the assumption of differentiability of C (u 1 , . . . , u m ) with respect to u j ∈ (0, 1) and of S ′ (j) (t j ) with respect to t j > 0, fort > 0, the following system of differential equations relates the crude and net survival functions
where
It is important to note that (5) is a system of nonlinear, differential equations which may be solved with respect to the net survival functions
, given a suitable copula and estimates of the crude survival functions
The (approximate) numerical solution of (5) has been considered by Carriere (1994) in the two dimensional case, m = 2.
The choice of the copula function, C, the (spline) estimation of S (j) (t), j = 1, . . . , m and the efficient numerical solution of (5) in the multivariate case, m > 2 using Mathematica has been considered by Kaishev et al. (2007) .
The derivatives with respect to time of the crude and net survival functions in (5) are actually the crude and net probability density functions of the r.v.s T 1 , T 2 , . . . , T m . We will denote these densities as f (j) (t) and f ′ (j) (t),
Let us also note that equality (4) can be used as a check on the solution of (5). For this purpose, we can apply (3) to express the overall survival function on the left-hand side of (4) as
where , 0 ≤ t ≤ 120.
Once the net survival functions are obtained, one can use (3) and evaluate the overall survival function which is of major interest in our investigation.
More precisely, we will be interested in studying the effect of removal of a cause of death on the overall survival function, under two alternative definitions of removal, which will be introduced in the next section.
Removal of a cause of death
Our main interest in the paper is to investigate the effect of removing a cause of death, say indexed j, on the overall survival function S(t, . .
. , t).
This effect depends on the definition of removal and, as mentioned in the introduction, one can consider two alternative definitions, either ignore the cause or eliminate it. The two alternatives have been highlighted already in the early paper by Elandt-Johnson (1976) . Under the first approach, deaths arising from the j-th cause are removed by simply ignoring the j-th cause and considering a modified version of the lifetime random variable T , defined as
i.e., considering the marginal distribution
with overall survival function
where t = 0 appears on the j-th position. Similarly, ignoring two causes, say the j-th and the k-th ones, j ̸ = k, would lead to considering the survival (t, . . . , t, 0, t, . . . , t, 0, t, . . . , t) .
Alternatively, the j-th cause of death, may be eliminated by considering the limiting distribution, conditional on T j ↑ ∞, of surviving from all other causes. Under this definition, the overall survival distribution function be-
Similarly, eliminating the j-th and the k-th cause, j ̸ = k, may be defined as considering the survival function
where S ′ (j,k) (t j , t k ), is the marginal survival function with respect to the j-th and the k-th causes. Note that both expressions (7) and (9) directly generalize to the case of removing more than two competing risks.
The elimination definition allows for a more natural interpretation of the dependence between lifetimes and of the elimination of their corresponding causes, as will be illustrated numerically in the next section. To see this, assume that the j-th cause is strongly positively correlated with, say, the k-th cause. In this case, eliminating the j-th cause will mean that an individual is much more likely to survive to a longer time-horizon with respect to the k-th cause and more precisely, under perfect positive correlation, T j ↑ ∞ would lead to T k ↑ ∞, which is intuitive. On the other extreme, if T j and T k are perfectly negatively correlated, if T j ↑ ∞, then T k ↓ 0 which could be described as: elimination of the j-th cause would lead to increased mortality with respect to the k-th cause and hence, to decreased overall survival.
Clearly, this is of little practical relevance since removal of a cause of death usually leads to improvement of the overall survival and for this reason, elimination should be considered only under non-negative correlation. Let us note that this is not the case for the alternative ignoring definition, under which both negative or positive correlations between lifetimes may produce improvements in the overall mortality, and worse mortality is not achievable, as confirmed numerically in section 4 in this paper on the example of the UK cause specific mortality data and also in Kaishev et al. (2007) for US data. Therefore, the requirements with respect to the copula functions are more stringent under the ignoring definition, since in order to cover the whole range, from perfectly negative to perfectly positive correlation, only comprehensive copulas may be used. It is also more difficult to give a meaningful interpretation of ignoring a cause under both negative and positive correlation between competing lifetimes.
It has to be noted that the elimination approach is confronted with the difficulty that the limiting conditional distributions in (8) and (9), may not always exist and if they exist, the evaluation of the overall survival function may in general be more complex. Based on a particular selection of copulas, we show in section 4 that, the numerical complexity added due to the change of definition of elimination may be successfully overcome. Let us also note that, in the case when T 1 , . . . , T m are assumed independent, the two approaches are equivalent (see Elandt-Johnson 1976) .
While the somewhat simpler approach of ignoring a cause has been implemented and explored further in the papers by Carriere (1994) and more recently by Kaishev et al. (2007) , to the best of our knowledge, the alternative approach of eliminating a cause of death has not been implemented and studied previously.
Our major goal in this paper will be to find representations, in terms of a suitable copula, of the survival functions S
. . under the two alternative definitions of removal of a cause of death. This will allow us to quantify and compare the effect of removal of one or more causes, under the two alternative definitions, on life expectancy at birth and at age 65. Applying Sklar's theorem one can express S (−j) ignore (t) as defined in (6), in terms of a copula function as
where the marginal (net) survival function S ′ (j) (t) = Pr (T j > t) due to cause j, are found as solutions to the system of differential equations, (5), following the methodology described in section 2.
Similarly, one can write
Alternatively, under the elimination approach, applying definition (8) the following expression for the overall survival function, given the j-th cause has been eliminated can be written
. . , m are the marginal (net) probability density functions, corresponding to each cause of death and the integral in (12) has dimension m − 1.
Similarly, following (9),
It is easy to see how (11) and (13) generalize directly to the case of eliminating more than two causes, and therefore we will omit the corresponding formulae.
Comparing expressions (10) and (11), with (12) and (13), it can be seen that the latter are more complex and more difficult to evaluate. In order to evaluate (10) and (11), it is sufficient to compute the copula function C whereas, in order to evaluate (12) and (13) eliminate (t), one may consider either simplifying (12) and (13) or finding explicitly the limits in (8) and (9). In general, both approaches are confronted with difficulties. One of them is that the marginal densities, f ′ (i) (t), i = 1, . . . , m, are not in analytic form but are derived from the numerical solution of (5), so direct integration in (12) and (13) is not plausible even for copulas with simpler representation, such as Frank or Plackett copulas. Furthermore, directly finding the limits in (8) and (9) is difficult since, the denominator, S ′ (j) (s) is obtained as a numerical solution of (5), and it tends to zero as s → ∞. However, as is established in section 4, definitions (8) and (9) lead to a more efficient numerical implementation than the more involved integral expressions (12) and (13). The implementation of the competing risks model under both the ignoring and the eliminating definition, is illustrated in the next section 4.
Numerical results
In this section, we apply the methodology described earlier to UK cause specific mortality data for year 2007, published by the ONS (2008), which includes deaths from cancer, heart disease, respiratory diseases and all other causes grouped together. The classification of causes of death is according to the 10th revision of the International Classification of diseases (ICD-10).
For ease of presentation, we consider the two dimensional and the multidimensional competing risk models separately. The numerical implementation of the methodology has been performed using Mathematica 7.
Two causes of death
We consider here the simplest case of only two competing causes of death, one due to cancer (ICD-10 codes C00-D48), and a second one due to all other, non-cancer causes, pooled together. Thus, here m = 2 and we denote by Kaishev et al. (2007) and Buettner (2004) .
The fitted cubic spline survival functions S (c) (t) and S (o) (t), 0 ≤ t ≤ 120
and their densities are given in Fig. 1 . ignore (t) (right panel), assuming a Gaussian copula.
In the remainder of this section, we will compare and analyze the numerical results of survival under the two alternative definitions of removal of a cause of death, the ignoring and the eliminating definitions given by (6) and (8) in section 3.
In the bi-variate case, under the ignoring definition, for fixed ρ, the net survival function, S ′ (o) (t), 0 ≤ t ≤ 120, coincides with the overall survival function, S (−c) ignore (t), 0 ≤ t ≤ 120, when cancer has been removed, i.e.,
Obviously, if cancer is ignored in the bi-variate decrement model, the overall survival will entirely be determined by the only remaining cause of death, that of non-cancer, and vice-versa. Therefore, in order to study the overall survival, when cancer is ignored, we may directly study the non-cancer net survival function S ′ (o) (t) and its corresponding density, f ′ (o) (t), given in the left panel of Fig. 3 . 
ignore (t), 0 ≤ t ≤ 120, (right panel), assuming a Gaussian copula.
As can be seen from the left panel of 
It has to be noted that expression (12) can be used as an alternative to (14), however, its evaluation is much more time consuming and in the case of the Gaussian and t-copulas, for which considerable probability mass is located at the origin, this leads to unstable computations. In contrast, the evaluation of (14) is stable and requires only a few seconds in the case of m = 2, for any of the three copulas selected.
We are interested in assessing the gain in life expectancy due to a cause removal and hence, in what follows we will compare the corresponding values with the life expectancy (81.66 years) in the case when none of the causes has been removed. The life expectancy at birth,
, and at age 65,
65 , when the j-th cause is removed can be expressed as
and as
where the survival function S (−j) (t) is substituted from expressions (10) and (14) for the ignore and eliminate definitions of removal, respectively.
As can be seen from As can be seen from the left panel of Fig. 4 , assuming almost perfect positive correlation and eliminating cancer, i.e. achieving perfect survival with respect to it, naturally leads to perfect survival with respect to the only remaining competing risk (all other causes pooled together), and hence leads to perfect overall survival, given cancer is eliminated. This is clearly illustrated by the curve, S (−c) eliminate (t) for τ = 0.91, which is almost rectangular.
Comparing Fig. 2 and Fig. 4 , and also the columns "Ignore" and "Eliminate" of Table 1 , which summarizes the values of Tables 1-3 . Comparing the curves in Fig. 2 and Fig. 4 , it can be verified that the two definitions are equivalent in the independent case τ = 0, as noted in section 3.
What can also be observed, comparing the survival curves in Fig. 4, 5 and 6 is that the curves corresponding to the Frank and Plackett copulas are relatively much closer to each other then to the curves for the Gaussian copula case. This is consistent also with the numerical results for and eliminating a cause of death, the joint survival function of T c and T o ,
However, since either one of the causes leads to death, and the other lifetime remains latent, probabilistic inference related to the joint distribution of T c and T o is somewhat artificial. Nevertheless, it is instructive and in Fig. 7-9 we have plotted the joint density of T c and T o , in case of the bi-variate Gaussian, Frank and Plackett copulas for Kendall's τ = 0.35. For any bivariate copula, the joint density of T c and T o can be calculated from (2) as There are, of course, some copula specific differences in the joint density functions, as is natural to expect in view of (17). As can be seen from Fig. 8 and 9 , the plots of the joint density of T c and T o are similar for the Frank and Placket cases, and are somewhat different to the density plots in case of the Gaussian copula given in Fig. 7 . The Gaussian copula seems to preserve the peak at the early infant mortality which is inherent from the (empirical) crude survival functions. Another, obvious characteristic of the joint density function for all three copulas is that it has two modes, more strongly expressed in the case of Frank and Placket copulas. Clearly, the choice of copula would be contingent on the availability and access to data, providing information about the interaction between diseases, and medical experts opinion (cf. Section 4.1 in Kaishev et al. (2007) ). 
Multiple causes of death (m = 4)
We now illustrate the extension of the proposed methodology to the multivariate case by considering four competing causes of death, cancer (c),
(ICD-10 codes C00 − D48), heart diseases (h), (ICD-10 codes I00 − I99), respiratory diseases (r), (ICD-10 codes J00 − J99), and other causes (o), 11.
In the left panels of Fig. 12 and Fig. 14 we give the overall survival functions with each one of the three possible diseases individually removed, j ∈ {h, c, r}, under the ignoring and the eliminating definitions of removal, respectively, and compare them to the overall survival function with no disease removed, S(t). As can be seen, the improvement in survival is more significant under the eliminating definition than under the ignoring one. This is confirmed also by comparing the corresponding gains in the life expectancy, summarized in the first three rows of is achieved when heart disease is removed, i.e. j ≡ {h}, and this is true under both the ignoring and eliminating definitions. Under the ignoring definition, the maximum gain in
is achieved if cancer is ignored, i.e., j = c, contrary to the eliminating definition where the maximum gain is attained if heart disease is eliminated. However, ignoring cancer or heart disease produces very similar gains in the life expectancy at birth,
, as can be seen from Table 4 .
As it is also illustrated in Fig. 12 and Fig. 14 , under both definitions the most significant improvement in survival for the age range 40 ≤ t ≤ 85 is achieved if cancer is removed, whereas for 85 ≤ t ≤ 120 the best improvement in survival is due to removal of heart disease. As expected, improvement in survivorship due to the removal of respiratory disease is not as significant.
In the left panels of Fig. 13 and Fig. 15 we give the overall survival functions with all possible pairs of diseases removed, i.e., j ≡ {c, h}, j ≡ {c, r}, j ≡ {h, r}, under the ignoring and the eliminating definitions of removal, respectively and again contrast them to the overall survival functions with no disease removed, S(t). As in the case of removing only one disease at a time, if a pair of diseases is removed, improvement in survival is more significant under the eliminating definition, compared to the ignoring one.
This is confirmed also comparing the corresponding gains in the actuarial functions, summarized in the second three rows of Table 4 . Under the ignoring definition, the maximum gain in is attained if j = hr . However, as can be seen from Table   4 , under the eliminating definition, the gains in We have shown that there are substantial differences in the overall survival functions, given one or more risks are removed, under the two definitions which is also reflected in the values of the life expectancy. An important conclusion derived from this work is that the elimination definition is more appropriate for biostatistical, medical, demographic or actuarial applications, since it suffices to consider only positive dependence among the competing lifetimes and the model results are more intuitive and easily interpretable.
The methodology and results may be applied in: managing longevity risk; setting target levels for mortality rates that will assist with scenario testing and sensitivity analyses in the presence of dependence between causes of death; population forecasting and planning; life insurance business where the financial impact of mortality improvements on life insurance and annuities products may be investigated.
The question of how to estimate the (pairwise) correlations between causes of deaths via their associated lifetimes, requires further research in close collaboration with the medical profession. In this regard, promising directions of research may be to look at estimation, based on the so called Expectation-maximization algorithms, and also quantitative methods for modelling expert's opinion.
Appendix
In order to illustrate the competing risks framework and compare the two cause removal definitions presented in the paper, we need a cause-specific mortality table. Unfortunately, such tables are not directly available for the UK population and so, here we describe how we have constructed a two and a four decrement UK female population data set (FP), using " Table 5 Table 5 and Table 6 .
Based on the crude data presented in Table 5 and Table 6 , we easily obtain the observed values at ages k = 1, 5, 10, . . . , 95, 100 of the crude survival functions S (c) (k) and S (o) (k), see Table 7 , and S (c) (k), S (h) (k), S (r) (k) and S (o) (k), see Table 8 . As mentioned in section 4, cubic spline functions were fitted to these crude survival data and an extrapolation has been performed over the 100-120 age range by setting S (j) (120) = 10 −10 , j ∈ {c, h, r, o}. It has to be noted that the spline functions have been fitted to log S (j) (k) data and than transformed back to the original scale. The latter allows to avoid some unwanted wiggling of the spline curves when fitted directly to S (j) (k) data, as for example the fit becoming negative in the very old ages. In order to obtain the observed values of the crude survival functions presented in Tables 7 and 8 , the following quantities were calculated:
-the multiple-decrement probability that a newborn will die from cause of death j, j ∈ {c, h, r, o}
-the total number of deaths from cause of death j, j ∈ {c, h, r, o}, for all ages from 0 to ∞
The following formula were used to obtain the values of ∞ q Table 5 and Table 6 :
The following formulae were used to calculate the values of k d
0 (k) and S(k) given in Table 7 and Table 8 , based on the values given in Table   5 and Table 6 : -the number of deaths due to cause of death j, j ∈ {c, o}, during the age interval x; l x -the number of living at the beginning of the age interval x; Table 5 . -the number of deaths due to cause of death j, j ∈ {c, o}, from age 0 to age k; S (j) (k)
-observed values at age k of the crude survival function for cause of death j, j ∈ {c, o};
S(k)
-observed values at age k of the overall survival function;
k -exact age in years;
-the number of deaths due to cause of death j, j ∈ {c, h, r, o}, from age 0 to age k; S (j) (k)
-observed values at age k of the crude survival function for cause of death j, j ∈ {c, h, r, o};
