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RANDOM MATRIX-VALUED MULTIPLICATIVE FUNCTIONS AND LINEAR
RECURRENCES IN HILBERT-SCHMIDT NORMS OF RANDOM MATRICES
MAXIM GERSPACH
Abstract. We introduce the notion of a random matrix-valued multiplicative function, general-
izing Rademacher random multiplicative functions to matrices. We provide an asymptotic for the
second moment based on a linear recurrence property for Hilbert-Schmidt norms of sucessive prod-
ucts of random matrices. Moreover, we provide upper bounds for the higher even moments related
to the generalized joint spectral radius.
1. Introduction
A Rademacher random multiplicative function is a family (f(n))n∈N (with the convention 0 6∈ N)
of random variables taking values in {±1, 0} such that
• n 7→ f(n) is supported on squarefree integers,
• (f(p))p prime are independent, each taking the values ±1 with probability 12 and
• when n = p1 · · · pr is squarefree then we have f(n) = f(p1) · · · f(pr).
Moments of these functions have been studied in a great amount of detail. It is a classical fact that
E
[(∑
n≤x
f(n)
)2]
=
6
pi2
x+O(
√
x)
and it was proven by Harper, Nikeghbali and Radziwi l l in [5, Theorem 4] and independently by
Heap and Lindqvist [6, Theorem 4] in the even case that for all integers k ≥ 3 there exists a constant
Ck > 0 such that
E
[(∑
n≤x
f(n)
)k]
∼ Ckxk/2(log x)(
k
2
)−k.
In this work we will consider the following matrix-valued generalisation of Rademacher multi-
plicative functions.
Definition 1. Let d ≥ 1 be an integer. A random matrix-valued multiplicative function is a family
(f(n))n∈N of random variables taking values in C
d×d such that
• n 7→ f(n) is supported on squarefree integers,
• (f(p))p prime are independent identically distributed (i.i.d.) and
• when n = p1 · · · pr is squarefree with p1 < · · · < pr then we have f(n) = f(p1) · · · f(pr).
The author was partially supported by DFG-SNF lead agency program grant 200020L 175755.
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Our goal is to obtain estimates for the even moments
E
[∥∥∑
n≤x
f(n)
∥∥2k
HS
]
,
where ‖ · ‖HS denotes the Hilbert-Schmidt norm defined by ‖A‖2HS = Tr(A∗A) for A ∈ Cd×d.
In section 3 we will prove the following estimate for the second moment based on a linear
recurrence property of the Hilbert-Schmidt norm, which will be the subject of section 2.
Theorem 1. Let d ≥ 1 be an integer, let X be a Cd×d-valued random variable and let f be the
associated matrix-valued multiplicative function. Suppose that EX = 0 and
E
[‖X‖2HS1(‖X‖2HS > R)] R→∞−−−−→ 0,
where 1(E) denotes the characteristic function of an event E. Define
T : Cd×d → Cd×d,
A 7→ E[X∗AX],
let l := d2 and assume that T is diagonalizable with eigenvalues λ1, . . . , λl arranged in descending
order according to their real parts. Then for any N ∈ N there are constants Ci,m, m = 1, . . . , N, i =
1, . . . , l such that
E
[∥∥∑
n≤x
f(n)
∥∥2
HS
]
= x
N∑
m=1
l∑
i=1
Ci,m(log x)
λi−m +O
(
x(log x)λ1−N−1
)
holds for all x ≥ 2.
Our argument also extends to the case when T is not diagonalizable, even though our estimate
becomes less precise in this case. The exact statement without the assumption of diagonalizability
will be given and proven in section 3.
Section 4 will be devoted to proving an upper bound for higher moments that will be related to
what is known as the generalized joint spectral radius.
Acknowledgements. The author would like to thank Emmanuel Kowalski and Jori Merikoski for
helpful discussions and comments on earlier drafts of this paper.
2. A Linear Recurrence for Hilbert-Schmidt Norms
The goal of this section is to prove the following result which may be of independent interest.
Theorem 2. Let d, k ≥ 1 be fixed integers. Suppose that X,X1,X2, . . . is a sequence of i.i.d.
C
d×d-valued random variables such that
E
[
‖X‖2kHS1(‖X‖2kHS > R)
]
→ 0
as R→∞, and define
an := a
(2k)
n := E
[
‖X1 · · ·Xn‖2kHS
]
.
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Then the sequence (an)n satisfies a linear recurrence of length
lC :=
(
k + d2 − 1
k
)
.
If the random variables are in fact Rd×d-valued, then the sequence (an)n satisfies a linear recurrence
of length
lR :=
(
k +
(
d+1
2
)− 1
k
)
.
Before proving this Theorem, we first recall the following standard fact about linear recurrences.
Lemma 3. Let (an)n be a sequence of complex numbers, and let
p(x) = xl + c1x
l−1 + · · ·+ cl = (x− λ1)m1 · · · (x− λt)mt
be a polynomial such that
an+l + c1an+l−1 + · · · + clan = 0
holds for all n, where λ1, . . . , λt are distinct complex numbers. Then there exist unique polynomials
gi of degrees < mi for i = 1, . . . , t such that
an = g1(n)λ
n
1 + · · · + gt(n)λnt .
Proof of Theorem 2. Let µ be the law of X. Let Sd denote the space of complex-symmetric d× d
matrices and let
V C := Symk(Cd×d) and V R := Symk(Sd).
Note that V C resp. V R is a complex vector space of dimension lC resp. lR.
Further, define
TC : V C → V C,
v 7→ E[(X∗)⊗kvX⊗k]
and let TR be its restriction to V R whenever X is real-valued.
In the following, we will shorten notation by writing V, T and l in place of the corresponding
real and complex objects whenever a statement holds in both cases. We will adopt this convention
for objects defined later on. Moreover, we will write K as a placeholder for R and C.
Finally, we denote by
pT (x) = x
l + c1x
l−1 + · · ·+ cl
the characteristic polynomial of T .
Part 1: µ has finite support.
Inductively applying the mixed-product identity of the Kronecker product
(A1 ⊗A2)(A3 ⊗A4) = A1A3 ⊗A2A4
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for A1, A2, A3, A4 ∈ Cd×d implies that
an = E
[
Tr(X∗n · · ·X∗1X1 · · ·Xn)k
]
= E
[
Tr
(
(X∗n · · ·X∗1X1 · · ·Xn)⊗k
)]
= Tr
(
E
[
(X∗n)
⊗k · · · (X∗1 )⊗kX⊗k1 · · ·X⊗kn
])
.
We claim that the sequence (an)n satisfies the recurrence defined by the characteristic polynomial
of T , i.e. for all n ∈ N we have
an+l + c1an+l−1 + · · ·+ clan = 0.
In order to see this, assume first that T is diagonalizable. Then we can write the identity
I := I⊗kd ∈ V as a linear combination of eigenvectors of T , i.e. there are λ1, . . . , λl, α1, . . . , αl ∈ C
and non-zero v1, . . . , vl ∈ V such that
Tvi = λivi and I =
l∑
i=1
αivi.
This implies that
an = Tr
(
E
[
(X∗n)
⊗k · · · (X∗1 )⊗k
(
l∑
i=1
αivi
)
X⊗k1 · · ·X⊗kn
])
=
l∑
i=1
αiλiTr
(
E
[
(X∗n)
⊗k · · · (X∗2 )⊗kviX⊗k2 · · ·X⊗kn
])
.
Inductively, we obtain
an =
l∑
i=1
αiTr(vi)λ
n
i ,
so that the sequence (an)n indeed satisfies the characteristic polynomial of T under the assumption
that this operator is diagonalizable.
Now fix m and weights p1, . . . , pm > 0 with
∑
pi = 1. Given B1, . . . , Bm ∈ Kd×d, define the
(finitely supported) probability measure
µ :=
m∑
i=1
piδBi ,
where δB denotes the Dirac measure at B ∈ Kd×d. Set β = 1 resp. 2 when X is real- resp.
complex-valued. Endowing (Kd×d)m = Rβmd
2
with the Zariski topology, we claim that the set
M := {(B1, . . . , Bm) ∈ (Kd×d)m : T diagonalizable} ⊆ Rβmd2
is dense. 1 First, note that this set is non-empty: Choose B1 = · · · = Bm = I all to be the identity
matrix. Then T is the identity on V , hence diagonalizable.
1We do not claim that this is a dense condition in Cmd
2
in the complex case, but only in R2md
2
.
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The next step is to prove that M is Zariski-open. But this follows from the fact that the map
τ : Rβmd
2 → End(V ),
(B1, . . . , Bm) 7→ T
is polynomial in the entries of the Bi and diagonalizability of T is an open condition on the right-
hand side. Hence, M is indeed a dense set. Note that τ is not polynomial on Cdm
2
in the complex
case.
Lastly, consider for fixed n the composition of maps
R
βmd2 → End(V )× Rl+1 → Cl × Rl+1 → C
given by
(B1, . . . , Bm) 7→ (T, (an+l, . . . , an)),
(T, (bl, . . . , b0)) 7→ (pT , (bl, . . . , b0)),
((c1, . . . , cl), (bl, . . . , b0)) 7→ bl + c1bl−1 + · · · + clb0,
where in the second map we send an operator to its characteristic polynomial viewed as a vector in
its coefficients. It is clear that each of these maps is continuous, and we know that their composition
(B1, . . . , Bm) 7→ an+l + an+l−1c1 + · · ·+ ancl
vanishes on the dense set M , hence everywhere, which settles Part 1.
Part 2: µ has compact support.
Our goal is to show that the equation
an+l + c1an+l−1 + · · · + clan = 0
still holds for all n. Let K = supp µ and let (µm)m be a sequence of probability measures with
finite support contained in K such that µm → µ weakly, i.e. for all continuous bounded functions
f : Kd×d → R we have ∫
Kd×d
fdµm →
∫
Kd×d
fdµ
as m→∞. Let (Xn,m)n be i.i.d. sequences of random variables distributed according to µm, let
an,m = E
[‖X1,m · · ·Xn,m‖2kHS],
and similarly define Tm and ci,m w.r.t. µm. Since the measures µm have finite support, we know
that
an+l,m + c1,man+l−1,m + · · · + cl,man,m = 0
holds for all n,m. It thus suffices to show that for any fixed n and i we have an,m → an and
ci,m → ci as m→∞.
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It is a standard fact that the weak convergence of (µm)m implies the weak convergence of the
product measures µ⊗nm → µ⊗n. Moreover, we have
an =
∫
(Kd×d)n
‖A1 · · ·An‖2kHSdµ⊗n(A1, . . . , An),
an,m =
∫
(Kd×d)n
‖A1 · · ·An‖2kHSdµ⊗nm (A1, . . . , An).
Letting f : (Kd×d)n → R be a bounded continuous function which coincides with (A1, . . . , An) 7→
‖A1 · · ·An‖2kHS on K×n implies the convergence an,m → an as m→∞ for any fixed n.
To show the convergence of ci,m, note that it suffices to show that each entry of Tm in some fixed
basis converges to the corresponding entry of T . But for this, in turn, it suffices in both the real
and the complex case to show the same property for the extended operator
T˜ : (Cd×d)⊗k → (Cd×d)⊗k
A 7→ E[(XT )⊗kAX⊗k]
and the corresponding operators T˜m, since T and Tm are just restrictions of these operators to
a common invariant subspace. Let us take the standard basis given by ei1j1 ⊗ · · · ⊗ eikjk with
i1, j1, . . . , ik, jk ∈ {1, . . . , d}, where eij ∈ Cd×d is the matrix with entry ij being = 1 and the rest
= 0. One verifies that
(T˜ (ei1j1 ⊗ · · · ⊗ eikjk))ei′
1
j′
1
⊗···⊗ei′
k
j′
k
= E[Xi1i′1Xj1j′1 · · ·Xiki′kXjkj′k ]
=
∫
Kd×d
Aiii′1Aj1j
′
1
· · ·Aiki′kAjkj′kdµ(A),
where in the complex case the integral is taken over real and imaginary part separately; analogous
statements hold for T˜m. Again taking bounded continuous functions f : K
d×d → R which coincide
with real resp. imaginary part of A 7→ Aiii′1Aj1j′1 · · ·Aiki′kAjkj′k on K implies the claim.
Part 3: The general case.
Let R > 0 be sufficiently large so that µ(BR(0)) > 0. Define the (conditional) probability
measure
µRc (M) :=
µ(M ∩BR(0))
µ(BR(0))
.
Denoting by (XRn )n a family of i.i.d. random variables corresponding to µ
R
c , we can set
aRn := E
[‖XR1 · · ·XRn ‖2kHS]
and similarly TR and cRi . Since µ
R
c has compact support, we know that
aRn+l + c
R
1 a
R
n+l−1 + · · ·+ cRl aRn = 0
holds for all n. It thus suffices to show that for any fixed n and i we have aRn → an and cRi → ci as
R→∞.
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We have
aRn =
∫
(Kd×d)n
‖A1 · · ·An‖2kHS d(µRc )×n(A1, . . . , An)
=
1
µ(BR(0))n
∫
(Kd×d)n
‖A1 · · ·An‖2kHS1(‖A1‖2kHS ≤ R) · · ·1(‖An‖2kHS ≤ R) dµ×n(A1, . . . , An)
Since µ(BR(0)) → 1 as R → ∞, it suffices to show that this integral converges to an as R → ∞.
But∣∣∣∣∣an −
∫
(Kd×d)n
‖A1 · · ·An‖2kHS1(‖A1‖2kHS ≤ R) · · · 1(‖An‖2kHS ≤ R) dµ⊗n(A1, . . . , An)
∣∣∣∣∣
≤ n
∫
(Kd×d)n
‖A1 · · ·An‖2kHS1(‖A1‖2kHS > R) dµ⊗n(A1, . . . , An)
≤ n
∫
Kd×d
‖A1‖2kHS1(‖A1‖2kHS > R) dµ(A1)
∫
Kd×d
‖A2‖2kHS dµ(A2) · · ·
∫
Kd×d
‖An‖2kHS dµ(An) R→∞−−−−→ 0
by assumption.
For the convergence of cRi to ci, it again suffices to show that every entry of T
R converges to
the corresponding entry of T in some fixed basis. Again, it suffices to show this for the extended
operators T˜ and T˜R defined in the obvious way. But we have∣∣∣∣(T˜ − 1µ(BR(0))2k T˜R)(ei1j1 ⊗ · · · ⊗ eikjk))ei′1j′1⊗···⊗ei′kj′k
∣∣∣∣
=
∣∣∣∣
∫
Kd×d
Ai1i′1Aj1j
′
1
· · ·Aiki′kAjkj′k1(‖A‖
2k
HS > R) dµ(A)
∣∣∣∣ ≤
∫
Kd×d
‖A‖2kHS1(‖A‖2kHS > R) dµ(A)→ 0
as R→∞, hence the claim. 
Remark. The idea of reducing matrix dimensions by looking at symmetric algebras in a similar
context of Theorem 2 has been considered in [1, 8] related to Kronecker and semidefinite lifting.
One might be interested in the optimality of l. In the real case, we can in fact prove that lR
is optimal in the sense that for all d, k ≥ 1 there exists X such that the sequence (an)n does not
satisfy a linear recurrence of any shorter length.
In this case, it in fact suffices to take X to be a deterministic distribution supported in a single
point A. Let λ1, . . . , λd be the eigenvalues of A and assume for simplicity that they are algebraically
independent. One verifies that the eigenvalues of
Sd → Sd,
B 7→ BTAB
are given by λiλj for 1 ≤ i ≤ j ≤ d, which we will denote by µ1, . . . , µd′ with d′ =
(
d+1
2
)
. Moreover, it
is elementary to see that the eigenvalues of T are then given by µi1 · · ·µik for 1 ≤ i1 ≤ · · · ≤ ik ≤ d′,
and that they are pairwise distinct. A generic choice of A will satisfy αiTr(vi) 6= 0 for all i, which
then implies the claim.
8 MAXIM GERSPACH
In the complex case, taking a deterministic X and doing the same construction as in the real
case gives an operator T which can have at most
l˜C =
(
k + d− 1
k
)2
distinct eigenvalues. The above argument does prove that there are X such that (an)n satisfies a
linear recurrence of no shorter length than l˜C, but it does not give optimality of lC. For this, one
would need to take a more complicated X, for which it is significantly more difficult to explicitly
compute the eigenvalues of T . Nonetheless, numerical evidence in this case does suggest that lC
might still be optimal.
The eigenvalue of T of largest real part is essentially the generalized joint spectral radius of X.
More details on this can be found in section 4.
For further reference, we would like to record the following
Corollary 4. Let X,X1,X2, . . . be i.i.d. C
d×d-valued random variables with
E
[‖X‖2HS1(‖X‖2HS > R)] R→∞−−−−→ 0
and define
an := E
[‖X1 · · ·Xn‖2HS] .
Let
T : Cd×d → Cd×d,
A 7→ E [X∗AX]
and denote by
pT (x) = x
l + c1x
l−1 + · · ·+ cl
the characteristic polynomial of T , where l := d2 is the dimension of Cd×d. Then for any n ∈ N,
we have
an+l + c1an+l−1 + · · ·+ clan = 0.
3. Second-Moment Estimate for Random Matrix-Valued Multiplicative Functions
We will fix the following notation: We set
P (s, z) :=
∏
p
(
1 +
z
ps
)(
1− 1
ps
)z
and
F (s, z) :=
P (s, z)
Γ(z)
,
as well as P (z) := P (1, z) and F (z) := F (1, z).
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3.1. The Diagonalizable Case. Using Theorem 2, we are now in a position to prove Theorem 1.
Proof of Theorem 1. We have
E
[∥∥∑
n≤x
f(n)
∥∥2
HS
]
=
∑
n1,n2≤x
E
[
Tr
(
f(n1)
∗f(n2)
)]
=
∑
n≤x
Tr
(
E[f(n)∗f(n)]
)
.
By definition of f , the contribution of squarefree n to this sum depends only on ω(n) and is given
by
aω(n) = Tr
(
E[X∗ω(n) · · ·X∗1X1 · · ·Xω(n)]
)
for i.i.d. random variables X,X1, . . . ,Xω(n), where aω(n) is defined as in Corollary 4. But this
implies
E
[∥∥∑
n≤x
f(n)
∥∥2
HS
]
=
∑
n≤x
µ2(n)aω(n) =
l∑
i=1
αiTr(vi)
∑
n≤x
µ2(n)λ
ω(n)
i .
It thus remains to prove the following
Proposition 5. For any N ∈ N and z ∈ C there are explicit constants C1, . . . , CN (depending on
z) such that ∑
n≤x
µ2(n)zω(n) = x
N∑
m=1
Ci(log x)
z−m +O
(
x(log x)z−N−1
)
.
For example, we have∑
n≤x
µ2(n)zω(n) = F (z)x(log x)z−1 +
(γz − 1)P (z) + Ps(z)
Γ(z − 1) x(log x)
z−2 +O
(
x(log x)z−3
)
,
where Ps(z) denotes the derivative of P (s, z) w.r.t. s evaluated at s = 1, and where γ is the
Euler-Mascheroni constant. In fact, the error terms are uniform over |z| < A.
This follows from [4, Theorem, p. 188] by setting
az(n) := µ
2(n)zω(n)
in the notation there, so that
f(s, z) :=
∑
n≥1
az(n)
ns
=
∑
n≥1
µ2(n)zω(n)
ns
,
which gives
g(s, z) := (s− 1)zf(s, z) = [(s− 1)ζ(s)]z ζ(s)−zf(s, z) = [(s− 1)ζ(s)]z P (s, z).
Taylor expansion of (s − 1)ζ(s) around s = 1 and application of the Binomial Theorem quickly
yields, for example,
[(s− 1)ζ(s)]z = 1 + γz(s − 1) +O ((s− 1)2) .
This quickly gives the second part of the assertion.
Since we can compute an arbitrary number of terms in this Taylor series and also the one for
P around s = 1, this gives the first claim by [4, Theorem, p. 188]. This concludes the proof of
Theorem 1.
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
Remark. The proof shows that the constants Ci,m in Theorem 1 are explicit. Let v1, . . . , vl ∈ V
be the eigenvectors of T associated to λ1, . . . , λl, and let α1, . . . , αl ∈ C be such that I =
∑
αivi.
Then, for example, we have
Ci,1 = αiTr(vi)F (λi)
and
Ci,2 = αiTr(vi)
(γλi − 1)P (λi) + Ps(λi)
Γ(λi − 1) .
By the methods outlined in the proof of Proposition 5 one can compute arbitrarily many such
constants.
We also remark that if X is real-valued then by Theorem 2 we can restrict T to Sd and set
l =
(d+1
2
)
.
Example 6. Let X be the uniform distribution on the set
S =
{
±
(
1 0
0 1
)
,±
(
1 1
0 1
)
,±
(
1 −1
0 1
)
,±
(
0 1
−1 0
)}
and let f be the associated matrix-valued multiplicative function. Then we have Imf = SL2(Z)∪{0}
almost surely. If
T : Sd → Sd,
A 7→ E[XTAX]
then it is verified by evaluating at
(
1 0
0 0
)
,
(
0 1
1 0
)
and
(
0 0
0 1
)
that T can be represented by the
matrix
T =
1
4

3 0 10 2 0
3 0 3


with eigenvalues
λ1 =
3 +
√
3
4
, λ2 =
3−√3
4
and λ3 =
1
2
and eigenvectors
v1 =
(
1 0
0
√
3
)
, v2 =
(−1 0
0
√
3
)
and v3 =
(
0 1
1 0
)
.
Moreover, we can write the identity matrix as I2 =
∑3
i=1 αivi with
α1 =
3 +
√
3
6
, α2 =
−3 +√3
6
and α3 = 0.
We obtain
C1,1 =
(
1 +
2√
3
)
F (λ1) = 1.256 . . . , C2,1 =
(
1− 1√
3
)
F (λ2) = −0.048 . . . and C3,1 = 0
as well as
C1,2 = 0.251 . . . , C2,2 = −0.017 . . . and C3,2 = 0.
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We infer
E
[∥∥∑
n≤x
f(n)
∥∥2
HS
]
= x
(
C1,1(log x)
λ1−1 + C2,1(log x)
λ2−1 + C1,2(log x)
λ1−2 + C2,2(log x)
λ2−2
)
+O
(
x(log x)λ1−3
)
.
3.2. The Non-Diagonalizable Case. If T is not diagonalizable, it turns out that we need to find
an estimate for a more difficult quantity, and we are only able to prove an ineffective asymptotic.
More precisely, we need the following
Proposition 7. For fixed z ∈ C \ Z− and r ∈ N0, we have
(1)
∑
n≤x
µ2(n)ω(n)rzω(n) ∼ zrF (z)x(log x)z−1(log2 x)r.
Proof. The idea is to find an asymptotic as s → 1 for the associated Dirichlet series and then to
apply Delange’s Theorem [3, The´ore`me IV], compare also [11, Theorem 7.28].
A crucial point in proving this is that
∑
n≥1
µ2(n)ω(n)(ω(n)− 1) · · · (ω(n)− r + 1)zω(n)
ns
= zr
dr
dzr

∑
n≥1
µ2(n)zω(n)
ns

 .
Expanding the falling factorials using the Stirling numbers of the second kind, denoted by curly
brackets, we obtain
∑
n≥1
µ2(n)ω(n)rzω(n)
ns
=
r∑
k=0
{
r
k
}
zk
dk
dzk

∑
n≥1
µ2(n)zω(n)
ns

 .
But we have
d
dz

∑
n≥1
µ2(n)zω(n)
ns

 = d
dz
(ζ(s)zF (s, z)) = (log ζ(s))ζ(s)zF (s, z) + ζ(s)zFz(s, z).
Here, Fz, denotes the derivative of F in the second component. Inductively we obtain expansions
of the form
dk
dzk

∑
n≥1
µ2(n)zω(n)
ns

 = ζ(s)z[(log ζ(s))kF (s, z) + . . . ],
where the other terms involve lower powers of log ζ(s) as well as derivatives of F . We thus obtain
an expansion of the form
∑
n≥1
µ2(n)ω(n)rzω(n)
ns
= zrζ(s)z
[
(log ζ(s))rF (s, z) + . . .
]
,
where again the other terms involve lower (non-negative, integral) powers of log ζ(s) multiplied by
functions of s and z which are holomorphic around s = 1 for any z. We are thus in a position to
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apply Delange’s Theorem, which indeed implies that
∑
n≤x
µ2(n)ω(n)rzω(n) ∼ zrF (z)x(log x)z−1(log2 x)r
when z ∈ C \ Z−, as claimed. 
This Proposition allows us to prove the following
Theorem 8. Let d ≥ 1 be an integer, let X be a Cd×d-valued random variable and let f be the
associated matrix-valued multiplicative function. Suppose that EX = 0 and
E
[‖X‖2HS1(‖X‖2HS > R)] R→∞−−−−→ 0.
Define
T : Cd×d → Cd×d,
A 7→ E[X∗AX],
and let λ1, . . . , λt be the (distinct) eigenvalues of T arranged in descending order according to their
real parts. Let pT be the characteristic polynomial of T and let c1, . . . , cl and m1, . . . ,mt be such
that
pT (x) = x
l + c1x
l−1 + · · ·+ cl = (x− λ1)m1 · · · (x− λt)mt .
Further, define
an := E
[
‖X1 · · ·Xn‖2kHS
]
,
where X1,X2, . . . are i.i.d. copies of X, and let g1, . . . , gt be the polynomials satisfying di :=
deg gi < mi and
an = g1(n)λ
n
1 + · · ·+ gt(n)λnt
(see Theorem 2 and Lemma 3). Let R be the maximal real part among those λi with di > 0. Define
L1, L2 and L3 to be the collection of i such that ℜλi > R,ℜλi = R and ℜλi < R, respectively.
Lastly, let dmax = maxi∈L2 di and L
′
2 = {i ∈ L2 : di = dmax}. Then for any N ∈ N there are
explicit constants Ci,m for i ∈ L1, m = 1, . . . , N and C ′j for j ∈ L′2 such that
E
[∥∥∑
n≤x
f(n)
∥∥2
HS
]
= x
N∑
m=1
∑
i∈L1
Ci,m(log x)
λi−m + (1 + o(1))
∑
j∈L′
2
C ′jx(log x)
λj−1(log2 x)
dmax
+O
(
x(log x)λ1−N−1
)
.
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Proof. Writing bi for the leading coefficient of gi, the same argument as in Theorem 1 implies
E
[∥∥∑
n≤x
f(n)
∥∥2
HS
]
=
∑
n≤x
µ2(n)
t∑
i=1
gi(ω(n))λ
ω(n)
i
=
∑
i∈L1
bi
∑
n≤x
µ2(n)λ
ω(n)
i +
∑
i∈L′
2
bi
∑
n≤x
µ2(n)ω(n)dmaxλ
ω(n)
i
+O

∑
i∈L2
∑
n≤x
µ2(n)ω(n)dmax−1λ
ω(n)
i

+Oε

∑
i∈L3
∑
n≤x
µ2(n)(λi + ε)
ω(n)

 .
Regarding the first summand, Proposition 5 directly tells us that for any N ∈ N there are explicit
constants Ci,m such that
∑
i∈L1
bi
∑
n≤x
µ2(n)λ
ω(n)
i = x
N∑
m=1
∑
i∈L1
Ci,m(log x)
λi−m +O
(
x(log x)maxℜλi−N−1
)
.
Using Proposition 7 on the second summand directly implies∑
j∈L′
2
bj
∑
n≤x
µ2(n)ω(n)dmaxλ
ω(n)
j = (1 + o(1))
∑
j∈L′
2
C ′jx(log x)
λj−1(log2 x)
dmax
for some explicit constants C ′j .
Proposition 7 furthermore implies∑
i∈L2
∑
n≤x
µ2(n)ω(n)dmax−1λ
ω(n)
i = O
(
x(log x)R−1(log2 x)
dmax−1
)
= o
(
x(log x)R−1(log2 x)
dmax
)
.
For the last error term, fix ε > 0 such that λi + ε < R for all i ∈ L3. Then∑
i∈L3
∑
n≤x
µ2(n)(λi + ε)
ω(n) = o
(
x(log x)R−1
)
and the claim follows. 
4. An Upper Bound for Higher Even Moments
Let s ≥ 1, and let X,X1,X2, . . . be i.i.d. Cd×d-valued random variables with
E[‖X‖sHS ] <∞.
Then
ρs := ρs(X) := lim
n→∞
E [‖X1 · · ·Xn‖sHS ]
1
sn
will be called the spectral s-radius of X. If S ⊂ Cd×d is bounded then
ρ∞(S) := lim
k→∞
sup{‖Ai1 · · ·Aik‖1/kHS : Ai ∈ S}
is called the joint spectral radius of S. Note that all these quantities are in fact independent of the
chosen norm, since all norms on Cd×d are equivalent.
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The joint spectral radius has been studied in great detail in contexts such as dynamical systems,
wavelets, optimization and control. We refer the interested reader to [7]. For the generalized joint
spectral radius, its geometric interpretation and relation to Kronecker products, see e.g. [9, 10].
We note at this point that by Ho¨lder’s inequality, ρs is monotonically increasing and if X is
the uniform distribution on a bounded set S then we have ρs ↑ ρ∞ as s → ∞. Also, note that
ρ2k = λ
1/2k
1 , where λ1 ≥ 0 is as in Theorem 8.
The goal of this section is to prove the following
Theorem 9. Let k ≥ 2 be an integer, and let X be a symmetric Cd×d-valued random variable
satisfying EX = 0 and
E
[
‖X‖2kHS1(‖X‖2kHS > R)
]
→ 0
as R → ∞. Let f be the random matrix-valued multiplicative function associated to X. Then we
have
(2) E

∥∥∥∑
n≤x
f(n)
∥∥∥2k
HS

≪ xk(log x)[ρ22k+1](2k2 )−2k,
where [ · ] denotes the integral part.
Proof. Denoting by  a generic square, we have
E

∥∥∥∑
n≤x
f(n)
∥∥∥2k
HS

 = E

Tr

 ∑
n1,n2≤x
f(n1)
∗f(n2)


k


=
∑
n1,...,n2k≤x
Tr (E [f(n1)
∗f(n2)⊗ · · · ⊗ f(n2k−1)∗f(n2k)])
=
∑
n1,...,n2k≤x
n1···n2k=
Tr (E [(f(n1)⊗ f(n3)⊗ · · · ⊗ f(n2k−1))∗(f(n2)⊗ . . . f(n2k)])
≤
∑
n1,...,n2k≤x
n1···n2k=
E [‖f(n1)⊗ · · · ⊗ f(n2k−1)‖HS‖f(n2)⊗ · · · ⊗ f(n2k)‖HS ]
≤
∑
n1,...,n2k≤x
n1···n2k=
E[‖f(n1)‖2kHS ]1/2k · · ·E[‖f(n2k)‖2kHS ]1/2k.
But from the definition of ρ2k, we see that
(3) E[‖f(n)‖2kHS ]1/2k ≪ε µ2(n)(ρ2k + ε)ω(n)
and in particular
E[‖f(n)‖2kHS ]1/2k ≪ µ2(n)[ρ22k + 1]ω(n)/2.
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We thus obtain
E

∥∥∥∑
n≤x
f(n)
∥∥∥2k
HS

≪ ∑
n1,...,n2k≤x
n1···n2k=
µ2(n1) · · · µ2(n2k)[ρ22k + 1](ω(n1)+···+ω(n2k))/2.
It thus remains to prove that
(4)
∑
n1,...,n2k≤x
n1···n2k=
µ2(n1) · · ·µ2(n2k)m(ω(n1)+···+ω(n2k))/2 ≪ xk(log x)m(
2k
2
)−2k
for all m ∈ N. We proceed similar to the proof of [5, Theorem 4]. To this end, let g be the multi-
plicative function supported on squarefree integers such that g(n1, . . . , n2k) = m
(ω(n1)+···+ω(n2k))/2
when n1 · · ·n2k is a square, and 0 otherwise. Then the associated multiple Dirichlet series
G(s) :=
∑
d1,...,d2k≥1
g(d1, . . . , d2k)
ds11 · · · ds2k2k
has the Euler product representation
G(s) =
∏
p
∑
0≤α1,...,α2k≤1
α1+···+α2k ≡ 0 (2)
m(α1+···+α2k)/2
pα1s1+···+α2ks2k
.
This factors as
H(s1, . . . , s2k)
∏
1≤i<j≤2k
ζ(si + sj)
m
with H being holomorphic strictly to the left of s = (12 , . . . ,
1
2). The claim follows from [2, Theorem
2], choosing each of the linear forms si + sj for 1 ≤ i < j ≤ 2k precisely m times, so that they are
m
(2k
2
)
and have rank 2k (this is where we are using that k ≥ 2). 
Remark. Note that our argument in fact implies a stronger statement than (4), namely that for
fixed m ∈ N we have∑
n1,...,n2k≤x
n1···n2k=
µ2(n1) · · ·µ2(n2k)m(ω(n1)+···+ω(n2k))/2 ∼ Ckxk(log x)m(
2k
2
)−2k.
It seems rather natural, also in light of Proposition 5, to conjecture that this asymptotic holds for
all fixed z > 0 (say) in place of m ∈ N. However, this is not possible when z is small: Looking only
at the contribution of tuples (n1, . . . , n2k) = (p1, . . . , pk, p1, . . . , pk), we see that for any fixed z > 0
we have ∑
n1,...,n2k≤x
n1···n2k=
µ2(n1) · · · µ2(n2k)z(ω(n1)+···+ω(n2k))/2 ≫ x
k
(log x)k
.
When z is sufficiently small (depending only on k) then this is clearly a contradiction. It would be
very interesting to know what the correct asymptotic for this expression is, or more generally for
any multiple Dirichlet series of this type, i.e. to have a generalisation of [2, Theorem 2] to poles
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of non-integral order. Our remark here suggests that this is not as straightforward as one might
expect.
Note also that Theorem 2 implies that we can improve (3) to
(∗) E[‖f(n)‖2kHS ]1/2k ≪ µ2(n)ω(n)r/2kρω(n)2k ,
where 0 ≤ r < lC is the degree of g1. This leads in a natural way to the even more general question
of obtaining an asymptotic (or upper bound) for multiple Dirichlet series with a pole of non-integral
order times a logarithmic pole.
In particular, (∗) implies that if T is diagonalizable (or more generally if deg g1 = 0) then we get
E[‖f(n)‖2kHS ]1/2k ≪ µ2(n)ρω(n)2k .
If in addition ρ22k is an integer, our argument thus gives
E

∥∥∥∑
n≤x
f(n)
∥∥∥2k
HS

≪ xk(log x)ρ22k(2k2 )−2k
in place of (2). In particular, if f is a Rademacher multiplicative function then ρ2k = 1 for all k and
up to constant we obtain the optimal upper bound. Noting that all our inequalities in the proof
are in fact equalities in this case and that (4) can be improved to an asymptotic, we can recover
[5, Theorem 4], but this leads to the identical argument as it is carried out there.
It would be interesting to know if one can obtain a lower bound for the higher moments, for
example in terms of the joint spectral subradius.
Example 10. We continue with example 6. We were not able to find explicit expressions for
ρ2k when k ≥ 2; it seems quite plausible that such expressions don’t exist. However, we can
bound ρ2k from above by the joint spectral radius ρ∞(S). Moreover, using the JSR toolbox for
Matlab (see [12] for its documentation and instructions for installation), we could compute that
ρ2∞ = 1.8173540 · · · < 2. In particular, we see that
E

∥∥∥∑
n≤x
f(n)
∥∥∥2k
HS

≪ xk(log x)4k(k−1)
holds for k ≥ 2 and x ≥ 2.
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