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MESOSCALE MODELS AND APPROXIMATE SOLUTIONS FOR
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Abstract. For highly perforated domains the paper addresses a novel approach to study mixed
boundary value problems for the equations of linear elasticity in the framework of mesoscale approx-
imations. There are no assumptions of periodicity involved in the description of the geometry of the
domain. The size of the perforations is small compared to the minimal separation between neigh-
boring defects and here we discuss a class of problems in perforated domains, which are not covered
by the homogenization approximations. The mesoscale approximations presented here are uniform.
Explicit asymptotic formulas are supplied with the remainder estimates. Numerical illustrations,
demonstrating the eﬃciency of the asymptotic approach developed here, are also given.
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1. Introduction. Mesoscale approximations have been introduced and rigor-
ously studied in [20, 24, 26]. Physical applications in composite systems in electro-
magnetism were also addressed in the earlier papers [8, 9]. The study of Green’s
kernels as well as asymptotic analysis of solutions to eigenvalue problems for dense
arrays of spherical obstacles was performed in [30]. Compared to classical homoge-
nization approaches (see [3, 32, 12]), the mesoscale approximation does not require
any constraints on periodicity of the microstructure, and it is uniformly valid across
the whole domain, including neighborhoods of singularly perturbed boundaries.
We also would like to cite the classical work on homogenization approximations of
composite media, published in [11, 5, 31]. This work includes eﬃcient homogenization-
based constitutive models for periodic composites, and signiﬁcant extension to the case
of nonlinear solids. In our case, discussed in the present paper, we pursue a diﬀerent
target, for conﬁgurations where homogenization, in the classical sense, is simply im-
possible, and instead of addressing a model of an averaged medium, we propose an
eﬃcient asymptotic approach of pointwise uniform approximations, which work up to
the boundaries of small impurities. This approach extends to conﬁgurations where
the number of small inclusions becomes large, and hence no standard asymptotic
approximations for dilute media would apply.
Prior to the development of the mesoscale asymptotic approach, many papers
and monographs (see, for example, [6, 7, 13, 14]) have appeared which model singular
perturbations of various domains. Examples include domains with irregular bound-
aries, thin components, or domains containing either a single small defect or several
defects. The method of compound asymptotic expansions of solutions to such prob-
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lems is described in [28, 29]. In particular, for domains with small defects, asymptotic
approximations have proven to be superior to the ﬁnite element method (FEM), even
when the overall number of defects is chosen to be large [21]. For domains with per-
forations, the approximations presented in [28, 29] use model problems posed in the
domain without defects and problems posed in unbounded domains, in the exterior
of individual inclusions. Integral characteristics of the defects are used here in con-
nection with the energy of model ﬁelds in the exterior domains. For rigid inclusions
we refer to the capacity of the inclusions, whereas for voids we use the dipole matrix,
that correspond to the Dirichlet and Neumann boundary conditions, respectively.
The method of compound asymptotic expansions has also led to the development
of uniform approximations for Green’s kernels for domains with small defects for
the Laplacian, corresponding to a variety of boundary value problems involving rigid
inclusions [16, 17], voids [19], and soft inclusions [23]. Approximations for Green’s
kernels in long rods have also appeared in [18]. There exist several approximations for
Green’s tensors of vector elasticity for solids with rigid inclusions [21, 22] and holes
with traction free boundaries [25]. Mesoscale approximations of Green’s function for
the Laplacian in a solid with rigid boundaries has been derived in [20].
A systematic presentation of the theory of mesoscale approximations in densely
perforated domains is given in the recent monograph [25]. In particular, it was demon-
strated that uniform mesoscale asymptotic approximations are of high importance for
the analysis of ﬁelds in solids containing nonuniformly distributed clouds of small
voids or inclusions. In such conﬁgurations, the traditional computational approaches
like FEM are ineﬃcient.
Recently, the method used to develop mesoscale approximations for scalar prob-
lems posed in solids with many small voids and inclusions has been extended to the
Dirichlet problem of elasticity in solids with a cloud of rigid inclusions [26]. The ele-
gant algorithm, presented in that paper, refers to capacitary potentials centered at the
small impurities, and the evaluation of intensities of the sources associated with these
capacitary potentials was a signiﬁcant challenge in the mesoscale regime when the
number of inclusions becomes large. We meet a diﬀerent challenge, when the bound-
ary conditions at the surfaces of small impurities are replaced from the Dirichlet to
the Neumann type, i.e., when tractions (or surface forces) are set on the boundaries
of the small impurities. As the stress concentration reduces signiﬁcantly, compared to
the Dirichlet case, the problem of pointwise approximation of the displacement ﬁeld
involves dipole tensors rather than capacitary potentials, and hence the asymptotic
procedure changes signiﬁcantly. In the mesoscale regime, such a problem has never
been addressed for problems of vector elasticity, and this new study is the main focus
of our present paper.
Here the approach of [25] is applied to a mixed boundary value problem of vector
elasticity in an elastic solid, which contains a cloud of many voids whose boundaries are
traction free. The number of voids is denoted by N  1. Each void is a concentrator
of stress, and analysis of boundary layers is carried out in terms of special classes
of dipole ﬁelds, which characterize the shape of voids and elastic properties of the
material. The schematic representation of the porous solids with a cloud of N voids is
shown in Figure 1. Two small parameters are introduced as the normalized diameter
of a void and the minimal distance between neighboring voids within the cloud.
Let Ω be a bounded domain in R3 representing an elastic solid. Contained in Ω
are many small voids, ω
(j)
ε , 1 ≤ j ≤ N , whose diameters are characterized by the
small parameter ε and that occupy a set ω ⊂ Ω representing a cloud of voids. The
sets Ω and ω
(j)
ε , j = 1, . . . , N, are assumed to have smooth boundaries. In addition,
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Fig. 1. The solid ΩN containing a cloud ω of voids.
the minimum distance between the centersO(k), 1 ≤ k ≤ N , of each void is connected
with another small parameter d. The geometry of the elastic solid with many small
perforations will be described by the set ΩN = Ω\ ∪Nj=1 ω(j)ε .
In the framework of vector elasticity, the Lame´ operator and the operator con-
nected with the application of external tractions will be denoted by L(∇x) and T (∇x),
respectively.
The displacement ﬁeld uN satisﬁes the governing equations of static elasticity:
L(∇x)uN (x) + f(x) = O , x ∈ ΩN ,(1.1)
uN (x) = O , x ∈ ∂Ω ,(1.2)
Tn(∇x)uN (x) = O , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N .(1.3)
In (1.1), f ∈ L∞(ΩN ) is a vector function representing the action of body forces inside
the perturbed solid. The formal asymptotic approximation of the solution, presented
in the paper, is generic and works for the arbitrary loads from L∞. However, the
remainder estimate carefully addressed here, requires an additional technical atten-
tion to the cases when f can be extended inside the cloud. Since the procedure is
fairly standard, and it is based on the introduction of the special set of cut-oﬀ func-
tions near small impurities and treating accordingly the commutators of L and the
cut-oﬀ functions (similar to [25]), we would like to present an algorithm for a simpler
conﬁguration. Such a presentation will not embrace the reader into additional tech-
nical derivations, while the main ideas of the proofs are presented in every detail and
the steps of technical formal derivations are clear and well explained. Hence, here
we assume that the body force term f is chosen in such a way that ω ∩ supp f =
∅ and dist(supp f , ∂ω) ≥ C, with C being a positive constant independent of ε
and d.
The construction of the approximation for uN presented here depends on several
model ﬁelds:
1. the solution u of the problem in Ω without any voids;
2. the regular part H of Green’s tensor in Ω;
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3. a matrix function Q(k) that solves a Neumann problem in the exterior of the
scaled void ω(k) whose columns are known as the dipole ﬁelds for the elastic
void; a rescaling is applied to obtain Q
(k)
ε for the small void ω
(k)
ε ;
4. a constant matrix M(k), called the dipole matrix of the scaled void ω(k), that
characterizes the void’s shape and the elastic material properties. The dipole
matrix M
(k)
ε for the small void ωε is constructed from M
(k) by rescaling.
The geometry of the voids is assumed to be chosen so that the maximum
and minimum eigenvalues λ
(k)
max and λ
(k)
min, respectively, of the matrix −M(k)ε
satisfy the inequalities
(1.4) C1 ε
3 ≤ λ(k)min and λ(k)max ≤ C2 ε3
for k = 1, . . . , N , where C1 and C2 represent diﬀerent positive constants.
For convenience of notation, we also use the vector E of normalized elastic strain,
corresponding to the displacement ﬁeld u, so that E(u) = Ξ(∇x)u, where Ξ is the
linear matrix diﬀerential operator.
The constant vector V and matrices M and S are also used in the approximation
for uN :
V =
(
(Ξ(∇x)Tu(x))T
∣∣∣
x=O(1)
, . . . , (Ξ(∇x)Tu(x))T
∣∣∣
x=O(N)
)T
,
M = diag{M(1)ε , . . . ,M(N)ε } ,
and
S =
⎧⎨
⎩
Ξ(∇x)T (Ξ(∇y)TG(y,x))T
∣∣∣x=O(i)
y=O(j)
if i 
= j ,
O6×6 otherwise ,
where O6×6 is the 6 × 6 null matrix; also in the text below In×n will stand for the
n× n identity matrix.
The main result of this article is the uniform asymptotic approximation of the
displacement ﬁeld uN , as presented in the following theorem.
Theorem 1. Let the small parameters ε and d satisfy the inequality
(1.5) ε < c d
with c being a suﬃciently small constant. Then the approximation for uN is given by
(1.6) uN (x) = u(x)+
N∑
k=1
{
Q(k)ε (x)−(Ξ(∇z)TH(z,x))TM(k)ε
∣∣∣
z=O(k)
}
C(k)+RN(x) ,
where C = ((C(1))T , . . . , (C(N))T )T solves the linear algebraic system
(1.7) −V = (I6N×6N + SM)C ,
and for the remainder RN , the energy estimate holds
(1.8)
∫
ΩN
tr(σ(RN )e(RN ))dx ≤ Const
{
ε11d−11 + ε5d−3
}
‖E(u)‖2L∞(Ω) .
Here Const in the above right-hand side is independent of ε and d.
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Fig. 2. A conﬁguration of N = 2176 voids arranged according to the description presented in
section 8.1.
This representation (1.6) is uniform and it engages several classes of model ﬁelds,
which are independent of the small parameters ε and d (also see [25]).
The structure of the paper is as follows. Main notations are introduced in sec-
tion 2. Model problems used to approximate uN are introduced in section 3. The
formal approximation of uN is then provided in section 4. This approximation relies
on the solution of the algebraic system (1.7) and the solvability of this system is stud-
ied under the constraint (1.5) in section 5. Then, in section 6, the energy estimate
(1.8) for the remainder of the approximation is proved. Simpliﬁed asymptotic approx-
imations for uN are then given in section 7. The asymptotic approach is applicable to
nonperiodic clusters of voids as shown, for example, in Figure 2 and in section 8 we
demonstrate the eﬃciency of the approach presented here against benchmark ﬁnite
element computations in COMSOL. Following this, conclusions and discussion are
given in section 9. Appendix A contains a local regularity estimate used in the proof
of the energy estimate (1.8). In Appendix B, a detailed proof of intermediate steps
used to show the solvability of (1.7) is presented. Finally, in Appendix C, we show
that for certain geometries, dipole characteristics can be constructed in the closed
form for the case of spherical cavities and explicit representations are given.
2. Geometry of the perforated domain and main notations. A domain
Ω ⊂ R3 will be used to denote the set corresponding to an elastic solid without holes,
with smooth frontier ∂Ω. For a small positive parameter ε > 0, the open set ω
(j)
ε is
deﬁned in such a way that it contains an interior point O(j), has smooth boundary
∂ω
(j)
ε , and a diameter characterized by ε. The collection of sets ω
(j)
ε , 1 ≤ j ≤ N , will
represent the small voids contained inside the set Ω that are subject to some further
geometric constraints discussed below. In this way, we deﬁne the perturbed geometry
ΩN = Ω\ ∪Nj=1 ω(j)ε . It is also assumed that a small parameter d characterizes the
minimum distance between points in the array {O(j)}Nj=1, and that this minimum
distance is 2d. Another geometric constraint is the assumption of the existence of a
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set ω that satisﬁes
N⋃
j=1
ω(j)ε ⊂ ω, dist
⎛
⎝ N⋃
j=1
ω(j)ε , ∂ω
⎞
⎠ ≥ 2d, and dist(∂ω, ∂Ω) ≥ 1 .
It is also useful to introduce the matrix functions:
(2.1) Ξ(x) =
⎛
⎝ x1 0 0 2−1/2x2 2−1/2x3 00 x2 0 2−1/2x1 0 2−1/2x3
0 0 x3 0 2
−1/2x1 2−1/2x2
⎞
⎠
and
(2.2) ξ(x) =
⎛
⎝ 1 0 0 2−1/2x2 2−1/2x3 00 1 0 −2−1/2x1 0 2−1/2x3
0 0 1 0 −2−1/2x1 −2−1/2x2
⎞
⎠ .
These matrices satisfy the conditions
Ξ(∇x)TΞ(x) = I6×6 Ξ(∇x)T ξ(x) = O6×6 ,
where In×n and On×n are the n × n identity and null matrices, respectively. For
square null matrices and for identity matrices we also use the notation involving a
single subscript index, i.e., In and On.
The matrices ξ and Ξ also lead to a compact form of the ﬁrst-order Taylor ap-
proximation for a vector function u about x = O
u(x) = ξ(x)ξ(∇x)Tu(O) +Ξ(x)Ξ(∇x)Tu(O) +O(|x|2) ,
and allow the Lame´ operator L(∇x) to be deﬁned as
L(∇x) := Ξ(∇x)AΞ(∇x)T
with
A =
⎛
⎝ B O3×3
O3×3 2μI3
⎞
⎠ , B =
⎛
⎝ λ+ 2μ λ λλ λ+ 2μ λ
λ λ λ+ 2μ
⎞
⎠ .
The corresponding traction operator Tn(∇x) is then
Tn(∇x) := Ξ(n)AΞ(∇x)T ,
which will be applied on the boundary of an open set with n being the unit outward
normal to the set.
The strain tensor e(v) = [eij(v)]
3
i,j=1, stress tensor σ(v) = [σij(v)]
3
i,j=1 , and the
tensor of rotations η(v) = [ηij(v)]
3
i,j=1 for a vector ﬁeld v takes the forms
e(v) =
1
2
((∇⊗ v) + (∇⊗ v)T ) , σ(v) = λtr(e(v))I3 + 2μe(v) ,
and
η(v) =
1
2
((∇⊗ v) − (∇⊗ v)T ) .
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The matrix J = [J (i)]3i=1, where J
(i) is the ith column of this matrix, is
(2.3) J(x) = −
⎛
⎝ 0 −x3 x2x3 0 −x1
−x2 x1 0
⎞
⎠ ,
and this plays a role in the description of the overall moment acting on an elastic
body. It is noted that
η(J (1)) =
⎛
⎝ 0 0 00 0 1
0 −1 0
⎞
⎠ , η(J (2)) =
⎛
⎝ 0 0 −10 0 0
1 0 0
⎞
⎠ ,
and η(J (3)) =
⎛
⎝ 0 1 0−1 0 0
0 0 0
⎞
⎠ .
The strain and stress vectors denoted by E and N, respectively, are deﬁned by
(2.4)
E = (e11, e22, e33,
√
2e12,
√
2e13,
√
2e23)
T ,
N = (σ11, σ22, σ33,
√
2σ12,
√
2σ13,
√
2σ23)
T ,
and can also be introduced through the matrix operator (2.1) as
(2.5) E(v) = Ξ(∇x)v and N(v) = AΞ(∇x)v
for a vector function v. Note that the quantity S(U) = tr(e(U)e(U)) can also be
represented as
(2.6) S(U) = E(U)T
⎛
⎝ I3 O3
O3 2
−1I3
⎞
⎠E(U) .
3. Model ﬁelds. In this section, we discuss the model ﬁelds used in the meso-
scale approximation of uN in detail. We begin with an introduction of ﬁelds deﬁned
in the unperturbed set Ω:
1. The solution of the exterior Dirichlet problem. The vector ﬁeld u is a solution
of
(3.1) L(∇x)u(x) + f(x) = O , x ∈ Ω ,
(3.2) u(x) = O , x ∈ ∂Ω ,
where f satisﬁes the same conditions as in the statement of problem (1.1)–
(1.3), and the same notation will be used to represent the extension of f by
zero inside the voids ω
(j)
ε , 1 ≤ j ≤ N .
2. The Green’s tensor for the solid Ω. The notation G will refer to the Green’s
tensor in the domain Ω that is a solution of
(3.3) L(∇x)G(x,y) + δ(x− y)I3 = O3 , x,y ∈ Ω ,
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and satisﬁes the homogeneous Dirichlet condition
(3.4) G(x,y) = O3 , x ∈ ∂Ω,y ∈ Ω .
The regular part H of this tensor is represented by
(3.5) H(x,y) = Γ(x,y)−G(x,y) ,
where Γ is the Kelvin–Somigliana tensor
(3.6)
Γ(x,y) =
1
8πμ(λ+ 2μ)
1
|x− y|
{
(λ+ 3μ)I3 + (λ+ μ)
(x− y) ⊗ (x− y)
|x− y|2
}
,
and
L(∇x)Γ(x,y) + δ(x− y)I3 = O3 .
The above problem then implies that H(x,y) = (H(y,x))T , x,y ∈ Ω.
Next, we introduce the boundary layer ﬁelds for the small voids, known as
the dipole ﬁelds [19, 27].
3. The dipole ﬁelds for the voids. In the construction of the boundary layers
in the asymptotic algorithm, in the vicinity of the void ω
(j)
ε , the physical
ﬁelds known as dipole ﬁelds will play an essential role. They are deﬁned as
functions of the scaled variable ξj = ε
−1(x −O(j)) outside of the scaled set
ω(j) = {ξj : εξj + O(j) ∈ ω(j)ε }. The dipole ﬁelds form the columns of the
3× 6 matrix Q(j), where
L(∇ξj )Q(j)(ξj) = O3×6 , ξj ∈ R3\ω(j) ,(3.7)
Tn(∇ξj )Q(j)(ξj) = Ξ(n(j))A , ξj ∈ ∂ω(j) ,(3.8)
Q(j)(ξj) → O3×6 , as |ξj | → ∞ ,(3.9)
where n(j) is the unit outward normal to R3\ω(j) and O3×6 is the 3× 6 null
matrix.
The right-hand sides in the Neumann boundary condition (3.8) are subjected to
the constraints that the total force on boundary ∂ω(j) and the resultant moments are
zero: ∫
∂ω(j)
Tn(∇ξj )Q(j)(ξj)dsξj = O3×6 ,(3.10) ∫
∂ω(j)
J(ξj)Tn(∇ξj )Q(j)(ξj)dsξj = O3×6 .(3.11)
A special matrixM(j), with constant entries, is also required to construct the leading-
order behavior of the matrix Q(j) at inﬁnity and this is called the dipole matrix. The
behavior of Q(j) far away from the void ω(j) is described in the next lemma (see
[19, 27]).
Lemma 1. For |ξj| > 2 the matrix Q(j) admits the form
(3.12) Q(j)(ξj) = −(Ξ(∇ξj )TΓ(ξj ,O))TM(j) +O(|ξj |−3) .
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4. Formal mesoscale approximation for uN . In this section, the derivation
of the mesoscale asymptotic approximation for uN in Theorem 1 is formally derived.
First we note that in what follows, we will need the matrices Q
(j)
ε (x) = εQ(j)(ξj) and
M
(j)
ε = ε3M(j). According to [19, 27], the dipole matrix M(j) is symmetric negative
deﬁnite.
In the next lemma and the following text the notation Const will represent dif-
ferent positive constants independent of the parameters ε, d, and N .
The mesoscale approximation for the displacement ﬁeld uN is now deﬁned by the
following.
Lemma 2. The formal approximation of uN is given in the form
(4.1) uN (x) = u(x)+
N∑
k=1
{
Q(k)ε (x)−(Ξ(∇z)TH(z,x))TM(k)ε
∣∣∣
z=O(k)
}
C(k)+RN(x),
where the coeﬃcients C(j) satisfy
(4.2)
Ξ(∇x)Tu(x)
∣∣∣
x=O(j)
+C(j) +
∑
k =j
1≤k≤N
Ξ(∇x)T (Ξ(∇z)TG(z,x))TM(k)ε
∣∣∣
z=O(k)
x=O(j)
C(k) = O
for 1 ≤ j ≤ N . The remainder RN is a solution of the boundary value problem for
the homogeneous Lame´ equation in ΩN , with the mixed boundary conditions
RN (x) = φ(x) on ∂Ω and Tn(∇x)RN (x) = φ(j)(x) on x ∈ ∂ω(j)ε , 1 ≤ j ≤ N,
where the right-hand sides satisfy the estimates
(4.3) |φ(x)| ≤ Const
N∑
k=1
ε4|C(k)|
|x−O(k)|3 , x ∈ ∂Ω ,
and
(4.4) |φ(j)(x)| ≤ Const
⎛
⎜⎜⎝ε(1 + ε2|C(j)|) + ∑
k =j
1≤k≤N
ε4|C(k)|
|x−O(k)|4
⎞
⎟⎟⎠ ,
x ∈ ∂ω(j)ε , 1 ≤ j ≤ N ,
and the φ(j), 1 ≤ j ≤ N , fulﬁll the orthogonality conditions
(4.5)
∫
∂ω
(j)
ε
φ(j)dsx = O ,
∫
∂ω
(j)
ε
J(x−O(j))φ(j)dsx = O , 1 ≤ j ≤ N .
Proof. The orthogonality conditions (4.5) follow from (4.1), the Betti formula,
and the model problems introduced in section 2.
According to problem 1, section 2, the vector function
(4.6) R
(1)
N = uN (x)− u(x)
satisﬁes the homogeneous Lame´ equation for x ∈ ΩN . Since both uN (x) and u(x)
satisfy the homogeneous Dirichlet condition on ∂Ω, then R
(1)
N (x) = O for x ∈ ∂Ω.
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Next consider the tractions of the R
(1)
N on ∂ω
(j)
ε . This condition, using Taylor’s
expansion about x = O(j), takes the form
Tn(∇x)R(1)N = Tn(∇x)(uN (x)− u(x)) = −Tn(∇x)u(x) ,
= −Tn(∇x)u(x)
∣∣
x=O(j)
+O(ε) , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N .(4.7)
An approximation for R
(1)
N is then sought as
(4.8) R
(1)
N (x) =
N∑
k=1
{
Q(k)ε (x) − (Ξ(∇z)TH(z,x))TM(k)ε
∣∣∣
z=O(k)
}
C(k) +RN(x) .
The goal is now to determine the vector coeﬃcients C(k), 1 ≤ k ≤ N , to complete the
formal approximation. It is noted that the remainder in (4.8) is a solution of
L(∇x)RN (x) = O , x ∈ ΩN ,
and from the boundary condition for the regular part H of Green’s tensor (see (3.3)–
(3.5)), the exterior Dirichlet condition for RN is
RN (x) = −
N∑
k=1
{
Q(k)ε (x) − (Ξ(∇z)TΓ(z,x))TM(k)ε
∣∣∣
z=O(k)
}
C(k)
= O
(
N∑
k=1
ε4|C(k)|
|x−O(k)|3
)
, x ∈ ∂Ω ,(4.9)
where Lemma 1 has also been used. Here in addition to using (3.12), we have also
employed the identity
(Ξ(∇x)TΓ(x,O(j)))T = −(Ξ(∇z)TΓ(x, z))T
∣∣
z=O(j)
,
which explains the sign “−” in the right-hand side of (4.9) and (4.1). In order to derive
the vector coeﬃcients C(j), 1 ≤ j ≤ N , the tractions on the interior boundaries for
RN should be considered. For x ∈ ∂ω(j)ε , according to (4.7)
Tn(∇x)RN (x) = −Tn(∇x)u(x)
∣∣
x=O(j)
− Tn(∇x)Q(j)ε (x)C(j)
−
∑
k =j
1≤k≤N
Tn(∇x)
{
Q(k)ε (x)− (Ξ(∇z)TH(z,x))TM(k)ε
∣∣∣
z=O(k)
}
C(k)
+O(ε) +O(ε3|C(j)|) , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N .
Condition (3.8) and Lemma 1 then provide a simpliﬁed form of the above traction
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condition on ∂ω
(j)
ε :
Tn(∇x)RN (x) = −Ξ(n(j))A
⎧⎪⎪⎨
⎪⎪⎩Ξ(∇x)
Tu(x)
∣∣
x=O(j)
+C(j)
+
∑
k =j
1≤k≤N
Ξ(∇x)T (Ξ(∇z)TG(z,x))TM(k)ε
∣∣∣
z=O(k)
C(k)
⎫⎪⎬
⎪⎪⎭
+O(ε) +O(ε3|C(j)|) +O
⎛
⎜⎜⎝ ∑
k =j
1≤k≤N
ε4|C(k)|
|x−O(k)|4
⎞
⎟⎟⎠ ,
x ∈ ∂ω(j)ε , 1 ≤ j ≤ N .
Applying the Taylor expansion once more about x = O(j) gives
Tn(∇x)RN(x)
= −Ξ(n(j))A
⎧⎪⎪⎨
⎪⎪⎩Ξ(∇x)
Tu(x)
∣∣
x=O(j)
+C(j)
+
∑
k =j
1≤k≤N
Ξ(∇x)T (Ξ(∇z)TG(z,x))TM(k)ε
∣∣∣
z=O(k)
x=O(j)
C(k)
⎫⎪⎪⎬
⎪⎪⎭
+O(ε) +O(ε3|C(j)|) +O
⎛
⎜⎜⎝ ∑
k =j
1≤k≤N
ε4|C(k)|
|O(j) −O(k)|4
⎞
⎟⎟⎠ , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N .(4.10)
Thus, we can remove the leading-order discrepancy in the preceding boundary condi-
tion by allowing C(j) to satisfy the system of equations
(4.11) Ξ(∇x)Tu(x)
∣∣∣
x=O(j)
+C(j)
+
∑
k =j
1≤k≤N
Ξ(∇x)T (Ξ(∇z)TG(z,x))TM(k)ε
∣∣∣
z=O(k)
x=O(j)
C(k) = O
for 1 ≤ j ≤ N . Combining (4.6), (4.8), and (4.9)–(4.11) completes the proof of the
lemma.
5. Algebraic system for C(j) and its solvability. Before presenting the en-
ergy estimate for the remainder RN , the solvability of the algebraic system (4.2) is
discussed in this section under the constraint that ε < c d. We ﬁrst introduce some
notations to simplify the analysis.
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Using the following vectors,
C = ((C(j))T , . . . , (C(N))T )T and
V =
(
(Ξ(∇x)Tu(x))T
∣∣∣
x=O(1)
, . . . , (Ξ(∇x)Tu(x))T
∣∣∣
x=O(N)
)T
,
and the 6N × 6N symmetric matrices:
M = diag{M(1)ε , . . . ,M(N)ε } ,
S =
⎧⎨
⎩
Ξ(∇x)T (Ξ(∇y)TG(y,x))T
∣∣∣x=O(j)
y=O(k)
if j 
= k ,
O6 otherwise ,
(4.2) can be written as
(5.1) −V = (I6N×6N + SM)C .
5.1. Solvability of the algebraic system (5.1). Here, a result concerning the
solvability of the system (5.1) is proved.
Lemma 3. Let the parameters ε and d satisfy the inequality
(5.2) ε < c d ,
where c is a suﬃciently small constant. Then, the linear algebraic system (5.1) is
solvable and
(5.3)
N∑
j=1
|C(j)|2 ≤ Const
N∑
j=1
|E(u(x))|2
∣∣∣
x=O(j)
,
where the strain vector E(u(x)) is deﬁned in (2.4).
Proof. By taking the scalar product of (5.1) with MC and using the Cauchy
inequality we deduce
(5.4) 〈−MC,C〉 − 〈MC,SMC〉 = 〈MC,V〉 ≤ 〈−MC,C〉1/2〈−MV,V〉1/2 .
Note that the term 〈MC,SMC〉 admits the form
(5.5) 〈MC,SMC〉 =
N∑
j=1
(M(j)ε C
(j))T
·
∑
k =j
1≤k≤N
Ξ(∇x)T (Ξ(∇y)TG(y,x))T
∣∣∣x=O(j)
y=O(k)
(M(k)ε C
(k)) .
In Appendix B, it is shown that (5.5) satisﬁes
(5.6) |〈MC,SMC〉| ≤ Const d−3〈MC,MC〉 .
Returning to (5.4), this can then be used to establish that
〈−MV,V〉1/2 ≥ 〈−MC,C〉1/2 − 〈MC,SMC〉〈−MC,C〉1/2
≥ 〈−MC,C〉1/2 − Const d−3 〈MC,MC〉〈−MC,C〉1/2 .
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We note that
〈MC,MC〉 = 〈−MC,−MC〉 ≤ Const max
1≤k≤N
λ(k)max 〈−MC,C〉
and since the eigenvalues of the dipole matrices −M(k)ε , 1 ≤ k ≤ N , are O(ε3)
according to (1.4), it follows
〈−MV,V〉1/2 ≥ (1 − Const ε3d−3)〈−MC,C〉1/2 .
Estimate (5.3) now follows from (5.2) and (2.5). The proof is complete.
6. Energy estimate for the remainder RN . With the formal mesoscale
asymptotic approximation of uN in place, the energy estimate for the remainder
term RN in Theorem 1 is now obtained.
Lemma 4. Let the parameters ε and d satisfy the inequality
ε < c d,
where c is a suﬃciently small constant. Then the remainder term RN satisﬁes the
energy estimate
(6.1)
∫
ΩN
tr(σ(RN )e(RN ))dx ≤ Const
{
ε11d−11 + ε5d−3
}
‖E(u)‖2L∞(Ω) ,
where the constant in the right-hand side is independent of ε and d.
Prior to the proof of Lemma 4 and Theorem 1 we introduce several auxiliary
notations.
6.1. Auxiliary functions. In this part of the proof, auxiliary functions will be
introduced that will allow the remainder RN to be estimated. First, cutoﬀ functions
will be considered whose supports are located in the vicinity of the boundaries of ΩN .
Namely, the cutoﬀ function χ
(k)
ε ∈ C∞0 (B(k)3ε ), 1 ≤ k ≤ N , will be used that is
equal to 1 inside the ball B
(k)
2ε . A cutoﬀ function χ0 is also required and will allow for
certain domains of integration to be concentrated near the boundary ∂Ω. With the
set Vδ = {x ∈ Ω : 0 < dist(x, ∂Ω) < δ} we deﬁne χ0 ∈ C∞0 (V), where V = V1/2. The
function χ0 is equal to 1 on V1/4, and zero when x ∈ Ω\V.
Now vector functions Ψk, k = 0, 1, . . . , N , are introduced that satisfy the condi-
tions
(6.2) Ψ0(x) = −RN(x) for x ∈ ∂Ω ,
and
(6.3) Tn(∇x)Ψp(x) = −Tn(∇x)RN (x) for x ∈ ∂ω(p)ε , p = 1, . . . , N .
Such functions will take the representations
(6.4) Ψ0(x) =
N∑
j=1
{
Q(j)ε (x) − (Ξ(∇w)TΓ(w,x))TM(j)ε
∣∣∣
w=O(j)
}
C(j)
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and for 1 ≤ k ≤ N
Ψk(x)
= u(x)− ξ(x−O(k))(ξ(∇x)Tu(x))
∣∣∣
x=O(k)
−Ξ(x−O(k))(Ξ(∇x)Tu(x))
∣∣∣
x=O(k)
− (D(∇w)TH(w,x))TM(k)ε C(k)
∣∣∣
w=O(k)
+
∑
j =k
1≤j≤N
{
Q(j)ε (x)− (Ξ(∇w)TH(w,x))TM(j)ε
∣∣∣
w=O(j)
}
C(j)
−
∑
j =k
1≤j≤N
Ξ(x −O(k))Ξ(∇x)T (Ξ(∇w)TG(w,x))TM(j)ε C(j)
∣∣∣
x=O(k)
w=O(j)
.(6.5)
With these choices for the functions Ψk, 0 ≤ k ≤ N , it can be veriﬁed that they
indeed satisfy (6.2) and (6.3).
Also note that for k = 1, . . . , N it can be checked that
(6.6)∫
∂ω
(k)
ε
Tn(∇x)Ψk(x)dSx = O and
∫
∂ω
(k)
ε
J(x−O(k))Tn(∇x)Ψk(x)dx = O .
In what follows, we also use the same notation RN to denote the extension of the
remainder into the regions ω
(k)
ε , 1 ≤ k ≤ N , similarly to [33].
Later, the constant vectors
(6.7) r(k) =
1
|B(k)3ε |
∫
B
(k)
3ε
J(∇x)RN (x)dx , 1 ≤ k ≤ N ,
and
(6.8) RN
(k)
=
1
|B(k)3ε |
∫
B
(k)
3ε
(RN (x) + J(x −O(k))r(k))dx , 1 ≤ k ≤ N ,
will also be required. Using these constants, a rigid body displacement can be con-
structed in the form RN
(k)
+ J(x −O(k))r(k) that satisﬁes
(6.9)
∫
B
(k)
3ε
η(RN (x) + J(x −O(k))r(k))dx = O3
and
(6.10)
∫
B
(k)
3ε
(RN (x) + J(x−O(k))r(k) −RN (k))dx = O .
6.2. Estimate for the energy in terms of the functions Ψk. Here it is
shown that
(6.11)
∫
ΩN
tr(σ(RN )e(RN ))dx
≤ Const
{∫
V
|Ψ0|2dx+
∫
V
|E(Ψ0)|2dx+
N∑
k=1
∫
B
(k)
3ε
|E(Ψk)|2dx
}
.
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First, set
(6.12) W = RN + χ0Ψ0 and U = RN +
N∑
k=1
χ(k)ε Ψk .
Note that according to (6.2) and (6.3), W = O for x ∈ ∂Ω and Tn(∇x)U = O for
x ∈ ∪Nk=1∂ω(k)ε . As a result, after applying Betti’s formula, it is possible to show that∫
ΩN
tr(σ(W)e(U))dx = −
∫
ΩN
W · L(∇x)Udx .
Recall the supports of the cutoﬀ functions χ0 and χ
(k)
ε , k = 1, . . . , N , do not intersect,
and RN satisﬁes the homogeneous Lame´ equation in ΩN . Thus after replacing U and
W with their deﬁnitions in (6.12), the preceding identity reduces to
(6.13)
∫
ΩN
tr
(
σ(RN + χ0Ψ0)e
(
RN +
N∑
k=1
χ(k)ε Ψk
))
dx
= −
N∑
k=1
∫
B
(k)
3ε \ω(k)ε
RN · L(∇x)(χ(k)ε Ψk)dx
which can be further simpliﬁed by expanding the left-hand side using the linearity of
the stress and strain tensors to give the inequality∫
ΩN
tr(σ(RN )e(RN ))dx ≤ Σ1 +Σ2 +Σ3(6.14)
where
Σ1 =
∣∣∣∣
∫
V
tr(σ(χ0Ψ0)e(RN ))dx
∣∣∣∣ ,
Σ2 =
∣∣∣∣∣
N∑
k=1
∫
B
(k)
3ε \ω(k)ε
RN · L(∇x)(χ(k)ε Ψk)dx
∣∣∣∣∣ ,
Σ3 =
∣∣∣∣∣
N∑
k=1
∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(χ
(k)
ε Ψk))dx
∣∣∣∣∣ .(6.15)
Next, to derive (6.11), Σj , j = 1, 2, 3, is estimated.
6.2.1. Estimate for Σ1. The term Σ1, by the Cauchy inequality and the
Schwarz inequality, admits the estimate
Σ1 ≤
∫
V
[tr(σ(χ0Ψ0)σ(χ0Ψ0))]
1/2[S(RN)]
1/2dx
≤
(∫
V
tr(σ(χ0Ψ0)σ(χ0Ψ0))dx
)1/2(∫
V
S(RN)dx
)1/2
.(6.16)
Here, the quantity S(U) is deﬁned in (2.6). Since the inequalities
(6.17) tr(σ(v)σ(v)) ≤ c1S(v), where c1 =
{
(3λ+ 2μ)2 if 0 ≤ ν ≤ 1/2 ,
4μ2 if − 1 ≤ ν < 0 ,
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and
(6.18) tr(σ(v)e(v)) ≥ c2S(v), where c2 =
{
2μ if 0 ≤ ν ≤ 1/2 ,
3λ+ 2μ if − 1 ≤ ν < 0 ,
hold for a vector function v, it can then be asserted from (6.17), (6.18), and (6.16)
that
Σ1 ≤ Const
(∫
V
S(χ0Ψ0)dx
)1/2(∫
ΩN
tr(σ(RN )e(RN ))dx
)1/2
.(6.19)
6.2.2. Estimate for Σ2. Note that
(6.20)
∫
B
(k)
3ε \ω(k)ε
(J(x −O(k))r(k) −RN (k)) · L(∇x)(χ(k)ε Ψk)dx = 0 ,
where the deﬁnitions of r(k) and RN
(k)
are found in (6.7) and (6.8). Identity (6.20)
appears as a result of the application of the Betti formula in B
(k)
3ε \ω(k)ε as follows:∫
B
(k)
3ε \ω(k)ε
(J(x −O(k))r(k) −RN (k)) · L(∇x)(χ(k)ε Ψk)dx
=
∫
B
(k)
3ε \ω(k)ε
χ(k)ε Ψk · L(∇x)(J(x −O(k))r(k) −RN
(k)
)dx
+
∫
∂(B
(k)
3ε \ω(k)ε )
{(J(x−O(k))r(k) −RN (k)) · Tn(∇x)(χ(k)ε Ψk)
−χ(k)ε Ψk · Tn(∇x)(J(x −O(k))r(k) −RN
(k)
)}dsx .(6.21)
The ﬁrst integral on the right is zero since all rigid body displacements are solutions
of the homogeneous Lame´ system. They also produce zero traction and this together
with the deﬁnition of χ
(k)
ε , 1 ≤ k ≤ N , shows that∫
B
(k)
3ε \ω(k)ε
(J(x−O(k))r(k) −RN (k)) · L(∇x)(χ(k)ε Ψk)dx
=
∫
∂ω
(k)
ε
(J(x −O(k))r(k) −RN (k)) · Tn(∇x)Ψkdsx ,
and owing to (6.6) the right-hand side is zero.
In addition to (6.20), the next identity is also true:
(6.22)∫
B
(k)
3ε \ω(k)ε
(RN (x)+J(x−O(k))r(k)−RN (k))·L(∇x)(χ(k)ε (J(x−O(k))ψ(k)−Ψk))dx = 0 ,
where similarly to (6.7) and (6.8)
ψ(k) =
1
|B(k)3ε |
∫
B
(k)
3ε
J(∇x)Ψk(x)dsx, 1 ≤ k ≤ N ,
and
Ψk =
1
|B(k)3ε |
∫
B
(k)
3ε
(Ψk(x) + J(x−O(k))ψ(k))dx , 1 ≤ k ≤ N .
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Here (6.22) follows from applying the Betti formula inside B
(k)
3ε \ω(k)ε , making use of
the fact that RN is a solution of the homogeneous Lame´ equation in ΩN , and that it
satisﬁes the conditions (4.5).
Therefore, the term Σ2 in (6.15), in combination with (6.20) and (6.22), is also
written as
Σ2 =
∣∣∣∣∣
N∑
k=1
∫
B
(k)
3ε \ω(k)ε
(RN (x) + J(x −O(k))r(k) −RN (k))
·L(∇x)(χ(k)ε (Ψk(x) + J(x−O(k))ψ(k) −Ψk))dx
∣∣∣∣∣ .(6.23)
The Schwarz inequality followed by the Cauchy inequality shows that Σ2 is majorized
by
Const
(
N∑
k=1
∫
B
(k)
3ε
|(RN (x) + J(x −O(k))r(k) −RN (k))|2dx
)1/2
×
(
N∑
k=1
∫
B
(k)
3ε
|L(∇x)(χ(k)ε (Ψk(x) + J(x−O(k))ψ(k) −Ψk))|2dx
)1/2
,
where RN has been smoothly extended inside ω
(k)
ε . Then Poincare´’s inequality shows
that in B
(k)
3ε , k = 1, . . . , N,
(6.24)
(∫
B
(k)
3ε
|(RN (x) + J(x −O(k))r(k) −R(k)N )|2dx
)1/2
≤ Const ε
(∫
B
(k)
3ε
|∇(RN (x) + J(x −O(k))r(k))|2dx
)1/2
.
Next as a result of condition (6.9), the Friedrichs inequality can be used, similarly to
[10], to give the estimate
(6.25)(∫
B
(k)
3ε
|∇(RN (x) + J(x−O(k))r(k))|2dx
)1/2
≤ Const ε
(∫
B
(k)
3ε
S(RN )dx
)1/2
.
This argument together with (6.18) and (6.23) shows that
Σ2 ≤ Const ε
(
N∑
k=1
∫
B
(k)
3ε
tr(σ(RN)e(RN ))dx
)1/2
×
(
N∑
k=1
∫
B
(k)
3ε
|L(∇x)(χ(k)ε (Ψk(x) + J(x−O(k))ψ(k) −Ψk))|2dx
)1/2
.(6.26)
By computing derivatives and taking into account the deﬁnition of the cutoﬀ functions
χk, k = 1, . . . , N , an estimate for the second integrand on the right can be established
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in the form
|L(∇x)(χ(k)ε (Ψk(x) + J(x)ψ(k) −Ψk))|2
≤ Const ε−2
{
|∇(Ψk(x) + J(x −O(k))ψ(k))|2
+ ε−2|Ψk(x) + J(x−O(k))ψ(k) −Ψk|2
}
,(6.27)
where L(∇x)Ψk = O for x ∈ B(k)3ε has been used.
Thus, (6.27) together with the application of the Poincare´ inequality and the
Friedrichs inequality inside B
(k)
3ε leads to(
N∑
k=1
∫
B
(k)
3ε
|L(∇x)(χ(k)ε (Ψk(x) + J(x−O(k))ψ(k) −Ψk))|2dx
)1/2
≤ Const ε−1
(
N∑
k=1
∫
B
(k)
3ε
S(Ψk)dx
)1/2
.(6.28)
Combined with (6.26) and the fact that
(
N∑
k=1
∫
B
(k)
3ε
tr(σ(RN )e(RN ))dx
)1/2
≤
(∫
ΩN
tr(σ(RN)e(RN ))dx
)1/2
,
(6.28) then yields
(6.29) Σ2 ≤ Const
(∫
ΩN
tr(σ(RN )e(RN))dx
)1/2( N∑
k=1
∫
B
(k)
3ε
S(Ψk)dx
)1/2
.
6.2.3. Estimate for Σ3. Owing to the Betti formula, Lemma 2, and the as-
sumption that the support of the cutoﬀ function χ
(k)
ε is contained in B
(k)
3ε , we deduce∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(χ
(k)
ε {J(x−O(k))ψ(k) −Ψk}))dx
= −
∫
B
(k)
3ε \ω(k)ε
χ(k)ε {J(x−O(k))ψ(k) −Ψk} · L(∇x)RNdx = 0 .
It then follows that∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(χ
(k)
ε Ψk))dx
=
∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(χ
(k)
ε {Ψk + J(x −O(k))ψ(k) −Ψk}))dx .(6.30)
The symmetry of the functional on the right-hand side implies∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(χ
(k)
ε {Ψk − J(x−O(k))ψ(k) −Ψk}))dx
=
∫
B
(k)
3ε \ω(k)ε
tr(σ(χ(k)ε {Ψk + J(x−O(k))ψ(k) −Ψk})e(RN ))dx .(6.31)
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After applying the Cauchy and Schwarz inequalities to (6.31) and combining the result
with (6.30), it can be derived that
∫
B
(k)
3ε \ω(k)ε
tr(σ(RN)e(χ
(k)
ε Ψk))dx
≤
(∫
B
(k)
3ε \ω(k)ε
S(RN)dx
)1/2
×
(∫
B
(k)
3ε \ω(k)ε
tr(σ(χ(k)ε {Ψk + J(x−O(k))ψ(k) −Ψk})
× σ(χ(k)ε {Ψk + J(x−O(k))ψ(k) −Ψk}))dx
)1/2
,(6.32)
where S(U) is given in (2.6). Then (6.17) and (6.18) provide
∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(χ
(k)
ε Ψk))dx
≤ Const
(∫
B
(k)
3ε
S(χ(k)ε {Ψk + J(x−O(k))ψ(k) −Ψk})dx
)1/2
×
(∫
B
(k)
3ε \ω(k)ε
tr(σ(RN )e(RN ))dx
)1/2
.(6.33)
Here, as a result of the inequality
S(uv) ≤ Const{|∇u|2|v|2 + u2S(v)}
for any vector function v and scalar function u, it can be asserted that
∫
B
(k)
3ε
S(χ(k)ε {Ψk + J(x −O(k))ψ(k) −Ψk})dx
≤ Const
{
ε−2
∫
B
(k)
3ε
|Ψk + J(x−O(k))ψ(k) −Ψk|2dx+
∫
B
(k)
3ε
S(Ψk)dx
}
.
Again applying the Poincare´ inequality and the Friedrichs inequality in B
(k)
3ε to the
ﬁrst integral on the above right-hand side (similarly to (6.24) and (6.25)) gives
∫
B
(k)
3ε
S(χ(k)ε {Ψk + J(x −O(k))ψ(k) −Ψk})dx ≤ Const
∫
B
(k)
3ε
S(Ψk)dx .
This estimate together with (6.33) yields
Σ3 ≤ Const
N∑
k=1
(∫
B
(k)
3ε
S(Ψk)dx
)1/2(∫
B
(k)
3ε \ω(k)ε
tr(σ(RN)e(RN ))dx
)1/2
.(6.34)
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6.2.4. Proof of (6.11). Therefore (6.14), (6.15), (6.19), (6.29), and (6.34) assert
that
∫
ΩN
tr(σ(RN )e(RN ))dx ≤ Const
{∫
V
S(χ0Ψ0)dx+
N∑
k=1
∫
B
(k)
3ε
S(Ψk)dx
}
.(6.35)
As a result of (2.6), for a vector function v
S(v) ≤ Const |E(v)|2 ,
and this with the deﬁnition of χ0 and (6.35) yields (6.11).
6.3. Proof of Lemma 4 and Theorem 1. Estimation of the energy for
RN . The inequality (6.11) leads to
(6.36)
∫
ΩN
tr(σ(RN )e(RN ))dx ≤ Const {K + L+M +N} ,
where
K =
∫
V
|Ψ0|2dx+
∫
V
|E(Ψ0)|2dx ,(6.37)
L =
N∑
k=1
∫
B
(k)
3ε
∣∣∣E [u(x)−Ξ(x−O(k))(Ξ(∇x)Tu(x))∣∣∣
x=O(k)
]∣∣∣2 dx ,(6.38)
M =
N∑
k=1
∫
B
(k)
3ε
∣∣∣∣∣∣∣∣
E
⎛
⎜⎜⎝ ∑
j =k
1≤j≤N
{
Q(j)ε (x)− (Ξ(∇w)TH(w,x))TM(j)ε
∣∣∣
w=O(j)
}
C(j)
−
∑
j =k
1≤j≤N
Ξ(x−O(k))
× Ξ(∇x)T (Ξ(∇w)TG(w,x))TM(j)ε C(j)
∣∣∣
x=O(k)
w=O(j)
⎞
⎟⎟⎠
∣∣∣∣∣∣∣∣
2
dx ,(6.39)
N =
N∑
k=1
∫
B
(k)
3ε
∣∣∣E((D(∇w)TH(w,x))TM(k)ε C(k)∣∣∣
w=O(k)
) ∣∣∣2dx .(6.40)
Owing to the representation of Ψ0 in (6.4) and Lemma 1, the term K admits the
estimate
K ≤ Const ε8
⎧⎪⎨
⎪⎩
∫
V
⎛
⎝ N∑
j=1
|C(j)|
|x−O(j)|3
⎞
⎠
2
dx+
∫
V
⎛
⎝ N∑
j=1
|C(j)|
|x−O(j)|4
⎞
⎠
2
dx
⎫⎪⎬
⎪⎭
≤ Const ε8
N∑
j=1
|C(j)|2
N∑
j=1
{∫
V
1
|x−O(j)|6 dx+
∫
V
1
|x−O(j)|8 dx
}
,
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where the last estimate has been obtained through the Cauchy inequality. Since
dist(∂Ω, ∂ω) ≥ 1, the ﬁnal estimate for K, after applying Lemma 3, is
(6.41) K ≤ Const ε8d−3
N∑
j=1
|C(j)|2 ≤ Const ε8d−6‖E(u)‖2L∞(Ω) .
To estimate L, the Taylor approximation is used to expand the ﬁrst-order derivatives
of the function u about x = O(k), as follows:
L =
N∑
k=1
∫
B
(k)
3ε
∣∣∣E[u(x)] −E[u(x)]∣∣∣
x=O(k)
]
∣∣∣2 dx
≤ Const ε5
N∑
p=1
∥∥∥∇⊗E[u(x)]∣∣∣
x=O(k)
∥∥∥2 .
A local regularity estimate for the second-order derivatives of the components of u
inside ω then (see Appendix A) leads to
(6.42) L ≤ Const ε5d−3‖E(u)‖2L∞(Ω) .
By using the boundary condition for the regular part H (see section 3), the term
M can be written in the form
M =
N∑
k=1
∫
B
(k)
3ε
∣∣∣∣∣∣∣∣
∑
j =k
1≤j≤N
[
E
(
Q(j)ε (x)− (Ξ(∇w)TΓ(w,x))T
∣∣∣
w=O(j)
)
− E
(
(Ξ(∇w)TG(w,x))T
∣∣∣
w=O(j)
) ∣∣∣
x=O(k)
]
M(j)ε C
(j)
∣∣∣∣∣∣∣∣
2
dx .
Next, using Lemma 1 and the Taylor expansion about x = O(k) of the second-order
derivatives of the components of G, establishes the estimate
M ≤ Const ε11
N∑
k=1
∣∣∣∣∣∣∣∣
∑
j =k
1≤j≤N
|C(j)|
|O(k) −O(j)|4
∣∣∣∣∣∣∣∣
2
dx
≤ Const ε11
N∑
p=1
|C(p)|2
N∑
k=1
∑
j =k
1≤j≤N
1
|O(k) −O(j)|8 .(6.43)
Lemma 3 then yields the ﬁnal estimate for M:
M ≤ Const ε11d−6
N∑
p=1
|C(p)|2
∫∫
ω×ω:
|x−y|≥d
dxdy
|x− y|8
≤ Const ε11d−8
N∑
p=1
|C(p)|2 ≤ Const ε11d−11‖E(u)‖2L∞(Ω) .(6.44)
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Since the derivatives of the components of H are bounded within the cloud ω, we
deduce
(6.45) N ≤ Const ε9
N∑
k=1
|C(k)|2 ≤ Const ε9d−3‖E(u)‖2L∞(Ω) .
The energy estimate contained in Lemma 4 is then proved by combining (6.41), (6.42),
(6.44), (6.45), and (6.36).
Now we prove Theorem 1. It remains to consider the formal approximation for
uN in Lemma 2, which relies on the solvability of a particular algebraic system (1.7).
The solvability of this system was proved in Lemma 3, which together with the energy
estimate in Lemma 4, proves Theorem 1.
7. Illustration: Simpliﬁed asymptotic formulas. In this section, we present
simpliﬁed asymptotic formulas for uN in the far-ﬁeld region away from the cloud
of voids and also in the case when an inﬁnite elastic medium containing the cloud
is considered. It is also shown in Appendix C that for spherical voids, the model
boundary layers of problem 3 of section 3 can be constructed explicitly in the closed
form, along with the dipole matrices for these spherical cavities.
7.1. Far-ﬁeld approximation to uN . Given the dipole matrices M
(k)
ε , 1 ≤
k ≤ N , the asymptotic formula (1.6) of Theorem 1 is simpliﬁed under the constraint
that the point of measurement of the displacement is distant from the cloud of voids.
Corollary 1. Let dist(x, ω) > 1. The asymptotic formula for uN admits the
form
(7.1) uN (x) = u(x) +
N∑
k=1
(Ξ(∇z)TG(z,x))TM(k)ε
∣∣∣
z=O(k)
C(k) + FN (x) ,
where the C(k), k = 1, . . . , N, satisfy the system (1.7)
FN (x) = O
(
N∑
k=1
ε4|C(k)|
|x−O(k)|4
)
+RN ,
and RN satisﬁes (1.8).
Proof. Formula (7.1) follows from Lemma 1.
It is noted that in the simpliﬁed representation (7.1) for uN , information about
the small voids is contained in their dipole characteristics represented by M
(k)
ε , 1 ≤
k ≤ N . In particular, if the voids are spherical cavities of radius a(k)ε with center
O(k), 1 ≤ k ≤ N , then the dipole matrix is given by
(7.2) M
(k)
ε = − (λ+ 2μ)π(a
(k)
ε )3
μ(9λ+ 14μ)
[M(1) O3
O3 M(2)
]
with
(7.3)
M(1) =
⎡
⎣ m m− 40μ2 m− 40μ2m− 40μ2 m m− 40μ2
m− 40μ2 m− 40μ2 m
⎤
⎦ , m = 9λ2 + 20λμ+ 36μ2 ,
M(2) = 40μ2I3 .
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It is noted that the matrixM
(k)
ε for the spherical cavity in the inﬁnite space is negative
deﬁnite. Thus (7.2), (7.3), together with Corollary 1 gives the far-ﬁeld approximation
for uN in an elastic solid containing a cloud of arbitrary spherical cavities.
7.2. Far-ﬁeld approximation for uN in an inﬁnite elastic medium with
a cloud of voids. Here we consider the problem when Ω = R3, so that ΩN =
R3\∪Nj=1ω(j)ε is the inﬁnite space containing a cloud of voids.
In this scenario, we search for the approximation to uN which is now a solution
of the problem
L(∇x)uN (x) + f(x) = O , x ∈ ΩN ,(7.4)
Tn(∇x)uN (x) = O , x ∈ ∂ω(j)ε , 1 ≤ j ≤ N ,(7.5)
uN(x) = O(|x|−2) for |x| → ∞ .(7.6)
The vector function f is also supplied with the conditions that∫
ΩN
f(x)dx = O ,
∫
ΩN
x× f(x)dx = O ,
and the support of f , as before, is chosen to satisfy dist(∂ω, supp f) = O(1).
Finally, before stating results concerning the approximation of uN , we further
introduce some model quantities. We require the ﬁeld u which solves the problem
(3.1) and that is also supplied with the additional condition of decay at inﬁnity (7.6).
The matrix
P =
⎧⎨
⎩
Ξ(∇x)T (Ξ(∇y)TΓ(y,x))T
∣∣∣x=O(i)
y=O(j)
if i 
= j ,
O6×6 otherwise ,
is also needed in the next result. We note that in the considered case the regular part
H ≡ 0, so that Green’s tensor in Ω is G ≡ Γ, the Kelvin–Somigliana tensor, which is
deﬁned in (3.6).
First, as a direct consequence of Corollary 1 we have the following.
Corollary 2. Let dist(x, ω) > 1, then the asymptotic formula for uN admits
the form
(7.7) uN (x) = u(x) +
N∑
k=1
(Ξ(∇z)TΓ(z,x))TM(k)ε
∣∣∣
z=O(k)
C(k) +RN (x) ,
where
RN (x) = O
(
N∑
k=1
ε4|C(k)|
|x−O(k)|4
)
+RN ,
C = ((C(1))T , . . . , (C(N))T )T solves the linear algebraic system
(7.8) −V = (I6N×6N +PM)C ,
and RN satisﬁes (1.8).
Once again, the dipole matrix for a spherical cavity (see (7.2), (7.3)) can be used
with (7.7) to describe the far-ﬁeld behavior of uN in an inﬁnite elastic space containing
a cloud of spherical cavities.
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7.3. Uniform approximation for uN in the inﬁnite elastic space con-
taining a cloud of voids. Corollary 2 can be extended to a uniform approximation
uN , satisfying (7.4)–(7.6), inside ΩN = R
3\∪Nj=1ω(j)ε :
Corollary 3. Let the small parameters ε and d satisfy the inequality
(7.9) ε < c d ,
where c is a suﬃciently small constant. Then the approximation for uN is given by
(7.10) uN (x) = u(x) +
N∑
k=1
Q(k)ε (x)C
(k) +RN(x) ,
and RN satisﬁes (1.8).
Matrices such as Q
(k)
ε can be constructed in the explicit closed form for certain
geometries. For spherical voids, the representation of this matrix is given in Ap-
pendix C. Thus, if the cloud ω is composed of a nonperiodic arrangement of spherical
voids ω
(j)
ε , 1 ≤ j ≤ N , then the approximation stated in the previous Corollary, to-
gether with the representation of the matrix Q
(j)
ε in Appendix C is readily applicable
here.
8. Numerical illustrations for bodies with clouds of voids. Here, we use
the asymptotic formula (7.10) in illustrative examples that demonstrate the eﬃciency
of the asymptotic approach developed here for an inﬁnite solid containing a cloud of
small voids. We begin by introducing the computational setup for the simulations
in section 8.1. In section 8.2, we explain the benchmark ﬁnite element simulations
produced in COMSOL and the use of formula (7.10).
8.1. Problem and geometry for the numerical scheme. We consider the
inﬁnite space and inside this we embed a cloud of spherical voids that populate a
sphere of radius 1 contained in the cube ω with side length 2. Both the latter objects
have their center at (2, 2, 2)T .
We look for the function uN as a solution of (7.4) and (7.5) that is also supplied
with the condition that
uN →
⎛
⎝ x10
0
⎞
⎠ as |x| → ∞ .
In this case, formula (7.10) is still applicable with u = (x1, 0, 0)
T and the matrices
Q
(k)
ε and M
(k)
ε , 1 ≤ k ≤ N , taken from Appendix C and (7.2)–(7.3), respectively.
The centers of voids Oijk = (O
(1)
ijk , O
(2)
ijk, O
(3)
ijk)
T , 1 ≤ i, j, k ≤ N1, are then chosen
according to the rule
O
(1)
ijk =
(2i− 1)
N1
+ 1 , O
(2)
ijk =
(2j − 1)
N1
+ 1 , O
(3)
ijk =
(2k − 1)
N1
+ 1 ,
under the additional constraint that
|Oijk − (2, 2, 2)T | < 1 .
The distance between the centers of nearest neighbors in this array is 2/N1.
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Next we deﬁne Rijk as
Rijk =
⎧⎪⎪⎨
⎪⎪⎩
1
100
⌊
75
N1
∣∣∣∣sin
(
ijkπ
N31
)∣∣∣∣
⌋
if i > j ,
1
100
⌊
90
N1
∣∣∣∣sin
(
ijkπ
N31
)∣∣∣∣
⌋
if i < j .
A spherical void is then chosen with center at Oijk and assigned the radius rijk
satisfying
rijk =
⎧⎨
⎩
(2N1)
−1 if Rijk < (4N1)−1 ,
Rijk otherwise .
The voids form a nonperiodic cluster with the center of the voids contained in the
sphere of radius 1 and center at (2, 2, 2)T . The material occupying the exterior of
this cluster is assumed to be cast iron, having Young’s modulus E = 140 GPa and
Poisson’s ratio ν = 0.25.
In relation to the parameters ε and d, we deﬁne them as
ε =
max
1≤i,j,k≤N1
rijk
diam ω
, d =
2
N1diam ω
.
Now we describe the computational window implemented in the ﬁnite element
package COMSOL. A cube with center (0, 0, 0)T and side length 5 was programmed
in COMSOL. In addition we prescribed the displacement boundary conditions on the
cube in the form
uN (x) =
⎛
⎝ x10
0
⎞
⎠ for x1 = −5 and x1 = 5, −5 ≤ xj ≤ 5, j = 2, 3 .
On the other faces of the cube the traction conditions are set as
Tn(∇x)uN (x) = Tn(∇x)
⎛
⎝ x10
0
⎞
⎠ =
⎛
⎝ (λ+ 2μ)n1λn2
λn3
⎞
⎠
for x2 = −5 and x2 = 5 , −5 ≤ xj ≤ 5, j = 1, 3 ,
and
Tn(∇x)uN (x) = Tn(∇x)
⎛
⎝ x10
0
⎞
⎠ =
⎛
⎝ (λ+ 2μ)n1λn2
λn3
⎞
⎠
for x3 = −5 and x3 = 5 , −5 ≤ xj ≤ 5, j = 1, 2 ,
where n = (n1, n2, n3)
T is the unit outward normal to the faces of the cube. For the
computations in COMSOL, we set in the above N1 = 3. In this case, the number
of voids N considered in the ﬁnite element computations was 19 and is shown in
Figure 3. In addition, for the considered arrangement of voids, ε = 29
200
√
3
≈ 0.083
and d = 2
6
√
3
≈ 0.1925.
Other examples of arrays of voids arranged according to the above description are
shown in Figure 2 for N = 2176, (N1 = 16) and the asymptotic formulas presented
here are also applicable to this conﬁguration.
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Fig. 3. The conﬁguration of N = 19 holes (N1 = 3) implemented in the simulations of section 8.2.
8.2. Comparison of the asymptotic approximation with the numeri-
cal solution. The computations produced in COMSOL were carried out on a mesh
containing 1,251,287 elements. The total displacement for the resulting solution is
displayed in the contour plots of Figures 4(a), 4(c), and 4(e) taken on the planes
x3 = 4/3, 2, and 8/3, respectively, which intersect the cloud of voids in Figure 3.
In Figures 4(b), 4(d), and 4(f), we show the total displacement along the planes
x3 = 4/3, 2, and 8/3, respectively, produced by the analytical approximation (7.10)
to uN in MATLAB. These computations were produced on a laptop and ran for a
duration of 40 minutes. On the other hand, the COMSOL computations could not
be computed on the same laptop. Instead, those generated in COMSOL were run on
a 64-core parallel computing cluster for a duration of 3 hours. It can be seen that
the plots are remarkably similar. Maximum absolute errors between computations
in Figures 4(a) and 4(b), Figures 4(c) and 4(d), and Figures 4(e) and 4(f) were also
obtained and found to be 0.0301, 0.045, and 0.0365, respectively. Thus the approxi-
mation (7.10) provides an excellent agreement with those produced in COMSOL, and
capture accurately the interaction between voids in a mesoscale cloud. This example
is a clear illustration that the asymptotic method can be used for a conﬁguration
where standard computational resources would not be suﬃcient.
9. Concluding remarks. A uniform asymptotic representation for a solution
of a mixed boundary value problem of elasticity has been constructed and justiﬁed
for a solid containing a cloud of many voids. This extends signiﬁcantly the results of
the papers [20, 24, 26] on mesoscale asymptotic approximations of ﬁelds in domains
with multiple defects. It is worth noting that the asymptotic representation (1.6)
of Theorem 1 contains important information about the dipole ﬁelds of a mesoscale
cloud of voids. In addition to the sum of individual contributions from the dipole
ﬁelds of small voids, we have also obtained a term characterizing a mutual interaction
between the voids, which is often neglected in the dilute approximation procedures.
This result is signiﬁcant in the area of applications linked to nondestructive testing of
porous solids, where a position of a cloud and its composition can be identiﬁed through
the use of the asymptotic formula (1.6) accompanied by the boundary measurements
for diﬀerent test loading conditions.
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(a) (b)
(c) (d)
(e) (f)
Fig. 4. Figures 4(a), 4(c), and 4(e) show contour plots of the total displacement |uN | produced
along various planes intersecting the cloud of Figure 3 using data from COMSOL. Figures 4(b), 4(d),
and 4(f) show the computations produced by the formula in (7.10) on the same planes. Computations
have been carried out along the plane deﬁned by x3 = 4/3 in Figures 4(a) and 4(b), x3 = 2 in
Figures 4(c) and 4(d), and x3 = 8/3 in Figures 4(e), and 4(f).
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The mesoscale approach developed here also provides excellent agreement with
computations produced by ﬁnite element packages such as COMSOL. It is also es-
sential to note that the mesoscale approximation (1.6) is valid for diﬀerent shapes of
small voids when ε < Const d, for a suﬃciently small constant, and this surpasses the
range of applicability of the homogenization approximations.
Appendix A. Local regularity of solutions to the homogeneous Lame´
system. Here, a result concerning the estimate for the derivatives of the solution to
the homogeneous Lame´ system via their antiderivatives is derived.
Lemma 5. Let w = {wi}3i=1 be a solution of the homogeneous Lame´ system in a
domain Ω and let BR ⊂ Ω, with BR = {x : |x| < R}, then the estimate
(A.1)
∣∣∣∣∂wi∂xk (O)
∣∣∣∣ ≤ Const R−1 sup
BR
|w|
holds.
The proof of the last estimate uses the mean value theorem for vector functions
satisfying the homogeneous Lame´ system, as discussed below and in [4].
Lemma 6. Let w = {wi}3i=1 be a solution of the homogeneous Lame´ system in a
domain Ω and BR ⊂ Ω, with BR = {x : |x| < R}, then
(i)
(A.2)
wi(O) =
15(λ+ μ)
8πR4(λ+ 4μ)
∫
∂BR
xixjwj(x)dsx − 3(λ− μ)
8πR2(λ + 4μ)
∫
∂BR
wi(x)dsx ,
(ii)
(A.3)
wi(O) =
75(λ+ μ)
8πR5(λ+ 4μ)
∫
BR
xixjwj(x)dx − 15(λ− μ)
8πR5(λ + 4μ)
∫
BR
|x|2wi(x)dx .
Proof. (i) The mean value theorem of (A.2) was proved in [4]. (ii) To derive
(A.3), apply (A.2) inside the ball Br ⊂ Ω. Then multiplying through the resulting
equation by r4 and integrating both sides with respect to r between zero and R yields
(A.3).
Proof of (A.1). The mean value theorem (A.3) is applied in BR to the function
∂wi
∂xk
as follows:
(A.4)
∂wi
∂xk
(O) =
75(λ+ μ)
8πR5(λ + 4μ)
∫
BR
xixj
∂wj
∂xk
(x)dx − 15(λ− μ)
8πR5(λ+ 4μ)
∫
BR
|x|2 ∂wi
∂xk
(x)dx .
Integration by parts then yields the two identities∫
BR
xixj
∂wj
∂xk
(x)dx = −
∫
BR
(δikxjwj + xiwk)dx +
∫
∂BR
nkxixjwjdsx ,(A.5) ∫
BR
|x|2 ∂wj
∂xk
(x)dx = −2
∫
BR
xkwjdx+
∫
∂BR
nk|x|2wjdsx .(A.6)
Then (A.5) and (A.6) give the estimates∣∣∣∣
∫
BR
xixj
∂wj
∂xk
(x)dx
∣∣∣∣ ≤ Const R4 sup
BR
|w| and∣∣∣∣
∫
BR
|x|2 ∂wj
∂xk
(x)dx
∣∣∣∣ ≤ Const R4 sup
BR
|w| ,(A.7)
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and combining these with (A.4) yields the local regularity estimate (A.1). The proof
is complete.
Appendix B. Proof of (5.6). Here, the proof of (5.6) is carried out by ﬁrst
developing an identity which will lead to an integral representation of (5.5) in sec-
tion B.1. Then we prove some auxiliary integral identities in section B.2 that are used
to complete the proof of (5.6) in section B.3.
B.1. Poisson-type representation of the second-order derivatives of
Green’s tensor. The proof of the next lemma uses the mean value theorem for
solutions of the homogeneous Lame´ system inside disjoint balls denoted by B(j) =
{x : |x−O(j)| < d/4}, j = 1, . . . , N .
According to [4] and Lemma 10 of [26], the next result holds.
Lemma 7. For j 
= k, 1 ≤ j, k ≤ N , the identity
〈MC,SMC〉 = 1
(8π)2(d4 )
6(λ+ 4μ)2
N∑
j=1
N∑
k=1
(M(j)ε C
(j))pA(j,k)pq (M(k)ε C(k))q
− 1
(8π)(d4 )
4(λ+ 4μ)
N∑
j=1
(M(j)ε C
(j))pB(j,j)pq (M(j)ε C(j))q(B.1)
is valid, where
A(j,k)pq = 362(λ + 4μ)2J (1,j,k)pq + 90(λ+ 4μ)(λ+ μ)[J (2,j,k)pq + J (2,k,j)qp ]
− 18(λ+ 4μ)(λ− μ)[J (3,j,k)pq + J (3,k,j)qp ] + 225(λ+ μ)2J (4,j,k)pq
− 45(λ2 − μ2)[J (5,j,k)pq + J (5,k,j)qp ] + 9(λ− μ)2J (6,j,k)pq ,(B.2)
the terms J (s,j,k)pq for 1 ≤ s ≤ 6 are
J (1,j,k)pq =
∫
B(j)
∫
B(k)
Ξap(∇Z)Ξbq(∇W)Gab(Z,W) dWdZ ,
J (2,j,k)pq =
∫
B(j)
∫
B(k)
(Z−O(j))t ∂
∂Za
(Ξap(∇Z)Ξbq(∇W)Gtb(Z,W)) dWdZ ,
J (3,j,k)pq =
∫
B(j)
∫
B(k)
(Z−O(j))s ∂
∂Zs
(Ξap(∇Z)Ξbq(∇W)Gab(Z,W)) dWdZ ,
J (4,j,k)pq =
∫
B(j)
∫
B(k)
(Z−O(j))t(W −O(k))s
× ∂
2
∂Za∂Wb
(Ξap(∇Z)Ξbq(∇W)Gts(Z,W)) dWdZ ,
J (5,j,k)pq =
∫
B(j)
∫
B(k)
(Z−O(j))t(W −O(k))s
× ∂
2
∂Za∂Ws
(Ξap(∇Z)Ξbq(∇W)Gtb(Z,W)) dWdZ ,
J (6,j,k)pq =
∫
B(j)
∫
B(k)
(Z−O(j))s(W −O(k))t
× ∂
2
∂Zs∂Wt
(Ξap(∇Z)Ξbq(∇W)Gab(Z,W)) dWdZ ,
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and
B(j,k)pq = 15(λ+ μ)
∫
∂B(j)
(Z−O(j))m(Z−O(j))t
× Ξmp(∇Z)Ξnq(∇W)Gtn(Z,W)
∣∣∣
W=O(k)
dSZ
− 3(λ− μ)
∫
∂B(j)
(Z−O(j))v(Z−O(j))v
× Ξmp(∇Z)Ξnq(∇W)Gmn(Z,W)
∣∣∣
W=O(k)
dSZ .(B.3)
Before presenting the proof, it is noted that (B.1) is also a connected with the clas-
sical results of [1, 2] on estimates for solutions of elliptic partial diﬀerential equations
(e.g., see Theorems 7.3 in [1] and Theorem 9.3 in [2]).
Proof. First note (5.5) can be written as
(B.4) 〈MC,SMC〉
=
N∑
j=1
N∑
k =j
1≤k≤N
(M(j)ε C
(j))pΞmp(∇Z)Ξnq(∇W)Gmn(Z,W)
∣∣∣
Z=O(j)
W=O(k)
(M(k)ε C
(k))q ,
where repeated subscript indices are the indices of summation. Using the Kronecker
delta, we have
(B.5) Ξmp(∇Z)Ξnq(∇W)Gmn(Z,W)
∣∣∣
Z=O(j)
W=O(k)
= δmaδhbΞmp(∇Z)Ξnq(∇W)Gab(Z,W)
∣∣∣
Z=O(j)
W=O(k)
.
From here, the term Ξmp(∇Z)Ξnq(∇W)Gab(Z,W)| Z=O(j)
W=O(k)
may be considered as en-
tries of the matrix
(B.6) Ξmp(∇Z)Ξnq(∇W)G(Z,W)
∣∣∣
Z=O(j)
W=O(k)
which satisﬁes the homogeneous Lame´ equation for Z ∈ B(j). As a result, the mean
value theorem (A.2) of Lemma 6 can be applied, with (B.5), to give
δmaδbnΞmp(∇Z)Ξnq(∇W)Gab(Z,W)
∣∣∣
Z=O(j)
W=O(k)
=
1
(8π)(d4 )
4(λ + 4μ)
B(j,k)pq .
Next, substitution of this into (B.4) gives
〈MC,SMC〉 = 1
(8π)(d4 )
4(λ+ 4μ)
N∑
j=1
N∑
k=1
(M(j)ε C
(j))pB(j,k)pq (M(k)ε C(k))q
− 1
(8π)(d4 )
4(λ+ 4μ)
N∑
j=1
(M(j)ε C
(j))pB(j,j)pq (M(j)ε C(j))q .(B.7)
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The transpose of the matrix in (B.6) also satisﬁes the homogenous Lame´ equation
for W ∈ B(k), k 
= j. Therefore, it is also possible to apply the mean value theorem
(A.2), with respect to the variable W inside the ball B(k) with center W = O(k)
to the second-order derivatives of Green’s matrix contained in B(j,k), 1 ≤ j ≤ N ,
1 ≤ k ≤ N . Thus, repeating the steps of the proof of Lemma 10 in [26], this can
be applied to the double sum of (B.7) to arrive at the relation (B.1). The proof is
complete.
B.2. Auxiliary integral identities. Now that the Poisson-type representa-
tions for the second-order derivatives of Green’s tensor are in place, further identities
are now derived which are used in the proof of Lemma 9, in the next section. From
here, we will also make use of the vector and matrix functions
(B.8) Φ(x) =
{
M
(j)
ε C(j) if x ∈ B(j) ,
O otherwise ,
and
(B.9) Θ(x) =
{
(M
(j)
ε C(j))⊗ (x−O(j)) if x ∈ B(j) ,
O6×3 otherwise,
respectively, where O6×3 is the 6× 3 null matrix.
Lemma 8. The identities∫
Ω
Θmt(Z)
∂
∂Zn
(Ξap(∇Z)Gtb(Z,W)) dZ = 0 ,(B.10) ∫
Ω
Φp(Z)Ξap(Z)Gba(W,Z) dZ = 0 ,(B.11)
hold.
Proof. We prove (B.10) and note that the identity (B.11) is proved in a similar
way with obvious modiﬁcations. Set
f(W) =
∫
Ω
∂
∂Zn
Ξap(∇Z)G(W,Z)ΘT (Z)dZ ,
which is the same as the left-hand side in (B.10). Note in the preceding equation the
indices a, n, and p are free indices. The matrix function f is then a 3×6 matrix whose
columns satisfy the homogeneous Lame´ system. Indeed, after an application of the
Lame´ operator, it is possible to retrieve, through the deﬁnition of G,
−L(∇W)f(W) =
∫
Ω
∂
∂Zn
(Ξap(∇Z)δ(W − Z)I3)ΘT (Z)dZ
=
∫
Ω
δ(Z−W) ∂
∂Zn
Ξap(∇Z)ΘT (Z)dZ .
Now, when considering the cases W ∈ ∪Nj=1B(j) andW ∈ Ω\∪Nj=1B(j), the deﬁnition
of Θ shows that the above right-hand side is equal to O3×6.
Again the deﬁnition of G also ensures that f(W) = O3×6 for W ∈ ∂Ω. An
application of Betti’s formula to f(W) and Green’s matrix G in Ω then shows that
f(W) = O3×6 for W ∈ Ω and the proof of (B.10) is complete.
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B.3. The estimate for (5.5). Relation (5.6) is then a result of the next lemma.
Lemma 9. The relation
(B.12) 〈MC,SMC〉 = − h
(8π)(d4 )
4(λ+ 4μ)
is valid, where
(B.13) h =
N∑
j=1
(M(j)ε C
(j))pB(j,j)pq (M(j)ε C(j))q
with repeated subscript indices being regarded as the indices of summation and
(B.14) |〈MC,SMC〉| ≤ Const d−3〈MC,MC〉 .
Proof. Representations (B.12) and (B.13). The combination of (B.1), (B.8), and
(B.9) then delivers the expression
(B.15) 〈MC,SMC〉 = g
(8π)2(d4 )
6(λ+ 4μ)2
− h
(8π)2(d4 )
4(λ+ 4μ)
,
where h is deﬁned in (B.13) and g admits the form
g = 362(λ+ 4μ)2K(1) + 180(λ+ 4μ)(λ+ μ)K(2) − 36(λ+ 4μ)(λ− μ)K(3)
+ 225(λ+ μ)2K(4) − 90(λ2 − μ2)K(5) + 9(λ− μ)2K(6) ,(B.16)
where
K(1) =
∫
Ω
∫
Ω
Φp(Z)Φq(W)Ξap(∇Z)Ξbq(∇W)Gab(Z,W) dWdZ ,
K(2) =
∫
Ω
∫
Ω
Θpt(Z)Φq(W)
∂
∂Za
(Ξap(∇Z)Ξbq(∇W)Gtb(Z,W)) dWdZ ,
K(3) =
∫
Ω
∫
Ω
Θps(Z)Φq(W)
∂
∂Zs
(Ξap(∇Z)Ξbq(∇W)Gab(Z,W)) dWdZ ,
K(4) =
∫
Ω
∫
Ω
Θpt(Z)Θqs(W)
∂2
∂Za∂Wb
(Ξap(∇Z)Ξbq(∇W)Gts(Z,W)) dWdZ ,
K(5) =
∫
Ω
∫
Ω
Θpt(Z)Θqs(W)
∂2
∂Za∂Ws
(Ξap(∇Z)Ξbq(∇W)Gtb(Z,W)) dWdZ ,
K(6) =
∫
Ω
∫
Ω
Θps(Z)Θqt(W)
∂2
∂Zs∂Wt
(Ξap(∇Z)Ξbq(∇W)Gab(Z,W)) dWdZ .
Now, the term K(2) is rewritten using the Kronecker delta as
K(2) =
∫
Ω
δmpδanΦq(W)Ξbq(∇W)
∫
Ω
Θmt(Z)
∂
∂Zn
(Ξap(∇Z)Gtb(Z,W)) dZdW ,
where as shown in Lemma 8, the inner integral is zero. Thus K(2) = 0. Similar
conversions and Lemma 8 also show that the terms K(1) and K(j), 3 ≤ j ≤ 6, are
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equal to zero. In this way, we have shown that g = 0. The proof of (B.12) and (B.13)
is complete.
Estimate for h. Next, to prove (5.6), the estimate for the quantity h
|h| ≤ Const d 〈MC,MC〉
is proved.
To show this, an estimate for the terms B(j,j)pq , in (B.3), is needed that make use
of the fact that for x,y ∈ Ω, ‖G(x,y)‖ = O(|x − y|−1). Employing this, a majorant
for B(j,j)pq is given by
(B.17) B(j,j)pq ≤ Const
∫
∂B(j)
dSZ
|Z−O(j)| ≤ Const d .
Next, consider the term
N∑
j=1
(M(j)ε C
(j))pB(j,j)pq (M(j)ε C(j))q .
Recalling that subscript indices are the indices of summation, and repeatedly applying
the Cauchy inequality, the above admits the inequality
N∑
j=1
(M(j)ε C
(j))pB(j,j)pq (M(j)ε C(j))q ≤
N∑
j=1
|M(j)ε C(j)|2
(
3∑
p,q=1
(B(j,j)pq )2
)1/2
.
The preceding combines with (B.17) to show that
N∑
j=1
(M(j)ε C
(j))pB(j,j)pq (M(j)ε C(j))q ≤ Const d
N∑
j=1
|M(j)ε C(j)|2 .
Therefore, consulting (B.12) it can be asserted that (B.14) holds. Thus the proof of
the present lemma and (5.6) is complete.
Appendix C. Explicit representation of dipole ﬁelds for spherical cav-
ities. It is shown in this section that for certain geometries, model ﬁelds used in
the asymptotic approximations presented here can be constructed in the closed form.
Here, it is assumed that the voids ω
(j)
ε , j = 1, . . . , N, are spherical cavities. The matrix
Q
(k)
ε for a spherical cavity ω
(k)
ε , with radius a
(k)
ε and center at O(k) = {O(k)i }3i=1, in an
inﬁnite solid can be reconstructed using the approach presented in [15] that makes use
of the Papkovich–Neuber potential representation for solutions to three-dimensional
elasticity problems.
In this case, the matrix takes the form
Q(k)ε (x) = −(Ξ(∇x)TΓ(x,O(k)))TM(k)ε +
1
|x−O(k)|5Ξ(x−O
(k))A
(k)
1
+
1
|x−O(k)|7
{
Ξ(x−O(k))Y(x −O(k))
+ (x1 −O(k)1 )(x2 −O(k)2 )(x3 −O(k)3 )A(k)2
+M(x −O(k))Ξ(x−O(k))A(k)3
}
.(C.1)
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Here the dipole matrix M
(k)
ε is given in (7.2), (7.3), and the matrices A
(k)
p , 1 ≤ p ≤ 3,
are
A
(k)
1 = −
3(λ+ μ)(a
(k)
ε )5
9λ+ 14μ
[
B(1) O3
O3 2 I3
]
, B(1) =
⎡
⎣ 3 1 11 3 1
1 1 3
⎤
⎦ ,
A
(k)
2 =
15
√
2(λ+ μ)(a
(k)
ε )5
9λ+ 14μ
[
O3 B
(2)
]
, B(2) =
⎡
⎣ 0 0 10 1 0
1 0 0
⎤
⎦ ,
A
(k)
3 =
30(λ+ μ)(a
(k)
ε )5
9λ+ 14μ
[
O3 O3
O3 I3
]
.
Also the matrix functions in (C.1), Y and M, are given as
M(x) =
⎡
⎣ x21 0 00 x22 0
0 0 x23
⎤
⎦
and
Y(x) =
15(λ+ μ)(a
(k)
ε )5
9λ+ 14μ
[
D(x) O3
O3 O3
]
,
D(x) =
⎡
⎢⎣
x21 x
2
2 x
2
3
x21 x
2
2 x
2
3
x21 x
2
2 x
2
3
⎤
⎥⎦ =
⎡
⎢⎣
1 1 1
1 1 1
1 1 1
⎤
⎥⎦M(x) .
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