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The development of inverse design, where computational optimization techniques are used to
design devices based on certain specifications, has led to the discovery of many compact, non-
intuitive structures with superior performance. Among various methods, large-scale, gradient-based
optimization techniques have been one of the most important ways to design a structure containing
a vast number of degrees of freedom. These techniques are made possible by the adjoint method,
in which the gradient of an objective function with respect to all design degrees of freedom can
be computed using only two full-field simulations. However, this approach has so far mostly been
applied to linear photonic devices. Here, we present an extension of this method to modeling
nonlinear devices in the frequency domain, with the nonlinear response directly included in the
gradient computation. As illustrations, we use the method to devise compact photonic switches in a
Kerr nonlinear material, in which low-power and high-power pulses are routed in different directions.
Our technique may lead to the development of novel compact nonlinear photonic devices.
In recent years, there has been significant interest in
using computational optimization tools to design novel
nanophotonic devices with a wide range of applications
[1–18]. Much of this progress [1–12] is made possible by
the adjoint method [18, 19], a technique which allows the
gradient of an objective function to be computed with
respect to an arbitrarily large number of degrees of free-
dom using only two full-field simulations. This method
makes large-scale gradient-based design of electromag-
netic structures possible. When compared to brute force
searching through the parameter space [13], and other
commonly used design methods, like stochastic global op-
timization algorithms [14–17], gradient-based design has
a number of practical advantages. For example, a very
large number of design parameters can be adjusted simul-
taneously, and the number of structures one is required
to evaluate in order to reach a high-performing structure
can be far smaller compared with the total number of
structures in the search space.
Up to now, in photonics the adjoint method has been
mostly applied to gradient-based optimization of linear
optical devices. The generalization of the adjoint method
to nonlinear optical devices would create new possibilities
in several exciting fields such as on-chip lasers [20], fre-
quency combs [21], spectroscopy [22], neural computing
[23], and quantum information processing [24]. To this
end, several recent works [25–27] have applied adjoint
methods to engineer linear devices to display favorable
properties for nonlinear optical applications, such as high
quality factors, small mode volume, or large field overlap
between the modes of interest. However, these works do
not directly optimize the nonlinear systems.
To solve for the adjoint sensitivity of a nonlinear sys-
tem, the standard option is to work within a time-domain
adjoint formalism, which entails simulating an additional
linear system with a time-varying permittivity [3]. How-
ever, as this formalism requires the storage of the fields at
each time step, it has substantial memory requirements.
Furthermore, because in many cases the steady-state be-
havior of the system is of interest, a frequency-domain
approach is preferred as the steady state response can
be obtained directly, without the need for going through
a large number of time steps as in a time-domain simu-
lation. The general mathematical formalism for the ad-
joint method in nonlinear systems is known in the applied
mathematics literature [28]. But, with the exception of a
very recent preprint that seeks to design a nonlinear ele-
ment in an optical neural network [23], such a formalism
has not been previously applied to nonlinear photonic
device optimizations.
In this work we outline, in detail, how the adjoint
method may be used to optimize the steady-state re-
sponse of a nonlinear optical device in the frequency do-
main. We first outline a formalism for generalizing ad-
joint problems to arbitrary nonlinear problems. Then,
as a demonstration, we use our method to inverse-design
photonic switches with Kerr nonlinearity. Our results
may be applied more generally to other objective func-
tions and sources of nonlinearity and provides new pos-
sibilities for designing novel nonlinear optical devices.
NONLINEAR ADJOINT METHOD
We first outline the formulation of the adjoint method
for the inverse design of nonlinear optical devices. The
goal of inverse design is to find a set of real-valued design
variables ϕ that maximize a real-valued objective func-
tion L = L(e, e∗,ϕ), where the complex-valued vector e
is given by the solution to the equation
f(e, e∗,ϕ) = 0. (1)
For example, eq. (1) may represent the steady-state
Maxwell’s equations with an intensity-dependent permit-
tivity distribution where e is the electric field distribu-
tion. The solution to eq. (1) may be found with any non-
linear equation solver, such as with the Newton-Raphson
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2method [29]. We further note that the treatment of e
and its complex conjugate as independent variables is
necessary for differentiation as will be shown later.
The aim of the optimization is to maximize the ob-
jective function with respect to the design variables ϕ.
For this purpose, it is essential to compute the sensitivity
of L with respect to each element of ϕ. For simplicity,
we derive the derivative of the objective function with
respect to a single parameter ϕ, which is written
dL
dϕ
=
∂L
∂ϕ
+
∂L
∂e
de
dϕ
+
∂L
∂e∗
de∗
dϕ
. (2)
Or, in matrix form as
dL
dϕ
=
∂L
∂ϕ
+
[
∂L/∂e ∂L/∂e∗] [ de/dϕ
de∗/dϕ
]
. (3)
To compute de/dϕ and de∗/dϕ, we differentiate eq. (1):
df
dϕ
= 0 =
∂f
∂ϕ
+
∂f
∂e
de
dϕ
+
∂f
∂e∗
de∗
dϕ
. (4)
Eq. (4) together with its complex conjugate then yields[
∂f/∂e ∂f/∂e∗
∂f∗/∂e ∂f∗/∂e∗
] [
de/dϕ
de∗/dϕ
]
= −
[
∂f/∂ϕ
∂f∗/∂ϕ
]
. (5)
Thus, formally we can rewrite eq. (3) as
dL
dϕ
=
∂L
∂ϕ
− (6)
[
∂L/∂e ∂L/∂e∗] [ ∂f/∂e ∂f/∂e∗
∂f∗/∂e ∂f∗/∂e∗
]−1 [
∂f/∂ϕ
∂f∗/∂ϕ
]
.
In analogy with the linear adjoint method, we can now
compute the gradient by solving an additional linear sys-
tem. We define a complex-valued adjoint field eaj as the
solution to[
∂f/∂e ∂f/∂e∗
∂f∗/∂e ∂f∗/∂e∗
]T [
eaj
e∗aj
]
= −
[
∂L/∂eT
∂L/∂e∗T
]
, (7)
and the gradient of the objective function is then
dL
dϕ
=
∂L
∂ϕ
+ 2R
(
eTaj
∂f
∂ϕ
)
, (8)
where R denotes taking the real part. In deriving eq.
(8), we have used the fact that both L and ϕ are real. In
the case of multiple parameters ϕ, we can simply replace
∂f/∂ϕ with the matrix ∂f/∂ϕ. Since eaj only needs to
be solved once regardless of the number of parameters,
gradients may be computed with very little marginal cost
for an arbitrary number of free parameters, making large-
scale, gradient-based optimization possible.
APPLICATION TO KERR NONLINEARITY
We now apply the general formalism as discussed above
to the optimization of nonlinear optical systems. Since
the formalism is applicable to linear optical systems as
well, for illustration purposes here we use it to treat
both the linear and the nonlinear cases, in order to high-
light aspects that are unique to nonlinear systems. A
schematic outlining the two cases is presented in Fig. 1.
For a linear system, Maxwell’s equations for the steady-
state at a frequency ω0 may be written as
µ−10 ∇×∇×E(r)− ω200r(r)E(r) = −iω0J(r), (9)
where E(r) is the electric field, J(r) is the electric current
source, r(r) is the relative dielectric permittivity, and we
have assumed relative permeability µr = 1 everywhere.
Compactly, and to make connection to the general for-
malism in the previous section, this can be written in
matrix form as
f(e, e∗,ϕ) = A(r)e− b = 0, (10)
where A is a linear operator, vectors e and r now con-
tain the electric fields and the relative permittivity, re-
spectively, and b is a vector proportional to the current
source. The design parameters ϕ in this case is the per-
mittivity distribution r. Eq. (10) can be solved to ob-
tain the electric fields e, as diagrammed by Fig. 1(a).
We assume an objective function L that depends on
the field solution to eq. (10) and we take the linear rel-
ative permittivity distribution as the set of design vari-
ables. Because ∂f/∂e = A and ∂f/∂e∗ = 0 for the linear
system, from eq. (7), the adjoint field may be written
simply as the solution to the equation
AT (r)eaj = − (∂L/∂e)T , (11)
as shown in Fig. 1(b). For a reciprocal system, AT = A,
thus the original and the adjoint fields are solutions to
the same linear problem but with different source terms.
Note that the source for the adjoint field, − (∂L/∂e)T
depends on both the objective function and the original
solution.
Once the adjoint field is computed, the gradient of the
objective function with respect to the permittivity dis-
tribution is given, through eq. (8), by
dL
dr
=
∂L
∂r
+ 2R
(
eTaj
∂A
∂r
e
)
(12)
=
∂L
∂r
− 2ω200R
(
eTaje
)
. (13)
Having reviewed the adjoint formalism for linear opti-
cal systems we now consider nonlinear optical systems.
As an example, we introduce Kerr nonlinearity into the
system [30], which corresponds to an intensity-dependent
permittivity
˜r(r) = r(r) + 3ω
2
00χ
(3)(r) |E(r)|2 , (14)
3Figure 1. Illustration of the adjoint field computation for a
linear and a nonlinear system. (a) The linear system driven
by a point source b with an objective function L given by the
field intensity at a measuring point. (b) The adjoint prob-
lem for the linear system: the same system driven by a point
source given by −∂L/∂e located at the measuring point. (c)
The nonlinear system containing a medium with Kerr nonlin-
earity (red). The electric fields are the solution to a nonlinear
equation. (d) The adjoint problem for the nonlinear system,
which is a linear system of equations for the adjoint field and
its complex conjugate. The Kerr medium is replaced by a lin-
ear region whose permittivity depends on the nonlinear fields.
where χ(3)(r) is the nonlinear susceptibility distribution.
Other types of nonlinear terms can also be treated with
the formalism outlined above. Replacing r(r) in Eq. (9)
with ˜r(r) in Eq. (14), our system is then described by
the equation:
f(e, e∗,ϕ) = Anl(r,χ, e)e− b = 0, (15)
where Anl ≡
[
A(r)− diag
(
χ |e|2)]. Here,  is
element-wise vector multiplication and diag(v) repre-
sents a diagonal matrix with vector v on the main diag-
onal. The vector χ corresponds to the term 3ω200χ
(3)(r)
and |e|2 ≡ e  e∗. Again, for concreteness, the design
parameters ϕ correspond to the permittivity r. The
solution to this problem is diagrammed in Fig. 1(c).
From eq. (7) we may now compute the partial deriva-
tives of f with respect to the electric fields e, which is
needed to construct the adjoint problem.
∂f/∂e = A− 2diag (χ |e|2) (16)
∂f∗/∂e = −diag (χ e∗  e∗) . (17)
With this, we then express the adjoint field as a solution
to the linear system
(∂f/∂e)
T
eaj + (∂f
∗/∂e)T e∗aj = − (∂L/∂e)T , (18)
which is diagrammed in Fig. 1(d).
For a nonlinear system, to obtain the field e, one will
need to solve a nonlinear equation (e.g. eq. (15)). How-
ever, we emphasize that the adjoint problem, as required
to determine the derivative of the objective function, is a
linear problem. The size of the adjoint problem is twice
as large as the corresponding linear problem of Eq. (10),
but it is of a similar form, with the source dependent
upon the solution e.
Once the adjoint field is computed, the gradient
dL/dr is evaluated from eq. (13) as in the linear case.
Here for simplicity we do not assume any explicit depen-
dence of the nonlinearity on the design variable. How-
ever, the formalism is straightforward to extend to that
case, as explained in the Supplementary Information.
INVERSE DESIGN OF OPTICAL SWITCHES
We now demonstrate the use of this nonlinear adjoint
formalism to inverse design optical switches with desired
power-dependent performance characteristics. In Figs. 2
and 3, we show the optimization procedures and perfor-
mance characteristics of a 1 → 1 and 1 → 2 port device,
respectively. The operating frequency for both devices
correspond to a free-space wavelength of 2µm.
For each device, we seek to maximize the correspond-
ing objective function with respect to the permittivity
distribution within a fixed design region. To perform
the numerical optimization of the structure, we use the
finite-difference frequency-domain method (FDFD) [31],
where the fields and operators of Eq. (9) are spatially
discretized using a Yee lattice [32]. For simplicity, we re-
strict our study to two-dimensional structures (i.e. struc-
tures with infinite extent in the third dimension), and
transverse-magnetic polarization, which has only non-
zero out-of-plane electric field components. In the opti-
mization process, we start with an initial relative permit-
tivity in the design region. We solve the electric field dis-
tribution in the structure by solving the nonlinear equa-
tion (eq. (15)). Then, we compute the gradient of L
with respect to the relative permittivity distribution in
this region using eq. (13). With the gradient informa-
tion, we perform updates of the design variables using the
limited-memory BFGS [33] algorithm, although a simple
gradient ascent algorithm would also suffice. This proce-
dure is repeated until convergence on a final structure.
We choose optimization parameters corresponding to
a device made from chalcogenide glass (Al2S3), which ex-
hibits a strong χ(3) response and high damage threshold
[30, 34, 35]. During the optimization, the relative per-
mittivity was constrained to lie between 1 (air) and 5.95
(Al2S3). We further assume that the materials exhibit
nonlinearity only within the design regions outlined in
Fig. 2(a) and 3(a).
To create a more realistic final structure, the strength
of the nonlinear susceptibility was assumed to be propor-
tional to the ”density” of material, ρ, defined as
ρ(r) =
r(r)− 1
m − 1 , (19)
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Figure 2. Inverse design demonstration of a 1 → 1 port switch. (a) Optical power is input into the left port (purple
arrow). The goal of optimizing the design region (blue square) is to maximize power transmission in the linear regime (blue
arrow) and minimize transmission in the nonlinear regime (red arrow). The final permittivity distribution after optimizing is
also shown. The black regions are chalcogenide with a relative permittivity of 5.95 and a χ(3) of 4.1 × 10−19 m2/V2. The
waveguide regions outside the design region have a width of 0.3µm. The operating wavelength is 2µm. (b) The transmission
as a function of input power, demonstrating the switching behavior at around 10−3 W/µm. The dashed black line indicates
the input power used for the high-power regime in the optimization. (c-d) The amplitude of the simulated electric field of the
final structure, in the linear (c) and nonlinear (d) regimes, respectively – with input power of 10−9 W/µm and 0.157 W/µm,
respectively. Ez corresponds to the out-of-plane electric field in the 2D simulation.
where m is the permittivity of the material. This as-
sumption ensures that air regions do not exhibit a non-
linear refractive index. Eq. (19) adds an r dependence
in the nonlinear susceptibility, which is straightforwardly
treated in the adjoint method, as discussed in the Supple-
mentary Information. Low-pass spatial filtering and pro-
jection techniques [36] were applied during optimization
to create binarized (air and chalcogenide) final structures
with large, smoothed features. Additional details on this
are described in the Supplementary Information.
Our first device, as shown in Fig. 2, consists of a
waveguide-fed 1 → 1 port geometry with a central de-
sign region. We optimize this design region to maximize
power transmission in the linear regime when the incident
power is sufficiently low such that the nonlinear terms do
not affect the transmission, and minimize transmission
in the nonlinear regime when the incident power is at a
specific high value such that the nonlinearity plays a sig-
nificant role. This corresponds to an objective function
of the form
L(elow, ehigh) =
∣∣mTelow∣∣2 − ∣∣mTehigh∣∣2 , (20)
where elow and ehigh are the simulated fields with a low
and a high input power, respectively, m is the modal pro-
file of the electric field for the waveguide in the output
port, and the objective function is normalized such that
its maximum value is 1. The optimization setup and the
optimized structure are diagrammed in Fig. 2(a). The
final structure resembles a resonator between two Bragg
mirrors, effectively acting like a bistable switch [37, 38].
Fig. 2(b) shows the transmission as a function of the in-
put power, and it clearly switches from high to low as the
input power increases. This is also illustrated in panels
(c)-(d), where we plot the field amplitude distributions
in the low-power (high-transmission) regime and in the
high-power (low-transmission) regime, respectively. The
computed power transmission coefficients for these two
panels are 98.2% and 3.1%, respectively. The value of the
input power used in the optimization and in panel (d) is
shown by a dashed line in panel (b). At this input power,
the device exhibits a maximum nonlinear refractive index
shift of 4.0 × 10−3, which is below the damage thresh-
old for Al2S3 using sub-nanosecond pulses [39] (see Sup-
plementary Information). The transmission spectrum of
this structure gives a resonance peak with a full-width
at half maximum of 38GHz (see Supplementary Infor-
mation). In the Supplementary Information, we also list
the specific optimization parameters, and show the value
of the objective function during the optimization process.
Reaching the final optimized structure shown in Fig. 2
required the evaluation of 2000 structures, but a reason-
ably high-performing structure is already reached after
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Figure 3. Inverse design demonstration of a 1 → 2 port switch. (a) Optical power is input into the left port (purple
arrow). The goal of optimizing the design region (blue square) is to maximize the power transmission to the right port (blue
arrow) in the linear regime and maximize transmission to the bottom port (red arrow) in the nonlinear regime. The final
permittivity distribution after optimizing is also shown. (b) The transmission in the right (blue) and bottom (red) ports as
a function of input power, demonstrating the switching behavior at around 2 × 10−2 W/µm. The dashed black line indicates
the input power used for the high-power regime in the optimization. (c-d) The amplitude of the simulated electric field of the
final structure, in the linear (c) and nonlinear (d) regimes, respectively – with input power of 10−9 W/µm and 0.057 W/µm,
respectively.
only a few hundred iterations.
We also use the same technique for the inverse design
of a 1 → 2 port switch where light is guided to the right
port in the linear regime and to the bottom port in the
nonlinear regime. To achieve this design, we define the
objective function as
L(elow, ehigh) =
∣∣mTr elow∣∣2 − ∣∣mTr ehigh∣∣2 (21)
− ∣∣mTb elow∣∣2 + ∣∣mTb ehigh∣∣2 ,
where mr and mb denote the mode profiles of the waveg-
uides in the right and bottom ports, respectively. These
are normalized such that the objective function has a
maximum value of 1 for a perfect switching operation.
The setup of the optimization problem and the final de-
sign are diagrammed in Fig. 3(a). We note that the
device displays a non-intuitive geometry while retaining
large features and good binarization.
In Fig. 3(b), we plot the transmission through the
right and through the bottom ports as a function of in-
put power. This clearly shows the switching of power
from the right port to the bottom port in the linear and
nonlinear regimes, respectively. Specifically, in the linear
regime, the device has a power transmission of 81.8% and
5.9% to the right and bottom ports, respectively, while
in the nonlinear regime, at the input power marked by
6the dashed line in Fig. 3(b), these values are 6.1% and
80.8%, respectively. The electric field amplitudes for lin-
ear and nonlinear regimes are displayed in 3(c)-(d). The
operational bandwidth for this device is approximately
90 GHz (see Supplementary Information). The device
exhibits a maximum nonlinear refractive index shift of
3.9 × 10−3, which is also below the acceptable damage
threshold for Al2S3 using sub-nanosecond pulses [39]. A
full list of optimization parameters and a plot of the ob-
jective function vs. iteration number is shown in the
Supplementary Information.
DISCUSSION
We have presented an extension to the adjoint vari-
able method applied to the optimization of an electro-
magnetic system with Kerr nonlinearity. Our approach
can be straightforwardly applied to other types of non-
linearities which do not mix frequencies, such as sat-
urable gain or absorption. Moreover, the methods here
should be straightforwardly generalizable to treat nonlin-
ear problems involving frequency mixing. For example,
one can imagine implementing a similar adjoint method
in combination with the multi-frequency finite-difference
frequency-domain implementations for nonlinear wave in-
teractions [40].
In addition to the design of optical switches, our for-
malism may prove useful for many other interesting prob-
lems in nonlinear photonics. For example, one could ap-
ply our approach to design nonlinear elements in opti-
cal neural networks [41] with specific forms of activation
functions. Another interesting application is power reg-
ulation in photonic networks. For example, as photonic
networks for laser-driven particle accelerators [42] must
be able to handle large input powers, it may be of interest
to use our approach to design compact optical limiters in
these networks. For the purposes of exploring these and
many other potential applications, we have made pub-
licly available a software package that implements the
algorithms discussed here [43].
To summarize this paper, we have developed an adjoint
method, which enables gradient optimization of nonlinear
photonic devices. Our work broadens the capability of
inverse design for producing novel nonlinear devices.
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S1
SUPPLEMENTARY INFORMATION
OPTIMIZATION DETAILS
Table S1 contains the parameters used in the inverse design demonstrations of Fig. 2 and Fig. 3 of the main text.
The values of the objective function vs. iteration are shown in Fig. S1 for both the 2-port and 3-port devices.
parameter symbol value (2-port) value (3-port) units
max relative permittivity m 5.95 5.95 -
nonlinear susceptibility χ(3) 4.1× 10−19 4.1× 10−19 m2 V−2
input power P0 157 57 mW/µm
free space wavelength λ0 2 2 µm
design region length L 10 6 µm
design region height H 1.6 6 µm
waveguide width w 300 300 nm
grid size g 40 40 nm
low-pass filter feature size R 160 200 nm
projection strength β 100 500 -
projection mid-point η 0.5 0.5 -
Table S1. Parameters used in the optimization study. Column ‘2-port’ refers to the device from Fig. 2. Column ‘3-port’ refers
to the device from Fig. 3
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Figure S1. Objective function vs. iteration of the optimization for (a) 2-port device of Fig. 2 and (b) 3-port device of Fig. 3
of the main text.
PERMITTIVITY-DEPENDENT NONLINEAR SUSCEPTIBILITY
In the inverse design demonstration of the main text, we made the assumption that the nonlinear susceptibility
distribution was proportional to the density of material in the design region. Here we will derive the form of the
adjoint sensitivity with this modification.
With our assumption, the nonlinear susceptibility vector χ may be written in terms of the scalar magnitude of the
nonlinear susceptibility χ(3) and the relative permittivity vector r explicitly as
χ = 3ω200χ
(3) r − 1
m − 1 (S1)
where 1 is a vector of all ones and m is the maximum relative permittivity allowed in the optimization, corresponding
to the material relative permittivity.
S2
When choosing to relative permittivity distribution as the set of design variables, ϕ = r, the nonlinear adjoint
problem requires the calculation of the partial derivatives ∂f/∂e, ∂f∗/∂e, and ∂f/∂r. When choosing the form of χ
from eq. (S1), the partial derivatives ∂f/∂e and ∂f∗/∂e are the same as derived in the main text. However, the term
∂f/∂r takes on a more complicated form given by
∂f
∂r
=
∂
∂r
[
A(r)e− 3ω200χ(3)
r − 1
m − 1  e e e
∗ − b
]
(S2)
=
∂A
∂r
e− 3ω200χ(3)
1
m − 1diag
(
e |e|2) (S3)
= diag (e)− 3ω200χ(3)
1
m − 1diag
(
e |e|2) , (S4)
where we make use of the fact that
(
∂A
∂r
)
ijk
= δijδjk, where δ is the Kronecker delta.
Thus, while the adjoint field eaj will have the same form as in the main text, when computing the sensitivity as
in eq. (8) in the main text, one must insert the form of ∂f/∂r from eq. (S4). This is in contrast to the usual case
where the nonlinear susceptibility is fixed, ∂f/∂r = diag (e).
MAINTAINING MINIMUM FEATURE SIZE AND BINARIZATION
To create realistic devices with sufficiently large minimum feature sizes and binarized permittivity distributions,
we employed filtering and projection schemes during our optimization. These schemes are discussed in great detail in
[36] and related works.
Rather than updating the permittivity distribution directly, one may instead choose to update a design density ρ,
which varies between 0 and 1 within the design region. To create a structure with larger feature sizes, a low pass filter
can be applied to ρ to created a filtered density, labelled ρ˜:
ρ˜i =
∑
j∈DWijρj∑
j∈DWij
, (S5)
where D denotes the design region, and W is the spatial filter, defined for a feature size of R as
Wij =
{
R− |ri − rj | if |ri − rj | ≤ R
0, otherwise
(S6)
with |ri − rj | being the distance between points i and j. This defines a low-pass spatial filter on ρ with the effect of
smoothing out features with length scale below R.
Now, for binarization of the structure, a projection scheme is used to recreate the final permittivity from the filtered
density. For this we define ρ¯ as the projected density, which is created from ρ˜ as
ρ¯i =
tanh (βη) + tanh (β [ρ˜i − η])
tanh (βη) + tanh (β [1− η]) . (S7)
Here, η is a parameter between 0 and 1 that controls the mid-point of the projection, typically 0.5, and β controls
the strength of the projection, typically around 100.
The relative permittivity can then be determined from ρ¯ as
r = (m − 1)ρ¯+ 1, (S8)
where m is the maximum permittivity.
The effect of these filtering and the binarization techniques on a sample permittivity set is illustrated in Fig. S2.
In the optimizations of the main text, these techniques were performed only within the design region and required
minimal modifications to the adjoint sensitivity. The determination of ∂r/∂ρ¯, ∂ρ¯/∂ρ˜, and ∂ρ˜/∂ρ were required to
compute the derivatives of the objective function with respect to the underlying ρ. For more details, see the software
package accompanying this work [43].
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Figure S2. Filtering and projection of an example design density, ρ. (top left) the original density ρ before processing. (top
right) the density after applying a low pass filter, ρ˜. (bottom left) the density ρ¯ after applying projection. (bottom right) the
final relative permittivity distribution r. The parameters used are R = 200nm, β = 100, η = 0.5.
NONLINEAR INDEX SHIFT
Here we estimate the maximum nonlinear index shift of chalcogenide (Al2S3) materials. Based on [30, 34, 35], Al2S3
has a nonlinear index (n2) between 3× 10−14 and 2× 10−13 cm2/W. From [39], the damage threshold is 2.5 J/cm2.
At a pulse duration of 100 ps, this damage threshold corresponds to 2.5× 1010 W/cm2. Together with the nonlinear
refractive index, the maximum refractive index shift sustainable by the material is approximately
∆n = n2 Idamage ≈ 7.5× 10−4 − 5× 10−3 (S9)
with a corresponding pulse bandwidth (for a bandwidth-limited Gaussian pulse) of ≈ 4.5 GHz. Our final structures
exhibit maximum refractive index shifts below 5× 10−3 and their objective functions have FWHM bandwidths above
10 GHz. This suggests that they should exhibit their desired switching effects without damage using pulse durations
on the order of 100 ps and input powers on the order of 100 mW/µm.
TRANSMISSION SPECTRA
The transmission vs. frequency for the two devices in the main text is shown in Fig. S3 in the linear regime.
S4
Figure S3. (a) Transmission spectrum through the 2-port device for the low power (linear) regime. (b) Transmission spectrum
through the right (blue) and bottom (red) ports of the 3-port device in the low power (linear) regime. The x-axis represents
the difference in frequency with respect to the design frequency.
