This paper presents component importance analysis for virtualized system with live migration. The component importance analysis is significant to determine the system design of virtualized system from availability and cost points of view. This paper discusses the importance of components with respect to system availability. Specifically, we introduce two different component importance analyses for hybrid model (fault trees and continuous-time Markov chains) and continuous-time Markov chains, and show the analysis for existing probabilistic models for virtualized system. In numerical examples, we illustrate the quantitative component importance analysis for virtualized system with live migration.
Introduction
Virtualization is one of the key technologies to deploy cloud computing, which provides a variety of system resources as a service over the Internet [1] . The virtualization is to create software components that emulate behavior of hardware units and platform, and is to control them in a software platform. The virtualization can be classified to several classes. For example, VMware, Xen and KVM can provide virtual machines that emulate physical computers as software. Also Docker offers more lightweight virtual machines than VMware, Xen and KVM as processes. From the reliability point of view, the virtualization is promising to deploy high-availability (HA) system. As is well known, the most popular virtualization is to create virtual machines (VMs) as software components that behave actual computers. However, since VMs are essentially software processes on platform, they can be migrated to another physical server running the virtualization platform. In particular, if two physical servers have the same platform that can drive virtual machines, we exploit the live migration between them [2] . The live migration is a technique that allows a server administrator to move a running virtual machine of application between different physical machines without disconnecting the client or application. The live migration drastically improves the system availability by migrating a failed virtual machine on a platform to another platform.
Although the virtualization is a promising way for HA services, the design of system architecture is not so easy, compared to non-virtual system. For example, the system availability can easily be improved by increasing physical servers which run the virtualization platform. However, from the points of cost and energy consumption, it is not always the best design. That is, towards the best design of virtualized system, we should consider the method to evaluate the system performance beforehand.
On the performance index, Kundu et al. [3] presented statistical models using regression and artificial Neural networks. Also, Okamura et al. [4] proposed a queueing model to evaluate energy efficiency of virtualized system design. On the system index for reliability and availability, Cully et al. [5] and Farr et al. [6] built and evaluated their schemes to enhance the system availability in virtualized system design. Myint and Thein [7] also evaluated a system architecture combining virtualization and rejuvenation. Vishwanath and Nagappan [8] collected operation data of virtualized system and performed statistical analysis to reveal a causal relationship between server failures and hardware repairs. Kim et al. [9] focused on failure modes of virtualized system and presented availability evaluation using fault trees and continuous-time Markov chains (CTMCs). Also Matos et al. [10] developed the CTMC model representing the dynamic behaviors of live migration in the virtualized system. Zheng et al. [11] considered the component importance analysis for non-virtualized and virtualized system based on the model by Kim et al. [9] . This paper is an extension work of [11] . In [11] , we have developed a method to evaluate the importance (the effect of a component's availability on the system availability) of components for hybrid models. The hybrid model consists of fault trees (FTs) and CTMCs. The FTs are top level descriptions for the system failure and represent causal relationship between component failures and system failures. The disadvantage of FT is not to describe the dynamic behaviors. To address this problem, dynamic FT is also proposed in [12] . On the other hand, CTMC can well describe the dynamic behaviors of system. In the hybrid model, CTMCs are used for defining the behavior of components. The advantage of hybrid model is to obtain the structure function of system failure with respect to component failures from FT and to be able to define the dynamic behaviors of components. Based on this feature, we have proposed the component importance analysis for hybrid model in [11] . However, the hybrid model had a limitation for the model expression. For example, when two or more components have interactions between them, the structure function cannot always be explicitly expressed. In such cases, we cannot use the hybrid model. Instead of using the hybrid model, we should use a CTMC describing whole the system behavior. In the component analysis of virtualized system, the behavior of live migration is this case. In fact, Matos et al. [10] presented only a CTMC for the live migration. Since the structure function cannot be obtained from the CTMC, we cannot also apply the component importance analysis by [11] to the live migration model. In this paper, we introduce the state-of-art component importance analysis [13] and apply it to the CTMC-based live migration model to reveal the component importance in the context of live migration.
The rest of this paper is organized as follows. Section 2 presents the hybrid model for virtualized system design in [11] , and introduces the component importance analysis for the hybrid model from the availability point of view. In Section 3, we explain the CTMC model for live migration presented in [10] , and show the component importance analysis by using only CTMCs. In Section 4, we illustrate the component importance analysis of hybrid model and live migration model for virtualized system. Section 5 concludes this paper with some remarks.
Availability Importance Analysis for Hybrid Model

Fault Trees
In this section, we introduce the availability model for virtualized system which was presented in [9] . For example, the system under consideration provides two different services such as Web and SQL servers to clients. When one of the servers has been stopped, the system also causes a system failure. In [9] , they assumed that a host equips not only hardware units; CPU, memory (Mem), power subsystem (Pow), network device (Net), cooling subsystem (Cool) but also a software component; virtual machine manager (VMM). Figure 1 illustrates the fault tree (FT) for virtualized system when there are two physical hosts. In the system design, each host provides a specific service, and is supposed to install the same VMM where the virtual machines (VMs) run and provide the services. One of the important features provided by the VMM is the live migration [2] . The live migration is a technique that can enhance the system availability by migrating the VMs when system failure occurs. More precisely, when a physical host is stopped, all the VMs running on the host can migrate to another physical host without the down time. In fact, most of the VMM products such as Xen, VMware and Hyper-V provide the live migration. However, in order to use the live migration, the two hosts are required to share a common storage area network (SAN) which is a service to provide hard disk drives through a high-speed network using Fiber Channel or iSCSI technologies. In Figure 1 , the top event means the system failure and the leaf nodes correspond to the events that respective components are failed. The nodes, H1 (H2) and HW1 (HW2) represent the events that the host 1 (host 2) is failed and the hardware failure occurs in the host 1 (host 2), respectively. The failure of the system is given by an AND gate because of the live migration. In addition, the VM failure (VM1 or VM2) is connected to the failure of another host (H2 or H1) with an AND gate. This is because even if the VM is failed on one VMM, it can be migrated to another VMM. On the other hand, the failure of SAN causes the system failure directly, and therefore the top event is given by an OR gate connected to these events.
Continuous-Time Markov Chain (CTMC) Models
In [9] , Kim et al. defined the continuous-time Markov chain (CTMC) models to represent behavior of hardware and software components. This section briefly introduces the CTMC models presented in [9] .
In the availability modeling, the state of system can be classified into two sets:  , the set of up (operational) states in which the system is available; and  , the set of down (or failure ) states in which the system is unavailable. Figure 2 shows the 3-state CTMC availability models of CPU and Mem components proposed in [9] . In the figure, the states UP, DN and RP mean that the component is available, the component is failed, and the component is under repair, respectively. Hence the states DN and RP are classified into  set in the availability model. Moreover, λ and µ denote failure and repair rates of the component. For example, if the host equips 2-way CPUs, the failure rate is given by CPU 2 λ λ = by using the failure rate of a single CPU because both processors are needed for the operation. Also, the transition from DN to RP corresponds to the event that a repair person is summoned and its mean time is given by 1 α using the rate of summoning inherent in the component. As seen in Figure 3 , Kim et al. [9] applied the 5-state availability model to describe the dynamic behaviors of components Pow and Net which are described as 2-unit redundant (parallel) subsystems. In the figure, white and gray nodes represent up and down states respectively. The main difference from the 3-state availability model is to add the state U1 representing that only one unit is failed, since the component failure is caused when both of two units are failed. Moreover, the model adds a repair state RP2 where two units are failed. For the components, Cool and SAN, the CTMC models are extended from the 5-state availability model. Concretely, in the CTMC for Cool as shown in Figure 4 , they added a transition from RP to RP2, namely, the Cool availability model allows the event occurrence that one unit fails while another unit is under repair. In the CTMC for SAN as shown in Figure 5 , a state CP is put to the transition between the states UP and RP, which means the mirrored data is copied from a working disk unit to the repaired disk unit under RAID1 design. The transition rate from CP to UP is given by SAN χ . Additionally, since the working disk unit may fail in the CP state, they added a transition from CP to RP2 with the failure rate of a disk unit SAN λ .
The CTMC model for VMM is given by Figure 6 . As seen in this figure, since the software failure cannot be detected immediately, the state DT is added, which means the failure is detected. In [9] , after the failure detection, the system takes an action to reboot VMM with mean time 1 β . It is empirically known that most of transient failures in software can be recovered by the system reboot [14] . In this CTMC model, the reboot will be unsuccessful with probability ( )
− . Hence the state DW indicates that the failure is not recovered by a failed system reboot, and a repair person is summoned.
In [9] , based on the CTMC model in Figure 6 , they built the CTMC model for VM which takes account of the dynamic behaviors of the live migration. Thus the CTMC model for VM was quite complicated so that the system failure in the virtualized system cannot be represented by the FT. Since this paper describes the correlation between the failures of VM and host by the AND gate in the FT representation, the CTMC model simply becomes the same model as VMM, i.e., the model of Figure 6 can also represent the availability for VM.
Based on these CTMC models, the steady-state availability for component x can be calculated as follows.
[ ) the cumulative available time during 0, lim
where k π is the steady-state probability of state k in the availability model and  is the set of up states. The steady-state probability k π is computed by numerical methods given in [15] .
Importance Measures
Let A i be the steady-state availability of component i. Then we have the following steady-state availability for a host in the virtualized system according to the FT analysis:
where HW is the set of { } CPU, Mem, Net, Pow, Cool . Then the system availability can be obtained
where 1
i i A A = − . The above equation is often called the structure function which represents the effect of component availability on the system availability.
In [15] , Cassady et al. proposed the importance measures of components in terms of availability. They assumed the FT model with the events that are described by the 2-state availability model. The 2-state availability model is a CTMC model with only two states: up and down. In such modeling, Cassady et al. [16] defined two importance measures as the derivatives of the system availability:
, ,
where i λ and i µ are the failure and repair rates of component i, i.e., the transition rates from up to down and from down to up in the 2-state availability model, respectively. These measures come from the idea behind the Birnbaum measure [17] .
In this paper, since we do not treat the 2-state availability model to represent the component availability, the importance measures proposed in [16] cannot directly be applied to evaluating the virtualized system. This paper proposes a preprocessing based on the aggregation of CTMC-based availability model [18] before applying the availability importance measures.
The aggregation is a technique to transform CTMC-based availability models into a equivalent 2-state, 2-transition availability model which has the same availability as the original model. As mentioned before, the states of CTMC-based availability models can be classified into  (up states) and  (down states) sets. The aggregation technique converts the  and  sets to the up and down states of the equivalent 2-state, 2-transition availability model. The essential problem of the aggregation is to find the transition rates; failure and repair rates that ensure the steady-state probability of the up (down) set in the original model equals that of the up (down) state in the equivalent 2-state, 2-transition model. From the argument of CTMC, such failure and repair rates can be computed as follows.
where the set ×   indicates the transitions from up to down state in the original model. Also, , [18] . In this paper, we call the equivalent failure and repair rates as the effective failure and repair rates.
By applying the aggregation to the component availability models as preprocessing, the availability importance measures of the component i can be rewritten by , ,
where i λ  and i µ  are the effective failure and repair rates of component i.
Component Importance for Live Migration
In the previous section, we have introduced the component importance for the structure function given by the FT model. The model considered the live migration as a static structure. However, since the live migration is essentially described by a dynamic behavior, the previous method cannot analyze how effect of components on the dynamic behaviors of live migration. Thus in this section, we consider the component importance on live migration from the viewpoint of dynamic behaviors, that is, we apply the component importance analysis for a CTMC representing the dynamic behaviors of live migration presented in [10] .
Model Description
Matos et al. [10] presented the CTMC for live migration in the virtualized system. This availability model does not consider the detailed behavior of hardware components (e.g., CPU, Mem, Pow) and the VMM, but only the components of VMs (VM1 and VM2), hosts (H1 and H2) and applications (App1 and App2). Table 1 shows notations for the state of system which are based on the current conditions of components. Concretely, each state is indicated by six characters. The first character means the state of H1. The notations "U", "F" and "D" correspond to the conditions where H1 is up, H1 fails and the failure is detected, respectively. The second character represents the state of VM1 and its application (App1). When both are up, the character is given by "U". If VM1 fails, it is "Fv". When the failure is detected, the character becomes "Dv". Also, when a manual repair is applied, the character is "Pv". If App1 fails, it is "Fa". When the failure of App1 is detected, the state of system is represented by "Da". If App1 requires an additional repair in the case where the application restart cannot solve the problem, the character is given by "Pa". Also, when VM1 and App1 are restarting, the state is given by "R". If VM1 and App1 are not running on the H1, then the character is "X". The third character represents whether or not VM2 and App2 are running on H1. If VM2 and App2 run on H1, the character is given by "U". If they are restarting on H1, the character is "R". Otherwise, if they are not running on H1, the character is "X". The fourth through sixth characters represent the state of H2 in the same manner as the first through third characters. Figure 7 shows the state transition diagram for live migration in the virtualized system which is described by the CTMC model in [10] . Also, Table 2 presents the parameters of the CTMC model. For example, 1 h λ is MTTF (mean time to failure) of host H1 and H2, and then h λ is a failure rate which is a transition rate in the CTMC.
Importance Analysis
Dissimilar to the case of FT model, we do not know the structure function in the CTMC. We consider the component importance analysis by only using the parameter sensitivity analysis. Let Q be the infinitesimal generator of CTMC described in Figure 7 . Then the steady-state probability vector π s is given by the linear equations; , 1, 
Similarly, the importance measure with respect to repair rate is given by ( ) , 2
1 .
Thus the problem is to estimate the sensitivity 
By using the vector ( ) j θ s , the sensitivities are given by
According to [19] , the estimates of
where T is the transpose operator. By substituting the estimates of the sensitivities into Equations (11) and (12), we have the component importance measures for live migration.
Numerical Illustration
Hybrid Model
In this section, we illustrate the quantitative component importance analysis of hybrid model for virtualized system. Table 3 presents the parameters of the CTMC models for all components. For example, CPU 1 λ is mean time for CPU failure, and Mem 1 µ is mean time to repair one memory (i.e., MTTR of one memory). Also we give other model parameters in Table 4 .
Using the aggregation technique, we first transform the availability models for all components into the equivalent 2-state, 2-transition models, then compute the effective failure and repair rates for components based on the model parameters. We also compute the component availabilities, and these results are shown in Table 5 . From this table, we can see the availabilities of hardware units are relatively high by the comparison to the availabilities of software components, especially for SAN, the availability is quite high.
We then compute the system availabilities based on the structure functions and the component availabilities. The availabilities of a hardware unit and a host, and the system availability are presented in Table 6 . From this table, the sufficiently high availability of the virtualized system implies that the live migration is considerably effective to enhance the system availability.
Next we derive the importance measures of components in the virtualized system by using Equation (6), and the effective failure and repair rates shown in Table 5 . The importance measures of components in terms of the system availability are shown in Table 7 . Note that this table presents the importance measures of components only in a host, because the components of the host 1 and 2 are assumed to be the same in the system design, and the importance measures of same components in the host 1 and 2 are identical. Table 7 shows that the importance measure with respect to failure rate is higher than that with respect to repair rate for any component. The importance measure regarding failure rate, ,i I λ  , indicates the relative improvement in system availability resulting from a decrease to the component failure rate. Similarly, the importance measure regarding repair rate, ,i I µ  , indicates the relative improvement in system availability resulting from an increase to the component repair rate. Thus, to improve the system availability, the more efficient way is to decrease the failure rates of components. Also, as seen in this table, it is easy to find that the importance measures of SAN are much higher than those of the other components, especially the importance measure with respect to failure rate, ,SAN I λ  . The highest importance of SAN indicates that the improvement of failure rate of SAN is the most efficient way to improve the system availability. In other words, SAN is a bottleneck of availability, though its availability seems to be high. Besides, from Table 5 , we find the repair rates of CPU and Mem are not so high. This implies that the failures of CPU and Mem cause long down time. Hence their importance measures with respect to failure rate are relatively higher than the others except SAN. Moreover, we find that the importance measures of VM and VMM are not high in Table 7 . This is caused by the fact that VM and VMM can be migrated when a failure of a host occurs. Therefore, VM and VMM are not critical components, compared to SAN.
Dynamic Model for Live Migration
This section illustrates the quantitative component importance analysis of the CTMC for live migration in the virtualized system. Based on these parameters shown in Table 8 , we first compute the availabilities for all components and system which are shown in Table 9 . From this table, we find that the availability of VM is the highest among those of the other components because of the live migration.
Next we compute the effective failure and repair rates for all components based on the aggregation of CTMC model, and the results are shown in Table 10 . From this table, it is found that the repair rate of VM are much higher than that in Table 5 . As mentioned before, the FT model considered the live migration as a static structure which cannot represent the dynamic behaviors of system. However, since the live migration is essentially described by a dynamic behavior, the dynamic behaviors have been taken into account in the CTMC model for live migration. The higher repair rate of VM confirms the effectiveness of live migration in the virtualized system. Table 11 presents the importance measures for components in the virtualized system. As observed in Table 10 and Table 11 , we find that, although the failure rate of VM is higher than that of host, the importance measures of VM are much lower than those of host. This is because the repair rate of VM is very high. Also, comparing Table 9 with Table 10 , we can see that the availability of host is the lowest among those of others, because the repair rate of host is also the lowest. This indicates that, the component host is important, and any change in its associated parameters will have a large effect on the system availability. And this conclusion also can be confirmed from Table 11 . Table 11 shows that the importance measures of host is the most highest. Moreover, by comparing between the importance measure with respect to failure and repair rates for each component, it is found that the importance measure with respect to failure rate is higher than that with respect to repair rate. Therefore, it indicates that the improvement of failure rate of host is more efficient to enhance the system availability.
Conclusions
In this paper, we have dealt with quantitative component importance analysis of virtualized system with live migration in terms of availability. In [11] , we have developed a method to evaluate the importance of components for hybrid model which consists of fault trees (FTs) and CTMCs. However, the hybrid model had a limitation for the model expression in the situation where two or more components have interactions between them. Instead of using the hybrid model, we considered a CTMC model for live migration presented in [10] . This paper introduced the state-of-art component importance analysis [13] and applied it to the CTMC-based live migration model to reveal the component importance in the context of live migration. More precisely, our method is based on the aggregation techniques of CTMC-based availability models [18] and the importance measures with respect to failure and repair rates [16] . Also, we proposed a method to estimate the sensitivities of system availability with respect to component availabilities. In numerical examples, we illustrated the quantitative component importance analysis of hybrid model and live migration model for virtualized system, and compared the importance of components. In future, we intend to improve our method so that it can be applied to more complicated event models. Also, we will focus on the component importance analysis for Markov chain in terms of reliability.
