The de Bruijn-Erd\H{o}s theorem from a Hausdorff measure point of view by Doležal, Martin et al.
ar
X
iv
:1
80
5.
10
98
0v
1 
 [m
ath
.C
A]
  2
8 M
ay
 20
18
The de Bruijn-Erdo˝s theorem from a Hausdorff measure
point of view
Martin Dolezˇal ∗ Themis Mitsis† Christos Pelekis‡
May 29, 2018
Abstract
Motivated by a well-known result in extremal set theory, due to Nicolaas Govert
de Bruijn and Paul Erdo˝s, we consider curves in the unit n-cube [0, 1]n of the form
A = {(x, f1(x), . . . , fn−2(x), α) : x ∈ [0, 1]},
where α is a fixed real number in [0, 1] and f1, . . . , fn−2 are injective measurable func-
tions from [0, 1] to [0, 1]. We refer to such a curve A as an n-de Bruijn-Erdo˝s-set. Un-
der the additional assumption that all functions fi, i = 1, . . . , n − 2, are piecewise
monotone, we show that the Hausdorff dimension of A is at most 1 as well as that
its 1-dimensional Hausdorff measure is at most n − 1. Moreover, via a walk along
devil’s staircases, we construct a piecewise monotone n-de Bruijn-Erdo˝s-set whose
1-dimensional Hausdorff measure equals n− 1.
Keywords: de Bruijn-Erdo˝s theorem; Hausdorffmeasure; devil’s staircase; piecewisemono-
tone functions
MSC (2010): 05D05; 28A78; 26A30
1 Prologue, related work and main results
Here and later, [n] denotes the set of positive integers {1, . . . , n}. The collection of all
subsets of [n] is denoted 2[n]. Given i ∈ [n], we denote by πi : [0, 1]
n → [0, 1]n the function
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that maps the point (x1, . . . , xn) to the point (y1, . . . , yn), where yi = xi, and yj = 0 for
j 6= i. In other words, πi is the projection onto the i-th coordinate. Given a finite set F ,
we denote by |F | its cardinality. Finally, λ(·) denotes the Lebesgue measure on the real
line.
We shall be interested in an extremal problem which is motivated by a particular result
from extremal set theory. Extremal set theory (see [1, 9]) is concerned with the problem
of obtaining sharp estimates on the cardinality of a family F ⊂ 2[n] under constraints that
are described in terms of union, intersection or inclusion. This is a rapidly evolving area
in combinatorics which interacts with various branches of mathematics and theoretical
computer science including geometry, probability theory, analysis and complexity theory.
Part of this interaction is based upon the idea that several results from extremal set theory
have continuous counterparts. This is an idea that dates back to the 70’s and, since its
conception, several results have been reported in a measurable setting (see [8, 16, 17, 19])
as well as in a vector space setting (see [3, 14, 15, 20]). In this article we look at results
of extremal set theory from a Hausdorff dimension point of view. In [10], Konrad Engel
and the last two authors reported analogues of Sperner’s theorem and the Erdo˝s-Ko-Rado
theorem in this setting. In this article, we investigate an extremal problem which is mo-
tivated by a well-known result from extremal set theory, due to de Bruijn and Erdo˝s (see
[6]), which reads as follows.
Theorem 1.1 (de Bruijn-Erdo˝s). Let F ⊂ 2[n]. Assume that for any two sets A,B ∈ F there
exists unique i ∈ [n] such that i ∈ A ∩B. Then |F| ≤ n.
See [6], or [5, Theorem 7.3.1] for a proof of this result. Let us remark that the bound
is sharp and is attained by the family F = {[n] \ {1}, {1, 2}, {1, 3}, . . . , {1, n}}, which is
referred to in the literature as a near-pencil.
We look at the de Bruijn-Erdo˝s theorem from a Hausdorff measure-theoretic perspective.
Before being more precise, let us briefly mention that one can identify a set A ⊂ [n] with
a binary vector of length n: put 1 in the i-th coordinate if i ∈ A, and 0 otherwise. Notice
that this correspondence is bijective and one may choose not to distinguish between sub-
sets and binary vectors. With this remark in mind, the de Bruijn-Erdo˝s theorem can be
expressed by saying that if A ⊂ {0, 1}n is such that for every two points x = (x1, . . . , xn)
and y = (y1, . . . , yn) in A there exists unique i ∈ [n]with xi = yi > 0 then |A| ≤ n. Inspired
by the last observation, we introduce the following.
Definition 1 (n-de Bruijn-Erdo˝s-sets). Fix a positive integer n ≥ 2. An n-de Bruijn-Erdo˝s-
set (or n-dBE-set for short) is a measurable set A ⊂ [0, 1]n such that for any two points x =
(x1, . . . , xn) and y = (y1, . . . , yn) in A there exists unique i ∈ [n] with xi = yi.
Given i ∈ [n] and α ∈ [0, 1], letHni,α denote the hyperplane {(x1, . . . , xn) ∈ [0, 1]
n : xi = α}.
It is easy to see that the n-dimensional Lebesgue measure of an n-dBE-set equals zero: fix
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a = (a1, . . . , an) ∈ A and notice that A ⊂ ∪
n
i=1H
n
i,ai
. This means that A is contained in the
finite union of sets of dimension n− 1 and therefore its n-dimensional Lebesgue measure
is zero. Given this fact it is natural to look at the Hausdorff dimension of an n-dBE-set.
Let us recall some notions from the theory of Hausdorff measures.
If A is a non-empty subset of Rn, we denote by diam(A) its diameter. Fix a positive real
number s and, for δ > 0, let
Hsδ(A) = inf
{∑
i
diam(Ui)
s : A ⊂
⋃
i
Ui and diam(Ui) ≤ δ
}
where the infimum is taken over all at most countable covers {Ui} ofA such that the diam-
eter of each Ui is at most δ. The limit limδ→0+ H
s
δ(A), denoted H
s(A), is the s-dimensional
Hausdorff measure ofA. TheHausdorff dimension ofA, denoted dimH(A), is defined as
dimH(A) = inf {s : H
s(A) = 0} .
We refer the reader to [2, 11, 12] for excellent textbooks on the topic. Notice that H0(A)
equals the cardinality of A.
In this article we focus on a particular subsystem of the system consisting of all measur-
able n-dBE-sets. In order to motivate this subsystem, fix a = (a1, . . . , an) ∈ A and notice
that A ⊂ ∪ni=1H
n
i,ai
. Set Ai := A ∩ H
n
i,ai
, for i ∈ [n]. If H0(A) = +∞, then it follows that
there exists i ∈ [n] such that H0(Ai) = +∞. We may assume, without loss of generality,
that i equals n. Now it is not difficult to see that Aj = {a}, for j 6= n and so A ⊂ H
n
n,an .
Notice also that for every j ∈ [n] \ {n} the function πj(·) restricted to the set A is injective.
Indeed, if x = (x1, . . . , xn),y = (y1, . . . , yn) ∈ A are such that x 6= y but πj(x) = πj(y),
then we have xn = yn as well as xj = yj , which contradicts the hypothesis that A is an
n-dBE-set. In other words, the restriction of πj to A is invertible and its inverse is a func-
tion ψj : πj(A)→ [0, 1]
n such that ψj(πj(A)) = A. Since all projections πl, l 6= n, restricted
to A are injective, it follows that all component-functions (except the nth one) of ψj are
injective.
We investigate n-dBE-sets for which the corresponding component-functions are addi-
tionally ”piecewise monotone” and are defined as follows. Here and later, the termmono-
tone function refers to a function which is either strictly increasing, or strictly decreasing.
Definition 2 (Piecewise monotone n-dBE-set). Let f : [0, 1] → [0, 1] be an injective, measur-
able function. Then f(·) is referred to as piecewise monotone, if there exists a countable partition
of [0, 1] into measurable disjoint sets {Sj}j≥1 such that for every j the restriction of f(·) to Sj is a
monotone function. An n-dBE-set, A, is called piecewise monotone if it is of the form
A = {(x, f1(x), . . . , fn−2(x), α) : x ∈ [0, 1]},
where α ∈ [0, 1] is fixed and each function fi, i ∈ [n− 2] is piecewise monotone.
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It should be noted that without imposing this seemingly artificial restriction, little can be
said about the Hausdorff dimension and the corresponding Hausdorff measure of an n-
dBE-set. For example, the following, rather unexpected, result due to James Foran readily
implies that the 1-dimensional Hausdorff measure of a 3-dBE-set can be arbitrarily large.
Theorem 1.2 (Foran [13]). For every positive realK , there exists a measurable, injective function
from [0, 1] to [0, 1] such that the 1-dimensional Hausdorff measure of its graph is larger than K .
Moreover, the Hausdorff dimension of an n-dBE-set can also be arbitrarily large. Indeed,
as previously mentioned, such a set must be contained in the finite union of hyperplanes;
thus, its dimension is at most n − 1, and this bound can be attained, as illustrated in the
following example.
Example 1.3. We briefly sketch a construction of a Cantor-type set in the plane whose projections
are injective and whose Hausdorff dimension equals 2. For any 0 < s < 2 and δ > 0 small,
let us say that a set has property C(δ, s) if for every covering by disks Bi of diameter δ, we have∑
i diam(Bi)
s ≥ 1. Let now δn and ǫn be suitable positive sequences converging to zero, and con-
sider thin vertical rectangles R1,j of dimensions δ1× ǫ0, with δ1 << ǫ0, such that their projections
on the x axis are pairwise disjoint and the set A1 :=
⋃
j R1,j has property C(δ1, s). Subsequently,
consider thin horizontal rectangles R′1,j of dimensions δ1 × ǫ1, with ǫ1 << δ1, inside A1 such
that their projections on the y axis are pairwise disjoint and the set A′1 :=
⋃
j R
′
1,j has property
C(δ1, s) as well. We next choose thin vertical rectangles R2,j of dimensions δ2 × ǫ1 inside A
′
1
such that their projections on the x axis are pairwise disjoint and the set A2 :=
⋃
j R2,j has prop-
erty C(δ2, s). Then, we take thin horizontal rectangles R2,j of dimensions δ2 × ǫ2 inside A2 such
that their projections on the y axis are pairwise disjoint and the set A′2 :=
⋃
j R2,j has property
C(δ2, s). Continuing this Cantor-type construction, we obtain a decreasing sequence
A1 ⊃ A
′
1 ⊃ A2 ⊃ A
′
2 ⊃ · · ·
of sets whose intersection A has Hausdorff dimension at least s and such that the projections
restricted to A are injective. In fact, by replacing s with sn in the steps above, where sn tends
to 2, the resulting set may have dimension exactly equal to 2. The idea of this construction was
suggested by P. Mattila (personal communication with the second author). Now, performing an
analogous construction on a hyperplane results in an n-dBE-set of dimension n− 1.
It also seems that a combination of Foran’s theorem and Example 1.3 produces 3-dBE
sets whose 2-dimensional Hausdorff measure can be arbitrarily large. Bearing the above
in mind, our main result on the Hausdorff dimension and the corresponding Hausdorff
measure of piecewise monotone n-dBE-sets reads as follows.
Theorem 1.4. LetA ⊂ [0, 1]n be a measurable, piecewise monotone n-dBE-set. Then dimH(A) ≤
1 as well as
H1(A) ≤ n− 1.
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We prove Theorem 1.4 in Section 2. In Section 3, we show that the upper bound on the
1-dimensional Hausdorff measure of an n-dBE-set, provided by Theorem 1.4, is sharp.
More precisely, we have the following.
Theorem 1.5. There exists a measurable, piecewise monotone n-dBE-set, A, such that
H1(A) = n− 1.
The set constructed in the proof of Theorem 1.5 is a piecewise monotone n-dBE-set, A, of
the form
A := {(x, h(x), f1(h(x)), . . . , fn−3(h(x)), α) : x ∈ [0, 1]},
where h is a singular function (i.e., continuous, strictly increasing, having derivative zero
almost everywhre) and each fi, i = 1, . . . , n− 3, is a strictly increasing function from [0, 1]
to [0, 1] that maps a particular set of measure zero to a set of measure one. The existence
of the latter functions is guaranteed by the following result, which may be of independent
interest.
Theorem 1.6. For every S ⊂ [0, 1] with λ(S) = 1 there exists a strictly increasing function
f : [0, 1] → [0, 1] and N ⊂ S with λ(N) = 0 such that λ(f(N)) = 1.
2 Proof of Theorem 1.4
In this section we prove Theorem 1.4. We begin with the case of 2-dBE-sets, which is
rather trivial.
Theorem 2.1. Let A be a 2-dBE-set. Then H1(A) ≤ 1.
Proof. Let x = (x1, x2),y = (y1, y2) ∈ A be distinct and notice that the hypothesis implies
that either x1 = y1 or x2 = y2, but not both. Without loss of generality, assume that
x1 = y1. Hence both x,y belong to the line ℓ := {(x1, α) : α ∈ [0, 1]}. Now notice that
every other point from A must belong to the line ℓ as well and thus A ⊂ ℓ. The result
follows.
So, from now on, we may assume that n ≥ 3. The proof of Theorem 1.4 requires some
definitions. We say that a family F of pairwise disjoint subsets of the real line is left-right
ordered if for every two distinct nonempty sets F1, F2 ∈ F we have either supF1 ≤ inf F2
or inf F1 ≥ supF2. We say that F is a left-right ordered partition of a subsetA of the real line
if it is a left-right ordered family as well as a partition of A.
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It is well known (see [2, p. 4]) that for every subsetA of the real line and for every δ, ε > 0
there is a cover {Ui}
∞
i=1 ofA consisting of convex sets (i.e. intervals) such that the diameter
of each Ui is at most δ and such that
∑
i diam(Ui) ≤ H
1
δ(A) + ε. If for every i we define
Vi := (Ui \
⋃
j<iUj)∩A then it is clear that {Vi} is a partition ofA such that the diameter of
each Vi is at most δ. It follows that for every subsetA of the real line and for every δ, ε > 0
we have
H1δ(A) = inf
{∑
i
diam(Vi)
}
where the infimum is taken over all at most countable left-right ordered partitions {Vi} of
A such that the diameter of each Vi is at most δ.
Recall that a function f : F ⊂ Rn → Rm is Lipschitz with constant c if
|f(x)− f(y)| ≤ c · |x− y| for all x,y ∈ F.
The following result is well known (see [12, p. 24]).
Lemma 2.2. Fix positive integers n,m and let F ⊂ Rn. If f : F → Rm is a Lipschitz function
with constant c then Hs(f(F )) ≤ csHs(F ).
The proof of Theorem 1.4 is based upon the following lemmata.
Lemma 2.3. Let A be a subset of the real line and let δ be a positive real number. Suppose that
{Vi}i, {Wj}j are at most countable left-right ordered partitions of A. Then {Vi ∩Wj}i,j is an at
most countable left-right ordered partition of A and
∑
i,j
diam(Vi ∩Wj) ≤ min


∑
i
diam(Vi),
∑
j
diam(Wj)

 .
Proof. The fact that {Vi ∩Wj}i,j is an at most countable left-right ordered partition of A is
trivial. We will show that for every i it holds∑
j
diam(Vi ∩Wj) ≤ diam(Vi),
then the assertion easily follows. To this end, fix an index i as well as ε > 0, and find a
finite set F = {j1, . . . , jn} of indices j such that
∑
j
diam(Vi ∩Wj) ≤
n∑
k=1
diam(Vi ∩Wjk) + ε.
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For every k = 1, . . . , n, find xk, yk ∈ Vi ∩Wjk such that
diam(Vi ∩Wjk) ≤ |xk − yk|+
ε
n
.
Without loss of generality suppose that x1 ≤ y1 ≤ x2 ≤ . . . ≤ yn−1 ≤ xn ≤ yn. Then
∑
j
diam(Vi ∩Wj) ≤
n∑
k=1
diam(Vi ∩Wjk) + ε ≤
n∑
k=1
(
yk − xk +
ε
n
)
+ ε
=
n∑
k=1
(yk − xk) + 2ε ≤ yn − x1 + 2ε ≤ diam(Vi) + 2ε.
As this holds for every ε > 0, the proof is finished.
Lemma 2.4. Suppose that f0, f1, . . . , fm are strictly increasing real functions, all of them defined
on a given subset D of the real line. Then
H1
({
m∑
k=0
fk(x) : x ∈ D
})
≤
m∑
k=0
H1 (fk(D)) .
Proof. We may assume that m = 1 (the general case follows by induction on m). Then it
clearly suffices to show that for every δ > 0 it holds
H12δ ((f1 + f2)(D)) ≤ H
1
δ (f1(D)) +H
1
δ (f2(D)) .
So fix δ > 0 and ε > 0 and find at most countable left-right ordered partitions {V 1i }i of
f1(D) and {V
2
j }j of f2(D) such that the diameter of each V
1
i and of each V
2
j is at most δ,
and such that we have ∑
i
diam(V 1i ) ≤ H
1
δ(f1(D)) + ε
and ∑
j
diam(V 2j ) ≤ H
1
δ(f2(D)) + ε.
We defineF := {f−11 (V
1
i )∩ f
−1
2 (V
2
j )}i,j . The fact that both functions f1 and f2 are increas-
ing clearly gives us that F1 := {f1(F ) : F ∈ F} is an at most countable left-right ordered
partition of f1(D). Moreover, Lemma 2.3 applied to the partitions {V
1
i }i and F1 gives us
that the partition F1 satisfies∑
F∈F1
diam(F ) ≤
∑
i
diam(V 1i ) ≤ H
1
δ(f1(D)) + ε.
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Similarly F2 := {f2(F ) : F ∈ F} is an at most countable left-right ordered partition of
f2(D) and ∑
F∈F2
diam(F ) ≤ H1δ(f2(D)) + ε.
It remains to observe that the family {(f1 + f2)(F ) : F ∈ F} is a cover of (f1 + f2)(D) (in
fact, it is a left-right ordered partition) consisting of sets of diameter at most 2δ. Therefore
H12δ((f1 + f2)(D)) ≤
∑
F∈F
diam((f1 + f2)(F )) =
∑
F∈F
diam(f1(F )) +
∑
F∈F
diam(f2(F ))
≤ H1δ(f1(D)) +H
1
δ(f2(D)) + 2ε.
As this holds for every ε > 0, the proof is completed.
Lemma 2.5. Suppose that f0, f1, . . . , fm are monotone real functions, all of them defined on a
given subset D of the real line. Denote G := {(f0(x), f1(x), . . . , fm(x)) : x ∈ D}. Then
H1(G) ≤
m∑
k=0
H1(fk(D)).
Proof. Without loss of generality, we may assume that all the functions f0, f1, . . . , fm are
increasing. Let us denote S := {
∑m
k=0 fk(x) : x ∈ D}. Then the mapping F : S → G
defined by F (
∑m
k=0 fk(x)) := (f0(x), f1(x), . . . , fm(x)) is Lipschitz with constant 1, and it
is surjective. Therefore H1(G) ≤ H1(S), by Lemma 2.2. The rest follows by Lemma 2.4.
We now have all the necessary ingredients for the proof of the main result of this sec-
tion.
Proof of Theorem 1.4. Notice that the first statement is a consequence of the second and so
it is enough to show the second statement. Let A be of the form
A = {(x, f1(x), . . . , fn−2(x), α) : x ∈ [0, 1]},
where α ∈ [0, 1] is fixed and each function fi, i ∈ [n − 2] is piecewise monotone. Define
the set
A′ := {(x, f1(x), . . . , fn−2(x)) : x ∈ [0, 1]}
and notice that the factH1(A) = H1(A′) implies that it is enough to showH1(A′) ≤ n− 1.
Since fi, i ∈ [n − 2], is piecewise monotone, there exists an at most countable partition,
{Si,j}j , of [0, 1] into measurable sets such that the function fi restricted to each Si,j is
monotone. For every (n − 2)-tuple j = (j1, . . . , jn−2) let Sj = S1,j1 ∩ · · · ∩ Sn−2,jn−2 and
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denote by fi,j the restriction of fi to the set Sj. Notice that the sets {Sj}j are pairwise
disjoint and that each function fi,j is monotone. For every j denote
Gj := {(x, f1(x), . . . , fn−2(x)) : x ∈ Sj}.
Then, by Lemma 2.5 applied to the monotone functions f0,j := id|Sj and f1,j, . . . , fn−2,j
(for every j), we have
H1(A′) =
∑
j
H1(Gj) ≤
∑
j
(
H1(Sj) +
n−2∑
k=1
H1(fk(Sj))
)
= H1([0, 1]) +
n−2∑
k=1
H1(fk([0, 1])) ≤ n− 1,
as desired.
3 Proof of Theorem 1.5 and Theorem 1.6
In this section we prove Theorem 1.5. We begin with the case n = 3. In this case the
result is, essentially, proven in [10], in the context of obtaining a continuous analogue of
Sperner’s theorem, but we repeat here the proof for the sake of completeness.
The proof employs the following result from measure theory (see [4, Proposition 5.5.4]).
Lemma 3.1. Let f : [0, 1] → [0, 1] be a function and let E be a measurable set such that at every
point of E the function f(·) is differentiable. Then
λ(f(E)) ≤
∫
E
|f ′(x)| dx.
We can now proceed with the proof for the existence of a 3-dBE-set whose 1-dimensional
Hausdorff measure equals 2.
Proof of Theorem 1.5 (case n = 3). Let h : [0, 1] → [0, 1] be a continuous, strictly increasing
function having zero derivative almost everywhere. An example of such a function can
be found in [21]. Now fix α ∈ [0, 1] and define the set
A = {(x, h(x), α) : x ∈ [0, 1]}.
Clearly, A is a 3-dBE-set and it is enough to show that H1(A) = 2. Since H1(A) =
H1({(x, h(x)) : x ∈ [0, 1]}) it is enough to show that the set D := {(x, h(x)) : x ∈ [0, 1]}
satisfiesH1(D) = 2.
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Divide D into two parts, namely, D1 = {(x, h(x)) : h
′(x) = 0} and D2 = D \ D1. Since
h′ = 0 almost everywhere, the projection of D1 onto the x-axis has measure 1 and so, by
Lemma 2.2, we have H1(D1) ≥ 1. From Lemma 3.1, it follows that the set h({x : h
′(x) =
0}) has measure zero and therefore it follows that the projection of D2 onto the y-axis has
measure 1. Thus, by Lemma 2.2, H1(D2) ≥ 1. Putting these two bounds together, we
conclude
H1(D) = H1(D1) +H
1(D2) ≥ 2
and therefore, using Theorem 1.4, we have H1(D) = 2. The result follows.
The proof of Theorem 1.5, for n ≥ 4, is based upon Theorem 1.6. Hence we now proceed
with the proof of Theorem 1.6, which requires the following lemma. In the proof, ω de-
notes the set of all nonnegative integers, 2ω the set of all infinite dyadic sequences, 2<ω
the set of all finite dyadic sequences, and 2≤n the set of all dyadic sequences of length
at most n and 2n the set of all dyadic sequences of length equal to n . Finally, given
s = (s1, . . . , sn) ∈ 2
n and i ∈ {0, 1}, we denote by s∧{i} the dyadic sequence (s1, . . . , sn, i).
Lemma 3.2. Let I = [a, b] ⊂ [0, 1] be a closed interval and let SI ⊂ [0, 1] be such that λ(I \SI) =
0. Then there exists a set NI ⊂ SI ∩ I and a continuous non-decreasing function fI : I → [0, 1]
such that fI(a) = 0, fI(b) = 1, λ(NI) = 0 and λ(fI(NI)) = 1.
Proof. By assumption we have λ(SI ∩ I) = λ(I) > 0 and the inner regularity of the
Lebesgue measure implies that the set SI ∩ I contains a closed subset F with λ(F ) > 0.
In particular, F is uncountable. As every closed set has the perfect set property (see [18]),
there is a nonempty perfect (i.e. closed and with no isolated points) subset F˜ of F . By
induction on the length of s, we will construct closed intervals Js, s ∈ 2
<ω, such that for
every n ∈ ω, the following conditions hold:
(i)n Js∧{0} ∪ Js∧{1} ⊂ Js for every s ∈ 2
n,
(ii)n the upper endpoint of Js∧{0} is strictly below the lower endpoint of Js∧{1} for every
s ∈ 2n,
(iii)n λ(Js) ≤
1
(n+1)2n for every s ∈ 2
n,
(iv)n the interior of Js intersects F˜ for every s ∈ 2
n.
Simply begin the construction by setting J∅ = I ; then both conditions (iii)0 and (iv)0 are
satisfied. Now suppose that we have already defined all intervals Js, s ∈ 2
≤n, for some
n ∈ ω such that conditions (i)k , (ii)k hold for every k < n and such that conditions (iii)k ,
(iv)k hold for every k ≤ n. By (iv)n we know that the interior of Js intersects F˜ for every
s ∈ 2n. As F˜ is a perfect set, the intersection Js ∩ F˜ is an infinite (even uncountable) set
for every s ∈ 2n. So for every s ∈ 2n, we can find two points rs∧{0} < rs∧{1} in Js ∩ F˜ .
Then for every s ∈ 2n, we can find closed intervals Js∧{0} and Js∧{1} containing rs∧{0} and
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rs∧{1}, respectively, in such a way that conditions (i)n, (ii)n and (iii)n+1 are satisfied. Then
condition (iv)n+1 clearly holds as well. This finishes the construction.
Let NI be the subset of I given by NI =
⋂
n∈ω
⋃
s∈2n Js. Then for every m ∈ ω, we have
by condition (iii)m that
λ(NI) ≤ λ
( ⋃
s∈2m
Js
)
≤
∑
s∈2m
λ(Js) ≤
1
m+ 1
,
which implies that λ(NI) = 0. Also, for every x ∈ NI and every n ∈ ω there is s ∈ 2
n such
that x ∈ Js, and by (iii)n and (iv)n there is y ∈ F˜ such that |x− y| ≤
1
(n+1)2n . It follows that
every x ∈ NI is in the closure of the closed set F˜ , and so NI ⊂ F˜ ⊂ F ⊂ SI ∩ I .
For every x ∈ NI there is (by (i)n and (ii)n) a unique αx ∈ 2
ω such that x ∈
⋂
n∈ω Jαx|n .
Moreover, if x, y are two distinct points from NI then αx 6= αy by (iii)n. It clearly fol-
lows that the mapping φ : NI → [0, 1] which maps each x ∈ NI to the unique point from⋂∞
n=1[
2αx(n)
3n ,
2αx(n)+1
3n ] is an order preserving homeomorphism of the setNI onto the stan-
dard ternary Cantor set C ⊂ [0, 1]. Let Φ: I → [0, 1] be the continuous non-decreasing
extension of φ which is linear on each open subinterval of I \ NI . Let c : [0, 1] → [0, 1] be
the Devil’s staircase (see [7]), i.e. a continuous non-decreasing function with c(0) = 0 and
c(1) = 1 which is constant on every open subinterval of [0, 1] \ C , and so λ(c(C)) = 1.
Then we define fI = c ◦ Φ. This is clearly a continuous and non-decreasing function with
fI(a) = c(0) = 0, fI(b) = c(1) = 1 and λ(fI(NI)) = λ(c(C)) = 1.
We can now prove Theorem 1.6.
Proof of Theorem 1.6. Let S ⊂ [0, 1] be such that λ(S) = 1. Let In = [an, bn], n ∈ ω, be an
enumeration of all closed subintervals of [0, 1] with rational endpoints. By Lemma 3.2,
we can find (by induction on n) sets NIn ⊂ S \
⋃
m<nNIm , n ∈ ω, and continuous non-
decreasing functions fIn : In → [0, 1], n ∈ ω, such that fIn(an) = 0, fIn(bn) = 1, λ(NIn) = 0
and λ(fIn(NIn)) = 1 for every n ∈ ω.
For every n ∈ ω, let gn : [0, 1] → [0, 1] be the unique continuous non-decreasing extension
of fIn from In to the whole interval [0, 1]. Finally, we define N =
⋃
n∈ω NIn and
f(x) =
∑
n∈ω
1
2n+1
gn(x), for x ∈ [0, 1].
Clearly, N ⊂ S and λ(N) = 0. Since the sum in the definition of f converges uniformly
and all summands are continuous functions, it follows that f is continuous as well. Also,
f is the sum of non-decreasing functions and so it is non-decreasing as well. Moreover, if
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x < y are two points from [0, 1] then there existsm ∈ ω such that x < am < bm < y. Now
notice that
f(y)− f(x) =
∑
n∈ω
1
2n+1
(gn(y)− gn(x)) ≥
1
2m+1
(gm(y)− gm(x)) =
1
2m+1
> 0,
which implies that f is strictly increasing. It is obvious that f(0) = 0 and f(1) = 1, so it
only remains to show that λ(f(N)) = 1.
To this end, let us fixm ∈ ω for a while. IfNIm and fIm were constructed in the same way
as in the proof of Lemma 3.2, then NIm is closed and gm is constant on every open subin-
terval of [0, 1] \ NIm . So if f
(m) : [0, 1] → [0, 1] is the (strictly increasing and continuous)
function given by
f (m)(x) =
∑
n∈ω
n 6=m
1
2n+1
gn(x), for x ∈ [0, 1],
then for every open subinterval (c, d) of [0, 1] which does not intersectNIm we have
λ(f(c, d)) = f(d)− f(c) = f (m)(d)− f (m)(c) = λ(f (m)((c, d))).
Since the set [0, 1]\NIm is the union of countably many pairwise disjoint such subintervals
(ci, di), i ∈ ω, and of a subset of {0, 1} it follows that
λ(f([0, 1] \NIm)) =
∑
i∈ω
λ(f((ci, di))) =
∑
i∈ω
λ(f (m)((ci, di)))
= λ(f (m)([0, 1] \NIm)) ≤ λ(f
(m)([0, 1]))
= f (m)(1)− f (m)(0) = 1−
1
2m+1
.
(1)
On the other hand,
λ(f([0, 1])) = f(1)− f(0) = 1. (2)
Comparing equations (1) and (2) yields λ(f(NIm)) ≥
1
2m+1
. Since this is true for every
m ∈ ω and all the setsNIm ,m ∈ ω, are pairwise disjoint, the monotonicity of f implies
λ(f(N)) =
∑
m∈ω
λ(f(NIm)) ≥
∑
m∈ω
1
2m+1
= 1,
as required.
We now have all ingredients for the proof of Theorem 1.5, when n ≥ 4.
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Proof of Theorem 1.5 (case n ≥ 4). Let h : [0, 1] → [0, 1] be a singular function and let S1 :=
h({x : h′(x) 6= 0}). Notice that Lemma 3.1 implies that λ(S1) = 1. By Theorem 1.6 there
exists a strictly increasing function f1 : [0, 1] → [0, 1] and a set N1 ⊂ S1 with λ(N1) = 0
such that λ(f1(N1)) = 1. Now for j = 2, . . . , n − 3 define recursively Sj = Sj−1 \ Nj−1
and apply Theorem 1.6 to choose a strictly increasing function fj : [0, 1] → [0, 1] and a set
Nj ⊂ Sj with λ(Nj) = 0 such that λ(fj(Nj)) = 1. Let α ∈ [0, 1] be fixed, and consider the
set
A := {(x, h(x), f1(h(x)), . . . , fn−3(h(x)), α) : x ∈ [0, 1]}.
Since the functions h, f1, . . . , fn−3 are strictly increasing it follows that A is an n-dBE-set.
Moreover, it is enough to show that
H1 ({(x, h(x), f1(h(x)), . . . , fn−3(h(x)) : x ∈ [0, 1])}) = n− 1.
To this end, we proceed as in the proof of the case n = 3 and show that the set
D = {(x, h(x), f1(h(x)), . . . , fn−3(h(x)) : x ∈ [0, 1])}
can be written as the disjoint union of n − 1 sets that project onto a particular coordinate
to sets of measure one. Consider the sets
D1 := {(x, h(x), f1(h(x)), . . . , fn−3(h(x))) : h
′(x) = 0} and D2 = D \D1.
As in the proof of the case n = 3 it follows that H1(D1) ≥ 1. We now look at the set D2.
Let Wj = h
−1(Nj), for j = 1, . . . , n − 3, and notice that λ(fj(Nj)) = λ(fj(h(Wj))) = 1.
Since h(·) is injective, it follows that we can write
Sn−3 = h
(
{x : h′(x) 6= 0} \ {W1 ∪ · · · ∪Wn−4}
)
.
Moreover, λ(Sn−3) = 1. Thus, denotingQ1 := {x : h
′(x) 6= 0}\(W1∪· · ·∪Wn−3), it follows
that the setD2 can be written as the disjoint union of the setsD2,1,D2,2, . . . ,D2,n−2, where
D2,j = {(x, h(x), f1(h(x)), . . . , fn−3(h(x)) : x ∈Wj}, for j = 1, . . . , n− 3
and
D2,n−2 = {(x, h(x), f1(h(x)), . . . , fn−3(h(x)) : x ∈ Q1}.
Since λ(h(Q1)) = 1 it follows that the set D2,n−2 projects onto the second coordinate
to a set of measure one; hence H1(D2,n−2) ≥ 1. Similarly for j = 1, . . . , n − 3, since
λ(fj(h(Wj))) = 1 it follows that the set D2,j, j = 1, . . . , n − 3, projects onto the (j + 2)-th
coordinate to a set of measure one; henceH1(D2,j) ≥ 1 as well. Thus
H1(D) = H1(D1) +
n−2∑
j=1
H1(D2,j) ≥ n− 1.
Theorem 1.4 finishes the proof.
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