Recent advances in computer vision and deep learning have led to breakthroughs in the development of automated skin image analysis. In particular, skin cancer classification models have achieved performance higher than trained expert dermatologists. However, no attempt has been made to evaluate the consistency in performance of machine learning models across populations with varying skin tones. In this paper, we present an approach to estimate skin tone in benchmark skin disease datasets, and investigate whether model performance is dependent on this measure. Specifically, we use individual typology angle (ITA) to approximate skin tone in dermatology datasets. We look at the distribution of ITA values to better understand skin color representation in two benchmark datasets: 1) the ISIC 2018 Challenge dataset, a collection of dermoscopic images of skin lesions for the detection of skin cancer, and 2) the SD-198 dataset, a collection of clinical images capturing a wide variety of skin diseases. To estimate ITA, we first develop segmentation models to isolate non-diseased areas of skin. We find that the majority of the data in the the two datasets have ITA values between 34.5 • and 48 • , which are associated with lighter skin, and is consistent with under-representation of darker skinned populations in these datasets. We also find no measurable correlation between performance of machine learning model and ITA values, though more comprehensive data is needed for further validation.
Introduction
As machine learning is becoming more frequently applied to support decisions that affect the lives of many, understanding how to accurately measure latent dataset characteristics and demographic representation is gaining increasing interest to prevent the potential negative consequences of dataset imbalances [1] , henceforce referred to as "dataset bias". Dataset bias is a critical issue because it is one of the causes of machine learning-based systems placing certain groups of people at a systematic disadvantage [2] . Recognition and mitigation of unwanted bias throughout the machine learning pipeline is necessary in order to build machine learning systems that are trusted in their eventual domains of deployment [3] .
Skin diseases continue to bear significant negative impacts on human health globally. A 2017 study found that skin diseases contribute 1.79% to the global burden of disease measured in disabilityadjusted life years [4] . Skin diseases such as skin cancer account for about 7% of new cancer cases globally [5] , with a cost to the US healthcare system that exceeded 8 billion in 2011 [6] . Within skin cancer cases, there is evidence of some outcome disparities with respect to ethnicity: although people of color are roughly 20 to 30 times less likely to develop melanoma than lighter skinned individuals, for certain melanoma sub-types they have been found to have lower [7, 8, 9] or higher [9] survival rates. Some studies have found that for people of color, the diagnosis of skin cancer may occur at a more advanced stage, leading to lower rates of survival and poorer outcomes [10, 11] . However, increased screening using currently available diagnostic resources also carries risks and can lead to significant harms, such as unnecessary surgeries, disfigurement, disability, morbidity, and over-diagnosis [7] .
Computer vision has been studied in the context of dermatology image analysis for decades, and several review articles have been written [12, 13, 14] . The success of deep learning models has led to studies applying the technology to dermatological use cases [15, 16] . Models using convolutional neural networks (CNNs) have been applied to problems such as skin cancer diagnosis and were found to outperform trained dermatologists in controlled settings and datasets [17, 18, 19] . However, as most of the publicly available datasets of skin images come from lighter skinned populations, due to the extreme disparities in disease prevalence, there are concerns about how to best collect data, train, and evaluate models for darker skinned populations [20, 1] . Also, because of the significant risks of harm from over-diagnosis with increased screening in low-risk dark skin populations, there is a need to better discriminate between life-threatening and stable presentations of disease [7, 1] .
In this paper, we work towards answering questions around quantifying distributions according to estimated skin tone in datasets where this information is currently unavailable, and measuring downstream effects on classifier performance. Specifically, our contributions are as follows:
• We propose a pipeline to automatically estimate skin tone for images in two public benchmark skin disease datasets using the individual typology angle (ITA), which has been used previously as a measure of skin tone in absence of manually curated information [21] .
• We have generated both a subset of manually delineated ground truth segmentation masks, as well as automatically generated masks, for non-diseased skin in both public benchmarks.
• We quantitatively confirm that the two benchmark skin disease datasets under-represent ITA values that would generally be correlated with darker skin populations.
• No correlation between performance of machine learning model and ITA values are measureable at this time, though more data is needed for conclusive results.
We hope that this work will encourage additional work to help focus resources toward further data collection to fill existing gaps, and improve classifier evaluations for comprehensive assessments across demographics.
Related work
Over recent years, there have been significant advances in automated skin lesion analysis, with hundreds of deep learning models implemented for skin cancer diagnosis. Much of this work has been enabled and supported by the International Skin Imaging Collaboration (ISIC) [22, 23, 24] , which has organized a public repository of annotated dermoscopic images, and hosted 4 consecutive years of public challenge benchmarks. In 2016, the first work demonstrating classification accuracy higher than the average of expert dermatologists was described [17] , employing an ensemble of methods that included hand-coded feature extraction, sparse coding methods, support vector machines, CNNs for skin lesion classification, and fully convolutional networks for skin lesion segmentation. Other models have also been implemented by researchers, such as a computationally efficient skin lesion classification model that uses the MobileNet architecture implemented by [25] , and an Inception architecture trained on a large dataset of over 100,000 images [19] .
Outside of dermatology, there has been work on evaluating fairness in computer vision with respect to skin type. Recent studies evaluated bias in automated facial analysis algorithms and datasets with respect to phenotypic groups [26, 27] . They found substantial disparities in the accuracy of classifying darker females, lighter females, darker males, and lighter males in gender classification systems with darker-skinned females as the most misclassified group [26, 27] . A related study on gender classification systems tested the stability to skin type of a gender classification system by varying the skin type of a face keeping all other features fixed, statistically showing that the effect of skin type on classification outcome was minimal [28] . The study revealed that well-performing gender classification systems are already invariant to skin type and thus the skin type by itself has a minimal effect on classification disparities [28] . Another study investigated equitable predictive performance in state-of-the-art object detection systems on pedestrians with different skin types, finding higher precision on lower Fitzpatrick skin types (lighter skin) than higher skin types (darker skin) [29] .
Most of the work in automated skin lesion analysis has focused on creating benchmark models. Our work focuses on the analysis of some of the benchmark models with respect to different skin tones that could represent different ethnicities. The work in this paper builds on the work done from previous ISIC challenges by investigating the accuracy of a skin lesion classification model over a range of skin tone categories.
Datasets
Public benchmark datasets, in addition to fostering direct comparisons among various algorithms to facilitate advancement in terms of classification performance, are also capable of supporting detailed analysis of that performance with respect to various characteristics of the dataset [1] . Therefore, we focus our analysis on two of the most widely used dermatology datasets in the computer vision literature: the ISIC 2018 Challenge dataset the SD-198 dataset.
ISIC2018: This dataset consists of a collection of dermoscopic images, separated into datasets for 3 tasks of image segmentation (Task 1), clinical feature detection (Task 2), and disease classification (Task 3). Dermoscopic images are acquired through a digital dermatoscope, with relatively low levels of noise and consistent background illumination. The training dataset for Task 3 is the largest among the tasks and used in this work. It consists of 10,015 dermoscopic images publicly available through the ISIC archive [23, 24] , falling into one of 7 skin diseases; melanoma, melanocytic nevus, basal cell carcinoma, actinic keratosis, benign keratosis, dermatofibroma and vascular lesion.
SD-198:
The SD-198 dataset, a large scale benchmark dataset for visual recognition of skin diseases, contains 6,548 clinical images from 198 skin disease classes, varying according to scale, color, shape and structure, and consists of images downloaded from DermQuest, an online medical resource for dermatologists [30] . Clinical images are collected via various devices, most of which are digital cameras and mobile phones [30] . Higher levels of noise and varying illumination in clinical images makes segmentation more challenging for this dataset in comparison to the dermoscopic images in ISIC2018. Each image in this dataset has been labeled by experts to denote the disease class.
In this work, we preprocess the SD-198 dataset to exclude classes containing images with no observable non-diseased skin. Eventually 136 disease classes are retained, and henceforth the preprocessed dataset is referred to as "SD-136". Some of the classes excluded from the SD-136 dataset include classes of lesions inside the mouth, such as fibroma, geographic tongue, and stomatitis. Other diseases such as arsenical keratosis, pustular psoriasis, and mal perforans contain images of lesions on palms and soles of the feet from which it is difficult to determine the individual's skin tone. Other disease classes such as stasis ulcer and eccrine poroma contained images of severely scarred skin from which it is visually impossible to differentiate non-diseased and diseased skin. This preprocessing step was done manually and eventually 4,467 images were retained from the original 6,548 images.
Since there are no existing ground truth segmentation masks for the SD-136 dataset, we manually segmented a subset of 343 images using the ImageJ image processing software. We were particularly interested in segmenting regions with non-diseased skin from other regions of the image containing diseased skin, shadows, and other artifacts. We used these ground-truth masks in training the segmentation model for the SD-136 dataset.
Methods
The work presented is a two-step approach. First, we quantify the skin tone categories represented in benchmark datasets. For this, we segment skin images to extract non-diseased background regions, and use a metric to characterize the skin tone of that region. Second, we evaluate the classification performance across different skin tone categories. This is achieved through a series of steps, summarized in Fig. 1 . First, we train a model to segment skin disease images to obtain the non-diseased skin in the image. Second, we select and compute the metric to stratify the non-diseased skin into a skin tone category. After that, a classification model is trained to classify skin images into one of the skin diseases in the dataset. Finally the performance of the classifier on samples in each skin tone category is evaluated. In the following subsections we will explain each step in detail.
Quantification of representation of skin tone categories in benchmark datasets

Skin lesion segmentation
Segmentation of the skin lesion from the non-diseased skin is done using a Mask R-CNN model [31] . Mask R-CNN was selected because it was one of the top performing skin lesion boundary segmentation models in the 2018 ISIC challenge [22] and also because it has been shown to be highly effective and efficient in performing semantic segmentation [32] .
To obtain a segmentation model for the ISIC2018 dataset, a Mask R-CNN pretrained on the COCO dataset is finetuned with the lesion boundary segmentation data from ISIC 2018 Challenge Task 1.
The data is split into training and validation data using 90% to 10% train validation split. The images are resized to 600 × 450 pixels to correspond to the size used for classification. Random horizontal flips are done on the images for data augmentation during training. The segmentation model for the ISIC2018 dataset is trained for 25 epochs. This model is used to predict segmentation masks for the all the classification data. An additional step of thresholding based on contour extraction on the predicted masks is implemented using the OpenCV library to improve the segmentation masks.
The segmentation model from the ISIC2018 dataset is finetuned with the 343 images from SD-136 having ground truth segmentation masks. The data is split into training and validation data using 90% to 10% train validation split. The images are resized to 450 × 450 pixels. Random horizontal flips are done on the images for data augmentation during training. The segmentation model for the SD-136 dataset is trained for 50 epochs. This model is used to predict segmentation masks for the all the classification data in SD-136. To get binary masks, a thresholding step is further done on the grayscale masks predicted from the model.
The quality of segmentation is evaluated using the accuracy and the false negative rate of the predicted segmentation masks with respect to the ground-truth segmentation masks. The false negative rate is considered because it is more dangerous to wrongly classify a diseased region as non-diseased in our analysis. To further evaluate the quality of segmentation, mean absolute error is computed between the ITA estimates from ground truth masks and ITA estimates from predicted masks.
Skin tone categorization
With the segmentation masks obtained from the previous step, we are able to obtain pixels in the non-diseased region for each image. We use these pixels to categorize the skin tone of each sample.
There is no universal method for characterizing skin type or skin tone among dermatologists. The Fitzpatrick skin type, used in [26, 27, 28] , is a dermatologist's determination of a person's risk of sunburn. It is by definition, however, a subjective human determination [33] . In contrast, the melanin index is measured objectively via reflectance spectrophotometry, and has a strong correlation with the Fitzpatrick type and is useful in assigning it [34] . The metric we use to quantify skin tone in this work is the individual typology angle (in degrees) because it has strong (anti-)correlation to the melanin [34] , and can be simply computed from images, making it a practical method for categorizing skin color [21] .
The pixels from the non-diseased region are converted to CIELab-space to obtain the L and b values. L quantifies the luminance of each pixel and b quantifies the amount of yellow in each pixel. The mean of L and b values are computed. The mean ITA value for the pixels in the non-diseased region is calculated using [21] :
To deal with outliers, L and b values applied to the formula are kept within one standard deviation. For each image the mean ITA value is computed from the ITAs obtained.
The ITA values computed for the images are binned in a scheme similar to that employed by [35] , which used 5 skin tone categories, namely: Very Light, Light, Intermediate, Tanned, and Dark. The Light, Intermediate, and Tanned categories are further subdivided into two equal ranges each for better analysis, thus giving a total of 8 ITA categories. The scheme used to categorize skin tones is summarized in Table 1 .
4.2 Evaluation of classification performance across different skin tone categories.
Skin disease classification
To perform skin disease classification, a Densenet201 model pretrained on the ImageNet dataset is finetuned using our training data. The Densenet201 model is chosen because it was one of the best performing single models for lesion classification in the ISIC 2018 challenge [22] .
The ISIC2018 dataset comprises 10,015 images which fall under one of 7 disease classes. The images are maintained at 600 × 450 pixels. Additional transformations such as random horizontal flipping are applied to augment the data. The samples in each batch are normalized using the mean and standard deviation computed on all samples in the dataset to ensure fast convergence during training. The data is split into training and validation data using an 80% to 20% train validation split. A weighted cross entropy loss function and an Adam optimizer are used for training. The weights for the loss function are obtained from the inverse of each disease class frequency. This loss function is chosen because it accounts for class imbalance in the dataset.
The SD-136 dataset comprises 4467 images which fall under one of 136 disease classes. The images are first resized to 450 × 450 pixels and then center cropped to 360 × 360 pixels. Additional random transformations including random horizontal flipping and random rotation by a degree selected between −90 • and 90 • are applied to augment the data during training. Similarly, samples in each batch are normalized using the mean and standard deviation. The data is split into training and validation data using an 80% to 20% train validation split. A weighted cross entropy loss function and an Adam optimizer are used for training.
During training, the early layers up to and including the first Dense block are frozen and all the successive layers have their weights updated. Each classification model is trained for 300 epochs with a patience of 100 epochs at which early stopping would be applied to prevent overfitting.
The performance of the skin disease classification models is measured using the normalized multiclass accuracy metric used in the 2018 ISIC challenge [23] . 
Performance evaluation for each skin tone category
The goal is to investigate how classification models perform across the spectrum of skin tones present in the data. The motivation is to investigate if there is bias in performance of the models with respect to skin tone. The accuracy of the classification model is computed for each skin tone category in the validation data.
Results
The Mask R-CNN model used for segmentation on the ISIC2018 dataset yields an accuracy of 0.956, a false negative rate of 0.024, and a mean absolute error in ITA computation of 0.428 degrees. The segmentation model on the SD-136 dataset yield an accuracy of 0.802, a false negative rate of 0.076, and a mean absolute error in ITA computation of 3.572 degrees. These are all fairly good results and sufficient for further analysis. Examples with segmented mask and ITA values for both datasets are shown in Fig. 2-3 . The ITA values calculated were found to be highly correlated to the mean and median grayscale values of the pixels in the non-diseased region. The model trained on SD-136 achieves an accuracy of 0.604 and a balanced accuracy score of 0.601. The benchmark model for SD-198 achieves an accuracy 0.52, as reported in [30] . However, since we dropped the number of classes from 198 to 136, we do not have a benchmark model for comparison. Nonetheless, we are confident that we have a well-performing model.
Importantly, on evaluating the classification performance with respect to skin tone category, our results do not show a clear trend in the performance of the model. Fig. 5 plots classification accuracy versus ITA for the validation set for the two datasets. The error bars indicate the standard error estimated through ten runs with random splits. Table 3 presents the mean accuracy score per skin tone category for the two datasets. The slope of the least squares line of best fit of the mean accuracy versus the midpoint ITA value of the bin for ISIC2018 is -0.000 (per degree) with a 95% confidence interval of (−0.001, 0.001), whereas that for SD-136 is -0.002 (per degree) with a 95% confidence interval of (−0.003, −0.001), which indicate that there are no particular trends in both datasets. 
Discussion and Conclusion
In this work, we implemented an approach to measure approximate skin tone distributions in public dermatology image datasets using ITA as an estimator, and evaluated the performance of dermatology classification models with respect to the resultant ITA values.
The distribution of ITA values across both ISIC2018 and SD-136 datasets are consistent with under-representation of darker skin tones. The results from the evaluation of the accuracy of the skin classification model for each skin tone category in the validation data shows that there is no observable trend in the performance of the model with respect to ITA value.
Although we have not found any evidence of model performance bias under the influence of dataset bias in this particular study, further investigation is needed on datasets with more comprehensive representation.
Limitations of this work include the following. 1) ITA is an imperfect estimator of skin tone, therefore the measured distributions may contain some degree of error. 2) Ground truth segmentation masks were lacking in both datasets, requiring automatic annotation on most images, which may have introduced additional error. 3) Studies were carried out on the training dataset for ISIC2018 only. The challenge's held-out test dataset contains images drawn from additional statistical distributions (other hospitals and geographical locations), suggesting that test set performance may be lower than observed validation performance on the training dataset.
