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1. Introduction
In mathematics, particularly matrix theory and combinatorics, the Pascal matrix has played a fun-
damental role. The Pascal matrix is a matrix containing the binomial coefficients as its elements and
it is defined as follows
(Pn)ij =
⎧⎪⎨⎪⎩
(
i
j
)
if i  j,
0 otherwise.
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The generalized Pascal matrix was defined in [5] as
(Pn[x])ij =
⎧⎨⎩
(
i
j
)
xi−j if i  j,
0 otherwise.
In recent years, wide concerns were on the Pascal matrix and its generalized forms [2,4,5,14,19–21].
Since one of the first formulas to study the connections between Stirling matrices and Pascal and
Vandermonde matrices was obtained by Cheon and Kim [7], many remarkable results related to the
factorizations of lower triangularmatriceswere obtained, for example, the Stirlingmatrices of the first
kind and of the second kind [8], the Lah matrix [16], as well as the Leibniz functional matrix which
was defined in [11] as
(Ln[f (x)])ij =
⎧⎨⎩ f
(i−j)(x)
(i−j)! if i  j,
0 otherwise,
where f (k)(x) stands for the kth order derivative of f (x). In [18], the authors introduced generalized
Leibniz functional matrices and obtained the factorizations of the generalized Leibniz functional ma-
trices. By those results they also derived serval novel factorization forms of somewell-knownmatrices,
such as the complete symmetric polynomialmatrix and the elementary symmetric polynomialmatrix
due to Spivey and Zimmer [15]. Furthermore, making use of factorization and inverse of Leibniz func-
tional matrix, Ma [13] established an extension formula of the classical Lagrange–Bürmann expansion
formula and also obtained some new matrix inversions. The work of extension of classical Lagrange–
Bürmann expansion has been dated from last century. In 1973, Carlitz [6] first discovered a q-analogue
of the Lagrange–Bürmann expansion formula by expressing any formal power series f (x) in terms of
rational functions. Furthermore, Andrews [1] gave a more general q-analogue of Lagrange–Bürmann
expansion formula and Liu [12] successively generalized Carlitz’s fundamental expansion formula to
the q-analogue of the Taylor formula with an extra parameter.
Divided differences as the coefficients in a Newton form arise in numerical analysis. There are wide
applications in the study of spline interpolation and polynomial interpolation. Given a function f , for
distinct points x0, x1, . . . , xn, the divided differences of f are defined recursively as
[x0]f = f (x0),
[x0, x1, . . . , xn]f = [x0, x1, . . . , xn−1]f − [x1, x2, . . . , xn]f
x0 − xn , n  1.
By extending the definition for [x0, x1, . . . , xn]f in the case of distinct arguments, we have a similar
formula for x0  x1  · · ·  xn as follows
[x0, x1, . . . , xn]f =
⎧⎨⎩
[x0,x1,...,xn−1]f−[x1,x2,...,xn]f
x0−xn if xn = x0,
f (n)(x0)
n! if xn = x0.
For the basic properties of divided differences, one can refer to the recent reference [3]. Here let us
introduce a key formula for divided differences which is called the Steffensen formula:
Lemma 1.1 [3]. Let h(x) = f (x)g(x). If f and g are sufficiently smooth functions, then for arbitrary nodes
x0, x1, . . . , xn, we have
[x0, x1, . . . , xn]h =
n∑
k=0
[x0, x1, . . . , xk]f [xk, xk+1, . . . , xn]g.
If x0 = x1 = · · · = xn = x, then the Leibniz formula holds, namely,
h(n)(x) =
n∑
k=0
(
n
k
)
f (k)(x)g(n−k)(x).
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From the properties of divided differences, one can easily understand the derivatives as the limit of
the divided differences. That is to say, divided differences may be viewed as discrete derivatives. This
gives a motivation to present matrix factorizations for the divided differences of the functions, which
include some recent interesting identities in [18] as special cases. Thenwe give two versions of divided
difference form of the Lagrange–Bürmann formula.
In order to describe our results, we first show some basic notations in [10]. The q-shifted factorials
are defined by
(a; q)0 = 1, (a; q)n =
n−1∏
k=0
(1 − aqk), (a; q)∞ =
∞∏
k=0
(1 − aqk).
The q-binomial coefficient is defined by⎡⎣ n
k
⎤⎦ = (q; q)n
(q; q)k(q; q)n−k .
It is easy to show that⎡⎣ n
k
⎤⎦ = (−1)kqnk−(k2) (q−n; q)k
(q; q)k .
Again for fixed parameter q, let Dq,x be the q-derivative operator defined by
Dq,xf (x) := f (x) − f (qx)
x
and Dnq,xf = Dq,x
(
Dn−1q,x
)
f for n = 2, 3, . . .
with the convention that D0q,xf (x) = f (x) for the identity operator.
For a sequence of indeterminates {xk}k0, we define
ω0(x) = 1,
ωn(x) =
n−1∏
k=0
(x − xk) for n = 1, 2, . . . .
This paper is organized as follows: in Section 2, we present the first version of divided difference
form of the Lagrange–Bürmann formula, in which all the coefficients are in the form of a determinant.
In Section 3, generalized Leibniz functional matrices with respect to a sequence {xi}ni=0 are obtained
by using the useful Steffensen formula and the properties of divided difference.When all the elements
xi in the sequence are repeated, namely x0 = x1 = · · · = xn = x, we recover all the results in [18]. By
means of the factorizations of the generalized Leibniz functional matrices with respect to a sequence
which are obtained in Section 3, we establish the second version of divided difference form of the
Lagrange–Bürmann formula in Section 4. The coefficients of the second version of divided difference
form of the Lagrange–Bürmann formula are explicitly represented by a finite sum. In this section, we
also obtain some q-analogues of the Lagrange–Bürmann formula as special cases. In the last section,
we obtain the associated matrix inversion.
2. The first version of divided difference form of the Lagrange–Bürmann formula
Let F(x) and φ(x) be analytic around x = 0 and φ(0) = 0. Recall that the classical Lagrange–
Bürmann expansion formula [17] is a landmark discovery in the history of analysis. Then it is general-
ized as follows:
F(x) = F(0) +
∞∑
n=1
an
(
x
φ(x)
)n
,
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where
an = 1
n!
dn−1
dxn−1
[
F ′(x)φn(x)
]∣∣∣∣∣
x=0
;
or
F(x)
1 − xφ′(x)/φ(x) =
∞∑
n=0
bn
(
x
φ(x)
)n
,
where
bn = 1
n!
dn
dxn
[
F(x)φn(x)
]∣∣∣∣∣
x=0
.
In this section, by using the properties of divided differences, we can obtain the first version of
divided difference form of the Lagrange–Bürmann expansion formula.
Letk = ∏ki=0 φi, k = 0, 1, . . . , n, and ˆn,k = n/k . If εn,k = [xk, xk+1, . . . , xn]ˆn,k for n > k
and εk,k = 1, then we have the following theorem:
Theorem 2.1. Let all φi(x) (i = 0, 1, . . . ,∞) and h(x) be analytic functions. For a sequence {xi}∞i=0,
there must hold
ωk(x)h(x) =
∑
nk
A(n, k)ωn(x)
n∏
i=0
1
φi(x)
, (1)
where
A(n, k) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0 [xk](hk)
εk+1,k 1 · · · 0 [xk, xk+1](hk+1)
...
...
...
...
εn−1,k εn−1,k+1 · · · 1 [xk, xk+1, . . . , xn−1](hn−1)
εn,k εn,k+1 · · · εn,n−1 [xk, xk+1, . . . , xn](hn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2)
Proof. For every m = k, k + 1, . . . , n, multiplying by m and taking the divided differences at the
points x0, x1, . . . , xm on both sides of (1) respectively, we have
[x0, x1, . . . , xm](ωkhm) =
m∑
i=k
A(i, k)[xi, xi+1, . . . , xm]ˆm,i,
which is equivalent to
[xk, x1, . . . , xm](hm) =
m∑
i=k
A(i, k)[xi, xi+1, . . . , xm]ˆm,i
by using Lemma 1.1 and the basic facts
[x0, x1, . . . , xi]ωj =
⎧⎪⎨⎪⎩
1, i = j,
0 i = j.
(3)
The above is a system of linear equations with respect to A(i, k)(i = k, k+ 1, . . . , n). Therefore, using
Cramer’s rule we easily obtain (2). 
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If we take φi(x) = 1 − yix (i = 0, 1, 2, . . .) and k = 0 in (1), then we reproduce the following
result due to Chu [9].
Corollary 2.2. If h(x) is a formal series in x, then we have
h(x) =
∞∑
n=0
(1 − xnyn)ωn(x)∏n
i=0(1 − yix)
[x0, x1, . . . , xn]gn,
where
gn(x) = h(x)
n−1∏
i=0
(1 − yix).
Proof. By the definition of divided differences, we can see εn,k =
n∏
i=k+1
(−yi). Therefore
A(n, k) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0 [xk]gk+1
−yk+1 1 · · · 0 [xk, xk+1]gk+2
...
...
...
...
n−1∏
i=k+1
(−yi)
n−1∏
i=k+2
(−yi) · · · 1 [xk, . . . , xn−1]gn
n∏
i=k+1
(−yi)
n∏
i=k+2
(−yi) · · · −yn [xk, . . . , xn]gn+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4)
Multiplying the ith row by yk+i (i = n − 1, n − 2, . . . , 1) and using the Steffensen formula and the
basic properties of divided differences, the determinant (4) takes the following form.
A(n, k) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0 [xk]gk+1
0 1 · · · 0 xk+1(1 − yk+1)[xk, xk+1]gk+1
...
...
...
...
0 0 · · · 1 xn−1(1 − yn−1)[xk, . . . , xn−1]gn−1
0 0 · · · 0 xn(1 − yn)[xk, . . . , xn]gn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= xn(1 − yn)[xk, . . . , xn]gn.
If k = 0, then the desired result follows from Theorem 2.1. 
3. Generalized Leibniz functional matrices with respect to a sequence
In order to obtain the second kind of divided difference form of the Lagrange–Bürmann formula in
Section 4, in this sectionwe give some new definitions and obtain the factorizations of the generalized
Leibniz functional matrices with respect to a sequence {xi}ni=0 which extend all of the results in [18].
Definition 3.1. Let {xi}ni=0 be a sequence and f0(x), f1(x), . . . , fn(x) be functions of x such that the nth
order derivative exists. The generalized Leibniz functional matrix with varying rows with respect to
{xi}ni=0, denoted byL Rn,{xi}ni=0 [f0, f1, . . . , fn], is an (n + 1) × (n + 1) matrix, which is defined by
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L
R
n,{xi}ni=0 [f0, f1, . . . , fn]
)
ij
=
⎧⎨⎩ [xj, xj+1, . . . , xi]fi if i  j,0 otherwise, i, j = 0, 1, 2, . . . , n. (5)
Definition 3.2. Let {xi}ni=0 be a sequence and g0(x), g1(x), . . . , gn(x)be functions of x such that thenth
order derivative exists. The generalized Leibniz functional matrix with varying columns with respect
to {xi}ni=0, denoted byL Cn,{xi}ni=0 [g0, g1, . . . , gn], is an (n + 1) × (n + 1) matrix, which is defined by(
L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
)
ij
=
⎧⎨⎩ [xj, xj+1, . . . , xi]gj if i  j,0 otherwise, i, j = 0, 1, 2, . . . , n. (6)
Definition 3.3. With the same assumptions in Definitions 3.1 and 3.2, the generalized Leibniz func-
tionalmatrixwithvarying rowsandcolumnswith respect to {xi}ni=0, denotedbyL Vn,{xi}ni=0 [f0, f1, . . ., fn;
g0, g1, . . . , gn], is an (n + 1) × (n + 1) matrix, which is defined by(
L
V
n,{xi}ni=0 [f0, f1, . . . , fn; g0, g1, . . . , gn]
)
ij
=
⎧⎨⎩ [xj, xj+1, . . . , xi](figj) if i  j,0 otherwise, i, j = 0, 1, 2, . . . , n. (7)
It is easy to see that if fi = gj = f for i, j = 0, 1, 2, . . . , n, then
L
R
n,{xi}ni=0 [f0, f1, . . . , fn] = L
C
n,{xi}ni=0 [g0, g1, . . . , gn].
Therefore, we denote them byLn,{xi}ni=0 [f ].
We can explore some algebraic properties for the generalized Leibniz functional matrices with
respect to {xi}ni=0.
Theorem 3.1. With the same assumptions in Definitions 3.1 and 3.2, we can derive
L
R
n,{xi}ni=0 [f0, f1, . . . , fn]L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
= L Vn,{xi}ni=0 [f0, f1, . . . , fn; g0, g1, . . . , gn]. (8)
Proof. It is obvious that
(
L R
n,{xi}ni=0 [f0, f1, . . . , fn]L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
)
ij
= 0 for i < j. For i  j,
the entry in the ith row and jth column of this matrix is(
L
R
n,{xi}ni=0 [f0, f1, . . . , fn]L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
)
ij
=
i∑
k=j
[xk, xk+1, . . . , xi]fi[xj, xj+1, . . . , xk]gj = [xj, xj+1, . . . , xi](figj).
The last equality holds by Lemma 1.1, and this completes the proof of the theorem. 
The following corollaries follow easily from Theorem 3.1.
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Corollary 3.2
Ln,{xi}ni=0 [f ]L Cn,{xi}ni=0 [g0, g1, . . . , gn] = L
C
n,{xi}ni=0 [fg0, fg1, . . . , fgn].
Corollary 3.3
L
R
n,{xi}ni=0 [f0, f1, . . . , fn]Ln,{xi}ni=0 [g] = L
R
n,{xi}ni=0 [f0g, f1g, . . . , fng].
Corollary 3.4
Ln,{xi}ni=0 [f ]Ln,{xi}ni=0 [g] = Ln,{xi}ni=0 [fg].
Corollary 3.5. With the assumption that f (xi) = 0 (i = 0, 1, 2, . . .), we have
L
−1
n,{xi}ni=0 [f ] = Ln,{xi}ni=0
[
1
f
]
.
Inorder toobtain the factorizationofL C
n,{xi}ni=0 [g0, g1, . . . , gn]andL
R
n,{xi}ni=0 [f0, f1, . . . , fn],weneed
the following definition.
Definition 3.4. With the same assumptions in Definitions 3.1 and 3.2 we define
L
C
n,k,{xi}ki=0 [g0, g1, . . . , gn] =
⎡⎢⎣ In−k 0
0 L C
k,{xi}ki=0 [g0, g1, . . . , gk]
⎤⎥⎦ ,
L˜
R
n,k,{xi}ki=0 [f0, f1, . . . , fn] =
⎡⎢⎣L Rk,{xi}ki=0 [f0, f1, . . . , fk] 0
0 In−k
⎤⎥⎦ ,
where In−k is the unit matrix of the size n − k.
If gj = g and fj = f , for j = 0, 1, . . . , k, we use the notation
L n,k,{xi}ki=0 [g] = L
C
n,k,{xi}ki=0 [g, g, . . . , g],
L˜n,k,{xi}ki=0 [f ] = L˜
R
n,k,{xi}ki=0 [f , f , . . . , f ].
Now we give the result of factorization ofL C
n,{xi}ni=0 [g0, g1, . . . , gn] and
L R
n,{xi}ni=0 [f0, f1, . . . , fn].
Theorem 3.6. With the same assumptions in Definition 3.1, we have
L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
= L n,n,{xi}ni=0 [g0]L n,n−1,{xi}ni=1
[
g1
g0
]
L n,n−2,{xi}ni=2
[
g2
g1
]
. . . (9)
L n,1,{xi}ni=n−1
[
gn−1
gn−2
]
L n,0,{xn}
[
gn
gn−1
]
.
Proof. By Corollary 3.2 we have
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L
C
n,{xi}ni=0 [g0, g1, . . . , gn] (10)
= Ln,{xi}ni=0 [g0]L Cn,{xi}ni=0
[
1,
g1
g0
, . . . ,
gn
g0
]
= L n,n,{xi}ni=0 [g0]
⎡⎣ 1 0
0 L C
n−1,{xi}ni=1 [
g1
g0
, g2
g0
, . . . , gn
g0
]
⎤⎦ .
Applying Corollary 3.2 toL C
n−1,{xi}ni=1
[
g1
g0
, g2
g0
, . . . , gn
g0
]
in (10) yields
L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
= L n,n,{xi}ni=0 [g0]
⎡⎣ 1 0
0 Ln−1,{xi}ni=1 [ g1g0 ]L Cn−1,{xi}ni=1 [1,
g2
g1
, . . . , gn
g1
]
⎤⎦
= L n,n,{xi}ni=0 [g0]L n,n−1,{xi}ni=1
[
g1
g0
]⎡⎣ I2 0
0 L C
n−2,{xi}ni=2 [
g2
g1
, . . . , gn
g1
]
⎤⎦ .
By the inductive idea and continuing the same procedure, we will prove the theorem. 
In a similar manner, we can obtain the following theorem.
Theorem 3.7. With the same assumptions in Definition 3.2, we have
L
R
n,{xi}ni=0 [f0, f1, . . . , fn]
= L˜n,0,{x0}
[
f0
f1
]
L˜n,1,{xi}1i=0
[
f1
f2
]
L˜n,2,{xi}2i=0
[
f2
f3
]
. . . (11)
L˜
n,n−1,{xi}n−1i=0
[
fn−1
fn
]
L˜n,n,{xi}ni=0 [fn] .
UsingTheorem3.6 andnoting
(
L n,k,{xi}ki=0 [g]
)−1 = L n,k,{xi}ki=0 [ 1g ]wecanobtain the factorization
of inverse matrix ofL C
n,{xi}ni=0 [g0, g1, . . . , gn] as follows:
Theorem 3.8. With the assumptions that gi(xj) = 0 (i = 0, 1, 2, . . . , j = i, i + 1, . . .), the inverse
matrix ofL C
n,{xi}ni=0 [g0, g1, . . . , gn] has the following factorization:(
L
C
n,{xi}ni=0 [g0, g1, . . . , gn]
)−1
= L n,0,{xn}
[
gn−1
gn
]
L n,1,{xi}ni=n−1
[
gn−2
gn−1
]
. . . (12)
L n,n−2,{xi}ni=2
[
g1
g2
]
L n,n−1,{xi}ni=1
[
g0
g1
]
L n,n,{xi}ni=0
[
1
g0
]
.
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Using Theorem 3.7 and noting
(
L˜n,k,{xi}ki=0 [f ]
)−1 = L˜n,k,{xi}ki=0 [ 1f ]we can obtain the factorization
of inverse matrix ofL R
n,{xi}ni=0 [f0, f1, . . . , fn] as follows:
Theorem 3.9. With the assumptions that fi(xj) = 0 (i = 0, 1, 2, . . . , j = 0, 1, . . . , i), the inverse
matrix ofL R
n,{xi}ni=0 [f0, f1, . . . , fn] has the following factorization:(
L
R
n,{xi}ni=0 [f0, f1, . . . , fn]
)−1
= L˜n,n,{xi}ni=0
[
1
fn
]
L˜
n,n−1,{xi}n−1i=0
[
fn
fn−1
]
. . . (13)
L˜n,2,{xi}2i=0
[
f3
f2
]
L˜n,1,{xi}1i=0
[
f2
f1
]
L˜n,0,{x0}
[
f1
f0
]
.
4. The second version of divided difference form of the Lagrange–Bürmann formula
In this section, we will establish the second version of divided difference form of the Lagrange–
Bürmann formula by means of the factorizations of the generalized Leibniz functional matrices with
respect to a sequence which are obtained in Section 3. Now let us introduce the following definitions.
Definition 4.1. Let all φi(x) (i = 0, 1, . . . , n) be functions of x such that the nth derivative exists. For
integersm  k  0, N = min{m, n} and a sequence {xi}ni=0 the finite sum
∑
iji
(j0=k)j1j2···jNm(=jN+1)
N∏
i=0
[xji , xji+1 . . . , xji+1 ]φi (14)
is denoted with emphasis on the order of φi(x) by
Dm,k,{xi}mi=0〈φ0, φ1, . . . , φn〉.
Definition 4.2. Let all φi(x) (i = 0, 1, . . . , n) and h(x) be functions of x such that the nth derivative
exists andDm,k,{xi}mi=0〈·〉 be given as above. The finite sum
m∑
i=k
Dm,i,{xi}mi=0〈φ0, φ1, . . . , φn〉[xk, xk+1, . . . , xi]h
is denoted by
Dm,k,{xi}mi=0〈φ0, φ1, . . . , φn|h〉.
Nowwe are ready to establish the second kind of divided difference formof the Lagrange–Bürmann
expansion formula. With the help of Definitions 4.1 and 4.2, we conclude that
Theorem 4.1. Let allφi(x) (i = 0, 1, . . . ,∞) and h(x) be analytic functions. For a sequence {xi}∞i=0 such
that φi(xj) = 0 (i = 0, 1, 2, . . . , j = i, i + 1, . . .), there must hold
ωk(x)h(x) =
∑
nk
A(n, k)ωn(x)
n∏
i=0
1
φi(x)
, (15)
where
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A(n, k) = Dn,k,{xi}ni=0〈φ0, φ1, . . . , φn|h〉. (16)
Proof. Taking the divided differences at both side of (15) at the points x0, x1, . . . , xm (m  k) and
using Lemma 1.1 and (3), we thereby obtain
[xk, xk+1, . . . , xm]h =
m∑
n=k
A(n, k)[xn, xn+1, . . . , xm]
n∏
i=0
1
φi
(17)
It is easy to recognize that (17) is equivalent to a multiplication of the lower-triangular matrix of order
m + 1 as the following
L
C
m,{xi}mi=0
[
1
φ0
,
1
φ0φ1
, . . . ,
1
φ0φ1 . . . φm
]
× (A(i, j))(m+1)×(m+1)
= Lm,{xi}mi=0 [h]. (18)
By virtue of Theorems 3.6 and 3.8 we solve
(A(i, j))(m+1)×(m+1)
= L Cm,{xi}mi=0
[
1
φ0
,
1
φ0φ1
, . . . ,
1
φ0φ1 . . . φm
]−1
Lm,{xi}mi=0 [h]
=
(
Lm,m,{xi}mi=0
[
1
φ0
]
Lm,m−1,{xi}mi=1
[
1
φ1
]
. . .Lm,0,{xm}
[
1
φm
])−1
Lm,{xi}mi=0 [h]
= Lm,0,{xm} [φm]Lm,1,{xi}mi=m−1 [φm−1] . . .Lm,m,{xi}mi=0 [φ0]Lm,{xi}mi=0 [h]. (19)
It is easy to check that the (m, k) entry of the product of the firstm + 1 matrices on the right side
of the last equality turns out to be the form(
Lm,0,{xm} [φm]Lm,1,{xi}mi=m−1 [φm−1] . . .Lm,m,{xi}mi=0 [φ0]
)
m,k
= Dm,k,{xi}mi=0 < φ0, φ1, . . . , φm > .
Finally, by equating the (m, k) entry of both sides of (19) we therefore have finished the proof of the
theorem. 
If we take xi = qia and k = 0 in Theorem 4.1, we then have the following corollary.
Corollary 4.2. Let all φi(x) (i = 0, 1, . . . ,∞) and h(x) be analytic functions. We have
h(x) =
∞∑
n=0
cn (a/x; q)n xn∏n
i=0 φi(x)
,
where
cn =
n∑
k=0
Dkq,xh(x)
(q; q)k
∑
iji
k=j0j1j2···jnjn+1=n
n∏
i=0
q−ji(ji+1−ji)D
ji+1−ji
q,x φi(q
ji x)
(q; q)ji+1−ji
∣∣∣∣∣∣∣∣
x=a
Let φi(x) = 1− qix in Corollary 4.2. With the same assumptions in Corollary 4.2, we reproduce the
result of Liu [12].
Corollary 4.3. If h(x) is a formal series in x, then we have
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h(x) =
∞∑
n=0
cn (a/x; q)n xn
(x; q)n+1 ,
where
cn = 1 − aq
2n
(q; q)n D
n
q,x {h(x)(x; q)n}
∣∣∣
x=a .
Proof. It is a direct consequence of Theorem 4.1 by using(
L
C
n,{xi}ni=0
[
1
1 − y0x ,
1
(1 − y0x)(1 − y1x) , . . . ,
1∏n
i=0(1 − yix)
])−1
= L Rn,{xi}ni=0
⎡⎣1 − x0y0, (1 − x1y1)(1 − y0x), . . . , (1 − xnyn) n−1∏
i=0
(1 − yix)
⎤⎦ , (20)
which results from Theorem 3.1 and the fact that
[xk, xk+1, . . . , xn]n,k = δn,k,
where
n,k(x) = (1 − xnyn)
∏n−1
i=1 (1 − yix)∏k
i=0(1 − yix)
and the "Kronecker delta" is defined by δn,k = 1 if n = k, and δn,k = 0 if n = k.
Letting xi = qia, yi = qi in (20) we obtain that(
L
C
n,{qia}ni=0
[
1
(x; q)1 ,
1
(x; q)2 , . . . ,
1
(x; q)n+1
])−1
= L R
n,{qia}ni=0
[
1 − a, (1 − q2a)(x; q)1, . . . , (1 − q2na)(x; q)n
]
.
The desired result received by noticing that
[a, qa, . . . , qna] {h(x)(x; q)n} =
Dnq,x {h(x)(x; q)n}
(q; q)n
∣∣∣∣∣
x=a
. 
5. Associated matrix inversion
In this section, some new matrix inversions are presented.
Theorem 5.1. Under the notation and assumption as in Theorem 4.1, we have⎛⎝Dn,k,{xi}ni=0
〈
1
φ0
,
1
φ1
, . . . ,
1
φn
|
k∏
i=0
ψi
〉⎞⎠−1
nk0
=
⎛⎝Dn,k,{xi}ni=0
〈
1
ψ0
,
1
ψ1
, . . . ,
1
ψn
|
k∏
i=0
φi
〉⎞⎠
nk0
Proof. It is easily to see that the system of linear equations
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ωk(x)
k∏
i=0
ψi(x) =
∑
nk
A(n, k)ωn(x)
n∏
i=0
φi(x)
is equivalent to
ωk(x)
k∏
i=0
φi(x) =
∑
nk
B(n, k)ωn(x)
n∏
i=0
ψi(x),
where thematrix (B(n, k)) is the inverseof (A(n, k)). UponapplyingTheorem4.1 to these tworelations,
we immediately assert the theorem. 
The special case of Theorem 5.1 with φi(x) = 11−yix , ψi(x) = 11−zix (i = 0, 1, 2, . . .) can be given
in the following form.
Corollary 5.2. We have the following matrix inversion:([xk, xk+1, . . . , xn]fn,k)−1nk0 = ((1 − xnzn)[xk, xk+1, . . . , xn]gn,k)nk0 ,
where
fn,k(x) = (1 − xnyn)
∏n−1
i=0 (1 − yix)∏k
i=0(1 − zix)
,
gn,k(x) = (1 − xnzn)
∏n−1
i=0 (1 − zix)∏k
i=0(1 − yix)
.
Proof. It is a direct consequence of Theorem 4.1 by using (20). To show the result, we see
(A(i, j))(n+1)×(n+1)
=
(
L
C
n,{xi}ni=0
[
1
1 − y0x ,
1
(1 − y0x)(1 − y1x) , . . . ,
1∏n
i=0(1 − yix)
])−1
× L Cn,{xi}ni=0
[
1
1 − z0x ,
1
(1 − z0x)(1 − z1x) , . . . ,
1∏n
i=0(1 − zix)
]
= ([xj, xj+1, . . . , xi]fi,j)ij0 .
By the same way, we can derive
(B(i, j))(n+1)×(n+1) = ([xj, xj+1, . . . , xi]gi,j)ij0 .
Therefore the result derives easily. 
Furthermore, as immediate consequence of Corollary 5.2, we obtain
Corollary 5.3. For arbitrary complex numbers a = 0, b = 0, x, there hold⎛⎝⎡⎣ n
k
⎤⎦ (1 − axq2n)bn−k(a/b; q)n−k(aqnx; q)k
(bqkx; q)n+1
⎞⎠−1
nk0
=
⎛⎝⎡⎣ n
k
⎤⎦ (1 − bxq2n)an−k(b/a; q)n−k(bqnx; q)k
(aqkx; q)n+1
⎞⎠
nk0
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Proof. By noticing that
[qkx, qk+1x, . . . , qnx]f = q
−k(n−k)
(q; q)n−k D
n−k
q,x f (q
kx)
and
Dmq,x
(λx; q)m+n
(μx; q)n+1 =
μm(q; q)m+n(λ/μ; q)m(λx; q)m+n
(q; q)n(λx; q)m(μx; q)m+n+1 ,
the result is a direct consequence of Corollary 5.2 under the simultaneous specialization that
yi = aqi and zi = bqi i = 0, 1, 2 . . . . 
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