Cellular wireless systems rely on frame-based transmissions. The frame design is conventionally based on heuristics, consisting of a frame header and a data part. The frame header contains control information that provides pointers to the messages within the data part. In this paper, we revisit the principles of frame design and show the impact of the new design in scenarios that feature short data packets, which are central to various 5G and Internet of Things applications. We treat framing for downlink transmission in an AWGN broadcast channel with K users, where the sizes of the messages to the users are random variables. Using approximations from finite blocklength information theory, we establish a framework in which a message to a given user is not necessarily encoded as a single packet, but may be grouped with messages to other users and benefit from the improved efficiency of longer codes. This requires changes in the way control information is sent, and it requires that the users need to spend power decoding other messages, thereby increasing the average power consumption. We show that the common heuristic design is only one point on a curve that represents the tradeoff between latency and power consumption.
size of control information may approach the size of the data part in packets. This is especially true for multiuser systems such as broadcast channels, two-way channels, or multiple access channels, where the control information must include information about the packet structure, security, and user address information for identification purposes.
The fundamentals of communication of short packets have been addressed by [4] [5] [6] [7] , and the references therein. It was shown that the maximum coding rate of a fixed-blocklength code with n channel uses and maximum error probability ε over a discrete-time AWGN point-to-point channel has an asymptotic expansion given by
as n → ∞. Here, C is the Shannon capacity, V is the channel dispersion, and Q −1 (·) denotes the inverse Q-function.
In addition to the asymptotic expansion in (1), [5] used nonasymptotic bounds to numerically demonstrate that R * (n, ε) is tightly approximated by the first three terms of (1). The approximation (1) and similar ones are important in the design of communication systems because the specifics of code selection can be neglected in the optimization of protocol parameters. For example, such approximations have been applied in the optimization of ARQ protocols [5] , packet scheduling problems [8] , hybrid ARQ protocols [9] , and cloud radio access networks [10] . In this paper, we consider downlink transmission over a discrete-time AWGN broadcast channel with symmetric channel conditions that consists of a transmitter and K users. Downlink transmissions are organized in time division multiple access (TDMA) frames, whose structure is the main topic of this paper. In each frame, there is a message from the transmitter to the kth user with a certain probability 1−q. If, in a given frame, there is a message for user k, then this user is said to be active in that frame. The size of the message to user k is denoted by D k and is a random variable itself. Hence, the transmitter needs to convey information about which users are active, the structure of the transmission, and the sizes of the messages. As a result, the frame duration, which corresponds to the total number of channel uses it takes to transmit all messages, is a random variable. Next, we assume that each user can be in one of two states at time t: if it is in the ON state, it consumes one unit of power and it is able to observe the tth channel output, and if it is in the OFF state, it consumes zero units of power and it does not observe the corresponding channel output. We also assume that the user Fig. 1 . Example of the conventional approach to downlink broadcasting. We denote by M 2 , M 6 , . . . , M 20 the messages of varying size (in bits) destined to the active users 2, 6, . . . , 20. The initial packet contains control information that defines the structure of the remaining part of the transmission. Each message is encoded separately.
can switch state without consuming any power. It follows that the power consumption at the users may be random variables. A similar model of power consumption is studied in [11] . An important observation from (1) is that larger data packets are encoded more efficiently. This introduces a trade-off with two extremes: (a) in a broadcast setting, one can either encode all messages in one large packet, or (b) one can encode each message separately, which is the norm in wireless protocols. In (a), the average frame duration is minimized, which implies that the average latency across the users is minimized. The downside of (a), however, is that all users need to receive for the whole period of transmission to be able to decode their messages. This is undesirable for devices that are powerconstrained. The latter approach (b), depicted in Fig. 1 , uses codes which are less efficient, and thus the average frame duration is larger. On the other hand, each user only needs to decode the information intended for that user. The key point, however, is that these design considerations enlarge the space of feasible protocols and enable the protocol designer to seek a trade-off between average frame duration (latency) and average power consumption at the users. Despite this tradeoff, practically all wireless systems solely use the extreme approach (b).
A. Contribution
The purpose of this paper is to revisit the way a downlink frame is designed when it contains short packets. We aim at exploring the trade-off between the average frame duration and the average power consumption at the users. Instead of using a traditional frame structure, we enlarge the design space for a frame by doing the following: the users are divided into groups that may depend on the realization of the message sizes and the messages of each group are jointly encoded using optimal channel codes. We analyze the problem using asymptotic expansions similar to (1), and we find a lower bound for the trade-off curve. Next, we introduce three protocols: (a) a genie-aided protocol with performance close to the lower bound, (b) a protocol with a fixed message size that works for the case in which each message has either the size 0 or α 1 ∈ AE bits, and (c) a protocol with variable message sizes, where the message sizes are distributed according to a probability mass function P D with finite and nonnegative integer support. The protocols (b) and (c) both convey enough control information to make them practically usable. Our numerical results demonstrate non-trivial tradeoffs, which may be of interest when designing protocols for short messages.
B. Organization
Section II introduces the finite blocklength approximations and bounds for optimal channel codes while the system model is introduced in Section III. Section IV presents a lower bound for the trade-off curve between the average power consumption at the users and the average frame duration. Section V provides some concrete protocol designs, which are subsequently compared with the lower bound. Finally, the numerical results are presented in Section VI, Section VII discusses challenges involved in extending our results to fading channels, and Section VIII concludes the paper.
C. Notation
Vectors are denoted by boldface letters (e.g., x) while their entries are denoted by roman letters (e.g., x i ). We denote the n-dimensional all-zero and all-one vectors by 0 n and 1 n , respectively. We denote by0 n i (x) the n-dimensional vector with x in the i th entry and zeroes in the rest. The concatenation of two binary vectors is denoted by ⊕, e.g., for a ∈ {0, 1} n and b ∈ {0, 1} m , a ⊕ b is the concatenated binary vector belonging to the set {0, 1} n+m . Throughout the paper, the index k belongs always to the set K {1, . . . , K }, although this is sometimes not explicitly mentioned. Finally, we let | · | denote the cardinality of a set, we let |·| + max{0, ·}, and we denote the set of positive integers by AE, the set of nonnegative integers by + AE ∪ {0}, the set of real numbers by Ê, and the set of nonnegative real numbers by Ê + .
II. FINITE BLOCKLENGTH BOUNDS
AND APPROXIMATIONS In our analysis, we apply results from finite blocklength information theory. For the (real) discrete-time AWGN channel, [5] and [6] (see also [4] and [7] ) showed that the maximum coding rate R * (n, ε) of a code with fixed blocklength n, a short-term power constraint, and error probability ε ∈ (0, 1) has the asymptotic expansion given by (1) , where the channel capacity C and the channel dispersion V are given by
and
respectively. Here, γ is the signal-to-noise ratio (SNR). One can obtain tight nonasymptotic upper and lower bounds for R * (n, ε) using the achievability and converse bounds in [5] . We define N * ( f, ε) min{n ∈ + : n R * (n, ε) ≥ f } for f ∈ + and set N * (0, ε) 0, which is the smallest number of channel uses that allows the encoding of f bits with an error probability not exceeding ε. Next, we define an approximation N : Ê + × (0, 1] → Ê + of N * ( f, ε) that we shall use throughout the paper. Specifically, we set N(0, ε) 0 for ε ∈ (0, 1], N( f, 1) = 0 for f > 0, and, for f > 0 and ε ∈ (0, 1), N( f, ε) is defined as the solutionn of the equation 1 Here, the constant c can be adjusted such that the approximation fits the desired achievability bound for the SNR values and error probabilities of interest. In Fig. 2a , we have plotted the approximation N( f, ε), for ε ∈ {10 −5 , 10 −3 } and c = −12, and the achievability bound for the AWGN channel from [5, Th. 25 ], which we shall denote by N a ( f, ε), using the SPECTRE toolbox [12] . We observe that N( f, ε) provides an approximation of the achievability bound that is accurate, even for small f . In the remaining part of this paper, when referring to the blocklength of an optimal channel code conveying f bits with an error probability not exceeding ε, we consistently use the approximation N( f, ε) in place of N * ( f, ε) in all computations.
The following lemma summarizes some properties of N(·, ·) that we shall apply throughout the paper. The proof is given in Appendix A.
Lemma 1: Let ε max ∈ (0, 1/2] be such that the solutionn * of (4), with ε and f replaced with ε max and 0, respectively,
Assume also that
Then, 1) For fixed ε ≤ ε max , N( f, ε) is concave and increasing in f on Ê + .
2) For fixed f > 0, N( f, ε) is convex and decreasing in ε on the interval (0, ε max ]. 3) For fixed f > 0, N( f, 1 − e u ) is convex and increasing in u when u < 0. The conditions in (5) and (6) ensure that (4) has a solution and that the term containing the logarithm does not affect the convexity properties of N( f, ε). In the remaining part the paper, we use ε max = 0.1 and c = −12, which satisfies the conditions in Lemma 1 for the parameters used in this paper. We use the first two properties of Lemma 1 in Section IV and the third property to optimize with respect protocol parameters in Section V.
In Section IV, we also need the assumption that the family of codes that we employ has the following property: If f bits are encoded into N( f, ε) channel uses by a channel code with an error probability not exceeding ε, then a user needs to observe N( f,ε) channel outputs from that code in order to decode any of the f bits with an error probability not exceedingε ≥ ε. The key point here is that, if k information bits are encoded using a channel code, then a user wishing to decode only the firstk < k of those information bits with an error probability not exceedingε needs to observe the same number of channel outputs in order to decode the firstk information bits as a user who wishes to decode all k information bits with an error probability not exceedingε.
In this section, we have assumed a short-term power constraint, but in some systems, one can argue that a long-term power constraint provides a more accurately model. However, even under a long-term power constraint, [13] shows that the maximum coding rate is also well-approximated by the first three terms of (1), provided that the blocklengths and error probabilities of interest are not too large. As an example, it was shown that the normal approximation (1) provides an accurate approximation for SNR = 0 dB, ε = 10 −3 , and n ≤ 3 × 10 5 . For longer blocklengths and larger error probabilities, the authors find a different approximation [13, eq. (8) ].
We end this section noting that one can always replace the approximation N( f, ε) used in this paper with one that approximates the performance of a certain family of codes, such as Turbo, LDPC, or Polar codes. It is, however, imperative to have an easy-to-compute approximation which allows for optimization over protocol parameters.
III. SYSTEM MODEL
We consider an AWGN broadcast channel with one transmitter and K users. The users are enumerated by identification numbers (IDs) 1, . . . , K , and we assume that each user knows its ID. This assumption allows the transmitter to address specific users. In the tth time slot, the kth user receives
where Z k,t ∼ N (0, 1) and X t ∈ Ê is the channel input.
Throughout the paper, we assume that {γ k } are deterministic and equal to γ for all k. The assumption of equal channel conditions can, to some extent, be justified as follows. Consider a downlink broadcast scenario with many users with varying channel conditions. A viable communication scheme is to first divide the users into several CSI-groups such that the users assigned to a certain CSI-group have similar channel conditions. Then, the transmitter serves each CSIgroup sequentially, and our system model in (7) models a single CSI-group. A satellite-based broadcast system with lineof-sight to all users and predictable channel conditions constitute a practical example of our system model. If, however, CSI-grouping is not performed, then the transmitter needs to protect a packet destined to multiple users with a channel code that is strong enough to ensure that even the user with the worst channel can decode. We discuss the possibility of extending our results to fading channels in Section VII. The message M k , destined to the kth user, is non-empty with probability 1 − q ∈ (0, 1), and we say that the kth user is active if there is a non-empty message destined to that user. We assume that the size of the message M k (in bits) is given by D k ∈ + , which is a discrete random variable distributed independently according to the probability mass function
The message M k is drawn uniformly at random from the set {0, 1} D k . We use α = (α 1 , α 2 , . . . , α S ) to denote an S-dimensional vector of distinct ordered positive integers (αs < α s ifs < s) that correspond to the set of possible message sizes. When we refer to control information in the remainder of this paper, we refer to knowledge about {D k }.
We denote the frame duration by the random variable T . The transmitter encodes the messages {M k } into a sequence of channel inputs using (possibly randomized) encoder functions
. . , T } and X t = 0 for t ∈ {T + 1, . . . , ∞}. We assume that the encoder works in a TDMA fashion such that the T channel uses are divided into L packets. The packets are encoded using channel codes with error probabilities {E } L =1 . Here, L ∈ + and {E } are random variables, and L is upper-bounded by a positive deterministic integer L max . Let {M (c) } L max =1 denote the control information that needs to be transmitted in order to specify how the data for different users is conveyed (see example below). The control information is independent of the data
We then assume that the th packet consists of the information bits M (c) ⊕ k∈U M k , which are encoded by a channel code with an error probability not exceeding E using N D (c) + k∈U D k , E channel uses (recall that ⊕ denotes the concatenation of binary vectors). Thus, U is the set of the users those messages are encoded in the th packet.
The encoder functions { f t (·)} are defined by sequentially transmitting the L encoded packets, and the frame duration T is given by
above assumptions reduce the space of feasible protocols, it is sufficiently general to include the extreme cases introduced in Section I and other protocols of interest. We provide two examples below. At time t, we assume that all users are in one of two states (ON/OFF) such that the kth user observes the channel outputs Y k,t if the user is ON, while it observes an erasure, denoted by e, when the user is OFF. Hence, each user only observes a subset of the channel outputs. A user consumes one unit of power in the ON state while it consumes zero units of power in the OFF state. We also assume that the user can switch between states without consuming any power. Similar assumptions were used in [11] . The state of the user is determined causally by the user itself such that it depends on previously observed channel output. To model this, we define an ON-OFF function k,t : (Ê∪{e}) t −1 → {0, 1} for each user that defines the state of user k based on previous observed channel outputs, and we define the observed channel outputs as follows
The value of g k,1 defines the initial state of the user which may depend on k. The ON-OFF function replaces the tth channel output with an erasure if the user is OFF at that time. We also define the decoding time T k of the kth user, which represents the time index of the last non-erased channel output in the sequence Y k,t ; after T k the user k is OFF until the end of the frame. Formally,
Considering that the kth user only observes the channel outputs {Y k,t } t , we define the decoding function k,t (Y t k ), which estimates the message M k based on the observed channel outputs Y t k . Note that the ON-OFF functions are causal in the sense that the decision of whether a user is ON at time t depends only on previously observed channel outputs, Y t −1 k . Unless an error occurs during decoding, the decoding times T k are less than or equal T for all practical applications of this model. We merely define T k to emphasize that T is a random variable which is not known by the users, and hence the users need to obtain this information through {Y k,t }. In a conventional approach to downlink broadcast, depicted in Fig. 1 , control information in the initial packet defines the structure of the remaining transmission. Hence, after successfully decoding the control information in the initial packet, the kth user knows T k and when to be in the states ON and OFF to receive the intended message.
Since, by assumption, the kth user consumes one unit of power in the ON state, its (random) power consumption is given by
Here, we let 1{·} denote the indicator function. We also define the average power consumption as
Finally, the active users need to decode their messages with an error probability not exceeding such that
for a constant ∈ (0, ε max ].
As an example, we describe how the framework is instantiated for the conventional downlink frame in Fig. 1 
As there are four possible message sizes, the control information {D k } can be represented by at most 2K information bits, which are conveyed in the first packet, commonly referred to as the header. We let D (c)
1 be the binary vector of length 2K representing {D k }. Since there is a header packet and at most K other packets, we set L max = L = K + 1. We also set
Since the header contains all control information, we can set D (c) = 0 for ≥ 2. The sets of users {U } L max =1 are defined such that the header encodes none of the messages {M k }, i.e., U 1 = ∅, while M k , the message destined to the kth user, is always encoded in the (k + 1)th packet such that U = { − 1} for ∈ {2, . . . , L max }. We note that the kth user may be inactive, but in this case D k = 0 and the number of channel uses spend encoding the (k + 1)th packet is zero since N(0, ·) = 0. Now, the ON-OFF function can be chosen such that all users are ON during the transmission of the first packet, which they decode with an error probability not exceeding ε 1 . If the kth user successfully decodes the first packet, it learns {D k }, and therefore it also knows the time indices at which the (k + 1)th packet, which contains the desired message M k , is transmitted. After decoding the header, the kth user is OFF for the remaining transmission time except when the (k+1)th packet is transmitted. Given that the first packet is successfully decoded, the (k + 1)th packet is decoded with an error probability not exceeding ε 2 . The overall error probability for the protocol, from the perspective of an active user, is thus given by 1 − (1 − ε 1 )(1 − ε 2 ) = as desired. Next, we briefly illustrate the other extreme, where all messages are encoded in the same packet. In this case, the first packet (header) is encoded in the same way as in the previous example, but we set L max = 2, U 2 = K , and D (c) 2 = 0. The error probabilities of the packets can be set as in the previous example. In each of these examples U are deterministic sets but the framework does not exclude protocols in which the sets U are random.
By neglecting control information, and because arbitrarily small error probabilities can be attained for all coding rates below C for sufficiently large message sizes, we obtain the following lower bounds for the case p S >
These lower bounds can be approached simultaneously as α 1 becomes large. Specifically, by choosing a rate R = C − δ for a small constant δ ∈ (0, ), the transmitter can, for all sufficiently large α 1 , sequentially deliver all messages to the active users in separately encoded packets at the rate R and with an error probability below δ. The error probability of this protocol does not exceed δ. Hence, one can approach the lower bounds in (13)-(14) by intentionally omitting the transmission of messages of size α S with probability ( − δ)/ p S and by choosing δ arbitrarily small. Our objective is to explore the trade-offs between the competing goals of minimizing [T ] and P when the message sizes are small.
IV. LOWER BOUND
In this section, we shall establish a lower bound on a weighted sum of [T ] and P . This is obtained by neglecting the control information.
First note that any protocol, which satisfies the reliability condition in (12), define the following random integer vectors
Recall, as explained in Section III, that U denotes the random set of users that are encoded in the th packet by the protocol. The content of the th packet is specified by ϒ ; the packet encodes ϒ ,1 messages of size α 1 , ϒ ,2 messages of size α 2 , . . ., and ϒ ,S messages of size α S . With the definition in (15), we can thus write k∈U D k as α T ϒ . Next, for a constant ε 0 ∈ (0, ε max ], we define
for f ≥ 0. The function N ( f ) is concave and nondecreasing in f . 2 We shall use N ( f ) in order to lower-bound N( f, ε) by using the inequality N( f, ε) ≥ |ε 0 −ε| + N ( f ), which holds for all f ≥ 0 and ε ∈ (0, 1]. The advantage of the lower bound
for fixed f and concave in f for fixed ε. The lower bound holds for all ε 0 ∈ (0, ε max ], but the tightness of the bound depends on the value of f and the choice of ε 0 . Next, we shall lower-bound P k , the (random) power consumption of the kth user. If the kth user is inactive, then we simply lower-bound P k by zero. Suppose that the kth 2 The concavity of N ( f ) in f on Ê + follows because, for any constant a ∈ [0, 1], we have
≥ min 0<ω<ε 0
where (18) follows from concavity of
user is active and define (k) as the packet containing the kth message (possibly random). Then, since the kth message is only encoded in the (k)th packet, we only need to ensure that user k decodes the (k)th packet correctly with an error probability not exceeding on average. Let R k be the random variable that specifies the number of channel uses for which the kth user is ON during the transmission of the (k)th packet and define also the random variable
Hence, if the kth user observes R k channel uses from the (k)th packet, the error probability cannot be lower than E k . Next, we aim to lower bound [T ] + β P for any β > 0. Before stating the lower bound, we introduce our technique through an example. Suppose that K = 4, L max = 4, q = 0, S = 1 such that D 1 = · · · = D 4 = α 1 . For simplicity, we also fix E = E k = and assume that {ϒ } are deterministic. In this case T and {P k } are deterministic quantities, and we have ϒ 1 + · · · + ϒ 4 = 4 (the subscript s is dropped since we always have s = 1). These integers represent the number of messages encoded in the first, second, third, and fourth packet, respectively. For fixed β > 0, we obtain the following lower bound
which can be minimized with respect to ϒ 1 , . . . , ϒ 4 ∈ {0, . . . , 4} subject to the constraint ϒ 1 +· · ·+ϒ 4 = 4. We need the minimization because the RHS of (21) depends on the specific protocol through {ϒ }. For this particular example, one can easily solve the resulting integer optimization problem and obtain a lower bound that does not depend on the specific protocol. We can, however, also find a lower bound on the RHS of (21) through the following steps
Here, (22) follows by defining and by a minimization with respect to ϒ 1 , . . . , ϒ 4 , (23) follows by definingφ (1) β (·) as the lower convex envelope 3 of φ (1) β (·), (24) follows from Jensen's inequality applied tȏ φ (1) β (·), and (26) follows becauseφ (1) β (·) is a convex and nondecreasing function and satisfiesφ (1) β (0) = 0. Interestingly, the bound in (25) is fairly sharp and simple to compute. We illustrate the bound (25) in Fig. 3 , confirming the intuition that when S = 1, one should attempt to have an equal number of non-empty messages in each (non-empty) packet, which for this example is 1, 2, or 4 messages in each packet.
The inequality in (26) allows for simpler computation of the lower bound. Instead of computing the lower convex envelope of φ (1) β (·), it suffices to compute the right derivative ofφ (1) β (·) at 0, which is given by lim ζ →∞ ζφ (1) β (1/ζ ) and satisfies lim ζ →∞ ζφ (1) 
For the general setting with arbitrary S ≥ 1 and K , we apply the above ideas in the following proposition that enables us to compute a lower bound on [T ] + β P .
Proposition 2: For every β > 0, we have
Here, the minimization is over all ε ∈ Ê S + such that ε s ≤ p s ε 0 and such that 1 T S ε ≤ , and we have defined
withφ β (x/ζ ) being the lower convex envelope of the function 3 The lower convex envelopef of a function f :
Proof: Fix a protocol and β > 0. Then, we have
Here, (33) follows by disregarding the power spend on observing channel uses in packets other than the th packet and (34) follows from the relation between R k and E k in (20), because N ( f )|ε 0 −ε| + ≤ N( f, ε) , and because N (·) is a nondecreasing function. Moreover, (35) follows from (31), from Jensen's inequality applied to the function |ε 0 − x| + , and because 1 T S ϒ = |U |; (36) follows because E ≤ min k∈U E k ; and (37) follows by defining E
The reliability condition in (12) now implies that
Next, (37) is further lower-bounded as follows
Here, (39) follows becauseφ β (·) ≤ φ β (·), (40) follows from Jensen's inequality applied toφ β (·), and (41) follows becauseφ β (·) is jointly convex, increasing along each of its dimensions, and satisfiesφ β (0 S ) = 0. Moreover, in (42), we have interchanged the order of expectation and limit using Lebesgue's monotone convergence theorem and, in (44), the minimization is over all ε ∈ Ê S + such that ε s ≤ p s ε 0 and such that 1 T S ε ≤ , and we have used (8) and that the vector L max =1 min{ε 0 , E }ϒ must satisfy
The following lemma, which is proven in Appendix B, shows that we can use the concavity of N (·) to simplify the computation of φ β (·). Specifically, φ β (·) can be expressed as a sum of simpler functions that does not involve the computation of the lower convex envelope.
Lemma 3: For every β > 0, we have
for x ≥ 0 and s ∈ S, and
A. Genie-Aided Protocol
We put forth a genie-aided protocol that uses the intuition obtained through Proposition 2 and Lemma 3. Here, "genieaided" refers to the fact that the protocol assumes that {D k } is available at all users such that control information can be neglected. This implies that user k knows when the packet encoding the kth message is transmitted and which other messages are encoded in that packet. It also means that user k shall be in the ON state only during the transmission of the packet encoding the kth message to minimize its power consumption. Lemma 3 suggests that one should group messages of the same sizes together rather than grouping messages of mixed message sizes. The purpose of introducing a genieaided protocol is to show that it achieves a trade-off between
[T ] and P close to that of the lower bound. Moreover, we can compare the non-genie-aided protocols, introduced in Section V, to the genie-aided protocol to show the impact of control information. Such comparisons are provided in Section VI.
First, for a set of users U ⊆ K , κ ∈ AE, and ε ∈ (0, 1), we define a (U, κ, ε)-protocol as follows. The users U are divided into G |U|/κ disjoint sets {U } ∈{1,...,G} such that G =1 U = U and such that
Here, mod(a, b) a − b a/b denotes the modulo operator for a ∈ and b ∈ AE. Sequentially, for ∈ {1, . . . , G}, the transmitter encodes and sends a packet containing k∈U M k with error probability ε using N( k∈U D k , ε) channel uses. While the number of channel uses spend at the transmitter is given by G =1 N k∈U D k , ε , each user only needs to receive and decode one of the G packets. We note that a (U, κ, ε)-protocol assumes control information at all the users U, i.e., the users need to know U, {D k } k∈U , κ, and ε.
For our genie-aided protocol, we define {0, . . . , S}, and fix a vector κ = (κ 1 , . . . , κ S ) ∈ K S . Now, sequentially for each s ∈ S, the transmitter delivers the messages of the users U (s) using a (U (s) , κ s , )-protocol. We denote the average frame duration [T ] and the average power consumption P by T (κ, ) genie and P (κ, ) genie , respectively. The vector κ is left to be specified. We can trace the optimal trade-off between average frame duration and average power consumption by solving the following integer optimization problem for all β > 0:
We briefly discuss the intuition behind the choice of κ. The genie-aided protocol sequentially encode messages of each size together such that no packet contains messages of different sizes. The integer κ s roughly specifies the number of messages of size α s that should be encoded in each packet, and it may differ for different s. We construct packets as in (49) because κ s does not always divide |U (s) |.
V. PROTOCOL DESIGN
In this section, we devise protocols that trade-off between average frame duration and average power consumption. In contrast to the genie-aided protocol in Section IV-A, these protocols need to convey control information. We note that our protocols do not employ randomization at the transmitter (i.e., intentionally omitting the transmission of messages with a certain probability) as is needed to approach the lower bounds in (13)- (14) . Extending the protocols with randomization at the transmitter may improve the achievable tradeoffs for larger values of , but can only yield insignificant improvements when is small (e.g., of the order 10 −4 -10 −3 ) as in our numerical results.
A. Fixed Message Size
We initiate our discussion of protocol design with the case of fixed message size, i.e., S = 1. In this case, the control information consists only of the set of active users and can be represented using K information bits. Therefore, a straightforward way to design the protocol is to initiate the transmission with a packet encoding {D k } K k=1 using K information bits and convey the messages using the genie-aided protocol. This approach, however, implies that all users need to decode all control information, and if K is large compared to α 1 , each user needs to spend a significant amount of power to decode the control information. Our proposed protocol, therefore, convey the control information in two layers. The first layer of control information is received by all K users, while the second layer of control information is only received by a possibly smaller group of users. Specifically, we divide the set of users K into B K /ξ disjoint subsets K 1 , . . . , K B such that B i=1 K i = K and such that
Here, ξ ∈ K is a protocol parameter to be set. The subsets {K i } of K are termed user groups (UGs). The transmitter forms a packet that contains only the number of active users in each UG, i.e., the packet encodes the vector (50)). This vector constitutes a first layer of control information and can be uniquely represented by at most f 1 B log 2 (1 + ξ) bits. The control information is encoded by a channel code with an error probability not exceeding 1 ∈ (0, 1), which can be achieved using N( f 1 , 1 ) channel uses. We note that N( f 1 , 1 ) increases as ξ becomes smaller.
After successfully decoding the first packet, the users know the number of users in each UG, and thereby the structure of the remaining part of the transmission. The second layer encodes control information and messages associated with each UG. Specifically, for the i th UG, the transmitter needs to inform the users in K i about which |U (1) ∩ K i | users of K i are active. Hence, the control information for the i th UG, can be represented by f 2,i log 2 |K i | |U (1) ∩K i | bits and is conveyed by using a channel code with an error probability not exceeding 2 ∈ (0, 1), which requires N( f 2,i , 2 ) channel uses. Now, the messages of the active users in the i th UG U (1) ∩ K i are send with an error probability not exceeding 3 ∈ (0, 1) using a (U (1) ∩ K i , κ, 3 )-protocol, where κ ∈ K is another protocol parameter to be set. We emphasize that we can use a (U (1) ∩ K i , κ, 3 )-protocol because the set of active users in the i th UG knows U (1) ∩ K i from the first two packets containing the control information, provided that these are successfully decoded. Based on the specification of the protocol above, one can compute [T ] and P , which we denote by T (κ,ξ, ) fixed and P (κ,ξ, ) fixed , respectively. Here, is the vector
The parameters κ, ξ , and are left to be specified. We can trace the optimal achievable trade-off of the proposed protocol by solving the following optimization problem for all β > 0:
While the outer minimization is an integer optimization problem, which can only be solved using exhaustive search, the inner minimization is convex and can be solved using standard convex optimization algorithms. This is shown in the following lemma. Lemma 4: The inner optimization problem in (53) is convex in .
Proof: Note that, for fixed κ and ξ , the objective function in (53) depends only on through a linear combinations of N(·, 1 ), N(·, 2 ), and N(·, 3 ) with nonnegative coefficients, i.e., there exist nonnegative constants a 1,i , b 1,i , a 2,i , b 2,i , a 3,i , and b 3,i such that
This is because T (κ,ξ, ) fixed and β P (κ,ξ, ) fixed are evaluated using N(·, ·). To show that inner minimization in (53) is convex, we use the substitution i = 1 − exp(u i ) for u i < 0 and i ∈ {1, 2, 3}, which yields the equivalent linear constraint
Consequently, it is sufficient to show that N( f, 1 − exp(u)) is convex in u < 0 for fixed f . This follows from the third property of Lemma 1.
At this point, we have not discussed the possibility of undetected errors. Approximations like (1) do not give any guarantee for the probability of detecting an error. Using CRCs, the probability of undetected error can be made arbitrarily small, but it is always positive and less than or equal . Suppose that decoding of the first packet, containing control information, fails for the kth user and the user does not detect the failure. In this case, the subsequent behavior is random, and the kth user will (with high probability) not correctly decode the following packets. However, since the maximal message size is α S , we can compute the worst-case power consumption at the users, say P worst . We then cope with the problem of undetected errors simply by adding, to the power consumption at each user, the term P worst , which corresponds to the worstcase contribution to the power consumption.
B. Variable Message Size
Next, we consider the case S ≥ 2. The users are grouped into B K /ξ UGs in the same way as for the fixed message size protocol. The UGs are encoded sequentially after the control information of the first layer. The control information of the first layer consists of pointers to the time indices of the beginning of each UG. Thus, based on the control information of the first layer, each user can identify when the UG it belongs to is transmitted. Note that we only need B −1 pointer because the first UG is transmitted immediately after the first layer of control information. Each pointer is encoded separately in a packet using a channel code with an error probability not exceeding 1 . Observe that one can compute the maximum length (in channel uses) of each UG and thereby the number of bits required for each pointer.
The control information of the second layer for the i th UG consists of {D k } k∈K i , which is represented by |K i | log 2 (S+1) bits. These bits are transmitted using a channel code with error probability not exceeding 2 . Finally, sequentially for each s ∈ S, the transmitter encodes the messages of the users U (s) i using a (U (s) i , κ s , 3 )-protocol, where κ = [κ 1 , . . . , κ S ] are protocol parameters to be specified. The protocol is illustrated in Fig. 4 .
We denote [T ] and P by T (κ,ξ, ) variable and P (κ,ξ, ) variable , respectively, and optimize the parameters of the protocol using the Fig. 4 . An example of the protocol in Section V-B with S = 2, K = 40, ξ = 10, and κ = [3, 2] . Packets surrounded by black separators corresponds to an encoded packet. Grey separators means "encoded jointly", e.g., the messages M 12 and M 15 are jointly encoded in one packet. The red shaded parts of the protocol depict the packets that the users 12 and 15 needs to decode. optimization problem
As for the fixed message size protocol, the inner minimization is convex.
VI. NUMERICAL RESULTS
We plot the lower bounds along with the achievable tradeoffs for the proposed protocols. In all results, we fix the error probability to = 10 −4 and we shall set ε 0 in (18) to either 0.01 or 0.05, although the lower bound can be improved slightly by optimizing with respect to ε 0 ∈ (0, ε max ]. Fig. 5 shows results for the case S = 1 and K = 16. We plot the lower bound given by Proposition 2 and the trade-offs achievable by the genie-aided protocol and the fixed message size protocol. For the fixed message size protocol, we also plot the trade-offs for the case where the inner minimization in (53) is not performed and 1 , 2 , and 3 are set equally to 1 − (1 − ) 1/3 . For the protocols, we note that each mark in the plots corresponds to a certain set of parameter values and that any point on the line between two marks can be achieved by time-sharing between two sets of protocol parameters. The horizontal and vertical axes depict the average frame duration and the average power consumption normalized with respect to the RHS of (13)- (14) , respectively. We make this normalization to make the axes comparable for different parameter values. First, we observe that the gaps between the trade-off curves of the genie-aided protocols and of the lower bounds are small in the four plots. Moreover, optimization with respect to only improves the trade-off curves slightly. The improvements occur because the control information which is destined to all users needs to be encoded with a higher reliability than packets containing only messages. We observe a significant gap between the trade-off curves of the genieaided protocol and of the fixed message size protocol. This gap origins from the control information that needs to be conveyed to the users. The gap is thus partly fundamental and partly due to the use of heuristic protocols. By comparing Fig. 5(a) with Fig. 5(b) , we observe that the gap becomes smaller when α 1 is increased. This happens because the amount of control information is independent of α 1 , and hence the contribution of the control information to P and [T ] after normalization decreases as α 1 increases. Likewise, by comparing Fig. 5 (a) and Fig. 5(c) , we find that smaller values of q reduces the gap because the ratio between data and control information becomes larger. From Fig. 5(d) , we also see that SNR has little influence on the size of the gap.
In Fig. 5(b) , we have plotted the numbers 1-10, which associate the corresponding marks for the fixed message size protocol to columns in Table I . Hence, each column in Table I gives the parameters needed to achieve the corresponding point in the plot. The remaining points, where κ ≥ 11, are omitted because they achieve operating points in Fig. 5(b) that are close to that of point #10. From the table, we observe that the main determinant for the operating point on the tradeoff curve is κ. This agrees with intuition because κ roughly determines the number of messages that are encoded together. Next, we observe that the optimal error probabilities for the control information ( 1 and 2 ) are generally significantly lower than those for the data part ( 3 ). This is because the control information needs to be decoded by a large group of users. In particular, the first layer of control information needs to be decoded by all K users, while the second layer of control information needs to be decoded by at most ξ users. In contrast, packets containing only messages need to be decoded by at most κ users.
In Fig. 6 , we compare the trade-offs of the fixed message size protocol for K = 16 and K = 64 with parameters γ = 10 dB, α 1 = 128, and q = 0.5. For the lower bound, Fig. 7 . Trade-off between average frame duration and average power consumption. The parameters are K = 16, γ = 10 dB, q = 0.5, p = [0.5, 0.5], S = 2, and = 10 −4 . Here, "Prot. (S ≥ 2)" refers to the variable message size protocol.
we observe that the trade-offs for K = 16 and K = 64 overlap for large normalized average frame duration. A similar behavior is observed for the fixed message size protocol. This is expected because if the same protocol parameters κ, ξ , and are used for K = 16 and K = 64, then only the first packet, containing the first layer of control information, affects the normalized average frame duration and average power consumption. Specifically, assuming that ξ divides 16, the first packet encodes exactly four times as many information bits when K = 64 instead of K = 16. This explains why the fixed message size protocol with K = 16 achieves a lower normalized average power consumption for a normalized average frame duration around 1.4 compared to the case with K = 64. On the other hand, the fixed message size protocol with K = 64 can choose ξ larger than 16 and therefore achieves an improved operating point on the trade-off curve for a normalized average frame duration of around 1.2.
Finally, in Fig. 7 , we depict the trade-offs for S = 2, K = 16 and p = [0.5, 0.5]. We observe again that the gaps between the trade-off curves of the lower bounds and the genie-aided protocols are small, while the gaps between the trade-off curves of the lower bounds and of the variable message size protocols are significant. As for the case S = 1, we observe that the gap closes as the message sizes increase. Although not shown in the figures, we note that the gap increases further as S increases because the second layer of control information in the protocol needs to convey approximately ξ log 2 (S + 1) bits of information.
VII. DISCUSSION
In this section, we discuss the difficulties that arise when departing from the condition of equal and deterministic channel gains. We discuss two different relaxations of the condition: (a) the case where the channel gains are independent and identically distributed according to a probability distribution P γ and unknown at the transmitter and at the receivers, and (b) the case where the individual channel gains are nonrandom, possibly distinct, known at the transmitter, and known at the respective users (i.e., the channel gain of the kth user is known by the transmitter and user k, but not known at userk when k =k). In both cases, we assume that the channel gains are constant throughout the transmission.
For case (a), approximations of the maximal coding rate are available in [14] and can be applied in place of those used in this paper. The results in [14] , however, show that the outage capacity provides an accurate approximation of the maximal coding rate for a quasi-static fading channel, i.e., the square-root penalty in the asymptotic expansion of the maximal coding rate in (1) vanishes. Since the trade-off studied in this paper arises as a consequence of the square-root penalty in (1), we also expect that the trade-off becomes less significant.
If, however, the channel gains are known by the transmitter and the respective users, then the transmitter may adjust the number of channel uses spend on each packet according to the channel gains. Hence, for case (b), the channels are still Gaussian but the channel gains for the users are different. In this case, since the transmitter knows the channel gains of all users and each user knows its own channel gain, superposition coding becomes an alternative to framing using TDMA. Despite this, we assume for simplicity that TDMA is used. We also need to impose an additional assumption on the approximation for the maximal coding rate. Specifically, suppose that f bits are encoded using N( f, ε, γ k ) channel uses such that the kth user can decode with error probability not exceeding ε. Here, we have extended the definition of N( f, ε) to include the channel gain γ k . Then, we assume that a user with a channel gain γk > γ k can reliably decode the f bits by only observing N( f, ε, γk ) channel uses. Assuming that this is true, we can loosely formulate the problem of finding a lower bound as in Section IV as follows:
Here, the minimization is with respect to all disjoint sets {U ⊆ K } K =1 that satisfy K =1 U = K . We observe that if β is large, then a solution to (56) is U = { } for ∈ {1, . . . , K } and U = ∅ for ∈ {K +1, . . . , L max } while a solution to (56) for β = 0 is U 1 = K and U = ∅ for ∈ {2, . . . , L max }. However, the problem is combinatorial in general and is not readily lower bounded as was done in Section IV. Finally, we note that case (b) can be extended to case with random channel gains which are known at the transmitter and the respective receivers by averaging [T ] and P with respect to all channel gains.
Consequently, it follows that the trade-off that we consider in this paper is mainly relevant in scenarios where channel gains are partially known such that a square-root penalty exists in the asymptotic expansion of the maximal coding rate.
VIII. CONCLUSION
In this paper, we considered the AWGN broadcast channel with K users and symmetric channel conditions. The downlink transmission is organized in TDMA frames. In each frame, a message of random size (in bits) is destined to each of the users in such a way that the message sizes are unknown to the users. Hence, in addition to the messages, a protocol needs to convey control information that specifies the structure of the transmission and the sizes of the messages. We used approximations of the maximum coding rate for the AWGN channel from finite blocklength information theory to show that jointly encoding different groupings of the messages enable the protocol designer to trade-off between average frame duration and average power consumption at the users. Specifically, we derived a lower bound for the trade-off curve, a genieaided protocol, and two practical protocols. Our numerical results showed that the genie-aided protocol achieved a tradeoff curve that closely matched the lower bound. For both of our proposed protocols, the control information led to worse tradeoff curves when the messages were small compared to the genie-aided protocol. There are multiple directions for future research:
1) In Section III, we restricted our general system model to a class of practical and tractable protocols. An information-theoretic treatment of our system model might lead to improved protocols and lower bounds. 2) While we are able to quantify the suboptimality of our protocols by comparison to the lower bound, our protocols are still heuristic.
It is an open question how to systematically investigate the design of good protocols that include control information.
APPENDIX A PROOF OF LEMMA 1
Property 1: Define forn ≥ 0 and ε ∈ (0, 1)
Here, the constant c is given as in Section III. First, we verify that N( f, ε) is increasing in f ≥ 0. By differentiating N −1 (n, ε) with respect ton, we find that
For the case ε < 1/2, N −1 (n, ε) is increasing inn ifn ≥ V 4C 2 Q −1 (ε) 2 . Now, again for ε < 1/2, we have
Here, (60) follows by making the substitution u = V Q −1 (ε) 2 /(4C) and then maximizing with respect to u, and (61) follows from (6) . These properties imply that N( f, ε) is increasing in f for fixed ε and is decreasing in ε for fixed f > 0. Fix ε ≤ ε max . Then, we show that N( f, ε) is concave in f ≥ 0. By differentiating N −1 (n, ε) twice with respect ton, by equating it to zero, and by solving forn, we find that N −1 (n, ε) is convex whenn ≥n ε , wheren ε 4/(Q −1 (ε) 2 V log 2 (2)). Sincen ε ≤n ε max for ε ≤ ε max , it follows that N −1 (n, ε) is convex inn on the interval [n ε max , ∞). Because N −1 (n, ε) is increasing and convex inn on the interval [n ε max , ∞), because (5) implies thatn ε max ≤n * , and because N( f, ε) is decreasing in ε, it also follows that N( f, ε) is concave in f ≥ 0.
Property 2: Fix f ≥ 0 and let ε f (n) be defined as
Observe that N( f, ε f (n)) = n. Hence, ε −1 f (·) = N( f, ·). Under the condition (6), it can be shown that the expression inside the Q-function is concave and increasing in n.
The Q-function is convex and decreasing when Q(·) ≤ 1/2, and hence the function ε f (n) is convex and decreasing in n when ε f (n) < 1/2. Consequently, N( f, ε) = ε −1 f (ε) is also convex and decreasing in ε on the interval (0, ε max ] for fixed f [15, eq. (3.10)].
Property 3: We only need to notice that the inverse function of Q −1 (1 − exp(·)) given by log(1 − Q(·)) is concave and increasing on Ê. Following arguments similar to those used to prove the second property, we find that N( f, 1 − exp(·)) is convex and increasing on (−∞, 0).
