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1. Introduction
In the present paper we study so-called betweennesses induced by trees and forests. Betweennesses capture and
generalize in an abstract way natural geometric properties of points in Rn and the axiomatic study of betweenness as a
mathematical concept goes back to Huntington and Kline [1] in 1917. Algorithmic problems related to betweennesses have
been studied as relaxations of ordinal embeddings [2–4] and occur for instance in psychometrics [5] and as arrangement
problems in molecular biology [6,7]. For such betweenness problems, several strong hardness results have been obtained
[8–10] and only few positive results are known [8,4,11].
We consider finite, simple, and undirected graphs as well as finite set systems defined over finite ground sets. Let G be a
graph. The vertex set of G is denoted by V (G) and the edge set of G is denoted by E(G). For a vertex u of G, the neighbourhood
NG(u) in G equals {v ∈ V (G) | uv ∈ E(G)} and the degree dG(u) in G equals |NG(u)|. A path P of length l in G between two
vertices v0 and vl of G is a sequence P : v0v1 . . . vl of l+ 1 distinct vertices v0, v1, . . . , vl ∈ V (G) such that vi−1vi ∈ E(G) for
1 ≤ i ≤ l. The distance distG(u, v) in G between two vertices u and v of G is the minimum length of a path in G between u
and v. A cycle C of length l ≥ 3 in G is a sequence C : v1v2 . . . vlv1 such that v1v2 . . . vl is a path in G and v1vl ∈ E(G). For a
finite set V , V 3 denotes the set of all ordered triples of elements of V . A triple (u, v, w) ∈ V 3 is called strict if u, v, andw are
all distinct. Let V 3s denote the set of all strict triples in V
3. For k ∈ N0, let

V
k

denote the set of all subsets of V that are of
cardinality k.
For a graphG, the shortest path betweennessB(G) ofG consists of all triples (u, v, w) ∈ V (G)3 such that v lies on a shortest
path in G between u andw, or equivalently
B(G) = (u, v, w) ∈ V (G)3 | distG(u, w) = distG(u, v)+ distG(v,w) <∞ .
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The strict shortest path betweennessBs(G) of G consists of all strict triples inB(G), i.e.
Bs(G) = B(G) ∩ V (G)3s .
Shortest path betweenesses are a special case of betweenesses induced by metrics, which were first studied by Menger in
1928 [12]. Next to metrics also partially ordered sets naturally induce betweennesses, which were first studied by Birkhoff
in 1948 [13].While axiomatic characterizations of the betweennesses induced by partially ordered sets are known andwell-
studied [14–17], no comparable results exist for betweennesses induced by general metrics [18,19]. Therefore algorithmic
approaches and structural insights such as axiomatic descriptions of betweennesses induced by special metrics such as
the shortest path metric of some graph are of interest. Note that the shortest path betweenness of a graph G captures
essentially the same information as the so-called interval function of G. Therefore, Mulder and Nebeský’s deep axiomatic
results concerning the interval function of arbitrary graphs [20–22] yield axiomatic characterizations of shortest path
betweennesses. The shortest path betweennesses of trees have received special attention and several different axiomatic
characterizations were proposed [15,23,5,24]. For a tree/forest T , we call B(T ) the tree/forest betweenness of T and Bs(T )
the strict tree/forest betweenness of T .
Our results are as follows. In Section 2, we relate subbetweennesses of strict tree betweennesses to the well-known
NP-complete total ordering problem [9] and establish a corresponding hardness result. Furthermore, we show that
some of the few positive results concerning the total ordering problem carry over to subbetweennesses of strict tree
betweennesses. In Section 3, we describe an efficient algorithm for the recognition of induced subbetweennesses of strict
tree betweennesses. In Section 4, we give a complete axiomatic description of induced subbetweennesses of strict tree
betweennesses. Finally, in Section 5,weprove an axiomatic characterization of strict forest betweennesses andpose a related
conjecture.
2. Algorithmic aspects of subbetweennesses of trees
In this section, we consider the following problem.
Subbetweenness of a tree
Instance: A finite set V and a setB ⊆ V 3s of strict triples.
Question: Is there a tree T such thatB ⊆ Bs(T )?
We prove that Subbetweenness of a tree is NP-complete. Subbetweenness of a tree is a variation of well-studied
constraint satisfaction problems [3], which occur for instance in computational biology [6,7].
The next lemma captures properties of special trees solving the above problem.
Lemma 1. Let T be a tree and let V ⊆ V (T ).
(i) If dT (v) ≤ 2 for some v ∈ V (T ) \ V , then deleting v and joining all pairs of distinct neighbours of v by a new edge results in
a tree T ′ withBs(T ) ∩ V 3s = Bs(T ′) ∩ V 3s .
(ii) If there is some edge uv of T with u, v ∈ V (T ) \ V , then contracting the edge uv results in a tree T ′′ with Bs(T ) ∩ V 3s =
Bs(T ′′) ∩ V 3s .
Proof. (i) Deleting a vertex v ∈ V (T ) \ V of degree at most 1 clearly has no influence on Bs(T ) ∩ V 3s . Furthermore, if
dT (v) = 2 for some v ∈ V (T ) \ V , then every path in T between vertices in V contains either both or none of the two
edges incident with v. Therefore, contracting one of these two edges has no influence onBs(T ) ∩ V 3s .
(ii) If c denotes the vertex that arises from the contraction of uv, then the paths in T that are between two vertices of V and
contain a vertex in {u, v} are in one to one correspondence with the paths in T ′′ that are between two vertices of V and
contain the vertex c. This easily implies (ii). 
We proceed to the hardness result for Subbetweenness of a tree, which is obtained by a reduction from the well-known
Total ordering [9].
Theorem 2. Subbetweenness of a tree is NP-complete.
Proof. In order to prove that Subbetweenness of a tree is in NP, we assume thatB ⊆ V 3s is such that there is some tree T
withB ⊆ Bs(T ). By Lemma 1, wemay assume that V (T )\V is an independent set of vertices of degree at least 3 in T . Hence
T contains at least |V (T ) \ V | endvertices, which all belong to V . This implies that the order of T is polynomially bounded in
terms of |V | and hence Subbetweenness of a tree is in NP. In order to prove that Subbetweenness of a tree is NP-complete,
we reduce the following NP-complete problem [9] to it.
Total ordering
Instance: A finite set V and a setB ⊆ V 3s of strict triples.
Question: Is there a path P such thatB ⊆ Bs(P)?
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Let V and B ⊆ V 3s be an instance of Total ordering. Let V ′ = V ∪ {x, y} for two distinct elements x, y ∉ V and let
B ′ = B ∪ {(x, u, y) | u ∈ V }. It is easy to see that there is a path P such thatB ⊆ Bs(P) if and only if there is a tree T ′ such
thatB ′ ⊆ Bs(T ′). This equivalence completes the proof. 
Note that Total ordering is even hard to approximate [8,10]. Unfortunately, our proof does not seem to imply similar
hardness results for Subbetweenness of a tree.
There are some few positive results concerning Total ordering [8,11,4]. Let V and B ⊆ V 3s be an instance of Total
ordering. Let V = {1, 2, . . . , n}. If π ∈ Sn is a random permutation, then the expected number of triples (u, v, w) ∈ B
with
π−1(u) < π−1(v) < π−1(w) or π−1(u) > π−1(v) > π−1(w)
is exactly |B|3 , i.e. the path P : π(1)π(2) . . . π(n) satisfies |B∩Bs(P)||B| ≥ 13 . This yields a randomized 13 -approximation
algorithm, which can easily be derandomized using the standard method of conditional expectation. Therefore there is a
polynomial 13 -approximation algorithm for the following problem.
Maximization version of Subbetweenness of a tree
Instance: A finite set V and a non-empty setB ⊆ V 3s of strict triples.
Task: Determine a tree T such that |B∩Bs(T )||B| is maximum.
In [8] Chor and Sudan describe an efficient algorithm that for a given ‘Yes’-instance V and B ⊆ V 3s of Total ordering,
determines a path P with |B∩Bs(P)||B| ≥ 12 . Their approach relies on semidefinite programming and is quite involved.
Very recently, Makarychev [11] devised a surprisingly simple purely combinatorial algorithm, which achieves the same
performance. We show that Makarychev’s algorithm (cf. Algorithm 1) can be adapted to the maximization version of
Subbetweenness of a tree. If P : u0 . . . ul is a path and v is a vertex not in V (P), then Pv denotes the path u0 . . . ulv and vP
denotes the path vu0 . . . ul.
Theorem 3. Algorithm 1works correctly and can be implemented to run in linear time, i.e. there is a linear time 12 -approximation
algorithm for the maximization version of Subbetweenness of a tree restricted to ‘Yes’-instances of Subbetweenness of
a tree.
Input: A finite set V and a setB ⊆ V 3s such that there is a tree T withB ⊆ Bs(T ).
Output: A path P with |B∩Bs(P)||B| ≥ 12 .
1 n ← |V |;
2 i ← n;
3 while i ≥ 1 do
4 Select v ∈ V with ̸ ∃u, w ∈ V : (u, v, w) ∈ B ∩ V 3s ;
5 vi ← v;
6 V ← V \ {v};
7 i ← (i− 1);
8 end
9 P ← v1v2;
10 for i = 3 to n do
11 if |B ∩Bs(Pvi)| ≥ |B ∩Bs(viP)| then
12 P ← Pvi;
13 else
14 P ← viP;
15 end
16 end
17 return P;
Algorithm 1: Algorithm for the maximization version of Subbetweenness of a tree.
Proof. The crucial observation is that a vertex as selected in line 4 of Algorithm 1 always exists. This can be seen as follows.
Let T be a tree and let U ⊆ V (T ). If we root T in an arbitrary vertex and select a vertex v ∈ U of maximal depth, then there
are no two elements u, w ∈ U with (u, v, w) ∈ Bs(T ).
Note that the path P in line 11 has vertex set V (P) = {v1, v2, . . . , vi−1}. Hence, by the choice of vi in line 4, there are no
two elements vr , vs ∈ V (P) with (vr , vi, vs) ∈ B. Hence for one path Q among Pvi and viP , we obtain thatBs(Q ) contains
at least half the triples in {(u, v, w) ∈ B | vi ∈ {u, v, w} ⊆ {v1, v2, . . . , vi}}, which completes the correctness proof. For
the linear running time, we refer to [11]. 
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3. Algorithmic aspects of induced subbetweennesses of trees
In this section, we consider the following problem.
Induced subbetweenness of a tree
Instance: A finite set V and a setB ⊆ V 3s of strict triples.
Task: Decide whether there is a tree T such thatB = Bs(T ) ∩ V 3s and construct such a tree if possible.
While Subbetweenness of a tree is NP-complete, we show that Induced subbetweenness of a tree can be solved
in polynomial time. The reason for this divergent behaviour is that ‘Yes’-instances of Induced subbetweenness of a
tree necessarily have a lot of structure, which allows to construct a suitable tree and also to give a complete axiomatic
characterization of these instances.
Let V and B ⊆ V 3s be an instance of Induced subbetweenness of a tree. If there is a tree T such that B = Bs(T ) ∩ V 3s ,
then, by Lemma 1, wemay assume that V (T )\V is an independent set of vertices of degree at least 3 in T . Therefore, in order
to (re)construct T , we only need to determine the sets NT (v) for v ∈ V (T ) \ V as well as the edges between the vertices in
V , which can be done using the following lemma.
Lemma 4. Let T be a tree and let V ⊆ V (T ) be such that V (T ) \ V is an independent set of vertices of degree at least 3 in T . Let
B = Bs(T ) ∩ V 3s . Let T denote the set of all sets {u, v, w} ∈

V
3

such that (u, v, w), (u, w, v), (v, u, w) ∉ B and there is no
x ∈ V with (u, x, v) ∈ B ∨ (u, x, w) ∈ B ∨ (v, x, w) ∈ B . Let G be the graph with vertex set T in which two vertices s, t ∈ T
are adjacent exactly if |s ∩ t| = 2.
(i) V (T ) \ V contains a vertex v with neighbourhood N if and only if there is some component C of G with N =t∈V (C) t.
(ii) Two distinct vertices u and v in V are adjacent in T if and only if there is no t ∈ T with u, v ∈ t and there is no x ∈ V with
(u, x, v) ∈ B .
Proof. (i) Let v ∈ V (T ) \ V and let N = NT (v). By construction, all elements of

N
3

belong to one component C of G. If
C ≠

N
3

, then there is some t ∈ C \

N
3

and some s ∈

N
3

with |t ∩ s| = 2. Let t ∩ s = {x, y}. By construction, there
is some vertex v′ ∈ V (T ) \ V that is distinct from v such that x, y ∈ NT (v)∩NT (v′). This implies the existence of a cycle
xvyv′x in T , which is a contradiction. Hence C =

N
3

.
Conversely, let C be a component of G and let N = t∈V (C) t . Let t = {u, v, w} ∈ V (C). Since
(u, v, w), (u, w, v), (v, u, w) ∉ B, the minimal subtree Tt of T that contains u, v, and w is the subdivision of a claw
K1,3 with endvertices u, v, andw. Since there is no x ∈ V with (u, x, v) ∈ B ∨ (u, x, w) ∈ B ∨ (v, x, w) ∈ B, the tree
Tt is in fact isomorphic to K1,3 and the vertex ct of degree 3 in Tt belongs to V (G) \ V . Since T has no cycles, if t, s ∈ T
satisfy |t ∩ s| = 2, then ct = cs. By the definition of G, this implies that all vertices in N are adjacent to the same vertex
c in V (G) \ V , i.e. N ⊆ NT (c). Let y ∈ NT (c). Let t = {u, v, w} ∈ V (C). By construction, {y, u, v} ∈ V (C), which implies
y ∈ N . Therefore, NT (c) ⊆ N . Hence N = NT (c), which completes the proof of (i).
(ii) Let u and v be two distinct vertices in V . Clearly, if uv ∈ E(T ), then there is no t ∈ T with u, v ∈ t and there is no
x ∈ V with (u, x, v) ∈ B. Conversely, if uv ∉ E(T ), then the path P in T between u and v contains at least one internal
vertex. If some internal vertex x of P belongs to V , then (u, x, v) ∈ B. If no internal vertex of P belongs to V , then, since
V (T ) \ V is independent, P contains exactly one internal vertex x ∈ V (T ) \ V . Since x has degree at least 3, there is some
w ∈ NT (x) \ {u, v}. Now {u, v, w} ∈ T , which completes the proof. 
With Lemma 4 at hand, we can now describe an efficient algorithm for Induced subbetweenness of a tree (cf.
Algorithm 2).
Theorem 5. Algorithm 2 correctly solves Induced subbetweenness of a tree in polynomial time. (Since the encoding length of
B ⊆ V 3 is O |V |3, ‘polynomial time’ means a running time polynomially bounded in terms of |V |.)
Proof. The correctness follows from Lemmas 1 and 4. Note that T and G in Lemma 4 are defined using only V and B.
Therefore, by Lemma 4(i) and (ii), the tree T is uniquely determined by V andB up to the naming of the vertices in V (T )\V .
The steps executed by Algorithm 2 during the construction of T correspond exactly to Lemma 4: Lines 4 to 9 correspond to
Lemma 4(i) and lines 10 to 14 correspond to Lemma 4(ii).
Furthermore, note that the task in line 3 can be executed in polynomial time, because it only requires knowledge of B.
The polynomiality is obvious. 
4. Structural aspects of induced subbetweennesses of trees
Our result in this section is the axiomatic characterization of the ‘Yes’-instances of Induced subbetweenness of a tree.
In order to motivate and phrase our result, we recall Burigana’s characterization of strict tree betweennesses [5].
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Input: A finite set V and a setB ⊆ V 3s .
Output: A tree T withB = Bs(T ) ∩ V 3s or the answer ‘‘No’’ if no such tree exists.
1 V (T )← V ;
2 E(T )← ∅;
3 Construct T and G as in Lemma 4;
4 for every component C of G do
5 N ← 
t∈V (C)
t;
6 Let c be a new vertex not in V (T );
7 V (T )← V (T ) ∪ {c};
8 E(T )← E(T ) ∪ {cu | u ∈ N};
9 end
10 for every {u, v} ∈ V2 do
11 if (̸ ∃t ∈ T : u, v ∈ t) ∧ (̸ ∃x ∈ V : (u, x, v) ∈ B) then
12 E(T )← E(T ) ∪ {uv};
13 end
14 end
15 if T is not a tree then
16 return ‘‘No’’;
17 end
18 ConstructBs(T );
19 ifB = Bs(T ) ∩ V 3s then
20 return T ;
21 else
22 return ‘‘No’’;
23 end
Algorithm 2: Algorithm for Induced subbetweenness of a tree.
For someB ⊆ V 3 and u, v, w ∈ V , let N(u, v, w) abbreviate the following assertion
(u ≠ v ≠ w ≠ u) ∧ ((u, v, w), (v,w, u), (w, u, v) ∉ B) .
Burigana proposes the following five axioms and result.
(T1) ∀u, v, w ∈ V : (u, v, w) ∈ B ⇒ (w, v, u) ∈ B
(T2) ∀u, v, w ∈ V : (u, v, w) ∈ B ⇒ (v, u, w) ∉ B
(T3) ∀u, v, w, z ∈ V : (u, v, w), (v,w, z) ∈ B ⇒ (u, w, z) ∈ B
(T4) ∀u, v, w, z ∈ V : (u, v, w), (u, w, z) ∈ B ⇒ (v,w, z) ∈ B
(T5) ∀u, v, w ∈ V : N(u, v, w)⇒ ∃c ∈ V : (u, c, v), (u, c, w), (v, c, w) ∈ B
Theorem 6 (Burigana [5]). Let V be a finite set. If B ⊆ V 3s is a set of strict triples, then there is a tree T such that Bs(T ) = B if
and only if B satisfies (T1), (T2), (T3), (T4), and (T5).
For a short proof and a strengthening of Theorem 6 cf. Chvátal et al. [23].
Obviously, the crucial axiom is (T5), which no longer holds for induced subbetweenness of a tree. We propose the
following two weakenings of (T5) and proceed to our result in this section.
(T15) ∀u, v, w, x ∈ V : (N(u, v, w) ∧ (u, x, v) ∈ B)⇒ ((u, x, w) ∈ B ∨ (v, x, w) ∈ B)
(T25) ∀u, v, w, x ∈ V : (N(u, v, w) ∧ (x, u, v) ∈ B)⇒ (x, u, w) ∈ B
Theorem 7. Let V be a finite set. If B ⊆ V 3s is a set of strict triples, then there is a tree T such that B = Bs(T ) ∩ V 3s if and only
if B satisfies (T1), (T2), (T3), (T4), (T15), and (T
2
5).
Proof. If there is a tree T such that B = Bs(T ) ∩ V 3s , then it is straightforward to verify that B satisfies
(T1), (T2), (T3), (T4), (T15), and (T
2
5), which implies the ‘‘only if’’-part of the statement. For the proof of the ‘‘if’’-part of the
statement, letB ⊆ V 3s satisfy (T1), (T2), (T3), (T4), (T15), and (T25). For u, v, w ∈ V , let N∗(u, v, w) abbreviate the following
assertion
N(u, v, w)∧ ̸ ∃x ∈ V : ((u, x, v) ∈ B ∨ (u, x, w) ∈ B ∨ (v, x, w) ∈ B) .
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Exactly as in Lemma 4, let T =

{u, v, w} ∈

V
3

| N∗(u, v, w)

and let G be the graph with vertex set T in which two
vertices t, s ∈ T are adjacent if and only if |t ∩ s| = 2. Let {C1, . . . , Ck} be the set of components of G. For a subgraph C of G,
let
N(C) =

t∈V (C)
t.
Claim 1. If 1 ≤ i ≤ k and u, v, andw are three distinct elements in N(Ci), then N∗(u, v, w).
Proof of Claim 1. For every non-empty connected subgraph C of Ci, we prove, by induction over |V (C)|, that N∗(u, v, w)
for every three distinct elements u, v, andw in N(C).
If |V (C)| = 1, the desired statement holds by definition.
Now let |V (C)| ≥ 2. Let t ′ = {u′, v′, w′} ∈ V (C) be such that C ′ = G[V (C) \ {t ′}] is connected. Note that, since t ′ has a
neighbour in V (C ′), we obtain, by the construction of G, that |N(C) \ N(C ′)| ≤ 1. Let u, v, and w be three distinct elements
of N(C). If u, v, w ∈ N(C ′), then the desired statement follows by induction. Hence, we may assume that u, v ∈ N(C ′)
and w ∉ N(C ′). Hence w ∈ t ′ and we may assume that w = w′. Note that |N(C) \ N(C ′)| = 1. Since t ′ ∈ T , we have
N∗(u′, v′, w). For contradiction, we assume that N∗(u, v, w) does not hold.
First, we assume that u = u′ and v ≠ v′, i.e. N∗(u, v′, w) and, by induction for C ′, N∗(u, v, v′) hold. If N(u, v, w) does not
hold, then N∗(u, v′, w) and N∗(u, v, v′) imply (v, u, w) ∈ B. By (T25), N∗(u, v′, w) and (v, u, w) ∈ B imply (v, u, v′) ∈ B,
which is a contradiction to N∗(u, v, v′). Hence N(u, v, w). Since N∗(u, v, w) does not hold, N∗(u, v′, w) and N∗(u, v, v′)
imply that there is some x ∈ V with (v, x, w) ∈ B. Now, by (T15), N(u, v, w) and (v, x, w) ∈ B imply (u, x, v) ∈ B or
(u, x, w) ∈ B, which is a contradiction to N∗(u, v, v′) or N∗(u, v′, w).
Next, we assume that u ≠ u′ and v ≠ v′. By the arguments used in the previous case, we obtain thatN∗(u′, v′, w) implies
N∗(u′, v, w), and that N∗(u′, v, w) implies N∗(u, v, w), which completes the proof. 
Let T be the graph with vertex set V (T ) = V ∪ {c1, . . . , ck} where c1, . . . , ck are k distinct elements not contained in V
and edge set
E(T ) = {ciu | (1 ≤ i ≤ k) ∧ (u ∈ N(Ci))} ∪
{uv | (u, v ∈ V ) ∧ (̸ ∃w ∈ V : N(u, v, w)) ∧ (̸ ∃x ∈ V : (u, x, v) ∈ B)} .
Note that, by Claim 1, if u, w ∈ V and c ∈ V (T ) \ V are such that u ≠ w and cu, cw ∈ E(T ), then there is some v ∈ V such
that N∗(u, v, w) and cv ∈ E(T ).
We prove a sequence of claims, which imply that T is a tree andB = Bs(T ) ∩ V 3s .
Claim 2. If u, v ∈ V are such that u ≠ v, uv ∉ E(T ), and there is no x ∈ V with (u, x, v) ∈ B , then there is some w ∈ V such
that N∗(u, v, w).
Proof of Claim 2. Let u and v be as in the statement of the claim. Since uv ∉ E(T ), there is, by the definition of E(T ), some
w ∈ V such that N(u, v, w). We assume thatw is chosen such that
Z(w) = {x ∈ V | (u, x, w) ∈ B ∨ (v, x, w) ∈ B}
has minimum possible cardinality. For contradiction, we assume that N∗(u, v, w) does not hold, i.e. Z(w) is not empty.
Since there is no x ∈ V with (u, x, v) ∈ B, (T1) and (T15) imply the existence of some x ∈ V with (u, x, w), (v, x, w) ∈ B.
If (u, v, x) ∈ B, then, by (T1) and (T3), (v, x, w) ∈ B implies (u, v, w) ∈ B, which is a contradiction. Hence (u, v, x) ∉ B
and, by symmetry, (x, u, v) ∉ B, which implies N(u, v, x). Let y ∈ Z(x). If (u, y, x) ∈ B, then, by (T4), (u, x, w) ∈ B implies
(y, x, w) ∈ B. Now, by (T1) and (T3), (u, y, x) ∈ B and (y, x, w) ∈ B imply (u, y, w) ∈ B, i.e. y ∈ Z(w). Similarly, if
(v, y, x) ∈ B, then (v, y, w) ∈ B, i.e. y ∈ Z(w). Altogether, Z(x) ⊆ Z(w). Since x ∈ Z(w) \ Z(x), we obtain a contradiction
to the choice ofw. 
Claim 3. If P : u1u2 . . . ul is a path in T such that u1, ui, ul ∈ V for some 2 ≤ i ≤ l− 1, then (u1, ui, ul) ∈ B .
Proof of Claim 3. We proof the assertion by induction on the cardinality v(P) of V (P) ∩ V .
First, let v(P) = 3. If l = 3, then, by construction, N(u1, u2, u3) does not hold. Since u1u2, u2u3 ∈ E(T ), this implies, again
by construction, that (u1, u2, u3) ∈ B. If l = 4, then, by (T1), we may assume that u3 ∈ V (T ) \ V . By construction, there is
some component C of G with u2, u4 ∈ N(C). Therefore, by Claim 1, there is some w ∈ V with N∗(u2, u4, w), which implies
(u2, u1, u4) ∉ B. Since u1u2 ∈ E(T ), we obtain that (u1, u4, u2) ∉ B and that N(u1, u2, u4) does not hold. This implies that
(u1, u2, u4) ∈ B. If l = 5, we have u2, u4 ∈ V (T ) \ V . Since u1 and u3 have a common neighbour in V (T ) \ V , we obtain, by
Claim 1, that (u1, u5, u3) ∉ B. Similarly, (u3, u1, u5) ∉ B. For contradiction, we assume (u1, u3, u5) ∉ B, i.e. N(u1, u3, u5).
If (u1, x, u5) ∈ B for some x ∈ V \ {u3}, then, by (T15), (u1, x, u3) ∈ B or (u3, x, u5) ∈ B, which is a contradiction. Hence
N∗(u1, u3, u5) holds. Now the construction of G implies the existence of some component C of G with u1, u3, u5 ∈ N(C),
which implies the contradiction u2 = u4. Since, by construction, V (T ) \ T is an independent set in T , this concludes the case
v(P) = 3.
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Now let v(P) ≥ 4. We may assume that there is some jwith 2 ≤ j ≤ i− 1 such that uj ∈ V . By induction applied to the
subpath of P between u1 and ui, we obtain (u1, uj, ui) ∈ B. Similarly, by induction applied to the subpath of P between uj
and ul, we obtain (uj, ui, ul) ∈ B. Now (T3) implies (u1, ui, ul) ∈ B, which completes the proof of the claim. 
Claim 4. T has no cycle.
Proof of Claim 4. For contradiction, we assume that G contains a cycle D. Since V (T ) \ T is an independent set in T , D
contains at least two elements of V . First we assume that D contains exactly two elements v and w of V . If D : vwcv for
some c ∈ V (T ) \ V , then vw ∈ E(T ) implies that there is no u ∈ V with N(u, v, w), while, by Claim 1, vc, wc ∈ E(T )
imply that there is some u ∈ V with N(u, v, w), which is a contradiction. If D : vc1wc2v for some c1, c2 ∈ V (T ) \ V , then,
by Claim 1, there is exactly one component C of G with {v,w} ⊆ N(C), which implies the contradiction c1 = c2. Hence D
contains at least three elements u, v, and w of V . Applying Claim 3 to the path in D between u and w with v as an internal
vertex implies (u, v, w) ∈ B, and applying Claim 3 to the path in D between u and v with w as an internal vertex implies
(u, w, v) ∈ B, which contradicts (T2). This completes the proof. 
Claim 5. T is connected.
Proof of Claim 5. Since every vertex in V (T ) \ V has a neighbour in V , it suffices to show that all elements of V belong to
the same component of T . For contradiction, we assume that there are two elements u and v of V that belong to different
components of T . We assume that u and v are chosen such that
Z((u, v)) = {x ∈ V | (u, x, v) ∈ B}
has minimum possible cardinality. If Z((u, v)) is not empty, then let x ∈ Z((u, v)). By symmetry, we may assume that
u and x belong to different components of T . If y ∈ Z((u, x)), then (T1), (T3), and (T4) imply (u, y, v) ∈ B. Therefore
Z((u, x)) ⊆ Z((u, v)) \ {x}, which contradicts the choice of u and v. Hence Z((u, v)) is empty. Since uv ∉ E(T ), Claim 2
implies that there is somew ∈ V with N∗(u, v, w). Hence, by construction, u and v have a common neighbour in V (T ) \ V ,
which contradicts our assumption. 
Altogether, we obtain that T is a tree. Hence Bs(T ) ∩ V 3s satisfies (T1), (T2), (T3), (T4), (T15), and (T25). By Claim 3,
Bs(T ) ∩ V 3s ⊆ B. Therefore, the following claim completes the proof.
Claim 6. B ⊆ Bs(T ) ∩ V 3s .
Proof of Claim 6. LetB ′ = Bs(T )∩V 3s . For contradiction, we assume thatB\B ′ is not empty.We choose (u, v, w) ∈ B\B ′
such that the cardinality of
Z((u, v, w)) = {x ∈ V | (u, x, v) ∈ B ∨ (v, x, w) ∈ B}
is minimum possible.
If Z((u, v, w)) is not empty, then, by symmetry, we may assume that there is some x ∈ V with (u, x, v) ∈ B.
By (T3) and (T4), this implies (x, v, w) ∈ B. As before, we obtain that Z((u, x, v)) as well as Z((x, v, w)) are proper
subsets of Z((u, v, w)). By the minimality of |Z((u, v, w))|, this implies (u, x, v), (x, v, w) ∈ B ′. By (T4) for B ′, we obtain
(u, v, w) ∈ B ′, which is a contradiction. Hence Z((u, v, w)) is empty.
By Claim 3, we may assume that uv ∉ E(T ). By Claim 2, there is some y1 ∈ V with N∗(u, v, y1) and hence there is some
c1 ∈ V (T )\V with u, v ∈ NT (c1). Since (u, v, w) ∉ B ′, the existence of c1 implies vw ∉ E(T ). Applying the above argument
again, we obtain that there is some c2 ∈ V (T ) \ V with v,w ∈ NT (c2). Since (u, v, w) ∈ B, Claim 1 implies that c1 and c2
are distinct. Hence uc1vc2w is a path in T and (u, v, w) ∈ B ′, which is a contradiction. 
This concludes the proof of Theorem 7. 
5. Structural aspects of forest betweennesses
In this section, we give an axiomatic characterization of strict forest betweennesses. While the strict forest betweenness
of some forest F clearly satisfies (T1), (T2), (T3), and (T4), the axiom (T5) only holds within the components of F . Since
components of order two do not contribute any triple to the strict forest betweenness of F , we may assume that F has no
such components. Three vertices u, v, andw of F belong to the same component of F but do not lie in a common path if and
only if u and v as well as u and w belong to the same component of F and the minimal subtree T of F that contains u, v,
and w is the subdivision of a claw K1,3 with endvertices u, v, and w. Furthermore, two distinct vertices belong to the same
component of F if and only if there is a path in F of length at least 2 containing both.
For someB ⊆ V 3 and u, v ∈ V , let u∼B v abbreviate the following assertion
(u = v) ∨ (∃x ∈ V : (x, u, v) ∈ B ∨ (u, x, v) ∈ B ∨ (u, v, x) ∈ B) .
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In view of the above observations, strict forest betweennesses satisfy the following modified version of (T5).
(F5) ∀u, v, w ∈ V : (N(u, v, w) ∧ (u∼B v) ∧ (u∼B w))⇒ ∃c ∈ V : (u, c, v), (u, c, w), (v, c, w) ∈ B
We proceed to the result in this section.
Theorem 8. Let V be a finite set. If B ⊆ V 3s is a set of strict triples, then there is a forest F such that Bs(F) = B if and only if B
satisfies (T1), (T2), (T3), (T4), and (F5).
Proof. Since the ‘only if’-part is obvious from the previous remarks, we proceed to the proof of the ‘if’-part. Let B ⊆ V 3s
satisfy (T1), (T2), (T3), (T4), and (F5). By definition and (T1),∼B is reflexive and symmetric.
Claim 7. ∼B is transitive.
Proof of Claim 7. For contradiction, we assume that u, v, andw in V are such that u∼B v and v∼B w but u ≁B w. Clearly,
this implies that u, v, and w are all distinct and hence N(v, u, w). Now, by (F5), there is some c ∈ V with (u, c, w), which
implies the contradiction u∼B w. 
By the claim, ∼B is an equivalence relation. Let V = V1 ∪ V2 ∪ · · · ∪ Vk be the partition of V into the equivalence
classes of ∼B . For 1 ≤ i ≤ k, let Bi = B ∩ (Vi)3s . Note that two distinct elements of V appear together in a triple of
B if and only if they belong to the same equivalence class. Therefore, B = B1 ∪ B2 ∪ · · · ∪ Bk. For 1 ≤ i ≤ k, Bi
satisfies (T1), (T2), (T3), (T4), and (T5). By Theorem 6, for every 1 ≤ i ≤ k, there is a tree Ti with Bs(Ti) = Bi. Clearly,
Bs(T1 ∪ T2 ∪ · · · ∪ Tk) = B1 ∪B2 ∪ · · · ∪Bk = B, which completes the proof. 
We believe that Theorem 8 can be strengthened using the following weaker version of (F5).
(Fw5 ) ∀u, v, w ∈ V : (N(u, v, w) ∧ (∃x ∈ V : (u, x, v) ∈ B) ∧ (∃y ∈ V : (u, y, w) ∈ B)) ⇒ ∃c ∈ V :
(u, c, v), (u, c, w), (v, c, w) ∈ B
Conjecture 9. Let V be a finite set. If B ⊆ V 3s is a set of strict triples, then there is a forest F such that Bs(F) = B if and only if
B satisfies (T1), (T2), (T3), (T4), and (Fw5 ).
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