The modified Hermitian and skew-Hermitian splitting (MHSS) iteration method and preconditioned MHSS (PMHSS) iteration method were introduced respectively. In the paper, on the basis of the MHSS iteration method, we present a PMHSS iteration method for solving large sparse continuous Sylvester equations with non-Hermitian and complex symmetric positive definite/semi-definite matrices. Under suitable conditions, we prove the convergence of the PMHSS iteration method and discuss the spectral properties of the preconditioned matrix. Moreover, to reduce the computing cost, we establish an inexact variant of the PMHSS iteration method and analyze its convergence property in detail. Numerical results show that the PMHSS iteration method and its inexact variant are efficient and robust solvers for this class of continuous Sylvester equations.
Introduction
For solving a class of complex symmetric linear systems (W + iT )x = b, where i = √ −1, W, T ∈ R n×n are real, symmetric, and positive semidefinite matrices with at least one of them, being positive definite, Bai et al. introduced the MHSS iteration method [1] and the PMHSS iteration method [2, 3] , respectively. Moreover, for solving large sparse continuous Sylvester equations with non-Hermitian and positive definite/semidefinite matrices, Bai presented a Hermitian and skew-Hermitian splitting (HSS) iteration method [4, 5] . For more details about the HSS iteration method and theory, we refer to [5] [6] [7] [8] [9] [10] [11] and the references therein. According to the HSS iteration method, Zhou et al. proposed a MHSS iteration method for solving large sparse continuous Sylvester equations with non-Hermitian and complex symmetric positive definite/semidefinite matrices [12] . Recently, a MHSS iteration method was also presented for solving the complex linear matrix equation AXB = C [13, 14] .
In the paper, we consider the iteration solution of the following continuous Sylvester equation
where A ∈ C m×m , B ∈ C n×n and F ∈ C m×n are given complex matrices. Assume that A, B and F are large and sparse matrices. Let A = W + iT and B = U + iV , where W, T ∈ R m×m , U, V ∈ R n×n are real symmetric matrices, with W being positive definite and T, U, V positive semi-definite. We assume T = 0, which implies that A is non-Hermitian. The continuous 601 Sylvester equation with A = W + iT and B = U + iV may arise from numerical solutions of PDEs with complex coefficients [1, 2] . A Lyapunov equation is a special case of the Sylvester equations, where B = A * and F = F * . It is well known that the continuous Sylvester equation (1.1) has a unique solution, under the assumes that there is no common eigenvalue between A and −B [4] . The continuous Sylvester equation (1.1) is mathematically equivalent to the system of linear equations Ax = f, (1.2) where A = I ⊗ A + B T ⊗ I, and the vector x and f contain the concatenated columns of the matrices X and F , respectively, with ⊗ being the Kronecker product symbol and B T representing the transpose of the matrix B.
The matrix equation (1.1) plays an important role in numerical methods for differential equations with complex coefficients [1, 2, 4] , iterative methods for algebraic Riccati equations [15] [16] [17] , matrix nearness problem [18] , image restoration [19] and other problems; see [4, 12, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] and the references therein. Recent interest is directed more towards large and sparse matrices A and B, and F = CD * with very low rank, where C and D have only a few columns [32] . In these cases, the standard methods are often too expensive to be practical, and iterative methods become more viable choices [14, 25] . The standard direct method for solving (1.1) is due to Bartels and Stewart [26] . However, this method requires dense matrix operations such as the Schur decomposition; thus is not applicable in large-scale settings. For large-scale settings, iterative methods have been developed that take advantage of the sparsity and the low-rank structure. The two most common ones are the Alternating Direction Implicit (ADI) method [25, 30, 32] and the (rational) Krylov projection methods [28] . Advantages of Krylov subspace based algorithms over ADI iterations are that no knowledge about the spectra of A and B is needed and (except for [27] ) no linear systems of equations with (shifted) A and B have to be solved. But ADI iterations often enable faster convergence if (sub) optimal shifts to A and B can be effectively estimated [25] . Recently, Ding and Chen proposed a few simple iterative schemes, namely, Gradient based iterative (GI) algorithms, for matrix equations [29] (and others therein). The schemes, resembling the classical Jacobi and Gaussian iterations for linear systems, are easy to implement and cost little per step but converge linearly at the best [25, 29, 33, 34] .
In the paper, we mainly conduct the idea of the HSS based iteration method to solve the continuous Sylvester equation (1.1), see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] 17, [19] [20] [21] [22] [23] [33] [34] [35] and references therein. Bai, Golub and Ng in [5] firstly proposed the Hermitian and skew-Hermitian splitting (HSS) method for non-Hermitian positive-definite linear systems. Because of the effectiveness and robustness of the HSS method, it is extensively studied and extended to other equations and conditions, see e.g. [6] [7] [8] [9] and references therein. A considerable advantage of the MHSS iteration [1, 12] consists in the fact that the solutions of the shifted skew-Hermitian sub-system of the continuous Sylvester equation with coefficient matrices αI +iT and βI +iV are avoided and only two linear sub-systems with real and symmetric positive definite coefficient matrices need to be solved at each step [1, 12] . Therefore, operations on these matrices can be carried out using real arithmetic only. To the best of our knowledge, there are not a preconditioned MHSS iteration to solve the continuous Sylvester equation (1.1) [2, 9, 36, 37] . Motivated by this, we further propose and analyze a new iteration approach called PMHSS for solving the continuous Sylvester equation (1.1).
The rest of this paper is organized as follows. In Section 2, after a brief introduction of the Smith method [17, 38] , the MHSS iteration method [1, 12, 13] , we present a PMHSS iteration approach for (1.1) and derive some convergence properties of the PMHSS iteration. In Section 3, we further study the spectral properties of the PMHSS iteration under proper conditions. We establish an inexact PMHSS (IPMHSS) iteration for (1.1) in Section 4. In Section 5, the results of numerical experiments on a few model problems are discussed. In Appendix, we give the proof of the Theorem 4.1.
Notation. Throughout this paper, a matrix sequence {Y (k) } k=∞ k=0 ⊆ C m×n is said to be convergent to a matrix Y ∈ C m×n if the corresponding vector sequence {y (k) } k=∞ k=0 ⊆ C mn is convergent to the corresponding vector y ∈ C mn , where the vectors y (k) and y contain the concatenated columns of the matrices Y (k) and Y , respectively. If
is convergent, then its convergence factor and convergence rate are defined as those of {y (k) } k=∞ k=0 , correspondingly. In addition, we use λ(·) (sp(·)), κ 2 (·), · 2 , · F and null(·) to denote the spectrum, the spectral condition number, the spectral norm, the Frobenius norm, and the null space of the matrix, respectively. Note that · 2 is also used to represent the 2-norm of a vector. We use vecA and ρ(·) to mean the vector obtained by stacking the columns of a given matrix A and the spectral radius of the corresponding matrix respectively.
The PMHSS Iteration
Let us start our discussion by first reviewing the Smith's method [17, 38] for finding or approximating the solution X to XA + BX = C, where X is an unknown m × n matrix and A, B, C are known matrices of types n × n, m × m, m × n, respectively. If E is the unit m × m matrix, I is the unit n × n matrix and q is a nonzero scalar, then XA + BX = C can be written as
Premultiply by (qE − B) −1 and postmultiply by (qI + A) −1 to get
where U = (qE −B) −1 (qE +B), V = (qI +A)(qI −A) −1 and W = −2q(qE −B) −1 C(qI −A) −1 . By inspection, the Smith iteration method for XA + BX = C is defined by:
Smith then observed that this linearly convergent sequence could be converted to a quadratically convergent sequence by squaring iteration step. If {Y v } is the sequence of matrices defined iteratively by
v , then it follows by induction that
for all v. From (2.1) and (2.2), we see that Y v → X very rapidly as v → ∞ [17, 38] . One of the methods to solve (1.1) is the HSS based methods which were proposed in [4, 6-8, 12, 20, 22] . For more details on HSS methods, we refer to [1, 2, 4, 5, 10, 12, 13, 21, 23] and the references therein. Evidently, the matrices A = W + iT ∈ C m×m and B = U + iV ∈ C n×n naturally admit the Hermitian and skew-Hermitian splittings
2 (B − B * ) = iV respectively. Now, based on the above discussion, we can establish the following PMHSS iteration approach for solving (1.1).
The PMHSS iteration method. Given an initial vector X (0) ∈ C m×n , compute X (k+1) ∈ C m×n for k = 0, 1, 2, . . ., using the following iteration procedure until {X (k) } ∞ k=0 satisfies the stopping criterion:
where α, β be positive real numbers, V 1 and V 2 be prescribed symmetric positive definite matrices.
The two half-steps involved in each step of the PMHSS iteration can be solved effectively using mostly real arithmetic [2] . Under the assumptions, we can easily know that there is no common eigenvalue between the matrices αV 1 + W and −(βV 2 + U ), as well as between the matrices αV 1 + T and −(βV 2 + V ), so the fixed-point matrix equations (2.3) have unique solutions for all given right-hand side matrices. Clearly, the PMHSS iteration approach reduces to MHSS iteration method [12] , when V 1 = I m , V 2 = I n , the identity matrices of order m and n respectively. In particular, when α = β, we have
After vectorization, we obtain
where 6) where
In addition, if we introduce matrices
then it holds that
In particular, when
And the PMHSS iteration scheme is now induced by the matrix splitting
with
In this paper, we mainly focus on PMHSS iteration approach (2.4). To prove that the PMHSS iteration converges to the unique solution of (1.1) for any initial guess, performing the vec operation on the (2.4), we get
which can be arranged equivalently as
After some operations, the PMHSS iteration (2.4) can be easily expressed by the following stationary fixed-point iteration:
where M (α) and G(α) are defined in (2.5) and (2.6). We can easily verify that K, H are symmetric positive definite matrices and D is a symmetric positive semi-definite matrix. Note
Therefore, the PMHSS iteration method converges unconditionally to the exact solution X * ∈ C m×n of (1.1), with the convergence factor being ρ(M (α)). And the PMHSS iteration method (2.4) converges unconditionally to the exact solution x * ∈ C mn of the system of linear equations Ax = f , i.e. (1.2). In particular, for the choicẽ
withλ min andλ min being the smallest and the largest eigenvalues of the matrix
Evidently, the smaller the condition number of the matrix K −1 H is, the faster the asymptotic convergence rate of the PMHSS iteration will be. However, the practical usefulness of such estimates is questionable. First of all, the estimated value of α usually depends on spectral information that may not be accessible. Secondly, the upper bound on σ(α) does not always result in the best choice ofα when the stationary iteration is accelerated. The iteration parameterα only minimizes the upper bound σ(α) of the PMHSS iteration matrix spectral radius ρ(M (α)), but not ρ(M (α)) itself which minimizes the spectral radius.
Moreover, when
Note that this upper bound is a constant independent of both data and size of the problem. It implies that when F 1 (α) defined in (2.7) is used to precondition the matrix A ∈ C mn×mn , the eigenvalues of the preconditioned matrix F 1 (α) −1 A are clustered within the complex disk centered at 1 with radius
2 . For the above-mentioned special case, we can further prove the convergence of the PMHSS iteration method under weaker conditions without imposing the restriction that the matrix W ∈ R m×m is positive definite [2] . By making use of Theorem 3.2 in [2] , we can demonstrate the following convergence theorem about the PMHSS iteration method for solving (1.1) [2, 3, 12] . 
where V 1 ∈ R m×m and V 2 ∈ R n×n are prescribed symmetric positive definite matrices and represent by M (α) = (αK + D)
. Then the following statements holds true: (i) A is nonsingular if and only if null(H) null(D)
i.e., the PMHSS iteration converges unconditionally to the unique solution of (1.1) for any initial guess.
Proof. Note that the matrix H is nonsingular if and only if the matrixĤ = (1 − i)H is nonsingular. Evidently,Ĥ = (H + D) − i(H − D), with its Hermitian part being given by H + D. Hence, when both matrices H and D are symmetric positive semi-definite, we know thatĤ is nonsingular if and only if null(H) null(D) = {0}. This shows the validity of (i).
We now turn to the proof of (ii). For all α > 0, H and D being symmetric positive semi-definite matrices and null(H) null(D) = {0} readily imply that the matrix αH + D is symmetric positive definite. Therefore, by straightforward computations we have
It easily follows from
The spectral properties of the preconditioning matrix F (α) are established in the following theorem.
The Spectral Properties of the Preconditioned Matrix
For the above-mentioned convergence properties, we can further study the spectral properties of the PMHSS iteration [2, 3] under proper conditions. This result is stated in the following theorem. 
and the corresponding eigenvectors are given by
Therefore, it holds that
Proof. Define matrices
Then it holds that
T . Here and in the sequel, (·) T denotes the transpose of a real matrix or vector. By straightforward computations we have
Hence, the eigenvalues of the matrix F 1 (α) −1 A are given by
and the corresponding eigenvectors are given by x
and Q (α) ∈ R mn×mn are orthogonal, we can obtain
It then follows that
This completes the proof of the theorem.
Remark 3.1. The previous result requires some comments. Because of the non-uniqueness of the eigenvectors, the condition number κ 2 (X (α) ) of the eigenvector matrix is also not uniquely defined. One possibility is to replace it with the infimum over all possible choices of the eigenvector matrix X (α) . However, this quantity is not easily computable. As an approximation, we will use instead the condition number of the matrix formed with the normalized eigenvectors returned by the eig function in Matlab. When the eigenvectors are normalized in the 2-norm,
leading to
In the special case when the coefficient matrix A = H + iD ∈ C mn×mn is normal, we can easily see that the PMHSS-preconditioned matrix F 1 (α) −1 A is also normal. In this case the condition number of the normalized eigenvector matrixX (α) is of course exactly equal to one [2] . This property is formally stated in the following theorem. Proof. Because U V = V U, W T = T W , we can validate that A = H + iD ∈ C mn×mn is normal, the matrices H, D ∈ R mn×mn commute, i.e., it holds that HD = DH. Hence, there exists an orthogonal matrix Q ∈ R mn×mn such that H = QΩQ T and D = QΓQ T , where Ω = diag(ω 1 , · · · , ω n ) and Γ = diag(γ 1 , · · · , γ n ) are diagonal matrices with ω j , γ j ≥ 0, j = 1, · · · , n. It follows that
with Ξ (α) = (αΩ + Γ) −1 (Ω − αΓ). Therefore, the eigenvectors of the matrix Z (α) are given by the columns of the orthogonal matrix Q ∈ R mn×mn , say, q 1 , q 2 , · · · , q n , which are independent of the positive parameter α. In addition, by straightforward computations we find
where e j denotes the j−th unit vector in R mn . Therefore, it holds that D (α) = (αΩ + Γ)
and
which immediately results in κ 2 (X (α) ) = 1. (1) , formed by its eigenvectors, satisfying κ 2 (X (1) ) = κ 2 (H + D). Hence, the preconditioned Krylov subspace iteration methods, when employed to solve the complex symmetric linear system (1.2), can be expected to converge rapidly, at least when κ 2 (H + D) is not too large. As the previous theorem shows, this is guaranteed in the normal case. This in turn indicates that the iteration (2.4) can be expected to converge rapidly when α = 1. Remark 3.3. (see [4] ) In some situations, it is not suitable to apply the PMHSS iteration method to the expanded standard linear system (1.2) directly to obtain an approximate solution to the continuous Sylvester equation (1.1) due to the following reasons. In the first place, we only need to treat with matrices of orders m or n, but for the expanded linear system (1.2) we need to treat with matrix of order m × n; in the second place, linear system (1.2) may not inherit some useful properties of the matrices A and B; thirdly, a solution matrix X * , reconstructed from a solution vector x obtained from solving the expanded linear system (1.2), may loss certain important and useful properties possessed by the original solution matrix X * of the continuous Sylvester equation (1.1). For more details, we refer to Bai's paper [4] .
The Inexact PMHSS Iteration
In the process of the PMHSS for (1.1), the two half-steps comprising each iteration require the 'exact' solution of two Sylvester equations. However, this may be very costly and impractical in actual implementations, particularly when the sizes of the matrices involved are very large. To further improve the computational efficiency of the PMHSS iteration approach, we can solve the two sub-problems (2.4) inexactly by utilizing certain effective iteration methods, e.g., the Smith's method [17, 38] , the (block) SOR [31] , the ADI [25, 32] or the Krylov subspace methods [28] ; see [4, 25] ad references therein. Its convergence can be established in an analogous fashion to that of the inexact MHSS (IMHSS) iteration method, by making use of Theorem 3.1 in [12] .
The inexact PMHSS iteration method.
Given an initial guess
1. Approximate the solution of
is such that the residual
and then compute X (k+
2. Approximate the solution of
and then compute
Theorem 4.1. Let the conditions of Theorem 2.1 be satisfied. If
where
where R (k+ 
is the exact solution of the continuous Sylvester equation, then it holds that
The proof is similar to Theorem 3.1 in [12] with technical modifications. See Appendix. The conclusion is according to the HSS iteration method and theory [4, 5] . We remark that if (2.4) can be solved exactly in some applications, the corresponding quantities {ε k } and {η k } and, hence, ε max and η max , can be set to be zero. It then follows that the convergence rate of the IPMHSS iteration reduces to the same as that of the PMHSS iteration. In general, Theorem 2.1 shows that in order to guarantee the convergence of the IPMHSS iteration, it is not necessary for {ε k } and {η k } to approach to zero as k is increasing [4, 5, 10] . All we need is that the condition (4.3) is satisfied. Therefore, in actual applications, we need to choose the inner iteration tolerances {ε k } and {η k } so that the computational complexity of IPMHSS iteration method is minimized and the original convergence rate of the PMHSS iteration is asymptotically recovered. The following theorem presents one possible way of choosing the tolerances {ǫ k } and {η k } such that the original convergence rate of the two-step splitting iterative scheme can be asymptotically recovered. 
where c 1 and c 2 are positive constants. Then it holds that
and δ are defined by
In particular, we have
i.e., the convergence rate of the IPMHSS iteration method is asymptotically the same as that of the PMHSS iteration method.
Proof. The conclusion is straightforward according to Theorem 3.2 in [4, 12] or Theorem 3.3 in [5] . See also [10, 20, 21] .
Of course, besides (4.4) there may be other rules for which {ε k } and {η k } approach to zero and the asymptotic convergence factor of the IPMHSS iteration tends to that of the PMHSS iteration [4, 5, 10] .
Numerical Examples
In this section, we use several examples to further examine the effectiveness and show the advantage of the PMHSS and IPMHSS methods over the HSS, IHSS [4, 5, 10] , MHSS and IMHSS methods [1, 2, 12] , as well as the SOR method [31] . In all the test problems discussed in this section, all runs are performed in MATLAB 2014a on an Intel Core i5 (4G RAM) Windows 7 system. All iterations in this section are started from a zero matrix and terminated when the current iterate satisfies R (k)
B is the residual of the k−th HSS based iterate. The continuous Sylvester equations are solved by the HSS, IHSS [4, 5, 10] , MHSS, IMHSS [1, 12] , PMHSS, IPMHSS and SOR [31] methods. We also solve the continuous Sylvester equation (1.1) through employing the HSS [4, 5] , MHSS [1, 12] , PMHSS iteration methods [2, 3] to the standard system of linear equations (1.2). The number of iteration steps ('IT'), the computing time in seconds ('CPU') and the experimentally found optimal parameter α exp (with β exp = α exp ) are listed in tables. For IHSS, IMHSS and IPMHSS iterations, we report the number of first half steps of inner iterations (denoted by 'IT-1iner'), the number of second half steps of inner iterations (denoted by 'IT-2iner'). In the tables, '-' means that the computing time in seconds is larger than 1504.8s. In particular, we set the iteration parameter α exp to be 1, because we see that the iteration counts and CPU time for the matrix form of the PMHSS iteration are almost identical to those obtained with the experimentally found optimal parameter α exp . In the IHSS, IMHSS and IPMHSS iteration methods, we set ǫ k = η k = 0.01, k = 0, 1, 2, · · · , and use the Smith's method [17, 38] as the inner iteration scheme. In the PMHSS and IPMHSS iteration methods for the continuous Sylvester equation (1.1), we choose V 1 = W and V 2 = U .
Example 5.1. (See [35] ) Let us consider the following complex Helmholtz equation
where σ 1 are real coefficient functions, and u satisfies Dirichlet boundary conditions in D = In addition, we set σ 1 = 100, σ 2 = 1 and the right-hand side vector b to be b = (1 + i)A1, with 1 being the vector of all entries equal to 1. As before, we normalize the system by multiplying both sides by h 2 . The Sylvester equation form corresponding to (5.1) is
where F is reconstructed from b.
In the vector form of the PMHSS iteration method, we choose H + σ 1 I as the corresponding prescribed symmetric positive definite matrix. The experimentally found optimal parameters α exp , β exp and numerical results for Example 5.1 are listed in Table 5 .1. By comparing the results in Table 5 .1, we see that the matrix form of the PMHSS iteration approach is more effective than its vector form, as it requires much less computing time. This phenomenon exists for the HSS and MHSS methods. We also observe that the matrix form of IHSS, IMHSS and IPMHSS methods outperforms the matrix form of HSS, MHSS and PMHSS methods. 
In our tests we take τ = h. In the vector form of the PMHSS iteration method, we choose K + Table 5 .2, we observe that the matrix form of the HSS, MHSS and PMHSS iterations is more effective than its vector form, respectively, as it requires less computing time. Moreover, the matrix form of the PMHSS iteration can solve much larger problems than its vector form. In Table 5 .3, we give the numerical results of the IHSS, IMHSS, IPMHSS and SOR methods. The IPMHSS method performs better numerical behavior than the IMHSS and IHSS methods. We find that the IPMHSS method cost less computing time than the SOR iteration method when the problem size m becomes large. Evidently, the computing time can be significantly reduced by the IHSS, IMHSS and IPMHSS methods. where θ = A(αK + D) −1 2 . We immediately deduce that
Taking norms on both sides of the identities (6.6), we have 
for k = 0, 1, · · · . This is exactly the estimate what we were deriving.
