Fix an algebraically closed field F and an integer d ≥ 3. Let V be a vector space over F with dimension d + 1. A Leonard pair on V is an ordered pair of diagonalizable linear transformations A : V → V and A * : V → V , each acting in an irreducible tridiagonal fashion on an eigenbasis for the other one. Let
Introduction
Throughout the paper F denotes an algebraically closed field.
We begin by recalling the notion of a Leonard pair. We use the following terms. A square matrix is said to be tridiagonal whenever each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. A tridiagonal matrix is said to be irreducible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
For the rest of this section, fix an integer d ≥ 0 and a vector space V over F with dimension d + 1. Consider a Leonard pair A, A * on V . By [5, Lemma 1.3] each of A, A * has mutually distinct d + 1 eigenvalues. Let {θ i } d i=0 (resp. {θ * i } d i=0 ) be an ordering of the eigenvalues of A (resp. A * ), and let {V i } d i=0 (resp. {V * i } d i=0 ) be the corresponding eigenspaces. For 0 ≤ i ≤ d define a linear transformation E i : V → V such that (E i −I)V i = 0 and E i V j = 0 for j = i (0 ≤ j ≤ d). Here I denotes the identity. We call E i the primitive idempotent of A associated with θ i . The primitive idempotent E * i of A * associated with θ * i is similarly defined. For 0 ≤ i ≤ d pick a nonzero v i ∈ V i . We say the ordering
is standard whenever the basis {v i } d i=0 satisfies Definition 1.1(ii). A standard ordering of the primitive idempotents of A * is similarly defined. For a standard ordering {E i } d i=0 , the ordering {E d−i } d i=0 is also standard and no further ordering is standard. Similar result applies to a standard ordering of the primitive idempotents of A * . where A, A * is a Leonard pair on V , and
) is a standard ordering of the primitive idempotents of A (resp. A * ). We call d the diameter of Φ. We say Φ is over F.
We recall the notion of an isomorphism of Leonard systems. Consider a Leonard system Φ = (A,
) on V and a Leonard system Φ ′ = (A ′ ,
) on a vector space V ′ with dimension d + 1. By an isomorphism of Leonard systems from Φ to Φ ′ we mean a linear bijection σ : V → V ′ such that σA = A ′ σ, σA * = A * ′ σ, and
Leonard systems Φ and Φ ′ are said to be isomorphic whenever there exists an isomorphism of Leonard systems from Φ to Φ ′ .
We recall the parameter array of a Leonard system.
) be a Leonard system over F. By the parameter array of Φ we mean the sequence
where θ i is the eigenvalue of A associated with E i , θ * i is the eigenvalue of A * associate with E * i , and
where tr means trace. In the above expressions, the denominators are nonzero by [ 
are equal and independent of i for
Definition 1.7 By a parameter array over F we mean a sequence (1) consisting of scalars taken from F that satisfy conditions (i)-(v) in Lemma 1.6.
) be a Leonard system over F with diameter d ≥ 3. Let (1) be the parameter array of Φ. By the fundamental parameter of Φ we mean one less than the common value of (2).
) be a Leonard system over F with parameter array (1). In [1] we considered the end-parameters:
We proved that a Leonard system with diameter d ≥ 3 is determined up to isomorphism by its fundamental parameter and its end-parameters (see Lemma 6.1) . In the present paper we consider another set of parameters.
) the principal sequence (resp. dual principal sequence) of Φ.
The principal sequence and the dual principal sequence have the following geometric interpretation. For 0 
) be a Leonard system over F with parameter array (1) .
) be the principal sequence (resp. dual principal sequence) of Φ. We consider the end-entries:
The end-entries are algebraically dependent:
In ( In Appendix A, we display formulas that represent the parameter array in terms of the fundamental parameter and the end-entries. In our proof of Theorem 1.12, we construct infinitely many Leonard systems that has the same fundamental parameter and the same end-entries as Φ. The condition (ii) β = 0 and Char(F) = 2.
By Theorems 1.11, 1.12 and Proposition 1.13 we obtain: (ii) β = ±2 and Char(F) = 2.
The paper is organized as follows. In Section 2 we recall the action of the dihedral group D 4 on the set of all Leonard systems. In Section 3 we collect some formulas concerning end-entries. In Section 4 we prove Proposition 1.10. In Section 5 we recall the notion of the type of a Leonard system. In Section 6 we recall some results from [1] , and prove Proposition 1.13. In Section 7 we prove Theorem 1.11. In Section 8 we prove a lemma for later use. In Sections 9 and 10 we prove Theorem 1.12.
The D 4 action
For a Leonard system Φ = (A,
) over F, each of the following is a Leonard system over F:
). Viewing * , ↓, ⇓ as permutations on the set of all Leonard systems,
The group generated by symbols * , ↓, ⇓ subject to the relations (4) is the dihedral group D 4 . We recall D 4 is the group of symmetries of a square, and has 8 elements. For an element g ∈ D 4 , and for an object f associated with Φ, let f g denote the corresponding object associated with Φ g −1 . The D 4 action affects the parameter array as follows:
. Let Φ be a Leonard system over F with parameter array
Lemma 2.2 Let Φ be a Leonard system over F with principal sequence {a i } d i=0 and dual principal sequence {a
Proof. Immediate from Definition 1.9. ✷
The end-entries
In this section we recall some formulas concerning the end-entries.
) be a Leonard system over F with parameter array
) be the principal sequence (resp. dual principal sequence) of Φ. 
Note 3.2 In Lemma 3.1, the eight equations are obtained from one of them by applying
The following lemmas are well-known. We give a short proof based on Lemma 3.1 for convenience of the reader.
Lemma 3.3 With the above notation,
Proof. Follows from Lemma 1.6(ii) and Lemma 3.1. ✷
Lemma 3.4 With the above notation,
Proof. Follows from Lemma 3.1. ✷ Lemma 3.5 With the above notation,
Proof. The equation on the left in (11) is obtained from the equations on the left in (7) and (8) . The remaining equations can be obtained in a similar way. ✷ Note 3.6 Lemma 3.5 can be obtained also from Lemma 1.6(iii), (iv).
Lemma 3.7 With the above notation,
Proof. Follows from Lemma 3.5 and Lemma 1.6(i). ✷ Lemma 3.8 With the above notation,
Proof. Use Lemmas 3.1 and 3.5. ✷ Lemma 3.9 With the above notation,
Proof. Follows from Lemma 3.8. ✷
Proof of Proposition 1.10
In this section we prove Proposition 1.10.
) be the principal sequence (resp. dual principal sequence) of Φ.
Proof of Proposition 1.10. In (3), all the denominators are nonzero by Lemma 3.3. Using Lemma 3.4 one checks that each side of (3) is equal to
Viewing (13) as a linear equation in a 0 , the coefficient of a 0 is
Using Lemma 3.8 one checks that the above coefficient is equal to
This is nonzero by Lemma 1.6(i), (ii) and Lemma 3.7. So one can solve (13) 
The type of a Leonard system
In this section we recall the type of a Leonard system. Let Φ be a Leonard system over F with diameter d ≥ 3. Let β be the fundamental parameter of Φ, and pick a nonzero q ∈ F such that β = q + q −1 . 
The end-parameters
In this section, we first recall some results from [1] . We then prove Proposition 1.13. Fix an integer d ≥ 3. Let Φ be a Leonard system over F with diameter d that has parameter array (
). Consider the end-parameters: We recall a relation between the end-parameters and the fundamental parameter. 
is as follows:
Lemma 6.3 With reference to Lemma 6.2, the following (i) and (ii) are equivalent: (ii) β = 0 and Char(F) = 2. Fix an integer d ≥ 3. Let Φ be a Leonard system over F with diameter d that has parameter array (
) be the principal sequence (resp. dual principal sequence) of Φ. Let the scalar Ω be from (14).
Lemma 7.1 With the above notation,
Proof. Routine verification using Lemma 3.8. ✷
Lemma 7.2 With the above notation, the following (i)-(ii) are equivalent:
(i) ∆ = 0.
(
Proof. Follows from (16) and Lemma 1.6(i), (ii). ✷
Consider the following expressions:
Lemma 7.3 With the above notation,
,
Lemma 7.4 With the above notation,
Proof. Follows from (14), (16) and Lemma 7.3. ✷ Lemma 7.5 With the above notation, assume ∆ = 0. Then 2 Ω is determined by the fundamental parameter β. By these comments, the end-parameters are determined by the end-entries and β. Now the result follows by Lemma 6.1. ✷
A lemma
Fix an integer d ≥ 3. Let Φ be a Leonard system over F with diameter d that has parameter array (
Proof. Let the scalar ∆ be from (15). By Lemma 7.2 ∆ = 0, and (17) follows. Line (18) is obtained from (17) by applying * . Combining (3) and (17),
By this and (18) we get (19). By (17) minus (19),
Applying * to this, we obtain (20). ✷ 9 Proof of Theorem 1.12; part 1
In this and the next section we prove Theorem 1.12. Fix an integer d ≥ 3. Let Φ be a Leonard system over F with diameter d, and let (
) be the parameter array of Φ. Let β be the fundamental parameter of Φ, and pick a nonzero q ∈ F such that β = q + q −1 . Let For a nonzero scalar ζ ∈ F we define a sequencẽ
Now for 0
and for 1 ≤ i ≤ d definẽ
We have definedp(ζ). We prove the following result:
Proposition 9.1 The sequencep(ζ) is a parameter array over F for infinitely many values of ζ. Assumep(ζ) is the parameter array of a Leonard systemΦ(ζ). ThenΦ(ζ) has the same fundamental parameter and the same end-entries as Φ.
The following three lemmas can be routinely verified. 
Lemma 9.2 We havẽ
Next assume q i+j−1 = −1. Then by (30),θ i (ζ) −θ j (ζ) is a polynomial in ζ with degree 1. The result follows.
(ii): Similar to the proof of (i). ✷ Lemma 9. 6 We havẽ
Proof. Routine verification using
Proof. By (30),
Simplify this using q d−1 = −1 to find
Now one routinely verifies (32)
. ✷
Proof. Follows from (21), (22) and
Proof. Follows from (25), (26) and
Proof. Routine verification using Lemmas 9.3 and 9.6-9.9. ✷ (ii): Similar to the proof of (i). ✷ Lemma 9.12 The sequencep(ζ) is a parameter array over F for infinitely many values of ζ.
Proof. We verify conditions (i)-(v) in Lemma 1.6. Conditions (iii) and (iv) are satisfied by Lemma 9.10. Condition (v) is satisfied by Lemma 9.4. Note that F has infinitely many elements since F is algebraically closed. By this and Lemmas 9.5, 9.11, conditions (i) and (ii) are satisfied for infinitely many values of ζ. The result follows. ✷ Lemma 9.13 We havẽ
Proof. Follows from Lemma 9.6 using (17)-(19). ✷
Lemma 9.14 Assumep(ζ) is a parameter array of a Leonard systemΦ(ζ). Let {ã
Proof. Applying Lemma 3.9 toΦ(ζ) and using Lemma 9.2,
In this equation, eliminateφ 1 (ζ) andφ 1 (ζ) using Lemma 9.6 to getã 0 (ζ) = a 0 . The remaining three equations are obtained in a similar way using Lemmas 9.6 and 9.13. ✷ Proof of Proposition 9.1. By Lemma 9.12p(ζ) is a parameter array over F for infinitely many values of ζ. Assumep(ζ) is the parameter array of a Leonard systemΦ(ζ). By Lemma 9.4Φ(ζ) has the same fundamental parameter as Φ. By Lemmas 9.2 and 9.14Φ(ζ) has the same end-entries as Φ. ✷
Proof of Theorem 1.12; case (i). Follows from Proposition 9.1 and Lemmas 1.5, 1.6. ✷
In this section we prove Theorem 1.12 for Case (ii). Let Φ be a Leonard system of type IV. By Lemma 5.2(v) Φ has diameter d = 3. Note that Char(F) = 2. Let (
) be the parameter array of Φ. Let {a i } 3 i=0 (resp. {a * i } 3 i=0 ) be the principal sequence (resp. duall principal sequence) of Φ.
For a nonzero scalar ζ ∈ F we define a sequencẽ
as follows. Definẽ
and defineφ
Proposition 10.1 The sequencep(ζ) is the parameter array over F for infinitely many values of ζ. Assumep(ζ) is the parameter array of a Leonard systemΦ(ζ). ThenΦ(ζ) has the same fundamental parameter and the same end-entries as Φ.
The following three lemmas can be routinely verified.
Lemma 10.2 We havẽ
θ 0 (ζ) −θ 1 (ζ) = ζ a * 0 − θ * 0 ,θ 0 (ζ) −θ 2 (ζ) = θ 0 − θ 3 + ζ a * 0 − θ * 0 , θ 0 (ζ) −θ 3 (ζ) = θ 0 − θ 3 ,θ 1 (ζ) −θ 2 (ζ) = θ 0 − θ 3 , θ 1 (ζ) −θ 3 (ζ) = θ 0 − θ 3 + ζ a * 0 − θ * 0 ,θ 2 (ζ) −θ 3 (ζ) = ζ a * 0 − θ * 0 , θ * 0 (ζ) −θ * 1 (ζ) = ζ a 0 − θ 0 ,θ * 0 (ζ) −θ * 2 (ζ) = θ * 0 − θ * 3 + ζ a 0 − θ 0 , θ * 0 (ζ) −θ * 3 (ζ) = θ * 0 − θ * 3 ,θ * 1 (ζ) −θ * 2 (ζ) = θ * 0 − θ * 3 , θ * 1 (ζ) −θ * 3 (ζ) = θ * 0 − θ * 3 + ζ a 0 − θ 0 ,θ * 2 (ζ) −θ * 3 (ζ) = ζ a 0 − θ 0 .
Lemma 10.3 Each of the expressions
.
Lemma 10. 4 We have
Lemma 10.5 For 1 ≤ i ≤ 3 (resp. {ã * i (ζ)} 3 i=0 ) be the principal sequence (resp. dual principal sequence) ofΦ(ζ). Theñ
Proof. Similar to the proof of Lemma 9.14. 
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Appendix A
Let Φ be a Leonard system over F with diameter d ≥ 3. Let
be the parameter array of Φ, and let β be the fundamental parameter of Φ. Let
) be the principal parameter (resp. dual principal parameter) of Φ. Let the scalar ∆ be from (15):
Note that ∆ = 0 by Lemma 7.2. By Proposition 1.13 the type of Φ is one of I, II, III + , III − . For each type, we display formulas that represent the parameter array in terms of β and the end-entries.
Type I.
Pick a nonzero q ∈ F such that β = q + q −1 .
For 0 ≤ i ≤ d define 
Type II.
For 0 ≤ i ≤ d define
where
and for 1 ≤ i ≤ d
Type III + .
if i is odd,
Type III − .
Then for 0 ≤ i ≤ d
