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Abstract
A monic polynomial in Fq[t] of degree n over a finite field Fq of odd
characteristic can be written as the sum of two irreducible monic elements in
Fq[t] of degrees n and n − 1 if q is larger than a bound depending only on
n. The main tool is a sufficient condition for simultaneous primality of two
polynomials in one variable x with coefficients in Fq[t].
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1 Introduction
Which monic elements F in a polynomial ring Fq[t] can be written as the sum of
two monic irreducibles of unequal degrees not larger than the degree of F? In a
nutshell, we prove that such a representation is possible in odd characteristic if q is
sufficiently large relative to the degree of the polynomial F .
Theorem 1.1. Let Fq be a finite field of odd characteristic and cardinality q and
let F be a monic polynomial in Fq[t] whose degree n is at least 2.
Then if q > 3n416n
4
(n + 1)8n
4+1, there exist irreducible monic polynomials F1
and F2 in Fq[t] with deg(F1) = deg(F )− 1 and deg(F2) = deg(F ) such that
F = F1 + F2.
The statement of the theorem above with a brief summary of the proof appeared
already as theorem 2 in [1], but note that an incorrect value of the lower bound on
q was given there.
A significant part of the proof of theorem 1.1 consists of an adaptation of the
proof of the main theorem in [2].
The results above are motivated by a letter sent to Leonhard Euler and dated
7th June 1742 [16], in which Christian Goldbach conjectured that every integer
greater than 5 is equal to the sum of three primes. In his answer [12], Euler noted
that this conjecture is equivalent to the claim that every even integer greater than
2 can be written as the sum of two primes.
As for partial results towards the Goldbach conjecture, Vinogradov ([28] or [8,
chpt. 26]) proved that every sufficiently large odd integer is the sum of three primes.
Furthermore, Chen ([6] or [23, chpt. 10]) showed that every sufficiently large even
integer is the sum of a prime and a product of at most two primes.
Goldbach’s conjecture can also be formulated in the ring Fq[t] rather than in
the ring of integers. We note that the absolute value of F ∈ Fq[t] is defined as the
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integer |F | = qdeg(F ). Furthermore, the analogon to an even integer is a polynomial
in Fq[t] which is divisible by an irreducible polynomial of absolute value equal to 2.
The distinction between even and odd polynomials therefore exists only in F2[t].
The function field version of the Goldbach conjecture can then be stated as
follows.
Conjecture 1.2 (Conjecture 1.20 in [10]). Let Fq be a finite field of characteristic
p and cardinality q and let F be a monic polynomial in Fq[t] of degree n at least 2
which is even if q = 2 and not of the form t2 + t+ a if p = 2.
Then there exist irreducible monic polynomials F1 and F2 in Fq[t] with deg(F1) <
deg(F ) and deg(F2) = deg(F ) such that
F = F1 + F2.
Car [3] gave an upper bound in terms of n and q for the number of polynomials
F ∈ Fq[t] of degree at most n which are not the sum of two irreducibles whose
degrees are at most equal to the degree of F . She also proved a function field
version of Chen’s theorem [4] and in [5], she derived an asymptotic formula for the
number of triples (P1, P2, P3) of irreducible polynomials in Fq[t] of equal degree
which satisfy P1 = P2 + P3.
Using sieve methods, Cherly [7] established that in Fq[t] with q > 2 fixed,
every polynomial F of sufficiently high degree can be expressed as the sum of two
polynomials of unequal degrees not larger than the degree of F and each having at
most four prime factors.
Proving the analogon to Vinogradov’s result, Effinger and Hayes [9] showed that
with the exception of polynomials of the form t2+a in characteristic 2, every noneven
monic polynomial in Fq[t] of degree n at least 2 is the sum of three irreducible monic
polynomials, one of degree n and the other two of degree strictly smaller than n.
Hayes [18] gave a succinct proof of the fact that for q sufficiently large relative to
the degree n of a polynomial F ∈ Fq[t], it is possible to write F as the sum of two
irreducibles both of degree n + 1. Furthermore, he proved an asymptotic formula
with q →∞ for the number of ways a given monic polynomial F ∈ Fq[t] of degree
n can be written as the sum of two irreducible monic polynomials both of degree
n+ 1, assuming that F is squarefree or that char(Fq) ∤ n+ 1.
The most recent work on the Goldbach problem in the polynomial setting was
done by Paul Pollack [24] [25], who considered representations of a polynomial in
Fq[t] of degree n as the sum of two irreducibles of degree up to n. He sharpened
the bound in [3] for the number of polynomials which cannot be represented in this
way. He also stated a conjecture on the number of such representations and proved
it under the assumptions that gcd(q, 2n) = 1 and that q is large enough relative to
n.
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Notation. We write F for an algebraic closure of Fq and let Fqs denote its unique
subfield of cardinality qs. We say that a point on a plane curve is of order n with
some n ≥ 2 if the scheme-theoretic intersection of the curve and its tangent at that
point is of multiplicity n.
2 Preparations for the proof of the main result
Let X denote the family of all algebraic curves over F which can be embedded into
the affine plane A2 as curves of total degree n− 1. We fix such an embedding of X
by a map
X −→ AI ×A2,
x 7→ (c)× {f1(c)(x, t) = 0},
where (c) is the coefficient vector of f1(c) belonging to an implicit choice of the
ordering of monomials.
We denote by F the subset of X for whose members the polynomial f1(c)(t+ b, t)
is monic and of degree n − 1 in t for any b ∈ F. This means that for curves in F,
the coefficients of the terms of total degree n− 1 sum up to one, so the coefficient
vector (c) of such a curve is a point on an affine hyperplane H ⊂ AI .
The dimension of the affine space parameterizing the polynomials of total degree
d in two variables is (d+1)(d+2)/2. For the degree d = n−1 of f1, we use H ∼= AI
with I = n(n + 1)/2 − 1 as parameter space since we only consider normalized
polynomials f1 which correspond to points in the affine subspace H of codimension
1.
For any element f1(c) ∈ F with coordinates (c) ∈ HF, we set
f2(c)(x, t) = −f1(c)(x, t) + F (t).
We then consider the families of curves in HF ×P2F
C1(c)
α1
C2(c)
α2
HF,
(1)
where Ci(c) = α
−1
i (c) denotes the Zariski closure inP
2
F
of the affine curve fi(c)(x, t) =
0.
We shall define four Zariski open subsets Aj ⊂ H which correspond to curves
with various properties we shall need. We shall prove that every Aj is a nonempty
subset of H and so H \ Aj 6= H for j = 1, 2, 3, 4. We use the fact that the
embedding of H \ Aj is contained in a hypersurface of degree bounded by, say, d.
An upper bound on |H \Aj |Fq is then provided by an upper bound on the number
of Fq−rational points on one hypersurface of degree d. Such a bound is established
in the following lemma.
Lemma 2.1 (IV §3 Lemma 3A in [26]). Let f(x1, . . . , xn) be a nonzero polynomial
defined over Fq and of total degree d. Then f has at most dq
n−1 zeros in Fq
n.
The hypersurfaces to which the previous lemma will be applied are often con-
structed using resultants, whose degrees are then of obvious importance.
Lemma 2.2. (a) The resultant Resx of two polynomials of degrees d1 and d2 in
the variable x with coefficients which are polynomials of total degree at most B is a
polynomial of total degree bounded by B(d1+d2). The same is true for the projective
resultant for which we homogenize the polynomials with respect to x.
3
(b) Let f0, . . . , fk be homogeneous polynomials in the variables x0, . . . , xk, all
of total degree d. Then the resultant R(f0, . . . , fk) is a homogeneous polynomial of
total degree (k + 1)dk in the coefficients of each fi.
Proof. (a) The single-variable resultant is the determinant of a matrix of size (d1 +
d2)× (d1 + d2) with entries which are polynomials of degree bounded by B.
(b) This is a special case of proposition 2.3(ii) in [21] and also proposition 1.1
of [14] with the remark in the paragraph after its statement in chapter 13. 
Lemma 2.3. Let the Ci(c) be as defined in diagram (1) and A1 ⊂ H correspond to
curves which are smooth. Then we have
|H \A1|Fq ≤ 3((n− 1)
2 + (n− 2)2)qI−1.
Proof. Since a projective curve is complete, the projection to HF of the singular
loci of the two families Ci(c) in HF ×P2F is Zariski closed.
For p ∤ n − 1, we set f1 = 2xn−1 − tn−1 + d and then a short calculation
shows that the corresponding C1(c) is smooth for any nonzero d and that C2(c) is
singular for at most n − 1 different values of d ∈ F. Likewise, for p | n − 1 we
take f1 = 2xn−1 + x− tn−1 + tn−2, for which both the resulting C1(c) and C2(c) are
smooth. Therefore the points (c) ∈ H whose fibres Ci(c) are smooth curves form a
nonempty Zariski open subset A1 ⊂ H .
We have to find an upper bound for the number of points (c) ∈ HFq such that
there exists a singularity on one of the Ci(c). The singularities of a projective curve
f(x, t, z) = 0 all satisfy the system of equations
ft :=
df
dt = 0,
fx :=
df
dx = 0,
fz :=
df
dz = 0.
In the case of p | n the equation f(x, t, z) = 0 is a further restriction, but we ignore
this slight improvement valid only if p | n.
Let the degree of these three homogeneous polynomials be d. We now apply part
(b) of lemma 2.2 and deduce the existence of a polynomial Rest,x,z(ft, fx, fz) in the
coefficients of {ft, fx, fz} of total degree 3d2 with the property that {ft, fx, fz} have
a common zero if and only if Rest,x,z(ft, fx, fz) = 0.
Applying this to the curves C1(c) and C2(c), lemma 2.1 gives
|H \A1|Fq ≤ 3((n− 1)
2 + (n− 2)2)qI−1.

Lemma 2.4. Let the Ci(c) be as defined in diagram (1) and A2 ⊂ H correspond to
curves with separable Gauss maps. Then we have
|H \A2|Fq ≤ 16n
4qI−1.
Proof. Under our assumption p > 2, the Gauss map is separable if and only if the
minimal intersection multiplicity of a tangent and the curve is equal to 2 [19, Prop.
4.4(b), with the notation M(C) defined on page 1479].
This condition of separability is satisfied for Ci(c) if the curve has a simple
tangent, that is if there exist a, b, u, v ∈ F and hi(c)(t) ∈ F[t] such that we have
fi(c)(at+ b, t) = (ut− v)2hi(c)(t),
hi(c)(v/u) 6= 0.
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The second equation defines an open subset of the closed set defined by the first
equation in the variables (c), a, b, u, v and the coefficients of hi(c). We project this
open subset to the space AI of coordinates of fi and restrict it to a subset of H .
The intersection of the two subsets of H arising from the two Ci(c) we call A2.
In order to show that the projections of these open sets to H are open, we need
to argue that the family
{fi(c)(at+ b, t) = (ut− v)
2hi(c)(t)} → A
I
is flat over an open subset of AI . This is ensured by the generic flatness theorem of
Grothendieck ([17, Théorème 6.9.1] or [11, Theorem 14.4]). That a flat morphism
is open is the contents of lemma 5.21(1) in [13].
Therefore we have a Zariski open subset A2 ⊂ H for whose points (c) there exist
simple tangents to the Ci(c).
In order to show that A2 is nonempty, we let F (t) = tn + an−1tn−1 + . . . + a0
and set
f1(x, t) = 2xn−1 − x2tn−3 + a0 + a1t+ (a2 − 1)t2.
The case n = 3 being obvious, for n > 3 the curve C1 and the line at infinity
intersect in a point of order 2, as do the curve C2 and the line x = t.
We need this argument only to deal with the case p | n(n − 1)(n − 2). If
p ∤ n(n− 1)(n− 2), separability of the Gauss maps for both Ci(c) with (c) ∈ A1 is
proved already in the last paragraph of the proof of proposition 3.1 in [2].
By the first sentence of the proof, curves with inseparable Gauss maps are ex-
cluded by the requirement to have at least one simple tangent. That all tangents
to the curve C2(c) of the form x = t + b are simple and that there is at least one
such tangent is condition (2) in lemma 2.6 below. We can therefore use the same
estimates as the ones derived in lemma 2.6:
S2(aj) ≤ n(2n− 1)(2n(2n− 1)− 1) < 8n4 and S3(aj) ≤ n(2n− 1).
For C1(c), the same argument involving condition (1) and the analogous extension
involving the existence of at least one tangent of the form x = t+ b gives
S1 ≤ n(2n− 3)(2n(2n− 3)− 1) < 8n4 and S4(aj) ≤ n(2n− 1).
Together this gives the sufficient bound
|H \A2|Fq ≤ 16n
4qI−1.

We let βi denote the projection Ci(c) → P1 from M = (1, 1, 0) in homogenized
coordinates (x, t, z). We need to show that the rational maps β1 and β2 are in fact
morphisms and this amounts to checking that the point M does not lie on C1(c) or
C2(c). We assume that (c) ∈ H and monicity of the two polynomials fi(c)(t + b, t)
for any b implies both conditions M 6∈ Ci(c), i = 1, 2.
If k is a field, a finite k-scheme X is said to have at most one double point if
n(X) ≥ r(X)− 1, where r(X) denotes the rank and n(X) the geometric number of
points of X .
Definition 2.5. (adapted from [20]) Let Sk be a Zariski open and dense subset of
P1k. A finite morphism f : C → Sk is called generic over Sk if f
−1(x) has at most
one double point for all x ∈ Sk.
Lemma 2.6. Let the Ci(c) be as defined in diagram (1). Assume the Gauss maps of
both Ci(c) are separable. Let A3 denote the set of parameters whose corresponding
curves satisfy the conditions
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1. The morphism β1 is generic over P
1.
2. The morphism β2 is generic over an affine subset A
1 ⊂ P1 and is ramified
over at least one point of that A1.
3. No line x = t+ b is tangent to both C1(c) and C2(c).
4. The line at infinity is not tangent to C1(c).
Then we have
|H \A3|Fq ≤ 40n
4qI−1.
Proof. We denote the dual projective plane by P2⋆. Let the algebraic set X consist
of the tangents which intersect C1(c) ∪ C2(c) with (c) ∈ A1 ∩ A2 in more than one
double point and which we shall call special tangents. The possible special tangents
have intersection multiplicity larger than 2 with one of the curves Ci(c), they are
bitangent to one of the Ci(c) or are tangent to both Ci(c).
We projectivize the tangents’ coordinates a, b in A2⋆ to P2⋆ and then we have
the projections
X ⊂ A1 ∩A2 ×P
2⋆
γ
δ
P2⋆
A1 ∩A2
We now consider the Zariski closed set X1 ⊂ γ(X) with (c) ∈ X1 if there exists
a special tangent whose affine equation is x = t+ b. Note that for any (c), the line
at infinity intersects the curve C2(c) in a point of multiplicity n.
We consider the curves C1(c) given by an equation of the form
f1(c) = t
n−1 + g1(c)(x, t),
where g1(c)(x, t) is of degree at most n− 2. We let H3 ⊂ H denote the subspace of
H corresponding to curves of this form.
In the first paragraph of the proof of proposition 3.1 in [2], it is pointed out that
the proof of the proposition shows a stronger result, namely that for all (c) ∈ A1∩A2,
there are only finitely many points in δ({(c) × P2⋆} ∩ X). Therefore a separable
Gauss map implies that the curve has only finitely many special tangents, so we can
choose an r ∈ F such that in the new coordinates (x′, t) with x′ = rx, the coefficients
(c) ∈ H3 are transformed into (c′) ∈ H3 for whose associated curves Ci(c′) there is
no special tangent with affine equation x = t + b. It follows that X1 6= γ(X) and
the form of the equations of curves in H3 shows that the polynomials defining the
curves C1(c′) are monic.
The line at infinity is not tangent to C1(c) for (c) in an open subset of H and
the choice f1 = 2xn−1−jtj − tn−1 with j = 1 for p | n−1 and j = 0 otherwise shows
that this open subset is nonempty.
We have ramification of β2 over A1 if the resultant
Rest(f2(t+ b, t),
d
dt
f2(t+ b, t))
is a polynomial of nonzero degree in the variable b. This condition defines a Zariski
open subset of AI ×A1, where the variable of A1 is b. We project this set to AI
and get a Zariski open subset of curves C2(c) which ramify over A1.
We are left to show that this Zariski open subset is actually nonempty. As before
we let F (t) = tn + an−1tn−1 + . . .+ a0 and we choose f1(x, t) = tn−1 + an−2tn−2 +
. . .+ a0 + x− t− c2t2 for n ≥ 3 and f1(x, t) = 2x− t for n = 2. In both cases it is
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straightforward to check that a suitable choice of b and c2 will ensure that f2(t+b, t)
has a root of multiplicity two.
We have shown that there exists a nonempty open subset A3 ⊂ H such that
all fi(c) with (c) ∈ A3 satisfy the following conditions: the associated morphism β1
is generic over P1, the associated morphism β2 is generic over an affine subspace
A1 ⊂ P1 and ramifies over A1, no line x = t + b is tangent to both Ci(c) and the
line at infinity is not tangent to C1(c).
We proceed to estimate the sizes of the Zariski closed subsets to be excluded
from H .
Condition 1 of genericity of the morphism β1:
We projectivize the affine curve f1(c)(t+b, t) = 0 only with respect to the variable
t. This produces a polynomial F1(c)(t+ b, t, z) = 0 homogeneous in the variables t
and z.
The line at infinity is treated under condition 4. We are left with special tangents
given by equations x = t+b. Values b such that x = t+b is tangent to the projective
closure of the affine curve f1(c)(x, t) = 0 are solutions of
R1(aj , b) = Rest,z(F1(c)(t+ b, t, z),
d
dt
F1(c)(t+ b, t, z)) = 0,
where Rest,z stands for the projective resultant with respect to the variables t and
z. There are only simple tangents of the form x = t + b to the projective closure
of f1(c)(x, t) = 0 if R1(aj , b) does not have repeated roots as a polynomial in b, a
condition equivalent to
S1(aj) = Resb(R1(aj , b),
d
db
R1(aj , b)) 6= 0. (2)
Here also the ai enter the calculation of the total degree. Hence, using part (a) of
lemma 2.2, for the estimates of the total degrees of R1 and S1 we get
degR1 ≤ n(2n− 3) and deg S1 ≤ n(2n− 3)(2n(2n− 3)− 1).
Condition 2 of genericity and ramification of the morphism β2:
Here we use the same approach as for C1(c), the only difference being that the
line at infinity is always tangent to f2(c). The polynomial f2(c) is monic in t and so
the bounds work out to
degR2 ≤ n(2n− 1),
degS2 ≤ n(2n− 1)(2n(2n− 1)− 1).
The morphism β2 is ramified over A1 if
R3(aj , b) = Rest(f2,
d
dt
f2)
regarded as a polynomial in b is not a constant. For this it suffices to demand that
the coefficient of one term bk with k 6= 0 be nonzero. Since R3(aj , b) is of total
degree n(2n− 1), we use this as a bound on the degree of the coefficient of bk and
get
deg S3(aj) ≤ n(2n− 1).
Condition 3 on lines tangent to both Ci(c):
The line x = t+ b is tangent to the projective closure Ci(c) if
Ri(aj , b) = Rest,z(Fi(t+ b, t, z),
d
dt
Fi(t+ b, t, z)) = 0
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and so the line is tangent to both Ci(c) if Resb(R1, R2) = 0. An estimate derived
in analogy to condition 1 works out to
degResb(R1, R2) ≤ n(2n− 1)n(4n− 4) = 4n2(n− 1)(2n− 1).
The line at infinity will again be treated as part of condition 4.
Condition 4 on the line at infinity:
This condition is equivalent to the polynomial consisting of the monomials of
degree n− 1 of f1 not having a double root. This corresponds to a resultant of size
2n−3 with coefficients of degree 1, so we have to remove one hypersurface of degree
2n− 3 from H .
In total we have five degrees which are all bounded by 8n4, so a sufficient bound
is
|H \A3|Fq ≤ 40n
4qI−1.

As for notation, we set k1 = k(ai, b) and let r be the image of t in the quotient
ring K := k1[t]/f2(c)(t).
Lemma 2.7. Let the Ci(c) be as defined in diagram (1). Let A4 denote the set of
parameters whose corresponding curves satisfy the condition that in the factorization
of f2(c) as
f2(c)(t) = (t− r)g(t),
the polynomial g(t) is irreducible over the field k1[r].
Then we have
|H \A4|Fq ≤ (16
n4n4(n+ 1)8n
4+1)qI−1.
Proof. We consider the family of global fields generated by roots of f2(c)(t) = 0 and
parameterized by (c). Consider f2(c)(t + b, t) a polynomial in the variable t with
coefficients in k1 and factorize it as in
f2(c)(t) = (t− r)g(t).
Since f2(c) is monic, the element r and all its conjugates are integral in the extension
field K, so in a factorization
f2(c)(t) = (t− r)g1(t)g2(t),
all coefficients of the gi(t) are also integral.
Choosing any values of the ai, the set {1, r, . . . , rn−1} is a basis for K over k(b)
consisting of integral elements. The discriminant of (1, r, . . . , rn−1) we denote by
d. We recall the standard fact from algebraic number theory that every integral
element in the field K is a linear combination of { 1d , . . . ,
rn−1
d } with coefficients in
k[b]. Assume f2(c)(t) factorizes as
f2(c) = (t− r)(t
m + um−1rm−1 + . . .)(tn−m−1 + vn−m−2tn−m−2 + . . .). (3)
By the previous paragraph, the ui, vi are integral and can be chosen to have degree
at most n− 1 in r. All these integral coefficients ui, vi are then of the form
1
d
n−1∑
j=0
sjr
j .
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We want to derive a bound for the degree of the polynomials sj ∈ k[b]. The absolute
value |s(b)|
∞
:= qdegb(s) on k[b] can be extended to a finite extension of k(b). The
extension which is relevant to our purposes is the splitting field of f2(c)(t) with
roots αi. The product of all roots αi is equal to the constant term of f2(c)(t) as a
polynomial in t, so we have ∣∣∣
∏
αi
∣∣∣
∞
≤ qn
and therefore all coefficients ui, vi have absolute value bounded by qn. We therefore
get
degb(
sj
d
) ≤ n. (4)
Now we need an estimate for the degree of d. As an expression for d in terms
of the resultant, we have d = Res(f2(t), f ′2(t))[22, Prop. IV.2.7] and this is the
determinant of a matrix of size 2n− 1. By part (a) of lemma 2.2, the total degree
is therefore deg(d) ≤ (n+1)(2n− 1) and degb(d) ≤ n(2n− 1). The bound (4) then
implies degb(sj) ≤ n+n(2n− 1) = 2n
2. One of the coefficients ui, vi needs at most
2n3 coefficients and one complete factorization, with n− 1 such coefficients, needs
v := 2n3(n− 1). Comparing coefficients in k, we have v+1 homogeneous equations
ei = 0 in v + 1 variables.
Degree estimate of the equations: Multiplying out equation (3), the right hand
side has coefficients in the form of terms
ui
d
+
uivj
d2
.
In the numerator, we can apply the quotient operation of the ring K in the form of
subtraction of suitable multiples of f(r) by powers of r and polynomials in b to get
representatives of degree at most n− 1 in r. Multiplying by d2, the highest degree
terms are on the left hand side: the total degree is bounded by
n+ 1 + (n+ 1)2(2n− 1)2 ≤ 4(n+ 1)4.
The polynomial g(t) is reducible only if it is divisible by a factor of degree up
to at most (n+1)/2, which corresponds to at most (n+1)/2 equations of the form
f2(c)(t) = (t− r)g1(t)g2(t). (5)
Eliminating the new v+1 variables in the equations (5), it follows that the set A4
of (c) with f1(c) inducing f2(c) which satisfy our condition is Zariski open. Choosing
an f1(t, b) such that f2(t, b) = tg(t) with g(t) = tn−1 + g1(t, b) irreducible and with
deg g1 ≤ n − 2 shows that A4 is nonempty. More generally, we can argue that for
f2(c)(t) a polynomial with Galois group the symmetric group Sn, the resulting v+1
equations in v + 1 homogeneous variables have no solution and so
Res(e0, e1, . . . , ev)
is a nonvanishing polynomial in the coefficients ai.
We apply lemma 2.2 to v + 1 equations of total degree at most 4(n + 1)4.
The degree of the resultant corresponding to one factorization of f2(c) is therefore
bounded by 2n416n
4
(n+ 1)8n
4
.
For (n+ 1)/2 factorizations, we therefore have
|H \A4|Fq ≤ (16
n4n4(n+ 1)8n
4+1)qI−1.

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3 Proof of Theorem 1.1
We follow the proof of theorem 1.1 in [2], adding necessary adaptations and explicit
estimates for lower bounds of q. The notations and conventions of the previous
sections are used freely in the proof.
For a rough explanation of the main ideas, we quote the original version of the
theorem whose proof we are going to adapt.
Theorem 3.1 (Theorem 1.1 in [2]). Let Fq be a finite field of characteristic p and
cardinality q. Let f1, . . . , fn ∈ Fq[t, x] be irreducible polynomials whose total degrees
deg(fi) satisfy p ∤ deg(fi)(deg(fi) − 1) for all i. Assume that the curves Ci ⊆ P2Fq
defined as the Zariski closures of the affine curves
fi(x, t) = 0
are smooth. Then, for any sufficiently large s ∈ N, there exist a, b ∈ Fqs such that
the polynomials f1(at+ b, t), . . . , fn(at+ b, t) ∈ Fqs [t] are all irreducible.
Let F (t) be a polynomial in Fq[t] and suppose theorem 3.1 can be applied to
f1(x, t),
f2(x, t) = −f1(x, t) + F (t)
with some f1 to be chosen. In view of F = f1 + (−f1 + F ), this would be enough
to represent F (t) as the sum of two irreducibles if q is large enough.
Key to proving the existence of such an f1 is the observation that theorem 3.1
demands genericity conditions on the polynomials fi. The condition involving indi-
visibility by p is assumed to ensure separability of the Gauss maps of the Ci, which
is a genericity condition as well. For each one of these conditions we shall show that
there exists a nonempty Zariski open subset of HF whose points (c) satisfy it.
In the proof of theorem 3.1, the intersection of the line x = at + b and a curve
Ci is viewed as the fibre of a projection Ci → P1 from a point M in P2. For the
purpose of that proof, it turns out thatM can be chosen freely in a nonempty Zariski
open subset of P2. In order to ensure that the resulting irreducible polynomials are
monic, we need to fix the value of a in advance. The condition a = 1 is equivalent
to choosing M as the point at infinity with x = 1 and t = 1. This choice of M
imposes some further necessary conditions on the two polynomials fi.
More precisely, from the number of points (c) in HFq parameterizing the polyno-
mials f1(c) and f2(c), we shall deduct an upper bound for the number of Fq−rational
points in H \Aj for j = 1, 2, 3, 4. The lower bound on q stated in the theorem will
then imply that the remaining set of points (c), and therefore the set of usable
polynomials f1(c) and f2(c), is nonempty. Furthermore, we shall show that the
lower bound on q is also large enough for the Čebotarev Density Theorem in the
form of theorem 3.5 in [2] to be applicable to the field extensions defined by the
resulting f1(c) and f2(c).
Subject only to a lower bound on q, the adapted argument then produces an
element b0 ∈ Fq such that both f1(t+b0, t) and f2(t+b0, t) are monic and irreducible
in Fq[t], which is enough to prove theorem 1.1.
We let F denote an algebraic closure of Fq andM ∈ P2(Fq) denote the point at
infinity with coordinates x = 1, t = 1. Furthermore, we use the letter k to denote
the field Fq.
We have proved four lemmata to the effect that if q is large enough, there
exist curves C1 and C2 with certain properties. Lemma 2.3 ensures smoothness,
lemma 2.4 separability of the Gauss map, lemma 2.6 excludes existence of undesired
special tangents and lemma 2.7 deals with irreducibility of f2 in an extension field.
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We use our assumption on the size of q and note that it is three times the largest
lower bound demanded by the four lemmata listed in the previous paragraph, where
we have combined the bounds in lemma 2.4 and lemma 2.6. We can therefore assume
that all conclusions of the four lemmata hold for the chosen f1 and f2.
The following setup for the proof is almost the same as the one used for the
main result in [2]. We denote by βi : (Ci)k → P1k the k-morphism P
2
k \ {M} → P
1
k
defined by projection from M . Furthermore, we write κ(X) for the function field
of X when X is an integral scheme. The morphism β1 is finite of degree n− 1 and
is generic over A1; this is the contents of part 1 of lemma 2.6. The morphism β2 is
finite of degree n and is generic over P1 and this is proved in part 2 of lemma 2.6.
Being generic over a nonempty open subset of P1, both morphisms βi are separable;
therefore there exists a smooth, complete, connected curve C′i over k and a finite
morphism C′i → (Ci)k, such that the induced field extension κ(C
′
i)/κ(P
1
k) is a Galois
closure of κ((Ci)k)/κ(P1k). We introduce the notation K = κ(P
1
k), Ki = κ(C
′
i),
Gi = Gal(Ki/K) and Hi = Gal(Ki/κ((Ci)k)).
The following proposition is enough to deal with the case of β2.
Proposition 3.2. Let C be a regular, complete, geometrically irreducible curve over
a field k, endowed with a finite separable generic morphism f : C → P1k. Let C
′ be
a regular, complete, irreducible curve over k, and g : C′ → C be a finite morphism.
Assume that the finite extension κ(C′)/κ(P1k) is a Galois closure of the subextension
κ(C)/κ(P1k). We denote respectively by G and H the Galois groups of κ(C
′)/κ(P1k)
and κ(C′)/κ(C). Then C′ is geometrically irreducible over k and the morphism
G −→ S(H\G)
induced by right multiplication is an isomorphism. Moreover, all the ramification
indices of κ(C′)/κ(P1k) are at most 2.
Proof. Proposition 2.2 in [2]. 
For the polynomial f1(c), we need the following adapted version of the above
proposition. In order to formulate it, we introduce the following notation.
Let k′ denote the algebraic closure of k in κ(C′). We denote respectively by G′
and H ′ the subgroups of G defined by the subfields κ(P1k′ ) and κ(Ck′ ) of κ(C
′), so
that we have a canonical commutative diagram as follows, where the labels indicate
the Galois groups of the generic fibres:
Ck′ P
1
k′
C′
H′ G′
H G
C P1k
Let us endow H\G (resp. H ′\G′) with the action of G (resp. G′) by right multipli-
cation.
Proposition 3.3. Let C be a regular, complete, geometrically irreducible curve
over a field k with an embedding of degree n in P2, endowed with a finite separable
morphism f : C → P1k which is generic over P
1
k \ {P}, ramified over P
1 \ {P} and
whose fibre above P is a point of multiplicity n. We assume that in the factorization
f(t) = (t− r)g(t), (6)
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the factor g(t) is irreducible over k(x, r). Let C′ be a regular, complete, irreducible
curve over k, and g : C′ → C be a finite morphism. Assume that the finite exten-
sion κ(C′)/κ(P1k) is a Galois closure of the subextension κ(C)/κ(P
1
k). We denote
respectively by G and H the Galois groups of κ(C′)/κ(P1k) and κ(C
′)/κ(C). Then
C′ is geometrically irreducible over k and the morphism
G −→ S(H\G)
induced by right multiplication is an isomorphism. Moreover, all the ramification
indices of κ(C′)/κ(P1k) over P
1
k \ {P} are at most 2.
Proof. Every nontrivial inertia group of G′ over P1k \ {P} has order 2 and acts by
a transposition on H ′\G′: this is proved as in proposition 3.2. The assumption
on the factor g(t) in equation (6) implies that G′ is doubly transitive acting on
H ′\G′. It follows immediately from lemma 4.4.3 in [27] that a doubly transitive
group containing a transposition is the full symmetric group, hence the proposition.

The propositions 3.2 and 3.3 together with lemma 2.7 now show that for both
indices i = 1, 2, the curve C′i is geometrically connected over k and the group Gi is
canonically isomorphic to S(Hi\Gi).
Let Ri ⊂ P1k denote the branch locus of the morphism C
′
i → P
1
k.
Proposition 3.4. The subsets Ri ⊂ P
1
k for i = 1, 2 are disjoint.
Proof. We shall need the following well-known lemma, which is a direct consequence
of Lemma 5.1 in [2].
Lemma 3.5. Let E/K be a finite separable extension of global fields, and let L be
a Galois closure of E/K. Then a finite place of K is unramified in E if and only
if it is unramified in L.
The lemma shows that Ri is also the branch locus of the morphism (Ci)k → P1k.
An F-point of Ri ∩Rj therefore gives rise to a line in P2F which is both tangent to
(Ci)F and (Cj)F and contains M , which is ruled out by lemma 2.6. 
Let L denote the ring K1 ⊗K K2.
Proposition 3.6. The ring L is a field, and k is separably closed in L.
Proof. This is proposition 3.4 in [2] for n = 2. 
The following two paragraphs are quoted with small adaptations from [2]. Let
C′ denote a smooth complete connected curve over k with function field L. There
is a natural finite morphism ψ : C′ → P1k, which is generically Galois and therefore
separable. We denote by g the genus of C′, by G the group Gal(L/K), by N the
degree of ψ, and by (x, L/K) the Artin symbol of the extension L/K above a closed
point x ∈ P1k which does not ramify in L. We would now like to find a rational point
of P1k above which the fibre of ψ is integral. To this end, we resort to an effective
version of the Čebotarev theorem for function fields, due to Geyer and Jarden. The
following is a weak consequence of [15, Proposition 13.4].
Theorem 3.7. Let c be a conjugacy class in G. We denote by P (L/K, c) the
set of rational points x ∈ P1(k) outside the branch locus of C′ → P1k such that
c = (x, L/K). Then one has
|P (L/K, c)| ≥
1
N
(
qs − (N + 2g)qs/2 −Nqs/4 − 2(g +N)
)
. (7)
12
Some preparation is in order before applying Theorem 3.7: to be able to deduce
from it that P (L/K, c) is non-empty as soon as s is chosen large enough, we need
to make sure that the right-hand side of (7) does grow when s goes to infinity. For
instance, it suffices to establish that N and g are bounded independently of M
and s. The integer N is obviously independent of the choices made: it is equal to
deg(f1(c))! deg(f2(c))! = (n−1)!n!. We shall actually prove that g is also independent
of s.
Remark: In [2] this is achieved by an application of the Riemann-Hurwitz for-
mula, but in the case of wild ramification, i.e., if p divides the degree of one of
the polynomials, the genus is more difficult to bound in terms of ramification data
alone. We therefore choose to rely on the total degrees for a bound on g.
Proposition 3.8. Consider two curves
f1(x, t) = 0
f2(x, t) = 0
with f1 of total degree n − 1 and f2 of degree n and the Galois groups of both
polynomials the full symmetric groups of size n− 1 and n, respectively. We use the
notation of function fields as above. Assume that q > (n − 1)(n−1)
2
nn
2
. Then for
the genus of K1 ⊗K2 we have the upper bound
g ≤ (n!)8.
Proof. Proposition 3.4 in [2] implies that the fields K1 and K2 are linearly disjoint
over K. We consider the polynomials fi in the variable x with coefficients in k(t).
We can construct K1 ⊗K2 by adjoining all roots of the two fi. By assumption, we
have Gal(K1⊗K2) = Sn−1×Sn. We construct a simple extension K1⊗K2 = K(ϕ)
by adjoining roots. Let α, β be roots of f1f2 = 0. Every subfield of K1 ⊗ K2
corresponds to a subgroup of Sn−1 × Sn. The simplest bound for the number of
such subgroups is (n − 1)(n−1)
2
nn
2
, if q > (n − 1)(n−1)
2
nn
2
, there exist c, c′ ∈ Fq
with
K(α+ cβ) = K(α+ c′β).
It is an exercise concerning primitive elements in field theory that we then have
K(α, β) = K(α+ cβ).
Let v denote the degree valuation on k[t] and its extension to the ring of integers
of K1 ⊗K2. We now embed K(ϕ) in the projective plane as
∏
γ∈Gal
(x− γ(ϕ))
and it follows that the valuation v of any coefficient is bounded by n!(n − 1)!n ≤
(n!)2. The degree in x is bounded by n!(n− 1)! and the degree in t by (n!)2 and so
the total degree by (n!)4. Singularities only decrease the genus, so we have
g ≤
(deg − 1)(deg − 2)
2
≤ (n!)8.

The assumption on the size of q suffices for the application of proposition 3.8.
Then it is almost immediate that the right-hand side of inequality (7) is ≥ 2.
The remaining part of the proof follows very closely the version in [2] and
only needs insignificant adaptations. The canonical isomorphism G = G1 × G2 =
S(H1\G1) ×S(H2\G2) allows us to choose an element σ ∈ G whose projection in
Gi acts transitively on Hi\Gi for i = 1, 2. Theorem 3.7 now ensures the existence
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of a rational point x ∈ P1(k) outside R1
⋃
R2 and such that σ = (x, L/K). As
the image of (x, L/K) in Gi is (x,Ki/K), it follows from Lemma 5.1 in [2] and the
definition of σ that ϕ−1i (x) is irreducible. Moreover, the k-scheme ϕ
−1
i (x) is étale
since x 6∈ Ri, and hence it is integral. Corresponding to the point x, there exists a
b0 ∈ k such that for every i = 1, 2, the scheme Spec(k[t]/(fi(t + b0, t))) is an open
subscheme of ϕ−1i (x); as the latter scheme is integral, the polynomials f1(t + b0, t)
and f2(t+ b0, t) must be irreducible.
Both f1(t + b0, t) and f2(t + b0, t) are monic and irreducible elements of Fq[t]
with deg(f1) = n− 1 and deg(f2) = n and the proof is complete.
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