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Academia Sinica Taipei, Taiwan, ROC Let (X, d) be a complete separable metric space and (F n ) n≥0 a sequence of i.i.d. random functions from X to X which are uniform Lipschitz, that is, L n = sup x =y d(F n (x), F n (y))/d(x, y) < ∞ a.s. Providing the mean contraction assumption E log + L 1 < 0 and E log + d(F 1 (x 0 ), x 0 ) < ∞ for some x 0 ∈ X, it is known (see [4] ) that the forward iterations M x n = F n • ...
• F 1 (x), n ≥ 0, converge weakly to a unique stationary distribution π for each x ∈ X. The associated backward iterationŝ M x n = F 1 • ... • F n (x) are a.s. convergent to a random variableM ∞ which does not depend on x and has distribution π. Based on the in-
• F n+m (x), x) for all n, m ≥ 0 and the observation that ( n k=1 log L k ) n≥0 forms an ordinary random walk with negative drift, we will provide new estimates for d(M ∞ ,M x n ) and d(M x n , M y n ), x, y ∈ X, under polynomial as well as exponential moment conditions on log(1+L 1 ) and log(1+d(F 1 (x 0 ), x 0 )). It will particularly be shown, that the decrease of the Prokhorov distance between P n (x, ·) and π to 0 is of polynomial, respectively exponential rate under these conditions where P n denotes the n-step transition kernel of the Markov chain of forward iterations. The exponential rate was recently proved in [2] by different methods. 1 Research partially supported by the National Science Council of the Republic of China.
Introduction
The purpose of this article is to show how regenerative methods very effectively apply to establish known as well as new convergence results for iterations of i.i.d. mean contractive random Lipschitz functions. Somewhat surprisingly, such an approach has apparently not yet been used very much in the literature; two related articles by Babillot et al. [1] and Silvestrov and Stenflo [6] also draw on the idea of regeneration but in a different vein. In order to provide further information (and motivation) of the present work, we need a formal description of the underlying model including some necessary notation.
A sequence of the form
1) is called an iterated function system (IFS) of i.i.d. Lipschitz maps providing
(1) M 0 , θ 1 , θ 2 , ... are independent random elements on a common probability space (Ω, A, P);
.. are identically distributed with common distribution Λ and take values in a measurable space (Θ, A);
.. take values in a complete separable metric space (X, d) with Borel-σ-field
is jointly measurable and Lipschitz continuous in the second argument.
Clearly, (M n ) n≥0 constitutes a temporally homogeneous Markov chain with state space X and transition kernel P , given by
for x ∈ X and B ∈ B(X). The n-step transition kernel is denoted P n . For x ∈ X, let P x be the probability measure on the underlying measurable space under which M 0 = x a.s. The associated expectation is denoted E x , as usual. For an arbitrary distribution ν on X, we put
with associated expectation E ν . We use P and E for probabilities and expectations, respectively, that do not depend on the initial distribution.
Let X 0 be a countable dense subset of X and M(X 0 , X) the space of all mappings f : X 0 → X endowed with product topology and product σ-field. Then the space C Lip (X, X) of all Lipschitz continuous mappings f : X → X properly embedded forms a Borel subset of M(X 0 , X) and the mappings
are Borel, see Lemma 5.1 in [2] for details. Hence
are also measurable and form a sequence of i.i.d. random variables.
In the following, we write
for all n ≥ 1. Closely related to these forward iterations, and in fact a key tool to their analysis, is the following sequence of backward iterationŝ
The connection is established by the identity
n (x) for x ∈ X and note that
The reason for introducing these additonal sequences is that we will frequently do comparisons A central question for an IFS (M n ) n≥0 is under which conditions it stabilizes, that is, converges to a stationary distribution π. Elton [4] showed in the more general situation of a stationary sequence (F n ) n≥1 that this holds true whenever E log + l(F 1 ) and E log
are both finite for some (and then all) x 0 ∈ X and the Liapunov exponent
which exists by Kingman's subadditive ergodic theorem, is a.s. negative. His results for i.i.d.
.. under the slightly stronger assumptions E log
for some x 0 ∈ X are restated in Theorem 2.1. The basic idea is to consider the backward iterationsM x n = F 1:n (x) and to prove their a.s. convergence to a limitM ∞ which does not depend on x and which has distribution π. The obvious inequality 5) valid for all n, m ≥ 0 and x ∈ X, forms a key tool in the necessary analysis. The present article embarks on that same inequality together with the simple observation that
is an ordinary zero-delayed random walk and thus perfectly amenable to renewal theoretic (regenerative) arguments. Under the mean contraction assumption E log + l(F 1 ) < 0, it has negative drift whence, for arbitrary γ ∈ (0, 1), the level log γ ladder epochs σ 0 (γ) 6) are all a.s. finite and constituting an ordinary discrete renewal process. As a consequence, the subsequence (M σ n (γ) ) n≥0 again forms an IFS of i.i.d. Lipschitz maps which further is strictly contractive because, by construction,
For the associated backward iterationsM
, inequality (1.5) hence takes the very strong form
for all n, m ≥ 0 and x ∈ X and suggests the following procedure to prove convergence results for (M n ) n≥0 and its associated sequence of backward iterations:
Step 1. Given a set of conditions, find out what kind of results hold true for the strictly contractive sequences (M σ n (γ) ) n≥0 or (M σ n (γ) ) n≥0 for any γ ∈ (0, 1).
Step 2. Analyze the excursions of (M n ) n≥0 or (M n ) n≥0 between two successive ladder epochs and adjust the results with respect to (M n ) n≥0 , respectively (M n ) n≥0 if necessary.
Our results in Section 2, some of which have been proved earlier in the literature by different methods, will show that this method is very powerful. They focus on estimates for
The latter distance may be viewed as the coupling rate of the forward iterations at time n when started at different values x and y. The two sets of conditions we will consider are that, for some p > 0 and some x 0 ∈ X, either
holds. Two major conclusions will concern the distance of P n (x, ·) for x ∈ X and π in the Prokhorov metric associated with d. Following [2] , the latter is also denoted d and defined, for two probability measures λ 1 , λ 2 on X, as the infimum over all δ ≥ 0 such that
We will prove that, for all x ∈ X and n ≥ 0,
if (1.8) holds, and
for some r ∈ (0, 1) not depending on x and n, if (1.9) is true. (1.11) was also proved by different means in [2] .
The further organization of the paper is as follows. The main results are presented in the next section. Section 3 collects some necessary lemmata for their proofs which in turn will be provided in Section 4.
Main Results
Let σ 1 (γ) be as defined in (1.6) for γ ∈ (0, 1), i.e.
Providing E log + L 1 < 0, a condition which will always be in force throughout, σ 1 (γ) is an a.s. finite first passage time with finite mean µ(γ). It has also finite variance θ(γ) 2 , say, if
It is then easily checked that in this case
Hence E log(L 1 /γ * ) either equals 0 or −∞ which together with
for all γ > 0 by the strong law of large numbers. The reason for introducing γ * is that it constitutes a lower bound for the rate of exponential convergence in the results we are going to prove.
for some x 0 ∈ X. Then the following assertions hold:
(a)M n converges a.s. to a random elementM ∞ with distribution π which does not depend on the initial distribution.
All parts of this theorem except for (b) were proved by Elton [4] for general stationary sequences (F n ) n≥0 with a.s. negative Liapunov exponent. Part (b) will be proved at the beginning of Section 4. 
for all x ∈ X and some c γ ∈ (0, ∞).
Theorem 2.3. Given the situation of Theorem 2.1 and additionally condition (1.9) for some p > 0, the following assertions hold:
for all x ∈ X and some α γ ∈ (0, 1).
(b) There exists η > 0 such that for each q ∈ (0, η),
The constants r and A do not depend on x nor n. 
We summarize the results in the following two corollaries. The proofs are omitted.
Corollary 2.4. Given the situation of Theorem 2.2, the following assertions hold: (a) For each
for all x, y ∈ X and some c γ ∈ (0, ∞).
for all x, y ∈ X. In case 0 < p ≤ 1 this remains true for γ = γ * .
for all x, y ∈ X and all γ ∈ (γ * , 1).
Corollary 2.5. Given the situation of Theorem 2.3, the following assertions hold: (a) For each
for all x, y ∈ X and some α γ ∈ (0, 1).
for some α q ∈ (0, 1). The same holds true for q = η with α q = 1.
Notice
provide also information on the distance of M
We must only observe that
For instance, part (a) of Corollary 2.4 together with X log (1+d(y, x 0 ) ) π(dy) < ∞ thus further gives for each γ ∈ (γ * , 1), that
Auxiliary Lemmata
In the following the conditions of Theorem 2.1 shall always be assumed. Let us begin with the collection of some necessary notation and facts from renewal theory. Fix an arbitrary γ ∈ (0, 1) and consider the successive level γ ladder epochs σ n = σ n (γ), n ≥ 0, defined in 
Furnished by two subsequent lemmata, the proofs of our results are essentially based on an analysis of the sequences (γ
for n ≥ 0. The C n are clearly i.i.d. and a standard renewal argument shows that C τ (n) converges weakly to a limiting variable C ∞ with distribution function
The F σ n +1:σ n+1 , n ≥ 0, are also i.i.d. whence (D n ) n≥0 forms a stationary sequence providing the D n are a.s. finite. It will come out from the proofs of the two lemmata below that this is indeed guaranteed by E log
is further ergodic and autoregressive
n ≥ 0, where ∼ means identical distribution, we see that
is independent of (L j , F j ) 1≤j≤σ τ(n) and of τ (n). Finally, since
holds for all n ≥ 0. 
for all n ≥ 0 and x ∈ X.
holds for all x, y ∈ X and n ≥ 1. Consequently,
for all m, n ≥ 1. As m → ∞, the finite sum in the final inequality increases to D n which is a.s. finite because (with β def = log(1/γ) and a suitable constant C > 0)
We have thus shown
for all m, n ≥ 1. The proof of the lemma is complete becauseM
n ) a.s., as m → ∞, and because
for all x ∈ X and n ≥ 0. ♦ Lemma 3.2. Given the situation of Theorem 2.1 and an arbitrary γ ∈ (0, 1), the associated C n in (3.2) have E log + C n < ∞, the D n in (3. 3) are a.s. finite and
for all n ≥ 0 and x ∈ X, where C 0 def = 0.
and that
for all n ≥ 1. So
is again an IFS of i.i.d. Lipschitz maps (generally = (M σ n ) n≥1 ) with backward procesŝ
for all n ≥ 1 We now infer with the help of the previous lemma and (3.9)
,M
which is the asserted inequality (3.8).
It remains to show E log + C 1 < ∞ and E log + d(F 1:σ 1 (x 0 ), x 0 ) < ∞, the latter to guarantee D n < ∞ a.s. for all n ≥ 0. Instead of log + we will use log * x def = log(1 + x) which is subadditive and satisfies log * (xy) ≤ log * x + log * y for all x, y ≥ 0. Note that d(
for n ≥ 0 (where 0 k=1 def = 1 as usual) and note that
Now use
11) (3.10) and Wald's first identity to infer
The next two lemmata will provide us with the necessary moment results to prove Theorems 2.2 and 2.3.
then the following assertions hold:
for all n ≥ 0. The family {log p (1 + C τ (n) ), n ≥ 0} is uniformly integrable and satisfies
Finally, the first condition of (3.12) also implies
as well as
for all α > γ * and ε > 0.
Proof. We retain the notation of the proof of the previous lemma. If (3.12) holds, then Eσ p+1 1 < ∞. Using (3.10) and (3.11), we obtain
Now each of the terms on the right hand side is the (p + 1)-st moment of a stopped sum of i.i.d. random variables. That they are finite follows from Theorem I.5.2 in [5] .
Recalling (3.5), we must only show E log p * D 0 < ∞ for (3.14). To this end, let a > 1 be such that aγ < 1 and b
We then estimate with the help of (3.6)
A well-known result states that, given a nonnegative random variable X, EX p+1 < ∞ holds iff
be an arbitrary function and let U be the renewal measure of (σ n ) n≥0 which clearly satisfies sup n≥0 U ({n}) ≤ 1. A standard renewal argument gives the key inequality
for all t ≥ 0 and n ≥ 0 whence
Furthermore, the family {H(C τ (n) ), n ≥ 0} is uniformly integrable whenever
Choosing H(t) = log p * t, we conclude with the help of Hölder's inequality
In order to infer (3.16) and (3.17) from the first condition of (3.12), we note first that, possibly after a left truncation of the L n , it is no loss of generality to assume |E log L 1 | < ∞ and thus log γ * = E log L 1 , see (2.4) . In this case the
for all n ≥ 1, the assertions are easily obtained from well-known one-sided tail estimates for centered random walks obtained by Chow and Lai [3] . Further details can be omitted. ♦ Lemma 3.4. Let γ ∈ (0, 1) and p > 0. If
then the following assertions hold for some η > 0:
, n ≥ 0} is uniformly integrable and satisfies
Moreover, the first condition of (3.20) implies
for all n ≥ 1, ε > 0 and a suitable α ∈ (0, 1).
It is to be noted that, by (3.5), the D τ (n) are identically distributed whence (3.14) and (3.22) trivially imply the uniform integrability of {log
Proof. If (3.20) holds, which in particular means that log * L 1 has an exponential moment, then σ 1 has an exponential moment, too. Hence a standard argument shows that we can find a η ≤ p/4 suffciently small such that
It follows from (3.10) and (3.11) that
and thus with Hölder's inequality
The first expectation on the right hand side is finite by (3.25), while this holds for the second as being the expectation of a stopped sum of i.i.d. random variables with finite moments of order 4η ≤ p (see [5] ).
(3.22) in case 2η ≥ 1 follows immediately by using (3.6) and the infinite version of Minkowski's inequality. They give
If 0 < 2η < 1, then t → t 2η is subadditive and thus
As to the proof of (3.23), note first that EC In order to show (3.24) we note first that EL 
for all 0 < a < 1/µ and some α ∈ (0, 1) depending on a.
for all ε > 0 by a result of Chow and Lai [3] . Hence, with ε > 0 satisfying a(µ
as n → ∞ which proves (3.27).
For (3.28), recall that EL
The final lemma of this section is Lemma 5.8 in [2] and provides a useful tool to estimate the Prokhorov distance of two probability measures.
Lemma 3.6. Let X 1 , X 2 be two X-valued random elements with distributions It follows from Lemma 3.2 that
for all x ∈ X and n ≥ 1. Since the last expression converges to 0 by (4.1) and (4. for all x ∈ X and n ≥ 0. In the following K ∈ (0, ∞) shall denote a generic constant which may differ from line to line but is always independent of x. All but the last term on the right hand side of (4.3) are independent of x. The first one multiplied with n p−1 is summable by Lemma 3.5(a). As to the second term, which is the critical one, we put ε def = (a − b) log(1/γ) and estimate with the help of (3.18), Hölder's inequality and (3.13) 
