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We study the problem of transmitting classical information using quantum Gaussian states in the
absence of a shared phase reference. This problem is relevant for long-distance communication in free
space and optical fiber, where phase noise is typically considered as a limiting factor. We consider
a family of phase-noise channels with a finite decoherence time, such that the phase-reference is
lost after m consecutive uses of the transmission line. The Holevo capacity of these channels is
always attained with photon-number encodings, challenging with current technology. Restricting to
Gaussian encodings, we show that the optimal encoding can always be generated by acting with a
Haar-random passive interferometer on ensembles of product single-mode squeezed-coherent states.
Hence for coherent-state encodings the optimal rate depends only on the total-energy distribution
and we provide upper and lower bounds for all m, the latter attainable at low energies with on/off
modulation and photodetection. We generalize this lower bound to squeezed-coherent encodings,
exhibiting for the first time to our knowledge an unconditional advantage with respect to any
coherent encoding for m = 1 and a considerable advantage with respect to its direct coherent
counterpart for m > 1. Finally, we show that the use of part of the energy to establish a reference
frame is sub-optimal even at large energies. Our results represent a key departure from the case of
phase-covariant Gaussian channels and constitute a proof-of-principle of the optimality of squeezing
in communication without a phase reference.
Introduction.— The possibility of mantaining a
shared reference frame [1] between the sender and
the receiver is often assumed a priori in analyzing
communication scenarios. This is the case, for exam-
ple, in long-distance communication on optical fiber
and in free space, where the information is encoded
in quantum states of the electromagnetic field [2]
and transferred through a quantum Gaussian chan-
nel, such as attenuation or additive noise [3, 4]. These
channels belong to the set of phase-covariant Gaus-
sian channels, for which coherent states are known to
minimize the output entropy [5–8] and can be used
to attain the channel capacity, i.e., the maximum
classical-information transmission rate, provided that
the sender and the receiver can mantain a phase refer-
ence. In this work we consider a non-Gaussian mem-
ory channel [9] for which complete decoherence takes
place after m subsequent uses of the transmission line,
which effectively models the loss of a common phase
reference. This model takes into account that any
phase-decoherence mechanism will realistically take
place in a finite time T ; hence if the sender can pro-
duce subsequent signals at time intervals of δt  T ,
a total of m = [ Tδt ] signals can be sent before the
onset of decoherence [10] and we show that the ad-
dition of squeezing can greatly enhance the commu-
nication rate, surpassing any coherent-state commu-
nication strategy, and thus provide a clear departure
from the case of phase-covariant Gaussian channels.
When phase-noise mechanisms are absent, a phase
reference can be established before communication by
sending an “idler” signal, e.g., a coherent state that
acts as a phase reference, so that all other signals
are phase-locked with respect to the idler or by ex-
plicitly performing a phase-estimation procedure on
a reference state [1, 11, 12]. However, such phase-
alignment strategies can be seriously affected or even
entirely ruled out by phase diffusion [13–16]. Such
phase-noise mechanism is modelled by applying a suit-
ably randomized phase shift at the receiver end, which
can be extremely detrimental for common communi-
cation methods based on the discrimination of a phase
imprinted on a coherent state [17–22]. Moreover,
the case of complete phase loss describes the effec-
tive channel seen by a photodetector, one of the most
common measurement devices in long-distance com-
munication. Motivated by the application in commu-
nication, several works observed an enhancement in
estimation, discrimination and modulation-restricted
communication via the addition of squeezing to co-
herent states [22–31].
We first show that the energy-constrained channel
capacity is equal to that of the noiseless channel but
it is attained by using photon-number encodings, still
challenging with current technology. Hence we char-
acterize the structure of optimal coherent-state encod-
ings with unconstrained decoding, showing that the
calculation of the maximum information transmission
rate reduces to the optimization of a functional of
the probability distribution of the total energy. Our
result implies that the strategy of using part of the
energy for preparing a phase-reference state in one
mode and using the other modes to communicate is
in general suboptimal. In particular, at leading order
in the high-energy limit, we show that a coherent-
state encoding is strictly better than any strategy in-
volving a fixed reference mode, independently of the
state used as phase reference. Finally, we show that
squeezed-coherent states can be used to attain a larger
communication rate with respect to simple coherent-
strategies. Interestingly, at variance with what hap-
pens in phase estimation procedures [27, 30, 32]
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2where improvements are typically obtained using sig-
nals with super-Poissonian photon-number statistics,
the advantage we report here is obtained by trading
signals characterized by Poissonian photon-number
distribution with sub-Poissionian squeezed-coherent
states. In the case m = 1 we show that there ex-
ists a range of energies where an explicit on/off en-
coding, employing vacuum and a squeezed coherent
state, plus photodetection is provably better than any
coherent-state encoding under the same energy con-
straint, using recent upper bounds on the capacity of
the classical Poisson channel [33, 34]. Our result vin-
dicates the optimality of non-classical Gaussian light
in a physically-motivated communication context, in
spite of the optimality of coherent-state encodings for
common attenuator and additive-noise channels. The
enhancement of the communication rate carries over
to the case m > 1, although the explicit on/off strat-
egy is not able to surpass the coherent-state upper
bound. However, on the basis of the strong improve-
ment that squeezing gives to the coherent-state lower
bound, we conjecture that using squeezing is benefi-
cial even for arbitrary values of m.
The model.— The channel we consider takes as in-
put the state ρˆ of m bosonic oscillators (modes) and
applies a random phase-shift, identical for each mode,
acting as the following completely-positive and trace-
preserving map:
Φm(ρˆ) :=
∫
dθ
2pi
eiθnˆρˆe−iθnˆ =
∞∑
n=0
pnρˆn, (1)
where nˆ =
∑m
i=1 aˆ
†
i aˆi is the total-photon-number
operator and aˆi, aˆ
†
i are the bosonic creation and
annihilation operators of the i-th mode, such that
[aˆi, aˆ
†
j ] = δi,j , Πˆn is the projector on the subspace
with total photon number n, pn := Tr
[
Πˆnρˆ
]
and
ρˆn := ΠˆnρˆΠˆn/pn. Thus, although the absolute phase
between the sender and the receiver is lost after trans-
mission, i.e., there are no coherence terms between
blocks with different total photon number, the chan-
nel does preserve coherence in the relative degrees of
freedom of ρˆ, i.e., inside each block with fixed photon
number. In particular, Φm commutes with the action
of energy-preserving Gaussian unitaries, i.e., m-mode
interferometers, which can be employed to encode in-
formation.
Channel capacity.— The classical capacity of
a quantum channel, i.e., the maximum classical-
information transmission rate attainable with ar-
bitrary encoding and decoding operations, is
given in general by a regularization C(Φm, E) =
limk→∞ 1k maxE(k) χ(Φ
⊗k
m , E(k)) of the Holevo quan-
tity [4], χ(Φ, {q(x), ρˆx}) := S
(∫
dx q(x)Φ(ρˆx)
) −∫
dx q(x)S(Φ(ρˆx)). Here S(·) is the von Neumann en-
tropy and the maximization is over all input ensem-
bles E(k) = {q(x), ρˆ(k)x }, with ρˆ(k)x being (possibly en-
tangled) states of k copies of the input Hilbert space.
For infinite-dimensional Hilbert spaces it is also nec-
essary to constrain the energy of the signals in the
optimization, usually via the mean-energy constraint∫
dx q(x)Tr
[
nˆρˆ
(k)
x
]
≤ kE. Since Φm leaves Fock
states invariant, one can employ an encoding which is
diagonal in this basis and attain the same rate of the
identity channel on m modes, which, at constrained
mean energy E per use, is C(Φm, E) = mg(
E
m ), with
g(E) = −E logE + (1 + E) log(1 + E). A detailed
proof of this fact is found in the Supplemental Mate-
rial (SM).
Covariant encodings.— Since photon-number
states are hard to produce, one can be interested
in constraining the ensembles to more accessible
states [35]. With the reasonable assumption that
energy-preserving Gaussian unitaries are allowed,
a drastic simplification in the optimization on any
family of states can be obtained by exploiting the
symmetry of the channel. We use the fact that the
average on Haar-random energy-preserving Gaussian
unitaries Uˆ (or passive interferometers PI), which act
as the group U(m) in phase space [36], completely
depolarizes the state in blocks of fixed total photon
number n, which have dimension
(
n+m−1
m−1
)
:∫
U(m)
dU UˆρˆUˆ† =
∞∑
n=0
pn
Πˆn(
n+m−1
m−1
) . (2)
This is a consequence of Schur’s lemma applied on
the decomposition into irreducible representations of
U(m) of the Hilbert space of m modes. The decompo-
sition in turn can be understood as a consequence of
the connection between coherent states of an infinite-
dimensional system with spin-coherent states of finite
dimension [37, 38], detailed in the SM.
The rate achievable with an arbitrary ensemble E = {q(x), ρˆx} is then
χ(Φm, E) ≤
[
S
(∫
dx q(x)
∫
U(m)
dUΦm(Uˆ ρˆxUˆ
†)
)
−
∫
dx q(x)
∫
U(m)
dUS(Φm(Uˆ ρˆxUˆ
†))
]
= χ(Φm, EHaar)
(3)
where the inequality follows from the concavity and unitary-invariance of the von Neumann entropy and the
fact that Uˆ and Φm commute, while in the last equality we defined EHaar as the ensemble obtained by applying
a Haar-random PI Uˆ to the states extracted from E . The inequality means that one can always restrict the
maximization of the Holevo quantity to ensembles of the form EHaar, which are invariant under total-phase
shifts. When the states ρˆx are pure and calling p
(x) their total-photon-number distribution, and denoting the
3probabilities as p(x)(n) = p
(x)
n := Tr
[
Πˆnρ
(x)
]
, by applying Eq. (2) the Holevo quantity reads
χ(Φm, EHaar) =
[∑∞
n=0
∫
dx q(x)p
(x)
n log
(
n+m−1
m−1
)
+H(
∫
dx q(x)p(x))− ∫ dx q(x)H(p(x))]
= mg(Em )−D(
∫
dx q(x)p(x)||pth)− ∫ dx q(x)H(p(x)),
(4)
where D(·||·) is the Kullback-Leibler diver-
gence, H(·) is the Shannon entropy and
pth(n) =
(
n+m−1
m−1
) (
E
E+m
)n (
m
E+m
)m
is the total-
photon-number distribution of the thermal state on
m modes with average energy per mode Em . From
this expression it is intuitively apparent that states
with peaked total-photon-number distribution are
preferable, since they make H(p(x)) smaller without
necessarily increasing D(
∫
dx q(x)p(x)||pth). Indeed,
as mentioned above, the capacity of the channel
is attained by a thermal ensemble of Fock states,
which make this term zero. This fact is important
to understand why squeezed states can be better
than coherent states, a fact that we show in the next
sections.
Gaussian encodings.— In the rest of the article we
will restrict to Gaussian encodings, which are eas-
ily realizable in practice. Furthermore, thanks to
the concavity of the entropy and the fact that any
Gaussian state can be written as a mixture of pure
Gaussian states, it is straightforward to further re-
strict the optimization to pure states (see SM). We are
then left to consider ensembles of the form EHaarG :=
{q(~r, ~α) dU,U |~r, ~α〉}, which can be generated by pro-
ducing a tensor product of m squeezed-coherent states
|~r, ~α〉 := Sˆ(~r)Dˆ(~α) |0〉⊗m, with Dˆ(αi) = exp(αiaˆ†i −
α∗i aˆi) and Sˆ(ri) = exp(
ri
2 (aˆ
2
i − aˆ†2i )) the displacement
and squeezing operators, with probability q(~r, ~α) and
then acting with anm-mode Haar-random PI Uˆ . Con-
sequently, the optimal Gaussian rate is obtained by
maximizing Eq. (4) over q(~r, ~α) with the total-photon-
number distribution of |~r, ~α〉 given in [39, 40].
Coherent-state communication rate.— Let us now
set ~r = 0 above and restrict to coherent-state encod-
ings. The effect of a phase-noise model encompassing
our Φm on the recovery of information encoded in
coherent states has been studied in [18], where the
authors derived approximations to the Holevo infor-
mation of coherent-state ensembles with fixed energy
in the low-photon-number sector. Here we provide
a general expression using the fact that the total-
photon-number distribution of a coherent state |~α〉 is
a Poissonian P(s) with probabilities P(s)(n) = P
(s)
n :=
e−s s
n
n! and depends only on its total energy s := |~α|2.
Hence the optimization in Eq. (4) can be restricted to
input distributions on the total energy only, q(s), and
the optimal coherent-state rate
Rcoh(Φm, E) := max
q(s)
χ(Φm, EHaarcoh )
= max
q(s)
[ ∞∑
n=0
∫
ds q(s)P (s)n log
(
n+m− 1
m− 1
)
+H
(∫
ds q(s)P(s)
)
−
∫
ds q(s)H(P(s))
] (5)
is attained by producing a single-mode coherent state
of energy s with probability q(s) and distributing it
with a Haar-random PI.
In the SM we derive the exact expression of upper
and lower bounds Rup,lowcoh (Φm, E) on the optimal rate
for all E and m. For m = 1, only the last two terms
of Eq. (5) contribute and we recover the well-known
discrete-time classical Poisson channel with input dis-
tribution q(s). Its capacity is still an open problem in
classical information theory for which only upper and
lower bounds are known [33, 34, 41–43]. For m > 1
instead, the first term adds a positive contribution de-
pending on the number of modes m and the output
photon-number distribution. For general m, we con-
sider a lower bound obtained by employing an on/off
modulation at the encoding, sending a Haar-random
pulse Uˆ
∣∣∣√E/p〉 with some probability p and the vac-
uum otherwise. For m = 1, this lower bound can
be always attained by an explicit scheme, employing
on/off modulation with a fixed pulse
∣∣∣√E/p〉 plus
photodetection (OOP), while for m > 1 this explicit
OOP strategy departs from the lower bound. For the
upper bounds instead, we consider two expressions
given in [33, 34]. In particular, in the low-energy limit
and for fixed m, the upper bound inspired by [33] and
the lower bound read
R˜upcoh(Φm, E)= E(log
1
E − log log 1E
+ψ(m) + 2 + log 13) + o(E)
(6)
Rlowcoh(Φm, E) = E(log
1
E − log log 1E + logm) + o(E).
(7)
Importantly, at this order the OOP strategy attains
the lower bound for all m, without the need for Haar-
randomization. Let us stress however that the bound
from Eq. (6) is worse than the bound Rupcoh(Φm, E) we
give in SM (inspired by [34]) except for extremely low
energies. In Fig. 1 we plot the latter upper and lower
bounds per unit of channel capacity for several values
of m, observing a general increasing trend of the rate
with m, while in Fig. 2a we compare the lower bound
with the OOP rate.
On the other hand, in the large-energy regime the
optimal rate reads Rcoh(Φm, E) = (m − 1/2) logE +
O(1) and it is attained by a Gamma distribution
q(s) in the total energy, corresponding to a thermal
coherent-state ensemble. The leading term in the
4FIG. 1. Plot (log-linear scale) of several rates per unit of
channel capacity C(Φm, E) vs. the average energy E for
several values of m: upper (dashed lines) and lower (dot-
dashed lines) bounds on the optimal coherent-state rate,
Rup,lowcoh (Φm, E), lower bound (continuous line) on the op-
timal squeezed-coherent-state rate, Rlowsq−coh(Φm, E). The
optimal coherent-state rate lies in the shaded region. Note
that as m increases, the coherent-state rate becomes com-
parable with the capacity. Moreover, squeezing always
provides a notable advantage over simple coherent encod-
ing and it can even surpass the coherent-state encoding
upper bound for m = 1.
channel capacity C(Φm, E) is m logE. The rate at-
tainable with a thermal coherent-state ensemble plus
photodetection behaves like m2 logE [43]. If instead
m is sent to infinity with E/m := k fixed, the rate
per use of the transmission line, with a thermal en-
semble, converges to C(Φ, k). For proofs of these facts
see SM.
Squeezing enhances the communication rate.— In
this section we show that the addition of squeezing
can greatly enhance the coherent-state communica-
tion rate in the presence of phase noise. Unlike the
case of coherent states, Eq. (5), if we set ~r 6= 0 above,
the optimization of the prior cannot be reduced to
one or few global variables and it becomes hard to
provide an upper bound on the optimal squeezed-
coherent rate. Still, an achievable lower bound on this
rate, Rlowsq−coh(Φm, E), can be obtained by generaliz-
ing the on/off encoding: with probability p we send a
Haar-random pulse Uˆ |~r, ~α〉 of energy Ep , otherwise the
vacuum. Moreover, as for coherent states, for m = 1
an explicit OOP strategy with a fixed pulse |~r, ~α〉 suf-
fices to obtain the same rate. Numerical evidence
suggests to concentrate all the energy in one pulse
before Uˆ , i.e., ~r = (r, 0, · · · , 0) and ~α = (α, 0, · · · , 0),
with α ∈ R and r > 0. Intuitively, this is aimed at
reducing the photon-number variance as pointed out
after Eq. (4). The results can be found in the SM.
In Fig. 1 we compare Rlowsq−coh(Φm, E) with
Rup,lowcoh (Φm, E) per unit of capacity, as a function of
the energy E and for several values of m. The plot
shows that the use of squeezing provides a large in-
crease of the communication rate for all m and E
with respect to its direct counterpart Rlowcoh(Φm, E).
Importantly, for m = 1, there is also a small range
FIG. 2. Plot (log-linear scale) of several rates per unity of
channel capacity. (a/left) Coherent and squeezed-coherent
lower bounds (continuous) and their achievable counter-
parts with photodetection (dashed), for m = 2. (b/right)
Gaussian coherent-state ensembles on all the m = 2 modes
or with a fixed reference on one mode.
of energies where Rlowsq−coh(Φm, E) > R
up
coh(Φm, E),
proving that an explicit on/off strategy with fixed
squeezed-coherent pulse and photodetection is suffi-
cient to surpass the Poisson capacity, a question that
can be traced back to [24]. The deviation of OOP
from the lower bound for m > 1 is studied in Fig. 2a.
In particular, as noted in the SM, for low energies
and up to o(E), both the lower bound Rlowsq−coh(Φm, E)
and the squeezed-coherent OOP rate are equal to the
coherent-state lower bound.
Communication with phase reference states.— The
optimality of covariant encodings makes strategies
with phase reference states suboptimal in principle,
but it is still worth to compare them with covari-
ant encodings. In the SM we calculate the expres-
sion of the rate for an encoding which uses Ex en-
ergy in the first mode to prepare a fixed phase ref-
erence state and E(1 − x) on the remaining m − 1
modes to produce coherent states. It is clear that
by simple monotonicity of the capacity, the rate can-
not be better than the rate obtained for the iden-
tity channel on m − 1 modes with energy constraint
E(1− x). Asymptotically at high energy, the leading
term of this upper bound is (m − 1) logE, indepen-
dently of x and of the reference state, which is less
than what one obtains with a thermal ensemble of co-
herent states by 12 logE. The comparison in the finite
energy regime with encodings using a truncated phase
state |ψ〉 = [2xE+ 1]−1/2∑2xEn=0 |n〉 and a thermal en-
semble of coherent states is available in Fig. 2b. This
suggests suboptimality of phase-reference strategies.
On the other hand, we conjecture that, if the phase
reference state has large energy variance, even cod-
ing on the energy of the phase reference mode is not
beneficial, in light of the discussion after Eq. (4).
Conclusions.— We have analyzed the performance
of Gaussian encodings in the presence of phase-noise
with a finite decoherence time, such that m succes-
sive signals can be sent before losing the phase refer-
ence. This is a physically-motivated example of non-
Gaussian channel, and we showed that good encod-
ings make an intelligent use of the relative degrees of
freedom, rather than trying to synchronize a common
phase. Indeed, phase synchronization schemes with
quantum-enhanced phase estimation seem to be un-
favored with respect to general coherent-state strate-
5gies, if the global energy cost is taken into account.
Moreover, we showed that squeezing can greatly en-
hance the communication rate, as an effect of reduc-
ing the entropy of the total-photon-number distribu-
tion. In particular for m = 1 we proved that, for the
first time to our knowledge, an explicit strategy, al-
ternating between the vacuum and a squeezed coher-
ent state, together with photodetection, outperforms
any coherent-state code. This is particularly inter-
esting considering that it can be easily realized with
current technology, while the as-yet-unknown optimal
coherent-state rate will need in general the use of en-
tangled measurements at the receiver side, which are
still challenging. We leave as an open questions: the
optimality of strategies employing non-zero squeez-
ing among Gaussian states for any m and E; the
sub-optimality of ensembles using states with super-
Poissonian statistics, which is good for phase syn-
chronization, with respect to coherent-state strate-
gies. Moreover, we did not consider the possibility
of sending entangled squeezed states across the chan-
nel uses, which could in principle further enhance the
communication rates due to superadditivity.
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Classical capacity of the phase noise channel
In this section we show that the classical capacity of Φm is C(Φm, E) = mg(
E
m ). Since the entropy is
maximized, under an average-energy constraint, by a thermal state [2], it is straightforward to see that for an
ensemble E(k) with energy constraint kE
χ(Φ⊗km , E) ≤ S(ρˆth(kE)) =
mk∑
j=1
g(Ej) = kmg(
E
m
), (8)
where the first inequality follows from discarding negative terms in the Holevo quantity and using the fact that
for the relative entropy 0 ≤ D(ρˆ||ρˆth(kE)) = S(ρˆth(kE)) − S(ρˆ) whenever Tr [ρˆnˆ] = E, with equality if and
only if ρˆ = ρˆth(kE). ρˆth(kE) is a thermal state of mk modes with total average energy kE, which can always
be written as tensor product of single-mode thermal states with average energies Ej = E/m. Moreover, the
entropy of each single-mode thermal states is g(Ej) := (Ej + 1) log(Ej + 1) − Ej logEj . Finally, the upper
bound of Eq. (8) is achievable using an ensemble of tensor-product Fock states on m modes, which are pure and
invariant under the action of Φm, with a thermal probability distribution of total average energy E, so that the
average output state of the channel is exactly ρˆth(E). Hence we conclude that C(Φm, E) = mg(
E
m ). Moreover,
the same arguments above apply to any phase-noise channel with arbitrary phase distribution, provided that
the phase-shift is identical on each mode, so that their capacity is given by the same expression. Note that this
is the same rate attainable by m uses of the identity channel with average energy per mode Em , implying that,
if the sender and receiver can produce and detect Fock states, then Φm is essentially noiseless.
Decomposition into irreducible representations of U(m)
In this section we determine the decomposition into irreducible representations of U(m) of the Hilbert space
of m modes. Since coherent states are an overcomplete set, we can first restrict to study the action of U(m) on
coherent states and then straightforwardly extend the result to arbitrary bosonic states via the decomposition
ρˆ =
∫
d2m~α Pρ(~α) |~α〉 〈~α| , (9)
where Pρ(~α) is the Glauber-Sudarshan P -representation [44, 45] of the m-mode bosonic state ρˆ.
We will make use of a crucial property that connects coherent states of an infinite-dimensional system with
spin-coherent states of finite dimension [37, 38]. First, note that an m-mode coherent state can be decomposed
as
|~α〉 =
∞∑
n=0
√
P
(s)
n |ψn(~α)〉 , (10)
where s := |~α|2 the mean energy of the state, P (s)n := e
− |~α|
2
2 |~α|n√
n!
, is a Poissonian distribution, and Πˆn |~α〉 =√
P
(s)
n |ψn(~α)〉. Explicitly
|ψn(~α)〉 =
∑
∑m
i=1 ni=n
√(
n
{ni}
) m∏
i=1
unii |~n〉
7where we have introduced the multi-mode Fock state |~n〉 = |n1〉 ⊗ · · · ⊗ |nm〉, and ~u := ~α|~α| . Now observe that
each |ψn(~α)〉 lives in a finite-dimensional subspace and it can be mapped to the state of n copies of a m-level
system state with coefficients ~u:
(
m∑
i=1
ui |i〉)⊗n =
∑
∑m
i=1 ni=n
m∏
i=1
unii
∑
σ∈Sn
U(σ)
∣∣∣~n(m)〉 ∼= |ψn(~u)〉 , (11)
where
∣∣~n(m)〉 is the tensor-product state ∣∣~n(m)〉 = | 1, · · · , 1︸ ︷︷ ︸
n1
, · · ·m, · · · ,m︸ ︷︷ ︸
nm
〉, with ni repetitions of the i-th
basis element, U(σ) is a permutation of the m-level systems and the isomorphism is defined on the basis of
permutation-symmetric states
(
n
{ni}
)−1/2∑
σ∈Sn U(σ)
∣∣~n(m)〉→ |~n〉. Finally, thanks to this mapping, the action
of an energy-preserving Gaussian unitary Uˆ corresponding to U ∈ U(m) in phase space, can also be written as
Uˆ |~α〉 = |U~α〉 =
∞∑
n=0
√
P
(s)
n dˆ
(n,m)
U |ψn(~u)〉 , (12)
where dˆ
(n,m)
U is the image of U with respect to the irreducible representation of U(m) on the permutation-
symmetric subspace of n m-level systems. This is enough to conclude that each block with total photon
number n hosts the irreducible representation of U(m) corresponding to the Young diagram of one row of
length n, which has dimension
(
n+m−1
m−1
)
[46].
By Schur’s lemma it then follows that the Haar average decoheres blocks with different total photon numbers
and, inside each block with fixed total photon number, it acts as a U(m)-twirling:∫
U(m)
dUUˆ |~α〉 〈~α| Uˆ† =
∞∑
n=0
P (s)n
∫
U(m)
dUdˆ
(n,m)
U |ψn(~u)〉 〈ψn(~u)| dˆ(n,m)†U =
∞∑
n=0
P (s)n
Πˆn(
n+m−1
m−1
) . (13)
This result can then be applied to each coherent-state term in the decomposition of Eq. (9), obtaining Eq. (2)
of the main text.
Pure-state ensembles are always optimal among Gaussian encodings
Consider an ensemble comprising general Gaussian states of the form ρˆG = Uˆ Sˆ(~r)Dˆ(~α)ρˆthDˆ
†(~α)Sˆ†(~r)Uˆ†,
where ρˆth is an m-mode thermal state , Uˆ is an m-mode PI and Dˆ(~α), Sˆ(~r) are the tensor product of single-
mode displacement operators Dˆ(αi) = exp(αiaˆ
†
i − α∗i aˆi) and squeezing operators Sˆ(ri) = exp( ri2 (aˆ2i − aˆ†2i )),
respectively. Now recall that any thermal state can be decomposed as a mixture of coherent states with
Gaussian weights, i.e., ρˆth =
∫
d2m~β pG(~β)|~β〉〈~β| [45] and hence every Gaussian state ρˆG can be written
as a mixture of pure Gaussian states with Gaussian weight. Then for any mixed-state Gaussian ensemble
EG := {qx, ρˆG(x)}, respecting the mean-energy constraint, one can consider an equivalent pure-state Gaussian
ensemble E˜G := {qxpG(~β|x), ΨˆG(~β, x)}, comprising all the pure states Ψˆ(~β, x) =
∣∣∣ψ(~β, x)〉〈ψ(~β, x)∣∣∣, with∣∣∣ψ(~β, x)〉 = UˆxSˆ(~rx)Dˆ(~αx) ∣∣∣~β〉, that take part in the decomposition of some ρˆG(x), with proper weights. Then
by the equivalence of these two ensembles and the concavity of the entropy we obtain, for any channel Φ acting
on m bosonic modes,
χ(Φ, EG) = S
(∫
dx q(x)Φ(ρˆG(x))
)
−
∫
dx q(x)S (Φ(ρˆG(x)))
≤ S
(∫
dx q(x)pG(~β|x)Φ(Ψˆ(~β, x))
)
−
∫
dx q(x)pG(~β|x)S
(
Φ(ΨˆG(~β, x))
)
= χ(Φ, E˜G).
(14)
This implies that, when optimizing the Holevo quantity over Gaussian encodings, one can always restrict to
pure states.
General bounds on the coherent-state optimal rate
An upper bound on Eq. (5) can be easily obtained by bounding the first term and the last two terms separately.
For the latter we employ a recent upper bound on the capacity of the Poisson channel with average-energy
8constraint E [34]:
f(E) := E log
(
1 +
(
1 + e1+γ
)
E + 2E2
e1+γE + 2E2
)
+ log
(
1 +
1√
2e
(√
1 + (1 + e1+γ)E + 2E2
1 + E
− 1
))
≥ max
q(t)
[
H
(∫
ds q(s)P(s)
)
−
∫
ds q(s)H(P(s))
]
,
(15)
where γ is the Euler-Mascheroni constant. For the first term in Eq. (5) instead we observe that∑∞
n=0 P
(s)
n log
(
n+m−1
m−1
)
is a concave function of s. Indeed its second derivative evaluates to
d2
d2s
{
∞∑
n=0
P (s)n log
(
n+m− 1
m− 1
)
} = s−2
∞∑
n=0
P (s)n ((s− n)2 − n) log
(
n+m− 1
m− 1
)
=
+ s−2
∞∑
n=0
P (s)n (s
2 log
(
n+m− 1
m− 1
)
+ s(n+ 1) log
(
n+m
m− 1
)
− s(2s+ 1) log
(
n+m
m− 1
)
)
=
∞∑
n=0
P (s)n (log
(
n+m− 1
m− 1
)
+ log
(
n+m+ 1
m− 1
)
− 2 log
(
n+m
m− 1
)
)
≤
∞∑
n=0
P (s)n
m∑
i=1
log
(n+ i)(n+ i+ 2)
(n+ i+ 1)2
< 0
(16)
where first we used the fact that P
(s)
n nα = sP
(s)
n−1n
α−1, note that log
(
x+m−1
m−1
)
=
∑m
i=1 log
x+i
i , and use the fact
that log x(x+2)(x+1)2 < 0 by monotonicity of the function
x
x+1 . Therefore, by applying again Jensen’s inequality on
the integral in s, as well as recalling that
∫
dp(s)s = E, we obtain the following inequality:∫
dp(s)
∞∑
n=0
P (s)n log
(
n+m− 1
m− 1
)
≤
∞∑
n=0
P (E)n log
(
n+m− 1
m− 1
)
, (17)
Hence the optimal coherent-state rate can be upper bounded for all E and m by
Rupcoh(Φm, E) := f(E) +
∞∑
n=0
P (E)n log
(
n+m− 1
m− 1
)
. (18)
Out of all the upper bounds originating from the Poisson channel, that of Eq. (18) appears to be the tightest
one for almost all energies and it is the one we employ in Fig. 1. In particular, its low-energy expansion reads
Rupcoh(Φm, E) = E log
1
E
+ E(c+ ψ(m)) + o(E), (19)
where c = e
1
2
+γ
2
√
2
− 1 ≈ 0.038, γ is the Euler-Mascheroni constant and ψ(m) is the Digamma function, which
behaves as ψ(m) = logm+O( 1m ) for large m. Still, at extremely low energies (10
−60÷10−40) and for all m, one
can use another upper bound on the Poisson channel capacity [33] which provides the following asymptotically-
tighter upper bound for the rate of our channel:
R˜upcoh(Φm, E) = E log
1
E
+ E(− log log 1
E
+ 2 + log 13 + ψ(m)) + o(E). (20)
An achievable lower bound is instead provided by a corresponding one for the Poisson channel. In the
following we will adapt an on/off modulation that attains the Poisson channel capacity with unconstrained
decoding at the leading order in E and in general provides a good lower bound for E . 1 [33]. Note that this
bound can be surpassed at larger energies by that of Ref. [41]. The strategy we consider consists in sending a
vacuum pulse |0〉 with probability 1−p and otherwise a Haar-random coherent pulse Uˆ |α〉⊗ |0〉⊗m−1 of energy
|α|2 = Ep . Following the same reasoning applied in the main text to obtain the optimal coherent-state rate, it is
straightforward to see that the net effect of this encoding is that of inducing an on/off total energy distribution
in Eq. (5), i.e., {q(0) = 1− p, q(Ep ) = p}. The corresponding rate is
Rlowcoh(Φm, E, p) := p
∞∑
n=1
P (E/p)n log
(
n+m− 1
m− 1
)
+ h
(
1− p+ pP (E/p)0
)
+
∞∑
n=1
h
(
pP (E/p)n
)
− p
∞∑
n=0
h
(
P (E/p)n
)
= p
∞∑
n=1
P (E/p)n log
(
n+m− 1
m− 1
)
+ h
(
1− p+ pP (E/p)0
)
+
(
1− P (E/p)0
)
h(p)− ph
(
P
(E/p)
0
)
,
(21)
9where we have defined h(x) = −x log x and used the property h(xy) = xh(y) + yh(x). One can then maximize
this function over p ∈ [0, 1] to obtain the best lower bound Rlowcoh(Φm, E) := maxpRlowcoh(Φm, E, p). In particular,
at low energies the maximum is attained for p = E log 1E , see [33] and the only term in the sum of order O(E)
is at n = 1, that is pP
(E/p)
1 logm ' E logm. Hence in this limit the lower bound attains the upper bound
Eq. (20), as reported in the main text. Moreover, note that at low energies one can attain this rate at order
O(E) by explicit on/off modulation plus photodetection (OOP), that sends independently on each mode a
fixed coherent pulse of energy Epm with probability p and the vacuum otherwise [33] (see also [25] for a less
performing generalized PPM strategy). The rate for this strategy is immediately obtained from the on/off
strategy for the m = 1 case.
At high energies, we check the rate achievable with a thermal ensemble of coherent states. An ensemble for
which the average state is the thermal state can be obtained by encoding with probability distribution given
by a Gamma distribution p(s) =
(
m
E
)m e− sE/m sm−1
(m−1)! , indeed∫
dsp(s)P (s)n =
(
n+m− 1
m− 1
)(
E
E +m
)n(
m
E +m
)m
= pthn . (22)
For this distribution one needs to evaluate only the average output entropy term. From the well known fact
that H(P(s)) ≤ 12 log 2pie(s+ 112 ) [43, 47], and from Jensen inequality, we have∫ ∞
0
dsp(s)H(P(s)) ≤
∫ ∞
0
dsp(s)
1
2
log 2pie(s+
1
12
) ≤ 1
2
log 2pie(E +
1
12
). (23)
We then obtain a rate
Rth = mg(E/m)−
∫ ∞
0
dsp(s)H(P(s)) ≥ mg(E/m)− 1
2
log 2pie(E +
1
12
) = (m− 1
2
) logE +O(1). (24)
On the other hand, by fixing E/m = k and sending m to infinity, we get a rate per use of the transmission
line which approaches the identity channel capacity with energy constraint k:
Rth
m
= g(E/m)−
∫ ∞
0
dsp(s)H(P(s)) ≥ g(k)− 1
2m
log 2pie(km+
1
12
) = C(Φ, k) +O
(
logm
m
)
. (25)
The squeezed-coherent encoding
The photon-number distribution of a coherent squeezed state Sˆ(r)Dˆ(α) |0〉, r ∈ R and α ∈ C, is given by
p(n|r, α) = |c(n|r, α)|2, where [39, 40]
c(n|r, α) = (n! cosh(r))− 12
(
1
2
tanh(r)
)n/2
Hn
[
α sinh(2r)−1/2
]
exp
[
−1
2
|α|2 − 1
2
tanh(r)α2
]
(26)
and Hn(γ) is the Hermite polynomial of order n. Taking α ∈ R, the average energy of the state is E + 12 =
1
2 cosh(2r) + e
−2rα2. Substituting for α we then obtain
c(n|r, E) = (n! cosh(r))− 12
(
1
2
tanh(r)
)n/2
Hn
[√
(2E + 1− cosh(2r))e2r
2 sinh(2r)
]
exp
[
− (2E + 1− cosh(2r))e
2r
4
(1 + tanh(r))
]
.
(27)
An achievable rate using these states for the encoding is obtained via the following on/off modulation:
Ep,~r,~α,U = {(1− p) |0〉 〈0|⊗m , p dU UˆSˆ(~r)Dˆ(~α) |0〉 〈0|⊗m Dˆ(~α)†Sˆ(~r)†Uˆ†}, (28)
where the vacuum state is sent with probability (1 − p), while a pulse is sent with probability p. The latter
is generated by a product of displacements and single-mode squeezing with fixed parameters on each mode,
~r, ~α ∈ Rm, followed by a Haar-random passive Gaussian unitary Uˆ on the m modes. All the parameters
p, ~r, ~α are chosen so as to satisfy an average-energy constraint for the ensemble and the total photon number
distribution is Q(~r,~α), with probabilities
Q(~r,~α)(n) = Q(~r,~α)n =
∑
∑
i ni=n
m∏
i=1
p(ni|ri, αi). (29)
Following the same reasoning leading to (21), the rate achievable with this encoding is
Rlowsq−coh = p
∞∑
n=1
Q(~r,~α)n log
(
n+m− 1
m− 1
)
+ h
(
1− p+ pQ(~r,~α)0
)
+
(
1−Q(~r,~α)0
)
h(p)− p h
(
Q
(~r,~α)
0
)
. (30)
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Communicate with phase reference
Consider now the scenario where Alice and Bob use a fraction of the total available energy xE to prepare a
single mode state suitable for estimating the phase of the channel and (1 − x)E is the average energy of the
ensemble of coherent states on the remaining m−1 modes. The input states have thus the form |ψ〉⊗ |~α〉, with
|~α〉 = ⊗mi=2 |αi〉, 〈ψ| nˆ1 |ψ〉 = xE, 〈~α|
∑ˆm
i=2nˆi |~α〉 = |α|2. Since Φm commutes with energy-preserving Gaussian
unitaries on the last m− 1 modes, one can adapt the argument of inequalities (3) to obtain an optimal rate
χphcoh(Φm, E, x) =
[
S
(∫
dp(~α)Φm(|ψ〉 〈ψ| ⊗
∫
dU Uˆ |~α〉 〈~α| Uˆ)
)
−
∫
dp(~α)
∫
dUS(Φm(|ψ〉 〈ψ| ⊗ Uˆ |~α〉 〈~α| Uˆ))
]
(31)
=
[
S
(∫
dp(~α)Φm(|ψ〉 〈ψ| ⊗
∞∑
n=0
P (|α|
2)
n
Πˆ
(m−1)
n(
n+m−2
m−2
) ))− ∫ dp(~α)S(Φm(|ψ〉 〈ψ| ⊗ |~α〉 〈~α|))].
(32)
where Πˆ
(m−1)
n is the projector on the space of m− 1 modes with total photon number n. The first term is
Φm(|ψ〉 〈ψ| ⊗
∞∑
n=0
P (|α|
2)
n
Πˆ
(m−1)
n(
n+m−2
m−2
) ) = ∞∑
l=0
q
(xE)
l |l〉 〈l| ⊗
∞∑
n=0
P (|α|
2)
n
Πˆ
(m−1)
n(
n+m−2
m−2
) , (33)
where q
(xE)
n = Tr
[
Πˆn |ψ〉 〈ψ| ⊗ |0〉 〈0|
]
, and the second term can be computed by noting that
Tr
[
Πˆn |ψ〉 〈ψ| ⊗ |~α〉 〈~α|
]
=
∑n
l=0 q
(xE)
l P
(|α|2)
n−l . Therefore, denoting q
(E) the probability distribution such that
q(E)(n) = q
(E)
n and P(s,E) the probability distributions such that P(s,E)(n) = P
(s,E)
n =
∑n
l=0 q
(E)
l P
(s)
n−l, the rate
is
χphcoh(Φm, E, x) = S[q
(xE)] + S[
∫ ∞
0
ds p(s)P(s)] (34)
+
∞∑
n=0
∫ ∞
0
ds p(s)P (s)n log
(
n+m− 2
m− 2
)
−
∫ ∞
0
ds p(s)S[P(s,xE)] (35)
Using a coherent state as reference, and coding with a thermal ensemble for m− 1 modes, at high energies we
obtain, independently of x,
χphcoh(Φm, E, x) = (m− 1) logE +
1
2
logE − 1
2
logE +O(1) (36)
which is already sufficient to reach the upper bound at leading order. Other phase reference states are not
useful at this level.
