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Abstract
For a class of Cannings models we prove Haldane’s formula, pi(sN) ∼
2sN
ρ2
, for the fixation
probability of a single beneficial mutant in the limit of large population size N and in the
regime of moderately strong selection, i.e. for sN ∼ N
−b and 0 < b < 1/2. Here, sN is the
selective advantage of an individual carrying the beneficial type, and ρ2 is the (asymptotic)
offspring variance. Our assumptions on the reproduction mechanism allow for a coupling of
the beneficial allele’s frequency process with slightly supercritical Galton-Watson processes in
the early phase of fixation.
1 Introduction
Analysing the probability of fixation of a beneficial allele that arises from a single mutant is one
of the classical problems in population genetics, see Patwa and Wahl [18] for a historical overview.
A rule of thumb known as Haldane’s formula states that the probability of fixation of a single
mutant of beneficial type with small selective advantage s > 0 and offspring variance ρ2 in a large
population of individuals, whose total number N is constant over the generations, is approximately
equal to 2s/ρ2. Originally, this was formulated for the (prototypical) model of Wright and Fisher,
in which the next generation arises by a multinomial sampling from the previous one (which leads
to ρ2 = 1− 1N in the neutral case), with the “reproductive weight” of an individual of beneficial type
being increased by the (small) factor 1 + s. A natural generalization of the Wright-Fisher model
are the Cannings models; here one assumes exchangeable offspring numbers in the neutral case
([5], [8]), and separately within the sets of all individuals of the beneficial and the non-beneficial
type in the selective case ([17]).
The reasoning in the pioneering papers by Fisher [9], Haldane [12] and Wright [20] was based
on the insight that, as long as the beneficial type is rare, the number of individuals carrying the
beneficial type is a slightly supercritical branching process for which the survival probability is
pi(s) =
2s
ρ2
+ o(s) as s→ 0,
where 1 + s is the offspring expectation and ρ2 is the offspring variance. The heuristics then is
that the branching process approximation should be valid until the beneficial allele has either died
out or has reached a fraction of the population that is substantial enough so that the law of large
numbers dictates that this fraction should rise to 1.
Notably, Lessard and Ladret [17] obtained (for fixed population size N) the result
pi(s) =
1
N
+
2s
ρ2
+ o(s) as s→ 0, (1)
as a special case of their explicit analytic representation of pi(s) within a quite general class of
Cannings models and selection mechanisms.
1
An interesting parameter regime as N →∞ is that of moderate selection,
sN ∼ cN−b with 0 < b < 1, (2)
which is between the classical regimes of weak and strong selection. Is the Haldane asymptotics
pi(sN ) ∼ 2sN
ρ2
as N → 0, (3)
valid in the regime (2)?
If one could bound in this regime the o(s)-term in (1) by o(N−b), then (1) would turn into (3).
Such an estimate seems, however, hard to achieve in the analytic framework of [17].
The main result of the present paper is a proof of the Haldane asymptotics using an approxima-
tion by Galton-Watson processes in the regime of moderately strong selection, which corresponds
to (2) for 0 < b < 12 . Hereby, we assume that the Cannings dynamics admits a paintbox represen-
tation, whose random weights are exchangeable and of Dirichlet-type, and fulfil a certain moment
condition, see Section 3. Here, the effect of selection is achieved by a decrease of the reproductive
weights of the non-beneficial individuals by the factor 1− sN .
An approximation by Galton-Watson processes was used in [10] to prove the asymptotics (3) in
the regime of moderately strong selection for a specific Cannings model that arises in the context of
experimental evolution, with the next generation being formed by sampling without replacement
from a pool of offspring generated by the parents.
In the case b ≥ 12 the method developed in the present paper would fail, because then the
Galton-Watson approximation would be controllable only up to a time at which the fluctuations
of the beneficial allele (that are caused by the resampling) still dominate the trend that is induced
by the selective advantage. However, in [4] we proved the Haldane asymptotics (3) for the case
of moderately weak selection, i.e. under the assumption (2) with 12 < b < 1. There, a backwards
point of view turned out to be helpful, which uses a representation of the fixation probability in
terms of sampling duality via the Cannings ancestral selection graph developed in [4] (see also
[11]).
The results of the present paper together with those of [4] do not cover the boundary case
b = 12 between moderately strong and moderately weak selection. We conjecture that the Haldane
asymptotics (3) is valid also in this case.
2 A class of Cannings models with selection
This section is a short recap of [4] Sec. 2; we include it here for self-containedness.
2.1 Paintbox representation in the neutral case
Neutral Cannings models are characterized by the exchangeable distribution of the vector ν =
(ν1, . . . , νN ) of offspring sizes; here the νi are non-negative integer-valued random variables which
sum to N . An important subclass are the mixed multinomial Cannings models. Their offspring
size vector ν arises in a two-step manner: first, a vector of random weights W = (W1, . . . ,WN ) is
sampled, which is exchangeable and takes values in the simplex
∆N = {(x1, ..., xN ) : xi ≥ 0,
N∑
i=1
xi = 1}.
In the second step, a die with N possible outcomes 1, . . . , N and outcome probabilities W =
(W1, . . . ,WN ) is thrown N times, and νi counts how often the outcome i occurs. Following
Kingman’s terminology, we speak of a paintbox representation for ν, and call W the underlying
(random) paintbox.
This construction is iterated over the generations g ∈ Z: Let W (g) = (W (g)1 , . . . ,W (g)N ) be
independent copies of W , and denote the individuals in generation g by (i, g), i ∈ [N ]. Assume that
2
each individual (j, g+1), j ∈ [N ] := {1, . . . , N} in generation g+1, chooses its parent (V(j,g+1), g)
in generation g according to the random variable V(j,g+1), with conditional distribution
P(V(j,g+1) = i|W (g)) = W (g)i , ∀ i ∈ [N ].
where given W (g) the family {V(i,g+1), i ∈ [N ]} is independent and identically distributed. This
results in exchangeable offspring vectors ν(g) which are independent and identically distributed
over the generations g.
Some exchangeable offspring vectors do not have a paintbox representation, for example a random
permutation of the vector (2, ..., 2, 0, ..., 0). Prototypical paintboxes are W = ( 1N , . . . ,
1
N ), which
leads to the Wright-Fisher model, and the class of Dirichlet(α, . . . , α)-distributed random weights.
In particular, the offspring distribution with Dirichlet(1, . . . , 1)-distributed paintbox can be seen
as a limiting case of the offspring distribution for the model of experimental evolution considered
in ([3],[10]).
2.2 A paintbox representation with selection
Let W (g), g ∈ Z, be as in the previous section, and let sN ∈ [0, 1]. Assume each individual carries
one of two types, either the beneficial type or the wildtype. Depending on the type of individual
(i, g) we set
W˜
(g)
i = (1− sN )W (g)i
if (i, g) is of wildtype and W˜
(g)
i = W
(g)
i if (i, g) is of beneficial type. The probability that an
individual is chosen as parent is now given by
P((i, g) is parent of (j, g + 1)) =
W˜
(g)
i∑N
ℓ=1 W˜
(g)
ℓ
(4)
for all i, j ∈ [N ]. Parents are chosen independently for all i ∈ [N ] and the distribution does not
change over the generations. If (i, g) is the parent of (j, g + 1) the child (j, g + 1) inherits the
type of its parent. In particular, this reproduction mechanism leads to offspring numbers that are
exchangeable among the beneficial as well as among wildtype individuals.
2.3 The Cannings frequency process
For simplicity in notation we will drop the superscript g in the following. In the previous section
we gave a definition for a Cannings model which incorporates selection, by decreasing the random
weight of each wildtype individual by the factor 1 − sN . This allows to define the Cannings
frequency process X = (Xg)g≥0 with state space [N ] which counts the number of beneficial
individuals in each generation g.
Assume there are 1 ≤ k ≤ N beneficial individuals at time g; due to the exchangeability of W we
may assume that the individuals (1, g), . . . , (k, g) are the beneficial ones. Given W , the probability
that individual (j, g + 1) is of beneficial type is then due to (4) equal to∑k
i=1 Wi∑k
i=1 Wi +
∑N
i=k+1(1− sN )Wi
, (5)
and is the same for all j ∈ [N ]. Hence, given W and given there are k beneficial individuals in
generation g, the number of beneficial individuals in generation g + 1 has distribution
Bin
(
N,
∑k
i=1Wi∑k
i=1 Wi +
∑N
i=k+1(1− sN)Wj
)
; (6)
this defines the transition probabilities of the Markov chain X .
3
3 Main Result
Before we state our main result we specify the assumptions.
Definition 3.1 (Dirichlet-type weights). We say that a random vector W (N) with exchangeable
components W
(N)
1 , . . . ,W
(N)
N is of Dirichlet type if
W
(N)
i =
Yi∑N
ℓ=1 Yℓ
, i = 1, . . . , N, (7)
where Y1, . . . , YN are independent copies of a random variable Y with P(Y > 0) = 1.
We assume that there exists an A > 0 such that
E [exp(hY )] <∞, (8)
for all h < A, which implies the finiteness of all moments of Y .
Remark 3.2. a) The random weights (W
(N)
1 , ...,W
(N)
N ) are exchangeable and sum to 1, and
the case of deterministic Y corresponds to W
(N)
i ≡ 1/N , i.e. the classical Wright-Fisher
model.
b) The biological motivation for considering Dirichlet-type weights comes from seasonal repro-
ductive schemes. At the beginning of a season a set (of size N) of individuals is alive. These
individuals and their offspring reproduce and generate a pool of descendants within that sea-
son. Only a few individuals from this pool survive till the next season. The number N in
the model is assumed to be equal to the total number of individuals that make it to the next
season. Dirichlet-type weights arise in the asymptotics of an infinitely large pool of offspring;
then sampling with and without replacement coincide. Condition (8) guarantees that the pool
of descendants of a single individual is not too large in comparison to the pool of descendants
generated by the other individuals. The simplifying assumption P(Y > 0) = 1 implies that
the weight W
(N)
i of a parent cannot be equal to zero. Observe, however, that weights of single
parents can be arbitrarily small if (e.g.) Y has a density which is continuous and strictly
positive in zero.
c) Let ν(N) be a sequence of Cannings offspring numbers that are represented by paintboxes
W (N) satisfying (7) and (8). Then (ν(N)) satisfies Mo¨hle’s condition [16]
E[(ν
(N)
1 )
2] = o(N) and E[(ν
(N)
1 )
3] = o(NE[(ν
(N)
1 )
2]),
which implies the convergence of the genealogy to Kingman’s coalescent in the neutral model.
Specifically, (8) ensures that E[(W
(N)
1 )
3] = O(N−3) as N →∞, which gives a rate of decay
O(N−2) for the triple coalescence probability (and is the moment condition (3.6) in [4]).
As to the selective advantage, we assume that for a fixed η ∈ (0, 12 ) the sequence (sN ) obeys
N−
1
2+η ≤ sN ≤ N−η, (9)
which we call the regime of moderately strong selection, thus generalizing the corresponding notion
introduced in Section 1. (Note that (9) displays the parallel to the analogous condition in [4] for
the regime of moderately weak selection.) In order to connect to (2) we define
bN := − ln sN
lnN
(10)
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which is equivalent to sN = N
−bN , with (9) translating to
η < bN <
1
2
− η.
Putting
ρ2 :=
E
[
Y 21
]
E [Y1]
2 ,
we observe that
E
[
(W
(N)
1 )
2
]
= E
[
Y 21
(
∑N
i=1 Yi)
2
]
=
ρ2
N2
+O(N−3) as N →∞.
Theorem (Haldane’s formula).
Assume that Conditions (7), (8) and (9) are fulfilled. Let (Xg)g≥0 be the number of beneficial
individuals in generation g, with X0 = 1. Let τ = inf {g ≥ 0 : Xg ∈ {0, N}}, then
P(Xτ = N) =
2sN
ρ2
(1 + o(1)). (11)
The proof will be given in Section 5, after preparing some auxiliary results in Section 4. We
conclude this section by describing the strategy of the proof and its main ideas, with an emphasis
on the role of Condition (9).
The proof is divided into three parts, corresponding to three growth phases of X . Concerning
the first phase we show that the probability to reach the level N b+δ is 2sNρ2 (1 + o(1)), for some
small δ > 0; this is the content of Proposition 5.3. The proof is based on stochastic domination
from above and below with slightly supercritical Galton-Watson processes Z and Z with respec-
tive offspring distributions (22) and (23).
To see that Z is an upper bound of X in its initial phase, we recall that transition probabili-
ties of X are mixed Binomial specified by (6). Using (7) we approximate (5) from above by
k∑
ℓ=1
Yℓ
1 + sN + o(sN )
NE [Y1]
. (12)
As we will show in Lemma 4.3, this is possible with probability 1 − O(exp(−c′N1−2α) for some
α < 12 and for k ≤ N b+δ with b + δ < 1/2. We will thus be able to dominate the mixed Binomial
distribution by the mixed Poisson distribution with random parameter (12), again up to an error
term of order o(sN ). Noting that (12) is a sum of independent random variables, we arrive at
the upper Galton-Watson approximation for a single generation. For any small ε > 0 this can be
repeated for s−1N N
ε generations, which (as an application of Lemma 4.1 will show) is enough to
reach either the level 0 or the level N b+δ with probability 1− o(sN ).
To show that Z is a lower bound of X in its initial phase, we adapt an approach used in [10]
to lower bound the frequency process of beneficial individuals by a branching process. Number
the individuals in generation g by (i, g) as in Subsection 2.1, and denote by ω
(g)
i the number of
children of the individual (i, g). Given W , we now think of a successive coin tossing that deter-
mines which of the individuals from generation g + 1 are the children of (i, g), first doing this
coin tossing for (1, g), then for (2, g), etc. Observe that as long as Xg ≤ N b+δ, and given W and∑i−1
ℓ=1 ω
(g)
ℓ = k, then ω
(g)
i has distribution (29). Using (7) and again an application of Lemma 4.3,
we will manage to bound (29) from below by
Bin
(
N − ⌈N b+δ⌉, Yi 1 + sN + o(sN )
NE [Y1]
)
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with probability 1 − O(exp(−Nε)) for some sufficiently small ε > 0, again for b + δ < 1/2. This
will give the Galton-Watson process approximation from below for the first phase.
According to (13) both slightly supercritical branching processes Z and Z reach the level N b+δ
with probability 2sNρ2 (1 + o(1)).
As to the second phase, we will argue in Section 5.2 that, after reaching the level N b+δ the
Cannings frequency process X will grow to a macroscopic fraction εN with high probability. If
the frequency of beneficial individuals is at least N b+δ (but still below εN), then in a single gener-
ation the frequency of beneficial individuals grows in expectation at least by 1+(1−ε)sN +o(sN ).
Hence, cs−1N lnN generations after X has reached the level N b+δ, the expected value of the process
X reaches the level 2εN . Similarly one bounds the variance produced in a single generation and
derives from this an estimate for the variance accumulated over cs−1N lnN generations. This bound
being sufficiently small, an application of Chebyshev’s inequality yields that (after cs−1N lnN gen-
erations) X crosses the level εN with probability tending to 1 after reaching the level N b+δ.
In Section 5.3) we deal with the last phase, and will show that the fixation probability tends
to 1 as N → ∞ if we start with at least εN individuals of beneficial type. Here we use the rep-
resentation for the fixation probability that is based on a sampling duality between the Cannings
frequency process and the Cannings ancestral selection process (CASP) which was provided in [4].
For a subregime of moderately weak selection the claim will follow quickly from the representa-
tion formula combined with a concentration result for the equilibrium distribution of the CASP
that was proved in [4]. To complete the proof we will then argue that both the CASP and the
representation of the fixation probability depend on the selection parameter in a monotone way.
4 Auxiliary results
4.1 Slightly supercritical Galton-Watson processes
Throughout this subsection, sN is a sequence of positive numbers converging to 0, σ
2 is a fixed
positive number, and Z(N) = (Z
(N)
n )n≥0 be a Galton-Watson processes with offspring expectation
1 + sN + o(sN ), offspring variance σ
2 + o(1), uniformly bounded third moment, and , Z
(N)
0 = 1.
We write
φN := P
(
lim
n→∞
Z(N)n =∞
)
= 1− P(Z(N)n = 0 for some n > 1)
for the survival probability of (Z(N)) and observe (see [1], Theorem 3)
φN =
2sN
σ2
(1 + o(1)). (13)
Lemma B.3 in [10] gives a statement on the asymptotic probability that Z(N) either quickly dies
out or reaches a certain (moderately) large threshold. The following lemma improves on this in
a twofold way. It dispenses with the assumption sN ∼ cN−b for a fixed b ∈ (0, 1) and more
substantially, it gives a quantitative estimate for the probability that, given non-extinction, the
(moderately) large threshold is reached quickly.
Lemma 4.1. Fix δ > 0, and let T (N) := inf{n ≥ 0 : Z(N)n /∈ {1, 2, ..., ⌈( 1sN )1+δ⌉}. Then, for all
ε > 0
P1
(
T (N) > (1/sN)
(1+ε)
)
= O
(
exp
(
−cs−ε/2N
))
, (14)
for some fixed c > 0.
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Proof. Observe that
P1
(
T (N) > (1/sN)
1+ε
)
≤ P1
(
T > (1/sN )
1+ε
∣∣∣ZN survives)
+ P1
(
T (N) > (1/sN)
1+ε
∣∣∣ZN dies out) . (15)
In part 1 of the proof we will estimate the first probability on the r.h.s. of (15); this will give the
above-mentioned improvement of Lemma B.3 in [10]. Part 2 of the proof deals with the second
probability on the r.h.s. of (15).
Part 1. Like in the proof of Lemma B.3 in [10] we obtain an upper bound on the time at
which the process Z(N) reaches the level (1/sN )
1+δ given survival, by considering the process
Z⋆ = (Z⋆n)n≥0 consisting of the immortal lines of Z
(N). (For simplicity of notation we drop a
superscript N in Z⋆.) The probability generating function of the offspring distribution of Z⋆ is
given by ([15] Proposition 5.28 (i))
f⋆(t) :=
∑
k≥0
P1(Z
⋆
1 = k)t
k =
E
[
(1− φN + φN t)Z
(N)
1
]
− (1 − φN )
φN
, t ≥ 0,
where φN denotes the survival probability of Z
(N) as in (13). Immortality of the process Z⋆
implies that f⋆(0) = P1(Z
⋆
1 = 0) = 0. Furthermore,
P1(Z
⋆
1 = 1) = (f
⋆)′(0) = E
[
Z
(N)
1 (1− φN )Z
(N)
1 −1
]
and
P1(Z
⋆
1 = 2) =
(f⋆)′′(0)
2
= E
[
φN
2
Z
(N)
1 (Z
(N)
1 − 1)(1− φN )Z
(N)
1 −2
]
.
A Taylor expansion for f⋆(t) at 0 gives
f⋆(t) = E
[
Z
(N)
1 (1− φN )Z
(N)
1 −1t+ φNZ
(N)
1 (Z
(N)
1 − 1)(1− φN )Z
(N)
1 −2
t2
2
]
+ E
[
φ2N
t3
6
Z
(N)
1 (Z
(N)
1 − 1)(Z(N)1 − 2)(1− φN + ξφN )Z
(N)
1 −3
]
,
for some ξ ∈ (0, 1). Setting t = 1 we obtain
1− P1(Z⋆1 = 1)− P1(Z⋆1 = 2) = O(φ2N ),
since f⋆(1) = 1 and the third moments of Z
(N)
1 are uniformly bounded. This yields for any
β ∈ (0, 1) and large enough N
P1(Z
⋆
1 ≥ 2) ≥ βsN , P1(Z⋆1 = 1) ≤ 1− βsN , (16)
since E1[Z
⋆
1 ] = E1[Z
(N)
1 ] = 1 + sN + o(sN ) and the variance of Z
(N)
1 is σ
2 + o(1)).
Hence the process Z(N), when conditioned on survival, is bounded from below by the counting
process Z⋆ of immortal lines, which in turn is bounded from below by the process Z˜ = (Z˜n)n≥0
with offspring distribution
ν = (1− βsN )δ1 + βsNδ2.
So far we closely followed the proof in [10], but now we deviate from that proof to obtain the rate
of convergence claimed in (14).
An upper bound for the time T˜ := inf{n ≥ 0 : Z˜n ≥ (1/sN)1+δ} also gives an upper bound
for the time T (N). The idea is now to divide an initial piece of k ≤ (1/sN)(1+ε) generations into
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(1/sN)
ε/2 parts, each of n0 ≤ (1/sN )(1+ε/2) generations. Because of the immortality of Z˜ and the
independence between these parts we obtain immediately that
P(T˜ ≥ (1/sN)(1+ε)) ≤ P1(Z˜j ≤ (1/sN )1+δ for j = 1, . . . , k) ≤
(
P1(Z˜n0 ≤ (1/sN )1+δ)
)(1/sN )ε/2
We then bound P1(Z˜n0 > (1/sN)
1+δ) from below by an application of the Paley-Zygmund in-
equality in its form
P
(
X ≥ E[X ]
2
)
≥ 1
4
(E[X ])2
E[X2]
, (17)
where X is a non-negative random variable (with finite second moment). For a supercritical
Galton-Watson process with offspring expectation m and offspring variance σ2 the n-th generation
offspring expectation and n-th generation offspring variance σ2n are given by m
n and σ2mn(mn −
1)/(m2 −m) (see [2], p.4). Hence, we obtain
E1[Z˜n] = (1 + βsN )
n, Var1[Z˜n] =
βsN (1− βsN )(1 + βsN )n((1 + βsN )n − 1)
(1 + βsN )2 − (1 + βsN ) . (18)
We choose n0 such that
E1[Z˜n0 ] = 2(1/sN)
1+δ. (19)
Observe that n0 ∼ 1βsN log(2( 1sN )1+δ) which ensures that (1/sN)ε/2n0 ≤ (1/sN)1+ε for N large
enough. We now estimate E1[(Z˜n0)
2] using (18) as follows
E
[
Z˜2n0
]
=
βsN (1 − βsN )(1 + βsN )n0((1 + βsN )n0 − 1)
(1 + βsN )2 − (1 + βsN ) + (1 + βsN )
2n0
≤ βsN (1 + βsN )
2n0
βsN + (βsN )2
+ (1 + βsN )
2n0 ≤ 2(1 + βsN )2n0 .
Applying (17) with X := Z˜n0 yields
P1
(
Z˜n0 ≥
1
2
E
[
Z˜n0
])
≥ 1
4
(1 + βsN )
2n0
2(1 + βsN )2n0
=
1
8
,
which because of (19) implies P1(Z˜n0 ≤ (1/sN)1+δ) ≤ 78 . If after time n0 the process Z˜n0 is
still smaller than our desired bound (1/sN)
1+δ, we can iterate this argument (1/sN)
ε/2 times and
arrive at
(P1(Z˜n0 ≤ (1/sN)1+δ)(1/sN )
ε/2 ≤
(
7
8
)(1/sN )ε/2
= exp(c(1/sN )
ε/2),
with c = log 78 . This gives the desired bound for the first term in (15).
Part 2. We now turn to the second term on the r.h.s. of (15). Define
T
(N)
0 := inf{n ≥ 0 : Z(N)n = 0}.
Obviously T (N) ≤ T (N)0 , and so it suffices to prove
P(T
(N)
0 > (1/sN)
1+ε|Z(N) dies out ) ≤ exp(−s−βεN (1 + o(1)). (20)
This proof follows closely that of the second part of Lemma B.3 in [10]; we include it here for
completeness. By Theorem 5.28 in [15] the generating function f̂ of Z(N) conditioned on extinction
is given as
f̂(t) =
1
1− φN
∑
k≥0
((1 − φN )t)kP1(Z(N)1 = k), t ≥ 0.
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This yields
E1[Z
(N)
1 |Z(N) dies out ] = f̂ ′(1) = E1[(1− φN )Z
(N)
1 −1Z
(N)
1 ] = P1(Z
⋆
1 = 1)
We have shown in (16) that P1(Z
⋆
1 = 1) ≤ 1− βsN + o(sN ) and hence we can conclude
E
[
Z(1/sN )1+ε |Z(N) dies out
]
≤ (1− βsN + o(sN ))(1/sN )
1+ε ≤ exp(−βs−εN (1 + o(1))).
Finally, an application of Markov’s inequality yields (20)
P(T0 > (1/sN)
1+ε|Z(N) dies out ) = P(Z(1/sN )1+ε ≥ 1|Z(N) dies out ) ≤ exp(−βs−εN (1 + o(1))).
4.2 Estimates on the paintbox
We now prove a bound on the deviations for the total weight of k individuals.
Lemma 4.2 (Large deviations bound for a moderate number of random weights).
Let (Yi) and (W
(N)
i ) satisfy (7), (8), and let k = kN ≤ N c for some 0 < c ≤ 1. Then for all ε > 0
there exists a positive constant cε depending only on ε and the distribution of Y such that
P
(
k∑
i=1
W
(N)
i ≥ (1 + ε)N c−1
)
= O(exp(−cεN c)). (21)
Proof. This follows by a combination of two Crame´r bounds. Indeed, the l.h.s. of (21) is by
assumption bounded from above by
P
(∑⌈Nc⌉
i=1 Yi∑N
j=1 Yj
≥ (1 + ε)N c−1
)
.
Abbreviating E := {∑Nj=1 Yj ≤ (1 + ε)NE [Y1]} we estimate the latter probability from above by
P
⌈Nc⌉∑
i=1
Yi ≥ (1 + ε)N c−1
N∑
j=1
Yj , E
 + P (Ec)
≤ P
⌈Nc⌉∑
i=1
Yi ≥ N c(1 + ε)2E [Y1]
+ P (Ec)
≤ e−NcI((1+ε)2µY ) + e−NI((1+ε)µY ),
with µY = E [Y1] and denoting by I(y) the rate function of Y . Due to (8) I(y) exists around
µY and is strictly positive for y 6= µY (see [7] Thm. 2.2.3). This yields that the leading term is
exp(−N cI((1 + ε)µY )) = O(exp(−cεN c)), with cε = I((1 + ε)µY ).
The next lemma gives stochastic upper and lower bounds for the sums of the random weights
in terms of sums of the independent random variables Yi.
Lemma 4.3 (Bounds for the random weights).
Assume that Conditions (7), (8) and (9) are fulfilled. Let 0 < α < 12 , then for k = kN ≤ N
P
(
1−N−α
NE [Y1]
k∑
i=1
Yi ≤
k∑
i=1
W
(N)
i ≤
1 +N−α
NE [Y1]
k∑
i=1
Yi
)
= 1− exp (−c′N1−2α) (1 + o(1)),
for some c′ > 0.
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Proof. It suffices to show
P
(∣∣∣∣∣ N∑N
j=1 Yj
− 1
E [Y1]
∣∣∣∣∣ ≥ N−α
)
= O(exp(N1−2α)).
Let 0 < c < E [Y1], then it holds
P
(
N∑
i=1
Yi < cN
)
= O(exp(−NI(c))),
where I(y) is the rate function of Y . Condition (8) ensures that I(c) > 0 for E [Y1] 6= c, see [7]
Theorem 2.2.3.
For any a, a′ ≥ 1 it holds
∣∣ 1
a − 1a′
∣∣ ≤ |a− a′|. This yields
P
(∣∣∣∣∣ N∑N
j=1 Yj
− 1
E [Y1]
∣∣∣∣∣ ≥ N−α
)
= P
(
1
c
∣∣∣∣∣ Nc∑N
j=1 Yj
− c
E [Y1]
∣∣∣∣∣ ≥ N−α
)
≤ P
(
1
c2
∣∣∣∣∣
∑N
j=1 Yj
N
− E [Y1]
∣∣∣∣∣ ≥ N−α
)
+O(e−NI(c))
= P
(
1√
N
∣∣∣∣∣
N∑
i=1
(Yi − E [Y1])
∣∣∣∣∣ ≥ c2N 12−α
)
+O(e−NI(c)).
Using [6] Theorem 1, the probability on the r.h.s. can, with a suitable c˜ > 0, be estimated from
above by
exp(c˜N1−3α) exp(−c
4
2
N1−2α)(1 +O(N−α logN)) = exp
(
−c
4
2
N1−2α
)
(1 + o(1)),
which gives the desired result.
5 Proof of the main result
Recall from (10) that we denote the order of the selection strength by bN =
log sN
logN . To simplify
notation we will drop the subscript and simply write b := bN .
The proof is divided into three parts, which correspond to three phases of growth for the
Cannings frequency process X . The initial phase is decisive: due to Proposition 5.3, the probability
that X reaches the level sNN δ for some sufficiently small δ is given by the r.h.s. of (11). Lemma 5.4
and Lemma 5.5 then guarantee that, once having reached the level sNN
δ, the process X reaches
N with high probability. The proof of the Theorem is then a simple combination of these three
results and the strong Markov property. Indeed, with τ1, τ2, τ3 as in Proposition 5.3, Lemma 5.4
and Lemma 5.5, and with δ, δ′, ε fulfilling the requirements specified there, the fixation probability
in the l.h.s. of (11) can be rewritten as
P(Xτ = N) = P(Xτ3 = N |Xτ2 ≥ εN)P(Xτ2 ≥ εN |Xτ1 ≥ N b+δ)P1(Xτ1 ≥ N b+δ)
= (1− o(1))(1 −O(N−δ′))2sN
ρ2
(1 + o(1))
=
2sN
ρ2
(1 + o(1)).
5.1 First phase: From 1 to N b+δ
In this section we show that as long as Xg ≤ N b+δ the process X can be upper and lower
bounded (with sufficiently high probability) by two slightly supercritical branching processes Z =
10
(Zg)g≥0 and Z = (Zg)g≥0. To construct the upper bound Z we take the highest per capita
selective advantage, which occurs when only a single individual is beneficial. Using Lemma 4.2
and Lemma 4.3, we will approximate the thus arising mixed binomial distribution by a mixed
Poisson distribution, which leads for Z to the offspring distribution
Pois
(
Y1
E[Y1]
(1 + sN + o(sN ))
)
, (22)
where Y1 is the random variable figuring in (7). To arrive at the lower bounding Galton-Watson
process Z we will consider the smallest per capita selective advantage, which arises when N b+δ
individuals are beneficial. Again using Lemma 4.2 and Lemma 4.3 we will show that the offspring
distribution of Z can be chosen as the mixed binomial distribution
Bin
(
N − ⌈N b+δ⌉, Y1
NE[Y1]
(1 + sN + o(sN ))
)
. (23)
Lemma 5.1. Let δ and α be such that 0 < δ < η and 12 (
1
2 + η − δ) < α < 12 − η, and put
τ1 = inf{g ≥ 0 : Xg = 0 or Xg ≥ N b+δ}. Then X can be defined on one and the same probability
space together with two branching process Z and Z with offspring distributions (23) and (22),
respectively, such that for j = 1, 2, . . .
P(Zj∧τ1 ≤ Xj∧τ1 ≤ Zj∧τ1 |Zj−1∧τ1 ≤ Xj−1∧τ1 ≤ Zj−1∧τ1) ≥ 1− e−c
′N1−2α(1 + o(1)), (24)
with c′ as in Lemma 4.3
Applying the latter estimate g times consecutively yields immediately the following corollary:
Corollary 5.2. Let δ, α, τ1,Z and Z be as in Lemma 5.1. If X0 ≤ N b+δ, then for all g ∈ N0
P(Zg∧τ1 ≤ Xg∧τ1 ≤ Zg∧τ1 |Z0 ≤ X0 ≤ Z0) ≥
(
1−O(exp(−c′N1−2α)))g . (25)
Proof of Lemma 5.1. We proceed inductively, assuming that for g = 1, 2, . . . we have constructed
X , Z and Z up to generation g− 1 such that (24) holds for j = 1, . . . , g− 1. Together with Xg we
will first construct Zg and then Zg, and check the asserted probability bound for the coupling.
On the event {Xg−1 < N b+δ} the number of beneficial individuals in the next generation is mixed
binomially distributed. More precisely, given {Xg−1 = k} with k ≤ N b+δ, and given the weights
(Wi) in generation g − 1, the distribution of Xg is
Bin
(
N,
∑k
i=1 Wi∑k
i=1 Wi +
∑N
i=k+1(1 − sN )Wi
)
(26)
We next relate (26) to (22) in terms of stochastic order. For p, p′ ≥ 0, a Bin(N, p)-distributed
random variable B is stochastically dominated by a Pois(Np′)-distributed random variable P if
e−p
′ ≤ (1− p) (27)
see (1.21) in [14]. Indeed, in this case the probability of the outcome zero is not larger for
a Pois(p′)-distributed random variable P1 than for a Bernoulli(p)-distributed random variable
B1, which yields B1  P1, where  denotes the stochastic ordering of the random variables.
Consequently
B
d
=
N∑
i=1
Bi 
N∑
i=1
Pi
d
= P.
with Bi and Pi being independent copies of B1 and P1, respectively. In particular, for p ≥ 0 and
p′ = p(1 +N b+2δ−1) we have
e−p
′ ≤ 1− p′ + (p′)2 = 1− p(1 +N b+2δ−1) + p2(1 +N b+2δ−1)2.
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Hence, Condition (27) holds if
p(1 +N b+2δ−1)2 < N b+2δ−1. (28)
The success probability of the binomial distribution (26) can be bounded from above via
p :=
(∑k
i=1Wi
)
/(1− sN). Then by Lemma 4.2 we have that (28) is fulfilled with probability
1−O(exp(−cεN b+δ)) with cε as in Lemma 4.2. So the number of beneficial offspring is dominated
by a Pois
(
N
∑k
i=1 Wi
(1−sN )
(1 +N b+2δ−1)
)
-distributed random variable. Applying Lemma 4.3 yields
that with probability 1− exp(−c′N1−2α)(1 + o(1)) the following chain of inequalities is valid:
N
∑Xg−1
i=1 Wi
(1− sN ) (1 +N
b+2δ−1) ≤
∑Xg−1
i=1 Yi
E [Y1] (1− sN ) (1 +N
b+2δ−1)(1 +N−α)
=
Xg−1∑
i=1
Yi
1 + sN + o(sN )
E [Y1]
≤
Zg−1∑
i=1
Yi
1 + sN + o(sN )
E [Y1]
.
Hence, X can be coupled with a branching process Z with a mixed Poisson offspring distribution
of the form (22).
The lower bound also uses a comparison with a Galton-Watson process, now with a mixed bi-
nomially distributed offspring:
Number the individuals in generation g by (1, g), . . . , (N, g) as in Subsection 2.1, and denote
by ω
(g)
i the number of children of the individual (i, g). Given W , we now think of a successive coin
tossing that determines which of the individuals from generation g + 1 are the children of (i, g),
first doing this coin tossing for (1, g), then for (2, g), etc. Observe that as long as Xg ≤ sNN δ,
and given W and
∑i−1
ℓ=1 ω
(g)
ℓ = k, then ω
(g)
i has distribution
Bin
(
N − k, Wi∑Xg
ℓ=iWℓ + (1− sN )
∑N
ℓ=Xg+1
Wℓ
)
. (29)
Observe that
1∑Xg−1
j=1 Wj + (1− sN )
∑N
j=Xg−1+1
Wj
=
1
1− sN + sN
∑Xg−1
j=1 Wj
. (30)
Since Xg−1 ≤ ⌈N b+δ⌉ we can estimate with Lemma 4.2 that with probability 1−O(exp(−cεN b+δ))
(30) ≥ 1
1− sN + (1 + ε)N δ−1
for ε > 0. Furthermore, given ω
(g)
1 + · · ·+ ω(g)i−1 = k we have
ω
(g)
i ∼ Bin
(
N − k, Wi∑Xg−1
j=i Wj + (1 − sN )
∑N
j=Xg−1+1
Wj
)
 Bin
(
N − ⌈N b+δ⌉, Wi
1− sN + (1 + ε)N δ−1
)
with probability 1−O(exp(−cεN b+δ)) as long as Xg ≤ ⌈N b+δ⌉. Again applying Lemma 4.3 yields
that with probability 1− exp(−c′N1−2α)(1 + o(1))
Wi
1− sN + (1 + ε)N δ−1 ≥
Yi
NE [Yi] 1− sN + (1 + ε)N δ−1 (1 +N
−α)
=
Yi
NE [Yi]
(1 + sN + o(sN )).
Consequently X can be coupled with a Galton-Watson process Z with offspring distribution of
the form (23) such that (25) is fulfilled.
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We are now ready to prove that X reaches the level N b+δ with probability 2sNρ2 (1 + o(1)).
Proposition 5.3 (Probability to reach the critical level).
Assume Conditions (7), (8) and (9) are fulfilled and define τ1 = inf{g ≥ 0 : Xg ≥ N b+δ or Xg = 0}
with 0 < δ < η, then
P(Xτ1 ≥ N b+δ) =
2sN
ρ2
(1 + o(1)). (31)
Proof. We use the couplings of X with the slightly supercritical branching processes Z and Z from
Corollary 5.2 and show that both process reach the level N b+δ with probability 2sNρ2 (1 + o(1)).
Let E be the event that the stochastic ordering between Z,X and Z holds until generation
n0 = ⌈N b+δ′⌉, that is
E = {Z0 ≤ X0 ≤ Z0, ..., Zn0 ≤ Xn0 ≤ Zn0}.
We show below that the stopping time τ1 fulfils
P(τ1 ≥ ⌈N b+δ
′⌉) = o(sN ). (32)
For a polynomially bounded g, the r.h.s. of (25) is bounded from above by 1 − o(sN ). Thus,
combining Corollary 5.2 and (32) we deduce
P(E, τ1 ≤ ⌈N b+δ
′⌉) = 1− o(sN ).
We are now going to bound (31) from above by estimating the corresponding probability for Z
and the stopping time τ1 = inf{g ≥ 0 : Zg ≥ N b+δ or Zg = 0}. More precisely,
P(Xτ1 ≥ N b+δ) = P(Xτ1 ≥ N b+δ, τ1 ≤ ⌈N b+δ
′⌉, E) + o(sN )
≤ P(Zτ1 ≥ N b+δ, τ1 ≤ ⌈N b+δ
′⌉, E) + o(sN )
≤ P(Zτ1 ≥ N b+δ) + o(sN ).
To obtain an upper bound for the probability of Z to reach the level N b+δ it suffices to estimate
the survival probability of Z. For notational simplicity let us write {Z survives} for the event
{∀g ≥ 0 : Zg > 0} and similarly {Z dies out} for the event {∃g ≥ 0 : Zg = 0}. We have
P1
(
Zτ1 ≥ N b+δ
)
≤P1
(
Zτ1 ≥ N b+δ|Z survives
)
P1(Z survives ) + P1
(
Zτ1 ≥ N b+δ|Z dies out
)
≤P1(Z survives ) + P
(
all ⌈N b+δ⌉ individuals die out) = P1(Z survives ) + (1− 2sN
ρ2
)⌈N
b+δ⌉.
The survival probability of Z will now be estimated by means of (13). To this purpose we
calculate the expectation and variance of the offspring distribution (22).
The expectation is 1 + sN + o(sN ) and the variance is given by
Var
(
Pois
(
Y1
E [Y1]
(1 + sN + o(sN ))
))
= Var
(
E
[
Pois
(
Y1
E [Y1]
(1 + sN + o(sN ))
) ∣∣∣Y1])+ E [Var(Pois( Y1
E [Y1]
(1 + sN + o(sN ))
) ∣∣∣Y1)]
= Var
(
Y1
E [Y1]
(1 + sN + o(sN ))
)
+ E
[
Y1
E [Y1]
(1 + sN + o(sN ))
]
= (1 + sN + o(sN ))
2Var (Y1)
E [Y1]
2 + 1 + sN + o(sN ) = ρ
2(1 + o(1)).
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Equation (13) yields that the survival probability of the process Z is given by 2sNρ2 (1 + o(1)). The
lower bound in (31) follows by similar arguments by considering the process Z instead.
It remains to show (32). Define τ (0) and τ (u) as the stopping times that the process Z reaches
0 and the process Z reaches the upper bound N b+δ, respectively, i.e.
τ (0) = inf{g ≥ 0 : Zg = 0}, τ (u) = inf{g ≥ 0 : Zg ≥ N b+δ},
with the convention that the infimum over an empty set is infinity. Then
P(τ1 ≥ ⌈N b+δ
′⌉) ≤ P(τ1 ≥ ⌈N b+δ
′⌉, E) + P(Ec)
≤ P(τ (u) ≥ ⌈N b+δ′⌉, τ (0) ≥ ⌈N b+δ′⌉, E) + P(Ec)
= P(τ (u) ≥ ⌈N b+δ′⌉, τ (0) ≥ ⌈N b+δ′⌉, E,Z dies out )
+ P(τ (u) ≥ ⌈N b+δ′⌉, τ (0) ≥ ⌈N b+δ′⌉, E,Z survives ) + P(Ec)
= P(τ (u) ≥ ⌈N b+δ′⌉, τ (0) ≥ ⌈N b+δ′⌉, E,Z dies out )
+O(e−c
′N
δ′
2 ) +O(N b+δ
′
e−
1
2N
1−2α), (33)
by an application of Lemma 4.1 and Corollary 5.2 and α < 12 as defined there. In order to spare
notation we denote by eN terms of the order exp(−N c) for some c > 0. Proceeding with (33) we
obtain
(33) = P(τ (u) ≥ ⌈N b+δ′⌉, τ (0) ≥ ⌈N b+δ′⌉, E,Z dies out ,Z survives)
+ P(τ (u) ≥ ⌈N b+δ′⌉, τ (0) ≥ ⌈N b+δ′⌉, E,Z dies out ,Z dies out) + eN
≤ P(Z dies out ,Z survives, E) + eN , (34)
again by an application of Lemma 4.1. Note that
P(Z dies out ,Z survives, E) + P(Z survives ,Z survives, E)
=P(Z survives, E) = 2sN
ρ2
(1 + o(1)).
In order to show that (34) is o(sN ) it suffices to prove that
P(Z survives ,Z survives, E) = 2sN
ρ2
(1 + o(1)).
Considering again the event {τ (u) ≤ ⌈N b+δ′⌉} and applying (13) one obtains
P(Z survives ,Z survives, E) = P(Z survives ,Z survives, E, τ (u) ≤ ⌈N b+δ′⌉) + eN
= P(Z survives , E, τ (u) ≤ ⌈N b+δ′⌉) + eN ,
since the events E and {τ (u) ≤ ⌈N b+δ′⌉)} imply that Zg ≥ N b+δ for some g ≤ N b+δ′ and the
probability for Z to die out after reaching N b+δ is (1 − 2sNρ2 (1 + o(1)))N
b+δ
= eN . Another
application of (13) yields
P(Z survives , E, τ (u) ≤ ⌈N b+δ′⌉) = 2sN
ρ2
(1 + o(1)),
which finishes the proof.
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5.2 Second phase: from N b+δ to εN
In this section we show that X , once having reached the level N b+δ, will reach the level εN with
probability tending to 1 as N →∞.
Lemma 5.4.
Assume X0 ≥ N b+δ with 0 < δ < η, let 0 < ε < δ2−2η−δ and define the stopping time τ2 = inf{g ≥
0 : Xg /∈ {1, 2, ..., ⌊εN⌋}}. Then there exists a δ′ > 0 such that
P (Xτ2 ≥ εN) = 1−O(N−δ
′
).
Proof. By monotonicity it is enough to prove the claim for X0 = ⌈N b+δ⌉. By definition we have
L (Xg+1|Xg) = Bin
(
N,
∑Xg
i=1Wi∑Xg
i=1Wi + (1− sN )
∑N
i=Xg+1
Wi
)
. (35)
Next we lower-bound X by the process X˜ = (X˜g)g≥0, X˜0 = X0, with conditional distribution
L (X˜g+1|X˜g) = Bin
(
N,
∑X˜g
i=1 Wi
1− sN
∑N
i=εN+1 Wi
)
(36)
as long as X˜g ≤ εN . If X˜g > εN we assume that X˜g+1 is distributed as a slightly supercritical
branching process with Pois( Y1
E[Y1]
qN ) distributed offspring, where
qN = NE
[
W1
1− sN
∑N
i=εN+1Wi
]
. (37)
We will see that by this definition in each generation the expectation of X˜ increases by the factor
qN , see (39) and (40). The generation-wise increase of the variance conditioned on the current
state can be estimated from above by a factor ρ2(1+o(1)), see (39) and (41), leading to an iterative
estimate on the variance of the form (42). As long as Xg ≥ X˜g, the success probability in the
mixed Binomal distribution on the r.h.s. of (35) dominates the corresponding one on the r.h.s. of
(36). Consequently, starting X˜ and X both in ⌊N b+δ⌋ we can couple them, such that X˜g ≤ Xg as
long as X˜ did not cross the level εN . In particular, we have for τ˜ = inf{g ≥ 0 : X˜g /∈ {1, 2, ..., εN}}
P
(
Xτ ≥ εN
) ≥ P(X˜τ˜ ≥ εN). (38)
To show P
(
X˜τ˜ ≥ εN
)
= 1−O(N−δ′ ) we will estimate the first and second moment of X˜g0 for a
suitably chosen g0 ∈ N and then use Chebyshev’s inequality to show that X˜g0 is above εN with
sufficiently high probability. To this purpose we consider m(x) and v(x), the one-step conditional
expectation and variance of X˜ at x ∈ N, that is
m(x) = E
[
X˜1|X˜0 = x
]
, v(x) = Var
(
X˜1|X˜0 = x
)
.
From the definition of X˜ as a branching process above εN we have for x > εN
m(x) = qNx, v(x) = ρ
2x(1 + o(1)). (39)
Next we show that m(x) and v(x) fulfil relations similar to (39) also for x ≤ εN , which will allow
to estimate the expectation and the variance of X˜g0 .
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For x ≤ εN we have due to (36)
m(x) = NE
[ ∑x
i=1Wi
1− sN
∑N
i=εN+1 Wi
]
= NE
[
x∑
i=1
Wi
(
1 + sN
N∑
i=εN+1
Wi +O(s
2
N )
)]
= x(1 + sN + (1− ε)N2E [W1WεN+1] +O(s2N ))
= x
(
1 + (1− ε)sN +O(s2N )
)
.
Consequently, we have for all x ∈ N, recalling (37),
m(x) = xqN = x
(
1 + (1− ε)sN +O(s2N )
)
. (40)
Next we analyze v(x), again for x ≤ εN . In view of (36) and a decomposition of the variance gives
v(x) = Var
(
N
∑x
i=1 Wi
1− sN
∑N
i=εN+1 Wi
)
+ E
[
N
∑x
i=1Wi
1− sN
∑N
i=εN+1Wi
(
1−
∑x
i=1 Wi
1− sN
∑N
i=εN+1 Wi
)]
≤ Var
(
N
∑x
i=1Wi
1− sN
)
+ E
[
N
∑x
i=1 Wi
1− sN
]
.
≤ N
2
(1− sN )2 xVar (W1) +
1
1− sN = ρ
2x(1 + o(1)),
using the negative correlation of {Wi, i ∈ [N ]}. Thus we have for all x ∈ N
v(x) ≤ ρ2x(1 + o(1)). (41)
Combining (40) and (41) allows us to estimate the variance Var
(
X˜g
)
for g ∈ N, again by decom-
posing the variance:
Var
(
X˜g
)
= Var
(
E
[
X˜g|X˜g−1
])
+ E
[
Var
(
X˜g|X˜g−1
)]
(42)
= Var
(
m(X˜g−1)
)
+ E
[
v(X˜g−1)
]
≤ q2NVar
(
X˜g−1
)
+ ρ2E
[
X˜g−1
]
(1 + o(1))
= q2NVar
(
X˜g−1
)
+ ρ2qg−1N X˜0(1 + o(1)).
Iterating this argument yields
Var
(
X˜g
)
= ρ2X˜0q
g−1
N
g−1∑
j=0
qjN (1 + o(1))
= ρ2X˜0q
g−1
N
qgN − 1
qN − 1(1 + o(1)).
Choose the minimal g0 ∈ N such that 2εN ≤ E
[
X˜g0
]
= qg0NX0, which yields
g0 =
⌈
log(2εNX−10 )
log qN
⌉
=
⌈
log(2εN1−b−δ)
(1− ε)sN +O(s2N )
⌉
.
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Applying Chebyshev’s inequality, and recalling the initial condition X˜0 = X0 = ⌈N b+δ⌉, we obtain
P
(
|X˜g0 − E
[
X˜g0
]
| ≥ εN
)
≤
ρ2X˜0q
g0−1
N
q
g0
N −1
qN−1
(1 + o(1))
ε2N2
≤
ρ2N b+δq2g0N
Nb
(1−ε) (1 + o(1))
ε2N2
=
ρ2
ε2(1− ε)N
2b+δ−2(1 + (1− ε)sN +O(s2N ))2g0 (1 + o(1))
≤ cρ,εN2b+δ−2 exp(2g0sN (1 +O(sN )))(1 + o(1))
≤ cρ,εN2b+δ−2N 21−ε (1−b−δ)(1 + o(1))
= O(N−δ
′
),
for some small δ′ > 0 due to the assumptions on ε. Since E
[
X˜g0
]
≥ 2εN , this implies
P
(
X˜τ˜ ≥ εN
)
≥ P(X˜g0 ≥ εN) ≥ 1−O(N−δ
′
)
and due to (38) this finishes the proof.
5.3 Third phase: from εN to N
The following Lemma concerns the last step of the proof, showing that once the process X has
reached the level ⌊εN⌋, it goes to fixation with high probability. Our proof relies on a representa-
tion of the fixation probability of X in terms of (a functional of) the equilibrium state Aeq := A(N)eq
of the counting process A := A(N) = (Am)m≥0 of the potential ancestors in the time discrete Can-
nings ancestral selection graph as provided by [4]. The process A(N) is called Cannings ancestral
selection process (CASP) in [4]; for fixed N , it is a recurrent, [N ]-valued Markov chain whose
transition probabilities are specified in [4] Sec. 2.3.
Theorem 3.1 and Formula (3.2) (see also Corollary 3.3) in [4] provide the following sampling
duality representation of the fixation probability of X when started with k individuals:
Pk(X eventually hits N) = 1− E
[
(N − k)(N − k − 1) · · · (N − k −Aeq + 1)
N(N − 1) · · · (N −Aeq + 1)
]
. (43)
Intuitively, this says that X goes extinct if and only if a random sample of (random) size Aeq,
drawn without replacement from the population of size N , avoids the k beneficial individuals.
Formula (43) implies
P⌈εN⌉(X eventually hits N) ≥ 1− E
[
(1− ε)A(N)eq
]
. (44)
From the description of the transition probabilities of A in [4] Sec. 2.3 one sees immediately that
for fixed N these are monotone increasing in sN . Now take a sequence (s˜N ) satisfying s˜N ≤ sN
and Condition (1.2) in [4], i.e.
N−1+η ≤ s˜N ≤ N−2/3+η.
Let A˜
(N)
eq be the equilibrium state belonging to s˜N (and to the same Dirichlet-type paintbox as
that of X ). The central limit result [4], Corollary 6.10, implies that A˜(N)eq → ∞ in probability
as N → ∞. Because of the just mentioned monotonicity in the selection coefficient, the same
convergence holds true for the sequence
(
A
(N)
eq
)
. The following lemma is thus immediate from
(44) and dominated convergence:
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Lemma 5.5 (Cannings process reaches N).
Let X be a Cannings frequency process with X0 = k ≥ εN for some 0 < ε < 1/2. Assume that
Conditions (7), (8) and (9) are fulfilled. Define τ3 := inf{g ≥ 0 : Xg ∈ {0, N}}. Then
Pk(Xτ3 = N) = 1− o(1).
References
[1] K.B. Athreya (1992) Rates of decay for the survival probability of a mutant gene. J. Math.
Biol. 30:577–581.
[2] K. B. Athreya and P. E. Ney (1972) Branching processes. Springer-Verlag, New York-
Heidelberg, Grundlehren Math. Wiss., Band 196.
[3] E. Baake, A. Gonza´lez Casanova, S. Probst and A. Wakolbinger and L. Yuan (2019) Modelling
and simulating Lenski’s long-term evolution experiment. Theor. Popul. Biol. 127:58–74.
[4] F. Boenkost, A. Gonza´lez Casanova, C. Pokalyuk and A. Wakolbinger, Haldane’s formula in
Cannings models: The case of moderately weak selection. arXiv:1907.10049
[5] C. Cannings (1974) The latent roots of certain Markov chains arising in genetics: a new
approach 1. Haploid models. Adv. Appl. Prob. 6:260–290.
[6] H. Crame´r (1938) Sur un nouveau the´oreme-limite de la the´orie des probabilite´s. Actual.
Sci. Ind. 736: 5–23. English translation: H. Crame´r and H. Touchette (2018) On a new limit
theorem in probability theory. https://arxiv.org/abs/1802.05988.
[7] A. Dembo and O. Zeitouni (1998) Large deviations techniques and applications. Springer
Verlag New York, 2nd edition.
[8] W. Ewens (2004) Mathematical Population Genetics: I. Theoretical Introduction, Second
Edition, Springer Science + Business Media New York.
[9] R. Fisher (1922) On the dominance ratio. Proc. R. Soc. Edin. 50:204–219.
[10] A. Gonza´lez Casanova, N. Kurt, A. Wakolbinger and L. Yuan (2016) An individual-based
model for the Lenski experiment, and the deceleration of the relative fitness. Stochastic Pro-
cess. Appl. 126:2211–2252.
[11] A. Gonza´lez Casanova and D. Spano` (2018) Duality and fixation in Ξ-Wright-Fisher processes
with frequency-dependent selection. Ann. Appl. Probab. 28:250–284.
[12] J.B.S. Haldane (1927) The mathematical theory of natural and artificial selection. Proc.
Camb. Philos. Soc. 23:838–844.
[13] F. den Hollander (2000) Large deviations, volume 14 of Fields Institute Monographs. Amer-
ican Mathematical Soc.
[14] A. Klenke and L. Mattner (2010) Stochastic ordering of classical discrete distributions. Adv.
Appl. Probab., 42(2):392–410.
[15] R. Lyons and Y. Peres (2017) Probability on trees and networks. Vol. 42. Cambridge Univer-
sity Press.
[16] M. Mo¨hle (2007) Total variation distances and rates of convergence for ancestral coalescent
processes in exchangeable population models. Adv. Appl. Probab. 32:983–993.
[17] S. Lessard and V. Ladret (2007) The probability of fixation of a single mutant in an exchange-
able selection model. J. Math. Biol. 54:721–744.
18
[18] Z. Patwa and L. Wahl (2008) The fixation probability of beneficial mutations. J. R. Soc.
Interface 5 (28):1279–1289.
[19] C. Pokalyuk and P. Pfaffelhuber (2013) The ancestral selection graph under strong directional
selection. Theor. Popul. Biol. 87:25–33.
[20] S. Wright (1931) Evolution in Mendelian populations. Genetics 16:97–159.
19
