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Abstract 
In this study, we show how internationalization and foreign-owned firms influence 
synergies in the regional innovation systems of Hungary. We first distinguish three 
innovation system functions (knowledge exploitation, knowledge exploration, and 
organizational control) operating in regions and study their interactions using entropy 
statistics. The functions and their interactions are measured by analysing the distribution 
of firms in terms of geographical location, organizational size (number of employees), 
technologies (NACE codes of the OECD), and ownership (foreign versus domestic share 
in registered stock) in the 2005. Synergy is defined as mutual information among the three 
dimensions; a fourth dimension is added in order to bring internationalization (FDI) into 
the model. The factor is relevant since the four-dimensional model explains the GDP 
contributions to regional development in Hungary, whereas the three-dimensional model 
does not. We find that regional innovation systems in Hungary are self-organized 
differently, in relation to a relatively small number of foreign firms. These firms have a 
large positive effect on synergy in regions between the Hungarian capital and the Austrian 
border. However, FDI has negative effects on domestic synergy in the lagging eastern and 
southern provinces of the country. 
Keywords: regional innovation systems, innovation system function, synergy, entropy, 
foreign firms. 
Introduction 
Regional innovation systems (RIS) have been analysed in order to answer policy-oriented 
questions such as why innovation output, technological change, and consequently regional 
development differs across regions (Boschma–Frenken 2006, Cooke et al. 2004 Martin–
Sunley 2007). The RIS literaturemainly refers to local institutions and milieu (Lundvall et 
al. 2002, Tödtling–Tripple 2005), local and sticky versus global and ubiquitous knowledge 
(Asheim–Isaksen 2002), university-industry collaborations (Etzkowitz–Leydesdorff 
2000), and governance (Braczyk et al. 1998, Cooke 2001). One assumes that a well-
functioning RIS provides proper grounds for synergistic co-operation between co-located 
organizations, firms, etc. (Cooke–Leydesdorff 2006).  
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Yet, it was repeatedly pointed out that multinational companies can be crucial players 
in regional systems (Biggiero 2007, Cantwell–Iammarino 1998, Dachs et al. 2008, 
Ferragina–Mazzotta 2014, Majumdar 2009). This is especially the case in Central and 
Eastern European countries that rely extensively on the performance of such companies 
(Inzelt 2008, Radosevic 2002). Therefore, in a country like Hungary where the vast 
majority of exports are carried by multinational companies, it is crucial to understand the 
specific role of multinational companies in regional economic development (Acs et al. 
2007). The central question of this study concerns the effect of foreign-owned companies 
on regional innovation systems in the Hungarian economy. 
Some argue that foreign firms were general sources of knowledge spillover and their 
presence generated positive local externalities beneficial to domestic firms in Hungary 
(Halpern–Muraközy 2007). In this sense, FDI can be considered as the major engine of 
regional development (Lengyel–Szakálné 2014). However, other papers (Békés et al. 
2009) have shown that spillover effects have occurred only among foreign-owned 
companies and those Hungarian domestic firms that previously performed at relatively 
higher levels of productivity. Thus, relatively more developed environments might have 
benefited more from the presence of foreign companies and less spillover can be expected 
from foreign firms in lagging regions (Lengyel–Leydesdorff 2011).  
In this study, we calculate the effect of foreign firms on synergy in RIS using indicators 
derived from complex systems theory and entropy statistics (Leydesdorff et al. 2006, 
Leydesdorff–Fritsch 2006, Ulanowicz 2006 and 2009). A previous study focusing on 
Hungary and using the same methodology found regionally diverse economies, in which 
the capital, the western regions and eastern regions follow different development paths 
(Lengyel–Leydesdorff 2011). As a question for further research, we proposed the study of 
the role of FDI in causing this regional divergence. In this study, we had access to a new 
database of better quality, and used this for the four-dimensional extension of the synergy 
indicator in order to quantify the effects of foreign-owned firms.  
We find that a North-West South-East divide prevails concerning the effect of foreign 
firms on the synergy in regions. Foreign firms have positive effects on the synergy in 
innovation systems only in some relatively developed regions; meanwhile foreign firms 
disturb the synergy in lagging regions. The results suggest that the innovation systems of 
relatively developed areas have been re-structured by foreign-owned companies that 
generated new synergies in the regions. However, lagging regions are found to be self-
organized in terms of domestic firms; positive externalities of FDI might not prevail in 
these latter locations.  
Theoretical background 
Synergy measurement in regional innovation systems derived from the triple helix model 
of university–industry–government collaboration has led to heuristics when looking at 
regional economies (Leydesdorff et al. 2006, Leydesdorff–Fritsch 2006, Strand–
Leydesdorff 2013, Leydesdorff–Strand 2013, Leydesdorff–Sun 2009).  The RIS synergy 
model follows Storper’s (1997, at pp. 26 ff.) “holy trinity” theory. This argument 
emphasizes that interrelationships among three independent dimensions–technology, 
organization, and territory–shape regional economies. The three independent dimensions 
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are depicted in Figure 1, but the organizational dimension of the “holy trinity” is replaced 
with economic exchange relations in our model (Lengyel–Leydesdorff 2011). The reason 
for including the category of economic exchange instead of organization, is that the 
interactions with other firms and the costs of this interaction influence the size and scope 
of the firm (Coase 1937). We use the latter two characteristics as proxies in our model.  
Figure 1  
Synergy of innovation systems functions 
 
Source: adapted from Lengyel and Leydesdorff (2011, p. 681). 
In Figure 1, we consider the first-order interaction terms between geographical 
location, economic exchange, and knowledge creation as three innovation system 
functions: (i) knowledge exploration, (ii) knowledge exploitation, and (iii) organizational 
control. These functions can be defined as interactions between two dimensions of 
innovation systems: technological–geographical, technological–economic, and 
geographical–economic, respectively. The system can self-organize synergistically when 
the three functions operate on each other in a second-order (or three-way) interaction; the 
result can be called RIS synergy that we measure as reduction of uncertainty. One may 
find an analogy between this RIS function synergy and the overlap of subsystems that is 
used to illustrate Storper’s “holy trinity” or “triple helix” collaborations. However, synergy 
is quantifiable, which enables the calculation of the effects of the three functions, their 
interactions, and the underlying distributions. The measurement technique is explained in 
detail in Section 3. 
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The functions are: 
1. Knowledge exploitation is associated with the reuse of existing competencies and 
means (March 1991); at the systems level it represents the interface between economic 
welfare and technological knowledge creation (Gibbons et al. 1994). Knowledge 
exploitation does not necessarily depend on geographical locations because economic 
welfare is created at the level of global markets, even if certain technologies originate 
in single regions.  
2. Knowledge exploration is associated with creating new alternatives (Baum et al. 
2000); this function is place-dependent rather than market-dependent, because tacit 
knowledge is essential in creating new knowledge, and it relates significantly to places 
(Jaffe et al. 1993, Acs et al. 2002).  
3. Organizational control is defined as collective institutions and mediating 
organizations that increase the probability of the emergence of new knowledge (Loasby 
2001); these functions operate mainly in territorial units.  
Because regional advantages can more easily be constructed in regions where synergy 
prevails among knowledge exploitation, knowledge exploration, and organizational 
control than in regions without such synergy, one can expect the former regions to 
outperform the latter in terms of innovation capacities. Theorizing RIS in terms of 
innovation system function synergies can provide new types of insights into regional 
economic systems. In addition to the possibility to mark regions, one of the most promising 
features of synergy measurement in terms of entropy is the opportunity to also quantify the 
effects of other major forces shaping the synergy in the regions (such as FDI). 
However, regional innovation systems do not stand alone, but permanently interact 
with other RIS, as well as organizations at the level of national and international innovation 
systems (Tödtling–Trippl 2005).  Furthermore, the extent of the interregional interaction 
between systems varies across regions (Asheim–Isaksen 2002). For example, decisions 
taken in distant headquarters of foreign-owned firms may take innovation system functions 
out of the region. Therefore, the relation with other systems has to be taken into 
consideration when measuring innovation systems synergy.  
In the following sections, we show that a four-dimensional model, in which 
internationalization is additionally considered by means of foreign versus domestic 
ownership, explains the expected relation with GDP per capita at the regional level, 
whereas the three-dimensional model did not. This means that foreign ownership also has 
to be considered when calculating RIS synergy. However, a three-dimensional RIS 
synergy model will first be developed as a baseline to show in the next step how foreign 
firms have diverse effects on regional innovation systems. 
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Materials and Methods 
Data 
To demonstrate the regionally diverse effects of FDI in Hungary, a firm level database is 
used that contains census type data from all sectors for 2005.1cAccording to the model 
specified above, one-, two-, three-, and four-dimensional firm distributions will be used to 
calculate RIS synergy. The four dimensions are: 
1.  technological specialization indicates the characteristics of technological 
knowledge creation (this is represented in the data by NACE 2 codes of firms)2;d 
2.  geographical location of the company (NUTS 4 regions)3;e; 
3.  firm size proxies the dimension of economic exchange (this is captured by 
number of employees); 
4.  ownership structure captures the dimension of internationalization (foreign or 
domestic ownership based on registered stock). 
We pursue the analysis in terms of economic sectors, and by exclusively using data for 
high- and medium-tech industries and knowledge intensive services (HTMTKIS).4fAfter 
this comparison, we focus on HTMTKIS sectors when calculating the effects of foreign 
firms because the majority of the foreign firms operate in these industries. 
Foreign interest is attributed when 10% or more shares of the stocks of a firm are in 
foreign hands (HSCO 2007). We consider all these firms as foreign-owned even if 
domestic ownership is higher than foreign ownership in the firm. Company size reflects 
those categories that are generally used for economic analyses (Table 1). In 2005, 
companies were categorized into 20 Hungarian counties (NUTS 3 level) that contained 168 
subregions (local administrative units, NUTS 4 level). We report the results at the county 
level. 
Table 1 
Number of firms in the analysis 
Number of 
Employees 
HTMTKIS All sectors 
Domestic Foreign Domestic Foreign 
    0 or unknown 47,005 4,608 52,480 3,937 
    1–    9 59,330 2,698 100,886 6,359 
  10–  19 3,095 335 10,309 855 
  20–  49 1,800 333 5,743 757 
  50–249 899 322 2,567 678 
250 or more 134 173 314 180 
Total 112,263 8,469 172,299 12,766 
Source: own compilation. 
 
1c Differently from this study, Lengyel & Leydesdorff (2011) analysed only high- and medium-tech industries and 
knowledge-intensive services. 
2dNACE is an abbreviation of Nomenclature générale des Activités économiques dans les Communautés Européennes.  
3eNUTS is an abbreviation of “Nomenclature des Unités Territoriales Statistiques” (that is, Nomenclature of Territorial 
Units for Statistics). The NUTS classification is a hierarchical system for dividing up the economic territory of the EU. 
4fNace 2 codes for high-tech manufacturing: 30, 32, 33; medium-tech manufacturing: 24, 29, 31, 34, 35; knowledge-
intensive services: 61, 62, 64, 65, 66, 67, 70, 71, 72, 73, 74, 80, 85, 92. 
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Table 1 demonstrates the distribution of firms in the two dimensions of ownership and 
size. Firms without employees are left in the sample because spin-off companies can be 
included in this category. Firms with foreign interest are on average larger than domestic 
ones, and almost all large foreign-owned companies are in the high- and medium-tech 
industries, or knowledge-intensive services.  
Figure 2 
Firm distribution and GDP per capita in Hungarian counties, 2005 
 
 
Source: own compilation. 
The regional distribution of firms by ownership category is depicted against GDP per 
capita in Hungarian counties in Figure 2. The relatively developed regions constitute one 
block situated in the northwest of Hungary between Budapest and the Austrian border. 
There are only a few foreign companies in each location, and developed regions do not 
differ from lagging regions in this sense. The only exception is Budapest, which counts for 
a large rate of foreign firms. We will demonstrate that foreign firms have positive effects 
on RIS synergy in relatively developed regions in the Northwest and a negative impact on 
synergy in lagging regions in the south and east of the country. 
Synergy measurement 
The measurement of synergy among innovation system functions in regions is based on 
entropy statistics developed within a complexity approach. In such an approach, and in 
accordance with evolutionary economic theorizing, uncertainty is considered as a 
fundamental characteristic of economic progress (Foster–Metcalfe 2001, Metcalfe–Foster 
2004). Complexity measurement in economics usually focuses on agents and deals with 
the amount of information the agent needs for decision making and for overcoming 
uncertainty (Delorme 2001, Louca 2001). However, economic and regional systems can 
be different regarding this information demand because of general trust among people, 
collectively accepted rules, etc. that varies across systems. Therefore, we propose a method 
of complexity measurement that addresses uncertainty and the reduction of it, in particular, 
at a system level. 
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Uncertainty can decrease along with growing redundancy at both the micro and macro 
levels, but not necessarily to the same extent. For example, when the knowledge of agents 
is overlapping, their expectations of each other’s future actions are formed more easily; 
therefore, there is less uncertainty in a single action or micro level. In a similar manner, 
the overlap (that is, redundancy) between subsystems of RIS reduces uncertainty on a 
macro level because actors from different subsystems can understand each other more 
easily. Our model depicted in Figure 1 addresses this phenomenon with the use of 
innovation system functions; synergy among the three functions can reduce uncertainty 
prevailing in a system.  
Uncertainty can be measured in bits using Shannon’s (1948) formulas that were applied 
in economics (Delorme 2001) and geography (Johnston et al. 2000). Entropy is 
furthermore used for other purposes: since entropy takes a higher value if a distribution is 
even, it can also be used as an indicator of diversity. Furthermore, because probabilistic 
entropy can be fully decomposed into its components, it has also been used as the method 
for calculating related variety in regions (Frenken et al. 2007, Theil 1972). 
Synergy in an innovation system can be measured as a reduction of uncertainty at the 
systems level, which is based on entropy calculation in three- and four dimensions 
introduced in the following subsection (Leydesdorff–Ivanova 2014, Mêgnigbêto 2014, 
Yeung 2008, p. 59.). 
Methodology 
The uncertainty contained in the distribution of a random variable x (∑x px) is defined by 
Shannon (1948; cf. Theil 1972) as Hx = − ∑x px log2 px. Analogously, the uncertainty in a 
two-dimensional distribution can then be formulated as: Hxy= − ∑x ∑y pxy log2 pxy. This 
uncertainty is the sum of the uncertainty in the two variables diminished with their mutual 
information as a measure of their co-variation. In the case of two dimensions, the 
uncertainty in the two potentially interacting dimensions (x and y) is reduced with the 
mutual information. Transmission or mutual information that captures this reduction of 
uncertainty is formalized in the case of two dimensions as follows:  
Txy = (Hx + Hy) – Hxy   (1) 
In the limiting case that the distributions x and y are completely independent, Txy = 0 
and Hxy = Hx + Hy. In all other cases Txy > 0, and therefore Hxy ≤ Hx + Hy (Theil 1972, p. 
59.). In general, two variables determine each other in their mutual information (Txy), and 
condition each other otherwise. However, in the case of three interacting variables, there 
are two options: the three interacting systems may have a common interaction shared by 
all of them or not. In the latter case, the correlation among each two can be spuriously 
influenced by the third. 
In the case of overlaps among three (or more) functions, synergy can be expressed by 
an information measure (Txyz), which McGill (1954) derived from the Shannon formulas:5g  
Txyz = Hx + Hy + Hz – Hxy – Hxz – Hyz + Hxyz   (2) 
 
5gBoth Yeung (2008, p. 59f.) and Krippendorff (2009, p. 200) noted that this information measure can no longer be considered 
as a Shannon-type measure because of the possible circularity in the information transfers. Shannon-type entropy measures are by 
definition linear and positive. Since the measure sums Shannon-type measures in terms of bits of information, its dimensionality is 
also bits of information, and therefore it can be used as a measure of uncertainty and uncertainty reduction, respectively.  
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While the two-dimensional systems reduce uncertainty, the trilateral term in turn feeds 
back on this reduction and, therefore, adds another term to the uncertainty. The feedback 
can be so strong that the net result becomes negative, and thus uncertainty is reduced. The 
configuration of the system—distributions and their overlaps—determines the net result in 
terms of the value of Txyz (McGill 1954). We use Txyz < 0 as an indicator that the uncertainty 
is reduced to the extent that synergy is indicated. The value of TXYZ measures the 
interrelatedness of the three sources of variance and the fit of the relations and correlations 
between and among them. TXYZ has been used as an indicator of potential reduction of 
uncertainty in complex systems in many disciplines (Ulanowicz 1986, Jakulin 2005).  
Analogously, it can be shown to follow for four dimensions: 
TWXYZ = HW + HX + HY + HZ – HWX – HWY – iXY – HWZ – HYZ – HXZ +  
HWXY + HWXZ + HWYZ + HXYZ – HWXYZ        (3)  
It can be shown that the sign of mutual information is reversed in the case of an even 
number of dimensions (Leydesdorff–Ivanova, 2014). This solves a technical problem 
about the sign in information theory (Krippendorff 2009), but does not affect the 
measurement or the reasoning. 
As noted, the four dimensions under study in this paper are (G)eography, (T)echnology, 
(O)rganization, and (I)nternationalization, and TGTO and TGTOI will accordingly be used to 
indicate the mutual information among them. Similarly to Equations 2 and 3, one can 
formulate as follows:  
TGTO = HG + HT + HO – HGT – HGO – HTO + HGTO    (4) 
TGTOI = HG + HT + HO + HI – HGT – HGO – HTO – HGI – HOI –  
HTI + HGTO + HGTI + HGOI + HTOI – HGTOI     (5) 
We have argued above that the synergy in innovation systems can be measured as the 
reduction of uncertainty among knowledge exploitation, knowledge exploration and 
organizational control. High negative values of TGTO indicate a higher reduction of 
uncertainty and, therefore, a more synergistic innovation system. The same logic can be 
followed when interpreting the values of TGTOI; however, a higher positive value of the 
indicator means stronger synergy because the sign of the four-dimensional entropy is 
reversed as was explained previously.  
When the basis of the logarithm is two, all values are expressed in bits of information. 
Therefore, our entropy measures are formal (probability) measures and thus independent 
of size or any other reference to the empirical systems under study. The sigma in  
the formula allows all information terms to be fully decomposed. This is a crucial 
advantage because it enables us to calculate the effects of certain subsystems (e.g.,  
foreign firms) in the complex set of variables.6hThe calculations were done by using a 
computer routine described in Leydesdorff et al. (2014) and available online at 
http://www.leydesdorff.net/software/th4/index.htm . 
  
 
6hNote that the method remains within the limitations of complexity modelling according to Allen’s (2001) taxonomy: it 
only assumes that (1) the borders of the system are defined; (2) actors and subsystems that interact within the economic system 
are identified; (3) behaviour of actors are comparable to the mean of actions.  
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Results 
Entropy values in the regions highly depend on the number of categories (e.g. NACE 2 
classes, subregions, firm size categories) and on the number of firms in the region. Table 
2 shows the one-dimensional entropies in order to illustrate differences among regions. 
The two-dimensional entropy, as well as two and three-dimensional mutual information 
values are normalized by the number of firms in the region. 
The maximum entropy in the technological dimension is log2(22) = 4.459; and  
log2(6) = 2.584 in the organizational dimension (there are 22 technological and 6 categories 
in our sample) and it varies according to the number of subregions in terms of geographical 
distribution. The entropy values in both dimensions indicate a very even distribution 
among the regions: Hungarian counties are more or less equally diverse in terms of 
technological specialization (HT) and organizational structure (HO). However, regional 
economies are geographically more centralized in southern and eastern counties where 
regional universities and government organizations are located in centres of 
administration: HG reaches 44% in Baranya (1,408/log2(9)×100), 47% in Hajdú-Bihar 
(1,495/log2(9)×100), 52% in Borsod-Abaúj-Zemplén (2,046/log2(15)×100) and 53% in 
Csongrád counties (1,497/log2(7)×100) of the maximum entropy; whereas the indicator is 
above 60% in all of the remaining counties. This finding resembles a study focusing on 
Russian innovation systems, in which similar relationships were found between state-
controlled services and entropy statistics (Leydesdorff et al. 2015). 
Synergy in regional innovation systems  
Innovation systems synergy is defined as the interdependence between innovation system 
functions. These functions represent three different selection environments that operate in 
the system simultaneously and are measured by two-dimensional transmissions between 
one-dimensional firm distributions (TTG, TTO, TGO). The value of these indicators varies 
across Hungarian regions (see Table 2). TTG is highest values in Pest (that surrounds 
Budapest), Borsod-Abaúj-Zemplén (with the second largest town in the North-East), Fejér 
(former location of large IT multinationals), and Baranya (strong university location with 
relatively weak economy) counties. Budapest stands out in TTO, it is followed by Pest 
County, Győr-Moson-Sopron (home of the automotive industry in the North-East), 
Borsod-Abaúj-Zemplén, and Bács-Kiskun (South of the capital). The majority of 
Hungarian counties with the highest values of TGO also appear to be at the top of the list in 
terms of TTG: Pest, Borsod-Abaúj-Zemplén, Győr-Moson-Sopron, Baranya. 
The status of Budapest is contradictory in the hierarchy of Hungarian regions; being a 
capital city, it is counted as both a county and a subregion in the NUTS classification. Due 
to the taxonomy, HG equals zero in Budapest and consequently the value of TTGO is very 
close to zero. Thus, we decided to eliminate Budapest from the presentation of TTGO results 
by setting the value equal to zero. This is a common practice in Hungarian geographical 
analyses and we admit that Budapest would require a separate analysis. 
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Figure 3  
Innovation systems synergy in three dimensions,  
the entire Hungarian economy versus HTMTKIS sectors, 2005 
 
  
Source: own compilation.  
TTGO values calculated from Hungarian HTMTKIS firms’ distribution suggest that 
innovation system functions overlap each other in the NUTS 3 regions of the country (see 
Table 2). One finds the strongest uncertainty reduction in Pest and Borsod-Abaúj-Zemplén 
regions, which also stood out in terms of all three innovation system functions. Regions 
that follow are Bács-Kiskun, Fejér that are among the top regions only in one innovation 
system function; and Komárom-Esztergom where the operating innovation system 
functions are not outstanding at all. 
The national innovation system is organized around the capital’s agglomeration; the 
synergy measured in the distribution of HTMTKIS firms is stronger in the western regions 
than in eastern regions; while there is no such an imbalance when synergy is measured in 
the distribution of firms from all economic sectors (Figure 3). 
Internationalization and mutual redundancy in four dimensions 
Innovation systems never operate in isolation but intensive interactions with global 
markets and their ability to attract investments are natural elements of success. Therefore, 
the dimension of internationalization is also included in our development model. Based on 
previous research regarding Hungarian economic transition (Lengyel–Leydesdorff 2011), 
one can expect that the additional dimension can be used to distinguish regions in this 
study. Indeed, the four-dimensional model fits better with the expectation based on the 
spatial distribution of GDP per capita and allows us to draw more sophisticated conclusions 
about RIS synergy in Hungary. 
We classified firms into foreign-owned or domestic. We used the same procedure of 
uncertainty and redundancy calculation to measure the effect of internationalization in four 
dimensions as presented above for three dimensions. Contrary to the three-dimensional 
model, the mutual redundancy of four interacting functions (or any even number of 
Ttgo in mbits 
              0.0   (1) 
–1.5 to   0.0   (2) 
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–4.5 to –3.0   (2) 
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dimensions) is indicated by a positive sign of transmission (Leydesdorff–Ivanova 2014, p. 
389). Accordingly, a positive value of TTGOI marks a four-dimensional overlap, which 
confirms that the synergy is stable even after controlling for internationalization. Our 
results suggest that foreign-owned firms entered the region in those particular industry-
location-size combinations that favoured the existing synergy. Whereas negative values of 
TTGOI suggest that FDI and leading forces of innovation system synergy in the region did 
not co-occur. 
Figure 4  
Innovation systems synergy in four dimensions,  
the entire Hungarian economy versus HTMTKIS sectors, 2005 
 
 
Source: own compilation.  
Four-dimensional mutual redundancy of Hungarian HTMTKIS firms takes a positive 
value only in half of the NUTS 3 regions (Table 3). The highest value of the four-
dimensional overlap is in Pest County; a negative value of TTGOI occurs in one north-eastern 
county only. A sharp contrast between eastern and western regions emerges in this regard 
when looking at HTMTKIS sectors only. Similarly to the presentation of TTGO results, we 
depict the TTGOI value of Budapest separately. Note that the sign of TTGOI does not depend 
exclusively on the share of foreign firms in the economy. In other words, these findings 
show the four-dimensional distribution of firms and not their FDI intensity. 
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Figure 5 
RIS synergy indicators (HTMTKIS sectors) and GDP per capita, 2005 
 
 
Source: own compilation. 
Figure 5 depicts the association between GDP per capita and RIS synergy indicators. 
Note that the expected negative relation prevails between TTGO and GDP per capita, 
whereas the distribution of TTGOI indicator is associated positively with spatial differences 
in GDP per capita. The outlier region is Pest County in both TTGO and TTGOI distributions. 
The quantification of the statistical relationship highlights that GDP per capita is positive 
and significantly related to TTGOI , meanwhile there is no statistically significant relation 
between GDP per capita and TTGO (Table 4). This major finding implies that 
internationalization is very important in calculating innovation systems synergy and 
associating the indicator with regional development.  
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Table 4 
Correlation among RIS synergy indicators measured  
in HTMTKIS sectors and GDP per capita 
Pearson/Spearman TTGO TTGOI GDP per capita 
TTGO 1 0.122 –0.163 
TTGOI –0.770a) 1 0.596a) 
GDP per capita –0.201 0.402b) 1 
Note: Pearson correlation values are below the diagonal and Spearman correlation values are above it. 
a) and b) denote statistical significance at the 0.01 and 0.05 levels, respectively. 
Source: own calculation. 
In summary, our results show that foreign firms have added to regional innovation 
system synergies in some areas but disturbed synergy in others. The map of HTMTKIS 
sectors is particularly interesting because the four-dimensional synergy is indicated in 
regions where above average development was reported in section 3 (see Figure 2). 
However, there is a lack of synergy – increasing uncertainty in four dimensions – in regions 
lagging behind in the eastern part of the country. Thus, internationalization is a very 
important dimension in regional innovation systems and synergy derived from four-
dimensional firm distributions goes hand in hand with regional development in Hungary. 
Because the number of foreign-owned firms does not differ significantly across regions (as 
it was shown in Figure 2), the result suggests that not the presence of foreign firms per se 
but the synergies generated are important for regional development. 
Internationalization of innovation systems and the appearance of foreign firms provide 
extra opportunities as well as challenges for regions. Systems synergies might be further 
enhanced if a region was successfully integrated into the global market by the local value 
chains or university relationships of present multinational companies. However, these 
firms can have negative effects on local synergies as well: domestic companies can be 
expelled from the market; talented labour might be exclusively pooled to MNEs, leaving 
no space for dynamic SMEs, etc. This latter phenomenon is discussed in the following 
subsection. 
Foreign firms’ effect on innovation systems synergy 
Due to the decomposability of entropy measures, one can calculate the contribution of 
mutual information measured in sub-groups with the mutual information measured in the 
entire set. In order to do that, mutual redundancy in the subgroups has to be calculated  in 
the same way as presented above and the share in the entropy measured in the whole set, 
weighted by the number of firms calculated. The contribution of three-dimensional mutual 
redundancy measured in foreign-owned and domestic subgroups to the mutual redundancy 
in the region is illustrated in Table 5.  
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We found conflicting effects of foreign and domestic firms on regional innovation 
systems in several counties. On the one hand, the subgroup of foreign-owned firms adds 
to innovation systems synergy in seven counties only, but their effect seems to disturb 
systems synergy in the other 12 counties. On the other hand, the domestic group contributes 
to synergy in 12 counties and disturbs synergy in 7 counties. It is very important to note 
that the effects are not always mutually exclusive: for example, both subgroups have 
positive effects on synergy in Bács-Kiskun and Heves counties; both subgroups disturb 
synergies in Veszprém, Tolna, and Nógrád counties. Firm ownership effect on innovation 
systems synergy is depicted in Figure 5. 
Figure 6  
Effect of foreign and domestic companies on synergy, 2005 
 
  
Source: own compilation.  
Our findings suggest that a small set of foreign firms became the leading entities in the 
counties in the Northwest of the country. These counties experienced a positive effect on 
the synergy, but the other counties were affected negatively. The first group of counties 
performs above the national average of regional development. However, foreign 
HTMTKIS companies influence RIS synergy negatively in southern and eastern counties 
where domestic firms play the dominant role and have a positive effect on the synergy. 
Consequently, regions have followed different paths regarding the establishment of 
synergistic economic systems, in which the diverse effect of foreign-owned firms has been 
a determining factor. Foreign-owned firms have generated new synergies in a limited 
number of relatively developed regions where the systems do not seem to self-organize in 
terms of domestic companies. In other regions, foreign-owned firms have disturbed the 
synergy that was established by domestic companies. This result is consistent with the 
questions raised and conjectures specified by Lengyel and Leydesdorff (2011); however, 
in this study, we provide the quantitative evidence for the effect of a dual economic 
structure on diverse regional development in Hungary. 
  
Effect of foreign HTMKIS firms on Ttgo, % 
  236 to 334 (2) 
      1 to 236 (5) 
      0 to     0 (1) 
  –61 to     0 (5) 
–160 to –61 (7) 
Effect of domestic HTMKIS firms on Ttgo, % 
3.5 to 7.0 (6) 
0.0 to 3.5 (5) 
0.0 to 0.0 (1) 
–7.3 to 0.0 (7) 
–14.6 to –7.3 (1) 
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Conclusion and discussion 
This study applied a synergy perspective to the analysis of the effect of foreign firms and 
FDI in regional innovation systems. We have introduced a four-dimensional model as a 
further development of innovation systems synergy measurement, in which the dimension 
of internationalization – using foreign versus domestic ownership – is taken into 
consideration as a new factor. We showed that RIS synergy derived from the four-
dimensional model correlates with GDP per capita in regions whereas the three-
dimensional model did not. In general, internationalization and the appearance of foreign 
firms in regions is an important factor in describing the success of innovation systems. 
However, we also find that foreign firms have diverse effects on local economies. 
Although foreign-owned firms have become major actors for regional development in 
Hungary, these firms did not always have a positive effect. On the one hand, our results 
suggest that foreign companies have contributed to establish synergy in RIS, but only in 
relatively more developed regions, for example, the regions around the capital and counties 
in the Northwest. A small set of foreign firms have restructured the innovation systems in 
these areas since synergy seems to have been established as an exclusive effect of foreign 
companies; the larger set of domestic firms disturbs synergy in these regions. On the other 
hand, foreign firms disturb synergy in the relatively lagging eastern and southern parts of 
the country, where the system is still self-organizing itself in terms of domestic companies. 
Thus, we find that FDI has had a diverse effect on regional innovation systems in Hungary. 
Our results are policy-relevant, because Hungary and other Central and Eastern 
European countries have joined the EU and therefore also reformed their innovation 
policies in the 2000s accordingly (Suurna–Kattel 2010), despite the warnings of several 
scholars (Havas 2002, Radosevic–Reid 2006, von Tunzelmann–Nassehi 2004). Indeed, 
European policy standards might not work in the CEE context because foreign firms might 
have relatively stronger or even an exclusively dominant economic role, but also interact 
less with domestic companies in CEE countries than in other parts of Europe. Policies 
would have to be tuned accordingly (Lengyel–Cadil 2009, Lengyel et al. 2013, Rama 
2008).  
Based on the literature, one can claim that there is a huge demand for a refined 
innovation policy in CEE countries, and these policies will enhance technology transfer 
from multinational companies to domestic firms. A major finding of this paper implies that 
these refined instruments have to be decentralized and adjusted to regional innovation 
systems. Domestic companies may benefit more from the co-location of multinationals in 
those regions, where foreign firms have a positive effect on innovation systems synergies. 
Technology transfer from multinationals to domestic firms might have a chance in these 
relatively more developed territories only. In other areas, where foreign firms have a 
disturbing effect on synergy, there might be a lower chance for efficient technology 
transfer, and policies should rather focus on attracting appropriate investments. 
Regional innovation systems are considered in our argument as complex economic 
systems that develop in a self-organizing manner when adapting to external interventions. 
We argue that dynamics in the system are led by a synergy among three innovation system 
functions: knowledge exploration, knowledge exploitation and organizational control. 
Further theoretical research is needed.  
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Further studies can unfold the concordance of synergy measurement and other types of 
RIS theorizing. Two subsystems are distinguished in RIS literature: knowledge exploration 
subsystem (universities, PROs, etc.) and knowledge exploitation subsystem (companies, 
clusters, etc.); furthermore, their interaction, is enhanced by economic and science policies 
(Tödtling–Trippl 2005). A well functioning RIS equally draws on the two subsystems, and 
regional economic advantage can be constructed when government is involved as a third 
subsystem providing organizational control for the system (Cooke et al. 2004). Synergy 
measurement derived from the triple helix of university–industry–government model can 
enter the discussion at this point (Etzkowitz–Leydesdorff 2000). Since very different 
selection mechanisms operate in the three subsystems, the level of synergy or overlap 
among them can be expected to mark the innovative quality of the RIS. Furthermore, 
further studies may be able to specify the argument that connections to other RIS and 
international markets are crucial to avoid regional lock-in and too narrow local co-
operations (Narula 2002, Tödtling–Tripple 2005). 
More efforts are needed to connect the concept and measurement of innovation system 
functions to indicators in regional economics. Innovation system functions can also be 
explained in terms of localization economies, local competition, and urbanization 
economies in future studies. For example, the knowledge exploration indicator measures 
co-variation between geographical and technological distribution of firms; hence, it can 
monitor the operation of localization economies or, in other words, the extent to which 
companies of similar technological profiles co-locate in the region. Similarly, our indicator 
of knowledge exploitation measures co-variation between technologically and 
organizationally proximate firms in the region. This can lead to positive and negative 
externalities since these firms are more likely to learn from each other’s complex 
organization-related issues. However, competition may also be more intense under the 
condition of intense knowledge exploitation.  
The organizational control function in the innovation system organizes firms of similar 
sizes (regardless of technological profile) to co-locate. One can associate organizational 
control to urbanization economies because settlement structures may strongly affect the 
value of organizational control. In other words, large firms may be co-located in big cities 
while small firms tend to be co-located in small towns of the region, due to the size of the 
local market and labour force. We intend to shed light on relations between knowledge 
functions and localization economies, urbanization economies, and local competition in 
follow-up studies.  
* * * 
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