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is to modify the evolution of the spatial part of the wave function and we will show that
this indirectly amounts to a change on the flavor components. For the analysis we use the
mass proportional CSL model, and perform the calculation to second order perturbation
theory. As we will show, the CSL effect is very small—mainly due to the very small mass of
neutrinos—and practically undetectable.
PACS numbers: 03.65.-w 03.65.Yz 13.15.+g
∗ sandro.donadi@ts.infn.it
† bassi@ts.infn.it
‡ ferialdi@ts.infn.it
§ Catalina.Petrascu@lnf.infn.it
2I. INTRODUCTION
The general validity of the superposition principle of quantum mechanics is questioned by an
increasing number of scientists [1–4], and is subject to an intense experimental verification [5–10].
The possibility that the superposition principle might have only a limited range of validity is fore-
seen by collapse models [11–22], which predict small deviations from standard quantum mechanics,
for all those cases where quantum linearity plays a fundamental role. Neutrino oscillations [23–26]
are one such a case, and the goal of this article is to present the theoretical analysis and estimate
of the effect of spontaneous collapses on the oscillatory behavior of neutrinos.
A previous analysis of this kind was proposed in [27], based on the Penrose model of gravity
induced collapse [28, 29]. This model however lacks a fully consistent dynamical equation, and
previous attempts to fill this gap [30] have been criticized [31]. Moreover, as shown in [31], the model
fails when applied to single constituents (protons, electrons, ...), since in this case its predictions are
in conflict with known experimental data. Therefore, the application of gravity induced collapse
models to neutrino oscillations is rather delicate.
Here we will compute the spontaneous collapse effect on neutrino oscillations using the mass
proportional version [11, 12] of the CLS model [13], which is widely used in physical applications,
together with the GRWmodel [14]. Its dynamics is described by the following stochastic differential
equation:
d|φt〉 =
[
− i
~
Hdt+
√
γ
m0
∫
dx (M(x) − 〈M(x)〉) dWt(x) − γ
2m20
∫
dx (M(x) − 〈M(x)〉)2 dt
]
|φt〉,
(1)
where the operator H is the standard quantum Hamiltonian of the system and the other two
terms induce the collapse of the wave function in space. The mass m0 is a reference mass, which
is taken equal to that of a nucleon. The parameter γ is a positive coupling constant which sets
the strength of the collapse process and 〈M(x)〉 = 〈φt |M(x)| φt〉, where M(x) is a smeared mass
density operator:
M (x) =
∑
j
mj
∑
s
∫
dyg (x− y)ψ†j (y, s)ψj (y, s) , (2)
ψ†j (y, s), ψj (y, s) being, respectively, the creator and annihilation operators of a particle of type
j, having mass mj and spin s, in the space point y. The smearing function g(x) is taken equal to
g(x) =
1(√
2πrC
)3 e−x2/2r2C , (3)
3where rC is the other new phenomenological constant of the model. Finally, Wt (x) is an ensemble
of independent standard Wiener processes, one for each point in space. The standard numerical
value of the correlation length rC is [13]:
rC ≃ 10−5cm, (4)
while, in the literature, two different values for the collapse strength γ have been proposed. The
first value has been originally proposed by Ghirardi, Pearle and Rimini [13]:
γ ≃ 10−30cm3s−1 (5)
in analogy with the GRW model [14]. The second value has been proposed by Adler, inspired by
the analysis of the process of latent image formation according to collapse models, and amounts
to [15]:
γ ≃ 10−22cm3s−1. (6)
Aim of this work is to understand if, as claimed in [27], neutrino oscillations can be used to
test collapse models, and in particular to improve the upper bounds on the collapse strength γ.
The idea is the following: it is well known that, since flavour eigenstates are linear superposition
of mass eigenstates, standard quantum mechanics predicts neutrino oscillations. In the CSL model
the dynamics is driven by Eq. (1), which differs from the Schro¨dinger equation for the two terms
accounting for the collapse in space of the wave function. As a consequence, the CSL model
predicts a different time evolution of mass eigenstates with respect to that of standard quantum
mechanics. This implies, as an indirect consequence, that also flavour eigenstates evolve differently,
and therefore that neutrinos are expected to oscillate in a different manner. In some sense, it is
as if neutrinos were traveling through a random medium, instead of free space. It is well known
that neutrino oscillations are affected by a random medium [32, 33]. However, we stress that this
is more a mathematical analogy as in our case the origin of the randomness is different, and is due
to the spontaneous collapse of the wave function. The fact that the collapse mechanism acts on
the spatial part of the wave function implies that we have to consider the whole Hilbert space of
the system, not just the part related to the flavour degrees of freedom. Technical details about
this issue are given in Sec.V.
The paper is organized as follows: in Section II we state the main result of the computation and
quantify the damping of neutrino oscillation, as predicted by the mass proportional CSL model.
In Section III we compare our result with that of [27]. In Section IV we discuss decoherence effects
4on neutrino oscillation and compare them with the collapse effects. The remaining sections of the
paper are devoted to computing the formulas, which are used in Section II.
II. THE CSL PREDICTION FOR NEUTRINO OSCILLATION
According to the mass proportional CSL model, the transition probability of finding a neutrino
in a flavour eigenstate β, when it was initially in the flavour state α, is:
Pα→β =
n∑
k=1
UαkUβkUαkUβk +
n∑
k 6=j
UαkUβkUαjUβj e
−ξjkt cos
[
1
~
(E
(k)
i − E(j)i )t
]
. (7)
U is the n× n mixing matrix, which relates the flavour and mass bases, E(k)i is the initial energy
of the neutrino in the mass eigenstate with mass mk, and:
ξjk ≡ γ
16π3/2r3Cm
2
0c
4
(
m2jc
4
E
(j)
i
− m
2
kc
4
E
(k)
i
)2
(8)
is the decay-rate of neutrino oscillations, as predicted by collapse models. Note that the frequency
of the oscillations is the same as the one predicted by quantum mechanics1. The prediction of the
CSL model differs from the standard formula only for a damping factor in front of the oscillating
term, with a decay rate given by Eq. (8). Eqs. (7) and (8), which will be derived in Sections
V-VIII are significant because they allow to precisely quantify the collapse effect on neutrino oscil-
lations. Since collapse master equations have the same structure as decoherence master equations
for open quantum systems, it does not come as a surprise that Eq. (7) is in agreement with general
arguments, which fix the form that the damping terms coming from decoherence effect should
take [34–36].
Having the above equations at hand, we can give a quantitative estimate the CSL effect on
neutrino oscillations, by computing the damping factor in Eq. (7). We consider the stronger value
γ ≃ 10−22cm3s−1 for the collapse parameter, suggested in [15]. Substituting the numeric values
of the constants in Eq. (8), one finds that:
ξijt ≃ (7.33 × 10−36s−1eV2) t
E2
. (9)
Here we have taken the largest possible squared mass difference m21c
4−m22c4 = 7.59×10−5eV2 [38],
where m1 and m2 are respectively the first and the second mass eigenstate and we have considered
the ultra-relativistic approximation E
(j)
i =
√
p2i c
2 +m2jc
4 ≃ pic ≡ E, and the same approximation
1 Eq. (7) differs from those one typically finds in the literature only because the latter are written in the ultra-
relativistic approximation E =
√
p2c2 +m2c4 ≃ pc
(
1 + m
2c4
2p2c2
)
.
5for E
(k)
i . The energy E and the time t are free and depend on the nature of the neutrinos under
study. Neutrinos detected in laboratories have mainly three origins: cosmogenic, solar and those
produced in labs. Table I displays the typical values for the energy and time of flight (for simplicity,
we assume that neutrinos travel at the speed of light) for these three types of neutrinos. The
magnitude of the damping of the oscillations, as predicted by the mass proportional CSL model,
has been evaluated using Eq. (9). As we can see, in all three cases the CSL damping effect on
neutrino oscillations is very small. The main reason is that the masses here involved—those of
neutrinos—are very small, thus hampering the collapse mechanism.
To conclude we compare the effect of the CSL model for the oscillation formula with the er-
ror embodied in the ultra-relativistic approximation. This approximation is usually done in the
literature since the error introduced is very small. In order to estimate the error due to the ultra-
relativistic approximation, we expand in series the energies Ei of Eq. (8) in the ultra-relativistic
regime (pc >> mc2). The energy difference, at the second order, becomes:
E
(k)
i − E(j)i ≃
m2kc
4 −m2jc4
2pic
− 1
8
(
m4kc
8 −m4jc8
p3i c
3
)
≃ △m
2
2E
− △m
2
8E3
(
m2kc
4 +m2jc
4
)
(10)
where we introduced △m2 = m2kc4−m2jc4 and we approximated, only for the denominator, E(k)i ≃
E
(j)
i ≃ pic := E. The first term is the oscillation frequency usually considered in the literature [35].
The other one is the most relevant correction. Even taking the upper value for neutrinos masses of
order of 2.2 eV [37] and considering the case of solar neutrinos, those having a lower energy (E = 106
eV), the second term on the right hand side of the above equation is 12 order of magnitude smaller
than the first term. This shows that the ultra-relativistic approximation is very good in general.
The error in the oscillation formula due to the ultra-relativistic approximation is:
△m2
8E3
(
m2kc
4 +m2jc
4
) t
~
=
(
1.01 × 1010 s−1eV3) t
E3
. (11)
Using the data in table I, the effect is ∼ 10−29 for cosmogenic neutrinos, ∼ 10−6 for solar neutrinos
and ∼ 10−22 for laboratory neutrinos. Compared with the effect due to the collapse, reported in
the last line of table I, the error due to the ultra-relativistic approximation is bigger. This is the
reason why we did not make such an approximation.
6cosmogenic solar laboratory
E(eV) 1019 106 1010
t(s) 3.15× 1018 5× 102 2, 13× 10−2
ξijt 2.31× 10−55 3.66× 10−45 1.56× 10−57
TABLE I. We consider three types of neutrinos: cosmogenic, solar and laboratory neutrinos. For each type,
the table shows: the typical order of magnitude of the energies (first line), the time of flight (second line)
and the damping factor as predicted by the mass proportional CSL model (third line).
III. COMPARISON WITH THE DIOSI-PENROSE GRAVITY-INDUCED COLLAPSE
MODEL
As mentioned in the introduction, the damping of neutrino oscillations due to gravitational
collapse, as described by the Diosi-Penrose model, was first studied in [27]. In this work, the
author argued that the decaying factor (the analog of ξjkt for the CSL model) has the following
form:
Λj,kG ≡
∫ L
D
△Ej,kG
(
L′
)
dL′ , (12)
where D is the distance such that △Ej,kG (D) = 0, L is the distance traveled by the neutrino, and
△Ej,kG = 4πξ¯
∫ ∫
[ρj (r)− ρk (r)] [ρj (r′)− ρk (r′)]
|r− r′| drdr
′ , (13)
where ξ¯ is a parameter that we will set equal to −G, with G the gravitational constant, like in the
original paper by Penrose [28]. Moreover, ρ1 (r) and ρ2 (r) are the two mass distributions, one for
each different mass eigenstate. Since these two distributions travel at different velocities, △Ej,kG
has a dependence on the traveled distance L′ (see Eq. (14) of [27]). Following the computation
done in [27] and keeping all constants explicit, one finds:
Λj,kG ≃ 8π
G
~c
[
3 (mj +mk) ~
2
5GF
− mjmkE
2π~c
ln
(
6 (mj +mk)π~
3c
5mjmkGFE
)]
L (14)
where GF is the Fermi constant and mj ,mk are the neutrino masses. In the case of cosmogenic
neutrinos which have an energy of about E = 1019eV and travel a distance L ≃ 1025m, the
magnitude of the damping factor Λj,kG lies between 1 and 10
−2, depending on the mass of the
neutrino. Therefore, for the Diosi-Penrose model damping effect is by far stronger than that
computed with the CSL model. This does not come as a surprise, because—as we stated in the
introduction—it is well known that the model predicts, for single elementary constituents, a too-
strong collapse of the wave function, which is incompatible with known experimental data [31]. The
7reason is the following. It is clear that the model gives rise to divergences in the point-like limit,
therefore one has to introduce a cutoff [39]. One way of doing it, is to consider elementary particles
as spherical mass-distributions with a finite radius R. In [30] it was proposed to take R ∼ 10−15m,
i.e. the nuclear size. However in [31] it was shown that also in this case the model is consistent
with known facts (the energy increase of isolated systems, due to the collapse, is too large), and
proposed a much larger radius, namely R ∼ 10−5cm, in order to restore compatibility. On the
contrary, in [27] the radius (aj , according to the paper’s notation) R ∼ GFm/~2 ∼ 10−31±1m
(where the uncertainty depends on the chosen value for the neutrino’s mass) was considered. This
cutoff is too small, therefore the result cannot be trusted.
IV. DECOHERENCE EFFECTS
While traveling through the Universe and in particular through the atmosphere, neutrinos inter-
act with the surrounding environment and scatter with other particles, mainly protons, electrons
and other neutrinos. These interactions give rise to decoherence effects which also modify neutrino
oscillations. Since protons interact with neutrinos only via the neutral weak current, both neutrino
families2 are affected in the same way by this kind of interaction and neutrino oscillations are not
modified. Unlike protons, electrons and neutrinos interact with the incoming neutrino both via
neutral and charged weak currents: since these scatterings have different cross sections depending
on the neutrino flavor, they contribute to decoherence [40].
A natural phenomenological estimate for the order of the decoherence rate is: ΛDEC ∼ n v σ
with v the relative velocity of the incoming neutrinos, n the density of the environmental leptons,
and σ the relevant scattering cross section whose values are known in the literature [41, 42]:
σνe,e ≃ 7× 10−42(Eν/GeV)cm2 , (15)
σνµ,e ≃ 10−42(Eν/GeV)cm2 , (16)
σνe,νe ≃ 2, 8 × 10−47(Eν/GeV)cm2 , (17)
σνe,νµ ≃ 4× 10−48(Eν/GeV)cm2 . (18)
The average density of electrons in the outer space and in the atmosphere are respectively nOUTe ∼
1/m3 and nATMe ∼ 2 × 1026/m3, while the average density of neutrinos is about nν ∼ 108/m3
everywhere. Assuming v to be the velocity of light in vacuum, then one finds:
ΛOUTDEC ∼ 10−43(E/eV)Hz , ΛATMDEC ∼ 10−20(E/eV)Hz. (19)
2 In the following, we will consider decoherence effects only on electronic and muonic neutrinos.
8with ΛOUT[ATM]DEC the decoherence rate in the out-space [atmosphere]. Neutrinos travel through the
atmosphere within ∼ 10−4 s. Using this data with the time-of-flights and energies in Table I, for the
decoherence damping factor of the cosmogenic neutrinos, one finds: ∼ 10−5. For solar neutrinos
instead, one gets: ∼ 10−18, thus the damping of solar neutrino oscillations is hardly detectable, in
agreement with experimental results [43, 44].
This estimate shows that, since environmental decoherence on neutrino oscillations is much
stronger than the CSL collapse effect, these spontaneous collapse effects cannot be observed exper-
imentally, even if the technology were sophisticated enough to reach such sensitivities. They would
anyhow be masked by decoherence effects. Moreover, decoherence effects are not far away from the
collapse effect predicted in [27], which—as we argued—is anyhow overestimated. Therefore, also
gravity-induced collapse effects cannot be detected via neutrino oscillations.
The rest of the paper is devoted to deriving Eqs. (7) and (8). The calculation is lengthy but
instructive because it shows, as already stressed in the introduction, how the collapse, which acts
on the spatial part of the wave function, as a byproduct also affects the flavour degrees of freedom.
Moreover, a precise calculation clears any possible misunderstanding about the effect of collapse
models on neutrino oscillations.
V. MATHEMATICAL SETUP
Working with non-linear equations such as the CSL equation is notoriously difficult. As shown
e.g. in [45], the experimentally testable predictions of the model—when averaged over the noise—
do not change if the real noise Wt (x) is replaced by an imaginary noise iWt (x). In this way,
one loses the collapse properties of the equation. However, the advantage of having an imaginary
noise is that the evolution is described by a standard linear Schro¨dinger equation with a random
Hamiltonian:
HTOT = H − ~√γ
∑
j
mj
m0
∑
s
∫
dyw(y, t)ψ†j (y, s)ψj(y, s), (20)
where
w(y, t) =
∫
dx g(x − y)ξt(x), (21)
and ξt(x) = dWt(x)/dt is a white noise field, with mean equal to zero and correlation function
E[ξt(x)ξs(y)] = δ(t − s)δ(x − y). As such, w(x, t) is a Gaussian noises field, with zero mean and
9correlation function:
E[w(x, t)w(y, s)] = δ(t− s)F (x− y), F (x) = 1
(
√
4πrC)3
e−x
2/4r2C . (22)
We are interested in the relativistic generalization of the Hamiltonian (20). The most natural
choice is: HTOT = HD +N(t) where (in the case of just one type of particle):
HD =
∫
dxHD (x) =
∫
dxψ† (x)
[−i~cα ·∇+mc2β]ψ (x) (23)
is the standard Dirac Hamiltonian. Here we have introduced the four-vector notation x ≡ (ct,x),
ψ (x) is the Dirac spinor field, c the speed of light, m the mass of the particle associated to this
field, α ≡ (α1, α2, α3) with αi = γ0γi and β = γ0 where the γµ are the Dirac matrices, which we
take in their standard representation:
γ0 =

 1 0
0 −1

 , γi =

 0 σi
−σi 0

 with i = 1, 2, 3. (24)
where 1 is the identity matrix in two dimensions and σi are the Pauli matrices. The noise term
instead is given by:
N (t) =
∫
dxN (x) = −~√γm
∫
dxw (x)ψ (x)ψ (x) , γm = γ
(
m
m0
)2
(25)
It can be shown3 that the Hamiltonian HTOT = HD+N(t) defined in this way, in the non relativistic
limit, reduces to the Hamiltonian of Eq. (20).
We chose to treat neutrinos as Dirac particles, despite the fact that is not yet known if they
are Dirac or Majorana particles. We expect that the size of the collapse effect does not change
significantly if Majorana fields are used in place of Dirac fields. As a matter of fact, in [46] the
effect of the CSL model on kaon oscillations formula was studied. Despite the fact that kaons are
different from neutrinos and that in [46] they were studied in the non-relativistic regime, the result
is the same as that of this paper: a damping factor in front of the oscillating term, with a decay
rate equivalent of to Eq. (8) when the non-relativistic limit is taken.
Working with plane waves gives rise to unphysical infinities, since they are not normalizable.
To avoid potential problems, we use the box normalization, i.e. we confine our fields in a box of
length L, and we impose periodic boundary conditions: ψ (t,x) = ψ (t,x+ L), where L is a vector
with all the components equal to L. In turn, the momentum is discretized: p = 2π~L k with k
i ∈ Z
3 A proof of this can be found in section 2.3 of [47]. There, the proof is worked out for the Dirac equation coupled
with an electromagnetic field. This is the same case as ours, if one sets A (x) = 0 and eA0 (x) = −~
√
γmw (x).
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and i = 1, 2, 3 labels the spatial components. Then the Dirac field, in the interaction picture where
we choose HD as the unperturbed Hamiltonian and N (t) as the perturbation (the noise coupling
√
γm is very small), takes the usual expression
4:
ψI (x) =
2∑
s=1
+∞∑
k=−∞
1√
L3
√
mc2
Ep
[
b (p, s) u (p, s) e−
i
~
Ept+i
2pi
L
k·x + d† (p, s) v (p, s) e
i
~
Ept−i 2piL k·x
]
, (26)
where u and v are the usual Dirac spinors, Ep =
√
p2c2 +m2c4 is the energy and b and d are
operators satisfying the standard anti-commutation relations. We also recall the relation between
the evolution operator U(t) in the Schro¨dinger picture and UI (t) in the interaction picture [48]:
U (t) = e−
i
~
HDtUI (t) , (27)
and we set the initial time to 0.
One can question why we use a relativistic Hamiltonian in a model which is not relativistic,
since the correlation function of the noise is not Lorentz-invariant. Our approach to this issue,
is that collapse models are phenomenological models emerging from a pre-quantum theory yet to
be discovered. The noise field is a real cosmological field (whose nature is yet to be investigated)
which naturally defines a privileged frame, most likely corresponding to the co-moving frame of the
universe. Hence we see no contradiction in analyzing relativistic phenomena with the CSL model.
For attempts towards a fully relativistic formulation of collapse models, one can refer to [49, 50].
VI. THE TRANSITION AMPLITUDE
In the more general approach to the problem of neutrino oscillations, we consider n flavour
eigenstates, which will be labeled by greek subscripts |να〉 and each of them is a linear combination
of n mass eigenstates that will be labeled by latin subscripts |νj〉:
|να〉 =
n∑
j=1
Uαj |νj〉 . (28)
Here, U is the n×nmixing matrix, which relates the two different bases; since the flavour eigenstates
are supposed to be orthonormal, as well as the mass eigenstates, U must be unitary.
We take a neutrino in an initial flavour eigenstate, and compute the probability of finding it
in another flavour eigenstate, after some time t, assuming that the dynamics is governed by the
Hamiltonian HTOT. We assume that the neutrino has definite initial and final momenta. This
4 Here and in the following we use the notation of [47].
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means that its initial and final states are plane waves and that both mass eigenstates have the
same momenta. As discussed in [23], in order to have a more consistent description, one should
use wave packets instead of plane waves. However, a wave packet analysis goes beyond the scope
of this paper: it would make the calculations much more difficult, and the expected result should
not be much different from the one here derived. Moreover, in the standard treatment of neutrino
oscillations, the plane wave analysis already gives a satisfactory description, to some degree, both
in vacuum and in matter. Mathematically, we will compute the following quantity:
Tα→β ≡ 〈νβ ;pf , sf |U (t)| να;pi, si〉 =
n∑
i,j=1
UαjU
∗
βi 〈νi;pf , sf |U (t)| νj ;pi, si〉 (29)
here U (t) is the time-evolution operator of Eq. (27) while |να;pi, si〉 is the flavour eigenstate α
with initial momentum pi and spin si and |νβ;pf , sf 〉 is the final state with momentum pf and
spin sf . Since the Hamiltonian is the sum of Hamiltonians associated to different mass eigenstates
(H =
∑n
j=1Hj), it is convenient to expand the flavour eigenstates into the mass eigenstates, as we
did in Eq. (29). The form of the Hamiltonian also implies that U(t) factorizes: U (t) =
∏n
k=1 Uk (t).
Here Uk (t) is the time evolution operator related to the Fock space of the neutrino having a definite
mass mk. This is an important property, because it implies that if i 6= j:
〈νi;pf , sf |U(t)|νj ;pi, si〉 = 〈Ω1 |U1 (t)|Ω1〉 ... 〈νi;pf , sf |Ui (t)|Ωi〉 ... 〈Ωj |Uj (t)| νj;pi, si〉 ...
... 〈Ωn |Un (t)|Ωn〉 = 0 (30)
since 〈νi;pf , sf |Ui (t)|Ωi〉 = 0, as one can check with a direct calculation. Therefore we can write:
Tα→β =
n∑
j=1
UαjU
∗
βj [〈Ω1 |U1 (t)|Ω1〉 ... 〈νj;pf , sf |Uj (t)| νj ;pi, si〉 .... 〈Ωn |Un (t)|Ωn〉] , (31)
which reduces the entire calculation to a 1-particle computation. In the next section we will
focus our attention on the matrix element 〈νj;pf , sf |Uj (t)| νj ;pi, si〉 since, as we will show, the
remaining terms contribute with an unimportant global phase factor.
VII. THE MATRIX ELEMENTS
We now focus on the main part of this work. What we need to compute the 1-particle matrix
element:
T (pf , sf ;pi, si; t) ≡ 〈pf , sf |U (t)|pi, si〉 = e−
i
~
Ef t 〈pf , sf |UI (t)|pi, si〉 . (32)
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Since this part of the computation is the same for every mass eigenstate, we have dropped the
label j. We expand the evolution operator by means of the Dyson series up to the second order:
UI (t, 0) ≃ 1− i
~
∫ t
0
dt1 : NI (t1) : − 1
~2
∫ t
0
dt1
∫ t1
0
dt2 : NI (t1) :: NI (t2) :, (33)
where NI (t) is the interaction picture representation of Eq. (25) and : ... : denotes the normal
ordering5. Accordingly, the transition probability is the sum of three terms:
T (pf , sf ;pi, si; t) = e
− i
~
Ef t
[
T (0) (pf , sf ;pi, si; t) + T
(1) (pf , sf ;pi, si; t) + T
(2) (pf , sf ;pi, si; t)
]
,
(34)
corresponding to the first three terms of the Dyson series. We now give a pictorial representation of
each term by means of Feynman diagram and we compute each of them. The first term corresponds
to the free propagation:
T (0) (pf , sf ;pi, si; t) =
i
k F k
f
where the solid line represent the particle. This term is trivial:
T (0) (pf , sf ;pi, si; t) ≡ 〈pf , sf |pi, si〉 = δsf siδpf ,pi . (35)
The second term correspond to the diagram:
T (1) (pf , sf ;pi, si; t) =
i
F
1
i
` D
f
where the dotted line represents the noise field. This term is:
T (1) (pf , sf ;pi, si; t) ≡ i√γm
∫ t
0
dt1
∫
dx1w (x1) 〈pf , sf | : ψ¯I (x1)ψI (x1) : |pi, si〉. (36)
In order to compute the matrix element in Eq. (36), we use the series expansion of the fields as
given in Eq. (26). The non-null terms are those containing two b and two b† operators. After some
calculations, one finds that:
〈Ω|b (pf , sf ) : ψ¯I (x1)ψI (x1) : b† (pi, si) |Ω〉 =
=
2∑
s,s′=1
+∞∑
p,p′=−∞
1
L3
mc2√
EpEp′
e
i
~
(p′µ−pµ)x1µu
(
p′, s′
)
u (p, s) 〈Ω|b (pf , sf ) b†
(
p′, s′
)
b (p, s) b† (pi, si) |Ω〉
=
1
L3
mc2√
EiEf
e
i
~
(pµf−p
µ
i )x1µu (pf , sf )u (pi, si) . (37)
5 As well know in Quantum Field Theory, the reason why we used : NI (t) : in place of NI (t) is that, with this
prescription, we can remove all divergent contributions coming from tadpole diagrams. This type of divergences can
be absorbed through a renormalization procedure, without giving any physically observable consequence [51, 52].
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Here we introduced the four momentum pµ = (Ep/c,p). If we substitute Eq. (37) in the definition
of T (1), we get:
T (1) (pf , sf ;pi, si; t) = i
√
γm
mc2√
EiEf
u (pf , sf )u (pi, si)
1
L3
∫ t
0
dt1
∫
dx1w (x1) e
i
~
(pµf−p
µ
i )x1µ . (38)
The last term in Eq. (34) is the more complicated to compute, since it involves the product of
four fields. It gives the following contribution:
T (2) (pf , sf ;pi, si; t) ≡ − 1
~2
〈pf , sf |
[∫ t
0
dt1
∫ t1
0
dt2 : NI (t1) :: NI (t2) :
]
|pi, si〉 = (39)
= −γm
2
∫ t
0
dt1dt2
∫
dx1dx2 w (x1)w (x2) 〈pf , sf |T
[
: ψ¯I (x1)ψI (x1) :: ψ¯I (x2)ψI (x2) :
] |pi, si〉,
here “T” is the time-ordering product. Using Wick’s theorem, and discarding all tadpole terms,
which involve a contraction between two fields at the same spacetime point, we have:
T
[
ψ¯1aψ1aψ¯2bψ2b
]
= : ψ¯1aψ1aψ¯2bψ2b : −Sab (x1 − x2)Sba (x2 − x1)
+iSab (x1 − x2) : ψ¯1aψ2b : −iSba (x2 − x1) : ψ1aψ¯2b :, (40)
where a and b label the spinor components and the Dirac propagator is: iSab (x1 − x2) ≡
〈Ω|T [ψ1aψ¯2b] |Ω〉. Here, Einstein’s summation convention is used for the spinor indices. We
momentarily drop the pedex I related to the interaction picture and we write the dependence on
x1 and x2 simply as 1 and 2. The diagramatic representation of the different terms in Eq. (40) is:
i
F
1
i
` D
f
i
F
2
i
` D
f
= : ψ¯1aψ1aψ¯2bψ2b : , h
1
` LÆ`
2
h = −Sab (x1 − x2)Sba (x2 − x1) ,
i
j
2
F
1
i
E ` D
f
= iSab (x1 − x2) : ψ¯1aψ2b : ,
i
j
1
F
2
i
E ` D
f
= −iSba (x2 − x1) : ψ1aψ¯2b : .
We can easily see that the first term is zero, since we are studying the case with only one particle
in the initial and final states. Regarding the second diagram, an important issue here arises. This
diagam represents a vacuum fluctuation term, which is divergent. As well known [52], all vacuum
fluctuations diagrams of any order sum up to a phase factor 〈Ω |UI (t, 0)|Ω〉, and all divergences
cancel each other. Therefore we can write:
〈pf , sf |UI (t, 0)|pi, si〉 = 〈Ω |UI (t, 0)|Ω〉 · 〈pf , sf |UI (t, 0)|pi, si〉ext , (41)
where 〈pf , sf |UI (t, 0)|pi, si〉ext denotes the contribution from diagrams with external fermionic
legs. This vacuum fluctuation term is important because, together with those of Eq. (31), it gives a
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global phase
∏n
k=1 〈Ωk |UkI (t, 0)|Ωk〉 independent of j, which factorizes out of the sum. Therefore,
such terms are physically unimportant, the only relevant part being 〈pf , sf |UI (t, 0)|pi, si〉ext.
From now on, we will work only with diagrams with external fermionic legs, and we drop the
pedex “ext”.
Coming back to Eq. (40), we can now focus our attention on the third and the fourth term,
that correspond to the last two diagrams. Since : ψ2bψ¯1a : = − : ψ¯1aψ2b : for fermions, these two
terms give the same contribution. The Dirac propagator reads:
iSab (x1 − x2) =
2∑
s=1
+∞∑
p=−∞
1
L3
mc2
Ep
{
θ (t1 − t2) e− i~pµ(x1µ−x2µ)ua (p, s)ub (p, s)
−θ (t2 − t1) e− i~pµ(x2µ−x1µ)vb (p, s) va (p, s)
}
, (42)
while the matrix element gives:
〈pf , sf | : ψ¯1aψ2b : |pi, si〉 = 1
L3
mc2√
EfEi
e
i
~
pµ
f
x1µe−
i
~
pµi x2µua (pf , sf )ub (pi, si) . (43)
In the following we will need only the case pf = pi and sf = si. In this case, we have:
T (2) (pi, si;pi, si; t) = −γm 1
L3
mc2
Ei
2∑
s=1
+∞∑
p=−∞
1
L3
mc2
Ep
·
{∫ t
0
dt1
∫ t1
0
dt2
∫
dx1
∫
dx2 w(x1)w(x2)e
i
~
(pµi −pµ)(x1µ−x2µ)
· ua(pi, si)ua(p,s)ub(p,s)ub(pi, si)
−
∫ t
0
dt2
∫ t2
0
dt1
∫
dx1
∫
dx2w (x1)w (x2) e
i
~
(pµi −pµ)(x1µ−x2µ)
· ua(pi, si)va(p, s)vb(p, s)ub(pi, si)
}
. (44)
Using the standard relations [47]:
2∑
s=1
ua(p, s)ub(p, s) =
(
pµγµ +mc
2mc
)
ab
,
2∑
s=1
va(p, s)vb(p, s) =
(
pµγµ −mc
2mc
)
ab
, (45)
we can see that the terms containing pµγµ cancel each other, while those containing the mass give
a δab. Thus, if we also use: u(pi, sf )u(pi, si) = δsf ,si , we obtain:
T (2) (pi, si;pi, si; t) = −γm 1
L3
mc2
Ei
+∞∑
p=−∞
1
L3
mc2
Ep
∫ t
0
dt1
∫ t1
0
dt2
∫
dx1
∫
dx2w (x1)w (x2)
×e i~ (pµi −pµ)(x1µ−x2µ). (46)
Now we have all the elements we need, in order to compute the transition probability. We will do
this in the next section.
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VIII. THE TRANSITION PROBABILITY
The physical quantity we are interested in, is the transition probability, which corresponds to
|Tα→β|2, averaged over the noise, and integrated over the final momentum and polarization states:
Pα→β ≡
∑
sf
+∞∑
pf=−∞
E |Tα→β |2 =
n∑
k=1
n∑
j=1
U∗αkUβkUαjU
∗
βjPkj (pi, si; t) , (47)
where:
Pkj (pi, si; t) ≡
∑
sf
+∞∑
pf=−∞
e
i
~
(E
(k)
f
−E(j)
f
)t
E [T ∗k (pf , sf ;pi, si; t)Tj (pf , sf ;pi, si; t)] , (48)
and Tj (pf , sf ;pi, si; t) is given by Eq. (34), where now we have explicitly indicated the label j
associated to the mass eigenstate mj and E
(j)
f =
√
p2fc
2 +m2jc
4. When averaging, one has to
remember that only terms containing an even number of noises survive (in the Feynman represen-
tation, all products of diagrams containing an even number of dotted legs). Using this fact, and
exploiting the Kronecher deltas of T (0) (pf , sf ;pi, si; t) (see Eq. (35)), we can write:
Pkj (pi, si; t) = e
i
~
(E
(k)
i −E
(j)
i )t
[
1 + I
(1)
jk (pi, si; t) + I
(2)
j (pi, si; t) + I
(2)∗
k (pi, si; t)
]
, (49)
where we have defined:
I
(1)
jk (pi, si; t) ≡
∑
sf
+∞∑
pf=−∞
e
i
~
(E
(k)
f
−E(k)i −E
(j)
f
+E
(j)
i )tE
[
T
(1)∗
k (pf , sf ;pi, si; t)T
(1)
j (pf , sf ;pi, si; t)
]
,
I
(2)
j (pi, si; t) ≡ E
[
T
(2)
j (pi, si;pi, si; t)
]
. (50)
We focus our attention on I
(1)
jk (pi, si; t). Using Eq. (38), keeping in mind the spinor relation
(ufui)
∗ = uiuf , and performing the average over the noise, which brings in a Dirac delta in time
which cancels one of the two time-integrals, one obtains:
E
[
T
(1)∗
k (pf , sf ;pi, si; t)T
(1)
j (pf , sf ;pi, si; t)
]
=
=
√
γmjγmk
mjmkc
4√
E
(j)
i E
(j)
f E
(k)
i E
(k)
f
u(p
(j)
f , sf )u(p
(j)
i , si)u(p
(k)
i , si)u(p
(k)
f , sf )
·
∫ t
0
dt1e
i
~
(E
(j)
f
−E(j)i −E
(k)
f
+E
(k)
i )t1S (pi,pf ) (51)
where p
(j)
f ≡ (E(j)f /c,pf ) and similarly for p(j)i . Moreover:
S (pi,pf ) ≡ 1
L6
∫ +L
2
−L
2
dx1
∫ +L
2
−L
2
dx2
e−(x1−x2)
2/4r2
C(√
4πrC
)3 e− i~ [(pf−pi)·(x1−x2)] (52)
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(now we have explicitly indicated the integration volume). In order to compute S (pi,pf ), we
change integration variables as follows:
y = (x1 + x2) and x = (x1 − x2) , (53)
and use the relation:∫ +L
2
−L
2
dx1
∫ +L
2
−L
2
dx2f (x1, x2) =
1
2
∫ +L
0
dx
∫ +(L−x)
−(L−x)
dy [f (x, y) + f (−x, y)] . (54)
Accordingly, we have:
S (pi,pf ) =
1
L3
∫ L
0
dx
e−x
2/4r2
C(√
4πrC
)3 2 cos
[
1
~
(pf − pi) · x
]
1
23
3∏
i=1
2
(
1− xi
L
)
(55)
Let us now take the limit L→∞, which amounts to making the replacement:
+∞∑
pf=−∞
−→
∫
dpf and
1
L3
−→ 1
(2π~)3
. (56)
In this limit, the term xi/L gives a vanishingly small contribution. Therefore we can write:
S (pi,pf ) =
1
(2π~)3
∫ +∞
−∞
dx
e−x
2/4r2
C(√
4πrC
)3 e i~ (pf−pi)·x = 1(2π~)3 e−
(pf−pi)
2r2C
~2 . (57)
The time integral in Eq. (51) is trivial, and one arrives easily at the formula:
I
(1)
jk (pi, si; t) =
∑
sf
∫
dpf
√
γmjγmk
mjmkc
4√
E
(j)
i E
(j)
f E
(k)
i E
(k)
f
u(p
(j)
f , sf )u(p
(j)
i , si)u(p
(k)
i , si)u(p
(k)
f , sf )
· 1− e
i
~
(E
(k)
f
−E(k)i −E
(j)
f
+E
(j)
i )t
i
~
(E
(j)
f −E(j)i − E(k)f + E(k)i )
1
(2π~)3
e−
(pf−pi)
2r2
C
~2 . (58)
As it is shown in the Appendix C, the integrating function (except for the Gaussian term) changes
slowly within the region where the Gaussian term is appreciably different from zero. Therefore
we can approximate it with the value it takes in the center of the Gaussian (where pf = pi) and
bring it out of the integral. Taking into account that u (p, si)u (p, sf ) = δsisf and performing the
integration of the Gaussian part, Eq. (58) takes the very simple expression:
I
(1)
jk (pi, si; t) =
√
γmjγmk
mjmkc
4
E
(j)
i E
(k)
i
t
(2π)3
π3/2
r3C
. (59)
We now turn our attention to the term I
(2)
j (pi, si; t) in Eq. (50). Substituting Eq. (46) in
Eq. (50), we have:
I
(2)
j (pi, si; t) = −γmj
mjc
2
E
(j)
i
+∞∑
p=−∞
mjc
2
E
(j)
p
t
2
1
L6
∫
dx1
∫
dx2
e−(x1−x2)
2/4r2C(√
4πrC
)3 e− i~ (pi−p)(x1−x2). (60)
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The spatial integrals are equal to S (p,pi) defined in Eq. (52). Performing the same type of
calculation as before, and taking the limit L→∞, one arrives at the result:
I
(2)
j (pi, si; t) = −γmj
mjc
2
E
(j)
i
∫
dp
mjc
2
E
(j)
p
1
2
t
1
(2π~)3
e−
(p−pi)
2
r2
C
~2 . (61)
Once again, one can show that the integrating function (Gaussian term apart) varies slowly within
the region where the Gaussian function is appreciably different from zero. Therefore one can bring
this function out of the integral, fixing its value at the center of the Gaussian (p = pi), and perform
the Gaussian integration. The final expression is:
I
(2)
j (pi, si; t) = −
γmj
2
m2jc
4
E
2(j)
i
t
(2π)3
π3/2
r3C
. (62)
Having computed explicitly all the terms of Eq. (49), we can turn our attention to Eq. (47). It
is convenient to split the sum of Eq. (47) in one part with k = j and the another part with k 6= j:
Pα→β =
n∑
k=1
U∗αkUβkUαkU
∗
βkPkk (pi, si; t)
+
n∑
k=2
j<k
[
U∗αkUβkUαjU
∗
βjPkj (pi, si; t) + U
∗
αjUβjUαkU
∗
βkPjk (pi, si; t)
]
. (63)
Using the symmetry relation I
(1)
jk = I
(1)∗
kj , which implies that Pkj (pi, si; t) = P
∗
jk (pi, si; t), one can
rewrite Eq. (63) as follows :
Pα→β =
n∑
k=1
U∗αkUβkUαkU
∗
βk +
n∑
k=2
j<k
2Re
[
U∗αkUβkUαjU
∗
βjPkj (pi, si; t)
]
, (64)
where we have exploited the identity: Pkk (pi, si; t) = 1. In the physically interesting case where
the mixing elements Uαk are real, Eq. (64) takes a very simple expression:
Pα→β =
n∑
k=1
UαkUβkUαkUβk +
n∑
k 6=j
UαkUβkUαjUβj [1− ξjkt] cos
[
1
~
(E
(k)
i − E(j)i )t
]
, (65)
with:
ξjk ≡ 1
16π3/2r3C
(
√
γmj
mjc
2
E
(j)
i
−√γmk
mkc
2
E
(k)
i
)2
=
γ
16π3/2r3Cm
2
0c
4
(
m2jc
4
E
(j)
i
− m
2
kc
4
E
(k)
i
)2
. (66)
As a check, one can easily see that the probability is conserved, i.e.:
∑
β
Pα→β = 1. (67)
This is the result we wanted to arrive at. It shows that, also in collapse models, the number of
particles is conserved, but the oscillations are damped according to Eq. (65), by a factor equal
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to [1− ξjkt]. This is in perfect agreement6 with well established results concerning the effect of
decoherence on oscillatory systems like those here considered [53, 54]. Our calculation gives an
analytical expression for the damping rate ξjk, as predicted by the mass-proportional CSL model.
Note that the calculation has been carried out to second perturbative order, which means ξjkt≪ 1.
Therefore, the fact that the probability in Eq. (65) becomes negative for ξjkt > 1 is of no concern,
because this range of times goes beyond the limits of validity of the present result. Actually, one
can try to stretch the above result beyond the second perturbative order, and guess the following
expression for the transition probability:
Pα→β =
n∑
k=1
UαkUβkUαkUβk +
n∑
k 6=j
UαkUβkUαjUβj e
−ξjkt cos
[
1
~
(E
(k)
i − E(j)i )t
]
. (68)
The above results can be easily generalized to oscillatory systems, which decay in time. On
the phenomenological level, one takes the decay into account by adding an imaginary term to the
Hamiltonian:
H −→ H − i
2
Γ. (69)
The calculation remains unaltered, and one arrives at the final result:
Pα→β =
n∑
k=1
UαkUβkUαkUβk e
−Γ(k)
~
t
+
n∑
k=2
j<k
UαkUβkUαjUβj [1− ξjkt] e−
Γ(k)+Γ(j)
2~
t 2 cos
[
1
~
(E
(k)
i − E(j)i )t
]
, (70)
which generalizes Eq. (65) to decaying particles. This concludes our analysis.
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APPENDIX A: DIMENSIONAL ESTIMATE OF THE DECAY RATE
Here we wish to discuss about the possibility of estimate the predictions of the CSL model in
neutrino oscillations by using dimensional analysis. Collapse models, as discussed in section IV,
are described by the same type of master equations as open quantum systems (which experience
decoherence due to interactions with an external environment). In such a case it is well known
that the effect of decoherence is to suppress exponentially flavour oscillations. So it does not come
as a surprise that for collapse models the effect is the same. Then one could try to guess the decay
rate with dimensional analysis, using the relevant constants and parameters of the model. First of
all is reasonable to suppose that the effect is proportional to the strength of the noise γ. Moreover,
since we are using the mass proportional CSL model, for which γ is replaced by γmj ≡ γ
(
mj
m0
)2
,
one expects also a factor m20 in the denominator. Because [γ] = cm
3s−1, and the decay rate must
have dimension s−1, we need to introduce terms with dimension cm−3. Since the parameter rC
has the dimension of a length, then it is natural to introduce an r3C in the denominator. Finally,
we need to introduce terms with the dimension of a squared mass. The simplest choices are:
ξ
(1)
jk ∼
γ
r3Cm
2
0
(mj −mk)2 or ξ(2)jk ∼
γ
r3Cm
2
0
(
m2j −m2k
)
. (71)
Both these formulas are different compared to the correct one given by Eq. (8). If we substitute
the values of the constants and the parameters and we consider, for example, the case of the
cosmological neutrinos, we get:
ξ
(1)
jk tcosm ∼
γ
r3Cm
2
0
(mj −mk)2 tcosm ∼ 10−17 (72)
ξ
(2)
jk tcosm ∼
γ
r3Cm
2
0
(
m2j −m2k
)
tcosm ∼ 10−11 (73)
The formula derived with dimensional analysis shows that the CSL effect on neutrino oscillations
is very small, practically undetectable. However, it differs by many orders of magnitude from the
exact (perturbative) result. We performed the lengthy calculation present here in order to arrive
at a fully trustable result. As we have seen here above, dimensional analysis does not allow to
reach a firm conclusion.
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APPENDIX B: APPROXIMATION IN THE CALCULATION OF I
(2)
j
In this appendix we justify the approximation we used in order to derive Eq. (62) from Eq. (61).
This amounts to proving that:
1
~3
∫
dp
1
E
(j)
p
e−
(p−pi)
2
r2
C
~2 ≃ 1
E
(j)
i
π3/2
r3C
(74)
To see this, we can rewrite the integral in polar coordinates and integrate over the angular variables:
1
~3
∫
dp
1
E
(j)
p
e−
(p−pi)
2
r2C
~2 =
2π
~3
~
2
2pir
2
C
∫ +∞
−∞
dp
p√
p2c2 +m2jc
4
e−
(p−pi)
2
r2C
~2 (75)
Let us introduce the dimensionless variable s = (p−pi)rC
~
:
1
~3
∫
dp
1
E
(j)
p
e−
(p−pi)
2
r2
C
~2 =
π
pirCr3c
∫ +∞
−∞
ds
(
s+ pi
rC
~
)√(
s+ rC
~
pi
)2
c2 +
r2
C
~2
m2jc
4
e−s
2
(76)
If pic≫ ~c/rC ∼ 10 eV (the typical range of momenta of neutrinos is between 103 eV and 1019 eV)
we can disregard s both in the numerator and denominator, obtaining:
1
~3
∫
dp
1
E
(j)
p
e−
(p−pi)
2
r2C
~2 ≃ π
r3CE
(j)
i
∫ +∞
−∞
dse−s
2
=
π3/2
r3CE
(j)
i
, (77)
which is the desired result.
APPENDIX C: APPROXIMATION IN THE CALCULATION OF I
(1)
jk
Here we justify the approximation we used to pass from Eq. (58) to Eq. (59). We start with
Eq. (58):
I
(1)
jk (pi, si; t) =
∑
sf
∫
dpf
√
γmjγmk
mjmkc
4√
E
(j)
i E
(j)
f E
(k)
i E
(k)
f
u(p
(j)
f , sf )u(p
(j)
i , si)u(p
(k)
i , si)u(p
(k)
f , sf )
× 1− e
i
~
(
E
(k)
f
−E(k)i −E
(j)
f
+E
(j)
i
)
t
i
~
(E
(j)
f − E(j)i − E(k)f + E(k)i )
1
(2π~)3
e−
(pf−pi)
2
r2
C
~2 (78)
where:
E
(j)
f =
√
p2f c
2 +m2jc
4 , u (p, s) =
pµγµc+mc
2√
2mc2 (Ep +mc2)
u (0, s) and
√
γmj =
√
γ
mj
m0
(79)
The first part of the integrand:
mjmkc
4√
E
(j)
i E
(j)
f E
(k)
i E
(k)
f
∑
sf
u(p
(j)
f , sf )u(p
(j)
i , si)u(p
(k)
i , si)u(p
(k)
f , sf ) (80)
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is a composition of polynomial functions of pf , and we can safely assume that it does not change too
much, within the range where the Gaussian function is appreciably different from zero. Therefore
we can then take pf = pi; by using also the relation:
u(p
(1)
i , sf )u(p
(1)
i , si) = δsf ,si , (81)
Eq. (78) becomes:
I
(1)
jk (pi, si; t) ≃
√
γmjγmk
mjmkc
4
E
(j)
i E
(k)
i
1
(2π~)3
∫
dpf
1− e i~ (E
(k)
f
−E(k)i −E
(j)
f
+E
(j)
i )t
i
~
(E
(j)
f − E(j)i − E(k)f + E(k)i )
e−
(pf−pi)
2r2
C
~2
︸ ︷︷ ︸
≡I
(82)
Now we have to focus our attention on the integral I, which contains an oscillating term that needs
special care. As before, we write the integral in polar coordinates and perform the integration over
the angular variables; moreover, we introduce once again the a-dimensional variable s =
(pf−pi)rC
~
.
We have:
I = π
~
3
pir3C
t
∫ +∞
−∞
ds
(
~
rC
s+ pi
)
eig(s) − 1
ig (s)
e−s
2
, (83)
where we have defined:
g (s) ≡ 1
~
(E
(k)
f − E(k)i − E(j)f +E(j)i )t
=
ct
rC
(√
(s+ y)2 + ak −
√
(s+ y)2 + aj −
√
y2 + ak +
√
y2 + aj
)
, (84)
with
aj ≡ r
2
C
~2
m2jc
2 =
(
10−2eV−2
)
m2jc
4 e y ≡ rC
~
pi =
(
10−1eV−1
)
pic (85)
Our goal is to show that g (s) does not vary appreciably, within the range where the Gaussian
term is significantly different from zero, and can be approximated with g (0) = 0; in this way, the
integral can be computed exactly. This kind of approximation is not obvious because the factor
ct/rC in front of Eq. (84) can be very big.
In the ultra-relativistic limit, we approximate the particle’s velocity with the speed of light.
In this limit, y2 ≫ aj, ak, and so we can expand the square roots in g(s) using the Taylor series
√
x+ ǫ =
√
x+ ǫ
2
√
x
and we get:
g (s) ≃ ct
rC
(aj − ak) s
(s+ y) y
=
ct
rC
(aj − ak)(
y + y
2
s
) . (86)
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In order for g(s) to remain small within the interval where the Gaussian term of Eq. (83) is
appreciably different from zero, we need:(
y +
y2
s
)
≫ ct
rC
(aj − ak) (87)
In all physically interesting situations, the term on the right hand side of Eq. (87) is bigger than 1;
moreover s is of the order of unity, because of the Gaussian in Eq. (83). Inequality (87) is verified
if the following condition is true:
y ≫
√
ct
rC
(aj − ak). (88)
Typically, cosmogenic neutrinos have energies bigger than 1018eV and travel distances of at most
109 light-years [27]. This means that, in the worst case, ct/rC ∼ 1032 while (aj−ak) = (10−2eV−2)
(m2jc
4 − m2kc4) ≃ (10−2eV−2)(2 × 10−3eV2) = 10−5. So we must have y ≫ 1014, that means
pic = y/(10
−1eV−1)≫ 1015eV, which is satisfied.
For atmospheric neutrinos, ct/rC is in the range 10
11 − 1014 while the range of energies is
between 10−1GeV and 104GeV [25]. This means that, even in the worse case, the condition to
check is y ≫ 105, which means pic = y/(10−1eV−1)≫ 106eV. This is also satisfied.
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