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Abstract. This article extends classical one variable results about Euler products defined
by integral valued polynomial or analytic functions to several variables. We show there
exists a meromorphic continuation up to a presumed natural boundary, and also give a
criterion, a la Estermann-Dahlquist, for the existence of a meromorphic extension to Cn.
Among applications we deduce analytic properties of height zeta functions for toric varieties
over Q and group zeta functions.
Mathematics Subject Classifications: 11M41, 11N37, 14G05, 32D15.
Key words: several variables zeta functions, Euler product, analytic continua-
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Introduction:
There are two fundamental problems in the study of Dirichlet series that admit an Euler
product expansion in a region of absolute convergence. The first problem is to prove the
existence of a meromorphic continuation into a larger region. Assuming this is possible, the
second problem is to describe precisely the boundary of the domain for this meromorphic
function. For Dirichlet series in one variable, the first important results go back to Esterman
[13] who proved that if h(Y ) =
∑
d F (d)Y
d , where F (d) is a “ganzwertige” polynomial
and F (0) = 1, then Z(s) =
∏
p h(p
−s) is absolutely convergent for ℜ(s) > 1 and can be
meromorphically continued to the half plane ℜ(s) > 0. Moreover, Z(s) be continued to the
whole complex plane if and only if h(Y ) is a cyclotomic polynomial. Subsequently, Dahlquist
[6] extended this result to h any analytic function with isolated singularities within the unit
circle.
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The purpose of this paper is to extend these two basic properties to a general class of
Dirichlet series that have an absolutely convergent Euler product expansion in some open
domain of Cn, n ≥ 2. Thus, the object of our study is an Euler product
Z(h; s) =
∏
p
h(p−s1 , . . . , p−sn , p)
when h(X) = 1 +
∑
k hk(X1, . . . ,Xn)X
k
n+1 is either a polynomial or analytic function with
integral coefficients. An essential role in our analysis is played by a polyhedron in Rn,
determined by the exponents of monomials appearing in the expression for h(X). This
polyhedron plays an important role in the Singularities literature, so it is, perhaps, not too
surprising to see it appear here as well.
We first show that there is a meromorphic continuation up to a presumed natural boundary,
whose geometry is that of a tube over the boundary of a convex set. Our second main result
applies to the case in which h depends only upon X1, . . . ,Xn. In this event, we prove a very
precise result that is the multivariate extension of the work of Estermann-Dahlquist. This
shows that the presumed natural boundary is the natural boundary (in the sense given to
this expression in the statement of Theorem 2 in §1.2), unless h is a “cyclotomic” polynomial.
These results are proved in Section 1.
There are several subjects, such as group theory, algebraic geometry, number theory, knot
theory, quantum groups, and combinatorics, in which multivariate zeta functions can arise.
Some of these are discussed in the survey article of [24]. It would therefore be interesting to
find applications of our results/methods to the analysis of such zeta functions. We discuss
two applications in Sections 2, 3.
The first application (see Section 2) originates with Manin’s conjecture for toric varieties
over Q. This gives a precise description of the density of rational points with “exponential
height” at most t on such a variety. Solutions to this conjecture have been given by several
authors ([1], [8], [22]) (also see [21]). In particular, the method of de la Brete`che used
the deep work of Salberger to meromorphically continue a certain generalized height zeta
function into some neighborhood of exactly one point on the boundary of its domain of
analyticity. This function was a multivariate Dirichlet series with Euler product in the
domain of absolute convergence. His approach sufficed to deduce the density asymptotic of
interest for the conjecture, and also gave a strictly smaller order (in t) error term. On the
other hand, it did not address two general questions. The first inquires about all the other
points on the boundary of the domain of analyticity of the Dirichlet series, in particular, how
can they be characterized/detected in general, or even calculated in concrete examples. The
second asks for an approximation to the natural boundary of the meromorphic extension of
the Dirichlet series.
Describing precisely the entire boundary of the domain of analyticity for this series is needed
to derive the asymptotic of rational points on the toric variety within a large family of
expanding boxes. In the statement of Manin’s conjecture, only one expanding box appears,
that with sides all of the same length. There is however, no a priori reason why this
expanding box should be privileged over any other. Finding the natural boundary of its
meromorphic continuation appears to be an interesting analytic problem by itself, and has
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not, to our knowledge, received any prior attention in the literature. It may even encode
something nontrivial about the toric variety. One reason for believing this is the observation
that the boundary determines an estimate for the natural boundary of a family of height zeta
functions in one complex variable. As such, it offers certain constraints upon the behavior of
the zeroes and poles of each height function in this family. Presumably, knowing something
about such points, zeroes especially, ought to be interesting.
We solve both of these problems, using the methods developed in Section 1. As a result,
our point of view is rather different from that in the works cited above. Our main results
are given in Theorems 4, 5, 6 in §2.3. Additional discussion that contrasts our method and
results with earlier work can be found in §2.3 following the statement of Theorem 4. The
last result in §2 is Theorem 7 in §2.4. This addresses a general (and natural) problem in the
multiplicative theory of integers, and is a good illustration of our method. For any n ≥ 3,
we give the explicit asymptotic for the number of n−fold products of positive integers that
equal the nth power of an integer. The earlier papers ([1], [7], [14], [15]) had found the
asymptotic when n = 3. However, nothing comparable for arbitrary n > 3 seems to have
been reported before in the literature.
The second application originates in group theory. Several authors have associated a Dirich-
let series to certain algebraic or finitely generated (nilpotent) groups in order to study the
density of finitely generated subgroups of large index. The algebraic structure of the groups
that have been studied in this way enable the series to be written as an absolutely con-
vergent Euler product in one variable, whose factor at the prime p is an explicitly given
function h(p, p−s). In a series of papers, du Sautoy, Grunewald and others ( [11], [12], [10])
have described with some success the analytic properties of such Euler products.
The evidence produced in these papers leads one to believe that when there is “uniformity”
of the Euler product, there should always exist a meromorphic extension, but that deter-
mining the natural boundary is rather difficult in general. On the other hand, the property
of uniformity will not be satisfied for many other groups. In this case, only results that
are less ambitious in nature should be expected. For example, one can hope to study the
boundary of analyticity of the group’s Dirichlet series. It is well known that this series has
a real pole on this boundary. A fundamental problem had been to show that this leading
pole is rational, and that the series is meromorphic in some halfplane that contains the pole.
The main result of [11] established these two properties for any finitely generated nilpotent
group.
Our first observation in Section 3 is that the two main properties proved in [11] can be
established in a more elementary fashion, using Theorem 1 (see §1.1) and certain diophantine
estimates proved in [ibid.]. Our second observation is that the group zeta functions studied
in [12], [10], can be meromorphically extended outside a halfplane of absolute convergence
by using the method in Section 1. This is simpler than that used in [10]. We also show that
the presumed natural boundary agrees with the one given in [ibid.]. The third observation
addresses an analogous problem about the density of subgroups inside finite abelian groups
of large order [2]. We indicate by a simple example how nontrivial refinements of standard
density results can be found by using multivariate zeta functions and Tauberian theorems.
A third example illustrates another way in which the methods of this paper might eventually
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prove useful, but which we will not address further here. In the study of strings over p−adic
fields, one encounters Euler products in several variables. For example, in [5], products of
5-point amplitudes for the “open” strings are considered, where the amplitudes are defined
as p−adic integrals
Ap5(k1, . . . , k4) =
∫
Q2p
| x |k1k2 | y |k1k3 | 1− x |k2k4 | 1− y |k3k4 | x− y |k2k3 dxdy.
The product
∏
pA
p
5 can be analytically continued. Indeed, our methods can certainly be
used to prove this. In so doing, one finds interesting relations to the corresponding real
amplitudes.
Notations: For the reader’s convenience, notations that will be used throughout the
article are assembled here.
1. N = {1, 2, . . .} denotes the set of positive integers, N0 = N∪{0} and p always denotes
a prime.
2. The expression f(λ,y,x) ≪y g(x) uniformly in x ∈ X and λ ∈ Λ
means there exists A = A(y) > 0, which depends neither on x nor λ, but could
eventually depend on the parameter vector y, such that:
∀x ∈ X and ∀λ ∈ Λ |f(λ,y,x)| ≤ Ag(x).
When there is no ambiguity we omit the word ‘uniformly’ above.
3. For every x = (x1, .., xn) ∈ Rn, we set ‖x‖ =
√
x21 + ..+ x
2
n resp. |x| = |x1|+ ..+ |xn|
to denote the length resp. weight of x. We denote the canonical basis of Rn by
(e1, . . . , en). For every α = (α1, .., αn) ∈ Nn0 , we also set α! = α1!..αn!. The standard
inner product on Rn is denoted 〈, 〉.
4. For every s ∈ C, and for every non negative k, we define (sk) =
s(s−1)..(s−k+1)
k! . For
two complex numbers w and z, we define wz = ez logw , using the principal branch of
the logarithm. We denote a vector in Cn by s = (s1, . . . , sn), and write s = σ + iτ,
where σ = (σ1, . . . , σn) and τ = (τ1, . . . , τn) are the real resp. imaginary components
of s (i.e. σi = ℜ(si) and τi = ℑ(si) for each i). We also write 〈x, s〉 for
∑
i xisi if
x ∈ Rn, s ∈ Cn.
5. The unit polydisc P (1) is the set {z = (z1, . . . , zn) ∈ Cn : supi=1,...,n |zi| < 1} .
6. Given α ∈ Nn0 , we write X
α for the monomial Xα11 · · ·X
αn
n . For h(X1, . . . ,Xn) =∑
α∈Nn0
aαX
α , the set S(h) := {α : aα 6= 0} is called the support of h. We also
set S∗(h) := S(h) \ {0}. We denote by E(h) the boundary of the convex hull of⋃
{α+Rn : α ∈ S∗(h)}. This polyhedron is called the Newton polyhedron of h . We
denote by Ext(h) the set of extremal points of E(h) (a point of E(h) is extremal if it
does not belong to the interior of any closed segment of E(h)). Obviously Ext(h) is
a finite subset of Nn0 \ {0}.
Similarly, if A ⊂ Nn0 \ {0}, we denote by E(A) the boundary of the convex hull of⋃
{ν +Rn+ | ν ∈ A} and call it the Newton polyhedron of A. Its set of extremal points
is denoted by Ext(A).
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7. If A is a subset of Nn0 \ {0}, we define A˜ as follows:
(a) If A is infinite set, then A˜ denotes the set of ν ∈ A belonging to at least one
compact face of E(A).
(b) If A is a finite set, then A˜ = A.
In either case, it is clear that A˜ is a finite subset of Nn0 \ {0}. The set A˜ is called the
saturation of A.
8. Let A˜o := {x ∈ Rn+ : ∀ν ∈ A˜, 〈x, ν〉 ≥ 1} be the dual of A˜. Let ι(A) be the smallest
weight of the elements of A˜o . We will call ι(A) the index of A. We define
R(A) := {α ∈ A˜o : |α| = ι(A)}.
For every α ∈ R(A), let K(A;α) := {ν ∈ A˜ : 〈α, ν〉 = 1}.
1 Analytic properties of multivariate Euler prod-
ucts
It will be convenient to split the discussion in two parts. The first main result is Theorem 1.
This constructs a meromorphic extension for a large class of multivariate Euler products that
converge absolutely in some product of halfplanes of Cn. The second main result, Theorem
2, extends the classical Estermann-Dahlquist criterion for the existence of a meromorphic
extension to all of Cn, n ≥ 2.
1.1 Meromorphic Continuation
The first ingredient is the extension of an Euler product, whose pth factor h(p−s1 , . . . , p−sn)
does not explicitly depend upon p by itself, outside its domain of absolute convergence.
This extends Dahlquist’s theorem [6] to several variables.
The following notations will be used. Let Λ be an open subset of Cn, l1, . . . , lr : Λ → C
analytic functions, and a1, . . . , ar complex numbers. Define the Euler product
Zl(s) = Zl(s1, . . . , sn) =
∏
p
(
1 +
r∑
k=1
ak
plk(s)
)
,
and for any δ ∈ R, set
W (l; δ) =W (l1, . . . , lr; δ) := {s ∈ Λ : ∀i = 1, . . . , r ℜ(li(s)) > δ}
It is clear that s 7→ Zl(s) converges absolutely and defines a holomorphic function in the
domain W (l; 1).
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1.1 Meromorphic Continuation
Lemma 1 (i) The function Zl(s) can be continued into the domain W (l; 0) as follows:
there exists a set {γ(n) : n ∈ Nr0} ⊂ Q[a0, . . . , ar] such that for every δ > 0, the function
Gδ(s) that is defined (and analytic) in W (l; 1) by the equation
Gδ(s) = Zl(s) ·
∏
n=(n1,...,nr)∈N
r
0
1≤|n|≤[δ−1]
ζ
( r∑
j=1
njlj(s)
)−γ(n)
is actually a bounded holomorphic function in W (l; δ), where it can be expressed as an
absolutely convergent Euler product.
(ii) When each ak ∈ Z, each γ(n) ∈ Z. In this case, part (i) implies that the equation
Zl(s) =
∏
n=(n1,...,nr)∈N
r
0
1≤|n|≤[δ−1]
ζ
( r∑
j=1
njlj(s)
)γ(n)
Gδ(s) (1)
determines a meromorphic extension of Zl(s) to W (l; δ) for each δ > 0.
Remark. As a result, only when each γ(n) is integral does it make sense to speak of a
meromorphic continuation of Zl(s) beyond W (l; 1). For the sake of simplicity, this function,
defined by (1), in which each zeta factor means, of course, its meromorphic extension, is
not given a distinct notation.
Even when this is not the case, part (i) shows that an analytic extension of Zl(s) is still
possible in simply connected subsets of any W (l; δ), from which the branch (resp. polar)
locus of each factor ζ(n · l(s))−γ(n) if γ(n) /∈ Z (resp. γ(n) ∈ Z) has been deleted. For in
each such subset, one can use the equation in (i) to express Zl(s) as the product of Gδ(s)
with a single valued analytic continuation of each of the zeta factors. 
Proof of Lemma 1: It suffices to prove part (i) since the proof of (ii) follows from the
construction of the γ(n) in (i).
Let δ ∈ (0, 1) be arbitrary. To describe the continuation of Zl(s) into W (l; δ), it will be
convenient to work with a somewhat larger class of Euler products defined as follows:
Zl(Rδ; s) =
∏
p
(
1 +
r∑
k=1
ak
plk(s)
+Rδ(p; s)
)
(2)
where for all p, s 7→ Rδ(p; s) is a holomorphic function on W (l; δ) satisfying
Rδ(p; s) ≪l,δ p
−2 uniformly in p and s ∈ W (l; δ). Evidently, Zl(s) = Zl(Rδ; s) when
Rδ(p; s) ≡ 0.
Now let us fix some notations:
1. For each m ∈ N, set
Lm(l) = Lm(l1, . . . , lr) := {n1l1 + . . .+ nrlr : n1 + . . .+ nr ≥ m};
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1.1 Meromorphic Continuation
2. For each γ1, . . . , γr ∈ C, set Q0[γ1, . . . , γr] = Z if γ1, . . . , γr ∈ Z and
Q0[γ1, . . . , γr] = Q[γ1, . . . , γr] otherwise;
3. N = [2δ−1] ;
4. L(s) :=
∏r
k=1 ζ(lk(s))
−ak for s ∈W (l; 1).
By elementary computations, we obtain that for any s ∈W (l; 1) :
L(s) =
∏
p
r∏
k=1
(
1 +
N∑
vk=1
(ak
vk
)
(−1)vk
pvklk(s)
+HkN(p; s)
)
where, ∀k = 1, . . . , r, s 7→ HkN (p; s) is a holomorphic function in W (l; δ) and satisfies the
condition : HkN (p; s) ≪N p
−δ(N+1) ≪N p
−2 uniformly in p and s ∈ W (l; δ). It is also clear
that ak ∈ N implies HkN = 0 once N > ak.
Thus, there exist f1, . . . , fm ∈ L2(l) and d1, . . . , dm ∈ Q0[a1, . . . , ar] such that :
L(s) =
∏
p
(
1−
r∑
k=1
ak
plk(s)
+
m∑
i=1
di
pfi(s)
+KN (p; s)
)
where s 7→ KN (p; s) is a holomorphic function in W (l; δ), satisfying the condition
KN (p; s)≪N p
−2 uniformly in p and s ∈W (l, δ).
Now an easy computation shows that for every s ∈W (l, 1) :
Zl(Rδ; s)L(s) =
∏
p
(
1 +
r∑
k=1
ak
plk(s)
+Rδ(p; s)
)(
1−
r∑
k=1
ak
plk(s)
+
m∑
i=1
di
pfi(s)
+KN (p; s)
)
=
∏
p
(
1 +
m∑
i=1
di
pfi(s)
−
r∑
k1=1
r∑
k2=1
ak1ak2
plk1 (s)+lk2 (s)
+
r∑
k=1
m∑
i=1
akdi
plk(s)+fi(s)
+ VN (p; s)
)
where s 7→ VN (p; s) is a holomorphic function in W (l; δ), satisfying the bound
VN (p; s)≪N p
−2 uniformly in p and s ∈W (l; δ).
We have thus proved that there exist :
1. g1, . . . , gµ ∈ L2(l) and constants c1, . . . , cµ ∈ Q0[a1, . . . , ar]
2. for each p a holomorphic function s 7→ Rδ,2(p; s) on W (l; δ), satisfying
Rδ,2(p; s)≪δ p
−2 uniformly in p and s ∈W (l; δ),
such that for every s ∈W (l; 1) we have :
Zl(Rδ ; s)
r∏
k=1
ζ(lk(s))
−ak =
∏
p
(
1 +
µ∑
k=1
ck
pgk(s)
+Rδ,2(p; s)
)
. (3)
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1.1 Meromorphic Continuation
Since each gk ∈ L2(l), it is clear that ℜ (gk(s)) > 1 for any s ∈ W (l;
1
2) and k = 1, . . . , µ.
This implies that for any δ′ > max
(
1
2 , δ
)
:
s 7→
∏
p
(
1 +
µ∑
k=1
ck
pgk(s)
+Rδ,2(p; s)
)
is an absolutely convergent Euler product that is holomorphic in the domain W (l; δ′).
It is now evident how to proceed by induction. Let M = [log2(N + 1)] + 1 ∈ N. Repeating
the above process M times, we conclude that there exist:
1. functions h1, . . . , hq ∈ L1(l) and constants γ1, . . . , γq ∈ Q0[a1, . . . , ar]
2. functions u1, . . . , uν ∈ L2M (l) and constants b1, . . . , bν ∈ Q0[a1, . . . , ar]
3. for each p, a holomorphic function s 7→ Rδ,M(p; s) on W (l; δ), satisfying
Rδ,M(p; s)≪δ p
−2 uniformly in p and s ∈W (l; δ)
such that for every s ∈W (l; 1) we have :
Zl(Rδ; s)
q∏
k=1
ζ(hk(s))
−γk =
∏
p
(
1 +
ν∑
k=1
bk
puk(s)
+Rδ,M (p; s)
)
, (4)
and the right side is absolutely convergent (and holomorphic) on W (l; δ) since 2−M < δ/2.
We now multiply both sides of (4) by
∏
{k:hk∈LN+1(l)}
ζ(hk(s))
γk and set
Gδ(s) := Zl(Rδ; s) ·
( ∏
hk /∈LN+1
ζ(hk(s))
−γk
)
.
In W (l; 1), Gδ(s) =
∏
{k:hk∈LN+1(l)}
ζ(hk(s))
γk ·
∏
p (1 +
∑ν
k=1
bk
puk(s)
+ Rδ,M(p; s)). The
preceding shows that the Euler product on the right is absolutely convergent in W (l; δ). In
addition, since hk ∈ LN+1(l) implies ℜ (hk(s)) > (N + 1)δ > 2, the product over k also
admits an analytic continuation into W (l; δ) as an absolutely convergent Euler product.
Thus, Gδ(s), whose individual factors in its definition are, in general, multivalued outside
W (l; 1) (with branch locus the zero or polar divisor of the individual factor), admits an
analytic continuation into W (l; δ) as an absolutely convergent Euler product. This proves
(i).
Part (ii) follows immediately from the fact that each γ(n) is integral when each ak is integral.
Thus, the equation (1) determines a meromorphic continuation of Zl(s) into W (l; δ).
This completes the proof of Lemma 1. 
Let h0, · · · , hd be analytic functions on the unit polydisc P (1) in Cn, satisfying the property
hk(0) = 0 for each k. Convergence in P (1) should be understood as a normalization con-
dition that can be easily weakened without significant changes to the following discussion.
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1.1 Meromorphic Continuation
Define
h(X1, . . . ,Xn,Xn+1) = 1 +
d∑
k=0
hk(X1, . . . ,Xn)X
k
n+1 , Z(h; s) =
∏
p
h(p−s1 , . . . , p−sn , p) .
Given the power series expansion of each hk, hk(X1, . . . ,Xn) =
∑
α∈Nn0
aα,kX
α,
we assume throughout the rest of Section 1 that each aα,k ∈ Z.
This will suffice for the applications of interest in subsequent sections.
To state the first main result, we will also need the following notations, given the functions
h, h0, . . . , hd.
For each δ ∈ R, we set:
V (h; δ) :=
⋂d
k=0 {s ∈ C
n : 〈α, σ〉 > k + δ ∀α ∈ Ext(hk), and σi > δ ∀i} ,
and for δ > 0 we set:
1. N =
[
2(d+2)
δ
]
+ 1;
2. YN := {(α, k) ∈ Nn0 × [0, d] : α ∈ S(hk) and 1 ≤ |α| ≤ N} , rN := #YN , and
N (δ) := {n = (nα,k) ∈ N
rN
0 : 1 ≤ |n| ≤ δ
−1} .
Theorem 1 There exists A > 0 such that Z(h; s) converges absolutely in V (h;A). In
addition, Z(h; s) can be continued into the domain V (h; 0) as a meromorphic function as
follows. For any δ > 0, there exists {γ(n) : n ∈ N (δ)} ⊂ Z and Gδ(s), a bounded holomor-
phic function on V (h; δ), such that the equation
Z(h; s) =
∏
n=(nα,k)∈N (δ)
ζ
( ∑
(α,k)∈YN
nα,k (〈α, s〉 − k)
)γ(n)
·Gδ(s), (5)
a priori valid in V (h;A), extends to V (h; δ) outside the polar divisor of the product over
n ∈ N (δ). Moreover Gδ can be expressed as an absolutely convergent Euler product in the
domain V (h; δ).
Proof: The idea is to reduce the problem to that studied in Lemma 1. The first needed
observation is clear.
Lemma 2 Let k ∈ {0, . . . , d}, and s ∈ Cn be such that σ ∈ (0,∞)n. Then
inf
α∈S(hk)
〈α, σ〉 = inf
α∈Ext(hk)
〈α, σ〉.
Next, we fix A = 2(1 + d) + 1, and let s ∈ V (h;A). Evidently, this implies 〈α, σ〉 ≥ A|α| for
all α 6= 0, α ∈ ∪dk=1S(hk). Thus for each k ∈ [0, d], the convergence of hk on P (1) implies:∑
α∈S(hk)
∣∣∣∣ aα,kp〈α,s〉−k
∣∣∣∣ ≤ ∑
α∈S(hk)
|aα,k|
p〈α,σ〉−k
≤
∑
α∈S(hk)
|aα,k|
pA|α|−k
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1.1 Meromorphic Continuation
≤
∑
α∈S(hk)
|aα,k|
2A|α|/2
·
1
p
A
2
−k
≪
1
p
A
2
−k
≪
1
p
A
2
−d
.
By the definition of A, we have A2 − d > 1. We conclude that
s 7→ Z(h; s) =
∏
p
h(p−s1 , . . . , p−sn , p) =
∏
p
(
1 +
d∑
k=0
∑
α∈S(hk)
aα,k
p〈α,s〉−k
)
is a holomorphic function in V (h;A). For any δ ∈ (0, A) and s ∈ V (h; δ), it is then easy to
express Z(h; s) in the form of (1) by subtracting off a sufficiently large tail of each hk that
depends upon δ. The details are as follows.
As above, N(= Nδ) = [2(d+ 2)δ
−1] + 1. For s ∈ V (h; δ) note that
d∑
k=0
∑
α∈S(hk)
|α|≥N
∣∣∣∣ aα,kp〈α,s〉−k
∣∣∣∣ ≤
d∑
k=0
∑
α∈S(hk)
|α|≥N
|aα,k|
p〈α,σ〉−k
≤
d∑
k=0
∑
α∈S(hk)
|α|≥N
|aα,k|
pδ|α|−k
≤
d∑
k=0
1
p
δN
2
−k
·
∑
α∈S(hk)
|aα,k|
2δ|α|/2
≪
d∑
k=0
1
p
δN
2
−k
≪
1
p
δN
2
−d
.
Since δN2 − d > 2, we conclude that Z(h; s) can be rewritten for any s ∈ V (h;A) as
Z(h; s) =
∏
p
(
1 +
d∑
k=0
∑
α∈S(hk)
1≤|α|≤N
aα,k
p〈α,s〉−k
+Rδ(p; s)
)
,
where s 7→ Rδ(p; s) is a bounded holomorphic function in V (h; δ) such that
Rδ(p; s)≪δ p
−2 uniformly in p and s ∈ V (h; δ).
The procedure described in Lemma 1 then applies with the finite set of functions s →
〈α, s〉 − k, when 1 ≤ |α| ≤ N, 0 ≤ k ≤ d. Thus, for any δ ∈ (0, A), Z(h; s) can be
analytically continued as a meromorphic function in V (h; δ), whose precise expression is
given by (5). 
Remark: The preceding argument actually shows that Z(h; s) converges absolutely in
V (h; 1), even if 1 < A. This observation will be needed in the proof of Theorem 3 (see §2.1).
The details justifying this assertion are as follows. For any δ > 0, the preceding discussion
has shown that Z(h; s)|V (h;A) can be rewritten as
Z(h; s) =
∏
p
(
1 +
d∑
k=0
∑
α∈S(hk)
1≤|α|≤N
aα,k
p〈α,s〉−k
+Rδ(p; s)
)
, (6)
where N = Nδ is defined as above, and s 7→ Rδ(p; s) is a bounded holomorphic function in
V (h; δ) that satisfies the bound Rδ(p; s)≪δ p
−2 uniformly in p and s ∈ V (h; δ).
Thus, if δ = 1 < A, then s 7→ R1(p; s) is a bounded holomorphic function in V (h; 1) such
that R1(p; s)≪δ p
−2 while the sum of the finitely many terms indexed by those α ∈ S(hk)
10
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and |α| ≤ N1 satisfies the property that for any compact subset K ⊂ V (h; 1), there exists
θK > 0 such that the sum is O(p
−1−θK) uniformly in K. Thus, the product in (6) converges
absolutely in V (h; 1). 
A simple extension of Theorem 1 will also be useful for the discussion in Section 3. This
enlarges the original domain from which one begins the meromorphic extension of Z(h; s),
by allowing some σi to be negative. The case when h is a polynomial is the most naturally
occuring one, so it will be given below. A simple extension to allow suitable rational
factors in Xn+1 can also be made, but this need not be done here. As above, we write
h = 1+
∑d
k=0 hk(X1, . . . ,Xn)X
k
n+1 ∈ Z[X1, . . . ,Xn,Xn+1], and assume hk(0) = 0 for each
k. Set:
hk =
∑
α6=0
aα,kX
α1
1 . . . X
αn
n , l = (lα,k)(α,k) , where lα,k(s) = 〈α, s〉 − k iff α ∈ S(hk).
For any δ ∈ R, set
V #(h; δ) :=
d⋂
k=0
{
s ∈ Cn : 〈α, σ〉 > k + δ ∀α ∈ Ext(hk)
}
.
The proof of the following assertion is now straightforward.
Corollary 1 s 7→ Z(h; s) can be continued meromorphically from V #(h; 1) (where Z(h; s)
converges absolutely), into V #(h; δ).
Proof: Apply the proof of Lemma 1 using the map l, as above. It is clear that for any
δ, s ∈ W (l; δ) if and only if s ∈ V #(h; δ). Thus, the expression for the meromorphic
continuation of Z(h; s) in V #(h; δ) follows directly from (1).
1.2 The natural boundary
In this subsection we work with a single analytic function h(X) = 1 +
∑
α6=0 aαX
α. In the
setting of Theorem 1, one thinks of h as the function denoted 1 + h0. Thus,
V (h; δ) := {s ∈ Cn : 〈α, σ〉 > δ ∀α ∈ Ext(h) and σi > δ ∀i} .
The second main result of §1 concerns the Euler product
Z(h; s) =
∏
p
h(p−s1 , . . . , p−sn) =
∏
p
(
1 +
∑
α6=0
aα
p〈α,s〉
)
.
Theorem 1 has shown that Z(h; s) can be meromorphically continued to V (h; 0) from some
domain V (h;A), A > 1, where it converges absolutely as an Euler product. Of interest
then are conditions satisfied by h that imply Z(h; s) can or cannot be extended still further.
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Theorem 2 Assume each aα ∈ Z, and there exist C,D > 0 such that for all α ∈ Nn0 ,
|aα| ≤ C(1 + |α|)
D .
Then Z(h; s) can be continued to Cn as a meromorphic function if and only if h is ‘cy-
clotomic’, i.e. there exists a finite set (mj)
q
j=1 of elements of N
n
0 \ {0} and a finite set of
integers {γj = −γ(mj)}
q
j=1 such that:
h(X) =
q∏
j=1
(1−Xmj )γj =
q∏
j=1
(1−X
m1,j
1 . . . X
mn,j
n )
γj .
In all other cases the boundary ∂V (h; 0) is the natural boundary. For purposes of this paper,
this expression means that Z(h; s) can not be continued meromorphically into V (h; δ) for
any δ < 0.
Proof: It is clear that if h is cyclotomic then Z(h; s) has a meromorphic extension to
Cn. So, it suffices to prove the converse. To do so, it suffices to assume only that Z(h; s)
admits a meromorphic extension to V (h; δ0) for some δ0 < 0. The argument to follow will
then show that h must be cyclotomic, from which it follows immediately that Z(h; s) is
meromorphically extendible to Cn.
We denote the elements of Ext(h) by setting Ext(h) = {α1, . . . , αq} .
By the proof of Theorem 1, the continuation of Z(h; s) into each V (h; 1r ), r = 1, 2, . . . is
determined by the following property. There exist A ≥ 1, a sequence {γ(m)}m∈Nn0 of
integers, and a strictly increasing sequence of positive integers {Nr}r such that for each
s ∈ V (h;A) and r ≥ 1 :
Z(h; s) =
( ∏
m∈Nn
0
1≤|m|≤Nr
ζ (〈m, s〉)γ(m)
)
×G1/r(s), (7)
where G1/r(s) is an absolutely convergent Euler product that is bounded and holomorphic
in V (h; 1r ). Thus, the extension of Z(h; s) into V (h;
1
r ) is given explicitly as a product of
G1/r with the meromorphic continuation into this domain of each of the finitely many zeta
factors in (7).
Set Ex := {m ∈ Nn0 \ {0} : γ(m) 6= 0} and Ex− := {m ∈ N
n
0 \ {0} : γ(m) < 0}.
We have to distinguish two cases:
Case 1: Ex is infinite
As above, let δ0 < 0 be such that Z(h; s) has a meromorphic continuation to V (h; δ0).
Let ρ0 be any fixed (and necessarily nonreal) zero of the Riemann zeta function satisfying
ℜ(ρ0) =
1
2 .
Fix β = (β1, . . . , βn) ∈ (0,∞)
n such that β1, . . . , βn are Q-linearly independent, and set
Zβ(t) := Z(h; tβ).
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For all m ∈ Ex we set tm =
1
〈m,β〉 if γ(m) < 0, and tm =
ρ0
〈m,β〉 if γ(m) > 0.
In addition, choose for each m ∈ K, r(m) ∈ N satisfying:
r(m) >
2 · |m| · supi βi
infj 〈αj , β〉
and r(m) ≥ |m|.
It follows that Nr(m) ≥ r(m) ≥ |m|. By (7), we have for each m ∈ Ex and tβ ∈ V (h;
1
r(m)) :
Zβ(t) = Z(h; tβ) = ζ(t〈m, β〉)
γ(m)
( ∏
m′∈Nn
0
\{m}
1≤|m′|≤Nr(m)
ζ(t〈m′, β〉)γ(m
′)
)
G1/r(m)(tβ). (8)
From the definition of r(m), it follows that for each αj ∈ Ext(h):
ℜ(〈αj , tmβ〉) ≥
〈αj , β〉
2 · 〈m, β〉
≥
〈αj , β〉
2 · |m| · supi βi
>
1
r(m)
.
Thus, t 7→ G1/r(m)(tβ) is holomorphic in a neighbourhood of t = tm.
We now distinguish two subcases:
First subcase: Ex− is infinite
Let m ∈ Ex−, so that tm =
1
〈m,β〉 > 0. It follows that tm is not a pole of ζ(t〈m
′, β〉)γ(m
′)
for every m′ 6= m ∈ Nn0 . This is clear if γ(m
′) > 0 since the only possible pole of this
function occurs when t = 1〈m′,β〉 , which cannot equal tm because tm =
1
〈m,β〉 6=
1
〈m′,β〉 . If
γ(m′) < 0, then poles of ζ(t〈m′, β〉)γ(m
′) must be zeroes of ζ(t〈m′, β〉). A classical fact
([23], pg. 30) tells us that there are no positive zeroes of ζ(s). Thus, tm cannot be a pole
of ζ(t〈m′, β〉)γ(m
′). On the other hand, γ(m) < 0 implies that tm is a zero of Zβ(t) since
|m| ≤ Nr(m).
Furthermore, it is clear that the sequence {tm}m∈Ex− of zeroes of Zβ(t) converges to 0 when
|m| → +∞.
Now, if Z(h; s) had a meromorphic continuation to V (h; δ0), then Zβ(t) would have to have a
meromorphic continuation to U(δ1) := {t ∈ C : ℜ(t) > δ1}, where δ1 = sup1≤j≤q
δ0
〈αj ,β〉
< 0.
Thus, Zβ(t) would have to be identically zero, which is impossible because each G1/r(s) is
an absolutely convergent Euler product in V (h; 1/r), and cannot therefore be identically
zero. We conclude that in this subcase, Z(h; s) cannot be meromorphically extended to any
V (h; δ) when δ < 0.
Second subcase: Ex− is finite
Choose a > 0 such that ζ(z) 6= 0 for |z| ≤ a.
Set
B := 2 ·
(supi βi) · |ρ0| · (supm∈Ex− |m|)
a · (inf i βi)
> 0.
Define Ex+ := Ex \ Ex− , and fix m ∈ Ex+ such that |m| ≥ B. Then γ(m) > 0 and
tm =
ρ0
〈m,β〉 ∈ C \ R.
We then observe the following:
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1. for all m′ ∈ Ex+ satisfying m
′ 6=m, tm is not a pole of ζ(t〈m
′, β〉)γ(m
′)
(since the only possible pole of this function is 1〈m′,β〉 ∈ R and tm 6∈ R);
2. for all m′ ∈ Ex−, tm is not a pole of ζ(t〈m
′, β〉)γ(m
′).
( if this were false, then ρ := tm〈m
′, β〉 would be a zero of ζ(s) satisfying:
|ρ| = |tm| · 〈m
′, β〉 =
|ρ0| · 〈m
′, β〉
〈m, β〉
≤
|ρ0| · |m
′| · (supi βi)
|m| · (inf i βi)
≤
a · B
2 · |m|
≤
a
2
,
which is impossible);
By (8) and the fact that |m| ≤ Nr(m), we conclude that for each m ∈ Ex+ satisfying
|m| ≥ B, tm is a zero of Zβ(t). Since tm → 0 when |m| → +∞, it follows that {tm}{|m|≥B}
contains a sequence of zeroes of Zβ(t) with accumulation point in U(δ1) if Z(h; s) could
be meromorphically extended to V (h; δ0). As in the first subcase, this is not possible.
Case 2: Ex is finite
Set G(s) :=
( ∏
m∈Ex
ζ(〈m, s〉)−γ(m)
)
Z(h; s). We will prove that G(s) ≡ 1 .
By choosing r sufficiently large in the equation (7), we deduce that:
1. G(s) is an Euler product of the form G(s) =
∏
p
(∑
α∈Nn0
mα
p〈α,s〉
)
, where m0 = 1, and
there exist C,D > 0 such that mα ≤ C(1 + |α|
D) for all α.
2. G(s) converges absolutely in V (h; 0) = ∪rV (h;
1
r ).
Suppose that G(s) 6≡ 1. Then there exists α 6= 0 such that mα 6= 0. Now fix β =
(β1, . . . , βn) ∈ (0,∞)
n as in Case 1. It follows that the Euler product
t 7→ Rβ(t) := G(tβ) =
∏
p
( ∑
α∈Nn0
mα
pt〈α,β〉
)
converges absolutely in the halfplane {t ∈ C : ℜ(t) > 0}.
Set S := {α ∈ Nn0 : mα 6= 0}. Since 〈α, β〉 → +∞ as |α| → +∞, it is clear that there exists
ν 6= 0 ∈ S such that 〈ν, β〉 = infα6=0∈S 〈α, β〉 > 0. We fix this ν in the sequel.
Let N =
[
8〈ν,β〉
infi βi
]
+ |ν|+ 1 ∈ N. Then we have for ℜ(t) > 12〈ν,β〉 and uniformly in p:
∑
|α|≥N+1
∣∣∣∣ mαpt〈α,β〉
∣∣∣∣ ≪ ∑
|α|≥N+1
|α|D
pℜ(t)·|α|·(infi βi)
≪
∑
|α|≥N+1
|α|D
pℜ(t)·
|α|
2
·(infi βi)
·
1
pℜ(t)·
N+1
2
·(infi βi)
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≪
1
pℜ(t)·
N+1
2
·(infi βi)
∑
|α|≥N+1
|α|D
2|α| infi βi/4〈ν,β〉
≪
1
pℜ(t)·
N+1
2
·(infi βi)
≪
1
p2
.
From this we deduce that
Rβ(t) = G(tβ) =
∏
p
( ∑
α∈Nn
0
|α|≤N
mα
pt〈α,β〉
+ VN (p; t)
)
,
where t 7→ VN (p; t) is a holomorphic function that satisfies the bound VN (p; t) ≪N p
−2
uniformly in p and all t ∈ C such that ℜ(t) > 12〈ν,β〉 . Since this Euler product converges
absolutely for t = 1〈ν,β〉 > 0, it follows that
∏
p
(
1 +
∑
0<|α|≤N
mα
pt〈α,β〉
)
also converges absolutely for t = 1〈ν,β〉 . However, since |ν| ≤ N it follows that
∑
p
mν
pt〈ν,β〉
∣∣∣∣
t=1/〈ν,β〉
must also converge, which is not possible. Thus, we conclude that G(s) ≡ 1.
As a result, we must have the following equation for all s ∈ V (h;A):
Z(h; s) =
∏
m∈Ex
ζ(〈m, s〉)γ(m) =
∏
m∈Ex
∏
p
(
1− p−〈m,s〉
)−γ(m)
=
∏
p
∏
m∈Ex
(
1− p−〈m,s〉
)−γ(m)
=
∏
p
h∗(p−s1 , . . . , p−sn),
where h∗(X) = h∗(X1, . . . ,Xn) =
∏
m∈Ex (1−X
m)−γ(m) =
∏
m∈Ex (1−X
m1
1 . . . X
mn
n )
−γ(m).
Since the Euler product factorization is unique, we conclude that h(X) = h∗(X), which
completes the proof of Theorem 2. 
When h = 1 +
∑
α6=0 aαX
α1
1 . . . X
αn
n ∈ Z[X1, . . . ,Xn], we also have the analog of Corollary
1, whose notation is used below.
Corollary 2 The Euler product Z(h; s) can be continued from V #(h; 1) to Cn as a mero-
morphic function if and only if h is ‘cyclotomic’. In all other cases V #(h; 0) is a natural
boundary (that is, Z(h; s) can not be continued meromorphically to V #(h; δ) for any δ < 0).
Proof: The hard part is to prove the necessity, that is, h must be cyclotomic if a meromor-
phic extension to Cn exists. As with Theorem 2, we will show this even if there exists an
extension into V #(h; δ) for some δ < 0. By a permutation of coordinates, one can suppose
that:
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{k ∈ {1, . . . , n} : ∃a ∈ N s.t. aek ∈ S∗(h)} = {1, . . . , r}.
If the set is empty, then r = 0.
Assuming the set is nonempty, define c1, . . . , cr ∈ N by setting ck = inf{c > 0 : cek ∈ S∗(h)},
for each k = 1, . . . , r. It is clear that ckek ∈ S
∗(h) for each 1 ≤ k ≤ r. If r = n, then
ckek ∈ Ext (S
∗(h)) for all k. Setting, for any δ ∈ R, δ′ = δmaxk ck and δ
′′ = δmink ck , this
implies that V (h; δ′′) ⊂ V #(h; δ) ⊂ V (h; δ′) if δ ≥ 0, while V (h; δ′) ⊂ V #(h; δ) ⊂ V (h; δ′′) if
δ < 0. The assertion in Corollary 2 therefore follows immediately from the proof of Theorem
2.
Let us then suppose that r < n. We set
h∗(X1, . . . ,Xn) := h(X1, . . . ,Xn)
n∏
k=r+1
(1−Xk)
=
(
1 +
∑
α∈S∗(h)
aαX
α
)( ∑
ε∈{0,1}n−r
(−1)|ε|
n∏
k=r+1
Xεkk
)
(ε = (εr+1, . . . , εn))
= 1 +
∑
α∈S∗(h)
aαX
α −
n∑
k=r+1
Xk
+
∑
ε∈{0,1}n−r
|ε|≥2
(−1)|ε|
n∏
k=r+1
Xεkk +
∑
α∈S∗(h)
∑
ε∈{0,1}n−r
|ε|≥1
(−1)|ε|aαX
α
n∏
k=r+1
Xεkk .
For each k ≥ r + 1, set ck = 1.
It is then clear that ckek ∈ S
∗(h∗) for all k = 1, . . . , n. Moreover, it follows immediately
that σk >
1
ck
for each k ≥ 1 implies:
Z(h; s)
n∏
k=r+1
ζ(sk)
−1 = Z(h∗; s). (9)
Suppose that there exists δ0 < 0 such that s 7→ Z(h; s) can be meromorphically continued
to V #(h; δ0). We set δ1 =
δ0
2
(
sup
α∈S∗(h)
( n∑
k=1
αk
ck
))−1
< 0. It is easy to check (exercise left
to reader) that V #(h∗; δ1) ⊂ V
#(h; δ0). This together with the relation (9) then implies
that s 7→ Z(h∗; s) can be meromorphically continued to V #(h∗; δ1). Since there exists,
for each k, an integer ck ≥ 1 such that ckek ∈ S
∗(h∗), the proof in the case r = n ap-
plies, from which it follows that h∗ is a cyclotomic polynomial. The definition of h∗ then
implies that the polynomial h is also cyclotomic. This completes the proof of Corollary 2. 
Remark: Thus, for h as above and not cyclotomic, the position of ∂V (h; 0) for a polynomial
can differ rather significantly from that for an analytic function. Indeed, for the latter,
∂V (h; 0) is always a union of coordinate hyperplanes, whereas for the former, ∂V (h; 0) need
not be a subset of ∂[0,∞)n. The situation is much less clear when h = h(X1, . . . ,Xn,Xn+1)
and Z(s) =
∏
p h(p
−s1 , . . . , p−sn , p) is defined as in Theorem 1 (see §3.2).
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In problems with a multiplicative structure, one often wants to estimate a counting func-
tion associated to a multiplicative function. Since our interest is multivariate in nature, a
multiplicative function for us refers to any function F : Nn −→ C such that if (m1, . . . ,mn),
(m′1, . . . ,m
′
n) ∈ N
n satisfy gcd (lcm(m1, . . . ,mn), lcm(m
′
1, . . . ,m
′
n)) = 1, then we have:
F (m1m
′
1, . . . ,mnm
′
n) = F (m1, . . . ,mn)F (m
′
1, . . . ,m
′
n).
To extract information about the averages of F (m1, . . . ,mn) when the vectors (m1, . . . ,mn)
are confined to a family of increasing sets, it is often useful to study the analytic properties
of an associated multivariate Dirichlet series whose coefficients are the values of the mul-
tiplicative function. Typically, multiplicativity implies that such a Dirichlet series will be
expressible as an absolutely convergent Euler product in some domain. When the values of
F are integral, one might expect that the results of §1 could then be applied.
We show that this is indeed possible with an example from toric geometry. In this case,
the multiplicative function that appears quite naturally is not only integral valued but also
satisfies a special invariant property. §2.1 shows how Theorem 1 or Corollary 1 can be used
to deduce pertinent properties of Dirichlet series whose coefficients are determined by an
“invariant multiplicative function”. §2.2 defines the invariant multiplicative function that
can be associated to any toric variety, and discusses some necessary ingredients for the main
result of this section that is the subject of §2.3. In §2.4, we then apply this result to give the
explicit asymptotic for a general problem in multiplicative number theory that is equivalent
to a counting problem in toric geometry.
2.1 Properties of a Dirichlet series with multiplicative coef-
ficients
Definition 1 An integral multiplicative function F : Nn → Z is said to be invariant if the
function ν = (ν1, . . . , νn) ∈ Nn0 → F (p
ν1 , . . . , pνn) is independent of p. In this event, the
function f(ν) := F (pν1 , . . . , pνn) is well defined, and called the index function of F.
The support of f is the set S(f) := {ν ∈ Nn0 | f(ν) 6= 0}. The index of S
∗(f) (see Notations
part (8)) is denoted ι(f) := ι(S∗(f)). For each α ∈ R(S∗(f)), we define:
1. K+(f ;α) := {ν ∈ K(S
∗(f);α) : f(ν) > 0};
2. K−(f ;α) := {ν ∈ K(S
∗(f);α) : f(ν) < 0};
3. J(α) = {ej : αj = 0}.
We will also assume that the index function f satisfies this property:
if S∗(f) is not finite, then S∗(f) ∩ (Rei) 6= ∅ for each i = 1, . . . , n. (10)
By applying Theorem 1 we prove the following.
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Theorem 3 Let f be the index function of an invariant integral multiplicative function
F. In addition to (10), we assume that there exist constants C,D > 0 such that |f(ν)| ≤
C(1 + |ν|)D. If there exists α ∈ R(S∗(f)) such that K−(f ;α) = ∅, then there exist θ > 0
and a polynomial Q ∈ R[X] such that:∑
(m1,...,mn)∈N
n
maxi mi≤t
F (m1, . . . ,mn) = t
ι(f)Q(log t) +O(tι(f)−θ) as t→∞, (11)
where the degree of Q is at most
q = min
α∈R(S∗(f))
{
#J(α) +
∑
ν∈K+(f ;α)
f(ν)− rank {ν : ν ∈ K+(f ;α) ∪ J(α)}
}
.
If, however, K−(f ;α) 6= ∅ for each α ∈ R(S
∗(f)), then (11) continues to hold if we assume
the Riemann Hypothesis.
Proof: First we define the zeta function:
Z(F ; s) :=
∑
(m1,...,mn)∈Nn
F (m1, . . . ,mn)
ms11 . . . m
sn
n
.
The multiplicativity of F and the bound on f(ν) imply that there exists a constant D > 0
such that for all (m1, . . . ,mn) ∈ Nn:
F (m1, . . . ,mn)≪
∏
p|m1...mn
(1 + vp(m1 . . . mn))
D ≤ τ(m1 . . . mn)
D,
where τ denotes the usual divisor function and vp denotes p−adic order. By using the
standard bound τ(d)≪ε d
ε , it follows that
F (m1, . . . ,mn)≪ε (m1 . . . mn)
ε .
Thus, Z(F ; s) converges absolutely on Ω := {s ∈ Cn : σi > 1 ∀i = 1, .., n}.
Multiplicativity of F then implies the following formula for all s ∈ Ω :
Z(F ; s) =
∏
p
( ∑
ν∈Nn0
F (pν1 , . . . , pνn)
p〈ν,s〉
)
=
∏
p
(
1 +
∑
ν∈Nn0 \{0}
f(ν)
p〈ν,s〉
)
.
Defining hf (X1, . . . ,Xn) =
∑
ν∈Nn0
f(ν)Xν11 . . . X
νn
n , it is then clear that E(hf ) = E(S
∗(f)),
and Z(F ; s) = Z(hf ; s) for s ∈ Ω. Note that hf = hf,0 in the notation prior to Theorem 1.
It will also be convenient to abuse notation by writing below V (f ; δ) for the sets denoted
V (h; δ), with h = hf , in §1.1.
We can then apply Theorem 1 (and, in addition, the Remark that immediately follows its
proof) if S∗(f) is infinite, or Corollary 1 if S∗(f) is finite, to conclude the following.
1. s −→ Z(F ; s) converges absolutely in the domain V (f ; 1) and admits a meromorphic
continuation to the set V (f ; 0);
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2. there exists δ ∈ (0, 1) and a holomorphic bounded function Gδ in V (f ; δ) such that
Z(F ; s) =
∏
ν∈S˜∗(f)
ζ(〈ν, s〉)f(ν) · Gδ(s) ∀s ∈ V (f ; 1).
Let α ∈ R(S∗(f)) be given, and assume s ∈ Cn satisfies σi > αi for each i = 1, . . . , n.
Then Z(F ; s) converges absolutely since the inequality 〈σ, ν〉 > 〈α, ν〉 ≥ 1 for all ν ∈ S˜∗(f)
follows from the assumption on s.
The argument to follow now has two parts. The first gives an explicit expression for the
meromorphic continuation of Z(F ; s) in a neighborhood of α. The second gives an explicit
description of a divisor containing α that could contain components of the polar divisor of
the meromorphic continuation.
For each α ∈ R(S∗(f)), we first define:
Hα(s) := Z(F ;α+ s)
∏
ν∈K+(f ;α)
〈ν, s〉f(ν).
Then for all s ∈ V (f ; 0)
Hα(s) =
∏
ν∈K+(f ;α)
(〈ν, s〉ζ(1 + 〈ν, s〉))f(ν) ·
∏
ν∈K−(f ;α)
ζ(1 + 〈ν, s〉)f(ν)
×
∏
ν∈S˜∗(f)\K(S∗(f);α)
ζ(〈ν, α〉+ 〈ν, s〉)f(ν) · Gδ(α+ s).
Using classical properties of the Riemann zeta function and assuming the Riemann hypoth-
esis in the case K−(f ;α) 6= ∅, it is easy to see that there exist δ1, δ2 > 0 such that:
1. s 7→ Hα(s) is holomorphic in the set
V (f ;−δ1) := {s ∈ Cn : 〈σ, ν〉 > −δ1 ∀ν ∈ S˜∗(f)}.
In particular, Gδ(α+ s) is holomorphic in some V (f,−δ1) if S
∗(f) is infinite since the
hypothesis (10) implies each αi > 0. If S
∗(f) is finite, then this property holds, even
if some αi = 0, by the proof of Corollary 1.
2. Hα(s)≪ǫ
∏
ν∈K+(f ;α) (1 + |〈ν, τ〉|)
f(ν)(1−δ2 min{0,〈ν,σ〉)})
(
1 + (
∑n
i=1 |τi|)
ǫ
)
,
where the implied constant is independent of s ∈ V (f ;−δ1).
This gives an explicit expression for the meromorphic continuation of Z(F ; s) in a neigh-
borhood of α as
Z(α+ s) =
Hα(s)∏
ν∈K+(f ;α)
〈ν, s〉f(ν)
. (12)
The second part of the argument now follows easily. This equation also shows that the
divisor
Dα :=
∑
ν∈K+(f ;α)
f(ν) ·
{
α+ {〈ν, s〉 = 0}
}
19
2.2 An invariant multiplicative function associated to a projective toric
variety
could contain components of the polar divisor of the quotient.
The growth estimate in part 2 says that the quotient in (12) grows at a polynomial rate in
τ when σ is confined to any bounded neighborhood of 0 that lies inside V (f ;−δ1)R , and s
remains a positive distance away Dα.
Remark: It is also important to observe that the preceding argument can be easily extended
to any point in S˜∗(f)o. Since this set is convex, its boundary can be thought of as the set of
vectors ξ such that 〈ξ, ν〉 = 1 for some ν ∈ S∗(f). The set K(S∗(f), ξ) is then seen to equal
the support plane to ∂S˜∗(f)o in the direction of ξ. One can therefore think of this boundary
as a first approximation to the Newton polyhedron of the polar divisor of Z(F ; s) in the
sense of ([18],7.1). Its support plane ℓ in the particular direction of the diagonal (1, . . . , 1)
intersects the boundary exactly in the set R(S∗(f)). 
By an iteration of Perron’s lemma in Cn, it follows that for any t /∈ N and c≫ 1,
1
(2πi)n
∫
{σ=(c,...,c)}
Z(F ; s)ts1+···+sn
ds1 · · · dsn
s1 · · · sn
=
∑
(m1,...,mn)∈N
n
mi≤t ∀i
F (m1, . . . ,mn) (13)
=
∑
(m1,...,mn)∈N
n
maxi mi≤t
F (m1, . . . ,mn) .
(If t ∈ N, then one needs to multiply F (m1, . . . ,mn) by 1/2 if F (m1, . . . ,mn) = t.) Applying
the preceding Remark, we can then use the method described in [ibid., section 7] (also see
[19], Appendix) to deduce the asymptotic behavior in t of the average on the right side of
(13). We do so by replacing the Newton polyhedron of the polar divisor of Z(F ; s)/s1 · · · sn
by ∂X˜o where X = S∗(f) ∪ {ej}
n
1 . The dominant term, if it is nonzero (which need not
occur, even if this set equals the Newton polyhedron of the polar divisor!), will be given by
t|ξ|Q(log t), where Q is a polynomial of degree at most the integer q defined in the statement
of the Theorem, and ξ is any vertex of ∂X˜o that also belongs to the support plane ℓ defined
above. By definition, it follows that |ξ| = ι(f). This completes the proof of the Theorem.
Remark: For the reader more comfortable with purely 1− variable methods, it is worth-
while to indicate that once one knows (12), [9] has derived the same asymptotic in (11) by
using a procedure of standard Cauchy residue techniques suitably iterated. An advantage
of that method is that it also gives a condition that is easy to check, and sufficient to show
that the polynomial Q(log t) in (11) is nonzero (see §2.3). On the other hand, the method of
[18] can be used to derive the expected dominant asymptotic in n independent parameters
t1, . . . , tn in place of a single parameter t. We will not, however, develop this point here.
2.2 An invariant multiplicative function associated to a pro-
jective toric variety
In this and the next subsection, A denotes a d × n matrix with entries in Z, whose rows
aj = (aj,1, . . . , aj,n) each satisfy the property that
∑
i aj,i = 0. One can then define the
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following objects:
rational points of a projective toric variety X(A)
:= {(x1 : . . . : xn) ∈ Pn−1(Q) :
∏
{i:aj,i≥0}
x
aj,i
i =
∏
{i:aj,i<0}
x
−aj,i
i ∀j};
an open subset U(A)
:= {(x1 : . . . : xn) ∈ X(A) : x1 . . . xn 6= 0};
a subset of kerA, T (A)
:= {ν ∈ Nn0 : A(ν) = 0 and
∏
i
νi = 0}.
Following the idea in [22], we define a function FA : Nn → Z by setting:
1. FA(m1, . . . ,mn) = 1 if gcd(m1, ..,mn) = 1 and
∏
im
aj,i
i = 1 ∀j ≤ d,
2. FA(m1, . . . ,mn) = 0 if not.
It is clear that FA is multiplicative, FA(m1, . . . ,mn) = 1 implies (m1 : . . . : mn) ∈ U(A),
and that for each p and all ν ∈ Nn0 ,
FA(p
ν1 , . . . , pνn) = 1 iff ν ∈ T (A).
Thus, FA is invariant, and its index function is the characteristic function of T (A).
By the multiplicativity of FA, we obtain, exactly as in §2.1, that for all s ∈ Ω,
Z(FA; s) :=
∑
(m1,...,mn)∈Nn
FA(m1, . . . ,mn)
ms11 . . . m
sn
n
=
∏
p
( ∑
ν∈T (A)
1
p〈ν,s〉
)
.
Note: The relation between Z(FA; s) and a “generalized” height zeta function on U(A) is
explained in §2.3 (see (18)). 
Set
hA(X) :=
∑
ν∈T (A)
Xν (14)
to denote the function whose coefficients are determined by the index function of FA. The
only thing that we know of for sure about hA is that it is analytic on the unit polydisc
P (1) in Cn. This, however, does not even allow us to apply Theorem 3. It will therefore be
necessary to understand this function much more precisely.
The crucial property is the following.
Definition 2 An analytic function h on P (1) is unitary if there exist a finite set K ⊂
Nn0 \ {0}, positive integers {c(ν)}ν∈K , and a polynomial W ∈ Z[X1, . . . ,Xn], such that for
all X ∈ P (1):
h(X) =
( ∏
ν∈K
(1−Xν)−c(ν)
)
W (X).
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The data (K; 〈c(ν)〉ν∈K ;W ) determines a presentation of h when 1 − X
ν does not divide
W (X) for each ν ∈ K.
The particular result we will need in §2.3 will then be as follows.
Lemma 3 The function hA, defined in (14), is unitary.
Lemma 3 is a simple consequence of a more general result which analyzes the behavior of
an analytic function, all of whose monomial exponents belong to an affine plane
T (A,b) := {ν ∈ Nn0 : A(ν) = b}.
Lemma 4 For any integral d × n matrix A (the rows of which need not sum to 0!), and
any b ∈ Zd, the function
hA;b(X) :=
∑
ν∈T (A;b)
Xν
is unitary.
Proof that Lemma 4 implies Lemma 3:
For all X = (X1, . . . ,Xn) ∈ P (1) we have:
hA(X) =
∑
ν∈T (A;0)
ν1...νn=0
Xν =
∑
ν∈T (A;0)
Xν −
∑
ν∈T (A;0)
ν1≥1,...,νn≥1
Xν
= (1−X1 . . . Xn)hA,0(X).
Since Lemma 4 says that hA,0 is unitary it follows that hA is also unitary. 
Proof of Lemma 4:
We shall prove the lemma by induction on n.
For n = 1 the result is trivially true.
Let n ≥ 2. The induction hypothesis allows us to assume that for any m < n, any d ×m
integral matrix A′, and any b′ ∈ Zd, we have that hA′,b′(X1, . . . ,Xm) is unitary.
Now, let A be a d× n integral matrix, and b = (b1, . . . , bd) ∈ Zd. It suffices to assume that
T (A,b) 6= ∅ since the proof of Lemma 2 is trivial when T (A,b) = ∅.
It will be convenient to distinguish two cases:
Case 1 : {0} ( T (A;0).
We choose and fix α 6= 0 ∈ T (A;0) in the following. For any I ⊂ {1, . . . , n}, we define
L(I, α) := {ν ∈ T (A,b) : νi ≥ αi iff i ∈ I},
and
hA,b(I;α;X) :=
∑
ν∈L(I;α)
Xν . (15)
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If L(I, α) = ∅, the value is defined to be 0. A straightforward calculation then shows:
(1−Xα)hA,b(X) =
∑
I⊂{1,...,n}
I 6={1,...,n}
hA,b(I;α;X) ∀X ∈ P (1). (16)
So, we need to show that each hA,b(I;α;X) is unitary. By permuting coordinates, it suffices
to prove this for any Iq := {1, 2, . . . , q} with q ≤ n− 1.
To express the necessary equation in a concise manner, we first introduce the following
notations:
1. X = (Y,Z) with Y = (X1, . . . ,Xq) and Z = (Xq+1, . . . ,Xn);
2. x′ = (x1, . . . , xq) and x
′′ = (xq+1, . . . ,xn), for any n−vector x, and A
′ is the d × q
matrix with rows a′j = (aj,1, . . . , aj,q) for each j ≤ d;
3. D(= D(α)) :=
{
ν ′′ = (νq+1, . . . , νn) ∈
∏n
i=q+1{0, 1, 2, . . . , αi − 1}
}
;
4. ∀ν ′′ ∈ D,
l(ν ′′) :=
(
b1 − 〈a
′′
1 , ν
′′〉 − 〈a′1, α
′〉, . . . , bd − 〈a
′′
d, ν
′′〉 − 〈a′d, α
′〉
)
.
We then observe that for all X = (Y,Z) ∈ P (1),
hA,b(Iq;α;X) =
∑
ν∈T (A,b)
∀i≤q νi≥αi and ∀i>q νi<αi
Xν
=
∑
ν′′=(νq+1,...,νn)∈D
∑
µ=(µ1,...,µq)∈N
q
0
(α′+µ,ν′′)∈T (A,b)
Y α
′+µZν
′′
=
∑
ν′′=(νq+1,...,νn)∈D
Y α
′
Zν
′′
∑
µ=(µ1,...,µq)∈T (A′,l(ν′′))
Y µ .
So the following equation is true:
hA,b(Iq;α;X) =
∑
ν′′∈D
Y α
′
Zν
′′
hA′,l(ν′′)(Y ). (17)
We conclude by induction.
Case 2 : T (A;0) = {0}.
Since T (A,b) 6= ∅, there exists γ ∈ T (A;b). We begin by observing that:
ν ∈ T (A;b) is equivalent to one of the two following conditions :
1. ν = γ (i.e. νi ≥ γi ∀i implies ν − γ ∈ T (A;0) = {0});
2. ν ∈ T (A;b) and ∃i ∈ {1, . . . , n} such that νi < γi .
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This observation implies that for all X ∈ P (1):
hA,b(X) = X
γ +
∑
I⊂{1,...,n}
I 6={1,...,n}
hA,b(I; γ;X)
where each hA,b(I; γ;X) is defined as in (15), replacing α by γ. We now conclude by
induction as in Case 1. This completes the proof of Lemma 4. 
Remark: The proof of Lemma 4 actually gives an explicit procedure to find a presentation
of hA. This is useful to find the polyhedron of hA in specific examples, as §2.4 shows.
2.3 Analytic properties of a generalized height zeta function
for a toric variety
We first recall that to any “height” vector, that is, any β = (β1, . . . , βn) ∈ (0, 1)
n satisfying∑
i βi = 1, one can define a height function Hβ on U(A) by choosing the unique represen-
tative (x1 : . . . : xn) of a point x ∈ U(A), satisfying the properties that each xi ∈ Z and
gcd(x1, . . . , xn) = 1, and then setting
Hβ(x) :=
∏
i
|xi|
βi .
The height zeta function on U(A) is a function of the complex variable s and defined as
the series
Zβ(s) =
∑
x∈U(A)
Hβ(x)
−s.
Rather than focus upon a single choice of β, it is reasonable to look for a single zeta function
that contains the information encoded by all the Zβ. The natural choice is to define the
“generalized” height function on U(A) by setting s = (s1, . . . , sn) ∈ Cn and defining
H(x, s) :=
∏
i
|xi|
−si ,
where the same choice of representative for a point x is used as above. The corresponding
generalized height zeta function is then the multivariate Dirichlet series:
ZU(A)(s) =
∑
x∈U(A)
H(x, s).
It is clear that ZU(A) is absolutely convergent on the open set Ω (see §2.1), and that
ZU(A)(βs) = Zβ(s) if σ ≫β 1.
Moreover, defining the constant
C(A) :=
1
2
·#
{
ǫ ∈ {±1}n :
n∏
i=1
ǫ
aj,i
i = 1 for all j = 1, . . . , d
}
,
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and recalling the definition of FA from §2.2, it is easy to check that s ∈ Ω implies
ZU(A)(s) = C(A) · Z(FA; s). (18)
Thus, the analytic properties of Z(FA; s) are equivalent to those of ZU(A)(s), and by spe-
cializing s→ β · s we can infer properties of each Zβ(s).
The essential first step needed to deduce the analytic properties of Z(FA; s) is given by
Lemma 3 in §2.2. This insures that there is a presentation of hA(X) as a rational function:
hA(X) =
∏
ν∈K
(1−Xν)−c(ν) · W (X). (19)
Note. Although K and W certainly depend upon A, the notation will not indicate this
for the sake of simplicity. The reader should not find this confusing. 
Since both hA(X) and each (1 − X
ν)−c(ν) equal 1 when X = 0, it is clear that W is a
polynomial with integer coefficients that satisfies W (0) = 1. Thus, Corollaries 1, 2 apply to
the Euler product Z(W ; s) =
∏
pW (p
−s1 , . . . , p−sn).
For every δ ∈ R, define V (δ) := {s ∈ Cn : 〈ν, σ〉 > δ ∀ν ∈ S∗(W ) ∪K}. It is then clear
that ZU(A)(s) converges absolutely in V (1) and satisfies :
ZU(A)(s) = C(A) ·
( ∏
m∈K
ζ (〈ν, s〉)c(ν)
)
· Z(W ; s). (20)
Outside V (1), Corollaries 1, 2 (whose notations are used below) can now be immediately
applied to tell us the following.
Theorem 4
1. s 7→ ZU(A)(s) can be meromorphically continued to V (W ; 0);
2. s 7→ ZU(A)(s) can be meromorphically continued to Cn if and only if W is cyclotomic;
3. if W is not cyclotomic, then ∂V (W ; 0) is the natural boundary of meromorphic contin-
uation;
4. for any height vector β, the height zeta function Zβ(s) is either meromorphic on C, or,
if not, can be meromorphically continued (at least) into the halfplane {σ > ηβ}, where ηβ is
the point of intersection of the line {β · σ} with ∂V (W,0)R.
Manin’s conjecture, applied to a smooth toric model X ′(A) of X(A), asserted a very precise
asymptotic for the average of the “anticanonical height” function on U(A), when viewed as
a dense torus on X ′(A). This is the function, in down to earth terms, equal to
N∞(U(A), t) := C(A) ·
∑
(m1,...,mn)∈N
n
maxmj≤t
FA(m1, . . . ,mn).
The dominant term, as t→∞, was conjectured to be asymptotically equivalent to Ct logb t,
where C > 0 had a specific expression as a product of certain volumes, and b is one less
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than the rank of the Picard group of X(A). The original conjecture was proved by Batyrev-
Tschinkel [1]. Salberger ([22], 11.1) then used the theory of universal torsors to prove the
asymptotic with an error term Oǫ(t log
b− 1
2
+ǫ (t)), assuming the anticanonical bundle was
ample. A bit later, de la Brete`che [8] used Salberger’s work and his own Tauberian theorem
in [9] to prove the asymptotic with a strictly smaller order (in the exponent for t) error
term.
We are able to extend this analysis by giving explicit asymptotics for many different kinds
of averages of FA(m1, . . . ,mn). Given a vector γ = (γ1, . . . , γn) ∈ (0,∞)
n set
Nγ(U(A), t) = C(A)
∑
1≤mi≤t
γi
i=1,...,n
FA(m1, . . . ,mn).
This counts the points in U(A) in a family of boxes whose lengths in different coordinate
directions grow at different rates, according to the values of the components of γ.
The discussion to follow will prove an explicit (and nonzero) asymptotic for Nγ(U(A), t),
whenever γ is a “generic” vector (see Theorem 6). Because we have emphasized construc-
tions associated to a Newton polyhedron, it is natural that we should express the dominant
term in terms of a polyhedron that is intrinsic to the problem. For our purposes, this equals
the boundary of the dual of K ∪ S∗(W ). It is important to emphasize here that this can
be computed without recourse to constructing an explicit desingularized model of X(A).
Sometimes, at least, there are computational advantages to this, as §2.4 shows.
There are two parts to finding the asymptotic of Nγ(U(A), t). The first part (see Theorem
5) proves a necessary sharpening of Theorem 3. This shows that the boundary of the dual
of K ∪ S∗(W ) is the Newton polyhedron of the polar divisor of Z(U(A); s) (in the sense of
([18], 7.1)), not merely a first approximation. To prove this fundamental property, we exploit
the fact that there is additional information built into the right sides of (19), (20) than is
available in general. The second part (see Theorem 6) shows that the expected dominant
term in the asymptotic is genuinely nonzero, and characterizes, as well, the degree of the
polynomial Q in polyhedral terms. For this, we use some ideas from [ibid.], and a crucial
nonvanishing property (see (25)) that is key to the proof of Theorem 5. This then allows
us to apply the Tauberian theorem of de la Brete`che [op cit.].
Remark: The reader should note that our results give considerably more information
about the polar divisor of Z(U(A); s) than has been established in the preceding work
cited above. In particular, the earlier proofs of the asymptotic have all been based upon
the ability to prove that exactly one point, denoted α in ([8], Lemme 4.3), lies in the polar
divisor of Z(U(A); s). This is proved by showing that the function G(s) [ibid. (4.2)], satisfies
G(0) 6= 0. The proof of this property is actually indirect, and does not follow from the fact
that G is defined at 0. This is because G has both positive and negative coefficients in its
series expansion at 0. In our notation, G(s) = Hα(s). For us, the fact that G(0) 6= 0 is a
very special case of the general property (25) that applies to any point in ∂ (K ∪ S∗(W ))o .
The proof of (25) is both direct and independent of any need to desingularize X(A). This
also enables us to work with concrete examples. 
To proceed, we will need to introduce some additional notations, and prove a preliminary re-
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sult. First, we writeW as a polynomial by settingW (X1, . . . ,Xn) = 1+
∑
ν∈S∗(W ) u(ν)X
ν .
In addition, we define I = K ∪ S∗(W ). Since this is a finite set, we have (see Notations)
I˜ = I, so that I˜o = Io = {x ∈ Rn+ : 〈x, ν〉 ≥ 1 ∀ν ∈ I}. We set Γ = ∂I
o , and for any α ∈ Γ,
define K(I, α) = {ν ∈ I : 〈α, ν〉 = 1}.
Finally, for all ν ∈ K ∪ S∗(W ), we define c′(ν) as follows:
1. c′(ν) = c(ν) if ν ∈ K \ S∗(W );
2. c′(ν) = u(ν) if ν ∈ S∗(W ) \K;
3. c′(ν) = c(ν) + u(ν) if ν ∈ K ∩ S∗(W ).
The following lemma plays an important role in the proof of Theorem 5:
Lemma 5 For each α ∈ Γ, and each ν ∈ K(I;α), c′(ν) = 1.
Proof:
We start with the presentation (19), and choose η < 14 minν∈I\K(I;α) (〈α, ν〉 − 1)
if K(I;α) 6= I. Otherwise, we choose η ∈ (0, 1/6).
We set F = {ε ∈ (0, 1)2n : 1, ε1, . . . , ε2n are linearly independant over Q}.
For each ε ∈ F we define:
1. α(ε) = (α1(ε), . . . , αn(ε)) , where αi(ε) = (1− εi)αi + εn+i for all i = 1, . . . , n;
2. gε(t) = hA(t
α1(ε), . . . , tαn(ε)) for all t ∈ (0, 1).
By using the bound for η, as above, and the fact that 〈α(ε), ν〉 = 〈α, ν〉+O(|ε|) as |ε| → 0
(since I is finite), it is clear that one can choose ε ∈ F with |ε| so small that the following
property is satisfied:
ν ∈ K(I;α) implies 〈α(ε), ν〉 < 1 + η and
gε(t) = 1 +
∑
ν∈K(I;α)
c′(ν) t〈α(ε),ν〉 +Oε(t
1+η) (t→ 0). (21)
We fix any such ε in the following.
On the other hand, it is also clear that there exist N = N(η, ε) such that
gε(t) =
∑
ν∈T (A)
|ν|≤N
t〈α(ε),ν〉 +Oε(t
1+η) (t→ 0). (22)
Since ǫ ∈ F , it follows that if ν 6= ν ′ ∈ Nn0 , then 〈α(ε), ν〉 6= 〈α(ε), ν
′〉. In particular, this
insures that for any ν ∈ K(I, α), the coefficient of t〈α(ǫ),ν〉 in (21) equals c′(ν), and in (22)
equals 1. Since the two partial asymptotic expansions must be equal up to terms of order
t1+η, this shows that c′(ν) = 1 if ν ∈ K(I, α). .
Our first observation is as follows.
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Theorem 5 For each point α ∈ Γ, the meromorphic continuation of Z(U(A); s) is not
analytic at α.
Proof:
We need to sharpen the proof of Theorem 3. Let α ∈ Γ be arbitrary and fixed. Using
the same argument as in the proof of Theorem 3, we first check that Z(FA; s) converges
absolutely if σi > αi for each i,
We next introduce the product of linear forms Lα(s) :=
∏
ν∈K(I;α) 〈ν, s〉, and use Lemma 5
to write it as follows:
Lα(s) =
∏
ν∈K∩K(I,α)
〈ν, s〉c(ν) ·
∏
ν∈S∗(W )∩K(I,α)
〈ν, s〉u(ν) .
The function Hα(s) := Z(FA;α + s) · Lα(s) is evidently analytic in V (0) = {s ∈ Cn :
〈ν, σ〉 > 0 ∀ν ∈ I}. We first show that it is analytic in some larger domain V (−δ1) for some
positive δ1, by grouping each factor in Lα(s) with an appropriate factor of Z(FA;α + s)
obtained from (20).
For the leftmost factor on the rightside of (20), we have:∏
ν∈K
ζ (〈ν, α〉 + 〈ν, s〉)c(ν) ·
∏
ν∈K∩K(I,α)
〈ν, s〉c(ν)
=
∏
ν∈K∩K(I;α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ]c(ν) ·
∏
ν∈K\K(I;α)
ζ (〈ν, α〉 + 〈ν, s〉)c(ν) .
For δ0 chosen small enough, it is clear that each of the two products on the last line, one
over ν ∈ K ∩K(I;α), the other over ν ∈ K −K(I, α), is analytic in V (−δ0).
For the rightmost factor on the right side of (20), observe first that (20) and the proof of
Lemma 1 imply that there exists δ ∈ (0, 1) such that
Gδ(s) := Z(W ; s) ·
∏
ν∈S∗(W )∩K(I,α)
ζ(〈ν, s〉)−u(ν) is analytic in V (W ; 1− δ). (23)
Thus,
Z(W ;α+ s)
∏
ν∈S∗(W )∩K(I,α)〈ν, s〉
u(ν) =
∏
ν∈S∗(W )∩K(I,α) [〈ν, s〉ζ(1+ 〈ν, s〉)]
u(ν) · Gδ(α+ s),
and Gδ(α+ s) is analytic for s ∈ V (−δ
′
0), for some δ
′
0 > 0.
We conclude that Hα(s) can be written in V (0) as follows:
Hα(s) =
∏
ν∈K∩K(I;α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ]c(ν) ·
∏
ν∈K\K(I;α)
ζ (〈ν, α〉+ 〈ν, s〉)c(ν)
·
∏
ν∈S∗(W )∩K(I,α)
[〈ν, s〉 · ζ(1 + 〈ν, s〉)]u(ν) ·Gδ(α+ s)
=
∏
ν∈K∩K(I;α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ]c(ν) ·
∏
ν∈S∗(W )∩K(I,α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ]u(ν)
·
∏
ν∈K\K(I;α)
ζ (〈ν, α〉 + 〈ν, s〉)c(ν) ·Gδ(α+ s),
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and we know that there exists δ′1 > 0 such that the product of the two functions on the last
line is analytic in V (−δ′1).
Applying Lemma 5 a second time now shows that for any s ∈ V (0) :
Hα(s) =
∏
ν∈K(I,α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ] (24)
·
∏
ν∈K\K(I;α)
ζ (〈ν, α〉+ 〈ν, s〉)c(ν) ·Gδ(α+ s).
We then deduce the existence of δ1 > 0, such that the product over ν ∈ K(I, α) in the
first line of (24) is analytic in V (−δ1). Since the product of functions on the second line is
analytic if δ1 is chosen sufficiently small, we have verified what we needed to show, that is,
Hα(s) is analytic in some neighborhood V (−δ1) containing s = 0.
The second part of the argument is an immediate consequence of the following essentiel
property:
Hα(0) 6= 0. (25)
To prove this, we start with (24) and rewrite the product by writing
1 =
∏
ν∈K∩K(I,α) ζ(1 + 〈ν, s〉)
c(ν) ·
∏
ν∈K∩K(I,α) ζ(1 + 〈ν, s〉)
−c(ν).
Multiplying together all the terms with exponent−c(ν) with the factor
∏
ν∈S∗(W )∩K(I,α) ζ(1+
〈ν, s〉)−u(ν) in (23), evaluated at α+s, and applying Lemma 5 again, gives a factor of Hα(s)
that equals
∏
ν∈K(I,α) ζ(1+〈ν, s〉)
−1.Multiplying together all the terms with exponent c(ν)
with the product over ν ∈ K−K(I, α) in (24) gives a factor equal to
∏
m∈K ζ(〈ν, α+s〉)
c(ν).
Thus, we find a different expression for Hα(s) as a product of functions, each of which is
analytic, at least, in V (0) :
Hα(s) =
∏
m∈K
ζ(〈ν, α+ s〉)c(ν) ·
∏
ν∈K(I,α)
ζ(1 + 〈ν, s〉)−1 · Z(W,α+ s) (26)
·
∏
ν∈K(I,α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ] .
Since there exists a neighborhood of s = 0 in which the function
∏
ν∈K(I,α) [〈ν, s〉·ζ (1 + 〈ν, s〉) ]
is both analytic and never 0, it follows that the product in (26) is actually analytic in a
neighborhood of s = 0. In such a neighborhood, we therefore have:
Hα(s) =
∏
p
H(p; s) ·
∏
ν∈K(I;α)
[〈ν, s〉 · ζ (1 + 〈ν, s〉) ] , (27)
where
H(p; s) =
∏
ν∈K
(1− p−〈ν,α〉−〈ν,s〉)−c(ν) ·
∏
ν∈K(I;α)
(1− p−1−〈ν,s〉) ·W
(
p−α1−s1 , . . . , pαn−sn
)
.
The function s→
∏
pH(p; s) is analytic at s = 0, but we still need to understand its value at
this point. For r ∈ (0, 1) we define the open neighborhood B(r) = V (0)∪{s ∈ Cn | |si| < r}
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of 0, and write out H(p; s)|B(r). For our purposes, it suffices to observe the existence of u > 1
such that the following holds, to which we apply Lemma 5 for the last equation:
H(p; s) =
(
1 +
∑
ν∈K∩K(I;α)
c(ν)
p1+〈ν,s〉
+O(p−u+r)
)(
1−
∑
ν∈K(I;α)
1
p1+〈ν,s〉
+O(p−u+r)
)
·
(
1 +
∑
ν∈S∗(W )∩K(I;α)
u(ν)
p1+〈ν,s〉
+O(p−u+r)
)
= 1−
∑
ν∈K(I;α)
1− c(ν)− u(ν)
p1+〈ν,s〉
+O(p−u+r) = 1−
∑
ν∈K(I;α)
1− c′(ν)
p1+〈ν,s〉
+O(p−u+r)
= 1 +O(p−u+r) uniformly in s ∈ B(r).
Thus, by choosing r so small that −u + r < −1 for all s ∈ B(r), we conclude that s 7→∏
pH(p; s) also converges absolutely in B(r).We can therefore evaluate both sides of (27) at
s = 0. In this way, we find the following Euler product expansion that converges to Hα(0) :
Hα(0) =
∏
p
(
(1− p−1)#K(I,α) ·W (p−α1 , . . . , p−αn) ·
∏
ν∈K
(1− p−〈ν,α〉)−c(ν)
)
. (28)
The distinct advantage of (28) is that it easily is seen to imply that Hα(0) > 0. Indeed, we
know that
W (p−α1 , . . . , p−αn) ·
∏
ν∈K
(1− p−〈ν,α〉)−c(ν) = hA(p
−α1 , . . . , p−αn) > 0 for each p.
Thus, each factor of the Euler product in (28) is positive. This implies Hα(0) is also
positive. As a result, the equation that gives the meromorphic continuation of Z(U(A); s)
in a neighborhood of α,
Z(U(A);α + s) =
Hα(s)
Lα(s)
,
now implies that the right side cannot be analytic at s = 0. This completes the proof of
Theorem 5. 
To state the second main result, we first need some notions from [18]. Since s1 · · · sn divides
Z(FA; s) in (13), we will work with the extended polyhedron, by setting X = I ∪ {ej}
n
1
and Γˆ = ∂Xo. By definition, a vertex of Γˆ is the intersection of n linearly independent
support planes to Γˆ. Set V to denote the set of vertices of Γˆ. For each α ∈ V, there is an n
dimensional closed cone C(α) of direction vectors in (0,∞)n defined by the property:
γ ∈ C(α) iff {σ ∈ Rn : 〈γ, σ〉 = 〈γ, α〉} is a support plane of Γˆ.
Any vector in the interior of C(α), for some vertex α, is called a generic (direction) vector.
It is clear that the set of generic vectors is an open dense subset of (0,∞)n. To each vertex
α of Γˆ, there exists the subset Kˆ(I, α) = {ν1, . . . , νm} ⊂ X, m = m(α) ≥ n, such that
rank{νi} = n, and the polar locus of Zˆ(U(A); s) := Z(FA; s)/s1 · · · sn through α is the
union of affine planes
⋃
νi∈Kˆ(I,α)
{〈νi, s〉 = 〈νi, α〉} .
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Theorem 6 Let α be a vertex of Γˆ, and γ a generic vector in C(α). Then there exists a
nonzero polynomial Qγ(u) of degree m(α)− n, and some θ > 0, such that:
Nγ(U(A), t) := C(A)·
∑
(m1,...,mn)∈N
n
mi≤t
γi ∀i
FA(m1, . . . ,mn) = t
〈γ,α〉Qγ(log t)+O
(
t〈γ,α〉−θ
)
as t→∞.
Proof: The appropriate analog of Hα(s) when Zˆ(U(A); s) replaces Z(U(A); s) in the
proof of Theorem 5 is, in the preceding notation, given by Hˆα(s) := Zˆ(U(A);α + s) ·∏
νi∈Kˆ(I,α)
〈νi, s〉. The proof of the fundamental fact (25) extends straightforwardly to show
Hˆα(0) 6= 0. This now allows us to apply The´ore`me 2 part iv of [9] since the constant C0 in
the notation of [ibid., 1.10] equals, in our notation, Hˆα(0). It should also be noted that the
proof in [ibid.] gives an explicit expression for Qγ(log t) as a certain volume integral. This
however is not needed for purposes of this article. .
Remark: It would be interesting to know if the argument in [8] could extend to prove
Theorems 5, 6, but we do not see how to prove the crucial nonvanishing result (25) using
the methods in [ibid.] that exploit Moe¨bius inversion.
2.4 How often is the product of n integers an nth power?
A natural problem in multiplicative number theory is to describe the asymptotic density
of n−fold products of positive integers that also equal the nth power of an integer. When
n = 3, several authors have given a precise asymptotic for the density. Their starting
point was an observation of Batyrev-Tschinkel ([22],11.50) who noted that the problem is
equivalent to finding the asymptotic of the exponential height density function on a certain
singular cubic toric variety. This interpretation naturally extends to any n ≥ 3. However,
until now, no extension of these results to arbitrary n seems to have been published in
the literature. The purpose of this subsection is to solve the problem for arbitrary n ≥ 3
by applying a variant of the methods of §2.3. A point that must be addressed is the fact
that Theorem 6 only applies to generic directions. However, for this problem the direction
(1, . . . , 1) is of special interest, and it is not a priori clear that this is generic.
In the following discussion, we use the notations from §2.2, 2.3. In particular, An =
(1, . . . , 1,−n) is the appropriate 1× (n+1) integral matrix whose row sums to 0. Note that
U(An) is now defined to be:
U(An) = {x = (x1 : · · · : xn+1) ∈ Pn(Q) : x1 · · · xn = xnn+1 and x1 · · · xn 6= 0}.
The density zeta function of interest is
Z(U(An); s) :=
∑
x∈U(An)
H(x; s) where s = (s1, . . . , sn+1),
and H(x; s) is defined as in §2.3, using the unique integral vector representative of a point
x with components whose gcd equals 1. Setting r = (r1, . . . , rn), we also define
Dn =
{
r ∈ {0, . . . , n− 1}n :
|r|
n
∈ N
}
, where |r| = r1 + · · · + rn,
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Jn =
{
r+ en+1 : r ∈ {0, . . . , n}
n and |r| = n
}
\ {(1, . . . , 1)},
ℓ(r) = r+
|r|
n
en+1 = (r1, . . . , rn,
|r|
n
) for any r ∈ Dn ,
and for every δ ∈ R,
V (δ) := {s ∈ Cn+1 : 〈ℓ(r), σ〉 > δ ∀r ∈ Dn}.
Theorem 7 For any n ≥ 3 the following three assertions are satisfied.
1. s 7→ Z (U(An); s) converges absolutely in V (1) and satisfies :
Z (U(An); s) =
∏n
i=1 ζ(nsi + sn+1)
ζ(s1 + . . .+ sn+1)
·
∏
p
( ∑
r∈Dn
1
p〈ℓ(r),s〉
)
;
2. s 7→ Z (U(An); s) can be meromorphically continued to V (0) and ∂V (0) is the natural
boundary of Z(U(An); s);
3. there exists θ > 0 such that:
N∞(U(An); t) = tQn(log t) +O(t
1−θ) as t −→ ∞,
where Qn is a non-vanishing polynomial of degree dn =
(2n−1
n
)
− n− 1 satisfying
Qn(log t) = C0(n) t
−1V ol(An(t)) +O(log
dn−1(t)) as t −→∞,
An(t) is defined with the help of the vector β :=
(
1, . . . , 1, 1 + 1dn+1
)
to equal
An(t) =
{
x = (xν)ν∈Jn ∈ [1,+∞[
dn+n :
∏
ν∈Jn
x
νj
ν ≤ t
βj ∀j = 1, . . . , n + 1
}
,
and C0(n) = 2
n−1 ·
∏
p
(
(1− p−1)
dn+1 ·
∑
r∈Dn
p−
|r|
n
)
> 0
Proof: Defining
T (An) = {α ∈ N
n+1
0 : α1 + . . . + αn = nαn+1 and α1 . . . αn+1 = 0},
we first need to construct an explicit presentation of
hAn(X) =
∑
α∈T (An)
Xα11 . . . X
αn+1
n+1 .
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To do so, we observe that for every X ∈ P (1):
hAn(X) =
∑
α1+...+αn=nαn+1
α1...αn+1=0
Xα = (1−X1 . . . Xn+1) ·
∑
α1+...+αn=nαn+1
Xα
= (1−X1 . . . Xn+1) ·
∑
n|α1+...+αn
Xα11 . . . X
αn
n X
α1+...+αn
n
n+1
= (1−X1 . . . Xn+1) ·
∑
r∈Dn
Xr11 . . . X
rn
n X
|r|/n
n+1 ·
∑
α∈Nn0
Xnα11 . . . X
nαn
n X
|α|
n+1
=
( n∏
i=1
(1−Xni Xn+1)
−1
)
·Wn(X1, . . . ,Xn+1).
We conclude that (K, 〈c(ν)〉ν∈K ,Wn) is a presentation of hAn(X) where:
Wn(X1, . . . ,Xn+1) = (1−X1 . . . Xn+1) ·
∑
r∈Dn
Xr11 . . . X
rn
n X
|r|/n
n+1
K = {nei + en+1 : i = 1, . . . , n}
c(ν) = 1 ∀ν ∈ K.
Assertion 1 and the first part of Assertion 2 of the Theorem now follow immediately from
Theorem 4.
To prove that ∂V (0) is the natural boundary of Z(U(An); s), it suffices to show that the
polynomial Wn is not cyclotomic when n ≥ 3. We show this by contradiction.
Thus, suppose that Wn is cyclotomic. It is then clear that the polynomial
W ∗n(X1, . . . ,Xn+1) :=
∑
r∈Dn
Xr11 . . . X
rn
n X
|r|/n
n+1
is also cyclotomic. From this it follows that the polynomial in one variable R(t) :=
W ∗n(t, t, 0, . . . , 0, 1) = 1 + (n − 1)t
n is cyclotomic. But this is impossible since R(t) has
roots of modulus different from 1. This completes the proof of Assertion 2.
Proof of Assertion 3 :
Setting I = K ∪ S∗(Wn), elementary computations show the following properties:
1. Wn(X) =
∑
r∈Dn
r6=(1,...,1)
Xr11 . . . X
rn
n X
|r|/n
n+1 −
∑
r∈Dn
r6=(0,...,0)
Xr1+11 . . . X
rn+1
n X
|r|
n
+1
n+1 ;
2. ι(I) = 1, α∗ = ( 1n , . . . ,
1
n , 0) =
1
n(e1 + . . .+ en) ∈ R(I), J(α
∗) = {en+1} and
K(I;α∗) = Jn;
3. Rank (K(I;α∗) ∪ J(α∗)) = n+ 1 and #K(I;α∗) =
(
2n−1
n
)
− 1 = dn + n ;
4. the constant C(An), (see (18)), equals 2
n−1.
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The vector (1, . . . , 1) may not satisfy all the criteria needed to apply The´ore`me 2 part iv of
[9]. The idea is to find an equivalent vector as follows. Setting β =
(
1, . . . , 1, 1 + 1dn+1
)
,
it is easy to see that ∀x = (x1, . . . , xn+1) ∈ Nn+1 satisfying (x1 : . . . : xn+1) ∈ U(An) and
gcd(x1, . . . , xn+1) = 1 we have
max
i
xi ≤ t⇐⇒ xj ≤ t
βj ∀j = 1, . . . , n+ 1, ∀t ≥ 1.
To finish the proof, it suffices to verify the criterion of [ibid.] that there exists {γν}ν∈Jn∪{en+1} ⊂
(0,∞) such that β =
∑
ν∈R(I;α∗)∪J(α∗) γν ν.
We define:
1. t(n) = # {r ∈ {0, . . . , n− 1}n : |r| = n} = dn + 1;
2. γν = t(n)
−1 ∀ν ∈ (Jn ∪ {en+1}) \ {nei + en+1}
n
i=1 , and
γnei+en+1 = 1/nt(n) ∀i = 1, . . . , n.
We first notice that the value of
∑
r∈{0,...,n−1}n
|r|=n
rj is independent of j. Thus, for each j =
1, . . . , n: ∑
r∈{0,...,n−1}n
|r|=n
rj =
1
n
n∑
i=1
∑
r∈{0,...,n−1}n
|r|=n
ri =
1
n
∑
r∈{0,...,n−1}n
|r|=n
|r|
= # {r ∈ {0, . . . , n− 1}n : |r| = n} = t(n).
A straightforward computation then shows:∑
ν∈R(I;α∗)∪J(α∗)
γνν =
∑
ν∈Jn∪{en+1}
γνν
= (1 + t(n)−1)en+1 +
n∑
i=1
t(n)−1
( ∑
r∈{0,...,n−1}n
|r|=n
ri
)
ei
= (1 + t(n)−1)en+1 +
n∑
i=1
ei = β.
This completes the proof of Theorem 7.
3 Some applications in group theory
The first two subsections give some simple applications of Theorems 1, 2 to two problems
in the study of a group zeta function that were first addressed by duSautoy and Gru¨newald
in [11], [12]. The third section indicates an additional application to a somewhat different
subgroup counting problem that originates within the theory of finite abelian groups. Recall
that to a group G, the group zeta function is defined as follows:
ζG(s) =
∑
H≤G
|G : H|−s.
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3.1 The largest pole of a cone integral
The article [11] studied the group zeta function for a finitely generated nilpotent group G.
Its main result was the following.
Theorem 8 There exist a rational number α(G) and δ > 0 such that ζG has its largest real
pole at α(G), and is meromorphic in the halfplane σ > α(G) − δ.
The proof given in [ibid] has two parts. First, ζG(s) is expressed in terms of an Euler product
of “normalized cone integrals”, whose pth factor (for a generic p) is analyzed by using ideas
of Denef. The second part then uses methods from the analysis of Artin L-functions to
show the existence of a meromorphic continuation to the left of a first (rational) pole.
The purpose of this subsection is to show how Theorem 1 gives an alternative and more
elementary proof of the second part of the proof of Theorem 8. Theorem 9 is the essential
part of this simpler argument. Thus, we show that the fundamental result of [11], the
rationality of the abscissa of convergence of the group zeta function for finitely generated
nipotent groups, can be proved by combining the work of Denef with the methods of this
paper. In addition, our method also proves a meromorphic continuation of the group zeta
function into a halfplane that contains its first real pole.
For the reader’s convenience, we adopt the notation used in [ibid].
We start with the representation of ζG(s) as an Euler product of normalized cone integrals:
ζG(s) =
∏
p
a−1p,0 ZD(s− d, p),
where d = Hirsch length of G, and D = {f0, g0, f1, g1, . . . , fl, gl} ⊂ Q[x1, . . . , xm] specifies
the cone integral data.
Using work of Denef, it follows that for all sufficiently large p, each ZD(s, p) can be expressed
in a purely geometric-analytic fashion by using numerical data, produced by an embedded
resolution of singularities h : Y → Qm for the polynomial F =
∏
i figi (that is, of the
reduced scheme X := spec(Q[x1, . . . , xm]/(F )), as follows:
ZD(s, p) =
∑
I⊂T
cp,I PI(p
−s, p),
where T denotes an index set for the irreducible Q components of h−1(X), and for each
nonempty I ⊂ T :
cp,I := card{a ∈ Y (Fp) : a ∈ Ei iff i ∈ I};
Y := reduction of Y mod p;
PI(p
−s, p) :=
(p − 1)|I|
pm
·
∏
j∈I
p−(Ajs+Bj)
1− p−(Ajs+Bj)
.
A characterization of the nonnegative integers Aj, Bj is given in [ibid]. For our purposes
here, it suffices to know that to each divisor Ej , j ∈ T, there corresponds a pair (Aj , Bj)
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of nonnegative integers, at least one of which is positive. It is also to be understood that
we restrict attention to those I for which cp,I > 0. The presence of this factor indicates
that ζG(s) is not “uniform” (see Introduction). Although the expression of the product of
the factors PI given in [ibid.] is a priori more intricate, this is not really needed to prove
Theorems 8 or 9.
The constant term ap,0 of ZD(s, p) is independent of p
−s and expressed as follows:
ap,0 = p
−m ·
∑
{I:Aj=0 ∀j∈I}
(p− 1)|I| · cp,I ·
∏
j∈I
p−Bj
1− p−Bj
.
An important first observation is that ap,0 > 0. Given this, it is then necessary to bound
each cp,I/ap,0. In general, there is significant fluctuation in cp,I as a function of p (whence
the “nonuniform” nature of the Euler product). So, one cannot, as yet, hope to do better
than the following, which is a modest improvement over that proved in [ibid].
Set dI = m− |I|.
Lemma 6 For each I, there exists δI ≥ 1/2 such that for all p sufficiently large
cp,I
ap,0
= pdI (1 +O(p−1−δI )).
Proof: duSautoy-Gru¨newald show that there exists T and P0 such that p ≥ P0 implies:
a−1p,0 ≤ (1− Tp
−1)−1.
It is also clear that (1− Tp−1)−1 = 1 +O(p−1) if P0 is sufficiently large.
Next, one uses an argument of Katz in the Appendix of [16], to justify the existence of an
integer vI ∈ [1, dI − 1] so that:
cp,I = p
dI (1 +O(p
vI−dI
2 )).
Setting δI =
vI−dI
2 finishes the proof. 
Some notations will now be useful. For each I and k ∈ T, set:
AI =
∑
j∈I
Aj , BI =
∑
j∈I
Bj, lI(s) = AIs+BI ;
lk(s) = Aks+Bk for each k ∈ T ;
αk =
1−Bk
Ak
if Ak > 0, and αk = −∞ if not;
α0 = max
k
{αk}, m0(I) = #{j ∈ I : αj = α0}, m0(D) = #{k ∈ T : αk = α0}.
The following lemma is elementary, and is left to the reader to verify as a straightforward
exercise. We implicitly assume that p ≥ P0 for a suitably chosen P0.
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Lemma 7 For P0 sufficiently large, and for each θ ∈ (0, 1), there exists q = q(θ) such that
σ > α0 −
1
q imply the following properties for any I ⊂ T :
i)
∏
j∈I
1
1−p−lj(s)
= 1 +O(p−(1−θ));
ii) if |I| > 1, or |I| = 1 and m0(I) = 0, then p
−lI(σ) < p−(1+θ);
iii) setting I = {I : |I| > 1, or |I| = 1 and m0(I) = 0},∑
I∈I
p−lI(s) ·
∏
j∈I
1
1− p−lj(s)
= O(p−(1+θ));
iv) ∑
{k:αk=α0}
p−lk(s)
1− p−lk(s)
=
∑
{k:αk=α0}
p−lk(s) +O(p−(1+θ)).
We deduce from this lemma the following equation that holds for each θ ∈ (0, 1) and
σ > α0 −
1
q(θ) :
∏
p≥P0
a−1p,0 ZD(s, p) =
∏
p≥P0
(
1 +
∑
{k:αk=α0}
p−lk(s) +O(p−(1+θ))
)
. (29)
We then multiply both sides of (29) by
∏
{k:αk=α0}
ζ(lk(s))
−1 , and apply the reasoning in
the proof of Theorem 1 to conclude as follows.
Theorem 9 The Euler product in (29) has a pole of order m0(D) at s = α0 ∈ Q, and
admits a meromorphic continuation into a halfplane σ > α0 − δ, for some δ > 0, with α0
as its only pole. Furthermore, there is at most polynomial growth as |τ | → +∞ within this
halfplane.
This now suffices to complete the proof of Theorem 8 since it is clear that each of the
remaining finitely many factors, ZD(s, p), p < P0, admits a meromorphic continuation to
C whose poles have rational valued real parts. On the other hand, it does not yet seem
possible to prove that ζG itself has polynomial growth within this halfplane. The reason for
this is that its largest real pole, say α(G), could originate from one of the factors indexed by
some p < P0 (where there is not good reduction in Denef’s sense). In this event, there will
be infinitely many poles of a term of the form (1− p−A(s−d)−B)−1, where α(G) = d−B/A.
The real part of each such pole (in s) evidently equals α(G). Such a function could not,
evidently, have moderate growth in any unbounded vertical strip containing α(G).
3.2 The natural boundary of a uniform zeta function
The behavior of ζG(s) is most easily understood when it is uniform, and equals an abso-
lutely convergent Euler product in some halfplane ζG(s) =
∏
p ζG,p(s). Many examples
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have been found where these properties are known to occur (see [12], [10]). Uniformity
essentially means that there exists a single polynomial (sometimes also allowed to be a
rational function) h = 1 + H(X1,X2) ∈ Z[X1,X2],H(0) = 0, and cyclotomic function
u(X1,X2) (i.e. a finite product of integral powers of cyclotomic polynomials) such that
ζG,p = u(p, p
−s) · h(p, p−s). Thus, there exist finitely many integers ai, bi, ǫi such that
ζG(s) =
M∏
i=1
ζ(ais+ bi)
ǫi Z(h; s), where Z(h; s) =
∏
p
h(p, p−s).
The nontrivial behavior of ζG(s) is therefore found in that of Z(h; s).
For an integral polynomial h as above, [10] showed the existence of a meromorphic con-
tinuation of Z(h; s) up to a certain vertical line σ = β0 that serves as a conjectured nat-
ural boundary of ζG(s), unless h itself is also a cyclotomic polynomial. The method of
du Sautoy requires one first to express h as an infinite product of cyclotomic functions
h =
∏
(n,m)∈N2(1−X
m
1 X
n
2 )
cn,m , cn,m ∈ Z, before beginning the extension of Z(h; s) outside
a halfplane of absolute convergence.
An explicit expression is also given for β0 in [ibid.]. One first writes H =
∑M
j=1 Hj(X1)X
j
2
and defines degX1 Hj = n(j). Then
β0 = max
j
{n(j)/j}.
It is clear that Corollary 1 also applies to prove the existence of a meromorphic continuation
of Z(h; s). It should be evident to the reader that our method is simpler because it does
not require an a priori factorization of h as an infinite (in general) product of cyclotomics.
One can, instead, begin with the expression for h as a polynomial.
Using our procedure, a presumed natural boundary is then given by ∂V #(h; 0). To find this
set, it suffices to write H =
∑
k hk(X2)X
k
1 , and define ordX2hk = m(k). Then
∂V #(h; 0) = {σ = β1}, where β1 = max
k
{k/m(k)}.
A simple check also shows that the same value is obtained if one applies Corollary 2 to the
Euler product Z∗(h; s) =
∏
p h(p
−s1 , p−s2), and estimates the presumed natural boundary
by the set ∂(V #2 (h; 0)∩{s2 = −1}), where V
#
2 (h; 0) is notation for the set denoted V
#(h; 0)
in the statement of Corollary 2.
It is then useful to observe the following.
Lemma 8 β0 = β1 .
Proof: The equality does not seem to be completely obvious since the two expressions
above for H(X1,X2) are not symmetric in X1,X2. Set k1 to be the largest index such that
β1 = k1/m(k1). We then observe that degX1 Hm(k1) = k1, that is, one has n(m(k1)) = k1.
If the equation did not hold, then degX1 Hm(k1) > k1, which implies the existence of an
integer l > k1 such that (l,m(k1)) ∈ S
∗(h). Since l > k1 and
l
m(k1)
> β1, it follows that
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l
m(l) ≤ β1 <
l
m(k1)
. Thus, m(l) > m(k1). However, the fact that (l,m(k1)) ∈ S
∗(h) and
(l,m(l)) ∈ S∗(h) requires that m(l) ≤ m(k1). So, such an l cannot exist. We then conclude
that β1 ≤ β0.
Conversely, let l0 be the smallest index such that β0 = n(l0)/l0. We then show that
m(n(l0)) = l0. Indeed, if this were not the case, then m(n(l0)) < l0 must occur since
(n(l0), l0) ∈ S
∗(h) implies m(n(l0)) ≤ l0. Thus, there exists an integer k < l0 such that
(n(l0), k) ∈ S
∗(h). It then follows that n(k)k ≤ β0 <
n(l0)
k , which implies n(k) < n(l0). How-
ever, since (n(l0), k) ∈ S
∗(h) and (n(k), k) ∈ S∗(h), we must have n(l0) ≤ n(k), which is
not possible. Thus, m(n(l0)) = l0, which implies β0 ≤ β1. 
Remark: It may be of interest to the nonspecialized reader to see a concrete example
of the preceding work. Let G be a Q-algebraic group, and ρ a Q-rational representation
ρ : G→ GLn. The local zeta function of G is defined as
ζG,ρ,p(s) =
∫
G+p
| det(ρ(g)) |−sp dµ
where G+p = G(Qp) ∩ Mn(Zp) , | . |p denotes the p-adic valuation, and dµ is the nor-
malised Haar measure on G(Zp). The global zeta function is the Euler product ζG,ρ(s) =∏
p ζG,ρ,p(s).
Consider the symplectic group G = GSp6 of 6 × 6 matrices A ∈ GL6(Q) which satisfy the
equations AJAt = λJ where At is the transpose of A , J the standard symplectic matrix
and λ ∈ Q∗ . Let ρ be the natural representation. The zeta function of G [17] has been
found to equal
ζG(s/3) = ζ(s)ζ(s− 3)ζ(s− 5)ζ(s − 6)
∏
p
h(p, p−s),
where h(X,Y ) = 1+ (X +X2+X3+X4)Y +X5Y 2. Corollary 1 shows that the presumed
natural boundary is σ = 4. In [12] it was proved that this line ℜ(s) = 4 is the natural
boundary.
3.3 A refinement of the zeta function for abelian groups
Let G be a finite abelian group. We can write it as the direct sum
G ≃ Z/n1Z⊕ Z/n2Z⊕ · · · ⊕ Z/nrZ
where ni | ni+1 . For a subgroup H of G and a ∈ N, we consider the subgroup counting
function τa(G) =
∑
H<G (#H)
a , and define the zeta function associated to τa and G with
r summands:
Z(r)(τa, s) =
∑
n∈Nr
G≃
⊕r
j=1
Z/njZ
τa(G)
ns11 · · ·n
sr
r
.
These zeta functions were studied in one variable by specializing the values of the si to be
sr−k = (k + 1)s for 0 ≤ k < r. In particular it was proved in [3] that
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Theorem 10 Z(r)(τa, s) is a rational function.
The explicit evaluation in the two variable case occurs in [2], i.e.
Z(2)(τa, s) = ζ(s1)ζ(s1− 2a)ζ(s2)ζ(s2− 2a)ζ(s1− a− 1)
∏
p
(
1 + pa−s1 − (pa + 1)pa−s1−s2
)
.
Applying Theorem 1 when a = 0, we obtain a meromorphic continuation into the domain
W (l, 0) = {s : σ1 > 0, σ1 + σ2) > 0}, where l(s) = (s1, s1 + s2).
Using an iteration of standard one variable Tauberian methods, we can then calculate an
average order of the number of subgroups as follows:
Theorem 11 ∑
n1≤x1,n2≤x2
G≃Z/n1Z⊕Z/n2Z
τ0(G) = Bx
2
1x2 log x2 +O(x1x2).
We compare this with the corresponding result (see [4]) in one variable in which the sizes
of the constituent summands of G are not taken into account:∑
#G≤x
τ0(G) = A1x log
2 x+A2x log x+A3x+∆(x),
where Ai are constants and ∆(x)≪ x
5/8 log4 x.
Since the number of non-isomorphic abelian groups of order at most x is aymptotically
x, we see that the average number of subgroups in this case is log2 x. However, when we
also consider the size of each direct summand, the average becomes x1 log x2. Such greater
precision in the asymptotic behavior of counting functions should be expected whenever
the analytic study of multivariate zeta functions can be combined with several variable
Tauberian theorems such as those in [9], [18], [19], [20].
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