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Abstract: Identifiability and algebraic identification of time delay systems are investigated
in this paper. Identifiability results are first presented for linear delay systems described by
convolution equations. On-line algorithms are next proposed for both parameters and delay
estimation. Based on a distributional technique, these algorithms enable an algebraic and
simultaneous estimation by solving a generalized eigenvalue problem. Simulation studies with
noisy data and experimental results show the performance of the proposed approach.
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1. INTRODUCTION
The real time delay identification is one of the most crucial
open problems in the field of delay systems (see, e.g.,
Richard [2003]), and several on line estimation methods
have been suggested in the literature for the identifica-
tion of delay. While the most popular technique of Pade
approximation is limited by the range of validity of the
approximation, most of the other approaches (see, e.g.,
Gomez et al. [2007], Drakunov et al. [2006] for adaptive
techniques or Ren et al. [2005] for a modified least squares
technique) generally suffer from poor speed performance.
Recent developments in Belkoura et al. [2009] have con-
sidered the on line identification of delay systems with
particular (structured) inputs, and this paper extends
the identification problem to more general input-output
trajectories.
In an identification problem, and prior to the design off
efficient estimation algorithms, the question arises as to in
which sense an input/output description of the process, if
any, is unique. An identifiability analysis is then required
to ensure uniqueness off the proposed description. This
aspect is also addressed in this paper for linear systems,
where identifiability conditions, which can be formulated
in terms of controllability of time delay systems, are pre-
sented for a general class of systems with discrete and
distributed delays.
In the proposed continuous time framework, the time-
delay is not restricted to be a multiple of some sampling
interval, and exact and non asymptotic formulations are
obtained for both parameters and delay estimations. Al-
though the parameter estimation technique is still inspired
from the fast identification techniques that were proposed
Fliess M. [2003] for linear, delay free and finite-dimensional
models, this paper considers a distributional approach in
⋆ This work was supported by Ministry of Higher Education and
Research, Nord-Pas de Calais Regional Council and FEDER through
the ’Contrat de Projets Etat Region’ (CPER) 2007-2013.
which the cancellation techniques are reduced to simple
multiplication by appropriate functions.
The paper is organized as follows. Section 2 presents suffi-
cient identifiability conditions for time delay systems, and
Section 3 presents the estimation methods for parameters
and delay identification in case of structured entries. The
unstructured case, where the cancellation method can not
be applied is considered in Section 4. In this section, the
problem of initial conditions that allows experiments to
start from an arbitrary starting point is also addressed.
Most of our developments are illustrated on a first or
second order processes, although extension to higher order
systems is generally straightforward. The following subsec-
tion presents the general framework and specific tools that
are required in the subsequent developments.
The distribution Framework
Throughout this paper, functions will be considered
through the distributions they define, i.e. as continuous
linear functionals on the space D of C∞-functions having
compact support in [0,∞). This framework allows the
definition of the Dirac distribution u = δ and its derivative
u = δ̇ as 〈u, ϕ〉 = ϕ(0) and 〈u, ϕ〉 = −ϕ̇(0), ϕ ∈ D re-
spectively. More generally, every distribution is indefinitely
differentiable, and if u is a continuous function except at









for the distribution stemming from the usual derivative
(function) of u defined almost everywhere. Note that with
a = 0, this result, and its extension to higher order
derivation, is nothing but the analog part of the familiar
Laplace transform L(ẏ) = sy(s) − y0.
We proceed this introductory section with some well-
known definitions and results from the convolution prod-
ucts, and as usual, denote D′+ the space of distributions
with support contained in [0,∞). It is an algebra with
respect to convolution with identity δ. For u, v ∈ D′+, this
product is defined as 〈u ∗ v, ϕ〉 = 〈u(x).v(y), ϕ(x+ y)〉,
and can be identified with the familiar convolution product
(u ∗ v)(t) =
∫∞
0
u(θ)v(t − θ)dθ in case of locally bounded
functions u and v. Derivation, integration and transla-
tion can also be defined from the convolutions u̇ = δ̇ ∗
u,
∫
u = H∗u, u(t−τ) = δτ ∗u, whereH is the familiar
Heaviside step function. We also recall the following well
known property:
u(t) ∗ v(t− τ) = u(t− τ) ∗ v(t) = δτ ∗ u ∗ v. (2)
As for the supports, one has for u, v ∈ D′+:
supp u ∗ v ⊂ supp u+ supp v, (3)
where the sum in the right hand side is defined by
A+B = {x+ y ; x ∈ A, y ∈ B} (4)
The specific need for the distributional framework also
lies in its ability to cancel the singular terms simply by
means of multiplication with some appropriate functions.
Multiplication of two distributions (say α and u) always
make sense when at least one of the two terms (say α) is a
smooth function, and the cancellation procedure presented
in this paper will be derived from the following general
Theorem:
Theorem 1. Schwartz [1966] If u has a compact support K
and is of order r (necessarily finite) 1 , αu = 0 whenever α
and its derivatives of order ≤ r vanish on K.
Particularly, one has for the singular Dirac distributions:
α δτ = α(τ) δτ , (5)
α δ(r)τ = 0 ∀α s.t. α
(k)(τ) = 0, k = 0, . . . , r. (6)
Finally, with no danger of confusion, we shall sometimes
denote u(s), s ∈ C, the Laplace transform of u.
2. IDENTIFIABILITY ANALYSIS
A standard approach for identification of systems implies
that the structure of the system is known and the problem
is in finding the values of parameters (including the delays)
involved in the set of equations describing the process. The
ability to ensure this objective is typically referred to as
parameter identifiability. First results on identifiability for
delay differential equations can be found in S. Nakagiri
[1995], Lunel [1997, 2001]. However, these results are lim-
ited to the homogeneous case (no forcing term) and use
a spectral approach involving infinite dimensional spec-
trum. The approach used in Belkoura [2005] extends the
identifiability analysis to more general systems described
by convolution equations of the form:






where P (n × n) and Q (n × q)) are matrices with entries
in the space E ′ of distributions with compact support.
Equation (7) correspond to a behavioral approach of sys-
tems described by convolutional equations (see Vettori P.
1 The order of a distribution u is the smallest integer m such that:
∃C > 0 such that for any smooth function ϕ, one has | 〈u, ϕ〉 | ≤
C sup
0≤i≤m
‖ϕ(i)‖∞ (for example, δ(r)+ lower order terms is of order
r).
[2000]). Here, R(s), the Laplace transform of R, provides
a kernel representation of the behavior B which consists
in the set w̃ of all admissible trajectories in the space of
C∞(R,R) functions, and w̃ ∈ B = kerE R(s).
The concept of identifiability is based on the comparison
of the original system and its associated reference model
governed by (7) and in which R, P ,Q and y are replaced
by R̂, P̂ , Q̂ and ŷ respectively. System (7) is therefore
said to be identifiable if there exists a control u such that
the output identity ŷ = y results in R̂ = R, which means
uniqueness of the matrix coefficients as well as that of the
delays.
For most practical cases, and provided a sufficiently rich
input signal, identifiability of (7) reduces to
(1) rank R(s) = n, s ∈ C,
(2) conv detP = n convR.
where convR denote the smallest closed interval that
contains the support of R (i.e. the convex hull of suppR),
detP is the determinant with respect to the convolution
product, and n convR stands for the sum of n terms as
defined in (4). These conditions are closely linked to the
property of approximate controllability in the sense that
the reachable space is dense in the state space Yamamoto
[1989].
The following example Belkoura [2005] shows the appli-
cability of the previous result to systems with distributed
delays. Consider the multivariable delay system









and denote π(t) = H(t)−H(t− 1), with H the Heaviside
function. Here, suppπ = [0, 1] and some simple manipula-
tions show that system (8) admits a kernel representation
R ∗ ω = 0 with ω = (x1, x2, u)
T and
R = [ P, −Q ] =
[











Clearly, convR = [0, 1] while detP = δ”− 2δ′ + δ− δ1 ∗π,
from which one easily gets conv detP = [0, 2], so condition
(2) of is satisfied. On the other hand,
R(s) =
[
s− 1 −(e−s − 1)/s 0
−e−s s− 1 −(e−s − 1)/s
]
, (10)
and the determinant formed by the second and third
column of R(s) is nonzero for s 6= 0, and for s = 0,
the first and second column of R(0) form a non singular
matrix. Hence condition (1) is also satisfied and system
(8) is identifiable.
In the case of distributed delays, the major limitation of
the previous approach is the need of the largest delay
involved in (7). In return for more restrictive models with





Ai x(t− i.h) +Bi u(t− i.h), (11)
a simpler identifiability result which no longer requires
the assumption of an a priori known memory length is
obtained in Belkoura L. [2002]. It can be expressed in terms
of weak controllability, concept introduced in Morse [1976]
for systems over rings, through the rank condition (over
the ring R [∇]):
rank
[














Note however that all the previous results are limited to
linear and time invariant models. In case of nonlinear delay
systems or time dependent delays, general identifiability
results are still expected.
2.1 Sufficiently rich input
In identification procedures the design of a sufficiently rich
input which enforces identifiability is also an important
issue. Given a reference model associated to the process
under study, one has to know whether equality of the
outputs results in that of the transfer functions. Few
results are dealing with such issue for time delay systems.
In Belkoura L. [2004], Belkoura [2005] the input design is
considered in the time domain rather than the frequency
domain and the approaches are mainly based on the non
smoothness of the input. More precisely, if
Λu = {s0, s1, ...., sL, ...} (14)
denote the singular support of u (i.e. the set of points in R
having no open neighborhood to which the restriction of u
is a C∞ function), the input is required to be sufficiently
”discontinuous” in the sense that
rank [U0(D), ..., UL(D)] = q (15)
where the polynomial matrices Ul(D) are formed with the








(k−i)(sl + 0) − u
(k−i)(sl − 0). (17)
On the other hand, ”the discontinuity points” s0, s1, ..
should be sufficiently spaced in the general case of dis-
tributed delays, although for lumped delays, this con-
straint (which may constitute a serious drawback in sit-
uations where on line procedures are used) can be relaxed
using commensurability considerations. The simplest ex-
ample consists of a piece-wise constant Rq-valued function
with appropriate discontinuities, although inputs of class
Cr for an arbitrary finite integer r can be formed.
While the identifiability analysis of this section is devel-
oped for complex systems with possibly distributed delay,
most of the subsequent identification algorithms are per-
formed on simple linear and non linear examples for which
the present study turn out to be either straightforward
or non applicable. The algebraic identification procedures
presented in the next sections clearly separate the case
of structured entries (that can be annihilated by means
of simple algebraic manipulations) from the unstructured
ones.
3. ALGEBRAIC IDENTIFICATION: THE
STRUCTURED CASE
3.1 Structured signals and their annihilation
Structured entries have been introduced (see e.g. Fliess M.
[2003]) to refer to entities (mainly perturbations) that
can be annihilated by means of simple multiplications
and derivations. A simple example consists for instance
in a load perturbation, modeled by a Heaviside function
ξ(t) = H(t), and for which one easily obtains, in the time







sξ(s) = 0. (18)
This aspect is generalized in the Schwartz’s Theorem of
the introductory Section, and the identification procedure
is based on the idea that unknown terms to be identified
and contained in a structured term can be recovered
by the above cancellation procedure. This approach is
illustrated in the following subsections for a simulation
and an experimental case respectively.
3.2 Application to a single delay identification
Consider a first order nonlinear system subject to a delayed
step input u(t) = H(t−τ). Such systems, where the delays
only appear in the control variables, are most common in
practice and this simple example emphasizes that linearity
w.r.t. input-outputs is not required.
ẏ + a y2 = y0 δ + bH(t− τ), (19)
where a, b, and τ are constant parameters. Note that in
the distribution sense, the initial condition term occurs
as an impulsive term. The coefficient a is assumed to
be known, and first order derivation results in equation
(20) which may be canceled, for instance, and by virtue
of Schwartz’sTheorem by the polynomial α = t3 − τt2,
yielding:
ÿ + aż = y0 δ̇ + γ0 δ + b δτ , (20)
(t3 − τt2)(ÿ + aż) = 0, (21)
where for ease of notation we have denoted z = y2.
As an equality of distributions, equation (21) does not
make sense for any t (otherwise we would get from (21)
t = τ). However, integration of (21) results in an equality
of functions from which the delay becomes available. To
ensure causality, k ≥ 2 integrations can be used, yielding
an explicit and non asymptotic formula of the delay:
τ =
∫ (k)
t3(ÿ + a ż)
∫ (k)
t2(ÿ + a ż)
, t > τ, (22)
where the symbol
∫ (k)
stands for iterated integration of
order k. Note that the integration by part, illustrated
in the partial realization scheme of Figure 1 avoid any
derivative in the estimation algorithms.
Since from (5), tq(ÿ + a ż), q = 2, 3 have their support
reduced to {τ}, both numerator and denominator of (22)
are with support within (τ,∞), so the delay is clearly not
identifiable for t < τ . Nevertheless, the delay estimation




















Fig. 1. Realization scheme of
∫ (k)
t2ż , k ≥ 2.
Simulation results in a noisy context are depicted in Figure
2, with k = 4 integrations, and
(y(0), a, τ ) = (0.3, 2.5, 0.5).
In addition to causality requirements, the choice of more
than 2 integrations has been used to obtain an additional
filtering effect which attenuates the noise from the mea-
surement y.
























Fig. 2. Trajectory of (19) and delay identification.
3.3 Application to a simultaneous parameters and delay
identification: Experimental example
In this section, experiments are carried out on a Feedback
process PT37 100. This process consists of heating the air
flowing in a tube to the desired temperature level. The
physical principle which governs the behavior of the this
process is the balance of heat energy. The response of the
sensor to a change in the heater power is moreover affected
by a pure delay, which depends on the velocity of the
process and the distance between the point of change and
the sensor. In an open loop configuration, the behavior
is approximated by a linear system with delayed input.
The process is subject to a step input, and a second order




a2s2 + a1s+ 1
, (23)
The candidate function chosen for the annihilation of the
structured part is the complex and bounded function α =
(1−λe−jωt), with the unknown to be found λ = ejωτ ∈ C,
and tunable frequency ω. More explicitly, denoting e =
e−jωt, a derivation of the differential equation derived from




(2) + y(1) = Kδτ , (24)
(1 − λe) (a2y
(3) + a1y
(2) + y(1)) = 0. (25)
We shall focus on the identification of the coefficients
{λ, a2, a1}, and provided a sufficiently large period 2π/ω,
the delay is deduced from the unique argument τ =
arg(λ)/ω. Due to the terms λai, i = 1, 2, (25) is not linear
w.r.t. the unknown coefficients, but may be written in the
following form:







As in the previous section, successive integrations trans-
form the equality of singular distributions of (25) into one
of continuous functions. Denoting Θ = (a2, a1, 1)
T the
(normalized) vector of parameters, the specific structure
of (26) leads to following generalized eigenvalue problem
for possibly non square pencils:
(A− λ B) Θ = 0, (27)
where, using a Matlab-like notation, the entries of them×3
trajectory-dependent matrices A and B are given by
A(i, :) =
∫ (i+2)
(y(3), · · · , y(1)), i = 1, . . . ,m,
B(i, :) =
∫ (i+2)
(ey(3), · · · , ey(1)) i = 1, . . . ,m. (28)
The implementation of A(i, j) and B(i, j) is performed
according to the integration by parts formulas. Therefore,
the identification problem has been transformed into the
eigenvalue problem (27) in which, at each t, the unknown
delay τ = arg(λ)/ω is derived from one eigenvalue, while
the parameters a1, a2 are obtained from the corresponding
normalized eigenvector. Solving (27) in a noisy context
and in the non-square case (i.e. by considering m >
3 lines for A and B) is generally not an easy task,
since (27) ”has the awkward feature that most matrices
have no eigenvalues at all, whilst for those that do, an
infinitesimal perturbation will in general remove them”
Wright and Trefethen [2002]. A possible approach can be
based on the pseudo-spectra analysis which consists in
introducing the ǫ−pseudospectra of (27) (see e.g Wright
and Trefethen [2002] and the references therein). However,
this approach is not appropriate for on-line perspectives,
and we adopt here a simpler technique, based on the a
priori stationarity assumption of the unknown parameters.
More precisely, the selected parameters correspond to the
eigenpair (λi,Θi) of the square pencil (27) that minimizes
the norm ‖(A+ λiB)Θi‖ of the rectangular pencil (i.e. for
m > 3).
As in the single delay estimation problem of the previous
section, it can be easily shown that matrices A and
B are continuous matrix functions with support within
(τ,∞), which means that the delay and parameters are
not identifiable for t < τ . Moreover, and although the
approach is non asymptotic, this continuity can make
the estimation problem sensitive to noise and neglected
dynamics in the vicinity of τ . Unlike noise-free contexts
or reduced order identification problems such as the delay
estimation in the previous section, it is clear a minimum
amount of trajectories information is required here to
obtain a consistent and relevant eigenvalue problem.
Figure 3 (top) shows the experimental response as well as
the simulated trajectories based on the identified delay and
parameters (bottom). Although the convergence algorithm
is clear, the time history of the identified parameters
reflects a singularity of the eigenvalue problem in the
vicinity of t = 0.8s. The implementation of (28) was
converted to discrete-time, assuming a sampling period
of 50 msec, and resolution of (27) has been made using
the polyeig function of the Matlab software. Taking into








Real and simulated trajectories
 
 

















Fig. 3. Experimental and simulated trajectories (top).
Estimated delay and parameters (bottom)
account the static gain K estimated by other means, the
identified second order model for the process reads:
G1(s) ≈
0.84 e−0.13 s
0.09 s2 + 0.55 s+ 1
. (29)
4. ALGEBRAIC IDENTIFICATION: THE
UNSTRUCTURED CASE
When facing arbitrary inputs, the above annihilation pro-
cedure no longer applies, but algebraic estimation results
can be still obtained by mean of an approach combining
multiplication an cross convolution, as described below.
Provided the system is initially at rest (null initial condi-
tion), state delay may also be identified.
4.1 The cross convolution approach
We first focus on a single delay identification regardless of
any process dynamics. When considered on the whole real
line, a delay between two functions a(t) and b(t) reads as
in (30) and leads to (31) once multiplied by any deviated
known function α(t− τ).
a(t) = b(t− τ), (30)
α(t− τ)a(t) = (αb)(t− τ). (31)
Using (2), a convolution product derived from these two
relations results in equation (33) with no deviated argu-
ment in the original functions a and b.
[α(t− τ)a(t)] ∗ b(t− τ) = a(t) ∗ (αb)(t− τ), (32)
⇒ [α(t− τ)a(t)] ∗ b(t) = a(t) ∗ (αb)(t). (33)
If the adopted function α(t − τ) admits an expansion





for some known functions λ and µ, then an algebraic
relation is obtained allowing a non asymptotic and explicit
delay formulation, as illustrated in the simple following
examples:
α(t) = t ⇒ τ =
ta ∗ b− a ∗ tb
b ∗ a
(35)




Provided the involved convolution products are well de-
fined, this delay formula holds for all nonzero values of
their denominators. More precisely, if the signal b consists
in measurements on (0,∞), then supp a ⊂ (τ,∞) and
hence, by virtue of (3), both numerator and denominator
of (35) and (36) have their support within (τ,∞). There-
fore, the delay is not identifiable for t < τ . However, as
in the finite dimensional case (see, e.g., Fliess and Sira-
Ramirez [2007]), the input signal b being used in this al-
gebraic approach does not necessarily exhibit the classical
”persistency of excitation” requirement. Although a local
loss of identifiability may occur due to the zero crossing of
the denominator, only non trivial trajectories are required.
Once again, when facing derivatives, one of the nice
features of multiplication by polynomial or exponential
functions lies in the ability to use simple integration by
parts formulas to avoid any derivation in the identification
algorithm. The next paragraph illustrates the time lag
identification for the delayed integrator:
4.2 Application to a delay identification
Consider the following linear first order process with
delayed input:
ẏ + y = k u(t− τ), (37)
which correspond to the formulation (30) with a = ẏ + y
and b = ku. In order to avoid multiplications by un-
bounded functions (polynomials), and hence the ampli-
fication of noise and neglected dynamics, a decaying expo-
nential functions is considered and equation (36) reads:
λ =
u ∗ eγt(ẏ + y)
(ẏ + y) ∗ eγtu
(38)
where we have denoted λ = e−γτ for some tunable positive
parameter γ. Note that the static gain value k is not
required nor identified. Denoting e(t) = e−γt and taking







ey ∗ u+ (1 + γ)
∫
(ey ∗ u)




while the delay is obtained from τ = log(λ)/γ. For this
simple example, and since only a constant delay has to
be identified, an additional step considering the integral
of the square of equation (39) (i.e.
∫
(39)2) avoids the
possible singularities resulting from the zero crossing of






























A simulation result with noisy data is depicted in Figure 4,
for an input u(t) = sin(t).(0.2 + sin(0.2t)), γ = 0.2, and a
delay τ = 0.3 s. The simulation step size has been fixed to
0.05 s, and the integrals involved in the convolutions have
been approximated by simple sums.

























Fig. 4. Trajectories and estimated delay of Eq.(37).
4.3 Experimental results (continued)
The above delay estimation procedure is considered in this
section for signals a and b describing heating process of
Section 3.3. The system is governed by:
∑
ai y
(i)(t) = Ku(t− τ), (41)
whose left and right hand sides can be identified with the




(i), b = Kε. (42)
The exponential function α(t) = e−γt, with γ > 0 is
adopted for the multiplication step, leading to a reformu-
lation of equation (33) as:
λ
∑




(i) ∗ (e−γtu)], (43)
where the unknown delay to be identified is contained in
the new unknown term λ = e−γτ . Note that the process
gain K has been removed by this procedure and will not
be estimated. Clearly, equation (43) is non causal and
non linear with respect to the delay and parameters ai.
The use of successive filters hj(s) of relative degree > 2
allow one the one hand, to ensure causal relations from
(43) and on the other hand, to obtain enough equations
for a simultaneous estimation of both parameters and
delay. Recalling Θ = (a2, a1, 1)
T the (normalized) vector
of parameters, this results in the following estimation
problem:




Wij = (s+ γ)
ihj(s)[e
−γty ∗ u](s), (46)
where the realization of each term of the filtering of
equation (43), avoiding any measurement’s derivative, is
based on the familiar property of Laplace transform,
L[eγtf(t)](s) = F (s−γ). In the available data Vij and Wij ,
the notation [a ∗ b](s) emphasizes the measurement based
convolution products subject to the filtering procedure.
It is worth noticing that in case of a structured input u
admitting a simple operational description (for instance a
step u(s)=1/s), the realization of the entries of V and W
reduces to simple filtering of y and e−γty as:
Vij = vij(s)y(s), vij(s) = s
ihj(s)u(s+ γ),
Wij = wij(s)y(s+ γ), wij(s) = (s+ γ)
ihj(s)u(s)
Figure 5 shows the convergence of the estimated param-
eters in case of a step input, where we adopted simple
integrations for the filters (i.e. hj(s) = 1/s
j+2). Taking
into account the static gain K estimated by other means,
we recover closed results compared to the transfer function
(29) estimated in Section 3.3:
G2(s) ≈
0.84 e−0.136 s
0.1 s2 + 0.55 s+ 1
. (47)


















Fig. 5. Estimated delay and parameters of the heat process
4.4 Systems with general delayed input or state and
arbitrary initial conditions
In a general case where measurements start from non zero
rest position, equation (30) must be modified in order
to take into account the initial condition term. Unlike
ordinary differential equations, such an initial term is
infinite dimensional. In the distribution framework, the
exact expression is obtained via a truncation mapping
(one can refer to Yamamoto [1989] for more details). To
illustrate this result, the simple case ẏ = k ε(t− τ), where
ε = yc−y and yc is a given reference trajectory is rewritten:
ẏ = ε(t− τ) + ψ0, (48)
ψ0 = y(0)δ + ε(θ), θ ∈ (−τ, 0), (49)
and we recover here the ”real initial datum” ψ0 consisting
in an element of R × L2(0, h : R) as one can find in
A. Bensoussan and Mitter [1992].
In this context, neither the annihilation procedure nor the
cross convolutions approach can be applied unless some
approximations are done. In the first case, one can consider
a polynomial approximation of the initial condition term
and use the annihilation procedure of Section 3.1 to cancel
such an unknown term. In the second case, and even if
ψ0 consists in a compact support function, the unknown
additional terms involved in the cross convolution are
not compact supported nor vanishing. One can therefore
consider the annihilation of this IC term by means of a
premultiplication of (48) by an ”almost zero” function on
the interval (0, τ) as shown in Belkoura et al. [2007]. The
rest of this section is devoted to an alternative convolution
based approach one can find in Belkoura et al. [2008]. Let
us consider the delayed integrator rewritten as:
ẏ = ku(t− τ) + ψ0. (50)
Let us assume that we are given an upper bound τ̄ of the
unknown delay, and consider T > τ̄ and a smooth function
α such that
suppα ⊂ (τ̄ , T − τ̄) ⊂ (0, T ). (51)
Typically, α may be viewed as an element of the test
functions used in the distribution framework and one has
for an arbitrary integer p, suppα(p) ∗ ψ0 ⊂ (0, T + τ), so
that for t > T + τ , one can write from (50):
∫ T
0
α(p+1) ∗ y = k
∫ T
0
α(p)(• − τ) ∗ u. (52)
In the next step, the shifted candidate function α and its
derivatives are replaced by their Fourier series approxima-











where we have denoted cp,q = (jqω)
pcq, ω = 2π/T , and
the unknown delay dependent coefficient λ = e−jωτ . Using
these approximations in (52) for different p, we end up with
































A simulation result is shown in Figure 6, where the sliding
window size T has been fixed to 5 s , n = 3 and a choice
of α fixed to α = sin6(ωt/2) on the interval (0, T ), with
the a priori assumption T = 5 >> τ . Note that a good
estimation is obtained for t < T , and the small and
local deviations one can observe result from the specific
trajectories for which the eigenvalue problem (55) becomes
nearly singular. It is worth noticing that compared to Pade
based approaches, the ability to identify from bounded sets
(t, t− T ) of measurements make it possible to extend the
parameters estimations to non stationary cases with slowly
time varying coefficients. In Figure 7, these estimations are
shown for the delayed integrator with slowly time varying
gain k(t) = 2(1 + .2 sin(.03t)) and delay τ(t) = 0.3(1 −
0.8 sin(.06t) cos(.01t)).







Candidate function α and tis derivatives
 
 
























Fig. 6. Candidate function α, trajectories and estimated
parameters k, τ of Eq. (48).





























Fig. 7. Trajectories and estimated parameters k(t), τ(t) of
Eq. (48) in case of slowly time varying coefficients.
5. CONCLUSION
We have presented sufficient conditions for the identifiabil-
ity of a general class of systems described by convolution
equations. More specifically, for delay differential systems,
it is shown how the identifiability property can be for-
mulated in terms of approximate controllability or weak
controllability, depending on the available models.
The second part of this paper has presented an algebraic
method for the identification of delay systems based on
both structured inputs and arbitrary input-output trajec-
tories. The ability of identification on bounded sets of mea-
surements also allows us to extend the estimation problem
to slowly time varying parameters and delay. Extensions
to the identification in the multivariable and multidelay
cases, rigorous proofs for non stationary processes, a well
as a deeper study of the eigenvalue problem singularities
are open problems under investigation.
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