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Abstract
& An important issue in language learning is how new words
are integrated in the brain representations that sustain lan-
guage processing. To identify the brain regions involved in
meaning acquisition and word learning, we conducted a func-
tional magnetic resonance imaging study. Young participants
were required to deduce the meaning of a novel word pre-
sented within increasingly constrained sentence contexts that
were read silently during the scanning session. Inconsistent
contexts were also presented in which no meaning could be
assigned to the novel word. Participants showed meaning ac-
quisition in the consistent but not in the inconsistent con-
dition. A distributed brain network was identified comprising
the left anterior inferior frontal gyrus (BA 45), the middle
temporal gyrus (BA 21), the parahippocampal gyrus, and sev-
eral subcortical structures (the thalamus and the striatum).
Drawing on previous neuroimaging evidence, we tentatively
identify the roles of these brain areas in the retrieval, selection,
and encoding of the meaning. &
INTRODUCTION
The acquisition of word meaning involves establishing a
correspondence between concepts and specific sounds
or signs. This mapping is largely arbitrary, that is, the
different patterns of sound correspond to the same con-
cept in different languages. It has been estimated that
between the ages of 2 and 20 years, on average, 6 to
25 words are learned per day and that high school grad-
uates and college students are in the possession of vo-
cabularies between 40,000 to 100,000 words (Landauer,
1986; Nagy & Anderson, 1984). Most of these words are
learned by exposure to appropriate contexts and with-
out explicit instruction (Nagy, Anderson, & Herman,
1987; Sternberg, 1987). How this is achieved and what
brain processes support meaning acquisition from con-
text is largely unknown. As novel words are constantly
created (e.g., slang words, technical words, etc.) and
most people are faced with the challenge of learning
at least one foreign language, an understanding of word
learning at the brain level is of great importance. Be-
havioral research in language learning, summarized by
Bloom (2000), suggests that several cognitive mecha-
nisms are called upon to create word-to-meaning map-
pings, including memory processes, an appreciation of
the categories and individuals that make up the exter-
nal world, syntactic processing, and the ability to under-
stand the beliefs and intentions of the others.
Although word learning in adults and children may
be different in several aspects, it still seems useful to
briefly consider what is known with respect to word ac-
quisition in children: Children grasp the meaning of
new words on the basis of a few incidental exposures,
without any explicit training or feedback (Waxman,
Philippe, & Branning, 1999; Rice & Woodsmall, 1988;
Heibeck & Markman, 1987; Dollaghan, 1985), a process
known as ‘‘fast mapping.’’ Children, as well as adults,
possess a whole object bias, that is, a preference to in-
terpret a novel word as referring to a real-world object
(Bloom, 2000; Gillette, Gleitman, Gleitman, & Lederer,
1999; Markman, 1989; Macnamara, 1972). The first
words can be learned through the observation of the
world and attention to the intentional acts of word
users. This strategy works for concrete nouns and action
verbs. For closed class words (e.g., determiners or con-
junctions) and abstract nouns, for example, this strategy
does not work and has to be supplemented by other
language processes as, for instance, syntactic process-
ing (Gillette et al., 1999). Although several studies have
focused on the influence of syntactic cues in word
learning, little is known about learning from semantic
context. The present project is devoted to this issue by
examining word-to-meaning mappings constructed via
contextual learning.
People do not typically use words in isolation but in
the context of sentences. Thus, although associative word
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learning might occur in special circumstances (e.g., rote
memorizing of the vocabulary of a second language in
school) and has been targeted by neuroscientific inves-
tigations (Breitenstein et al., 2005; Breitenstein & Knecht,
2002), the present study rather tries to study word learn-
ing in a more natural fashion. To simulate natural word
learning, we use a variant of the so-called human simu-
lation paradigm (Gillette et al., 1999). In such studies,
participants are exposed to different sources of informa-
tion (linguistic and extralinguistic), which have to be used
to determine the meaning of a novel word. In a previ-
ous study (Mestres-Misse´, Rodriguez-Fornells, & Mu¨nte,
2007), we have adapted such a paradigm and recorded
event-related brain potentials. A word-learning task (see
Table 1) was created that allowed adult participants to
derive the meaning of new words presented within three
successive sentences. After three exposures, brain po-
tentials to novel words in meaningful contexts were indis-
tinguishable from real words. This acquisition effect was
not observed for novel words, for which sentence con-
texts allowed no meaning derivation. Furthermore, when
the learned novel words were presented in isolation, an
activation of their corresponding meaning was observed,
although this process was slower than for real words.
Although this earlier study demonstrated the feasibility of
the paradigm for neuroscientific investigations, it did not
speak to the functional neuroanatomy of meaning acqui-
sition. Therefore, the present investigation tries to iden-
tify the brain regions that mediate meaning acquisition
of novel words during contextual learning by functional
magnetic resonance imaging (fMRI).
Previous imaging studies suggest that candidate brain
regions likely involved in word learning and meaning
construction might include (i) the left inferior prefrontal
cortex, which has been associated to control of semantic
retrieval (Badre & Wagner, 2002; Wagner, Pare-Blagoev,
Clark, & Poldrack, 2001); (ii) left lateral temporal regions,
in particular, the middle temporal gyrus (BA 21), which
have been related to the storage of long-term concep-
tual knowledge (Martin & Chao, 2001), to lexical-semantic
processes (Indefrey & Levelt, 2004; Baumgaertner, Weiller,
& Buchel, 2002; Ferstl & von Cramon, 2001; Keller,
Carpenter, & Just, 2001; Damasio, Grabowski, Tranel,
Hichwa, & Damasio, 1996), and the activation of visual
forms and word meanings (Hagoort et al., 1999; Pugh
et al., 1996; Howard et al., 1992); and (iii) anterior tem-
poral lobes, which have been associated with amodal
semantic representations (for a review, see Patterson,
Nestor, & Rogers, 2007). The activation of other prefrontal
regions involved in executive control, performance moni-
toring, and working memory aspects of the word learning
task is also expected.
METHODS
Participants
Twelve native Spanish volunteers were financially compen-
sated for their participation in the study (mean age =
24.5 years; range = 19–32; 6 women; all right-handed).
The protocol had been approved by the ethical commit-
tee of the University of Magdeburg and written consent
was obtained from each participant.
Task and Stimulus Materials
Participants silently read groups of three sentences, each
ending in the same novel word, and had to discover the
meaning of this word. In addition to a condition in which
all three sentences were consistently licensing one mean-
ing for the terminal novel word (henceforth, M+ condi-
tion; e.g., 1. ‘‘I have bought the tickets for the tankey.’’/ 2.
‘‘Tonight we agreed to go to the tankey.’’/ 3. ‘‘I buy
popcorn before entering the tankey.’’ Tankey = movie
theater), a second ‘‘M’’ condition was created, in which
the novel word was not associated with a consistent
meaning across the sentence triplet (e.g., 1. ‘‘Mario
always forgets where he leaves the golmet.’’/ 2. ‘‘On the
construction site you must wear a golmet.’’/ 3. ‘‘After a
meal you should brush your golmet.’’ Golmet = ?). In a
third control condition (R), sentences closed with a real
word. Sentences were systematically rotated between the
Table 1. Word-learning Task
M+ Condition
Mario always forgets where he leaves the lankey
It was expensive the repair of the lankey
I punctured again the wheel of the lankey
M Condition
I have bought the tickets for the garty
On the construction-site you must wear a garty
Everyday I buy two loaves of fresh garty
R Condition
She likes people with nice and clean teeth
In a fight Mary had broken two teeth
After a meal you should brush your teeth
Participants are required to discover the meaning of a novel word
at the end of each of three successively presented sentences (each
8 words in length). In the M+ condition, the meaning of the novel
word was readily apparent, whereas in the M condition, no meaning
could be mapped to the novel word, as the three sentences each re-
quired a different terminal word. To control for the repetition effects
across sentences, real words were used at the end of the sentences in
the R condition. Upon the completion of the three sentences (word-
by-word presentation, word duration = 200 msec; SOA = 500 msec),
a prompt was shown requiring the participants to think about the
‘‘hidden’’ word in the M+ and M conditions or to think of a synonym
or a semantic related word in the R condition. Guessing was en-
couraged. (Note: English translation of Spanish materials, keeping the
Spanish word order).
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three critical conditions across participants by creating
different scenarios.
Fifty sentence triplets were presented in each condi-
tion. The scenarios were created such that the mean
frequency of the appropriate terminal words was the
same for each condition (between 50.08 and 50.43 Freq/
million; Sebastian-Galles, Marti, Cuetos, & Carreiras,
2000). Sentences uniformly had a length of eight words.
Novel words respected the phonotactic rules of Spanish
and were created changing one or two letters of an ex-
isting word.
For each target word, three sentences differing in
their contextual constraint were built, with the most
highly constrained sentence always presented last. In
this way, the meaning of the novel word could be de-
rived progressively. The ‘‘cloze probability’’ of each
sentence, that is, the probability that the target word
would be used in a sentence completion task (Taylor,
1953), was determined as follows: In a first pretest, the
first seven words of each sentence were presented
in isolation to 160 first-year psychology students of the
University of Barcelona who were to complete the sen-
tence frame with the first appropriate word that came
to mind. Mean cloze probability for the final pool of
450 sentences (150 groups of three sentences) was: first
sentence (low constraint), 6.45% (SD = 10.41); second
sentence (medium constraint), 29.43% (SD = 18.20); and
third sentence (high constraint), 79.40% (SD = 15.08). In
a second pretest, 15 first-year students were required
to read the three sentences forming each triplet sequen-
tially and to report the word, which fitted best after read-
ing the three sentences. In 92.8% (SD = 9.1) of the
triplets, the meaning intended by the experimenters was
recovered.
For the M condition, sentences from different trip-
lets were mixed, resulting in a different combination
of Sentences 1, 2, and 3. Thus, no meaning could be
assigned to the novel word but the relative position of
a sentence within a triplet was preserved. For the R
condition, the sentences were presented with the ap-
propriate real word in the terminal position. Each list of
150 triplets was divided into 5 runs comprising 10 trip-
lets of each condition as well as 10 additional fixation
trials of 4 sec.
Each run started with a fixation asterisk lasting for
8 sec to allow time for T1 equilibration effects. Each trial
began with a fixation cross of 500 msec duration, then
sentences were presented word by word in the center of
the screen (word duration = 200 msec, stimulus-onset
asynchrony [SOA] = 500 msec). The last (8th) word or
novel word was presented in red and had a duration of
500 msec. After each triplet, a prompt was presented
for 2 sec requiring the participants to think covertly
about the hidden word. Fixation trials and triplets from
the M+, M, and R conditions were presented in a
pseudorandom order. Stimulus presentation was con-
trolled by Presentation 0.60 Software (Neurobehavioral
Systems) and synchronized with MRI data acquisition
with an accuracy of 1 msec. Stimuli were projected onto
a screen and could be viewed by the subject through a
mirror system mounted on to the head coil.
Prior to the scanning session, participants were care-
fully trained outside the scanner using test trials to en-
sure that they fully understood the task. Scanning began
with a 15-min structural scan followed by the 5 func-
tional runs, each of about 10 min duration. A short rest
was given between the runs.
As the fMRI design did not allow testing for the cor-
rect meaning assignment immediately after each trial, a
short behavioral test was carried out after each run. In
this test, the terminal novel words from the previous
sentences (M+ and M conditions) were either paired
with their correct meaning or with an unrelated word. In
the M related condition, novel words were paired with
the meaning on the last sentence of the triplet. The two
words of a pair were presented simultaneously in the
center of the screen. Participants indicated if the novel
word and the second word of a pair were synonymous
or not by pressing one of two buttons (10 trials after
each block; random SOA of 1000–2000 msec). To ensure
that words from the R condition were processed as well,
an additional test (‘‘did you see this word in the pre-
vious block?’’) comprising the presentation of 10 words
from the R condition and 10 novel words in pseudo-
random order was conducted requiring an old/new de-
cision for each stimulus.
MRI Scanning Methods
Imaging was performed with a neuro-optimized GE Med-
ical Systems 1.5-Tesla Signa Neurovascular MR scanner
with standard quadrature head coil. An MR-compatible
response box was used containing two response keys
(middle finger and forefinger of the right hand). Con-
ventional high-resolution structural images (3-D FSPGR
sequence, 60 slices sagittal, 2.8 mm thickness) were fol-
lowed by functional images sensitive to blood oxygena-
tion level-dependent (BOLD) contrast (echo-planar [EPI]
T2*-weighted gradient-echo sequence, TR/TE/flip angle =
2000 msec/40 msec/808). Each functional run consisted of
310 sequential whole-brain volumes comprising 23 axial
slices aligned to the plane intersecting the anterior and
posterior commissures, 3.125 mm in-plane resolution,
5 mm thickness, 1 mm gap between slices, positioned
to cover all the brain. The four first volumes were dis-
carded due to T1 equilibration effects.
Preprocessing
A series of preprocessing steps were implemented using
statistical parametric mapping (SPM99; Friston, Josephs,
Rees, & Turner, 1998; Friston et al., 1995). First, for
each subject, functional volumes were phase-shifted in
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time with reference to the first slice to minimize purely
acquisition-dependent signal variations across slices.
Head-movement artifacts were corrected based on an
affine rigid-body transformation with reference to the
first image of the first run. Functional data were then
averaged and mean functional image was normalized
using the EPI-derived Montreal Neurological Institute
(MNI) template (ICBM 152) provided by SPM. After an
initial 12-parameter affine transformation, an iterative
nonlinear normalization was applied using discrete co-
sine basis functions by which brain warps are expanded
in SPM (Ashburner & Friston, 1999). Resulting normal-
ization parameters derived for the mean image were
applied to the whole functional set. Finally, functional
EPI volumes were resampled into 4-mm3 voxels and
then spatially smoothed with an 8-mm full-width half-
maximum isotropic Gaussian kernel to minimize effects
of intersubject anatomical differences.
Data Analysis
The statistical evaluation was based on a least-square
estimation using the general linear model by modeling
the different conditions with a regressor waveform con-
volved with a canonical hemodynamic response function.
Confounding effects in global mean were removed by
proportional scaling, and signal-correlated motion effects
were eliminated by including the estimated movement
parameters. Contrast images were calculated for each
subject. The individual contrast images were entered into
a second-level analysis using a one-sample t test. Unless
mentioned otherwise, contrasts were threshold at p <
.001 (uncorrected) with a cluster extend of 20 contiguous
voxels, and only clusters at a p < .05 at the cluster
(corrected for multiple comparisons within the region of
interest) were considered significant (Worsley & Friston,
1995). The maxima of suprathreshold regions were local-
ized by rendering them onto normalized T1 structural
images of the MNI reference brain (Cocosco, Kollokian,
Kwan, & Evans, 1997). Maxima and all coordinates are
reported in MNI coordinates, as used by SPM99 and
labeled following the Talairach atlas.
To investigate the possible correlations between indi-
vidual subject behavioral performance and the activation
changes of those areas that have been found to be
modulated by meaning acquisition, the contrast images
(from the contrast M+ > M) were entered into a
random effects correlation analysis in SPM99 that high-
lighted the voxels showing a significant correlation be-
tween the correct meaning extraction (expressed as the
percentage of correct responses on the word-pair task)
and the intensity of task-related BOLD activity. In order
to restrict the correlation analysis to those regions active
only by M+ when compared to M, an explicit mask
( p < .05, uncorrected) created from the contrast M+ >
M was applied to the random effects correlation analy-
sis. For this analysis, activation clusters at a significance
level of p < .05, corrected, for multiple comparisons
within the region of interest were interpreted.
Maps of parameter estimates (b values) were com-
puted from the generalized linear model to assess the
magnitude of activation during each stage of the task.
The mean parameter estimate of each regressor was
then calculated at the activation maximum. Statistical
analyses with planned comparisons (two-sided, paired-
sample t tests) were used to test differences ( p < .05)
between the parameter estimates from the different
conditions.
RESULTS
Behavioral Performance
In the ‘‘word-pair’’ task following each functional run,
words from the M+ condition yielded 69 ± 13% (SD)
correct responses for related and 44 ± 18% correct
rejection for the unrelated pairs (d0 = 0.728). As ex-
pected, the performance in the M conditions did not
differ between related and unrelated pairs (42 ± 18%
related, 46 ± 23%; d0 = 0.270). The percentage of cor-
rect responses was larger in the M+ condition [t(11) =
4.2, p < .001].
Regarding reaction times, significant differences were
found for M+ words between related and unrelated pairs
[t(1, 11) = 3.8, p < .003; related: 1444 ± 188 msec;
unrelated: 1728 ± 285 msec]. No significant differences
between both conditions were encountered in the M
condition (t < 1). Thus, the present results show a
moderate degree of meaning acquisition for the novel
words in the M+.
In the ‘‘old/new judgment’’ task, the percentage of
hits was 78.8% (SD = 10.6) and the percentage of false
alarms was 9.3% (SD = 8.2, d0 = 2.12).
fMRI Results
Figure 1A and Table 2 show the comparisons between
each condition and rest. The contrast between M+ and
rest led to differences in activation in the left inferior
frontal gyrus (IFG, BA 45), left middle temporal gyrus
(MTG, BA 21), left putamen, right posterior parahippo-
campal gyrus (BA 19), and left posterior parahippocam-
pal gyrus (BA 19) among other regions. M versus rest
showed activations in the left IFG (BA 45), left MTG
(BA 21), right posterior parahippocampal gyrus (BA 31),
left posterior parahippocampal gyrus (BA 19), and left
putamen among other regions. For the R condition, ac-
tivity in the left MTG (BA 21), left IFG (BA 45), and left
precentral gyrus (BA 4) was seen.
The comparison between M+ versus M (see Fig-
ure 1B and Table 3) showed increased activation for
M+ in the left anterior parahippocampal gyrus (BA 35),
left precuneus (BA 31), and left thalamus (dorsome-
dial nucleus). The reverse comparison, M minus M+,
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showed increased activation in the right insula (BA 13)
and right anterior cingulate gyrus (ACC/SMA) (BA 32/6)
(see Figure 1B and Table 3).
For the comparison between M+ and R (see Fig-
ure 2A), significant differences in activation were ob-
served in the left IFG (BA 45), the right caudate head,
bilateral caudate body, bilateral IFG (BA 47), left thala-
mus (dorsomedial nucleus), and left precentral gyrus
(BA 6) (see Figure 2A and Table 4). The reverse com-
parison showed activation in the right posterior cingu-
late gyrus (BA 31), right inferior parietal lobe (BA 40),
and left middle frontal gyrus (BA 10) due to the deac-
tivation of these regions in the M+ condition (see Fig-
ure 2C and Table 4). When comparing M to R, the left
IFG (BA 45), right superior frontal gyrus/ACC (BA 8/32),
right posterior parahippocampal gyrus (BA 30), bilateral
caudate body, right IFG (BA 47), left MTG (BA 21), left
posterior parahippocampal gyrus (BA 19), and right pre-
central gyrus (BA 4) were found activated (see Figure 2A
and Table 4). The reverse contrast showed activations in
the right precuneus (BA 31), left middle frontal gyrus
(BA 10), right superior frontal gyrus/inferior parietal lobe
Figure 1. (A) Axial and sagittal views in standard stereotactic space of the group-average comparisons between word type and rest. Notice
the differential recruitment of the inferior frontal gyrus (IFG) and the middle temporal gyrus (MTG), as well as hippocampal regions and other
subcortical regions, in each condition. All the views presented were superimposed on the mean anatomical image formed averaging for all
12 participants T1 structural MRI scans mapped into normalized MNI space. Values in the color scale refer to the t values of the corresponding
contrast. Group-average beta values for M+, M, and R conditions in the left IFG (BA 45, coordinates of the activation maximum: 56, 24,
12), left MTG (BA 21, coordinates 60, 36, 8), left posterior parahippocampal gyrus (BA 19, coordinates 28, 52, 0), right posterior
parahippocampal gyrus (BA 30, coordinates 28, 48, 4), and left putamen (coordinates 24, 12, 8). Error bars indicate standard error of
the mean. (B) Coronal view in standard stereotactic space of the group-average comparisons between M+ and M (depicted in red colors)
and M versus M+ (depicted in blue colors). Notice the larger activation of the left anterior parahippocampal gyrus and the left thalamus
(dorsomedial nucleus) in M+, and larger activation in the ACC in M. View presented was superimposed on the mean anatomical image
formed averaging for all 12 participants T1 structural MRI scans mapped into normalized MNI space. Values in the color scale refer to the
t values of the corresponding contrast. Group-average beta values for M+, M, and R conditions in the left anterior parahippocampal gyrus
(BA 35, coordinates 20, 24, 16) and the right anterior cingulate gyrus/pre-SMA (BA 32/6, coordinates 12, 8, 40). Error bars indicate
standard error of the mean.
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(BA 39), and right inferior parietal lobe (BA 40) (see
Figure 2C and Table 4).
Parameter Estimates Analysis
The parameter estimates (beta values) analysis showed
that the level of activity for M+ did not differ signifi-
cantly from M for the left IFG, left MTG, left putamen,
right posterior parahippocampal gyrus (see Figure 1A),
and bilateral caudate (see Figure 2B). The lowest BOLD
activity was observed in all of these regions for the
R condition. By contrast, the right posterior cingulate
gyrus showed a reduction of activity of M+ and M
relative to R (see Figure 2C).
Of particular interest in the present study are those
regions that differentiate M+ and M. Only four regions
showed such a pattern: in the left thalamus (dorsome-
dial nucleus), the M+ condition showed greater activity
than both, M [t(11) = 5.4, p < .001] and R condition
[t(11) = 4.3, p < .001]. The M condition showed also
larger activity than the R condition [t(11) = 2.3, p < .03].
Moreover, a significant positive correlation was found
Table 2. Brain Regions Showing Changes in Activity for Each Condition, Comparing Type of Word and Rest
Stereotactic Coordinates
Brain Region BA x y z Z Score p Corrected
M+ > Rest
L IFG 45 56 24 12 5.38 .001
L MTG 21 60 36 12 4.73 .001
R Postcentral gyrus 2 52 28 56 4.54 .001
L Fusiform gyrus 19 44 72 20 4.11 .001
L Putamen 24 12 8 3.94 .007
R Cerebellum 4 56 44 3.90 .009
L Lingual gyrus 19 32 64 0 3.85 .007
R Posterior parahippocampal gyrus 19 28 48 0 3.82 .001
L SFG 6 8 8 68 3.81 .006
L Posterior parahippocampal gyrus 19 24 56 4 3.51 .007
M > Rest
L IFG 45 56 20 20 4.97 .001
L Fusiform gyrus 19 36 76 20 4.79 .001
L MTG 21 56 36 4 4.75 .001
L Putamen 24 12 8 4.61 .001
L Posterior parahippocampal gyrus 19 28 52 0 4.51 .001
R Precentral gyrus 4 36 28 68 4.29 .001
R Insula 44 16 16 4.07 .001
R Posterior parahippocampal gyrus 30 28 48 4 4.00 .001
L Cerebellum 44 56 24 3.81 .010
R > Rest
L MTG 21 56 32 12 4.57 .001
L Precentral gyrus 4 52 8 44 4.07 .001
L IFG 45 56 20 16 3.91 .003
MNI coordinates and Z scores for the peak location in a particular identified anatomical cluster ( p < .001, uncorrected; 20 voxels spatial extent) for
the statistically significant differences of the corresponding activated regions. Note that only the clusters that were significant on a cluster level of
p < .05 (corrected for multiple comparisons) are listed. BA = approximate Brodmann’s area; R = right hemisphere; L = left hemisphere; IFG =
inferior frontal gyrus; SFG = superior frontal gyrus; MTG = middle temporal gyrus.
2158 Journal of Cognitive Neuroscience Volume 20, Number 12
between the percentage of correct responses in the
word-pair task for M+ (which was taken as an index
of meaning acquisition) and the intensity of BOLD re-
sponse in the thalamus (coordinates of the peak of the
cluster, 8 28 8; Pearson r = .799; p < .002, two-
tailed) (see Figure 2D). In the left anterior parahippo-
campal gyrus, a higher level of activation was found for
M+ when compared to M [t(11) = 5.97, p < .001] (see
Figure 1B), whereas the reverse pattern was found in the
left posterior parahippocampal gyrus {M responses
greater than both M+ [t(11) = 2.1, p < .05] and R
[t(11) = 5.4, p < .001]; no differences between M+ and
R} (see Figure 1A). The right anterior cingulate gyrus
again showed a higher level of activation for M than
M+ [t(11) = 3.6, p < .004] (see Figure 1B).
In sum, parameter estimates analysis yielded the fol-
lowing pattern: (i) greater activation was observed in the
left thalamus and in the left anterior parahippocampal
gyrus for M+ compared to M, (ii) M trials showed
greater activation than M+ in the left posterior para-
hippocampal gyrus and right anterior cingulate gyrus.
In addition, (iii) a positive correlation across partici-
pants between brain activity in the left thalamus and
the efficiency of meaning acquisition for novel words
was observed.
DISCUSSION
Using fMRI, the mapping of novel words to meaning de-
rived from sentential context was studied in young adults.
The performance in the word-pair task conducted after
each functional run indicated that participants were able
to acquire the meaning for those novel words that had
been read in a set of coherent sentences (M+ condition)
(Chaffin, Morris, & Seely, 2001). Although performance
on that task was far from perfect, it has to be kept in mind
that participants were exposed to multiple novel words
over a short period of time and further practice would
have likely yielded a stronger word-meaning link (Gaskell
& Dumay, 2003).
The fMRI results suggest that word learning is sup-
ported by a multi-element brain network including the
left IFG (BA 45), the MTG (BA 21), the parahippocampal
gyrus, and several subcortical structures. We will con-
sider the possible role of each of these structures in
word learning in the following sections.
New Word/Real Word Sentences Processing
All conditions in the present study showed activation in
the medial-temporal cortex, specifically, the MTG (BA 21)
and the IFG (BA 45), when compared against fixation
control. However, as attested by the parameter estimates,
activation was clearly greater for the two novel word con-
ditions, which in turn did not differ.
Several neuroimaging studies suggest that greater
middle temporal activation is related to increased se-
mantic integration demands (Baumgaertner et al., 2002;
Ni et al., 2000; Price, 2000; Damasio et al., 1996; Just,
Carpenter, Keller, Eddy, & Thulborn, 1996; Martin,
Wiggs, Ungerleider, & Haxby, 1996; Price, Wise, &
Frackowiak, 1996; Vandenberghe, Price, Wise, Josephs,
& Frackowiak, 1996). The middle temporal region is com-
monly active in semantic tasks independent of input
modality, supporting its role in supramodal semantic pro-
cessing (Price, 2000; Vandenberghe et al., 1996). Applying
a semantic integration account to the current data, the
fact that no differential effect was found for M+ and M
conditions might be taken to reflect attempts to integrate
candidate concepts that might be represented by the
novel word into the sentence context. If this account
Table 3. Brain Regions Showing Changes in Activity for New-word Conditions, Comparing Meaning and Nonmeaning Conditions
Stereotactic Coordinates
Brain Region BA x y z Z Score p Corrected
M+ > M
L Precuneus 31 4 68 20 3.87 .015
L Anterior parahippocampal gyrus 35 20 24 16 4.14 .049*
L Thalamus (dorsomedial) 4 16 4 3.80 .0001*
M > M+
R Insula 13 36 8 28 4.42 .0001
R ACC/pre-SMA 32/6 12 8 40 3.01 .013*
MNI coordinates and Z score for the peak location in a particular identified anatomical cluster ( p < .001, uncorrected; 20 voxels spatial extent) for
the statistically significant differences of the corresponding activated regions. Note that only the clusters that were significant on a cluster level of
p < .05 (corrected for multiple comparisons) are listed. BA = approximate Brodmann’s area; R = right hemisphere; L = left hemisphere; ACC/
pre-SMA = anterior cingulate gyrus/presupplementary motor area.
*p < .01; 20 voxels.
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was true, we would predict that, in a longer-term learn-
ing study with repeated presentations of M+ words, the
activity in this condition should become more similar to
the R condition.
Left inferior frontal regions have been implicated in
executive aspects during language tasks (Baumgaertner
et al., 2002; Wagner et al., 2001; Dapretto & Bookheimer,
1999; Gabrieli, Poldrack, & Desmond, 1998; Thompson-
Schill, D’Esposito, Aguirre, & Farah, 1997; Just et al.,
1996). Thus, with an increase in the difficulty of contex-
tual integration, a modulation of the activity in the IFG
is predicted. In fact, the anterior region of the left IFG
(BA 45) was found more active in both novel word
conditions. The IFG is neither morphologically (Amunts
et al., 1999) nor functionally homogeneous. The posterior
and dorsal part of the left IFG (BA 44) has been impli-
Figure 2. (A) Axial, sagittal, and coronal views in standard stereotactic space of the group-average comparison between new-word conditions
versus word. Notice the differential recruitment of subcortical structures in both hemispheres. Sagittal view of the reversed comparison word
minus new-word nonmeaning condition. All the views presented were superimposed on the mean anatomical image formed averaging for all
12 participants T1 structural MRI scans mapped into normalized MNI space. Values in the color scale refer to the t values of the corresponding
contrast. (B) Group-average beta values for M+, M, and R conditions in the left caudate nucleus (coordinates of the activation maximum:
12, 8, 16) and right caudate nucleus (coordinates 8, 20, 0). (C) Group-average beta values for M+, M, and R conditions in the right
posterior cingulate gyrus (BA 31, coordinates 8, 36, 36). Error bars indicate standard error of the mean. (D) Left: Group-average beta values
for M+, M and R conditions in the left thalamus. Error bars indicate standard error of the mean. Middle: Scatterplot of the beta values against
the efficiency of meaning acquisition (corrected recognition rate for M+) at the left thalamus (coordinates 8, 28, 8). Right: Tridimensional
view of the thalamus based on MARSBAR toolbox (http://marsbar.sourceforge.net/) included templates. Activity maps were constructed by reslicing
the original t value map (M+ vs. M) to (1  1  1 mm) and surface-projected to the thalamus-derived template. Radiological convention.
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cated in interference resolution (Gold et al., 2006;
Thompson-Schill et al., 1997), phonological control (Gold
& Buckner, 2002; Fiez, 1997; Fiez, Raichle, Balota, Tallal, &
Petersen, 1996), and syntactic processing (Friederici,
Ruschemeyer, Hahne, & Fiebach, 2003; Friederici, Opitz,
& von Cramon, 2000; Dapretto & Bookheimer, 1999),
whereas its anterior and ventral regions (BA 47/45) have
been associated with semantic control (Gold et al., 2006;
Bokde, Tagamets, Friedman, & Horwitz, 2001; Wagner
et al., 2001; Poldrack et al., 1999; Fiez, 1997).
Table 4. Brain Regions Showing Changes in Activity for Each Condition Comparing New Word and Real Word
Stereotactic Coordinates
Brain Region BA x y z Z Score p Corrected
M+ > R
L IFG 45 56 20 12 4.75 .001*
R Caudate head 8 20 0 4.32 .001*
L Caudate body 12 8 12 4.21 .001*
R IFG 47 32 24 4 4.78 .001
L IFG 47 36 24 8 4.70 .001
R Caudate body 8 8 12 3.84 .001
L Thalamus (dorsomedial) 8 20 12 3.72 .001
L Precentral gyrus 6 52 4 52 3.55 .001
M > R
L IFG 45 60 24 12 5.06 .001
R SFG/anterior cingulate 8 4 28 44 4.76 .001
R Posterior parahippocampal gyrus 30 28 48 4 4.73 .004
R IFG 47 32 20 4 4.21 .002
L MTG 21 56 32 4 4.12 .001
R Caudate body 8 12 12 4.08 .001
L Posterior parahippocampal gyrus 19 20 56 4 3.98 .001
R Precentral gyrus 4 36 20 56 3.81 .001
L Caudate body 12 8 16 3.66 .001
R > M+
R Cingulate gyrus 31 8 36 36 4.81 .001
R PLi 40 56 36 28 4.46 .001
L MFG 10 8 48 12 4.31 .001
R > M
R Precuneus 31 12 60 28 5.19 .001
L MFG 10 4 56 4 4.63 .001
R STG/PLi 39 52 56 24 4.27 .020
R PLi 40 60 36 36 4.11 .009
MNI coordinates and Z score for the peak location in a particular identified anatomical cluster ( p < .001 uncorrected; 20 voxels spatial extent) for
the statistically significant differences of the corresponding activated regions. Note that only the clusters that were significant on a cluster level of
p < .05 (corrected for multiple comparisons) are listed. BA = approximate Brodmann’s area; L = left hemisphere; R = right hemisphere; IFG =
inferior frontal gyrus; SFG = superior frontal gyrus; MTG = middle temporal gyrus; STG = superior temporal gyrus; PLi = inferior parietal lobule.
*p < .0001; 20 voxels.
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The results from the present experiment are consis-
tent with previous neuroimaging studies, as the ante-
rior left IFG (pars triangularis, BA 45 and pars orbitalis,
BA 47) showed increased activation for those condi-
tions, requiring more elaborate semantic processing
(Warburton et al., 1996; Demb et al., 1995; Kapur et al.,
1994; Petersen, Fox, Posner, Mintun, & Raichle, 1988).
Although involvement of the IFG in semantic process-
ing was initially unexpected as damage to this region of
the brain is not associated with semantic deficits, neuro-
imaging studies suggest that it is involved in the control
of semantic information retrieval (Fiez, 1997; Buckner,
Raichle, & Petersen, 1995; Kapur et al., 1994). Another
proposal states that the IFG is required for semantic
tasks that require selection from competing semantic
features (Thompson-Schill et al., 1997).
The current findings are certainly consistent with
these proposals, as in the novel word conditions, a set
of initial candidate words that fit the low cloze proba-
bility first sentence has to be narrowed down during the
second and third sentences. This necessitates controlled
retrieval of semantic knowledge and selection of the
best fitting candidate concept. With regard to the spe-
cific role of the anterior IFG, controlled retrieval ver-
sus selection from competing alternatives, one might
lean toward the former interpretation, as one should
have encountered greater left IFG activation in the M
condition under the competing alternatives account,
because more alternatives compete for selection in this
condition.
Bilateral caudate nuclei, as well as the left putamen,
showed stronger activation for the novel word condi-
tions (with no differences between M+ and M) than
for real word conditions. These structures will be dis-
cussed in the next section as they are part of a loop that
is, as we will argue, important for meaning acquisition.
Finally, activity decreases occurred in the posterior
cingulate and temporo-parietal regions for the M+ and
M conditions relative to the R condition. Such dif-
ferential deactivation has been found previously in lan-
guage tasks (e.g., Kuperberg et al., 2003). Raichle et al.
(2001) have hypothesized that these medial parietal re-
gions are responsible for the continuous gathering of
incoming sensory information at rest. Consequently,
the differential deactivation of this region, in association
with various tasks (including language tasks), should
reflect differential attention demands incurred by such
tasks. Thus, the higher the attentional demands of a
given task, the greater the degree of deactivation in pa-
rietal regions. This should also imply that less process-
ing resources are available for other tasks.
Effects of Meaning Acquisition
A number of subcortical structures showed differential
activation depending on the experimental condition,
and thus, appear to be involved in word learning. The
left thalamus (dorsomedial nucleus) showed greater
activation in the M+ condition compared to the M
and R conditions; in addition, this region also showed
a positive correlation with the efficiency of meaning
acquisition. Bilateral caudate nuclei showed enhanced
activity in both novel word conditions compared to the
real word control sentences. Similarly, the activation of
the left putamen was greater in both novel word con-
ditions compared to the R condition.
The basal ganglia and the thalamus have been shown
to play a role in language and cognitive processing.
However, despite recent advances in our knowledge
about their internal organization and input–output con-
nections (Middleton & Strick, 2000), the exact compu-
tations supported by these structures are not known.
Recent fMRI studies have implicated the left thalamus
in object recall and lexical retrieval (Crosson et al., 1999,
2003; Kraut et al., 2002). In an experiment by Kraut et al.
(2002), participants were required to decide whether
two presented object features were related to a specific
object (e.g., ‘‘desert’’ and ‘‘humps’’ should activate the
concept ‘‘camel’’). There was thalamic activation when
the features elicited object recall in semantic memory,
but no activation when the features were merely se-
mantically associated. Further evidence for a role of the
left thalamus in language processing comes from pa-
tients with isolated anterior thalamic infarcts who have
consistently been shown to have word-finding difficul-
ties (Segal, Williams, Kraut, & Hart, 2003; Ghika-Schmid
& Bogousslavsky, 2000).
With regard to the role of the basal ganglia in language
processing, activation of the caudate nucleus or the pu-
tamen in language tasks has been inconsistent. Similarly,
human lesion data do not provide support for a direct
role of either the caudate or the putamen in language
(Nadeau & Crosson, 1997). More recently, Hillis et al.
(2004) could demonstrate, in a series of 24 patients with
left caudate lesions and aphasia, that the variation of
speech and language deficits could be accounted for by
variation in the region of cortical hypoperfusion, which
was demonstrated by MR perfusion imaging. Aphasia
in left striatocapsular strokes thus appears to be due
to cortical hypoperfusion caused by large-vessel stenosis
that independently caused the left striatocapsular stroke.
We will therefore discuss the basal ganglia activations
observed in the present study with regard to their possi-
ble involvement in the learning aspect of the current task
rather than with regard to language processing proper.
These structures have been shown to be part of seve-
ral parallel loops involving distinct regions of the pre-
frontal and, to a lesser extent, temporal and parietal
cortex (Middleton & Strick, 2000). Via its participation
in these functional loops, the striatum has been related
to a number of cognitive and executive processes in ad-
dition to the modulation of movements, such as learn-
ing, reinforcement, and response selection (Desmond,
Gabrieli, & Glover, 1998). In particular, it seems to play
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an important role in learning arbitrary associations
(Laubach, 2005). In a recent study, Crosson et al. (2003)
found activation of the left pre-SMA–left dorsal caudate–
left ventral anterior thalamic loop in tasks involving
retrieval of preexisting lexical items, whether based on
semantic or phonological processes.
Several regions of this loop have also been found in
the present study. The left thalamus showed greatest
activation in the M+ condition (see Figure 2D), whereas
the ACC showed greatest activation in the M condition
(see Figure 1B). The bilateral caudate did not show
differences in activation between M+ and M, but dif-
ferences when comparing both novel word conditions
to real word control sentences (see Figure 2B). These
structures appear to facilitate retrieval of lexical items
from preexisting stores during language generation
and might induce and maintain a processing bias long
enough to impact controlled cognitive processes, includ-
ing working memory (Crosson et al., 2003). We propose
that this pattern is consistent with a role of this loop in
meaning extraction in the congruent context. Because
the thalamus receives inhibition from the globus pal-
lidus, this loop could maintain a bias toward the retrieval
of one lexical item versus competing alternatives. Once
the most appropriate lexical alternative is selected,
inhibition of the thalamus by the globus pallidus might
be released via excitation of the caudate nucleus (which
increases inhibition of the globus pallidus) and would
then lead to thalamic excitation of the frontal cortex
(Crosson, Zawacki, Brinson, Lu, & Sadek, 1997). Con-
sistent with this hypothesis, the ACC shows greater ac-
tivation in the condition in which meaning could not be
extracted (see Figure 1B). The role of the left thalamus
in meaning acquisition is further substantiated by a pos-
itive correlation between its activity and the efficiency of
meaning acquisition (see Figure 2D). To summarize, in
the condition in which meaning can be extracted, the
bias maintained by the loop discussed above may be
overridden, allowing further processing of the selected
item by frontal structures.
Moreover, differences in activation between M+ and
M were found in the medial-temporal lobe. The bilat-
eral posterior parahippocampal gyrus showed enhanced
activation of the two novel word conditions compared
to the R condition. Prior studies have demonstrated that
medial-temporal lobe structures play a central role in
associative learning, in episodic memory, and in the ac-
quisition of new lexical information. For example, H. M.,
a patient characterized with anterograde amnesia fol-
lowing bilateral medial temporal lobe excision, was im-
paired in the acquisition of new lexical information
(Gabrieli, Cohen, & Corkin, 1988), but not in lexical
and grammatical processing tasks (Kensinger, Ullman, &
Corkin, 2001). Importantly, H. M. was not able to learn
new words (‘‘xerox’’) that he had not acquired pre-
morbidly (Gabrieli et al., 1988). Consequently, he also
did not show stem completion priming for words that
entered the language after the time of his surgery, al-
though normal priming was observed for words that
were learned preoperatively (Postle & Corkin, 1998).
This dissociation suggests a role of the medial-temporal
lobe in the acquisition of new lexical knowledge (see
Ullman, 2001).
Important for the present results, several imaging
studies have reported activation of hippocampal and
surrounding parahippocampal regions in tasks that re-
quired linking the meaning of a target word with context
information which provides knowledge about the world
(Hoenig & Scheef, 2005; Bartha et al., 2003; Henke,
Weber, Kneifel, Wieser, & Buck, 1999). Also, a number
of recent studies have revealed a role for the parahip-
pocampal gyrus (in particular, on the left) during the
comprehension and production of meaningful speech
(Awad, Warren, Scott, Turkheimer, & Wise, 2007) and
during listening to and reading of meaningful text
(Lindenberg & Scheef, 2007). Earlier, using depth re-
cordings in epileptic patients undergoing presurgical
evaluation, McCarthy, Nobre, Bentin, and Spencer
(1995) demonstrated brain potentials that varied as a
function of the semantic congruency of the eliciting
word to the previous sentence context. This spatial dis-
tribution of these negative-field potential suggested that
it was generated by the neocortex near the collateral
sulcus, including the anterior fusiform and parahippo-
campal gyri.
In the present study, the posterior parahippocampal
gyrus, mostly left, showed greater activation in M items
than M+ (see Figure 1A). We suggest that the differ-
ences observed might reflect semantic associative pro-
cessing rather than encoding of a retrieved meaning,
which should be most pronounced in M. Because of
multiple competing candidates in the M condition, the
additional activation in this condition can be explained.
Interestingly, the left anterior parahippocampal gyrus
displayed greater activation for M+ items than for M
or R ones (see Figure 1B). This dissociation between
posterior and anterior portions of the parahippocampal
cortex is consistent with the proposal that anterior
regions within the medial-temporal lobe are predomi-
nantly involved in encoding, whereas the posterior re-
gions subserve retrieval (Lepage, Habib, & Tulving, 1998).
This account has received support from several fMRI
studies (Prince, Daselaar, & Cabeza, 2005; Pihlajamaki
et al., 2003; Saykin et al., 1999), and the present set of
data would certainly be consistent with this proposal as
well (anterior: M+ > M ! encoding; posterior M >
M+ ! retrieval).
Conclusions
The present study showed a number of brain areas, in-
cluding subcortical structures, involved in the meaning
assignment to novel words. By studying conditions that
did or did not allow meaning assignment, we could
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tentatively identify the role of these brain areas in the
retrieval, selection, and encoding of the meaning. Obvi-
ously, the present study provides only a first glimpse at
the neural machinery of word learning. Further manip-
ulations, including, for example, (a) an increased num-
ber of exposures to a novel word, (b) a more natural,
incidental learning environment with auditory presenta-
tion, or (c) the learning of novel words denoting novel
concepts, are needed to come to a deeper understand-
ing of the identified network.
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