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Abstract
Background: Modeling of biological pathways is a key issue in systems biology. When constructing a model, it is
tempting to incorporate all known interactions of pathway species, which results in models with a large number of
unknown parameters. Fortunately, unknown parameters need not necessarily be measured directly, but some
parameter values can be estimated indirectly by fitting the model to experimental data. However, parameter fitting,
or, more precisely, maximum likelihood parameter estimation, only provides valid results, if the complexity of the
model is in balance with the amount and quality of the experimental data. If this is the case the model is said to
be identifiable for the given data. If a model turns out to be unidentifiable, two steps can be taken. Either
additional experiments need to be conducted, or the model has to be simplified.
Results: We propose a systematic procedure for model simplification, which consists of the following steps:
estimate the parameters of the model, create an identifiability ranking for the estimated parameters, and simplify
the model based on the identifiability analysis results. These steps need to be applied iteratively until the resulting
model is identifiable, or equivalently, until parameter variances are small. We choose parameter variances as
stopping criterion, since they are concise and easy to interpret. For both, the parameter estimation and the
calculation of parameter variances, multi-start parameter estimations are run on a parallel cluster. In contrast to
related work in systems biology, we do not suggest simplifying a model by fixing some of its parameters, but
change the structure of the model.
Conclusions: We apply the proposed approach to a model of early signaling events in the JAK-STAT pathway. The
resulting model is not only identifiable with small parameter variances, but also shows the best trade-off between
goodness of fit and model complexity.
Background
Mathematical models and simulations are central to sys-
tems biology. Any mathematical model is only as reli-
able as the numerical values assigned to its biological
parameters, however. Since biological parameters, such
as kinetic constants, can often not be measured directly,
they must be determined indirectly with parameter esti-
mation (PE) methods. Naturally, results obtained with
PE are the more precise, the greater the information
content of the experimental data.
It is well-known that there may exist parameters in a
model that cannot be estimated by PE at all, i.e. not
with a finite error (see e.g. [1-5]). We can asses whether
the unknown model parameters of a model may be
determined by PE by testing the identifiability of the
model. A number of useful definitions of identifiability
exist (see [6] for a review). Two concepts are important
in the context of the present paper: structural identifia-
bility and at-a-point identifiability. Unfortunately, meth-
ods for structural identifiability testing ([5,7-16]) are not
widely used for large nonlinear models due to either the
computational complexity or the lack of mature compu-
ter implementations [17].
Methods for at-a-point identifiability testing [1,3,4,18-22],
in contrast, are easier to implement and more widely
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treated in the present paper are analyzed with methods for
at-a-point identifiability. In the remainder of this article the
term identifiability therefore refers to at-a-point identifia-
bility (see Methods section for a definition). We use the
eigenvalue method for identifiability testing, because it
proved to be computationally efficient and precise in a
recent comparison to other methods [2].
If a mathematical model turns out not to be identifi-
able for the accessible experimental data, we may
attempt to replace it by a simplified one. Many methods
for model reduction of nonlinear models exist. These
include but are not limited to techniques based on
detecting and decomposing different time-scales [23-25],
sensitivity analysis [21,26,27] and balanced truncation
[28-30]. In this contribution our aim is to find an identi-
fiable model. Therefore we propose an identifiability
based approach for model reduction. Our iterative
approach is not fully automated, but depends on a bio-
logically skilled modeler. Even though the modeler is
guided by the proposed approach, he remains in control
of the simplification throughout the entire procedure.
The work flow proceeds by the following steps: 1) para-
meter estimation, 2) ranking estimated parameters
according to their identifiability, 3) calculating para-
meter variances, and 4) simplifying those parts of the
model that contain the least identifiable parameters.
These steps are iterated until an identifiable model
results. In the presented case study typical simplifica-
tions in step 4) amount to lumping and neglecting reac-
tions that do not affect any model output. We stress
that we do not enforce identifiability by merely fixing
unidentifiable parameters to values that result in good
fits. While parameter fixing helps investigating which
parameters could be estimated within the set of
unknown parameters [3,31-34], the resulting parameter
values must be considered with great care. After all, the
values of the fixed unidentifiable parameters remain to
be unknowns in these models. In fact, the unidentifiabil-
ity of these parameters implies infinite error bars have
to be assigned to them. Parameter estimation with ran-
dom number based optimization algorithms can be par-
ticularly misleading in this context. These algorithms
often suggest there exists an optimization result, even if
the PE did not converge to a solution that fulfills optim-
ality criteria. The convergence properties of gradient
based optimization methods are, in contrast, closely
linked to identifiability. Briefly speaking, convergence of
gradient based methods is usually tested by checking
first order optimality conditions, which are a necessary
condition for local optimality of the least squares para-
meter estimation to Gaussian approximation and, in
turn, a necessary condition for local identifiability of the
model (see [2,35] and Methods).
The proposed model simplification work flow is
applied to a model of Janus kinase (JAK) and signal
transducer and activator of transcription (STAT) signal-
ing, which is based on the model by Yamada et al. [36].
The JAK-STAT pathway is of biological importance
because it is involved in several key cellular processes
such as inflammation, cellular proliferation, differentia-
tion and apoptosis.
We do not use the full JAK-STAT model proposed by
Yamada et al. [36], since even when all species can be
measured noise-free and at high frequency, the full
model is by far too detailed [2]. This problem would be
even more pronounced if realistic experimental condi-
tions were assumed. Instead of the original JAK-STAT
m o d e lw eu s eat r u n c a t e dm o d e lt h a tf o c u s e so nt h e
early signaling phase (first 15 minutes) of the JAK-
STAT signaling pathway before transcriptional feedback
occurs.
We apply the proposed iterative work flow to the
JAK-STAT model until eventually an identifiable model
results. After each iteration step the unknown para-
meters of the resulting new model are determined by
maximum likelihood estimation using simulated data.
Consequently, the work flow is applicable in silico,i . e .
the proposed identifiability analysis may be carried out
based on experimental data, but it may also be applied
prior to any laboratory measurements. If no experimen-
tal data are available, it is important to still incorporate
realistic assumptions on which biological quantities
could in principle be measured, as well as on which
measurement error must be expected. These assump-
tions on the availability and precision of data are crucial,
since they heavily influence identifiability properties.
The proposed work flow extends our earlier work [2],
where we assumed that all state variables of the model
can be measured to arbitrary precision. For the purpose
of the present paper it is important to incorporate stric-
ter assumptions on measurability, sampling rates, and
error bars. Moreover, the identifiability criterion used in
[2] arguably is difficult to interpret. Here we use a var-
iance based criterion that is both concise and easy to
interpret. Finally, the work flow proposed here improves
upon the identifiability method used in [2] in that it is
iterative and uses multi-start parameter estimation to
mitigate the problem of convergence to local minima in
non convex least squares optimization.
Methods
The first part of this section focuses on the description
of the JAK-STAT model. After introducing the general
system class, the particular JAK-STAT model used
throughout the paper is discussed. The second part of
the section introduces the proposed model simplifica-
tion workflow and its building blocks.
Quaiser et al. BMC Systems Biology 2011, 5:30
http://www.biomedcentral.com/1752-0509/5/30
Page 2 of 13Modeling
System class
We consider mathematical models M of the form
 xt fxt put x x
yt hxt put
( ) ( ( ), , ( )), ( )
( ) ( ( ), , ( )),
==
=
0 0 (1)
where x
nx ∈ , p
np ∈ , u
nu ∈ and y
ny ∈
denote state variables, parameters, inputs and outputs,
respectively. The functions f and h are assumed to be
smooth. One component pi of the parameter vector p
corresponds to one biological parameter such as a
kinetic constant. In our example the initial conditions
are known. Note that this might not always be the case.
The proposed approach can easily be extended to sys-
tems with estimated initial conditions (see Additional
file 1 supplementary text 1).
We stress that it is important to distinguish state vari-
ables x from output variables y. In a simulation, all state
variables x can be determined to practically arbitrary
precision and recorded at arbitrary sampling rates. In a
laboratory experiment, in contrast, many state variables
can usually not be measured at all, or not within any
relevant precision. Moreover, some state variables can
often not be measured separately from others, but only
as a sum or, more generally, linear or nonlinear combi-
nation. The output variables y are introduced to distin-
guish those quantities that could in principle be
measured in a laboratory from the state variables. In
terms of the output values y, a laboratory or computer
experiment results in values at successive points
0 01 = < <⋅⋅⋅< tt t nt in time
yt yt i n ii t ( ), ( ) ,..., ,  =1 (2)
where y(t)a n d  yt () denote simulated output data
and experimental data, respectively. Up to measure-
ment noise the outcomes of both a real and a simu-
lated experiment are uniquely determined by the initial
conditions x(0) = x0 and the values of the inputs u(t)
from t = 0 to the final time tt nt = . Input functions u
(t), tt nt ∈[, ] 0 also have to be chosen with care, since
computer simulations can be run for a much larger
class of functions u(t) than can be realized experimen-
tally. Both the choice of u(t)a n dy are discussed in
detail below.
We use a variable order, variable step size, backward
differentiation formula based numerical integrator
(DDASPK [37]) to obtain the solution of equation (1).
The derivatives of the state variables with respect to the
parameters are calculated by adding so called sensitivity
equations to equation (1) and integrating the extended
equations system (e.g. see [38]).
We focus on the events that occur in the JAK-STAT
pathway during the first 15 minutes after receptor acti-
vation. This assumption results in a considerable simpli-
fication, since transcriptional feedback and protein
synthesis need not be modeled. The model of the JAK-
STAT pathway published by Yamada et al. [36] serves
as a reference in the present work. Figure 1 sketches
those parts of the model published by Yamada et al.
[36] that are needed to describe the first 15 minutes
after receptor activation. Its signaling steps can briefly
be described as follows. In the first step, the receptor
(R) associates with JAK to form the R_JAK complex.
Binding of interferon-g (IFN) to R_JAK creates the
receptor complex IFN_R_JAK, which is able to dimerize.
JAK may phosphorylate the dimerized receptor complex,
and, as a consequence, the active receptor complex
(IFN_R_JAKPhos_2) is formed. Either SH2 domain-
containing tyrosine phosphatase 2 (SHP2) or cytoplas-
mic STAT1 (STAT1c) can bind to this complex. In the
first case, the receptor complex is deactivated. In the lat-
ter case, the activated receptor phosphorylates STAT1c,
ap r e r e q u i s i t et oS T A T 1 cd i m erization. The remaining
parts of the model describe how STAT1c can be depho-
sphorylated by the cytoplasmic phosphatase PPX, and
how STAT1c monomers and dimers can be converted
into each other.
Choice of input function u(t) and outputs yi
As pointed out above, input functions u(t), tt nt ∈[, ] 0
and output variables yi have to be chosen with care,
whenever simulations are supposed to mimic conditions
of realistic laboratory experiments. We choose an input
function u(t) that represents a pulse stimulation with
IFN,
ut I F Nt
t
() ()
,m i n
,,
==
≤ ⎧
⎨
⎩
17
0
if
else
(3)
where IFN is assumed to be removed completely from
t h em e d i u mi naw a s h i n gs t e pa tt i m et =7m i n .
Throughout the paper we consider the outputs y1,...,y4
illustrated in Figure 2. Since it is reasonable to assume
that these outputs could be measured every minute in a
laboratory experiment, we record their simulated values
at times t = 0 min,..., 15 min and discard all other simu-
lated values. The outputs y1,...,y4 correspond to the fol-
lowing quantities: the sum of the concentrations of all
phosphorylated STAT1 molecules regardless of their
binding or dimerization status (y1); the concentration of
all activated JAK molecules regardless of their binding
status (y2); the concentration of all STAT1 dimers
regardless of their binding and phosphorylation status
(y3); and the concentration of all STAT1 monomers
regardless of their binding or phosphorylation status (y4).
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implicitly assume that phosphorylated STAT1 molecules
can experimentally be distinguished from unphosphory-
lated ones. Similarly, measuring y2 requires distinguishing
phosphorylated JAK molecules from unphosphorylated
ones. We assume the necessary measurements can be
accomplished by western blotting with phospho-specific
antibodies. Furthermore, output y3 requires distinguish-
ing dimeric from monomeric STAT1 species. This can be
accomplished, if we assume that native SDS-gels, which
separate dimers from monomers, are used for Western
blot measurements. Finally, we assume that relative phos-
phorylated JAK and phosphorylated STAT1 concentra-
tions from Western blot measurements can be converted
into absolute concentrations by immunoprecipitating the
phosphorylated protein with phospho-specific antibodies
and parallel Western blotting of a calibrator protein
(recombinant JAK or STAT1) with known concentration.
Since Western blot experiments are known to have
large standard deviations, we choose a standard devia-
tion of 20% [31]. The choice of experimental noise is
critical for the results of any analysis of the parameter
variance, since larger measurement noise leads to larger
parameter variance.
We stress again that all values yi(tj) are simulated
values throughout the paper. As pointed out above, how-
ever, it is crucial to choose outputs, inputs, and the sam-
pling time which mimic real experimental conditions.
kd1 kf1 kd2 kf2 kd3 kf3
kf4
kf5 kd5
kf6
kd7
kf7
kd8
kf8
kd9
kf9
kf10
kf11 kd11
kf12
kf13
kd13
kd24 kf24
kf25
Figure 1 Truncated JAK-STAT model. Protein species are depicted as colored rectangles. Arrows between the protein species describe
association or dissociation reactions, which follow mass action kinetics. The names of kinetic parameters are written next to the corresponding
reaction arrow. A mathematical representation of the model is given in Additional file 1 table S2a and S2b.
y1 : + + + + 2( +)
y2 : 2( + ++)
y3 : 2( ++ )
y4 : + + + +
Figure 2 Model outputs.
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The model simplification work flow combines deloca-
lized parameter estimation, identifiability testing, var-
iance analysis, and goodness of fit testing. We describe
these building blocks first. Note that the work flow can
either be started with simulated data from a reference
model or with real data.
Parameter estimation
Assuming normally distributed and independent obser-
vational noise, the solution of the optimization problem
ˆ arg min ( ), pp
p
= 
2 where (4)


2 0
2
1 1
()
() (,, )
, p
yt ytp x ij ij
ij j
n
i
n t y
=
− ⎛
⎝
⎜ ⎜
⎞
⎠
⎟ ⎟
= = ∑ ∑

(5)
results in the maximum likelihood estimate (MLE) of
p, where sij denotes the standard deviation of data point
 yt ij () . The MLE is calculated numerically with the gra-
dient-based sequential quadratic programming software
NPSOL5.0 [39]. Since gradient-based solvers for non-
linear problems are attracted by local optima, results
strongly depend on starting values. We solve the optimi-
zation problem for many starting values on a parallel
computing cluster to mitigate this well-known problem.
Starting values are sampled with Latin Hypercube Sam-
pling (LHS) [40] (see Additional file 1 supplementary
text 2) for an efficient coverage of the sampled space.
We will refer to this delocalized parameter estimation
approach as multi-start estimation for short.
Identifiability
The parameter pk of the model (1) is called globally
(locally) structurally identifiable, if for any admissible
input u(t), p’ and p” (p” from some neighborhood of p’),
the equality y(p’, u)=y(p”, u) implies pp kk
’" = . Global
(local) at-a-point identifiability is defined analogously for
a fixed reference parameter p’. In the remainder of the
article the term identifiability refers to at-a-point local
identifiability.
It can be shown that identifiability of a model implies
uniqueness of the minimizer ˆ p of (4) [4,35]. Conversely, a
model is not identifiable if ˆ p minimizes (4) and there exists
a  pp ≠ ˆ such that 
22 () ()
^  pp = . We can locally test if
such a ˆ p exists by analyzing the neighborhood of a mini-
mum ˆ p of (4) using the quadratic approximation of c
2

2 1
2
() ,
^ pp H p
T ≈Δ Δ
where Δppp =− ˆ  and H is the Hessian matrix of (5).
In Gaussian approximation the components of H read
H
ytp x
p
ytp x
p
SW S
kl
ij
k j
n
i
n
ij
ij
l
T
t y
=
∂
∂
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∂
=
= = ∑ ∑
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0
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2
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
k kl,
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where W is the inverse of the measurement variance
matrix. For any fixed χ
2 the inequality ΔΔ pHp
T ≤   χ
describes an ellipsoid that approximates the -uncer-
tainty region around ˆ p . The axes of this ellipsoid coin-
cide with the eigenvectors ui of H. The length of the ith
axis is proportional to 1 i ,w h e r eli denotes the
eigenvalue of eigenvector ui.S i n c eH is positive semide-
finite in Gaussian approximation, its eigenvalues are
nonnegative. If any eigenvalue is close to zero, li ≈ 0,
the ellipsoid that represents the -uncertainty region is
very elongated in the direction of the corresponding
eigenvector ui. This implies that parameters far apart
have almost the same c
2 value, or equivalently, at least
one parameter has a large variance. Correspondingly,
the existence of one or more li = 0 implies at least one
parameter has an infinite variance.
We use an eigenvalue-based approach [2,32] to rank
model parameters pi according to their identifiability.
This method identifies the smallest eigenvalue lmin of
H, searches for the largest component in the corre-
sponding eigenvector umin,a n df i x e st h ec o r r e s p o n d i n g
parameter to its estimated value ˆ pi . The Hessian is
then recomputed with respect to all parameters that
have not been fixed, and the procedure is repeated until
all parameters are fixed. The order in which parameters
are fixed by this approach corresponds to the identifia-
bility ranking of parameters, with the first parameter in
the ranking being the least identifiable and the last para-
meter being the most identifiable one [2,32]. We stress
t h a t ,i nc o n t r a s tt o[ 2 ] ,w ed on o tu s et h ee i g e n v a l u e
method to distinguish the identifiable parameters from
t h eu n i d e n t i f i a b l eo n e s ,b u to n l yt or a n ka l lp a r a m e t e r s
according to their identifiability. The resulting ranking is
then used in the variance analysis as described in the
next section. In particular we do not need a cutoff value
for small eigenvalues as introduced in [2].
Variance analysis
Intuitively, a model is locally identifiable at ˆ p if the var-
iances s
2(pi) of all parameters are small. A variance
based identifiability criterion, which is stated more for-
mally below, is preferred over the eigenvalue criterion
[2,32] for its simplicity and intuitive interpretation. Var-
iances s
2(pi) are determined by running parameter esti-
mations (4) for a large number N of starting points in
the neighborhood of a minimizer ˆ p of (4), accepting
those estimation results with small P-value (defined below),
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of accepted parameter estimates. More precisely, we con-
sider an estimation result to be acceptable if it has a signifi-
cantly small P(c
2|v)v a l u e[ 4 1 ]( ≤ 0.1%, see Results and
Discussion), where P(c
2|v) is the probability for the value of
the c
2-distribution with v = nynt - np degrees of freedom to
be less than an observed c
2-value. The variance s
2(pi)a n d
the mean pi are calculated from the accepted estimates
according to the following equations.

22
1
1
1
() ( ) , p
n
Qp ii j i
j
n
=
−
−
= ∑
accept
accept
(7)
p
n
Q ii j
j
n
=
= ∑
1
1 accept
accept
, (8)
where naccept is the number of accepted estimates, and
Q is an np × naccept-matrix that contains these estimates
in its columns. Since both variance and standard devia-
t i o nd e p e n do nt h em e a n ,w eu s et h es c a l ei n v a r i a n t
coefficients of variation vp p p ii i () = ˆ() [42] to compare
variances of different parameters. A v(pi) value of 1, for
example, implies the estimates for parameter pi exhibit
100% standard deviation relative to the mean.
We consider a model to be identifiable, if the coeffi-
cients of variation v(pi), i = 1,...,np, of all parameters are
smaller than a bound v (smaller than v = 00 1 . devia-
tion, see Results and Discussion). A value of v = 00 1 .
implies the parameter estimation step resulted in a rela-
tive standard deviation of 1% or less for all parameters.
Note that this interpretation of v is only valid if the
parameter estimation runs cover a sufficiently large
neighborhood of the candidate value ˆ p . If the sampled
neighborhood is too small, the estimates converge to
parameter values that cover the entire sampled neigh-
borhood, and the neighborhood needs to be enlarged. In
this case, v(pi) is a not an upper but a lower bound for
the coefficient of variation of parameter pi.C l e a r l y ,t h i s
lower bound cannot be used to infer identifiability, but
it can be used to infer that a model is not identifiable.
Both v and the significance level for P(c
2|v)o b v i o u s l y
are adjustable parameters. As discussed in the section
entitled Results and Discussion, however, the chosen values
are not critical. Furthermore, we stress that their values
(0.01 and 0.1%, respectively) are conservative in any case.
Testing goodness of fit
The purpose of the identifiability tests and variance ana-
lyses is to ensure a balance between the number of
unknown parameters that need to be estimated on the
one hand, and the information content of the data used
for their estimation on the other hand. Essentially, we
consider model complexity and information content of
data to be balanced, if the parameter estimation yields
unique values for all estimated parameters, or equiva-
lently, sufficiently small coefficients of variation for all
estimated parameters. Besides guaranteeing the unique-
ness of the estimated parameters, however, we also
n e e dam e a s u r ef o rt h eq u a l i t yo ft h ef i to fd i f f e r e n t
models to the data. We use a criterion based on
Akaike’s information criterion [43] for this purpose. The
AIC reads
AIC L g p data np =− 2ln( ) + 2 (() ,
^ (9)
where Lgp d a t a (()
^ ) is the likelihood of model gp ()
^
given the measurement data.F o rb r e v i t yLgp d a t a (()
^ )
will be denoted as L.I nc a s eo fc
2-parameter estimation
L is given by
L
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For a review see [6,44]. In equation (10) C denotes a
model independent constant, which can be neglected
when comparing AIC values of different models. Com-
bining equations (9) and (10) the AIC criterion can be
written as: AIC = c
2 +2 np.W eu s eav a r i a n to fA I C ,
AICc [45], which is well suited for estimation with small
data sets. The results obtained with AICc are compared
to other established variants of the AICc criterion, the
AICc difference Δk and the AICc weights wk. Δk
d e s c r i b e st h ed i f f e r e n c eb e t w e e nt h eA I C cv a l u eo f
model M
k and the model with the smallest AICc value.
The value of wk can be interpreted as a probability that
model M
k is the best model within a set of alternative
models. A closer description of the criteria can be found
in Additional file 1 supplementary text 3. The interested
reader is referred to [44] for more details.
Model simplification work flow
Having presented its building blocks, the work flow
for the model simplification can now be stated. We
assume the original model M
0 is of the form (1). This
implies the output variables y have been chosen and
initial conditions x(0) = x0 are given.
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an upper bound v for the coefficients of variation
as introduced in the section Variance analysis.S e t
the iteration counter to k =0 .
1. Calculate an estimate ˆ p
k for M
k as described in
the section entitled Parameter estimation.
2. Calculate the Hessian matrix of M
k evaluated at
the estimated values ˆ p
k and rank the parameters of
M
k as described in the section entitled Identifiability
analysis.
3. For i Î {1,..., np} in the order that results from
step 2, calculate the coefficient of variation v(pi)a s
described in the section entitled Variance analysis.I f
vp v i () > ,g ot os t e p4 .I fvp v i () ≤ for all i = 1,...,
np, terminate.
4. Simplify those parts of the model that involve the
least identifiable parameters. Refer to the resulting
model as M
k+1, increment k, and go to step 1.
As pointed out before [2], the model simplification
step (step 4) cannot be carried out automatically, but
requires insight into the model. Typical simplifications
consists of lumping of reactions or introducing simpli-
fied reactions.
Note that the work flow does not guarantee that the
smallest eigenvalue of the Hessian matrix increases in
every iteration. Since the model structure is changed in
step 4, the size and structure of the Hessian matrix
changes. Consequently, there is no one-to-one relation-
ship between the eigenvalues of the Hessian before and
after a simplification step. In practice, however, a
decrease of the smallest eigenvalue from one simplifica-
tion step to the next rarely occurs. In the example trea-
ted here, a decrease occurs in step 5 from lmin =6 . 9·
10
-7 to lmin =1 . 5·1 0
-10. This decrease is outweighed
by an overall increase from lmin =1 . 9·1 0
-15 before the
first simplification step to lmin = 1.2 · 10
-6 after the last
simplification step. Our improved work flow differs
from the one proposed in [2] in several aspects. Most
importantly, the single step model simplification
described in [2] is extended to a multi-step model sim-
plification work flow in which new estimations are car-
ried out after each model simplification step. Secondly,
we propose a variance based stopping criterion, which
can be interpreted more easily than the eigenvalue
bound used in [2]. For both the parameter estimation
and the variance analysis step we use multi-start estima-
tions. Finally, the parameter estimation and identifiabil-
ity analysis are carried out with respect to outputs y
here. In contrast, trajectories of all state variables xi(t),
i = 1,..., nx were assumed to be available in [2]. As
pointed out above it is crucial to consider outputs
instead of state variables if simulations are supposed to
mimic realistic laboratory experiments.
Results and Discussion
In this section we apply the model simplification work
flow to the truncated JAK-STAT model from Figure 1.
We refer to this model and the parameter values pub-
lished by Yamada et al. [36] as M
0 and ˆ p
0, respectively.
We carry out a sequence of 6 simplification steps. The
resulting models and the corresponding estimated para-
meter values are denoted by M
1,...,M
6 and ˆ ,..., ˆ pp
16 ,
respectively. All models are described in detail in Addi-
tional file 1.
All parameter estimation steps (step 1 of the work
flow) are carried out in logarithmic parameter space to
efficiently cover a large search area (cf. [31]). When esti-
mating parameters p
k for model M
k, estimated para-
meter values ˆ p
k−1 of M
k-1 serve as reference values.
More specifically, starting points p
k for multi-start para-
meter estimation are sampled within four magnitudes
around these reference values, i.e., in the ranges
ˆˆ ˆ pp p i
k
i
k
i
k −− − ⋅≤ ≤⋅
12 1 2 10 10 , i = 1,...,np. Data points for
t h ee s t i m a t i o na r eg e n e r a t e do n c eb ys i m u l a t i n gt h e
reference model M
0 and recording the output values y
(tj), t0 = 0 min,..., t15 = 15 min. As proposed in [31] we
assume 20% standard deviation for experiments and set
sij in Eq. (6) accordingly. For the variance analysis (step
3 of the work flow) we choose the boundaries
ˆˆ pp i p ii ⋅≤ ≤ ⋅
− 10 10
1
2
1
2 and a significance level for P(c
2|
v) of 0.1%. Both choices turned out not to be critical as
discussed at the end of the section. Finally, we set
v = 00 1 . . This implies we consider two values for the
same parameter to be equal, if these values deviate by a
relative error of 1% or less.
In each parameter estimation step and in each var-
iance analysis step 1000 starting points are sampled.
The best estimates of each work flow iteration are listed
in Additional file 1 table S1.
Simplification 1: Neglecting the STAT1Phos reassociation
to the activated receptor
Values ˆ p
0 for the parameters of model M
0 are available
f r o mt h el i t e r a t u r e[ 3 6 ]a n dt h e r e f o r en e e dn o tb ee s t i -
mated in the first simplification step. The work flow is
therefore started with the identifiability analysis (step 2).
This analysis yields a smallest eigenvalue of 1.9 · 10
-15,
which is a strong indication that the model is not identi-
fiable. This result is corroborated in step 3 (variance
analysis), where a high coefficient of variation, v(kf7) ≥
0.63, results for the least identifiable parameter, kf7. We
can only infer a lower bound on v(kf7), since the para-
meter values estimated in the variance analysis step
span the entire range of the starting values. As discussed
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Page 7 of 13in the section entitled Variance analysis, this indicates
that starting values would have to be sampled from a
larger parameter space region, if a value for v rather
than a lower bound was necessary. A lower bound suf-
fices, however, to infer that the variances are too large
to consider the model to be identifiable. Consequently,
we attempt to simplify those parts of the model that
involve the least identifiable parameter kf7 (step 4).
The parameter kf7 describes the association of phos-
phorylated STAT1c to the activated receptor complex
(see Figure 3). As discussed in [2] this re-association of
previously phosphorylated STAT1c can be neglected,
since the phosphorylation of cytoplasmic STAT1c by
the activated receptor is the key event rather than the
reassociation of the previously phosphorylated STAT1c.
Moreover, phosphorylated STAT1cPhos monomers are
driven to homodimerize. Therefore, only few such
monomers are available to react with the activated
receptor. By removing kf7, the backwards reaction with
kinetic constant kd7 and the species IFN_R_JAK-
Phos_2_STAT1cPhos become obsolete and are removed,
too. Since the initial value of IFN_R_JAKPhos_2_-
STAT1cPhos is zero in the reference model, this species
can be removed from the model without the need for
adjusting the initial values of the remaining state
variables. We reduce our model from 17 states and 25
parameters to 16 states and 23 parameters. We refer to
the resulting model as M
1.
Simplification 2: Neglecting the dissociation of high
affinity complexes before phosphorylation or
dephosphorylation can occur
The unknown model parameters of the simplified model
M
1 are determined by carrying out a multi-start para-
meter estimation (step 1 of the work flow). The best
estimate of the multi-start parameter estimation ˆ p
1
results in a c
2 value of 8.7 · 10
-6 and an AICc value of
77 (see Table 1). Both values will be discussed below
once a comparison with other models is possible.
The identifiability analysis (step 2) and the variance ana-
lysis (step 3) result in a smallest eigenvalue of 6.7 · 10
-11
and in v(kd5) ≥ 0.6 for the least identifiable parameter
kd5, respectively. Note that a lower bound results for v for
the same reason as in the first simplification step. Again
this lower bound suffices to infer that the model is not
identifiable. Since the identifiability analysis ranks para-
meter kd5 as the least identifiable parameter, we attempt
to simplify the reactions that are affected by kd5.
The parameter kd5 describes the dissociation of
unphosphorylated STAT1c from the activated receptor
complex. We assume the affinity of STAT1c for the
active receptor complex is high [46], or equivalently,
phosphorylation of STAT1c on average takes place
much faster than the dissociation of unphosphorylated
STAT1c. Therefore, the dissociation of unphosphory-
lated STAT1c is a rare event and the dissociation reac-
tion can be removed from the model.
The same line of argumentation holds for the parameters
kd11, kd9, and kd24. kd11 (kd24) describes the dissocia-
tion of STAT1cPhos (STAT1cPhos2) from PPX before
PPX-induced dephosphorylation occurs. kd9 belongs to
the dissociation reaction of SHP2 from the activated recep-
tor that takes place before SHP2 dephosphorylates the acti-
vated receptor. For consistency we renamed kf5, kf11, kf9,
and kf24 to k5, k11, k9, and k24, respectively. Since no
state variables are removed in this simplification the initial
conditions are taken from the previous model.
While the resulting model M
2 has the same number
of state variables (16) as the previous model M
1,t h e
number of parameters dropped from 23 in M
1 to 19 in
the new model M
2.
Simplification 3: Assuming JAK and the receptor are
preassociated
The third simplification step starts with the multi-start
estimation of the parameters p
2 of M
2 (step 1 of the
work flow). These parameters can be estimated with a
c
2 value of 1.0 · 10
-4. The AICc value decreases from 77
to 57, which implies that the simplifications made so far
improve the balance between model detailedness and
quality of fit (Table 1).
The identifiability analysis (step 2) indicates, however,
that M
2 with a smallest eigenvalue of 1.2 · 10
-9 is not
identifiable. This result is confirmed by the variance
analysis (step 3), which results in v(kd1) ≥ 0.59 for the
least identifiable parameter kd1 (Table 1). This value of
v(kd1) is a lower bound only; see the discussion in the
first and second simplification steps. The results of the
identifiability analysis and the variance analysis suggest
to simplify the reactions that kd1 is involved in.
kd1 is the kinetic constant for the dissociation of JAK
f r o mas i n g l er e c e p t o r .I fw er e m o v et h i sr e a c t i o n ,w e
can further simplify the model by assuming that JAK
and the receptor are associated before the signal arrives
[47,48] (see Figure 3). The changes amount to assuming
that the association of JAK to R is much faster than the
dissociation of R_JAK. Under this assumption JAK (JAK
( 0 )=1 2n M )a n dR( R ( 0 )=1 2n M )i n i t i a l l yo n l ye x i s t
in complex, therefore the initial condition of R_ JAK has
to be changed from 0 to 12 nM.
The resulting model, which we refer to as M
3,c o m -
prises 14 state variables and 17 parameters.
Simplification 4: Omitting PPX mediated STAT1cPhos
dephosphorylation
The multi-start parameter estimation for the para-
meters p
3 of M
3 results in c
2 =9 . 5·1 0
-5 (step 1). The
AICc value improves from 57 to 49 (cf. Table 1). Step
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parameter with a corresponding eigenvalue of 7.0 · 10
-
9, which indicates that kf25 is not identifiable. Step 3
yields a lower bound on the variation, v(kf25) ≥ 0.75
for kf25. (cf. Table 1). While providing only a lower
bound, this result corroborates that the model needs
to be simplified with respect to the reaction kf25 is
involved in.
kf25 describes the rate of the dephosphorylation of
STAT1cPhos_2 by PPX (cf. Figure 4). STAT1cPhos can
be dephosphorylated by PPX along either of two routes.
1) PPX binds and dephosphorylates the phosphorylated
STAT1c monomer or 2) PPX binds the homodimer of
phosphorylated STAT1c and subsequently dephosphory-
lates one of the two STAT1c proteins. In the
second case the heterodimer STAT1c_STAT1cPhos is
created. Since neither STAT1c heterodimers, nor the
phosphatase PPX have been experimentally validated
we propose to considerably simplify this part of the
model (see Figure 4). We remove PPX and all its
complexes from the model and assume a simple first
order kinetic for the conversion of the phosphorylated
dimer into two unphosphorylated monomers. We
stress that removing PPX is a drastic simplification.
The fact that the PPX-related parameters kf12 and
k24 are ranked third and fourth in the identifiability
ranking (cf. Table 1) further suggests that this simpli-
fication is reasonable. Since not only PPX (PPX(0) =
50 nM) but also all PPX bound species are removed,
the initial conditions of the remaining species do not
change.
The resulting model M
4 is visualized in Figure 4. The
number of state variables and parameters drops from 14
to 10 and from 17 to 12, respectively.
1
2
2 2
2
3
kf7
kd9
kd5
kd1
kd11 kd24
Figure 3 Visualization of the first three model simplifications. Removed components are shown in gray. Red numbers indicate the iteration
k of the work flow in which the reaction has been removed. Unidentifiable parameters are stated next to the respective reaction. In the first
iteration the reactions containing kf7, kd7 and the species IFN_R_JAKPhos_2_STAT1cPhos have been removed. In the second iteration the
dissociation reactions containing the parameters kd5, kd9, kd11, and kd24 have been removed. In the third iteration the model was simplified by
deleting the species R and JAK and the corresponding dissociation and association reactions. A mathematical representation of the models
created in each iteration is given in Additional file 1.
Table 1 Identifiability ranking and results of multi-start estimation and variance analysis
Model Top ten parameters of the identifiability ranking c
2 AICc v(pi)
M
0 kf7, kf9, kd11, kd9, kf24, kf13, kd5, kd13, kd7, kf1 none none v(kf7) ≥ 0.63 > v
M
1 kd5, kf9, kd11, kf13, kf1, kf25, kd13, kd9, kd1, kd24 8.7 · 10
-6 77 v(kd5) ≥ 0.6 > v
M
2 kd1, kf25, kf1, kf10, kd3, kf12, kf13, k24, kd13, k11 1.0 · 10
-4 57 v(kd1) ≥ 0.59 > v
M
3 kf25, kf10, kf12, k24, kd3, kf13, kd13, k11, k9, kf3 9.5 · 10
-5 49 v(kf25) ≥ 0.75 > v
M
4 k5, kf10, kd3, k9, kf3, kd8, kf4, k11, kf8, kd2 2.7 · 10
-3 31 v(k5) ≥ 0.47 > v
M
5 k11, kf10, kd2, kf3, kd3, kd8, k9, kf4, kf8, kf2 7.6 · 10
-1 28 v(k11) ≥ 0.18 > v
M
6 kf10, kd2, kf3, kd3, kd8, k9, kf4, kf8, kf2, k5new 7.6 · 10
-1 25 v(pi) ≤0.0091 < v
The first parameter in each ranking is the least identifiable one. No c
2 and AICc values are given for M
0, since the model parameters are not estimated but taken
from the literature [36].
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formation, STAT1c phosphorylation, and complex
dissociation
The parameter values ˆ p
4 can be estimated with a c
2
value of 2.7 · 10
-3 (step 1 of the work flow). The AICc
value improved from 49 to 31 (cf. Table 1).
The identifiability analysis ranks k5 as the least identi-
fiable parameter with a corresponding eigenvalue of
6.9 · 10
-7 (step 2). The variance analysis results in v(k5)
≥ 0.47 for k5 (step 3), where v(k5) is a lower bound for
the same reason as in the previous simplification steps.
Both the smallest eigenvalue and the large lower bound
on v(k5) indicate that model M
4 is not identifiable.
The reactions around k5 are simplified as sketched in
Figure 5. Essentially, this simplification combines the
formation of the STAT1c-receptor complex, the phos-
phorylation of STAT1c, and the dissociation into one
step. As a consequence, STAT1c phosphorylation is
modeled as a second order kinetic in which the acti-
vated receptor is not consumed. This implies that
STAT1c phosphorylation still depends on the concen-
tration of both the activated receptor complex and
STAT1c. In this simplification the species IFN_R_JAK-
Phos_2_STAT1c is removed. Since initially this species
does not exist, its removal has no influence on the
remaining initial conditions.
The resulting Model M
5 has 9 state variables and 11
parameters.
Simplification 6: Cytoplasmic STAT1cPhos
dephosphorylation can be omitted when modeling only
the first 15 minutes of signaling
The multi-start parameter estimation for the parameters
p
5 of model M
5 yields a c
2 value of 7.6 · 10
-1 (step 1).
The AICc value improves from 31 to 28 (cf. Table 1).
The identifiability analysis (step 2) yields a smallest
eigenvalue of 1.5 · 10
-10 caused by k11, which indicates
that model M
5 is not identifiable. This result is corrobo-
rated by a large lower bound on the coefficient of varia-
tion of k11, v(k11) ≥ 0.18 (step 3). Step 3 does not yield
a value but only a lower bound for the coefficient of
variation for the same reasons as discussed in the pre-
vious simplification steps. k11 is the kinetic constant of
the dephosphorylation of STAT1c, a reaction we cannot
simplify further. In order to create an identifiable
model, we must remove this reaction (see Figure 5),
which amounts to ignoring cytoplasmic dephosphoryla-
tion in the first 15 minutes of signaling. We stress this
does not imply that no cytoplasmic dephosphorylation
exists. Note that a similar conclusion was drawn by
Yamada et al. [36], who state that dephosphorylation of
cytoplasmic STAT by PPX is of minor importance in
the pathway. Since no states are removed in this step,
the initial conditions are taken from the previous
model. While the number of state variables remained
unchanged, the number of parameters of M
6 decreased
from 11 to 10.
kf25 kf12
k11
k11new
Figure 4 Simplification of the PPX part leads to model M
4. The same notation as in Figure 3 is used. Additionally, a red colored parameter
name indicates, the introduction of a new parameter. In this simplification step PPX and all corresponding reactions have been removed from
the model. In order to still account for STAT1cPhos_2 dissociation and phosphorylation, we added a new dissociation reaction containing the
parameter k11new. The mathematical description of model M
4 is given in Additional file 1 table S6a and S6b.
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6
The multi-start parameter estimation of parameter
values p
6 of model M
6 results in a c
2 value of 7.6 · 10
-1.
Note this is the same value as in the previous simplifica-
tion step. The AICc value, in contrast, improved from
28 to 25 (cf. Table 1).
Model M
6 turns out to be identifiable in steps 2 and 3
of the work flow. While this is not clearly apparent
from the smallest eigenvalue (1.2 · 10
-6), the coefficient
of variation is now bounded above by v = 00 1 . for all
parameters. This implies that the multi-start parameter
estimation conducted in the variance analysis resulted in
parameter values that are within 1% of the respective
mean pi for all parameters pi of the model.
Assessing the quality-of-fit with Akaike’s information
criterion and related criteria
The AICc values improved in all simplification steps. In
addition to the AICc values we report AIC values, AICc
differences Δk,a n dA I Cw e i g h t swk in Table 2. In sum-
mary, all criteria agree in the sense that the final model
M
6 is the best model with respect to the quality-of-fit.
We note that the improvement of AIC and AICc values
is quite low in the last step while the last model has a
drastically higher probability of being the “best” model in
the sense of its AIC weight w6 =7 8 % .W ec o n c l u d et h a t
the resulting simplified model M
6 is both identifiable,
and it balances quality-of-fit and model detailedness.
Choice of parameter boundaries and the significance
level in the variance analysis
The starting values for the variance analysis must be
chosen from a sufficiently large parameter space neigh-
borhood of the nominal values ˆ p . If the estimates
obtained in the variance analysis converge to values that
cover the entire sampled neighborhood, the coefficient
of variation may be limited by the choice of the neigh-
borhood. Since enlarging the sampling neighborhood
can only result in equal or larger coefficients of varia-
tion, the v values obtained with a too small neighbor-
hood are lower bounds on the actual coefficients of
variation.
In all but the last simplification step the estimates
obtained in the variance analyses cover the entire sam-
pling neighborhood (data not shown). The resulting
lower bounds on v are sufficiently large (cf. Table 1),
however, to infer that the respective models are not
5
5
k5
6
k11new
k5new
Figure 5 Visualization of simplifications 5 and 6. See Figure 3 and 4 for comments on the notation. In iteration 5 the association and
dissociation plus phosphorylation of the active receptor IFN_R_JAKPhos_2_STAT1c and STAT1c are replaced by a simplified reaction (highlighted
in yellow). In the simplified reaction with the new parameter k5new, phosphorylation of STAT1c by the active receptor is modeled without
considering complex formation of both species. In the last iteration the dissociation and dephosphorylation of STAT1cPhos_y2 is removed from
the model. A mathematical description of the models created in steps 5 and 6 are given in Additional file 1.
Table 2 Summary of model selection statistics
Model ny np AIC AICc Δk wk
M
1 16 23 46 77 51 5.3 · 10
-12
M
2 16 19 38 57 32 9.9 · 10
-8
M
3 14 17 34 49 23 0.67 · 10
-5
M
4 10 12 24 31 5.4 0.52 · 10
-1
M
5 9 11 23 28 3.0 0.17
M
6 9 10 21 25 0 0.78
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Page 11 of 13identifiable. In the final simplification step, in contrast,
the sampling neighborhood is large enough, since the
estimates obtained in the variance analysis are tightly
packed within 1% error ( v = 00 1 . ,c f .T a b l e1 )a r o u n d
the nominal value. The choice of the sampling neigh-
borhood is therefore not critical in any simplification
step.
We claim the chosen value of 0.1% for the significance
level is not critical, either, since the work flow termi-
nates after the same number of simplification steps for a
large range of values, which can be seen as follows. The
values of v do not change if the significance level is
increased in the sixth simplification step, since all con-
verged parameter estimates for ˆ p
6 (970 out of 1000)
are already accepted for the chosen value 0.1%. Smaller,
i.e. stricter, significance levels well below 10
-10,o nt h e
other hand, do not change the coefficients of variation,
either (data not shown). In the first through fifth simpli-
fication step, the coefficients of variation increase for
larger, i.e. less strict, significance levels than 0.1%. Since
the coefficients of variation are large enough to necessi-
tate another iteration through the work flow already,
increasing the significance level does not have any effect.
On the other hand, decreasing the significance level to
value as low as 10
-9 does not affect the v-values for M
1
through M
5 (data not shown).
Conclusions
We presented a work flow for model simplification and
demonstrated its use by simplifying an overly detailed
model for JAK-STAT signal transduction. Here, we used
simulated data from a model taken from the literature.
However, the method is intended to be used with real
data. The work flow can be used to ensure model qual-
ity with respect to two important aspects: 1) Given an
unidentifiable model, the work flow results in a model
that is locally identifiable with small coefficients of var-
iation for all parameters and 2) the balance of goodness
of fit and the amount of model detail - as quantified by
AIC based criteria - is better than for the original model
and intermediate models that arise in the work flow.
The first point is addressed by applying both local iden-
tifiability analysis and local multi-start parameter esti-
mation with subsequent analysis of the variance of
acceptable estimates. The second point is taken care of
by calculating the information criteria, based on AIC,
that provide a measure for the information loss that
occurs when reducing model complexity.
The proposed work flow does not automate model sim-
plifications, but the identifiability ranking of parameters
only provides hints on which parts of the model are too
detailed. Nevertheless, the simplifications found for the
JAK-STAT example lend themselves to biologically
sound interpretations. For example, dissociation reac-
tions are neglected for high affinity complexes in the sim-
plified model (second simplification), JAK and the
receptor (R) are assumed to be preassociated (third sim-
plification), and cytoplasmic dephosphorylation turns out
not to be relevant for the considered outputs (fourth and
sixth simplification).
Several other authors suggest to fix unidentifiable
parameters and to estimate the remaining ones
[3,31-34]. In contrast, the model structure is simplified
in the present paper until all parameters are identifiable,
i.e. all parameters can be estimated with small error
bars. Note that changes in the model structure imply
structural changes of the Hessian matrix. Due to these
changes together with the local character of the iden-
tifiability method, lmin may decrease after one simplifi-
cation step. In practice, however, this is a rare event,
which is outweighed by a prominent increasing trend of
lmin.
We stress that the presented case study involves gen-
erating output data points yi(tj) by simulations carried
out with the unidentifiable reference model M
0.I nt h i s
sense, both parameter fixing, and the approach as used
in the case study involve unidentifiable models. How-
ever, when real experimental data is used, our approach
is free of this defect. While more involved than para-
meter fixing, the proposed approach results in models
with a complexity that is consistent with the experimen-
tally accessible data.
Additional material
Additional file 1: The supplementary pdf file accompanying this
article contains the supplementary tables S1-S8b and
supplementary texts 1-3.
Acknowledgements
We gratefully acknowledge funding of TQ and AD by Deutsche
Forschungsgemeinschaft (DFG) under grant MO 1086/5-1 and grant SCHA
785/4-1, respectively.
Author details
1Automatic Control and Systems Theory, Ruhr University Bochum, D-44801
Bochum, Germany.
2Process Systems Engineering, RWTH Aachen University,
D-52064 Aachen, Germany.
3Department of Biochemistry and Molecular
Biology, Medical School RWTH Aachen University, D-52074 Aachen, Germany.
4Systems Biology, Magdeburg Centre for Systems Biology (MaCS), Otto von
Guericke University, D-39120 Magdeburg, Germany.
Authors’ contributions
TQ and MM developed the presented work flow. TQ implemented the
method and accomplished the model simplification of the JAK-STAT
pathway. AD and FS designed the hypothetical experiments and made
critical suggestions to model simplifications. All authors drafted, read and
approved the final manuscript.
Received: 5 July 2010 Accepted: 21 February 2011
Published: 21 February 2011
Quaiser et al. BMC Systems Biology 2011, 5:30
http://www.biomedcentral.com/1752-0509/5/30
Page 12 of 13References
1. Quaiser T, Marquardt W, Mönnigmann M: Local Identifiability Analysis of
Large Signaling Pathway Models. 2nd Conference Foundation of Systems
Biology in Engineering, Proceedings Plenary and Contributed Papers 2007,
465-470.
2. Quaiser T, Mönnigmann M: Systematic identifiability testing for
unambiguous mechanistic modeling-application to JAK-STAT, MAP
kinase, and NF-kappaB signaling pathway models. BMC Syst Biol 2009,
3:50.
3. Hengl S, Kreutz C, Timmer J, Maiwald T: Data-Based Identifiability Analysis
of Nonlinear Dynamical Models. Bioinformatics 2007.
4. Vajda S, Rabitz H, Walter E, Lecourtier Y: Qualitative and quantitative
identifiability analysis of nonlinear chemical kinetic-models. Chem Eng
Commun 1989, 83:191-219.
5. Xia X, Moog CH: Identifiability of nonlinear systems with application to
HIV/AIDS models. IEEE T Automat Contr 2003, 48(2):330-336.
6. Walter E, Pronzato L: Identification of parametric models from experimental
data Springer, Berlin; 1997.
7. Pohjanpalo H: System identifiability based on power-series expansion of
solution. Math Biosci 1978, 41(1-2):21-33.
8. Godfrey K, DiStefano J: Identifiability of Parametric Models Pergamon, Oxford;
1987.
9. Ljung L, Glad T: On global identifiability for arbitrary model
parametrizations. Automatica 1994, 30(2):265-276.
10. Audoly S, Bellu G, D’Angiò L, Saccomani MP, Cobelli C: Global
identifiability of nonlinear models of biological systems. IEEE Trans
Biomed Eng 2001, 48:55-65.
11. Walter E, Braems I, Jaulin L, Kieffer M: Guaranteed Numerical Computation
as an Alternative to Computer Algebra for Testing Models for
Identifiability. Lecture notes in computer science 2004, 124-131.
12. Vajda S, Rabitz H: State isomorphism approach to global identifiability of
nonlinear-systems. IEEE T Automat Contr 1989, 34(2):220-223.
13. Chappell M, Godfrey K: Structural identifiability of the parameters of a
nonlinear batch reactor model. Math Biosci 1992, 108(2):241-51.
14. Peeters RLM, Hanzon B: Identifiability of homogeneous systems using the
state isomorphism approach. AUTOMATICA 2005, 41(3):513-529.
15. Asprey SP, Macchietto S: Statistical tools for optimal dynamic model
building. Comput Chem Eng 2000, 24(2-7):1261-1267.
16. Asprey SP, Macchietto S: Designing robust optimal dynamic experiments.
J Process Control 2002, 12(4):545-556.
17. Miao H, Xia X, Perelson A, Wu H: On identifiability of nonlinear ODE
models with applications in viral dynamics. SIAM Review: accepted 2010.
18. Brun R, Reichert P, Kunsch HR: Practical identifiability analysis of large
environmental simulation models. Water Resour Res 2001,
37(4):1015-x1030.
19. Yao KZ, Shaw BM, Kou B, McAuley KB, Bacon DW: Modeling ethylene/
butene copolymerization with multi-site catalysts: Parameter estimability
and experimental design. Polym React Eng 2003, 11(3):563-588.
20. Jacquez JA, Greif P: Numerical parameter identifiability and estimability:
Integrating identifiability, estimability, and optimal sampling design.
Math Biosci 1985, 77(1-2):201-227.
21. Degenring D, Froemel C, Dikta G, Takors R: Sensitivity analysis for the
reduction of complex metabolism models. J Process Control 2004,
14(7):729-745.
22. Froemel C: Parameterreduktion in Stoff wechselmodellen mit Methoden
der Statistik. Master’s thesis Fachhochschule Aachen, Abteilung Juelich,
Fachbereich Physikalische Technik, Studienrichtung Technomathematik;
2003.
23. Surovtsova I, Simus N, Lorenz T, Konig A, Sahle S, Kummer U: Accessible
methods for the dynamic time-scale decomposition of biochemical
systems. Bioinformatics 2009, 25(21):2816.
24. Lam S, Goussis D: The CSP method for simplifying kinetics. International
Journal of Chemical Kinetics 1994, 26(4):461-486.
25. Maas U, Pope S: Simplifying chemical kinetics: intrinsic low-dimensional
manifolds in composition space. Combustion and Flame 1992, 88(3-
4):239-264.
26. Huang Z, Chu Y, Hahn J: Model simplification procedure for signal
transduction pathway models: An application to IL-6 signaling. Chemical
engineering science 2010, 65(6):1964-1975.
27. Smets I, Bernaerts K, Sun J, Marchal K, Vanderleyden J, Van Impe J:
Sensitivity Function-Based Model Reduction. Biotechnology and
bioengineering 2002, 80(2).
28. Liebermeister W, Baur U, Klipp E: Biochemical network models simplified
by balanced truncation. FEBS Journal 2005, 272(16):4034-4043.
29. Hahn J, Edgar T: An improved method for nonlinear model reduction
using balancing of empirical gramians. Computers & Chemical Engineering
2002, 26(10):1379-1397.
30. Moore B: Principal component analysis in linear systems: Controllability,
observability, and model reduction. IEEE Transactions on Automatic Control
1981, 26:17-32.
31. Schilling M, Maiwald T, Hengl S, Winter D, Kreutz C, Kolch W, Lehmann WD,
Timmer J, Klingmueller U: Theoretical and experimental analysis links
isoform-specific ERK signalling to cell fate decisions. Mol Syst Biol 2009,
5:334.
32. Schittkowski K: Experimental design tools for ordinary and algebraic
differential equations. Ind Eng Chem Res 2007, 46(26):9137-9147.
33. Lipniacki T, Paszek P, Brasier ARAR, Luxon B, Kimmel M: Mathematical
model of NF-kappaB regulatory module. J Theor Biol 2004, 228(2):195-215.
34. Chu Y, Hahn J: Parameter Set Selection via Clustering of Parameters into
Pairwise Indistinguishable Groups of Parameters. Industrial & Engineering
Chemistry Research 2008, 48(13):6000-6009.
35. Grewal MS, Glover K: Identifiability of linear and nonlinear dynamical-
systems. IEEE T Automat Contr 1976, 21(6):833-836.
36. Yamada S, Shiono S, Joo A, Yoshimura A: Control mechanism of JAK/STAT
signal transduction pathway. FEBS Lett 2003, 534(1-3):190-196.
37. Li S, Petzold L: Design of new DASPK for Sensitivity Analysis. Technical
report 1999, (TRCS99-28).
38. Schittkowski K: Numerical data fitting in dynamical systems: a practical
introduction with applications and software Kluwer Academic Pub; 2002.
39. Gill P, Murray W, Saunders M, Wright M: User’s guide for NPSOL 5.0: A
fortran package for nonlinear programming. Technical report 1998, (TR
SOL-86-1).
40. McKay M, Connover W, Becknam R: A Comparison of Three Methods for
Selecting Values of Input Variables in the Analysis of Output from a
Computer Code. Technometrics 1979, 21(2):239-245.
41. Press W, Flannery B, Teukolsky S, Vetterling W: Numerical Recipes in C: The
Art of Scientific Computing Cambridge Univ. Press, Cambridge; 1992.
42. Abramowitz M, Stegun I: Handbook of mathematical functions with formulas,
graphs, and mathematical tables Dover publications, New York; 1964.
43. Akaike H, Petrov B, F C: Information theory and an extension of the
maximum likelihood principle. Second International Symposium of
Information Theory Akademiai Kiado. Budapest, Hungary; 1973, 267-281.
44. Burnham K, Anderson D: Model selection and multimodel inference: a
practical information-theoretic approach Springer, New York; 2002.
45. Hurvich C, Tsai C: Regression and time series model selection in small
samples. Biometrika 1989, 76(2):297.
46. Greenlund AC, Morales MO, Viviano BL, Yan H, Krolewski J, Schreiber RD:
Stat recruitment by tyrosine-phosphorylated cytokine receptors: an
ordered reversible affinity-driven process. Immunity 1995, 2(6):677-687.
47. Igarashi K, Garotta G, Ozmen L, Ziemiecki A, Wilks AF, Harpur AG, Larner AC,
Finbloom DS: Interferon-gamma induces tyrosine phosphorylation of
interferon-gamma receptor and regulated association of protein tyrosine
kinases, Jak1 and Jak2, with its receptor. J Biol Chem 1994,
269(20):14333-14336.
48. Kaplan DH, Greenlund AC, Tanner JW, Shaw AS, Schreiber RD: Identification
of an interferon-gamma receptor alpha chain sequence required for
JAK-1 binding. J Biol Chem 1996, 271:9-12.
doi:10.1186/1752-0509-5-30
Cite this article as: Quaiser et al.: A simple work flow for biologically
inspired model reduction - application to early JAK-STAT signaling. BMC
Systems Biology 2011 5:30.
Quaiser et al. BMC Systems Biology 2011, 5:30
http://www.biomedcentral.com/1752-0509/5/30
Page 13 of 13