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Abstract
The area that this thesis covers is Voice over IP (or IP Telephony as it is sometimes called) over
Private networks and not over the Internet. There is a distinction to be made between the two
even though the term is loosely applied to both.
IP Telephony over Private Networks involve calls made over private WANs using IP telephony
protocols while IP Telephony over the Internet involve calls made over the public Internet using
IP telephony protocols.
Since the network is private, service is reliable because the network owner can control how
resources are allocated to various applications, such as telephony services. The public Internet on
the other hand is a public, largely unmanaged network that offers no reliable service guarantee.
Calls placed over the Internet can be low in quality, but given the low price, some find this
solution attractive.
What started off as an Internet Revolution with free phone calls being offered to the general
public using their multimedia computers has turned into a telecommunication revolution where
enterprises are beginning to converge their data and voice networks into one network.
In retrospect, an enterprise's data networks are being leveraged for telephony.
The communication industry has come full circle. Earlier in the decade data was being
transmitted over the public voice networks and now voice is just another application which is/will
be run over the enterprises existing data networks.
We shall see in this thesis the problems that are encountered while sending Voice over Data
networks using the underlying IP Protocol and the corrective steps taken by the Industry to
resolve these multitudes of issues.
Paul M. Zam who is collaborating in this Joint Thesis/project on VoIP will substantiate this
theoretical research with his practical findings.
On reading this paper the reader will gain an insight in the issues revolving the implementation of
VoIP in an enterprises private network as well the technical data, which sheds more light on the
same.
Thus the premise of this joint thesis/project is to analyze the current status of the technology and
present a business case scenario where an organization will be able to use this information.
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Parti
Introduction to Voice over IP
Introduction
What Is IP Telephony?
IP telephony or Voice over IP (VoIP) is the transmission of standard voice conversations-
(telephone-to-telephone) over packet-switched, IP-based data networks including private
corporate LANs, WANs, Intranets, and the Internet.' For the remainder of this thesis we will use
both the terms IP Telephony and VoIP interchangeably.
The general category it falls under- Voice over data networks (IP, ATM, Frame Relay) can be
best described as the application of voice digitization and compression schemes through a variety
of hardware and software products to enable voice to be transported on networks originally
designed to transport data2. The basic concepts concerning the use of hardware and software to
obtain a voice over data networking capability is applicable for both private (Enterprise Intranets)
and public networks (Internet). This thesis focuses exclusively on private (Enterprise networks)
running IP.
IP Telephony is viewed as a supplement and/or eventual alternative to traditional voice telephony
over the Public Switched Telephone Network (PSTN). In addition to phone-to-phone
connections, IP telephony can include PC-to-PC and PC-to-phone connections and enable
applications over IP data networks such as toll bypass, unified messaging and Web-based call
centers.
Today, the Internet Protocol (IP) is the dominant data communications protocol, estimated to be
deployed in about 80 percent ofU.S. corporate data networks (LANs, WANs, and Intranets)3.
It is therefore a significant factor in explaining the growing interest among businesses in
leveraging their IP investments to carry voice conversations, which are traditionally handled by
PBX's.
(Note: Many other techniques such as Voice over FR (VoFR) or Voice over ATM (VoATM)
claim to achieve the same or even better efficiency as Voice over IP (VoIP) but none of them can
achieve the kind of large scale connectivity as VoIP. Technology such as VoFR will work well
within a single company but given a larger segment (WAN) it will require too many segments.
And given the ubiquitous nature of IP and the advantage that it resides in the users PC instead of
in the network makes this technology a hands down winner) .
"The fact that IP resides in the user workstation in contrast to competing technologies such as
ATM or FR which resides in the user network interfaces which makes it even more attractive and
gives it an added advantage. IP's universal presence in PCs, servers and workstations make it a
logical and convenient platform for the support of telephony traffic"5.
Rationale:
At present many organizations operate separate voice and data networks based on a traditional
separation of the two technologies and an initial separation of the equipment developed to support
voice and data networking. Only a handful of organizations have integrated all or a portion of
their voice and data networks by adding equipment that enables data to be transported over
circuits originally installed to support voice networking, resulting in data over voice network
infrastructure.
Two of the primary reasons that are cited by organizations hesitant to integrate their voice and
data networks are economics and lack of precedent. In some situations it made sense to have
separate networks, as the costs associated with integrating the two might exceed the potential
savings or require a period of time that would result in a relatively poor return on investment.
This is especially true for companies that already have a substantial cost tied up with existing
PBX equipment.6.
Growth
What started off as an Internet revolution has now become a communication evolution. VoIP
made its debut in 1995 with "Internet Phone" software that was introduced by Vocal Tec. Pretty
soon this technology started attracting a lot of attention. Enterprises started to realize the possible
cost savings in converging their separate data and voice networks together for their upcoming
expansion or just leveraging their data networks to carry voice as trial experiments with the new
technology.
According to the 1999 Yankee Group 'Europe 100' survey - "Given that the 5,500 largest multi
national Enterprises alone spent over $9 billion on international voiceservices"7in the same year,
the savings perspective is compelling.
The cost benefit of running voice services over a private IP network is evident in the form of 20
percent or more savings on International long-distance calls as compared to traditional voice
services. The savings versus calls over the public Internet are not measured by comparing costs,
but by comparing usage.
However for our purposes it's important to note that the improved quality of VoIP on private
networks as compared to public Internet-based telephony results in widespread end user
acceptance.
1 . Cahners In-Stat Group predicts that IP Services revenue will grow from $3.7 billion in 2000
to $70 billion in 2004, a 109 percent compounded annual growth rate8.
2. Gartner Group's Dataquest says that in 1999, 4.8 billion minutes of telephone conversation
zipped through networks based on Internet Protocol (IP). Dataquest estimates that in 2003
Internet telephony will top $50 billion in revenue9.
3. Gartner Group, which projects 2004 revenues of about $85 billion, believes that non-voice
services such as unified messaging and faxing (in which any fax machine can function as a
network printer) will make up more than half of that figure10.
Thus, the ideal candidates for taking advantage ofVoIP are Companies with integrated Intranet
/Internet traffic over highly meshed Enterprise networks
In a recent report entitled "Global IP Telephony Service
Markets," Frost & Sullivan
acknowledged the importance of enhanced applications in IP networking, noting that the decline
of the PSTN makes value-added features take on "increased significance".
Is PSTN ready to be replaced?
One of the most important questions explored in this thesis is "Why replace an Enterprise PBX if
it is functioning as intended and costs have already been
incurred?"
The response inevitably points to the ease and efficiency of deploying enhanced services such as
unified messaging and from cost savings in converged networking. However, a majority of
vendors agree that no Enterprise is ready to replace legacy equipment overnight.
Enterprise's may not replace everything right away, but when the time comes to buy new
equipment for Greenfield sites (those built from scratch), they will be looking at Next Generation
elements to replace their investment in legacy PBX equipment.
Some respondents defended the best points of today's PSTN (ubiquity, reliability, quality of
service) while still acknowledging the fact that emerging technology will allow us to replicate
PSTN features on tomorrow's networks. This will result in a slow but definite move towards the
convergence of these two separate
net orks.12
Packet Based vs. Circuit Based Communication13
IP Telephony is driving the most significant change in telephone communications since the
emergence of digital voice communications in the 1960's and is the technology innovation that
enables voice to be delivered as a network-hosted application.
The existing telephone system (the Public Switched Telephone Network or PSTN as it is called)
has evolved slowly over the last 100 years, with major innovations being introduced infrequently.
The PSTN is based on circuit-switching technology, which is inherently inefficient and inflexible.
Circuit switching is highly inefficient in comparison to Packet Switching when it comes to
handling phone conversations because it dedicates bandwidth resources to a phone call (for the
entire duration of the call), which cannot be reused or shared among other concurrent calls or
sessions. Because a phone call contains a large proportion of pauses and silences, it does not need
all the bandwidth allocated to it; therefore, a large percent of the bandwidth is wasted. Using
VAD (Voice Activation Detection) and Silence Suppressors help but some issues still remain.
More importantly, it is difficult to add new features and services to circuit-switched networks,
which reduces the level and speed of innovation that can be supported. Also, because circuit
switching requires an intelligent core that controls all switches for each call, there is a high risk of
having massive network failures from software bugs. Therefore, adding new services has been a
tedious, painstaking process that requires a massive amount of quality assurance and stress testing
before new services can be deployed over the PSTN.
But the redundant capacity present in carrier networks make it more robust in comparison as it
has been slowly evolving over a long period of time. This is precisely the reason it cannot be
dismissed so easily and the debate continues unabated.
IP telephony is radically different from circuit-switched telephony. The IP network breaks
information (either data or voice) into small packets, puts the destination address on each packet,
and sends them across the network. Network routers and switches contain the intelligence
necessary to deliver the packets to their final destination. The network core in comparison to a
circuit switch core is relatively "dumb", as it only needs to know how to deliver a packet to the
appropriate router, and does not require a fixed or predetermined route.
Therefore, the network is very efficient (and delivers much better price performance) since the
packets that travel on it can take any number of routes, depending on traffic load. Most
importantly, the basic architecture of DP telephony follows the Internet model of delivering
applications.
With the continued thrust to operate in a data world, the convergence of voice and data will
eventually be widespread. VoIP will help increase margins by decreasing start-up costs
(especially for green field sites) and recurring operational expenses while creating the ability to
offer new, value-added services.
Legacy of the circuit switched era
Nearly all voice traffic at the moment is carried over circuit switched networks. Today, despite
the fact that most voice traffic on modern networks is digitized (converted into samples of sound),
which are transmitted across the phone network - each call still requires a dedicated route to be
set up to link both the calling parties. That circuit remains open for the duration of the call and
claims a small slice of bandwidth on new-era digital fiber optic networks, even when no speech
exchange is occurring and consequently, no digital information is moving across the line.
IP telephony on packet networks efficiently uses bandwidth. Six times as many calls can be
squeezed into the same amount of bandwidth, making huge cost savings. In addition, "a single
router can handle many times the amount of data at a tenth of the cost of expensive telephone
switch cards, without the additional wiring, software and management costs"14. An article in
NetworkWorld15 reports that "Packet-switching equipment doubles in performance every 10
months or so, while it takes circuit switches at least four times as long to achieve the same
improvement".
Benefits
Particularly for small and mid-sized companies, significantly lower costs for international voice
and fax calling (i.e., toll bypass) over IP telephony networks compared to traditional long
distance calling will be an incentive towards convergence of the two networks.
Reduced equipment investment and network management costs will result by consolidating
previously separate voice and data networks into a single communications infrastructure.
Building a VoIP network thus makes good business sense. Not only is packetizing voice a more
efficient use of bandwidth, per port operating costs are lower with VoIP vs. a traditional Time
Division Multiplexing (TDM) environment (See Chapter: Gateways, Sub-section "Costs").
"Service providers can also reduce real estate and power costs by up to 751% since a VoIP
gateway takes up about one-tenth the space of a traditional circuit
switch."16
Putting voice and data on one network also eliminates the high maintenance costs ofmultiple
networks. In addition, by tying VoIP into the SS7 network, service providers can offer enhanced
features that aren't available in the circuit switched environment17. This integration implies that
the PSTN networks will see the IP network as just another switch.
Other benefits
To an Enterprise, the most obvious communication cost is the price ofmaking calls, which will
drop drastically with VoIP. Less visible are areas the industry calls "moves and changes". If an
employee changes desks and needs to move an existing extension, or if extensions or extra
handsets need to be added then it entails quite a lot ofwork which needs to be done to make that
switch possible.
That's another key benefit ofVoIP - the intelligence moves out of the cards at the middle of the
network and into smart phones and other devices at the ends of the network. The phone can
become an IP appliance and it's relatively simple to add new applications. For example, it's
possible to create personalized menus, use web-based services, and layer on applications to make
the phone a personal assistant. Users can also let any phone they are sitting next to know that they
are there for call forwarding, integrating voice, fax and email in one device.
The following figure taken from an article by Probe Research graphically highlights the vast
potential of this technology in the near future. The graph on the following page depicts the
implications of the same.
Figure 1 : VoIP usage in minutes
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Voice Quality comparable to that of PSTN
An important fact to remember when carriers [See Note] and Enterprises make the network
architecture decision to move to a VoIP environment is that the perceived voice quality must be
indistinguishable from that experienced over the PSTN. Once voice reaches the central office
(CO), it exists in digital form on the PSTN- on Time Division Multiplex channels of 64kbps each.
[In the telecommunications industry, a carrier is a telephone or other company that sells or rents
telecommunication transmission services. A local exchange carrier (LEC) is a local phone
company and an inter-exchange carrier (EEC or IXC) carries long-distance calls.]
One thing to be taken into account when considering the above mention are the different factors
that would come into play once voice packets go external to an Enterprise LAN where network
conditions might differ.
Reliability
In addition to offering quality equal to that of the public network, the network must be reliable
and redundant to be considered truly carrier-class. This means the network must have Five Nine
(99.999%) reliability. Redundancy must be built in so that no packets are dropped. VoIP services
will not become ubiquitous until reliability and dependability have been demonstrated.
All the network elements need be robust. No elements of the network can fail which include the
AIM core, the signaling gateways, trunking gateways, billing servers and the core operations
support systems. Therefore, the need for disaster recovery systems will be critical in the initial
engineering and design phases so calls can be re-routed correctly18.
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VoIP has faced its own technological challenges, mainly because IP networks do not guarantee
delivery of packets; as a result, voice quality can sometimes suffer from such effects as latency,
echo, or temporary loss of parts of the conversation. But as a result of progressive work done with
regard to Quality of Service (QoS) protocols and the emergence of faster routers, these
shortcomings are being overcome, and the quality of voice over packet networks is rapidly
approaching the standard set by circuit-switched technology.
A more in-depth look at QoS problems and how they are being handled will be discussed
subsequently in this Thesis.
Applications
Applications are the real market drivers of successful technology. Following are some of the
more popular IP telephony applications on the market today that use VoIP gateways in their
implementations.
1. Toll Bypass
One of the most popular DP telephony applications for small and medium-sized businesses is toll
bypass, which uses gateways to switch long-distance voice and fax calls to international locations
onto IP-based, packet-switched networks. IP voice and fax can significantly reduce business long
distance costs, particularly if companies generate high volumes of voice and fax calls to on-
network international locations.
The range of cost savings can vary according to implementation, but generally speaking,
"businesses can realize savings of 50 percent or better with toll bypass, versus traditional long
distance charges"'9.
However, as a result of the extremely competitive U.S. telecom services market, as well as the
PSTN's high quality of service (QOS) levels, the cost of long-distance services in the U.S. have
come down. Consequently the use of toll bypass for significant cost savings is less applicable
domestically than internationally. Toll bypass is also less applicable for large corporations, whose
already large volume discounts on long-distance services can offset for most part, any IP
telephony savings which would result.
2. Unified Messaging
It refers to the use of a system to manage all methods used to convey information, such as voice
mail, email, fax and real time voice. The addition of voice over data networks in Enterprise into a
unified messaging system enables employees to make more effective use of all methods used to
convey information. This is because it enables a common GUI to be used and learned and
eliminates the need for users to spend time locating and retrieving messages from non-unified
separate systems.
In addition, by integrating voice over data network applications into a unified messaging system,
the system can facilitate the use of voice application such as real time voice which users might
use instead of dialing over the PSTN. This will result in both enhanced productivity and the cost
avoidance associated with not having to leave real time voice mail messages when the party
called using the PSTN is not available.
Benefits include the ability for businesses to provide its employees, especially remote and mobile
workers, with single-session access to all forms of incoming and outgoing messages. As well as
utilizing a single transport infrastructure to potentially save on the equipment, implementation
and management costs associated with having a multi-transport (separate voice and data network)
infrastructure.
Unified messaging is an appealing concept with broad benefits for organizations of all sizes. For
knowledge workers it provides easy access to information anywhere, anytime. For businesses it
saves time, increases productivity, and lowers the total cost of ownership ofmessaging services.
Unified messaging links people any time and anywhere, to others and to critical, time-sensitive
information, increasing productivity.
3. Integrated Call Management
It represents the routing of inbound and outbound calls using the most appropriate technique for
the call to reach its intended destination. When an Enterprise adds the ability to transmit voice
over data networks they can integrate this capability with existing voice applications and
transmission methods to obtain an integrated call management capability.
For example- PBX could be programmed to recognize that the dial prefix '4' as the code to route
calls from the local PBX to another location via an internal private IP network or the Internet.
4. IP Conferencing
Microsoft NetMeeting is the most visible IP telephony application on the market at present.
"NetMeeting is client software for theWindows line of operating systems that supports, among
other functionality, audio conferencing (i.e., H.323-based voice calls) and PC-based video
conferencing over the Internet and EP-based corporate
Intranets" 20. Opting to route audio and
video conferencing calls over IP telephony networks can help businesses reduce the higher costs
associated with conferencing.
Emerging Applications
1. E-Commerce-Enabled CRM (eCRM)
VoIP platforms provide the tools that support new e-commerce services, most importantly
customer care and call center capabilities. As e-commerce becomes an increasingly viable
alternative distribution channel, companies need to ensure that both business and consumer
customers are satisfied with the online customer support and service they receive.
"According to a study conducted by Forrester Research, 66% of online shoppers abandon their
shopping carts for service-related
reasons".21Lack of interactivity and poor online customer
service and support account for these unfilled orders, according to Forrester. Similar studies from
other researchers report that customers want live interaction with customer service
representatives.
Many companies are cognizant of the need to improve their online and traditional call-center-
based customer service. As a result, there are expectations of an exponential increase in demand
for not only online customer care (eCRM), but for application suites that can integrate all existing
modes of customer care (e-mail, chat, self-help, or toll-free phone call).
However, deploying an integrated suite is complex and time-consuming, and many of these
companies will not want to make the investment or take the time required to deploy and maintain
these integrated applications.
2. Order Placement
Integrated voice has an inherent ability to enhance the sales that take place online. Instead of
clicking on a
'help' icon on a retailers website or filling out an email query question regarding the
merchandise there is a distinct possibility of clicking on a "Speak to an
agent"icon.
This initiates the call that dials into a local server application and delivers the on-screen user
interface for conducting the call. A second local server application provides the corresponding
interface between the Internet and the local phone system used by the called party, e.g., the
customer care rep. This technology can be used by call centers to allow customer care reps to
accept or initiate Web-based phone calls.
In this application, end-user voice calls to the call center are routed over an IP-based network via
IP telephony gateways, saving the call center, in many cases, on
'1-800' line charges.
This would directly communicate with a customer service representative who immediately
answers the query and concludes with an offer to process the sales order. Being able to instantly
respond to customer needs; close a pending sale through information clarification and end-
user/agent browser collaboration; and generate interest in or close additional sales almost
immediately. In other words, if done right it will result in exceptional customer service22.
Another variant of the same involves having an option where instead of clicking on a "Speak to
an
agent"icon they are offered the option of filling out the shoppers name and phone number for
those computer users who don't have multimedia capability. This information is passed to the
retailer which results in the call management center calling up the number and then connecting
the customer representative with the dialed connection23.
An important point to be kept in mind is that these Web applications will need to be custom
developed.
These new features can be a real motivator for implementation. According to IDC Analysts "the
benefits of an IP-based phone network include shared conferencing that doesn't require operator
setup, simultaneous voice and Web presentations, combined inboxes and aggregated
billing."
Larger businesses need call centers with automatic call distributors that forwards calls across
states and allow incoming calls to be routed to remote centers or to homes.
In its report, "Web Talk 2000: Market Forecast and
Analysis," IDC forecasts that service
providers'
click-to-call revenues will increase at a compound annual growth rate of 200%, from
$208 million in year 2000 to $16.5 billion by year end
2004.25
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Chapter: VoIP problems
In principle it's not that difficult to carry voice over IP networks; a digitized voice signal is simply
data and can be carried by a packet network just like any other data. The major technological
achievement of the telephone network- that of least-cost routing has its counterpart in IP networks
as well.
There are, however, fundamental problems of Quality of Service (QoS) that has to be solved
before VOIP can realistically compete with TDM networks.
QoS has different implications for both data and for voice. Although typical data applications
such as E-mail and file transfer can withstand relatively significant delay, for voice applications
low delay and proper time ordering of the signal are critical. These requirements are completely
at odds with the basic principles of IP networks (although not necessarily with those of other
packet networks such as ATM).
To overcome these constraints, mechanisms such as tunneling and jitter buffers need to be
employed. Additional components of voice quality, such as echo cancellation and voice
compression, are not inherent in data based networks at all and need to be added ad hoc for VoIP.
The issue of signaling for IP networks is especially important to our discussion about VoIP.
Signaling
By signaling, it is meant the exchange of information needed for a telephone call other than the
speech itself. Signaling allows basic features such as informing the network that the phone is off-
hook or it needs to ring; more advanced features, courtesy of signaling, make sure the call reaches
its proper destination and the call is billing accurately.
More sophisticated applications enabled by signaling are caller identification, call forwarding,
call transfer and conference calls. There are numerous such telephony features. Phone customers
are mostly unaware of the underlying complexity involved, until when they are deprived of any of
the features to which they have become
accustomed.26
Potentialproblems27
1. Reliability
Reliability can be described as the ability of the data packets to reach their intended destination.
The transmission of voice over packet networks (which were originally developed to transmit
data) involves a degree of risk concerning the reliable delivery of the voice packets. For example
some networks include a discard mechanism when the utilization of the network reaches a pre
defined level. For VoIP applications digitized speech has to be reconstructed and to this end the
absence of extended delays is necessary during which dropped packets are retransmitted.
Thus, the ability to effectively transport voice over data networks requires a mechanism to ensure
the reliable delivery of packets. Most of the VoIP product vendors are increasing the potential for
reliable delivery of voice encoded packets primarily by limiting the length of these packets,
reducing the probability that they will be dropped by the packet network (These will be later on
described under Packetization and Serialization delay).
II
Another reliability problem emerges with regards to the steps taken by the receiver when a voice-
carrying packet is dropped while transmitting it over a data network. Most of the time, no steps
are taken, which results in a period of silence, which is not discernible to the human ear. But if
several packets are dropped, the result is an audible gap of silence that becomes noticeable. To
overcome this, several vendors generate a bit of noise (comfort noise) that is not as noticeable as
the gap of silence.
2. Predictability
Predictability is more often than not confused with reliability when associated with the
transmission of voice over a data network, but in reality they are two separate and distinct
problems.
Reliability refers to the ability of the packets containing digitized voice to reach their intended
destination without being dropped by the network. Predictability refers to the delivery of those
packets without an excessive amount of delay that would result in the reconstruction of the
transported conversation sounding awkward.
Depending on the type of the voice being transported both reliability and predictability may or
may not be an issue.
There are two categories of voice applications, which can be considered for transporting voice
over a data network: real time and non-real time. An example of the former includes a telephone
conversation between two parties requiring both predictability and reliability. An example of the
latter includes an attachment of a voice message attached to an email or the transmission of a pre
recorded voice mail from one location to another requiring neither predictability or reliability.
For the length of this thesis when we refer to voice we will be referring to real time voice.
Increasing predictability
There are two basic methods that can be invoked to increase the predictability of the voice
packets arriving at their intended destination.
The first involves providing QoS features to provide for reservation of network resources for the
transmission of the sequence of voice packets with a guaranteed minimum delay.
QoS has been developed as a mechanism for incorporation into IP networks via the RSVP
Unfortunately RSVP requires the usage ofRSVP compatible devices throughout the route of the
packets through an D? network to obtain the ability to reserve network resources from source to
destination.
An internal network such as that of a network within an Enterprise stands a greater chance of
success as compared to the public IP network when it comes to implementing vendor equipment,
which is compatible with the minimum requirements.
The second method encompasses rigid control of the data packets. Priority schemes for the
prioritization of the voice packets over data have been developed so that the transmitted voice
packets are given precedence over the data packets that are more tolerable to delay in their
transmission. Although these techniques do not always guarantee that voice packets will arrive at
their destination in a timely and predictable manner, they greatly enhance the probability that they
will do so.
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3. Security Concerns
There is a possibility that a voice conversation will be overheard (or to be more precise data
packets can be captured or intercepted) when using a voice over data transmission method in
which voice packets or frames flow over a public packet network. The use of a public packet
network that is connected to an internal corporate nevertheless raises a question about the
underlying security questions. (This will be addressed under Chapter: QoS subsection
Codecs)
Although an organization will always have a degree of exposure to the contents of the digitized
voice packets being inadvertently or intentionally read as they are routed through a public packet
network a more significant problem is controlling access to the network once it is connected to
the public network.
This evolves into a three-fold issue that an Enterprise needs to be concerned with:
1 . Access control
2. Authentication
3. Encryption with respect to transmission over a public packet network.
Access Control:
It represents a mechanism to enable or disable transmission between networks based on some
predefined metric (which is a quantity being measured) such as the source address of the packet.
One issue, which we have to concern ourselves with here, is that the tradeoff between security in
a VoIP environment and the delay in the processing of the access control list that can adversely
affect the intelligibility of the reconstructed piece of voice at the destination.
If an Enterprise supports products from several vendors and uses a router access control list for
security, the list would more than likely include several IP related statements. And because access
control lists are examined sequentially, top down, placing a voice related statement at the bottom
of the list could result in a few extra millisecond of delay.
Therefore voice related statements should be moved to the top of the access control list in order to
minimize processing time. Both an access control lists implemented in a router and the usage of
firewalls are good practice in most Enterprises.
2. Authentication
On connecting a corporate network with the public packet network there may be some data access
requirements that require authentication. If that is the case then the Enterprise needs to invest in
equipment that can distinguish between the information transported in different packets and
require authentication only for those packets, which are attempting to access predefined services
on the private network.
3. Encryption
There are entire ranges of products commercially available in the market for exclusive use in
encrypting packets. But unlike point-to-point circuit utilization where an entire packet can be
encrypted and decrypted without affecting the ability to be routed the application of encryption of
data flowing over a public packet network requires the usage of an intelligent encryption device.
This device must recognize the separation of the information field from the header and the rest of
the packet operating only on the information field. Otherwise the packet will not be routable.
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The usage of an encryption to hide the meaning of packets results in another delay which in
conjunction with other factors when moving voice over a data network can adversely affect the
intelligibility of reconstructed voice.
Since encryption adds to the delay of packets transporting digitized voice and should be
employed only when absolutely necessary28.
Interpretability
Many vendors use different versions of standards and proprietary coding/decoding techniques
(Codecs) to achieve better gateway performance. As such, VoIP gateways from different vendors
still cannot communicate with each other. Even some of those that are H.323 compliant cannot
interoperate (This will be addressed later on in the Chapter 'Gateway') The ITU has recently
released Version 4 of the H.323 interoperability standard (one of the many versions of the
original H.323).
Some standards for voice, fax, and video over IP are currently in place and others are still
emerging. But existing IP telephony standards need to be enhanced in order to convince vendors
to drop proprietary design techniques and encourage
interoperability.29
Additionally, standards for QoS are critical for successful voice over IP. IP Type of Service
(ToS), which is part of the IP packet header, can assign special treatment, such as routing, to
packets carrying voice.
ToS signaling, RTTP, header compression, and MPLS are all standards that work to reduce IP
overhead by directly reducing bandwidth requirements. That could indirectly reduce latency and
ensure QoS to the level required for voice calls.
Despite these concerns VoIP momentum is building. Carriers have generally accepted that
circuit-switched networks will eventually be replaced with packet-switched IP and are gradually
implementing and upgrading infrastructure to handle it.
But if an Enterprise has a working phone system now, it may want to wait. Full IP telephony
outside of a closed system is still a way off, but it's coming. On the other hand, if the Enterprise
has the need for IP telephony features at present and thinks that it could realize some benefits
from implementing a voice-over-D? gateway, it should plans its convergence
strategy.30
(Different options available to Enterprises will be discussed in the Chapter:
Implementation) .
Obstacles
Carriers are racing to convert their networks to IP so they can offer voice-over-IP services (See
Appendix Section on Carriers implementing VoIP). A recent study by Probe Research shows
that "Less than 4% of the 70 billion voice minutes logged in 1999 were over IP."
One of the primary causal agent is that although VoIP offers potential cost savings and opens up
the possibility of new applications, there are significant barriers to its implementation in
organizations including absence of wide spread adoption trend (lack of precedent).
Cost Savings Debunked31:
It is supposed to save organizations money by eliminating expensive long-distance calls, often
referred to as long-haul toll bypass. But toll charges have dropped dramatically in the recent
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years. And Internet telephony systems in many cases require upgrading to a switched LAN,
which adds a significant cost. Bottom line is that organizations are simply not going to save a lot
on long-distance charges by switching to voice over IP. It's the other benefits that are going to
affect the decision to adopt this technology.
Barrier No. 1:
Management tools for converged networks won't be available for two to three years
The potential cost savings from voice over IP is the opportunity to slash network management
costs. Most Enterprises typically have separate phone and data networks with completely
different wire infrastructures, separate equipment, operations centers, trained administrators and
distributed end-user devices. Voice over IP gives the ability to consolidate them into one network.
Specifically, with Web-based management of voice switches and PBXs, the use of directories to
handle adds, moves and drops for both the phone system and network users, administration is
streamlined and overall costs are reduced.
Voice-over-IP proponent's point out that 70% of ongoing network costs is related to
administration. Companies that are consolidating phone and data networks could slash its
network administration costs by more than half. But management tools with common interface
and maintenance capabilities to handle a converged network are still at least two years away
according to Gartner Group. Without them, it's difficult to realize lower management costs.
Barrier No. 2:
Standards are still evolving
According to analysts and vendors alike, a significant barrier to ubiquitous IP telephony is the
elementary state of the interoperability standards in the voice-over-IP arena. The reason is that
while the standard is there, the interpretation is still loose, which is typical for evolving standards.
These reasons along with an Enterprise's willingness to adopt what is still seen as an emerging
technology are the primary cause behind the slow adoption of the same.
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Part II
Convergence
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Chapter: Convergence
As networking technology becomes more pervasive, opportunities have arisen for using it in new
and more creative ways. One example, which has been the focal point of discussion in this thesis,
is using data networks to carry voice and video traffic along with data.
The generic term for this kind of use is called Converged Networking. It is an emerging
technology thrust that integrates voice, video and data traffic on a single network. It is the
integration of all types of information (voice, data and video) on a single network infrastructure.
The main drivers for convergence are
1 . Demand for costs reduction.
2. Demand for new applications to enable business growth
3. Demand for simplification
4. Demand for consolidation: combine operations and consolidate management
"The major forces are driving market interest in converged networks are primarily Cost reduction
(both in capital outlay and technical support expenditures). But organizations will replace their
existing voice, data, and video infrastructures by a converged network only if they anticipate
substantial savings in both capital expenditure and day-to-day operational costs. At the same
time, a converged network must deliver service at least equivalent to existing
facilities."3
Cost Reduction
The potential for cost reduction in converged networks arises from the elimination of unnecessary
infrastructure duplication. There are unjustifiable costs associated with duplicate or redundant
equipment acquisition and maintenance for separate data, voice, and video networks namely-
1 . Duplicate management infrastructure for these networks
2. Duplicate personnel to service these networks
3. Duplicate facilities costs (for example, for cabling plant wire closet floor space, cooling) to
bring the services of these networks to users.
Enterprise users exploring convergence should consider various kinds of benefits:
1 . At the application level, convergence adds the human touch to e-commerce solutions and
provides tools to the distributed workforce for increased competitiveness and profitability.
2. At the infrastructure level, convergence delivers reduced complexity and the highest
affordable network availability and price/performance.
3. At the management level, convergence provides the tools required to more effectively
configure and manage the network. The ultimate objective is to meet the connectivity,
reliability, and performance needs of applications and users. In short, the goal is to make
optimal use of network
resources.34
Eventually services will be provided on a single network where streams of data are differentiated
for delivery within specified time requirements.
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The gradual step towards convergence can be divided into three separate
phases35
Phase 1 - Development and Exploration
A reason to invest during this phase is the potential of gaining technology-based, first-mover
competitive advantages. Converged services offer potential cost savings and improved customer
service, and experimentation during this phase provides firms with valuable knowledge for future
projects.
Additionally, some firms may be that point in their infrastructure cycles in which older equipment
is best replaced with new equipment that is ready for packet-based communication. This is
particularly true for green field sites, which haven't already made expensive investments in
PBX'
s just yet.
Phase 2 - Application
This phase will begin when a group of core technologies that resolve QoS issues while providing
interoperability has been identified. Software vendors will focus on developing user-friendly
applications with mass-market appeal. Much of the equipment designed for circuit-switched
networks becomes obsolete as dual-function equipment emerges. This phase marks the beginning
of full-scale investment and adoption of integrated communications services.
Phase 3 - Solution implementation
In this phase, the integrated voice/data network represents a standard plan for Enterprises and
service providers. Cost cutting and competitive advantage are no longer factors in the decision to
adopt because almost all-commercial offerings are based on converged technologies. All
Enterprise investments in hardware replacement will be channeled into convergence-ready,
compatible devices
Reality Check
For Enterprises attempting to plan for convergence, coordination between IT and the
telecommunications group is a key challenge. In most companies, the IT and telecom departments
are separate, and that creates organizational challenges that act as a barrier to the adoption of
integrated services.
Existing service contracts are also a barrier. Firms looking toward convergence in the next two to
five years should revisit their negotiations with carriers. Companies with flexible contracts are in
a better position to experiment with and adopt Converged networking36.
On a lesser extent some of the following factors will also play a part in an organizations decision
to embrace convergence of the networks
1 . A firm's physical characteristics (size, geographic dispersion)
2. Its relationship management requirements (call centers and extra-nets as they relate to
supporting a large quantity of customers)
3. Its usage patterns
4. The condition of its current telecom infrastructure
5. Existing voice/data contractual commitments
6. Its attitude toward technology (risk taker vs. risk averse).
Further discussion of Implementation will follow after a detailed review of the protocols
and standards that are necessary to gain a complete picture of the workings ofVoIP.
Part III
Protocols & Standards
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Chapter: Protocols
This chapter highlights the different protocols that play a part in voice applications when sent
over data networks. We start off with an overview of the Open System Interconnection (OSI)
model. Subsequent to that we will highlight the role of underlying protocols such as Internet
Protocol (IP), Transmission Control Protocol (TCP), User Defined Protocol (UDP) and Real
Time Protocol (RTP).
OSI Model
The main idea in OSI is that the process of communication between two end points in a
telecommunication network can be divided into layers, with each layer adding its own set of
special, related functions. Each communicating user or program is at a computer equipped with
these seven layers of function.
OSI divides telecommunication into seven layers. The seven layers are:
OSI Model Protocol
Layer 7 Application Layer
Layer 6 Presentation Layer
Layer 5 Session Layer
Layer 4 Transport Layer TCP, UDP
Layer 3 Network Layer IP
Layer 2 Data Link Layer
Layer 1 Physical Layer
The seven layers of the OSI reference model can be divided into two categories: Upper layers
and Lower layers.
The Uppers layers of the OSI model deal with application issues and generally are implemented
only in software. The highest layer "Application
layer" is closest to the end user. Both users and
application-layer processes interact with software applications that contain a communications
component. The term upper layer is sometimes used to refer to any layer above another layer in
the OSI model.
The Lower layers of the OSI model handle data transport issues. The physical layer and data-link
layer are implemented in hardware and software. The other lower layers generally are
implemented only in software. The lowest layer, the physical layer, is closest to the physical
network medium (the network cabling for example) and is responsible for actually placing the
information on the medium.
The Physical Layer describes the physical properties of the various communications media, as
well as the electrical properties and interpretation of the exchanged signals. This layer defines the
size ofEthernet coaxial cable, the type ofBNC connector used, and the termination method.
The Data Link Layer describes the logical organization of data bits transmitted on a particular
medium. This layer defines the framing, addressing and performing 'check
sum'
ofEthernet
packets.
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The Network Layer describes how a series of exchanges over various data links can deliver data
between any two nodes in a network. This layer defines the addressing and routing structure of
the Internet.
The Transport Layer describes the quality and nature of the data delivery. This layer defines if
and how retransmissions will be used to ensure data delivery.
The Session Layer describes the organization of data sequences larger than the packets handled
by lower layers. This layer describes how request and reply packets are paired in a remote
procedure call.
The Presentation Layer describes the syntax of data being transferred. This layer describes how
floating-point numbers can be exchanged between hosts with different math formats.
The Application Layer describes how real work actually gets done. This layer would implement
file system operations37.
IP (Internet Protocol)
In the Open Systems Interconnection (OSI) communication model, IP belong to the Network
Layer that is the third layer above the physical and the data layers.
IP is the protocol by which data is sent from one computer to another on the Internet. Each
computer (known as a "Host") on the Internet has at least one IP address that uniquely identifies
it from all other computers on the Internet. When sending or receive data (e.g. e-mail, files, Web
page) the message gets divided into little chunks called packets or datagrams. Each of these
packets contains both the sender's as well as the receiver's address.
The packet is sent first to a gateway computer, which reads the destination address and forwards
the packet to an adjacent gateway. Which in turn reads the destination address and so forth across
the network until one gateway recognizes the packet as belonging to a computer within its
immediate neighborhood or domain. That gateway then forwards the packet directly to the
computer whose address is specified.
Because a message is divided into a number of packets, each packet can be sent by a different
route across the Internet. Packets can arrive in a different order than the order they were sent in.
The Internet Protocol just delivers them. It's up to higher protocols like the Transmission Control
Protocol (TCP) to put them back in the right order.
"IP is an unreliable, best effort type protocol. It has no retransmission or flow control
mechanisms and performs no error recovery for the lost
packets".38
IP is also a connectionless protocol, which means that there is no continuing connection between
the end points that are communicating. Each packet that travels through the network is treated as
an independent unit of data without any relation to any other unit of data. "The reason the packets
do get put in the right order is because ofTCP, the connection-oriented protocol that keeps track
of the packet sequence in a
message"39.
The job of IP is to permit hosts to inject packets into any network and have them travel
independently to the destination. It relies on protocols above it to provide error detection and
error recovery. The most widely used version of IP today is Internet Protocol Version 4 (IPv4).
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IP supports protocol layering as defined in the OSI reference model. Popular higher-level
Protocols like HTTP, TCP, and UDP are built directly on top of IP.
IP receives data from higher layers. It adds a header containing information related to the data
received and passes it to the lower layer (these packets are called IP datagram). The most
important service that IP provides is sending the data packets to the proper destination. All the
routing information necessary for this purpose is contained in the IP header.
When the size of the data coming from the transport layer is bigger than the maximum size than
the link can handle, the Internet Protocol takes care of fragmentation and re-assembly of packets.
If the datagram received from one network is longer than what the other network can
accommodate, IP divides the datagram into smaller fragments for transmission. This process is
called fragmentation and the smaller pieces are called datagram fragments.
Figure 3: Ipv4 Header
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The current version of DP is four (IPv4), but it will eventually be replaced by the version six
(IPv6) of the protocol, which uses 128-bit addresses instead of the 32-bit IPv4 addresses. It
overcomes the problem of running out of available IP addresses, which is an inherent problem in
IPv4.
The special options present in some IPv4 packets are placed in IPv6 in separate optional headers,
optimizing the processing of them. IPv6 supports resource allocation through labeling flows of
packets. This way, special flows like audio packets with low delay requirements can be treated in
a different way than packets without real time data40.
The 'Header length' field contains 4 bits that are set to a value to indicate the length of the
packet.
The 'ToS' field is used to identify several QoS functions provided for an application. Transit
delay, throughput, precedence and reliability can be requested with this field. The precedence
field can be used to implement flow control and congestion mechanisms in a network.
The 'Total length' field specifies the total length of the IP datagram.
The IP Protocol uses three fields in the header to control datagram fragmentations and
reassembly. These fields are 'Identifier',
'Flags'
and 'Fragmentation offset'.
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The 'Time to live' parameter is used to measure the time the datagram has been in the IP
network. This field is checked by the Gateways and the bit is discarded if the TTL value is set to
0. In actual implementation, the TTL value is the number of hops.
The 'Protocol' field is used to identify the next level protocol above the IP that is to receive the
datagram at the final host destination.
The 'Header Checksum' field is used to detect an error that may have occurred in the header.
IP carries two addresses in the datagram header field. They are labeled
'Source'
and
'Destination' header field and remain the same throughout the life of the datagram. These fields
contain the Internet addresses.
The 'Options' field is used to identify several additional services. The majority of
implementations use this field for network management and diagnostics41.
Figure 4: IPv6 Header
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TCP (Transmission Control Protocol)
TCP provides a reliable connection oriented transport layer service. Before transferring any data,
a connection is established between the two end systems. After this establishment, TCP takes care
of all the packets to assure that all of them arrive at the destination. Timeouts and retransmissions
are implemented in order to provide this connection-oriented service.
TCP also includes flow control and error detection. The packet rate can be increased or decreased
depending on the level of load of the network. Corrupted packets are discharged and
retransmitted. Therefore, the applications running above TCP does not have to implement any of
those services since TCP offers them. TCP is also responsible for passing data to and from the
correct application.
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A 16 bit number called 'Portnumber'identifies the application for which data is sent (See next
Figure). The source and the destination port are contained in the segment header42. This will be
explained subsequent to discussion TCP and UDP.
Voice applications
"Voice applications need not use TCP because the TCP protocol supports features that introduce
too much delay in the overall procedure and it is not practical to achieve real time performance if
the delayed or lost packets are retransmitted. If the overall delay exceeds 400ms (which is beyond
the Round Time Trip) then it would not be considered acceptable for speech"43.
In data exchanges the focus is set on the correctness of the information, and real-time
applications are concerned about receiving the information in time.
Figure 5: TCP Header
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UDP (User Data Protocol)
UDP is a transport layer protocol. It provides a connectionless service to higher layers. UDP does
not assure that the packets will reach their destination. However, this lack of reliability makes
UDP suitable for some applications, like real time audio, since the reliability mechanisms are
built on top ofUDP. Thus, the application can decide whether retransmission of packets is
suitable and a better control of the data flow is achieved from the application point of view.
Figure 6: UDP Header
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UDP headerjust contains the source and destination ports, the length of the packet and an
optional checksum for error detection. The port numbers are used to deliver the data to the correct
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application, since several processes can use UDP simultaneously. UDP uses the port concept to
direct the datagrams to the proper upper layer application.
UDP is unreliable, connectionless protocol for applications that do not want TCP sequencing or
flow control and wish to provide their own. UDP provides a minimum of protocol overhead to
allow applications to exchange messages over the network. It is an unreliable protocol, which
means that there are no techniques in the protocol for verifying that the data reached the other end
of the network. The only type of reliability is that UDP performs a simple checksum of each
message.
Like in TCP, UDP is responsible for delivering data to and from the application layer. It also uses
a 16-bit source port and destination port in the message header to deliver data to the correct
application process.
UDP protocol is used in situations where the amount of data being transmitted is small. In this
case the overhead of creating connections and ensuring reliable delivery is greater than the work
of transmitting the entire data if it is received incorrectly. Thus, UDP is widely used in
applications in which prompt delivery is more important such as transmitting voice or video.
Port Concept
Both UDP and TCP headers contain port numbers to define the nature of the data being carried.
E.g. Port 53 is reserved for DNS, Port 520 for RIP, Port 161 for SNMP, Port 23 for Telnet, Port
21 for FTP, Port 80 forWWW, etc44.
A TCP upper layer user in a host machine is identified by a port identifier. The port number is
concatenated with an IP Internet address to form a socket. This has to be unique and a pair of
sockets uniquely identifies each endpoint connection. E.g.
Sending Socket = Source IP address + Source Port Number
Receiving Socket = Destination IP address + Destination Port Number'
Port numbers are also important for one another reason. Routers also examine the port numbers in
order to determine the type of traffic in the user payload. E.g. a Destination Port number might
identify an audio application and the router could then treat this traffic as high priority in contrast
to other delay sensitive data traffic applications such as email for file
transfer.45
TCP uses acknowledgements to check if the packets are arriving at the destination without errors.
TCP is suitable for reliable data exchanges, but real time applications (such as voice and video)
usually have to implement their own timeouts and their own flow control mechanisms, since the
requirements are completely different.
RTP (Real Time Protocol)
Up till quite recently Enterprise networks were being used for applications ranging from file
transfer and electronic mail, which can tolerate delay. But with the advent of usage ofmulti-
participant applications and the amount of real-time traffic such as voice and video being
introduced on the networks the requirements are changing.
The requirements of these real-time applications are different to the traditional data services. The
focus is set on the time delay more than on the data integrity. TCP is suitable for reliable
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communication, but its flow control and error detection make it not appropriate for low time
delay transmission. Due to this, a new protocol was developed.
RTP can run over connection oriented or connectionless lower layer protocols, which are in
charge of framing and segmentation. It provides end to end transport of real time data but does
not guarantee Quality of Service and does not address resource reservation along the path of
connection.46A more detailed discussion will follow in a later chapter along with the other
supporting protocols.
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Chapter: Standards
There has been a great deal of activity in the area of VoIP standards in the recent months. The
good news is that the market is attracting a lot of attention. The only drawback to the situation is
that there is now exists a range of standards related to voice over IP that is creating confusion and
controversy in the industry.
The ITU has developed a number of specifications, the most important of which is the family of
H.323 standards, which is the most widely deployed specification for voice over IP. Meanwhile,
the IETF has also been working diligently to develop specifications to enable real-time
applications such as voice to work over IP, notably DiffServ andMPLS.
IP Telephony Call Signaling
IP networks do not need nor use call signaling. By nature they are designed to carry data, are
connectionless, and do not require the complex signaling of the PSTNs. Telephony applications
or voice services, on the other hand, introduce the requirement for signaling into IP networks
because operating parameters for the call must be established prior to data transfer. For example,
both called and calling parties must establish the following:
1 . Encoding mechanism for the audio or video data
2. Transport addresses to be used to transfer voice/video data
3. Bandwidth requirements
4. Authorization for initiating and accepting a call
5. Call transfer and call diversion
6. Location of the called party
In addition, call signaling must provide for an interface between the existing telephone system
and the IP telephony system. To provide this signaling functionality into a network not inherently
set up for it, Signaling Protocols like H.323 and SIP are
used.47After the establishment of the
connection, these protocols control the call and, when it is finished, they indicate that the
resources used can be released. The messages sent by these protocols are also transmitted in IP
packets through the
network.48
Standards49
VoIP technology is rapidly evolving, but still there are ongoing debates about a de facto standard
that will bridge traditional circuit-switched networks and packet switched networks. Four
protocol standards govern VoIP technology:
1. H.323 standard (H.323 Version 1 through H.323 Version 4)
2. SIP (Session Initiation Protocol)
3. MGCP (Media Gateway Control Protocol)
4. H.24S7Megaco specification.
The first two are Signaling Protocols while the latter two are Gateway protocols. Following is a
graphical breakdown these different protocols and their support by VoIP vendors as of Januray
2001.
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Figure 7: Different VoIP Standards
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H.323
In many IP telephony standards discussions, the one most frequently mentioned is the ITU's
(International Telecommunications Union's) H.323 series of broad audio-conferencing and
videoconferencing standards for transporting audio, video, and data over non-QOS (Quality of
Service), IP-based data networks.
H.323 is part of a broader family of standards developed by ITU describing how audio, video and
data communications occur between terminals, network equipment and services on packet based
IP networks that do not provide guaranteed QoS (such as the public Internet). H.323 is not
entirely IP specific and there are sections on the use ofH.323 over IPX/SPX or ATM.
H.323 Architecture
H.323 is an ITU standard which defines call control; channel setup and codec specifications for
transmitting VoIP over networks that don't offer guaranteed QoS, as well as LANs and WANs. In
its architecture, each client belongs to a zone, and there is a gatekeeper in each zone. All the
clients of a zone are registered to its gatekeeper. The gatekeeper provides address translation
(allowing aliases to be used), admission control and bandwidth control.
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Figure 8: H.323 Architecture
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H.323 Components
H.323 defines four major components for networked communications:
1. Terminal
An H.323 terminal is the endpoint on a packet network that provides for real-time, two-way
communication with another H.323 entity. Terminals can be H.323 compliant multimedia PCs,
Ethernet/IP telephones, or other similar devices.
It includes a signaling endpoint, which supports one or more users who enter into real time
communication with one or more parties. In general, one or more parties may be in dissimilar
domains, such as a PSTN subscriber and a H.323 terminal.
2. Gateway
The Gateway is an endpoint on the packet network that provides real-time, two-way
communication between H.323 terminals on IP networks, other ITU-T terminal, or other
Gateways. Gateways also provide the connection path between H.323 terminals and other
switched circuit networks (e.g. PSTN). Gateways perform call setup and clearing between non-
H.323 endpoints.
3. Gatekeeper
The Gatekeeper provides address translation and controls access to the domain for which it is
responsible (for example, a LAN or part of a packet network) for H.323 terminals, Gateways, and
MCUs. Gatekeepers act as central points for calls in their zones and provide services to
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registered end points. Gatekeepers are optional, but when used they provide centralized
management for authentication, routing, call detail recording, and bandwidth management.
A H.323 zone includes all the terminal gateways and MCUs managed by one Gatekeeper. There
can be only one gatekeeper per zone, which can span a wide geographical area. Absence of a
gatekeeper in a zone means that that particular zone doesn't constitute a H.323 zone.
Gatekeepers can signal to other gatekeepers in other zones to access users in other domains in a
manner transparent to the calling party. In Enterprise scenarios this is necessary to support
distributed locations of a multinational corporation, or any other example of a geographically
separated LAN segments50.
4.MCU
MCU (multi-point control units) are the endpoint that provides the capability for H.323 entities
(terminals and gateways) to participate in a multipoint conference51. MCU are listed separately,
but in practice they are most often part of a gatekeeper that acts as a terminal serving one or more
users.
For multiparty conferences, Multipoint Controllers (MCs) are employed. All the clients involved
in the conference are connected to this controller. The Multipoint Controller performs the
negotiation of terminal capabilities.
To send the real-time media stream (it can consist of data and/or packetized voice conversation)
to each client, taking into account its specific capabilities, Multi-point processors (MPs) are used.
They convert the real-time stream into a proper format and send it to the user. An MCU contains
an MC, and optionally one or moreMPs.
Codecs
H.323 contains the particulars for defining the multiple coding/decoding techniques (Codecs) that
will be discussed after our discussion of the H.323 call functionality. The term is used
interchangeably with speech coders, voice coders or simply coders or codecs in all the texts
referred to.
H.323 CallModel
The call model ofH.323 consists of 5 phases:
1 . Call setup
2. Initial communication between endpoints and terminal capability exchange
3. Establishment of audio communication between endpoints
4. Request and negotiation of call services
5. Call Termination
Signaling Channels
The functionality of a H.323 call setup is divided into three areas. H.323 defines three different
signaling channels that define this in detail.
1. H.225.0/RAS
2. H.225.0/Q.931
3. H.245.
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The H.225.0/RAS (Registration, Admission and Status) channel is established between the user
and the gatekeeper. This channel is used to perform registrations with the gatekeeper and request
bandwidth and resources for the call. It uses UDP.
H.225/Q.931 is a signaling channel used to establish and terminate the connections. Messages
related to the provision of supplementary services are also transmitted over this channel. It uses
TCP.
H.245 is used to transmit control information during the call and control logical channels between
end points. It uses TCP. It is opened at the beginning of the call to negotiate a common set of
codecs, and remains in use throughout the call to carry out control messages.
H.245 channel is used by terminals to exchange audio and video capabilities. It is then used to
signal opening the logical channels for both audio and video, which causes RTP sessions to be
created for the media streams (we will talk about RTP in the next chapter). The H.245 channel
remains open for the duration of the conference. It is also used to signal the end of the conference.
If the users involved in a conference know the other parties IP addresses, the connection can be
established directly between end points. In this scenario, no gatekeeper is needed. H.323 can be
used with a fast-start algorithm. It allows a quicker negotiation of capabilities between the end
points when the connection is being set up.
Figure 9: H.323 Signaling Channels
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Variants to H.323
There are currently four versions of the H.323 standard available today (H.323 vl, v2, v3 and v4)
with support for H.323 v2 enjoying the most acceptances lately and support for H.323 v3 and v4
expected to grow. New features in version 4 include call hold, call park and pickup, call waiting,
message waiting, and some fax and multimedia broadcasting capability.
"Various incompatible versions of the H.323 standard exist. Version 1 (which is not forward
compatible with the most widely supported Version 2), Versions 3 and 4. Version 3 is a ratified
standard at this point but not Version 4.So many versions of the same standard have contributed
to industry confusion"52.
Several major vendors have embraced H.323 as the standard for IP telephony, including leading
PC client applications companies such as Microsoft and Intel/Dialogic. Microsoft NetMeeting,
(the popular H.323-compliant conferencing application) and H.323 telephones developed or
offered by IP and server-based system vendors are some examples ofH.323-based products on
the market today.
Because it was initially designed to support video packets, H.323 has considerable overhead,
which is a disadvantage for IP telephony applications. As an early VoIP Protocol, however,
H.323 has been promoted as the standard for interoperability by Internet phone and VoIP
vendors.
Figure 10: H.323 Protocol Stack
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Elements to H.323 Calls
An important point to be considered is the support for Dual Tone Multi-frequency signals
(DTMF) that are tones generated by a touch-tone phone. When transported in a switched circuit
network, they are digitized by the G.71 1 codec and played back at the receiving end of the line.
This is generally not a problem, as the codec does not assume that the signal is voice. However
certain codecs, which achieve a much higher compression, may assume that the signal is voice.
This is important when the communication involves Interactive Voice Response (IVR) where it is
important to transmit the DTMF tones correctly. "In order to correct this a special H.245 method
called
'UserlnputDirection'
was
developed."53
H.323 Call Security: H.235
H.323 aims to provide privacy and authentication to all protocols using H.245 including H.323
communication. It dispels the fears that using H.323 conversations over the Internet makes it less
secure than regular telephony. In fact, even without H.235, it is difficult to listen to an H.323
phone call because the codec algorithm used to encode will have to be implemented.
With H.235, IP telephony becomes much more secure than regular telephony. It becomes
difficult, even for someone having free access to the IP network to listen to any conversation that
has been secured with H.235. It even allows the caller to hide the destination number they are
trying to reach.
The H.245 channel itself is secure. But the main motivation for securing this channel is protecting
amongst other factors, the DTMF information carried in H.245 messages, which may contain
sensitive credit card information or passwords. In the context of H.235, any network element
which needs to know the contents ofH.245 messages need to be trusted by the communication
endpoints because it will have access to all confidential information elements: DTMF digits,
encryption keys etc. These elements include the gatekeeper, gateways, MCUs.
The following table depicts the H.323 standard in comparison to the ISO Model followed by a
graphical representation of the same-
Table 2: ISO Reference Model and the H.323 Standards
ISO Protocol Layer ITU H.323 Standard
Presentation G.71 l,G.729,G.729a, etc
Session H.323, H.245, H.225, RTCP
Transport RTP, UDP
Network IP, RSVP, WFQ
Link RFC 17 17 (PPP/ML), Frame, ATM, etc
Table Source: http://www.cisco.com/warp/public/cc/pd/rt/mc3810/prodlit/pvnet in.htm
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Figure 11: H.323 protocols in relation to the OSI model
Application
f Audio Signal
( G.711 )( G.728 ,
( G.722 )( G.729 )
U G.723.1 ) J
]
Presentation
Session
Transport
Video Signal
( H.261 ) ( H.263 )
f Data "\
( T.127 )
T
( RTCP ) ( RAS )PrTP )
\ J
, , ,
RTP) I t.i;
/Supplementary Services\ (t. 125/1
f H.45n.3 1 ( h asn? 1 ^ m-[ . 0. ) ( H.450.2 )
, 1 l ( H.450.1 ) J ( X.224.0 )H.235 ^ !: ; y 't ^i ' a
{ T.126
( T.124 )
125/T.122)^
I Control
L [[V245J QjjgQ
( UDP ) I TCP )
Network
Data Link
Physical
mage Source: http://www.protocols.com/pbook/h323.htm
34
Codecs
H.323 contains the particulars for defining the multiple coding/decoding techniques (also called
Codecs), call control, and channel setup specifications used. The H.323 series includes several
popular encoding/decoding algorithms integral to the circuit-to-packet conversion and voice
compression processes occurring in DP telephony gateways such as G.71 1 , G.721 G 722
G.723.1.G.728, andG.729.
1 . G.7 1 1 , a 64K pulse code modulation encoder/decoder for voice (Used in LANs where
bandwidth is plentiful)
2. G.723.1, the default encoder for H.323 with a bit rate of 5.3K to 6K
3. G.726, a 32kbit/sec ADPCM codec (PSTN)
4. G.729, an 8K bit/sec codec (Used primarily in WANS)54.
Standard speech-encoding algorithms (Codecs) are defined by the ITU and specify the speed and
compression of packetized voice traffic. Most corporate and carrier class VoIP equipment,
including gateways, IP phones, IP PBXs and videoconferencing equipment from vendors such as
Cisco, Nortel Networks and Lucent, employ these ITU codecs in hardware and software to
transmit packetized voice signals over data networks.
The primary purpose of a speech codec is to reduce the bitrate while maintaining as much as
possible the resulting subjective voice quality. When choosing a codec for a VoIP network, it is
important to consider how the compression method will affect the ratio of IP packet overhead
data to actual voice frames per packet.
There is a lot of discussion on the influence of the frame size on the quality of the codec. This is
because the minimal delay introduced by a coding/decoding sequence is the frame length plus
some more delay. Thus codecs with a small frame length are better than those with longer frame
length as far as delay is concerned. That is if they are sent immediately.
But for efficiency purposes and to avoid the entire additional overhead that is introduced (with
sending just the single frames) most implementations choose to send multiple frames per packet.
The real frame length becomes the sum of all frames staked into a single IP packet. It allows for
more efficient coding techniques.
Bandwidth usage
The bitrate of available narrowband codecs today ranges from 1 .2kbps to 64kbps. This has an
effect on the quality of the reconstructed voice. This is usually measured as MOS (Mean Opinion
Score) and range from 1 to 5.
Table 3: CodecMOS Score
Score Quality Description
4-5 High Similar or better than the experience in an ISDN phone call
3.5-4 Toll Similar to that obtained with the G.726 Codec and experienced on
most phone calls on the PSTN.
3.0 - 3.5 Good Voice degradation is audible
2.5-3 Just Possible Communication is still possible but needs a lot of attention. This is
the range of 'Military
Quality'
voice.
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Tradeoff
Even if the network-associated delay (access queues, transport, and far end queues) is designed to
a bare minimum, voice encoding and decoding delay times still can contribute substantially to the
overall budget if users do not carefully choose algorithms for voice compression for voice
sampling and forwarding.
The table below lists the most common voice encoding techniques used for packet telephony.
Shown for each is the algorithm's International Telecommunications Union (ITU) name,
bandwidth required, mean opinion score (MOS) (a subjective voice quality rating) and the
amount of time the encoder requires to examine the input stream before it can emit compressed
(or, in the case ofG.71 1, uncompressed) output.
Added to this is the processing time the vocoder needs to actually perform the compression,
which can vary from only a few milliseconds for a good digital signal processor (DSP) chip to
100 ms or more for a PC that runs the algorithm in software55. (DSP will be described in more
detail in a later Chapter: Gateway)
Just as a reference it is being referred here that the Toll Quality voice must achieve aMOS rating
of 4.0 or higher. Conventional PCM speech deteriorates significantly at rates less than 32kbps.
But hybrid-coding algorithms such as the ones mentioned below exhibit acceptable MOS ratings
at fairly low bit rates. Most of the voice codecs operate at a range of 5.2 to 8kbps56.
So, a high quality speech channel can operate at about 4.8-8kbps in contrast to current telephony
channels that operate at 64kbps.The Bandwidth consumption savings, thus is in the favor of
packet based communication.
One point which must be mentioned at this point is that although PCM has the highest bandwidth
of all voice codecs, its encoding delay is practically negligible, with an encoding delay of 1
microsecond, which for comparison purposes is several thousand times lower than low delay
codecs.
Table 4: G.711 Audio Codec Family
Algorithm Bandwidth
required
Coding Type Quality
score
Coding Delay Look-ahead time
G.711a 64 Kbps PCM 4.4MOS 1 usee. 0.75 ms
G.726 32 Kbps ADPCM 4.1 MOS 05 ms
G.728 16 Kbps LD-CELP 4.0 MOS 2.5ms
G.729A 8 Kbps CS-ACELP 4.0 MOS 15ms 10 ms
G.723.1 5.4 Kbps MR-ACELP 3.4 MOS 30 ms 30 ms
Tradeoff between Bandwidth and Encoding Time
As we see from the table there is a tradeoff between bandwidth savings and Encoding Delay. The
data demonstrates that Codecs such as PCM that has the highest bandwidth usage (64kbps) has
the lowest encoding delay (just 1 micro second). On the other hand we have codecs such as
G.723.1, which demonstrate an incredible usage of bandwidth- to just 5.3 kbps but have an
incredibly long encoding time of 30ms in comparison.
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In retrospect, in PSTN where dedicated circuits are available when calls are established, encoding
time rather than bandwidth is of primary concern. On the other hand on circuits switched
networks bandwidth becomes a primary concern.
So an Enterprise will have to decided between codecs which have high bandwidth usage such as
PCM but also exhibit high encoding delay time and between codecs which have better bandwidth
utilization but a slightly longer encoding time.
Codec Description
G.711a
This bandwidth intensive algorithm introduces less than a millisecond of delay and offers the
highest speech quality. It is alike to Pulse Code Modulation (PCM) without compression. A
G.71 1 encoded audio stream is 64kbps bitstream and its typical MOS score is 4.2
G.726
This type of compression, Adaptive Differential Pulse Code Modulation (ADPCM), requires less
than 10 ms for "look-ahead" sampling. Consequently it can double the call capacity of a circuit. It
has aMOS score of 4.3 and is taken as a reference for Toll Quality.
G.729A
Algebraic Code-Excited Linear Prediction (ACELP) is the most popular compression algorithm
found in LAN gateways because it provides high quality over modest bandwidth. To minimize
encoding delay, a digital signal processor (DSP) usually is employed.
It is an International standard which compresses the standard 64kbps PCM stream into used by
typical voice transmission to as low as 8kbps. It achieves aMOS score of 4.0.
G.729 codec was designed for low delay applications, with a frame size of 10ms, a processing
delay of 10ms and a look ahead of 5ms. This yields a 25ms contribution to end-to-end delay and a
bit rate of 8kbps.57
G.723.1
The International Multimedia Teleconferencing Consortium (DVITC) VoIP Forum identifies it as
the default (baseline) speech encoder for IP telephony.
G.723 offers the best tradeoffs of acceptable voice quality, interoperability with a wide range of
IP telephones and conferencing systems, and, low bandwidth consumption. G.723.1 also can run
at 6.3 Kbps (and earn a slightly betterMOS 3.6). However in order to use G.723, IAD and
gateway manufacturers must pay licensing fees to the developers.
Examining an Enterprise's network's delay budget and likely sources ofjitter may help make
basic design decisions. If for example an Enterprise have got only a 64 Kbps TCP/IP pipe and no
real control over how many simultaneous calls will be attempted from a LAN to another intranet,
G.729 or G.723 may have to be used.
G.729 introduces some encoder delay, but it consumes only about 8 Kbps per call. G.723 uses the
lowest amount of bandwidth (unless packet sizes are very small), but it can introduce large
amounts of delay because of its long look-ahead time.
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G.7 1 1 and G.723 currently is about the only choices found in the lowest cost hardware-based IP
phones or in PC-based 'soft-phone' implementations. Manufacturers have to implement at least
G.71 1 to be compliant with the ITU-TH.323 standard. Many products, including Microsoft's
NetMeeting offer G.723 in attempts to be interoperable with the widest range of collaboration
systems58. See Appendix D for more on G.711 research.
Proprietary
Codecs59
Some of the codecs are also proprietary in nature and a fee has to be paid for their usage. For
example G.723.1, G.729 are proprietary in nature. G.723.1 has 18 patents that apply to it and 4
companies have copyrighted its source code. On the other hand G.729 codec has 20 patents and 5
companies have copyrighted its source code.
End users are unconcerned with this little fact but manufactures have to pay royalties to be
allowed to use these codecs in their products. A common situation is that some manufacturers
want to sell back end server applications, while distributing clients for free. If the client includes a
codec, intellectual property becomes a major choice factor.
Thus given the number of companies involved in contribution to the codec, there can be several
licensing agreements for each codec. This can depend on whether the application is for single or
multiple users, whether it is going to be a paying or free application and depending on the volume
licensed. The exact prices have to be negotiated with both patent owners and implementers.
Some indications of intellectual rights for G.723.1 are-
A license for a mono user client is said to be worth around $50,000 one time plus $0.8 per
unit
A license for a server is said to be about $20,000 plus $5 per port
A license for unlimited distribution of a single user application is about $120,000
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Session Initiation Protocol
H.323 has an inherent problem with scalability - not a big issue with respect to LANs, but a
major hurdle for IP telephony overWANs. Interoperability likewise remains an issue in terms of
getting various features of multi-vendor phone systems to work with one another.
Two newer protocols, the Session Initiation Protocol (SIP) and Media Gateway Control Protocol
(MGCP) are designed to address these scalability and interoperability issues'
Although there is some functional overlap between H.323 and SIP, they do not address the same
problem set. Basically speaking, in an IP telephony call, SIP can locate the called party and
determine its capabilities, including its H.323 capabilities; H.323 is then used to connect the two
parties. SIP is utilized between controllers (i.e., gatekeepers) in a peer-to-peer relationship.
Introduction to SIP
An IP telephone call is considered a kind ofmultimedia session in which voice is exchanged
between the parties.
SIP is an application-layer control protocol proposed by the Internet Engineering Task Force
(IETF), which overcomes H.323's shortcomings. It can establish, modify and terminate
multimedia sessions or calls, such as conferences, distance learning, Internet telephony and
similar applications. Sessions can be setup among parties in an Enterprise network, or across
multiple network segments, as long as there is reachability of the segments over IP.
SIP enables VoIP gateways, client end points, PBX, and other communications systems and
devices to communicate with each other. It provides a lightweight protocol that enables scalable
call control and a platform for applications.
SIP handles user location, user capabilities, user availability, call setup and handling. It supports
name mapping and redirection services that facilitate the implementation of ISDN and Intelligent
Network telephony services that allow for mobility. It can also initiate multiparty calls using an
MCU or fully meshed interconnection instead ofmulticast.
SB? provides the necessary protocol elements to provide services such as call forwarding, call
diversion, personal mobility, calling and called party authentication, terminal capabilities
negotiation, and multicast conferencing. Most of these are the features of the Advanced
Intelligent Network
(AUSf).60 It also supports the fundamental security services: authentication,
access control, confidentiality and integrity.
SB?+ or SIP version 2 is an extension of SIP's capability to interconnect media gateway
controllers and is backward compatible with SIP.
SIP is an IETF standard for providing call setup, routing, authentication and other features to end
devices within an IP domain, even if those control messages originate outside the Internet cloud,
such as in the Public Switched Telephone Network (PSTN). Like H.323, SIP can interwork with
gateways that provide Signaling Protocol across dissimilar network segments. Such segments can
be the PSTN with SS7 signaling and TDM trunks or H.323
zones.61
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Call Establishment62
Following are the five key aspects of SIP for facilitation of call establishment and maintenance:
1. Call setup
SIP is self-contained in setting up point-to-point and multipoint conferences as well as simple
calls.
2. User location services
Users have the ability to move to other locations and access their telephony features from remote
locations. Equivalent to the RAS service provided by H.323
3. User locations
SIP uses SDP protocol format for negotiating media parameters. Similar to H.245 signaling
mechanism utilized by H.323
4. User availability
Determination of user availability to engage in communication. It defines very explicit response
codes to provide detailed information about users current availability.
5. Call handling
Includes transfer of an established call, telephony call features.
SIP works in conjunction with:
1 . RSVP (Resource Reservation Protocol) for reserving resources
2. RTP/RTCP (Real-time Transport Protocol) used for transporting real time data
3. RTSP (Real-time Streaming Protocol) for controlled delivery of streams
4. SAP (Session Announcement Protocol) for advertising multimedia sessions
5. SDP (Session Description Protocol) for describing multimedia sessions.
RTSP (Real Time Streaming Protocol) is a client-server protocol that provides control over the
delivery of real-time media streams. It provides the means for choosing delivery channels (such
as UDP, multicast UDP and TCP), and delivery mechanisms based upon RTP.
SDP (Session Description Protocol) is intended ended for describing multimedia sessions for the
purpose of session announcement, session invitation etc. The purpose of SDP is to convey
information about media streams in multimedia sessions to allow the recipients of a session
description to participate in the session.
SDP primary purpose is to define a standard syntax for providing the information to the SEP
receiver about the UDP port to be used along with the audio codecs.
Overview
SIP entities communicate using 'Transactions'. SIP calls a transaction a request. The initiator of
the SIP request is called a SIP called a SIP client and the responding entity is called a SIP server.
SIP can run over TCP or UDP, but the message format is independent of the transport protocol.
If UDP is used, mechanisms to provide reliability such as retransmissions and loss detection have
to be implemented in the application layer. SIP is also a client-server protocol with the clients
issuing requests and servers answering with responses. The SIP messages are divided among as
Requests and Responses.
A SIP client calls another SIP endpoint by sending an Invite request. This message normally
contains enough information to allow the terminal to immediately establish the requested media
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connection to the calling endpoint. The information includes the media capabilities that the
calling end point can receive.
Unlike H.323, SIP has little overhead, as this protocol reuses most of the header fields, encoding
rules, error codes and authentication mechanisms of HTTP
"The vendors that currently or plan to support SIP are Avaya, 3Com, Altigen, Alcatel, Cisco,
Com2001, Ericsson, ECI Telecom, NEC, Nortel (on the Business Communications Manager),
Nuera, Pingtel, Shoreline, Syndeo, Telecom Technologies, Telogy, VocalData and Vsys"64.
SIP Requests
The current version of SIP (SIP 2.0) contains six types of requests. They are referred to as
methods. They are:
1. INVITE is used to ask for the presence of a certain party in a multimedia session. The
negotiation of the parameters of the session such as port which will receive the media stream or
which codec will be used is carried out using this method. In the middle of a call, it is also
possible to change the current parameters of the media stream sending a new INVITE request.
2. ACK method is sent to acknowledge a new connection. It can contain a session description
describing the parameters of the media stream.
3. OPTIONS method is used to get information about the capabilities of a server. The server
returns the methods that it supports.
4. REGISTER method informs a server about the current location of a user. This way, the user
can be reached where he is logged in at that moment.
A client sends a BYE method to leave a session. For two party calls, it terminates the call.
The CANCEL method terminates parallel searches. When a server is trying to reach a user, it can
try several locations. When the user is reached, the rest of the searches can be cancelled.
SIP Responses
When a server receives a request, it sends back a response. A code number identifies each type of
response. There are 6 main types of responses. They are listed in the table below.
Figure 12: SIP Responses
Ixx Informational
2xx Successful
3xx Redirection
4xx Request failure
5xx Server failure
6xx Global failure
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The server keeps the client informed of the status of the call with these responses. There exist two
modes of operation in SD? when servers are used:
1 . Using a proxy server
2. Using a redirect server.
The proxy server returns responses on behalf of the user. The redirect server informs the client of
the current location of the user. Then, the client can reach directly the user.
There is another mode of operation when no servers are used. The user agent can send directly
requests to the other user agent. Even when a SIP server is used in the first exchange ofmessages
between the parties, the subsequent exchanges may be addressed directly to the user agent,
without traversing any server. The normal exchange of SEP messages is described below.
Figure 13: Proxy Mode SIP Operation
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The proxy server takes care of the location of the user. Thus, the process is transparent to
the client.
Figure 14: RedirectMode SIP Operation
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The redirect server locates the user and responds with the location. The client must issue a second
invitation, now addressed to that new location. Apart from the type of method in requests and the
code number in responses, SB? messages contain more information. Message consists of a start-
line, several header fields, an empty line and an optional message body that may contain a session
description. AH possible header fields are listed in the table below.
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Table 5: SIP Headers
Accept Encryption Response-Key
Accept-Encoding Expires Retry-After
Accent-Language From Route
Allow Hide Server
Authorization Max-Forwards Subject
Call-ID Organization Timestamp
Contact Priority To
Content-Encoding Proxy-Authenticate Unsupported
Content-Length Proxy-Authorization User-Agent
Content-Type Proxy-Require Via
CSeq Record-Route Warning
Date Require WWW-Authenticate
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SIP vs. H.323
Table 6: Comparison of H.323 and SIP Protocols
H.323 SIP
ITU Recommendation IEFT Recommendation
Complex Protocol Comparatively simpler
Binary representation for its messages
(Makes it complex but increases
performance)
Textual representation (Text based
Protocol)
Requires full backward compatibility Doesn't require full backward
compatibility
Not very scalable Highly scalable
Complex signaling Simple signaling
H.323 operations require interactions between many different components (H.450, H.225.0)
while in SIP all the information is integrated in the SB? request or response.
The adaptability of SB? is one important feature, since it allows interactions between newer
versions of the protocol and older ones. If a certain server does not support any new feature, it can
warn the client, and they can agree a simpler operation. When a feature is not needed any longer,
it is removed in the next version of the protocol, making SB? dynamic. H.323 offers standard
parameters for backward compatibility. This approach causes difficulties in the interactions
between terminals from different vendors.
H.323 is fully backward compatible with its older versions. It produces a growth in the size of
each new release ofH.323. SB? uses the Session Description Protocol (SDP) to choose the type of
communication to be used. This way, SB? can work with any codec registered by a person or
group with IANA. H.323 can just use ITU developed codecs. This is an important limitation
when it comes to achieve compatibility among all the users, big and small ones.
SB? is modular, so it can be used in combination with H.323. For instance, H.323 can use
locations services from SB?. The scalability is another advantage of SB?. H.323 presents some
loop detection problems with large numbers of domains. SIP uses a similar approach to BGP
(Border Gateway Protocol).
However, this factor is not important in telephone calls between a reduced number of users, such
as two-party telephone calls. Under heavy traffic, many connections pass through a certain server
at the same time. H.323 requires the server to be stateful. It is a big barrier for handling a big
number of connections, since the server must store information of each individual one.
SB? allows the servers to be stateful or stateless. Just with the information contained in the
message the server can handle it and forward it to the proper destination. It saves memory in the
servers and achieves a greater communication capacity.
H.323 can achieve better control of the bandwidth used in a conference trough the use of
gatekeepers. SB? does not address this problem and this control should be provided by other
protocols like RSVP (ReSerVation Protocol). In multi-conferences with many users, all the
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H.323 traffic passes through a central control point. It represents a performance problem, since it
can become a bottleneck.
Table 7: SIP/H.323 Protocols
Service/Element H.323 protocol SIP protocol
Friendly namemapping RAS Existing directory service
Serverdiscovery RAS Domain NameSystem
Authentication, security RAS.H235 SIP/SDP,web infrastructure
Call signaling Q.931 SIP
Terminalcapabilities
exchange H.245 SIP/SDP
Supplementary services H.450.U,and3 SIP/SDP
Audio/Video transport RTP RTP
Codecs ITU-Tqnly Any IANA register.
Session descriptions H.245,ASN.1 PER SDP
Image Source: "Next Generation Telephony: A look at Session Initiation Protocol", By Thomas
Doumas, Senior Design Engineer Hewlett-Packard Company, Network Systems Test Division
http://www.hp.com
Table 8: Complexity Comparison
H.32 S P
Specification Length (pages) Specification Length (pages)
H323Version 2 117 SIP -100
H.225.0Version2 171 SDP 42
H.245Version 3 354
X.69KASN.1PER) 70
H.450.1 22
H.450-2 47
H.4503 65
Totals 846 150
Image Source: "Next Generation Telephony: A look at Session Initiation Protocol", By Thomas
Doumas, Senior Design Engineer, Hewlett-Packard Company, Network Systems Test Division
http://www.hp.com
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Supporting Protocols
As mentioned earlier- SB5 works in conjunction with:
1 . RTP/RTCP (Real-time Transport Protocol) used for transporting real time data
2. RSVP (Resource Reservation Protocol) for reserving resources
3. RTSP (Real-time Streaming Protocol) for controlled delivery of streams
4. SAP (Session Announcement Protocol) for advertising multimedia sessions
5. SDP (Session Description Protocol) for describing multimedia sessions.
H.323 also works in conjunction with RTP and RTCP (Real-time Control Protocol). Since this is
the most significant protocol, it will be the one we will focus on in considerable detail in this
chapter.
Figure 15: Signaling protocols SIP and H.323 with some of its supporting protocols
RTP/RTCP
Transport and Quality Signaling
Image Source: ftp://ftp.netlab.ohio-state.edu/pub/jain/courses/cis788-
99/voip protocols/index.html
"Essentially the difference between H.323 and RTP or RTP/RTCP is that the former is a
Signaling protocol, the latter is protocol which is used for enabling the transport of real time data
(voice or video streams) over IP and also allows a level of tolerance for packet jitter and loss"65.
H.323 mainly defines the signaling needed to set up calls and conferences and choose common
codecs amongst other things. But the core of RTP/RTCP is still used to transport isochoronous
streams and get feedback on the quality of the network.
RTP provides end-to-end network transport functions suitable for applications transmitting real
time data such as audio or video, over multicast or unicast network services.66. RTP/RTCP design
allows these protocols to be used on top of any network layer. They are mostly used on top of
UDP.
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RTP (Real Time Transport Protocol) supports the transfer of real-time media (audio and video)
over packet switched networks. It is used by both SIP and H.323 signaling protocols. It was
designed to allow receivers to compensate for jitters.
The transport protocol must allow the receiver to detect any losses in packets and also provide
timing information so that the receiver can correctly compensate for delay jitter and loss. The
RTP header contains information that assist the receiver to reconstruct the media and also
contains information specifying how the codec bitstreams are broken up into packets. RTP does
not reserve resources in the network but instead it provides information so that the receiver can
recover in the presence of loss and jitter.67
H.323 and SEP define the signaling used to set up calls but the core of RTP/RTCP is still used to
transport streams of data and get feedback of the quality of the network.
RTCP (Real Time Control Protocol) is a control protocol and works in conjunction with RTP.
The purpose ofRTCP is to provide feedback to all participants in a session about the quality of
the data transmission. It can also carry information on the identity of the participants. RTCP
accomplishes this with periodic transmission of reports containing reception statistics. Reception
statistics include the fraction of packets lost since the last report, the total number of packets lost
since the last report, and the inter-arrival delay variation (jitter). Clients may use the information
provided by RTCP to control adaptive encoding algorithms68.
RTP and RTCP do not have any influence on the behavior of the IP network, and they do not
control quality of service in any way. RTP and RTCP simply allow receivers to recover from
network jitter by appropriate buffering and sequencing; and to have more information on the
network so that appropriate corrective measures such as lower rate codecs, redundancy can be
adopted.
Figure 16: RTP Fixed Header Fields Format
0 7
V P X CSRC count
Payload type
M
Sequence number (2 bytes)
Timestamp (4 bytes)
SSRC (4 bytes)
CSRC (0-60 bytes)
Image Source: http://www.protocols.com/pbook/h323.htm
Legend:
V represents the RTP version, P represents Padding, X represents the Extension Bit and M
represents the Marker
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RTP uses a control protocol called RTCP, which monitors the QoS (Quality of Service) of the
connection and synchronizes different media through wallclock time and timestamps. It uses a
fraction of the bandwidth to transmit control messages.
Figure 17: RTCP Structure:
Version P Reception report count
Packet type
Length
Image Source: http://www.protocoIs.com/pbook/h323.htm
Gateway Protocols:
The present day voice gateways usually compose of two parts:
1. The Signaling gateway
2. The Media gateway
The signaling gateway communicates with the media gateway usingMGCP (Media Gateway
Access Protocol)69. MGCP can interoperate with both SEP and H.323
Media Gateway Control Protocol (MGCP)
MGCP is a device control protocol that provides signaling and call control for voice over B?
(VoB?) devices such as gateways and basic endpoints in an EP telephony network. It is also
referred to as the Master Gateway Control Protocol.
MGCP is a standard proposed by the IETF (RFC 2705) for the conversion of audio signals carried
on PSTN to data packets that travel over the Internet. MGCP enables MGC's (Media gateway
controllers) and media gateways to communicate. It combines IPDC (B? Device Control) and
SGCP (Simple Gateway Control Protocol).
MGCP likewise is intended to foster interoperability between the PSTN and IP networks, but
not on the end device level. Instead, it supports the control and management of gateway devices
at the edge of packet networks, such as VoIP gateways (residential, corporate, trunking etc.),
voice over ATM gateways and IP-based PBXs. The protocol is being built to serve gateways
from 1 to 100,000 ports (class 4 or 5 switch).
It assumes an architecture in which the call-control
"intelligence" is outside the gateways and
handled by external call-control elements, or call agents (Gatekeepers). It is a master/slave
protocol, wherein gateways execute commands sent to them by the call agent. MGCP is not
designed to support multimedia calls like H.323 or Sip does. It uses other protocols such as SDP,
which is used to enable establishment of connections between endpoints.
MGCP is a combination ofCisco Systems and Telcordia Technologies low-level Simple Gateway
Control Protocol (SGCP) and the Level 3 Consortium's Internet Protocol Device Control (EPDC)
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specification. However, MGCP is not an industry standard and due to a number of factors,
including its limited VoEP networking functionality, is not expected to become one.
"Vendors supporting or planning to support MGCP within the next six months include Alcatel,
Avaya, Cisco, Clarent, Dialogic, ECI Telecom, Inter-Tel, Motorola, Netcentrex, Syndeo,
Telecom Technologies, Telogy, Unisphere Networks, Vertical Networks and Vsys"70.
H.248/Megaco
H.248 is an up-and-coming protocol that has been renamed and reworked from the IETF's
(Internet Engineering Task Force) Megaco specification. Megaco is short for 'Media Gateway
Control'
and was originally introduced as a specification for fixing the problems with MGCP.
This new protocol, jointly proposed by the ITU-T Study Group 16 and Megaco work group of
IETF, lets an MGC control media gateways. It combines elements of the IETF's MGCP with the
ITU's H.323. The main thrust ofMegaco is to permit greater scalability than allowed by H.323,
and to address the technical requirements of multimedia conferencing.
As a successor toMGCP, it adds peer-to-peer interoperability capabilities and provides a means
of control appropriate for IP telephone devices operating in a master/slave relationship, similar to
MGCP.
Megaco/H.248 decomposes the H.323 gateway function into sub-components and specifies the
protocols used by each component for communication.Megaco/H.248 will allow low-cost
gateway devices to interface with signaling systems found in circuit-switched networks. H.248
leverages on the existing PSTN, making its implementation cheaper and faster for network
operators.
"The vendors that support H.248/Megaco now or plan to within the next six months are Avaya,
Alitgen, Alcatel, Cisco, Clarent, Dialogic,Motorola, Sonus Networks, Unisphere Networks,
Vertical Networks and Vive Synergies"71
Table 9: Signaling Suite 72
H.323 Protocol Suite
H.323 V2 ITU Packet-based multimedia communications systems
H.225.0 ITU Call signaling protocols and media stream packetization for
packet-based multimedia (includes Q.93 1 and RAS)
H.225.0 Annex G ITU Gatekeeper to gatekeeper (inter-domain) communications
H.245 ITU Control protocol for multimedia communications
H.235 ITU Security and encryption for H-series multimedia terminals
H.450.X ITU Supplementary services for multimedia (call transfer,
diversion, hold, park and pickup, call waiting, message
waiting)
H.323 Annex D ITU Real-time fax using T.38
H.323 Annex E ITU Call connection over UDP
H.323 Annex F ITU Single-use device
T.38 ITU Procedures for real-time group 3 facsimile communications
over IP networks
T.120 series ITU Data protocols for multimedia conferencing
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SIP Protocol Suite
SIP (RFC 2543) IETF Session Initiation Protocol
SDP(RFC 2327) IETF Session Description Protocol
SAP (Internet Draft) IETF Session Announcement Protocol
Codecs
Pulse Code Modu ation (PCM) Variants:
G.711 ITU Pulse Code Modulation (PCM) 48 to 64kbps
G.722 ITU Sub-band ADPCM
G.726 ITU Adaptive Differential PCM (ADPCM) 16 to
40kpbs
G.727 ITU AEDPCM
Codebook Excited Linear Prediction (CELP) Variants
G.723.1 ITU MPE/ACELP
H.728 ITU ITU LD-CELP
G.729 ITU CS-ACELP
G.729 ITU CS-ACELP
Transport Protoco s
RTP (RFC 1889) IETF Real-time transport protocol
RTCP (RFC 1889) IETF Real-time transport control protocol
RTSP (RFC 2324) IETF Real-time streaming protocol
Gateway Control Protocols
MGCP IETF Media gateway control protocol (Internet Draft)
MEGACO IETF MEGACO protocol (Internet Draft)
SGCP IETF Simple gateway control protocol (Internet Draft)
IPDC IETF IP device control (Internet Draft)
H.GCP ITU Proposed recommendations for gateway control protocol
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Part IV
Gateways, Gatekeepers & Implementation
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Chapter: IP Telephony Gateways & Gatekeepers
Gateways are the endpoint devices in the network that convert analog voice information from
traditional circuit-switched form to packet-switched digital form (and vice versa). They have been
commercially available for several years now and terminate circuit-switched channel information
for transport on packet backbones. The majority of the B? telephony gateways currently on the
market support interface for existing telephone systems, either for central office (CO) switches in
carrier networks or for PBX systems in private Enterprise networks73.
These gateways typically provide a specified number of analog and/or digital port interface
connections on one side and a 10/100Mbps Ethernet interface connection on the B? network side.
The following figure shows a basic Enterprise IP telephony gateway configuration, in parallel
with a traditional voice configuration. It converges standard voice traffic onto a private, IP-based
data network (depicted as the corporate network cloud), then reversing the process on the
receiving end.
The figure shows the PBX connected to networked PC terminals running Telephony software,
analog and digital EP phones as well as fax machines.
Figure 18: Enterprise IP Telephony Gateway Configuration
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Scalability- Digital Signal Processor (DSP)
The component that is basic to the circuit-to-packet conversion process within the gateway itself
is the DSP. DSP are special digital microprocessors that perform the analog voice-to-digital
signal conversion (and reverse process) required as part of the circuit-to-packet process. Within
gateways, DSP also perform tasks such as voice and video signal compression-utilizing advanced
compression algorithms-and echo cancellation.
DSP lie at the very heart of the codecs. Since packet voice requires computational intensive
operations and special processing DSP are utilized to support these functions. "The DSP
component performs compression, voice activation detection (VAD), echo cancellation and jitter
anagement"
.
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Since DSP are such an integral component of the gateway architecture, the number ofDSP that
can be accommodated on a single gateway chassis is a factor in determining the total number of
voice ports supported by the gateway (i.e., its scalability).
See Appendix E for more on gateway types, issues and manufacturers
Figure 19: VoIP Channels
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replacement switches)Miereom has found that the VoIP pioducts
hitting the market this year can support three times as many
calls as products available in 1993.
Single-chassis gateway, tor enterprise networks
?? Single-chassis gateway, lor carrier/ISP networks
Ji Total channels per mwliigateway zone/domain/area, lor
enterprise networks
i| Total channels per multigateway zone/domain/area, for
carrier/ISP networks
I Averagemaximum number of VoIP channels12000
Image Source: http://www.nwfusion.com/research/2001/0129feat2charts.html
Most Enterprise gateways on the market only support up to a few hundred ports per single
gatewaya situation that is not appropriate for network service providers (ITSPs, LECs, CLECs,
etc.), who require larger carrier-class gateways that scale to support thousands of B? telephony
end users.
A recent article in Network World75 mentions that the average maximum voice-over-IP channel
density on a single-gateway chassis targeted to Enterprise networks is 366 (based on 15 discrete
systems). This represents a range of channel densities, from only 23 channels on Siemens'
RG2500 up to 1,920 maximum on Clarent's Backbone High Density gateway. This average
maximum represents a tripling of capacity in 1999 when the average maximum was just 100
channels per single-chassis gateway.
Their research shows that about 90% of the phone systems installed in Enterprise applications are
100 lines or less. However, the remaining 10% ofEnterprise applications are beyond that - up to
15,000 lines and more.
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The same research article asked vendors about their systems'ability to scale multiple gateways
within an H.323 zone (which means they are under the control of the same voice-over-IP
gatekeeper). Several vendors including Lucent, Siemens and Sonus Networks said that their
gatekeeper could handle an unlimited number of channels, noting that there are no architectural
limits to the maximum number of concurrent channels that can be managed or aggregated.
However they did mention that memory, CPU constraints or other configuration issues limit even
these systems. Generally Enterprise products support 3,683 channels per zone or domain, while
carrier systems average 10,950 channels.
Operation
Most Enterprise IP telephony gateway networks today operate in a point-to-point mode, with
matching gateways from the same vendor on both ends of the transmission path in a phone-to-
phone connection. But utilizing matching gateways in a carrier-class, network-to-network
gateway configurations are a far less plausible option for network service providers.
This is why the issues of B? telephony gateway interoperability and VoB? standards are so critical
to the successful deployment and proliferation of IP telephony services in the PSTN and the
Internet.
The following figure shows an B? telephony gateway configuration between two-service
providers- ISP1 and ISP2. Calls originating from ISPl's network and terminating in ISP2's
network require either matched vendor gateways point-to-point or gateway interoperability.
Figure 20: Carrier-Class IP Telephony Gateway Configuration
ISP 1 ISP 2
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Interoperation
A Gartner Group
Study76 Report states that VoB? gateways from different vendors still cannot
inter-operate with each other due to factors such as proprietary design and adherence to different
protocols and standards. Even more surprising is the fact that VoB? gateway from different
vendors that are now
"H.323-compliant" do not inter-operate because of the different H.323
versions available (e.g., vl, v2, v3, and v4), and because of the inherent flexibility within the
H.323 standard itself.
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The problem is that many VoEP gateway vendors have developed their own (i.e., proprietary)
encoding and decoding algorithms that achieve better voice quality and latency (delay)
performances with proprietary techniques, than with standards-based techniques.
This problem is not as daunting for Enterprise customers as it is for network service providers.
Enterprise customers have the advantage of provisioning their private networks with matching
VoB? gateways from the same vendor and this does not present itself as a barrier for gateway
deployment.
However, for network service providers looking to provide EP telephony services across multi-
carrier networks, the development of and agreement on a VoB? standard for gateway deployment
is critical to the integration of the public switched telephone network (PSTN)--including its SS7
(Signaling System 7) componentwith IP telephony technology.
SS7 is a globally deployed telecommunications call control protocol that supports faster call
setup, and call forwarding and caller identification services, as well as intelligent network (IN)
capabilities. But at the very basic level it used to establish and terminate telephone calls.
VoB? gateways utilize SS7 to translate between phone numbers and B? addresses. (Gateways will
be discussed in more detail in a subsequent chapter). So this is one point, which we have to keep
in mind while discussing VoIP implementation later on in the paper with specific regards to
Enterprise adoption of the technology.
Figure 21: Interoperability
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Image Source: http://www.nwfusion.com/research/2001/0129feat2charts.html
Until B? gateways that are capable of providing the features and functionality of the PSTN are
widely deployed, corporations will shy away from pure voice over EP in public environments. As
a result, voice over EP will be primarily used in private corporate networks or public frame
relay/ATM environments over the next two years until the technology matures and is widely
deployed77.
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A recent Sage Research survey reports that only 6% ofU.S. organizations have implemented
VoIP. Another 24% are considering deployment within the next 12 months78.
Some envision IP telephony as the eventual replacement in the Enterprise for existing voice tie
lines and trunks. Others predict that in ten years, most if not all voice call traffic will be
packetized. Others see the sales of add-on IP telephony voice ports comprising the bulk of EP
telephony market penetration over the next several years, serving as a complement to existing
legacy telephone equipment.
For the foreseeable future, it's safe to say that both packet switching and circuit-switching
technologies will collaborate to deliver end-user EP telephony services and applications.
Recent Trends
Miercom conducted a survey ofVoIP vendors (January 2001 ) regarding the emerging trends in
acceptance of the technology. The following graph is taken from their
research79
The VoIP product mix
Based on 79vendors who responded to Miercom s recent survey,
the number of voice-over-IP product categories is growing.
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IP Telephony Gatekeepers
Particularly critical in service provider networks, an EP telephony gatekeeper-typically an adjunct
PC server loaded with special software-serves as an intelligent management control point in a
gateway configuration. It can support functionality such as:
1 . Call routing
2. Least cost routing (LCR)
3. Load balancing of calls
4. Extensive record and billing functions
5. User authentication and authorization
6. Security
Gatekeepers also provide interfacing between EP telephony gateways and popular end-user
applications such as Web-based call centers, unified messaging, and telecommuter or mobile
worker access and collaboration.
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As a basic functionality example, a gatekeeper stores in its database the IP addresses of every
gateway in its network(s), which are matched with the appropriate PSTN phone numbers during
call initiationan essential part of the call routing process. Gatekeeper functionality evolved from
recognition of the obvious economic and productivity advantages to be gained from centrally
configuring and managing the gateways in a network, as opposed to administering each gateway
individually.
The following figure shows the positioning of an B? telephony gatekeeper in a basic phone-to-
phone configuration.
Figure 22: IP Telephony Gatekeeper
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Chapter: Implementation
Enterprises interested in the benefits of running voice over EP (VoIP) find themselves facing a
range of choices. PBX vendors may best address an Enterprise's needs today with minimal risk
and investment, but data equipment providers' solutions may best meet long term needs. With
merits and drawbacks to each approach, Enterprise will have to choose depending on their
particular situation. While telephony can be supported on either- ATM, frame relay or IP-based
data networks, only IP can address all of the following:
1 . Voice coding and packetization
2. Voice transport over the WAN
3. Call management across the network
4. Voice transport over the LAN
5. Packet-enabled voice terminals
6. Integrated presentation layer (user interface)
7. Integrated business and productivity applications
8. Integrated management, including directory and policy-based management
It is the application-related capabilities of IP, more than cost savings that are driving vendors,
service providers and Enterprises to adopt B? telephony.
Comparing architectures
There are significant differences in the way different vendor approach B? convergence. These
differences include:
Product packaging - for example, how functionality is distributed across the LAN or circuit-
switched network
Switching fabrics - the use of B? packet forwarding vs. a circuit-switched time division
multiplexing (TDM) architecture
The distribution and use of VoB? gateways for handling trunk or line interfaces
Location of call control servers
Support for legacy analog or digital phones, fax machines, speakerphones and other
equipment
Location of real-time vs. non-real-time resources
Most B? telephony products can be placed into one of three categories80:
1 . EP-enabled PBX architecture
2. IP-only architecture
3. Hybrids architecture
IP-enabled PBX architecture
Traditional PBX vendors looking to create a transitional first step toward IP migration typically
use the IP-enabled architecture. Most PBX vendors, including Lucent Technologies, Nortel
Networks and Alcatel, offer products using this architecture. This approach requires few changes
to the PBX: essentially, it involves only the addition of IP line cards and trunk cards (with
Ethernet interfaces) to a PBX.
The new line cards provide all of the VoB? gateway functionality for converting between the
TDM bus of the PBX and an Ethernet LAN running EP. Existing PBX call control and voice
communications are simply extended over the B? network. Depending upon the product, line
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cards may accommodate either communications with Ethernet phones on the LAN, or trunk
communications with other BP-attached PBXs located elsewhere on the IP network.
The IP-enabled architecture is attractive from a PBX vendor's view because it is a relatively easy
way to implement a VoIP offering while still allowing the vendor to leverage and add additional
capacity to its older product line.
Figure 23: IP Enabled architecture
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Advantage
One of the benefits the architecture affords is the ability to test B? telephony on LANs and WANs
without a major investment. It also allows taking advantage of the remote call control capabilities
of B? telephony without having to learn a new system. The inherent reliability of PBXs is another
advantage. With the IP-enabled approach an Enterprise can try out E? telephony while minimizing
the risk of downtime.
Disadvantage
A disadvantage of this architecture is that the TDM fabric of the PBX handles the entire
switching function. If two Ethernet EP phone users want to communicate with one another,
Ethernet line cards must convert the EP communications to a circuit-switching format and then
back to EP again at the other end. This conversion adds latency to the network, which can cause
choppy speech.
This may not be an issue in a LAN environment, where there is very little latency, but if an B?
WAN is involved, the added latency could mean the difference between an acceptable and
unacceptable delay.
More importantly, desktop Ethernet IP phones are restricted to the same functionality as all other
non-IP phones supported by a particular PBX; the addition of new applications or features is
limited by the proprietary PBX design. Even a soft phone (a PC-based application that emulates a
phone) is limited in voice functionality by the PBX.
Consider call screening, for example. If the PBX doesn't support this option the soft phone can't
screen calls because the PBX manages how the call is routed and handled. From a cost
standpoint, Ethernet-attached EP phones are likely to cost more than the PBX vendor's non-IP
analog or digital phones, particularly after adding the cost of additional network infrastructure -
such as Ethernet switch ports and wall outlets.
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Furthermore, the IP-enabled system will ultimately have to be replaced to gain the benefits of a
pure IP-based phone system. In effect, the addition of each IP line card to the PBX expands the
Enterprise's legacy infrastructure. If an Enterprise's ultimate goal is a complete EP-based system,
investment in this architecture should be minimal.
IP-only architecture
The EP-only architecture is the approach typically chosen by data-centric vendors such as Cisco
and 3Com. PBX vendors such as Nortel and Alcatel offer EP-only products for customers looking
to outfit Greenfield sites where costs have not already been sunk into PBX equipment.
The IP network provides all switching in this architecture, regardless ofwhere calls originate -
whether from the Public Switched Telephone Network (PSTN) or Ethernet phones.
This architecture utilizes B? protocols in the core, with circuit switching at the edge for non-B?
traffic. Eliminating all PBX line cards reduces the cost relative to a traditional PBX. However,
multiple VoIP gateways are required to convert PSTN traffic and calls from non-IP phones to
and from IP.
A call server, typically running a commercial operating system such as Windows NT, Windows
2000 or a UNIX variant provides call control. Call processing is involved in call setup, teardown
and signaling (via the B? network), and thus the call control software and server hardware need to
be as reliable as a traditional PBX.
Figure 24: IP only infrastructure
The IP-only approach utilizes IP protocols in the core LAN and WAN, with gateways
at the edge chat support circuit-switched, non-IP traffic.
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Disadvantage
There are limitations, however, on how many Ethernet phones can be controlled by a single call
server, with most systems supporting fewer than 200 stations. Voice-related applications such as
voicemail, which in the past may have resided in a PBX, require additional servers on the data
network. One of the major disadvantages of the IP-only architecture is that all traffic must be
converted to IP, even if a call starts and ends at non-B? devices. Thus, multiple conversions are
required for calls between regular telephones or between these phones and the PSTN.
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Additionally, the call control capabilities of IP-only systems typically provide only a small subset
of the features of a traditional PBX; this is not an EP-only architectural restriction, but a limitation
of current products that may take vendors years to address. Another disadvantage of this
architecture is reliability, as it requires multiple boxes and relies on a server to complete calls. If
any of these units fail it could reduce functionality or disable the entire system.
Hybrid architecture
The hybrid architecture attempts to provide the best features of both the above-mentioned
approaches. In this approach, a call server is typically added to the data network, and EP modules
and interfaces are added to the PBX. Vendors such as Mitel, Nortel and Vertical Networks offer
products using hybrid architecture.
In this architecture, the analog and digital phones that were connected to the PBX remain and
new IP phones are added to the data network. Call processing is handled by the call server for
both domains, which lets circuit-switched calls between two analog phones to be switched by the
PBX, and EP-to-IP phone calls connect over the IP network. This eliminates the conversion
process utilized by the other two approaches. In the hybrid architecture, the only time a call is
converted from TDM to IP is when it crosses domains.
Advantage
One of the advantages of this approach is survivability. In the hybrid architecture, the PBX can be
configured to take over call processing duties in case the call server fails. The PBX also provides
the gateway functionality, allowing LP phones to connect to the PSTN and analog phones to
connect to the IP network. With the inherent reliability of the PBX, this approach takes some of
the risk out of a new networking technology.
Disadvantage
The major disadvantage of the hybrid approach is Management. With two networks to support,
the IT group must support two types of phones, two types of call processors and do moves, adds
and changes on both systems. This presents a less than optimal situation - but it does provide a
reasonably safe migration path.
Another disadvantage of this approach is the ongoing investment in the PBX, which will
eventually be replaced. Some vendors, such as Nortel, address this problem by making the B3
portion of the PBX a separate box that can be used as a PSTN gateway after the PBX is removed.
Balancing options
Each of the three architectures has merits. If an Enterprise has a large investment in PBXs and
phones, the IP-enable PBX presents a low-risk method of transitioning to B? telephony. If, on the
other hand, a business is planning on opening a new office, the IP-only approach may be a better
solution because it will not have to scrap any equipment long term, and it could lower the support
cost.
The hybrid approach is targeted at Enterprises that have installed PBXs but want to take an
aggressive approach to adopting IP telephony. It also provides the sound foundation of the PBX
with the flexibility and investment protection of the EP-only architecture.
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Quality ofService & QoS Tools
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Chapter: QoS
Introduction81
Any network, regardless of available bandwidth, needs resource management. Much like
handling a budget, it needs to be managed well for effective use. Similarly, a network needs solid
management to ensure that its most critical applications are given the resources they require.
Quality of Service (QoS) is an essential element of the well-managed network, bringing
predictability and availability as a service to applications. QoS is the set of techniques designed to
manage bandwidth, delay, jitter, and packet loss in a network.
In a pragmatic sense, "QoS is managed
unfairness"
If infinite resources were available, networks would provide everything to all applications. In the
real world, with limited resources and various bottlenecks, it is extremely important to perform
proper resource allocation in a network.
Through the resource management enabled by QoS, service providers can offer better Service
Level Agreements (SLA) to customers and generate revenue based on these differential services.
For example, a service provider may offer Premium, Gold, and Best-Effort services.
For VoEP, Premium could offer assurances on delay and jitter, as well as bandwidth. Gold service
may imply assured bandwidth with no tight bounds on delay and jitter, while best-effort service
might be thought of as a simple and basic offering. Premium and Gold services are value-added
offerings and thus generate revenue. From a customer standpoint, these differential services
provide assurances for mission-critical voice, video, and data.
QoS can be provisioned at Layer2, such as Ethernet 802.1 Q/p, and Layer3. For LP QoS, the LETF
models of IntServ and DiffServ are applicable to all broadband networks. Through the IntServ
model, per-flow resource requirements can be signaled using Resource Reservation Protocol
(RSVP), which is also an integral part of the QoS architecture.
Under the LETF DiffServ model, traffic is divided into multiple classes defined by the network,
based on the user needs. Bandwidth, delay, and jitter assurances are created for these classes as
opposed to each individual flow within a class. This model applies to almost any network at
Layer3.
The model classifies packets based on various criteria such as Layer3 addresses and Layer4 ports
and marks them with the DiffServ CodePoint (DSCP) in the type of service (TOS) byte, applying
the appropriate Per-Hop Behavior to these classes. Traffic may also be conditioned at the edge of
a network so that it complies with predefined or agreed upon rates.
In a real-world network, signaling, provisioning, billing, and management are all different aspects
ofQoS. Even in the future, where we hope that bandwidth will be plentiful, QoS will remain an
essential tool, not only in provisioning value-added services, but also in ensuring
"predictability"
in a network. No matter how large the available bandwidth may be, a network still needs a strong
QoS management model to deal effectively with the congestion points and bottlenecks that
inevitably occur due to speed-mismatch or diverse traffic patterns.
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Future trends to watch for will include simplification and automation of the QoS models,
seamless end-to-end assurances; dynamic provisioning from a service provider and MSO
perspective, and a lowered cost of assured QoS services.82
Internet Protocol (LP) based networks provide "best effort" data delivery by default. Best-effort
IP allows the complexity to stay in the end-hosts, so the network can remain relatively simple. As
more hosts are connected, network service demands eventually exceed capacity, but service is not
denied. Instead it degrades gracefully. The resulting variability in delivery delays (j'tter)
ana<
packet loss do not adversely affect typical Internet applications (such as e-mail, file transfer and
Web applications). Other delay sensitive (real time applications) such as voice cannot adapt to
inconsistent service levels.
Delivery delays cause problems for applications with real-time requirements, such as those that
deliver multimedia, the most demanding of which are two-way applications like telephony.
Increasing bandwidth is a necessary first step for accommodating these real-time applications, but
it is still not enough to avoid jitter during traffic bursts. Even on a relatively unloaded LP network,
delivery delays can vary enough to continue to adversely affect real-time applications83.
Voice requires network services with low latency and minimal jitter and packet loss. Voice traffic
in and of itself does not require much bandwidth (a conversation can be compressed to 8 kbps)
S4
Figure 25: Different Demands for Different traffic
DIFFERENT TRAFFIC, DIFFERENT DEMANDS
OpSMetric
Bandwidth
Requirements
Sensitivity to
Random Packet Drops
Delay Sensitivity
Jitter Sensitivity
Voice
Low to
Moderate
Low
FTP
Moderate
High
High
High
Low
Low
ERP and Other
Mission-Critical Traffic
Low
Moderate to High
Low to Moderate
Moc\ DIFFERENT TRAF
Image Source: Case for QoS, Cisco Article
http://www.cisco.com/warp/public/784/packet/oct00/p62-cover.html
Voice quality is directly affected by two major factors:
Lost packets
Delayed packets
Enterprises could handle many of these diverse application requirements if they could throw
unlimited bandwidth at their networks. At some point, having a large enough pool of bandwidth
would eradicate network congestion, which is the core of most service-level degradation. But
bandwidth is an expense especially WAN links. Implementing QoS therefore is a viable way to
work within an environment of finite resources and to condition a network to give each
application the resources it needs to perform properly85.
Increasing bandwidth is a temporary approach at best and is not a sustainable business model.
Adding more equipment into the network is also not the best answer, because when more
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equipment is added there is a direct increase in the expenditure incurred in terms of capital
investments as well as resources to manage that added equipment.
Factors necessitating the need for QoS
This section describes the main factors influencing the end user perception of voice quality. Most
of these factors are common to switched circuit telephony. However, LP telephony has some
unique factors such as long delays, jitter as well as packet loss.
Packet delay can cause either voice quality degradation due to the end-to-end voice latency or
packet loss if the delay is variable. If the end-to-end voice latency becomes too long (250 ms, for
example), the conversation begins to sound like two parties talking on a CB radio.
Network Quality86
Voice packets can be dropped if any of the following occurs-
1 . The network quality is poor.
2. The network is congested.
3. Too much 'variable delay' in the network.
Poor network quality can lead to sessions frequently going out of service due to lost physical or
logical connections. VoEP design and implementation is predicated on the assumption that the
physical and logical network follows sound design methodologies and is extremely stable.
Network Congestion
Network congestion can lead to both packet drops and variable packet delays. Voice packet drops
from network congestion are usually caused by full transmit buffers on the egress interfaces
somewhere in the network. As links or connections approach 100% utilization, the queues
servicing those connections become full. When a queue is full, new packets attempting to enter
the queue are discarded. This can occur on a campus Ethernet switch as easily as in the Frame
Relay network of a service provider. Because network congestion is typically sporadic, delays
from congestion tend to be variable in nature.
The delay budget
The delay budget encompasses the total time from speaking into an instrument at one end to
hearing the reconstructed sound at the other end. Human factor studies show that most listeners
can detect end-to-end delays that amount to more than 100 milliseconds (ms). At around 250 ms,
the delay budget is annoying. Above 450 ms end-to-end delay is completely useless for
conducting a voice conversation either over a LAN orWAN links.
The International Telecommunications Union (ITU) standard G.l 14 states that a one-way delay
budget of 150 ms is acceptable for high voice quality.
Delay and Jitter
Delay is the time it takes for a packet to reach the receiving endpoint after being transmitted from
the sending endpoint. This time is termed the
"
end-to-end
delay'
and it consists of two
components:
1 . Fixed network delay
2. Variable network delay
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Examples of fixed network delay include the propagation delay of signals between the sending
and receiving endpoints, voice encoding delay, and the voice packetization time for various VoB?
codecs. The G.729A codec, for example, has 25 ms encoding delay value (two 10 ms frames + 5
ms look-ahead) and an additional 20 ms of packetization delay.
Serialization delays on network interfaces can also cause variable packet delays. Without
Priority, queuing delay times equal serialization delay times as link utilization approaches 100%.
This delay is a constant function of link speed and packet size. Generally, the larger the packet
and the slower the link clocking speed, the greater the serialization delay.
Figure 26: Serialization delay
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Because network congestion can be encountered at any time within a network, buffers can fill
instantaneously. This instantaneous buffer utilization can lead to a difference in delay times
between packets in the same voice stream.
Packetization delay is the process of holding the digital voice samples for placement into the
payload until enough samples are collected to fill the packet or cell payload. To reduce excessive
packetization delay associated with some compression schemes, partial packets could be sent.
Jitter
Jitter, is the variation between when a packet is expected to arrive and when it actually is
received. It is also expressed as the difference (delta) in the total end-to-end delay values of two
voice packets in the voice flow.
Jitter induces the stutter and intermittent breakup that can occur on a bad connection. The jitter
phenomenon is peculiar to digital networks and is caused by excessive dropped, or bunched-up,
packets. Audio sent over a network could sound good if packets arrive with roughly the same
delay and order they had when they left the voice encoder (vocoder). But if packets arrive
erratically, a decoder may have to give up and attempt to resynchronize. The human ear is very
sensitive to short breaks like these, which impair the perceived quality of a conversation.
Many voice gateways and JP telephones incorporate jitter buffers to smooth out packet delivery to
decoders. They may improve quality to a point, but if a jitter buffer is set for too large a number
ofmilliseconds, unacceptable delay may be added to the overall delay budget.
The trick is establishing a jitter buffer that's big enough to keep voice from sounding bad, ideally
without causing delays above the 100 ms touch point. It can be done by reducing, for example,
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the number of hops between routers or switches that can introduce buffering delays in the
network, or by reducing the size of queues at network access points88.
To compensate for these delay variations between voice packets in a conversation, VoIP
endpoints use jitter buffers (See Figure) to turn the delay variations into a constant value so that
voice can be played out smoothly.
Figure 27: Jitter Buffer
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The actual size of the buffer varies between 20 and 50 ms based on the expected voice packet
network delay. DSP algorithms examine the timestamps in the Real-time Transport Protocol
(RTP) header of the voice packets, calculate the expected delay, and adjust the jitter buffer size
accordingly.
After this adaptive jitter buffer has been configured, a 10-ms portion of
"extra" buffer is
configured for variable packet delays.89
Other factors
Influence of the Operating System
"Most LP phone applications are programs running on top of an operating system such as
windows. As the person speaks into the microphone the soundcard accumulates the samples in a
memory buffer (after having performed some compression such as G.71 1 encoding). When the
buffer is full, it tells the OS using an interrupt to retrieve the buffer and store the next sample.
The fact that samples from the microphone are sent to the OS in chunks using the interrupt
introduces a small amount of delay because most OS cannot accommodate too many interrupts
per second. Therefore OS is an important parameter that must be taken into account when trying
to reduce end-to-end delays. One way to get around this is to perform real time functions (sample
acquisition, compression and RTP) using dedicated hardware"90.
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QoS Types
To provide adequate service in order to insure some level of quantitative or qualitative
determinism, LP services must be supplemented. This requires adding some
"intelligence"
to the
network to distinguish traffic with strict timing requirements from those that can tolerate delay,
jitter and loss.
That is what Quality of Service (QoS) protocols are designed to do. QoS is the ability of a
network element to provide some level of assurance for consistent network data delivery. QoS
does not create bandwidth, but manages it so it is used more effectively to meet the wide range or
application requirements.
The goal ofQoS is to provide some level of predictability and control beyond the current LP
"best-effort"
service. The QoS "chain" is end-to-end between sender and receiver, which means
every router along the route must have support for the QoS technology in use. To enable QoS,
network elements give preferential treatment to classifications identified as having more
demanding requirements (such as an executive requesting information among other needs).
Applications, network topology and network policy are the major factors in determining which
type of QoS is more appropriate. To accommodate the need for these different types ofQoS, there
are a number of different QoS protocols and algorithms:
1 . Integrated Services (IntServ) or Resource Reservation Protocol (RSVP)
2. Differentiated Services (DiffServ)
3. Multi Protocol Labeling Switching (MPLS)
4. Subnet Bandwidth Management (SBM):
IntServ- Resource Reservation Protocol
Under this QoS type network resources are apportioned according to an application's QoS
request, and subject to bandwidth management policy.
The Reservation Protocol (RSVP) is a signaling protocol that provides reservation setup and
control to enable the Integrated services [IntServ], which is intended to provide the closest thing
to circuit emulation on IP networks. RSVP is the most complex of all the QoS technologies, for
applications (hosts) and for network elements (routers and switches).
It provides the signaling to enable network resource reservation (otherwise known as Integrated
Services).
The term "Integrated
Services"
refers to an overall QoS architecture that was produced by an
IETF working group in the mid-1990s. In a closely related effort, another working group created
RSVP, a signaling protocol that can be used within the Int-Serv architecture but is not a
required part of it.
RSVP provides a function, topology-aware admission control, which is very valuable in a VoB?
context. It does this by sending messages along the same path that voice packets will travel before
a call is allowed to proceed. An RSVP path message is sent from the sender (the originating VoIP
gateway) to the receiver (the terminating VoIP gateway).
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Image 28: IntServ Architecture
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The path message contains, among other things, quantitative information about the traffic that
will be generated by this call such as its bandwidth and the maximum burst size. The receiver of
the path message responds with a reservation (RESV) message back toward the sender,
requesting a certain level ofQoS.
Upon receiving a Resv message, each router on the path performs admission control - that is, it
checks to see whether enough resources, such as bandwidth, are available to admit the new call. If
so, a reservation is established and the Resv message is passed on to the next upstream hop;
otherwise, the reservation fails and an error message is returned to the terminating gateway.
Thus, the VoIP application learns whether the call will be able to proceed with acceptable QoS.
Avoiding Service Degradation
The major advantage ofRSVP in this scenario is the ability to reject calls that would, if admitted,
receive unacceptable QoS and also degrade the QoS of other calls in progress. In the event of
such rejection, the VoB? gateway may opt to reroute the call over an alternate path, while the
previously established calls proceed without interruption.
[Note that this capability is the result of RSVP sending messages along the path that VoIP packets
will travel if the call proceeds, so that it is able to accurately determine the resource availability
along the path, no matter how many gateways are deployed or how complex the topology is]91.
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IntServ Disadvantages
1 . IntServ makes routers very complicated. Intermediate routers have to have modules to support
RSVP reservations and also treat flows according to the reservations. In addition they have to
support RSVP messages and coordinate with policy servers.
2. It is not scalable with the number of flows. As the number of flows increases, routing becomes
incredibly difficult. The backbone core routers become slow when they try to accommodate an
increasing number ofRSVP flows
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Diffserv-Prioritization
In this QoS type the network traffic is classified and apportioned network resources according to
bandwidth management policy criteria.
Differentiated Services [DiffServ] provides a simple method of classifying services of various
applications. The standard for DiffServ describes PHB's as the building blocks for services. The
focus is on enforcing service level agreements (SLA) between the user and the service provider.
Customers can mark the DS byte of their traffic to indicate the desired service. Inside the core,
traffic is shaped according to their Behavior Aggregates. These rules are derived from the SLA.
When a packet goes from one domain to another, the DS byte may be rewritten upon by the new
networks edge routers.
All codepoints must have some PHB associated with it. In absence of this condition, codepoints
are mapped to a default PHB. Examples of the parameters of the forwarding behavior each traffic
should receive are bandwidth partition and the drop priority93.
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There are currently two standard per hop behaviors (PHBs) defined by the IETF that effectively
represent two service levels (traffic classes):
Assured Forwarding (AF):
Excess AF traffic is not delivered with as high probability as the traffic "within
profile,"
which means it may be demoted but not necessarily dropped.
Expedited Forwarding (EF):
EF minimizes delay and jitter and provides the highest level of aggregate quality of
service. Any traffic that exceeds the traffic profile (which is defined by local policy) is
discarded.
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Packets marked for EF treatment should be forwarded with minimal delay and loss at each hop.
The only way that a router can guarantee this to all EF packets is if the arrival rate of EF packets
at the router is strictly limited to less than the rate at which the router can forward EF packets.
The rate limiting of EF packets may be achieved by configuring the devices that set the EF mark
(VoIP gateways, for example) to limit the maximum arrival rate ofEF packets into the network.
In fact, the need to limit the arrival rate ofEF packets at a bottleneck link, especially when the
topology of the network is complex, turns out to be one of the greatest challenges in using
Diff-Serv alone to meet the needs ofVoIP For this reason, an approach based on Int-Serv and
the Resource Reservation Protocol (RSVP) is appropriate in those situations where it is not
possible to guarantee that the offered load of voice traffic will always be significantly less than
link capacity for all bottleneck links.
The IETF has decided to take the Type of Service (ToS) byte from the IP header, which has not
been widely used in a standard way, and redefined it. Six bits of this byte have been allocated for
differentiated services code points (DSCP). Each DSCP is a six-bit value that identifies a
particular PHB to be applied to a packet94.
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Differentiated Services Code Points (DSCP) redefine the IPv4 Type of Service byte. LP
Precedence bits are preserved in class selector code points & PHBs, but TOS values are not
Diff-Serv allows differentiated levels of service by placing a Diff-Serv CodePoint marker in the
header of each IP packet. Routers read these markers and apply differentiated grades of service to
the packet streams. VoIP packets, for example, normally would receive a higher priority than data
packets. Although this preferential treatment is not guaranteed, lower latency for these packets is
a good probability. Even if a network buffer suffers congestion, higher priority packets advance
to the head of the packet queue.
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Diffserv Disadvantages :
1 . Providing quality of service to traffic flows on a perhop basis often cannot guarantee end-to-
end QoS. Therefore only Premium service will work in a purely DiffServ setting.
2. DiffServ cannot account for dynamic SLA's between the customer and the provider. It
assumes a static SLA configuration. But in the real world network topologies change very
fast
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IntServ vs. DiffServ
RSVP (IntServ) provisions resources for network traffic, whereas DiffServ simply marks and
prioritizes traffic. In RSVP, the receiver decides which stream to give preference and in DiffServ,
the sender decides which stream to give preference.
RSVP is more complex and demanding than DiffServ in terms of router requirements, so can
negatively impact backbone routers. This is why the "best common
practice"
says to limit RSVP's
use on the backbone (RSVP Applicability), and why DiffServ can exist there.
MPLS- Label Switching
Multi-Protocol Label Switching [MPLS] is similar to DiffServ in some respects, as it also marks
traffic at ingress boundaries in a network, and unmarks at egress points. But unlike DiffServ,
which uses the marking to determine priority within a router, MPLS markings (20-bit labels) are
primarily designed to determine the next router hop. MPLS is not application controlled (no
MPLS APIs exist), nor does it have an end-host protocol component.
Unlike any of the other QoS protocols, MPLS resides only on routers. And MPLS is protocol-
independent (i.e., "multi-protocol"), so it can be used with network protocols other than IP (like
B?X, ATM, PPP or Frame-Relay) or directly over data-link layer as well.
It provides Bandwidth Management for aggregates via network routing control according to
labels in (encapsulating) packet headers.
Figure 31: MPLS label stack entry used to "encapsulate" IP Header
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MPLS combines the best of both- ATM's circuit switching and B?'s packet routing. It is a hybrid
technology, which enables very fast forwarding in the core and conventional routing at the edges.
Packets are assigned a label at the entry to aMPLS domain, which is often the core backbone of a
provider, and are switched inside the domain by a simple label lookup.
A label is a short fixed length locally significant identifier, which is used to identify a (FEC)
forwarding equivalence class. The labels determine the quality of service the packet gets. The
packets are stripped of the labels at the egress router and might be routed in the conventional
fashion thereafter before it reaches its final destination.
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The advantages ofMPLS over IP routing are:
1 . The ingress router can distinguish between packets coming at different ports or on any other
criteria, which cannot be learnt, from the header data by assigning them to different FEC
(Forwarding Equivalence Class). In LP routing, only the header information forms the basis of
forwarding decisions.
2. Packets entering the network from different ingress routers can be differentiated. This cannot
be done in LP since router address is not carried as part of header data96.
Subnet Bandwidth Management (SBM):
SBM is a Signaling Protocol that allows communication and coordination between network nodes
and switches in the (SBM Framework) and enables mapping to higher-layer QoS protocols (SBM
Mapping). A fundamental requirement in the SBM framework is that all traffic must pass through
at least one SBM-enabled switch.
The SBM technology provides a signaling mechanism to reserve resources in best-effort LAN
technologies to support RSVP flows. Thus, it provides an extension ofLayer 3 Reservation
Protocols- RSVP to Layer 2 and thus attempts to provide better end-to-end QoS. It enables
categorization and prioritization at Layer 2 (the data-link layer in the OSI model) on shared and
switched IEEE 802 networks.
Some Layer 2 technologies such as Asynchronous Transfer Mode (ATM) have always been QoS-
enabled. However, LAN technologies such as Ethernet were not originally designed to be QoS-
capable. As a shared broadcast medium or even in its switched form, Ethernet provides a service
analogous to standard "Best Effort" LP Service, in which variable delays can affect real-time
applications.
The Institute of Electrical and Electronic Engineers (IEEE) has "retro-fitted" Ethernet and other
Layer 2 technologies to allow for QoS support by providing protocol mechanisms for traffic
differentiation97.
Layer 2 Priority: IEEE 802.1 Standards
The B3EE 802.1p, 802. 1Q and 802.1D standards define how Ethernet switches can classify
frames in order to expedite delivery of time-critical traffic. The Internet Engineering Task Force
(IETF) Integrated Services over Specific Link Layers (ISSLL) Working Group is chartered to
define the mapping between upper-layer QoS protocols and services with those ofLayer 2
technologies, like Ethernet.
It's an IEEE standard that operates at theMedia Access Control layer to prioritize network traffic.
"The standard is designed primarily for LANs and lacks the scalability necessary for
successful WAN VoIP transmission. Fortunately 802. lp maps to Differentiated Services (Diff
Serv), the proposed LETF Layer 3 standard that does provide the scalability required by
WANs"98.
(We will discuss more on the same in the next chapter)
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99IEEE 802.1p Priority Setting*
LEEE 802. lp uses a 3-bit value (part of an 802. 1Q header) in which can represent an 8-level
priority value. They are changeable and the specified bounds are only targets, but the default
service-to-value mappings defined in (SBM Mapping) are:
Table 10: IEEE 802.1p Priority Values
Priority 0: Default, assumed to be best-effort service
Priority 1: Reserved,
"less-than" best-effort service
Priority 2-3: Reserved
Priority 4: Delay Sensitive, no bound
Priority 5: Delay Sensitive, 100ms bound
Priority 6: Delay Sensitive, 10ms bound
Priority 7: Network Control.
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QoS Tools
As mentioned earlier on packet loss, delay, and delay variation all contribute to degraded voice
quality. In addition, because network congestion (instantaneous buffer congestion) can occur at
any time in any portion of the network, network quality is an end-to-end design issue.
Various QoS tools are available which increase voice quality on data networks by decreasing
dropped voice packets during times of network congestion and by minimizing both the fixed and
variable delays encountered in a given voice connection.
These QoS tools can be separated into three categories
Classification
Network provisioning
Queuing
100.
Classification
Classification tools mark a packet or flow with a specific priority. This marking establishes a trust
boundary that must be enforced. Classification should take place at the network edge, typically in
the wiring closet or within the LP phones or voice endpoints themselves.
Packets can be marked as important by using Layer 2 Class of Service (CoS) settings in the User
Priority bits of the 802.1p portion of the 802. 1Q header (See Image Layer 2 setting)
Figure 32: Layer 2 Setting
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Packets can also be marked by setting the LP Precedence/Differentiated Services Code Point
(DSCP) bits in the Type of Service (ToS) Byte of the IPv4 header (See Image Layer 3 setting).
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Image Source: http://www.cisco.com/univercd/cc/td/doc/product/voice/ip tele/avvidqos/qosintro.htm
All LP phone Real-time Transport Protocol (RTP) packets should be tagged with
1 . CoS value of 5 for the Layer 2 802. lp settings
2. IP Precedence value of 5 for Layer 3 settings.
In addition, all Control packets should be tagged with
1 . Layer 2 CoS value of 3
2. Layer 3 ToS of 3
The following table lists the CoS, IP Precedence, and DSCP (IP Precedence/Differentiated
Services Code Point) settings for specifying packet priority.
Table 11: Layer 2 Packet Priority Classifications
Layer 2 Class of Service IP Precedence Value DSCP
CoS 0 Routine (LP precedence 0) 0-7
CoS 1 Priority (IP precedence 1 ) 8-15
CoS 2 Immediate (IP precedence 2) 16-23
CoS 3 Flash (IP precedence 3) 24-31
CoS 4 Flash-override (IP precedence 4) 32-39
CoS 5 Critical (IP precedence 5) 40-47
CoS 6 Internet (IP precedence 6) 48-55
CoS 7 Network (B? precedence 7) 56-63
)ata Source:
http://www.cisco.com/univercd/cc/td/doc/product/voice/ip tele/avvidqos/qosintro.htm
Network Provisioning
Network Provisioning tools accurately calculate the required bandwidth needed for voice
conversations, all data traffic, any video applications, and necessary link management overhead
such as Routing Protocols.
When calculating the required amount of bandwidth for running voice over aWAN, it is
important to remember that all the application traffic (that is, voice, video, and data traffic), when
added together, should equal no more than 75% of the provisioned bandwidth. The remaining
25% are used for overflow and administrative overhead, such as Routing Protocols101.
Queuing
Queuing tools assigns a packet or flow to one of several queues, based on classification, for
appropriate treatment in the network. When data, voice, and video are placed in the same queue,
packet loss and variable delay are much more likely to occur. By using multiple queues on egress
interfaces and placing voice packets into a different queue than data packets, network behavior
becomes much more predictable.
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Enterprise IP QoS102
Enterprise LP QoS is about ensuring that congestion at the customer premise is managed properly
and not about improving the performance of the service provider's network. The general
assumption is that there is a serial link between two points, and that once a packet enters that link,
it arrives at the other side. IP QoS helps shape and control which packets get on the link first.
Deploying QoS on the network should be approached systematically. Before rolling out an
extensive set of QoS policies, the- who, what, where, when, why and how of the network and the
applications running on it should be identified.
It needs to be determined whether all the users have equal access and if traffic needs to be
differentiated based on specific users or groups of users. Examples could include giving the CEO
priority access to the Internet, prioritizing financial data over engineering CAD files across the
WAN, or globally ensuring delivery of LP telephony or video traffic regardless of the user.
User-based QoS
It is relatively simple to apply QoS to a specific user if he or she is always assigned the same IP
address, in the same way that it is simple to apply an ACL (access control list) to a specific LP
address. But if that user is mobile, moves among several remote locations or is part of a general
DHCP address pool, assigning QoS can be problematic.
QoS is necessary only on network segments that suffer from high delay because of serialization
or congestion delays. For most Enterprises, that's on the WAN. The primary reason to use QoS is
to save money. IP QoS can help in more effective usage of theWAN pipes.
IP QoS allows the bandwidth to be stretched to a certain limit. Eventually, there will be a
multitude of mission-critical applications vying for bandwidth that the only choice will be to add
more bandwidth.
The decisions about handling the traffic on LAN andWAN boils down to the following:
1 . What applications needs to be prioritized
2. How to prioritize them
3. How much bandwidth to allocate to them.
The following steps are important in ensuring proper IP QoS:
1. Identify
Before any gains in performance resulting from LP QoS are experienced, mission-critical traffic
on the network needs to be identified. A large portion of this work involves assessing which
applications are suffering from congestion or latency based performance issues.
A network analyzer can also be helpful to break out the types and volumes of traffic on the LAN-
WAN boundary. Just because a particular type of traffic is the most prolific on the WAN doesn't
mean it is the most important. At this point, it is often helpful to collect as much information
about an application as possible. For example-
1 . What protocol does the application use to communicateTCP, UDP or raw LP?
2. On what TCP or UDP ports does the application run?
3. What IP address does that server have?
4. Does that server handle other types of traffic or just this application?
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2. Quantify
Once the traffic on the WAN or LAN has been identified along with which traffic types are most
critical, the amount of bandwidth these applications need to operate properly needs to be
quantified. Since only a finite amount of bandwidth on the LAN is available, so it needs to be
allocated properly to make sure every application gets its fair share of the bandwidth.
This is where a packet sniffer can come in particularly handy for answering the following
questions-
1 . Does the application use large packets or small packets?
2. Is the traffic delay sensitive?
3. How many packets per second does the application generate per active session?
4. How many sessions are typically active simultaneously?
Once these values have been measured it's time to construct a policy that will enable the traffic to
flow more smoothly across the network.
3. Prioritize
Writing policies helps to prioritize network traffic and smooth out traffic flow on the WAN. A
policy is the combination of an ACL, a queuing strategy and a discard strategy.
Network Policy = Access Control List + Queuing Strategy + Discard Strategy
Access Control List
The ACL portion of the policy is responsible for identifying a particular type of traffic. That can
be as simple as "All traffic going through Port 22 of the data center
switch"
or as complex as
"Only traffic that is destined for IP address 192.168.10.100, with a source port of 5150, a
destination port of 3180 through 3221, using the TCP
protocol."
If the LP QoS policies need to be user-sensitive, they could also involve source IP addresses,
which can be translated into users or groups of users. Once an access list has been defined, the
queuing and discard strategies must be applied to that traffic.
1. Queuing
There are three subsections to queuing mechanisms namely - Priority, custom and weighted-fair
queuing will help traffic flow smoothly.
1.1 Priority Queuing
When a packet arrives and is classified into the highest priority queue, it will be serviced to the
exclusion of the data in the standard queue. On the router, multiple queues for different levels of
service can be deployed.
In a three-queue implementation, the highest priority queue is serviced until it is empty, followed
by the next priority queue and finally the least priority queue. Priority queuing is the simplest
form of queuing and is required for reliable delivery of voice and video across the network.
1.2 Custom Queuing or Class based queuing
In custom queuing, the WAN link is divided up into several
"micropipes" based on a percentage
of the total bandwidth available on the pipe. Each distinguished application is given a percentage
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of the available bandwidth on the pipe. Then these micropipes are serviced in a time-sliced
round-robin manner, such that each queue gets a particular fraction of the bandwidth.
It assigns packets to prioritized logical queues. If there are more than two packets waiting to be
serviced, then two packets from the high priority queue is picked up and then one packet from the
low priority queue is allowed. This goes on till there are no packets left. The sorting algorithm
relies on the Type of Service field. It can also be controlled by RSVP.
In this manner guarantee fair delivery of packets for several application is made possible.
1.3 Weighted-Fair Queuing (WFQ)
With WFQ, the amount of bandwidth is divided among all the flows coming into the queue. WFQ
relies on LP precedence information in the packet to determine which traffic is most critical on the
network.
The default weight of a flow is its IP precedence plus one, and by default all flows have a
precedence of zero. WFQ then gives each flow access to the pipe based on its weight divided by
the total weight of all flows on the network. So if there are four flows on the router, all generic
traffic, each flow will get one-fourth of the total available bandwidth. If a voice flow is then
introduced onto the network with a precedence of five, it will get a total of six-tenths of the time
on the queue (four flows with weight 1 and one flow with weight 6 equal a total weight of 10, and
each flow gets its weight over the total weight of all flows).
A hybrid of two or more methods of queuing together is also possible. This generates other
queuing scheme names, such as CBWFQ, which is a combination of custom queuing and WFQ.
With CBWFQ, the pipe is carved up into several smaller pipes, and then within each pipe, flows
are treated with the WFQ algorithm.
2. Discard Behavior
The other aspect of defining a policy is called discard behavior. When there is an abundance of
traffic at the router interface, sooner or later something will have to get discarded. The router has
a finite amount of buffer memory, and when it's full, the router must start dropping packets.
Telling the router how to handle the tail end of the queue can control the packets, which get
dropped.
Drop Algorithms
There is a variety of drop algorithms-
1 . The simplest is LIFO (Last in, First out), where the last packet to enter the queue will get
dropped if there is no more room.
2. A more complex algorithm calledWeighted Round Robin (WRR) looks at the LP
precedence values in the queue, and drops packets from the queue with the lowest LP
precedence values.
3. The most complex algorithm, calledWeighted Random Early Detection (WRED) looks at
the B? precedence values and sets thresholds at the same time to avoid queue overloading.
When it comes to TCP, if one packet gets dropped from a TCP window, the whole window must
be retransmitted. RED tries to minimize the number ofTCP sessions impacted by dropping
packets before the queue or the buffer is full and by dropping packets from as few different
sessions as possible .
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With WRED it is possible to take this behavior further and increase the packet loss for a class of
sessions. This can be useful for some basic prioritization. For example- traffic in
'Premium'
class would experience packet loss only after
'Medium'
class. WRED statistically drops packets
with the lowest precedence once the first threshold has been crossed. The theory behind WRED is
that packets within a particular flow will get dropped together.
Thus, at the end of this chapter we see that QoS and its implementation are not a trivial issue.
In order to give the end users the same feel as that experienced by PSTN all the above mention
factors will have to be taken into consideration by any Enterprise planning to implement this
technology.
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Part VI
Paul's Project Component
Chapter: Laboratory performance evaluation ofVoIP
(Using Cisco Call Manager)
Introduction
This section describes and provides results for the tests, which were performed on five separate
Voice-over JP network topologies, using the Cisco Call Manager MCS 7835 version 3.012. The
goal of this laboratory testing was to gain a clear understanding of how each would perform in a
non-congested as well as congested network condition and to compare those results with results
achieved from testing voice communications across a traditional Public Switched Telephone
Network (PSTN).
This empirical data is compared with known quality and performance standards provided by the
International Telecommunications Union for Time Division Multiplexed (TDM) voice
communications. The data collected from these tests was used in conjunction with all other
research data in this Thesis in the development of the Business Case model in section seven.
Test Environment and Equipment
All tests were conducted in a controlled laboratory environment using the Agilent Technologies
Telegra R - Voice Quality Tester (VQT), model J1981A as well as the Network Associates
Sniffer Pro version 3.0.05 packet sniffer.
Network Equipment
Tests were conducted using various combinations and configurations of the Cisco Call Manager
MCS 7835 version 3.03, Catalyst 3524-XL 10/100 Mbps Ethernet Switch with in-line power,
2501 and 2503 Routers, VG200 Analog Voice Gateway and 7960 IP phones. Additionally, the
LineStein Digital Adapter was also used to provide an interface between the 7960 IP telephones
and the VQT.
Network Configurations Tested
The following five network configurations were tested: Single LAN Segment, Routed HDLC,
Routed Frame-Relay, Routed ISDN, Routed ATM. These network configurations were chosen as
they represent likely scenarios in which voice-over LP communications may be utilized.
As we move from the single LAN segment through the various routed scenarios, complexity and
variance is introduced with each new configuration. Each of the routed scenarios introduces
different frame encapsulation protocols, which affect the way the data is handled by the network.
Because of this the test results vary for each of the configurations.
Systems Descriptions and Configurations
Cisco MCS-7835 Server
The Cisco MCS-7835 is aWindows 2000 based server, which runs Cisco Call Manager software.
Its' hardware platform consists of a 733 MHz Intel Pentium III processor, and 4 GB of 133 MHz
registered SDRAM. There is hardware RAID support for dual the 18.2 GB Ultra2 small computer
serial interface hot-plug hard drives.
The Cisco Call Manager is the call-processing software component, which extends the Enterprise
telephony features of and functions to the IP phones.
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For purposes of these tests, the Call Manager software was configured with to support two
separate LP telephones, which were capable of placing Voice-over LP calls across the network.
Since these phones can use DHCP to acquire an LP address, a DHCP scope was also configured.
It is not, however always necessary to use DHCP as the IP phones used for this testing are
capable of being programmed individually using the menu driven functionality built directly into
the phone. For these tests, DHCP was used for the LP phone/s, which resided in the same VLAN
as the Call Manager, while the other LP phone, which resided in the other VLAN was hard-coded.
In addition to the route and dial plans for the phones, the Call Manager was also configured to
support the VG200 Analog Gateway. It was also necessary to select and program the compression
algorithm to be used for calls placed across the network. For these tests, the Call Manager was
programmed with G.729, which uses the CS-ACELP algorithm. This algorithm compresses 64
Kbps PCM voice to 8 Kbps thereby maximizing bandwidth availability.
Cisco WS-C3524-PWR-WX-EN Switch
The Cisco 3524 is an Ethernet switch that has 24 10/100 Mbps switched ports with integrated
inline power, which provides DC current to devices that can accept power over traditional
unshielded twisted pair (UTP) cabling, such as the Cisco 7960 phones that were used in this
testing. It also provides 48-volt DC power over the same UTP at lengths of up to 100 meters. The
3524 supports LAN edge QoS based on the Institute of Electrical and Electronic Engineers
(LEEE) 802. lp class of service (CoS), as well as port basedprioritization.105
For the purposes of this testing, the 3524 was configured in two separate ways. The first way
involved configuring ports for the Call Manager, VG200, and LP Phones all on the same Virtual
LAN (VLAN). The purpose of a VLAN is to separate the broadcast domain in connectionless
network topologies such as Ethernet. A VLAN can be thought of as a network segment or subnet
and only way to pass data traffic from one VLAN to the other is via router. Since all of the
remaining configurations contained routers it was necessary to configure the single 3524 with two
separate
VLAN'
s.
The Call Manager, VG200, one of the Routers Ethernet interface and one of the JP phones were
placed on one VLAN, while the other Routers Ethernet Interface and LP phone were placed on a
separate VLAN. These configurations are clearly shown in the documentation section of this
Thesis.
Cisco 2501 Router
The Cisco 2501 is a modular single LAN router configured with two serial interfaces and one
Ethernet interface. The router is also configured with Flash and DRAM memory as well as a 20
MHZ 68030 processor. It is also configured with Cisco IOS version 1 1 .2, which supports the IP
protocol that was tested.
This router was configured and used when testing the Voice-over HDLC, Frame-Relay, as well as
ATM networks. For each of these configurations, the 2501 was connected via
its'
serial port to a
2503 routers'serial port using a crossover cable. Since HDLC is the default serial protocol used
on the 2501 and 2503 routers, the encapsulation of the data did not have to be programmed into
the router when running that test.
However, for the Frame-Relay and ATM tests, the encapsulation as well as other configuration
changes was made to the routers in order to establish network connectivity between the two
VLANS. These configurations are clearly shown in the documentation section of this Thesis.
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Cisco 2503 Router
The Cisco 2503 is also a modular single LAN router configured with 2 serial interfaces, one 10
Mbs Ethernet interface and one ISDN BRI interface. The router is also configured with Flash and
DRAM memory as well as a 20 MHZ 68030 processor. It is also configured with Cisco IOS
version 1 1 .2, which supports the IP protocol that was tested.106
This router was configured and used when testing the Voice-over HDLC, Frame-Relay, ATM as
well as ISDN networks. For each of these configurations, with the exception of ISDN, the 2503
was connected via
its'
serial port to a 2501 routers'serial port using a crossover cable. As with
the 2501, the 2503 uses HDLC as the default serial protocol therefore, the encapsulation of the
data did not have to be programmed into the router when running that test.
However, for the Frame-Relay and ATM tests, the encapsulation as well as other configuration
changes was made to the routers in order to establish network connectivity between the two
VLANs. For the ISDN test, a second 2503 was used and each of these routers were connected via
each of their ISDN BRI interfaces to a Teltone ISDN simulator. These configurations are clearly
shown in the documentation section of this Thesis.
Cisco VG200 Gateway
The CiscoVG200 voice-over-IP gateway is used to connect Cisco LP Telephony Solutions to
traditional telephone trunks or analog devices. These trunks may be connected to the PSTN or
existing PBX systems. Analog devices include legacy telephones, fax machines and voice
conference units. The data networking side is equipped with an auto-sensing 10/100 Mbps
Ethernet port. DSP's onboard the VG200 convert the analog voice into LP packets for transport
through the LP network using standard codecs, such as G.71 1, G.723, and
G.729.107
The VG200 is managed, controlled and administered using the Cisco Call Manager, but can also
be accessed directly using the same command-line interface (CLT) as other Cisco IOS software-
based products. For the purposes of these tests, the VG200, running IOS version 12.1, was
configured for G.729 and used the two port NM-2V network module and two Voice Interface
Card (VIC) FXS cards that it was configured with to connect an analog telephone to the LP
network.
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Configuration 3-Routed Frame-Relay
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Configuration 5-Routed ATM
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Typical Network Test Configuration
The following diagram depicts a typical network test scenario. For each of the Network
configurations shown above, the Agilent VQT was inserted into the network between the two IP
phones as shown below. The LineStein digital adapter was inserted between the LP phone and the
VQT to provide the necessary Foreign Exchange Station (FXS) interface required by the Analog
Foreign Exchange Office (FXO) interface on the VQT.
Although there is an analog voice gateway used in each of the above scenarios, its main purpose
was to be used for feature testing, such as call transfer, which required a third phone to perform.
As is depicted below, all network performance measurements were conducted through the LP
phones, which were directly connected to the network. In the following section a detailed
description of the Agilent VQT is provided.
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Typical Test Configuration
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Agilent Technologies Telegra VQT
The Agilent Telegra VQT is an integrated software and hardware analysis tool. Its main function
is to provide objective end-to-end voice quality tests and analysis capabilities for modern
telephony networks, including VoB? and PSTN. The VQT has Analog, Tl and El interfaces,
which connect to access points in the network to determine the key end-user quality parameters of
any voice network, such as clarity, delay, and DTMF.
The Telegra VQT application, which is installed on the Telegra R test chassis leads the user
through the steps required to test voice quality, calculates and displays measurement results in
both graphical and spreadsheet formats, and provides usage and interpretive information in an
embedded Help system. The Telegra R is a portable PC runningWindows NT and comes
standard with two PCMCIA card slots, a CD-ROM drive, a high-density floppy drive and
speakers.
The Telegra VQT also comes equipped with a custom analog signal acquisition card, which is the
digital signal-processing (DSP) engine for the VQT. This card interfaces directly with both FXO
and Ear and Mouth (E&M) devices and systems allowing high accuracy and high-resolution
measurements. It provides measurement results to the VQT application, which displays them in
multiple formats.
Operation
In order to allow the user to perform voice quality and measure audio characteristics the VQT
does several things. For FXO and E&M implementations it places and/or answers a call to
establish an audio circuit. It's easy to think of the VQT as two telephones, the telephone call is
placed from one of the VQT's ports to the other through a telephony network.
Once a telephone circuit is established between ports, the VQT transmits audio test signals onto
the circuit and measures how they are affected. Test signals can be sent in either direction
independent of the port that placed the call.108In order to be able to test the Voice over LP
networks under consideration through the LP phones for the experiments associated with this
Thesis, it was necessary to first establish the call using the LP phones. This was due to the fact
that the VQT was not designed to directly interface with the Cisco MCS 7835 Call Manager.
Once the audio channel was established however, testing with the VQT could easily be
performed.
Tests Performed
For each of the five network configurations as well as one for the PSTN four basic tests were
performed. The tests are:
a. Delay or Latency
b. Dual Tone Multi-Frequency (DTMF)
c. Clarity Perceptual AnalysisMeasurement System (PAMS)
d. Clarity Perceptual Speech Quality Measure (PSQM).
For all of the Voice over scenarios the tests were performed in both non-congested as well as
congested network conditions, resulting in eight separate tests for each of the network
configurations. For the Single LAN scenario loading of the network was accomplished using the
Traffic Generator function of the Network Associates Sniffer Pro.
Loading of the network for each of the Routed scenarios was accomplished using an extended
ICMP Ping sweep, which was initiated at the Ethernet interface on one Router and was carried
across the configured transport via the serial interface to the Ethernet interface on the other router.
Utilizing a datagram size of 1000 bytes with a repeat count of 10,000 resulted in approximately
27% utilization of the serial transport facility. In the PSTN case it was not possible to load the
circuit. In the sections, which follow, each of the tests is described in detail and the results are
presented.
Delay or Latency Test
Delay is the time required for a signal to traverse the network. In a telephony context, end-to-end
delay is the time required for a signal generated at the talker's mouth to reach the listeners ear.
The VQT measures end to end and roundtrip delay by transmitting aMaximum Length Sequence
(MLS) noise burst. This pseudo random noise appears as white noise and allows the user to
determine the delay behavior of a network across all frequencies. The impulse response is
graphed so the delay results can be visually inspected.
The MLS signal enables highly accurate time-correlation of the transmitted and received signals,
allowing the delay for the entire transmission of a signal to be accurately measured. The time-
correlation ofMLS is much less susceptible to noise, attenuation and packet loss on the network
than acoustic pings, thus providing a highly robust delay measurement.
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The VQT graphs the results of the MLS signal cross-correlation and reports the following:
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Single LAN Delay Test (Congested)
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Routed HDLC Delay Test (Non-Congested)
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Routed HDLC Delay Test (Congested)
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Routed Frame-Relay Delay Test (Non-Congested)
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Routed ISDN Delay Test (Non-Congested)
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Routed ISDN Delay Test (Congested)
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Routed ATM Delay Test (Non-Congested)
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Routed ATM Delay Test (Congested)
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Dual Tone Multi-Frequency (DTMF) Test
Touching the keys of a touch-tone phone generates DTMF tones. These dual frequencies are used
by phone systems to initiate phone calls, for voice mail, menu driven services, or interactive voice
response systems. Transmitting DTMF tones through digital networks can be especially difficult
with low-bit-rate voice codecs, which are tuned to encode speech, a non-sine-wave signal.
DTMF however transmits two distinct sine-wave frequencies per key and low-bit-rate codecs
often have difficulty recreating these signals. This can make it impossible to communicate with a
voice message or interactive voice response system.
The Telegra VQT provides the ability to determine how distorted these DTMF tones are when
transmitted across the network. The system determines the DTMF twist, which is the difference
between the high and low frequency amplitude. It presents sent and received DTMF frequency to
visualize the difference between the two tones. In addition, it shows the results in tabular format,
including amplitude and difference in peak frequency.110
Single LAN DTMF Test (Non-Congested)
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Note: A, B, C, D are future keys and not part of the standard handset at the moment.
Single LAN DTMF Test (Congested)
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Routed HDLC DTMF Test (Non-Congested)
Graphic Not Available
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Routed HDLC DTMF Test (Congested)
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Routed Frame-Relay DTMF Test (Non-Congested)
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Routed Frame-Relay DTMF Test (Congested)
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Routed ISDN DTMF Test (Non-Congested)
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Routed ISDN DTMF Test (Congested)
106
Routed ATM DTMF Test (Non-Congested)
Graphic Not Available
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Routed ATM DTMF Test (Congested)
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Clarity PSQM Test
Clarity can also be described as speech intelligibility, and is an indicator of how much
information can be extracted from a conversation. Speech intelligibility depends on a large
variety of influencing factors such as quality of the microphone, speech codecs, compression,
packetization in VoIP networks and the effects of packet-loss and jitter. Measuring these effects
is not sufficient because the human brain is able to compensate for some of these shortcomings.
This requires a more sophisticated method of analysis.
The Telegra VQT transmits actual human speech across the network and uses the industry
standard ITU-T P.861 Perceptual Speech Quality Measure (PSQM) to objectively measure how
clear the audio is at the receiving end. PSQM is a designed for analysis of compressed voice and
is a cognitive model that objectively determines how people perceive the audio quality.
Especially, for the effects of voice over packet of cell networks the Telegra VQT uses an
enhanced version of PSQM, known as PSQM+, in order to account for severe distortions and
time clipping as experienced in packet networks.
The PSQM measurement is actually performed with real human speech by comparing the
reference and received signals. The VQT uses 144 different voice samples in 8 different
languages to allow for the measurement of the network behavior for so many different users. The
VQT also provides the equivalent Mean Opinion Score (MOS) for every PSQM measurement.
The VQT presents maximum, minimum and average PSQM scores as well as a graphical
representation of the PSQM scores over time during the entire speech sample, and reports the
standard deviation. This allows for the identification of network affects that influence the speech
quality such as packet loss. To compensate for network delay, the received signal is time aligned
with the reference signal to allow an accurate PSQM measurement.
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Single LAN PSQM Test (Congested)
Average PSQM 2.491 Maximum PSQM 7.86 :
Outliers {%) 0.65 PSQM Std. Deviation 0.8380
Outliers Threshold f^l RES
Estimated Delay (ms) j 49.375
Single LAN PSQM Test (Non-congested)
loutlierspfc) j 0.00; JPSQM Std. Deviation J 0.5933
Routed HDLC PSQM Test (Non-congested)
Average PSQM 3.1 6! Maximum PSQM 5.57
'SQM Thresh
Outliers {%}
Outliers Threshold [%}
0.00 PSQM Std. Deviation 0.9685
Routed HDLC PSQM Test (Congested)
Average PSQM I 136; [Maximum PSQM | 7.57
Outliers {%)
Loss/Gain idB)
1.00i PSQM Std. Deviation \ 1.0776
Estimated Delay (ms
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Routed Frame-Relay PSQM Test (Non-congested)
Outliers {%) 0.00 PSQM Std. Deviation 1.0636
Correlation! imeout
Routed Frame-Relay PSQM Test (Congested)
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Routed ISDN PSQM Test (Non-congested)
Average PSQM 3.17
Avg PSQM Threshold *%V:
Outliers {%} 0.00
Outliers Threshold {%) j 5.0
E II 36
CorrelationTimeout 1 No
*
5.723-17; Maximum PSQM
Max PSQM Thres
| PSQM Std. Deviation | 0.9922;
Estimated Delay (ms)
Routed ISDN PSQM Test (Congested)
jAverage PSQM
'Gain (dB)
3.24^ Maximum PSQM
Max PSQM Thresh
6.25
[Outliers [%)
J~~
0.50 j PSQM Std. Deviation | J .0307
Estimated Delay (rns) 198.87u
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Routed ATM PSQM Test (Non-congested)
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Clarity PAMS Test
Modem communications networks include elements such as lossy coding, error-prone channels,
or voice activity detection, that cannot be reliably assessed by conventional engineering metrics
such as signal-to-noise ratio. Traditionally, the only way to measure
customers'
perception of the
quality of these systems was to conduct a subjective test, but these tests are expensive and
unsuitable for applications such as real-time monitoring.
The Perceptual Analysis Measurement System (PAMS) provides an objective measurement of
speech quality. It uses a perceptual model based on human hearing factors, and provides a
repeatable, objective means for measuring perceived speech quality. PAMS uses a different
signal-processing model than the ITU-T P.861 standard PSQM, and produces different types of
c res."2
To measure speech quality, PAMS uses a sensory model to compare the original, unprocessed
signal with the degraded version of the output of the communications system. PAMS
parameterizes different classes of error and maps them to predictions of subjective listening
quality and listening effort. The mappings are calibrated using a large database of subjective tests.
In addition to listening scores, the VQT provides a graphical representation of signal loss and
additive distortion over both the time and frequency domains of the test signal. This is known as
the error surface. The error surface shows the impact of a wide range of network-induced
distortions, including coding distortion, front-end clipping, muting, noise, and bit or frame errors.
The amplitude of errors is related to how audible and annoying they will
be.1'3
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Single LAN PAMS Test (Congested)
Listening Quality Score 1.81
LQS Threshold
Listening Effort Score 2.78
.ES Threshold
Correlation Timeout
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Single LAN PAMS Test (Non-congested)
Listening Quality Score 1.83
LQS Threshold
. ifl i
Listening Effort Score 2.81
LES Threshold
Correlation Timeout No
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Routed HDLC PAMS Test (Non-Congested)
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Routed HDLC PAMS Test (Congested)
Listening Quality Score 1.70
LQS Threshold
Listening Effort Score 2.52|
LES Threshold [ , _ ^
Correlation Timeout i No
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Routed Frame-Relay PAMS Test (Non-Congested)
Listening Quality Score 1.97;
Listening Effort Score 2.88II
LES Threshold
mm
1
..t-:.-.vi.^-....i.>.^faMBE!
Correlation Timeout No
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Routed Frame-Relay PAMS Test (Congested)
Listening Quality Score
Listening Effort Score
LES Threshold
Correlation Timeout
Routed ISDN PAMS Test (Non-Congested)
Listening Quality Score 1.78
LQS Threshold 4* \J0fo$$
Listening Effort Score 2.71
LES Threshold
Correlation Timeout No
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Routed ISDN PAMS Test (Congested)
Listening Quality Score 1.78
LQS Threshold ; mm
Listening Effort Score 2.65
LES Threshold
. ;
Correlation Timeout No
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Routed ATM PAMS Test (Non-congested)
Listening Quality Score
LQS Threshold
Listening Effort Score
LES Threshold
1.83
':l
2.76^
3.GC
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Routed ATM PAMS Test (Congested)
Listening Quality Score
LQS Threshold
1.37
Listening Effort Score 2.13.
LES Threshold
Correlation Timeout
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TDM Test Results
Because the goal of this project was to compare traditional TDM based voice communications
with emerging VoIP, it was necessary to perform VQT testing ofTDM based switched voice
calls. In order to accomplish this, the same tests were run by placing an external call from one
analog phone to another, which were both attached to a single Northern Telecom Option 81c
PBX.
In this case, the PBX switched the call to the local central office, which in turn routed the call
back to the Option 81c PBX. The PBX then connected the call to the destination station.
For the purposes of this test, the PSTN was assumed to be congested, however, the actual amount
of loading could not be determined. These results are shown below and are used for comparison
purposes in the "results analysis" section of this Thesis.
TDM Delay Test
Last Delay (ms) 3.500
Maximum Delay (ms) 3.500
ffpjJB
33BBliHiHSBIlHi^H
Truncated Data No
Average Delay (ms) 3.500
Avg Delay Thresh (ms) 100.0
Minimum Delay (ms) :-: (inn
Min Delay Thresh (ms) 20.000
Correlation Timeouts
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TDM DTMF Test
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TDM PSQM Test
Average PSQM
Outliers {%)
Loss/Gain (dB)
1.69
0.00!
Maximum PSQM j 3.73
II ii
PSQM Std. Deviation I 0.5228
Estimated MOS Equiv. 3.66
Estimated Delay (ms) 3.750
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TDM PAMS Test
Listening Quality Score 3.99
.QS Threshold
Listening Effort Score
LES Threshold
4.33!
Correlation Timeout
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Feature Tests and Results
In addition to the above performance tests, a limited number of feature tests were also conducted.
These basic features, which were tested, are common among today's modern phone systems and
have become widely used by most organizations. Failure to include at least these basic features
would most likely create discontinuity and disruption in the way organizations conduct business
on a daily basis. These tests are; Call Hold, Call Transfer, Call Forward, Call Pick-up and Last
Number Redial.
Call Hold
The Call Hold feature allows VoIP subscribers to place a stable call in a reserve state and send
messaging to other VoIP phones. This test was conducted by placing a test call from one IP phone
to the other and pressing the hold key. Once this was done a second line appearance on the phone,
which was holding a call was used to place a call to the third (analog) phone. The call to the third
phone was completed and the original call remained in the reserve-state and was successfully
retrieved by pressing the line key, which held the original call once the second call was
terminated.
Call Transfer
The Call Transfer feature allows a VoIP subscriber to transfer a stable call to another station by
pressing a key programmed for Call Transfer and dialing another extension or phone that is either
on or not on the VoIP network. For the purposes of this test, a test call from the analog phone was
placed to one of the IP phones.
Once the call was completed, the Transfer key on the IP phone that received the call was pressed
and the number of the other IP phone was dialed and the Transfer key was once again pressed.
The call transfer operation was verified by answering the IP phone to which the call had been
transferred. Messaging information, which indicated on the LCD display that this call had been
transferred from another phone, was also passed to the phone receiving the transfer.
Call Forward
The purpose ofCall Forwarding is to allow a subscriber to redirect their incoming calls to an
extension, voice mail or phone outside the VoIP network by pressing the IP phone key
programmed for Call Forward and dialing the redirected telephone number.
For the purposes of this test, the
"CfwdAll"
soft key on one of the IP phones was pressed and the
number of the second IP phone was entered. A test call was placed from the analog phone to the
IP phone that had its' calls forwarded to the second IP phone. The call was successfully answered
at the phone to which calls from the original DP phone had been transferred.
One problem encountered with this test was that the IP phone failed to provide reminder ring to
the call forwarded phone. Reminder ring is a common feature on PBX's that sends a single ring
burst to the phone that is forwarded when a call is placed to it to remind the subscriber that the
phone is in a forwarded state.
Call Pickup
The purpose for using Call Pickup is to allow a subscriber to answer an incoming call ringing on
another phone from his or her own phone by pressing a programmed Call Pickup key. For the
purposes of this test, within the Call Manager a Call Pickup key was added to the key map for one
of the IP phones. The key map can contain things like line appearances, call forward and call
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pickup keys. In addition, a Call Pickup Group also needs to be programmed within the Call
Manager, which includes the directory numbers of the members for that specific group. Members
from that group are then able to answer calls coming in to any of the phones contained in the
group. For the purposes of this test, both of the IP phones were placed in the same group.
To test the feature, a call was placed from the analog phone to the IP phone without the Call
Pickup key. The Call Pickup key on the other IP phone was pressed and the Call Manager
successfully redirected the call to that phone.
Last Number Redial
The Last Number Redial key allows subscribers to dial the last number stored in the phone
memory by going off-hook and pressing the Redial key. For the purposes of this test, a call was
placed to one of the IP phones from the other IP phone and was answered. Both of the phones
were then placed back on-hook. The originating IP phone was then taken off-hook, the display
showed the number of the IP phone it had last called and the Redial button was pressed. This
action caused the other IP phone to ring and the call was successfully completed.
Results Analysis
The purpose of this section is to gain a clear understanding of the test results, which were
collected for each of the five VoIP scenarios as well as the TDM scenario. Based on these
empirically achieved test results, meaningful conclusions can be drawn, regarding the overall
viability of the VoIP implementations that were tested.
For each of the VoIP tests that were run, a comparison will be made with the TDM test to
determine empirically how the results compare. In addition, the results will be benchmarked
against known industry ITU-T standards for voice quality to see how they compare. Finally, these
results will be taken into account when developing the Business Case Model section of this
Thesis.
When judging the viability of VoIP solutions, perhaps the greatest performance measure to be
considered is quality. Voice subscribers have come to expect a reasonable measure of quality in
their communications and aside from the feature / functionality tests, which were performed, this
was the main focus of the testing that was done.
Three of the main factors associated with voice quality in a communication system are
Delay echo and clarity.
For the purposes of the tests, which were run the echo test could not be performed. This is due to
the fact that an analog FXS interface was used, which produces an immediate echo, which will
skew the results, thereby making them invalid. Results and explanations of the results are
presented below for each of the tests that were run Delay, DTMF, Clarity PSQM and Clarity
PAMS
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1. Delay Results Analysis
Delay Results
Summary
Single Single HDLC HDLC Frame- Frame- ISDN ISDN ATM ATM PSTN
LAN LAN (NC) (C) Relay Relay (NC) (C) (NC) (C)
(NC) (C) (NC) (C)
Last Delay (ms) 54.13 54.38 65.9 95.75 67.5 na na na 68.8 na 3.5
Max Delay (ms) 54.13 54.38 74.9 105.6 67.5 na 99.8 na 79.9 na 3.5
Average Delay 54.13 54.38 66.2 96.91 67.5 na 92.3 na 70.1 na 3.5
(ms)
Timeout 0 0 10 17 0 na 17 25 0 25 0
Note - See Conclusion Section for further analysis
The VQT basically has two ways ofmeasuring delay, by using an Acoustic Ping and Normalized
Cross Correlation (NCC). An acoustic ping is a narrow audio spike transmitted from one end of
the audio channel to the other and the time it takes to travel end to end is measured.
In addition, NCC, which is a mathematically based signal comparison method that determines
when two signals most closely match, via DSP's is used in the final analysis. Once this ping has
been sent, the VQT sends out a series of training signals called Pre-average Cycles, which allow
VoIP processes, such as the jitter buffers to converge before the test is run. Finally, a repeatable
test pattern resembling- white noise is sent onto the line.
Once the test signal is received by the VQT, the signal is processed via NCC and is compared to
the results of the acoustic ping. These results are then graphed and placed into a spreadsheet."4
In a VoIP network gateways and IP terminals contribute significantly to end-to-end delay due to
the signal processing at both the sending and receiving sides of the link. The processing includes
the time codecs require to encode the analog voice signal into a digital signal, and to decode the
digital signal back to analog.
In general, there are three types of delay encountered in an IP network, they are:
Packet Capture Delay
It is the time required in receiving the entire packet before processing and forwarding it through
the router. This delay is determined by packet length and transmission speed. Using shorter
packets can shorten delay, but potentially decreases efficiency.
Switching / Routing Delay, which is the time the router takes to switch the packet.
To do this it needs to analyze the packet header, check the routing table and route the packet to
the output port. This delay depends on the route engine architecture, and the size of the routing
table. Switches, such as the Cisco 3524 are capable ofmaking routing decisions at theMedia
Access Control (MAC) layer (layer 2 of the OSI model) as opposed to layer 3, thereby greatly
reducing the overall processing time of the data.
132
Queuing Time, which is due to the statistical multiplexing nature of IP, networks and the
asynchronous nature of packet arrivals, some queuing and thus delay, is required at the input and
output ports of a packet switch. The queuing delay is always a function of traffic load on the
switch, the length of the packets and the statistical distribution over the ports.
Jitter
At the receive side; voice packets have to be delayed to compensate for variations in packet-inter-
arrival times (also known as jitter). Jitter smoothing, using jitter buffers required because speech
codecs need a constant flow of data without gaps.115
Delay can vary a great deal in IP networks, when considering all of the above mentioned factors
and becomes impairment to the conversation when it exceeds 150ms. As a point of reference,
normal delay in PSTN networks is in the order of 30ms depending on the loading of the network.
For all of the VoIP tests that were run, the average delay was much less than 150ms, except when
loading was introduced in the routed scenarios and much less than 30ms for the TDM test.116
Loading of the Single LAN scenario yielded only minor variances in delay. However, in the
congested routed situations, the delay exceeded the 150ms maximum threshold parameter, which
was set. Of all the routed scenarios tested, the HDLC network was able to most efficiently deal
with the added load to the network and never exceeded the 150ms threshold.
From this data, it can be concluded that heavy congestion in ATM, and ISDN routed networks
contribute greatly to voice-packet delay and thus the ability to efficiently communicate, while
using Cisco's native HDLC yielded favorable results.
It can also be concluded, that non-congested VoIP networks of the types tested were able to
perform well as they yielded delay results far below 150ms. Comparing the VoIP results with
those achieved in the TDM test demonstrate that there is significantly more delay in the former
than the latter.
2. DTMF Results Analysis
Earlier in this Thesis the rational for running the DTMF test was established. Basically, what this
test does is answers the question ofwhat happens to the DTMF tones as they traverse the
network. Below, is a diagram of a typical telephone keypad along with the frequencies that are
associated with each key represented: When a key is pressed, a mix of the frequencies from those
listed in the horizontal rows and vertical columns is generated.
When these tones are transmitted, they must be within a certain tolerance in order to be usable.
From a frequency standpoint, typical DTMF tone detectors require that the signals not deviate by
more than 1.5% of their nominal values. In addition to the frequency tolerance, the actual tone
levels need to be in certain tolerance levels as well. Nominal values are usually between -6 and -
4 dBm, with minimum levels at -10 dBm for lower frequencies and -8 dBm for the higher. When
the two tones are sounded together, they should not exceed +1 dBm, with 0 dBm being the
desired result.
The VQT transmits the tones representing the digits from the dial-pad form one port, receives and
records the tones on the other port and performs the spectral analysis to see what happened to
those tones as they passed through the network / system under test. The analysis provides
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information about frequency amplitude as well as twist, which is the difference between the tone
amplitudes as they are passed through the network.
For the purpose of these tests it is important to understand that codecs using non-linear
compression techniques actually attempt to recreate the sound of the tone but not necessarily the
waveform shape. The problem with this is that many systems that are looking for DTMF tones
actually need the waveform and consequently may not be able to interpret signals that have been
compressed and
decompressed.117
However, the Cisco Call Manager uses a method called DTMF
relay to overcome this shortcoming.
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DTMF is a signaling method that uses specific pairs of frequencies within the voiceband for
signals. Over a 64k-kbps pulse-code-modulation (PCM) voice channel, these signals can be
carried without difficulty. However, when using a low-bite-rate codec for voice compression, the
potential exists for DTMF signal loss or distortion.
An elegant solution for these low-bite-rate codec-induced symptoms is providing an out-of-band
signaling method for carrying DTMF tomes across a VoIP infrastructure. The Cisco AVVID
solution provides out-of-band DTMF support through the use of advanced VoIP protocols such as
the Skinny Station/Gateway protocol, theMGCP, and the H.323 Version
2.118
In analyzing the results from the various DTMF spreadsheets, Twist (db), Low Amplitude, High
Amplitude, L Freq. +/-, and H Freq. +/- values are shown. The Twist value shows the amplitude
offset of the tones received, while running the DTMF test. A positive value indicates that the
higher tone is larger in amplitude than the lower tone. If a negative value is shown, the lower tone
is larger in amplitude than the lower tone.
The low and high tones were the level of the tones, which were generated by the VQT for the test.
For all of the tests that were run it was clear that the Twist values were in nearly all cases within
an acceptable tolerance 0 - 1 db, with the exception of a single test, which was run on the routed
Frame-Relay configuration. For this network scenario, tone number 4, yielded a positive value
above
"1"
resulting in a value that is out of the acceptable range, remembering that the desirable
goal is to achieve a "0".
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It is also noteworthy that for all but the single Frame-Relay test noted above that the L and H
Freq. +/- values were all 0, thus indicating that the test tone, which was generated by the VQT did
not deviate from the tone, which was received. Taking all of these factors into consideration it is
safe to conclude that the tone tests performed for each of the network scenarios were an overall
success in both non-congested as well as congested conditions.
3. PSQM Results Analysis
PSQM is the first of two clarity measures that were used. PSQM was first developed by KPN
Research in the Netherlands and as ofAugust, 1996 was specified in ITU-T P.861, Series P
Telephone Transmission Quality, methods for objective and subjective assessments of quality of
telephone band (300 3400HZ) speech codecs.
According to the ITU-T the recommendation specifies the production of source speech for
objective quality measurement, codec and reference conditions for which the objective quality
measurement method has been shown to provide valid results, the calculation of objective quality
based on the objective quality measure called the Perceptual Speech Quality Measure (PSQM),
the estimation of the subjective quality from the objective measurement results and an analysis of
the results.
This Recommendation can be applied when evaluating the effects on subjective quality of speech
codecs of speech input levels, talkers, bit rates and transcodings.119
In the context of voice quality testing, clarity represents the perceptual fidelity, clearness and non-
distorted nature of a particular voice signal. Clarity PSQM is used to objectively evaluate the
presence of distortion in an audio signal or sample due to the presence of delay, low fidelity,
noise or other factors. The clarity measurement uses the PSQM algorithm to produce a numerical
value that indicates whether the clarity of the audio signal or sample is acceptable when judged
according to a specific set of requirements.
PSQM predicts and correlates well with the results of subjective testing like Mean Opinion
Scores (MOS). PSQM uses a sensory model that takes into account the physiology of the human
ear, human cognitive processing models and audio transmission characteristics. PSQM evaluates
whether a particular piece of audio is distorted with regard to what a human listener would find
annoying or distracting.
This is the perceptually relevant information. The "perceptually
relevant"
phrase refers to those
parts of an audio signal that have the largest impact on a human's perception of the signal when
those parts are distorted or omitted. Perceptual importance is determined via an understanding of
human psychology and cognitive psychology.
Although the Clarity PSQM test produces several results in the spreadsheet, the ones of primary
value, which will provide a good overview of the clarity, are the "Primary
Results"
that have a
white background. These results for all of the tests that were run are summarized in the
spreadsheet below. Even though the Estimated MOS Equivalency score is not considered a
primary result it has also been included with the results to provide a basis for comparison.
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PSQM Results
Summary
Single Single HDLC HDLC Frame- Frame- ISDN ISDN ATM ATM PSTN
LAN LAN (NC) (C) Relay Relay (NC) (C) (NC) (C)
(NC) (C) (NC) (C)
Average PSQM 2.05 2.49 3.16 3.36 3.24 3.49 3.17 3.24 3.24 3.37 1.69
Outliers % 0 0.65 0 1 0 0.5 0 0.5 0 0.5 0
Maximum PSQM 3.25 7.86 5.57 7.57 5.56 6.82 5.72 6.25 5.8 7.41 3.73
PSQM Std 0.593 0.838 0.97 1.077 1.0636 1.207 0.99 1.03 1.02 1.09 0.523
Deviation
Est. MOS Equiv. 3.27 2.75 1.93 1.66 1.83 1.5 1.92 1.83 1.83 1.65 3.66
Note - See conclusion section for further analysis.
In general, low PSQM scores imply better voice quality than high scores. Average PSQM is the
average of the PSQM scores calculated against the correlated sent and received test voice signal.
These scores are calculated every 16ms. It can be seen when examining the Average PSQM
scores in the spreadsheet above, that there was a progressive increase in scores when comparing
the non-congested with the congested network conditions for both average and maximum PSQM.
It is also clear that the Single LAN and PSTN scenarios produced the best Average PSQM scores.
The Average PSQM scores for all of the routed scenarios were fairly close, indicating that PSQM
is only slightly impacted by the various frame encapsulation methods used.
Outliers % is the percentage of total measurement time that outliers were calculated. An Outlier is
any PSQM value that is outside the configured Maximum Threshold. The result is subject to the
way the administrator chooses to set up the test and does not lend itself to be a useful measure of
voice quality. It merely lets the test administrator know if the parameters, which have been
established have been exceeded and by what percent.
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PSQM Standard Deviation displays the standard deviation for all the PSQM values calculated
during the measurement. The PSQM standard deviation is a statistic showing how closely all of
the PSQM scores are clustered around the average of the PSQM scores. One standard deviation
accounts for about 68% of the PSQM scores that are higher or lower than the
average.121
From the above spreadsheet, it can be seen that the PSQM Standard Deviation has
its' best results
in the Single LAN (NC) scenario, with approximately .59 PSQM units being represented. This
can be interpreted to say that approximately 59% of 68% of the PSQM scores are either higher or
lower than the average PSQM value. Again, the routed scenarios yielded comparable results,
while the Routed HDLC value performed the best of all the routed scenarios.
With the exception of the Single LAN scenario, the PSQM values were significantly worse than
those acquired when performing the PSTN test. It is expected to see PSQM results in the range of
0 - 6.5, with PSTN values on the low end, ranging between 1.5-1.7 and VoIP somewhat higher
than that. As was indicated earlier, VoIP PSQM values are somewhat more subjective to
compression algorithms as well as other factors. In the case of these test scenarios, G.729
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compression was used, which according to Agilent Technologies have historically yielded PSQM
results of approximately a "3". Since the non-congested and congested Single LAN scenario
range between 2.05 and 2.49 it can be seen that these values are near "toll quality". The routed
scenarios, ranging between 3.16 and 3.49 are slightly worse than "toll quality", but are positioned
toward the middle to lower middle of the entire range, thereby making them acceptable.
4. Clarity PAMS Results Analysis
Traditionally the only way to measure a subscriber's perception of the quality of telephone
communications was to perform a subjective test, which are expensive and unsuitable for
applications such as real-time monitoring. PAMS provides an objective measure that predicts the
results of subjective listening tests on telephony systems.
To measure speech quality, PAMS uses a sensory model to compare the original uncompressed
signal with the degraded version at the output of the communications system as shown in the
figure below.
Image 45: PAMS Sensory Model
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distortion
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PAMS requires two inputs: the original, unprocessed test signal, and the
'degraded'
version of the
original that has been passes through the distorting system. It also uses artificial speech-like test
signals, which reproduce the key temporal, spectral and sequence properties of speech with less
redundancy than natural speech, allowing greater confidence with shorter measurements.
For the PAMS tests that were run, the VQT used was configured to use North American
artificially synthesized speech samples that were 8 seconds in duration containing at least 4
seconds of active speech. These reference signal file samples are generated at 8kHZ rate.
The results returned are "Listening
quality"
Ylq and "Listening
effort"Yle, which according to
the ITU-T p.800 are closely correlated toMOS scores. The scales used for each of the results is as
follows:
Quality of the speech Listening Quality (Ylq)
5 Excellent
4 Good
3 Fair
2 Poor
1 Bad
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Effort required to understand the meaning of the sentences (Yle)
5 Complete relaxation possible; no effort required
4 Attention necessary; no appreciable effort required
3 Moderate effort required
2 Considerable effort required
1 No meaning understood with any feasible effort
These scores give a measure of a subscriber's perception of quality. A PAMS score of "5" means
that no distortion is measured. As the amount of distortion increases the quality falls. Because
they relate to different aspects of subjectivity, Yle and Ylq scores are normally different if there is
perceived distortion.
The following spreadsheet summarizes PAMS the results from the tests, which were run.
PAMS Results
Summary
Single Single HDLC HDLC Frame- Frame- ISDN ISDN ATM ATM PSTN
LAN LAN (NC) (C) Relay Relay (NC) (C) (NC) (C)
(NC) (C) (NC) (C)
Listening Quality 1.81 1.83 1.87 1.7 1.97 1.86 1.78 1.78 1.83 1.37 3.99
Ylq
Listening Effort 2.78 2.81 2.8 2.52 2.88 2.74 2.71 2.65 2.76 2.13 4.33
Yle
Note - See Conclusion Section for further analysis
As can be seen from these results, the VoIP scenarios, Listening Quality ranged from 1.37 to
1.97, while the PSTN test resulted in a 3.99. In this category, the non-congested Frame-Relay
network performed the best, while the congested ATM network performed the worst.
In the Listening Effort category, for the VoIP scenarios, scores ranged from 2.13 to 2.88, while
the PSTN test resulted in a 4.33. Once again, for this category, the non-congested Frame-Relay
network performed the best, while the congested ATM network performed the worst.
Based on these results, it is clear that while the Listening Quality scores ranged in the bad to poor
range, the listening effort fared slightly better ranging from considerable to moderate effort
required. These results based on their own merit would seem to indicate, overall that subscribers
would have a moderate to difficult time communicating using these network configurations.
Conclusion
As was stated in the beginning of this section, using the Cisco AVVID Call Manager, as the VoIP
PBX, a series of tests would be run, which would produce results, indicating the overall voice-
communication-quality of the network under test. This overall quality assessment would then be
benchmarked against PSTN empirically acquired test data as well as standards published by the
International Telecommunications Union to determine how well they performed.
To that end, five separate IP based network scenarios were developed, ranging from a simple
switched Ethernet configuration to a complex routed ATM configuration. The results from the
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each of the tests were summarized and individual conclusions drawn. Now, an overall assessment
is in order.
When re-examining the VoIP test network configurations it is important to keep in mind the fact
that because the VQT had no way to directly interface with the IP phones, that each of them
required adaptation via the LineStein adapter. The original design intention of this adapter was
that it would be used in situations where an analog modem connected to a PC only had access to a
digital line off of a PBX. In this situation, the LineStein would perform an analog-to-analog
conversion, since it connects from the analog modem port on the PC to the handset port on the
phone, which is also an analog input.
This adaptation is required because the analog FXO interface on the modem delivers -48 volts
DC to the receiving end, which under normal use would be an FXS analog phone line. However,
a digital PBX cannot handle the -48 volts DC directly and so the LineStein effectively adjusts this
voltage to a level that is acceptable to the digital line so that the modem signals can be transmitted
across the network. It does this via the internal circuitry of the device as well as by learning the
impedance of the line that it is attached to.
Although not officially publicized, test and development engineers at Agilent Technologies have
stated that internal lab tests which they have conducted using the LineStein have been shown to
negatively impact the overall test results by a factor of 10 - 20%.
This is primarily due to noise that they generate onto the network under test, as well as by not
providing a perfect impedance match. This can readily be validated by examining the graphical
information collected for the tests PAMS tests. On these tests the bright blue color represents the
noise transmitted on the line. It is clear, when comparing the VoIP PAMS results with the PSTN
results that there is significantly more noise on the line for the VoIP networks, measured both in
frequency and intensity.
By applying an average 15% (since the negative impact was 10 - 20%) improvement to all of the
test scores received, the overall outcome from the tests is improved. Delay results, which ranged
from 54.13ms to 92ms, now improve to 46.0ms to 78ms.
PSQM results are improved from 3.49 - 2.05 (with the lower score being a better score) to 2.96 -
1.74. MOS equivalencies for PSQM then improve from 1.5 - 3.27 to 1.72 - 3.76 (with the higher
score being the better score), with most scores falling at approximately a 3. PAMS Listening
Quality results improved from 1.37 - 1.97 to 1.58 - 2.26, with most scores falling at
approximately a 2 and Listening Effort improved from 2.13 - 2.88 to 2.45 - 3.31, with most
scores falling at approximately a 3.
In the final analysis, it is clear that the VoIP network configurations that were tested for the most
part did not perform as well as did the PSTN. However, since VoIP quality cannot be attributed to
one single measurement, overall results must be considered. When considering VoIP, using the
Cisco Call Manager, for all of the network configurations tested, overall, it can be concluded that
it is a viable technology. All of the features critical to maintaining congruency in moving from a
PBX based architecture to VoIP architecture, such as Call Hold, Transfer and Forward all
functioned, as they should.
From an overall quality perspective, the best implementation by far is the Single LAN
configuration, however the routed scenarios, which are representative of different types ofWAN
connections, in non-congested scenarios also performed fairly well. Congestion appears to play a
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big part in the overall performance ofVoIP solutions due to the inherent delay intolerance
associated with voice communications. Networks will also need to be able to prioritize voice
traffic over other forms of data, such as voice and video to compensate for this shortcoming.
Additionally, packet-delay variation is also a major consideration for overall network
performance and elegantly designed codecs that compensate for jitter need to be employed in the
overall network architecture.
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Part VII
Business Case
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Chapter: Business Case
The business case for VoIP is particularly appealing if a company is considering a new PBX for a
small branch office or a "Greenfield" site. But once the financial costs have been sunk into a
legacy PBX system it becomes increasingly hard to justify completely replacing it with another
system. Instead of this approach we recommend a more feasible migration path.
Vendor claims and user accounts vary widely on the issue of cost savings ofVoIP. Operational
savings (such as those gained from convergence of two separate networks into one) are more
promising as we explored earlier in our discussion on Convergence.
Early adopters report dramatic reductions in the cost ofmaking moves, add and change to voice
networks. These benefits will however be dwarfed by the impact of converged applications that
provide a much more effective way to communicate and collaborate.
But a more disturbing trend we discovered in our study of the topic is that a major stumbling
block to making a business case forVoIP is a lack of precedent. A recent survey of 23 1 large IT
organizations by Sage Research in Natick, Mass., indicates only 6% of large Enterprises have
implemented VoIP, and that concern about the maturity of the technology is the main inhibitor
and rightfully so.
Challenges to deploying VoIP
Only B% a\ 231 large iT organizations Surveyed by Sage Research said they had
implemented anyVolR citing the following inhibitors
Maturity of the technology
Interoperability
Cost of additional products
Finding products that
meet oar needs
VoIP QoS
Convincing executivemanagement
of the need or benefits
Not able to reach targe numbers
of employees reliably
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A common mantra for management has become to wait and see how other companies fare with
their implementation ofVoIP simply because the technology is so recent. Big data vendors are
offering themselves up as examples due to lack ofmajor accounts to
convince 'would be'
customers (we will discuss the migration paths offered by Cisco, Avaya, Nortel and Alcatel
subsequent to this chapter).
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3Com currently has 200 users on LAN-based phones and plans to have 750 converted by the
end of the year. Some of its smaller offices around the country are based entirely on the 3Com
NBX platform, and have no separate voice network, traditional PBX or key system.
IP pioneer Cisco is reported to be proceeding even more aggressively with end-to-end
convergence, and has 2,700 employees using IP phones today. Their sales offices in New
York and Toronto are already based entirely on VoIP and several more already planned to be
converted soon.
The IP phone factor
Another stumbling factor is the price of DP phones. IP phones are actually more expensive right
now than PBX phones. This should change over time, because IP phones - unlike traditional PBX
gear - are expected to be on the same Moore's Law price/performance improvement curve as
other data equipment.
In any case, some argue that the benefit of IP telephony is not in the phone itself. By moving the
call-control interface to the desktop PC environment, VoIP systems reduce the telephone's role to
providing the media stream. Voice becomes just another application, which is run on the network.
The functionality of the extra buttons on the more advanced handsets from the PBX vendors has
been moved into software.
IP OK in small doses
Tte Gartner Group predicts IP-based PBXs will be a winner for smaller installations
by 2004, accounting far more iftan 50% of all PKKs shipped that year, but a non-starter
in configurations supporting more than 100was.
PBX shipments
A
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IP PBX formore than 100 desktops
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; Less than 3,000 systems
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Tie lines
It's proving much easier to make the business case for VoIP out in the wide area. For applications
such as intra-company voice, implementing a converged solution is but natural. An example of
this can be demonstrated by the increasing demand for Cisco Routers. In the first two quarters of
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its fiscal 2000, which began Aug. 1, Cisco shipped 1.7 million voice ports with its access
routers. This is already almost twice the number of voice ports shipped in all of fiscal 1999.
The new Sage Research study confirms this trend. The 6% penetration ofVoIP in large
Enterprises is expected to zoom to 30% by the end of the year, and the main reason users cite is
still toll bypass. While industry experts like to play down bypass as a convergence driver, it is
considered to be a more effective driver for convergence.
Case Study- Vertical Networks
"One very measurable cost savings (that is often overlooked) is the physical
access,"
says Matt
Howard, vice president ofmarketing for Vertical Networks. "Getting the wire from the carrier is
a major part of the WAN cost, and you can realize tremendous savings if you deploy voice and
data over the same link."
According to Vertical Networks, replacing a traditional phone system with Vertical Networks'
IP-based InstantOffice platform can reduce annual WAN access and usage charges in a typical
50-person sales office from $64,900 to $43,500.
When equipment and operational costs are factored in, the total savings is about $48,100 per year
with a nine-month payback. And in Greenfield installations, the cost reductions are closer to
$60,000.
Administration Factor
This ease of administration is a major eye-opener for people evaluating VoIP. Installation and
upgrade factors also tend to work in VoIP favor. However, experts caution that the increased
"network
engineering'
requirements ofVoIP environments can cancel out some of the
administrative benefits. Experts advise companies to ask themselves the following questions:
What upgrades will you have to make to your switches to ensure you have the proper
prioritization and bandwidth allocation mechanisms?
How long will it take to optimize switches, and how often do they have to be re-optimized?
Do outages result when traffic balances shift and the switches fail to allocate resources
properly?
How long do these outages last, and at what business cost?
How much staff training will be required, and at what cost?
Applications Factor
Another main reason to converge voice and data networks is to enable new types of applications.
According to Forrester Research, surveys of large businesses indicate that a very low percentage
of them are using VoIP for telephony (as we indicated earlier). However, VoIP starts to make
sense when it is viewed as a solution that does more than reduce
costs."
Converged networking enables new applications, such as integrated messaging, which provides a
way to view and listen to voicemail messages from an e-mail application. Receiving e-mail and
voicemail messages together, a user can select which messages to listen to first. This feature can
help a traveling employee who doesn't have to make two calls from his or her hotel to check
voicemail and e-mail.
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It theory, once an Enterprise's phone runs on IP, it can follow a user to any IP network, along
with all the features programmed into the phone. As such, VoIP could be a boon for
telecommuters. But such transmissions must be done carefully, without exposing any Enterprise's
phone system to the public Internet.
In general, VoIP technology supports a whole new level of personal mobility, because it moves
telephony routing into the virtual world of data. Users can log in from anywhere in the Enterprise,
and the network will recognize them and automatically direct calls to them at the temporary
location.
Telecommuters can have soft phones (PC-based applications that emulate phones) at home that
duplicate the features and setup of their office phones. Incoming office calls are automatically
routed to them over their data link and don't tie up the regular home phone line. Outgoing calls
can be routed through the office switch to take advantage of corporate long-distance rates.
The virtual nature ofVoIP makes it easier to contact individuals directly without knowing which
of their various communications devices - traditional desktop phone, cellular phone, LAN- or
PC-based IP phone - they are using at the moment.
Metrics
While company-specific metrics and issues drive the deployment of any business case the
following should be considered before migrating to IP telephony
1. Lower Costs forWAN service:
Bandwidth is shared for multiple applications and more new sophisticated coding, silence
suppression and compression schemes can maintain voice quality at a fraction of the bandwidth.
2. Reduced Costs for Infrastructure:
Interconnecting end user telephony clients over LAN infrastructure allows sharing of equipment
between telephony and data networks, and helps reduce in building and campus equipment and
administration requirements.
3. Mobility:
IP networks associate names with users rather than physical ports on a network. This makes it
easier for telecommuters and road warriors to receive calls and access telephony features from
temporary locations. The flexibility of IP networks also helps simplify moves, adds and changes
within telephony networks to help reduce costs.
4. High fidelity voice
Compression schemes can deliver toll quality voice at much lower bandwidth, and higher
sampling rates of the voice signal deliver higher quality audio.
5. Directory Integration:
IP Telephony enables integration ofmultiple directories into a cohesive system, thereby
eliminating errors caused by replication of user information.
6. Policy Integration:
Telephony has made possible specialized treatment of calls - for example, call routing based on
user profiles and class of service, and calling privilege controls. Data networks also use policies
145
to control access to information, manage network resources and provide differentiated treatment.
IP telephony enables integration of policies and rules.
7. NetworkManagement Integration:
Unifying of voice and data networking environment significantly reduces the total cost of
ownership by integrating policy, service and network management capabilities
Checklist
When implementing D? Telephony solutions, Enterprises must also consider the degree to which
the proposed solutions will deliver the following
1. Quality of Service
How does the solution deal with concerns such as availability, latency, jitter, priority,
predictability and delay? When it comes to delay, IP telephony equipment is just part of the
equation, data networks performance characteristics must be considered.
2. Security
Are PBX features such as CoS (class of service) being compromised in any way? As we
discussed in our discussion on H.235 encoded voice conversations, they tend to be more secure
and less prone to interception. (See section on H.323 Security: H.235)
3. Accounting/Billing
Does the Enterprise need all the call detail records? And do calls from the voice network and data
network need to be captured in a centralized manner?
4. Management
How will the solution be managed? Can it be incorporated with existing voice management
solutions? Is it easy and intuitive?
5. Interoperability
Is it a proprietary solution or one based on D? telephony standards?
6. Scalability
How many ports are needed for the amount of traffic expected over the IP network? What is the
threshold point to which ports can be added without encountering excess costs?
7. Cost- short term (project) as well as overall cost of ownership
Product costs are only one part of the equation. What is the cost of ownership? Can the solution
be managed and maintained by the existing staff? Are updates required anywhere in the network
to support the solution under consideration?
8. Investment Protection
How well does the solution fit into the existing communications infrastructure? What is the
vendor's reputation? Can the solution be adapted to support additional capabilities in the future?
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Success Factors for IP Telephony
A number of important factors will affect whether a migration to voice/data convergence and IP
Telephony succeeds.
1. User Acceptance
IP telephony solutions should retain familiar dialing plans and rely on intuitive end user
interfaces.
2. Control of infrastructure
Existing managed IP networks (Private or VPN) can be used to launch real-time, IP telephony
applications. However, it is critical to assess and manage the effect that telephony traffic will
have on an Enterprise's data network. Some Enterprise networks already have sufficient
bandwidth and a design that is conducive to converged communication.
But others will have to phase in IP telephony in conjunction with network upgrades in the areas
of capacity and intelligence.
3. Support Organizations
Some organizations will face barriers in unifying the technical support teams.
4. Incremental Implementations
Migrating to converged networks and to IP Telephony on an incremental basis minimizes risks,
and lets the Enterprise protect investments in existing equipment and provides a learning curve
that is essential for the technical staff and end users.
5. Reliability
The system needs to provide the level of reliability and uptime, which is required for the daily
operations. Adequate backup facilities need to be there in case of failure.
Other Factors 122
1. Latency and Packet Loss
High Latency (the time delay on traffic) is less acceptable with voice than with data traffic. Thus,
an Enterprise should measure and characterize end-to-end latency and packet loss for the D?
Telephony traffic class across their network. Whether the results are acceptable or not depend on
the quality of voice expected and amount of bandwidth usage; there are also strict requirements
on the type of codecs and end-to-end packet loss and delay.
For example, consider the G.729 standard voice-encoding algorithm. To obtain a reasonable
voice quality based on G.729 delays, there must be less than 150-200 ms for packet loss values of
1-2%.
In other words, 98-99% of the packets must traverse the IP network within 50-100 ms,
assuming a 100 ms endpoint
2. Delay budget
If bandwidth usage is not a concern, implementing the G.7 11 standard will provide good quality
at end-to-end delay values of 200-300 ms, and packet loss levels of 2-3%.
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3. Recognition of the 802.1P Standard
It is highly recommended that an Enterprise's wiring closet have the ability to recognize the
802. lp protocol, for traffic prioritization at Layer 2. This may not be necessary if it has an
underutilized, fast Ethernet network with abundant bandwidth.
4. IP Telephony Call Patterns
To expect a realistic picture of the total traffic patterns after IP Telephony is implemented, an
Enterprise should determine what the telephony call patterns would be like across the IP
infrastructure. The current telephony usage patterns of the Enterprise should give a good starting
point.
5. Determine WAN Utilization before Voice is added
To fully determine the ability to carry voice over long distance, an Enterprise should examine
WAN utilization. To do this, there should no more than 85% utilization at peak traffic in the
WAN. The acceptable percentage of voice traffic should be engineered for each transmission link
in the IP network, and should be estimated based on telephony usage of the particular Enterprise.
6. Traffic Patterns and Peak Utilization
To better manage the addition of voice traffic on the network, an Enterprise should be aware of
network traffic patterns at different times of day. Traffic patterns must be examined over a
defined time period to determine peaks times in network utilization, such as monthly "roll
ups"
or
end-of-quarter processing.
7. Link Speed and Voice Quality
The speed of network links (connections between devices) will impact voice quality. Low speed
links (under 256K) will need proper handling and may introduce lower voice qualities.
8. Network Congestion and Drop Packets
The Enterprise should be aware of any areas of the network that are prone to congestion. Areas of
network congestion should be examined. IP switches and routers should also be measured for the
degree of: drop packets and re-transmissions as well as ingress and egress delay
9. Reliability of the Network Infrastructure
The reliability of the infrastructure should be carefully determined, for example- LAN Mean
Time Between Failure (MTBF), router functions, and recovery. You should also check the
network powering standards. A redundant power supply may be required to ensure certainty of
operation.
10. Policy Servers
Finally, the strategic direction on Policy Servers should be considered. Although not absolutely
required prior to implementing VoIP, Policy Servers are a good strategy for supporting different
level of services on an IP network.
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Summary
There are great benefits to adding telephony to an Enterprise's existing D? network. However,
there are a number of technical points that should be considered before implementing this
conversion. An Enterprise network may already be able to handle voice, or preparations in the
areas outlined here may need to be done before achieving optimal cost and maintenance savings
through voice and data integration.
Suggested Path to adopting VoIP
Companies that want to take a proactive approach are advised to proceed with caution. Outside of
Greenfield installations, few experts advise moving to a pure IP environment with LAN-based
telephony yet. This is particularly true for traditional businesses that are highly dependent on
voice.
The best approach is to migrate slowly. Interested organizations can start some pilots on the
LAN, exploit any Greenfield opportunities that arise, and get a good in place. Such an approach
will develop internal expertise and increase the overall learning curve. There are several PBX
vendors and networking companies offering migration paths at present.
We will discuss just some of these market vendors in the subsequent chapter.
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Major Players
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A survey of vendors in the market place shows Cisco, Avaya, Nortel and Alcatel are amongst
the few companies, that offers VoIP products offering full PBX functionality (can connect
directly to an Ethernet network) and will scale to 10,000 phones within the year.
1. Analysis of Cisco Proposal
Cisco Systems started pushing IP phones in 1998, when it acquired Selsius Systems-a move in
which Cisco procured an immediate IP phone product. Although Cisco's technology was not
scalable to the tens of thousands until version 3.0 came out in May 2000 as part of its AVVID
(Architecture for Voice, Video and Integrated Data) architecture, the solution had all the
basics and gave Cisco a jump on its competitors. However, until the acquisition of Selsius, Cisco
was strictly a data networking company.
Price Tag
Cisco's came in as the least expensive solution, at $5.23 million, which includes installation but
not voicemail. This puts Cisco's bid significantly below the $8 million to $9 million range of the
other
vendors'
proposed solutions, even accounting for the fact that some offered voicemail with
their solutions.
The latest release ofCisco CallManager software (version 3.3) runs on aMicrosoft Windows
2000 platform. While CallManager 3.3 promises more stability than that offered by the previous
version, which ran on NT 4.0, it would have been more desirable if it had the ability to run on
Unix not unlike Alcatel's PCX. Cisco addresses the stability issue by carefully controlling the
hardware; the software comes loaded on a Compaq Computer Corp. server, and Cisco supports it
only under that platform. The server comes with hot-pluggable power supplies and mirrored hard
disks to increase reliability.
The Cisco CallManager servers that provided the PBX functionality also can have redundant
servers to increase availability. The Cisco product can be set up so a phone can have both a
primary and a secondary server. If one goes down, the other automatically takes over.
Furthermore, since the server's sole function is to set up the call, an existing call will be
unaffected.
The system can scale to more than 100,000 users, and the solution is available today.
Cisco's solution is the only one that has the ability to have both a PC and a phone connected to a
single wire drop at each desktop through the use of an integrated 10/100 Ethernet switch port on
the back ofCisco IP phones.
2. Analysis ofAvaya Proposal
Avaya (the company was formerly known as Lucent's Enterprise Networks Group) along with
Nortel dominates the PBX market in the United States. These reasons alone sets it apart from the
rest of their competitors. However, Avaya trails all the other vendors in offering VoIP
functionality.
Avaya solution won't be ready to scale to 10,000 phones until June 2001. By comparison, Cisco
released its product in May 2000. Avaya's solution uses the Definity PBX architecture. The
company says the Definity G3r- model will be able to scale to 2,000 phones and up to 10,000-
phone using version
wrl0'
of its operating software. By that point, in fact, Avaya says the Definity
system will be scalable to 29,000 phones.
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Avaya's approach resembles Alcatel's: Both have added VoIP functionality to an existing PBX.
This solution reduces risk, as many people are comfortable with Definity PBXs. Unlike the other
vendors, though, Avaya offers a product that doesn't use a publicly available OS, such as
Windows or UNIX.
Price Tag
Avaya says that all the features and reliability associated with the Definity PBX will be available
with the Ethernet/IP solution. The vendor also notes it's possible to have a combination of legacy
PBX connections and migrate to Ethernet/IP phones and run a solution based completely upon
Ethernet/IP. Avaya's solution came in at $8.1 1 million, putting it in the ballpark with Nortel and
Alcatel.
3. Analysis ofAlcatel Proposal
Although Alcatel's system uses servers like those in Cisco and Nortel's solutions, there are a
couple of differences. Alcatel's solution runs on a Unix OS platform, which is generally more
stable than the Windows 2000 and Windows NT based servers used by Cisco and Nortel.
The Alcatel OmniPCX 4400 resembles the Avaya solution in that it started out as a system with
legacy PBX functionality. But even though Alcatel's solution can support standard PBX
connections, the ability to support D? phones appears to have been designed in from the
beginning. For example, the phones that the 4400 supports are the same as those supported for
legacy connections; an upgrade module provides Ethernet/ IP connectivity.
Price Tag
The OmniPCX 4400 solution costs more than any other bid as compared with Cisco, Avaya and
Nortel. At $9.71 million (including voicemail and installation), it's nearly twice the price of
Cisco's solution. The system Alcatel proposes uses 20 dedicated boards in each of the 12 servers
to provide phone access-a number governed in part by how many conversations require voice
compression.
Unlike Cisco, Alcatel could not provide an Ethernet/IP-attached conference phone. Instead,
Alcatel recommends using analog connections and an analog Polycom conference phone for its
solution.
Alcatel, as well as the other traditional PBX vendors, pointed out how easy it would be to start
with legacy PBX connections and migrate to VoIP. In fact, an Alcatel digital phone can be reused
as an IP phone by inserting a module in an adapter slot in the phone. This would save in the initial
investment and make it easier for the user. Clearly, Alcatel designed such an upgrade path into its
PBX solution-unlike Avaya's proposed solution, which appears to be more of a retrofit. Alcatel
also mentioned it has its own line of wireless phones available, unlike Cisco, which is working
with Symbol Technologies.
4. Analysis ofNortel Networks' Proposal
Nortel Networks is one of the leading PBX manufacturers in the United States. This means the
company already has a track record of supplying dependable PBX services. The price of the
Nortel solution is $8.35 million for both phases and includes the CallPilot voicemail.
One element of the proposal, which is Nortel's CallPilot integrated-messaging software, is worth
consideration. The software is one of several components, along with the Succession
Communication Server.
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Like Cisco's solution, Nortel's Succession Communication Server product runs on the Windows
platform. However, Nortel's solution is based on Windows NT 4.0 instead ofWindows 2000 and
requires 20 servers to support all 10,000 users. Cisco requires just eight servers, with some of
them used as redundant backups. Nortel says it will increase the number of users supported per
server in upcoming releases of the software. Access to the PSTN (public switched telephone
network) requires 13 ofNortel's Succession Media Gateways, whereas Cisco is able to provide
this functionality from two eight-slot chassis.
Nortel's CallPilot integrated messaging and voicemail solution impressed us more than any of the
other
vendors'
offerings did, as it supports the largest number of email products: Lotus Notes,
Microsoft Exchange and Outlook, Netscape, Novell GroupWise, and Qualcomm's Eudora IMAP.
Nortel accomplishes such integration by developing an add-on for the client that gives it the
ability to pull messages from the e-mail and voicemail servers. The client add-on can also
synchronize the read status of voicemails on the actual voicemail server and in the e-mail client,
along with the status of the message-waiting lamp. The client add-on also provides Web access.
For telecommuting access, Nortel proposes its 12052-software phone. Aside from allowing
access to the phone system from home, this phone also provides whiteboard, file-transfer and
application-sharing capabilities. Like Cisco, Nortel recommends that its phone be used over a
connection faster than a standard dial-up, such as xDSL, cable modem or ISDN. In its response,
Nortel does not address the issue of secure access from the Internet.
Summarization
Pros And Cons- Cisco Systems
At $5.23 million it is the least expensive overall solution (does not include voice mail in the
price tag)
Mature infrastructure with guaranteed voice quality across WANs and LANs
Stability ofWindows-only platform remains a question. However, Call manager integrates
Clustering capabilities for back up which are an added advantage.
Redundant power source to reduce outage risks
Integrated messaging system that relies exclusively on Microsoft Exchange back end
Uses AVVID (Architecture for Voice, Video and Integrated Data) architecture
Pros And Cons Avaya
At $8.1 1 million, it is in the same league as Alcatel and Nortel product offerings.
Provides migration path from Definity PBX system to IP-based system.
Reliance on proprietary OS.
10,000-node network requires only three server cabinets.
Meets general requirements but won't be ready for implementation till June 2001.
Uses the Definity PBX architecture.
Pros And Cons - Alcatel
At $9.71 million, most expensive overall solution
Clear upgrade from non-IP PBX Digital phones can be used as IP phones by inserting a
module in an adapter slot.
Cant provide an Ethernet/IP attached conference phone
Uses Alcatel OmniPCX 4400
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Pros And Cons Nortel Networks
Nortel solution comes with a price tag of $8.35 million
CallPilot integrated messaging system (supporting most e-mail products) is in use in Europe
but is just starting to arrive in the United States.
Requires 20 servers to support 10,000 nodes
Uses Succession Communication Server product
Underlying Operating System
Amongst its competitors Cisco is ahead with its AWID (Architecture for Voice, Video and
Integrated Data) solution runs on Microsoft Windows 2000. The solution promises to be more
stable than Nortel's offering, which runs on Windows NT 4.0
In contrast, Avaya's solution is adapted to its own proprietary PBX. This immediately pertains
that it has the most potential for stability, but its system won't scale to 10,000 phones until June
2001, after going through a number of software iterations.
Alcatel's system runs on a Unix OS, which could make it more stable than the Windows 2000 and
NT 4.0-based solutions. Alcatel says it was designed with IP capabilities in mind, yet provides the
same migration advantages Avaya offers because the Alcatel system was initially released as a
legacy PBX solution.
Cisco Systems' Solution Summary
Essentially, Cisco recommends deploying key infrastructure and software components that fit
within its standards-based, distributed Architecture for Voice, Video and Integrated Data
(AWID). AWID is a completely converged architecture and uses Internet-based distributed
technologies.
Cisco AVVID is based on three distinct building blocks:
1 . Infrastructure, such as switches and routers
2. Applications, such as call control and unified messaging
3. Clients, such as fixed and wireless IP telephones, H.323-based videoconferencing equipment
and desktop PCs.
Thus, Cisco is recommending a solution that includes Cisco CallManager software, Media
Convergence Servers, Cisco IP telephones and a choice of intelligent gateways. Unlike other
VoIP solutions, Cisco AVVID is built around an intelligent, IP-enabled network that can
guarantee voice quality across both local and wide area networks based on industry standards,
including 802.1p and 802. 1Q, H.323, and IP Class of Service (CoS) and Type of Service (ToS)
settings.
Cooperation with Polycom
Cisco's IP phones have all the features of an Enterprise PBX, including call forwarding,
differentiated ringing and conferencing. Cisco is also working with Polycom, a maker of high-
quality conference phones, to come up with a VoIP Polycom conference phone. Cisco is also
working with Symbol Technologies on a VoIP-based wireless solution.
The ability to use PIN numbers to monitor calls and control access will become available within
the year. The phones can be powered via Cisco switching equipment from the closet, but this is
not standardized yet. Because the phones can talk to each other directly, there is less reliance
upon server resources once the call is set up.
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Unlike the other vendors, Cisco provides the ability to have redundant power, via the closet
and a wall outlet in the office. Cisco also provides a power source that lets you power the phones
from the closet even if you don't have Cisco switching gear. This solution takes advantage of an
unused pair of wires in an Ethernet or a Fast Ethernet connection.
Avaya's Solution Summary
The Definity Enterprise Communication Server is an advanced communication system that offers
extensive features and applications across multiple independent infrastructures. The Definity
product line delivers scalable Enterprise switching solutions that provide reliable, customized
products supporting from tens of users to more than 25,000 users. The Definity system supports
multiple voice and data applications, such as call center, messaging and interactive voice-
response systems; computer-telephony integration; and network services via open and standard
interfaces.
Definity supports communications over IP, ATM, frame relay and the PSTN. With Definity IP
Solutions, an Enterprise can converge all or part of its voice on its data network. Definity operates
as a gateway, a point of entry, a gatekeeper or a provider ofmanagement and flow control across
different types of communications networks. It also serves as a multi-point conferencing unit,
letting telephony traffic be carried along with data in a single multi-protocol network.
Many may include Definity D? Solutions as a part of a Defy system or invoke a Definity system
that consists exclusively of IP telephones. Definity D? Solutions continues the evolution toward
improved IP performance and superior features. It offers such new capabilities as performance
improvement, increased capacity, IP Ethernet phone enhancements, remote office enhancements
and downloadable firmware support
Definity IP Solutions gives the ability to request, within supportable parameters over the LAN,
the QoS requirements for Definity IP end points. This is accomplished by complying with the
IEEE standards 802. lp and 802. 1Q, as well as IETF standard RFC 2474-the DiffServ initiative-
which defines criteria for differentiating service-level requirements in IP networks.
Voice quality represents a trade-off between audio reproduction quality, audio path delay
(latency), audio loss and network-resource consumption. Definity affects this trade-off by means
of audio-codec selection and by requesting network prioritization through the DiffServ scheme,
as well as the IEEE 802.1p/QMAC-layer prioritization and segregation scheme.
With the DiffServ option, a company can administer (by region) and download to the TN2302AP
IP interface the DiffServ ToS value, thus allowing data networking equipment to prioritize the
audio stream at the IP level to promote voice quality. DiffServ makes use of the ToS octet in the
existing IP version 4 headers. As such, it may be set by information senders and used by
standards-based IP (Layer 3) routers within the network.
Integrating Definity IP Solutions enables an enhanced comprehensive networking environment
with higher customer value. This convergence places Definity ECS customers at the leading edge
of communications technology.
Alcatel's Solution Summary
Alcatel has the perfect IP-based PBX for businesses that want IP without sacrifice. The
OmniPCX 4400 blends all the cost savings and voice-data convergence features ofVoIP with the
reliability and rich feature set that users of today's PBX's expect. The OmniPCX 4400 can
support IP handsets and digital PBX handsets simultaneously. It offers PWT (Personal Wireless
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Telephony)-based in-building wireless capabilities, a full-featured Web-enabled call center,
unified messaging amongst other features.
The OmniPCX 4400 is a highly advanced, proven communications platform that is unique in the
industry. At its core, the OmniPCX is different and it is based on open standards:
Real-time Unix operating system (Chorus Mix)
Native packet-switching technologies
Embedded TCP/IP communications stack on CPU
Native LAN technologies (Ethernet bus)
The server hardware platform benefits from the proven reliability and robustness of the 4400
Alcatel Crystal Technology (ACT), with more than 6 million lines sold worldwide. The
OmniPCX 4400's unique networking capabilities embrace IP as a progressive step toward a single
converged voice and data network for Enterprises. Customers benefit from the OmniPCX 4400
portfolio of features, which includes advanced handsets, on-site mobility, voicemail,
Call-centers, and new converged and IP-driven applications, such as unified messaging, voice-
enabled multimedia PCs and Web-connected call centers.
Alcatel's system is designed so the server must process all the voice traffic between phones.
Besides server processing, this also adds extra traffic to the network, possibly explaining why
Alcatel proposed so much more server hardware. Alcatel indicates that upcoming version release
of the software will let the phones communicate with each other directly.
Alcatel can provide a complete solution if the company needs to make changes in the future. With
its OmniSwitch and OmniCore IP switching solutions, the company offers state-of-the-art QoS
(Quality of Service) and can integrate a complete variety of data protocols, including Ethernet,
token ring and ATM, for both the edge and the core of the network.
Nortel Network Solution Summary
Nortel's Succession Communication Server for Enterprise Telephony Services package supplies
the intelligence the IP network requires to manage connections between end points, such as media
gateways, native IP terminals and IP clients (including its 12004 Internet Telephone and 12050
Software Telephone). The server also performs important call control services, such as address
translation, admission and bandwidth control, call authorization of terminals and gateways, and
zone management.
The Succession Communication Server for Enterprise Telephony Services package delivers a
comprehensive set of high-value telephony features. Including call-originating services, call
terminating services, call in-progress services, multi-company services with shared tenant
capabilities and management of International Signaling Protocols, such as ISDN and Q.SIG, for
localization of services in various markets and multi-vendor environments.
CallPilot is a customer-defined multimedia communications solution designed to deliver
advanced messaging and communications functionality to an organization. CallPilot integrates
multiple functions and offers increased value by providing a modular software package that
allows the customer to add desktop messaging, fax messaging and speech recognition, in any
combination, to a standard voice mailbox.
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Appendix A: Carriers124
"Enterprises are not the only entities taking advantage ofVoIP. Carrier companies have entered
the picture as well. Global Crossing has announced that it is converting its entire fiber global
network to VOIP and transferred the first part of its US network onto VOIP routers capable of
handling 1,600 calls per second. Cable & Wireless signed a $1.4bn deal with Nortel to convert its
circuit network over to VOIP125.
Cost is one the major compelling reasons why carriers want to move to VoIP, say analysts. As
revenues fall from traditional switched voice networks, carriers must seek new markets, and those
are clearly in data services. Cable & Wireless currently gets 60% of its revenue from voice
services for businesses but margins are narrowing and growth is slowing. The only place they are
seeing any growth is in the delivery of IP services and applications that run on those services"126.
AT&T, once the monopoly that built the copper wire-based switched network in America,
invested $1.4 billion earlier in 2000 in Net2Phone, a voice-over-IP company-and that's just one
part of the company's strategy in the market. AT&T estimates that, industry wide, about 2 percent
of all calls placed this year will be voiceover-IP; by 2004, that should mushroom to 20 percent.
Although its investment in Net2Phone is to reach into the consumer space, the company is
focusing many other resources on offering a unified service to business customers.
It will offer not only new services, but also new billing models that should appeal to corporations.
Combining voice and data into one network used at optimum efficiency as managed by
computers lets providers charge flat rates, like a fixed monthly charge for the unlimited use of a
given chunk of bandwidth. (That's one more layer of efficiency for voice-over-IP: eliminating the
costly overhead needed to track the minutes of each call so users can be billed by length and time
of use.
Pitching solutions to Enterprises
When pitching to large companies, the prospects are different. These are companies that for the
most part already have high-speed data connections, dedicated technical staffs, and the ability to
shift some of their phone calls to a cutting-edge technology without committing the entire
company's well being.
But their size is themajor drawback: Big companies have a huge investment in legacy phone
systems, PBX equipment, phones and the like, that won't work well with voice-over-IP
technology. Getting a company to junk it all and install new generations of voice-over-IP PBXs
and related equipment is asking a lot.
Consumer offerings, ones that use Web browsers and make connections through the PC, are
particularly susceptible to network problems like congestion. A user whose traffic is carried along
with thousands of others on an ISP's lines and then onto the Internet backbone has little assurance
that his or her packets will not be "held
up"
and therefore impossible to reconstruct into voice in
real time at the other end.
To avoid that congestion, companies like AT&T plan to take the
"Internet"
phone calls off the
Internet altogether, or as much as possible. They are installing billions of
dollars'
worth of fiber
optic backbone to carry the packet-switched traffic, from phone calls to e-commerce, directly
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from a caller's business. It's the only way to guarantee that the packets that comprise a phone call
are handled with the proper priority on the network to provide quality service and not drop calls.
The investments in such backbones are measured in the billions of dollars, meaning that the B-to-
B Internet phone business is no place for thinly capitalized players. Even if they have substantial
backbones, companies aren't offering IP telephony yet as the one phone a consumer or business
needs. Part of the reason is that a wire-line phone is still the best sound around.
IP Telephony
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Dialpad markets its service as "cell
phone"
quality and not as a replacement for wire-line phones.
But the software technology at the heart of IP telephony systems is in its nascent stage and still
evolving. (See Graphic on next page regarding public VoIP players)
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VOICE-OVER-IP PLAYERS
Company Headquarters Company Head(s) Second-Quarter Financials VoIP Offering
AT&T New York, N.Y. C. Michael Armstrong,
chairman and CEO, AT&T;
Kathleen Earley, president
Data and Internet Services
Overall, over $16 billion in
revenues. Urge investment in
Net2Phone.
Through Concert, it buys and
sells voice-over-IP minutes in
eight countries. Through a
Net2Pbone trial, it's offering
customers 1,000 minutes
of free PC-to-phone calls.
Deltathree New York, MY, Noam Bardln, president
and CEO
Revenues of $7,9 million, a
gain of $5.7 million over
02 '99.
International PC phone calling,
e-commerce services, calling
cards.
Dialpad.com Santa Clara, Calif. Brad Garlinghouse, CEO Privately held. Secured a
$16.75 million inital round of
venture funding in April.
free Internet phone service.
Had 2 million members within
first 1 2 weeks of service.
GRIC Milpitas, Calif.
Communications
Hong Chen, president
and CEO
Revenues were $7 milfion, up
293 percent from Q2 '99
revenues of $1 .8million.
Provides value-added IP
services, platform to service
providers, as well as multiple
IP services to end customers.
Basis Burlington, Mass. Ofer Gneery, president
and CEO
Revenue was $13.61 million,
a 276 percent increase from
Q2 '99 revenue of
$3.62 million.
Revenues were $18.6 million,
a 302 percent, or $14 million,
increase from Q2 '99.
Its global IP telephony network
delivers voice, fax and advanced
hosted communications
solutions to global carriers and
other international service
providers.
ITXC Princeton, NJ. Tom Evslin, CEO Calls itself the "service provider's
service
provi er"for IP
telephony, and boasts the
"world's largest Internet
telephony
network,"
operating
in 63 countries.
Net2Phone Newark, NJ. Howie Baiter, CEO Net revenues of $1 8.9 million.
more than double the revenues
of $9 million of 02 '99. Has
had a large investment
from AT&T.
PC-to-phone, computerless IP
telephony service for phone or
fax, PC-to-fax, corporate/SOHO
IP telephony, voice-enabled
e-commerce solution.Web-based
callback service, and an
IP telephony-powered
shopping portal.
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Appendix B: Convergence Myths
Myth 1: Convergence means everything that today will be obsolete
Fact: CONVERGENCE is both an EVOLUTION and a REVOLUTION...
Most Enterprises will not simply abandon today's legacy systems. Many parts of today's networks
will continue delivering value for years. Also, different networks will coexist- voice, data,
wireless, optical.
Myth 2: Just run voice over the old data network
Fact: That's not convergence. It's a lot more complicated than that.
Converged networks must eventually be able to deliver the same quality and reliability of voice
service, and they are just beginning to move closer to the sound quality that customers have come
to expect in the circuit switched world. However, the lack of reliability, manageability and
security on many public data networks makes running voice over them too risky for mission-
critical operations.
Myth 3: Convergence is primarily about cutting costs
Fact: That's only part of the benefit
The long-term value of convergence is primarily about achieving a competitive advantage.
Converged applications - Call Centers, integrated messaging, multimedia conferencing - allow
people to work faster, over time and distance and get a jump on meeting their
customers'
needs
Myth 4: There will ultimately be just one big network
Fact: Convergence means creating a network of networks.
Myth 5: Ultimately there is one right path to convergence
Fact: Creating a converged network is all about choices.
Increasing reliability, lowering cost of ownership, providing support - accomplishing these goals
will be different for every business. There's no one single way.
Myth 6: Its all about hubs and routers
Fact: It's all about intelligent switching and manageability.
Extending today's networks with more hubs and routers may increase bandwidth, but it won't
solve the problems of scalability, reliability and manageability.
Myth 7: It's all about bandwidth
Fact: The real challenge is to use the bandwidth effectively so that the right traffic is provided to
the right users for applications that improve business.
Myth 8: When the bandwidth is there, converging networks will be a simple process
Fact: Again, bandwidth only takes one so far.
Also crucial are advanced software platforms, feature rich services and scalability. Features we
take for granted today - conveniences like 91 1 (emergency services), 41 1 (information services),
800 (Toll free call services) - required millions of hours of software development. And that was
just for one network. Convergence is a major architectural undertaking. The key is the ability to
design and engineer converged networks, not just install them, and provide management solutions
that simplify operations. The challenge lies in the spaces between the networks
Taken from Lucent notes on fnnvergencehttp://www.lucent.com/realworld/myth 1 .html
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Appendix C: QoS- H.323 vs. SIP
Table 6: Qualityi of Service and Management127
Similar H.323 v3 Better SIP Better
Quality of Call setup Fault tolerance Loop detection
Service and delay, (H.323 supports redundant (SIP's algorithm using "via
Management Packet loss gatekeepers and endpoints),
header"
somewhat superior
recovery, lack to H.323's PathValue
of resource Admission Control approach)
reservation (SIP relies on other protocols
capability for bandwidth mgmt, call
mgmt and bandwidth
control),
Policy Control
(H.323 has limited DiffServ
support vs. none for SIP)
Scalability and Stateless Location of endpoints in other Complexity
Flexibility processing,
UDP Support,
administrative domains (SIP is less complex),
Inter-server (SIP does not define a Extensibility
communication method, but suggests use of (SIP's use of hierarchical
s for endpoint DNS) feature names and error
location codes which can be IANA
registered is more flexible
than H.323 's vendor-
specific single extension
field
"NonStandardParam")
Ease of customization (SIP
less complex, and offers
text-based protocol
encoding)
Interoperability PSTN Signaling
Interoperability (SIP Internet
Draft only, H.323 uses
Q.931-like messages, which
are SS7 compatible, though
only a subset of ISUP
messages)
161
Appendix D: Codecs
A study recently performed by Tolly Research measured the performance of voice traffic on a T-
1 line with G.71 1, G.728 and G.729a codecs applied to the traffic128.
Using two voice frames per packet uncompressed G.71 1 -encoded traffic averaged about 1 10K
bit/sec, even though the ITU defines G.71 1 as 64K bit/sec (the same rate as a digital phone line in
a standard voice T-l circuit).
That means 46K bit/sec of a T-l is consuming IP overhead.
Figure: G.711 Codec Packet Overhead
Packet overhead - VeFs hidden bandwidth cost
Hie overhead data that must accompany voice in an IP packet
can increase the amount of bandwidth a voice-over-IP connection
may use.
Voice traffic rates and packet overhead figures are based on
the ITU-standard 6.71 1 codec.
Vote Factetsk Avenge Call capacity
frames per lmlu$"m bandwidth ever oee T-1 Itfik
IP packet wwtMMd fat**} (KeU/ssc) vertead {t.SM bHfaec)
1 m 156.8 59i% 9
2 138 110.4 42.0% 13
4 218 87.2 26.8% 17
6 298 79.5 19.5% 19
e 378 75.6 15.3% 20
10 458 73.3 12.7% 20
SOURCE: TOtlY BESEABCH. MANASQUAN. N.J.
"What the study implies is that users should not assume that allocating a Tl equivalent [for G.71 1
voice over IP] on their data network will be sufficient. According to this study it will be close to
double of that.
While G.71 1 does not provide compression, Tolly Research found that compressed G.728 and
G.729a traffic was also bogged down by IP packet overhead. In all three codec tests, the group
found that up to 80% of the bytes in the voice packets consisted of IP packet overhead. That
means ifG.728 codec is chosen for compression that means the users will only get four times
compression with respect to the actual voice frame and not four times the compression.
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According to Tolly's test, G.728 packets with two voice frames will consume 62K bit/sec instead
of 1 10K bit/sec with G.7 1 1 . That's only a two-to-one saving. Relative to the 64K bit/sec that are
used [in one channel of a traditional circuit-switched T-l], there's no savings at all."
Remembering to factor in IP packet overhead when voice is packetized is something that can be
overlooked by some users according to Brian Dal Bello, manager for Nortel's Succession
Enterprise VoIP product line. If miscalculated, this can sometimes erase any planned cost savings
of a voiceover-IP rollout, he adds. "When voice over IP goes into an Enterprise, people have to
understand all the variables that can affect their bit rate and calculate if they're actually saving
bandwidth or money by using [voice over IP]," instead of traditional voice, he says'29.
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Appendix E: Gateway
IP Gateway Categories:
1. Carrier-class Gateways
LargerVoIP gateways that can scale to support up to several thousand IP service subscribers per
gateway in the public network infrastructure. These gateways are marketed for consumption and
implementation by carriers and IP telephony service providers (i.e., ISPs, IXCs, RBOCs, LECs,
CLECS, etc.) for use in the PSTN, virtual private networks (VPNs), and over the Internet.
Enterprise Gateways
Smaller VoIP gateways that can typically support up to 100 or 200 end users per gateway in
private Enterprise networks. These gateways are marketed for consumption and implementation
by corporate and business customers looking to deploy IP telephony applications over existing
private LANs, WANs, or Intranets.
2. Branch office Gateways
Typically low-density (e.g., 2-port up to 8-port) PC-based, VoIP gateways or integrated modules
for implementation in branch or remote office environments of large Enterprises. Many of the
prominent VoIP gateway vendors featuring Enterprise- and carrier-class gateways also offer low-
density, branch office VoIP gateway solutions.
3. Network Gateway devices
Examples are VoIP routers and VoIP access concentrators, which are multifunctional devices
enhanced to also support voice over IP. VoIP routers combine a voice gateway and data router in
a single modular product (e.g., Cisco's 3600 VoIPModule, Motorola's Vanguard 6400 Series,
Hypercom's IEN 6000, orMulti-Tech's RouteFinder VoIP router).
Access concentrators from vendors such as Cisco, Lucent/Ascend, and 3Com have also been
integrated with VoIP technology capabilities.
In addition, there are hardware and software products, toolkits, and platforms on the market for
developing IP telephony voice and fax applications and gateways from vendors such as
Brooktrout Technologies, DataBeam Corp., Intel/Dialogic Corp., and Natural MicroSystems.
Gateway issues
Following are some of the issues that VoIP gateway and equipment vendors, and the IP telephony
industry in general, are currently dealing with:
1. Standards compliance
Popular VoIP standards and specifications such as H.323 vl through v4, SIP (Session Initiation
Protocol), SIP+, MGCP (Media Gateway Control Protocol), and H.248/Megaco are the ones
getting the most attention from vendors today. The problem continues to be that the vendors and
the industry in general cannot agree on what standard(s) will emerge to become the dominant
one(s) upon which all VoIP equipment will be based.
2. VoIP equipment interoperability
The ability ofVoIP gateways and equipment from different
vendors to interoperate still ranges
from limited to nonexistent due to the number of available standards on which VoIP gateways
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and equipment are currently based. Many in the industry still do not see gateway interoperabilityhappening for at least a couple more years (i.e., 2002).
3. Scalability
Typically defined as channel capacity per gateway has increased, in particular, to meet carrier-
class gateway requirements. Current Enterprise gateway capacities range from 100 to 200
channels per single gateway, but multiple gateways can be combined to provide expanded
capacity. Gatekeeper capacity also affects scalability.
4. Price130
Price estimates for VoIP gateways per channel are currently in the $500 to $700 per-port range,
but are expected to drop as VoIP technology progresses. This represents a fairly wide range of
'
prices from a low of $100 per channel (for RAD Data Communications' IPmux-4) to a high of
$ 1 ,550 per port on Memotec's CX800 system.
The average per-station price of an IP PBX is $514. This is based on an averaging of 1 3 systems,
ranging from a low per-port price of $33 1 with Vertical Networks' InstantOffice to a high of
about $790 on Alcatel's OmniPCX.
5. Voice quality
Advances in such things as gateway codecs (compression/decompression), latency (constant
delay), and jitter buffer techniques and algorithms continue to introduce IP telephony audio
enhancements.
6. Quality of service (QOS)
In order to support IP telephony, an IP network must contain certain service-level guarantees,
something IP networks currently don't feature when supporting data communications. Standards
are expected to help resolve some of the QOS issues for IP telephony, but the work continues in
the QOS area.
GatewayManufacturers131
Following are some of the major manufacturers ofEnterprise and carrier-class VoIP gateways.
Many of these vendors have offerings that span both the Enterprise and carrier-class VoIP
gateway markets, while others have offerings in the VoIP router and/or VoIP access
switch/concentrator markets:
Table 9: GatewayManufacturers
Manufacturer Product Series
3Com 3Com VoIP routers/access switches).
Ascend now Lucent MAX Series ofAccess Switches).
Cisco Systems Cisco Access Gateways).
Clarent Carrier Gateway; Gateway 400
Ericsson (IP Telephony for Carriers-IPTC Gateway
Hypercom IP tel Series
Inter-Tel Vocal Net; Enterprise 400 Series
Linkon LinkNet Gateways
Lucent Technologies PacketStar ITS
Motorola Vanguard Series gateways; VoIP routers
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MultiTech MultiVOIP Gateways; RouteFinderVoIP router
Netrix Network Exchange Series
Nokia formerly Vienna Nokia IP Telephony Gateway; Nokia IP Telephony
Branch Gateway
Nortel Networks/Micom Nortel V/IP Gateways
Nuera F50ip/F200ip Gateways
VocalTec VocalTec Telephony Gateway Series 120; Series 2000
166
Appendix F: VoIP Lab Tests
This appendix shows the packet capture results of different VoIP "soft phone"programs
commercially available. Setting up freeware programs for conducting Packet Telephony Tests in
a controlled LAN environment.
Methodology-
2.
3.
4.
Tests were conducted in a closely networked environment. Voice conversations were carried
out with 'PC to PC and 'PC to phone'as test-bed for the tests.
All the PC to Phone conversations were conducted within the local calling area and not
external to it.
A total of 5 freeware fully functioning software were installed and used for the tests.
NetXRay software (version 3.3) was used to analyze the data packets travelling on the
Ethernet connection.
Software Installed
The following five software were installed on a multimedia equipped computer:
1 . Net2Phone
2. FreePhone
3. Truly Global Internet Phone
4. BuddyPhone
5. Internet Phone (version 5)
Expected Quality
One of the main goals in the experiment was to experience the voice clarity as it was relayed
using the software over the network. Since this was designed to give a clearer understanding of
the underlying dynamics and working ofVoIP. In-depth testing was not conducted and voice
quality was measured by subjective listening and not using any dedicated software or hardware.
This test was designed to experience both clarity and intelligibility of the conversation. Clarity
can be described as speech intelligibility, indicating how much information can be extracted from
a conversation. Speech intelligibility depends on a large variety of influencing factors such as
quality of the speaker and microphone, speech codecs, compression, Packetization in VoIP
networks and the effects of packet-loss and jitter.
Results after preliminary testing
After testing these software they were ranked as follows when it came to making calls from PC to
PC and from PC to phone
Rank PC to PC PC to Phone
1 BuddyPhone Net2Phone
2 Internet Phone (version 5) Truly Global Internet Phone
3 Net2Phone Phone Free
4 Truly Global Internet Phone BuddyPhone
5 Phone Free Internet Phone (version 5)
Preliminary testing indicated that not all the software had functionality for making calls to both
PC as well as Phones. Some of the IP Telephony software installed had the PC-to-phone
capability available only upon registration such as in Vocal Tec Internet Phone version 5.
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This can be explained by the freeware nature of the software. Several commercially available
software have both the functionality available after paying the necessary fee. Some on the other
hand are available for free download but in order to make PC to Phone calls you have to purchase
calling time after setting up an account. Net2Phone & Vocal Tec Internet Phone is an example.
Working
Here's how a typical voice-over-IP call works when using a service provider such as
PhoneFree.com or dialpad.com132:
The user accesses the client that was installed on his PC
The caller activates the client (often with a password), then dials by entering the phone
number on the PC's screen
The client sends a call setup message to a server in PhoneFree's network, alerting the carrier
to the user's physical location
That server verifies the caller is a registered customer. It also verifies that the customer dialed
a 10-digit number that can be terminated in the U.S.
The PhoneFree server completes the call setup by sending H.323 call setup messages to a
gatekeeper in its Genuity's network.
The gatekeeper determines the least-cost route for terminating the call. It then picks a
gateway, determines whether that the gateway has the capacity to handle the call and then
sends the IP address through the gateway back to the PhoneFree server
The server sends the number to the client on the user's PC, which now has the IP address of
where to send its voice packets.
The client sends voice packets from the user's PC over the ISP's network
The call transfers onto Genuity's backbone network and connects to a gateway
The gateway connects the call to a switch on a competitive local exchange carrier or an
interexchange carrier network, which then connects the call to the public telephone network.
Net2Phone Working
Net2phone software functions quite similar to most commonly used Internet telephone software
products in that it operates in conjunction with a sound card, microphone and speakers to initiate
and receive calls via the Internet. Net2phone differs slightly in its use of a central telephone
switch, which functions as a switch for out-dialing via the PSTN. This use of a centralized switch
located in the US results in all gateway calls originating in the US. In addition, through the use of
a gateway, users ofNet2Phone are not limited to calling a party who is online and using a
multimedia PC. Instead, users can call any person who has a standard telephone and the outbound
call will ring the dialed phone.
Internet Phone Working
The underlying concept to most software programs for IP Telephony "soft
phones"
are quite
similar. The Vocal Tec Internet Phone uses two channels. It uses TCP port 6670 to connect to the
vendor's Internet Phone server's directory service, while audio is passed through UDP port 22555
on both local and remote computers. Internet Phone also uses TCP port 25973 to connect to the
Vocal Tec addressing server and TCP port 1490 for chat, file transfer when its conferencing
option is used. This means that organizational firewalls and routers must be configured to enable
data transfer on those ports if the Vocal Tec Internet Phone is used.
But there is no standard port assignment and different product offering differ in their uses of TCP
and UDP ports usage. There are also differences between versions of certain vendor products
with respect to the use ofTCP and UDP ports.
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Display on NetXRay:
1 . Decoded packets are displayed in summary, detailed, and hexadecimal format.
2. The summary window shows timestamp, source and destination address, protocol type, and
further information such as RTP-Payload G.723.
3. All data can be printed or stored to a file for later analysis. Search and display filter
capabilities are supported for IP, TCP, and UDP data.
4. Hex to detail mapping shows the user how the raw data relates to the actual field of the
protocol.
5. Filters can be configured quickly by right clicking with the mouse on a packet.
Result
1 . NetXRay showed a graphic representation of the data flow of the packets. For sake of
simplicity only UDP packets were captured largely ignoring the other protocol flow.
2. The data packets can be captured in up to 64 Mbytes of buffer using NetXRay via the LAN
interface. Filtering on DP addresses or TCP. UDP port numbers allows only selected data to be
captured.
3. It was observed that in certain cases data packets traveled external to the internal network to
external routers increasing the lag time on the trip.
4. The quality of the audio conversations was subjective at the best. The software only showed
the path the data packets took over the IP network and the intermediate stops. It was
considered to be beyond the scope of this simple experiment to include other specialized
software to conduct voice quality tests.
5. All the five software installed were available in the public domain which means that they
were targeted to the consumer segment of the market and not geared to meet the strict
requirements of businesses. Since they were available on a freeware basis they compromised
on the audio quality substantially.
6. The usage ofCodecs substantially increased the voice quality as compared with the first
generation of software available initially with constant updates available to all the major
freeware software.
7. Most freeware software had the functionality of being 'PC-PC only and the capability to
make conversations with the PSTN available upon purchase of software.
(Note: All the software tested allowed connections to be made to to any telephone within the
U.S. and not external. But for our purposes the calls were made internal to the calling area in
order to facilitate easier testing).
8. For our purposes subjective listening identified the quality and not by analyzing the packets
with software like HP-Telegra VQT (Voice Quality Tester) which provides a detailed
analysis of all parameters of voice quality including quality and delay.
Some of the benefits of this software include:
It objectively measure voice quality from an end-user perspective
- recreate the user
experience by measuring end-to-end quality connecting as close to the end-user as possible.
Identifies network components or behavior requiring improvements - after determining poor
voice quality analyze in detail the clarity, delay, silence suppression, comfort noise
generation and DTMF tone transmission to identify what needs to be improved
Determines the effect of network or system changes (e.g. traffic load or design changes) by
easily comparing measurement results before and
after the change
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Following are the screenshots taken while performing these tests in the HNL laboratory in the
CAST building, RIT. The "softphone"software programs were tested on both PC-to-PC as well
as on PC-to-phone.
Screen Shot #1 Truly Global Internet Phone Packet Capture using NetXRay
NetXRay UcaMCom 3C918 Inlegialed Fast Ethernet Connote. [3C3058-IX CoropaliuielJ - [XRay Ituly global lab phone.cap . 1/2288 Ethernet packet.]
JJS i!e aptute acket lods Window Help
3
.Jffjjil
osioj <s |f,j| wfi*H K|ji| iii|iaijttj<al#:fe.j t i
No IStatus SourceAddles! Desl Address ILaver Summary |Len [Rel Time Delia Time Abs. Time 1
n ok 64.74.46.248 129.21.26.132 UDP
UDP
4200->5274,[Ho Checksum]
5275->4201.Len112
82
150
0
0
00
00
00
00
007
014
0.000
0 006
000
613
01x11/2001
01/11/-2001
03
03
55
55
10
10
PM
PH
_i
r 2 Ok 129 21 26 132 64.74 46 248
R3 Ok 64 74 46.246 129 21 26 132 UDP 4200->5274, [Ho Checksum] 82 0 00 00 026 0 012 739 01/11/2001 03 55 10 PM
ri ok 64 74 46.248 129 21.26 132 UDP 4200->5274, [No
hecksum'
82 0 00 00 047 0 020 455 01/11/2001 03 55 10 PM
T5 Ok 129 21.26 132 64.74 46 248 UDP 5274->4200,Len=68 106 0 00 00 048 0 001 397 01/11/2001 03 55 10 PM
rs Ok 64 74 46 248 129 21 26 132 UDP 4200->5274, [Ho Checksum 82 0 00 00 067 0 01B 711 01/11/2001 03 55 10 PM
r? ok 64 74 46 248 129 21 26 132 UDP 4200->5274. [Ho
hecksum'
82 0 00 00 087 0 020 012 01/11/2001 03 55 10 PM
r. 8 Ok 64 74 46 248 129.21 26 132 UDP 4200->5274, [Ho
Checksum'
82 0 00 00 107 0 019 857 01/11/2001 03 55 10 PM
T9 Ok 129 21 26 132 64 74.46 248 UDP 5274->42D0.Len68 106 0 DO 00 111 0 004 255 01/11/2001 03 55 10 PM
rio ok 129 21 26 132 64 74 46 248 UDP 5274->4200,Len=68 106 0 00 00 113 0 001 455 01/11/2001 03 55 10 PM
nn ok
ji 12 Ok
64 74.46 248 129 21.26.132 UDP 4200->5274, [Ho Checksum] 82 0 00 00 127 0 014 544 01/11/2001 03 55 10 PM
64 74 46 248 129.21 26 132 UDP 4200->5274. [Ho Checksum 82 0 00 00 148 0 020 343 01/11/2001 03 55 10 PM
ri3 Ok 64 74 46 248 129 21 26 132 UDP 4200->5274. [Ho Checksum 82 0 00 00 167 0 019 258 01/11/2001 03 55 10 PM
ri4 Ok 129 21 26 132 64 74 46 248 UDP 5274->4200.Len=68 106 0 00 00 172 0 005 140 01/11/2001 03 55 10 PM
PIS Ok 64 74 46.248 129 21 26 132 UDP 4200->5274. [Ho Checksum 82 0 00 00 188 0 015 619 01/11/2001 03 55 10 PM
r 16 Ok 64 74 46 248 129 21 26 132 UDP 4200-JS274. [Ho Checksum 82 0 00 00 207 0 019 777 01/11/2001 03 55 10 PM
I-
17 Ok 64 74 46 248 129.21.26 132 UDP 4201->5275 [Ho Checksum 122 0 00 00 207 0 000 115 01/11/2001 03 55 10 PM
ri8 Ok 64 74 46 248 129 21 26 132 UDP 4200->5274. [Ho Checksum 82 0 00 00 227 0 019 858 01/11/2001 03 10 PM
-J 9? Ethernet Version II
CS Address 00-D0-BC-EC-D3-98 XJ0-E0-29-0S-99-1F
Q Ethernet II Protocol Type IP
El
T"
Internet Protocol
Q Version(MSB 4 bi ts) 45 Header length(ISB 4 bits) 5 (32-blt vord)
ffi O Service type- Precd=Routme. DelaynHormal . Thrput =Hormal . Reli=Hormal
tQ Total length: 64 (Octets)
i Fragment ID 0
SQFI ags May be fragmented, Last fragment ,Ofset=0(0x00)
Q Time to live: 5' seconds/hops
Q IP protocol type UDP (0x11)
Q Checksum 0x7CD2
(CJ IP address 64.74 46 248 ->129 21 26 132
QNt
*-SifLM
@Calc
3 option
ulate CKC 0x7b.69675
00000000 00 eO 29 05 99 1 00 dO be ec d3 98 08 00 45 00 ) . E
00000010 00 40 00 00 00 00 33 11 7c d2 40 4a 2e 8 81 15 (S> 3 | @j
00000020 la 84 10 68 14 9a. 00 2c 00 00.80 6f 11 a5 00 0b l.h o .
00000030 07 20 02 93 77 b2 89 d4 it fb b2 b6 2e ee 75 66 w ou . u :
00000040 70 3c 9c 2c 5b 9 c6 26 aa 2d d8 43 c2 2 p< . [ & -0C
TJTJyDecodeAM^^A^^.A.EfP1^0'^^51^1!1^//
I or Help, press Fl
jjjstartf i B;e3 & m i . "il'aaW""' ajEptoi'ino.-Nel>rl...||;5 NetXRay
- Lo... gjurtilled - Painl | g]lbmp-Panit
This screen shot image was taken from a network PC running NetXRay Packet Capture program.
Using the Truly Global Internet Phone program a call was placed from the PC to a local phone.
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Screen Shot #2 Buddy Phone Packet Capture using NetXRay
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This screen shot image was taken from a network PC running NetXRay Packet Capture program.
Using the BuddyPhone program a call was placed from PC to PC within a LAN environment.
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Screen Shot #3 Vocal Tec Internet Phone Packet Capture using NetXRay
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This screen shot image was taken from a network PC running NetXRay Packet Capture program.
Using the Vocal Tec Internet Phone program a call was placed from the PC to PC.
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Screen Shot #4 Net2Phone Packet Capture using NetXRay
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This screen shot image was taken from a network PC running NetXRay Packet Capture program.
Using the Net2 Phone program a call was placed from the PC to a local phone.
173
Screen Shot #5 PhoneFree Packet Capture using NetXRay
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This screen shot image was taken from a network PC running NetXRay Packet Capture program.
Using the PhoneFree program a call was placed from the PC to a local phone.
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Functionality required for testing Voice characteristics over data networks
Some texts point out that the software being used to analyze voice quality should have the
following functionality-
Clarity
1. Speech Quality measurement via PSQM+ - based on ITU-T P.861 but improved for network
effects such as severe distortions and time clipping effects which can be generated through packet
loss.
2. Automatically aligns the reference and output signal to achieve an accurate measurement
3. Presents PSQM score graphically over the entire measurement period, for each time segment
within that measurement period
4. Generates and analyzes PSQM with real speech
Delay Measurement
1 . Higher accuracy than the delay measurement through PSQM
2. Single delay measurement and trend analysis
(Note: Perceptual Speech Quality Measure (PSQM) is an ITU-T P.861 standard to objectively
measure how clear the audio is at the receiving end. Designed for analysis of compressed voice,
PSQM is a cognitive model that objectively determines how people perceive the audio quality.
The PSQM measurement is actually performed with real human speech by comparing the
reference and received signals)133.
Voice Activation Detection Analysis
1. Determines the effectiveness of the voice activity detector (VAD) by measuring
2. Silence suppression - front-end clipping (FEC) and holdover time (HOT)
3. Comfort noise generation match with background noise
DTMF Tone Analysis
1. Analysis ofDTMF tone degradation through a network by graphing the distortion parameters
including amplitude and frequency shift
Capture and analyze network characteristics
1 . Captures and graphs the time response of a tail-end circuit or any other linear network
Network Simulation
1. Simulate networks in the lab using previously measured network characteristic
2. Provides analog FXO Loop Start and Ground Start interface to recreate the end-user
experience, measuring voice quality end-to-end.
Paul's component of the project covers the above mentioned. Testing in different topologies (IP,
FR, ATM etc) are done using a Telegra Voice Quality tester and Cisco Call Manager.
Appendix Gl Comparison of IP Phones from Different Vendors
Image from http://img.cmpnet.com/nc/1012/graphics/f32.pdf
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VoIP Solution Features
Lucent Lucent Nortel
Cisco Cisco IP Definity IP Networks
IP Telephone VirtualPhone ExchangeComm Solutions Meridian 1
Gatekeeper Directory Server:
Uses LDAP
User device configuration 3 >
through Web browser
Gatekeepermultisite support 3 m
Authentication/authorization > *
Call-detail records
Calling-party-ID interface to PSTN
Mobility (follow me) o O
Universal messaging * o
Automatic calt distribution (ACD) o ?
Interactive voice response (JVR) o
Out-of-band DMTF tones o
Autoanswer
I
:
Automatic call back o o o *
Bridged call appearances y
Call blocking * >
Call coverage > ~> y
Call forward - all
Call forward - busy *
Call forward - no answer
Call hold *
Call park/pickup * > *
Call waitingyretrieve * *
Catling party name display
Calling party number display *
Click-to-dial from Web
browser directory
DirectOutward Dial * *
Distinctive ringing > J _*_...
Do not disturb > o
Emergency access to attendant *
Executive busy override o o >
*
.
Facility busy indication * .....
Hold * *
Hot line -> > 3 .._ *
Incoming call display ._ _ ^
Line selection * __ _
Loudspeaker paging access d o
O
. __
Malicious call trace o '>
* ?
Manual originating line service o 5
; D
__ ..
-
Meet-me, multipartymulticast
'
Multiple line appearances per phone
*
-
Mute *
* *
Personal speed dialing (# numbers) _
* 1.
y """"'**
m m ^
- "
m
Shared line appearances,
J, r ^ ^ *t>
3
- . . -, o o *
Trunk flash
>Yi.s ON<
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Appendix H: IP Call Setup Scenario
The following information describes as well as illustrates the way a phone call is established
using the Cisco Call Manager.
In this scenario a call is to be placed between two IP telephones on the same network. This
scenario is similar to a client/server model. In this illustration you will see that the Call Manager
handles the call control pieces. The flow is as follows:
1 . When you lift the handset or press the Hands Free Speaker key on the IP Telephone it goes
off-hook.
2. The Call Manager tells the phone to play a dial tone. It does this by executing the .wav file
located in the phone.
3. You dial the number by entering the digits. Once the Call Manager has recognized the
telephone number, it dials that extension and that phone rings.
4. When the called party answers, the phone it generates an off-hook stimulus to the Call
Manager
5. The Call Manager informs the two telephones to set up the media stream between the two
phones. Once the audio stream is established, using the Real-Time Transport Protocol (RTP),
the Call Manager is effectively out of the picture and the two telephones can communicate
directly. RTP audio streams use UDP ports 16,384 through 32,767.
IPto IP Call
134
Call Manager
TCP S ig na Ii
(Port 200 0
,>l M 1
RTP Audio Stream (UDP Port
16 384+)
TCP Signa ling
(Port 200 0)
1 . 0 ff -hoo k and digit stimulus
2. P la y tone commands
3. R ing C om m a nd
d . Off-hook stimulus
5. Set up media stream command
6. Audio Stream established
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Call Setup Sniffer Trace-Files
The following trace files were taken while in the "Single LAN" configuration mode. The purpose
of the capture is to further demonstrate the flow of data, which takes place while setting up a
VoIP call.
? IP ph to IP ph to CM.cap : 1/352 Ethernet frames
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
eAddress
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
[192.
168.1.52]
168.1.1]
168.1.52]
168.1.50]
168.1.1]
168.1.50]
168,
168
168.
168
168
168
168,
168.
168.
168.
168
168
168.
1]
50]
50]
1]
50]
1]
50]
50]
1]
50]
1]
50]
1]
DestAddress
[192.168
[192.168.
[192.168.
[192.168
[192.168
[192.168
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
[192.168.
1.1]
1.52]
1.1]
1.1]
50]
1]
50]
1]
1]
50]
1]
50]
1]
1]
50]
1]
50]
1]
52]
Summary
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
D=
D=
D =
D =
D=
D=
D=
D=
D=
D =
D=
D =
D=
D=
D =
D=
D=
D=
D =
2000
4974
2000
20011
5165
2000
5165
2000
20 on
5165
2 0 0 0
5165
2 000
2 000
5165
2000
5165
2000
4974
5=4 9740
0 5=2000
3=49740
5=51656
6 b=2000
5=51656
6 5=2000
5=51656
5=51656
6 5=2000
5=51656
6 5=2000
5=51656
5=51656
6 5=2000
5=51656
6 b=2000
5=51656
0 5=2000
ACK =
ACK=
ACK=
ACK =
ACK =
ACK=
ACK=
ACK =
ACK =
ACK =
ACK=
ACK=
ACK=
ACK =
ACK =
ACK =
ACK=
ACK=
ACK=
9 2 8 5
3403
9285
9262
2453
9262
2453
9262
9262
2453
9262
2453
9262
9262
2453
9262
2453
9262
3403
27694
38649
27706
49419
7 309 3
49467
7 3093
49631
49631
73109
49643
73109
49671
49671
73125
49671
73141
49671
38649
SE'>
SEQ--
WIN =
5E(>
SE0=
WIN=
SEQ=
WIN =
SE0=
SEQ=
IH=
5E0 =
WIH =
SE0=
WIH =
SE0=
WIN =
SE0=
SEQ =
34033
92852
1000
24537
92624
1000
92624
1000
24537
92624
1000
92624
1000
24537
16756
24537
16740
24537
92852
8637
7694
3 081
9419
9467
3093
9631
9643
3109
3125
3141
7706
This trace clip demonstrates that there are in fact three devices in communication. IP addresses
192.168.1.52 and 192.168.1.50 are the IP phones and 192.168.1.1 is the Call Manager. Initially, it
can be seen by examining the source and destination addresses that each of the IP phones
communicate directly with the Call Manager using TCP port 2000.
If we now examine the source and destination addresses as well as the summary information
shown below, a couple of things become clear. First of all, RTP has been engaged and a direct
audio stream between the two devices has in fact been established and second of all, that G.729
compression is being used.
ss Summary
?
c
c
c
c
c
c
c
c
D
39
40
41
42
43
44
45
46
47
48
[192.168
[192.168
[192.168
[192.168
[192.168
[192.168
[192.168
[192.168.
[192.168.
[192.168.
1]
1]
50]
52]
50]
52]
50]
52]
50]
52]
[192
[192
[192
[192
[192
[192
[192
[192.
[192.
[192.
168
168
168.
168.
168.
168.
168.
168.
168.
168.
.52]
.50]
52]
.50]
.52]
.50]
52]
50]
52]
50]
TCP
TCP
RTP
RTP
RTP
RTP
RTP
RTP
RTP
RTP
D=49740 .
D=51656 <
PT=G.729
PT=G.729.
PT=G.729.
PT=G.729.
PT=G.
PT=G.
PT=G.
729
729
729
PT=G.729
.= 2000
SEQ=3774
SEQ=3541.
5EQ=3775.
SEQ=3542.
SEQ=3776
SEQ=3543.
SEQ=3777.
SEQ=3544.
ACK=3403:
ACK=2453:
T=1724224
T=1800512.
T=1724384
T=1800672
T=1724544
T=1800832.
T=1724704
T=1800992
8689 SEO=928528466
3185 SEQ=926250443
SSRC=3490563220
SSRC=3457008788
SSRC=3490563220
SSRC=3457008788
SSRC=3490563220
SSRC=3457008788
SSRC=3490563220
SSRC=3457008788
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Appendix I: Router, Switch and VG200 Configurations
3524 Single LAN
sh run
Building configuration...
Current configuration:
i
version 12.0
no service pad
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
I
hostname 3500x1
i
ip subnet-zero
no ip domain-lookup
I
interface FastEthernetO/5
description to 7960 phone
duplex full
switchport access vlan 100
!
interface FastEthernet0/7
description to 7960 phone
duplex full
switchport access vlan 100
I
interface FastEthernet0/23
description to Call Manager
duplex full
switchport access vlan 100
t
interface FastEthernetO/24
description to voice gateway vg200
duplex full
switchport access vlan 100
I
interface VLAN1
ip address 192.168.1.3 255.255.255.0
no ip directed-broadcast
no ip route-cache
i
interface VLAN100
no ip directed-broadcast
no ip route-cache
shutdown
179
interface VLAN 101
no ip directed-broadcast
no ip route-cache
shutdown
!
ip default-gateway 192.168.1.1
I
line con 0
exec-timeout 0 0
transport input none
stopbits 1
line vty 0 4
password cisco
login
line vty 5 15
password cisco
login
I
end
3524 For Routed Scenarios
sh run
2503#sh run
Building configuration...
Current configuration:
i
version 12.0
no service pad
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
I
hostname 3500x1
i
ip subnet-zero
no ip domain-lookup
!
interface FastEthernetO/13
description to 2501 Router
switchport access vlan 200
I
interface FastEthernetO/14
description to voice gateway vg200
duplex full
switchport access vlan 200
i
interface FastEthernet0/15
description to CallManager
duplex full
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switchport access vlan 200
i
interface FastEthernet0/16
description to 7960 phone
duplex full
switchport access vlan 200
t
interface FastEthernet0/17
description to 7960 phone
duplex full
switchport access vlan 201
i
interface FastEthernetO/1 8
description to 2503 Router
switchport access vlan 201
!
interface VLAN1
ip address 192.168.1.3 255.255.255.0
no ip directed-broadcast
no ip route-cache
!
interface VLAN200
no ip directed-broadcast
no ip route-cache
shutdown
i
interface VLAN201
no ip directed-broadcast
no ip route-cache
shutdown
i
ip default-gateway 1 92. 1 68. 1 . 1
!
line con 0
exec-timeout 0 0
transport input none
stopbits 1
line vty 0 4
password cisco
login
line vty 5 15
password cisco
login
I
end
VG200
sh run
Building configuration...
Current configuration:
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Iversion 12.1
no service pad
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
i
hostname VG200A
t
enable password cisco
i
ip subnet-zero
no ip domain-lookup
i
mgcp
mgcp call-agent 192.168.1.1
i
ccm-manager mgcp
I
interface FastEthernetO/0
ip address 192.168.1.2 255.255.255.0
speed 100
full-duplex
I
interface DialerO
no ip address
no cdp enable
i
ip classless
no ip http server
i
voice-port 1/0/0
i
voice-port 1/0/1
I
voice-port 1/1/0
i
voice-port 1/1/1
i
dial-peer voice 1 pots
application MGCPAPP
port 1/0/0
t
dial-peer voice 2 pots
application MGCPAPP
port 1/0/1
i
dial-peer voice 3 pots
applicationMGCPAPP
port 1/1/0
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dial-peer voice 4 pots
application MGCPAPP
port 1/1/1
I
line con 0
transport input none
line aux 0
line vty 0 4
login
i
no scheduler allocate
end
2501 HDLC
sh run
Building configuration...
Current configuration:
!
version 1 1 .2
no service password-encryption
no service udp-small-servers
no service tcp-small-servers
i
hostname 2501
I
interface EthernetO
ip address 192.168.1.2 255.255.255.0
i
interface SerialO
no ip address
shutdown
I
interface Serial 1
ip address 192.168.3.1 255.255.255.0
bandwidth 56000
I
router rip
version 2
network 192.168.3.0
network 192.168.1.0
!
ip classless
i
line con 0
line aux 0
line vty 0 4
password cisco
login
t
end
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2503 HDLC
sh run
Building configuration...
Current configuration:
i
version 12.0
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
I
hostname 2503
I
ip subnet-zero
I
interface EthernetO
ip address 192.168.2.1 255.255.255.0
ip helper-address 192.168.1.1
no ip directed-broadcast
I
interface SerialO
ip address 192.168.3.2 255.255.255.0
ip directed-broadcast
clockrate 56000
!
interface Serial 1
no ip address
no ip directed-broadcast
shutdown
I
interface BRIO
no ip address
no ip directed-broadcast
shutdown
i
router rip
version 2
network 192.168.2.0
network 192.168.3.0
i
ip classless
ip route 192.168.1.0 255.255.255.0 Seriall
t
line con 0
transport input none
line aux 0
line vty 0 4
password cisco
login
lend
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2501 Frame-Relay
sh run
Building configuration...
Current configuration:
!
version 1 1 .2
no service password-encryption
no service udp-small-servers
no service tcp-small-servers
i
hostname 2501
i
I
frame-relay switching
I
interface EthernetO
ip address 192.168.1.2 255.255.255.0
I
interface SerialO
no ip address
shutdown
I
interface Serial 1
ip address 192.168.3.1 255.255.255.0
encapsulation frame-relay
bandwidth 56000
no frame-relay inverse-arp NOVELL 100
no frame-relay inverse-arp APPLETALK 100
no frame-relay inverse-arp DECNET 100
frame-relay local-dlci 100
frame-relay intf-type dee
I
router rip
version 2
network 192.168.3.0
network 192.168.1.0
t
ip classless
t
line con 0
line aux 0
line vty 0 4
password cisco
login
!
end
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2503 Frame Relay
sh run
Building configuration...
Current configuration:
t
version 12.0
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
!
hostname 2503
i
ip subnet-zero
!
interface EthernetO
ip address 192.168.2.1 255.255.255.0
ip helper-address 192.168.1.1
no ip directed-broadcast
i
interface SerialO
ip address 192.168.3.2 255.255.255.0
ip directed-broadcast
encapsulation frame-relay
clockrate 56000
no frame-relay inverse-arp NOVELL 100
no frame-relay inverse-arp APPLETALK 100
no frame-relay inverse-arp XNS 100
no frame-relay inverse-arp DECNET 100
no frame-relay inverse-arp VINES 100
frame-relay local-dlci 100
I
interface Serial 1
no ip address
no ip directed-broadcast
shutdown
!
interface BRIO
no ip address
no ip directed-broadcast
shutdown
I
router rip
version 2
network 192.168.2.0
network 192.168.3.0
i
ip classless
ip route 192.168.1.0 255.255.255.0 Seriall
I
line con 0
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transport input none
line aux 0
line vty 0 4
password cisco
login
!
end
2501 ATM
2501#sh run
Building configuration...
Current configuration:
!
version 11.2
no service password-encryption
no service udp-small-servers
no service tcp-small-servers
i
hostname 2501
I
interface EthernetO
ip address 192.168.1.2 255.255.255.0
!
interface SerialO
no ip address
shutdown
!
interface Serial 1
ip address 192.168.3.1 255.255.255.0
encapsulation atm-dxi
bandwidth 56000
no keepalive
dxi pvc 0 10 snap
dxi map ip 192.168.3.2 0 10 broadcast
!
router rip
version 2
network 192.168.3.0
network 192.168.1.0
i
ip classless
!
line con 0
line aux 0
line vty 0 4
password cisco
login
I
end
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2503 ATM
2503#sh run
Building configuration...
Current configuration:
I
version 12.0
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
I
hostname 2503
p subnet-zero
sdn switch-type basic-ni
nterface EthernetO
p address 192.168.2.1 255.255.255.0
p helper-address 192.168.1.1
no ip directed-broadcast
!
interface SerialO
ip address 192.168.3.2 255.255.255.0
ip directed-broadcast
encapsulation atm-dxi
no keepalive
shutdown
clockrate 56000
dxi pvc 0 10 snap
dxi map ip 192.168.3.1 0 10 broadcast
I
router rip
version 2
network 192.168.2.0
network 192.168.3.0
p classless
p route 192.168.1.0 255.255.255.0 Seriall
dialer-list 1 protocol ip permit
i
line con 0
transport input none
line aux 0
line vty 0 4
password cisco
login
!
end
2503-1 ISDN
2503#sh run
Building configuration...
Current configuration:
i
version 12.0
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
I
hostname 2503
i
no logging console
I
ip subnet-zero
no ip domain-lookup
isdn switch-type basic-ni
I
interface EthernetO
ip address 192.168.1.2 255.255.255.0
no ip directed-broadcast
i
interface SerialO
no ip address
no ip directed-broadcast
no ip mroute-cache
shutdown
no fair-queue
i
interface Seriall
no ip address
no ip directed-broadcast
shutdown
i
interface BRIO
ip address 192.168.3.1 255.255.255.0
no ip directed-broadcast
encapsulation ppp
dialer map ip 192.168.3.2 name 2503 broadcast 8358662
dialer-group 1
isdn switch-type basic-ni
isdn spidl 0835866101 8358661
isdn spid2 0835866301 8358663
i
router rip
version 2
network 192.168.1.0
network 192.168.3.0
i
ip classless
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Idialer-list 1 protocol ip permit
!
line con 0
transport input none
line aux 0
line vty 0 4
login
!
end
2503-2 ISDN
2503#sh run
Building configuration...
Current configuration:
i
version 12.0
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
i
hostname 2503
p subnet-zero
sdn switch-type basic-ni
nterface EthernetO
p address 192.168.2.1 255.255.255.0
p helper-address 192.168.1.1
no ip directed-broadcast
i
interface Serial 1
no ip address
no ip directed-broadcast
shutdown
i
interface BRIO
ip address 192.168.3.2 255.255.255.0
no ip directed-broadcast
encapsulation ppp
dialer map ip 192.168.3.1 name 2503 broadcast 8358661
dialer-group 1
isdn switch-type basic-ni
isdn spidl 0835866201 8358662
isdn spid2 0835866401 8358664
I
router rip
version 2
network 192.168.2.0
network 192.168.3.0
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p classless
p route 192.168.1.0 255.255.255.0 Seriall
dialer-list 1 protocol ip permit
!
t
line con 0
transport input none
line aux 0
line vty 0 4
password Cisco
login
i
end
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Appendix J: Serial Transport Loading
The following data was captured and presented to demonstrate the level of loading of incurred
across the serial links between the routers. This level of loading of the network was utilized when
the
"congested" VQT tests were run.
For each routed scenario, the source router was configured to send an 10000 count of Datagram
size 1000 packets with a 2 second delay to the Ethernet interface of the remote router. As can be
seen, this resulted in the following round-trip min/avg/max = 288/293/428 ms delay.
2503>
2503>en
2503#ping
Protocol [EP]:
Target IP address: 192.168.1.2
Repeat count [5]: 10000
Datagram size [100]: 1000
Timeout in seconds [2]:
Extended commands [n]:
Sweep range of sizes [n]:
Type escape sequence to abort.
Sending 10000, 1000-byte ICMP Echos to 192.168.1.2, t
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
mm
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
!!!!!!
mm
!!!!
MM
MM
MM
MM
MM
!!!!
MM
MM
MM
MM
MM
MM
MM
MM
MM
meout is 2 seconds:
Success rate is 99 percent (932/933), round-tripmin/avg/max = 288/293/428 ms
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