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Abstract 
Djidjeli, K., E.H. Twizell and A. Boutayeb, Numerical methods for special nonlinear boundary-value problems 
of order 2m, Journal of Computational and Applied Mathematics 47 (1993) 35-45. 
General algorithms based on transforming the problem into a system of m second-order problems, and on 
solving the problem as a (2m)th-order problem are proposed for obtaining the solution of the special 
nonlinear boundary-value problem Y@~)(x) = f(x, y), X0 B x < XI, y(*‘)(X,) = A2i, y@‘)(X,) = Bzi, i = 
0, l,..., m - 1 and m > 1. The former is to be preferred to the latter, as it does not suffer from rounding errors 
and also it is easy and inexpensive to implement. The latter is found to be vulnerable to word-length problems 
when it is used to solve high-order boundary-value problems. Beyond using finite-difference methods, an 
alternative method, based on the assumption that the desired solution can be adequately represented by a 
finite polynomial, is also outlined for solving the special nonlinear boundary-value problem. Comparisons with 
the proposed equivalent low-order form show that the results obtained are less accurate and, apparently, at 
more computational expense. A simple example is carried out on the special nonlinear eighth-order 
boundary-value problem to illustrate the results given by the methods. Moreover, numerical results for the 
special nonlinear tenth-order boundary-value problem using the equivalent low-order method are also 
reported. 
Keywords: High-order boundary-value problems; equivalent second-order systems; finite-difference methods. 
1. Introduction 
Recent studies in hydrodynamic and hydromagnetic stability have discovered the existence of 
a class of characteristic-value problems in differential equations of high order (as high as 
twenty-four have been found) which have genuine mathematical interest. 
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Experience in solving high-order boundary-value problems has shown that insight may be 
obtained by solving the special problem first of all. 
The numerical analysis literature on methods for solving higher-order boundary-value 
problems is comparatively sparse. The book by Agarwal [l] contains theorems on the conditions 
for existence and uniqueness of the solution, though no numerical methods are given therein. 
More recently, sixth- and twelfth-order boundary-value problems are solved in [2,3,5,6]. 
In the present paper, finite-difference methods based on transforming the given differential 
equation into a simpler form of low-order equations, and on direct replacement of the 
derivative in the given differential equation by its finite-difference approximation, are proposed 
in Sections 2 and 3. In Section 4, numerical results including a brief description of finding 
high-order polynomials using the collocation method are reported. 
Convergence analyses and CPU-times are considered for the first two methods. 
2. Indirect method (equivalent low-order form) 
Consider the special nonlinear boundary-value problem of order 2m given by 
Y’2m’(x) =f(x, Y), XrJ <x <Xl, (2.1) 
y’“i’(xo) =A2i, y@)(XJ = B2i, i=o, 1 ,...,m - 1. (2.2) 
It is assumed that y(x), f<x, y> are differentiable as many times as required and that A2i, B2i, 
i=o, l,..., m - 1, are real constants. 
Discretizing the interval X0 G x < X, into N + 1 subintervals each of width h = (X, - X0)/ 
(N + l), where N > 3 is an integer, the solution y(x) will be computed at the mesh points 
x,=X,,+nh, n=l,2 ,..., N, and the notation y, will be used to denote the solution of an 
approximating scheme at the grid point x,. Clearly y,, =y(XJ =A, and yN+i = y(X,> =B,. 
The differential equation (2.1) can be written as a system of m second-order differential 
equations given by 
y:=yi+i, i=l,..., m-l, (2.3) 
Y;=f(G Yl), (2.4) 
and subject to the boundary conditions 
Yi(XCj)=A2i-2> Yi(X1)=B2i-2> i=l,...,m. (2.5) 
A family of numerical methods for solving any second-order boundary-value problem of the 
form 
yfl=qx, Y), &<x<X,, Y(X,>=a, Y(&>=P, (2.6) 
is given by 
-Y,-,+ 2Y, -Yn+l + h2[By;_, + (1 - 28)~; + ey;,,] = 0, (2.7) 
where 0 is a parameter with 0 =G 0 G 1. The local truncation error of (2.7) is given by 
t,=(-&+B)h 4y(4)( x,) + ( - & + &e)h6y’6’( x,) + . - - . P-8) 
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The method (2.7) is second-order convergent for 8 # & and fourth-order convergent 
(Numerov’s method) for 0 = &. Choosing 0 = f in (2.7) gives the following second-order 
method. 
Method A. 
-Y,-1+ 2Y, -Yn+l + gzy!F_, + 7Pn + ?Pn+I) = 0; (2.9) 
the local truncation error of this method at the point x =x, is 
t, = $14p( XJ + &jh6y(6)( XJ + * * * . (2.10) 
Other choices of the parameter 13 lead to alternative second-order methods. Choosing 8 = 0 
in (2.7) leads to the usual second-order method, but this method is less accurate than the one 
given by (2.9). However, in this paper, only results given by Method A are reported for 
second-order methods. 
Finally, choosing tI = & gives the following fourth-order method. 
Method B. 
-Y,-1+ 2Yn -Yn+1 + ~h”(!P,_1+ low, + ?Pn+l) = 0; 
the local truncation error of this method at the point x =x, is 
t, = &z6y(6)( XJ + &,&z8y@)( XJ + . . . . 
Using (2.31, (2.4) and the boundary conditions (2.5), the solution vector Y = [ y,, y2,. , 
T denoting transpose, is obtained by solving the m nonlinear algebraic systems 
Jy, + h2%+, YI> = b,, 
Jyi + h2M,Y;:+1 =bi, i=m-l,..., 1, 
where J is the familiar matrix of order N given by 
’ 2 -1 \ 
-1 2 -1 
J= ‘::. 
-i 2 -1 
, 
\ -1 2/ 
(2.11) 
(2.12) 
9 YNIT, 
(2.13) 
(2.14) 
(2.15) 
for which 11 J-’ 11 = i(N + 1j2 (the norm used in this paper is the I,,-norm) and M, is the 
tr idiagonal matrix given by 
Ml = 
-26 0 
8 l-28 8 
e’ i-ie 8 
8 l-28 
(2.16) 
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The vectors bi are obtained from the boundary conditions (2.51, and are given by 
b,= [A,i_z-Bh2f(&, YJ, %..A &-2-~h2f(XI, yN+I)]T, i= 1, 
and f = [fI, f2,. . . , fNIT is a vector of order N. 
Combining (2.13) and (2.14) leads to an equation of the form 
m-1 
Jy,+(-1) 
~+lh2mjqJ-lMl)~-l 
f(x, Y,) = c ( -l)‘h2’(M,J-‘)ib,+l. 
i=O 
4, 
(2.17) 
(2.18) 
For the convergence analysis, a bound on II yr - Y, II is required. The exact solution 
y1 = [yr(xr>, y&r,), . . . , yl(xN)IT satisfies 
m-l 
JY, + (-1) 
m+lh2mM1(J-1Ml)~-l 
f(x, yJ = c (- l)‘h2’(M1J-‘)ibi+I + t, (2.19) 
i=O 
in which the vector t of local truncation errors is given by 
m-l 
t= c (-l)‘h2’(M,J-l)iti+l. 
i=o 
A conventional convergence analysis shows that the norm of the vector z1 = y, - YI satisfies 
IIzl)j 4K((-A+elh4V,+I~-~ejh6V,+ ‘**), (2.20) 
where 
(Xl -xo)‘[sm - (Xl -xo,2m,,)2m] 
Ic= [s - (Xl -xo)2(M::)2] [sm - (Xl -X,)‘“M:F*] ’ 
with 
and 
M~=IIM,II=Il-281+28, 
af 
F*= max - 
x,<n 9x1 I I Wx) 
y= max max j=4,6 ,***, 
l<iGm Xo<x<X1 
provided 
20 8” 
M1*< 
Xl -X0 
and F*=z 
(X, -X,)‘“M; ’ 
The algebraic systems (2.13), (2.14) can be solved using the Newton-Raphson method for 
nonlinear systems. This method requires the user to calculate the corresponding Jacobian of 
the system which is expensive for large systems. In order to avoid this problem, an alternative 
method, based on a one-point iteration scheme, is used to solve the systems (2.13), (2.14) 
sequentially: 
JYck+‘) + h2M,f(x, Yck)) = b, k = 0, 1,. . . . (2.21) 
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An algorithm for solving such problems is the following. 
Step 1: Let Y(O) be an initial guess of Y, 
Step 2: Compute b = b, - h*M,f(x, Y(O)); 
Step 3: Solve JY= b; 
Step 4: Let i = m - 1; 
Step 5: if i = 0 got0 Step 10; 
Step 6: Compute b = bj - h*M,Y; 
Step 7: Solve JY= b; 
Step 8: i = i - 1; 
Step 9: if i > 0 goto Step 6; 
Step 10: if II Y - Y(O) I] < E (given) stop; 
Step 11: Y(O) = Y and start again with Step 2. 
3. Direct method 
A general family of symmetric numerical methods for solving the special boundary-value 
problem (2.11, (2.2) is given by 
~ (-l)iC~mY,_m+i-h2m 
i=O i 
E uifn-m+i-l + sfn + E ‘m-i+lfn+i = ‘3 (3.1) 
i=l i=l I 
where C;, = (2m)!/{i! (2~2 -i>!], f,, =f(x,, y,>, 6 = (1 - 2CEI,ai) and aj for i = 1, 2,. . . , m 
are parameters chosen to ensure consistency as a minimum requirement. The local truncation 
error t, at the point x, is then given by 
t, = C2mfl p+ly(*m+yX,) + C2m+2h*m+2y(*m+*)(Xn) + . . . . (3.2) 
In (3.2) the coefficients ci, i = 2m + 1, 2m + 2,. . . , are constants with cZm+r = c2m+3 = * * . = 0 
because of symmetry. 
As (3.1) is applicable only to the N - 2m + 2 interior mesh points x,, IZ = m, m + 1,. . . , N 
- m, N - m + 1, special formulae are needed at the points near the boundaries 
Xl,. * *, X,-l, XNprnf2,. . * 7 x~_~ and xN (see Appendix A). 
A family of numerical methods is described by the set of equations (A.11 (see Appendix A) 
and the solution vector Y = [yr, y,, . . . , y,lT is obtained by solving a nonlinear algebraic system 
of order N which has the form 
J”Y = (- l)mh2mMf(x, Y) + b, (3.3) 
where J is the tridiagonal matrix given by (2.151, M and b are the matrix and vector of order N, 
N > 2m + 1, given in Appendix A, and f= [fr, f2,. . . , f,]’ is a vector of order N. The 
nonlinear algebraic system (3.3) can be solved using a one-point iteration method. 
The choice of coefficients in the terms in y in equations (A.11 was motivated by the 
convenience of using J” as coefficient matrix in (3.3). Choosing other coefficients will lead to a 
different matrix, J, say, for which II J;’ II may not be known, and therefore the convergence 
would be difficult to establish. 
40 K. Djidjeli et al. / Methods for nonlinear BVPs 
Using a conventional convergence analysis, it can be shown that the norm of the vector 
z=y - Y, where y = [y(xl), y(x,> ,..., y(x,>lT is the exact solution, satisfies 
IIZII < 
(Xl - Xo12” 
8” (X, -XJZmM*F* b 2m+2 1 h2v2m+2 + 1 C2m+4 1 h4v2m+4 +. . ’ 1) (3*4) - 
where 
and M * = I( M II, provided the parameters in (A. 1) are chosen to ensure that c2m + r = c2m + 3 = 
. . . = 0. The order of convergence of the numerical methods is p if Cp+2m is the first 
nonvanishing constant on the right-hand side of (3.2) and F * < 8m/((X1 - X0)2mM *}. 
4. Numerical results 
Some numerical results are reported here with the aim of comparing the 
methods given in this paper. Two test problems are taken into consideration. 
Problem 1. Eighth-order boundary-value problem 
y@)(x) = 7! exp[ -8y(x)] - 2(7!)(1 +x)-~, 0 <x < e112 - 1, 
with boundary conditions 
Y(O) = 0, y(e112 - 1) = 4, y@‘)(O) = -(2i - l)! 
and 
y(W(eW _ 1) =y(2i)(0)exp( -i), i = 1, 2, 3, 
for which the theoretical solution is 
y(x) = ln(1 +x). 
Problem 2. Tenth-order boundary-value problem 
y(lO)(x) = 9! exp[ -lOy(x)] - 2(9!)(1 +x)-l’, 0 <x < e112 - 1, 
with boundary conditions 
Y (0) = 0, y(e 
l/2 - 1) = +, y@‘)(O) = - (2i - l)! 
efficiency of the 
(4.1) 
(4.4 
(4.3) 
(4.4) 
Table I 
Error norms for Problem 1 with h = 2-‘(e l/2 - 1) i = 3, 4, 5, 6, using the indirect method (2.131, (2.14) , 
i N 
3 7 
4 15 
5 31 
6 63 
Method A 
0.973.10-5 
o.222.10pz 
o.539.10-6 
0.134.10-6 
CPU (set) 
0.0167 
0.0500 
0.0833 
0.2000 
Method B 
0.176.10-5 
0.112.10-6 
0.710~10~s 
0.444.10-9 
CPU (set) 
0.0333 
0.0667 
0.1000 
0.2000 
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Table 2 
Error norms for Problem 2 with h = 2-“(e ‘/’ - l), i = 3, 4, 5, 6, using the indirect method (2.131, (2.14) 
i N 
3 7 
4 15 
5 31 
6 63 
Method A 
0.115.10-3 
0.270.10p4 
0.665.10-’ 
0.166.10-5 
CPU (set> 
0.0333 
0.0667 
0.1100 
0.2333 
Method B 
o.109.10p4 
0.701~10~6 
0.442.10-’ 
0.276~10p8 
CPU (set) 
0.0333 
0.0667 
0.1500 
0.2500 
and 
y(2’)(e1/2 - 1) =y(*‘)(O)exp( -i), i = 1, 2, 3, 4. (4.5) 
The theoretical solution is given by 
y(x) = ln(1 +x). (4.6) 
The interval 0 G x G e112 - 1 for the two problems was divided into N + 1 equal subintervals 
each of width h = 2-‘(e112 - 1) for i = 3, 4, 5, 6. The corresponding values of N are then given 
by N=2’- 1. 
The value of I] y - Y ]I was computed for each value of N. The numerical results of Methods 
A and B using the iteration scheme (2.21) are recorded in Tables 1 and 2. 
Results for second- and fourth-order methods given by (3.3) to solve Problem 1 are reported 
in Table 3. The nonlinear algebraic system (3.3) is solved using a one-point iteration method. 
The matrix J4 in (3.3) is banded, symmetric and positive definite. The algorithm takes 
advantage of these properties, storing only the upper half of the band and then using Choleski 
decomposition; the Choleski decomposition is performed only once. From then on, the solution 
of (3.3) requires an update of the right-hand side and a forward and backward substitution to 
obtain the solution. This procedure is repeated until the sequence of iterates converges. 
The values of the elements in the matrix M and the constant vector b used in (3.3) for the 
special eighth-order boundary-value problem are given in [2]. 
To this end, it can be seen that the results given by the fourth-order method do not produce 
the desired effect of a considerable improvement in accuracy. This may be due to the effect of 
the rounding errors, as the solution is obtained by solving a nonlinear algebraic system 
involving a small step h raised to the power 8, having little bearing on the calculation. 
Finally, a collocation method is used to solve the special nonlinear boundary-value problem. 
The coefficients of the polynomial using this method are chosen in such a way that the 
differential equation (2.11, (2.2) is satisfied exactly at certain collocation points. 
Polynomials of degrees ten and thirteen are constructed (see Appendix B) for solving (4.1), 
(4.2). The collocation points used for constructing these polynomials are chosen solely for 
Table 3 
Error norms for Problem 1 with h = 2-‘(e ‘I2 - l), i = 4, 5, 6, using the direct method (3.3) 
i N Second order CPU (set> Fourth order CPU (set) 
4 15 0.205.10-3 0.0167 0.716.10p4 0.0333 
5 31 0.514.10-4 0.0667 0.181.10-4 0.0833 
6 63 0.263.10-4 0.3500 0.178.10-4 0.4000 
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Table 4 
Error norms for Problem 1 with h = 2-‘(e ‘I2 - 11, i = 3, 4, 5, 6, using the collocation method 
i N IIY -PmII CPU (set> II Y - P13II CPU (set) 
3 7 o.212.10p3 0.0333 0.824.10-5 0.1167 
4 15 0.212.10-3 0.0667 0.824.10-5 0.1333 
5 31 0.213.10-3 0.1500 0.827.10-5 0.1600 
6 63 0.213.10-3 0.2500 0.827.10p5 0.2833 
computational convenience; experience in the construction of interpolation polynomials sug- 
gests that the choice xi = cos(j,/,), where IZ is the degree of the polynomial, may be more 
advantageous than using equally-spaced points (see [4]). 
The value of ]I y -p 11, where p = [p(xl>, p(x,), . . . , p(x,>IT is the polynomial constructed, 
was computed for each value of N. The results are given in Table 4 from which it can be seen 
that decreasing the mesh size does not improve the results, but increasing the order of the 
polynomial does in fact produce noticeable improvement in accuracy. 
All the results were obtained on a Pyramid 9820 computer using FORTRAN with double-preci- 
sion arithmetic. 
Note, the results displayed in Tables 1 and 2 using the indirect method are only for 
particular special nonlinear eighth- and tenth-order boundary-value problems, but the solution 
for any special nonlinear (2m)th-order boundary-value problem can be easily found using 
equations (2.13), (2.14). 
5. Summary 
General algorithms based on methods for equivalent low-order forms and on a direct 
method have been proposed for solving the special boundary-value problem of the form 
Y’2m’(x) =f<x, y>, f or m 2 1, with given boundary conditions. A method based on a finite 
polynomial was also proposed. The numerical results obtained using two low-order methods 
were seen to be consistent with the orders of convergence of the methods. Convergence 
analyses and CPU-times were considered. 
Appendix A 
The equations at points near to the boundaries are given by 
m-2 m+l 
Cm( -l)i(Czmm+i - C~~i-2)yi+l + C (-l)‘+‘C;“,+‘-‘yi 
i=O i=m 
m 2m+2 
- c ll,ih2iyb2i) - h2” C cy1 ifi = 0, 
i=O i=l 
m-3 m+2 
C (_l)i+1(C2",+i-1- C~~i-3)yi+l + C ( -1)iC,“,+‘-2yi 
i=O i=m-I 
m 2m+2 
_ C 12,ih2iy$2i) - h2” C (Yz,ifi = 0, 
i=O i=l 
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2m-i 
(cz’m - l)y, + c ( -l)‘+‘C;i,‘yi - E Zm_I,ih2iY$2i) 
i=2 i=O 
2m+2 
-h2” &m_l,ifi = o, 
i=l 
2m-1 
(c;m - l)Y, + c (- l)‘+‘C;;‘y,_i+l - E Im_l,ih2iy$& 
i=2 i=O 
2m+2 
- h2m C am-l,ifN-i+l = O7 
i=l 
m-3 m+2 
c (- l)‘+l(cz”mii-l - c,“,-‘-3)y,_j + c (- l)ic2m,+i-2yN_i+, 
i=O i=m-1 
m 2mi-2 
- c Z2,ih2i~~~1 - h2” c CX~,~~,+~+~ = 0 > 
i=O i=l 
m-2 m+l 
c (- l)i(czmn:i - C;;i-2)yN_i + cm (- l)‘+‘cz”mfi-lyN_i+i 
i=o i=m 
m 2m+2 
- c Z,,jh2iy$$ - h2” c aI ifN_i+l = 0. 
i=O i=l 
(4 
The elements Z,,j for j = 0, 1,. . . , m, i = 1, 2,. . . , m - 1 and cri k for k = 1, 2,. . . ,217~ + 2, 
i=l,2 7***, m - 1 are parameters which will be chosen so that the local truncation errors of 
(A.11 agree with those of (3.2) to the first nonzero term. 
The constant vector b of order N is given by 
b= 
Z,,oA, + Z,,,h2A2 -t Z,,,h4A4 + . . . +I, mh2my&2m) 
Z,,,A, + Z2,,h2A2 + Z2,,h4A4 + . . . +Z, ,,,h2myh2m) 
Z m_l,OAo + ~,_,,,h2A2 +Z,_,,,h4A4 + . . . +Z,_l,,h2my~2m) 
- (- l)mA, + (- l)maih2my;2m) 
0 
- (- l)?I,, + (O l)malh2,y$,?~] 
Z m_l,OBO + Z,_,,2h2B2 + Z,_,,,h4B4 + . * * +Z,_I,mh2my~,m] 
Z,,,B, + Z2,,h2B2 + Z2,,h4B4 + . . . +I, mh2my$+m] 
Z,,,B, + Z,,,h2B2 + Z,,,h4B4 + * * * +I, mh2myj,f,mj 
The matrix M of order N is given by 
(A-2) 
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Appendix B 
The polynomial of degree ten is given by 
p&x) = E &xi, 
i=O 
where d, = 0, d, = 0.99889265, d, = -0.5, d, = 0.33861652, d, = -0.25, d, = 0.18895494, 
d, = - 0.166 666 67, d, = 0.162 812 22, d, = - 0.125, d, = 0.056 772 81, d,, = - 0.011023 2. 
The coefficients di were obtained by solving the nonlinear algebraic system given by 
P$“(Xo) =&, &‘(xJ =B 21) i = 0, 1, 2, 3, (B.1) 
and 
P$‘(xi) =f(xiY Y(xi)), f or i = 0, 1, 2, where x0 <x2 = cos $rr <x1. (B.2) 
The polynomial of degree thirteen is given by 
p13(x) = E dixi, 
i=O 
where d, = 0.999 956 57, d, = 0.333 542 13, d, = 0.199 606 96, d, = 0.143 179 66, d, = 
0.111 115 94, d,, = - 0.093 842 74, d,, = 0.062 770 76, d,, = - 0.026 638 04, d,, = 0.005 13189. 
The values of d,, d,, d,, d,, d, are the same as those given for the polynomial of degree 
ten. The coefficients di, i = 0,. . . , 13, were obtained by solving the nonlinear algebraic system 
given by 
&)(x0) =A2i, &)(xJ =I&, i = 0, 1, 2, 3, (B.3) 
and 
P’l”:(x,) =f(xi> Y(xi))T f 
df 
or i = 0, 1, 2, 3, 4, and p$T( x0) = z (x0, yO), 
where x,<x,=cos $r<x3=cos &<x,=cos &rr<x,. (B.4) 
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