The pricing models for interest rates derivatives largely used today employ, many times, excessively restrictive premises in regards to the underlying assets' volatility. The Black and Scholes and the Vasicek methods, for example, consider the variance of the series as constant in time and among different maturities, assumption that may not be the most adequate in all cases. In this paper we discuss the non-parametric estimation of the volatility function using a kernel regression technique and later the pricing of options in a Gaussian HJM model. We analyzed different possible specifications for the non-parametric estimation using the Monte Carlo simulations to price options on zero coupon bonds. We also carried out an empirical study using the proposed methodology for the pricing of IDI Index options in the Brazilian market.
Introduction
A fundamental problem in the asset pricing procedures is determining the theoretical model to be used to represent the underlying asset data generating process that is the most suitable to obtain the correct prices of derivatives. The selection of model for the pricing procedure depends, fundamentally, on two choices. The first relevant factor in selecting an adequate model is the consistency between this model and the observed dynamic of the underlying asset, which can be verified through the adjustment of this model in relation to the historical observed data for the underlying asset, or the prices of derivatives observed in the market. The second fundamental point is the analytical complexity of the model. This aspect is related to the easiness with which the desired derivative pricing analytical formulas and relevant parameters calibration/estimation procedures can be obtained.
Usually, these two choices are conflicting -the most realistic models for the historic dynamic of the underlying asset are normally associated with a lack of analytical formulas for option pricing, or create either the need of using numerical approximations or the use of the Monte Carlos methods to calculate the price of the derivatives. This trade-off between an adequate adjustment to the reference asset and the analytical/computational complexity of derivative's price calculation is especially relevant in the pricing of interest rates options. The term structure of interest rate is a multidimensional object, and its temporal dynamics is usually very complex.
The evolution observed in the proposed models for interest rates clearly illustrates the dilemmas between modeling complexity and adequate adjustment. The first models proposed in the literature are the unifactor models of Vasicek and Cox-Ingersoll-Ross (Vasicek, 1977 , Cox et al., 1985 . These models, known as short rate models, propose a stochastic differential equation for the short term rate, and adjust the other maturities through a simple function for the market premium of risk. These models, which belong to the Affine term structure model class, allow simple formulas for the pricing of zero coupon bonds and options, but the adjustment of these models to the observed term structure is very poor, as discussed in, for example, Chan et al. (1992) . A way to improve the adjustment of these models, and still keep analytical tractability, is to add more factors, keeping the linear-exponential structure of these models, bringing the general class of multifactor affine term structure models, of which the best known formulation can be found in Duffie and Kan (1996) and in a recent discussion in Filipovic (2009) .
In this class of models the price of the bonds is obtained as an affine-exponential function of a finite number of latent or observed factors, which capture the many sources of variation observed in the term structure of interest rates. This class of models has been intensively used in the modeling of term structure of interest rate, as discussed in Filipovic (2009) and Andersen and Piterbarg (2010) . However, even with the addition of a multifactorial structure, the empirical adjustment of these models to the term structure of interest rates can still be considered dissatisfactory and there are numerical difficulties in the estimation of these models, as discussed, for example, in Duffee and Stanton (2012) . An especially relevant problem is the characterization of the volatility structure in these models. The original model of Vasicek (1977) uses a time constant volatility structure, the Cox et al. (1985) model uses a simple structure in which the volatility is proportional to the square root of the short interest rate. This structure was adapted for the multivariate models, for example in Duffie and Kan (1996) and Christensen et al. (2011) .
An alternative and more general way to treat term structures of interest rate models was proposed in a groundbreaking paper by Heath et al. (1992) , known as the Heath-Jarrow-Morton class of models. In this class the parameterization of the term structure is directly based on the forward rates, assuming that each curve is generated by a distinct stochastic process, which is the equivalent of assuming that the complete term structure is an infinite dimension stochastic process. In the Heath-Jarrow-Morton model class the forward curve dynamics is obtained by imposing no-arbitrage restrictions between the possible infinite maturities in the interest curve, through a drift condition, which imposes the existence of an equivalent martingale measure for the forward curve processes.
A fundamental result of this parameterization is that, in these models, it is only necessary to specify the volatility function, which captures the volatility of the stochastic Brownian process associated with each forward curve, since the drift dynamic is controlled by the no-arbitrage conditions and the volatility process is the same in the objective and risk-neutral measures. Therefore, in this class of models the interest curve is completely characterized by the volatility function and an initial forward curve. It is important to note that the structure proposed in Heath et al. (1992) is a class of models, and thus specific versions of the models are obtained by imposing restrictions to the assumed volatility function. An important result is that the affine models, specially the models of Vasicek (1977) and Cox et al. (1985) , can be obtained as specific cases in the Heath-Jarrow-Morton class of models.
In the same manner, in the application of the usual term structure models, such as the Vasicek (1977) and Cox et al. (1985) and general affine models, it is usually necessary to specify what parameterization was used in the modeling process, which in the case of the Heath-Jarrow-Morton class is equivalent to the parameterization of the volatility function. The selection of inadequate or excessively simple specifications has a direct impact on the price of the derivatives obtained in these models, which can lead to inadequate prices for the underlying assets, with relevant economic consequences to the asset management and hedging procedures. A way to minimize this problem of possible incorrect specification is to avoid the choice of models a priori and the use of non-parametric methods for modelling the term structures of interest rates.
Non-parametric methods do not assume a priori functional forms, and attempt to estimate in a flexible manner the functional form using samples from the process.
As discussed in Ait-Sahalia (1996) the main advantage of non-parametric methods is its robustness to incorrect specification problems for the assumed model, robustness which is transmitted to the derivatives prices related the modeled underlying asset. Non-parametric methods have a long history in term structure of interest rate modeling, but are normally used to adjust the interest curve in a specific moment in time, and are basically used in interest curves interpolation and smoothing procedures , such as in Vasicek and Fong (1982) , Barzanti and Corradi (1998) and Fisher et al. (1995) . The use of non-parametric methods in derivatives pricing procedures originated in Ait-Sahalia (1996) , using the kernel methods, and later generalized in Ait-Sahalia and Lo (1998), Ait-Sahalia and Duarte (2003) and in a series of related papers.
The use of non-parametric methods based in kernel regression for the modeling of term structure of interest rates in the Heath-Jarrow-Morton class of models was proposed by Jeffrey et al. (1999) , and a generalized version of these methodologies, in Jeffrey et al. (2004) . These papers discuss the methodologies for volatility function estimation using kernel regression methods in a general class of Heath-JarrowMorton multifactor model. In Jeffrey et al. (2004) the consistency conditions, regularity and other properties of the general estimation of volatility functions using non-parametric regression methods are analyzed for the general class of HeathJarrow-Morton models, including the structures of non-homogeneous volatility functions in time and multifactor models.
However there is a trade-off between a complex model with good adjustment to the underlying asset and its easiness of computational implementation. In the work of Jeffrey et al. (2004) , there is no discussion of the practical aspects of pricing, especially in the more general context of non-homogeneous models. Although this more general and flexible family allows a better adjustment of the observed interest curve, it does not allow simple procedures for derivative pricing, since in this situation the pricing procedures depend on the implementation of nonrecombining trees using an estimated volatility function. This procedure is rather complex, and normally, when non-homogeneous Heath-Jarrow-Morton methods are used a calibration procedure is done to adjust the curve to a specific day, with perfect adjustment for all observed prices in the market. That is to say, the usual procedure does not allows the use of estimated parameters using the historical interest curves, and thus the pricing procedure is normally carried out by recalibrating the volatility function for each new observed curve.
The objective of our paper is to propose a restricted version of non-parametric estimation methodology, assuming a Gaussian Heath-Jarrow-Morton structure, replacing the choice of a parametric form of the volatility function by a nonparametric estimation based in several kernel regression specifications. This restricted form has analytical formulas for the pricing of zero coupon bond and options, enabling a rather simple computational implementation. At the same time, the estimation procedure using kernel regression has robustness properties to the usual problems of incorrect specification in econometric models. Therefore, the objective of this paper is to analyzes the properties of a version that is computationally simple, which does not require the implementation of multinomial non-recombining trees nor the use of the Monte Carlo methods, and uses a generalized version of the Black formula for pricing of options on zero coupon bonds and is robust in face of an inadequate choice of volatility function.
We also discuss different implementations for the kernel regression method. We analyze five different specifications, starting with one that uses only the maturity as an explanatory variable and work our way up to a multivariate model based on a decomposition of the principal components of the term structure observed. We also discuss the selection of the optimum bandwidth function in the kernel method and a optimal weighting method for the estimated volatility function.
Our analysis is based on Monte Carlo simulations, comparing the properties of these different specifications for pricing of call options for zero coupon bonds, and an empirical analysis carried out by pricing the IDI Index options in the Brazilian market, compared with the market prices observed in the BM&F. Our work complements the analyzes proposed in Jeffrey et al. (2004) , discussing the properties in finite samples and different specifications of the non-parametric regression methods for the estimation of the volatility function in Heath-Jarrow-Morton models, by analyzing, specially, the properties of this method in the pricing of options, which is not present in Jeffrey et al. (2004) .
This paper is structure in the following manner -in Section 2 we present the Heath, Jarrow and Morton class of models, especially the Gaussian class of models used in this paper. In Section 3 we briefly discuss the non-parametric regression methods. The optimal bandwidth selection is discussed in Section 4, and in Section 5 we carry out Monte Carlo studies and discuss the properties of the methodology presented. In Section 6 we present a methodology application for the pricing of IDI Index options. In section 7 we present the conclusion of this work.
The Heath, Jarrow and Morton Class of Models
In this section we present the framework used to model the term structure of the interest rates, selected by reasons already discussed here. It is worth mentioning that the HJM model is considered complete for the study of the term structure, according to Gluckstern et al. (2001) , considering that the previously proposed models, especially by Black, Scholes and Merton, Vasicek, CIR and Ho-Lee present some restrictions to their use, due to the possibility of generating negative forward rates, or the restrictive assumptions on bond prices volatility. The HJM is, in reality, a class of models that encompasses several specifications for the forward rate, which produces a great flexibility of analysis.
Thus, according to Munk (2011) , the most natural manner of achieving consistency in the price estimation is starting out with an observed term structure and then model the evolution of the whole term structure in a manner that impedes arbitrage. This is the approach presented by Heath, Jarrow and Morton (HJM). As usual we assume filtered probability space, which is normally represented by a 4-factor function (Ω, F, (F t ) t∈T , P ), where (F t ) t∈T is a filtration contained in F . In this case, the filtration (F t ) t∈T would be a collection of σ -algebras of sample space Ω, that satisfies F s ⊆ F t for all s < T , assuming the usual regularity conditions (e.g. Filipovic, 2009) .
In this context, it is important to outline some basic assumptions of the model. Assuming that the term structure of the interest rates in the instant zero is known and represented by the function T → f T o , it is assumed that, for a fixed "T ", the forward rates for maturity T evolves according to
where = α and β are adapted processes representing the drift and volatility of each forward curve and z 1 , . . . , z n are n standard Brownian motions on the objetive probability measure. According to Heath et al. (1992) , given certain restrictions in this stochastic process, n independent Brownian movements determine the stochastic fluctuation of every interest rate term curve starting with a fixed initial curve {f (0, T ) :
The sensitivity to change in the maturity of a specific term rate in relation to each Brownian motion is obtained by differentiating the volatility coefficients. Different specifications for these volatility coefficients generate significantly different qualitative characteristics in the term of interest process. In this context, it is important to note that the specification of the volatility coefficient in this paper is done using the kernel method, presented in the following sections.
It is also possible to present the dynamics of the spot rate, based on the dynamic of the forward rate:
According to Heath et al. (1992) , the main difference between the forward rate and the spot rate is that the latter the arguments of time and maturity vary simultaneously.
The basic idea of modeling the term structure of interest rate is to use the discount function T → B T t , the yield curve T → y T t or the forward rate function T → f T t , according to the following relations:
The methods in question use the forward rate as a modeling instrument, since the price of zero coupon bonds and the yield curves deal with sums and integrals of the term rate. It is also known that one of the ways to specify derivatives is to find the expected return discounted by a martingale spot measure, and that the discount is made in terms of short term interest rate. The relation of the short term rate and forward rate, yield curve and the discount function is given by:
Another reason to choose the forward rate as a modeling instrument is the absence of need to impose certain restrictions to the volatility structure, which would be essential if we used the prices of the zero coupon bonds (the volatility of these prices must be close to zero when they are close to one, for example, which is the face value of the bond). That way we can use the assumption of volatility of term rates as constant in time. The variation of the price of the bonds, on the other hand, is nothing more than the integral of the rate volatility function.
Bond price dynamics and drift restriction
It can be mathematically demonstrated that it is possible to carry out changes in the martingale spot measure, based on the presentation of Munk (2011) . Under the dynamics of forward rates imposed by the HJM model, the price dynamics of the zero coupon bonds will be:
in which
and
To prove this relation, it is necessary to introduce an auxiliary stochastic process:
Since the bond yields are continuously compounded, the prices will be: B T t = e −Y t . By finding the dynamic of the yield curve following the Leibnitz rule for stochastic integrals, we have:
The price dynamic of the bond is found by using Ito's lemma, and knowing that B T t = g(Y t ) and g(Y ) = e −Y . On the other hand, if we consider the spot martingale probability measure Q, the term rate will have the same volatility terms
this is a standard Brownian motion under the measure Q, in which the processes λ i are the market prices of risk. The dynamic of the forward rate is:
With this information it is possible to find the dynamics of the price of zero coupon bonds (the drift of the interest rate). Knowing that the drift is the same as r t (spot rate), we must have
If we calculate its partial derivative with respect to T , we have:
This relation is called HJM drift restriction. This restriction has some important consequences:
1. The forward rate does not need to be specified exogenously, since the behavior of the rate is totally characterized by the initial curve, the number of factors and the volatility term β i .
2. Since the prices of the derivatives depend on the evolution of the term structure of interest rate under a spot martingale measure, these prices depend only on the initial forward rate curve and on the volatility functions β i (t, T, (f S t ) s≥t ).
Gaussian HJM model
According to Musiela and Marek (2005) , if the volatility function is deterministic, the class of HJM class of model that should be used is the Gaussian, since the result of the evaluation of derivatives depends on what the interest rate will be, in this case, independently from risk premium. Gaussian models are those in which the future values of the term rate are normally distributed. According to Munk (2011) , a disadvantage of this class of models is that it allows real negative interest rates, however, these are highly tractable models, allowing, especially, analytical formulas for pricing of bonds and derivatives.
A HJM model is considered Gaussian if the volatility β i parameters of the forward rate are deterministic functions of time and maturity:
To observe this fact, notice how the drift of the term rate under a spot martingale measure Q is also a deterministic function of time and maturity:
Thus, for every T , the maturity T forward rates evolve according to:
Since β i (u, T ) depends only on time, the stochastic integrals are normally distributed, then the future forward rates are normally distributed over Q. On the other hand, the dynamic of the short term interest rate, r t = f t t will be:
which is also normally distributed under Q. In relation to the specifications considered, according to Musiela and Marek (2005) , the Gaussian HJM model considers that, in any term structure model, the volatility of any underlying asset is deterministic, that is, that it will not be affected by random shocks. One of the main advantages of the Gaussian HJM model, according to Brace and Musiela (1994) , is that it is a reliable calculation of the price of at-the-money derivatives through formulas that can mathematically derivate and programed in a simple manner.
As previously discussed, the use of a deterministic volatility structure, which implies a Gaussian HJM model, is an important simplification in the analysis of derivatives. Although they do not allow the greater possible generality in this class of model, it is computationally simple and precludes the need of non-recombining tree methods and Monte Carlo simulation in the pricing of derivatives, being adequate to the practical purposes of the market. This formulation is also important, since it allows a natural use of the non-parametric estimation method for the volatility function discussed below.
Kernel Regression Estimation Method
In the option pricing we carried out, the volatility function of the series is the main input, because the study of Heath et al. (1992) demonstrates that the movements of the forward rate process depends only on the initial structure and volatility of the rate. Thus, we present a description of the kernel methodology used to estimate the volatility functions, including the bandwidth selection techniques and kernel regression theory. Our focus is the local constant regression method used in this paper, but more comprehensive reviews of the non-parametric methods can be found in Racine and Li (2007) , Dias (2002) and Zambom and Dias (2013) .
Local constant kernel estimation
According to Hansen (2009) , the local constant kernel regression, also called Nadaraya-Watson regression, consists in estimating a parameter for each y given a variable X i = x, which we call function g(x). One way of carrying out this estimation is to consider a local neighborhood of point x, observing that X i presents a positive probability of assuming value x. Then the number of observations in this neighborhood is noted (the larger the sample, the higher the number of observations), and calculate the average of the values for y i in this data. An important aspect is to determine the size of the neighborhood to optimize the tradeoff between the variation in the function g(x) (estimation bias) and the number of observations in the neighborhood variance estimation.
In this context, let us consider this model of non-parametric regression:
in which g(.) is the unknown function mentioned above. In Racine and Li (2007) it is proven that E(Y /X) is an optimum predictor of Y given X, since the mean squared error (MSE) of this predictor is minimum:
in which r(X) is any other predictor of Y given X. It is known from the definition of expected values of continuous variables that:
Therefore, it is necessary to estimate f y,x (x, y) and f (x) according to the kernel density estimation methods.
According to Racine and Li (2007) , the estimation of g(x) will be:
where K is a kernel function that obeys the following conditions:
In Racine and Li (2007) there is also the proof for the following relation:
From which we conclude that if every bandwidth h s is of the same magnitude, the optimum choice that minimizes M QE[ĝ(x)] is h s ∼ n 1/(q+4) . The asymptotic normality ofĝ(x) can be established using Lyapunov Central Limit Theorem. The convergence is given by
Local Constant Bandwidth Selection
It is known that the kernel method is based on the weight of observed values for the analyzed variables. Thus, the use of a bandwidth or smoothing parameter is necessary to carry out the estimation.
Therefore, in this section we discuss the three main methods of selection of the smoothing parameter:
1. The Rule-of-Thumb and Plug-in method; 2. Least squares cross validation method; 3. AIC c Method, or modified AIC.
The methods used in this paper are the two latter ones. The Rule-of-Thumb method is computationally simple, but it treats covariates symmetrically, without differentiating distinct components which cause changes in the regression function g(x). The Plug-in method, on the other hand, can be very computationally intense; therefore we decided to use the other methods for bandwidth selection.
Rule-of-thumb and Plug-in methods
The Rule-of-thumb methods consist in choosing a parameter h s as c s X s,sd n −1/(4+q) with (s = 1, . . . , q), in which c s is a constant and X s,sd is the sample standard deviation of {X is } n i=1 . This choice is due to the order of the optimal smoothing parameter, which is O(n −1/(4+q) ). This method has the advantage of being simple (computationally), nonetheless it treats all the components (covariates) of X symmetrically. This means that this method does not have enough flexibility to deal differently with components x 1 and X 2 , for example, which could represent factors that cause change in the regression function G(X).
Another method used is the Plug-in estimation, which seeks to minimize the weighed integrated mean squared error (WIMSE), presented in form
2 , where V (x) is a non-negative weigh function that guarantees that WIMSE is, asymptotically, finite.
In this parameter choice method, it is possible to estimate the term a 0 s , present in the expression of "h":
keeping in mind that the expression presents the "h" that minimizes WIMSE. This estimation of the term a 0 s can be computationally intense. However, even if there is a closed form for the expression of a 0 s , the non-parametric estimations for the components of this term will still be necessary, which makes the use of this method computationally complex.
Normally, the plug-in method is not used with multivariate applications, as discussed in Racine and Li (2007) , and therefore we will use other methods in this paper.
Least squares cross validation methods
The idea behind this method of is to select h 1 , . . . , h q that minimizes the objective function:
It is worth is to remember that the leave-one-out kernel consists in carrying out a kernel estimation in the sample excluding one observation at a time, in such way that we carry out as many kernel estimations as the number of observations in the sample.
The objective of this method is to predict the excluded sample through the estimated model and compare this prediction with the real value observed, and then compute the difference. We must then seek to minimize the bias observed and adjust the correct variance of the actual data generating process, in such a way that we avoid both over and under smoothing the estimated curve.
The cross validation methods are interesting to researchers in applied fields because it is not necessary to know the explicit expression for the optimum smoothing parameters. With the cross validation methods it is enough to minimize the objective function defined in (27), which can be done by using a standard numerical optimization procedure.
AICc criteria for bandwidth selection
This method of kernel bandwidth selection is the one we chose for the applied part of our proposed model, since its finite sample properties were demonstrated in the original paper that proposed the method, Hurvich et al. (1998) . The technical concept is to modify the Akaike information criteria in a way to make it possible to use it with non-parametric methods. The Hurvich et al. (1998) approach is valid for estimators that can be written as linear combinations of other variables, and therefore, directly applicable to a wide range of non-parametric estimators.
The information criteria in question are presented in Racine and Li (2007) in the form:
and H denoting the weighting matrix of the kernel function. Hurvich et al. (1998) develops simulations to demonstrate that this technique for bandwidth selection works well when compared to the already presented plug-in methods and with a series of generalized cross validation methods.
In the applied part of our paper, we also use, besides this bandwidth selection technique, the least squares cross validation technique. Hurvich et al. (1998) demonstrated that both methods present the same asymptotic properties, fact corroborated by Li and Racine (2004) . This last paper also demonstrated that, for small samples, the AIC c criteria normally present better results than the least squares cross validation method.
Local Polynomial Regression -The univariate case
It is also possible to estimate g(x) through a local polynomial estimator. When X is univariate, a local polynomial kernel estimator of the p-th order is based on the minimization of the following objective function:
Letb l be the values of b l (l = 0, 1, . . . , p) that minimizes the equation above.
dx l is the derivative of the l-th order of g(x) with l = 1, . . . , p. In our simulation and empirical analysis, both the local polynomial estimator and the local constant method present basically the same results, and therefore we presented only the results of the local constant method.
The multivariate case
This is the case when more than one factor affects the series in question. In this paper, one of the proposed specifications uses the squared variation of the two first principal components as a regressor of the volatility function, making it a multivariate case. This said, in this section we present some characteristics of the function g(x) in the multivariate case. In this section we use the general representation of a general polynomial estimator, which contains the local constant estimator as a specific case.
The local polynomial estimator of the p-th order is presented in Racine and Li (2007) , in which the almost sure rate of convergence and the asymptotic normality result for the local polynomial estimator ofg(x) and its derivatives to the p-th order are shown.
The notation used by Racine and Li (2007) is:
Using this notation, it is possible to approximate g(z) locally using a multivariate polynomial of the p-th order given by:
A multivariate weighted least squares function can be defined by:
By minimizing 34 in relation to each b r we have an estimateb r (x), and through (33) we know that r!b r (x) estimates (D r g)(x) so that (D rĝ )(x) = r!b r (x). This way this minimization produces a local polynomial kernel estimator of the p-th order. This is the estimation procedure of the multivariate kernel regressions that we use in the following section, using the local constant specification.
The estimation of the volatility function for certain maturity is done through the following specification, according to Jeffrey et al. (2004) :
The general idea is to estimate the variance function by a non-parametric regression of the squared deviation in the observed rates in relation to its mean, which is the proxy of the non-observed variance of the interest rate, in relation to a group of explanatory variables X ti , and obtain the volatility function as a squared root of this estimative.
Non-Parametric Pricing of Options
In this section we discuss the specific aspects of the kernel methodology used to estimate the volatility function in Gaussian HJM models and the consequent use of these models in option pricing. To that end we perform two analyses -the first is a Monte Carlo analysis comparing the performance of several specifications to obtain the prices of call options on zero coupon bonds, assuming that the data generating process is given by a two-factor Vasicek model. In the empirical analysis we calculate the price of call options on the IDI Index of the Brazilian market, using real data from the market.
Simulations
As discussed below, the estimation methodology of the volatility function can be done using different specifications for the kernel regression. A Monte Carlo analysis allows us to compare the performance of these different specifications with the theoretical prices in the model. The Monte Carlo simulation procedure assumes that the data generating process is the Vasicek model with two factors, according to specifications used in Nawalkha et al. (2007) . In this process, the short term interest rate is given by:
And the two factors Y 1 and Y 2 presented are state variables and follow these dynamics:
Given the latent factors, Ito's lemma can be applied on the bond price process and taking expectation under the risk neutral measure. Because this is an affine model, the bond price dynamic is found as:
The main advantage of this two factor Gaussian model is that the volatility curve for the term rate can take on more realistic values, thus making the data generating process an appropriate representation for the proposed methodology analysis. Closed formulas for obtaining prices of derivatives, specially options on zero coupon bonds, are presented in Nawalkha et al. (2007) , allowing a direct comparison to the prices obtained with our methodology.
We assumed two specifications for the Vasicek process. In the first simulation the parameters are given by k 1 = .8, k + 2 = .7, v 1 = .1, v 2 = .1 and the correlation between the two Brownian processes ρ 12 = −.3, following the notation presented in Nawalkha et al. (2007) , and thus corresponding to a homogeneous process in time. In the second simulation we assumed that the parameters v 1 and v 2 vary in time, following a Feller process with mean reversion parameter .2 and variance of variance .1. This specification with parameters that vary in time has to objective to verify the robustness of the Gaussian HJM method when the true process is not homogenous in time.
We assumed maturities at 3, 6, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 90 , 108 and 120 months with a delta of 1/252 (daily data) between each observation of the curves. To obtain more realistic curves, we added an additive observational error to the price of simulated bonds, mimicking the effects of the bid-ask spread. We have carried out a normality supposition for these errors, with zero mean and standard deviation equal to 0.0035, value calibrated to reproduce the bid-ask spread observed in U.S. Treasury bonds. The robustness of the kernel method in relation to this measure error is one of the fundamental advantages of the method, as discussed in Jeffrey et al. (2004) .
During the simulation analysis curves with 250 and 500 observations in time were generated, and 500 replications of the Monte Carlo experiment were carried out. In the tables of results we presented the root of the mean squared error results between the price of the option obtained with the Gaussian HJM model using the estimated volatility functions and the actual price of the options using the known parameters of the Vasicek process. In each table, we analyzed the estimation of five different specifications for independent variables considering the local constant kernel method, and analyzing the effect of the optimum bandwidth selection through generalized cross validation using Least Squares and modified AIC. The estimations in question are done through a Gaussian kernel function. As usual in the non-parametric estimation literature, the fundamental factor is the selection of the bandwidth parameter, and not the kernel function, and the results are not altered by other kernel functions.
We analyzed five different specifications for the non-parametric regression used in the estimation of the volatility function. The first model, named Model 1, carries out a regression of the squared yield minus its average against the maturity rates in a day, using a specification similar to that proposed in Mercurio and Moraleda (2000) , which assumes the volatility function as a function of the maturity. In this procedure we estimated this regression for each day in the interest curve, and assumed that the volatility curve is the average of all these curves in time.
The second model uses the same specification for the cross section estimation, but using a different weight for the many estimated volatility functions, using weights defined by the quadratic spectral kernel function studied by Andrews (1991) for the estimation of long run covariance matrices, using a function that assumes processes dependent on time, according to Zeileis (2004) . The weights w(j) derivate from the non-parametric estimation of the long run varianceV A lr eestimated for squared yields:
withγ(j) denoting the autocovariance function and w(j) a sequence of weights in the form w(j) = K(j/b). In this case, K(.) is a continuous kernel function with K(0) = 1 and b a bandwidth parameter with b → ∞ when n → ∞, estimated using the rule defined in Andrews (1991) .
The objective of this method is to make the Gaussian HJM method more robust in the presence of a time varying volatility structure. Moreover, the estimated volatility function is a weighted average of the closest volatility curves, in which the average is calculated while taking into consideration the temporal dependency between the estimated curves, using the long run asymptotic variance properties of this process. It is expected that the adjustment of the prices in this model be better than in the first one, in which no supposition of constant volatility is made. This question is discussed below, in the model's results.
The third model, on the other hand, is already a time series regression, in which the variance for each maturity is estimated by a non-parametric regression of the square of the deviations of the rates from their means against their lagged value. In this case, we consider that the variance for each maturity follows a first order autoregressive process.
A group of regressors that theoretically provide a lot of information in the explanation of interest rate volatility is the past value of all rates from different maturities. However, the Model 3 mentioned uses only the lagged value of the rate (only one maturity). The reason why we did not use a vector autoregressive model to develop this regression is basically the problem of speed of convergence of the estimators for the population parameter in multidimensional non-parametric regressions, problem known as the curse of dimensionality, which affects the bias and variance of estimators. Therefore, we considered that the rate at a given maturity depends on its past value, but it does not depend on the lags of rates in other maturities.
In an attempt to add more information to the estimation of the volatility function, but at the same time avoid the problem of dimensionality, we used principal components decomposition in the curves and extracted the two principal components. This information is used in the estimation of the next two models. We regressed the square of the deviation of the rates from their means against the square of the first two principal components. In Model 4 on the tables, the independent variable is the first component in the mentioned decomposition, while Model 5 uses the first two components.
To illustrate the regressions here described, we can present the volatility estimation found in Jeffrey et al. (2004) .
In this equation,γ 2 is the estimated volatility, K h (.) is the kernel function and h x is the sequence of kernel bandwidths. In our paper, the variable X ti represents the maturities in the case of models 1 and 2, and the lagged value of the own return of the bond for model 3, and for models 4 and 5, the regressors were the first and the two first principal components of the series, respectively.
As described before, the kernel regressions used have the following formats, respectively, for the five models, following the notation of Jeffrey et al. (2004) :
in which:
We must remember that the first regression refers to the first two models, since the difference between them is basically in the weight of the different volatilities calculated for each day (in this manner, the regression is the same).
The kernel method bandwidths in question are respectively calculated through least squares cross validation and through the modified AIC criteria, as previously shown. We also verified the use of a local polynomial kernel in these estimations, but the results obtained indicate that the results are basically the same when using a local constant or a local polynomial estimators.
Pricing of zero coupon bond options
In the simulation procedures, we analyzed the price of call options for zero coupon bonds with maturity of 10 years, and face values equal to one and a group of exercise price values and time to maturities. As previously discussed, we have analytical formulas for this price in affine models, specially the Vasicek model, which is considered as the data generating process. The pricing formula for a zero coupon bond option using the two-variable Vasicek model can be found in, for example, in Nawalkha et al. (2007) , which is the formulation used in this paper.
The pricing of zero coupon bond options, according to Andersen and Piterbarg (2010) , is done in the Gaussian HJM model according to the price that bond pays on maturity of the option:
When the price of the asset at the date of maturity P (T, T * ) is greater than the strike price K, then it is exercised. In the case of the Gaussian HJM model, the option in question is specified in the form:
with T * denoting the period when the pricing is carried out, T is the bond maturity and σ P (u, T * ) and σ P (u, T ) denote the volatility of the zero coupon bond in the periods T * and T . Observe that the volatility function is used in the calculation of the term v, which is the integral of the volatility function of the bond price between these two periods, noting that the volatility of the bond price in a Gaussian HJM model is obtained with the integral of the deterministic function of the rate's volatility, which in this case represents multiplying the volatility rate by the time differential between T * and T , as discussed in Filipovic (2009) . Note that this pricing formula can be seen as a generalization of the Black formula for the pricing of zero coupon bond options, modifying the function to the use of the deterministic volatility function of the Gaussian HJM model.
In figures 1-4 we show examples of term structures simulated by the Vasicek process with two factors, and each curve with a different color represents a maturity, showing the simulations with 250 and 500 observations for the process with parameters and constant and varying in time. It is possible to observe that the simulated processes generate very complex curves and similar to the ones observed for the actual interest rate processes.
In the simulations we assumed the price of call options on zero coupon bonds with a maturity of 10 years, assuming times to maturity of 1, .5 and .25 years. In each case we assumed several exercise prices for the option, which are approximated to have cases in which the options are in, at and out-of-the money in each period until maturity, as discussed in a similar study by Mercurio and Moraleda (2000) .
In Table 1 , we present the root of the mean square error of the comparison between the price of zero coupon bonds simulated by the Vasicek model with two factors and the price calculated with each of the five models, besides the reference model using the principal components analysis (PCA) calibration of the Gaussian HJM model. Principal components analysis (PCA) which is a very common nonparametric calibration of Gaussian HJM models, as discussed in Jarrow (2002) and Filipovic (2009) , and an application for the pricing of IDI Index options in Brazil can be found in Barbedo et al. (2010) . The results of the PCA analysis were taken from Laurini and Ohashi (2013) who analyzed the results of pricing of the same process using different long run variance specifications in the estimation of PCA. Table 1 shows the root of the mean squared error of the zero coupon bond option prices, of which the true prices were found by using the Vasicek model with two factors. In this case, we considered the volatility of the interest series as constant in time and the sample size is of 250 days. Analyzing the cross sections models (models 1 and 2), we noticed that the value of the RMSE increases with the option's strike price and decreases with time to maturity. Comparing the two models, it is possible to notice that the RMSE of Model 2 is usually lower than of Model 1 for relatively low strike prices, but it is the opposite for higher strike prices. Not only that, but there seems to be another pattern: as the time to maturity increases, the difference between the RMSE of the first and second model seems to decrease.
From these results we can conclude that the RMSE decreases with time to maturity probably because an option with a longer time to maturity has a higher probability of being exercised (given the same strike price), considering that the accuracy of calculation is also higher in this case. As the time to maturity decreases, and the option is out-of-the-money, the probability of it being exercised decreases.
Another important observation is that the RMSE increases as the exercise price of the option increases, due to the smaller number of exercises of the options in question, which reduces the number of points to calculate prices, increasing variance. That way, a smaller probability of the option being exercised out-of-the money can reduce the accuracy of calculation.
In regards to the time series models, some results are very similar. The RMSE of models 3, 4 and 5 also tend to increase with the exercise price of the options and decrease with time to maturity of the bond in question. Among other techniques, we noticed that Model 5 is, usually, similar to Model 4, meaning that the addition of a second principal component analysis factor does not seem to significantly contribute to the accuracy of the calculation.
In Table 2 we present the results for the estimation using a sample of 500 observations. The results are similar to those of Table 1 . We can observe a larger difference between the values of the errors used for each of the methods of kernel bandwidth selection. In general terms, the AICc presents an error that is slightly smaller than the other criteria, for nearly all the models.
In tables 3 and 4 we present the result for the data generating process which considers the volatility function as varying with time, i.e. and vary in time according to a Feller process. In certain combinations of exercise price and time to maturity, the model 2 does in fact, presents a lower RMSE than the first model, but this does not occur for most cases. Therefore, it can be concluded, based on the tests, that the weight of the HAC kernel estimations, in this case, does not aggregate considerable information to the pricing of options. It is worth pointing out that the comparison we make is relative between the first two models, and not absolute between the RMSE in both cases (with constant volatility or not), since the parameters of the Vasicek model change from case to case, changing also the absolute results. Another important observation is that the errors are, in general, larger in tables 3 and 4 when compared to the errors in tables 1 and 2. As we assume the variance as constant in the first analysis, it is to be expected that the error in the pricing of derivatives be smaller in the first case. The time varying variance can be a source of imprecision in the calculation, since we are using a Gaussian HJM process that assumes a deterministic volatility function.
In regards to other observations, it is possible to see that some patterns found in the analysis with constant variance also occur here: the RMSE tends to increase with the exercise price and decrease with time to maturity. In addition, the difference between the observed results of the analysis with both kernel bandwidths considered also follow, in general, the pattern observed in the first analysis: the values are very close, but the AIC c bandwidth has a marginally better performance for all the models, with exception of model 1. This fact can be justified by the observations presented in Hurvich et al. (1998) which, as already mentioned in Section 4 of this paper, carried out simulations to show that this bandwidth selection technique works well when compared to a series of generalized cross validation methods.
Therefore, we can consolidate some of the main conclusions about the results presented. It is evident that in all tables the root of the mean square error of pricing models proposed is consistently smaller than the RMSE of the pricing done through the estimation of the volatility with PCA. Thus, the simulation procedure shows that the proposed method presents a more accurate adjustment in the pricing of the derivatives in question, when compared to the conventional method of principal components analysis.
Comparing both cross-section models, it is possible to notice that the RMSE of model 2 is normally smaller than that of model 1 for relatively small exercise prices, but this is the opposite for higher exercise prices. Not only that, but there seems to be another pattern: as the time to maturity of the bond increases, the difference between the RMSE of the first model and the second model seems to decrease.
A possible explanation for the computed error being smaller, in average, in the model 2 in relation to the model 1 when the exercise prices are lower, could be the greater accuracy of the calculation for lower strike values (options that are more in-the-money). Since model 2 carries out a HAC kernel weight to estimate the average volatility function between the days analyzed, it can present a superior Table 2 RMSE -Pricing of a zero coupon bond option -Volatility constant in time -Sample size 500
Time result in some cases, fact that is made more evident in options with a lower exercise price. However, the fact that this difference between models decreases in some cases (when time to maturity increases, for example), can be an indication that the kernel weight applied in model 2, to estimate the average volatility function, may not aggregate relevant information for the pricing procedure. In regards to the time series models, some results are very similar. The RMSE of the models 3, 4 and 5 also tend to increase with the exercise price of the option and decrease with the time to maturity in question. Among the techniques, we can notice that in the comparison of model 4 with model 5 very little information is aggregated by the addition of the second principal component analysis factor, since the result of these two models is very similar in all tables.
Model 3, on the other hand, presents a relatively worst result than models 4 and 5 in the majority of analysis, with exception of a few points where the exercise price is greater, especially in the tables with a sample of 500. Therefore, in general, models 4 and 5 are preferred to 3. This fact may be due to the fact that we do not use the lags of all the maturities of this model, only in one maturity.
Therefore, we demonstrated that the proposed methodology presents superior results in terms of accuracy in the pricing of zero coupon bonds in this Monte Carlo experiment, since the computed root mean squared error is, in average, smaller than that computed by the PCA model, which is the usual non-parametric method used in the literature. Conclusions on the performance of this estimator in empirical problems are made in the next section.
Empirical Application of the Model -Pricing of IDI Index Options
To demonstrate the application of the method for real problems, we used the method to carry out the pricing of call options on the IDI Index, a very important interest rate derivative in Brazil. Firstly, it is important to describe how the Interbank Deposit market works to contextualize the paper. The options on the Interbank Deposit Rate Index (IDI) are derivatives listed in index points, and each point is defined by the BM&F with a value of R$ 1.00. They are called Asian options, since its yield depends on the whole trajectory of the underlying asset throughout the analyzed time period, and not only on the value of the underlying in the expiration date (as it is the case of several other European options in the market).
Its underlying asset, the IDI Index, is nothing more than the accumulation of the average rates of interbank deposits in a day. This characteristic of the rate allows us to use the curve of DI1 future contract to estimate the volatility function of the interest contracts on IDI. The future DI contracts are instruments with a reference value of 100,000 points in the exercise date, and the sale and purchase price is the present value of this reference amount (which is of R$ 100,000.00, given that each point has a value of R$ 1,00). Thus, the volatility calculated in this section of the paper through the non-parametric kernel regressions is simply the estimator of the volatility function of the DI1 contracts. The pricing of IDI Index options has been discussed in the finance literature in Brazil using several classes of models. The original theoretical formulation of IDI Index option pricing in the context of a Vasicek model was proposed in Vieira and Valls (2001) and Valls and Vieira (2001) ; the pricing in the context of the Cox-Ingersoll-Ross model was proposed in Barbachan and Barbachan and Ornelas (2003) , the use of the Hull-White model was discussed in Gluckstern et al. (2001) and an approach based in the calibration of Gaussian HJM models using the principal component analysis was discussed in Barbedo et al. (2010) .
To carry out the option pricing using the results of the volatility estimation, we calibrate the DI volatility function and calculate the integral of this function in relation to the maturity to find the volatility of the IDI Index. It is important to remember that this is possible because the IDI Index is the accumulation of the DI contracts in a day and, therefore, similar to a zero coupon bond. Because we are using a Gaussian HJM model, we can change the pricing function from the call option of a zero coupon bond to the call option of IDI Index, given the fact that the volatility being deterministic, make it possible to use it as a pricing formula input in both cases. In this case the formula is a generalization of the Black model presented in the pricing of zero coupon bond options, using a integrated volatility parameter given by:
with T 0 denoting now the pricing period of the option and T the maturity of this option. In this case the parameter v is calculated as the integral of the volatility function between period 0 and a maturity period T . Since the IDI Index is an accumulation of DI rates, its volatility can be calculated as the volatility of a zero coupon bond with maturity T estimated using the non-parametric method on the term structure curve of the DI contract curve in the Brazilian market, and by non-arbitrage the estimation of the volatility function in this case can be used to calculate the volatility of IDI Index between the initial period and maturity of the option.
For volatility function calculation, the five models described in the previous section, about simulations, can also be used in this application on IDI Index. In this case we used different estimation samples of the DI curves to calculate the volatility functions, to verify the impact of this choice over the prices and options. The analysis is done with rolling bandwidths of 22 days (approximately a month in business days), 125 (approximately 6 months) and 250 (approximately one year) and 500 (approximately 2 years). The analysis is done by taking the last 300 trading sessions before June 26 th 2013, and the pricing is done for all the IDI Index call options traded each day. This way we price the last 300 trading sessions, estimating the volatility function with movable bandwidths in the last -1999-2013 22, 125, 250 and 500 yield curves of DI for each previous trading session.
Because the DI curve is not observed with fixed maturities, we interpolate the DI curves observed in BM&F with expirations that vary from 21 to 840 days, so that 17 equally spaced maturities could be obtained in this interval. Therefore, the volatility estimation in this series of 17 maturities is done through kernel regressions and the weight are carried out to find a volatility function that will be used in the pricing, in the same way as it is done in the simulation section. Figure  5 shows the evolution of the structure of Future DI traded in the BM&F, in the interpolated maturities described above. Table 5 shows an example of kernel pricing method, using the method 3 previously discussed, to price the call options for ID Index with different maturities and time to expiration in the trading session of 04/04/2012, compared to the closing price of each option. In this table we have the value of the ID Index in the initial date, the time to maturity in years, the exercise price of the contract (strike) and the prices calculated with the non-parametric/Gaussian HJM kernel method, and in the last column the closing price of this option in that trading session.
Figures 6-9 show some examples of volatility functions estimated with the several kernel methodologies for the DI series. The estimation day in question was 10/15/2012, comparing several methods and estimation bandwidths. It can be observed that the model 1 with a bandwidth of 500 days (figure 6) presents a volatility function with an atypical shape when compared with the literature. In the paper by Mercurio and Moraleda (2000) , for example, there is a discussion about the typical shape of volatility functions of interest rate term structure, making it clear that the humped-shaped curve is normally found in empirical papers. According to the authors, many theoretical papers do not capture this characteristic of the function. We can observe that using the bandwidth of 500 with model 4 (figure 7) we can capture this typical pattern of the volatility function. However, the shape of the curve depends greatly on the estimation bandwidth used. For example, using the shorter bandwidths for method 4 (figures 8-9) the shape of the volatility function changes a great deal, demonstrating the change in the volatility pattern observed in the DI series. Tables 6-8 show the accumulated results of the pricing using the four different bandwidths and five methods, aggregating the pricing results of all the buying options traded in the BM&F in the last 300 trading sessions before 06/26/2013, with different maturities and strikes. In regards to the obtained results, the first important point to be mentioned is the magnitude of the values presented. It is known that the premiums of IDI index options are very high, given the high notional value of the IDI Index, as can be seem in the example of Table 5 . Therefore, given the high value of the underlying asset, the errors presented in the tables are relatively small.
Other points worth mentioning are the adjustment measures presented in the tables. The mean error (ME) reflects the bias of the model in relation to the market price of the options considered, while the root of the mean squared error (RMSE), reflects not only the bias, but also the variance. The mean absolute error (MAE), on the other hand, is the average of the absolute error values, so that there are no negative values. In regards to the kernel bandwidth selection, again a Gaussian kernel was used in this empirical part and the criteria for bandwidth selection is least squares cross validation The results using the modified AIC are similar and are not shown for reasons of brevity.
Considering the results, we observe that, in general, the first two models tend to decrease their errors as the sample increases. A clear exception can be observed in Table 9 , in which the errors of model 2 are considerably high, showing that the method with HAC kernel weight performs worse when the estimation sample increases. In regards to the other three models, the general tendency is to have an increase in errors up to the analysis with 250 days, and when the sample is of 500 days, these values tend to decrease.
These facts can be explained by two effects. The first is the question of the trade-off between bias and variance of the estimators when an estimator that assumes a constant process is used (in our case assuming a Gaussian HJM model with a deterministic volatility function) when the actual process is changing in time (non-homogenous). In this situation we can minimize the bias by using a smaller estimation sample, but this reduces the efficiency of the estimation, since we use a smaller sample for the calculation of the estimators. In general, we can obtain better results in regards to adjustment to market observed prices with estimation samples of 125 days, which is equivalent to using approximately six months to estimate the volatility function.
Although it is not directly possible to compare the results obtained with previous papers in the pricing literature, such as Vieira and Valls (2001) , Barbachan and Ornelas (2003) , Gluckstern et al. (2001) and Barbedo et al. (2010) , given that we use more recent data, and the different metrics used in each paper, some general qualitative comparisons can be made. The models calibrated using bandwidths of 22 and 125 days present a good adjustment to the data, and in general terms the bias and mean squared errors are considerably low. In contrast, the results found in Barbachan and Barbachan and Ornelas (2003) and Barbedo et al. (2010) find systematic errors in forecasting, with systematic underpricing when the Vasicek and Cox-Ingersoll-Ross models are used and overpricing when the PCA calibrated HJM model is used. Although, this is a different sample, and the contract notional values are different, our results with estimation bandwidth of 22 and 125 days have also shown an average result in terms of the mean absolute errors being systematic lower to those obtained in Gluckstern et al. (2001) , where the Black, Hull-White and Black-Karasinki models were compared for IDI Index option pricing.
Comparing the many kernel estimation specifications, we had better results for this sample using method 1 in terms of mean error (sample with 250 observation), and method 2 in terms of root of mean squared error and mean absolute error (sample with 250 observations). It is possible to interpreter this result as the robustness of these two methods in a curve with a very complex shape, with clear changes in the volatility pattern in the observed period. Especially method 2, that uses the optimal long run non-parametric weights (HAC), produces results that are very close to the market price, indicating that this specification, can capture realistic aspects of the pricing method in this market.
Conclusions
The objective of this paper was to apply a non-parametric technique in the pricing of options on contracts related to the term structure of interest rates. The methodology used was, basically, the proposal of five kernel regression models to find the volatility function of term structure of interest rates and the application of these volatility functions in the pricing of derivatives using Gaussian HJM models. Thus, adopting the no arbitrage structure of the Heath-Jarrow-Morton class of models, the pricing of fixed income bond options depends basically of the modeling of the volatility function of the underlying asset.
Our paper contributes to the literature of non-parametric pricing of options in two ways. The first is by analyzing the different possible specifications to estimate the volatility function, proposing specifications with cross-section and time series information, and thus generalizing the formulation proposed in Jeffrey et al. (2004) , that uses only the past values of the rates as regressors in the kernel specification. Additionally, we discussed a modification of Jeffrey et al. (2004) , using an optimal weighting derived from the non-parametric estimation of long run covariance matrices, more adequate to dependent and possibility heterogeneous processes.
The second contribution of this paper is to verify the performance of the nonparametric estimators of the volatility function in the pricing of derivatives, a analysis that is not present in Jeffrey et al. (2004) . In this objective we used the analytically simple version of the Gaussian HJM model. This specification avoids the computational difficulties present in non-homogenous models, which need nonrecombining tree calibration or pricing though Monte Carlo simulation. Although this class is a restricted HJM model, we demonstrated that its results in option pricing are very robust, even when the dada generating process is associated with volatility functions varying in time, as showed in the simulation studies and in the empirical analysis in the pricing of IDI Index options.
