Modeling representations of image patches that are quasi-invariant to spatial deformations is an important problem in computer vision. In this paper, we propose a novel concept, the texture trace, that allows sparse patch representations which are quasi-invariant to smooth deformations and robust against occlusions. We first propose a continuous domain model, the profile trace, which is a function only of the topological properties of an image and is by construction invariant to any homeomorphic transformation of the domain. We analyze its theoretical properties and then derive a discrete-domain approximation, the Discrete Texture Trace (DTT). DTTs are designed to be computationally practical and shown by a set of controlled experiments to be quasi-invariant to smooth spatial deformations as well as common image perturbations. We then show how DTTs can be naturally adapted to the incremental tracking problem, yielding highly precise results on par with the state of the art on challenging real data without using heavy machine learning tools. Indeed, we show that with even just using one image at the start of a sequence (i.e. no incremental updating), our method already outperforms four of six state of the art methods of the recent literature on challenging sequences.
Introduction
Non-affine deformations are challenging image perturbations that arise in a variety of computer vision domains. They may be caused by viewpoint changes under perspective projection, or variations of objects that are deformable or articulated. The vision community has long sought representations that are quasi-invariant to such transformations for the use in detection, recognition and tracking. In con- Figure 1 -One-shot tracking of the 'dudek' sequence [11] . The reference image is at the top left, the others show detections of our algorithm based on the reference. Visualizations are also available at http://texturetraces.org.
trast to affine spatial deformations, less focus has been directed at the weaker constraint of locally smooth deformations beyond the affine. Figure 2 shows an example for such deformations.
To introduce our concept, we note that many representations are explicitly or implicitly based on the notion of the Euclidean distance in the image domain. An image patch is often modeled as atomic image elements in particular spatial arrangements. Popular methods such as SIFT and shape context fall into this category as they essentially capture marginal distributions of edges in spatial configurations. For general deformations however, the Euclidean distance in the image domain may only be weakly related to the Euclidean distance in the original scene, e.g. on the surface of a curved object, especially over larger scales.
The main premise of this paper is that while Euclidean distances may change arbitrarily under smooth deformations, the topology of the image is preserved, i.e. the local neighborhood structure does not change. Instead of the Euclidean distance, we build our model based on topological connectedness and the preservation of local neighborhoods.
After a literature review in section 2 we show in section 3 in a continuous space how this leads to a representation that is strictly invariant to smooth deformations of the image domain and provide a coarse discrete approximation that retains quasi-invariance in section 4. Then, in section 4.3, we represent an image patch as the set of all topological relations of its center location. Finally we show in section 5 how to use our concept for incremental tracking and point matching and compare to the state of the art in section 6. Section 7 concludes with final considerations and outlook.
Related Work
Feature descriptors that are invariant to geometric transformations have been addressed in a variety of ways. A popular stream of work is to estimate local parametric models of transforms, such as scale ( [23, 20, 16] ) and affinities ( [24, 22, 12, 29] ) based on the flat surface assumption. Several approaches treat feature detection and computation of the invariant feature descriptor as a single step ( [6, 28] ), or normalize with respect to a partial model and then capture the residual perturbations in the feature descriptor ( [20, 5] ). In [7] the authors combine multiple support regions into a classification scheme. Similarly, affine key point matching has been addressed by learning approaches ( [3, 15] ). The main difference of our approach to these methods is that we do not assume a parametric model of the projection or surface geometry, apart from smoothness of the deformation. Another important property of our approach is that we can compute a quasi-invariant descriptor at any textured point in the image, without requiring the detection of key points as a first step. Patch descriptions that are invariant to more general and non-parametric deformations have received much less attention. In [17] the authors pose the problem in a framework based on geodesic distances in the image. Our method makes much weaker assumptions on the underlying pattern. Both the recent chains model ( [13] ) and critical nets ( [10] ) are related in spirit in the sense that they use local contextual image information only to infer locations and encode invariant image features in a graph-based fashion. In [30] the authors present an invariant representation based on straight edge segments on surface discontinuities. We distinguish from landmark-based non-linear rectification ( [31] ) and earlier approaches that separately estimate the curvature of underlying surfaces ([21, 9, 2]) by not requiring the transformations to be parametric nor do we explicitly need to estimate such transformations.
Incremental tracking is an important problem and has been approached from a variety of directions (refer to the recent [18] for an overview) such as discriminative classifiers ( [4] ), generative models ( [25] ), combinations of trackers ( [27] ) and fragment representations ( [1] ). Our method has characteristics of fragment representations and also can offer generative understanding of local image regions. 
Continuous Profile Traces

Introduction
This section outlines the strategy followed in the rest of the paper. We motivate the approach in a continuous domain and then present a coarse discrete approximation in section 4. We begin by looking at two locations X 1 , X 2 ∈ R 2 in images of a scene under a locally varying spatial deformation H as shown in figure 2. These deformations may stem from projective effects between a stereo image pair, nonrigid deformations of natural objects over time, intra-class variation of similar objects, etc.
Our approach is to model the location X 2 by describing how to get there from X 1 in a manner that depends only on the image texture and is invariant to local deformations.
Instead of defining X 2 by a Euclidean (difference) vector from X 1 , we declare it in the same fashion one may use to follow directions in an unknown city: "To arrive at your destination from your current location, follow the road until you see a church on your right. Make a left at the next traffic light and drive until a roundabout. Take the second exit ..." and so on. This kind of guidance is of topological nature and (largely) invariant to smooth deformations of the underlying space and quantitative knowledge of the underlying metric is not necessary. In general this is not possible without ambiguities. This can be seen if one considers two locations in an image of constant gray level, where any spatial deformation will not present itself in the image texture. In effect, a particular description of how to get from X 1 to X 2 may also lead to other locations X = X 2 . This partitions the image domain into two equivalence sets: the set of locations that can be reached by the description starting from X 1 and the set of locations that can not be reached. We term the former the feasible set of X 1 with respect to the particular description. This is visualized in figure 3 . Different path descriptions t from X 1 to X 2 possibly induce different feasible sets. We can constrain the location of X 2 the most by considering all feasible sets starting at X 1 that contain X 2 (cf. figure 3) . If the path descriptions are invariant to local smooth perturbations, then by construction the feasible sets themselves as well as the constraint that the location of X 2 is contained in their intersection are invariant.
The issue then is how to construct such an invariant path description? To this end we already noted that smooth deformations do not change the topology of the domain, i.e. the local neighborhood structure is preserved. This is precisely what we will use to construct our invariant description by assuming only the preservation of local neighborhoods, but not global spatial relations.
The following section 3.2 lays out the terminology and conceptual foundation in a continuous space.
Continuous Profile Traces
Although our concept is not limited to single channel images or even images at all, for clarity of exposure we make the following simplifying assumptions for the continuous construction: Pairs of continuous-space images I, I : R 2 → R are spatially related as in figure 2 by a continuous mapping H : R 2 → R 2 with continuous inverse, i.e. a homeomorphism, and the brightness levels, contrast, etc. do not change between the images. Now, in the domain of the image I, every curve γ : [0, 1] → R 2 with continuous velocity that connects two locations X 1 and X 2 (i.e. γ(0) = X 1 , γ(1) = X 2 ) has an equivalent curve γ (r) = H(γ(r)) in the transformed image I that connects the mapped points X 1 = H(X 1 ) and X 2 = H(X 2 ). The images I and I as function of the curves γ and γ respectively have the profiles t(r) = I(γ(r)) = (I•γ)(r) and t (r) = (I •γ )(r) which we call profile traces (or simply traces for short, as opposed to the curve γ). The traces have the property that t(r) = t (r) at every point r because
In other words the traces t do not change under smooth deformations. This property by itself is not very helpful as the deformation is exactly known in the construction of the trace t and the curve γ is not directly observable. A weaker but ultimately more useful statement is that there exists some curveγ between X 1 and X 2 with the same tracê t = I •γ = t. This is strictly a weaker criterion as the underlying curvesγ and γ are not necessarily the same. The existence property is not a function of H and thus invariant under H.
Our goal is to restrict the true location of X 2 = H(X 2 ) given the image I , a profile trace t and the location X 1 = H(X 1 ). The following holds with regard to the location of X 2 : Proposition 1. A necessary condition for any X being the true location X = X 2 is the existence of a curveγ such thatγ(0) = X 1 ,γ(1) = X and the resulting tracet is equivalent to the trace t.
As a semantic shortcut in the following we will write that the location X 2 is related to the location X 1 by the trace t (and: X 2 is related to the location X 1 by the trace t). Due to the potential ambiguities mentioned earlier, in general many locations X are related to X 1 by a particular trace t. The set of these locations is what we call the feasible set of the trace t given the location X 1 . By construction, the induced feasible sets are invariant to H as each individual member of the set is defined in an invariant manner.
Finally, the best we can restrict the location of X 2 given X 1 is by the intersection of the feasible sets of all traces between X 1 and X 2 that start at X 1 : If X 2 is in the intersection of the feasible sets of all traces that lead from X 1 to X 2 , then X 2 is in the intersection of the feasible sets of the same traces starting from X 1 .
Discrete Texture Traces
Discretization
In order to make the trace concept computationally practical, we need to make a set of approximations. The goal of the computation is to determine the feasible set given a start location and a trace description. Firstly we approximate the continuous curve γ as a finite sequence of discrete steps by quantizing the neighborhood around a location x i as shown in figure 4a. There are n θ angular bins and a neighborhood relation N . Two locations x i and x j are neighbors if they are closer than a neighborhood scale and they are then related by the particular discrete angular relation θ. In the continuous case, the local neighborhood , θ1) , (l2, θ2) , (l3, θ3)) relates locations xi and xj is considered relative to the orientation of the curve at that point. For computational purposes we look at two simpler alternatives: We either take the orientation relative to a common global coordinate system, yielding discrete traces that are not rotation invariant, or define the orientation relative to some estimate of the local texture orientation, yielding rotation invariant discrete traces. Finally, in order to represent the local image texture, we quantize the local image appearance into a set of discrete labels l. Any quantization yielding a robust labeling of local image appearance such as vector-quantized texture or shape descriptors would be suitable. Putting everything together, a discrete trace is a finite sequence of discrete, labeled nodes x i (with label l i ) and their discrete mutual neighborhood relations θ i . This very coarse discretization potentially introduces aliasing effects, implying that we do not retain the strict invariance of the continuous representation but quasi-invariance. The aliasing can be reduced by making the quantization finer.
Discrete Texture Traces
We are now equipped to formalize the discrete approximation of the continuous profile trace. Due to the fact that the labeled nodes capture local texture information, we term these discrete texture traces (DTT).
Definition 2.
A discrete texture trace is a finite sequence of label-relation pairs T = ((l, θ) i ) of length n d . Given a starting location x i it induces the feasible set of locations x j that are reachable from x i via the trace T . A location x j is reachable by T if there is a sequence of locations (y k ) such that N (x i , y 1 )∧N (y 1 , y 2 )∧. . .∧N (y n−1 , x j )∧θ(x i , y 1 ) = θ 1 ∧ θ(y 1 , y 2 ) = θ 2 ∧ . . . ∧ θ(y n−1 , x j ) = θ n and the locations (x i , y 1 , . . . , y n−1 ) have labels (l 1 , l 2 , . . . , l n ) respectively. Figure 4b illustrates this for the example DTT T = ((l 1 , θ 1 ) , (l 2 , θ 2 ) , (l 3 , θ 3 )) of length n d = 3. The discrete neighborhood structure and labeled landmarks x, y induce a graph G = (E, V ) with the relations N, θ as edges E and the landmarks as labeled nodes V . In order to construct the graph, the nodes y and x are sampled densely in the image domain. We define the set of attributed adjacency matrices {A lθ } of the graph G as: a lθ ij > 0 iff the node i of label l has node j of arbitrary label connected to it by relation θ (as shown in figure 4a for θ = 3) . Then, according to definition 2 the trace T = ((l, θ) (y 1 , . . . , y n−1 ) such that
The matrices A are sparse and the existence of such a sequence can be established efficiently via matrix multiplication.
Patch Model
Now that we have shown how a specific DTT T relates two locations x i and x j we are ready to define how an image patch is generated: We simply model it by the set of all texture traces that have the patch's center point in their feasible set. In the continuous case of section 3 this is an infinite set and essentially describes the complete image domain in a topological manner. For the discrete approximation there is an implicit finite support region given by the discrete trace length n d and the neighborhood scale of N . Formally, a patch centered at location x j is modeled as the set {T } of all DTTs that have the location x j in their feasible set for any other location x i on the patch via equation 1. In order to use DTTs for matching or detection we define the set M = {T } from one or more source image patches as the reference set or model. For a particular query location x j in a target image we then compute the subsetM ⊆ M of traces that have x j in their feasible set. Due to image perturbations that violate the modeling assumptions and the aforementioned aliasing, not all DTTs might be present in a transformed image. Accordingly we define the detection confidence of x j as the relative number|M |/ |M | of reference traces whose existence for this location could be ascertained. Figure 6b shows the resulting confidence map, i.e. the intersection of the feasible sets sampled densely in the image domain, for the frame in figure 6a based on the reference set extracted from the top left patch in figure 1 . The confidence map is generated by sampling the nodes x j densely in the image and extracting the setM for each of them. This confidence score between zero and one is used throughout the following experimental sections.
The computation of the feasible sets is highly parallelizable, because the individual traces can be computed independently. (g) Revert model: If the confidence for any model C j is higher than threshold tr, set C = C j for the lowest such j, set i = j and x f = x j max .
(h) Update model: Extract the set of traces that lead to the current center x f and increase their count in C.
Incremental Tracking with Texture Traces
Incremental tracking of objects under perturbations such as illumination and scale changes, occlusion, in-plane and out-of-plane rotation and motion blur is an important, yet challenging problem. In this section, we show how our representation can be used to address some of these challenges in an incremental tracking framework. The tracking problem was chosen as an example primarily to demonstrate the representational power of the DTT. The basis for the algorithm is tracking by detection. In each new frame we compute the confidence for a dense set of locations in the image based on the current model M and use the location of the maximum confidence as the detected object position. Objects in video sequences may undergo gradual as well as rapid change of the their appearance. We address these changes by incrementally updating our model as well as dynamically keeping multiple models and possibly reverting to older models. The process is shown in algorithm 1.
Experiments and Results
Firstly we take a detailed look at synthetically perturbed data and examine the performance and invariance characteristics in comparison to geodesic intensity histograms (GIH, using the binaries provided by [17] ) with respect to Gaussian noise, in-plane rotation, scale and smooth non-affine deformations. Secondly we tackle the challenging problem of incremental tracking under occlusion, in-plane and outof-plane rotation and illumination change on realistic data.
Base Performance and Occlusion Behavior
Performance Metric The detection rate we use as metric for this part has been used prior in [17] : For each pair of images, we select a set of key points in the first image and establish their corresponding ground truth locations in the second image. The detection rate is defined as the number of correct matches relative to the total number of key points in the reference image.
Experimental Setup All synthetic experiments were executed with the tuning parameters: trace length of n d = 3, n θ = 4 possible angular quantization bins with a bin size of ±π/4 and scale of neighborhood relation N of 20 pixels. These parameters were chosen empirically as a trade-off between performance and computation time. For smaller n d the performance drops significantly, larger n d become computationally challenging. We sample a dense set of intermediate node locations uniformly in the image and assign their labels by calculating SIFT descriptors at a fixed scale of 15 pixels square around each node and quantizing them into a fixed code book of size n l = 32. For the oriented DTT, the orientation of the quantized patch is estimated as the major edge gradient orientation at the patch scale. The code book was determined by k−means from a set of descriptors gathered from a large image corpus unrelated to the test data. The GIH method was configured at α = 0.98.
We randomly selected a set of 20 images from the PAS-CAL VOC 2010 database ( [8] ) and perturbed them to generate test images. We varied each of the five perturbation parameters Gaussian noise, in-plane rotation, scale, occlusion and smooth non-linear perturbation individually. For the stochastic parameters noise, occlusion and non-affine deformation we additionally generated three samples for each of the twenty images. The locally smooth perturbations were generated as multi-scale Perlin noise, varying the noise amplitude. Figure 2 illustrates a sample of the smooth perturbations. The occlusions were generated by randomly replacing 16 pixels square blocks of the test image by salt and pepper noise until a certain occlusion percentage was achieved. We found that the GIH performed significantly better if we smoothed the images with a Gaussian filter with a standard deviation of 0.75. As our method and the GIH do not require key point detection we sampled around 150 patch centers on a regular grid in the unperturbed image.
Discussion Figure 5 shows the performance as a function of the various perturbation parameters for our method and the GIH. The oriented and non-oriented DTT perform similar except in the case of rotation, where the rotational invariance of the oriented DTT comes into play. In the other cases, the oriented DTT performs slightly worse than the non-oriented DTT which may be explained by the trade off of the additional rotational invariance via possibly erroneous local orientation estimations. Both our methods clearly outperform the GIH for higher noise levels and occlusion. The noise performance may be explained by the smoothing of the underlying SIFT computation as well as the label quantization. The better occlusion behavior of the DTT may be explained by the voting-like confidence measure in the sense that an observed false-positive DTT does not negatively impact the result, but only non-observed reference DTTs impact the result by not voting. For small smooth deformations all methods perform similar, whereas the GIH outperforms both DTT versions for very large smooth deformations. This may be a result of the stricter invariance of the GIH to smooth spatial perturbations.
Incremental Tracking
We implemented the tracking algorithm described in section 5 and compared the performance of the non-rotation invariant DTT on eight challenging real-world sequences to several state of the art methods. We did not include the rotation invariant DTT as in-plane rotation is addressed by the incremental updating. Visualizations of the tracking performance are provided in the supplemental material and on-line at http://texturetraces.org. The empirically selected parametrization of the DTT was n θ = 16 possible angular bins with an orientation bin size of ±π/8 and n l = 32 discrete labels at a trace length of n d = 3, resulting in (n θ n l ) n d ≈ 1.3 × 10 8 possible traces. We used a maximum number of about 0.3% of all possible traces as the active set size n a , yielding a very sparse representation. The scale at which to track was automatically chosen as the scale at which the initial set M is the largest, i.e. the scale where the most unique traces can be computed for the initial patch. The eight sequences have a wide range of perturbations including motion blur, in-and out-of-plane rotation, occlusions and illumination change ( Table 1 in [18] lists those individually). We used the two protocols from [18] and [27] , and add to their comparisons respectively. The four sequences 'board', 'box', 'lemming' and 'liquor' of [27] were evaluated by the PASCAL score [8] against the current best performing SPT [18] as well as PROST [27] , MIL [4] , FragTrack [1] , ORF [26] and GRAD [14] . We did not compare against the GIH as it is unclear how to extend this method to tracking. The PASCAL score measures the percentage of frames where the ground truth and detection overlap sufficiently to imply a correct detection. The results are shown in table 1. Our DTT method has a consistently high score and is on par with the SPT with an overall PAS-CAL performance of 95.5%. Furthermore we tested these four sequences and the four additional sequences 'david', 'girl', 'car' and 'faceocc2' that [18] use in their comparison. Their protocol uses the average deviation of the detected center from the ground truth relative to the diagonal size of the bounding box. The results are shown in table 2 in comparison to the same methods for the first four sequences and for the other four sequences in comparison to PROST, MIL, as well as TST [19] and IVT [25] . The DTT performs well compared to the recent SPT, particularly on the 'faceocc2' sequence which contains significant occlusion. The accuracy of our method on the 'box' sequence is limited by a lack of texture on the particular object. The run time of our method is on the order of tens of seconds per frame in Matlab.
One-shot Tracking
In order to get a better empirical understanding of the quasi-invariance properties of our representation, we asked the following question: how far can we get in tracking with using only one frame for model building, i.e. no incremental updating of the model. We call this one-shot tracking and it clearly stressed the invariance properties of any representation. We used the same tracking algorithm of section 5 but did not update the active set after the first frame. Furthermore we used all reference traces (i.e. n a = ∞), computed the confidence map on the whole frame and suspended the Figure 6 -One frame of the 'dudek' sequence [11] and the DTT confidence map based only on the first frame (shown in figure 1 top left, best viewed in color).
updating of x f if c max < 0.1 (i.e. less that 10% of the reference traces could be detected).
The resulting performance for the first four sequences is shown in table 1. When comparing the overall PASCAL performance of our one-shot method to the state of the art one can see that it outperforms four of the six compared methods. In other words, with just using one initial frame, our representation already takes third place out of seven, outperformed only by the recent GRAD and SPT methods. To illustrate the performance of our one-shot tracking, we applied it to the 'dudek' sequence [11] . Figure 1 shows at the top left the initial image cropped around the ground truth location and several detections of our algorithm throughout the sequence. Please note how the detected center point is always on the bridge of the nose between the eyes (as is the ground truth). Figure 6 shows one frame and the computed confidence map. The overall PASCAL performance on this sequence with our one shot tracking is 99.5%. The average distance between ground truth and detection is 2.5 pixels (or a ratio of 0.011 when measured as in table 2), indicating that our detections are very precise. We omit the one-shot results for table 2 since outliers skew the average ratio significantly, rendering this particular comparison meaningless.
Summary and Conclusions
We have described a new approach for representing deformable domains such as image patches, the profile trace and a particular discrete approximation, the discrete texture trace (DTT). We validated the DTT under perturbations including scaling, rotation, spatial deformation, occlusion and Gaussian noise. Furthermore we demonstrated a highly precise incremental tracking system based on our representation that is on par with the state of the art. Indeed, even without incremental updating, the DTT already outperforms four of six trackers of the recent literature. All of this is achieved without heavy machine learning tools or sophisticated tracking modules. The DTT representation is highly parallelizable, lending itself to GPU implementations.
Apart from using the DTT as a basis representation in other domains such as object class detection, we see two immediate extensions of our method. Firstly, the attributed adjacency matrices are not restricted to only encoding spatial and quantized appearance relations. Additional domain specific information such as motion in tracking or segmentations in object detection are straightforward to incorporate. As an example, the prior assumption of common foreground motion in tracking can be encoded in our model by including a particular relation in the adjacency matrices only if the neighboring locations have similar motion. This implies that a particular trace cannot cross a boundary with larger motion difference. This leads to motion consistent texture traces. Secondly, a trace relates the center location to another point on the patch. The actual observed configuration of the trace can then aid in reasoning about the scene geometry. For instance, the non-existence of a particular trace implies that any or all intermediate or end nodes are not observed.
Finally, the trace concept is applicable beyond just images to a larger set of multidimensional signals.
