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 The phenomenon that occurs in the area of West Java Province is that the 
people do not preserve their culture, especially regional literature, namely 
Sundanese script, in this digital era there is research on Sundanese script 
combined with applications using Feature Extraction algorithm, but there is 
no comparison with other algorithms and cannot recognize Sundanese 
numbers. Therefore, to develop the research a Sundanese script application 
was made with the implementation of OCR (Optical Character Recognition) 
using the Template Matching algorithm and the Feature Extraction algorithm 
that was modified with the pre-processing stages including using luminosity 
and thresholding algorithms, from the two algorithms compared to the 
accuracy and time values the process of recognizing digital writing and 
handwriting, the results of testing digital writing algorithm Matching 
algorithm has a value of 87% word recognition accuracy with 236 ms 
processing time and 97.6% character recognition accuracy with 227 ms 
processing time, Feature Extraction has 98% word recognition accuracy with 
73.6 ms processing time and 100% character recognition accuracy with 66 
ms processing time, for handwriting recognition in feature extraction 
character recognition has 83% accuracy and 75% word recognition , while 
template matching in character recognition has an accuracy of 70% and word 
recognition has an accuracy of 66%. 
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Every country has some wealth that can be preserved. One of the wealth owned by a country is culture. 
Indonesia has a country that has a very diverse culture, including script, language, and literature. At present, 
culture is required to keep pace with technological developments, so that culture is not used up by time. 
Therefore, the role of digitalization is very influential on current cultural development. Identifying scripts, 
documents, images, and videos are commonly done, along with the development of digital technology. This 
also underlies some research in digital image recognition. This image recognition is also embedded in devices 
such as scanner, digital camera, and smartphone [1]. 
Optical Character Recognition (OCR) is the classification process of optical patterns to recognize 
characters from a digital image [2][3][4][5][6][7][8][9]. OCR is replicate human functions and belongs to the 
family of machine recognition techniques performing automatic identification. OCR technology enables to 
transform documents such as scanned paper, pdf files, or images from the digital camera [10]. After 
transforming data, that can be reprocessed again, so the document is going to be editable and searchable data 
[11]. With the presence of OCR, text that is scanned with OCR can be identified as a case or word which can 
then be translated according to training data, and every text can be manipulated, replaced, or given a 
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barcode[12]. To recognize the pattern, OCR is doing the steps of segmentation, feature extraction, and 
classification[10]. 
On the other hand, the development of the introduction of letters or handwriting among them is doing 
optimization so that it adds a component of artificial intelligence with a view to increase accuracy in writing 
recognition. The research for recognition in Arabic font-written script is also done by Rashwan, 
Fakhr, Attia, El-Mahallawy. This research explores the HMM-based approach to building Arabic font-written 
OCR. The experiment is done with real-life documents that have more punctuation and special symbols. The 
data consists of 540 pages of the text scanned at 600 dpi with two conditions: font-dependent and multi-font. 
The experimental result showed that Mudir font has lower Word Error Rate (WER) compare to Simplified and 
Traditional font[13]. 
Many types of research have been done for recognizing text using OCR. Another research proposed 
a method for recognizing English character with many fonts. The neural network is the method for solving the 
problem. Binary images of English character with different font are used as database. This database includes 
237 samples of each character. There are five steps to classify character: pre-processing, feature extraction, 
calculating similarity measure to select feature, classification using genetic algorithm and SOM network, and 
evaluation. The result showed that the proposed method is able to recognize English characters with 98.5% 
accuracy[14].  
In addition, OCR also implements for the Qatari number plate. This research-based on feature 
extraction and template matching algorithms. In this paper, four algorithms are applied to Qatari number plates. 
The proposed algorithms are based on feature extraction (vector crossing, zoning, combined zoning, and vector 
crossing) and template matching techniques. All algorithms have been tested by MATLAB. In this experiment, 
2790 Qatari binary character images were used to test the algorithms. The template matching based algorithm 
showed the perfect recognition rate of 99.5% with an average time of 1.95 ms per character. However, this 
paper focused on comparing feature extraction and template matching for recognizing the Sundanese character 
and translate it into Latin character. There are several improvements to optimize in recognizing the Sundanese 
numbers. This paper includes 4 sections. First, the introduction discusses OCR and some research that is 
relevant to OCR. The second part explains the methods are used in this study, including the luminosity 
algorithm, thresholding, feature extraction, and template matching. The following part focused on testing and 
the experimental results by comparing two algorithms. Last, the conclusions and suggestions that support future 
research related to recognizing character by OCR image. 
 
2. METHOD 
This section explains about the method that is implemented in this research. The research contains the 
following steps. First, the luminosity method is applied to convert RGB color to grayscale. Next, the Grayscale 
Image must set into a binary value. This way makes an image is easier to distinguish structural features. So, an 
image with binary value can make it easy to distinguish objects from the background[15][16]. Threshold values 
are used to set binary values that can be generated from an image. Furthermore, the binary images are read by 
OCR and adjusted by the Feature Extraction and Template Matching Algorithm[9]. Next, the algorithm has to 
match training data, so it can generate Latin character from the Sundanese character inputs. All of the steps 
described in the following figure 1. 
 
 
Figure 1. Steps to Recognize Sundanese character 




Figure 2. Illustration of Extraction of Feature 
2.1.  Luminosity 
The intensity of a pixel has a range between a minimum and a maximum. This range is represented in 
an abstract way as a range from 0 (total absence, black) and 1 (total presence, white), with any fractional values 
in between. To converting RGB to grayscale/intensity, it must have specific weights to R, G, and B colors that 
are to be applied. These weights are: 0.2989, 0.5870, 0.1140[17]. In these steps, input images with RGB color 
are converted into grayscale images. Grayscale images are images that only have gray images, which means 
the intensity level of each color is the same, has an intensity of 0 to 255. The equation as in follows: 
 
Y = (0.299*R) + (0.587*G) + (0.114*B)      (1) 
 
R = Red Color Component 
G = Green Color Component  
B = Blue Color Component 
 
2.2.  Convert to Binary Image 
There is a way to convert Greyscale images to Binary images. It can apply with a Threshold value. 
Threshold value is the value of greyscale images valued from 0 to 255, by determining the threshold value we 
can set which images will be included in the value 0 (White) and which images will be included in the value 1 
(Black). The process of changing the image can be formulated with the following equation: 
 
         (2) 
 
a = Threshold value 
I = Pixel intensity 
b = Binary value (0,1) 
 
2.3.  Feature Extraction 
Feature extraction is a method to construct a smaller set of features by non-linearly combining existing 
features. In contrast, feature selection methods assign each feature, which has an importance value. This 
method is used to filter the set of features[18]. This is an example of feature selection based on the extraction 
of feature such as comparison of width and height (Ratio), Number of Horizontal lines, Number of vertical 
lines, open character image (top, bottom, right, left), the intersection of vertical lines in the middle of the image, 
intersection of horizontal lines in the middle of the image. The illustration extraction of features is shown in 
the figure 2. K-Nearest Neighbor (KNN) algorithm is used to recognize the character, and the result is 














2.4. Template Matching 
Template matching is an algorithm that has the concept of matching every pixel of a binary image to 
the template from the training data. The binary image that is inputted will be calculated the correlation value 
(match value) the largest correlation value that is considered to be in accordance with the template[19][20]. 
Template matching recognizes by calculating the correlation value between the input image and the template 
image. 
     (3) 
 
W character is have open and top character image 
I character is have vertical lines 
E is have horizontal and vertical lines   
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Figure 3. The example of binary template 
Figure 4. The Comparation between binary template and image data template (1) 
 
Figure 5. The Comparation between binary template and image data template (2) 
n = number of pixel in a matrices 
r = correlation value of two matrices 
Xij = pixel value of matrices with cell in i x j (matrices template) 
Xik = pixel value of matrices with cell in i x k 
Xj = average value of a pixel in matrices (j) 
Xi = average value of a pixel in matrices (i) 
 
In figure 3 showed the example of data. The data has converted into a binary image. This binary image 



















The recognition process is done with the Template Matching Correlation. This method is useful for 
finding images that match the input image.  The template matching is done for comparing the binary template 
with the available data template. The correlation value obtained from the template image with the input data is 































From figure 2, the calculation of input images compares to the binary template have got a correlation 
value of 0.86711. The result showed that the image data template 2 has a higher value than image data template 
1. So, the most suitable data is the data which have the largest correlation value, namely the second image data 
template. Then, the input letters are recognized as the second input data. 
 
3. RESULTS AND DISCUSSION  
The aim is based on the variation of Sundanese characters and speech. The typeface used in digital 
writing testing is Sundaness.ttf, while the handwriting test is done by taking three different handwritten sample 
data with the image format used is png. The test parameters used are the processing time and the level of 
accuracy of the algorithm in recognizing the Sundanese script. Test data used for digital writing were 42 
Sundanese characters and 30 Sundanese words. Whereas ten characters Sundanese dan handwriting and ten 
Sundanese words, with three different examples of writing. 
 
3.1.  Digital writing test results of the Sundanese script introduction. 
The test is based on Sundanese characters, vowels, consonants, and numbers of 42 characters. The 
test results show that the accuracy rate of the feature extraction algorithm is 100%, while template matching is 
97.6%, or with an error rate of 2.4%. While the average processing time of Feature Extraction is 66,023 ms, 
and Template Matching is 220,547 ms. Figure 2 explains the comparison of the time of the digital writing 
process of character writing between the Matching Template and Feature Extraction, and the Feature Extraction 
processing time tends to be faster than the Matching Template. 
 
 
Figure 6. Comparison of processing time for digital writing 
 The next test is based on the number of words in the Sundanese script using 30 sample words. Based 
on the test results, the accuracy obtained by Feature Extraction is 98%, and Template Matching is 87%, or with 
an error rate of 13%. While the average processing time of Feature Extraction is 73.6 ms, and Matching 
Templates is 236 ms. Figure 3 explains the comparison of the time of the digital writing process between the 
Matching Template and Feature Extraction, and the tendency of the Feature Extraction processing time is faster 
than the Matching Template. 
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Figure 7. Comparison of processing time for digital writing 
3.2.  Testing of Sundanese script handwriting recognition  
 
Handwriting testing is done by using three data samples from different handwriting, ten data for 
character recognition, and ten data for word recognition. The test results, the accuracy of the feature extraction 
algorithm is 83%, while template matching is 70%, or with an error rate of 30%. While the average processing 
time of Feature Extraction is 71.5 ms, and Template Matching is 226 ms. Figure 4 explains the comparison of 
the time of the character's Sundanese handwriting process between the Matching Template and Feature 
Extraction, and the Feature Extraction processing time tends to be faster than the Template Matching. 
 
 
Figure 8. Comparison of processing time for handwriting 
The next test is based on the number of words in the Sundanese script, using 30 sample words. Based 
on the results of testing, the accuracy obtained by Feature Extraction is 75%, and Template Matching is 66%, 
or with an error rate of 34%. While the average processing time of Feature Extraction is 99.83 ms, and Template 
Matching is 257.4 ms. Figure 5 explains the comparison of the time of the handwriting process between the 
Matching Template and Feature Extraction, and the tendency of the Feature Extraction processing time to be 
faster than the Matching Template. 





Figure 9. Comparison of processing time for handwriting 
 
4. CONCLUSION 
Based on the test results of the introduction of Sundanese script using digital writing or handwriting, 
the accuracy of reading Sundanese characters and words using the feature extraction algorithm is higher than 
the template matching algorithm. Similarly, the average processing time required for feature extraction 
algorithms is faster compared to template matching algorithms. In order to avoid noise and be able to maximize 
the pattern recognition process, further research in the pre-processing process can use other OCR algorithms, 
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