In cognitive radio (CR) systems, secondary users (SUs) are allowed to utilize the available spectrum of primary users (PUs) to improve the spectrum efficiency (SE), under the condition that the interference imposed on PUs must be limited by a threshold. However, this will degrade the quality of service (QoS) of SUs. In this paper, intelligent reflecting surface (IRS) is proposed to conquer this dilemma.
I. INTRODUCTION
As a revolutionary technique, intelligent reflecting surface (IRS) has received extensive attention from both academia and industry since it can enhance the spectral and energy efficiency of the wireless communication systems through a preprogrammed controller [1] - [3] . IRS is equipped with a large number of elements made of special materials and functioned by adjusting the reflecting coefficients (i.e., phase or amplitude) of the incident radio-frequency (RF) wave and reflecting it passively. The signals reflected by IRS can be added with other signal paths either to increase the signal strength at the desired receiver, or to mitigate the co-channel interference at the unintended users. The existing contributions have demonstrated that IRS is promising to enhance the spectral and energy efficiency in IRS-aided wireless systems. For instance, the active transmit precoding (TPC) at the base station (BS) and the passive beamforming at the IRS are jointly optimized to achieve some certain performance metrics such as maximizing channel capacity [2] - [8] and physical layer security rate [9] - [12] , as well as minimizing transmission latency and total transmit power [13] , [14] .
Another effective technology to enhance spectrum efficiency can be cognitive radio (CR) which is known as a promising technique to realize spectrum sharing in future wireless communication systems [15] - [18] . In CR systems, the primary user (PU) is defined as a spectrum-licensed user who always has high priority to access the spectrum, while the secondary user (SU) is normally unlicensed but can be allowed to share the spectrum without causing harmful interference to the PU. However, the challenge of CR systems is that the performance improvements for the PU and the SU are conflicting. Specifically, to enhance the performance of the SUs, transmit power at the SU transmitter (ST) should be increased to enhance the signal strength at the SU receiver (SR), which will increase the interference towards the PU receivers (PRs). Fortunately, this issue can be tackled by introducing an IRS into the CR system since the IRS can help increase the desired signal strength of the SU and mitigate the co-channel interference to the PU through jointly optimizing the TPC and phase shifts [19] .
However, most of the existing algorithms were based on the assumption of the perfect channel state information (CSI) at the transmitter. In general, for the IRS-aided wireless systems, the direct channel spanning from the BS to the user can be readily estimated by conventional channel estimation methods such as the least square algorithm. However, it is challenging to estimate the channel which is related to the IRS such as the channels spanning from the BS to the IRS (BS-IRS) and the IRS to the user (IRS-user), since the IRS is passive and can neither send nor receive pilot symbols. This challenge is more severe in IRS-aided CR systems, since the channel spanning from the ST to the PR is more difficult to estimate due to the uncooperative relationship between the PU and the SU. Hence, most of the existing contributions focused on the channel estimation of the IRS-related channels. The IRS-related channel estimation can be classified into two approaches. The first one is to estimate the BS-IRS channel and IRS-user channel independently by installing some active elements at the IRS [6] . This approach will increase an undesired burden of the IRS due to the increased hardware and extra power cost.
Additionally, the extra information exchange overhead e.g., the estimated CSI is required to feed back from the IRS to the BS.
The second approach is to estimate the cascaded BS-IRS-user channel, which is the product of the BS-IRS channel and the IRS-user channel. It is more cost-effective to estimate the cascaded BS-IRS-user channel as no active radio frequency chains are required at IRS. Fortunately, cascaded channels are sufficient for the transmission design [20] - [23] . Specifically, a decompositionaided channel estimation framework based on the effective cascaded channel was proposed for IRS-aided multiple-input multiple-output (MIMO) systems [20] . Furthermore, a novel threephase pilot-based channel estimation framework was proposed to reduce the training duration for the multiuser IRS-aided communication system [21] . In order to further reduce the training duration, the cascaded channel was represented in a sparse form and a compressed sensing method was developed for channel estimation by exploiting the sparsity feature in mmWave channels for IRS-aided multiple-input single-output (MISO) systems [22] and for IRS-aided MIMO systems, respectively [23] .
Unfortunately, most of the existing contributions on the transmission design were based on the assumption that the CSI is perfectly known at the BS. However, due to the challenging channel estimation in IRS-aided communication system, the channel estimation error is inevitable, and its impact on the system performance should be taken into account when designing the transmission scheme. Therefore, it is imperative to study the robust beamforming design for the IRS-aided wireless systems by considering the channel estimation error. To the best of our knowledge, there is only a paucity of contributions in this area such as [14] , [19] , [24] . Specifically, under the assumption of imperfect CSI, the authors in [14] studied the worst-case robust beamforming design for the IRS-aided multiuser MISO system aiming to minimize the transmit power of the BS by jointly optimizing the TPC and phase shifts. The same worst-case robust beamforming design was investigated in [24] for the case with multiple multi-antenna potential eavesdroppers whose CSI was not perfectly known. The joint design of the beamforming vectors and artificial noise covariance matrix at the BS and the phase shifts at the IRS was proposed to maximize the system security rate. However, these two algorithms were proposed under the first channel estimation approach, which is difficult to achieve since additional active elements are required at IRS. The second channel estimation approach was used in [25] , where a framework of the robust transmission beamforming was proposed based on the imperfect cascaded IRS-related channels at the transmitter. The S-procedure and the Bernstein-type inequality were used to approximate the worst-case rate constraints and the rate outage probability constraints, respectively, for solving the optimization problem. However, this robust beamforming design may not be applicable for the CR network.
To the best of our knowledge, the robust transmission design based on the cascaded channels for IRS-aided CR systems has not yet been studied. In CR systems, it is challenging to obtain the PU-related channels due to the lack of cooperation between the SU network and the PU network.
Hence, in this paper, we study the robust transmission design for IRS-aided CR networks by considering the imperfect PU-related channels, e.g., the imperfect cascade channel spanning from ST to PR via IRS and the imperfect direct channel spanning from ST to PR. Two types of channel estimation error models, i.e., the bounded CSI error model and the statistical CSI error model, are considered to design the robust active and passive beamforming. Specifically, the contributions of this paper can be summarized as follows:
• To the best of our knowledge, this is the first work to study the robust beamforming design under both the bounded and statistical CSI error models for the IRS-aided CR system.
The IRS is introduced into the CR network to enhance the system performance. The TPC matrix at the ST and the reflective element diagonalized (RED) matrix of the IRS are jointly optimized to minimize transmit power at the ST subject to the unit-modulus constraint of reflection beamforming, the requirement of each SU's minimum data rate and the limited interference imposed on the PU. The block coordinate descent (BCD) algorithm is employed to alternately optimize the TPC matrix and the RED matrix.
• For the bounded CSI error model, we propose two schemes to design the robust transmission beamforming. The first one is to treat the cascaded ST-IRS-PR channel and the direct ST-PR channel independently (named as separating cascaded channel and direct channel (SCD) scheme). The second one is to regard these two channels as a whole (named as combining cascaded channel and direct channel (CCD) scheme). For the CCD scheme, the uncertain CSI error is represented as one equivalent combined channel, while for the SCD scheme, the channel error is represented by two separated PU-related channels. The non-convex problems are then transformed into second-order cone programming (SOCP) problems by adopting successive convex approximation (SCA) method and penalty convex-concave procedure (CCP) method.
• For the statistical CSI error model, the channel error follows the circularly symmetric complex Gaussian (CSCG) distribution. This scheme (named by STA) aims at minimizing the transmit power at the ST by jointly optimizing the TPC matrix and the RED matrix.
The inverse chi-square distribution is used to simplify the probabilistic constraint of the interference imposed on the PU. Finally, the problem is handled by solving two SOCP subproblems.
• Some important results are obtained. With the assistance of the IRS, the number of phase shifts should be carefully chosen to obtain a tradeoff between the total minimum transmit power and the feasibility probability of the optimization problem. Moreover, improving the uncertainty level of the PU-related channels can reduce the SU's total transmit power, while a high uncertainty level will lead to a low probability for finding the optimal beamforming. The remainder of this paper is organized as follows. Section II describes the system model and gives the problem formulation. Section III and Section IV provide the CCD and SCD robust design based on bounded error model. The STA robust design based on statistical error model is provided in Section V. Then we give the computational complexity analysis in Section VI. The simulation results are provided in Section VII. Finally, we conclude this paper in Section VIII. respectively. I a is the a × a unitary matrix. vec(A), Tr(A) and Re(A) mean vectorization of A, the trace of A and extracting the real part from A, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, the signal transmission model, channel uncertainty assumptions and problem formulation will be presented.
A. Signal Transmission Model
In order to improve the performance of SUs, an IRS is deployed in the vicinity of the SRs at the CR system shown in Fig. 1 . This system consists of one IRS, one PR, one ST and K SRs, where the superimposed signals of K SUs are transmitted from the ST. Each SR will receive the encoded signals via the IRS or directly from the ST and then decode its own signal. Similarly, the PR will also receive the signals via the IRS or from the ST directly, which will cause interference to the PR. The IRS can receive the transmitted signals and passively reflect them without additional RF electric circuit. The IRS consists of N reflective elements and each element is denoted by φ n = e jθn , n ∈ N = {1, 2, · · · , N} 1 , where j is the imaginary unit, θ n ∈ [0, 2π] is the phase shift of the nth element and thus φ n has unit modulus, i.e., |φ n | = 1. Reflective element diagonalized matrix Φ = diag{φ 1 , φ 2 , · · · , φ N } is named as RED matrix. By appropriately tuning the phase shifts of the reflective elements of the IRS, the interference imposed on the PR can be mitigated whereas the useful signal received at the SR can be strengthened. We consider a MISO CR system, i.e., the ST is equipped with M t transmit antennas and the PR (or each SR) is equipped with a single receive antenna. Denote the channels from the ST to the IRS, to the PR and to the SR k (which is the kth SR,
and h d,k ∈ C Mt×1 , respectively. The reflective channels from the IRS to the PR and to SR k are denoted by g r ∈ C N ×1 and h r,k ∈ C N ×1 , respectively. Note that the channels g d and g r are related to the PR. In this paper, we assume that the channels related to the PR g d and g r are imperfect while other channels related to the SUs are perfect for the SUs 2 .
The desired signal of SR k is denoted by s k ∈ C, which has a corresponding TPC vector
Then, the transmit signal from the ST can be written as
The received signal at SR k can be given by
where n s k ∼ CN (0, σ 2 s k ). Similarly, the received interference signal at the PR is given by
where n p ∼ CN (0, σ 2 p ). Hence, the signal to interference plus noise ratio (SINR) of SR k is
The interference temperature (IT) imposed on the PR (ignore the noise) is
2 In practice, the CSIs of the IRS-related channels, including those from the ST to the IRS and from the IRS to the SRs, are usually uncertain for the ST since the IRS is passive and cannot receive and send the pilot signal. This kind of robust design can be also studied by the same method in this paper.
where G r = diag(g H r )F ∈ C N ×Mt is regarded as the cascaded channel from the ST to the PR via the IRS. In this form, g d and G r can be separately considered to be uncertain for the ST.
This form of IT corresponding to the SCD scheme will be investigated in Section IV.
In addition, we can further integrate the above two channels into an equivalent combined form denoted by G, which is given by
Thus, (5) can be written by another form as
. This form of IT corresponding to the CCD scheme will be studied in Section III.
B. Channel Uncertainty Assumptions
The channel uncertainty means that the CSIs of the PU-related channels are imperfect at the ST. As mentioned in (5) and (7), two equivalent schemes, SCD and CCD schemes, are investigated.
For the SCD scheme, the uncertainty of the channel in (5) can be modeled as
where g d and G r are estimated CSIs for the direct channel g d and cascaded channel G r , respectively. △g d and △G r are the corresponding CSI errors.
For the CCD scheme, the uncertainty of channel G in (7) can be modeled as
where G is the estimated integrated CSI at the ST, △G is the integrated CSI error matrix.
Therefore, (7) can be rewritten as
By substituting (8) into (6), G and △G in (9) and (10) can be respectively given by
In this paper, we consider two different types of error models to describe the imperfect PUrelated CSI as follows.
1) Bounded CSI Error Model:
In this model, the CSI errors of the direct channel and cascaded channel are assumed to be bounded in the region as follows:
where ǫ d and ǫ r are the radii of the bounded regions of CSI errors. With the above assumptions, we have
where ǫ is regarded as the radius of the bounded region of CSI error for the CCD scheme. It is noted that given ǫ d and ǫ r , (13) holds if (12) holds, however, the converse is not necessarily true.
In this paper, we will consider these two types of bounded errors, respectively. The robust design schemes considering (12) and (13) are regarded as SCD scheme and CCD scheme, respectively. This type of error will be named as the worst-case beamforming in the optimization problem to ensure the SINR is satisfied and the IT imposed on the PR is limited for any generations of the channel error within the bounded region.
2) Statistical CSI Error Model: In this model, the CSI error vectors of △G r and △g d are assumed to be mutually independent and follow the CSCG distributions with zero mean and covariance matrices σ 2 gr I N Mt and σ 2 g d I MtMt , i.e.,
According to the relationship in (11) , it can be verified that △G also follows the CSCG distribution as follows
where
That means the assumption of (14) is equivalent to that of (15) . We will only focus on the latter one in this paper. This type of error is investigated under the outage probability requirement of the PU's transmission. This scheme is named as STA scheme.
C. Problem Formulation
Based on the above assumptions, we aim to minimize the total transmit power of the ST by optimizing the TPC matrix W and the RED matrix Φ, subject to unit-modulus of the reflection beamforming, the requirement of each SR's SINR and the limitation of IT imposed on the PR.
Thus, the optimization problem can be formulated as Note that (P0) may be infeasible because constraint (16b) and constraint (16c) may be conflicting. The feasibility can be achieved by using admissible access control scheme to reduce the number of the SUs to access the unlicensed channel. This is beyond the scope of this paper and will be left for future work. The following algorithms are based on the assumption that the problem is feasible. In Section VII, we will provide numerical results of the feasibility rate.
Problem (P0) is challenging to solve since matrix variables W and Φ are coupled in (16b) and (16c). Moreover, the uncertainty of CSI makes the problem more complicated. For each error model, the BCD algorithm is used to alternately optimize W and Φ. For the bounded CSI error model, the CCD and the SCD robust designing schemes are investigated in Section III and Section IV, respectively. For the statistical CSI error model, the STA robust design scheme is investigated In Section V.
III. CCD ROBUST DESIGNING BASED ON BOUNDED ERROR MODEL
In this section, the CCD robust designing scheme is investigated, where the CSI error is assumed to be △G F ≤ ǫ. The constraint of IT imposed on the PR is guaranteed when we consider the worst-case to design transmission beamforming. We reformulate the optimization problem by finding the worst-case IT and alternately solve W and Φ. The optimal beamforming design for the CCD scheme can be regarded as the benchmark scheme for the SCD scheme.
A. Problem Reformulation for CCD
Before solving the optimization problem, we first provide problem reformulation for the CCD.
Specifically, (10) can be rewritten as
where Gφ = G Hφφ H G can be regarded as the estimated CSI known at the ST, △ G =
is also bound as follows [26] △
The constraint (16c) can be interpreted that the worst-case IT is lower than the threshold Γ.
By maximizing the interference in (17) with respect to △ G, the worst-case IT can be obtained in Proposition 1.
Proposition 1:
The worst-case IT of (17) is
The optimal value of △ G is
Proof: Please refer to Appendix A.
By substituting (20) and (21) into (4), we can rewrite the SINR k as
According to (19) and (22), Problem (P0) can be reformulated as
The optimization problem based on the bounded CSI error is transformed to a deterministic problem. This problem is also difficult to solve because the two variables W and Φ are still coupled. Here, we apply the BCD algorithm to alternately optimize W and Φ by fixing each other.
B. Optimizing W with fixed Φ for CCD By introducing the SCA method, the non-convex constraint is approximated as an affine form.
Then the non-convex problem is transformed into an SOCP problem. We first deal with constraint (23b) through using the following SCA proposition.
Proposition 2: w H k H Φ,k w k is a convex function of w k , and can be approximated as
where w (t) k is the optimal value of the TPC at the tth iteration. Proof: Please refer to Appendix B of [27] .
According to Proposition 2, the SINR constraint (23b) can be rewritten as
According to the triangle inequality, the second term in (23c) can be further given by
Then, the IT constraint (23c) can be equivalently written as
By replacing (23b) and (23c) with (25) and (26), respectively, the subproblem for optimizing W with fixed Φ is given by
This problem is an SOCP problem which can be solved by using CVX.
C. Optimizing Φ with fixed W for CCD Once given W, the subproblem is transformed into a feasibility-check problem. Denoting H r,k = diag(h H r,k )F, and substituting it into constraint (23b), the SINR constraint can be rewritten as
where φ (t) is solution of the tth iteration.
According to (29) , the SINR constraint (28) can be equivalently approximated as
Then we deal withφ H Xφ by using matrix extracting operation.
Extract the first N rows and N columns elements of X as a sub-matrix B. Denote by b the vector consisting of elements in the (N + 1)th column from the first row to the Nth row of X.
Denote by c the vector consisting of elements in the (N + 1)th row from the first column to the Nth column of X and b N +1 the (N + 1)th row and (N + 1)th column element. Thus, we have
where (1) = holds because X is a Hermitian matrix and c = b * . The IT constraint (31) can be equivalently reformulated as
To deal with this feasibility-check problem, we first introduce the slack variables ϕ = [ϕ 1 , ϕ 2 , · · · , ϕ K ] to modify the SINR constraint for reformulating the optimization problem. By introducing the slack variables to the SINR constraints (28), the quadratic inequality (30) is modified as 
The only non-convexity is from the unit-modulus constraint of φ. Then we adopt the CCP method to deal with this non-convex constraint. According to the penalty CCP principle, the non-convex constraint (16d) can be first equivalently transformed into 1 ≤ |φ n | 2 ≤ 1. The non-convex part can be linearized by |φ
Then, we can reformulate (P1.2) as
where τ = [τ 1 , · · · , τ 2N ] T are the slack variables for the unit-modulus phase constraints. κ is the penalty multiplier to scale the penalty item τ 1 which can control the feasibility of φ combining with adjusting κ. This subproblem is an SOCP problem, which can be solved by using CVX.
The overall algorithm for optimizing W and Φ based on the CCD scheme is provided in Algorithm 1. In the iteration for updating κ, we set a sufficiently low sufficient value l 1 to check whether b 1 < l 1 , which is one condition to stop the iteration. b 1 < l 1 satisfies the constraint (16d) in (35b). Another iteration stopping condition is φ (t) − φ (t−1) 1 ≤ l 2 , where l 2 is a low value.
Algorithm 1 Optimizing W and Φ for CCD 1: Initialize w (0) k , φ (0) , t max , ε CCD and set t = 0, l κ > 1, κ max , ∀k ∈ K. Update φ (t+1) by solving Problem (P1.2 1); 6: κ (t+1) = max{l κ κ (t) , κ max }; 7: t = t + 1;
8:
Until τ 1 ≤ l 1 and φ (t) − φ (t−1) 1 ≤ l 2 ; 9: Calculate W (t+1) 2 F from (23a) in Problem (P1); 10: Until t > t max or
IV. SCD ROBUST DESIGNING BASED ON BOUNDED ERROR MODEL
In this section, we investigate the SCD robust designing scheme based on the error model △g d 2 ≤ ǫ d and △G r F ≤ ǫ r . Similarly, the original problem is first transformed to a deterministic problem by considering the worst-case IT constraint. Then, the solutions of W and Φ are obtained alternately by solving two subproblems.
A. Problem Reformulation for SCD
By applying the Schur's complement Lemma [28] , the IT constraint inequality (16c), where the IT is replaced with (5), can be rewritten as the following matrix inequality 
By substituting g d = g d + △g d and G r = G r + △G r into (37), we have 
Lemma 1: (General sign-definiteness principle) For a given set of matrices {Z, U i , V i , i = 1, · · · , P }, where Z is Hermitian matrix, the following inequality
holds if and only if there exist real values ρ i ≥ 0, ∀i such that 
Proof: Please refer to [29] .
By comparing (39) with (38), we give the following equalities
By using Lemma 1, the equivalent form of the worst-case IT constraint (38) is 
Therefore, Problem (P0) can be reformulated as
Since the variables W and Φ are coupled in (23b) and b, this problem is non-convex and difficult to solve, then the BCD method can be invoked for solving Problem (P2).
B. Optimizing W with fixed Φ for SCD
When the RED matrix is fixed, the SINR constraint (23b) can be replaced by (27b), then the subproblem for optimizing W is written as
Where (41) is a linear matrix inequality (LMI) when Φ is fixed. This problem is an SOCP problem with respect to w k , ρ 1 and ρ 2 , which can be solved by using CVX.
C. Optimizing Φ with fixed W for SCD
When the TPC matrix W is fixed, only the first (K +1)×(K +1) sub-matrix of the constraint (41) is related to Φ. Then, the modified IT constraint of (41) can be given by the following LMI 
The asymptotic approximation of SINR constraint (23b) is equal to SINR constraint (30) .
By introducing slack variables ϕ to SINR constraints, we have the same quadratic inequality constraint as (34).
The subproblem can be reformulated as
Therefore, the subproblem of optimizing Φ for SCD scheme can be solved by using the same penalty CCP method with (P1.2). The problem is also finally transferred into an SOCP problem.
Algorithm 2 provides the overall process to solve Problem (P2) for the SCD scheme. 
V. STA ROBUST DESIGNING BASED ON STATISTICAL ERROR MODEL
In this section, we design the optimal TPC matrix at the ST and RED matrix at the IRS based on statistical CSI error model. Since the separated case of statistical distribution is equivalent to the combined case in the statistical CSI error model, here we only focus on the combined case where the uncertain CSI △G satisfies the distribution as shown in (15) . This statistical uncertainty is represented by a probabilistic constraint. We first transform the uncertain probabilistic model into a tractable form by chi-square distribution method and then we adopt the BCD algorithm to solve the optimization problem.
A. Problem Reformulation for STA
Based on the statistical error, the IT constraint (23c) is replaced by
where 0 ≤ β ≤ 1 is the outage probability limit that the IT imposed on the PR can exceed the threshold. According to the triangle inequality, we have
Then, we have the probabilistic relationship as follows
Thus, the IT constraint (46) can be approximated by
Proposition 3: Assume that vec(△G) ∈ C (N +1)Mt×1 is a complex Gaussian vector satisfying vec(△G) ∼ CN (0, Σ) as in (15) . The sufficient condition for the probabilistic constraint (49) to hold is that
where ϑ = (N + 1)λ max (Σ), λ max (·) is the maximum eigenvalue and F −1 n (·) is the inverse chi-square cumulative distribution function with n degrees of freedom.
Proof: Please refer to Appendix B.
Note that when β = 0, the constraint in (46) means the worst-case for the statistical error model. According to (67) in Appendix B, only when Γ approaches infinite, the constraint in the worst-case can be satisfied. That means W 2 F = 0 or the value of Γ is infinite, which is consistent with (49). If β = 1, the constraint in (23c) can be removed because the probability constraint is always satisfied. In this case, the PR cannot be protected. 20 By replacing the IT constraint (23c) with (50), Problem (P0) is reformulated as
This problem is also intractable to solve because W and Φ are coupled in the constraints (23b) and (50). The BCD algorithm is adopted next to optimize these two variables alternately.
B. Optimizing W and Φ for STA
When the RED matrix Φ is fixed, the IT constraint (50) can be rewritten as
The inequality constraint (27b) can be directly used to replace the SINR constraint (23b) in (51b). Then the optimization problem for optimizing W is reformulated as
This problem can be solved by using the similar method for solving Problem (P1.1).
When the TPC matrix W is fixed, the SINR constraint (30) can be directly used to replace (23b) in (51b). Then the IT constraint (50) can be rewritten as
which has the same form as the IT constraint (31). Then, the IT constraint is finally reformulated
By introducing the slack variables to the SINR constraints, the subproblem is
Therefore, the subproblem is similar to Problem (P1.2).
The overall algorithm for solving Problem (P3) is given in Algorithm 3. 
VI. COMPUTATIONAL COMPLEXITY ANALYSIS
Since all the proposed problems involving SOC, LMI and linear constraints can be solved by a standard interior point method, the general expression of the computational complexity of which is given by
where we ignore the complexity of linear constraints, n is the number of variables, I is the number of SOC constraints with the size of a i and J is the number of LMI constraints with size of b j . Based on the above general expression, the computational complexity per iteration of the proposed algorithms can be given as follows:
• Algorithm 1 for CCD: The complexity for solving Problem (P1.1) is o ecc 
. Then the overall complexity for solving Problem (P3) is 
VII. SIMULATION RESULTS
In this section, we provide simulation results to study the impacts of parameters on the IRSaided MISO CR system.
A. Simulation Settings
We consider a downlink transmission system aided by an IRS where one PU receiver shares the spectrum with multiple SUs located at one cell shown in and σ 2 gr = δ 2 gr vec( G r ) 2 2 , respectively. δ g d ∈ [0, 1) and δ gr ∈ [0, 1) measure the relative amount of CSI uncertainties, here we set δ g d = δ gr = δ g that can be regarded as CSI uncertainty level. For the bounded CSI error models, the radii of the uncertainty regions are set β) , respectively. According to [30] , this bounded CSI error model provides a fair comparison between the performance of the worst- case robust design and the outage constrained robust design. The noise power density N 0 is set as -174 dBm/Hz. The minimum data rate requirement for SU is assumed to be the same at r k = r, ∀k ∈ K.
B. Performance Evaluation
We first investigate the convergence behavior of the three algorithms for CCD, SCD and STA schemes. Fig. 3 shows the rapid convergence of the three proposed algorithms. All the algorithms can converge within six iterations. Compared with CCD and STA algorithms, the SCD algorithm always converges at a higher transmit power when the number of phase shifts ranges from 5 to 15. Moreover, Fig. 4 illustrates the minimum transmit power of the three algorithms versus the data rate requirement of SU. From Fig. 4 , we can find that the SCD algorithm yields a higher transmit power than the other two algorithms when the data rate is in a high range for different values of the number of the transmit antennas. There is no doubt that the transmit power increases with the data rate requirement of SU. The minimum transmit power of statistical error model is lower than that of the bounded error models. This implies the worst-case optimization is more conservative than the statistical optimization method.
For the computational complexity, Fig. 5 shows the average CPU running time versus the number of phase shifts N for the three proposed algorithms when r = 1, Γ = −70 dBm, β = 0.05 and δ g = 0.05. The results are obtained by using a computer with a 1.99 GHz i7-8550U CPU and 8 GB RAM. The CCD and STA algorithms require much less CPU running time than that required by the SCD algorithm for all considered numbers of ST's transmit antennas.
This is due to fact that there are some large-dimensional LMIs that increase the computational complexity of the SCD algorithm. With the increase of the number of phase shifts, all the algorithms need more running time to obtain the optimal solutions. Fig. 3, Fig. 4 and Fig. 5 indicate that the CCD and STA algorithms outperform the SCD algorithm. Therefore, in the following simulation results, we will only focus on the results obtained from the CCD and STA algorithms. and β = 0.05. The feasibility rate is defined as the ratio of the number of feasible channel generations to the total number of channel generations, where the feasible channel means there exists a solution for the optimization problem under this channel generation. From Fig. 6(a) , we can find that the feasibility rate decreases with the increase of both channel uncertainty level δ g and the number of transmit antennas M t . With the increase of δ g , the feasibility rate with large M t will reduce to zero more rapidly than that with small M t . This result indicates that it is not valid when the number of transmit antennas is too large and channel uncertainty level of PR is larger than 0.2 for the STA scheme, since the feasibility rate is very small. From Fig. 6(b) , the transmit power will decrease with the increase of the number of antennas at the ST, which is due to the following two reasons. The first one is that large M t improves the degrees of freedom which can be exploited to optimize the active beamforming at the ST. The second is that the PU-related channels become worse with the increase of M t and the IT of PR becomes lower.
The same results hold for δ g . With the increase of channel uncertainty, the PU-related channels become worse and more signal power is allocated to SUs, then the transmit power of ST can be reduced. However, from Fig. 6 , we can know that the values of the number of the transmit antennas and channel uncertainty level should be limited to achieve a good tradeoff between the feasibility rate and the transmit power of ST in IRS-aided CR networks. Fig. 7 shows the feasibility rate and transmit power versus the number of phase shifts N for various values of IT threshold Γ when r = 1, M t = 4, β = 0.05, δ g = 0.05. From Fig.   7 (a), it is observed that both the feasibility rates of the CCD algorithm and the STA algorithm decrease with the increase of N. This is due to the fact that the channel estimation errors from ST to PR via IRS increase with N. Another phenomenon is that both the feasibility rates of the CCD algorithm and the STA algorithm decrease with IT threshold Γ. The decrease of Γ means the feasible space where the IT is lower than the threshold shrinks. Fig. 7(b) shows the transmit power versus the number of phase shifts for various values of Γ. The transmit power of the ST decreases with the increase of the number of phase shifts. This is due to the fact that increasing N can enhance the reflective beamforming gain by optimizing the phase shift matrix.
However, increasing N can also increase the PU-related channel error, which will reduce the feasibility rate. Hence, the number of phase shifts should be carefully chosen especially when the IT threshold is lower than -85 dBm.
VIII. CONCLUSION
In this paper, we have investigated two types of CSI error models for the PU-related channels in IRS-aided CR networks. Three schemes, i.e., CCD, SCD and STA, were considered to formulate the robust beamforming design problem. Then, we proposed three algorithms to jointly optimize the TPC matrix and phase shift matrix by solving several SOCP problems. According to the simulation results, the algorithm based on the STA and CCD schemes outperform the SCD scheme. In addition, simulation results show that if the estimated CSI error of the PU-related channel is large, the optimization problem has a higher probability to be infeasible. Even though the CSI error is small, the values of the number of transmit antennas at the ST and the number The optimization problem of the worst-case interference temperature is max Tr
This problem is a convex problem and the Lagrangian function can be given by
Differentiate L(△ G, κ) with respect to △ G and let it be equal to zero, we have
Thus, the optimal value of △ G can be given by
The optimal value of κ should satisfy the following conditions κ opt Tr(△ G△ G H ) − ǫ 2 φ = 0, Tr(△ G△ G H ) − ǫ 2 φ ≤ 0.
Since κ must be greater than zero, according to (62), κ opt can be obtained by solving
By substituting △ G opt into (63), we have
The proof is completed. 29 
APPENDIX B PROOF OF PROPOSITION 3
For the complex matrix △G where the vector vec(△G) is a Gaussian distribution vector, vec(△G) can be normalized as vec(△G) = Σ
where the vector follows the distribution of t ∼ CN (0, I). As φ H △GW 2 2 ≤ λ max (Σ) φ H 2 2 W 2 F t 2 2 , the sufficient condition that the probability constraint in (49) holds is
where Γ =
Since t follows a zero-mean complex Gaussian distribution, t 2 2 satisfies the chi-square distribution with 2(N + 1)M t degrees of freedom, i.e., t 2 2 ∼ χ 2 2(N +1)Mt . We define the cumulative distribution function F 2(N +1)Mt ( Γ) = Pr t 2 2 ≤ Γ and the inverse cumulative distribution function F −1 2(N +1)Mt (·). Then we have
By substituting Γ into (67), we obtain the result in (50). In practice, the inverse function of the central chi-square cumulative distribution function can be evaluated directly or be stored in a lookup table in practical implementation. The proof is completed.
