Abstract. We prove that outside of a closed singular set of measure zero solutions to the second boundary value problem for generated Jacobian equations are smooth.
Introduction
In this paper, we extend the partial regularity result of De Philippis and Figalli on solutions to the optimal transport problem for general cost on R n ([1, Theorem 1.3]) to solutions to the second boundary value problem for generated Jacobian equations for general generating functions. The framework of generated Jacobian equations encompasses, besides the optimal transport problem for general cost, many problems in geometric optics (see [6] for a discussion of some of these problems as well as the many references therein). Generated Jacobian equations arise as a particular case of prescribed Jacobian equations, that is, equations of the form: det(∇[T(x, u, ∇u)]) = ψ(x, u, ∇u) (1.1)
where T = T(x, u, p) : dom T ⊂ X × R × R n → R n and ψ = ψ(x, u, p) : X × R × R n → R. The second boundary value problem for prescribed Jacobian equations asks that T(·, u, ∇u)(X) = Y (1.2)
for some given Y ⊂ R n ; we consider the specific case when this prescription is given through the push-forward condition T(·, u, ∇u) # f = g for two probability densities f and g supported in X and Y respectively, and we call T the transport map associated to G and u. This corresponds to ψ(x, u, p) = f (x) g • T(x, u, p)
.
When the map T is generated by a function G : dom G ⊂ R n × R n × R → R, we find ourselves in the world of generated Jacobian equations. For example, letting G(x, y, v) = −c(x, y) − v, we obtain the optimal transport problem for cost c. In this instance, the map T = T(x, p) is generated by the equation
(1.4)
Generally, the map T (along with another V) is generated through the system of equations D x G(x, T(x, u, p), V(x, u, p)) = p G(x, T(x, u, p), V(x, u, p)) = u. (1.5)
As such, G must satisfy a collection of structure conditions to ensure the production of the map T. Let X, Y ⊂ R n , and V ⊂ R all be open. First, assume that G : X × Y × V → R is such that (G0) D v G < 0.
Thanks to (G0), there exists a unique function H determined by the equation G(x, y, H(x, y, u)) = u, 1 and H(x, y, ·) is well-defined on the (nonempty) open interval U x,y := G(x, y, V ). We call H the dual of G (see Remark 1.1). Now, assume the existence of a constant u ≥ −∞ such that (u, ∞) ⊂ U x,y . Set V x,y := {v : G(x, y, v) ∈ U x,y }, define Ω := {(x, y, v) : v ∈ V x,y } and Υ := {(x, y, u) : u ∈ U x,y }, and suppose that G additionally satisfies (G1) G is of class C 2 and G C 2 (X×Y ×K In particular, (G0) and (H0), (G1) and (H1), (G2) and (H3), (G3) and (H2), and (G4) and (H4) are equivalent (see [6, Remark 9 .5] and [8] ). Moreover, with H, one can generate the map S (along with U) and look to solve the dual generated Jacobian equation
det(∇[S(y, v, ∇v)]) = g(y) f • S(y, v, ∇v)
(1.6) (cf. (1.5) ). We will often use the following identities:
Here, the derivatives in H are evaluated at (x, y, u) and the derivatives in G at (x, y, H(x, y, u)).
While (G2) alone is sufficient to generate T, the conditions (G0) -(G5) guarantee the existence of a solution to (1.1) -(1.3). In particular, Trudinger shows the following in [8] :
, and f : X → R + and g : Y → R + be two probability densities supported on X and Y respectively. Then, for any x 0 ∈ X and u 0 > u +L diam(X), there exists a solution u to (1.1) -(1.3) such that u(x 0 ) = u 0 .
In [8] , the interior regularity of solutions to our second boundary value is also studied. Under a pair of higher-order structural assumptions on the generating function G and a geometric condition on Y , solutions are proved to be smooth (given smooth enough densities). These assumptions are extensions of the MTW condition and the c * -convexity requirement of the target domain in the optimal transport problem for general cost (see [7] ). We refer the reader to [6] for other results on the interior regularity of solutions to general generated Jacobian equations under different, but related, additional conditions on the structure of G and on the geometry of the domain of the equation.
The purpose of this paper is to show that solutions to (1.1) -(1.3) are smooth outside a singular set of measure zero without the presence of any conditions on G and Y other than those used to obtain the existence of a solution. Precisely, our main result is the following:
+ and g : Y → R + be two continuous probability densities bounded away from zero and infinity on X and Y respectively, and u be a solution to (1.1) -(1.3). Set T : X → Y to be the transport map associated to G and u. Then, there exist two relatively closed sets Σ X ⊂ X and Σ Y ⊂ Y of measure zero such that T :
We remark that (G5) is only used to establish the existence of u; it will play no role in our analysis.
The proof of Theorem 1.3 follows the proof of its predecessor in [1] . This paper has four additional sections. In Section 2, we introduce some more notation and some preliminary results. Section 3 is dedicated to the proof Theorem 1.3. Finally, in the last two sections we prove the local regularity results around which the proof of our main result revolves.
Preliminaries
2.1. G-convexity. As illustrated in [8] , solutions to (1.1) -(1.3) are G-convex functions. In particular, given a generating function G satisfying (G0) -(G4), a (continuous) G-convex function u : X → R, and a non-negative, integrable function g, one can construct a Radon measure µ g [u] on X defined by
Let us recall the definition of G-convexity and some related facts, definitions, and characteristics (in turn, making sense of the measure µ g [u] ).
We say that a function u : X → R is G-convex if for all x 0 ∈ X, there exists a focus
Notice that if (y 0 , v 0 ) and (y 0 , v 1 ) are foci for a G-convex function u at the point x 0 , then, by (G0),
). So, we can recast (2.1) and say that u : X → R is G-convex if for all x 0 ∈ X, there exists a point y 0 ∈ Y such that
An equivalent formulation of G-convexity is the following: a function u : X → R is G-convex if it can be written as
for some constants v y ; in this formulation, the focus is the pair (y, v y ) at which the supremum in (2.3) is attained. Taking G(x, y, v) = x · y − v, we see that G-convexity is indeed a generalization of convexity.
For a G-convex function u : X → R, we define its G-subdifferential at x 0 to be the (nonempty) set
For E ⊂ X, we set
Akin to the Legendre transform, we define the G-transform of u to be the H-convex function given by
The G-convexity of u implies that u(x) ∈ U x,y whenever y ∈ ∂ G u(x), and so the supremum in (2.5) is over a nonempty set. Moreover, u GH = u where v H (x) := sup y∈Y G(x, y, v(y)) is, as expected, the H-transform of a given H-convex function v : Y → R (cf. the Legendre transform is an involution on convex functions.) Also,
Notice that until now we have only used (G0). Another important property of G-convex functions is they are locally semi-convex provided G satisfies (G1). In particular, G-convex functions are locally uniformly Lipschitz and twice differentiable at almost every point. (See, e.g., [3] .) As noted before, since G satisfies (G2), one can generate the maps G-exp x,u (·) and V x (·, ·) from the pair of equations
In other words,
Also, (2.4) can be rewritten as
from which we see that if u is differentiable at x 0 , then ∂ G u(x 0 ) is a singleton and
where
Moreover, if u is twice differentiable at x 0 , then
Finally, given a G-convex function u : X → R, define the map (at almost every x ∈ X) T u by
(Even though T u depends not only on u but on G, we suppress this last dependence for notational simplicity.)
Given G satisfying (G0) -(G4), the push-forward condition (T u ) # f = g and [9, Theorem 11.1] together imply that
a.e.
Then, (2.8) and (2.9) imply that
a.e. (2.10)
Here, E is the n × n matrix from (G4): . It will be convenient to have the following more general compactness result:
Proof. First, observe that
(2.12)
Indeed, fix C ⊂ X compact and consider
we see that there exists a subsequence
Up to a further subsequence, we have that
Second, notice that
Here, Z := {y : there exists
Recall that |Z| = 0 by the local semi-convexity of u G (see, e.g., [7, Lemma 3.1] ). To this end, let O ⋐ X be open. We need to show
As w j → w locally uniformly and O ⋐ X, we see that w j attains a minimum over O not at the boundary but well inside O (arbitrarily close to x 0 in fact) for all j ≫ 1. Now, starting with G j (·, y 0 , v 0 ), increase and then decrease v 0 to v j until G j (·, y 0 , v j ) touches u j from below for j ≫ 1. The point at which G j (·, y 0 , v j ) touches u j , call it x j , lives in O for j ≫ 1 as x j must converge to x 0 . In other words,
From (2.12) and (2.13), it follows that µ h [u j ] converges weakly* to µ h [u] as j → ∞ for any density h supported in Y .
To conclude, observe that as
∞ ), for any fixed w which is convex with respect to some generating function,
and
Taking the diagonal sequence, we see that
3. Proof of Theorem 1.3
Set v := u G . Then, v is a solution to the second boundary value problem for the dual equation (1.6) (see [8, Lemma 4.1] ). Recall that u and v are twice differentiable almost everywhere; let X 1 and Y 1 be the full measure subsets of X and Y respectively on which u and v are, respectively, twice differentiable. In particular, from (2.6), we see that T u and S v are inverses of one another in the sense that
. Consider the set
. As (T u ) # f = g and the densities f and g are bounded away from zero and infinity, we find that X ′ is also of full measure in X.
Fix
Up to a translation, we can assume that (x ′ , y ′ , v ′ ) = (0, 0, 0) (see the begining of Step 4 in the proof of Theorem 4.3). Definê
Clearly, the dual ofĜ isĤ
Simple computations show thatĜ satisfies (G0) -(G4) ((G5) too). Now, letû (x) := u(x) − G(x, 0, 0).
Then,û isĜ-convex and Tû = T u . Furthermore, theĜ-transform ofû iŝ
and Sv = S v . Taylor expandingĜ andû around (0, 0, 0) yieldŝ
, and M := D xyĜ (0, 0, 0). From (G4) applied toĜ and (2.10) applied toû, observe that det(M ), det(P ) = 0. So, recalling (2.9), we see that P is positive definite (and symmetric). Therefore, after the change coordinates
we deduce that
Additionally, lettingH be the dual ofG, we see that
Here,ũ := u/a. Moreover, (Tũ) #f =g wherẽ
Consequently, using (2.10), (3.2), and (3.3), we find that
Consider the rescalings
, and
It follows that, u λ is G λ -convex and (T u λ ) # f λ = g λ where
(recall (3.6)). The continuity of f and g implies that
in B 3 as λ → 0. Similarly, from (3.2), (3.3), and (3.4), we determine that
Asũ is twice differentiable at 0, it follows that the (multivalued) mapx → ∂ −ũ (x) is differentiable at 0 (see [9, Theorem 14 .25]). Moreover, from (3.3), we see that the gradient of this map at 0 is the identity matrix. Thus,
Here, r λ → 0 as λ → 0. By (2.7) and since
(3.11) where R λ → 0 as λ → 0. SinceûĜ is twice differentiable at 0, the G λ -transform of u λ is also twice differentiable at 0; let v λ be the G λ -transform of u λ . In addition, D 2 v λ (0) = Id, 3 and arguing like 1 The model generating function, coming from the optimal transport problem with cost −x · y, is invariant under parabolic rescalings: set
Rescaling in this way suggests thatĜ does not need to account for DxvG(0, 0, 0), DyvG(0, 0, 0), or D 2 v G(0, 0, 0) being nonzero, a heuristic confirmation of our choice forĜ. 2 The choice of B 3 × B 3 × (−30, 30) is discussed in the beginning of the next section. 3 One can see this by differentiating the equations
at 0 and using (3.2), (3.4) , and that [∇Tu λ (0)] −1 = ∇Sv λ (0). before, we find that
and λ is sufficiently small, then we can force B 1/3 ⊂ C 2 ⊂ B 3 thanks to (3.11). Observe that C 2 is closed as the G λ -subdifferential of a compact set. Finally, from (2.7), it follows that
Being that |T −1
Hence, for every β < 1, we see that the hypothesis of Theorem 4.3 are satisfied provided that λ > 0 is sufficiently small. If in addition G ∈ C k+2,α loc (X ×Y ×V ), f ∈ C k+α loc (X), and g ∈ C k+α loc (Y ) for some k ≥ 0 and α ∈ (0, 1), the assumptions of Theorem 5.3 are also satisfied. So, applying Theorem 4.3 (respectively Theorem 5.3), we deduce that u λ ∈ C 1,β (B 1/7 ) (respectively u λ ∈ C k+2,α (B 1/9 )). In our original coordinates, we find that
. Since S v and T u are inverses of each other (recall (3.1)), after shrinking U x ′ if necessary, we determine that T u is a homeomorphism (respectively diffeomorphism) between U x ′ and its image T u (U x ′ ). Let
and define
By definition, Σ X and Σ Y are relatively closed. Clearly,
and T u (X ′ ) also has full measure, we have that |Σ Y | = 0. Finally, by construction,
is a local homeomorphism (respectively diffeomorphism), which combined with (3.1) implies that T u : X \ Σ X → Y \ Σ Y is actually a global homeomorphism (respectively diffeomorphism), as desired.
C 1,β -Regularity and Strict G-convexity
In this section and the following, we prove that if a G-convex function u is sufficiently close to the parabola |x| 2 /2 in a ball for a generating function G that along with its dual H is close to the linear generating function and its dual x · y − v and x · y − u respectively, then u is smooth in a smaller ball.
Recall from the duality of G and H that u(x) = G(x, y, H(x, y, u(x))). Hence, the inputs (x, y, u) for which H is assumed close to x · y − u must incorporate the points (x, y, u(x)), and the inputs (x, y, v) for which G is assumed to be close to x·y −v must incorporate the points (x, y, H(x, y, u(x))). Indeed, if |u(x)| < 2K for x ∈ B K and H is close to x · y − u, then |H(x, y, u(x))| < 2K 2 + 4K for (x, y) ∈ B K × B K (cf. the hypothesis of Theorem 4.3). So, we define
While the statements and proofs in this section and the next section are variants of those in [1] , we present most all of the proofs in full detail. Lemma 4.1. Let C 1 and C 2 be two closed sets such that
for some K ≥ 1, f and g be two densities supported on C 1 and C 2 respectively, and u :
In addition, let ρ > 0 be such that |C 1 | = |ρC 2 | and w be a convex function such that (∇w) # 1 C1 = 1 ρC2 and w(0) = u(0). Then, there exists an increasing function ω : R + → R + , depending only on K, satisfying ω(δ) ≥ δ and ω(0
Proof. Suppose, to the contrary, that the lemma is false. Then, there exists an ε 0 > 0 and sequences of closed sets C j 1 and C j 2 satisfying (4.1), functions f j and g j satisfying (4.2) with δ = 1/j, and generating functions G j satisfying (4.3) also with δ = 1/j such that u j (0) = w j (0) = 0 and
where u j and w j are as in the statement of the lemma. Let us extend u j and w j to B K , setting
g j because (T uj ) # f j = g j , from which, using (4.2), it follows that
3), we determine that the collections u j and w j are locally uniformly Lipschitz (see Section 2.1). Thus, up to a subsequence (recall the equality in (4.5)), u j and w j converge locally uniformly (in B K ) to u ∞ and w ∞ respectively. Moreover, u ∞ (0) = w ∞ (0) = 0 and
Clearly, f j and g j converge weakly* in L ∞ to densities f ∞ and g ∞ respectively both supported in B K . Similarly, recalling that ρ j → 1 and using (4.2), 1 C j 1 and 1 ρj C j 2 converge weakly* in L ∞ to f ∞ and g ∞ respectively. In addition, we notice that f ∞ ≥ 1 B 1/K from (4.2) and as C j 1 ⊃ B 1/K . By Proposition 2.1, we see that ∇u ∞ and ∇w ∞ are optimal transport maps for the linear cost −x · y taking f ∞ to g ∞ . From the uniqueness of optimal transport maps, we have the ∇u ∞ = ∇w ∞ almost everywhere in B 1/K ⊂ spt f ∞ . Yet, the equality in (4.6) then implies that u ∞ = w ∞ , contradicting the inequality in (4.6).
From this point forward, let N r (E) denote the r-neighborhood of a set E. Lemma 4.2. Let u and w be G-convex and convex functions respectively and A ∈ R n×n be a symmetric matrix such that
for some K ≥ 1. Define the ellipsoid
and let H(x 0 , h) be the image of
for small constants ε, δ > 0, then
where K ′ depends only on K.
Proof. Up a change of variables, we can assume that x 0 = 0, and for simplicity, let E h := E(0, h).
From (4.7), we determine that diam(E h ) ≤ 2 √ Kh. So, using (4.7) again, it follows that
Theorem 4.3. Let C 1 and C 2 be two closed sets such that
8)
f and g be two densities supported on C 1 and C 2 respectively, and u : B 3 → R be a G-convex function such that ∂ G u(C 1 ) ⊂ B 3 and (T u ) # f = g. For every β ∈ (0, 1), there exist constants δ 0 , η 0 ∈ (0, 1) such that the follow holds: if
Proof. We break the proof up into several steps.
-Step 1: u is close to a strictly convex solution of the Monge-Ampère equation.
Let w : X → R be a convex function such that (∇w) # 1 C1 = 1 ρC2 with ρ = (|C 1 |/|C 2 |) 1/n . Up to adding a constant to w, we can assume that w(0) = u(0). So, from Lemma 4.1, we find that
for some universal modulus of continuity ω : R + → R + . Combining (4.11) and (4.12), it then follows that
4 Even thoughw may not be G-convex, we can still consider its G-subdifferential; it just might be empty at some points. In particular, the inclusion ∂ Gw (x) ⊂ G-exp x,w(x) (∂ −w (x)) still holds.
g, (4.9) implies that |ρ − 1| ≤ 3δ 0 provided δ 0 is sufficiently small (universally so). Therefore, recalling that w is convex and B 1/3 ⊂ C 2 ((4.8)), we see that 
Moreover, a simple compactness argument shows that w has a universal modulus of strict convexity inside B 1/4 ; there exists a universal heighth > 0 such that For x ∈ B 3 and y ∈ ∂ G u(x), define
with v := H(x, y, u(x)). We claim that if δ 0 is sufficiently small, then for all x ∈ B 1/7 , y ∈ ∂ G u(x), and h ≤h/2,
where K 1 > 0 is a universal constant. First, let δ 0 be sufficiently small and h ≤h/2 so that the last incusion holds from Step 1. Now, for x ∈ B 1/7 and y ∈ ∂ G u(x), define
(Recall (2.4).) By (4.14) and as u is semi-convex with a universal semi-convexity constant, we have that u − w is universally semi-convex; so,
From (4.10), we determine that
from which we see (again using (4.10)) that
where u := u(x). Hence, let z ∈ S(x, w, h − K 1 ω(δ 0 )). Then, by (4.12), (4.16), (4.18), and (4.19), we deduce that
provided that K 1 > 0 is sufficiently large. This proves the first inclusion; the proof of the second is analogous.
-Step 3: The G-sections of u and their images under ∂ G u are close to ellipsoids with controlled eccentricity, and u is close to a smooth function.
We claim that there exists a universal constant K 2 ≥ 1 such that the following holds: for every small η 0 > 0, there exist constants h 0 = h 0 (η 0 ) > 0 and δ 0 = δ 0 (h 0 , η 0 ) > 0 such that if x 0 ∈ B 1/7 , then there exists a symmetric matrix satisfying 1
where G x0,y0,v0 is a G-support for u at x 0 . Let h 0 ≪h (to be fixed) and apply
Step 2 with h = h 0 and δ 0 sufficiently small so that
By (4.14), we see that
Hence, defining
and using (4.14) and (4.26), we deduce that for every h 0 sufficiently (universally) small,
Combining (4.25) and (4.27), we have that
In turn, letting
29) we see that (4.22) holds. In addition, using (4.13) and (4.14), we see that (4.21) and (4.20) hold. Now, let us show (4.23) with A, as defined in (4.29). Observe that thanks to (4.26) and the uniform convexity of w, for all h sufficiently small,
By (4.28) and then Lemma 4.2 with h = 3h 0 /2 + ω(δ 0 ) and (4.30), we determine that
And so, choosing δ 0 sufficiently small, we find that
which combined with (4.31) yields
In order to conclude, we must show that
Arguing as we did to show (4.32), we deduce that
hence, is suffices to show that
To do this, we consider the G-transform of u and the Legendre transform of w. Specifically,
H(x, y, u(x)) and w * (y) := sup
, and from (4.14), w * is uniformly convex and of class C 3 in the open set ∇w(B 1/5 ). Now, since
if we consider (4.28), then we see that it suffices to show
Applying Lemma 4.2 to v and w * , provided that δ 0 is small enough, we determine that
Here, we have used
and (4.30) but with w rather than w * for the second inclusion. Thus, (4.23) holds, as desired. Finally, using (4.26), (4.20), (4.16), (4.10), (4.12), and (4.17), we see that
where the last inequality follows after first choosing h 0 sufficiently small and then choosing δ 0 even smaller.
-Step 4: A first change of variables.
where E is as defined in (2.11) and, as usual, u 0 := u(x 0 ) and v 0 := H(x 0 , y 0 , u 0 ), and consider the change of variableŝ
Observe that (4.10) implies that
Clearly,û isĜ-convex, and theĜ-transform ofû is given bŷ
A simple computation shows that In addition, notice that and
Moreover, from (4.33), we see that | det(M ) − 1| ≤ (1 + 2n)δ 0 , for δ 0 small. And so, by (4.9), we determine that
Step 5: A second change of variables and an iterative construction.
Similarly, let
A simple consequence of (4.34) and (4.10) is that
In addition, setting 1) ), thanks to (4.36) and (4.37), we have the inclusions
(4.39)
Furthermore, rewriting (4.24) yields
Recalling that det(A) = 1 and arguing as in the proof of Theorem 1.3, we determine that
Finally, using the inequality √ h 0 ( A + A −1 ) ≪ 1 and (4.38), it follows that
Hence, u 1 satisfies the same assumptions as u with δ 0 replaced by 2(1 + n)δ 0 . After decreasing δ 0 , we can apply Step 3 to u 1 and find a symmetric matrix A 1 such that 1
where A k is the symmetric matrix constructed in the the k-th iteration. In turn, setting
we have a sequence of symmetric matrices such that 1
Let β ∈ (0, 1). By (4.40) and (4.41), we determine that 8 ) and recalling that G 1 (·, 0, 0) ≡ 0, it follows that
provided that h 0 (and so, r 0 ) is sufficiently small. In other words, u 1 is C 1,β at 0, from which we deduce that u is C 1,β at x 0 with universal bounds for all x 0 ∈ B 1/7 . Hence, u ∈ C 1,β (B 1/7 ), as desired.
Corollary 4.4. Let u be as in Theorem 4.3. Then, u is strictly G-convex in B 1/7 . More precisely, for every γ > 2, there exist constants η 0 , δ 0 > 0, depending only on γ, such that for all x 0 ∈ B 1/7 , y 0 ∈ ∂ G (x 0 ), and G x0,y0,v0 , we have that
for some universal constant c 0 > 0.
Proof. Let u 1 be as in Theorem 4.3 (see Step 5) and set ρ 0 := K 2 √ 8h 0 . Then, from (4.42) and recalling that G 1 (·, 0, 0) ≡ 0, we deduce that
if h 0 is sufficiently small, which, in terms of u, yields (4.43).
A corollary of the strict G-convexity of u in B 1/7 is the following:
Proof. Since u is differentiable in B 1/7 , we have that
. We show that for each y 0 = ∂ G u(x 0 ) with x 0 ∈ B 1/7 , there exists an ε 0 > 0 such that the map
has a local maximum at some point x ∈ B 1/7 . If so,
that is, y ∈ ∂ G u(x) and B ε0 (y 0 ) ⊂ T u (B 1/7 ), as desired. (See Section 2.1.) To this end, let r > 0 be such that B r (x 0 ) ⊂ B 1/7 ,
H(z, y, u(z)),
and G is decreasing in v, we observe that
Hence, taking ε 0 < c 0 r γ /K with K = G C 1 (C) (1 + H C 1 (C) ), we see that
which, recalling (4.43), implies that x ∈ B r (x 0 ) and not on the boundary.
A Comparison Principle and Higher Regularity
Lemma 5.1. Let O ⊂ R n be open and w ∈ C 2 (O). Assume that ∇w(O) ⊂ dom G-exp and
In addition, of the map x → G-exp x,w(x) (∇w(x)) is injective, then equality holds.
Proof. After differentiating the identity
one can see that the Jacobian determinant of the C 1 map x → G-exp x,w(x) (∇w(x)) is the integrand above. Thus, applying the Area Formula (see, e.g., [2] ) concludes the proof.
Let co[E] denote the convex hull of the set E. Also, recall that N r (E) denotes the r-neighborhood of a set E. Proposition 5.2. Let u be a G-convex function of class C 1 in the set S := {u < 1}. Assume that u(0) = 0, B 1/K ⊂ S ⊂ B K , and that ∇u(S) ⋐ dom G-exp. Suppose that f and g are two densities such that
for some constants λ 1 , λ 2 ∈ (1/2, 2) and ε ∈ (0, 1/4) and (T u ) # f = g. Furthmore, assume that
Then, there exists a universal constant γ ∈ (0, 1) and constant δ 1 > 0, depending on K, such that the following holds: if w satisfies
provided δ ≤ δ 1 and where C K depends only on K.
where E x,y := {z ∈ B K : G(z, y, v) ≤ 1}, y ∈ ∂ G u(x), and v := H(x, y, u(x)).
5 Second, as u(0) = 0, u = 1 on ∂S, S ⊂ B K , and by (5.2), notice that |D x G(x, y, v)| ≥ c 1 ∀x ∈ ∂S (5.4) for a universal constant c 1 > 0. So, ∂E x,y is of class C 2 in B K , and its second fundamental form is bounded by C K δ, for some constant C K > 0 depending only on K. It follows that S is (C K δ)-semiconvex: for any pair of points x 0 , x 1 ∈ S, the ball centered at their midpoint with radius C K δ|x 1 − x 0 | 2 will intersect S. Hence, as S ⊂ B K , we find that co for some τ > 0 universal (see, e.g., [4] ). Define We claim that if γ is sufficiently and universally small, then w − ≥ u ≥ w + in S. If so, then (5.5) will imply (5.3), as desired.
By (5.6), we have that w − > u > w + on ∂S. We first show that u ≥ w + in S. Suppose not. Then, as u > w + on ∂S, we see that ∅ = Z := {u < w + } ⋐ S.
Moving any supporting plane to w + at x ∈ Z down and then up until it touches u (w + is convex), we determine that ∇w + (Z) ⊂ ∇u(Z), (5.8) and so, |G-exp(w + (Z))| ⊂ |T u (Z)|. (5.9) Recall that u and w + are C 1 in S. Now, choose γ := τ /4. For any x ∈ Z, we compute that
x G(x, G-exp x,w + (x) (∇w + (x)), H(x, G-exp x,w + (x) (∇w + (x)), w + (x)))
The inclusion S ⊂ Ex,y for all x ∈ ∂S and y ∈ ∂ G u(x) is trivial. Let z / ∈ S and x be a point such that dist(z, S) = |x − z|. Then, as u(z) > 1, G(z, y, v) − 1 =ˆ1 0 DxG(tz + (1 − t)x, y, v) · (z − x) dt > 0 (recall (2.4)), from which we see that z / ∈ Ex,y. if δ is sufficiently small depending on K. Using (5.2), we see that
x G(x, G-exp x,w + (x) (∇w + (x)), H(x, G-exp x,w + (x) (∇w + (x)), w + (x))))
| det(E(x, G-exp x,w + (x) (∇w + (x)), H(x, G-exp x,w + (x) (∇w + (x)), w + (x))))|
Moreover, thanks to (5.7), (5.2), and that δ γ/τ = δ 1/4 ≫ δ, we have that
Thus, for any x, z ∈ Z, x = z, y = G-exp x,w + (x) (∇w + (x)), which is well-defined by (5.8) and as we have assumed that ∇u(S) ⋐ dom G-exp, we deduce that
where v := H(z, y, w + (z)). In other words, the G-support G z,y,v only touches w + at x, and the map x → G-exp x,w + (x) (∇w + (x)) is injective in Z. Therefore, Lemma 5.1 yields
On the other hand, since u is C 1 in S, the push-forward condition and (5.1) imply that
Combining these last two inequalities, we find that (5.9) is impossible unless Z is empty. That is, w + ≤ u in S. The other barrier estimate follows arguing in the same way after making the same modification outlined in the proof of [ Theorem 5.3. Let C 1 , C 2 , u, f , g, δ 0 , and η 0 be as in Theorem 4.3. Suppose that G ∈ C k,α (B 3 ) and f, g ∈ C k,α (B 1/3 ) for some k ≥ 0 and α ∈ (0, 1). There exist positive constants δ 1 ≤ δ 0 and η 1 ≤ η 0 such that the following holds: if
10) then u ∈ C k+2,α (B 1/9 ).
