Abstract: Parallel Factor Analysis 2 (PARAFAC2) is employed to reduce the dimensions of visual and aural features and provide ranking vectors. Subsequently, score level fusion is performed by applying a Support Vector Machine classifier to the ranking vectors derived by PARAFAC2 to make gender and age interval predictions. The aforementioned procedure is applied to the Trinity College Dublin Speaker Ageing database, which is supplemented with face images of the speakers and two single-modality benchmark datasets. Experimental results demonstrate the advantage of using combined aural and visual features for both prediction tasks.
Introduction
A biometric characteristic is a measurable, physical characteristic or personal behavioural trait used to recognize the identity, or verify the claimed identity, of an individual. If a time lapse between the enrolment and test phase exists, the identification/verification decision is heavily influenced [1, 2] . However, ageing related effects on biometric features provide the necessary clues for age prediction or estimation.
Here, a contribution to the field of soft biometrics for gender and age interval prediction relying on Parallel Factor Analysis 2 (PARAFAC2) [3] is investigated. We extend the approach in [4] , which was based solely on speech utterances, by proposing a bimodal verification system that takes into account both speech utterances and face images in order to predict gender and age intervals. The bimodal system proposed here is motivated merely by the need to improve age estimation ability in cases that both speech and face images are available. The consideration of both modalities could potentially be useful when one of two modalities provides noisy/corrupted input. Typical applications where the combination of aural and visual cues is useful include the analysis of video sequences of crime scenes captured by surveillance cameras/microphones. In such cases, either speech signals or face images of suspects may be corrupted with noise or occlusions, hence the combination of speech and face data could yield better age estimates of the persons appearing in the video, supporting in that way the process of suspect identification. Another application domain is the automatic detection of under aged actors in videos, in an attempt to support the development of forensic tools that can be used for dealing with the escalating problem of child pornography [5] . Both approaches, the unimodal one in [4] and bimodal one here, utilize the powerful decomposition properties of PARAFAC2, but differ significantly in the procedure followed in order to make predictions. That is, the proposed bimodal method incorporates Support Vector Machines (SVMs) in the decision making process. To the best of our knowledge this is the first time a bimodal method involving aural and visual features is used to address age interval and gender prediction.
The aforementioned framework is applied first to the Trinity College Dublin Speaker Ageing (TCDSA) database [6] . Since the TCDSA database includes only speech samples for a set of speakers, the dataset is supplemented with face images of each speaker. For the purposes of this paper, an extended version of the TCDSA dataset is created that includes face images of the TCDSA speakers that are contemporary of their speech recordings. When the proposed framework is applied to the aforementioned extended TCDSA dataset, using a Leave-One-Person-Out (LOPO) evaluation scheme, promising results are demonstrated, when either noise-free or noisy speech utterances are employed along with face images. Further experiments have been conducted in two single-modality widely used benchmark datasets, namely the facial dataset FG-NET [7] and the NIST 2008 Speaker Recognition Evaluation (SRE) Test Set [8] .
Related work
Ageing has various effects on human face and voice. An evaluation of speaker verification on the TCDSA database with a Gaussian Mixture Model -Universal Background Model (GMM-UBM) system revealed that the verification scores of genuine speakers decreased progressively as the time span between training and testing increased, while the imposter scores were less affected [6] . The addition of temporal information to the mel frequency cepstral coefficients (MFCCs) caused an increase in the rate of degradation [9] . The performance of the i-vector system in terms of both discrimination and calibration was found to degrade progressively as the absolute age difference between the training and test samples increased [10] . In [11] , Linear Discriminant Analysis was performed to reduce the dimension of i-vectors and Support Vector Regression was utilized for automatic age estimation. A Partial Least Squares based ranker was proposed for age estimation in [12] .
Many methods have been developed for the automatic prediction of biometric characteristics based on facial characteristics and the extraction of facial ageing patterns [13] . Recent surveys on soft biometrics based on facial features can be found in [14, 15] . Classification for age interval prediction is also demonstrated in [16] , where Principal Component Analysis is adopted to reduce the feature dimensions, and an SVM is utilized for decision making. Current trends in facial age estimation employ the use of biologically inspired features (BIFs) [17] and adaptive age label distributions [18] . In [19] , convolutional neural networks were deployed for the task of joint age interval and gender classification, while SVMs were deployed in [20] .
Datasets
The longitudinal TCDSA database [6] has been used in the first set of experiments. The database contains recordings spanning a year range per speaker varying between 30 and 60 years at irregular intervals between 1 to 10 years. The duration of speech recordings in the TCDSA database varies from 25 seconds to 35 minutes. The database includes a different number of recordings per speaker, varying from 4 to 47 recordings per speaker. The total number of speakers included in the TCDSA dataset is 26, including 15 males and 11 females.
Face images were collected for each speaker of the dataset by locating publicly available visual material portraying the speakers included in the TCDSA database. Effort has been devoted so that the face images were captured close to the speakers' age. Since the exact matching was difficult, a 3-year tolerance was allowed between the age of a person when his/her face was captured and the age associated to his/her utterance. Such a 3-year tolerance is not expected to affect the exactness of speech and face image matching, because 5-year age intervals are typical to age group classification.
A total duration of 30 seconds is kept from each recording or less if the recording's duration is shorter than 30 seconds. If many face images of the person at the age of the speech recording have been collected, more than one segments of 30 seconds long are kept. A total of 227 recordings could be matched with contemporary face images. Finally, the total number of speakers included in the extended TCDSA audio-visual dataset was 25, including 14 males and 11 females. The collected face images were resized to 60 × 60 pixels and the face was cropped in order to remove background. All face images were converted to grayscale. Some examples of the collected face images for four speakers of the extended TCDSA dataset are depicted in Figure 1 . Pose and illumination vary greatly over the collected face images, as can be observed by the sample face images depicted in Figure 1 . To the best of our knowledge, the extended TCDSA dataset that combines age separated speech samples and face images, is a unique dataset that supports bimodal age interval prediction experiments using aural and visual features. A second set of experiments was conducted on well known benchmark datasets albeit the latter ones are unimodal ones. These datasets were i) the FG-NET dataset, which comprises of 1002 face images that belong to 82 unique persons (48 male and 34 female) at various ages [7] and ii) the NIST 2008 SRE set [8] . In particular, we used a subset of 1016 recordings that belonged to 458 speakers, 172 of which were male and the rest were female. Similar to the TCDSA database, a segment of 30 seconds duration was kept from each recording.
Proposed method
For each speech recording and face image, a feature vector is extracted as follows. Auditory cortical representations are extracted from speech utterances. These descriptors are inspired by the way sound is perceived and processed by the human auditory system [21] . For their extraction, a number of parameters needs to be determined. Following [22] , 128 filters are employed, which cover 8 octaves between 44.9 Hz and 11 kHz. Each utterance is described by a vector x 1 ∈ R F 1 ×1 + where F 1 = 7680 (i.e., 128 frequency channels × 10 rates × 6 scales), where R + is the set of non-negative real numbers. BIFs were extracted from each face image following the procedure proposed in [17] for human age estimation. These features are actually a pyramid of Gabor filters and are similar to the way the human visual system processes visual stimulus. Each face image is described by a vector x 2 ∈ R F 2 ×1 + , where F 2 = 13188, following the parameter values used in [17] .
Here, our goal is to exploit the powerful decomposition properties of PARAFAC2 to jointly predict speaker's age interval and gender. A PARAFAC2 model is trained on an irregular fourthorder tensor X having four slices (i.e., matrices). Let X (1) ∈ R 
li is 1 if the ith person's age falls into the domain of the lth quantization level and 0 otherwise. For example, let us consider L = 10 age intervals. The age intervals are carefully chosen in order to have an adequate (ideally, the same) number of observations in each interval and to cover the entire age range of all speakers in a dataset. Since in our case we have only few utterances of speakers aged less than 25 years old or more than 81 years old, the first age interval represents speakers aged less than 25 and the last interval speakers aged greater than 81. The 2nd to 9th age intervals have a range of 7 years. Let us denote the fourth matrix as
, where M denotes the number of persons. Its mi element X (4) mi is 1 if the ith speech recording is uttered by the mth speaker and likewise ith face image belongs to mth person, too. The persons are grouped according to gender as follows. The first M 1 = 11 rows of matrix X (4) are assigned to female persons, while the remaining M 2 = 14 rows are assigned to male persons. Clearly, M = M 1 + M 2 = 25 speakers.
Since X has four slices, the PARAFAC2 seeks a decomposition of the form:
where U (n) ∈ R In×k , n = 1, 2, . . . , 4 is an orthogonal matrix for each slice, H ∈ R k×k is a square matrix, S (n) ∈ R k×k is a diagonal matrix of weights for the nth slice of X, and W ∈ R I tr ×k is a coefficient matrix. Clearly, I 1 = F 1 , I 2 = F 2 , I 3 = L, and I 4 = M . Parameter k denotes the number of latent variables to be extracted from each utterance and face image, respectively. To achieve uniqueness, the square matrix (U (n) H) (U (n) H) is kept constant over n [3] . The decomposition (1) subject to the aforementioned orthogonality constraints for U (n) can be obtained by solving the optimization problem:
The optimization problem (2) can be effectively solved with the algorithm described in [23] . Having solved the optimization problem (2), one computes the matrix Having derived the speech and the face image feature spaces of reduced dimensions (spanned by B 1 and B 2 , respectively), we proceed to a validation stage aiming to tune the parameters of an SVM classifier applied to validation sketches, i.e., reduced dimension feature vectors, in order to predict the gender and the age interval. During validation, for each audio feature vector x Next, ranking vectors for age interval and gender prediction are derived. In particular, the ranking vector for age interval prediction from validation speech sketchx
1 . Likewise, the ranking vector for age interval prediction from validation face sketch x v 2 is found as a
2 . By concatenating the two age ranking vectors a
the matrix whose columns are the age ranking vectors for all validation measurements. Subsequently, an SVM employing a linear kernel is trained for age interval prediction. The SVM is fed by the columns of A v . A similar procedure is followed for gender prediction. Starting from a ranking vector for gender prediction from validation speech sketchx
is formed. A second SVM employing a linear kernel is trained for gender prediction. This SVM is applied to the columns of matrix G 
, where e j is an L × 1 indicator vector for age interval prediction. Similarly, the second largest element of a v 1 is the second best prediction of age interval, and so on. The same procedure applies for gender prediction where e j is an M × 1 indicator vector, accordingly. We resort to the SVM to perform multi-biometric score level fusion, when is fed by the aforementioned ranking vectors.
Evaluation protocol and metrics

Machine-based evaluation protocol and metrics
In order to assess the performance of the proposed framework in bimodal age interval and gender prediction, we conducted a first set of experiments on the extended TCDSA dataset, which comprises of I = 227 observations. During the evaluation, the Leave-One-Person-Out (LOPO) evaluation protocol was applied. Successively, the observations (speech recordings and face images) of each speaker were included into the test set while the observations belonging to the remaining speakers of the dataset were used for training and validation.
As described before, SVM classifiers were applied to the ranking vectors for age interval and gender prediction derived by PARAFAC2. The prediction of gender constitutes a binary classification problem, while the prediction of age interval was treated as a multi-class classification problem, where the number of age classes equals the considered age intervals. In the TCDSA dataset, the age classes are 10, since we considered 10 different age intervals. For running SVMs, we used the LIBSVM package [24] . The type of classifier is C-Support Vector Classification with a linear kernel. The best value for parameter C, i.e., the cost parameter of SVM, was selected based on the performance in the validation set. More specifically, in each fold of LOPO, the 20% of the observations that did not serve as test samples were exploited for validation and the remaining 80% composed the train set. In order to achieve a balanced train and validation set in each fold, the observations were assigned to train and validation sets by applying stratified sampling. To this end, at each fold, we examined each age interval separately and the observations belonging to each interval were randomly partitioned by 80% into the train set and 20% into the validation set.
A range of different values for parameter C was examined for both SVMs; the one trained on gender ranking vectors and the one trained on age ranking vectors. The value of parameter C that yielded the best result on the validation set was used for training the SVM and subsequently, predicting the gender and the age interval of the test observations. For age interval prediction, the "one-against-one" approach was followed.
The F 1 measure was employed as metric to assess the predictions made by the proposed method. The F 1 measure is the averaged harmonic mean of precision and recall. Since age prediction is a multi-class classification problem, the F 1 measure is calculated for each age class and microaveraging is performed to yield a collective figure of merit. Micro-averaging pools per-measurement decisions across classes, and then computes the evaluation metrics on the pooled contingency table.
Furthermore, the performance of the proposed PARAFAC2+SVM framework was compared to the performance of the Random model and SVM classifiers. The Random model gives a sense of the lowest expected value for the metric under consideration on a given dataset. Let us describe the Random model for gender prediction [25] . Apparently, a similar procedure was applied to age interval prediction. The Random model samples the gender class (without replacement) from a multinomial distribution parameterized by the gender prior distribution estimated using the observed gender in the training set [25] . Accordingly, the most frequent gender in the training set is more likely to be chosen for a test observation. Moreover, SVM classifiers with linear kernel were applied to speech features, face image features and concatenated speech and face image features. Clearly, when the baseline SVM classifier is applied to the concatenated speech and face image features, feature level fusion is performed. For the SVMs, a validation stage similar to the one used for the ranking vectors of the proposed method was performed. Furthermore, in an alternative experiment, SVM regression was applied to the ranking vectors derived by PARAFAC2 in order to obtain regression values for age estimation. Here, a linear kernel was employed for the -Support Vector Regression included in the LIBSVM package [24] . The best values for cost parameter C and parameter of regression SVMs were selected based on results on validation set.
In order to acquire a clear view of the proposed method performance, we conducted experiments on FG-NET and NIST 2008 SRE datasets, using the LOPO evaluation protocol as well. According to previous studies [17] [26] [27] , the age classes considered for the FG-NET dataset were: [0,9], [10, 19] , [20, 29] 
Human-based evaluation protocol and metrics
The performance of the proposed method on age interval prediction was compared to human performance on predicting age interval based on speakers' utterances and face images. To this end, an on-line questionnaire 1 was designed that included 25 samples, one for each of the TCDSA speakers. For each sample person, the respondent was asked to determine the age interval based solely on speech information (speech recording of the sample person), based solely on image information (face image of the sample person) and based on a combination of speech and image information (contemporary speech recording and face image of the sample person). The age intervals used in the questionnaire were the same age intervals that were considered in machine-based experiments. Our goal was to investigate the human performance on age interval prediction based on different modalities. Since the questionnaire already consisted of 75 questions specific to age interval prediction and gender prediction based on face images and speech recordings was considered less challenging for humans than age interval prediction, the human performance for gender prediction was not evaluated in the questionnaire for brevity.
Experimental Results
Firstly, PARAFAC2 was applied and yielded ranking vectors for gender and age interval prediction by jointly processing speech utterances and contemporary face images of the extended TCDSA dataset described in Section 3. A number of k = 10 latent dimensions were extracted via PARAFAC2 for each of the 4 slices in the TCDSA dataset. The value of k was chosen, so that the orthogonality constraint required for U n , n = 1, 2, . . . , 4 is satisfied. Following the same restrictions, a number of k = 7 latent dimensions was extracted via PARAFAC2 from the FG-NET and the NIST 2008 SRE datasets. Secondly, the augmented ranking vectors g te and a te were fed to the dedicated SVM for either gender or age interval prediction using the LOPO protocol detailed in Section 5.1.
LOPO defines M = 25 folds in the TCDSA dataset, since the audio-visual TCDSA dataset includes 25 persons. In each fold, a grid searching was performed to determine the value of C that yielded the top F 1 measure for each prediction task in the validation dataset associated to the fold. The histograms of the selected values for parameter C during validation across the 25 folds for either gender or age interval prediction are depicted in Figure 3 . It is seen that the most frequent top performing value of C for gender prediction was 4. For age interval prediction, the most frequent top performing value of C was 8.
Values for parameter C Percentage of folds (%) The F 1 measure for gender prediction in several experiments is summarized in Table 1 . The performance of the bimodal PARAFAC2+SVM framework proposed in Section 4, is listed in the 6th column of Table 1 . For comparison purposes, the F 1 measure in four additional experiments is also presented. The name of each experiment is coded as follows. 1) The modality exploited in PARAFAC2 model is denoted by Speech, Image, or Speech+Image. More specifically, speech is exclusively used in the experiments of the 2nd and 8th column. PARAFAC2 was applied to a third-order tensor having 3 slices, namely the speech feature, the age interval, and gender indicator matrices, as in [4] . Similarly, for experiments in the 3rd and 7th column, a unimodal image-based system was created, where face image features were included in the PARAFAC2 model instead of speech features. A bimodal system was considered in the experiments listed in the 4th, 5th and 6th column. Here, a fourth-order irregular tensor with four slices, namely the speech feature, the image feature, the age interval, and the gender indicator matrices was decomposed by PARAFAC2.
2) The modality of the ranking vectors derived by PARAFAC2 and fed to SVMs is indicated by speech rv, image rv, or augmented rv in Table 1 . Of course, in the unimodal speech system shown in the 2nd and 8th column, only speech ranking vectors were extracted by PARAFAC2 and the SVM was applied solely on these speech ranking vectors. Similarly, only image ranking vectors were derived by the unimodal image system presented in the 3rd and 7th column of Table 1. In the bimodal speech+image systems presented in the 4th, 5th, and 6th column of Table 1 respectively, ranking vectors of different modalities were utilized. In the 4th column experiment, gender was predicted by an SVM trained only on speech ranking vectors g tr 1 and tested on g te 1 ranking vectors respectively. Similarly, in the 5th column experiment, gender was predicted by an SVM trained only on face image ranking vectors g tr 2 and tested on the g te 2 ranking vectors, respectively. Finally, bimodal gender prediction by applying the method described in Section 4 to the augmented ranking vectors was assessed in the 6th column of Table 1 .
The F 1 measure for gender prediction of the SVM classifier and the Random model, which are used as baseline models, is also reported in Table 1 . For the speech modality (2nd and 8th column), the SVM classifier was applied to speech features. In the 3rd and 7th column, the SVM was applied to image features instead. In the speech+image modality, an SVM classifier was applied to the concatenated speech and image features. Moreover, Table 1 summarizes the F 1 measure for gender prediction on three datasets, namely the audio-visual TCDSA dataset, the FG-NET dataset, and the subset of NIST 2008 SRE dataset. FG-NET comprises of face images, therefore only the image modality was exploited. On the contrary, only the speech modality was exploited for the NIST 2008 SRE dataset. It is seen from Table 1 that the proposed method clearly outperformed the Random model for gender prediction in all experiments. The proposed PARAFAC2+SVM framework yielded its best performance (4th column) in the TCDSA dataset, when both speech and image modalities were included in the PARAFAC2 model. On the contrary, the baseline SVM classifier yielded its best performance based solely on speech features (2nd column). When each modality was separately exploited, gender prediction based on speech was found to be more accurate than that based on face images (2nd and 3rd column) for both PARAFAC2+SVM and baseline SVM. Additionally, when the PARAFAC2 model included both speech and face image features, the SVM based on speech ranking vectors yielded better results than the SVM based on face image ranking vectors (4th and 5th column). The inclusion of image ranking vectors into the augmented ranking vector yielded a small performance degradation (4th and 6th column). Reading the 3rd and 6th columns of Table 1 from the point of view of face image features, predictions based solely on face image were drastically improved (i.e., increase in F 1 by 0.3921) when speech features and the associated gender ranking vectors were included. Moreover, the results presented in Table 1 indicate that the performance of the proposed bimodal PARAFAC2+SVM method for gender prediction is comparable to that of the bimodal SVM when either augmented or speech ranking vectors are utilized (4nd and 6th column). Furthermore, the proposed method and the baseline SVM classifier demonstrate comparable performance when only speech features are utilized (2nd and 8th column). Nevertheless, the SVMs seem to perform better than the proposed method when the image modality is employed (3rd and 7th column). Some examples of face images of the TCDSA dataset where gender was misclassified by the proposed method are shown in Figure 4 .
The figures of merit for age interval prediction are collected in Table 2 . In addition, Table 2 includes the F 1 measure values when one age class difference between the predicted and the actual age class of each observation is allowed. That corresponds to a tolerance of 7 years on average allowed to age interval prediction in the TCDSA dataset. In the FG-NET and the NIST 2008 SRE datasets, the average tolerance allowed is 10 years, since 10-year age intervals were considered in these datasets. The results depicted in Table 2 demonstrate a great performance improvement when the aforementioned tolerance on age interval prediction is allowed for the three evaluated methods, namely the proposed PARAFAC2+SVM, the Random model, and the SVM classifier. In Table 2 , the proposed PARAFAC2+SVM method always outperforms the Random model. Similar to gender prediction, the proposed PARAFAC2+SVM framework yielded its best performance for age interval prediction in the TCDSA dataset, when both modalities were included in the PARAFAC2 model and either speech ranking vectors (4th column) or augmented ranking vectors (6th column) were employed. Contrastingly, the baseline SVM classifier yielded its best performance in the TCDSA dataset based exclusively on speech features (2nd column), which was also observed for gender prediction. When each modality was separately exploited, the age interval prediction based on speech was found to be more accurate than that based on face images (2nd and 3rd column) for both proposed PARAFAC2+SVM and baseline SVM in TCDSA dataset. The same was observed for gender prediction (Table 1) , as well. When tolerance in age interval prediction is allowed, the top F 1 measure of 0.4273 for the TCDSA dataset was measured for PARAFAC2+SVM that classifies augmented ranking vectors driven by both sketch speech features and sketch image features. The performance gain against predictions based on speech features exclusively (i.e., 0.0484) and image features exclusively (i.e., 0.0969) is worth noticing. The results obtained by the SVM classifier are similar to the results obtained by the proposed method in all datasets examined. The F 1 measure in the FG-NET and the NIST 2008 SRE datasets are numerically better than the ones admitted in the TCDSA dataset for all evaluated methods, even the Random model. Some examples of face images of the TCDSA dataset where age interval was misclassified by the proposed method are presented in Figure 5 .
From the results reported in Tables 1 and 2 , it is seen that the performance of both proposed PARAFAC2+SVM and baseline SVM on gender prediction is more solid than that on age interval prediction. Therefore, a further investigation on the age interval prediction was conducted. In order to examine whether the proposed PARAFAC2+SVM method is robust to noise corruption, we conducted the same experiments presented in Table 2 having added street noise to the speech recordings [28] . The experimental findings after the addition of noise to the speech recordings are presented in Table 3 . Clearly, the proposed PARAFAC2+SVM framework (6th column) outperformed the baseline SVM on bimodal age interval prediction. As expected, the F 1 measure of PARAFAC2+SVM based solely on speech has been decreased (from 0.1498 to 0.1366), but interestingly, the performance of the bimodal approach has not deteriorated (from 0.1586 to 0.1542)and Table 3 F1 measure for age interval prediction achieved by the proposed PARAFAC2+SVM method using LOPO protocol on the TCDSA dataset. Here, street noise has been added to the speech recordings. has even been improved for approximate age interval prediction (from 0.4273 to 0.4361). Moreover, performance assessment was conducted with respect to the quality of face images. Here, the quality of the face images of the extended TCDSA dataset was evaluated by 3 persons as "high", "medium", or "low". The quality characterization for each image was based on majority. In total, 78 face images were characterized as of "low" quality, 73 as of "medium" quality, and 76 as of "high" quality. Examples of "low" and "high" quality face images are depicted in Figure 6 . The
Low quality face images
High quality face images Fig. 6 Examples of "low" and "high" quality images of the extended TCDSA dataset. F 1 measure results for the "low" and "high" quality images are shown in Table 4 . It is apparent that both PARAFAC2+SVM and the baseline SVM performed better on "high" quality images (4th column) for age and approximate age interval prediction. Interestingly, PARAFAC2+SVM outperformed SVM on "low" quality images for age prediction (4th to 7th column). Both methods demonstrated a comparable performance for bimodal age interval prediction on "high" quality images. For age interval prediction where one age class tolerance is allowed, the image-based PARAFAC2+SVM outperformed the image-based SVM on "low" quality images (4th column), while the bimodal PARAFAC2+SVM outperformed the bimodal SVM on both "low" and "high" quality face images (7th column).
To test whether the F 1 measure differences between the PARAFAC2+SVM framework and the baseline SVM classifier are statistically significant, we applied the probabilistic approach presented in [29] . To this end, the probability distributions of F 1 measure for the PARAFAC2+SVM and the SVM were inferred, samples were taken from these distributions and their differences were evaluated. Subsequently, based on the observed differences, the probability that the F 1 measure value for PARAFAC2+SVM is higher than the F 1 measure value for SVM was computed. The computed probabilities rely on how many of the correct predictions made by PARAFAC2+SVM were misclassified by SVMs and vice versa. So, the two methods can have similar F 1 measure, but if one method is correct whenever the other makes mistakes, the probability that the first method outperforms the latter is expected to be high. The proposed bimodal PARAFAC2+SVM framework that employs augmented ranking vectors was found to outperform bimodal SVM for age interval and approximate age interval prediction on the TCDSA dataset. Moreover, PARAFAC2+SVM outperformed SVM for age prediction on the NIST 2008 SRE dataset. On the other hand, SVMs appeared to perform better for gender prediction on the FG-NET and the NIST 2008 SRE datasets. Another favourite case, was the use of 4 slices in PARAFAC2 and age interval prediction based on speech ranking vectors in TCDSA (4th column of Table 2 ). In the experiments, where noise was added to the speech recordings, the proposed bimodal PARAFAC2+SVM framework (6th column of Table 3 ) outperformed the baseline SVM for age and approximate age interval prediction based on the aforementioned probabilistic approach. Moreover, in the experiments presented in Table 4 , image-based PARAFAC2+SVM (4th column) outperformed the SVM on age interval and approximate age interval prediction on "low" quality face images. In addition, the proposed bimodal PARAFAC2+SVM framework with augmented ranking vectors (7th column of Table 4 ) outperformed the SVM on age interval prediction when "low" quality images are exploited. For approximate age interval prediction, PARAFAC2+SVM admitted a higher probability its F 1 measure outperforms that of the SVM on both "low" and "high" quality images (7th column of Table  4 ).
Furthermore, in order to compare the performance of the proposed method to that of other age estimation approaches applied to the FG-NET dataset, the Mean Absolute Error (MAE) was also measured as an evaluation metric. MAE is a regression metric and is the average of the absolute errors between the predicted age value and the actual age value. Here, we performed age interval prediction, but, in order to calculate MAE, the predicted age label for each test observation was converted to the mean age of the training observations in each age class. The MAEs for age prediction on the FG-NET dataset that were calculated following the aforementioned procedure are shown in 3rd and 5th column of Table 5 for proposed PARAFAC2+SVM and baseline SVM, respectively. Moreover, in Table 5 , the MAEs of different age estimation approaches applied to the FG-NET dataset are, also, presented. Since the PARAFAC2+SVM method was developed for addressing the age-group classification problem rather than the age estimation problem, a direct comparison between the MAE obtained by the proposed method and that attained by other methods is not totally fair, but such a comparison helps to draw a rough assessment of the proposed method's potential. To facilitate comparison, the MAE results for age estimation when SVM regression was applied to the ranking vectors derived by PARAFAC2 are presented in the 4th column of Table 5 . In addition, the MAE results obtained by SVM regression applied to image features are presented in 6th column of Table 5 . In each case, a linear kernel was employed by the SVMs and the LOPO protocol was followed. It is seen that both PARAFAC2+SVM and SVM attained their best MAEs when classification was applied. The performance of humans in age prediction was assessed using the questionnaire detailed in Section 5.2. In total, 43 persons answered the questionnaire. 40% of the respondents were female and 60% were male. The age classes considered in the questionnaire were the same as for the proposed method. The micro-averaged F 1 measure for age interval prediction and approximate age interval prediction (with one age class tolerance) are summarized in Table 6 . Of course, the questionnaire included questions regarding a subset of the TCDSA dataset, but a rough comparison between the questionnaire results and the results obtained by the proposed method is feasible.
From the results summarized in Table 6 it is seen that human performance in age interval prediction based on images was better than that resorting to either speech utterances or both face images and speech utterances. Moreover, if we compare the human-based performance with the machine-based one for age interval prediction, it is seen that face images were proven more supportive to humans in making predictions. By simultaneous exposition to face images and speech recordings, the F 1 measure improved than that measured when the person listened to only speakers' utterances. In machine-based experiments on TCDSA, large performance discrepancies were not identified across the modalities. 
Conclusions
Experimental results demonstrate that using two sources of information gives a clear advantage to the proposed method. The proposed PARAFAC2+SVM framework demonstrated its best performance for both classification tasks when both speech and face image modalities were included in the PARAFAC2 model. Interestingly, the combination of the two modalities of information leads to an improvement on the proposed method performance, while the human-based performance was not increased by employing two modalities. Due to the successful semantically oriented feature reduction performed by PARAFAC2, the performance of PARAFAC2+SVM is comparable to that of the SVM applied to raw high dimensional features. Apparently, the great dimensionality reduction performed via PARAFAC2 speeds the SVM training and testing and leads to compelling profits in computational efficiency (e.g., memory, time). By conducting experiments with noisy speech utterances and face images of low quality, is is demonstrated that the bimodal PARAFAC2+SVM framework deals more efficiently with noise and compensates the low quality in one of the two modalities. The ability of the bimodal PARAFAC2+SVM method to deal effectively with noisy input of one modality is a key finding as in most real life applications involving audio and visual input, one of the two modalities is likely to be corrupted with noise.
Comparing the unimodal systems, the proposed unimodal framework based on speech utterances reported better results than that based on face images. This may be attributed to the large variability of the images' recording conditions (i.e., lighting, pose or appearance). Moreover, the classification task of gender prediction yielded more accurate results than the age interval classification. Ultimately, age prediction can be generally considered as a demanding task since biological age may differ drastically from chronological age. It is also worth noting that the task under study involves age prediction using narrow range intervals.
The work presented in this paper is one of the first attempts ever to combine speech and face images for addressing age interval and gender prediction. A limiting factor for this type of experiments is the availability of suitable datasets. In this particular effort, we attempted to address the problem by augmenting the TCDSA with face images. However, the images used for our experiments were limited in terms of quantity and quality as the limited number of face images retrieved, included sources of variation similar to the ones encountered in the "wild". Despite the aforementioned limitations, the results obtained for age interval and gender prediction show an actual advantage of using combined aural and visual features. Therefore, we believe that the direction of using bimodal methods in age estimation and gender prediction needs to be investigated further. For example, we shall adopt dedicated face image normalization techniques, allowing the standardization of the appearance of faces and explore ways for increasing the samples available in the datasets, so that the training/testing process is enhanced.
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