Standard implementations of nonrelativistic excited-state calculations compute only one component of spin multiplets (i.e., Ms = 0 triplets); however, matrix elements for all components are necessary for deriving spin-dependent experimental observables. Wigner-Eckart's theorem allows one to circumvent explicit calculations of all multiplet components. We generate all other spin-orbit matrix elements by applying Wigner-Eckart's theorem to a reduced one-particle transition density matrix computed for a single multiplet component. In addition to computational efficiency, this approach also resolves the phase issue arising within Born-Oppenheimer's separation of nuclear and electronic degrees of freedom. A general formalism and its application to the calculation of spin-orbit couplings using equation-of-motion coupledcluster wave functions are presented. The two-electron contributions are included via the mean-field spin-orbit treatment. Intrinsic issues of constructing spin-orbit mean-field operators for open-shell references are discussed, and a resolution is proposed. The method is benchmarked by using several radicals and diradicals. The merits of the approach are illustrated by a calculation of the barrier for spin inversion in a high-spin tris(pyrrolylmethyl)amine Fe(II) complex.
I. INTRODUCTION
Relativistic effects are important in chemistry and spectroscopy. 1, 2 Related to the intrinsic magnetic moment of the electron associated with its spin, they give rise to the orbital contraction, an increase in electron binding energies, and spin-orbit interactions. The latter effect, which arises due to the coupling of the angular momentum of an electron and its spin, is of special importance. Although small in magnitude for molecules composed of light atoms, spin-orbit coupling (SOC) leads to the mixing of otherwise noninteracting states, e.g., singlets and triplets, and splits electronic degeneracies, e.g., between degenerate Π or Δ states or between different Ms components of spin multiplets. Consequently, SOCs open new reaction channels (via intersystem crossing, ISC) and change the spectroscopic behavior by lighting up dark states via intensity borrowing. SOCs lead to noticeable changes in the wave functions and electronic properties and are particularly important in open-shell systems.
Spin-related properties, such as SOCs and spin-spin interactions, determine the magnetic behavior of molecules, which is central for understanding spectroscopic signatures of unpaired electrons (e.g., EPR spectroscopy), their macroscopic magnetic properties (magnetozabilities), and magnetic relaxation times. The ability to model these properties computationally is a key prerequisite for the design of novel materials. For example, single-molecule magnets (SMMs), molecules with several unpaired electrons that have a highspin ground state in the absence of an applied magnetic field, [3] [4] [5] can be used as building blocks to create novel, light-weight, and tunable magnetic materials or as building blocks for quantum information storage and quantum computations. [6] [7] [8] [9] The key challenge in realizing the full potential of SMMs is the ability to tune and control their magnetic behavior.
Magnetic properties are usually modeled using phenomenological Hamiltonians of varying complexity, parameterized either empirically or by using first-principle calculations. 5 In the context of SMMs' use in information storage, the key quantities needed for the parameterization of these Hamiltonians are energy levels corresponding to different spin states and properties such as zero-field splitting (ZFS), hyperfine (HF) couplings, g-tensors, and asymmetric Dzyaloshinskii-Moriya (DM) interactions. All these quantities depend on SOCs, either directly or indirectly.
For example, SOC significantly contributes to ZFS, which can be estimated perturbatively from the SOC between a selected state with other closely lying states. [10] [11] [12] [13] ZFS can be (approximately) decomposed into single-ion anisotropy and exchange anisotropy tensors, giving rise to effective Hamiltonians. 5 These quantities ultimately determine the barrier for the reversal of magnetization and magnetic relaxation times.
Fully relativistic schemes describe SOC in a natural manner. For light atoms, relativistic effects can be treated perturbatively by using the Breit-Pauli (BP) Hamiltonian. 14, 15 Here, we consider only such a perturbative scheme in which SOCs are computed as matrix elements of the BP Hamiltonian using nonrelativistic wave functions. 2, 16 Different implementations of full and approximate SOC treatments have been reported for different types of wave functions 1, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] including those obtained by complete active-space self-consistent field (CASSCF), [16] [17] [18] [19] [20] [21] [22] restricted active space self-consistent field (RASSCF), 29, 30 multireference configuration interaction (MRCI), 1, 23 density-matrix renormalization group (DMRG), 31 coupled-cluster (CC) response, 25 equation-of-motion CC (EOM-CC), 25, 26, 28 and multireference CC (MRCC) within the Mk-MRCCSD formulation. 27, 32 Density functional theory (DFT) implementations have also been reported. 24, [33] [34] [35] [36] While the working expressions for calculating the matrix elements of the BP Hamiltonian between the pairs of nonrelativistic states have been thoroughly described in previous works, one important aspect of the theory deserves further discussion. To construct experimentally relevant quantities, such as rates of ISC, oscillator strengths, or magnetic anisotropies, one needs SOCs computed for all multiplet components. For example, the expression for the SOC constant (SOCC), the quantity that enters the Fermi golden rule expression of the ISC rate, is given by the following expression:
where the sum runs over all spin projections of both multiplets. Likewise, calculations of the parameters for effective Hamiltonians, such as magnetic anisotropy or DM tensors, also require matrix elements between all multiplet components. Previously reported implementations of SOC calculations within the EOM-CCSD framework 25, 26, 28 enable calculations between the selected target EOM states. In a typical nonrelativistic EOM-CC calculation (and in many other excited-state calculations), one computes only one component of the target multiplet because the other components are exactly degenerate. For example, traditionally only Ms = 0 components of triplet states are computed. This is obviously insufficient for computing the full SOCC matrix. One possible strategy is to explicitly compute two other components (Ms = ±1), which requires additional coding efforts and increases the cost of the calculations. In addition, special care needs to be taken to synchronize the phases of all computed states. 37 Alternatively, one can apply coordinate rotations (which is equivalent to changing the quantization axis) and extract the SOC matrix elements in the original coordinate frame from the matrix elements in the rotated frames. However, practical application of this approach is also complicated by the phase problem mentioned above: the phases of the wave functions computed in different coordinate frames are arbitrary. In addition, frame rotations may require disabling point-group symmetry, thus further increasing the cost of calculations.
Here, we describe how to generate all required SOC matrix elements with a minimal amount of calculations. The theory is formulated in terms of reduced one-particle density matrices, in spin-orbital representation, such that it is ansatz-agnostic and can be applied to any electronic structure method that can furnish the required transition densities. We illustrate this approach by using the EOM-CC method with single and double excitations (EOM-CCSD) as an example.
The formalism allows one to compute an entire SOC matrix between all multiplet components at once, without additional calculations in rotated frames or explicit calculations of the other multiplet components, and without the need to address the phase problem. In essence, the approach is grounded in Wigner-Eckart's theorem [38] [39] [40] that outlines the relationships between the matrix elements involving multiplet components. In the context of SOC, the utility of Wigner-Eckart's theorem has been recognized in many previous studies; 19, 22, 23, [29] [30] [31] 33, 36, [41] [42] [43] however, the concrete strategies of its application vary considerably. Reported implementations differ by whether Wigner-Eckart's theorem is applied to the states or transition densities, which multiplet components are used as generators, and whether spinless or spin-orbital expressions are used to construct the working equations. For example, within the configuration interaction formalism, an algorithm for generating the entire SOC matrix from only three reduced matrix elements has been described by Fedorov. 20, 41 However, as explained below, Fedorov's approach 20, 41 requires access to several multiplet components (Ms = 0, ±1), a feature which is not commonly available in excitedstate codes; it is also affected by the phase issue unless special care is taken. A similar strategy has been used in the Orca package, where a highest-spin multiplet component is used as a generator. 12, 33, 36, 44 An alternative approach, based on using transition densities for the spinless states, was used in the Molcas implementation within the restricted active space state interaction (RAS-SI)
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Although not always acknowledged, the most general strategy based on the application of Wigner-Eckart's theorem to transition density was originally outlined by McWeeny in 1965. 45, 46 Here, we follow McWeeny's proposal and develop second quantized formulation of this approach. The essential components of our formalism are very similar to the Molcas and DMRG implementations. 29, 31 In our approach, one needs to compute only one multiplet component (for example, the Ms = 0 state) from which the reduced spinless density matrix is generated. In contrast to Refs. 29 and 31, we employ a spin-orbital formalism, which allows us to obtain the requisite reduced transition densities for the transitions between any types of open-shell states. This density matrix is then used to compute a reduced matrix element, and the entire SOC matrix is obtained by the application of Wigner-Eckart's theorem. The phase problem is avoided by construction because the density matrix corresponding to the reduced matrix element is computed from only one transition between the pair of target states (or between the reference and the target EOM state). The theory is illustrated by application to the EOM-CCSD wave functions. As numerical examples, we report calculations for a set of small open-shell molecules, considered as candidates for laser cooling experiments, a set of diradicals used as benchmark systems in previous studies, 25, 28 several transition-metal ions, and a Fe(II) SMM with a large spin-reversal barrier (magnetic anisotropy) for which a synthetic analog has been synthesized. 47 The structure of the paper is as follows. In Sec. II, we outline essential features of the EOM-CCSD method and the calculation of the state and transition properties within EOM-CC. We then describe the spin-tensor formalism and apply it to derive the key equations for calculation of the SOC matrix elements via reduced density matrices and Wigner-Eckart's theorem. We also discuss the implementation of the algorithm within the EOM-CC suite of methods in the Q-Chem electronic structure package. 48 , 49 We discuss additional aspects of the theory in the case of open-shell references. Section III presents illustrative calculations.
II. THEORY
A. Equation-of-motion coupled-cluster methods with single and double excitations
In the EOM-CC framework, [50] [51] [52] [53] [54] the target states are parameterized as
where Φ 0 is a reference determinant, which defines the many-body vacuum state and, consequently, the occupied and virtual orbital spaces, 55 e T |Φ 0 ⟩ is a CC wave function, and R is a general excitation operator. 56 The explicit form of R depends on the level of correlation included in the model (e.g., it generates up to doubly excited configurations at the EOM-CCSD level) and on the type of the target states. For example, in EOM-CCSD for excitation energies, 57 R is spin-and particle-conserving, i.e., of 1h1p and 2h2p types at the CCSD level, with an additional constraint that in each operator, the number of α holes equals the number of α particles and the number of β holes equals the number of β particles. In EOM-CCSD for ionized 58, 59 (EOM-IP-CCSD) or electronattached 60 (EOM-EA-CCSD) states, R's are not particle conserving. In EOM-IP-CCSD, R is of 1h and 2h1p types, and in EOM-EA-CCSD, R is of 1p and 2p1h types. In the spin-flip variant 61, 62 (EOM-SF-CCSD), operators R change the spin-projection by flipping the spin of an electron. Other variants include doubleionization potential (DIP), 63, 64 double electron-attachment (DEA), and double spin-flip (DSF) 65 ansätze. R amplitudes are found through the diagonalization of the similarity-transformed Hamiltonian, H = e −T He −T , in the space of the target set of determinants,
Because H is non-Hermitian, its right and left eigenvectors are not Hermitian conjugates of each other but form a biorthogonal set,
The normalization and phases within the right and left sets are arbitrary, but the biorthogonality condition [Eq. (5)] fixes the relative norms and phases, i.e., if one changes the sign and norm of RK, the sign and norm of LK changes accordingly. In many implementations, the diagonalization is carried out independently for the right and left vectors and the biorthogonality condition, which synchronizes the phases, is applied a posteriori (in the case of degenerate eigenstates, one needs to rotate the degenerate eigenstates such that the overlap matrix between the left and right degenerate manifolds becomes a unit matrix). In many-body theories, the state and transition properties are computed as contractions of the corresponding integrals with reduced density matrices. 66 One-electron operators require a oneelectron density matrix,
and two-electron operators require a two-electron density matrix. (Here,Â denotes an operator describing a specific property.) For the exact states or within the expectation-value formulation of properties, 68,69 the one-particle density matrix γ used for property calculation is simply
Within the response formulation of properties, the relaxed oneparticle density matrices are used; they include additional terms describing relaxation of nonvariational wave function parameters (e.g., CC amplitudes). Here, we follow the expectation-value approach, as in our previous work. 28, 70 Because of a non-Hermitian nature of EOM-CC, γpq(I, I ′ ) ≠ γqp(I ′ , I), which leads to different numerical results for ⟨ΨI|Â|ΨI′ ⟩ and ⟨ΨI′ |Â|ΨI⟩. A common resolution of this problem is to take a geometric average. 57 However, this treatment should be modified for complex-valued tensor properties, in order to preserve phase consistency and to generalize it for a matrix. In Sec. II C, we introduce a spinless density matrix, which enables generation of all The Journal of Chemical Physics ARTICLE scitation.org/journal/jcp phase-consistent SOCs between the selected pairs of states. We also propose a different resolution of the averaging problem. Finally, we would like to comment on spin contamination of EOM-CC states. 71 Although the standard formulation of EOM-CC 51 does not involve explicit spin-adaptation, the CC/EOM-CC states are spin pure when closed-shell reference is used. For example, EOM-IP/EA wave functions of doublet states are naturally spinadapted, even when the spin symmetry is not explicitly enforced.
For closed-shell references, even in spin-orbital implementations, the spin-symmetry can be exploited in the same fashion as permutational or point-group symmetries, at the level of tensor library. 72 Only when open-shell references are used in EOM calculations, for example, in spin-flip calculations or in EOM-EE calculations using doublet references, spin contamination becomes an issue. 71 Recently, we discussed the impact of spin contamination on SOCs between the singlet and triplet states of the Cvetanovič diradicals. 73 By using an approximate a posteriori spinprojection technique, we have shown 73 that in these species, the impact of spin contamination on SOCCs is small, i.e., less than 1 cm −1 .
B. Spin properties of operators
In wave function approaches, spin is usually described as a property of the wave function. However, one can consider properties of a spin operatorŜ alone. It has three Cartesian components and transforms under rotations as a vector. Operators involving spin may obey other transformation rules. For example, theŜ 2 operator, formed as a dot product of the two spin operators, is a scalar operator: it has only one component, and it does not change upon the rotation of the coordinate frame. The spin-orbit operator of the BP Hamiltonian is
where the coordinates and momenta of electron i are denoted by ri and pi, the charge and coordinates of nucleus K are denoted by ZK and RK, and the relative coordinates of electron i and electron j or nucleus K are denoted by rij and riK. Because of the dot product, the spin-orbit operator is a scalar operator. Therefore, its components transform as L⋅S upon the rotation of the coordinate frame. Here, we do not consider spatial rotations but focus on the transformations in the spin space. Representation theory tells us that the objects (wave functions or operators) transform according to some representations of the transformation group. These representations are irreducible if they cannot be decomposed into other representations. This leads to irreducible tensor operators, which are especially useful for secondquantized formulations. It is convenient to define irreducible spintensor operators Ô S,M through commutation relations, 69, 74 [
Here, S denotes the spin value and M denotes the spin projection, which goes from −S, −S + 1, . . ., S − 1, S. Any set of operators satisfying these relations are called irreducible spin-tensor operators. For example, the S = 0 case corresponds to singlet operators, which commute withŜz,Ŝ+, andŜ−. Any spin-independent operator, such as a dipole moment operator, is a singlet operator. The spin-orbit operator depends on spin, and, as shown below, it is composed of triplet spin-tensor operators. 
One important example is excitation operators. A one-particle singlet excitation operator can be written aŝ
and a set of triplet operators can be written aŝ
Note thatŜ± andŜz are not expressed in the irreducible spin-tensor form. If one wishes to use the irreducible form, these operators should be multiplied by factors from Eqs. (18)- (20).
The spin parts of all terms in the spin-orbit operator are triplet operators. The one-electron part can be written as
where The Journal of Chemical Physics
The one-electron part requires only one-electron transition density matrix for the final SOC matrix elements. The two-electron part requires the spin-orbit two-electron integrals and two-electron transition densities, which makes the full calculation expensive. However, the two-electron contribution can be effectively approximated by considering only the separable part of the two-electron transition density such that the two-electron spin-orbit integrals are first contracted with the density of the reference determinant (usually Hartree-Fock determinant), and the resulting mean-fieldlike one-electron operator is then folded into the one-electron part. This spin-orbit mean-field (SOMF) 2,75 approximation is commonly used in calculations of SOCs; 2, [23] [24] [25] [26] 28, [76] [77] [78] [79] it is described in Sec. II D.
One of the applications of irreducible tensor operators is Wigner-Eckart's theorem. The theorem allows one to compute matrix elements through a reduced matrix element, which does not depend on spin projection,
Here, the matrix element between the bra state with spin S ′ and spin projection M ′ and the ket state with spin S ′′ and spin projection M ′′ is expressed through a Clebsh-Gordan coefficient
Here, superscript S, ⋅ signifies the reduced matrix element, which does not depend on spin projection.
C. Evaluation of matrix elements
To compute all required matrix elements between the two multiplets, we apply Wigner-Eckart's theorem in the spin space,
where I and I ′ enumerate multiplets. This strategy has been used, for example, within the CI framework, 41 where the full spin-orbit matrix between I and I ′ spin manifolds was constructed from three (or two, if symmetry is used) reduced matrix elements. An application of this approach 41 to EOM-CCSD would require calculation of target states of different spin projections (with consistent phases).
Rather than applying Wigner-Eckart's theorem to the spinorbit operator directly, we apply it to general triplet excitation operators, as was done in Refs. 29, 31, 45, and 46,
These reduced matrix elements form a new density, which we denote as u,
Being a reduced matrix element, upq does not depend on the spin projections of the states or the excitation operator. To emphasize this property, we drop the corresponding index in the excitation operator and replace it with a dot:T 1,⋅ pq . If the transition between the target states (or between the reference and target states) is a spin-flip transition, the spin-tensor form of the one-particle transition density matrix is the transition density matrix γ up to a sign; see Eqs. (18) and (20) . If the transition is spin-conserving, the transition density matrix always can be decomposed into the singlet and triplet components in any spin-adapted basis (i.e., atomic orbitals),
Here, the ΔMs = 0 label indicates that the density matrix γ
is computed for the spin-conserving excitations. Importantly, this applies not only to the EOM-EE ansatz but also to the EOM-SF, EOM-IP, and EOM-EA variants for the transitions between the states with the same spin projections. Nonzero spin blocks are denoted as γ (19) . If the spin projections of bra and ket differ by ±1, the corresponding excitation operators are spin-flip triplet operators, and no decomposition is needed. However, for the spin-tensor form, they should be multiplied by the appropriate phase factors from Eqs. (18) and (20) . We note that for these spin-flipping excitations, right-to-left and left-to-right density matrices gain opposite phase factors. Once the density matrix between the states with the same spin projection is computed, one can easily calculate u from Eq. (29) as
where γ is computed for the transition from the state with spin S ′ and spin projection M to the state with spin S and the same spin projection M. Equation (31) gives a recipe for computing u from the Ms = 0 transition densities obtained for general wave functions expressed in spin-orbital basis, rather than spinless states 29, 31 (u can be also computed from the Ms = ±1 transition densities). The contraction of u with the spin-orbit integrals gives the spin-orbit reduced matrix elements (see the note 66 ),
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and the full spin-orbit matrix is a product of Clebsh-Gordan's coefficients to these reduced matrix elements. The prefactors in the expressions above arise because the spin part is taken in the spintensor form, whereas the orbital momentum is taken in the L+/L−, Lz form, which is not a spin-tensor form. The overall workflow of the algorithm is shown in Fig. 1 .
D. SOMF approximation for closed-and open-shell references
SOMF approximation 2, 75 considerably reduces the cost of the calculation of the two-electron part of SOC while introducing negligible errors. Originally introduced in 1996, 75 SOMF (and some more aggressive approximations) have been used with great success for computing SOCs within wave function approaches and density functional theory. 2, [23] [24] [25] [26] 28, [76] [77] [78] [79] Briefly, SOMF entails 28 considering only the contributions from the separable part of the twoparticle density matrix. In CC/EOM-CC, the separable part of the two-particle density matrix,Γ, has the following form: 80 Γpqrs = P+(pr, qs)P−(p, q)ρrpγqs = ρrpγqs − ρrqγps + ρsqγpr − ρspγqr,
where the operators P+(pr, qs) and P−(p, q) generate symmetrized/antisymmetrized expressions, respectively. Here, ρ is the density of the reference determinant, which is diagonal in the case of Here, the WE label denotes the application of Wigner-Eckart's theorem. In our scheme, we start from one transition density matrix, extract the triplet part, construct the spinless density, and then form three reduced matrix elements. In the Molcas scheme, the spinless transition density matrix is built directly from spin manifolds ||IS⟩ and ||I ′ S ′ ⟩, also known as "tensor" states. In Fedorov's scheme, the reduced matrix elements are computed from three matrix elements.
canonical Hartree-Fock molecular orbitals. When contracted with a two-electron operatorÂ = 1 2 ∑ pqrs Apqrsp † q † sr, the separable part of the two-particle density matrix yields
where A SOMF pq is defined by the above equation. Further simplifications are possible depending on the permutational symmetry of tensor A. When applied to the two-electron part of the BP Hamiltonian, h SOO (1, 2), the mean-field matrices are h SOMF,2e pq
where J denotes the two-electron spin-orbit integrals,
A detailed derivation of SOMF, the expressions for the spinorbit integrals, and the spin-integrated expressions (expressions for h SOMF,2e pq in spatial molecular orbital set) can be found in Ref. 28 .
An efficient evaluation of h SOMF,2e pq defined by Eq. (38) is carried out in atomic orbitals. Since it contains Coulomb-like and two exchangelike terms, the implementation is using the same techniques as in the Fock matrix build within the Hartree-Fock procedure. Computation of one-and two-electron spin-orbit integrals is performed with the King-Furlani algorithm. 18 As often is the case with mean-field treatments, construction of mean-field effective operators for open-shell references might lead to artifacts. Below, we discuss intrinsic issues of SOMF in the case of open-shell references. Note that these problems arise only when the reference, not the target state, has open-shell character. For example, EOM-IP/EA calculations of doublet states using closedshell references are not affected by this issue; however, EOM-SF calculations using high-spin references are. The analysis is based on considering the second-quantized form of the mean-field spinorbit operator in a spin-restricted spin-orbital basis (meaning that the spatial parts of spin-orbitals ϕpα and ϕp β are the same, e.g., AOs, restricted HF orbitals for a closed-shell reference, etc.). The two-electron mean-field operator can be written as 
The indices p and q run over spin-restricted orbitals (e.g., AOs), and the spin labels for h SOMF indicate the parts that should be contracted ) . In the case of closed-shell references, the SOMF approximation of the two-electron part of SOC can be treated in the same way as the one-electron part. To illustrate the problem of open-shell references, let us first discuss the contributions from the h SOMF,2e z terms. In the case of a closed-shell reference, α and β parts of the HF density (or, in general, the density of the reference determinant) are the same, which makes h SOMF,2e z,pαqα equal to −h SOMF,2e z,pβqβ . In this case, the SOMF expression reduces to the form of one-electron part [Eq. (21) terms acquire additional unphysical contributions from the singlet part of the transition density matrix, which leads to artifacts illustrated numerically in Sec. III D.
As shown below, the singlet contribution violates the symmetry of the spin-orbit operator. One possible solution, which we adopt in this work, is to antisymmetrize the h SOMF,2e z integrals with respect to the αα and ββ parts and take a trace triplet transition density matrix for SOCs. This operation eliminates the unphysical contribution from the singlet transition densities. By doing so, one can take the h SOMF,2e z integrals out of parentheses, making the form of the SOMF expression [Eq. (40)] the same as for the one-electron part [Eq. (21)].
The contribution of the two remaining terms to SOC in the case of the open-shell references requires the formation of h SOMF L ± not from the full x and y matrices, as in Eqs. (22) and (23), but from their parts that will be contracted with transition density matrices of a † pβ aqα and a † pα a qβ types, respectively (see Appendix B in Ref. 28) . This leads to the partitioning of the terms as in Eqs. (41) and (42) . Different α and β parts of the HF density deteriorate the symmetry of the resulting matrix elements as well. The impact of this violation and a possible fix are discussed in Sec. III D.
E. Averaging scheme for interstate matrix elements within a non-Hermitian framework
To obtain a Hermitian SOC matrix, the SOC couplings should be averaged in some way. The averaging procedure should satisfy the following requirements:
1. The averaging procedure should be applicable to complexvalued quantities. 2. The averaging procedure should produce meaningful phases. 3 . The averaged matrix should transform under the rotations in the same manner as the unaveraged matrices, making the SOCC and splittings invariant with respect to the choice of the coordinate system.
A common strategy for computing interstate properties within EOM-CC is to take a geometric average of individual matrix elements. 57 Numerical examples illustrate that, as expected, the phases of A → B and B → A matrix elements are not exactly conjugated.
This leads to an ambiguity in geometric averaging: one can either average absolute values of the matrix elements and assign phases in some way, or average the Cartesian components of the matrix. We observe that in the absence of point group symmetry geometric averaging of the absolute values violates the rotational invariance of SOCC. By contrast, the arithmetic average satisfies the requirements above while producing the same value regardless of whether the spherical or Cartesian components were averaged.
We can consider the transformation properties of the arithmetic average,
Here, D are Wigner's D-matrices, written in the basis of states with S or S ′ spins, and H denotes spin-orbit Hamiltonian matrix, computed between electronic states with spin projections −S, −S + 1, . . .,
Although weighted arithmetic average is more theoretically justified, 81 a simple arithmetic average is often numerically close to the weighted average. 82 
III. RESULTS AND DISCUSSION

A. Computational details
To illustrate the methodology and to provide reference data for future developments, we considered several groups of molecules with various electronic structure patterns:
1. A set of isoelectronic diradicals, which were investigated in previous studies, 28 4 . A single-center iron-containing SMM derived from the structure from Ref. 47 . Figure 2 illustrates essential features of the electronic structure patterns of the molecules from the four sets and explains which variants of EOM-CC were used to access the target states.
The diradical set was treated with the EOM-EE-CCSD and EOM-SF-CCSD methods. The latter provides a balanced treatment of the leading configurations in the target-states wave functionsthe determinants shown in Fig. 2(a) appear at the same level of excitations from the high-spin reference determinant.
In set 2, the target states have either one electron or one hole in the two degenerate orbitals (π or E). To achieve a balanced treatment of the corresponding configurations, we used EOM-IP-CCSD and EOM-EA-CCSD. EOM-IP-CCSD removes an electron from the fully occupied degenerate orbitals of the closed-shell neutral reference to describe diatomic cations [ Fig. 2(b) ], whereas EOM-EA-CCSD adds an electron to empty degenerate orbitals of the cationic reference to describe neutral calcium derivatives [ Fig. 2(c)] .
The electronic degeneracies are even more extensive for transition metal ions and the SMM. To treat these systems, we used the EOM-SF-CCSD and EOM-EA-CCSD methods with high-spin hextet references, which afford a balanced treatment of the quartet d 5 We used Dunning's cc-pVDZ and cc-pVTZ basis sets. [84] [85] [86] [87] Core electrons were frozen in all calculations. Unrestricted HF references were used in the calculations using open-shell references. For diradicals, we used the same geometries as in Refs. 28 and 83. The calculations for set 2 were carried out at their ground-state doublet geometries. The structures of AsN + and GeO + were optimized with EOM-IP-CCSD/cc-pVDZ from the neutral reference; CaF and CaOCH 3 were optimized with EOM-EA-CCSD/cc-pVDZ from the cationic reference.
The structure of a model system representing SMM was derived from the original one 47 by replacing the mesitylene groups in the chelating ligand, tpa Mes , by hydrogen. We refer to the resulting ligand as tris(pyrrolylmethyl)amine (tpa). The ground state of the neutral (tpa)Fe has 5 unpaired electrons, as in Fe 3+ ion. The geometry of the neutral (tpa)Fe complex was optimized with ωB97X-D/cc-pVDZ for the hextet state. We used this geometry for the calculations of the anion as well.
All relevant Cartesian geometries are given in supplementary material.
We used tight convergence criteria for the SOC calculations for all examples except Fe(II) complex: SCF (10 −12 ), EOM (10 −10 ), CC energy (10 −10 ), and T and Λ-amplitudes (10 −9 ). For (tpa)Fe − , we used the default Q-Chem's convergence criteria: SCF (10 −8 ) and EOM (10 −5 ). Tables I-III show the SOCCs computed with the selected EOM-CC methods. Table I shows the results for diradicals. 88 As discussed in previous work, 28 the SOCCs computed with EOM-EE and EOM-SF agree well in the systems with small diradical character (SiH 2 and PH 2 ), but the differences increase when diradical character increases. As one can see, the discrepancy is dominated by the one-electron part; therefore, it is not related to the artifacts due to open-shell references.
B. Numerical examples
The results in Table II show anticipated trends: the magnitude of SOCC increases for heavy elements. Moreover, for these systems, the contribution of the two-electron part is smaller than for typical organic molecules. The magnitude of SOCCs between the degenerate pairs of states ( 2 Π or 2 E) is slightly larger than between π-and σ manifolds, which probably can be rationalized by considering the shapes of the respective MOs and El-Sayed's rule. 89 
C. ZFS in Fe(II) SMM
Iron complexes, which feature rich electronic properties related to the malleability of their spin states, have been extensively studied. [93] [94] [95] Here, we consider a single-center Fe(II) SMM, which was shown to have a large spin-reversal barrier (magnetic anisotropy). 47 The structure of the model system representing this SMM is shown in Fig. 3 . The SMM has d 6 electronic configuration, corresponding to the overall negative charge. 47 As explained below, this electronic configuration gives rise to electronic degeneracy and JahnTeller distortions. EOM-CC methods are capable of tackling JahnTeller and pseudo-Jahn-Teller effects very well; 59, 71, [96] [97] [98] [99] however, this particular system is different and its description is affected by the non-Hermitian nature of EOM-CC theory. 100 The high-spin hextet neutral (tpa)Fe state has electronic configuration d 5 and, therefore, can be well described by a single Slater determinant, similarly to Fe 3+ and Mn 2+ . This state is not degenerate, and it has a geometry with C 3 point group of symmetry, as shown in Fig. 3 . Although this group is Abelian, it has one-and two-dimensional real irreducible representations (irreps), which can give rise to the Jahn-Teller effect for certain electronic configurations of the two-dimensional irrep. 101 For example, the quintet anion (tpa)Fe − has doubly degenerate states in C 3 structures. Unlike C 3v group, C 3 group does not have planes of symmetry, which would split a two-dimensional irrep into a symmetric and antisymmetric irrep with respect to the plane. Therefore, the two Jahn-Teller states would not fall into two different irreps as it happens in the majority of symmetry-imposed degenerate states. 59, 71, [96] [97] [98] [99] The only Abelian subgroup of C 3 is C 1 ; therefore, the two degenerate states belong to the same irrep, giving rise to general conical intersection problem. As documented numerically 102 and theoretically, 100 the description of true conical intersections is problematic in EOM-CC due to the non-Hermitian nature of the theory. In our case, this leads to issues with finding left vectors at the symmetric geometry.
To circumvent this problem, we carried out calculations at slightly asymmetric geometry, coming from DFT optimization (given in the supplementary material). Although this geometry is asymmetric only within the magnitude of a symmetry threshold, it leads to a small artificial energy splitting (∼0.01 eV in the EOM-EA calculation from a neutral reference) of the states that should be degenerate. This artifact is small enough to be neglected in typical photochemical applications, but it affects the magnitude of spin-orbit splitting. To mitigate this issue, we average the energies of the states that should be degenerate by symmetry. Table IV clearly shows that the major contribution to ZFS of the ground state comes from degenerate state by point group symmetry. ZFS splits not only the spin components, it also splits the degenerate irreps (the symmetry of the system is no longer described by point group symmetry; it is now described by double group symmetry), and the lowest of them looks very similar to the structure shown in Fig. 3 . We followed the state-interaction procedure in TABLE IV. Spin-reversal barrier (spin-splitting gap in the multiplet) computed with SOMF EOM-EA-MP2/cc-pVDZ from the hextet reference. Spin-orbit splittings were computed in the state-interaction approach with the indicated number of electronic states. The experimental estimate for the barrier is 158 cm -1 .
No. electronic multiplets
Spin-reversal barrier (cm −1 ) 2 173 3 158 5computation of the ZFS splittings: the arithmetically averaged SOC blocks were plugged in the matrix Hamiltonian, and the unperturbed state energies were on the diagonal. Then, the entire matrix was diagonalized to yield energy-split multiplet states. To study convergence with respect to the number of states included in the calculation, we computed the splittings between 2, 3, and 5 multiplets (10, 15, and 25 electronic states with different spin-projections, respectively). This sequence was chosen to include the degenerate irreps of the point group. The values in Table IV are very close to the experimentally derived result for (tpa Mes )Fe − of 158 cm −1 . The computed spin-reversal barriers U are related to the axial magnetic anisotropy D through the following relation:
To estimate a transverse magnetic anisotropy, one should consider Jahn-Teller distortions, allowing mixing of ±Ms states, which leads to the nonzero probabilities of tunneling under the barrier. (8)- (10) from Ref. 41 give
Because the requirement of having a Hermitian method does not appear in the proof, the statement is applicable to EOM-CC as well. Similarly, Eqs. (11)- (13) from Ref. 41 lead to the condition for the same multiplicity,
Because the α part of the Hartree-Fock density ρ is not equal to the β part for open-shells, the symmetry between h SOMF,2e ± is broken. Table V Table VI shows the impact of the singlet component of the transition density matrix. The singlet part is small for transitions between states with different multiplicities. It is not zero because of small spin contamination of the electronic states. The magnitude of singlet part can be significant for the transitions between states of the same multiplicities. Using the triplet component of the transition density matrix for calculation of matrix elements circumvents this issue.
To conclude, the arithmetic averaging between ⟨S||HL − ||S ′ ⟩ and ⟨S||HL + ||S ′ ⟩ * restores the correct symmetry of these elements. Usage of the triplet transition density does not lead to contamination of ⟨S||HL z ||S ′ ⟩ matrix element with the unphysical singlet contribution.
IV. CONCLUSION
We presented a theory for calculating matrix elements of the BP SOC operator based on the application of Wigner-Eckart's theorem to reduced one-particle density matrices. The key equations are given in the second-quantized spin-orbital form. The algorithm is ansatz-agnostic and can be used with any electronic structure method for which state and transition density matrices are available. The current implementation is based on the EOM-CCSD suite of methods. The approach allows one to compute the SOC matrix for the entire multiplet from just one transition density matrix, which solves the problem of accessibility of states of different spin projections. It also addresses, by constriction, the phase problem due to Born-Oppenheimer's separation of the nuclear and electronic degrees of freedom. We also highlighted an important aspect of the calculation of SOCCs within a non-Hermitian theory and proposed using arithmetic averaging of the EOM-CC matrix elements, which leads to rotationally invariant SOCCs.
The current implementation treats the two-electron part of the BP Hamiltonian via the SOMF approximation. We discuss special aspects of the application of SOMF to open-shell references and propose practical solutions. In particular, L+ and L− reduced matrix elements are slightly different. This issue can be solved by averaging. Contribution of the (unphysical) singlet part of the transition density can be important. This issue does not occur if only the triplet component is used.
SUPPLEMENTARY MATERIAL
See supplementary material for the example of SOC matrix and relevant Cartesian coordinates.
