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から学習が困難になる. そのため, 複雑なタスクであるサッカータスクにおいて, サッカータス






Reward Shapingの効果をみる Reward Shapingにおける実験と, カリキュ ラム学習の効果を
みる実験を行った . 前者では, 2 体のエージェントの協調行動が必要な環境で実験を行い , 
Reward Shaping を行った場合が行わなかった場合を目標達成率で上回った. 後者では, シュー


























を促すために行った Reward Shapingの効果をみる Reward Shapingにおける実験と,カリキュ
ラム学習の効果をみる実験を行った. 前者では, 2体のエージェントの協調行動が必要な環境で
実験を行い, Reward Shapingを行った場合が行わなかった場合を目標達成率で上回った. 後者
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1.2 論文の構成
本論文の構成は以下のとおりである．1 章で研究背景を述べ, 2 章で関連研究, 3 章で本研






サッカータスクの中でもよく使われている RoboCup サッカーのうち, 特に Stone らによっ







また, Google Research により開発された Google Research Football[8] での研究も行われて






また, DeepMind 社によって作成された物理演算エンジン Mujoco のサッカータスクでも研
究がなされてきた. Liuらによる研究 [10]でのタスクでは,攻撃側と防御側プレイヤーがそれ




るといえる. Chitinisらも, MuJoCoのサッカータスクで 2体のエージェントがボールに関わっ
てゴールするタスクで実験を行い,予測した状態との違いを内発的報酬として外部報酬に加え
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て学習することで, 報酬がスパースなタスクにおける協調行動獲得を促している. これらのよ
うに,サッカータスクにおける強化学習の研究は多く行われている.














る. RoboCupでは, Keepawayタスクに対して Reward Shapingを用いることで,学習が効果的
に行われることが Devlinらの研究 [15]によって実証されている. この研究では, Taker同士の
距離を報酬として与えること,守備の役割を促すように報酬を与えることで,守備の向上が見ら
れた.
しかし, Reward Shapingでは Shaping報酬が不適切に設定されている場合,学習に悪影響が
出てしまう [14]. 例えば,ペットボトルを開けるとき,蓋をひねるべき方向と逆の方向にひねっ
たときに Shaping 報酬が与えられると, 誤った誘導になり, 学習の妨げとなってしまう. した
がって,そのタスクにおけるドメイン知識を持つ設計者によって,適切な報酬設計が行われる必
要がある.




方法に焦点を当てた研究を行い, RoboCupタスクである Half Field Offenseタスク [17]とパッ
クマンドメインで提案されたカリキュラム学習を行うことで,学習を加速させることを示した.
また, Silvaらの研究 [18]でもサッカータスクのカリキュラム学習として,タスクの生成とカリ
キュラムの自動生成を行い, Half Field Offenseタスクと作成された Gridworldタスクとで学習
の効率化を示した.
しかし, これまで行われたサッカータスクでのカリキュラム学習の研究 [16][18] では, サッ
カーに必要な協調行動を学習することはできていない. Silva らの研究では, 攻撃エージェ
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図 3.1 問題設定
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図 3.2 カリキュラム学習　環境 1：条件あり（ 2体がボールに関与してゴールすれば目標
達成）環境 2：条件なし（ボールをゴールに蹴りこめば目標達成）








































せる方策ベースの手法である. 目的関数 J(θ)における方策パラメータ θ の勾配 ∇θJ(θ)の方向
に θを更新して,目的関数 J(θ)がより大きい値をとるように改善させる. 勾配 ∇θJ(θ)は以下の
ように示される [22].
∇θJ(θ) = Eπ[(∇θ log π(At |S t, θ))Qπ(S t, At)] (3.1)
ここではある時間 tにおいて,状態 S t のときの行動 At を選択した価値関数が Qπ(S t, At)とされ
ている. これにより, Q関数による方策評価を取り込んだ方策改善ができるようになっている.
REINFORCEアルゴリズム
本研究では, REINFORCEアルゴリズム [23]を用いる. REINFORCEアルゴリズムは,方策
勾配法の一つで,行動価値関数の簡単な近似として,割引報酬和 Gt で近似して学習を行うアル
ゴリズムである. ある時間 t の状態 S t において, 行動 At を選択して将来的に獲得できる報酬
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∇θ log π(At |S t, θ)Gt (3.3)
REINFORCEアルゴリズムでは,ある時間 t での行動価値関数を将来的に得られる報酬 Rt+n
の割引率を考慮した総和である割引報酬和 Gt に置き換えている.
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3.3.2 本研究で用いたアルゴリズム
本研究では,伊藤ら [21]が REINFORCEアルゴリズム [23]をもとに作成したプログラムを
改変して実験を行った. 図 3.3 に本研究におけるア学習ルゴリズムの全体像を示す. 本実装で
用いた REINFORCEアルゴリズムでは,ベースラインとしてアドバンテージ関数を用いる. こ
こでは,ある時間 tにおける状態 S t で行動 At を選択したときのアドバンテージ関数 Aπ(S t, At)
を,以下のように定義する.
Aπ(S t, At) = qπ(S t, At) − vπ(S t) (3.4)
行動価値関数 qπ(S t, At)と価値関数 vπ(S t)の差を表現するアドバンテージ関数 Aπ(S t, At)は状
態 S t で選択した行動 At が,平均的な行動選択に比べてどれくらいアドバンテージがあるか,つ
まり有利であるかを表している. このアドバンテージ関数とモンテカルロ近似で期待値を計算






∇θ log π(At |S t, θ)Aπ(S t, At) (3.5)
Aπ(S t, At) = Gt − vπ(S t) (3.6)
このアルゴリズムでは, 方策パラメータ θ の勾配 ∇θJ(θ) を用いて, 目的関数 J(θ) を最大化す




る. ガウスモデルは,ある時間 tの状態 S t で平均 µ(S t),共分散行列
∑
(S t)を持つ K 次元正規分
布に沿って K 次元の行動ベクトル At をサンプリングする確率モデルである. ガウスモデルは
以下の式によって表される.
π(At |S t, θ) ∝
exp
(
− 12 (At − µ(S t))T
∑







このガウス方策を用いて, (5)の log π(At |S t, θ)は,以下のように表される.
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計者によって段階的に与えられる“Shaping報酬”と最終目標が達成されたときに獲得できる
“外部報酬”をエージェントに与えることとしている. ステップごとに与えられる報酬 Rt+1 は,
ステップごとの外部報酬 Rextrinsic と Shaping報酬 Rshaping の和で以下の式のように表される.
Rt+1 = Rextrinsic + Rshaping (3.9)
割引報酬和 Gt もステップごとに獲得できる外部報酬 Rextrinsic と Shaping報酬 Rshaping から計
算される.
また, エピソード終了時, 各ステップの履歴として保存された状態, 行動, 報酬を用いてモデ




(V(S t) −Gt)2 (3.10)
価値関数の近似値 V(S t)が割引報酬和 Gt に近づくようにパラメータの更新を行っている.















方策は, 入力は 107 次元の状態, 出力は 3 次元の行動で, それぞれ 810, 220, 60 ユニットの隠
れ層を持つ 3層のニューラルネットで実装されている.価値関数モデルは入力が 81次元の状
態,出力が 1次元の行動の価値で,それぞれ 810, 63, 5ユニットの隠れ層を持つ 3層の完全結合
ニューラルネットワークで実装されている. 学習率は 0.99, 最適化アルゴリズムとして方策の
学習に RMSPropを,価値関数モデルの学習には Adamを用いて学習を行った.




前に, カリキュラム学習を促すための Reward Shaping についても考察を行うため, Reward
Shapingにおける実験も行った.
Reward Shapingにおける実験では,図 4.1の環境を想定して,実験を行った. 実験 1ではどち
らかがゴールを決めれば目標達成,実験 2では 2体のエージェントが関与して得点を決めるこ
とができれば目標達成とする. カリキュラム学習における実験では, 図 4.2 の全体像で実装を
行った. まず, 敵 0 体の学習を行い, 徐々に敵を増やして学習を行う. その際, 段階的な学習を
行って協調行動を獲得するため,動かない敵を想定してパス交換の行動獲得をしてから,動く敵
に対する実験を行う.
図 4.1 Reward Shapingにおける実験
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図 4.2 カリキュラム学習における実験
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4.2.2 Reward Shapingにおける実験
Reward Shapingにおける実験を実験 1,2で行った. 実験 1,2では,エージェント間の協調行
動を必要とする場合と,そうでない場合で学習を行い, Reward Shapingの効果の考察を行った.
実験 1




図 4.3 実験 1の想定環境
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実験 2
実験 2では,実験 1を踏まえて,協調行動の獲得で Reward Shapingをした場合,どれほどの
効果があるかを示す. Reward Shapingがサッカータスクでの協調行動にどのような効果をもた
らすかを考察するために, ChitnisらによってMujocoのサッカータスクで行われた研究 [24]に






習にどのような影響を及ぼすか評価し, Shapingありと Shapingなしで比較を行った. 図 4.4に
実験 2の想定環境を示す.
図 4.4 実験 2の想定環境
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4.2.3 カリキュラム学習における実験（敵 1体）
実験 3,4では, Chitnisらの研究 [24]の想定環境に守備エージェントを追加した,図 4.2のよ
うなシュートチャンスで実験を行い,カリキュラム学習における協調行動の獲得を試みた.
実験 3
実験 3では,図 4.1で示された実験 2の想定環境,つまり敵がいない環境で学習された学習済














図 4.5 実験 3,4の想定環境（実験 3：動かない敵　実験 4：動く敵）
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4.2.4 カリキュラム学習における実験（敵 2体）
実験 5
実験 5,6でもカリキュラム学習における実験を行う. 実験 5では,実験 3の環境に守備エー
ジェントを 1体追加して実験を行った. 守備エージェントが増えると,攻撃側のエージェント
は考慮すべき情報量が多くなるため,学習が難しくなる. 実験 5の想定環境を図 4.6に示す. 実
験 3と同じように,実験 5では 2体のエージェントがボールに関わった後にゴールすることが
できれば目標達成としている. そのため, この環境では片方のエージェントのみの力でゴール










図 4.6 実験 5,6の想定環境（実験 5：動かない敵　実験 6：動く敵）







カーの試合であれば, 報酬がスパースで外部報酬を獲得することが難しくなるが, 実験 1 の想
定環境では,ゴールまでの距離が近く,ボールを触れるだけでもゴールになるため,容易に目標
を達成することができる. 図 4.7を見ると,最初から 5割以上の目標達成率を維持し続け,およ
そ 10000エピソードあたりから学習が加速し,およそ 30000エピソードでは 7割で目標達成す
ることができている. このような容易なタスクであれば, 低レベルからの行動獲得でも比較的
早く学習を進めることができる. 実験 1の環境は,実験 2の環境と異なり,協調行動の必要がな
く,味方の状態を考慮する必要が少ないため,学習を容易に進めることができたとみれる.
図 4.7 実験 1の実験結果
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実験 2
エージェント間の協力が必要な実験 2について,平均目標達成率で学習効果を評価した. 図












図 4.9-4.11 に, 学習に Shaping 報酬を用いた場合の, 平均獲得報酬, 平均獲得 Shaping 報酬,
平均外部獲得報酬を示す. 平均獲得 Shaping 報酬をみると, 最終的に報酬は 2.0 に収束し, 2
体のエージェントがボール関与することを学習することを Reward Shaping によって促すこ
とができているとみることができる. エージェントが初めてボールに関与したときに 1.0 の
Shaping報酬を獲得するため,学習が進むにつれてほぼ全てのエピソードで, 2体のエージェン
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図 4.8 実験 2の実験結果
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図 4.9 実験 2の平均総獲得報酬
図 4.10 実験 2の平均 Shaping獲得報酬
図 4.11 実験 2の平均外部獲得報酬




No Curriculumを使って,図 4.5の敵 1体の環境で比較実験を行った. 学習済みモデルは敵 0体
のタスクで 10000エピソード学習させたものを使用した. 図 4.12にそれぞれの平均目標達成
率を示す.
Curriculumは 5割程度まで目標達成率が到達したのに対して, No Curriculumは学習が進ん
でいないことがわかる. Curriculumの学習済みモデルは敵がいない状態で味方とのパス交換を
学習しており,敵がいる場合の状態にも対応できていることがわかる. 実験 3では,敵がパス交




図 4.12 実験 3の実験結果
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実験 4
カリキュラム学習された学習済みモデルを用いた Curriculum, 事前学習せずに学習させた
No Curriculum, 比較用として図 4.4 の敵 0 体の状態で行った学習済みモデルを用いた Light
Curriculumを使って,比較実験を行った. Curriculumは敵 0体のタスク,敵 1体のタスクそれ
ぞれで 10000エピソード学習させた学習済みモデルを使用した. 図 4.13にそれぞれの平均目
標達成率を示す.
それぞれの目標達成率を比較すると, Curriculum は序盤から約 5 割の目標達成率であるの
に比べて, No Curriculum は 4 割を超えるまでにおよそ 2000 エピソードかかっており, Light
Curriculumは全く学習が進んでいないことがわかる. Curriculumは 1000エピソードまでにも
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図 4.13 実験 4の実験結果
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4.3.3 カリキュラム学習における実験（敵 2体)
実験 5
カリキュラム学習された学習済みモデルを用いた Curriculum, 事前学習をしなかった No
Curriculum で図 4.6 のような環境で比較実験を行った. カリキュラム学習は敵 0 体のタスク,
敵 1体のタスクそれぞれで 10000エピソード学習させた. 図 4.14にそれぞれの平均目標達成
率を示す.
Curriculumは No Curriculumに比べて平均目標達成率が高いことがわかる. 1000エピソー
ドまではどちらも 1 割程度の成功率だったが, 以降は Curriculum の学習が進んでいるのがわ
かる. 特に 2500エピソード学習させると, 6割近く目標達成していることがわかる. 敵がいな
い場合のタスク, 敵が 1 体いた場合のタスクを学習させることで, エージェントのいないとこ
ろでパスを通すというスキルを学習させることができ,敵が増えた場合でも目標に早く到達す




図 4.14 実験 5の実験結果
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実験 6
カリキュラム学習された学習済みモデルを用いた Curriculum, 事前学習せずに学習させた
No Curriculumを使って,比較実験を行った. Curriculumは敵 0体のタスク,敵 1体のタスクそ
れぞれで 10000エピソード学習させ,敵 2体のタスクで 20000エピソード学習させた学習済み
モデルを使用した. また,外部報酬を 10ではなく, 100 にして外部報酬の影響を大きくして学
習を促している.
図 4.15 にそれぞれの平均目標達成率を示す. 5000 エピソードまで学習させると, No







図 4.16に 140000エピソードまで学習させたものを示す. 5000エピソードまでの学習では,
目標達成率はどちらもほぼ 1割以下であったため,長い時間学習させたモデルの比較を行った.
長い時間学習させると,報酬を得る機会が増え,学習が進んでいくことがわかる. 特に 80000エ
ピソードで Curriculumの目標達成率が 2割到達, 120000エピソードで No Curriculumの目標
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図 4.15 実験 6の実験結果
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