Abstract. Helmke et al. have recently given a formula for the number of reachable pairs of matrices over a finite field. We give a new and elementary proof of the same formula by solving the equivalent problem of determining the number of so called zero kernel pairs over a finite field. We show that the problem is equivalent to certain other enumeration problems and outline a connection with some recent results of Guo and Yang on the natural density of rectangular unimodular matrices over F q [x]. We also propose a new conjecture on the density of unimodular matrix polynomials.
Introduction
Let F q denote the finite field with q elements. For positive integers n, k, we denote by M n,k (F q ) the set of all n × k matrices with entries in F q and by M n (F q ) the set of all square n × n matrices with entries in F q . Throughout this paper we assume k < n unless otherwise stated. Consider the following problems: Interestingly, all the above problems are equivalent and have the same answer given by k i=1 (q n − q i ). Problem 1.3 was considered by Kocięcki and Przy luski [8] in the context of estimating the proportion of reachable linear systems over a finite field. They gave an explicit answer to Problem 1.3 in the cases n − k = 1, 2. In the same paper, they stated that the general problem "seems to be rather difficult". In fact, the problem of finding an explicit formula for the number of 'reachable pairs' (A, B) (i.e. pairs of matrices satisfying (2)) has been settled only very recently by Helmke et al. [7, Thm. 1] . The proof relies on some earlier results by Helmke [5, 6] and uses some advanced geometric techniques.
In this paper, we give a new proof of the same formula for the number of reachable pairs by first showing in Section 2 that Problems 1.1, 1.2, 1.3 above are indeed equivalent. In Section 3 we explain the connection with Problem 1.4 which we subsequently solve. Our proof is self-contained and uses only elementary methods in linear algebra and the q-Vandermonde identity for Gaussian binomial coefficients. We also highlight a connection between Problem 1.2 and some recent results by Guo and Yang [4] on the natural density of rectangular unimodular matrices over F q [x] . We then propose a new conjecture on the density of unimodular matrices that generalizes the problems stated earlier in the introduction.
Background
Problem 1.1 is in fact a combinatorial matrix completion problem -we would like to count the number of matrices in M n,k (F q ) for which there exists a completion (by padding n − k columns on the right) to a square matrix in M n (F q ) with irreducible characteristic polynomial. Our starting point is the following result of Wimmer [10] (also see Cravo [2, Thm. 15] ).
Theorem 2.1 (Wimmer). Let F be an arbitrary field and let
is a monic polynomial of degree n and let
be the invariant factors of the polynomial matrix
By applying Wimmer's theorem to the case where f (x) is irreducible, we obtain the following result. gives alternate characterizations of zero kernel pairs.
The following are equivalent:
(1) The product of the invariant factors of (3) is 1.
has rank k.
It follows from Proposition 2.5 that (C, A) is a zero kernel pair if and only if (A
T , C T ) is reachable, i.e., it satisfies the hypothesis of Problem 1.3. This is the well-known duality between reachable and observable pairs of matrices and establishes the equivalence of Problem 1.3 with Problems 1.2 and 1.1. We explain the connection with Problem 1.4 in the next section.
Enumeration of simple linear transformations
Throughout this section, we denote by V an n-dimensional vector space over F q . Definition 3.1. Let V be a vector space over a field F and W be a subspace of V . An F -linear transformation T : W → V is defined to be simple if the only T -invariant subspace properly contained in V is the zero subspace.
This definition coincides with the usual definition of simple linear transformation (i.e., one with no nontrivial invariant subspaces) in the case W = V . Note that the definition does not allow the domain itself to be an invariant subspace for simple T (unless the domain is V or {0}).
To answer Problem 1.4, we need to count the number of simple T : W → V for a k-dimensional subspace W . In fact, the answer depends only on the dimension of W . To see this, let W 1 , W 2 be distinct k-dimensional subspaces of V and let S : V → V be a linear isomorphism such that S(W 1 ) = W 2 . It is easily seen that T : W 1 → V is simple if and only if ST S −1 : W 2 → V is simple. We thus have a bijection between simple maps with domain W 1 and those with domain W 2 .
The following proposition relates simple maps to zero kernel pairs. for some zero kernel pair (C, A).
Proof.
First suppose T is not simple. Let v be a nonzero vector lying in some T -invariant subspace and let the column vector X v ∈ F k q denote the coordinates of v w.r.t. B k . Let the matrix of T w.r.t. the ordered bases B k and B n be (4
)
A C
where A ∈ M k (F q ) and C ∈ M n−k,k (F q ). By the hypothesis, T i v lies in W for all nonnegative integers i. The coordinate vector of T v w.r.t. B n is
Since T v ∈ W , it follows that CX v = 0 and the coordinate vector of T v w.r.t. B k is simply AX v . By considering T 2 v it follows similarly that CAX v = 0 and the coordinate vector of T 2 v w.r.t. B k is A 2 X v . Continuing this line of reasoning, we find that
ker(CA i ).
Since X v = 0, it follows that (C, A) is not a zero kernel pair. For the converse, let the matrix of T w.r.t. B k and B n be (4) as above and suppose (C, A) is not a zero kernel pair. Then there exists a nonzero X ∈ k−1 i=0 ker(CA i ). Then the vector v ∈ W whose coordinate vector w.r.t. B k is X generates a nonzero T -invariant subspace. This completes the proof.
The preceding proposition shows that counting simple maps is equivalent to counting zero kernel pairs. We have thus established the equivalence of all problems in the introduction.
We now consider the solution of Problem 1.4. The number of k-dimensional subspaces of an n-dimensional vector space over F q is given by the Gaussian binomial coefficient corresponding to n and k:
.
For a fixed k-dimensional subspace W of an n-dimensional vector space V over F q , we define ψ q (n, k) := #{T : W → V : T is simple}.
We are thus interested in a formula for ψ q (n, k). Note that a simple map is necessarily of full rank. For subspaces W,
Counting simple maps by their image, it is easily seen that
where the sum is taken over all k-dimensional subspaces of U of V . In fact,
where
Definition 3.3. Let V be an n-dimensional vector space over F q and let W be a fixed k-dimensional subspace of V . For l ≤ k, define
Proposition 3.4. τ q (k, l) satisfies the recurrence given by
Proof. Any invariant subspace of a map T :
Proposition 3.5. The number of k-dimensional subspaces of V that have an l-dimensional intersection with a fixed k-dimensional subspace of V is given by
Proof. Let W 1 be k-dimensional. We wish to count the number of k-dimensional U for which dim(U ∩ W 1 ) = l. There are clearly
ways. Counting this way, the same U arises in
Thus the total number of such U is given by
, which simplifies to the RHS of (6).
The next proposition allows us to compute ψ q (n, k) from τ q (k, l) and σ q (n, k, l).
Proposition 3.6. The number of simple linear transformations whose domain is a fixed k-dimensional subspace of V is given by
Proof. Counting simple maps with domain W of dimension k, we obtain
Note that, for k = 0, τ q (k, k) = 1 and for k > 1, τ q (k, k) = 0. On the other hand, for k > 0, τ q (k, 0) = | GL k (F q )| where GL k (F q ) denotes the general linear group of k × k nonsingular matrices over F q . We define
Then the recurrence (5) becomes
Proposition 3.7. We have
Proof. The formula for µ q (k, l) is easily verified for k = 0, 1 directly from the definition of τ q (k, l). We use induction on k. Suppose k > 1. Clearly µ q (k, k) = 0 and µ q (k, 0) = q k − 1, so suppose 0 < l < k. Then
where the last equality follows from the q-Vandermonde identity [1, Thm. 3.4] . It follows that µ q (k, l) = q k − q l as desired.
We are now ready to prove the main theorem of this paper.
Theorem 3.8. We have
Proof. From (5) and (7), it is easily seen that
, the theorem follows.
Corollary 3.9. The number of zero kernel pairs
(C, A) ∈ M n−k,k (F q ) × M k (F q ) is given by k i=1 (q n − q i ).
Corollary 3.10. The number of reachable pairs
Theorem 3.8 gives us the following answer to Problem 1.2.
Corollary 3.11. The number of matrices Y ∈ M n,k (F q ) for which
Conclusion
Corollary 3.11 shows that for a uniformly random Y ∈ M n,k (F q ), the probability that (9) is unimodular is given by δ q (n, k) = k i=1 (1 − q i−n ). Guo and Yang [4, Thm. 1] have recently proved that the probability that a uniformly random n × k matrix over F q [x] is unimodular is also given by δ q (n, k). Corollary 3.11 shows that the probability of being unimodular is unaltered even if we consider a very specific subset of M n,k (F q [x] ). It would thus be interesting to find and characterize other subsets of rectangular polynomial matrices for which this property remains true. For a positive integer m and k < n, we define We have the following conjecture on the density of unimodular matrices.
Conjecture 4.1. The probability that a uniformly random element of M n,k (F q [x]; m) is unimodular is given by δ q (n, k).
We remark that the conjectured probability is independent of m (the common degree of the matrix polynomials). Conjecture 4.1 is of great interest since a solution would provide an alternate resolution of the problems stated in the introduction. While the conjecture has been verified using computer programs for small values of m, n, k, q, the general case still appears to be open.
