We study two generalizations of the asymmetric simple exclusion process with two types of particles. Particles of type 1 can jump over particles of type 2, while particles of type 2 can only influence the jump rates of particles of type 1. We prove that the processes are self-dual and explicitly write the duality function. As an application, an expression for the r-th moment of the exponentiated current is written in terms of r-particle evolution.
Introduction
The asymmetric simple exclusion process (ASEP) is a widely studied model in mathematics and physics. Particles occupy a one-dimensional lattice, with at most one particle at each site. The particles jump to neighboring sites asymmetrically, meaning that particles will drift to either the right of the left. If the particle jumps to an occupied site, the jump is blocked.
In [2] , [8] and [15] , there is additionally a second-class particle. This particle jumps according to the same rule as ASEP. However, if a first-class particle attempts to jump to a site occupied by a second-class particle, the particles switch positions. If a second-class particle attempts to jump to a site occupied by a first-class particle, the jump is blocked. Observe that the second-class particles do not affect the first-class particles, or in other words, the projection to the first-class particles is Markov. This paper will introduce so-called "semi-second-class" particles. These are particles which can not jump over the first-class particles; however, their presence can influence the jump rates of adjacent firstclass particles. Thus, the projection to first-class-particles is not Markov. These particles will also be called "type 1" and "type 2" particles.
Two particular sets of values for the jump rates will be studied in detail. In these two cases, we will show that the processes are self-dual and explicitly write the duality function. The duality is proved using symmetry of the rank two quantum groups Uq(gl 3 ) and Uq(sp 4 ). The use of algebra symmetries to prove duality has a well-established history (e.g. [13] , [14] , [3] , [11] ). The proofs in this work follow the method laid out in [7] . Recent work [6] , [9] has also developed proofs for duality using more "direct" (that is, without algebra) methods.
The remainder of this paper is organized as follows: section 2 gives an explicit description of the processes, states the duality results as well as an application, and state the quantum group symmetry. Section 3 reviews the background on quantum groups and constructs a central element necessary for the proof. Section 4 finishes the proofs for the Uq(sp 4 ) case, and section 5 finishes the proofs for the Uq(gl 3 ) case.
During the writing of this paper, another paper [4] was posted to arXiv with similar results. That paper studies the process arising from Uq(gl 3 ) symmetry and finds a duality function similar to the one presented here, presumably 1 with similar methods. That paper also explicitly constructs all invariant measures and proves an interesting sum rule for the duality functions, neither of which are addressed here. Acknowledgments. The author would like to thank Alexei Borodin and Ivan Corwin for helpful conversations. The author was partially supported by a National Science Foundation Graduate Research Fellowship.
Overview {Overview}

Description
Consider a one-dimensional lattice. Each lattice site has three possible states: either empty, occupied by a first-class particle, or occupied by a semi-second-class particle. Describe a particle configuration by ξ = {ξi} where ξi ∈ {0, 1, 2} for each lattice site i, corresponding to an empty site, occupation by a first-class particle, and occupation by a semi-second-class particle, respectively.
Each particle has two independent exponential clocks, one for left jumps and one for right jumps. The rate of the left clock depends on the state of the site to the left of the particle, and the rate of the right clock depends on the state of the site to the right of the particle. Let L(i, j) denote the rate of the left clock of the i-th class particle when the site to the left has state j, and similarly denote R(i, j).
The particles interact according to the following rules: If a first-class particle attempts to jump to a site occupied by a semi-second-class particle, then the particles switch positions. If a semi-second-class particle attempts to jump to a site occupied by a first-class particle, the jump is blocked. This implies that L(2, 1) = R(2, 1) = 0.
If a first-class particle attempts to jump to a site occupied by another first-class particle, then the jump is blocked. The same holds for the semi-second-class particle. This means that
This leaves six remaining jump rates,
then the first class particles evolve independently of the semi-second-class particles. In other words, the behavior of the first-class particles is Markov. In this case, the semi-second-class particles have been described in the literature as second-class particles (see e.g. CITE TW and S?). In general, however, the semi-second-class particles still affect the jump rates of the first-class particles, even if they can not jump over them. Also observe that if the six jump rates are all multiplied by the same positive constant, then this corresponds to rescaling the time, and hence has no effect on the interaction of the particles. In this paper, we will consider two particular sets of values for the jump rates. The first is when
This is called spin 1/2 type A2 ASEP. Here, the asymmetry parameter is q for all particles, and when a = 1 the type 2 particles are the usual second-class particles. The second set of values for the jump rates is when
This is called spin 1/2 type C2 ASEP . In other words, the asymmetry parameter is q for particles of type 1 and 2, and q 2 when particles of type 1 and type 2 interact. The reasons for the names will become clear later in the paper.
Duality results
Let us review the definition of duality. 
where on the left hand side, the process x(t) starts at x(0) = x, and on the right hand side, the process y(t) starts at y(0) = y. If SD = X × Y , then we say that X(t) and Y (t) are dual with respect to D(x, y). If furthermore, X(t) and Y (t) are the same process, then we say that X(t) is self-dual.
In order to write the explicit formula for the duality functions, define
is a self-duality function.
By considering the case when ξ only consists of semi-second-class particles, this expresion simplifies: {simpler} Corollary 2.3. If for n1 < . . . < nr, the particle configuration ξ (n 1 ,...,nr ) is defined by
This function is similar to Proposition 2 of [11] or (3.12) of [14] . This duality function allows for a computation of the rth moment ofQi(η) = 1 {η i =2} q 2Ñ R i (η) at r different location sites. Observe that this can be written as
. Write Qi(t),Qi(t) for Qi(η(t)),Qi(η(t)).Then we have a proposition analogous to Proposition 3 of [11] : {Weyl} Proposition 2.4.
where the summation is over all ξ with right-most-particle to the left of position x, and all configurations y with k particles of type 2.
In the C2 case, we give two statements:
is a self-duality function. (2) In the C2 case, there is a function D such that
Explicitly, if for n1 < . . . < nr, the particle configuration ξ (n 1 ,...,nr ) is defined by
Remark. In Theorem 2.5(2), the function D(·, ·) only detects the number, not the type, of particles. The projection of type A2 and C2 ASEP to particle occupation is simply the usual ASEP, and the duality function matches that from [14] . The interest lies in that D(·, ·) can be constructed from the representation theory of Uq(sp 4 ), which will be seen below.
Construction
In [7] , there is a general description of how to construct particle systems from quantum groups, as well as finding self-duality functions for these particle systems. Let us review the idea in several steps. The first step is to consider the quantum group Uq(g) for some finite-dimensional simple Lie algebra g. Find an explicit central element C ∈ Uq(n−)Uq(h)Uq(n+).
Next, consider a finite-dimensional irreducible representation V of Uq(g) with a basis v1, . . . , v d consisting of weight space vectors. If v1 denotes the highest weight vector and v d denotes the lowest weight vector, then compute the value of a for which ∆(C)(v1 ⊗ v1) = av1 ⊗ v1. Now compute the d × d matrix of A := ∆(C − a) acting on V ⊗ V with respect to the basis {vi ⊗ vj , 1 ≤ i, j ≤ d}. Observe that since C − a is still central. Assume that this matrix has non-positive diagonal entries, and non-negative off-diagonal entries (this will not always be true). Now consider the operator on V ⊗L defined by
Suppose that we have a vector g ∈ V ⊗L such that A (L) g = 0. It is possible to find such a vector by applying elements of Uq(n+) to the lowest weight vector v d ⊗· · · ⊗v d (in physics language, this is applying creation operators to the vacuum state). Write g in terms of the canonical basis
Assume that g(i1, . . . , iL) is always positive and define G to the diagonal operator on V ⊗L defined by
By the assumptions on A, the matrix
is self-adjoint on V ⊗L and S is an operator that commutes with A, then
is a self-duality function for the particle system generated by L. This paper will consider the situation in which g = sp 4 or gl 3 and V is the fundamental representation. The precise statements are as follows: Theorem 2.6. There exists a central element C ∈ Uq(gl 3 ) and an operator G on V ⊗L such that for 
then one obtains the generator for spin 1/2 type A2 ASEP on {1, . . . , L} with periodic boundary conditions.
In the following theorem, the notation for
Theorem 2.7. There exists a central element C ∈ Uq(sp 4 ) and operators Gǫ on V ⊗L such that the limit 
Central Element
{Central Eleme The first step is to find a suitable central element in Uq(g).
Given a simple Lie algebra g of rank n, the quantum group Uq(g) is the Hopf algebra generated by {ei, fi, ki}, 1 ≤ i ≤ n with relations
is the Cartan matrix. (Recall that (αi, αi) = 2 for short roots and 4 for long roots.) The co-product is
and the antipode is
i , We will also use Greek letter subscripts kα to denote the ki, when it is notationally more convenient to do so, and k α+β denotes kαk β .
There is a pairing (see Proposition 6.12 of [12] ) on Uq(b−) × Uq(b+) defined by
where (·, ·)g is an invariant, non-degenerate invariant symmetric bilinear form on h * . Furthermore, according to Lemma 6.16 of [12] ,
where ω is the automorphism and τ is the antiautomorphism defined by
Let V be the fundamental representation of g and let {vµ} be a basis of V such that vµ ∈ V [µ], the µ-weight space of V . For any µ ≥ λ such that V [µ] and V [λ] are nonzero, let e µλ and f λµ be elements of U + and U − respectively such that e µλ v λ = vµ and f λµ vµ = v λ , Let ρ be half the sum of the positive roots of g, and recall that (2ρ, α) = (α, α) for the simple roots α. {CentralLemma} Lemma 3.1. If q is not a root of unity and 2µ is in the root lattice of g for all weights µ of V , then the element
is central in Uq(g), where the star * denotes the dual element under , ·, · .
Proof. By following the construction of the Harish-Chandra isomorphism in [12] , one sees that
is central, which simplifies to (2).
sp 4
Recall that sp 2n is the rank n Lie algebra consisting of 2n × 2n matrix of the form
Letting Eij denote the matrix with a 1 at the (i, j)-entry and zeroes elsewhere, define
The simple roots and fundamental weights are
where ǫi(M ) = Mii. We have that (αi, αi) = 2 for 1 ≤ i ≤ n − 1 and (αn, αn) = 4. We have that (αn−1, αn) = −2. When n = 2, the Cartan matrix of sp 4 is simply
The Dynkin diagram of sp 4 is of type C2, hence the notation. To make notation clearer, k (1,−1) denotes k1 and k (0,2) denotes k2. Let V be the fundamental representation of sp 4 . It has a basis v1, v2, v4, v3 which are in the weight spaces ǫ1, ǫ2, −ǫ2, −ǫ1. It is immediate that the condition of lemma 3.1 holds. Index these and order them by 1 ≥ 2 ≥2 ≥1. We have that
Here, the sum of the positive roots is 2ρ = 4ǫ1 + 2ǫ2
So that
In order to write the central element, the dual elements need to be calculated:
The dual elements are:
Proof. The first two lines follow immediately from the definition of the pairing. For the next two lines, we have that
This proves lines three and four. Now for the remainder of the lemma. We have that
and also
and additionally (e1e2) * f1, e2e1e1 = 0 because e1e2 is not possible as a left tensor factor. Continuing,
So we see that
and that
So so that
which is lines five through seven. Lines eight through ten follow from (1). {sp4central} Proposition 3.3. If q is not a root of unity, the element
is central in Uq(sp 4 ).
Proof. Use (2) and (3). The terms with µ = λ yield
and µ = 1, 2 >2 = λ yields
and µ = 1, 2,2 >1 = λ yields
One can check (with some calculation) that this element acts as q −6 + q −2 + q 2 + q 6 times the identity on V , which is consistent with the Harish-Chandra isomorphism.
gl 3
Recall that sln is the rank n − 1 Lie algebra consisting of all traceless n × n matrices. Set
where ǫi(M ) = Mii. When n = 3 the Cartan matrix is
and the Dynkin diagram is A2. Denote k1, k2 ∈ Uq(sl3) by k (1,−1,0) and k (0,1,−1) respectively. The Lie algebra gl 3 is the central extension of sl3 by the 3 × 3 identiy matrix. In terms of quantum groups, this corresponds to a central extension by the element k (1,1,1) It was shown in [10] that the following element is central:
Construction
Let C be the central element in Proposition 3.3 and let A be the operator on V ⊗ V defined by (q − q
Note that V ⊗ V has the weight space decomposition
which have dimensions 1, 2, 1, 2, 4, 2, 1, 2, 1 respectively. Order the basis elements of V ⊗ V as v1 ⊗ v1, v2 ⊗ v1, v1⊗v2, v2⊗v2, v4⊗v1, v1⊗v4, v2⊗v4, , v4⊗v2, v3⊗v1, v1⊗v3, v3⊗v2, v2⊗v3, v4⊗v4, v3⊗v4, v4⊗v3, v3⊗v3. This ordering preserves the ordering of the weight spaces. {eigenvectors} Lemma 4.1. The following are linearly independent eigenvectors of A with eigenvalue 0:
So the 0-eigenspace of A is at least 10-dimensional.
Proof. This follows because C(v3 ⊗v3) = (q −8 +q −2 +q 2 +q 8 )v3 ⊗v3 and A commutes with Uq(sp 4 ). Note that e2e 2 1 and e1e2e1 produce linearly independent eigenvectors because the latter has v1 ⊗ v3, v3 ⊗ v1 terms and the former does not.
Because A must preserve each summand in the weight space decomposition, A breaks into a block matrix with 9 pieces. For the weights of dimension 1, these block matrices are 1 × 1 zero matrices, so A has five non-zero blocks corresponding to (1, 1), (1, −1), (0, 0), (−1, 1) , (−1, −1), with sizes 2, 2, 4, 2, 2 respectively. Write this decomposition as
{symmetry} Lemma 4.2. As matrices with respect to the ordered basis,
Proof. The matrices for the generators are 
Explicit multiplication of 16 × 16 matrices yields the result.
Extend this to
A (L) operating on V ⊗L by A (L) = L−1 i=1 1 ⊗i−1 ⊗ A ⊗ 1 ⊗L−1−i {commutes} Lemma 4.3. For any u ∈ Uq(sp 4 ), [A (L) , ∆ (L) (u)] = 0.
Proof. It suffices to prove this for
this shows it for u = ki. Now we have that
because for all other j terms we can apply
This then equals
Summing over j yields
The argument for f is similar.
It would appear from lemma 4.2 that there is a "negative probability" of transitioning to a state with both a type 1 and a type 2 particle occupying a site. To get around this issue, we conjugate with a Gǫ such that as ǫ → 0, these "negative probabilities" converge to 0.
Give V ⊗L the standard basis B :
Let Ω be the vacuum vector v ⊗L 3 . We then have that e(Ω) ∈ span(B1) for all f ∈ E1, e(Ω) / ∈ span(B1) for all f ∈ E2
Let gǫ ∈ V ⊗L be a vector in the kernel of A (L) , and for x ∈ B, define gǫ(x) to be the coefficient of x in gǫ. Suppose it satisfies gǫ(x) > 0 for all x ∈ B, lim ǫ→0 gǫ(y) = 0 for y ∈ B2, lim ǫ→0 gǫ(x) > 0 for x ∈ B1, (4) {niceg} Let Gǫ be the diagonal matrix on V ⊗L with entries Gǫ(x, x) = gǫ(x). Let Lǫ be
For a matrix S that commutes with
ǫ . In the ǫ → 0 limit, the subscript will be dropped.
(and this limit is finite).
Proof. Since A (L) is symmetric,
so it remains to check that the limit is finite. But the limit can only be infinite if x or y is not in the span of B1.
In order to find a suitable gǫ satisfying (4), introduce some notation. The following is Proposition 5.1 from [7] .
Proposition 4.6. Let {gi, ki : 1 ≤ i ≤ L} be operators such that kigi = rgiki. Define
It is immediate from the definitions that (4) holds. Proof. We will use the lemma: {generator} Lemma 4.8. The generator of the generalized two particle type ASEP on {1, . . . , L} with domain wall boundary conditions is of the form
where the matrix of A with respect to the basis (0, 0), (0, 1), (1, 0), (1, 1), (2, 1), (1, 2), (2, 2), (0, 2), (2, 0) is
With periodic boundary conniptions, the generator is of the form
where AL1 operates on the Lth and first tensor power.
Proof. Since the particles in two particle type ASEP only jump at most one site, and all the jump bond rates are the same, the generator must be written in that form. Conjugating the matrix will not change the diagonal entries. Furthermore, we can replace v3 with av3 to get the right values. The explicit expression for A follows from the definition of a generator.
From Lemma 4.2, we see that A has the necessary form.
Duality
We first prove an equivalent definition of duality.
Lemma 4.9. Suppose that L is the generator of the Markov process X(t) on state space X. Let D be a function on X × X viewed as an operator in the sense that
Proof. By definition
By the assumptions of the lemma this implies that for all z ∈ Z and y ∈ Y , 
Then (z, y) ∈ SD.
Proof. As explained above.
Different choices of the symmetry S of A (L) will lead to different duality functions on different states. Let us analyze some of these. Recall that
We see that for D = G −1 SG −1 , any (z, y) with z anything and y only particles of type 1 is allowed. Let us now compute it: {computes} Proposition 4.11.
Proof. First, all the e1 terms yield
Next, we need to move the e2 terms from left to right. Since k2e1 = q −2 e1k2, we get
And then the applications of the e2 yields
and combining all three lines gets the result.
Recall
For n1 < . . . < nr, let ξ (n 1 ,...,nr ) be the state where ξn s = 1 and all other ξi = 0. As before, Ω is the vacuum vector.
Corollary 4.12. We have
Additionally, suppose that ηi = 2 exactly when i ∈ {m1, . . . , m l }, (and possibly 1 elsewhere) then
which is Theorem 2.5(1). Now consider the case when
In this case, any ξ will work.
Lemma 4.13.
Proof. The applications of the e2 only occur wen ξi = 1, ηi = 2 and yield the result because k (0,2) maps v3 to v3, v4 to q −2 v4 and v2 to q 2 v2.
we have
which simplifies to the expression in Theorem 2.5(2).
5 Type A 2 ASEP {A2} Lemma 5.1. With respect to the basis v1 ⊗v1, v2 ⊗v2, v3 ⊗v3, v2 ⊗v1, v1 ⊗v2, v3 ⊗v1, v1 ⊗v3, v3 ⊗v2, v2 ⊗v3, the matrix of Proof. The argument is identical to that of Proposition 4.11.
Therefore we see that Due to the increasing powers of s, we see that particles more to the right are marked by increasing powers of q. However, this is just the same as considering q where N is the total number of particles. Since any multiple is also a duality function, and r, N are constant with respect to time, we have r s=1
1 {ηn s =2} q 2Ñ R s (η)+2ns
The last statement in this paper concerns Proposition 2.4. A similar statement is proven as Proposition 3 of [11] by using Uq(sl2) symmetry. The argument there carries over completely here, by observing that the number operator counting type 2 particles is k (2,0,0) , which commutes with the generators e2, f2, k2 coming from the second root.
