This paper provides algorithms in order to solve an interval implicit function of the Poincaré map generated by a continuous piecewise linear (CPWL) vector field, with the use of interval arithmetic. The algorithms are implemented with the use of MAT LAB and INT LAB. We present an application to verification of canards in two-dimensional CPWL vector field appearing in nonlinear piecewise linear circuits frequently, and confirm that the algorithms are effective. key words: interval arithmetic, computer assisted rigorous proof, Poincaré map, canard, slow-fast system, continuous piece-wise linear vector field
CPWL Vector Field and Its Poincaré Map
Analyses of a CPWL circuits i.e. a CPWL vector field is based on an implicit form of composition map [2] . It is generally impossible to obtain exact solution of such implicit form of Poincaré map (composition map) generated by a CPWL vector field. On one hand, interval computations for verified numerical computation methods have been developed [1] , [3] , [5] . Therefore with the use of interval arithmetic by MATLAB and INTLAB toolbox [1] , we provide an approach to verify such Poincaré map and make discussion about the effectiveness through an example of a CPWL circuit. We begin by considering an n-dimensional two-region continuous piecewise-linear (CPWL) vector field F : R n → R n defined by
, where M i , i = 1, 2 are n×n real matrices such that M 1 x+q 1 = M 2 x + q 2 for all x ∈ U := {x ∈ R n | α, x − β = 0}, and q i , i = 1, 2 ∈ R n , α ∈ R n − {0} and β ∈ R, and , denotes inner product.
The vector field (1) is proper enough to make the discussion that follows, because more general multi-region continuous piecewise-linear systems are combinations of two-region systems. We assume that each M i , i = 1, 2 has ρ i distinct real eigenvalues γ ik associated with the eigenvectors 
Further, under some conditions [2] , with the use of (2), boundary maps can be defined as Π 1 :
where 
We review briefly terminology of interval arithmetic and necessary proposition 3.1.12(38) , (41) [3] . For u ∈ R n with u > 0, scaled maximum norm · u for x ∈ R n and A ∈ R n×n are respectively defined as
n , and IR m×n are written for the sets of all compact intervals, interval vectors of length n and interval m × n-matrices respectively. A vector 
and for arbitrary matrix
First of all, in general eigenvalues and eigenvectors in (2) are not obtained exactly. By interval arithmetic,
In the similar way the transcendental functions, eigenvalues, and eigenvectors of (2) are replaced by interval enclosures, intervals, and interval vectors. Notice that the boundary map (3) is described as a rigorously verified implicit function
such that f (t, x) and its partial derivatives are rigorously verified to lie in
At the start, instead of exact solutions, we have to find
Further we need to guarantee that there exists a unique so- [3] , [4] . However their method is too cumbersome and too complicated to obtain the zero set of the well defined function strip of (12). Therefore we discuss to obtain such zero set as (12) with taking account of the conception of the function strip and INTLAB. Oishi provided Theorem 4.13 [5] such that the theorem gives enclosures of solutions of ordinary implicit functions. We provide theorem to obtain the zero set of (12) such that there exists a unique solution (t
) on the basis of Oishi's approach [5] .
Definition 1: For continuously differentiable functions f : U X ⊂ R n −→ R n with respect to a point x ∈ U X , and its Jacobian D f (x) such that is only known to lie in
n be a map which associates with each point vector x ∈ U X an interval vector and an interval matrix
We call such a map a function strip with a Jacobian strip. Then let [
(which can be empty).
In the following, we provide Theorem 1 for obtaining sufficiently narrow interval vectors of the zero set of (12).
n be a continuously differentiable function with respect to a point x ∈ U X , and D f (x) be the Jacobian.
Suppose that f is only known to
where E = (δ i j ): identity matrix, L ∈ R n×n denotes a non-singular and non interval matrix (i.e. thin matrix) being
, and if(C2) M u < 1 holds, then there exists a unique solution (C2) is automatically satisfied.
First, we show that the Krawczyk operator
The properties in Definition 1 imply that for every point
By the mean value theorem, for every
From the equations (18), (19), and (20),
Further since [x] is a convex set, for any t 0 ∈ (0, 1),
holds. Thus from Definition 1 and the equations (21) and (22), for every point x ∈ [x],
holds, and we have
Secondly, we show that g(·) is contractive, when domain of g(·) is restricted to [x] ⊆ IU X . By the mean value theorem, for every
holds. From (C2) in Theorem 1 it turns out the operator g(·) is contractive. As the discussion above, when (C1), and
, and g(x) is contractive, for every
∈ IU X is a convex and compact set, and f (x) = 0 ⇔ g(x) = x, from the contraction mapping theorem, it follows that there exists a unique solution
. Finally we show the proof of Corollary 1. we as-
holds. The proof is now complete.
Application to a Two-Dim. Slow-Fast CPWL Vector Field
In this section, we present some results of the application of the described method to the following example of a two-dimensional slow-fast CPWL vector field. Our interval computations are performed on a SUN Blade 1000 or a Xeon computer where MATLAB 6.5.1 and INTLAB toolbox [1] is available to us.
Circuit Dynamics
Okazaki et al. [7] proposed a circuit realization in Figs. 1 and 2, and reported behavior like canard produced by the circuit experimentally. This circuit is made of three linear passive elements (1 capacitor, 1 inductor, 1 resistor), one active element (1 DC battery realized by a series voltage regulator), and the piece-wise linear characteristic nonlinear resistor realized by Op amp based circuit in Fig. 2 . (24)- (25) is the non-dimensional equations for the CPWL canard circuit used by piece-wise linear resistor in Fig. 1 .
where
2 +2540ζ−3007
5-Region CPWL Vector Field
Here we define a two-dimensional CPWL vector field F : R 2 → R 2 that are realized by CPWL circuit in Fig. 1 and Fig. 2 on the basis of Okazaki et al. [7] as follows. 
Each slope of f (v, ζ) in each linear region is described below (See Fig. 3 )
2.3 Canard of a Two-Dim. CPWL Vector Field Arima et al. [6] first brought out not only that canard in two dimensional CPWL vector field needs four region CPWL vector field but also that canard without head and canard with head are identified with solution passing downside or upper side of slow eigenvector (slow manifold). In the following, we illustrate two type examples. Unstable focus equilibrium point case: When = 
where the equilibrium point
is unstable focus as shown in Table 1 and the real eigenvalue ratio of γ f 3 to γ s3 ≈ 14.2.
Stable focus equilibrium point case: When = 
where the equilibrium point is stable focus as shown in Table 2 and the real eigenvalue ratio of γ f 3 to γ s3 ≈ 15.8.
Preliminary Computations
Here we consider how to obtain the interval eigenvalues
Exact eigenvalues γ si , γ f i , σ i ± jω i and exact eigenvec-
. . , 5 have the following relations. 
In the case that M i has two real eigenvalues γ si and γ f i , (|γ si | < |γ f i |) associated with their eigenvectors v si and v f i , If the eigen vectors of M i are not parallel to the line i = constant, then there exist eigenvectors v si , v f i ∈ R 2 such that
In the case that M i has complex conjugate eigenvalues
T r(M i ) and Det(M i ) denote trace and determinant of M i , respectively.
Using interval arithmetic by MATLAB 6.5.1 and INTLAB toolbox 4.1.1 [1] , the interval eigenvalues 
Verification of Canard on the Boundary
We have chosen verification of canard on the boundary as our test CPWL vector field for the following reasons: · The Poincaré map for verifying canard on the boundary is given by an implicit form consisting of five boundary maps. · The eigenvalue ratio of fast eigenvector (manifold) to slow eigenvector (manifold) is greater than 14, when typical behavior like canard are observed. this slow-fast CPWL vector field is considered being stiff enough.
In the case of changing E * , eigenvalues and eigenvectors in each D i are not changed, and each boundary map images are changed. Therefore using Matlab index notation, we define 16th dimensional nonlinear equation of which solution passes through on the slow eigenvector (slow manifold) implying canard on the boundary of canard without head and canard with head as follows: In the following using Theorem 1 and Corollary 1 and interval arithmetic by MATLAB 6.5.1 and INTLAB toolbox 4.1.1 [1] , we have Theorem 2 and Theorem 3.
Conclusions

