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Abstract
For redundant second-class constraints the Dirac brackets cannot be defined and
new brackets must be introduced. We prove here that the Jacobi identity for the
new brackets must hold on the surface of the second-class constraints. In order to
illustrate our proof we work out explicitly the cases of a fractional spin particle in
2 + 1 dimensions and the original Brink-Schwarz massless superparticle in D = 10
dimensions in a Lorentz covariant constraints separation.
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1 Introduction
For covariance reasons we are often forced to work with more variables than the minimal
set of physical elds. The presence of spurious degrees of freedom are associated with
local gauge symmetries. In the Hamiltonian formulation of gauge theories the gauge
transformations are generated by the so-called rst-class constraints according to Dirac’s
classication:
φa (q, p)  0 a = 1, . . . , k . (1)
There are also second-class constraints (SCC) which are not associated with local sym-
metries but are responsible for the correct counting of degrees of freedom,
χ (q, p)  0 α = 1, . . . , n . (2)
The rst-class constraints have weakly vanishing Poisson brackets (PB) with the full set
of (n + k)-constraints, while the SCC have non-vanishing PB among themselves,
fχ, χg  C . (3)
Following Dirac we can eliminate the SCC by dening the now called Dirac brackets
(DB):
fA, BgDB = fA, Bg − fA, χg (C−1) fχ, Bg (4)
the dynamics of the system can be entirely formulated in terms of DB.
By construction the SCC have vanishing DB with any quantity in the phase space:
fA, χgDB = 0 = fχ, BgDB and thus can be strongly set to zero. The basic properties
of the PB are inherited by the DB. Perhaps the less trivial property is the Jacobi identity.
Using the denition of PB
fA, Bg = ωIJ0 ∂IA ∂JB (5)
where ∂I = ∂/∂Γ









We can easily prove the Jacobi identity for the PB
fA, fB, Cgg + fB, fC, Agg + fC, fA, Bgg =
= ωIJ0 ω
KL




0 ∂IC ∂KA (∂J ∂LB) + . . .
= 0 (7)
where we used that ωT0 = −ω0 besides the obvious fact that ∂IωJK0 = 0. For the DB we
can similarly write:
fA, BgDB = ∂IA ∂JB ωIJ (8)
where
ωIJ = ωIJ0 − ωIK0 KL ωLJ0 (9)
KL = ∂Kχ ∂Lχ (C
−1) (10)
For bosonic constraints χ = 0 we have 
T = − and consequently:
ωT = −ω . (11)
After a long calculation one can show from (9) and (10) the identity:
ωIJ ∂J ω
KL + ωKJ ∂J ω
LI + ωLJ ∂J ω
IK = 0 . (12)
The Jacobi identity for DB (8) follows from (11) and (12):
fA, fB, CgDBgDB + . . . = 0 (13)
As in [2] we stress that in the quantization procedure DB will be replaced by commutators
which identically satisfy the Jacobi identity. Therefore it is physically mandatory that
the Jacobi identity be obeyed at classical level.
2 Dirac-like brackets
Sometimes in order to keep relativistic covariance we write down the SCC in a redundant
way. This happens for instance in the case of the Brink-Schwarz [3] superparticle which
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is known to possess 8 fermionic SCC while Majorana-Weyl spinors have 16 components
in D = 10. Therefore when writing the constraints as a Majorana-Weyl spinor, eight
components must be redundant. Similarly, in many models for relativistic fractional
spin particle in 2 + 1 dimensions one assumes that the spin tri-vector is parallel to the
momentum which might be imposed as a tri-vector constraint χ =  S
 P  = 0.
Clearly only two components of χ are independent and one component of χ is redundant,
i.e., the constraints satisfy strongly the equation P χ = 0. In general, redundant (or
reducible) constraints satisfy reducibility conditions which can be written as
Za χ = 0 (14)
with Za (a = 1, . . . , p; α = 1, . . . , n) being specic functions of the phase-space coor-
dinates. There might be further stages of reducibility when the Za themselves satisfy
reducibility conditions on their own, like ~Za Z
a = 0, etc.. Concerning the Jacobi iden-
tity the number of stages of reducibility will prove to be immaterial since we only make
use of (14). From (14) we have fχ, Za χg = 0 and consequently
C Z
a = −fχ, Zagχ . (15)
Therefore on the surface χ = 0 the quantities Z
 become zero-modes of the matrix C
which imply that the DB (4) can not be dened since (C−1) does not exist. Although
C can not be inverted, let us make an Ansatz for a new bracket [6]:
fA, Bg = fA, Bg − fA, χgM fχ, Bg (16)
where the matrix M is to be determined. Therefore
fA, χγg = fA, χγg − fA, χgM Cγ (17)
Introducing a matrix Rγ associated with M

M Cγ  δγ − Rγ (18)
we can write
fA, χγg = fA, χ Rγg − χ fA, Rγg (19)
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Thus the new bracket will correctly eliminate the constraints, i.e., fA, χγg = 0, if we
assume Rγ = λγa Z
a where λγa are in principle arbitrary. In general the elimination of
χ, dierent from the usual DB, will only occur on the surface χ = 0. Anyway since we
are just looking for a self-consistent way to eliminate the SCC we only require that the
r.h.s. of (19) vanishes on χ = 0 surface. Therefore all we need to consistently eliminate
redundant SCC is a matrix M such that
M Cγ = δ

γ − λγa Za (20)
the λγa are in principle arbritrary but consistency with the existence of zero modes (Eq.
(16)) requires the λγa to satisfy on the χ = 0 surface:
Za λb Z
b = Za (21)
Multiplying (22) by λγa we deduce on the χ = 0 surface
(λ Z)2 = λ Z
and so we are led to dene the projection operators:
λa Z
a  (P?) 




Pk P? = 0 = P? Pk (22)
on the χ = 0 surface. From the denitions we have
P? χ = ( 1 − Pk ) χ = 0 . (23)
Mathematically, our hypothesis (20) amounts to assume that the projection operator
on the subspace of the SCC constraints (Pk) can be constructed from the matrix C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by multiplication: (Pk) = M
γCγ. Clearly the matrix M
 which satises (20) is not
unique. The change
Mγ ! Mγ + ( dγaZa − daZaγ ) (24)
for arbitrary dγa keeps (20) invariant. Consequently the new brackets (17) are also appar-
ently not unique. However, the change (24) can be absorbed inside the Poisson brackets
with the SCC in (17) and on the χ = 0 surface the new brackets fA, Bg remain un-
changed.
3 Proof of Jacobi identity on χα = 0 surface
Clearly the new brackets fA, Bg dened in (16) and (20) can also be written in terms
of a simpletic matrix just like the DB in (8) where we replace (C−1) by M . However
the explicit proof of identity (12) relies heavily on the existence of (C−1). At this point
we notice that there is a much simpler proof of the Jacobi identity for DB in [4] though it
only holds on the χ = 0 surface. Fortunately, since in general the new brackets fA, Bg
eliminate the SCC only on the χ = 0 surface it only makes sense to require the Jacobi
identity on such surface. Therefore we just have to adapt the proof of [4] replacing (C−1)
by M . This is straightforward but we repeat it below for the reader’s convenience.
The rst step is to associate with any function in the phase space F (q, p), a correspond-
ing \star" quantity F (q, p):
F  = F − fF, χgM  χ (25)
From which it is obvious that
fF , Gg = fF, Gg + O(χ) (26)
Replacing G by G in (26) and using that
fF, Gg = fF, Gg +O(χ) .
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On the χ = 0 surface we have:
fF , Gg = fF, Gg (27)
By successive use of (27) and (26) we derive respectively
fH, fF, Ggg = fH, fF , Ggg = fH, fF , Ggg (28)
It is now clear that the Jacobi identity for the new brackets holds on the χ = 0 surface
as a direct consequence of the Jacobi identity for PB involving \star" quantities:
fH, fF, Ggg + cyclic = fH, fF, Ggg + cyclic = 0 (29)
the proof is the same of [4] for DB since no particular use has been made of the existence
of (C−1) . We stress that (29) only holds on the χ = 0 surface.
Next we work out two particular examples in order to illustrate our general proof.
4 Brink-Schwarz superparticle in D = 10










where θ (α = 1, . . . , 16) is a Majorana-Weyl spinor in D = 10 and ~p/ = p~σ

 (µ =
0, 1, . . . , 9). The real and symmetric matrices ~σ and σ satisfy:
(σ~σ + σ~σ) = (~σ
σ + ~σσ) = 2 η
δ (31)
Tr(~σσ) = Tr(σ~σ) = 16 η (32)
and the special identity involving symmetrization of the indices1:
(σ)((σ)
γ) = 0 = (~σ)((~σ)γ) , (33)
1We use the notation of [5].
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In total there are two bosonic constraints:
φ1 : p
2  0 , (34)
φ2 : e  0 , (35)
and sixteen fermionic ones (pi = ∂
RL/∂ _θ)
d =  + i(p/θ)  0 . (36)
which satisfy the PB:
fd, dg = 2i(p/) . (37)
From (34) and (37) we have
f(p/ d), dg  0
f(p/ d), pieg = 0 = f(p/ d), p2g = 0 . (38)
Therefore the combination ϕ  (p/ d) is rst-class as well as φ1 and φ2 in (34). Assuming
the existence of a strongly null vector n it follows from the Cliord algebra (31) the
decomposition:
d = P+ d + P− d (39)
where P+ = (2n  p)−1~n/p/ and P− = (2n  p)−1~p/n/ are (strongly) projection operators. Since
from (33) trP+ = trP− = 8 the 16 constraints d = 0 are equivalent to 8 FCC (p/ d) = 0
and 8 SCC [7]:
χ = (n/ d)  0 (40)
which are written however in a redundant way as a 16 component spinor. In order to go
further we have to specify the light-like vector n. We are aware of only two possibilities.
One corresponds to light-cone vectors n = (1, 0, . . . , 0, 1) which explicitly break Lorentz
covariance while keeps supersymmetry. The second one corresponds to take a particular
combination of position and momentum vectors [5]:
n = x
2p − [ x  p ((x  p)2 − x2p2) 12 ] x . (41)
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The second choice keeps Lorentz covariance but breaks supersymmetry explicitly. We
will concentrate on the second one henceforth choosing in particular n = n+. On the
surface χ = 0 we have the PB:
f(n/ d), (n/ d)g = g




g = 4 i (n  p) [ 2 n  p − (x  p + f 12 )   θ ] (43)
f = (x  p)2 − x2 p2 (44)
Notice that our denition of g diers from [5] by the factor (x  p + f 12 ) which was
erroneously taken to be one in [5]. The constraints χ = (n/ d) satisfy the reducibility
condition
Zχ
  (~n/)χ = 0 (45)




~n/) γ = 0 (46)
Relation (20) can be written as
g
2(n  p) Mγ n/
 + ~n/γ λ
 = δ γ (47)
On the other hand from the Cliord algebra (32) we have, for an arbitrary vector a:
~n/ a/
2(n  a) +
~a/ n/
2(n  a) = 1 (48)





(n  a) (49)
λγ =
(a/)γ
2(n  a) (50)
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Any vector a such that n a 6= 0 would be a possible choice. We could choose x or p for
instance. The dierence between these choices is proportional to n that can always be
added to a which corresponds to add Zγ to Mγ and as we remarked after (24) this will
not change the brackets. Following [5] we choose a = p and assume p n 6= 0. Therefore
we have the new brackets
fA, Bg = fA, Bg − fA, (n/ d)g (
~p/)
g
f(n/ d), Bg (51)
From which we can reproduce the brackets of [5], recalling that the denition of g in
[5] should be replaced by (42). After this replacement we can show, e.g., after a long
calculation, by virtue of (33), the Jacobi identity:
fθ, fθ, θγgg + fθ, fθγ, θgg + fθγ, fθ, θgg =
= − 4i
g2
(n  p)2 (x  p + f 12 ) (n/ θ) [ (σ)(σ)γ + (σ)(σ)γ + (σ)γ(σ) ]
= 0 (52)
we also have successfully checked explicitly other Jacobi identities involving fpi, fθ, θγgg
and fpi, fpi, θγgg. In all these checks we have neglected terms proportional to χ =
(n/d). We certainly expect that all brackets given in [5] will satisfy the Jacobi identity
on the n/ d = 0 surface.
The authors of [2] have checked that some of the brackets calculated in [5] do not obey
the Jacobi identity. We do agree on that but the reason why they fail is because the de-
nition of g in [5] is incorrect and should be replaced by (43). No extra changes are needed.
So we conclude that the Lorentz covariant but supersymmetry breaking constraints sep-
aration suggested in [5] is as self-consistent as the light-cone (supersymmetry preserving)
separation, at least at classical level. As in [5] we claim that this indicates a competition
between Lorentz and supersymmetry covariance in the massless superparticle. Though
Lorentz covariant, it should be emphasized that the algebra involved in the separation
based on the vector n given in (41) is more complicated than the light-cone one (see [8]).
In particular the gauge choice n/θ = 0 does not render the Lagrangian (30) quadratic as
in the light-cone gauge Γ+θ = 0. As far as we know there is no Lorentz covariant gauge
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choice that makes (30) quadratic without introducing extra degrees of freedom. See [9]
for a recent Poincare covariant quantization of the massless superparticle introducing 22
extra elds.
5 Fractional spin particle with spin and momentum
parallel
In terms of PB the Poincare algebra in 2 + 1 dimensions is given by
fP, Pg = 0
fJ, Pg =  P 
fJ, Jg =  J , (53)





ducing canonical, conjugated variables satisfying,
fx, xg = 0
fx, pg = η
fp, pg = 0 , (54)
and some extra variables (qi, pij) to describe spin S(qi, pij), we can realize the algebra
(53) by means of
P = p
J =  x
 p + S(qi, pij) , (55)
where S (qi, pij) must be such that the angular momentum algebra is satised,
fS, Sg = εS . (56)
and we assume that
fS, ng = 0 = fS, pg . (57)
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The algebra (53) possess two Casimir invariants which x the mass and the helicity
(α m) of the particle:
P 2 − m2 = 0 , (58)
J  P + α m = S  P + α m = 0 , (59)
where α may be any real number. There is no need for having only integer or half-integer
spin in 2 + 1 dimensions.
In 2 + 1 dimensions, particles with higher spin do not have more degrees of freedom
than lower spin particles. There is always only one polarization state and the spin does
not represent extra degrees of freedom. Since the component of the spin parallel to
the momentum is xed by the Casimir invariant in (59) it is natural to impose that
no extra components exist and so S and p are parallel. This is indeed a common,
though not necessary, feature of many models for fractional spin particles in the literature
[10, 11, 12, 13]. In order to impose that S and p be parallel in a model independent
way, one must use the tri-vector constraint [13]:
χ =  S
 p  0 (60)
which are second-class:
C = fχ, χg = γpγ (S  p) (61)
and since: p χ = 0 identically, the matrix C possess the zero mode Z = p, i.e.,
C Z
 = 0. Therefore (C−1) does not exist and we have to introduce new brackets:
fA, Bg = fA, Bg − fA, χg
(
γ Kγ
(K  p) C
)
fχ, Bg






The brackets (54) will be replaced by:





fx, pg = η (64)
fp, pg = 0 (65)
We have checked for example the Jacobi identity between the coordinates x. From (62)
and (63) we have
fx, fx , xgg = − α m
p2
[






fx, fx , xgg + fx , fx, xgg + fx, fx, xgg = 0 , (67)
where we have used the identity:
P 2  = P  P
 + P  P
 + P  P
 (68)
From our general proof we believe, of course, that all new brackets will satisfy the
Jacobi identity.
6 Conclusion
For redundant constraints the Dirac brackets can not be dened since the matrix C =
fχ, χg has no inverse. However, we have shown that new brackets can be introduced
based on the hypothesis that a covariant projection operator on the space of redundant
second-class constraints can be constructed from C by multiplication by some matrix
M : (Pk)γ = M
 Cγ; Pk χ = χ. We have presented a general proof that on the
surface of the second-class constraints χ = 0 the Jacobi identity for those new brackets
will always be satised. In particular, we have checked it explicitly for the Brink-Schwarz
massless superparticle in D = 10 and fractional spin particles in 2 + 1 dimensions with
spin and momentum parallel.
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