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Abstract— In this paper, we derive sufficient conditions
on drift matrices under which block-diagonal solutions to
Lyapunov inequalities exist. The motivation for the problem
comes from a recently proposed basis pursuit algorithm. In
particular, this algorithm can provide approximate solutions to
optimisation programmes with constraints involving Lyapunov
inequalities using linear or second order cone programming.
This algorithm requires an initial feasible point, which we aim
to provide in this paper. Our existence conditions are based
on the so-called H matrices. We also establish a link between
H matrices and an application of a small gain theorem to the
drift matrix. We finally show how to construct these solutions
in some cases without solving the full Lyapunov inequality.
I. INTRODUCTION
Lyapunov equations and matrix inequalities play a central
role in control theory, since they are used for, e.g., verifying
stability of a dynamical systems, optimal control, and model
order reduction (cf. [2]). Lyapunov matrix inequalities with
sparsity constraints on the decision variables are used in
in the context of distributed control [3], structured model
reduction [4] etc. In such applications, a typical constraint
on the decision variables is block-diagonality of a matrix.
The major bottleneck in solving optimisation programmes
with a Lyapunov inequality constraint is scalability, since it
is a semidefinite programme (SDP). There exist a number of
methods addressing scalability of SDPs (cf. [5], [6], [7]), and
in one of them, it was proposed to replace the constraints in
the cone of positive semidefinite matrices with conic inner-
approximations [8], [9]. There are two main conic approxi-
mations: one which results in a linear programme (LP), and
another which results in a second order cone programme
(SOCP). Since we are dealing with inner approximations of
the cone of positive semidefinite matrices, even if the LP
or SOCP solution can be computed, this solution is usually
conservative with respect to the optimal SDP solution. This
limitation was partially addressed using the basis pursuit
algorithm [1], which is iterates over LPs or SOCPs and
provides a guarantee of improvement with each iteration.
This algorithm requires an initial feasible point in order
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to start the iterations. Hence, major questions still remain
concerning existence theorems and scalable computation of
block-diagonal solutions to Lyapunov inequalities.
Necessary and sufficient conditions for block-diagonal
stability were described more than 20 years ago in [10].
However, these results do not provide a constructive way
to build block-diagonal Lyapunov functions. This perhaps
explains why these results are relatively unused in the control
theory literature. Besides some simple cases, such as, the
drift matrix being block-triangular matrix (cf. [11]), it is
known that the closed loop interconnection of strictly passive
systems has a drift matrix which admits a block-diagonal
solution to Lyapunov inequalities [12]. It is also well-known
that stable Metzler matrices admit diagonal solutions to
the Lyapunov inequality [13]. Additional special cases are
covered in [14], [15] and revisited in what follows.
In this paper, we aim at identifying additional cases, when
a block-diagonal solution to a Lyapunov inequality can be
found using algebraic methods or LPs. We start by studying
a generalisation of Metzler matrices known as H matrices.
Stable H matrices possess many properties of stable Metzler
matrices, for example they also admit diagonal solutions
to Lyapunov inequalities [16]. We provide another such
property, namely we show that for H matrices, diagonal
solutions to Lyapunov inequalities can be computed using
algebraic methods and/or LPs. We then investigate conditions
on specific blocks in block-partitioned matrices. We establish
a link between the H matrix conditions and a version of the
small gain theorem before extending this intuition to block-
partitioned case. In the 2 by 2 block partitioned case, we
provide an explicit way to construct block-diagonal solutions
to the Lyapunov inequalities without the need to solve the
full inequality. An extension to n by n block partitioned case
is one of the future work directions.
The rest of the paper is organised as follows. In Section II,
we cover some preliminaries and motivate our problem for-
mulation in Section III. We show how to construct diagonal
solutions to Lyapunov inequalities for H drift matrices in
Section IV. We provide stability results for block partitioned
matrices and link the condition for H matrices with the small
gain theorem in Section V. In Section VI we provide a large-
scale numerical example and we conclude in Section VII,
where we discuss linear programming solutions to Lyapunov
inequalities.
Notation: Our notation is mostly standard: ρ(A) stands
for the spectral radius of a matrix A, A ≥ 0 (respectively,
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A  0) means that all entries aij of A are nonnegative
(respectively, positive), A  0 (respectively, A  0) means
that A is positive semidefinite (respectively, positive definite).
Let Sn denote the set of symmetric n by n matrices, Sn+
denotes the cone of positive semidefinite n by n matrices.
Let ‖B‖2 be the matrix induced norm, that is ‖B‖2 is equal
to the maximum singular value of B, and let σ(B) denote the
minimum singular value of B. The H∞ norm of a transfer
matrix G is defined as ‖G‖H∞ = max
s∈C:Re(s)≥0
‖G(s)‖2 and
‖G‖H∞ = max
ω∈R
‖G(ω)‖2 for stable G. For a space X , its
dual is denoted as X∗. Finally, I is the identity matrix of an
appropriate dimension.
II. PRELIMINARIES
Consider the linear time invariant dynamical system
x˙(t) = Ax(t), x(0) = x0 (1)
where x(t) ∈ Rn. An important concept associated with the
system (1) is stability, which is typically verified by solving
a linear matrix inequality (LMI).
Proposition 1: System (1) is stable if and only if there
exists an X  0 that satisfies the LMI
AX +XAT ≺ 0. (2)
A matrix X which satisfies (2) defines a Lyapunov func-
tion of the form V (x) = x(t)TX−1x(t) for system (1). In
this paper, we aim at describing some sufficient conditions
of solvability of the LMI (2) when the decision variable X
satisfies additional sparsity constraints.
In order to simplify the presentation we say that a matrix
A ∈ RN×N has α = {k1, . . . , kn}-partitioning with N =
n∑
i=1
ki, if the matrix A is written as follows
A =

A11 A12 . . . A1n
A21 A22 . . . A2n
...
...
. . .
...
An1 An2 . . . Ann

where Aij ∈ Rki×kj . We say that A is α-diagonal if it is
α-partitioned and Aij = 0 if i 6= j, and α-lower triangular
if Aij = 0 if i < j. We aim at characterising α-diagonally
stable matrices A ∈ RN×N , which are such that there exists
an α-diagonal positive definite X ∈ RN×N satisfying (2). If
α = {1, . . . , 1}, we say that an α-diagonal (respectively, α-
lower triangular, α-diagonally stable) matrix A is diagonal
(respectively, lower-triangular, diagonally stable).
We will make use of so-called scaled diagonally dominant
matrices.
Definition 1: A matrix A ∈ Rn×n is called strictly row
scaled diagonally dominant if there exist positive scalars
d1, . . . , dn such that
di|aii| >
∑
j 6=i
dj |aij |
for all i = 1, . . . , n. The matrix A is strictly row diagonally
dominant if di = 1 for all i.
A related class to scaled diagonally dominant matrices is
the class of H matrices. In order to define this class we
require the following definitions:
Definition 2 ([17]): Given an α-partitioned matrix A with
nonsingular Aii for all i, we define the α-comparison matrix
Mα(A) as
Mαij(A) =
{ ‖A−1ii ‖−12 if i = j,
−‖Aij‖2 otherwise, (3)
When α = {1, . . . , 1}, we will simply write M(A).
Note that ‖A−1ii ‖−12 = σ(Aii). Hence using a continuity
argument we can assume that ‖A−1ii ‖−12 = 0 for a singu-
lar Aii, and Definition 2 is well-posed. The α-partitioned
matrices allow a version of Gershgorin circle theorem:
Proposition 2 ([18]): For an α-partitioned matrix A ∈
RN×N , where α = {k1, . . . , kn} and N =
n∑
i=1
ki, every
eigenvalue of A satisfies
‖(λI −Aii)−1‖−12 ≤
n∑
j=1,j 6=i
‖Aij‖2
for at least one i where i = 1, . . . , n.
Definition 3: A matrix A ∈ Rn×n is said to be Metzler if
all the off-diagonal elements are positive.
Definition 4: A matrix A ∈ Rn×n is said to be an H
matrix, if the minimal real part of the eigenvalues of M(A)
is greater than or equal to zero.
It is clear that stable Metzler matrices are also H matrices.
It is also straightforward to show that A is strictly row and
column scaled diagonally dominant if and only if M(A)
has eigenvalues with positive real part [19]. We also refer the
reader to [20], [16] for additional information on H matrices.
Let DD+ denote the cone of matrices A such that A and
AT are strictly diagonally dominant and the elements on
the diagonal of A are positive (that is, Aii > 0). Similarly,
let H+ denote H matrices A with positive elements on the
diagonal of A. If A is a symmetric DD+ matrix, then by
Proposition 2 with α = {1, . . . , 1}, it is easy to show that
A  0. Moreover, the constraint that A = AT ∈ DD+ can
be written as a set of linear constraints
aii >
n∑
j 6=i
cij ∀i,
− cij ≤ aij ≤ cij , and cij = cji ∀i 6= j.
(4)
Hence, a constraint A  0 can be replaced by a more
restrictive but scalable linear constraints. This approach
was proposed in [8], [9] to restrict some sum-of-squares
optimisation problems which are naturally SDPs to LPs.
A symmetric H+ matrix is also positive semidefinite, and
this constraint can be imposed by a number of second order
cone constraints [21]. That is A = AT ∈ H+ if and only if
A =
N∑
i=1
ETi XiEi, with X ∈ S2+, Ei ∈ T2
where E ∈ T2, if E ∈ Rn×2 and every column of E has
only one non-zero element equal to one, and N = |T2|.
To summarise the subsection, we will mention this strong
result on diagonal stability of H+ matrices, which we will
revisit in the sequel.
Proposition 3 ([16]): Let −A be an H+ matrix. Then A
is diagonally stable if and only if A is nonsingular.
III. MOTIVATION AND PROBLEM FORMULATION
A. Conic Programming
Conic optimisation problems take the generic form of op-
timising a linear functional over the intersection of an affine
subspace and a proper cone. Typically conic programmes
have the following primal and dual formulations:
minimise cTx maximise bT y
s.t. Ax = b s.t. c−AT y = s
x ∈ K (y, s) ∈ (Rm,K∗)
where K is a proper cone (i.e. closed, non-empty, pointed,
convex) and K∗ is the dual cone of K defined as
K∗ := {y | 〈y, x〉 ≥ 0,∀x ∈ K} .
It is well known, that the cone of positive semidefinite
matrices Sn+ is self dual meaning that (Sn+)∗ = Sn+. The
cone of symmetric DD+ matrices
KLP = {X ∈ Sn ∩ DD+} ,
however, is not self-dual and it is larger than the cone Sn+.
More specifically:
K∗LP =
{
X ∈ Sn∣∣vTi Xvi ≥ 0, ∀vi ∈ T1} ,
where T1 is the set of all vectors in Rn with a maximum of
two non-zero elements, each of which is ±1. The cone of
symmetric H+ matrices defined as
KSOCP = {X ∈ Sn ∩H+} ,
has the dual
K∗SOCP =
{
X ∈ Sn∣∣ETi XEi  0, ∀Ei ∈ T2} .
We will make use of these cones and their duals in the
remainder of the paper.
B. Structured Gramians via Basis Pursuit
The standard from primal SDP [22] is written as
min
X
〈C,X〉 (5)
s.t X ∈ S+n , 〈Ai, X〉 = bi, i = 1, . . . ,m
where S+n is the cone of n×n positive semidefinite matrices.
The basis pursuit algorithm proceeds as follows: At each
iteration the algorithm re-parameterizes the simpler cone that
approximates S+n and then solves an optimization problem
over this cone, the solution of which is then used to update
the cone for the next iteration. In particular, the algorithm
specifies for a fixed matrix L, the cone
K(L) = {X | X = LTQL, Q = QT ∈ DD+} .
Fig. 1. Block-diagram of the boiler-header system.
Note that Z ∈ K(L)⇒ Z  0. The algorithm in [1] solves
a sequence of optimization problems of the form (5) but
with the conic constraint replaced by X ∈ K(Lk) where the
sequence {Lk} is given by
L0 = I
Lk+1 = decomp(Xk)
where decomp(Xk) is a Cholesky decomposition of Xk,
the optimal solution decision variable from iteration k. In
some cases, Xk can have singular values close to zero, thus
creating numerical problems in the iterative procedure. In
order to avoid such cases, we can remove a k-th column of
L with the k-th entry close to zero (we assume that L is lower
triangular). One can also use LDL decomposition to avoid
dealing with negative eigenvalues of Xk. This approach
also slightly improves numerical complexity of the conic
programme by lowering the number of decision variables and
constraints. We finally note that the method relies on the fact
that at the first iteration a feasible solution X0 exists.
In many applications, it is desirable to solve the following
problem using an LP or SOCP rather than the more natural
SDP:
min trace(X)
such that: AX +XAT ≺ 0
X = XT is α-diagonal,
(6)
where A is Hurwitz, and α is a given partitioning. Note that
since A is Hurwitz, then the condition X  0 is implied
by the solvability of (6). The basis pursuit can be applied
given an X satisfying the constraints of the programme (6).
Therefore, we set up our problem: find X satisfying the
constraints of (6) with algebraic or linear programming
methods.
There are many practical applications, where the problem
of the form (6) appears and one of them is structured model
reduction. For example, consider the boiler-header system
described in [12] and schematically depicted in Figure 1.
The state space can be partitioned according to dimensions
of the subsystems, which are {3, 3, 1}. The system always
admits diagonal generalised Gramians, since the drift matrix
of the closed loop system is a stable H+ matrix.
In order to perform structured model reduction [12] the au-
thors computed a {3, 3, 1}-diagonal generalised controllabil-
ity Gramian P = diag{P1, P2, P3} such that P1, P2 ∈ R3×3
and P3 ∈ R. The optimal trace of such a Gramian computed
using semidefinite programming is equal to 1.2817 · 104.
Using linear programming, we found the minimum trace of
2.4132 · 104 signifying a loss of quality of almost 100%.
After solving one iteration of the basis pursuit algorithm we
obtain objective equal to 1.5893 ·104, an additional iteration
of the algorithm gives 1.3172 ·104, and one more provides a
value equal to 1.3093 · 104, which comes really close to the
optimal value. Naturally, on this example we do not need
basis pursuit or linear programming to obtain an optimal
solution due to the low complexity of the problem. However,
this example indicates that the basis pursuit algorithm can be
beneficial to obtain an approximate solution of large scale
Lyapunov inequalities using linear programmes.
IV. H MATRICES AND DIAGONAL STABILITY
The main result of this section concerns diagonal stability
of H matrices, where we sharpen the results from [16] by
providing an explicit diagonal Lyapunov function for a class
of H+ matrices.
Theorem 1: Let −A be an H+ matrix with a nonsingular
M(A). Then the following conditions hold
1) There exist positive vectors v =
(
v1 . . . vn
)T
,
w =
(
w1 . . . wn
)T
such that M(A)v, wTM(A)
are also positive.
2) There exists a diagonal X such that −(AX + XAT )
is an H+ matrix. Moreover, we can choose it as
X = PvP
−1
w , where Pv = diag{v1, . . . , vn}, Pw =
diag{w1, . . . , wn}, and v, w satisfy point 1).
3) There exists a diagonal positive definite matrix Y such
that
−PwAP−1w Y − Y P−1w ATPw ∈ DD+ (7)
Proof: 1) By definition −M(A) is a Metzler matrix
with all eigenvalues λi(M(A)) ≤ 0, sinceM(A) is nonsin-
gular by the premise, −M(A) is a Hurwitz Metzler matrix.
Hence the claim follows by applying the results from [23].
2) Let X = PvP−1w , then
(M(A)X+XM(AT ))w = (M(A)v+XM(A)Tw) 0,
where the inequality follows since M(A)v and M(A)Tw
are positive and X is nonnegative. Hence S = −M(A)X −
XM(AT ) is a Metzler matrix and there exists a positive
vector such that Sw is negative. This implies that S is a
symmetric Hurwitz and Metzler matrix, which means that
M(A)X +XM(AT ) is positive definite.
Note that aii < 0 for all i, let
(−AX −XAT )ij = −aijxj − ajixi
(M(A)X +XM(AT ))ij =
{
−aijxj − ajixi i = j
−|aij |xj − |aji|xi i 6= j
It is straightforward to show thatM(A)X+XM(AT ) ≤
M(−AX − XAT ), moreover the elements on the diago-
nal are equal. This means that we can write M(A)X +
XM(AT ) = sI−R1,M(−AX−XAT ) = sI−R2, where
the matrices R1 and R2 satisfy R1 ≥ R2 ≥ 0. According
to Weilandt’s theorem ρ(R1) ≥ ρ(R2) (cf. [16]). Therefore
the minimal eigenvalue of M(A)X +XM(AT ) is smaller
or equal to the minimal eigenvalue of M(−AX − XAT ).
This implies that M(−AX − XAT ) has eigenvalues with
positive real part, hence −AX −XAT is an H+ matrix.
3) Consider the matrix R = PwM(A)Pv , and e the vector
of ones. Now it is easy to see that Re 0:
PwM(A)Pve = PwM(A)v  0.
This implies that the matrix PwM(A)Pv is row strictly diag-
onally dominant. Similarly, we can show that PwM(A)Pv
is column strictly diagonally dominant. This by definition
implies that the matrix −PwAPv is a row and column diago-
nally dominant matrix with positive elements on the diagonal
or a DD+ matrix. Hence the matrix −PwAPv − PvATPw
is positive definite. Since we can set Y = PvPw the result
follows.
We showed that there exists a diagonal X matrix such
that the matrix Z = −PwAP−1w X−XP−1w ATPw is a DD+
matrix and hence positive definite. Note that the constraint
Z = ZT ∈ DD+ is linear and if needed we can relax the
sparsity constraints on X . This implies that given an H drift
matrix, we can compute an α-diagonal Lyapunov function
with an arbitrary α using linear programming.
If the entries of the A matrix are poorly scaled then solving
a linear programme can be numerically challenging. Using
our methods, this can be avoided if we compute an initial
point using the right and left eigenvectors of M(A), instead
of the positive vectors v and w satisfying point 1). Having
an initial point re-scales the optimisation programme and
can provide feasible points as shown on a specific example
in [24].
Theorem 1 is a direct generalisation of the similar result
for Metzer matrices (cf. [23]), but our result can be applied
to a broader class of matrices including lower-triangular
matrices. Using Theorem 1 other results for Metlzer matrices
can be extended to problems such as construction of sum-
and max-separable Lyapunov functions (cf. [23]).
The state-space transformation Pw is essential in order to
guarantee the diagonal dominance of the inequality. Consider
an asymptotically stable matrix
A =
(−1 −2
2 −5
)
.
and a positive definite X = diag{x1, x2}. The matrix −A is
an H+ matrix and it is stable. The diagonal dominance of
AX+XAT requires the following inequalities to be fulfilled
2 · x1 > 2x2 + 2x1, 2 · 5x2 > 2x2 + 2x1
for some positive x1, x2. The first inequality is equivalent
to 0 > 2x2, which is impossible to fulfil.
V. α-DIAGONAL STABILITY AND H+ MATRICES
A. A Motivating Example
In this section, we cover two main classes of results for
diagonal stability and compare them to a classical example
from [14] for cyclic systems. These classes stem from two
arguments based on the passivity and the small gain theorem.
In this section, we will argue that the H+ matrix condition
Fig. 2. Feedback interconnection of two stable systems G1, G2.
is an implicit constraint in these stability proofs. In order to
explain our motivation consider an example studied in [14]
and let:
A0n =
(
01×n−1 −β1
diag{β2, . . . , βn} 0n−1×1
)
− diag{α1, . . . , αn}
where αi, βi are positive scalars. This matrix represents the
dynamics of a negative feedback of a cascade of transfer
functions Gi(s) = βis+αi . First, let us consider the 2 by 2
case, which gives
A02 =
(−α1 −β1
β2 −α2
)
and two transfer functions G1 = β1(s+α1) and G2 =
β2
(s+α2)
.
According to the small gain theorem, the system is stable if∥∥∥∥ β1s+ α1
∥∥∥∥
H∞
∥∥∥∥ β2s+ α2
∥∥∥∥
H∞
=
β1β2
α1α2
< 1.
This argument can be extended to an arbitrary size matrix
resulting in the condition
β1 · · ·βn
α1 · · ·αn < 1. (8)
Surprisingly, it is straightforward to verify by definition
that A0n is an H+ matrix if and only if (8) holds. Hence on
this loop the H+ matrix condition is a small gain condition.
Alternatively, using passivity arguments it was shown in [14],
that A0n is asymptotically stable if and only if
β1 · · ·βn
α1 · · ·αn < (sec(pi/n))
n. (9)
This in particular means that for n = 2 all matrices
in the form A02 are not only stable, but also diagonally
stable, however, they may not be H matrices. This analysis
is based on passivity arguments and has been extended to
less restrictive classes of systems in [15]. It is easy to
verify that with n → ∞ the limit (sec(pi/n))n converges
to one. Hence, it appears (for this class of system) that
for large dimensions, H matrices constitute a large subset
of diagonally stable matrices. We will pursue the relation
between H+ matrices and small gain argument in the α-
diagonal case in the remainder of the paper.
B. Passivity and Small Gain Conditions for α-Diagonal
Stability
Let Gc be the closed loop transfer function depicted in
Figure 2, which is an interconnection of two Linear Time
Invariant (LTI) subsystems
Gi =
[
Ai Bi
Ci Di
]
,
where Ai ∈ Rki×ki , Bi ∈ Rki×mi , Ci ∈ Rli×ki , Di ∈
Rli×mi and m1 = l2, m2 = l1. The closed loop transfer
function from [u1, u2] to [y1, y2] has the following state-
space realisation
Gc =

Ac11 A
c
12 B
c
11 B
c
12
Ac21 A
c
22 B
c
21 B
c
22
Cc11 C
c
12 D
c
11 D
c
12
Cc21 C
c
22 D
c
21 D
c
22
 ,
where
Ac11 = A1 −B1R21D2C1, Ac12 = −B1R21C2 (10)
Ac21 = B2R12C1, A
c
22 = A2 −B2R12D1C2
and R12 = (I + D1D2)−1, R21 = (I + D2D1)−1 and the
rest of the matrices are computed accordingly. For the sake
of simplicity we assume that this realisation is minimal.
Passivity and small gain arguments can both be used to
determine if the closed loop system is stable but we will
focus on the small gain condition. Passivity results in this
direction will be addressed in future work, similar ideas were
pursued in [25], [26].
It is straightforward to verify that stability of the system
with inputs u1, u2 and outputs y1, y2 depends on stability
of the transfer function L = (I −G2G1)−1.
Proposition 4 (Small Gain Theorem): Suppose B is a
Banach-algebra and Q ∈ B. If ‖Q‖ < 1, then (I − Q)−1
exists and
(I −Q)−1 =
∞∑
k=0
Qk.
Applying Proposition 4 we can verify that if Q :=
‖G2G1‖H∞ ≤ ‖G2‖H∞‖G1‖H∞ < 1 then the function L
and hence the closed loop are stable (cf. [27]). We can
apply the small gain condition to the closed transfer function,
which would result in a condition on α-diagonal stability
of the matrix Ac. However, given only a partitioning α =
{k1, k2} and a realisation of the closed loop transfer function
Gc, these conditions again will be hard to verify. We can
apply a small gain theorem in another way, namely apply it
to the matrix Ac directly. In this case, we do not need to
know the realisation of transfer functions G1, and G2, all
we need to know is the matrix Ac and the partitioning α.
The conditions on α-diagonal stability of Ac are established
in the following proposition.
Proposition 5: Let Ac be α partitioned with α = {k1, k2}
Ac =
(
Ac11 A
c
12
Ac21 A
c
22
)
.
Let K1(s) = −(sI−Ac11)−1Ac12, K2(s) = (sI−Ac22)−1Ac21
with Hurwitz Ac11, A
c
22. If there exists a γ > 0 such that
‖K1‖H∞ < 1/γ and ‖K2‖H∞ < γ, then the matrix Ac is
α-diagonally stable.
Proof: We need to show that there exists an α-diagonal
Lyapunov function for the system x˙c = Acxc. For the sake
of clarity we drop the superscript c from Acij and simply
write Aij . The inequality ‖K1‖H∞ < 1/γ and the Bounded
Real Lemma imply that X1  0 solves the Riccati equation
0 = A11X1 +X1A
T
11 + γ
2X1X1 +A12A
T
12 = (11)
A11X1 +X1A
T
11 +
(
X1 A12
)(γ2Ik1 0
0 Ik2
)(
X1
AT12
)
,
which has always has a solution since (I, A11) is a control-
lable pair (cf. [2]), since the control matrix is equal to I and
we can control every state independently.
Again, due to the Bounded Real Lemma the inequality
‖K2‖H∞ < µ is equivalent to
A22Y2 + Y2A
T
22 + µ
−2Y2Y2 +A21AT21 = 0, (12)
where Y2  0 since (I, A22) is a controllable pair (cf. [2]).
Let µ = γ − ε for some ε > 0 such that µ > ‖K2‖H∞ ,
which implies that µ−2Y2Y2  γ−2Y2Y2 and consequently:
A22Y2 + Y2A
T
22 + Y2γ
−2Y2 +A21AT21 ≺ 0
By multiplying the equation by γ−2 setting X2 = Y2γ−2
A22X2 +X2A
T
22 +X2X2
+ γ−2A21AT21 ≺ 0⇔
(
γ2Ik1 0
0 Ik2
)
+
(
AT21
X2
)
(AT22X2 +X2A22)
−1 (A21 X2)  0 (13)
Combining the inequalities (11) and (13) yields
0  A11X1 +X1AT11 −
(
X1 A12
)(AT21
X2
)
· (A22X2 +X2AT22)−1
(
A21 X2
)(X1
A12
)
= A11X1 +X1A
T
11 − (X1AT21 +A12X2)
· (X2A22 +AT22X2)−1(A21X1 +X2AT12). (14)
Applying the Schur complement properties to (14) yields(
A11X1 +X1A
T
11 A12X2 +X1A
T
21
A21X1 +X2A
T
12 A22X2 +X2A
T
22
)
≺ 0,
thus the blocks on the diagonal are negative definite which
completes the proof.
Our proof is constructive, and shows how to build an α-
diagonal Lyapunov function by solving two Riccati equa-
tions (11) and (12) instead of solving an LMI. Next we link
a simplified version of these conditions with α-partitioned
and H+ matrices.
C. Conditions for α-Diagonal Stability via H+ Matrices
The authors in [18] showed that A is Hurwitz if it is
an α-partitioned matrix such that Mα(A) ∈ DD+, and the
matrices Aii are Hurwitz and Metzler for all i. In particular,
this result shows that stability of A is implied by stability of
all the blocks Aii. We provide a generalisation of this result.
Lemma 1: Let A be α-partitioned matrix and Mα(A) be
an H+ matrix. Let also Aii be Hurwitz matrices, and the
Hamiltonian matrices
Hi =
(
Aii γ
−2
i I
−I −ATii
)
(15)
have no purely imaginary eigenvalues with γi = ‖A−1ii ‖2+ε
for all ε > 0. Then A is a Hurwitz matrix.
Proof: We prove the result by contradiction. Let A have
eigenvalues with a positive real part. SinceMα(A) is an H+
matrix, there exists positive scalars di such that for every i
‖A−1ii ‖−12 >
∑
i6=j
‖Aij‖2 dj
di
. (16)
The matrix A is unstable if and only if D−1AD is unstable
with D = diag{d1Ik1 , . . . , dnIkn}. Let λ be the eigenvalue
of D−1AD with a positive real part. By Proposition 2 there
exists an index i such that
‖(λI −Aii)−1‖−12 ≤
∑
i 6=j
∥∥∥∥Aij djdi
∥∥∥∥
2
=
∑
i 6=j
‖Aij‖2 dj
di
.
(17)
Now since the Hamiltonian matrix Hi has no purely
imaginary eigenvalues for all ε > 0 and Aii is Hurwitz,
this implies that ‖(sI − Aii)−1‖H∞ = ‖A−1ii ‖2. Therefore
the maximum of ‖(zI −Aii)−1‖2 over z with Re(z) ≥ 0 is
equal to ‖A−1ii ‖2, and ‖(λI − Aii)−1‖2 ≤ ‖A−1ii ‖2. Hence
due to (16)
‖(λI −Aii)−1‖−12 ≥ ‖A−1ii ‖−12 >
∑
i 6=j
‖Aij‖2 dj
di
.
We arrive at the contradiction with (17), which completes
the proof.
Lemma 1 allows us to determine stability of A by verifying
stability of the blocks Aii subject to the condition (15)
and Mα(A) being an H+ matrix. This, however, does not
directly imply that there exists an α-diagonal Lyapunov
function. In what follows, we only present the result for
α = {k1, k2} partitioning.
Theorem 2: Let A be α partitioned with α = {k1, k2},
then under the premise of Lemma 1 the matrix A is α-
diagonally stable.
Proof: The proof is using the small gain argument for
the systems G1(s) = (sI − A11)−1A12, G2(s) = (sI −
A22)
−1A21. We have that ‖G1‖H∞‖G2‖H∞ ≤ ∆ where
∆ := ‖A21‖2‖(sI −A11)−1‖H∞‖A12‖2‖(sI −A22)−1‖H∞ .
Under the premise of Lemma 1 we have that γ‖A12‖2 <
‖A−111 ‖−12 and γ−1‖A21‖2 < ‖A−122 ‖−12 . Hence ‖G1‖H∞ <
γ−1, while ‖G2‖H∞ < γ. Proposition 5 proves the claim.
Note that if A is such that Mα(A), Mα(AT ) ∈ DD+,
it is not generally true that Mα(A + AT ) ∈ DD+. This
property holds for α = {1, . . . , 1} and was used in the proof
of Theorem 1. Hence the absence of this property for a
general α is the major obstacle for extending Theorem 1
to the α-diagonal case.
VI. NUMERICAL EXAMPLE
Consider the one-dimensional heat equation in the form
∂T (t, x)
∂t
= α
∂2T (t, x)
∂x2
+ u(x, t) x ∈ (0, 1), t > 0
T (0, t) = T (1, t) = 0, t ≥ 0
T (x, 0) = 0 x ∈ [0, 1]
TABLE I
TIME TO COMPUTE THE GENERALISED CONTROLLABILITY GRAMMIAN
Size of the system 50 100 150 200
SDP solution 0.94 22.7 310.7 NA
SOCP relaxation 0.74 4.11 11.9 31.2
LP relaxation 0.01 0.02 0.05 0.10
LP relaxation w scaling 0.01 0.03 0.05 0.10
with α = −0.01, where T (t, x) denotes the temperature at
time t at x. Assume, we want to heat (i.e. apply an input)
at a point of the rod located at 1/3 of its length across, and
observe the temperature at a point on the rod located at 2/3
of its length. Then as in [28], we can obtain the following
spatially discretised model:
X˙(t) = AX(t) +Bu(t), X(0) = 0,
Y (t) = CX(t),
where X(t) ∈ Rn is the temperature at time t at each of the
n spatial discretisation points, and
A = α(n+ 1)2

2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2
 ∈ Rn×n,
(18)
The matrices B ∈ Rn×1, C ∈ R1×n are equal to zero except
for the entries dn/3e and d2n/3e, respectively, which are
equal to one.
Our goal is to compute the diagonal controllability Grami-
ans P for various n with a minimal trace, which we will do
in the dual form:
max
Y
trace(BBTY ),
s.t. diag{Y A+ATY + I} = 0
Y ≺ 0.
In the dual form, we have an LP relaxation where −Y
belongs to the dual to the cone of symmetric DD+ matrices,
and an SOCP relaxation, −Y belongs to the dual to the
cone of symmetric H+ matrices. We solve only the dual
SDP formulation and the corresponding relaxation. Due to
the structure of the system, the trace of its Gramians does
not change much with dimensions and we always get the
optimal values in the range between 6.5 to 6.6 for the SDP
programme. Remarkably the results for the SOCP relaxation
are only slightly higher, but in the same range of values. This
however, is due to structure of the system, where the drift
is Metzler and the matrix BBT has only one non-zero entry
on the diagonal. The optimal solutions for the LP relaxation
are in the range between 10.7− 10.9, hence there is a drop
in quality when using this relaxation.
In Table I, we provide the computational times for various
systems sizes n. The entry “NA” means that the programme
terminated due to running out of memory. Note however,
that we do not take into account the time for parsing the
constraints (that is, we plot only the variable “solvertime” in
Yalmip [29]). Since A is a Metlzer matrix it is straightfor-
ward to find a transformation T such that TAT−1 becomes
a diagonally dominant matrix (see Theorem 1). We have
implemented the LP relaxation while transforming the A, B
matrices with such a transformation T . The optimal solutions
for the trace vary between 7.1 and 7.3, thus drastically
improving the quality of the relaxation with a mild loss (if
any) in computational time.
VII. DISCUSSION AND CONCLUSION
We have provided some sufficient conditions on A, which
guarantee the existence of feasible points in (6) and inter-
preted these results as small gain like conditions. Moreover,
our sufficient conditions also provide computationally cheap
solutions, for example Proposition 5 replaces an LMI con-
straint with two Riccati Equation solutions. If we drop the
“X is α-diagonal” constraint and set Q = AX+XAT , then
the LMI (2) has a solution for any Q ≺ 0 if and only if
λi(A) + λ¯j(A) 6= 0. Since Q is arbitrarily negative definite,
we can replace the constraint AX+XAT ≺ 0 with −AX−
XAT ∈ DD+. Thus our solvability LMI becomes a linear
program. Finally we showed how our constructive proofs
can be used to initiate a recently developed basis pursuit
algorithm for solving large scale optimization problems.
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