This paper presents a novel multichannel recursive filtering (MRF) technique to address blind image restoration. The primary motivation for developing the MRF algorithm to solve multichannel restoration is due to its fast convergence in joint blur identification and image restoration. The estimated image is recursively updated from its previous estimates using a regularization framework. The multichannel blurs are identified iteratively using conjugate gradient optimization. The proposed algorithm incorporates a forgetting factor to discard the old unreliable estimates, hence achieving better convergence performance. A key feature of the method is its computational simplicity and efficiency. This allows the method to be adopted readily in real-life applications. Experimental results show that it is effective in performing blind multichannel blind restoration.
INTRODUCTION
Image restoration deals with the estimation of the original images from the observed blurred, degraded images using the partial information about the imaging system. It is an illposed problem as the uniqueness and stability of the solution are not guaranteed [1] . In many applications such as remote sensing and microscopy imaging, multiple degraded images of a single scene become available while the blurring function or point spread function (PSF) of each channel remains unknown. Therefore, the recovery of the original scene from its multiple observations is required and this problem is, commonly, referred to as multichannel blind image restoration [2] .
Various researchers have investigated the problem of multichannel image restoration over the years. With the assumption that the multichannel PSFs are weakly coprime, and in the absence of noise, the desired image and PSFs can be transformed into the null space of a special matrix constructed from the degraded images [3] [4] [5] [6] . Centered on this idea, several techniques have been proposed which include greatest common divisor (GCD) [3] , subspace-based [4, 5] , and eigenstructure-based approaches [6] . The GCD method is based on the notion that the desired image can be regarded as the polynomial GCD among the degraded images in the z-domain. Subspace-based methods work by first estimating the blurring function using a procedure of min-eigenvector, followed by conventional image restoration using the identified PSFs. In similar concept, eigenstructure-based algorithm transforms the null space problem into a constrained optimization framework and performs direct deconvolver estimation. The aforementioned null space-based methods, however, suffer from noise amplification, which often lead to poor solutions in the noisy environments.
There are some successful works on the development of multichannel restoration, which exploit the features of single-channel restoration algorithms [7] [8] [9] [10] [11] [12] [13] [14] [15] . These techniques develop a cost function within the framework of constrained least squares minimization [7, 8] . The minimization step involves two processes of blur identification and image restoration centered on the principle of projection onto convex sets (POCS). The alternating minimization (AM) strategy is first proposed in [9] , and later extended to double Tikhonov regularization in [10, 11] . Double regularization (DR) [12] and the Gauss-Markov random fields [13] have also been applied in blind image restoration. Total variation (TV) has been incorporated into the DR to achieve edge preservation and noise suppression. A promising attempt has been made by utilizing the blur null space as the regularization term in the framework of TV [14] . Recently, the extension of the Bussgang blind equalization algorithm to iterative multichannel deconvolution has been proposed in [15] . The basic idea is focused on Wiener filtering of the observed degraded images, and updating the filters using a nonlinear Bayesian estimation of the estimated image. Generally speaking, these iterative methods are extensions of 2 EURASIP Journal on Advances in Signal Processing single-channel blind image restorations approaches. Therefore, if an extra degraded image becomes available at a later stage, the iterative schemes will require a complete rerun, rather than a recursive process to update the estimate. This is, clearly, inflexible and computationally inefficient.
In view of this, we develop a new efficient algorithm called multichannel recursive filtering (MRF) to solve blind multichannel image restoration. To the best of our knowledge, no previous work on recursive filtering has been developed to address blind multichannel image restoration. The estimated image is recursively updated from the previous estimate using a regularization framework. All the operations of MRF are performed in discrete Fourier transform (DFT) domain, giving rise to fast and simple implementation. The multichannel PSFs are identified iteratively using the conjugate gradient optimization. The proposed algorithm incorporates a forgetting factor to discard the old unreliable estimates, hence achieving better convergence performance. A key feature of the method is its computational simplicity and efficiency. This allows the new method to be adopted readily in real-life applications.
The rest of this paper is organized as follows. Section 2 provides a brief discussion on the multichannel blind restoration problem. In Section 3, the development of recursive image restoration algorithm is presented. In Section 4, issues related to the selection of regularization parameters and forgetting factor are discussed. Simulation results are given in Section 5. In Section 6, conclusions and further remarks are drawn.
PROBLEM FORMULATION
In this work, we are interested in the single-input multipleoutput (SIMO) multichannel blind image restoration problem. Considering the SIMO linear degradation system that consists of K measurements of the original image f, the observed degraded image of the ith-channel can be modeled as [3] [4] [5] [6] :
where * denotes two-dimensional (2D) convolution, g i , h i , and n i represent the degraded image, PSF, and noise of the ith-channel, respectively. To tackle the ill-posed nature of image restoration, Tikhonov-Miller regularization theory has been employed in the restoration scheme, as it is effective in edge preservation and noise suppression. The regularization principle has been extended to a double regularization framework that imposes smoothness constraint in both the image-and blur domains. In terms of the ith-channel, it can be described by [7] [8] [9] [10] [11] [12] :
where · represents the L 2 -norm. ε i , γ, δ i are the upper bounds related to the noise, image, and PSF terms, respectively. c and d i are the regularization operators and usually take the form of a high-pass filter. The first term in (2) is the data-fidelity term, while the second and third terms are the regularization functionals that impose smoothness constraints on the image-and blur-domains, respectively. In order to perform joint blur identification and image restoration for multichannel problem, the following cost function is formulated over K channels:
where h = {h 1 , . . . , h K } is the multichannel blurs. The cost function in (3) consists of the data-fidelity term, and the image-and blur-domain regularization terms. α i and β i are the regularization parameters that offer a compromise between least-square fidelity error and the regularity of the solutions f and h i . As it is computationally intensive to perform joint optimization to estimate f and h simultaneously, an iterative strategy based on alternating minimization (AM) is adopted to project the overall cost function J(f, h) into the image-domain cost function J(f | h) and the blur-domain cost function J(h | f). It can be shown that J(f | h) and J(h | f) are quadratic with positive semidefinite Hessian matrices. This suggests that the cost function in each domain is convex, hence ensuring the convergence in their respective domains. In conventional iterative multichannel blind restoration algorithms [12] [13] [14] , if a new degraded image (i.e., (K+1)-th measurement g K+1 ) becomes available at a later stage, the iterative schemes will require a complete rerun, hence incurring a significant computational cost. The proposed method strives to alleviate this difficulty by developing a recursive algorithm to update the estimate, thereby reducing the computational cost.
RECURSIVE FILTERING FOR MULTICHANNEL BLIND IMAGE RESTORATION

Multichannel recursive filtering (MRF)
The overall cost function in (3) consists of two sets of unknown variables: image and blur. As explained earlier, we
by fixing the blurring filters h to give
It is observed that (4) is a convex function with respect to f. Recursive filtering is widely used in 1D signal processing due to its fast convergence rate, as compared with least mean squares (LMS) filtering [16] . Motivated by this consideration, we develop a new multichannel recursive filtering (MRF) scheme to address the 2D problem in this work. It is worth noting that, unlike the 1D cases where matrix inversion lemma is used in the development of recursive least square filtering, the same approach cannot be applied directly in 2D images due to significantly increased complexity. In view of this, we propose an MRF scheme that utilizes 2D-DFT to update the image estimate. This formulation of MRF is outlined as follows.
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(i) Initialize the algorithm by setting
(ii) For the (n + 1)th channel n = 0, 1, . . . , K − 1, set α n+1 , c n+1 , and calculate the 2D-DFT a :
Update the old estimate recursively:
where
Calculate the inverse DFT:
a In Matlab, the 2D-DFT of the PSF and regularization operator is implemented using psf2otf, while for images, it is implemented using fft2 function.
Algorithm 1: Summary of the multichannel recursive filtering for image restoration.
Let f (n) n = 1, 2, . . . , K be the estimated image from the observed data {g 1 , . . . , g n } at the nth recursive step. The estimated f (n+1) can be updated by using the information contained in the newly received observation g n+1 through
where u (n+1) is the update term, to be derived in the later part of this section. In the development of MRF, we incorporate a forgetting factor λ into the cost function of (4) to ensure that the data in the distant past are assigned less emphasis [16] . Thus, we can reexpress (4) in the matrix-vector notation with the forgetting factor λ as
where H i and C are the block-circulant matrices that are constructed from h i and c, respectively. The selection issue of λ, c, α i will be discussed in the next section. It is worth mentioning that the special case of λ = 1 means infinite memory as the effect of past data is not attenuated. In contrast, the exponentially decaying memory channel (λ < 1) is used in time-varying environment. The closed-form solution to the least squares problem in (10) using the pseudoinverse is given by
When the cost function (10) includes the newly available (n + 1)th channel, the estimate f (n+1) is given as
The estimate f (n+1) will depend on the (n + 1)th identified blur h n+1 , which is estimated from the blur identification step explained in the next subsection.
Substituting (9) and (11) into (12), the update term u (n+1) is given as
Hence, the (n + 1)th least squares estimate f (n+1) can be computed recursively from its previous estimate f (n) using (9) and (17) . However, the matrix (R (n+1) ) −1 cannot be computed readily from (R (n) ) −1 due to the huge computation cost associated with the inversion of the matrix (λR (n) 
where M ×N is the size of the image). To address this issue, we exploit the diagonalization properties of the 2D-DFT for block-circulant matrix. The recursive filtering in spatial domain is transformed into the DFT domain. The proposed MRF image restoration is derived and summarized in Algorithm 1 where the superscript "∼" is used to denote the signal in the frequency domain, and ω = (ω x , ω y ) is used to denote the frequency pair along the X-and Y -axes, respectively.
Blur identification
Blur identification is a challenging problem in blind image restoration, involving the estimation of its support size and coefficients. Blur support estimation is analogous to filter order estimation in one-dimensional (1D) signal processing, albeit the problem is in 2D spatial domain in this context [17, 18] . In this work, we use the minimum cyclic shift 
(ii) At the (n + 1)th CGO iteration, n = 0, 1, . . . , update the nth iteration blur estimate:
Update the nth conjugate vector:
Repeat until convergence or a maximum number of iterations is reached.
Algorithm 2: Summary of conjugate gradient optimization for blur identification.
correlation (MCSC) criterion in [17] to perform blur support estimation. The cost function involved in the blur coefficients estimation is given by
The gradient of J(h | f) with respect to h i {i = 1, 2, . . . , K} is given by
Conjugate gradient optimization (CGO) is used to minimize the cost function in (17) . CGO utilizes conjugate direction instead of local gradient to search for the minima. Therefore, it can achieve faster convergence when compared with steepest descent method. It also requires less storage requirement and computational complexity when compared with Quasi-Newton method. Conjugate gradient optimization is ideal in this application as the given Hessian matrices are sparse, leading to fast convergence in small number of iterations. The mathematical formulations of blur identification based on conjugate gradient optimization are derived in Algorithm 2.
Schematic overview
The schematic overview of the proposed algorithm is given in Figure 1 . The idea is to alternately minimize the cost function with respect to the common f and the PSFs h i . The flowchart consists of two key steps. The first step performs recursive image restoration to yield f (i) using f (i−1) , R (i−1) , and the new data of the ith-channel. The second step performs blur identification using the conjugate gradient minimization to reach
ith-channel recursive image restoration
Yes Restored image the optimal solution h i . Let K be the total number of channels, the inner loop of the procedure will run these two steps alternately until data from all K channels have been computed. Unlike recursive filtering in 1D adaptive filter design, multichannel image restoration does not have hundreds of measurements. Therefore, we propose to reuse the estimates f (0) = f (K) , R (0) = R (K) from previous iteration in the outer loop to reiterate the inner loop till the convergence is reached.
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The contributions of the proposed technique, therefore, include the following. (i) As opposed to other multichannel restoration algorithms, it does not require all the data to be available simultaneously as recursive filtering updates the estimate based on first-come-first-served basis. (ii) All the operations of MRF for image-domain minimization are conducted in the frequency domain through DFT, hence efficiently reduce the computational cost. (iii) It incorporates a forgetting factor to discard the old unreliable estimates, hence achieving better convergence performance.
ISSUES ON PARAMETER SELECTION
Regularization parameters and operators
The regularization framework is instrumental in providing satisfactory results in image restoration. Let e (n) denote the residual error between f (n) in (11) and the original image f in (1). In the DFT domain, e (n) is given by
It can be observed that the error consists of two parts: the noise and the image terms. The first part is the noise term, which will be large for small H i (ω) if there is no regularization term α i | C(ω)| 2 . Thus, α i | C i (ω)| 2 will reduce the impact of noise term. However, this is at the cost of producing a small bias to the actual image. In order to make e (n) as small as possible, a reasonable compromise needs to be reached between these two terms by careful determination of regularization parameter and operator. Previous work on the selection of the regularization parameter includes set theoretic approach and generalized cross-validation [19] . We follow the idea of set theoretic in [19] to estimate the regularization parameters α i and β i :
where ε i , γ, δ i are the upper bounds related to the noise, image, and PSF terms in (2). σ 2 i is the noise variance in the ithchannel, which can be estimated from the smooth regions of the image. Equation (20) suggests a rule of thumb to choose reasonable regularization parameters based on the noise, image, and PSF conditions. In the experiments, the regularization parameters α i and β i are initialized and remained constant during the AM procedure. It is also possible to use the estimated σ i , f, and h to provide an order-of-magnitude estimate for the regularization parameters [12, 14, 19] . The simulation results show that the algorithm is robust towards different regularization parameters so long as they fall within a reasonable range.
As PSF is generally a low-pass filter, c should be taken as a high-pass filter (or simply as an identity matrix C = I), which imposes smooth constraints on the images. The analysis on the regularization operator d i is similar to c. In the appendix, an analysis on how the regularization result of (10) is affected by the error in the PSFs is outlined.
Forgetting factor
The introduction of forgetting factor is centered on the observation that when the estimated image converges to the original one, the identified blur will approach the actual PSF in the alternating minimization scheme. It can be observed from (10) that if the forgetting factor is 0 ≤ λ < 1, the scheme will diminish older, less reliable estimated h i , and favor later, more updated estimate. Generally speaking, the forgetting factor plays the role as an adaptive weight to ensure that the data in the distant past are assigned less emphasis. Even though the optimal value of the forgetting factor can be derived theoretically using constrained optimization technique such as Lagrange multiplier method, this optimal value is a function of the original image, PSF, and noise, of which we have no prior knowledge. Therefore, it is tedious and impractical to estimate this optimal value during iterative minimization. It should also be noted from the experiments that the proposed method will produce reasonable results so long as the forgetting factor is within a reasonable range. Therefore, estimation of exact optimal value is not required. In this work, we let λ = ζ 1/K , where ζ is the memory attenuation rate, K is the number of channels. For example, λ = 0.3 1/K means that the current channel has a weight of only 30% left in its next iteration.
EXPERIMENTAL RESULTS
Multichannel blind restoration under noisy conditions
The effectiveness of the proposed method is illustrated under different blurring conditions. For performance evaluation, peak signal-to-noise ratio (PSNR) is chosen as the objective performance metric. In Figure 2 (a), the original "Board" image of size 256 × 256 is selected as the test image. The image is blurred by four 5 × 5 Gaussian blurs:
corresponding to different values of σ i = {2.0, 2.5, 3.0, 3.5}, where σ is the standard deviation of the Gaussian blur. The parameter a is the normalization constant which ensures the PSF coefficients sum up to 1. Further, the blurred image is degraded under different noise levels to produce different SNR values {30 dB, 33 dB, 36 dB, 40 dB}. Through this, we can simulate four acquisition channels with variable blurring functions and noise levels, as shown in Figure 2 preprocessed using the edgetaper function in Matlab to ensure that the images are circularly symmetric. The forgetting factor is taken as λ = ζ 1/K , where ζ = 0.05 and K = 4. The regularization parameters are calculated according to (20) , while the regularization operators are simply taken as identity matrix or high-pass filter. The outer loop iteration number is set to 10, while the CGO iteration for blur identification is 5. The restored image using the proposed algorithm is shown in Figures 2(c) and 2(d) . Figure 2(c) is the restored image with identity regularization operator, while Empirical results show that the proposed algorithm is not sensitive to the exact choice of regularization operators so long as they are reasonable. As the restored image with Laplacian operator offers better PSNR value, we will use Laplacian regularization operator for the next experiments.
Comparison with other multichannel restoration methods
To further evaluate the effectiveness of our algorithm, we compare the proposed algorithm with iterative multichannel restoration methods, namely CGO-AM [12] , TV-AM [14] , and Wiener filtering-alternating minimization (WF-AM). The reason for choosing these methods for comparative study is that these methods decompose the multichannel blind deconvolution problem into two processes of image restoration and blur identification, which are iteratively optimized using alternating minimization. Their main difference lies in that the proposed method uses recursive filtering to update the results. CGO-AM method adopts conjugate gradient optimization (CGO) to minimize the image-and blur-domain cost functions, while total variation (TV) and Li Chen et al. null space of blur are incorporated into the TV-AM scheme. The parameter settings of CGO-AM and TV-AM are calculated according to [12, 14] . We have tried different parameter assignments to determine the suitable setting for all methods. The approach of WF-AM is explained as follows. The recursive filtering of image-domain cost function of the proposed method is similar to Wiener filtering. Since blind image restoration involves image restoration and blur identification, we replace the ith-channel recursive image restoration in Figure 1 by Wiener filtering. Conventional Wiener filtering [20] is performed using
, where α i is the power spectrum ratio of the noise to the restored image. H i and g i are the PSF and degraded image in the ith-channel, respectively. This outlines the WF-AM scheme to perform joint blur identification and image restoration. The iteration number is set to 10 for all methods.
The 256 × 256 "satellite image" shown in Figure 3 (a) is degraded by different blurs under different noisy conditions (30 dB and 40 dB SNR noise). The proposed MRF, CGO-AM, TV-AM, and WF-AM are applied to the blurred image in Figure 3(b) . The restored images are given in Figure 3 (c)-3(f) for 30 dB noisy conditions, where PSNR is tabulated in Table 1 for 30 dB and 40 dB noisy conditions. On average, the proposed method yields 0.6 dB, 3.2 dB, and 3.8 dB improvements over the CGO-AM, TV-AM, and WF-AM methods, respectively. By comparing the restored images shown in Figures 3(c)-3(f) , it is clear that our approach is superior in preserving details of satellite. This is supported by objective performance measure as our method offers PSNR of 29.41 dB, as opposed to 28.70 dB, 26.10 dB, and 25.85 dB by the CGO-AM, TV-AM, and WF-AM methods, respectively. The proposed method utilizes recursive updating technique, coupled with forgetting term to prioritize newer, more recent estimates. In contrast, the error in previous estimate will be propagated in the CGO-AM method. On the other hand, the WF-AM method inherits no information from the older estimate as each channel restores the image independently. Further, the TV-AM method requires all the PSFs to be coprime. As this assumption is not satisfied in the experiment, the TV-AM method fails to provide satisfactory results.
The overall complexity is a combination of the convergence rate and the time complexity for each single iteration. The proposed method, generally, has faster convergence rate with moderate single-iteration complexity. To illustrate this, we try to compare the computational time of these methods using the same platform. The simulation environments of these methods are Windows XP, MATLAB 6. than the CGO-AM and TV-AM methods is due to efficient recursive updating of the images.
Impact of forgetting factor
To study the impact of forgetting factor experimentally, the proposed MRF algorithm is run with different forgetting factors. The 256 × 256 "Lena" image is degraded by 7 × 7 Gaussian blurs with σ i = {2.0, 2.3, 2.6, 2.9, 3.2}. The regularization operators are standard Laplacian high-pass filter. Based on the 5 observed degraded images, the proposed MRF algorithm is repeated, but with different forgetting parameters λ = ζ 1/5 , where ζ = {0.6, 0.8, 1.0}. The outer loop iteration number is set to 14. As there are 5 channels, each inner loop iteration will update the image 5 times. The overall iteration of the recursive filtering is 70. The profile of PSNR versus the number of iterations is plotted in Figure 4 . It is observed that the curve tends to become flatter when the forgetting factor becomes larger. This indicates slower convergence rate. λ = 1 means infinite memory as the effect of past data is not attenuated and this gives rise to slow convergence rate.
In this work, we simply use λ = ζ 1/K to show that the algorithm can have different convergence rate for different forgetting factors. Good results can be obtained if we terminate the algorithm when the relative change in consecutive iteration is less than a predefined threshold. Further study on the effect of forgetting factor is interesting and we hope that this work will stimulate further investigation.
CONCLUSION
This paper proposes an iterative blind multichannel image restoration algorithm based on recursive filtering. The estimated image is recursively updated from its previous estimate using a regularization framework. It incorporates a forgetting factor to discard the old unreliable estimates, hence achieving better convergence performance. The proposed computational structure is novel and it makes the overall computation efficient, especially in the area of multichannel reconstruction. This allows the new method to be adopted readily in real-life applications. Experimental results show that it is effective in performing blind multichannel blind restoration.
APPENDIX
In this appendix, the error bound for the regularization scheme is studied. The error bound for the least squares solution to the overdetermined and underdetermined systems Ax = b is presented in [21] . To examine how the regularization solution is affected by the changes in A and b, the regularized solution to the underdetermined/overdetermined systems Ax = b is investigated. is continuously differentiable for all t ∈ [0, ∞). Define P 1 = A T A + αI and P 2 = AA T + αI, we obtain In this case, the regularization operator is taken as impulse filter to simplify the analysis. Suppose that the estimated H i converges to the actual PSF during the iterative MRF scheme, we will have δH n ≤ · · · ≤ δH 2 ≤ δH 1 . Therefore, δA in (A.7) will be reduced as the forgetting factor assigns less weight to larger error of δH i . In this sense, the upper bound error will be reduced progressively.
