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EXTENSION OF TWO-DIMENSIONAL MEAN CURVATURE
FLOW WITH FREE BOUNDARY
SIAO-HAO GUO
Abstract. Given a mean curvature flow of compact, embedded C2 surfaces
satisfying Neumann free boundary condition on a mean convex, smooth sup-
port surface in 3-dimensional Euclidean space, we show that it can be extended
as long as its mean curvature and perimeter stay uniformly bounded along the
flow.
1. Introduction
Mean curvature flow (MCF) of hypersurfaces in Euclidean space is a one-parameter
family of hypersurfaces {Σt}a<t<b whose normal velocity equals the mean curvature
vector. Namely,
(∂tXt)
⊥ =
−→
HΣt ,
where Xt is the position vector of Σt and
−→
HΣt = △ΣtXt is the mean curvature
vector. Given a closed, embedded, C2 hypersurface Σ0, there is a unique MCF {Σt}
starting from it. After a finite time, say as t ր T , the flow will become singular.
One can see this by comparing the flow with the evolution of any enclosing sphere
using the maximum principle. Moreover, singularities of the flow always accompany
the blow up of the second fundamental form (cf. [E]), i.e.
lim sup
tրT
‖AΣt‖L∞ =∞,
where AΣt = ∇2ΣtXt ·NΣt is the second fundamental form of Σt and NΣt is the unit
normal vector. A natural question is whether the mean curvature must also blow
up at the first singular time. If so, singularities can be interpreted as the blow up
of the normal speed.
Under various assumptions, the mean curvature does blow up at the first singu-
lar time. For instance, in [HS] it is shown that if the initial hypersurface is closed
and mean convex (i.e. the mean curvature vector points to the inward direction),
the second fundamental form will be bounded by a multiple of the mean curvature,
which forces the mean curvature to blow up at the first singular time. More exam-
ples can be seen in [C, LS, LW, LZZ]. In particular, Li-Wang in [LW] show that
the MCF of closed surfaces in R3 can be extended so long as the mean curvature
stays uniformly bounded. This tells us that singularities of MCF of closed surfaces
in R3 can be characterized by the blow-up of the mean curvature.
On the other hand, people also consider MCF subject to various boundary con-
ditions, in particular the “free boundary condition”. Given an open, connected
domain U in Euclidean space with smooth boundary, a flow {Σt} living in U sat-
isfies the “free boundary condition” provided that it meets Γ = ∂U orthogonally at
1
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every time. Namely,
NΣt · ν = 0 on ∂Σt = Σt ∩ Γ,
where ν is the inward, unit normal vector of Γ. As in the boundaryless case, given a
compact, embedded, C2 hypersurface Σ0 meeting Γ orthogonally, there is a unique
MCF {Σt} which starts from it and has free boundary on Γ (cf. [S]). The flow may
have long-time existence under certain conditions (for instance, see [H1]). However,
if the flow becomes singular in finite time, the second fundamental form must blow
up (cf. [S]).
In this paper, we investigate the extension problem for MCF of surfaces with free
boundary so as to gain insight into the development of singularities. The support
surface Γ = ∂U is assumed to be smooth and mean convex (i.e. the mean curvature
vector of Γ points toward U), which is used to ensure the “boundary approaches
boundary” condition (see [K] for more details). In Theorem 6.1 we show that any
MCF {Σt}0≤t<T moving freely in U (i.e. satisfying the free boundary condition) can
be extended as long as its mean curvature and perimeter stay uniformly bounded,
i.e.
sup
0≤t<T
(‖HΣt‖L∞ +H1 (∂Σt)) <∞,
where HΣt =
−→
HΣt · NΣt is the mean curvature of Σt, Hk denotes k-dimensional
Hausdorff measure, and T > 0 is a finite number. This can be thought of as a
generalization of [LW], in which surfaces are assume to be closed. In fact, our proof
parallels that of Li-Wang in [LW]. We adapt their argument to the free boundary
setting by using the method of reflection and many crucial properties for MCF with
free boundary (cf. [B, GJ, K, S]). The reason for assuming the perimeter bound
(compared with the assumption in [LW]) comes from the use of the Gauss-Bonnet
theorem (see Section 4). A key part of the proof is to show that every limit point
P of the flow {Σt}0≤t<T as tր T satisfies
(1.1) Θ{Σt} (P, T ) =
{
1, if P ∈ U
1
2 , if P ∈ Γ
,
where Θ{Σt} is Huisken’s density (see [E, K] or Lemma 2.7 for the definition).
However, unlike [LW], where one can apply White’s regularity theorem (cf. [Wh])
to conclude that the flow is smooth up to time T , here we need an additional
argument to handle possible boundary singularities (see Section 6).
The organization of the paper is as follows. In Section 2, fundamental tools
for dealing with surfaces with free boundary are introduced. These include the
parametrization of the tubular neighborhood of a surface and the reflection prin-
ciple for parabolic equations with homogeneous Neumann boundary condition. In
addition, the crucial monotonicity formulas for MCF (cf. [H2, E, B]) and the com-
pactness theorem in the free boundary setting are also included. In Section 3,
key estimates for MCF with free boundary are derived. More precisely, Li-Wang’s
pseudolocality theorem and small energy theorem are adapted to the free boundary
setting. Then Section 4 - Section 6 are devoted to the proof of the main theorem.
Specifically, in Section 4, we formulate the assumptions and prove the condensation
compactness theorem for sequences of parabolic rescaling of the flow. In Section
5, we follow [LW] to prove (1.1). Finally, in Section 6 we complete the proof. The
arguments in Section 3 - Section 5 parallel that of [LW].
EXTENSION OF 2D MCF WITH FREE BOUNDARY 3
Acknowledgement
The author is grateful to Peter Sternberg for suggesting the problem, for insight-
ful discussions and for providing helpful comments on this paper.
2. Preliminaries
In this section we will set up the tools which are required for studying MCF with
free boundary. These can be roughly divided into four different topics as follows.
(1) Complementary balls, the κ−graph condition of surfaces, and the parametriza-
tion of a tubular neighborhood.
(2) Huisken’s monotonicity formula for MCF and Buckland’s adaption to MCF
with free boundary.
(3) Stahl’s gradient estimates for MCF with free boundary, parametrization of
MCF near the free boundary, the reflection principle for parabolic equations
with Neumann boundary condition, and the C2,1 estimates for MCF with
free boundary.
(4) Topology and compactness of the space of MCF with free boundary.
Note that the discussion of the above will be in the form of surfaces in R3 for
definiteness; however, most of them work in higher dimensions as well.
Let’s begin with the first topic. Given an embedded, smooth surface Γ in R3, let
X be a point which lies in a tubular neighborhood of Γ. Recall that the projection
of X on Γ is given by
X˚ := X − dΓ (X)∇dΓ (X) ,
where dΓ (X) = dist (X,Γ), and the reflection of X with respect to Γ is given by
X˜ := X − 2dΓ (X)∇dΓ (X) = 2X˚ −X.
Below we follow [GJ] to define the complementary balls.
Definition 2.1. (Complementary Balls)
Let U be an open, connected subset of R3 with an embedded, smooth boundary
surface Γ. Given r > 0 and a point P ∈ U which lies in the tubular neighborhood
of Γ, define
B˜r (P ) =
{
X ∈ U
∣∣∣ X˜ ∈ Br (P ) \ U } ,
where Br (P ) is the open ball in R
3 centered at P with radius r. Note that B˜r (P ) =
∅ if Br (P ) ⊂ U .
In other words, B˜r (P ) is the reflection of Br (P ) \ U with respect to Γ. The
prototype of reflection is with respect to a plane. What follows is a simple remark
on the reflection and complementary balls with respect to a plane.
Remark 2.2. If
U = R3+ = {(x1, x2, x3)| x2 > 0}
is a half-space, then
Γ = ∂U = {(x1, x2, x3)| x2 = 0} = x1x3 − plane
and the reflection with respect to Γ is given by
˜(x1, x2, x3) = (x1,−x2, x3) .
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Let Σ be a surface in U which meets Γ orthogonally. Define Σ˜ to be the reflection
of Σ with respect to Γ. Namely,
Σ˜ =
{
X
∣∣∣ X˜ ∈ Σ} .
Given P ∈ Σ and r > 0, note that Σ ∩ B˜r (P ) is the reflection of Σ˜ ∩ Br (P ) with
respect to Γ, and hence
H2
(
Σ ∩ B˜r (P )
)
= H2
(
Σ˜ ∩Br (P )
)
.
Let Σ¯ = Σ ∪ Σ˜ be the extension of Σ across Γ, then we have
H2 (Σ¯ ∩Br (P )) = H2 (Σ ∩Br (P )) +H2 (Σ˜ ∩Br (P ))
= H2 (Σ ∩Br (P )) +H2
(
Σ ∩ B˜r (P )
)
.
In addition, suppose that Σ is a δ−Lipschitz graph for some δ > 0, say
Σ = { (x1, x2, u (x1, x2)) | x1 ∈ R, x2 ≥ 0} ,
where the function satisfies ∂2u (x1, 0) = 0 (since Σ meets Γ orthogonally) and
|∇u| ≤ δ (due to the δ−Lipschitz graph condition). Then there holds
H2 (Σ ∩Br (P )) +H2
(
Σ ∩ B˜r (P )
)
πr2
≤
√
1 + δ2.
Note that the above area ratio estimate also holds for non-flat Γ, as long as r
is sufficiently small (depending on the second fundamental form of Γ and Σ, see
Lemma 3.1).
We then proceed to introduce the κ−graph condition. Throughout the paper,
we use ν to denote the unit normal vector of Γ. Moreover, if Γ = ∂U , where U is
an open, connected subset of R3, then ν is assumed to be the inward normal vector
(i.e. pointing toward U).
Definition 2.3. (κ−Graph Condition)
A properly embedded C3,1 surface Γ in R3 satisfies the “κ−graph condition” for
some κ > 0 if the following property holds. Choose an arbitrary point on Γ; without
loss of generality, we may assume that the chosen point is O and ν (O) = (0, 1, 0).
Then Γ ∩ Bκ−1 (O) is a graph of a C3,1 function ϕ defined in TOΓ = x1x3−plane,
i.e. x2 = ϕ (x1, x3) and
ϕ (0, 0) = 0, ∇ϕ (0, 0) = (0, 0) .
Moreover, the function ϕ satisfies∣∣∇2ϕ∣∣ ≤ κ, ∣∣∇3ϕ∣∣ ≤ κ2, [∇3ϕ]
1
≤ κ3,
where [·]1 is the Lipschitz norm defined by
[v]1 = sup
x 6=x′
|v (x)− v (x′)|
|x− x′| .
Note that the mean value theorem then yields∣∣∣∣ϕ (ξ)ξ
∣∣∣∣ + |∇ϕ (ξ)| . κ |ξ|
for |ξ| . κ−1.
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Any embedded, smooth surface Γ would locally satisfy the above condition. More
precisely, given R > 0, there exists κ > 0 so that Γ ∩BR (O) satisfies the κ−graph
condition. Consequently, if the involved domain is bounded, then for simplicity we
may just assume that Γ satisfies the κ−graph condition for some κ > 0.
In follows we discuss the parametrization of a tubular neighborhood of Γ. This
will be used repeatedly to study the regularity of surfaces near the boundary.
Definition 2.4. (Parametrization of Tubular Neighborhood)
Let U be an open, connected subset of R3 whose boundary Γ = ∂U satisfies
the κ−graph condition for some κ > 0. Choose an arbitrary point on Γ; without
loss of generality, we may assume that the chosen point is O, ν (O) = (0, 1, 0), and
that Γ ∩ Bκ−1 (O) is defined by x2 = ϕ (x1, x3) as in Definition 2.3. Then we can
parametrize Bκ−1 (O) by
(x1, x2, x3) = Φ (y1, y2, y3) := (y1, ϕ (y1, y3) , y3) + y2 ν,
where
ν = ν (y1, y3) =
(−∂1ϕ, 1,−∂3ϕ)√
1 + |∇ϕ|2
is the inward, unit normal vector of Γ∩Bκ−1 (O). Note that Φ is a C2,1 diffeomor-
phism from a neighborhood of O onto Bκ−1 (O) and that
U ∩Bκ−1 (O) = Φ {y2 > 0} , Γ ∩Bκ−1 (O) = Φ {y2 = 0} .
Moreover, we have
X˚ = X˚ (y1, y3) = (y1, ϕ (y1, y3) , y3) , dΓ (X) = y2, ∇dΓ (X) = ν
(
X˚
)
,
where X˚ is the projection of X on Γ and dΓ (X) = dist (X,Γ).
Following the notations in Definition 2.4, we have
Φ (Y )− Y = (0, ϕ (y1, y3) , 0) + y2 {ν − (0, 1, 0)} ,
∂1Φ = (1, ∂1ϕ, 0) + y2 ∂1ν, ∂2Φ = ν
(
X˚
)
, ∂3Φ = (0, ∂3ϕ, 1) + y2 ∂3ν,
which implies, by Definition 2.3, that Φ (O) = O, DΦ (O) = I (the identity 3 × 3
matrix), and
(2.1) |Φ (Y )− Y | . κ |Y |2 , |DΦ (Y )− I| . κ |Y |∣∣D2Φ (Y )∣∣ . κ, [D2Φ (Y )]
1
. κ2.
Notice that Φ not only maps {y2 = 0} onto Γ ∩ Bκ−1 (O) but also preserves their
unit normal vectors and the reflection with respect to them, i.e.
(0, 1, 0)
DΦ7→ ν,
(2.2) Φ
(
Y˜
)
= Φ˜ (Y ) ⇔ Φ−1
(
X˜
)
= ˜Φ−1 (X),
where Y˜ is the reflection of Y with respect to the plane {y2 = 0} (see Remark 2.2)
and Φ˜ (Y ) is the reflection of Φ (Y ) with respect to Γ; X˜ and ˜Φ−1 (X) are defined
anaglously. Furthermore, let
(2.3) hij (Y ) = ∂iΦ (Y ) · ∂jΦ (Y ) , i, j ∈ {1, 2, 3}
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be the pull-back metric, and
(2.4) Γ kij (Y ) =
1
2
hkl (Y ) {∂ihjl (Y ) + ∂jhil (Y )− ∂lhij (Y )}
be the Levi-Civita connection, where hkl (Y ) is the inverse of hkl (Y ). Then we
have
|hij − δij | . κ |Y | ,
∣∣Γ kij ∣∣ . κ, [Γ kij]1 . κ2,
(2.5) h22 (y1, y2, y3) = 1, h12 (y1, 0, y3) = 0 = h32 (y1, 0, y3) ,
where δij is Kronecker delta.
We conclude the first topic with the following remark on the scaling property of
the parametrization in Definition 2.4.
Remark 2.5. Following the notations of Definition 2.4, for each λ > 0 we define
Γλ = 1
λ
Γ. Apparently Γλ satisfies the λκ−graph condition and Γλ ∩B(λκ)−1 (O) is
a graph of
ϕλ (y1, y3) :=
1
λ
ϕ (λy1, λy3) .
Let Φλ be the map corresponding to to Γλ (as in Definition 2.4), then it’s not hard
to see that
X = Φ(Y ) ⇔ 1
λ
X = Φλ
(
1
λ
Y
)
.
In other words, the pull-back of B(λκ)−1 (O) by Φ
λ corresponds to the pull-back of
Bκ−1 (O) by Φ via scaling.
Next, we begin the second topic with the fundamental monotonicity formulas for
MCF. The formula was first discovered by Huisken (cf. [H2]) for complete MCF,
then Ecker found the localized version (cf. [E]). Afterward, Buckland modified the
formula to work for MCF with free boundary (cf. [B]).
Note that for a given a surface Σ, we denote its second fundamental form by AΣ,
mean curvature by HΣ and unit normal vector by NΣ.
Lemma 2.6. (Monotonicity Formulas for MCF)
Let {Σt}0≤t<T be a properly embedded C2 MCF moving freely in U ⊂ R3, where
T > 0 is a finite number. Assume that Γ = ∂U satisfies the κ−graph condition for
some κ > 0. Then we have the following.
• Given P ∈ U and 0 < r < 1
2
√
5
dΓ (P ), there holds
d
dt
ˆ
Σt
ψr;P,T ΨP,T (X, t) dH2 (X)
≤ −
ˆ
Σt
(HΣt −∇ lnΨP,T ·NΣt)2 ψr;P,T ΨP,T (X, t) dH2 (X)
for T − r2 ≤ t < T , where
ψr;P,T (X, t) =
(
1− |X − P |
2 − 4 (T − t)
r2
)3
+
is a localization function and
ΨP,T (X, t) =
1
4π (T − t) exp
(
−|X − P |
2
4 (T − t)
)
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is the backward heat kernel centered at (P, T ). Note that on the right side
of the formula, the first factor in the integrand can be written explicitly as
HΣt −∇ lnΨP,T ·NΣt = HΣt +
(X − P ) ·NΣt
2 (T − t) .
• Given P ∈ Γ, there holds
d
dt
ˆ
Σt
e85(κ
2(T−t))
2
5
ηΓ;P,T ΨΓ;P,T (X, t) dH2 (X)
≤ −
ˆ
Σt
(HΣt −∇ lnΨΓ;P,T ·NΣt)2 e85(κ
2(T−t))
2
5
ηΓ;P,T ΨΓ;P,T (X, t) dH2 (X)
for max
{
T − 12
(
3
320
)5
κ−2, 0
}
≤ t < T , where
ηΓ;P,T (X, t) =
1− |X − P |2 +
∣∣∣X˜ − P ∣∣∣2 − 80 (T − t)(
1
2 (κ
2 (T − t)) 25 κ−1
)2

4
+
is a localization function and
ΨΓ;P,T (X, t) =
1
4π (T − t) exp
−
1
2
(
|X − P |2 +
∣∣∣X˜ − P ∣∣∣2)
4
(
1 + 16 (κ2 (T − t)) 25
)
(T − t)

is the modified backward heat kernel centered at (P, T ). Note that X˜ is the
reflection of X with respect to Γ and that on the right side of the formula,
the first factor in the integrand can be written explicitly as
HΣt −∇ lnΨΓ;P,T ·NΣt
= HΣt+
(X − P ) ·NΣt − ((X − P ) · ∇dΓ − dΓ)∇dΓ ·NΣt − dΓ∇2dΓ (X − P,NΣt)
2
(
1 + 16 (κ2 (T − t)) 25
)
(T − t)
.
As a corollary, the integralsˆ
Σt
ψr;P,T ΨP,T dH2 for P ∈ U
and ˆ
Σt
e85(κ
2(T−t))
2
5
ηΓ;P,T ΨΓ;P,T dH2 for P ∈ Γ
are non-negative and non-increasing in t, so they must converge as t ր T . The
limit is called Huisken’s density of the flow {Σt} at (P, T ), and it can be shown to
be independent of the choice r (cf. [E]). We finish the second topic by listing some
important properties of Huisken’s density as follows (cf. [E, K]).
Lemma 2.7. (Huisken’s Density)
Following the notations in Lemma 2.6, let
Θ{Σt} (P, T ) =
{
limtրT
´
Σt
ψr;P,T ΨP,T dH2, if P ∈ U
limtրT
´
Σt
e85(κ
2(T−t))
2
5
ηΓ;P,T ΨΓ;P,T dH2, if P ∈ Γ
.
If the flow {Σt}0≤t<T is regular up to time T , let ΣT = limtրT Σt. Then we have
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Θ{Σt} (P, T ) =

1, if P ∈ ΣT ∩ U
1
2 , if P ∈ ΣT ∩ Γ
0, if P /∈ ΣT
.
Moreover, Θ{Σt} (P, T ) is upper semi-continuous. Namely, given a sequence ti ր T
and points Pi ∈ Σti so that
• Pi → P as i→∞,
• If P ∈ Γ, then Pi ∈ Γ for i≫ 1,
then we have
Θ{Σt} (P, T ) ≥ lim sup
i→∞
Θ{Σt} (Pi, ti) .
The main point of the third topic is about the C2,1 estimates for MCF with free
boundary. Since the interior estimate can be found in [E], our focus will be on the
boundary regularity. To achieve that, we will first use the map in Definition 2.4 to
pull back the flow to a half-space, where the pull-back flow has free boundary on
the boundary plane. Then we locally write the flow as a graph of a time-dependent
function, which satisfies a parabolic equation and homogeneous Neumann boundary
condition. Using the method of reflection, we can extend the function across the
boundary and derive the boundary estimate.
Throughout the paper, the following notation will be adopted. Given a surface
Σ and a point P ∈ Σ, we denote by (Σ)P the path-connected component of Σ
containing P , i.e.
(2.6)
(Σ)P = {Q ∈ Σ | ∃ continuous path γ : [0, 1]→ Σ s.t. γ (0) = P, γ (1) = Q} .
The following gradient estimate for MCF with free boundary is due to Stahl, who
derived the estimate by using the maximum principle (cf. [EH, S]).
Lemma 2.8. (Stahl’s Gradient Estimate for MCF)
Given ε > 0, there exists δ > 0 with the following property. Let {Σt}a≤t≤b be
a properly embedded C2 MCF moving freely in U ⊂ R3, where a ≤ 0 ≤ b are
constants. Assume that O ∈ Σ0 and that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ = ∂U satisfies the κ−graph condition
for some 0 < κ ≤ 1;
• There holds
sup
a≤t≤b
‖AΣt‖L∞(B1(O)) ≤ K
for some K ≥ 1.
Then we have
NΣt (P ) ·NΣ0 (O) ≥ 1− ε
for all P ∈
(
Σt ∩B δ
K
(O)
)
Ot
, a˘ ≤ t ≤ b˘, where
a˘ = max
{
a,− δ
K2
}
, b˘ = min
{
b,
δ
K2
}
,
and Ot is the normal trajectory of O along the flow, i.e.
Ot ∈ Σt and ∂tOt⊥TOtΣt.
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As a consequence of the above lemma, near the point O and around the time
0, the flow {Σt} is the graph of a time-dependent function over TOΣ0 with small
gradient. However, if O ∈ Γ and U is not a cylinder, the domain of the function
might be time-dependent. To solve this issue, we will use the map in Definition 2.4
to parametrize the tubular neighborhood of Γ so as to make the pull-back of the
domain (of the defining function) independent of time. Below we will carry out the
details of realizing this idea.
Note that Einstein summation convention will be adopted throughout the paper.
Lemma 2.9. (Parametrization of MCF Near the Boundary)
Fix ι ∈ {0, 1}. Given ε > 0, there exists δ > 0 with the following property. Let
{Σt}−1≤t≤ι be a properly embedded C2 MCF moving freely in U ⊂ R3. Assume
that O ∈ Γ = ∂U , ν (O) = (0, 1, 0) and that
• Γ satisfies the κ−graph condition for some 0 < κ ≤ 1;
• The second fundamental form of {Σt} satisfies
sup
−1≤t≤ι
‖AΣt‖L∞(B1(O)) ≤ K
for some K ≥ 1;
• There exists P ∈ ∂Σ0 ∩B δ
K
(O) so that NΣ0 (P ) · (0, 0, 1) ≥ 1− δ.
Then
(
Σt ∩B ε
K
(O)
)
Pt
can be parametrized by
X = Φ(y1, y2, u (y1, y2, t))
for √
y21 + y
2
2 < r, y2 ≥ 0, −
δ
K2
≤ t ≤ δ
K2
ι,
where Pt is the normal trajectory of P along the flow (i.e. Pt ∈ Σt and ∂tPt ⊥
TPtΣt) and Φ is the map in Definition 2.4.
Moreover, the function u (y, t) satisfies
(2.7) ∂tu = g
ij (y, u,∇u)∂2iju+ f (y, u,∇u) ,
(2.8) ∂2u (y1, 0, t) = 0,
where gij (y, u,∇u) is the inverse of gij (y, u,∇u), and gij (y, u,∇u), f (y, u,∇u)
are defined in (2.11), (2.13), respectively.
Furthermore, we have the following estimates:
K |u (y, t)| + |∇u (y, t)| ≤ ε, ∣∣∇2u (y, t)∣∣ . K,∣∣gij (y, u,∇u)− δij∣∣ ≤ ε, [gij (y, u,∇u)]
1,spacial
. K,
(2.9) g12 (y, u,∇u)∣∣
x2=0
= 0,
|f (y, u,∇u)| . K, [f (y, u,∇u)]1,spatial . K2,
where [·]1,spacial is the Lipschitz norm with respect to the spacial variable defined by
[v]1,spacial = sup
y 6=y′
|v (y, t)− v (y′, t)|
|y − y′| .
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Proof. By Lemma 2.8 and the assumption regarding P and NΣ0 (P ), if δ > 0 is
sufficiently small, the flow{(
Σt ∩B δ
K
(O)
)
Pt
}
− δ
K2
≤t≤ δ
K2
ι
are graphs with small gradients with respect to the direction (0, 0, 1). Using Defi-
nition 2.4 and (2.1), the preimage of the flow under Φ are also graphs with respect
to the direction (0, 0, 1) and
(2.10) NΣt · ∂3Φ > 0.
Consequently, the flow can be parametrized by
X (y, t) = Φ (y, u (y, t))
for some function u (y, t) which is defined on
√
y21 + y
2
2 <
δ
K
, y2 ≥ 0, − δK2 ≤ t ≤
δ
K2
ι and satisfies
K |u (y, t)| + |∇u (y, t)| ≤ ε, K−1 ∣∣∇2u (y, t)∣∣ . 1.
Note that δ > 0 is chosen so that that the above conditions can be met.
Next, in order to get more information on u (y, t), let’s compute
∂tX = ∂tu ∂3Φ (y, u) ;
∂iX = ∂iΦ (y, u) + ∂iu ∂3Φ (y, u) , i ∈ {1, 2} ;
Di∂jX = ∂
2
ijΦ+ ∂
2
iju ∂3Φ + ∂iu ∂
2
j3Φ+ ∂ju ∂
2
i3Φ+ ∂iu ∂ju ∂
2
33Φ, i, j ∈ {1, 2} .
Note that since Σt is orthogonal to Γ along the boundary and NΣt · ∂2X = 0, we
have
0 = NΣt · ν|∂Σt = NΣt · ∂2Φ|∂Σt = −∂2u (y1, 0, t) NΣt · ∂3Φ|∂Σt ,
which, together with (2.10), yields (2.8). Thus u (y, t) satisfies the homogeneous
Neumann boundary condition. Moreover, the induced metric and the second fun-
damental form of Σt are respectively given by
(2.11) gΣt : gij (y, u,∇u) = ∂iX · ∂jX
= hij (y, u) + hi3 (y, u)∂ju+ hj3 (y, u)∂iu+ h33 (y, u)∂iu ∂ju
and
AΣt : Aij
(
y, u,∇u,∇2u) = Di∂jX ·NΣt
= ∂3Φ ·NΣt
{
Γ 3ij (y, u) + ∂
2
iju+Qij (y, u,∇u)
}
for i, j ∈ {1, 2}, where hij and Γ kij are defined in (2.3) and (2.4), respectively, and
(2.12) Qij (y, u,∇u) = Γ 3i3 (y, u) ∂ju+ Γ 3j3 (y, u) ∂iu− Γ kij (y, u) ∂ku
+Γ 333 (y, u) ∂iu ∂ju− Γ ki3 (y, u) ∂ju ∂ku− Γ kj3 (y, u) ∂iu ∂ku− Γ k33 (y, u) ∂iu ∂ju ∂ku.
Note that by (2.5), (2.8) and (2.11), we get
g12 (y, u,∇u)|y2=0 = 0,
from which, (2.9) follows immediately.
Using the MCF equation
∂tX ·NΣt = HΣt = gij (y, u,∇u)Aij ,
we derive
∂tu = g
ij (y, u,∇u)∂2iju+ f (y, u,∇u)
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where
(2.13) f (y, u,∇u) = gij (y, u,∇u){Γ 3ij (y, u) +Qij (y, u,∇u)}
By (2.1), (2.3), (2.4) and the C2 estimate of u (y, t), it’s not hard to see that∣∣gij (y, u,∇u)− δij∣∣ ≤ ε, K−1 [gij (y, u,∇u)]
1,spacial
. 1,
and
K−1 |f (y, u,∇u)|+K−2 [f (y, u,∇u)]1,spacial . 1.

The following is the reflection principle for parabolic equations with homogeneous
Neumann boundary condition. The proof is omitted since it is based on a simple
calculation.
Lemma 2.10. (Reflection Principle)
Let u (x, t) ∈ C2 (B+r (O)× (−r2, 0]) be a solution of
∂tu = a
ij (x, t) ∂2iju+ f (x, t) ,
where r > 0 is a constant, B+r (O) =
{
(x1, x2)
∣∣∣√x21 + x22 < r, x2 ≥ 0} is the
upper half ball in R2,
{
aij (x, t)
}
i,j∈{1,2} and f (x, t) are continuous functions on
B+r (O)×
(−r2, 0], a12 (x, t) = a21 (x, t).
Suppose that
∂2u (x1, 0, t) = 0 and a
12 (x1, 0, t) = 0
for x1 ∈ (−r, r) , t ∈
(−r2, 0]. Define the even extension of u (x, t) as
u¯ (x, t) =
{
u (x, t) , x2 ≥ 0
u (x˜, t) , x2 < 0
,
where x˜ = ˜(x1, x2) = (x1,−x2) is the reflection of x with respect to the line {x2 = 0}
in R2. Then u¯ (x, t) ∈ C2 (Br (O)× (−r2, 0]) and it satisfies
∂tu¯ = a¯
ij (x, t) ∂2ij u¯+ f¯ (x, t) ,
where
a¯ij (x, t) =
{
aij (x, t) , x2 ≥ 0
(−1)i+j aij (x˜, t) , x2 < 0 , i, j ∈ {1, 2} ;
f¯ (x, t) =
{
f (x, t) , x2 ≥ 0
f (x˜, t) , x2 < 0
.
Note that
{
a¯ij (x, t)
}
i,j∈{1,2}, f¯ (x, t) are continuous on Br (O)×
(−r2, 0] and that
a¯12 (x, t) = a¯21 (x, t).
In the next lemma, we show how to use the given the spatial bounds and the
comparison principle to derive the Ho¨lder estimate with respect to the time variables
(cf. [An]).
Lemma 2.11. (Regularity in the Time Variable)
Let u (x, t) ∈ C2 (Br (O)× (−r2, 0]) satisfy
|u (x, t)|
r
+ |∇u (x, t)| + r ∣∣∇2u (x, t)∣∣ . 1,
where r > 0 is a constant and Br (O) is the open ball in R
2 centered at O with
radius r.
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Suppose that u (x, t) satisfies the equation
∂tu = a
ij (x, t) ∂2iju+ f (x, t) ,
where
{
aij (x, t)
}
i,j∈{1,2} and f (x, t) are continuous functions satisfying
1
2
δij ≤ aij (x, t) ≤ 2δij , a12 (x, t) = a21 (x, t) , r [aij]
1,spacial
. 1,
r |f | + r2 [f ]1,spacial . 1
on Br (O) ×
(−r2, 0] for i, j ∈ {1, 2}, where [·]1,spacial is the Lipschitz norm with
respect to the spacial variable (see Lemma 2.9) . Then we have
|∇u (x, t)−∇u (x, t′)|
|t− t′| 12
.
1
r
for x ∈ B r
4
(O), 0 < t− t′ ≪ r2.
Proof. Fix x0 ∈ B r4 (O), t0 < 0 with |t0| ≪ r2 (to be determined), and k ∈ {1, 2}.
Below we will show that
|∂ku (x0, t)− ∂ku (x0, t0)| .
√
t− t0
r
for t0 < t ≤ 0.
For each 0 < h < r4 , the difference quotient of u (x, t) is defined by
△hku (x, t) =
1
h
(u (x+ hek, t)− u (x, t)) .
Using the equation of u (x, t) and the assumption that
|∇u (x, t)| + r ∣∣∇2u∣∣ + r [aij]
1,spacial
+ r2 [f ]1,spacial . 1,
there is C > 0 so that
(2.14)
∣∣△hku (x, t)∣∣ ≤ C4
and
(2.15) ∂t△hku = aij (x+ hek, t) ∂2ij△hku+
(△hkaij) ∂2iju+△hkf
≤ aij (x+ hek, t) ∂2ij△hku+
C
r2
.
By the mean value theorem, we may assume that for the same constant C > 0,
there holds
(2.16) △hku (x, t0) ≤ △hku (x0, t0) +
C
r
|x− x0|
≤ △hku (x0, t0) + ε+
1
4ε
(
C
r
)2
|x− x0|2 ∀ ε > 0,
in which we use Young’s inequality to get the second line.
For each ε > 0, consider an auxiliary function
vε (x, t) := △hku (x0, t0) + ε+
1
4ε
(
C
r
)2
|x− x0|2 +
(
2
ε
(
C
r
)2
+
C
r2
)
(t− t0) .
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Obviously, by (2.16), we have vε (x, t0) ≥ △hku (x, t0) for x ∈ B r2 (x0). Also, (2.15)
and the condition that aij ≤ 2δij yield(
∂t − aij (x+ hek, t) ∂2ij
)
vε ≥ C
r2
≥ (∂t − aij (x+ hek, t) ∂2ij)△hku.
In addition, by (2.14), for any (x, t) satisfying |x− x0| = r2 and t0 ≤ t ≤ 0, we have
vε (x, t) ≥ △hku (x0, t0) + ε+
1
4ε
(
C
r
)2
|x− x0|2 ≥ △hku (x0, t0) +
C
r
|x− x0|
≥ −C
4
+
C
r
|x− x0| = C
4
≥ △hku (x, t) .
The comparison principle for parabolic equations then gives
△hku (x, t) ≤ vε (x, t)
for |x− x0| ≤ r2 , t0 ≤ t ≤ 0. In particular, we get
(2.17) △hku (x0, t) ≤ △hku (x0, t0) + ε+
(
C
r2
+
1
ε
(
C
r
)2)
(t− t0)
for any t ∈ [t0, 0] , ε > 0.
For each t ∈
(
t0, t0 +
r2
C2
]
, choose ε = C
r
√
t− t0 , where C > 0 is the aforemen-
tioned constant. By (2.17), we get
△hku (x0, t)−△hku (x0, t0) ≤ 2
C
r
√
t− t0 + C
r2
(t− t0) ≤
(
2C +
1
C
) √
t− t0
r
.
As hց 0, we get
∂ku (x0, t)− ∂ku (x0, t0) ≤
(
2C +
1
C
) √
t− t0
r
.
Lastly, choose − r2
C2
≤ t0 < 0 so that the above hold for t ∈ (t0, 0].
Replacing u by −u and following the same procedure gives
−∂ku (x0, t) + ∂ku (x0, t0) ≤
(
2C +
1
C
) √
t− t0
r
for t0 < t ≤ 0. 
With the help of Lemma 2.10 and Lemma 2.11, we can improve Lemma 2.9 as
follows.
Proposition 2.12. (C2,1 Estimates for MCF with Free Boundary)
The function u (y, t) in Lemma 2.9 satisfies
K |u (y, t)| ≪ 1, [∇2u]
1
+ [∂tu]1 . K
2
for |x|+ |t| 12 ≪ 1
K
, where [·]1 is the “parabolic” Lipschitz norm defined by
[v]1 = sup|y−y′|+ |t−t′|>0
|v (y, t)− v (y′, t′)|
|y − y′| + |t− t′| 12
.
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Proof. By (2.8) and (2.9), Lemma 2.10 implies that the even extension u¯ (y, t) of
u (y, t) across {y2 = 0} satisfies
∂tu¯ = g¯
ij (y, t)∂2ij u¯+ f¯ (x, t) ,
where
g¯ij (y, t) =
{
gij (y, u (y, t) ,∇u (x, t)) , y2 ≥ 0
(−1)i+j gij (y˜, u (y˜, t) ,∇u (y˜, t)) , y2 < 0 , i, j ∈ {1, 2} ;
f¯ (y, t) =
{
f (y, u (y, t) ,∇u (y, t)) , y2 ≥ 0
f (y˜, u (y˜, t) ,∇u (y˜, t)) , y2 < 0 .
Moreover, we have
K |u¯ (y, t)| + |∇u¯ (y, t)| + K−1 ∣∣∇2u¯ (y, t)∣∣ . 1,∣∣g¯ij − δij∣∣≪ 1, [g¯ij]
1,spacial
. K,
|f | . K, [f ]1,spacial . K2.
which, by Lemma 2.11, implies that
|∇u¯ (y, t)−∇u¯ (y′, t′)| . K
(
|y − y′|+ |t− t′| 12
)
.
By definitions of g¯ij (y, t) and f¯ (y, t)(and interpolation inequalities), we then get∣∣g¯ij (y, t)− g¯ij (y′, t′)∣∣ . K (|y − y′|+ |t− t′| 12) ,∣∣f¯ (y, t)− f¯ (y′, t′)∣∣ . K2 (|y − y′|+ |t− t′| 12) .
The conclusion follows immediately by applying Schauder estimates to the equation
of u¯ (y, t). 
Lastly, we conclude this section with the fourth topic: the compactness of the
space of MCF with free boundary. Let’s first give a definition of the topology of
the space of MCF with free boundary.
Definition 2.13. (Topology of the Space of MCF with Free Boundary)
Fix ι ∈ {0, 1}. Let
{{
Σit
}
a<t<b
}
i∈N
be a sequence of MCF which moves freely
in
{
Ui ⊂ R3
}
i∈N respectively. Also, let {Σt}a<t<b be a properly embedded C2
MCF moving freely in U ⊂ R3. We say that {Σit} convergesι to {Σt} with finite
multiplicity as i→∞ if the following hold.
(1) Ui converges to U in the sense that U consists of all limit points of Ui and
∂Ui = Γi
C3→ Γ = ∂U as i→∞;
(2) For each t∗ ∈ (a, b), Σt∗ consists of all limit points of
{
Σit∗
}
i∈N. In addition,
for every P ∈ Σt∗ , there exist r > 0 and m ∈ N so that
• There is a C2 diffeomorphism Φ from an open neighborhood of O in R3 onto
Br (P ) so that Φ
−1 (Σt ∩Br (P )) is a graph of a function u (y, t) defined
for y ∈ Ω ⊂ R2, t ∈ [t∗ − r2, t∗ + ιr2], where
Ω =

{
(y1, y2)
∣∣∣√y21 + y22 < r} , if P ∈ U{
(y1, y2)
∣∣∣√y21 + y22 < r, y2 ≥ 0} , if P ∈ Γ .
Note that if P ∈ Γ, we require Γ∩Br (P ) = Φ {y2 = 0} andΦ−1 (Σt ∩Br (P ))
meets {y2 = 0} orthogonally.
EXTENSION OF 2D MCF WITH FREE BOUNDARY 15
• For each i≫ 1, there is a C2 diffeomorphism Φi from an open neighborhood
of O in R3 onto Br (P ) so that Φ
−1
i
(
Σit ∩Br (P )
)
consists of m graphs of
functions {
u1i (y, t) , · · · , umi (y, t)
}
defined for y ∈ Ω, t∗ − r2 ≤ t ≤ t∗ + ιr2; moreover, if P ∈ Γ, Γi ∩
Br (P ) = Φi {y2 = 0} and Φ−1i
(
Σit ∩Br (P )
)
meets {y2 = 0} orthogonally.
Furthermore, as i→∞ we have
Φi
C2→ Φ,
uji
C2→ u ∀ j ∈ {1, · · · ,m} .
Before coming to the compactness theorem, let’s introduce the following notation
in order to simplify the notation in the proof.
Definition 2.14. (Representation of a Local Graph)
Given a pointQ ∈ R3, an orthonormal basis ω = {e1, e2, e3} in R3, and a function
u : Ω ⊂ R2 → R, let [Q,ω, u] be the graph of u with respect to the orientation ω
and centered at Q. That is,
[Q,ω, u] = {X (y1, y2) = Q + y1e1 + y2e2 + u (y1, y2) e3 | (y1, y2) ∈ Ω} .
What follows is the the compactness theorem that will be used frequently in the
later sections (cf. [PR]).
Proposition 2.15. (Compactness of the Space of MCF with Free Boundary)
Fix ι ∈ {0, 1}. Let
{{
Σit
}
a<t<b
}
i∈N
be a sequence of connected, properly embed-
ded C2 MCF moving freely in
{
Ui ⊂ R3
}
i∈N respectively. Suppose that
• There is κ > 0 so that each Γi = ∂Ui is mean convex (i.e. the mean
curvature vector of Γi points toward Ui) and satisfies the κ−graph condition.
Note that by passing to a subsequence, we may assume that Ui → U as
i → ∞ (in the sense that U consists of all limit points of Ui and Γi =
∂Ui
C3→ Γ = ∂U);
• The areas and second fundamental forms of the flows are locally uniformly
boundedι. Namely, for each t∗ ∈ (a, b) and P ∈ R3, there is r > 0 so that
for every i ∈ N, there holds
sup
t∗−r2≤t≤t∗+ιr2
(
H2 (Σit ∩Br (P ))+ ∥∥∥AΣit∥∥∥L∞(Br(P ))
)
≤ C (P, t∗, r) <∞;
• There is a time t0 so that every subsequence of
{
Σit0
}
i∈N has limit points
which are not in Γ.
Then
{
Σit
}
t≥t0 converges
ι to a MCF moving freely in U as i→∞ (in the sense of
Definition 2.13).
Proof. Due to the the uniform κ−graph condition (see Definition 2.3), we may
assume, by passing to a subsequence, that Ui → U as i → ∞. Moreover, the
convergence implies that Γ is mean convex and satisfies the κ−graph condition as
well.
Fix P ∈ U ∪ Γ and t∗ ∈ R. If P is not a limit point of
{
Σit∗
}
i∈N, by the local
bound on the second fundamental form (which controls the normal speed of the
flow), we may assume, by passing to a subsequence, that there is r > 0 so that
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Σit ∩ Br (P ) = ∅ for t∗ − r2 ≤ t ≤ t∗ + ιr2, i ∈ N. In case P is a limit point of{
Σit∗
}
i∈N, below we divide into two cases to consider:
• Case 1 : P ∈ U ;
• Case 2 : P ∈ Γ.
Case 1 (P ∈ U):
By passing to a subsequence, we may assume that there exist Pi ∈ Σit∗∩Ui which
converge to P as i → ∞. The properly embeddedness and the uniform bound on
the second fundamental forms imply that there exists r > 0 with the following
property. For each i ∈ N, there are a number of time-dependent local graphs{[
Qji , ω
j
i , u
j
i : B3r (O)×
[
t∗ − 9r2, t∗ + 9ιr2
]→ R]}
j=1,··· ,mi
whose union covers
{
Σit ∩Br (Pi)
}
t∗−r2≤t≤t∗+ιr2 and which are mutually disjoint
in B2r (Pi) for t∗ − 4r2 ≤ t ≤ t∗ + 4ιr2. The uniform bound for the local areas
yields that
sup
i∈N
mi ≤ C (P, t∗, r) ,
so we may assume, by passing to a subsequence, that mi = m for i ∈ N. By the
smooth estimate for MCF (see [E] for analogous results of Proposition 2.12 for the
interior case), there holds
max
1≤j≤m
∥∥∥uji∥∥∥
C2,1
≤ C (P, t∗, r) .
It follows, by passing to a subsequence, that
Qji → Qj , ωji → ωj, uji C
2
→ u ∀ j ∈ {1, · · · ,m}
as i → ∞. Clearly, each limiting local graph [Qj , ωj, uj] is a solution of MCF.
Furthermore, every two limiting local graphs must be either disjoint or identical by
the strong maximum principle.
Case 2 (P ∈ Γ):
Passing to a subsequence, there are Pi ∈ Σit∗ so that Pi → P as i → ∞. Let
P˚i be the closest point on Γi to Pi, then we have
∣∣∣P˚i − Pi∣∣∣ → 0 as i → ∞ (since
P ∈ Γ and Γi → Γ). By the κ−graph condition, the uniform bound on the second
fundamental forms and Lemma 2.9, there exists r > 0 with the following properties.
For each i ∈ N, there is a diffeomorphism Φi (see Definition 2.4) which maps from
a neighborhood of O in R3 onto B3r
(
P˚i
)
and
Ui ∩B3r
(
P˚i
)
= Φi {y2 > 0} , Γi ∩B3r
(
P˚i
)
= Φi {y2 = 0} ;
moreover, there are a number of time-dependent local graphs
{[
Qji , ω
j
i , u
j
i
]}
j=1,··· ,mi+m′i
,
whose union covers
{
Φ−1i
(
Σit ∩Br (Pi)
)}
t∗−r2≤t≤t∗+ιr2 and which are mutually dis-
joint in B2r (O) for t∗ − 4r2 ≤ t ≤ t∗ + 4ιr2. The number mi and m′i means the
following:
• For j ∈ {1, · · · ,mi}, the function uji (x, t) is defined onB+3r (O)×
[
t∗ − 9r2, t∗ + 9ιr2
]
and Φi
[
Qji , ω
j
i , u
j
i
]
meets Γi orthogonally for j ∈ {1, · · · ,mi};
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• For j ∈ {mi + 1, · · · ,mi +m′i}, the function uji (x, t) is defined onB3r (O)×[
t∗ − 9r2, t∗ + 9ιr2
]
and Φi
[
Qji , ω
j
i , u
j
i
]
is contained in Ui.
The uniform bound on areas yields
sup
i∈N
(mi +m
′
i) ≤ C (P, t∗, r, κ) ,
so, by passing to a subsequence, we may assume that mi = m and m
′
i = m
′ for
i ∈ N. In addition, Proposition 2.12 implies
max
1≤j≤m+m′
∥∥∥uji∥∥∥
C2,1
≤ C (P, t∗, r, κ) .
It follows, by passing to a subsequence, that Φi
C2→ Φ and
Qji → Qj, ωji → ωj, uji C
2
→ uj , ∀ j ∈ {1, · · · ,m+m′}
as i → ∞. By the convergence, Φ is a local diffeomorphism from a neighborhood
of O in R3 to B2r (P ) and
Φ−1 (U ∩B2r (P )) ⊂ {(y1, y2, y3)| y2 > 0} ,
Φ−1 (Γ ∩B2r (P )) ⊂ {(y1, y2, y3)| y2 = 0} .
By the comparison principle (more precisely, using (2.7), Lemma 2.10 and [Wa]),
every two limiting graphs must be either disjoint or identical. In addition, each
Φ
[
Qj , ωj, uj
]
is clearly a solution of MCF. For j ∈ {1, · · · ,m}, Φ [Qj , ωj , uj] meets
Γ orthogonally. For j ∈ {m+ 1, · · · ,m+m′}, due to the strong maximum prin-
ciple and the mean convexity of Γ, either Φ
[
Qj , ωj, uj
]
and Γ are disjoint, or
Φ
[
Qj , ωj, uj
] ⊂ Γ.
Lastly, take a countable dense subset {(Pk, tk)}k∈N of (U ∪ Γ)×[t0,∞). Applying
the above argument for the sequence of points one by one successively and using
Cantor’s diagonal argument, we can extract a subsequence as claimed. Note that
by the above argument, if the limiting flow {Σt} intersects Γ at interior points for
t1 ≥ t0, then Σt ⊂ Γ by the strong maximum principle for all t ∈ [t0, t1], which
contradicts with the assumption that Σt0 is not contained in Γ. 
3. Area Ratio and Curvature Estimates for MCF
In this section we follow closely the ideas in [LW] to estimate the area ratio and
second fundamental form of MCF with free boundary and uniformly bounded mean
curvature. It consists of the following two parts.
(1) The area ratio of a surface in a sufficiently small ball (which would be
modified near the boundary, see Lemma 3.1 for instance) stays close to one
along MCF with free boundary and uniformly bounded mean curvature
(see Proposition 3.5).
(2) Smallness of the L2 norm of the initial second fundamental form yields the
bound on the second fundamental form for MCF with free boundary and
uniformly bounded mean curvature (see Proposition 3.10).
The proof of the first part proceeds as follows. We first show that the modified area
ratio for the initial surface Σ0 is close to one, provided that the radius is sufficiently
small (depending on the curvatures of Σ and the boundary support surface Γ). Then
we show that the area of Σt change slightly (forward and backward) in time if the
mean curvature stays uniformly bounded. Lastly, by appealing to the monotonicity
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of area ratio for each Σt, we show that the modified area ratio stays close to one
along the flow.
Recall that in (2.6), we denote by (Σ)P the path-connected component of a
surface Σ containing P . Also, B˜r (P ) stands for the reflection of Br (P ) \ U with
respect to Γ (see Definition 2.1).
Lemma 3.1. Given ε > 0, there exists δ > 0 with the following property. Let Σ
be a properly embedded C2 surface in U ⊂ R3 which meets Γ = ∂U orthogonally.
Suppose that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ satisfies the κ−graph condition for
some 0 < κ ≤ 1;
• There is K ≥ 1 so that
(
Σ ∩B δ
K
(P )
)
P
is a δ−Lipschitz graph for any
P ∈ Σ ∩B 1
2
(O) (which holds, for instance, when ‖AΣ‖L∞(B1(O)) ≤ K).
Then for any P ∈ Σ ∩Bδ (O) and ρ ∈
[
0, δ
K
)
, we have
H2 (Σ ∩Bρ (P ))P +H2
(
(Σ ∩Bρ (P ))P ∩ B˜ρ (P )
)
πρ2
≤ 1 + ε.
Proof. Fix P ∈ Σ and ρ > 0. If ρ ≤ dΓ (P ), then B˜ρ (P ) = ∅ (see Definition 2.1)
and the conclusion follows directly from the small gradient graph condition. In the
case when ρ > dΓ (P ), one can first apply the map Φ in Definition 2.4 to pull back Σ
to a half-space and then use (2.1), (2.2), Remark 2.2 and the small gradient graph
condition to get the conclusion. 
Below we show that the area changes slightly along MCF within a time which is
inversely proportional to the mean curvature.
Lemma 3.2. Given ε > 0, there exists δ > 0 with the following property. Let
{Σt}a≤t≤b be a properly embedded C2 MCF which moves freely in U ⊂ R3 and has
the following parametrization:
Xt = X (·, t) :M2 × [a, b]→ U ⊂ R3, ∂tXt = −→HΣt ,
where a ≤ 0 ≤ b are constants. Suppose that
• Either B1 (O) ⊂ U , or O ∈ Γ = ∂U and Γ satisfies the κ−graph condition
for some 0 < κ ≤ 1;
• There is 0 < Λ ≤ 1 so that supa≤t≤b ‖HΣt‖L∞(B1(O)) ≤ Λ.
Then for any ρ ∈ (0, δ], t ∈
[
a˘, b˘
]
and P ∈ Σt ∩Bδ (O), we have
H2 (Σt ∩Bρ (P ))P
πρ2
≤ eΛ2|t|
(
1 +
2Λ |t|
ρ
)2 H2 (Σ0 ∩Bρ+2Λ|t| (P0))P0
π (ρ+ 2Λ |t|)2 ,
H2
(
(Σt ∩Bρ (P ))P ∩ B˜ρ (P )
)
πρ2
≤ eΛ2|t|
(
1 +
2 (1 + ε) Λ |t|
ρ
)2 H2 ((Σ0 ∩Bρ+2(1+ε)Λ|t| (P0))P0 ∩ B˜ρ+2(1+ε)Λ|t| (P0))
π (ρ+ 2 (1 + ε)Λ |t|)2 ,
where
a˘ = max
{
a, − δ
Λ
}
, b˘ = min
{
b,
δ
Λ
}
, P0 = X0 ◦X−1t (P ) .
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Proof. Given t and P ∈ Σt, let P0 = X0 ◦X−1t (P ). Since
∂t |X (p, t)−X (p, 0)| ≤ Λ, ∂t |X (p, t)−X (q, t)| ≤ 2Λ
for any p, q ∈M , we get |P − P0| ≤ Λ |t| and
X−1t (Σt ∩Bρ (P ))P ⊂ X−10
(
Σ0 ∩Bρ+2Λ|t| (P0)
)
P0
.
Moreover, by the evolution formula ∂t dµt = −H2Σtdµt, where dµt is the induced
measure of Σt on M , it follows that
H2 (Σt ∩BR (P ))P ≤ H2
(
Xt ◦X−10
(
Σ0 ∩BR+2Λ|t| (P0)
)
P0
)
≤ eΛ2|t|H2 (Σ0 ∩BR+2Λ|t| (P0)P0)
This proves the first inequality.
Likewise, for the second inequality, it suffices to show that
X−1t
(
(Σt ∩Bρ (P ))P ∩ B˜ρ (P )
)
⊂ X−10
((
Σ0 ∩Bρ+2(1+ε)Λ|t| (P0)
)
P0
∩ B˜ρ+2(1+ε)Λ|t| (P0)
)
.
To see that, fix Q ∈ (Σt ∩Bρ (P ))P ∩ B˜ρ (P ) and let Q0 = X0 ◦X−1t (Q). Notice
that Q˜ ∈ Bρ (P ) (see Definition 2.1) and Q0 ∈
(
Σ0 ∩Bρ+2Λ|t| (P0)
)
P0
. Given ε > 0,
by (2.1) and (2.2), there is δ > 0 so that∣∣∣Q˜0 − Q˜∣∣∣ ≤ (1 + ε) |Q0 −Q|
as long as P ∈ Bδ (O), 0 < ρ ≤ δ and Λ |t| ≤ δ. It follows that
Q˜0 ∈ Bρ+(1+ε)Λ|t| (P ) ⊂ Bρ+2(1+ε)Λ|t| (P0) ,
which, by Definition 2.1, yields Q0 ∈ B˜ρ+2(1+ε)Λ|t| (P0). 
The following is an immediate consequence of Lemma 3.2.
Corollary 3.3. Given ε > 0, there exists δ > 0 with the following property. Let
{Σt}a≤t≤b be as in Lemma 3.2. Then for any ρ ∈ (0, δ], t ∈
[
a˘, b˘
]
and P ∈
Σt ∩Bδ (O), there holds
H2 (Σt ∩Bρ (P ))P +H2
(
(Σt ∩Bρ (P ))P ∩ B˜ρ (P )
)
πρ2
≤ (1 + ε)
H2 (Σ0 ∩B(1+δ)ρ (P0))P0 +H2 ((Σ0 ∩B(1+δ)ρ (P0))P0 ∩ B˜(1+δ)ρ (P0))
π ((1 + δ) ρ)
2 ,
where
a˘ = max
{
a, −δρ
Λ
}
, b˘ = min
{
b,
δρ
Λ
}
, P0 = X0 ◦X−1t (P ) .
There is one drawback of Corollary 3.3, which is that the time-span
[
a˘, b˘
]
de-
pends on the radius ρ and degenerates as ρ ց 0. To fix the problem, we appeal
to the following lemma from [GJ]. Loosely speaking, it says that the modified
area ratio of a surface with free boundary is non-decreasing in radius provided that
its mean curvature (and also the curvature of the boundary support surface) is
bounded.
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Lemma 3.4. (Monotonicity of Area Ratio)
There is a universal constant C > 0 with the following property. Let Σ be
a properly embedded C2 surface in U ⊂ R3 which meets Γ = ∂U orthogonally.
Suppose that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ satisfies the κ−graph condition for
some 0 < κ ≤ 1;
• There is Λ ≥ 0 so that ‖HΣ‖L∞(B1(O)) ≤ Λ.
Then for any P ∈ Σ ∩B1 (O), the function
r 7→ eC(Λ+κ)r
H2 (Σ ∩Br (P ))P +H2
(
(Σ ∩Br (P ))P ∩ B˜r (P )
)
πr2

is non-decreasing for 0 < r ≤ 1− |P |.
Combining Lemma 3.1, Corollary 3.3 and Lemma 3.4, we then get the following
area ratio estimates for MCF with free boundary and uniformly bounded mean
curvature.
Proposition 3.5. (Modified Area Ratio Staying Close to One)
Given ε > 0, there exists δ > 0 with the following property. Let {Σt}a≤t≤b be
a properly embedded C2 MCF in U ⊂ R3 with free boundary on Γ = ∂U , where
a ≤ 0 ≤ b are constants. Suppose that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ satisfies the κ−graph condition for
some 0 < κ ≤ 1;
• There is K ≥ 1 so that
(
Σ0 ∩B δ
K
(P )
)
P
is a δ−Lipschitz graph for any
P ∈ Σ0 ∩B 1
2
(O) (which holds, for instance, when ‖AΣ0‖L∞(B1(O)) ≤ K);
• There is 0 < Λ ≤ 1 so that supa≤t≤b ‖HΣt‖L∞(B1(O)) ≤ Λ.
Then for any t ∈
[
a˘, b˘
]
, P ∈ Σt ∩Bδ (O), there holds
sup
0<r≤ δ
K
H2 (Σt ∩Br (P ))P +H2
(
(Σt ∩Br (P ))P ∩ B˜r (P )
)
πr2
≤ 1 + ε,
where a˘ = max
{
a, − δΛK
}
, b˘ = min
{
b, δΛK
}
.
Next, let’s begin the second part of the section with the following lemma. It says
that given a complete minimal surface Σ in R3+ with free boundary and bounded
second fundamental form, if the modified area ratio is sufficiently close to one, it
must be a half-plane (cf. [LW]).
Lemma 3.6. There is a universal constant ϑ > 0 with the following property. Let
Σ be a properly embedded C2 minimal surface satisfying ‖AΣ‖L∞ ≤ K for some
K > 0. Suppose that
• Either Σ is complete surface in R3 without boundary and
sup
r>0
H2 (Σ ∩Br (P ))P
πr2
≤ 1 + ϑ
for any P ∈ Σ;
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• Or Σ is a complete surface in R3+ with free boundary on ∂R3+ ≃ R2 and
sup
r>0
H2 (Σ ∩Br (P ))P +H2
(
(Σ ∩Br (P ))P ∩ B˜r (P )
)
πr2
≤ 1 + ϑ
for any P ∈ Σ.
Then Σ is flat, i.e. AΣ ≡ 0.
Proof. It suffices to prove the first case (which is a lemma in [LW]), since the second
case can be reduced to the first case by the method of reflection (see Remark 2.2,
(2.7) and Lemma 2.10). Below we sketch the argument in [LW] for the convenience
of the reader.
By rescaling, we may assume thatK = 1. For the sake of contradiction, let’s sup-
pose that there is a sequence of non-flat, complete, properly embedded C2 minimal
surfaces {Σi}i∈N satisfying 0 < ‖AΣi‖L∞ ≤ 1 and
sup
P∈Σi, r>0
H2 (Σi ∩Br (P ))P
πr2
≤ 1 + 1
i
for all i. For each i ∈ N, choose Pi ∈ Σi so that
2 |AΣi (Pi)| ≥ ‖AΣi‖L∞ := Ai > 0.
Let Σˆi = Ai (Σi − Pi), then Σˆi is a properly embedded C2 minimal surface satisfy-
ing
∥∥∥AΣˆi∥∥∥L∞ ≤ 1,
∣∣∣AΣˆi (O)∣∣∣ ≥ 12 and
sup
r>0
H2
(
Σˆi ∩Br (O)
)
O
πr2
≤ 1 + 1
i
.
By the compactness theorem for the space of minimal surfaces, it follows that a
subsequence of
{
Σˆi
}
i∈N
converges in the C2 topology to a complete minimal surface
Σˆ, which satisfies
∥∥∥AΣˆi∥∥∥L∞ = 1, ∣∣AΣˆ (O)∣∣ ≥ 12 and
sup
r>0
H2
(
Σˆ ∩Br (O)
)
O
πr2
≤ 1
By the monotonicity formula of minimal surfaces (cf. [Al]), it follows that
(
Σˆ ∩B1 (O)
)
O
must be a C2 minimal cone (and hence a plane), which contradicts with
∣∣AΣˆ (O)∣∣ ≥
1
2 . 
Now we are in a position to establish Li-Wang’s pseudolocality theorem for MCF
(cf. [LW]) in the free boundary setting. The proof is based on a rescaling argument,
with the help of Proposition 3.5 and Lemma 3.6. To simplify the notation in the
proof, let’s denote the interior norm for the second fundamental form of MCF by
(3.1)
q
A{Σt}
y
BR(O)×Bρ(0)
= sup
{
r
∣∣AΣt0 (P )∣∣ : t0 ∈ Bρ (0) , P ∈ Σt0 , Br (P )×Br2 (t0) ⊂ BR (O) ×Bρ (0)} .
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Proposition 3.7. (Li-Wang’s Curvature Estimate for MCF)
There exist δ > 0 and C > 0 with the following property. Let {Σt}−1≤t≤1 be a
properly embedded C2 MCF in U ⊂ R3 with free boundary on Γ = ∂U . Suppose
that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ is mean convex and satisfies the
κ−graph condition for some 0 < κ ≤ 1;
• There is K ≥ 1 so that
(
Σ0 ∩B δ
K
(P )
)
P
is a δ−Lipschitz graph for any
P ∈ Σ0 ∩B 1
2
(O) (which holds, for instance, when ‖AΣ0‖L∞(B1(O)) ≤ K);
• There is 0 < Λ ≤ 1 so that sup|t|≤1 ‖HΣt‖L∞(B1(O)) ≤ Λ.
Then we have q
A{Σt}
y
B δ
K
(O)×B
min{1, δΛK }(0)
≤ C;
in particular, there holds
sup
|t|≤min{ 14 , δ4ΛK }
‖AΣt‖
L∞
(
B δ
2K
(O)
) ≤ 2C
δ
K.
Proof. Let ϑ > 0 be the constant in Lemma 3.6 and δ > 0 be the constant in
Proposition 3.5 with the choice ε = ϑ.
Suppose that the proposition does not hold. Then for each i ∈ N, we can find
a MCF
{
Σit
}
−1≤t≤1 in Ui with free boundary on Γi = ∂Ui so that it satisfies the
hypotheses and
Ci :=
r
A{Σit}
z
B δ
K
(O)×B
min{1, δΛK }(0)
→∞.
For each i ∈ N, choose (Pi, ti, ri) so that ri
∣∣∣AΣit (Pi)∣∣∣ ≥ Ci2 . Let Ai = ∣∣∣AΣit (Pi)∣∣∣,
then we have Ai ≥ riAi →∞ as i→∞. Moreover, by (3.1), we have
sup
|t−ti|<( ri2 )
2
ri
2
‖AΣt‖
L∞
(
B ri
2
(Pi)
) ≤ Ci ≤ 2riAi,
which implies
sup
|t−ti|< r
2
i
4
‖AΣt‖
L∞
(
B ri
2
(Pi)
) ≤ 4Ai.
Here we have two cases to consider:
• Case 1 : lim supi→∞ Ai dΓi (Pi) =∞;
• Case 2 : lim supi→∞ Ai dΓi (Pi) < R for some R > 0.
Case 1 (lim supi→∞ Ai dΓi (Pi) =∞):
By passing to a subsequence, we may assume that limi→∞ Ai dΓi (Pi) =∞. Let
Σˆiτ =
(
Ai
(
Σiti+ τ
A2
i
− Pi
)
∩B 1
2 riAi
(O)
)
Oτ
, |τ | ≤ 1
4
(riAi)
2
,
where Oτ is the “normal trajectory” of O along the flow at time τ . Then we have∥∥∥AΣˆiτ∥∥∥L∞ ≤ 4,
∣∣∣AΣˆi0 (O)∣∣∣ = 1,∥∥∥HΣˆiτ∥∥∥L∞ ≤ ΛAi → 0,
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sup
|τ |< 14 (riAi)2
sup
Q∈Σˆiτ
sup
0<r<dist(Q, ∂Σˆiτ)
H2
(
Σˆiτ ∩Br (Q)
)
Q
πr2
≤ 1 + ϑ,
in which the last inequality comes from Proposition 3.5. It follows, by Proposition
2.15, that a subsequence of the rescaled flows converges to a complete, properly
embedded minimal surface Σˆ, which satisfies∥∥AΣˆ∥∥L∞ ≤ 4, ∣∣AΣˆ (O)∣∣ = 1,
sup
Q∈Σˆ
sup
r>0
H2
(
Σˆ ∩Br (Q)
)
Q
πr2
≤ 1 + ϑ.
This contradicts Lemma 3.6.
Case 2 (lim supi→∞ Ai dΓi (Pi) < R for some R > 0):
Let’s first choose P˚i ∈ Γi so that
∣∣∣P˚i − Pi∣∣∣ = dΓi (Pi). For for i ≫ 1 (so that
riAi > R), let
Pi = Ai
(
Pi − P˚i
)
∈ BR (O) ;
Σˆiτ =
(
Ai
(
Σiti+ τ
A2
i
− P˚i
)
∩B 1
2 riAi
(Pi)
)
Pi(τ)
, |τ | ≤ 1
4
(riAi)
2 ;
Uˆi = Ai
(
Ui − P˚i
)
, ∂Uˆi = Γˆi = Ai
(
Γi − P˚i
)
.
where Pi (τ) is the “normal trajectory” of Pi along the flow at time τ . Then Γˆi
satisfies κi−graph condition, where κi = κA−1i → 0, and∥∥∥AΣˆiτ∥∥∥L∞ ≤ 4, ∣∣∣AΣˆi0 (Pi)∣∣∣ = 1,∥∥∥HΣˆiτ∥∥∥L∞ ≤ ΛAi → 0,
and
H2
(
Σˆiτ ∩Br (Q)
)
Q
+H2
((
Σˆiτ ∩Br (Q)
)
Q
∩ B˜r (Q)
)
πr2
≤ 1 + ϑ
for all (Q, τ, r) satisfying
|τ | < 1
4
(riAi)
2
, Q ∈ Σˆiτ , Br (Q) ⊂ B 12 riAi (Pi) .
Note that the last inequality comes from Proposition 3.5. Passing to a subsequence,
we may assume Pi → P ∈ BR (O) and (by Proposition 2.15) that the rescaled flows
converge to a complete, properly embedded minimal surface Σˆ in R3+ with free
boundary on ∂R3+ ≃ R2. The limiting minimal surface satisfies∥∥AΣˆ∥∥L∞ ≤ 4, ∣∣AΣˆ (P)∣∣ = 1,
sup
Q∈Σˆ
sup
r>0
H2
(
Σˆ ∩Br (Q)
)
Q
+H2
((
Σˆ ∩Br (Q)
)
Q
∩ B˜r (Q)
)
πr2
≤ 1 + ϑ,
which contradicts Lemma 3.6. 
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To apply Proposition 3.7, one of the conditions to be satisfied is that we need to
know in what scale can we write the surface as a local graph with small gradient.
Sometimes this is not known in advance, especially when proving our main theorem.
Instead, we would like to replace this condition by the smallness of L2 norm of the
second fundamental form, which is what we called the small energy theorem. The
key to making the transition is through the following lemma and its corollary (see
Corollary 3.9).
Lemma 3.8. (High-Curvature and Energy Concentration)
Given K ≥ 5, there exists ǫ > 0 with the following property. Let {Σt}−1≤t≤1 be
a properly embedded C2 MCF in U ⊂ R3 with free boundary on Γ = ∂U . Suppose
that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ is mean convex and satisfies the
κ−graph condition for some 0 < κ ≤ 1;
• There is 0 < Λ ≤ 1 so that sup|t|≤1 ‖HΣt‖L∞(B1(O)) ≤ Λ;
• There holds sup {r |AΣ0 (P )| : P ∈ Σ0, Br (P ) ⊂ B1 (O)} > K.
Then we have ˆ
Σ0∩B1(O)
|AΣ0 |2 dH2 > ǫ.
Proof. Suppose the contrary. Then for each i ∈ N, there is a MCF {Σit}−1≤t≤1 in
Ui with free boundary on Γi = ∂Ui, which satisfies the hypotheses andˆ
Σi0∩B1(O)
∣∣∣AΣi0 ∣∣∣2 dH2 ≤ 1i .
For each i ∈ N, choose Pi ∈ Σi0 and 0 < ri < 1 so that
ri
∣∣∣AΣi0 (Pi)∣∣∣ ≥ 12 sup{r ∣∣∣AΣi0 (P )∣∣∣ : P ∈ Σi0, Br (P ) ⊂ B1 (O)} > K2 .
Note that
∥∥∥AΣi0∥∥∥L∞(B 1
2
ri
(Pi)
) ≤ 4Ai, where Ai =
∣∣∣AΣi0 (Pi)∣∣∣.
Let 0 < α ≤ 14 be a small number to be determined. By passing to a subsequence,
we may assume that
• Either lim supi→∞ Ai dΓi (Pi) < α (Case 1 );
• Or lim supi→∞ Ai dΓi (Pi) ≥ α (Case 2 ).
Case 1 (lim supi→∞ Ai dΓi (Pi) < α):
Choose P˚i ∈ Γi so that
∣∣∣P˚i − Pi∣∣∣ = dΓi (Pi). Define
Pi = Ai
(
Pi − P˚i
)
, Σˆiτ = Ai
(
Σi
τA
−2
i
− P˚i
)
, Uˆi = Ai
(
Ui − P˚i
)
.
Then Γˆi := ∂Uˆi = Ai
(
Γi − P˚i
)
satisfies κi−graph condition, where κi = κA−1i ≤ 1,
and ∥∥∥AΣˆi0∥∥∥L∞(B 1
2
riAi
(Pi)
) ≤ 4,
∣∣∣AΣˆi0 (Pi)∣∣∣ = 1,
sup
|τ |≤A2i
∥∥∥HΣˆiτ∥∥∥L∞(B 1
2
riAi
(Pi)
) ≤ Λ
Ai
≤ 1,
ˆ
Σˆi0∩B 1
2
riAi
(Pi)
∣∣∣AΣˆi0 ∣∣∣2 dH2 ≤ 1i .
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Note that B 1
2 riAi
(Pi) ⊃ B1 (O) since 12riAi ≥ K4 > 54 and Pi ∈ Bα (O). By
Proposition 3.7, there exist universal constants δ > 0 and C > 0 so that
sup
|τ |≤δ2
∥∥∥AΣˆiτ∥∥∥L∞(Bδ(O)) ≤ C.
It follows, by Proposition 2.15 and passing to a subsequence, that Pi → P ∈ B2α (O)
and
{
Σˆiτ
}
→
{
Σˆτ
}
. The limiting MCF
{
Σˆτ
}
satisfies
ˆ
Σˆ0∩Bδ(O)
∣∣∣AΣˆ0 ∣∣∣2 dH2 = 0, ∣∣∣AΣˆ0 (P)∣∣∣ = 1,
which is a contradiction if we choose α < δ2 .
Case 2 (lim supi→∞ Ai dΓi (Pi) ≥ α):
Let
Σˆiτ =
Ai
α
(
Σi
τ
(
α
Ai
)2 − Pi
)
.
Then we have ∥∥∥AΣˆi0∥∥∥L∞(B 1
2
ri
Ai
α
(O)
) ≤ 4α,
∣∣∣AΣˆi0 (O)∣∣∣ = α,
sup
|τ |≤(Aiα )
2
∥∥∥HΣˆiτ∥∥∥L∞(B 1
2
ri
Ai
α
(O)
) ≤ αΛ
Ai
≤ 1,
ˆ
Σˆi0∩B 1
2
ri
Ai
α
(O)
∣∣∣AΣˆi0 ∣∣∣2 dH2 ≤ 1i .
Proposition 3.7 then implies that there exist δ > 0 and C > 0 so that
sup
|τ |≤δ2
∥∥∥AΣˆiτ∥∥∥L∞(Bδ(O)) ≤ C.
It follows, by Proposition 2.15, that a subsequence of the flows converges to a
limiting MCF
{
Σˆτ
}
, which satisfies
ˆ
Σˆ0∩Bδ(O)
∣∣∣AΣˆ0 ∣∣∣2 dH2 = 0, ∣∣∣AΣˆ0 (O)∣∣∣ = α,
so we get a contradiction. 
Setting K = 5 in Lemma 3.8, we then get the following corollary.
Corollary 3.9. There exists ǫ > 0 with the following property. Let {Σt}−1≤t≤1 be
a properly embedded C2 MCF in U ⊂ R3 with free boundary on Γ = ∂U . Suppose
that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ is mean convex and satisfies the
κ−graph condition for some κ ≤ 1;
• There is 0 < Λ ≤ 1 so that sup|t|≤1 ‖HΣt‖L∞(B1(O)) ≤ Λ;
• There holds ´Σ0∩B1(O) |AΣ0 |2 dH2 ≤ ǫ.
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Then we have
sup {r |AΣ0 (P )| : P ∈ Σ0, Br (P ) ⊂ B1 (O)} ≤ 5,
which, in particular, implies ‖AΣ0‖
L∞
(
B 1
2
(O)
) ≤ 10.
Thanks to Corollary 3.9, Proposition 3.7 can be improved as follows (cf. [LW]).
Proposition 3.10. (Li-Wang’s Small Energy Theorem)
There exist ǫ > 0 and C > 0 with the following property. Let {Σt}−1≤t≤1 be a
properly embedded C2 MCF in U ⊂ R3 with free boundary on Γ = ∂U . Suppose
that
• Either B1 (O) ⊂ U , or O ∈ Γ and Γ is mean convex and satisfies the
κ−graph condition for some 0 < κ ≤ 1;
• There holds ´
Σ0∩B1(O) |AΣ0 |
2 dH2 ≤ ǫ;
• There is 0 < Λ ≤ 1 so that sup|t|≤1 ‖HΣt‖L∞(B1(O)) ≤ Λ.
Then we have
sup
|t|≤min{ 14 , ǫ4Λ}
‖AΣt‖L∞(B ǫ
2
(O)
) ≤ C.
4. Hypotheses
In this section we will specify the hypotheses of our main theorem. From now
on, let {Σt}0≤t<T be a compact, embedded C2 MCF in U ⊂ R3 with free boundary
on Γ = ∂U , where T > 0 is a finite constant. We assume that
• Γ = ∂U is a properly embedded C3,1 surface which satisfies the κ−graph
condition for some κ > 0 (see Definition 2.3) and is mean convex, i.e.
(4.1) HΓ = −∇Γ · ν ≥ 0,
where ν is the inward, unit normal vector of Γ;
• The mean curvature of {Σt}0≤t<T is uniformly bounded, i.e.
(4.2) sup
0≤t<T
‖HΣt‖L∞ ≤ Λ <∞;
• The perimeter of {Σt}0≤t<T is uniformly bounded, i.e.
(4.3) sup
0≤t<T
H1 (∂Σt) ≤ l <∞.
Note that in order to distinguish from the generic MCF that appeared in the pre-
vious sections, we use boldface to denote the specific MCF in the main theorem.
Also, in the proof we only need Γ to satisfy the κ−graph condition in the region
where the flow exists (i.e. the support of the flow). Actually, the support of the
flow is bounded as Σ0 is compact and its mean curvature stays uniformly bound.
Since every properly embedded C3,1 surface locally satisfies the κ−graph condition
(with κ depending on the given bounded region), one can regard this condition as
a byproduct of the other conditions.
The goal of this paper is to show that the second fundamental form of {Σt}0≤t<T
is uniformly bounded; whence, by [S] the flow can be extended (see Theorem 6.1).
The proof begins in this section and will be completed in Section 6. For the rest of
this section, we will first show that the L2 norm of the second fundamental form is
uniformly bounded. Then we will use that to prove the condensation compactness
theorem for sequences of parabolic rescaling of the flow.
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Lemma 4.1. (Uniformly Bounded Energy)
The L2 norm of the second fundamental form is uniformly bounded. More pre-
cisely, there holds
(4.4)
ˆ
Σt
|AΣt |2 dH2 ≤ C
(
Λ,κ, l,H2 (Σ0) , χ (Σ0)
)
for 0 ≤ t < T .
Proof. Using the normal parametrization of the flow, i.e.
Xt = X (·, t) :M2 × [0, T )→ U ⊂ R3, ∂tXt = −→HΣt ,
we have
∂t dµt = −H2Σtdµt,
where dµt is the pull-back measure of Σt on M . It follows that
(4.5) sup
0≤t<T
H2 (Σt) ≤ H2 (Σ0) <∞.
Next, for each P ∈ U ∪ Γ, let
rP =
{
dΓ (P ) , if P ∈ U
1√
2
(
3
320
) 5
2 κ−1, if P ∈ Γ .
Lemma 2.6 yields the following area ratio estimate (cf. [E, K]):
(4.6)
H2 (Σt ∩BR√T−t (P ))
R2 (T − t) ≤ C (κ)
H2
(
ΣT− 514 r2P ∩BrP (P )
)
r2P
≤ C (κ,H2 (Σ0) , rP )
for R > 1, T − 110
(
rP
R
)2
< t < T .
By the Gauss-Bonnet theorem, for each t ∈ [0, T ) we haveˆ
Σt
KΣt dH2 +
ˆ
γt
~kγt · ν dH1 = 2πχ (Σt) ,
where KΣt is the Gauss curvature of Σt,
γt := ∂Σt = Σt ∩ Γ
is the boundary curve, ~kγt = DTγtTγt is the curvature vector of γt in R
3, Tγt is the
unit tangent vector of γt, and χ (Σt) is the Euler characteristic of Σt. Note that
KΣt =
1
2
(
H2
Σt
− |AΣt |2
)
,
~kγt · ν = DTγtTγt · ν = −Tγt ·DTγtν = AΓ (Tγt , Tγt) ,
χ (Σt) = χ (Σ0) .
It follows from (4.2), (4.3) and (4.5) thatˆ
Σt
|AΣt |2 dH2 =
ˆ
Σt
H2
Σt
dH2 + 2
ˆ
γt
AΓ (Tγt , Tγt) dH1 − 4πχ (Σ0)
. Λ2H2 (Σ0) + 2κl− 4πχ (Σ0) .

The following remark points out that the energy concentrates at only finitely
many points; hence there are at most finitely many singularities at time T .
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Remark 4.2. Let
ωt = |AΣt |2 ⌊ dH2.
By (4.4) and compactness, given any sequence ti ր T , there is a subsequence
(still denoted by {ti} for simplicity of notations) so that ωti ⇀ ω in the sense
of Radon measure in R3. It follows from the regularity of Radon measures that
ωti (B) → ω (B) for any bounded Borel set B satisfying ω (∂B) = 0. As a result
(together with the local finiteness of ω), we have
ωti (Br (P ))→ ω (Br (P ))
for every P ∈ R3 and almost every r > 0. Let’s define
(4.7) S =
{
P ∈ R3
∣∣∣ lim
i→∞
ωti (Br (P )) ≥ ǫ ∀ r > 0
}
,
where ǫ is the constant in Proposition 3.10. Note that
(4.8) H0 (S) ≤ 1
ǫ
lim sup
tրT
ˆ
Σt
|AΣt |2 dH2 ≤ C
(
Λ,κ, l,H2 (Σ0) , χ (Σ0)
)
by (4.4). By Proposition 3.10 and Proposition 2.12, one can conclude that for any
limit point P of {Σt} (as t ր T ) which is not in S, there exists r > 0 so that
{Σt ∩Br (P )} is C2,1 up to time T . Therefore, there are at most finitely many
singularities of {Σt} as tր T .
Below we consider the parabolic rescaling of {Σt} about a singular point on the
boundary and prove the condensation compactness theorem.
Proposition 4.3. (Condensation Compactness)
Given P ∈ S ∩ Γ and a sequence{λi ց 0}i∈N. Let
(4.9) Σ(P,T ),λiτ =
1
λi
(
ΣT+λ2i τ − P
)
, − T
λ2i
≤ τ < 0
and
UP,λi =
1
λi
(U − P ) , ΓP,λi = ∂UP,λi = 1
λi
(Γ− P ) .
Then there exist a half plane Π which meets limi→∞ ΓP,λi ≃ R2 orthogonally, a
finite set SP ⊂ Π, and an integer m ∈ N so that a subsequence of (4.9) converges
to {Π}−∞<τ<0 with multiplicity m away from SP × (−∞, 0). Moreover, we have
H0 (SP ) ≤ C
(
Λ,κ, l,H2 (Σ0) , χ (Σ0)
)
.
An analogous result holds for P ∈ S ∩U , in which case Π is a plane.
Proof. Throughout the proof, we will assume that P ∈ S ∩ Γ. The result for
P ∈ S ∩U follows from the same argument.
Firstly, note that
{
Σ(P,T ),λiτ
}
is a MCF in UP,λi with free boundary on ΓP,λi ,
which is mean convex and satisfies λiκ−graph condition. Also, by (4.6), (4.2) and
(4.4), we have
(4.10) sup
R>1
sup
− 110
(
rp
λiR
)2
<τ<0
H2
(
Σ(P,T ),λiτ ∩BR√−τ (O)
)
R2 (−τ) ≤ C
(
κ,H2 (Σ0) , rp
)
,
(4.11) sup
− T
λ2
i
≤τ<0
∥∥∥H
Σ
(P,T ),λi
τ
∥∥∥
L∞
≤ λiΛ,
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ˆ
Σ
(P,T ),λi
−1
∣∣∣A
Σ
(P,T ),λi
−1
∣∣∣2 dH2 ≤ C (Λ,κ, l,H2 (Σ0) , χ (Σ0)) .
By a similar argument as in Remark 4.2, the set
(4.12)
SP :=
{
Q ∈ R3
∣∣∣∣∣ limi→∞
ˆ
Σ
(P,T ),λi
−1 ∩Br(Q)
∣∣∣A
Σ
(P,T ),λi
−1
∣∣∣2 dH2 (Br (Q)) ≥ ǫ ∀ r > 0
}
is finite, where ǫ is the constant in Proposition 3.10, and
H0 (SP ) ≤ C
(
Λ,κ, l,H2 (Σ0) , χ (Σ0)
)
.
It follows, by Proposition 3.10, (4.10), (4.11) and Proposition 2.15, that
{
Σ(P,T ),λiτ
}
converges with finite multiplicity to a minimal surface {Π}−∞<τ<0 away from SP .
Note that
UP,λi → R3+, ΓP,λi → ∂R3+ ≃ R2
and Π is orthogonal to limi→∞ ΓP,λi . Furthermore, Lemma 2.6 implies that the
limiting surface Π satisfies the self-shrinker equation
HΠ +
1
2
X ·NΠ = 0
(cf. [I, B]). Consequently, the minimal surface Π must be flat. 
5. Unity of Huisken’s Density
The goal of this section is to show the unity of Huisken’s density of {Σt}0≤t<T
at time T . By “unity” we mean that it is one for the interior limit points and one
half for the boundary limit points (see Proposition 5.5). We will follow closely the
procedure in [LW] to prove that. Our discussion will focus on the boundary limit
points since the arguments are similar for the interior limit points.
In order to prove the unity of Huisken’s density, we will work with the normalized
MCF defined in (5.1). As a consequence of Proposition 4.3, any sequence of time-
slices of (5.1) would converge to a half-plane with multiplicity away from (at most)
finitely many singularities (see Lemma 5.1). Following the idea of [LW], we will
choose special sequences and use that to prove the unity of Huisken’s density by
contradiction (see Proposition 5.3, Lemma 5.4 and Proposition 5.5). It then follows
from Allard’s regularity theorem (cf. [Al]) and Proposition 3.7 that the convergence
in Proposition 4.3 is of multiplicity one and without singularities (see Corollary 5.6).
Let’s begin our discussion with the parabolic rescaling defined in (4.9). Given
P ∈ S ∩ Γ and a sequence {ti ր T }i∈N, let λi =
√
T − ti and
Σ(P,T ),λiτ =
1
λi
(
ΣT+λ2i τ − P
)
for − T
λ2i
≤ τ < 0,
UP,λi =
1
λi
(U − P ) , ΓP,λi = ∂UP,λi = 1
λi
(Γ− P ) .
Note that ΓP,λi satisfies λiκ−graph condition. As usual, we will parametrize its
tubular neighborhood near O by a mapΦP,λi (defined by Definition 2.4 and Remark
2.5).
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On the other hand, it is very useful to consider the following time-dependent
parabolic rescaling of {Σt} (called “normalized MCF”) , U and Γ:
(5.1) Πs :=
1√
T − t (Σt − P )
∣∣∣∣
t=T−e−s
for − lnT ≤ s <∞,
U s :=
1√
T − t (U − P )
∣∣∣∣
t=T−e−s
, Γs := ∂Us =
1√
T − t (Γ− P )
∣∣∣∣
t=T−e−s
.
Note that Πs has free boundary on Γs and that Γs satisfies e
− s2κ−graph condition.
Likewise, the tubular neighborhood of Γs near O is parametrized by a map Φs
(defined by Definition 2.4 and Remark 2.5).
As a remark, let si = − ln (T − ti), then one can see that
Πsi =
1√
T − ti
(Σti − P ) = Σ(P,T ),λi−1 ,
U si =
1√
T − ti
(U − P ) = UP,λi , Γsi =
1√
T − ti
(Γ− P ) = ΓP,λi .
More generally, for each σ ∈ [− lnT − si,∞), we have
(5.2) Πsi+σ =
1√−τΣ
(P,T ),λi
τ
∣∣∣∣
τ=−e−σ
,
U si+σ =
1√−τU
P,λi
∣∣∣∣
τ=−e−σ
, Γsi+σ = ∂U si+σ =
1√−τ Γ
P,λi
∣∣∣∣
τ=−e−σ
.
The following lemma is a paraphrasing of Proposition 4.3 in terms of {Πsi+σ}.
Lemma 5.1. Given P ∈ S ∩ Γ and a sequence {si ր∞}i∈N, there exist a half
plane Π, a finite set SP ⊂ Π, and an integer m ∈ N so that, after passing to a
subsequence, {Πsi+σ}− lnT−si≤σ<∞ converges to {Π}−∞<σ<∞ with multiplicity m
away from ∪
−∞<σ<∞
e
σ
2SP × {σ}.
The half plane Π meets limi→∞ Γsi+σ ≃ R2 orthogonally. The number of SP is
bounded by
H0 (SP ) ≤ C
(
Λ,κ, l,H2 (Σ0) , χ (Σ0)
)
.
Moreover, Huisken’s densitiy of {Σt} at (P, T ) (see Lemma 2.7) is given by
Θ{Σt} (P, T ) =
m
2
.
Proof. By Proposition 4.3, there exist a half plane Π, a finite set SP ⊂ Π, and an
integer m ∈ N so that
{
Σ(P,T ),λiτ
}
→ {Π} with multiplicity m away from the set
SP × (−∞, 0). It follows that
Πsi+σ =
1√−τΣ
(P,T ),λi
τ
∣∣∣∣
τ=−e−σ
→ 1√−τ Π = Π
away from ∪
−∞<σ<∞
1√−τSP × {σ}, where τ = −e−σ. Notice that∥∥HΠsi+σ∥∥L∞ ≤ Λe− 12 (si+σ) → 0 as i→∞
and Γsi+σ satisfies a κe
− 12 (si+σ)−graph condition.
On the other hand, let ti = T − e−si , then Lemma 2.7 yields
Θ{Σt} (P, T ) = lim
i→∞
ˆ
Σti
e85(κ
2(T−ti))
2
5
ηΓ;P,T ΨΓ;P,T (X, ti) dH2 (X)
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= lim
i→∞
ˆ
Πsi
e85(κ
2e−si)
2
5
ηΓsi ΨΓsi (Y ) dH2 (Y ) ,
where
ηΓsi (Y ) =
1− |Y |
2
+
∣∣∣Y˜ ∣∣∣2 − 80(
1
2 (κ
2e−si)
2
5
(
κe−
si
2
)−1)2

4
+
,
ΨΓsi (Y ) =
1
4π
exp
−
1
2
(
|Y |2 +
∣∣∣Y˜ ∣∣∣2)
4
(
1 + 16 (κ2e−si)
2
5
)
 .
Due to Γsi → ∂R3 ≃ R2, Πsi → Π with multiplicity m away from SP , (4.10) and
Lemma 3.4 (with Σ replaced by Πsi ), we get Θ{Σt} (P, T ) =
m
2 . 
Next, we would like to choose carefully sequences in Lemma 5.1 in the hope that
it could help to prove the unity of Huisken’s density. For that purpose, let’s make
the following definition. Given δ > 0, for each s ∈ [− lnT,∞) we define
U δ−curveds = {Q ∈ U s ∩Bδ−1 (O) | ∃Q′ ∈ Πs ∩Bδ (Q) s.t. δ |AΠs (Q′)| ≥ 1} .
LetU δ−outers be the set consisting of all pointsQ ∈ (U s ∩Bδ−1 (O))\
(
Πs ∪U δ−curveds
)
for which there is a continuous path γ : [0, 1) → U s \
(
Πs ∪U δ−curveds
)
so that
γ (0) = Q and dist (γ (ξ) ,Πs)→∞ as ξ ր 1. Then we define
(5.3) U δs = (U s ∩Bδ−1 (O)) \
(
U δ−curveds ∪U δ−outers
)
.
Loosely speaking, U δs is the region in Bδ−1 (O) which is enclosed by Πs (especially
when it has multiple sheets) and away from points of large curvature of Πs (cf.
[LW]).
The next lemma will be used to choose the special sequences in Proposition 5.3.
Lemma 5.2. Given δ > 0 and i ∈ N, there exists si ≥ i so that
sup
0<σ≤i
H3
(
U δsi+σ
)
≤
(
1 +
1
i
)
H3
(
U δsi
)
.
Proof. Suppose the contrary, then for every s ≥ i, there exists 0 < σs ≤ i so that
H3
(
U δs+σs
)
>
(
1 +
1
i
)
H3
(
U δs
)
.
In particular, we have
H3
(
U δi+σi
)
>
(
1 +
1
i
)
H3
(
U δi
)
≥ 0.
Define a sequence {sk}k∈Z+ recursively by setting sk+1 = sk + σsk for k ≥ 0 and
s0 = i + σi. Then we have
H3
(
U δsk
)
>
(
1 +
1
i
)k
H3
(
U δs0
)
∀ k ∈ N,
which implies lim supk→∞ H3
(
U δsk
)
=∞ (a contradiction). 
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In the following proposition, we use Lemma 5.2 to choose a special sequence
of (5.2). By Lemma 5.1 and Definition 2.4, we can parametrize each flow as a
multigraph over a half-plane. In that case, if the multiplicity is not one, the volume
of (5.3) can be roughly interpreted as the integral of the difference of the upper and
lower graphs, over which we have some uniform control within any finite period of
time (see (5.6)). Moreover, we also derive the equation satisfied by the difference
functions.
Proposition 5.3. Given P ∈ S ∩ Γ and δ > 0. Suppose that Θ{Σt} (P, T ) > 12 ,
then there exists a sequence {si ր∞}i∈N, a half plane Π, a finite set SP ⊂ Π
and an integer m > 1 with the following property. If we assume (without loss of
generality) that
lim
i→∞
U si = {(x1, x2, x3)| x1, x3 ∈ R, x2 > 0} ,
lim
i→∞
Γsi = {(x1, 0, x3)| x1, x3 ∈ R} ,
Π = {(x1, x2, 0)| x1 ∈ R, x2 ≥ 0} ,
then the rescaled flow {Πsi+σ}− lnT−si≤σ<∞ defined in (5.2) can be parametrized
as a multigraph
Ysi+σ (y1, y2) = Φsi+σ
(
y1, y2, v
j
si
(y1, y2, σ)
)
, j = 1, · · · ,m
where Φsi+σ is the map in Definition 2.4 which parametrizes the tubular neighbor-
hood of Γsi+σ near O, and the functions satisfy
v1si (y, σ) < · · · < vmsi (y, σ) ,
vjsi (y, σ)→ 0 away from ∪−∞<σ<∞ e
σ
2SP × {σ} for j ∈ {1, · · · ,m} .
In addition, let vsi = v
m
si
− v1si , then it satisfies
∂σvsi = ∂k
(
gklsi+σ
(
y, vmsi ,∇vmsi
)
∂lvsi
)
+
(
−1
2
y + bsi (y, σ)
)
·∇vsi+
(
1
2
+ csi (y, σ)
)
vsi ,
(5.4) ∂2vsi |y2=0 = 0,
in which the coefficients satisfy
(5.5) gklsi+σ
(
y, vmsi ,∇vmsi
)→ δkl and g12si+σ (y, vmsi ,∇vmsi )∣∣y2=0 = 0,
|bsi | + |csi | → 0.
Furthermore, given 0 < ε < 1 < T <∞, for i≫ 1 there holds
(5.6) sup
0<σ≤T
ˆ
Π∩B(1−ε)δ−1 (O)\ ∪
Q∈e
σ
2 SP
B(1+ε)δ(Q)
vsi (y, σ) dy
≤ (1 + ε)
ˆ
Π∩B(1+ε)δ−1 (O)\∪
Q∈e
σ
2 SP
B(1−ε)δ(Q)
vsi (y, 0) dy.
Proof. Given δ > 0, by Proposition 4.3, Lemma 5.1 and Lemma 5.2, there exist a
sequence {ti ր T }, a half plane Π and a finite set SP ⊂ Π, and an integer m ∈ N
with the following properties.
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• Let λi =
√
T − ti, then the sequence of MCF defined in (4.9) satisfies{
Σ(P,T ),λiτ
}
− T
λ2
i
≤τ<0
→ {Π}−∞<τ<0 with finite multiplicity m away from
SP × (−∞, 0). The half plane Π has free boundary on limi→∞ ΓP,λi ≃ R2;
• Let si = − ln (T − ti), then the sequence of normalizedMCF defined in (5.2)
satisfies {Πsi+σ}− lnT−si≤σ<∞ → {Π}−∞<τ<∞ with finite multiplicity m
away from ∪−∞<τ<∞ e
σ
2SP × {σ};
• The set U δsi defined in (5.3) satisfies
(5.7) sup
0<σ≤i
H3
(
U δsi+σ
)
≤
(
1 +
1
i
)
H3
(
U δsi
)
.
With out loss of generality, we may assume that
lim
i→∞
UP,λi = {(x1, x2, x3)| x1, x3 ∈ R, x2 > 0} ,
lim
i→∞
ΓP,λi = {(x1, 0, x3)| x1, x3 ∈ R} ,
Π = {(x1, x2, 0)| x1 ∈ R, x2 ≥ 0} .
Let ΦP,λi be the map defined in Definition 2.4, which parametrizes the tubu-
lar neighborhood of ΓP,λi near O (see also Remark 2.5). Since ΓP,λi satisfies
e−
1
2 (si+σ)κ−graph condition, ΦP,λi converges to the identity map as i → ∞. By
(2.1) and the normal-vector-preserving property of ΦP,λi , for each −∞ < τ < 0,(
ΦP,λi
)−1 (
Σ(P,T ),λiτ
)
has free boundary on(
ΦP,λi
)−1 (
ΓP,λi
)
⊂ {(y1, 0, y3) | y1, y3 ∈ R}
and it converges to
{(y1, y2, 0) | y1 ∈ R, y2 ≥ 0} ≃ Π
with multiplicity m away from SP . It follows that for i ≫ 1 and away from SP ,(
ΦP,λi
)−1 (
Σ(P,T ),λiτ
)
is a disjoint union of graphs of ujλi (y1, y2, t) defined on Π
for j = 1, · · · ,m. We may assume that u1λi (y, t) < · · · < umλi (y, t). Note that
Θ{Σt} (P, T ) >
1
2 implies m > 1 (see Lemma 5.1), and that u
j
λi
(y, t) → 0 away
from SP × (−∞, 0) for each j ∈ {1, · · · ,m}. Thus, we can parametrize Σ(P,T ),λiτ
(away from SP ) as
X(P,T ),λiτ (y1, y2) = Φ
P,λi
(
y1, y2, u
j
λi
(y1, y2, t)
)
, j = 1, · · · ,m.
Using a similar argument as in Lemma 2.9, ujλi (y, t) satisfies an analogous equa-
tion as (2.7). Namely,
(5.8) ∂τu
j
λi
= gklλi
(
y, ujλi ,∇u
j
λi
)
∂2klu
j
λi
+ fλi
(
y, ujλi ,∇u
j
λi
)
,
where gklλi
(
y, ujλi ,∇u
j
λi
)
and fλi
(
y, ujλi ,∇u
j
λi
)
are defined in the same way as
(2.11) and (2.13) but with ΦP,λi in place of Φ. More precisely, gklλi
(
y, ujλi ,∇u
j
λi
)
is the inverse of
gλikl
(
y, ujλi ,∇u
j
λi
)
:= ∂kX
(P,T ),λi
τ · ∂lX(P,T ),λiτ
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= hλikl
(
y, ujλi
)
+ hλik3
(
y, ujλi
)
∂lu
j
λi
+hλil3
(
y, ujλi
)
∂ku
j
λi
+ hλi33
(
y, ujλi
)
∂ku
j
λi
∂lu
j
λi
,
where
hλikl (y1, y2, y3) = ∂kΦ
P,λi (y1, y2, y3) · ∂lΦP,λi (y1, y2, y3) .
is the pull-back metric by ΦP,λi (see also (2.3) and (2.11)). Similarly, we define
fλi
(
y, ujλi ,∇u
j
λi
)
= gklλi
(
y, ujλi ,∇u
j
λi
){
Γ 3kl,λi
(
y, ujλi
)
+Qkl,,λi
(
y, ujλi ,∇u
j
λi
)}
,
where Γ 3kl,λi
(
y, ujλi
)
and Qkl,,λi
(
y, ujλi ,∇u
j
λi
)
are defined analogously as (2.4)
and (2.12) but with ΦP,λi and
(
ΦP,λi , ujλi ,∇u
j
λi
)
in place of Φ and (Φ, u,∇u),
respectively. As in Lemma 2.9, we have
(5.9) ∂2u
j
λi
∣∣∣
y2=0
= 0,
(5.10) g12λi
(
y, ujλi ,∇u
j
λi
)∣∣∣
y2=0
= 0.
Note that ΓP,λi satisfies a λiκ−graph condition.
By (5.2) and Remark 2.5, Πsi+σ can be parametrized as a multigraph
Ysi+σ (y) = Φsi+σ
(
y, vjsi (y, σ)
)
, j = 1, · · · ,m,
where
(5.11) vjsi (y, σ) =
1√−τ u
j
λi
(√−τ y, τ)∣∣∣∣
τ=−e−σ
and Φsi+σ is the map defined in 2.4 (which parametrizes a tubular neighborhood
of Γsi+σ). Note that v
1
si
(y, σ) < · · · < vmsi (y, σ) and vjsi (y, σ) → 0 away from{
(y, σ)
∣∣ y ∈ e σ2SP , σ ∈ R}. By (5.8), (5.9) and (5.11), we have
(5.12) ∂σv
j
si
+
1
2
y ·∇vjsi −
1
2
vjsi = g
kl
si+σ
(
y, vjsi ,∇vjsi
)
∂2klv
j
si
+fsi+σ
(
y, vjsi ,∇vjsi
)
,
∂2v
j
si
∣∣
y2=0
= 0,
for j = 1, · · · ,m, where gklsi+σ
(
y, vjsi ,∇vjsi
)
and f si+σ
(
y, vjsi ,∇vjsi
)
are defined
analogously as (2.11) and (2.13) but with Φsi+σ in place of Φ. Note that Γsi+σ
satisfies our e−
si+σ
2 κ−graph condition.
Next, let vsi = v
m
si
− v1si . By (5.12), we get
∂σvsi +
1
2
y · ∇vsi −
1
2
vsi = ∂k
(
gklsi+σ
(
y, vmsi ,∇vmsi
)
∂lvsi
)
+ Ξsi+σ,
∂2vsi |y2=0 = 0,
where
Ξsi+σ = −∂k
(
gklsi+σ
(
y, vmsi ,∇vmsi
))
∂lvsi
+
(
gklsi+σ
(
y, vmsi ,∇vmsi
)− gklsi+σ (y, v1si ,∇v1si)) ∂2klv1si
+fsi+σ
(
y, vmsi ,∇vmsi
)− fsi+σ (y, v1si ,∇v1si) .
From (2.13), we have
Ξsi+σ = bsi (y, σ) · ∇vsi + csi (y, σ) vsi .
with the vector-valued function bsi and the scalar function csi satisfying
|bsi | + |csi |
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≤ C (∥∥ϕsi+σ∥∥C3 , y2,∇vmsi ,∇v1si) (∥∥vmsi ∥∥C2 + ∥∥v1si∥∥C2 + ∥∥∥Γ pkl,si+σ∥∥∥L∞ + [Γ pkl,si+σ]1,spacial
)
,
where ϕsi+σ is the local graph of Γsi+σ (see Definition 2.3), Γ
p
kl,si+σ
is the con-
nection associated with Φsi+σ(see (2.4)), and [·]1,spacial is the Lipschitz norm with
respect to the spacial variable (see Lemma 2.9). Note that (5.10) yields
g12si+σ
(
y, vmsi ,∇vmsi
)∣∣
y2=0
= 0.
Since Γsi+σ satisfies e
− 12 (si+σ)κ−graph condition, we have Φsi+σ (Y ) C
3
→ Y as i→
∞. It follows that
gklsi+σ
(
y, vmsi ,∇vmsi
)→ δkl, ∣∣bksi∣∣+ |csi | → 0.
Moreover, the push-forward measure Φ∗si+σH3 converge to H3 as i→∞. Namely,
for every Borel set B in R3, there holds
Φ∗si+σH3 (B) = H3
(
Φ−1si+σ (B)
)→ H3 (B) .
Lastly, given 0 < ε < 1 < T <∞, by (5.3), for i≫ 1 we have
sup
|σ|≤T
ˆ
Π∩B(1−ε)δ−1 (O)\∪
Q∈e
σ
2 SP
B(1+ε)δ(Q)
vsi (y, σ) dy ≤
(
1 +
ε
2
)
H3
(
U δsi+σ
)
,
ˆ
Π∩B(1+ε)δ−1 (O)\∪
Q∈e
σ
2 SP
B(1−ε)δ(Q)
vsi (y, 0) dy ≥
(
1− ε
2
)
H3
(
U δsi
)
.
Using (5.7), we get
sup
0<σ≤T
ˆ
Π∩B(1−ε)δ−1 (O)\ ∪
Q∈e
σ
2 SP
B(1+ε)δ(Q)
vsi (y, σ) dy
≤ 1 +
ε
2
1− ε2
(
1 +
1
i
) ˆ
Π∩B(1+ε)δ−1 (O)\∪
Q∈e
σ
2 SP
B(1−ε)δ(Q)
vsi (y, 0) dy
≤ (1 + ε)
ˆ
Π∩B(1+ε)δ−1 (O)\ ∪
Q∈e
σ
2 SP
B(1−ε)δ(Q)
vsi (y, 0) dy
for i≫ 1. 
What follows are the estimates on the upper and lower bound for the difference
function. Since the function is defined on a half-plane, we first use the method
of reflection and then use the equation satisfied by the extension to derive the
estimates.
Lemma 5.4. Let δ > 0 and {vsi} be as in Proposition 5.3. Define v¯si as the even
extension of vsi , i.e.
v¯si (y, t) =
{
vsi (y, σ) , y2 ≥ 0
vsi (y˜, σ) , y2 < 0
,
where y˜ = ˜(y1, y2) = (y1,−y2). Then v¯si is C2 away from ∪
σ∈R
e
σ
2
(
SP
) × {σ},
where SP = SP ∪ S˜P , and it satisfies
(5.13)
∂σ v¯si = ∂k
(
g¯klsi (y, σ) ∂lv¯si
)
+
(
−1
2
y + b¯si (y, σ)
)
· ∇vsi +
(
1
2
+ c¯si (y, σ)
)
vsi ,
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where
g¯klsi (y, σ) =
{
gklsi+σ
(
y, vmsi ,∇vmsi
)
, y2 ≥ 0
(−1)k+l gklsi+σ
(
y˜, vmsi (y˜, σ) ,∇vmsi (y˜, σ)
)
, y2 < 0
, for k, l ∈ {1, 2} ;
b¯ksi (y, σ) =
{
bksi (y, σ) , y2 ≥ 0
(−1)k+1 bksi (y˜, σ) y2 < 0
, for k ∈ {1, 2} ;
c¯si (y, σ) =
{
csi (y, σ) , y2 ≥ 0
csi (y˜, σ) y2 < 0
.
The functions g¯klsi (y, σ) , c¯si (y, σ) are Lipschitz in y , b¯si ∈ L∞ and
(5.14) g¯klsi → δkl,
∣∣b¯si∣∣ + |c¯si | → 0
Additionally, let
σδ = max
{
−2 ln
(
δ
2
min
Q∈SP \{O}
|Q|
)
, 1
}
and fix Qδ ∈ Π ∩ B 1
2 δ
−1 (O) \ B 3
2 δ
(O). Then for any given T > σδ + 1, if i ≫ 1,
we have
• For y ∈ B 2
3 δ
−1 (O) \B 4
3 δ
(O), σδ + 1 ≤ σ ≤ T , there holds
C (δ, T )−1 v¯si (Qδ, σδ) ≤ v¯si (y, σ) ≤ C (δ) v¯si (Qδ, σδ) ;
• For y ∈ B 2
3 δ
−1 (O) \B 4
3 δ
(O), σδ + 1 ≤ σ ≤ σδ + 2, there holds
v¯si (y, σ) ≥ C (δ)−1 v¯si (Qδ, σδ) .
Proof. The first part follows from (5.4), (5.5) and the reflection principle (see
Lemma 2.10). For the second part, note that σδ ≥ 1 is chosen so that
e
σδ
2 min
Q∈SP \{O}
|Q| ≥ 2δ−1
if SP \ {O} 6= ∅. In particular, vsi (·, σ) is C2 in B2δ−1 (O) away from O for σ ≥ σδ
and i≫ 1.
Given T > σδ + 1, by (5.13), (5.14) and the Harnack inequality (cf. [AS]), for
i≫ 1 we have
• For y ∈ B 2
3 δ
−1 (O) \B 4
3 δ
(O) , σδ + 1 ≤ σ ≤ T ,
v¯si (·, σ) ≥ C (δ, T )−1 v¯si (Qδ, σδ) ;
• For y ∈ B 2
3 δ
−1 (O) \B 4
3 δ
(O) , σδ + 1 ≤ σ ≤ σδ + 2,
v¯si (·, σ) ≥ C (δ)−1 v¯si (Qδ, σδ) ;
• For y ∈ B 5
4 δ
−1 (O) \ ∪Q∈SPB 3
4 δ
(Q),
v¯si (·, 0) ≤ C (δ) v¯si (Qδ, σδ) .
In particular, the last one yieldsˆ
B 5
4
δ−1
(O)\ ∪Q∈SP B 3
4
δ
(Q)
v¯si (y, 0) dy ≤ C (δ) v¯si (Qδ, σδ) .
To derive the upper bound for v¯si , we first use (5.6) and the above inequality to
get
sup
σδ≤σ≤T
ˆ
B 3
4
δ−1
(O)\B 5
4
δ
(O)
v¯si (y, σ) dy
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.
ˆ
Π∩B 5
4
δ−1
(O)\B 3
4
δ
(O)
v¯si (y, 0) dy ≤ C (δ) v¯si (Qδ, σδ) .
By (5.13), (5.14) and the mean value inequality (cf. [AS]), for y ∈ B 2
3 δ
−1 (O) \
B 4
3 δ
(O), σδ + 1 ≤ σ ≤ T , we have
v¯si (y0, σ0) .
 
B δ
12
(y0)×
(
σ0−( δ12 )
2
,σ
) v¯si (y, σ) dy dσ
.
1
δ2
sup
σ0−( δ12 )
2
<σ<σ0
ˆ
B 3
4
δ−1
(O)\B 5
4
δ
(O)
v¯si (y, σ) dy ≤ C (δ) v¯si (Qδ, σδ) .

Now we are in a position to prove the unity of Huisken’s density. Our proof
follows closely the arguments in [LW] (see also [CM]).
Proposition 5.5. (Unity of Huisken’s Density)
Let P be a limit point of {Σt}0≤t<T as tր T . Then
Θ{Σt} (P, T ) =
{
1, P ∈ U
1
2 , P ∈ Γ
.
Proof. We will focus on the case where P ∈ Γ since the argument for P ∈ U is
similar.
Note that the mean convexity of Γ yields Θ{Σt} (P, T ) ≥ 12 (cf. [K]). Suppose
that Θ{Σt} (P, T ) >
1
2 , then from Proposition 3.10, Proposition 2.12 and Lemma
2.7, we know that P ∈ S (see Section 4). Below we will derive a contradiction in
three steps and hence prove the proposition.
Step 1: Prove that ˆ
R2
(
|∇η|2 − 1
2
η2
)
e−
|y|2
4 dy ≥ 0
for any function η (y1, y2) ∈ Cc
(
R2
) ∩W 1,2 (R2) satisfying η (0, 0) = 0.
Proof of Step 1. By approximation, it suffices to show the following. Given
0 < δ < 1 and function η (y1, y2) ∈ C1c
(
B 1
2 δ
−1 (O) \B 3
2 δ
(O)
)
, there holds
ˆ
R2
(
|∇η|2 − 1
2
η2
)
e−
|y|2
4 dy ≥ 0.
For that purpose, let {v¯si} be the sequence of functions in Lemma 5.4. Define
wsi (y, σ) =
v¯si (y, σ)
v¯si (Qδ, σδ)
.
By (5.13), we get
∂σwsi = ∂k
(
g¯klsi (y, σ) ∂lwsi
)
+
(
−1
2
y + b¯si (y, σ)
)
· ∇wsi +
(
1
2
+ c¯si (y, σ)
)
wsi
Note that wsi (y1, y2, σ) is an even function in y2. For i ≫ 1, Lemma 5.4 implies
that
C (δ, σ)
−1 ≤ wsi (y, σ) ≤ C (δ)
for y ∈ B 2
3 δ
−1 (O) \B 4
3 δ
(O), σ ≥ σδ + 1, and
wsi (y, σ) ≥ C (δ)−1
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for y ∈ B 2
3 δ
−1 (O) \B 4
3 δ
(O), σδ + 1 ≤ σ ≤ σδ + 2. By (5.14) and Ho¨lder estimates
(cf. [AS]), there exists 0 < α < 1 (which is independent of si) so that
[wsi ]α .
1
δα
‖wsi‖L∞ ≤ C (δ) .
Consequently, there exists a positive function w (y, σ) so that, after passing to
a subsequence, wsi converges locally uniformly to w (by Arzela`-Ascoli theorem)
and ∇wsi converges weakly in L2loc to ∇w (by Caccioppoli estimate) on y ∈(
B 1
2 δ
−1 (O) \B 3
2 δ
(O)
)
, σ ≥ σδ + 2 as i → ∞. Note that w (y1, y1, σ) is even
in y2 and satisfies
(5.15) C (δ, σ)
−1 ≤ w (y, σ) ≤ C (δ)
for y ∈ B 1
2 δ
−1 (O) \B 3
2 δ
(O), σ ≥ σδ + 1, and
(5.16) w (y, σ) ≥ C (δ)−1
for y ∈ B 1
2 δ
−1 (O) \B 3
2 δ
(O), σδ + 1 ≤ σ ≤ σδ + 2.
It follows that lnwsi converges locally uniformly to lnw, and ∇ lnwsi converges
weakly in L2loc to ∇ lnw as i → ∞. Additionally, by taking the logarithm of the
equation for wsi , we have
∂σ lnwsi − ∂k
(
g¯klsi (y, σ) ∂l lnwsi
)
= g¯klsi (y, σ) ∂k lnwsi ∂l lnwsi +
(
−1
2
y + b¯si (y, σ)
)
· ∇ lnwsi +
(
1
2
+ c¯si (y, σ)
)
.
Multiplication of the above equation by η2 (y) e−
|y|2
4 and integration gives
ˆ
R2
lnwsi (y, σ) η
2 (y) e−
|y|2
4 dy
∣∣∣∣T
σ=σδ+2
+
ˆ T
σδ+2
ˆ
R2
g¯klsi (y, σ) ∂l lnwsi
(
∂kη
2 − 1
2
ykη
2
)
e−
|y|2
4 dy dσ
=
ˆ T
σδ+2
ˆ
R2
g¯klsi (y, σ) ∂k lnwsi ∂l lnwsi η
2 (y) e−
|y|2
4 dy dσ
+
ˆ T
σδ+2
ˆ
R2
{(
−1
2
y + b¯si (y, σ)
)
· ∇ lnwsi +
(
1
2
+ c¯si (y, σ)
)}
η2 (y) e−
|y|2
4 dy dσ
for any σδ + 2 < T <∞. Letting i→∞ givesˆ
R2
lnw (y, σ) η2e−
|y|2
4 dy
∣∣∣∣T
σ=σδ+2
+
ˆ T
σδ+2
ˆ
R2
∇ lnw ·
(
∇η2 − 1
2
yη2
)
e−
|y|2
4 dy dσ
=
ˆ T
σδ+2
ˆ
R2
|∇ lnw|2 η2e− |y|
2
4 dy dσ+
ˆ T
σδ+2
ˆ
R2
{
−1
2
y · ∇ lnw + 1
2
}
η2e−
|y|2
4 dy dσ.
After completing the square, we getˆ
R2
ln
w (y, T )
w (y, σδ + 2)
η2e−
|y|2
4 dy +
ˆ T
σδ+2
ˆ
R2
(
|∇η|2 − 1
2
η2
)
e−
|y|2
4 dy dσ
=
ˆ T
σδ+2
ˆ
R2
|∇η − η∇ lnw|2 e− |y|
2
4 dy dσ.
It follows thatˆ
R2
(
|∇η|2 − 1
2
η2
)
e−
|y|2
4 dy ≥ 1T − (σδ + 2)
ˆ
R2
ln
w (y, σδ + 2)
w (y, T ) η
2e−
|y|2
4 dy
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=
ˆ
R2
ln
(
w (y, σδ + 2)
w (y, T )
) 1
T−(σδ+2)
η2e−
|y|2
4 dy.
By (5.15) and (5.16), we have(
w (y, σδ + 2)
w (y, T )
) 1
T−(σδ+2) ≥ C (δ)−
1
T−(σδ+2) → 1 as T ր ∞
Thus, we have
´
R2
(
|∇η|2 − 12η2
)
e−
|y|2
4 dy ≥ 0. Q.E.D.
Step 2: Prove that ˆ
R2
(
|∇η|2 − 1
2
η2
)
e−
|y|2
4 dy ≥ 0
for any function η (y1, y2) ∈ Cc
(
R2
) ∩ W 1,2 (R2). Note that η does not need to
vanish at (0, 0) as in Step 1.
Proof of Step 2. By approximation, it suffices to show the following. Given a
function η (y1, y2) ∈ C1c
(
R2
)
, there holdsˆ
R2
(
|∇η|2 − 1
2
η2
)
e−
|y|2
4 dy ≥ 0.
To achieve that, for every 0 < δ ≪ 1, let
ψδ (ξ) = 2δ ξ
2δ−1 ∀ 0 < ξ < 1.
By a simple calculation, we haveˆ 1
0
ψδ (ξ) dξ = 1 and
ˆ 1
0
ψ2δ (ξ) ξ dξ = δ.
Now define
ζδ (r) =
{ ´ r
0
1
δ
ψδ
(
ρ
δ
)
dρ, 0 ≤ r ≤ δ
1, r > δ
.
Notice that ζδ (r) ∈ C [0,∞), ζδ (0) = 0,ˆ ∞
0
|ζ′δ (r)|2 r dr =
ˆ δ
0
1
δ2
ψ2δ
(r
δ
)
r dr = δ,
and ζδ → 1 as δ ց 0.
Next, let’s define
ηδ (y) = ζδ (|y|) η (y) .
Then ηδ ∈ Cc
(
R2
) ∩W 1,2 (R2) and ηδ (0, 0) = 0. It follows from Step 1 thatˆ
R2
(
|∇ηδ|2 − 1
2
η2δ
)
e−
|y|2
4 dy ≥ 0.
Note that
∇ηδ (y) = ζδ (|y|)∇η (y) + ζ′δ (|y|)
y
|y| η (y)
and thatˆ
R2
|ζ′δ (|y|) η (y)|2 e−
|y|2
4 dy ≤ 2π ‖η‖2L∞
ˆ ∞
0
|ζ′δ (r)|2 rdr = 2π ‖η‖2L∞ δ.
Letting δ ց 0 gives ´
R2
(
|∇η|2 − 12η2
)
e−
|y|2
4 dy ≥ 0. Q.E.D.
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Step 3: For each R > 0, let
ηR (y) =

1, |y| ≤ R
R+ 1− |y| , R < |y| ≤ R+ 1
0, |y| > R+ 1
.
Then we haveˆ
R2
(
|∇ηR|2 − 1
2
η2R
)
e−
|y|2
4 dy → −1
2
ˆ
R2
e−
|y|2
4 dy = −2π
as R→∞. However, by Step 2 we should have
ˆ
R2
(
|∇ηR|2 − 1
2
η2R
)
e−
|y|2
4 dy ≥ 0 ∀R > 0.
Thus, we get the desired contradiction. 
Thanks to Proposition 5.5 , Allard’s regularity theorem (cf. [Al]) and Proposition
3.7 , now we can improve Proposition 4.3 as follows.
Corollary 5.6. Given a sequence {λi ց 0}i∈N, there exist a half plane Π so that
the a subsequence of (4.9) converges to {Π}−∞<τ<0 with multiplicity one. The half
plane Π meets limi→∞ ΓP,λi ≃ R2 orthogonally.
An analogous result holds for P ∈ S ∩U , in which case Π is a plane.
Proof. By Proposition 4.3, Lemma 5.1 and Proposition 5.5, there exist a half plane
Π (with free boundary on limi→∞ ΓP,λi ≃ R2) so that, after passing to a subse-
quence,
{
Σ(P,T ),λiτ
}
→ {Π} with multiplicity one away from SP × (−∞, 0), where
SP is defined by (4.12).
Let
˜
Σ(P,T ),λiτ be the reflection of Σ
(P,T ),λi
τ on B 1
λiκ
(O) with respect to ΓP,λi ,
and define
Σ(P,T ),λiτ = Σ
(P,T ),λi
τ ∪ ˜Σ(P,T ),λiτ .
By (4.10) and (4.11), Σ
(P,T ),λi
−1 converges weakly to Π¯ in the sense of varifolds as
i → ∞, where Π¯ = Π ∪ Π˜ is a plane. Suppose that SP 6= ∅, then pick Q ∈ SP .
By the weak convergence of varifolds and a similar argument as in Remark 4.2, for
almost every r > 0, we have
H2
(
Σ
(P,T ),λi
−1 ∩Br (Q)
)
πr2
→ 1 as i→∞.
By (4.11) and Allard’s regularity theorem (cf. [Al]), it follows that Σ
(P,T ),λi
−1 is a
graph of a function whose C1,α norm are uniformly bounded (independent of i ∈ N)
for any fixed 0 < α < 1. Applying Proposition 3.7 to the MCF
{
Σ(P,T ),λiτ
}
−1≤τ<0
,
we then get a uniform bound (independent of i ∈ N) on the second fundamental
form of Σ
(P,T ),λi
−1 near Q. However, this contradicts with the choice of Q (see
(4.12)). 
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6. Proof of the Main Theorem
This section is devoted to prove our main theorem as stated below.
Theorem 6.1. The MCF {Σt}0≤t<T given in Section 4 can be extended beyond
time T .
Proof. By [S], it suffices to show that the second fundamental form of {Σt}0≤t<T
is uniformly bounded. Below we will prove that by contradiction.
Suppose that
lim sup
t→T
‖AΣt‖L∞ =∞.
Then choose a sequence {(Pi, ti)}i∈N so that ti ր T , Pi ∈ Σti and∣∣AΣti (Pi)∣∣ = sup
0≤τ≤T− 1
i
‖AΣτ ‖L∞ →∞ as i→∞.
Since Σ0 is compact and T < ∞, (4.2) implies (after passing to a subsequence)
that Pi → P . Here we have three possibilities to consider:
• Case 1: P ∈ U ;
• Case 2: P ∈ Γ and lim infi→∞ dist (Pi, ∂Σti)
∣∣AΣti (Pi)∣∣ <∞;
• Case 3: P ∈ Γ and lim infi→∞ dist (Pi, ∂Σti)
∣∣AΣti (Pi)∣∣ =∞.
Since Case 1 has been studied in [LW] by using Proposition 5.5 and White’s regu-
larity theorem (cf. [Wh]), we will focus on the remaining two cases. Actually, the
argument for Case 2 is similar to that for Case 1.
Case 2 (P ∈ Γ and lim infi→∞ dist (Pi, ∂Σti)
∣∣AΣti (Pi)∣∣ <∞):
By passing to a subsequence, we may assume that
dist (Pi, ∂Σti)Ai ≤ R <∞
for all i ∈ N, where Ai =
∣∣AΣti (Pi)∣∣. Choose P˚i ∈ ∂Σti so that dist (Pi, ∂Σti) =∣∣∣Pi − P˚i∣∣∣. Clearly, we have P˚i → P as i→∞.
Given ε > 0, by Proposition 5.5, Lemma 2.6, Lemma 2.7 and the continuous
dependence of the Gaussian integral on the parameters, there exists δ > 0 so that
for i≫ 1 we have
1
2
≤ sup
ti−δ2≤t<ti
ˆ
Σt
e85(κ
2(ti−t))
2
5
η
Γ;P˚i,ti
Ψ
Γ;P˚i,ti
(X, t) dH2 (X) ≤ 1 + ε
2
(cf. [E]). After passing to a subsequence, we may assume that
1
2
≤ sup
ti−
(
1
Ai
)2≤t<ti
ˆ
Σt
e85(κ
2(ti−t))
2
5
η
Γ;P˚i,ti
Ψ
Γ;P˚i,ti
(X, t) dH2 (X) ≤ 1 +
1
i
2
∀ i.
Let
Σˆ
i
τ = Ai
(
Σiti+ τ
A2
i
− P˚i
)
, Pi = Ai
(
Pi − P˚i
)
.
Since Pi ∈ B2R (O) for i ≫ 1, we may assume (by passing to a subsequence) that
Pi → P . In addition, we have
• sup−tiA2i≤τ≤0
∥∥∥A
Σˆ
i
τ
∥∥∥
L∞
≤ 1 =
∣∣∣A
Σˆ
i
0
(Pi)
∣∣∣;
• Uˆ i := Ai
(
U − P˚i
)
→ R3+, Γˆi := ∂Uˆ i = Ai
(
Γ− P˚i
)
satisfies κi =
κ
Ai
graph condition and converges to ∂R3+ ≃ R2;
EXTENSION OF 2D MCF WITH FREE BOUNDARY 42
• 12 ≤
´
Σˆ
i
τ
e85(κ
2
i (−τ))
2
5
η
Γˆi;O,0
Ψ
Γˆi;O,0
(X, τ) dH2 (X) ≤ 1+ 1i2 ∀ −1 ≤ τ < 0.
It follows from Proposition 2.15 that
{
Σˆ
i
τ
}
−tiA2i≤τ≤0
→
{
Σˆτ
}
−∞<τ≤0
. The lim-
iting MCF has free boundary on limi→∞ Γˆi ≃ R2 and it satisfies∣∣∣A
Σˆ0
(P)
∣∣∣ = 1,
ˆ
Σˆτ
ΨR2;O,0 (X, t) dH2 (X) = 1
2
∀ − 1 ≤ τ < 0.
Then Lemma 2.6 implies that
{
Σˆτ
}
−1≤τ<0
is self-shrinking. Namely, it satisfies
H
Σˆτ
+
Xτ ·NΣˆτ
2 (−τ) = 0 ∀ Xτ ∈ Σˆτ , −1 ≤ τ < 0
(cf. [Wh, B]). In particular, we get
Xτ ·NΣˆτ = 2τHΣˆτ → 0 as τ ր 0.
Consequently, Σˆ0 must be a C
2 cone (with vertex at O) and hence a plane. This
contradicts with the property that
∣∣∣A
Σˆ0
(P)
∣∣∣ = 1.
Case 3 (P ∈ Γ and lim infi→∞ dist (Pi, ∂Σti)
∣∣AΣti (Pi)∣∣ =∞):
Firstly, we claim that |P − Pi| ≥
√
T − ti for all but finitely many i ∈ N. For
otherwise, after passing to a subsequence, we would have
|P − Pi| <
√
T − ti ∀ i.
By Corollary 5.6,
{
1√
T−ti (Σti − P )
}
i∈N
converges to a half-plane and hence√
T − ti
∣∣AΣti (Pi)∣∣→ 0 as i→∞,
which implies
dist (∂Σti , P ) ≥ dist (∂Σti , Pi)− |P − Pi| ≫
∣∣AΣti (Pi)∣∣−1 −√T − ti ≫√T − ti
for i≫ 1. However, (4.2) yields that
(6.1) dist (∂Σti , P ) ≤ Λ (T − ti)
(cf. [K]). Thus, we get a contradiction.
By passing to a subsequence, let’s assume that
(6.2) |P − Pi| ≥
√
T − ti ∀ i.
It follows from (6.1) and (6.2) that
dist (P, ∂Σti) ≤ Λ (T − ti)≪
√
T − ti ≤ |P − Pi|
for i≫ 1, which implies
|Pi − P | ≥ dist (Pi, ∂Σti)− dist (P, ∂Σti) ≥ dist (Pi, ∂Σti)−
1
2
|Pi − P | .
Thus we have
(6.3) |Pi − P | ≥ 2
3
dist (Pi, ∂Σti) .
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Let C ≥ 1 be a large number to be determined. For i≫ 1, let λi = C |P − Pi|,
then Corollary 5.6 implies that
Σ(P,T ),λiτ :=
1
λi
(
ΣT+λ2i τ − P
)
converges to a half-plane Π with multiplicity one as i→∞. In particular, we have∥∥∥A
Σ
(P,T ),λi
−1
∥∥∥
L∞(B1(O))
≤ 1
for i≫ 1. Moreover, since
sup
− T
λ2
i
≤τ<0
∥∥∥H
Σ
(P,T ),λi
τ
∥∥∥
L∞
≤ λiΛ
and ΓP,λi satisfies a λiκ−graph condition, Proposition 3.5 implies that there is
0 < δ < 1 so that
(6.4)
sup
0<r≤δ
H2
(
Σ(P,T ),λiτ ∩Br (Q)
)
Q
+H2
((
Σ(P,T ),λiτ ∩Br (Q)
)
Q
∩ B˜r (Q)
)
πr2
≤ 1 + ϑ
∀ Q ∈ Σ(P,T ),λiτ ∩Bδ (O) , −1 ≤ τ < min
{
0,−1 + δ
λiΛ
}
= 0, i≫ 1,
where ϑ > 0 is the constant in Lemma 3.6. Note that the reflection B˜r (Q) is with
respect to ΓP,λi := 1
λi
(Γ− P ) (see Definition 2.1).
Let Ai =
∣∣AΣti (Pi)∣∣ and define
Σˆ
i
τ = Ai
(
Σti+ τ
A2
i
− Pi
)
,
then we have
sup
tiA
2
i≤τ≤0
∥∥∥A
Σˆ
i
τ
∥∥∥
L∞
≤ 1 =
∣∣∣A
Σˆ
i
0
(O)
∣∣∣ ,
sup
tiA
2
i≤τ≤0
∥∥∥H
Σˆ
i
τ
∥∥∥
L∞
≤ Λ
Ai
.
Note that
(6.5) Σˆ
i
0 = λiAiΣ
(P,T ),λi
τi
+Ai (P − Pi) ,
where
λiAi = C |P − Pi|
∣∣AΣti (Pi)∣∣ ≥ 23C dist (∂Σti , Pi) ∣∣AΣti (Pi)∣∣→∞,
Ai |P − Pi| ≥ 2
3
dist (Pi, ∂Σti)
∣∣AΣti (Pi)∣∣→∞
by (6.3), and
τi = −T − ti
λ2i
∈ [−C−2, 0)
by (6.2). Furthermore, given Q ∈ Σˆi0 ∩B 12Ai|P−Pi| (O) and R > 0, (6.4) and (6.5)
yield
H2
(
Σˆ
i
0 ∩BR (Q)
)
Q
+H2
((
Σˆ
i
0 ∩BR (Q)
)
Q
∩ B˜R (Q)
)
πR2
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=
H2
(
Σ(P,T ),λiτi ∩B RλiAi (Q)
)
Q
+H2
((
Σ(P,T ),λiτi ∩B RλiAi (Q)
)
Q
∩ B˜ R
λiAi
(Q)
)
π
(
R
λiAi
)2 ≤ 1+ϑ
for i≫ 1, where
Q =
1
λi
(
Pi − P + Q
Ai
)
∈ Σ(P,T ),λiτi ∩
(
B 3
2C
−1 (O) \B 1
2C
−1 (O)
)
.
Note that
(
B 3
2C
−1 (O) \B 1
2C
−1 (O)
)
= Bδ (O)\B δ
3
(O) if we choose C = 32δ
−1, and
that the reflection in the first ratio (i.e. B˜R (Q)) is with respect to Γˆi = Ai (Γ− Pi).
Passing to a subsequence, we have
{
Σˆ
i
τ
}
→
{
Σˆ
}
−∞<τ≤0
, where Σˆ is a complete
minimal surface (with free boundary on limi→∞ Γˆ
i
if limi→∞ Γˆ
i 6= ∅). The limiting
minimal surface satisfies
sup
R>0
sup
Q∈Σˆ
H2
(
Σˆ ∩BR (Q)
)
Q
+H2
((
Σˆ ∩BR (Q)
)
Q
+ B˜R (Q)
)
πR2
≤ 1 + ϑ,
∥∥A
Σˆ
∥∥
L∞
≤ 1 = ∣∣A
Σˆ
(O)
∣∣ .
A contradiction follows from Lemma 3.6. 
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