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Abstract
Random context picture grammars are used to generate pictures through successive refinement.
There are three important subclasses of random context picture grammars, namely random per-
mitting context picture grammars, random forbidding context picture grammars and table-driven
context-free picture grammars. These grammars generate the random permitting context picture
languages, random forbidding context picture languages and table-driven context-free picture
languages, respectively. Theorems exist which provide necessary conditions that have to be
satisfied by a language before it can be classified under a particular subclass. Some of these
theorems include the pumping and shrinking lemmas, which have been developed for random
permitting context picture languages and random forbidding context picture languages respec-
tively. Two characterization theorems were developed for the table-driven context-free picture
languages.
This dissertation examines these existing theorems for picture languages, i.e., the pumping
and shrinking lemmas and the two characterisation theorems, and attempts to prove theorems,
which will provide an alternative to the existing theorems and thus provide new tools for identi-
fying languages that do not belong to the various classes. This will be done by adapting Ogden’s
idea of marking parts of a word which was done for the string case. Our theorems essentially in-
volve marking parts of a picture such that the pumping operation increases the number of marked
symbols and the shrinking operation reduces it.
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Chapter 1
Introduction
1.1 General Introduction
Various types of grammars exist in formal language theory and their rewriting rules differ in
complexity. These grammars generate their respective languages; for example, picture gram-
mars generate picture languages. A picture language is defined as a set of pictures which share
a certain unique characteristic. Picture languages are also called galleries. In the rest of this dis-
sertation, picture languages will often be referred to as galleries to make the text more readable.
Some picture grammar types include the context-free picture grammars (CFPGs), random
context picture grammars (RCPGs) and the collage grammars. The CFPGs make use of rewriting
rules and these rules are made up of a single symbol being replaced by other symbols. The CF-
PGs generate the context-free picture languages (CFPLs) [Matz, 1997] and are known for their
elegance and simplicity, but are not powerful enough to generate certain languages. One set of
these context-free grammars is the class of collage grammars [Drewes and Kreowski, 1999].
In both the string and the picture case, some grammars are able to sense context, unlike the
context-free grammars. In the string case, these are called context-sensitive grammars (CSGs).
The CSGs are known to be too powerful, restrictive and too complex to use. In the picture case,
some context-free picture grammars are able to sense context to some degree, making them
context-sensitive to an extent. They are called context-free but use context to regulate the ap-
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plication of context-free productions. For example, in so-called puzzle grammars, a production
can only be applied if the right-hand side of the production fits into the developing picture, just
as in jigsaw puzzles.
Due to the limited generative power of context-free grammars and the fact that context-
sensitive grammars are restrictive, researchers were motivated to find an intermediate generative
model as a trade-off between the simplicity of context-free grammars and the power of context-
sensitive grammars. This led to the development of the random context picture grammars. The
RCPGs are a variation of CFPGs and make use of regulated rewriting, which involves the use of
context present in any part of the picture, such that restrictions are placed on the application of
these rewriting rules to a given picture based on this context, hence the name “random context”.
In RCPGs, context is not structurally connected. It is globally distributed, unlike in the case of
context-free array [Yamamoto et al., 1989] and puzzle grammars [Laroche et al., 1992], which
use local context.
Chain-code picture grammars [Maurer et al., 1983], Lindenmayer systems [Rozenberg and
Salomaa, 1976] [Prusinkiewicz and Hanan, 1976], array grammars [Yamamoto et al., 1989] and
puzzle grammars [Laroche et al., 1992], amongst others, generate pictures using syntactic meth-
ods, which is a popular form of generating pictures. These grammars are variations of the CFPGs
where some are context-free and others context-sensitive to some extent, e.g, the context-free
array grammars.
1.2 Random Context Picture Grammars
Random context picture grammars are an adaptation of the random context (string) grammars
[van der Walt, 1972] (RCGs). The word “random” in random context only means that the po-
sition of each of these context symbols in the picture is not considered: as long as they exist in
the picture, the production rule can either be applied or not. RCPGs use successive refinement
to generate pictures, which involves subdividing a shape until a picture is generated. Basically,
a pictorial form, which is made up of a square divided into smaller squares containing variables,
generates a picture, which contains only terminals, by rewriting variables using the productions
of the given grammar. Every terminal is associated with a colour and the square in which it is
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contained is filled with that color, making up a picture. For the purpose of this research, squares
divided into four equal squares were used, which helped to simplify the process, without affect-
ing the final results.
RCPGs are grammars which use regulated rewriting. They are similar to context-free picture
grammars (context-free picture grammars share the same properties as the context free gram-
mars, but are adapted for pictures), but differ in that the application of their production rules is
controlled by context symbols which are distributed randomly in the pictorial form, and thus can
generate a larger class of languages than grammars without context, as shown in Ewert [1999,
Examples 2.5–2.9]. With context being globally distributed, these rewriting restrictions control
the development of a picture to some degree. This context is either permitting or forbidding
where the permitting context enables the use of a production and the latter prevents it.
RCPGs have three natural subclasses; context-free picture grammars, random permitting
context picture grammars (RPCPGs) and random forbidding context picture grammars (RFCPGs).
They generate the context-free picture languages (CFPLs), random permitting context picture
languages (RPCPLs) and random forbidding context picture languages (RFCPLs), respectively.
A special case of the RFCPGs exists called the table-driven context-free picture grammars (TCF-
PGs). They generate the table-driven context-free picture languages (TCFPLs). In TCFPGs,
productions are chosen from a table and they are applied in parallel to all the variables in the
pictorial form [Ewert, 2009]. The relationship between these subclasses is shown in Figure 1.1.
1.3 Necessary Conditions
An important aspect in formal language theory is finding necessary conditions that must be sat-
isfied by a language before it can be generated by a grammar of the respective class [Ewert
and van der Walt, 2013], thus providing an understanding of the power and limitations of these
grammars. Various attempts have been made to develop theorems that can be used to determine
whether a picture language belongs to a certain class. The pumping lemma is a good example
on how this can be done. It is also called an iteration theorem because it generates a series of
pictures in a language by “iterating some repetition operation” [Rabkin, 2012].
3
Figure 1.1: A diagram showing the relationship between classes of picture grammars
Some of the attempts at developing these theorems include the pumping-shrinking lemma
for CFPLs by Ewert [1999], the pumping lemma for RPCPLs by Ewert and van der Walt [1999],
the shrinking lemma for RFCPLs by Ewert and van der Walt [1998], two characterisation lem-
mas for TCFPLs by Bhika et al. [2007], necessary conditions for random context galleries by
Tkachova [2013] and criteria for context-freeness of collage languages by Drewes et al. [1997].
These necessary conditions have been successful at classifying a number of languages into their
specific classes and they have also been used in determining the generative power of these gram-
mars. The pumping lemma for RPCPLs was used to show that RPCPGs are strictly weaker
than RCPGs. The shrinking lemma for RFCPLs showed that RFCPGs are strictly weaker than
RCPGs, and the two characterisation theorems for TCFPLs were used to show that TCFPGs are
strictly weaker than RFCPGs. These are discussed in detail in Chapter 2.
The purpose of this research is to investigate these existing necessary conditions and to de-
velop new theorems as an alternative or even an improvement on the existing ones. We will make
use of an idea called marking, proposed by Ogden [1968] for Ogden’s lemma. This lemma is a
generalisation of the pumping lemma for CFLs by Bar-Hillel et al. [1961]. Basically, Ogden’s
lemma states that any two segments of a word can be pumped, ensuring that certain parts of
the word are chosen as marked, such that the pumping operation is guaranteed to increase the
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number of marked symbols in the word. In this research, this idea was used and adapted for the
picture case.
The aim of this research is to achieve results similar to those obtained by Rabkin [2012],
which introduced Ogden’s lemma for subclasses of random context (string) languages. Random
context picture grammars are a two-dimensional adaptation of the random context (string) gram-
mars (RCGs), which also have subclasses, just as the RCPGs, which include context-free gram-
mars (CFGs), random permitting context grammars (RPCGs), random forbidding context gram-
mars (RFCGs) and a special case of the RFCGs, Extended Table-driven 0-Context Lindenmayer-
system (ET0L) grammars. They generate the context-free languages (CFLs), random permitting
context languages (RPCLs), random forbidding context languages (RFCLs) and the Extended
Table-driven 0-context Lindenmayer-system (ET0L) languages, respectively. Ogden’s lemma
for CFLs was given by Ogden [1968] and Rabkin [2012] used this approach to develop Ogden’s
lemma for RPCLs, RFCLs and ET0L languages.
This research aims to develop Ogden-like lemmas for three subclasses of random context
picture languages beginning with a simpler class, Ogden’s lemma for CFPLs, which will assist
our understanding on how to proceed with the three subclasses. To our knowledge, there has
been no attempt to apply Ogden’s idea of marking to picture languages. Therefore, we use this
idea to proffer new tools for analysing languages.
1.4 Roadmap
A brief introduction to picture languages and string languages was provided, including a discus-
sion of the usefulness of necessary conditions. In Chapter 2, the existing necessary conditions
for string languages are discussed, with a specific focus on Ogden’s lemma for subclasses of
random context (string) languages, on which this research is based. We then discuss in detail,
the existing conditions for the subclasses of random context picture languages, which we intend
to provide an alternative to, and other necessary conditions that exist for picture languages. In
Chapter 3, the first result of this research is given; we provide Ogden’s lemma for context-free
picture languages, the simplest of the subclasses. We also provide an example to show the use-
fulness of the new theorem. We then give Ogden’s lemma for RPCPLs and RFCPLs in Chapter
5
4 and use these new theorems to show that certain galleries are not random permitting or random
forbidding context galleries. An introduction to TCFPGs is given in Chapter 5 and an analogue
of Ogden’s lemma for TCFPLs is also given; the usefulness of the new theorem is shown by
proving that a certain gallery is not a TCFPL. In Chapter 6, a conclusion is given, showing that
the aim of this research has been achieved and we provide possible future work that can be done,
based on the results found here.
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Chapter 2
Background
2.1 Introduction
This chapter presents and discusses the existing necessary conditions for subclasses of random
context string languages which serve as a background for this research. We also discuss the
existing conditions for subclasses of random context picture languages and show how we intend
to improve on them. Necessary conditions which exist for other classes of picture languages,
aside from the random context picture languages are also discussed briefly in this chapter.
In Section 2.2 we give general definitions which will be useful in understanding these necessary
conditions. In Section 2.3 a detailed discussion of string languages is provided, followed by
an equally detailed treatment of picture languages in Section 2.4. The chapter is concluded in
Section 2.5.
2.2 General Definitions
Definition 1. N denotes the set {0, 1, 2, ...} of natural numbers.
Definition 2. N+ denotes the set {1, 2, ...} of positive natural numbers.
Definition 3. l ∈ [m] denotes that the value of l is a positive natural number between and
including 1 and m.
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Definition 4. A ⊆ B denotes that every element of A is an element of B, where A and B are
sets.
Definition 5. We denote the set of words (or strings) over an alphabet (finite set) Σ by Σ∗. The
empty word is denoted by λ. The length of a word w is denoted by |w| and can be defined as: if
|w| = 1 for all w ∈ Σ, then |vw| = |v|+ 1 for all w ∈ Σ, v ∈ Σ∗.
2.3 String Languages
This section focusses primarily on random context (string) grammars. Just like the RCPGs,
RCGs have three subclasses: the random permitting context grammars, random forbidding con-
text grammars and a special case of the RFCGs, ET0L (Extended Table-driven 0-context Lin-
denmayer) grammars. These subclasses generate respectively, the random permitting context
languages (RPCLs), random forbidding context languages (RFCLs) and the ET0L languages.
The RPCGs use context that allows the application of a production, while the RFCGs use con-
text that inhibits the application of a production. ET0L grammars use productions which are
applied in parallel to the variables in a string and the choice of these productions is table-driven.
This work focuses on Ogden’s lemma by Ogden [1968], which is a generalization of the
pumping lemma for context-free languages [Bar-Hillel et al., 1961]. The pumping lemma gen-
erally states that for a context-free language, any string in the language which is adequately long
contains two sections which can either be removed or repeated any number of times, with the
resulting string remaining in the language.
Ogden [1968] then generalized this pumping lemma by introducing the concept of marking
and thus ensuring that the repeatable segments that can be selected are partially controlled. It
ensures that at least one of the repeatable segments contains a marked position, provided enough
positions in the string are chosen as marked. The major aim of Ogden [1968]’s research was to
show that certain context-free languages are naturally ambiguous, i.e., it is possible to derive two
or more derivation trees for a word in a language for every grammar for that language. Ogden’s
lemma ensures that the pumping operation increases the number of marked symbols (i.e., the
resulting word is larger than the initial one).
Various necessary conditions have been developed in the past. Rabkin [2012]’s research
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examined existing theorems on string languages and proved variations of Ogden’s lemma for
subclasses of random context languages. Rabkin [2012] developed Ogden’s lemma for random
permitting and random forbidding context languages and ET0L languages, thus providing new
tools for classifying which languages belong to each subclass. Rabkin [2012]’s new lemmas ba-
sically state that substituting larger (or smaller) subwords for smaller (or larger) subwords which
are contained in a word will give a resulting word that is still in the language and if parts of these
words are chosen as marked, the resulting larger (or smaller) word must contain more (or less)
marked symbols than the initial word. Rabkin [2012] introduced the concept of densely-marked
words, stating that there are no large unmarked words or subwords, i.e., every subword of a
word with a minimum size, contains at least one marked symbol. These lemmas were shown
by Rabkin [2012] to strengthen the known pumping for RPCLs [Ewert and van der Walt, 2002],
provide an alternative for the shrinking [van der Walt and Ewert, 2000] lemma for RFCLs and
also provide a pumping lemma and Ogden-like lemma for ET0L languages.
This research is based on Rabkin [2012]’s work. The aim is to develop necessary conditions
for subclasses of picture languages, analogous to those developed by Rabkin [2012] for string
languages.
In Section 2.3.1 we provide definitions relevant to these classes of languages. In Sec-
tion 2.3.2 we discuss the three necessary conditions by Rabkin [2012].
2.3.1 Definitions
We now give some definitions obtained from Rabkin [2012].
Definition 6. (Random Context Grammar) A random context grammar (RCG) is a tuple
G = (V,Σ, S, P ) where V and Σ are disjoint finite sets (the alphabets of variables and terminals,
respectively), S ∈ V , and P ⊆ V × (V ∪Σ)+ × 2V × 2V is a finite set of rules or productions.
An element (A, x,P ,F) of P is written as A → x(P ,F). P and F are respectively called
the permitting and forbidding sets of the production, while A and x are respectively called the
left-hand side and right-hand side.
If F = ∅ for every production in P , then G is called a random permitting context grammar; if
P = ∅ for every production inP , thenG is a random forbidding context grammar; ifP = F = ∅
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for every production rule, then G is a context-free grammar.
Definition 7. (⇒, ⇒∗) If G = (V,Σ, S, P ) is a random context grammar, then we define ⇒
such that x ⇒ y if x = x1Ax2 and y = x1wx2, where A → w(P ;F) is in P , no variable in
F appears in x1x2, and every variable in P appears in x1x2. We define⇒∗ such that x ⇒∗ y
denotes that x derives y in zero or more steps.
Definition 8. (Element of L(G)) The random context language L(G) generated by an RCG
G = (V,Σ, S, P ) is the set {z ∈ Σ∗ | S ⇒∗ z}. An element of L(G) is called a word.
Definition 9. (Sentential Form) If G = (V,Σ, S, P ) is a random context grammar, and x ∈
(V ∪ Σ)∗, then we say x is a sentential form of G if S ⇒∗ x.
Definition 10. (Strict Subword) If x = uvw is a word, then v is called a subword of x or
symbolically, v v x. If v v x and v 6= x then we say v is a strict subword of x and write v <6= x.
Definition 11. (Marked Word) A word w with marked symbols can be defined formally as a
pair (w,M), where M ⊆ [|w|]: an instance of a symbol in w is called marked if its position is
in M .
Definition 12. (k-Densely marked word) A marked word w is k-densely marked if every
subword u of w with length at least k contains at least one marked symbol.
Definition 13. (ET0L System) An ET0L system is a tuple G = (V,Σ, T , S) where Σ, the
terminal alphabet, is a non-empty subset of the alphabet V (Σ ⊆ V ), S ∈ V and T is a finite
collection {T1, ..., Tn} of tables. Each table is a finite set of productions A → u, such that for
every A ∈ V there is a production A→ u in Ti for every i ∈ [n].
2.3.2 Existing Necessary Conditions for String Languages
In this section, we give the known pumping lemma for context-free languages and the variations
of Ogden’s lemma for the subclasses of random context languages.
Theorem 1. Pumping lemma for CFLs by Bar-Hillel et al. [1961]: If a language L is context-
free, then there exists some integer p ≥ 1 (the pumping threshold) such that every word w ∈ L
with |w| ≥ p can be written as w = uvxyz, such that:
1. |vxy| ≤ p,
2. |vy| ≥ 1, and
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3. uvnxynz is in L for all n ≥ 0.
Theorem 2. Ogden’s lemma for CFLs by Ogden [1968]: If L is a context-free language, then
there exists an integer m such that for any w ∈ L with at least m marked positions, w can be
written as w = uvxyz such that:
1. x and at least one of v or y both contain a marked position;
2. vxy contain at most m marked positions;
3. uvnxynz ∈ L for all n ∈ N.
Theorem 3. Ogden’s lemma for RPCLs by Rabkin [2012]: For any RPCL L and k ∈ N+,
there is an m ∈ N+ (the pumping threshold) such that for any k-densely marked word w ∈ L
with |w| ≥ m there is a number l ∈ [m] such that:
1. w contains l mutually disjoint non-empty subwords u1, u2, ..., ul and l mutually disjoint
non-empty subwords v1, v2, ..., vl, such that for each i ∈ [l] there exists a j ∈ [l] such that
vi v uj;
2. if each vi is replaced with ui, then the resulting word is still in L, and this process can be
applied iteratively to always yield a word in L;
3. if vi contains a marked symbol, then so does ui;
4. there are strictly more marked symbols in u1u2...ul than in v1v2...vl.
This lemma was used to show that the language in Rabkin [2012, Example 4.14] is not
random permitting. The lemma showed improvement on the pumping lemma for RPCLs [van der
Walt and Ewert, 2000] by showing that this example, which satisfies the pumping lemma for
RPCLs, does not satisfy the Ogden’s lemma and is therefore not random permitting. An example
of a language, [Rabkin, 2012, Example 4.15], which is not an RPCL but satisfies Ogden’s lemma
for RPCLs was given, showing that the theorem is a necessary and not sufficient condition for
RPCLs.
Theorem 4. Ogden’s lemma for RFCLs by Rabkin [2012]: For any RFCL L and k, t ∈ N+,
there is an m ∈ N+ (the shrinking threshold) such that for any k-densely marked word w ∈ L
with |w| ≥ m there are t words w(1), w(2), ..., w(t) = w such that for every j ∈ {2, 3, ..., t}:
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1. there exists a number l ∈ [m];
2. w(j) contains l mutually disjoint non-empty subwords u1, u2, ..., ul and l mutually disjoint
non-empty subwords v1, v2, ..., vl, such that for each i ∈ [l], there exists a p ∈ [l] such that
vi v up;
3. if each ui is replaced with vi, then the resulting word is w(j−1);
4. if vi contains a marked symbol, then so does ui;
5. there are strictly more marked symbols in u1u2...ul than in v1v2...vl.
This theorem was not able to improve on the previous shrinking lemma for RFCLs [Ewert
and van der Walt, 2002] and this is explained in Section 4.2 of Rabkin [2012]. An example of a
non-rFc language was given, which satisfies this theorem, concluding that it is also a necessary
but not sufficient condition.
Theorem 5. Ogden’s lemma for ET0L languages by Rabkin [2012]: If L is an ET0L language,
then there exists an l ∈ N (which we will call the threshold for L) such that for any word w ∈ L
with at least l marked positions,
1. w can be written as w = u1u2...un and each ui can be written ui = v(i,1)v(1,2)...v(i,ni) (we
will denote the set of subscripts of v, i.e., (i, j) : i ∈ [n], j ∈ [ni] by I);
2. there is a map φ : I → [n] such that if each v(i,j) is replaced with uφ(i,j), then the resulting
word is still in L, and this process can be applied iteratively to always yield a word in L;
3. if v(i,j) contains a marked position, then so does uφ(i,j);
4. there is an (i, j) ∈ I such that φ(i, j) = i, and there are at least two marked positions in
v(i,j) and at least one in ui, but outside of v(i,j).
The language in Rabkin [2012, Example 6.5], which is an ET0L language was shown to
satisfy the theorem and the language in Rabkin [2012, Example 6.6], which is not an ET0L
language but satisfies the theorem was given, thus showing that the theorem is a necessary but
not sufficient condition for ET0L languages.
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2.4 Picture Languages
Picture grammars are a two-dimensional form of the string grammars. They differ from string
grammars in that, for the languages they generate, some details about the shape of a derivation
tree for a picture are preserved in the positions and sizes of squares in the language, while the
structure of a derivation tree of a word is almost completely concealed in a word and preserves
only the ordering of the leaves [Rabkin, 2012].
A number of necessary conditions also exist for picture languages; Ewert [1999] developed
the shrinking-pumping lemma for CFPLs, Ewert and van der Walt [1999] developed the pump-
ing lemma for RPCPLs, a shrinking lemma was developed by Ewert and van der Walt [1998] for
RFCPLs and for TCFPLs, two characterization theorems were developed in Bhika et al. [2007].
Tkachova [2013] developed new necessary conditions for subclasses of random context picture
languages, Drewes et al. [1997] developed the criteria for the context-freeness of collage lan-
guages, a pumping lemma for array languages was developed in Shen-Pei and Lin [1986] and
Kim [1990] studied two properties of picture languages which are picture iteration and picture
ambiguity. We discuss these existing necessary conditions in detail in the next sections and
provide the theorems and results for those relevant to this research. We also later discuss other
existing necessary conditions for other classes of picture languages.
2.4.1 Definitions
We now provide some definitions specific to picture languages, from Ewert [1999] and Bhika et
al. [2007].
Random context picture grammars generate pictures using productions of the form shown
in Figure 2.1, where:
• A is a variable,
• x11, x12, x21, x22 are variables or terminals,
• P and F are sets of variables.
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Figure 2.1: Productions of a random context picture grammar
If a picture which is being developed has a square labelled A and if the developing picture
contains none of the variables in F and all the variables of P , then the square labelled A can
be replaced by a square labelled x11 or by equal-sized squares with labels x11, x12, x21, x22. We
denote the square with sides parallel to the axes, lower left corner at (u, v) and upper right corner
at (x, y) by coordinates ((u, v), (x, y)), using lower-case Greek letters, e.g, the square (A,α) is
the square labelled A in the coordinates ((u, v), (x, y)), where α denotes ((u, v), (x, y)).
Definition 14. (Random Context Picture Grammar) A random context picture grammar
G = (VN , VT , P, (S, σ)) is defined as consisting of a finite alphabet V of labels, consisting of
disjoint subsets VN of variables and VT of terminals, a finite set of productions P of the form
A → [x11, x12, x21, x22](P ;F) or, A → x11(P ;F), where A ∈ VN , x11, x12, x21, x22 ∈ V and
P ,F ⊆ VN and an initial labelled square (S, σ) with S ∈ VN .
We now illustrate these concepts with an example from Ewert [1999]:
Example 1. We want to generate the gallery of hollow isosceles right-angle triangles with side
length 2i, i ≥ 1. This we achieve with the RCPG:
Gtriangle = {S, Tlb, Trb, Tt, Tls, Tb, Th, T ′lb, T ′rb, T ′t , T ′ls, T ′b, T ′h, F}, {w, b}, P, (S, ((0, 0), (1, 1)))),
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where P is the set:
S → [Tlb, Trb, Tt, w] (2.1)
Tlb → [T ′lb, T ′b, T ′ls, w]({}; {T ′rb, T ′t , T ′ls, T ′b, T ′h}) | (2.2)
F ({}; {T ′rb, T ′t , T ′ls, T ′b, T ′h}) (2.3)
Trb → [T ′b, T ′rb, T ′h, w]({T ′lb}; {}) | (2.4)
b({F}; {}) (2.5)
Tt → [T ′ls, T ′h, T ′t , w]({T ′lb}; {}) | (2.6)
b({F}; {}) (2.7)
Tls → [T ′ls, w, T ′ls, w]({T ′lb}; {}) | (2.8)
b({F}; {}) (2.9)
Tb → [T ′b, T ′b, w, w]({T ′lb}; {}) | (2.10)
b({F}; {}) (2.11)
Th → [w, T ′h, T ′h, w]({T ′lb}; {}) | (2.12)
b({F}; {}) (2.13)
T ′lb → Tlb({}; {Trb, Tt, Tls, Tb, Th}) (2.14)
T ′rb → Trb({Tlb}; {}) (2.15)
T ′t → Tt({Tlb}; {}) (2.16)
T ′ls → Tls({Tlb}; {}) (2.17)
T ′b → Tb({Tlb}; {}) (2.18)
T ′h → Th({Tlb}; {}) (2.19)
F → b({}; {Trb, Tt, Tls, Tb, Th}) (2.20)
The terminals w and b represent the colors light and dark respectively.
The pictorial form αi contains 2i equally big squares on each side of the triangle at the
beginning of the ith iteration of the sequence of rules 2.2–2.19. Of these squares, the lower left
corner is labelled Tlb, the lower right corner is labelled Trb and the square at the top labelled
Tt. The other squares on the left-hand side are labelled Tls, Th on the hypotenuse, and Tb at the
bottom. The remaining squares are labelled w.
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One pictorial form αi can derive another αi+1 depending on whether Tlb is present in αi or
not. Tlb produces an F if it decides to terminate (2.3) and the other variables produce b (2.5, 2.7,
2.9, 2.11 and 2.13) on sensing F and then F produces a b (2.20) and the picture is complete.
Otherwise, αi+1 can be derived by dividing each square into four equal squares (2.2, 2.4, 2.6,
2.8, 2.10, and 2.12) such that the length of the sides of the pictorial form increases to twice the
previous length, each square labelled with variables. The original variables can then be replaced
(2.14–2.19) and the main loop terminated.
Pictures in this gallery are shown in Figures 2.2, 2.3 and 2.4.
Figure 2.2: Hollow isosceles right-angle triangle: second refinement
Figure 2.3: Hollow isosceles right-angle triangle: third refinement
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Figure 2.4: Hollow isosceles right-angle triangle: fourth refinement
Definition 15. (Pictorial Form) A pictorial form is any finite set of non-overlapping labelled
squares in the plane. If Π is a pictorial form, we denote by l(Π) the set of labels used in Π. The
size of a pictorial form Π is the number of squares contained in it, i.e., |Π|.
Definition 16. (⇒,⇒∗) For an RCPG G and pictorial forms Π and Γ we write Π⇒ Γ if there
is a production A → [x11, x12, x21, x22](P ,F) or A → x11(P ,F) in G, Π contains a labelled
square (A,α), l(Π\{(A,α)}) ⊇ P and l(Π\{(A,α)}) ∩ F = ∅, and Γ = (Π\{(A,α)}) ∪
{(x11, α11), (x12, α12), (x21, α21), (x22, α22)} or Γ = (Π\{(A,α)}) ∪ {(x11, α11)}. As usual,
⇒∗ denotes the reflexive transitive closure of⇒.
Definition 17. (Picture, Gallery) A picture is a pictorial form Π with l(Π) ⊆ VT , where VT
is a set of terminals. A subpicture Ω of a picture Π is any subset of Π that fills a square, i.e., the
union of all the squares in Ω is a square. If Ω v Π and Ω 6= Π then we say Ω is a strict subpicture
of Π and write Ω <6= Π. The gallery G(G) generated by a grammar G = (VN , VT , P, (S, σ)) is
{Φ | {(S, σ)} ⇒∗ Φ and l(Φ) ⊆ VT}. An element of G(G) is called a picture. We call the
gallery generated by an RCPG a random context gallery.
Definition 18. (→) Π→ β denotes the pictorial form obtained from Π by uniformly scaling (up
or down) and translating all the labelled squares in Π to fill the square β, retaining all the labels.
Definition 19. (#v(Φ)) For a picture Φ, #v(Φ) denotes the number of appearances of the symbol
v in Φ.
Definition 20. (Table-Driven Context-Free Picture Grammars) A table-driven context-
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free picture grammar is a system G = (VN , VT , T , (S, σ)), where VN , VT , V = VN ∪ VT and
(S, σ) are as defined in Definition 14. T is a finite set of tables, each table R ∈ T satisfying the
following conditions:
1. R is a finite set of productions of the form A → [x11] or A → [x11, x12, x21, x22], where
A ∈ VN , and x11, x12, x21, x22 ∈ V .
2. R is complete, i.e., for eachA ∈ VN , there exist x11, x12, x21, x22 ∈ V such thatA→ [x11]
or A→ [x11, x12, x21, x22] is in R.
In TCFPGs, as in RCPGs, terminals are never rewritten, but the squares containing variables
are replaced. The completeness condition ensures that every direct derivation replaces all the
variables in the pictorial form.
Definition 21. (lhs(p), rhs(p)) For any production p, sayA→ [x11, x12, x21, x22],A is called the
left hand side of p, and [x11, x12, x21, x22] the right hand side of p, denoted by lhs(p) and rhs(p),
respectively.
Definition 22. (repl((A,α), p)) For a labelled square (A,α) and a production p with A =
lhs(p), say A → [x11, x12, x21, x22], we denote {(x11, α11), (x12, α12), (x21, α21), (x22, α22)} by
repl((A,α), p).
Definition 23. (var(Π), base) For pictorial form Π, we define var(Π) = {(A,α) ∈ Π|A ∈ VN}.
For pictorial form Π and tableR, we call b : var(Π)→ R a base on Π if for each (A,α) ∈ var(Π),
lhs(b((A,α))) = A.
Definition 24. (TCFPGs,⇒) Let Π and Γ be pictorial forms. We say that Π⇒ Γ, if there exists
a base b on Π such that
Γ = Π\var(Π) ∪
⋃
(A,α)∈var(Π)
repl((A,α), b((A,α))).
Note: It is not a contradiction that we use the same symbol,⇒, in Definition 16 and Definition 24
since TCFPGs are a subclass of RCPGs with certain restrictions on their production rules.
Definition 25. (Nonfrequent, Rare) Let G be a set of pictures with labels from the alphabet
VT , and B a nonempty subset of VT . Then:
1. B is called nonfrequent in G if there exists a constant k, which may depend on both G and
B, such that for every Φ ∈ G, #B(Φ) < k; otherwise B is called frequent in G.
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2. B is rare in G if for every k ∈ N+ there exists an nk > 0 such that for every n ∈ N with
n > nk, if a picture Φ ∈ G contains n occurrences of letters from B, then for each two
such occurrences, the smallest subpicture containing those occurrences has size at least k;
otherwise B is called nonrare in G.
2.4.2 Existing Necessary Conditions for Picture Languages
We now present existing necessary conditions that have been developed for picture languages.
This research hopes to improve on these conditions, using Ogden’s idea of marking parts of a
word and applying this to the picture case.
Theorem 6. Shrinking-Pumping lemma for context-free picture languages by Ewert [1999]:
For any infinite CFPL G there is a positive integer m such that if any picture Φ ∈ G contains at
least m squares, then:
1. Φ contains two nonempty subpictures (Ω, α) and (Ψ, β) with β <6= α;
2. the picture obtained from Φ by substituting (Ψ→ α) for (Ω, α) is in G;
3. the picture obtained from Φ by substituting (Ω→ β) for (Ψ, β) is in G;
4. recursively carrying out the operation in (3) always results in a picture in G.
This essentially states that if a part of a picture is pumped, (i.e., a larger subpicture is put in
place of a smaller subpicture) or shrunk, (i.e., a smaller subpicture replaces a larger subpicture),
the resulting picture will still be in the gallery and if these operations are carried out repeatedly,
the result will still be in the gallery. This shrinking-pumping lemma for CFPLs was used to prove
that certain galleries cannot be generated by a CFPG. A gallery, [Ewert, 1999, Example 2.3],
which can be generated by an RPCPG, but not by a CFPG was given, thus showing that CFPGs
are strictly weaker than RPCPGs. The same was done for the RFCPGs, where a gallery, [Ewert,
1999, Example 2.4], which can be generated by an RFCPG and not by a CFPG was given, thus
showing that CFPGs are also strictly weaker than RFCPGs.
Theorem 7. Pumping lemma for RPCPLs by Ewert and van der Walt [1999]: For any RPCPL
G there is anm ∈ N+ such that for any picture Φ ∈ G with |Φ| ≥ m there is a number l, l ∈ [m],
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such that:
1. Φ contains l mutually disjoint nonempty subpictures (Ω1, α1), ..., (Ωl, αl) and l mutually
disjoint nonempty subpictures (Ψ1, β1), ..., (Ψl, βl), these being related by a function ϑ :
{1, ..., l} → {1, ..., l} such that for each i, i ∈ [l], βi v αϑ(i) and for at least one i,
i ∈ [l], βi <6= αϑ(i);
2. the picture obtained from Φ by substituting (Ωi → βi) for (Ψi, βi) for all i, i ∈ [l], is in G.
3. recursively carrying out the operation in (2) always results in a picture in G.
This essentially states that if the pumping operation is performed on a large enough picture
in a gallery (i.e., l smaller subpictures are replaced by l larger subpictures) and this is carried
out any number of times, the resulting picture will also be in that gallery. The lemma showed
that an actual effect of the pumping property is that the set of sizes of the pictures in an infinite
gallery generated by an RPCPG contains an infinite arithmetic progression [Ewert and van der
Walt, 1999]. A gallery, [Ewert, 1999, Example 2.5] which can be generated by an RCPG and not
by an RPCPG was given, showing that RPCPGs are strictly weaker than RCPGs. This pumping
lemma for RPCPLs was also used to show that there exists a gallery, [Ewert, 1999, Example 2.4],
which can be generated by an RFCPG, but not by an RPCPG, concluding that RFCPLs are not
included in the class of RPCPLs. In this case, they were unable to find a gallery which can be
generated by an RPCPG and not by an RFCPG and this was posed as an open problem which,
to our knowledge, has not been solved as yet.
We now give an example of the pumping operation on a gallery Gxyzoh which can be generated
by an RPCPG.
Example 2. We use an example from Ewert [2009, Example 4.3]: Consider Φ1 in Figure 2.5.
Let (Ω1, α1) be the lower left hand quarter, (Ω2, α2) the lower right hand quarter, (Ω3, α3) the
upper left hand quarter and (Ω4, α4) the upper right hand quarter of Φ1. Furthermore, let (Ψ1, β1)
be equal to (Ω2, α2), (Ψ2, β2) the letter Y , (Ψ3, β3) the letter Z and (Ψ4, β4) the letter H . Then
ϑ(1) = 2, ϑ(2) = ϑ(3) = 1 and ϑ(4) = 4.
Φ2 in Figure 2.6 is obtained by substituting (Ωi → βi) for (Ψi, βi), i ∈ [4], in Φ1. Then Φ3
in Figure 2.7 is obtained by carrying out this same operation on Φ2, and so on.
Theorem 8. Shrinking lemma for RFCPLs by Ewert and van der Walt [1998]: Let G be an
RFCPL. For any integer t ≥ 2 there exists an integerm = m(t) such that for any picture Φ ∈ G
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Figure 2.5: Φ1 of Gxyzoh
Figure 2.6: Φ2 of Gxyzoh
with at least m squares there are t pictures Φ1, ...,Φt = Φ in G and t− 1 numbers l2, ..., lt such
that for each j, 2 ≤ j ≤ t,
1. Φj contains lj mutually disjoint nonempty square subpictures (Ωj1, αj1), ..., (Ωjlj , αjlj)
and lj mutually disjoint non-empty square subpictures (Ψj1, βj1), ..., (Ψjlj , βjlj), these be-
ing related by a function ϑj : {1, ..., lj} → {1, ..., lj} such that for each i, i ∈ [lj], βji v
αjϑj(i) and for at least one i, i ∈ [lj], βji <6= αjϑj(i);
2. the picture Φj−1 is obtained by substituting (Ψji → αji) for (Ωji, αji) for all i, i ∈ [lj], in
Φj .
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Figure 2.7: Φ3 of Gxyzoh
This essentially states that if the shrinking operation is performed on a large enough picture
in a gallery (i.e., l larger subpictures are replaced by l smaller subpictures), and this is carried
out a number of times, the resulting pictures will also be in that gallery. Using the shrinking
lemma, a gallery, [Ewert, 1999, Lemma 5.2], which can be generated by an RCPG, but not by
an RFCPG was given and this showed that RFCPGs are strictly weaker than RCPGs.
Two conditions necessary for a gallery to be generated by a TCFPG are listed below.
Theorem 9. Characterisation lemmas for TCFPLs by Bhika et al. [2007]:
1. Let G be a gallery generated by a TCFPG with terminal alphabet VT . Then for every
V1 ⊆ VT , V1 6= ∅, there exists a positive integer k such that for every picture Φ in G either:
• #V1(Φ) ≤ 1, or
• Φ contains a subpicture Π such that |Π| ≤ k and #V1(Π) ≥ 2, or
• there exists an infinite subsetH ⊆ G such that, for every Υ ∈ H,#V1(Υ) = #V1(Φ).
2. Given a TCFPG G = (N, T, T , (S, σ)) and B ⊆ T,B 6= ∅; if B is rare in G, then B is
nonfrequent in G.
The gallery of the Sierpin´ski carpet in Bhika et al. [2007, Example 2.1] was used to show
the power of TCFPGs and it was shown that no RPCPG or CFPG can generate this gallery.
Also, it was shown that every gallery that can be generated by a TCFPG can also be generated
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by an RFCPG. The first necessary condition was used to show that a gallery, [Ewert, 1999,
Theorem 4.3], cannot be generated by any TCFPG. The second condition was used to show that
a certain gallery, [Bhika et al., 2007, Example 5.9], cannot be generated by any TCFPG but can
be generated by an RFCPG, concluding that TCFPGs are strictly weaker than RFCPGs.
2.4.2.1 Other Necessary Conditions
We now discuss other attempts to develop necessary conditions for certain picture languages.
Due to little work being done in this area, we were only able to find research work done on four
classes of picture language, which we discuss in the following paragraphs.
Tkachova [2013] developed alternative necessary conditions for subclasses of random context
galleries, based on existing necessary conditions for random context (string) languages [Ewert
and van der Walt, 2013]. Tkachova [2013] used a different approach from that used in Ewert
and van der Walt [1999], Ewert and van der Walt [1998] and Bhika et al. [2007]. In Ewert and
van der Walt [1999], Ewert and van der Walt [1998] and Bhika et al. [2007], no restriction is put
on the size of the subpicture used for pumping while Tkachova [2013]’s work gives a minimum
size for the subpicture. Tkachova [2013] states that for any large enough picture Φ in a gallery,
there exists a subpicture α of Φ of a defined minimum size such that α is also a subpicture of a
larger (or smaller) picture β in that gallery. These new necessary conditions were developed for
RPCPLs, RFCPLs, CFPLs and TCFPLs and a new gallery, [Tkachova, 2013, Example 4.3.1],
was created to show the usefulness of the new necessary conditions.
Figure 2.8: A production of a collage grammar
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Figure 2.9: A derivation using the rule in Figure 2.8
Drewes et al. [1997] developed criteria for the context-freeness of collage languages. Col-
lage grammars [Drewes and Kreowski, 1999] generate pictures that are made up of collages,
where each collage is a set of parts, and a part is “a set of points in a Euclidean space of some
dimension” [Drewes et al., 1997]. A picture is obtained by overlaying all of these parts. Collages
are generated by a replacement operation involving atomic variables and the replacement of one
variable by another variable or by parts is done by applying affine transformations. Figures 2.8
and 2.9 show some derivations in a collage grammar. In Figure 2.8, the firstA-labelled square is
a variable and the right-hand side contains the same variable as the left-hand side but it is turned
at 90◦ counterclockwise, and on the right, a square, which is a part. If the left-hand side is used
as the start collage, the right-hand side is derived as shown in the first step of Figure 2.9. For
one to apply the production again, it must be turned by 90◦ again so the left-hand side matches
the variable which is being replaced which obtains the upper square which is a new part. Iter-
ating this process only yields two more collages since the same parts are reproduced repeatedly
after four steps. A pumping lemma for collage languages was developed based on the iteration
occurring in the generation of pictures, but it was not sufficient as “the most essential property
was missing” [Drewes et al., 1997], i.e., the ability to yield infinitely many results. In Figure 2.9
we see that iterating productions only yields the same result eventually, therefore it is not pos-
sible to yield infinitely many results and since the pumping lemma works on the iteration of
productions, it is obvious that the pumping lemma is useless in this case. The pumping lemma
cannot show whether a collage language can be generated by a collage grammar. To solve this
problem, Drewes et al. [1997] developed a theorem which was able to show that certain collage
languages are not context-free. The first criterion of the theorem involves shrinking a collage in
a language such that there is, at most, a constant difference in the number of parts in subsequent
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collages; this leads on to show that the number of parts of collages in a context-free collage lan-
guage increases at most linearly. The second criterion ensures that the volume of parts over all
collages in a given language increases or decreases exponentially. It was previously known that
the Sierpin´ski gasket, [Drewes et al., 1997, Fig. 1], could not be generated by a collage grammar
because the refinement is too uniform but there was no theorem to prove this. The new lemma by
Drewes et al. [1997] was able to show that since the number of parts in the square pattern of the
Sierpin´ski gasket grows quadratically, it cannot be generated by a context-free collage grammar,
thus showing the usefulness of the new theorem.
A certain model of two-dimensional languages [Rosenfeld and Siromoney, 1993], array lan-
guages, which are also a general form of Chomsky grammars, are studied in Shen-Pei and Lin
[1986]; these languages are also discussed in Yamamoto et al. [1989] and Subramanian et al.
[2013]. Array grammars are accurate and flexible which makes them better, to a certain degree,
than other two-dimensional models. A pumping lemma for these languages was developed in
Shen-Pei and Lin [1986] using the idea of a tree structure. A definition for the derivation trees of
two-dimensional array grammars was given. This was used to prove the pumping lemma, [Shen-
Pei and Lin, 1986, Theorem 2–3], which determined whether an array language is context-free,
depending on some properties that exist in the language. These properties are dependent on the
length and width of the array. The new pumping lemma was derived using the existing pump-
ing lemma for the string case. This new lemma led on to show that, due to the possible space
constraints, the pumping lemma cannot be utilized efficiently and thus left this open for future
work. To our knowledge, no work has been done to improve on this. We refer the reader to the
article, Drewes et al. [1997] for a clearer understanding of how the lemma works since it is too
lengthy to be summarised here.
Kim [1990] studied two properties of regular, linear and context-free picture languages: pic-
ture iteration and picture ambiguity. Iteration theorems similar to those given for the string case
in Hopcroft and Ullman [1979] were given for the regular, linear and context-free picture lan-
guages. These iteration theorems were used to show that certain picture sets do not belong to
these classes of picture languages. These iteration theorems use the same method as the pump-
ing lemma for CFPLs. This lemma states that for any large enough picture in a regular, linear
or context-free picture language, if one “pumps” a picture in the picture set to generate a larger
picture, the larger picture must also be in that picture set. The iteration theorem for context-
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free picture languages, [Hopcroft and Ullman, 1979, Theorem 3.3], was used to show that the
picture language D, derived from L = {uidiri|i ≥ 1}, cannot be generated by a context-free
picture grammar since the pumping operation does not yield a picture that is still inD. Examples
([Hopcroft and Ullman, 1979, Example 3.1 and 3.2]) were also given to show the usefulness of
the iteration theorems for regular and linear picture languages, respectively.
2.4.2.2 More Background
Ewert [1999] investigated the power of random context and gave examples of five galleries that
can be generated using context. In van der Walt and Ewert [2003], a property shared by all
random context galleries was presented and it was shown that pictures which are composed of
squares of equal sizes share a certain commutativity. Two pictures are said to be commutative if
it is possible to convert one picture to another by alternating two of its subsquares (squares in the
picture), which may involve uniformly increasing the size of one subsquare and also decreasing
the size of the other [van der Walt and Ewert, 2003]. A picture set which cannot be generated
using only random context was then obtained using this notion, thus presenting a limitation of
random context.
Other work has been done to show the power of the permitting feature. Cooperating context-
free array grammar systems with permitting features were investigated in Subramanian et al.
[2013]. Context-free arrays [Yamamoto et al., 1989] are called context-free but have the ability
to sense context by using the blank symbol, (#), to regulate the application of productions.
They are known to be able to produce geometric figures like solid rectangles because of their
context-sensing ability. However, the ability to sense context prevents the development of a
two-dimensional equivalent of the pumping lemma for context-free string languages. Regulated
rewriting was then included in the grammar system by using permitting symbols with the rules
of the grammar. This helps in reducing the number of components needed for generating a set
of picture arrays in a cooperating distributed array grammar system. From this research, it was
shown that the number of components in a permitting cooperating distributed context-free array
grammar system reduces when compared to a context-free array grammar system, thus showing
the power of restricted rewriting using permitting symbols.
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Some of the work done on random context string languages has been discussed, which provides
the background on which this research is based. Some of the previous work done on picture
languages was also introduced. In the next section, the relationship between the subclasses of
RCPLs is discussed.
2.4.2.3 Established Relationships
The subclasses of random context galleries have been grouped into different categories using
developed necessary conditions. A class of grammars is said to be weaker than another if every
language that the first class of grammars can generate, the second class can also generate. A
class of grammars is strictly weaker than another if the first class of grammars is weaker and
there is at least one language that can be generated by the second class which cannot be gener-
ated by the first.
The different theorems that were given in Subsection 2.4.2 have provided a categorization
of these classes. CFPGS are known to be strictly weaker than RPCPGs and RFCPGs [Ewert,
1999, Examples 2.5 and 2.6], and RPCPGs are strictly weaker than RCPGs, as shown in Ewert
[1999]. In Ewert and van der Walt [1998], it was shown that RFCPGs are also strictly weaker
than RCPGs. TCFPGs are a special case of the RFCPGs and are more powerful than CFPGs
and strictly weaker than RFCPGs [Bhika et al., 2007]. The relationship is shown in Figure 1.1.
No definition exists for the class of context-sensitive picture grammars but it is known that there
are galleries that cannot be generated using RCPGs [Ewert, 1999].
2.5 Conclusion
We have discussed the existing necessary conditions for random context picture languages. We
now extend these existing conditions using marking in the next chapters.
In Chapter 3, we provide Ogden’s lemma for context-free galleries which will provide us
with information on how to proceed with the more complicated classes.
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Chapter 3
Ogden’s Lemma for Context-Free
Galleries
3.1 Introduction
This chapter provides the proof of Ogden’s lemma for CFPLs. We first define some terms rel-
evant to this theorem, then we prove some necessary lemmas which will be used for the proof.
We finally prove Ogden’s lemma for CFPLs and provide an example of a gallery that cannot be
generated by this class of grammars.
3.2 Definitions
Some of the definitions in this section are based on previous work done for the string case and
are adapted for the picture case, which is the main focus of this research.
Definition 26. (Derivation Tree) A derivation tree is an ordered, rooted tree that represents
the syntactic structure of a picture according to a grammar.
Definition 27. (Root Node) A root node is a variable from which a derivation begins.
Definition 28. (Parent, Child) If there is an edge from node v to w, then v is said to be the
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parent of w and w the child of v.
Definition 29. (Interior Node) An interior node corresponds to a variable that appears within
the derivation and every node is labelled with a variable. A leaf node is a node with no children.
Definition 30. (Descendant) For a derivation tree T , a node n is called a descendant of node
m in T if there is a sequence of nodes n1, n2, ..., nk, such that nk = n, n = m and for each i,
i ∈ [k − 1], ni+1 is a direct descendant of ni.
Definition 31. (Subtree) A subtree of a tree T is a tree consisting of a node in T and all of its
descendants in T .
Definition 32. (Proper Subtree) A proper subtree is a subtree corresponding to any node that
is not the root node.
Definition 33. (Path) A path in a nonempty derivation tree consists either of a single node or
of a node, one of its descendants, and all the nodes in between.
Definition 34. (Length of a Path) The length of a path is the number of nodes it contains.
Definition 35. (Height of a Tree) The height of a derivation tree is the length of the longest
path.
Definition 36. (Marked Picture) Let Φ be a picture. A marked picture Φ is a pair (Φ,M),
where M 6= ∅ and M ⊆ Φ.
Definition 37. (Contribution of a Variable) Let G = (VN , VT , P, (S, σ)) be a CFPG and G
be the gallery generated byG. Let {(S, σ)} ⇒∗ Π⇒∗ Φ where Φ ∈ G. Then the contribution of
a variable in Π is the subpicture of Φ formed by the terminals which descend from the variable.
A variable is said to be marked if there is a marked terminal in its contribution.
Definition 38. (Branch Point) A node is called a branch point if it has more than one marked
symbol in its contribution.
3.3 Results
First, we prove Lemma 1. It is adapted from Martin [2003, Lemma 8.1].
Lemma 1. For any h ≥ 1, a derivation tree having more than 4h−1 leaf nodes must have height
greater than h.
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Proof. We will prove this by mathematical induction on h, using the contrapositive statement:
If the height is less than or equal to h, the number of leaf nodes is less than or equal to 4h−1.
Basis Step: A derivation tree with height less than or equal to 1 has no more than one node and
therefore no more than one leaf node.
Induction Step: For k ≥ 1, a derivation tree of height less than or equal to k has no more than
4k−1 leaf nodes.
Proof of Induction Step: Let T be a derivation tree with height less than or equal to k + 1.
The statement holds for T with no more than one node. Otherwise, each proper subtree of T
has height less than or equal to k, and thus each has 4k−1 or fewer leaf nodes, by the induction
hypothesis. The number of leaf nodes in T is the sum of the numbers in all subtrees and therefore
no greater than 4k−1 + 4k−1 + 4k−1 + 4k−1 = 4k.
Lemma 2. If the derivation tree consisting of a node on a path and its descendants has more
than 4h marked leaf nodes (Definition 36), it has more than h branch points.
Now we prove Lemma 2, adapted from Martin [2003, Lemma 8.2]. The derivation tree in
Figure 3.1 serves as an aid to understanding this proof.
Consider the following situation: Starting at the top of the derivation tree, we choose a
path containing the root node and a leaf node. Starting at the root node, we repeatedly select a
node N in the path and the child of N having the largest number of marked positions among its
descendants. Following the path down the tree, starting at a branch point, the number of marked
descendants of the current node decreases at the node right below it and then remains constant
until another branch point is reached. Thus, we can see that from the way the path is chosen,
every branch point below the top one has at least half as many marked descendants as the branch
point above it.
Proof. We will now prove the lemma by mathematical induction on h using the contrapositive
statement:
If the number of branch points is no more than h, it has no more than 4h marked leaf nodes.
Basis Step: A derivation tree with no more than one branch point has no more than four marked
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Figure 3.1: Derivation tree showing branch points (branch points are indicated by ovals and marked nodes
by asterisks)
leaf nodes.
Induction Step: For k ≥ 1, a derivation tree with no more than k branch points has no more than
4k marked leaf nodes.
Proof of Induction Step: Let T be a derivation tree with no more than k+ 1 branch points. Then
every proper subtree of T has no more than k branch points and thus has no more than 4k marked
leaf nodes, from the induction hypothesis. The number of marked leaf nodes in T is the sum of
the numbers in each subtree and therefore no more than 4k + 4k + 4k + 4k = 4×4k = 4k+1.
We now prove Ogden’s lemma for context-free galleries:
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Theorem 10. Suppose G is a CFPL. Then there is an integer m, such that if Φ is any picture in
G with |Φ| ≥ m, and any m or more positions of Φ are designated as marked, then:
1. Φ contains nonempty subpictures (Ω, α) and (Ψ, β) with β <6= α ,
2. the subpicture (Ω, α) contains no more than m marked positions,
3. Γ = Ω\Ψ contains at least one marked position,
4. the subpicture (Ψ, β) contains at least one marked position,
5. the picture obtained from Φ by substituting (Ψ→ α) for (Ω, α) is in G,
6. the picture obtained from Φ by substituting (Ω→ β) for (Ψ, β) is in G, and
7. recursively carrying out the operation described in Condition 6 always results in a picture
in G.
Proof. The first section of this proof in the first four paragraphs is similar to the proof of the
pumping lemma for context-free galleries given in Ewert [1999, Theorem 3.1].
LetG = (VN , VT , P, (S, σ)) be a CFPG with no productions of the formA→ x11, x11 ∈ VN ,
that generates the gallery, G; it is easily seen that such a CFPG must exist. Let VN have h
elements.
Let Φ be a picture in G with |Φ| ≥ 4h+1. Consider any derivation tree for Φ. It has more than
4h leaf nodes, and therefore, by Lemma 1, its height is greater than h+1. Then any derivation tree
for Φ must have a path which contains at least h+ 1 nodes labelled with variables. Among these
h+1 selected nodes, some variable, sayA, must appear twice. Assume (A,α) and (A, β) are the
nodes with (A,α) closer to the root. Let (Ω, α) and (Ψ, β) be the subpictures of Φ generated by
(A,α) and (A, β) respectively. Since (A,α) and (A, β) are on the same path, (A, β) is derived
from (A,α). Moreover, since (A,α) has exactly four descendants, β is properly contained in α,
i.e., β <6= α. This shows that Condition 1 holds.
If we start at (A,α) and copy the derivation sequence that led from (A, β) to (Ψ, β), then
(A,α) will generate the subpicture (Ψ→ α). Thus Condition 5 holds.
Otherwise, if we start at (A, β) and copy the derivation sequence that led from (A,α) to
(Ω, α), then (A, β) will generate the subpicture (Ω → β). Thus Condition 6 holds. Carrying
this out repeatedly will always give a picture in G, i.e., {(A,α)} ⇒∗ (Ω, α) can be copied
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arbitrarily often, showing that Condition 7 holds. We still need to prove Conditions 2, 3 and 4.
Let Φ have more than 4h marked positions. We choose a path containing the root node and
a leaf node. Starting at the root node S, we repeatedly select an interior node N in the path
and the child having the largest number of marked positions among its descendants. Lemma 2
implies that there must be more than h branch points in our path. Consider the h + 1 branch
points farthest down in the path, and the subtree whose root is the topmost such node. Since
there are only h variables in the grammar, at least two of these branch points are labelled with
the same variable, sayA. Condition 3 must hold from the definition of a branch point, since Γ is
derived from the first A which is a branch point. Since the tree has at most h+ 1 branch points,
the tree has at most 4h+1 marked leaf nodes (Lemma 2). If we choose m = 4h+1, Condition 2
holds. Condition 4 follows because the bottomA is a branch point. Thus the theorem holds.
The operation in Condition 5 is referred to as shrinking because the resulting picture has
fewer squares than the initial picture. Operations in Conditions 6 and 7 are called pumping
operations since the resulting pictures are larger than the initial picture.
Corollary 1 is similar to that in Rabkin [2012], but adapted for the picture case.
Corollary 1. Assume G = {Φ1,Φ2, ...} is a CFPL. Let Φ ∈ G, let Φi1 ,Φi2 , ..., be the sequence
of pictures pumped from Φ. Then:
(a) the number of appearances of any terminal, say b, in Φi1 ,Φi2 , ... is a non-decreasing arith-
metic progression.
(b) the number of marked positions in Φi1 ,Φi2 , ... form an increasing arithmetic progression.
Proof. In the replacement operation in Condition 6, the number of the terminals b increases by
the difference between the number of b’s in Φi1 and Φi2 . Also, the count of marked positions
increases by the difference between the number of marked positions in Φi1 and Φi2 .
We now give an example of how Theorem 10 is useful in proving that a language is not
context-free, using Corollary 1a and 1b.
Consider the gallery Gtriangleandcrosses = {Φ1,Φ2, ...} where each picture consists of crosses and
one hollow isosceles right-angled triangle which are dark on a light background. A picture has
the following structure: The lower left and upper right quarters each contain one cross. The
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upper left quarter contains a hollow isosceles right-angled triangle with side lengths 2i, i ≥ 1.
The lower right quarter is divided into four and a cross is placed in each quarter. Each of these
crosses can be divided into four repeatedly, independently from each other. Some pictures in
this gallery are shown in Figure 3.2.
Figure 3.2: Pictures from the gallery Gtriangleandcrosses
We now prove that Gtriangleandcrosses is not context-free.
Theorem 11. Gtriangleandcrosses is not context-free.
Proof. Suppose Gtriangleandcrosses is context-free. Let m be the integer of Theorem 10. Let Φ ∈
Gtriangleandcrosses be such that its triangle has side length 2i > m, i ∈ N+. Then |Φ| ≥ m.
Mark anym of the dark squares that make up the sides of the triangle. Let (Ω, α) and (Ψ, β)
be two subpictures of Φ with β <6= α. By Conditions 3 and 4, each of the subpictures must contain
a marked position. If we substitute (Ω→ β) for (Ψ, β), then all the black squares that form the
sides of the triangle do not have the same refinement anymore. Thus, the resulting picture is not
in the gallery. This contradicts Theorem 10. Therefore Gtriangleandcrosses is not context-free.
However, using the pumping property from the shrinking-pumping lemma for context-free
picture languages, we cannot prove that this gallery is not context-free. The reason is as follows:
in the bottom right quarter of any picture, we can find a small subpicture (one cross) which
can be replaced by a large subpicture (four crosses) with the resulting picture still being in the
gallery. An example is shown in Figure 3.2 with the result of this operation on the right-hand
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side. Otherwise, if we decide to shrink the picture on the left-hand side instead and replace the
large subpicture by the small subpicture, we derive a picture which is not in the gallery. This
leads to a contradiction, it shows that the gallery is not a CFPL. Thus the new lemma does not
improve on the shrinking-pumping lemma for CFPLs (Theorem 6). Instead, it can be used as an
alternative to prove that a certain gallery is not a CFPL.
3.4 Conclusion
In this chapter, we have proven a generalisation of Ogden’s lemma for context-free galleries and
we were able to show that the gallery Gtriangleandcrosses is not context-free, using the newly devel-
oped theorem. It is also now clear that this new lemma does not necessarily improve on the old
lemma since they both can show that the gallery in our example is not a context-free gallery.
However, it may be possible to find a gallery which is not a CFPL but satisfies the old lemma
and does not satisfy the new lemma; we leave this open for future work.
In the next chapter, we prove generalisations of Ogden’s lemma for random permitting con-
text galleries and random forbidding context galleries.
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Chapter 4
Ogden’s Lemma for Random Permitting
and Forbidding Context Galleries
4.1 Introduction
This chapter provides the proof of Ogden’s lemma for random permitting and random forbidding
context galleries (RPCPLs and RFCPLs respectively). We first define terms relevant to this
proof, give the necessary lemmas and then prove the theorem. Examples are then given to show
the usefulness of the new theorem.
In the next section, we explain the concept of k-density.
4.1.1 Concept of k-density
The k-density concept ensures that there are no large unmarked subpictures. Every subpicture
of a particular size has at least one marked position. This concept ensures that the number of
marked symbols is dependent on the size of the pictorial form so that the marked symbols in the
developing picture are not introduced at a later stage when they become irrelevant. k-density
is hereditary in that if a pictorial form, say Φ3, is k-densely marked and Φ0 ⇒∗ Φ3, then Φ0
must also be k-densely marked. Marking also tends to increase in the developing picture in an
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RPCPL, i.e., if Γ⇒∗ Φ, then Φ has more marked symbols than Γ, and vice-versa in an RFCPL.
First we give some definitions.
4.2 Definitions
The definitions in this section are based on previous work done in Rabkin [2012], but adapted
for the picture case.
Definition 39. (k-Densely marked picture) For k ≥ 0, a marked picture Φ is k-densely
marked if every subpicture Γ of Φ with size 4k, contains at least one marked position.
Definition 40. (#mb (Φ)) Let G = (VN , VT , P, (S, σ)) be an RCPG generating the gallery G. Let
Φ be a picture in G. For a terminal, say b, if Φ ∈ G, then #mb (Φ) is the number of marked
appearances of b in Φ. Let Φ be a pictorial form derived from (S, σ). For a variable, say A,
#mA(Φ) is the number of marked appearances of A in Φ.
Definition 41. Let G = (VN , VT , P, (S, σ)) be an RCPG generating the gallery G. Let Φ
be a pictorial form and VN = {X1, X2, ..., Xn}. Then cntm(Φ) = (#mX1(Φ),#X1(Φ) −
#mX1(Φ),#
m
X2
(Φ),#X2(Φ)−#mX2(Φ), ...,#mXn(Φ),#Xn(Φ)−#mXn(Φ)), i.e., the vector of counts
of marked and unmarked variables. Here, cnt means “count of non-terminals (variables)”.
Definition 42. If v is a vector, we write |v| to denote the sum of all the entries in v.
We now prove the following lemmas which are based on work done in Rabkin [2012,
Lemma 4.7–4.11] and adapted for the picture case which is relevant for this research.
Lemma 3. Let G = (VN , VT , P, (S, σ)) be an RCPG generating the gallery G. If {(S, σ)} =
Φ1 ⇒ Φ2 ⇒ ...⇒ Φn ∈ G, and Φn is k-densely marked, then so also is Φi for all i ∈ [n].
Proof. Let Γ be a subpicture of Φi such that |Γ| ≥ 4k and it contains no marked symbols. If Γ
appears in Φi+1 exactly as it is without getting changed, then Φi+1 is not k-densely marked. On
the other hand, if an unmarked symbol in Γ is rewritten, Φi+1 contains an unmarked subpicture
of size at least |Γ| since an unmarked symbol can only also derive unmarked symbols; so it is
not k-densely marked. Thus, by downward induction, if Φn is k-densely marked, so are Φi for
all i ∈ [n].
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Lemma 4. Let G = (VN , VT , P, (S, σ)) be an RCPG with {(S, σ)} ⇒n Φ, n ≥ 0, Φ a pictorial
form. Then, |Φ| ≤ 3n+ 1.
Proof. Using induction on n; if n = 0, then Φ = {(S, σ)}, so the statement follows. Assume
it is true for n, and {(S, σ)} ⇒n Φ′ ⇒ Φ. Then it means Φ′ generates Φ by rewriting a single
variable, thus |Φ| ≤ |Φ′| − 1 + 4 (since the maximum length of the right hand side of a rule in
P is 4, as stated in Definition 14). Thus, |Φ| ≤ (3n+ 1) + 3 = 3n+ 3 + 1 = 3(n+ 1) + 1 and
thus it is true for all n ∈ N+.
Lemma 5. Let G = (VN , VT , P, (S, σ)) be an RCPG generating the gallery G with {(S, σ)} =
Φ1 ⇒ Φ2 ⇒ ...⇒ Φn, where the Φi’s are pictorial forms, such that at most n′ branch variables
are rewritten in the derivation. Then #m(Φn) ≤ 3n′ + 1.
Proof. Using induction on n′, if n′ = 0, then #m(Φn) ≤ 1. Assume it is true for n′ and if a
single branch symbol in Φn−1 is rewritten to generate Φn, then #m(Φn) ≤ #m(Φn−1)− 1 + 4.
Thus #m(Φn) ≤ (3n′ + 1) + 3 = 3n′ + 3 + 1 = 3(n′ + 1) + 1 and thus it is true for all
n′ ∈ N+.
Lemma 6. Let G = (VN , VT , P, (S, σ)) be an RCPG generating the gallery G with {(S, σ)} =
Φ1 ⇒ Φ2 ⇒ ...⇒ Φn ∈ G, where Φis are pictorial forms, with Φn k-densely marked, such that
at most n′ branch variables are rewritten in the derivation. Then |Φn′| < 4k(3n′ + 2).
Proof. A k-densely marked picture with m marked positions has size less than 4k(m+ 1); this
lemma then follows from Lemma 5.
Lemma 7. Suppose p1, p2, ... ∈ N, and n, t ∈ N+. Then there exists a number b = b(t) ∈ N
such that if v1, v2, ... is a sequence of n-vectors of non-negative integers satisfying |vi| ≤ pi,
i ∈ N+, then there exist t indices i1 < i2 < ... < it ∈ [b] such that vi1 ≤ vi2 ≤ ... ≤ vit .
Proof. Proof given in Ewert and van der Walt [1998, Lemma 3.1].
We now prove Ogden’s lemma for random permitting context galleries.
38
4.3 Ogden’s Lemma for Random Permitting Context Gal-
leries
Theorem 12. For any RPCPL G and k ∈ N+, there is anm ∈ N+ (the pumping threshold) such
that for any k-densely marked picture Φ ∈ G with |Φ| > m, there is a number l ∈ [m] such that:
1. Φ contains l mutually disjoint non-empty subpictures (Ω1, α1), (Ω2, α2), ..., (Ωl, αl) and l
mutually disjoint non-empty subpictures (Ψ1, β1), (Ψ2, β2), ..., (Ψl, βl), such that for each
i ∈ [l], there exists a j ∈ [l] such that βi <6= αj ;
2. the picture obtained from Φ by subsituting (Ωi → βi) for (Ψi, βi) for all i, i ∈ [l], is in G;
3. repeatedly carrying out the operation in (2) will always yield a picture in G;
4. if (Ψi, βi) contains a marked symbol, so does (Ωi, αi);
5. there are strictly more marked symbols in
l⋃
i=1
(Ωi, αi) than in
l⋃
i=1
(Ψi, βi).
Proof. Let G = (VN , VT , P, (S, σ)) be an RPCPG and G be the gallery generated by G. Let
{(S, σ)} = Φ1 ⇒ Φ2 ⇒ ...⇒ Φn = Φ be a derivation of Φ with n′ branch points.
Let i1, i2, ..., in′ be the indices of the pictorial forms where a branch symbol is rewritten. By
Lemma 6, |Φij | < 4k(3(j − 1) + 2), where j ∈ [n′]. Let b = b(2) be the integer of Lemma 7
for the sequence 4k(3(j − 1) + 2) for all j; and it is dependent only on G and k. If n′ ≥ b, there
are g and h such that g, h ∈ [b] with g < h and cntm(Φig) ≤ cntm(Φih). Let us denote Φig by Π
and Φih by Γ. Since a branch variable is rewritten in Π, there are strictly more marked symbols
in Γ than in Π.
Let l = |cntm(Π)|. We can repeat the derivation Π ⇒∗ Γ arbitrarily many times since
cntm(Π) ≤ cntm(Γ) and any needed context is available. Align the l variables in Π with vari-
ables in Γ having a function δ : {1, ..., l} → {1, ..., l} such that each instance of a symbol
is associated with another instance of the same symbol, and marked symbols are associated
with other marked symbols. Let Π1,Π2, ...,Πl be the contribution of the variables in Π and
Γ1,Γ2, ...,Γl, the contributions of the variables in Γ. If the derivation Π⇒∗ Γ is repeated, map-
ping the productions applied to symbols in Π to the corresponding symbols in Γ, the result will
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be that every Γi will replace Πi for all i ∈ [l].
By setting m to 4k(3b + 2), we ensure n′ > b (by Lemma 6) and since l = |cntm(Π)| ≤
|Π| ≤ m, we obtain the theorem.
A special case of the above theorem where every picture is 0-densely marked will give the
same result as the pumping lemma for RPCPLs (Theorem 7).
Using Theorem 12, we can show that the gallery in Section 3.3, Gtriangleandcrosses, cannot be
generated using permitting context only.
Theorem 13. The gallery Gtriangleandcrosses is not a random permitting context gallery.
Proof. Suppose Gtriangleandcrosses is a random permitting context gallery. Let l and m be the in-
teger of Theorem 12. Let Φ ∈ Gtriangleandcrosses be such that its triangle has side length 2i ≥ m,
i ∈ N+. Then |Φ| ≥ m.
Mark any m positions with a dark background that make up the sides of the triangles. Let
(Ω1, α1), (Ω2, α2), ..., (Ωl, αl) and (Ψ1, β1), (Ψ2, β2), ..., (Ψl, βl) be the large and small subpic-
tures respectively such that for each i ∈ [l], there exists a j ∈ [l] such that βi <6= αj . By Condi-
tion 5, there are more marked symbols in the union of the larger subpictures (Ωi, αi) than in the
union of the smaller subpictures (Ψi, βi). If we substitute (Ωi → βi) for (Ψi, βi), then all the
black squares that form the sides of the triangle do not have the same refinement anymore. Thus
the resulting picture is not in the gallery. This leads to a contradiction of Theorem 12. Therefore
Gtriangleandcrosses is not a random permitting context gallery.
However, using the pumping lemma for RPCPLs (Theorem 7), we cannot prove that this
gallery is not context-free. It is possible to find l smaller subpictures which can be replaced by
l larger subpictures with the resulting picture still being in the gallery. This is because, in the
bottom right quarter of any picture, we can find a small subpicture which can be replaced by
a large subpicture with the resulting picture still being in the gallery. Examples are shown in
Figure 3.2. We can thus see that Theorem 12 improves on the pumping lemma for RPCPLs.
Note that if all positions are chosen as marked in this example, using the new lemma, it will
yield the same result as in the pumping lemma for RPCPLs. Therefore, the ability of Theorem 12
to focus on marked symbols is necessary in this example.
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In the next section, we prove Ogden’s lemma for random forbidding context galleries and
use the theorem to show that a particular gallery is not random forbidding.
4.4 Ogden’s Lemma for Random Forbidding Context Gal-
leries
We now prove the corresponding result to Theorem 12 for RFCPLs.
Theorem 14. For any RFCPL G and k, t ∈ N+, there is an m ∈ N+ (the shrinking thresh-
old) such that for any k-densely marked picture Φ ∈ G with |Φ| > m, there are t pictures
Φ(1),Φ(2), ...,Φ(t) = Φ such that for every j ∈ {2, 3, ..., t}:
1. there exists a number l ∈ [m];
2. Φ(j) contains lmutually disjoint non-empty subpictures (Ω1, α1), (Ω2, α2), ..., (Ωl, αl) and
lmutually disjoint non-empty subpictures (Ψ1, β1), (Ψ2, β2), ..., (Ψl, βl), such that for each
i ∈ [l], there exists a p ∈ [l] such that βi v αp;
3. the picture Φ(j−1) obtained by substituting (Ψi → αi) for (Ωi, αi) for all i, i ∈ [l], is in G;
4. if (Ψi, βi) contains a marked position, then so does (Ωi, αi);
5. there are strictly more marked positions in
l⋃
i=1
(Ωi, αi) than in
l⋃
i=1
(Ψi, βi).
Proof. Let G = (VN , VT , P, (S, σ)) be an RFCPG generating G. Let {(S, σ)} = Φ1 ⇒∗ Φ2 ⇒∗
...⇒∗ Φn′ = Φ be a derivation inGwith n′ branch points, where Φ1,Φ2, ...,Φn′ are the pictorial
forms in which a branch symbol is rewritten.
By Lemma 6, |Φj| < 4k(3(j − 1) + 2), where j ∈ [n′]. Let b = b(t) be the number in
Lemma 7 for the sequence 4k(3(j − 1) + 2) for all j, and it is dependent only on G, k and t. If
n′ ≥ b, then there exists r1 < r2 < ... < rt ∈ [b] such that cntm(Φr1) ≤ cntm(Φr2) ≤ ... ≤
cntm(Φrt).
Since this is the forbidding case where less context permits the use of more productions, we
use the opposite procedure to that used in the proof of Theorem 12. To obtain Φ(j−1) from Φ(j),
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let l = |cntm(Φr(j−1))|, let (Ω1, α1), (Ω2, α2), ..., (Ωl, αl) be the contributions of the correspond-
ing variables in Φr(j) and (Ψ1, β1), (Ψ2, β2), ..., (Ψl, βl) be the contributions of the corresponding
variables in Φr(j−1) . The replacement operation then results from applying the same rules to the
variables in Φr(j−1) the same way they were applied to Φr(j) .
By settingm to 4k(3b+ 2), we ensure n′ > b (by Lemma 6) and since l = |cntm(Φr(j−1))| ≤
(Φr(j−1)) ≤ m, we obtain the theorem.
We now give an example of how Theorem 14 can be used to prove that a language is not
random forbidding.
Consider the gallery Gtriangles = {Φ1,Φ2, ...}where each picture in the gallery consists of 4i,
i ≥ 1, isosceles right-angle triangles and each triangle has side length 2k, k ≥ 1. The triangles
(Γ1,Γ2, ...,Γl), l ∈ [4i], in a picture have side lengths (2k, 2k+1, ...). Pictures in this gallery are
shown in Figure 4.1.
Figure 4.1: Pictures from the gallery Gtriangles
We now prove that this gallery is not a random forbidding context gallery.
Theorem 15. Gtriangles is not a random forbidding context gallery.
Proof. Suppose Gtriangles is a random forbidding context gallery. Let k be the integer of the
lemma, we choose k = 4. Let t be the integer of the lemma, we choose t = 2. Let m be the
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integer of the lemma. Let Φ ∈ Gtriangles be such that Φ has at least min(m, 4) triangles. Moreover,
let Φ be such that its four smallest triangles are Γ1,Γ2,Γ3 and Γ4 with side lengths 23, 24, 25 and
26 respectively.
We choose to mark all black squares. Because of Condition 5, the operation in Condition 3
cannot be performed on white squares only, thus we cannot just swop one white square with
another. The operation of Condition 3 has to involve the sides of the triangles. The operation
can only be performed in l places where l ∈ [m]. In order to shrink the smallest triangle, i.e.,
the triangle with side length 23, we need to shrink at least 9 places simultaneously (as shown in
Figure 4.2, therefore we cannot change all m triangles in the picture such that the new picture is
in the gallery again. Thus Gtriangles is not an RFCPL.
Figure 4.2: The shrinking operation performed on Γ1
Note that if all positions are chosen as marked in this example, it will give the same result
as the shrinking lemma for RFCPLs. Therefore, the ability of Theorem 14 to focus on marked
symbols helped to only shrink the sides of the triangles and not the white squares. It is possible
that the marking gave us a more elegant proof than without the marking. We can then say this
new lemma is an alternative and not necessarily an improvement on the shrinking lemma for
RFCPLs.
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4.5 Conclusion
An analogue of Ogden’s lemma for the class of random permitting and random forbidding pic-
ture languages was developed. The usefulness of the new lemmas was demonstrated by using
them to prove that certain galleries do not belong to the specific class. In the case of the ran-
dom permitting context, we were able to improve on the pumping lemma for random permitting
context picture languages with the new lemma. For the example used, the new lemma does not
improve on the shrinking lemma for RFCPLs (Theorem 8) since they both show that the gallery
in our example is not an RFCPL. In the time available for the dissertation, we could not find an
example that shows the improvement of the new lemma on the old one, therefore we leave it as
an open question.
In the next chapter, we discuss the TCFPGs and provide Ogden’s lemma for this class of
picture languages.
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Chapter 5
Table-Driven Context-free Picture
Grammars
5.1 Introduction
In this chapter, table-driven context-free picture grammars are introduced. In this class of gram-
mars, the productions of the grammar are applied in parallel to all the variables in the pictorial
form, and the choice of production is table driven. That is, at each step, a table of productions is
chosen from a fixed set and the production applied to each variable is obtained from the table.
There are other models of the TCFPGs. These include the table-driven 0-context Linden-
mayer (T0L) collage grammars [Klempien-Hinrichs et al., 1999], and the Extended T0L collage
grammars [Drewes et al., 2003]. Collage grammars can generate pictures which consist of ge-
ometric objects that overlap. TCFPGs are a restricted form of ET0L collage grammars because
their productions cannot generate pictures with squares that overlap.
A normal form for TCFPGs was given in Bhika et al. [2007]. It states that TCFPGs can be
written in such a way that the right hand side of each production consists of either terminals only
or nonterminals only. A lemma was given to show this in Bhika et al. [2007, Lemma 3.1].Two
characterisation theorems were developed which need to be satisfied by a gallery for it to be gen-
erated by a TCFPG. They are discussed in Chapter 2. It was also shown in Bhika et al. [2007,
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Lemma 6.1] that every gallery that can be generated by a TCFPG, can also be generated by an
RFCPG, and thus TCFPGs are strictly weaker than RFCPGs. A gallery [Bhika et al., 2007,
Lemma 6.2] was given to show the power of RFCPGs over TCFPGs. Therefore it can be con-
cluded that the shrinking lemma for RFCPLs (Theorem 8) holds for all galleries generated by
any TCFPG.
Having discussed the TCFPGs, in the next section the proof of Ogden’s lemma for table-
driven context-free galleries is given.
5.2 Ogden’s Lemma for Table-Driven Context-Free Galleries
In this section a version of Ogden’s lemma for table-driven context-free galleries is provided.
We first define some terms that are relevant to the proof, give the necessary lemmas and prove
the theorem. We provide a pumping lemma from the new theorem as a corollary and give an
example to show the usefulness of the new theorem and then use this new theorem to prove
Bhika et al. [2007]’s theorem about rare and non-frequent symbols.
We now give some definitions adapted from Rabkin [2012] for the picture case.
Definition 43. (Level, Root) A level refers to the set of nodes at the same depth which corre-
sponds to one of the pictorial forms in a derivation.
The root is called the first level, its children the second level, and so on.
Definition 44. (Out-degree) The maximum out-degree of a tree is the maximum number of
children of any node in the tree.
For the purpose of this research, the maximum out-degree is four, since the maximum length of
the right hand side of a rule is 4, as stated in Definition 14.
Definition 45. (Marked Leaf) A leaf is marked if it corresponds to a marked symbol in the
picture.
A non-leaf is marked if any of its child nodes are marked.
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5.2.1 Results
We now prove our main result.
The following lemma, which is similar to Lemma 1, is obtained from Rabkin [2012] and adapted
for the picture case.
Lemma 8. For any h ∈ N, if a tree with maximum out-degree of four has more than 4h marked
leaves, it must have a path from the root to a leaf with more than h branch nodes.
Proof. We prove this by structural induction on the tree.
A derivation tree consisting of a single leaf has at most 1 = 40 marked leaf, thus no branch
nodes, which satisfies the lemma.
Let T be a (non-leaf) derivation tree with more than 4h marked leaves, for some h > 0.
Assume its children, T1,T2,T3,T4, satisfy the lemma. If, of all the children, only one Ti has
a marked symbol in its contribution, then T contains the same number of marked leaves and a
path with the same number of branch nodes as Ti. Therefore, T satisfies the lemma.
Otherwise, the root of T is a branch node and this means that one of the Ti must have more
than 4h/4 ≥ 4h−1 marked leaves. Therefore, that Ti has a path with more than (h − 1) branch
nodes and because the root of T is also a branch node, T must have a path with more than h
branch nodes.
We now prove Ogden’s lemma for TCFPLs as adapted from Rabkin [2012].
Theorem 16. If G is a TCFPL, then there exists an l ∈ N (which we call the threshold for G)
such that for any picture Φ ∈ G with at least l marked positions,
1. Φ is composed of n subpictures, (Ω1, α1), (Ω2, α2), ..., (Ωn, αn) and each (Ωi, αi) is com-
posed of ni subpictures, (Ψ(i,1), β(i,1)), (Ψ(i,2), β(i,2)), ..., (Ψ(i,ni), β(i,ni)) (we will denote
the set of subscripts of (Ψ, β), i.e., {(i, j) : i ∈ [n], j ∈ [ni]}, by I);
2. there is a map φ : I → [n] such that the picture obtained by substituting (Ωφ(i,j) → β(i,j))
for (Ψ(i,j), β(i,j)) is in G;
3. recursively carrying out the operation described in (2) always results in a picture in G;
4. if (Ψ(i,j), β(i,j)) contains a marked position, then so does (Ωφ(i,j), αφ(i,j));
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5. there is an (i, j) ∈ I such that φ(i, j) = i, and there are at least two marked positions in
(Ψ(i,j), β(i,j)) and at least one in (Ωi, αi), but outside of (Ψ(i,j), β(i,j)).
Proof. Let G = (VN , VT , T , (S, σ)) be a TCFPG that generates G. Let V = VN ∪ VT . Let
h = |V |4|V |. Let Φ ∈ G with at least 4h + 1 marked positions.
Consider a derivation tree of Φ, say T. Since T has more than 4h marked leaves, then it must
have a path with more than h branch nodes (Lemma 8).
On this path, there must be at least one symbol, A ∈ V , which appears more than
h/|V | = 4|V | times as a label of a branch node on this path. For each of the appearances of
the symbol A, there are two sets of symbols where one is the set of symbols which appear on
the same level as A and the other is the set of marked symbols which appear on the same level.
Given that there exist only 4|V | distinct such pairs of sets (the set of all the subsets of V for the
two sets), there must be two branch nodes having the label A, one being the parent of the other,
with the same pair of sets. Let A1 and A2 be the parent and child node respectively and let Φ1
and Φ2 the pictorial forms in which they appear respectively.
The sequence of tables of productions which were applied to Φ1 to derive Φ can also
be applied to Φ2. There may be several possible results from this as a consequence of non-
determinism, but one result can be obtained by replacing each subtree corresponding to an in-
stance of a symbol in Φ2 with a subtree corresponding to an instance of the same symbol in
Φ1. In order to achieve the result we need, it is necessary to choose A1 when an instance of
A is sought, and if there is a marked instance of a symbol, we must choose it. Carrying this
replacement any number of times will still give the desired result. Thus Conditions 2, 3 and 4
are given.
Condition 5 follows from the fact thatA2 is replaced withA1 and both are branch nodes. By
setting l to 4h + 1, we obtain the theorem.
The pumping operation in Condition 2 is described precisely below, and was taken from
Rabkin [2012] and adapted for the picture case. The pumping operation generates the picture
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Φ(t) (the result of applying the pumping operation t times) for all t ∈ N, where:
(Ψ(i,j), β(i,j))
(0) = (Ψ(i,j), β(i,j)) (5.1)
(Ωi, αi)
(t) = (Ψ(i,1), β(i,1))
(t), (Ψ(i,2), β(i,2))
(t), ..., (Ψ(i,ni), β(i,ni))
(t) (5.2)
(Ψ(i,j), β(i,j))
(t+1) = (Ωφ(i,j), αφ(i,j))
(t) (5.3)
Φ(t) = (Ω1, α1)
(t) ∪ (Ω2, α2)(t) ∪ ... ∪ (Ωn, αn)(t) (5.4)
Note that Φ(0) = Φ.
Theorem 16 is now used to prove that a gallery is not a TCFPL. For this purpose, the gallery
Gtriangles will be used. Examples of pictures in this gallery are shown in Figure 4.1.
Theorem 17. The gallery Gtriangles is not a TCFPL.
Proof. Suppose Gtriangles is a TCFPL. Let l be the pumping threshold for Gtriangles. Let Φ be a
picture in the gallery with at least l dark squares.
We choose to mark all dark squares in the picture. Following from Condition 5 of The-
orem 16, it must be possible to find a smaller subpicture with two marked positions (black
squares), within a bigger subpicture, containing at least one marked position outside of the
smaller subpicture, such that substituting the larger subpicture for the smaller subpicture will
yield a triangle with the proper refinement on all sides. However, this operation will yield a
picture that is no longer a proper hollow-isosceles right-angle triangle. Therefore the resulting
picture is not in the gallery. This contradicts Theorem 16, thus Gtriangles is not a TCFPL.
We will now prove two facts adapted from Rabkin [2012] about the pumping operation
which will help when using Theorem 16 to prove that a certain gallery is not a TCFPL.
As seen in Theorem 12, the pumping operation increases the number of marked symbols in
the case of RPCPLs, but in the case of Theorem 16 the pumping operation can initially reduce
the number of marked symbols by replacing subpictures containing many marked symbols by
subpictures containing a few. Eventually, the number of marked symbols will have to increase
and this will be shown in Corollary 2:
Corollary 2. If G is a TCFPL with threshold l, and Φ ∈ G has at least l marked symbols, then
the number of marked symbols in Φ(t) tends to infinity. Specifically, Φ(t) contains at least t + 2
marked symbols for all t ∈ N.
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Proof. Let (Ωi, αi)(t) and (Ψ(i,j), β(i,j))(t) be as defined previously (5.1–5.4), and i and j as in
Condition 5 of Theorem 16.
By Condition 5 of Theorem 16, (Ψ(i,j), β(i,j))(0) contains at least two marked symbols.
Assume (Ψ(i,j), β(i,j))(t) contains at least t+ 2 marked symbols. Then (Ψ(i,j), β(i,j))(t+1) =
(Ωi, αi)
(t). Since (Ψ(i,j), β(i,j))(t) is a subpicture of (Ωi, αi)(t), then (Ψ(i,j), β(i,j))(t) contributes
t + 2 marked symbols to (Ωi, αi)(t). However, from Theorem 16 (Ωi, αi) contains a marked
symbol which is not inside of (Ψ(i,j), β(i,j)) and since marked subpictures are only replaced
with other marked subpictures, this property is inherited: (Ωi, αi)(t) has a marked symbol out-
side of (Ψ(i,j), β(i,j))(t). This other marked symbol then adds to the t + 2 marked symbols in
(Ψ(i,j), β(i,j))
(t), giving a total of t+ 3 marked symbols.
By induction, it is clear that Φ(t) contains at least t+ 2 marked symbols for all t ∈ N.
On the other hand, the number of symbols cannot grow superexponentially by the pumping
operation.
Corollary 3. If G is a TCFPL with threshold l, and Φ ∈ G has size at least l, then |Φ(t)| ≤
|I|t × |Φ|, where Φ(t) is the result of applying the pumping operation t times and I is the set
defined in Condition 1 of Theorem 16.
Proof. Let (Ωi, αi)(t) and (Ψ(i,j), β(i,j))(t) be as defined previously (5.1–5.4).
For all (i, j) ∈ I and all t, we have |(Ψ(i,j), β(i,j))(t+1)| = |(Ωφ(i,j), αφ(i,j))(t)| ≤ |Φ(t)|.
Since |Φ(t+1)| =
∑
(i,j)∈I
|(Ψ(i,j), β(i,j))(t+1)|, we get |Φ(t+1)| ≤ |I| × |Φ(t)|.
We now show that Theorem 16, combined with Corollaries 2 and 3, is useful in proving
that a certain gallery GFalseTCFPG, which is similar to the string example in Rabkin [2012, Exam-
ple 6.9], is not a TCFPL.
Consider the gallery GFalseTCFPG = {Φm,n | m < n,m > 0}. Let the terminals b, g and w rep-
resent the squares with the colors black, grey and white respectively. Then Φm,n is such that
the terminals on its diagonal, read from bottom left to top right, form the string bmgnk , where
k = 2m, while the rest of the picture is white. Pictures from this gallery are shown in Figures 5.1
and 5.2.
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Figure 5.1: The picture Φ1,2 from the gallery GFalseTCFPG
Figure 5.2: The picture Φ2,2 from the gallery GFalseTCFPG
Theorem 18. GFalseTCFPG cannot be generated by any TCFPG.
Proof. Suppose GFalseTCFPG is a TCFPL. Let l be the pumping threshold for GFalseTCFPG and let
Φ be a picture blgnk , k = 2l, on its diagonal with all the black squares marked.
By Corollary 2, #b(Φ(t)) ≥ t + 2. From Corollary 3, #g(Φ(t)) ≤ |Φ(t)| ≤ |I|t|Φ|. It is
known that any constant, raised to the power of an exponential function (i.e., gn2
l
) will eventually
get larger than one with a single exponential function, and thus |I|t|Φ| < |gn2t+2 | for a large
enough t. It is easily seen that for a large enough t, Φt is not in the gallery and thus contradicts
Theorem 16; thus GFalseTCFPG is not a TCFPL.
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Also note that if all positions in Φ are marked, the pumping operation could yield a picture
which is still in the gallery by increasing the number of g’s while the number of b’s remain the
same. Thus, it is clear that using marking in Theorem 16 is necessary for this example.
There is a simpler form of Theorem 16, which we will call the pumping lemma for TCFPLs.
The idea was obtained from Rabkin [2012] and adapted for the picture case. It has the same
relationship with Theorem 16 as between Ogden’s lemma (Theorem 10) and the pumping lemma
(Theorem 6) for context-free galleries.
Corollary 4. If G is a TCFPL, then there exists an l ∈ N such that for any picture Φ ∈ G with
|Φ| ≥ l,
1. Φ is composed of n subpictures (Ω1, α1), (Ω2, α2), ..., (Ωn, αn) subpictures and each
(Ωi, αi) is composed of (Ψ(i,1), β(i,1)), (Ψ(i,2), β(i,2)), ..., (Ψ(i,ni), β(i,ni)) (we will denote the
set of subscripts of (Ψ, β), i.e., {(i, j) : i ∈ [n], j ∈ [ni]}, by I);
2. there is a map φ : I → [n] such that the picture obtained by substituting (Ωφ(i,j) → β(i,j))
for (Ψ(i,j), β(i,j)) is in G;
3. recursively carrying out the operation described in (2) always results in a picture in G;
4. there is an (i, j) ∈ I such that φ(i, j) = i, and (Ψ(i,j), β(i,j)) is a proper subpicture of
(Ωi, αi).
Proof. This follows directly from Theorem 16 if we mark all squares in Φ.
A theorem by Bhika et al. [2007] on rare and nonfrequent symbols in TCFPLs can be de-
duced from Theorem 16 without making additional reference to the structure of TCFPL deriva-
tions.
Theorem 19. Let G = (VN , VT , T , (S, σ)) be a TCFPG generating the gallery G and B ⊆ VT ,
B 6= ∅. If B is rare in G, then B is nonfrequent in G.
Proof. Let l be the number from Theorem 16. Assume that B is frequent in G, then there must
be a picture Φ with more than l symbols from B. If we choose to mark all of these symbols and
only them, Theorem 16 applies.
Using Corollary 2, Φ(t) (the result of pumping Φ t times) contains at least t+2 symbols from
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B. However, by Condition 5 of Theorem 16, the subpicture (Ψ(i,j), β(i,j)) contains two marked
symbols, and this subpicture appears in all Φ(t), so these two symbols are a fixed distance apart.
So B is not rare in G.
Using Theorem 19, it is possible to show that the gallery GFalseTCFPG, defined above, cannot
be generated by any TCFPG. Theorem 19 cannot show that the gallery Gtriangles is not a TCFPL
since it has no rare set of symbols, thus we see that Theorem 16 can be used in cases where
Theorem 19 cannot.
We can also conclude from Theorem 15 and other known results that the gallery Gtriangles
cannot be generated by any TCFPG. It is known that TCFPGs are strictly weaker than RFCPGs
and since we proved that the gallery Gtriangles cannot be generated by any RFCPG in Theorem 15,
it is right to conclude that it cannot be generated by any TCFPG. Following this, we can also say
that Ogden’s lemma for RFCPLs also holds for all TCFPLs.
5.3 Conclusion
In this Chapter, we discussed the TCFPGs briefly and developed an Ogden-like lemma for TCF-
PLs. A gallery was given and this was used to show that the new lemma is useful by using it to
prove that that gallery is not a TCFPL. Another gallery was developed and two corollaries were
given which were used together with the new lemma to prove that this gallery is not a TCFPL,
showing that the use of marking is necessary. Using the corollaries given, a different proof was
developed for the theorem of rare and nonfrequent symbols [Bhika et al., 2007], and this was
used to show that the gallery in Theorem 17 is not a TCFPL.
There already exist necessary conditions for TCFPLs given in Bhika et al. [2007], but we
provided a pumping lemma for TCFPLs that adds to the work done by Bhika et al. [2007].
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Chapter 6
Conclusion and Future Work
The aim of this research was achieved since it was possible to develop Ogden-like lemmas for
all the three subclasses of random context picture languages discussed here. Ogden’s lemma
for context-free picture languages was also provided, which was mainly done to give us more
understanding on how to proceed with the other ’more complicated’ subclasses. However, it is
a result in itself.
Ogden-like lemmas for the context-free picture languages were developed in Chapter 3 and
for the random permitting and forbidding context picture languages in Chapter 4. For the table-
driven context-free picture languages the lemma was developed in Chapter 5. For each of these
subclasses, an example was given showing the usefulness of the theorem, i.e., galleries which
do not satisfy the theorem, thus showing that they do not belong to the respective classes. It also
was shown that the new Ogden’s lemma for context-free picture languages can be used as an
alternative to the shrinking-pumping lemma for context-free languages. In the random permit-
ting context case, we were able to show that the new theorem improves on the previous pumping
lemma by giving an example of a non-rPc gallery which satisfies the pumping lemma, but does
not satisfy the new lemma. In the random forbidding case, we were unable to find a non-rFc
gallery which satisfies the shrinking lemma, but not the new lemma, thus we leave it as an open
problem to find a gallery which shows that the new lemma improves on the previous shrinking
lemma. For the table-driven case, an example of a gallery was given and the newly developed
lemma for TCFPLs was used to show that it is not a TCFPL. A pumping lemma for TCFPLs
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was also developed, which did not exist before, to the best of our knowledge. Using the newly
developed Ogden’s lemma for TCFPLs, we were able to devise another way to prove the theorem
on nonfrequent and rare symbols without making additional reference to the structure of TCFPL
derivations.
Future work can also be done to determine if these new necessary conditions are necessary,
but not sufficient conditions. That is, finding one or more galleries which do not belong to the
respective class, but still satisfy the new necessary conditions for each class of languages.
It will also be useful for future work to be done on other Ogden-like lemmas for these sub-
classes of random context picture languages, which does not focus on the density of markings in
the picture, i.e., not enforcing that every subpicture of a certain size must have a marked position.
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