Abstract-Proposed is an approach to estimating confidence measures on the verification score produced by a Gaussian mixture model (GMM)-based automatic speaker verification system with applications to drastically reducing the typical data requirements for producing a confident verification decision. The confidence measures are based on estimating the distribution of the observed frame scores. The confidence estimation procedure is also extended to produce robust results with very limited and highly correlated frame scores as well as in the presence of score normalization. The proposed Early Verification Decision method utilizes the developed confidence measures in a sequential hypothesis testing framework, demonstrating that as little as 2-10 s of speech on average was able to produce verification results approaching that of using an average of over 100 s of speech on the 2005 NIST SRE protocol.
I. INTRODUCTION

D
EPLOYING a speaker verification system is a difficult task for several reasons. Typically these difficulties involve determining system parameters such as the required amount of speech for sufficiently accurate enrolment and for sufficiently accurate verification trials. Additionally, there is always the problem of estimating a threshold for acceptance and rejection and the eventual error rate to expect from such a threshold. This set of related issues also notably receives insufficient attention in published speaker recognition research.
Prompted by the importance of presenting meaningful results in forensic applications, recent work has begun to address the production of accurate likelihood ratios [1] and the interpretation of scores that are not likelihood ratios [2] . Also, the analysis and evaluation of speaker verification systems based on the accuracy of output likelihood ratios is also a topic of recent interest [3] , [4] . Regardless, speaker verification systems do not in general produce scores that should be interpreted as true likelihood ratios considering that rudimentary statistical models are usually used to represent speakers and the inherent difficulties in representing every other speaker in a non-target model. Add to this that score normalization is usually applied and the resulting scores often have little resemblance to true likelihoods.
Given these difficulties with determining an accurate verification confidence or likelihood ratio, an alternative approach is pursued in this work. A core contribution of this work is developing a method to estimate the distribution of the "true" verification score for a trial-the score produced with an infinite quantity of speech-based on the observed distribution of frame scores for that trial. This method is a powerful tool with a number of useful applications. For example, one can state that the "true" verification score lies within the interval at, for example, the 99% confidence level. Additionally, it allows the confidence in a verification decision to be evaluated with respect to a predetermined verification threshold.
The Early Verification Decision (EVD) method, first proposed in [5] , exploits this estimated verification score distribution to make a confident verification decision with minimal speech based on a specified threshold using a sequential hypothesis testing approach. Using the EVD method on NIST SRE data, most verification trials produce a confident decision in a matter of seconds with only a minimal drop in overall performance compared to using the full 2-min utterances.
This article expands substantially on the initial work in [5] . First, the methods of estimating the verification score distribution based on the observed sequence of frame scores is covered in more detail, and the accuracy of the estimation approach is analysed on NIST SRE data. Along with expanded experimental results and analysis, the theory of the EVD method is also expanded substantially, particularly demonstrating that EVD fits under the sequential probability ratio test (SPRT) framework of sequential hypothesis testing originally developed by Wald [6] . The EVD approach is also compared to a previous application of sequential hypothesis testing to speaker verification proposed by Noda and Kawaguchi [7] .
Section II presents background material for this study, including details of the reference GMM-UBM verification system used in this study and an analysis of the effect that reduced-length verification utterances have on performance of this system. Section III then presents the concept of confidence measures for the speaker verification score based on estimating the distribution of observed frame scores. Several potential uses for confidence measures in verification systems are also discussed. To account for the specific issues encountered in speaker verification, several methods of estimating the verification score distribution are then developed in Section III-A.
Experimental evaluation of these estimates are also presented in Section III-C. The Early Verification Decision (EVD) approach is then presented in detail in Section IV with thorough experimental evaluation of the EVD technique on NIST SRE 05 data following in Section V. Finally, a summary and conclusions are drawn.
II. BACKGROUND
This section details the GMM-based speaker verification system on which this work is based and additionally describes a preliminary examination to investigate the effect that reducing the test utterance length has on the performance of the baseline system.
A. Baseline Acoustic Speaker Verification System
The baseline verification system used in this study is a GMM-UBM system with inter-session variability modelling as described in [8] . The verification score used for this system is the expected log-likelihood ratio (ELLR) of the target speaker to the UBM. The expectation is taken over the individual frame-based log-likelihood ratios for the test utterance (1) where, in the case of Gaussian mixtures (2) where is the mixing factor and denotes the multivariate Gaussian density with mean and variance matrix for mixture component .
The baseline system uses 24-dimensional features consisting of 12 Mel cepstral coefficients plus appended delta coefficients with feature warping [9] applied to all features. A relevance MAP adaptation factor of and 512-component models are used throughout.
Explicit inter-session variability modelling [8] was incorporated in the speaker enrolment procedure to mitigate the effects of mismatch, however session variability was not considered during testing. This configuration was chosen to have performance representative of the current state-of-the-art but avoiding the complication of estimating the session conditions of the testing utterance. The session variability subspace was trained on a combination of Switchboard-2 and Mixer data drawn from NIST SRE's of 2004 and earlier. A session variability subspace of dimension is used for all experiments. Additionally, Z-Norm score normalization [10] was applied based on a selection of utterances drawn from the NIST SRE 2004 data.
B. The Effect of Short Verification Utterances
Choosing the duration of verification utterances for a system is typically a tradeoff between using more speech to provide the most accurate possible decision and imposing the least possible inconvenience to the end users of a system. To this end, it is important to have an understanding of the impact of limiting the verification utterance length. This impact is presented for the GMM-UBM reference system in Table I and Fig. 1 . The results were obtained on the 2005 NIST SRE protocol, using conversational telephony speech drawn from the Mixer corpus [11] , by restricting the number of frames used for testing in the 1-side common evaluation condition. These results demonstrate that utterance length, predictably, has a significant effect on overall system performance in the range that is typically of interest for a system designer, as previously observed [12] . Table I also presents both the minimum NIST detection cost function (DCF) value as well as the actual DCF value. The actual DCF value is obtained by using the threshold that minimizes the DCF function for the reference system, whereas independently optimized thresholds were used to determine the minimum DCF for each system. The difference between the minimum and actual detection costs can be seen to be both sizable and increasing as the utterance length reduces. These numbers also highlight the difficulty of choosing a suitable threshold as this choice is evidently affected by the choice of utterance length.
It is also evident from the DET plot that the performance degrades consistently across a wide range of operating points. This can be viewed as both an advantage and an inefficiency. Consistency and predictability are useful properties for increasing the flexibility of a system, allowing it to be used in a variety of situations. However, for a particular application where the scenario is well defined and the desired operating point is known, only the performance at that operating point is relevant.
III. CONFIDENCE MEASURES ON THE ELLR VERIFICATION SCORE
The central idea of this work is to exploit the information available in the sequence of individual frame scores up to time in order to estimate a probability density function (pdf) of the "true" ELLR verification score, , in relation to the current ELLR score estimate, . Using this pdf it is then possible to define confidence measures on given the current score estimate at time . Here the "true" verification score is defined as the score that the verification system would produce given an infinite quantity of testing speech . While not as useful as knowing the probability that an utterance was produced by speaker , this information is still very useful for the deployment and application of a speaker verification system. It provides the capability to:
1) estimate upper and lower bounds on probability of errors for a verification trial at a particular confidence level based on a development database; 2) estimate the level of confidence at which the verification score is above or below a particular threshold; 3) make an early verification decision on a trial as soon as we are confident that the "true" verification score lies within a particular interval of the current estimate; 4) make an early verification decision on a trial as soon as we are confident that the "true" verification score is above or below a specified threshold. These capabilities have some very useful applications. Items 1 and 2 are particularly applicable to forensic tasks where the goal is to evaluate the strength of the available evidence. Items 3 and 4 are more applicable to verification for access purposes, for example user authentication for telephone transactions. Item 4 will receive particular focus in this work as it provides the ability to require the least amount of speech to perform a successful verification trial and consequently impose the least inconvenience to the end user of the technology, as first explored in [5] .
It is straightforward to formulate 1 and 2 above in terms of the estimated pdf of . For example, the probabilities of Item 2 can be determined for a specified threshold , simply by evaluating and where and are the estimated pdf and cumulative density function (cdf) of , respectively.
In the case of Items 3 and 4 above, the verification process can be posed as a sequential hypothesis testing problem. Under this approach, the estimated pdf is incrementally re-estimated in an online fashion as speech is collected and stopping criteria are reassessed. This approach will be discussed further in Section IV.
The basis for these capabilities is the accurate estimation of given an observed sequence of frame scores. This issue is addressed in the remaining parts of this section: the approach taken for estimating are described next, including a number of variance estimation methods. The effect of score normalization is then addressed in Section III-B. Finally, Section III-C provides an analysis of the accuracy of the pdf estimation on NIST SRE speaker verification trials.
A. Characterizing the Verification Score Distribution
It is assumed that the pdf of the "true" verification score takes the form of a Gaussian distribution. That is (3) where the mean and variance must be estimated. The validity of the Gaussian assumption will be explored in Section III-C.
Naturally, at time the best estimate of and therefore is given by the current ELLR score . The main difficulty arises in estimating the variance. The variance of a trial score distribution is usually dependent on many factors including whether a trial is a genuine or impostor trial (which we obviously do not know a priori), the length of a particular verification utterance and the noise levels and other environmental conditions of the recording. These factors lead to the conclusion that the variance must be estimated for each trial individually based on the observed sequence of frame scores. Presented in [5] were several methods for estimating of this process which are summarized here.
1) Naïve Variance Estimate:
The Naïve approach exploits the central limit theorem and the fact that the verification score is a sum over the sequence of frame scores , as seen in (1), which in this case are assumed to be independent and identically distributed (i.i.d.) random variables. From the central limit theorem, if has sample mean and variance , the ELLR verification score will have a mean and variance approximated by (4) The central limit theorem also supports the assumption that the distribution is Gaussian.
2) Estimate With Correlation Compensation:
Acoustic features commonly used for speaker verification, such as MFCC features, exhibit high levels of correlation between consecutive observation frames which in turn leads consecutive frame scores to also exhibit high correlation. This correlation obviously voids the i.i.d. assumption made for the Naïve estimate above. Due to this invalidity of the i.i.d. assumption, the Naïve variance estimate is invalid and empirical evidence shows that it is often underestimated as shown in Section III-C. This is problematic particularly with short sequences. For this reason, the Decorrelated variance estimate compensates for this high level of correlation in the frame scores. This compensation is achieved through a transformation approach to reduce this correlation by producing a series of ELLR estimates from short, fixed-length, non-overlapping frame sequences (5) where is the length of the short frame sequences. If is sufficiently large, the correlation between successive drops to a negligible level. From , it is then possible to estimate the overall ELLR mean and variance (6) where and are the sample mean and sample variance of , respectively.
3) Robustly Estimating the Sample Variance: In the context of this work, it is particularly important to robustly estimate the variance of the frame scores with a very limited number of samples. This issue is also exacerbated by the correlated nature of these scores. In this paper, a more robust sample variance estimate is produced through Bayesian estimation and introducing prior information. This With Prior estimate is given by (7) where is unbiased sample variance from samples and and are hyperparameters of the prior distribution, which takes the form of a Dirichlet distribution [13] . This robust sample variance estimate can then be used to produce more robust estimates of the ELLR variance by replacing the usual sample variance estimate in either (4) or (6) above.
B. Verification Score Normalization
Typically, raw scores output by speaker verification systems are further processed to normalize for factors such as the quality of the trained speaker model, mismatch between the training and testing conditions and the linguistic content in the test utterance. Z-Norm [10] is an example of a score normalization technique that normalizes the verification score by the mean and variance of the speaker model's response to a set of impostor trials.
It is straight forward to apply Z-Norm to the applications described above as it can be characterized as a simple linear transform of the frame-based scores. If the Z-Norm statistics for speaker are given by and then the normalized ELLR score is given by (8) where and . As the ELLR score is a scaled sum of the frame scores, this transform can alternatively be applied directly to the individual frame scores (9) (10) Hence, the same linear transform applies to the distribution of the estimated ELLR score. From the Naïve estimates, (4) becomes (11) The same applies to H-Norm [14] and C-Norm [15] , which can both be considered as extensions of Z-Norm.
C. Analysis of the Verification Score Estimation Methods
The behavior of the verification score pdf estimation was analyzed over a range of utterance lengths using the NIST SRE 2005 corpus. For this analysis, the parameters and of were estimated using each of the estimation approaches described in Section III-A, for each trial in the evaluation after observing 1, 2, 5, 10, and 20 s worth of active speech. Confidence intervals at a range of confidence levels were calculated from the pdf estimates and compared to the final verification score for each trial using all available data in place of the "true" verification score to examine the observed rate errors. That is, the rate at which the "true" score fell outside the estimated confidence interval, either above or below. Table II presents the results of this analysis.
From these results several observations can be made. First, it is clear that the Naïve estimate produces far too many errors, due to the high levels of correlation in consecutive frame scores leading to underestimated variances. The Decorrelated approach improves on this substantially giving quite reasonable results at the 90% confidence level, further emphasizing the negative impact of correlation.
It is notable for all estimation approaches that the relative rate of errors increases as the confidence level is raised. This can be clearly observed for the Decorrelated method, as even after 10 s the 90% results are fairly close to the expected rate, while the 99.9% are more than five times higher than expected. This trend indicates that the observed distribution of seems to be peaky and long-tailed compared to the assumed Gaussian distribution, as confirmed by a slightly high kurtosis of around 3.5.
The difference in high and low errors-the bracketed numbers in Table II-suggests that in a vast majority of cases more high errors are made. Comparing to the total number of errors, however, it appears that the bias toward high errors is fairly minor.
Looking at the trends over utterance lengths, it can be seen for both the Naïve and Decorrelated approaches that the error rate is trending lower as the utterances become longer. For both of these approaches, the results with 20-s utterances are closest to the specified confidence level. On the other hand, using the With Prior estimation method shows an initial trend of reduced errors with shorter utterances as the prior impacts more heavily for these shorter utterances. It would seem that the chosen hyperparameters in this particular case are too conservative, leading to overestimating the variance for short utterances, although the effect of introducing a prior is clear from these results.
Finally, analyzing the results separately for target and impostor trials, as in Table III , it is clear that the target score distributions are further from the Gaussian assumption, showing increased errors at all confidence levels. The high error rates For each length, method, and confidence level, the observed rate of errors (%) is given as well as the difference between the rate overestimation and underestimation errors (%) as an indicator of bias. The theoretically expected rate of total errors is also given at the 99.9% confidence level indicate a particularly tail-heavy distribution for the target trials. It is also evident that the target distribution exhibits more bias and in the opposite direction to the impostor distribution.
IV. EARLY VERIFICATION DECISIONS
As described in Section III, the most immediate and appealing use of the confidence-based verification methods is to provide a verification decision with as little speech as possible. This is the aim of the Early Verification Decision (EVD) method, as first explored in [5] , and is achieved by making a verification decision as soon as we are confident the "true" verification score, , is above or below the specified threshold, , based on the current estimate of the verification score distribution.
This section first presents the EVD procedure first presented [5] and an example EVD trial and then expands significantly on this by developing the EVD approach under the framework of the Wald Sequential Probability Ratio Test (SPRT) [6] as well as contrasting the approach in this work of estimating the verification score distribution to a previous sequential testing approach to speaker verification [7] .
A. The EVD Method
The basic procedure for the EVD method is to test accept and reject criteria at regular time intervals (for example, each second) during the verification process with the criteria are given by Accept decision (12) Reject decision (13) where specifies the confidence level in the decision (for example for 99% confidence). As soon as either of these criterion is met, we are able to immediately make the appropriate verification decision, otherwise, if neither criterion is met more speech needs to be collected. Following the development of the confidence measures and pdf estimation in previous section, these decision criteria can be equivalently stated as accept decision (14) reject decision (15) continue sampling (16) where and are the current verification score estimate and variance estimate at time , and is set such that (17)
B. Example EVD Trial
An example of the EVD process is presented in Fig. 2 . In this figure, the samples (frame scores) used to estimate the distribution are represented as dots, the evolving ELLR verification score estimate is shown as a thin line. The specified verification threshold is shown as a dotted horizontal line with the EVD accept and reject thresholds at the 99% confidence level depicted as thick lines above and below
. After a couple of seconds of the trial, the estimate of the verification score is quite erratic, which is reflected in the wide confidence interval, but looks to be converging to a point below the threshold. By 4 s, the estimate seems to be more stable as more samples become available and the width of the confidence interval has narrowed with dropping below the reject threshold. At this point, after only 4 s, we can be confident that the verification score will continue to lie below the threshold and thus make a reject decision for this trial. The subsequent part of the trial confirms that the verification score does in fact continue to lie below the threshold and the confidence interval continues to narrow, even though the entire confidence interval does not necessarily lie below the threshold at all times. 
C. EVD as a Sequential Probability Ratio Test
The EVD approach can be constructed within the sequential hypothesis testing framework originally developed by Wald [6] . The sequential probability ratio test (SPRT), proposed by Wald, is essentially the sequential testing equivalent of the Neyman-Pearson likelihood ratio test.
For the EVD method, a simple two-hypothesis case is considered with accept and reject hypotheses based on a specified threshold . In this case, the SPRT is characterized by three inequalities defining regions for the possible decisions as proposed by Wald [6] accept (18) accept
continue sampling (20) where is the likelihood of hypothesis given observations , and similarly for the hypothesis . The limits and are related to the specified Type I (false acceptance) and Type II (false rejection) error rates, and , respectively. If and are small, as in our case, then
In the case of this work, the hypotheses and are that the "true" trial score lies above the specified threshold (accept decision) and the score lies below the threshold (reject decision), respectively. Note that these hypotheses are very much dependent to the threshold and are therefore subtly, but importantly, different to more direct target/non-target trial hypotheses. To estimate the necessary likelihood functions for our stated hypotheses and after observations, the distribution of the score is assumed to be Gaussian, as in (3), with mean and variance estimated on the available observations using any of the methods detailed in Section IV. Using the estimated pdf Fig. 3 . Decision thresholds proposed by Noda [7] for the example verification trial of Fig. 2 These decision regions are equivalent to those proposed in (12) to (13), demonstrating that the Early Verification Decision approach does indeed fall under Wald's SPRT framework.
D. SPRT in Speaker Verification
The SPRT has previously been proposed for speaker verification in the context of a GMM framework [7] . The approach described by Noda and Kawaguchi [7] directly interprets the accumulated GMM likelihoods as and for sequential testing, with the likelihood ratio tested against the two thresholds, and , for accept and reject decisions, respectively. In contrast, the EVD approach estimates the distribution of the frame scores to determine and , to establish whether the estimated mean score is reliable. A graphical comparison of the decision thresholds produced by the EVD approach and Noda's approach is depicted in Fig. 3 .
EVD has several advantages over the method proposed in [7] . First, and most importantly, the EVD approach does not assume that the individual frame scores are accurate likelihood ratios.
Due to this difference, the EVD approach can therefore be applied to a broader range of classifiers (potentially any classifier that produces a frame-by-frame score) and the issue of likelihood ratio calibration is avoided.
Second, the EVD approach separates the issue of determining a suitable threshold from determining the stopping criterion. In [7] , the thresholds and perform both tasks, therefore it is not a straightforward issue to specify a particular operating point-to minimize EER or NIST detection cost, for example-or to deal with a system producing biased LR frame scores. The EVD approach can thus be used in combination with robust threshold estimation techniques, such as described in [16] .
Finally, by estimating and utilizing the characteristics of the frame score distribution for each verification trial individually, it is argued that the EVD method effectively exploits more information for determining the point at which a valid verification decision can be made based on the reliability of the current verification score. This can be seen in Fig. 3 , as the EVD thresholds are dependent on the observed data whereas the thresholds of [7] will be exactly the same for each trial, regardless of the observations.
V. EVD EXPERIMENTS
A. Experimental Setup
Several details of the experimental setup were influenced by implementation details of the methods presented, as described below.
The EVD criteria were checked after scoring each block of 100 consecutive observation frames, roughly corresponding to 1 s of active speech. This is due to two constraints. Testing the stopping criteria does take some additional processing, so it was deemed unnecessarily wasteful to perform these checks after every frame as testing the criterion more often is unlikely to have a significant impact on the final results. Additionally, for the decorrelated method for estimating the frame score variance, multiple frames are required before an update to the variance estimate is possible (Section III-A2). This number of frames is controlled by the configuration variable in (5). Since the largest value of investigated was 100, this was a natural choice for the granularity of testing the stopping criteria to remain consistent across all experiments.
A minimum verification length of 2 s, or more accurately 200 frames, was also imposed. This limit is also a result of the maximum -value of 100 used in these experiments. This is due to the theoretical limit of variance estimates requiring at least two samples. Again, this was retained for all systems for consistency. Fig. 4 shows the performance of a system employing EVD scoring using the Naïve frame-based estimate in (4) with the specified threshold set to obtain the equal error rate of the reference system at three confidence levels, 90%, 99%, and 99.9%. These confidence levels are the minimum required confidence that the "true" verification score is 
B. Results
1) Naïve Estimate:
TABLE IV VERIFICATION RESULTS USING THE NAÏVE METHOD AT THE
EER OPERATING POINT THRESHOLD ( ) above or below , at which point an early verification decision can be made. 1 Also shown is the DET curve for the baseline reference system using all available speech and a system using a fixed 2-s utterance length (dotted curve) as a "worst case" system, given the minimum length constraints discussed in the previous section.
As can be seen in Fig. 4 , there is a significant drop in performance compared to the reference system due to the EVD stopping criterion; however, there are some interesting aspects to this plot. First, the degradation in performance is actually quite modest as the reference system typically used at least six times the amount of speech to make a verification decision, as described in Table IV . This point will be addressed further below. Second, a higher confidence level provides a better EER as confirmed by Table IV. Third, and more interestingly, the DET curve for these systems veers away from the reference system the farther it is from the EER operating point, this is evident in both the low false alarm and low miss regions. The performance curves of the early decision systems drop back toward the 2-s worst-case system in these areas. This characteristic is a direct consequence of the EVD method as the system is only interested in the performance at the specified threshold and essentially trades performance in other areas for shorter test utterances.
By comparing Tables I and IV , it can be seen that the EVD method is effective in trading performance only at the desired operating point for shorter trials. Table IV shows that the confidence levels presented roughly correspond in terms of mean trial length to the short utterances in Table I but demonstrate considerably less degradation in EER compared to the reference system. Comparing the 10-s results to the 99% confidence results, the EER improves slightly from 12.15% to 11.26%, while the latter required a median utterance length of only 4 s and a mean utterance length of 8.9.
Additionally, the mean test utterance lengths are dominated by a relatively small number of long trials with the majority of trials providing a result within 2, 4, or 6 s, respectively, for the systems in Table IV , as indicated by the median trial lengths. 2 A better understanding of the distribution of trials lengths can be taken from the histogram in Fig. 5 .
This last point has an astonishing implication: For the majority of trials, a text-independent speaker verification system will produce the same decision with only 2 s of speech that it will with almost 2 min of speech.
Also presented in the two right-most columns of Table IV are the rates of errors introduced by the early stopping criteria for impostor and target trials, respectively. These represent the trials for which the reference system and the early decision system have produced differing decisions. This is the loss introduced by the shortcut methods and, if the distribution assumptions and estimates are accurate, should closely match the confidence levels specified.
It can be seen from these results that the error rates do not match the specified confidence levels well particularly as the confidence is increased. These error results are essentially as expected for the Naïve approach based on the error analysis in Section III-C. Since the degree to which the EVD performance approaches the reference system is typically more important than the accuracy of the specified confidence levels, this issue will not constitute a large portion of this discussion.
2) Decorrelated Estimate: Table V presents the performance of the EVD scoring method using the Decorrelated distribution estimates from (6) . A range of short frame sequence length values are assessed with the longer sequences reducing the degree of correlation in the samples used to estimate the ELLR score distribution. A value of is equivalent to the Naïve estimate described previously. With a typical frame rate of 100 frames per second, a value of averages the frame scores over the period of a whole second of active speech.
It can be seen from these results that decorrelating the samples used to estimate the ELLR score distribution does in fact reduce the proportion of errors introduced by the EVD scoring method, reducing the performance gap to the reference system. The best performing configuration in Table V drops only 0.32% at the EER operating point.
It is also apparent that the choice of short sequence length is a tradeoff between conflicting concerns. If the sequences are too short the system will not benefit from the decorrelating effect. If the sequences are too long, such as the case with , the samples are decorrelated; however, the number of samples with which to estimate the ELLR variance is severely limited. For example, after 2 s of active speech there will only be two samples from which to estimate the variance in the case, this will clearly not be a reliable estimate. A value of seems to provide a good balance. The errors introduced by the early verification decision approach, as expressed in the right columns of Table V, demonstrate that the decorrelated method in the case also produces errors at a rate much closer to the specified confidence level. While the rate at 99.9% confidence is still almost an order of magnitude too high, this result at least demonstrates that the variance estimated is more accurate with the data correlations diminished.
There is an increase in both the mean and median utterance length as a consequence of the decorrelated estimation method; however, despite this increase the median utterance lengths required are still very short at 2-18 s.
3) With Prior estimate: By incorporating prior information in the variance estimate it is possible to reduce the performance discrepancy between the reference system and the EVD version to be insignificant. This improved performance unfortunately comes at the cost of longer verification utterances both in terms of the mean and median length statistics, as presented in Table VI . Prior information was incorporated in the Decorrelated variance estimate of (6) for the systems in these tables, with . The hyperparameter was fixed at the equivalent of 1 s of active speech while was varied. Noticeable particularly for the system in Table VI is the consistency between the specified confidence level and the rate of errors introduced by making early decisions at that confidence level.
4) Operating at the Minimum Detection Cost Threshold: As this is a threshold-based algorithm, it can in theory be used at any operating point as required by the application. Fig. 6 and Table VII describe the performance of the EVD method at the NIST minimum detection cost function (DCF) operating point of the reference system. For these results, the threshold specified for all systems was the threshold that minimized the DCF for the reference system. The actual DCF value using the threshold is reported in Table VII for each system (as opposed to determining the threshold that minimizes DCF for each system independently). As can be seen, many of the characteristics of this performance closely resemble the performance at the EER operating point using , specifically the DET curve produces the best performance at the desired minimum DCF operating point and drops away in all other operating regions, and the higher confidence levels produce results closer to the reference system.
Unlike with an EER threshold, the errors introduced by the early decision method are not evenly distributed between the target and impostor trials, with the target trial errors far outweighing the low rate of impostor trial errors. From this observation it is hypothesized that this discrepancy is due to the threshold lying much closer to the center of the target trial score distribution (at approximately 20% miss rate) compared to near the tail of the impostor scores distribution (approximately 1% false alarms). Hence, it is simpler to dismiss a larger proportion of the impostor trials due to the increased distance of the score to the threshold.
In contrast to the fixed-length short utterance systems, the EVD approach produces a minimum detection cost much closer It is also evident from Table VII that even less speech was required to produce the results using the threshold than using the EER threshold , as a median trial length of 2 to 11 s, and the mean length not exceeding 20 s.
Figs. 7 and 8 summarizes the performance of the early verification decision approaches using the variance estimation methods presented by comparing the EER and actual DCF to the median utterance length. Also presented are the fixed utterance-length systems as a reference. It is evident from both of these figures that the early verification decision method demonstrates consistently and significantly superior performance compared to specifying a fixed utterance length. Table VIII shows the performance of a reference system using Z-Norm score normalization. While it can be seen that the score normalization dramatically improves the performance of the reference system, shortening these trials degrades the performance more substantially than for a system without normalization.
Applying the early verification decision method to this Z-Norm system produces results analogous to systems without score normalization, as demonstrated in Table IX. Comparing  these results with the corresponding lines of Table VI , it can be seen that the systems perform in a very similar manner with and without score normalization in relation to the reference. It does however require a high confidence level to take full advantage of the score normalization performance improvements. Similar results are obtained at the minimum DCF threshold operating point. This paper developed a novel method for estimating the probability density distribution of the expected log-likelihood ratio score used in speaker verification based on the observed frame score distribution. A number of applications were highlighted for this pdf estimate including estimating the confidence with which a verification score is above or below a threshold. Enhancements to this estimate were also proposed to increase its robustness and accuracy for the peculiarities of GMM-based speaker verification, specifically by combating correlation between consecutive frame scores and introducing a prior in the estimation process.
The Early Verification Decision method explored one particular application for this information to determine the minimum quantity of speech required to confidently make a verification decision in sequential hypothesis testing framework. Experimental results on 2005 NIST SRE data demonstrated that as little as 2-10 s of active speech on average was able to produce verification results approaching that of using an average of over 100 s of speech. Moreover, the performance loss incurred by making an early decision can be controlled by adjusting the confidence required in the resultant decision.
