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Abstract
In this paper we present some algorithms for computing an irreducible decomposition of an ideal
in a polynomial ring R = K [x1, . . . , xn] where K is an arbitrary effective field.
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1. Introduction
In this paper we present some algorithms for computing an irreducible decomposition
of an ideal in a polynomial ring R = K [x1, . . . , xn] where K is an arbitrary effective
field. Some of the earliest proofs of primary decomposition were based on the existence
of an irreducible decomposition, using the fact that every irreducible ideal is primary, even
though not every primary ideal is irreducible. Although the isolated primary components
of an ideal are unique, the irreducible components are not. However the number of irre-
ducible components in an irredundant decomposition is uniquely determined. In fact in
Gröbner (1934) it is shown that in zero-dimensional local rings there is a special ideal, the
socle, such that the minimal number of its generators is precisely the minimal number of
irreducible components of the zero ideal. For each generator of the socle, Gröbner shows
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that the largest ideal in the local ring which does not contain that generator must be irre-
ducible and the set of these ideals gives a minimal decomposition of the zero ideal. This is
an important characterization of irreducible decompositions, but does not directly lead to
a constructive algorithm.
Given a primary ideal, we can localize to reduce to the zero-dimensional case. If we then
form the quotient ring modulo that zero-dimensional ideal, we get a finite-dimensional
algebra. We will show how to exploit the relationship between this algebra and its dual
module in order to find the irreducible components of the zero ideal using linear algebra.
Our discussion of dual modules is in the same context as that contained in Heiß et al.
(2002); we do not necessarily assume that the zeros of our ideal are contained in the ground
field, unlike for instance Marinari et al. (1993) and Mourrain (1997). Thus we do not use
techniques such as inverse systems; instead we use an explicit presentation of the dual
module as the dual vector space of our finite-dimensional algebra.
We then examine the situation when the algebra is isomorphic to its dual module.
Such algebras are Gorenstein rings and have been intensively studied e.g. in Bass (1963),
Buchsbaum and Eisenbud (1977) and Huneke (1999). In this case one can compute
irreducible components of primary ideals simply using ideal quotients. If we extract
the subideal generated by the monic elements in a Gröbner basis of our original ideal,
we obtain a complete intersection. The quotient algebra formed using this subideal is
isomorphic to its dual module. Thus exploiting the relationship between our original ideal
and the constructed complete intersection subideal, we obtain a simple, direct approach to
determining its irreducible components.
We next extend our construction to the non-local case. We show how to express
any zero-dimensional ideal as an intersection of ideals whose primary components are
irreducible, i.e. whose quotient rings are locally Gorenstein. If we want to minimize the
number of components in this representation, we need to be able to find a minimal set
of generators for finitely generated modules over zero-dimensional rings. We present
an algorithm for finding these minimal generators without first performing a primary
decomposition as was done in Heiß et al. (2002).
This decomposition of ideals into components whose quotient rings are locally
Gorenstein is interesting from both a numerical and an algebraic point of view. As observed
in Becker et al. (1996), these Gorenstein rings (also called Frobenius algebras) have the
property that the eigenspaces associated with the linear operator of multiplication by a
generic element are all one-dimensional. Thus fixed-point techniques converging to the
eigenspace can be used, leading to numerically stable algorithms for finding the zeros of
the original polynomial ideal. Becker et al. (1996) have also noted that Frobenius algebras
possess non-degenerate bilinear forms, which have been used by Mourrain and Pan (1999)
to develop asymptotically fast algorithms for solving polynomial systems.
2. Duality
In this section we assume that A is a finite-dimensional K -algebra. Recall that Â =
H omK (A, K ) has a natural structure of an A-module using the map A × Â → Â given by
(a, f ) → a · f where a · f is the K -linear map defined by (a · f )(x) = f (ax) ∀x ∈ A. We
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will denote by 〈g1, . . . , gt 〉 the A-module generated by g1, . . . , gt ∈ Â and by (a1, . . . , as)
the ideal of A generated by a1, . . . , as ∈ A.
Definition 2.1. (1) For any ideal I of A, denote by I⊥ the submodule of Â
I⊥ = { f ∈ Â | f (x) = 0 ∀x ∈ I }.
(2) For any submodule H of Â, denote by H⊥ the ideal of A
H⊥ = {x ∈ A | h(x) = 0 ∀h ∈ H }.
It is immediate that:
Proposition 2.2. For any ideals I1, I2 of A and for any submodules H1, H2 of Â, we
have
(a) I1 ⊆ I2 =⇒ I1⊥ ⊇ I2⊥ and H1 ⊆ H2 =⇒ H1⊥ ⊇ H2⊥
(b) (I1 + I2)⊥ = I1⊥ ∩ I2⊥ and (H1 + H2)⊥ = H1⊥ ∩ H2⊥
(c) I⊥⊥1 = I1 and H⊥⊥1 = H1
(d) (I1 ∩ I2)⊥ = I1⊥ + I2⊥ and (H1 ∩ H2)⊥ = H1⊥ + H2⊥.
Thus we have a 1–1 order reversing correspondence between the lattice of ideals of A
and the lattice of submodules of Â. This duality also gives us a natural way to decompose
ideals:
Corollary 2.3. Given an ideal I of A and generators {g1, . . . , gk} of I⊥ as an A-module,
we have that
I =
k⋂
i=1
〈gi 〉⊥.
A set of generators for an ideal (resp. for a submodule of a module) will be called
irredundant if no proper subset of it generates the same ideal (resp. submodule). Note that
if the set of generators {g1, . . . , gk} in the previous corollary is irredundant, then by duality
the induced decomposition of I is irredundant, meaning that no 〈gi 〉⊥ can be dropped.
Recall that an ideal is called irreducible if it is not the intersection of two strictly larger
ideals. When A is a local ring, Nakayama’s Lemma guarantees that the components of
the decomposition obtained in Corollary 2.3 are irreducible as shown in the following
proposition:
Proposition 2.4. If A is a zero-dimensional local ring, then, for any f ∈ Â, 〈 f 〉⊥ is an
irreducible ideal of A.
Proof. Assume that 〈 f 〉⊥ is not irreducible, say 〈 f 〉⊥ = I1 ∩ I2 with I1, I2 ideals of A
properly containing 〈 f 〉⊥. Then 〈 f 〉 = 〈 f 〉⊥⊥ = (I1 ∩ I2)⊥ = I1⊥ + I2⊥. If g1, . . . , gs
generate I⊥1 and gs+1, . . . , gt generate I
⊥
2 , then, by Nakayama’s Lemma, there exists j
such that g j generates I⊥1 + I⊥2 . If, for instance, g j ∈ I⊥1 , then I⊥2 ⊆ I⊥1 ; hence I1 ⊆ I2
which is impossible. 
Proposition 2.5. Let I be an ideal of A. If I is irreducible, then there exists g ∈ Â such
that I⊥ = 〈g〉.
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Proof. Let h1, . . . , hm be generators of I⊥, so that I⊥ = 〈h1〉 + · · · + 〈hm〉. Then
I = I⊥⊥ = ⋂mi=1〈hi 〉⊥. Since I is irreducible, there exists i such that I = 〈hi 〉⊥ and
hence I⊥ = 〈hi 〉⊥⊥ = 〈hi 〉. 
3. Irreducible decomposition of primary ideals
Definition 3.1. Let I be an ideal of R. A set of irreducible ideals {Qi }i=1,...,s is called
an irredundant irreducible decomposition (for short, an IID) of I if I = ⋂si=1 Qi and
Qi ⊇⋂ j =i Q j for all i .
As is well known, any ideal in R can be expressed as the intersection of finitely many
irreducible ideals; although the irreducible components are not unique, their number is
independent of the irredundant representation chosen (see Noether, 1921).
Since every irreducible ideal is primary, in this section we will describe an effective
procedure for computing an irredundant irreducible decomposition of a P-primary ideal Q
of R.
We first observe that all the irreducible components of a P-primary ideal are P-primary:
Lemma 3.2. Let Q be a P-primary ideal and let Q = ⋂si=1 Qi be an irredundant
irreducible decomposition of Q. Then, for all i , Qi is a P-primary ideal.
Proof. Up to reordering, we can assume that {1, . . . , k} = {i | √Qi = P}. If k = s
we are done. Otherwise, we can write Q = ⋂ki=1 Qi ∩ ⋂si=k+1 Qi , where ⋂ki=1 Qi
is a P-primary ideal, while
⋂s
i=k+1 Qi ⊂ P . If x ∈
⋂s
i=k+1 Qi \ P , we have that
Q = (Q : x) = (⋂ki=1 Qi : x) ∩ (⋂si=k+1 Qi : x) = ⋂ki=1 Qi , which contradicts
the fact that the decomposition was irredundant. 
Now we reduce to the case when Q is zero-dimensional. If, up to reordering,
{x1, . . . , xd} is a maximal set of variables such that Q ∩ K [x1, . . . , xd ] = (0), then the
ideal Q R˜ ⊆ R˜ = K (x1, . . . , xd)[xd+1, . . . , xn] is zero-dimensional, P R˜-primary and
Q R˜ ∩ R = Q. So, if Q R˜ = ⋂si=1 Q˜i is an IID for Q R˜, then, by Lemma 3.2, Q˜i is P R˜-
primary for all i . Hence Q = ⋂si=1(Q˜i ∩ R) is an IID for Q, since there exists a 1–1
correspondence between P-primary ideals in R and P R˜-primary ideals in R˜.
Thus, from now on we will assume that the ideal Q ⊂ K [x1, . . . , xn] is zero-
dimensional and primary. Moreover it is sufficient to solve the problem in A = R/Q =
π(R), which is a local ring in addition to being a finite-dimensional K -vector space: if
(0) =⋂si=1 Qi is an IID for the ideal (0), then Q =⋂si=1 π−1(Qi ) is an IID for Q.
In order to find an IID for the ideal (0) in a local finite-dimensional K -algebra A with
maximal ideal P , by Corollary 2.3 and Proposition 2.4 it is sufficient to find an irredundant
set of generators for (0)⊥ = Â. Observe that, since A is local, by Nakayama’s Lemma any
irredundant set of generators of an ideal in A is a minimal basis of the ideal, that is a set of
generators of minimal cardinality in the family of all sets of generators.
It will be helpful to consider the ideal
S = (0 : P) = {x ∈ A | x P = (0)},
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called the socle of A. Since PS = (0), the ideal S is also an A/P-vector space, and, by
Nakayama’s Lemma, any basis of S as an A/P-vector space is a minimal basis of S as an
ideal.
Another useful property of the socle is the following:
Proposition 3.3. For any ideal I = (0) of A, we have S ∩ I = (0).
Proof. There exists r ∈ N such that Pr = (0). Let n ∈ N be the minimal integer such that
Pn I = (0). Then (0) = Pn−1 I ⊆ S ∩ I . 
We can use the socle to find a minimal set of generators for (0)⊥ = Â:
Theorem 3.4. Let {u1, . . . , us} be a minimal set of generators for the socle S and let
{c1 = 1, c2, . . . , cr } be a K -vector space basis for A/P. Consider the sr elements
{u1, c2u1 . . . , cr u1, . . . , us, . . . , cr us} which form a K -vector space basis for the socle
S. Denote by U = {û1, . . . , ûs} ⊂ Â a set of linear maps such that ûi (ui ) = 1 and
ûi (u j ck) = 0 for i = j and ∀k = 1, . . . , r . Then U is a minimal set of generators for Â as
an A-module.
Proof. To prove that the elements of U generate Â, it is enough to show that J = 〈U〉⊥ is
the ideal (0) in A.
Using Proposition 2.2 we see that J = 〈U〉⊥ = ⋂si=1〈ûi 〉⊥. If on the contrary J is
non-zero, then J ∩ S is also non-zero. Let v be a non-zero element of J ∩ S and write
v =∑si=1 ai ui with ai ∈ A. Since v = 0, we can assume for instance that a1u1 = 0; thus
a1 ∈ P because PS = (0).
For all a ∈ A we can write a ∈ A/P as a = ∑ri=1 ri ci with ri ∈ K ; hence
a =∑ri=1 ri ci + p for some p ∈ P . Thus au j =∑ri=1 ri ci u j and so Au j is generated as
a K -vector space by {c1u j , . . . , cr u j }. Since û1(ci u j ) = 0 for all i = 1, . . . , r and for all
j = 2, . . . , s, then (Aû1)(u j ) = û1(Au j ) = 0 and thus u j ∈ 〈û1〉⊥ ∀ j = 2, . . . , s. This
implies that a1u1 = v −∑si=2 aiui ∈ 〈û1〉⊥. The element a1 is invertible because a1 ∈ P ,
so we would get u1 ∈ 〈û1〉⊥ which is a contradiction as û1(u1) = 1.
Thus we have shown that J = (0) and that the elements of U generate Â. To show
that these generators are minimal, it is enough to observe that if we exclude û j from our
set of generators, then the element u j is contained in all the other 〈ûk〉⊥ and hence their
intersection is non-zero. 
Note that the maps ûi are not uniquely determined by the conditions requested in the
previous statement; any such set of maps will do the job.
Corollary 3.5. The ideals Qi = 〈ûi 〉⊥, i = 1, . . . , s, give an irredundant irreducible
decomposition of (0). In particular the number of irreducible components coincides with
the dimension of S as an A/P-vector space.
To make this decomposition effective we will also need to compute the kernels
of the principal submodules generated by each of the functionals û1, . . . , ûs . Let
{u1, . . . , us, us+1, . . . , u p} be a basis of A as a K -vector space. Recall that x ∈ 〈ûi 〉⊥
if and only if, for all j = 1, . . . , p, we have (u j · ûi )(x) = ûi (xu j ) = 0. If we write
x =∑ph=1 bhuh in terms of the linear basis {u1, . . . , u p} with coefficients bh ∈ K , we get
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that x ∈ 〈ûi 〉⊥ if and only if ûi (xu j ) = ûi (∑ph=1 bhuhu j ) =
∑p
h=1 bhûi (uhu j ) = 0 for
all j , and so the bh’s are the solutions of this linear system.
By Theorem 3.4, if we know a minimal set of generators for the socle S, and hence
in particular a basis of S as an A/P-vector space, we get an IID of (0). We can extract
a minimal basis of S from a set of generators using the module Σ of syzygies of S and
Gaussian elimination (see Greuel and Pfister, 2002). Namely, an element s in a set of
generators is redundant if and only if there exists a syzygy in Σ in which the coefficient
of s is invertible, i.e. it does not belong to P . Once we have removed this element, we can
find the syzygies among the remaining generators by Gaussian elimination.
An alternative approach is based on the following:
Proposition 3.6. It is possible to compute a minimal set of generators for any ideal L of a
local finite-dimensional K -algebra (A, P).
Proof. Consider first the case when L is an A/P-vector space. Let {u1, . . . , um} be any
set of generators for the ideal L and compute a basis {c1 = 1, c2, . . . , cr } of A/P as
a K -vector space. We can assume that u1 = 0. For j = 2, . . . , m remove u j from
the list of generators if u j ∈ SpanA/P (u1, . . . , u j−1), which we can test by checking if
u j ∈ SpanK (c1u1, . . . , cr u1, . . . , c1u j−1, . . . , cr u j−1). The set {u1, . . . , us} we get at the
end of this process is a basis of L as an A/P-vector space and therefore, by Nakayama’s
Lemma, a minimal set of generators for L as an ideal.
In the case of a general ideal L, we note that L = L/P L is an A/P-vector space.
Representatives in L of an A/P-vector space basis of L, which can be computed as before,
will be a minimal basis for L. 
In Gröbner (1934) it is proved that, if {b1, . . . , bs} is a minimal basis for the socle S and
Li is a maximal ideal in A not containing bi , then {L1, . . . , Ls} is an IID of (0). Using the
previous results, we can give a constructive version of Gröbner’s theorem.
4. Principal dual modules
In this section we will consider the case when Â is generated by one single functional
over A, say Â = 〈φ〉. If g1, . . . , gk are generators of a submodule of Â, then each gi is a
multiple of φ, i.e. gi = aiφ for some ai ∈ A. Thus the submodule of Â generated by the
gi ’s can also be represented by operating on φ with the ideal in A generated by the ai ’s,
and we have:
Lemma 4.1. If Â = 〈φ〉, then there is a one-to-one correspondence between ideals of A
and submodules of Â:
(I ⊆ A) ←→ (〈Iφ〉 ⊆ Â).
Lemma 4.2. If Â = 〈φ〉 and I is an ideal of A such that φ(I ) = 0, then I = (0).
Proof. If φ(I ) = 0, then also (Aφ)(I ) = φ(I A) = φ(I ) = 0, so I is contained in
〈φ〉⊥ = ( Â)⊥ = (0). 
Using the previous properties, we can express orthogonals in terms of quotients:
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Proposition 4.3. If Â = 〈φ〉, then for any ideal I ⊆ A and for any A submodule 〈Jφ〉 ⊆ Â
we have
I⊥ = 〈(0 : I )φ〉
〈Jφ〉⊥ = (0 : J ).
Proof. Let I⊥ = 〈Lφ〉 for some ideal L ⊆ A. Then φ(I L) = Lφ(I ) = 0; hence I L = (0)
and therefore L ⊆ (0 : I ). Since ((0 : I )φ)(I ) = 0, then 〈(0 : I )φ〉 ⊆ I⊥ and hence
(0 : I ) ⊆ L. Thus L = (0 : I ).
The second identity is proved similarly. 
Corollary 4.4. If Â = 〈φ〉 and I ⊆ A, then
(0 : (0 : I )) = I.
We have thus obtained a well known duality for ideals in zero-dimensional Gorenstein
rings, that already appeared in Gröbner (1934).
Corollary 4.5. Let I ⊆ A be an ideal and let (0 : I ) = (a1, . . . , ak). If Â = 〈φ〉, then:
(1) I =⋂ki=1(0 : ai ).
(2) The decomposition above is irredundant if and only the generating set is irredundant.
(3) If we also assume that A is local, then any ideal of the form (0 : a) is irreducible.
Proof. (1) I⊥ = 〈(0 : I )φ〉 = 〈a1φ, . . . , akφ〉; hence we have I = ⋂ki=1〈aiφ〉⊥ =⋂k
i=1(0 : ai ).
(2) and (3) easily follow from the results of Section 2. 
In particular we remark that the computation of the previous decomposition for I does
not require the knowledge of a specific generator of Â.
The previous results suggest a second strategy for computing an irreducible
decomposition of a zero-dimensional primary ideal. The key observation we will use is
that, if a zero-dimensional ideal I ⊆ R = K [x1, . . . , xn] is a complete intersection, then
A = R/I is Gorenstein and hence Â ∼= A (see e.g. Kunz, 1985 or Eisenbud, 1996).
Lemma 4.6. Let Q be a zero-dimensional P-primary ideal in R and consider q1, . . . , qn,
with qi ∈ K [xi , . . . , xn], the polynomials in the reduced lex Gröbner basis for Q such that
each qi is monic in xi . Then the ideal J = (q1, . . . , qn) is P-primary.
Proof. The thesis immediately follows from the structure theorem for Gröbner bases for
primary zero-dimensional ideals in Gianni et al. (1988). The theorem asserts that, if G is
the reduced lex Gröbner basis for Q, then G = {q11, . . . , q1s1, . . . , qn1} where
(i) qi j ∈ K [xi , . . . , xn],
(ii) qi1 is monic in xi and qi1 ≡ hi ki (mod √Q ∩ K [xi+1, . . . , xn]) with hi an irreducible
polynomial,
(iii) qi j ≡ 0 (mod √Q ∩ K [xi+1, . . . , xn]) for all j > 1.
Then
√
J = (h1, . . . , hn) = P and hence the zero-dimensional ideal J is P-
primary. 
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Thus, by Lemma 4.6, the ideal J generated by the monic elements in the reduced
lex Gröbner basis for the zero-dimensional primary ideal Q is primary. Since it is also
a complete intersection, then A = R/J is zero-dimensional, local and Gorenstein.
Consider Q = Q/J and, using the method given above, compute a minimal basis of
generators f1, . . . , fs for the ideal (0 : Q) in A. Then {(0 : fi )}i=1,...,s is an irredundant
irreducible decomposition for Q in A and {(J : fi )}i=1,...,s is an irredundant irreducible
decomposition for Q in R. This shows:
Proposition 4.7. Let Q be a zero-dimensional primary ideal in R and denote by J the ideal
of R generated by the monic elements in the reduced Gröbner basis for Q in lex order. Let
f1, . . . , fs be a minimal set of generators for the ideal (0 : Q/J ). Then Q =⋂si=1(J : fi )
is an IID for Q.
Remark 4.8. Note that to compute (J : fi ) we can exploit the fact that J is zero-
dimensional and therefore one can use algorithms based on linear algebra (see Lakshman,
1990 and Möller and Tenberg, 2001).
5. Decomposition of zero-dimensional ideals
In this section we will obtain a decomposition into locally irreducible components for a
zero-dimensional ideal of R, not necessarily primary. First of all observe that:
Proposition 5.1. Let I be a zero-dimensional ideal in R and denote by J the ideal of R
generated by the monic elements in a reduced Gröbner basis for I (with respect to any fixed
monomial ordering). Let f1, . . . , fs be any set of generators for the ideal (J : I ). Then
(a) I =⋂si=1(J : fi ).
(b) The components (J : fi ) are locally irreducible (i.e. their primary components are
irreducible).
Proof. Since J is a complete intersection, R/J is Gorenstein. As we observed before,
this implies that R̂/J is a principal R/J -module and the decomposition of Corollary 4.5
applies. 
Remark 5.2. A similar decomposition (computed without Gröbner bases) was used in
Dickenstein and Sessa (1991) to reduce the problem of ideal membership to complete
intersection ideals.
The construction used in Proposition 5.1 also allows us to obtain a presentation of R̂/I
as an R/I -module that does not require the knowledge of a primary decomposition for I ,
unlike Heiß et al. (2002). Namely:
Corollary 5.3. Let I and J be as in Proposition 5.1. Then R̂/I ∼= (J : I )/J .
Proof. Let A = R/J . Then R/I ∼= A/(I/J ) and therefore R̂/I ∼= ̂A/(I/J ). Thus, as
an R/I -module, R̂/I is isomorphic to { f ∈ Â | f (I/J ) = 0} = (I/J )⊥. On the other
hand, since A ∼= Â = 〈φ〉, we have also that (I/J )⊥ = 〈(0 : (I/J ))φ〉 ∼= (J : I )/J as an
R/I -module. 
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Proposition 5.1 gives a decomposition of any zero-dimensional ideal into components
(J : fi ) such that R/(J : fi ) is Gorenstein. Note that this decomposition does not require
polynomial factorization and could be used to produce simpler components of ideals as
a preliminary step to primary decomposition. In the case of polynomial rings in two
variables, these components are complete intersections (see Eisenbud, 1996); properties
of Gorenstein rings in three variables were explored in Buchsbaum and Eisenbud (1977).
Example. Let I = (x2y2 + x2 y, y4 + 2y3 + y2, x3 − xy2 − xy) be an ideal given by its
Gröbner basis under graded reverse lex ordering. In this case J = (y4 + 2y3 + y2, x3 −
xy2 − xy) and hence (J : I ) = (y2 + y, x). So we can decompose I as
I = (J : y2 + y) ∩ (J : x)
= (x3, y2 + y) ∩ (y4 + 2y3 + y2, x2 − y2 − y) = I1 ∩ I2.
The ideals I1 and I2 are complete intersections and their primary components are
irreducible, since I1 = (x3, y+1)∩(x3, y) and I2 = (y2+2y+1, x2+y+1)∩(x2−y, y2).
From the previous results we also get the following characterization of zero-dimensional
Gorenstein rings:
Corollary 5.4. Let I and J be as in Proposition 5.1. Then R/I is Gorenstein if and only if
there exists f ∈ R such that I = (J : f ).
If the elements f1, . . . , fs in Proposition 5.1 are chosen to be a minimal set of
generators of (0 : I/J ), then the decomposition given in Proposition 5.1 is minimal among
the decompositions of that form.
We now present an algorithm for computing a minimal set of generators for a finitely
generated R/J -module; we can apply this algorithm to (0 : I/J ) to obtain a shortest
decomposition in Proposition 5.1. This will also construct the required polynomial f in
Corollary 5.4 in the case when R/I is Gorenstein.
Let A be a finite-dimensional K -algebra and M a finitely generated A-module. The
problem of finding a minimal basis for M is, by Nakayama’s Lemma, equivalent to solving
the same problem for the (A/
√
A)-module M/
√
AM = (A/√A) ⊗A M , where
√
A
denotes the Jacobson radical of A. So we can assume that
√
A = (0).
Observe also that, if A = K [x1, . . . , xn]/L, then A/
√
A ∼= K [x1, . . . , xn]/
√
L.
Denote by P1, . . . , Pt the prime (and therefore maximal) ideals of A, and T =
{1, . . . , t}. In our situation √A = (0) =⋂i∈T Pi . In particular
A ∼=
∏
i∈T
A/Pi ∼=
∏
i∈T
APi .
Any basis of M projects onto a set of generators of MPi for all i ; if the basis is also minimal,
as an easy consequence of the Chinese Remainder Algorithm there exists at least one index
i such that its projection is a basis of MPi as an APi -vector space. Hence any minimal
basis must contain as many elements as the maximal dimension of the localizations of
M .
Obviously, a necessary condition for an element m ∈ M to belong to a minimal basis
for every localization MPi of M is that m Pi = 0 for all i ; in such a case m cannot be a
zero-divisor in M , that is (0 : m) = (0).
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It will therefore be helpful to consider some properties of (0 : m), the annihilator of m,
in our situation:
Proposition 5.5. For all m ∈ M we have
(0 : m) =
⋂
i∈T1
Pi
where T1 = {i ∈ T | m Pi = 0}.
Proof. Observe that if m Pi = 0 then (Pi : m) = Pi ; else (Pi : m) = (1). Hence
(0 : m) =
⋂
i∈T
(Pi : m) =
⋂
i∈T1
Pi . 
Corollary 5.6. For all m ∈ M we have
(1) (0 : m) = (0) if and only if m Pi = 0 for all i .
(2) (0 : (0 : m)) = (0 : (⋂i∈T1 Pi )) =
⋂
i∈T \T1 Pi .(3) (0 : m) + (0 : (0 : m)) = (1).
(4) (0 : m) ∩ (0 : (0 : m)) = (0).
(5) (0 : m) = (1) in A/(0 : (0 : m)).
The previous results suggest a method for computing a minimal set of generators B for
the module M starting from any set of generators m1, . . . , mk .
Let N1 = (0 : m1).
If N1 = (1), then m1 is redundant and we discard it.
If N1 = (0), then we insert m1 in B and continue the computation working in M/〈m1〉
with m2, . . . , mk as generators.
Finally, if (0) = N1 = (1), we denote N2 = (0 : (0 : m1)) and, for i = 1, 2, we
consider the Ai -module Mi = Ai ⊗A M where Ai = A/Ni . Then we can continue our
search for minimal generators working independently in M1 and in M2: over A1 we have
(0 : m1) = (0), and hence m1 can belong to a minimal basis for the localizations MP at all
primes P in A1; instead, by Corollary 5.6, step (5), over A2 we have (0 : m1) = (1), and
hence m1 is redundant and we can discard it.
If we know two minimal bases B1 = {m(1)1 , . . . , m(1)k1 } and B2 = {m
(2)
1 , . . . , m
(2)
k2 }
respectively for M1 and M2, we can reconstruct a minimal basis for M over A using the
following procedure, based on the Chinese Remainder Algorithm, that we will denote by
CRA-M(B1,B2, N1, N2). First of all, if, say, B2 has fewer elements than B1, we extend B2
by zero elements until it has as many elements as B1. Next we compute ni ∈ Ni such that
n1 +n2 = 1. Then the set {mi }i=1,...,k1 , where mi = n2m(1)i +n1m(2)i , is a set of generators
for M; moreover they are also a minimal basis since, by construction, they are a minimal
basis in at least one localization MPi .
The previous procedures can be implemented by the following algorithm:
MIN-GEN(M, N,M,B)
Input :
N a zero-dimensional radical ideal of K [x1, . . . , xn], A = K [x1, . . . , xn]/N ,
M an A-module,
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B, a minimal set of generators of a submodule of M ,
M = {m1, . . . , mk}, elements of M such thatM ∪ B generates M .
Output : a minimal set of generators for M .
M = ∅ =⇒ B
– – basic recursive step
m := m1
N1 := (〈B〉 : m)
M :=M \ {m}
– – case 1: m is redundant
N1 = (1) =⇒ MIN-GEN(M, N,M,B)
– – case 2: m is a good element in all localizations
N1 ⊂ N =⇒ MIN-GEN(M, N,M,B ∪ {m})
– – case 3: m is a good element for the localizations at a proper subset of
– – primes; we select them, split the module M and reconstruct a minimal
– – basis via Chinese Remainder Theorem
N2 := (N : N1)
M1 := A/N1 ⊗A M
M2 := A/N2 ⊗A M
CRA-M(MIN-GEN(M1, N1,M,B ∪ {m}), MIN-GEN(M2, N2,M,B),N1, N2)
Corollary 5.7. If L is a zero-dimensional radical ideal of R = K [x1, . . . , xn], A =
R/L and M is the A-module generated by the elements m1, . . . , mk, then MIN-
GEN(M, L, {m1, . . . , mk},∅) is a minimal set of generators for M.
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