Abstract. We generalize the idea of a multiplier in two different ways. First of all, we consider multipliers in the form of a vector acting on a scalar function.
Introduction
The results of Geiss, Montgomery-Smith, Saksman [7] generalized from an idea of Bourgain [4] seems to be quite robust. Bourgain originally used this technique for the Hilbert transform, to get an L p lower bound in terms of U MD constant.
Geiss, Montgomery-Smith, Saksman were able to generalize this quite a bit further to the class of real-valued, even multipliers that are continuous and homogoenous of order zero. The argument, with a little bit of effort will generalize even further. We are able to get a lower bound of an operator corresponding to either vector-valued multipliers or matrix-valued multipliers also in terms of the natural generalization of U MD. With matrix valued multipliers, one can get the lower bound of an L p operator corresponding to a complex multiplier in terms of U MD. We present the Ahlfors-Beurling operator as such an example. Similarly, for 1 ≤ p, p 0 ≤ ∞ we can consider a bounded sequence a = {a k } k∈Z n ⊂ C. We say that a is the discrete multiplier corresponding the operator T a , if
is a bounded operator from L p (T n ) → L p 0 (T n ), considering functions f being trigomometric polynomials on T n := [−π, π) n . The space of all such a is denoted M p,p 0 (Z n ) with norm a M p,p 0 (Z n ) := T m L p →L p 0 . In this paper, we will just take a k = m(k) and call m the discrete multiplier under this restriction so that the operator is defined as (
Generalizing the idea of a muliplier, let us consider M = {m i } 1≤i≤m as a vectorvalued function whose entries are bounded functions from R d to C and p, p 0 such that 1 ≤ p, p 0 ≤ ∞. We say that M is the multiplier corresponding to the op-
as an extension of the scalar case and
We use the notation M = ( m i ) 1≤i≤m to denote the discrete multiplier. 
2.2. Operator Norm of a Quadratic Perturbation of Martingale Transform. Let {r n } n≥0 the Rademacher sequence. Let {F N } N ≥0 and {G N } N ≥0 be C-valued martingale difference sequences of the form
where d k : {±1} k → C is integrable and β is a vector with entries β i ∈ ±1. For any particular such β, MT β (F N ) := G N is a martingale transform. Let τ ∈ R and
(2.1)
.
2 for τ 2 ≤ p * − 1 and 1 < p < 2 or τ ∈ R and 2 ≤ p < ∞ and shown in [1] , [2] and [3] ,where p * = max{p, Transference allows us to reduce this to getting a lower bound for
which is easier to work with.
Proof. The proof that we present here is a generalization of the proof in [8] , on pp.
221-223, for m being a scalar valued multiplier, so we will briefly describe the difference in the argument needed. We claim that for P and Q being trigonometric polynomials, L ε (x) = e −πε|x| 2 and
Indeed, by linearity we can just consider P(x) = e 2πi(j,x) and
On the other hand 
The last line uses the fact that for a continuous function g the Poisson summation formula gives lim ε→0 ε dp 2p 0
and similarly with q, q 0 replacing p, p 0 .
The proof of this is a similar modification to the scalar case (see pp. 223 -225 in [8] ) as was just shown in Lemma 3.
2.4.
Lower Bound of Vector-Valued Multipliers. Let Q = T d and P k be the trigonometric polynomials from Q k to C. The following two theorems are generalizations of the results in [7] . We give a slightly different argument to both that also require some modifications in the more general setting.
Similarly,
. . , θ k ) to emphasize that we are thinking of the quantity as a function of η and θ as a parameter. This is because T M can only act on a function of one variable η ∈ Q. Also, from this point on in the proof, all measures will be normalized Lebesgue measures.
We claim that
with convergence being uniform. Let us prove this claim.
Note that l k 0 by how we defined E k , so the fact that M may not be continuous at the origin is fine. Then, 
Note that we used the concave version of Jensen's inequality in (2.5). 
Proof. For this proof we will continue using the notation Q to represent 
Let δ > 0 be given and m(v ± ) = δ ± , then there exists {n
To ease notation, let n ± be one such n ± k . Since sign is an odd L p function on [−π, π) then sign(θ) = j∈Z\{0} c j sin(jθ) for some c j 's, where θ ∈ [−π, π). Let ψ ± (θ) = sign(n ± , θ), θ ∈ Q and {α k } N k=0 an arbitrary sequence from {δ ± }. Then if we define
an easy computation shows that
Since (r 0 , . . . , r N ) has the same distribution on [0, 1) as (ψ 0 (θ 1 ), . . . , ψ N (ψ N )) has
Using Theorem 5 gives
So, all together we have
Now that we have our main estimate we just need to rescale δ ± to ±1 to get C τ p,p 0 into the estimate. Let A = 2 δ + −δ − , then we can choose the correct α k so that
where β k satisfies the estimate in (2.6). We can use (2.6) and (2.7) to get
where the last inequality is due to Theorem 3. 
Note that C τ p,p was computed as ((p * − 1) 2 + τ 2 ) 1 2 , for |τ| ≤ 1 2 and 1 < p < 2 or τ ∈ R and 2 ≤ p < ∞ in [1] , [2] and [3] . For a definition and properties of the Ahlfors-Beurling operator look ahead to Section 3.5.
Remark 8. We expect the converse inequality to be the same. So this lower bound technique will be sharp just as when τ = 0. This tells us that if we are able to determine the operator norm of some perturbation of the martingale transform, then we will be able to determine the lower bound of the same perturbation of ℜB and ℑB, using the same proof as here.
Matrix-Valued Multipliers
3.1. Multipliers. Generalizing the idea of a scalar muliplier, let us consider M = {m ij } 1≤i,j≤m as a matrix-valued function whose entries are bounded functions from R n to C and p, p 0 such that 1 ≤ p, p 0 ≤ ∞. We say that M is the multiplier cor-
We use the notation M = ( m ij ) 1≤i,j≤m to denote the discrete multiplier. For any particular such β, MT β (F N ) := G N is a martingale transform.
Note that U MD p (X) = U MD p,p (X). For definitions and properties regarding U MD p (X) for a Banach space X, refer to [5] . There is one property that is very useful in getting sharp estimates for singular integrals. The property is that U MD p (H ) = p * − 1, where H is a Hilbert space.
3.3.
Transference. The same proofs from Section 2.3 apply here to the following. . We
where U is a unitary matrix and δ
Remark 15. The main application of Theorem 14 will be to matices M that are unitarily diagonalizable and satisfy the needed assumptions. Recall, for example, that self-adjoint matrices are unitarily diagonalizable. Also, a 2 × 2 matrix that is the sum of a skew-symmetric matrix and diagonal matrix is unitarily diagonalizable as well, as we will use as an application in the next section. The upper bound comes from [6] . 
