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Supplementary methods

Feature subset selection
Feature subset selection algorithm usually falls into two categories, named as filter and wrapper methods [1] . Filter method select features subset at a pre-processing step, which is independent of the chosen predictor. Among the existing filter methods in feature weighting, the RELIEF algorithm is considered as one of the most powerful ones due to its simplicity and effectiveness [2] . Among of these RELIEF algorithms, the Local Linear RELIEF (LL-RELIEF) model is the pioneering technique in the RELIEF family [3] . problem [5, 6] . [3, 4] Alternatively, one may increase the performance of weak binary classifiers, as the decision tree algorithm in our case, by reinforcing training on misclassified samples through voting to combine the output of multiple models [7] . This technique, which is called boosting, can achieve comparable performance to classical classifier and is less sensitive to data characteristics [8, 9] . The Adaptive boosting (AdaBoost) is a widely used boosting algorithm due to its high efficiency and implementation simplicity [10, 11] . The wrapper method has the advantage of favourable performance; however, its usage in biomedical area is limited because of its high computational cost.
AdaBoost model
AdaBoost is a boosting algorithm, which runs a given weak learner several times on slightly altered training data, and combines the derived hypotheses to one final hypothesis in order to achieve greater accuracy than the weak learner's hypothesis would have [12] . The AdaBoost assumes that each training example of the set act in different discrimination roles at different training stages. The features that can be easily recognized are supposed to have less power in classification, while the features that are misclassified should be penalized to have good discrimination power. Therefore, the weak learner focuses on the 'difficult' features, which are believed to be rich of information. The richness of each feature is represented by a weight. The purpose of the classification is to pursue accurate weights for all the participants by adaptively adjusting, which is based on the classification results in every round. The final classification result is a combination of the results obtained from all rounds.
Measurements after receiving operating characteristics analysis
The following terms were calculated for evaluating algorithm performance. True positive (TP) and true negative (TN) means the total number of correctly predicted patients, and false negative (FN) and false positive (FP) indicates total number of misclassified patients. The overall accuracy is defined as OA = (TP+TN)/(TP+TN+FP+FN), which may also be reported as a percentage. We defines the sensitivity = TP/(TP+FN) and specificity = FN/(TN+FN). AUC refers to area under the receiver operating characteristic (ROC) curve, which is a plot of true positive rate (i.e. sensitivity) versus false positive rate (i.e. 1-specificity) for predicted patients.
