Abstract. We study the zeta-regularized determinant of a non self-adjoint elliptic operator on a closed odd-dimensional manifold. We show that, if the spectrum of the operator is symmetric with respect to the imaginary axis, then the determinant is real and its sign is determined by the parity of the number of the eigenvalues of the operator, which lie on the positive part of the imaginary axis. It follows that, for many geometrically defined operators, the phase of the determinant is a topological invariant. In numerous examples, coming from geometry and physics, we calculate the phase of the determinants in purely topological terms. Some of those examples were known in physical literature, but no mathematically rigorous proofs and no general theory were available until now.
Introduction
In the recent years several examples appeared in physical literature when the phase of the determinant of a geometrically defined non self-adjoint Dirac-type operator is a topological invariant (see e.g., [11, 12, 2, 1] ). Many of those examples appear in the study of the non-linear σ-model for Dirac fermions coupled to chiral bosonic fields [2, 1] . The topologically invariant phase is called the θ-term. It has a dramatic effect on the dynamics of the Goldstone bosons but also has a great interest for geometers. Unfortunately, no mathematically rigorous proofs of the topological invariance of the phase of the determinant were available until now.
This paper is an attempt to better understand the above phenomenon. In particular, we find a large class of operators whose determinants have a topologically invariant phase. We also
The first author was partially supported by the Alfred P. Sloan foundation. The second author was partially supported by the NSF grant DMS-0204421. 1 develop a technique for calculation of this phase. In particular, we get a first mathematically rigorous derivation of several examples which appeared in physical literature. In many cases, we also improve and generalize those examples.
Our first result is Theorem 3.2 which states that the determinant of an elliptic operator D with a self-adjoint leading symbol, which acts on an odd-dimensional manifold and whose spectrum is symmetric with respect to the imaginary axis, is real. Moreover, the sign of this determinant is equal to (−1) m + , where m + is the number of the eigenvalues of D (counted with multiplicities) which lie on the positive part of the imaginary axis.
Note that this result is somewhat surprising. Indeed, if one calculates the determinant of a finite matrix D with the spectrum symmetric with respect to an imaginary axis, then one comes to a different result. E.g., the determinant is not necessarily real.
Suppose now that we are given a family D(t) of operators as above. Assuming that the eigenvalues of D(t) depend continuously on t one easily concludes (cf. Theorem 3.6) that the sign of the determinant of D(t) is independent of t. In particular, it follows that, if the definition of the operator D depends on some geometric data (Riemannian metric on a manifold, Hermitian metric on a vector bundle, etc.), then (provided the spectrum of D is symmetric) the sign of the determinant is independent of these data, i.e., is a topological invariant. We present numerous examples of this phenomenon. In all those examples we calculate the signs of the determinants in terms of the standard topological invariants, such as the Betti numbers or the degree of a map.
The paper is organized as follows:
In Section 2, we briefly recall the basic facts about the ζ-regularized determinants of elliptic operators.
In Section 3, we formulate and prove our main result (Theorem 3.2) and discuss its main implications.
In Section 4, we present the simplest (but still interesting) geometric examples of applications of Theorem 3.2.
In Section 5, we consider an operator D on a circle, which appeared in the study of a quantum spin in the presence of a planar, time-dependent magnetic field. This operator depends on a map from a circle to itself. We calculate the phase of the determinant of D in terms of the winding number of this map.
In Section 6, we extend some of the examples considered by P. Wiegmann and the first author in [2] . The operator in question is a Dirac type operator D on an odd dimensional manifold M , whose potential depends on a section n of the bundle of spheres in R ⊕ T M . In particular, if the manifold M is paralelizable, n is a map from M to a dim M -dimensional sphere. We show that the sign of the determinant of D is equal to (−1) deg n , where deg n is the topological degree of n.
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Preliminaries on determinants of elliptic operators
Let E be a vector bundle over a smooth compact manifold M and let D :
2.1. The choice of an angle. Our aim is to define the ζ-function and the determinant of D. For this we will need to define the complex powers of D. As usual, to define complex powers we need to choose a spectral cut in the complex plane. We will restrict ourselves to the simplest spectral cuts given by a ray
Consequently, we have to choose an angle θ ∈ [0, 2π).
Definition 2.3. The angle θ is an Agmon angle for an elliptic operator D if it is principal angle for D and there exists ε > 0 such that
2.4.
The ζ-function and the determinant. Let θ be an Agmon angle for D. Assume, in addition, that D is injective. The ζ-function ζ θ (s, D) of D is defined as follows. Let ρ 0 > 0 be a small number such that
Define the contour Γ = Γ θ,ρ 0 ⊂ C consisting of three curves Γ = Γ 1 ∪ Γ 2 ∪ Γ 3 , where
is a pseudo-differential operator with smooth kernel D −s θ (x, y), cf. [14, 15] . Here λ −s θ := e −s log θ λ where log θ λ denotes the branch of the logarithm in C\R θ which takes real values on the positive real axis.
We define
It was shown by Seeley [14] (see also [15] ) that ζ θ (s, D) has a meromorphic extension to the whole complex plane and that 0 is a regular value of ζ θ (s, D).
More generally, let Q be a pseudo-differential operator of order q. We set
If Q is a projection, i.e., Q 2 = Q then [18, §6] , [19] (see also [10] for a shorter proof), the function ζ θ (s, D; Q) also has a meromorphic extension to the whole complex plane which is regular at 0. Finally, we define the ζ-regularized determinant of D by the formula
2.5. The case of an operator close to self-adjoint. Let us assume now that Though the operator D is not self-adjoint in general, the assumption (2.7) guarantees that it has nice spectral properties. More precisely, cf. [9, §I.6], the space L 2 (M, E) of square integrable sections of E is the closure of the algebraic direct sum of finite dimensional D-invariant subspaces
such that the restriction of D to Λ k has a unique eigenvalue λ k and lim k→∞ |λ k | = ∞. In general, the sum (2.8) is not a sum of mutually orthogonal subspaces. The space Λ k are called the space of root vectors of D with eigenvalue λ k . We call the dimension of the space Λ k the multiplicity of the eigenvalue λ k and we denote it by m k . By Lidskii's theorem [8] , [13, Ch. XI] , the ζ-function (2.4) is equal to the sum (including the multiplicities) of the eigenvalues of D −s θ . Hence,
where log θ (λ k ) denotes the branch of the logarithm in C\R θ which take the real values on the positive real axis.
2.6. Dependence of the determinant on the angle. Assume now that θ is only a principal angle for D. Then, cf. [14, 15] , there exists
Thus we can choose an Agmon angle θ ′ ∈ (θ − ε, θ + ε) for D.
In this subsection we show that Det θ ′ (D) is independent of the choice of this angle θ ′ . For simplicity, we will restrict ourselves with the case when D is an operator close to self-adjoint, cf. Subsection 2.5. Let θ ′′ > θ ′ be another Agmon angle for D in (θ − ε, θ + ε). Then there are only finitely many
Hence,
and
Note that the equality (2.12) holds only because both angels θ ′ and θ ′′ are close to a given principal angle θ so that the intersection spec ( 3. Operators whose spectrum is symmetric with respect to the imaginary axis In this section M is an odd-dimensional closed manifold, E → M is a complex vector bundle over M , and D is a differential operator of order m ≥ 1 which is close to self-adjoint (cf. Subsection 2.5) and invertible.
3.1. The phase of the determinant and the imaginary eigenvalues. Suppose that the spectrum of D is symmetric with respect to the imaginary axis. More precisely, we assume that, if λ = ρe iα is an eigenvalue of D with multiplicity m, then ρe −i(π+α) is also an eigenvalue of D with the same multiplicity. Since the leading symbol of D is self-adjoint, ± Let m + denote the number of eigenvalues of D (counted with multiplicities) on the positive part of the imaginary axis, i.e., on the ray R π/2 (cf. (2.1)).
Our first result is the following Theorem 3.2. In the situation described above
In particular,
is a real number, whose sign is equal to (−1) m + .
Remark 3.3. a. For (3.1) to hold we need the precise assumption on θ which we specified above. However, if we are only interested in the sign of the determinant of D, the result remains true for all θ ∈ (−π, π). This follows from (2.12). b. Note that only the eigenvalues on the positive part of the imaginary axis contribute to the sign of the determinant. This asymmetry between the positive and the negative part of the imaginary axis is coursed by our choice of the spectral cut R θ in the upper half plane. If we have chosen the spectral cut in the lower half plane the sign of the determinant would be determined by the eigenvalues on the negative imaginary axis.
be all the eigenvalues of D which lie in the solid angle L (θ−π,π/2) (here and below all the eigenvalues appear in the list the number of times equal to their multiplicities). Since the spectrum of D is symmetric with respect to the imaginary axis,
be all the imaginary eigenvalues of D (since ± π 2 are principal angles for D, there are only finitely many of those, cf. Subsection 2.6). Then
Note that z(s) and z ′ (s) are real for s ∈ R. Hence, we obtain
1 Since we have chosen a spectral cut along the ray R θ with θ ∈ (π/2, π) we write all the eigenvalues in the
We will now calculate z(0) by comparing it with the ζ-function of the operator D 2 . The angle 2θ is a principal angle for D 2 and
be the orthogonal projections onto the spans of the eigensections of D corresponding to the eigenvalues in L (−π/2,π/2) and in L (π/2,3π/2) respectively. Then, using the notation introduces in (2.5), we obtain
Hence, cf. the discussion in the end of Subsection 2.4, the function ρ −s j sin(α j + π 4 )s has a meromorphic extension to the whole complex plane, which is regular at 0. Thus, the first term in the RHS of (3.3) vanishes when s = 0. The equality (3.3) implies now that
It is well known, cf. [14] , that the ζ-function of a differential operator of even order on an odd-dimensional manifold vanishes at 0. In particular, ζ 2θ (0, D 2 ) = 0. Thus,
Substituting this equality into (3.2), we obtain (3.1).
Remark 3.4. Note that the result of Theorem 3.2 is somewhat surprising. Indeed, if one thinks about Det θ D as a formal product of the eigenvalues of D, then one can do the following formal computation (where we shall use the notation introduces in the proof of Theorem 3.2): for each j = 1, 2, . . . the product of the eigenvalues ρ j e iα j and ρ j e i(π−α j ) is a real number. Hence, one expects
(m + −m − ) , which is quite different from the correct answer given by Theorem 3.2. This example illustrates the danger of formal manipulations with determinants 2 .
2 The fact that formal computations often lead to wrong answers is well known. In particular, Det θ D might not be real even if D = D * so that all the eigenvalues of D are real, cf., for example, [20] .
3.5. Stability of the phase of the determinant. Suppose now that D(t) is a family of close to self-adjoint operators, depending on a real parameter t. We will say that the spectrum of D(t) depends continuously on t if, for each t, we can represent L 2 (M, E) as a closure of a sum of D(t)-invariant finite dimensional subspaces,
• the restriction of D(t) to Λ k has a unique eigenvalue λ k (t) and lim k→∞ |λ k (t)| = 0;
• for every k = 1, 2, . . ., the function λ k (t) is continuous in t.
Theorem 3.6. Let now D(t) be a family of operators depending on a real parameter t. We assume that for each t ∈ R the operator D(t) satisfies all the assumptions of Theorem 3.2. In particular, its spectrum is symmetric with respect to the imaginary axis. Assume, in addition, that the eigenvalues of D(t) depend continuously on t. For each t let us choose an Agmon angle θ(t) ∈ (π/2, π). Then Det θ(t) D(t) is real and its sign of is independent of t.
Proof. By our assumptions, the eigenvalues of D(t) are symmetric with respect to the imaginary axis and never pass through zero. It follows that when one of the eigenvalues reaches R π/2 from the left the other must reach it from the right. In other words, the parity of the number of the eigenvalues on the imaginary axis is independent of t. The theorem follows now from Theorem 3.2 and Remark 3.3.
3.7. Topological invariance of the phase of the determinant. The eigenvalues always depend continuously on t if D(t) = D 0 + tB, where D 0 is an elliptic differential operator of order m ≥ 1 and B is a differential operator whose order is less than m, cf. [7] . They also often depend continuously on t when we have a smooth family of geometric structures (i.e, Riemannian metrics on a manifold, Hermitian metrics on a vector bundle, etc.) and D(t) is a family of geometrically defined operators (Dirac operators, Laplacians, etc.) depending of these geometric structures. Suppose, in addition, the spectrum of D(t) is symmetric with respect to the imaginary axis. Then, in view of Theorem 3.6, it is natural to expect that the phase of the determinant is a topological invariant. A natural question is how to relate this invariant to the other topological invariants. In other words, we would like to find a topological method of calculating the phase of the determinant of geometric operators, whose spectrum is symmetric with respect to the imaginary axis. In the rest of the paper we present numerous examples in which such a calculation is indeed possible.
First examples
In this section we present some simple examples of applications of Theorem 3.2. More sophisticated examples will be considered in the subsequent sections. 
acting on the space of function on the circle S 1 . Clearly, the only imaginary eigenvalue of D a is ia. Hence, Theorem 3.2 implies that, for θ ∈ (0, π), we have 
has exactly one imaginary eigenvalue λ = ia and its multiplicity is equal to the sum for all a ∈ R, 0 < θ < π.
To construct a more interesting example let us fix non-zero real numbers a 0 , . . . , a N and consider the operator A : Ω * (M ) → Ω * (M ) defined by the formula
Then one easily concludes from Theorem 3.2 that
Another interesting example can be constructed as follows. Let * : Ω * (M ) → Ω N − * (M ) denote the Hodge-star operator. Consider the operator Γ : Ω * (M ) → Ω N − * (M ), defined by the formula
Since N = 2l + 1 is odd, Γ is self-adjoint, satisfies Γ 2 = 1, and commutes with d + d * . In particular, Γ acts on Ker(d + d * ) and this action has exactly 2 eigenvalues ±1, which have equal multiplicities
Hence, the operator
has exactly 2 imaginary eigenvalues ±i, and multiplicities of these eigenvalues are equal to . We leave the details to the interested reader.
A Dirac-type operator on a circle
In this section we consider the operator D on the circle, which appears, e.g., in the study of a quantum spin in the presence of a planar, time-dependent magnetic field. In the case when magnetic field is changing adiabatically in time the wave function of spin 1/2 acquires the phase πk, where k is an integer number of rotations that the direction n of magnetic field makes around the origin during the time evolution. This adiabatic phase is called the Berry phase [5] . For adiabatic evolution of magnetic field the Berry phase is equal up to a trivial dynamic factor to the determinant of the operator D defined in (5.2) below, cf., e.g., [2] . The main result of this section is Theorem 5.3 which calculates the phase of this determinant. This theorem is known in physical literature (see e.g., [2] ), but no mathematically rigorous proofs were available until now.
5.1. The setting. Let S 1 be the circle, which we view as the interval [0, β] (β > 0) with identified ends. Let n : S 1 −→ z ∈ C : |z| = 1 be a smooth map. Then there exists a smooth function φ : R → R, satisfying the periodicity conditions
such that n = e iφ . The number k above is called the topological degree (or the winding number) of the map n. Set n = 0 e iφ e −iφ 0 and consider the family of operators depending on a real parameter m
acting on the space of vector-functions ξ : [0, β] → C 2 with boundary conditions
We shall study the determinant of D. The following lemma shows that this determinant is non-zero for m sufficiently large. 
where ·, · stands for the standard scalar product on C 2 . Let ξ = (ξ, ξ) 1/2 denote the norm of the vector function ξ.
Integrating by parts the expression for Dξ 2 we obtain, for ξ satisfying the boundary condition (5.3),
For every θ ∈ (0, π) such that there are no eigenvalues of D on the ray R θ the following equality holds
where k is defined in (5.1) and ν is defined in (5.3). We precede the proof of the theorem with some discussion of the spectral properties of D.
5.5.
The spectral properties of D. In order to study the spectrum of D it is convenient to replace it by a conjugate operator as follows. The operator 
Thus the operator
acting on the space of vector functions with boundary conditions (5.5) is isospectral to D. We now consider the following deformation of D:
The same arguments which were used in the proof of Lemma 5.2 show that In particular, the operators D, −D, and D * are conjugated to each other.
Proof. An easy calculation shows that 
It is easy to see that all the eigenvalues of D 0 are given by the formula
Hence, D 0 does not have any eigenvalues on the ray R π/2 if k + ν is odd and has exactly one eigenvalue λ + (k+ν)/2 = im on this ray if k + ν is even. Theorem 5.3 follows now from Theorem 3.2.
The phase of the determinant and the degree of the map
This section essentially generalizes the previous section to manifolds of higher dimensions. For the case of a sphere of dimension N = 4l + 1 the results of this section have been obtained in [2] as topological terms in non-linear σ-models emerging as effective models for Dirac fermions coupled to chiral bosonic fields. However, no mathematically rigorous proofs were available until now. Note also that our result is more precise, since the equality (6.6) was obtained in [2] from the gradient expansion, i.e., only asymptotically for m → ∞.
The section is organized as follows: first we formulate the problem in purely geometric terms as a question about the determinant of the DeRham-Dirac operator with potential. We state our main result as Theorem 6.7. Then, in Subsection 6.8, we reformulate the result in terms of an operator acting on the tensor product of the two spaces of spinors. This formulation is closer to the one considered in physical literature. Finally, we present the proof of Theorem 6.7 based on the application of Theorems 3.2 and 3.6.
6.1. The setting. Let M be a closed oriented manifold of odd dimension N = 2r + 1. We fix a Riemannian metric on M and use it to identify the tangent and the cotangent bundles, The bundle Λ * T M ⊗ C (and, hence, the space Ω * (M )) carries 2 anti-commuting actions of the Clifford algebra of T M (the "left" and the "right" action) defined as follows
where ι v denotes the interior multiplication by v. The DeRham-Dirac operator ∂ can be written now (cf. [4, Prop. 3 .53]) as
where ∇ LC denotes the Levi-Civita covariant derivative and e 1 , . . . , e N is an orthonormal frame of T M . We view the direct sum R ⊕ T M as a vector bundle over M . Consider the corresponding sphere bundle
Let n be a smooth section of the bundle S. In other words, n = (n 0 , n), where n 0 ∈ C ∞ (M ), n ∈ C ∞ (M, T M ) and n 2 0 + |n| 2 = 1.
Remark 6.2. Suppose M is a parallelizable manifold, i.e., there given an identification between T M and the product M × R N . Then n can be considered as a map
is a hypersurface, then, for every x ∈ M , the space R ⊕ T x M is naturally identified with R N +1 . Hence, n again can be considered as a map M → S N . Note, however, that, even if M is parallelizable, this map is different from (6.4).
Consider the map
and define the family of deformed DeRham-Dirac operators
We are interested in the phase of Det θ D mn for sufficiently large m. The following lemma shows that this determinant is well defined. Lemma 6.3. Fix an orthonormal frame e 1 , . . . , e N of T M and set
For m > max x∈M |(∇ LC n(x)| + |∇n 0 (x)| , zero is not in the spectrum of D.
The lemma is a particular case of a more general Lemma 6.11, cf. below. 
where e 1 , . . . , e N is an orthonormal frame of T M . This operator is independent of the choice of the frame [4, Lemma 3.17] (in fact, it coincides with the operator Γ defined in (4.2)). Moreover, Γ 2 L = 1 and Γ L commutes with c L (v) and anti-commutes with c R (v) for all v ∈ T M . Consider the map
Then
Hence, the map n → n defines a Clifford action of R ⊕ T M on Λ * T M . Assume now that M is a spin-manifold (without this assumption the construction of this subsection is true only locally, in any coordinate neighborhood). In particular, there exists a bundle S → M whose fibers are isomorphic to the space of spinors over R ⊕ T M . Then (cf. [4, Prop. 3.35] ) there exists a bundle S → M , such that Λ * T M ⊗ C → M can be decomposed as the tensor product S ⊗ S, and the operators n (n ∈ R ⊕ T M ) act only on the second factor. More precisely, if we denote by c S : R ⊕ T M → End S the Clifford action of R ⊕ T M on S, then n = 1 ⊗ c S (n).
We introduce now a new Clifford action c :
One readily sees that n and c(v) commute for all v ∈ T M, n ∈ R ⊕ T M . It follows (cf. [4, Prop. 3 .27]) that there is a Clifford action c S :
Comparing dimensions we conclude that S is a spinor bundle over M . It follows from (6.2) , that ∂ = Γ L ∂ S ⊗ 1, where ∂ S is the Dirac operator on S. Hence, the operator (6.5) takes the form
In this form this and similar operators appeared in physical literature. In particular, for the case when M is a (4l + 1)-dimensional sphere this operator 3 was considered in [2] . Also a result similar to our Theorem 6.7 was obtained in [2] for the operator
6.9. The idea of the proof. The rest of this section is devoted to the proof of Theorem 6.7, which is based on an application of Theorems 3.2 and 3.6. More precisely, we will deform operator D mn to an operator D whose determinant has the same sign (in view of Theorem 3.6). We then calculate the number of imaginary eigenvalues of D, which, in view of Theorem 3.2, will give us the sign of the determinants of D and D mn .
First, we need to define the class of operators in which we will perform our deformation. This is done in the next subsection. Clearly, D mn = D(mn 0 , mn). Also the following analogue of Lemma 6.3 holds
Then, for all m ≥ m 0 , zero is not in the spectrum of D(m 0 a, mv).
3 Note, however, that there is a sign discrepancy between our notation and the notation accepted in physical literature. Our operators cS (v), c S (n) are skew-adjoint and satisfy the equalities cS (v)
Consequently, the operator ∂ S is self-adjoint.
Let α ∈ Ω * (M ). Using (6.2), we obtain,
The following lemma shows that we can apply Theorem 3.2 to the study of Det θ (a, v) (and, hence, of Det θ D mn ).
Lemma 6.12. The operators D(a, v) and −D(a, v) * are conjugate to each other. Consequently, they have the same spectral decomposition (2.8).
In particular, the operators D mn and −D * mn are conjugate to each other.
Proof. Let N : Ω * (M ) → Ω * (M ) be the grading operator defined by the formula
6.13. Deformation of D mn . Let n = (n 0 , n) be as in Theorem 6.7. Suppose that deg(n) = ±k, where k is a non-negative integer. Then there exists a section n ′ = (n ′ 0 , n ′ ) of S, which is homotopic to n and has the following properties:
• There exists a Morse function f : M → R and a neighborhood U of the set {x 1 , . . . ,
and n ′ (x) = 0 for all x ∈ U \{x 1 , . . . , x k }.
• If n ′ (x) = 0 and x ∈ {x 1 , . . . , x k }, then n ′ 0 (x) = −1 and ∇f (x) = 0. Let x k+1 , . . . , x l be the rest of the critical points of f . Then n ′ (x) = 0 for all x ∈ {x 1 , . . . , x l }. Fix open neighborhoods V j (j = 1, . . . , l) of x j whose closures are mutually disjoint and such that V j ⊂ U for all j = 1, . . . , k. We will assume that V j are small enough so that n ′ 0 (x) = 0 and n ′ (x) = 0 for all x ∈ V j \{x j }.
For each j = 1, . . . , l fix a neighborhood W j of x j , whose closure lies inside V j .
Let a : M → [−1, 1] be a smooth function such that
(6.10)
Consider the deformation (n 0 (t), n(t)) of the section (n ′ 0 , n ′ ) ∈ S given by the formulas n 0 (t) = ta + (1 − t)n ′ 0 , 0 ≤ t ≤ 1;
a, 1 ≤ t ≤ 2. , n(t) = n ′ , 0 ≤ t ≤ 1;
(t − 1)∇f + (2 − t)n ′ , 1 ≤ t ≤ 2.
Clearly, (n 0 (t), n(t)) = 0 for all t ∈ This is a self-adjoint operator whose spectrum was studied by Witten [17] (see, for example, [16] for a mathematically rigorous exposition of the subject). In particular, D(0, m∇f ) has the following properties:
• There exist a constant C > 0 and a function r(m) > 0 such that lim t→0 r(m) = 0 and, for all sufficiently large m > 0, the spectrum of D(0, m∇f ) lies inside the set − ∞, −C √ m ∪ − r(m), r(m) ∪ C √ m, ∞).
• Let E m denote the span of the eigenvectors of D(0, m∇f ) with eigenvalues in the interval − r(m), r(m) . Then, for all sufficiently large m, the space E m has a basis α 1,m , . . . , α l,m ( α j,m = 1) such that each α j,m is concentrated in W j in the following sense: is equal to k = deg n.
Proof. The spectral projection of the operator D(0, m∇f ) onto the space E m (cf. Subsection 6.14) is given by the Cauchy integral In particular, dim E
