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This dissertation entitled "The Problem Of Non-Response: A 
Mathematical Programming Approach" is submitted to the Aligarh Muslim 
University, Aligarh, for the partial fulfillment of the degree of Master Of 
Philosophy in Statistics. 
It is an attempt to formulate The Problem Of Non-Response arising in 
Univariate and Mulvariate Stratified Sample Surveys as Mathematical 
Programming Problem (MPP). Further these problems are solved using various 
Mathematical Programming Techniques. 
Generally in sample surveys the data cannot always be collected from all 
the units selected in sample. This incompleteness refer to the problem of non-
response. 
Mathematical Programming is concerned with the determination of the 
minimum or maximum of a function of several decision variables, which are 
subject to a number of constraints. Such situations exists in diverse fields of 
human activities, for example, Engineering sciences, Operations Research, 
Management sciences, Computer sciences. Numerical analysis, System 
analysis, Economics, Military sciences, Agriculture, Statistical analysis etc. 
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The work contained in this dissertation is spread over four Chapters. 
Chapter 1 provides an introduction to Census, Sample Surveys, Various 
SampHng Designs, Errors in Sample Surveys. The formulation of the General 
Mathematical Programming Problem (MPP). Non-linear Programming Problem 
(NLPP) and Kuhn-Tucker (K-T) conditions are also discussed. Some 
Mathematical programming techniques are also listed in this chapter. This 
chapter also provides brief theory of Mathematical Programming Techniques 
used in sampling and an introduction to Dynamic Programming Technique 
(DPT). 
In Chapter 2, the problem of non-response and its effects are discussed. 
Types of non-response in sample survey are also discussed. Using Hansen-
Hurwitz (1946) technique, the determination of the optimum sample size «' and 
the optimum subsampling fraction among non-respondents is also discussed. 
In Chapter 3, the problem of optimum allocation in Double Sampling 
with Subsampling the non-respondents is formulated as Mathematical 
Programming Problem (MPP). We find the optimum sizes of subsamples of 
non-respondents. For this in the first phase of solution the optimum values of 
sample sizes are obtained for which the variance of the estimated population 
mean is minimum for a fixed sample size. In the second phase of solution, the 
IV 
optimum allocation of subsample sizes of non-respondents are obtained for 
fixed total cost of the survey. 
A solution procedure using Dynamic Programming Technique (DPT) is 
developed to solve the resulting Mathematical Programming Problem (MPP). 
The computational details of the procedure are illustrated through a numerical 
example. 
In Chapter 4, the problem of determining the optimum allocation and the 
optimum size of subsamples to various strata in multivariate stratified sampling 
in presence of non-response is formulated as a Non-linear Programming 
Problem (NLPP). A solution to this problem is obtained using Lagrange 
multipliers technique. A numerical example is also presented to illustrate the 
computational details. 
A comprehensive list of references arranged in alphabetical order is also 
presented at the end of this dissertation. 
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CHAPTER 1 
INTRODUCTION 
1.1 SURVEY: 
The term survey implies collecting information either qualitative or 
quantitative on a finite set or subset of units constituting a population. For 
example, we may be interested in collecting information either on a set of 
persons or a set of animals or a set of plants or a set of households or a group of 
villages/cities or a group of business establishments or educational institutions, 
etc. The purpose of survey is to provide required information used for future 
planning or to assess its present status of the government departments, business 
concerns or research institutions. 
Surveys that cover the entire population under consideration are called 
"Census" or "Complete Enumeration". On the other hand surveys that are 
based on a selected part of the population (called sample) are known as sample 
surveys. Surveys are varied in nature and may be conducted in variety of fields. 
1.1.1 Population & Sample: 
A population is a group of individual persons, objects or items under 
study. For example, the citizens of India, schools in a particular state, hospitals. 
area under cultivation of any specific crop or yield of any specific crop in 
various districts etc. 
A sample is a finite part of a statistical population whose properties are 
studied to gain information about the whole. When dealing with human 
population, it can be defined as a set of peoples selected fi-om the populafion for 
the purpose of the collecting information. 
1.1.2 Sampling & Census: 
Sampling: 
It consists of selecfing some part of the population to construct the 
estimates of some population characteristics. In other words it is the process or 
technique of selecting a suitable number of units as a representative part of a 
population for the purpose of estimating the parameters or characteristics of the 
whole population. 
Random And Non-Random Sampling: 
A sampling procedure which satisfies the following properties is termed 
as "Random sampling". 
1. A set of distinct samples ^ i, ^2, .••, 5'y of a fixed size can be defined. 
2. Each possible sample iS'/;(/ = l,2,...,v) is assigned a known probability of 
selection ;7-/;(/ = l,2,...,v) 
3. The sampling procedure is capable of selecting any one of the possible 
sample 5/ with its assigned probability TTJ . 
4. The method of computing the estimate from the sample leads to a unique 
estimate for any specified sample. 
A sampling procedure which does not satisfy the above properties is 
termed as "non-random sampling". 
Since no element of probability is involved in non-random sampling 
procedures they are not capable of further development of sampling theory. 
Hence, hereinafter, by sampling we mean only random sampling. 
The Principal Steps In Sample Surveys: 
Sample survey consists of the following major steps: 
1. Planning 
2. Processing & analysis of data 
3. Execution. 
4. Writing of the report. 
During planning stage, the whole operations beginning from the 
determination of objectives and fixation of population till the finalization of 
report, should be kept in mind before execution of the survey. 
We may consider following points while conducting any survey: 
1. Objective of the survey. 
2. Determination of sampling units. 
3. Determination of sampling frame. 
4. Types of data to be collected. 
5. Appropriate precision to be fixed for sample results. 
6. Method of data collection. 
7. Determination of sample size. 
8. Selection of sampling design. 
9. Organizationof field work. 
10.Coding, Tabulation, Analysis of the collected data. 
11. Interpretation of results obtained from the sample. 
Another aspect is to determine the survey period, that is the time period 
during which the survey data are to be collected; the reference period, the time 
period to which the data for all units should refer; the reporting period. 
Processing of data and its analysis should be carried out keeping in view 
the objectives of the survey. 
The report should be written in such a way that it exhibits the analysis 
depending on the objectives of the survey. 
Census: 
A census is a study that includes every member of the population under 
consideration. Census usually means the decennial count of every member of 
the country's population. However if each and every unit of the population is 
evaluated the survey is described as a "Census" or "Complete Enumeration". 
Census can be seen as survey in more detailed sense it measures the 
nature of 'human-stock' or 'human-resources'. The census provides a general 
description, but there are many other government surveys which examine 
particular aspects of the life of the population in more detail and with greater 
frequency. 
1.1.3 Census vs Sample Survey: 
Census or complete enumeration of all the units of the population is 
undertaken when we needs to obtain exact information about the population and 
its parameters. However, information gather through census is not without 
error. There may be observational errors and errors due to non-response. The 
effort, money and time are bound to be extremely large in case of large 
populations. Moreover, one might not always be very much interested to 100% 
accurate information for planning and sometimes information with permissible 
margin of error serves the desired objectives. 
As an alternative to census, a sample survey may be conducted with the 
help of a sample of units to draw inferences on the characteristics of a finite 
population. As a sample survey deals with a small number of units compared to 
census and it becomes a feasible proposition of limited amount of financial 
resources, professional manpower, survey materials, data processing 
equipments, etc. In a sample study the sampling error decreases with the 
increase in the sample size, while non-sampling errors tend to increase with the 
increase in the sample size. In census we encounter only the non-sampling 
errors. 
Despite of having such problems in census it is not always unwarranted 
we often come across situations requiring census or complete enumeration of 
human population and live stock population, agriculture, industry, assessment 
of income tax recruitment of personnel for a particular establishment, etc. 
On the other hand if the population is infinite or sufficient resources, time 
and manpower etc. are not available sampling is the only alternative that 
provides the required information about the population under study. 
1.2 VARIOUS SAMPLING DESIGNS: 
1.2.1 Simple Random Sampling (SRS): 
A procedure for selecting a sample out of a finite population in which 
each of the possible distinct samples of a fixed size has an equal chance of 
being selected is called "Simple Random Sampling". A simple random sample 
is free from sampling bias as all the units of the population have equal chance 
of being selected in the sample. SRS may be with or without replacement. 
Simple Random Sampling With Replacement (SRSWR): 
In SRSWR a unit is selected from the population consisting of N units, 
its contents are noted and then the unit is replaced back in the population before 
the next draw is made, and the process is repeated n -times to give a sample of 
size n. In this method at each draw all the A'^  units of the population are 
available for drawing and have the same probability — of being selected. Here 
N 
the same unit of population may occur more than once in the sample (order in 
which the sample units are obtained is regarded).There are A'^ " WR samples of 
size n from a population of size N and each has an equal probability -— of 
N" 
being selected. 
Simple Random Sampling Without Replacement (SRSWOR): 
Suppose the population consists of A'^  units, then, in SRSWOR a unit is 
selected, its content noted and the unit is not replaced to the population before 
next draw is made. The process is repeated n times to obtain a sample of n 
units. In WOR sampling also the probability of selection of any unit at any draw 
is — .In SRSWOR any unit of population can not appear in the sample more 
than once (order is ignored).There are C„ possible distinct samples of size n 
out of a population of size A'^ . In SRSWOR all the samples are distinct and each 
sample has an equal probability - -— of selection. 
1.2.2 Cluster Sampling: 
In random sampling, it is preasumed that the population has been divided 
into a finite number of distinct and identifiable units called the sampling units. 
The smallest units into which the population can be divided are called the 
'elements' of the population and a group of such elements is known as 
"clusters". After dividing the populafion into specified number of cluster (as a 
rule, the number of elements in a cluster should be small and the number of 
clusters should be large) an SRS of an adequate number of clusters is obtained 
and each and every unit of the selected cluster is measured and the required 
estimators are constructed. When the sampling units is a cluster, the sampling is 
called Cluster Sampling. For example, in a population survey it may be cheaper 
to collect data from all person in a sample of households than from a sample of 
the same number of persons selected directly from all the persons. 
There are two main reasons for using cluster as sampling units: 
1) A complete list (sampling frame) of the population units is not available 
and therefore the use of individual units as sampling units is not feasible. 
2) Even when a complete list of population units is available, by using 
cluster as sampling unit the cost of sampling may reduce considerably. 
1.2.3 Stratified Random Sampling: 
The precision of an estimator of the population parameters depends on 
the size of the sample and the variability or heterogeneity among the units of 
the population. If the population is very heterogeneous and considerations of 
the cost limit the size of the sample, it may be found impossible to get a 
sufficiently precise estimate by taking a simple random sample from the entire 
population. The solution of this problem lies in Stratified Sampling Design. In 
Stratified Sampling the population of size N is divided into non overlapping 
and exhaustive groups called Strata each of which is relatively more 
homogeneous as compared to the population as a whole. Independent simple 
random samples of predetermined sizes from each strata are drawn and the 
required estimators of the population parameters are constructed. 
Principal Reasons For Stratification: 
1) To gain in precision, we may divide a heterogeneous population into 
strata in such a way that each stratum is internally as homogeneous as possible. 
2) For administrative convenience in organizing and supervising the field 
work. Stratified sampling is best suited. 
3) To obtain separate estimates for some part of the population. 
4) We can accommodate different sampling plans in different strata. 
5) We can have data of known precision for certain sub divisions, consisting 
of one or more strata and each sub division is treated as a separate population. 
6) Sampling problems may differ markedly in different parts of the 
population. With the human populations, people living in institutions like 
hotels, hospitals etc. are often placed in a different stratum from people living in 
ordinary homes because a different approach to the sampling is appropriate for 
the two situations. 
1.2.4 Double Sampling: 
In sample surveys, a number of sampling techniques like the use of ratio 
and regression estimates require information about an auxiliary variable x 
which is highly correlated with the main variable y to increase the efficiency of 
the estimator of unknown parameters. There may be situations where such 
auxiliary information is not available but can be obtained relatively easily at a 
comparatively lower cost in terms of time and money. In such situations, it may 
be suitable to draw a relatively large preliminary sample and estimate the 
unknown auxiliary parameter and then take either an independent sample, or a 
sub sample of the first sample for measuring the main variable of interest. This 
technique of estimating the auxiliary parameter first through a preliminary large 
sample and then drawing the second sample to measure x and y both is known 
as double sampling. 
1.2.5 Two Stage Sampling: 
Suppose that each unit called the first stage unit (fsu) that are nearly 
homogeneous in the population can be divided into a number of smaller units 
,or subunits called second stage units (ssu). A sample of n fsu has been 
selected. If ssu within a selected fsu give similar results, it seems uneconomical 
to measure them all. A common practice is to select and measure a sample of 
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the ssu from each choosen fsu. This technique is called subsampling, since the 
fsu is not measured completely but is itself sampled. Another name, due to 
Mahalanobis, is Two Stage Sampling, because the sample is taken in two 
stages. At first stage a sample of fsu often called the primary units is selected, 
then at the second stage a sample of ssu or sub units from each chosen fsu is 
selected for measurement. Two stage has a great variety of applications, which 
go far beyond the immediate scope of sample surveys. Whenever any process 
involve chemical, physical, or biological tests that can be performed on a small 
amount of material, it is likely to be drawn as a subsample from a larger amount 
that is itself a sample. 
1.3 ERRORS IN SAMPLE SURVEYS: 
The error that arises due to the fact that only a sample being used to 
estimate the population parameters is ternied as the sampling error .A sample 
with the an small sampling error will always be considered a good 
representative of the population. Sampling error can be reduced by increasing 
the size of the sample. However, in census, there is no sampling error. Errors 
other than sampling error are called non-sampling errors. 
Non-sampling errors may be classified as: 
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(i) Response Errors: The error due to incorrect measurement of the sample 
units or the errors in tabulation, coding and analysis of sample data are 
called as response error. 
(ii)Non-response Error: Error due to the failure to measure some of the 
units in the sample is called non-response error. Due to non-response we get 
an incomplete sample. 
Non-sampling errors are present in both the census and the sample 
survey. In practice, the census results may suffer from non-sampling errors 
although these are free from sampling error. The non-sampling error is likely to 
increase with the increase in sample size, while sampling error decreases with 
increase in the sample size. 
1.4 THE GENERAL MATHEMATICAL PROGRAMMING 
PROBLEM (MPP): 
Mathematical programming is concerned with finding optimal solutions 
to the problems of decision making under limited resources to meet the desired 
objectives. 
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The mathematical model of an MPP may be given as: 
Maximizeyor Minimize) Z=f{x) 
Subject to g/(x)[<,=,>]6/ ; i-\,2,...,m 
and x>0 
where x_ = {x\,X2,...,Xyj)\s an ^component vector of decision variables, 
f{x)andgj{x) are functions of xi,X2,...,x„,bi ; i = l,2,...,m are known 
constants. 
Furthermore one and only one of the signs [<,=,^] holds for each constraint. 
1.5 MATHEMATICAL PROGRAMMING TECHNIQUES: 
Depending upon the nature of objective function /(x) and the constraints 
functions g/(x) and other restrictions on the decision variables, the MPP may 
be classified into two main classes. 
(i) Linear programming problem (LPP): 
In a linear programming problem all the involved functions are linear. 
(ii)Non-Linear programming problem (NLPP): 
In non-linear programming problem all the involved fonctions are not 
linear. 
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All LPPs can be solved by using simplex method. But unlike to LPP 
there is no single technique that can solve every NLPP. Special techniques are 
developed by exploiting the specific features of the objective function, 
constraints and other restriction on the decision variables. Some of the specific 
NLPPs are listed below: 
* Quadratic programming 
* Geometric programming 
* Stochastic programming 
* Integer programming 
*Dynamic programming 
*Seperable programming 
It is to be noted that all the above classes of NLPPs are neither disjoint 
nor exhaustive. The details of all these programming techniques are beyond the 
scope of this dissertation. However some of the techniques that are used in the 
subsequent chapters are discussed in some detail. 
1.6 NON-LINEAR PROGRAMMING PROBLEM (NLPP) AND 
KUHN-TUCKER (K-T) CONDITIONS: 
An MPP in which all the involved functions are not linear is called a 
NLPP. In other words an MPP in which atleast one of the involved fimctions is 
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non-linear is called an NLPP. The following form of the NLPP is taken as the 
standard form for further discussions. 
Maximize f{x) 
Subject to gi\x)>Q;i-\,2,...,m\ (1.1) 
and x>0 
where x is the vector of decision variables 
If the original problem is not in standard form it can be easily 
transformed into it by simple algebraic operations. 
A Feasible Solution: 
An n-component vector x is called a feasible solution to NLPP (1.1) if it 
satisfies g,(x)> 0 ; / = l,2,...,w and x>0. .The set F of all feasible solutions 
to an NLPP is defined as: 
F = {x |g;(x)> 0 ; / = l,2,...,m; x>0.} 
An Optimal Solution: 
An X GF will be an optimal solution to the NLPP if f{x ) > f(x) for 
all xeF. 
Kuhn and Tucker derived the following six necessary conditions to be satisfied 
by the optimal solution x of the NLPP (1.1). 
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statement: Let x be an optimal solution to the NLPP 
Maximize f(x) 
Subject to gi{x) >0;i- \,2,...,m 
andx > 0 
where the functions ' / ' and ' g , ' ; i = l,2,...,m are differentiabie. Assume that 
the constraint qualification holds, then there exists a vector 
u -(ui ,U2,U2,...,Uf^) such that 
* *, VJ(x ,u)<0 (i) 
X ^x'f'i^ »M ) = 0 (ii) 
X* > 0 (iii) 
'^J(x\u)>q (iv) 
w* > 0 (v) 
w* > 0 (vi) 
where, 
m 
^(x,u) = f(x)+Y,Uigi(x) 
U 
Conditions for Sufficiency: 
For problems with f{x) pseudo concave and gi(x); i = 1,2,...,m quasi 
concave the above conditions are sufficient also. As a result, in such cases if we 
* * 
are able to find an x satisfying all the six K-T conditions then x will be the 
required optimal solution to the given NLPP. 
1.7 MATHEMATICAL PROGRAMMING TECHNIQUES IN 
SAMPLING: 
Sampling, which is the selection of 'part' (sample) of an aggregate to 
represents the 'whole' (population), is used most fi-equently in surveys. The 
purpose of sample survey is to obtain information about the population which is 
defined according to the aims and objects of the survey. The information on 
populafion is based on sample data, size of sample, the sampling scheme, 
number of strata and stratum boundaries(in case of stratified random sampling) 
etc. These decisions are very important. For example, the decision regarding the 
size of sample to be selected is important because too large sample implies 
waste of resources and too small sample diminishes the utility of the results 
obtained. Therefore, the problem of deriving the statistical information on 
population characteristics can be formulated as an optimization problem of 
minimizing the cost of survey subject to the restriction that the loss of precision 
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is within a certain prescribed limit or alternately minimizing the loss in 
precision subject to the restriction that the cost of survey remains within the 
given budget. 
Stratified sampling is the most popular among various sampling designs 
that are used in sample survey. The problem of determining the number of 
strata, the problem of cutting the stratum boundaries, the problem of optimum 
allocation of sample sizes to various strata may be formulated as "Mathematical 
Programming Problem" (MPPs) and solved by using available MP-techniques. 
Noted statistician C. R. Rao in his preface to Arthanari & Dodge(1981) 
advocated the use of Mathematical Programming Technique in statistics in the 
following words. 
"All statistical procedures are, in the ultimate analysis, solutions to 
suitably formulated optimization problems. Whether it is designing a scientific 
experiment, or planning a large scale survey for collection of data, or choosing 
a stochastic model to characterize observed data, or drawing inference from 
available data, such as estimation, testing of hypothesis, and decision making, 
one has to choose an objective function and minimize or maximize it subject to 
given constraints on unknown parameters and inputs such as the costs involved. 
The classical optimization methods based on the differential calculus are too 
restrictive, and are either inapplicable or difficult to apply in many situations 
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that arise in statistical work. This, together with the lack of suitable numerical 
algorithms for solving optimizing equations, has placed severe limitation on the 
choice of objective functions and constraints and led to the development and 
use of some inefficient statistical procedures. 
Attempts have therefore been made during the last three decades to find 
other optimization techniques that have wider applicability and can be easily 
implemented with the available computing power. One such technique that has 
the potential for increasing the scope for application of efficient statistical 
methodology is mathematical programming". 
Out of several available MP-techniques the Dynamic Programming 
Technique (DPT) have the potential to handle the optimization problems arising 
in sample surveys efficiently. 
1.8 DYNAMIC PROGRAMMING TECHNIQUE: 
The term was originally used by Bellman (1957) to describe the process 
of solving problems where one needs to find the best decisions one after 
another. Bellman's contribufion is remembered in the name of the Bellman 
equation, a central result of dynamic programming which restates an 
optimizafion problem in recursive form. 
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Dynamic programming is a mathematical technique often usefiil for 
making a sequence of interrelated decisions. It provides a systematic procedure 
for determining the combination of decisions which maximizes the overall 
effectiveness. 
In contrast to linear programming, there does not exist any standard 
mathematical formulation for the dynamic programming problem. Dynamic 
programming is an approach to problem solving, and the particular equations 
used must be developed so as to fit each individual situation. Therefore, a 
certain degree of ingenuity and insight into the general structure of dynamic 
programming problems is required to recognized when a problem can be solved 
by dynamic programming technique, and how it could be done. These abilities 
can probably best be developed by an exposure to a wide variety of dynamic 
programming applications and a study of the characteristics which are common 
to all of these situations. 
The basic feature which characterize the problem that can be handled by 
dynamic technique may be described as follows. 
1) The problem can be divided up into stages, with a policy decision 
required at each stage. 
2) Each stage has a number of states associated with it. 
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3) The effect of the policy decision at each stage is to transform the current 
state into a state associated with the next stage. 
4) Given the current state, an optimal policy for the remaining stages is 
independent of the policy adopted in previous stages. 
5) The solution procedure begins by finding the optimal policy for each 
state of the last stage. 
6) A recursive relationship is available which identifies the optimal policy 
for each state with n stages remaining, given the optimal policy for each 
state with (n-1) stages remaining. 
7) Using this recursive relationship, the solution procedure moves backward 
stage by stage each time finding the optimal policy for each state of that 
stage, until the optimal policy at the initial stage is determined. 
1.8.1 Dynamic Programming In Sample Surveys: 
The problem of deriving statistical information on population 
characteristics, based on sample data, can be formulated as an optimization 
problem in which we wish to minimize the cost of the surveys, which is the 
function of the sample size, size of the sampling unit, the sampling scheme and 
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the scope of the survey, subject to the restriction that the loss in precision 
arising out of making decisions on the basis of the survey results is within a 
certain prescribe limit or alternatively, we may maximize the precision of the 
estimate subject to the restriction that the cost of the survey is within the given 
budget. Thus we are interested in finding the optimal sample size and the 
optimal sampling scheme which will enable us to obtain estimates of the 
population characteristics with prescribed properties. 
Many of such problems have the essential features of the problems that 
can be formulated as a mathematical programming problem and can be handled 
using Dynamic Programming Technique (DPT). 
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CHAPTER 2 
THE PROBLEM OF NON RESPONSE 
2.1 INTRODUCTION: 
It is a common experience in surveys that data cannot always be collected 
from all the units selected in a sample. For example, the selected families may 
not be at home at the first attempt or some may refuse to cooperate with the 
interviewer even if contacted. This is particularly true in mail surveys in which 
questionnaires are mailed to the sampled individuals who are requested to send 
back their returns by some deadline. As many individuals do not reply, 
available sample of returns is incomplete. This incompleteness or failure to 
measure some of the units in the selected sample is referred as non-response. 
In the study of non-response it is convenient to assume that the 
population is divided into two "strata", the first stratum consists of the units for 
which information would be obtained if the unit happens to fall in the sample 
these units form the response stratum. The second stratum will be of the units 
for which no information would be obtained these units form the non-response 
stratum. The compositions of the two strata are closely related to the method 
used to locate the sampled units and method of obtaining the information from 
them. 
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Due to the incomplete sample the estimator of the population parameters 
become biased. The subsequent Sections of this Chapter studies the problem of 
non-response and its solution. 
2.2 EFFECTS OF NON-RESPONSE: 
We will use the term non-response to refer to the failure to measure some 
of the units selected in the sample. Thus we get an incomplete sample that will 
provide biased estimates. 
This division of the population into response and non-response strata is, 
of course, an oversimplificaion. Chance plays a part in determining whether a 
unit is located and measured in a given number of attempts. In a more complete 
specification of the problem we would attach to each unit a probability 
representing the chance that it would be measured by a given field method if it 
fell in the sample. 
The incomplete sample provides no information about the non-response 
that is about the 2"*^  stratum. This would not matter if it could be assumed that 
the characteristics of 2"^* stratum are the same as those of T' stratum. Where 
checks have been made. However, it has often been found that units in the 
"non-response" stratum differ from units that are measurable. We now consider 
the effects of non-response on the sample estimate. 
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Notations: 
N]: Size of the Response stratum (stratum 1) 
A^ 2 • Size of the Non-response stratum (stratum 2) 
W] = —-: Stratum weight of stratum 1. 
W-) = —^: Stratum weight of stratum 2. 
(where N = Ni+ Ni is the total population size) 
Y: The over all population mean. 
fj: Mean of stratum 1. 
^2: Mean of stratum 2. 
J ] : Mean of respondents in the sample. 
Assume that a simple random sample of size n is drawn from the 
population. When the field work is completed, we have data from stratum 1 but 
no data from stratum 2. The amount of bias B{y\) in the sample mean y\ may 
be worked out as: 
B{yx) = E{n)-Y = Y^-Y = Y^-(WjY^^W2Y2) 
= Y^(\-W^)-W2Y2 
= W2Y1 -W2Y2 {Because Wx+W2= l) 
-W2[h-h) 
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Since the sample provides no information about Y2, the size of the bias 
remains unknown unless bound are placed on Y2 from some source other than 
the sample data. With a continuous variate, the only bounds that can be 
assigned with certainty are often so wide as to be useless. 
2.3 TYPES OF NON-RESPONSE: 
Common types of non-response are given below: 
1) Non coverage: This is failure to locate or to visit some units in the 
sample. This is a problem with a real sampling units, in which the interviewer 
must find and list all dwellings or number of people in a city block. It arises 
also from the use of incomplete lists. Sometimes weather or poor transportation 
facilities make it impossible to reach certain units during the period of the 
survey. 
The detection and measurement of non coverage are difficult. One 
method is to revisit the primary units, making a carefiil listing that serves as a 
check. Comparisons of counts of numbers of people or dwelling with those in 
another survey sometimes give a warning that some units have been missed. 
The problem of non coverage, are described by Kish and Hess (1958) and 
Woolsey(1956). 
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2) Not at homes: This group contains persons who are usually available at the 
given address but are temporarily not at home when the investigator visits their 
home. Families with working parents and families without children are harder 
to reach than families with very young children or with people confined to the 
house. 
To resolve the not at home problem, is easier in surveys in which any 
adult in the home is capable of answering the questions than in those in which a 
single adult, chosen at random, is to be interviewed. 
3) Unable to answer: The respondent may not have the information wanted 
in certain questions or may be unwilling to give it. Skillful wording and pre 
testing of the questionnaire are helpfiil in obtaining an answer. 
4) The hard core: Persons who adamantly refuse to be interviewed, who are 
incapacitated, or who are far fi"om home during the whole time available for the 
field work consfitute this class. It causes a source of bias that persists no matter 
how much effort is put into completeness of data. 
2.4 METHOD OF CALL BACKS: 
If the first attempt to collect informafion fi"om the sampled units results in 
incomplete samples or non-response, Hansen and Hurwitz (1946) suggested a 
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call-back technique to subsample the non-respondents and use some extra effort 
to collect information from every one in the subsample. 
Suppose that the population of N units is visualized as consisting of two 
classes response class and non-response class of sizes TV^ and JV2 respectively. 
In an SRSWOR of size n', suppose U] units respond and n2 units did not 
respond m = nj + «2 ) • ^^^ ^^ ^2 units, who did not respond, select again an 
SRSWOR of size «2 to be covered with intensive efforts. Let «2 = kn2',{k > l), 
1 nj 
where — = ^ is the sampling fraction among non-respondents. Let ;; be the 
k n'2 
character under study and ;;] and y^ be the sample means based on U] and 
^2 units belonging to response and non-response classes respectively. 
An estimate of the population mean Y is given by: 
r I 
n 
y =Wiy]+W2y„^ 
where w\ - ~ and W2= — 
ri ri 
and y\, y^j are the means of samples of sizes n\ = n\ and «2 = 
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The estimate y will be unbiased if responses are obtained from all 
selected random subsample of size «2 =~^ because 
/c 
E[y']=E[E{p'\n^n2]]=E(y)=Y 
Also V{y') = V E{P' I nin2 ) + Ev{^'\ n^ n2 
=V{y)+E y^n,) 
S^+E 
,\2. 
«2 1 1 
«2 «2 
S'^+E 
I \2 
"2 
V " J 
k 1 
.«2 «2 
5^+£ «2_ (^-ifc^ 
Or V{y') = 
yn' Nj 
52+1(^-1)^252^ 
Or r ( f ) = r i - i y + ( ^ ^ 2 ^ 2 ^ l^ « A'; « 
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(N') ^ Wo 2 
where E\n2 j=n' —^ =n'W2, k--^^, S is the population variance, 
2 
and 5*2 is the variance among the non-respondents. 
The first term is the variance that would be obtained if all «2 ^^ i^ts are 
observed and the second term is the variance from sampling only «2 units out 
of «2 units. As w'and k are at our choice. 
The average expected cost C is: 
C = EcQn' + Cini +C2«2 
=CQn' + c^W^n' + ^ ^ ^ (2.1) 
where CQ is the cost of making first attempt. 
ci is the cost of processing data obtained from the first attempt. 
C2 is the cost of collecting and processing data in second attempt 
from non-response class. 
2.5 OPTIMUM SAMPLING FRACTION AMONG NON-
RESPONDENTS: 
After the first attempt to reach the person in the sample has been made, 
an approach, due to Hansen and Hurwitz, is to take a random subsample of the 
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persons who have not been reached and make a major effort to interview 
everyone in the subsample. This technique was first developed for surveys in 
which the initial attempt was made by mailed questionnaires. A subsample of 
persons who did not return the completed questionnaire being approached by 
the more expansive method of a personal interview. 
This method can be regarded as an application of the technique of double 
sampling of stratification. We first take a simple random sample of «' units. Let 
n'l be the number of units in the sample that provide the data sought and «2 
units to the non-response group. By intensive efforts the data are later obtained 
I r 
from a random subsample of size/72 = 1^ 2"2 ^^t of «2 . Hansen and Hurwitz 
1 «9 
use the notation V2 = —, so that «2 = k "• k 
Now stratum 1 consists of those who would respond to a first attempt, 
with a measured sample of sizew] =«} so thatvj =1 . Stratum 2 consists of 
those who would respond to the second attempt, with«2 = — 
k 
As an estimate of 7 , we take 
y =wi;;]+W2;^2 
or ->_te+^2>^2) 
n' 
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where y\,y2 are the means of the samples of sizes ni = n[ and ^2 «2 
Note that the estimate y' will be unbiased if responses are obtained from all the 
selected subsample of size «2 = • 
Therefore the variance of y' is: 
\n N J n 
f 1 ^ 
Vl 
M n . 7 (^-1^252^ 
V«' A^y 
52+. 
« 
The quantities «' and A: are then chosen to minimize the product C 
( ^1\ 
V + -N 
where 
.. S^ (5^-^282^) kW2S2^ .., , , V + — = -^  ^^  ^ ' + —£_A_ = j ^ ' (say) 
N n n 
(2.2) 
C = (cQ + q^i )n' + ^ ^ ^ = C (say) 
k 
(2.3) 
C and V are functions of «' and k. Choosing n and k to minimize F for 
fixed C or C for fixed V are both equivalent to minimizing the product. 
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V'C' = (^^-^2-^2^). fcW2S2^ + • 
n n k 
^S^-W2S2^+kW2S2^^ 
n 
'n'\{c,.c,W,).'-2^ 
V'C'^ '^+(^ -l)^ 252'[{(co + q^l)^^[ (2.4) 
Since above expression is independent of n', minimizing V'C will 
provide the optimum value of k. 
For optimum k differentiate RHS of (2.3) w. r. t. k and equate it to zero, 
so 
dV'C 
dk 
= 0 
dV'C 2_ o 2 
= 0 + 0 - ^ ""^^^ +WiW2CiS2^ +W2CQS2^ +0-0-0+^^ ''f^ =0 
5A: k^ k' 
or ^2(^2^0-^2^ + WxW2CxS2^]= ^2^2-^^ " ^^22^2^2^ 
or 
or 
or 
k^W2S2^{cQ+c^W^) = C2W2[s'^-S2^W2) 
k^S2^{cQ+c^w^) = C2[s'^-S2^W2) 
52^(co+Ci^l) 
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or k - h l - 5 ^ - » 2 S 2 \ 
The initial sample size n may be chosen either to minimize 'C for 
specified ' F ' or ' F ' for specified ' C by solving n' from (2.2) and (2.3). 
Usually V is fixed and C is minimized. 
If'K'fixed, 
A^  
n opt 
S^ +[k-\)W2S2' 
NV + S' 
where ' F ' is the fixed value specified for the variance of the estimate of 
the over all populafion mean according to the required precision of the estimate. 
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CHAPTER 3 
DOUBLE SAMPLING FOR STRATIFICATION WITH 
NON-RESPONSE: A DYNAMIC PROGRAMMING APPROACH 
3.1 INTRODUCTION: 
In stratified sampling, the population is divided into L strata which are 
homogeneous within themselves and whose means are widely different. The 
stratum weights are used in estimating unbiasedly the mean or the total of the 
character under study. 
If these weights are not known, the technique of double sampling can be 
used, which consists of selecting a preliminary sample of size n' by simple 
random sampling, without replacement (SRSWOR), to estimate the stratum 
weights and then selecting the subsample of n units with «;, units from the h-th 
stratum, to collect information on the characteristic under study, such that 
L 
h=\ 
Rao (1973) proposed the method of double sampling for stratification 
(DSS) for the estimation of the population mean 7, of the variate y, using the 
values of the auxiliary variate collected at the first phase for stratification only. 
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Ige and Tripathi (1987) used the information collected at the first phase 
for stratification as well as in constructing ratio and difference estimators of the 
population mean 7. 
One of the sources of error in surveys is non-contact or refiisals. In a 
household survey the selected family may not be available at home when the 
interviewer calls. The selected person may refiise to cooperate, saying that he 
has not time to answer question or that he consider the purpose of the survey to 
be senseless. Persuasion and further recalls are therefore necessary for 
achieving complete coverage of the sample. But it is expensive to call and call 
again. At the same time we cannot afford to neglect the non-response. Results 
based on response alone will not apply to the entire population from which the 
sample was selected. Experience from different surveys show that non-response 
generally differs fi-om the response in several respects and neglecting them will 
introduce a bias in the results. Under these circumstances, one solution is to 
take a small subsample of the non-respondents and use all the persuasion, 
ingenuity and other resources at our command to get a response from them. The 
two samples can then be combined suitably to get a better estimate of the 
population parameter. 
Hansen and Hurwitz (1946) discussed a method of tackling total non-
response in mail interviews. Rao (1986) applied this method of subsampling the 
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non-respondents for the ratio estimation of the mean when the population mean 
of the auxiUary character is known. 
Using an auxiliary variable Okafor (1994) derived the DSS estimator 
based on the subsampling of the non-respondents, when there is total response 
on the auxiliary variable and incomplete response on the main character. 
For practical application of any allocation integer values of the sample 
sizes are required. This could be done by simply rounding off noninteger 
sample sizes to their nearest integral values. When the sample sizes are large 
enough and (or) the measurement cost in various strata are not too high, the 
rounded off sample allocation may work well. 
However in situations other than described above the rounded off sample 
allocations may become infeasible and (or) non optimal. This means that the 
rounded off values may violate some of the constraint of the problem and (or) 
there may exist other sets of integer sample allocations with a better value of 
the objective function of the formulated NLPP. In such situations we have to 
use some integer programming technique to obtain an optimum integer solution. 
In this chapter the problem of obtaining an optimum allocation in DSS, when 
there is incomplete response on the main character and total response on the 
auxiliary character, is considered as an all integer nonlinear programming 
problem (AINLPP). A solution procedure is developed using the dynamic 
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programming technique. A numerical example is also presented to illustrate the 
computational details. This work is based on the paper of Najmusseher and 
Abdul Bari (2002). 
3.2 THE PROBLEM: 
From a population of N units a large sample of size n is selected by 
simple random sampling without replacement (SRSWOR). Information on the 
auxiliary variable x is collected with which an unbiased estimate w^ =n'h^n' 
of the true stratum weight W^= Nfj/N is computed. 
where n'^ is the number of units in the initial sample that falls in stratum h, 
{h = \,2,...,L),with Yu^'h^n 
h=\ 
In each stratum a subsample of size n^j ^Vhn'^, (0<v^<l), v^ is 
prefixed, is selected from n'^ by SRSWOR. The main character y is then 
observed on these n^ units, h = \,2,...,L. 
The DSS estimator of the population mean for the total response is 
L 
h=i 
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^h 
where yi^ = — y]yhi ? sample mean 
The variance of y^^ is 
''-'H^-iYy'^^l'^ L f ^ \ \^h ) y (3.2) 
where^2^^^5]X(^A/->^) A^-1 h=\i=\ 
2 1 '^^  - 2 
and S , = ——- Y_,(yhi -^h) ' variance of ;; in h-th stratum. 
^"^•=1 
Let 
«l/j: units respond at the first call from the n}^ units selected in stratum h, 
«2/2: units do not respond. 
Thus the subsample of size n^ is again subdivided into respondent and 
non-respondent subsamples of sizes «i/j and nih respectively, where 
"1// +"2/? -n^. A subsample of size W2/, out of the «2/? non-respondents of h-
th stratum is selected and interviewed with improved methods, where 
^2/2 = ^h^2h iO< kfj< 1), kj, is prefixed. 
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An unbiased, estimator y^^ for Y based on the sample means from 
respondents and non-respondents (in second attempt) is given as 
_* -^ _* , _* ni^yih + f^lhymoh r-.-.^ 
yds ^L^hyh^ where y^ = ^ (3.3) 
h=\ ""h 
yilj = sample mean for respondents based on n-[^ units 
ym2h ~ s^"^pl^ mean for the non-respondents based on m2h units 
_* The variance of y^^ is 
L * 
Vifds) = Viyds) + ^ 1^2hK^sl, (3.4) 
Wih = N2h I ^ , population proportion of the non-respondents in stratum h. 
i^l , , is the population variance among the non-respondents in stratum h. 
(see Hansen and Hurwitz (1946) and Rao (1986)). 
The problem now is to find the optimum sizes of the subsamples mih, 
if, 
h = \,2,...,L for which V{y^s) 8^^^" ^y (^-4) is minimum for a fixed cost. This 
problem may be divided into two phases. 
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Phase I: In this phase the optimum values of n^, h = \,2,...,L are obtained 
L 
for which V(y^g) is minimum for a fixed sample size n= ^ «/, • 
Phase II: In this phase the optimum values of m2h\,h = \,2,...,L are 
obtained for a fixed total cost of the survey. 
3.3 FORMULATION OF THE PHASE-I PROBLEM: 
Using (3.2) and (3.4) the problem of first phase can be formulated as 
O O Minimize Viy^,)= _ - _ 5 ; + - ^ ^ / , ,2 , 1 
h=l 
yh 
^ 1 Z . * ^ 
'lyh (3.5) 
subject to Y^^i^^n 
h=\ 
\<nh<Nh 
(3.6) 
(3.7) 
and rifj are integers; h = 1,2,...,L (3.8) 
Ignoring the terms independent of «/, the objective function in (3.5) can 
be expressed as 
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1 ^ 
Z(«i,«2v,«z) = — 2 
"^ h=\ 
^Whn'hSlh+^2h{(i-4Vkl}n'hSlyh^ 
I Hh 
L 
where a/^  = 
Whn'hSlh^W2h{{\-kl)lkl]n'hSly^ 
n' 
(3.9) 
The problem (3.5)-(3.8) may be simphfied as 
n 
Minimize Z{n\,n2,...,ni)- ^ — (3.10) 
subject to ^nfj=n (3.11) 
1<«;,<7V;, (3.12) 
and rifj are integers; /2 = 1,2,...,Z- (3.13) 
The restriction (3.12) are imposed to avoid over sampling, that is, the 
situation where n^ > N^ and to have the representation of every stratum in the 
sample. 
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3.4 SOLUTION OF THE PHASE! PROBLEM: 
Ignoring restrictions in (3.12) and (3.13) and using Lagrangians 
multipliers technique, the optimum value of «;, that minimize (3.10) subject to 
(3.11) may be obtained as given below. 
L f 
(l){nfj,X)^Ya ^ UA 
f L \ 
U=i 
differentiating ^ partially w.r.t. nj^ and equating to zero we get 
^^ = - ^ + 2 = 0; h^\,2,...,L 
^^h nl 
or afj=An,; h = l,2,...,L 
Hh ; /z = l,2,...,L 
Taking summation on both the sides we get 
h=\ ^^ h=\ 
or «=^ZV^ 
h=\ 
or 
1 n 
h=l 
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ich 
n^ 
gives 
riyj 
L I. 
h=\ 
^ 
I^ 
; h = l,2,...,L (3.14) 
If the above values of rifj satisfies (3.12) also the non-linear 
programming problem (NLPP) (3.10)-(3.12) is solved. 
In case either some or all of the «/, given by (3.14) violates (3.12) or to 
get an integer solution restricted by (3.13) the Lagrange multipliers technique 
could not provide the solution and some other constrained optimization 
technique is to be used. In the next section a computational procedure to obtain 
integer values of n^ is developed using dynamic programming technique. 
3.5 SOLUTION OF THE PHASE! PROBLEM USING THE 
DYNAMIC PROGRAMMING TECHNIQUE: 
The problem (3.10)-(3.13) can be restated as 
Minimize Z(«i,«2v,«z) = —+ — + ••• + — 0-15) 
n\ «2 "I 
subject to n\+n2+...-^ni=n (3.16) 
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\<n^<N^,...,\<ni<Ni (3.17) 
and n/jare integers;/i=/,2,...,L (3.18) 
The objective function and the constraints of the AINLPP (3.15)-(3.18) 
are the sum of independent functions oi n^, h = 1,2, ...,L 
The AINLPP, which is an L -stage decision problem, can be decomposed 
into I-stage single variable decision problems. 
In the following a solution procedure for solving the formulated AINLPP 
using dynamic programming technique is developed. 
Consider the sub-problem called the k-th sub-problem, involving the first 
{k<L) strata and let f{k,r) be the minimum value of the objective fiinction 
for the first k strata with total sample size r, i.e. 
k _ 
/(^,r) = m i n X ^ (3.19) 
k 
subject to ^nij=r (3.20) 
\<nh<Nh (3.21) 
and «/, are integers, h = \,2,---,k (3.22) 
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Thus the problem (3.15)-(3.18) is equivalent to the problem of finding 
f{L,n). f(L,n) is found recursively by finding f(k,r) fork = \,2,...,L and 
r = 0,1,...,« 
Now /(^,r) = min 
subject to ^ nh-^~^k 
\<nh<Nh 
and n^ are integers, h = 1,2,..., A: 
For fixed integer value of y^^ , 1 < ^^^ ^ min[r, A'^^],/(^,r) is given by 
^k k-\ ak /(^,r) = ^ + minX 
H h=fk 
k-l 
\<n^<Njj; Hfj are integers, where h = 1,2,...,k-\ 
But by definition the terms in {} above is equal to f{k-\,r-nj^). 
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Suppose we assume that for a given k, f(k-l,r) is known for all 
possible r - 0,1,...,«. Then 
f(k,r)^ min 
«^=1,2,...,« 
^ + f(k-l,r-nk) (3.23) 
This is the required dynamic programming recursive formula. Using the 
relation (3.23) for each k^\,2,...,L and r = 0,!,...,«, / ( ! ,«)can be 
calculated. 
Initially we set f{k,r) = oo, if r<k since we wish to have n^>l, for 
each h = \,2,...,k, r must be at least equal to k. 
Also / ( I , r) = min [a\ I n\, subject to ni=r, \<ni<N\] 
foo for r > N] or r <\ 
Thus / ( l , r ) - ^ [fl] / r /or 1 < r < A/'i 
We tabulate the value of f{k,r) and the optimal rij^, for each k, 
systematically. Then fromf{L,n), optimal ni can be found; from 
f{L-\,n-ni) optimal ni_\ can be found and so on until finally we find 
optimal n\. (see Arthenari and Dodge (1981)). 
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3.6 FORMULATION OF THE PHASE-II PROBLEM: 
For the second phase of the solution consider the variance function given 
in (3.5) 
1 1 A 
V(yds)= - 7 - T 7 ^ y + - I ^ / . 
n' N 
, 2 , 1 ^ /^ 1 ^ 
h=\ Vh 
^ yh 
+ • 
n 
lYwih 
h=\ 
'lyh (3.24) 
Assuming the cost function [see Okafor (1994)] 
C = Cin' + ^ C2h «// +Z^21/? «1/? +S^22/? ^2h h 
h k h 
where 
Cj : cost of getting information on the first phase sample. 
C2h '• cost of first attempt on the main character in stratum h. 
C2\h '• cost of processing the resuhs on the main character fi^om the respondent 
at the first attempt sample in the stratum h. 
C22/,: cost of getting and processing results on the main character from the sub 
sample of the non-respondents at the second phase sample in stratum h. 
49 
We also must have 1 < m2/j < «2/? 
Ignoring the terms independent of ^2/, in the R.H.S. of (3.24) and putting 
kl = m2h In2h and v/, =nhln'^ 
The problem becomes 
1 L 
MinimizeZ(m2i,W22,...,'W2L) = —E^2// 
\^2hj 
(3.25) 
subject to Yj^Tlh^lh^CQ 
h=\ 
(3.26) 
and 1 < W2/J < n2h (3.27) 
^2/2 are integers, /z = 1,2,...,L. 
and Co = Ci«' + 2]C2/,/i/;+2QI/J«1// 
Let bh^-W2hn2h—Slyh 
n 
(3.28) 
The AINLPP (3.25)-(3.27) may be restated as 
Minimize Z(m2],m22,...,'W2z)= S h 
h=f2h 
(3.29) 
subject to Y^C22hm2h^C(^ 
h=\ 
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(3.30) 
and \<m2h<n2h (3.31) 
where m2/2 are integers, h = \,2,...,L (3.32) 
3.7 SOLUTION OF THE PHASE-II PROBLEM: 
Like phase-I applying Lagrangian multipliers technique, with equality in 
(3.30) and ignoring (3.31) and (3.32) we get. 
L h ( L 
h=l^2h U=l 
Differentiating </> with respect to m2/, and Jl and equating to zero we get 
dm2h - 2 
• + AC22;,=0 
m 
2h 
Solving the above equations we get the optimum value of m2h as 
mjfj = Co -^ (3.33) 
ZV^^22/z 
h=\ 
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3.8 SOLUTION OF THE PHASE-II PROBLEM USING THE 
DYNAMIC PROGRAMMING TECHNIQUE: 
Let f(k,r) be the minimum value of tiie objective function of the 
problem (3.29)-(3.32), the first k strata with CQ = r i.e. 
f{k,r) = 
k 
min Y, h 
h=r2h 
Y.^22h^2h^^ 
h=\ 
1 < W2/j <«2/?' ^2h ^^^ integer, h = 1,2,...,k (3.34) 
with the above definition off(k,r) the problem is equivalent to the problem of 
finding f(L,Co)- f(L,CQ) is found recursively by using (3.34) for 
k = l,2,...,L and r = 0,1, . . . ,CQ. 
Now f{k,r)= min h ^yh 
^2k h=\^^h 
k-\ 
Subject to X^22/j'"2/j = ^ " C22k^2k 
h=\ 
and \<m2h<n2h. 
where m2h are integers, h = \,2,...,k-\. 
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min 
h , y h k-\ 
T.^22^2h=f-C22k^2k 
h=l fik,r) = l \jn2k ^x^2h 
and.. I^m2h <n2h,ni2h are integers h = l,2,...,k-l 
and 1 < 171211 - ^2h •> ^2h ^r^ integers h -1,2,..., A: -1} 
For a fixed integer value of m2jt, 1 ^ ^2^ ^ ['',«2Jt]'/(^''') ' is given by 
or mm { mil 
^2k h=\^^h 
E (^22'n2h=r-C22km2k 
h=\ 
1 < m2}, < n2h, and m2}j are integers h -1,2,..., ^ -1} (3.35) 
By definition the terms in the braces is equivalent to/(A: - 1 , r) is known 
for all possible r = 0,l,...,Co. Then 
f{k,r)= min 
^2^ =1,2,..., Co 
A. 
^2k 
+ f{k-\,r-C22hm2k) (3.36) 
Using the relation (4.36) for each k = \,2,...,L and r = 0,l,...,Co, f{L,Co) 
can be calculated. Inifially we set /(A:,r)-co, if r<k. Since we wish to have 
m2h > 1 for each h = \,2,...,k;r must be at least equal to k. 
Also / ( l , r ) = min[Z)i/m2i Subject to ^21 =r , l<m2i <«2l] 
Thus f{l,r) = ['00 for r>n2\ or r<\ 
b\lr for l< r<«2 i 
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We tabulate the value of f(k,r) and the optimal m2ic, for each k, 
systematically. Then from/(L,Co) optimal m2i can be found from 
/ (Z--1 ,CQ -m2i). Optimal m2i-\ can be found and so on, until finally we 
find optimal m2\. 
3.9 NUMERICAL EXAMPLE: 
The following numerical example demonstrates the use of the solution 
procedure. The data used in this example is from Murthy (1967). Here DSS is 
used to estimate the mean area under cultivation. The area of each village and 
the area cultivated in the village are converted to hectares and grouped into 
three strata. Within each stratum, the population was again subdivided into 
respondent and non-respondent groups. Villages with larger area considered in 
non-respondent group. 
Table 3.1 and 3.2 gives the population parameters obtained fi-om the data as 
given in Okafor (1994). 
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Table 3.1 
Overall stratum population parameters 
Stratum 
0-930 
931-1700 
1701-4300 
Wh 
0.336 
0.352 
0.313 
^2 
39974.81 
61455.48 
172425.05 
^h 
0.4 
0.5 
0.6 
* 
0.5 
0.6 
0.7 
It is assumed that iV = 200, n' = 100, n = 50 
Using proportional allocation n'}^ may be obtained as 
«| =33.6s34, «2= 35.2s35, and «3 =31.3s31 
Table 3.2 
Class stratum population parameters 
Stratum 
0-930 
931-1700 
1701-4300 
Class 
Respondent 
Non 
Respondent 
Respondent 
Non 
Respondent 
Respondent 
Non 
Respondent 
yh 
7162.51 
14549.99 
19564.45 
17386.54 
5042.50 
71175.11 
Wh 
0.188 
0.148 
0.219 
0.133 
0.188 
0.125 
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For L=3 the Phase-I problem (3.15)-(3.18) can be expressed as 
Minimize Z = — + — + — (3.37) 
subject to «] + ^2 + ^3 = 50 (3.38) 
1<«, <34^ 
1<«2^35 
1<«3<31 
(3.39) 
where «/, are integers; h = 1,2,3 (3.40) 
Table (3.3) gives the optimum values of n^ using formula (3.14). These 
values of n^ satisfy (3.39) also; hence they will solve NLPP (3.37)-(3.40) 
completely. 
Table 3.3 
Calculation of n;, using formula (3.14) 
h 
1 
2 
3 
a^ 
5236.5381 
8157.2253 
18085.764 
EV«^ 
V ^ 
72.363928 
90.317359 
134.48332 
= 297.16461 
n-^a^ 
3618.1964 
4515.868 
6724.1661 
Hfj 
12.176312=12 
15.197245 = 15 
22.627748=23 
56 
The optimal value of the objective function is Z =1766.09 
For the sake of illustration, the dynamic programming approach to find 
the integer optimum allocation in Phase-I is also applied to the same problem. 
Execution of the computer program (in C language, given in Appendix-I) for 
the procedure given in Section 3.5 for solving the AINLPP (3.19)-(3.22) gives 
the following solution to the Phase I problem. 
«] =12, n2=l5, «3 =23. 
The corresponding value of the objective function is Z = 1766.5308. 
For formulating the Phase-II problem it can be seen that this solution is 
same as given in Table 3.3 except for a negligible change in the value of the 
objective fiinction. 
Let C22// = 10,12,8 for /? = 1,2,3 respectively and CQ = 100 
Since PFi/, and ^2/z ^^ ^ known for h = \,2,3 they are used to work out the 
expected values of n2h, h = 1,2,3 as /?2;? ~ ^ h^2h l(^\h ^^2h)• These values 
are tabulated in Table 3.4 . 
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Table 3.4 
Calculation of «2/j 
h 
1 
2 
3 
Wxh 
0.188 
0.219 
0.188 
W2h 
0.148 
0.133 
0.125 
n'h 
33.60 
35.20 
31.20 
«/, 
12 
15 
23 
o2 
14549.99 
17386.54 
71175.11 
^22;? 
10 
12 
8 
nih 
5.2857=5 
5.6676=6 
9.1853=9 
For L = 3, the Phase-II problem as given in (3.29) to (3.32) is 
^,. . . „ b} bn bi. 
Minimize Z = —— + —^- + —^ 
^21 ^22 ^22, 
(3.41) 
subject to C221W21 + C222W22 + C223'«23 ^ C'o (3.42) 
\<m2\<n2\ 
1 < m22 ^ «22 
1 < W23 < «23. 
(3.43) 
where ^2/2 are integers; h = 1,2,3 (3.44) 
Table 3.5 gives the optimum values of ^2/,using formula (3.35). These 
values of mjh are infeasible, since they violate the restriction 
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X ^22h"^2h -^0 in (3.37), hence as an alternative, the dynamic 
h=\ 
programming approach given in Section 3.8 may be used. 
Table 3.5 
Calculation of /M2/, using formula (3.35) 
h 
1 
2 
3 
h 
318.70212 
307.54977 
1108.5576 
-Jh 
17.85223 
17.537097 
33.295009 
4h^C22h 
5.6453708 
5.0625238 
11.771563 
Yj^f^h^llh 
4h^22h 
56.453708 
60.750286 
94.172506 
= 211.3765 
^2h 
2.6707656=3 
2.3950268= 2 
5.5690027=6 
Execution of the computer program (in C language, given in Appendix -
II of this chapter) for the procedure developed in Section 3.8 for solving the 
AINLPP (3.29)-(3.32) (given in Appendix II) gives the following results 
^2\ =3, ^^ 22 =2, m23=5 
The optimum value of the objective function (3.41) is Z = 481.72045. 
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APPENDIX-I 
Computer in C-Ianguage for AINLPP (3.19)-(3.22) 
#include<stdio.h> 
#define K_MAX 3 
#define R_MAX 50 
#define INF 9999999.0 
main() 
{ 
int l,n[4][51],k,r,i,m,nk; 
floatfI4][51],min; 
float a[4]={l,5236.5381,8157.2253,18085.764}; 
float Nk[4]={ 1,34,35,31}; 
FILE *op; 
op=fopen("resultl .dat","w+"); 
P][0]=0.0; 
fIl][0]=INF; 
f[2][0]=INF; 
fI3][0]=INF; 
1=0; 
/*Initialization of zero point functions */ 
for(i=l;i<=50;i++) 
fIl][i]=INF; 
/* Starting with k */ 
for(k=l ;k<=K_MAX;k++) 
{ 
/*Starting withr */ 
for(r=l;r<=R_MAX;r++) 
{ 
if(r<k) 
fIk][r]=INF; 
min=INF; 
for(nk= 1 ;nk<=r;nk++) 
{ 
if(nk>=l && nk<=Nk[k]) 
/* Implementing the recursion function */ 
flk][r]=a[k]/nk+f[k-l][r-nk]; 
if(flk][r]<min) 
{ 
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min=f[k][r]; 
n[k][r]=nk; 
}/*Endofif*/ 
} /* End of nk loop */ 
f[k][r]=min; 
} /* End of r loop */ 
} /* End of K loop */ 
/* Saving Output in a file */ 
^rintf(op,"| 
|\n"); 
fyrintf(op," r fll,r] nl fI2,r] n2 fl3,r] n3\n"); 
Q)rintf(op,"| |\n"); 
for(r=l;r<=R_MAX;r++) 
for(k=l ;k<=K_MAX;k++) 
{ 
if(fIk][r]==INF) 
{ 
flk][r]=0; 
n[k][r]=0; 
} 
if(k==l) 
^rintf(op," %d %10.4f %d\t",r,flk][r],n[k][r]); 
if(k>l) 
fprintf(op," %10.4f %d\t",f[k][r],n[k][r]); 
if(k==3) 
Q3rintf(op,"\n"); 
} 
/* Appending the result to the output file */ 
m=R_MAX; 
for(k=K_MAX;k>=l;k-) 
{ 
fprintf(op,"\nThe value of n[%d]=%d",k,n[k][m]); 
m=m-n[k][m]; 
} 
fprintf(op,"\n| END |\n"); 
getch(); 
return; 
} 
/* End of Program */ 
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APPENDIX-II 
Computer in C-Ianguage for AINLPP (3.29)-(3.32) 
#include<stdio.h> 
#define K_MAX 3 
#defineR_MAX100 
#defme INF 9999999.0 
main() 
{ 
int I,m2[4][101],k,j,r,i,m,m2k; 
double fi:4][101],min; 
double b[4]={ 1,318.70212,307.54977,1108.5576}; 
double n2k[4]={ 1,5,6,9}; 
double c22k[4]={ 1,10,12,8}; 
FILE *op; 
op=fopen("result4.dat","w+"); 
f[0][0]=0.0; 
fIl][0]=INF; 
fT2][0]=INF; 
f[3][0]=INF; 
1=0; 
for(i=l;i<=100;i++) 
fll][i]=0.0; 
for(k=l ;k<=K_MAX;k++) 
{ 
for(r=l;r<=R_MAX;r++) 
{ 
if(r<k) 
flk][r]=INF; 
min=INF; 
for(m2k=l ;m2k<=r;m2k++) 
{ 
if(r<c22k[k]*m2k) 
fIk-l][r-c22k[k]*m2k]=INF; 
if(m2k>=l &&m2k<=n2k[k]) 
flk][r]=b[k]/m2k+flk-l][r-c22k[k]*m2k]; 
if(f[k][r]<min) 
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{ 
min=f[k][r]; 
m2[k][r]=m2k; 
}/*Endofif*/ 
} /* End of m2k loop */ 
} /* End of r loop */ 
} /* End of K loop */ 
/* Saving Output in a file */ fprintf(op,"| 
|\n"); 
Q)rintf(op," r f[l,r] m21 f[2,r] m22 fI3,r] m23\n"); 
Q)rintf(op,"| |\n"); 
for(r=l ;r<=R_MAX;r++) 
for(k=l ;k<=K_MAX;k++) 
{ 
if(fIk][r]==INF) 
{ 
f[k][r]=0; 
m2[k][r]=0; 
} 
if(k-l) 
fprintf(op," %d %10.4f%d\t",r,f[k][r],m2[k][r]); 
if(k>l) 
fprintf(op,"%10.4f %d\t",f[k][r],m2[k][r]); 
if(k==3) 
Q)rintf(op,"\n"); 
} 
/* Appending the result to the output file */ 
m=R_MAX; 
for(k=K_MAX;k>=l;k--) 
{ 
fprintf(op,"\n The value of m2[%d]=%d",k,m2[k][m]); 
m=m-m2[k][m]; 
} 
QDrintf(op," END |\n"); 
getchO; 
return; 
} 
/* END OF PROGRAM */ 
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CHAPTER 4 
STRATIFIED SAMPLING IN THE PRESENCE OF 
NON-RESPONSE: THE MULTIVARIATE CASE 
4.1 INTRODUCTION: 
Non-response refers to the failure to obtain information, for some reason 
or the other, from some of the population units that are selected in the sample. 
Hansen and Hurwitz (1946) presented the classical non-response theory for 
eliciting responses from a subsample of the non-respondents. The technique 
was first developed for the surveys in which the first attempt was made by 
mailing the questionnaires and a second attempt was made by personal 
interview to a subsample of the non-respondents. They constructed the 
estimator for the population mean and derived the expression for its variance 
and also worked out the optimum sampling fraction among the non-
respondents. Hansen and Hurwitz's technique was fiirther extended by El-
Badry (1956) by sending waves of questionnaires to the non-respondent units to 
increase the response rate. Foradari (1961) generalized El-Badry's approach for 
different sampling designs. Srinath (1971) suggested the selection of 
subsamples by making several attempts. Khare (1987) investigated the problem 
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of optimum allocation in stratified sampling in presence of non-response for 
fixed cost as well as for fixed precision of the estimate. 
The problem of optimum allocation in stratified random sampling for a 
univariate population is well known in sampling literature; see for example 
Cochran (1977) and Sukhatme et al (1984). When more than one characteristics 
are under study it is not possible to use the individual optimum allocations to 
various strata because an allocation, which is optimum for one characteristic, 
may not be optimum for other characteristics. Moreover, in the absence of a 
strong positive correlation between the characteristics under study the 
individual optimum allocafions may differ a lot and there may be no obvious 
compromise. In such situations some criterion is needed to work out an 
allocation which is optimum, in some sense, for all characteristics. Methods for 
solving the problem of optimum allocation in multivariate stratified sampling 
are proposed by various authors. Dalenius (1953), Yates (1960), Folks and 
Antle (1965), Hartley (1965), Kish (1988), Khan et al (1997) worked out the 
multivariate optimum allocation by minimizing the weighted average of 
different characters. The second approach of minimizing the total cost of the 
survey when the variances are subjected to fixed tolerance limits is discussed by 
Dalenius (1957), Yates (1960), Kokan (1963), Kokan and Khan (1967), 
Chatterjee (1968), Huddleston et al (1970), Chatterjee (1972), Hughes and Rao 
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(1979), Bethal (1985), Chromy (1987), Bethal (1989) etc. Sarandal et al (1992) 
formulated the generalized optimization problem for model based sampling that 
is of interest for several specified allocation problems. Zayatz and Sigman 
(1994) studied the feasibility of the use of Chromy's algorithm in a practical 
situation related to the annual sample survey of manufacturers. The authors 
have discussed the methods above for solving the problem of optimum 
allocation to various strata without considering the presence of non-response. 
This chapter presents an unbiased estimate of stratum mean of a 
population characteristic and derives its variance using the technique of Hansen 
and Hurwitz (1946) that considers a subsample of non-respondents. Then the 
problem of determining the optimum allocations to various strata in the 
presence of non-response and optimum size of subsamples among the non-
respondents in multivariate stratified sampling is discussed. The problem is 
formulated as a Nonlinear Programming Problem (NLPP), which has a convex 
objective function and a single linear cost constraint. Several techniques are 
available for solving this type of NLPP, better known as Convex Programming 
Problem (CPP). We used Lagrange multiplier technique to solve the formulated 
NLPP and explicit formulae for the optimum allocation and the optimum size of 
the subsamples to various strata are obtained. To verify that the solution 
obtained is really the required optimum the Kuhn-Tucker (1951) necessary 
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conditions, that are sufficient also for the formulated problem, are shown to 
hold at the optimal point. A numerical example is also presented to illustrate the 
computational details. This work is based on Khan et al (2008). 
4.2 FORMULATION OF THE PROBLEM: 
In stratified sampling where a populafion of size N is divided into L 
strata, let A'^ ;,, Yf^,St and P}j=Nfj/N denote the stratum size, stratum mean, 
stratum variance and stratum weight of h th stratum. Assume that every stratum 
is divided into two disjoint groups of respondents and non-respondents, with 
Nj^l and N}j2 -^h~ ^h\ ^^ the sizes of the respondents and non-respondents 
groups in the hih stratum respectively. Out of a stratified random sample of 
size n let n^;h-l,2,...,L units are from hih. stratum. Further, out of «/,, let 
nij] units belong to the respondents group and the remaining njj2 -^h~ ^h\ 
units belong to the non-respondents group. Suppose that at the second attempt 
subsamples of sizes 
rfj=nij2/kh;h = l,2,...,L (4.1) 
are drawn fi-om nfj2 non-respondent units; where kfj > 1 and, l/kf, denote the 
sampling fraction among non-respondents in the hih stratum. Unbiased 
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estimate of A'^ ;,] and Nfj2 are given by f^h\ ~ ^h\^hI^h ^^^ 
^h2 = ^ hl^hhh ' respectively. 
In a multivariate stratified sampling where on every unit p 
characteristics are under study, let J^ ./jj and yihiiruY 7 = l»2,...,/> denote the 
sample means of j th characteristic of the «/ji respondents at the first attempt 
and the r/, subsampled units at the second attempt. Following the procedure of 
Hansen and Hurwitz (1946) an estimator of the stratum mean Yji^ for yth 
characteristic in the /ith stratum may be defined as a weighted mean y jh{w) ^f 
yj}^\ (the sample mean of n}^\ respondents) and y jh2{ru) (sample mean of 
r/j units fi"om non-respondents measured at the second attempt) as 
myjh\+nh2yjh2{rh) 
Theorem 4.2.1 shows that y jh{w) is unbiased for 7./,. 
Theorem 4.2.1: For a given sample 's ' consisting of w/^ i respondents and «/,2 
non-respondents, y jh{w) i^  ^^ unbiased estimate of Y;^. 
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Proof: We have 
X "h 
= ^iyih) 
= Y Jh 
The following theorem gives the sampling variance of yjh{w) • 
Corollary: An unbiased estimate of the over all population mean Yj of the 
yth characteristics may be given as JF.Y^) = ^Phyjhiw) where P^j =N^IN. 
Theorem 4.2.2: The variance of yjUw) ^ ^ given as 
'{?j/.w)= ^ + 
•' rh rih 
J 1_ 
Proof: We have 
(4.3) 
= V[yj^]+ E[v(yjf,^^) \ n/,i,n/,2 j) (4.4) 
Now 
^\yjh{w)\m^nh2)=v m 
n^ 
yjhuHh^hi yjh2(r^^)\mrnh2 + v 
J V^h 
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nh2_ 
V 
]_ \_ 
rh nfj2 J Jhl 
(2 ^ 
^h2 ^h2 Jhl (4.5) 
2 
where w/j2 = «//2/"/z is the proportion of non-response in the sample and 5 .^ 2 
is the sample mean square based on «/j2 units. Again 
^^[yih{w)\m^nh2l)^E 
( (...2 \ 
w h2 ^h2 
fh nfj ^jh2h2 
^ ^ 2 ) ^ ^ 2 ) ' 
fh rif, ^jh2 J 
<s]h2 Wh2Sl2 
^h Hfj 
(4.6) 
where Wjj] and ^/j2 are the proportion of the respondents and non-respondents, 
2 
respectively, in h th stratum, S .,2 is the variance among non-respondents for 
j th characteristic in the h th stratum and are assumed to be known from past 
experience. 
The substitution of (4.5) and (4.6) in (4.4) gives (4.3) which completes 
the proof 
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L 
Corollary : The variance of yjU) = "^^hyjhiw) where Pfj = N^/N,is given 
as 
. ( L \ L 
nyj{w))=v Y^Phyjhiw) =llPhnyjh{w)) (4-7) 
U=l J h=\ 
where V[yjfj^^'^) is given by (4.3). 
Assuming a linear cost function the total cost of the sample survey could 
be considered as 
L L L 
c = Y^m^h + Y.^h\m + Z /^/2 /^?' (4-8) 
h=\ h^\ h=\ 
P 
where C/^ Q denotes the per unit cost of making the first attempt, c/j] = X^y^l 
7=1 
denotes the per unit cost for processing the results of all the p characteristics in 
P 
first attempt and c^2 = 'Yj^jhl denotes the per unit cost for obtaining and 
;=i 
processing the results of all the p characteristics in second attempt in the h\h 
stratum. Also Cj^\ and Cj^2 ^^ e the per unit costs of measuring the yth 
characteristic in first and second attempts respectively. 
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As «/,! is not known until the first attempt is made, the quantity W^inj^ 
may be used as its expected value and then the total expected cost of the survey 
could be given as 
L L 
C- 2(c/,o + Ch]Whi)nf, + X /^?2 /^/ • (4-9) 
h=l h=\ 
The optimum allocations rifj and optimum size of subsamples r/, for an 
individual characteristic obtained by minimizing the variance in (4.7) for given 
cost in (4.9), or by minimizing the cost for fixed variance are available in the 
sampling literature (See Khare (1987)). 
In multivariate strafified sample surveys, as discussed in Section 4.1, 
usually a compromise criterion is needed to work out a usable allocation which 
is optimum, in some sense, for all characteristics. However, if the total expected 
cost for the survey is predetermined, using the compromise criterion used by 
authors like Kish (1988), Khan, Khan and Ahsan (2003) and others, an 
optimum allocation may be worked out, which minimizes the weighted sum of 
the sampling variances of the estimates of various characteristics within the 
expected budget. Thus in a population with L strata and p characteristics, if 
the population means of various characteristics are of interest, it may be a 
reasonable criterion for obtaining a compromise allocation to minimize the 
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weighted sum of the variances of the stratified sample means of all the p 
characteristics, that is, 
i « / ( 5 ^ ; W ) (4-10) 
7=1 
where a,- >0 is the weights assigned to the yth characteristic in proportion to 
its importance as compared to other characteristics and is as given in (4.7). 
P 
Without loss of generality we can assume that X ^y ~ ^ • 
;= i 
Using (4.3), (4.7) and (4.10) and ignoring the terms independent of n^ 
and r/, minimizing (4.10) is equivalent to minimize 
h=\ ^h h=^\ ^h 
where 
4=2:a / i^and5^2 :« / ; .2 - (4.12) 
For a fixed expected cost CQ given by the RHS of (4.9) the problem of 
finding the optimum allocation w/^  and the sizes of the subsample r/j may be 
stated as the following NLPP: 
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h=\ ^h h=\ ^h 
L L 
subject to Yji^hO + ^m^hl)«/? + Z^//2^// ^ Q 
and n}j,rfj>0 {h-\,2,...,L) 
(4.13) 
The restrictions «/, > 0 and r/^  > 0 are obvious because negative values of /?/j 
and r/j are of no practical use. 
4.3 THE SOLUTION: 
The objective function Z of the NLPP (4.13) will be minimum when the 
values of n^j and r^j are as large as permitted by the cost constraints. This 
suggests that at the optimum point the cost constraint will be active, that is, it is 
satisfied as an equation. If the restrictions «/, > 0 and r^>0 are ignored, 
Lagrange muhipliers technique can be used to determine the optimum values of 
^ ^ ^ ^ 
«/j andr/j, say n/^  and rf^. If rifj and r;, are > 0 the NLPP (4.13) is completely 
solved, otherwise some nonlinear programming technique may be used. 
Define the Lagrange fiinction (p as 
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+ 
f L L \ 
+ ^  Z(^/20 + Ch\Wh\)nh + Y^^hirh - Co 
U=l h=\ 
where A is a Lagrange multiplier. 
The necessary conditions for the solution of the problem are 
dn}j + Kcho+Ch\Wh\) = ^ 
(4.14) 
n, 
which gives 
nfj = 
1 M4-^fr2Bl 
h = \,2,-,L. (4.15) 
Also dL_ + ^hi = 0; 
which gives 
. , = 4 M M . ; , = ,,2,...,i VI ^ C//2 
(4.16) 
dL ^ ^ 
which gives 
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VI 
Co 
h=\ h=\ 
(4.17) 
From (4.15) and (4.17) 
«/,= 
^0 ^PI [4 - ^hlBl ]/{chO + ChiWhi) (4.18) 
Also (4.16) and (4.17) give 
* CoPh^hlBhl^ 
h=] h=l 
(4.19) 
It can be verified that in NLPP (4.13) the objective flinction Z is convex 
P P 
for Af^>Wh2Bt or I « A > ^ / , 2 Z 
^J^jhl ^^'^ ^^^ constraint is linear. 7=1 y=i 
Therefore, the K-T necessary conditions for the NLPP (4.13) are sufficient also. 
For NLPP (4.13) these conditions are 
^{^h,rh)^-
^ ^ ^ ^ ^ - ( . . 0 . . , - . , ) ' 
n, 
+ Zch2 
>0 (4.20) 
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. , , c n i -^^ >{/ 
/ ^ v ^ - ' - <•/.. 
\ ^ 
-•3&S\ 
«A 
/- 1.2 „ . „2)p^ 2 ^ ^^  ( plfyl^s} S'^-^'^f^f^ .^i,,,.c,,W,,) 
n, 
+ fh h"h2"h + ^h2 = 0 
L L 
/?=1 h=\ 
( L \ 
Y,{cm + (^h\Wh\ W + E^w'^/j - Co 
v/j=i 
and «/2,^ /2 and A>0, 
/ j - 1 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
where V^ denote the gradient vector of ^. 
For «/j,r/jand /l>0 the above expressions give the same set of equations as 
(4.15), (4.16) and (4.17), which implies that the K-T conditions hold at the 
( * * \ / • * \ 
nfj,r^l given by (4.18) and (4.19). Hence, w^/,,^ ;^  j is optimum for NLPP 
(4.13). 
4.4 A NUMERICAL ILLUSTRATION: 
The following artificial data are constructed to illustrate the use of the 
formula (4.18) and (4.19) for computing the values of the over all optimum 
allocations and the optimum sample sizes from non-respondents measured at 
77 
the second attempt respectively. Consider a population of size A'^  = 3850 
divided into four strata. Let the population means of the two characteristics 
defined on each unit of the population are to be estimated. Table 4.1 shows the 
relevant information. 
Table 4.1 
Data for four strata and two characteristics 
h 
1 
2 
3 
4 
Nh 
121 
4 
822 
102 
8 
786 
Ph 
0.32 
0.21 
0.27 
0.20 
^2 
4817.7 
2 
6251.2 
6 
3066.1 
6 
6207.2 
5 
^2 
^2h 
8121.1 
5 
7613.5 
2 
1456.4 
6977.7 
2 
WhX 
0.7 
0.8 
0.75 
0.72 
Wh2 
0.3 
0.2 
0.25 
0.28 
Cm 
1 
1 
1 
1 
Ch\ 
2 
3 
4 
5 
<^//2 
3 
4 
5 
6 
In addition to the above it is assumed that the relative value of the 
7 / 2 
variances of the non-respondents and respondents that is S .j/ '^ % "^-^^ ^^^ 
7 = 1,2 and/? = 1,2,...,4. Let the total amount available for the survey is 78 
CQ = 5000 units and both the characteristics are equally important, that 
is,ai -a2 =0.5 
Substituting the values from Table 4.1 in (4.12) we get 
/il^^6469.44, AI= 693239, ^ | = 2261.28, yi|= 6592.49 
and 5i^= 1617.38, 5^=1733.10, 5 |= 565.32, 5^=1624.12 
This gives the optimum sample and subsample sizes n/j and rfj{h = \,2,3 and 
4) using (4.18) and (4.19) as 
* * * * 
n\ =541, «2 =313, «3 =211, n^ =247 
sfe !fe sic ik 
and r\ =76, r2 =30, r^ =24, r4 =31 respectively. 
Since the expected value of ni,2 is W^2^fj, from (4.1) we have the expected 
values of kfj = R^ /j2'^ /? A/? s^ 
A;i =2.14, yt2 =2.09, k2 =2.20 and yt4 =2.23 
which give the values of the optimum sampling fractions among non-
respondents for the four strata are: 
\/k^ =0.467, l/A:2 = 0.478, i/k^, = 0.455 and 1/^ 4 = 0.448 
respectively. 
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