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Abstract
Let L be a lattice (that is, a Z-module of finite rank), and let L = P(L) denote the family of convex
polytopes with vertices in L; here, convexity refers to the underlying rational vector space V = Q ⊗ L.
In this paper it is shown that any valuation on L satisfies the inclusion–exclusion principle, in the strong
sense that appropriate extension properties of the valuation hold. Indeed, the core result is that the class of a
lattice polytope in the abstract group L = P(L) for valuations on L can be identified with its characteristic
function in V. In fact, the same arguments are shown to apply to P(M), when M is a module of finite rank
over an ordered ring, and more generally to appropriate families of (not necessarily bounded) polyhedra.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Valuations, examples of which are the Euler characteristic, volume (and, more generally, in-
trinsic volumes or quermassintegrals), moment vector and so on, have played an important rôle
in convexity and related areas for a considerable time. Particular attention has been paid to val-
uations that are invariant or covariant under various group actions. At the beginning of this line
of research, Hadwiger (see [6]) characterized those valuations on the family K = K(E) of con-
vex bodies in a euclidean space E that are isometry invariant and monotone or continuous with
respect to the Hausdorff metric on K (there is an elegant proof of this result by Klain [8]). The
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lead us away from the focus of this paper.
More recently, much research has concentrated on the abstract theory. This expresses invari-
ance or covariance in terms of quotients of the abstract group corresponding to valuations by
suitable subgroups. So, for instance, translation invariance on the family P = P(V) of polytopes
in a finite-dimensional vector space V over an ordered field F was treated by McMullen in [11],
which built on earlier work by Jessen and Thorup [7]; the general situation in this context was
thoroughly investigated by Morelli in [14].
However, various properties of the corresponding polytope group P = P(V) fail to carry over
immediately when generalized, on the one hand, to convex bodies or specialized, on the other, to
sub-families of polytopes such as lattice polytopes. Those that concern us here are the inclusion–
exclusion principle and, more generally, the extension property, which enable a valuation to be
extended to suitable unions. It is important to note, though, that while the extension property
implies the inclusion–exclusion principle (by definition), in the general context the opposite im-
plication is by no means clear.
In this paper, we settle these questions for lattice polytopes. Here, L is a lattice, namely, a Z-
module of finite rank, which it is convenient to regard as embedded in the rational vector space
V := Q ⊗ L. The thrust of the paper amounts to showing that the embedding L ↪→ V induces
a corresponding embedding P(L) ↪→ P(V); however, this turns out to be a far from obvious
fact.
We shall draw heavily on the unpublished (but widely circulated) manuscript [1] by Betke.
(The earlier thesis [21] by Stein – which we have not seen – apparently covered much the same
ground, but with the assumption of translation invariance.) However, his arguments do not lead
to a complete proof (and, in any case, he only discusses inclusion–exclusion), because they are
restricted to real-valued valuations; a trivial modification would permit an extension to rational-
valued valuations, but the general case cannot be treated in that way. With rather more effort,
we mimic his approach to simple valuations in the abstract context, and then observe that the
extension property is no more difficult to prove than the inclusion–exclusion principle. Indeed,
we prove the core result that (with respect to valuations) a lattice polytope can be identified with
its characteristic function in the underlying rational vector space.
We should also comment on the work of Morelli. The treatment in [15] (which is then fed
back into [14]) is based on simplices, rather than general polytopes. Note, by the way, that
his definitions of the valuation group and simple valuation group are incompatible; the former
is determined by the valuation property (2.2), while the latter allows general dissections. One
important fact in [15] is made an assumption – the equality of simple valuations on the two dis-
sections of the projection of a simplex on a hyperplane (this is proved in [1] in a more general
context, and we prove an analogous result in Lemma 7.2). Equally crucially, because the treat-
ment is based on simplices, there seems to be an implicit assumption (it is not stated formally)
that bistellar operations will lead from one triangulation of a polytopal complex into any other;
referring to the survey by Santos [19], we see that this is false in a very strong sense. We must
therefore regard the treatment of Morelli as incomplete.
In outline, the rest of the paper is as follows. In Section 2 we look at inclusion–exclusion and
related properties in abstract terms. In Section 3, not only for completeness of exposition, but also
because we later need the basic ideas, we briefly survey the necessary background to the abstract
theory of polytope and polyhedron groups in a finite-dimensional vector space over an ordered
field. In Section 4 for comparison we consider the easier case of valuations on lattice polyhedra.
Section 5 shows that the lattice polytope group L is generated by the classes of simplices. Sec-
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the extension property. It follows from this in Section 7 that L is generated by the classes of
pyramids with a fixed apex and lower-dimensional polytopes. The main theorem, which includes
the extension property, follows in Section 8. We conclude in Section 9 by observing that (with a
little extra care) our treatment also applies in a natural way to polytopes with vertices in a module
over an arbitrary ordered ring.
Good references for polytope theory are to be found in Grünbaum [5] and Ziegler [23]; for the
most part, we follow the standard notation established there. Much of the background for valua-
tion theory can be found in Klain and Rota [9] or Schneider [20]; for more about valuations on
polytopes and properties of lattice polytopes, see also the surveys [2,12,13] and [4, Chapter 19].
2. Inclusion–exclusion
Let S be a family of subsets of a fixed set X. A mapping ϕ from S into some abelian group is
said to satisfy the inclusion–exclusion principle if
ϕ(S1 ∪ · · · ∪ Sn) =
∑
∅=J⊆N
(−1)card J−1SJ, (2.1)
whenever S1 ∪ · · · ∪ Sn ∈ S and SJ :=⋂{Sj | j ∈ J} ∈ S for all ∅ = J ⊆ N := {1, . . . , n} (we
always mean this by N). If (2.1) holds just for n = 2, then we call ϕ a valuation on S ; that is,
a valuation is defined by
ϕ(S ∪ T ) + ϕ(S ∩ T ) = ϕ(S) + ϕ(T ), (2.2)
whenever S,T ,S ∪ T ,S ∩ T ∈ S . We always assume that ∅ ∈ S (adjoining it if necessary); such
mappings ϕ will then be taken to satisfy ϕ(∅) = 0.
Remark 2.1. In (2.2), strictly speaking we only require that the target of ϕ be a semigroup; in
some circumstances, this is more appropriate.
If S is intersectional, meaning that S ∩ T ∈ S whenever S,T ∈ S , then it is only necessary to
specify that S1 ∪ · · · ∪ Sn ∈ S also; this is the case with the family K = K(E) of compact convex
sets in a euclidean space E, or the family Q = Q(V) of polyhedral sets in a finite-dimensional
vector space V over an ordered field F. If S is closed under finite unions as well (which is not
usually the case), then even this condition is redundant.
The extension problem for ϕ is the following: if ϕ is a valuation on S , can ϕ be extended
(uniquely) to the family S of finite unions of sets in S? (If S is not intersectional, then the
additional condition must be imposed that all intersections of sets in a given union lie in S .) So,
we say that the valuation ϕ has the extension property if there is a function ϕ on finite unions of
sets in S , such that
ϕ(S1 ∪ · · · ∪ Sn) =
∑
∅=J⊆N
(−1)card J−1ϕ(SJ), (2.3)
whenever SJ ∈ S for all ∅ = J ⊆ N. If such an extension exists, we will replace ϕ by ϕ, so that
(2.1) holds with the first condition omitted.
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union X = S1 ∪ · · · ∪ Sn, in the sense that, if X = T1 ∪ · · · ∪ Tm also, with all intersections of the
Tj in S , then ϕ(X) is given by (2.3) with the Tk instead of the Sj .
A partial answer to the extension problem was given by Volland [22].
Proposition 2.3. A valuation ϕ on an intersectional family S can be extended to S if and only if
ϕ satisfies the inclusion–exclusion principle on S .
Remark 2.4. In a non-intersectional family S , for the extension property to hold we must have
∑
∅=J⊆N
(−1)card J−1ϕ(SJ) =
∑
∅=K⊆M
(−1)card K−1ϕ(TK)
whenever SJ ∈ S for all ∅ = J ⊆ N and TK ∈ S for all ∅ = K ⊆ M := {1, . . . ,m}. Since the idea
behind the proof of Proposition 2.3 in [22] is to work with the sets of the form Rjk := Sj ∩ Tk
and use the inclusion–exclusion principle on Sj =⋃mk=1 Rjk and Tk =⋃nj=1 Rjk , we should not
expect the inclusion–exclusion principle to imply the extension property in general.
To formulate things in an abstract setting, we define valS to be the universal abelian group
for valuations on S ; we call valS the valuation group on S . Thus to each S ∈ S is associated a
generator [S] ∈ valS , called its class, with [∅] = o, the zero class; addition of these classes then
satisfies the valuation property
[S ∪ T ] + [S ∩ T ] = [S] + [T ], (2.4)
whenever S,T ,S ∪ T ,S ∩ T ∈ S . The definition of valS immediately implies
Proposition 2.5. A valuation on S induces a corresponding homomorphism on valS , and con-
versely.
Groemer [3] extended Proposition 2.3 in an important direction. The characteristic function
δ(S, ·) of S ∈ S is defined for x ∈ X by
δ(S, x) :=
{
1, if x ∈ S,
0, if x /∈ S. (2.5)
We denote by charS the abelian group consisting of integer linear combinations of such char-
acteristic functions. It is clear that the mapping S 
→ δ(S, ·) is a valuation and thus, by Proposi-
tion 2.5, induces a homomorphism on valS ; equally clearly, the mapping is surjective.
Groemer’s result (which we slightly adapt here) is
Proposition 2.6. If S is an intersectional family, then the mapping S 
→ δ(S, ·) induces an iso-
morphism between valS and charS if and only if the inclusion–exclusion principle holds in valS .
Remark 2.7. What Propositions 2.3 and 2.6 say is that the extension property for valuations on
an intersectional family S is equivalent to each set in S being identified with its characteristic
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property further extends to sets of the form S \ T , where S,T ∈ S , by
ϕ(S \ T ) = ϕ(S) − ϕ(S ∩ T ).
The same notion extends to the definition of classes of unions and complements in valS .
Remark 2.8. We can summarize this discussion as follows. Let S be a family of sets, and con-
sider the assertions
(a) valS satisfies the inclusion–exclusion principle,
(b) valS has the extension property,
(c) valS ∼= charS .
Then (c) implies (b) implies (a); it is unclear whether (b) and (c) are equivalent.
In the special case S = Q mentioned previously, the inclusion–exclusion principle and exten-
sion property can be proved to hold; we shall repeat the familiar argument in Section 3. However,
for other interesting families of sets, the situation is different. It is an open problem for K, even
though K is intersectional. As another instance, if L is a discrete Z-module or lattice in the
vector space V, and L := P(L) is the corresponding (non-intersectional) family of lattice poly-
topes, namely, those with vertices in L, then much effort has been expended in trying to establish
the inclusion–exclusion principle and its generalizations. As we observed in Section 1, it is not
clear that these previous attempts have been altogether successful (certainly, no proof published
hitherto that we know of is complete).
3. The polytope group
We now move on to discuss the special case of polytopes. As in Section 1, we work in a finite-
dimensional vector space V over an ordered field F. The family P = P(V) of polytopes in V
then gives rise to the polytope group P = P(V) := valP as in Section 2. In fact, it is convenient
to start with the larger polyhedron group Q = Q(V) := valQ, which is the abstract group for
valuations on the family Q = Q(V) of not necessarily bounded polyhedra (that is, polyhedral
sets) in V. However, there are special properties of polyhedra that are not shared by general
(closed convex) sets. There is an apparently weaker condition than (2.4). This is
[
P ∩ H+]+ [P ∩ H−] = [P ] + [P ∩ H ], (3.1)
whenever P ∈ Q and H is a hyperplane in V that bounds the two closed half-spaces H+ and
H−; (3.1) defines weak additivity.
Remark 3.1. As a point of notation, we write F  P to mean that F is a face of a polyhedron P ,
possibly P itself; further, F  P means that F is a facet of P , that is, a face of codimension 1
in P .
Proposition 3.2. Weak additivity on Q defines the same group Q.
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ing the trivial cases Q ⊆ P or P ⊆ Q and appealing to induction if dimP < dimV, we may
suppose that P,Q ∈ Q are full-dimensional and are such that P ∪ Q is convex, with neither
contained in the other. The proof that (3.1) implies (2.4) proceeds by induction on the num-
ber of facets F  P that meet the interior intQ of Q. If there are none, then the affine hull
H := aff(P ∩ Q) of P ∩ Q is a hyperplane, and the two closed half-spaces bounded by H meet
P ∪ Q in P and Q. Otherwise, let F  P meet intQ, and let H := affF be the hyperplane
spanned by F . If P ⊆ H− (say), then we have
(P ∪ Q) ∩ H+ = Q ∩ H+, (P ∪ Q) ∩ H = Q ∩ H,
and weak additivity applied to P ∪ Q and H , bearing in mind that
(P ∪ Q) ∩ H− = (P ∩ H−) ∪ (Q ∩ H−) = P ∪ (Q ∩ H−)
since P ∩ H− = P , implies that[
P ∪ (Q ∩ H−)]+ [Q ∩ H+]= [P ∪ Q] + [Q ∩ H ].
Now one fewer facet of P meets int(Q ∩ H−), and so we can assume inductively that[
P ∪ (Q ∩ H−)]+ [P ∩ Q] = [P ] + [Q ∩ H−],
again using P ∩ H− = P . Comparing these two expressions yields
[P ∪ Q] + [P ∩ Q] = [Q ∩ H+]− [Q ∩ H ] + [P ] + [Q ∩ H−]
= [P ] + [Q],
by weak additivity applied to Q and H , as we had to show. 
Writing X := charQ for the group generated by the characteristic functions of polyhedra, we
then have the result corresponding to Proposition 2.6.
Proposition 3.3. The mapping P 
→ δ(P, ·) induces an isomorphism between Q and X.
Proof. As we have observed, since the mapping is a valuation, it indeed induces a homo-
morphism on Q; further, this homomorphism is surjective. To show that it is injective, let
P1, . . . ,Pm ∈ Q and μ1, . . . ,μm ∈ Z be such that x := ∑mj=1 μj [Pj ] has image 0. Express
each Pj as an intersection of (finitely many) half-spaces H−jk , and consider the (finite) family R
of all polyhedra Q that are intersections of the form
⋂
j,k
H ∗jk,
where ∗ stands for +, − or 0 (with H 0jk := Hjk), and the intersections are over all j and k.
Applying the weak valuation property to each Pi and each hyperplane Hjk (each new hyperplane
splitting each previous component polyhedron in turn) shows that we can express x as an integer
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that νQ = 0 if Q is full-dimensional. We now work down in successively lower dimensions, to
see that νQ = 0 for all Q ∈ R, so that x = o, as we were required to prove. 
Finally, we treat inclusion–exclusion; indeed, we deal with the extension problem at the same
time. Let Q denote the family of finite unions of polyhedra in V.
Proposition 3.4. Let Q ∈ Q be expressible in the form
Q =
n⋃
i=1
Pi,
with Pj ∈ Q for j = 1, . . . , n. Then its class in Q is well defined as
[Q] =
∑
∅=J⊆N
(−1)card J−1[PJ].
Recall that PJ =⋂{Pj | j ∈ J}.
Proof. The result follows straightforwardly from the observation that, if S,T ⊆ V are any sets,
then
δ(S ∩ T , ·) = δ(S, ·)δ(T , ·),
the ordinary product of characteristic functions. Further, the complement of S is given by
δ(V \ S, ·) = δ(V, ·) − δ(S, ·) = 1 − δ(S, ·),
where 1 stands for the constant function δ(V, ·). De Morgan’s laws immediately imply that
1 − δ(Q, ·) =
n∏
i=1
(
1 − δ(Pi, ·)
)
=
n∑
j=0
(−1)j
∑
1i(1)<···<i(j)n
δ(Pi(1), ·) · · · δ(Pi(j), ·)
=
∑
J⊆N
(−1)card Jδ(PJ, ·), (3.2)
where the first term in the sum on the right (for J = ∅) is interpreted as 1 (which then cancels
with the term 1 on the left). Proposition 3.3 leads at once to the claim of this proposition. 
Remark 3.5. The case Q ∈ Q is the inclusion–exclusion principle for valuations on Q. As we
noted in Section 2, we can now define the class of any set of the form S \ T , with S,T finite
unions of polyhedra. In particular, we can define the class of the relative interior relintP of any
P ∈ Q.
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bounded components in R (that is, polytopes) can make any contribution to the characteristic
function. For Proposition 3.4, the only thing to observe is that 1 = δ(V, ·) must be introduced as
a formality, because V itself is not a polytope; however, we noted that the terms 1 on each side
of the inclusion–exclusion formula (3.2) cancel. Observe that, as a consequence, P Q in the
natural way.
Remark 3.7. Though we do not need it in the present context, Q has a ring structure, with
multiplication induced by vector (Minkowski) addition:
[P ] · [Q] := [P + Q].
On a historical note, we should remark that the inclusion–exclusion principle for valuations
on polytopes was first established by Volland [22]; Perles and Sallee worked through the details
of the extension question for polytopal complexes in [16]; see also [18]. We also refer the reader
to the surveys [12,13].
4. Lattice polyhedra
A (linear) lattice is a Z-module L of finite rank; recall that the rank rankL of L is the number
of elements in a Z-basis of L. Underlying L is the rational vector space V := Q ⊗ L, whose
dimension is dimV= rankL; a Z-basis of L becomes a Q-basis of V.
Remark 4.1. It is sometimes convenient to generalize the definition, so as to allow a lattice not
to contain the origin o. To this end, let V be a finite-dimensional vector space over an ordered
field. If A ⊆V, then its integer affine hull intaffA is defined to be
intaffA :=
{
k∑
i=0
ξ1ai
∣∣∣ aj ∈ A, ξj ∈ Z for j = 0, . . . , k, k∑
i=0
ξi = 1
}
. (4.1)
An affine lattice in V is then a discrete subset L⊆V such that intaff L⊆ L. Thus an affine lattice
is closed under integer affine combinations.
Remark 4.2. It is straightforward to see that the condition for an affine lattice L can be reduced
to the following: if x0 ∈ L is arbitrary, then x0 + x1 − x2 ∈ L whenever x1, x2 ∈ L. This is the
usual definition when L is a linear lattice, meaning that o ∈ L (then take x0 = o); a lattice will
be assumed to be linear, unless specified otherwise.
Remark 4.3. It is clear that an affine lattice L in V is a translate of a Z-module L, namely, a linear
lattice; then the rank rankL of L is defined to be the rank of L. Note that a Z-module L ⊆ V
with rankL> dimV cannot be discrete; such a module is not generally regarded as a lattice.
Remark 4.4. If L is an affine lattice and a, b ∈ L are arbitrary, then we can define the endomor-
phism Φab of L by Φab(x) := x−a+b. If we set T = T (L) := {Φab | a, b ∈ L}, then we readily
see that T is a group, called the translation group of L. Indeed, if L has rank d , then T ∼= Zd is
a linear lattice of the same rank; thus, in the case when L is a linear lattice, we can identify T
with L itself.
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we shall always mean this by V. (When o /∈ L, we can work in the underlying rational affine
space.) Naturally, also, convexity refers to V. However, we must be careful not to identify too
closely a polytope P ∈ P(L) with the corresponding polytope in P(V), although, in talking
about characteristic functions, it is obviously the rational polytope that we have in mind.
While we are concerned with valuations on lattice polytopes, it is instructive first to look at
the easier case of lattice polyhedra; we show that Proposition 3.3 remains valid for them. There
are two ways of specifying a member Q of the family Q := Q(L) of lattice polyhedra; the
reader will easily check their equivalence. First, each face F Q is spanned by lattice points,
so that affF = aff(F ∩ L) (as before, aff denotes the affine hull). Second, recall the alternative
description of a polyhedron as the sum of a polytope and a finite cone; for a lattice polyhedron,
the polytope is in P(L), and the cone is generated by directions in L.
We begin with a fairly general result for possibly unbounded polyhedra. Normal vectors will
usually be taken in V∗, but it makes little difference to regard them in the reciprocal lattice
L∗ := Hom(L,Z) := {u ∈V∗ ∣∣ 〈x,u〉 ∈ Z for each x ∈ L}.
We denote by η(P, ·), given for u ∈V∗ (or L∗) by
η(P,u) := max{〈x,u〉 ∣∣ x ∈ P },
the support functional of P ∈ Q, with ∞ allowed as a value. Then we have
Theorem 4.6. Let P,Q ∈ Q(V) be such that P ∪ Q is convex, and let u ∈V∗.
(a) If η(P,u) = η(Q,u), then
F(P ∪ Q,u) = F(P,u) ∪ F(Q,u), F (P ∩ Q,u) = F(P,u) ∩ F(Q,u).
(b) If η(P,u) = η(Q,u), then{
F(P ∪ Q,u),F (P ∩ Q,u)}= {F(P,u),F (Q,u)}.
Proof. For bounded polyhedra (that is, polytopes), we could effectively deduce this result from
Sallee’s result that, here, (P ∪ Q) + (P ∩ Q) = P + Q (see [17]); bear in mind that, under
Minkowski addition, P(V) is a semigroup with cancellation. In Q(V), we lose the cancellation
property, and so an alternative approach is needed. In fact, we give a direct proof (which clearly
applies to polytopes as well). The first case of the theorem is obvious. For the second, suppose
(for instance) that β := η(P,u), γ := η(Q,u) and that β > γ . Note, by the way, that we allow
β = ∞ here (and thus F(P,u) = ∅); however, γ must be finite – we may clearly assume that
Q = ∅. Since the hyperplane H(u,β) := {x ∈ V | 〈x,u〉 = β} (whether empty – if β = ∞ – or
not) does not meet Q, it follows at once that
F(P ∪ Q,u) = F(P,u).
It is also clear that F(P ∩ Q,u) ⊆ F(Q,u). If the inclusion were strict, then we could find
some y ∈ F(Q,u) \ F(P ∩ Q,u); hence y /∈ P . Pick any x ∈ P with 〈x,u〉 > β . Then the open
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meet P . But now we see that [xy] is not contained in P ∪ Q, contrary to P ∪ Q being convex.
Thus, after all,
F(P ∩ Q,u) = F(Q,u),
which is the claim of the second part. 
We now apply Theorem 4.6 to L-polyhedra.
Lemma 4.7. Let P,Q ∈ Q(L) be such that P ∪ Q is convex. Then
P ∪ Q, P ∩ Q ∈ Q(L).
Proof. We make an appeal to induction on dimension; the starting point is when P and Q are the
same affine subspace of V (we cannot begin just with points). To avoid trivial cases, we can also
suppose that neither of P or Q contains the other. Referring to Theorem 4.6 for a description
of its faces, it is obvious from the definition that P ∪ Q ∈ Q(L). The inductive assumption
implies that proper faces of P ∩ Q are also L-spanned. There remains P ∩ Q itself. There are
two possibilities. If P ∩ Q is a common facet of P and Q, then the result holds by definition.
Otherwise, some facet F of P meets relintQ, and so is a facet of P ∩Q; similarly some facet G
of Q meets relintP , and so is also a facet of P ∩ Q. But it is clear that conv(F ∪ G) is full-
dimensional in P ∩ Q; it follows that P ∩ Q is L-spanned, which completes the proof. 
We can now define the lattice polyhedron ring Q = Q(L) in the expected way, noting that
Lemma 4.7 ensures that, if P,Q ∈ Q are such that P ∪ Q is convex, then we do not need to
specify that P ∪ Q,P ∩ Q ∈ Q also. We may incidentally observe that multiplication (induced
by Minkowski addition) is also well defined on Q; a sum of lattice polyhedra is again a lattice
polyhedron, as the second definition makes clear.
The main result in this section implies that things behave nicely for lattice polyhedra. We have
Theorem 4.8. Let L be a lattice of finite rank, and let V = Q ⊗ L be the underlying rational
vector space. Then Q(L)Q(V) (as abelian groups or rings), so that Q ∼= charQ.
Two lemmas form the main ingredients of the proof. The first is
Lemma 4.9. The group Q is generated by the classes [C] of cones C ∈ Q(L).
Proof. We wish to express a general polyhedron class [P ] in terms of classes of cones. We ini-
tially proceed by induction on dimension, noting that the case when P contains a line essentially
reduces to such a case. So, we may assume that P is full-dimensional and line-free, and so has
vertices. Our induction now is on the number n of such vertices. If n = 1, then P is already a
cone. If n  2, then P must have a finite edge E = conv{x, y}, since the edge-graph of P is
connected. With the positive hull posA of a subset A ⊆V defined as usual to be
posA :=
{
k∑
λiai
∣∣∣ aj ∈ A, λj  0 for j = 1, . . . , k
}
,i=1
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Px := P + pos{y − x}, Py := P + pos{x − y}
are such that Px ∪Py is convex, Px ∩Py = P (proving this is straightforward), and each of Px,Py
and Px ∪ Py has fewer vertices than P (for example, Px loses y at least, while Px ∪ Py =
P + lin{x − y} loses both x and y – in fact, Px ∪ Py contains the line xy). This is the inductive
step, and the claim of the lemma then follows. 
For the second, we look at the subgroup generated by classes of cones with a fixed apex. Since
the actual apex is unimportant, for the moment we can work in C := C(L), the family of lattice
cones with apex o.
Lemma 4.10. Let C := valC. Then C ∼= charC.
Proof. We employ essentially the same argument as in the proof of Proposition 3.3. As there,
the homomorphism on C induced by δ is surjective. To prove injectivity, again as before suppose
that x :=∑ki=1 μi[Pi], with P1, . . . ,Pk ∈ C and μ1, . . . ,μk ∈ Z, is such that δ(x, ·) ≡ 0. We
express each Pi as an intersection of (linear) half-spaces H−ij , and consider the family R of all
(non-empty) cones Q that are intersections of the form⋂i,j H ∗ij , where ∗ stands for +, − or 0 as
before, and the intersections are over all i and j . Each cone C ∈ R is rational (with respect to L),
and hence is a lattice cone and so belongs to C. The argument of Proposition 3.3 now shows that
x = o in C, as we claimed. 
Proof of Theorem 4.8. We put these lemmas together, although further work is still necessary.
Let x ∈ Q be such that δ(x, ·) ≡ 0. In view of Lemma 4.9 we can suppose that x consists of
classes of cones, not necessarily with the same apex. If some of these cones are pointed (with
a single apex), let a be such an apex. If K is a cone that contains a, but for which a /∈ apexK
(the face of apices of K), let G := cone(a,K), the cone generated by K with apex a. We then
add and subtract [G], noting that apexG ⊃ apexK (strict inclusion). Since [K] − [G] makes
no contribution locally around a, with G replacing K (for each such K) we now have a family
of cones with apex a, the sum y, say, of whose (signed) classes vanishes under δ (because it
vanishes locally around a). By Lemma 4.10, we have y = o; we have now eliminated a as an
apex of cone classes. Once we have carried out this procedure for each apex of pointed cones,
we move on to those cones whose faces of apices are lines, then planes, and so on. We end up
with signed copies of classes of the whole space whose contributions cancel, and so have sum o.
This is what we wanted. 
There are many important consequences of Theorem 4.8; we list a pair of them in
Theorem 4.11. Let L be a lattice of finite rank, and let V = Q ⊗ L be the underlying rational
vector space. Then
(a) Q(L)Q(V) as an abelian group and as a ring;
(b) the classes of partly open polyhedra are well defined in Q(L).
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problem that this paper addresses. Unfortunately, this fact is not quite as self-evident as it at first
appears.
5. Simplices
The first step in extending the theory to L := P(L) is to establish that L is generated by
simplex classes. Except for a slight tightening of the proof, this is taken from [1]. We first need a
subsidiary lemma (we appealed to an analogue of this in the proof of Lemma 4.9).
Lemma 5.1. Let Q ∈ P(V) be a polytope, and let a, b be two points such that [ab] ∩ Q = ∅.
Then
conv
({a} ∪ Q)∪ conv({b} ∪ Q)= conv({a, b} ∪ Q),
conv
({a} ∪ Q)∩ conv({b} ∪ Q)= Q.
Proof. For the first equation, if, say, a ∈ Q, then there is nothing to prove. So, we may assume
that a, b /∈ Q, so that there are μ,ν > 0 with μ + ν = 1 such that μa + νb ∈ Q. A point of
conv({a, b} ∪ Q) is of the form ξa + ηb + ζc, where c ∈ Q and ξ, η, ζ  0 with ξ + η + ζ = 1.
Again, to avoid trivial cases, we may suppose that ξ, η > 0. If, say, ξ/μ η/ν, we write
ξa + ηb =
(
ξ − ημ
ν
)
a + η
ν
(μa + νb) ∈ (ξ + η) conv({a} ∪ Q),
and adding the term ζc yields a point of conv({a} ∪ Q).
For the second equation, let x ∈ conv({a} ∪Q)∩ conv({b} ∪Q). Thus there are y, z ∈ Q such
that x ∈ conv{a, y} and x ∈ conv{b, z}. Let conv{a, b} ∩ Q = conv{c, d}. Only a little work (the
reader should draw a picture) shows that
x ∈ conv{y, z, c, d} ⊆ Q.
This yields the claim. 
Theorem 5.2. The ring L is generated by the classes of lattice simplices.
Proof. The idea is to start with a lattice polytope P with n vertices, regarded as stage 0. From a
polytope P (k) at stage k that still has n vertices is constructed two lattice polytopes P (k+1)1 and
P
(k+1)
2 with the following properties:
• P (k) ∪ P (k+1)1 = P (k+1)2 ,
• P (k) ∩ P (k+1)1 has at most n − 1 vertices,
• each of P (k+1)1 and P (k+1)2 either has n − 1 vertices, or is better with respect to a certain
criterion to be described.
However, before we embark on the details of the procedure, we make some remarks.
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directly with Q := conv(vertP \{a, b}). This expresses P as a union of two lattice polytopes
with n − 1 vertices whose intersection has n − 2 vertices.
• It can be assumed that vertP contains no affinely dependent set W whose affine rank satisfies
affrankW < d , otherwise we can make an inductive appeal on dimension by applying our
procedure to W .
The first remark enables us to improve a certain bound in the proof, while the second cuts out
cases where an appeal to induction on dimension would be possible.
We can clearly suppose that P is of full dimension d , and that P is not a d-simplex.
Pick an affine basis A = {a0, . . . , ad} ⊂ vertP and a further x ∈ vertP . Then we can write
x =∑di=0 ξiai , with ∑di=0 ξi = 1. We can make the following assumptions:
• the aj are so ordered that ξ0  · · · ξd ;
• no ξj = 0, by the second of our previous remarks;
• at least two ξj are negative, otherwise x ∈ convA or [a0x] is not an edge of P .
We could actually make further assumptions, but these are not really necessary (however, see
Remark 5.3 in view of its implication for Section 9). From the first and third we deduce that
ξd > 1/(d − 1).
Let λ 2 be an integer to be chosen later. Define y := (1 − λ)a0 + λad ,
bj :=
{
y, if j = 0,
aj , otherwise,
cj :=
{
y, if j = d,
aj , otherwise,
B := {b0, . . . , bd} and C := {c0, . . . , cd}. By Lemma 5.1, with a = a0, b = cd and V = vertP \
{ad}, we have P ∪ convB = convC and P ∩ convB = convV . We then have
a0 = 11 − λy −
λ
1 − λad = −
1
λ − 1b0 +
λ
λ − 1bd,
ad = −1 − λ
λ
a0 + 1
λ
y = λ − 1
λ
c0 + 1
λ
cd,
so that, if x =∑di=0 ηibi =∑di=0 ζici , then
ηj =
⎧⎨
⎩
−ξ0/(λ − 1), if j = 0,
λξ0/(λ − 1) + ξd, if j = d,
ξj , otherwise,
ζj =
⎧⎨
⎩
ξ0 + (λ − 1)ξd/λ, if j = 0,
ξd/λ, if j = d,
ξj , otherwise.
Our criterion is the following: for a suitable λ, either ηd and ζ0 are non-negative, or the sums
of the negative coefficients ηj and ζj increase by at least 1/d .
Now we clearly have η0 > 0 and ζd > 0. Moreover, ηd and ζ0 have the same sign. If they are
negative, suppose that precisely ξ0, . . . , ξm < 0. Then the sum of the negative ηj is seen to be
ηd +
m∑
ηi = ξd + ξ0
λ − 1 +
m∑
ξi .i=1 i=0
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the sum of negative coefficients is at least 1/d . The same analysis applies to the ζj , noting that
ζ0 = (λ − 1)ηd/λ > ηd when ηd < 0. 
Remark 5.3. If we choose A so that convA has largest volume among all simplices with vertices
in vertP , then this ensures that (initially) each |ξj |  1, and hence that (in the notation of the
proof) ∑mi=0 ξi −(m + 1).
6. The extension map
We now define the extension map u on a finite intersectional set B ⊆ L = P(L) by
u(B) :=
∑
J⊆N\{∅}
(−1)card J−1[PJ], (6.1)
with B = {P1, . . . ,Pn} as before. As its name indicates, formally u(B) = [⋃B], if this can be
defined uniquely. Of course, this is what we intend to show. In this section, we establish a kind
of valuation property of u.
In order to prove our valuation result Proposition 6.7, we must first establish various properties
of the extension map. Some of these are purely combinatorial, but it is easy to get lost in the
calculations. We therefore introduce a new idea, which may well have wider applications.
For the remainder of the section, we assume that all polytopes mentioned belong to some
fixed (finite) intersectional set A ⊂ L, of which B and C are subsets. In this context, part of the
bounded version of Theorem 4.6 must be stated. This can be derived from the result of Sallee
[17] that we noted earlier; its implication for lattice polytopes was observed in [10], but curiously
ignored by many later authors.
Proposition 6.1. Let P,Q be polytopes such that P ∪ Q is convex. Then
vert(P ∪ Q) ∪ vert(P ∩ Q) = vertP ∪ vertQ.
In particular, if any three of P,Q,P ∪ Q,P ∩ Q are in L, then so is the fourth.
There is clearly no harm in assuming that A contains all its intersections. What is, perhaps,
more surprising is
Lemma 6.2. If Q,R ∈ A are such that Q ∪ R is convex, then A ∪ {Q ∪ R} is intersectional.
Proof. In other words, it may be assumed that A contains all such unions. To see this, let P ∈ A
be arbitrary. Now
P ∩ (Q ∪ R) = (P ∩ Q) ∪ (P ∩ R),
and then, since P ∩ Q,P ∩ R,P ∩ Q ∩ R = (P ∩ Q) ∩ (P ∩ R) ∈ L, either directly or from
Proposition 6.1 we deduce that P ∩ (Q∪ R) ∈ L also. Thus we can adjoin Q∪R to A to give a
larger intersectional set. 
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Q,R ∈ A are such that Q ∪ R is convex (thus adjoining Q ∪ R to A is not needed here). We
define the (commutative) binary operation ∧ on A by
[P ] ∧ [Q] := [P ∩ Q] (6.2)
for P,Q ∈ A. We first have
Lemma 6.3. If P ∈ A is fixed, then the mapping [P ]∧ :A → A is a homomorphism.
Proof. This really just restates Lemma 6.2 in terms of the binary operation ∧. 
We can now reformulate the map u in terms of ∧. We adjoin a formal unity i to A; that is,
i ∧ x = x for each x ∈ A. For B ⊆ A we can clearly write
i − u(B) =
∧{
i − [P ] ∣∣ P ∈ B}. (6.3)
This formula exactly parallels (3.2) and Proposition 3.4 for the characteristic functional; just as
there, i will ultimately cancel in equations, and so its introduction is only for convenience.
We now have a sequence of results that show that u(B) is not altered by adjoining certain
additional polytopes to B; of course, these are what we should expect if u(B) does give the
extension in L to the union
⋃B. First,
Lemma 6.4. Let P ∈ A. Then [P ] and i − [P ] are orthogonal idempotents under ∧.
Proof. What the lemma means is that
[P ] ∧ [P ] = [P ], (i − [P ])∧ (i − [P ])= i − [P ], [P ] ∧ (i − [P ])= o;
these relations are trivial to verify. 
Lemma 6.4 has useful consequences.
Lemma 6.5. Let P,Q ∈ A.
(a) If P ∈ B and Q ⊆ P , then u(B ∪ {Q}) = u(B).
(b) If P,Q ∈ B are such that P ∪ Q is convex, then u(B ∪ {P ∪ Q}) = u(B).
Proof. The basic observation is that, if P ∈ B, then
(
i − [P ])∧ (i − u(B))= i − u(B),
in view of Lemma 6.4 and (6.3). Thus, for (a), we have
(
i − [P ])∧ (i − [Q])= i − [P ] − [Q] + [P ] ∧ [Q] = i − [P ],
because [P ] ∧ [Q] = [P ∩ Q] = [Q]. It follows that
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i − [Q])∧ (i − u(B))= (i − [Q])∧ (i − [P ])∧ (i − u(B))
= (i − [P ])∧ (i − u(B))
= i − u(B).
For (b), the valuation property says that
i − [P ∪ Q] = (i − [P ])+ (i − [Q])− (i − [P ∩ Q]),
so that
(
i − [P ∪ Q])∧ (i − u(B))= i − u(B)
from part (a). 
Remark 6.6. Indeed, the basic observation above implies that (i−u(B))∧ (i−u(B)) = i−u(B);
expanding this relation yields
u(B)∧ u(B) = u(B),
a fact that we shall employ shortly.
We are now ready for the main result of the section. For B,C ⊆ A, we define
B ∨ C := B ∪ C, B ∧ C := {P ∩ Q | P ∈ B, Q ∈ C}.
Then we have
Proposition 6.7. If A ⊂ L is a finite intersectional set and B,C ⊆ A, then
u(B ∨ C) + u(B ∧ C) = u(B) + u(C).
Proof. In view of
i − u(B ∨ C) = (i − u(B))∧ (i − u(C))= i − u(B)− u(C) + u(B) ∧ u(C),
an equivalent formulation of the result is
u(B ∧ C) = u(B) ∧ u(C). (6.4)
For the proof, we proceed by induction on cardC. In case C = {Q}, we have first
i − u(B ∨ {Q})= (i − u(B))∧ (i − [Q]),
and (writing [P ∩ Q] = [P ] ∧ [Q] by definition)
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=
∧{
i − [Q] + (i − [P ])∧ [Q] ∣∣ P ∈ B}
= i − [Q] + (i − u(B))∧ [Q]
= i − u(B)∧ [Q],
by (6.3) for u(B) and Lemma 6.4 applied to Q. Thus (6.4) follows here, since u({Q}) = [Q].
When cardC  2, let Q ∈ C and define C′ := C \ {Q}. We make the inductive assumption that
(6.4) holds with C′ instead of C, so that
u(B ∧ C′) = u(B)∧ u(C′).
Since B∧C = (B∧C′)∨ (B∧{Q}), using the inductive assumption (including the first part) and
Remark 6.6 we have
i − u(B ∧ C) = (i − u(B ∧ C′))∧ (i − u(B ∧ {Q}))
= (i − u(B) ∧ u(C′))∧ (i − u(B) ∧ u({Q}))
= i − u(B) ∧ (u(C′) + u({Q})− u(C′) ∧ u({Q}))
= i − u(B) ∧ u(C′ ∨ {Q})
= i − u(B) ∧ u(C),
as was wanted. 
Remark 6.8. In the situation below in which we use Proposition 6.7, we could perhaps appeal to
induction on dimension, making the identification u(B) = [⋃B] noted earlier. It is worth noting
that the formal calculations needed to establish Proposition 6.7 on the level of valuations are
quite formidable.
7. Pyramids
This section and the next once more proceed by generalizing the treatment of [1]. We now fix
a point b ∈ L. If P ∈ P is full-dimensional and F  P , then we say that F is visible from b if b is
beyond F (in the terminology of [5]), and remote if b is beneath F (thus, for example, if b ∈ intP ,
then all facets of P are remote). More generally, F  P is visible (remote) from b if (1 − λ)b +
λx /∈ P whenever x ∈ F and 0  λ < 1 (λ > 1, respectively); note that faces on the shadow
boundary of P relative to b can be both visible and remote, as can lower-dimensional polytopes.
We then define Fv(P ) and Fr (P ) to be the sets of visible and remote faces of P , respectively. (In
case of full-dimensional polytopes, we could confine the definition to facets; however, in view of
Lemma 6.5, in our applications the distinction is immaterial.) For F ∈ Fv(P ) ∪ Fr (P ), define
b F := conv({b} ∪ F );
this is a pyramid with base F and apex b. More generally, the notation  denotes the free join;
thus P Q := conv(P ∪ Q) if P,Q lie in independent affine subspaces (so that dim conv(P ∪
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Fr (P ). Then we have the following two expressions:
conv
({b} ∪ P )= {P ∪⋃{b F | F ∈ Fv(P )},⋃{b F | F ∈ Fr (P )}. (7.1)
Our next result is
Lemma 7.1. The following mappings are valuations on L, and hence induce homomorphisms
on L:
(a) P 
→ u(Fv(P ));
(b) P 
→ u(Fr (P ));
(c) P 
→ u(bFv(P ));
(d) P 
→ u(bFr (P )).
Proof. It is enough to prove (a); the proof of (b) is the same, while (c) and (d) are immediate
consequences of the argument (the fact that – for example – (bFv(P ))∪ (bFv(Q)) need not
be a subset of an intersectional set is irrelevant). So, suppose that P,Q ∈ P are such that P ∪ Q
is convex. First, comparing the description of the faces of P ∪Q and P ∩Q in Theorem 4.6, we
see that Fv(P ) ∪ Fv(Q) ∪ Fv(P ∪ Q) ∪ Fv(P ∩ Q) is intersectional. Next, it is clear from that
description that
Fv(P ∪ Q) ∧ Fv(P ∩ Q) = Fv(P ) ∧ Fv(Q).
Moreover, using Lemma 6.5 it follows that u(Fv(P ∪ Q) ∨ Fv(P ∩ Q)) absorbs all faces of
Fv(P ) and Fv(Q), while u(Fv(P ) ∨ Fv(Q)) is not changed by adjoining terms F ∪ G with
F ∈ Fv(P ) and G ∈ Fv(Q) whose union is convex. The valuation property
u
(Fv(P ∪ Q))+ u(Fv(P ∪ Q))= u(Fv(P ))+ u(Fv(Q))
then follows at once from Proposition 6.7 with B = Fv(P ) and C = Fv(Q). 
Our next result is a special case of the main Theorem 8.1.
Lemma 7.2. Let P be a polytope and T a simplex in P whose affine hulls meet in a single point
c ∈ P ∩ relintT . Then
[
conv(P ∪ T )]= u({P  S | S  T }).
Proof. We proceed by induction on dimT , the result being obvious if dimT  1 (for dimT = 1,
this is just the valuation property [conv(P ∪ T )] = [a  P ] + [b  P ] − [P ], where T =
conv{a, b}). So, suppose that dimT  2, and let a ∈ vertT . Then there is some integer λ > 1
such that (1 − λ)a + λc /∈ T (we can choose a to ensure that λ = 2 will do). Write Q :=
conv({a} ∪ ((1 − λ)a + λP )) and R := conv(P ∪ ((1 − λ)a + λP )), noting that the facet S  T
opposite a is such that relintS meets both Q and R in a single point. By the inductive assumption,
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conv(Q ∪ S)]= u({QG | G < S}),[
conv(R ∪ S)]= u({R G | G < S});
we throw in all proper faces of S, although only those G S are needed. For each G < S, there
is a unique F = a G < T such that F ∩ S = G, and we readily see that
conv(QG) = conv(P  F) ∪ conv(R G),
conv(P G) = conv(P  F) ∩ conv(R G);
the valuation property yields
[P  a G] − [P G] = [QG] − [R G],
written thus to emphasize the dependence on G < S. Feeding these relations into u and using the
expressions above, we obtain
u
({P  a G | G < S})− u({P G | G < S})= [conv(Q ∪ S)]− [conv(R ∪ S)]
= [conv(P ∪ T )]− [conv(P ∪ S)],
in view of
conv(P ∪ T ) ∪ conv(R ∪ S) = conv(Q ∪ S),
conv(P ∪ T ) ∩ conv(R ∪ S) = conv(P ∪ S).
Rearranging these terms, we deduce that
[
conv(P ∪ T )]= u({P  a G | G < S})+ [conv(P ∪ S)]− u({P G | G < S})
= u({P  F | F < T }),
since G = (a G) ∩ S means that all contributory terms are accounted for (this is just Proposi-
tion 6.7, with B = {P  a G | G < S} and C = {conv(P ∪ S)}). 
This now provides a crucial step in our final argument.
Proposition 7.3. Let b ∈ L be fixed. Then, for each P ∈ P ,
[P ] = u(bFr (P ))− u(bFv(P ))+ u(Fv(P )).
Proof. By Lemma 7.1, the mapping P 
→ ϕ(P ) := u(bFr (P )) − u(bFv(P )) + u(Fv(P ))
induces a homomorphism [P ] 
→ ϕ(P ) on P . If P is lower-dimensional, then certainly ϕ(P ) =
[P ]; we can either appeal to induction on the dimension (if b ∈ affP ), or note that ϕ(P ) = [P ]
otherwise (since Fv(P ) = Fr (P )). If Q is a full-dimensional simplex, then the claim is a special
case of Lemma 7.2: if Q = convV , with V = {v0, . . . , vd} affinely independent, suppose that
b =∑di=0 λivi is such that λj < 0 exactly for j ∈ L ⊆ D := {0, . . . , d}, and take P := conv{vj |
j ∈ D \ L} and T := conv({b} ∪ {vj | j ∈ L}). Since the result holds for simplices, we can now
appeal to Theorem 5.2 to show that it holds generally. 
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We now state and prove the main result of the paper.
Theorem 8.1. If L is a lattice, and L = P(L), L = valL and X = charL, then
(a) the inclusion–exclusion property holds in L,
(b) the extension property holds in L,
(c) L ∼= X.
Proof. We could jump straight to (c); however, the proof is a little more transparent if we es-
tablish (b) first (clearly, this also yields (a)). So, suppose that A ⊂ L is an intersectional family,
and let A :=⋃A. We now replace the class of each P ∈ A by [P ] = u(b  Fr (P )) − u(b 
Fv(P )) + u(Fv(P )), and collect together the terms arising from the various lower-dimensional
polytopes in these expressions. Of course, we cannot appeal to the extension property or any-
thing similar, because that is what we are trying to prove; nevertheless, we can use it as it applies
to the corresponding rational polytopes in a purely combinatorial way to count occurrences of
different pyramids and their bases. The conclusion is that terms arising from lower-dimensional
faces (totally or partially) interior to A will cancel; we are thus left with the terms arising from
boundary faces (which may be partial as faces in the original family A) alone. But these terms
are clearly independent of the particular expression of A =⋃A; they depend on A only.
We now see that (c) admits an analogous proof. Suppose that x := μ1[P1] + · · · + μn[Pn],
with P1, . . . ,Pn ∈ L and μ1, . . . ,μn ∈ Z, is such that 0 = δ(x, ·) = μ1δ(P1, ·)+· · ·+μnδ(Pn, ·).
Writing A := P1 ∪· · ·∪Pn, we replace each [Pj ] by u(bFr (Pj ))−u(bFv(Pj ))+u(Fv(Pj ))
as in the proof of (b), and observe that the terms arising from the boundary faces of A cancel
as well as those from the interior faces. (It is important to observe here that we do not need to
assume that the family {Pj | j ∈ N} is intersectional. However, it may be helpful to bear in mind
that we can assume the result to hold in lower dimensions.) We conclude that x = o, which is the
desired result. 
We already noted in Remark 2.7 (in general terms) a consequence of the theorem, but it bears
repeating.
Corollary 8.2. If A ⊆ L is a finite intersectional set and B,C ⊂ A, then [⋃B \⋃C] is well
defined in L. In particular, [relintP ] is defined for each P ∈ L.
9. Concluding remarks
While we have conducted our investigations in terms of lattices, everything we have done
carries over to modules of finite rank over ordered rings, with very little change of language.
We first recall that an ordered ring K embeds in its field of fractions F. Thus, if M is a module
of finite rank over K, then (in turn) M embeds in the vector space W := F⊗M. The whole of
Sections 6, 7 and 8 go through with no difficulties. However, Section 5 (the proof of Theorem 5.2)
could cause problems if K is non-archimedean. Recall that K is archimedean if, given α ∈ K,
there exists n ∈ N such that α < n; effectively, this means that K  R, the real field. However,
Remark 5.3 implies that, by a suitable initial choice of A, we can ensure that the procedure of
that proof terminates in finitely many steps (for any given further x ∈ vertP ), because the sum
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may have to employ λ ∈K+ rather than λ ∈N at subsequent steps. Of course, once x is absorbed
(along all possible routes through subsequent polytopes P (k)), a new initial choice of an A for
each resulting polytope must be made. In other words, we infer
Theorem 9.1. If M is a module of finite rank over an ordered ring K, and F is the field of
fractions of K, then the polytope group P(M)P(W), with W= F⊗M the underlying vector
space of M. Thus the class [P ] of P ∈ P(M) can be identified with its characteristic function
δ(P, ·).
Remark 9.2. The argument of Section 4 obviously also carries over, and so Theorem 9.1 implies
that P(M)Q(M).
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