, u i ∈ {1, . . . , L i − K + 1, L i + 1, . . . , 2L i − K + 1}.
We draw a value of u i after normalizing the above so as to sum up to one over u i ∈ {1, . . . , L i − K + 1, L i + 1, . . . , 2L i − K + 1}. The process of sampling u i (i = 1, . . . , n) can be fully-parallelized into n independent calculations. We run this with an OpenMP implementation of multi-threading.
Motif presence indicator:
The conditional posterior of each z i (i = 1, . . . , n) is
This process was also parallelized into n independent threads in the OpenMP implementation.
PPM: For the mth replica, the kth column θ m k of PPM is updated by drawing a sample from the following full conditional distribution:
Here, it is impossible to obtain samples directly from this analytically intractable distribution which is the product of a Dirichlet density function and the repulsive function. The current version of RPMCMC uses a slice sampler. Background probability: θ 0 is updated by drawing a Dirichlet random variable from the full conditional distribution
Motif length: Θ and K are updated by the reversible jump MCMC algorithm (Green, 1995) , as shown in the following procedure:
Suppose that the currently obtained Θ has the width K = k. To renew {Θ, k} to {Θ * , k * } at a step, we first generate a candidate according to the proposal distribution:
The first two transitions indicate the contraction proposals that drop the first and last columns of Θ = (θ 1 , Θ 2:k ) = (Θ 1:k−1 , θ k ), respectively, from the current Θ. The third transition is to retain the current state. The last two transitions expand the size of the current PPM to K * = k + 1 by adding the new components, θ * and θ * * , to the leftmost and rightmost columns of Θ. Conditioned by Z, U , and K = k, these additional components are given by the frequencies of each nucleotide at the first and last elements of the currently occupied motif region:
After one of the move types is chosen according to the probabilities q lc , q rc , q 0 , q le , q re , we determine the acceptance or rejection according to the probability, α(Θ * ) = min 1, p(U, Z, K = k * , Θ * , θ 0 |S)q(Θ, K = k|Θ, K = k) p(U, Z, K = k, Θ, θ 0 |S)q(Θ * , K = k * |Θ * , K = k * ) .
If accepted, Θ * → Θ, and otherwise Θ → Θ.
