Abstract: This paper presents the development of the robust speech recognition system for the children with hearing impairment. It is a challenging task to recognise the distorted speeches of the hearing impaired since the characteristics of the speeches uttered by these people normally have variations in terms of accent, pronunciation and speed. Because of their inability to hear, they are not able to speak even though their nasal and oral cavities aiding for the speech production are perfect like normal persons. This work mainly emphasises the use of MFCC & MF-PLP features at the front end and HMM & K-means clustering at the back end. Performance of the system is evaluated and compared for the two modelling techniques and recognition accuracy is 94%, 97% and 84% for MFCC with HMM and accuracy is 98.3%, 93.5% and 93.6% for MF-PLP with K-means clustering for recognition system developed for recognising isolated digits, connected words and continuous speeches of hearing impaired. Noteworthy point to be mentioned is that, though the clustering technique is an old technique, it is proved that it gives better results as compared to HMM.
Introduction
Hearing impairment ranks third on the list of chronic health conditions of older adults, after arthritis and hypertension (Newman and Sandridge, 2004) . As the population continues to increase and live longer, number of people with hearing loss will continue to increase. Hearing loss is the loss of ability to hear pure tones across the range of audio frequencies which is important for understanding speech. Owing to the inability to hear sounds, hearing impaired people are not able to speak and as a result their speech will be highly disordered. Disease, damage or deformity of the cochlear hair cells is a common factor to cause hearing impairment or deafness. Loudness of sounds perceived by people in the range (0-25 dB), (25-40 dB) , (40-55 dB) , and (55-70 dB) are classified as normal hearing sensitivity, mild hearing loss, moderate hearing loss, moderately severe hearing loss, respectively. Loudness of sounds perceived by people in the range (70-90 dB) is classified as severe hearing loss and in the range above 90 dB is classified as profoundly deaf. Loudness of sounds perceived by humans in the range between mild and severe hearing loss is defined as hard of hearing.
For speech disordered persons, who also include cerebral palsy and dysarthria, most of the researches were concentrated in developing assistive device for them in recognising the speeches of normal person and use of different methods to communicate, like sign language and facial expressions and using written text. Alternative and Augmentative Communication (AAC) or Assistive Communication tools have been already developed to help them to communicate. However, due to the limitations of these tools, it is less efficient and effective in helping them. For example a child with Cerebral Palsy who has global development delay and low intelligence do not know how to operate the AAC tool, he will get confused with all the interface elements like buttons and icons appeared on the screen. Ann and Theng (2011) proposed an enhanced assistive communication tools as enhancement to the existing AAC tools which has the potential to assist people with Cerebral Palsy to communicate through facial expressions.
Castillo-Guerra (2009) evaluates a biomedical speech processing tool to perform acoustic studies of eight types of dysarthria based on a multidimensional approach. The movements of a talker's face, nose, mouth and throat are known to convey visual cues and represent several different kinds of information contained in the speech signals that can improve speech recognition rate, especially where there is noise or hearing impairment. A new speech recognition method using visual features and neural network has been proposed by Han et al. (2009) . A real-time implementation of the wavelet transform (WT) approach on DSP platforms for a 21-channel cochlear implant (CI) stimulation strategy is developed (Derbel et al., 2012) . A computer-based speech training system has been developed for children (Ting et al., 2004) and the system allows children with difficulty in articulating plosive sounds to train with the computer to correct their speech articulation problems. Besides that, the system also provides audio and visual feedback to make the children aware of their errors of articulation.
At home, devices such as close-captioned TVs, lights that flash when the doorbell or phone rings and telephones with digital readout screens are some of the telecommunication devices to assist the hearing impaired (Henderson-Summet et al., 2007) . Hearing aids and lip-reading are more effective in face-to-face communication (Brooks, 2000) . Devices are available to understand the speech of the NH speakers by HI. If a system is developed for recognising the speeches of the HI speakers in real time, effective communication is made possible between HI and NH speakers. So, recognition of the speeches of HI speakers is carried out by the use of Hidden Markov Model (HMM) (Rabiner and Juang, 1993) with Mel Frequency Cepstral Coefficient (MFCC) features and K-means clustering with MF-PLPC features and effective comparison is done between the features and modelling techniques in evaluating the performance of the system.
Creation of database used
Speech recognition performance depends on the database since the same words spoken by the same person at different instants of time have different characteristics. Vocalisations with regard to hearing impaired (HI) children vary in terms of accent, pronunciation, articulation, roughness, nasality, pitch, volume and speed. According to the hearing ability, they have been classified as profoundly deaf and hard of hearing. Based on the clinical report of these HI children, the speech therapist follows the appropriate training method for the children. For this study, speech samples are collected from ten deaf children in the age group of 10-14 years from Maharishi Vidhya Mandir service centre for the hearing impaired, Tiruchirappalli. Deaf children are trained to speak in their native language, because they cannot follow the different facial expressions and throat vibrations. Like a speech therapist, tactile method is used to record the speeches of the hearing impaired (Jeyalakshmi et al., 2014) . Hard of hearing children would prefer school for normal hearing children, since their impairment is not severe. These ten children were admitted in the school for HI children after verifying the clinical report given by the audiologist. Based on the clinical report, appropriate and adequate training is given by speech therapist. In this work, ten isolated digits, ten connected words and 45 continuous speech sentences in Tamil are recorded and used. Out of 2000 speeches recorded, 1500 utterances and 500 utterances are used for training and testing, respectively, in this work.
One of the problems encountered in analysing the speech of the HI is the large variability in pronunciation among speakers. Speeches uttered by HI speakers are quite different from that of NH speakers. Hence, more data are needed to distinguish the differences between talkers (Levitt, 1971) . The language skills of these children are on an average, severely retarded; their speech production and speech reception could be of limited use; their vocabulary, grammar and reading show large deviations as compared to NH children (Picjlett, 1969) .
Development of speech recognition system using MFCC and HTK
The front-end spectral analysis of any speech recognition system is the feature extraction and the features should exhibit statistics which are highly invariant across speakers and speaking environment. MFCC (Murty and Yegnanarayana, 2006; Umesh et al., 1999) is the most widely used feature for speech and speaker recognition applications.
Development of training models for speech recognition using HTK
HMMs are widely used for automatic speech recognition (Rabiner, 1989) because it has a powerful algorithm in estimating the model parameters to ensure better performance. Once a structure of the model is given, the model parameters are obtained automatically by applying a training data. In stochastic model (Picone, 1993) , statistical properties of the signal are characterised and estimated. Isolated digit recognition system (Karnjanadecha and Zahorian, 2001 ) using HMM is popular for several decades. In HMM, for each state, there is an output probability distribution for an acoustic vector, and the iteration is associated with a state-transition probability. These probabilities are called the model parameters and can be estimated effectively by using Baum Welch algorithm (Juang and Rabiner, 1991) . Hidden Markov Model Tool Kit (HTK) is a tool used for building HMMs (Young et al, 2002) for the speeches considered. From the feature files, models are generated for feature vectors of training speeches. All the ten HI speakers uttered each word 20 times and totally 1500 utterances are taken for training and 500 utterances are taken for testing. In general, the number of states is chosen to be equal to the number of phonemes in a word. Speech recognition system for continuous speech sentences (Lee and Hon, 1988) and Tamil speech recognition of normal hearing persons has been done by many researchers (Plauche et al., 2006; Lakshmi and Murthy, 2006; Saraswathi and Geetha, 2010) .
Building a continuous speech recogniser for the Indian language like Tamil is a challenging task due to the unique inherent features of the language such as long and short vowels, lack of aspirated stops and aspirated consonants and many instances of allophones. Stress and accent in spoken Tamil language vary from region to region. But in formal read Tamil speech, stress and accents are ignored. Many attempts have been made to build continuous speech recognisers for Tamil. However, medium and large vocabulary continuous speech recognition for Tamil is relatively new and not explored. Small vocabulary word-based and a medium vocabulary tri-phone-based continuous speech recogniser for Tamil language for normal person has been generated (Thangarajan et al., 2008 ). An efficient speech recognition system for Dravidian languages such as Tamil, Malayalam, Telugu and Kannada has been developed (Sangeetha and Jothilakshmi, 2016) . The system gives significant results in Auto Associative Neural Network classifier with MFCC feature when compared with LPCC features.
A connected-word speech recognition system for Hindi language has been developed using HTK that produces overall word accuracy of 87.01% (Kumar et al., 2012) . Kumar et al. (2012) have proposed a novel approach in which three acoustic models based on maximum likelihood, discriminative and margin-based estimation are combined using a technique called as confusion network combination. Each acoustic model is associated with a different type of feature extractor to derive observation vectors for training and testing and shows 2-5% reduction in error rate for Hindi ASR.
Results and discussions
In the case of isolated digits, performance of the recognition system is evaluated for two cases such as NH vs. NH and HI vs. HI. For NH vs. NH, training and testing are done on the speeches of the NH children. Overall recognition accuracy for NH vs. NH is 98.4% for the mixture value taken as 3. Results clearly indicate HMM-based system provides better accuracy for recognising the speeches of NH speakers. For HI vs. HI, training and testing are done on the speeches of HI. Performance of the system for HI vs. HI is evaluated by varying the no. of mixtures taken to generate HMM models for each isolated digit. It is understood that performance is better for no. of mixtures being considered as 10. So, no. of mixtures is taken as 10 for evaluating the performance of the connected words recognition also. Average recognition accuracy of the isolated digits recognition for HI vs. HI is obtained as 94.0%, i.e. out of 500 utterances, 470 are correctly recognised for the mixture value taken as 10 (Jeyalakshmi et al., 2013) .
This probably reveals that their impairment is detected early and appropriate training has been given subsequently to increase their intelligent quotient in uttering words correctly by both teachers and parents. So, the student can learn to speak and pronounce the words correctly to be understood by others. In the case of connected words, average recognition accuracy is 97% with MFCC features for the no. of mixtures considered as 10.
Number of Gaussian per state depends on the variability of the speeches among different speakers. Performance of the continuous speech recognition system can be improved by increasing the number of Gaussians per state especially for HI vs. HI. This is verified by considering ten sentences for NH and HI. Training parameters such as no. of Gaussians per state, convergence ratio and number of iterations are varied for developing the models. Recognition accuracy is obtained as 91.6% for NH speakers with no. of Gaussians per sate has been fixed as 5. This is indicated in Table 1 . Performance of the continuous speech recognition system for HI vs. HI is evaluated by considering 45 distinct sentences recorded from HI children. These sentences uttered by HI children are analysed by 'SPHINX' tool kit for possible voice disorders (Jeyalakshmi et al., 2015) . Based on our analysis, these 45 sentences contain 359 unique words with 23 phonemes. Articulation errors are classified as substitutions, omissions, distortions and additions for these HI children. The most common type of errors in consonants are confusion of voiced and unvoiced sounds, wrong articulation of consonant blends and omission of initial and final consonants in words. HI children may articulate a phoneme correctly at the beginning of the word and it is difficult to pronounce the same phoneme correctly at the end of the words. Also, HI children may pronounce two phonemes separately in correct manner and it is difficult for them to pronounce two phonemes together. Possible errors experienced by HI children in uttering these sentences are analysed. For example, semivowel 'r', dental sound 'd' and unvoiced sound 's' are substituted by the sound 'th' when these sentences uttered by HI children are analysed by 'SPHINX' tool kit. So, it is understood that how these HI children are articulating the words in sentences and how they are mispronouncing some of the phonemes in words. To comprehend the possible errors experienced by HI in evaluating the performance of the continuous speech recognition for HI, no. of Gaussians per state, no. of iterations and convergence ratio are taken as 25, 5 and 0.1, respectively, and the system provides the average recognition accuracy of 84.0%. This indicates that the system provides better accuracy by increasing the size of the vocabulary with proportional increase in no. of Gaussians per state. For this short vocabulary continuous speech recognition system for HI, performance of the system is illustrated in Table 3 . So, for a short vocabulary continuous speech recognition system, maximum average recognition accuracy is obtained as 84% for the no. of Gaussians per state is fixed as 25.
Statistical analysis for HMM-based speech recognition system
Statistical analysis is done to verify the effectiveness of the isolated digit recognition system developed for HI and the results are illustrated in Table 4 . Experimental results are analysed using individual  2 distribution statistical tool. 50 test speeches of isolated words considered for evaluation are referred to as expected frequency. Number of correctly identified test speeches has been referred to as observed frequency. Ten isolated digits taken for analysis have been taken as ten attributes.
Since the sample size is equal to 50,  2 distribution is applied to test the level of significance of the modelling technique and testing procedure for MFCC and HMMbased speech recognition system. On the basis of the average, correctly identified test speeches for most of the isolated words are close to and above 90%. Hence, the hypothesis is set as under: H 0 : Average accuracy is equal to or greater than 95%, H 1 : Average accuracy is less than 95%. In addition to the training models developed by continuous density HMM using HTK, recognition accuracy is also verified by using MF-PLP feature and K-means clustering algorithm. The detailed procedure for MF-PLPC (Hermansky et al., 1986; Hermansky et al., 1991; Hermansky and Morgan, 1994; Revathi and Venkataramani, 2009) extraction is given below: the block diagram for MF-PLPC extraction is shown in Figure 1 .
1 Compute power spectrum of windowed speech.
2 Perform grouping to 47 critical bands in Mel scale for sampling frequency of 16 kHz.
3 Perform loudness equalisation and cube root compression to simulate the power law of hearing.
4 Perform IFFT.
5 Perform LP analysis by Levinson-Durbin procedure.
6 Convert LP coefficients into cepstral coefficients. 
Training model based on clustering technique
The way in which L training vectors can be clustered into a set of M code book vectors is by K-means clustering algorithm (Rabiner and Juang, 1993) . Block diagram for K-means clustering and classification is shown in Figure 2 . Clustering-based speech recognition system involves extraction of features from the training and testing data, building VQ codebook models for isolated digits, connected words and continuous speeches and testing each utterance against a certain number of speech models to detect the identity of the speech of that utterance from among the speech models. Speaker dependent speech recognition system is evaluated using the data for isolated digits, connected words and continuous speeches. For creating a training model, speech signal is pre-emphasised using a difference operator. Hamming window is applied on differenced speech frames of 16 msecs duration with overlapping of 8 msecs.
Then the MF-PLPC feature is extracted. For each speech, VQ codebook model (Revathi and Venkataramani, 2009 ) is developed based on K-means clustering procedure for these perceptual features. In this algorithm there is a mapping from L training into M clusters. Each block is normalised to unit magnitude before giving as input to the model. Test data can be either isolated digit or connected word or continuous speech from the database. MF-PLPC features extracted from each test utterance are fed to the claimant models. Then the minimum distance is found between each test vector and centroids of clusters. Average of minimum distances for each speech model is determined. The test utterance best matches with a speech model which provides a minimum average value.
Results and discussions
Speech recognition rate is the number of correct choices over the total number of test speeches. Performance of the system for isolated digits, connected words and continuous speeches using K-means clustering technique is depicted in the following figures. No. of clusters has been considered as 128, 256 and 512. The recognition accuracy is compared by applying the hearing impaired test speeches to each cluster model. Performance of the system is improved by considering the correct identification of the test speeches corresponding to either one of clustering models. Performance of the system with 70% data for training and 30% data for testing is shown in Figure 3 . From Figure 3 , it is understood that performance is better for either one of three models as compared to testing on individual clustering models. Accuracy is relatively less for the digit 'yettu'. This may be probably due to the difficulty in pronouncing this word by HI children. They normally pronounce 'tu' in this word as 'thu'. Performance of the system is evaluated by considering 80% of the data for training and 20% of the data for testing and improvement in the performance is indicated in Figure 4 . If the amount of data considered for training has increased from 70% to 80%, average accuracy is improved from 93.2% to 98.3% for considering either one of three models.
Results obtained are comparable to that of the system developed for NH speakers. So, clustering technique provides better results than HMM technique. Similarly for connected words, performance of the system with 80% and 20% data considered for training and testing is illustrated in Figure 5 . For connected word recognition, better recognition accuracy is achieved for either one of the three models and the average accuracy is 93.5%. In the case of continuous speeches, performance of the system is illustrated in Figure 6 . Figure 6 clearly depicts that the recognition accuracy is better for identification done with respect to either one of the three models. This is better as compared to the system using HMM with sphinx tool kit.
Statistical analysis for iterative clustering-based speech recognition system
Performance of the system using MF-PLP as a feature and K-means clustering technique for modelling is analysed statistically by  2 distribution tool for isolated digits and connected words. Table 6 indicates the statistical analysis of system for isolated digits. On the basis of the average, correctly identified test speeches for most of the isolated words are close to and above 90%. Hence, the hypothesis is set as under: , calculated values are very much less than table value. Hence, null hypothesis is accepted and the rejection rate is less than or equal to 5%.
Similarly for connected Tamil words, statistical analysis has been carried out and the results are given in Table 7 . For connected words, the calculated values are very much less than the table value. Hence, null hypothesis is accepted and the rejection rate can be less than 5%.
In order to validate the results, comparison between the HMM modelling technique and clustering technique is illustrated in Table 8 . Table 6 Statistical analysis for VQ-based isolated digit recognition system
Isolated digit
Observed frequency (O) Distribution of values in the feature for the digits shows variation between the feature vectors of the digits and this could be the reason for better accuracy for recognising the speeches of hearing impaired speakers using MF-PLP as a feature and K-means clustering technique for developing training models. The results are also validated by computing the distance between the training vectors which is illustrated in Figure 9 . Dashed line plot in Figure 9 indicates minimum distance between the training vectors of the digit one. Dotted line plot in Figure 9 indicates minimum distance between the training vectors of the digit one and digit two and it is in the different range as compared to the dashed line plot. So, it is evident that minimum distance classifier can be used to do the classification of speeches correctly and it is proved that this technique provides better accuracy.
Conclusion
In this paper, performance of the speech recognition system for isolated digits, connected words and continuous speech recognition for the HI using HMM and K-means clustering technique is compared. HMM-based system is evaluated for recognising the speeches of NH speakers and the results are compared with the system implemented for HI speakers. Despite the presence of articulation errors and huge variability between the HI speakers, HMM-based system is fine-tuned to their input and produces reasonably good accuracy.
But, K-means clustering method produces higher recognition accuracy as compared to HMM because clustering models are better models to characterise the speeches of hearing impaired speakers. Since, MF-PLPC depicts the perceptually important characteristics of the speech; it gives better accuracy as compared to the MFCC used as a feature in HMM modelling technique. Accuracy also depends on the amount of training data used for extracting features. By increasing the amount of training data, accuracy is found to be increasing proportionally and maximum of 98.3% accuracy is obtained when 80% of the data are used for training and 20% of the data are used for testing for isolated digit recognition system using MF-PLP as a feature and K-means clustering technique for development of training models. Results are comparable to that of normal speakers.
The only limitation is a large database for HI is not available and it is difficult to train HI to speak continuously for collecting speech samples. Performance of the system for connected word recognition is better for HMM. But, clustering technique provides better accuracy as compared to HMM for isolated digits and continuous speech recognition. Results are statistically proved by distribution tool. Though, the clustering technique is said to be an old technique, it is proved that it has provided good results as compared to the state-of-the-art technique HMM.
In this maiden study, the database created is of moderate nature. If a large database had been collected, it is quite likely that the recognition accuracy might be improved. Another area of future research is to develop recognition systems in other native languages. A third area of research is to develop a pocket-sized recognition system for any native language including Tamil in real time so as the speech of hearing impaired is converted into intelligible speech so as to be understood easily by others.
Results indicate that the development of speech recognition system for HI would enable HI to communicate with others like normal people. HI can be able to operate all voice operated devices without getting assistance from others. Ultimately, social status of the HI would improve and they behave socially with everyone like normal persons. It is hoped that this kind of work would really facilitate reservation in education and jobs, financial aid and social inclusion for HI citizens.
