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ON HAMILTONIANS FOR SIX-VERTEX MODELS
BEN BRUBAKER AND ANDREW SCHULTZ
Abstract. In this paper, we explain a connection between a family of free-fermionic six-
vertex models and a discrete time evolution operator on one-dimensional Fermionic Fock
space. The family of ice models generalize those with domain wall boundary, and we focus
on two sets of Boltzmann weights whose partition functions were previously shown to gen-
eralize a generating function identity of Tokuyama. We produce associated Hamiltonians
that recover these Boltzmann weights, and furthermore calculate the partition functions
using commutation relations and elementary combinatorics. We give an expression for these
partition functions as determinants, akin to the Jacobi-Trudi identity for Schur polynomials.
1. Overview
Hamiltonians arising from Fock representations of Clifford algebras were explored by the
Kyoto school, for example in [5, 6, 12]. The Boson-Fermion correspondence gives an explicit
isomorphism between this Fermionic Fock representation and a polynomial algebra, the
Bosonic Fock space. The image of elements under this correspondence are commonly called
“τ -functions.” The Kyoto school papers show that τ -functions are solutions to integrable
hierarchies of nonlinear differential equations. Moreover, the Bosonic Fock space may be
identified with the ring of symmetric functions over a field. In particular if the Clifford
algebra is gl(∞), then there exists a simple family of τ -functions equal to Schur polynomials.
Thinking of each application of the Hamiltonian operator as a step in discrete time, the
evolution of a one-dimensional model gives rise to a two-dimensional lattice model. In the
case above of the Hamiltonian for gl(∞), the resulting two-dimensional model is the five-
vertex model; a nice exposition of this fact may be found in Zinn-Justin [21]. Our first
result is a generalization of this fact, using a deformation of the above Hamiltonian operator
for gl(∞) whose evolution produces the six-vertex model studied in [3]. These models have
boundary conditions generalizing the more familiar domain wall boundary conditions.
As a consequence, the partition functions for these six-vertex models may be studied us-
ing methods for evaluating τ -functions, e.g., the time evolution of fermionic fields (given in
Proposition 4) and Wick’s theorem. This theme is also present in [21], and we borrow many
of the same techniques for analyzing our more complicated six-vertex model. The partition
function of our family of six-vertex models was computed (upon using a combinatorial bi-
jection with Gelfand-Tsetlin patterns) by Tokuyama [20] and subsequently reproved using
the Yang-Baxter equation in [3]. Here we give an alternate proof of Tokuyama’s result us-
ing only commutation relations for Hamiltonians and some elementary combinatorial facts.
Moreover, we provide new explicit expressions for partition functions as a determinant, akin
to the Jacobi-Trudi identity for ordinary Schur polynomials.
Date: June 2, 2016.
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The modified τ -functions we study involve a Hamiltonian arising from the theory of super
Clifford algebras. Super Clifford algebras and their (super) Boson-Fermion correspondence
were studied by Kac and Van de Leur in [14], and the Hamiltonian operators we present
in Definition 1 are their Γ±(x, y) in Proposition 4.4 of [14]. They did not pursue explicit
formulas for the resulting τ -function, but combining Wick’s theorem and Jacobi-Trudi type
formulas identifies them as (skew) supersymmetric Schur polynomials, which we detail in an
appendix at the end of the paper.
Variants of the six-vertex models in [3] for Cartan types B and C were explored in [2]
and [11], respectively. We will explain how Hamiltonian techniques are likewise applicable
to these cases.
Our study of partition functions for lattice models using Hamiltonian operators was mo-
tivated by results in the representation theory of p-adic groups. The Shintani-Casselman-
Shalika formula is an explicit expression for the spherical Whittaker function of an unramified
principal series on a (quasi-split) reductive group over a p-adic field. While we refrain from
fully defining it here, it is a matrix coefficient on the space of the principal series of particular
importance in automorphic forms. Most notably, for the group GL(n), its special values are
precisely the partition function of the six vertex model in [3, 9]. The approach to using
Hamiltonians to study Whittaker functions over real reductive groups was used previously
by Kazhdan and Kostant [15, 7], who observed that the Laplacian on the group, restricted
to the space of Whittaker functions, is the quantum Toda Hamiltonian. This resulted in
a proof of the total integrability of the Toda lattice. In the theory of automorphic forms
the role of the Laplacian at real places is replaced by Hecke operators at the p-adic places,
and a approach to these via Hamiltonians has been put forward in papers of Gerasimov,
Lebedev, and Oblezin, e.g., [8]. Viewed in terms of two-dimensional lattice models, these
operators act on the column parameters of the model, while ours act on the rows. Given
these connections, we hope the results of this paper are a first step toward a Hamiltonian
realization of a natural class of operators for representations of p-adic groups.
This work was supported by NSF grant DMS-1406238.
2. Preliminaries and Statement of results
2.1. The Boson-Fermion correspondence and τ-functions. To give a precise statement
of our results, we first define the relevant Hamiltonian operators from the Clifford algebra
gl(∞) and recall the Boson-Fermion correspondence in this case. Further information can
be found in [12], [1], and [21]. Our notational conventions more closely follow this latter
reference – in particular we locate fermions at half-integers.
Let A denote the Clifford algebra generated by creation and annilation operators ψ∗i and
ψi with i ∈ Z− 12 and satisfying relations
[ψi, ψj ]+ = 0, [ψi, ψ
∗
j ]+ = δi,j , [ψ
∗
i , ψ
∗
j ]+ = 0, (1)
where [x, y]+ = xy + yx. We create generating functions on these operators:
ψ(z) =
∑
k∈Z− 1
2
ψ−kz
k− 1
2 ψ∗(z) =
∑
k∈Z− 1
2
ψ∗kz
k+ 1
2 .
Then let W be the set of “free-fermions” defined by
W := ⊕i∈ZCψi ⊕⊕i∈ZCψ∗i
2
with subspaces
Wann := ⊕i<0Cψ∗i ⊕⊕i>0Cψi Wcr := ⊕i>0Cψ∗i ⊕⊕i<0Cψi.
Let F denote the left A-module A/AWann and let F∗ denote the right A-module AWcr\A;
these are termed the “Fock representations of A.” They are cyclic A-modules whose gen-
erators are typically denoted with bra-ket notation |0〉 mod AWann and 〈0| mod AWcr,
respectively, for some choice of “vacuum vector” 0. There is a symmetric bilinear form on
F∗ ⊗A F denoted by 〈0|a⊗ b|0〉.
The space F is also a gl(∞) module, where we define
gl(∞) := C · 1⊕
{∑
i,j
ai,j : ψ
∗
i ψj : | ∃N such that ai,j = 0 if |i− j| > N
}
,
with : ψ∗i ψj : regarded as abstract symbols satisfying a Lie bracket defined as in (1.6) of [12]
and 1 is a central element. The notation : ψ∗i ψj : is used elsewhere to mean the “normal
ordering” with respect to the vacuum vector |0〉 defined by
: ψ∗i ψj := − : ψjψ∗i :=
{
ψ∗i ψj if i > 0
−ψjψ∗i if i < 0
which is useful in eliminating trivial infinite quantities from the definitions. The action of
X =
∑
i,j ai,j : ψ
∗
i ψj : on an element a|0〉 ∈ F is given by
X · a|0〉 := adX(a)|0〉+ a ·
∑
i>0>j
ai,jψ
∗
i ψj |0〉
For each n ∈ Z define the elements
Jn =
∑
i∈Z− 1
2
: ψ∗i−nψi :
which satisfy the commutation relations [Jm, Jn] = mδ(m + n) · 1 where δ denotes the
Kronecker delta symbol. This allows us to define, associated to infinitely many parameters
t = (t1, t2, . . .) an action by the element
H [t] :=
∞∑
n=1
tnJn and e
H[t] :=
∞∑
k=1
H [t]k
k!
(2)
on F .
The element J0 is central in gl(∞) and so we may decompose F as a direct sum of J0-
eigenspaces Fℓ indexed by integer eigenvalues ℓ. These are irreducible representations of
gl(∞) with highest weight vector |ℓ〉 defined by
|ℓ〉 =


ψℓ+ 1
2
· · ·ψ− 1
2
|0〉 if ℓ < 0
1 |0〉 if ℓ = 0
ψ∗
ℓ− 1
2
· · ·ψ∗1
2
|0〉 if ℓ > 0.
(3)
There is an analogous story for the the Fock space F∗ with highest weight representations
indexed by 〈ℓ|.
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Boson-Fermion Correspondence. The following map is an isomorphism of vector spaces
from Fℓ to Vℓ, where each Vℓ ≃ C[t]:
a | 0〉 7−→ 〈ℓ | eH[t]a | 0〉.
Jimbo and Miwa [12] justify this by noting that the image consists of Schur functions,
which give a basis for the polynomial ring in infinitely many variables t = (t1, t2, . . .). In
particular, given ℓ ∈ Z and λ a non-increasing sequence λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, we define
|λ; ℓ〉 =
∣∣∣ψ∗ℓ+λ1− 12ψ∗ℓ+λ2− 32 · · ·ψ∗ℓ+λn−n+ 12 |ℓ− n
〉
. (4)
(Note that if we pad the partition λ with additional 0 parts, the state of free fermions is
unchanged.) Then the Schur function is realized as
〈ℓ| eH[t] |λ; ℓ〉 =: sλ[t],
where the variables tq in t = (t1, t2, ...) are (up to a simple factor of
1
q
) equal to the power
sum symmetric functions. Thus making the change of variables:
tq =
1
q
n∑
i=1
xqi (5)
gives the symmetric function sλ as a symmetric polynomial in the variables x1, . . . , xn. Think
of this change of variables as tq =
1
q
tr(Xq) for the matrix X ∈ gl(n,C) with eigenvalues
(x1, . . . , xn); this substitution appears in this form as Equation (1.3) in Miwa [17].
As in Section 2 of [12], any polynomial in t expressible in the form
τℓ(t; g) := 〈ℓ| eH[t]g |ℓ〉
for some g = exp(
∑
i,j ai,jψ
∗
i ψj) will be referred to as a τ -function. Our main results of the
next section will be explicit expressions for variants of the τ -functions under generalizations
of the Miwa transformation in (5).
2.2. τ-functions for superalgebra Hamiltonians. In order to describe our results on
τ -functions, first consider the following generalizations of the transformation in (5), and the
subsequent Hamiltonian operators that arise from them.
Definition 1. For x = (x1, · · · , xn) and q ≥ 1, define
s+q :=
1
q
n∑
i=1
xqi s
−
q :=
1
q
n∑
i=1
x−qi .
Let H±[s] =
∑
q≥1 s
±
q J±q. Then define φ±(xi) by e
H±[s] =
∏n
i=1 e
φ±(xi).
Similarly, to an infinite set of variables t = (t1, t2, . . .), let
s+q (t) :=
1
q
n∑
j=1
(1− (−tj)q)xqj s−q (t) :=
1
q
n∑
j=1
(1− (−tj)q)x−qj .
Let H±[s(t)] =
∑
q≥1 s
±
q (t)J±q, and define φ±(xi; ti) by e
H±[s(t)] =
∏n
j=1 e
φ±(xj ;tj).
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Just as tq in (5) could be regarded as a trace, the elements s
±
q (t) may be viewed as
supertraces (as defined, for example, in Section I.1.5 of [13]). Indeed if V = V0¯ ⊕ V1¯ is
a Z/2Z graded vector space with basis given by a union of bases for V0¯ and V1¯, then an
operator a ∈ End(V ), viewed as a Lie superalgebra, has block form
a =
(
α β
γ δ
)
with supertrace str(a) := tr(α)− tr(δ).
Thus, for example, s+q (t) =
1
q
str(aq) in gl(n|n) where the eigenvalues of a are x1, . . . , xn in the
V0¯ component and −t1x1, . . . ,−tnxn in the V1¯ component. As noted in the Overview, these
Hamiltonians arise in the study of superalgebras and are denoted Γ±(x, y) in Proposition 4.4
of [14], where we have set y = −tx.
By combining Wick’s theorem and the Jacobi-Trudi formula for (skew) supersymmetric
Schur functions, we obtain the following formula for the τ -function of the superalgebra
Hamiltonian in Definition 1:
〈µ;n− 1 | eH+[s(t)] | λ;n〉 = det
1≤p,q≤n
hλq−µp−q+p[x | y] = sλ/µ(x|tx), (6)
with hk as defined in (21). The first equality above, using Wick’s theorem, is no harder
than for the gl(∞) Hamiltonian in (2) as it is obtained from a formal change of variables.
The second equality may be found on p. 22 of Macdonald [16] or, in the non-skew case,
Equation (1.7) in Moens and Van der Jeugt [18]. Details for the first equality above are
presented in an appendix at the end of the paper.
In what follows, we make a small but very important change in the τ -functions in (6). We
replace eH+[s(t)] =
∏n
i=1 e
φ+(xi;ti) by
∏n
i=1
[
eφ+(xi;ti)ψ−1/2
]
in the bra-ket, inserting the anni-
hilation operator ψ−1/2 between each application of e
φ+(xi;ti); we make a similar adjustment
to eH−[s(t)]. This radically changes the analysis for the resulting τ -functions. Perhaps they
should no longer be referred to as “τ -functions” since these are typically expectation values
of eH±[t] multiplied by group-like elements – exponentiated linear combinations of elements
ψ∗i ψk (see for example Section 3 of [1]). By contrast, the operators e
φ+(xi;ti)ψ−1/2 destroy one
particle with each application. Remarkably, this change is precisely what is needed for the
bra-ket to match the partition function of two-dimensional ice-type lattice models studied
in [3].
To state our results, we introduce one further shorthand notation. In the event that λ is
strictly decreasing, we have that λ − ρ = [λ1 − n, · · · , λn − 1] is non-decreasing, in which
case we write
|λ〉 := |λ− ρ;n〉 .
Observe that one can also view |λ〉 as the coefficient of zλ :=∏ zλii in ψ∗(z1) · · ·ψ∗(zn) |0〉.
Our main results are the following.
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Theorem 1. Let λ = (λ1, . . . , λn) and µ = (µ1, . . . , µn−1) be strictly decreasing, and let
k > λ1. Then
〈
µ
∣∣ eφ+(x;t)ψ−1/2 ∣∣λ〉 =
{
(−1)ntr(λ;µ)(1 + t)s(λ;µ)−r(λ;µ)+1x|λ|−|µ| if λi ≥ µi ≥ λi+1 for all i,
0 otherwise.
〈
µ
∣∣∣ψk− 1
2
eφ−(x;t)
∣∣∣λ〉 =
{
tl(λ;µ)(1 + t)s(λ;µ)−r(λ;µ)+1x|λ|−|µ|−k if λi ≥ µi ≥ λi+1 for all i,
0 otherwise.
where r(λ;µ) = |{1 ≤ i ≤ n− 1 : µi = λi+1}|; l(λ;µ) = |{1 ≤ i ≤ n− 1 : µi = λi}|; and
s(λ;µ) = |{1 ≤ i ≤ n− 1 : λi > µi}|. The notation |λ| means the sum of the parts of the
partition λ.
The previous result tells us how to compute the weight associated with the evolution of λ
to µ from one application of our (shifted) Hamiltonians. If λ has n parts, it follows that the
only state which can appear after n successive applications of, for example, the eφ+(x;t)ψ− 1
2
operator is one of the form
∣∣∣ψ∗
m− 1
2
| − 1
〉
for some 0 ≤ m ≤ λ1. (An analogous result holds in
the other case.) In the following theorem we compute the weight associated to m = 0; i.e.,
when the result of n applications yields the vacuum. When we wish to use solely bra-kets
made from partitions, the empty partition ∅ (which may be padded with 0’s) is used to
denote the vacuum state.
Theorem 2. Let λ = (λ1, . . . , λn). Then with ρ = (n, · · · , 2, 1) we have〈
∅
∣∣∣∣∣
n∏
i=1
[
eφ+(xi;ti)ψ−1/2
] ∣∣∣∣∣λ
〉
=
n∏
i=1
(
(−1)ixi(ti + 1)
) [∏
i<j
(xi + tjxj)
]
sλ−ρ(x1, · · · , xn)
〈
∅
∣∣∣∣∣
n∏
i=1
[
ψλ1+ 12
eφ−(xn−i+1;tn−i+1)
] ∣∣∣∣∣λ
〉
=
n∏
i=1
(
x−λ1i (ti + 1)
) [∏
i<j
(xi + tixj)
]
sλ−ρ(x1, · · · , xn),
where the product in the bra-ket is taken so that eφ+(xn;tn) is rightmost in the first product,
and eφ−(x1;t1) is rightmost in the second product.
Notice that the left side of the first expression can be thought of as∏
λ(0)
∏
λ(1)
· · ·
∏
λ(n−1)
〈
λ(i−1)
∣∣∣ eφ+(xi;ti)ψ− 1
2
∣∣∣λ(i)〉
as the λ(i) vary over all partitions with i parts (and the only partition with 0 parts is ∅).
Theorem 1 tells us that the only sequences of partitions λ(n−1), · · · , λ(1) that appear in this
product are ones which satisfy the interleaving condition from the theorem. (Of course, the
same holds true when considering the second expression.)
3. Pictorial representations for free-fermions
Before moving towards the proofs of our main results, we pause briefly to carry out a
few illustrative computations. For this, it will be useful to have a pictorial representation
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for Fermion states. We represent the vacuum state |∅〉 with a sea of particles (black dots)
occupying each negative half-integer position:
|∅〉 =
0−1−2−3
· · ·
1 2 3
· · ·
Given any integer ℓ, the state |ℓ〉 is depicted simply by
|ℓ〉 =
ℓ
· · · · · ·
and for a strictly decreasing partition λ, one depicts |λ〉 by taking the vacuum state and
creating particles at the positions λi− 12 . These diagrams are useful, but caution is required.
The state |ℓ〉 refers to a precise order of creation or annihilation operators applied to the
vacuum as in (3). If one wants to perform a creation or annihilation operation and express
the result as a linear combination of |λ〉, one must keep track of the associated signs from
commutation relations. This is achieved by counting the number of particles to the right of
the position where the creation or annihilation is taking place; the resulting sign is simply
−1 to this power.
For the purposes of illustration, we examine the action of our shifted Hamiltonians on |λ〉
with λ = (5, 3, 2). Recall that we assigned variables corresponding to each non-zero part in
λ and factored the Hamiltonian as a product of operators eφ+(xi;ti) or eφ−(xi;ti) for each pair
of variables (xi; ti) as in Definition 1. For the e
φ+(x3;t3) operator, we compute
∞∑
k=0
1
k!
(∑
q≥1
1
q
(1− (−t3)q)xq3Jq
)k
ψ− 1
2
ψ∗
5− 1
2
ψ∗
3− 1
2
ψ∗
2− 1
2
|∅〉 . (7)
The action of operator Jq gives all ways of moving a single particle q units to the left. So we
must analyze which moves are non-zero on the state ψ− 1
2
|(5, 3, 2)〉:
0
· · · · · ·
Our relations (1) imply that creating a particle where one already exists annihilates the
state. Thus in our example, the action by Jq is 0 for any q ≥ 6. In fact, the following are
the products of operators which yield nonzero states: J1, J2, J3, J4, J5, J1J1, J1J3, J2J1,
J2J2, J2J3, J2J5, J3J1, J3J2, J3J4, J4J2, J4J3, J5J1, J5J2, J1J1J1, J1J1J2, J1J1J3, J1J1J5,
J1J2J1, J1J2J2, J1J2J3, J1J2J4, J1J3J1, J1J3J2, J1J3J3, J1J4J1, J1J4J2, J2J1J1, J2J1J2,
J2J1J3, J2J1J4, J2J2J1, J2J2J2, J2J2J3, J2J3J1, J2J3J2, J2J4J1, J3J1J1, J3J1J2, J3J1J3,
J3J2J2, J4J1J1, J4J1J2, J4J2J1, J5J1J1. Obviously there are far too many here to compute
explicitly, so we’ll content ourselves with a slightly different question: what is the coefficient
of |(4, 3)〉 in the ket appearing in equation (7)? That is, what is the value of〈
(4, 3)
∣∣∣ eφ+(x3;t3)ψ− 1
2
∣∣∣ (5, 3, 2)〉?
Note that since the Jq operators from φ+ only move particles to the left, the particle which
begins at position 5 − 1
2
must move to 4 − 1
2
, the particle which begins at position 3 − 1
2
must stay fixed, and the particle which begins at position 2 − 1
2
must move to −1
2
. The
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possible migrations (coming from various summands in the operators J1J1J1, J2J1 and J1J2)
are given in Figure 1.
0
0
0
0
0
12 3
13 2
23 1
1 2
2 1
0
0
0
0
0
3 2 1
2 1 3
3 1 2
1 2
2 1
Figure 1. Leftward migrations from ψ− 1
2
(5, 3, 2) to (4, 3), and rightward mi-
grations from (5, 3, 2) to (6, 4, 3). Arrow labels indicate the order of movement.
Analyzing the contribution from each of these and summing yields a coefficient of
−3 1
3!
(1 + t3)
3x33 − 2
1
2!
1
2
(1− t23)(1 + t3)x33 = −x33(1 + t3)2.
Note that for the eφ− Hamiltonian, the action of the associated Jq on |λ〉 moves particles
to the right. Hence analyzing all possible rightward motions is even more intractable, since
there is a sea of antiparticles on the right which allows for particles to move as far as they
like. We will compute 〈
(4, 3)
∣∣∣ψ6− 1
2
eφ−(x1;t1)
∣∣∣ (5, 3, 2)〉 .
Since our operator finishes by annihilating at position 6 − 1
2
, it suffices for us to determine
those rightward migrations that carry |(5, 3, 2)〉 to |(6, 4, 3)〉. The possible migrations are
given in Figure 1. Analyzing the contribution from each yields
3
1
3!
(1 + t3)
3x−31 − 2
1
2!
1
2
(1− t21)(1 + t1)x−31 = x−31 (1 + t1)2t1.
While none of our results rely on this pictorial representation of fermions and their images
under Hamiltonian operators, we find it useful to see directly how the Hamiltonians are
behaving and to have tools for explicit computation of special cases of the results above.
4. A connection to ice models
The value of the bra-ket from Theorem 1 has previously appeared in a generating function
identity of Tokuyama [20] phrased in the language of “strict” Gelfand-Tsetlin patterns. A
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Gelfand-Tsetlin pattern (of size n) is a sequence of partitions λ(i) = (ai,1 ≥ · · · ≥ ai,i ≥ 0)
(for 1 ≤ i ≤ n) that satisfy the interleaving condition
ai+1,j ≥ ai,j ≥ ai+1,j+1.
Such a pattern is called strict if each λ(i) is strictly decreasing. A Gelfand-Tsetlin pattern is
often depicted as a triangular array
an,1 an,2 · · · an,n−1 an,n
an−1,1 · · · an−1,n−1
. . . . .
.
a1,1
and so the λ(i) are often called the rows of the pattern. The set of all Gelfand-Tsetlin patterns
with fixed top row arise naturally in representation theory, as they parametrize bases for
highest weight representations of GLn(C) according to the multiplicity-free branching rules
from GLn to GLn−1.
Strict Gelfand-Tsetlin patterns are perhaps less natural, but it was noticed by Hamel and
King [9] that they are in bijection with admissible states of certain two-dimensional lattice
models (or “ice” models). This bijection was exploited in [3] to give a proof of Tokuyama’s
formula using the Yang-Baxter equation. We now describe this bijection more precisely.
Consider the set of balanced directed graphs with λ1-columns (labeled from left to right
as λ1 through 1) and n-rows (labeled from top to bottom as n through 1), subject to the
following boundary conditions: inward pointing boundary edges along each row, downward
pointing boundary edges along the bottom boundary, and upward pointing edges at the top
boundary of a column if and only if the column index corresponds to a part of λ. Such a
graph is called an admissible state of ice, and we write Aλ for the set of all such admissible
states. To create a state of ice from a pattern λ(n), · · · , λ(1), one labels the northern edge
of the vertex at (i, j) upward if and only if j is a part of λ(i); this determines the direction
along any vertical edge, and the horizontal edges are filled in inductively so as to produce a
state of Aλ. For example, under this bijection we make the following identification:
3
2
1
5 4 3 2 1
←→
5 3 2
4 3
3
(8)
One can associate a weight to a given state of ice as follows. For each of the six possible
vertex arrangements, one assigns a local weight. The assignment of the local weight is
according to the six possible configurations of adjacent edges to the vertex, and is further
allowed to depend on the row in which the vertex sits. For a state A ∈ Aλ, we assign wt(A)
to be the product of the local weights at all of the vertices in A. The so-called partition
function for Aλ (relative to the given choice of weights) is then
Z(Aλ) =
∑
A∈Aλ
wt(A).
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In [3], two weight assignments – denoted ∆ and Γ – were defined, and shown to satisfy
Yang-Baxter equations and have partition functions expressible as Schur polynomials mul-
tiplied by a deformed denominator. In particular, the weight assignment Γ gives Boltzmann
weights for ice that correspond bijectively to those in Tokuyama’s generating function over
strict patterns (using the above bijection, but with rows labeled in ascending order). The
∆ weights correspond bijectively to a generating function over strict patterns that is — in
some sense — dual to Tokuyama’s: it replaces an exponent from Tokuyama’s original for-
mula expressed in terms of “left-leaning” entries with one in terms of “right-leaning” entries,
and also lists rows in descending order. Both schemes are addressed in [3]. The two weight
assignments Γ and ∆ have been reproduced in Figure 2; the spectral parameters have been
set up to match the row-numbering conventions for the two weight schemes (relative to our
convention of numbering rows in descending order).
j j j j j j
∆ 1 tjxj 1 xj xj(tj + 1) 1
Γ 1 xn−j+1 tn−j+1 xn−j+1 xn−j+1(tn−j+1 + 1) 1
Figure 2. ∆ and Γ weighting schemes from [3]. The index j denotes the row
number in which the vertex appears.
We will write Z∆(Aλ) for the partition function associated to the ∆-weighting scheme,
and likewise for Γ.
The following result thus records that our Hamiltonians
∏n
i=1 ψλ1+ 12
eφ−(xn−i+1;tn−1+1) and∏n
i=1 e
φ+(xi;ti)ψ− 1
2
from Definition 1 and Theorem 1 may be used to recover (up to a simple
factor) the row-by-row statistics of Tokuyama’s generating function and its dual on patterns;
equivalently, our Hamiltonians capture the row-by-row contribution to the Boltzmann weight
of ice with weight schemes Γ and ∆ of [3]. Recall that, as above, we defined λ(j) to be the
partition that records the columns along row j whose northern edge is decorated with an
“up” arrow (and with λ(0) = ∅).
Corollary 3. Let A be a state of ice which corresponds to a pattern T with top row λ :=
λ(n) = (λ1 > · · · > λn), and denote the ∆-weight of the ith row of A by wt∆(A; i) and the
Γ-weight of the ith row of A by wtΓ(A; i). Then
(−1)i(ti + 1)xi · wt∆(A; i) =
〈
λ(i−1)
∣∣∣ eφ+(xi;ti)ψ− 1
2
∣∣∣λ(i)〉
(tn−i+1 + 1)x
−λ1
n−i+1 · wtΓ(A; i) =
〈
λ(i−1)
∣∣∣ψλ1+ 12 eφ+(xn−i+1;tn−i+1)
∣∣∣λ(i)〉 .
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In particular,(
n∏
i=1
(−1)i(ti + 1)xi
)
wt∆(A) =
n∏
i=1
〈
λ(i−1)
∣∣∣ eφ+(xi;ti)ψ− 1
2
∣∣∣λ(i)〉
(
n∏
i=1
(tn−i+1 + 1)x
−λ1
n−i+1
)
wtΓ(A) =
n∏
i=1
〈
λ(i−1)
∣∣∣ eφ+(xn−i+1;tn−i+1)ψ− 1
2
∣∣∣λ(i)〉 .
Proof. The Γ weights in [3] match up with Tokuyama’s weighting schemes for patterns on
a row-by-row basis (see [3, Th. 6]). Now we simply observe that Theorem 1 gives the value
of
〈
µ
∣∣∣ψλ1+ 12 eφ−(xn−i+1;tn−i+1)
∣∣∣λ〉 as this same weight, up to the given factor. (It’s useful to
note that since Tokyuama and [3] list their columns starting at 0 instead of 1, the quantity
|λ(i)| − |λ(i−1)| that we calculate is larger than the related quantity calculated by Tokuyama;
hence we are left with the additional factor of x
−(λ1+1)+1
i , as opposed to x
−(λ1+1)
i .) A similar
result holds for the ∆ weights and the eφ+(x;t)ψ− 1
2
operator. 
Example. Consider the row of ice corresponding to (5, 3, 2), (4, 3); this is shown in Figure 3.
The ∆-weight of the row is x23(t3+1) and the corresponding bra-ket involving λ
(3) = (5, 3, 2)
and λ(2−1) = (4, 3) was calculated at the end of Section 3, resulting in −x33(1 + t3)2. The
reader may similarly verify that its Γ-weight (where we take n = 3, assuming that (5, 3, 2)
is the “top” of the ice) is x21(t1 +1)t1, and the corresponding bra-ket calculated in Section 3
is x−31 (1 + t1)
2t1 agreeing with the second case of the above Corollary.
3
5 4 3 2 1
Figure 3. The row of ice corresponding to (5, 3, 2), (4, 3)
Note that since all states have the same bottom-boundary (all arrows pointed down), one
can interpret this as saying that the “final row” of any Gelfand-Tsetlin pattern is the empty
set. This agrees with our previous notational choice of λ(0) = ∅. From our corollary, it
therefore follows that if λ is a partition with strictly decreasing parts, then the partition
function Z∆(Aλ) =
∑
A wt∆(A) satisfies(
n∏
i=1
(−1)i(ti + 1)xi
)
Z∆(Aλ) =
〈
∅
∣∣∣∣∣
n∏
i=1
eφ+(xi;ti)ψ− 1
2
∣∣∣∣∣λ
〉
and likewise for ZΓ(Aλ). The left-hand side was already evaluated in [3, Thm. 9], and
we could use that result to give a proof of Theorem 2 at this point. In the next section,
we will instead give a different proof of the evaluation of the right-hand side above using
commutation relations for Hamiltonians.
Remark. The weighting schemes Γ and ∆ are just special cases of Boltzmann weights satis-
fying a quadratic relation known as the free-fermion point of the six-vertex model. In [3], it
is shown that all partition functions using these weights are expressible as Schur functions.
However, the weights Γ and ∆ are the only choices which seem to be expressible in terms of
Hamiltonians.
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5. Proofs of Theorems 1 and 2
In order to prove Theorems 1 and 2, we first determine the relation between the Hamil-
tonian action eH[s(t)] and the creation and annihilation operators.
Proposition 4. Let H [s(t)] be given by
H [s(t)] :=
∑
q≥1
sq(t)Jq.
Then
eH[s(t)]ψ(z)e−H[s(t)] = e−
∑
q≥1 sq(t)z
q
ψ(z)
eH[s(t)]ψ∗(z)e−H[s(t)] = e
∑
q≥1 sq(t)z
q
ψ∗(z).
In particular, the special case n = 1 in the definition of s
(n)
q (x; t) gives:
eφ+(x;t)ψ[∗](z)e−φ+(x;t) = exp
(
±
∑
q≥1
1
q
(1 + (−1)q+1tq)(xz)q
)
ψ[∗](z).
Proof. This proof follows similarly to the case of t = 0 sketched in [21]. It is not hard to
check that Jqψ(z)−ψ(z)Jq = −zqψ(z); one applies the commutation relations to Jqψ−kzk+ 12
and notices the relation [ψj , ψ
∗
i ] = δij gives a term not found in ψ−kz
k+ 1
2Jq; then sum over
k. This immediately implies (multiplying by sq(t) and summing over q) that
H [s(t)]ψ(z)− ψ(z)H [s(t)] = −
∑
q≥1
sq(t)z
qψ(z).
As Zinn-Justin [21] notes, it now remains to exponentiate both sides and analyze the result.
First note that
eψ(z) =
∞∑
k=0
ψ(z)k
k!
= 1 + ψ(z)
because [ψr, ψs]+ := ψrψs + ψsψr = 0 for all r, s (even r = s) which implies that ψ
2(z) = 0
and thus all higher terms in the exponential power series vanish.
Since
eXeY = eY+[X,Y ]+
1
2!
[X,[X,Y ]]+···eX ,
then
eH[s(t)]ψ(z) = eψ(z)+[H[s(t)],ψ(z)]+···eH[s(t)]
But [H [s(t)], ψ(z)] = f(z; t)ψ(z) where f(z; t) = −∑q≥1 sq(t)zq, which commutes with any
operator on fermions as a formal element of the coefficient ring C[z, t]. Moreover, the nested
commutators will give rise to powers of f(z; t) multiplying ψ(z) since
[H [s(t)], f(z; t)ψ(z)] = f(z; t)2ψ(z), etc.
Thus the right-hand side becomes:
eψ(z)+[H[s(t)],ψ(z)]+···eH[s(t)] = ee
f(z;t)ψ(z)eH[s(t)] = ee
f(z;t)ψ(z)eH[s(t)] = ee
f(z;t)ψ(z)eH[s(t)],
which then implies
eH[s(t)]ψ(z)e−H[s(t)] = eH[s(t)](eψ(z) − 1)e−H[s(t)] = eef(z;t)ψ(z) − 1,
12
but again ee
f(z;t)ψ(z) is just 1 + ef(z;t)ψ(z) and so this now gives:
eH[s(t)]ψ(z)e−H[s(t)] = ee
f(z;t)ψ(z) − 1 = ef(z;t)ψ(z) = e−
∑
q≥1 sq(t)z
q
ψ(z),
as desired. The proof of the analogous formula for ψ∗(z) follows similarly. 
In light of the previous result, it will be useful to have an expression for the quantity
e
∑
q≥1 sq(t)
∑n
i=1 z
q
i which appears when commuting eH[s(t)] past ψ(z).
Lemma 5.
e
∑
q≥1 sq(t)
∑n
i=1 z
q
i =
∏
1≤i,j≤n
(1 + tzixj)
(1− zixj)
Proof. Recall that
s(n)q (x; t) = (1 + (−1)q+1tq)s(n)q (x) =
(1 + (−1)q+1tq)
q
n∑
j=1
xqj .
The result follows easily from the case n = 1. There we sum the series∑
q≥1
1 + (−1)q+1tq
q
(zx)q = log
(
1 + tzx
1− zx
)
,
and exponentiating gives the result. 
Proof of Theorem 1. Recall that the state |λ〉 is defined by
|λ〉 = ψ∗
λ1−
1
2
ψ∗
λ2−
1
2
· · ·ψ∗
λn−
1
2
|∅〉
= ψ∗(z1)ψ
∗(z2) · · ·ψ∗(zn) |∅〉
∣∣∣
zλ
where the notation |zλ means we take the coefficient of zλ = zλ11 · · · zλnn . Thus
ψ−1/2 |λ〉 = (−1)n
[
ψ∗(z1)ψ
∗(z2) · · ·ψ∗(zn)ψ− 1
2
|∅〉
∣∣∣
zλ
]
.
The process of extracting this coefficient clearly commutes with the action of eφ+(x;t) on
states, since φ+(x; t) is independent of z. Subsequently applying the commutation relation
from Proposition 4〈
µ
∣∣ eφ+(x;t)ψ−1/2 ∣∣λ〉 = (−1)n 〈µ ∣∣∣ eφ+(x;t)ψ∗(z1) · · ·ψ∗(zn)ψ− 1
2
∣∣∣ ∅〉 ∣∣∣
zλ
= (−1)n
[
e
∑
q≥1 s
(1)
q (x1;t)
∑n
j=1 z
q
j
〈
µ
∣∣∣ψ∗(z1) · · ·ψ∗(zn)ψ− 1
2
∣∣∣ ∅〉] ∣∣∣
zλ
where we have used that eφ+(x;t)ψ− 1
2
|∅〉 = ψ− 1
2
|∅〉 in the second equality, since no particles
can move to lower index under a Jq in the shifted vacuum state. The bra-ket above can
be explicitly computed. By orthogonality, the creation operators must act exactly at the
parts of µ (shifted by 1/2) and at −1/2, in order to pair with the bra 〈µ|. Letting µ− =
(µ1, . . . , µn−1, 0), 〈
µ
∣∣∣ψ∗(z1) · · ·ψ∗(zn)ψ− 1
2
∣∣∣ ∅〉 = ∑
w∈Sn
(−1)ℓ(w)zw(µ−),
where, as usual, the elements w act on µ− by permuting the parts.
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Moreover as in Lemma 5,
e
∑
q≥1 s
(1)
q (x;t)
∑n
j=1 z
q
j =
∏
1≤j≤n
(1 + tzjx)
(1− zjx) .
So we are left to compute:
(−1)n
[∑
w∈Sn
(−1)ℓ(w)zw(µ−)
∏
1≤j≤n
(1 + tzjx)
(1− zjx)
] ∣∣∣
zλ
. (9)
We claim that will be 0 unless µi ≤ λi for all i ∈ [1, n− 1]. To see this, suppose that µi > λi
for some i. Let ω ∈ Sn be given. If there exists j ≤ i so that ω takes j to i, then the exponent
of zi in z
ω(µ−) is µj > µi > λi. Note that the expansion of
∏ (1+tzjx)
(1−zjx)
only has non-negative
powers of each z, and hence the coefficient of zλ in zw(µ−)
∏ (1+tzjx)
(1−zjx)
is zero. If, on the other
hand, i is the image of some element from {i+ 1, · · · , n} under w, then by the pigeon hole
principle there exists some k > i which is the image of some j ≤ i under w. Using the same
argument as before (but examining the coefficient of zk), we again get a zero coefficient for
zλ in zw(µ−)
∏ (1+tzjx)
(1−zjx)
.
Now suppose that µi < λi+1, and let w ∈ Sn be given. Define w˜ = wsi, where si is the
simple reflection (i, i+ 1). Using the identity
(1 + tzx)
(1− zx) = 1 + (1 + t)
∑
ℓ≥1
(zx)ℓ (10)
and the fact that µi < λi+1 implies µi < λi, we find that
zw(µ−)
∏
1≤j≤n
(1 + tzjx)
(1− zjx)
∣∣∣
zλ
= zw˜(µ−)
∏
1≤j≤n
(1 + tzjx)
(1− zjx)
∣∣∣
zλ
.
Since ℓ(w) + 1 = ℓ(w˜), the sum (9) is zero. Hence (9) is zero unless µi ≥ λi+1 for each i;
combined with the result from the previous paragraph, this means that (9) is zero unless µ
interleaves λ.
So suppose that µ interleaves λ, and we calculate (9). Let I = {1 ≤ i ≤ n−1 : µi = λi+1};
note that |I| = r(λ;µ) by definition. For each such i ∈ I, let si be the simple reflection
(i, i + 1). For a nonempty subset J = {i1 < · · · < ik} ⊆ I, define σJ = si1 · · · sik ; when
J = ∅, define σJ = e. Then the contributions to zλ come from those elements of Sn of the
form σJ for some J ⊆ I, and[
(−1)ℓ(σJ )zσJ (µ−)
∏
1≤j≤n
(1 + tzjx)
(1− zjx)
] ∣∣∣
z
λ
=
[
(−1)ℓ(σJ )
∏
1≤j≤n
(1 + tzjx)
(1− zjx)
] ∣∣∣
z
λ−σJ (µ−)
= (−1)|J |(1 + t)s(λ;µ)+1−|J |x|λ|−|µ|,
according to the identity (10). Hence (9) is
(−1)n
∑
J⊆I
(−1)|J |(1 + t)s(λ;µ)+1−|J |x|λ|−|µ| = (−1)n(1 + t)s(λ;µ)+1−|I|x|λ|−|µ|
(∑
J⊆I
(−1)|J |(1 + t)|I|−|J |
)
= (−1)nt|I|(1 + t)s(λ;µ)+1−|I|x|λ|−|µ|.
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Proof of Theorem 2. The proof starts much as in the previous result:
ψ−1/2 |λ〉 = (−1)nψ∗λ1+n−1/2ψ∗λ2+n−3/2 · · ·ψ∗λn+1/2ψ−1/2 |0〉
= (−1)nψ∗(z1)ψ∗(z2) · · ·ψ∗(zn) |−1〉
∣∣∣
zλ
.
The process of extracting this coefficient clearly commutes with the action of eφ+(xi;ti) on
states, since φ+(xi; ti) is independent of z for all i. Applying the commutation relation from
Proposition 4 to the rightmost eφ+(xn;tn) in the bra-ket:
〈∅|
n∏
i=1
[
eφ+(xi;ti)ψ−1/2
] |λ〉
= (−1)n
[
e
∑
q≥1 s
(1)
q (xn;tn)
∑n
i=1 z
q
i 〈0|
n−1∏
i=1
[
eφ+(xi;ti)ψ−1/2
]
ψ∗(z1)ψ
∗(z2) · · ·ψ∗(zn) |−1〉
] ∣∣∣
zλ
= (−1)n
[ ∏
1≤j≤n
(1 + tnzjxn)
(1− zjxn) 〈0|
n−1∏
i=1
[
eφ+(xi;ti)ψ−1/2
]
ψ∗(z1)ψ
∗(z2) · · ·ψ∗(zn) |−1〉
] ∣∣∣
zλ
(11)
where we have used that eφ+(xn;tn) |−1〉 = |−1〉 in the first equality, since no particles can
move to lower index under a Jq in this shifted vacuum state. We have used Lemma 5 in
the last equality. The resulting bra-ket will be 0, owing to the rightmost ψ−1/2, unless one
of the ψ∗(zj) creates a particle at −1/2 for some j ∈ [1, n]. This creation operator at −1/2
comes with a power z−1j . Thus we may rewrite the bra-ket appearing in (11), pushing the
rightmost ψ−1/2 past the creation operators ψ
∗(zj), as a sum of n bra-kets as follows:
(−1)n−1
n∑
j=1
(−1)n−jz−1j 〈0|
n−2∏
i=1
[
eφ+(xi;ti)ψ−1/2
]
eφ+(xn−1;tn−1)ψ∗(z1)ψ
∗(z2) · · · ψˆ∗(zj) · · ·ψ∗(zn) |−1〉 ,
where the ψˆ∗(zj) means this operator is to be omitted in the product. Then moving
eφ+(xn−1;tn−1) rightward in each summand produces:
n∑
j=1
(−1)j+1z−1j e
∑
q≥1 s
(1)
q (xn−1;tn−1)
∑
i6=j z
q
i
〈0|
n−2∏
i=1
[
eφ+(xi;ti)ψ−1/2
]
ψ∗(z1)ψ
∗(z2) · · · ψˆ∗(zj) · · ·ψ∗(zn) |−1〉 , (12)
Using Lemma 5 to rewrite the above exponential, then (11) is equal to:
(−1)n
[
n∏
k=1
(1 + tnzkxn)
(1− zkxn)
n∑
j=1
(−1)n−j+1z−1j
∏
k 6=j
(1 + tn−1zkxn−1)
(1− zkxn−1)
〈0|
n−2∏
i=1
[
eφ+(xi;ti)ψ−1/2
]
ψ∗(z1)ψ
∗(z2) · · · ψˆ∗(zj) · · ·ψ∗(zn) |−1〉
] ∣∣∣
zλ
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We repeat the same process as above to successively move terms eφ+(xi;ti)ψ−1/2 rightward in
the bra-ket. Upon completion, we obtain:[
(−1)n(n+1)2
∑
σ∈Sn
(−1)ℓ(σ)(z1 · · · zn)−1
n∏
k=1
(1 + tnzkxn)
(1− zkxn)
∏
k 6=jn
(1 + tn−1zkxn−1)
(1− zkxn−1) · · ·
· · ·
∏
k 6=jn,...,j2
(1 + t1zkx1)
(1− zkx1)
] ∣∣∣
zλ
, (13)
where the partition σ for each summand is dictated by the order in which we pick off creation
operators ψ∗(zji) required to create a particle at −1/2 for each time step, and we have used
the notation (j1, . . . , jn) for (σ(1), . . . , σ(n)). Thus the identity partition e ∈ Sn corresponds
to using ψ∗(zn) to create a particle at −1/2, next ψ∗(zn−1) and so on. Such an ordering
produces no minus signs associated to the creation of fermions at −1/2 in the sum over
Sn, as one is always creating the left-most particle at −1/2. Moreover, a single simple
reflection changes the sign to (−1), resulting in the (−1)ℓ(σ) inside the summation. The sign
(−1)n(n+1)/2 comes from commuting each of the ψ−1/2 past the creation operators ψ∗(zj) at
each stage, and the number of such creation operators at each stage are n, n− 1, . . . , 1.
We will use the determinant identity of Cauchy (see for example Equation (7.121) of
Stanley [19])
det
1≤i,j≤n
{
(1− xizj)−1
}
=
∏
i<j(xi − xj)(zi − zj)∏
1≤i,j≤n(1− zixj)
(14)
to rewrite the above result. In view of this, rewrite (13) in the form
(−1)n(n+1)/2
[
(z1 · · · zn)−1
∏
i,j
(1− zixj)−1
n∏
k=1
(1 + tnzkxn)
∑
σ∈Sn
(−1)ℓ(σ)
∏
k 6=jn
(1 + tn−1zkxn−1)(1− zjnxn−1) · · ·
∏
k 6=jn,...,j2
i.e. k=j1
(1 + t1zkx1)(1− zjnx1) · · · (1− zj2x1)


∣∣∣
zλ
(15)
We wish to evaluate the terms appearing in the above summation over Sn. For n ≥ 2, let
Pn be the polynomial
Pn(x; z; t) :=
∑
σ∈Sn
(−1)ℓ(σ)
n−1∏
ℓ=1
((
ℓ∏
k=1
(1 + tℓzjkxℓ)
)(
n∏
k=ℓ+1
1− zjkxℓ
))
where here we regard x = (x1, . . . , xn−1) and t = (t1, . . . , tn−1) and as usual z = (z1, . . . , zn).
To evaluate, we make a variable change, setting tixi = yi for i = 1, . . . , n− 1. Let Pˆn be
the corresponding polynomial:
Pˆn(x; z;y) :=
∑
σ∈Sn
(−1)ℓ(σ)
∏
k 6=jn
(1+yn−1zk)(1−zjnxn−1) · · ·
∏
k 6=jn,...,j2
i.e. k=j1
(1+y1zk)(1−zjnx1) · · · (1−zj2x1).
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Lemma 6. For any n ≥ 2,
Pˆn =
n−1∏
i=1
(yi + xi)
∏
1≤i<j≤n−1
(xi + yj)
∏
i<j
(zi − zj).
Replacing yi = xiti, we obtain the immediate corollary evaluating Pn:
Corollary 7. For any n ≥ 2,
Pn(x; z; t) = x1 · · ·xn−1
n−1∏
i=1
(1 + ti)
∏
1≤i<j≤n−1
(xi + tjxj)
∏
i<j
(zi − zj).
Proof of Lemma 6. Given a pair of indices i, j, performing the change of variables σ 7→ (i j)σ,
where (i j) is a transposition, we find that
Pˆn(x; z;y) = −Pˆn(x; z(i j);y)
where z(i j) denotes the vector (z1, . . . , zn) with roles of zi and zj interchanged. Thus Pˆn is
antisymmetric in the zj and so divisible by
∏
i<j zi − zj . We may divide by this factor, and
the resulting quotient Qˆn is a symmetric polynomial with respect to the zj , j = 1, . . . , n.
We claim that Qˆn is constant in the zj . Indeed, the terms in Pˆn have degree at most n− 1
in any single zj, but
Qˆn
∏
i<j
(zi − zj) = Qˆn
∑
σ∈Sn
(−1)ℓ(σ)zσ(ρ);
so Qˆn must have degree 0 in all zj , else it would contradict this degree bound.
Now the monomials in Pˆn have total degree in both x and y equal to the degree in z, and
hence all terms in Pˆn must have total degree |ρ| = n(n− 1)/2 in x and y. This implies that
if the quantity appearing on the right-hand side in the statement of the lemma divides Pˆn,
then it must be equal to Pˆn (up to an easily determined absolute constant, say by setting
xi = 1 and yi = 0 for all i ∈ [1, n− 1]).
To see that Pˆn is divisible by xi+yi for any i = 1, . . . , n−1, note that terms in the product
containing xi and yi come from a product over k 6∈ {jn, . . . , ji+1}. Setting xi = −yi renders
all binomials in this product equal, and so the indices ji+1 and ji in Pˆn have symmetric roles.
Thus using the transposition ti = (i + 1, i) to partition Sn into pairs {σ, σti}, we see that
Pˆn = 0 when xi = −yi, since the summands from each pair have length different by one and
roles of ji+1 and ji interchanged.
To finish the proof, we will show that Pˆn is divisible by xi + yj for all pairs i, j with
1 ≤ i < j ≤ n− 1. The proof is a more complicated version of the argument for divisibility
by yi + xi above. For xi + yi+1 with i ≤ n − 2, we use the transposition ti,i+1 := (i, i + 2)
to partition Sn into pairs {σ, σti,i+1}. These two summands for σ and σti,i+1 have a large
common factor C(x; z;y), and the length of their corresponding permutations differs by one.
Remembering that (j1, . . . , jn) = (σ(1), . . . , σ(n)), their sum may be expressed as C(x; z;y)
times:
(1 + yizji)(1− xizji+2)(1 + yi+1zji)(1− xi+1zji+2)−
(1 + yizji+2)(1− xizji)(1 + yi+1zji+2)(1− xi+1zji) (16)
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We see that the expression in (16) vanishes for all such pairs {σ, σti,i+1} upon identifying the
sets {xi, xi+1} and {−yi,−yi+1}. In particular for any i ∈ [1, . . . , n− 2], setting xi = −yi+1
and xi+1 = −yi shows that Pˆn is in the radical ideal 〈xi + yi+1, yi + xi+1〉.
Similarly for any 1 ≤ i < j ≤ n − 1, using the transposition ti,j = (i, j + 1) to partition
Sn into pairs {σ, σti,j}, we see that Pˆn vanishes upon identifying the sets {xi, . . . , xj} and
{−yi, . . . ,−yj}. Making the identifications xi = −yj and xi+1 = −yi, . . . , xj = −yj−1 shows
that Pˆn is in the radical ideal 〈xi + yj, xi+1 + yi, . . . , xj + yj−1〉.
A simple degree counting argument shows that Pˆn must in fact be divisible by xi + yj for
1 ≤ i < j ≤ n− 1. Indeed, consider the special case (i, j) = (n− 2, n− 1). According to the
definition of Pˆn, xn−1 can appear with degree at most 1 in any monomial. Writing
Pˆn = [R1(x;y)(xn−1 + yn−2) +R2(x;y)(xn−2 + yn−1)]
∏
i<j
(zi − zj),
then we’d like to conclude that R1(x;y) = 0 and so Pˆn is divisible by xn−2 + yn−1. If we set
yn−1 = −xn−2 and R1 6= 0 then R1 must be divisible by xn−1 − xn−2 (since Pˆn was divisible
by xn−1 + yn−1 before specializing). But this contradicts the fact that all monomials in Pˆn
have degree at most 1 in xn−1. The following inductive argument similarly shows that for
all 1 ≤ i < j ≤ n− 1, we have divisibility by xi + yj.
Suppose Pˆn is divisible by xi′ + yj′ for all pairs (i
′, j′) with j′ ≥ i′ > i. Since Pˆn belongs
to the radical ideal 〈xi + yj, xi+1 + yi, . . . , xj + yj−1〉, we may write
Pˆn = [R1(x;y)(xi + yj) +R2(x;y)(xi+1 + yi) + · · ·+Rj+1−i(x;y)(xj + yj−1)]
∏
i<j
(zi − zj).
For a given ℓ ∈ [i + 1, · · · , j], set yj = −xi and xk = −yk−1 for all k ∈ [i + 1, . . . , j] with
k 6= ℓ. In this specialization, the only remaining term above is
R¯ℓ+1−i(x;y)(xℓ + yℓ−1)
∏
i<j
(zi − zj),
where R¯ℓ+1−i indicates we have specialized variables in Rℓ+1−i as above. But according to
our induction hypothesis, Pˆn is divisible by xℓ+ yk for ℓ ≤ k < n. Since all monomials in Pˆn
have degree at most n − ℓ in xℓ then Rℓ+1−i must be 0. Since ℓ was arbitrary, all Rk with
k > 1 vanish and Pˆn is divisible by xi + yj. 
Applying the corollary to (15), then 〈∅|∏ni=1 [eφ+(xi;ti)ψ−1/2] |λ〉 is equal to
(−1)n(n+1)/2x1 · · ·xn−1
n−1∏
i=1
(1 + ti)
∏
1≤i<j≤n−1
(xi + tjxj)
[
(z1 · · · zn)−1
∏
i,j
(1− zixj)−1
n∏
k=1
(1 + tnzkxn)
∏
i<j
(zi − zj)
] ∣∣∣
zλ
(17)
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and applying the Cauchy identity (14) to the term in brackets results in
(−1)n(n+1)/2x1 · · ·xn−1
n−1∏
i=1
(1 + ti)
∏
1≤i<j≤n−1
(xi + tjxj)
∏
i<j
(xi − xj)−1
[
n∏
k=1
(z−1k + tnxn) det1≤i,j≤n
{
(1− xizj)−1
}] ∣∣∣
zλ
. (18)
Thus to finish the theorem, it remains to show that
∏
i<j
(xi − xj)−1
[
n∏
k=1
(z−1k + tnxn) det
1≤i,j≤n
{
(1− xizj)−1
}] ∣∣∣
zλ
=
n∏
k=1
(xk + tnxn)sλ−ρ(x). (19)
The right-hand side of (19) can be expanded as:
n∑
i=0
ei(x)(tnxn)
n−isλ−ρ(x)
where ei is the i-th elementary symmetric polynomial. Next we apply Pieri’s formula, which
states:
sν(x)ei(x) =
∑
µ∈ν⊗1i
sµ
where ν ⊗ 1i denotes the set of partitions obtained by adding i boxes (at most one per
column) to the Ferrers diagram for ν. Thus we arrive at:
n∑
i=0
ei(x)(tnxn)
n−isλ−ρ(x) =
n∑
i=0
(tnxn)
n−i
∑
µ∈(λ−ρ)⊗1i
sµ(x), (20)
where the sum over µ is again as in Pieri’s formula.
But noting that
det
1≤i,j≤n
{
(1− xizj)−1
} ∣∣∣
zν
= det
i,j
(x
νj
i )
then the left-hand side of (19) is:
∏
i<j
(xi − xj)−1
[
n∏
k=1
(z−1k + tnxn) det1≤i,j≤n
{
(1− xizj)−1
}] ∣∣∣
zλ
=
n∑
i=0
(tnxn)
n−i
∑
ν=λ⊗1i
sν−ρ(x).
As this matches (20), the proof is complete. 
6. Models for other Cartan types
Ice models for other classicial groups, whose partition functions result in deformations
of highest weight characters, were considered in [2, 4, 9, 10, 11]. Their admissible states
are again rectangular lattices in the six-vertex model whose Boltzmann weights match or
closely resemble the weights of type Γ and ∆ given above, but one side of one boundary of
the ice is modified. The modified boundary identifies pairs of edges using a “u-turn” which
contains a single vertex with its own local weight. An example of such a modified boundary
appears in Figure 4 below. The “u-turn” bend may identify consecutive rows of ice (a “non-
nested” bend as in [2, 11, 9]) or identify rows symmetric about the middle of the state of
19
ice (“nested” bends as in [4, 10]), reflecting various embeddings of the classical group into
the general linear group. The models with non-nested bends are amenable to study by the
Hamiltonian techniques of this paper, and we demonstrate this with various examples in the
following section.
For a strictly decreasing partition λ = (λ1 > · · · > λn), a family of ice models is defined in
[2] – which we’ll denote CλNN – whose underlying graph structure is a lattice of 2n rows and
λ1 columns; columns are numbered as before, but rows are numbered (from top to bottom)
by n, n¯, n − 1, n− 1, · · · , 1, 1¯. There is an edge connecting the far right side of rows j and
j¯; note that this means that these “bent edges” are non-nested for this model (hence the
“NN” subscript), in contrast to the numerous families of nested, bent ice models considered
in [4]. The boundary conditions are as before (though, of course, there is no right boundary
for these models).
As in the rectangular case, one can assign weights to each vertex to arrive at a weight
for each state. When the weights are chosen particularly well, the corresponding partition
function Z(CλNN) has a meaningful Lie-theoretic interpretation. In [11], this is achieved with
the following scheme: vertices in row i are weighted with ∆-weights from [3], but with each
ti specialized to a common value of t; vertices in row i¯ are weighted with Γ
′-weights, where
the prime indicates that the index of the parameters is i, each xi is replaced by x
−1
i , and each
ti specialized to a common value of t; an “upward” bend is weighted txi; and a “downward”
bend is weighted x−1i . We call these the ∆Γ
′ weights. In [2] a similar weighting scheme on
CλNN — but with up weight −
√−txi and down weight √xi−1 — produces a partition function
that is conjecturally related of a metaplectic Whittaker function on Sp2r.
States of CλNN correspond to a family of patterns akin to the Gelfand-Tsetlin patterns
mentioned earlier. Specifically, let A be a state of CλNN, and for each 1 ≤ i ≤ n define
a partition λ(i) by recording those columns j so that the vertex at (i, j) has its northern
edge decorated “up;” likewise for each 1 ≤ i ≤ n define λ(¯i) by recording those columns j
so that the vertex at (¯i, j) has its northern edge decorated “up.” These partitions can be
arranged into a half-triangular array, and they satisfy a similar interleaving condition as
Gelfand-Tsetlin patterns. For 1 < i ≤ n, the given partitions satisfy one of the following:
• ℓ(λ(i)) = ℓ(λ(¯i)) = ℓ(λ(i−1)) + 1, or
• ℓ(λ(i)) = ℓ(λ(¯i)) + 1 = ℓ(λ(i−1)) + 1.
(See Figure 4 for an example.)
Given Corollary 3, it is natural to ask whether there is a method for interpreting the ∆Γ′-
weighting scheme for a state of ice in terms of a discrete time evolution on the associated
pattern. We have the following
Corollary 8. For A a state of Cλ
NN
and (i, i¯) a row of A, we have
wt∆Γ′(A; (i, i¯)) =
〈
λ(i−1)
∣∣∣ (β1ψ∗− 1
2
+ β2
)
ψλ1+ 12
eφ−(x
−1
i ;t)
∣∣∣λ(¯i)〉〈λ(¯i) ∣∣∣ eφ+(xi;t) (α1ψ− 1
2
+ α2
) ∣∣∣λ(i)〉
where
α1 =
t
(−1)i(t+ 1) α2 = x
−1
i β1 =
(−1)i−1
(t + 1)xλ1+1i
β2 =
1
(t+ 1)xλ1i
.
Proof. Observe first that for a given row (i, i¯), only one summand from each operator in the
bra-kets are relevant; for instance, if λ(i) and λ(¯i) have the same number of parts (i.e., if the
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33¯
2
2¯
1
1¯
5 4 3 2 1
5 3 2
4 2 ∗
4 1
3 1
2
∗
Figure 4. An element of C
(5,3,2)
NN and its corresponding pattern. We’ve in-
cluded an additional ∗ for those λ(¯i) with ℓ(λ(i)) > ℓ(λ(¯i)).
bend is oriented “down”), then the bra-ket on the far right is〈
λ(¯i)
∣∣∣ eφ+(xi;t) (α1ψ− 1
2
+ α2
) ∣∣∣λ(i)〉 = α1 〈λ(¯i) ∣∣∣ eφ+(xi;t)ψ− 1
2
∣∣∣λ(i)〉+ α2 〈λ(¯i) ∣∣∣ eφ+(xi;t) ∣∣∣λ(i)〉
= α2
〈
λ(¯i)
∣∣∣ eφ+(xi;t) ∣∣∣λ(i)〉 ,
where the first summand vanishes because λ(¯i) has too many parts to result from a leftward
movement of particles of the state ψ− 1
2
|λ(i)〉. Similarly for such a row we have〈
λ(i−1)
∣∣∣ (β1ψ∗− 1
2
+ β2
)
ψλ1+ 12
eφ−(x
−1
i ;t)
∣∣∣λ(¯i)〉 = β2 〈λ(i−1) ∣∣∣ψλ1+ 12 eφ−(x−1i ;t)
∣∣∣λ(¯i)〉 .
Hence we need to verify that the ∆Γ′ weight of row (i, i¯) is

β1α1
〈
λ(i−1)
∣∣∣ψ∗
− 1
2
ψλ1+ 12
eφ−(x
−1
i ;t)
∣∣∣λ(¯i)〉〈λ(¯i) ∣∣∣ eφ+(xi;t)ψ− 1
2
∣∣∣λ(i)〉 if bend is up
β2α2
〈
λ(i−1)
∣∣∣ψλ1+ 12 eφ−(x−1i ;t)
∣∣∣λ(¯i)〉 〈λ(¯i) ∣∣ eφ+(xi;t) ∣∣λ(i)〉 if bend is down
We’ll verify the former; the proof of the latter is similar.
Suppose that row (i, i¯) has its bend oriented up; this means that λ(i) has one more part
than λ(¯i), and that λ(¯i) and λ(i−1) have the same number of parts. Hence λ(¯i) interleaves λ(i),
and by Corollary 3 we have the ∆Γ′-weight assigned to the upper row i together with the
bend is
t
(−1)i(t + 1)
〈
λ(¯i)
∣∣∣ eφ+(xi;t)ψ− 1
2
∣∣∣λ(i)〉 .
In accounting for the ∆Γ′-weight associated to the lower row i¯, note that since the bend
weight is “up” the partitions λ(¯i) and λ(i−1) have the same number of parts. Create partitions
λ˜(i−1) and λ˜(¯i) by adding one to each part of λ(i−1) and λ(¯i), and let λ˜
(¯i)
− be the partition one
gets by inserting an additional part of 1 to λ˜(i). Corollary 3 says the ∆Γ′-weight attached to
21
the row of ice between λ˜
(¯i)
− and λ˜
(i−1) is
1
(t+ 1)xλ1+1i
〈
λ˜(i−1)
∣∣∣ψλ1+ 32 eφ−(x−1i ;t)
∣∣∣ λ˜(¯i)− 〉 = (−1)i−1
(t + 1)xλ1+1i
〈
λ˜(i−1)
∣∣∣ψ∗1
2
ψλ1+ 32
eφ−(x
−1
i ;t)
∣∣∣ λ˜(¯i)〉
=
(−1)i−1
(t+ 1)xλ1+1i
〈
λ(i−1);−1
∣∣∣ψ∗− 1
2
ψλ1+ 12
eφ−(x
−1
i ;t)
∣∣∣λ(¯i);−1〉
=
(−1)i−1
(t+ 1)xλ1+1i
〈
λ(i−1)
∣∣∣ψ∗− 1
2
ψλ1+ 12
eφ−(x
−1
i ;t)
∣∣∣λ(¯i)〉 .

Remark. One gets a similar result that connects the weighting scheme used in [2] to a bra-ket
evaluation as in the previous corollary by replacing α1 and α2 above with
α˜1 =
−√−txi
(−1)ixi(t+ 1) α˜2 =
√
x−1i .
Appendix – Wick’s theorem and Jacobi-Trudi type identities
We return to examining the equality
〈µ;n− 1 | eH+[s(t)] | λ;n〉 = det
1≤p,q≤n
hλq−µp−q+p[x | y]
(i.e., the first equation from (6)) which presents a formula for the τ -function of the superal-
gebra Hamiltonian of Definition 1.
A.1. Two ingredients: Time evolution of fermions and Wick’s theorem. Regarding
the tq as discrete time parameters, then the time evolution of fermionic fields is expressed in
the following result (whose proof is formally identical to that of Proposition 4):
Lemma 9. For any choice of t = {tq},
eH[t]ψ(z)e−H[t] = e−
∑
q≥1 tqz
q
ψ(z)
eH[t]ψ∗(z)e−H[t] = e
∑
q≥1 tqz
q
ψ∗(z).
We use the version of Wick’s theorem as in [21]. For any infinite set of parameters t := {tq},
define
ψk[t] := e
H[t]ψke
−H[t] and ψ∗k[t] := e
H[t]ψ∗ke
−H[t].
Lemma 10 (Wick’s Theorem).
〈ℓ | ψi1 [0]ψi2 [0] · · ·ψin [0]ψ∗j1[t] · · ·ψ∗jn [t] | ℓ〉 = det1≤p,q≤n〈ℓ | ψip [0]ψ
∗
jq [t] | ℓ〉.
Wick’s theorem may be proved by induction on n.
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A.2. Proof of Jacobi-Trudi identities. As explained in [21], the above two ingredients
lead to a simple proof of the Jacobi-Trudi identities, whose proof we include here for com-
pleteness.
Theorem 11. Let µ, λ be partitions with exactly n parts (and parts equal to 0 allowed).
Then for any choice of ℓ,
〈µ; ℓ | eH[t] | λ; ℓ〉 = det
1≤p,q≤n
hλq−µp−q+p[t]
where
hk[t] :=
[
e
∑
q≥1 tqz
q
]
|zk ,
and the notation |zk indicates that we take the coefficient of zk in the given expression.
Proof. First note that
〈µ; 0 | eH[t] | λ; 0〉 = 〈−n | ψµn−n+1/2 · · ·ψµ1−1/2eH[t]ψ∗λ1−1/2 · · ·ψ∗λn−n+1/2 | −n〉,
where we’ve padded µ and/or λ with additional 0’s so that each has n parts. This equals
〈−n | ψµn−n+1/2[0] · · ·ψµ1−1/2[0]ψ∗λ1−1/2[t] · · ·ψ∗λn−n+1/2[t]eH[t] | −n〉,
since ψk[t] = e
H[t]ψke
−H[t] and hence ψk[0] = ψk. Remembering that
H [t] =
∑
q
Jqtq,
and Jq moves fermions q units to the left, then e
H[t] | −n〉 = | −n〉, as the only surviving
term in the series expansion of eH[t] is the 1 (since no fermions in | −n〉 may be displaced
leftward). We then apply Wick’s theorem to
〈−n | ψµn−n+1/2[0] · · ·ψµ1−1/2[0]ψ∗λ1−1/2[t] · · ·ψ∗λn−n+1/2[t] | −n〉
= det
1≤p,q≤n
〈−n | ψµp−p+1/2[0]ψ∗λq−q+1/2[t] | −n〉 = det1≤p,q≤n〈−n | ψµp−p+1/2[0]ψ
∗
λq−q+1/2[t]e
H[t] | −n〉
= det
1≤p,q≤n
〈−n | ψµp−p+1/2eH[t]ψ∗λq−q+1/2 | −n〉.
As λq ≥ 0, then ψ∗λq−q+1/2 | −n〉 is non-zero, and the above bra-ket clearly only depends on
the difference between µp − p + 1/2 and λq − q + 1/2 (and not on the choice of −n in the
bra and ket). Thus replacing −n by 0 in the bra-ket and rewriting we have:
det
1≤p,q≤n
〈0 | ψ1/2eH[t]ψ∗λq−µp−q+p+1/2 | 0〉 = det1≤p,q≤n〈1 | e
H[t]ψ∗λq−µp−q+p+1/2 | 0〉.
Finally, using that
eH[t]ψ∗(z) = ψ∗(z)eH[t]e
∑
q≥1 tqz
q
,
then
hk[t] := 〈1 | eH[t]ψ∗k+1/2 | 0〉 = 〈1 | eH[t]ψ∗(z) | 0〉 |zk
=
[
e
∑
q≥1 tqz
q〈1 | ψ∗(z) | 0〉
]
|zk=
[
e
∑
q≥1 tqz
q
]
|zk .
This gives the result. 
A.3. Symmetric functions as tau functions.
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A.3.1. skew Schur functions. If we make the substitution tq =
1
q
∑n
i=1 x
q
i , and write the
resulting hk[t] = hk[x1, . . . , xn], these are the familiar homogeneous complete symmetric
functions in x1, . . . , xn explicitly given as
hk[x1, . . . , xn] =
∑
1≤i1≤i2≤···≤ik≤n
xi1 · · ·xik .
Indeed, with this substitution,
e
∑
q≥1 tqz
q
=
n∏
i=1
e− log(1−zxi) =
n∏
i=1
(1− zxi)−1,
whose coefficient of zk is precisely hk[x1, . . . , xn]. Applying this to the above theorem results
in the determinant expression appearing in the familiar Jacobi-Trudi identity:
〈µ;n | eH[t] | λ;n〉 = det
1≤p,q≤n
hλq−µp−q+p[x1, . . . , xn].
This demonstrates that 〈µ;n | eH[t] | λ;n〉 is the skew Schur function commonly denoted by
sλ/µ(x1, . . . , xn).
A.3.2. supersymmetric skew Schur functions. More generally, we take
tq =
1
q
[
n∑
i=1
xqi −
m∑
j=1
(−yj)q
]
,
so that
e
∑
q≥1 tqz
q
=
n∏
i=1
(1− zxi)−1
m∏
j=1
(1 + zyj).
The coefficient of zk in this expression, explicitly given by
hk[x1, . . . , xn | y1, . . . , ym] :=
k∑
i=0
hi[x1, . . . , xn]ek−i[y1, . . . , ym] (21)
where hi is the i-th complete homogeneous symmetric polynomial as above and ej is the j-th
elementary symmetric polynomial defined by
ej[y1, . . . , ym] :=
∑
1≤i1<···<ij≤m
yi1 · · · yij .
Hence we may express
〈µ;n | eH[t] | λ;n〉 = det
1≤p,q≤n
hλq−µp−q+p[x1, . . . , xn | y1, . . . ym].
This is the Jacobi-Trudi identity for supersymmetric skew Schur functions. (See for example
Section 6 of Macdonald [16], formula before displayed equation (6.21). His notation uses
x || y as opposed to a single |. The non-skew version (i.e. µ = ∅) is also nicely presented in
Equation (1.7) of Moens and Van der Jeugt [18].)
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A.3.3. Tokuyama’s generating function. We keep the Hamiltonian H [t] as in the prior ex-
ample with n = 1; that is,
tq :=
1
q
(xq − (−y)q)
In order to obtain Tokuyama’s generating function, consider the modified bra-kets of the
form:
〈µ;n− 1 | eH[t]ψ−1/2 | λ;n〉,
where µ has n− 1 parts and λ has n parts.
Recall that the state |λ;n〉 is defined by
|λ;n〉 = ψ∗λ1+n−1/2ψ∗λ2+n−3/2 · · ·ψ∗λq−q+n+1/2 · · ·ψ∗λn+1/2 |0〉
so that
ψ−1/2 |λ;n〉 = (−1)nψ∗λ1+n−1/2ψ∗λ2+n−3/2 · · ·ψ∗λn+1/2 |−1〉 .
Thus our bra-ket can be rewritten by our earlier definitions as
(−1)n〈µ;n− 1 | ψ∗λ1+n−1/2[t]ψ∗λ2+n−3/2[t] · · ·ψ∗λn+1/2[t]eH[t] | −1〉
and again eH[t] | −1〉 =| −1〉, so eH[t] can be removed from the bra-ket. Now
〈µ;n− 1 |= 〈0 | ψµn−1+1/2 · · ·ψµp−p+n−1/2 · · ·ψµ1+n−3/2
If we pad µ with an additional part µn = 0, we may rewrite this as:
〈−1 | ψµn−1/2ψµn−1+1/2 · · ·ψµp−p+n−1/2 · · ·ψµ1+n−3/2
Applying Wick’s theorem to
〈−1 | ψµn−1/2ψµn−1+1/2 · · ·ψµ1+n−3/2ψ∗λ1+n−1/2[t] · · ·ψ∗λn+1/2[t] | −1〉
= det
1≤p,q≤n
〈−1 | ψµp−p+n−1/2[0]ψ∗λq−q+n+1/2[t] | −1〉
= det
1≤p,q≤n
〈−1 | ψµp−p+n−1/2eH[t]ψ∗λq−q+n+1/2 | −1〉
= det
1≤p,q≤n
〈−1 | ψ−1/2eH[t]ψ∗λq−µp−q+p+1/2 | −1〉
= det
1≤p,q≤n
〈0 | eH[t]ψ∗λq−µp−q+p+1/2 | −1〉.
Finally, using that
eH[t]ψ∗(z) = ψ∗(z)eH[t]e
∑
q≥1 tqz
q
,
we have
〈0 | eH[t]ψ∗k+1/2 | −1〉 = 〈0 | eH[t]ψ∗(z) | −1〉 |zk
=
[
e
∑
q≥1 tqz
q〈0 | ψ∗(z) | −1〉
]
|zk=
[
e
∑
q≥1 tqz
q
]
|zk+1=: hk+1[t].
So we conclude that
〈µ;n− 1 | eH[t]ψ−1/2 | λ;n〉 = (−1)n det
1≤p,q≤n
hλq−µp−q+p+1[t]
and this latter expression is (−1)nsλ/µ(x | y) with tq chosen as above. To summarize:
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Proposition 12. The bra-ket appearing in Theorem 1, with
sq :=
1
q
(xq − (−y)q)
is a supersymmetric Schur function:
〈µ;n− 1 | eH[s]ψ−1/2 | λ;n〉 = (−1)nsλ/µ(x | y).
In particular, taking y = tx, then sq = s
+
q (t) with n = 1 as in Definition 1.
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