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Abstract
Due to the limited bandwidth in wireless networks, careful resource allocation schemes must be
used to allocate bandwidth to applications. There are two typical types of applications in wireless
networks that require resource allocation: soft realtime applications and best effort applications.
While soft realtime applications require QoS support for effective bandwidth utilization, best effort
applications can adapt to changes in bandwidth and are more concerned about network utilization.
Due to this difference in application requirements, intelligent resource allocation schemes must be
used to provide the desired amount of resources to realtime flows while at the same time allocate
the rest of the bandwidth to best effort flows efficiently. The goal of this thesis is to explore two
different methods to support such intelligent distributed resource allocation in contention-based
wireless networks.
The first method uses signaling between nodes to coordinate resource allocation. The benefit
of this signaling approach is that it does not require any specialized MAC layer and is based on
existing scheduling algorithms used in current MAC layer protocols such as IEEE 802.11. Due to
the shared nature of wireless medium, a signaling approach must effectively coordinate resource
allocation among interfering nodes. This thesis addresses two challenging aspects of designing
such a signaling approach: efficient signaling and accurate estimation of available bandwidth.
The second method that relies on advanced MAC layer scheduling and MAC layer resource
monitoring. Such a MAC layer approach is able to achieve low message overhead and can easily
adapt to the dynamics of the network. For the MAC layer approach, this thesis includes four
novel MAC layer scheduling algorithms based on dynamic contention window control: DDA for
delay assurance to realtime traffic, DBA for throughput assurance to realtime traffic, BEP for rate
iii
policing of best effort traffic and GCA for flexible and efficient bandwidth allocation of best effort
traffic. This thesis also describes a novel framework, QPART, that provides reactive admission
control for a MAC layer approach. All these schemes are fully distributed and can support a variety
of resource allocation policies without requiring communications among neighboring nodes.
iv
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Chapter 1
Introduction
The expanded availability of wireless devices has enabled the explosive growth of wireless local
area networks and the rapid development of multihop wireless networks. While wireless LANs
provide last hop access to the wired network, multihop wireless networks provide the benefit of
ease of deployment without any dependence on pre-existing infrastructure. As wireless networks
are getting integrated into various aspects of our lives, a broad range of user applications needs
to be used in these wireless networks. An important issue for supporting these different user
applications is to provide these applications with their desired amount of network resources at
the time these resources are needed. Unfortunately, in wireless networks, a key network resource,
bandwidth, is very limited. Hence, to support the growing demands from various user applications,
it is very important to use appropriate resource allocation algorithms to manage bandwidth in
wireless networks.
Typical network user applications include best effort applications, hard realtime applications
and soft realtime applications, each with its own requirements for resource allocation [91]. Best
effort applications, such as file transfer and web surfing, can adapt to changes in bandwidth and
packet delay. Hence, their traffic is often called elastic traffic [91]. The important issue for best
effort traffic is fair and efficient resource allocation. A hard realtime application, such as a missile
guidance control system, does not tolerate any change in Quality of Service (QoS) and requires the
network to provide 100% of the desired performance level. If such requirements are not satisfied,
the application fails. Hard QoS guarantees are needed to support hard realtime applications. A
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soft realtime application, such as an audio/video conference or an on-demand multimedia retrieval,
also requires a fixed amount of resources to support QoS. However, different from hard realtime
applications, occasional variations in QoS are tolerable although unwanted for a soft realtime
application. To support soft realtime applications, a network only needs to provide QoS assurance
(also called Soft QoS guarantees or QoS support), which provides the desired network performance
level of these applications as much as possible. Occasional variations in QoS may still happen
under QoS assurance.
Given the unpredictable nature of wireless media due to variations in channel quality, it is
almost impossible to provide hard QoS guarantees for hard realtime applications. In fact, whether
wireless networks should be used to support hard realtime applications is still open for debate.
Therefore, in this thesis, we only focus on resource allocations for soft realtime applications and
best effort applications, since they are the most likely applications to be used in wireless networks.
For ease of discussion, in the reminder of this thesis, we use “realtime applications/flows” to refer
to “soft realtime applications/flows.”
In general, there are two types of wireless networks, multi-channel networks and single-channel
networks, whose bandwidth can be managed by resource allocation algorithms. In multi-channel
networks, the wireless medium bandwidth is divided into multiple orthogonal logical channels,
such as different time slots in TDMA systems, different codes in CDMA systems or different
carrier frequencies for FDMA systems. Typical examples of these multi-channel networks are
cellular networks, where pre-existing infrastructures, such as base stations, allocate logical chan-
nels to wireless nodes. There are extensive research results regarding resource allocations in these
multi-channel networks.
My thesis, however, focuses on the second type of wireless networks, called single-channel
wireless networks. In single-channel wireless networks, multiple neighboring nodes may share the
same wireless channel and hence create interference between each other if they transmit simulta-
neously. Typical examples of single-channel wireless networks include WiFi networks, ad hoc net-
works and community mesh networks. Contention-based media access control (MAC) algorithms,
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such as IEEE 802.11 [46], IEEE 802.11e [47], MACA [51] and MACAW [9], are often used
in single-channel networks to coordinate the sequence of channel accesses among neighboring
nodes. Single-channel networks can usually operate without any pre-existing infrastructure and
hence have very low deployment and maintenance cost. However, it is very challenging to support
intelligent bandwidth allocation in single-channel wireless networks due to the shared nature of
the wireless channel and the lack of centralized control. Therefore, it is important to introduce
intelligent mechanisms to support effective resource allocation in such networks for both soft
realtime and best effort applications. The focus of this thesis, hence, is to explore the problem
of distributed resource allocation for single-channel wireless networks in an effort to allocate
bandwidth to flows based on the requirements of both soft realtime and best effort applications.
1.1 Two Approaches
To realize resource allocation in a networked environment, it is necessary to coordinate multiple
layers in the protocol stack. Due to the limited support for resource allocation from single-
channel networks, new schemes must be introduced into the protocol stack. Depending on the
location of these new schemes in the protocol stack, there are two different approaches that can
be used to realize application-requirement-aware resource allocation. The first approach, named
the signaling approach, makes no changes to packet scheduling at the MAC layer and relies
on signaling protocols at the network layer or upper layers to coordinate resource allocation.
This approach is preferable when MAC layer behavior cannot be changed due to either limited
access to the hardware or government/standard regulations. When it is possible to tune MAC
layer behavior according to application requirements, more advanced scheduling control can be
introduced into the MAC layer so that the complexity of modeling multi-layer interactions and the
message overhead of signaling can be reduced. Such an approach is called a MAC layer approach.
In this thesis, we address the design of both approaches.
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1.1.1 Signaling Approach
There are two key requirements to the success of a signaling approach. The first requirement is
an appropriate signaling process with minimum control message overhead. High control message
overhead may consume too many resources and degrade the performance of the whole network.
This is especially critical for a multihop wireless network since in such a network, control messages
often need to be transmitted multiple hops to establish a connection, consuming a significant
amount of network resources during the process. In addition, due to the shared nature of the
wireless channel, allocating bandwidth to a node may degrade the bandwidth at competing neigh-
bors of the node. Hence, an appropriate signaling process must coordinate the resource allocation
decisions between competing nodes to provide QoS assurances to realtime flows and efficient
channel utilization to best effort flows.
The second requirement for the success of a signaling approach is an accurate understanding
of how resources are allocated at the MAC layer, which is related to the interactions between the
upper layers and the MAC layer and depends on contention between neighboring nodes. Such an
understanding is essential for a node to determine if the network has enough resources for a newly
arrived realtime flow or at what rate a best effort flow should send to prevent it from affecting the
QoS of existing realtime flows.
To address the first requirement of appropriate signaling in a multihop wireless network, we
designed a signaling framework, named CACP (Contention-aware Admission Control Protocol).
The unique contribution of CACP is that it is the first signaling protocol that addresses contention
between neighboring nodes for ad hoc networks with a single channel MAC layer. It provides
efficient solutions that coordinate competing nodes with low message overhead to support effective
admission control and resource reservation.
To address the second requirement, we have built a novel bandwidth allocation model for single
hop IEEE 802.11 and IEEE 802.11e networks. Existing bandwidth allocation models either require
complex numerical analysis for their computation or only work in certain network load levels. Our
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model, on the other hand, is very easy to calculate and reflects bandwidth allocation between nodes
under different levels of network load. This model is used to predict the impact of a new flow on
the service level of existing flows and the achievable throughput of the new flow. Such predictions
enable appropriate available bandwidth estimation, which is crucial for making admission control
decision for new realtime flows and effective regulation of best effort traffic. Using this model, the
performance of existing bandwidth estimation schemes is analyzed and it has been shown that these
existing schemes are only appropriate for a certain level of network load. Finally, the single hop
model is extended to a multihop environment. Simulation results demonstrate that our prediction
method provides better estimation of achievable throughput of flows than all existing methods.
By combining the available bandwidth estimation model with our signaling framework CACP,
QoS assurance for soft realtime flows can be maintained in a wireless network, while the rate of
best effort traffic is policed to only use the remaining bandwidth.
1.1.2 MAC Layer Approach
In a point-to-point wired network, a node has complete control over the transmission medium
and centralized scheduling can be used to transmit packets. In a single channel wireless net-
work, however, multiple nodes may transmit on the same channel. Therefore, in such a network,
packet scheduling is usually realized through contention-based channel access schemes, such
as CSMA/CA, which resolve contention and allocate resources between competing nodes. By
controlling the contention related parameters in these contention-based channel access schemes, it
is possible for a MAC layer approach to realize application-requirement-aware resource allocation.
The focus of our research on the MAC layer approach is to use such contention-based channel
access schemes and adapt contention parameters to achieve effective resource allocation.
There are two key elements that a MAC layer approach should provide. The first key element is
effective scheduling algorithms that can allocate resources to different applications based on their
individual requirements in terms of delay, throughput, priority and resource allocation policy. The
second key element is admission control, which controls the amount of realtime traffic in a network
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to ensure there is enough bandwidth to support the QoS requirement of realtime flows.
For the first key element, we designed several scheduling algorithms for multi-hop wireless
networks, including DDA (Distributed Delay Allocation) for delay assurance, DBA (Distributed
Bandwidth Allocation) for throughput assurance and BEP (Best Effort Policing) for rate policing
of best effort flows. The novelty of these algorithms is that they require no information exchange
between interfering nodes. Instead, these algorithms independently adapt the contention window
size of IEEE 802.11 at each node based on local available information. Such fully distributed
and local design ensures that these scheduling algorithms can satisfy the throughput and delay
requirements of realtime flows and regulate the sending rate of best effort flows under frequent
variations of the communication environment. We also designed, for the first time, a dynamic
contention window control algorithm, named GCA (General Contention window Adaptation),
that supports an arbitrary bandwidth allocation policy for elastic traffic in single-hop wireless
networks, while maintaining near maximum channel utilization. GCA’s stability and efficiency of
channel utilization are rigorously proved. The novelty of GCA is that it provides a comprehensive
understanding of dynamic contention window control and bandwidth allocation in a single hop
wireless network. The analysis provided in the design of GCA can be used as a general tool for
designing new algorithms or evaluating existing approaches for elastic traffic.
For the second key element, we designed a reactive admission control framework, called
QPART (QoS Protocol for Ad hoc Realtime Traffic). By monitoring the channel congestion level
and the feedback from the scheduling algorithms, QPART can effectively identify whether the
network has enough resources for all realtime traffic and take appropriate admission control actions
accordingly. QPART can work in both single hop and multihop wireless networks. It includes a
novel design of admission control and conflict resolution schemes that does not require exchange
of resource reservation information. The message overhead of signaling in QPART is reduced to
a minimum and QPART is very robust to network dynamics, such as mobility or varying channel
capacity.
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1.2 Contributions
The aim of our research is to allocate network resources according to the requirements of applica-
tions. The contributions and uniqueness of our research lie in both the signaling approach and the
MAC layer approach.
1. When MAC layer packet scheduling can not be changed and a signaling approach must be
used, our contributions include three parts:
(a) We studied the contention-based nature of resource allocation in wireless ad hoc net-
works and identify the need for signaling between all competing neighbors for resource
allocation. We designed an effective signaling process that provides low overhead
signaling between competing neighbors.
(b) Theoretically, we developed a novel bandwidth allocation model. Existing bandwidth
allocation models are usually only accurate in certain network load levels and often
require numerical analysis. Our model captures the resource allocation of an IEEE
802.11/IEEE 802.11e network under different traffic loads and only requires very sim-
ple computation.
(c) According to our theoretical bandwidth allocation model, we devised a bandwidth
estimation method that predicts local achievable bandwidth for a new flow and the
impact of the new flow on existing flows. Using this estimation method, effective
admission control and rate control can be supported for the signaling approach.
2. When there is access to the scheduling algorithm in the MAC layer so that the MAC layer
approach can be used, our contributions include four parts.
(a) We designed a MAC layer scheduling algorithm, DDA, that provides delay assurance
for soft realtime traffic through contention window adaptation. Theoretical analysis has
been used to prove that DDA is a stable algorithm and can support average end-to-end
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delay requirements for soft realtime flows. The resource utilization of DDA is also
proved to be optimal.
(b) We designed two heuristic algorithms, DBA and BEP, for providing throughput assur-
ance for realtime traffic and rate policing of best effort traffic, respectively.
(c) For resource allocation between best effort flows using a MAC layer approach, we
modeled, for the first time, an arbitrary resource allocation policy in single-hop wireless
networks as a contention window assignment problem. We designed a distributed
algorithm, GCA, that is proved to converge to a solution of the contention window
assignment problem and at the same time achieve high channel utilization. Our theo-
retical analysis provides the foundation for designing future contention window control
algorithms for best effort traffic and a powerful tool for evaluating existing contention
window control algorithms.
(d) We designed a novel framework, QPART, to provide reactive admission control to
realtime traffic in the presence of best effort traffic. Compared to existing methods,
our method has low message overhead and is simple, efficient and robust to network
dynamics, such as a lossy channel, mobility of nodes and varying channel capacity.
1.3 Outline of the Thesis
The rest of this thesis is arranged as follows. Chapter 2 introduces background information
for single channel wireless networks. Part I presents our work on the signaling approach and
includes Chapters 3, 4 and 5. Chapter 3 provides the overview of the signaling approach and our
solutions. Chapter 4 describes our solution for the signaling process and Chapter 5 presents our
novel bandwidth allocation model and the utilization of the model for the estimation of available
bandwidth. Part II presents our work on the MAC layer approach and includes Chapters 6 to 10.
Chapter 6 discusses the overview of the MAC layer approach and our solutions. Chapter 7 presents
the admission control framework, QPART, for the MAC layer approach. Chapters 8 describes the
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DDA algorithm that provides delay assurance for realtime traffic in multihop wireless networks.
Chapter 9 describes another two scheduling algorithms, DBA and BEP, that provide throughput
assurance for realtime traffic and rate policing for best effort traffic in multihop wireless networks,
respectively. Chapter 10 discusses the GCA algorithm, which supports an arbitrary bandwidth
allocation policy and efficient channel utilization among best effort flows in a single hop wireless
network. Chapter 11 concludes the scope of our work and discusses the future directions of our
research.
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Chapter 2
Background of Resource Management
2.1 Characteristics of Single-channel Wireless Networks
Compared to wired networks, the unique characteristics of wireless networks impose many chal-
lenges for designing resource allocation algorithms. In this section, we review these characteristics
of single-channel wireless networks, which must be considered in the design of a resource alloca-
tion scheme.
2.1.1 Shared Wireless Medium
The first difference between wired and wireless networks lies in the openness of the wireless chan-
nel. Whether point-to-point or shared, wired links can be isolated to ensure that only authorized
devices can use the communication channel. Wireless links are inherently shared and no such
isolation is possible. Any node with a wireless transmitter can simply send data and contend for
the wireless channel. There is also no isolation from other sources that may be using the channel
with a completely different infrastructure (e.g., IEEE 802.11 and Bluetooth) or simply causing
noise (e.g., a microwave oven).
In addition, the structures of point-to-point and shared medium wired networks (e.g. Ethernet)
share the characteristic that nodes can decode each other’s transmissions and see the same channel
state. However, for a multihop wireless network, the channel no longer maps to a physical medium,
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A B C D
Figure 2.1: Contention Between Nodes
but instead maps to a physical space. Each node has a different view of the state of the communica-
tion channel and nodes that share the same wireless medium may not be able to decode each other’s
packets if they are outside each other’s communication range. Consider the example in Figure 2.1.
Transmissions from Node A impact both Node B, which is inside Node A’s transmission range,
and Node C, which is outside Node A’s transmission range, but inside its carrier-sensing range
(typically, carrier-sensing range is much larger than transmission range). Node A may know that
it is sharing the channel with Node C, but it cannot communicate directly with Node C since it
cannot decode Node C’s packets correctly and so does not know Node C’s identity. Additionally,
although Node A knows that it is sharing the channel with Node B, it does not know what other
nodes are also sharing with Node B if they are outside Node A’s carrier-sensing range (e.g., Node
D in Figure 2.1). Although Nodes A and B know that they share the channel with each other, they
do not observe the same channel state. Node A knows of Node B and senses Node C, implying
that for Node A, the only nodes sharing the channel are Nodes A, B and the unknown C. Node B,
on the other hand, knows of Nodes A and C and senses Node D. Therefore, Node B sees a channel
shared by different nodes than Node A.
The lack of centralized control of the medium and the non-uniform view of the channel greatly
enhances the complexity of resource allocation since when a node allocates resources to a new flow,
it is non-trivial for the node to tell whether the new flow affects the existing flows at its neighboring
nodes or whether the new flow can achieve its desired rate. The issue is further complicated by the
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fact that nodes that share each other’s resources may not be able to talk to each other directly when
they are outside each other’s communication range. Hence, information exchange and coordination
among resource sharing nodes are difficult to realize. A resource allocation scheme must be able
to handle these challenges to provide effective application-requirement-aware resource allocation.
2.1.2 Link Dynamics
The second difference between a wireless network and a wired network is the highly dynamic
nature of wireless links. First, due to the fading effects and outside interference, wireless links
are generally unreliable and have high packet loss rates. In addition, compared to a wired link,
the expected lifetime of a wireless link is very short since the nodes may move in and out of each
other’s transmission range or the channel state may vary between bad and good. Finally, contrary
to the static capacity of a wired link, the transmission rate of a wireless link may vary dramatically.
This is because the advance of wireless technology has given many wireless devices the ability to
adjust their transmission rate based on the channel quality.
This highly dynamic nature of wireless links invalidates many resource allocation schemes that
work in wired networks, since wired links are usually reliable, have long expected lifetimes and
static capacity. The goal of our research is to design new resource allocation schemes for wireless
networks that are able to adapt to such dynamics.
2.2 Necessary Components for Resource Allocation
To realize distributed resource allocation for both realtime traffic and best effort traffic, every node
in the network must be equipped with four major components.
The first component is admission control, which ensures that the total resource requirements
of admitted realtime flows can be handled by the network. If there are not enough resources
for all realtime flows, some realtime flows must be rejected to maintain the service assurance to
other realtime flows. The second component is scheduling, which allocates resources to existing
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flows. Under the condition that admission control is properly performed, the scheduling algorithm
should provide the required QoS for a realtime flow. The third component is rate policing of best
effort flows, which regulates the sending rate of best effort flows to prevent them from degrading
the QoS of realtime flows. The final component is conflict resolution, which deals with QoS
violations caused by the variations in channel bandwidth and the mobility of nodes. When a QoS
violation happens, the conflict resolution component selects victim flows to maintain the QoS of
the remaining flows. Actions performed on a victim flow may include rerouting the flow, reducing
its QoS requirement or simply dropping its packets.
2.3 IEEE Standards
IEEE 802.11 series are the most well known and de facto industry standards for single channel
MAC layers in wireless networks. In this thesis, we often use IEEE 802.11/802.11e as examples
of our modeling methods and our simulations are all performed based on this standard series. In
this section, we briefly review the two relevant standards: IEEE 802.11 and IEEE 802.11e.
2.3.1 IEEE 802.11 Standard
The IEEE 802.11 standard [46] provides two functions in the MAC layer: the distributed coordi-
nation function (DCF) and the point coordination function (PCF). PCF provides contention-free
frame transfer. Since PCF requires centralized control at a Point Coordinator in the Access Point,
it is not appropriate for the design of distributed resource allocation algorithms and is especially
difficult to use in a multihop wireless network. Hence, in this thesis, we only examine bandwidth
allocations under DCF and extensions of DCF.
IEEE 802.11 DCF provides automatic medium sharing between nodes through the use of
CSMA/CA and a random backoff time following a busy medium. When the medium transitions
from busy to idle (as indicated by the Carrier Sense function), a random backoff is performed to
resolve contention conflicts between competing nodes. Short RTS and CTS frames are exchanged
13
Figure 2.2: RTS-CTS-DATA-ACK exchange procedure
prior to the actual data frame for medium reservation and fast collision resolution (see Figure 2.2).
Additionally, a basic access mechanism supports communication with a two-way DATA-ACK
handshake.
Prior to transfer of data packets, a node invokes the carrier-sense mechanism to determine the
busy/idle state of the medium. If the medium is idle, the node defers for a constant period of time,
called DCF interframe space (DIFS), which is determined by the physical layer. If the medium
stays idle during this DIFS period, the node may transmit its packet. If the medium is busy, the
node waits until the medium is observed to be idle. The length of this idle period depends on the
success or failure of the previous frame. If the last frame was received correctly, the node waits
DIFS time units. If the last frame was not received correctly, the node waits extended interframe
space (EIFS) time units. After this DIFS or EIFS idle time, the node selects a random backoff
period for deferring before transmitting an RTS. If the backoff timer already contains a non-zero
value, the selection of a random number is not needed. The backoff period is calculated as:
Backoff Time = Random()× aSlotTime, (2.1)
where Random() is a pseudo-random integer drawn from a uniform distribution over the interval
[0,CW ]. CW , called the contention window, is an integer within the range of minimum contention
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window (CWmin) and maximum contention window (CWmax) (i.e., CWmin ≤ CW ≤ CWmax).
For the first transmission attempt of each packet, CW is set to CWmin. After each unsuccessful
transmission, the value of CW is doubled, up to the maximum value CWmax. The backoff
time is decremented by aSlotT ime if the channel is idle during this period and stopped when a
transmission is detected on the channel. aSlotT ime is a constant value determined by the physical
layer of the network. The backoff timer is reactivated when the channel is sensed idle again for
more than a DIFS amount of time. The node transmits when the backoff timer reaches zero. At the
end of every successful transmission, the CW value reverts to CWmin and a backoff procedure is
performed immediately, even if no additional transmissions are currently queued.
2.3.2 IEEE 802.11e Standard
The 802.11e standard [47] is a set of Quality of Service enhancements for the MAC layer of IEEE
802.11. It enhances DCF and PCF through a new coordination function: the Hybrid Coordination
Function (HCF). Within the HCF, there are two methods of channel access: HCF Controlled
Channel Access (HCCA) and Enhanced DCF Channel Access (EDCA). Similar to PCF defined
in IEEE 802.11, HCCA uses a QoS-aware centralized coordinator to allocate the media access
sequences among neighboring nodes and hence is not suited for designing distributed resource
allocation.
EDCA, on the other hand, provides QoS-aware distributed scheduling by giving high priority
traffic a higher chance of being sent than low priority traffic. As depicted in Figure 2.3, this is
achieved through assigning packets from different priorities to different queues. Each queue is
equipped with its own set of EDCA parameters, including an extended version of DIFS period,
called arbitration interframe space (AIFS), a CWmin and a CWmax. For each queue, an enhanced
variant of the DCF, called an enhanced distributed channel access function (EDCAF), indepen-
dently observes and contends for the channel as if it is an independent IEEE 802.11 node using
its own set of EDCA parameters. Collisions between the queues in the same node are resolved
internally and do not result in adaptations of contention window size and packet loss. When
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Figure 2.3: IEEE 802.11e EDCA
a queue wins the right to access the channel through contention, the maximum duration of its
transmission is called transmission opportunity (TXOP), which may include multiple back-to-back
packet transmissions and is a parameter that is assigned by the network access point.
2.4 Theoretical Models of IEEE 802.11/802.11e
Several models of IEEE 802.11/802.11e networks have been proposed in recent years. The design
of our resource allocation schemes are often based on these existing theoretical models. Hence, in
this section, we briefly review these models with their assumptions and limitations.
2.4.1 Models for Saturated Networks
Using different mathematical tools, there are quite a few existing theoretical models of saturated
IEEE 802.11/802.11e networks. In a saturated network, active nodes always have backlogged
packets for transmission. To model IEEE 802.11-based saturated networks, G. Bianchi [10] de-
veloped a Markov chain model, F. Cali et al. proposed a p-persistent model [16, 17], H. Kim and
J. Hou [55] used a fluid model and A. Kumar et al. [57] proposed a fixed point model. Many
of these models of IEEE 802.11 are also extended to model saturated IEEE 802.11e networks.
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These extensions include B. Li et al. [63] and Y. Xiao [102]’s extensions of Biachi’s model, Y. Ge
and J. Hou [39]’s extension of Cali’s model and V. Ramaiyan et al.’s extension [82] of Kumar’s
model. Other enhancement of the modeling of saturated networks include H. Wu et al. [101]’s
work, which incorporates the frame retransmission limit into Biachi’s model, and M. Carvalho et
al.’s [19]’s work, which linearizes Biachi’s model to capture the average service delay and jitter for
IEEE 802.11.
While all of these models can accurately capture resource allocations in saturated networks,
they cannot be used directly on other network load levels, such as unsaturated networks and semi-
saturated networks. With the help of run-time estimation algorithms that calculate the average
number of active stations [16, 17, 55], such saturated models can be used to model finite load
networks. But these run-time estimation algorithms have their limitations. For example, these
run-time algorithms can only provide measurement and do not support prediction of average
number of active stations. Hence, they cannot be used to support prediction-based admission
control scheme. In addition, these run-time algorithms assume that the contention parameters of
all stations are known. Hence, they do not integrate well with algorithms that adapt contention
parameters dynamically.
2.4.2 Models for Finite Load Networks
Recently, several models are proposed to capture finite load IEEE 802.11/802.11e networks where
not all nodes are saturated. Among these models, Tickoo model [97, 96], proposed by O. Tickoo
and B. Sikdar, is based on the assumption that all the nodes’ arrival processes are the same.
Cantieni model [18], proposed by G. Cantieni et al., provides no closed form solution. For a
network with n nodes, 4n complex non-linear equations need to be solved in Cantieni’s model. In
Foh’s model, proposed by C.H. Foh and M. Zukerman [37], a finite load network is modeled as
a single server queueing system, where the number of active stations arrive the queue according
to a Poisson process and the network serves the stations according to the saturated throughput
calculated based on Biachi’s model [10]. The problem of Foh’s model is that its assumptions about
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the arrival process of active stations may not be true and it only works when all of the nodes in the
network have the same contention parameters.
2.5 Non-standardized Scheduling Algorithms
In this section, we discuss the existing MAC schemes that support resource allocations through
advanced scheduling. Our scheduling algorithms designed for the MAC layer approach often have
similar goals and are closely related to these existing scheduling algorithms. In the following
discussions, we grouped these schemes based on their design goals, which include providing
service differentiation, reducing collision probability, achieving maximum channel utilization,
supporting flexible bandwidth allocation policies and QoS-aware scheduling.
2.5.1 Service Differentiation
Besides the approaches used in IEEE 802.11e standard, another method to provide service differ-
entiation in IEEE 802.11 is to use a priority-related Persistence Factor (PF) to increase CW after a
collision [1, 71] and a priority-related Multiplicator Factor (MF) to decrease CW after a successful
transmission [85, 112]. After a collision, the new CW is determined by CW = PF ×CW . After
a successful transmission, CW = MF ×CW . MF < 1 and PF > 1. Both MF and PF are based
on traffic priorities. Generally, lower priority traffic has a larger PF and MF . The stability of this
differentiation scheme, however, has been shown to be highly sensitive to the settings of PF [82].
The effects of MF is not clear yet and is still an open problem.
J. Deng and R. Chang [31] proposed a very similar scheme to IEEE 802.11e. It is essentially
equivalent to setting the AIFS of low priority flows longer than the maximum backoff time of high
priority flows in IEEE 802.11e. The channel utilization of the scheme, however, can be low if the
number of priority levels are high and most of the flows are from low priority flows.
18
2.5.2 Reducing Collision Probability
SEEDEX [86] designed by R. Rozovsky and P. R. Kumar reduces packet collisions by allowing
a node to periodically publish their transmission slots so that other nodes can avoid competing
for the same transmission slots. The potential problem of this approach is that it require time
synchronization among all nodes in the network, which is non-trivial to implement in wireless
networks.
The FCR [59] algorithm proposed by Y. Kwon et al. reduces the packet collision probability by
sacrificing the short-term fairness of bandwidth allocation. FCR essentially allows a flow that wins
the channel contention to transmit multiple packets before it release the channel for contention
with other competing nodes. The idea of FCR is essentially similar to the TXOP in IEEE 802.11e.
While FCR reduces collision, it also increases the variations of flow throughput and packet delay.
2.5.3 Maximizing Channel Utilization
Quite a few existing algorithms try to achieve maximum channel utilization in single-hop wireless
networks through dynamic adjustment of contention window sizes. Some of these algorithms rely
on a centralized control point to ensure their stability, while others are fully distributed algorithms
and require no nodes to perform any special role.
2.5.3.1 Centralized Algorithms
Algorithms in this category include the Dynamic IEEE 802.11 scheme [16, 17] proposed by F.
Cali et al., the MFS [55] scheme proposed by H. Kim et al. and the P-MAC [81] algorithm
proposed by D. Qiao and K. Shin. While all of these algorithms were originally proposed as
distributed contention window adaptation algorithms, their intrinsic designs determine that they
cannot operate stably in a purely distributed fashion. In these approaches, to cope with the dynamic
adaptations of contention window sizes, an individual node runs iterative algorithms to estimate
both the contention windows used by the competing nodes and the number of competing nodes.
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Unfortunately, such estimations require that all of the nodes, with or without packets for trans-
mission, must start both the dynamic contention window adaptation algorithm and the estimation
algorithms simultaneously and run every step of these iterative algorithms synchronously. These
algorithms can fail when any of the nodes have outdated estimations of either contention window
sizes of other nodes or the number of nodes in the network. These cases may happen frequently
due to asynchronous starting time of the algorithms, asynchronous executions of the algorithms,
temporary failures of some nodes, new arrivals of nodes and some nodes being temporary off-line.
Essentially, all of these problems are caused by the fact that these algorithms are not stable in
distributed environments and are sensitive to their initial states. Therefore, a centralized control
point, such as a base station, is needed to synchronize all participating nodes and to distribute
up-to-date network state information, such as the contention window sizes and the number of
participating nodes. Such centralized design creates single-point failure problem and also imposes
heavy message overhead and high system complexity.
2.5.3.2 Distributed Algorithms
There are a few existing contention window adaptation algorithms that are real distributed algo-
rithms. These algorithms include AOB [12] proposed by L. Bononi et al., Idle Sense [44] proposed
by M. Heusse et al. and RCMAC [42] proposed by P. Gupta et al.. As heuristic algorithms,
they support efficient channel utilization in a wireless LAN in the context of uniform bandwidth
allocation. In this thesis, we prove the stability of some of these algorithms and show that many of
them are actually a subset of our GCA algorithm (See Sections 10.7.2.1 and 10.7.2.2 for details).
The AOB and RCMAC algorithms can be tuned to provide differentiated services. The nature of
the differentiation effect of AOB is analyzed in Section 10.7.1.2.
The FMAC [35] algorithm proposed by Z. Fang and B. Bensaow tries to provide fair bandwidth
allocation through contention window adaptation. But the design and the stability proof of FMAC
presented in [35] have serious flaws since collisions among channel accesses are not considered.
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2.5.4 Supporting Flexible Bandwidth Allocation Policies
This group of algorithms try to support a wide range of resource allocation policies for elastic
traffic, which represents the characteristics of flows generated by best effort applications. They
assume that each elastic flow has a utility function and model resource allocation as a global
optimization problem of maximizing the summation of utilities of all elastic flows. A resource
allocation that is a solution to this global optimization problem is called a fair bandwidth alloca-
tion. By using different utility functions, different resource allocation policies, also called different
fairness definitions, can be represented.
For single-hop wireless networks, the PFCR algorithm [75], proposed by T. Nandagopal et
al., is designed to provide an arbitrary fair bandwidth allocation in wireless LANs. PFCR maps
an existing rate adaptation algorithm that solves the optimization problem in wired networks to
a contention window adaptation algorithm in wireless networks. Unfortunately, the mapping
proposed in PFCR is only appropriate for a limited set of fairness definitions and PFCR fails
to achieve the goal of supporting an arbitrary fairness definition (See details in Section 10.7.1.1.)
Another group of approaches, including Y. Xue et al.’s work [105] and L. Chen et al.’s work [22,
21], go a step further than PFCR. They target multihop wireless networks and try to provide optimal
bandwidth allocation based on an arbitrary definition of bandwidth allocation policy. The design
of these algorithms all require frequent information exchanges between contending neighboring
nodes to determine the schedules of packets. Obtaining the identity of contending neighboring
nodes can be extremely difficult in wireless networks and the frequent exchange of information
between contending neighbor is expensive in terms of message overhead.
2.5.5 QoS-aware Scheduling for Realtime Traffic
There are many existing scheduling algorithms that focus on supporting QoS for realtime traffic.
Some target coordinating packet schedules among realtime flows, others focus on policing best
effort traffic.
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C.T. Chou et al. proposed a scheduling algorithm [27] that adjusts the contention parameters at
the MAC layer (e.g., CWmin, CWmax, AIFS, TXOP) to provide throughput and delay assurance
for realtime flows in IEEE 802.11e wireless LANs. This scheduling algorithm requires global
knowledge about the rates and QoS requirements of all contending flows and hence is difficult
to be used in distributed environments where not all contending nodes can hear each other. In
addition, the delay model used in this scheduling algorithm is based on the assumption that the
transmission rate allocated to a node through contention resolution is a constant. This assumption,
however, is too simplistic since the probabilistic nature of contention resolution determines that
the transmission rate allocated to a node is a random variable.
Another group of approaches [50, 67, 98, 4] try to support QoS aware scheduling for realtime
traffic by piggybacking packet time tag information in the RTS-CTS-DATA-ACK handshake.
Assuming all nodes can hear the piggybacked information, very fine-grained QoS-aware schedul-
ing, such as Virtual Clock [110], Earliest Deadline First [3], Self-Clock Fair Queueing [40] and
Weighted Fair Queueing [30], can be achieved. These protocols, however, have high message over-
head due to the extra piggy-backed information in the handshake messages. Furthermore, since in
a wireless network, the carrier-sensing range is much larger than the area of the transmission range,
a node can only learn the schedules of a small portion of its contending neighbors from listening
to the handshake messages, which greatly limits the effectiveness of these scheduling protocols.
To help best effort flows release bandwidth to realtime flows, Y. Xiao et al. [103] proposed a
scheme that increases best effort flows’s contention window size more rapidly than realtime flows
when facing a collision. G. S. Ahn et al. [2] proposed to reduce the transmission rate of best effort
flows when the transmission delay of best effort flows goes beyond a certain threshold. All of these
approaches remain as heuristics and whether these algorithms can effectively ensure that best effort
traffic will release enough resources for realtime traffic is unclear.
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2.6 Admission Control
Admission control is an important component for supporting QoS of realtime applications. It has
been an active research area for quite a long time in areas of wired networks and realtime systems.
Unfortunately, many of the schemes that are designed for wired networks or realtime systems are
not applicable in wireless environments. This is because in wired networks and realtime systems,
the flows or jobs that share the same resources are known to a central router/controller. Hence,
admission control can be based on the centralized knowledge of system resource utilization in these
wired networks and realtime systems. In contention-based wireless networks, however, flows that
are competing for the same wireless channel bandwidth often are located at different nodes and
these nodes often have no idea about either the traffic type or the traffic load of their contending
neighboring nodes. This lack of centralized knowledge, hence, invalidates the schemes designed
for wired networks and realtime systems. In the remainder of this section, we briefly review the
current admission control schemes proposed for realtime systems, wired networks and wireless
networks. In Chapters 4, 5 and 7, we discuss our novel admission control schemes that address the
issues of the existing schemes.
2.6.1 Admission Control in Realtime Systems
A great interest in the realtime system area is verifying schedulability of a task set through tight
utilization bounds under different settings [87, 66, 11, 41]. A survey of the main results in real-
time scheduling theory has been presented in an article by L. Sha et al. [88]. These research
results, however, usually assume knowledge of task arrival processes. This assumption, however, is
generally not true in contention-based single-channel wireless networks. In single-channel wireless
networks, channel bandwidth is shared among multiple nodes. It is non-trivial for a node to know
the packet arrival processes at its contending neighboring nodes. Hence, how to extend the realtime
system schemes to wireless environments is still an open issue.
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2.6.2 Admission Control in Wired Networks
In wired networks, the most well known signaling process for admission control and resource
reservation is RSVP [14] proposed by R. Braden et al. RSVP provides per-flow resource allo-
cation in Integrated Service (IntServ) networks [13]. The criteria for making admission control
decisions has been studied by Byung K. Choi et al. [26], Dailianas and Bovopoulos [29], Stoica
and Zhang [94] and Jamin et al. [15]. In these schemes, each class of traffic has its reserved
resources and the utilization of the reserved resources of each class is used to decide whether the
delay requirement of real-time flows can be satisfied. Similar to the research results in realtime
systems, the admission control schemes in wired networks also assume knowledge of reserved
resources for all flows that share the same resource, which is difficult to obtain in distributed
contention-based wireless networks.
2.6.3 Admission Control in Wireless Networks
In recent years, there has been lots of research activities regarding admission control [61, 83, 74,
2, 70, 6, 90, 52, 45, 24, 65, 111, 64, 6, 52, 89, 90, 5, 77, 80] in wireless networks. Some of
these existing approaches [45, 24, 65, 111, 64] focus on multi-channel networks. The challenges
for providing QoS in these multi-channel networks are channel assignment and, in the case of
TDMA, time synchronization. Both channel assignment and time synchronization are non-trivial
to implement in multihop wireless networks. The research regarding this aspect is beyond the
scope of this thesis.
In this thesis, we only focus on single-channel wireless networks. The existing work that
focuses on admission control in single-channel wireless networks can be divided into three cate-
gories.
The first category includes approaches that do not provide consideration of the shared nature of
bandwidth in single-channel wireless networks. They ignore the fact that during admission control,
a node must not only consider local resources, but also consider resources of its contending neigh-
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bors since it may consume their resources through contention. Examples of such schemes include
INSIGNIA [61], MMWN [83], connectionless routing architecture [74], SWAN [2], VMAC [6],
D. Maltz’s scheme [70], the scheme proposed by S. Shah. et al. [90, 89] and the scheme proposed
by M. Kazantzidis et al. [52].
The second category of existing approaches [5, 77, 80, 95] try to provide contention-aware
admission control based on theoretical models of saturated wireless networks. Unfortunately,
real networks often operate in unsaturated or semi-saturated states. Hence, approaches based
on saturated models can be overly pessimistic in admitting realtime flows and greatly reduce the
capacity of the network. Although there are studies trying to use run-time measurements to correct
the inaccuracies of these methods [95], these enhancement schemes compromise the contention-
awareness of admission control and hence can cause false admission control decisions.
The final category of existing schemes [27, 103] needs global knowledge of neighboring traffic
types and QoS requirements to make admission control decisions. While global knowledge may be
easy to obtain from a base station in centralized networks (e.g. wireless LANs), in more distributed
environments where contending nodes may be outside of each other’s communication range, these
admission control schemes may fail.
2.7 QoS-aware Routing
Admission control in a network concerns whether a given route has enough resources to support
the QoS of a realtime flow. Finding routes between sources and destinations, however, relies on
QoS-aware routing, which focuses on finding better paths to improve bandwidth usage and support
QoS. Traffic engineering can further split and allocate traffic onto links/paths so that the traffic load
is balanced over a network.
In wired networks, assuming splittable traffic, the goals of QoS routing and traffic engineering
are normally achieved by finding optimal or near-optimal explicit routing algorithms (sometimes
under multiple constraints) [99]. A good survey of flow-based QoS routing is presented in [23]. In
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the case of networks based on hop-by-hop routing, QoS routing and traffic engineering normally
use Dijkstra’s algorithm (or more precisely, the Dijkstra-based algorithms) by manipulating the
ways of setting link weights and finding shortest paths with respect to the link weights [68, 69, 92,
100]. All of the routing schemes designed for wired networks, however, may not perform well due
to the shared nature of the wireless medium.
To cope with the contentions for resources among neighboring nodes in wireless networks,
many interference-aware routing schemes have been proposed, including MCR [60], LBAR [43]
and DLAR [62], ETX [28], ETT [33], WCETT [33] and [84]. In this thesis, we do not focus
on QoS-aware routing and many QoS-aware routing protocols can be easily integrated with our
resource allocation schemes.
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Part I
Signaling Approach
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Chapter 3
Overview of Signaling Approach
A signaling approach does not change the packet scheduling algorithm at the underlying MAC
layer. Instead, it relies on explicit message exchanges between nodes to allocate resources ac-
cording to application requirements. Due to the shared nature of wireless channels, bandwidth
allocated to one node may reduce the available bandwidth at its neighboring nodes. When a
signaling process allocates resources to a node, it must consider the resources available at the
node’s neighbors. Therefore, a signaling approach must coordinate resource allocation between
neighboring nodes to ensure that there are enough resources at both the node and its neighbors.
The most critical tasks of the coordination include effective signaling, which describes the type of
signaling messages and their exchange process, and accurate estimation of available resources.
In a single hop wireless network, the signaling process is easy to design since every node sees
the same channel state and has the same amount of available channel resources. Existing signaling
protocols designed for shared-medium wired networks, such as Ethernet, can be directly applied
to single hop wireless networks.
The biggest challenge lies in the design of signaling for multihop ad hoc networks, since in an
ad hoc network, every node sees a different channel state and has a different amount of available
bandwidth. Such heterogeneous distribution of resources requires that when a node allocates
resources to a flow, the node not only needs to ensure that it has enough local resources for the
flow, it must also find out if its neighbors in its carrier-sensing range, which we call c-neighbors,
also have enough bandwidth for the flow. Therefore, coordination between c-neighbors must be
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performed when the node makes resource allocation decisions and such coordination is non-trivial
since some of the c-neighbors may be located outside of the node’s transmission range. Since
none of the existing approaches provide satisfactory solutions for providing such contention-aware
signaling for ad hoc networks, we design a new signaling protocol called CACP (Contention-aware
Admission Control Protocol), which allocates resources through coordination between c-neighbors
while imposing limited message overhead on the network. The details of the design of CACP are
presented in Chapter 4.
The correctness of a signaling approach also relies on the accuracy of available bandwidth
estimation. When a node or its c-neighbors need to make a decision about whether a new realtime
flow should be admitted or at what maximum rate a best effort flow can send, the node must ensure
that there is enough available resources for the new flow so that the QoS of existing higher priority
flows is not affected adversely. Therefore, it is necessary to understand the amount of resources
that the new flow can get by competing with existing flows and the impact of the new flow on
the QoS of existing flows. Such an understanding needs accurate modeling of resource allocation
at the underlying MAC layer, which is determined by the competition between c-neighbors and
the application layer traffic load. To capture this, in Chapter 5, we present our novel bandwidth
allocation model for single hop wireless networks. This model can be used to accurately predict
the available bandwidth in a single hop network. The novelty of this model is that it captures
bandwidth allocation in different network load levels, while existing bandwidth allocation models
only capture a heavily loaded network. Chapter 5 then shows how to use this novel bandwidth
allocation model to predict the available bandwidth to a new flow and examines the extension
of the model to a multihop ad hoc network. Although the extension introduces inaccuracy in
the prediction of available bandwidth, simulation results show that our prediction method still
outperforms existing approaches.
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3.1 Challenges
As discussed in Section 2.2, there are four necessary components for effective resource allocation.
Since in a signaling approach, the packet scheduling component uses existing protocols such as
IEEE 802.11 and IEEE 802.11e, the focus of the design is on admission control for realtime
flows, rate policing for best effort flows and conflict resolution for realtime flows. However, the
characteristics of wireless networks (see Section 2.1) impose three challenges for the design of
these three components.
The first challenge is the prediction of available bandwidth, which is determined by the
shared nature of the wireless medium. In a wireless network, when a node starts to transmit
a flow, it consumes bandwidth at its c-neighbors (neighboring nodes in carrier-sensing range).
Since each node has a different view of the network, the node can not decide on its own whether
there is enough available bandwidth at its c-neighbors so that the new flow does not degrade the
service level of existing realtime flows. Furthermore, when the network supports multiple types of
traffic, the prediction of available bandwidth becomes even more complicated since the available
bandwidth to a flow does not equal the idle bandwidth on the channel. For example, although a best
effort flow consumes all of the channel bandwidth, since the best effort flow can tolerate changes in
bandwidth, a newly arrived realtime flow is allowed to push the best effort flow to obtain its desired
QoS. Therefore, even though the idle channel bandwidth is zero, the available bandwidth to the
realtime flow is not zero, but the amount of bandwidth that the realtime flow can obtain by pushing
the best effort flow. In another example, if there are multiple priorities of traffic in the network and
a high priority realtime flow is allowed to degrade the QoS of lower priority flows, the available
bandwidth to a high priority flow is no longer the idle channel bandwidth, but its achievable
bandwidth by pushing lower priority flows. Therefore, prediction of available bandwidth in a
network that supports multiple types of traffic must consider the priority relationship between
competing flows located at c-neighbors.
The second challenge is the prediction of flow bandwidth consumption when the hop count
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of a flow is larger than one. Because multiple nodes on the route of the flow may contend for
bandwidth at a single location and not know about each other, a node on the route of the flow
cannot tell on its own how much bandwidth the flow will consume at its c-neighbors.
The third challenge is limiting the control message overhead, especially for ad hoc networks.
Since there is no isolation between communicating nodes in an ad hoc network, the management
of resources depends on knowledge of both communication activities and topology in the c-
neighborhood of active flows. To provide the ideal solution, complete and accurate knowledge
of the flow’s c-neighborhood must be collected at the point where and when resource allocation
decisions are being made. However, obtaining information from c-neighbors is very expensive,
since a node may consume the bandwidth of a c-neighbor, but not be able to directly communicate
with that c-neighbor if the c-neighbor is located outside transmission range and inside carrier-
sensing range. In addition, link dynamics in an ad hoc network increase the tension between the
benefits of accurate information and the cost of acquiring that information. In ad hoc networks,
due to the short expected lifetime of links, the route of a flow may break during the middle of a
session. QoS violations may also happen if communicating nodes move into range of each other,
which results in insufficient resources for both nodes. Hence, there is no guarantee of the stability
of the route or the availability of resources for a flow. Therefore, frequent re-establishment of
QoS assurance through alternative routes is needed. Along each of the alternative routes, a new
signaling process must be performed, which introduces high message overhead for collecting c-
neighborhood information along the new route. Therefore, it is important for a resource allocation
algorithm to balance accurate resource allocation and control message overhead of the signaling
process.
The goal of our research is to design an effective signaling approach that can address all of the
above challenges.
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3.2 Existing Signaling Approaches
There has been extensive research regarding signaling approaches in ad hoc networks. The focus
of this work is on two aspects, framework design [61, 83, 74, 2, 70, 6, 90, 52, 45, 24, 65, 111, 64]
and achievable service level prediction [2, 6, 52, 89, 90, 5, 77, 80].
For framework design, INSIGNIA [61], MMWN [83] and connectionless routing architec-
ture [74] focus on high level system architecture design and do not provide solutions for bandwidth
allocation in the presence of contention between c-neighbors. Methods, such as SWAN [2],
VMAC [6] and [70, 90, 52], do not give enough attention to the fact that when making resource
allocation decisions, a node must not only consider local resources, but also consider resources of
its c-neighbors since it may consume their resources through contention. In [45, 24, 65, 111, 64],
signaling approaches are proposed to provide QoS in wireless ad hoc networks with a TDMA type
MAC layer. However, TDMA requires effective synchronization between all nodes in the network.
Applying highly synchronized solutions in an ad hoc network is expensive and synchronization can
fail when the nodes are mobile. The slot allocation algorithm in TDMA schemes is also vulnerable
to mobility in the network since slot allocations must be reconfigured whenever there are changes
in available bandwidth or changes to routes in the network.
Due to the limitations of existing approaches, in Chapter 4, we present our contention-aware
framework that addresses the signaling process to collect neighborhood available resources without
relying on a TDMA type of MAC layer.
As discussed in Sections 2.6.1 and 2.6.2, the service level prediction algorithms designed for
traditional realtime systems and wired networks are not applicable to wireless networks due to
the fact that wireless bandwidth are shared among neighboring nodes that may not directly talk to
each other. Current service level prediction algorithms designed for wireless networks take one
of three approaches. The first approach, such as SWAN [2] and VMAC [6], uses free channel
bandwidth as an estimate for available resources and is named the free bandwidth method. This
approach does not support heterogeneous traffic types. A best effort flow of a file transfer can
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occupy all of the channel bandwidth and prevent the admission of any realtime traffic. The second
approach [52, 89, 90], named the delay method, monitors the channel access time of a node’s
current traffic to calculate the available resources to the node. This approach has two drawbacks.
First, it does not consider the impact of admitting a new flow on other existing flows, hence it can
not prevent the newly admitted flow from degrading the QoS of existing flows. Second, it does
not consider the fact that as a new flow is added into the network, the competition for bandwidth
intensifies and the channel access time increases. Therefore, the resource estimation before the
new flow starts is often larger than the actual resource allocation to the new flow when it actually
starts. The third approach [5, 77, 80, 95] bases its available bandwidth prediction on a resource
allocation model that only works for a saturated network (i.e., every node always has backlogged
packets). This approach, named the saturation model method, is only appropriate for an extreme
state of the network where all active nodes are overloaded, which is not likely to always be true
and should be avoided to support QoS assurances to realtime traffic. When the network is not
saturated, this approach can be overly pessimistic and may reduce the capacity of the network for
realtime flows.
Due to the drawbacks of these existing approaches, in Chapter 5, we present our novel band-
width allocation model that captures network resource allocation under different load levels and
use this model to provide more accurate estimation of available bandwidth than existing methods.
33
Chapter 4
Contention-Aware Signaling
In this chapter, we describe our contention-aware signaling protocol, named CACP (Contention-
aware Admission Control Protocol). CACP supports admission control, resource reservation and
conflict resolution for flows in a single-channel ad hoc network based on knowledge of local
resources at a node as well as knowledge of the effect of admitting the new flow on neighboring
nodes. The novelty of CACP is that admission control and resource reservation is not limited to
nodes in communication range but extended to all nodes in contention range. We demonstrate
through mathematical analysis and simulations that CACP is efficient in terms of overhead, while
supporting effective use of available communication resources.
In the rest of the chapter, we first discuss the signaling process of CACP and then evaluate the
performance of CACP using simulations.
4.1 Signaling Process
CACP consists of five parts: route discovery, admission control, c-neighbor set caching, resource
reservation and mobility management. The c-neighbor set is the set of a node’s c-neighbors. The
route discovery part of CACP is integrated with the admission control and c-neighbor set caching
to provide minimum message overhead.
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4.1.1 Route Discovery
The aim of route discovery is to find a route between the sender and the receiver that has enough
resources for the flow. CACP uses on-demand route discovery with source routing, similar to DSR
[49]. We use a source routing based approach because it allows us to specify directly which route
the flow will use so that the packets for the flow are ensured to only go through the specified route
that has been admitted by the admission control and so has enough bandwidth for the flow. Source
routing also provides easy traffic splitting at the source node so that two flows with the same
destination can follow different routes to avoid creating hot spots in the network. Other routing
protocols that do not use source routing, such as DSDV [79], AODV [78], and TORA [76], do not
pin a flow to its route and hence may potentially route the packets of the flow to some other route
where there are not enough resources for the flow.
To reduce the overhead of route request messages, CACP performs partial admission control
(See details in Section 4.1.2) during the process of route discovery to preliminarily eliminate routes
without enough bandwidth. When a source node has data to send, it initiates a route request by
broadcasting a route request message to its neighbors. The route request message contains the
estimation of bandwidth requirements of the connection, the address of the initiator of the request,
the address of the destination and a record of the sequence of hops taken by the route request
packet as it is propagated through the ad hoc network. We call this sequence of hops the partial
route (PRoute), which is used to determine the lower bound of the bandwidth consumption of the
connection and can also be used to eliminate circular routes. Each node that receives a route request
message performs partial admission control to determine if the network has enough bandwidth for
the flow along the partial route. If the partial admission control fails or if the partial route has loops,
the route request message is dropped. Otherwise, the node adds its own address to the partial route
and rebroadcasts the message.
When the intended destination node receives a route request, the partial route in the request
message becomes a full route. The destination then reverses the full route and sends a route reply
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message back to the source along that route. If multiple route requests carrying different routes
arrive at the destination, the destination only sends the route reply along one route based on some
selection rules, such as shortest route first or first arrival route request first. The other routes are
cached for a short period of time as backups in case the first route reply does not reach the source
due to link breakage or admission failure. At each node that the route reply message traverses,
full admission control (See details in Section 4.1.2) is performed. If admission control succeeds
at a node, a soft reservation of bandwidth is setup in the node and a route reply is forwarded to
the next hop. Otherwise, an admission failure message is sent to the destination. In this case,
the soft reservations of bandwidth along the route are explicitly torn down when nodes along the
route receive the admission failure message. When the destination node receives the admission
failure message, it selects another cached route and sends a route reply along it. When a route
reply message successfully arrives at the source, enough end-to-end bandwidth has been reserved
for the flow and communication can start. Since the soft reservation of bandwidth along the route
is refreshed by the arrival of data packets, if no packet arrives due to link breakage after a node
forwards a route reply message, the soft reservation at the node times out.
4.1.2 Distributed Admission Control Algorithm
Route discovery may find multiple possible routes to reach a destination. Admission control must
be used to determine which of these routes can admit the new flow. At each node on the route,
admission decisions must be based on the expected bandwidth consumption of the flow as well as
the available bandwidth at the nodes and its c-neighbors.
4.1.2.1 Flow Bandwidth Consumption
To calculate the bandwidth consumption of a flow, note that multiple nodes on the route of a flow
may contend for bandwidth at a single location. Each of these nodes consumes an amount of
bandwidth that is determined by the rate of the flow. Hence, the number of these nodes, called the
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Figure 4.1: A multihop flow
contention count of the route, determines the bandwidth consumption of the flow as follows:
V = hRL, (4.1)
where h is the contention count, R is the rate of the flow in terms of packets per second and L is
the bandwidth used for the successful transmission of a packet at the MAC layer. In CACP, a node
caches the identities of its c-neighbors in the c-neighbor set so that given the route of a flow, it can
calculate the contention count of the flow as follows:
h =
⎧⎪⎨⎪⎩ |(Route-Destination) ∩ (C-neighbor Set)|, if the node /∈ Route,|(Route-Destination) ∩ (C-neighbor Set)|+ 1, if the node ∈ Route, (4.2)
where the destination is subtracted from the route since the destination only passively receives
traffic and hence does not contend for the channel. The details of how this c-neighbor set can be
built is shown in Section 4.1.3. Since during the route request phase, the full route is still unknown,
the estimation of flow bandwidth consumption based on a partial route may be lower than the actual
bandwidth consumption. Therefore, only partial admission control is able to be performed during
this stage. However, in the route reply phase, the full route is known and the estimation becomes
accurate. Therefore, full admission control can be performed in this stage.
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4.1.2.2 Available Bandwidth
To find out the available bandwidth in the network, note that each node sees a different channel
state. Therefore, the available bandwidth is not simply a local concept. To capture this complexity,
we define two terms: c-neighborhood available bandwidth and local achievable bandwidth. C-
neighborhood available bandwidth is the maximum amount of bandwidth that a flow can use
for transmitting without depriving the reserved bandwidth of any existing realtime flows in its
c-neighborhood. Local achievable bandwidth is the maximum amount of bandwidth that a flow
can achieve by competing with other nodes. To successfully admit a flow, a node must ensure that
it has enough local achievable bandwidth and c-neighborhood available bandwidth.
While local achievable bandwidth can be calculated locally at a node, the c-neighborhood
available bandwidth can only be obtained based on knowledge of the bandwidth information at
c-neighbors. Two kinds of approaches can be used to estimate the bandwidth information at c-
neighbors: active approaches and passive approaches. In active approaches, c-neighbors actively
exchange bandwidth information between each other. Since c-neighbors may not be able to directly
communicate with each other, active approaches have to impose relatively high message overhead
to reach them. In passive approaches, a node passively monitors the channel to estimate its c-
neighbors’ bandwidth usage. While the message overhead of passive approaches is low, they can
only provide very conservative estimations of c-neighbor bandwidth usage. In CACP, we propose
two active approaches and one passive approach that can be used to obtain bandwidth information
at c-neighbors.
In the first active approach, a node broadcasts queries that have a limited hop count to attempt
to contact all c-neighbors. The variant of CACP that adopts this approach is referred as CACP-
Multihop. This approach may not work in some topologies since a small hop count may not reach
all c-neighbors and a large hop count may reach too many nodes. For example, in Figure 4.2,
if Node A sends queries limited to 2 hops, Nodes G and E cannot be reached although they
are c-neighbors of Node A. By sending queries limited to 3 hops, Node H is falsely included
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Figure 4.2: Multihop Approach
although it is outside Node A’s carrier-sensing range. Furthermore, although Node B is Node A’s
c-neighbor, Node B cannot be reached by the queries no matter how many hops the queries take.
The cost of this approach is based on the number of hops used to reach the c-neighbors. The first
message is broadcast by the querying node; at each successive hop, all nodes that received the
query rebroadcast the message. Since all of these transmissions are broadcast at the MAC layer,
the amount of contention introduced by this approach may cause bad hot spots around the querying
node and its n-hop neighbors.
The second active approach takes advantage of the power control capabilities of today’s wire-
less technologies. By allowing the sender to increase the transmission power of its queries to cover
the entire carrier-sensing range, the sender can communicate with all c-neighbors. The version of
CACP that uses this approach is denoted as CACP-Power. In this approach, the query messages
with increased power may contend/interfere with more nodes than a message at the normal power
level due to increased interference range, but to compensate, only one message is needed to reach
all c-neighbors. It is important to note that this technique is only necessary to transfer bandwidth
information. Data messages are sent at normal transmission power.
The third approach that we propose is a passive approach, in which no query message is sent
to c-neighbors. Besides normal IEEE 802.11 operations, a node passively monitors carriers on
the medium using the Neighbor-carrier-sensing Threshold. This threshold is set much lower
than the Carrier-sensing Threshold, so that the sensing range using this threshold, called the
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Neighbor-carrier-sensing range, covers all of the carrier sensing ranges of its c-neighbors. The
c-neighborhood available bandwidth BWC−neighbor can then be approximated as:
TC−neighborIdle = TTotal − TXmit − TRecv − TC−neighborNoisy
BWC−neighbor ≈ T
C−neighbor
Idle
TTotal
× Channel Capacity,
(4.3)
where TC−neighborIdle is the amount of time that the signal strength of the carrier on the medium
is larger than the Neighbor-carrier-sensing Threshold but the content of the message cannot be
correctly decoded. The variant of CACP that uses this approach is referred as CACP-CS. The
c-neighborhood available bandwidth estimation in CACP-CS is conservative as the example in
Figure 4.3 shows. In Figure 4.3, Nodes E and B are in Node A’s carrier-sensing range. Node
F is in Node E’s carrier-sensing range while Node C is in Node B’s carrier-sensing range. Both
Nodes F and C are outside Node A’s carrier-sensing range and inside Node A’s neighbor-carrier-
sensing range. The Channel Capacity is 2Mbps and Nodes F and C are transmitting 1Mbps
respectively. Since the local achievable bandwidths at Node E and B are both 1Mbps, the c-
neighborhood available bandwidth at Node A should be 1Mbps. However, as long as Nodes F
and C’s transmissions do not completely overlap, using the Neighbor-carrier-sensing Threshold,
Node A’s c-neighborhood available bandwidth estimation will be smaller than 1Mbps. This is
because by simply monitoring the medium, Node A does not know that Node C is outside of
E’s carrier-sensing range and does not consume Node E’s bandwidth. Therefore, Node A can
only conservatively assume that any transmission activity in its neighbor-carrier-sensing range
will consume bandwidth of all its c-neighbors.
Another drawback of the passive approach is that simple carrier-sensing cannot tell whether
bandwidth is consumed by best effort traffic or realtime traffic. For example, Node B only carries
best effort traffic, which means that Node B does not reserve any bandwidth. Therefore, Node
A’s estimation of c-neighborhood available bandwidth should not be affected by Node B’s traffic
since Node A’s transmissions do not affect resource reservations at Node B. Unfortunately, Node
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A cannot tell if Node B carries best effort flows or realtime flows based on carrier-sensing and can
only assume that Node B has realtime traffic. Therefore, Node A’s estimation of c-neighborhood
available bandwidth can be over-conservative.
4.1.2.3 Admission Control Process
Admission control in CACP is performed in two phases of route discovery. First, partial admission
control is performed during the route request phase when a node receives a route request message.
Second, full admission control is performed during the route reply phase when a node receives a
route reply message. CACP separates admission control in the two phases because in the route
request phase, the full route to the destination is unknown. Since the contention count of the
full route can not be calculated in this phase, the expected bandwidth consumption of the flow
calculated using the partial route carried in a route request message may be smaller than the
actual bandwidth consumption of the final route. Therefore, admission control in this phase is not
accurate due to an underestimation of the bandwidth consumption of the flow and hence is called
partial admission control. Since partial admission control may be over-optimistic in admitting
flows, it is used as a first pass to cheaply weed out routes and reduce the message overhead by
avoiding flooding route request messages in hot spots. The effectiveness of partial admission
control in reducing the message overhead is demonstrated by simulations in Section 4.3. During
the route reply phase, since the full route to the destination is known, the admission control is
41
accurate and hence is called full admission control.
Partial Admission Control
In CACP, when a node receives a route request message, partial admission control is performed
by comparing the available bandwidth with the possibly underestimated bandwidth consumption
that is calculated using the partial route (See Equations (4.1) and (4.2)). However, the types of
available bandwidth used in partial admission control in the three versions of CACP (CACP-
Multihop, CACP-Power and CACP-CS) are different. In CACP-Multihop and CACP-Power, since
estimating c-neighbor available bandwidth involves querying c-neighbors, which is an expensive
operation, it is not desirable to perform this operation on nodes that are not along a viable route
to the destination. To reduce overhead, as route request messages are flooded through the whole
network during the route request phase, only local achievable bandwidth is estimated and compared
with the bandwidth consumption of the flow. If the local achievable bandwidth is smaller than
the bandwidth consumption of the flow, admission control fails. Otherwise, admission control
succeeds and the route request message can be forwarded to the next hop. In CACP-CS, since
estimating c-neighborhood available bandwidth does not impose extra message overhead on the
network, the bandwidth consumption of the flow is compared to both local achievable and c-
neighborhood available bandwidth estimated using Equation (4.3).
Full Admission Control
In the route reply phase, when a node receives a route reply message, it performs full admission
control. First, the bandwidth consumption of the flow at the node’s location is calculated and
compared to the node’s local available bandwidth. Since the route carried in the route reply
message is the full route from source to destination, the estimation of bandwidth consumption in
this phase is accurate. If the local available bandwidth is larger than the bandwidth consumption of
the flow, the node proceeds to compare its c-neighborhood available bandwidth with the bandwidth
consumption of the flow.
As discussed in Section 4.1.2.1, the three variants of CACP take different approaches to achieve
this. In the active approach used in CACP-Power and CACP-Multihop, the node that receives the
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route reply message broadcasts (via multihop or enhanced power techniques) an admission request
message, which carries the full route of the flow, to its c-neighborhood. Each node that receives the
admission request message calculates the bandwidth consumption of the flow at its own location
according to Equations (4.1), and (4.2). If the bandwidth consumption of the flow is too large so
that it degrades the QoS of the node’s local realtime flows, the node sends an admission rejection
message back to the initiator and the c-neighborhood admission control fails. If the initiator of the
admission request message does not receive any admission rejection message after a certain period,
it times out and assumes that the full admission control succeeds. The length of this timeout period
is determined by the channel propagation delay, the transmission time of the admission rejection
message and the computation time. Since the admission request message is a broadcast message,
it is possible that some c-neighbors do not receive the admission request message due to collisions.
However, since a node is usually the c-neighbors of multiple nodes along a route, the probability
that the node does not receive any admission request message is slim. For example, in Figure 4.1,
Node F is c-neighbors of Nodes A, B, C, D, and E. During the admission control of Flow 1, Nodes
A, B, C, D, and E all broadcast admission request messages. As long as Node F receives at least
one of these admission request messages, the admission control is correctly performed.
In CACP-CS, a passive approach is used to obtain c-neighborhood available bandwidth, where
no admission request/rejection messages are needed. The node that receives the route reply mes-
sage directly estimates its c-neighborhood available bandwidth using Equation (4.3), which is
compared with the bandwidth consumption of the flow to make admission decisions. As we have
pointed out in Section 4.1.2.1, the message overhead and the accuracy of the full admission control
schemes in the three versions of CACP are different and the comparisons of their performance are
presented in Section 4.3.
4.1.3 C-neighbor Set Caching
In CACP, the c-neighbor set is built by monitoring control and data messages. For example, in
Figure 4.1, if Node F hears a message that Node D sends to Node E with source route A →
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Figure 4.5: Admission Success of CACP-Multihop
B → C → D → E, Node F learns that Node D is its one-hop neighbor since it can hear
Node D’s transmission. Node F also knows that Node E and Node C are at most two hops away,
Node B is at most three hops away and Node A is at most four hops away from the source route
information. If Node F hears a message from Node B with the same route, Node F is able to
update its distance to Node B as one hop and to Node A as two hops. In this way, Node F learns
accurate information about the distance to its neighboring nodes gradually by monitoring traffic.
By caching the identities of nodes within 2 hops in its c-neighbor set, Node F can determine the
contention count of a flow. At the time that a node needs to perform full admission control, it has
already monitored the route request messages, which were flooded through the whole network, the
admission request messages, which were sent to reach c-neighbors, and the route reply message,
which was sent along the route. Therefore, the node’s c-neighbor set is filled up with high
probability to accurately estimate the contention count for a flow.
4.1.4 An Example
To better illustrate the three variants of CACP, we present an example of the process of route
discovery and admission control for each of the variant in Figures 4.4, 4.5, 4.6, 4.7, 4.8, 4.9 and
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Figure 4.6: Admission Failure of CACP-Multihop
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Figure 4.7: Admission Success of CACP-Power
4.10. The tables by the side of the nodes show the c-neighbor set cached at each node. Initially, no
node has received any messages and the c-neighbor sets are empty (See Figure 4.4(a)).
Assume Node A initiates a connection connection to Node D, which has R packets per second
rate and L bandwidth consumption per packet. First, Node A invokes partial admission control.
For CACP-Power and CACP-Multihop, only estimation of local achievable bandwidth is used,
while for CACP-CS estimations of both local achievable bandwidth and c-neighborhood available
bandwidth are used. If the flow passes the partial admission control, Node A broadcasts a route
request message with partial route {A} (See Figure 4.4(b)). When Node B receives the route
request message, it adds Node A to its c-neighbor set, updates the partial path to {A, B}, and
performs partial admission control. The estimation of bandwidth consumption of the flow at Node
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Figure 4.10: Admission Failure of CACP-CS
B can be expressed as:
V = [|(PRoute ∩ (C-neighbor Set)|+ 1]×RL
= [|{A,B} ∩ {A}|+ 1]×RL
= 2RL (Mbps)
In CACP-Multihop and CACP-Power, if Node B has enough local achievable bandwidth, Node
B will rebroadcast the route request message with partial route {A,B} (See Figure 4.4(c)). In
CACP-CS, Node B must also has enough c-neighborhood available bandwidth to pass the partial
admission control and rebroadcast the route request message. Nodes A and C receive the route
request message and update their c-neighbor sets. Similar to Node B, Node C performs partial
admission control. If the flow is admitted, Node C broadcasts the route request message with
partial route {A, B, C} (See Figure 4.4(d)). When the destination D receives the route request
message, it performs partial admission control. If the flow passes the admission control, Node D
reverses the route and sends a route reply message back to Node C (See Figures 4.5(a), 4.7(a) and
4.9(a)).
In CACP-Multihop and CACP-Power, when Node C receives the route reply, it performs full
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admission control by broadcasting an admission request message to all the c-neighbors as shown
in Figures 4.5(b) and 4.7(b). Node A hears the message and adds Node C to its c-neighbor
set. Node A knows that the bandwidth consumption of the flow will be 3×RL Mbps since
ha(PRoute) = |{A,B,C,D} ∩ {B,C}| = |{B,C}| = 2 and Node A is on the route of the
flow. If Node A cannot accommodate the flow, meaning that node C does not have enough c-
neighborhood available bandwidth, Node A sends an admission rejection message back to Node
C and Node C then informs Node D about the failure of admission. (See Figures 4.6(a-d) and
4.8(a-d) ). If all of Node C’s c-neighbors have enough bandwidth, no node sends an admission
rejection message, indicating enough c-neighborhood available bandwidth for Node C. Node C
then forwards the route reply to Node B (See Figures 4.5(c) and 4.7(c)). Like Node C, Node B
also performs full admission control and if the flow passes, Node B forwards the message to Node
A. After the flow passes full admission control at Node A, the route A → B → C → D is known
to have enough bandwidth for the flow. Finally a connection request message is sent through the
route to Node D and reservations are made along the route. When the connection confirmation
message comes back, the data messages can start. This process is depicted in Figures 4.5(a-h) and
4.7(a-h).
4.1.5 Resource Reservation
Whenever a node receives a route reply or an admission request message, it makes a soft reservation
that equals the bandwidth consumption of the flow. Although such early reservation is conservative
since resources may still be reserved and never used, by setting a short timeout period for the soft
reservation, unused reservation will be released soon. Due to the mobile nature of the network,
during the lifetime of the flow, for CACP-Multihop and CACP-Power, each node along the route
periodically sends reservation refresh messages to its c-neighbors through multihop or enhanced
power technique to keep the resource reservation from timing out.
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4.1.6 Mobility Management and Conflict Resolution
Mobility may cause QoS violations since nodes on the route of a flow may move away from each
other and result in the interruption of the flow. To deal with this, when a node on the route of a
flow detects a likely link break through signal strength in the MAC layer handshake, it immediately
informs the source so the source can find a new route for the flow and a new admission control
process can be performed along a new route.
Mobility may also cause QoS violations when two active flows move into each other’s con-
tention range and start to compete for bandwidth with each other. To deal with this, the conflict
resolution component in each node monitors the actual sending rates of its realtime flows. If a
node notices that one of its realtime flows does not get the reserved bandwidth due to increased
congestion levels, a notification message is sent to the source so that the source can either search
for a new route or reduce its QoS requirements to accommodate the degraded route.
4.2 C-neighborhood Signaling Overhead
Each time a signaling message is sent at an enhanced power level or in multihop mode, it causes
more interference to the network than had it been sent as a normal message. To measure the
overhead of the two approaches, the total number of times that nodes receive admission request
and admission rejection messages, denoted O, is both analyzed mathematically and measured in
simulations.
4.2.1 Analytical Study
To analyze the overhead, suppose the transmission range of a node is R and the carrier-sensing
range is 2R. Assuming that each nodes has the same probability q to initiate an admission
request message, the expected initiation rate of admission requests in a very small square region Δ
centered at location (x, y) is qρ(x, y)Δ, where ρ(x, y) represents the density of nodes at location
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(x, y). Assuming that in CACP-multihop, an admission request message is transmitted for two
hops, then each of the πR2ρ(x, y) relaying node rebroadcasts the admission request message to its
own πR2ρ(x, y) neighbors. Therefore, this admission request message is received πR2ρ(x, y) +
(πR2ρ(x, y))2 times in CACP-Multihop. If CACP-Power is used, 4πR2ρ(x, y) nodes hear the
admission request message. Based on the above analysis, if we divide the whole network area A
into square regions with area Δ, the expected ratio of the overhead of the two approaches can be
expressed as
OverheadRatio = Message Overhead of CACP-MultihopMessage Overhead of CACP-Power
O(CACP-Multihop)
O(CACP-Power) = limΔ→0
Pn
i=1
{
πR2ρ(xi,yi)+
[
πR2ρ(xi,yi)
]2}
qρ(xi,yi)Δ
Pn
i=1 4πR
2ρ(xi,yi)qρ(xi,yi)Δ
= 1
4
+ πR
2
4
lim
Δ→0
Pn
i=1 ρ
3(xi,yi)Pn
i=1 ρ
2(xi,yi)
,
(4.4)
where (xi, yi) is the location of the ith Δ region and n = AΔ . According to general means inequality,
for n positive numbers X1, X2, · · ·Xn, /
i=1
n∑
X3i
n∑
i=1
X2i ≥ ( 1n
n∑
i=1
X2i )
1
2 ≥ 1
n
n∑
i=1
Xi, where the equality
holds when X1 = X2 = · · · = Xn. Therefore, from Equations (4.4) we get:
O(CACP-Multihop)
O(CACP-Power) ≥ 14 + πR
2
4
lim
Δ→0
[
1
n
∑n
i=1 ρ(xi, yi)
]
= 1
4
+ πR
2
4
lim
Δ→0
Pn
i=1 ρ(xi,yi)Δ
nΔ
= 1
4
+ πR
2N
4A
(4.5)
where N is the number of nodes in the network. The equality holds when ρ(x, y) is a constant
for all (x, y). The inequality (4.5) shows that the higher the density of the network, the higher
O(CACP-Multihop)
O(CACP-Power) . If the number of neighbors in a node’s transmission range, πR
2ρ(x, y), exceeds 3,
CACP-Multihop has a higher overhead than CACP-Power.
4.2.2 Simulation
To verify the result of the above analysis, we run 35 NS2 [34] simulations in 1000×1000m2 random
topologies with 10 to 70 nodes and 2Mbps channel capacity. Radio transmission range is 250m
49
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
10 20 30 40 50 60 70
CA
CP
-m
ul
tih
op
/C
AC
P-
po
we
r
Density of Nodes (No. of nodes per 1000*1000 sq. meters)
Experiment result
Lower bound in theory
Figure 4.11: Overhead Ratio of CACP-Multihop vs. CACP-Power
and carrier-sensing range is 550m. At most 10 pairs of nodes are randomly chosen to establish
connections with a CBR traffic source of 10 512B packets/s. Random way-point model is used with
5m/s node speed and 20s pause time. Figure 4.11 compares the O(CACP-Multihop)
O(CACP-Power) from the simulations
with the lower bound in the theoretical analysis. Since the nodes in the simulations may cluster
in some parts of the network, the the overhead ratio is higher than the theoretical lower bound as
expected. The simulations support that CACP-Power has a lower overhead than CACP-Multihop
when the average density of nodes is more than 15.3 nodes/106m2, which is equivalent to three
neighbors in a node’s transmission range. This density is very low for maintaining connectivity of
an ad hoc network since each node on average should have more than 4.4 neighbors to maintain
good connectivity in a random ad hoc network [32]. Therefore, for a well-connected random ad
hoc network, CACP-Power has a lower message overhead than CACP-Multihop.
4.3 Evaluation
Using IEEE 802.11 [46] as the MAC layer, in this section, we evaluate CACP by simulations in
NS2 [34]. The accuracy of bandwidth management and the overhead of the three versions of CACP
(CACP-Multihop, CACP-Power and CACP-CS) are compared with DSR [49] and SWAN [2].
Since the goal of the simulations is to measure the performance of the signaling process, not the
accuracy of available resource prediction, the network is simplified to only carry realtime traffic
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Flow Rate Packet Size Starting Time
Number (Packets/Second) (Bytes) (seconds)
1 13.5 112 10
2 42.65 381 20
3 35.55 311 30
4 16.99 481 60
5 37.69 519 80
6 18.69 855 90
7 44.04 317 100
8 46.20 786 110
9 14.92 402 140
Table 4.1: Configurations of CBR sources
with the same priority. Under this simple scenario, the available resource for a node is simply
the minimum idle channel bandwidth among its c-neighbors since the QoS of all existing flows
should not be affected by any new flows. When the network supports multiple types of traffic,
such as different priority levels of realtime traffic and best effort traffic, this simplified calculation
for available bandwidth does not work and in Chapter 5, our new model is introduced to provide
available bandwidth estimation for more general cases.
4.3.1 Illustration of Effectiveness
To illustrate the effectiveness of CACP, we first present a simple simulation that is performed in
a 1000m × 1000m static network with 20 randomly positioned nodes. Nine connections of CBR
sources are attempted to be established in the network with their destinations and sources randomly
chosen. The packet size, rate and starting time of each connection is shown in Table 4.1.
Figure 4.12 shows the throughput and delay of the nine flows when DSR is used. Since no
admission control is performed in DSR, the network becomes congested as new flows are added
to the network, resulting in decreased throughput and dramatically increased delay of the flows.
Figure 4.13 depicts the throughput and delay of the flows when SWAN is used. It shows that only
Flows 1 to 5 are admitted by SWAN and the throughput of the flows are more stable and the delay
of the flows is much lower than in DSR. However, the throughput of the flows still shows significant
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Figure 4.12: Throughput and Delay of DSR
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Figure 4.13: Throughput and Delay of SWAN
degradation and the delay still increases dramatically as the number of flows increases. The reason
is that SWAN does not consider contention between flows located in each other’s c-neighborhood.
Therefore, SWAN may falsely admit flows that may affect the QoS of existing neighboring flows
as shown in the throughput and delay of Flows 2 and 3 in Figure 4.13. In Figures 4.14, 4.15 and
4.16, the throughput and delay of the flows in CACP-Multihop, CACP-Power and CACP-CS are
shown. As can be seen, all three versions of CACP maintain the throughput of the admitted flows.
The worst delay of the flows in all three versions of CACP is below 35ms, which is 100 times
smaller than the worst delay of SWAN, 3.5s, and 823 times smaller than the worst delay of DSR,
28s. (Note that the scales of Figures 4.13 (b) and Figure 4.12 (b) are different from each other and
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Figure 4.15: Throughput and Delay of CACP-Power
are much larger than the scale used in Figures 4.14 (b), 4.15 (b) and 4.16 (b).)
4.3.2 Accuracy of Bandwidth Management
In this section, we examine the accuracy of CACP’s admission control. The accuracy of admission
control can be evaluated using two metrics. The first metric is whether admission control can
provide the QoS assurance to existing realtime flows. This can be measured using the QoS
violation rate, which is the summation of the actual throughput of admitted realtime flows minus
the summation of the traffic generation rate of their CBR sources. Ideally, admission control
should keep the QoS violation rate at zero and a negative value of the QoS violation indicates
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false admissions. The second metric to evaluate the accuracy of admission control is bandwidth
utilization. Over-conservative admission control algorithms hurt the bandwidth utilization of the
network by reducing the amount of traffic that the network can carry. Hence the total throughput
of all admitted flows in the network indicates the bandwidth utilization.
In the simulations, 450 1000m × 1000m networks are generated randomly. The numbers of
nodes in the networks range from 20 to 180. Each simulation runs 200 seconds. Twenty randomly
chosen pairs of nodes try to establish a connection with each other with a CBR traffic source. The
packet rates of the CBR sources are uniformly distributed in [10, 50] packets per second with the
packet size uniformly distributed in [100, 1000] Bytes. The random way point model is used for
the mobility of nodes with maximum speed 5 meters/seconds and pause time 10 seconds.
Figure 4.17 shows the QoS violation rate of CACP-Multihop, CACP-Power, CACP-CS, SWAN
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and DSR. The QoS violation rates of all three variants of CACP are very close to 0 and overlap
each other regardless of the densities of the network. The QoS violation rates of SWAN and DSR
are much larger than the three versions of CACP, indicating that they cause more false admissions.
The total throughput of admitted flows is shown in Figure 4.18. It can be seen that the throughput
of all three variants of CACP is almost always larger than the throughput of SWAN and DSR. The
only exception is when the density of nodes is 60 nodes per 106m2, where SWAN’s throughput is
close to CACP-CS’s throughput although it is still smaller than the throughput of CACP-Multihop
and CACP-Power. This demonstrates that the bandwidth utilization of CACP is high since the
capacity of the network is not reduced. In addition, because CACP prevent network congestion,
all versions of CACP reduce the amount of collisions between flows, which increases the capacity
of the network. It is also interesting to note that the throughput of CACP-CS is lower than the
throughput of CACP-Multihop and CACP-Power when the network density is low, which is due
to the conservative c-neighborhood available bandwidth estimation method (See Section 4.1.2.1)
used in CACP-CS. As the density of the network increases, the throughput of CACP-CS becomes
larger than the throughput of CACP-Multihop and CACP-Power. This is because as the network
becomes denser, the message overhead for performing active c-neighborhood available bandwidth
estimation used in CACP-Multihop and CACP-Power increases, which consumes more network
capacity than the capacity wasted by CACP-CS’s conservative but low overhead bandwidth esti-
mation method. Therefore, CACP-CS is more efficient in terms of bandwidth utilization in dense
networks than CACP-Multihop and CACP-Power.
4.3.3 Admission Control Message Overhead
The effects of admission control on control message overhead is two-fold. On one hand, active
admission control methods, like CACP-Multihop and CACP-Power, increase the amount of control
messages since they require c-neighbors to exchange control messages for admission control (e.g.,
admission request and admission rejection messages). On the other hand, effective admission
control reduces the amount of control messages used for route discovery for two reasons. First,
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the partial admission control performed during the route request phase can preliminarily eliminate
routes that do not have enough bandwidth and hence reduce the number of route request messages
in hot spots. Second, by preventing the network from being overloaded, effective admission control
can reduce the amount of link breaks due to collisions between neighboring nodes, which in turn
reduces the number of control messages for rerouting.
Figure 4.19 depicts the total amount of control messages, including route request, route reply,
admission request and admission rejection messages, in the simulations of Section 4.3.2. The
control message overhead of DSR is the largest, demonstrating that the overall effect of admission
control can reduce control message overhead. The control message overhead of CACP-Multihop is
larger than SWAN due to its extra message overhead of admission request and admission rejection
messages. Since the accurate admission control in CACP-Power reduces more control message
overhead for route discovery, which compensates for its extra message overhead of contacting c-
neighbors, it has less message overhead than SWAN. CACP-CS has the lowest control message
overhead. This is not surprising since CACP-CS does not introduce any extra control messages
besides the messages used for route discovery. The simulations demonstrate that even though
CACP introduces more types of control messages for performing admission control, its bandwidth-
aware routing reduces the total control message overhead. Given the benefit of accurate admission
control, CACP’s message overhead is acceptable.
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4.3.4 Packet Delay
Even though CACP in the simulations only performs admission control based on the bandwidth
requirements of realtime flows, its bandwidth-aware routing scheme essentially balances the load
in the network so that the packet delay in the network is also controlled. Figure 4.20 presents the
average per-hop packet delay in the simulations in Section 4.3.2. It shows that all three versions of
CACP achieve much lower packet delay than SWAN or DSR.
4.4 Summary
To achieve resource allocation in ad hoc networks using a signaling approach, it is important to
design a signaling framework that can coordinate resource allocations between c-neighbors and
is efficient in terms of message overhead. The success of CACP in achieving these two goals is
shown through simulations, where CACP effectively manages information exchanges regarding
requests for bandwidth, imposing acceptable or even reducing the control message overhead on
the network. Since CACP is only the higher layer signaling part of a QoS protocol stack, it
can be combined with different types of contention-based MAC layer protocols, such as IEEE
802.11, IEEE 802.11e, MACA, MACAW, etc, and different admission policies. The process of
using local achievable bandwidth and c-neighborhood available bandwidth to perform admission
control should not be affected by the choice of MAC layer protocols. However, the choice of the
MAC layer protocol and admission policy does affect the actual calculation of available bandwidth.
While both active and passive approaches can be used for collecting available bandwidth in CACP,
passive approaches can suffer from over-conservative estimation and hence hurt network capacity.
Therefore, in Chapter 5, we propose a channel model that can be used to estimate local achievable
and c-neighborhood available bandwidth based on an active approach.
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Chapter 5
Available Bandwidth Prediction
During the discussion of CACP in Chapter 4, we have shown that successful resource allocation
requires the knowledge of both local achievable bandwidth and c-neighborhood available band-
width, which is determined by the competition between nodes at the MAC layer. To understand
how such competition determines bandwidth allocation, in Section 5.1, we present our novel model
of bandwidth allocation for a single-hop IEEE 802.11/IEEE 802.11e network. Then, in Section 5.2,
we discuss the inaccuracies caused by the hidden terminal problem when our model is extended to
a multihop network. In Section 5.3, we use our model to predict the local achievable bandwidth
for a new realtime flow in both single-hop and multihop networks and propose to use the model
to estimate c-neighborhood available bandwidth as well. In Section 5.3.2.3, we discuss how to
estimate the available bandwidth to best effort traffic and perform rate policing on the best effort
traffic. Section 5.4 analyzes the limitations of other existing approaches and shows that they only
provide accurate estimation for certain levels of network load. In Section 5.5, we evaluate the
performance of our available bandwidth estimation model.
5.1 Bandwidth Allocation Model
In this section, we present our model of bandwidth allocation in a single hop IEEE 802.11/IEEE
802.11e network using RTS/CTS access mechanism. Our model is used in Section 5.3 to estimate
available bandwidth for new flows. Contrary to other analytical models that only examine networks
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under saturated conditions [10, 17, 38, 5, 63], our model captures saturated, non-saturated and
semi-saturated networks. In the remainder of this section, we first introduce the basic channel
model that the analysis of bandwidth allocation is based on. Then we identify the different states
of nodes and networks. Finally, we show how bandwidth can be estimated in each network state
using our channel model.
5.1.1 Channel Model
In this section, we show that a node using IEEE 802.11e can be modeled as multiple virtual IEEE
802.11 nodes. Therefore, the Bianchi model of IEEE 802.11 [10] can be used to model both IEEE
802.11 and IEEE 802.11e as a discrete event Markov process with the discrete time unit named
virtual time slot. Such modeling enables the use of random process theory to analyze the bandwidth
allocation of the network in the later sections.
In IEEE 802.11e, each node has multiple queues and each queue has its own contention
parameters, such as different CWmin or PF as discussed in Section 2.3.1. Based on the traffic
type, arriving packets are put into their corresponding queues and each queue accesses the channel
independently with its own contention parameters. Essentially, if there are Q queues in a node us-
ing IEEE 802.11e protocol, the channel access behavior of the node is equivalent to Q independent
“virtual IEEE 802.11 nodes” as seen in Figure 5.1. Therefore, in the rest of this chapter, we only
need to examine the bandwidth allocation between IEEE 802.11 nodes. This approximation omits
the fact that virtual collisions between the queues of the same real node are internally resolved
inside the real node and do not result in real collisions in the channel. Hence, no channel capacity
is lost due to virtual collisions. By approximating queues using virtual nodes, we essentially omit
the differences between virtual collisions and real collisions. This approximation, however, is
reasonable since the number of queues in a real node is usually small so that the probability of
virtual collisions is relatively small. Omitting the impact of virtual collisions does not significantly
affect the accuracy of bandwidth prediction.
To model contention between neighboring nodes, assume that in a single hop network there are
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a fixed set N = {1, 2 . . . n} of transmitting nodes (real nodes for IEEE 802.11 or virtual nodes
for IEEE 802.11e). Following the Bianchi model of IEEE 802.11 [10], real time in the network
can be divided into virtual time slots, which is the duration for a node with backlogged packets
to decrement its backoff timer once. Consider the example shown in Figure 5.2, which represents
the channel state and Node i’s backoff timer. There are two types of virtual time slots. First, a
virtual time slot equals aSlotT ime when the channel is idle (e.g., Node i’s first virtual time slot).
However, Node i’s second virtual time spans a entire busy period and the aSlotT ime period, since
the backoff timer does not decrement during the busy period. Similar to real time slots, at most
one packet can be sent in a virtual time slot. If multiple nodes attempt to send in the same virtual
time slot, a collision happens. By using virtual time slots, the backoff process can be modeled as a
discrete Markov process.
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5.1.2 Node States and Network States
This section presents the relationship between bandwidth allocation and node states and shows
that the bandwidth share of a node depends on the states of all competing nodes in the network,
essentially the state of the network. To understand this relationship, nodes in a wireless network are
classified into two types: saturated nodes, which always have backlogged packets, and unsaturated
nodes, which often have an empty queue. Subscript sat and sat are used to indicate saturated and
unsaturated nodes respectively.
To understand the bandwidth allocation to Node i, denote Si as the amount of bandwidth
allocated to Node i, Pi as the probability that Node i successfully transmits a packet in a virtual
time slot and Li as the average amount of channel bandwidth consumed by a successful RTS-CTS-
DATA-ACK handshake at Node i. In the following theorem, we show that saturated or not, Si is
related to Pi and Pi is determined by the probability that Node i transmits in a randomly chosen
virtual time slot, τi, and the collision probability of Node i’s transmission , φi.
Theorem 1 For any node state,
1.
Si∑n
j=1 Sj
=
PiLi∑n
j=1 PjLj
, (5.1)
Pi =
τi
1− τi
n∏
j=1
(1− τj), (5.2)
φi = 1−
∏n
j=1(1− τj)
1− τi . (5.3)
2. Assume Cm is the maximum utilization of the channel, which is the maximum fraction of
channel bandwidth that can be used for successful RTS/CTS/DATA/ACK handshakes. Then,
Si satisfies:
n∑
i=1
Si ≤ Cm. (5.4)
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Proof:
1. Assume that in a period of real time t, there are m virtual slots. Therefore, the expected
number of packets that Node i sends in t is mPi and the throughput of Node i in period t
is Si = mPiLi. Hence, Si/
∑n
i=1 Sj = mPiLi/(
∑n
i=1 mPjLj). Canceling out m results in
Equation (5.1).
2. When multiple nodes try to transmit in the same virtual time slot, a collision happens and
all transmissions fail. Therefore, the probability that a successful transmission of Node i
happens at a randomly chosen virtual time slot equals the probability that Node i transmits
in the slot and is the only node that transmits in the slot. Therefore,
Pi = τi
∏
j =i,j∈N
(1− τj) =
τi
∏n
j=1(1− τj)
1− τi . (5.5)
3. Similarly, the probability that when Node i transmits in a slot, the transmission collides with
some other node’s transmission can be expressed as:
φi = 1−
∏
j =i,j∈N
(1− τj) = 1−
∏n
j=1(1− τj)
1− τi . (5.6)
If the state of a node is saturated, besides Theorem 1, the following additional relationships
among Si, Pi, τi and φi hold.
Theorem 2 For a saturated Node i,
1.
τi,sat =
2(1− 2φi)
(1− 2φi)(Wi + 2) + φi(Wi + 1)(1− (2φi)mi) , (5.7)
where mi is the number of collisions that are needed for the contention window size to reach
CWmax and Wi represents the CWmin of Node i.
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2. The maximum bandwidth allocation of Node i equals Si,sat and
Si,sat =
Pi,satLi
∑n
j=1 Sj∑n
j=1 PjLj
. (5.8)
3. Node i is a saturated node if and only if its load is larger than its maximum bandwidth
allocation. Denoting the packet arrival rate at Node i as Ri, we have:
Si,sat < RiLi. (5.9)
Proof:
1. The proof for Equation (5.7) is presented in the Bianchi model [10].
2. Solving for Pi in Equation (5.1) results in Equation (5.8). Since there are always packets
in Node i’s queue, Node i is always competing for the channel. Therefore, Si,sat is the
maximum bandwidth allocation that Node i can achieve.
3. If Node i is saturated, the packet arrival rate Ri at Node i must be larger than its maximum
bandwidth allocation, otherwise, the queue in Node i would become empty at some time.
On the other hand, if the packet arrival rate is larger than Node i’s bandwidth allocation,
according to queuing theory, eventually the queue length in Node i→ ∞. Therefore, Node
i is saturated.
If the state of a node is unsaturated, we have the following relationships.
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Theorem 3 For any unsaturated Node i,
Si,sat = RiLi, (5.10)
Si,sat ≤ Si,sat, (5.11)
Pi,sat =
Ri
∑n
j=1 PjLj∑n
j=1 Sj
, (5.12)
Pi,sat < Pi,sat, (5.13)
Proof:
1. When Node i finishes transmitting, it often has no more packets in its queue to transmit,
which indicates that the total amount of traffic that Node i needs to transmit is smaller than
its maximum bandwidth Si,sat (Inequality(5.11)). In this case, the node’s throughput is the
same as its load (Equation (5.10)).
2. Combining Equation (5.1) and Equation (5.10) results in Equation (5.12).
3. Because an unsaturated node often has no packet to transmit during idle periods, it is obvious
that the probability that it transmits in a virtual time slot is lower than the case when the node
always has backlogged packets and is always trying to transmit (Inequality(5.13)).
Equations (5.8) and (5.10) shows that the bandwidth allocation to a node depends on both its
own state and the bandwidth allocation of the other nodes, which in turn is related to the states
of the other nodes. Essentially, the bandwidth allocation to a node is related to the congestion
level of the whole network. Depending on the congestion level of the network, an IEEE 802.11
network can be in one of three states: saturated, unsaturated or semi-saturated. A network is in a
saturated state when every node is saturated, which usually means that the network is overloaded.
In an unsaturated network, no node is saturated, which indicates a lightly loaded network. A semi-
saturated network is between the saturated state and the unsaturated state, where some of the nodes
are saturated while other nodes are unsaturated. In general, a practical network can be in any of the
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Figure 5.3: Simulation topology
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Figure 5.4: Queue length and throughput of Nodes 1 and 3
three states depending on the traffic load. Therefore, a bandwidth allocation model must capture
bandwidth allocation in all network states to provide accurate available bandwidth prediction.
To demonstrate that the bandwidth allocation to a node is related to the network state, a simple
ns-2 [34] simulation is performed. The simulation runs for 150 second and uses IEEE 802.11
as MAC layer protocol. In the simulation, there are two CBR flows, 1 → 2 and 3 → 4 (see
Figure 5.3), competing for a 2Mbps channel. The queue size at each node is 50 packets.
Figure 5.4 depicts the queue length and the throughput of Nodes 1 and 3, respectively. From 5
to 50 seconds, the CBR sources in Nodes 1 and 3 each generate 50 512Byte packets per second.
The queues in both nodes are often empty during this period, indicating an unsaturated network.
Both flows achieve throughput that matches their packet generation rates. At 50 seconds, the CBR
source in Node 1 increases its rate to 300 packets per second. The queue in Node 1 becomes full
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while the queue in Node 3 is still often empty, indicating a semi-saturated network. During this
period, even though Node 1 tries to send more packets, it is not able to “push down” Node 3’s
bandwidth. At 100 seconds, the CBR source in Node 3 also increases its rate to 300 packets per
second. Both queues in Nodes 1 and 3 become constantly full, indicating a saturated network.
During this period, Nodes 1 and 3 share the channel bandwidth equally. This example shows
that the bandwidth allocation in the presence of competing nodes is dependent on the state of the
network.
5.1.3 Bandwidth Allocation for Different Networks States
For a bandwidth allocation model to be used in available bandwidth prediction, it must capture
bandwidth allocation in all network states and be easy to calculate so that given the traffic types
and load in the network, a node is able to calculate the bandwidth allocation at run time. In
this section, we show that our bandwidth allocation model satisfies both of these requirements.
By presenting our analysis of the bandwidth allocation under the three different network states,
saturated, unsaturated and semi-saturated, we reveal a simple relationship between the traffic load
and the bandwidth allocation in the network, which can be easily calculated by a node at run time
for the prediction of available bandwidth.
5.1.3.1 Saturated Network
In a saturated network with n transmitting nodes, every node always has packets to transmit and
hence fills up the network bandwidth. Therefore,
n∑
i=1
Si = Cm. (5.14)
where Cm is the maximum channel utilization, which is the maximum fraction of channel time that
is able to be used for successful data transmission (successful RTS/CTS/DATA/ACK handshake).
Although Cm is related to the number of competing nodes, n, and the Li and Wi of these nodes,
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C’s value is not very sensitive to n, Li and Wi and can be roughly treated as a constant under a
reasonable number of competing flows. Figure 5.5 shows the value of Cm under vastly different
values of n, Li and Wi using ns-2 [34] simulations. By choosing a good approximation value for
Cm , such as 0.9, the approximation error is less than 7.5%.
Given the approximated constant Cm, since all nodes are saturated, if τi,sat is known, Si can
be solved using Theorems 1, 2 and Equation (5.14). However, although it is possible to calculate
τi,sat and φi based on Equations (5.3) and (5.7), τi,sat does not have closed form solution even
in the simplest case where τi,sat are the same for all nodes as shown in the Bianchi model [10].
The solution is especially hard to calculate for a network based on IEEE 802.11e, since in such a
network, τi,sat differs due to the different configurations of Wi’s. Numerical analysis must be used
to get the exact solution, which has high computational complexity and is not practical to use at
run time. Therefore, we use a simple model with low computational overhead to approximate the
exact model.
The relationship between φi and τi,sat can be determined from Equation (5.3) as (1 − φi)(1 −
τi,sat) =
∏n
j=1(1− τj,sat), which indicates that for Nodes i and j,
(1− φi)(1− τi,sat) = (1− φj)(1− τj,sat).
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Solving for φi results in:
φi = φj +
τi,sat − τj,sat
1− τi,sat φj ≈ φj = φ for some constant φ. (5.15)
The approximation in Equation (5.15) is valid since the approximation error τi,sat−τj,sat
1−τi,sat is very
small. This is because in [58] it has been proved that φi < 1/2. Combining this with Equation (5.7)
results in τi,sat < 2(2+Wi) and in most real IEEE 802.11 networks, Wi  1 (e.g., Wi = 31 in IEEE
802.11b) so that τi,sat  1. Hence, τi,sat−τj,sat1−τi,sat  1 (e.g., in IEEE 802.11b,
τi,sat−τj,sat
1−τi,sat < 6.45%).
To derive the relationship between Si,sat and Sj,sat, it is necessary to determine the relationship
between Pi,sat and Pj,sat. From Equation (5.2),
Pi
Pj
=
τi(1− τj)
τj(1− τi) .
Since Wi  1,Wj  1, based on Equation (5.7) and the approximation in Equation (5.15),
Pi,sat
Pj,sat
=
(1− 2φ)Wj + φWj(1− (2φ)mj)
(1− 2φ)Wi + φWi(1− (2φ)mi) .
However, this relationship is still quite complex and depends on φ, which is difficult to calculate.
Therefore, it is beneficial to find a simpler approximation. If mi ≈ mj , this can be further
approximated as:
Pi,sat
Pj,sat
≈ Wj
Wi
.
Combining this approximation with Equations (5.8) and (5.14), and considering that every node in
the network is saturated, Si in a saturated network can be solved as:
Si = Si,sat =
Pi,satLi∑n
j=1 Pj,satLj
n∑
j=1
Sj ≈
1
Wi
Li∑n
j=1
1
Wj
Lj
Cm, (5.16)
which does not depend on φi and τi,sat and requires no numerical analysis.
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5.1.3.2 Unsaturated Network
Since every node is unsaturated, from Equations (5.10) and (5.12),
Pi = Pi,sat =
Ri
∑n
j=1 Pj,satLj∑n
j=1 RjLj
, (5.17)
Si = Si,sat = RiLi. (5.18)
5.1.3.3 Semi-saturated Network
Consider a semi-saturated network, where the set of saturated nodes is N1, the set of unsaturated
nodes is N2 and N1 ∪N2 = N . Since the saturated nodes in the network always have packets for
transmission and hence fill up the channel bandwidth,
n∑
i=1
Si ≈ Cm. (5.19)
To solve Si of Node i, note that Theorems 2 and 3 show that Si is determined by Si,sat and
Node i’s load RiLi. If Si,sat is larger than RiLi, Node i is unsaturated and Si equals RiLi. If Si,sat
is smaller than RiLi, Node i is saturated and Si becomes Si,sat. Therefore, Si can be determined
as:
Si = min(RiLi, Si,sat). (5.20)
To solve Si,sat, combining Equations (5.8) and (5.19) results in:
Si,sat =
Pi,satLi∑n
j=1 PjLj
Cm =
Pi,satLi
ρ
Cm, (5.21)
where ρ =
∑n
j=1 PjLj is the average number of bits transmitted in a virtual time slot. Essentially,
Equation (5.21) shows that Si,sat depends on Pi,sat and the congestion level on the channel, which is
captured in ρ. Clearly, it is necessary to determine both Pi,sat and ρ to solve Si,sat. From Equations
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(5.2),
Pi,sat =
τi,sat
∏n
j=1(1− τj)
1− τi,sat . (5.22)
Then, ρ can be expressed as:
ρ =
∑
i∈N1 Pi,satLi +
∑
i∈N2 Pi,satLi
=
∑
i∈N1 Pi,satLi +
∑
i∈N2
RiLi
Pn
j=1 PjLj
Cm
(Using Equation (5.12))
=
∑
i∈N1 Pi,satLi +
∑
i∈N2
RiLiρ
Cm
(Using definiation of ρ).
Solving for ρ and using Equation (5.22) result in:
ρ =
∑
i∈N1 Pi,satLi
1−∑i∈N2 RiLiCm =
∑
i∈N1
τi,sat
1−τi,satLi
∏n
j=1(1− τj)
1−∑i∈N2 RiLiCm . (5.23)
Equations (5.22) and (5.23) show that both Pi,sat and ρ depend on τ , which has no easy solution.
However, it is possible to extract the parts of ρ and Pi,sat that do not depend on τ and use them
to approximate Si,sat. First, using Equation (5.7), we simplify the τi,sat1−τi,sat part in Equations (5.22)
and (5.23) as follows:
1− τi,sat
τi,sat
=
(1− 2φi)Wi + φi(Wi + 1)(1− (2φi)mi)
2(1− 2φi)
≈ 1
2
(1 + φ
1− (2φ)m
1− 2φ )Wi = f(m,φ)Wi,
(5.24)
where f(m,φ) = 1
2
(1 + φ1−(2φ)
m
1−2φ ). This approximation is valid since Wi  1, mi ≈ mj = m and
φi ≈ φ according to Equation (5.15). Applying Equation (5.24) to Equation (5.23) results in:
ρ ≈
∑
i∈N1
Li
Wi
∏n
j=1(1− τj)
(1−∑i∈N2 RiLiCm )f(m,φ) = ηα, (5.25)
where η =
P
i∈N1
Li
Wi
1−Pi∈N2
RiLi
Cm
and α =
Qn
j=1(1−τj)
f(m,φ)
. Applying Equation (5.24) to Equation (5.22) results
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in:
Pi,sat =
∏n
j=1(1− τj)
f(m,φ)Wi
=
α
Wi
. (5.26)
Note that η is not dependent to τi or φ and can be calculated easily, while α is dependent on τi
and φ which require numerical analysis to be calculated. Combining Equations (5.25), (5.26) and
Equation (5.21), we finally get Si,sat as follows:
Si,sat =
LiCm
ηWi
. (5.27)
Note that Si,sat does not depend on α. Therefore, the need for numerical analysis has been
eliminated. Combing Equations (5.20) and (5.27), Si becomes:
Si = min(RiLi, Si,sat) = min(RiLi,
LiCm
ηWi
). (5.28)
Therefore, to determine Si, we only need to determine the value of η. Note that the larger the η,
the smaller the Si,sat. When η is so large so that Node i is at the edge of turning from unsaturated
to saturated, RiLi = Si,sat = LiCmηWi . This threshold value of η, η
∗
i , can be expressed as:
η∗i =
Cm
RiWi
. (5.29)
Sorting the nodes according to their η∗i in ascending order results in a sequence of nodes (x1, x2, . . . , xn)
where η∗xi ≤ η∗xj if i < j. If η∗xk < η < η∗xk+1 , nodes x1, . . . , xk are saturated and nodes
xk+1, . . . , xn are unsaturated. Therefore,
η = η(k) =
∑k
i=1
Lxi
Wxi
1−∑ni=k+1 RxiLxiCm , (5.30)
η∗xk ≤ η(k) < η∗xk+1 . (5.31)
Since the range of k is the number of competing neighboring nodes, which is generally not
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large, we can calculate the value of η corresponding to each value of k using Equation (5.30).
The value of η that satisfies the inequality constraint (5.31) is the solution to η and determines k.
With the value of η and k, the state of the nodes can be determined, where the saturated nodes are
N1 = {x1, x2, ..., xk} and the unsaturated nodes are N2 = {xk+1, xk+2, ..., xn}. The bandwidth
allocation to every node can be determined using Equation (5.28) as follows:
Si =
⎧⎪⎨⎪⎩
LiC
ηWi
, i ∈ N1,
RiLi, i ∈ N2.
(5.32)
The above solution to Si is unique since the solution of (η, k) is unique. This can be proved as
follows. If there are two solutions (η1, k1) and (η2, k2), with k1 < k2, then the following inequality
holds:
η(k1) < η
∗
xk1+1
(5.33)
η(k2) ≥ η∗xk2 . (5.34)
Combining Inequality (5.33) and (5.34) with Equations (5.29) and (5.30), we get:
∑k1
i=1
Lxi
Wxi
1−∑ni=k1+1 RxiLxiCm <
Cm
Rxk1+1Wxk1+1
(5.35)
∑k2
i=1
Lxi
Wxi
1−∑ni=k2+1 RxiLxiCm ≥
Cm
Rxk2Wxk2
(5.36)
According to Inequality (5.35), we have:
k1∑
i=1
Lxi
Wxi
<
1
Rxk1+1Wxk1+1
(Cm −
n∑
i=k1+1
RxiLxi)
=
1
Rxk1+1Wxk1+1
(Cm −
n∑
i=k2+1
RxiLxi −
k2∑
i=k1+1
RxiLxi)
(5.37)
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According to Inequality (5.36), we have:
k1∑
i=1
Lxi
Wxi
≥ 1
Rxk2Wxk2
(Cm −
n∑
i=k2+1
RxiLxi)−
k2∑
i=k1+1
Lxi
Wxi
(5.38)
=
1
Rxk2Wxk2
(Cm −
n∑
i=k2+1
RxiLxi −
k2∑
i=k1+1
RxiLxi
Rxk2Wxk2
RxiWxi
) (5.39)
Note that since ηxi < ηxj if i < j, combining with Equation (5.29), we have:
1
RxiWxi
<
1
RxjWxj
,∀i < j. (5.40)
Therefore,
Rxk2
Wxk2
RxiWxi
< 1,∀i < k2. Hence Inequality (5.39) can be further derived to be:
k1∑
i=1
Lxi
Wxi
≥ 1
Rk2Wk2
(Cm −
n∑
i=k2+1
RxiLxi −
k2∑
i=k1+1
RxiLxi
Rxk2Wxk2
RxiWxi
) (5.41)
≥ 1
Rk2Wk2
(Cm −
n∑
i=k2+1
RxiLxi −
k2∑
i=k1+1
RxiLxi) (5.42)
≥ 1
Rk1+1Wk1+1
(Cm −
n∑
i=k2+1
RxiLxi −
k2∑
i=k1+1
RxiLxi) (5.43)
Comparing Inequality (5.37) with (5.43), we get a paradox. Therefore, it is impossible that there
are two solutions of (η, k). Hence, the solution of (η, k) is uniquely defined by Equation (5.30))
and Inequality (5.31).
Note that during the process of solving η in Section 5.1.3.3, the state of the network can also be
determined and Equation (5.32) is still valid. If ∑ni=1 RxiLxiCm < Cm, the network is non-saturated.
In this case, it can be shown that 0 < η(k) < η∗xk and there is no solution to Equation (5.30) with
inequality constraint (5.31). In this case, since the network is known to be non-saturated, every
node belongs to N2 and Equation (5.32) is valid. If the solution is obtained at k = n, all nodes
are saturated. In this case, N1 = N and Equation (5.32) reduced to Equation (5.16). Hence using
Equation (5.30)), inequality (5.31) and Equation (5.32), we can determine the network state and
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calculate the bandwidth allocation for a node. Such calculation is simple and does not require
complex numerical analysis. Figure 5.6 shows an example of the η(k) in a five node network in
saturated, unsaturated and semi-saturated states, respectively. The points in the figure represent the
values of η corresponding to k calculated using Equation (5.30). The inequality constraint (5.31)
is represented by the shaded area. When a point for η is located in the shaded area, the point
represents a valid solution for η. In Figure 5.6, the solution for a saturated network is achieved
when k = 5, the solution for a semi-saturated network is achieved when k = 2, and the unsaturated
network has no solution for 1 ≤ k ≤ 5.
5.2 Effects of Hidden Terminals
In Section 5.1, we develop a bandwidth allocation model for a single hop network. However, for
networks with larger range, such as ad hoc networks, this model may not be accurate due to hidden
terminal effects, which may cause severe unfairness in bandwidth allocation.
Figure 5.8 shows a typical topology with the hidden terminal problem. In this topology, Node
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S2 is in the carrier sensing range of Node R1, but outside of the carrier sensing range of S1. Since
S2 can only detect the transmission from R1 and can not decode it, S2 is not able to know the exact
duration of the transmission between S1 and R1. Assume that S2 starts sensing the channel while
R1 is sending the CTS back to S1. S2 waits until R1 finishes sending the CTS packet, waits an
additional period of EIFS and then tries to access the channel again. At this time, even though S1
is sending R1 the DATA packet, S2 is not able to detect it. Therefore, S2 transmits its RTS to R2
and the transmission may corrupt R1’s reception of the DATA packet from S1. Furthermore, when
S2 is transmitting to R2, R1 detects S2’s activity and does not respond to S1’s RTS. However, S1
does not know when S2’s transmission ends, and therefore, S1’s retransmission attempts of RTS’s
have a high chance to collide with S2’s transmission activity again.Therefore, when S2 transmits,
it gets all the bandwidth and S1 quickly gets shut out, causing long term unfairness between S1
and S2.
Detection of hidden terminals is still an open problem and none of the existing bandwidth esti-
mation methods or bandwidth allocation models provide any solution for this problem. Although
our model is also not precise in the presence of hidden terminals, simulation results demonstrate
that our bandwidth model based achievable bandwidth estimation is accurate enough to have
practical usage.
5.3 Available Bandwidth Prediction
The prediction of available bandwidth is important for both admission control for realtime traffic
and rate policing for best effort traffic. For admission control, a realtime flow can be admitted at a
node if the node determines that there is enough local achievable bandwidth and c-neighborhood
available bandwidth. For rate policing, the amount of best effort traffic transmitted by a node
should be regulated below the c-neighborhood available bandwidth to support the QoS of existing
realtime flows.
For a node to use our bandwidth allocation model to predict the two bandwidths, the node
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must know the traffic load at it’s c-neighbors. This information can be obtained from the periodic
reservation refresh messages sent in the CACP signaling process. Given the c-neighborhood traffic
information, in this section, we discuss how to use our bandwidth allocation model to predict the
local achievable bandwidth and c-neighborhood available bandwidth.
5.3.1 Local Achievable Bandwidth Prediction
Since multiple nodes on the route of the same flow may contend with each other, the achievable
bandwidth for a multihop flow is different from the achievable bandwidth of individual nodes
on its route. Therefore, in this section, we first introduce how local achievable bandwidth can
be predicted for a one hop flow. Then this prediction method is extended to predict the local
achievable bandwidth for a multihop flow.
5.3.1.1 Local Achievable Bandwidth of a Single Hop Flow
To predict the local achievable bandwidth of a single hop flow from Node k (essentially, Node k’s
achievable bandwidth), note that the maximum bandwidth allocation to Node k is Sk,sat. Therefore,
the network state when Node k achieves Sk,sat is either semi-saturated or saturated. Using Equation
(5.30), the η in the network can be expressed as:
η =
Lk
Wk
+
∑
i∈N1
Li
Wi
1−∑i∈N2 RiLiCm =
Uk +
∑
i∈N1
Li
Wi
1−∑i∈N2 RiLiCm , (5.44)
where Uk = LkWk reflects the load that Node k adds on the network when it achieves Si,sat. To
build a mapping between η and Uk so that Node k can directly predict η whenever a new flow
arrives, first sort the nodes according to their saturation threshold η∗i . Then, Equation (5.44) can be
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rewritten as:
Uk =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
η(1−∑ni=k+1 RxiLxiCm )−∑ki=1 LxiWxi , for η∗xk ≤ η < η∗xk+1 ,
η(1−∑ni=1 RxiLxiCm ), for 0 ≤ η < η∗x1 ,
η −∑ni=1 LxiWxi , for η∗xn ≤ η.
(5.45)
Note that the above equation is a piece-wise linear function of Uk and η in the positive area of
Uk. Using the collected load information of its neighbors, Node k is able to build such a piece-wise
linear function. Given any Uk, Node k can immediately determine the corresponding η and use
this η to find its bandwidth allocation Sk according to Equation (5.27).
An example of the piece-wise linear function of Uk and η is shown in Figure 5.7, where
Node k has five competing neighbors. The piece-wise function consists of five line segments,
corresponding to the η∗i s of the five competing neighbors. As Uk increases (i.e., through a smaller
Wk or a larger Lk), the η in the network increases and passes the competing nodes’ saturation
threshold η∗i one by one, indicating that the new flow pushes the competing nodes to their saturated
state and gets an increasing amount of the bandwidth.
The algorithm for building the piece-wise function and predicting the local achievable band-
width is presented in Algorithm 1.
5.3.1.2 Local Achievable Bandwidth of a Multihop Flow
For a multihop flow, the minimum achievable bandwidth among the nodes on the route is not equal
to the achievable bandwidth of the flow. This is because the nodes on the route of the flow also
contend with each other. For example, Figure 5.9 depicts a flow with rate Rf and route 0 → 1 → 2.
Since Nodes 0 and 1 are in each other’s carrier-sensing range, only one node can transmit at a
time. Therefore, Node 0 must share its bandwidth with Node 1 and both Nodes 0 and 1 experience
a traffic load of 2Rf on the channel. (Node 2 does not transmit data since it is the sink of the
flow.) As Rf increases, the first node among Node 0 and Node 1 that turns saturated becomes the
bottleneck of the flow and determines the maximum achievable throughput of the flow.
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BANDWIDTH PREDICTION (Lnew,Wnew, Cm, h)
Unew ← (h + 1) LnewWnew
for i = 1 to n do
if U∗new,i ≤ Unew < U∗new,i+1 then
η ← Xi+Unew1−Yi ; BREAK
end if
end for
Snew ← Unew(h+1)ηCm;
INITIALIZATION (Cm,R,L,W)
for i = 1 to n do
η∗i ← CmWiRi
end for
SORT (R, η∗); SORT (L, η∗); SORT (W, η∗)
/* Building the mapping between η and Unew */
X0 ← 0
Y0 ←
∑n
i=1
RiLi
Cm
for i = 1 to n do
Xi ← Xi−1 + LiWi
Yi ← Yi−1 − RiLiCm
U∗new,i ← η∗i (1− Yi)−Xi
end for
SORT(array, index)
Sort array in ascending order of index
Algorithm 1: The algorithm that predicts local achievable bandwidth of a node
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Figure 5.9: Multihop Flows
In general, if the bottleneck node of the flow is Node k, the achievable bandwidth Rf of the
flow equals the saturation throughput of Node k when Node k is competing with the other nodes
on the route, each of which are transmitting with rate Rf . Since Node k is the bottleneck, the other
nodes on the route are unsaturated when the flow is sending at rate Rf . Assuming that there are h
nodes on the route that are also in Node k’s contention range and using Equation (5.30), the η at
Node k when the flow achieves rate Rf is:
η =
Lf
Wk
+
∑
i∈N1
Li
Wi
1−∑i∈N2 RiLiCm − hRfLfCm , (5.46)
where Lf
Wk
represent the saturated Node k’s load on the network while hRfLf
Cm
captures the load
of the h unsaturated nodes on the route of the flow. Since Node k learns the identities of its
contending neighbors through the c-neighbor set, h can be easily calculated given the route of the
flow (see Section 4.1.2.1). Note that when the flow rate reaches Rf , Node k turns from unsaturated
to saturated, η = η∗k. Therefore, according to Equation (5.29), we have:
Rf =
Cm
η∗kWk
=
Cm
ηWk
. (5.47)
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Combining Equations (5.46) and (5.47), we get:
η =
(h + 1)
Lf
Wk
+
∑
i∈N1
Li
Wi
1−∑i∈N2 RiLiCm . (5.48)
Essentially, Equation (5.48) is the same as Equation (5.44) with the new load Uk = (h + 1) LfWk .
Hence, the same piece-wise linear function described in Section 5.3 can be used to calculate η and
then be used to predict the maximum throughput of Node k when competing with other nodes on
the route. A node can predict its local achievable bandwidth for the flow by assuming that it is the
bottleneck and predicts its throughput using Algorithm 1.
5.3.2 C-neighborhood Available Bandwidth Prediction
The prediction of c-neighborhood available bandwidth is needed by two resource allocation com-
ponents: admission control and rate policing. The admission control component needs to predict
c-neighborhood available bandwidth to determine if a new realtime flow should be admitted. The
rate policing component needs to know the c-neighborhood available bandwidth to determine the
maximum allowable sending rate for best effort flows.
The c-neighborhood available bandwidth to a new flow is related to the priority of the new flow.
For example, a best effort flow is not allowed to reduce the bandwidth of existing realtime flows
while a high priority realtime flow is allowed to degrade the service quality of both lower priority
realtime flows and best effort flows. Therefore, the c-neighbor available bandwidth to a best effort
flow can be much smaller than the c-neighbor available bandwidth to a high priority realtime flow.
The estimation of the c-neighborhood available bandwidth includes two parts. In the first part,
every node maintains an available bandwidth prediction function based on the traffic load at its
c-neighborhood. In the second part, the available bandwidth prediction function is used to predict
the available bandwidth. For the admission control, when a node receives an admission request
message for a new realtime flow, it uses the available bandwidth prediction function to determine
whether it has enough available bandwidth for the new flow. For rate policing of best effort flow,
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the available bandwidth prediction function is used to control the maximum sending rate of best
effort traffic. In this section, we first introduce how to build the available bandwidth prediction
function and then shows how this function is used for admission control and rate policing.
5.3.2.1 Available Bandwidth Prediction Function
To understand how the bandwidth prediction function in Node k is built, note that when a new
flow f with packet rate Rf and per packet bandwidth consumption Lf passes through h of Node
k’s c-neighbors, the load that flow f imposes on Node k, Vf , can be expressed as Vf = hRfLf .
Hence, based on Equation (5.30), the new η at node k can be expressed as:
η =
∑k
i=1
Lxi
Wxi
1−∑ni=k+1 RxiLxiCm − VfCm , (5.49)
where η∗xk < η < η
∗
xk+1
and Node k’s competing nodes are sorted according to their saturation
threshold η∗i in ascending order. Solving for Vf , we get the available bandwidth prediction function:
Vf = Cm ×
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1−∑ni=k+1 RxiLxiCm − 1η ∑ki=1 LxiWxi , for η∗xk ≤ η < η∗xk+1 ,
1−∑ni=1 RxiLxiCm , for 0 ≤ η < η∗x1 ,
1− 1
η
∑n
i=1
Lxi
Wxi
, for η∗xn ≤ η.
(5.50)
Note that the available bandwidth prediction function is a piece-wise linear function of Vf and
1/η, which can be pre-calculated and stored in a node. An example of the bandwidth prediction
function is shown in Figure 5.10, where there are five competing nodes. The bandwidth prediction
function consists of six line segments. The five end points of these line segments correspond
to the 1/η∗i ’s of the five competing nodes, which can be easily calculated based the traffic load
information and Equation (5.29). It can be seen that a larger Vf corresponds to smaller 1/η in
the bandwidth prediction function. As 1/η becomes smaller than the reciprocal of a Node k’s
saturation threshold 1/η∗i , Node k is pushed to its saturated state by the new flow and the throughput
of Node k’s flows decreases. The priority of the new flow f compared to the priority of Node
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Figure 5.10: Piecewise linear function of Vf and 1/η
k’s flow essentially determines which existing flows can be pushed to saturation state and hence
determines the maximum Vf the new flow can achieve.
5.3.2.2 Available Bandwidth Prediction for Realtime Flows
To find the c-neighborhood available bandwidth for a new realtime flow f at Node i, Node i
broadcasts an admission request message to its c-neighbors to inform them the route, the per packet
bandwidth consumption Lf and the packet rate Rf of the new flow. When a c-neighbor node k
receives an admission request message, it calculates the amount of its available bandwidth for the
new flow according to its available bandwidth prediction function. To do this, Node k calculate the
upper bounds of Vf , which is denoted V maxf . If flow f requires a Vf that is larger than V maxf , an
admission rejection message is sent from Node k to Node i to reject the new flow.
Since the new flow should not degrade the throughput of any existing flows with equal or higher
priorities, the upper bound, V maxf , is determined by the priority of flow f and Node k’s local flows.
If the priority of Node k’s flows are equal or higher than the new flow, Node k should not be pushed
to saturation state. Therefore, the highest η of the network should not exceed η∗k. Hence, using the
prediction function in Equation (5.50), V maxf can be expressed as:
V maxf = Cm
(
1−
n∑
i=k
RxiLxi
Cm
− 1
η∗k
k−1∑
i=1
Lxi
Wxi
)
. (5.51)
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On the other hand, if the priority of Node k’s flows is lower than the new flow, then the new
flow can be admitted without any prediction of available bandwidth since the new flow is allowed
to push the QoS of lower priority flows. Figure 5.10 shows the case where Node k’s saturation
threshold is η∗4 and Node k’s flows have higher priority than flow f .
When Node k performs admission control on the flow f , based on flow f ’s rate Rf , packet size
Lf and priority, Node V can compute the new flow’s Vf and compare it to V maxf . If Vf is larger
than V maxf , there is not enough bandwidth for flow f and the flow is rejected. Otherwise, the flow
is admitted at Node k. If all Node i’s c-neighbors admitted flow f , flow f is admitted at Node i
and the admission control process can proceed to the next hop.
5.3.2.3 C-neighborhood Available Bandwidth Prediction for Rate Policing
Because of the contention-based nature of IEEE 802.11, it is necessary to control the sending rate
of best effort traffic so that it does not affect the QoS of existing realtime flows. To calculate how
much available resources Node k has for best effort traffic, it is necessary to identify the available
bandwidth to best effort traffic at Node k, which is defined as the amount of bandwidth that best
effort traffic can use without degrading the QoS of existing realtime flows at Node k. The available
bandwidth to best effort traffic can be estimated using the same method introduced in Sections
5.3.2.1 and 5.3.2.2. The only difference is that unlike realtime traffic, where a new realtime flow
is not allowed to decrease the throughput of existing realtime flows with the same priority, a new
best effort flow is allowed to push existing best effort flows since these best effort flows can adapt
to bandwidth and delay changes. Therefore, if Node k’s existing flows are realtime, then the V maxf
from best effort traffic that Node k can tolerate can be calculated using Equation (5.51). Otherwise,
Node k has no constraint on the amount of its competing best effort traffic. As Node k obtains its
V maxf , it can piggy-back this information on its reservation refresh messages to all its c-neighbors.
Upon receiving the V maxf ’s from all its c-neighbors, a node should regulate the sending rate of its
best effort traffic below the minimum V maxf using techniques such as leaky bucket, which ensures
that the best effort traffic transmitted by the node does not affect the QoS of existing realtime traffic
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in its c-neighbors.
5.4 Other Bandwidth Estimation Approaches
In this section, we analyze the limitations of the three existing methods, the delay method, the free
bandwidth method, and the saturation model method, for estimating available bandwidth of a node.
The analysis shows that none of these three methods can capture the network under all network
states, which has also been confirmed by our simulation results in Section 5.5.
5.4.1 Delay Method
In [2, 20, 52, 89, 90], the local achievable bandwidth at Node i is predicted using the average packet
transmission delay at the MAC layer, Δi, which is the period of time between when a packet is
ready to be transmitted at the MAC layer and the actual successful packet transmission. The local
achievable bandwidth of Node i is approximated as Li
Δi
.
There are two limitations of this method. The first limitation is that this method does not
provide c-neighborhood available bandwidth estimation, since Δi does not show the impacts of
the transmission of Node i on the other flows in c-neighborhood. The second limitation is that
even for local achievable bandwidth estimation, this method is not accurate since when Node i
increases its transmission rate, its Δi increases. Note that Δi includes three parts, the time of Node
i’s backoff slots Bi, the time consumed by transmissions from other nodes during Node i’s backoff
procedure and Node i’s own transmission time. Therefore,
Δi ≈ Bi × aSlotT ime + Bi
n∑
j=1
τjLj
Cm
+
Li
Cm
. (5.52)
First, Bi increases as Node i becomes saturated. When Node i is not saturated, arriving packet may
see an idle channel so that Node i does not always need to perform a backoff procedure before it
starts a new transmission. However, when Node i becomes saturated, it must always backoff
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before it starts a transmission. Second, the probability that some other nodes transmit during Node
i’s backoff procedure also increases as Node i becomes saturated. Assuming Node k is another
non-saturated node in the network, from Equations (5.5), (5.6) and (5.12)
τk =
Pk
1− φk =
Rk
∑n
j=1 PjLj
(
∑n
j=1 Sj)(1− φk)
=
Rk(
∑n
j=1,j =i PjLj + PiLi)
(
∑n
j=1 Sj)(1− φk)
. (5.53)
As Node i becomes saturated, its Pi increases. Therefore, τk increases as shown in Equation (5.53).
Similarly, all other non-saturated nodes in the network also increase their τ as Node i increases
its Pi. Therefore,
∑n
j=1
τjLj
Cm
in Equation (5.52) increases, indicating more transmissions from
other nodes during Node i’s backoff procedure. Hence, Δ˜i > Δ. Therefore, delay method is
over-optimistic when there are unsaturated nodes in the network.
5.4.2 Free Bandwidth Method
In [6], the available bandwidth at a node is approximated as the free channel bandwidth. However,
free bandwidth bandwidth does not equal the actual available bandwidth to a flow in a contention-
based IEEE 802.11 network, since newly arrived flows may be able to “push down” the throughput
of existing flows, such as lower priority realtime flows or best effort flows. Therefore, the free
bandwidth method can be over-pessimistic, especially in a heavily loaded network.
5.4.3 Saturation Model Method
This method predicts the available bandwidth using a model that only represents the bandwidth
allocation in a saturated network [5, 10, 17, 63, 77]. However, since not all nodes are sending at
their maximum achievable rate, the network is not necessarily saturated. Therefore, this prediction
method can be often over-pessimistic, especially in a lightly loaded network.
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5.5 Evaluation
In this section, we evaluate the accuracy of the four bandwidth estimation methods, our prediction
method, delay method, free bandwidth method and saturation model method, using extensive
simulations in ns-2 [34].
In the implementation of our prediction model and the saturation model, every node uses a
moving average to collect its load information and piggyback the load information to its neighbor-
ing nodes through route request/reply and admission request/reply messages as shown in Section
4.1. In the delay model implementation, a node periodically broadcasts a packet from each priority
class to collect per-class packet delay information.
The metrics that are used for the evaluation include the mean (M ) and the root-mean-square
(RMS) of prediction errors defined as follows:
M =
1
n
n∑
i=1
(Predictioni − ActualThroughputi), (5.54)
RMS =
√∑n
i=1(Predictioni − ActualThroughputi)2
n
, (5.55)
where n is the number of simulations. RMS is used to measure the prediction accuracy, where
a small RMS indicates that the prediction is close to the actual achievable bandwidth. M shows
the direction of the estimation error. A positive M indicates that the estimation tends to be larger
than the actual achievable bandwidth, while a negative M indicates that the estimation tends to be
smaller.
5.5.1 Achievable Bandwidth Prediction
In this section, we evaluate the accuracy of achievable bandwidth prediction using our prediction
method, delay method, free bandwidth method and saturation model method through simulations.
In all of the simulations, the channel transmission rate is 2Mbps, the transmission range is 250m
and the carrier-sensing range is 550m. The class of traffic belongs to six priority levels. Table 5.1
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Table 5.1: W configurations of priority classes
Priority 5 4 3 2 1 0
W 15 31 47 63 79 95
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Figure 5.11: Mean of prediction error (M ) of our prediction model and the free bandwidth model.
Competing flows’ rate range is [1,50] pkts/sec.
shows the W configurations for the priorities. The CWmax for all classes is 1023.
5.5.1.1 Simulations under low flow rate
In each of the first 1500 simulations performed in randomly generated 250m× 250m networks, 1
to 19 one-hop flows start at the first 10 seconds of the simulation. Each flow carries a CBR source,
that has a packet generation rate uniformly distributed in [1,50] packets/second and a traffic priority
uniformly distributed between 0 and 5. At the 50th second of these simulations, a new flow that
always has backlogged packets starts. The throughput of the new flow, which is essentially the
new flow’s achievable bandwidth, is compared with the achievable bandwidth predictions of the
new flow obtained through our prediction model, the delay model, the free bandwidth model and
the saturation model.
Figure 5.11 shows M (mean of prediction error) and M ’s confidence interval (95%) for both
our prediction model and the free bandwidth model. Both M and the confidence interval of
M are very small (M < 1.7 packets/second and the confidence interval is smaller than 0.9
packets/second), indicating consistent accurate predictions. As expected, since the free bandwidth
model does not consider that newly arriving flows may get more bandwidth than the idle bandwidth
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Figure 5.12: Mean of prediction error (M ) of the delay and saturation models. Competing flows’
rate range is [1,50] pkts/sec.
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Figure 5.13: Root-mean-square of prediction error (RMS). Competing flows’ rate range is [1,50]
pkts/sec.
by reducing the throughput of existing flows, its prediction tends to be over-pessimistic (M < 0).
The free bandwidth model’s large confidence interval also indicates that its inaccurate modeling
results in large variations in its prediction error. Such inconsistency in prediction error makes it
very difficult to accurately compensate for the prediction error. In addition, the free bandwidth
model has larger prediction errors for higher priority flows. This is because higher priority flows
tend to get more bandwidth from pushing existing flows, resulting in larger gaps between the idle
bandwidth and the actual achievable bandwidth.
Figure 5.12 shows M and its confidence interval (95%) for both the delay and saturation
models. (Note that Figure 5.12 uses a larger scale in the y axis than Figure 5.11.) Confirming our
analysis in Section 5.4.1, the delay model is severely over-optimistic. Figure 5.12 also shows that
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the over-estimation of the delay model is at its peak when the number of existing flows are around
eight. This is because a major part of the delay model’s estimation error comes from the fact that
unsaturated nodes increase their transmission probabilities after a new flow starts( See Equations
(5.52) and (5.53)), which means that fewer unsaturated nodes result in smaller estimation errors.
The number of unsaturated nodes can be small when the network has many competing flows, since
most of the nodes are saturated in such a case. The number of unsaturated nodes can also be small
when there is only very few competing flows. Therefore, the estimation error of the delay model is
the largest when the network has neither very few nor very many flows, resulting in the wavy shape
of the estimation error in Figure 5.12. It is also worth noting that the estimation error of the delay
model decreases as the priority of the new flow decreases. This can be explained by observing
Equations (5.52) and (5.53). Essentially, a higher priority results in a smaller contention window
size, which implies a higher transmission probability of the new flow (Pi in Equation (5.53)).
This higher transmission probability causes larger changes in the transmission probability of other
unsaturated nodes as shown in Equation (5.53), which essentially leads to a larger discrepancy
between the delay measurement before the new flow starts and the actual delay that the new flow
experiences after it starts. Hence, the prediction error of the delay model is larger for flows with
higher priorities.
For the saturation model in Figure 5.12, when the number of flows is small, the saturation model
is too pessimistic in estimating achievable bandwidth since the network is far from a saturated state.
As the number of flows increases, the network becomes closer to a saturated state and the saturation
model’s accuracy improves. In addition, Figure 5.12 also shows that higher priority flows have a
smaller prediction error under the saturation model. This is because high priority flows are likely
to push more lower priority flows to their saturation state, resulting in a network state that is closer
to a saturated state.
Figure 5.13 shows the RMS of all of the prediction models. The saturation model is only
accurate in terms of RMS when the network is highly loaded, while the free model is only accurate
when the network is lightly loaded. The delay model’s accuracy is very poor when the network has
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Figure 5.14: Prediction error (M ) of our prediction model and the free bandwidth model.
Competing flows’ rate range is [1,100] pkts/sec.
a medium amount of load. Overall, our prediction model is the only one that provides uniformly
accurate prediction for all network states.
5.5.1.2 Simulations under high flow rate
To understand whether the accuracy of the prediction models may be affected by the rate of flows,
in the second set of 1500 simulations, we increase the range of transmission rates of flows to
[1,100] 512Byte packets per second. The other settings of the simulations are the same as the
simulations in Section 5.5.1.1. Figures 5.14 and 5.15 show M and M ’s confidence interval (95%)
for all prediction models. Figure 5.16 depicts the RMS of these prediction models. All results in
these simulations are very similar to the results in Section 5.5.1.1. The only difference is that the
peaks of the prediction errors for the saturation, delay and free models appear with fewer flows
than in the simulations in Section 5.5.1.1 due to the increased average flow rates. Our prediction
model is again very accurate compared to all other prediction methods.
5.5.1.3 Multihop Achievable Bandwidth Prediction
To evaluate the performance of our prediction model in multihop networks, we generate 300
1000m × 1000m random topologies with 100 nodes. In each network, 2 to 16 randomly located
active nodes start to send CBR traffic in the first 10 seconds of the simulation. The rate of each
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Figure 5.15: Prediction error (M ) of the delay and saturation model. Competing flows’ rate range
is [1,100] pkts/sec.
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Figure 5.16: Root-mean-square of prediction error (RMS). Competing flows’ rate range is [1,100]
pkts/sec.
CBR flow is uniformly distributed in [1,50] 512Byte packets per second. At the 50th second, a new
flow starts. The maximum throughput of the new flow is compared to the achievable bandwidth
predictions generated by the four prediction models. Figure 5.17 shows the mean of the prediction
error and its confidence interval (95% confidence) when the new flow has priority 1 and the hop
count of the new flow is 5. Figure 5.18 depicts the root-mean-square of the prediction error.
(Note that the scales of the y axis in Figure 5.17(a), (b) and (c) and Figure 5.18(a), (b) and (c)
are different.) Figures 5.17 and 5.18 demonstrate that our analytical results in Section 5.4 are
still valid in multihop networks. The saturation model is over-pessimistic and the delay model is
over-optimistic in lightly and medium loaded networks. The free bandwidth model’s prediction
becomes over-pessimistic when the network load increases. Although the prediction accuracy of
91
-10
-5
 0
 5
 10
 2  4  6  8  10  12  14  16
M
ea
n 
of
 p
re
di
ct
io
n 
er
ro
r (
pk
ts/
s)
Number of competing flows
Our prediction model
(a) Our prediction model
-10
-5
 0
 5
 10
 2  4  6  8  10  12  14  16
M
ea
n 
of
 p
re
di
ct
io
n 
er
ro
r (
pk
ts/
s)
Number of competing flows
Free bandwidth model
(b) Free bandwidth model
-40
-30
-20
-10
 0
 10
 20
 30
 2  4  6  8  10  12  14  16
M
ea
n 
of
 p
re
di
ct
io
n 
er
ro
r (
pk
ts/
s)
Number of competing flows
Delay model
Saturation model
(c) Delay model and Satura-
tion model
Figure 5.17: Mean of prediction error for five-hop priority 1 new flow.
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Figure 5.18: Root-mean-square of prediction error for five-hop priority 1 new flow.
our model is degraded compared to the simulation results in single-hop networks, our model still
consistently provides more accurate estimations than the other methods and the network load level
does not impact the accuracy of our prediction model. We also examined the performance of our
prediction model under different priority classes and different contention window allocations for
the priority classes. These results are very similar to Figures 5.17 and 5.18 and can be found in our
technical report [108].
5.5.2 Evaluation of Available Bandwidth Estimation
In this section, we evaluate the performance of our available bandwidth estimation using NS2 [34].
To evaluate the effectiveness of available bandwidth estimation, including both c-neighborhood
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Figure 5.20: Network Utilization
available bandwidth estimation and local achievable bandwidth estimation, we use our available
bandwidth estimation in admission control of realtime traffic and rate policing of best effort traffic.
The performance of the admission control and rate policing based on our available bandwidth
estimation is compared with other admission control protocols based on the delay, free bandwidth
and saturation model methods.
In the first set of simulations, five randomly generated topologies are used, each is 1000m ×
1000m square with 50 randomly positioned nodes. The simulations run 100 seconds. TCP is used
for best effort flows and UDP is used for realtime flows. The sources and destinations of all flows
are randomly selected. Due to the similarities of the simulations with different topologies, we only
present the results from one representative simulation.
At the first 50 second of the simulation, for every five seconds, a new realtime CBR flow
with 512 Byte packets and randomly selected rates between [10, 50] packets per second performs
admission control based on the estimation of available bandwidth. Figure 5.19 shows the total
violation of throughput assurances, which is defined as the total throughput of all CBR flows
minus the total desired rate of all CBR flows. Figure 5.20 shows the total throughput of all the
network flows. As shown in Figure 5.19, during the first 50 seconds, both our method’s and
free bandwidth method are able to maintain the throughput of admitted realtime flows since there
are only realtime flows in the network. The delay model, however, starts to show throughput
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Figure 5.21: Per Flow Violation of Throughput Assurance (Increasing Priority Flows)
violations at 30 seconds, indicating that it admits too many realtime flows due to its over optimistic
estimation of achievable bandwidth and its inability of considering the effects of c-neighborhood
contention. It can be seen from Figure 5.20 that during the first 50 seconds, the total throughput
of the saturation model method is much less than the total throughput of all the other models,
which means that it rejects more realtime flows than the other models due to its over-pessimistic
estimations of available bandwidth. These unnecessary rejections reduce network utilization and
limit the number of realtime flows that the network is able to carry. Both our estimation model and
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Figure 5.22: Per Flow Violation of Throughput Assurance (Decreasing Priority Flows)
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free bandwidth method maintain the QoS of admitted flows while ensure high channel utilization.
1
After the 50th second of the simulation, for every 5 seconds, a new best effort FTP flow starts.
As shown in Figure 5.19, at 55 seconds, the free model starts to show violations because it does
not have the rate policing mechanism for best effort traffic to protect the throughput of realtime
flows. However, our estimation method and the saturation model method can effectively keep the
throughput assurances to realtime flows due to its build in rate policing component. Figure 5.20
shows that after 50 seconds, our estimation method still achieves comparable total throughput even
though it has rate policing for best effort traffic, demonstrating that the rate policing in our method
is efficient and does not penalize best effort traffic unnecessarily. These results demonstrates that
the rate policing in our method is effective and efficient. The later 50 seconds of the simulation
demonstrate the necessity of rate policing on best effort traffic.
In conclusion, this simulation shows that our method maintains its assurances to admitted
realtime flows, does not reject realtime flows unnecessarily and achieves high network utilization.
None of the other approaches achieves all of these three goals.
The second set of simulations demonstrates our method’s ability to support admission control
when there are multiple priorities of realtime flows and high priority flows are allowed to degrade
the QoS of low priority flows. In the first simulation, 5 CBR realtime flows with increasing priority
start consecutively. The rate of the flows are all 200 packets per second and the packet sizes are
all 512Bytes. The rate of the flows are deliberately set larger than half of the network capacity so
that no two flows can achieve their desired rates simultaneously. Figure 5.21 shows the violation of
throughput assurances to each admitted flow. Figure 5.21 demonstrate that as a higher priority flow
arrives, if this flow can achieve its desired bandwidth by competing with existing lower priority
flows, our method and the saturation model method admit the flow even if the new flow may
degrade the throughput of existing lower priority flows. The throughput of the highest priority flow
1Since when the traffic are all realtime and of the same priority, free channel model and our model has the same
performance, in Section 4.3 of Chapter 4, we can use free bandwidth model to evaluate the signaling process of CACP
since the simulations in Section 4.3 only have realtime flows of the same priority.
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is always maintained in our method and the saturation model method. The delay method, however,
admits all newly arrived flows even if the new flow cannot achieve its desired rate due to its over-
optimistic estimation of available bandwidth, resulting in the violation of throughput assurances to
every flow. Since the free bandwidth method does not recognize priority, it only admits the first
flow and rejects all later flows even if the later flows have higher priorities. The second simulation
is the same as the first except that the priorities of the five CBR flows are decreasing. Since the
first admitted flow has the highest priority, the later lower priority flows should be rejected to
protect the throughput of the first flow. Figure 5.22 depicts the violation of throughput assurances
to admitted flows. It can be seen that the saturation model, free model and our method all only
admit the first flow and show no violation of throughput assurances to the first admitted flow. The
delay model, however, admits the first two flows and shows violation of throughput assurances to
both admitted flows. In conclusion, both our method and the saturation model can achieve priority
based admission control. However, as shown in the first set of simulations, the saturation model
may falsely reject realtime flows even if the network has enough bandwidth due to over-pessimistic
estimations on available bandwidth. Hence, among all the four protocols, our method is the only
protocol that can achieve accurate priority-based admission control and rate policing.
5.6 Summary
In this chapter, we have presented a simple analytical model to predict the available bandwidth
of a new flow in a wireless network using IEEE 802.11. Our model is extremely flexible and
supports networks with or without service differentiation and with mixed traffic types (i.e., CBR
and best effort). The strength of our model is that it captures available bandwidth estimation in
the MAC layer for saturated, non-saturated or semi-saturated networks. Simulation results show
that our model is more accurate than existing approaches in predicting local achievable bandwidth
and overall available bandwidth for a node. Therefore, our model can be used to support effective
admission control and rate policing in ad hoc networks.
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However, the research results in this chapter are limited to bandwidth allocation. For many
delay sensitive applications, it is desirable that the achievable delay for a new flow and the impact
of the new flow on the delay of existing flows can also be estimated. Therefore, to complete the
work about available resource estimation, we will search for a new model that can reflect the delay
relationship between competing nodes.
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Part II
MAC Layer Approach
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Chapter 6
Overview of MAC Layer Approach
The second approach for achieving resource allocation is using the MAC Layer approach, which
introduces more control in the MAC layer scheduling to ensure that the resources in the network
are properly allocated. The first benefit of this approach is that it does not have complex message
exchanges between c-neighbors. In the signaling approach, since a broken link causes all realtime
flows that traverse this link to be rerouted, new admission control must be performed on all of
the new routes. In a highly mobile network, the high message overhead for admission control
may become undesirable due to frequent link breaks in the network. Furthermore, two realtime
flows that originally have enough bandwidth may pass through nodes that move into each other’s
contention range, resulting in degraded service to both flows. To reestablish QoS commitments,
one of the realtime flows must be picked as a victim by terminating, rerouting or reducing its
QoS requirements. If the signaling method is used, the process of selecting the victim flow may be
difficult and have high message overhead since the two flows may be located outside of each other’s
communication range. However, using an appropriate design as shown in Chapter 7, the MAC
layer approach can provide admission control and victim selection using only locally available
information and hence does not suffer from the penalties of high message overhead.
The second benefit of the MAC layer approach is due to the unreliable and dynamic nature
of the wireless channel. Fading and outside interference may cause high packet loss, which
may compromise signaling protocols that depend on message exchanges between nodes. Since
the MAC layer approach has a very limited number of control messages, the probability of false
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admission of realtime traffic due to loss of control messages is slim.
Due to these benefits, it is desirable to use an appropriate MAC layer approach to allocate net-
work resources. To achieve such MAC layer resource allocation, distributed contention resolution
can be extended to support various bandwidth allocation policies. The most common distributed
contention resolution algorithms, such as IEEE 802.11 [46], IEEE 802.11e [47], MACA [51] and
MACAW [9], use contention window size to control the frequency at which a node accesses the
channel. The contention window size not only controls packet collisions, but also directly affects
the share of bandwidth a node achieves during competition for the channel. Therefore, it is natural
to extend such algorithms to support bandwidth allocation for both realtime traffic and elastic
traffic.
As discussed in Chapter 1, soft realtime traffic has a certain throughput or delay requirement.
Providing service assurance to such realtime traffic requires four components, admission control,
rate policing, QoS-aware scheduling and conflict resolution. Best effort traffic usually is elastic
traffic that always has backlogged packets and adjusts the rate of the flows to fill the available
bandwidth. Competing flows with best effort traffic are more concerned about fairness and effi-
ciency of bandwidth allocation.
The focus of the second part of this thesis is to investigate how to support both soft realtime
traffic and best effort traffic using dynamic contention window control. In Chapter 7, we discuss
a framework that provides admission control and conflict resolution for realtime flows. This
framework can be integrated with various scheduling algorithms based on adaptations of con-
tention window sizes. In Chapter 8, we present a novel contention window adaptation algorithm
that supports delay assurance for delay-sensitive realtime flows. In Chapter 9, we discuss two
contention window adaptation algorithms that support throughput assurance for realtime traffic and
rate policing for best effort traffic, respectively. In Chapter 10, we address the problem of resource
allocation for elastic traffic in terms of arbitrary bandwidth allocation policies and efficient channel
utilization.
100
6.1 Challenges
Resource allocation using the MAC layer approach should achieve two goals. The first goal is to
allocate resources to realtime flows according to their requirements in terms of delay or throughput.
The second goal is to allocate the rest of the bandwidth to best effort traffic both efficiently and
fairly. Due to the unique characteristics of wireless networks, there are four challenges to achieve
these two goals. In this section, we briefly review these four challenges and in the next section, we
show how existing MAC layer approaches fail to meet these challenges.
The first challenge is due to the shared nature of the wireless medium. In a wireless network,
transmissions from a node not only use local resources, but also consume the bandwidth of neigh-
bors in contention range. Therefore, resource allocation must consider not only the achievable
service level of a flow, but also the impact of a flow on the neighboring flows and their avail-
able resources, greatly enhancing the complexity of resource allocation. Additionally, for many
widely available protocols, including IEEE 802.11 [46], carrier sensing is used to provide efficient
collision and interference avoidance. In these protocols, the contention range of a node equals
its carrier-sensing range, which often is much larger than the transmission range. Therefore, two
nodes that consume each other’s bandwidth may not be able to decode each other’s messages if
they are located outside each other’s transmission range but inside each other’s carrier-sensing
range, invalidating the methods that rely on piggybacking scheduling information in the RTS/CTS
handshake to coordinate packet schedules. Hence, it is non-trivial to coordinate the packet sched-
ules between such nodes without the expensive multihop or enhanced power message exchange as
seen in Chapter 4.
The second challenge for QoS support is the dynamic rate of the wireless channel. Due
to fading and outside interference, the capacity of the channel may change dramatically. In
addition, today’s wireless devices are able to adapt their coding rates according to channel quality,
which may further increase variations in channel capacity. Such dynamics of the channel may
compromise QoS protocols that rely on explicit knowledge of channel bandwidth. Therefore, a
101
MAC layer solution should not rely on assumptions about channel capacity.
The third challenge is the identification of resource shortages. Due to the lack of centralized
control in wireless networks, without information exchange between c-neighbors, a node only
has information about its local traffic patterns and can not know the traffic load and types of its
competing nodes. Therefore, it is challenging for a node to identify whether there is enough
resources for all of the realtime flows that share the channel or whether its best effort traffic has
affected the QoS of realtime flows at its c-neighbors.
The fourth challenge is the stability of the algorithm. Since a node’s bandwidth share is
dependent on the contention window sizes of all competing nodes in the network, it is non-trivial to
design a distributed contention window control algorithm. While a node can set its own contention
window size, it has no control over the contention window sizes of other nodes. Additionally,
by adjusting its own contention window size, a node directly affects other nodes’ share of the
bandwidth. Without careful design, adjusting contention window sizes at different nodes may
result in an unstable system or unfair bandwidth allocation.
6.2 Existing Approaches
6.2.1 Existing Admission Control Approaches
Traditional admission control schemes [87, 66, 11, 41, 14, 26, 29, 94, 15] are based on a proactive
approach. In this proactive approach, when a new realtime flow arrives, the amount of available
resources to this new realtime flow is estimated. If there are enough resources for this new
realtime flow, the corresponding resources are reserved and the new realtime flow is admitted.
Otherwise, the new realtime flow is rejected. This proactive approach is easy to implement in
wired networks and traditional realtime systems since there is centralized knowledge of the flows
that share the same resource. However, in single-channel wireless networks, there is no easy
solution to implement this proactive approach as demonstrated in our design of the CACP scheme
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(See details in Chapter 4), since messages need to be sent to all the competing nodes that share the
same channel. Discussions of many existing proactive admission control approaches can be found
in Section 2.6.1.
While the proactive approach for admission control is unavoidable under static MAC layers,
when the parameters in the MAC layer are adaptable, reactive admission control approach can be
used as a more efficient alternative. In reactive admission control, adaptive MAC protocols can
provide run time feedback to the admission control scheme, forming a closed loop control system
on the amount of realtime flows allowed in the wireless network. In Chapter 7, we will discuss
our novel feedback-based reactive admission control scheme designed to work with scheduling
protocols that dynamically adapt contention window sizes.
6.2.2 Existing Scheduling Approaches
Existing advanced scheduling algorithms in the MAC layer can be divided into two categories, one
for supporting realtime traffic and the other for supporting elastic traffic. In this section, we discuss
issues of existing approaches for handling the challenges of resource allocation in single-channel
wireless networks.
6.2.2.1 Existing Scheduling Algorithms for Realtime Traffic
To support realtime traffic, it is important to provide QoS assurance to realtime flows. Existing
approaches that are proposed to provide such support can be divided into two types.
The first type of protocol, including IEEE 802.11e [47] and non-standardized protocols pro-
posed in [1, 71, 85, 112, 31], achieves service differentiation with no overhead for explicit message
exchange. In these schemes, flows are grouped into several classes. Service differentiation is
achieved by assigning different classes with different contention related parameters such as min-
imum contention window size, frame size and interframe space. However, these protocols only
provide per-class service differentiation, not service assurance. Even though these protocols may
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support that some class of traffic has better service quality than the others, there is no guarantee
about whether a flow can get its desired service level.
The second type of protocol [86, 50, 67, 98, 4] tries to support QoS-aware scheduling for real-
time traffic by piggybacking time-tag information in the RTS-CTS-DATA-ACK handshake. Each
node builds the neighborhood scheduling table through monitoring the piggybacked information.
QoS-aware scheduling can be realized by setting the contention window sizes according to the
neighborhood scheduling tables. These protocols, however, have high message overhead due to
the extra piggy-backed information in the handshake messages. Furthermore, since in a wireless
network, the carrier-sensing range is much larger than the transmission range, a node can only
learn the schedules of a small portion of its contending neighbors from listening to the handshake
messages, which greatly affects the effectiveness of these scheduling protocols.
Although existing approaches do not provide satisfactory solutions for QoS assurance, they
demonstrate an important observation that contention window size is directly related to the service
quality that a node receives. Since during contention for the channel, the node with the smallest
backoff time always wins, the backoff process provides a distributed method to differentiate the
service that a node receives. By decreasing the contention window size, a node essentially de-
creases its average backoff time and hence increases the chances that it wins the channel when
competing with other nodes, affecting the node’s service quality in terms of both throughput and
packet delay.
However, since static differentiation of contention window size provides no assurance about the
actual service quality that a flow receives, as the number of competing nodes and flows increases,
the actual service quality to every flow decreases. Therefore, dynamic contention window control
must be used to provide QoS assurance. Part of the goal of this thesis is to use dynamic contention
window control to achieve QoS assurance for realtime traffic.
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6.2.2.2 Existing Scheduling Algorithms for Elastic Traffic
Since elastic traffic can adapt to changes in bandwidth, there is no requirement for QoS assurance.
Instead, elastic traffic is more concerned about efficiency of bandwidth usage and fairness between
flows. While efficiency can be defined in terms of the throughput of a network, fairness must be
defined in the context of the requirements of the nodes using the network. For example, for some
network, fairness may mean that every flow obtains the same amount of bandwidth. For another
network, fairness may mean that the flow with the highest priority can obtain all of the bandwidth
and starve the other flows. It is also possible that fairness is achieved by allocating the bandwidth
to flows so that the aggregated file transmission delay of the network is minimized. Depending
on the targeted fairness definition and efficiency of bandwidth utilization, the existing scheduling
algorithms for elastic traffic can be divided into five groups.
The first group of approaches focuses on providing a specific type of fairness definition, mostly
weighted proportional fairness in a wireless LAN. For example, in IEEE 802.11e [47] and [1],
different minimum contention window sizes are assigned to different types of traffic to achieve
weighted proportional fairness. Since in these protocols, the minimum contention window sizes
are pre-configured or change very rarely, they cannot adapt to congestion and may utilize the
channel inefficiently.
The second group of approaches tries to achieve maximum channel utilization under specific
type of fairness definitions through dynamic adjustment of minimum contention window size.
The Dynamic IEEE 802.11 scheme proposed by F. Cali et al. [16, 17] and the MFS [55] scheme
proposed by H. Kim et al. are targeted at uniform bandwidth allocation while the P-MAC [81]
algorithm is proposed to achieve weighted proportional fairness. In this type of approaches, an
individual node runs iterative algorithms to estimate both the contention windows used by the
competing nodes and the number of competing nodes. Unfortunately, such estimation requires
that all nodes, with or without packets for transmission, must start the dynamic contention window
adaptation algorithm simultaneously and run every step of the iterative algorithms synchronously.
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In practice, nodes may often have outdated estimations of contention window sizes of other nodes
and number of nodes due to asynchronous starting times, asynchronous executions of the algorithm
or temporary failures. Such outdated information may cause these contention window adaptation
algorithms to fail. Essentially, these algorithms are not asymptotically convergent and are sensitive
to their starting points.
The third group of approaches, including AOB [12], Idle Sense [44] and RCMAC [42], provide
stable contention window adaptation algorithms that support efficient channel utilization in a
wireless LAN in the context of uniform bandwidth allocation. Even though AOB and RCMAC
may be tuned to provide differentiated service, the nature of the differentiation effect is not clear.
Hence, it is very hard to know if the differentiation service provided by these protocols can satisfy
any specific fairness requirement of the network.
The fourth group of approaches, including PFCR [75], tries to support a wide range of band-
width allocation policies in wireless LANs by modeling bandwidth allocation as an optimization
problem of transmission rate allocation. Since there are many existing rate adaptation algorithms
that can solve this optimization problem in wired networks, PFCR tries to map these rate adaptation
algorithms to contention window adaptation algorithms in wireless networks. Unfortunately, the
mapping proposed in PFCR is only appropriate for a limited set of fairness definitions and PFCR
fails to achieve the goal of supporting an arbitrary definition of fairness in wireless networks [107].
The fifth group of approaches, including [105], [21, 22], supports an arbitrary resource allo-
cation policy in multihop networks. These approaches convey prices in the network to the rate
control algorithm at the end host so that by appropriately setting the network price and MAC
layer packet schedules, the end hosts can adapt their transmission rates to achieve any definition
of resource allocation policies. Unfortunately, to appropriately set the network price and MAC
layer packet schedules, complex coordination between c-neighbors is needed. Essentially, every
node must build a contention graph and frequently exchange information with other nodes in its
contention graph. Such coordination has very high message overhead and is very vulnerable to
network mobility.
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Due to the limitations of existing approaches, the goal of our research is to find a distributed
dynamic contention window control algorithm that supports arbitrary resource allocation policies
for elastic traffic, while at the same time maintaining efficient channel utilization. Our current
solution (See Chapter 10 ) only focuses on single-hop wireless networks and we are investigating
how to extend the method to multihop networks.
6.3 Our Approach
Based on the observation that contention window size determines the service quality that a node
receives, in this part of the thesis, we study how to dynamically adjust contention window size
at the MAC layer to provide effective resource allocation. To implement the four necessary
components, admission control, rate policing, QoS-aware scheduling and conflict resolution, for
QoS support, our design of the MAC approach consists of two parts, the QoS-aware Scheduler
and the QoS Manager, as shown in Figure 6.1. The QoS-aware Scheduler realizes QoS-aware
scheduling and rate policing through contention window adaptation, while the QoS Manager
implements admission control and conflict resolution through channel monitoring. Both parts
require no message exchanges between neighboring nodes or knowledge of channel bandwidth.
The architecture of the QoS-aware Scheduler is very similar to IEEE 802.11e [47]. To explore
the fact that the minimum contention window size affects the service quality that a flow receives,
in the QoS-aware Scheduler, each flow has its own queue and contention window. Each queue
contends for the channel as if it is an independent node. Based on the service quality of a flow
and the network congestion level, the flow’s contention window size is adapted so that the QoS
of admitted realtime flows can be supported and the rate of best effort flows is regulated. In
Chapter 8, we investigate a contention window adaptation algorithm, named DDA (Distributed
Delay Guarantees), that supports delay assurance for realtime flows. In Chapter 9, we discuss
two contention window adaptation algorithms, named DBA (Distributed Bandwidth Allocation)
and BEP (Best Effort Policing), that provide throughput assurance for realtime traffic and rate
107
Congestion
Level
Packet
Packet Scheduler: resolve internal collision
Resource Resolver
QoS Aware Scheduler
Time
Backoff
CW Adaptor
Packet
Time
Backoff
CW Adaptor
Packet
Time
Backoff
CW Adaptor
Packet
...
Admission Control and Conflict Resolution
Priority Adaptor
QoS Manager
Network Layer
MAC Layer
Physical Layer Transmission attempts
Congestion Monitor
Flow nFlow 2Flow 1
Notify
Monitor
Retrieve
Assign
...
Records
Wireless Channel
Priority 
Flow 
Figure 6.1: Architecture of the MAC Approach in a single node
policing for best effort flows, respectively. In Chapter 10, we further investigate the GCA (General
Contention window Adaptation) algorithm, which allocates bandwidth among best effort flows
both fairly and efficiently in a single hop network.
The QoS Manager performs admission control and conflict resolution based on the network
resource allocation policies and the congestion level of the channel. When the network is con-
gested, the QoS Manager picks victim realtime flows to be rejected based on the network policies.
In Chapter 7, we introduce our novel QoS Manager framework, named QPART (QoS Protocol
for Adhoc Realtime Traffic), that provides admission control and conflict resolution to support
QoS assurance in both single and multihop networks. QPART can be integrated with a variety of
scheduling algorithms based on dynamic contention window adjustment so that QoS assurance to
realtime traffic can be achieved in the presence of best effort traffic.
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Chapter 7
On-demand Admission Control
In this chapter, we describe our QoS Manager framework, QPART (QoS Protocol for Adhoc
Realtime Traffic), that supports flow-based admission control for soft realtime traffic in the pres-
ence of best effort traffic. Leveraging the feedback from scheduling algorithms based on dynamic
contention window control, QPART realizes admission control for newly added realtime flows and
conflict resolution between competing realtime flows through monitoring the channel congestion
level and rejecting realtime flows according to their priorities. Since QPART does not use explicit
control messages, it imposes minimum message overhead and the loss of control messages does
not affect its operation. In addition, QPART does not require a node to inform its c-neighbors to
keep any QoS state, eliminating the need for expensive re-establishment of QoS commitments in
the presence of mobility or changes in channel capacity.
The remainder of this chapter is organized as follows. In Section 7.1, we introduce the overview
of QPART across multiple protocol layers. In Sections 7.2 and 7.3, we describes the details of how
QPART’s components operate. In Section 7.4, we conclude this chapter.
7.1 Overview of QPART
The goal of the QPART is to ensure that the total requirements of realtime flows are smaller than
the network capacity through admission control and conflict resolution, so that the QoS-aware
Scheduler is able to maintain the QoS of admitted realtime flows. Otherwise, if the realtime flows’
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requirements go beyond the network capacity, no scheduling algorithm can provide assured QoS.
Traditionally, admission control is achieved through a proactive approach. When a new real-
time flow arrives, the available resources for the new realtime flow are estimated before the new
flow starts. If there are enough resources, the resources are reserved and the new realtime flow is
admitted. Otherwise, the new realtime flow is rejected.
This proactive method is easy to implement in wired networks. But in wireless networks,
implementing such a proactive method can be expensive in terms of message overhead and protocol
complexity. This is because a wireless node has no centralized control of its bandwidth allocation
or global knowledge about the flows that are competing for the channel. Before the new flow starts,
it is often difficult and expensive in terms of message overhead to accurately predict the impact
of a new realtime flow on the service of existing realtime flows or predict the expected service of
the new realtime flow. In addition, even if the new realtime flow passes admission control, there is
no guarantee that there will always be enough resources for the flow due to the mobility of nodes
and variances in the channel capacity. To avoid the high cost of proactive admission control, we
propose an alternative choice: reactive admission control. Reactive admission control leverages
the benefits of the dynamic scheduling algorithms in the QoS-aware Scheduler and only activates
admission control to reject flows when the new flow actually affects the QoS of existing flows or
when the new flow cannot get its desired QoS.
In this reactive approach, when a new realtime flow arrives, it starts transmitting packets
immediately without performing any resource estimation or resource reservation. The QoS-aware
Scheduler ensures that if there are enough resources, the existing realtime flows can adapt their con-
tention windows to maintain their desired QoS. Realtime flows only get rejected if the feed-back
from the wireless channel, which is directly determined by the QoS-aware Scheduler, indicates
that there are not enough resources to support all of the realtime flows in the network. In such a
case, QPART selects flows to be rejected based on the priorities of flows, which are assigned to
flows to realize different network policies (e.g. First-come-first-serve). The senders of rejected
flows are informed to either terminate, reroute or reduce their QoS requirements so that the QoS of
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the remaining flows can be maintained. QPART can similarly handle resource shortages caused by
active flows moving into each other’s contention range or decreased channel capacity. Essentially,
QPART realizes the goals of both admission control and conflict resolution by preventing network
congestion caused by newly arrived flows, mobility of nodes or variances in channel capacity.
Since admission control and conflict resolution decisions are based on run-time feed-back from
the wireless channel, there is no need to perform resource estimation or reservation updates in
QPART, avoiding creating heavy message overhead.
As depicted in Figure 6.1, under QPART, each node has four components: Congestion Monitor,
Resource Resolver, Flow Priority Records and Priority Adaptor. The priorities of realtime flows,
which are dynamically assigned by the Priority Adaptor, are maintained in the Flow Priority
Records. The congestion level of the channel is fed back to the Congestion Monitor in the MAC
layer and the Congestion Monitor notifies the Resource Resolver about congestion events. The
Resource Resolver is responsible for picking victim flows to be rejected based on the channel
congestion level and the priority information of flows in the Flow Priority Record
7.2 Priority Adaptor
The Resource Resolver selects victim flows according to network policies. These network policies
are implemented through the priorities of flows, which are controlled by the Priority Adaptor. The
actual choice of a priority assignment algorithm is orthogonal to the design of QPART, which
simply enforces the priorities once they are chosen. In this section, we review several possible
policies for adapting flow priorities.
The first policy, which is also the focus of the paper and is implemented in our simulations, is
an age-based policy, which allocates existing flows with higher priority than newly arrived flows.
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With this policy, the Priority Adaptor increases the priority, p, of a flow k periodically as follows:
⎧⎪⎨⎪⎩ p
(n+1)
k = p
(n)
k + 1, ifp
(n)
k < pmax,
p
(n+1)
k = p
(n)
k , ifp
(n)
k = pmax,
(7.1)
where Pmax is the highest possible priority. This priority adaptation algorithm essentially allocates
higher priorities to existing realtime flows so that the newly arrived realtime flows are more likely
to be rejected than existing flows, providing the traditional first-come-first-serve policy.
The second possible policy allocates priorities to flows according to their importance. The more
important a realtime flow is, the higher its priority is. Using this policy, a newly arrived realtime
flow with higher importance can cause realtime flows with lower importance to be rejected if the
network does not have enough resources for all realtime flows. For ad hoc networks that are used
in emergency situations, this allocation policy is appropriate since messages with high importance
should be able to preempt unimportant messages if needed.
It is also possible that some networks may need to penalize realtime flows that consume too
much network resources and reduce the capacity of network. For example, to prevent a realtime
flow from existing too long so that it consumes too much bandwidth, the priority of a flow can be
periodically decreased if the age of the flow is longer than a certain threshold. To discourage flows
that require too much resources, a flow requiring a high service level may be allocated with a lower
priority since it requires more resources from the network and potentially reduces the number of
flows the network can sustain.
Different priority adaptation rules may also be combined together to provide a variety of
admission policies. For example, the age-based policy can be combined with the importance-based
priority policy to give priorities between flows with the same level of importance. The choice of
which adaptation rules to use depends on the needs of the network and is orthogonal to the design
of the other components of QPART.
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7.3 Resource Resolver
The Resource Resolver uses a distributed algorithm that rejects realtime flows based on their
priorities when the network does not have enough resources to support all realtime flows. Such
cases may happen when a new realtime flow arrives, when existing realtime flows move into each
other’s contention range, or when the channel capacity decreases due to degraded channel quality.
In this section, we describe how the Resource Resolver detects resource shortages for realtime
flows and how it rejects flows based on their priorities.
The detection of resource shortages in the Resource Resolver is closely related to how the
QoS-aware Scheduler works. We will briefly describe the interactions between the QoS-aware
Scheduler and the Resource Resolver. The details of the QoS-aware Scheduler can be found in
Chapters 8 and 9. The QoS-aware Scheduler adapts the contention window sizes of realtime flows
to satisfy their QoS requirements. For example, when a new realtime flow arrives, the QoS of the
realtime flows in its c-neighbors may get affected. In response to the degraded QoS, the QoS-
aware Schedulers in these c-neighbors will reduce their contention window sizes to regain their
lost resources and resume their desired QoS. If there are enough resources for all realtime flows,
The QoS-aware Scheduler will stabilize to a contention window assignment that assures the QoS
of all competing realtime flows. If there are not enough resources, none of the realtime flows can
achieve their desired QoS and they will repeatedly decrease their contention window sizes down
to zero . In this case, the packet collision rate is so high that the network throughput decreases
dramatically. Such a contention window “blow out” signals a resource shortage for realtime flows
and provides valuable feedback to QPART. Essentially, in QPART, the Congestion Monitor at the
MAC layer passively monitors the average length of idle time in the wireless channel. When the
contention window sizes of flows start to decrease due to resource shortages, the idle channel time
also decreases dramatically, triggering the Congestion Monitor to notify the Resource Resolver
about a resource shortage. The Resource Resolver then starts the flow rejection process to stop
contention window blow out at its initial stage.
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To select realtime flows to be rejected, the Resource Resolver maps the priority of a realtime
flow to a threshold value of the idle channel time, called the rejection threshold. The higher the
priority, the smaller the rejection threshold. Let pk be the priority of flow k and θ be the difference
between the rejection thresholds of two consecutive priority levels. The rejection threshold, T , for
flow k can be expressed as:
Tk = (pmax − pk)× θ + ν, (7.2)
where ν is the smallest rejection threshold. When idle channel time goes below the rejection
threshold of a flow, a flow becomes a rejection candidate for the Resource Resolver. Rejection of
the candidate flows reduces congestion on the channel and increases channel idle time. Therefore,
contention window blow out is avoided.
To avoid rejecting several flows with the same priority level simultaneously and to eliminate
the effects of temporary interference from outside sources, before a rejection candidate flow k
gets rejected, the Resource Resolver waits a short period of time, called the rejection defer time,
which is randomly generated in the range [t1, t2]. t1 and t2 are priority related bounds calculated
as follows:
t1 = pk × δ,
t2 = (pk + 1)× δ,
(7.3)
where δ is the interval between t1 and t2.
At the end of this rejection defer time, if the idle channel time is still smaller than the flow’s
rejection threshold, the rejection process starts. The flow’s packets are dropped and its source
is informed to terminate, reroute or decrease the QoS requirements of the flow. If at the end
of the rejection defer time, the idle channel time is larger than the flow’s rejection threshold,
indicating that congestion has been alleviated due to the rejections of other flows or the absence of
the interference, the flow is not rejected and is removed from the rejection candidate list.
Since a higher priority flow always has a smaller rejection threshold than a lower priority flow,
a lower priority flow always hits its rejection threshold earlier. In addition, a higher priority flow
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Figure 7.1: Flow rejection process in the Resource Resolver. Flow 1 has a lower priority than Flow
2. T1 and T2 are the rejection thresholds of Flow 1 and Flow 2 respectively.
always has a longer rejection defer time than a lower priority flow since a higher priority flow’s t1
is larger than the t2 of a lower priority flow. By setting a large enough θ and δ, the differentiation
in the rejection thresholds and rejection defer times can ensure that a lower priority flow is always
rejected before a higher priority flow. However, too large a δ may reduce the congestion response
speed of the Resource Resolver and too large a θ may result in the rejection of flows when the
network is not congested. We are currently investigating the tradeoff for properly setting θ and δ.
Figure 7.1 shows an example of the flow rejection process in the Resource Resolver. In this
example, flow 1 has a lower priority than flow 2 so that T1 is larger than T2. Therefore, as the
congestion level of the network increases, which is reflected in the decreasing of idle channel time,
flow 1 first becomes a rejection candidate. In addition, since flow 1 has lower priority than flow
2, flow 1’s t2 is smaller than flow 2’s t1. Therefore, flow 1’s rejection defer time is smaller than
flow 2. Hence, flow 1 is the first to be rejected. After flow 1 is rejected and releases its network
resources, the idle channel time increases and becomes larger than T2. Hence, flow 2 is not rejected
by the Resource Resolver.
Since the Resource Resolver is completely distributed and requires no control message ex-
changes between c-neighbor nodes, there is no need to worry about the effects of control message
loss. There is also no need for resource reservations since the QoS-aware Scheduler maintains the
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service quality to realtime flows. When a flow is rerouted due to link breaks, the unused resources
on the old route are immediately released and no update of the reservation information is needed.
7.4 Summary
In this chapter, we introduce a new admission control protocol QPART, which is simple, distributed
and light weight. By relying on congestion feedback from the wireless channel, which is affected
by packet scheduling in the MAC layer, QPART does not require the network to maintain resource
reservation states and has very low message overhead since complex signaling is not needed. In
Chapters 8 and 9, we compare the performance of QPART with SWAN.
In the future, we will investigate the different alternatives for setting the mapping functions
between flow priorities and rejection thresholds. While there is extensive work [87, 66, 11, 41, 26,
29, 94, 15] regarding utilization bounds for realtime flows in realtime systems and wired networks,
these approaches are not directly applicable to wireless networks due to the distributed nature of
channel sharing in wireless networks. How to determine the appropriate rejection thresholds for
realtime flows is still an open issue.
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Chapter 8
Distributed Delay Assurance in Ad Hoc
Networks
In this chapter, we propose a scheduling algorithm to be used in the distributed QoS-aware Sched-
uler component of the MAC approach. Under the condition that the network has enough bandwidth
for all realtime flows, this scheduling algorithm, named DDA (Distributed Delay Allocation),
provides end-to-end delay assurance for realtime traffic through dynamic contention window adap-
tation. The condition that the network has enough bandwidth for all realtime flows is provided by
the QoS Manager component of the MAC approach discussed in Chapter 7.
Current scheduling approaches, such as [50, 67, 4], try to provide per-flow delay assurance
by mimicking centralized scheduling algorithms from wired networks. This type of approach
requires nodes to exchange packet deadline information with competing neighbors through IEEE
802.11’s MAC layer handshakes. However, exchanging such information not only imposes high
message overhead, but may not be possible in a multihop network since competing nodes may
be located outside each other’s transmission range and inside each other’s carrier-sensing range.
Alternative approaches explore the fact that the contention window size in IEEE 802.11 is related
to the schedules of packets, which in turn affect the delay of a flow. Based on this observation,
protocols such as IEEE 802.11e [47], DWTP [104], DFS [98] and [1] have been proposed to
provide delay differentiation by allocating different contention window sizes to different classes of
flows. The benefit of such an approach is that it does not require any message exchange between
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competing neighboring nodes. However, this type of approach only provides delay differentiation
and does not maintain the actual average delay of an individual flow.
Different from existing scheduling approach, DDA provides per-flow average delay assurance
without requiring any message exchanges among neighboring nodes. DDA achieves delay assur-
ance by adapting the contention window size of competing nodes that carry delay-sensitive flows
according to the flows’ individual delay requirements. The design of the adaptation algorithm
is based on our novel analysis of the relationship between the delay of flows and the contention
window sizes of nodes. Based on this analysis, we design DDA so that at its converged point,
individual delay-sensitive flows’ average delay can meet their requirements.
The design of DDA includes two steps. In step one, we developed a novel model of the
closed-form relationship between contention window size and the distribution of the delay of a
flow in an unsaturated network. This step is needed since none of the existing models captures
this relationship. Most of the existing models [10, 63, 16, 17, 55, 57, 102, 39, 82, 101, 19]
only provide closed-form expressions when every node in the network is saturated, which is an
unlikely and undesirable situation in a network that supports realtime traffic. With the help of run-
time estimation algorithms that calculate the average number of active stations [16, 17, 55], such
saturated models can be used to capture finite load networks. However, these run-time algorithms
can only provide measurement and do not reveal the relationship between contention window sizes
and the average number of active stations. Hence, these existing saturated models cannot provide
enough insight into the relationship between contention window size and the packet delays of
flows in unsaturated networks. Current models that analyze unsaturated networks either provide
no closed form relationships between packet delay and contention window sizes [18] or make
unrealistic assumptions about traffic load in the network [97, 96, 37].
In step two, we show that even though the packet delay at a node depends on the contention
window sizes of all competing nodes, the design of DDA only requires a node to adjust its own
contention window size based on locally available information. Although adjusting the contention
window size at one node may affect the delay at other nodes, we rigorously prove that under DDA,
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the system automatically converges to a contention window allocation that can satisfy the delay
requirements of all competing flows if such an allocation exists.
The remainder of the chapter is organized as follows. Section 8.1 decomposes end-to-end
packet delay requirements and shows that they can be translated into the requirements for the MAC
layer’s contention delay at each hop of the flow. Section 8.2 then analyzes the relationship between
contention delay and contention window size. Based on this relationship, Section 8.3 presents our
DDA algorithm that provides delay assurance to competing flows by adapting contention window
size. Section 8.4 shows the convergence property of DDA. Section 8.5 evaluates the performance
of DDA via simulation.
8.1 Delay Requirement
An application’s delay requirement is typically presented in terms of end-to-end packet delay.
Since end-to-end packet delay is the aggregation of the delays from each hop of the flow, for any
algorithm to maintain end-to-end delay, it must control the packet delay at each hop. Therefore,
the end-to-end delay requirement of a flow must be divided into per-hop delay requirements. In
this paper, we use a simple strategy where the end-to-end delay requirement is evenly divided into
per-hop delay requirements based on the hop count of the flow. We are currently investigating
other options, such as allocating per-hop delay requirements based on channel utilization at each
hop.
Given a per-hop delay requirement, a relaying node of a realtime flow should control its
delay to meet this requirement. However, the per-hop delay at a node is composed of multiple
components. Since some of these components are correlated, by changing one component, a delay-
aware algorithm may affect other components. Therefore, for any delay-aware algorithm to ensure
per-hop delay requirements, it must understand the relationship between these components. Then,
by identifying a single dominant controllable component that determines all other controllable
components, the algorithm can translate per-hop delay requirements into requirements for this
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single dominant component and focus on meeting these requirements.
In the rest of this section, we identify this single dominant delay component as the mean of
contention delay, which will be defined in Section 8.1.2. To support this claim, we first decom-
pose the expected per-hop packet delay into three components, average queueing delay, average
transmission delay and average contention delay, and show that average transmission delay is
fixed and average queueing delay is determined by both the mean and the variance of contention
delay. Next, we categorize the contention delay into two different types: busy delay and idle delay.
Finally, through analysis of the distribution of busy delay and idle delay, we demonstrate that the
variance of the contention delay is determined by the mean of the contention delay. Therefore, the
average per-hop delay is essentially a function of the average contention delay, which is the single
dominant delay component that we are looking for. By translating per-hop delay requirements into
requirements for average contention delay, we can then design our algorithm to focus on achieving
average contention delay requirements.
8.1.1 Assumptions
To simplify the analysis, given a certain contention window allocation of a network, we make the
following four assumptions. First, the packet inter-arrival times, Ai, for any Node i are independent
and identically distributed variables and so are the MAC layer packet service times, Xi. Second,
Ai is independent of both Xi and any other Node j’s Aj . Our simplification does not consider the
impact of the service time that a flow receives at one hop on the packet arrival processes at the
following hops, which is very difficult to model given the complexity of wireless networks and is
still an open problem. However, simulation results show that this simplification is valid since our
DDA protocol, designed based on this simplification, has very good performance. Third, E[Ai] ≥
E[Xi]. This relationship holds because the use of both flow control for best effort traffic, such as
TCP and BEP in Chapter 9, and admission control for realtime traffic, such as [24, 65, 70, 106]
and QPART in Chapter 7, ensures that the average packet arrival rate at any Node i is the same
as Node i’s average packet departure rate. Finally, we assume that every node has a large enough
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queue size so that packet delay can be approximated using queueing models that assume infinite
queue size.
8.1.2 Decomposition of Per Hop Delay Requirement
In IEEE 802.11, the delay that a realtime packet experiences at Node i, di, is composed of three
components: the queueing delay, the contention delay at the MAC layer and the transmission delay.
The queueing delay, dqi , is the interval between the time that the packet arrives at Node i and the
time that the packet becomes the head of line (HOL) packet in Node i’s queue. The contention
delay, dci , is the interval between the time that the packet becomes the HOL packet and the time
that the packet actually starts to be transmitted on the physical medium. This contention delay
is unique for contention-based channel access schemes. It captures the fact that when a packet
becomes the HOL packet at Node i, Node i may need to backoff before transmitting the packet on
the physical medium. During Node i’s backoff time, if a neighbor of Node i transmits, Node i must
pause its backoff timer until this neighbor finishes its transmission. Therefore, the contention delay
is related to the characteristics of the contention for the channel between neighboring nodes. The
transmission delay, dti, is the duration of a successful packet transmission at the physical medium,
which equals the duration of a whole RTS-CTS-DATA-ACK or DATA-ACK handshake depending
on the operating mode of IEEE 802.11. For simplicity of presentation, we assume that packet sizes
are fixed for all nodes. Therefore, dti is a constant. Other packet size distributions only require a
straightforward modification of the analysis. Given the above decomposition, the expected packet
delay at Node i can be expressed as:
E[di] = E[d
q
i ] + E[d
c
i ] + d
t
i. (8.1)
To determine E[dqi ], according to queueing theory [56], dqi is determined by packet inter-arrival
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time, Ai, and MAC layer’s packet service time, Xi. Since Xi = dci + dti,
E[Xi] = E[d
c
i ] + d
t
i, (8.2)
V ar(Xi) = V ar(d
c
i). (8.3)
Therefore, based on G/G/1 queueing theory [56], E[dqi ] can be bounded as follows:
	i(	i − 2) + λ2iV ar(Xi)
2λi(1− 	i) ≤ E[d
q
i ] <
V ar(Ai) + V ar(Xi)
2(1− 	i)/λi , (8.4)
where 	i = λiE[Xi] < 1 and λi = 1/E[Ai] is the average packet arrival rate at Node i. Equations
(8.2), (8.3) and (8.4) imply that it is necessary to limit both E[dci ] and V ar(dci) to provide a bound
on the queueing delay, dqi , which is required to bound the per-hop delay, di. While E[dci ] is
controllable by a node, V ar(dci) is hard to control directly without understanding the distribution
of dci . Sections 8.1.3 and 8.1.4 examine the distribution of dci and demonstrate that V ar(dci) is
bounded by a function of E[dci ]. Therefore, to bound the queueing delay, we only need to limit
E[dci ].
8.1.3 Types of the Contention Delay
To calculate E[dci ] and V ar(dci), it is necessary to understand the distribution of dci . In this section,
we show that dci is related to the channel state at the arrival time of packets. Section 8.1.4 examines
the distribution of dci under different channel states.
Note that the channel state at Node i can be classified into three states: busy, idle and backoff.
During the busy state, Node i’s CSMA/CA mechanism indicates that the channel is busy since
Node i or Node i’s neighbors are actively communicating with each other. If a packet arrives at
Node i during the busy state, the contention delay of the packet is the busy delay, dbi . During the
idle state, none of the nodes in the neighborhood of Node i have backlogged packets so that the
channel at Node i stays idle. If a packet arrives at Node i during the idle state, the contention delay
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of the packet is the idle delay, dfi . During the backoff state, nodes with backlogged packets are
counting down their backoff timers and when the backoff timer of one of these nodes expires, a
transmission happens on the channel and the backoff state turns into the busy state. The duration of
a backoff state is usually less than 0.2 milliseconds [10], which is much smaller than the duration
of a busy state or an idle state, which usually last several milliseconds. Therefore, the backoff
state’s effect on the distribution of dci is negligible. Hence, the distribution of dci is determined by
the idle delay, dfi , and the busy delay, dbi .
To calculate dfi , note that when a packet k arrives at Node i’s queue in the idle state, packet k
must see an empty queue. Otherwise, if Node i’s queue is not empty, packet k should see that either
Node i is busy transmitting existing packets from the queue or Node i is waiting for other nodes
to finish their transmissions. In both cases, the channel should be in the busy state, which violates
the assumption that packet k sees an idle state when it enters Node i’s queue. Hence, packet k will
be transmitted by the MAC layer immediately after a DIFS defer time. Therefore,
dfi = DIFS. (8.5)
To calculate dbi , note that when a packet k arrives during the busy state, Node i’s queue may
have packets or be empty. If packet k sees an empty queue when it arrives, packet k will be sent
to the MAC immediately. Since the channel is busy at this time, packet k must wait a full backoff
process before it can finally be transmitted. On the other hand, if the queue is not empty, packet
k will only be sent to the MAC layer for transmission at the moment that all the packets ahead of
packet k finish their transmissions. After every packet transmission in IEEE 802.11, a full backoff
process must be performed. Therefore, in this case, packet k experiences a full backoff process
too. Hence, dbi can be expressed as:
dbi = DIFS + li
 + MiTd + M
c
i Tc, (8.6)
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where li is the number of backoff slots. Td is the duration of a successful data transmission and Tc is
the duration of a collision. Mi is the number of data packets transmitted by the neighboring nodes
during Node i’s backoff process and M ci is the number of collisions during the backoff process.
Combining Equations (8.5) and (8.6), dci can be expressed as:
dci = DIFS +
⎧⎪⎨⎪⎩ 0, in the idle state;li
 + MiTd + M ci Tc, in the busy state. (8.7)
Equation (8.7) shows that the distribution of dci is determined by the distributions of li, Mi, M ci
and the probability that a packet arrives during the busy state. These distributions are examined in
Section 8.1.4 to show that V ar(dci) is determined by E[dci ].
8.1.4 Distribution of Contention Delay dci
By analyzing the distribution of dci , we next show that V ar(dci) is bounded by a function of E[dci ],
the single dominant component for per-hop delay, so that requirements for per-hop delay can be
translated into requirements for E[dci ]. Our analysis includes two steps. First, we express E[dci ]
and V ar(dci) with the moments of li and Mi. Then, by calculating these moments, we obtain the
relationship between E[dci ] and V ar(dci).
8.1.4.1 Expressing E[dci ] and V ar(dci)
Based on Equation (8.7), E[dci ] and V ar(dci) are related to the distribution of the three components:
li, MiTs and M ci Tc. However, not all of the three components contribute equally to the value of
E[dci ] and V ar(dci). In fact, we next show that the effects of M ci Tc can be omitted in Equation
(8.7), which greatly simplifies the calculation of E[dci ] and V ar(dci).
Given the probability that a collision happens in a backoff slot, Pc, and the probability that
a successful transmission happens in a backoff slot, Ps, E[M ci Tc] = liPcTc, E[MiTs] = liPsTs,
V ar[M ci Tc] = liPc(1−Pc)T 2c and V ar[MiTs] = liPs(1−Ps)T 2s . Hence, to demonstrate that M ci Tc
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can be omitted from Equation (8.7), we only need to show that PcTc  PsTs and Pc(1−Pc)T 2c 
Ps(1−Ps)T 2s , which can be demonstrated by examining the relationship between channel load and
the probability of collision as follows.
Consider a network with N nodes competing for the channel, where each node transmits its
packet in a backoff slot with probability τ . The maximum channel capacity is achieved when
the average duration between two successful transmissions, F , is minimized. Since the average
number of backoff slots between two successful transmissions is (1/Ps − 1),
F =
[ PI
1− Ps 
 +
Pc
1− PsTc
]( 1
Ps
− 1), (8.8)
where PI is the probability that a backoff slot is idle. Since:
PI = (1− τ)N ,
Pc = 1− (1− τ)N −Nτ(1− τ)(N−1),
Ps = Nτ(1− τ)(N−1),
Equation (8.8) becomes:
F =
(1− τ)N
 + [1− (1− τ)N −Nτ(1− τ)(N−1)]Tc
Nτ(1− τ)(N−1) . (8.9)
Letting ∂F
∂τ
= 0 results in:
1− 

Tc
=
1−Nτ
(1− τ)N
N→∞
= (1−Nτ)eNτ . (8.10)
From Equation (8.10), the optimal value of Nτ , (Nτ)∗, that results in a minimum F and achieves
maximum channel capacity can be solved using MATLAB. Note that in the targeted environment of
DDA, existing admission control protocols for throughput-assurance of realtime traffic [24, 65, 70,
106] and flow control protocols (e.g., TCP) for best effort traffic are used to ensure that the traffic
load of flows are no larger than the maximum channel capacity. Hence, Nτ < (Nτ)∗. In this range
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Figure 8.1: Relationship between mciTc and miTd. The channel transmission rate is 2Mbps and the
data packet size is 512Byte.
Nτ < (Nτ)∗, PcTc  PsTs as demonstrated Figure 8.1(a), which shows the relationship between
PcTc and PsTs for various numbers of competing nodes as calculated in MATLAB. Similarly, in
the range Nτ < (Nτ)∗, Pc(1−Pc)T 2c  Ps(1−Ps)T 2s , as demonstrated Figure 8.1(b). Therefore,
M ci Tc can be omitted from Equation (8.7).
Omitting M ci Tc from Equation (8.7), E[dci ] and V ar(dci) are:
E[dci ] = DIFS + {E[li]
 + E[Mi]Td}pbi , (8.11)
V ar(dci) = p
b
i
{
E[(li)
2]
2 + E[(Mi)
2]T 2d + 2E[Mili]Td

}
− (pbi)2 {E[li]
 + E[Mi]Td}2 , (8.12)
where pbi is the probability that a packet sees a busy state upon arrival. We next calculate the
moments of li and Mi, E[Mili] and pbi to show the relationship between E[dci ] and V ar(dci).
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8.1.4.2 Moments of li, Mi and Mean of Mili
Assuming that the probability that Node i successfully transmits a packet in a backoff slot is πi,
the first and second moments of li are:
E[li] = 1/πi, (8.13)
E[(li)
2] =
2/πi − 1
πi
. (8.14)
If qi is the probability that some neighbor transmits in one of Node i’s backoff slots, then:
E[Mi] = E[E[Mi|li]] = E[qili] = qi/πi, (8.15)
E[(Mi)
2] = E[E[(Mi)
2|li]] = E[liqi − liq2i + q2i l2i ]
= 2(1/πi − 1)q2i /πi + qi/πi, (8.16)
E[Mili] = E[E[Mili|li]] = qi (2/πi − 1) /πi. (8.17)
8.1.4.3 The Probability of the Busy State pbi
Note that pbi equals the probability that an arriving packet sees a busy channel, which happens
when Node i or some of Node i’s contending neighbors are transmitting. Therefore, assuming that
the set of Node i’s neighbors inside the carrier-sensing range is n¯i,
pbi =
∑
j∈n¯i
αj,i
λj
χj
+
λi
χi
, (8.18)
where χj is the physical channel transmission rate at Node j, λj is the average packet arrival rate
at Node j and αj,i is a positive discount factor in [0, 1]. Essentially, the right side of the equal sign
is the fraction of time that the channel at Node i is busy. We introduce the discount factor αj,i
because some of the neighbors of Node i may transmit concurrently if they are not in each other’s
carrier-sensing range. Therefore, even though λj
χj
is the fraction of time that Node j transmits on
the channel, the fraction of the busy period that Node i sees is not simply the summation of λj
χj
.
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Figure 8.2: Example: Nodes A and C can transmit concurrently.
For example, in Figure 8.2, Nodes A and C are not in each other’s carrier-sensing range and can
transmit concurrently. If Nodes A and C’s packets always arrive simultaneously so that they always
transmit concurrently, the fraction of the busy period that Node B experiences is max(λA
χA
, λC
χC
).
However, if Nodes A and C’s packets always arrive sequentially, Nodes A and C may always
transmit sequentially. In this case, the fraction of the busy period that Node B experiences is
λA
χA
+ λC
χC
. These two values bound the fraction of channel busy time that Node B sees. Hence, the
actual amount of busy channel time at Node B is αAλA
χA
+ αCλC
χC
, where the values of αA and αC
are in the range of [0,1] and are determined by the level of concurrent transmissions from Nodes
A and C. In general, if a Node i has multiple neighbors, Node i’s busy channel time is captured in
Equation (8.18).
It is important to note that the level of concurrent transmissions between Node i’s neighbors
is only related to their packet arrival distributions and is not related to their contention window
sizes. Essentially, this means that pbi can be viewed as a fixed value when our DDA algorithm
adapts contention windows at nodes. To understand why pbi is a fixed value, consider the example
in Figure 8.2. During the period of time that Node B has no packets to transmit, it is obvious that
Nodes A and C’s concurrent transmission level is not related to contention window sizes. During
the period of time that Node B is transmitting a packet, if both Nodes A and C have a packet arrival,
Nodes A and C always transmit their packets concurrently. The contention window allocations of
Nodes A, B and C only determine whether Node B will transmit its next packet before or after
the concurrent transmissions of Nodes A and C. This is because after Node B finishes its current
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transmission, if Node B has another packet for transmission, both Nodes A and C compete with
Node B. Depending on contention window size allocations, Node B may win the channel and both
Nodes A and C need to wait again for Node B to finish its transmission. Finally, if either Node
B finishes all of its transmissions or if either Node A or C wins the channel, both Nodes A and
C will immediately transmit concurrently since Node B cannot transmit when either Node A or
C is transmitting. Therefore, Nodes A and C are guaranteed to transmit concurrently if they both
have packet arrivals during Node B’s transmitting period. Given Node B’s packet arrival rate, the
fraction of time that Node B is transmitting on the channel is fixed. Therefore, the probability
that Nodes A and C both have packet arrivals during Node B’s transmitting period is not related
to the allocation of contention window sizes. Hence, considering all of the cases discussed above,
the concurrent transmission level of Nodes A and C is not related to the allocation of contention
window sizes.
8.1.4.4 Relationship Between E[dci ] and V ar(dci)
Combining Equations (8.11), (8.12), (8.13), (8.14), (8.15), (8.16) and (8.17), E[dci ] and V ar(dci)
become:
E[dci ] = DIFS +
( 

πi
+
qi
πi
Td
)
pbi , (8.19)
V ar(dci) = p
b
i
[
2/πi−1
πi

2 +
2(1/πi−1)q2i
πi
T 2s +
qi
πi
T 2s
+2 qi(2/πi−1)
πi
Ts

]− (pbi)2[ πi + qiπiTs]2
< (E[dci ]−DIFS)2( 2pbi − 1) + (E[d
c
i ]−DIFS)Ts.
(8.20)
Since pbi cannot be controlled by Node i, Equation (8.20) essentially shows that V ar(dci) can
be determined by E[dci ]. Therefore, E[dci ] is the single dominant component in the average per-hop
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delay at Node i. Based on Equations (8.1), (8.2), (8.3), (8.4) and (8.20),
E[di] <
[
V ar(Ai)λi + (E[d
c
i ]−DIFS)2
(
2
pbi
− 1)
+(E[dci ]−DIFS)Ts
]/[
2[1− λi(E[dci ] + dti)]/λi
] (8.21)
Therefore, to ensure that a per-hop delay requirement, D, is satisfied, we only need to ensure that:
D =
[
V ar(Ai)λi + (E[d
c
i ]−DIFS)2
(
2
pbi
− 1)
+(E[dci ]−DIFS)Ts
]/[
2[1− λi(E[dci ] + dti)]/λi
] (8.22)
By solving E[dci ] from Equation (8.22), the per-hop delay requirement D can be translated into a
requirement on E[dci ]. Therefore, any QoS-aware protocol that provides end-to-end delay assur-
ance only needs to ensure that E[dci ] at each hop is below the applications’ requirements.
8.2 Contention Delay vs. Contention Window Size
Intuitively, since contention window sizes of competing nodes statistically determine which node
wins the channel during the competition for channel access, contention window size should be
related to E[dci ]. Therefore, in this section, we analyze the relationship between contention window
size and E[dci ], so that we can design DDA to allocate different contention window sizes to different
flows to ensure that their delay requirements for E[dci ] are all satisfied.
To find the relationship between contention window size and E[dci ], note that in Equation (8.19),
the unknown component is qi and πi. The following analysis shows that both qi and πi are related
to the packet arrival rates, λj , and the contention window sizes, Wj , at Node i’s neighbors.
To calculate qi, recall that multiple neighbors of Node i may transmit concurrently if they
are not in each other’s carrier-sensing range (See example in Figure 8.2). Therefore, if Node j
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transmits in a backoff slot of Node i with probability qj,i,
qi = 1−
∏
j∈n¯i
(1− βj,iqj,i), (8.23)
where βj,i is the discount factor due to the concurrent transmissions between Node i’s neighbors
in a backoff slot. Similar to the αj,i in Equation (8.18), βj,i is determined by the packet arrival
processes of the neighboring nodes and is not related to contention window sizes. In addition,
since a collision happens when Node i and some neighbors of Node i transmit in the same backoff
slot, qi is also the collision probability of Node i’s transmission.
To formulate the relationship between λj , Wj and qj,i, consider the example shown in Fig-
ure 8.2. As shown in Section 8.1.3, if a packet arrives during an idle state, Node B transmits
immediately. However, since during the idle state, none of Node B’s neighbors are in a backoff
state, Node B’s transmission does not happen in their backoff slots. Therefore, the probability that
Node B transmits in any neighbors’ backoff slots is 0. For every packet that arrives at Node B
in a busy state, Node B transmits with probability 2/WB in its backoff slots. Since the average
packet arrival rate at Node B is λB, the average number of packets that arrive at Node B during a
busy period is λBTd. λBTd is smaller than 1 since E[XB] > Td and both best effort’s flow control
and realtime traffic’s admission control ensure that λBE[XB] ≤ 1 (See Section 8.1.1). Therefore,
considering the fact that WB > 1, the probability that Node B transmits in a backoff slot of Node
A is:
qB,A = λBTd
2
WB
< 1. (8.24)
It is also possible that even if Node B has backlogged packets, it does not compete with Node
A. This is because when Node C is transmitting, while Node A sees an idle channel, Node B cannot
transmit due to its busy channel. However, from Node A’s perspective, this is the same as Node B
not having any backlogged packets during Node C’s transmission. Therefore, the probability that
Node B transmits in Node A’s backoff slots can still be expressed by Equation (8.24).
Based on the analysis of the above two examples, in general, qj,i = λjTd 2Wj . Hence, Equation
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(8.23) becomes:
qi = 1−
∏
j∈n¯i
(1− βj,iλjTd 2
Wj
). (8.25)
Since qi is also the collision probability of Node i’s transmission and Node i transmits in a
slot with probability 2/wi, the probability that Node i have a successful transmission in a slot is
πi = 2(1− qi)/wi. Therefore, Equation (8.19) becomes:
E[dci ] = DIFS + p
b
i
( 

1− qi +
qiTs
1− qi
)wi
2
. (8.26)
Similar to the analysis in Section 8.1.4.1, we can calculate the upper bound on qi, which equals 0.2.
When qi ∈ [0, 0.2], qi1−qi ≈ 1.1788qi and 11−qi ≈ 1 + 1.1788qi. Combining these approximations
with Equations (8.25) and (8.26),
E[dci ] = H1 + H2
[
1 + γ −
∏
j∈n¯i
(
1−Gj,i 2
Wj
)]wi
2
, (8.27)
where H1 ≡ DIFS, H2 ≡ 1.1788(Td + 
)pbi , γ ≡ 1.1788(Td+) and Gj,i ≡ βj,iλjTd. Note that
H1, H2, γ and Gj,i are all components of E[dci ] that are not related to contention window size and
cannot be controlled by relaying nodes.
Equation (8.27) shows that a node’s contention delay is determined by both its own contention
window size and the contention window sizes of all its competing neighbors. This implies three
things. First, if there is enough network capacity for all of the realtime flows, by finding the right
allocation of contention window sizes for nodes carry delay sensitive flows, the delay requirements
of these flows can be satisfied. Second, since Gj,i, which depends on the packet arrival process at
Node j, cannot be known to Node i, directly calculating the contention window allocation of Node
i is very difficult. A more feasible method, which is used by DDA, is to use an iterative algorithm
that adapts the contention window size at Node i based on local measurable information. Even
though Node i does not know Gj,i, Node i can still gradually set its wi to the right size. Third,
adapting the contention window size at Node i may affect the delay of other neighboring delay-
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sensitive flows. Therefore, it is very important that any contention window adaptation algorithm
does not cause system instability. In Section 8.3, we discuss how DDA iteratively adapts the
contention window sizes of nodes that carry delay-sensitive flows and Section 8.4 proves that DDA
does not cause system instability and that the converged point of DDA is the contention window
allocation that satisfies every delay-sensitive flow’s delay requirement.
8.3 Design of DDA (Distributed Delay Allocation)
For a delay-sensitive flow, there are both delay and throughput requirements. Since throughput is
maintained through the use of other methods, such as [24, 65, 70, 106] or the QPART framework
coupled with DBA (See Chapters 7 and 9 for details), the goal of DDA is to ensure that the end-to-
end packet delay is below the flow’s end-to-end delay requirement.
DDA provides delay assurance through the following process. First, the end-to-end delay
requirement is evenly broken down into per-hop delay requirements and the first few packets
of the flow piggyback the per-hop delay requirements to the relaying nodes. A relaying node,
Node i, then translates its per-hop delay requirement into the requirement for E[dci ] as discussed
in Section 8.1. Assuming that Node i only has one flow to relay and the requirement of the flow
on E[dci ] is Δi, Node i then controls its contention window size to ensure E[dci ] ≤ Δi. Since every
relaying node along the route of the flow locally limits E[dci ] below Δi, the aggregated end-to-end
delay is maintained below the flow’s requirement.
If Node i has multiple flows with different delay requirements on E[dci ], as discussed in Sec-
tion 6.3, Node i creates a new queue to hold the packets for each requirement. Each queue in Node
i has its own contention window size and backs off according to the channel state similar to an
IEEE 802.11 node. The intra-node scheduler transmits the packets from the queue whose backoff
timer expires first. DDA then can adapt the virtual node’s contention window size to satisfy the
delay requirements of flows belonging to this virtual node. Since the adaptation of contention
window size of a virtual node is the same as the adaptation of contention window size of a real
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node carrying one flow, in the reminder of the section, we refer to both virtual and real node as
“node”.
The key issue in the design of DDA is the contention window adaptation algorithm, which must
ensure E[dci ] ≤ Δi without causing instability in the system. Therefore, in this section, we discuss
the design of the contention window adaptation algorithm in DDA and Section 8.4 examines its
convergence.
To simplify the discussion of the algorithm design, we first introduce several simple notations.
First, we define vi ≡ 2wi . Then, we denote the set of vi for all active nodes in the network, which
essentially is the allocation of contention window sizes in the network, as v. Finally, to simplify
the part in Equation (8.27) that captures the effect of other nodes’ contention window sizes on the
delay of Node i, we denote
Ii(v) ≡
[
1 + γ −
∏
j∈n¯i
(1−Gj,ivj)
]
. (8.28)
Using the above new notations, Equation (8.27) becomes:
E[dci ] = H1 + H2
Ii(v)
vi
. (8.29)
Denoting N as the set of active nodes that carry delay-sensitive flows, to ensure that E[dci ] ≤ Δi
for any Node i ∈ N , according to Equation (8.29), vi must satisfy:
Δi ≥ H1 + H2 Ii(v)
vi
,∀i ∈ N. (8.30)
Solving for vi from Inequality (8.30),
vi ≥ H2Ii(v)
Δi −H1 ,∀i ∈ N. (8.31)
For the rest of nodes, denoted as set N , there is no requirement on their vis. Any contention window
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allocation v that satisfies Inequality (8.31) is a feasible contention window allocation, meaning
that this contention window allocation can satisfy the delay requirements of all delay-sensitive
realtime flows. According to queueing theory, the packet delay at a node is only bounded if the
packet departure rate matches the packet arrival rate at the node. Therefore, a contention window
allocation that satisfies the delay requirements of realtime flows does not affect the throughput
assurance provided by existing methods.
However, among all the feasible contention window allocations, allocations with smaller con-
tention window sizes introduce more contention collisions between competing flows, which wastes
both energy and bandwidth. Therefore, the smallest feasible v, in other words, the feasible
contention window allocation that has the largest contention window size, is the most preferable
contention window allocation. Hence, the desired convergent point of DDA, v∗, should satisfy:
v∗i =
H2Ii(v)
Δi −H1 ,∀i ∈ N. (8.32)
From Equation (8.29), Ii(v) at time t can be estimated as:
Ii(v(t)) = vi(t)
dci(t)−H1
H2
, (8.33)
where dci(t) is the average dci measured at time t. Based on Equations (8.32) and (8.33), the
contention window adaptation algorithm in DDA is designed as follows:
vi(n + 1) =
H2Ii(v(n))
Δi −H1 ,
= vi(n)
dci(n)−H1
Δi −H1 ,∀i ∈ N.
(8.34)
Equation (8.34) essentially means that, at each iteration, the contention window size at Node i
is set to be the largest contention window size that can ensure E[dci ] ≤ Δi, assuming that other
nodes do not change their contention window sizes. This contention window adaptation algorithm
is very easy to implement since H1 = DIFS is known and dci(n) can be measured locally by
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Node i. Essentially, at each iteration of the algorithm, Node i only needs to compare its current
average contention delay dci with the contention delay requirement Δi based on Equation (8.34). If
dci is smaller than Δi, Node i increases its contention window size. If dci is larger than Δi, Node i
decreases its contention window size.1.
However, when Node i adapts its vi, not only does it change its own delay, it also affects the
contention delays of its neighboring nodes that are also in N , which in turn affects their contention
window adaptation. Therefore, an important question is whether DDA can converge if there is a
valid allocation of contention window sizes that satisfies the per-hop delay requirements at all the
nodes in the network. The answer to this question is presented in Section 8.4.
8.4 Convergence of DDA
This section analyzes the convergence property of DDA. The proof consists of three steps. In
the first step, we translate DDA into its vector form and prove that this vector form has three
properties. These properties are used in the second and third steps to analyze the convergence
property of DDA. In the second step, we examine the ideal situation, called the synchronous case,
where all nodes in N update their contention window size synchronously and their estimation of
I(v) is always accurate and up to date. In this ideal case, we prove that if there exists a feasible
allocation of contention window sizes that satisfies the delay requirements of every node, DDA
always converges to a feasible solution. In the third step, we study the asynchronous case, where
nodes may update their contention window size asynchronously and their estimation of I(v) may
be outdated. We show that DDA still converges to a feasible solution, if a feasible solution exists.
1Since the contention window size is under the control of DDA, there is no exponential increase of contention
window size after a collision
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8.4.1 The Vector Form of DDA
To examine whether the network is stable under the control of DDA, we need to consider how the
contention window allocation in the whole network changes at each iteration of DDA. Therefore,
we need to map Equation (8.34), which only shows how an individual node adapts its own con-
tention window size, to a vector form, which describes the changes in contention window allocation
for all nodes.
To map Equation (8.34) to a vector form, note that only nodes in set N adapt their contention
window sizes. Denoting u = {vi : ∀i ∈ N} and u¯ = {vi : ∀i ∈ N}, only u is affected by DDA
and u¯ is fixed. To capture the mutual effects between the contention window adaptations of the
nodes in N , we define an interference function, L(u), as follows:
L(u) = {Li(u)|i ∈ N}, (8.35)
where Li(u) =
H2Ii(v)
Δ−H1 =
H2Ii(u ∪ u¯)
Δ−H1 . (8.36)
Using L(u), the vector form of DDA can be expressed as:
u(n+ 1) = L(u(n)). (8.37)
From Inequality (8.31), a u is a feasible solution if and only if:
u ≥ L(u). (8.38)
We next present the three properties of L(u) that we will use to prove the convergence of DDA
for both the synchronous case and the asynchronous case.
Theorem 4 For ∀u > 0, L(u) has the following properties:
1. Positivity: L(u) is positive.
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2. Monotonicity: If two contention window allocations u and uˆ satisfy u ≥ uˆ, then L(u) ≥
L(uˆ).
3. Scalability: For all φ > 1, φL(u) > L(φu).
Proof:
1. Since the smallest possible contention delay for a node is DIFS, it is reasonable to assume
that Δ is larger than DIFS. Hence, according to Equation (8.36), L(u) is positive.
2. If u ≥ uˆ, 1−Gj,ivj ≤ 1−Gj,ivˆj,∀j ∈ N and 1−Gj,ivj = 1−Gj,ivˆj,∀j ∈ N . Combining
this with Equation (8.28), Ii(u ∪ u¯) ≥ Ii(uˆ ∪ ˆ¯u),∀i. Therefore, L(u) ≥ L(uˆ).
3. Note that for φ > 1, φL(u) > L(φu) holds if and only if φIi(u ∪ u¯)− Ii(φu ∪ u¯) > 0,∀i.
Based on Equation (8.28),
φIi(u ∪ u¯)− Ii(φu ∪ u¯)
= (φ− 1)(1 + γ)−∏j∈n¯i∩N(1−Gj,ivj)
×
[
φ
∏
j∈n¯i∩N(1−Gj,ivj)−
∏
j∈n¯i∩N(1−Gj,iφvj)
]
.
(8.39)
To demonstrate that φIi(u ∪ u¯)− Ii(φu ∪ u¯) > 0 from Equation (8.39), note that Lemma 1
shows:
φ
m∏
j=1
(1−Gj,ivj)−
m∏
j=1
(1−Gj,iφvj) ≤ φ− 1,∀m > 0. (8.40)
Combining Equation (8.40) with Equation (8.39) and based on the fact that (1−Gj,ivj) ≤ 1,
φIi(u ∪ u¯)− Ii(φu ∪ u¯) ≥ (φ− 1)(1 + γ)− (φ− 1) > 0. (8.41)
Therefore, ∀φ > 1, φL(u) > L(φu).
Lemma 1 For any m ≥ 1, φ∏mj=1(1−Gi,jvj)−∏mj=1(1−Gi,jφvj) ≤ φ− 1.
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Proof: This lemma can be proved using induction. Note that for m = 1, φ(1 − Gi,1v1) −
(1−Gi,1φv1) = φ− 1. Assume that for m = k, k ≥ 1,
φ
k∏
j=1
(1−Gi,jvj)−
k∏
j=1
(1−Gi,jφvj) ≤ φ− 1. (8.42)
Then for m = k + 1,
φ
∏k+1
j=1(1−Gi,jvj)−
∏k+1
j=1(1−Gi,jφvj)
= φ
∏k
j=1(1−Gi,jvj)(1−Gi,k+1vk+1)
−∏kj=1(1−Gi,jφvj)(1− φGi,k+1vk+1)
= [φ
∏k
j=1(1−Gi,jvj)−
∏k
j=1(1−Gi,jφvj)]
+φGi,k+1vk+1[
∏k
j=1(1−Gi,jφvj)−
∏k
j=1(1−Gi,jvj)].
Since φ > 1,
∏k
j=1(1−Gi,jφvj)−
∏k
j=1(1−Gi,jvj) < 0. Therefore, Based on Equation (8.42),
φ
∏k+1
j=1(1−Gi,jvj)−
∏k+1
j=1(1−Gi,jφvj)
< [φ
∏k
j=1(1−Gi,jvj)−
∏k
j=1(1−Gi,jφvj)] ≤ φ− 1.
Hence, Lemma 1 is true.
These three properties ofL(u) in Theorem 4 are used in Sections 8.4.2 and 8.4.3 to demonstrate
DDA’s convergence property.
8.4.2 Convergence in the Synchronous Case
In this section, we analyze the convergence property of DDA in the synchronous case based on
the properties of L(u) from Theorem 4. In Section 8.4.3, the asynchronous case is analyzed. 2 To
prove that DDA converges in the synchronous case, Theorem 5 shows that the fixed point of DDA
is unique. Then, Theorem 6 shows that DDA converges to this unique fixed point starting from
2Similar proofs for both the synchronous and asynchronous cases can be found in prior works that study power
control schemes in CDMA systems [109].
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any initial contention window allocation, if there exists at least one feasible contention window
allocation.
Theorem 5 If DDA in Equation (8.34) has a fixed point, that fixed point is unique.
Proof: If u∗ and uˆ∗ are distinct fixed points, v∗j = Lj(u∗) and vˆ∗j = Lj(uˆ∗) for ∀v∗j ∈ u∗
and vˆ∗j ∈ uˆ∗. Without loss of generality, assume that there exists j such that v∗j < vˆ∗j . Hence, there
exists φ > 1 such that φu∗ ≥ uˆ∗ and for some j, φv∗j = vˆ∗j . From the monotonicity and scalability
properties of L(u),
vˆ∗j = Lj(uˆ
∗) ≤ Lj(φu∗) < φLj(u∗) = φv∗j . (8.43)
Since vˆ∗j = φv∗j , we have found a contradiction, implying that the fixed point must be unique.
Theorem 5 shows that DDA has at most one fixed point. However, we still need to show
that this unique fixed point u∗ exists and that DDA converges to this fixed point asymptotically,
which are demonstrated in Theorem 6. The proof of Theorem 6 works as follows. Starting from
an initial contention window allocation u, n iterations of DDA produce a sequence of contention
window allocations {L1(u),L2(u) · · ·Ln(u)}. In Lemma 2 and Lemma 3, we identify two special
sequences of contention window allocations that eventually converge to u∗. By showing that any
sequence of contention window allocations generated by DDA can be bounded by these two special
sequences, we prove the convergence of DDA starting from any initial allocation u.
Lemma 2 If u is a feasible contention window allocation, then Ln(u) is a monotonically non-
increasing sequence of feasible contention window allocations that converges to a unique fixed
point u∗.
Proof: This Lemma can be proved by induction. First, let u(0) = u and u(n) = Ln(u).
Since u is a feasible contention window allocation, according to Inequality (8.38), u(0) ≥ L(u(0)) =
u(1). Second, suppose u(n−1) ≥ u(n). Then, based on the Monotonicity of L(u), L(u(n−1)) ≥
L(u(n)). Therefore, based on Equation (8.37), u(n) ≥ u(n+1). Hence, u(n) is a non-increasing
sequence of contention window allocations. Since the sequence u(n) is bounded below by zero,
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u(n) must converge to a fixed point u∗. Based on Theorem 5, u∗ is unique. Therefore, u(n) must
converge to a unique fixed point u∗
Lemma 3 If there exists a feasible contention window allocation, then starting from z, the all zero
vector, DDA produces a monotonically non-decreasing sequence of contention window allocations
Ln(z) that converges to the unique fixed point u∗.
Proof: This lemma can be proved by induction. Let z(n) = Ln(z) and z(0) = z. Based
on Lemma 2, the existence of a feasible solution implies the existence of a unique fixed point u∗.
Obviously, z(0) < u∗. Suppose for some n ≥ 0, z(n) ≤ u∗. According to the monotonicity of
L(u) in Theorem 4,
z(n + 1) = L(z(n)) ≤ L(u∗) = u∗. (8.44)
Therefore, the sequence z(n) is bounded by u∗ from above. In addition, note that z(1) = L(z) ≥ z.
Suppose z ≤ z(1) ≤ · · · ≤ z(n). The monotonicity of L(u) implies:
z(n + 1) = L(z(n)) ≥ L(z(n− 1)) = z(n). (8.45)
Hence, z(n) is a non-decreasing sequence and bounded by u∗ from above. Combined with the
uniqueness of DDA’s fixed point, z(n) must converge to the unique fixed point u∗.
Theorem 6 If there exists a feasible contention window allocation, then for any initial contention
window allocation u, DDA converges to a unique fixed point u∗.
Proof: According to Lemma 2, the existence of a feasible contention window allocation
implies the existence of a unique fixed point u∗. Since v∗j > 0 for ∀v∗j ∈ u∗, for any initial u,
we can find φ ≥ 1 such that φu∗ ≥ u. By the scalability property, φu∗ = φL(u∗) ≥ L(φu∗).
Therefore, φu∗ must be feasible. Since z ≤ u ≤ φu∗, the monotonicity property implies:
Ln(z) ≤ Ln(u) ≤ Ln(φu∗). (8.46)
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Since Lemma 2 and Lemma 3 imply that limn→∞ Ln(φu∗) = limn→∞ Ln(z) = u∗, combined with
Equation (8.46), we get limn→∞ Ln(u) = u∗. Therefore, DDA converges to u∗.
We have shown that for any initial contention window allocation u, DDA converges to a unique
fixed point u∗ whenever a feasible contention window allocation exists. It is worth noting that
Lemma 2 and Theorem 6 confirm our initial intuition about DDA. Recall that in DDA, each node
in N chooses the largest feasible contention window size at each iteration with the assumption that
the other nodes do not change their contention window sizes. We expect that by doing so, DDA’s
convergent point will be the feasible contention window allocation that has the largest contention
window size. This is essentially confirmed by Lemma 2 and Theorem 6, since Lemma 2 implies
that for any feasible contention window allocation u, u ≥ u∗ and Theorem 6 shows that DDA
always converges to u∗.
8.4.3 Convergence in the Asynchronous Case
Although we have proved that DDA converges to a unique fixed point whenever a feasible solution
exists, the proof assumes that the iterations of DDA are run synchronously at each node in N ,
which is hard to achieve in ad hoc networks. Therefore, it is important to investigate whether
DDA converges under asynchronous conditions. By asynchronous, we mean that some nodes
may perform DDA iterations faster and execute more iterations than others and some nodes may
perform the iterations using outdated information. In this section, we show that even under the
asynchronous case, DDA still converges to the unique fixed point u∗ whenever a feasible solution
exists. The proof for DDA’s convergence in the asynchronous case is composed of two steps. First,
we translate DDA in Equation (8.34) to its asynchronous counterpart. Then we show that this
asynchronous version of DDA still converges.
To translate DDA to its asynchronous version, let vi(t) be the value of vi at time t, so that
u(t) = {vj(t),∀j ∈ N}. Note that Node i’s estimation of the interference function may be
outdated since Node i may have some delay in estimating dci . Additionally, due to the randomness
of channel access, Node i’s neighbors’ adjustments of contention window sizes may not affect
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Node i’s delay immediately. Therefore, we assume that when Node i adjusts its vi at time t, its
adjustment is performed based on the effect of an outdated contention window allocation:
u(τ i(t)) = {vj(τ ij(t)),∀j ∈ N}, (8.47)
where 0 ≤ τ ij(t) ≤ t and τ i(t) = {τ ij(t),∀j ∈ N}. Since nodes in the network may update their
contention window sizes at different times, we denote the set of times at which Node i updates its
contention window size as T i. Given the sets {T i, i ∈ N}, the asynchronous version of DDA can
be expressed as:
vi(t + 1) =
⎧⎪⎨⎪⎩ Li(u(τ
i(t))) t ∈ T i
vi(t) otherwise.
∀i ∈ N (8.48)
Next, we show that the asynchronous version of DDA in Equation (8.48) still converges using
the Asynchronous Convergence Theorem in [8], which is repeated in Theorem 7.
Theorem 7 Given an asynchronous iterative algorithm
xi(t + 1) =
⎧⎪⎨⎪⎩ fi(x1(τ
i
1(t)), · · · , xn(τ in(t))) ∀t ∈ T i,
xi(t) otherwise,
(8.49)
if there is a sequence of nonempty sets {X(k)} with
· · · ⊂ X(k + 1) ⊂ X(k) ⊂ · · · ⊂ X(0) (8.50)
satisfying the following two conditions and the initial solution estimate x(0) belongs to the set
X(0), then every limit point of x(t) = {x1(t), x2(t) · · ·xn(t)} is a fixed point for f = {f1, f2, · · · , fn}.
The two conditions are:
1. (Synchronous Convergence Condition)
f(x) ∈ X(k + 1),∀k and x ∈ X(k). (8.51)
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Furthermore, if {y(k)} is a sequence such that y(k) ∈ X(k) for every k, then every limit
point of {y(k)} is a fixed point of f .
2. (Box Condition) For every k, there exist sets Xi(k) ⊂ Xi(0) such that X(k) = X1(k) ×
X2(k)× · · · ×Xn(k).
Using Theorem 7, we can prove the convergence of DDA as shown below in Theorem 8.
Theorem 8 If there is a feasible solution, then from any initial contention window allocation u(0),
DDA converges to a unique fixed point u∗.
Proof: Note that Theorems 5 and 6 show that if there is a feasible solution, DDA has a unique
fixed point u∗. Denoting the all zero vector as z and choosing a large enough φ > 1, we can have
φu∗ ≥ u(0) ≥ z. Given
X(k) = {u|Lk(z) ≤ u ≤ Lk(φu∗)}, (8.52)
it is easy to see that for all k ≥ 0, X(k) = X1(k) × X2(k) × · · · × Xn(k), where Xi(k) =
{vi|Lki (z) ≤ vi ≤ Lki (φu∗)}. Therefore, X(k) satisfies the box condition.
Lemma 2 and Lemma 3 imply that X(k + 1) ⊂ X(k),∀k ≥ 0 and, for ∀k ≥ 0 and ∀u ∈
X(k), L(u) ∈ X(k + 1). In addition, since limk→∞ Lk(φu∗) = limk→∞ Lk(z) = u∗, any
sequence {uˆ(k)} such that uˆ(k) ∈ X(k) for all k must converge to u∗. Note that u, uˆ and
L(u) correspond to x, y and f(x) in the statement of Theorem 7 respectively. Therefore, X(n)
satisfies the synchronous convergence condition.
Since the initial contention window allocation u(0) satisfies u(0) ∈ X(0), Theorem 7 implies
that DDA converges to u∗.
In summary, we have shown that if there exists at least one feasible contention window alloca-
tion, DDA converges to a unique fixed point starting from any initial contention window allocation,
regardless whether it is run synchronously or asynchronously. This fixed point is the feasible
contention window allocation that has the largest contention window sizes.
144
Flow 2
Flow 1
200m 200m
260m
200m
200m 200m
Figure 8.3: Simulation topology
8.5 Evaluation
The goal of our evaluation is to demonstrate the performance of DDA in terms of its ability to
provide delay assurance to delay-sensitive flows while at the same time achieving high network
utilization. Our evaluation is conducted in both simple topologies with two flows (Sections 8.5.1
and 8.5.2) and randomly generated large topologies with 20 flows (Section 8.5.3). We compare the
performance of DDA with SWAN [2] and IEEE 802.11 using the NS2 simulator [34]. We choose
SWAN since it also aims to provide delay assurance with low overhead by using admission control
based on delay measurements and adapting the sending rate of best effort traffic. We also compare
DDA with IEEE 802.11 as a baseline for comparison. The NS2 implementation of SWAN is the
latest distribution by the SWAN project. The routing protocol used in the simulations is DSR [49].
The channel bandwidth is 11Mbps. The transmission range is 250m and the carrier-sensing range
is 550m.
8.5.1 End-to-End Delay Assurance
To illustrate DDA’s ability to provide end-to-end delay assurance, we simulate two flows competing
with each other in a simple topology as shown in Figure 8.3. Flow 1 and Flow 2 are both
delay sensitive realtime flows with an end-to-end delay requirement of 30ms. Flow 1 sends 10
packets/second and Flow 2 sends 190 packets/second. Although the throughput of both flows
match their throughput requirements (due to the space limitations, the throughput of flows are not
presented), the end-to-end delay of the two flows are quite different under IEEE 802.11, SWAN
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Figure 8.4: End-to-end delay when both flows are delay-sensitive flows
and DDA as shown in Figure 8.4, where the solid line represents the end-to-end delay requirement.
Since Flow 1 has a larger hop count, Flow 1’s end-to-end delay is much larger than the end-to-end
delay requirement under IEEE 802.11 and SWAN due to their lack of per-hop delay management.
DDA, however, can translate the end-to-end delay requirement into per-hop delay requirements
and manage the delay at each hop. Therefore, the average end-to-end delay of both flows can be
managed below their end-to-end delay requirement.
8.5.2 Delay Assurance in the Presence of Best Effort Traffic
To illustrate DDA’s ability to provide assurance of end-to-end delay in the presence of best effort
traffic, we run a similar simulation as in Section 8.5.1 except that Flow 2 is set to be a best
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effort TCP flow. Since Flow 2, as a best effort flow, always competes for channel bandwidth
and IEEE 802.11 has no QoS-aware management, Flow 1’s end-to-end delay can be as high as
several seconds as shown in Figure 8.5(a). Both SWAN and DDA, however, maintain the end-
to-end delay of Flow 1 below its requirement. SWAN achieves this by adapting the transmission
rate of Flow 2, while DDA achieves this through adapting the contention window size of Flow 1.
However, compared to IEEE 802.11, SWAN greatly increases the delay of Flow 2 and reduces its
throughput significantly as shown in Figure 8.5. (Note the scales for end-to-end delay are different
for Figures 8.5(a), (b) and (c).) DDA, however, only increases the delay and reduces the throughput
of Flow 2 slightly, demonstrating DDA’s excellent ability to maintain high network utilization.
8.5.3 Delay Assurance in Large Networks
In this section, we evaluate DDA by varying the rate of the delay-sensitive flows and the type of
its competing flows in large randomly generated topologies. To measure the performance of DDA,
we use two metrics. The first metric is delay violation, which is the average end-to-end delay of a
flow below its delay requirement and equals
(average end-to-end delay) - (delay requirement)
(delay requirement) .
The second metric is the total network throughput, which essentially examines whether a protocol
affects the capacity of the network.
The simulations are run in 84 randomly generated 1000m×1000m networks with 80 nodes. In
the first set of simulations, 10 delay-sensitive flows with 50ms delay requirements are competing
with 10 best effort TCP flows. Figures 8.5.3 and 8.5.3 show the average delay violations and total
network throughput as the rates of the delay-sensitive flows range from 10 to 100 packets/second.
Both SWAN and IEEE 802.11 show significant amounts of delay violations, while in DDA, delay
violations are always 0, demonstrating DDA’s excellent ability to keep delay assurance in the
presence of best effort flows. In addition, DDA has a higher total network throughput than SWAN
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since SWAN unnecessarily reduces the throughput of best effort traffic and hurts the capacity of
the network.
To ensure that DDA can provide delay assurance in the presence of throughput-sensitive flows,
in the second set of simulations, we change the competing flows from TCP flows to CBR flows
and set the rates of the CBR flows to be the same as the delay-sensitive realtime flows. As shown
in Figure 8.5.3, the delay violations of DDA are 0 while IEEE 802.11 and SWAN show significant
delay violations as the load on the network increases. As shown in Figure 8.5.3, the total network
throughput of DDA in this case is also comparable to both IEEE 802.11 and SWAN, showing that
DDA does not hurt the capacity of network when competing with throughput-sensitive flows.
8.6 Summary
In response to the limitations of current scheduling algorithms for supporting delay-sensitive re-
altime flows, in this thesis, we introduce a new protocol DDA, which provides delay assurance to
delay-sensitive realtime flows. Based on intensive analysis of the distribution of packet delay, we
show that by allocating contention window sizes, delay assurance can be provided. Based on this
observation, we design DDA, which iteratively adapts the contention window sizes of nodes that
carry delay-sensitive traffic and converges to a contention window allocation that ensures every
delay-sensitive flow’s delay requirement. DDA is simple, lightweight and does not impose any
communication overhead. Every node running DDA only needs local measurable information.
Simulations compare the performance of DDA with SWAN and IEEE 802.11 and demonstrate
DDA’a ability to provide delay assurance.
Currently, the end-to-end delay requirements of a realtime flow is evenly divided along the
route of the the flow and DDA is used to maintain the per-hop delay requirements of the flow.
However, the network performance may be further improved if we could allocate larger per-hop
delay requirements for congested areas and allocate smaller per-hop delay requirements for less
congested areas. V. Kanodia et al. [50] have proposed several heuristic algorithms to dynamically
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change per-hop delay requirement of a flow. The stability of such heuristic algorithms remain to
be examined. In the future, we plan to examine the relationship between network congestion level
and expected delay of flows so that we can analyze and design different methods for breaking
end-to-end delay requirements to per-hop delay requirements.
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Figure 8.5: Throughput and end-to-end delay when Flow 2 is a TCP flow
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Figure 8.6: Delay-sensitive flows compete with TCP flows
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Figure 8.7: Delay-sensitive flows compete with CBR flows
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Chapter 9
Distributed Throughput Assurances and
Rate Policing in Ad Hoc Networks
In Chapter 8, we discuss the DDA algorithm, which can be used in the QoS-aware scheduler of
the MAC approach to achieve end-to-end delay assurance for realtime flows. To fully support
realtime traffic, we also need to support throughput assurance for throughput-sensitive realtime
flows. In addition, we need to police best effort traffic so that best effort traffic can adjust their
transmission rates to accommodate the demands of realtime flows. Therefore, in this chapter, we
propose another two heuristic contention window adaptation algorithms, named DBA (Distributed
Bandwidth Allocation) and BEP (Best Effort Policing). DBA adapts contention windows to
provide throughput assurance for realtime traffic and BEP polices the rate of best effort flows
to ensure the QoS of realtime traffic. In this chapter, we also evaluate the combination of all of the
three scheduling algorithms, including DDA, DBA and BEP.
The remainder of the chapter is organized as follows. Section 9.1 discusses how to use con-
tention window adaptation to support throughput assurance. Section 9.2 examines how to regulate
the transmission rate of best effort flows through contention window control. Section 9.3 sum-
marizes the design of the QoS-aware Scheduler of the MAC approach, including the scheduling
algorithms DDA, DBA and BEP, which are proposed in this Chapter and Chapter 8. Section 9.4
evaluates the performance of the three scheduling algorithms when they are combined together.
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9.1 Throughput-assurance for Throughput-sensitive Flows
For a throughput-sensitive flow, the dominant QoS requirement is throughput, which requires that
at each node along the flow’s route, the packet arrival rate of the flow should match the packet
departure rate of the flow. According to queueing theory, the flow’s queue length should be finite.
Therefore, by maintaining a constant queue length, the throughput of the flow can be sustained.
Hence, the DBA (Distributed Bandwidth Allocation) algorithm updates the minimum contention
window periodically as follows:
W (n+1) = W (n) + β(q −Q(n)), (9.1)
where q is a threshold value of the queue length that is smaller than the maximum capacity of
the queue, Q represents the actual queue length and β is a positive constant. If Q is larger than
q, the algorithm decreases W to increase the packet departure rate to decrease queue length. If
Q is smaller than q, the algorithm increases W to decrease the packet departure rate and free
up resources for other flows. As the queue size varies around the threshold value q, the average
throughput of the flow matches its requirement. The threshold size q should be much smaller than
the capacity of the queue so that a burst of traffic does not cause packet loss due to queue overflow.
Currently we set q according to the guidelines provided in the popular queue management protocol
RED [36].
9.2 Rate Policing of Best Effort Flows
Best effort flows are tolerant to changes in service levels and do not have any hard requirements
about bandwidth or packet delay. Since there is no per-flow service requirement, the purpose of
updating the minimum contention window size of best effort flows is to regulate best effort flows
so that they can adjust their transmission rates to accommodate the QoS requirements of realtime
flows and avoid congesting the network. To achieve this, the minimum contention window of best
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effort flows is updated by our BEP (Best Effort Policing) algorithm as follows:
W (n+1) = W (n) × (1 + γ(f − F (n))), (9.2)
where f is a congestion threshold for idle channel time, F is the actual idle channel time and γ is a
positive constant. Here, idle channel time is defined as the average length between two consecutive
busy periods of the channel, which decreases as the load on the network increases.
The iterative algorithm in Equation (9.2) updates the minimum contention window size of best
effort flows to avoid network congestion. When the average idle channel time F is smaller than
the threshold value f , the network is considered congested and the minimum contention window
size of the best effort traffic is increased to avoid decreasing the service level of realtime traffic.
On the other hand, if the network is lightly loaded so that the idle channel time is larger than f , the
minimum contention window size of best effort traffic is decreased so that the idle bandwidth can
be utilized.
As discussed in Chapter 7, when the congestion level of the network reaches a realtime flow’s
rejection threshold, this realtime flow will be selected to be dropped by the resource resolver.
Therefore, adaptation algorithm of best effort flows must be carefully designed so that they do not
cause rejections to any realtime flows. Since best effort flows maintain the network’s idle channel
time around the congestion threshold, to ensure that contention from best effort flows does not
decrease the idle channel time below the rejection thresholds of realtime flows, the congestion
threshold of best effort flows should always be higher than the maximum rejection threshold of
realtime flows, pmax× θ+ ν. Therefore, as the network load increases, the best effort flows are the
first to reduce their rates before any realtime flow is rejected.
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9.3 Summary of Our QoS-aware Scheduling Algorithms
The design of the contention window adaptation algorithms discussed above and in Chapter 8
ensures that realtime flows dynamically adjust their contention parameters to meet their own QoS
needs. A realtime flow that did not get its required QoS in the past due to competition from other
flows decreases its minimum contention window size so that statistically it will have a higher
chance to obtain the channel in the future. A best effort flow, on the other hand, increases its
minimum contention window size when the network is considered congested and hence releases
the channel to the realtime flows. The random generated backoff counter ensures that the channel
access attempts from different flows are spread out and do not cause a lot of collision. Contrary
to [50, 67], in our MAC approach, no neighborhood scheduling tables and piggy-backed schedule
information are needed. Therefore, there is no control message overhead imposed by our approach
and the schedules of packets are not affected by channel errors. Since the QoS-aware Scheduler
does not require any knowledge of channel capacity, variations in the channel capacity do not affect
the performance of our approach.
9.4 Evaluation
In this section, we evaluate the performance of our approach, including the combination of its
scheduling algorithms proposed in both this Chapter and Chapter 8 and the QPART framework
proposed in Chapter 7. The packets of delay-sensitive realtime flows are scheduled by DDA
algorithm, the packets of throughput-sensitive realtime flows are scheduled by DBA algorithm
and the BEP algorithm schedules the packets of best effort flows. To evaluate the effectiveness
of our scheduling algorithm, we compare the performance of our approach with SWAN [2] using
the NS2 simulator [34]. The NS2 implementation of SWAN is the latest distribution by the SWAN
project. The framework QPART is implemented using the age-based priority policy, where existing
realtime flows have higher priorities than new realtime flows. The routing protocol used in the
simulations is DSR [49]. The channel bandwidth is 11Mbps. The evaluation demonstrates the
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CW update interval 0.1s Priority update interval 0.1s
α 0.1 β 1 γ 0.1 q 5 pkts
f 1ms θ 2μs h 0.1ms δ 2ms
pmax 250
Table 9.1: Configuration of parameters
performance of our MAC approach in terms of its ability to provide QoS-aware scheduling based
on the types of flows and its ability to maintain both delay and bandwidth assurance to flows in
both single and multihop networks. The configuration of the parameters used in our approach are
shown in Table 9.1.
9.4.1 QoS-aware Scheduling
To demonstrate our approach’s ability of schedule packets according to QoS requirements of flows,
we simulate two five-hop flows competing with each other for bandwidth as shown in Figure 9.1.
Flow 1 starts at time 20s and is delay-sensitive with a delay requirement of 20ms. Flow 2 starts at
time 55s and is throughput-sensitive. The rates of Flow 1 and Flow 2 are both 30 512Byte packets
per second. Figures 9.2 and 9.3 show the delay in log scale and the throughput of the two flows. The
delay bound of Flow 1 is indicated by the solid line in Figure 9.2. It can be seen that our approach
successfully schedules Flow 1 and Flow 2 according to their different requirements. Our approach
maintains the delay of Flow 1 constantly below its delay requirement at the cost of increasing
the delay of Flow 2, which is acceptable since Flow 2 is throughput-sensitive and our approach
maintains its throughput assurance (see Figure 9.3). SWAN, however, does not understand the
different service requirements of the flows so that both flows experience large delays after Flow 2
starts. Additionally, SWAN does not maintain a stable throughput for Flow 2 from 55s to 80s due
to its slow response to queue length increases.
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9.4.2 QoS Assurance in Single-hop Networks
In this section, we compare our approach and SWAN’s ability to keep QoS assurance in single hop
networks. The simulation area is 500m×500m square and every flow is one hop. Each simulation
runs for 200 seconds.
The first set of simulations examines our approach’s ability to keep QoS assurance to delay-
sensitive flows using DDA algorithm. Flow 1 is delay-sensitive with a delay requirement of 5ms
and a rate of 40 512Byte packets per second. At time 1s, Flow 1 starts and then 8 to 32 competing
flows are injected into the network. To vary the load on the network, the types of competing flows
are varied from throughput-sensitive CBR flows to delay-sensitive CBR flows with 10ms delay
requirements and then to best effort FTP flows. The rate of the competing CBR flows are varied
from 20 pkts/second to 50 pkts/second. Figure 9.4 shows the log-scale packet delay of Flow 1
under our approach and SWAN, where the legends describe the types and rates (pkts/sec) of Flow
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Figure 9.4: Delay assurance to Flow 1 (single hop).
1’s competing flows. It can be seen that our approach maintains the delay of Flow 1 below its
delay requirement under all circumstances while SWAN violates its delay assurance to Flow 1 in
all scenarios as the load of the network increases.
To examine our approach’s ability to keep QoS assurance to throughput-sensitive flows, the
settings in the second set of simulations are the same as the first simulation, except that Flow 1 is
throughput-sensitive. Figure 9.5 shows the throughput of Flow 1 under our approach and SWAN.
It can be seen that our approach maintains the throughput of Flow 1 while SWAN violates its
bandwidth assurance to Flow 1 as the network load increases.
9.4.3 QoS Assurance in Multihop Networks
For our final evaluation, we compare our approach and SWAN’s ability to keep QoS assurance
for multihop flows. In the simulation, there are 8 delay-sensitive flows, 8 throughput-sensitive
flows and 8 best effort FTP flows that try to start consecutively during the first 115 seconds of
the simulation. The sources and destinations of the flows are randomly selected from 100 nodes
located in a 1000m × 1000m square. The hop counts of flows range from 1 to 7. Each delay
sensitive flow has a delay requirement of 100ms and generates 50 80Byte packets per second.
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Figure 9.5: Bandwidth assurance to Flow 1 (single hop).
Each throughput-sensitive flow generates 50 512Byte packets per second. The packet size of FTP
flows is 512Byte. Figure 9.6 shows the average delay of the delay-sensitive flows and the violation
of bandwidth assurance to throughput-sensitive flows, where the violation of bandwidth assurance
is the total throughput of the admitted flows subtracted by the total packet generation rate of these
flows. our approach maintains the delay of the admitted delay-sensitive flows below their 100ms
delay requirement and shows no violations to the bandwidth assurance. SWAN, however, admits
too many flows so that both the delay and bandwidth of its flows degrade as the load of the network
increases. In addition, Figure 9.6 (a) also shows that SWAN has large peaks in the packet delay.
These peaks are due to the DSR route discovery messages that flood the network whenever a new
flow is added to the network. our approach’s packet delay, however, is not affected by the route
discovery messages. This is because the route discovery messages are put at the head of the best
effort traffic queue and the QoS-aware Scheduler automatically adapts the contention window sizes
of realtime traffic and best effort traffic to maintain the delay for delay-sensitive flows. Therefore,
our approach provides more stable packet delay and throughput than SWAN.
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Figure 9.6: Service assurance to multihop flows
9.5 Summary
Following the DDA algorithm, which provides delay-assurance, in this chapter, we introduce
another two more scheduling algorithms, DBA and BEP, that can be used in our approach to
support throughput-assurance for throughput-sensitive realtime flows and rate policing for best
effort traffic. Similar to DDA, these two algorithms do not require the network to maintain resource
reservation states at c-neighbors and have very low message overhead since complex signaling is
not needed. Through simulations, we combine DDA and these two scheduling algorithms together
and compare the performance of our approach with SWAN. Simulation results demonstrate that
our approach has great ability to provide delay and bandwidth commitments to realtime flows.
Currently, the two scheduling algorithms DBA and BEP are still heuristic since their stability
has not been proved theoretically. In the future, we will try to provide similar analysis as DDA
to these two scheduling algorithms to understand their properties. For example, we would like
to understand whether DBA is able to always achieve a feasible allocation of contention window
sizes without rejecting some flows when a feasible allocation of contention window sizes exists
for all flows. We would also like to investigate whether DBA and BEP are stable and the effects of
different values of the parameters, including q, f , θ and h, on the stability and response speed of
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our approach to the dynamics of the system.
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Chapter 10
Optimal Resource Allocations for Best
Effort Traffic in Wireless LANs
In Chapters 7, 8 and 9, we mainly focus on providing QoS support to realtime flows. In this
Chapter, we focus solely on best effort flows and examine bandwidth allocation between best effort
flows using contention window adaptation. Contrary to realtime traffic that usually has a certain
rate, best effort traffic tends to be “elastic”, since it always has backlogged packets and adjusts the
rates of flows to fill the available bandwidth.
Since elastic traffic can adapt to changes in available bandwidth, the focus of this chapter is
fair and efficient bandwidth allocation between elastic flows for a single hop wireless network.
While efficiency can be defined in terms of the throughput of a network, fairness must be defined
in the context of the requirements of the nodes using the network. For example, fairness may
mean that every competing flow in the network obtains the same bandwidth, that the share of
bandwidth to a flow is proportional to its priority, or that the highest priority flow should obtain
all of the bandwidth. Due to these different goals, it is desirable to support any definition of
fairness using dynamic contention window control. To addresses this requirement, we proposed
a novel distributed contention window control algorithm, called GCA (General Contention win-
dow Adaptation), which can allocate channel bandwidth with efficient channel utilization and an
arbitrary definition of fairness.
There are four major contributions of the GCA algorithm. First, we identify and model, for the
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first time, a variety of fair bandwidth allocation problems as an optimization problem for contention
window assignment. Second, we present the design of GCA, a fully distributed contention window
control algorithm that is proved to converge to the exact solution of the optimization problem.
Third, by studying the properties of the stable point of GCA, we show that efficient channel
utilization can also be achieved by controlling this stable point of GCA. Finally, we demonstrate
that GCA provides a systematic scheme to generalize and evaluate related approaches by showing
that many existing heuristic-based algorithms for dynamic contention window control can be
analyzed by the GCA approach.
This chapter is organized as follows. Section 10.1 establishes the relationship between band-
width allocation and contention window size. In Section 10.2, we model, for the first time, an
arbitrary fairness definition as an optimal contention window assignment problem. Section 10.3
introduces our contention window control algorithm, GCA, and Section 10.4 proves that GCA
converges to the optimal contention window assignment problem. Section 10.5 shows how GCA
can achieve high channel utilization. Section 10.6 discusses guidelines for implementing GCA.
In Section 10.7, we analyze several existing dynamic contention window algorithms using the
methods developed in the analysis of GCA. Section 10.8 presents the evaluation of GCA. Finally,
Section 10.9 concludes this chapter and discusses future research.
10.1 Bandwidth Allocation and Contention Window Size
To realize fair bandwidth allocation by adapting contention window sizes, it is essential to under-
stand the relationship between bandwidth allocation and contention window size. According to the
results in [63],
Si
Sj
=
⎧⎪⎨⎪⎩
LiWj
LjWi
, if wi is exponential increased after a collision,
Liwj
Ljwi
, if wi does not change after a collision,
(10.1)
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where wi represents the contention window size of Node i and Wi stands for the minimum con-
tention window size of Node i.
Since all nodes carrying elastic traffic always have backlogged packets, the combined trans-
missions of all nodes is the saturation throughput. In Section 10.5, we show that the saturation
throughput can be controlled to be very close to the maximum network throughput, Cm. Hence,∑
i∈N Si = Cm. Therefore, according to Equation (10.1), the fraction of channel bandwidth
allocated to Node i, xi, is
xi =
Si
Cm
=
⎧⎪⎨⎪⎩
Li/WiP
k∈N Lk/Wk
, if wi is exponentially increased after a collision,
Li/wiP
k∈N Lk/wk
, otherwise.
(10.2)
Equation (10.2) shows that the relationship between xi and wi is approximately the same as the
relationship between xi and Wi. Therefore, in the rest of this paper, we design GCA assuming no
exponential increase of wi after a collision. Our algorithm can also be used to dynamically adjust
Wi when exponential increase is used, which we validate through simulation (see Section 10.8).
10.2 Fairness Formulation
In this section, to design a contention window control algorithm that supports various fairness
definitions, we first formulate the general fairness requirement as an optimal bandwidth allocation
problem, and then translate it to an optimal contention window assignment problem.
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10.2.1 Optimal Bandwidth Allocation (OPT BW )
Following the work in [53, 73, 72, 93], fair bandwidth allocation in a wireless LAN can be modeled
as an optimization problem as follows:
OPT BW (U,Cm) :
max
∑
i∈N Ui(Si)
subject to ∑
i∈N Si ≤ Cm and Si ≥ 0 for i ∈ N .
In this formulation, each Node i is assumed to have a utility of Ui(Si) when its bandwidth allocation
is Si. For elastic traffic, Ui(Si) is an increasing, strictly concave and continuously differentiable
function of Si over the range Si ≥ 0 [91]. According to the Karush-Kuhn-Tucker optimality
condition [7], the unique solution to OPT BW is given by [53]:
U ′i(Si) = μ, for i ∈ N
μ(Cm −
∑
i∈N Si) = 0,
μ ≥ 0,
(10.3)
where μ is the Lagrange multiplier.
Different definitions of utility functions result in different solutions to OPT BW (U,Cm)
and so achieve different definitions of fairness [73]. These utility functions can be either pre-
configured in nodes or selected by nodes at run time according to application requirements. For
example, for a system that needs to achieve strict priority (i.e., the highest-priority nodes get all
the bandwidth), we can use a weighted linear utility function U˜i(x) = qixi, where qi is the priority-
based weight. For some systems that aim to achieve weighted proportional fairness [53] (i.e.,
bandwidth allocation satisfies xi
qi
= xi
qj
,∀i, j ∈ N , where qi is the weight of Node i), a weighted log
function Ui(xi) = qi log xi can be used. It is also possible that in a system, different applications
have different goals and hence different utility functions can be used according to application
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requirement. The variety of choices of the utility functions gives the fairness model the flexibility
to be used in systems that have different bandwidth allocation policies.
In wired networks, OPT BW (U,Cm) can be solved using distributed rate adaptation algo-
rithms [53]. Because wired networks are assumed to be point-to-point and/or have high link
bandwidth, the sending rate of a node is essentially its own TCP congestion window size over
its own round trip time. Therefore, the rate adaptation algorithm can be implemented in wired
networks through TCP congestion window control. However, in wireless networks, the sending
rate of a node depends on the contention window sizes of all competing nodes, and so no node
has direct control over its sending rate. Therefore, the same rate control algorithm can not be
directly applied to contention window control. To solve OPT BW (U,Cm), we must translate
OPT BW (U,Cm) to a problem of contention window assignment, called OPT WIN .
10.2.2 Optimal Contention Window Assignment (OPT WIN )
To translate the OPT BW (U,Cm) problem to the OPT WIN problem, we first map Ui(Si)
in OPT BW (U,Cm) to a function of xi by substituting Ui(Si) with U˜i(xi), where Ui(Si) =
Ui(xiCm) = U˜i(xi). Similar to Ui(Si), U˜i(xi) is an increasing, strictly concave and continuously
differentiable function of xi over the range xi ≥ 0. Then, based on Equation (10.2) and using the
fact that
∑
i∈N xi ≡ 1, we finally get the OPT WIN problem as follows:
OPT WIN(U˜ , Cm) :
max
∑
i∈N U˜i(
Li
wi
P
k∈N
Lk
wk
)
over
wi > 0 for i ∈ N .
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By replacing Si in Equation (10.3) with wi based on Equation (10.2) and using the fact that (1 −∑
i∈N
Li
wi
P
k∈N
Lk
wk
) ≡ 0, the solution to OPT WIN(U˜ , Cm) is:
⎧⎪⎪⎨⎪⎪⎩
U˜ ′i
(
Li/wiP
k∈N Lk/wk
)
= μ, for ∀i ∈ N
μ ≥ 0.
(10.4)
It is very important to note that, although the solution to OPT WIN(U˜ , Cm) is unique in
terms of xi = Li/wiP
k∈N Lk/wk
, it is not unique in terms of wi. Consider contention window sizes
W = {wi : i ∈ N} that solve OPT WIN(U˜ , Cm). When W is multiplied by a constant
factor a, the resulting contention window assignment aW = {awi : i ∈ N} is also a solution
to OPT WIN(U˜ , Cm). Among the possible solutions to OPT WIN(U˜ , Cm) that satisfy the
fairness requirement, channel utilization can be quite different. Therefore, the identification of
the solution of OPT WIN(U˜ , Cm) that maximizes channel utilization is important (see Sec-
tion 10.5.1).
10.3 General Contention Window Adaptation Algorithm
(GCA)
In this section, we present GCA, our distributed contention window control algorithm, that achieves
both an arbitrary definition of fairness and high bandwidth utilization. Since GCA is fully dis-
tributed, each node only needs to collect local information and adjust its contention window size
accordingly. In addition, unlike previous work on dynamic contention window control [12, 17, 16,
75, 81], GCA can be used in a network where nodes have different frame sizes.
In GCA, a Node i adapts its wi according to the following differential equation:
w˙i(t) = −αwi(t)[U˜ ′i(xi)− f(Ω)], (10.5)
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where α is a positive constant factor, w˙i(t) is the time derivative of wi, f(·) is a function of a locally
observable channel state Ω and Ω can be known by any node through monitoring the channel
locally.
Although there are various choices of Ω and f(·), GCA does make three assumptions about
them. First, Ω must be observable by all nodes sharing the channel and all nodes must be pre-
configured with the same f(·). Since in the networks targeted by GCA, every node can hear each
other and hence see the same channel state, the first assumption is not very restrictive. Second,
to guarantee that the system stabilizes at a unique point (see details in Section 10.4), the value of
Ω must depend on the window sizes and packet lengths of all nodes. In other words, denoting
W = {wi : i ∈ N} and L = {Li : i ∈ N}, GCA requires Ω = Ω(W,L). Such an Ω is
not hard to find since many channel states depend on W and L (e.g., packet transmission delay,
average length of an idle period or collision probability). Third, f(Ω) must be strictly increasing
with respect to
∑
i∈N
Li
wi
inside a certain set of system states. Given the relationship between Ω and
(W,L), f(Ω) can easily meet the third assumption by choosing the right form of f(·). As long as
the three assumptions are satisfied, GCA is not limited to any specific Ω or f(·).
To implement GCA in a real system, the update algorithm in Equation (10.5) must be translated
to its discrete counterpart. Note that the state transition of a wireless LAN is a discrete-time
Markov process with the time unit being a virtual time slot, as shown in the Bianchi model [10]
(See Section 5.1.1 for details). Since the effects of any contention window update can not be seen
in any smaller time unit, the update interval of GCA should not be smaller than a virtual time slot.
If a node updates its contention window size at the end of every backoff slot, essentially at every
virtual time slot, the discrete version of GCA becomes:
wk+1i = w
k
i − αwki [U˜ ′i(xki )− f(Ωk)]. (10.6)
If a node only performs the window size update for each packet transmission, which means that
the average number of virtual time slots between each update is wi
2
, the discrete version of GCA
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becomes:
wk+1i = w
k
i − 0.5α(wki )2[U˜ ′i(xki )− f(Ωk)]. (10.7)
The GCA algorithm itself is simple and only requires local information about the state of the
network. Despite this simplicity, GCA converges to the solution of OPT WIN (see Section 10.4)
and can also achieve efficient channel utilization (see Section 10.5).
10.4 Convergence and Fairness of GCA
In this section, we prove that GCA, as expressed in Equation (10.5), asymptotically converges to a
unique point that is a solution to OPT WIN given the three assumptions about f(Ω). Our proof
includes two theorems. Theorem 9 states that under the first assumption of f(Ω), GCA converges
to an invariant set [54] where each element of the set is a solution to OPT WIN . Given the
second and third assumptions for f(Ω), Theorem 10 shows that GCA converges to a unique point
that solves OPT WIN .
Theorem 9 Starting from any initial state of W, GCA converges to an invariant set Γ = {W :
w˙i
wi
=
w˙j
wj
, for ∀i, j ∈ N} and every element in Γ is a solution to OPT WIN . In addition, inside Γ,
the U˜ ′i(xi) in Equation (10.5) remains a constant and U˜ ′i( Li/wiP
k∈N Lk/wk
) = U˜ ′j(
Lj/wjP
k∈N Lk/wk
), for ∀i, j ∈
N .
Proof: The proof consists of four steps. At step one, for notation simplicity, we translate
GCA in Equation (10.5) to an equivalent algorithm of Zi = 1wi , called GCA-Z. At step two, we
find a Lyapunov function V for GCA-Z with V˙ ≥ 0 in a set Υ. At step three, we prove that Υ
is an invariant set for GCA-Z and hence using Lyapunov function theory and La Salle Invariant
Set Principle [54], we conclude that GCA-Z converges to Υ. At step four, using the equivalence
between GCA and GCA-Z, we find the invariant set Γ of GCA and show that every point in Γ is a
solution to OPT WIN .
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Step 1: From Zi = 1/wi, we have Z˙i = −Z2i w˙i By replacing xi in Equation (10.5) with
wi based on Equation (10.2) and then replacing wi and w˙i with Zi and Z˙i, GCA is translated to
GCA-Z as follows:
Z˙i = αZi
[
U˜ ′i(
ZiLi∑
k∈N ZkLk
)− f(Ω)
]
. (10.8)
Step 2: Define a scalar function V (Z) as:
V (Z) =
∑
i∈N
U˜i(
ZiLi∑
k∈N ZkLk
), (10.9)
where Z = {Zi : i ∈ N}. According to Lemma 4, V is a Lyapunov function for GCA-Z with
V˙ ≥ 0 and the zero values of V˙ are obtained in the set:
Υ =
{
Z :
Z˙i
Zi
=
Z˙j
Zj
,∀i, j ∈ N
}
. (10.10)
Lemma 4 Scalar function V (Z) in Equation (10.9) is a Lyapunov function for GCA-Z with V˙ ≥ 0.
The zero values of V˙ are obtained in the set Υ = {Z : Z˙i
Zi
=
Z˙j
Zj
,∀i, j ∈ N}.
Proof: Note that the derivative of V (Z) to Zi is:
∂V
∂Zi
= U˜ ′i
(
ZiLiP
k∈N ZkLk
)
Li
P
k∈N ZkLk−ZiL2i
(
P
k∈N ZkLk)2
−∑j∈N ,j =i U˜ ′j ( ZjLjP
k∈N ZkLk
)
ZjLjLi
(
P
k∈N ZkLk)2
= Li
(
P
k∈N ZkLk)2
∑
j∈N ,j =i
[
U˜ ′i
(
ZiLiP
k∈N ZkLk
)
− U˜ ′j
(
ZjLjP
k∈N ZkLk
)]
ZjLj.
From Equation (10.8), we can further derive that:
∂V
∂Zi
= Li
(
P
k∈N ZkLk)2
∑
j∈N ,j =i
{[
Z˙i
αZi
+ f(Ω)
]
−
[
Z˙j
αZj
+ f(Ω)
]}
ZjLj
= Li
α(
P
k∈N ZkLk)2
∑
j∈N ,j =i
[
Z˙i
Zi
− Z˙j
Zj
]
ZjLj.
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By Denoting η = 1
α(
P
k∈N ZkLk)2
> 0, we get:
∂V
∂Zi
= ηLi
∑
j∈N ,j =i
[
Z˙i
Zi
− Z˙j
Zj
]
ZjLj,
= η
[
(
∑
j∈N ,j =i ZjLj)
Li
Zi
Z˙i − (
∑
j∈N Z˙jLj)Li
]
.
Hence, the time derivative of V (Z) is:
V˙ =
∑
i∈N
∂V
∂Zi
Z˙i = η
∑
i,j∈N ,j =i
[
ZjLjLi
Zi
Z˙2i +
ZiLiLj
Zj
Z˙2j − 2Z˙iZ˙jLiLj
]
= η
∑
i,j∈N ,j =i
[(√
ZjLjLi
Zi
| Z˙i | −
√
ZiLiLj
Zj
| Z˙j |
)2
+ 2 | Z˙i || Z˙j | LiLj − 2Z˙iZ˙jLiLj
]
≥ η∑i,j∈N ,j =i (√ZjLjLiZi | Z˙i | −√ZiLiLjZj | Z˙j |)2
≥ 0.
The equality holds if and only if Z˙i
Zi
=
Z˙j
Zj
, for ∀i, j ∈ N .
Step 3: To prove that GCA-Z is convergent, Lemma 5 shows that Υ is an invariant set.
Lemma 5 For GCA-Z, Υ is an invariant set and inside Υ,
U˜ ′i(
ZiLi∑
k∈N ZkLk
) = U˜ ′j(
ZjLj∑
k∈N ZkLk
) = constant,∀i, j ∈ N . (10.11)
Proof: To prove that Υ is an invariant set, note that:
d
dt
U˜ ′i(
ZiLiP
k∈N ZkLk
) =
∑
j∈N
[
∂
∂Zj
U˜ ′i(
ZiLiP
k∈N ZkLk
)
]
Z˙j
=
[
∂
∂Zi
U˜ ′i(
ZiLiP
k∈N ZkLk
)
]
Z˙i +
∑
j∈N ,j =i
[
∂
∂Zj
U˜ ′i(
ZiLiP
k∈N ZkLk
)
]
Z˙j
= U˜ ′′i (
ZiLiP
k∈N ZkLk
) Li
(
P
k∈N ZkLk)2
×
[∑
j∈N ,j =i ZjZ˙iLj −
∑
j∈N ,j =i ZiZ˙jLj
]
= 0 (Inside Υ, Z˙iZj = Z˙jZi.)
Therefore, if at any time GCA-Z gets inside Υ, U˜ ′i( ZiLiP
k∈N ZkLk
) remains the same constant for all
future time. Combined with Equation (10.8), Z˙i
Zi
=
Z˙j
Zj
, for ∀i, j holds for all future time. Hence,
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Υ is an invariant set for GCA-Z.
According to Lemma 5 and the La Salle Invariant Set Principle [54], we conclude that GCA-Z
converges to Υ.
Step 4: Due to the equivalence between GCA and GCA-Z, we conclude that GCA converges
to an invariant set Γ. Replacing wi and w˙i with Zi and Z˙i in Equations (10.10) and (10.11), Γ can
be expressed as
Γ =
{
W :
w˙i
wi
=
w˙j
wj
,∀i, j ∈ N
}
, (10.12)
and every element inside Γ satisfies
U˜ ′i(
Li/wi∑
k∈N Lk/wk
) = U˜ ′j(
Lj/wj∑
k∈N Lk/wk
) = constant,∀i, j ∈ N . (10.13)
Clearly, Γ matches the optimality condition for OPT WIN in Equation (10.4) and so any element
in Γ solves OPT WIN .
This proof of Theorem 9 shows that as long as every node observes the same f(Ω), GCA
converges to a set Γ, whose elements all solve OPT WIN . The next theorem shows that given
the second and third assumption about f(Ω), GCA converges to a unique point in Γ, hence the
system stabilizes at a single point.
Theorem 10 If Ω = Ω(W,L) and f(Ω) is strictly increasing with respect to ∑i∈N Liwi inside
Γ, starting from any initial state of W, GCA converges to a unique point Ŵ ∈ Γ that solves
OPT WIN .
Proof: Since Zi = 1wi , the assumptions in this theorem are equivalent to that Ω = Ω(Z,L)
and f(Ω) is strictly increasing with respect to
∑
i∈N ZiLi. Therefore, we prove that GCA con-
verges to a unique point Ŵ ∈ Γ by proving that GCA-Z converges to a unique point Ẑ ∈ Υ using
Lemma 6.
Lemma 6 If Ω = Ω(Z,L) and f(Ω) is strictly increasing with respect to ∑i∈N ZiLi inside Υ,
starting from any point in Υ, GCA-Z converges to a unique equilibrium point Ẑ ∈ Υ.
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Proof: For ease of notation, we define θ = ∑i∈N ZiLi and use f(Z,L) to represent
f(Ω(Z,L)). The rest of the proof consists of three steps. First, we translate f(Z,L) to a function
of θ. Then, using the assumption that f(Z,L) is strictly increasing with respect to θ, we identify
the unique equilibrium point Ẑ. Finally, we prove that Ẑ is the unique stable point, so GCA-Z
converges to Ẑ.
Step 1: Lemma 5 shows that when GCA-Z converges to Υ, U˜ ′i( ZiLiP
k∈N ZkLk
) for ∀i ∈ N remains
a constant. Defining this constant as γˆ,
U˜ ′i(
ZiLi∑
k∈N ZkLk
) = U˜ ′i(
ZiLi
θ
) = γˆ, for ∀i ∈ N . (10.14)
By defining g(·) = {U˜ ′−1i (·) : i ∈ N} and L−1 = { 1Li : i ∈ N}, we have: Z = {Zi : i ∈ N} ={
U˜ ′−1i (γˆ)θ
Li
: i ∈ N
}
= θ[g(γˆ)]TL−1. Therefore, f(Z,L) = f(θ[g(γˆ)]TL−1,L).
Step 2: From Equations (10.8) and (10.14), when Z˙i = 0, the value of θ, denoted θˆ, satisfies:
f(Z,L) = f(θˆ[g(γˆ)]TL−1,L) = γˆ. (10.15)
Since f(Z,L) is strictly increasing with respect to θ, θˆ is unique. Therefore, the unique equilibrium
point in Υ is Ẑ = θˆ[g(γˆ)]TL−1 = {Zˆi : i ∈ N} and:
θˆ =
∑
k∈N
ZˆkLk. (10.16)
Step 3: To show that Ẑ is the unique stable point of the system, we define a scalar function
V2(Z) as follows:
V2(Z) =
∑
i∈N
∫ Zi
Zˆi
1
σ
(Zˆi − σ)Lidσ.
The following proof shows that V2(Z) is a Lyapunov function, and therefore GCA converges to Ẑ.
V˙2 =
∑
i∈N
(
∂V2
∂Zi
)Z˙i =
∑
i∈N
1
Zi
(Zˆi − Zi)LiZ˙i. (10.17)
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Note that inside Υ, according to Equations (10.8) and (10.14), Z˙i = αZi(U˜ ′i(ZiLiθ ) − f(Z,L)) =
αZi(γˆ − f(Z,L)). Combining this with Equation (10.17), we have:
V˙2 =
∑
i∈N α(Zˆi − Zi)Li(γˆ − f(Z,L))
= α(
∑
i∈N ZˆiLi −
∑
i∈N ZiLi)(γˆ − f(Z,L))
= α(θˆ − θ)
[
f(θˆ[g(γˆ)]TL−1,L)− f(θ[g(γˆ)]TL−1,L)
]
(Using Equations (10.15) and (10.16) )
≥ 0. ( f(θ[g(γˆ)]TL−1,L) is strictly increasing with respect to θ in Υ)
The equality holds if and only if θ = θˆ. Therefore, we have shown that the algorithm in Equa-
tion (10.8) converges to a unique point Ẑ ∈ Υ.
Lemma 6 shows that starting from any point in Υ, GCA-Z converges to the unique equilibrium
point Ẑ in Υ. Based on the equivalence between GCA and GCA-Z, we conclude that starting
from any point in Γ, GCA converges to an unique equilibrium point Ŵ in Γ. Note that Theorem 9
already shows that starting from any initial state ofW, GCA converges to Γ and every element of Γ
is a solution to OPT WIN . Therefore, we conclude that in the context of the assumptions, starting
from any initial state of W, GCA converges to a unique point Ŵ ∈ Γ that solves OPT WIN .
Theorems 9 and 10 demonstrate GCA converges to a unique point that solves OPT WIN .
Therefore, GCA achieves an arbitrary fairness definition. Next, we present how GCA can be used
to achieve high channel utilization.
10.5 Channel Utilization of GCA
Theorem 9 shows that the choice of utility functions defines the ratios of wi’s at the stable point
of GCA, and, therefore, the fairness between nodes. However, multiple assignments of W may
satisfy the same ratio condition and their channel utilization may be quite different. Theorem 10
shows that the choice of f(Ω) ensures that the system only has one stable point, which determines
channel utilization. If W at the stable point is too large, channel bandwidth is not fully utilized
since idle periods are too long. If W at the stable point is too small, the number of collisions
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increases, which also results in inefficient use of bandwidth. Therefore, to maximize channel
utilization, the right f(·) and Ω must be used to stabilize at a point that achieves high channel
utilization.
10.5.1 Optimal Stable Point
To identify the optimal stable point that maximizes channel utilization, in this section, we show
that at the optimal stable point, the sum of the reciprocals of all wi’s, denoted Λ, is quasi-constant
regardless of the number of competing nodes and therefore can be pre-calculated. Using this
property, we can design f(Ω) to ensure that GCA converges around the optimal stable point.
To capture the fact that the ratios between contention window sizes are determined by the
choice of utility functions, we define a new variable ϕi as follows:
ϕi =
1/wi∑n
j=1 1/wj
=
1/wi
Λ
,∀1 ≤ i ≤ n. (10.18)
Assuming that the n competing nodes belonging to m classes c1, c2, . . . cm and nodes in the same
class have the same utility function, we have:
ϕi = ϕj = ϕck ,∀i, j ∈ ck, (10.19)
Denoting the fraction of nodes in each class is β1, β2, . . . βm, we have
∑n
i=1 ϕi =
∑m
k=1 nβkϕck =
1 and
∑m
i=1 βi = 1.
To maximize channel utilization, the average time between each successful transmission, de-
noted as F , must be minimized. F includes two types of virtual time slots, idle slots and slots
with collisions. Given the probability that a slot is an idle slot, PI , and the probability that a slot
includes a collision, Pc, the average number of virtual time slots in F is 11−Pc−PI − 1. In average,
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Figure 10.1: Λopt in three network configurations.
a PI
PI+Pc
fraction of these slots is idle and a Pc
PI+Pc
fraction includes collisions. Therefore
F =
1
1− Pc − PI (aSlotT ime · PI + TcPc), (10.20)
where Tc is the duration of a virtual time slot with a collision.
Based on the Bianchi model [10], the probability that Node i transmits in a virtual time slot
is 1/(wi/2 + 1) and PI equals the probability that no node transmits in a slot. Therefore, using
Equations (10.18) and (10.19) ,
PI =
n∏
i=1
(1− 1
wi/2 + 1
) =
1∏m
k=1(1 + 2Λϕck)
nβk
. (10.21)
Since a collision happens in a slot when more than one node transmits in that slot,
Pc = 1− PI −
n∑
i=1
1
wi/2 + 1
n∏
j=1,j =i
(1− 1
wj/2 + 1
) = 1− (1 + 2Λ)PI . (10.22)
Using Equations (10.21) and (10.22), Equation (10.20) becomes
F (Λ) =
1
2Λ
[
Tc
m∏
k=1
(1 + 2Λϕck)
nβk − Tc(1 + 2Λ) + aSlotT ime
]
. (10.23)
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By setting F ′(Λ) = 0, the Λopt that minimizes minimizes F satisfies:
[
1−
m∑
k=1
(
2Λoptnβkϕck
1 + 2Λoptϕck
)
]
m∏
k=1
(1 + 2Λoptϕck)
nβk = 1− aSlotT ime
Tc
. (10.24)
Since
∑m
k=1 nβkϕck = 1, when n→∞, Equation (10.24) becomes:
(1− 2Λopt)e2Λopt = 1− aSlotT ime
Tc
. (10.25)
Solving this equation gives the lower bound of Λopt. Figure 10.1 depicts how Λopt changes as n
increases in three configurations. Configuration 1 has 1 class, Configuration 2 has 2 classes with
ϕc1 : ϕc2 = 1 : 5 and β1 : β2 = 0.5 : 0.5 and Configuration 3 has 4 classes with ϕc1 : ϕc2 :
ϕc3 : ϕc4 = 1 : 5 : 10 : 20 and β1 : β2 : β3 : β4 = 0.5 : 0.3 : 0.15 : 0.05. As we can see, for a
large n, Λopt is a quasi-constant and the differences between different configurations of classes are
hard to distinguish. Therefore, we can pre-calculate this quasi-constant and pre-configure GCA to
converge around this value by a proper design of f(Ω).
10.5.2 Choice of f(Ω)
To control the system to stabilize near Λopt, f(Ω) should be a large negative value when the Λ
of the system is much larger than Λopt. This large negative value of f(Ω) forces the system to
increase its W (see Equation (10.5)), driving its Λ back to Λopt. Similarly, when the Λ of the
system is much smaller than Λopt, f(Ω) should be a large positive value to drag the system back
to Λopt. Examples of f(Ω) are presented in Section 10.7. Our simulation results in Section 10.8
verify the effectiveness of this approach.
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10.6 Implementation Considerations
In previous sections, we introduced GCA and analyzed its fairness and efficiency. In this section,
we address three implementation issues of GCA: estimation of Ω and xi in Equation (10.5) and
choice of utility functions.
10.6.1 Estimation of Ω
In our discussion of GCA, we assumed that f(Ω) was determined by the instantaneous contention
window allocation Z, i.e., f(Ω) = f(Z,L). However, the effect of contention window size on
the channel state Ω is stochastic. Therefore, measurements of Ω needs to be averaged over time
to eliminate randomness. Such estimation, however, introduces extra delay in the feedback for
GCA control and may potentially affect the stability of the system. In this section, we design an
estimation algorithm for Ω, which we prove can maintain the stability of GCA.
First, we choose an Ω that is related to ω =
∑
i∈N 1/Wi through a known function Ω = h(ω).
This is not an unrealistic assumption since we need to design f(Ω) to ensure that GGA’s convergent
point is not far from ωopt, which requires knowledge of the relationship between ω and Ω (See
Section 10.7.3 for an example of function h(·)). Given this assumption, we estimate the time-
average of Ω, Ωav, as follows:
ωk = h−1(Ωk), (10.26)
ωkav = (1−
1


)ωk−1av +
1


ωk, (10.27)
Ωkav = h(ω
k
av), (10.28)
where k represents the kth iteration of the averaging algorithm. First, Equation (10.26) calculates
the value of ω at the kth iteration through the observed value of Ω (Ωk) at this iteration. Then,
Equation (10.27) calculates ω’s moving average, ωav. Next, Equation (10.28) produces the time-
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average state Ωav from ωav. Finally, GCA uses Ωav to adapt the contention window size as follows:
W˙i(t) = −αWi(t)[U˜ ′i(xi)− f(Ωav)]. (10.29)
To prove the convergence of this algorithm, note that Lemma 9 still holds. Theorem 10 is affected
by the estimation algorithm since even though f(Ω) may be strictly increasing with respect to
θ =
∑
i∈N Li/Wi in Γ, f(Ωav) may not be strictly increasing with respect to θ. However, Lemma
7 (See next paragraph) shows that GCA-Z still converges in its invariant set R under the estimation
algorithm in Equations (10.26), (10.27) and (10.28). Therefore, due to the equivalence of GCA
and GCA-Z, we can conclude that under this estimation algorithm of Ω, GCA still asymptotically
converges to a unique equilibrium point that solves OPT WIN .
Lemma 7 If f(Ω) is strictly increasing with respect to θ inside R, starting from any initial state
of W, GCA-Z converges to a unique point Ẑ ∈ R that solves OPT WIN using the average
algorithm of Ω presented in Equations (10.26), (10.27) (10.28).
Proof: Based on Lemma 9, GCA-Z converges to R starting from an arbitrary contention
window allocation. Therefore, to prove Lemma 7, we only need to show that starting from any
contention window allocation inside R, GCA-Z converges to a unique point Ẑ in R. The proof
includes four steps.
Step 1: First, we translate the estimation algorithm in Equations (10.26), (10.27) and (10.28)
to its continuous time counterpart:
ω = h−1(Ω), (10.30)

ω˙av = −ωav + ω, (10.31)
Ωav = h(ωav). (10.32)
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Using Ωav, GCA-Z becomes:
Z˙i = αZi
[
U˜ ′i(
ZiLi∑
k∈N ZkLk
)− f(Ωav)
]
. (10.33)
Step 2: Similar to the argument in Step 1 of the proof of Lemma 6, when GCA-Z converges to
R,
U˜ ′i(
ZiLi∑
k∈N ZkLk
) = γˆ,∀i ∈ N , (10.34)
where γˆ is a constant. Therefore, Z and ω become:
Z = θ[g(γˆ)]TL−1, (10.35)
ω =
[∑
i∈N
U˜ ′−1i (γˆ)
/
Li
]
θ. (10.36)
Since f(Ω) is strictly increasing with respect to θ, Equation (10.36) implies that f(Ω) is strictly
increasing with respect to ω.
Step 3: Note that at the equilibrium point,Z˙i = 0 and ω˙av = 0. Therefore, from Equation
(10.31), the values of ωav and ω at the equilibrium point, denoted as ωˆav and ωˆ respectively, satisfy:
ωˆav = ωˆ. (10.37)
From Equations (10.33) and (10.34), at the equilibrium point,
f(Ωav) = f(h(ωˆav)) = f˜(ωˆav) = γˆ, (10.38)
where for ease of notation, we use f˜(·) to represent f(h(·)). Since f(Ω) = f˜(ω) is strictly
increasing with respect to ω, f(Ωav) = f˜(ωav) is strictly increasing with respect to ωav. Hence,
based on Equation (10.38), ωˆav is unique. Therefore, ωˆ is also unique according to Equation
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(10.37). Combining the uniqueness of ωˆ with Equations (10.35) and (10.36),
θˆ =
∑
k∈N
ZˆkLk = ωˆ
/[∑
i∈N
U˜ ′−1i (γˆ)
/
Li
]
, (10.39)
and GCA-Z’s equilibrium point Ẑ = θˆ[g(γˆ)]TL−1 is unique.
Step 4: To show that Ẑ is the unique stable point of the system, we define a scalar function
V3(Z, ωav) as follows:
V3(Z, ωav) =
1
α
∑
i∈N
∫ Zi
Zˆi
1
σ
(Zˆi − σ)Lidσ +
∫ ωav
ωˆav
[f˜(ωˆav)− f˜(ξ)]dξ

[
∑
i∈N U˜
′−1
i (γˆ)/Li]
. (10.40)
It is easy to see that V3(Z, ωav) is upper bounded by 0. The following proof shows that V3(Z, ωav)
is a Lyapunov function, and therefore GCA converges to Ẑ.
V˙3 =
∑
i∈N (
∂V3
∂Zi
)Z˙i + (
∂V3
∂ωav
)ω˙av
=
∑
i∈N
1
αZi
(Zˆi − Zi)LiZ˙i + [f˜(ωˆav)−f˜(ωav)]ω˙av[Pi∈N U˜ ′−1i (γˆ)/Li] .
(10.41)
Note that inside R, according to Equations (10.33) and (10.34),
Z˙i = αZi
[
U˜ ′i(
ZiLi
θ
)− f˜(ωav)
]
= αZi[γˆ − f˜(ωav)]. (10.42)
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Combining Equations (10.31), (10.41) and (10.42),
V˙3 =
∑
i∈N (Zˆi − Zi)Li[γˆ − f˜(ωav)] + [f˜(ωˆav)−f˜(ωav)](−ωav+ω)P
i∈N U˜
′−1
i (γˆ)/Li
= (
∑
i∈N ZˆiLi −
∑
i∈N ZiLi)[γˆ − f˜(ωav)]
+ 1P
i∈N U˜
′−1
i (γˆ)/Li
[f˜(ωˆav)− f˜(ωav)](−ωav + ω)
(Using Equations (10.36), (10.38) and (10.39) )
= 1P
i∈N U˜
′−1
i (γˆ)/Li
(ωˆ − ω)[f˜(ωˆav)− f˜(ωav)]
+ 1P
i∈N U˜
′−1
i (γˆ)/Li
[f˜(ωˆav)− f˜(ωav)](−ωav + ω)
(Using Equation (10.37))
= 1P
i∈N U˜
′−1
i (γˆ)/Li
(ωˆ − ωav)[f˜(ωˆav)− f˜(ωav)]
Since f˜(ωav) is strictly increasing with respect to ωav in R, V˙3 ≥ 0. This equality holds if and only
if ωav = ωˆav = ωˆ. Therefore, we have shown that the algorithm in Equation (10.33) converges to
a unique point Ẑ ∈ R.
10.6.2 Estimation of xi
Since xi = si/C, a node can calculate its xi by estimating si and C. First, to estimate si, note
that si = rili, where ri is Node i’s packet transmission rate in packets per second and li is the
duration of its successful packet transmission. Since both ri and li can be measured locally, Node
i can easily obtain si. Second, C can be obtained through monitoring communication activities on
the channel. Since a collision is seen as a busy period with an undecodable message, a node can
obtain the channel time that is used for effective data transmission, Te, by subtracting the channel
collision time and channel idle time. Then, C can be calculated as C = TeS, where S is the
physical channel transmission rate. With knowledge of si and C, xi can be easily calculated as:
xi = si/C.
A drawback of the above approach is that a node must try to decode every packet transmission
on the channel, which imposes a high computation overhead. Hence, we use a second approach,
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which calculates xi based on the relationship between bandwidth allocations and contention win-
dow sizes. In this approach, a node estimates its xi by observing two states of the channel, the
average number of idle virtual slots between two consecutive busy virtual slots, I , and the average
length of a busy virtual slot, Tb. Since both I and Tb are monitored by current IEEE 802.11
protocol, there is no extra overhead in this approach.
If Pb is the probability that a virtual slot is a busy slot,
Pb = 1− PI = 1/(I + 1). (10.43)
Since a busy virtual slot is caused by either a successful transmission or a collision,
Tb =
(
Ts
∑
i∈N
Pi
)
/Pb + (TcPc/Pb), (10.44)
where Pi is the probability that Node i successfully transmits in a virtual slot, Ts is the average
length of a virtual slot with a successful transmission and Tc is the duration of a virtual slot with
a collision. Since RTS/CTS exchange is used, collisions usually happen between RTS packets.
Therefore, Tc is much smaller than Ts. In addition, since GCA controls the system stable point
to avoid congestion, Pc is not much larger than
∑
i∈N Pi. Therefore, using Equation (10.43),
Equation (10.44) is simplified to:
Tb ≈
(
Ts
∑
i∈N
Pi
)
/Pb = Ts(I + 1)
∑
i∈N
Pi. (10.45)
Note that Ts also satisfies Ts =
∑
i∈N
LiPi
S
P
j∈N Pj
. Therefore, from Equation (10.45), we can get∑
i∈N PiLi = TbS/(I + 1). Since
∑
i∈N PiLi is the average network throughput per virtual slot
and PiLi is Node i’s average throughput per virtual slot,
xi = (PiLi)/(
∑
j∈N
PjLj) ≈ [PiLi(I + 1)]/(TbS). (10.46)
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To calculate Pi from I , note that Node i transmits successfully if and only if it is the only node
that transmits in a slot. Therefore, Pi = 1Wi/2+1
∏
j∈N ,j =i(1 − 1Wj/2+1). Combining the fact that
Pb = 1− PI and using Equations (10.21) and (10.43), Pi becomes Pi = 2Wi (1− 1I+1). Integrating
this with Equation (10.46), xi can be finally expressed by I and Tb:
xi ≈ (2LiI)/(WiTbS). (10.47)
10.6.3 Choice of Utility Functions
Depending on the system goal, GCA supports a large range of utility functions that define a variety
of fairness definitions. These utility functions can be either pre-configured into nodes or selected
by nodes at run time according to application requirements. In this section, we briefly review
several common utility functions and their corresponding fairness definitions. How to enforce a
node to use a certain utility function is beyond the scope of this paper.
10.6.3.1 Strict Priority
For a system that needs to achieve strict priority (i.e., the highest-priority nodes get all of the
bandwidth), we can use a weighted linear utility function U˜i(x) = ρixi, where ρi is the priority-
based weight. The corresponding update algorithm is W˙i = −αWi[ρi − f(Ω)].
Note that this utility function does not satisfy the stability conditions since U˜(·) is not strictly
concave. Therefore, our update algorithm will never converge to a certain W. However, since
the nodes with the highest weight essentially drive f(Ω) to be equal to max{ρi, i ∈ N}, the
other competing nodes infinitely increase their Wi’s. Therefore, the nodes with the highest weight
quickly obtain all of the bandwidth and our update algorithm achieves this strict priority between
nodes.
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10.6.3.2 Weighted Proportional Fairness
Some systems aim to achieve weighted proportional fairness [53] (i.e., bandwidth allocations
satisfy xi/ρi = xi/ρj,∀i, j ∈ N , where ρi is the weight of Node i). The utility function for
such a system is a weighted log function Ui(xi) = ρi log xi. Our update algorithm for this system
is: W˙i = −αWi[(ρi/xi)− f(Ω)].
10.6.3.3 Minimum Potential Delay
If the policy of the system is to minimize the total delay of file transfers, the utility function can be
expressed as Ui(x) = −ρi/xi, where ρi is the size of the file. Our update algorithm for this system
is W˙i = −αWi[ ρix2i − f(Ω)].
10.6.3.4 Mixed Utility
It is also possible that different nodes have different goals and hence different utilities. In such
situations, each node simply updates its contention window according to its own utility function.
The system automatically converges to a stable point where the aggregated utility of all competing
nodes is maximized. In general, the variety of choices of the utility functions gives GCA the
flexibility to be used in systems that have different fairness policies.
10.7 Case Study
In the previous sections, we analyzed the optimality, stability and optimal stable point of GCA.
Since GCA is a general algorithm for contention window control, these analyses can be used
as a powerful tool to examine existing approaches and to design new algorithms. Due to space
limitations, we only present a brief analysis of four examples. The first two examples show how to
use GCA to check the fairness of existing algorithms. The third example shows how to use GCA
to analyze the stability and efficiency of an existing algorithm. The final example shows how to
use GCA to design a new algorithm.
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10.7.1 Fairness Analysis
To examine an algorithm’s fairness property, it is necessary to find out the contention window
allocation at the stable point of this algorithm and use this contention window allocation to check
the type of fairness that this algorithm achieves.
10.7.1.1 Case 1: PFCR
In [75], it is proposed to directly translate a variant of Kelly’s rate adaptation algorithm s˙i =
α− (βPc)/U˜ ′i(si) to a contention window control algorithm:
Z˙i = α− [βPc/U˜ ′i(Zi)] (10.48)
to solve OPT BW (α and β are positive constants). PFCR is a special case of the algorithm with
a weighted log utility function. Assuming uniform packet size, it can be shown that this algorithm
cannot achieve an arbitrary fairness definition.
At the equilibrium point of the algorithm, Z˙i = 0, which results in: U˜ ′i(Zi) = U˜ ′j(Zj) =
βPc/α,∀i, j ∈ N . By replacing Zi with 1/Wi,
U˜ ′i(1/Wi) = U˜
′
j(1/Wj) = βPc/α,∀i, j ∈ N , (10.49)
which does not satisfy the optimality condition for OPT WIN in Equation (10.4). Although,
for log utility functions (e.g., PFCR), when Equation (10.49) is satisfied, the fairness condition
in Equation (10.4) is also satisfied so that proportional fairness can be achieved. However, such
a property does not hold for many utility functions (e.g., U˜i(xi) = ρixi + logxi). Hence, this
algorithm cannot achieve arbitrary fairness.
Another problem associated with this algorithm is that the measurement method for Pc is
inaccurate. Essentially, Pc should be the collision probability of all transmission attempts on
the channel. However, Pc is approximated by the measurement of the collision probability of
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an individual node’s transmission attempts in [75]. Based on Equations (10.21) and (10.22):
Pc = 1−
∏n
i=1(1− 1Wi/2+1)
−∑ni=1 1Wi/2+1 ∏nj=1,j =i(1− 1Wj/2+1) (10.50)
= 1− 1
1− 1
Wi/2+1
∏n
j=1(1− 1Wj/2+1)
−∑nj=1,j =i 1Wj/2+11− 1
Wj/2+1
∏n
j=1(1− 1Wj/2+1).
(10.51)
Node i’s collision probability, φi, is:
φi = 1−
∏
j=1,j =i(1− 1Wj/2+1)
= 1− 1
1− 1
Wi/2+1
∏n
j=1(1− 1Wj/2+1)
(10.52)
Equations (10.51) and (10.52) show that φi can approximate Pc when
∑n
j=1,j =i
1
Wj/2+1
1− 1
Wj/2+1
∏n
j=1(1−
1
Wj/2+1
) in Equation (10.51) is very small. In other cases, φi is different from Pc and varies from
node to node. These cases violate the assumption that the cost function should be the same for all
nodes. Hence, the fairness achieved by the algorithm in [75] can be severely degraded.
10.7.1.2 Case 2: AOB with service differentiation
In [12], AOB (Asymptotically Optimal Backoff Algorithm) is proposed to dynamically adjust con-
tention windows to achieve maximum bandwidth utilization. In AOB, at every packet transmission,
Node i sets its contention window size as:
Zk+1i = 0.5
[
1−min (1, 1
(Ik + 1)2ωopt
)mk], (10.53)
where I is the average number of idle virtual slots between two busy virtual slots, ωopt is pre-
computed and mk is the number of transmission attempts for the current packet. Although AOB is
mainly proposed to provide efficient channel utilization, an extension to AOB, named AOB-DIF,
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is proposed in [12] to support service differentiation using the following adaptation algorithm:
Zk+1i = 0.5
[
1−min (1, 1
(Ik + 1)2ωopt
)mkρi], (10.54)
where the weight ρi is introduced to provide different services to different nodes. In this section,
we examine the type of fairness achieved by AOB-DIF.
At the stable point of AOB-DIF, Zk+1i − Zki = 0. Combining this with Equation (10.54),
Zi = 0.5
[
1− ( 1
(I + 1)2ωopt
)miρi
]
. (10.55)
Given Node i’s collision probability, φi, mi can be expressed as:
mi = 1/(1− φi), (10.56)
Based on Equation (10.21),
φi = 1−
n∏
j=1,j =i
(1− 1
Wj/2 + 1
) = 1− (1 + 2/Wi)PI . (10.57)
Since I is the average number of idle slots between busy slots,
1/(I + 1) = 1− PI . (10.58)
Therefore, combining Equations (10.56), (10.57) and (10.58),
mi =
1
(1 + 2/Wi)PI
=
I + 1
(1 + 2/Wi)I
. (10.59)
Combining Equations (10.55) and (10.59), we get:
Zi = 0.5
[
1− ( 1
(I + 1)2ωopt
)
I+1
(1+2/Wi)I
ρi
]
= 0.5[1− β
ρi
1+2/Wi ], (10.60)
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where β = ( 1
(I+1)2ωopt
)
I+1
I . Hence the bandwidth allocation achieved by AOB-DIF can be ex-
pressed a
si/sj = Zi/Zj = (1− β
ρi
1+2/Wi )
/
(1− β
ρj
1+2/Wj ),∀i, j ∈ N . (10.61)
Since AOB controls the congestion level of the network by adapting the contention window sizes,
as the number of nodes in the network increases, the Wi of each node increases as well. Therefore,
for a large number of nodes, 2/Wi  1. Hence, the fairness achieved by AOB in large networks
is:
si/sj ≈ (1− βρi)
/
(1− βρj),∀i, j ∈ N . (10.62)
Obviously, the fairness achieved by AOB is not arbitrary.
10.7.2 Stability and Efficiency Analysis
10.7.2.1 Stability of AOB
In this section, we examine AOB’s stability and efficiency in a network with a uniform priority and
packet size. The following analysis shows that AOB without service differentiation is a special
form of GCA and can achieve high channel utilization.
Using the utility function U˜(x) = x − 0.5x2, which is strictly increasing and concave in the
range [0, 1], Equation (10.53) becomes:
Zk+1i − Zki = 12(I+1) [U˜ ′(2Zki (Ik + 1))−
min(1, 1
(Ik+1)
mk−12ωmkopt
− I)].
(10.63)
By approximating
∑
k∈N Zk ≈ 12(I+1) , the discrete form of GCA-Z in Equation (10.8) becomes:
Zk+1i − Zki = 0.5α[U˜ ′i(2Zki (I + 1))− f(Ω)], (10.64)
where each iterative step is a packet transmission. Equations (10.63) and (10.64) show that AOB
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is a special case of GCA with:
f(Ω) = min
(
1,
1
(I + 1)m−12ωmopt
− I
)
. (10.65)
For f(Ω) to satisfy the convergence condition of GCA, f(Ω) must be strictly increasing with
respect to θ =
∑
i∈N Li/Wi in the invariant set Γ. In addition, Lemma 9 shows that inside Γ,
U˜ ′i(
1/WiP
k∈N 1/Wk
) remains a constant. Denoting the constant as γˆ, Wi = 1/[U˜ ′−1i (γˆ)θ]. Combining
this with Equations (10.21), (10.58) and (10.65) , f(Ω) can be transformed to a function of θ, whose
derivative can be shown to be larger than 0. Therefore, f(Ω) in AOB satisfies GCA’s convergence
condition and hence AOB is a stable algorithm that converges to a unique point.
To understand the channel utilization of AOB, note that due to the uniform priority and packet
size, each node should have the same contention window size at AOB’s stable point, indicating
Zi = ω/n. Since at the stable point, Zk+1i − Zki = 0, based on Equations (10.53) and (10.58),
2ω
n
= 1− ( 1
2(I + 1)ωopt
)m,where 1
I + 1
= 1−
n∏
i=1
1
1 + 2ω
n
. (10.66)
By setting n = 1 and n→∞, we obtain the bounds of ω as [ω1, ω2], where:⎧⎪⎨⎪⎩ 1− 2ω1 = (
ω1
(1+2ω1)ωopt
)m,
(1−e
−2ω2
2ωopt
)m = 1.
(10.67)
Essentially, AOB bounds the ω of the system inside a range that includes ωopt, which explains why
AOB can almost achieve maximum channel utilization.
10.7.2.2 Stability of RCMAC
In this section, we examine RCMAC’s stability. In RCMAC [42], contention window size of Node
i is adapted as follows:
w˙i = −wi ∗ [α− (α + β)Pc], (10.68)
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Figure 10.2: f(Ω) = λ/(I − Imin) + λ/(I − Imax)
where α and β are two constant and α > 0, β > 0. Obviously, Equation 10.68 is a variant of GCA
when Ui(xi) = αxi and f(Ω) = (α + β)Pc. Hence, we can conclude that the heuristic algorithm
RCMAC is stable and whether RCMAC can achieve maximum channel utilization is related to the
settings of α and β.
10.7.3 New Algorithm Design
To show how to design a special case of GCA, we assume any utility function that is strictly
increasing and concave and that the observed channel state Ω is I . Based on Equations (10.21) and
(10.58), for a large n, I = h(ω) ≈ 1
e2ω−1 . Hence, f(Ω) is defined as:
f(Ω) = f(I) = λ/(I − Imin) + λ/(I − Imax),
where Imin < 1e2ωopt−1 < Imax and the range of [Imin, Imax] is small. Figure 10.2 shows the shape
of f(Ω) with Imin = 2 and Imax = 6. According to Section 10.5.2, this function f(Ω) ensures that
at the converged point, ω is near ωopt, so that the system utilization is close to the maximum. The
performance of this algorithm is evaluated in Section 10.8.
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10.8 Evaluation
Our evaluation focuses on four aspects of GCA: (1) support for different definitions of fairness,
(2) maintaining fairness, (3) maintaining efficiency and (4) convergence speed under drastic load
changes. Although GCA supports various fairness definitions, we only present the performance of
GCA for strict priority and proportional fairness in this paper. These two types of fairness represent
opposite extremes, where strict priority requires that all bandwidth is allocated to the node with the
highest priority while proportional fairness requires that every node gets a fraction of bandwidth
proportional to its priority. To demonstrate the correctness of GCA, we use the newly designed
special case of GCA discussed in Section 10.7.3, where we choose I , the average number of idle
virtual slots between two busy virtual slots, as the observable channel state Ω. I can be obtained
by a node through monitoring the channel state and the time average of I is calculated according
to the discussion in Section 10.6.1. Except in Section 10.8.4, we set α = 6e−4 (Equation (10.7))
and 1/
 = 1e−2 ( Equation (10.27)). Two variants of GCA are examined. GCA-EXP adjusts
Wmin, where W is exponentially increased after a collision. GCA-DIRECT directly adjusts W ,
without exponential increase of W after a collision. We compare both GCA-DIRECT and GCA-
EXP’s performances with IEEE 802.11e [47], AOB [12] and PFCR and its extension to other utility
functions [75] using NS2 simulator [34]. Finally, channel bandwidth is 11Mbps.
10.8.1 System Evolution
In this section, we illustrate how GCA adapts contention window size to support fair and efficient
bandwidth allocation. Only GCA-DIRECT is shown here. The behavior of GCA-EXP is the same
and is omitted due to space limitations.
To examine the behavior of GCA for proportional fairness, in a 70-second simulation, five
competing nodes start transmitting 512B packets at time 5s, 15s, 25s, 35s and 45s respectively and
use weighted log utility functions with weights 1 to 5. Figure 10.3(a) shows that as the number of
competing nodes increases, GCA quickly increases the contention window sizes of all competing
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nodes to prevent congestion. Therefore, GCA keeps the system operating near its optimal point
and maintains a steady throughput regardless of the number of competing nodes. At the same time,
GCA maintains the ratio between contention window sizes to provide each node its weighted fair
share of bandwidth.
To examine the behavior of GCA for strict priority, in a 100s simulation with five competing
nodes, each node starts transmitting a file at 5s and each is equipped with a linear utility function
with weight ranging from 1 to 5. Figure 10.3(b) shows that at the beginning of the simulation,
the node with weight 5 has a very small contention window size while the other nodes with lower
weights keep on increasing their contention window sizes. Therefore, the node with weight 5
soon obtains all channel bandwidth. After the node with weight 5 finishes its transmission, the
contention window size of the node with weight 4 drops down and grabs the channel. Then after
the node with weight 4 finishes, the node with weight 3 gets the channel. The process goes on
until only the node with the lowest priority is left, demonstrating GCA’s ability in achieving strict
priority between competing nodes using weighted linear utility functions.
10.8.2 Fairness
Next, we compare GCA, AOB, PFCR and IEEE 802.11e’s ability to achieve weighted proportional
fairness and strict priority. For weighted proportional fairness, we use Jain’s fairness index [48],
a common measure of proportional fairness for bandwidth allocation. Given n competing nodes,
Jain’s fairness index is Ψ = (
∑n
i=1 si/ri)
2 /[n
∑n
i=1(si/ri)
2] , where ri is the share of bandwidth
proportional to Node i’s weight and si is Node i’s achieved bandwidth. The fairness index is a
real value between 0 and 1 with values closer to 1 indicating better proportional fairness. For strict
priority, since all of the bandwidth should be allocated to the flow with the highest priority, we
define the fairness index for strict priority as Ψ = sk/(
∑n
i=1 si), where flow k has the highest
priority. For perfect strict priority, Ψ = 1.
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10.8.2.1 Weighted Proportional Fairness
In this set of simulations, 5 to 50 competing nodes with weights from 1 to 5 start in the first 10s.
Both GCA and PFCR use weighted log utility functions. AOB-DIF is used to provide differentiated
services for nodes with different weights (Section 10.7.1.2). For IEEE 802.11e, the minimum
contention window sizes of nodes with weight 5, 4, 3, 2, and 1 are 30, 37, 50, 75 and 150,
respectively. These contention window sizes are selected to ensure similar weighted bandwidth
allocation to GCA. We examine protocol performances under both heterogeneous packet sizes
ranging from 400B to 1000B and homogeneous packet sizes of 512B.
Figure 10.4(a) shows that when packet sizes are different, both GCA-EXP and GCA-DIRECT
achieve a much larger fairness index than IEEE 802.11e, AOB-DIF and PFCR and the fairness
index is very close to 1 regardless of the number of competing nodes. Since in IEEE 802.11e, AOB-
DIF and PFCR, the contention window size is independent of the packet size, nodes that send larger
packets obtain more bandwidth than their fair share, resulting in severe unfairness. With uniform
packet size, the fairness of IEEE 802.11e and PFCR approach GCA. AOB-DIF’s performance,
however, is still worse than GCA (see Figure 10.4(b)) since it is not able to provide proportional
fairness. The fairness index of GCA-EXP is also slightly smaller than GCA-DIRECT because
the exponential increase of the contention window after a collision changes the ratio between
contention window sizes and hence degrades the fairness of bandwidth allocation. However,
since GCA-EXP is able to adjust the minimum contention window to avoid excessive collisions, it
essentially limits the effects of collisions on fairness, resulting in better fairness performance than
IEEE 802.11e and PFCR.
10.8.2.2 Strict Priority
To demonstrate the ability of GCA to achieve strict priority, we use similar set up as in Section
10.8.2.1 except that the utility function is a weighted linear function. Figures 10.5(a) and 10.5(b)
show that for both uniform and heterogeneous packet sizes, both GCA-EXP and GCA-DIRECT
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achieve a fairness index that is very close to the ideal allocation of a strict priority policy while
none of AOB, PFCR and IEEE 802.11e can realize strict priority.
10.8.3 Channel Utilization
We evaluate GCA’s ability to achieve high channel utilization by comparing it with IEEE 802.11e,
AOB, PFCR and the theoretical maximum capacity of the network under both weighted propor-
tional fairness and strict priority.
10.8.3.1 Weighted Proportional Fairness
The setting of the simulations is the same as Section 10.8.2.1. Figures 10.6(a) and 10.6(b) show
that the throughput of GCA, normalized to the theoretical maximum effective capacity of an IEEE
802.11 network, is very close to the theoretical limit, indicating efficient channel usage. Since
AOB is also designed for maximizing channel utilization, its throughput is also very close to the
theoretical maximum. Since IEEE 802.11e can not dynamically adjust its minimum contention
window size according to the congestion level, its channel utilization degrades as the number of
competing nodes increases. PFCR’s throughput also drops as the network load increases since
its design does not consider channel utilization. It is worth to note that when packet sizes are
different, PFCR, IEEE 802.11e and AOB may achieve a slightly higher channel utilization than
both the theoretical maximum effective capacity and GCA (see left part of Figure 10.6(a)). This is
because the theoretical maximum effective capacity is calculated based on perfect weighted pro-
portional fairness. PFCR, IEEE 802.11e and AOB unfairly allocate more bandwidth to flows with
large packets, which results in higher channel utilization due to smaller amortized communication
overhead of large packets. These favors to flows with large packets in PFCR, IEEE 802.11e and
AOB result in their degraded fairness as demonstrated in Figure 10.4(a).
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10.8.3.2 Strict Priority
To demonstrate the ability of GCA to maximize network utilization under strict priority, we com-
pare the channel utilization of GCA, AOB-DIF, PFCR and IEEE 802.11e to the theoretical max-
imum throughput of a single flow network (essentially a single flow with contention window size
of 1), under both fixed and heterogeneous packet sizes. The setting of the simulations is the
same as Section 10.8.2.2. Figures 10.7(a) and 10.7(b) show that the throughput of GCA (with
multiple competing nodes) normalized to the maximum single-flow throughput is very close to the
theoretical limit of the network. On the other hand, the channel utilization of the other approaches
is much lower than GCA since they are unable to allocate all of the bandwidth to a single flow with
the highest priority, which essentially hurts the network throughput since collisions and backoffs,
which are unavoidable when multiple flows compete, waste network bandwidth.
10.8.4 Convergence Under Different Step Sizes
Although our theoretical analysis has focused on continuous-time models to design GCA, contin-
uous adaptation of contention window size is not possible in practice since individual nodes can
only periodically adjust their contention window sizes at a finite granularity. The discretization of
GCA may introduce “imperfections” into GCA’s control since the step size of the update algorithm
may affect the network convergence speed and nodes may update their contention window sizes
asynchronously. Such imperfections may cause a loss of network performance or instability in the
contention window sizes and flow rates. Therefore, in this section, we examine the convergence
speed of GCA under different step sizes. Note that in all our simulations in Section 10.8, since
every node updates its contention window size before it transmits a packet and different nodes have
different transmission rates, the contention window updates at nodes are not synchronized and are
performed at different rates.
During the first 20 seconds of the simulations, there is no traffic in the network. Then, 50
flows using weighted log utility functions with weights ranging from 1 to 5 start transmitting at
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exactly the 20th second. Figure 10.8 shows the changes in contention window sizes, flow rates and
total network throughput under different step sizes (i.e., α in Equation (10.7) and 1/
 in Equation
(10.27)). Figure 10.8(a) shows that under a very large step size, GCA responds to changes in
network load very quickly (e.g., the contention window size of the flow with weight 1 jumps from
31 to 777 in only 39 iterations and 0.45 second.). Therefore, there is very small loss in total
network throughput. However, very large step size also creates larger variations in contention
window sizes, resulting in undesirable large variations of flow rates. Figure 10.8(c) shows that
under a very small step size, although the contention window allocation is much more stable,
GCA responds to network load changes much slower (e.g., the contention size of the flow with
weight 1 changes from 31 to 544 in 3000 iterations and 12.53 seconds). Hence, some network
capacity is lost during the convergence process. However, by setting the right step size, which can
be determined through experiment in real networks, both reasonably fast convergence speed and
stable contention window allocation can be achieved (e.g., Figure 10.8(b)).
10.9 Summary
In response to the limitations of current algorithms, in this chapter, we provide a systematic method
for designing stable contention window control algorithms that can be used to achieve fair and
efficient bandwidth allocation in wireless LANs. We decompose the requirement for both fairness
and efficiency to the problem of choosing proper utility functions and functions of observable
channel states. Due to the inclusion of a wide diversity of both of these types of functions,
we essentially broaden the scope of designing dynamic contention window control algorithms.
The general dynamic contention window control algorithm (GCA) proposed by us can be used to
achieve both arbitrary fairness and efficient channel utilization.
Currently, GCA only works in a single hop wireless network. How to use contention window
adaptation without neighbor communications to provide bandwidth allocation among best effort
traffic is still an open problem in ad hoc networks. In the future, we would like to investigate how
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to provide fair and efficient bandwidth allocation for best effort flows in ad hoc networks through
contention window adaptation.
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Figure 10.3: Evolution of GCA.
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Figure 10.4: Fairness index for weighted proportional fairness
 0
 0.2
 0.4
 0.6
 0.8
 1
 5  10  15  20  25  30  35  40  45  50
Fa
irn
es
s 
in
de
x
Number of competing flows
GCA-DIRECT
GCA-EXP
AOB-DIF
PFCR
IEEE 802.11e
(a) Different packet size
 0
 0.2
 0.4
 0.6
 0.8
 1
 5  10  15  20  25  30  35  40  45  50
Fa
irn
es
s 
in
de
x
Number of competing flows
GCA-DIRECT
GCA-EXP
AOB-DIF
PFCR
IEEE 802.11e
(b) Same packet size
Figure 10.5: Fairness index of strict priority
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Figure 10.6: Normalized total network throughput for weighted proportional fairness
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Figure 10.7: Normalized total network throughput of strict priority
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Figure 10.8: Convergence under different step sizes. Three flows are randomly picked from the 50
flows that start from 20th second.
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Chapter 11
Conclusions and Future Work
11.1 Conclusions
With the recent rapid development of wireless technologies, wireless networks are growing both
in their scale and their applicability. These wireless networks are being integrated with smart
homes and sensor networks, extending Internet access to low-income communities, and providing
communication support in emergency situations. An important consideration, from the perspective
of both the user and the designer, is the ability of such systems to effectively support various type
of applications. This requires the system to be able to provide flexible and efficient bandwidth
management.
In this thesis, we have investigated the problem of intelligent bandwidth allocation in wireless
networks in two situations. In the first situation, the MAC layer scheduling algorithm cannot be
changed and a signaling approach must be used to coordinate resource allocation. We address
the two important aspects for supporting such a signaling approach: appropriate signaling and
accurate available bandwidth estimation. For signaling, we have designed a framework, CACP,
that coordinates nodes in each other’s carrier-sensing range to provide QoS assurance to realtime
traffic. Simulation results show that CACP achieves low message overhead and accurate bandwidth
management. For available bandwidth estimation, we establish a novel bandwidth allocation
model that is able to model networks under unsaturated, semi-saturated or saturated states. Our
simulations results show that this model can be used to provide accurate achievable bandwidth
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estimation and predictions of the impact of new flows on existing flows.
In the second situation, the MAC layer scheduling algorithm can be modified. We propose a
novel admission control framework, named QPART, that performs admission control and conflict
resolution based on feedback from adaptive scheduling algorithms. The QPART framework can
be integrated with several scheduling algorithms based on dynamic contention window adaptation.
The first algorithm is DDA, which provides delay assurance to realtime traffic. The second algo-
rithm, DBA, provides throughput assurance for realtime traffic. The third algorithm, BEP, supports
rate regulations of best effort traffic to accommodate realtime traffic. The final algorithm, GCA,
supports an arbitrary fairness definition and efficient channel utilization between best effort flows.
Both the framework and its scheduling algorithms require no explicit message exchange between
neighboring nodes and are robust to network dynamics.
11.2 Future Work
While there are quite a few effective models for single-hop IEEE 802.11 networks, it is, un-
fortunately, still not clear how to cleanly model the hidden terminal problem, especially under
different network load levels. The lack of an effective model makes accurate available bandwidth
prediction very difficult in a multihop ad hoc network. Recently, there are new research results
discovered by C. Chen and H. Luo [25], which indicate that a measurement-based algorithm
can be used to detect the existence of hidden terminals. Such measurement-based algorithms
provide interesting alternatives to available bandwidth prediction. We would like to extend this
measurement-based method to admission control and resource allocation so that we can further
improve the effectiveness of bandwidth management in wireless networks.
Another open issue regarding available bandwidth prediction is related to the interaction be-
tween TCP congestion control and MAC layer contention. All current models of contention-based
networks, including our model proposed in this thesis, assume that the packet arrival rate at each
competing node does not change as the congestion level in the system varies. This assumption,
204
however, is very conservative. TCP sources may reduce their sending rates when the network
congestion level increases, since packet delay increases in a congested network. We would like
to draw attention to the interactions between TCP traffic and MAC layer contention in our future
research. This would help us make more accurate and efficient resource allocation decisions.
While MAC approach has shown enormous advantages, there are still a lot of open problems
regarding this approach. Our GCA algorithm is very effective in single-hop wireless LAN environ-
ment. But it is still not clear how it can be extended to multihop wireless networks. Investigating
how to design cost functions that can indicate the congestion levels of a multihop network will be
a key issue to address in our future research. In addition, although in our experiments, DBA and
BEP can converge to a stable point, we are still not clear about the theoretical convergence property
of the DBA and BEP algorithms. Hence, in the future we would like to find answers about whether
DBA and BEP are optimal in their resource allocation and how fast they can converge.
Finally, since MAC approach adapts MAC behaviors for resource allocation, which can po-
tentially create security threat since users may manipulate the adaptation algorithms to jam the
network, resulting in unfair bandwidth allocation and even network-wide failure. Hence, an im-
portant issue that needs to be addressed is how to prevent malicious manipulations of the adaptation
algorithms. We would like to investigate approaches that can effectively detect and punish users
that are tempering with the contention window adaptation algorithms.
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