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This paper presents a generalization of a construction method for
digital (0, s)-sequences over Fq introduced by Niederreiter which
is based on hyperderivatives of polynomials over Fq . Within this
generalized concept, we are able to introduce direct constructions
of ﬁnite-row digital (0, s)-sequences over arbitrary ﬁnite ﬁelds Fq
for arbitrary dimensions s  q. Previously, explicit examples of
ﬁnite-row digital (0, s)-sequences have been known only for ﬁnite
prime ﬁelds and for speciﬁc chosen dimensions. Further, this
method furnishes additional insights into the structure of ﬁnite-
row digital (0, s)-sequences and their generator matrices, and this
approach permits shorter proofs for earlier interesting results on
these sequences.
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1. Introduction
Many applications such as simulation, digital imaging, or ﬁnancial mathematics, require accurate
numerical approximation of the integral of a function f : [0,1]s → R,
I( f ) :=
∫
[0,1]s
f (x)dx,
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One way of accomplishing this task is to use a quasi-Monte Carlo (QMC) rule, which approximates I( f )
by the following average of the function
QN( f ) := 1
N
N−1∑
n=0
f (xn),
where (xn)
N−1
n=0 is a ﬁnite sequence (or the initial segment of an inﬁnite sequence) of deterministically
chosen points in [0,1)s .
The well-known Koksma–Hlawka inequality gives the following upper bound for the integration
error: If the integrand has bounded variation in the sense of Hardy and Krause, which we abbreviate
to V ( f ), then the integration error satisﬁes the following inequality,
∣∣I( f ) − QN( f )∣∣ V ( f )D∗N ,
where D∗N denotes the star-discrepancy of the ﬁnite sequence (xn)
N−1
n=0 (or of the initial segment of the
inﬁnite sequence) deﬁned as follows:
D∗N := sup
B⊆[0,1)s
∣∣∣∣#{0 n < N: xn ∈ B}N − λ(B)
∣∣∣∣,
where the supremum is extended over all subboxes B ⊆ [0,1)s of the form [0,a1) × · · · × [0,as) with
0 < a1, . . . ,as  1, and λ(B) denotes the Lebesgue measure of B . In short, if we want a good ap-
proximation of the integral, then we need (ﬁnite) sequences in [0,1)s with low star-discrepancy. The
best-known examples of quasi-Monte Carlo sequences satisfy upper bounds for the star-discrepancy
in the style of ND∗N  C log
s N , where C > 0 is a constant that does not depend on N . Such sequences
are called low-discrepancy sequences. (The interested reader is referred to [1,2,8,10,15] for comprehen-
sive introductions and further information about quasi-Monte Carlo methods, discrepancy theory, and
low-discrepancy sequences.)
One of the most powerful methods of constructing low-discrepancy sequences is based on the
theory of (t,m, s)-nets and (t, s)-sequences, and was introduced by Niederreiter [12]. For a given
dimension s, an integer base q  2, a positive integer m, and an integer t with 0  t  m, a ﬁ-
nite sequence of qm points in [0,1)s is called a (t,m, s)-net in base q if each subinterval of the
form I =∏si=1[ai/qdi , (ai + 1)/qdi ) satisfying d1 + · · · + ds = m − t contains exactly qt points, where
ai,di ∈ Z, di  0, 0  ai < qdi for all 1  i  s. An inﬁnite sequence (xn)n0 ∈ [0,1)s is called a
(t, s)-sequence in base q if for all integers m > t and k  0 the point set consisting of the points
xkqm , xkqm+1, . . . , x(k+1)qm−1 forms a (t,m, s)-net in base q.
The probably most widespread technique for constructing (t, s)-sequences is based on the concept
of digital (t, s)-sequences (see, e.g., [12,14,15]) or, more generally, digital (T, s)-sequences (introduced
in [9]). The discussion below is limited to the special case of digital (0, s)-sequences (this corresponds
to the best possible known constants in the asymptotic upper bounds of the discrepancy). To generate
such digital sequences, Niederreiter [12] suggested the following:
Choose a dimension s ∈ N, a ﬁnite ﬁeld Fq with cardinality q, and set Q = {0,1, . . . ,q−1}. Choose
(i) bijections gr : Q → Fq for all integers r  0, satisfying gr(0) = 0 for all suﬃciently large r;
(ii) elements c(i)j,r ∈ Fq for 1 i  s, j  1, r  0, satisfying c(i)j,r = 0 for all suﬃciently large j for ﬁxed
i, r;
(iii) bijections λi, j : Fq → Q for 1  i  s, j  1, where for ﬁxed i we have λi, j(0) = 0 for all suﬃ-
ciently large j.
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i ∈ {1, . . . , s}. The ith component of the nth point, xn = (x(1)n , . . . , x(s)n ), is computed as follows: We
regard the base q representation of n =∑∞r=0 nrqr and set
C (i) ·
⎛
⎝ g0(n0)g1(n1)
...
⎞
⎠=:
⎛
⎜⎜⎝
y(i)n,1
y(i)n,2
...
⎞
⎟⎟⎠ .
Finally,
x(i)n =
∞∑
j=1
λi, j
(
y(i)n, j
)
q− j .
Now the task is to ﬁnd appropriate generator matrices C (1), . . . ,C (s) to construct sequences with
good distribution properties. For a digital (0, s)-sequence over Fq we need the following: For every
m ∈ N and all d1, . . . ,ds ∈ N0 such that d1 + · · · + ds =m, the (m ×m)-matrix over Fq formed by the
row vectors
(
c(i)j,0, c
(i)
j,1, . . . , c
(i)
j,m−1
)
with i ∈ {1, . . . , s}, j ∈ {1, . . . ,di} must have full rank m.
Example 1. One well-known example of a digital (0,1)-sequence over Fq is the van der Corput se-
quence in base q. For this sequence we set c(1)j,r = 1 ∈ Fq if r = j − 1 and otherwise c(1)j,r = 0 ∈ Fq , and
λ1, j = g−1j−1. For these c(i)j,r , the above condition is obviously satisﬁed since the (m × m)-unit matrix
has rank m.
Example 2. Further well-known examples of digital (0, s)-sequences over Fq , where q is prime, are
the Faure sequences over Fq [3]. For such a sequence we take s distinct elements of Fq , denoted by
β1, . . . , βs (note that s  q), and set c(i)j,r =
( r
j−1
)
β
r− j+1
i . In the case where q = 2 this sequence was
introduced by Sobol’ [16] and later generalized by Niederreiter (see, e.g., [12–14]).
In [6], the question was posed whether matrices exist which generate a digital (0, s)-sequence and
which satisfy the condition that each row consists of only ﬁnitely many nonzero entries. The term
ﬁnite-row generator matrices was coined to describe such matrices. The corresponding sequences are
called ﬁnite-row digital (0, s)-sequences.
This question arose during the investigation of the discrepancy of Niederreiter–Halton sequences.
A Niederreiter–Halton sequence is built by juxtaposing the components of digital (T, s)-sequences over
different ﬁnite ﬁelds with pairwise coprime cardinalities. The idea of constructing multi-dimensional
sequences by combining the components of digital sequences over different ﬁnite ﬁelds is motivated
by the special properties of Halton sequences (introduced in [4]). A Halton sequence is built by
juxtaposing van der Corput sequences (special digital (0,1)-sequences) and, surprisingly, the multi-
dimensional sequence is also a low-discrepancy sequence. Of course it is natural to ask whether
there are more examples of digital (t, s)-sequences that can be used as components of Niederreiter–
Halton sequences and result in a low-discrepancy sequence. The notion Niederreiter–Halton sequence
was introduced in [5] and it indicates that such a sequence is built in a similar way to a Halton
sequence, but with component sequences that are digital (t, s)-sequences (or, more generally, dig-
ital (T, s)-sequences), as (mainly) introduced by Niederreiter. An example of a Niederreiter–Halton
sequence is the 5-dimensional sequence where the ﬁrst two components are given by the Faure
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However, this example of a Niederreiter–Halton sequence does not satisfy a low-discrepancy bound.
In [6], it was shown that its star-discrepancy satisﬁes a quite large lower bound of the form
ND∗N  cN log3/ log4 for all N with c > 0. In summary, the results obtained in [6] for particular classes
of Niederreiter–Halton sequences suggest combining digital (0, s)-sequences generated by matrices
which consist of rows with as few nonzero entries as possible. This motivated the investigation of
the ﬁnite-row generator matrices. Of course, the restrictive condition on the rank structure forces the
matrices to contain a minimum number of nonzero entries. In [6], it was shown that the case where
for every d > 0 and i ∈ {1, . . . , s}, the dth row of C (i) has length sd + 1 − π(i) for some permuta-
tion π on {1, . . . , s} is best possible. (By the length of a row we mean sup{l ∈ N: c(i)j,l−1 = 0}.) We say
that such matrices have shortest possible row lengths in the sense of Hofer and Larcher. Recent investiga-
tions of special examples of such ﬁnite-row generator matrices (see [6,7]) discovered some interesting
properties of these matrices and led to further research questions concerning ﬁnite-row generator ma-
trices and the sequences that are generated. These questions motivated the research presented in this
paper.
This paper is organized as follows: In Section 2 we generalize a construction method for digital
(0, s)-sequences which was introduced by Niederreiter [14]. From this generalized method we can
easily deduce the earlier examples of ﬁnite-row generator matrices that were obtained by scrambling
Faure sequences. In Section 3 we exploit our construction of digital (0, s)-sequences and derive direct
constructions of ﬁnite-row generator matrices of digital (0, s)-sequences over arbitrary ﬁnite ﬁelds Fq
and thereby generalize results from [6,7]. We close the paper with a short discussion and some open
problems in Section 4.
Throughout the paper, Fq denotes the ﬁnite ﬁeld with cardinality q. We sometimes restrict our-
selves to a ﬁnite prime ﬁeld, which is denoted by Fp , and we identify its elements with their
representatives in {0,1, . . . , p − 1}. For the sake of simplicity, we do not distinguish between the
elements in Fp and their representatives. The set of polynomials over Fq is denoted by Fq[x]. Fur-
thermore, we simply write 0 and 1 for the identity elements in (Fq,+) and (F∗q, ·). We write y	 for
max{k ∈ Z: k y} and 
y for min{k ∈ Z: k y}.
2. The construction principle
We generalize a concept introduced by Niederreiter [14] that suggests constructing generator ma-
trices by evaluating hyperderivatives of certain polynomials over Fq . The hyperderivative, which is
also known as the Hasse derivative, is a modiﬁed concept of the derivative for the ring Fq[x] and can
be used, for example, to determine the multiplicity of roots (for more information we refer to [11]
and the references therein).
Deﬁnition 1. Let f (x) = ∑di=0 aixi ∈ Fq[x] be a polynomial of degree d. Then for n ∈ N0, the nth
hyperderivative is deﬁned by
H (n)
(
f (x)
)= d∑
i=0
(
i
n
)
aix
i−n.
Here, the standard convention for the binomial coeﬃcient is used, where
( i
n
) := 0 for n > i. (Note that
this convention ensures that H(n)( f (x)) ∈ Fq[x].)
It is easy to check that H(n) is linear, i.e., H(n)( f1(x) + f2(x)) = H(n)( f1(x)) + H(n)( f2(x)) and
H(n)(cf (x)) = cH(n)( f (x)) for all f , f1, f2 ∈ Fq[x], c ∈ Fq . In the following lemma, we collect several
properties of the hyperderivative used in this paper.
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1. Let f , g ∈ Fq[x]. Then H(n)( f (x)g(x)) =∑nj=0 H( j)( f (x))H(n− j)(g(x)).
2. Let a ∈ Fq, r ∈ N. We have H(n)((x+ a)r) =
(r
n
)
(x+ a)r−n.
3. Let f ∈ Fq[x]. Suppose c ∈ Fq such that H(n)( f (x))|c = 0 for every n ∈ {0,1, . . . ,M − 1}. Then c is a root
of multiplicity at least M.
4. Let f ∈ Fq[x]. Suppose c ∈ Fq is a root of multiplicity at least M, then H(n)( f (x))|c = 0 for every n ∈
{0,1, . . . ,M − 1}.
5. We have H(n)( f (x))|c = H(n)( f (x+ d))|c−d for all n ∈ N0, c,d ∈ Fq.
Proof.
1. Compare [11, Lemma 6.47].
2. Compare [11, Corollary 6.48].
3. Compare [11, Lemma 6.51].
4. This is a trivial consequence of items 1 and 2 and the fact that there exists g(x) ∈ Fq[x] satisfying
f (x) = (x− c)M g(x).
5. By the linearity of the hyperderivative, it is suﬃcient to check the equality for monomials, which
is easily deduced from item 2. 
Proposition 1. Let (pr(x))r0 be a sequence in Fq[x] which satisﬁes the condition that the degree of pr is r for
all r  0. We choose s distinct elements of Fq, denote them by β1, . . . , βs (note that obviously s  q), and for
every i ∈ {1, . . . , s} we choose a polynomial gi(x) ∈ Fq[x] such that gi(βi) = 0. We set
c(i)j,r = H ( j−1)
(
pr(x)gi(x)
)∣∣
βi
for i ∈ {1, . . . , s}, where j ∈ N and r ∈ N0 . Then the c(i)j,r can be used to construct a digital (0, s)-sequence
over Fq.
If the sequence of polynomials consists of monomials, i.e., pr(x) = xr , then Proposition 1 yields the
construction introduced earlier by Niederreiter [14].
Proof. The proof is similar to that of [14, Theorem 4]. We ﬁx integers m  1 and d1, . . . ,ds  0
such that d1 + · · · + ds = m and regard the (m × m)-matrix over Fq formed by the row vectors
(c(i)j,0, c
(i)
j,1, . . . , c
(i)
j,m−1), where j ∈ {1, . . . ,di}, i ∈ {1, . . . , s}. We suppose that the columns of this matrix
satisfy a linear dependence relation. Then there exist v0, v1, . . . , vm−1 ∈ Fq , not all zero, such that
m−1∑
r=0
vrc
(i)
j,r =
m−1∑
r=0
vr H
( j−1)(pr(x)gi(x))∣∣βi = 0, for 1 j  di, 1 i  s.
Using the linearity of the hyperderivative, we obtain
H ( j−1)
((
m−1∑
r=0
vr pr(x)
)
gi(x)
)∣∣∣∣∣
βi
= 0, for 1 j  di, 1 i  s.
We set f (x) =∑m−1r=0 vr pr(x). Application of Lemma 1 item 3 yields that, for every i ∈ {1, . . . , s}, βi is
a root of f (x)gi(x) of multiplicity at least di . This, together with the fact that gi(βi) = 0, yields that
f (x) has d1 + · · · + ds = m roots. However, f (x) has degree  m − 1. Hence f (x) = 0. Finally, the
fact that every pr(x) ∈ Fq[x] has degree r yields vr = 0 for every r ∈ {0, . . . ,m − 1}, contrary to the
assumption of the linear dependence relation. 
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those in Example 2, which were suggested by Faure, since
H ( j−1)
(
xr
)∣∣
βi
=
(
r
j − 1
)
β
r− j+1
i .
Example 4. We regard a ﬁnite prime ﬁeld Fp . We choose a ∈ F∗p and set s = 2, β1 = 0, β2 = −a,
g1(x) = g2(x) = 1 and pr(x) = x
r/2(x+ a)r/2	 . Then
c(1)j,r =
{0 if j − 1 > r or j − 1< 
r/2,( r/2	
j−1−
r/2
)
ar−( j−1) else
and
c(2)j,r =
{0 if j − 1> r or j − 1< r/2	,( 
r/2
j−1−r/2	
)
(−a)r−( j−1) else,
which corresponds to the entries of the generator matrices given in [6, Theorem 5].
Proof. The formula for c(i)j,r can easily be derived by applying Lemma 1 items 1 and 2:
c(i)j,r = H ( j−1)
(
x
r/2(x+ a)r/2	)∣∣
βi
=
j−1∑
k=0
H (k)
(
x
r/2
)∣∣
βi
H ( j−1−k)
(
(x+ a)r/2	)∣∣
βi
=
j−1∑
k=0
(
r/2
k
)(
x
r/2−k
)∣∣∣∣∣
βi
( r/2	
j − 1− k
)
(x+ a)r/2	− j+1+k
∣∣∣∣
βi
.
For both i = 1 and i = 2 we trivially have c(i)j,r = 0 if j − 1 > r. For i = 1, i.e., βi = 0, a nonzero
summand can only occur in the case where k = 
r/2. Hence, c(1)j,r = 0 if j − 1 < 
r/2. Similarly, we
obtain c(2)j,r = 0 if j − 1< r/2	. In the other cases, we obtain
c(1)j,r =
(
r/2

r/2
)
x
r/2−
r/2
∣∣∣∣
0
( r/2	
j − 1− 
r/2
)
(x+ a)r/2	− j+1+
r/2
∣∣∣∣
0
=
( r/2	
j − 1− 
r/2
)
ar−( j−1),
c(2)j,r =
( 
r/2
j − 1− r/2	
)
x
r/2− j+1+r/2	
∣∣∣∣−a
(r/2	
r/2	
)
(x+ a)r/2	−r/2	
∣∣∣∣−a
=
( 
r/2
j − 1− r/2	
)
(−a)r−( j−1).
Using the equalities
c(1)j,r = H ( j−1−
r/2)
(
xr/2	
)∣∣
a, c
(2)
j,r = H ( j−1−r/2	)
(
x
r/2
)∣∣−a,
we can derive the formulas for the generator matrices given in [6, Theorem 5]. 
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Hence, the assertion in Example 4 is also valid for an arbitrary ﬁnite ﬁeld Fq .
Example 5. Again, we consider a ﬁnite prime ﬁeld Fp . If we choose a ∈ F∗p and set s = p, gi(x) = 1,
βi = −(i − 1)a, and pr(x) = x(x + 1 · a) · · · (x + (r − 1) · a), then Proposition 1 yields the generator
matrices
C (1) =
([
r
j − 1
]
ar− j+1
)
j1, r0
and C (1+l) = C (l)Q (a) = C (1)Q (a)l, l ∈ {1, . . . , p − 1},
where
[ n
m
]
is the Karamata notation for the unsigned Stirling numbers of the ﬁrst kind and
Q (a) =
⎛
⎜⎜⎜⎝
B 0 0 · · ·
0 B 0 · · ·
... 0
. . . · · ·
...
...
. . .
. . .
⎞
⎟⎟⎟⎠
with
B =
⎛
⎜⎜⎜⎜⎜⎝
1 (p − 1)a 0 · · · · · ·
0 1 (p − 2)a 0 · · ·
... 0
. . .
. . .
. . .
...
... 0 1 a
0 · · · · · · 0 1
⎞
⎟⎟⎟⎟⎟⎠ ∈ F
p×p
p .
These matrices are the generator matrices of the digital ﬁnite-row (0, p)-sequences over Fp as intro-
duced in [7, Corollary 1] and earlier for a = 1 in [6].
Proof. For the proof we introduce the notation x(r,a) for the polynomial pr(x) = x(x+1 ·a) · · · (x+ (r−
1) ·a). Note that if a = 1, then x(r,1) = x(x+1) · · · (x+ r−1), which is known as the rising factorial and
is usually denoted by x(r) . It is well known that the unsigned Stirling numbers of the ﬁrst kind satisfy
x(r) =∑rk=0[ rk ]xk . This, together with the observation that H(n)(∑dk=0 bkxk)|0 = bn (if n  d, else 0),
implies the formula for C (1) if a = 1.
For arbitrary a ∈ F∗p , we regard the following chain of equalities
x(r,a) = x(x+ a)(x+ 2a) · · · (x+ (r − 1)a)= ar(xa−1)(r,1) = ar(xa−1)(r)
= ar
r∑
k=0
[
r
k
](
a−1x
)k = r∑
k=0
[
r
k
]
ar−kxk.
It remains to be proved that C (1+l) = C (l)Q (a). The equality of the ﬁrst column is obvious. For all
other columns, we apply item 5 of Lemma 1 and the linearity of the hyperderivative:
c(1+l)j,r = H ( j−1)
(
x(r,a)
)∣∣−la = H ( j−1)((x− a)(r,a))∣∣−(l−1)a
= H ( j−1)((x− a)x(x+ a)(x+ 2a) · · · (x+ (r − 2)a))∣∣−(l−1)a
= H ( j−1)((x+ (r − 1)a − (r − 1)a − a)(x(r−1,a)))∣∣−(l−1)a
= H ( j−1)((x(r,a)))∣∣−(l−1)a − raH ( j−1)((x(r−1,a)))∣∣−(l−1)a
= c(l)j,r − rac(l)j,r−1. 
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ﬁeld. Hence, the assertion in Example 5 is also valid for an arbitrary ﬁnite ﬁeld Fq . Nevertheless, the
dimension s is limited to the characteristic of the ﬁnite ﬁeld.
3. Finite-row generator matrices over an arbitrary ﬁnite ﬁeld Fq and for any dimension s q
From the examples and proofs in the last section, we understand how the polynomials, pr(x) =
x(x + 1 · a) · · · (x + (r − 1) · a) =: x(r,a) ∈ Fp[x], yield the ﬁnite rows in the generator matrices. From
Deﬁnition 1 it follows that
H (n)
(∑
k0
bkx
k
)∣∣∣∣
0
= bn. (1)
From Lemma 1 item 5, we know that
H ( j−1)
(
x(r,a)
)∣∣−(i−1)a = H ( j−1)((x− (i − 1)a)(r,a))∣∣0.
The polynomial
(
x− (i − 1)a)(r,a) = (x− (i − 1)a)(x− (i − 1)a + a) · · · (x− (i − 1)a + (r − 1)a)=:∑
k0
ckx
k
satisﬁes c0 = c1 = · · · = c(r−i)/p	 = 0, and therefore there are (r − i)/p	 + 1 zero entries at the
top of the rth column of the ith generator matrix. This can easily be seen by the fact that exactly
(r − i)/p	 + 1 different values of l ∈ {0,1, . . . , r − 1} satisfy x− (i − 1)a + la = x in Fq .
We summarize: To construct examples of ﬁnite-row generator matrices of a digital (0, s)-sequence
over a ﬁnite ﬁeld Fq , the task is to ﬁnd a proper sequence of polynomials (pr(x))r0 that ensures the
required zero entries in the generator matrices. Using this insight, we can state explicit constructions
of ﬁnite-row generator matrices of a digital (0, s)-sequence over an arbitrary ﬁnite ﬁeld Fq and for
any dimension s q.
Theorem 1. We choose a dimension s and a one-to-one function Ξ : {1, . . . , s} → Fq. We set βi = Ξ(i),
gi(x) = 1 and pr(x) = (x − Ξ(1))(r+s−1)/s	(x − Ξ(2))(r+s−2)/s	 · · · (x − Ξ(s))r/s	 . Then the construction
principle in Proposition 1 yields ﬁnite-row generator matrices of a digital (0, s)-sequence over Fq with shortest
possible row lengths in the sense of Hofer and Larcher.
Note that, if s = 2, a ∈ F∗q , Ξ(1) = 0 and Ξ(2) = −a, then we arrive at Example 4, and if s is the
characteristic of the ﬁnite ﬁeld Fq , a ∈ F∗q , and Ξ(i) = −(i − 1)a for i ∈ {1, . . . , s}, then the generator
matrices in Theorem 1 correspond to those in Example 5.
Proof of Theorem 1. Since for every r ∈ N0 the polynomial pr(x) has degree r, the βi are distinct, and
gi(βi) is obviously nonzero, it suﬃces to prove that c
(i)
j,r = 0 for all r large enough: We obtain
c(i)j,r = H ( j−1)
((
x− Ξ(1))(r+s−1)/s	(x− Ξ(2))(r+s−2)/s	 · · · (x− Ξ(s))r/s	)∣∣
Ξ(i)
= H ( j−1)((x− Ξ(1) + Ξ(i))(r+s−1)/s	 · · · (x)(r+s−i)/s	 · · · (x− Ξ(s) + Ξ(i))r/s	)∣∣0
=: H ( j−1)(q(x))∣∣0,
where we used Lemma 1 item 5. Now it is easy to see that the ﬁrst (r + s − i)/s	 coeﬃcients of the
polynomial q(x) are 0, and therefore c(i)j,r = 0 whenever j  (r + s − i)/s	 or equivalently r  s( j −
1) + i. Hence, the matrices have shortest possible row lengths in the sense of Hofer and Larcher. 
R. Hofer / Finite Fields and Their Applications 18 (2012) 587–596 595Theorem 2. We regard a ﬁnite ﬁeld Fq and denote its elements by β1, . . . , βq. We set s = q, and for every
r ∈ N0 we choose m ∈ N0 and r˜ ∈ {0,1, . . . ,q − 1} such that r = qm + r˜ . For every r˜ ∈ {0,1, . . . ,q − 1}
let pr˜(x) be a polynomial of degree r˜. We deﬁne a matrix C = (c j,r) j1, r0 ∈ FN×N0q and block matrices
Q (βi) ∈ FN×N0q as follows:We set c j,r = c j,qm+r˜ = H( j−1−r˜)((xq − x)m)|0 , where the nth hyperderivative for
negative n is considered to be 0. Let Q (βi) be
Q (βi) =
⎛
⎜⎜⎜⎝
B(βi) 0 0 · · ·
0 B(βi) 0 · · ·
0 0
. . . · · ·
0 0
. . . · · ·
⎞
⎟⎟⎟⎠ ,
where the block B(βi) = (b j,r˜(βi))1 jq,0r˜<q ∈ Fq×qq is deﬁned by b j,r˜(βi) = H( j−1)(pr˜(x))|βi .
Then the q matrices given by C Q (β1), . . . ,C Q (βq) generate a digital (0,q)-sequence over Fq, and the dth
row of the matrix C Q (βi) has length  qd for every d ∈ N and i ∈ {1, . . . ,q}.
Proof. We apply the construction principle in Proposition 1 for the settings β1, . . . , βq ∈ Fq (distinct),
pr(x) = pqm+r˜(x) = (xq − x)mpr˜(x), and gi(x) = 1 and regard the ith generator matrix (c(i)j,r) j1, r0 =:
C (i) .
Using Lemma 1 item 5 and the fact that xq − x = ∏qi=1(x − βi), we obtain H(k)((xq − x)m)|βi =
H(k)(((x+βi)q−(x+βi))m)|0 = H(k)((xq−x)m)|0 for all k ∈ N0 and βi ∈ Fq . By applying these equalities
and Lemma 1 item 1, we deduce for the entries of C (i) the following chain of equalities:
c(i)j,r = H ( j−1)
((
xq − x)mpr˜(x))∣∣βi
=
( j−1∑
n=0
H ( j−1−n)
((
xq − x)m)H (n)(pr˜(x))
)∣∣∣∣∣
βi
=
j−1∑
n=0
H ( j−1−n)
((
xq − x)m)∣∣0H (n)(pr˜(x))∣∣βi
=
q−1∑
n=0
H ( j−1−n)
((
xq − x)m)∣∣0H (n)(pr˜(x))∣∣βi
=
q−1∑
n=0
c j,qm+nbn+1,r˜(βi).
The last equality implies C (i) = C Q (βi). For the penultimate equality note that H(n)(pr˜(x)) = 0 if
q − 1 < n j − 1 and H( j−1−n)((xq − x)m)|0 = 0 if j − 1< n q − 1.
The assertion on the row lengths can be proved by regarding the special form of C and Q (βi).
From the fact that c j,r = c j,qm+r˜ = H( j−1−r˜)((xq − x)m)|0 and the observation in (1), we know that
the rth column of C can be determined by taking the coeﬃcients of ((xq − x)mxr˜). Hence, the ﬁrst
m + r˜ entries of the rth column are 0, and the length of the dth row is  q(d − 1) + 1. (Note that for
all r = qm + r˜ > q(d − 1) + 1 there are at least d zero entries at the top of the rth column.) Finally,
multiplication with the upper triangular block matrix Q (βi) adds, in the worst case, (q − 1) to the
row lengths of C . 
Remark 1. If q ∈ P and pr˜(x) = x(x + a) · · · (x + (r˜ − 1)a), then the block matrices Q (βi) given in
Theorem 2 satisfy Q (βi) = Q (0)Q (−a)l , where l ∈ {0, . . . ,q − 1} such that βi = −la. This can easily
596 R. Hofer / Finite Fields and Their Applications 18 (2012) 587–596be seen by comparing the formulas for the generator matrices given in Theorem 2 and Example 5. An
interesting question would be whether we can identify more examples of pr˜(x) ∈ Fq[x] such that there
are interesting relations between the Q (βi) and that the generator matrices have shortest possible
row lengths in the sense of Hofer and Larcher. An approach would be to set pr˜(x) = xr˜ . Then the
blocks B(βi) = (b j,r˜(βi))1 jq,0r˜<q are determined by b j,r˜(βi) = H( j−1)(xr˜)|βi =
( r˜
j−1
)
β
r˜− j+1
i . These
blocks are the upper left (q× q) submatrices of the Pascal matrices and therefore satisfy B(βi +β j) =
B(βi)B(β j) for all choices βi, β j ∈ Fq (for a proof compare [6, Proof of Proposition 2]). However, this
choice of pr˜(x) does not guarantee shortest possible row lengths in the matrices.
4. Discussion and open problems
The method introduced in this paper only works for the special case of digital (0, s)-sequences.
We are also interested in the general case of digital (t, s)-sequences and pose the following:
Open Problem 1. Find (explicit) constructions of ﬁnite-row digital (t, s)-sequences over Fq .
Bearing in mind that the ﬁnite-row generator matrices are motivated in the context of Niederreiter–
Halton sequences, we are also interested in the following:
Open Problem 2. Can we exploit the ﬁndings in this paper and deduce good lower or upper bounds
for the discrepancy of the (q1+q2)-dimensional Niederreiter–Halton sequence where the ﬁrst q1 com-
ponents are generated by C Q (β1), . . . ,C Q (βq1 ) over Fq1 and the last q2 components are generated
by C Q (β ′1), . . . ,C Q (β ′q2 ) over Fq2 ?
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