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Abstrakt
Práce se zabývá metodami pro minimalizaci funkce bez omezení. Klasické metody vy-
žadují znalost první derivace (gradientu), prˇípadneˇ i druhé derivace (Hessiánu). Pokud
je nárocˇné tyto hodnoty vypocˇítat, pak se používají tzv. metody nultého rˇádu. Mezi tyto
metody patrˇí i metoda využívající kvadratické interpolace funkce. Úkolem této práce je
seznámení s touto metodou, popis jejích základních rysu˚ a následneˇ popis algoritmu pro
výpocˇet a celková implementace kódu.
Klícˇová slova: nelineární optimalizace, metody optimalizace nultého rˇádu, Trust-region,
kvadratická interpolace.
Abstract
This work is devoted to methods for unconstrained minimization. Classical methods
need the knowledge of first derivation (gradient) eventually second derivation (Hes-
sian). However, if both of these numbers are hard to evaluate, we use derivative free
algorithms. An algorithm using quadratic interpolation for unconstrained optimization
is one of them. The goal of this work is to describe the basics features of this method, to
cover the whole algorithm and then to implement the code of program.
Keywords: nonlinear optimization, derivative free algorithms, Trust-region, quadratic
interpolation.
Seznam použitých zkratek a symbolu˚
argmax – argument maxima
argmin – argument minima
∥ · ∥ – Eukleidovská norma
∥ · ∥F – Frobeniova norma
⟨·, ·⟩ – skalární soucˇin
| · | – velikost množiny, absolutní hodnota
vT – transponování
G – gradient funkce
H – Hessián funkce
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51 Úvod
Úkolem bakalárˇské práce bylo sestavení algoritmu pro metodu využívající kvadratické
interpolace pro minimalizaci funkce bez omezení. Tento text se zabývá jeho tvorbou, ale
i ru˚znými jinými metodami pro rˇešení problému nalezení minima hledané funkce.
V druhé kapitole se prˇesneˇ definuje námi rˇešený matematický problém a popisují se jeho
specifika (jaké podmínky musí splnˇovat funkce apod.).
Trˇetí kapitola obsahuje popis neˇkterých metod minimalizace. Uvádíme zde metodu gra-
dientní a Newtonovu, které rozebíráme podrobneˇji a také je zde uveden algoritmus pro
nalezení rˇešení minimalizacˇní úlohy danou metodou. Na konci kapitoly se také objevuje
krátký popis dalších tzv. genetických algoritmu˚.
Ve cˇtvrté kapitole už se poté dostáváme k metodeˇ využívající kvadratickou interpolaci.
Zde je podrobneˇ popsáno jaké má metoda základní rysy a jak pracuje. Nejprve se zameˇ-
rˇíme na tzv. Trust-region metody a poté na interpolaci kvadratickou funkcí. Následuje
popis algoritmu úpravy geometrie množin a poté se probírají ru˚zné náležitosti daného
algoritmu, jako naprˇ. hledání nového iteracˇního bodu, nebo správná volba ukoncˇovacího
kritéria. Na záveˇr kapitoly je poté uveden celkový algoritmus pro tuto metodu a ješteˇ je
prˇidána poznámka pro minimalizaci funkce více promeˇnných.
V poslední (páté) kapitole poté testujeme algoritmus na konkrétních prˇíkladech. Nume-
rické testy jsou provedeny na cˇtyrˇech úlohách, u kterých zkoumáme rozdíly výsledku˚
prˇi volbeˇ jiných pocˇátecˇních parametru˚. Výsledky jsou uvedeny v tabulkách. Jsou zde
uvedeny také grafy tzv. konvergencˇních historií, které popisují jak rychle daná metoda
konverguje k minimu.
62 Formulace problému
Metody optimalizace (viz [2], [4]) se snaží o nalezení hodnot, pro které daná funkce
nabývá maximální cˇi minimální hodnoty. Budeme se zabývat problémem minimalizace
funkce, jejíž hodnoty mu˚žou být zjišteˇny prˇi neˇjakém reálném meˇrˇení, naprˇ. prˇi mode-
lování fyzikálních jevu˚. Zameˇrˇíme se na funkce, které nekladou žádná omezení na dané
promeˇnné. Danou úlohou optimalizace mu˚žeme zapsat jako hledání x∗ϵRn , které je rˇe-
šením následujícího problému:
min
xϵRn
f(x). (1)
Hledáme tedy x∗, pro které daná funkce nabývá nejmenších hodnot, tzn. pro x∗ platí:
f(x∗) ≤ f(x), ∀xϵRn. (2)
Prˇedpokládáme, že funkce f(x) : Rn → R je dvakrát spojiteˇ diferencovatelná. Metoda,
kterou se zabýváme, pracuje s funkcemi, u nichž je nákladné vypocˇítat funkcˇní hodnotu
i derivaci. Pro daný problém existuje rˇada klasických metod využívajících znalostí gra-
dientu nebo Hessiánu. O teˇchto metodách si rˇekneme v prˇíští kapitole. Protože chceme
pracovat s funkcemi kde je výpocˇet gradientu i Hessiánu nárocˇný, budeme se zabývat
metodou, která je nepoužívá.
73 Prˇehled optimalizacˇních metod
Obvykle problém (1) rˇešíme pomocí gradientní nebo Newtonovy metody.
3.1 Gradientní metoda
V prˇípadeˇ, že funkce je spojiteˇ diferencovatelná používáme gradientní metodu (metodu
nejveˇtšího spádu), která v každé iteraci využívá smeˇr poklesu (záporný gradient) funkce
k nalezení menší hodnoty. Pro ilustraci dané metody uvádíme algoritmus:
1 Input: x0, ϵ > 0
2
3 while ∥ G(xk) ∥> ϵ
4 tk = argmin
t>0
f(xk − t ·G(xk))
5 xk+1 = xk − tk ·G(xk)
6 end
Výpis 1: Gradientní metoda
G prˇedstavuje gradient funkce. Gradientní metody jsou velmi jednoduché na implemen-
taci, cˇasto ale dosahují velkého pocˇtu iterací.
3.2 Newtonova metoda
Pokud je funkce dvakrát spojiteˇ diferencovatelná, pak je nejvhodneˇjší použít Newtonovu
metodu. Tato metoda pracuje se znalostí gradientu a Hessiánu a celkoveˇ dosahuje daleko
menšího pocˇtu iterací než gradientní metoda. Opeˇt uvádíme algoritmus dané metody:
1 Input: x0, ϵ > 0
2
3 while ∥ G(xk) ∥> ϵ
4 xk+1 = xk −H(xk)−1 ·G(xk)
5 end
Výpis 2: Newtonova metoda
G prˇedstavuje gradient funkce, H prˇedstavuje Hessián funkce.
3.3 Ostatní metody
Pokud je výpocˇet gradientu a Hessiánu drahý, používáme genetické algoritmy, které pra-
cují pouze se znalostí funkcˇních hodnot. Hlavním rysem genetických algoritmu˚ je výpo-
cˇet znacˇného pocˇtu funkcˇních hodnot. Pokud se tomu chceme vyhnout, mu˚žeme použít
jiné metody nultého rˇádu, mezi které patrˇí i metoda kvadratické interpolace. Tuto me-
todu popíšeme podrobneˇji v další kapitole. Více lze o uvedených metodách nalézt v [2],
[4], [5].
84 Metoda využívající kvadratickou interpolaci
Metoda využívající kvadratickou interpolaci se uplatnˇuje u funkcí, pro které platí, že je-
jich funkcˇní hodnoty a derivace jsou nákladné na výpocˇet. Jejími základními rysy jsou
využití Trust-regionu a interpolace kvadratickou funkcí. Více se lze s touto metodou se-
známit v [1].
4.1 Trust-region
Algoritmus, který popisujeme patrˇí mezi tzv. Trust-region metody. Metoda je založena na
zkoumání funkce v ∆ okolí bodu xc. Polomeˇr daného okolí (∆) se nazývá Trust-region a
udává velikost okolí, kde ocˇekáváme dobrou shodu modelu a funkce.
Je vypocˇten nový iteracˇní bod, který minimalizuje model v daném ∆ okolí bodu xc a je
vypocˇtena skutecˇná hodnota funkce v daném bodeˇ.
Pokud tato hodnota dostatecˇneˇ odpovídá hodnoteˇ vypocˇtené modelem, nový iteracˇní
bod je prˇijat a ∆ je zveˇtšeno.
Naopak, pokud je tato hodnota nedostacˇující vu˚cˇi hodnoteˇ vypocˇtené modelem, nový
iteracˇní bod je zamítnut a ∆ je zmenšeno.
Tento proces se opakuje dokud není splneˇna ukoncˇující podmínka.
Pomeˇr mezi dosaženou a prˇedpokládanou hodnotou se vypocˇítá takto:
ρ =
f(xc + s)− f(xc)
m(xc + s)−m(xc) . (3)
Bod xc prˇedstavuje aktuální bod iterace, bod xc + s prˇedstavuje nový iteracˇní bod. Hod-
nota f(·) je skutecˇná hodnota funkce v daném bodeˇ a hodnota m(·) prˇedstavuje hodnotu
vypocˇtenou modelem pro trust-region. Cˇitatel ve zlomku (3) se oznacˇuje jako skutecˇný
pokles a jmenovatel jako prˇedpokládaný pokles.
4.2 Interpolace kvadratickou funkcí
Základní podmínkou pro metodu trust region je volba správného modelu funkce. V prˇí-
padeˇ metody kvadratické interpolace se volí kvadratický model ve formeˇ:
m(xc + s) = f(xc) + ⟨G, s⟩+ 1
2
⟨s,Hs⟩, (4)
kde G je gradient a H je Hessián funkce, f(·) znacˇí hodnotu funkce v daném bodeˇ a m(·)
je hodnota modelu v daném bodeˇ.
Jelikož pocˇítáme s funkcemi, u kterých je složité urcˇit gradient a Hessián pomocí první
a druhé derivace, urcˇíme model (4) interpolací pomocí funkcˇních hodnot prˇedchozích
bodu˚. Tato interpolace bude jednoznacˇneˇ urcˇena soustavou rovnic:
m(x) = f(x) (5)
9pro všechny body z množiny I takové, že f(x) je známé pro všechny xϵI . Velikost mno-
žiny I musí být rovna:
p =
1
2
(n+ 1)(n+ 2) (6)
pro prˇesné urcˇení kvadratického modelu rovnicí (5). V rovnici (6) prˇedstavuje n dimenzi
funkce f .
Body v množineˇ I musí také splnˇovat urcˇité geometrické vlastnosti: naprˇ. 6 bodu˚ v
prˇímce neurcˇuje kvadratický model pro funkci v R2. Musíme tedy zjistit, zda jsou body
množiny I usporˇádány tak, aby bylo možné s jejich pomocí sestrojit kvadratický model
funkce. Tento problém vyrˇešíme pomocí matice bázových vektoru˚:
δ(I) = det
 φ1(x1) . . . φ1(xp)... ...
φp(xp) ... φp(xp)
 , (7)
kde φ1 . . . φp prˇedstavují jednotlivé bázové vektory prostoru kvadratických funkcí v Rn.
Oveˇrˇujeme, jestli je δ(I) ̸= 0. Pokud ano je daná množina zvolena správneˇ a poté rˇek-
neme, že je daný model dobrý. Pokud je δ(I) nulový, body v množineˇ I jsou usporˇádány
špatneˇ a musíme tedy zvolit jinou geometrii bodu˚.
4.3 Algoritmus úpravy geometrie množin (A1)
Nyní popíšeme algoritmus, který se využívá k vylepšení kvadratického modelu po ne-
úspeˇšné iteraci. V algoritmu se využívá množin I, J,M . I je množina, pomocí které in-
terpolujeme kvadratický model (množina zmíneˇna v prˇedchozím textu) a je to množina
obsahující body, u kterých známe funkcˇní hodnotu. M obsahuje body, u kterých byla v
pru˚beˇhu iteracˇního procesu vypocˇtena funkcˇní hodnota. J je množina obsahující body,
ve kterých dosud neznáme funkcˇní hodnotu a prˇitom množina I ∪ J poskytuje dobrý
kvadratický model. Daný algoritmus vypadá následovneˇ:
1 Input: M, I, J,∆, xc
2 Step 1: ∀xiϵM \ I : ∥xi − xc∥ ≤ ∆
3 x− = argmax
xjϵ(I∪J)
S(xi, xj)
4 if S(xi, x−) ≥ 2
5 I = (I \ {x−}) ∪ {xi}
6 return
7 end;
8 Step 2: x− = argmax
xiϵJ
∥xi − xc∥
9 if ∥x− − xc∥ > 2∆
10 x+ = argmax
∥x−xc∥≤∆
S(x, x−)
11 Vypocˇítej f(x+)
12 M =M ∪ {x+}
10
13 I = I ∪ {x+}
14 J = J \ {x−}
15 return
16 end;
17 Step 3: x− = argmax
xiϵI
∥xi − xc∥
18 if ∥x− − xc∥ > 2∆
19 x+ = argmax
∥x−xc∥≤∆
S(x, x−)
20 Vypocˇítej f(x+)
21 M =M ∪ {x+}
22 I = (I \ {x−}) ∪ {x+}
23 return
24 end;
25 Step 4: x− = argmax
xiϵJ

argmax
∥x−xc∥≤∆
S(x, xi)

26 x+ = argmax
∥x−xc∥≤∆
S(x, xi)
27 if S(x+, x−) > 1
28 Vypocˇítej f(x+)
29 M =M ∪ {x+}
30 I = I ∪ {x+}
31 J = J \ {x−}
32 return
33 end;
34 Step 5: x− = argmax
xiϵI

argmax
∥x−xc∥≤∆
S(x, xi)

35 x+ = argmax
∥x−xc∥≤∆
S(x, xi)
36 if S(x+, x−) ≥ 2
37 Vypocˇítej f(x+)
38 M =M ∪ {x+}
39 I = (I \ {x−}) ∪ {x+}
40 return
41 end;
42 Step 6: Algoritmus selhal v úpraveˇ množin
43 return
44 end
Výpis 3: Algoritmus A1
∆ je polomeˇr daného trust-regionu a xc je aktuální bod iterace (strˇed trust-regionu).
V algoritmu se objevuje funkce S(·, ·), kterou požíváme pro zjišteˇní, jestli se dají dané
množiny upravit (pokud se dá upravit geometrie daných množin).
11
Funkce S(x, x−) má tvar:
S(x, x−) =
|L(x, x−)|
min

1, max
tϵ[0,∆]
|L(xc + td−, x−)|
 , (8)
kde xc prˇedstavuje aktuální bod iterace a d− se vypocˇítá jako:
d− =
(x− − xc)
∥x− − xc∥ . (9)
Ve funkci se dále objevuje výpocˇet pro hodnotu |L(x, x−)|, která prˇedstavuje hodnotu
Lagrangeovy interpolacˇní funkce (více viz [3]), jejíž hodnota je v bodeˇ x− rovna 1 a v
ostatních bodech z množiny I je nulová.
V prˇípadeˇ funkce jedné promeˇnné má funkce L(x, x−) tvar:
L(x, x−) =

xm ̸=x−
x− xm
x− − xm , (10)
kde body xm jsou body z množiny I ∪ J a jelikož x− patrˇí do této množiny je potrˇeba
dodržet podmínku xm ̸= x−, aby nedošlo k deˇlení nulou.
Pokud chceme minimalizovat funkce více promeˇnných je potrˇeba použít Lagrangeovu
interpolacˇní funkci více promeˇnných, která bude popsána dále v textu.
Význam funkce L je následující. Hodnota |L(x+, x−)| se rovná pomeˇru:
|δ(I \ {x−} ∪ {x+})|
|δ(I)| , (11)
kde I obsahuje bod x− a δ(·) je dané vztahem (7). Pomeˇr (11) udává, jak se zlepší kva-
dratický model funkce f sestavený z bodu˚ v množineˇ I . Proto hledáme takový bod x+,
který prˇi nahrazení bodu x− maximalizuje |L(x+, x−)|
Pokud algoritmus dospeˇje do kroku 6 znamená to, že geometrii modelu nelze vylepšit
vzhledem k danému ∆ a úpravy modelu v okolí xc se tedy dosáhne jenom zmenšením
∆, což zpu˚sobí, že interpolacˇní body budou blíže bodu xc
4.4 Krok trust-regionu
Po sestavení a úpraveˇ (pokud byla potrˇeba) modelu je vypocˇten ideální krok, který mi-
nimalizuje model pomocí trust-regionu v ∆ okolí bodu xc.
Tento krok je rˇešením úlohy:
s = argmin
∥s∥≤∆
m(xc + s). (12)
Po nalezení ideálního kroku v úloze (12) je vypocˇítán pomeˇr ρ mezi dosaženým a prˇed-
pokládaným poklesem ze vztahu (3). Místo abychom hned prˇešli k další iteraci a úpraveˇ
12
polomeˇru trust-regionu, zjišt’ujeme, jestli si nemu˚žeme dovolit tzv. dlouhý krok v prˇí-
padeˇ, že model odpovídá funkci velmi dobrˇe. Tzv. dlouhý krok využívá velmi dobré
shody modelu a skutecˇného chování funkce a proto se pokusíme využít tento model na
veˇtším okolí bodu xc než jen okolí o velikosti ∆
Testujeme jestli je ρ ≥ 0.9, což znacˇí výborný pomeˇr mezi dosaženým a prˇedpokládaným
poklesem. V tomto prˇípadeˇ oveˇrˇujeme úspeˇšnost u všech prˇedchozích bodu˚ xiϵM \ I ,
která je urcˇena:
ρi =
f(xi)− f(xc)
m(xi)−m(xc) . (13)
Vypocˇteme maximální vzdálenost ∥xi − xc∥ pro všechny xi, pro které platí, že pomeˇr
ρi je pouze lehce horší než pomeˇr ze vztahu (3) (ρi ≥ 0.85). Tuto maximální vzdálenost
oznacˇíme Θ. Pokud je Θ výrazneˇ veˇtší než ∆, je model dobrý v mnohem veˇtším okolí,
než ve kterém byl vypocˇten krok s. Mu˚žeme tedy vypocˇítat delší krok d:
d = arg min
∥s∥≤Θ
m(xc + s) (14)
s šancí na úspeˇch podobnou té s pu˚vodním krokem s.
Mu˚žeme poté nahradit kratší krok s krokem d kdykoliv, kdy nastane ocˇekávaný pokles,
tzn. když:
ρd =
f(xc + d)− f(xc)
m(xc + d)−m(xc) ≥ 0.05 a f(xc + d) < min{f(xc), f(xc + s)}. (15)
Tento mechanismus nám umožnˇuje provádeˇt dlouhé kroky, když kvadratický model od-
povídá funkci (naprˇ. pokud je zadaná funkce v ∆ okolí bodu xc prˇibližneˇ nebo prˇesneˇ
kvadratická).
4.5 Nový iteracˇní bod
Po nalezení kroku s pomocí minimalizacˇní úlohy (12) (poprˇ. dlouhého kroku d pomocí
(14)) a vypocˇtení funkcˇní hodnoty v bodeˇ xc + s (nebo xc + d), je potrˇeba rozhodnout,
jestli by meˇl daný bod nahradit bod soucˇasné iterace (xc).
U metod trust-regionu je nový bod prˇijat pokud je pomeˇr dosaženého a ocˇekávaného
poklesu (vztah (3)) veˇtší než neˇjaká malá konstanta (v našem algoritmu 0.05). Pokud tento
prˇípad nastane, bod xc+s je prˇidán do množiny I a soucˇasneˇ je z množiny I ∪J odebrán
bod, jehož nahrazení bodem xc + s je nejvýhodneˇjší pro geometrii daných množin. Bod
xc + s mu˚že být prˇidán do množiny I i když nedošlo k požadovanému poklesu, ale
pouze tehdy, když se geometrie daných množin výrazneˇ zlepší, pokud odebereme bod z
množiny (I ∪ J) \ {xc}.
Mu˚že se ovšem stát, že obeˇ z prˇedcházejících možností selžou. Poté je daná iterace na-
zvaná jako neúspeˇšná, xc zu˚stává nezmeˇneˇné a provede se algoritmus A1 pro úpravu
geometrie množin. Tento krok se dá provést i v prˇípadeˇ, že dosažený pokles je prˇíliš
malý (ρ < 0.15) i když je iterace úspeˇšná.
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4.6 Úprava polomeˇru trust-regionu
Po provedení prˇedchozích kroku˚ musí být zmeˇneˇn polomeˇr trust-regionu. Mu˚žeme uva-
žovat zmeˇnu polomeˇru trust-regionu pouze tehdy, pokud všechny prˇedchozí metody na
úpravu geometrie množin selhaly (tzn. pokud algoritmus A1 skoncˇil neúspeˇšneˇ v kroku
6) a krok trust-regionu s byl neúspeˇšný, ale to by znamenalo velmi pomalé zmenšování
daného polomeˇru. Místo toho budeme uvažovat zmeˇnu polomeˇru prˇi každé iteraci. Po-
kud je daná iterace úspeˇšná (ρ ≥ 0.75), mu˚že se daný polomeˇr zveˇtšit, v opacˇném prˇípadeˇ
mu˚že dojít ke zmenšení polomeˇru.
4.7 Konvergencˇní test
Jako poslední cˇást algoritmu musíme navrhnout ideální ukoncˇující kritérium. Mu˚žou na-
stat dveˇ možnosti:
1. Zadaná funkce už nemu˚že být více vylepšena, i když je polomeˇr trust-regionu malý
(pod hranicí prˇípustnosti ϵ∆)
∆ < ϵ∆. (16)
2. Byl nalezen bod x, pro který platí, že f(x) − fl je pod hranicí prˇípustnosti ϵf . fl
oznacˇujeme jako odhad pro minimum (pokud tato informace není známa, mu˚že
být nastavena na −∞).
f(xc) < fl + ϵf . (17)
Pokud nastane jeden z teˇchto prˇípadu˚, algoritmus skoncˇí v soucˇasné iteraci a vrátí xc jako
prˇibližné rˇešení problému - hledání minima zadané funkce.
4.8 Algoritmus metody
Nyní mu˚žeme uvést celkový algoritmus metody pro minimalizaci funkce fϵRn využíva-
jící kvadratickou interpolaci. V algoritmu se objevují promeˇnné ηr a ηa, které udávají rela-
tivní a absolutní úrovenˇ zašumeˇní funkce f . Na zacˇátku algoritmu inicializujeme ∆ = ∆0
a M = I = {x0, x1}, kde x0 je pocˇátecˇní bod aproximace (pozdeˇji xc) a x1 je náhodný bod
pro který platí ∥ x1 − x0 ∥≤ ∆. Množinu J inicializujeme jako J = {x2, . . . xp−1}, kde
pro body x2 . . . xp−1 také platí, že jejich vzdálenost od bodu x0 je menší než ∆ (p je dané
vztahem (6)). Množina I∪J musí splnˇovat, že δ(I∪J) ̸= 0, kde δ je dané vztahem (7). Pa-
rametr r, který také zadáváme na vstupu, udává pomeˇr, o který se polomeˇr trust-regionu
zmenšuje prˇi neúspeˇšné iteraci, nebo zveˇtšuje prˇi úspeˇšné.
Algoritmus metody vypadá následovneˇ:
1 Input: x0, ϵ∆, fl, ϵf , r > 1,∆0, ηa, ηr
2 ∆ = ∆0
3 x1 = x0 +∆ · rand(1, n)
4 Vypocˇítej f(x0)
5 Vypocˇítej f(x1)
6 xc = x0
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7 M = I = {x0, x1}
8 J = {x2, . . . xp−1} = x0 +∆ · rand(1, n)
9 p = 1
2
(n+ 1)(n+ 2)
10 while (∆ > ϵ∆) and (f(xc) ≥ fl + ϵf )
11 Step 1: xt = argmin
xϵI
f(x)
12 if f(xt) < f(xc)− 0.1ϵ∆∆
13 xc = xt
14 end;
15 Step 2: if | I |= p
16 ∀xϵI : m(x) = f(x)
17 pokus se sestavit model:
18 m(xc + s) = f(xc) + gT s+ 12s
THs
19
20 else if | I |< p
21 pokus se vyrˇešit problém: min
g,H
∥g∥2 + ∥H∥2F
22 Pokud model nemu˚že být sestaven
23 Algoritmus A1
24 Jdi do kroku 6
25 end;
26 end;
27 Step 3: s = min
∥s∥≤∆
m(xc + s)
28 if m(xc)−m(xc + s) < max

ϵ∆∆,
ηa
2
, ηr
2
|f(xc + s)|

29 Algoritmus A1
30 Jdi do kroku 6
31 else
32 M =M ∪ {xc + s}
33 Vypocˇítej f(xc + s)
34 ρ = f(xc+s)−f(xc)
m(xc+s)−m(xc)
35 end;
36 Step 4: if ρ ≥ 0.9
37 ∀xiϵM \ I : f(xi)− f(xc) ≤ 0.85(m(xi)−m(xc))
and ∥ xi − xc ∥≥ ∆
38 Θ = min{1000∆,max ∥xi − xc∥}
39 if Θ > (1 + r) ∥ s ∥
40 d = min
∥d∥≤Θ
m(xc + d)
41 if ∥ d ∥> (1 + r) ∥ s ∥
42 M =M ∪ {xc + d}
43 Vypocˇítej f(xc + d)
44 ρd =
f(xc+d)−f(xc)
m(xc+d)−m(xc)
45 if ρd ≥ 0.05 and f(xc + d) < min{f(xc), f(xc + s)}
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46 s = d
47 ρ = ρd
48 end;
49 end;
50 end;
51 end;
52 Step 5: xI = argmax
xϵI\{xc}
S(xc + s, x)
53 xJ = argmax
xϵJ
S(xc + s, x)
54 SI = S(xc + s, xI)
55 SJ = S(xc + s, xJ)
56 if ρ ≥ 0.05
57 if SI > 2SJ
58 I = (I \ {xI}) ∪ {xc + s}
59 end;
60 if SI ≤ 2SJ
61 I = I ∪ {xc + s}
62 J = J \ {xJ}
63 end;
64 else if max{SI , SJ} > 1
65 if SI > SJ
66 I = (I \ {xI}) ∪ {xc + s}
67 end;
68 if SI ≤ SJ
69 I = I ∪ {xc + s}
70 J = J \ {xJ}
71 end;
72 else if ρ < 0.15
73 Algoritmus A1
74 else
75 Algoritmus A1
76 end;
77 Step 6: if ρ ≥ 0.75 and ∥s∥ > ϵ∆
78 ∆ = min [r∆,max(∆, r ∥ s ∥)]
79 else if ∆ > ϵ∆ a Krok 2 probeˇhl bez problému
80 ∆ = max{ϵ∆, ∆r }
81 if Algoritmus A1 selhal v úpraveˇ množin
82 Algoritmus A1 s upravenou ∆
83 end;
84 else if Algoritmus A1 selhal v úpraveˇ množin
85 ∆ = ∆
r
86 end;
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87 end;
88
89 return xc
90
91 end
Výpis 4: Algoritmus metody využívající kvadratickou interpolaci
4.9 Funkce více promeˇnných
V prˇípadeˇ, že uvažujeme úlohu (1), kde n > 1, je potrˇeba upravit funkci L(·, ·) ze vztahu
(10). Tato funkce totiž obsahuje hodnotu Lagrangeovy interpolacˇní funce, která je se-
stavena pro funkci jedné promeˇnné. Je tedy potrˇeba sestavit Lagrangeovu interpolacˇní
funkci pro funkci více promeˇnných. Interpolacˇní funkce bude mít tvar:
Ld(x) =
d
i=1
2
j=0
j ̸=αi
xi − xi,j
xi,αi − xi,j
. (18)
Ve vztahu (18) udává d dimenzi funkce. Pokud ale chceme pracovat s tímto vztahem,
musíme zvolit naprosto odlišnou geometrii bodu˚. Chceme-li totiž interpolovat danou
Lagrangeovu interpolacˇní funkci, musí být body poskládány v mrˇížce, ve které budou
mít neˇkteré body vždy soucˇasneˇ stejné sourˇadnice. Pro ilustraci této mrˇížky uvádíme
obrázek možného rozložení bodu˚ pro n = 2.
Obrázek 1: Rozložení mrˇížky
Pokud pracujeme s takto rozloženými body, máme dokonce zarucˇeno, že determinant
matice δ(·) ze vztahu (7) je nenulový.
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5 Numerické testy
V této kapitole otestujeme navržený algoritmus pro metodu využívající kvadratickou
interpolaci na neˇkolika prˇíkladech. Budeme demonstrovat výsledky po volbeˇ ru˚zných
pocˇátecˇních parametru˚ funkce a budeme sledovat, jak dané volby ovlivní celkový pocˇet
iterací daného algoritmu, ale také pocˇet vycˇíslení funkcˇních hodnot (výpocˇet funkcˇních
hodnot je nákladný) a prˇesnost celkového rˇešení.
5.1 Prˇíklad 1
Budeme rˇešit úlohu:
min
xϵR
x2 + 2x+ 1 (19)
Obrázek 2: Graf funkce f1
V následující tabulce si ukážeme, jak závisí volba jednotlivých parametru˚ na výsledku
dané aproximace, pocˇtu iterací a také na pocˇtu vycˇíslení funkcˇních hodnot dané funkce.
Ukážeme také tzv. konvergencˇní historie dané aproximace.
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Volíme pocˇátecˇní parametry:
fl - odhad funkcˇní hodnoty minima
ϵ∆ - hranice prˇípustnosti pro ∆
∆f - hranice prˇípustnosti pro funkcˇní hodnotu minima
x0 - pocˇátecˇní bod aproximace
∆0 - pocˇátecˇní okolí pro trust-region
Algoritmus poté vrací výsledky ve formeˇ x∗, které prˇedstavuje odhad pro minimum dané
funkce, pocˇet iterací, které probeˇhly prˇi výpocˇtu, údaj o tom, kolikrát se musela vycˇíslit
daná funkce a tzv. konvergencˇní historii algoritmu, což je závislost mezi funkcˇní hodno-
tou soucˇasného bodu iterace (f(xc)) a soucˇasnou iterací. Konvergencˇní historie ukazuje,
jak rychle se daný algoritmus blíží k minimu.
fl ϵ∆ ϵf x0 ∆0 x
∗ Pocˇet iterací Pocˇet vycˇíslení funkce Konvergencˇní historie
0 10−1 10−1 1 1 -1.00 3 6 obr. 1
0 10−1 10−1 100 10 -1.00 6 9 obr. 2
0 10−3 10−3 1 1 -1.00 3 6 obr. 3
0 10−3 10−3 100 10 -1.00 6 9 obr. 4
−∞ 10−1 10−1 1 1 -1.00 9 15 obr. 5
−∞ 10−1 10−1 100 10 -1.00 15 26 obr. 6
−∞ 10−3 10−3 1 1 -1.00 15 26 obr. 7
−∞ 10−3 10−3 100 10 -1.00 22 38 obr. 8
Tabulka 1: Výsledky funkce f1
Algoritmus našel rˇešení úlohy (19) v x∗ = −1.00. Hodnota funkce v minimu je f(x∗) = 0.
5.1.1 Konvergencˇní historie
V grafech prˇedstavuje osa x cˇíslo iterace a osa y prˇedstavuje funkcˇní hodnotu soucˇasného
bodu iterace.
obr. 1 obr. 2
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obr. 3 obr. 4
obr. 5 obr. 6
obr. 7 obr. 8
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5.2 Prˇíklad 2
Budeme rˇešit úlohu:
min
xϵR
x4 + 8x3 + 24x2 + 32x+ 16 (20)
Obrázek 3: Graf funkce f2
Opeˇt budeme stejneˇ jako u prˇíkladu cˇ. 1 volit ru˚zné pocˇátecˇní parametry a budeme zkou-
mat jak tato volba ovlivní celkové výsledky. Ukážeme si také konvergencˇní historie pro
jednotlivé možnosti výbeˇru pocˇátecˇních parametru˚. Výsledky pro jednotlivé prˇíklady
jsou uvedeny v následující tabulce, která stejneˇ jako u prˇíkladu 1 obsahuje 8 možností,
jak nakombinovat pocˇátecˇní parametry.
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fl ϵ∆ ϵf x0 ∆0 x
∗ Pocˇet iterací Pocˇet vycˇíslení funkce Konvergencˇní historie
0 10−1 10−1 1 1 -1.44 10 15 obr. 1
0 10−1 10−1 50 10 -1.33 53 61 obr. 2
0 10−3 10−3 1 1 -1.97 34 38 obr. 3
0 10−3 10−3 50 10 -1.84 465 472 obr. 4
−∞ 10−1 10−1 1 1 -1.65 12 18 obr. 5
−∞ 10−1 10−1 50 10 –1.49 50 58 obr. 6
−∞ 10−3 10−3 1 1 –2.00 40 51 obr. 7
−∞ 10−3 10−3 50 10 –1.98 497 509 obr. 8
Tabulka 2: Výsledky funkce f2
Z výsledku˚ vyplývá, že algoritmus nalezl rˇešení úlohy (20) v intervalu x∗ϵ ⟨−2.00,−1.33⟩.
Mu˚žeme si všimnout, že v prˇípadeˇ volby fl = 0 ukoncˇuje algoritmus výpocˇet dále od mi-
nima než v prˇípadeˇ volby fl = −∞, protože funkce f je v okolí minima témeˇrˇ konstantní
a tím je splneˇna ukoncˇující podmínka f(xc) < (fl + ϵf ). Celkový odhad pro minimum
závisí na volbeˇ pocˇátecˇních parametru˚. Funkcˇní hodnota minima je f(x∗) = 0.
5.2.1 Konvergencˇní historie
V grafech prˇedstavuje osa x cˇíslo iterace a osa y prˇedstavuje funkcˇní hodnotu soucˇasného
bodu iterace.
obr. 1 obr. 2
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obr. 3 obr. 4
obr. 5 obr. 6
obr. 7 obr. 8
23
5.3 Prˇíklad 3
Budeme rˇešit úlohu:
min
xϵR
sin2(x) (21)
Obrázek 4: Graf funkce f3
Z grafu vyplývá, že funkce má mnoho lokálních minim. Nalezené minimum tedy bude
pravdeˇpodobneˇ záviset na volbeˇ pocˇátecˇního bodu iterace. Pojd’me se tedy podívat jak
volby daných parametru˚ ovlivní algoritmus. Výsledky jsou uvedeny v následující ta-
bulce.
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fl ϵ∆ ϵf x0 ∆0 x
∗ Pocˇet iterací Pocˇet vycˇíslení funkce Konvergencˇní historie
0 10−1 10−1 1 1 0 2 4 obr. 1
0 10−1 10−1 100 10 97.50 3 5 obr. 2
0 10−3 10−3 1 1 0 2 4 obr. 3
0 10−3 10−3 100 10 97.40 7 14 obr. 4
−∞ 10−1 10−1 1 1 0 6 10 obr. 5
−∞ 10−1 10−1 100 10 97.34 7 11 obr. 6
−∞ 10−3 10−3 1 1 0 12 16 obr. 7
−∞ 10−3 10−3 100 10 97.39 16 26 obr. 8
Tabulka 3: Výsledky funkce f3
Výsledky z tabulky potvrdily, že funkce z úlohy (21) má neˇkolik lokálních minim. Mi-
nima zadané funkce jsou x∗ = k ∗ π, kϵN . Záleží tedy na volbeˇ pocˇátecˇního bodu algo-
ritmu. Pro volbu x0 = 1 nám algoritmus našel minimum x∗ = 0 - v tomto prˇípadeˇ k = 0,
a pro volbu x0 = 100 našel algoritmus nejprˇesneˇji bod x∗ = 97.39, což odpovídá k = 31.
Hodnota funkce v minimu je f(x∗) = 0.
5.3.1 Konvergencˇní historie
V grafech prˇedstavuje osa x cˇíslo iterace a osa y prˇedstavuje funkcˇní hodnotu soucˇasného
bodu iterace.
obr. 1 obr. 2
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obr. 3 obr. 4
obr. 5 obr. 6
obr. 7 obr. 8
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5.4 Prˇíklad 4
U posledního prˇíkladu si ukážeme, jak ovlivní volba pocˇátecˇních šumu˚ (ηa - absolutní
šum a ηr - relativní šum) výsledky algoritmu. Budeme rˇešit úlohu:
min
xϵR
x2

sin(x)
100
+ 1

(22)
Obrázek 5: Graf funkce f4
Volíme hodnoty ηa = {0, 12} a ηr = {0, 1100} a zkoumáme, jak se dané výsledky liší. Bu-
deme také porovnávat grafy dosažených konvergencˇních historií, a budeme zkoumat, prˇi
kterých pocˇátecˇních parametrech metoda konverguje drˇíve. Výsledky jsou zaznamenány
v následující tabulce.
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fl ϵ∆ ϵf x0 ∆0 ηa ηr x
∗ Pocˇet iterací Pocˇet vycˇíslení funkce Konvergencˇní historie
0 10−1 10−1 1 1 0 0 0 2 5 obr. 1
0 10−1 10−1 100 10 0 0 0.14 8 9 obr. 2
0 10−3 10−3 1 1 0 0 8.75 · 10−9 2 4 obr. 3
0 10−3 10−3 100 10 0 0 -0.02 12 14 obr. 4
0 10−1 10−1 1 1 12
1
100 8.7 · 10−9 2 5 obr. 5
0 10−1 10−1 100 10 12
1
100 -0.02 8 10 obr. 6
0 10−3 10−3 1 1 12
1
100 7.94 · 10−9 2 5 obr. 7
0 10−3 10−3 100 10 12
1
100 −10−3 8 9 obr. 8
Tabulka 4: Výsledky funkce f4
Z výsledku˚ v tabulce vyplývá, že algoritmus našel minimum funkce z úlohy (22) v bodeˇ
x∗ .= −0.005. Prˇesnost aproximace opeˇt záleží na volbeˇ pocˇátecˇních parametru˚. Po volbeˇ
ru˚zných úrovní šumu˚ jsme dospeˇli k záveˇru, že algoritmus našel aproximaci rˇešení po
prˇibližneˇ stejném množství iterací, nicméneˇ výsledné minimum je jiné. Funkce je totiž
v okolí minima zašumeˇná, a proto algoritmus nachází jiné výsledky. Hodnota funkce v
minimu je f(x∗) .= 0.
5.4.1 Konvergencˇní historie
Pro porovnání uvádíme jednotlivé konvergencˇní historie pro daný algoritmus. Z grafu˚
lze vycˇíst, jak rychle algoritmus konverguje pro ru˚znou volbu pocˇátecˇních šumu˚ (ηa = 0,
ηr = 0 a ηa = 12 , ηr =
1
100 ). V grafech prˇedstavuje osa x cˇíslo iterace a osa y prˇedstavuje
funkcˇní hodnotu soucˇasného bodu iterace.
obr. 1 obr. 2
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obr. 3 obr. 4
obr. 5 obr. 6
obr. 7 obr. 8
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6 Záveˇr
Hlavním cílem práce bylo seznámení se s metodou využívající kvadratické interpolace
funkce a její následná implementace. V teoretické cˇásti byly nejprve popsány jiné metody
rˇešící zadaný matematický problém a poté byly vysveˇtleny základní rysy a náležitosti
metody kvadratické interpolace.
Po úspeˇšné implementaci a otestování kódu jsme se potom zameˇrˇili na numerické testy
k oveˇrˇení správnosti výsledku˚ metody. Zjistili jsme, že efektivita algoritmu je závislá
na volbeˇ pocˇátecˇních parametru˚ a také na velikosti absolutního a relativního šumu. Po-
kud jsme zvolili dostatecˇneˇ malé hodnoty pro oveˇrˇení konvergencˇního testu, dostali jsme
dobrou aproximaci pro výsledné minimum funkce, cˇímž jsme oveˇrˇili správnost této me-
tody. Pokud byla funkce v ∆ okolí bodu xc kvadratická, dostali jsme dokonce prˇesný
výsledek.
Veškeré testy byly provedeny na funkci jedné promeˇnné. V prˇípadeˇ využití uvedeného
algoritmu pro funkce více promeˇnných je potrˇeba použít Lagrangeovu interpolacˇní funkci
pro více promeˇnných. Tento postup je v práci navržen. V práci je také navrženo rozložení
bodu˚, které je potrˇeba dodržet.
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