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Abstract-We compare the epsilon algorithm of Wynn with a generalization of summation by parts for 
accelerating slowly convergent Fourier series. The series considered are z n+ cos Msin n0). 
~I&ty)cos n@(sin nfl), and four series that arise from the numerical inversion of Laplace transforms. 
Summation by parts is shown to be advantageous in the acceleration of Fourier sine series. Both 
acceleration techniques are shown to lead to approximately the same accuracy in accelerating the series 
that come from the Laplace transform examples. 
INTRODUCTION 
Some time ago Dubner and Abate presented a numerical algorithm for inverting Laplace 
transforms[l]. The Dubner-Abate algorithm can be derived either by finding the Fourier series 
of a suitably defined function or, alternatively, by using a Poisson transformation of a certain 
series. In either case the approximation to the inverse transform can be expressed as a Fourier 
series. Difficulties arise in the numerical evaluation of this series due to slow convergence. Two 
methods that have been used to accelerate convergence have been the Euler transform[2], and 
Wynn’s epsilon algorithm[3,4], which Crump showed to lead to quicker convergence in the 
inversion of several test functions[5]. In this note we show that the use of a generalized form of 
summation by parts (which we abbreviate as SBP) can be used to advantage in accelerating the 
convergence of Fourier series, often leading to an improvement over the use of the l algorithm. 
We have also applied Levins’ acceleration method[6], but found that its performance is 
nowhere nearly as good as that of the e algorithm or SBP. We note also that the present results 
are applicable to the numerical inversion of Mellin transforms ince these can be expressed as 
two-sided Laplace transforms which are invertible by a Dubner-Abate algorithm [7]. 
We begin by deriving a generalization of summation by parts applied to the Fourier series 
S(e) = 2 a, exp(in0). 
n=O 
(1) 
We will suppose that the a, have the asymptotic expression 
a, = l n cos(n[ + cp) (2) 
where 
and f and q are constants. Then we can express S(0) as 
s(e) 1 = 
Z(cos 8 5) 
( 2 T(a,) eine + a&e+ - 2 cos 5) + - cos “=, 6zr) 
where T is the linear operator defined by 
Vu,) = a,+~ +a,_l -2a, cos l. 
527 
(3) 
(4) 
(5) 
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When the cosine factor is absent from equation (2) T is just a second difference operator. The 
reason for preferring equation (4) to the original series form is that T(a,) = ~(a,) as n +co. 
Notice that there is a singularity in equation (4) when 5 = 8, at which point the transformation 
cannot be used. Higher iterates of this transformation are easily generated. One can also 
profitably use the transformation i  equation (4) when a, has the asymptotic form E, cos(nl+ 
cp,) where lim Q” = Q. Other forms of the transformation can be developed when a, is “-co 
proportional to a sum of a linear combination of trigonometric terms. 
The first example to be considered is that of a, = en = (n + l)-” for which no oscillatory 
term is required in equation (2). It is evident that both the cosine and sine series will converge 
very slowly for small p, the convergence being poorest for small values of 6. Application of the 
T operator (the second difference in this case) improves convergence because T(u,) - 
P(P - I)(n + I)- @+*) for large R. In Table 1 we present a comparison of accuracies attainable 
with a maximum of 501 terms of the Fourier series using the algorithm and SBP to accelerate 
convergence. Accurate values of the series were generated using a formula found in [S], which 
reduces in the present case to 
I-( 1 - p)( - ie)p-’ + 2 l(p - ,,(ie)’ 
k=O k! 
where l(m) = “i, n-“. In both cases a tolerance of lo-” was set, that is, the calculation was z 
stopped when two successive terms agreed within lo-“. The same number of terms was used 
for SBP and the e algorithm. The SBP operator was iterated a maximum of 30 times (i.e. 
sixtieth differences could have been taken). Quadruple precision was used for the calculations. 
In this particular example SBP performs considerably better than does the algorithm over the 
entire range of p and B but the contrast is particularly noticeable for the smaller values of 8. 
Notice also that convergence of the sine series is generally poorer than that of the cosine series as 
one might expect from the behavior of the early terms in the series. 
In the example just considered poor convergence of the original Fourier series is due to the 
slow but monotonic approach to 0 of neP. In our second example, a, also approaches 0 slowly 
but the convergence is oscillatory rather than monotonic. Table 2 contains results correspond- 
ing to the formulae[9], 
F. Jo(w) = cos nx = ;+ g[Y* - (2?rl+ X)2]-“* + (y* - x2)-“* + 2 [y* - (27rl -x)2]-“* 
“z. Jo(ny) sin nx = (27r)-’ [,$ I-’ - ,q I-‘] + ,z+, W77l +X)* - Y*l-"* - (27rO-'I 
_ mz = 
for y > x, 
- ,=$’ {[(2?rl -x)2 .- y*1-“2 - (2r+‘} (7) 
where k and m are non-negative integers defined by the requirements that 2rm<y-xc 
2?r(m + l), 2kr <x + y < 2(k + l)~, and x and y are positive. When x > y the corresponding 
formulae are 
[y* - (27rl- x)2]-“* 
+ g {[(27rl+ x)* - y*1-“2 - (2?rl)-I}-, $+, {[(2rf - x)* - y*]-“* - (27r/)-‘} (8) 
/=I 5 
where now 2rrn <x - y < 2?r(m + 1) and 2?rk <x + y < 2(k + l)r. These formulae require the 
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Table 1. Errors in the values of A, = Z nep cos n0 and A2 = Z nmp sin nf3 for different p and B calculated 
with the t algorithm and SBP. The nun&r of terms calculate; in the original series is listed. The tabulated 
values are Ei = Ai&,tet - Aimrox for i = I, 2 
A 
_-~-. 
P=2 
E1 E2 
lkzms % A2 
8 =60° 
f l(-11) 2(-3) 34 0.2742 1.0149 
SSP 2(-11) l(-11) 
529 
e = 2o" 
E 5(-10) 6(-3) 75 1.1271 0.7170 
SSP 2(-11) 2(-11) 
e = loo 
5 9(--p) l(-3) 134 1.3784 0.4793 
SW 2(-11) 2(-111 
e = so 
I 4(-2) 7(-3) 235 1.5098 0.3001 
!iiSP 4(-S) 6(-9) 
8 510 
L 2(-3) 3(-3) 501 1.6176 O.OSSl 
SSP 2c-6, 2(-S) 
B 
8 = 60° 
f 
SBP 
0 L 20" 
f 
SBP 
0 = loo 
c 
SBP 
e =5 
Cl 
c 
SBP 
P=l 
El E2 
Terms Al A2 
l(-9) 5(-Z) 35 1.9259(-33) 1.0472 
2(-12) 2(-11) 
3(-10) 2(-l) 79 1.05758 1.3963 
3(-11) 2(-12) 
3(-2) I(-2) 137 1.7469 1.4835 
3(-10) 2(-10) 
6(-P) 3(-l) 282 2.4391 1.527 
3(-10) 2(-11) 
SBP 
8 = 10 
f 6(-21 
l(-4) 
l(O) 
4(-6) 
501 4.0482 1.5621 
P = 0.1 
e = 60' 
c 
SBP 
LJ = 20" 
x 
SBP 
0 = 10') 
f 
SBP 
9 = so 
r 
SBP 
B = lo 
E 
SBP 
S2 Terms A2 
3(-6) 6(-l) 32 -4.4076 0.9049 
3(-6) 2(-11) 
3(-6) 2(O) 75 -0.1718 2.6863 
3(-6) 3(-U) 
3(-5) 210) 133 0.2014 5.0611 
3(-6) 2(-11) 
1(-l) 4(O) 501 2.8210 21.6152 
3(-6) 3(-121 
2(-l) 4(-l) 501 5.7865 4.0340 
5(-4) 4(-5) 
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Table 2. Values of the errors E, and E2 for the series in equations (7) and (8) for different values of x and 
y. Angle equivalents of x and y are given. Part A of the Table is for a maximum of 100 terms and B is for a 
maximum of 501 terms 
A 
(X,Y) El B2 Term 435 sin 
(30,20) 
L 1(-l) 5(-l) 0.5000 2.5184 
SBP 2(-B) 5(-B) 100 
(20.30) 
& l(-5) l(0) 3.0623 -0.0294 
SBP 9(-7) l(d) 100 
(60,101 
L 2(-10) 1(-l) 0.5000 8.7950 
SBP I(-121 l(-13) 27 
-0.0150 
0.5000 2.8392 
m 2(-16) 2(-17) 100 
(1,20) 
L 3t-61 6(-9) 3.3684 -0.0015 
SBP 3(-9) St-71 100 
(21.20) 
&P 8(-l) 6 5(O) 3 -2) 0.5000 8.9174 100 
wJl) 
L 3(-l) 4(O) 9.4401 -0.0293 
SBP 8(-l) 3(-l) 100 
iBP 
(30,201 
f 
SBP 
(20,301 
(20,211 
r 
E 
SBP 
(60,101 
s 
SBP 
(10,601 
L 
SBP 
(2011) 
L 
SBP 
(1,20) 
L 
SBP 
(21,201 
.z 
B 
Bl B2 Term 
1(-l) 3(-l) 182 
4 (-11) a t-12) 
4 (-10) 2 (-1) 202 
2(-11) 3(-11) 
2(-10) 1(-l) 27 
4(-12) l(-13) 
7(-2) l(-3) 62 
3(-12) l(-11) 
4(-22) 6(-l) 120 
l(-11) 2(-11) 
5(-14) l(-12) 206 
6(-12) 2(-12) 
6(-l) 
3(-4) 
4(-l) 
3(-4) 
501 
l(-3) 2(O) 501 
generalized transformation i equation (5) because 
J&y) - \I(&) cos(ny - ;) (9) 
for large n. 
The data in Table 2 indicate that there is generally more difficulty in getting the sine series to 
converge with the E algorithm than there is in getting the cosine series to converge, although 
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this is not true for every entry. The poor convergence for x - y is due to the singularity at 
x = y. 
Finally, we have compared the performance of the algorithm and SBP in the numerical 
inversion of Laplace transforms by a formula recommended by Crump,[5]. If F(s) is the 
Laplace transform of f(f), a is a real number greater than the abscissa of convergence of f(s), 
[lo], and T is a time greater than or equal to twice the largest time of interest, then the 
approximate inverse is 
We used the four test functions 
F,(s) = (s - I)/[($ - 1)2 + 1] - l/s; 
F?(S) = 2/s - l/(s + 1); 
&(s) = [2/s - l/(s + l)]e+; 
Fd(S) = (s2 + s + 1)-l; 
f,(t) = e’ cos t - 1 
fz( t) = 2 - e-’ 
f3W = I 0, t<5 2 - exp(5 - t), t 3 5 
j4(t) = (2/v/3! exp( - t/2) sin(tV(3)/2). (11) 
Table 3 shows the results of numerically inverting F)(s)-F*(s) using exactly 31 terms of the 
series given in equation (7). In all of the inversions SBP shows some superiority over the e 
algorithm at some of the early times. No result is given for f3(t) at t = 5 because of the jump in 
the function at that point. Both the E algorithm and the SBP are affected by the Gibbs 
phenomenon i  the neighborhood of the discontinuity. If one knows of the discontinuity in 
advance then subtraction of an approximating discontinuity will greatly speed convergence as 
shown by Crump[5]. At sufficiently large times the E algorithm leads to more accurate results 
than does SBP. 
It should be noted that the preceding comparisons were for a fixed number of terms. If we 
use a variable number of terms in the original series and terminate when two successive values 
of the accelerated series agree within lo-*’ then the comparison is slightly more favorable to 
SBP. The comparison is illustrated by results enumerated in Table 4. At the early times SBP 
performs slightly better than the E algorithm, no doubt because of its superiority in summing 
Fourier sine series. For larger values of the time the two acceleration techniques lead to 
virtually identical errors. 
To summarize our calculations, we have shown that SBP is an attractive alternative to the e 
algorithm for the acceleration of Fourier series, and in some situations is considerably superior 
to it, particularly for Fourier sine series with small angular arguments. 
The algorithm just studies can be put into more general framework by considering the power 
series 
I 
P(z) = 2 a,z”. 
n=O 
(12) 
A transformation of this series can be generated by multiplying P(z) by a suitably chosen 
rational function g(z), then rearranging the terms. If we let r 2 0 be an integer and q(z) an mth 
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Table 3. Approximate inversion of the Laplace transforms F,(S)-F,(s) using 31 terms of the inversion 
series. The parameters a and T are those used by Crump [51 
A 
t flcexact) Sl f2(exact) E2 
1 
2 
E. 0.4687 2(-5) 1.6321 l(-5) 
SBP 5(-5) l(-5) 
& -4.0749 l(-5) 1.8647 2(-5) 
3 E -20.8845 3(-6) 1.9502 3(-6) 
SBP a c-8) 3(-9) 
4 E -36.6877 a(-6) 1.9817 1(-a) 
SBP a(-9) l(-10) 
5 E: 41.0992 2(-7) 1.9933 3 (-11) 
SBP 3(-a) l(-10) 
6 E 387.3603 2(-a) 1.9975 2(-10) 
SBP 2(-a) 3(-10) 
7 .E 825.7542 l(-7) 1.9991 2(-10) 
SBP 6(-9) 2(-10) 
a r -434.7295 2(-7) 1.9996 2(-10) 
SBP 6(-6) 5(-10) 
9 d -7383.9650 a c-7) 1.9999 2(-10) 
SBP 2(-4) at-91 
10 c -18482.7803 l(-4) 2.0000 2(-a) 
SBP I(-2) 2(-a) 
B 
t f3(cxact) s3 f4(exact) E4 
1 E 0 2(-10) 0.5335 l(-4) 
SBP 2(-10) 3(-51 
2 El 0 2(-10) 0.4193 2(-6) 
SBP 2(-10) 5(-a) 
3 E 0 61-9) 0.1332 l(-7) 
SBP 2(-9) l(-9) 
4 C 0 2 f-5) -0.0495 2 (-9) 
SBP l(-6) l(-10) 
5 L 1 -0.0879 7(-11) 
6 
7 
a 
9 
10 
I 1.6321 l(-5) -0.0509 3(-12) 
SBP 4(-4) l(-11) 
C 1.8647 2(-5) -0.0076 7(-13) 
SBP l(-4) l(-11) 
L 1.9502 3(-6) 0.0127 2(-12) 
SBP 5(-4) 2(-11) 
L 1.9817 1(-a) 0.0128 4(-13) 
SBP 3(-2) 4(-11) 
e 1.9933 5(-9) 0.0054 2(-11) 
SBP 2(-3) 3(-9) 
degree polynomial 
g(Z) = 2 gjZ' 
then 
j=o 
z-‘g(zP(z) = g T(4)z” = ( “2, + “$o)T(un)z” 
(13) 
(14) 
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Table 4. Approximate inversion of F,(s)-F,(s) using a tolerance of lo-“. The number of terms in the series 
is the same for both the E algorithm and SBP. Ni, i = l-4, denotes the numbers of function evaluations 
t Nl El N2 E2 R3 E3 N4 % 
1 E 77 4(-10) 72 3(-9) 33 2(-10) 73 2(-10) 
SBP 3(-10) 2(-10) 2(-10) 7(-11) 
2 f 47 6(-8) 45 2(-E) 39 2(-10) 46 2(-11) 
SBP 3(-10) 2(-10) 21-10) rc-111 
3 s 30 5(-8) 37 3(-9) 52 2(-10) 39 I(-9) 
SBP 2(-9) 2(-10) 2(-10) 2(-12) 
4 E 35 2(-8) 33 5(-12) 87 2(-10) 36 2(-11) 
SBP 5(-9) 2(-10) 2(-10) l(-11) 
5 b 35 6(-9) 32 3(-8) 33 l(-11) 
SBP 6(-9) 2(-10) 9(-12) 
6 c 33 2(-E) 31 2(-10) 89 3(-10) 33 4(-12) 
SBP 2(-8) 2(-10) 2(-10) 4(-12) 
7 r 34 l(-7) 32 2(-10) 69 2(-10) 35 7(-13) 
SBP l(-7) 2(-10) 2(-10) 8(-131 
8 E 37 2(-7) 34 2(-10) 73 2(-10) 35 2(-12) 
SBP 2(-7) 2(-10) 2(-10) 2(-121 
9 z 38 3(-7) 36 2(-10) 106 2(-10) 37 l(-12) 
SBP 3(-7) 2(-10) 2(-10) l(-121 
10 L 41 2(-6) 40 2(-10) 75 2(-10) 41 3(-13) 
SBP 2(-6) 2(-10) 21-10) 3(-131 
where 
A transformed version of P(z) is obtained by multiplying the right hand side of equation (14) by 
z’/g(z). 
Several examples will illustrate how one chooses r and g(z). Consider, first the series for tan 
z: 
tan z = $,““[& ‘) 
z3 2z5 17 
BJ” =z+~+~+&x.... (16) 
where the B, are Bernouilli numbers. The poles of tan z are at z,, = 7r(2n + I)/2 where the n are 
integers. This suggests that one should choose r and g(z) so as to cancel the singularities. 
Successive transformations can be generated by using the polynomials 
(17) 
with r = 0. In the limit k --)m the transformed coefficients Tk(a.) will approach the correspond- 
ing coefficients of sin z since lim a(z) = cos z. 
A second example in which; branch point occurs is the series 
e tan-l*= ,+r+;-f-2-z4+.... 
where (n + l)a,,+, +(a - l)a,_, = a, for n 2 1. One can verify from this genera1 relation that 
U n+Z + a, = O(u,). This suggests the choice g(z) = 1+ z2. Iteration of the series generated in this 
way leads to a series converging more rapidly than the original. For example if we iterate the 
transformation 12 times the resulting series has a fiftieth coefficient equal to 8.325 x 10d9 
534 J. E. KIEFER and G. H. WEISS 
compared to the fiftieth coefficient of the original series which is equal to 2.357 x IO-*. The 
value generated with 50 terms of the original series is good to two significant figures at z = 1 
while the comparable accuracy with 50 times of the twelfth iterate is eight significant figures. 
Another interesting consideration is provided by the series 
- In(1 -x) = fi$ x”/n (19) 
from which one infers trivially that lim a,,,/~, = 1. Suppose that one tried to find the limit of 
a,+,/~, from the first few terms of th”eyeries, and calculated that lim a,+,/a, = 6, suggesting the 
n-t 
choice r = 0, q(z) = 1 - bz. It is readily verified that 
so that if one finds (correctly) b = 1 then ?‘(a.) goes to zero with n more quickly than a,. If the 
calculated value of b is not equal to 1 then T(u,) goes to zero at the same rate as a, and so the 
rate of convergence is not degraded. 
The Fourier series can be considered as a special case of our more general analysis by 
setting z = exp(i0). To find a suitable multiplicative function one first examines lim ~,+,/a,. If 
this approaches a constant, c, then one takes r = 0, g(z) = 1 - cz. If it does iz, a second 
possibility is that a, takes the form 
a, = c,p” cos(nl+ cp) (21) 
where linm c,+Jc, = 1. In this case one can find the parameters l and p from 
p2 = lim wJn+z - a:+, 
“--rrr 4+lGl- 4 
2 
cos 5 = lim Pn-I + P-‘an+l 
IZ- 2% 
which leads to 
z-‘g(z) = (pz)_’ - 2 cos 5 + pz (23) 
which generalizes eqnation (4). The specific transformation fomula then becomes 
P(z) L {(pz)2 - 2pz cos [ + 1}-’ 
1 
k(u.+, + p%,_, - 2p cos @,)zn+’ + uo(l - 2oz cos 5) + a, I * 
fl=l I 
(24 
When there are more than two singularities on the boundary of the disc of convergence, a more 
elaborate set of limits must be considered to find a suitable form of the function z-‘g(z). 
We are deeply indebted to the referee for pointing out the generalization embodied in 
equation (15). 
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