Abstract -A new approach has been developed for solving the tide dynamics problem, based on the splitting methods and the optimal control theory. We first apply the classical splitting method for solving the problem. Then we use the optimal control theory approaches to the system of equations obtained after the splitting. An optimal control problem has been formulated for realizing a splitting method step. We prove that the optimal control problem is well-posed and we propose an iterative process of the minimization problem. The results of the numerical experiments are presented.
Introduction
The computational power of computers that has increased in the last few years permits solving numerically various problems of mathematical physics on grids with a sufficiently large quantity of nodes. The tide dynamics problem is a problem of this kind. The history of its development counts more than one hundred years and dates back to the first tidal theory advanced by Laplace. The active accumulation of tidal observation data over the XX century and the evolution of computational techniques contributed to the essential extension of the theory of tides and the development of new models [1] [2] [3] [4] to describe the tide dynamics in both the World Ocean and its areas. The investigation of the generation of tidal waves and their propagation is of great importance first of all for geophysics and oceanography. Tides modeling with high precision is required for studying the Earth rotation and the lithosphere motion, for developing more precise methods of acoustic tomography, for extracting information on the sea surface variation caused by thermohaline circulation from altimetry data. One possible statement of the tide dynamics problem is a hyperbolic-parabolic system of equations considered in [5] . This system of equations belongs to the class of "shallow water equations" [6] . Let us note some features of this system. It contains nonlinearity, a skew-symmetric operator, and a "diffusion" (dissipation) operator. If we let the diffusion coefficient tend to zero and set the corresponding boundary conditions, then the system becomes a hyperbolic one. Special classes of similar systems (without a nonlinear term) were investigated by S. L. Sobolev [7] and his work became the basis for several directions in the investigations of the mathematical physics problems. The systems of this kind also were investigated in [8, 9] . As against [7] , in this study we consider the "adhesion" conditions on the domain boundary and assume the diffusion coefficient to be greater than zero. A number of results on the uniqueness and the existence of a solution of the hyperbolic-parabolic system are given in [5] .
For the numerical solution of the system of equations of the tide dynamics model one can use the boundary value method [10] , the Hydrodynamical Numerical method [11] , the splitting method [1] , the finite element method [3] , and others. However, the problem of the development of new effective methods for solving this system is currently topical. It is caused by the bottom topography in a real water area, the shape of the water area, the nonlinearity of the system coefficients and its specific behavior in different water area, and other features of the system of tide dynamics equations and its solutions. The use of the methods based on the optimal control theory is one of the new approaches to the development of effective numerical algorithms for solving the considered systems. These approaches seem to be first suggested in [13] and were used to solve the classical stationary Stokes problem. The essence of such methods, as applied to the Stokes problem, is considering the pressure function as an "additional" unknown with respect to the components of the velocity vectorfunction ("basic" unknowns) and the continuity equation as "observation data" and using it as a "closing" equation. Then the problem is considered as an inverse problem and is included in the family of optimal control problems depending on the regularization term. Then the optimal control problems are investigated and classical numerical methods are applied for solving them. Later these approaches were extended to the system of operator equations [12] . In [14] investigation of this methodology as applied to the unsteady Stokes system perturbed by a skew-symmetric bounded operator was made. In the present work the described methodology is applied to the system of equations of the tide dynamics together with the splitting methods of [16] [17] [18] . First, for solving the hyperbolic-parabolic system we construct a splitting scheme. Then we formulate an optimal control problem for the realization of a splitting method step. We prove that the optimal control problem is wellposed and suggest an iterative process of the minimization problem.
In closing we present the results of numerical experiments that confirm the basic conclusions of this study.
Statement of the problem
Let Ω ⊂ R 2 be a bounded domain with a local-regular boundary ∂Ω, T < ∞. Let us consider the following problem: find the functions
2 ) * and they satisfy the system
is a given vector-function and its components are sufficiently smooth. The components of the vector-function U have the physical meaning of total flow constituents, ζ is the free surface elevation (sea level function), H is the ocean depth, r * is the bottom friction coefficient, ν is the horizontal turbulence friction coefficient, l stands for Coriolis forces.
Further we assume that the unique solution of problem (2.1) exists and is sufficiently smooth for our investigations. The proof of the existence and the uniqueness of the solution of (2.1) in the corresponding spaces are given in [5] . The main goal of this work is to formulate and investigate the algorithm for solving problem (2.1) based on splitting methods and optimal control theory approaches. For simplicity, we assume that r * , l, g, H = const. However, the investigation of the algorithms and many of the statements concerning the algorithms convergence can be extended after minor modifications to the case of variable coefficients.
Algorithm for solving the problem
In this section we formulate a splitting scheme for problem (2.1). Then to realize a step of splitting method, we apply the methodology based on the optimal control theory.
3.1. Splitting scheme. We introduce the grid t j = j t, j = 0, 1, . . . , N T , t = T /N T for problem (2.1) approximation by splitting methods. The following splitting scheme [16] [17] [18] is applied at each interval (t j−1 , t j ) to (2.1):
where
It is easily seen that if U
j also belongs to (
j+1 satisfies the boundary condition from (3.1).
In constructing the splitting scheme (3.1), (3.2), we want to use the symmetric part of the operator of problem (2.1) as the first step of the scheme, and the skew-symmetric part and the nonlinear term as the second step of the scheme.
We assume that the approximation, the stability and the convergence of scheme (3.1), (3.2) hold for some class of solutions of problem (2.1) and our tests are also in this class of solutions. The proof of these assumptions needs further investigations. The reader who is interested in these questions and the theoretical basis of scheme (3.1), (3.2) is referred to the works [16] [17] [18] . In this study we investigate the algorithm for realizing scheme (3.1), (3.2).
Scheme (3.2) can be realized by explicit formulas. So it is necessary to consider the algorithm for solving problem (3.1). We write it in the following form:
Note that if we put ζ from the second equation of (3.3) to the first equation, then we get a system of two second-order equations with a symmetric operator. However, we consider another way to solve (3.3) which gives us the possibility of extending it to schemes like (3.3) with a nonsymmetric operator.
3.2. Solution of the stationary system. Let us investigate the stationary system derived after applying the splitting method
The given system of equations represents the classical statement of the Stokes problem when b = 0, c = 1, G ≡ 0. The numerical methods for solving this kind of problems and the difficulties arising thereby considered by many researchers (see [19] [20] [21] and the references therein). However, in a number of cases the problem of constructing effective numerical algorithms for solving problems like the Stokes problem is still topical. The use of methods based on the optimal control theory is one of the new approaches to the construction of effective numerical algorithms for solving the systems considered. It seems that these approaches were first suggested in [13] and used to solve a classical stationary Stokes problem. In this study the methodology is applied to problem (3.4).
As mentioned above, for simplicity we assume a, b, c ≡ const > 0. However, if we require for the coefficients 0 < C 0 a, b < C 1 , |c| < C 1 in Ω, then all main conclusions and deductions hold true.
Let us formulate the generalized statement for problem (3.4) If we multiply the first equation of (3.4) in H byÛ and multiply the second equation of (3.4) in L 2 (Ω) byζ, then we get the following identities:
Let us define the linear bounded functional F on W by the identity F(Û) ≡ (F,Û) ∀Û ∈ W. The following holds:
) has unique generalized solution and
It is easy to prove the inequality
where C 0 = min{a, b}. Consequently, the bilinear form (3.6) is Z-bounded and Z-elliptic. Applying the VishikLax -Milgram theorem [22] , we get the uniqueness and the existence of the functions U and ζ satisfying the identities (3.
Consequently,
This completes the proof of the proposition. We note that the positive definiteness of the operator of problem (3.4) in H × L 2 (Ω) follows from the proof of Proposition 3.1. It is well known that this property is one of the requirements for investigating the splitting scheme (3.1), (3.2) convergence. 
It is clear that if the functions U, ζ are the solution of the problem (3.5), then they are the solution of problem (3.9). In general, to guarantee uniqueness and existence of solution of problem (3.9), we can include the regularization term α ζ 2 in the cost functional according to the theory of ill-posed problems [23] . A similar approach was applied in [13, 14] following the general methodology described in [12] . But later we prove that problem (3.9) always has a unique solution (problem (3.9) is wellposed) and this solution also satisfies the problem (3.4).
We write the necessary condition of the extremum of the functional J(U, ζ) as
At the same time, the dependent variation δU is determined by the independent variation δζ with the use of −a∆δU + bδU = −c∇δζ. The condition (3.10) can be written in terms of the bilinear form
If the solution of problem (3.11) is sufficiently smooth, we can write (3.10) in terms of the system of variational equations
For investigating the solution properties of problem (3.11), and consequently for investigating the equivalence of the generalized statements (3.9) and (3.5) of problem (3.4), we introduce the operators
We note that the introduced operators are bounded. Moreover,
. Equation (3.11) is equivalent to the operator equation
where ∇ from [13] 
we obtain the inequalities
The statement (b) and the positive definiteness of the operator A, A *
A follow from this inequality. As a consequence, the equation Aζ = f and problem (3.4) are densely and correctly solvable (see [12] ).
From the statements obtained we can conclude that we don't have to use the "regularization" term in the functional J.
3.4.
Iterative process for solving the problem. To solve the operator equation (3.13) or the system of variational equations (3.12) (which is the same), one can apply various iterative methods [24] . We formulate the simplest iterative method applied to (3.12): let ζ k be given and we find the next approximation by solving the systems (3.15) where {γ k } denotes the iterative parameters ("relaxation" parameters). If
where C 0 , C 1 are defined by (3.14), then we obtain the "simplest" iterative algorithm with the optimal value for the iterative process parameters. At the same time, as follows from [12] and the general theory of the iterative processes [16] :
Using the given estimate and (3.4), (3.15), we also easily obtain the estimate like
where C = const > 0. Thus, the statement on the iterative algorithm convergence rate holds. } converge to U, ζ being the generalizied solution of the problem (3.4) .
. If we calculate {γ k } by the formula
, (3.17) then the iterative process (3.15) represents the method of minimal errors [24] . And the statements of Proposition 3 on the convergence of numerical solutions hold true. If we choose in (3.15)
then we obtain the gradient method for the minimization process of J(ζ, U) with the "optimized" choice of the relaxation parameters {γ k } [12] . The realization of the iterative process (3.15) is reduced to successive solving the Dirichlet problem for the "usual" 2D second-order elliptic equation. A lot of effective numerical algorithms have been developed for solving this equation [24] . We use the well-known finite difference method in our numerical experiments. We assume that the grid steps are small enough in the approximation of the elliptic problem and we can neglect the arising numerical errors. So we consider that the iterative process errors (3.15) play a leading role. We don't describe here the finite difference method applied to the elliptic problem due to the obvious consideration (see, e. g., [24] ).
Let us note several extreme cases of the behavior of the coefficients in (3.4) and the corresponding convergence rate of the iterative process (3.15). If we calculate {γ k } according to (3.16) , then from the above expression for q we can get some asymptotic values of q which can be useful for the analysis of the convergence of the iterative process (3.15) . So if we assume that b → +∞ (i. e., t → +0), then we can suppose approximately q ∼ = c 2 /(ab + c 2 ) and make an assumption about the fast convergence of the considered iterative process like (3.15) . This asymptotic case points to the fundamental difference of the convergence rate iterative process like (3.15) applied to the problems (2.1), (3.1), (3.2) as against the same algorithms but as applied to the Stokes problem (see [13, 14] ).
If we assume that a = ν/2 → +0, then q → 1 and it ought to slow down the convergence rate of (3.15).
We also note that having ν t and ν, t → +0 gives b/a → +∞, ab → +∞ and as in the first case q ∼ = c ∇ζ = µζ. In this case the convergence rate of (3.15) will depend mostly on the domain shape.
In the next section we present the results of the numerical experiments on scheme (3.1), (3.2) using the iterative process (3.15) for solving problem (3.1).
Results of the numerical experiments
We present the numerical experiments for Ω ⊂ R , Ω ≡ (0, 1) × (0, 1) with the use of the finite difference method for realizing the splitting scheme steps (3.1), (3.2) . For this purpose we introduce the grid
The values of the vector-function components u(x i , y j ), v(x i , y j ) are assumed to be unknown at i = 1, . . . , N x − 1, j = 1, . . . , N y − 1. We assume the values of the sea level elevation ζ(x i , y j ) we consider to be unknown at i = 0, . . . , N x , j = 0, . . . , N y . All differential operators in the iterative process (3.15) are approximated by finite differences with the second order accuracy. To solve the obtained symmetric systems of algebraic equations, we use the conjugate gradients method.
The main goal of the numerical experiments was to study the convergence rate of the iterative process (3.15). Preliminary numerical experiments were carried out with the iterative parameters {γ k } chosen by both formulas (3.16), (3.18) . Computing the iterative parameters by formula (3.16), we obtained results confirming the statement of Proposition 3.3. However, it has been established that choosing the parameters {γ k } according to (3.18 ) increases the convergence rate of the iterative process (3.15) by an order compared to the choice of these parameters by formula (3.16) . So the parameters {γ k } were chosen by formula (3.18) in all the numerical experiments presented below. We stopped the iterative process (3.15) when the functional value (3.9) was less then 10 ). In the numerical experiments we choose U (2) j−1 as U j−1 in the formula for the operator (3.2) . In this case, the operator K j−1/2 describes the influence of the bottom friction forces and it is more important from practical point of view. The goal of this experiment was to investigate the iterative process (3.15) and its convergence rate. The grid parameters, the coefficients of the original problem, the relative errors
, φ = u, v, ζ, and the discrepancy at the last instant of time T = 1 are presented in Table. Test 1.
Errors at t = T.
The plots are presented in Fig. 4 .1 as follows: a) the minimum of the functional at each time step; b) the functional value at the last time step; c) the number of iterations at each time
at each time step. 
In this experiment, the exact solution is unknown. It is easy to prove that the solution of problem (2.1) will tend to zero while T → ∞ at zero right-hand sides. The goal of the experiment was to model this fact and the process of perturbation propagation caused by the initial state ζ t=0 (see Fig. 4.3) .
We take ν = 10
, r * = 0.014, l = 0.001, A = B = 1, T = 3,
The . It verifies the decrease the the numerical solution with time.
F i g.4.4. Function ζ Test 3. It was proved in [5] that if in problem (2.1) the free term is a periodic function, then the solution is also periodic. In this experiment, a periodic effect on one of the coordinate axes is set for modeling the considered influence with the above algorithms. We take ν = 10 Fig. 4.4) . Then a response to the periodic influence begins to appear (the third and the fourth graphs) while the influence of the initial state disappears (the fifth graph).
Conclusions
The results of the numerical experiments confirm the convergence of scheme (3.1), (3.2) and the iterative process (3.15) . The choice of the iteration parameters {γ k } by formula (3.18) resulted in a sufficiently fast convergence rate of the iterative process (3.15) (10-16 iterations). It shows the effectiveness of the developed methods. Therefore, the authors hope that the use of the approaches considered together with the finite element method, the spectral methods, the finite difference method and others can lead to the development of effective numerical algorithms for solving the tides dynamic theory problem with the real water basins, the function of the bottom topography and boundary conditions. The work was supported by the Russian Foundation for Basic Research (07-01-00714).
