The Discrete Cosine Transform algorithm has some deficiencies due to the block effect and floater noise, which makes it difficult to meet the growing requirements within the small bandwidth of video transmission and the high quality of data being transmitted. A video image coding technique based on mathematical morphology is proposed which divides the image into I-frame coding and P-frame coding during video image compression. For I-frame coding, an 8-bit surface model is used and the highest bit plane of the grayscale image is decomposed and coded. Each bit plane is then decomposed step by step to identify the corresponding condition set. Through the conditional morphological transform, a gray-coded image is obtained. For P-frame coding, a method based on mathematical morphology is proposed which uses a P-frame motion compensation coding algorithm. Using a composite morphological transform, irregular small blocks of the macro blocks are selected and leached and motion estimation coding is used on the size and the motion vector. Experiments show that this method can overcome the limitations of the DCT algorithm, reduce the computational complexity, improve the coding efficiency and improve the quality of the image transmission. This method has certain practical significance for coding and transmission of network video images. 
1.INTRODUCTION
The primary function of image compression is to reduce the storage capacity while preserving image information. A secondary function is its advantages for data transmission, since compression is a type of screening that seeks to maintain the true essence of an image to meet visual and machine-analysis demands. A third function is that it can be a convenient method of feature extraction, making pattern recognition by computer easier, for example to enable computers to classify different types of crops in satellite images. Image compression has long been used to distinguish between the characteristics of plants and non-plants and distinguish plant type characteristics, thus reducing the amount of data and meeting practical requirements. Compression is expressed in bits for signals emitted from a source and reduces the size of the signal space. The signal space includes: the data compression object, the time interval and the electromagnetic spectrum band. The visible signal space refers to information given within the space domain, the time domain and the frequency domain. These forms of signal space have inter-relevance meaning that transmission time can be decreased and the transmission efficiency improved (Cheng and Gong, 2010) .The decision on the type of signal space to use for compression needs to be made according to requirements and the technical conditions. For bandwidthrestricted narrow-band transmission, the bandwidth utilization ratio is of primary importance. Advanced digital modulation techniques can transmit more digital flow within the same bandwidth. Fax and real-time video demand higher transmission speeds. In practice, depending on the distortion scope permitted, a combination of a variety of signal space compression techniques are used.
There are two aspects that need to be considered when analyzing the possibility of image compression: the information source and the method of obtaining the information. Information theory considers that the information source will always contain some natural redundancy, which comes both from the correlation of the information source itself, and from probability distribution in homogeneity of the information source. Image compression seeks to eliminate or reduce correlation or change the method and means of the image's information source distribution in homogeneity, in order to eliminate or reduce redundancy within the information source (Gao and Zhang, 2009) .In a video sequence, both space redundancy and time redundancy exist, which are the I-frame of image redundancy and redundancy between consecutive frames. Compressed space can use the static image compression standard of JPEG, which can be used for the P-frame to remove redundancy through motion compensation technology. P-frame prediction coding can reduce the redundancy in the time domain and improve the compression ratio . The value of each pixel in the same spatial location in the last frame can be used to code the predictive value of the current frame, which will be very effective for the static background of the image. However, this method is not effective for moving parts of the image, as simple P-frame prediction does not consider object motion. The prediction accuracy can be greatly improved if it is possible to predict how the pixels and pixels block will move from one frame to another and use the new position of each pixel as the prediction value (Song and Yuan, 2011) .
It is also important that a certain level of distortion of the image coding is allowed within the image compression. Most applications do not require that decompressed images are exactly the same as the original images, and some distortion can exist. As long as the distortion is not detectable by the human eye, it is perfectly acceptable in many cases, and provides very favorable conditions for improving the compression ratio. If the human visual characteristic can be used, a higher compression ratio can be achieved under the premise of the subjective quality of the required image. If the image coding method can make full use of these features, it can obtain good effects. The spatial resolution of the human eye is less than the luminance signal resolution. In the CCIR601 standard, Y:U:V can choose 4:2:2 in order to use this feature, which cuts the spatial resolution of the chromatic aberration signal in half, while still maintaining a very high quality result. Compared with the three components of an 8-bit scheme, it can give a compression ratio of 3:2, without a perceived reduction in the subjective quality of the required image (Zhu and Liu, 2013) .
MATHEMATICALMORPHOLOGY METHODS, CHARACTERISTICS AND BASIC APPLICATION
Mathematical morphology is a comprehensive interdisciplinary science with quite a difficult theoretical basis, but the basic concept is relatively simple. It embodies the rigor of logical reasoning and mathematical deduction, and also requires that the test technology and computing technology are closely related to practice. Therefore, it can provide a unified and powerful tool to solve the problems that are encountered in image processing. Using mathematical morphology to analyze the geometric structure of an object is a process of interaction between the subject and object. Using a few basic concepts and mathematical morphology operations, flexible structural elements can be combined, decomposed and applied to a morphological transformation sequence to achieve the purpose of the analysis (Huang, 2009 ).
The image is analyzed in order to design image information of the probe, which is called the structuring element. A structuring element is usually a small set of simple sets, such as a ten -shaped, square set. By observing the moving structuring element of the image, we can examine the relationship between various parts of the image, in order to extract useful information that can be used for the analysis and the image description. This is the basic concept of a morphological study of the geometric structure of the image, which will determine if the structures of the elements are well placed within the image, and can effectively fill in the structuring element. Information on the image structure can be obtained by marking the position of the structuring element in the image. This information is related to the size and shape of the structuring element (Wang, 2015) . Thus, the nature of the information depends on selection of the structuring element. In other words, the type of information obtained is closely related to the choice of the structuring element and the information that is extracted from the image. If different structuring elements are constructed, then different image analysis will be completed and thus different analysis results will be obtained. It has been shown that the ability to choose this view opens up a whole new world for image processing. In a sense, the actual mathematical morphology constitutes novel mathematical image analysis methods and theory (Yan and Liu, 2011) .
The morphological structure is simple, and its basic operation uses only the two methods of expansion and corrosion. However, by using different combinations, we can form a variety of algorithms and signal processing systems in areas other than spatial or frequency domain image processing and analysis methods, which has some obvious advantages. For example, for image restoration processing, a morphological filter based on mathematical morphology can use previous geometric feature information with morphological operators to effectively filter out noise and preserve the original information in the image. Edge information extraction processes based on mathematical morphology are better than edge extraction algorithms based on the differential operation, since the differential algorithm is sensitive to noise, whereas the mathematical morphological method can extract smooth edges and can realize single pixel connection. The mathematical morphological method can also extract a relatively continuous image skeleton with few breakpoints. Since it is a simple and effective method to represent the logic of image processing, it is also much easier to design the hardware for image processing (Chen, 2006) .
The basic concepts and methods of mathematical morphology of image processing theory and technology have a significant impact, and many very successful theory models and visual detection systems have adopted the mathematical morphology algorithm as a part of their theoretical basis. we focus our efforts on finding an indepth understanding of mathematical morphology. The basic ideas and methods of mathematical morphology are also applicable to all aspects of image processing, such as target recognition based on the hit-and-miss transform, image segmentation based on the watershed concept, skeleton extraction and image compression coding based on corrosion and open operations, and particle analysis based on a morphological filter (Yang and Ma, 2011) . At present, the technology and application of morphology is under continuous development and expansion, including visual inspection, machine vision, medical image processing, character recognition, image compression coding, materials science, the defense industry and other analysis applications. Within visual detection, morphology has been very successfully applied to many fields including robot vision, biomedical image analysis, image compression encoding and texture analysis and other fields, and has created huge economic benefits (Zheng, Li and Yang, 2007) .
VIDEO COMPRESSION BASED ON MATHEMATICAL MORPHOLOGY
Video image coding techniques based on mathematical morphology for video image compression can be divided into I-frame coding and P-frame coding. For I-frame coding, an 8-bit surface model is used and the highest bit plane of the gray image is decomposed and coded. Each bit plane is then decomposed in turn to identify the corresponding condition set through the condition morphological transform to obtain the gray-coded image. For P-frame coding, a method based on mathematical morphology is proposed that uses a P-frame motion compensation coding algorithm. Using a composite morphological transform, an irregular small block of macro blocks are selected and leached, and motion estimation coding is used based on the size and the motion vector.
3.1.Video coding I-frame coding mode
The video coding P-frame coding mode uses the previous I frame or the predicted P frame to predict frames. However, using a predicted P frame as a reference to predict the next P frame leads to coding error diffusion, so an I-frame is inserted after every certain number of frames. Frame compression can help to reduce the p-frame coding error (Luo and Wang, 2013) .
The frame image coding mode can be used to effectively remove the spatial redundancy implementation frame compression (Li, 2015) . In this paper, frames are coded based on the mathematical morphology gray scale image compression coding method.
Bit-plane coding method of a binary image is as follows: an 8-bit, 256 gray scale image of the gray image is used for demonstration of the method, which consists of eight binary images of the same size, that correspond to the value of the binary image gray scale images when a binary representation of the bit value is used. The binary image is called a bit plane (or bit-plane). Each bit surface morphological transform coding block diagram is as shown in Figure 1 .
Each layer on the surface of the bit specific coding algorithm can be described as follows (Wang, 2013) :
(1) Let the binary image be X and the condition set be R.
(2) If the number of points in X is greater than half of the number of condition sets in R, then 
pZ significance under the condition of an external boundary point.If all external boundary points have been processed, go to step 9. Figure1. Encoding block diagram of bit-plane condition morphological transform (10)Scan the recursive transfer point p. The unpredicted point can be determined based on the condition of the skeleton point to its corresponding code of 1 or 0, using another probability model that is different from 8. If the code point q is a condition skeleton point, 
The points ( , ) ij that are equal to r will be included in the condition set 
Motion estimation coding algorithm based on morphological transform
In this section, an overview of the motion estimation coding algorithm based on the morphological transform is given. The core principle of this method is the correct selection of motion vectors of the motion vector where there are inconsistent irregular small pieces. It can be assumed that the A macro block contains irregular small pieces and their projected image and the actual image in an irregular position, and thus there will be a large error. The P-frame displacement error in the macro block is not very large, but it is quite large in the irregular small block (Song, 2008) . By the same principle, if the P-frame displacement error within a small piece is bigger, there is reason to suspect that the small block and the macro block have different motion vectors. If the motion vector and the small pieces can have motion vector coding alone, the motion sequence images can be better forecasted while reducing the P-frame displacement error, thus improving the compression effect and the signal-to-noise ratio. Figure 3 is based on the estimates of a number of irregular small morphological transforms and the motion diagram of the image coding algorithm (Xu, 2009 The improved p-frame coding process includes the extraction of irregular small pieces, motion estimation and coding for irregular small pieces. Through analysis, it is found that the simple composite morphological transform can achieve the goal of leaching irregular small pieces. The concrete method adopts the following algorithm.
DFD lambda is set to DFD above the threshold value of the binary image and B is a 3 x 3 structural element:
There are irregular small filtering results and for ease of irregular small pieces, these small pieces of the skeleton can be extracted as follows: If the type is changed in (2) for the morphological transform, such as filtering out smaller pieces, the number of blocks that need to be encoded can be controlled, and a corresponding control code rate can be achieved.
The "sum of absolute difference" (SAD) is taken as the measuring criterion, which is similar to the traditional motion estimation algorithm. If DFDS is greater than zero points, each irregular point represents a piece of the small squares. The small motion matching and the absolute difference can be determined as follows:
A block size motion estimation is used which is somewhat randomly selected, and w can also be set as a function of DFDS ( , ) ij for the irregular block in the square. The greater the matching, the bigger the piece, and the general value range of x and y is 15 , 15    xy .This is the same as the ordinary block matching motion estimation range, with N SAD the minimum of ( , ) xy in the matching block. The motion vector of the square is:
After calculating the size of the irregular blocks and the motion vector, this can be used to obtain its position, size and motion vector coding. The terminal recovery solution can then be used again to get these small squares and the corresponding motion vector. Since a certain point ( , ) ij in the DFDM may respectively belong to two (or more) different squares, the principle of closest is commonly taken. The set ( , ) (Wang, 2011) .
Overall coding process diagram as shown in Figure 4 . 
SOFTWARE IMPLEMENTATION AND SIMULATION RESULTS

4.1.CCD camera
A video image is obtained from a CCD camera source data. The video input file can be denoted as Y: Cb: Cr for 4:1:1 yuv video files, and can also be a continuous BMP file format of the single frame image sequence. The image will be collected in the video image sequence temporarily into memory or cache, and the collected image sequence data is also stored to the hard disk to make it easy to read when performing compression processing.
The CCD camera is chosen as shown in Figure 5 . The CCD camera specifications:
'' 1/ 4 CCD ,with high-resolution and high sensitivity, (2) High level 16-times optical zoom, zoom lens with 8-times electronic amplifier, 128=times total variable ratio, (3) RS232 interface, (RS422, TTL alternative) (4) Automatic focusing, (5) Automatic white balance, (6) Automatic aperture, (7) Screen display (through RS232C/RS422 control).
4.2.Video acquisition card
An experimental simulation video acquisition card is required, which is selected as shown in Figure 6 . A MV -300 video acquisition card is selected for this study.
The working principle of the MV -300 card is shown in Figure 7 . Video images are passed through a multi-channel switcher and an A/D converter before transmitting the digital image data to the data buffer. After cutting, the percentage compression and data format conversion are done using the internal RISC control graphics and data transmission. The data transfer target location is determined by software which can be external memory or computer memory. The MV -300 image acquisition can also be used for the audio card and video collection. In this paper, only the video images are used, so only this part of video collection is introduced. 
4.3.Experimental simulation results and comparison with h. 263 standard
The experimental simulation steps include: video image collection and storage, video image compression and video decoding and images display. The video image collection and storage obtain the video image source data from the CCD camera. The input file of the video can be aYUV video file(Y:Cb:Cr is 4:1:1) or a continuous BMP format file for a single frame sequence image. The data in the video image sequence will be collected temporarily into memory or cache, and the collected image sequence data can also be stored to hard disk, which makes it easy to read for compression processing. The video image compression coding process is read from the memory or hard disk image data frames and P frame coded. The P frame coding is mainly performed by the software VC++6.0 programming to achieve compression. The compression process is shown in Figure 8 . The video decoding and image displays read the compressed code stream.The video image data is unpacked and the decoded image is displayed inreal-time.The decoding process is shown in Figure 9 .
The I-frame compression experiment simulation results are shown in Table 1 and Figure 10 . Table 1 gives the results for the compression experiment data of condition morphology coding compression and the h.263 standard. In contrast, the morphological parameters are given in table 2 for transmission rate and compression ratio. In Figure Table 2 , it can be observed that the scene image signal-to-noise ratio is higher than the figure image under the same transmission rate and compression ratios. This is because the scene image skeleton is simpler than the figure image skeleton. When performing I-frame coding, a skeleton point is easy to determine and has a small error. Scene images and figure images that use morphological coding have a better signal-to-noise ratio than corresponding images using h. 263 coding. These experiments show that the frame coding algorithm has a good effect. Smooth areas tend to obtain a good compression ratio and signal to noise ratio; the rich image is maintained in the texture and improved effects are not very obvious. Visibly, the image coding algorithm is more suitable for framing smooth areas. The contrast in simulation results for the P-frame is due to the fact that the sensitivity of the human eye to the luminance signal is much higher than its sensitivity to color. Therefore, the experiment selects luminance signal motion estimation and the displacement between frames is the video image error of the image processing. The morphological transform is used in the macro blocks to filter out irregular small blocks with different motion vectors, and then encode the application to determine the skeleton that can be identified with the human eye, in order to enhance the compression ratio.
The Declan Galbraith video images are used for testing. The results of the reconstruction use the evaluation system of the luminance component PSNR image coding quality, as shown in Table 2 and Table 3 . The effect of the parameters for mathematical morphology and h. 263 P-frame compression are shown in Figure 18 .
PSNR(M),
PSNR(H), compression ratio(M), x compression ratio(H) Figure 18 . Effect of the parameters for mathematical morphology and h. 263 P-frame compression
The experimental results show that the above simple P-frame compression can be used for background. The characteristics were in local movement which had less irregular small quantities when doing P-frame motion estimation in combination with the mathematical morphology method for motion compensation of irregular small pieces. This method can effectively improve the signal-to-noise ratio and compression ratio, greatly improve the effect of the motion compensation, and can improve the image quality under the same compression ratio.The premise of meeting human visual requirements should be considered at the time of coding.The frame images keep good quality and improve the accuracy of the interframe prediction between frame images to increase the compression ratio of the image and improve the coding efficiency of the video image.The network video image codec and transmission application field have great economic benefit and practical value.
CONCLUSIONS
This paper examines the potential of mathematical morphology to improve the coding efficiency and quality of images based on human vision, by adopting a bit-plane layered coding method. When dealing with the low bit plane, the existing high bit face data bits of the comprehensive information are available, and each high bit will face the same points as a set of conditions. When dealing with the corresponding low bit plane, the range of the condition set is used for the corresponding processing. The method uses inspection frame coding and can significantly improve the compression ratio and the subjective image quality.
