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The Gromov–Hausdorff Distance between
Simplexes and Two-Distance Spaces
A.O. Ivanov, and A.A. Tuzhilin
Abstract
In the present paper we calculate the Gromov–Hausdorff distance be-
tween an arbitrary simplex (a metric space all whose non-zero distances
are the same) and a finite metric space whose non-zero distances take
two distinct values (so-called 2-distance spaces). As a corollary, a com-
plete solution to generalized Borsuk problem for the 2-distance spaces is
obtained. In addition, we derive formulas for the clique covering num-
ber and for the chromatic number of an arbitrary graph G in terms of
the Gromov–Hausdorff distance between a simplex and an appropriate
2-distance space constructed by the graph G.
Introduction
Finite metric spaces appear in different branches of mathematics, play important
role in applications, give many interesting problems, and they are a subject of
active research for many specialists, see numerous examples in [1]. An important
class of these spaces is formed by the ones where the distance between different
points takes two values (to be short, those spaces are referred as 2-distance
spaces). Finite subsets of Euclidean spaces having this property are of special
interest. The fact is that they are closely related to such popular branches as
spherical codes and spherical design, see for example [2], and Borsuk problem
too. Let us concentrate on the latter one in more details.
Recall that as early as 1933 Borsuk formulated a conjecture that each bounded
non single-point subset of Euclidean space Rn can be partitioned into k ≤ n+1
subsets whose diameters are less than the dimeter of the initial set, and proved
it for n = 2, see [3], [4]. Perkal [5] extended the result to the case n = 3.
Also some essential progress was made in 40–50th. Let us mention Hadwiger,
who proved the conjecture for convex subsets, see [6], [7]. However, in 1993
Kahn and Kalai [8] constructed an unexpected counterexample in dimension
n = 1325, and also proved that the conjecture is not valid for all n > 2014.
This estimate was consistently improved by Raigorodskii, n ≥ 561, Hinrichs
and Richter, n ≥ 298, Bondarenko, n ≥ 65, and Jenrich, n ≥ 64, see details in
a review [9]. The results of Bondarenko [10] and Jenrich [11] are based on the
2-distance subsets of the unit sphere.
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Recently the authors discovered, see [12], that Generalized Borsuk Problem
(the same question for an arbitrary bounded metric space X , which is not
necessary a subset of Rn) can be solved by means of the Gromov–Hausdorff
distance between X and so-called simplexes, i.e., metric spaces all whose non-
zero distances are the same (see Theorem 2.12 below).
Recall that Edwards [13] and Gromov [14] defined independently a distance
function between metric spaces generalising the construction of Hausdorff and
using isometrical embeddings into all possible ambient spaces, see definitions
below. A detailed introduction to geometry of the Gromov–Hausdorff distance
can be found in [15, Ch. 7] or in [16].
Calculation of the Gromov–Hausdorff distance between two given spaces is a
rather non-trivial problem. In paper [17] the distances between finite simplexes
and compact metric spaces were calculated for some particular cases. Later on,
these results were generalized to the case of arbitrary bounded metric spaces,
see [18]. Some additional characteristics of the bounded metric spaces were de-
fined, and in this terms either exact formulas for the Gromov–Hausdorff distance
to an arbitrary simplex, or an exact upper and low estimates for these distances
were obtained. Just those formulas permitted to discover a relations between
the distances to simplexes and Borsuk problem, see [12]. After that, using a
geometrical interpretation, formulas from [18] have been rewritten in a more
convenient way that gives an opportunity to calculate the distances between
simplexes and an arbitrary finite ultrametric space [19].
In the present paper, formulas from [19] are used to calculate the Gromov–
Hausdorff distances from simplexes to finite 2-distance spaces (Theorem 2.11).
That permits to obtain a complete solution to generalized Borsuk problem for
such spaces. The answer (Corollary 2.13) is given in terms of the clique covering
number of the graph G with the vertex set X and edge set consisting of all the
pairs of points from X with the smaller distance. Notice that the idea to verify
Borsuk conjecture for 2-distance spaces was suggested by David Larman in 70th.
Besides, the same technique gives an opportunity to calculate the clique
covering number and the chromatic number of an arbitrary simple graph in
terms of the Gromov–Hausdorff distance from simplexes to a finite 2-distance
metric space constructed by this graph, see Corollaries 2.15 and 2.14.
The work is partly supported by President RF Program supporting leading
scientific schools of Russia (Project NSh–6399.2018.1, Agreement 075–02–2018–
867), by RFBR, Project 19-01-00775-a, and also by MGU scientific schools
support program.
1 Preliminaries
Let X be an arbitrary set. By #X we denote the cardinality of the set X .
Let X be an arbitrary metric space. The distance between any its points x
and y we denote by |xy|. If A,B ⊂ X are non-empty subsets of X , then put
|AB| = inf
{
|ab| : a ∈ A, b ∈ B
}
. For A = {a}, we write |aB| = |Ba| instead of
|{a}B| = |B{a}|.
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For each point x ∈ X and a number r > 0, by Ur(x) we denote the open
ball with center x and radius r; for any non-empty A ⊂ X and a number r > 0
put Ur(A) = ∪a∈AUr(a).
1.1 Hausdorff and Gromov–Hausdorff Distances
For non-empty A, B ⊂ X put
dH(A,B) = inf
{
r > 0 : A ⊂ Ur(B), and B ⊂ Ur(A)
}
= max{sup
a∈A
|aB|, sup
b∈B
|Ab|}.
This value is called the Hausdorff distance between A and B. It is well-known,
see [15], [16], that the Hausdorff distance is a metric on the set of all non-empty
bounded closed subsets of X .
Let X and Y be metric spaces. A triple (X ′, Y ′, Z) consisting of a metric
space Z together with its subsets X ′ and Y ′ isometric to X and Y , respec-
tively, is called a realization of the pair (X,Y ). The Gromov–Hausdorff distance
dGH(X,Y ) between X and Y is the infimum of real numbers r such that there
exists a realization (X ′, Y ′, Z) of the pair (X,Y ) with dH(X
′, Y ′) ≤ r. It is
well-known [15], [16], that dGH is a metric on the set M of all compact metric
spaces considered up to an isometry.
For an arbitrary metric space X , by diamX we denote its diameter defined
in the standard way:
diamX = sup
{
|xy| : x, y ∈ X
}
.
Notice that the space X is bounded if and only if diamX <∞.
A metric space X is called simplex if all its non-zero distances are the same.
A simplex whose non-zero distances equal λ > 0 is denoted by λ∆.
Proposition 1.1 ([15], [16]). Let X be an arbitrary metric space, and ∆ a
single-point space. Then dGH(λ∆, X) =
1
2 diamX for any λ > 0.
Theorem 1.2 ([18]). Let X be an arbitrary bounded metric space, and #X <
#λ∆, then
2dGH(λ∆, X) = max{diamX − λ, λ}.
Let X be an arbitrary set and m a cardinal number that does not exceed
#X . By Dm(X) we denote the family of all possible partitions of the set X
into m non-empty subsets.
Now let X be a metric space. Then for each D = {Xi}i∈I ∈ Dm(X) put
diamD = sup
i∈I
diamXi.
Further, for each D = {Xi}i∈I ∈ Dm(X) put
α(D) = inf
{
|XiXj | : i 6= j
}
.
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In the plane with the standard coordinates (α, d), consider the set
ADm(X) =
{(
α(D), diamD
)
: D ∈ Dm(X)
}
and let ADm(X) stand for the closure of this subset of the plane. A point
(α, d) ∈ ADm(X) is said to be extreme if there is no other point (α
′, d′) ∈
ADm(X), (α
′, d′) 6= (α, d), such that α′ ≥ α and d′ ≤ d. By Extm(X) we
denote the set of all extreme points from ADm(X). In addition, put hα,d(λ) =
max{d, λ− α}.
Theorem 1.3 ([19]). Let X be an arbitrary bounded metric space, and m =
#λ∆ ≤ #X. Then the set Extm(X) is non-empty, and
2dGH(λ∆, X) = max
{
diamX − λ, inf
(α,d)∈Extm(X)
hα,d(λ)
}
.
2 The Gromov–Hausdorff Distance between Sim-
plexes and 2-distance Spaces
Now, let us show how the formulas for the Gromov–Hausdorff distances between
simplexes and 2-distance spaces can be derived from Theorems 1.2 and 1.3.
In this Section, X always stands for a finite 2-distance space whose
non-zero distances are a and b, a < b; in addition put n = #X and
m = #λ∆. It is clear that diamX = b.
Theorem 1.2 implies the following result.
Corollary 2.1. Let m > n. Then
2dGH(λ∆, X) = max{b− λ, λ}.
If m = n, then Dm(X) consists of a single element D, namely, D is the
partition of X into single-element subsets. Thus, in this case, diamD = 0 and
α(D) = a. Theorem 1.3 immediately implies the following result.
Corollary 2.2. Let m = n. Then
2dGH(λ∆, X) = max{b− λ, λ− a}.
Another trivial case is m = 1. Proposition 1.1 implies the next formula.
Corollary 2.3. Let m = 1. Then
2dGH(λ∆, X) = b.
It remains to consider the case 1 < m < n. Here for each D ∈ Dm(X) the
characteristics diamD and α(D) take one of the values a and b, therefore, in
this case the sets Extm(X) ⊂ ADm(X) = ADm(X) are contained in the cor-
responding four-element subset of the plane. The next Lemma follows directly
from the definition of an extreme point.
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Lemma 2.4. For 1 < m < n the following situations are possible:
(1) If (b, a) ∈ ADm(X), then Extm(X) =
{
(b, a)
}
;
(2) If (b, a) 6∈ ADm(X), then there are the next possibilities :
(a) If #ADm(X) = 3, then Extm(X) = ADm(X) =
{
(a, a), (b, b)
}
;
(b) If ADm(X) =
{
(a, a), (b, b)
}
, then
Extm(X) = ADm(X) =
{
(a, a), (b, b)
}
;
(c) If ADm(X) =
{
(a, a), (a, b)
}
, then Extm(X) =
{
(a, a)
}
;
(d) If ADm(X) =
{
(a, b), (b, b)
}
, then Extm(X) =
{
(b, b)
}
;
(e) If #ADm(X) = 1, then Extm(X) = ADm(X).
In particular,
(1) If diamD = b and (b, b) ∈ ADm(X) for any D ∈ Dm(X), then Extm(X) ={
(b, b)
}
;
(2) If α(D) = a and (a, a) ∈ ADm(X) for any D ∈ Dm(X), then Extm(X) ={
(a, a)
}
.
Recall that a subgraph of an arbitrary simple graph H is called clique, if any
its two vertices are connected by an edge, i.e., a clique is a subgraph which is a
complete graph itself. Notice that each single-vertex subgraph is also a clique.
For convenience, the vertex set of a clique is also referred as a clique.
On the set of all cliques an ordering with respect to inclusion is naturally
defined, and hence, due to the above remarks, a family of maximal cliques is
uniquely defined; this family forms a covering of the graph H in the following
sense: the union of all vertex sets of all maximal cliques coincide with the vertex
set V (H) of the graph H .
If one does not restrict himself by maximal cliques, then, generally speaking,
one can find other families of cliques covering the graph H . One of the classical
problems of Graph Theory is to calculate the minimal possible number of cliques
covering a graph H . This number is referred as the clique covering number and
is often denoted by θ(H). It is easy to see that the value θ(H) is also equal to
the least number of cliques whose vertex sets partition V (H).
Another popular problem is to find the least possible number of colors that
is necessary to color the vertices of a simple graphH in such a way that adjacent
vertices have different colors. This number is denoted by γ(H) and is referred
as the chromatic number of the graph H .
For a simple graph H , by H ′ we denote its dual graph, i.e., the graph
having the same vertex set and the complementary set of edges (two vertices
are adjacent in H ′ if and only if they are not adjacent in H).
The next fact is well-known.
Proposition 2.5. For any simple graph H, the equality θ(H) = γ(H ′) holds.
2. The distance between simplexes and 2-distance spaces 6
By k(H) we denote the number of connected components of the graph H .
Lemma 2.6. For any simple graph H, the inequality k(H) ≤ θ(H) is valid, and
the equality holds if and only if the graph H coincides with the disjoint union of
its maximal cliques : the vertex sets of those cliques do not intersect each other.
Construct on the set X a simple graph G whose edge set consists of all the
pairs of points of the space X that are distant from each other by a (“graph of
minimal distances”). It is clear that 1 ≤ k(G) ≤ θ(G) ≤ n− 1.
The following two Lemmas are evident.
Lemma 2.7. Let 1 < m < n and D = {Xi}
m
i=1 ∈ Dm(X). Then diamD ∈
{a, b}, and
(1) diamD = a if and only if each Xi is a clique in the graph G;
(2) diamD = b if and only if one of Xi is not a clique in the graph G.
Lemma 2.8. Let 1 < m < n and D = {Xi}
m
i=1 ∈ Dm(X). Then α(D) ∈ {a, b},
and
(1) α(D) = b if and only if each connected component of the graph G is
contained in some Xi;
(2) α(D) = a if and only if some connected component of the graph G inter-
sects several subsets Xi.
Corollary 2.9. Let 1 < m < n and k := k(G) = θ(G), then
2dGH(λ∆, X) =


max{b− λ, b, λ− b} for m < k,
max{b− λ, a, λ− b} for m = k,
max{b− λ, a, λ− a} for m > k.
Proof. Due to Lemma 2.6, the graph G is partitioned into k cliques.
If m < k, then each partition D = {Xi} ∈ Dm(X) contains an Xi which is
not a clique, therefore, due to Lemma 2.7, diamD = b. On the other hand, there
exists a partition D such that each component of the graph G is contained in
some Xi, and hence, due to Lemma 2.8, α(D) = b. Therefore, (b, b) ∈ ADm(X),
and so, due to Lemma 2.4, we get Extm(X) =
{
(b, b)
}
, that implies the first
formula.
Ifm = k, then for a partitionD ∈ Dm(X) intom cliques we have diamD = a
and α(D) = b, therefore, (b, a) ∈ ADm(X), and so, due to Lemma 2.4, we
conclude that Extm(X) =
{
(b, a)
}
, that implies the second formula.
At last, if m > k, then for any partition D = {Xi} ∈ Dm(X) some com-
ponent of the graph G intersects different Xi, and so, due to Lemma 2.8, the
equality α(D) = a holds for any such partition. On the other hand, there exists
a partition D such that each its component is a clique, therefore, for such parti-
tion we have diamD = a. So, (a, a) ∈ ADm(X), and hence, due to Lemma 2.4,
we obtain Extm(X) =
{
(a, a)
}
, that implies the third formula.
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It remains to consider the case k(G) < θ(G).
Corollary 2.10. Let 1 < m < n and k := k(G) < θ(G) =: θ, then
2dGH(λ∆, X) =


max{b− λ, b, λ− b} for m ≤ k,
max{b− λ, b, λ− a} for k < m < θ,
max{b− λ, a, λ− a} for m ≥ θ.
Proof. The cases m < k and m > θ can be proved just as the first and the last
formulas from Corollary 2.9, respectively.
Let m = k < θ, then as in the proof of Corollary 2.9 the equality diamD = b
holds for each partition D ∈ Dm(X). Since m = k, then the partition D into
Xi = V (Gi) belongs to Dm(X), and hence α(D) = b. But then Extm(X) ={
(b, b)
}
in accordance with Lemma 2.4, that proves the first formula.
Let k < m < θ. In this case we have diamD = b and α(D) = a for any
D ∈ Dm(X). Thus, in this case Extm(X) = ADm(X) =
{
(a, b)
}
, that implies
the second formula.
At last, let m = θ, then for any D ∈ Dm(X) there exists a component of
the graph G intersecting more than one element of the partition D, so, due to
Lemma 2.8, we have α(D) = a. However, for the partition D of the graph G
into m cliques the equality diamD = a holds, and hence, (a, a) ∈ ADm(X), and
so we have Extm(X) =
{
(a, a)
}
in accordance with Lemma 2.4, that implies
the third formula.
Collect all the above results.
Theorem 2.11. Let X be a finite 2-distance space with non-zero distances a
and b, a < b, n = #X, and let λ∆ be a simplex, m = #λ∆. By G we denote the
graph with the vertex set X and the edge set consisting of all the pairs of points
from X that are distant from each other by a. Let k := k(G) be the number of
connected components of the graph G, and let θ := θ(G) be its clique covering
number. Then
(1) If k = θ, then
2dGH(λ∆, X) =


b for m = 1,
max{b, λ− b} for 1 < m < k = θ,
max{b− λ, a, λ− b} for m = k = θ,
max{b− λ, a, λ− a} for k = θ < m < n,
max{b− λ, λ− a} for m = n,
max{b− λ, λ} for m > n;
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(2) If k < θ, then
2dGH(λ∆, X) =


b for m = 1,
max{b, λ− b} for 1 < m ≤ k,
max{b, λ− a} for k < m < θ,
max{b− λ, a, λ− a} for θ ≤ m < n,
max{b− λ, λ− a} for m = n,
max{b− λ, λ} for m > n.
In paper [12] we considered Generalized Borsuk Problem: Is it possible to
partition a given bounded metric space X into a given number of subsets having
strictly less diameter than X has. The following theorem is proved in [12].
Theorem 2.12 ([12]). Let X be an arbitrary bounded metric space, and m a
cardinal number with m ≤ #X. Choose an arbitrary number l, 0 < λ < diamX,
then
(1) The space X can be partitioned into m subsets of strictly less diameters if
and only if 2dGH(λ∆m, X) < diamX ;
(2) The space X can not be partitioned into m subsets of strictly less diameters
if and only if 2dGH(λ∆m, X) = diamX.
Theorems 2.11 and 2.12 imply the following solution to Generalized Borsuk
Problem for finite 2-distance spaces.
Corollary 2.13. Let X be a finite 2-distance space with non-zero distances a
and b, a < b, and n = #X. By G we denote the graph with vertex set X and
edge set consisting of all pairs of points from X distant from each other by a.
Let θ(G) be the clique covering number of the graph G. Then the space X can
not be partitioned into m subsets of strictly less diameters if m < θ(G), and can
be partitioned into m subsets of strictly less diameters if θ(G) ≤ m ≤ n.
Reformulate Corollary 2.13 and give the exact value of the clique covering
number in terms of the Gromov–Hausdorff distance.
Corollary 2.14. Let G = (V,E) be an arbitrary finite graph. Define a metric
on V as follows : the distance between two vertices of G is equal to a if and only
if they are adjacent in G, otherwise it equals b, with a < b ≤ 2a. Let m be
the greatest positive integer such that 2dGH(a∆, V ) = b, where a∆ is a simplex
consisting of m vertices. Then θ(G) = m+ 1.
Let us give another Corollary that permits to calculate the chromatic number
of a graph in terms of the Gromov–Hausdorff distance.
Corollary 2.15. Let G = (V,E) be an arbitrary finite graph. Define a metric
on V as follows : the distance between two vertices of G is equal to b if and only
if they are adjacent in G, otherwise it equals a, with a < b ≤ 2a. Let m be
the greatest positive integer such that 2dGH(a∆, V ) = b, where a∆ is a simplex
consisting of m vertices. Then γ(G) = m+ 1.
References 9
References
[1] E. Deza, M.M. Deza, Encyclopedia of Distances. 4th edition, Berlin Hei-
delberg, Springer-Verlag, 2016.
[2] O.R. Musin, “Spherical Two-Distant Sets”, J. of Comb. Theory, Ser. A,
116, 988 (2009).
[3] K. Borsuk, “U¨ber die Zerlegung einer n-dimensionalen Vollkugel in n-
Mengen”. In: Verh. International Math. Kongress Zu¨rich, p. 192 (1932).
[4] K. Borsuk, “Drei Sa¨tze u¨ber die n-dimensionale euklidische Spha¨re”, Fun-
damenta Math., 20, 177 (1933).
[5] J. Perkal, “Sur la subdivision des ensembles en parties de diametre
infe´rieur”, Colloquium Mathematicum, 2, 45 (1947).
[6] H. Hadwiger, “U¨berdeckung einer Menge durch Mengen kleineren
Durchmessers”, Commentarii Mathematici Helvetici, 18 (1), 73 (1945).
[7] H. Hadwiger, “Mitteilung betreffend meine Note: U¨berdeckung einer
Menge durch Mengen kleineren Durchmessers”, Commentarii Mathematici
Helvetici, v. 19 (1946).
[8] J. Kahn, G. Kalai, “A counterexample to Borsuks conjecture”, Bull. Amer.
Math. Soc., 29 (1), 60 (1993).
[9] A.M. Raigorodskii, “Around Borsuks Hypothesis”, Journal of Mathemat-
ical Sciences, 154 (4), 604 (2008).
[10] A. V. Bondarenko, “On Borsuks conjecture for two-distance sets”, arXiv
e-prints, arXiv:1305.2584 (2013).
[11] T. Jenrich, “A 64-dimensional two-distance counterexample to Borsuk’s
conjecture”, arXiv e-prints, arXiv:1308.0206 (2013).
[12] A. O. Ivanov, A.A. Tuzhilin, “Solution to Generalized Borsuk Problem in
Terms of the GromovHausdorff Distances to Simplexes”, arXiv e-prints,
arXiv:1906.10574 (2019).
[13] D. Edwards, “The Structure of Superspace”. In: Studies in Topology, ed.
by N.M. Stavrakas and K.R. Allen, New York, London, San Francisco,
Academic Press, Inc. (1975).
[14] M. Gromov, “Groups of Polynomial growth and Expanding Maps”. In:
Publications Mathematiques I.H.E.S., 53 (1981).
[15] D. Burago, Yu. Burago, S. Ivanov, A Course in Metric Geometry. Graduate
Studies in Mathematics, vol.33. A.M.S., Providence, RI, 2001.
References 10
[16] A. O. Ivanov, A.A. Tuzhilin, Geometry of Hausdorff and Gromov–
Hausdorff Distances, the Case of Compact Spaces. Izd-vo Popechit. Soveta
Mech-Math Faculteta MGU, Moscow, 2017 [in Russian].
[17] A. O. Ivanov, A.A. Tuzhilin, “Geometry of Compact Metric Space in Terms
of Gromov-Hausdorff Distances to Regular Simplexes”, arXiv e-prints,
arXiv:1607.06655 (2016).
[18] D. S. Grigor’ev, A.O. Ivanov, A. A. Tuzhilin, “Gromov–Hausdorff distance
to simplexes”, arXiv e-prints, arXiv:1906.09644 (2019); to appear in
Chebyshev Sbornik.
[19] A. O. Ivanov, A.A.Tuzhilin, “The Gromov-Hausdorff Distances between
Simplexes and Ultrametric Spaces”, arXiv e-prints, arXiv:1907.03828
(2019).
