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ABSTRACT
We present a method of fitting optical spectra of galaxies using a basis set of six vectors obtained
from principal component analysis (PCA) of a library of synthetic spectra of 40000 star formation
histories (SFHs). Using this library, we provide estimates of resolved effective stellar mass-to-light
ratio (Υ∗) for thousands of galaxies from the SDSS-IV/MaNGA integral-field spectroscopic survey.
Using a testing framework built on additional synthetic SFHs, we show that the estimates of log Υ∗i
are reliable (as are their uncertainties) at a variety of signal-to-noise ratios, stellar metallicities, and
dust attenuation conditions. Finally, we describe the future release of the resolved stellar mass-to-light
ratios as a SDSS-IV/MaNGA Value-Added Catalog (VAC) and provide a link to the software used to
conduct this analysisa)
1. INTRODUCTION
A galaxy’s stellar mass is one of its most important
physical properties, reflecting its current evolutionary
state and future pathway. On the whole, more mas-
sive systems tend to possess older stellar populations
(Gallazzi et al. 2005a, 2006) with very little current star
formation (Kauffmann et al. 2003; Balogh et al. 2004;
Baldry et al. 2006), a small gas mass fraction (Mc-
Gaugh & de Blok 1997), higher gas-phase metallicity
(Tremonti et al. 2004), and stellar populations enhanced
in α-elements relative to iron (Thomas et al. 2004, 2005).
Fundamentally, a galaxy’s stellar mass indicates the to-
tal mass of the dark matter halo in which it is embedded
(Yang et al. 2003; Behroozi et al. 2013; Somerville et al.
2018): the higher the mass of the dark matter halo, the
Corresponding author: Zachary J. Pace
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a)The software can be found at https://github.com/zpace/pcay.
more evolved the galaxy tends to be, and the lesser the
galaxy’s capacity for future star formation.
Traditionally, two methods have been used to esti-
mate galaxy stellar mass: kinematics and stellar pop-
ulation analysis. By measuring the average motions of
stars, the dynamical mass (a distinct but related prop-
erty which includes both baryonic and dark matter), can
be determined. The DiskMass Survey (DMS, Bershady
et al. 2010) used measurements of the vertical stellar
and gas velocity field and stellar velocity dispersion σ∗z ,
in concert with inferred values of disk scale height hz to
estimate the azimuthally-averaged dynamical mass sur-
face density Σdyn of 30 local, low-inclination disk galax-
ies within several radial bins (Martinsson et al. 2013).
However, dynamical measurements are subject to sys-
tematics related to the vertical distribution and scale
height of stars, how the vertical velocity is measured
(Aniyan et al. 2016, 2018), and the typical assumption
of a constant stellar mass-to-light ratio used in Jeans-
based estimates (Bernardi et al. 2017).
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The second method of stellar mass estimation relies
on comparing photometry or spectroscopy of galaxies to
stellar population synthesis (SPS) models. SPS weds
theoretical stellar isochrones to theoretical model atmo-
spheres or observed libraries of stellar spectra, under
the constraint of the stellar initial mass function (IMF),
in order to obtain an estimate of the mass-to-light ra-
tio, and therefore, the mass. Tinsley (1972, 1973) de-
fined the fundamentals of this method, combining the
analytic expressions for the stellar IMF, star formation
rates (SFR), and theory of chemical enrichment. Bell &
de Jong (2001) and Bell et al. (2003) later took exist-
ing stellar models and described empirical relationships
between optical colors and stellar mass-to-light ratios.
Other approaches infer a star formation history (SFH)
from broadband, multi-wavelength spectral energy dis-
tributions (SEDs): in such a case, the starlight itself
can be observed in many bands (Shapley et al. 2005), or
its indirect consequences can also be considered, such as
infrared dust emission that arises after stars form (Dale
et al. 2001). Software libraries such as MagPhys (da
Cunha et al. 2008; da Cunha & Charlot 2011), Cigale
(Burgarella et al. 2005; Giovannoli et al. 2011; Serra
et al. 2011), and Prospector (Leja et al. 2017) take
this approach, often (but not always) after adopting a
family of SFHs. In short, estimates of stellar mass-to-
light are generally made by finding the combination of
simple stellar populations (SSPs; i.e., stars of a single
age and metallicity) that produces the best match to an
observed galaxy spectrum or photometry.
Simple SFH scenarios, such as Bell et al. (2003), pro-
duce almost-linear relationships (often referred to as
color-mass-to-light relations, or CMLRs) between opti-
cal color and the logarithm of stellar mass-to-light ratio.
This can be a convenient first tool, but there are signif-
icant systematics associated with stellar IMF, metallic-
ity, and attenuation by dust (see Section 3.3). Often,
different CMLRs produce extremely contradictory mass-
to-light estimates (McGaugh & Schombert 2014). We
demonstrate below that inferring stellar mass-to-light
ratio from optical spectra offers some improvements over
CMLRs.
Additionally, certain spectroscopic features—such as
the strength of the 4000A˚ break (Dn4000: Bruzual A.
1983; Balogh et al. 1999, 2000), equivalent width of the
Hδ absorption line (HδA: Worthey & Ottaviani 1997),
and several other atomic and molecular indices (e.g. CN,
Mgb, NaD: Worthey et al. 1994)—have been used to es-
timate mean stellar age, metallicity, activity of recent
starbursts, and stellar mass-to-light (Kauffmann et al.
2003; Gallazzi et al. 2005a; Sil’chenko 2006; Wild et al.
2007). Spectral indices are akin to optical colors in that
they are a lower-dimensional view on a galaxy’s spec-
trum, but a view designed to effectively capture an in-
formative phase of stellar evolution.
The advent of large spectroscopic surveys with
good spectrophotometric calibration has enabled more
widespread use of full-spectral fitting: spectra span-
ning a large fraction of the visible wavelength range
offer a much more detailed view on a galaxy’s SED,
albeit within a smaller overall wavelength range than
techniques which simultaneously examine UV, optical,
infrared, and radio domains. Many software libraries
exist for performing such analysis, including such as
FIREFLY (Wilkinson et al. 2015), STECKMAP (Ocvirk
et al. 2006), VESPA (Tojeiro et al. 2007), pPXF (Cappel-
lari & Emsellem 2004), STARLIGHT (Cid Fernandes et al.
2005), and Pipe3D (Sa´nchez et al. 2016a,b). Very recent
developments include techniques which simultaneously
consider spectroscopic and photometric measurements
(Chevallard & Charlot 2016; Thomas et al. 2017; Fossati
et al. 2018).
The reliability of the resulting spectral fits is ham-
pered by four main factors. First, certain phases of stel-
lar evolution, such as the thermally-pulsating asymp-
totic giant branch (TP-AGB) stage, are still poorly
understood, and this causes troublesome systematics
(Maraston et al. 2006; Marigo et al. 2008). Second,
due to the degeneracy between stellar population age
and metallicity, it is difficult to map spectral features
uniquely to a combination of stellar populations. Mod-
ern spectroscopic surveys alleviate this somewhat with
the inclusion of the NIR Caii triplet (Terlevich et al.
1989; Vazdekis et al. 2003), a feature that is sensitive
to Calcium abundance (and secondarily, overall metal
abundance) in stars older than 2 Gyr (Usher et al. 2018),
as well as other spectral indices (Spiniello et al. 2012,
2014), but care is still required. Third, the process
of stellar population-synthesis relies on fully-populating
the parameter space of temperature, surface gravity,
metal abundance, and [ αFe ] (usually combining multi-
ple stellar libraries, interpolating across un-sampled re-
gions of parameter space, or patching with theoretical
libraries). Fourth, it is unclear how to best recover the
information contained in spectra: some approaches con-
tinue to model spectra as the sum of simple mono-age,
mono-abundance SSPs; but it is possible that the result-
ing numerical freedom may produce un-physical results.
This work’s spectral-fitting technique follows Chen
et al. (2012, hereafter C12): in C12, principal compo-
nent analysis (PCA) was performed on a “training li-
brary” of synthetic optical spectra (the synthetic spec-
tra were themselves produced using a stochastically-
generated family of SFHs), yielding a set of orthogonal
“principal component” (PC) vectors. PCA is a method
of finding structure in a high-dimensional point process
(Jolliffe 1986), which has been applied in the field of as-
tronomy to such problems as spectral-fitting (Budava´ri
et al. 2009), photometric redshifts (Cabanac et al. 2002),
and classification of quasars (Yip et al. 2004; Suzuki
2006). PCA transforms data in many dimensions into
fewer dimensions in a way that minimizes information
loss. If a spectrum containing measurements of flux at
l wavelengths is interpreted as a single data point in l-
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dimensional space, a group of n spectra forms a cloud
of n points. PCA finds the q vectors (also called “eigen-
vectors”, “eigenspectra”, or “PCs”) that are best able to
mimic the full, l-dimensional data. Equivalently, PCA
finds a vector space in which the covariance matrix is
diagonalized for those n spectra.
In the PCA-based spectral-fitting paradigm, a set of
4–10 eigenspectra were used as a reduced basis set for
fitting observed spectra at low-to-moderate signal-to-
noise. That is, the best representation was found for
each observed spectrum in terms of the eigenspectra.
The goodness-of-fit was evaluated in PC space for each
model spectrum in the training library: this was used
as a weight in constructing a posterior PDF for stellar
mass-to-light ratio. In this paradigm, the “samples” of
the PDF are simply the full set of CSP models, which
have known stellar mass-to-light ratio. In other words,
the training library both defines the eigenspectra and
provides samples for a quantity of interest. This process
can be carried out on thousands of observed spectra (us-
ing tens of thousands of models) simultaneously, and is
Bayesian-like because the training library acts as a prior
on the “allowed” values of, for example, stellar mass-
to-light ratio. Tinker et al. (2017) utilized the stellar
mass-to-light ratio estimates from C12 to measure the
intrinsic scatter of stellar mass at a fixed halo mass for
high-mass BOSS galaxies, finding that PCA-based es-
timates of stellar mass correlated with total halo mass
better than photometric mass estimates, a result sug-
gesting that the PCA estimates are more accurate.
Though this work uses a method very similar to C12,
we also integrate new model spectra generated with
modern isochrones and stellar atmospheres. We apply
this method to galaxy spectra from SDSS-IV/MaNGA
(Mapping Nearby Galaxies at Apache Point Observa-
tory, Bundy et al. 2015), an integral-field spectroscopic
(IFS) survey of 10,000 nearby galaxies (z . 0.15). The
MaNGA survey is designed to enhance the current un-
derstanding of galaxy growth and self-regulation by ob-
serving galaxies with a wide variety of stellar masses,
specific star formation rates, and environments. We
produce resolved maps of stellar mass-to-light ratio for
a significant fraction of the 6779 galaxies included in
MaNGA Product Launch 8 (MPL-8).
The structure of this paper is as follows: in Section
2, we discuss the MaNGA IFS data; in Section 3, we
detail the procedural generation of star-formation his-
tories and their optical spectra (the “training data”),
a Dn4000–HδA comparison between the model library
& actual observations, and why CMLRs do not re-
cover sufficient detail about the underlying stellar mass-
to-light ratio; in Section 4, we review the underlying
mathematics of PCA, present its application to param-
eter estimation—concentrating, in particular, on why
we might expect improvement over traditional methods
in the case of IFS data—and examine the reliability of
the resulting estimates of stellar mass-to-light ratio in
relation to degenerate parameters like metallicity and
attenuation; and in Section 5, we provide example maps
of stellar mass-to-light ratio for a selection of four late-
type galaxies and three early-type galaxies, discussing
possible future improvements to the spectral library, and
outlining a future release of resolved stellar mass-to-light
ratio maps. To complement this work’s investigation of
random errors in PCA-based estimates of stellar mass-
to-light ratio, in Pace et al. (2019, hereafter Paper ii),
we compare resolved maps of stellar mass surface density
(derived from stellar mass-to-light ratio estimates made
in this work) to estimates of dynamical mass surface
density from the DiskMass Survey, in a view on the sys-
tematics of PCA-derived stellar mass-to-light ratios; and
construct aperture-corrected, total stellar masses for a
large sample of MaNGA galaxies.
2. DATA
This work employs IFS data from the MaNGA survey,
part of SDSS-IV (Blanton et al. 2017). MaNGA is the
most extensive IFS survey undertaken to date, targeting
10,000 galaxies in the local universe (0.01 < z < 0.15),
with observations set to complete in early 2020 (Bundy
et al. 2015). MaNGA’s instrument is built around the
SDSS 2.5-meter telescope at Apache Point Observatory
(Gunn et al. 2006) and the SDSS-BOSS spectrograph
(Smee et al. 2013; Dawson et al. 2013), which has a
wavelength range of 3600 to 10300 A˚ and spectral res-
olution R ∼ 2000. The BOSS spectrograph is coupled
to close-packed fiber hexabundles (also called integral-
field units, or IFUs) with between 19 and 127 fibers
subtending 2” apiece on the sky (Drory et al. 2015).
The IFUs are secured to the focal plane with a plug-
plate (York et al. 2000), and are exposed simultane-
ously. Flux-calibration is accomplished with 12 seven-
fiber “mini-bundles” which observe standard stars si-
multaneous to science observations (Yan et al. 2016a),
and sky-subtraction uses 92 single fibers spread across
the three-degree focal plane.
MaNGA observations use only dark time, and require
three sets of exposures, which are accumulated until a
specified threshold signal-to-noise is achieved (Yan et al.
2016b). Additionally, all constituents of each set of
exposures must be taken under similar conditions. A
three-point dither pattern is used to increase the spa-
tial sampling such that 99% of the area within the IFU
is exposed to within 1.2% of the mean exposure time
(Law et al. 2015). This also accomplishes a more uni-
form sampling of the plane of the sky than non-dithered
observations, and gives a closer match to the fiber point-
spread function: a typical fiber-convolved point-spread
function has FWHM of 2.5” (Law et al. 2015).
The MaNGA survey primarily targets galaxies from
the NASA-Sloan Atlas v1 0 1 (NSA, Blanton et al.
2011). The survey’s science goals guide the specific
target choices made: in particular, two-thirds of tar-
gets (the “Primary+ sample”) are covered to 1.5 ef-
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fective radii (Re), and one-third (the “Secondary sam-
ple”) are covered to 2.5 Re. MaNGA targets are se-
lected uniformly in SDSS i-band absolute magnitude
(Fukugita et al. 1996; Doi et al. 2010), which will re-
sult in an approximately-flat distribution in the log of
stellar mass (Wake et al. 2017). Further, within a pre-
scribed redshift range corresponding to a given abso-
lute magnitude, the MaNGA sample is selected to be
volume-limited. Absolute magnitudes have been calcu-
lated using K-corrections computed with the kcorrect
v4 2 software package (Blanton & Roweis 2007), assum-
ing a Chabrier (2003) stellar initial mass function and
Bruzual & Charlot (2003) SSPs, and are tabulated in
the DRPALL catalog file.
The MaNGA Data Reduction Pipeline (DRP: Law
et al. 2016) reduces individual integrations into both
row-stacked spectra (RSS), which behave like collec-
tions of single-fiber pointings; and rectified data-cubes
(CUBE), which are constructed from the RSS with a
modified Shepard’s algorithm to produce a spatially-
uniform grid on the plane of the sky with spaxels mea-
suring 0.5 arcsecond on a side. This work uses CUBE
products with logarithmically-uniform wavelength spac-
ing (d log λ = 10−4, d lnλ ≈ 2.3 × 10−4)1, also called
LOGCUBE products. LOGCUBE products are then
analyzed further, using the MaNGA Data Analysis
Pipeline (DAP: Westfall et al. 2019), which produces
resolved measurements (referred to as “MAPS”) of stel-
lar and gas line-of-sight velocity, the stellar continuum,
gaseous emission fluxes, and spectral indices.
The 1773 galaxies analyzed in this study are drawn
randomly from MaNGA Product Launch 8 (MPL-8),
an internally-released set of both reduced and analyzed
observations numbering 6779 galaxies observed between
March 2014 and July 2018. MPL-8’s reduced products
number nearly 2100 more than SDSS DR15 (Aguado
et al. 2019), which was released in December 2018.
This study uses both DRP-LOGCUBE and DAP-
MAPS products. The DAP-MAPS products (at this
time released only within the SDSS collaboration) are
not spatially-binned for the stellar continuum fit (see
Westfall et al. 2019) (i.e., this work uses the “SPX”
products). We apply no sample cuts. The distribu-
tion of the median spectral signal-to-noise ratio of all
MaNGA spaxels is shown in Figure 1: spectral channels
flagged at the MaNGA-DRP stage as either having low
or no IFU coverage, or with known unreliable measure-
ment, have had their inverse-variance weight set to zero
(spaxels with such issues affecting their spectra form the
low-SNR tail of the distribution).
3. THE COMPOSITE STELLAR POPULATION
LIBRARY
1In this work, the notation log denotes a base-10 logarithm,
and ln denotes a base-e logarithm.
Figure 1. The distributions of median spectral signal-to-
noise ratio for all MaNGA spaxels (blue) and those spax-
els for which none of the MaNGA DRP data-quality flags
indicate potential problems with the estimates obtained in
this work (orange)—see Section 4.9 for descriptions of data-
quality diagnostics, and how channel-specific quality flags
inform reliability of mass-to-light ratio estimates.
In order to generate the eigenvectors composing the
principal component space, we first generate training
data using theoretical models of SFHs. Training spectra
are generated by passing a piecewise-continuous star for-
mation history (according to a randomized prescription
described below) through a stellar population synthe-
sis library, after assuming a stellar initial mass function
(IMF), a set of isochrones, and a stellar library. In this
case, the fortran code Flexible Stellar Population
Synthesis (FSPS) (Conroy et al. 2009, 2010; Conroy &
Gunn 2010) and its python bindings (Foreman-Mackey
et al. 2014) were used. Padova 2008 (Marigo et al. 2008)
isochrones were adopted.
The unpublished C3K library of theoretical stellar
spectra (Conroy, in prep.) was used for the population
synthesis: the library is based on the Kurucz frameworks
(routines and line lists)edit2, and the native resolution is
R = 10, 000 from 1500A˚ to 1.1µm. Though most similar
studies employ empirical stellar libraries (e.g. MILES or
E-MILES: Vazdekis et al. 2010, 2016), there is at this
time no widely-used library which closely matches the
MaNGA wavelength range and resolution while cover-
ing the full stellar age and metallicity range expected in
MaNGA. The latest E-MILES stellar population mod-
els, for instance, match MaNGA resolution and wave-
length range, but have few stars younger than 0.1 Gyr
at solar metallicity and above (see Vazdekis et al. 2016,
Figures 5 and 6).
3.1. SFHs and stellar population properties
In order for the PCA model to emulate observed
galaxy spectra, it must first be “trained” to recognize
what they can look like (that is, PCA “learns” which
wavelengths tend to vary together, and how strongly).
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By generating a plausible library of SFHs and their as-
sociated spectra, we provide the initial guidelines in-
forming how real, observed spectra are fit. Since any fit
to an observed spectrum must fall within the circum-
scribed domain of the training data, it is important to
make that training data permissive enough to encom-
pass physical reality. With too restrictive a training set,
fits would suffer from additional systematic bias. As
such, our SFH template parameters are intended to have
weakly informative priors (Simpson et al. 2014; Gelman
& Hennig 2015) which encompass the areas of parame-
ter space that are physically allowable and in line with
previous studies (to this point, see the below description
of the mass weighted mean stellar age distribution, Fig-
ure 6), while allowing only a relatively small proportion
of more complex models (e.g., those involving bursts or
a transition in SFH behavior).
Distributions of most parameters provided to FSPS,
selected resulting stellar absorption indices, and other
derived parameters of interest are respectively shown in
Figures 2, 3, and 4, in addition to the full-text descrip-
tions provided below.
3.1.1. SFH families: the delayed-τ model
C12 based the adopted family of SFHs on a tau (de-
clining exponential) model: additionally, one or more
stochastic bursts were permitted, and a fraction of SFHs
cut off rapidly, in order to emulate post-starburst galax-
ies at high redshifts (Kriek et al. 2006, 2009). However,
merely allowing a cutoff in the SFH does a poor job
at reproducing the more vigorously-star-forming outer
regions of disk galaxies, which do have older stars, but
whose SFHs are shown in both observations and cosmo-
logical simulations to rise through the present day (Paci-
fici et al. 2012, 2013). Simha et al. (2014) found that a
more flexible delayed-τ model (also referred to as “lin-
exp”) plus stochastic bursts and an optional subsequent
ramp up (rejuvenation) or down (cutoff) effectively de-
couples late from early star-formation, and provides a
better fit to photometric data. As such, we adopt this
slightly more complicated framework.
The most basic delayed-τ model is parametrized by a
starting time (before which the SFH is identically zero)
and an e-folding timescale (which sets the shape of the
SFH). Each are drawn from a smooth distribution:
• Formation time (tform), drawn from a normal dis-
tribution with mean of 5 Gyr and width of 4 Gyr,
and which truncates below 0.2 Gyr and above 13.0
Gyr. This broad distribution is similar to the uni-
form distribution adopted in C12.
• e-folding timescale of the continuous component
(EFTU), which has a log-normal distribution cen-
tered at log µGyr = 0.4 and with log
σ
Gyr = 0.4. The
distribution truncates below 0.1 Gyr and above 15
Gyr. Since the peak of the te−t/τ has its peak
at an interval τ after formation, this broad distri-
bution of e-folding times allows SFHs that form
quickly, as well as those that continue to rise until
the present day.
The prevalence, duration, and strength of merger-
induced bursts have been investigated in Tree-SPH and
N-body sticky-particles simulations (Di Matteo et al.
2008). Though such simulations lack the resolution to
model gas cooling to molecular-cloud temperatures, they
are useful simply as order-of-magnitude guidance. Di
Matteo et al. (2008) also found that most merger-driven
bursts last several 108 years, with the vast majority last-
ing less than 1 Gyr, which informs the upper-limit for
burst duration shown below. Gallazzi & Bell (2009)
conclude that recent bursts are necessary to reproduce
the full space of stellar absorption features, simultane-
ously warning that overestimating the number of bursts
could result in systematically-low mass-to-light ratios
for galaxies dominated by a continuous SFH.
We express the strength of a burst in terms relative
to the peak of the underlying lin-exp model: that factor
is simply added to the latent SFR at all times in the
range [tburst, tburst + dtburst]. Finally, we note that we
do not model stochastic, short-timescale (several to tens
of Myr) variations in SFR, primarily due to computa-
tional concerns. Conceivably, for sufficiently young (<
1 Gyr) stellar populations, anomalously-steady models
(i.e., SFHs that are too smooth) could induce a negative
systematic in stellar mass-to-light ratio (effecting an ad-
ditional, intrinsic scatter in the SFH parameter space).
The bursts are generated according to the following ran-
domized prescription:
• Number of bursts (nbursts, an integer) giving the
number of starbursts. The value is generated by
a Poisson distribution with a mean and variance
0.5×(t0−min({tt),tform}))
t0
. That is, if a SFH were to
initiate immediately at t = 0 Gyr and not be cut
off, the average number of bursts would be 0.5.
Functionally, most SFHs experience zero stochas-
tic bursts, and the mean number of bursts per SFH
is 0.256.
• Burst amplitudes (A, a list with nbursts elements).
Individual values in A are distributed log-normally
between 0.1 and 10, and indicate the addition of
A times the maximum value of the pure delayed-τ
model during the times when the burst is active.
• Burst times (tburst, a list), whose length is the
same as A, and whose elements are uniformly dis-
tributed between tform and t0 (or tt, if there is a
cutoff).
• Burst duration (dtburst, a list) which specifies the
duration for each burst, uniformly distributed be-
tween 0.05 and 1 Gyr.
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Figure 2. The distributions of the inputs provided to FSPS described in more detail in Section 3.1.1, left to right and top
to bottom: formation time, e-folding time, transition time, transition strength, transition slope, number of bursts, stellar
metallicity, stellar velocity dispersion, attenuation, specific frequency of blue straggler stars, and fraction of blue horizontal
branch stars. There is no covariance between these parameters.
The delayed-τ model with bursts is further modulated
by conservative allowances for a cutoff/rejuvenation at
late times:
• Transition probability (pt), a 25% chance of either
a rejuvenation or a cutoff in the SFH at time tt, un-
der the assumption that most SFHs are smoothly-
varying.
• Transition time (tt), after which star formation
may occasionally (as dictated by pt) cut off or re-
vive. This may occur with equal probability af-
ter tform +EFTU/4 until the present day (at the
smallest allowable value, such a SFH functions like
a brief starburst which could last as little as 25
Myr). If pt dictates there is no burst, tt is set to
the age of the universe, and thus never impacts
the SPS.
• Transition strength θ, specifying an “angle” in
time-SFR space, such that θ = 0 corresponds to a
SFR held constant after tt and θ =
pi
2 corresponds
to an immediate cutoff in the SFH. θ is distributed
according to a triangular distribution rising from
zero in the domain pi2 < θ ≤ 0, and falling back to
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Figure 3. The distributions of five absorption indices in our synthetic training data: Dn4000, HδA, HγA, Mgb, and Fe5270.
zero in the domain 0 < θ ≤ pi6 . If pt dictates there
is no burst, θ is set to zero, but does not impact
the SPS because tt is set to the age of the universe.
• Cutoff slope is an arctan-re-parametrization of θ,
scaled in units of the maximum of a pure delayed-
τ model Φmax per Gyr. Therefore, γ = 0 corre-
sponds to a perfectly constant SFR after tt, and
γ = −1.0 to a reduction in the SFR by Φ in 1 Gyr.
These specific parameter distributions were chosen
to produce the best match to the joint distribution of
moderate- and high-signal-to-noise MaNGA spectra in
Dn4000-HδA space (see Section 3.2). Compared with
C12, tform is peaked more strongly at intermediate
times, and EFTU is permitted to be less than 1 Gyr
(and indeed, ∼ 40% are). Additionally, starbursts occur
on average less frequently in this work, but with stronger
amplitude, since C12 considered spatially-unresolved
spectra (whose bursts have been “spatially-averaged” to
a greater probability, but lower mean strength). A sam-
ple of ten SFHs, drawn randomly from this prescription,
is shown in Figure 5.
Previous analyses of SDSS central spectroscopy have
derived distributions of mass-weighted mean stellar age
(MWA) for galaxies in the nearby universe: for exam-
ple, Gallazzi et al. (2005b), following Kauffmann et al.
(2003), reports a distribution of mass-weighted mean
stellar age (MWA) derived from fits to high signal-to-
noise spectra. The Gallazzi et al. (2005b) MWA dis-
tribution strongly resembles the distribution from this
work’s model library (Figure 6). This work’s model li-
brary has a more probable low-MWA tail, and a sig-
nificantly younger mode. As the galaxy disks sampled
by MaNGA have a diversity of ages (both young and
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Figure 4. The distributions of eight derived parameters which are secondarily obtained from the SPS, using the distributions
of inputs shown in Figure 2: mass-weighted stellar age, stellar mass-to-light ratios in V & i bands, rest-frame g − r and r − i
color, the same colors at redshift of 0.15, and fraction of stellar mass formed in the past 1 Gyr.
old) compared to the central regions sampled in SDSS-i
spectroscopy, this is a positive characteristic. The model
MWA distribution from this work also bears similarity
to the MWA distribution derived from integrating the
Madau & Dickinson (2014) cosmic star formation rate
density: Madau & Dickinson (2014) report a young-
age tail, which this work’s prior easily encompasses, but
has a mode at nearly 10Gyr (about twice as old as the
mode of this work’s model libraries). No value judgment
is made here regarding a particular MWA distribution;
that said, noting MWA distributions’ changes in shape
resulting from manipulating the CSP inputs has proven
informative in constructing a flexible training library.
3.1.2. Stellar composition & velocities, attenuation, and
uncertain stellar evolution
Since the star-forming ISM is known to enrich with
heavy elements as successive generations of stars form, it
is most correct to consider both a metallicity history and
a star formation history. Though gaseous emission cap-
tures the current enrichment state, it is subject to sig-
nificant differences in interpretation, including concepts
as fundamental as the zeropoint (Stasin´ska 2007). Cer-
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Line color tf EFTU tt θ
C0 (Tableau Blue) 9.14 1.40 12.13 -1.36
C1 (Tableau Orange) 1.01 2.38 5.78 -1.43
C2 (Tableau Green) 5.71 1.27 13.01 0.13
C3 (Tableau Red) 3.02 1.29 5.25 -0.70
C4 (Tableau Purple) 0.96 5.18 7.10 -0.04
C5 (Tableau Brown) 4.71 0.50 12.90 0.13
C6 (Tableau Pink) 1.78 2.61 - -
C7 (Tableau Gray) 8.09 2.10 10.37 -0.92
C8 (Tableau Olive) 7.00 3.39 13.25 -0.59
C9 (Tableau Cyan) 8.85 3.88 - -
Table 1. Selected CSP parameters for the SFHs shown in Figure 5. For each CSP, we list the line color, the formation time
tf , the e-folding time of the continuous component (EFTU), the transition time tt, and the transition strength θ. Models with
no transition behavior have the tt and θ columns left blank.
Figure 5. Ten sample SFHs generated using the random
prescription given in Section 3.
Figure 6. The distribution of the log of mass-weighted mean
stellar age for all of the template SFHs. As in Gallazzi et al.
(2008), the distribution has a broad peak around log MWA ∼
9.8. Unlike Gallazzi et al. (2008), though, the distribution
extends with significant power below log MWA ∼ 9.0, mean-
ing that more recent star-formation is permitted.
tain stellar absorption indices, particularly those target-
ing magnesium (Barbuy et al. 1992), reflect the average
enrichment state of the stars. However, the Mg-based
indices in particular are not reliable at low metallicity
(Maraston et al. 2003). In addition, there is some evi-
dence that when trying to fit a population with known-
evolving metallicity using a single, non-evolving stellar
metallicity, absorption index-based estimates of stellar
mass-to-light ratio suffer from smaller biases than do
color-based estimates. This is because stellar mass-to-
light ratio varies in the Dn4000–HδA plane in a very
similar way, when fixed- and evolving-metallicity popu-
lations are compared (see Gallazzi & Bell 2009, Section
5). Finally, in order to properly consider a SFH with
an evolving metallicity, additional parameters must be
introduced to capture inflows, outflows, and feedback
(Matteucci 2016). Section 3.2 briefly outlines a compar-
ison made between spectral indices such as Dn4000 and
HδA measured in the models and in the observations,
and supports the assertion that non-evolving metallici-
ties suffice for our purposes.
With these considerations in mind, we do not im-
plement any chemical evolution prescription, instead
adopting SFHs with non-evolving stellar metallicities.
Each SFH model is assigned a single metallicity [Z],
constant through time, which has an 80% chance to be
drawn from a metallicity distribution that is linearly-
uniform, and a 20% chance to be drawn from a metal-
licity distribution that is logarithmically-uniform. This
allows a small, but well-populated low-metallicity tail.
Figure 7 compares the gas-phase oxygen abundance
from the SDSS MPA-JHU catalog (Tremonti et al. 2004)
to the adopted metallicity prior, after a zeropoint nor-
malization (Asplund et al. 2009). These distributions
should be (and are) roughly similar, since the chemical
composition of the gas reflects how baryons are cycled
through stars and enriched successively by several gen-
erations of star-formation.
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Figure 7. Comparison of the solar-normalized oxygen abun-
dance ([O
H
]) inferred from SDSS nebular emission (green)
with the adopted metallicity prior. An offset of approxi-
mately -.29 dex is applied to re-scale the SFH library’s metal-
licity range ([Z], based on mass) to the number-abundance
of oxygen from the SDSS data, since the two adopt different
values of solar metallicity and oxygen abundance.
Two uncertain phases of stellar evolution, blue hor-
izontal branch (BHB) and blue straggler stars (BSS),
are also modulated in prevalence: while they can af-
fect stellar mass-to-light ratio estimates by ∼ 0.1 dex
for the intermediate-age populations found in galaxy
disks (Conroy et al. 2009), there are precious few pre-
cise enough measurements of either of their abundances
to inform this work’s CSP library. Adopting smooth
and permissive priors for these less-well-constrained pa-
rameters avoids unjustified restrictions on the resulting
spectral fits. In reality, we are in most cases unable to
further constrain these parameters based on our fits to
spectra (see Section 4 and Appendix B), but we also
lack the observational constraints from stellar-evolution
to choose one value in particular.
While BHB stars are likely more common at low
metallicity, it is inadvisable to neglect them for other
cases Conroy et al. (2009). As such, we draw their frac-
tion by number (fBHB) from a beta-distribution with
shape parameters α = 2 and β = 7: this distribution
is restricted to lie between zero and one, and represents
a plausible range of BHB incidence rates. Specific BSS
frequency (SBSS , defined with respect to all horizon-
tal branch stars) is known to vary somewhat with en-
vironment, but is not constrained well in an absolute
sense by observations (Santucci et al. 2015). The bi-
nary mass-transfer pathway for BSS formation (Gosnell
et al. 2014) implies that any factors (e.g., environment
or metallicity) affecting star formation could also man-
ifest in the BSS population. Furthermore, Piotto et al.
(2004) noted that BSS frequency is lower in clusters than
in the field, in a way not explained by the expected in-
creased collision rates in clusters. As such, we adopt a
broad distribution, 10 times the value of a draw from
a beta distribution with shape parameters α = 1 and
β = 4—which allows the full range of 0.0–0.5 adopted
by Conroy et al. (2009), is more permissive at the high
end than the estimates of Dorman et al. (1995), and
peaks at approximately 0.2.
Attenuation of the starlight is accomplished using a
two-component dust model (Charlot & Fall 2000). In
this model, all stars are attenuated by diffuse dust with
a V-band optical depth τV µ and power-law slope of -
0.7 (as in Chevallard & Charlot 2016; da Cunha et al.
2008); while stars younger than 10 Myr are further at-
tenuated by the dense ISM with optical depth τV (1−µ)
and power-law slope of of -1.3. Therefore, a young stel-
lar population will in total experience an optical depth
of τV , discounting effects resulting from different dust
law slopes. In our schema, τV µ and µ are randomized
directly (rather than τV and µ individually), because all
stellar populations experience τV µ, meaning that it is a
more effective parameter most of the time:
• The product τV µ is drawn from a normal distri-
bution with mean 0.4 and standard deviation 0.2,
truncated at 0 and 1.2.
• Fractional optical depth of the diffuse ISM (µ),
drawn from a normal distribution with mean of
0.3 and standard deviation of 0.2, truncated at
0.1 and 0.9.
• Optical depth of young birth clouds (τV ), the quo-
tient τV µµ .
These distributions were chosen such that their means
correspond roughly to the “standard” values given in
Charlot & Fall (2000), with significant latitude to allow
for both unobscured and highly-obscured stellar popu-
lations. The overall distribution has a similar mode to,
but is broader (i.e., more permissive at the high end)
than the attenuation distribution for star-forming galax-
ies found in Brinchmann et al. (2004) by fitting emission
lines with photoionization models.
Stellar velocity dispersion (σ) is also varied, and is
drawn from a truncated exponential distribution with
lower-limit of 10 km s−1, upper-limit of 350 km s−1,
and e-folding scale of 350 km s−1. This is intended
to populate both the low-σ stellar disk and the high-
σ bulge. This does not include the wavelength- and
redshift-varying contribution of the instrumental line-
spread function (LSF), which is accounted for separately
(see Appendix A).
Each SFH is initialized with several different sets of
dust properties (τV and µ) and velocity dispersion (σ),
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for computational reasons. In addition to easing the
processing load, this ensures a complete population of
the parameter space at significantly lower computational
cost (in total, 4000 CSPs were generated, each of which
has 10 combinations of attenuation and velocity disper-
sion.) Subsampling in velocity dispersion and attenu-
ation becomes important to ensure that enough mod-
els fit the data well enough to perform good parameter
inference: in Appendix B, we use additional synthetic
data (i.e., “held-out data” generated identically to the
training spectra but not included in PCA training) to
test the reliability of our stellar mass-to-light estimates
against mock galaxies with known physical properties;
and in Section 3.2, we compare the distribution of all
of the training data in Dn4000 and HδA to empirical
measurements of the same indices from many thousands
of spectra reported in the MaNGA DAP, demonstrating
that other than one small, well-known systematic affect-
ing HδA at moderate Dn4000, the training models are
distributed very similarly to empirical measurements of
Dn4000 and HδA in observed spectra.
For each model, the SFH is stored (as it is used explic-
itly by FSPS), along with the strengths of several spec-
tral absorption indices2, the mass-weighted age, and V -
& i-band mass-to-light ratios (Υ∗V & Υ
∗
i )
3.
3.2. Dn4000-HδA comparison of training library to
MaNGA spaxels
We evaluated the correspondence between the suite
of synthetic models and the real MaNGA data by com-
paring the distribution of the Dn4000 and HδA absorp-
tion indices measured by the MaNGA DAP to those
from the full suite of SFH models (the “training data”)
used in this work (Figure 8). We observe an offset
in HδA between synthetic models and observations at
fixed Dn4000 greater than 1.5, consistent with previ-
ous work (see Kauffmann et al. 2003, Figure 2). This
effect has been attributed to stellar models, and the off-
set observed (which grows with Dn4000, but remains
less than 0.8 A˚) is well within the locus of previous
measurements. Some degree of this offset may be at-
tributable to α-enhancement, which cannot be manipu-
lated in the set of stellar atmospheres adopted for this
work. It is likely that such a mismatch exists at all val-
2All stellar absorption indices are computed on spectra with
velocity dispersion of σ = 65 km s−1, approximately equal to the
difference in resolution between full-resolution model spectra and
MaNGA data. This is preferable to employing correction factors
which are not guaranteed to work for stellar populations younger
than 3 Gyr (Kuntschner 2004).
3Effective mass-to-light ratios are used, since they include only
light that reaches the observer. In other words, these effective
mass-to-light ratios are affected by dust. All subsequent refer-
ences to mass-to-light ratio use this same abbreviation. For the
purposes of estimating stellar mass, though, this convention suf-
fices, because the bandpass flux which is multiplied by the mass-
to-light ratio and the distance modulus also is attenuated by dust,
so the two dust contributions cancel.
ues of Dn4000, but becomes apparent only at Dn4000 >
1.5—that is, at ages of several Gyr (where CSPs with e-
folding timescales shorter than 1Gyr begin to have sim-
ilar spectra to SSPs).
Furthermore, though Maraston et al. (2009) finds
that superimposing approximately 3% (by mass) of low-
metallicity stars onto synthetic continuous stellar popu-
lations can resolve a color mismatch between synthetic
CSP models and luminous red galaxies (LRGs), we find
no evidence for a similar improvement in the case of
Dn4000 and HδA (in Figure 8, we show the case where
the mass fraction is 3%). We observe, though we do not
show, that as the mass fraction of the SSP increases, the
value of HδA actually decreases at fixed Dn4000. That
said, Maraston et al. (2009) note that a potential astro-
physical reason for the bluer-than-anticipated colors in
metal-poor galaxies is an especially strong blue horizon-
tal branch, which is manipulated separately in our pop-
ulation synthesis. Finally, since the fraction of MaNGA
spaxels that lie in the centers of massive LRGs is low,
any effect of mixed-metallicity populations may be sub-
dominant to others which pertain to more star-forming
systems.
An attempt to replace HδA with the sum of HδA and
HγA in lieu of just HδA, since a deficiency in HγA has
been noted to function opposite to a deficiency in HδA.
In reality, the match is not greatly improved.
3.3. Why not use CMLRs?
Bell et al. (2003) produced conversions between var-
ious optical colors and mass-to-light ratio, and we will
re-evaluate this approach here. Table 2 compares the in-
puts to the stellar population synthesis modelling used
to derive the Bell et al. (2003) CMLRs, to the in-
puts used in this work. Salient differences include this
work’s modest allowances for starbursts, inclusion of
attenuation—previously argued to be unimportant, due
to the slope of the reddening vector being very similar
to the CMLR (Bell & de Jong 2001; Bell et al. 2003)—,
and use of the Kroupa (2001) IMF.
Using the training data described above, we use a
least-squares fit to find the optimal CMLR for i-band
stellar mass-to-light ratio and both g − r and g − i
colors—the latter being provided as a point of compari-
son to the GAMA survey (Taylor et al. 2011)—and then
examine the mean absolute deviation between the pre-
dicted and actual values of log Υ∗i (Figures 9 and 10).
As Figures 9 and 10 illustrate, our models follow a well-
defined CMLR, but with a scatter of at 0.05–0.1 dex
about the best-fit: scatter is lowest at modest values of
stellar attenuation and sub-solar metallicities (the g − i
CMLR is slightly better in this respect). Furthermore,
the CMLRs rely upon nearly perfect photometry, which
in reality rarely improves to sub-0.02 levels at kiloparsec
sampling scales for large surveys. That is, depending on
the precise choice of CMLR, observational effects can
very easily add further uncertainties of ∼0.05 dex. The
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Figure 8. The distribution of the training models in Dn4000-HδA space (separated by stellar metallicity: super-solar metallicity
in blue contours, slightly sub-solar in orange contours, and very sub-solar in green contours); plus data points for individual
models with composite metallicities. Each point signifies a delayed-tau model with time constant denoted by the color of point
(but forming at a variety of times post-Big-Bang). The continuous portion of the model is fixed at solar metallicity. Added to
this CSP is a SSP which forms instantaneously at the same time as the CSP begins to form stars, with a contribution to the
current stellar mass of 3%. The SSP has an extremely low metallicity ([Z] = -2).
Input Bell et al. (2003) Taylor et al. (2011) This Work
Stellar models PE´GASE (Fioc & Rocca-
Volmerange 1997)
Bruzual & Charlot (2003) Conroy et al. (in prep.)
Stellar IMF “Diet” Salpeter (1955)—
also see Bell & de Jong
(2001)
Chabrier (2003) Kroupa (2001)
SFHs delayed-τ τ -model, grid-sampled Composite: delayed-
τ , burst(s), cutoff,
rejuvenation
Attenuation None Uniform screen Two-component (Charlot
& Fall 2000)
Table 2. SPS inputs, compared between Bell et al. (2003), Taylor et al. (2011), and this work.
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differences between the Bell et al. (2003), Taylor et al.
(2011), and this work’s CMLRs are not insubstantial:
Bell et al. (2003) CMLRs have uniformly smaller slope,
meaning that they will produce mass estimates that are
higher (lower) for blue (red) colors. In contrast, stellar
mass-to-light ratios from the Taylor et al. (2011) CMLR
will be uniformly lower than this work’s, by 0.15–0.4
dex. This highlights the impact of the specific SFH
family chosen, the stellar models, and even the choice
of attenuation (see below).
Overall, one should note that the scatter about the
CMLR is not entirely random. This means that even
before systematics related to stellar model atmospheres
and our fiducial SFH family, the functional lower-limit
on stellar mass-to-light ratio uncertainty is about 0.1
dex. Especially in the case of vigorous recent star-
formation, stellar metallicity is associated with pro-
nounced departures from the “mean” CMLR (the large
number of blue, low-metallicity models at higher-than-
predicted mass-to-light ratios is one noticeable exam-
ple). Figures 9 and 10 show that while CSPs in the
most common regions of parameter space have their
stellar mass-to-light ratios described well by the best-
fit CMLR, departures from the median case can cause
troublesome systematics: for instance, at low metallic-
ity, ∆ log Υ∗i can reach values of 0.2–0.3 dex, even at low
attenuations; and higher optical depths (τV µ ∼ 3) can
boost this discrepancy as high as 0.4 dex. This is not
simply a scatter about the CMLR, but is rather a true
systematic. The effect is similar in [Z]−τV (1−µ) space.
To illustrate the potential effects of attenuation in
pulling a single SFH away from a CMLR, consider
the following scenario: at fixed fractional optical depth
µ = 0.4, a SFH with tform = τ = 2 Gyr changes in
g − r color and log Υ∗i by +0.094 and +0.14 when τV
is changed from 0.0 to 1.0, a considerably steeper slope
than the fiducial CMLR. Furthermore, the slope of the
attenuation vector in (g−r)–log Υ∗i space increases with
µ, matching the slope of the CMLR at µ ∼ 0.14 (recall
that µ affects the balance between attenuation of young
stars and old). In Bell & de Jong (2001) and Bell et al.
(2003), attenuation was explicitly ignored, because the
attenuation vector lay almost parallel in color–mass-to-
light space to the adopted CMLR. Depending on the
exact value of µ, this may not be true. So, for the SFH
chosen above, the stellar mass-to-light ratio is under-
estimated for most realistic values of µ and τV .
Also a concern is the effect of the stellar IMF on
the relative mass normalization. Using 1000 separately-
randomized SFHs for three of the five stellar IMFs
built into FSPS4—Salpeter (1955), Chabrier (2003), and
Kroupa (2001)—, we have separately-determined the Υ∗i
4It was computationally less costly to randomize each IMF’s
set of SFHs than it was to use the same SFHs using each of the
three IMFs.
IMF m b σ [dex]
Salpeter (1955) 1.145 -0.286 9.38 ×10−2
Kroupa (2001) 1.147 -0.496 9.62 ×10−2
Chabrier (2003) 1.155 -0.538 9.44 ×10−2
Table 3. Linear fit relating g − r color to log Υ∗i , and the
magnitude of the scatter about the best-fit line (all a little
less than 0.1 dex).
normalization and its overall dependence on g − r color
(see Table 3) for our training library. The effects of
IMF on integrated colors are of course small (and likely
attributable to differences in SFH randomization), but
the overall mass normalizations differ quite strongly:
Kroupa (2001) and Chabrier (2003) are offset respec-
tively by −0.209 dex and −0.252 dex, with respect to
Salpeter (1955).
In summary, CMLRs do not capture the full range of
information contained in a galaxy’s SED; indeed, they
can also be susceptible to degeneracies between age,
metallicity, and attenuation. Specifically, even at infi-
nite signal-to-noise, both CMLRs tested here suffer from
intrinsic scatter above the 0.05 dex level in the very com-
mon stellar metallicity range of -0.5–0.2 and at diffuse
ISM optical depths greater than 1.0. Deviations from
a fiducial dust law can also induce changes in the effec-
tive stellar mass-to-light ratio which are not parallel to
the CMLR, as had been previously suggested (Bell & de
Jong 2001; Bell et al. 2003). There is much more infor-
mation to glean from galaxy SEDs than can be encoded
in optical colors.
4. PARAMETER ESTIMATION IN THE PCA
FRAMEWORK
The goal of this analysis is to obtain estimates of phys-
ical quantities (especially resolved stellar mass) by re-
ducing the dimensionality of observed spectra from a
vector of length ∼ 4000 to one of length ∼ 6, and the
overall approach to the analysis is very close to C12:
for some observed spectrum, we then find its best rep-
resentation in terms of linear combinations of the prin-
cipal component vectors, taking into account covariate
noise arising from imperfect spectrophotometry. Finally,
we evaluate how well each training spectrum matches
the observed spectrum in principal component space,
and assign weights to the training spectra accordingly.
The weights are used to approximate probability density
functions (PDFs) of interesting quantities such as stellar
mass-to-light ratio (Υ∗). Table 4 provides a complete di-
gest of the notation used in this section to describe the
use of principal component analysis.
4.1. The PCA system
We first construct the PCA vector basis:
1. Pre-process all model spectra:
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Figure 9. Left-hand panel: effective i-band stellar mass-to-light ratios (in solar units) for model spectra generated above,
plotted against rest-frame g − r color, and colored by stellar metallicity; in red, the CMLR obtained from a least-squares fit to
the CSP library; in magenta, the CMLR from Bell et al. (2003), after a -0.15 dex Salpeter-to-Kroupa IMF correction. Right-hand
panel: a visualization of the typical difference between a SFH’s true stellar mass-to-light ratio and the mean CMLR at that
color: each image pixel is colored according to the median of the CMLR deviation for all CSPs in that small [Z]–τV µ bin (or
white, if there are none). Overlaid in red contours is shown the approximate fraction of models within a given contour (derived
from a two-dimensional kernel density estimation).
(a) Convolve with Gaussian kernel of width σ ∼
65 km s−1, to account for difference between
C3K native resolution and MaNGA instru-
mental resolution5.
(b) Interpolate to a logarithmic wavelength grid
from 3600–8800 A˚, with d log λ = 1.0× 10−4,
yielding final model spectra (D).
(c) Normalize spectra, dividing by their median
values 6.
2. Compute and subtract from all model spectra
the median spectrum of all models (M), yielding
median-subtracted training spectra (T )
5The line-spread function specifies the (wavelength-
dependent) manner in which a spectrum is blurred by a
spectrograph. In the case of the MaNGA data, this amounts to
between 1 and 3 pixels on the spectrograph, depending on the
wavelength. Details for how to compute this can be found in
Cappellari (2017), as well as in Appendix A.
6Normalizing by the median (rather than the mean) makes
very little difference for the training data, but is less sensitive to
the occasional un-flagged emission line or small discontinuity in
the observed data.
3. Compute the eigen-decomposition of T using “co-
variance method”, retaining the first q vectors as
“principal components” (E).
4. Project T onto E, compute the residuals R, and
compute the resulting covariance Kth.
Figure 11 shows the normalized mean spectrum and
each of the first six eigenspectra. Comparison with a
“broken-stick” model of marginal variance suggests that
six is a suitable number (see Section 4.2 for more dis-
cussion). Conveniently, at this value of q, the remaining
variance in the training data is well below typical ran-
dom and spectrophotometric uncertainties, which means
that the PC space should represent the complete view
on the data within MaNGA’s observational constraints.
While the physical interpretation of the eigenspectra is
not straightforward (and “adding up” multiples of PCs
is not equivalent to “adding up” stars to form a SSPs
or SSPs to form a more complicated stellar population),
we explore their correlations with physical properties in
Section 4.3.
If a single spectrum (with l wavelength values) is a
single point in l-dimensional space, then n spectra form
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Figure 10. As Figure 9, except calibrating log Υ∗i against g − i color, plus Taylor et al. (2011) CMLR in the left-hand panel
in blue. All mass normalizations are once again corrected to Kroupa (2001) IMF.
a cloud in l-dimensional space. In the case of the gener-
ated model spectra, we can claim to have constructed a
space where n ∼ 20, 000 and l ∼ 5, 000. PCA will then
find the orthogonal basis set that maximizes the amount
of information retained, utilizing q < l dimensions. PCA
can be reduced to a singular value decomposition (SVD),
but in our case, where n > l, it is equivalent and most
efficient to compute as an eigenvalue problem on the co-
variance matrix. In particular, the training data D has
a dimension of (n, l)7, and we wish to reduce it to a set
of eigenvectors E (i.e., a subspace) of dimension (q, l).
The eigenvector that contains the most “information”
(corresponding to the vector in l-dimensional space that
captures the most variation in the data) is the eigenvec-
tor of C = Cov(D) with the largest eigenvalue.
To project all of the points in D onto E, take the dot
product of D with the transpose of E, yielding a matrix
of dimension (n, q), whose ith row is the weights of each
eigenvector used to construct Di,.. Thus,
A = D · ET (1)
7We adopt the convention of a matrix with dimension (a, b)
having a rows and b columns. For such a matrix A, we would
select the value in row i and column j as Ai,j , all of row i as Ai,.,
and all of column j as A.,j . For cases where subscripts could be
mistaken for indices, we substitute superscripts.
Therefore, in order to reconstruct all of the training
data D in terms of their first q PCs (D′), we take the
dot product of A and E
T ′ = A · E (2)
and define the residual
R = D −D′ = D − (A · E) (3)
which is used to construct a theoretical covariance ma-
trix Kth = Cov(R), meant to account for all remain-
ing variation in the models not captured by the first q
eigenspectra, and is used in addition to observational
and spectrophotometric uncertainties in Section 4.7 to
compute weights on each model.
4.2. Validating number of PCs retained: eigenvalues
and the scree plot
The ith eigenvalue λi of a principal component system
describes the fraction of the total variance in the system
captured by PC i:
V fi =
λi∑
j λj
(4)
This is often visualized as a “scree plot” (Fig. 12),
in which a flattening of V f is used to indicate lessened
marginal gains in fit quality per additional PC retained.
Jackson (1993) recommends a heuristic based on the
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Symbol Description Dimensiona
n Number of CSPs in training library -
n′ Number of spaxels analyzed in a single MaNGA datacube -
l Number of spectral channels in each CSP and observed spectrum -
p Number of quantities (such as stellar mass-to-light ratio) stored for each CSP -
q Number of principal components retained for final dimensionality reduction -
D Training data (already normalized) (n, l)
D′q Training data, comprising only the first q PCs (subscript often omitted for clarity) (n, l)
E Eigenspectra obtained from the model library (q, l)
A Principal Component amplitudes obtained by projecting spectra onto the eigenspectra (n, q)
R Residual obtained by subtracting D′q from D (n, l)
Kth Theoretical covariance matrix, obtained from R (q, q)
{Yi} Set of physical parameters that produced the set of model spectra (also notated simply Y ,
when referring to a matrix with rows representing model spectra)
(n, p)
C (Z) Linear regression coefficients (zeropoints) that link the values in {P} to PC amplitudes A (q, p) ((p))
O Observed spectra, in flux-density units (n′, l)
a Median value of observed spectra O or training data T , used to normalize data (n′)
M Median spectrum, obtained by averaging all model spectra’s values in a given spectral
element
(l)
S Unity-normalized and median-spectrum-subtracted spectra, O/a−M (n′, l)
O′q Observed spectra, comprising only the first q PCs (subscript often omitted for clarity) (n
′, l)
Kobs Observational covariance matrix, obtained from multiply-observed MaNGA objects and
unique to a given spectrum
(n′, l, l)
V The variance of one spectrum, obtained directly from the reduced data products (l, l)
N lhsobs , N
rhs
obs Assumed noise propagated from exact de-redshifting of observed spectra into the fixed,
rest-frame eigenspectra wavelength grid
KPC PC covariance matrix for a given spectrum (n′, q, q)
PPC Inverse of KPC , computed for each observed spectrum (sometimes referenced elsewhere as
“concentration” or “precision”)
(n′, q, q)
χ2 Chi-squared deviation between each observed spectrum’s PC representation and each
model’s
(n′, n)
W Weight of each model spectrum used to construct joint parameter PDF, computed accord-
ing to Equation 13
(n′, n)
{Fi,j} Set of marginalized PDFs for each spectrum (indexed by i) and each parameter (indexed
by j)
(n′, p,−)
aif applicable
Table 4. Symbols used in this section for the mathematical description of the PCA method.
“broken-stick” method, which assumes that the vari-
ance is split randomly into N parts (that is, all spectral
channels have uniform variance). In such a case, the
ith-largest fractional variance will be
Ufi =
1
N
N∑
j=i
1
j
(5)
The PC representation can be considered complete when
Ufi exceeds V
f
i (that is, when any improved fit quality
can be ascribed entirely to adding a parameter to the
fit). Fig. 12 shows that q = 6 is safely in this regime.
Furthermore, it is desirable to enforce a PCA solution
that is general (i.e., the PCs should not lose substantial
reliability on data not used to train the model). This
can be thought of as the model simply memorizing the
training data, and can be evaluated by examining fit
quality on held-out (“validation”) data generated identi-
cally to the training data. Over-fitting could arise from
the training SFHs themselves, or from the three sub-
sampled parameters (σ, τV , and µ). Fig. 13 illustrates
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Figure 11. Top panel: the normalized mean spectrum of the training data. Panels 2–7: principal component vectors 1–6 of
the training data.
the root-mean-square (RMS) residual between the vali-
dation data and their PC representations.
The inclusion of noise in the observed spectra (but not
in the CSPs used to construct the PCA model) means
that lowering the “down-projection error” for observed
spectra (described by theoretical spectral covariance ma-
trix Kth) will not substantially improve the fidelity of
their reconstructions. In other words, setting the num-
ber of principal components retained to 6 means that
noisy data will limit the quality of the down-projections
(see Section 4.8.2) for spectra with median signal-to-
noise ratio above approximately 20.
4.2.1. Computational concerns
The dimensionality q of the chosen “reduced” space
(i.e., the number of eigenspectra with which we seek to
reproduce some general observed spectra of dimension
l) has a few additional important consequences from the
computational perspective:
• Matrix multiplication of An×m and Bm×p gener-
ally is a O(m n p) operation, so minimizing the
number of principal components retained will al-
low faster down-projection.
• Since the volume of a cube of d dimensions and
side length 2r rises as (2r)d; and the volume of
a sphere of d dimensions and radius r rises as
2rdpid/2
d Γ(d/2) , a sphere occupies a smaller fraction of
the cube’s volume as d increases. A consequence
of this “curse of dimensionality” is observed when
one arbitrarily increases the number of principal
components retained, q: the distance between two
points increases faster than the likelihood-weight
can account for the increase, so model weights be-
come extremely low. The likelihood scores used to
compare each model to an observed spectrum only
provide a point estimate of the model likelihood, so
seeing many models with nonzero likelihood scores
will give confidence that a particular spectrum is
well-characterized in PC space.
4.3. Developing a physical intuition for principal
components
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Figure 12. In blue: training data variance described by
each successive principal component; in black: the fractional
variance expected from the broken-stick method (randomly-
apportioned variance).
Figure 13. In light blue, the dependence of RMS recon-
struction residual on the number of PCs retained. Recon-
struction is carried out on a sample of 4000 held-out (“val-
idation”) spectra. The black dashed line denotes an RMS
reconstruction error of 2%.
As in C12, we wish to develop an intuition for the
physics encoded in each PC. Though easily understand-
able relationships between physical quantities and prin-
cipal component amplitudes are not guaranteed, they
do tend to emerge. These relationships can be visu-
alized by plotting each model’s PC amplitude against
the set of parameters {Pi} (see Fig. 14). For exam-
ple, mass-to-light ratio in r, i, and z bands are most
correlated with the first PC. This is of course compat-
ible with the overall shape of that eigenspectrum (see
pane 2 of Figure 11). Kong & Cheng (2001) similarly
noted (by performing PCA on SSPs) that a young stellar
population is correlated with large coefficients on prin-
cipal component 1. However, some of the information
about stellar mass-to-light ratio is contained in higher
PCs (which have smaller coefficients, on average), mean-
ing that using just PC1 (as that study did) will never
give better results than using all PCs. Another striking
example is the correlation of velocity dispersion σ with
principal components 3 and 6.
However, caution must be used when interpreting the
eigenspectra directly: these intuitive interpretations are
made under the assumption that the training spectra
represent reality both in individuals stars (not guaran-
teed, in the case of the fully-theoretical spectra used
here); and in the adopted distributions of SFHs. That is,
the training data and the PCA dimensionality-reduction
must work in tandem.
4.4. The observational spectral covariance matrix
There is an additional source of uncertainty in
MaNGA spectra, beyond that provided in the LOGCUBE
data products. Specifically, the spectrophotometric
flux-calibration of individual exposures, followed by the
compositing of those exposures into a regularly-gridded
datacube, induces small (∼ 4%, according to Law et al.
2016), wavelength-dependent irregularities in individual
spectra. In part, this is because the exposures are taken
under a wide variety of airmasses & seeing conditions.
The overall effect is that of a small covariance between
spectral channels: C12 found that accounting for this
covariance is necessary for obtaining reliable estimates
of stellar mass-to-light ratios and other quantities. The
covariance is described by a matrix Kobs, which can be
calculated by comparing multiple independent sets of
observations of a single object (C12, Equation 9):
Kobs(λ1, λ2) =
1
2Npair
Npair∑
j=1[
(S0j (λ1)− S1j (λ1))× (S0j (λ2)− S1j (λ2))
]
(6)
where each element Kobs(λ1, λ2) denotes the covariance
between observed-frame spectral elements λ1 and λ2,
and is calculated using the difference between two spec-
tra (S0j and S
1
j ) of a single object j.
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Figure 14. Selected directly-modelled parameters (σ, log Z
Z , τV , and τV µ) and derived parameters (log Υ
∗
i , Dn4000, HδA,
and log mass-weighted stellar age), versus principal component amplitudes. Each scatter-subplot plots the amplitude of the
PC corresponding to its column (on the x-axis) against the parameter corresponding to its row (on the y-axis). The right-most
column and top-most row hold histograms of PC amplitudes and parameter values, respectively.
20 Pace et al.
In C12, the spectral covariance matrix was found using
reobserved objects from the SDSS(-III)/BOSS project.
Since BOSS and MaNGA use the same spectrograph,
the spectral covariances will be similar; however, the
hexabundle construction of the MaNGA IFUs results
in more precise compensation for atmospheric disper-
sion, which commensurately improves spectrophotomet-
ric calibration (Yan et al. 2016a). Therefore, we will re-
calculate Kobs using multiply-observed MaNGA galax-
ies. Though the number of re-observed MaNGA galax-
ies is much lower than the number of re-observed BOSS
sources, each MaNGA galaxy has hundreds or thousands
of spectra that can be compared with their “sister” loca-
tions. The result is shown in Figure 15, and as expected
contains less off-diagonal power than the BOSS covari-
ance. While the covariance should be smooth (since its
main contributor is the multiplicative flux-calibration
vector), there are some sharper features which mani-
fest in the RMS of ten-thousand random draws from
Kobs (Figure 16): for instance, in the ∼ 7000 − 8000A˚
range. While such features could perhaps be attributed
to poorly-compensated sky emission or telluric absorp-
tion, this appears not to be the case: we have examined
both Kobs itself and random draws from it, but found no
consistent correspondence with typical telluric absorp-
tion or sky emission spectra.
Kobs can be equivalently thought of as a multivariate-
normal probability distribution (with each spectral
channel being represented by one row and column in
the covariance matrix) centered around zero, describing
the noise profile for an ensemble of MaNGA spectra.
This view offers a pathway towards comparing the co-
variance of MaNGA spectra with that of BOSS spectra.
We draw 10,000 samples each from the BOSS covariance
matrix (which was computed in C12) and the MaNGA
covariance matrix. At each wavelength, the RMS value
(which can be taken as the average RMS value of the
noise in that spectral channel) is computed. The results
of that computation are shown in Figure 16. As a gen-
eral rule, the BOSS covariance matrix (computed and
used in C12) has greater spectrophotometric uncertainty
(generally by a factor of ∼ 5 in the wavelength ranges
employed in this work) than the MaNGA covariance
matrix computed above.
Kobs will be used in Section 4.7 to obtain a PC am-
plitude covariance matrix and confidence bounds for pa-
rameters of interest.
4.5. Fitting the observations with eigenspectra
Each observed spectrum can now be fit as a linear
combination of “eigenspectra” E, subject to a scaling
(a) and an unknown (but constrained) noise vector (N),
which comprises the incompleteness of the PCA decom-
position and the imperfect spectrophotometry.
First, an observed spectrum is pre-processed:
1. Galactic extinction is removed, assuming an
O’Donnell (1994) extinction law and RV = 3.1,
Figure 15. MaNGA’s observational covariance matrix
Kobs, which arises due to imperfect spectrophotometric flux-
calibration of MaNGA spectra. See Figure 5 of C12 for com-
parison.
Figure 16. In blue, the RMS value of 10,000 noise vectors
drawn from the BOSS covariance matrix; and in orange, the
RMS value of 10,000 noise vectors drawn from the MaNGA
covariance matrix.
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and using the E(B − V ) color excess provided in
the header of the reduced data products (Schlegel
et al. 1998). Both flux-density and its inverse-
variance are corrected.
2. The spectrum is brought into the rest frame, com-
bining the systemic velocity obtained from the
NSA with spatially-resolved stellar velocity field
obtained from the MaNGA DAP results. Both
the flux-density and its inverse-variance are de-
redshifted and drizzled into the rest frame using
an adaptation of Carnall (2017)8.
3. The spectrum is normalized by its median value
(a), and the median spectrum (M) of the PCA
system is subtracted.
4. Spectral channels with likely contamination by
emission lines are flagged for later replace-
ment: any spectral channel within 1.5 times the
line-width (velocity dispersion, as found in the
MaNGA DAP) from the rest-frame line center is
flagged. Which wavelength locations are masked is
based on the equivalent width of the Hα emission-
line measured by the MaNGA DAP:
• Always: Hα through H; [Oii]3726,28;
[Neiii]3869; [Oiii]4959,5007; [OI]6300; [Nii]6548,84;
[Sii]6716,30; [SIII]9069; [SIII]9531
• Where EW(Hα) > 2 A˚: Balmer lines
through H30
• Where EW(Hα) > 10 A˚: Paschen series
P8 through P18; Hei3819; Hei3889; Hei4026;
Hei4388; Hei4471; Heii4686; Hei4922; Hei5015;
Hei5047; Hei5876; Hei6678; Hei7065; Hei7281
[NeIII]3967; [SII]4069; [SII]4076; [OIII]4363;
[FeIII]4658; [FeIII]4702; [FeIV]4704 [ArIV]4711;
[ArIV]4740; [FeIII]4989; [NI]5197; [FeIII]5270;
[ClIII]5518; [ClIII]5538; [NII]5755; [SIII]6312;
[OI]6363; [ArIII]7135; [OII]7319; [OII]7330;
[ArIII]7751; [ArIII]8036; [OI]8446; [ClII]8585;
[NI]8683; [SIII]8829
Flagged spectral channels are replaced (i.e., item-
imputed) as the inverse-variance-weighted rolling-
mean of the unmasked subset of the nearest 101
pixels. This approach is almost identical to that
employed in C12. Since this step is performed on
8It is preferable to obtain a rest-frame spectrum with the ex-
act same wavelength pixelization as the eigenspectra. Two wave-
length solutions fl and fr are extracted, corresponding to the two
closest integer-pixel mappings between the eigenspectra’s wave-
length grid and the spectral cube’s “exact” wavelength solution.
fl and fr are combined with weights equal to the relative frac-
tion that they subtend on the exact solution. The uncertainties
in these two exact solutions are also propagated into a final, re-
gridded solution. This approach was found to produce better fits
to the observations than the integer-pixel solution, which tended
to prefer a fit with broader absorption features.
the normalized, median-subtracted spectrum, the
replacement does not universally decrease, for in-
stance, the depth of absorption-lines in the spec-
trum. As we discuss below, the more rigorous way
of performing this calculation would involve re-
computing the geometric transformation that pro-
duces the PC amplitudes from the spectrum, an
unacceptable loss in speed. Previous work has
demonstrated that modestly-gappy data (∼ 10%
of spectral channels masked) produces ∼ 2% devi-
ations (RMS) in principal-component amplitudes
(Figure 5 of Connolly & Szalay 1999). Other pos-
sible frameworks for emission-line masking are dis-
cussed in Section 4.6.
5. If the spectrum is more than 30% masked by ei-
ther data-quality flags or emission-line masks, the
entire spectrum is presumed bad. Tests on further
synthetic spectra (see Section 4.10 and Appendix
B for more details about how such mock observa-
tions were prepared) suggest that in spectra un-
contaminated by bad data, fits with and without
flags do not substantially change either PC ampli-
tudes (i.e., a group of similar noise realizations of
the same synthetic spectra, at a single SNR, does
not, in a statistically-significant way, experience a
change in its PC amplitudes) or the estimates of
stellar mass-to-light ratio that emerge.
6. The spectrum S = Oa −M is now ready to be de-
composed using the eigenspectra obtained in Sec-
tion 4.1.
Transforming the discretely-sampled spectrum by a
fraction of a pixel also induces a small, off-diagonal co-
variance Kodobs. The exact magnitude of the covariance
depends on the position within a rest-frame spectral bin
of the boundary between the two nearest integer-pixel
solutions. The position of this boundary, f , lies in the
range 0–1 (in units of the width of a log λ bin), and the
off-diagonal terms are the variances of the left-hand-side
and right-hand-size, weighted by flhs and frhs = 1−flhs.
Kodobs = flhsN
lhs
obs + (1− flhs)Nrhsobs (7)
which depends only weakly on the precise rest-frame
pixel boundary, so we fix flhs = frhs = 0.5, where the
result is maximized for the case of constant noise.
4.6. Towards optimal flagging and masking of Balmer
emission-lines
The Balmer absorption features in stellar population
spectra are among the most important age diagnostics;
however, in all but the most quiescent, gas-free environ-
ments, these features will be contaminated by gaseous
emission. As stated above, in this work, we elect to
flag all spectral elements within 1.5 times the velocity-
dispersion of Hα. Those flagged spectral elements of
the median-subtracted spectrum S are then replaced
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by the weighted mean of the nearest 101 spectral ele-
ments (hereafter notated as the “WM101” or fidicual
method). On one hand, this relatively narrow flag-
ging region might induce a bias in the PC amplitudes
for spectra with bright, high-velocity-dispersion gaseous
emission; on the other hand, it is not desirable to sacri-
fice the information contained in these important spec-
tral features. We address here two alternatives: work
with emission line-subtracted spectra (as Gallazzi et al.
2005b does—the “GC05” method), or explicitly exclude
all flagged-and-replaced spectral channels (notated as
the “M” method, because it is equivalent to replacing
flagged spectral channels with the median of the PC
system).
It is perhaps most tempting to work with spectra
where emission lines have already been subtracted, since
the cores of the Balmer absorption lines are now uncon-
taminated (“GC05”). However, this requires having first
executed a round of full-spectral fitting (which neces-
sarily adopts a stellar library). Indeed, concurrent work
with MaNGA IFS data has shown that emission line
measurements can be sensitive to the particular SSP
library used for fitting the stellar continuum: Belfiore
et al. (2019, Figure 9) indicates that as S/N rises beyond
10, changing spectral library from the hierarchically-
clustered MILES library (MILES-HC, which is the DR15
fiducial) to MIUSCAT, M11-MILES, or BC03 induces a
systematic uncertainty in emission-line flux comparable
to the random uncertainties. In other words, the choice
of stellar library is important.
One could also argue for the more conservative mask-
ing option, explicitly excluding all spectral channels
suspected to be contaminated by emission-lines (“M”
method). The case against that tactic is more subtle:
first, the PC system used in this work is centered at
zero, as a result of subtracting the median spectrum M
of the CSP library from each of the CSP spectra. When
one “eliminates” spectral channels thought to be unre-
liable, one implies that the values in those channels are
identical to the corresponding value in M (i.e, there is no
further information beyond what the median spectrum
of the SFH training library provides); in reality, the val-
ues in the spectrum in such channels are likely better
approximated by an average of their near neighbors.
4.6.1. Tension between flagged-and-replaced spectra and
their fits?
We show here a further test, which uses the 25 most
extremely star-forming (but non-AGN) galaxies, based
on total integrated Hα luminosity (from the MaNGA
DAP). If the “WM101” method neglects effects from
emission wings, then we should see deficiencies in the
stellar continuum fits around the Balmer lines as the
equivalent width of Hα in emission increases. In other
words, we want to know if unmasked emission wings
cause a problem in our fiducial correction more than
in the alternative “M” method. We correct the 25
high-SFR galaxies using both methods, and fit them
using the PCA basis set. Finally, for both correction
methods, we measure & compare equivalent width of
four Balmer absorption lines (Hα, Hβ, Hγ, and Hδ)
in both the corrected-observations and the fits to them
(Figure 17). If, as EWem(Hα) increases, the “fit” and
“corrected-then-fit” spectra produce significantly differ-
ent EWabs(Hα) values, then one would conclude that a
strong Balmer emission line “biases” the eventual spec-
tral fit.
The result of these comparisons is shown in Figure 17:
each panel shows the difference in the equivalent widths
of Balmer lines in absorption between the initial “cor-
rected” spectra and the fits to those spectra (in the top
panels, correction is performed with the “M” method;
in the bottom panels, correction is performed with the
“WM101” method; and left to right, columns refer to
Hα, Hβ, Hγ, and Hδ). The differences between these
cases are very slight, but at the most basic level, regard-
less of correction paradigm, stronger Balmer absorption
in the corrected spectra than in their fits tends to corre-
late with increased Hα emission. However, replacement
with M tends to produce a stronger Balmer absorption
deficit in the fits, regardless of which line is considered;
the “WM101” method behaves in a manner less depen-
dent on EWem(Hα) in the case of Hβ & Hδ (little to
no improvement is seen in the Hα and Hγ cases). While
it’s clear that “WM101” produces some tension between
individual spectra and their fits, this basic test indicates
that the performance in the vicinity of some Balmer ab-
sorption lines is more consistent than the “M” method.
4.6.2. Evaluating Balmer-masking with synthetic
observations of PCA best-fits
Here we produce and discuss an additional test of
the two candidate replacement schemes: the fiducial
(“WM101”) and the alternative (“M”). For each of 200
randomly-selected galaxies, we perform a normal PCA
fit of each spaxel (projecting each individual, observed
spectrum onto the principal components obtained from
the training data—see Section 4.7). The obtained prin-
cipal component amplitudes A are then used to recon-
struct the best approximation of the observation, Otrue,
which we treat as the “known” spectrum. We also mea-
sure the equivalent width of the Hβ absorption feature
(Worthey & Ottaviani 1997) for Otrue. After applying
instrumental noise to Otrue (see Section 4.4 and Section
4.10 for more information about constructing synthetic
observations), we fit Otrue using each of the two cor-
rection methods, transform (as before) the resultant fit
from PC space to spectral space (Ofit), and once again
measure Hβ for each case.
Figure 18 shows the difference dEW = EWHβabs(Ofit)−
EWHβabs(Otrue) for the rolling-mean replacement (top
row) and the zero-replacement (bottom row). dEW
is plotted against (from left to right) EWHβabs(Otrue),
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Figure 17. Each panel shows the difference in EW of Balmer absorption (left to right: Hα, Hβ, Hγ, Hδ) between the corrected
and corrected-then-fit spectra: in the top row, “corrected” refers to flagged elements being replaced with the corresponding
values in M (S0, equivalent to neglecting those spectral channels entirely); in the bottom row, “corrected” refers to flagged
elements replaced with the rolling mean of their neighbors (Srepl). The solid, gray line denotes the rolling median at fixed
EWem(Hα), and the gray band the dispersion at fixed EWem(Hα).
Figure 18. dEW = EWHβabs(Ofit) − EWHβabs(Otrue) versus (left to right) EWHβabs(Otrue), median signal-to-noise ratio (SNR), and
DAP equivalent width of the Hα, using the fiducial (top row) and the alternative (bottom row) strategies. Pixels are colored
according to the logarithm of the number of spectra within. On each panel is overlaid the rolling median of dEW (red line) and
the dispersion about the median calculated using the median absolute deviation (red band).
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median signal-to-noise ratio (SNR), and the equivalent
width of the Hα emission line as reported in the MaNGA
DAP (spaxels with fractional uncertainty in Hα emission
equivalent width greater than 13 are excluded). Broadly
speaking, the two cases are very similar; but slight dif-
ferences emerge in limiting cases. For instance, for
the “M” method seems to produce more outliers with
dEW < 0A˚ at high EWHβabs(Otrue), and vice-versa at
low EWHβabs(Otrue) (but behaves on average the same).
Though this effect is small, it suggests that Balmer
depths can be somewhat moderated by replacement with
the median spectrum M (which conceptually represents
a medium-age stellar population).
Second, the “WM101” method exhibits some unbal-
ance of outliers having dEW ∼ −1A˚ at moderate-to-high
signal-to-noise. That said, it has a locus at dEW ∼ 0.2A˚
at similar signal-to-noise. Finally, though the “WM101”
method is stable with respect to EWHαem [DAP ], the “M”
method becomes somewhat overzealous in its produc-
tion of dEW > 0A˚ fits. The apparent “bulging” of the
two distributions at moderate EWHαem [DAP ] reflects that
more spaxels reside in that neighborhood, rather than
an intrinsic deficiency of the replacement schemas there.
The effects we note here are subtle, and this test sug-
gests that the two proposed replacement methods do not
substantially differ except in the most extreme cases.
Ultimately, the widths of dEW are small. That said,
because the “WM101” method behaves more uniformly
with respect to EWHβabs(Otrue) and EW
Hα
em [DAP ], we be-
lieve it is the slightly preferable choice.
4.6.3. Flag-and-replace stellar models
We briefly explore here the effects of the “WM101”
method on the CSP model spectra themselves, and what
influence that exerts on the eigenspectra. Since the
Balmer absorption lines provide indications of stellar
population age, smoothing over those features in the
models should also suppress them in a resulting princi-
pal component basis set. Beginning with the set of CSPs
described in Section 3, the “WM101” method outlined
in Section 4.5 is used to “eliminate“ the influence of all
spectral channels within 120 kms−1 of all Balmer lines9.
After those adulterations, the model spectra are once
again used to build a PC basis set.
Figure 19 shows a comparison between the eigenspec-
tra of our “normal” PC basis set with that resulting
from “WM101” replacement of the model spectra them-
selves in the vicinity of Balmer line centers. The shapes
of the eigenspectra (i.e., neglecting the core of the ab-
sorption line affected by the mask) are conserved best
in PC1–PC4 (as mass-to-light ratio follows PC1 most
closely, this is a very desirable behavior). Furthermore,
examining the shapes of the absorption features, if the
9This velocity window is used as an illustration for the case of
a reasonably wide emission line.
fiducial PC basis set “dips” in the core of the line, the
flag-and-replaced version tends to “rise” in the handful
of spectral channels within the replacement area; and if
the fiducial “rises”, then the replaced area “dips”. Note
that the eigenspectra’s masked spectral channels are not
necessarily drawn towards zero, simply in the opposite
direction as the manifestation of the Balmer absorption
feature.
4.7. Estimating PC coefficients and uncertainties for
observed spectra
We now discuss finding the values and the uncer-
tainty of the principal component coefficients A. Ob-
served galaxy spectra O previously had their missing
data (where emission-line or data-quality masks are set)
are then imputed by a rolling filter with a width of 101
pixels. If data cannot be imputed in this way, it is still
possible to perform the calculation below by imputing
missing values as zeros (introduces some bias), or by
explicitly eliminating entries of columns of eigenspectra
E and both rows and columns of spectral covariance
K where data are flagged and replaced (much slower,
as the projection matrix must be explicitly recalculated
for each spectrum). Spectra O are then normalized by
dividing by their median value a and subtracting the
PCA median spectrum M , yielding a spectrum S.
The PC amplitudes A are the solution to the linear
system E A = S, subject to covariate noise (assumed to
be drawn from a multivariate-normal distribution with
mean zero and covariance K). In particular, an individ-
ual observation S includes the “true” spectrum S0; plus
contributions from the “theoretical” noise, Nth (which
accounts for the imperfect PCA decomposition), the er-
ror due to imperfect spectrophotometry Nobs (discussed
in Section 4.4), the small off-diagonal covarianceKodobs re-
sulting from the fractional-pixel rest-frame wavelength
solution, and the photon-counting noise Ncube reported
in the datacube itself:
S˜ = S + a Nth +Nobs +Ncube (8)
The noise vectors Nth and Nobs are assumed to be
drawn from their respective covariance matrices Kth and
Kobs, and Ncube is the noise profile associated with the
measured and reported inverse-variance of the data. Kth
was computed above as the covariance of the residual
obtained in reconstructing the training data from the
first q PCs. Kobs indicates the uncertainty manifested
in the flux-calibration step of data reduction (see Section
4.4).
Kobs should be evaluated over the observed wave-
length range appropriate to particular observations,
rather than over the corresponding rest-frame wave-
length range. This produces a slightly different co-
variance matrix from spaxel to spaxel even within the
same spectral cube, and potentially a very different co-
variance matrix from object to object. This is due to
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Figure 19. A comparison in the vicinity of the first five Balmer absorption lines (Hα, Hβ, Hγ, Hδ, and H) of the principal
component basis set resulting from flag-and-replacement (blue) and no flag-and-replacement (black). The overall spectral shape
is largely preserved, especially in the lower principal components; and the masked regions exert an influence opposite to the
absorption features. Each row of panels signifies a principal component vector (or, for the top row, the median spectrum), and
each column corresponds to one absorption feature).
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the different observed-frame positions of the same rest
wavelength, as recessional velocity changes; as well as
the varying surface brightness within a galaxy’s physi-
cal extent. As Kobs is assumed to be smooth on small
wavelength scales, we use the nearest-pixel solution for
each spectrum. We add a small (α ∼ 10−3) regulariza-
tion term to the main-diagonal of Kobs: this functions
as a “softening parameter”, which maintains a mini-
mum dispersion of KPC (only becoming important at
high signal-to-noise). This small term allows for some
marginal data-model mismatch (see Section 5)–but still
allows for data-quality masks to be set in the case of
PDFs which are an especially bad match for the prior
(see Section 4.9 for more discussion of data-quality
masks).
In order to solve the system E A = S, we define the
orthogonal projection matrix
H = (ETE)−1ET (9)
where (ETE)−1 is found only once through Cholesky
decomposition (one method of decomposing a Hermi-
tian, positive-definite matrix into the product of a lower-
triangular matrix and its conjugate transpose, Press
et al. 1986) after regularizing on the main diagonal10.
Since H depends only on the eigen-decomposition of the
training data, it is not affected by the specific noise re-
alization of an observation, and need not be calculated
repeatedly, unless masked data wish to be explicitly dis-
counted, rather than replaced with a local median as
outlined above. The maximum-likelihood PC weights
are then given by
A = H S (10)
and the principal component covariance matrix by
KPC = H
TKH (11)
The spectrum corresponding to the maximum-
likelihood solution A is therefore the inner product E ·A,
and an example comparison between an observed spec-
trum and its maximum-likelihood PC representation is
shown in Figure 20, in the two top-right panels.
4.7.1. Effects of sky residuals
Since the spectral range considered here extends into
the infrared wavelengths, it is important to consider
the possible effects of badly-subtracted sky emission
(properly-subtracted emission will have no effect apart
from an increase in uncertainty). As of MPL-8, 28 “sci-
ence” IFU frames have viewed just sky. These data pro-
vide a baseline for the types of sky residuals which might
be present in typical science exposures.
10The effect of the regularization’s strength on the residual be-
tween original and “reduced” spectrum is strongly subdominant
to the effect of the dimensionality reduction itself, and the fit qual-
ity does not change noticeably over a wide range in regularization
parameter α ∼ [1× 10−6, 1]
First, we test how incomplete sky-subtraction affects
the estimates of principal component amplitudes them-
selves. In Figure 21, we show the dependence of each
of the first six principal components on sky residual
RMS (relative to a given spectrum’s normalization—
so, a smaller sky residual in absolute terms will have
a more severe effect in a low-surface-brightness spaxel).
The weight vector associated with each spectrum is
neglected, to emulate the worst-case of entirely un-
subtracted sky. Redshift is varied along the abscissas:
one observed-frame sky spectrum can probe a variety
of rest-frame wavelengths, depending on the source red-
shift. Generally, at low residual RMS and low redshift,
the effects on principal component amplitudes are small
(less than .1). However, the impact of sky residuals rises
with source redshift, since the observed-frame spectrum
samples a redder wavelength range where there are more
bands of sky emission. Estimates of mass-to-light ratio
rely mainly on the first PC, whose amplitude is gener-
ally around 10, which makes deviations of ∼ .1 relatively
unimportant, when compared to the overall uncertainty
budget.
Second, we create additional synthetic data by ran-
domly sampling the sky-only IFU frames (as in Ap-
pendix B), and adding them to the “mock” observa-
tions. This does not result in any noticeable change to
the spectral fits, and the stellar mass-to-light ratios are
consistent at .02 level, RMS.
4.8. Quantity estimates
In order to estimate a latent (i.e., unobserved) param-
eter or quantity of interest Pi corresponding to some ob-
served data S in the lower-dimensional space defined by
E, we find the likelihood Wa of each model (where a de-
notes an individual model) given S. We begin by find-
ing the weighted-magnitude of the difference between
a given model’s PC coefficients Aa and the PC down-
projection of observations Ao, using the PC projection
of the total spectral covariance matrix obtained above.
That is, we calculate the Mahalanobis distance (Maha-
lanobis 1936) between model and observations, subject
to a distance metric defined by the covariance matrix:
D2a = (Aa −Ao) · PPC · (Aa −Ao)T (12)
where D2a is the squared Mahalanobis distance between
a model defined by PC coefficients Aa and the PC down-
projection of observations Ao, subject to the PC covari-
ance matrix KPC and its inverse PPC . The distance is
immediately convertible to a model likelihood Wa (Giri
1977):
logWa = −1
2
(log |KPC | −D2a − q log 2pi) (13)
The likelihood is used as a weight, and accounts for
theoretical degeneracies associated with any spectral fit-
ting process (e.g., age-metallicity); as well as the effects
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Figure 20. The standard diagnostic figure produced for the center spaxel (coordinates 37, 37) of MaNGA galaxy 8566-12705.
Top-left frame: map of the galaxy’s i-band luminosity (the “hole” in the map signifies where data have been masked due to
either a foreground star or data-quality issues identified in the data reduction process). Top-right frame, top section: in blue,
the observed, median-normalized spectrum O
a
; in green, the spectrum reconstructed from the first 6 principal components of
the model library; in cyan, the highest-weighted model spectrum (flagged spectral channels are not displayed). Top-right frame,
bottom section: in green, the residual of the PC fit (with respect to the original spectrum); in cyan, the residual of the best-fitting
model (with respect to the original spectrum); flagged spectral channels are not displayed; in salmon, the average fractional
residual of the PCA fit, approximately 5%, in this case (comparable to the typical spectrophotometric error budget of MaNGA
spectra). Other frames: histograms of individual SPS input and derived parameters, with the full training model set (“prior”)
in magenta, the distribution after weighting by model likelihoods (in black, see Equation 13), and the highest-likelihood model
as the vertical, cyan line. The 50th percentile of the posterior is shown as a green diamond, and the 16th to 84th percentile range
as a green, horizontal bar.
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Figure 21. In each subplot, the change in principle component amplitude dAi (ordinate axis) induced by sky residuals at a
level RMSsky (color) relative to a normalized, observed spectrum, at some redshift (abscissa). At residual RMS below 10%, the
effects on PC amplitudes are generally small (also 10%) or less. The PC amplitude perturbations very slightly increase with
redshift.
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of observational noise and spectrophotometric error. In
reality, most desktop computers are capable of comput-
ing Equation 12 simultaneously for all spaxels in a cube.
The lower panels of Figure 20 show example SPS-
input and derived parameter distributions for the cen-
tral spaxel of MaNGA galaxy 8566-12705. The magenta
histograms show the distribution of training data used
to build the PCA system and construct the parameter
estimates, and the black histograms show the result of
weighting by the individual model likelihoods yielded by
Equation 13. The best-characterized quantities are stel-
lar mass-to-light ratio and dust optical depth affecting
old stars τV µ (in general, τV alone is best estimated
when young stars are present; otherwise, τV µ can be es-
timated more robustly). In contrast, stellar metallicity
is only weakly constrained, and (though not displayed
here) parameters scaling the BHB and BSS are not at
all well-constrained.
An estimate for some parameter Yi can be obtained
by computing Wa (by evaluating Equation 13) for all
model spectra and a given observed spectrum, and then
constructing a probability distribution based on those
weights. Here, we quote the 16th, 50th, and 84th per-
centile values, with one-half the 16th to 84th percentile
range as the “distribution width”. Below, we exten-
sively evaluate the effectiveness of the PCA parameter
estimation method in inferring stellar mass-to-light ra-
tio, reddening, and stellar metallicity by using held-out
“test” data generated in the same way as the training
data and (Appendix B describes in detail how the mock
observations are created from synthetic spectra).
4.8.1. Validating number of models against reliability of
quantity estimates
Separate from the issue of PC decomposition, the
number of training spectra may also impact the qual-
ity of the parameter estimates, since the PC-coefficient
space must be well-sampled in the vicinity of the best-fit
spectrum in order to build reliable parameter PDFs. To
illustrate this, we generate estimates of Υi for all spax-
els in a single galaxy after randomly selecting a fraction
of the training data to use in building the PDF. We
then calculate the standard deviation of that distribu-
tion. Fig. 22 illustrates the interplay of median spec-
tral signal-to-noise ratio and number of models, which
together affect parameter estimate accuracy. In partic-
ular, there is very little improvement that results from
increasing the number of models beyond 15,000. Fig.
22 also shows that even using large numbers of mod-
els, at high signal-to-noise, estimates of log Υ∗i begin to
be affected by under-population of the PDF, at the .01
(absolute) level.
4.8.2. What limits our ability to infer quantities of
interest?
The question of number of training models can be fur-
ther elucidated by the following example: suppose that
a quantity of interest, p, has some unknown, linear de-
pendence B on principal component amplitudes A:
P = A ·B +  (14)
where  denotes a vector of white noise.
To illustrate this, we generate a vector B from a q-
dimensional unit Gaussian, and simulate the effects of
sampling this “placeholder quantity”’s PDF with a vary-
ing number of “placeholder models”, subject to covari-
ate uncertainty in PC amplitude estimates. After fixing
B, we randomize N models (N is allowed to vary from
101 to 106) distributed according to a q-dimensional unit
Gaussian modulated by the eigenvalues of the PCA sys-
tem derived from the CSP training library. A separate,
“correct” model PC amplitude vector and true quantity
value p0 are generated according to the same prescrip-
tion. A PC amplitude covariance matrix KPC drawn at
random from actual fits to MaNGA spectra (see Sections
4.5 and 4.7) is used to sample the posterior probability
density function (PDF) of Y (see Section 4.8), given an
estimate of A which is exactly correct. The median of
this PDF, p˜, is taken as the fiducial estimate of p.
We proceed to evaluate how close p˜ is to the true value,
p0, normalizing the deviation dp = p˜− p0 by the intrin-
sic width in the distribution of the quantity of interest
in the set of placeholder models, σp. Under these as-
sumptions, and setting q = 6, the critical number of
models to achieve dpσp . .01 is N = 10
4. Furthermore,
as N increases, this quantity of merit decreases further,
though the most poorly-behaved cases ( dpσp ∼ 1) arise
with vanishingly-low frequency at N & 103.
However, this does not tell the whole story, since we
cannot exactly estimate A for our observed spectra; an
estimate of A is more realistically drawn from a distribu-
tion centered at A0 with covarianceKPC (see Section 4.4
and Yan et al. 2016a). This erases many of the precision
gains achieved at N > 104. In other words, imperfect
spectrophotometry of the MaNGA data places a more
stringent limit on the accuracy of quantity estimates.
Figure 23 shows the effect of varyingN from 101 to 106
on the cumulative distribution of log ∆pσp . While at N <
103, these trials also exhibit some unreliability (log dpσp &
0), there is almost no marginal benefit to adopting N &
104.
This test indicates that while increasing the number
of models brings some improvement in estimate quality
for a generic quantity of interest, the benefit is dimin-
ished when the imperfect estimation of PC amplitudes A
(mediated by the spectrophotometric covariance of the
data, via the PC covariance matrix KPC) is accounted
for. In order to realize meaningful benefits from increas-
ing the number of CSP models, the spectrophotometry
of the survey itself would have to improve by a signifi-
cant margin.
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Figure 22. Variability in mass-to-light estimate (50th percentile of marginalized posterior PDF) associated with changing the
number of models used to populate the distribution. Each color point represents a single spectrum with the specified number
of models. At low signal-to-noise and high model count, this effect is negligible; however, more models help mitigate PDF
under-population at S/N > 10.
4.9. Data-quality and masking
We implement very basic data-quality cuts, intended
to locate and mark spectra which might produce mis-
leading measurements. Though no whole galaxies are
neglected for data-quality concerns, spaxels with any of
the following characteristics are presumed to have unre-
liable fits and parameter estimates:
• More than 30% of spectral pixels masked for
any reason (combining the MaNGA DRP and
emission-line flags)—see Section 4.5
• Median signal-to-noise ratio below 0.1.
• Uncertainty in stellar line-of-sight velocity greater
than 500 km/s
• Poorly-sampled posterior PDF: where the highest-
likelihood model fit to a given spectrum is W ∗,
if less than a fraction b of all models have like-
lihoods at least d W ∗, it is concluded that not
enough models sample the important region of
PC space to robustly estimate stellar mass-to-
light ratio and other stellar population charac-
teristics. Subsequent analysis in this work uses
b = 10−4 and d = 10−1 (see Appendix 4.8.1 for re-
lated discussion), but the associated data-product
maps of Υ∗i also have maps of the value of b for
d = 0.01, 0.05, 0.1, 0.25, 0.5, 0.9. In general, this
mask is generally applied at high signal-to-noise
ratio, and in cases where an observed spectrum dif-
fers from a typical galaxy spectrum (e.g., a broad-
line AGN)
The effects of imperfect sky-subtraction on synthetic
spectra are discussed in Appendix 4.7.1: stellar mass-
to-light ratio is mostly informed by the first principal
component (which typically has an amplitude of ∼ 10),
and the deviations in that principal component induced
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Figure 23. The cumulative distribution of log ∆p
σp
for values of N between 101 and 106, under the assumption of imperfect
estimation of A. The model library used in this work has N = 40000, reliably within the locus of trials with low dp
σp
.
by un-subtracted sky at the 10% (RMS)11 level is ≤ 0.1,
a 1% perturbation. Taking into account all principal
components, the logarithmic change induced for a stellar
mass-to-light ratio estimate is ≤ .02.
4.10. Tests on held-out, synthetic data
We now address the reliability of the stellar mass-to-
light ratio estimates obtained through PCA, by testing
against synthetic data (referred to also as “‘mock ob-
servations”) intended to simulate real MaNGA observa-
tions. It is expected that reliability of log Υ∗i estimates
will increase with signal-to-noise ratio, before plateau-
ing at in the range 10 ≤ SNR ≤ 30. At higher SNR,
systematics related to the choice of model stellar at-
mospheres, SFHs, and other secondary factors will be-
gin to adversely-influence the fit quality. Since a rela-
tively small amount of recent star-formation can yield
a blue spectrum, but most of the mass is contained
in low-mass stars, blue spectra may have less accurate
11In reality, this is a very significant degree of sky-
contamination, since the flux-density of the sky contamination
is strongly bimodal.
mass-to-light estimates. log Υ∗i systematics with respect
to stellar metallicity are possible for the same reason
they are for pure CMLRs: in brief, stellar metallic-
ity affects the evolution of single stars—changing, for
example, main-sequence lifetimes at fixed initial mass,
which significantly changes the integrated photometric
properties (color and luminosity being the most salient)
of the stellar population (see Choi et al. 2016, and re-
lated MESA/MIST works for a more thorough review).
Finally, extreme attenuation could result in an under-
estimate of log Υ∗i , as in the CMLRs.
To evaluate the reliability of the log Υ∗i fits with re-
spect to color, known stellar metallicity, and known at-
tenuation, we use test data that were generated identi-
cally to the rest of the CSP training library (see Section
3), but were not used to find the PCA system or for the
parameter inference described in Section 4.8. Appendix
B contains a complete description of the transformation
from the test data to “mock observations,” which are in-
tended to emulate an actual observation of such a spec-
trum. The mock observations are then pre-processed
identically to real observations, and analyzed using the
PCA framework previously described. The overall phi-
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losophy of the following tests is to bin simultaneously by
median signal-to-noise ratio and either g − r color, [Z],
or τV , to discover how those factors impact the reliabil-
ity of inferred stellar mass-to-light ratios. We report in
tabular format statistics of the stellar mass-to-light ratio
estimates for both mock observations and real MaNGA
galaxies. Table 5 shows which tables and figures give di-
agnostic information for which quantities of merit, and
binning by which spaxel properties.
In the general case, for some parameter Y , the known
value intrinsic to one SFH is denoted Y0, and the esti-
mate as Y˜ . We then define the “deviation” between the
two,
∆Y = Y˜ − Y0 (15)
and consider the dependence of deviation in stellar mass-
to-light ratio on color, known stellar metallicity, and
known attenuation.
We similarly define the “uncertainty” of the distri-
bution (σY ) as half the difference between the distri-
bution’s 16th and 84th percentiles. Finally, we define
a parameter’s “normalized deviation” to be the devia-
tion divided by the distribution half-width, ∆YσY . Note
the distinction between deviation (∆Y ), which relies on
knowledge of the true parameter value Y0 in comparison
to the estimated value Y˜ ; and uncertainty (σY ), which
is purely a description of the width of the posterior PDF
of Y given some observed spectrum.
Using the mock observations for 473 galaxies (slightly
less than 7% of MPL-8, and consisting of 537333 spax-
els), we show in Figure 24 the deviation ∆ log Υ∗i after
binning separately by median signal-to-noise ratio (high
SNR in top panel) and g − r color (colored lines within
one panel). At moderate to high signal-to-noise (SNR
> 10), the overall ∆ log Υ∗i profiles at fixed color do not
change appreciably with increasing signal-to-noise. At
lower signal-to-noise, the mode of red spectra moves to
∆ log Υ∗i < 0 (the mass-to-light ratio is underestimated),
and the mode of blue spectra moves to ∆ log Υ∗i > 0 (the
mass-to-light ratio is overestimated). The width of this
distribution also decreases somewhat as signal-to-noise
increases to moderate value.
Next, we test the dependence of the quoted mass-
to-light uncertainty (σlog Υ∗i ) on optical (g − r) color,
and the results are shown in Figure 25. Several ef-
fects manifest in this case, which we will address sepa-
rately: first, at fixed signal-to-noise (within one panel),
the moderate-color spectra have the lowest uncertainty,
and the blue spectra have the highest, with red spectra
falling somewhere in the middle. Naturally, the reddest
spectra could be produced by either an intrinsically old
stellar population or prevalent dust—in fact, Bell et al.
(2003) estimated the impact of dust for pure CMLRs as
0.1–0.2 dex, somewhat higher than the (approximately
0.05 dex) offset we observe between moderate-color and
red spectra. The bluest spectra are the most uncertain
because though the majority of the light originates from
Figure 24. Distributions of deviations of PCA-inferred stel-
lar mass-to-light ratio (∆ log Υ∗i ), binned into vertical sub-
plots according to median signal-to-noise ratio, and then
within each subplot according to g − r color. Stellar mass-
to-light ratio estimates become slightly more reliable with
increasing signal-to-noise ratio, but do not improve signifi-
cantly at SNR above 10, beyond ∆ log Υ∗i ∼ 0.1 dex.
young, blue stars, most of the mass resides in small,
dim stars. In other words, there is the potential for the
mass-carrying population to have its signal washed out
by the younger, brighter one. We believe the positive
(0.05–0.1 dex) offset of σlog Υ∗i in blue spectra with re-
spect to σlog Υ∗i for intermediate- and red-color spectra
at signal-to-noise ratios less than 10 is a manifestation
of this effect.
In addition, at fixed color, an increase in signal-to-
noise is not necessarily associated with a decrease in
σlog Υ∗i . Rather, improvements seem to disappear (and
possibly reverse at signal-to-noise greater than 20). In
reality, there are several lower limits on σlog Υ∗i : the spec-
trophotometric uncertainty, which we model as indepen-
dent of surface brightness, produces covariate noise at
between the 1–3% level, and has a spectral signature
similar to a changing mass-to-light ratio. The rising
uncertainty at S/N > 20 could also be understood in
terms of how densely-populated the model grid is with
respect to the uncertainty on the data: by increasing
the signal-to-noise of the data, the n-dimensional volume
subtended by a noise vector N will decrease to the point
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Data Type Bin Type 1 (subplot) Bin Type 2 (line color) Quantity of Merit Table Figure
Mock SNR g − r ∆ log Υ∗i 6 24
Mock SNR g − r σlog Υ∗i 7 25
Mock SNR g − r ∆ log Υ∗i
σlog Υ∗
i
9 27
Mock SNR τV ∆ log Υ
∗
i 11 29
Mock SNR [Z] ∆ log Υ∗i 10 28
Obs. SNR g − r σlog Υ∗i 8 26
Table 5. Locations of figures & summary statistics for mock observations & real MaNGA data.
Bin 1 (panel) range Bin 2 (color) range P 50(∆ log Υ∗i ) P
50(∆ log Υ∗i ) - P
16(∆ log Υ∗i ) P
84(∆ log Υ∗i ) - P
50(∆ log Υ∗i )
[−∞, 2.0] [−∞, 0.35] 8.21× 10−2 1.04× 10−1 1.17× 10−1
[−∞, 2.0] [0.35, 0.7] 5.51× 10−3 7.40× 10−2 1.05× 10−1
[−∞, 2.0] [0.7, ∞] −2.59× 10−2 9.04× 10−2 9.13× 10−2
[2.0, 10.0] [−∞, 0.35] 4.51× 10−2 7.84× 10−2 9.92× 10−2
[2.0, 10.0] [0.35, 0.7] 2.15× 10−2 6.39× 10−2 6.71× 10−2
[2.0, 10.0] [0.7, ∞] 1.03× 10−2 7.44× 10−2 8.97× 10−2
[10.0, 20.0] [−∞, 0.35] 1.47× 10−2 5.30× 10−2 5.51× 10−2
[10.0, 20.0] [0.35, 0.7] 1.62× 10−2 4.90× 10−2 5.03× 10−2
[10.0, 20.0] [0.7, ∞] −1.89× 10−3 5.62× 10−2 5.94× 10−2
[20.0, ∞] [−∞, 0.35] 1.19× 10−2 4.12× 10−2 4.87× 10−2
[20.0, ∞] [0.35, 0.7] 4.75× 10−3 4.52× 10−2 4.80× 10−2
[20.0, ∞] [0.7, ∞] −1.73× 10−2 6.16× 10−2 5.11× 10−2
Table 6. Statistics of ∆ log Υ∗i for mock observations, separated by mean SNR and g − r color: columns 3–5 respectively list
the 50th percentile value, the difference between the 84th percentile value & the 50th percentile value, and the difference between
the 50th percentile value & the 16th percentile value.
Bin 1 (panel) range Bin 2 (color) range P 50(σlog Υ∗i ) P
50(σlog Υ∗i ) - P
16(σlog Υ∗i ) P
84(σlog Υ∗i ) - P
50(σlog Υ∗i )
[−∞, 2.0] [−∞, 0.35] 2.25× 10−1 3.13× 10−2 3.25× 10−2
[−∞, 2.0] [0.35, 0.7] 1.88× 10−1 2.30× 10−2 3.02× 10−2
[−∞, 2.0] [0.7, ∞] 2.11× 10−1 2.47× 10−2 4.62× 10−2
[2.0, 10.0] [−∞, 0.35] 1.90× 10−1 6.80× 10−2 6.28× 10−2
[2.0, 10.0] [0.35, 0.7] 1.46× 10−1 2.77× 10−2 3.99× 10−2
[2.0, 10.0] [0.7, ∞] 1.73× 10−1 2.98× 10−2 2.28× 10−2
[10.0, 20.0] [−∞, 0.35] 1.21× 10−1 2.97× 10−2 9.19× 10−2
[10.0, 20.0] [0.35, 0.7] 1.13× 10−1 1.98× 10−2 3.70× 10−2
[10.0, 20.0] [0.7, ∞] 1.57× 10−1 4.10× 10−2 3.10× 10−2
[20.0, ∞] [−∞, 0.35] 1.01× 10−1 2.07× 10−2 7.48× 10−2
[20.0, ∞] [0.35, 0.7] 1.05× 10−1 1.77× 10−2 3.01× 10−2
[20.0, ∞] [0.7, ∞] 1.49× 10−1 4.02× 10−2 3.41× 10−2
Table 7. Statistics of σlog Υ∗i for mock observations, separated by mean SNR and g− r color: columns 3–5 respectively list the
50th percentile value, the difference between the 84th percentile value & the 50th percentile value, and the difference between
the 50th percentile value & the 16th percentile value.
34 Pace et al.
Figure 25. Distributions of uncertainty in PCA-inferred
stellar mass-to-light ratio (σlog Υ∗i ) for mock observations
of synthetic spectra, binned into vertical subplots accord-
ing to median signal-to-noise ratio, and then within each
subplot according to g − r color. The overall uncertainty
does decrease with median signal-to-noise ratio: this effect is
strongest for blue spectra and weakest for red (at low signal-
to-noise, an acceptable fit to a blue spectrum allows for a
significant amount of mass from old stars—this degeneracy
weakens as signal-to-noise ratio rises).
Figure 26. As Figure 25, except using analysis of real
MaNGA galaxies, rather than mock observations of test
data. The shapes and relative positions of individual color-
SNR-binned distributions are qualitatively very similar to
the distributions of mock observations in 25.
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where the parameter PDF is not well-sampled (this will
be particularly problematic where a SFH’s PC represen-
tation lies near an “edge”). Interestingly, regardless of
color or signal-to-noise, the RMS of the deviation (the
width of the ∆ log Υ∗i distribution) is always of the same
order as (and often a factor of up to two less than) the
mean of the uncertainty (σlog Υ∗i ). This means that on
the whole, uncertainties in stellar mass-to-light ratio re-
flect the real statistical uncertainty. We examine this
below by showing the distribution of
∆ log Υ∗i
σlog Υ∗
i
.
For the sake of comparison, we display σlog Υ∗i for the
same sample of real galaxies (Figure 26). The distribu-
tions of these data are qualitatively similar to the case
of the mock observations of synthetic spectra: regard-
less of color, stellar mass-to-light ratio uncertainty de-
creases as signal-to-noise ratio increases, but this effect is
strongest for blue spectra and weakest for red. The most
noticeable difference between fits to mock observations
and real observations is at moderate signal-to-noise ra-
tio: the mocks’ distribution of uncertainty has a higher
mode (0.25 dex, versus the observations’ 0.15 dex). It is
probable that this difference in behavior has to do with
slight discrepancies in the distribution of training data
with respect to real galaxies. The relative strengths of
individual binned distributions are likewise determined
by the details of the SFH library: for example, a larger
proportion of observations at low signal-to-noise ratio
are blue, since the lower surface-brightness outskirts of
galaxies will have commensurately-lower signal-to-noise
ratios. As a whole, though, the distributions of σlog Υ∗i
for mocks and real observations are broadly similar when
the same signal-to-noise and color ranges are compared.
We believe this indicates both that the mocks are a faith-
ful reconstruction of MaNGA observations; and that the
actual distribution of SFHs in MaNGA spaxels is suffi-
ciently similar to the training data to infer unobserved
properties such as stellar mass-to-light ratio.
We next consider the normalized deviations (
∆ log Υ∗i
σlog Υ∗
i
)
with respect to the mocks, which are important for eval-
uating whether the provided mass-to-light ratio uncer-
tainties are accurate. Figure 27 illustrates the rela-
tively steady accuracy of the log Υ∗i estimates with re-
spect to color and signal-to-noise (besides the effects on
∆ log Υ∗i already discussed). In all cases but low-signal-
to-noise, blue spectra, the
∆ log Υ∗i
σlog Υ∗
i
distributions are rela-
tively symmetrical, and do not exhibit significant power
at high absolute values (which would indicate unreliable
uncertainties in some region of parameter-space). Most
distributions compare favorably to the ideal case of the
uncertainty roughly matching the deviation (blue, dot-
ted curve). In summary, from the above tests on both
synthetic and real observations, we conclude that the
PCA parameter estimation implemented here for log Υ∗i
achieves acceptable levels of accuracy and precision for
use in estimating total stellar-mass.
Figure 27. As Figure 25, except with distributions of
∆ log Υ∗i
σlog Υ∗
i
. Up to the small offset effects covariate with in-
tegrated color (see Figure 24), we find that the reported
uncertainties in log Υ∗i faithfully reflect the real deviation
between the inferred stellar mass-to-light ratio and its true
value. Overplotted in blue-gray is a normal distribution with
dispersion of unity, which should correspond to the nominal
case of uncertainties that match well with the actual accu-
racy of an estimate.
In Section 3.3, we showed that our family of CSPs ex-
hibit scatter about their best-fit CMLR which correlates
in its magnitude with extreme stellar metallicity and at-
tenuation. Here, we test the precision and accuracy of
our log Υ∗i estimates. when using stellar population ab-
sorption indices, heuristics like the “3/2 rule” describe
the covariance between mean stellar age and metallicity
(Worthey et al. 1994)12. Similarly to what was observed
with CMLRs, significant dust attenuation applied to an
otherwise-young stellar population could conceivably ef-
fect an overestimate of its mass-to-light ratio. Figures
28 and 29 respectively bin ∆ log Υ∗i by median signal-to-
noise ratio and either τV or [Z] for mock observations.
In Figure 28, we see that regardless of metallicity, reli-
ability of log Υ∗i estimates increase with signal-to-noise,
12The 3/2 rule is an observation stating that an increase (de-
crease) of a stellar population’s age by a factor of three is almost
indistinguishable from an increase (decrease) in metallicity by a
factor of two.
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Bin 1 (panel) range Bin 2 (color) range P 50(σlog Υ∗i ) P
50(σlog Υ∗i ) - P
16(σlog Υ∗i ) P
84(σlog Υ∗i ) - P
50(σlog Υ∗i )
[−∞, 2.0] [−∞, 0.35] 2.18× 10−1 2.81× 10−2 4.23× 10−2
[−∞, 2.0] [0.35, 0.7] 1.72× 10−1 2.04× 10−2 2.70× 10−2
[−∞, 2.0] [0.7, ∞] 1.91× 10−1 1.67× 10−2 1.99× 10−2
[2.0, 10.0] [−∞, 0.35] 1.67× 10−1 4.74× 10−2 6.03× 10−2
[2.0, 10.0] [0.35, 0.7] 1.37× 10−1 2.43× 10−2 4.44× 10−2
[2.0, 10.0] [0.7, ∞] 1.69× 10−1 2.55× 10−2 2.16× 10−2
[10.0, 20.0] [−∞, 0.35] 1.11× 10−1 2.15× 10−2 6.47× 10−2
[10.0, 20.0] [0.35, 0.7] 1.14× 10−1 1.86× 10−2 3.68× 10−2
[10.0, 20.0] [0.7, ∞] 1.69× 10−1 3.74× 10−2 2.62× 10−2
[20.0, ∞] [−∞, 0.35] 9.54× 10−2 1.69× 10−2 6.45× 10−2
[20.0, ∞] [0.35, 0.7] 1.07× 10−1 2.18× 10−2 3.90× 10−2
[20.0, ∞] [0.7, ∞] 1.65× 10−1 4.37× 10−2 3.46× 10−2
Table 8. Statistics of σlog Υ∗i for real MaNGA observations, separated by mean SNR and g− r color: columns 3–5 respectively
list the 50th percentile value, the difference between the 84th percentile value & the 50th percentile value, and the difference
between the 50th percentile value & the 16th percentile value.
Bin 1 (panel) range Bin 2 (color) range P 50(
∆ log Υ∗i
σlog Υ∗
i
) P 50(
∆ log Υ∗i
σlog Υ∗
i
) - P 16(
∆ log Υ∗i
σlog Υ∗
i
) P 84(
∆ log Υ∗i
σlog Υ∗
i
) - P 50(
∆ log Υ∗i
σlog Υ∗
i
)
[−∞, 2.0] [−∞, 0.35] 7.11× 10−1 9.11× 10−1 1.02× 100
[−∞, 2.0] [0.35, 0.7] 5.79× 10−2 7.61× 10−1 1.12× 100
[−∞, 2.0] [0.7, ∞] −2.36× 10−1 8.42× 10−1 8.04× 10−1
[2.0, 10.0] [−∞, 0.35] 5.16× 10−1 8.98× 10−1 9.70× 10−1
[2.0, 10.0] [0.35, 0.7] 3.00× 10−1 8.33× 10−1 9.56× 10−1
[2.0, 10.0] [0.7, ∞] 1.19× 10−1 8.41× 10−1 1.09× 100
[10.0, 20.0] [−∞, 0.35] 2.25× 10−1 8.29× 10−1 8.13× 10−1
[10.0, 20.0] [0.35, 0.7] 2.88× 10−1 8.12× 10−1 9.01× 10−1
[10.0, 20.0] [0.7, ∞] −2.60× 10−2 7.03× 10−1 8.62× 10−1
[20.0, ∞] [−∞, 0.35] 2.15× 10−1 7.67× 10−1 8.43× 10−1
[20.0, ∞] [0.35, 0.7] 9.37× 10−2 8.03× 10−1 9.31× 10−1
[20.0, ∞] [0.7, ∞] −2.38× 10−1 7.90× 10−1 7.39× 10−1
Table 9. Statistics of
∆ log Υ∗i
σlog Υ∗
i
for mock observations, separated by mean SNR and g− r color: columns 3–5 respectively list the
50th percentile value, the difference between the 84th percentile value & the 50th percentile value, and the difference between
the 50th percentile value & the 16th percentile value.
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Figure 28. As Figure 24, except binning with respect to
known [Z] rather than g− r color. Other than at low signal-
to-noise ratio and high metallicity (where deviations may
reach 0.3 dex), there are minimal systematics in inferred
log Υ∗i with respect to [Z].
and converge to ∆ log Υ∗i ∼ 0.1 at S/N ∼ 20. At high
stellar metallicity and low signal-to-noise ratio, the dis-
tribution of ∆ log Υ∗i becomes significantly skewed (with
the long tail at positive ∆ log Υ∗i , indicating an overes-
timate generally less than 0.15 dex). Though this de-
viation is not reflected in the associated uncertainties
(i.e.,
∆ log Υ∗i
σlog Υ∗
i
is high), it ceases at higher SNR. At lower
metallicity, the typical deviation between known and es-
timated mass-to-light ratio remains unimodal across the
entire SNR regime.
In Figure 29, we see that high signal-to-noise spectra
yield more or less equally-reliable estimates of log Υ∗i ,
regardless of attenuation. As signal-to-noise decreases,
spectra with intermediate attenuation tend to skew to-
wards underestimating log Υ∗i , while the distribution
for high-attenuation spectra becomes much wider, in a
way which is not reflected in the parameter uncertainty
(σlog Υ∗i ). Such spectra are expected to have little im-
pact, though (by virtue of their high attenuation, such
spectra have lower surface-brightness and contribute lit-
tle to an estimate of a galaxy’s total stellar mass).
In summary, while the underlying attenuation and
stellar metallicity of a mock SFH does certainly impact
the stellar mass-to-light ratio yielded by the PCA pa-
Figure 29. As Figure 24, except binning with respect to
known τV rather than g− r color. As before, at high signal-
to-noise, performance of the log Υ∗i estimate does not change
strongly with attenuation; however, at lower signal-to-noise,
high-attenuation spectra may have their stellar mass-to-light
ratio overestimated by up to about 0.3 dex. Such cases are
expected to be rare in the MaNGA data.
rameter estimation, the effects are relatively small for
non-extreme cases. When 473 observed galaxies are
binned simultaneously by τV µ and [Z], the vast majority
have τV µ < 1.0 and −0.5 < [Z] < 0.1, supporting the
claim that the training data are more widely-distributed
in parameter space than actual MaNGA galaxies are.
That is, even with the extremely permissive priors on
attenuation and stellar metallicity, the vast majority of
fits to observations lie in the region of [Z]–τV µ space for
which estimates of log Υ∗i behave the best. Similar fig-
ures illustrating ∆ log Υ∗i and
∆ log Υ∗i
σlog Υ∗
i
in bins of signal-
to-noise ratio and either [Z] or τV µ have been omitted
for brevity’s sake, and do not cause concern.
5. RESOLVED STELLAR MASS-TO-LIGHT
RATIOS: DISCUSSION AND CONCLUSION
In this work, we construct a set of 4000 synthetic SFHs
(subsampled 10 times in [Z], τV , µ, and σ), perform PCA
on the resulting optical spectra, and use the resulting,
lower-dimensional space to fit IFS observations from the
SDSS-IV/MaNGA survey. Using those fits, we estimate
resolved, i-band stellar mass-to-light ratios for galaxies
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Bin 1 (panel) range Bin 2 (color) range P 50(∆ log Υ∗i ) P
50(∆ log Υ∗i ) - P
16(∆ log Υ∗i ) P
84(∆ log Υ∗i ) - P
50(∆ log Υ∗i )
[−∞, 2.0] [−∞, -0.5] −1.69× 10−2 7.03× 10−2 8.05× 10−2
[−∞, 2.0] [-0.5, 0.0] 2.47× 10−2 8.08× 10−2 9.85× 10−2
[−∞, 2.0] [0.0, ∞] 1.74× 10−2 9.91× 10−2 1.38× 10−1
[2.0, 10.0] [−∞, -0.5] 8.10× 10−3 6.63× 10−2 5.97× 10−2
[2.0, 10.0] [-0.5, 0.0] 3.56× 10−2 6.92× 10−2 7.96× 10−2
[2.0, 10.0] [0.0, ∞] 2.70× 10−2 7.58× 10−2 9.21× 10−2
[10.0, 20.0] [−∞, -0.5] 8.30× 10−3 5.48× 10−2 5.30× 10−2
[10.0, 20.0] [-0.5, 0.0] 1.36× 10−2 5.46× 10−2 5.57× 10−2
[10.0, 20.0] [0.0, ∞] 1.35× 10−2 4.99× 10−2 5.28× 10−2
[20.0, ∞] [−∞, -0.5] 6.53× 10−6 4.73× 10−2 5.23× 10−2
[20.0, ∞] [-0.5, 0.0] 2.05× 10−6 4.99× 10−2 5.04× 10−2
[20.0, ∞] [0.0, ∞] 5.05× 10−3 5.14× 10−2 4.64× 10−2
Table 10. Statistics of ∆ log Υ∗i for mock observations, separated by mean SNR and known stellar metallicity: columns 3–5
respectively list the 50th percentile value, the difference between the 84th percentile value & the 50th percentile value, and the
difference between the 50th percentile value & the 16th percentile value.
Bin 1 (panel) range Bin 2 (color) range P 50(
∆ log Υ∗i
σlog Υ∗
i
) P 50(
∆ log Υ∗i
σlog Υ∗
i
) - P 16(
∆ log Υ∗i
σlog Υ∗
i
) P 84(
∆ log Υ∗i
σlog Υ∗
i
) - P 50(
∆ log Υ∗i
σlog Υ∗
i
)
[−∞, 2.0] [−∞, 1.0] 2.95× 10−2 7.48× 10−2 9.21× 10−2
[−∞, 2.0] [1.0, 2.5] 3.61× 10−3 8.48× 10−2 1.32× 10−1
[−∞, 2.0] [2.5, ∞] −4.19× 10−2 7.65× 10−2 1.33× 10−1
[2.0, 10.0] [−∞, 1.0] 2.46× 10−2 6.45× 10−2 7.43× 10−2
[2.0, 10.0] [1.0, 2.5] 2.27× 10−2 7.12× 10−2 8.05× 10−2
[2.0, 10.0] [2.5, ∞] 2.23× 10−2 8.56× 10−2 1.03× 10−1
[10.0, 20.0] [−∞, 1.0] 4.94× 10−3 5.15× 10−2 5.82× 10−2
[10.0, 20.0] [1.0, 2.5] 1.66× 10−2 5.12× 10−2 5.02× 10−2
[10.0, 20.0] [2.5, ∞] 1.86× 10−2 6.27× 10−2 5.30× 10−2
[20.0, ∞] [−∞, 1.0] −3.60× 10−7 4.81× 10−2 5.15× 10−2
[20.0, ∞] [1.0, 2.5] 4.13× 10−3 4.95× 10−2 4.76× 10−2
[20.0, ∞] [2.5, ∞] 9.44× 10−7 6.50× 10−2 4.50× 10−2
Table 11. Statistics of ∆ log Υ∗i for mock observations, separated by mean SNR and τV : columns 3–5 respectively list the 50
th
percentile value, the difference between the 84th percentile value & the 50th percentile value, and the difference between the
50th percentile value & the 16th percentile value.
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in MPL-8, with uncertainties which take into account
model-dependent and age-metallicity degeneracies, as
well as a spectrophotometric covariance estimated from
multiply-observed galaxies. The parameter-estimation
strategy chosen performs well when tested on synthetic,
test data generated identically to the training data, at
median signal-to-noise ratios between 2 and 20 (see Fig-
ures 24, 25, and 27). We note that deviations in this
intermediate-signal-to-noise regime generally lie at the
∼ 0.1 dex level or smaller, and are mostly uncorrelated
with stellar metallicity and foreground attenuation. At
higher and lower median signal-to-noise, extreme values
of these two parameters correlate with mis-estimates of
Υ∗i at the ∼ 0.2 dex level.
We include here sample maps of resolved stellar mass-
to-light ratio for a sample of three early-type galaxies
(Figure 30) and four late-type galaxies (Figure 31), in-
cluding uncertainties & data-quality masks, accompa-
nied by a cutout image of the galaxy from legacy imag-
ing. The maps of resolved stellar mass-to-light ra-
tio are spatially smooth, suggesting that the PC down-
projection of two nearby spaxels indeed reflects the PSF
of the data induced by the dithering and wavelength-
rectification processes: The process of assembling in-
dividual science exposures (each at one of three posi-
tions on a galaxy’s face, and subject to some distinct
differential atmospheric refraction, attenuation by the
atmosphere, etc.) detailed in Law et al. (2016, Sec-
tion 9.2) induces a spatial covariance between nearby
spaxels. Therefore, one might expect that two spaxels
that are nearby to one another might have similar esti-
mates of mass-to-light ratio, beyond the degree to which
the underlying stellar populations are similar. We do in
fact qualitatively observe this smooth variation in the
resolved stellar mass-to-light ratio.
5.1. Remaining spectral-fitting systematics and
degeneracies
The use of a synthetic stellar library represents the
most uncertain systematic in this work. Perhaps most
importantly, the one-dimensional stellar atmospheres
adopted for this work are fixed in abundance of α el-
ements. In reality, αFe is known to differ from the so-
lar value in the central regions of early-type galaxies
(Worthey et al. 1992; Matteucci 1994; Thomas et al.
1999). These are among the brightest spaxels in the
survey. Indeed, such regions are occasionally observed
to have poorly-determined estimates of log Υ∗i (Sec-
tion 4.9). Fortunately, the MaStar project is now un-
dertaking bright-time observations of stars using the
BOSS spectrograph, the same instrument as is used for
MaNGA galaxies. A resolution- and wavelength-range-
matched sample of about 10,000 stars with a wide va-
riety of stellar parameters will represent an important
value-added deliverable of MaNGA, as well as a useful
input to SPS codes. Secondarily, strong constraints on
the prevalence and impact of non-standard stellar evo-
lution scenarios (such as blue stragglers and blue hori-
zontal branch) will inform future choices of SPS inputs.
5.2. Public Data and Future Work
The resolved estimates of stellar mass-to-light ratio
treated in detail in this work will be included in the
next public data release of SDSS-IV as a value-added
catalog (VAC). In Paper ii (next in this series), we:
• Further evaluate the resolved stellar mass-to-light
estimates of MaNGA galaxies by transforming
them to maps of stellar mass surface density and
comparing to radial averages of dynamical mass
surface density from the DiskMass Survey (Ber-
shady et al. 2010).
• Devise a method of aperture-correcting estimates
of resolved stellar mass in order to obtain esti-
mates of total galaxy stellar mass, which will also
be released to the community.
• Compare the PCA-derived estimates of total
galaxy stellar mass to those from integrated pho-
tometry.
• Evaluate the factors contributing to a mass deficit
in IFU-summed spectra, relative to summing stel-
lar masses in individual spaxels.
Also provided will be light-weight python scripting
utilities to assist in accessing the resolved mass-to-light
mapsa). Resolved maps of additional parameters (such
as dust, SFH burst diagnostics, and stellar metallicity)
may be released as part of future scientific analyses (they
may also be obtained from the authors, upon request).
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Figure 30. A selection of three early-type galaxies: In the left-hand column, the SDSS cutout with a purple hexagon denoting
the approximate spatial grasp of the IFU. In the middle column, an image of the resolved estimate of i-band stellar mass-to-
light ratio, taken as the 50th percentile of the posterior PDF for a given spaxel. In the right-hand panel, a map of the adopted
uncertainty in stellar mass-to-light ratio, taken as half the difference between the 16th and 84th percentiles of the posterior PDF.
Spaxels with hatching top-left to bottom-right have poorly-sampled PDFs, and spaxels with hatching top-right to bottom-left
have no data. Spaxels filled with dots had a numerical failure in the PC down-projection, which prevented an estimate from
being made (very rare).
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Figure 31. As Figure 30, but a selection of four late-type galaxies. 8114-3704 is seen edge-on & exhibits a dust lane, 8990-9102
is star-forming and is seen nearly face-on, 9497-12701 is moderately-inclined and has a low SFR, and 8149-9101 is a low-mass
dwarf galaxy with ongoing star-formation.
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APPENDIX
A. THE MANGA INSTRUMENTAL LINE-SPREAD FUNCTION
The line-spread function of a spectrograph will introduce an additional “blur” in the spectral dimension, beyond
that produced by astrophysical velocity dispersion. Additionally, the width of the (presumed-Gaussian) resolution
element varies across the instrument by nearly a factor of two. This has the potential to severely hamper the quality
and reliability of the SFH fits. For example, assuming a constant kernel width across the full MaNGA wavelength
range will:
• Artificially increase measured velocity dispersions. This effect will be a pervasive and systematic bias, and will
not simply increase the width of the velocity dispersion PDF.
• Potentially introduce other systematics related to how certain absorption lines reflect different stellar populations.
A more subtle effect results from the process of de-redshifting a spectrum into the rest frame. The width of the
(observed-frame) LSF, in pixels, will be modified by a factor of 11+z , such that higher-redshift galaxies will seem to
experience less instrumental blurring in the rest-frame. If all observed galaxies were assumed to have a redshift of zero,
then this would be a sim10% effect; however, by assuming a fiducial redshift of .04, this effect becomes less important,
on average. A slight redshift bias may persist, which could be solved by producing many (redshift-dependent) PCA
solutions. In practice, repeated (expensive) LSF convolutions and SVD operations defeats the speed gains of the PCA
parameter fitting, and so a single fiducial redshift is deemed sufficient.
B. CONSTRUCTING SYNTHETIC OBSERVATIONS USING HELD-OUT TEST DATA
Here we address PCA’s ability to recover properties of synthetic spectra, derived from known SFHs and stellar
properties. We use held-out test data generated identically to the CSP model library to construct synthetic datacubes,
with similar statistical properties to observed MaNGA galaxies, as described in Appendix B. The process is as follows:
1. Obtain a full-resolution model spectrum, along with the properties used to generate it (“truth”)
2. Read in MaNGA DRP and DAP products, which will be used to generate the remaining galaxy properties such
as cosmological redshift and velocity field, without having to model them explicitly.
3. Convolve model spectrum with fiducial instrument dispersion (interpolated to the correct wavelength grid), after
adjusting for the cosmological redshift of the source (Cappellari 2017)
4. Redshift the model according to the velocity field from the DAP products (making a high-resolution cube in the
observed frame)
5. Scale each spaxel according to the total r-band flux map from the DRP products
6. Down-sample the observed-frame model spectra onto the MaNGA instrument’s wavelength grid
7. Add noise according to the inverse-variance arrays from the DRP products
8. Mask additional spaxels where velocity field is not well-defined
9. Write out synthetic DRP & DAP datacubes and “ground-truth” values for the parameters PCA will estimate.
The PCA parameter estimation method is then used in the same manner as on the science data. One example is
shown below in Figure 32
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Figure 32. Full diagnostic figure for synthetic data based on the test galaxy 8566-12705. Same format as Figure 20, with the
addition of a vertical, red line on the parameter histograms denoting the actual value of the parameter.
