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ON THE CENTERS OF CYCLOTOMIC QUIVER HECKE ALGEBRAS
JUN HU
Abstract. Let n ∈ N and K be any field. For any symmetric generalized Cartan matrix A, any β in
the positive root lattice with height n and any integral dominant weight Λ, one can associate a quiver
Hecke algebras Rβ(K) and its cyclotomic quotient R
Λ
β
(K) over K. It has been conjectured that the
natural map from Rβ(K) to R
Λ
β
(K) maps the center of Rβ(K) surjectively onto the center of R
Λ
β
(K).
A similar conjecture claims that the center of the affine Hecke algebra of type A maps surjectively onto
the center of its cyclotomic quotient—the cyclotomic Hecke algebra H Λn (K) of type G(ℓ, 1, n) over K.
In this paper, we prove these two conjectures affirmatively. As a consequence, we show that the center
of H Λn (K) is stable under base change and it has dimension equal to the number of ℓ-partitions of n.
Finally, as a byproduct, we also verify a conjecture of Shan, Varagnolo and Vasserot on the grading
structure of the center of Rβ(K).
1. Introduction
Let Γ be a quiver without loops and I its vertex set. Let l := |I|. For any i, j ∈ I let dij be the
number of arrow i → j and set mij := dij + dji. This defines a symmetric generalized Cartan matrix
(aij)i,j∈I by putting aij := −mij for i 6= j and aii := 2 for any i ∈ I. Let u, v be two indeterminates
over Z. We define Qij := (−1)
dij (u− v)mij for any i 6= j ∈ I and Qii(u, v) := 0 for any i ∈ I.
Let (h,Π,Π∨) be a realization of the generalized Cartan matrix (aij)i,j∈I . Let P be the associated
weight lattice which is a finite rank free abelian group and contains Π = {αi|i ∈ I}, let P
∨ be the
associated co-weight lattice which is a finite rank free abelian group too and contains Π∨ = {α∨i |i ∈ I}.
Let Q+ := NΠ ⊂ P be the semigroup generated by Π and P+ ⊂ P be the set of integral dominant
weights (i.e., the set of weights Λ ∈ P such that 〈Λ, α∨i 〉 ≥ 0 for any i ∈ I). Let {Λi | i ∈ I} be the set
of fundamental weights. For any λ, µ ∈ P , we define λ ≥ µ whenever λ− µ ∈ Q+. For any n ∈ N and
any β =
∑
i∈I kiαi ∈ Q
+ such that |{i ∈ I|ki 6= 0}| <∞, we define
ht(β) :=
∑
i∈I
ki ∈ N, Q
+
n := {β ∈ Q
+| ht(β) = n},
Iβ := {i := (i1, · · · , in) ∈ I
n|
n∑
j=1
αij = β}.
We call ht(β) the height of β.
Let Sn be the symmetric group on n numbers {1, 2, · · · , n}. For each 1 ≤ r < n, set sr := (r, r + 1).
Then Sn acts on I
n from the left hand-side by permutating the places.
1.1. Definition. ([15], [22]) Let K be a field. Let n ∈ N and β ∈ Q+n . Define Rβ = Rβ(Γ) to be the
unital associative K-algebra with generators
{ψ1, . . . , ψn−1} ∪ {y1, . . . , yn} ∪ {e(i) | i ∈ I
β}
and relations
e(i)e(j) = δije(i),
∑
i∈Iβ
e(i) = 1,
yre(i) = e(i)yr, ψre(i) = e(sri)ψr, yrys = ysyr,
ψryr+1e(i) = (yrψr + δirir+1)e(i), yr+1ψre(i) = (ψryr + δirir+1)e(i),
ψrys = ysψr, if s 6= r, r + 1,
ψrψs = ψsψr, if |r − s| > 1,
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ψ2re(i) = Qirir+1(yr, yr+1)e(i),
ψr+1ψrψr+1e(i)− ψrψr+1ψre(i) = δirir+2
Qirir+1(yr, yr+1)−Qirir+1(yr+2, yr+1)
yr − yr+2
e(i),
for i, j ∈ Iβ and all admissible r and s.
For any Λ ∈ P+, let RΛβ = R
Λ
β (Γ) be the quotient of Rβ by the two-sided ideal generated by
(1.2) y
〈Λ,α∨i1〉
1 e(i), i ∈ I
β .
The algebra Rβ is called the quiver Hecke algebra associated to Γ, β, while the algebra R
Λ
β is called
the cyclotomic quiver Hecke algebra associated to Γ, β and Λ.
We define
Rn = Rn(Γ) :=
⊕
β∈Q+n
Rβ(Γ), R
Λ
n = R
Λ
n (Γ) :=
⊕
β∈Q+n
R
Λ
β (Γ).
By some abuse of notations, we shall use the same letters to denote both the elements of Rn and
of RΛn . Note that e(β) :=
∑
i∈Iβ e(i) is the identity element of the algebra Rβ. The same convention
applies to RΛβ too.
Inside the quiver Hecke algebra Rβ, e(i) 6= 0 for each i ∈ I
β ; and e(i) = e(j) if and only if i = j. As
a result, we have a natural left action of Sn on the set {e(i) ∈ Rβ |i ∈ I
β} via w · e(i) := e(wi). On
the other hand, we also have a natural left action of Sn on the subalgebra K[y1, · · · , yn] generated by
y1, · · · , yn defined by
w(
∑
i
λiy
c1i
1 · · · y
cni
n ) :=
∑
i
λiy
c1i
w(1) · · · y
cni
w(n), where w ∈ Sn, λi ∈ K, c1i, · · · , cni ∈ N.
Therefore, we get a natural action of Sn on the subalgebra of Rβ generated by {y1, · · · , yn, e(i)|i ∈ I
β}.
We set
(1.3) K[y1, · · · , yn, e(i)|i ∈ I
β ]Sn :=
{
f ∈ K[y1, · · · , yn, e(i)|i ∈ I
β ]
∣∣ σ(f) = f, ∀σ ∈ Sn}.
However, in contrast to the quiver Hecke algebra Rβ case, inside the cyclotomic quiver Hecke algebra
RΛβ , it is possible that e(i) = 0 for some i ∈ I
β. Therefore, it is not clear at all whether one can define
a natural permutation action of Sn on the set {e(i) ∈ R
Λ
β |i ∈ I
β} via w · e(i) := e(wi) or not, because
it could happen that e(i) = e(j) = 0 while e(wi) 6= e(wj).
1.4. Definition. An element f ∈ K[y1, · · · , yn, e(i)|i ∈ I
β ] ⊂ Rβ is said to be symmetric if f ∈
K[y1, · · · , yn, e(i)|i ∈ I
β ]Sn . An element f ∈ K[y1, · · · , yn, e(i)|i ∈ I
β ] ⊂ RΛβ is said to be symmetric if
f is the image of a symmetric element in Rβ under the natural surjection πΛ : Rβ ։ R
Λ
β .
1.5. Lemma. ([15, Theorem 2.9]) Let β ∈ Q+n . The center of Rβ is the set of symmetric elements in
K[y1, · · · , yn, e(i)|i ∈ I
β] ⊂ Rβ.
Applying the natural surjective homomorphism πΛ : Rβ ։ R
Λ
β , we see that any symmetric elements
in K[y1, · · · , yn, e(i)|i ∈ I
β ] ⊂ RΛβ live inside the center of R
Λ
β . The following conjecture has been a
folklore for some time (cf. [23], [25], [11]).
1.6. Conjecture. ([11, 5.9]) Let β ∈ Q+n . Then πΛ maps the center Z(Rβ) of Rβ surjectively onto
the center Z(RΛβ ) of R
Λ
β . In other words, the center of R
Λ
β is the set of symmetric elements in
K[y1, · · · , yn, e(i)|i ∈ I
β] ⊂ RΛβ .
In the special case when Γ is the cyclic quiver or linear quiver, Conjecture 1.6 is closely related to
a classical conjecture on the centers of the cyclotomic Hecke algebras of type A. To recall it, we need
some notations.
Let ξ ∈ K×. If k ∈ Z then the ξ-quantum integer is
(1.7) [k] = [k]ξ =
{
ξ + ξ3 + · · ·+ ξ2k−1, if k ≥ 0,
−ξ−1 − ξ−3 − · · · − ξ2k+1, if k < 0.
So, [k]ξ = −[−k]ξ−1 and if ξ
2 6= 1 then [k] = (ξ2k − 1)/(ξ − ξ−1). The quantum characteristic of ξ
is the smallest positive integer e such that [e]ξ = 0, where we set e = 0 if [k] 6= 0 for all k ∈ N. Notice
that ξ and ξ−1 have the same quantum characteristic and if ξ = 1 then the quantum characteristic of ξ
is the characteristic of K.
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Henceforth, let e 6= 1 be the quantum characteristic of ξ ∈ K×. Let Γe be the quiver with vertex
set I := Z/eZ and edges i −→ i + 1, for all i ∈ I. Fix an integer ℓ > 0 and a multicharge κ =
(κ1, . . . , κℓ) ∈ Z
ℓ, and define Λ = Λ(κ) = Λκ¯1 + · · ·+ Λκ¯ℓ ∈ P
+, where κ¯ = κ (mod e). Equivalently, Λ
is the unique element of P+ such that
(1.8) 〈Λ, α∨i 〉 = #{1 ≤ a ≤ ℓ |κa ≡ i (mod e)}, for all i ∈ I.
1.9. Definition (Cyclotomic Hecke algebras of type A [1, 2, 7, 13]). Let e ∈ N, κ ∈ Zℓ and ξ ∈ K× be
given as in the above paragraph. The cyclotomic Hecke algebra of type A with Hecke parameter
ξ and multicharge κ is the unital associative K-algebra H Λn = H
κ
n (ξ) with generators T1, . . . , Tn−1,
L1, . . . , Ln and relations∏ℓ
l=1(L1 − [κl]) = 0, (Tr − ξ)(Tr + ξ
−1) = 0,
LrLt = LtLr, TrTs = TsTr if |r − s| > 1,
TsTs+1Ts = Ts+1TsTs+1, TrLt = LtTr, if t 6= r, r + 1,
Lr+1 = TrLrTr + Tr,
where 1 ≤ r < n, 1 ≤ s < n− 1 and 1 ≤ t ≤ n.
We call ℓ the level of the cyclotomic Hecke algebra H Λn . If ξ
2 = 1, the algebra H Λn is the degen-
erate cyclotomic Hecke algebra of type A studied in [2]; while if ξ2 6= 1 then the algebra H Λn is the
non-degenerate cyclotomic Hecke algebra of type A (i.e., Ariki–Koike algebras) studied in [1] and [7]
(excluding the case ξ = 1). The elements L1, · · · , Ln are called the Jucys–Murphy operators of H
Λ
n .
If ξ2 6= 1, then we set
L′r := (ξ − ξ
−1)Lr + 1, r = 1, 2, · · · , n.
By abuse of notions, we also call L′1, · · · , L
′
n the Jucys–Murphy operators of H
Λ
n . In this case, we have
that
L′r+1 = TrL
′
rTr, L
′
1T1L
′
1T1 = T1L
′
1T1L
′
1, r = 1, 2, · · · , n− 1.
In fact, the non-degenerate cyclotomic Hecke algebra H Λn is isomorphic to the unital associative K-
algebra defined by generators T1, . . . , Tn−1, L
′
1 and relations∏ℓ
l=1(L
′
1 − ξ
2κl) = 0, (Tr − ξ)(Tr + ξ
−1) = 0,
L′1T1L
′
1T1 = T1L
′
1T1L
′
1, TrTs = TsTr if |r − s| > 1,
TsTs+1Ts = Ts+1TsTs+1, TrL
′
1 = L
′
1Tr, if r > 1,
where 1 ≤ r < n and 1 ≤ s < n− 1.
We recall the following two versions of the affine Hecke algebras of type A.
1.10. Definition (Non-degenerate Affine Hecke algebras of type A). Suppose that ξ2 6= 1. The non-
degenerate affine Hecke algebra of type A with Hecke parameter ξ is the unital associativeK-algebra
H
aff
n with generators T1, . . . , Tn−1, X
±1
1 , . . . , X
±1
n and relations
(Tr − ξ)(Tr + ξ
−1) = 0, TsTs+1Ts = Ts+1TsTs+1,
X±1r X
±1
t = X
±1
t X
±1
r , TrTs = TsTr if |r − s| > 1,
Xr+1 = TrXrTr, TrXt = XtTr, if t 6= r, r + 1,
where 1 ≤ r < n, 1 ≤ s < n− 1 and 1 ≤ t ≤ n.
1.11.Definition (Degenerate Affine Hecke algebras of type A). The degenerate affine Hecke algebra
of type A is the unital associative K-algebra Haffn with generators s1, . . . , sn−1, x1, . . . , xn and relations
s2r = 1, sasa+1sa = sa+1sasa+1,
xrxt = xtxr , srsa = sasr if |r − a| > 1,
xr+1 = srxrsr + sr, srxt = xtsr, if t 6= r, r + 1,
where 1 ≤ r < n, 1 ≤ a < n− 1 and 1 ≤ t ≤ n.
1.12. Lemma. If ξ2 6= 1, then the map which sends Tr to Tr and Xa to L
′
a, for 1 ≤ r < n and 1 ≤ a ≤ n,
can be extended uniquely to a surjective K-algebra homomorphism:
πΛaff : H
aff
n ։H
Λ
n .
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If ξ2 = 1, then the map which sends sr to Tr and xa to La, for 1 ≤ r < n and 1 ≤ a ≤ n, can be
extended uniquely to a surjective K-algebra homomorphism:
πΛaff : H
aff
n ։H
Λ
n .
The following result is due to Bernstein.
1.13. Lemma. (cf. [10, Proposition 4.1], [16, Theorem 3.3.1]) If ξ2 6= 1 then the center of H affn is the
set of symmetric Laurent polynomials in X1, . . . , Xn. If ξ
2 = 1, then the center of Haffn is the set of
symmetric polynomials in x1, . . . , xn.
Using the natural surjective homomorphisms π, π′, we see that any symmetric polynomials in the
Jucys-Murphy operators L1, · · · , Ln of H
Λ
n live inside the center of H
Λ
n .
1.14. Definition. An element f ∈ K[L1, · · · , Ln] ⊂ H
Λ
n is said to be a symmetric polynomial in
L1, · · · , Ln if f is the image of a symmetric polynomial in K[X1, · · · , Xn] (resp., in K[x1, · · · , xn])
under the natural surjection H affn ։H
Λ
n (resp., H
aff
n ։H
Λ
n ).
1.15. Conjecture. The maps πΛaff maps the center of H
aff
n and H
aff
n surjectively onto the center of H
Λ
n .
Moreover, the center of H Λn is the set of symmetric polynomials in L1, · · · , Ln.
1.16. Remark. Note that if ξ2 6= 1, the set of symmetric polynomials in L1, · · · , Ln coincides with the
set of symmetric polynomials in L′1, · · · , L
′
n.
Some special cases of Conjecture 1.15 and Conjecture 1.6 were known to be true.
(1) If ξ2 = 1, then Conjecture 1.15 was proved by Murphy [21] in level one case and by Brundan
[4] in general case;
(2) If ξ2 6= 1 and ℓ = 1, then Conjecture 1.15 was proved by Dipper and James [6] in the semisimple
case, and by Francis and Graham [8] in general case.
(3) If ξ2 6= 1, ℓ > 1 and e = 0, then Conjecture 1.15 was proved by Mcgerty [20].
(4) If e = 0 or e = charK = p > 0 then Conjecture 1.6 for the quiver Γe was proved by the first
author and Fang Li in [11, 5.11].
(5) Using some results of [23], Webster has proved in [25] that Conjecture 1.6 holds for any symmetric
Cartan matrix of finite type.
The main results of this paper prove the above two conjectures:
1.17. Theorem. Let K be any field and β ∈ Q+n such that e(β) 6= 0 in R
Λ
n (K). Then Conjecture 1.6
holds for any symmetric generalized Cartan matrix. That says, the center of the cyclotomic quiver Hecke
algebra RΛβ (K) is the set of symmetric elements in K[y1, · · · , yn, e(i)|i ∈ I
β ] ⊂ RΛβ .
1.18. Theorem. For any field K, the Conjecture 1.15 holds. Moreover, the center of the cyclotomic
Hecke algebra H Λn (K) is the set of symmetric polynomials in L1, · · · , Ln.
The content of the paper is organized as follows. In section 2, we introduce a notion of ∗-symmetric
algebra and give the key result—Proposition 2.7, which states that the epimorphism between two ∗-
symmetric algebras maps the center of the first one surjectively onto the center of the second one. Then
we show in Proposition 2.10 that for the cyclotomic quiver Hecke algebra RΛβ associated to a symmetric
generalized Cartan matrix, the homogeneous symmetrizing form introduced in [23, Proposition 3.10] is
⋆-symmetric, where ⋆ is the natural homogeneous anti-involution of RΛβ of degree 0. In Section 3 we
give a proof of the first main result of this paper—Theorem 1.17. The proof makes use of Proposition
2.10 and the grading structure of the algebra RΛβ . As a byproduct, we verify a conjecture of Shan,
Varagnolo and Vasserot on the grading structure of the center in Corollary 3.9. Finally, using Theorem
1.17 together with the main result obtained in [11], we give a proof of the second main result of this
paper—Theorem 1.18 in Section 4. As a consequence, we show that the center of H Λn (K) is stable
under base change and it has dimension equal to the number of ℓ-partitions of n (which is independent
of the ground field K).
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2. The ∗-symmetric algebras
In this section we shall first recall the known results about the characterization of the center Z(RΛβ )
of the quiver Hecke algebra RΛβ . Then we shall introduce the notion of ∗-symmetric algebra. The main
result of this section is Proposition 2.7, which will play a key role in the proof of the main results of
this paper in next section. At the end of this section, we shall prove in Proposition 2.10 that the quiver
Hecke algebra RΛβ is ∗-symmetric.
For each w ∈ Sn, we fix a reduced expression w = sj1sj2 · · · sjk of w and we define ψw := ψj1 · · ·ψjk .
2.1. Lemma. (cf. [15, 2.5,2.9], [22, 3.7]) The elements in the following set{
ψwy
a1
1 · · · y
an
n e(i)
∣∣ i ∈ Iβ , w ∈ Sn, a1, · · · , an ∈ N}
form a K-basis of Rβ.
A partition of a non-negative integer m is a weakly decreasing sequence λ = (λ1 ≥ λ2 ≥ . . . ) of
non-negative integers such that |λ| =
∑
i λi = m. The diagram of λ is the set
[λ] = {(r, c) | r ≥ 1, 1 ≤ c ≤ λr}.
A row standard (resp., column standard) λ-tableau is a map t : [λ] → {1, 2, . . . , n} such that
the entries in each row of t increase from left to right (resp., from top to bottom). A λ-tableau t is
called standard if it is both row standard and column standard. For any partition λ of n, let tλ be the
standard λ-tableau such the integers {1, 2, · · · , n} are entered in order from left to right along the rows
of λ.
Suppose that β =
∑
i∈I kiαi ∈ Q
+
n . Then n =
∑
i∈I ki and |{i ∈ I|ki 6= 0}| < ∞. We identify the
finite set {i ∈ I|ki 6= 0} with {1, 2, · · · ,m} and set λ(β) := (k1, k2, · · · , km), which is a composition of
n. We define
(2.2) S(β) := Sλ(β) = S{1,2,··· ,km} ×S{k1+1,k1+2,··· ,k1+k2} × · · ·S{n−km+1,n−km+2,··· ,n},
which is a Young subgroup of Sn. We use w0 to denote the unique longest element in Sn and D(β)
to denote the set of minimal length right coset representatives of S(β) in Sn. Then D(β) = {d ∈
Sn|t
λ(β)d is row standard}. Let dβ,0 be the unique element in w0Sλ(β) ∩ D(β). Then by [6, Lemma
1.4(iii)],
D(β) = {w ∈ Sn|dβ,0 = ww
′ for some w′ ∈ Sn such that ℓ(dβ,0) = ℓ(w) + ℓ(w
′)}.
2.3.Definition. Let Σ ⊂ Sn be a subset ofSn which contains the identity element 1. For any monomial
yc11 · · · y
cn
n e(i) ∈ Rβ, we define
(2.4) πΣ(y
c1
1 · · · y
cn
n e(i)) := y
c1
1 · · · y
cn
n e(i) +
∑
w∈Σ\{1}
yc1
w(1) · · · y
cn
w(n)e(wi).
2.5. Lemma. (cf. [15, 2.10], [22, 2.14]) Let β =
∑l
i=1 kiαi ∈ Q
+
n and m,λ(β) be defined as in the
paragraph above Definition 2.3. The center Z(Rβ) of the quiver Hecke algebra Rβ is as follows:
Z(Rβ) = K[y1, · · · , yn, e(i)|i ∈ I
β ]Sn
= πD(β)
((
K[y1, · · · yk1 ]
Sk1K[yk1+1, · · · yk1+k2 ]
S{k1+1,··· ,k1+k2} · · ·
)
e(1k12k2 · · ·mkm)
)
,
where
(1k12k2 · · ·mkm) := (1, · · · , 1︸ ︷︷ ︸
k1 copies
, 2, · · · , 2︸ ︷︷ ︸
k2 copies
, · · · ,m, · · · ,m︸ ︷︷ ︸
km copies
) ∈ Iβ .
In particular,
Z(Rβ) ∼= K[y1, · · · yk1 ]
Sk1 ⊗K K[yk1+1, · · · yk1+k2 ]
S{k1+1,··· ,k1+k2} ⊗ · · · ,
and Z(Rβ) is a Noetherian integral domain.
2.6. Definition. Let A be a finite dimensional symmetric K-algebra with a symmetrizing form τ . We
say that τ is ∗-symmetric or A a ∗-symmetric algebra if A is equipped with a K-linear anti-involution
∗ which satisfies that τ(x∗) = τ(x) for any x ∈ A.
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2.7. Proposition. Let A,B be two finite dimensional ∗-symmetric algebras over K whose defining anti-
involutions are both denoted by ∗. Suppose that there is a surjective K-algebra homomorphism π : A։ B
which is compatible the anti-involution ∗ in the sense that π(x∗) = (π(x))∗ for any x ∈ A. Then π maps
the center Z(A) of A surjectively onto the center Z(B) of B.
Proof. Let τ1 and τ2 be the symmetrizing forms on the K-algebras A and B respectively. Let (−,−)1
and (−,−)2 be the associated non-degenerate symmetric bilinear forms on A and B respectively. By [9,
Lemma 7.1.7], the bilinear forms (−,−)1 and (−,−)2 induce two K-linear spaces isomorphisms:
θ1 : Z(A) ∼=
( A
[A,A]
)∗
, θ2 : Z(B) ∼=
( B
[B,B]
)∗
,
where [A,A] (resp., [B,B]) denotes the K-subspace of A (resp., of B) generated by all elements of the
form xy − yx for x, y ∈ A (resp., for x, y ∈ B).
The surjection π induces a natural surjection π : A/[A,A]։ B/[B,B]. Taking dual and composing
with the two isomorphisms θ1, θ2, we get a natural injection
ι : Z(B) ∼=
( B
[B,B]
)∗
→֒
( A
[A,A]
)∗
∼= Z(A).
We define z0 := ι(1B) = θ
−1
1 π
∗θ2 ∈ Z(A). We divide the remaining proof into four steps:
Step 1. We claim that z∗0 = z0 and z0Kerπ = 0.
In fact, for any x ∈ Kerπ and any y ∈ A, we have that
(z0x, y)1 = (z0, xy)1 = (1B, π(xy))2 = (1B, π(x)π(y))2 = (1B, 0)2 = 0,
which implies that z0x = 0 because (−,−)1 is non-degenerate. This proves that z0Kerπ = 0.
For any y ∈ A, as τ1, τ2 are ∗-symmetric and π is compatible with the anti-involution ∗, we have that
(z∗0 , y)1 = τ1(z
∗
0y) = τ1
(
(z∗0y)
∗
)
= τ1(y
∗z0) = τ1(z0y
∗) = (z0, y
∗)1 = (1B, π(y
∗))2
= τ2
(
π(y∗)
)
= τ2
(
π(y)∗
)
= τ2
(
π(y)
)
= (1B, π(y))2 = (z0, y)1,
which implies that z0 = z
∗
0 because (−,−)1 is non-degenerate. This proves that z0 = z
∗
0 .
Step 2. We claim that ι(Z(B)) = z0A ∩ Z(A) = z0π
−1
(
Z(B)
)
.
For any z0u ∈ Z(A) ∩ z0A and any y1, y2 ∈ B, we have that
0 = (z0u, y1y2 − y2y1)1 = (z0, u(y1y2 − y2y1))1 = (1B, π(u(y1y2 − y2y1)))2
= (1B, π(u)π(y1y2 − y2y1))2 = (π(u), π(y1)π(y2)− π(y2)π(y1))2,
which implies that π(u) ∈ Z(B) because π(A) = B and Z(B) ∼=
(
B/[B,B]
)∗
. This proves that
z0A∩Z(A) ⊆ z0π
−1
(
Z(B)
)
. Conversely, the same argument also show that z0π
−1
(
Z(B)
)
⊆ z0A∩Z(A).
It follows that z0A ∩ Z(A) = z0π
−1
(
Z(B)
)
.
Let z ∈ Z(B). Since π(A) = B, we can find u ∈ A such that π(u) = z. For any y ∈ A, we have that
(ι(z), y)1 = (z, π(y))2 = (1B, zπ(y))2 = (1B, π(u)π(y))2 = (1B, π(uy))2 = (z0, uy)1 = (z0u, y)1,
which implies that ι(z) = z0u because (−,−)1 is non-degenerate. This proves that ι(Z(B)) ⊆ z0A∩Z(A).
Conversely, assume that z0u ∈ z0A∩Z(A) = z0π
−1(Z(B)), where u ∈ π−1(Z(B)). Then π(u) ∈ Z(B).
For any y ∈ A, we have that
(ι(π(u)), y)1 = (π(u), π(y))2 = (1B, π(u)π(y))2 = (1B, π(uy))2 = (z0, uy)1 = (z0u, y)1,
which implies that z0u = ι(π(u)) ∈ ι(Z(B)) because (−,−)1 is non-degenerate. This proves that
Z(A) ∩ z0A ⊆ ι(Z(B)). Hence it follows that ι(Z(B)) = z0A ∩ Z(A) = z0π
−1
(
Z(B)
)
as required.
Step 3. We define π0 : z0A → B, z0x 7→ π(x) for any x ∈ A. We claim that π0 is a well-defined
isomorphism. Moreover, π0(z0[A,A]) = [B,B].
In fact, suppose that z0x = 0, where x ∈ A. Then for any y ∈ A, we have that
0 = (z0x, y)1 = (z0, xy)1 = (1B, π(xy))2 = (1B, π(x)π(y))2 = (π(x), π(y))2 ,
which implies that π(x) = 0 because (−,−)2 is non-degenerate and π(A) = B. It follows that x ∈ Kerπ
and hence π(x) = 0. This proves that π is well-defined. Using the fact that z0Kerπ = 0 and π(A) = B,
the same argument also shows that π0 is an isomorphism. This proves the first part of our claim. The
second part of our claim is a direct consequence of the definition of π0.
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Step 4. By the result proved in Step 2, we get that dim(z0A ∩ Z(A)) = dimZ(B). Note that it is
clear that z0Z(A) ⊆ z0A ∩ Z(A). We claim that z0Z(A) = z0A ∩ Z(A). To this end, it suffices to show
that dim z0Z(A) ≥ dimZ(B).
Since z0 = z
∗
0 (by Step 1), the canonical map ι0 : z0Z(A)
∗ → (z0Z(A)
)∗
, ι0(z0f)(z0z) := f(z0z),
∀ z ∈ Z(A), f ∈ Z(A)∗, is clearly a well-defined injective map. This implies that dim
(
z0Z(A)
)∗
≥
dim z0Z(A)
∗. Therefore, we get that
dim z0Z(A) = dim
(
z0Z(A)
)∗
≥ dim z0Z(A)
∗ = dim z0(
A
[A,A]
) = dim
z0A
z0[A,A]
= dim
B
[B,B]
= dimZ(B),
as required, where the second last equality used the results proved in Step 3. This proves that z0Z(A) =
z0A ∩ Z(A) = z0π
−1(Z(B)).
Finally, for any z1 ∈ Z(B), by the result we obtained in last paragraph, we can find u ∈ π
−1(z1),
z2 ∈ Z(A) such that z0z2 = z0u. Then for any y ∈ A, we have that
0 = (z0z2 − z0u, y)1 = (z0z2, y)1 − (z0u, y)1 = (z0, z2y1)− (z0, uy)1 = (1B, π(z2y))2 − (1B, π(uy))2
= (1B, π(z2)π(y))2 − (1B, π(u)π(y))2 = (π(z2), π(y))2 − (π(u), π(y))2 = (π(z2)− π(u), π(y))2
= (π(z2)− z1, π(y))2,
which implies that π(z2) = z1 as π(A) = B. This completes the proof of the proposition. 
Let (−|−) be the symmetric bilinear form on h∗ := Q ⊗Z P given by (αi|αj) := aij . Following [23,
§3.1.5], for any β ∈ Q+, we define
dΛ,β := 2(Λ|β)− (β|β).
2.8. Proposition. ([23, Proposition 3.10]) The K-algebra RΛβ is symmetric and admits a symmetrizing
form tΛ,β which is homogeneous of degree −dΛ,β.
2.9. Definition. Let ⋆ be the graded anti-involution of RΛβ which fixes each of its KLR generators
yr, ψs, e(i), ∀ 1 ≤ r ≤ n, 1 ≤ s < n and i ∈ I
α.
2.10. Proposition. The K-algebra RΛβ is ⋆-symmetric. In other words, tΛ,β(z) = tΛ,β(z
⋆).
The rest part of this section is devoted to the proof of Proposition 2.10. To this end, we need to
recall the definition of tΛ,β given in [23, Definition A.6].
Let A,B be two K-algebras such that there is a K-algebra homomorphism B → A. Then we can
regard A as both a left B-module and a right B-module. Following [23, §2.2.2], let AB := {x ∈ A|xy =
yx, ∀ y ∈ B}, and for any f ∈ AB, we define
(2.11) µf : A⊗B A→ A, a⊗ a
′ 7→ afa′.
Recall that Qij := (−1)
dij (u− v)mij for any i 6= j ∈ I and Qii(u, v) := 0 for any i ∈ I. For i, j ∈ I
β ,
we can write
Qij =
∑
p,q≥0
ci,j,p,qu
pvq
For any ν ∈ Iβ , we define
rν :=
∏
k<l
rνk,νl , where rij =
{
ci,j,−aij ,0, if j 6= i;
1, if j = i.
For any m ∈ N, α ∈ Q+m and i ∈ I, we set
e(α, i) :=
∑
(j1,···jm)∈Iα
e(j1, · · · , jm, i).
For each i ∈ I, we set λi := 〈Λ − β, α
∨
i 〉. If λi ≥ 0, then by [23, Theorem 3.7, (6),(7),(8)] and [14], for
any z ∈ e(β, i)RΛβ+αie(β, i) there are unique elements π(z) ∈ R
Λ
β e(β − αi, i)⊗RΛβ−αi
e(β − αi, i)R
Λ
β and
pk(z) ∈ R
Λ
β such that
z = µψn(π(z)) +
λi−1∑
k=0
pk(z)y
k
n+1.
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If λi ≤ 0, then for any z ∈ e(β, i)R
Λ
β+αi
e(β, i), there is a unique element
z˜ ∈ RΛβ e(β − αi, i)⊗RΛ
β−αi
e(β − αi, i)R
Λ
β ,
such that
µψn(z˜) = z, µykn(z˜) = 0, ∀ 0 ≤ k ≤ −λi − 1.
2.12. Definition. ([14], [23, Theorem 3.8]) For any i ∈ I, we define the morphism
εˆ′i,Λ−β : e(β, i)R
Λ
β+αie(β, i)→ R
Λ
β
as follows:
εˆ′i,Λ−β(z) :=
{
pλi−1(z), if λi > 0,
µ
y
−λi
n
(z˜), if λi ≤ 0.
Let ν = (ν1, · · · , νn) ∈ I
β . For each 1 ≤ k ≤ n, we define ν(k) := (ν1, · · · , νk). We consider the map
εˆν := εˆν,1 ◦ · · · ◦ εˆν,n : e(ν)R
Λ
β e(ν)→ K,
where each εˆν,k is a map
1
εˆν,k : e(ν
(k))RΛ∑k
j=1 ανj
e(ν(k))→ e(ν(k−1))RΛ∑k−1
j=1 ανj
e(ν(k−1)),
such that εˆν,k is the restriction of εˆ
′
νk,Λ−
∑k−1
j=1 ανj
to the subspace
e(ν(k))RΛ∑k
j=1 ανj
e(ν(k)) ⊆ e(
k−1∑
j=1
ανj , νk)R
Λ∑
k
j=1 ανj
e(
k−1∑
j=1
ανj , νk).
2.13. Definition. ([23, Definition A.6]) The map tΛ,β : R
Λ
β → K is the unique K-linear map which
satisfies that for all z ∈ RΛβ , ν, ν
′ ∈ Iβ,
tΛ,β(e(ν)ze(ν
′) :=
{
0, if ν 6= ν′,
rν εˆν
(
e(ν)ze(ν′)
)
, if ν = ν′.
2.14. Lemma. ([23, (64)]) For any z ∈ e(ν)RΛβ e(ν),
tΛ,β(z) = r(β − ανn , νn)tΛ,β−ανn
(
εˆν,n(z)
)
.
Proof of Proposition 2.10: If β = 0, then RΛβ = K and there is nothing to prove. In general, we use
induction on ht(β). Suppose that Proposition 2.10 holds for any β ∈ Q+k with k < n. We want to show
that it also holds for any β ∈ Q+n . Since tΛ,β(−) is a trace form, it follows that for any ν 6= ν
′ ∈ Iβ ,
z ∈ RΛβ ,
tΛ,β(e(ν)ze(ν
′)) = tΛ,β(e(ν
′)e(ν)z) = tΛ,β(0) = 0 = tΛ,β(e(ν
′)e(ν)z∗) = tΛ,β
(
(e(ν)ze(ν′))∗
)
.
Using induction hypothesis and Lemma 2.14, to prove Proposition 2.10 for β ∈ Q+n , it suffices to
show that for any ν ∈ Iβ , z ∈ e(ν)RΛβ e(ν),
(2.15) εˆν,n(z
⋆) =
(
εˆν,n(z)
)⋆
.
By definition, εˆν,n is a map
εˆν,n : e(ν)R
Λ
β e(ν)→ e(ν
(n−1))RΛβ−ανne(ν
(n−1)),
such that εˆν,n is the restriction of εˆ
′
νn,Λ−β+ανn
to the subspace
e(ν)RΛβ e(ν) ⊆ e(β − ανn , νn)R
Λ
β e(β − ανn , νn).
We extend ⋆ to a K-linear involution of RΛβ−ανne(β− 2ανn , νn)⊗RΛβ−2ανn
e(β− 2ανn , νn)R
Λ
β−ανn
via
(x⊗ y)⋆ := y⋆ ⊗ x⋆, ∀ x ∈ RΛβ−ανne(β − 2ανn , νn), y ∈ e(β − 2ανn , νn)R
Λ
β−ανn
.
1The map εˆν,k was denoted by εˆνk in [23, A.3]. However, we think that it is better to denote it by εˆν,k in order to
avoid confusion because it could happen that νi = νj for some i 6= j.
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By assumption, z ∈ e(ν)RΛβ e(ν) ⊂ e(β−ανn , νn)R
Λ
β−ανn+ανn
e(β−ανn , νn). If 〈Λ−β+ανn , α
∨
νn
〉 > 0,
then by the discussion in the two paragraphs above Definition 2.12, there are unique elements π(z) ∈
RΛβ−ανn
e(β − 2ανn , νn)⊗RΛ
β−2ανn
e(β − 2ανn , νn)R
Λ
β−ανn
and pk(z) ∈ R
Λ
β−ανn
such that
z = µψn−1(π(z)) +
λi−1∑
k=0
pk(z)y
k
n.
In this case, since y⋆n = yn and yn commutes with any elements in R
Λ
β−ανn
, it follows that pk(z
⋆) =
(pk(z))
⋆ for any k. Hence εˆν,n(z
⋆) =
(
εˆν,n(z)
)⋆
as required.
If 〈Λ − β + ανn , α
∨
νn
〉 ≤ 0, then by the discussion in the two paragraphs above Definition 2.12, there
is a unique element
z˜ ∈ RΛβ−ανne(β − 2ανn , νn)⊗RΛβ−2ανn
e(β − 2ανn , νn)R
Λ
β−ανn
,
such that
µψn−1(z˜) = z, µyk
n−1
(z˜) = 0, ∀ 0 ≤ k ≤ −〈Λ− β + ανn , α
∨
νn
〉 − 1.
In this case, since y⋆n−1 = yn−1, ψ
⋆
n−1 = ψn−1, it follows that (z˜)
⋆ = z˜⋆. We set b := −〈Λ−β+ανn , α
∨
νn
〉.
Then
µyb
n−1
(z˜⋆) = µyb
n−1
(
(z˜)⋆
)
=
(
µyb
n−1
(z˜)
)⋆
.
Therefore, we can deduce that εˆν,n(z
⋆) =
(
εˆν,n(z)
)⋆
as required. This completes the proof of (2.15),
and hence we complete the proof of Proposition 2.10.
3. Proof of Theorem 1.17
In this section, we shall give the proof of the first main result—Theorem 1.17. As a byproduct, we
also verify a conjecture of Shan, Varagnolo and Vasserot [23, Conjecture 3.30]. Throughout this section,
we fix an integer n ∈ N.
Let β ∈ Q+n and Λ, Λ˜ ∈ P
+ such that for any i ∈ Iβ,
〈Λ˜, α∨i1〉 ≥ 〈Λ, α
∨
i1
〉.
In particular, this implies that the canonical map ψr 7→ ψr, yk 7→ yk, e(i) 7→ e(i), where 1 ≤ r ≤ n, 1 ≤
k < n and i ∈ Iβ, extends to a well-defined surjective K-algebra homomorphism
πΛ˜,Λ : R
Λ˜
β (K)։ R
Λ
β (K).
Let Z(RΛ˜β (K)) and Z(R
Λ
n (K)) be the center of R
Λ˜
β (K) and R
Λ
β (K) respectively.
3.1. Lemma. With the notations as above, we have that
πΛ˜,Λ
(
Z(RΛ˜β (K))
)
= Z(RΛβ (K)).
Proof. It is clear that the canonical map πΛ˜,Λ satisfies that πΛ˜,Λ(x
∗) =
(
πΛ˜,Λ(x)
)∗
for any x ∈ RΛ˜β (K).
The lemma now follows from Proposition 2.7 and Proposition 2.10. 
Let N be a positive integer such that
(3.2) for any β ∈ Q+n and any i ∈ I
β, N > max{n, 〈Λ, α∨i1〉}.
We define
m := #
{
i ∈ I
∣∣ the coefficient of αi in β is nonzero} <∞.
We define Λ(N) to be the unique element of P+ such that
(3.3) 〈Λ(N), α∨i 〉 =
{
N, if the coefficient of αi in β is nonzero,
0, otherwise.,
for all i ∈ I.
Then Λ(N) is a dominant weight in P+ of level mN . By construction, there is a natural surjective
homomorphism from RΛ
(N)
β (K) ։ R
Λ
β (K) which sends each KLR generator of R
Λ(N)
β (K) to the cor-
responding KLR generator of RΛβ (K). It is easy to see that R
Λ(N)
β (K) is actually isomorphic to the
quotient of Rβ(K) by the two-sided ideal generated by y
N
1 e(β).
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Proof of the Theorem 1.17: Let β ∈ Q+n . Let π(Λ
(N)) (resp., π(Λ)) be the natural surjective
homomorphism from Rβ(K) onto R
Λ(N)
β (K) (resp., onto R
Λ
β (K)). Recall that (Lemma 2.5) the center
Z(Rβ) of Rβ(K) is the set of symmetric elements in K[y1e(β), · · · , yne(β), e(i)|i ∈ I
β ], and the degree
zero component of Z(Rβ) is Ke(β), where e(β) =
∑
i∈Iβ e(i). Note that e(β) is a symmetric element
in Rβ.
Let mn be the two-sided ideal of K[y1e(β), · · · , yne(β), e(i)|i ∈ I
β] generated by homogeneous ele-
ments of degree > 0. We set nn := m
Sn
n . The nn coincides with the set of symmetric elements in
K[y1e(β), · · · , yne(β), e(i)|i ∈ I
β] with degree > 0. We divide the remaining proof into two steps:
Step 1. Let Σ be the set of pairs (k,N), where k,N ∈ Z>0 such that N satisfies the assumption (3.2).
We define (k,N)  (k′, N ′) if and only if k ≤ k′ and N ≤ N ′. If (k,N)  (k′, N ′) and (k,N) 6= (k′, N ′),
then we write (k,N) ≺ (k′, N ′). Set
Pn := K[y1e(β), . . . , yne(β), e(i)|i ∈ I
β ], P̂Snn := lim←−
k∈Z>0
PSnn /n
k
nP
Sn
n .
We claim that
(3.4) Z( lim←−
k∈Z>0
Rβ(K)/n
k
nRβ(K))
∼= P̂Snn ,
and
(3.5) lim
←−
(k,N)∈Σ
R
Λ(N)
β (K)/π(Λ
(N))(nkn)R
Λ(N)
β (K)
∼= lim←−
k∈Z>0
Rβ(K)/n
k
nRβ(K).
We first prove (3.4). Note that
Rβ(K)/n
k
nRβ(K)
∼= Rβ(K)⊗Z(Rβ(K)) Z(Rβ(K))/n
k
nZ(Rβ(K)).
By Lemma 2.5, the center Z(Rβ(K)) = P
Sn
n of Rβ(K) is Noetherian. Applying [3, 10.13], we have a
canonical Z(Rβ(K))-module isomorphism:
lim←−
k∈Z>0
Rβ(K)/n
k
nRβ(K)
∼= Rβ(K)⊗PSnn P̂
Sn
n ,
which is a K-algebra isomorphism as well.
Note that the degree of any homogeneous element in nn is positive, while the degree of every ho-
mogeneous element in Rβ has a finite lower bound because by Lemma 2.1 Rβ is spanned by the
elements of the form ψwy
c1
1 · · · y
cn
n e(i), where w ∈ Sn, c1, · · · , cn ∈ N and i ∈ I
β . It follows easily that
∩k>0n
k
nRβ(K) = {0}. Therefore, we can deduce that
Z( lim
←−
k∈Z>0
Rβ(K)/n
k
nRβ(K))
∼= Z
(
Rβ(K)⊗PSnn P̂
Sn
n
)
∼= Z(Rβ(K))⊗PSnn P̂
Sn
n
∼= PSnn ⊗PSnn P̂
Sn
n
∼= P̂Snn ,
as required.
Now we prove (3.5). For any (k,N) ∈ Σ, π(Λ(N)) induces a surjective homomorphism
πk,N : Rβ(K)/n
k
nRβ(K)։ R
Λ(N)
β (K)/π(Λ
(N))(nkn)R
Λ(N)
β (K).
Let
em(t1, · · · , tn) :=
∑
1≤i1<i2<···<im≤n
ti1 · · · tim ∈ K[t1, · · · , tn]
Sn
be the m-th elementary symmetric polynomial in t1, · · · , tn. It is well-known that for each 1 ≤ k ≤ n,
(3.6) tnk =
n−1∑
i=0
(−1)n+i−1tiken−i(t1, · · · , tn).
It follows that
(3.7)
for any given k ∈ Z>0, there exists some N(k) ∈ Z>0, such that y
N(k)
1 e(β) lives inside the
two-sided ideal of K[y1e(β), · · · , yne(β), e(i)|i ∈ I
β ] generated by (nn)
k.
In particular, this implies that the canonical map defines a surjective homomorphism from RΛ
(N(k))
β (K)
onto Rβ(K)/n
k
nRβ(K) which induces a surjective homomorphism
π′k,N(k) : R
Λ(N(k))
β (K)/π(Λ
(N(k)))(nkn)R
Λ(N(k))
β (K)։ Rβ(K)/n
k
nRβ(K).
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Combining this with the surjection πk,N(k), we see that both πk,N(k) and π
′
k,N(k) are isomorphisms. As
a result, the isomorphism (3.5) follows at once.
Step 2. Let 0 6= z ∈ Z(RΛβ (K)) be a fixed homogeneous element. By the discussion in Step 1, for
any fixed k, as long as N > N(k), we always have that
R
Λ(N)
β (K)/π(Λ
(N))(nkn)R
Λ(N)
β (K)
∼= Rβ(K)/n
k
nRβ(K)
Applying Lemma 3.1, we can lift z to be a homogeneous element living inside
Z
(
lim←−
(k,N)∈Σ
R
Λ(N)
β (K)/π(Λ
(N))(nkn)R
Λ(N)
β (K)
)
∼= P̂Snn ,
where the last isomorphism follows from (3.4) and (3.5).
On the other hand, since z is a fixed homogeneous element with a prefixed degree, it follows that
(3.8) z ∈ π(Λ(N))(nkn)R
Λ(N)
β + π(Λ
(N))(PSnn ), ∀ k > 0, ∀N > N(k).
However, since the degree of every homogeneous element in RΛ
(N)
β has a finite lower bound which
is independent of N because RΛ
(N)
β is spanned by the elements of the form ψwy
c1
1 · · · y
cn
n e(i), where
w ∈ Sn, c1, · · · , cn ∈ N and i ∈ I
β . It follows that the equality (3.8) must force z ∈ π(Λ(N))(PSnn ) as
required when k is sufficiently large and N > N(k). This completes the proof of Theorem 1.17.
The following corollary verifies a conjecture of Shan, Varagnolo and Vasserot [23, Conjecture 3.33].
In the special case when K = C and the generalized Cartan matrix associated to Γ is symmetric of
finite type, the conjecture was known to be true in [23, Theorem 2] as one of their main results. In our
corollary here, we allow the symmetric generalized Cartan matrix to be infinite type and allow K to be
of arbitrary (possibly positive) characteristic.
3.9. Corollary. Suppose that e(β) 6= 0. Then the center Z(RΛβ (K)) is positively graded. In other words,
Z(RΛβ (K)) =
⊕
d≥0
Z(RΛβ (K))d.
Furthermore, the degree 0 component Z(RΛβ (K))0 of the center Z(R
Λ
β (K)) is equal to Ke(β) and e(β)
is a central primitive idempotent of RΛn (K).
Proof. The first part follow directly from Theorem 1.17. It remains to prove that e(β) is a central
primitive idempotent. In fact, if this is not the case, then there must exists two central idempotents
0 6= e1, 0 6= e2 such that eiej = δijei, ∀ i, j ∈ {1, 2} and e1 + e2 = e(β). On the other hand, using
Theorem 1.17 and comparing the degrees we get that e1, e2 ∈ Ke(β), a contradiction. 
4. Proof of Theorem 1.18
The purpose of this section is to use the main result (Theorem 1.17) obtained in last section to give
a proof of Theorem 1.18. Throughout this section, we assume that e 6= 1 is a non-negative integer and
Γ = Γe with vertex set I = Z/eZ. Let ξ ∈ K
× such that it has quantum characteristic e. Let β ∈ Q+n .
Recall that for each i ∈ Iβ , Brundan and Kleshchev have also introduced in [5, §3.1, §4.1] an
idempotent in Hna
Λ which (by some abuse of notations) is still denoted by e(i). We set e(β) :=∑
i∈Iβ e(i). Then by [19, Theorem 2.11], [4, Theorem 1] and [12, Lemma 4.1, §5.3], either e(β) = 0 or
e(β) is a block idempotent of H Λn .
4.1. Theorem (Brundan-Kleshchev [5, Theorem 1.1]). There is an isomorphism of K-algebras θΛ :
R
Λ
β (Γe)
∼= H Λβ that sends e(i) 7→ e(i), for all i ∈ I
β and
yre(i) 7→
{
(1 − ξ−2irL′r)e(i), if ξ
2 6= 1,
(Lr − ir)e(i), if ξ
2 = 1.
ψke(i) 7→ (Tk + Pk(i))Qk(i)
−1e(i),
where 1 ≤ r ≤ n, 1 ≤ k < n, i ∈ Iβ, Pk(i), Qk(i) ∈ K[yk, yk+1] are certain polynomials introduced in [5,
(3.22),(3.27–3.29),(4.27),(4.33–4.35)].
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Let i ∈ Iβ and r be an integer with 1 ≤ r < n. Recall the definition of Pr(i) given in [5, (4.27)]: if
ir = ir+1 then Pr(i) = 1; if ir 6= ir+1 and in the non-degenerate setting (i.e., ξ
2 6= 1), then
Pr(i) :=
1− ξ2
1− ξ2ir−2ir+1
{
1 +
yr − yr+1
1− ξ2ir+1−2ir
+
∑
k≥1
yr − yr+1
1− ξ2ir+1−2ir
(ξ2ir+1yr+1 − ξ2iryr
ξ2ir+1 − ξ2ir
)k}
;
while if ir 6= ir+1 and in the degenerate setting (i.e., ξ
2 = 1), then
Pr(i) :=
1
ir − ir+1
{
1 +
∑
k≥1
(yr − yr+1
ir+1 − ir
)k}
.
The Brundan–Kleshchev’s isomorphism in Theorem 4.1 between H Λβ and R
Λ
β (Γe) depends on the
choice of certain polynomials Qr(i) for 1 ≤ r < n. see [5, (4.33-4.35)]. Instead of following Brundan–
Kleshchev’s choice given in [5, (4.36)], we make a different choice for our purpose. If ξ2 6= 1 (i.e., in the
non-degenerate setting), following Stroppel–Webster [24, (27)], we set
(4.2) Qr(i) :=

1− ξ2 + ξ2yr+1 − yr, if ir+1 = ir;
1
1−ξ−2
(
1 +
∑
k≥1(
yr+1−ξ
2yr
1−ξ2 )
k
)
, if ir = ir+1 + 1;
Pr(i)− 1, if ir 6= ir+1, ir+1 + 1.
.
If ξ2 = 1 (i.e., in the non-degenerate setting), we set
(4.3) Qr(i) :=

1 + yr+1 − yr, if ir+1 = ir;
1 +
∑
k≥1(yr+1 − yr)
k, if ir = ir+1 + 1;
Pr(i)− 1, if ir 6= ir+1, ir+1 + 1.
.
Note that in (4.2), Qr(i) =
Pr(i)−1
yr−yr+1
whenever ir = ir+1 + 1. Since y1, · · · , yn are nilpotent elements
in H Λβ (cf. [5, Lemma 2.1]), the sums in the formula for Pr(i) and (4.2) are always a finite sum. One
can verify that the definitions in (4.2) satisfy the requirement in [5, (4.33-4.35)]. Thus they can be used
to define Brundan–Kleshchev’s isomorphism in Theorem 4.1.
Henceforth, we shall use this particular choice of Brundan–Kleshchev’s isomorphism to
identify H Λn and R
Λ
n (Γe) in the non-degenerate setting.
Let Hn ∈ {H
aff
n , H
aff
n }. For any Λ,Λ
′ ∈ P+, we define Λ > Λ′ if Λ−Λ′ ∈ P+. Then (P+, >) becomes
a directed poset. If Λ > Λ′ in P+, then there is a canonical surjective homomorphism
πΛ,Λ′ : H
Λ
n ։H
Λ′
n
such that πΛ′ = πΛ,Λ′ ◦ πΛ, where
πΛ : Hn → H
Λ
n
is the canonical surjection. Let
πˇ : Hn → lim←−
Λ
H
Λ
n
be the induced homomorphism. We define Hˇn to be the image of πˇ in lim←−
Λ
H Λn and set
(4.4) Tˆk := πˇ(Tk), Xˆr := πˇ(Xr), sˆk := πˇ(sk), xˆr := πˇ(xr), ∀ 1 ≤ k < n, 1 ≤ r ≤ n.
For any z ∈ lim←−
Λ
H Λn ,
z = 0 in lim
←−
Λ
H
Λ
n if and only if πΛ(z) = 0 in H
Λ
n for any Λ ∈ P
+.(4.5)
For any Λ ∈ P+, let pr : lim←−
Λ
H
Λ
n → H
Λ
n be the canonical map. For any i ∈ I
n, it is clear that if
Λ ≥ Λi1 + · · ·+ Λin then i = i
t for some t ∈ Std(λ) and λ = (λ(1), · · · , λ(ℓ)) ⊢ n, where ℓ is the level of
Λ. In particular, e(i) 6= 0 in H Λn .
4.6. Lemma. ([11, Lemma 3.4]) Let i ∈ In. Then there exists an idempotent 0 6= eˆ(i) ∈ lim
←−
Λ
H Λn such
that prΛ(eˆ(i)) = e(i) for any Λ ∈ P
+. Furthermore, for any z ∈ Hˇn, if eˆ(i)z = 0 or zeˆ(i) = 0 in
lim←−
Λ
H Λn , then z = 0 in Hˇn.
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4.7. Definition. ([11, Definition 3.26]) Suppose that ξ2 6= 1. Let β ∈ Q+n . We define the modified
non-degenerate affine Hecke algebra Ĥβ of type A to be the K-subalgebra of lim←−
Λ
H Λn generated
by the following elements:
(4.8) Tˆkeˆ(i), Xˆ
±1
r eˆ(i), eˆ(i), (Xˆa − Xˆb)
−1eˆ(i), i ∈ Iβ , 1 ≤ k < n, 1 ≤ r ≤ n, 1 ≤ a < b ≤ nwith ia 6= ib.
Following [11, 3.65, 3.71], let H˜β be the generalized Ore localization of Ĥβ with respect to the
{Σn(i)|i ∈ I
β}, where for each i ∈ Iβ , Σn(i) is the multiplicative closed subset generated by the
elements in
(4.9)
{
eˆ(i)
}⋃{
(Xˆr − ξ
2bXˆs)eˆ(i)
∣∣ 1 ≤ r 6= s ≤ n, b ∈ I, ir 6= b+ is},
Let R˜β be the generalized Ore localization of Rβ with respect to {Σ̂n(i)|i ∈ I
β}, where for each i ∈ Iβ ,
Σ̂n(i) is the multiplicative closed subset generated by the elements in
(4.10)
{
e(i)
}⋃{
((1− yr)− ξ
2b(1− ys))e(i), (1− ys)e(i)
∣∣ 1 ≤ r 6= s ≤ n, 0 6= b ∈ I}.
By abuse of notations, we use the same letter e(i) to denote both the previously defined idempotents
in H Λn and in R
Λ
n . By Brundan–Kleshchev’s isomorphism, e(i) 6= 0 in H
Λ
n if and only if e(i) 6= 0 in
RΛn . Therefore, there is no risk of confusion if we define e(β) :=
∑
i∈Iβ e(i) ∈ H
Λ
n
∼= RΛn . Set
Jn :=
{
β ∈ Q+n
∣∣ e(β) 6= 0 in H Λn },
and we define
Ĥn := ⊕β∈JnĤβ , H˜n := ⊕β∈JnH˜β , R˜n := ⊕β∈JnR˜β .
It is well-known that Jn is a finite set, i.e., the number of blocks of R
Λ
n (or equivalently, of H
Λ
n ) is finite.
4.11. Theorem. (cf. [11, Theorem 4.1]) If ξ2 6= 1, then there is a K-algebra isomorphism θ : R˜n ∼= H˜n,
such that e(i) 7→ eˆ(i), yse(i) 7→ eˆ(i)(1− ξ
−2isXˆs)eˆ(i) and
ψre(i) 7→

ξ2ir (ξTˆr + 1)(Xˆr − ξ
2Xˆr+1)
−1eˆ(i), if ir = ir+1;
ξ−2ir
(
Tˆr(Xˆr − Xˆr+1) + (ξ
2 − 1)Xˆr+1
)
eˆ(i), if ir = ir+1 + 1;(
Tˆr(Xˆr+1 − Xˆr) + (1− ξ
2)Xˆr+1
)
×(Xˆr − ξ
2Xˆr+1)
−1eˆ(i),
otherwise.
,
for any i ∈ Iβ, β ∈ Jn, 1 ≤ s ≤ n and 1 ≤ r < n.
The inverse map η is given by:
η(eˆ(i)) = e(i), η(Xˆseˆ(i)) = ξ
2is(1− ys)e(i), η(Xˆ
−1
s eˆ(i)) = ξ
−2is(1− ys)
−1e(i),
and η(Tˆr eˆ(i)) is equal to ψr(1 − ξ
2 + ξ2yr+1 − yr)e(i)− e(i) if ir = ir+1; or(
ξ2ψre(i)− (ξ
2 − 1)(1− yr+1)e(i)
)(
ξ2(1 − yr)− (1− yr+1)
)−1
e(i),
if ir = ir+1 + 1; or otherwise
ψr(ξ
2ir − ξ2ir+1+2 − ξ2iryr + ξ
2ir+1+2yr+1)(ξ
2ir+1 − ξ2ir + ξ2iryr − ξ
2ir+1yr+1)
−1e(i)
− (1 − ξ2)ξ2ir+1 (1− yr+1)(ξ
2ir+1 − ξ2ir + ξ2iryr − ξ
2ir+1yr+1)
−1e(i).
Furthermore, we have the following commutative diagram:
R˜β H˜β
R
Λ
β H
Λ
β
π1(Λ)p1(Λ)
∼
θΛ
∼
θ
.
4.12. Definition. (see [11, Definition 3.26]) Suppose that ξ2 = 1. Let β ∈ Q+n . We define the modified
degenerate affine Hecke algebra Ĥβ of type A to be the K-subalgebra of lim←−
Λ
H Λn generated by the
following elements:
(4.13) sˆkeˆ(i), xˆ
±1
r eˆ(i), eˆ(i), (xˆa − xˆb)
−1eˆ(i), i ∈ Iβ, 1 ≤ k < n, 1 ≤ r ≤ n, 1 ≤ a < b ≤ nwith ia 6= ib.
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Following [11, 3.39, 3.45], let H˜β be the generalized Ore localization of Ĥβ with respect to {Σ
′
n(i)|i ∈
Iβ}, where for each i ∈ Iβ , Σ′n(i) is the multiplicative closed subset generated by the elements in
(4.14)
{
eˆ(i)
}⋃{
(xˆr − xˆs − b)eˆ(i)
∣∣ 1 ≤ r 6= s ≤ n, b ∈ I, ir 6= b + is},
Let R˜′β be the generalized Ore localization of Rβ with respect to {Σ̂
′
n(i)|i ∈ I
β}, where for each i ∈ Iβ ,
Σ̂′n(i) is the multiplicative closed subset generated by the elements in
(4.15)
{
e(i)
}⋃{
(b + yr − ys
)
e(i)
∣∣ 1 ≤ r 6= s ≤ n, 0 6= b ∈ I}.
In the degenerate case, we can similarly define
e(β) :=
∑
i∈Iβ
e(i) ∈ H Λn
∼= RΛn , Jn :=
{
β ∈ Q+n
∣∣ e(β) 6= 0 in H Λn },
Ĥn := ⊕β∈JnĤβ , H˜n := ⊕β∈JnH˜β , R˜
′
n := ⊕β∈JnR˜
′
β .
4.16. Theorem. (cf. [11, Theorem 4.2]) If ξ2 = 1, then there is a K-algebra isomorphism θ′ : R˜′β
∼= H˜β,
such that e(i) 7→ eˆ(i), yse(i) 7→ eˆ(i)(xˆs − is)eˆ(i) and
ψre(i) 7→

(sˆr + 1)(1 + xˆr+1 − xˆr)
−1eˆ(i), if ir = ir+1;(
sˆr(xˆr − xˆr+1) + 1
)
eˆ(i), if ir = ir+1 + 1;(
sˆr(xˆr − xˆr+1) + 1
)
×(1 + xˆr+1 − xˆr)
−1eˆ(i),
otherwise.
,
for any i ∈ Iβ, 1 ≤ s ≤ n and 1 ≤ r < n.
The inverse map η is given by:
η(eˆ(i)) = e(i), η(xˆseˆ(i)) = (ys + is)e(i),
and η(sre(i)) is equal to ψr(1 + yr+1 − yr)e(i)− e(i) if ir = ir+1; or(
ψre(i)− e(i)
)(
1− yr+1 + yr)
)−1
e(i),
if ir = ir+1 + 1; or otherwise
ψr
(
1− ir + ir+1 + yr+1 − yr
)(
ir − ir+1 − yr+1 + yr
)−1
e(i)
− (ir − ir+1 − yr+1 + yr)
−1e(i).
Furthermore, we have the following commutative diagram:
R˜′β H˜β
R
Λ
β H
Λ
β
π2(Λ)p2(Λ)
∼
θΛ
∼
θ
.
For any 1 ≤ k ≤ n, i ∈ Iβ and w ∈ Sn, we define w(Xke(i)) = Xw(k)e(wi), we(i) := e(wi). Clearly
this extends uniquely to an action of Sn on the set of polynomials in {Xke(i), e(i)|1 ≤ k ≤ n, i ∈ I
β}. In
a similar way, we can define the action of Sn on the set of polynomials in {xke(i), e(i)|1 ≤ k ≤ n, i ∈ I
β}.
4.17. Definition. An element f ∈ K[Xˆ1eˆ(i), · · · , Xˆneˆ(i), eˆ(i)|i ∈ I
β ] ⊂ Ĥβ is said to be symmetric if
f ∈ K[Xˆ1eˆ(i), · · · , Xˆneˆ(i), eˆ(i)|i ∈ I
β ]Sn . An element f ∈ K[L′1e(β), · · · , L
′
ne(β), e(i)|i ∈ I
β ] ⊂ H Λβ is
said to be symmetric if f is the image of a symmetric element in Ĥβ ∩K[Xˆ1eˆ(i), · · · , Xˆneˆ(i), eˆ(i)|i ∈ I
β]
under the natural surjection Ĥβ ։ H
Λ
β . Replacing L
′
r, Xr with Lr, xr respectively, we can define the
notions of symmetric elements in Ĥβ and in H
Λ
β in the degenerate case in a similar way.
4.18. Lemma. ([11, Corollary 3.63]) Let β ∈ Q+n . Then K[Xˆ1eˆ(i), · · · , Xˆneˆ(i), eˆ(i)|i ∈ I
β ] ∩ Z(Ĥβ) is
equal to the set of symmetric polynomials in {Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β}, and K[xˆ1eˆ(i), · · · , xˆneˆ(i), eˆ(i)|i ∈
Iβ ] ∩ Z(Ĥβ) is equal to the set of symmetric polynomials in {xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β}.
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For each i ∈ I, we define
qi :=
{
ξ2i, if ξ2 6= 1;
i, if ξ2 = 1.
Let i = (i1, · · · , in) ∈ I
n be an arbitrary residue sequence. Following [17, §3.1], for any 1 ≤ r ≤ n, j ∈ I
with j 6= ir, we choose N > dimH
Λ
n = ℓ
nn!, and define
Lir,j :=
1−
(
qir−L
′
r
qir−qj
)N
, if ξ2 6= 1;
1−
(
ir−Lr
ir−j
)N
, if ξ2 = 1.
We define
Lr(i) :=
∏
ir 6=j∈I
Lir ,j .
Let t1, · · · , tn be n indeterminates over K. By [17, Corollary 3.9], we have that e(i) =
∏n
r=1Lr(i)
N .
Note that by construction, we can write
n∏
r=1
Lr(i)
N =
{
fi(L
′
1, · · · , L
′
n), if ξ
2 6= 1;
fi(L1, · · · , Ln), if ξ
2 = 1,
where fi(t1, · · · , tn) is a polynomial in K[t1, · · · , tn] which depends only on i and such that for any
j ∈ Iβ and any 1 ≤ r < n, fsrj(t1, · · · , tn) = sr(fj(t1, · · · , tn)). As a consequence, we get the following
lemma.
4.19. Lemma. Let β ∈ Q+n . For each i ∈ I
β, we can associate with a polynomial fi(t1, · · · , tn) ∈
K[t1, · · · , tn] which depends only on i, such that for any i ∈ I
β,
(1) e(i) = fi(L
′
1, · · · , L
′
n) holds in H
Λ
n if ξ
2 6= 1; or e(i) = fi(L1, · · · , Ln) holds in H
Λ
n if ξ
2 = 1;
and
(2) fsri(t1, · · · , tn) = sr(fi(t1, · · · , tn)) for any 1 ≤ r < n.
In particular, the block idempotent e(β) in H Λn is a symmetric polynomial in L1, · · · , Ln.
Proof of the Theorem 1.18: We only prove Theorem 1.18 in the non-degenerate case (i.e., ξ2 6= 1),
as the degenerate case (i.e., ξ2 = 1) is the same.
By Theorem 1.17, we know that the center Z(Rβ) of Rβ was mapped surjectively onto the center of
RΛβ . Note that Rβ ⊂ R˜β . Combining this with the commutative diagram above (4.14) we can deduce
that θ
(
Z(Rβ)
)
was mapped by the right vertical map in that commutative diagram surjectively onto
the center Z(H Λβ ) of H
Λ
β . On the other hand, by the definition of θ (Theorem 4.11) and the explicit
description of the center Z(Rβ) in Lemma 2.5, we know that
θ
(
Z(Rβ)
)
⊆ Z(H˜β) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] ⊆ Z(Ĥβ) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ].
It follows that the subspace Z(Ĥβ) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] of Ĥβ was mapped surjectively
onto the center Z(H Λβ ) of H
Λ
β . Applying Lemma 4.18, we can deduce that the center Z(H
Λ
β ) of H
Λ
β
is the set of symmetric elements in L′1e(β), · · · , L
′
ne(β), e(i), i ∈ I
β . Equivalently, Z(H Λβ ) is the set of
symmetric elements in L1e(β), · · · , Lne(β), e(i), i ∈ I
β, β ∈ Jn. Finally, using Lemma 4.19 and noting
that Z(H Λn ) = ⊕β∈JnZ(H
Λ
β ), we prove Theorem 1.18 in the non-degenerate case.
Suppose that the generalized Cartan matrix (aij)i,j∈I is of type Am, or A∞, or A
(1)
e−1. Then by [12]
and [18], we know that the cyclotomic quiver Hecke algebra RΛβ can be defined over Z. More precisely,
we have a canonical isomorphism K ⊗Z R
Λ
β (Z)
∼= RΛβ (K).
4.20. Corollary. Suppose that the generalized Cartan matrix (aij)i,j∈I is of type Am, or A∞, or A
(1)
e−1.
Let β ∈ Qn. Then the center Z(RΛβ (Z)) of R
Λ
β (Z) is the set of symmetric elements in Z[y1e(β), · · · , yne(β), e(i)|i ∈
Iβ ] ⊂ RΛβ (Z), and there is a canonical isomorphism K ⊗Z Z(R
Λ
β (Z))
∼= Z(RΛβ (K)). In particular,
dimK Z(R
Λ
β (K)) = rankZ Z(R
Λ
β (Z)) is independent of K.
The following corollary shows that the center of H Λn (K) is stable under base change and in particular
its dimension is independent of the ground field K.
16 JUN HU
4.21. Corollary. Let ξ ∈ K× such that it has quantum characteristic e. Let RΛn be the cyclotomic
quiver Hecke algebra associated to the quiver Γe and Λ = Λκ := Λκ1 + · · ·+ Λκℓ ∈ P
+. Let H Λn be the
cyclotomic Hecke algebra with Hecke parameter ξ and multi-charge κ. Then we have that
dimZ(H Λn ) = dimZ(R
Λ
n ) = |P
Λ
n |,
where PΛn is the set of ℓ-partitions (i.e., multipartitions with ℓ-components) of n. In particular, dimZ(H
Λ
n )
depends only on n, e,Λ but not on the Hecke parameter ξ and the characteristic of the ground field K.
Proof. Let (O,K, F ) be a modular reduction system for the cyclotomic Hecke algebra H Λn as in [12,
§4.2], where O is a discrete valuation ring with residue fieldK and fractional field F such that charF = 0
and H Λn,F is semisimple.
By Wedderburn theorem and the cellular structure of H Λn (cf. [7]), it is clear that dimF Z(H
Λ
n,F )
is the number of simple H Λn,F -modules, that is, the number |P
Λ
n | of ℓ-partitions (i.e., multipartitions
with ℓ-components) of n. It follows that Z(H Λn,O) is a free O-module of rank |P
Λ
n |. Now Theorem 1.18
implies that the canonical map Z(H Λn,O) ⊗O K → Z(H
Λ
n,K) is surjective because each Jucys-Murphy
operator is defined over O. It follows that
dimK Z(H
Λ
n,K) ≤ rankO Z(H
Λ
n,O) = |P
Λ
n |.
On the other hand, by the original definition of the center, the general theory of linear equations system
and the fact that charF = 0, we know that
dimK Z(H
Λ
n,K) ≥ dimF Z(H
Λ
n,F ) = |P
Λ
n |.
It follows this inequality must be an equality, and hence the canonical map Z(H Λn,O)⊗OK → Z(H
Λ
n,K)
must be an isomorphism. 
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