, which is considered as a generalization for Euler's function whenever n is a product of distinct primes. In this paper, we extend the φ-function from its classical setting which is the ring of positive integers Z to the domain of Gaussian integers Z [i]. Moreover, we examine the existence of solutions for the equation kφ(β) = q(β) + L, where k is a positive integer, L is a fixed integer and β is a Gaussian integer, and q is a measure function for Z [i].
Introduction
In [2] , El-Kassar gave a generalization for Euler's totient function and called it φ. The φ-function is defined as if n = d 1 d 2 ...d k is any positive integer, then
) which is clear that φ is Euler's totient function whenever
n is a product of distinct primes. In [7] , Saeed studied a generalized Lehmer's equation involving φ which is: kφ (n) = n + L. Some properties of solutions with one and two factors were listed, and other general solutions were proved. Moreover, the maximum bounds for each factor in the solutions were given for in case of negative L. In [8] , Zeid applied the theories obtained in [7] and implemented them using the Mathematica software to find the maximum bounds for the factors in the case of positive L. All the solutions of kφ (n) = n + L up to six factors for any values of K and L were also obtained. Moreover, properties of solutions were examined. In this paper, we extend the φ-function from its classical setting which is the domain of natural integers Z to the domain of Gaussian integers Z [i] . Moreover, we examine the existence of solutions for the equation kφ(β) = q(β) + L, where k is a positive integer, L is a fixed integer, β is a Gaussian integer, and q is a measure function for Z [i].
Solutions of kφ(β) = q(β) + L in the domain of Gaussian Integers
Consider the equation
where k is a positive integer, L is a fixed integer and β is a Gaussian integer.
In this section, we examine the existence of solutions for equation (2.1) . We show that for each L ≥ 0, equation (2.1) has at least one solution with exactly k number of factors β i for β. Moreover, we show that some solutions could be obtained from other specific solutions. In addition, the cases where β consists of one factor and a product of two factors are also presented.
Definition 1 Let R be a unique factorization domain with prime residue system P = {p 1 , p 2 , ..., p i , ..}, and η ≈ up 1 .p 2 ...p i be a non-zero element in R such that u is a unit. Then,
where q is a measure on R. Moreover, if η is a unit, then φ(η) = 1.
We note that in case R = Z[i], then for any element β = a + bi, we have
Proof. Suppose that β = (1 + i) a and assume that kφ(β) = q(β) + 1, then
Hence, 2 a − 1 must divide 2 and this implies that a = 1.
2.0.1 Case of One Factor: β = β 1
In the case where i = 1, equation (2.1) becomes kφ(β 1 ) = q(β 1 ) + L. Hence, we obtain that k(q(
Hence, equation (2.1) has a solution with one factor for every L ≥ −1 and k − 1 is a factor of L + k, and has no solution for L < −1.
where p is a prime integer of the form 4k + 3 and ππ is a prime integer of the form 4k + 1, is a solution of kφ(β) = q(β) + L, then L must be even. Hence, the equations kφ(β) = q(β) ± 1 has no solution if β = p or π.
Case of Two Factors
Now for the case i = 2, that is, if
Isolating the terms with β 2 , we obtain kq(
Hence, solutions of equation (2.1) for a fixed k and a fixed L can be generated by varying β 1 and solving for q(β 2 ) using equation (2.2).
Example 1 Let us find all solutions to the equation kφ(β) = q(β) + 1 with
cannot be 2. For q(β 1 ) = 3, then a 2 +b 2 = 3 which is impossible so q(β 1 ) cannot be 3 and for q(β 1 ) > 3, the value of q(β 2 ) obtained from equation 2.2 becomes less than 3. Hence, the equation kφ(β) = q(β) + 1 has no solution of the form β = β 1 β 2 . Let us consider the equation kφ(β) = q(β) + 2 with i = 2 and k = 2. In this case q(β 1 ) = 4 and hence a 2 + b 2 = 4. The solutions to the last equation are a = ±2 and b = 0 or b = ±2 and a = 0. The value of q(β 2 ) obtained from equation (2.2) becomes 2. Therefore, the only solution is β = (2) (1 + i).
It is easy to show that if β = (1 + i) p or β = (1 + i) π, then the equation kφ(β) = q(β) ± 1 is not solvable for any positive integer k. Also, if β = p 1 p 2 , pπ or π 1 π 2 and β is a solution to equation 2.1, then L must be odd.
Properties of Solutions of
Now, we develop some properties of solutions of equation kφ(β) = q(β) + 1. These properties will be used to generate solutions and to prove results concerning these solutions.
Theorem 2 Let β = β 1 .β 2 ...β i with kφ(β) = q(β) and let β i+1 be a Gaussian integer such that β.β i+1 satisfies kφ(ββ i+1 ) = q(ββ i+1 )+L. Then, kφ(β)−q(β)
Proof. Let β = β 1 .β 2 ...β i with kφ(β) = q(β), and let β i+1 be a Gaussian integer such that β.β i+1 satisfies kφ(β.
.
Example 2 Let us find all the solutions of 5φ(β) = q(β) + 3, where β is a Gaussian integer of the form β 1 β 2 β 3 and q(
solution of 5φ(β) = q (β) + 3. Since q(β 1 ) = q(β 2 ) = 2 and q(β 3 ) = 8, then β 1 = 1 + i, β 2 = 1 + i, and β 3 = 2 + 2i.
Since, kφ(β) = q(β) + α, therefore we obtain that q (β i+1 ) = L + q(β) + α α which is the desired result.
For instance, when L = 1, we obtain that m = β 1 .β 2 .β 3 .β 4 with q(β 4 ) = 82 is a solution of 3φ(β) = q(β) + 1. Since q(β 1 ) = 2, q(β 2 ) = 4, q(β 3 ) = 10 and q(β 4 ) = 82, then β 1 = 1 + i, β 2 = 2i, β 3 = 1 + 3i or 3 + i and β 4 = 1 + 9i or 9 + i. When L = −1, we obtain that q(β 4 ) = 80 and m = β 1 .β 2 .β 3 .β 4 is a solution of 3φ(β) = q (β) − 1. Since q(β 4 ) = 80, then β 1 = 1 + i, β 2 = 2i, β 3 = 1 + 3i or 3 + i and β 4 = 4 + 8i or 8 + 4i. Also for L = 0, we have that q(β 4 ) = 81 and m = β 1 .β 2 .β 3 .β 4 is a solution of 3φ(β) = q (β) with β 4 = 9i.
Next, we develop a method for generating infinite classes of solutions. If we apply Theorem 3 for α = 1,, we get the following corollary;
Note that L ≥ −q(β) + 1 follows from the fact that q(β i+1 ) ≥ 2 so that q(β) + L + 1 ≥ 2. Moreover, we obtain that if α = 1 and L = 1, then kφ(m) = q(m) + 1 if and only if q(β i+1 ) = q(β) + 2 which is a special case of Theorem 3 that could be used to generate infinite classes of solutions. Example 4 Let us find all solutions to kφ(β) = q(β) + 1 of the form β = β 1 .β 2 .β 3 .b 1 .b 2 . Let β = β 1 .β 2 .β 3 , such that q(β 1 ) = 2, q(β 2 ) = 4, q(β 3 ) = 10, be a solution of kφ(β) = q(β)+1, where k = 3. Then, q(b 1 ) = q(β)+2 = 82 which gives that b 1 = 1+9i or 9+i and q(b 2 ) = (q(β)+1) 2 +1 = 81 2 +1 = 6562 which gives that b 2 = 1 + 81i, 81 + i, 39 + 71i, or 71 + 39i . Since q(β 1 ) = 2, then β 1 = 1+i, q(β 2 ) = 4 then β 2 = 2i and q(β 3 ) = 10 then β 3 = 1+3i or 3+i. Therefore, for b 2 = 1 + 81i or 81 + i, then the solutions of the equation 3φ(β) = q(β) + 1 are β = (1 + i)(2i)(1 + 3i)(1 + 9i)(1 + 81i), (1 + i)(2i)(1 + 3i)(1 + 9i)(81 + i), (1 + i)(2i)(1 + 3i)(9 + i)(1 + 81i), (1 + i)(2i)(1 + 3i)(9 + i)(81 + i), (1 + i)(2i)(3 + i)(1+9i)(1+81i), (1+i)(2i)(3+i)(1+9i)(81+i), (1+i)(2i)(3+i)(9+i)(1+81i), (1 + i)(2i)(3 + i)(9 + i)(81 + i). Also b 2 = 39 + 71i or 71 + 39i, we have the same number of solutions.
The Last Two Factors of a Solution
In this part, we establish a method for generating solutions with i + 2 factors given that the first i factors are fixed. In particular, we show that the number of these solutions must be finite. Proof. Suppose that kφ(βde) = q(βde) + L. Then we have that L = kφ(βde)−q(βde) = kφ(β)(q(d)−1)(q(e)−1)−q(βde). Since kφ(β) = q(β)+α, we obtain L = (q(β) + α)(q(d) − 1)(q(e) − 1) − q(βde) = αq(de) − q(β)(q(d) + q(e)) − α(q(d) + q(e)) + q(β) + α. Simplifying and multiplying α, and adding and subtracting q(β 2 ) + q(β)α, we obtain, q(β
It is clear that Theorem 5 implies that the number of solutions of the form β.d.e is finite since any such solution is determined by the divisors q(β 2 ) + αq(β) + αL.
Example 5 Let us find all solutions of 3φ(β) = q(β) +1 of the form β 1 .β 2 .d.e. Let β = β 1 .β 2 such that q(β 1 ) = 2 and q(β 2 ) = 4. Since 3φ(β) = q(β) + 1, we have that α = 1. By Theorem 5, we have 73 = (q(d) − 9)(q(e) − 9). The divisors of 73 are 1 and 73. Hence, q(d) = 10 which gives that d = 1 + 3i or d = 3 + i and q(e) = 82 which gives that e = 1 + 9i or e = 9 + i. Therefore, β = (1 + i)(2i)(1 + 3i)(1 + 9i), (1 + i)(2i)(1 + 3i)(9 + i), (1 + i)(2i)(3 + i)(1 + 9i), (1 + i)(2i)(3 + i)(9 + i) are the solutions to the equation 3φ(β) = q(β) + 1.
Solutions with One Factor
The following theorem provides a procedure for generating all solutions of equation (2.1) with exactly one factor. The proof of the following theorem is direct.
Hence, to generate the solution of kφ(β) = q(β) + L where L is a positive integer, we find all possible factors of L + 1, add 1 to each factor to obtain k, and then we obtain that q(
This procedure is illustrated in the following example.
Example 6
To get a solution of kφ(β) = q(β) + L with L = 5. We have that L + 1 = 6, and k − 1 = 1, 2, 3, 6. That is k = 2, 3, 4, 7 and the corresponding q(β 1 ) s are 7, 4, 3, 2. The cases where q(β 1 ) = 7 and q(β 1 ) = 3 are dismissed since no such β 1 exits. For the cases q(β 1 ) = 4 and q(β 1 ) = 2, we have β 1 = 2i and β 1 = 1 + i respectively. Note that the smallest value of k is 2 and the corresponding value of q(β 1 ) is L + 2. Also, the largest value of k is L + 2 and the corresponding value of q(β 1 ) is 2.
Solutions With Two Factors
In the following theorem, we provide a procedure for generating all solutions of equation (2.1) with exactly two factors.
Theorem 7 Let d and e be Gaussian integers and let
to both sides, we obtain (k−1)
The converse could be shown by tracing the above steps backward. Now, to generate the solutions of kφ(β) = β + L given k and L, we first compute Lk − L + k then for each pair of divisors
, where F r is a Fermat number. 
Proof. The proof will be done by induction on r. For r = 1,
is also a solution, because 
We note that if q(d j ) = 3 2 j + 1, then it is easy to show the equality 
Conclusion
In this paper, the φ-function is generalized from its classical setting which is the ring of positive integers Z to a new setting which the domain of Gaussian integers Z[i]. Properties concerning this function were given in the new setting. Moreover, the existence of solutions for equations similar to the well known Lehmer's equations were also studied. Moreover, algorithms needed for finding the solutions for these equations are given. Finally, some examples that illustrate what were done are additionally presented in Z[i].
