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THE TWO-DIMENSIONAL CENTRALIZER CONJECTURE
VERED MOSKOWICZ
Abstract. A result by C. C.-A. Cheng, J. H. Mckay and S. S.-S. Wang says
the following: Suppose Jac(A,B) ∈ C∗ and Jac(A,w) = 0 for A,B,w ∈ C[x, y].
Then w ∈ C[A].
We show that in CMW’s result it is possible to replace C by any field
of characteristic zero, and we conjecture the following ’two-dimensional Cen-
tralizer Conjecture over D’: Suppose Jac(A,B) ∈ D∗ and Jac(A,w) = 0
for A,B,w ∈ D[x, y], D is an integral domain of characteristic zero. Then
w ∈ D[A].
We show that if the famous two-dimensional Jacobian Conjecture is true,
then the two-dimensional Centralizer Conjecture is true.
1 Introduction
Throughout this note, k denotes a field of characteristic zero, D denotes an integral
domain of characteristic zero (D is commutative) with field of fractions Q(D). The
group of invertible elements of a ring R will be denoted by R∗.
In [6, Theorem 1], C. C.-A. Cheng, J. H. Mckay and S. S.-S. Wang have shown
that ‘the centralizer with respect to the Jacobian’ of an element A ∈ C[x, y] which
has a Jacobian mate, equals the polynomial ring in A over C: Suppose Jac(A,B) ∈
C∗ and Jac(A,w) = 0 for A,B,w ∈ C[x, y]. Then w ∈ C[A].
We show that C can be replaced by k.
Then we conjecture that k can be replaced by any integral domain of characteris-
tic zero, and call this ’the two-dimensional Centralizer Conjecture overD’: Suppose
Jac(A,B) ∈ D∗ and Jac(A,w) = 0 for A,B,w ∈ D[x, y]. Then w ∈ D[A].
The famous two-dimensional Jacobian Conjecture says that every k-algebra en-
domorphism f : (x, y) 7→ (p, q) of k[x, y] having an invertible Jacobian, Jac(p, q) :=
pxqy − pyqx ∈ k[x, y]
∗ = k∗, is an automorphism of k[x, y]; it was raised by O. H.
Keller [13], actually over Z not over k.
We show that if the two-dimensional Jacobian Conjecture is true then the two-
dimensional Centralizer Conjecture is true. Therefore, if the two-dimensional Cen-
tralizer Conjecture is false for some D, then the two-dimensional Jacobian Conjec-
ture is false. We ’believe’ that the two-dimensional Jacobian Conjecture is true, so
there should be no counterexample to the two-dimensional Centralizer Conjecture.
2 CMW’s theorem over k
We will show in two ways that in CMW’s theorem it is possible to replace C by k.
2.1 First way: Independent of the original CMW’s theorem
We will apply the following observation of E. Formanek.
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Proposition 2.1 (Formanek’s observation). Let F be any field. Assume that
C,D ∈ F [x, y] are algebraically dependent over F . Then there exist h ∈ F [x, y]
and u(t), v(t) ∈ F [t], such that C = u(h) and D = v(h).
Proof. The proof of Formanek can be found in [16]. We wish to mention that it uses
Lu¨roth’s theorem, a sharpening of E. Noether (characteristic zero) and A. Schinzel
(arbitrary field); those three results can be found in [20, first chapter]. 
The following is a known result due to Jacobi (1841); we will only need the
second statement of it.
Theorem 2.2 (Jacobi’s theorem). Let F be any field, C,D ∈ F [x, y].
(1) If C and D are algebraically dependent over F , then Jac(C,D) = 0.
(2) Assume that F is of characteristic zero. If Jac(C,D) = 0, then C and D
are algebraically dependent over F .
Proof. See [19, page 8] or [14, pages 19-20]. 
Actually, in (2) of Jacobi’s theorem, the base field F can be either a field of
characteristic zero or a field of large enough characteristic, as is shortly explained
in [19, page 8]. However, we are only interested in the zero characteristic case,
since we are interested in the (two-dimensional) Jacobian Conjecture, which has
a counterexample over a field of prime characteristic P , for example, (x, y) 7→
(x+ xP , y).
Now we are ready to prove CMW’s result over k:
Theorem 2.3 (CMW’s theorem over k). Suppose Jac(A,B) ∈ k∗ and Jac(A,w) =
0 for A,B,w ∈ k[x, y]. Then w ∈ k[A].
Proof. Jac(A,w) = 0, so by Jacobi’s theorem, Theorem 2.2 (2), we obtain that A
and w are algebraically dependent over k.
By Formanek’s observation, Proposition 2.1, applied to A and w we obtain that
there exist h ∈ k[x, y] and u(t), v(t) ∈ k[t], such that A = u(h) and w = v(h).
Then, u′(h) Jac(h,B) = Jac(u(h), B) = Jac(A,B) ∈ k∗, where the first equality
can be easily proved. Therefore, u′(h) ∈ k∗ (and Jac(h,B) ∈ k∗).
Write u(t) = cmt
m + cm−1t
m−1 + · · · + c2t
2 + c1t + c0, cj ∈ k, so u
′(t) =
mcmt
m−1+(m− 1)cm−1t
m−2+ · · ·+2c2t+ c1, and then u
′(h) = mcmh
m−1+(m−
1)cm−1h
m−2 + · · ·+ 2c2h+ c1.
From u′(h) ∈ k∗, we obtain thatmcmh
m−1+(m−1)cm−1h
m−2+· · ·+2c2h+c1 ∈
k∗, which implies that mcm = (m − 1)cm−1 = . . . = 2c2 = 0, c1 ∈ k
∗, and c0 ∈ k.
Since k is of characteristic zero, we necessarily have cm = cm−1 = . . . = c2 = 0.
Therefore, u(t) = c1t+ c0, c1 ∈ k
∗, and c0 ∈ k, so A = u(h) = c1h+ c0.
Then, h = A−c0
c1
, which shows that w = v(h) = v(A−c0
c1
) ∈ k[A]. 
The above proof of Theorem 2.3 (which is based on Formanek’s observation) is
independent of [6, Theorem 1], so it can serve as another proof for [6, Theorem 1].
Our proof of Theorem 2.3 is not valid if we replace k by a field of large enough
characteristic (= a characteristic for which Jacobi’s theorem, Theorem 2.2 (2), is
valid); indeed, although Formanek’s observation is valid for any field, we needed
zero characteristic for ’jcj = 0 implies cj = 0, 2 ≤ j ≤ m’, and we do not have
control on m.
2.2 Second way: Dependent on the original CMW’s theorem
We can prove CMW’s theorem over k, Theorem 2.3, in a way which is not based
on Formanek’s observation, but it relies on the original proof [6, Theorem 1]. For
convenience, we will divide our proof to three steps:
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• Step 1: Replace C by an algebraically closed field of characteristic zero.
• Step 2: Prove the result for any sub-field of an algebraically closed field of
characteristic zero.
• Step 3: Consider k as a sub-field of k¯, where k¯ is an algebraic closure of k.
Proposition 2.4 (Step 1). Let L be an algebraically closed field of characteristic
zero. Suppose Jac(A,B) ∈ L∗ and Jac(A,w) = 0 for A,B,w ∈ L[x, y]. Then
w ∈ L[A].
Proof. The proof of the original CMW’s theorem [6, Theorem 1] is still valid if we
replace C by L. Indeed, that proof uses three results: Jacobi’s theorem, Theorem
2.2 (1), [22, Theorem 1] and [2, Corollary 1.5, p. 74]. In order to replace C by any
algebraically closed field of characteristic zero, it is enough to check that each of
these three results are valid over an algebraically closed field of characteristic zero;
indeed:
• Theorem 2.2 (1) is over any field.
• [22, Theorem 1] is over any ring.
• [2, Corollary 1.5, p. 74] is over an algebraically closed field of characteristic
zero.

Proposition 2.5 (Step 2). Let L be an algebraically closed field of characteristic
zero, and let K ⊆ L be any sub-field of L.
Suppose Jac(A,B) ∈ K∗ and Jac(A,w) = 0 for A,B,w ∈ K[x, y]. Then w ∈
K[A].
Proof. w ∈ K[x, y], so we can write w =
∑s
j=0 wjy
j , for some wj ∈ K[x], 0 ≤ j ≤ s.
A ∈ K[x, y], so we can write A =
∑t
l=0 Aly
l, for some Al ∈ K[x], 0 ≤ l ≤ t.
A,B,w ∈ K[x, y] ⊆ L[x, y] satisfy Jac(A,B) ∈ K∗ ⊆ L∗ and Jac(A,w) = 0, so
Proposition 2.4 implies that w ∈ L[A], namely, w =
∑r
i=0 ciA
i for some ci ∈ L,
0 ≤ i ≤ r.
We will show that for every 0 ≤ i ≤ r, ci ∈ K, by induction on r:
If r = 0, then w = c0. Then
∑s
j=0 wjy
j = c0, so
∑s
j=0 wjy
j − c0 = 0, namely,∑s
j=1 wjy
j +(w0− c0) = 0. As an equation in L[x, y] = L[x][y], we get w0− c0 = 0
and wj = 0, 1 ≤ j ≤ s. Hence K[x] ∋ w0 = c0 ∈ L, so c0 ∈ L ∩K[x] = K.
If r = 1, then w = c0 + c1A. On the one hand, w = c0 + c1A = c0 +
c1(
∑t
l=0Aly
l) = c0 + c1(A0 + A1y + · · · + At−1y
t−1 + Aty
t) = (c0 + c1A0) +
c1A1y+ · · ·+ c1At−1y
t−1 + c1Aty
t; as an element of L[x][y] its (0, 1)-degree equals
t and its (0, 1)-leading term is c1Aty
t. On the other hand, w =
∑s
j=0 wjy
j =
w0 + w1y + · · · + ws−1y
s−1 + wsy
s; as an element of K[x][y] ⊆ L[x][y] its (0, 1)-
degree equals s and its (0, 1)-leading term is wsy
s. Combining the two yields that
t = s and c1At = ws. Hence c1 =
ws
At
∈ K(x), so c1 ∈ L ∩ K(x) = K. From
w = c0 + c1A, we get c0 = w − c1A ∈ K[x, y]. Hence c0 ∈ L ∩ K[x, y] = K, so
c0 ∈ K. Therefore, we obtained that w = c0 + c1A ∈ K[A].
If r ≥ 2: On the one hand, w =
∑r
i=0 ciA
i =
∑r
i=0 ci(
∑t
l=0Aly
l)i = c0 +
c1(
∑t
l=0Aly
l)+· · ·+cr(
∑t
l=0Aly
l)r; as an element of L[x][y] its (0, 1)-degree equals
tr and its (0, 1)-leading term is crA
r
ty
tr. On the other hand, w =
∑s
j=0 wjy
j ; as an
element of K[x][y] ⊆ L[x][y] its (0, 1)-degree equals s and its (0, 1)-leading term is
wsy
s. Combining the two yields that tr = s and crA
r
t = ws. Hence cr =
ws
Art
∈ K(x),
so cr ∈ L ∩K(x) = K.
Then
∑r−1
i=0 ciA
i = w − crA
r ∈ K[x, y]. We can apply the induction hypothesis
on
∑r−1
i=0 ciA
i and obtain that for every 0 ≤ i ≤ r − 1, ci ∈ K. Therefore, we
obtained that w =
∑r
i=0 ciA
i ∈ K[A]. 
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Now we present a second proof for CMW’s theorem over k, Theorem 2.3:
Proposition 2.6 (Step 3, second proof for CMW’s theorem over k). Suppose
Jac(A,B) ∈ k∗ and Jac(A,w) = 0 for A,B,w ∈ k[x, y]. Then w ∈ k[A].
Proof. Let k¯ be an algebraic closure of k. We have, k ⊆ k¯ with k¯ an algebraically
closed field of characteristic zero. Apply Proposition 2.5 and get that w ∈ k[A]. 
3 The two-dimensional Centralizer Conjecture
For u, v ∈ R[x, y], R a commutative ring, we will use the following usual terminol-
ogy:
• If Jac(u, v) ∈ R[x, y]∗ = R∗, then we say that u has a Jacobian mate in
R[x, y], v (and vice versa), and u, v is a Jacobian pair (in R[x, y]).
• If (x, y) 7→ (u, v) is an automorphism of R[x, y], then we say that u, v is an
automorphism pair (in R[x, y]). (An automorphism pair is a Jacobian pair,
since the Jacobian of an automorphism pair is invertible in R[x, y]).
Also, we will use the following non-usual terminology: If Jac(u, v) = 0, then we say
that v is in ’the centralizer of u with respect to the Jacobian’, u is in ’the centralizer
of v with respect to the Jacobian’, and u, v ’commute with respect to the Jacobian’.
From CMW’s theorem over k, Theorem 2.3 or Proposition 2.6, it is immediate
to obtain the following:
Theorem 3.1. Suppose Jac(A,B) ∈ D[x, y]∗ = D∗ and Jac(A,w) = 0 for
A,B,w ∈ D[x, y]. Then w ∈ Q(D)[A].
Proof. A,B ∈ D[x, y] ⊂ Q(D)[x, y] satisfy Jac(A,B) ∈ D∗ ⊂ Q(D)∗ and w ∈
D[x, y] ⊂ Q(D)[x, y] satisfies Jac(A,w) = 0. We can apply Theorem 2.3 or Propo-
sition 2.6 (Q(D) is a field of characteristic zero) and obtain that w ∈ Q(D)[A]. 
Theorem 3.1 shows that there exists d(w) ∈ D such that d(w)w ∈ D[A]; indeed,
since w ∈ Q(D)[A] we can write w =
∑
λi
µi
Ai, for some 0 6= µi, λi ∈ D. Then,
w = 1
d
∑
diA
i, where d =
∏
µi ∈ D
∗ and dj =
λj
∏
µi
µj
∈ D. Therefore, dw =
d( 1
d
∑
diA
i) = d 1
d
(
∑
diA
i) =
∑
diA
i ∈ D[A]. This does not tell much, since each
w has its own d = d(w), so in order to obtain the centralizer of A with respect
to the Jacobian, we will need to add (apriori) infinitely many 1
d(w) ’s to D. In
other words, we can say that the centralizer of A is D[{ 1
d(w)}w][A] ⊆ Q(D)[A]. We
conjecture that the centralizer of A is the smallest possible (= every 1
d(w) belongs
to D), namely D[A].
Conjecture 3.2 (The two-dimensional Centralizer Conjecture over D). Suppose
Jac(A,B) ∈ D[x, y]∗ = D∗ and Jac(A,w) = 0 for A,B,w ∈ D[x, y]. Then w ∈
D[A].
Examples 3.3 (Non-counterexamples). First non-counterexample: The fol-
lowing is not a counterexample to the two-dimensional Centralizer Conjecture over
Z: A = 2 + 3y, w = 1 + y; clearly w is in the centralizer of A w.r.t. the Jacobian,
and w = 1+ y = 13 +
1
3 (2+3y) =
1
3 +
1
3A ∈ Q[A]−Z[A]. However, A does not have
a Jacobian mate in Z[x, y], since if B ∈ Z[x, y] was a Jacobian mate of A, then, by
definition, −3Bx = Jac(A,B) ∈ Z[x, y]
∗ = Z∗ = {1,−1} (Bx denotes the derivative
of B w.r.t. x), so Bx = ±
1
3 /∈ Z[x, y], which is impossible (since B ∈ Z[x, y] implies
that Bx ∈ Z[x, y]).
Second non-counterexample: The following is not a counterexample to the
two-dimensional Centralizer Conjecture over D := k[a2, ab, b2, a3, b3], where a and
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b are transcendental over k; it is due to YCor [17]: A = (ax+by)2 = a2x2+2abxy+
b2y2 ∈ D[x, y], w = (ax + by)3 = a3x3 + 3a2bx2y + 3ab2xy2 + b3y3; clearly w is in
the centralizer of A w.r.t. the Jacobian. From considerations of degrees, w /∈ D[A]
and also from considerations of degrees, w /∈ Q(D)[A] (the degree of w is 3, while
the degree of a polynomial in A is even). However, A does not have a Jacobian
mate in D[x, y]; this can be seen in two ways:
• Otherwise, by Theorem 3.1, w ∈ Q(D)[A], but w /∈ Q(D)[A].
• Otherwise, if B ∈ D[x, y] was a Jacobian mate of A, then, by defini-
tion, Jac(A,B) ∈ D[x, y]∗ = D∗ = k∗ A direct computation shows that
1
2 Jac(A,B) = (a
2x+ aby)By − (b
2y+ abx)Bx, hence Jac(A,B)|(x = 0, y =
0) = 0, which contradicts Jac(A,B) ∈ k∗.
The two-dimensional Centralizer Conjecture has a positive answer (at least) in
the following two special cases:
• First special case: D is, in addition, a field; this is CMW’s theorem over k,
Theorem 2.3 or Proposition 2.6.
• Second special case: (x, y) 7→ (A,B) is, in addition, an automorphism (A,B
is an automorphism pair); this is the content of the following Theorem 3.4.
Theorem 3.4 (Special case: Automorphism pair). Suppose Jac(A,B) ∈ D[x, y]∗ =
D∗ and Jac(A,w) = 0 for A,B,w ∈ D[x, y]. Further assume that (x, y) 7→ (A,B)
is an automorphism of D[x, y]. Then w ∈ D[A].
Proof. Denote g : (x, y) 7→ (A,B). By assumption, g is an automorphism ofD[x, y],
so g−1 : D[x, y]→ D[x, y] exists and is also an automorphism of D[x, y].
First step A = x: If A = x, then it is easy to see that w ∈ D[A] = D[x].
Indeed, wy = Jac(x,w) = Jac(A,w) = 0, where wy is the derivative of w with
respect to y. Write w in its (0, 1)-degree form: w = w0+w1y+w2y
2+ · · ·+wmy
m,
where w0, w1, w2, . . . , wm ∈ D[x]. We have just seen that wy = 0, hence, 0 = wy =
w1 + 2w2y + · · · + mwmy
m−1, which implies that w1 = 2w2 = . . . = mwm = 0,
so w1 = w2 = . . . = wm = 0 (since the characteristic of D is zero). Therefore,
w = w0 ∈ D[x] = D[A], and we are done.
Second step A arbitrary: The general case can be obtained from the special
case A = x.
Claim: u := g−1(w) is in the centralizer of x. Proof of Claim: Jac(x, u) =
Jac(g−1(A), g−1(w)) = 0, since Jac(A,w) = 0 (it is clear that if A and w are
algebraically dependent over D, then g−1(A) and g−1(w) are also algebraically
dependent over D). Apply the first step and get that g−1(w) = u ∈ D[x]. Hence
we can write g−1(w) = d0 + d1x+ d2x
2 + · · ·+ dlx
l, for some d0, d1, d2, . . . , dl ∈ D.
Then, w = g(d0+d1x+d2x
2+ · · ·+dlx
l) = g(d0)+g(d1x)+g(d2x
2)+ · · ·+g(dlx
l) =
g(d0) + g(d1)g(x) + g(d2)g(x
2) + · · ·+ g(dl)g(x
l) = d0 + d1A+ d2A
2 + · · ·+ dlA
l ∈
D[A]. 
It is not surprising that we have not succeeded to find a counterexample to the
two-dimensional Centralizer Conjecture, since when we picked an A ∈ D[x, y] which
has a Jacobian mate B ∈ D[x, y], those A and B always defined an automorphism
of D[x, y], and for an automorphism of D[x, y] (= A is part of an automorphism
pair) the conjecture holds by Theorem 3.4.
Given a commutative ring R, denote:
• JC(2, R): The two-dimensional Jacobian Conjecture overR is true, namely,
every R-algebra endomorphism of R[x, y] having an invertible Jacobian (the
Jacobian is in R[x, y]∗ = R∗) is an automorphism of R[x, y].
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• CC(2, R): The two-dimensional Centralizer Conjecture over R is true,
namely, if Jac(A,B) ∈ R[x, y]∗ = R∗ and Jac(A,w) = 0 for A,B,w ∈
R[x, y], then w ∈ R[A].
We have,
Theorem 3.5 (JC(2, D) implies CC(2, D)). If the two-dimensional Jacobian Con-
jecture over D is true, then the two-dimensional Centralizer Conjecture over D is
true.
We do not know if the converse of Theorem 3.5 is true, namely, if a positive
answer to the two-dimensional Centralizer Conjecture over D implies a positive
answer to the two-dimensional Jacobian Conjecture over D.
Proof. Assume that A ∈ D[x, y] has a Jacobian mate B in D[x, y], and w ∈ D[x, y]
satisfies Jac(A,w) = 0. We must show that w ∈ D[A]. By assumption, the two-
dimensional Jacobian Conjecture over D is true, so (x, y) 7→ (A,B) is an automor-
phism of D[x, y]. Apply Theorem 3.4 and get that w ∈ D[A]. 
Recall [9, Lemma 1.1.14] which says that JC(2,C) implies JC(2, D), therefore:
Theorem 3.6. If the two-dimensional Jacobian Conjecture over C is true, then
the two-dimensional Centralizer Conjecture over D is true.
Proof. JC(2,C)⇒ JC(2, D)⇒ CC(2, D), where the first implication is due to [9,
Lemma 1.1.14], while the second implication is due to Theorem 3.5. 
Of course, Theorem 3.5 implies that if there exists an integral domain D of
characteristic zero such that the two-dimensional Centralizer Conjecture over D
is false, then the two-dimensional Jacobian Conjecture over D is false, and then,
by [9, Lemma 1.1.14], the two-dimensional Jacobian Conjecture over C is false.
We suspect that the two-dimensional Centralizer Conjecture over any integral
domain of characteristic zero is true, because we ’believe’ that the two-dimensional
Jacobian Conjecture is true.
Finally, we wish to quote A. van den Essen [10, page 2]: “... All these experiences
fed my believe that the Jacobian Conjecture, if true at all, would be difficult to
generalize, since it felt like a kind of optimal statement”.
4 Non-commutative analog: The first Weyl algebra
By definition, the n’th Weyl algebra An(k) is the unital associative k-algebra gen-
erated by 2n elements X1, . . . , Xn, Y1, . . . , Yn subject to the following defining rela-
tions: [Yi, Xj ] = δij , [Xi, Xj ] = 0 and [Yi, Yj ] = 0, where δij is the Kronecker delta.
When n = 1, we will denote the generators by X,Y instead of by X1, Y1.
The first Weyl algebra, A1(k), was first studied by Dirac [7]. In [8], Dixmier
posed six questions concerning A1(k), k is a field of characteristic zero. The first
question asked if every k-algebra endomorphism of A1(k) is an automorphism of
A1(k); this is known as Dixmier Conjecture.
Given a commutative ring R, denote:
• JC(n,R): The n-dimensional Jacobian Conjecture over R is true, namely,
every R-algebra endomorphism of R[x1, . . . , xn] having an invertible Ja-
cobian (the Jacobian is in R[x1, . . . , xn]
∗ = R∗) is an automorphism of
R[x1, . . . , xn].
• DC(n,R): The n’th Dixmier Conjecture over R is true, namely, every R-
algebra endomorphism of An(R) is an automorphism of An(R).
• JC(∞, R): For all n ∈ N, the n-dimensional Jacobian Conjecture over R is
true.
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• DC(∞, R): For all n ∈ N, the n’th Dixmier Conjecture over R is true.
There is a well-known connection between the Jacobian Conjecture and the
Dixmier Conjecture, which says the following: For all n ∈ N:
(i) DC(n, k) ⇒ JC(n, k).
(ii) JC(2n, k) ⇒ DC(n, k).
The first result can be found in [9, Theorem 4.2.8] and in [3, page 297] (immediately
after Proposition 2.3). The second result was proved independently by Y. Tsuchi-
moto [21] and by A. Belov-Kanel and M. Kontsevich [5]. There exist additional
proofs due to V. V. Bavula [4], and due to K. Adjamagbo and A. van den Essen [1].
From (i) and (ii) it is clear that JC(∞, k) is equivalent to DC(∞, k).
In the non-commutative algebra A1(k), denote the centralizer of an element P
by Cent(P ) (= all the elements in A1(k) which commute with P ).
An analog result in A1(k) to CMW’s result in k[x, y] exists, and is due to J. A.
Guccione, J. J. Guccione and C. Valqui, namely:
Theorem 4.1 (Analog of CMW’s theorem over k). If P,Q ∈ A1(k) satisfy [Q,P ] ∈
A1(k)
∗ = k∗, then Cent(P ) = k[P ].
Proof. See [11, Theorem 2.11]. 
Notice that the non-commutative case [11, Theorem 2.11] is already over k, while
the commutative case [6, Theorem 1] is over C and we showed in Theorem 2.3 and
in Proposition 2.6 that C can be replaced by k.
Remark 4.2. It seems that none of the proofs of Theorem 2.3 and Proposition 2.6
has a non-commutative version:
• The proof of Theorem 2.3 is based on Formanek’s observation, Proposition
2.1, and on Jacobi’s theorem, Theorem 2.2 (2), which together say the fol-
lowing: Assume that C,D ∈ k[x, y] satisfy Jac(C,D) = 0. Then there exist
h ∈ k[x, y] and u(t), v(t) ∈ k[t], such that C = u(h) and D = v(h). How-
ever, there exists a known counterexample due to Dixmier [8] to this result
in the non-commutative case, namely, there exist C,D ∈ A1(k) satisfying
[C,D] = 0, but there exist no h ∈ A1(k) and u(t), v(t) ∈ k[t], such that
C = u(h) and D = v(h). For more details on the counterexample, see [15]
and [18].
• The proof of Proposition 2.6 is based on the original CMW’s theorem; the
proof of the original CMW’s theorem uses results concerning C[x, y] (such
as extension of derivations), and we do not know if those results have non-
commutative analogs.
CMW’s theorem over k implies Theorem 3.1, and similarly, the analog of CMW’s
theorem over k, Theorem 4.1, implies the following analog of Theorem 3.1:
Theorem 4.3. Suppose [A,B] ∈ A1(D)
∗ = D∗ and [A,w] = 0 for A,B,w ∈
A1(D). Then w ∈ Q(D)[A].
Proof. A,B ∈ A1(D) ⊂ A1(Q(D)) satisfy [A,B] ∈ D
∗ ⊂ Q(D)∗ and w ∈ A1(D) ⊂
A1(Q(D)) satisfies [A,w] = 0. We can apply Theorem 4.1 (Q(D) is a field of
characteristic zero) and obtain that w ∈ Q(D)[A]. 
We conjecture the non-commutative analog of Conjecture 3.2:
Conjecture 4.4 (The (first) Centralizer Conjecture over D). Suppose [A,B] ∈
A1(D)
∗ = D∗ and [A,w] = 0 for A,B,w ∈ A1(D). Then w ∈ D[A].
The following useful equation will be applied in Examples 4.6 and in the proof
of Theorem 4.7.
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Lemma 4.5 (Useful equation). For all t(Y ) ∈ k[Y ] and i ∈ N: [t(Y ), X i] =
iX i−1t′(Y ) +
(
i
2
)
X i−2t′′(Y ) + . . . .
In particular, this equation is valid for t(Y ) ∈ D[Y ] (since t(Y ) ∈ D[Y ] ⊂
Q(D)[Y ]).
Proof. See [12, Proposition 1.6]. 
The analog of Examples 3.3 is:
Examples 4.6 (Non-counterexamples). First non-counterexample: The fol-
lowing is not a counterexample to the (first) Centralizer Conjecture over Z: A =
2 + 3Y , w = 1 + Y ; clearly w ∈ Cent(A), and w = 1 + Y = 13 +
1
3 (2 + 3Y ) =
1
3 +
1
3A ∈ Q[A]− Z[A]. However, A does not have a Dixmier mate in A1(Z), since
if B ∈ A1(Z) was a Dixmier mate of A, then by the definition of a Dixmier mate,
[A,B] ∈ A1(Z)
∗ = Z∗ = {1,−1}. But this is impossible from the following direct
computation: Write B =
∑
bijX
iY j , bij ∈ Z. Then,
[B,A] = [
∑
bijX
iY j , 2 + 3Y ] =
∑
bij [X
iY j , 2 + 3Y ] =
∑
bij(X
i[Y j , 2 + 3Y ] +
[X i, 2 + 3Y ]Y j) =
∑
bij [X
i, 2 + 3Y ]Y j =
∑
3bij[X
i, Y ]Y j = −
∑
3bij [Y,X
i]Y j =
−
∑
3bijiX
i−1Y j = −
∑
3ibijX
i−1Y j . If [A,B] ∈ {1,−1}, then
∑
3ibijX
i−1Y j ∈
{1,−1}. Therefore, 3b10 ∈ {1,−1}, so b10 ∈ {
1
3 ,−
1
3}, a contradiction to b10 ∈ Z.
Second non-counterexample: The following is not a counterexample to the
(first) Centralizer Conjecture over D := k[a2, ab, b2, a3, b3], where a and b are tran-
scendental over k: A = (aX + bY )2, w = (aX + bY )3. w ∈ Cent(A) (clear),
w /∈ Q(D)[A] (considerations of degrees), A does not have a Dixmier mate in
A1(D) (direct computation).
The (first) Centralizer Conjecture has a positive answer (at least) in the following
two special cases:
• First special case: D is, in addition, a field; this is the analog of CMW’s
theorem over k, Theorem 4.1.
• Second special case: (X,Y ) 7→ (A,B) is, in addition, an automorphism
(A,B is an automorphism pair); this is the content of the following Theorem
4.7.
Theorem 4.7 (Special case: Automorphism pair). Suppose [A,B] ∈ A1(D)
∗ = D∗
and [A,w] = 0 for A,B,w ∈ A1(D). Further assume that (X,Y ) 7→ (A, λB),
λ = [A,B]−1, is an automorphism of A1(D). Then w ∈ D[A].
Proof. Denote g : (X,Y ) 7→ (A, λB). By assumption, g is an automorphism of
A1(D), so g
−1 : A1(D)→ A1(D) exists and is also an automorphism of A1(D).
Write w =
∑
wijX
iY j , wij ∈ D, 0 ≤ i ≤ m, 0 ≤ j ≤ l.
First step A = X: If A = X , then it is easy to see that w ∈ D[A] = D[X ].
Indeed,
∑
jwijX
iY j−1 =
∑
wijX
ijY j−1 =
∑
wijX
i[Y j , X ] =
∑
wij(X
i[Y j , X ]+
[X i, X ]Y j) =
∑
wij [X
iY j , X ] = [
∑
wijX
iY j , X ] = [w,X ] = [w,A] = 0.
Therefore, jwij = 0, 0 ≤ i ≤ m, 1 ≤ j ≤ l. Since D is of characteristic zero,
wij = 0, 0 ≤ i ≤ m, 1 ≤ j ≤ l. Then, w =
∑m
i=0 wi0X
iY 0 =
∑m
i=0 wi0X
i ∈ D[X ].
Second step A arbitrary: The general case can be obtained from the special
case A = X .
Claim: u := g−1(w) is in the centralizer of X .
Proof of Claim: [X,u] = [g−1(A), g−1(w)] = g−1(A)g−1(w) − g−1(w)g−1(A)
= g−1(Aw) − g−1(wA) = g−1(Aw − wA) = g−1([A,w]) = g−1(0) = 0. Apply
the first step and get that g−1(w) = u ∈ D[X ]. Hence we can write g−1(w) =
d0 + d1X + d2X
2 + · · · + dlX
l, for some d0, d1, d2, . . . , dl ∈ D. Then, w = g(d0 +
d1X + d2X
2 + · · ·+ dlX
l) = g(d0) + g(d1X) + g(d2X
2) + · · ·+ g(dlX
l) = g(d0) +
g(d1)g(X)+g(d2)g(X
2)+· · ·+g(dl)g(X
l) = d0+d1A+d2A
2+· · ·+dlA
l ∈ D[A]. 
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We have an analog to Theorem 3.5:
Theorem 4.8. If the first Dixmier Conjecture over D is true, then the (first)
Centralizer Conjecture over D is true.
We do not know if the converse of Theorem 4.8 is true, namely, if a positive
answer to the (first) Centralizer Conjecture over D implies a positive answer to the
first Dixmier Conjecture over D.
Proof. Assume that A ∈ A1(D) has a Dixmier mate B in A1(D), and w ∈ A1(D)
satisfies [A,w] = 0. We must show that w ∈ D[A]. By assumption, the first Dixmier
Conjecture over D is true, so (X,Y ) 7→ (A, λB), λ = [A,B]−1, is an automorphism
of A1(D). Apply Theorem 4.7 and get that w ∈ D[A]. 
We do not know if an analog of [9, Lemma 1.1.14] exists, hence we do not know
how to obtain an analog of Theorem 3.6.
Of course, Theorem 4.8 implies that if there exists an integral domain D of
characteristic zero such that the first Centralizer Conjecture over D is false, then
the first Dixmier Conjecture over D is false, namely, there exists A,B ∈ A1(D),
[B,A] = 1 and (X,Y ) 7→ (A,B) is not an automorphism of A1(D). We have
recalled above in (ii) that JC(2n, k)⇒ DC(n, k). If this implication is also valid if
we replace k by D, namely, JC(2n,D) ⇒ DC(n,D), then, in particular, JC(2, D)
⇒ DC(1, D). Therefore, if the first Dixmier Conjecture over D is false, then the
two-dimensional Jacobian Conjecture overD is false, and then by [9, Lemma 1.1.14],
the two-dimensional Jacobian Conjecture over C is false.
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