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Abstract
   A comprehensive study is made of the dynamic behavior of frictional sliding 
on a pre-existing fault. This paper is divided into three parts. First we study the 
micromechanical process of frictional sliding in rocks based on the results of 
laboratory experiments. Second we examined experimentally and theoretically the 
strain-rate dependence of frictional strength in relation to the slip nucleation 
process. Third we discuss the sliding behavior of subducting plate boundary in the 
earth by means of numerical simulation. 
   The  microfracture  process near a tip of  propagating shear rupture is 
experimentally investigated in Chapter 3 with reference to high-frequency strong 
ground motion in close vicinity to a  fault. A granite specimen with an  artificial  fault 
is biaxially  compressed to  generate unstable slip on the  fault. Slip, shear  strain and 
near-fault high-frequency ground motion during unstable slip are measured. The 
experimental results indicate that the slip-weakening model well explains such a 
local slip behavior near the rupture front as revealed from relatively low-frequency 
records of slip and strains. The high-frequency ground motion data, however, 
indicate that  there exists a  heterogeneous  microfracture  process, which cannot be 
explained by the slip-weakening model. A kinematic multi-crack model is proposed, 
 where  many  asperities in the  breakdown zone are assumed to be  incoherently 
fractured by a stress increase due to propagating macroscopic rupture front, being 
consistent with the experimental results. We propose a new method for estimating 
some  fracture  parameters of  earthquakes  from the  observation of the  duration of 
near-fault high-frequency strong ground motion. 
   The strain-rate effect on the frictional strength is studied in Chapter 4 with 
respect to the slip nucleation process. It is found from experiments that the 
frictional strength logarithmically increases and the critical length of slip nucleation
zone decreases with an increase in strain rate. A numerical simulation for slip on a 
fault in a 2-D elastic medium is performed by using an empirically derived rate- and 
state-dependent friction law. The simulation results are consistent with the 
experimental ones, indicating that the rate- and state-dependent friction law 
properly accounts for the strain-rate dependence of rock friction. The simulation 
results further show that the nonuniformity in spatial distribution of normal stresses 
applied to the  fault  significantly  affects the  slip nucleation  process and the 
macroscopic friction strength. We propose a micromechanical model, where 
asperities on sliding surfaces are assumed to rupture subcritically by the stress-
corrosion mechanism, to explain satisfactorily the experimental result of the 
strain-rate dependence of rock friction. 
   A numerical simulation is performed in Chapter 5 for the sliding behavior of 
plate  boundaries, on which the  frictional  force  following the  rate- and state-
dependent friction law is assumed to act. The spatial variation in seismic coupling is 
reproduced by assuming appropriate variations of  model  parameters with depth 
along the plate boundary. The results of numerical simulation indicate that aseismic 
sliding may occur even in the seismogenic part of the plate boundary. The 
numerical simulation further shows that smaller seismic and/or aseismic slip events 
may occur in addition to great earthquakes that break the entire  seismogenic region 
of the plate boundary when strong nonuniformity in value of friction parameters is 
introduced. In the cases of strong nonuniformity, we obtain relatively small values 
for the seismic coupling averaged over the plate boundary. 
 It is concluded that laboratory-derived friction laws are applicable to modeling 
the sliding behavior of plate boundaries and useful for physical understanding of the 
dynamics of faulting in the earth.
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 I. Introduction 
1-1. Study of rock friction in relation to earthquake source mechanics 
     It is known that many shallow  earthquakes occur on plate boundaries  or 
active geological faults, which are evidently pre-existing weakness in the 
shallow brittle part of the earth. Experimental studies on the sliding  behavior 
of pre-existing faults in rocks are therefore useful for understanding the 
mechanism of earthquake faulting. Brace and Byerlee (1966) first performed 
a rock friction experiment with reference to the earthquake mechanism to 
find that there are two modes of frictional sliding.  One is stick-slip and the 
other is stable sliding. Stick-slip involves a stick stage in which strain energy 
is accumulated in an elastic system and a slip stage in which shear stress is 
relaxed and seismic waves are radiated. They suggested that stick-slip is 
responsible for the mechanism of shallow earthquakes. In the mode of stable 
sliding, a fault is aseismically sliding at a low speed. The mechanism of stable 
sliding is expected to be the same as that of  fault creep, which has been 
observed in some geological faults (e.g., King et al.,  1973). 
    Understanding of physical conditions that control the sliding mode is 
important for the purpose of relating seismicity with regional tectonics. 
Byerlee (1967a), Byerlee and Brace (1968) and  Ohnaka (1975), for example, 
have examined the sliding mode of faults under various experimental 
conditions such as confining pressure, roughness of sliding surfaces and 
stiffness of loading apparatus for various types of rocks. Brace and Byerlee 
(1970), further, examined the effect of temperature on sliding mode and 
found that the sliding becomes stable at higher temperatures. From this 
experimental result and the thermal structure of the crust, they succeeded  in 
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explaining the observational fact that earthquakes occur only at depths of 
5-15 km in California. The temperature effects on the characteristics of sliding 
and on the deformation of rocks in relation to the focal depth distribution of 
earthquakes have been investigated further by Brace and Kohlstedt (1980) 
and Sibson (1982) by combining frictional characteristics of rocks in low-
temperature brittle regions and flow properties of rocks in high-temperature 
ductile regions. 
     It is well-known that quasi stable sliding precedes unstable slip events 
in stick-slip experiments (e.g., Scholz et  al., 1972; Byerlee and Summars, 
1975). Since these experimental observations are considered to be closely 
related to precursory phenomena of large earthquakes, numerous 
experimental and theoretical studies on precursory stable sliding have been 
conducted. Dieterich (1978a) discussed precursory stable sliding in laboratory 
experiments of frictional sliding on artificial faults. He found that precursory 
stable sliding is propagated at a speed much lower than a sonic speed at  first 
and is gradually accelerated. Physical models of precursory stable sliding for 
stick-slip in laboratories and for earthquakes have been developed by 
applying the theory of fracture mechanics and constitutive laws of friction  as 
will be discussed later. 
   The excitation of seismic waves radiated from earthquakes has been 
theoretically investigated based on shear crack models (e.g., Kostrov, 1966; 
Burridge, 1973). Source parameters of earthquakes are often described by the 
physical parameters of shear cracks (e.g., Sato and Hirasawa, 1973). The 
unstable propagation process of stick-slip in rocks was examined by Johnson 
et  al. (1973) and Johnson and Scholz (1976), who measured rupture velocity, 
slip velocity and stress drop for stick-slip events. They found in their 
experiments that the rupture velocity is nearly the shear wave velocity of  the
2
rock and that the slip velocity is proportional to the stress drop. These results 
are consistent with those expected for theoretical shear-crack models for 
earthquakes, indicating that both the stick-slip experiments and the 
theoretical crack models are important for studying the dynamics of 
earthquake sources. 
 1-2. Constitutive models of rock friction 
     The simple crack models described in the preceding section are 
insufficient to explain the experimental observations of rock friction. In this 
section, some recent experimental and theoretical studies on shear fracture 
and frictional sliding are reviewed. 
1-2-1. Slip-weakening model 
     In the simple crack models stated in the preceding section, the stress 
drop behind the crack tip is assumed to be constant. Stresses, slip velocity  and 
slip acceleration exhibit the singularity at the crack tip in these simple crack 
models. Although the crack models are practically useful for estimating 
average source parameters of earthquakes, the singularity at the crack tip is 
physically unreasonable. Further, these simple crack models may be 
insufficient to predict near-fault high-frequency strong ground motion, which 
is closely related to local rupture characteristics near the crack tip. 
    Ida (1972) and Palmer and Rice (1973) developed the cohesive zone 
model or the slip-weakening model, which is schematically shown in Figure 
1-1 together with a simple crack model. The cohesive force between inner 
crack surfaces is assumed in the slip-weakening model to be a continuously 
decreasing function of relative displacement between the crack surfaces in 
order to eliminate the stress singularity at the crack tip (Figure  1-1c). The
3
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zone on which the cohesive force acts is called the cohesive zone or the 
breakdown zone. The length of the breakdown zone is denoted by  Xc (Figure 
 1-1a). The relative displacement across the fault during the breakdown 
process is called the critical slip distance  dc (Figure  1-1b). The breakdown 
stress drop  Atb is defined by the difference between the peak shear stress  ry 
and the residual stress  rr (Figure  1-1a). It is noted that the stress drop 
estimated from geodetic observation  and/or long-period seismograms for an 
earthquake is  TI-Dr, where  'El is the initial shear stress before the earthquake. 
The shaded area in Figure  1-1c for the stress-slip relation is regarded as the 
energy required for creating new fracture surfaces of unit area or the work 
done by the cohesive force. This energy has often been called the fracture 
energy  Ge, representing the rupture growth resistance. Unstable slip may 
occur when the strain energy released by an increase in the crack length is 
larger than this fracture energy  Gc. Since the increment of released strain 
energy due to crack advance increases with t he crack length while  G, is almost 
constant along the crack, there exists a critical crack length  /, for unstable 
rupture as theoretically discussed for shear cracks in  2-D  elastic medium by 
Andrews (1976). Relations among the parameters of the slip-weakening 
model such as  Gc and  cl, are theoretically investigated by Rice (1980). The 
relations are useful for analyses of experimental and seismological data of 
faulting. 
     The slip velocity and the slip acceleration near a crack tip are most 
important quantities in relation to near-fault strong ground motion of 
earthquakes. For the simple crack model without cohesive force, the slip 
velocity and the slip acceleration diverge infinitely at the crack tip. Due to the 
cohesive force, the slip velocity and the slip acceleration have finite values 
near the crack tip as theoretically shown by Ida (1973) for the slip-
5
weakening model. Ohnaka and Yamashita (1989) investigated the behavior  •of 
slip velocity and slip acceleration in more detail. According to them, the 
maximum slip velocity max and slip acceleration  U.-flax are expressed b y 
 max  =kivRArb/  G,  (1  -  1) 
 =  k,(vRArb  /  G)2/  dc, (1-2) 
where  vR  and  G  are rupture velocity and rigidity, respectively. In (1-1) and 
(1-2),  k1 and k2 are nondimensional quantities dependent not only on the 
rupture velocity but also on the model that describes the relation between 
shear stress and relative displacement such as given in Figure  1-1c as an 
example. The rupture velocity dependence of  k  1 and  k2 are rather weak  when 
the rupture velocity is not close to the Rayleigh wave velocity. Actual values 
of  k  1 and  k2 were numerically calculated by Ohnaka and Yamashita (1989)  for 
some interesting cases. 
    Slip-weakening behavior has experimentally been examined by many 
researchers. In their studies, a large scale rock specimen with an artificial 
fault was biaxially compressed to generate stick-slip events. Shear strains 
near the fault and relative displacements of the fault were measured with 
strain gauges and/or linear variable differential transformers (LVDTs). Okubo 
and Dieterich (1981, 1984) and Ohnaka et  al. (1987a,b) especially 
investigated relations among stick-slip source parameters such as the 
breakdown stress drop  Am, the maximum slip velocity  iimax and the critical slip 
distance  dc. The proportional relations (1-1) and (1-2) were confirmed in  the 
experiments. Okubo and Dieterich (1981, 1984) and Kuwahara (1985) 
examined the effect of the roughness of sliding surfaces on the dynamic 
behavior of stick-slip and discussed the scaling effect of shear rupture with
6
reference to fault roughness. The critical slip  distance  dc and the fracture 
energy  Gc are found to be larger for stick-slip events on rougher sliding 
surfaces. Kuwahara et  al. (1986), Ohnaka et al. (1986), and Ohnaka and 
Kuwahara (1990) investigated the slip nucleation process of stick-slip events. 
They found that quasi-stable sliding occurs on a localized region of a fault 
prior to unstable slip and that the length of the localized region of quasi-stable 
sliding is approximately equal to the theoretical value of the critical crack 
length required for unstable rupture theoretically given by Andrews  (1976). 
     In the slip-weakening model, the time-dependent characteristics of 
rock friction, which will be discussed in 1-2-2, are ignored. Dieterich (1978b), 
Okubo and Dieterich (1986) and Weeks (1993) found in their experiments 
that the time-dependence of friction is considerably weak when sliding speed 
is high. The slip-weakening model is therefore valid when we are interested 
in high-speed slip behavior during dynamic rupture propagation process in 
which high-frequency elastic waves are efficiently radiated. 
1-2-2.  Tim  e-dependent characteristics of friction and rate- and state-
dependent friction  laws 
   The time-dependent characteristics of rock friction have experimentally 
been examined. The experimental results may be summarized as follows: (1) 
When sliding surfaces are held in a state of stationary contact before slip, the 
static friction coefficient  ps increases logarithmically with the stationary 
contact time t: 
     =  pi  +A  In t,  (1-3)
7
where  pi and A are constants (Dieterich, 1972; 
When a fault is sliding at a constant speed  V  , 
 pd logarithmically decreases with an increase
Scholz and 
the dynamic 
in  V:
Engelder, 
 friction
1976). (2) 
coefficient
 ild  =  /12  -  B  in  V,  (1-4)
where P2 and B are constants (Scholz and  Engelder, 1976; Dieterich, 1978b). 
The experimentally determined values of B in  (1-4) were found to be 
approximately equal to A in (1-3). This can be explained by considering that 
the average contact time of sliding surfaces is inversely proportional to the 
sliding speed. (3) When the sliding speed V is suddenly increased (Figure  1-
2a), the friction coefficient p instantaneously increases and then gradually 
decreases with a slip distance u (Figure 1-2b,c): 
             a,u       =a, (1-5) 
          k a( hi v) instantaneous 
 (p)v--constant  p3+  bexp(-ilL),  (1-6)
where  113,a,  b and L are constants (Dieterich, 1979). Combining these frictional 
characteristics, Dieterich (1979, 1981) and Ruina (1983) proposed 
constitutive laws of rock friction. Ruina's rate- and state-dependent friction 
law, which has been widely used in experimental and theoretical studies, is 
given  b  y
 p=  po+  0  +aln(V/V*), 
  = -  V  [61 +  bin  (V  IV  *)], 
dt  L
(1-7a) 
(1-7b)
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•where and  V*are constants and  0  is a state variable. The state variable  was 
introduced rather mathematically, and its physical meaning has not been 
clarified yet. It is remarked that other kinds of formulation are possible for 
the constitutive friction law which satisfy the above experimental 
observations. When sliding continues at a constant speed, the friction reaches 
a steady state, that is,  dO/dt=0. The steady-state friction coefficient  ps, at a 
sliding speed V is written  by 
 Pss(V)  =  tto  +(a-b)lnV. (1-8)
The coefficient B in (1-4) is found to be equal to b-a. 
   Numerous experimental studies have been conducted to determine 
friction parameters a, b, and L. At room temperatures, the steady-state 
friction  ms, of sliding surfaces in silicate rocks decreases with an increase in 
the sliding speed. From (1-8) this means a-b<0, as illustrated in Figure 1-2b 
(e.g., Dieterich, 1981; Tullis and Weeks, 1986). For some carbonate rocks such 
as marble and dolomite, however, increases with the sliding speed; a-b>0 
in this case, as shown in Figure 1-2c (e.g., Weeks and Tullis, 1985; Weeks, 
1993). Tse and Rice (1986) found that  tiss increases with the sliding speed 
even for silicate rocks at temperatures higher than about 300 to 350 °C by 
using the experimental data by Stesky (1978). Marone et al. (1990) found 
that  pss increases with the sliding speed on a fault with a thick gouge zone. 
According to Dieterich (1978b, 1981) and Marone and  Kllgore (1993), for 
instance, the characteristic slip distance L depends on the roughness of sliding 
surfaces, the thickness of gouge zone, and the size of gouge particles. The 
characteristic slip distance L in the constitutive law and the critical slip 
distance  cl, in the slip-weakening model are expected to reflect the same
10
physical properties of sliding surfaces or fault zones. However, the critical slip 
distance  cl, is about ten times larger than the characteristic slip distance L for 
dynamic rupture as shown by Okubo (1989) from his numerical simulation 
study. 
   Determination of values of  a,  b, and L at various environmental conditions, 
especially at high temperatures and high pressures, are most important for 
applying the constitutive friction laws to the natural field of earthquakes. The 
effect of temperature on the time-dependent characteristics of friction has 
been investigated by Lockner et  al. (1986), Blanpied et  al. (1991, 1995), 
Chester and Higgs (1992), and Chester  (1994). 
    Ruina (1983), Rice and Ruina (1983), and  Cm et al. (1984) theoretically 
investigated the sliding behavior of a rigid block with a unit base area 
connected to an elastic spring of stiffness k (Figure 1-3), where the frictional 
force acting on the base of the rigid block is assumed to follow the rate- and 
state-dependent friction law (1-7). They examined evolution of sliding speed 
V and frictional stress  r  when the load point velocity  Vo is changed from the 
initial steady-state condition of V=V0 to various values. Ruina (1983) 
obtained linearized approximate equations of the friction law near the steady 
state and investigated stability of block motion to find that there exists a 
critical stiffness  k, when  a-b<0. Sliding becomes unstable when  k<k, and 
stable when  k>k,. Sliding is always stable when  a  -b>0. The critical stiffness is 
given  b  y
 k  c =  (b  -  a)  anl  L, (1-9)
11
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where  an is the normal stress applied to the sliding surfaces. From this we 
expect unstable slip for large positive values of (b  -a) or for small values of L, 
because unstable slip may occur in a stiffer system. 
1-3. Mechanism of rock friction 
     The fracture and friction theories stated in the preceding section are 
useful for analyzing rather macroscopic behavior of faulting. The 
micromechanism of frictional sliding is also an interesting issue to investigate. 
The mechanism of friction has been investigated mainly from engineering 
point of view. According to Scholz (1990), Amontons stated the empirical 
friction laws in his paper in 1699 as follows: 1) The frictional force is 
independent of the size of the surface in contact. 2) Friction is proportional to 
the normal load. 
    Topography of sliding surfaces is important for considering 
micromechanism of friction. It is well-known that sliding surfaces are in 
contact with each other only at tips of many asperities and that the real  area 
of contact is much smaller than the nominal area of sliding surfaces. Bowden 
and Tabor (1964) developed an adhesion theory for friction of metals. They 
found that the real area of contact of surfaces is determined by the normal 
load and the penetration hardness of material due to plastic yielding and  that 
the frictional shear force for breaking the contact is proportional to the real 
area of contact. They thus succeeded in micromechanically explaining 
Amontons's laws of friction. 
    The adhesion theory of friction by  Bowden and Tabor was constructed 
for ductile metals. However, plastic deformation of silicate rocks is very little 
under low temperatures and low pressures. It is considered that asperities  on 
sliding surfaces of brittle rocks deform elastically and fracture in a brittle 
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manner. Another mechanism should be considered for micromechanism of 
friction in brittle rocks. Byerlee (1967b) developed a theory of rock friction 
based on the brittle fracture of asperities on sliding surfaces. The brittle 
fracture of asperities is strongly supported by the experimental observation 
that wear particles are generated during frictional sliding. Following Byerlee, 
the detailed characteristics of rock friction such as slip-weakening behavior 
and time-dependent characteristics have been experimentally examined. 
These characteristics are important for considering macroscopic frictional 
instabilities and physical processes of earthquakes, and hence the 
development of new microscopic models of rock friction is required for 
progress in physics of earthquakes. 
     The cohesive force acting between inner crack surfaces assumed in the 
slip-weakening model was introduced rather mathematically. The physical 
mechanism of cohesive force in brittle rock has not fully been clarified. The 
cohesive force was originally introduced by Barenblatt (1959) and Dugdale 
(1960) to tensile fracture before the development of the slip-weakening 
model for shear rupture (Ida, 1972; Palmer and Rice, 1973). Barenblatt and 
Dugdale independently considered that molecular cohesion in brittle 
materials and plastic yielding in ductile materials are responsible for the 
cohesive force. For tensile fracture of brittle intact rocks, microcracks 
surrounding a macroscopic crack tip have been postulated for explaining the 
cohesive force by many researchers as reviewed by Meredith (1990). These 
 micromechanical models cannot be applied to sliding on pre-existing fault 
surfaces in brittle rocks. 
     The effect of surface roughness on slip-weakening behavior strongly 
suggests that the microscopic process of frictional sliding is related to 
deformation and failure of asperities whose characteristic scale is much larger
14
than the molecular scale. Matsu'ura et  al. (1992) proposed that the cohesive 
force for shear rupture arises from interlocking of asperities on sliding 
surfaces. It should be remarked that Swanson (1987) and Freiman and 
Swanson (1990) suggested that the cohesive force for tensile fracture arises 
from (1) geometrical or frictional interlocking of rough fracture surfaces and 
(2) ligamentary bridging by remnant islands of unbroken material left behind 
the advancing fracture front from microscopy observation of tensile fracture 
in rocks and ceramics. Although the hypothesis for cohesive force for shear 
rupture based on asperity interlocking is thought to be plausible, evidence 
from experimental observation is insufficient. 
     The rate- and state-dependent friction laws were empirically 
developed. Scholz and  agelder (1976) and Dieterich (1978b, 1979) 
considered that the time-dependent friction is closely related to time-
dependent asperity creep, although its detailed micromechanisms are not 
known at present. 
    Wang and Scholz (1994) proposed a model for the rate- and state-
dependence of dynamic friction, where the time-dependent penetration of 
asperities is assumed. Iwasa and Yoshioka (1996) performed a numerical 
simulation for the history of contact state between mating rough surfaces 
during relative displacement by the use of the contact theory of rough elastic 
surfaces by Yoshioka (1994) to find that the characteristic slip distance L 
represents an average slip distance when two asperities are in contact. 
However, these theoretical studies for the mechanism of friction from a 
micromechanical point of view do not explain the overall characteristics of 
rate- and state-dependence of rock  friction.
15
 1-4.  Simulation of sliding behavior of the plate boundaries using  laboratory 
derived friction laws 
    Understanding of rock friction from laboratory experiments should be 
useful for understanding the sliding behavior of faults and plate boundaries 
in the earth. In the early stage of studies on rock friction, the discussion on 
faulting mechanism in the earth was confined to qualitative one as described 
in 1-1. Since the constitutive friction models as introduced in 1-2 were 
constructed and confirmed from experimental studies, these models have 
been applied to quantitative interpretation of the mechanics of earthquake 
faulting and to simulation of the sliding behavior of natural faults and plate 
boundaries. 
   Assuming a slip-dependent friction law similar to the slip-weakening 
model discussed in 1-2-1, Stuart et al. (1985) presented a forecast model for 
the Parkfied earthquake, California. In their model, a strong patch that 
generated the 1966 earthquake of ML=5.5 is located in a freely sliding creep 
section on the San Andreas fault to explain the observed data of ground 
deformation. Yamashita and Ohnaka (1992) proposed an instability model for 
strike-slip earthquakes, where the slip-weakening friction law was assumed 
for friction acting on the fault plane in  upper brittle zone and a rheological  law 
is assumed in lower ductile zone. They simulated by the model upward 
extending slip nucleation process of  earthquake. 
   Using the rate- and state-dependent friction laws, frictional sliding of 
plate boundaries has been numerically simulated by Tse and Rice (1986), 
Stuart (1988), Rice (1993),  Ben-ZIon and Rice (1995) and Stuart and Tullis 
(1995). Incorporating the experimental results of the temperature- and 
scale-dependency of friction parameters such as a-b and L with elastic half-
space models, they presented recurrence models of characteristic or large
16
earthquakes. According to them unstable slip takes place at low-temperature 
shallow depths, continuous stable sliding goes on at high-temperature greater 
depths, and postseismic creep occurs at intermediate depths. Stuart (1988) 
and Stuart and Tullis (1995) paid particular attention to 
interseismic/preseismic sliding and ground deformation. Marone et al. (1991) 
considered the mechanism of earthquake afterslip at very shallow depths, 
where a-b is expected to be positive due to a thick gouge zone. These 
simulation models well explain aseismic sliding during earthquake cycles, in 
particular (Kato,  1996). 
1-5. Scope of the present  study 
     In this study, we try to make progress in understanding of microscopic 
processes that control the macroscopic sliding behavior of faults. Further, we 
discuss the slip behavior on plate boundaries through numerical simulation 
utilizing a laboratory-derived friction law. 
    In Chapter 2, the experimental system for frictional sliding is described. 
In  Chapter 3, the high-frequency behavior of faulting near a crack tip is 
examined to reveal  small-scale processes of shear rupture. To explain high-
frequency elastic waves observed in the immediate vicinity of a fault, we 
present a kinematic model in which many small patches are incoherently 
ruptured in the breakdown zone. Further, we discuss near-fault strong 
ground motion of earthquakes. In  Chapter 4, experiments for the time-
dependent characteristics of friction are presented. The strain-rate 
dependence of frictional strength and the slip nucleation process are 
examined. Numerical simulation is performed by using a rate- and state-
dependent friction law to show that the experimental results are consistent 
with the friction law. We introduce a micromechanical model, in which
17
stress-corrosion cracking of asperities is  assumed. Both the micromechanical 
models presented in  Chapters 3 and 4 are based on brittle fracture of 
asperities on sliding surfaces and are consistent with each other. In Chapter 5, 
we perform a numerical simulation for the slip behavior on the plate 
boundary in a subduction zone using a rate- and state-dependent friction  law 
to explore the mechanism of aseismic sliding and the variation of seismic 
coupling with depth along plate boundaries.
18
                       2. Experimental System 
     In the present study, we perform two kinds of experiments as follows: 
(1) Measurement of high-frequency elastic waves in the immediate vicinity 
of a fault during unstable slip to reveal the small-scale physical process in  the 
breakdown zone. (2) Examination of strain-rate dependence of the frictional 
strength and sliding behavior of faults to investigate time-dependent 
characteristics of rock friction. In this chapter, the experimental method 
common to these experiments is described. More details will be described  in 
Chapters 3 and 4. 
     It is remarked that the loading apparatus and measurement system 
used in the present study was first used in stick-slip experiments by Ohnaka 
et al. (1983) and Kuwahara (1985). The same loading apparatus and the 
measurement system improved by degrees was further used by Ohnaka et al. 
(1986, 1987a,b), Kuwahara et  al. (1986), Kato et al. (1989, 1990, 1991), 
Ohnaka and Kuwahara (1990), and Lu et al. (1991) in stick-slip experiments. 
2-1. Rock  sample 
     Higashiyama granite samples were used for the frictional sliding 
experiments. The sample dimension is 30cm x 30cm x 10cm or 30cm x  30cm 
 x  5cm with a 40cm long diagonally pre-cut fault (Figure 2-1). The P and S 
wave speeds of Higashiyama granite are 5.5 km/s and 3.3 km/s, respectively. 
The apparent static Young's modulus and rigidity are 56 GPa and 24  GPa, 
respectively. 
    It is well-known that the roughness of sliding surfaces significantly 
affects sliding behavior. When the roughness of sliding surfaces becomes
19
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smoother, sliding becomes more unstable (e.g., Dieterich, 1978b; Kuwahara, 
1985) and the critical crack length decreases (Okubo and Dieterich, 1984; 
Kuwahara et  al, 1986). Further, the waviness of sliding surfaces may generate 
nonuniform and unsteady rupture during an unstable slip event (Kato et  al., 
1989). Sliding surfaces of the rock samples therefore should carefully be 
prepared. Sliding surfaces were ground with abrasive and measured with a 
stylus profilometer. The grind and measurement were repeated until 
roughness of siding surfaces became almost uniform and waviness became 
sufficiently small, say, less than about  10  tim for smooth surfaces and a few 
tens  pm for rough surfaces. The roughness of sliding surfaces can be 
controlled by the particle size of abrasive. Brown and Scholz (1985) and 
Kuwahara (1985) have investigated topography of polished rock surfaces 
with reference to deformation of joints and sliding behavior of faults, 
respectively. They performed spectral analyses of surface profiles to find 
that there exist corner wavelengths in the power spectra of the profiles 
(Figure 2-2). At wave-lengths shorter than the corner wavelength  Ac, the 
power spectral density is proportional to  0, where  /3 takes a value from 2 to 
3. This indicates a scaling property of a generalized fractal. The power 
spectral density at wavelengths above  A, is much flatter than that at shorter 
wavelengths. Kuwahara (1985) found from his stick-slip experiment using 
rock specimens with sliding surfaces of different  Ac that the critical slip 
distance  de defined in 1-2-1 is approximately proportional to  A. In the 
present study,  A is used to characterize the roughness of sliding  surfaces.
2-2. Loading procedure 
    The biaxial loading 
illustrated in Figure 2-3.
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large as 30cm x 30cm x 30cm. Biaxial loading is applied by two hydraulic 
rams of which loading capabilities are  300t and 500t in x- and y-directions, 
respectively. There is a low-friction Teflon sheet between a steel endcap  and 
a side of the rock sample and therefore slip may occur there. The stiffness of 
the loading apparatus was estimated to be  4x1  07 N/cm by Kuwahara  (1985) 
from an observed relation between the force drop and the ram displacement 
during stick-slip events. This value of stiffness is larger than those of biaxial 
loading apparatuses used in previous experimental studies of stick-slip in 
rocks. 
     The hydraulic rams are independently servocontrolled. Two modes of 
servocontrol are available: A load-control mode in which oil pressure applied 
to a ram is controlled and a displacement-control mode in which a ram 
displacement is controlled. Programmable time-function generators are used 
to vary pressures and/or displacements of the rams. 
2-3. Measurement  system 
     Sensors used in the experiments are illustrated in Figure 2-1. Shear 
strain is obtained with a semiconductor gauge at a point 5 mm distant from 
the fault. The shear stress records, which will be shown later, are obtained b y 
multiplying shear strains by the rigidity. Relative displacement across the 
fault was observed with a metallic foil gauge. The active gauge lengths of  both 
the strain sensors are 2 mm. The frequency response of the strain gauge 
sensors including electronic circuits is nearly flat from DC to 500 kHz. It is 
remarked that a semiconductor strain gauge is about 50 times as sensitive as 
a metallic foil strain gauge. In addition to  these strain gauge sensors, wide-
frequency-band AE sensors (NF AE-900F1) were used for measuring high-
frequency elastic waves near the fault. The sensor is made of  PZT (lead
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zirconate titanate) ceramics of disk shape (15 mm diameter) and is attached 
to an alumina base with a metallic housing. It utilizes the piezoelectric effect 
of compressional mode. According to the instruction of the AE sensor, the 
frequency response of the sensor was determined by a reciprocity technique 
(Hatano and Mori, 1976) to be approximately flat for a velocity impulse in  the 
frequency range between 200 kHz and 1.3  MHz. The sensor with a diameter 
of 2 cm was glued at a distance of 1 cm from the fault to measure the velocity 
component normal to the free surface of the rock specimen. It is known  that 
the actual state of the adhesion is very critical to the sensitivity of the AE 
sensor. In the present study, therefore, we avoid discussing the absolute 
amplitude of velocity. The output signals from the AE sensor were 
bandpass-filtered with the cut-off frequencies of 200 kHz and 1 MHz. 
     Two kinds of  A/D converters were used for digitizing output signals of 
the strain gauges and the AE sensors. One is wavememories (a kind of digital 
buffer modules) controlled by a mini-computer through a GPIB interface bus, 
where the sampling rate ranges from 500 kHz to 5 MHz and the resolution is 
8 bits, 10 bits or 12 bits. The other is directly connected with a mini-
computer, where the sampling rate ranges from 60 Hz to 1.7 kHz and the 
resolution is 12 bits. The use of these two systems enabled us to obtain the 
complete records of slow precursory sliding (quasi-stable sliding) and those 
of stick-slip propagating nearly at the S-wave speed. The recording system of 
wavememories was triggered by an acoustic emission event, which is 
expected to accompany a stick-slip event. The acoustic emission was detected 
by a piezoelectric transducer (resonance frequency of 2 MHz).
25
3. Microfracture Processes in the Breakdown Zone during Dynamic Shear Rupture 
     Investigation on high-frequency ground motion near a fault is important 
not only for engineering purposes but also for understanding  mechanics of 
earthquake rupture because the high-frequency ground motion contains 
information about small-scale rupture process. However, field data of high-
frequency ground motion near faults are rarely obtained and significantly 
affected by heterogeneous structure of the earth. It is therefore difficult to 
investigate small-scale rupture process during faulting from seismic 
observation. In stick-slip experiments, we can easily measure near-fault high-
frequency ground motion as well as strains near the fault and relative 
displacements across the fault on a free surface of a relatively uniform rock 
specimen. Experimental measurement of high-frequency ground motion in the 
vicinity of a fault is consequently useful for study of physics of earthquake 
faulting. 
     In this chapter, we experimentally investigate rather macroscopic 
rupture process during unstable slip with reference to the slip-weakening 
model in 3-1 and 3-2. Next, we measure in 3-3 high-frequency ground motion 
in the vicinity of a fault in stick-slip experiments and discuss in 3-4 small-scale 
rupture process during unstable slip in relation to macroscopic slip-weakening 
behavior. 
 3-1. Experiment and general  observation 
    A granite sample with an artificial fault of 40 cm in length and 5 cm in 
width was used in this experiment (Figure 3-1). The sliding surfaces were 
ground with abrasive of particle sizes of about 5  [tm or 10  'um. The specimen 
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    frequency velocity.
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with initially bare sliding surfaces without gouge particles was sheared in the 
experiment and no significant development of gouge was found after the 
experimental runs. The  fault length of 40 cm is much longer than the  fault  width 
5 cm. When rupture is initiated at a point on the fault plane and spreads 
radially, the rupture front is thought to be approximately perpendicular to the 
fault strike except in a confined region of several centimeter length around the 
rupture initiation point. We therefore attached sensors on a free surface of the 
rock sample. Semiconductor strain gauges were pasted near the fault at 
intervals of 4 cm  (DI to D6 in Figure 3-1) to obtain shear strains. Metallic foil 
strain gauges were pasted across the fault (Fl to F4) to obtain relative 
displacements of the fault. In Figure 3-1, a solid circle marked by PZT indicates 
a wide-frequency-band AE sensor. The granite specimen was biaxially 
compressed at a shear-strain rate of  10-6/s with the servo-controlled loading 
apparatus to generate stick-slip events. The normal stress applied to the fault 
was kept constant during loading operation for generation of each stick-slip 
event. The normal stress was varied from 2.5 MPa to 20 MPa. By varying 
normal stress, we obtain stick-slip events with different values of stress drop 
and different values of rupture velocity (e.g., Okubo and Dieterich,  1984). 
     Figure 3-2a shows example records of shear stress obtained for a stick-
slip event. In each record, the shear fracture process starts at the time  marked 
by a solid triangle and finished at the time marked by an open one. The time 
interval indicated by two triangles is the breakdown time  7', during which shear 
stress degrades and local fracture process progresses. We find from Figure  3-2a 
that rupture is initiated near sensor D3 and is propagated bilaterally. The 
space-time view of breakdown zone is shown in Figure 3-2b, which is obtained 
by using time data of local rupture start and finish in Figure 3-2a. The 
breakdown zone size  X, is increased during the slip nucleation process with a 
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low rupture speed and is reduced rapidly when the rupture speed reaches 
nearly a sonic speed. Similar observation on the breakdown zone in relation to 
the slip-nucleation process and the rupture propagation process was first 
reported by Ohnaka et  al. (1986). Figure 3-3 shows shear stress records and a 
space-time diagram of the breakdown zone for another stick-slip event. The 
event is thought to be nucleated near an edge of the fault, so that the rupture is 
unilaterally propagated nearly at the S-wave speed at locations of sensors D2 to 
 D6.  It is noted that the average normal stresses on the fault for both the events 
in Figures 3-2 and 3-3 are the same value of 15 MPa. The difference in rupture 
process between the events is considered to arise from the difference in 
nonuniform distribution of stresses on the  fault. 
     The local slip behavior of the fault near the location of the AE sensor is 
examined by using stress records obtained by the sensor D4, slip records 
obtained by the sensor F3 and AE records obtained by  PZT (see Figure 3-1) to 
see the difference in local rupture characteristics during stick-slip events with 
different rupture speeds. The local rupture speeds at the location of D4 for the 
stick-slip events in Figures 3-2 and 3-3 are 0.8  km/s and 2.4  km/s, 
respectively. In Figures 3-4 and 3-5, the shear stresses for the stick-slip events 
in Figures 3-2 and 3-3, respectively, are shown together with records of relative 
displacement, slip velocity, slip acceleration and high-frequency velocity 
waveform. After applying a digital low-pass filter with a cutoff frequency of 
100  kHz to relative displacement records, we numerically differentiated them 
with respect to time to obtain the slip velocity and acceleration. Comparing 
records in Figures 3-4 and 3-5, we obtain the following results. (1) The local 
breakdown time  Te for the event in Figure 3-5 is much shorter than that in 
Figure  3-4. (2) The time function of the relative displacement in Figure 3-4b is 
like a ramp function, while that in Figure  3-5b is built up rapidly. For the  event 
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Figure 3-4. (a) Shear stress obtained with IN; (b) 
   obtained with F3; (c) Slip velocity; (d) Slip 
    frequency velocity waveform obtained with 
    event shown in Figure  3-2.
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Pa for the stick-slip
32
(a)
(b)
(c)
(d)
(e)
SHEAR STRESS
I 0.5 MPa
RELATIVE DISPLACEMENT
 5  tim
SLIP VELOCITY
 I 10  cm/s
SLIP ACCELERATION
 T 20  km/s2
rffir-.ow ...mow. iv Mr %IV
GROUND VELOCITY
 I0.5  V
 50  pis
Figure  3-5. 
     3-3.
Same as Figure 3-4 but for the stick-slip event shown in Figure
33
shown in Figure 3-5, there are significant peaks just after the slip onset in slip 
velocity (Figure 3-5c) and slip acceleration (Figure 3-5d). (3) While the ground 
motion in Figure 3-4e continues with approximately constant amplitude after 
the slip onset, there is a significant peak in  AE  record in Figure 3-5e just after 
the slip  onset. Further, the amplitude of ground motion in Figure 3-5e is 
significantly larger than that in Figure 3-4e. These results indicate that the 
rupture speed significantly affects the near-fault high-frequency ground 
motion.
3-2. Macroscopic slip behavior of  a  fault during unstable slip 
     Figure  3-6 is an observed relation between shear stress and relative 
displacement, showing slip-weakening behavior similar to the stress-slip 
relation shown in Figure  1-1c. This indicates that the slip-weakening model is 
valid at least qualitatively for stick-slip events in laboratories. 
     For quantitative discussion we measured the maximum slip velocity and 
slip acceleration for stick-slip events to compare them with those predicted 
from theoretical equations (1-1) and (1-2). The experimental relations between 
the maximum slip velocity  limax and  (vOrb/G) and between the maximum slip 
acceleration  iimax and  (vRzlirb/G)2/d, are shown in Figures 3-7 and 3-8, 
respectively. Using a least squares method,  k  1 and k2 in (1-1) and (1-2) are 
determined to be 2.4 and 8.8, respectively. From numerical calculations by 
Ohnaka and Yamashita (1989),  k1 varies from 0.74 to 2.97 and k2 does from 5 
to 20 when the rupture velocity ranges from 0.7 to 2.5 km/s. The experimental 
values of  k  1 and k2 are consistent with the theoretical ones. 
 Ohnaka et  al. (1987a) obtained  k1.-E1 and  k2-2 from similar stick-slip 
experiments. The differences  in experimental values in  k  1 and  k2 are thought to 
arise from difference in characteristics of low-pass filter applied to the
34
Cn
        RELATIVE  DISPLACEMENT 
Figure  3-6. Relation between relative displacement and shear stress. The 
    solid and  open triangles indicate the time when shear stress starts  to 
    decrease and that when shear stress reaches the residual friction 
    stress, respectively.
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relative-displacement records. A Butterworth digital low-pass filter with a 
cut-off frequency of 100 kHz was used in the present study, while a moving-
average low-pass filter with a cutoff frequency of about 50  kHz was used in 
Ohnaka et  al. (1987a). Figure 3-9 shows power spectral densities calculated for 
slip  acceleration data in Figures 3-4d and 3-5d. The power spectral densities are 
almost flat from DC to 100 kHz (cut-off frequency of the digital filter), 
suggesting that significant power may exist above 100 kHz. Consequently  kl-
and k2- values should be underestimated when the cut-off frequency of the 
filter is not enoughly high. It is noted that we cannot obtain slip velocity and slip 
acceleration records above 100  kHz. This is because the signal to noise ratio 
becomes significantly worse when we use cut-off frequencies higher than 100 
kHz. 
3-3. Examination of  near-fault  high-frequency strong  motion 
      As stated in the preceding section, slip velocity and slip acceleration 
records are insufficient to investigate high-frequency characteristics of rupture 
process during faulting. In this section, high-frequency ground motion records 
obtained with AE sensors are examined in detail to reveal small-scale rupture 
process. 
      Figure 3-10 shows shear stress records with sensor locations and a 
space-time view of the breakdown zone for a stick-slip event. AE records 
obtained with AE1 and  AF2 are shown in Figure 3-11 with their normalized 
cumulative power. We define the near-fault high-frequency strong-motion 
duration D by the time interval during which the cumulative power increases 
from 10% to 80% to quantitatively discuss the strong motion duration. The value 
of  D  thus determined is plotted against the breakdown time  T, in Figure 3-12. 
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Figure 3-10. (a) Shear stress records obtained by 4 strain gauge sensors 
    along the fault. The solid and open triangles, respectively, indicate  the 
    time when the shear stress attains the peak value and that when it 
    falls to a residual value. The time interval between t he solid and open
   triangles is the breakdown time  Tc. (b) The locations of the 4 strain 
    gauge sensors relative to AE  sensors. (c) Space-time view of 
    breakdown zone estimated from the records in  (a). The solid and  open
    circles, respectively, correspond to  the solid and open triangles shown 
    in (a).  Te and  Xe denote the breakdown time and the breakdown zone 
    size, respectively. 
                      40
4
1
, 
1
,^
.^
(a
)
(b
)
 A
 
 g
 
 o
 
 U
 
 W
 
 g
 
 W
 
-t
c
 Z
 
 C
.4
 
 0
 
 a
. 
 ;
4
 
-t
t 
•
-1
 
 2
 
 U
  
  
  
  
  
  
  
T
IM
E
  
1
0
0
  1
.t
s 
Fi
g
u
re
 
3
-1
1
. 
(a
) 
H
ig
h
-f
re
q
u
e
n
cy
 
v
e
lo
ci
ty
 
re
co
rd
s 
o
b
ta
in
e
d
 
b
y
 
A
E
 
se
n
so
rs
 s
h
o
w
n
 
in
 
  
  
Fi
g
u
re
  
3
-1
0
b
 
fo
r 
th
e
 
st
ic
k-
sl
ip
 
e
v
e
n
t 
g
iv
e
n
 
in
 
Fi
g
u
re
  
3
-1
0
a
, 
w
h
e
re
 
th
e
 
ti
m
e
 
  
  
in
te
rv
a
l 
d
is
p
la
y
e
d
 
is
 t
h
e
 s
a
m
e
 a
s 
in
 F
ig
u
re
  3
-1
0
a
, 
a
n
d
 t
h
e
 s
o
lid
 a
n
d
 o
p
e
n
 t
ri
a
n
g
le
s 
  
  
co
rr
e
sp
o
n
d
 t
o
 t
h
o
se
 i
n
 F
ig
u
re
  
3
-1
0
a
. 
T
h
e
 v
e
rt
ic
a
l 
sc
a
le
s 
fo
r 
A
E
1
 a
n
d
 A
F2
 
a
re
 t
h
e
 
  
  
sa
m
e
. 
(b
) 
T
h
e
 
n
o
rm
a
liz
e
d
 
cu
m
u
la
ti
v
e
 
p
o
w
e
rs
 
o
f 
th
e
 
h
ig
h
-f
re
q
u
e
n
cy
 
v
e
lo
ci
ty
 
  
  
re
co
rd
s 
sh
o
w
n
 
in
 
(a
),
 w
h
e
re
 
D
 d
e
n
o
te
s 
th
e
 n
e
a
r-
fa
u
lt
 
h
ig
h
-f
re
q
u
e
n
cy
  
st
ro
n
g
-
  
 
m
o
ti
o
n
 d
u
ra
ti
o
n
 
a
s 
d
e
fi
n
e
d
 
b
y
 t
h
e
 t
im
e
 i
n
te
rv
a
l 
in
 w
h
ic
h
 
th
e
 c
u
m
u
la
ti
v
e
 
p
o
w
e
r 
  
 
in
cr
e
a
se
s 
fr
o
m
 1
0
  %
to
 8
0
  %
 ,,-...... 
 cn 
-..
..„--,
 T  ,  (,t,  s)
Figure 3-12. The observed relation 
    strong-motion duration D and 
   solid line is obtained by a least
between near-fault high-frequency 
local breakdown time  Tc, where the 
squares method.
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Apparently we can find a relation between D and  Tc. Applying a least-squares 
method to the data shown in the figure, we obtain 
 D=1.9  Tc  +3.2  (ius). (3-1) 
This relation suggests that the near-fault high-frequency wave energy is 
radiated mainly from the rupture propagating over the breakdown zone. If a 
similar relation between D and  Tc is given theoretically or empirically for 
earthquakes, it is possible for us to estimate the breakdown time from the 
observation of near-fault high-frequency strong motions. It is remarked that 
 Izutani and Hirasawa (1987) proposed the use of the strong motion duration for 
rapid estimation of fault parameters for shallow earthquakes. The present 
method is therefore based on an idea similar to Izutani and  Hirasawa. The 
essential difference between the two methods exists in that Izutani and 
Hirasawa's method utilizes the strong motion seismograms observed at 
relatively distant stations for the purpose of estimating the macroscopic fault 
parameters, while the present one uses the high-frequency strong motion 
recorded in the immediate vicinity of the fault to estimate such a local fracture 
mechanics parameter as breakdown time. 
     It is interesting to discuss the high-frequency content of near-fault 
motion in relation to the high-frequency behavior of earthquake source spectra. 
Hanks (1982), for example, has pointed out that the acceleration spectra 
observed for earthquakes fall off at very high frequencies. This observation 
apparently contradicts the spectral behavior predicted by the so-called w-
square source models for earthquakes. Papageorgiou and Aki (1983) attributed 
the observed high-frequency cut-off to the uniform and smooth kinematic
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process taking place in the breakdown zone and expressed the cut-off 
frequency  /max  b  y 
 fmax 1  =  VR/  Xe.  (3-2) 
The second equation is valid for uniform rupture with constant rupture speed 
 VR and constant length of  breakdown zone size  Xc. 
     Figure 3-13 shows the normalized power spectra of the near-fault 
velocity records obtained in the present experiments. They were calculated  by 
using a 50  tis long data-window with a cosine taper. The data window we used 
can be seen on each observed waveform displayed in Figure  3-13.  In general, 
the data window starts approximately at the local rupture onset determined 
from shear strain records. The case of Figure 3-13c is exceptional, where the 
rupture propagation is under the unsteady state of considerable acceleration. 
The first half of the wave train in Figure  3-13c is considered to represent the 
local rupture characteristics in the breakdown zone near the AE sensor located, 
while the second half is contaminated significantly by the waves radiated from 
a high-rupture-velocity region ahead of the nearby breakdown zone. Since our 
purpose is to characterize the local rupture process, the window was set so as to 
exclude the second half of the wave  train. 
    The power spectral densities in Figure 3-13 decay sharply at frequencies 
lower than 200  kHz and higher than 1 MHz. This is attributed to the frequency 
response of our measurement system whose decay rate is about  24dB/oct. To 
parametrize the characteristics of the observed spectral structure, we assume 
that the amplitude is proportional  to  fa in the frequency range between 200 kHz 
and 1 MHz, where f is frequency. The values of a determined by a least squares 
method are also given in Figure 3-13 together with those of the local rupture
44
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gure 3-13. Normalized power spectra of the near-fault velocity 
    waveforms, where (a) is for the record shown in Figure  3  -5e, (d) is for 
    the record shown in Figure 3-4e, and (b) and (c) are the records by 
    AE1 and AE2, respectively, in Figure  3-11a. The numerals in the 
    figure are the calculated values of a under the assumption that the 
    power spectra are proportional  to  fa in the frequency range between 
    200 kHz and 1 MHz. The data window used in the spectral analysis 
    and the observed local rupture velocity are also shown above each of 
    the observed waveforms.
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velocity. It is understood from this that the difference in a-values properly 
represents the difference in general feature of the spectral structures. 
Furthermore, a  large value of a corresponds to a large rupture velocity. 
     If we put the experimental values of VR = 1.7  km/s and  X, = 2.7 cm into 
(3-2), we obtain fmax= 63kHz for the AEI record shown in Figure  3-11a. The 
values of  VR and  k are obtained from the space-time diagram of the 
breakdown zone (Figure  3-10c). The power spectral densities in Figure 3-13b, 
however, are significantly large even at frequencies much higher than the 
calculated value  offmax• We should remind that the spectra in Figure 3-13 are 
the power spectra of velocity waveforms. If the power spectral density is 
proportional  tof-2,  it corresponds to a flat spectrum for acceleration. Since a's  in 
Figure 3-13 are from -1.37 to -0.30, the result suggests that there exists no 
high-frequency cut-off  fmax in the frequency range between 200 kHz and 1 
MHz. This indicates that the brittle microfracture whose characteristic length is 
much shorter than the breakdown zone size is essential for generating the 
high-frequency strong motion observed in the experiment. 
3-4. A stochastic model for generation of  high-frequency strong  motion 
3-4-1. Model description 
    Papageorgiou and Aki (1983) regarded the kinematic behavior of the 
breakdown process as smooth and uniform. Our experimental results, however, 
suggested that the near-fault high-frequency motions are generated by rather 
irregular and nonuniform processes in the breakdown zone. It may be 
reasonable to expect that this irregular kinematic behavior in the breakdown 
 zone is related to the brittle microfracture of asperities on the sliding surfaces. 
     It is known that sliding surfaces are in contact with each other only at tips 
of many asperities and that the real area of contact is much smaller than the 
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nominal area of sliding surfaces (e.g., Brown and Scholz, 1985). Figure 3-14 
illustrates schematically the different states of surface contact on the fault 
plane based on the slip-weakening model. The zone ahead of the crack tip  may 
be called the locked zone, in which no slip has occurred. The sliding surfaces  in 
this zone are strongly interlocked with each other. In the breakdown zone 
defined previously, all the asperities that were interlocked when they were in 
the locked zone are to be fractured to generate  high-frequency elastic waves, 
producing macroscopic slippage. 
     A zone behind the breakdown zone may be called the cracked zone. 
Although all the interlocked asperities have been fractured in the breakdown 
zone, some asperities should newly come into contact with ongoing sliding. 
These new asperity contacts, however, should be weak compared with those  in 
the locked zone. Scholz and Engelder (1976) reported that the real area of 
contact between sliding surfaces increases with the stationary contact time. This 
indicates that the real contact area is small for a short contact time due to a high 
sliding velocity. The asperity contact in t he cracked zone is thus expected to  be 
relatively weak. 
     Based on the above consideration, we propose a stochastic model for the 
brittle fracture of asperities to explain the main features of the observed 
near-fault high-frequency motions in the experiment. In the model, high-
frequency waves are assumed to be radiated from many circular subfaults 
(asperities) distributed randomly on the fault plane. Each subfault is assumed 
to rupture some time after the macroscopic rupture front reaches the center of 
the subfault. The delay time between the rupture onset of a  subfault and the 
arrival time of the macroscopic rupture front should, in general, depend on the 
 strength of subfault, the local stresses exerted and the time-dependent 
characteristics of asperity rupture. Since our knowledge about these quantities 
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are limited, the model to be proposed should be as simple as possible. We 
disregard, therefore, the differences in strength and local stresses for individual 
asperities for the sake of simplicity. Instead, the delay time for respective 
asperity (subfault) is regarded as a random variable. From the observed 
waveform (Figure 3-5e), it may be reasonable to expect that the probability of 
the rupture onset of a subfault is largest at the time of no delay and then 
decreases monotonously with the delay time. Among many analytical  functions 
that satisfy this condition the decay function of exponential type may be the 
simplest and most familiar in physics. We thus assume that the probability 
density function of the rupture onset time of a subfault is expressed b y 
                              for  t  <to,  f(t)={ (3-3)           (1/ r)expHt  —  to)  / r] for t to, 
where  to is the time when the macroscopic rupture front reaches the center of 
the subfault and r is the expected value of the delay time (t-to). From the 
previous discussion, is expected to be related with the breakdown time  Te  by 
 r=  cTc,  where c  is  a  constant. 
     The direct P and S waves radiated from a subfault are calculated using 
the analytical solution presented by Sato and  Hirasawa (1973) for quasi-
statically propagating circular crack. Their solution is known to give a good 
approximation to the dynamic crack problem (see Madariaga, 1976) and the 
propagating circular cracks have been used as subfaults in the source models 
proposed by Hirasawa (1979) and Papageorgiou and Aki (1983) to simulate the 
nonuniform kinematic behavior of earthquake faulting. Sato and Hirasawa's 
model is based on far-field approximation. The distance of 1 cm between the 
velocity transducer and the fault is much shorter than the macroscopic fault 
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length 40 cm. The distance, however, is several times longer than the radius of 
subfaults for sources of high-frequency velocity as shown later. As understood 
from the exact solution for a double couple of point forces in an infinite elastic 
medium (e.g., Aki and Richards, 1980), the contribution from the near-field 
term to the high-frequency waves may be negligible in comparison with that 
from the far-field term. We consider, therefore, that  Sato and Hirasawa's model 
is satisfactory for our present  purpose. 
     The complex reflection coefficients for plane wave incidence are used to 
correct the body wave amplitudes for the effect of the free surface. Reflected 
waves from the opposite free surface are disregarded, because the observation 
point is located at the immediate vicinity of the fault and the amplitude of the 
reflected waves should be negligibly small compared with that of direct waves. 
Since we are interested only in near-fault high-frequency waves, the 
contribution from surface waves such as Rayleigh waves is also neglected. 
     The parameters for describing the present model are grouped into two; 
macroscopic fault parameters and microscopic subfault parameters. The 
macroscopic parameters are the fault length L and width W, and the 
propagation velocity VR of the macroscopic rupture front. The subfault 
parameters are the characteristic delay time  r in the probability density 
function (3-3), the rupture velocity  Vr, the local stress drop  Au, the radius r  and 
number N of  subfaults. In actual cases the values of r,  Aa and  yr should be 
different for individual subfaults. For the sake of simplicity, however, we 
assume in the present model that all the subfaults have the same average 
values of  r,Aa  and  vr. 
      The macroscopic fault parameters can be determined from the 
experiments. The fault length L and width W are 40 cm and 5 cm, respectively. 
An approximate value of VRcan be obtained from the stick-slip signals recorded 
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by strain gauges under the assumption that the macroscopic rupture front is 
perpendicular to the fault strike. We assume that the rupture velocity is 
constant over the macroscopic fault plane. On the other hand, the subfault 
parameters are of course unknown. To reduce the number of unknown 
parameters, we further assume that  v = VR and N =  V  ar2. The  Au value is 
arbitrarily taken in our numerical simulation, because  da affects only the 
amplitude of synthesized waves. 
      Now we have to estimate two parameters, r and  r. To do  this we will 
make use of the average characteristics of the observed velocity records: The 
radius r will be determined from the average predominant frequency found for 
the observation. This is because the quantity  vrlr exclusively controls the 
frequency content of synthesized velocity waveforms. The characteristic delay 
time r will be determined through the use of r  =cTc from the observed relation 
(3-1) between the breakdown time  Te and the strong-motion duration D. 
3-4-2. Results of computation and determination of model parameters 
      We performed the numerical computation for various values of  VR and 1 
as well as for various initial values of the random number generator. The 
subfaults were randomly distributed on the macroscopic fault with the 
prescribed density and the rupture onset time for each subfault was 
determined by (3-3). The rupture velocity  VR  used for computation ranges from 
1.0  km/s to 3.0  km/s corresponding to the range of the observed rupture 
velocities, and the characteristic delay time r ranges from 6.7  is to 40  is by 
taking into consideration  the variation of the observed breakdown time  Tc. The 
subfault radius r was determined by the method of trial and error. The radius of 
1.7 mm was finally obtained to explain, on the average, the predominant 
frequencies and the power spectra of the observed  v  elocity records. 
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       Figures 3-15a and 3-16a are examples of synthesized velocity 
waveforms of near-fault high-frequency motions at a point 1 cm from the fault . 
The synthesized records were numerically band-pass filtered with the cutoff 
frequencies of 200 kHz and 1  MHz. The normalized cumulative powers of the 
respective velocity waveforms are shown in Figures 3-15b and 3-16b. The 
characteristic delay time r in Figure 3-16 is three times larger than that in 
Figure 3-15, though the macroscopic rupture velocity VR is the same for both 
cases. It is apparent from the  figures that the strong-motion duration 
increases with  r  . 
      The theoretical values of near-fault high-frequency strong-motion 
duration D are calculated from the cumulative powers of synthesized 
waveforms in the same way as for the observations. The  Dvalue so  determined 
is found to be approximately expressed  by 
 D=  1.5r +3.2  (12s).
This relation should be compared with the experimental one (3-1). Putting  r = 
 cTe and equating the coefficient of  Te in the above relation to that in (3-1), we 
obtain c =  1.9/1.5 = 1.3. The theoretical data of D are plotted against the 
breakdown time  Tc together with the observational data in Figure 3-17. The 
agreement between the theory and the observation may be considered 
satisfactory. Integrating (3-3) from t  =  to to t =  to+Te with c  =  1.3, we find that 
54 % of the total energy of high-frequency elastic waves arriving at an 
observation point is radiated from the nearby breakdown zone during the 
breakdown time  T. 
     Figures 3-18a and 3-18b show the normalized power spectra of the 
synthesized velocity waveforms given in Figures 3-15a  and 3-16b ,
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Figure 3-17. The near-fault high-frequency strong-motion duration D 
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    is used for the theoretical data.
55
 
U
1
(a
)   1
 0
0
 
 7
 
 Z
 
 L
4
 
 a
i  
1
0
-1
 
  
  
  
-t
C
 
 E
-,
 
W
 L
.:
  
1
0
-2
 
2
..
 
u
p C
-T
-1
 
 1
0
-3
 
 
0
 
 a
.
 =
 
W
1
0
4
 
N
..
..
..
- 
- 
'-
-1
 ©
1
0
-5
 
, 
Z
  
1
0
4
  
! 
'4
1
(b
)
 1
0
5
 
1
0
6
 
 
FR
E
Q
U
E
N
C
Y
 
(H
z)
0
.8
0
 1
0
7
 E
..
 •
1
0
0
 
 7
 
 Z
 
 W
 
 rz
) 
.4
1
0
-1
 
 -
‘t
 
 
a
4
 
 E
-
U
 
 W
 1
0
-2
 
 
z.
 
 I
D
 C
L1
 
 .
..
--
- 1
0
-3
 
 
0
 
 ,
-,  (:
:)
  
_ 
N
 •
i0
--
  
1
0
-5
  
 
 
Z
  
1
0
4
 1
0
5
 
1
0
6
 
FR
E
Q
U
E
N
C
Y
 
(H
z)
 1
0
7
Fi
g
u
re
 3
-1
8
. 
T
h
e
 n
o
rm
a
liz
e
d
 
p
o
w
e
r 
sp
e
ct
ra
 (
a
) 
a
n
d
 (
b
) 
o
f 
th
e
 s
y
n
th
e
si
ze
d
 
  
  
v
e
lo
ci
ty
 
w
a
v
e
fo
rm
s 
sh
o
w
n
 
in
 
Fi
g
u
re
  
3
-1
5
a
 
a
n
d
 
Fi
g
u
re
 
3
-1
6
a
,   
  
re
sp
e
ct
iv
e
ly
.
respectively. As was done for the observed power spectra, the values of a are 
calculated also for the theoretical spectra in the frequency range 200 kHz to 1 
MHz. The difference in the a-values for the two cases of the same rupture 
velocity in Figure 3-18 results from the different values assumed for the 
characteristic delay time  r In Figure 3-19 the theoretical data of a obtained  for 
many synthesized power spectra are plotted against the macroscopic rupture 
velocity  VRtogether with the observational data. The error bars attached to  the 
theoretical data indicate the standard deviation of the a values calculated for 
different values of r as well as for different sets of random numbers. We have 
omitted in the figure the observational data obtained for such cases of 
extremely unsteady rupture propagation as shown in Figure 3-13c. 
     It is obvious from Figure 3-19 that the observed a significantly increases 
with  VR. The same tendency is found for the theoretical a. Since we assumed  yr 
=  VR  in our simulation, the apparent  VR  dependence of the theoretical a  implies 
that the frequency contents of synthesized power spectra are governed by  vrl  r, 
as will be discussed later in detail. We calculated synthetic velocity waveforms 
for several cases of r. The results in the figure were obtained for r  .1.7  mm. 
     According to the theoretical study by Sato and Hirasawa (1973), the 
circular crack model predicts that the power spectral density of far-field 
velocity at frequencies lower than the corner  frequency  f, is proportional to  f2 
and that at frequencies higher than  f, is proportional to f-2. The corner 
frequency increases with  vr. For  vr  =2  km/  s, the corner frequencies resulting 
from a subfault with r  = 1.7 mm are found to be 530 kHz for S waves and 640 
kHz for P waves. The corner frequencies for  yr = 3  km/s are 610 kHz and 820 
kHz for S- and P-waves, respectively. These values of t he corner frequency  fall 
in the middle of the frequency range under consideration. This explains why  the 
theoretical value of a falls in the range from -2 to 2. More important is that  the
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Figure 3-19. The slope a of power spectra as defined 
    the macroscopic rupture velocity  V  R. The open 
   stand for theoretical data and solid circles are
in Figure 3-13 versus 
circles with error  bars 
observational ones.
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power spectra of near-fault high-frequency velocity waveforms are 
significantly affected not by the kinematic behavior of macroscopic faulting  but 
by that of an individual subfault. Most of the experimental values of a fall in the 
range from -1.5 to 0.5. Taking into consideration the results of the theoretical 
simulation, it may be inferred from the observed range of a that the corner 
frequency related to an individual subfault in the experimental breakdown 
zone should be around several hundreds kHz. 
3-4-3. Waveform simulation  for unsteady rupture propagation 
      We found that the average characteristics of observed near-fault high-
frequency strong motions are explained by our stochastic fault model with the 
estimated values of r  = 1.7 mm and c = 1.3. We will show here how well our 
model simulates the individual waveforms observed in our stick-slip 
experiments. The case presented in Figure 3-11 may be interesting, because the 
macroscopic rupture propagation is quite unsteady and significantly 
accelerating from the point of AF2 to that of  AE1 to give a big difference in 
waveforms of  AEI and AE2. We thus intend to simulate the waveforms 
observed by AE1 and AE2 for this particular stick-slip event. 
     The spatial changes in breakdown time and macroscopic rupture velocity 
for this event are illustrated in Figure  3-10c. Unfortunately, the number of 
sensors were limited in our experiment and the space-time diagram of the 
breakdown zone throughout the full length of the fault was not available. For 
the purpose of numerical simulation, therefore, we have to extrapolate the 
observed  space-time diagram to obtain the one shown in Figure 3-20. However, 
this extrapolation may be justified insomuch as the breakdown process at 
points far from the sensor may not significantly contribute to the high-
frequency strong motions. The locations of sensor points  I and 2 in Figure  3-20
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are determined so as to correspond to the positions of AEI  and AE2, 
respectively, in the experiment (cf. Figure 3-10). Figure 3-21 displays the 
simulated waveforms thus computed together with their cumulative powers 
and power spectra. They are compared with the observed results given in 
Figure 3-11  and Figures 3-13b and 3-13c. It is found from Figure 3-21 that 1) 
the amplitude at point 1 is larger in general than that at point 2, 2) the strong 
motion duration at point 1 is much shorter than that at point 2, and 3) the value 
of a at point 1 is much larger than that at point 2. We conclude from this that the 
main features of the observed strong motions stated previously are well 
reproduced in the simulation. 
3-5.  Discussio  n 
     In the field of strong-motion seismology, the nonuniform rupture of small 
 subfaults on a fault plane has been discussed in relation to the excitation and 
directivity of short-period seismic waves (e.g., Boore and Joyner, 1978). From 
analyses of  short-period records of  WWSSN,Koyama and Zheng (1985)  revealed 
that short-period ground motions from large earthquakes consist of body waves 
with random phases, indicating incoherent rupture of small-scale 
heterogeneities on a fault plane. Suzuki and Hirasawa (1984) and Koyama 
 (1985) proposed source models for short-period seismic waves. In their models, 
incoherent ruptures of small-scale fault heterogeneities that are randomly 
distributed on a fault plane are superposed on a smoothly propagating 
macroscopic rupture. Although the present model is similar to the above 
models, the breakdown time is newly introduced for explaining relatively 
abundant high-frequency elastic radiation near the macroscopic rupture front. 
     The value of 1.7 mm estimated for the subfault radius is much larger  than 
the characteristic scale of asperities or roughness of the sliding surfaces in the
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Figure 3-21. (a) The synthesized velocity waveforms simulating the 
    observed near-fault high-frequency motions shown in Figure  3-11a. 
    The vertical scales for pt.1 and pt.2 are the same. (b) Their normalized 
    cumulative powers, which are compared with the observed ones in 
    Figure  3-11  b. (c) and (d) Their normalized power spectra, which are
    compared with the observed ones shown in Figure 3-13b and Figure 
    3-13c, respectively.
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present experiment. The cut-off wavelength  Ac of sliding surfaces in the present 
experiment was determined to be about 10  pm from the surface profiles 
measured with a stylus profilometer. The characteristic scale of individual 
asperity contact is expected to be smaller than the cut-off wavelength as 
indicated by a  numerical simulation on contact of rough surfaces by Yoshioka 
(1994). A large difference between the estimated subfault radius and the 
characteristic scale of asperity or surface roughness possibly indicates that 
many asperities fracture coherently to increase the apparent subfault scale. The 
characteristic scale for coherent fracture of asperities may be related to the 
heterogeneity of the rock specimen. It is remarked that the subfault scale of 1.7 
mm is roughly equal to the grain size of the granite used in the experiment. 
     The alternative to the above is the possibility of small values of the local 
rupture velocity  vr. As stated before, the frequency content of the power 
spectrum is controlled mainly by the quantity of  vrIr. The above value of r  was 
estimated under the presumption of  vr =  VR.  If this is not the case and much 
smaller values of  vr are allowed, the value of r should significantly be reduced. 
A smaller local rupture velocity  vr would decrease the amplitudes of generated 
waves.  Qualitatively speaking, this effect is compensated by larger values of 
local stress drop and the larger number of subfaults. To discuss the physical 
possibility of low rupture velocities, however, we probably need to clarify the 
time- and environment-dependent properties of friction and asperity strength. 
Our present knowledge about these properties is obviously limited, and this 
subject will be left for future studies. 
     We emphasize the importance of observing near-fault high-frequency 
strong motions for large earthquakes. Analysis of observed strong motions 
based on a stochastic fault model, as proposed in this chapter, will give us 
detailed information about dynamic breakdown process of earthquakes. In 
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particular, the breakdown time and the breakdown zone size may be estimated 
from the near-fault high-frequency strong-motion duration. According to Rice 
(1980), the breakdown zone size is proportional to the critical slip distance. The 
breakdown zone size and the critical slip distance are important since they 
control the premonitory slip distance for earthquakes (e.g., Tse and Rice, 1986; 
Yamashita and Ohnaka, 1992). As reviewed by Li (1987), various methods  have 
been proposed to estimate fracture mechanics parameters such as fracture 
energy, critical slip distance and breakdown zone size for earthquakes. Most of 
the methods, however, utilize the macroscopic fault parameters of fault length, 
average fault slip, etc. The fracture mechanics parameters thus obtained should 
be regarded as averages over the entire fault. It may be understood from this 
that the use of near-fault high-frequency strong motions  provides a unique  and 
advantageous means of estimating source parameters related to asperity 
fracture as well as the local values of conventional fracture mechanics 
parameters.
 b4
             4. Mechanism of Strain-Rate Dependence of Friction 
     It is well-known that rocks become stronger and more brittle with an 
increase in  strain rate (e.g., Mogi, 1972). Since frictional sliding involves 
failure of many points of asperity contact, we expect sliding behavior of 
faults as well as deformation behavior of intact rocks to depend on strain 
rate. The effect of strain-rate hardening on fracture strength is consistent 
with the rate- and state-dependent friction laws discussed in 1-2-2. 
     The strain-rate effect on friction has not fully been examined. Dieterich 
(1979) has found from experiments using a granodiorite sample that the 
static friction is increased with the strain rate. He pointed out that this 
strain-rate effect is analogous to the strain-rate dependence of critical stress 
for yield or fracture of silicates. Inferring from the strain-rate effect on 
deformation and failure of intact rocks, we may expect that not only the 
friction strength but also the sliding mode is affected by the strain rate. 
Sliding mode may become less stable and friction strength may increase as 
the strain rate increases. We experimentally examine in 4-1 the strain-rate 
effects on sliding mode, rupture propagation of stick-slip, and friction 
strength on granite faults using the biaxial loading apparatus. Next, a 
numerical simulation is performed in 4-2 for investigating the strain-rate 
dependence of the frictional strength and the slip nucleation process,  where 
the frictional force acting on the sliding surfaces is assumed to follow the 
rate- and state-dependent friction law (1-7). Through this numerical 
simulation, we demonstrate that the experimental results on strain-rate 
effect can be explained by the rate- and state-dependent friction law and 
that the nonuniformity in normal stress applied to the fault plane 
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significantly affects the slip nucleation process. Finally, in 4-3, we present a 
micromechanical model for the mechanism of strain-rate dependence of 
frictional strength, where the stress-corrosion mechanism is taken into 
consideration for cracking the asperity contacts between sliding surfaces. 
4-1.  Experiment for  strain-rate effects on frictional strength and  the slip 
nucleation process 
4-1-1. Method 
     Three kinds of experiments were carried out as follows: 1) The 
strain-rate effect on sliding mode, that is, stable sliding or stick-slip. We 
define stick-slip or stable sliding as sliding with or without appreciable 
stress drop. 2) The strain-rate effect on the slip nucleation zone size or the 
critical crack length, which is the crack length beyond which the crack 
propagates at a subsonic speed. 3) The strain-rate effect on the maximum 
friction coefficient  jumax at the inception of sliding. The coefficient  '1i-flax is
defined as the maximum value of the ratio of the average shear stress to  the 
average normal stress applied to the fault, and is considered to represent a 
measure of the frictional strength. 
    Granite samples with 5 cm or 10 cm width were compressed with the 
servo-controlled loading apparatus. In the present experiment, the normal 
stress applied to the fault was kept constant at 5 MPa. The shear strain on  the 
fault was increased at a constant rate. The experiments were performed at 
several strain rates between  3x10-8/s and  10-5/s. In addition to the strain-
rate effect, the contact-time effect is known as the time-dependent property 
of rock  friction:  The frictional strength increases with the stationary contact 
time (See 1-2-2). In the present experiment, the ram displacements were 
held constant for a time interval of either 20 or 60 minutes between two
66
successive sliding events so as to have the same effect of stationary contact 
time. It is noted that the contact times are much longer than a ram operation 
time, say a few minutes at most, for generating an individual sliding event. 
The ram pressures in two directions were recorded to give the average  shear 
and normal stresses applied to the  fault. 
     Figure 4-1 shows sensor arrangements. In Figure  4-1a, six 
semiconductor strain gauges are pasted at intervals of 4 cm along the fault, 
and six metallic foil strain gauges for relative displacement are pasted across 
the  fault. In some of our experiments a different sensor arrangement was 
adopted. As seen in Figure  4-1b, twelve semiconductor strain gauges for 
shear strains are pasted at intervals of 2 cm along the fault to observe 
rupture propagation with a finer resolution in space. 
     Figure 4-2 shows the sliding surfaces of the rock samples measured 
with a stylus profilometer. From the power spectra of the surface profiles,  we 
determined  Ac defined in 2-1 to be 107 for the sliding surfaces lapped 
with #180 grid abrasive (Figure 4-2a) and 20  vim for the surfaces lapped 
with #800 grid abrasive (Figure 4-2b). In experiment (1), the sliding 
surfaces were lapped with #180 grid abrasive to generate both stable sliding 
and stick-slip. In experiment (2), smoother surfaces lapped with #800 grid 
abrasive were used so that the critical crack length might be shorter than the 
fault length. In experiment (3), both surfaces with #180 and #800 were used 
to see the effect of surface roughness on the strain-rate dependence of 
maximum  friction. 
4-1-2. Results 
(1) Sliding mode 
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     The first experiment is for the effect of strain rate on the sliding mode. 
The stationary contact time is 20 minutes in all cases. Shear strain rates are 
3x10-8,  10-7, 3x10-7, 10-6, 3x10-6, and  10-5/s. The sensor arrangement 
shown in Figure  4-1,a is used to observe both shear strains and relative 
 displacements. . Figure 4-3 shows the shear stress and relative displacement 
records observed for the strain rate of  1  0-5/s. We see abrupt drops in  shear 
stress and, nearly at the same time, sharp onsets in relative displacement. 
Stress concentration is obviously seen in the vicinity of the crack tip, and, 
consequently, the rupture front is clearly identified. The rupture velocity 
exceeds 1  km/s. The sliding mode is unstable according to our definition. 
Figure 4-4 exhibits the shear stress and relative displacement records for  the 
strain rate of 3x10-8/s. It is noted that the time scale in Figure 4-4 is a 
thousand times as long as that in Figure 4-3.  Changes in shear stress and in 
relative displacement are smaller in magnitude than those in the previous 
figure. The shear stress in any channel is found to decrease slowly with 
ongoing sliding, and rupture propagation is not clearly identified. The sliding 
mode is stable. To summarize the experimental results, sliding is always 
unstable (stick-slip) for strain rates higher than  10-7/s. Stable sliding is 
observed for all the runs at the strain rate of 3x1  0-8/s and for some runs  at 
the strain rate of 1  0-7/s. 
(2) Critical crack length 
    The second experiment is for determination of the critical crack length 
for strain rates of  10-7, 10-6, and  10-5/s. The stationary contact time is 20 
minutes in all cases. The sensor arrangement with shorter sensor intervals 
shown in Figure  4-lb is used for rupture velocity determination to high 
resolution. Local rupture velocity is determined from the travel time of the
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•rupture front between two neighboring strain sensors. Strictly speaking,  the 
rupture velocity is an apparent one because the rupture front is not 
necessarily perpendicular to the fault strike as discussed in 3-1. It is noted 
that the fault length of 40 cm is much longer than the fault width of 5 cm. The 
over-estimation of the rupture velocity may occur only in a confined region 
of the rupture initiation. We  estimate that the length of the region along  the 
fault is at most several centimeters. 
     Figure 4-5 shows the shear stress records obtained along the fault for 
the strain rate of  10-6/s. We define the rupture onset time at each sensor 
point as a time when the shear stress starts decreasing. This onset time for 
each sensor is marked with a triangle. Figure 4-6 displays the space-time 
plot of rupture propagation; the rupture times at sensor points are plotted 
against the distance along the fault. The rupture propagates slowly at first, 
and then gradually accelerates. Finally the rupture velocity reaches a sonic 
speed in many cases. Following Kuwahara et al. (1986), we define the half 
length,  lc, of the critical crack by the rupture propagation distance at which 
the  rupture velocity exceeds 1/10 of the shear wave speed. The critical crack 
length is equivalent to the nucleation zone size (cf. Ohnaka et  al., 1986). The 
quantity  le is regarded as an indicator for the stability of the sliding. The 
smaller the value of  le is, the less stable the sliding is. The interval between 
 CH. 3 and  CH. 9 in Figure 4-6 is the rupture nucleation zone, in which the 
rupture velocity is much lower than the S-wave velocity and no stress 
concentration is found (cf. Figure 4-5). The rupture velocity increases 
abruptly at  CH.  3 and  CH.  9 to be close to the S-wave velocity. In this case  the 
half length  /, of the critical crack is determined as about 6 cm. 
    Figure 4-7 exhibits the shear stress records for the strain rate of 
 10-7/s. We see in Figure 4-7a an event of pre-slip that is initiated
73
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Figure 4-5. Examples of shear stress records observed for a strain rate of 
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    event shown in Figure 4-5.
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somewhere around  CH.5 and slowly propagates bilaterally until it reaches  an 
edge of the sample through the point of  CH.1. Then the main slip event  with 
a higher rupture velocity starts to propagate from the edge as seen in Figure 
4-7b in an expanded time scale. Figure 4-8 shows the space-time plot of 
rupture propagation of the events. The rupture velocity of the main event 
exceeds  1/10 of the shear wave velocity at  ca 6. We cannot determine the 
value of critical crack length in this case, because the nucleation process  did 
not finish within the fault length. What we can say is only that the lower 
bound of  le is 20 cm. This lower bound is much longer than 6 cm in the 
previous case of  10-6/s in strain rate. Figure 4-9 shows the shear stress 
records obtained for a higher strain rate of  10-5/s. As understood from the 
space-time plot of the rupture propagation in Figure 4-10, the rupture 
velocity determined from any neighboring pair of sensors exceeds  1/10 of 
the S-wave velocity. The critical crack length cannot be determined in this 
case. Although there exists some uncertainty for the observed rupture 
velocity because of the curved rupture front near the rupture initiation 
point,  /, is estimated to be shorter than the sensor interval of 2 cm. 
    The results of rupture propagation for three values of the strain rate 
are summarized in Figure 4-11. The local rupture velocities normalized by 
the shear wave speed are plotted against the rupture propagation distance. 
The rupture velocity clearly depends on the strain rate, and the critical crack 
length decreases with an increase in the strain rate.
(3) Maximum friction coefficient 
    The third experiment is for the examination of the strain-rate effect on 
the maximum friction coefficient. Figure 4-12 shows the friction coefficient 
versus the strain rate for the stationary contact time of 60 minutes. The
77
 (a)
1 
 Ft 
(b)
Figure 4-8. 
   and (b)
        DIST. ALONG FAULT 
A space-time view of rupture propagation (a) 
 for the pre-slip shown in Figure 4-7.
for the main slip
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           DIST. ALONG FAULT 
Figure 4-10. A space-time view of rupture propagation for the 
    event shown in Figure 4-9. 
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Figure 4-11. The rupture velocity VR normalized by the S-wave velocity 
 Vs against the rupture propagation distance for stick-slip events at 
    strain rates of  10-5/s (solid circles),  10-6/s (solid squares),  10-7/s
    (solid triangles).  /c is defined by the rupture propagation distance at 
 VR/  VS  =  0.1.
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sliding surfaces were lapped with #800 grid abrasive. We carried out three 
experimental runs under the same experimental conditions. After each run 
the rock sample had to be unloaded to reset the relative displacement of the 
fault. There exist apparent differences among three data sets of  pm  ax values. 
The ordinates for the three data sets are so adjusted in the figure that the 
average values of  /Amax at the strain rate of  10-6/s may be located at the 
common position of the ordinate. A similar  experiment was done by Dieterich 
(1979) for a granodiorite sample with a loading apparatus of direct shear 
type, where the stationary contact time was 400 seconds and the surfaces 
were lapped with #60 grid abrasive. The data read from a figure in Dieterich 
(1979) are shown in Figure 4-12 together with the present data. Dividing the 
ram speed by the sample dimension, we estimate strain rates for the data of 
Dieterich. Since this estimation possibly contains some uncertainty by a 
constant factor, the values of the estimated strain rates may shift 
horizontally in the figure. Both the data sets seem to obey a logarithmic 
equation,
 =a+Pin, (4-1)
where a is the strain rate, and a and  f3 are constants. The coefficient  /3 
determined from our data is 0.0052 for the strain rate ranging from 3x1  0-8/ s 
to  10-6/s. The  pmax values obtained for the strain rate of  10-5/s in our 
experiment seem to be larger than that predicted from the equation. This 
deviation, however, should not be considered significant, mainly because the 
data are largely scattered and partly because the response of our pressure 
transducer is possibly poor at high frequencies. From the data of Dieterich, 
we determined value to be  0.0051.
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     Figures 4-13 and 4-14 show  pmax data for a contact time of 20 
minutes in the cases of smooth surfaces (#800) and rough surfaces (#180). 
We see from these figures that  tn...increases logarithmically with the strain 
rate. Table 4-1 summarizes all the results of coefficient  /3 in the strain-rate 
dependence including those for the Dieterich's data. The values of  p obtained 
for different contact times and different surface roughnesses are within a 
rather narrow range between 0.0052 and 0.010. There is not a clear effect on 
 0 of the contact time or of the fault roughness. 
 4-2. Interpretation in terms of a rate- and  state-dependent friction  law 
     The rate- and state-dependent friction laws introduced in 1-2-2 take 
into consideration time-dependent characteristics of rock friction. It is 
interesting to examine the consistency of the experimental results in the 
preceding section with the friction laws. We may assume that the sliding 
speed V in (1-7a) is proportional to a strain rate  i and that the change in 
state variable 0 is neglected for an abrupt increase in V. From (1-7a), the 
friction coefficient is then expresses  by 
 p= al n  +  constant. 
Since this equation is the same form as our empirical equation (4-1), our 
observed parameter  p should have a physical meaning similar to a. The 
empirically determined values of a given in the literature are listed in Table 
4-2. We find that the values of a for granite are nearly equal to  /3 in Table 
4-1. This indicates that the parameter a expresses the strain-rate 
dependence of frictional strength.
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Table 4-1. The coefficient  f3 
dependence of the maximum
in the strain-rate 
friction in  (4-1).
roughness contact time  13
#800 
#800 
#180 
#60
60 
20 
20 
400
 min. 
 min. 
 min. 
 sec.
 0. 
 o. 
 0. 
 0.
0052 
010 
0065 
 0051"
1) Dieterich (1979)
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Table 4-2. 
in (1-7a).
Empirically determined values of the  "direct velocity effect" a
a rock type reference
    0.011 
 0.006-0.008 
 0.003-0.005 
      0.2 
 0.004-0.0075 
 0.0125-0.0150
 quartzite 
granite (rough surfaces) 
granite (smooth surfaces) 
   dolomite marble 
 granite 
       granite
Ruina (1983) 
determined by Gu et  al. 
using  Dieterich's (1981) 
Weeks and Tullis (1985) 
Tullis and Weeks (1986) 
Blanpied et  al. (1987)
(1984) 
data
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     We assumed in the above discussion that the change in state variable 
can be neglected. In our experiment, however, there was a finite time from 
the start of ram advance to the attainment of the maximum friction, and 
therefore the surface state could be changed during this time interval. 
Further, the strain-rate dependence of the slip nucleation process observed 
in the experiment cannot be explained by the above simple discussion. We 
then perform a numerical simulation of slip process on a simulated fault in a 
2-D elastic medium by the use of the rate- and state-dependent friction  law 
(1-7).
4-2-1. Theory 
     Before the numerical simulation, characteristics of frictional sliding of a 
fault following the friction law is seen in detail by using a simple O-D model. 
Ruina (1983), Rice and Ruina (1983), and Gu et  al. (1984) theoretically 
investigated sliding behavior of a rigid block with unit base area connected 
to an elastic spring of stiffness k (Figure 1-3), where the frictional force 
acting on the base of the rigid block is assumed to follow the rate- and 
state-dependent friction law (1-7). They examined the evolution of sliding 
speed V and frictional stress r when the load point velocity  Vo is changed. 
Ruina (1983) theoretically obtained the critical stiffness  k given by (1-9), 
where sliding becomes unstable when k  <k, and stable when k  >k  c. 
    Actually (1-9) is obtained by a linearized approximation. Gu et al. 
(1984) performed numerical simulation using the exact equations (1-7) to 
find that unstable slip occurs for the spring-block system with  k>k, when 
large perturbation in the load point velocity is applied to the spring-block 
system with steady-state sliding. For example, they examined sliding 
behavior of the block when the load point velocity  V0   is abruptly increased
89
with a factor of C They found that sliding becomes unstable for a system 
with  k>kc if Cis large enough. This problem is similar to ours since the load 
point velocity  Vo is thought to correspond to the strain rate applied to a  fault 
in a 2-D or 3-D model. We may therefore consider that sliding becomes 
unstable as the strain rate is increased. 
     The above simple spring-block model cannot be applied to a more 
realistic fault in a finite dimensional continuum elastic medium. Dieterich 
(1986, 1992) suggested that an effective stiffness k of a fault may be 
represented by a stress drop  A  r divided by a slip distance  Au of the fault.  In 
the case of a plane strain shear crack with a constant stress drop  dr  over  the 
fault plane, the effective stiffness is given b y 
          k=dr =  2  G(4-2)
du x(1-v)  1 ' 
where  Au is the slip distance at the center of the fault,  l is the half length of 
the fault, Gis rigidity and vis Poisson's ratio. Dieterich (1986, 1992) proposed 
a critical crack half length  Ic that is the half length of the fault region in which 
stable sliding occurs prior to unstable  slip. From (1-9) and (4-2),  lc is  written 
 by 
        2G      L
.  (4-3)  Ic= 
z(1—v)(1)—a)an 
As stated above, unstable slip may occur for a spring-block system with k> 
 kc if large perturbation in the load point velocity is given. Similar situation 
may hold for a fault in a continuum elastic medium. We expect that unstable 
slip occurs for a fault with  I<lc if the perturbation in the strain rate is large
90
enough. This 
 subsections.
will be confirmed by a  numerical  simulation in the following
4-2-2. Method of numerical experiment 
     We consider a 2-D infinite elastic medium in a state of plane  strain  with 
a pre-existing straight fault. The Cartesian  x-y coordinate system is taken 
where the x-direction is parallel to the fault (Figure 4-15). When the shear 
stress  To  0is applied at a great distance and the slip distance of the fault is 
given by  u(x), the shear stress acting on the fault is expressed from the 
theory of dislocations  by
   G au Ti(x)-==1'  2
741-v)  x--(3 
 Do
(4-4)
In evaluating the integral, the Cauchy principal value is taken. The shear 
stress r is related to the friction coefficient  by an equation  r---wan,  where p 
follows the rate- and state-dependent friction law  (1-7). 
     The remote applied stress  Too is varied so as to increase an average 
shear strain along the fault at a constant rate,  E. The average shear strain of 
the material including the fault may be defined  by
  roo — 
=  
  2G 2H'
(4-5)
where  ri is the average slip distance of the fault 
width of the plate (Figure 4-15). We adopt  H  = 30 
granite specimen used in the experiment in 4-1
and  H  is an appropriate 
cm since the width of the 
was 30 cm. It should be
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  4S 
- -> .
H/2
H/2
.4‹.--- 
 4C
Figure 4-15. Model fault in a 2D infinite elastic medium.
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 remarked t hat there is no material boundary at y  =±1112 in the model and  we 
simply choose y  =  ±/1/2 as reference boundaries for defining the average 
shear strain. Hence we may use the theory of elasticity for an infinite plate. 
     We divide the  fault into many  equal-length cells, assuming that the  slip 
distance is constant in each cell. The shear stress on a fault cell is represented 
by the stress acting at the center of the cell. The length of each cell is 5 mm, 
which is much shorter than the critical length of the slip nucleation zone in 
the present simulation as shown later. The model fault length is 1.28 m, 
which is much longer than the critical length of the nucleation zone observed 
in the experiment. To avoid edge effects along the x-axis, we assume 
periodicity of the fault slip and stresses along the x-direction (a cyclic 
boundary condition). Then the integral (4-4) is calculated by using a  1-,F1' 
technique. 
     The differential equation (1-7) is solved by a Runge-Kutta method. The 
time step of the calculation is decreased for a higher strain rate or a higher 
slip speed. Since we assume quasi-static motion of the fault, simulation 
results when the slip speed is significantly high are incorrect. When the slip 
speed exceeds 1 cm/s in a cell, we consider that instability starts and stop the 
numerical calculation. 
     The constants of the friction law  (1-7) used in the numerical simulation 
are as follows; a  =0.01, b  =  0.015, L  =1  pm,  pto  =  0.6, and  V*  =1  0-6m/s. These 
values fall in the ranges of experimentally determined ones for frictional 
sliding in granite in room conditions. See references cited in Table 4-2 for 
more detail. The above friction parameters are assumed to be uniform over 
the fault. The elastic constants of the material are G = 24 GPa and  v= 0.17, 
which are the same values as those of the rock specimen used in the 
experiment.
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     The average normal stress on on the fault is set to be 5.0 MPa, which is 
the same value as the experimental one in 4-1. If fault properties and 
stresses are uniform over the fault, rupture will start simultaneously 
throughout the fault. The  nonuniformities in friction parameters such as a 
and L and in stresses should exist on actual fault planes. In the present study, 
we consider only the nonuniformity in normal stress applied to the fault for 
simplicity. The waviness of sliding surfaces produces significant 
nonuniformity in normal stress along a fault as shown experimentally and 
theoretically by Kato et al. (1989). It is highly probable that there exists 
significant nonuniformity in normal stress along a fault in the laboratories  or 
in the earth. Two kinds of spatial distribution of the normal stress  a on the 
fault are examined. One is random (white noise) and the other is fractal (self 
similar). The fractal distribution of normal stress is calculated by a Fourier 
filtering method (Saupe, 1988). The standard deviation of the normal stress 
is 0.5 MPa, 1.0 MPa, or 1.5 MPa. The fault is assumed to be initially in a 
steady state with a very low sliding speed  V  1 of 10-10  m/s, 10-12  m/s, or 
10-15  m/s, which means that the fault is virtually stuck. The initial steady-
state sliding speeds  10-10  m/s,  10-12  m/s, and  10-15  m/s correspond to the 
initial strain rates of 1.67x10-10/s, 1.67x10-12/s, or  1.67x10-15/s, 
respectively, through (4-5) with  drc.o/dt  =0 (steady state). It is noted that the 
initial sliding speed in the experiment is expected to be decreased with a 
lapse time from the preceding instability because of healing effects. A 
numerical simulation run is started by a start of loading to the fault with a 
constant shear strain rate. The strain rate is varied from 1  0-8/s to 1  0-4/s  in 
the simulation. A magnitude of perturbation in loading to the fault may be 
measured by This value ranges from 60 to 6x1010 in the present 
simulation.
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4-2-3. Results of strain-rate effects 
     In this subsection we will show results of the numerical simulation  for 
the case of random normal-stress distribution to examine the effects of the 
strain rate. The standard deviation of the normal stress is set to be 0.5 MPa 
for all the cases in this subsection. Figures 4-16 and 4-17 show results of  the 
numerical simulation at the strain rate =  10-6/s and =  10-4/s, 
respectively. The initial sliding speed  V1 is  10-10m/s for both the cases. The 
slip nucleation zone may be defined by the fault region in which the local 
friction coefficient is decreased from the peak prior to the instability. We 
further define the critical length of the slip nucleation,  2lc, by the length of 
the slip nucleation zone immediately prior to the instability (see Figures  4-
16a and 4-17a). It is clearly seen in Figures 4-16a and 4-17a that the critical 
length of the slip nucleation zone for  i =  10-6/s is longer than that for = 
 10-4/s. It is noted that the local friction coefficient is decreased at a region 
about 20 cm from the left edge both in Figures 4-16a and  4-17a. These 
regions are also slip nucleation zones. Their lengths are roughly the same  as 
the lengths of their respective main slip nucleation zones. 
     Figure 4-18 shows a numerical result of the dependence of the 
maximum friction coefficient  Pmax on the strain rate and the initial sliding 
speed. The maximum friction coefficient  pmax is defined by the maximum 
value of the remote shear stress  rc.o divided by the average normal stress  on 
prior to the instability. From Figure 4-18, we find that the maximum friction 
coefficient can be expressed by (4-1). The determined values of  /3 from the 
numerical simulation are shown in Figure 4-18 and are nearly the same 
value as the friction parameter a (=0.01). We performed additional 
numerical simulation in cases of different values of the friction parameter a 
to confirm that /3 takes nearly the same value as a. The other friction
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(a)
(b) 
1  cm/s
,_. 
 W cli 
 (I)
0
DISTANCE I 1 10 cm
DISTANCE
 
1  1 
10 cm
Figure 4-16. An 
    nucleation
    at 0.8 ms, 
    instability.
   distribution
 example result of the numerical simulation for the slip 
at '.-,-- 1  0-  6/s. (a) Spatial distribution of friction coefficient 
0.6 ms, 0.4 ms, 0.2 ms, and immediately prior to the 
The critical nucleation length is denoted by  2lc. (b) Spatial 
 of slip speed at the same times as those in  (a).
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(a)
(b) 
1 cm/s
•_i 
 W 
 L2'fi 
(/)
0
DISTANCE  I- I 10 cm
          DISTANCE   1  10 
cm 
Figure 4-17. An example result of the numerical simulation for the slip 
    nucleation at  --,-  10-4/s. (a) Spatial distribution of friction coefficient 
    at 0.08 ms, 0.06 ms, 0.04 ms, 0.02 ms, and immediately prior to the 
   instability. The critical nucleation length is denoted by  21g. (b) Spatial 
   distribution of slip speed at the same times as those in  (a).
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parameters such as  b and L are the same as the previous cases. Table 4-3 
shows  0 -values obtained from the numerical simulation, indicating that the 
determined  0  -values are nearly equal to a-values, respectively. This result is 
consistent with that of a simpler numerical simulation using the spring-block 
model (Figure 1-3) presented in Kato et  al. (1992). Figure 4-18 further shows 
that  ax increases with a decrease in  VI, indicating that  Pmax depends on the 
magnitude of perturbation in the strain rate rather than the value of the 
strain rate. It is remarked that the stationary contact time before the 
occurrence of unstable slip was kept constant in the experiment reported in 
the preceding section and, consequently, that the initial sliding speed was 
thought to be almost constant in the experiment. 
    The dependence of the critical half length of the slip nucleation,  lc, on 
the strain rate and the initial sliding speed is shown in Figure 4-19. In cases 
of  10-8/s and =  3x10-8/s with  V1 = 10-10  m/s, unstable slip does not 
occur. In other words, the slip speed never exceeds  1 cm/s. We consider  that 
the stable sliding occurs because the model fault length  (=1.28 m) is not  much 
longer than  /, in these cases. When the critical length of the nucleation zone 
size is comparable with or longer than the fault length, stress concentration  to 
generate unstable slip cannot be created and therefore stable sliding occurs. 
    The critical half length  lc decreases with an increase in the strain rate. 
This result is consistent with the experimental observation reported in the 
preceding section. The theoretical value of  lc from (4-3) is evaluated to be 7 4 
cm. This value is larger than those obtained for our numerical simulation. 
One of the reasons of this discrepancy in  /c-value is that (4-3) is derived from 
a linearized stability analysis and therefore the magnitude of perturbation in 
the strain rate to the fault is not much larger than unity. On the other hand, 
the magnitude of perturbation in the strain rate,  El, for the present
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Table 4-3. Results of  numerical simulation for the strain-
rate dependence of the maximum friction coefficient  Pmax• 
The (3-value is the coefficient of the strain-rate dependence 
in (4-1).
a V1  (mis)  (s-1)  0  (3/a
0.010 
0.010 
0.010 
0.005 
0.008 
0.012
 1  0-10 
 10-12 
 1  0-15 
 10-10 
 10-10 
 10-10
 1  0-8 -  1  0-4 
1 0-8  -  1  0-4 
1 0-8 -  1  0-4 
1 0-8 -  1  0-4 
1 0-8 -  1  0-4 
10-8 -  1  0-4
 0.0087 
0.0087 
0.0085 
0.0043 
 0.0069 
 0.0104
0.87 
0.87 
0.85 
0.87 
0.87 
0.87
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numerical simulation is larger than 60. The present numerical result  further 
indicates that the initial sliding speed significantly affects  le. This indicates 
that the critical length of the slip nucleation is controlled by the magnitude of 
perturbation in the strain rate rather than the value of the strain rate. 
4-2-4. Rupture propagation speed in the slip nucleation zone 
     In this subsection, we will examine rupture propagation process in  the 
nucleation zone in detail. From laboratory experiments, it is found that the 
nucleation zone gradually expands with time up to the occurrence of 
unstable slip and the rupture propagation speed increases with the 
propagation distance during the slip nucleation process. Figure 4-20 shows 
histories of friction coefficient at 13 locations of the fault and a space-time 
view of rupture propagation during the slip nucleation process for the 
simulation run with  i =  10-6/s shown in Figure 4-16. A local rupture start 
time is defined by the time when the frictional coefficient starts to decrease. 
This time is marked by a solid triangle for each record in Figure 4-20a and 
the space-time view of rupture propagation in Figure 4-20b is made by 
connecting these local rupture start times. The slip nucleation process starts 
at a point between locations 5 and 6 and propagates bilaterally. After the slip 
nucleation zone size reaches about 13cm, the nucleation zone never  expands 
with time. This contradicts the experimental observation that the nucleation 
zone expands with time until the occurrence of unstable slip as seen in 
Figures 4-6, 8 and 10 in 4-1. Figure 4-21 shows histories of friction 
coefficient and the space-time view of rupture propagation for the 
simulation run with  z =  10-4/s shown in Figure 4-17. In this case, the 
nucleation zone expands with time until the occurrence of unstable slip, 
being consistent with the experimental observation.
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(a)
 1 f unstable slip
1 il
 nucleation
zone
 10.05
2
 3
4
 S
 6
 7
 Th
 8
----
)
9 , ----)
 10
1
 11
 1
v
 1
12  1
13
(b)
 W 
'Ell
TIME
 21,  ,-
 
1  I
 0.5 s
 DISTANCE  1                                           10 cm -I 
Figure 4-20. (a) History of friction coefficient at 13 locations, which are 
   shown in (b), on the simulated fault for the event shown in Figure 
    4-16  (  .=  10-6/  s). The local rupture start times are marked by solid 
    triangles. (b) The space-time view of rupture propagation made by 
    connecting the local rupture start times. 
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(a)
(b)
 TIN1E 
 2/L
       5 ins
[11
1
  =_-10-4/s 
random
Lc-)
 
1 
2 3
1 
4
1 
5 6 7
1 
8
 1 
9
 5m/s
I  I I 1 
10 11 12 13
              DISTANCE  io  cm 
Figure 4-21. (a) History of friction coefficient at 13 locations  on 
    simulated fault for the event shown in Figure 4-17  =  10-4/s). 
    local rupture start times are marked by solid triangles. (b)
    space-time view of rupture propagation. 
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the 
The 
The
     We consider two types of slip nucleation process. In Type I nucleation 
process, the nucleation zone expands with time like the example in Figure 
4-21. This type of the slip nucleation process well explains the experimental 
observation. The rupture propagation pattern in the example in Figure  4-20 
falls in Type II nucleation process in which the nucleation zone does not 
expand with time. We consider that Type I nucleation process is generated 
as follows: The rupture starts at a weak fault segment. If neighboring fault 
segments are not so strong, slip starts at these segments and the slip 
nucleation zone continues to propagate. Finally the nucleation zone size 
reaches its critical length and sufficient stress concentration is built up to 
generate unstable slip. On the other hand, Type II nucleation process is 
thought to be generated as follows: Rupture that started from a weak 
segment meets a strong segment (barrier), the rupture may stop 
propagating. If the already  created nucleation zone size is nearly equal to  the 
critical length, slip continues to increase within the nucleation zone and 
finally stress concentration enough to generate unstable slip is built up. If 
the created nucleation zone size is much shorter than the critical length, a 
nucleation process started from another weak fault segment grows to be 
unstable slip. The above consideration indicates that Type I nucleation 
process may occur when there is not a very strong fault segment (barrier) 
within the critical length of the slip nucleation zone. In other words, smooth 
expansion of the slip nucleation zone with time easily occurs for cases of 
smaller  la or cases of smoother strength distribution on faults. The smooth 
expansion of the slip nucleation zone for the case of  10-4/s in Figure  4-
21 is thus thought to be cased by its smaller  la-value than that of  =1  0-6/  s 
in Figure  4-20. 
                      105
     Next we will examine effects of the difference in strength distribution 
on the slip nucleation process. Since the fractal spatial distribution is much 
smoother than the random spatial distribution, we suppose from the above 
consideration that the slip nucleation process on a fault with a fractal 
normal-stress distribution is much different from that on a fault with a 
random normal-stress distribution. Figure 4-22 shows a simulation result of 
the slip nucleation process for the case of  ••=1  0-  6/s,  V1  =1 0-10  m/s and  the 
fractal distribution of normal stress on the fault with the standard deviation 
of the normal stress  don = 0.5 MPa and the fractal dimension D  =  1.2. The 
difference in conditions of numerical simulation between the case shown in 
Figure 4-16 and that in Figure 4-22 is only spatial distribution of normal 
stress. To compare rupture propagation process in the nucleation zone of a 
fault with fractal normal-stress distribution with that of a fault with random 
distribution, we show histories of friction coefficient and the space-time 
view of rupture propagation in Figure 4-23. The nucleation zone expands 
with time and the rupture propagation is gradually accelerated until the 
occurrence of unstable slip. The critical size of the slip nucleation zone in  the 
case of fractal normal-stress distribution is a little longer than that in the 
case of random normal-stress distribution with E.-  =1  0-  6/s (Figure 4-20). The 
above differences between nucleation processes of two cases of normal 
stress distribution are thought to be responsible for the difference in long-
wavelength nonuniformity of normal stress. 
    To examine systematically the effects of the strain rate and the 
difference in the normal-stress distribution on the slip nucleation process, 
we performed many simulation runs by varying the strain rate from 1  0-7/ s 
to  10-4/s and the normal stress distribution. We compare the random 
normal-stress distribution with  don = 0.5 MPa and the fractal distribution 
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(a)
(b) 
1 cm/s
 a, 
 II
0
DISTANCE  I 
10 cm
DISTANCE I I 10 cm
Figure 4-22. An example result of the numerical simulation for the slip 
    nucleation at  10-6/s with fractal normal stress distribution 
    (D=1.2) (a) Spatial distribution of friction coefficient at 0.8 ms, 0.6 ms, 
    0.4 ms, 0.2 ms, and immediately prior to the instability. The critical 
   nucleation length is denoted by  21,. (b) Spatial distribution of slip 
   speed at the same times as those in (a). 
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(a)
TIME
 
I  0.5s
(b)    21,  ^
DISTANCE I  I 10 cm
Figure 4-23. (a) History of friction coefficient at 13 locations on the 
    simulated fault for the event shown in Figure 4-22  (.e.10-6/s; fractal 
    normal stress distribution). The local rupture start times are marked 
    by solid triangles. (b) The space-time view of rupture propagation.
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with  ,6ar, = 0.5 MPa and  D  =  1.2. For each case, we performed 8 simulation 
runs by changing the initial value of a pseudo random number generator for 
the normal-stress distribution. The ratio of the number of events with Type 
I nucleation process to the total event number, 8, for each case is shown in 
Table  4-4.  The, ratio of Type I nucleation process for the fractal distribution is 
much larger than that for the random distribution. This result supports the 
above consideration on the effects of nonuniformity on the  slip nucleation 
process. 
     We examine rupture speed in detail during the slip nucleation process. 
 Comparing the rupture speed during the nucleation process for the event 
with 1  0-6/s shown in Figure 4-20 with that for the event with  =1  0-4/ s 
shown in Figure  4-21, we easily realize that the rupture speed is higher as 
the strain rate is higher. The relation between the rupture speed and the 
strain rate is examined for events in Table 4-4 with Type I nucleation 
process on faults with the fractal normal-stress distribution. Figure 4-24 
shows the rupture speed  VR  normalized by the S-wave speed  Vs  (=3.1  km/s) 
plotted against the rupture propagation distance from the rupture initiation 
point. The results for  t =  10-4/s are omitted from Figure 4-24 to avoid 
complexity. We find in Figure 4-24 that 1) the rupture speed is gradually 
accelerated with the rupture propagation distance, 2) the rupture speed is 
generally smaller for a smaller strain rate, and 3) the critical size of the slip 
nucleation zone is longer for a smaller strain rate. Figure 4-24 should be 
compared with Figure  4-11, which shows experimental relations between 
the rupture speed and the rupture propagation distance for  i  =  10-7/s,  10-
6/s, and 1  0-5/s. The above three characteristic features of the slip nucleation 
process are observed in the experiment.
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Table 4-4. Ratio of simulated 
in which the nucleation zone
events with Type 
size expands with
I nucleation 
time.
process
 1)
spatial 
normal
distribution of 
stress  10-  7 1 0- 6 1  0-  5 1  0-  4
random 
fractal  (D  = 1.2)
 0  /  8 
 3  / 8
 0  /  8 
 4  / 8
 1  /  8 
 7  / 8
 1  /  8 
 8  / 8
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  fl
. 
 0
0
-1
 -2
 -3
 -4
-5
-6
 0 10 20
1 (cm)
Figure 4-24. The local rupture speed divided by the S-wave speed,  VR/  Vs, 
    versus the rupture propagation distance  1 during the slip nucleation
    process. Each data point with an error bar is obtained from several 
    simulated events for fractal normal stress distribution with D =  1.2 
    and for  i = 1  0- 7/s, = 1  0- 6/s or = 1  0- 5/s (see Table  4-4).
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4-2-5. Results of effects of strength  nonuniformity 
     In this subsection, we will examine the difference in the slip nucleation 
process for different values of standard deviation of the normal-stress 
distribution. We consider three cases of the standard deviation of the normal 
stress,  /Ian,  of  0.5 MPa, 1.0 MPa, and 1.5 MPa with the spatial distribution of 
the normal stress of random or fractal with  D=  1.2, while the average normal 
stress  an is fixed to be  5.0 MPa. We performed three simulation runs for each 
case by changing the initial value of the random number. The maximum 
friction coefficient  1/max is plotted against  Aar, in Figure 4-25. This indicates 
that the macroscopic frictional strength is decreased with an increase in the 
strength nonuniformity. We consider that this is caused as follows: The larger 
 Acrn is, the smaller the strength of the weakest fault segment is. When there is 
a weaker fault segment, a nucleation zone is easily generated and 
accordingly the macroscopic friction strength is reduced. From comparison 
between  Pmax for the random normal-stress distribution and that for the 
fractal distribution with  D=1.2 (Figure 4-25), we find that longer-wavelength 
nonuniformity in normal stress lowers the macroscopic frictional strength. A 
longer weak region is thought to be more appropriate for a location of the slip 
nucleation zone. This condition results in smaller macroscopic friction 
strength in the fractal distribution cases. We performed numerical 
simulation in cases of fractal normal-stress distribution with  D=1.1 and 
D=1.3. We do not show the results for  D= 1.1 and 1.3 in Figure 4-25 to avoid 
complexity because the difference in  /Amax between three different cases in D 
is less than  1%  on the average. The result is that  Pmax increases with fractal 
dimension Dof strength distribution. This is consistent with the above result 
on difference in  /Amax between the random distribution and the fractal
 112
 g
0.72
0.71
0.70
0.69
0.68
0 0.5 1 1.5
 Au (MPa)
Figure 4-25. The maximum friction coefficientiimax versus 
    deviation of normal stress distribution,  Aar„ for random 
   distribution and for fractal normal stress distribution 
    The average normal stress is 5.0 MPa.
the standard 
normal stress 
with D ,---- 1.2.
 113
distribution with D  = 1.2, since a smaller D-value indicates that a longer-
wavelength variation predominates. 
     In Figure 4-26, the critical half length of the slip nucleation zone,  le, is 
plotted against  Aar), for cases of the random normal-stress distribution and 
the fractal normal-stress distribution with D=1.2. The  /c-value for the fractal 
distribution is larger than that for the random distribution (see Figures  4-20 
and 4-23). Figure 4-26 further indicates that  1, increases with  46c:fn. 
4-3.  Micromechanical  model: Stress corrosion  cracking 
     The micromechanism of strain-rate dependence of the frictional 
strength is thought to be related to the strain-rate dependence of fracture 
strength of rock. In this section, we present a simple model of time-
dependent fracture of asperities on sliding surfaces to explain the 
experimental result on the strain-rate  dependence of friction  strength. 
     It is known that sliding surfaces of pre-existing faults are in contact 
with each other only at tips of many asperities and the real area of contact 
is much smaller than the nominal area of sliding surfaces. This state is 
schematically shown in a two-dimensional model in Figure 4-27, being in 
correspondence with the locked zone in Figure 3-14c. The friction strength  i% 
the sum of the shear strength of these points of  asperity contact. As the  shear 
stress increases, asperities are fractured  and/or deformed to ride up and 
finally macroscopic slip occurs. Brittle fracture of asperities,  especially, is  an 
important mechanism for friction, as suggested by Byerlee  (1967b). This  is 
strongly supported by experimental observation that wear particles are 
generated during frictional sliding. In our model, only brittle fracture of 
asperities is taken into account. We simplify the two-dimensional asperity 
model shown Figure 4-27 by an infinite periodic array of cracks (Figure  4-
                       114
20
 --:-
.q 
 u 15 
---,
10
0 0.5 1 1.5
 zAa  (MPa)
Figure 4-26. The critical half length of the slip nucleation zone,  lc, versus 
    the standard deviation of normal stress distribution,  Lich. The data 
    sets of simulated events are the same as those in Figure 4-25.
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 2  8). The asperities of length 2r or the cracks 
period d in an infinite elastic medium. When 
r is applied to this medium, the stress intensity 
 by 
 KII  =  Aid  tan("1 
 2 d
 of length d-2r 
remote in-plane 
factor of mode II,
exist with a 
shear stress 
 ICH, is given
(4-6)
(for example, Sih, 1973). 
the nominal contact 
approximated  by 
 Kn= rd 
                  .1fTrr
 Since the real 
area, we may
area of contact 
assume  r< d.
is much 
 Then
 smaller  than 
(4-6) can be
(4-7)
     According to Griffith's criterion of fracture, asperity fracture should 
occur instantaneously at the time when  Ku reaches some critical value. It is 
known, however, that a crack slowly extends prior to its ultimate fracture. 
This subcritical crack growth is thought to occur in chemically active 
environments. Stress corrosion is the most familiar mechanism for ex-
plaining the subcritical crack growth (Atkinson,  19  8  4). From experimental 
studies of quasi-static crack growth under tension (mode I), the crack 
extension velocity v is known to be expressed  by
v  =  ,
where  Ki 
subcritical 
Although
is the stress intensity factor of mode  I,  n is 
crack growth index or stress corrosion index, 
no experimental data of stress corrosion have
a constant called 
and c is a constant. 
been published for
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mode II 
velocity 
have
(shear type), we assume that the power 
on stress intensity factor is valid also for
v  =
law dependence of crack 
shear cracking. Then we
(4-8)
It is noted that Das and Scholz (1981) applied the same shear-mode 
stress-corrosion theory to model time-dependent rupture in the earth  and 
they discussed in detail the validity of shear-mode stress corrosion. 
     Now we consider that the shear stress increases at a constant stress 
rate, which is assumed to be proportional to the strain rate  . It is believed 
that the stress-corrosion cracking is activated when the stress intensity 
factor is larger than a subcritical crack growth limit K0 (Atkinson, 1984). 
Denoting the shear stress at  KII=K0 as  to and taking the time origin  t.0 at this 
time, we  write 
 i(t)  =  it  +  To. (4-9)
Since the crack extension velocity v
we derive
 v    dr 
  — 
     dt' 
the following differential 
 _dr= crt+ ro)di 
  dt VT-rr
is written  b  y
equation from (4-4), (4-8), and  (4-9):
(4-10)
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 Denoting the initial asperity half length as  r0, we integrate  (4-1  0) from  r=ro 
to r= 0 to obtain 
            44-.1_4+12(n+1) jrnI2d-nr(n+2)12        n+2  c (4-11) 
where  rmax is the fracture strength equal in value to the applied stress at r=0. 
Since  rmax > to and n  »1 as described later, imm+al  +1. We may, therefore, 
approximate  Tmax  as
           T[2(n+1)zn12(n+l)d-nl(n+1)1.(n+2)12(n+1).                mar—     n+2  C(4-12) 
We have obtained theoretically the power-law dependence of friction 
strength on stress- or  strain-rate. 
     We compare the above theory with the experimental results on the 
strain-rate dependence of frictional strength described in 4-1. The results of 
eight experimental runs are tabulated in Table 4-5 together with the data 
from Dieterich (1979). The maximum friction strength  iumax are plotted 
against the strain rate in Figure 4-29 for the experimental run no. 8. From 
the experimental results, the maximum friction strength  ,umax can be 
described by a logarithmic law (4-1). This relation is consistent with Ruina's 
state variable friction law (1-7a). Since the constant  l3 in (4-1) is very small, 
the maximum friction strength  ut-flax is well described also by a power law: 
 ium  ax  =p  7  ,  (4-13) 
where p and q are constants. Thus the present data make no definite 
distinction between the two equations (4-1) and (4-13) because of the  weak
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Figure 4-29. The experimental results of frictional strength  Ana, with 
    respect to strain rate  , where the data are obtained for run  No. 8 in 
   Table 4-5. The abscissa is to a logarithmic scale and the ordinate is to 
    a linear scale. The solid and dashed curves are obtained by a least-
    squares method for  the logarithmic equation (4-1) and for the  power 
    equation (4-13), respectively.
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rate-dependence of  Prnax and the large scatter of data (see Table 4-5 and 
Figure 4-29). It is noted that there exist differences in the constant term, say 
a in (4-1)  or  p in (4-13), of  itimax among the data sets obtained for different 
runs. This is the reason why only the data for run no.8 are plotted on Figure 
4-29. 
     The experimentally  derived  equation (4-13) has the same form as the 
theoretical equation (4-12). We compare the experimental values of the 
power index with the theoretical ones obtained for (4-13). The experimental 
value of q ranges from 0.0060 to  0.018 and shows no clear dependence 
either on surface roughness or on stationary contact time (Table 4-5). The 
stress corrosion index n for mode I (tensile) cracking in granite at the air 
condition is tabulated in Atkinson and Meredith (1987). It ranges from 18 
to 90, and consequently,  1/  (n+1) ranges from  0.011 to 0.053. The 
theoretical values of the power index are thus two to three times as large as 
the experimental ones, though large errors in the experimental data should 
be remarked. 
     We have thus shown that the strain-rate dependence of friction 
strength of rock can be explained by stress-corrosion cracking of asperities 
on sliding surfaces. It should be remarked that the strain-rate dependence 
of the  cornpressional strength of brittle fracture of intact rocks have often 
been explained by stress-corrosion mechanism of pre-existing microcracks 
 (e.g., Sano et al., 1981; Masuda et al.,  1987). The present model predicts  that 
the friction strength is proportional to the  1/  (n+1)-th power of the strain 
rate, where n is the stress-corrosion index, being consistent with the 
experimental results in 4-1. The experimental values of power index, 
however, are about 1/3 to 1/2 of the theoretical ones. We consider that this 
discrepancy is attributed to the followings: 1) We obtained the theoretical
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values from the published data of stress corrosion index for tensile cracking 
instead of those for shear cracking. 2) Three-dimensionally irregular sliding 
surfaces of rock were oversimplified to be two-dimensional ones having 
uniform crack distribution. Because of this assumption, all the asperities  are 
to fracture at the same time. 
     The present theory favors the power-law dependence of friction on the 
strain rate over the logarithmic law. Our experimental data, however, cannot 
distinguish between the power law and the logarithmic law because of the 
insufficient range of the strain rate. Experiments at a wider range of sliding 
velocity or strain rate are needed to derive more definite conclusions. 
Further, the shear-mode stress-corrosion cracking should be experimentally 
examined to elucidate the mechanism of rate-dependent friction.
4-4. Discussion 
     It is well-known that the rate- and state-dependent friction laws 
successfully explain many experimental observations of rock friction. The 
physical mechanism of rate- and state-dependence of rock friction, however, 
has not been revealed yet. We propose in this chapter that the parameter a  in 
Ruina's friction law is related to the strain-rate dependence of strength of 
brittle fracture of interlocking asperity through an experiment, a numerical 
simulation and micromechanical modeling. 
    The rate-dependence of rock friction is thought to be closely related to 
the mechanism of aseismic sliding. We showed in 4-2 that the characteristics 
of  preseismic quasi-stable sliding depends strongly on the strain rate. Kato  et 
al. (1991) have found another example of the strain-rate dependence of fault 
strength from the experiment of slowly propagating episodic slip events. 
They observed that the local stress drop is dependent on the local value of
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strain rate. They stated that the generation mechanism of the episodic slip 
events is related to the strain-rate dependence of frictional strength. 
Aseismic slip events, slow and silent earthquakes, and creep events in the 
earth (e.g., Linde et  al., 1988; Wesson, 1988; Beroza and Jordan, 1990) are 
thought to affect significantly on the variation of stress field and the 
generation of earthquakes. Consequently, the elucidation of the mechanism 
of rate-dependence of rock friction and aseismic sliding in the earth is 
important. 
     Well consistency of the numerical simulation results in 4-2 for the slip 
nucleation process with the experimental results in 4-1 implies that 
numerical simulation may partly substitute for laboratory experiments 
using rock specimens. Investigation of effects of nonuniformity on the slip 
nucleation process is suited to numerical simulation study because the 
nonuniformity cannot be easily controlled or minutely measured in the 
laboratory experiments. We find that the spatial distribution of normal 
stress on a fault significantly affects the slip nucleation process and that  the 
macroscopic frictional strength decreases with an increase in nonuniformity 
of the normal stress distribution. Similar  simulation method may be  applied 
to instability models of earthquakes on natural faults and plate boundaries 
in the earth. It is remarked that laboratory experiments are certainly 
important to examine the validity of the friction laws and to improve them. 
This is because the rate- and state-dependent friction laws have been 
derived from limited experimental data and the physical mechanism 
underlying the friction laws is not completely known. For example, the 
time-dependent propagation process of a shear crack in brittle rocks is an 
important experimental study to be performed in future in relation to the
125
mechanism of strain-rate dependence of frictional strength discussed in  4-
3. 
     Understanding of the earthquake nucleation process is important to 
solve an issue of earthquake prediction. The present study indicates that 
stress nonuniformity and time variation in applied stresses to nucleation 
patches are important factors in controlling the nucleation process. Local 
strain rates may be variable in the earth due to nearby earthquakes and 
aseismic episodic slip events. Numerical simulation study concerning these 
problems on the earthquake nucleation may be useful for understanding  the 
earthquake generation process.
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    5. Modeling  of Slip on the Plate Boundaries in Subduction Zones 
     We apply in this  Chapter the simulation model using the rate- and 
state-dependent friction law discussed in 4-2 to the simulation of sliding 
behavior of the boundary between a subducting oceanic plate and an 
overriding continental plate. From the simulation, we will discuss the 
variation in seismic coupling along subduction zones. 
     It is known that there exists a significant discrepancy between 
average rates of relative plate motion estimated from global plate models 
and average seismic slip rates during large earthquake cycles in many 
subduction zones (e.g., Peterson and Seno, 1984; Pacheco et al., 1993). This 
indicates that a considerable part of relative plate motion should be 
accomplished by aseismic sliding. Some observations strongly support  this 
interpretation. Cifuentes and Silver (1989), for example, analyzed the data 
of earth's free oscillations to find that a large  aseismic event had occurred 
prior to the 1960 great Chilean earthquake. Using the strain data obtained 
at some observation vaults for crustal deformation, Miura et al. (1993)  and 
Kawasaki et al.  (1995) indicated that large postseismic slip events 
accompanied the Sanriku-Oki earthquakes of 1989 and of 1992. Beavan  e  t 
 al.  (1  9  8  4) suggested the occurrence of an aseismic slip event at the plate 
boundary beneath the Shumagin Islands, Alaska, from the observation of 
coherent episodic tilt signals. 
    Ruff and Kanamori (1980) examined the size of the largest 
earthquake in a subduction zone as a measure of seismic coupling to find 
that the seismic coupling is significantly different for different subduction 
zones. To quantitatively discuss the degree of seismic coupling, Sykes and
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Quittmeyer (1981) and Peterson and Seno (1984) defined the seismic 
coupling coefficient by  Vseis/  Vtotal, where  V„is is the average seismic slip 
rate estimated from the seismic moments of large earthquakes and their 
recurrence intervals, and  Vtotal is the average total slip rate calculated for 
 global  plate motion models. They found that the seismic coupling 
coefficient significantly varies from place to place. Pacheco et  al. (1993) 
later confirmed this result by the use of the earthquake catalog compiled 
by Pacheco and Sykes (1992), where the seismic moments of all large and 
shallow earthquakes from 1900 to 1989 were carefully determined. 
     Aseismic sliding can easily be explained by the slip and/or slip-rate 
dependence of rock friction, which are incorporated in the rate- and 
 state-dependent friction laws (e.g., Kato, 1996). The numerical simulation, 
in which the frictional stress following the friction laws is assumed to act  on 
the sliding surfaces, has been successfully performed to explain preseismic 
sliding as discussed in the preceding chapter and postseismic sliding (e.g., 
Marone et  al., 1991). Further, the friction law has been applied to the 
simulation of  sliding behavior during earthquake cycles as discussed in 
1-4. We therefore consider that the simulation using the rate- and state-
dependent friction laws is effective for understanding the variation in the 
seismic coupling along plate boundaries. 
     The method and general results of numerical simulation are 
described in 5-1 and 5-2, respectively. The factor most effective for 
controlling the seismic coupling coefficient is discussed in 5-3 with 
reference to the critical fault length similar to that defined in 4-2-1. The 
effect of nonuniformity in friction parameters on sliding behavior of the 
plate boundary and the average seismic coupling is discussed in 5-4.
128
5-1. Method of numerical simulation 
     Numerical simulation studies on the sliding behavior of natural faults 
or plate boundaries using the rate- and state-dependent friction laws, in 
which the variation of friction parameters with depth is taken into 
consideration,  have been performed by Tse and Rice (1986) and Rice 
(1993) for strike-slip faults and by Stuart (1988) for dip-slip faults. The 
modeling procedure in the present study is similar to these studies. 
     We suppose a 2-D uniform elastic half-space, where an x-y 
coordinate system is taken as illustrated in Figure 5-1. There exists a 
semi-infinite-length fault with a dip angle 0, and pure dip-slip occurs on 
the fault plane or the plate boundary. The  -axis is taken along the plate 
boundary, and  =() coincides with the origin of the x-y coordinate system. 
The region 0  ._  1\1 of the plate boundary is divided into N equal-length 
cells, and slip within each cell is assumed to be uniform. On the region  >/.1 
of the plate boundary, stable sliding is assumed to occur with a constant 
slip-rate, which corresponds to the average rate of relative plate motion, 
 Vp. The frictional stress following the rate- and state-dependentfriction 
law (1-7) is acting on 0 of the plate boundary. 
     When we consider the state of static equilibrium, the shear stress  ri 
acting on the i-th cell of the plate boundary is expressed b y 
 E  KOVpt  - 10, 
where t is time,  u1 is the slip on the j-th cell of the plate boundary, and  K1 is 
given by, for example, Rani and Singh (1992) from the theory of elasticity. 
Since we intend to simulate frictional sliding on the plate boundary during
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the entire cycle of great earthquakes including seismic slip, the inertia 
term cannot be neglected. It is difficult and  time-consuming to rigorously 
solve the dynamic problem of the theory of elasticity. Then we 
approximately evaluate the dissipation of the strain energy due to seismic 
wave radiation by introducing a seismic radiation damping term as 
suggested by Rice (1993).  In this case, the shear stress acting on the plate 
boundary is expressed b y 
 ri=  E  Kovpt  -  -  d  ,  (5-1) 
 2/3 
where the last term of the right-hand side represents the seismic radiation 
damping,  Gis the rigidity, and  pis the S-wave speed. For more detail  about 
the physical meaning of the seismic radiation damping, see Rice (1993). 
 The  coefficient  iu  of  friction  acting  on  the  i-th  cell  in  the  region  0 
 N  of  the  plate  boundary  is  assumed  to  obey  the  rate-  and  state-dependent 
friction law  (1-7). The shear stress is given  b  y 
 ilaneff. (5-2) 
The effective normal stress  agff is given by  el=  a  -p, where  an is the 
normal stress applied to the plate boundary and p  is the pore pressure.  We 
assume the lithostatic normal stress  an as  ogy and the hydrostatic pore 
 pressure  p as  Qwgy,  , where  0=-2.8x103  kg/  m3,  Qw=1.0x103  kg/  m3 and  g=9.8 
 m/s2. 
     The variation of friction parameters,  a,  b and the characteristic slip 
distance L, with depth controls the sliding behavior of a plate boundary  in 
a subduction zone. It is known that  a-b is dependent on temperature (e.g., 
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Stesky, 1978; Blanpied et  al., 1991;  Chester and Higgs, 1992) and the 
mechanical property of gouge layer between fault surfaces (Marone et  al., 
1990). Blanpied et al. (1991) performed friction experiments using granite 
specimens at temperatures from a room temperature to 600°C under the 
hydraulic pore pressure of 100 MPa. They found that a-b is negative at 
temperatures from 100°C to 350°C and positive at higher temperatures. 
Marone et  al. (1990) obtained from their friction experiments the result 
that a-b is positive for faults with thick gouge zones, suggesting that the 
absence of seismicity and the occurrence of aseismic fault creep at shallow 
depths is due to the frictional characteristics of faults with thick gouge 
zones. Since a-b will frequently be referred to henceforth as the most 
important quantity that characterizes the sliding behavior, we introduce a 
new  parameter for simplicity. Figure 5-2 shows the variations of a, 
 b, and  y  assumed in the present study. At shallow depths  y  s,  yis positive 
mainly due to a thick gouge zone of unconsolidated materials. At depths  y> 
 yd, y is positive because of high temperatures. At depths  ys <y<yd, y is 
negative and unstable slip may be expected to occur. 
     Chester and Higgs (1992) have found from their experimental studies 
that, in contrast to a weak temperature dependence of a, b depends 
strongly on the temperature and approaches to zero at high temperatures. 
The published data for the temperature dependence of individual a- or 
b-value, however, are rather few in number compared with those for y-
value. Moreover, the effect of y on the sliding behavior is more significant 
than that of individual a or b, as pointed out by Rice (1993). We therefore 
assume for simplicity that a is independent of depth and that the depth 
variation of y is caused solely by that of b. Further  b =0 is assumed at 
depths y  _y  3, as shown in Figure  5-2.
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     The variation of characteristic slip distance L with depth is  unknown 
yet. Considering the normal-stress dependence of contact state between 
two rough surfaces, Scholz (1988) suggested that L should decrease with  a  n 
increase in depth. On the other hand,  Ohnaka (1992) suggested that L 
should increase with depth by considering the temperature effect on 
failure process of intact rocks. We will first discuss the case of uniform L 
with depth, and next examine the effect of nonuniform L on the sliding 
behavior. 
     The values of friction parameters determined in laboratory 
experiments are not directly applicable to the present simulation model. 
We therefore assume the variation of friction parameters with depth so  as 
to explain known characteristics of great earthquakes in subduction zones 
such as their recurrence intervals and coseismic slip distances. The y-value 
is negative at depths  ys  <y<yd, and earthquakes are expected to occur 
there. This zone may be called the seismogenic zone and its bounds in 
depth can be estimated from the observed seismic activity on plate 
boundaries. Tichelaar and Ruff (1993) determined the focal depths of large 
interplate earthquakes (M   6) in the circum-Pacific subduction zones by 
an inversion method of teleseismic P waveforms. They estimated the depth 
of transition from unstable slip to stable sliding at 40±5 km for most 
subduction zones. Using Harvard's CMT catalog, Pacheco et al. (1993) 
determined the upper and lower transition depths for 19 subduction zones 
in the world. According to their result, the lower transition depth ranges 
from 33 to 70 km. The upper transition depth cannot be defined by the 
focal depth data alone because of poor accuracy in depth determination. 
They assumed therefore the upper transition  depth as 10 km by examining 
seismic refraction data and drilling data in addition to the depth data of
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earthquakes. Considering these results of previous studies, we use the 
values of  yl = 5 or 10 km, and  y2 = 35, 40, or 50 km in the present 
numerical simulation. 
     It is known that great earthquakes with seismic slip of several 
meters (Purcaru and Berckhemer, 1982) repeatedly occur in subduction 
zones with a recurrence interval of 30 years to 200 years (Pacheco et  al., 
1993). As found by Tse and Rice (1986) and Stuart (1988) for their 
numerical simulations, the recurrence interval of great earthquakes is 
increased with an increase in  lyi-value in the seismogenic zone or an 
increase in L-value. These parameters control also the amount of seismic 
slip. These results are useful for constraining the model parameters in the 
present simulation. 
     We performed preliminary numerical simulation to survey the 
ranges in values of friction parameters that satisfy the conditions stated 
above. We finally found that the characteristics of seismic activity in 
subduction zones are simulated reasonably well by the use of the following 
model parameters; a = 2x1  0-3at 0  y  y3,  ysurf = 2x10-4, Yseis =4x1 0-4 to 
 1X1  0-4,  yd„p  =a = 2x1  0-3,y  3 = 70 km, and L  =3  cm to 50 cm, where Figure 
5-2 should be referred to for the definition of the parameters. The values 
of  lyl adopted in the numerical simulation are smaller than the 
experimentally determined values by, for instance, Blanpied et  al. (1991), 
and those of L in the simulation are much larger than the experimental 
values. L is known to depend on the roughness of sliding surfaces and the 
thickness of a gouge zone (e.g., Dieterich, 1978b; Marone and Kilgore,  1993). 
It is widely accepted that L for natural faults is much larger than that 
determined for artificial faults in laboratories.
135
     Supposing the subduction zone along the Japan trench as an example, 
we use the dip angle  4 of 2  0° and the relative plate motion speed  Vp of  10 
 cm/  year together with G  (rigidity). 30 GPa and v (Poisson's  ratio). 0.25. 
The initial condition presumed in our numerical computation is such that 
stable sliding at a sliding speed of  0.01  V  p is taking place on the entire 
region of 0 under steady-state friction. The tectonic loading due to 
relative plate motion in the region of >  'INT is increased with time and 
finally causes a great earthquake at shallower depths. After a few cycles of 
great earthquakes, the sliding behavior becomes periodic: Great 
earthquakes with a constant seismic slip distance occur at a constant 
recurrence interval. It is confirmed by our numerical simulation that the 
initial sliding speed given rather arbitrarily does not significantly affect 
the sliding behavior after a few cycles of great earthquakes. To avoid 
instability in numerical computation, a cell with uniform slip must be taken 
to be small enough (Rice, 1993). We found that the use of  .g" (cell  size). 1 
km and N (the number of  cells). 200 is sufficient for attaining the stability 
of numerical computation by a Runge-Kutta method with adaptive stepsize 
control (Press et  al.,  1992). 
5-2. Simulation results 
     We have performed numerical simulation for many cases of model 
parameters different in values and examined the results in detail. For the 
purpose of demonstrating the general features of the dynamic process 
taking place on a plate boundary, however, it seems sufficient to present 
the simulation results of typical cases as listed in Table 5-1. In this section, 
in particular, we present the results of  Cases 1 to 3, in which the
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Table 5-1. Model parameters used in the example simulations
Case  y1 Y 2  rseis L
1 
2 
3 
4
5
 5  km 
 5km 
    5km 
    5km 
 5  km
40 km 
40 km 
40 km 
40 km
40 km
- 2x1  0' 
 -  2x1  0' 
-  lx1  0' 
 -  2x1  0-4
 -  2x1  0'
 5  cm 
25 cm 
25 cm 
 5 cm
  5  cm 
25  c  m 
  5  cm 
 Cv  <  20 
(20 km 
 (y  <20 
(20 km
km, y  >30 
 y   30 
km, y  >30 
 _  I  ,  s30
 k  m) 
km) 
 k  m) 
 km) 
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characteristic slip distance L is taken to be uniform over the entire plate 
boundary. Cases 4 and 5, where L is nonuniform, will be discussed in 5-4. 
     Figure 5-3 shows the simulation result of the distribution of slip on 
the plate boundary in Case 1. We find from this that (1) great earthquakes 
repeatedly occur with a recurrence interval of 107 years, (2) unstable slip 
is observed at shallower depths on the plate boundary while stable sliding 
is observed at deeper depths, and (3) the sliding  behavior around the  lower 
transition depth  yd involves both seismic slip and stable sliding. To see  the 
sliding behavior at the occurrence of a great earthquake more in detail,  the 
slip histories at 10 selected points on the plate boundary are given in 
Figure 5 -4, where the numeral attached to each trace indicates the value of 
 at the center of the corresponding cell. Pronounced preslip is seen in the 
slip record at 49.5 km and significant seismic slip is seen in the records 
for 9.5 km  5.109.5 km. Comparing the slip records at = 89.5 km, 109.5 
km and 129.5 km, we find that the amount of seismic slip is decreased 
with an increase in depth at these depths. It is noted that the transition of 
y from negative to positive is placed at = 125  km. 
    To quantitatively discuss the variation of seismic coupling on 
subduction zone plate boundaries, we define the seismic coupling 
coefficient at each depth  as 
 X  =  "seishi  total, (5-3) 
where  Useis is the seismic slip distance with a slip speed  z equal to or 
higher than 1  cm/s and  u  total is the total amount of slip throughout a 
recurrence interval of great earthquakes. It is remarked that we did not 
solve the exact elastodynamic equations and consequently some errors in
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the slip speed may exist. The definition of the cutoff slip-speed for  u„is is 
arbitrary and therefore the value of x calculated by (5-3) is not so rigorous. 
Nevertheless, the seismic coupling coefficient calculated by (5-3) is of great 
use in discussing the relative strength of seismic coupling. Even though  the 
cutoff slip-speed for  u„is is taken to be, say, 1  mm/s or 5  mm/s, the 
following discussion is essentially unchanged. 
    Figure 5-5 shows the variation with depth of seismic coupling 
 coefficient x together with those of friction  parameters. The value of  xis 0.7 
to 0.8 at shallow depths and decreases to zero nearly at the lower transition 
depth (yd 42.7 km). The  x-value is not zero in the slip-rate strengthening 
 (y  >0) regions  (y  <ys  and  y >yd), indicating that seismic slip partly occurs 
there. This is thought to be caused by a very large stress concentration  due 
to seismic slip in the slip-rate weakening  (y  <0) region. This suggests that 
seismic slip can be propagated into the slip-rate strengthening regions, 
though it cannot be nucleated there. 
    The simulation results in Case 2 (cf. Table 5-1) are shown in Figures 
5-6, 5-7 and 5-8. The L-value is 5 times as large as that in Case 1. The 
recurrence interval of great earthquakes is 170 years, being much longer 
than that for Case 1. Comparing the seismic slip histories in Figure 5-6  with 
those in Figure 5-4, we find that the slip rise time for the present case is 
longer than that for Case 1. These differences are caused by the difference 
in L. The slip histories of the same event are given in Figure 5-7 over a 
longer period of time, demonstrating the presence of significant preseismic 
slip at deeper depths of the seismogenic zone (7 km <125 km). The L-
dependence of preseismic slip distance has been discussed by many 
investigators, for example, Dieterich (1986), Tse and Rice (1986), and 
Yamashita and Ohnaka (1992). The variation of seismic coupling coefficient 
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x with depth is plotted in Figure 5-8, showing that the  x-value is much 
smaller than that for Case 1. This is easily understood from a longer slip 
rise time and more significant preseismic slip in Case 2. 
     Figures 5-9 and 5-10 show the slip histories obtained for Case 3 (cf. 
Table 5-1), where the absolute value of  yseis  is half as large as those in Cases 
1 and 2. The recurrence interval of great earthquakes is 57 years. The slip 
event is characterized by a very long slip rise time, very low rupture 
propagation speed especially at deeper depths, and significant postseismic 
sliding with a duration of nearly 1 day (Figure 5-10). The seismic coupling 
coefficient x is smaller than 0.1 throughout the entire plate boundary as 
shown in Figure 5-11, indicating that the big event in this case is regarded 
as a large slow earthquake. 
5-3. Variation of seismic coupling 
     We considered in Section 1-2-2 that the stability condition of sliding 
behavior of single degree of freedom elastic system by introducing the 
critical stiffness. Further, in  4-2-1, we extended this concept of critical 
stiffness in the spring-block model to  2-D  fault system, where we defined 
the effective stiffness keff and the critical fault length  lc. 
    Suppose that a uniform slip of  Au occurs at 0  l  on a dip-slip fault 
in a semi-infinite medium (Figure 5-12). The stress drop  A-r at the middle 
of the fault,  =  1/2, is expressed from the 2-D theory of elasticity b y 
  AT2
.7rG(1-v)A1u (5-4) 
where  G  is rigidity,  v  is Poisson's ratio, and c is a nondimensional constant 
dependent on the dip angle  0 of the fault plane. The  0 dependence of c is 
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calculated from the analytical expressions given by Rani and Singh (1992) 
for a dip-slip fault in a 2-D elastic half-space. The calculated result is 
illustrated in Figure 5-13, indicating that c  =2 is a good approximation for 
 1  5°  .  45°. 
    Substituting  c= 2 into (5-4), we  obtain
keff = =  G  1 
 Lilt  (1-v)
(5-5)
The effective stiffness keff is thus found to depend on the fault length. The 
value of 1 in the case of  keff  =k  e may be called critical fault length  /c. From 
(1-9) and (5-5) we have
IC= G  
   Jr (1-v)
 L
   -
(5-6)
where  aneff is substituted for  a in (1-9) by taking account of the effect of 
pore pressure. As discussed in 4-2-1, the parameter  I, represents the fault 
length required for the occurrence of unstable slip or the critical length of 
slip nucleation zone. Thus unstable slip may occur when the fault length is 
much longer than  lc, and stable sliding occurs when the fault length is 
nearly equal to or shorter than  lc. 
    In the present study on the seismic coupling along subduction zones, 
the model fault extends semi-infinitely. The unstable fault slip, however, is 
expected to occur only in the  seismogenic zone  (vs/sin0 <  <yd/sin0),  and 
accordingly the effective fault length  lerr may be defined b y
 leff  =rvd - .ys)/sinO. (5-7)
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Since (b-a) and  anerf are dependent on the depth,  1, cannot simply be 
calculated from  (5-6). We then evaluate  1, by using their values  at  y = 20 
km, which is approximately a medium depth of the seismogenic zone. 
     To see the effect of  leffl  1, on the  seismic coupling, we plot in  Figure 
5-14 the average seismic coupling coefficient Xave against  iettlic for 
simulation results in various cases of parameter sets, where  xa„ is an 
average value  of  x  over the  seismogenic  zone  _v,  <v  <y  d. As is expected  from 
the above discussion,  x,„  generally increases with  lea/  ie. For  4(11,  >5,  Xave  is 
virtually independent of id 1,. The dependence of Xaveon  Ief/ IC is strong for 
2  </ea  /c  <5. For  /ad  le  <2,  Xave  is nearly equal to zero. Episodic sliding, which 
corresponds to a slow or silent earthquake, is expected to occur for 1  <ler/  I,
 <2, while stable sliding with a sliding speed equal to the average speed  Vp 
of relative plate motion occurs throughout the plate boundary for  /die  <1. 
Since y controls stress drop and accordingly slip speed as discussed by Rice 
and Tse (1986),  Xave depends not only on  led  1, but also on  yseis. It is found 
from Figure 5-14 that when  led  1,  >5 the dependence of  xa„  on  seis is  weak 
for  y„is  <-2.0x10-4and strong for  yseis>-2.0x10-4. A small absolute value of y 
indicates weak dependence of friction on the slip speed and,  consequently, 
positive feedback to instability is relatively weak. The slip speed is not 
expected to exceed the cutoff speed of 1  cm/s when  I  y„61 is smaller than 
 some critical value. It is thus expected that  lyi in the  seismogenic zone of a 
plate boundary takes a value larger than I  x/ 
5-4. Effect of spatial  nonumformitv in friction  parameters 
     In a previous section, we examined the sliding behavior of plate 
boundaries in the cases where the values of friction parameters were 
smoothly varied with depth and there were no barriers that may stop 
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Figure 5-14. The average seismic coupling coefficient  Xave plotted against 
 ierlic, where  xa„ is the average value of  x defined in (5-3) within  the 
 seismogenic zone  ys  <y  <yd, and the critical fault length  lc and the 
    effective  fault.length  /or are defined in (5-6) and (5-7), respectively. 
    Nonuniform cases 4 and 5 indicate the average seismic coupling 
   coefficients for Cases 4 and 5 (Table 5-1) in which the distributions of 
    L with depth are assumed to be nonuniform.
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earthquake rupture propagation in the seismogenic zone.  Only great 
earthquakes that break the entire seismogenic plate boundary were 
accordingly reproduced in the numerical  simulation. This is not the case for 
the natural plate boundaries. Many smaller earthquakes occur on the  plate 
boundaries. To generate smaller earthquakes in the numerical simulation, 
we should introduce spatially nonuniform distributions in values of friction 
parameters. In this section, we perform numerical computation for two 
simple cases (Cases 4 and 5 in Table  5-1) in which the characteristic slip 
distance L is assumed to vary stepwise with depth (see Figures 5-17 and 
5-19). 
     Figure 5-15 shows slip records for Case 4, where L = 25 cm at the 
depth range between 20 km and 30 km (or 58.5 km  87.7 km) and L 
5 cm elsewhere. The other model parameters are the same as those for 
Cases 1 and 2 (Table 5-1). A small event occurs in the upper region of L  .5 
cm 9.5 km, 29.5 km, and 49.5 km in Figure 5-15) at about 60 years 
before the great main event. This may be understood from the fact that  the 
recurrence interval of slip events on a fault with a smaller L-value is 
relatively short as stated before. Since unstable slip is harder to occur in 
the region with a larger L-value, the L = 25 cm region behaves as a barrier 
in this case. The small event in Figure 5-15 has a very long rise time as  seen 
more clearly in Figure 5-16, indicating that the event is aseismic. Figure 
5-15 shows further that the seismic slip of the main event takes place not 
only in the stuck region of the seismogenic zone but also in the region  that 
has slipped at the time of the small event. The recurrence interval of great 
earthquakes is 138 years, which is intermediate between 107 years in Case 
1 (uniform L of 5 cm) and 170 years in Case 2 (uniform L of 25 cm). The 
variation of seismic coupling coefficient x with depth is shown in Figure
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 5-17, indicating that the seismic coupling in this case is also intermediate 
between those in Cases 1 and 2. The average value of L in the seismogenic 
zone is 10 cm in this case, and  le is calculated from this average value of L 
to be 18.05 km to give  /eff/Ic  =  6.53. The average seismic coupling coefficient 
 Xave =  0.49 in the seismogenic zone obtained for the present Case4 is a little 
smaller than that expected from Figure  5-14 for a uniform case with a 
similar  /eff/  le-value. 
     Figure 5-18 shows slip histories for Case 5, where L  =5 cm at depths 
ranging from 20 km to 30 km and L  =25 cm elsewhere. This demonstrates 
that a small event occurs at the region of L = 5 cm  (  = 69.5 km and 89.5 k m 
in Figure 5-18) about 550 days before the great main event. It is  remarked 
that the small event is a seismic one accompanied by a relatively large 
amount of aseismic sliding. The recurrence interval of great earthquakes is 
144 years. The spatial variation of seismic coupling coefficient  X  is shown  in 
Figure  5-19, indicating that the seismic coupling in this case is also 
intermediate between those for Case 1 (uniform L of 5 cm) and Case 2 
(uniform L of 25 cm). The average value of L in the seismogenic zone is 2 0 
cm in this case, and  le is calculated to be  3  6.1  0 km by using this average 
value of L. We then have  /eff//, = 3.26. The average seismic coupling 
coefficientXave=0.39 in the seismogenic zone obtained from Figure 5-19 is 
a little smaller than that expected for a uniform case with a similar  /elf/  lc-
value (Figure  5-14). 
     We perform many other simulations assuming various kinds of 
nonuniform distributions of friction parameters, where we introduce 
spatial nonuniformity in y in addition to that in L. From the simulation 
results, we find that small seismic and/or aseismic events frequently occur. 
In all the examined cases of nonuniform distributions in friction 
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  parameters, the average seismic coupling coefficients are a little smaller 
  than those in cases of uniform distributions in L with similar  lea/la-values. 
  This is because a small event in segmented region is generally a seismic one 
  accompanied by large aseismic sliding or a completely aseismic one, as 
  observed for  Cases 4 and 5. The relation between  led  lc and  xa„ given in 
  Figure 5-14 is useful for rough prediction of  )(aye from  lap, using the 
  average values of friction parameters also in nonuniform cases. In some 
  special cases of strong nonuniformity, however, the average seismic 
  coupling coefficient  xa„ may significantly be lower than that predicted by 
  the relation between  led  lc and  xa„ given originally for uniform cases. 
  When there exist extremely strong barriers with large L-values or large 
  positive y-values, a multiple event is liable to occur. In such cases, the 
  average seismic coupling coefficient should be considerably small, because 
  the seismogenic zone is divided by barriers into several segmentsand the 
  lengths of individual segments are comparable to or smaller than  le. This 
  suggests the possibility that the seismic coupling along a subduction zone is 
  controlled by the spatial nonuniformity in frictional characteristics. 
  5-5. Discussion 
      From the present numerical study of frictional sliding on plate 
  boundaries in subduction zones, the results obtained are as follows: The 
 sliding mode, which is seismic or aseismic, of a plate boundary is controlled 
 by the ratio of the length of seismogenic zone,  leff, to the critical fault length 
 lc, which is proportional to  LI  (b-a). When the ratio  /eff/  lc is larger than 5, 
 the sliding mode is seismic. When  lad  lc is smaller than about 2, the sliding 
 mode is aseismic. A seismic slip event accompanied by a relatively large 
 amount of aseismic sliding occurs when  leffl  lc takes an intermediate value.
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This criterion for the sliding mode is useful for explaining the variation of 
the average seismic coupling at different subduction zones . When there 
exists nonuniformity in the characteristic slip distance L on the plate 
boundary, a region with a large L-value behaves as a barrier . Accordingly, 
smaller slip events occur besides great events that break the entire 
seismogenic plate boundary. The smaller events are often aseismic, and 
therefore reduce the average seismic coupling. The spatial nonuniformity 
in friction parameters thus tends to lower the seismic coupling coefficient. 
     Aseismic slip events affect the stress field on and around the plate 
boundary and may trigger earthquakes. We consider that detection of 
aseismic events from the observation of crustal deformation is important 
to understand the physical process at subduction zone plate boundaries. 
Further, the quantitative comparison of the numerical simulation using 
laboratory-derived friction laws with the observation of crustal 
deformation is thought to be effective in improving the model of sliding 
behavior of plate boundaries. 
     In the present study, we used the values of friction parameters so as to 
explain only seismological data such as the depths of strong seismic coupling 
along subduction zones and the recurrence interval of great earthquakes. 
Although we explained why the seismic coupling coefficient is varied in 
value from place to place in terms of the parameters in laboratory-derived 
friction law, we did not elucidate why the friction parameters are varied. 
Experimental and geophysical studies for estimating the environmental 
conditions that affect the friction parameters along the plate boundaries are 
needed for better understanding of the sliding behavior of the plate 
boundaries.
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                    6. Summary and Conclusion 
     We experimentally and theoretically investigated the mechanism of 
friction of brittle rocks and the frictional characteristics of faults both in 
laboratories and in the earth. The main results are summarized as follows: 
(1) In  Chapter 3, carrying out stick-slip experiments in laboratory, we 
investigated the characteristics of dynamic slip behavior  near the tip of  slip 
zone. It turns out that the so-called slip-weakening model well describes 
the observed dynamic slip behavior. We further measured near-fault 
high-frequency strong motions during unstable slip with wide-
frequency-band AE sensors in order to clarify the micromechanics in the 
breakdown zone near the tip of shear crack. We found from the  experiment 
that the radiated elastic waves contain frequencies much higher than  f  max 
expected theoretically from the length of breakdown zone. The duration of 
near-fault high-frequency strong motion is found to be proportional to  the 
local breakdown time. These experimental results suggest the existence of 
microfracture process in which the characteristic scale of heterogeneity is 
much smaller than the length of breakdown zone. We proposed a kinematic 
multi-crack model, where a number of small circular asperities are 
distributed on the slip plane and the rupture of asperities in the 
breakdown zone are triggered by the arrival of macroscopic rupture front. 
The  strong ground motions theoretically predicted from the model prove  to 
be consistent with the experimental observation. This indicates that brittle 
fracture of interlocking asperities are closely related to the slip-weakening 
process of shear rupture. Further, we demonstrated that the breakdown
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 zone size for earthquakes may be estimated from near-fault strong motion 
 observations. 
      (2) In  Chapter 4, we experimentally examined the effects of strain 
 rate on the frictional strength and the slip nucleation process, based on 
 laboratory experiments of frictional sliding on artificial faults in granite 
 specimens. As the strain rate  increases, the frictional strength 
 logarithmically increases and the critical length of slip nucleation zone 
 decreases. We performed a numerical simulation , where we consider 
quasi-static sliding on a fault in a 2D elastic medium, assuming that the 
frictional force following an empirically derived rate- and  state-dependent 
friction law acts on the fault. The simulation results well explain the 
experimental results, indicating that the parameter a, which expresses a 
direct velocity effect, in the friction law represents the strain-rate 
dependence of frictional strength of  rock. Our numerical simulation  further 
indicates that the spatial nonuniformity in the normal stress applied to the 
fault significantly affects not only the macroscopic frictional strength but 
also the slip nucleation process. To elucidate the mechanism of the strain-
rate dependence of frictional strength, we proposed a micromechanical 
model, where the asperity contacts between sliding surfaces are assumed 
to be subcritically broken by stress-corrosion mechanism. The consistency 
between the prediction from the model and the experimental results 
suggests that the stress-corrosion cracking plays an important part in the 
time-dependent characteristics of frictional sliding in brittle  rocks. 
     (3) In  Chapter 5, taking into consideration the rate- and state-
dependent friction, we modeled the sliding behavior of the boundary 
between a subducting oceanic plate and an overriding continental plate in 
the earth. In the simulation model, we assumed the most probable
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variation of frictional characteristics with depth referring to the results of 
previous experimental and theoretical studies. We find from the numerical 
simulation that the average seismic coupling along a plate boundary is 
controlled by the ratio of the length of seismogenic zone along a subducting 
plate boundary to the critical fault length defined as the fault length 
required for the occurrence of unstable slip. It is further found that a) slow 
and silent earthquakes may occur along a plate boundary, b) complex 
sliding behavior or seismic activity may be realized by introducing a strong 
nonunifomity in spatial distribution of friction parameters, and c) such a 
nonuniformity in friction parameters as stated above tends to weaken  the 
seismic coupling of the plate boundary on the whole. 
     It is concluded that the numerical simulation utilizing laboratory-
derived friction laws is very instructive for our physical understanding of 
the sliding behavior on a plate boundary or on an active fault in the earth. As 
a matter of course, an advantage of a simulation model is that the simulated 
results are checked quantitatively by the observational facts. In Japan the 
dense network of Global Positioning System (GPS) with a spacing of 25 to  30 
km is now under development. The spatial and temporal variation of the 
strain field in Japan will be revealed in near future. The strain field expected 
theoretically for the simulation model of sliding motion at a subducting plate 
boundary will be able to be compared quantitatively with that observed by 
the GPS network to improve the model more realistic. It is likely therefore 
that such simulation as presented in this paper plays an important role in 
predicting what happens during an earthquake cycle on plate boundaries  or 
on active faults in the earth.
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