Abstract. This paper develops the model theory of ordered structures that satisfy Keisler's regularity scheme, and its strengthening REF(L) (the reflection scheme) which is an analogue of the reflection principle of Zermelo-Fraenkel set theory. Here L is a language with a distinguished linear order <, and REF(L) consists of the universal closure of formulas of the form
<x is the L-formula obtained by restricting all the quantifiers of ϕ to the initial segment determined by x, and x is a variable that does not appear in ϕ. Our results include:
Theorem. The following five conditions are equivalent for a complete first order theory T in a countable language L with a distinguished linear order : (1) Some model of T has an elementary end extension with a first new element. (2) T REF(L). (3) T has an ω 1 -like model that continuously embeds ω 1 . (4) For some regular uncountable cardinal κ, T has a κ-like model that continuously embeds a stationary subset of κ. (5) For some regular uncountable cardinal κ, T has a κ-like model M that has an elementary extension in which the supremum of M exists. Moreover, if κ is a regular cardinal satisfying κ = κ <κ , then each of the above conditions is equivalent to:
(6) T has a κ + -like model that continuously embeds a stationary subset of κ.
INTRODUCTION AND PRELIMINARIES
The reflection principle 1 for Zermelo-Fraenkel set theory implies that for any set theoretical formula ϕ(x) (possibly with parameters) there is a rank initial segment V α of the universe that is ϕ-reflective, i.e., for any s ∈ V α , ϕ(s) holds in the universe iff ϕ(s) holds in V α . This paper develops the basic model theory of ordered structures that satisfy an analogue -dubbed the reflection scheme -of the reflection principle in set theory. The reflection scheme was first explicitly formulated in Schmerl's work Sec .1] on the model theory of ordered structures that continuously embed stationary subsets of uncountable cardinals, a topic that is intimately related to the study of extensions of first order logic with stationary quantifiers on power-like models, first introduced by , and recently revisited in his joint work with Väänänen [SV] .
Given a language L with a distinguished symbol < for a linear order, the reflection scheme over L, denoted REF(L), consists of the sentence "< is a linear order without a last element" plus the universal closure of formulas of the form (M, < M ) is a linear order without a last element such that for any L-formula ϕ(y 1 , · · ·, y n , w 1 , · · ·, w r ) and any choice of parameters c 1 , · · ·, c r in M, there is some m ∈ M such that for every sequence of elements a 1 , · · ·, a n below m, the sentence ϕ(a 1 , · · ·, a n , c 1 , · · ·, c r ) holds in M iff it holds in the submodel of M whose universe is the initial segment {x ∈ M : x < M m}.
It is easy to see, using a Löwenheim-Skolem argument, that if κ is a regular uncountable cardinal, and < is the natural order on κ, then every expansion of the structure (κ, <) satisfies the reflection scheme.
Another rich source of examples of models of the reflection scheme come from set theory. By a well-known forcing construction [F] , every countable
has an expansion to a model (M, <) that satisfies the statement GW expressing "< is global well-ordering all of whose proper initial segments form a set", and which also satisfies ZF({<, ∈}), i.e., all instances of the replacement scheme for formulas of the extended language {∈, <}. By a slight modification of the proof of the reflection principle one can show that all instances of the reflection scheme in the language {∈, <} are provable in the theory ZF({<, ∈}) + GW. In particular, this shows that ZFC + REF({<, ∈}) is a conservative extension of ZFC.
In order to motivate and situate the results of this paper, we first discuss a related first order scheme known as the regularity scheme. The regularity scheme was introduced implicitly by and , and further investigated in . The model theory of the regularity scheme is closely tied to the study of κ-like models and generalized quantifiers of the form "there exist κ-many" (where κ is an infinite cardinal).
• Throughout the paper, L is a countable language with a distinguished linear order <.
The regularity scheme REG(L) consists of the sentence "< is a linear order with no last element" plus the universal closure of axioms of the form
where ϕ is an L-formula. Note that every model of REF(L) is also a model of REG(L) (but not vice versa). It is well-known that the regularity scheme is equivalent to the collection scheme COLL(L), consisting of the sentence "< is a linear order with no last element" plus the universal closure of axioms of the following form
2 If M satisfies the statement "the universe is ordinal definable from some set" then the countability assumption of M (and the forcing argument) can be bypassed. In particular, all models of ZF + ∃x (V = L[x] ) expand to models of the reflection scheme. However, uncountable models of ZFC that have no expansion to REF ({<, ∈}) exist. To see this, recall that by a classical theorem of Easton [Ea] , there is a (countable) model M 0 of ZFC with a proper class of pairs that has no definable choice function. If M is a "rather classless" elementary extension of M 0 , then M has no expansion to REF ({<, ∈}) . See for more information on rather classless models of set theory.
where ϕ(x, y) := ϕ(x, y 1 · · ·y k ). See [Ho, Lemma 6.1.6 ] for a level-bylevel refinement of the equivalence of REG(L) and COLL(L). Example 1.1.
(1) If κ is a regular infinite cardinal, then every expansion of a κ-like linear order 3 satisfies the regularity scheme. As observed earlier, if κ is an uncountable regular cardinal and < is the natural order on κ, then every expansion of (κ, <) satisfies the reflection scheme. More generally, if (X, ) is a κ-like linear order that continuously embeds 4 a stationary subset of κ, then any expansion of (X, ) satisfies the reflection scheme.
(2) All instances of REG(L PA ) are provable in PA, where L PA is the language of PA (Peano arithmetic). In this context REG(L PA ) plus the scheme I∆ 0 of bounded induction is known to be equivalent to PA. See [Kay, Theorem 7.3] and [MP] for more detail.
It is easy to see that PA disproves many instances of REF(L PA ), e.g., the sentence "there is no last element" is never reflected. (3) Zermelo-Fraenkel set theory ZF plus the axiom V = OD (expressing "all sets are ordinal definable") proves all instances of the reflection scheme in the language of {< OD , ∈}, where < OD is the canonical well-ordering of the ordinal-definable sets. This follows from the reflection principle in ZF. (4) ZF\{Power Set Axiom} plus the axiom V = L (expressing "all sets are constructible") proves all instances of the reflection scheme in the language L = {< L , ∈}, where < L is the canonical well-ordering of the constructible universe. This is a nontrivial result that follows from coupling the provability of the so-called "β k -model reflection scheme" within Z 2 + DC (second order arithmetic plus the dependent choice scheme), with the canonical one-to-one correspondence between models of ZF\{Power Set Axiom}+ "all sets are finite or countable" and models of Z 2 + DC. See [Si, Sec. VII.7] Before stating the next result, let us recall a key definition:
M is a submodel of N such that x < N y whenever x ∈ M and y ∈ N \M . We abbreviate "elementary end extension" by "e.e.e"; and write M ≺ e N when N is a proper e.e.e. of M.
The following fundamental theorem establishes various model theoretic characterizations of the regularity scheme. It is fairly straightforward to use Theorem 1.2 to derive several important theorems of model theory, including: Vaught's two cardinal theorem, the countable compactness of the logic L(Q) with the extra quantifier "there exist uncountably many", and the recursive enumerability of the set of valid sentences of L(Q). Proof: Given T , use Theorem 1.2 to build an ω 1 -like model M of T , and let well-order M of order-type ω 1 . Since the expanded structure (M, ) has definable Skolem functions, we can let T * = T h (M, ) .
(1) In part (4) of Theorem 1.2, ω 1 cannot be replaced by ω 2 . To see
L is the collection of hereditarily countable sets in the sense of the constructible universe L. It is well-known that M satisfies the theory specified in Example 1.1.4. Let M 0 be a countable model that is elementarily equivalent to M. Note that an e.e.e. of M 0 cannot be of cardinality more than ω 1 since the set of natural numbers in the sense of M is countable, and M satisfies the sentence "every set is finite or countable". (2) In part (5) of Theorem 1.2, κ cannot in general be chosen as ω 2 . To establish this claim, let M be as in (1) shows that PA is such a theory (see [Kay] or [KS] for an exposition). In contrast, it is known that every completion of ZFC has an ω 1 -like model that does not have an e.e.e., see [Kau, Theorem 4.2] or [En-1, Theorem 1.5]. Moreover, as shown in , there is a scheme Φ in the usual language of set theory such that: (a) every completion of ZFC + Φ has a θ-like model for any uncountable θ ≥ ω 1 , and (b) it is consistent (relative to ZFC + "there is an ω-Mahlo cardinal") that the only completions of ZFC that have an ω 2 -like model are those that satisfy Φ. 
Since there are continuum many nonisomorphic countable Dedekind complete linear orders, this shows that every countable complete Skolemized extension of REG(L) has continuum many countable nonisomorphic models. The following is a reformulation of the classical two-cardinal theorems of Chang [CK, Theorem 7.2 .7] and Jensen [Jen] . An analogue of Theorem 1.5.1 will be established in Theorem 2.10.
( (1) The converse of part (1) of Theorem 1.5 is false (this answers a question posed by Chang in his original paper [C] ). To see this, suppose the universe of set theory V is obtained by forcing over the constructible universe L such that (a) 2 ω = ω 2 , and (b) the cardinals of L are the cardinals of V (this can be easily arranged, e.g., by adding ω 2 -many Cohen reals to L). Let T be as in Theorem 1.5, and recall that the submodel L(T ) satisfies the continuum hypothesis. Therefore by Theorem 1.5 (a), there is a model M of T such that L(T ) thinks "M is ω 2 -like". But since cardinals are preserved in the passage between L and V, M is ω 2 -like in V. Chang's Theorem has been recently revisited in the work of Villegas-Silva [V] , which employs the existence of a coarse (κ, 1)-morass (instead of κ <κ = κ) to establish the conclusion of Theorem 1.5.1 for theories T formulated in languages of cardinality κ. 
PRINCIPAL RESULTS
It is well-known 7 that every elementary extension of a model of PA or ZF can be "split" into a cofinal elementary extension (denoted cof ) followed by an elementary end extension. The first result of this section shows that what is at work here is the regularity scheme. Note that by (1) ⇒ (2) of Theorem 1.2, the converse of Theorem 2.1 is also true.
Since N satisfies the same sentence, this shows that we can find a n+1 ∈ M * such that N ϕ(a 1 , · · ·, a n , a n+1 ).
Another notion that can be fruitfully generalized from the model theory of arithmetic is the important notion of tallness.
• A model is tall iff it can be written as an e.e.e. chain with no last element. The following theorem is well-known in the context of models of PA. Recall that M is recursively saturated 8 if for every finite sequence m of elements of M, every finitely realizable type over the expanded model (M, m) 
Theorem 2.2. The following three conditions are equivalent for a model M of REG(L) with definable Skolem functions.
( (2) ⇒ (3): The key observation here is that (2) can be used to show that if Σ(x 1 , · · ·, x n ) is any finitely satisfiable type over some expansion (M, m) of M, then there is some c ∈ M such that the "bounded" type 3) removes the countability hypothesis from the aforementioned equivalence. The proof uses the notion of 'total resplendence', defined as follows: an L-structure M is totally resplendent if the following condition is satisfied: For any formula ϕ (R) in the language L ∪ {R}, where R is a new n-ary predicate, whenever some elementary extension of M expands to a model of ϕ (R) , then there is some relation symbol S ∈ L such that M satisfies ϕ(S). It is well-known that the usual existence proof of resplendent models can be modified to yield a totally resplendent elementary extension M of any prescribed structure M 0 (note that in general the language of M extends the language of M 0 ). Theorem 2.3. Every tall model of REG(L) has a cofinal resplendent elementary extension. Proof: Let M be a tall model of REG(L). Then M can be written as the union of an e.e.e. chain M α : α < κ , where κ is some infinite cardinal. We wish to build, by simultaneous recursion on α, a chain of models N α : α < κ and a chain of languages L α : α < κ with satisfying the following conditions for each α < κ:
(
Let us first verify that the existence of a chain of models satisfying the above properties establishes Theorem 2.3. Let
and note that by (1) and (2), M ≺ N, and by (3) M is cofinal in N. Also, by coupling (2) and (4) with the Robinson consistency theorem [CK, Theorem 2.2.23] , N is resplendent.
N α : α < κ is built by recursion on α as follows. Our effort will be focused on dealing with successor ordinals α since N 0 can be chosen to be a totally resplendent elementary extension of M 0 such that N 0 ∩M = M 0 , and N α can be defined as the union of N γ : γ < α for limit α. If α is a successor ordinal of the form θ + 1, then we first build a model N * θ+1 that satisfies the following two properties: Let T 0 be a finite subset of T θ . By using conjunctions, we may assume that T 0 is of the form 
Since M θ ≺ N θ , the above sentence is also true in N θ , and therefore there is an increasing sequence e 1 , · · ·, e s in N θ with c r < e 1 such that
This concludes the verification of the consistency of T θ . Let N * θ+1 be a model of T θ and choose N θ+1 to be a totally resplendent model whose reduct to L θ is an elementary extension of N * θ . Note that it is easy to ensure that
Schlipf [Schl, Sec.3] showed that every resplendent model of PA or ZF is isomorphic to a proper initial elementary submodel of itself. Our next theorem generalizes Schlipf's result. Before stating it, we need a new definition.
• Suppose M and N are structures with a distinguished linear order <, and M is a submodel of N. N is said to be a blunt
Proof: Add a new unary predicate U (x) to L, and consider the theory T (U ) in the expanded language obtained by augmenting T h (M, m) m∈M with a scheme S that expresses "the submodel determined by U is a proper initial elementary submodel". Note that by Theorem 1.2, T (U ) is consistent. Now augment the language of T (U ) with a new unary function symbol f and let T (U, f ) be T (U ) plus a scheme that expresses "f is an isomorphism between the submodel determined by U and the whole model". We claim that T (U, f ) is also consistent. To verify this, it suffices to show that every countable subtheory T 0 of T (U ) that includes S has a model that is isomorphic to a proper initial segment of itself. To this end, choose a countable recursively saturated model (M, U M ) of T 0 , and let M U be the submodel of M whose universe is U M . Notice that M U is recursively saturated, and M U ≺ e M.
This allows us to invoke the pseudo-uniqueness of countable recursively saturated models [BS, 1.4(iii) ] to conclude that M U ∼ = M. Therefore T (U, f ) is consistent and M has an elementary extension that is isomorphic to a proper initial segment of itself. We may now employ resplendence to conclude that M is also isomorphic to a proper initial segment of itself.
Next, we verify the 'moreover' clause. If M is a resplendent model of REF (L) 
Corollary 2.6. Every tall model of REF(L) has a blunt elementary extension. In particular, every model of REF(L) of uncountable cofinality has a blunt elementary extension.
Proof: This is an immediate consequence of putting Theorems 2.3 and 2.4 together.
The next result is the analogue of Theorem 1.2 for models of the reflection scheme. We should point out that the equivalence of conditions (1), (3), (5), and (6) (1) ⇒ (2) : Trivial.
(2) ⇒ (3) : Since M 1 has an e.e.e., T satisfies REG(L) by Theorem 1.2. This allows us to invoke the Splitting Theorem to show that M 2 has a cofinal elementary extension that has a blunt e.e.e. The rest is easy. (N, < N ) . Note that M must satisfy the regularity scheme, so by the Splitting Theorem there is a (unique) model M * such that
This shows that
Remark 2.8.
(1) In contrast with part (3) of Theorem 1.2, not all countable models of the reflection scheme have a blunt e.e.e. For example, no e.e.e. of the Shepherdson-Cohen minimal model of set theory can be blunt. This follows from Theorem 3.11 and Corollary 3 .12] which also shows that every consistent extension of ZF has a countable model that has no blunt e.e.e. With a little more work, one can even show that each consistent extension of ZF has a countable model that has no blunt elementary extension. (2) A number of central results about stationary logic L(aa) can be derived, via the reduction method
11
, as corollaries of Theorem 2.7. In particular, the countable compactness of L(aa), as well as the recursive enumerability of the set of valid sentences of L(aa) can be directly derived from Theorem 2.7.
Using the strategy of the proof of Corollary 1.3 from Theorem 1.2, we can derive the following corollary from Theorem 2.7.
⊇ L extending L by a new binary relation symbol such that T * is Skolemized and contains REF(L *
Our last theorem is the analogue of Chang's Theorem 1.5.1, whose proof is based on an adaptation of Chang's original proof. This result was stated without proof in Sec.1] .
11 See [Eb, Sec.3.2] or Sec .1] for more on the reduction method. [Eb, Theorem 3.2 .2] couples the reduction method with a theorem of Hutchinson [Hu] concerning blunt elementary end extensions of models of set theory to establish the ℵ 0 -compactness of L(aa) and recursive enumerability of the set of valid sentences of L(aa). Expand M by adjoining a binary relation E 0 such that (ω 1 , E 0 ) satisfies a weak fragment of set theory, known in the literature as VS (Vaught set theory), consisting of sentences of the following form for each positive n ∈ ω (where E 0 interprets E):
The importance of adjoining E 0 will become clear later in the proof, but notice the important fact that the expansion (M, E 0 
, by a classical theorem of model theory [CK, Prop. 5.1.5] there is a saturated model
The general plan of the proof is to build a chain of models A α : α < κ + satisfying the following two conditions:
Note that the existence of such a chain immediately establishes the theorem, since the model obtained by taking the union of the chain would then be a κ + -like model of T that continuously embeds {α < κ
Putting the resplendence property of saturated models [CK, Theorem 5.3.1 and Exercise 5.3.5] with the 'moreover' clause of Theorem 2.4 shows that A has a blunt e.e.e. that is isomorphic to A. It is easy to see that this fact can be used ω-times to obtain a sequence of models A n : n ∈ ω such that A n ∼ = A and A n ≺ blunt e A n+1 for each n ∈ ω. However, the union of A n : n ∈ ω is a model of cofinality ω and therefore is not isomorphic to A. The following central claim, however, will allow us to construct the desired chain of models:
Claim (♣). Suppose θ < κ + and A α : α < θ is an e.e.e. chain such that A α ∼ = A for each α < θ, and let
B θ has an e.e.e. C ∼ = A and moreover, if cf (θ) = κ, then B θ ≺ blunt e
C.
The rest of the proof will be devoted to the verification of the above claim. Notice that if cf (θ) = κ, and B θ is as in the statement of Claim (♣), then B θ ≡ A, and B θ is a saturated model of power κ . Since elementary equivalent saturated models of the same cardinality are isomorphic [CK, Theorem 5.1.13] , this shows that
Coupled with the earlier observation that A has a blunt e.e.e., this shows that the verification of Claim (♣) would be complete once we verify that B θ can be elementarily embedded as an initial segment of A whenever cf (θ) < κ. Of course the κ + -universality of saturated models of power κ [CK, Theorem 5.1.12] implies that there is an elementary embedding j mapping B θ into A. We shall take advantage of the availability of the ∈-like relation E to show that we can arrange the range of j to be an initial segment of A. It is easy to see that such an embedding j can be constructed by a back-and-forth construction of length κ, once we establish the following nontrivial sub-claim:
The proof of part (b) of Claim (♠) is routine and uses κ + -universality of κ-saturated models, therefore we shall concentrate on the proof of part (a), whose proof is tricky. Suppose that we are given some c < A a α 0 for some α 0 < λ. We are looking for some d ∈ B θ such that
Let Σ(x) be the 1-type of c over (A, c, a α ) α<λ . It is easy to see, using the assumption of Claim (♠), that Σ(x) is finitely satisfiable in (B θ , b α ) α<λ . We wish to show that indeed Σ(x) is realized in (B θ , b α ) α<λ . Let S be the set of all of finite subsets of Σ(x), and for each s ∈ S, choose a realization r s ∈ B θ of the formulas in s. Note that for every s ∈ S B θ r s < b α 0 . Consider the 1-type Γ s (v) defined as follows
The crucial observation is that s is a finite set of formulas, and therefore there are only a finite number of parameters that are used in the formulas in s. This shows that there is an ordinal α s < θ such that all the parameters used in s come from A αs and b α 0 ∈ A αa (the latter condition ensures that all the parameters mentioned in Γ s (v) come from A α s ). It is easy to see, using Remark 2.11. In light of Theorem 2.7, one might wonder whether Theorem 2.10 be strengthened by arranging a κ + -like model in which κ + itself can be continuously embedded. The following example shows that such a strengthening is impossible. Consider the linear order L obtained by inserting a copy of the rationals Q between any two consecutive ordinals in ω 1 . Note that L is a dense linear order that continuously embeds ω 1 , and all the initial segments determined by elements of L have the order-type of the non-negative rationals Q
≥0
. This allows us to define a relation R(x, y, z, w) such that for any fixed choice of x and y, R(x, y, z, w) codes the graph of an order-preserving bijection between the initial segments of L determined by x and y. It is easy to see that T h (L, R) has no model that continuously embeds any stationary subset S of a cardinal such that at least two members of S have different cofinalities. In particular, T h(L, R) has no model that continuously embeds any cardinal κ ≥ ω 2 . [SS] showed that κ → θ holds for θ ≥ ω 1 , if κ is n-Mahlo for each n ∈ ω; (2) Schmerl proved that (relative to the consistency of an ω-Mahlo cardinal) there is a model of ZFC in which the only inaccessible cardinals κ such that κ → ω 2 holds are precisely those inaccessible cardinals κ that are nMahlo for each n ∈ ω; and (3) Schmerl established that κ → c.u.b. θ holds for all θ ≥ ω 1 if κ is n-subtle for each n ∈ ω. Question 3.3. Can Theorem 2.10 be strengthened by (1) • Schmerl states that Jensen's proof of Theorem 1.5.2 can be modified to establish the conclusion of Theorem 2.7 for singular limit κ using κ . Coarse (κ, 1) morasses were mentioned in Remark 1.6.1. Question 3.4. (Schmerl) Given a language L with a distinguished linear order, is there a scheme of L-formulas that axiomatizes the theory of the class of L-structures that continuously embed some regular uncountable cardinal κ?
OPEN QUESTIONS
• As observed by Schmerl (private communication), one can use Theorem 2.7 to show that the answer to the above question is in the positive if "scheme" is replaced by "recursively enumerable set". to present this paper. We are also thankful to Jim Schmerl for characteristically insightful comments and suggestions on an earlier draft of the paper.
