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Abstract
We consider a decentralized stochastic multi-armed bandit problem with
multiple players. Each player aims to maximize his/her own reward by
pulling an arm. The arms give rewards based on i.i.d. stochastic Bernoulli
distributions. Players are not aware about the probability distributions of
the arms. At the end of each turn, the players inform their neighbors about
the arm he/she pulled and the reward he/she got. Neighbors of players
are determined according to an Erdős-Rényi graph with connectivity α.
This graph is reproduced in the beginning of every turn with the same
connectivity. When more than one player choose the same arm in a turn,
we assume that only one of the players who is randomly chosen gets the
reward where the others get nothing. We first start by assuming players
are not aware of the collision model and offer an asymptotically optimal
algorithm for α = 1 case. Then, we extend our prior work and offer an
asymptotically optimal algorithm for any connectivity but zero, assuming
players aware of the collision model. We also study the effect of α, the
degree of communication between players, empirically on the cumulative
1
ar
X
iv
:1
71
2.
00
65
6v
1 
 [c
s.L
G]
  2
 D
ec
 20
17
regret by comparing them with traditional multi-armed bandit algorithms.
1. Introduction
In Multi-armed Bandit (MAB) problem, players are asked to choose
an arm which returns a reward according to a probability distribution. In
MAB, we face an exploration-exploitation trade-off. Exploration can be in-
terpreted as a search for the best arm while exploitation can be thought as
maximizing reward or minimizing regret by pulling the best arm. There-
fore, we must search enough to be nearly sure that we find the best arm
without sacrificing much from the reward. There are different kinds of MAB
problems that can be studied:
• Stochastic MAB: Each arm i has a probability distribution pi on
[0,1], and rewards of arm i are drawn i.i.d. from pi where distribution
pi does not change according to the decisions of a player. In [2],
stochastic MAB setting can be seen.
• Adversarial MAB: No statistical assumptions are made on the re-
wards. In [3], authors give a solution to the adversarial MAB.
• Markovian MAB: Each arm i changes its state as in a markov chain
when it is pulled and rewards are given depending on the state. In
[4], the classical MAB problem with Markovian rewards is evaluated.
IThis work is an extension of the paper which has been accepted to the 2017 IEEE
ICMLA [1].
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MAB problem is introduced by Robbins [5] and investigated under many
different conditions. Auer et al. [2] show some of the basic algorithms
in a single player model where the considered performance metric is the
regret of the decisions. Kocák et al. [6] consider adversarial MAB problems
where player is allowed to observe losses of a number of arms beside the
arm that he or she actually chose and each non-chosen arm reveals its loss
with an unknown probability. Kalathil et al. [7] consider decentralized
MAB problem with multiple players where no communication is assumed
between players. Also, arms give different rewards to different players and
in case of a collision, no one gets the reward. Liu and Zhao [8] compare
multiple players without communication and multiple players acting as a
single entity scenarios where reward is assumed to be shared in an arbitrary
way in case of a collision. MAB can be used in different type of applications
including cognitive radio networks and radio spectrum management as seen
in [9], [10] and [11].
In this paper, we study a decentralized MAB, and consider the scenario
as N < S where N denotes the number of players and S denotes the number
of arms. Players exchange information in the end of every turn according
to Erdős-Rényi communication graph which is randomly reproduced every
turn with α connectivity, 0 ≤ α ≤ 1. Also, we consider collisions in our
scenario, where only one randomly chosen player gets the reward where
other players get zero reward. Our goal is to minimize the cumulative regret
in the model where all players use the same algorithm while making their
decisions. To this end, we use three different well-known MAB algorithms,
Thompson Sampling [12], -Greedy [2] and UCB1 [2]. In the considered
scenario, everybody is alone in the sense that all players make decisions
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themselves, and everybody works together in the sense that there can be a
communication between players in the end of every turn.
We first show that when players are not aware of the collision model, they
aim for the better arms resulting in low rewards. For the case of connectiv-
ity, α = 1, we introduce an index based asymptotically optimal algorithm
which is not studied before [1]. We then further extend our work to a more
generic case of any connectivity but, α 6= 0. Assuming players are aware
of the collision model we introduce an asymptotically optimal algorithm
called Optimal Cycle algorithm for any connectivity which asymptotically
decreases the regret to 0. For α = 0 case, we show through simulations that
a Thompson sampling based algorithm is asymptotically optimal.
The paper is organized as follows. We formulate the problem in Section
II. We explain our reasoning and propose optimal policies in case of α = 0
and α = 1 in Section III. We also give an optimal strategy when players
are aware of the collision model. Then, we discuss the simulation results
where we have Cumulative Regret vs α graph and Cumulative Regret vs
Number of Turns graphs and we have these results for two different mean
distributions of arms in Section IV. Finally, we conclude our findings in
Section V.
2. Problem Formulation
We consider a decentralized MAB problem with N players and S arms.
In our model, players are allowed to communicate according to an Erdős-
Renyi random graph with connectivity α, so each player p informs its neigh-
bours N(p) about the arm it pulled and the reward it earned in the end of
each turn. In other words, let us think a system graph G = (P , E). Players
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are shown as vertices, pk ∈ P where k = 1...N and {pa, pb} ∈ E if there is a
connection between players pa and pb, which is true with probability α.
One turn is defined as a time interval in which every player pulls an arm
according to their game strategy. Note that the random communication
graph changes every turn but α is constant.
In addition to the aforementioned setup, each arm yields a reward with a
random variable Xi,t associated to it, where i is the index of an arm and t is
the turn number. Successive pulls of an arm are independent and identically
distributed according to a Bernoulli distribution with expected value of µi,
which are unknown to the players.
Because of the nature of the problem, "collision" should also be consid-
ered. When an arm with index i is chosen by multiple players, only one of
the players, chosen randomly, receive the reward Xi,t whereas the rest of the
players receives zero reward. Players are not aware of the collision model.
We can define the expected cumulative regret in a single player model
as:
Rp,T = T max
i∈1...S
µi −
T∑
k=1
µYp,k (1)
where Yp,k is the chosen arm index in the kth turn of pulls by the player
p. However, for our model having multiple players, we do not want all
players to go for the best arm due to collision model. That is to say, in our
setting players affect each other’s reward. Therefore, we cannot define the
regret per player and independently sum them, instead we directly define
the cumulative regret in the game based on the total expected reward. The
cumulative regret in the game can be defined as:
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RT = T max∀ap∈{1...S},i 6=j⇒ai 6=aj
(
N∑
p=1
µap)−
N∑
p=1
T∑
k=1
µYp,k (2)
where ai is the index of hypothetically chosen slot by the ith player.
Since the first term of the right hand side is a constant, it can be seen
that the strategy which minimizes the cumulative regret is the one which
maximizes
∑N
p=1
∑T
k=1 µYp,k . Minimizing cumulative regret adds up to same
thing with maximizing total cumulative reward in the game. Because of the
collision model, total cumulative reward does not depend on the individual
pulls. Instead, it can be calculated based on whether an arm is chosen at a
certain turn. Therefore, total cumulative reward can be defined as:
G =
T∑
k=1
S∑
i=1
Ii,kXi,k (3)
where Ii,k is indicator of whether the arm with index i is chosen at the kth
turn of pulls. Let us define 1{·} to be the indicator function. Then Ii,k can
be calculated as:
Ii,k = 1
{[ N∑
p=1
1{Yp,k = i}
]
6= 0
}
(4)
where again Yp,k is the chosen arm index by player p in the kth turn of
pulls.
3. System Model
An important evaluation of strategies is the expected total cumulative
reward under the constraints of the problem. Considering players cannot
collaboratively plan for their next strategy, it has to be assumed that each
player tries to maximize its own reward. The strategy which maximizes the
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total cumulative reward is the one which assigns N players to different arms
which have the highest N expected rewards. Let us define qk as the kth best
arm. Then, the expected maximum total cumulative reward after T turns
for α = 0 can be defined as:
RmaxT,α=0 = T
N∑
k=1
µqk (5)
This, combined with the connectivity parameter α introduces an inter-
esting trade-off phenomenon. In order to elaborate this, consider the case
where α = 0. When there is no communication between the players, each
player can converge to a different arm believing their choice is the best
one, which is mainly caused by the collision model. Converging here means
choosing the same arm after a limited turn of pulls.
Now consider when α = 1 where every player knows everything about
other pulls. Inevitably, this results in same probabilistic distributions for
every arm for every player. In other words, players cannot converge to
different arms. They can either converge to the same arm or not converge
at all. Since our reward depends on Ii,k from Equation (4), not converging
has a higher total cumulative reward than every player converging to the
best arm which would only have the reward of that arm. Therefore, the
expected maximum total reward when α = 1 is when every player randomly
chooses an arm with a probability which depends on expected means of the
arms, assuming S > N .
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3.1. An Asymptotically Optimal Algorithm for α = 1 Assuming Players are
Unaware of the Collision Model
Since we assume players are not aware of the collision model, they pull
an arm with a sampling based algorithm maximizing their own rewards. In
order to find the probability of pulling an arm depending on its mean, we
first start with total cumulative reward. In Equation (3), we introduce total
cumulative reward which we try to maximize for an asymptotically optimal
algorithm. Let us define a different metric called L which stands for total
cumulative loss:
L =
T∑
k=1
S∑
i=1
1
{[ N∑
p=1
1{Yp,k = i}
]
= 0
}
Xi,k
=
T∑
k=1
S∑
i=1
[
1− 1
{[ N∑
p=1
1{Yp,k = i}
]
6= 0
}]
Xi,k
=
T∑
k=1
S∑
i=1
Xi,k −G
(6)
First term of the right hand side is a constant. Therefore, maximizing
G will minimize L. Therefore, E[L] can be minimized if the expected loss
of a turn is minimized:
E[LT ] =
S∑
i=1
1
{[ N∑
p=1
1{Yp = i}
]
= 0
}
µi (7)
where Yp is the chosen arm index by the player p. Assuming S > N
with S number of arms and N players, let us define ci as the probability
of a player choosing arm with index i. Note that, ci is the same for every
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player since α equals to 1. Then it can be seen that,
∑S
i=1 ci = 1. Therefore
the expected loss of a turn can be defined as:
E[LT ] =
S∑
i=1
1
{[ N∑
p=1
1{Yp = i}
]
= 0
}
µi
=
S∑
i=1
(1− ci)Nµi =
S∑
i=1
mNi µi
(8)
where mi is 1−ci. Note that 0 ≤ mi ≤ 1. In order to minimize expected
loss of a turn, the Lagrangian which we try to maximize can be defined as:
L(mi, λi) = −
S∑
i=1
[
mNi µi + λ2i−1mi + λ2i(1−mi)
]
(9)
Since,
S∑
i=1
ci = 1
S∑
i=1
mi =
S∑
i=1
(1− ci) = S − 1
⇒ ∂mx
∂mi 6=x
= −1
(10)
where 1 ≤ x ≤ S. Then in order to maximize the Lagrangian,
∂L
∂mx
= −N(mN−1x µx −
S∑
i=1,i 6=x
mN−1i µi)
+ λ2x−1 − λ2x +
S∑
i=1,i 6=x
λ2i −
S∑
i=1,i 6=x
λ2i−1 = 0
(11)
From Karush-Kuhn-Tucker conditions (KKT), λ2i−1mi = 0, λ2i(1 −
9
mi) = 0. mi = 1 is a case where the players do not pull the arm with
index i. Similar with mi = 0, where players only pull the arm with index i.
Both of these cases can be ignored if there is a valid solution without them.
Otherwise, mi = 1 case will be revisited starting from the machine with the
lowest expected mean µi. For the derivation of the solution let us assume
λ2i−1 = λ2i = 0. Then,
∂L
∂mx1
= −N(mN−1x1 µx1 −
S∑
i=1,i 6=x1
mN−1i µi) = 0
∂L
∂mx2
= −N(mN−1x2 µx2 −
S∑
i=1,i 6=x2
mN−1i µi) = 0
(12)
where x1 6= x2, 1 ≤ x1 ≤ S and 1 ≤ x2 ≤ S. Therefore,
mN−1x1 µx1 −
S∑
i=1,i 6=x1
mN−1i µi =
mN−1x2 µx2 −
S∑
i=1,i 6=x2
mN−1i µi
(13)
mN−1x1 µx1−mN−1x2 µx2 −
S∑
i=1,i 6={x1,x2}
mN−1i µi =
mN−1x2 µx2 −mN−1x1 µx1 −
S∑
i=1,i 6={x1,x2}
mN−1i µi
mN−1x1 µx1 = m
N−1
x2
µx2
(14)
Let us assume,
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A = mN−1i µi = (1− ci)N−1µi,∀i ∈ {1...S}
ci = 1− N−1
√
A
µi
S∑
i=1
ci = S −
S∑
i=1
N−1
√
A
µi
= 1
A =
[
S − 1∑S
i=1
N−1
√
1
µi
]N−1
ci = 1−
[
S − 1∑S
k=1
N−1
√
1
µk
]
N−1√µi = 1−
S − 1∑S
k=1
N−1
√
µi
µk
(15)
This results in the optimal ci for the case of α = 1 assuming 0 ≤ ci ≤ 1,
∀i ∈ 1, 2, ..., S. If the assumed constraint is not satisfied, it means that
λ2i 6= 0 or λ2i−1 6= 0. For λ2i 6= 0, since λ2i(1 −mi) = 0, it means mi = 1
and ci = 0. This conclusion intuitively makes sense; if expected mean of an
arm is small enough to force the ci to become negative, the optimal strategy
would be to not pull the arm at all. For λ2i−1 6= 0, since λ2i−1(mi) = 0,
therefore mi = 0 and ci = 1. This means that, every player chooses the
ith arm which is never the optimal play unless the rest of the arms have
zero reward. Using these derivations, we introduce an algorithm called
asymptotically optimal algorithm which gives an asymptotically optimal
strategy for α = 1. The algorithm leverages a simulated annealing approach
where it either randomly pulls an arm to explore or calculate the optimal
cis to exploit. cis are then used to sample the arm pull.
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Since players are not aware of the collision model, their observed mean
estimation for the arms are calculated with the rewards from their neighbors
combined with their reward.
One important thing to note is since algorithm uses the ratio of the
observed means, players do not need to know the collision model. Even
though the observed mean is reduced by the number of players pulling the
same arm since the ratio that reduces the observed mean is the same for all
of the players, the algorithm converges.
3.2. An Asymptotically Optimal Algorithm for α 6= 0 Assuming Players are
Aware of the Collision Model
It is also worth noting that optimality in this setting assumes that every
player tries to optimize his or her own reward which is not necessarily the
same as maximizing the cumulative reward. In the setting we are work-
ing at, the resources are limited because of the collision model. That is
why we aim to relax our assumption and aim for a solution which max-
imizes the cumulative reward. Let us assume that players are aware of
the collision model. Because of this assumption players are now willing to
choose a less greedy option if it is going to increase their overall expected
reward. This requires cooperation. However, in our setting the players are
not allowed to directly communicate with each other. That is why we in-
troduce an algorithm which in the end let players collaboratively increase
the total cumulative reward without making a centralized decision. In a
decentralized manner, the algorithm is guaranteed to converge asymptoti-
cally. Since every player runs the same strategy, expected total reward for
a player is maximized by maximizing the expected cumulative reward for
12
Algorithm 1 Asymptotically Optimal Algorithm for α = 1 case
S is the arm count.
N is the player count.
µ′i is the observed mean reward of arm with index i for the current player.
For 0 < k < 1.
 = 1.
for t = 1,2,... do
random = Random a value between 0 and 1.
if 1−  > random then
H = {1, 2, ...S}.
ci = 0, ∀i ∈ H.
while ∃i ∈ H with (ci ≤ 0) do
for i = 1,2,...,S do
if i ∈ H then
ci = 1− S − 1∑
k∈H
N−1
√
µ′i
µ′k
if ci ≤ 0 then
Discard i from H.
end
end
end
for i = 1,2,...,S do
if i ∈ H then
ci = 1− S − 1∑
k∈H
N−1
√
µ′i
µ′k
end
end
end
random = Random a value between 0 and 1.
sum_of_chances = 0.
for i ∈ H do
sum_of_chances+ = ci.
if sum_of_chances ≥ random then
Pull ith arm.
end
end
end
else
Randomly pull an arm.
end
 =  ∗ k.
end
Table 1: Asymptotically Optimal Algorithm for α = 1 case
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all players. Based on our observations, with the communication if players
try to maximize their own reward it is not possible to have an optimal al-
gorithm. Strictly speaking, an optimal algorithm is an algorithm which has
zero regret after finite number of turns. However, it is possible to have an
optimal algorithm if they try to maximize cumulative reward. Again we
assume players do not communicate with each other. Instead they utilize
the information they observe through random Erdős-Rényi connections to
coordinate with each other. In other words, information they utilize is the
neighbors’ decisions and their reward.
In order to maximize the cumulative reward and introduce an algorithm
for all of the players. We introduce an algorithm called Optimal Cycle
algorithm. The algorithm is fair in the sense that asymptotically, all of the
players have equal rewards. In order to maximize the cumulative reward,
we want all of the players to choose a different arm from the set of best
N arms. However, when the players see other players’ rewards, it becomes
harder for them to converge to a sub-optimal arm asymptotically. In order
to solve this problem, inspired from game theory mechanics, we offer an
algorithm which benefits every player and does not require a centralized
decision making which makes it scalable and computationally affordable.
The idea is to increase individual rewards by increasing the cumulative
reward for all of the players. To achieve that players rotate through the
best N arms choosing a different arm at each turn. Each player keep track
of other players’ decisions when they connect with each other. When they
realize they are choosing the same arm with another player, they randomly
change the sequence that they are in minimizing the probability of any
further collision. Asymptotically, the players will reach a state where all of
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them choose a different arm and rotate maximizing the potential reward.
The algorithm is given in TABLE II.
Basically, the algorithm starts as a -Greedy algorithm, where every
player learns about the best arms. Since our setting has stochastic rewards
and we have extra information coming from the neighbors, players can find
the best N arms asymptotically. After the aforementioned random step,
players only choose an arm from the best N arms. Idea is that for every time
they connect to other players, they keep track of the arm that its’ neighbors
pull. The trick is that the only relevant information is the index difference
of one’s decision and other players’ decision. If a player realizes his neighbor
pulled the same arm, they both randomly change to a different sequence,
including staying in the same sequence, making sure it wouldn’t incur a new
collision using their information about other players’ sequences. If there
were no collisions, the players would pick the next arm every turn making
their relative indices constant. That is why optimizing on relative indices
is enough to have an asymptotically optimal algorithm. The optimality is
shown with simulations.
In order to compare our algorithms with traditional stochastic multi
armed bandit algorithms, we use 3 state of the art algorithms. First one is
the UCB1 algorithm. In UCB1 algorithm, the observed mean of the arms
are used as an exploitation step. For the exploration step, we have a second
term
√
2 ln(n)
ni
which makes sure that other arms are chosen enough times so
that players would have an accurate observed means.
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Algorithm 2 Optimal Cycle Algorithm
S is the arm count.
N is the player count.
µ′i is the observed mean reward of arm with index i for the current player.
di(t) is the index of the arm chosen by ith player at turn t.
d(t) is the index of the arm chosen by the current player at turn t n(t) is the set
of indices of neighbors and himself of the current player at turn t.
 = 1.
For 0 < k < 1.
Initialize an integer array rsai (relative sorted arm index) with the size of N .
for t = 2,3,... do
random = Random a value between 0 and 1.
if 1−  > random then
Sort the arms from best to worse which are represented as:
s(i) is the index of ith arm after sorting.
s′(i) is the inverse mapping of s(i).
for i in n(t− 1) do
p1 = s(di(t− 1)).
p2 = s(d(t− 1)).
rsai(i) = (p1 - p2) mod N.
end
if 0 ∈ rsai then
x = [0].
for i from 1 to N-1 do
if i /∈ rsai then
x = [x, i].
end
end
Randomly sample an element of x and denote it with r.
rsai = rsai + p2 - r.
end
Pull the arm with index s′((r + 1) mod N).
end
else
Randomly pull an arm.
end
 =  ∗ k.
end
Table 2: Optimal Cycle Algorithm
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Algorithm 3 UCB1 Algorithm [2]
µ′i is the observed mean reward of arm with index i for the current player.
Pull each arm once.
for t = 1,2,... do
Pull the arm i(t) = argmaxiµ′i+
√
2 ln(n)
ni
where ni is the number of pulls
of arm with index i observed by the current player so far and n is the
number of arm pulls observed by the current player so far.
end
Table 3: UCB1 Algorithm
Second popular algorithm in stochastic multi armed bandit problems
that we introduce for our setting is a simulated annealing approach and it is
called -Greedy algorithm. In -Greedy algorithm, initially arms are chosen
randomly as an exploration step and progressively algorithm converges to
a exploitation step where the best observed arm is chosen asymptotically.
Algorithm 4 -Greedy Algorithm [2]
 = 1 and 0 < k < 1.
Pull each arm once.
for t = 1,2,... do
With probability 1− , pull the arm with index i which has the highest
mean reward observed by the current player, else pull a random arm.
 =  ∗ k.
end
Table 4: -Greedy Algorithm
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As the last traditional stochastic multi armed bandit algorithm, we in-
troduce the Thompson Sampling algorithm. In Thompson Sampling algo-
rithm the arms are represented as beta distributions where players update
their distribution parameters based on the rewards they have. Thompson
sampling is considered to be asymptotically optimal finite-time analysis [13].
Algorithm 5 Thompson Sampling Algorithm [12]
For each arm i = 1, ..., S set Si(1) = 0, Fi(1) = 0.
Pull each arm once.
for t = 1,2,... do
For each arm i = 1, ..., S, sample θi(t) from the Beta(Si + 1, Fi + 1)
distribution.
Pull the arm i(t) = argmaxiθi(t) and observe reward r.
If r = 1, then Si(t) = Si(t) + 1, else Fi(t) = Fi(t) + 1.
end
Table 5: Thompson Sampling Algorithm
4. Simulation Results
Assuming players are not aware of the collision model, we do six different
simulations to see the effect of communication in MAB problem. In the
setup of all simulations, we set S = 10 and N = 5. On the other hand, µ
vector has two different value sets, where µ1 = [0.9, 0.8, 0.7, 0.6, 0.5, 0.4,
0.3, 0.2, 0.1, 0.01] and µ2 = [0.7, 0.68, 0.66, 0.64, 0.62, 0.4, 0.38, 0.36, 0.34,
0.32]. We evaluate the effect of connectivity α for three different algorithms
and also propose asymptotic limits for total cumulative reward for α = 0
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and α = 1 cases, which mean no communication and full communication,
respectively. In general, cumulative regret increases with increasing α. We
get the best results for α = 0, which means there is no communication
between players. This is exactly as we expected due to the collision model
we use and can be explained by players’ disinclination to pull the same arm
due to their different estimations on the means of the arms. Therefore, each
player tends to pull a different arm which maximizes the reward. On the
other hand, in α = 1 case, all players have the same mean updates for the
arms and they behave similarly. So, when there is an arm with high mean
µi, all of the players are more inclined to pull this arm, which eventually
decreases µi due to collisions. In the end, this forms a balance which makes
the probability of pulling each arm similar. This causes a higher probability
of collision compared to α = 0 case and decreases the cumulative reward in
the system. We test three well-known algorithms of MAB problem which
are modified for communications between players. The aim is to understand
how robust are these algorithms against communication between players.
-Greedy and UCB1 can be considered as nearly deterministic algorithms
which makes them inevitably fail against communication. Interestingly,
they could still provide decent total cumulative rewards until α = 0.9. This
is mostly caused by their "greedy" nature; even though the observed means
for arms are close to each other, players using these algorithm choose the
best option. This greediness pays off since players can experience different
means even with high amount of connection which results in convergence to
different arms. On the other hand, Thompson Sampling is a probabilistic
approach. Thus, when players have similar means they choose an arm with
similar probabilities which results in lower total cumulative reward for high
19
α. However, because of the probabilistic nature of the algorithm, it never
catastrophically fails.
Figure 1: Change of Cumulative Regret with respect to α where S = 10, N = 5 and
µ = µ1
Figure 2: Change of Cumulative Regret with respect to Number of Turns where S = 10,
N = 5, α = 0 and µ = µ1
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Figure 3: Change of Cumulative Regret with respect to Number of Turns where S = 10,
N = 5, α = 1 and µ = µ1
Figure 4: Change of Cumulative Regret with respect to α where S = 10, N = 5 and
µ = µ2
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Figure 5: Change of Cumulative Regret with respect to Number of Turns where S = 10,
N = 5, α = 0 and µ = µ2
Figure 6: Change of Cumulative Regret with respect to Number of Turns where S = 10,
N = 5, α = 1 and µ = µ2
As seen in Fig. 3 and Fig. 6, in the full communication scenario, -
Greedy and UCB1 algorithms clearly fail while Thompson Sampling per-
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forms nearly as good as the asymptotically optimal method. As seen in
Fig. 2 and Fig. 5, in no communication setting, Thompson Sampling and
-Greedy with a good tuned  perform nearly optimal. On the other hand,
Fig. 1 and Fig. 4 show that Thompson Sampling underperforms for other
values of α. UCB1 and -Greedy clearly have a lower cumulative regret for
0.5 ≤ α ≤ 0.9.
For the next set of simulations, we assume the players are aware of the
collision model and show the results of Optimal Cycle algorithm.
As it can be seen Optimal Cycle algorithm works better with commu-
nication. This is a different behavior from the previous algorithms. Also,
from Figure 8, it can be seen that the algorithm is asymptotically optimal.
This is true for other α values as well.
Figure 7: Change of Cumulative Regret with respect to α where S = 10, N = 5.
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Figure 8: Change of Cumulative Regret with respect to Number of Turns where S = 10,
N = 5, α = 1.
5. Conclusion and Future Work
In this paper, we evaluate a decentralized MAB problem with multiple
players in cases of different communication densities between players and
using penalty for collisions. Limiting factor in the performance is the colli-
sion model. Without collision penalty, the problem can be seen as a single
player MAB problem in which pulling multiple arms at the same time is
allowed and the only difference than the classic problem is faster conver-
gence to the best arm. We observe that Thompson Sampling usually has the
highest performance in terms of minimizing regret among three algorithms
where an optimally tuned -Greedy algorithm can perform best depending
on the mean vector µ of the slots. Also, we conclude that sublinear regret
is easily achievable without communication between players, whereas we
get linear regret in case of full communication. Moreover, assuming play-
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ers know the collision model, it is possible to introduce an asymptotically
optimal algorithm for any connectivity.
Nature of the MAB problem has applications in economics, network com-
munications, bandwidth sharing and game theory where individuals try to
maximize their personal utility with limited resources. As an example, this
work can be extended to scheduling problem in wireless ad hoc networks.
We perceive this work as a bridge between a classical reinforcement learning
problem and game theory in which we analyze different algorithms and test
their robustness to communication. We also provide asymptotically optimal
strategies for the extreme cases of no communication and full communica-
tion.
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