INTRODUCTION
Musical frequency tracking has been relatively little explored in comparison to the massive efforts that have been carried out by the speech community for use with various speech encoders for communications purposes. Musical applications have, for the most part, been in the area of intelligent systems, where an accurate frequency tracker is a necessity at the front end.
An initial effort at a musical transcription system was made by Piszczalski and Galler (1977) . This is a system whose goal is to take an incoming audio signal, process it, and turn out a musical score. Their frequency tracker (Piszczalski and Galler, 1979) In a series of excellent papers going back to the 1970s, the group at CCRMA in the Music Department at Stanford has worked on a musical transcription system. Various frequency trackers are discussed by Moorer (1975) , Schloss 
In the discussion, we showed that terms of the form f(t)f(t + 2r),f( t)f( t + 3r) .... etc., in addition to the "ordinary" autocorrelation term f In the discussion that follows, we will refer to calculations with Eq. (2) as those of inverted autocorrelation.
• Where necessary for distinction, calculations using Eq. ( 1 ) will be referred to as "erect" or standard autocorrelation.
Within each of these categories, the calculations with N = 2 will be called conventional, and those with N> 2 will be called "narrowed."
An important property of musical sounds is that, for the most part, they have harmonic spectral components. The consequence for the autocorrelation function is that one of the peaks of each of the higher components occurs at lhe same position as that of the fundamental. For example, the second harmonic has a period equal to half of the fundamental so its peaks occur at T/2, 2(T/2), 3( T/2)... and so on. The second peak of the second harmonic, then, will coincide with the first peak of the fundamental with similar reasoning for the other harmonics. Thus a large peak corresponding to the sum of all spectral components should occur at the period of the fundamental (and all integral multiples of the period of the fundamental). This is the property that makes the method of autocorrelation appear to be a good one for frequency tracking of musical signals. This property, of course, also holds true for the valleys for the inverse autocorrelation The problem of determining the fundamental frequency for each of the curves of these figures is to find the position of the peak corresponding to one period of the fundamental.
For the inverted autocorrelation, the problem is to identify the corresponding minimum. The problem is complicated by the fact that we have calculated a discrete autocorrelation, and there may not be a sample at the exact postion of the maximum (or minimum). An example is given in Fig. 7 where the valley corresponding to one period (occurring between samples 88 and 89) has a value greater than that of the valley corresponding to two periods (occurring at sample 179).
To circumvent this problem we have an adjustable pa- We have also tried several methods of curve fitting for obtaining a better value of the maximum including a quadratic fit, cubic fit, linear extrapolation of the two points on either side of the maximum, and calculation of the maximum by considering sums of two adjacent points. This latter method was used for the narrowed autocorrelation for the violin as its results were as good as those of the other methods, and it is more efficient computationally. Other curves gave good results with no fitting procedure. Another useful parameter is based on the normalization of these functions. Errors in frequency determination occur almost exclusively at note transitions where there is a mixture of both notes. There is often a change in amplitude of the waveform in these regions as well, and this affects the normalization. Both of these effects contribute to cause the peaks (or valleys for inverted autocorrelation) to differ from the ideal value of 1 (or 0). Our programs have the option of returning a zero meaning no frequency determination tf a peak was greater than 1.2 or less than 0.8 or ira valley was greater than 0.1. This property can be used by an intelligent system to signal note changes, if desired.
It is to be noted above that the quantity E(r) from Eq. Once determined, the period in samples for a given frame was passed to an array which converted the period to a midinote. The array could be "tuned" so that the tuning of the instrument studied corresponded to the appropriate indices of the array.
III. RESULTS
The frequency tracking program was run on the sounds graphed in Figs. 1-6 mechanism, all errors have a midinote that is too low, usually by an octave. This means that the peak (or valley) corresponding to the period was missed and the second peak (or valley), corresponding to two periods, was reported. We should note that, with the exception of the narrowed inverted results, both these and the following results could be perfect simply by requiring the frequency reported by two adjacent frames to agree. This was not done as it wotdd eliminate the basis for comparisons in the results.
The results on the piano in Fig. 9 again show 
