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Abstrat
We onsider a system of diusing partiles on the real line in a quadrati
external potential and with repulsive eletrostati interation. The em-
pirial measure proess is known to onverge weakly to a deterministi
measure-valued proess as the number of partiles tends to innity. Pro-
vided the initial utuations are small, the resaled linear statistis of the
empirial measure proess onverge in distribution to a Gaussian limit
for suiently smooth test funtions. We derive expliit general formulae
for the mean and ovariane in this entral limit theorem by analyzing a
partial dierential equation haraterizing the limiting utuations.
1 Introdution
We onsider the following system of n It equations:
dλit =
2σ√
nβ
dBit − λitdt+
2σ2
n
∑
j 6=i
dt
λit − λjt
, for i = 1, . . . , n. (1)
Here {Bit}ni=1 are independent, standard Brownian motions and σ and β > 0 are
real parameters. These equations model the dynamis of n diusing partiles
on the real line with a logarithmi interation potential, u(x) = − 12 log |x|, on-
strained by a quadrati external potential vn(x) =
nx2
4σ2 , at inverse temperature
β. Cépa and Lépingle [7℄ proved that the order of the partiles is almost surely
preserved for all times t ≥ 0. The stationary solution to (1) has distribution
1
Z(β)n
exp

−β

 n∑
j=1
vn(λj) +
∑
i6=j
u(λi − λj)




n∏
i=1
dλi
=
1
Z(β)n
∏
1≤i<j≤n
|λi − λj |β exp

− βn4σ2
n∑
j=1
λ2j


n∏
i=1
dλi, (2)
where Z(β)n is a normalizing onstant (the partition funtion) and dλ denotes
Lebesgue measure.
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For the spei parameter values β = 1, 2 and 4 this model an also be
interpreted in terms of matrix valued stohasti proesses (Dyson Brownian
motion). Let Mn(β) be the set of all n× n real (β = 1), omplex (β = 2) and
quaternion (β = 4) matries respetively and Sn(β) the set of self dual (with
respet to onjugate transposition) elements in Mn(β). The Gaussian Orthog-
onal (β = 1), Unitary (β = 2) and Sympleti (β = 4) ensembles, GXβEn(σ
2),
with Xβ = O,U, S for β = 1, 2, 4, are the probability distributions
dµβn(M) =
1
Z(β)n
exp
{
− βn
4σ2
TrM2
}
dM
on Sn(β), where dM =
∏n
i=1 dMii
∏
1≤i<j≤n dM
(1)
ij · · · dM (β)ij is produt Lebesgue
measure on the essentially dierent members of M = (M
(1)
ij , . . . ,M
(β)
ij )ij . Let
Mt = (M
ij
t )ij be an Sn(β)-valued Ornstein-Uhlenbek proess, i.e. satisfying
the SDE
dMt = −Mtdt+ σ√
βn
d(Bt +B
∗
t ),
where Bt is an n×nmatrix, the elements of whih are independent standard real
(β = 1), omplex (β = 2) or quaternion (β = 4) Brownian motions and B∗t is the
onjugate transpose of Bt. Then the eigenvalues {λit}ni=1 of Mt satisfy (1) (see
[8℄). For instane, if M0 ∈ GXβEn(σ20) we will have Mt ∈ GXβEn(e−2t(σ20 −
σ2) + σ2) for all t ≥ 0 and if M0 ∈ Sn(β) is xed, equation (3) has solution
Mt = e
−tM0 +Nt, where Nt ∈ GXβEn(σ2(1− e−2t)).
We dene the empirial measure proess
Xnt =
1
n
n∑
i=1
δλit . (3)
To apture the asymptoti properties of the model on a global sale as n →
∞, one is interested in studying the limiting behaviour of the linear statistis
〈Xnt , f〉 = 1n
∑n
i=1 f(λ
i
t) where f is a bounded ontinuous real test funtion.
Example Dene a deformed GUE to be an ensemble of Hermitian matries
Ma = M +Da where M is distributed aording to the GUE2n(1) and Da =
(dij)
2n
i,j=1 is a xed 2n× 2n diagonal matrix with
dii =
{
a for 1 ≤ i ≤ n
−a for n+ 1 ≤ i ≤ 2n .
Then the eigenvalues of the resaled matrix Ma/
√
a2 + σ−2 orrespond to the
partiles in our model with initial distribution X0 = X
2n
0 =
1
2 (δ−1 + δ1) at
time t = log
√
1 + (aσ)−2. The loal behaviour of the eigenvalues in this model
have been studied in [5℄ and [2℄ and it is known that the limiting eigenvalue
density of Ma as n → ∞ is supported on two disjoint intervals if 0 < a < 1
and on one single interval if a ≥ 1. In other words, suppXt grows from the two
starting points {−1, 1} at time t = 0 into two disjoint intervals that join at time
t = log
√
1 + (aσ)−2.
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In the stationary ase, it is a lassial result that 〈Xn, f〉 onverges in dis-
tribution to
∫
R
fdµ, where
dµ =
1
2piσ2
√
4σ2 − x2χ{|x|<2σ}dx
is the Wigner semi-irle law. More generally, for any initial asymptoti dis-
tribution of partiles, X0, the asymptoti partile distribution Xt at eah time
t ≥ 0 is uniquely determined by X0 and onverges weakly to µ as t → ∞ (see
Theorem 2.1 for a more preise statement).
A natural question is if there is a limiting distribution of the resaled linear
statistis. For ease of notation, we introdue the utuation proess Y nt =
n(Xnt −Xt), whih takes signed Borel measures on R as values. We are interested
in the limiting distribution of the random variables
〈Y nt , f〉 =
n∑
i=1
f(λit)− n
∫
R
f(x)dXt(x), (4)
where f is a test funtion from an appropriate lass, as n→∞. Note that there
is no
1√
n
normalization of the linear statistis here; this reets the very regular
spaing of the partiles and is typial of related models.
Israelsson [11℄ showed that (〈Y nt1 , f1〉, . . . , 〈Y ntk , fk〉) has a Gaussian limit,
provided the the test funtions fj are 6 times ontinuously dierentiable and the
initial distributions Xn0 onverge suiently fast to X0. Although establishing
existene and uniqueness, he does not haraterize the limiting distribution-
valued Gaussian proess Yt very expliitly. In this work we derive expliit general
formulae for the mean and ovariane of the nite dimensional distributions of Yt
by analyzing the partial dierential equation arising in Israelsson's proof. These
formulae generalize many similar results obtained for various speial ases of
our model by ompletely dierent methods, some of these are briey disussed
below. In partiular it is worth noting that our results hold for all values of
the inverse temperature β and in the non-equilibrium ase with arbitrary initial
partile distribution X0.
Most of the previous related results pertain to spei matrix models and are
restrited to the ases β = 1 or β = 2. The asymptoti global utuations for
various ensembles of Hermitian and real symmetri matries have been exten-
sively studied, see e.g. [3℄, [6℄, [10℄, [13℄, [15℄ and [17℄. In a reent paper [4℄, Bai
and Yao onsider N ×N matries with zero mean, independent, not neessarily
identially distributed entries suh that the diagonal elements all have the same
variane σ2/N and the o-diagonal elements have variane 1/N (real symmetri
ase) or unorrelated real and imaginary parts eah of variane 1/2N (Hermi-
tian ase). Suh models are known as Wigner ensembles. Under some fourth
moment onditions, they provide a entral limit theorem and give expliit mean
and ovariane formulae, whih agree with those of Corollary (2.4) with β = 2
and ∆t = 0. Under the assumption of nite moments of all orders of all matrix
elements, a more general lass of ensembles of symmetri matries is onsidered
by Anderson and Zeitouni in [1℄. Here the varianes of all matrix elements, and
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the means of the diagonal entries, are allowed to depend on position. Spohn
[18℄ derives an expression for the ovariane of the Gaussian utuations of our
model in the hydrodynami limit, but deals only with the ase β = 2 and (time
dependent) equilibrium utuations.
The few previous results available on the general β ase are restrited to an
equilibrium situation. For the orresponding model on the irle, Spohn [19℄
an handle the general β ase, again in the hydrodynami limit at equilibrium.
By expressing the equilibrium model in terms of ensembles of tridiagonal real
matries, Dumitriu and Edelman [9℄ are able to nd the general β global utu-
ations for polynomial test funtions (this orresponds to the leading order term
in Proposition 2.6). Johansson [12℄ onsiders a more general model orrespond-
ing to the equilibrium measure (2) but with the quadrati external potential
vn replaed by a general polynomial of even degree and with positive leading
oeient. For the ase of quadrati vn his mean and ovariane formulae agree
with the xed t equilibrium ase of the model we disuss. In Johansson's model
the variane is universal in the sense that it does not depend on the details of
the potential, provided the support of the equilibrium measure is a single inter-
val. In our model however, the variane at every nite t depends on the initial
onditions (see Proposition 2.6). For instane, even though the eigenvalue den-
sity in the deformed GUE example will in nite time be supported on a single
interval, the utuations remember the initial partile distribution for all t ≥ 0.
Thus the time evolution of the variane is determined by the geometry of the
initial distribution; this struture is reminisent of the role played by the bound-
ary onditions in determining the utuations of the height funtion in disrete
plane tiling models suh as Kenyon's [14℄. There the utuations onverge to a
Gaussian free eld for a onformal struture determined by the boundary.
Aknowledgment I wish to thank Kurt Johansson for invaluable advie
throughout the preparation of this work.
2 Main results
In order to formulate our results we need the following Theorem, referred to in
the introdution:
Theorem 2.1 (Rogers and Shi, [16℄, Cépa and Lépingle, [7℄) Suppose that Xn0
onverges weakly in M, the spae of Borel probability measures on R with the
weak topology, to a point mass X0 at an arbitrary element of M. Then there is
a family {Xt}t≥0 ⊂M, depending only on X0 and onverging weakly as t→∞
to the Wigner semi-irle law, µ, suh that for eah t ≥ 0, Xnt onverges weakly
to Xt in M as n → ∞. Xt is uniquely haraterized by the property that its
Stieltjes transform,
M = M(t, z) =
∫
dXt(x)
x− z , (t, z) ∈ [0,∞)× (C \ R),
4
solves the initial value problem{
Mt = (2σ
2M + z)Mz +M, t > 0
M(0, z) =
∫ dX0(x)
x−z .
(5)
We x some terminology that will be used throughout the rest of this paper.
Let X0 be a given Borel probability measure on R and dene Ω = C \ R.
Put f(w) =
∫ dX0(x)
x−w , w ∈ Ω; f will be a holomorphi funtion. It follows
from Theorem 2.1 that for every t ≥ 0, M(t, ·) = ∫ dXt(x)x−· is a well-dened
holomorphi funtion in Ω, so we an dene a family {ht}t≥0 of holomorphi
maps in Ω,
ht(z) = ze
t + σ2(et − e−t)M(t, z). (6)
Proposition 2.2 For every t ≥ 0, ht(Ω) ⊆ Ω and the relation gt ◦ ht = id
holds, where
gt(w) = e
−tw − σ2(et − e−t)f(w). (7)
Dene ht2t1 = gt2 ◦ ht1 for t1 ≥ t2 ≥ 0. Then ht1 = ht2 ◦ ht2t1 .
Proof This is a step in the proof of Theorem 2.3.
Reall the denition of the Shwarzian derivative:
Denition Let v be a univalent funtion in some domain of the omplex plane.
The Shwarzian derivative Sv of v is dened as
(Sv)(z) =
v′′′(z)
v′(z)
− 3
2
(
v′′(z)
v′(z)
)2
.
We dene the generalized Shwarzian derivative, also denoted Sv, to be the
following funtion of two omplex variables:
(Sv)(z1, z2) =


∂2
∂z1∂z2
log
(
v(z1)−v(z2)
z1−z2
)
= v
′(z1)v
′(z2)
(v(z1)−v(z2))2 − 1(z1−z2)2 if z1 6= z2
limz→z1
v′(z1)v
′(z)
(v(z1)−v(z))2 − 1(z1−z)2 = 16 (Sv)(z1) if z1 = z2
(8)
Denition A probability measure on the spae S ′ of tempered distributions
is alled an initial measure if its law is a point mass at a ν ∈ S ′ suh that
〈ν, 1〉 = 0.
We an now state the main result, giving expressions for the mean and
ovariane of the nite dimensional distributions of the Stieltjes transform of
the limiting utuation proess Yt.
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Theorem 2.3 (Mean and ovariane formulae) Let Y nt = n(X
n
t −Xt) where Xnt
is the empirial measure proess and Xt its weak limit. Suppose Y
n
0 onverges
weakly in S ′ to an initial measure Y0 and that there is a onstant C suh that
for every n and z = a+ bi, b 6= 0, the inequality
E
∣∣∣∣
∫
dY n0 (x)
x− z
∣∣∣∣
2
≤ C
b2
holds. Then Y nt onverges weakly to a Gaussian distribution-valued proess Yt
(see Theorem 3.1 for the full statement), and for 0 ≤ tk ≤ tk−1 . . . ≤ t1 and
z = (z1, . . . , zk) ∈ (C \ R)k the Gaussian random vetor
U = (U1, . . . , Uk), where Uj = 〈Ytj ,
1
· − zj 〉
has mean
µj =
1
2
(
2
β
− 1
)
h′′tj (zj)
h′tj (zj)
+ 〈Y0,
h′tj (zj)
· − htj (zj)
〉 (9)
and ovariane matrix
Λlj = Λjl =
2
β
∂2
∂zj∂zl
log
(
htj (zj)− htl(zl)
htltj (zj)− zl
)
=
2
β
htltj
′
(zj) (Shtl) (h
tl
tj (zj), zl), if l ≥ j. (10)
In partiular,
Var(Uj) =
1
3β
(
Shtj
)
(zj). (11)
Proof See setion 3.
Remark An interesting onsequene of equation (11) is that a omplete knowl-
edge of the variane of the Stieltjes transform of Yt as a funtion of z in the
upper (or lower) half-plane at any xed time t ≥ 0, will uniquely determine the
initial partile distribution X0: By (11) this funtion is the Shwarzian deriva-
tive of some analyti funtion, whih is unique up to omposition with an arbi-
trary Möbius transformation (this is a well-known property of the Shwarzian
derivative). It is easy to see that this determines ht uniquely, and this in turn
determines the Stieltjes transform f of the initial partile distribution X0.
Remark Another model, onerning eigenvalues of non-Hermitian omplex ma-
tries, where a similar variane formula involving the Shwarzian derivative o-
urs is studied in [20℄.
Let
fµ(z) =
1
2piσ2
∫ 2σ
−2σ
√
4σ2 − x2
x− z dx =
z
2σ2


√
1−
(
2σ
z
)2
− 1


6
denote the Stieltjes transform of the Wigner semi-irle law, µ. (Here
√· means
the branh of the square root for whih ℑ(√z) ≥ 0 i ℑz ≥ 0, dened for
z ∈ C \ (−∞, 0).)
Corollary 2.4 (Equilibrium utuations) Let z1, z2 ∈ Ω and ∆t ≥ 0 be given.
Put t1 = t+∆t and t2 = t. Under the same hypotheses as in Theorem 2.3, the
asymptoti mean and ovariane as t→∞ are given by
lim
t→∞
mj =
(
2
β
− 1
)
σ2fµ(zj)
4σ2 − z2j
, (12)
and
lim
t→∞
Λ12
= e−∆t
8σ2

 1√
1−
(
2σ
z1
)2 + 1



 1√
1−
(
2σ
z2
)2 + 1


β
(
4σ2e−∆t − z1z2
(√
1−
(
2σ
z1
)2
+ 1
)(√
1−
(
2σ
z2
)2
+ 1
))2
= e−∆t
2σ2f ′µ(z1)f
′
µ(z2)
β(σ2fµ(z1)fµ(z2)e−∆t − 1)2 . (13)
Proof This is just a alulation using Theorem 2.3 and the fat that Xt on-
verges weakly to the semi-irle law (Theorem 2.1).
The previous results an be expressed in terms of integral formulae for the
utuation proess ating on analyti test funtions. Suppose that for eah t ≥ 0
there is a ompat set Ct ⊂ R suh that suppXt ⊆ Ct and, with probability 1,
suppYt ⊆ Ct; we say that the utuation proess Yt is ompatly supported. Let
t1 ≥ t2 ≥ 0 and for i = 1, 2 let γi be a losed simple urve in the omplex plane,
the interior of whih ontains Cti , and let Di be a simply onneted domain
ontaining γi.
Theorem 2.5 (Integral representation) Suppose that Yt is ompatly supported.
Let F1 and F2 be analyti in the domains D1 and D2 dened above, respetively.
Dene the random variables Z1 = 〈Yt1 , F1〉 and Z2 = 〈Yt2 , F2〉. Then
Cov(Z1, Z2) =
−1
4pi2β
∮
Γ1
∮
Γ2
(F1(gt1(w1))− F2(gt2(w2)))2 (Sgt2) (w1, w2)dw2dw1,
(14)
where Γi = hti(γi). For Z1 = Z2 this redues further to
Var(〈Yt1 , F1〉) =
1
4pi2β
∮
Γ1
∮
Γ1
(
F1(gt1(w1))− F1(gt1(w2))
w1 − w2
)2
dw2dw1. (15)
Remark Note that the ovariane depends only on the initial distribution X0.
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Proof Representing F1 and F2 by the Cauhy integral formula as ontour in-
tegrals along γ1 and γ2 we an use the linearity of Yt and Fubini's theorem to
obtain
Cov(Z1, Z2) = E(Z1Z2)−EZ1EZ2
= E
[
〈Yt1 ,
1
2pii
∮
γ1
F1(z)dz
x− z 〉〈Yt2 ,
1
2pii
∮
γ2
F2(z)dz
x− z 〉
]
−E
[
〈Yt1 ,
1
2pii
∮
γ1
F1(z1)dz
x− z 〉
]
E
[
〈Yt2 ,
1
2pii
∮
γ2
F2(z)dz
x− z 〉
]
=
∮
γ1
∮
γ2
F1(z1)F2(z2)
(2pii)2
(
E
[
〈Yt1 ,
1
z1 − ·〉〈Yt2 ,
1
z2 − ·〉
]
−E
[
〈Yt1 ,
1
z1 − ·〉
]
E
[
〈Yt2 ,
1
z2 − ·〉
])
dz2dz1
=
∮
γ1
∮
γ2
F1(z1)F2(z2)
(2pii)2
Λ12dz2dz1, (16)
where
Λ12 =
2
β
∂2
∂z1∂z2
log
(
ht1(z1)− ht2(z2)
ht2t1(z1)− z2
)
by Theorem 2.3. Sine, for xed z2, Λ12 is the derivative of an analyti funtion
of z1 in a domain ontaining γ1, we note that∮
γ1
∮
γ2
(F2(z2))
2Λ12dz2dz1
=
∮
γ2
(F2(z2))
2
∮
γ1
d
dz1
(
−h′t2(z2)
ht1(z1)− ht2(z2)
+
1
ht2t1(z1)− z2
)
dz1dz2 = 0.
Similarly, ∮
γ1
∮
γ2
(F1(z1))
2Λ12dz1dz2 = 0,
so we may substitute − 12 (F1(z1)− F2(z2))2 for the fator F1(z1)F2(z2) in equa-
tion (16), whih gives
Cov(Z1, Z2) =
1
4pi2β
∮
Γ1
∮
Γ2
(F1(z1)
−F2(z2))2
(
h′t1(z1)h
′
t2(z2)
(ht1(z1)− ht2(z2))2
− h
t2
t1
′
(z1)
(z2 − ht2t1(z1))2
)
dz2dz1.
In the variane ase, Z1 = Z2, this redues further sine the seond term of the
integral beomes ∮
Γ1
∮
Γ2
(
F1(z1)− F1(z2)
z2 − z1
)2
dz2dz1,
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whih vanishes by the analytiity of F1. With the hange of variables w1 =
ht1(z1), w2 = ht2(z2) we arrive at the expression (14).
As an appliation of Theorem 2.5 we an onsider polynomial test funtions.
Proposition 2.6 (Variane for polynomial test funtions) Suppose Yt is om-
patly supported. Then for n = 1, 2, . . .
Var(〈Yt, xn〉) =
{
4σ2n
β
∑n/2
s=1 s
(
n
n/2+s
)2
+ e−tRn(t,X0) if n is even
e−tRn(t,X0) if n is odd,
(17)
where Rk is bounded in t and depends only on moments of X0 up to order 2k−1.
Proof Let F1(x) = F2(x) = x
n
and t1 = t2 = t. After the hange of variables
zi = e
t/wi, formula (15) in this ase reads
Var(〈Yt, xn〉) = 1
4pi2β
∮
|z1|=r
∮
|z2|=r
(
gt(e
t/z1)
n − gt(et/z2)n
z1 − z2
)2
dz1dz2, (18)
where r > 0 is suh that suppX0 ⊂ (−et/r, et/r). By denition of gt, we an
expand gt(e
t/z) in a Laurent series,
gt(e
t/z) =
∞∑
k=−1
akz
k,
where a−1 = 1, a0 = 0 and ak = σ2(1 − e−2t)e−(k−1)t
∫
xk−1dX0(x) for k ≥ 1,
so equation (18) an be written
Var(〈Yt, xn〉)
=
1
4pi2β
∮
|z1|=r
∮
|z2|=r

 ∑
k1,k2,...,kn≥−1
ak1 · · · akn
(
zk1+···+kn1 − zk1+···+kn2
z1 − z2
)

2
dz1dz2.
(19)
For given integers K and J a simple ombinatorial argument and the residue
Theorem show that
1
4pi2
∮
|z1|=r
∮
|z2|=r
(
zK1 − zK2
z1 − z2
)(
zJ1 − zJ2
z1 − z2
)
dz1dz2 =
{ |K| if K = −J
0 otherwise.
This means that we an write equation (19) in the form
Var(〈Yt, xn〉) = 2
β
n∑
s=1
sA−s,nAs,n, (20)
9
where
As,n =
∑
k1 + · · ·+ kn = s
ki ≥ −1
ak1 · · · akn ,
is a nite sum with the following struture: Sine in the limit t→∞, a1 → σ2
and ak → 0 for k > 1, all terms ontributing to As,n tend to 0 exponentially in
t unless ki = ±1 for i = 1, . . . , n. If n+ s is odd there are no suh terms, and if
n+ s is even there are
(
n
n+s
2
)
hoies of (k1, . . . , kn). Thus
lim
t→∞As,n =
{
0 if n+ s is odd(
n
n+s
2
)
σn+s if n+ s is even.
Inserting this into equation (20) gives (17).
Remark The t→∞ limit in this formula agrees with the variane formula of
Dumitriu and Edelman [9℄ and that of Johansson [12℄ whih asserts that
Var(〈Yt, h(x)〉) = 1
2β
∞∑
k=1
k
(
2
pi
∫ pi
0
h(2σ cos(Θ)) cos(kΘ)dΘ
)2
for an appropriate lass of real test funtions h. Indeed, rewriting h(x) = x2n
in terms of Chebyshev polynomials, the asymptoti variane is reovered from
Johansson's result.
3 Proof of Theorem 2.3
The proof of Theorem 2.3 relies on the haraterization of Yt provided in [11℄
to prove existene and uniqueness of this proess. For onvenient referene we
restate this result.
Theorem 3.1 (Israelsson, [11℄) Suppose that the sequene of measure-valued
random variables Y n0 onverges weakly in S ′ to an initial measure Y0. Suppose
further that there is a onstant C suh that for every n and z = a+ bi, b 6= 0,
the inequality
E
∣∣∣∣
∫
dY n0 (x)
x− z
∣∣∣∣
2
≤ C
b2
holds.
Then Y nt onverges weakly to a Gaussian distribution-valued proess Yt in the
sense that for any 6 times ontinuously dierentiable, rapidly dereasing real test
funtions fj, the random vetor
(∫
f1(x)dY
n
t1 (x), . . . ,
∫
fk(x)dY
n
tk (x)
)
onverges
in distribution to (〈Yt1 , f1〉, . . . , 〈Ytk , fk〉). Furthermore, the onvergene extends
to test funtions of the form
1
·−z , z ∈ Ω = C \ R, and Yt is uniquely harater-
ized by its ation on suh funtions by the following property: Let 0 ≤ tm+k ≤
tm+k−1 . . . ≤ tm+1 ≤ t1 ≤ T be given and for s = (s1, . . . , sm, . . . , sm+k) ∈
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Cm+k, z = (z1, . . . , zm, . . . , zm+k) ∈ Ωm+k and tm+1 ≤ t ≤ t1 dene the fun-
tion
φ(t, s1, . . . , sm, z1, . . . , zm)
= E

exp

i
m+k∑
j=m+1
sj〈Ytj ,
1
· − zj 〉+ i
m∑
j=1
sj〈Yt, 1· − zj 〉



 .
Then φ satises the PDE
∂φ
∂t
=
m∑
j=1
[
sj
(
1 + 2σ2
∂M(t, zj)
∂zj
)
∂φ
∂sj
+
(
zj + 2σ
2M(t, zj)
) ∂φ
∂zj
]
+

2iσ2
(
2
β
− 1
) m∑
j=1
∫
sjdXt(x)
(x− zj)3 −
2σ2
β
m∑
j=1
m∑
l=1
∫
sjsldXt(x)
(x− zj)2(x− zl)2

φ.
(21)
Remark This is a slight reformulation of Israelsson's result: He allows for Y0
to be random and works with real and imaginary parts of the omplex funtions
s
·−z in order to ensure that the harateristi funtion φ be a priori well dened.
However, one it is established that the distributions are Gaussian for suh test
funtions if Y0 is an initial measure, φ will be a well dened entire funtion of
s for test funtions 1·−z , z ∈ Ω. The argument leading to equation (21) is then
idential to that in Israelsson's proof, but this form is onvenient for nding
expliit solutions.
Remark There is a numerial mistake in Israelsson's derivation of equation (21)
whih has been orreted here; all ourrenes of the fator
α
2 in the equations
on page 51 and onward in [11℄ should be replaed by α.
Israelsson's method is similar to, although tehnially more involved than,
that used by Rogers and Shi to prove Theorem 2.1. The proof deals rst with
onvergene for test funtions in S and the onvergene is then extended to the
larger lass of test funtions. The existene of a limiting proess Yt is shown by
rst establishing that the set of probability measures assoiated with the family
{Y nt }∞n=1 is tight in C([0, T ],S ′). Then it is shown that any subsequential limit
Y˜t must satisfy a ertain martingale problem. By tightness, weak onvergene of
all nite dimensional distributions will entail the existene of a unique weak limit
Yt. This onvergene is established by proving that any subsequential weak limit
of the sequene Y nt has the property that for every f ∈ S and t ∈ [0, T ] there
is an approximating sequene {gj}∞j=1 of linear ombinations of funtions of the
form
1
·−z suh that 〈Yt, gj〉 onverges weakly to 〈Yt, f〉. This gives rise to the
PDE (21) for the harateristi funtion of the Stieltjes transform of Y˜t, whih
is shown to have a unique solution. Given an initial point mass distribution for
11
Y0, the resulting initial value problem is shown to have a unique solution whih
is the harateristi funtion of a Gaussian vetor. Hene the nite dimensional
distributions onverge weakly by the approximation property and the theorem
is proven.
By solving equation (21) under appropriate initial onditions, we will be
able to nd expressions for the mean and ovariane of the nite dimensional
distributions of Yt.
Lemma 3.2 For any xed t0 ≥ 0, let φt0 (s, z) be a given analyti funtion
dened for s = (s1, . . . , sk) ∈ Ck and z = (z1, . . . , zk) ∈ Ωk and let U =
{(t, s, z)|t > t0, s ∈ Ck, z ∈ Ωk} and Γ = {(t0, s, z)|s ∈ Ck, z ∈ Ωk} ⊆ ∂U . The
initial value problem
∂φ
∂t
=
k∑
j=1
[
sj
(
1 + 2σ2
∂M(t, zj)
∂zj
)
∂φ
∂sj
+
(
zj + 2σ
2M(t, zj)
) ∂φ
∂zj
]
+

2iσ2
(
2
β
− 1
) k∑
j=1
∫
sjdXt(x)
(x− zj)3 −
2σ2
β
k∑
j=1
k∑
l=1
∫
sjsldXt(x)
(x − zj)2(x− zl)2

φ in U ,
φ(t0, s, z) = φt0(s, z) on Γ, (22)
has the following unique solution:
φ(t, s, z) = φt0
(
s · ht0t
′
(z), ht0t (z)
)
exp

i
k∑
j=1
sjµj − 1
2
k∑
j=1
k∑
l=1
sjslΛjl

 , (23)
where
µj =
1
2
(
2
β
− 1
)
ht0t
′′
(zj)
ht0t
′
(zj)
, (24)
Λjl = Λlj =
2
β
(
Sht0t
)
(zj, zl), (25)
and s · ht0t
′
(z), ht0t (z) is shorthand notation for (s1h
t0
t
′
(z1), . . . skh
t0
t
′
(zk)) and
(ht0t (z1), . . . , h
t0
t (zk)) respetively.
Proof The equation is linear and an be solved with the method of hara-
teristis. Fix (t, s, z) ∈ U and let φ(τ) = φ(x(τ)) be the solution along the
harateristi x(τ) = (t(τ), s(τ), z(τ)) through that point. By (22), the equa-
tions for x(τ), if we hoose t(τ) = τ , beome
dzj(τ)
dτ
= −zj(τ) − 2σ2M(τ, zj(τ)) (26)
and
dsj(τ)
dτ
= −sj(τ)
(
1 + 2σ2
∂M
∂zj
(τ, zj(τ))
)
, (27)
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while the solution φ(τ) = φ(x(τ)) along the harateristi is given by the equa-
tion
dφ(τ)
dτ
=

2iσ2
(
2
β
− 1
) k∑
j=1
∫
sj(τ)dXt(x)
(x− zj(τ))3
−2σ
2
β
k∑
j=1
k∑
l=1
∫
sj(τ)sl(τ)dXt(x)
(x − zj(τ))2(x− zl(τ))2

φ(τ). (28)
It will be onvenient to solve these equations for all τ > 0 and impose the
initial ondition at the end. It may seem diult to nd solutions in losed
form beause of the dependene on the evolution of Xt, whih is known only
through the property of having Stieltjes transform satisfying (5). As we will
show however, all dependene on Xt an be expressed in terms of M and, more
ruially, the evolution of M along the harateristi is partiularly simple. For
the rst point, it is easy to see by algebrai manipulations that∫
dXt(x)
(x − zj)3 =
1
2
∂2
∂z2j
(∫
dXt(x)
(x− zj)
)
=
1
2
Mzz(t, zj),
∫
dXt(x)
(x − zj)4 =
1
6
∂3
∂z3j
(∫
dXt(x)
(x− zj)
)
=
1
6
Mzzz(t, zj),
and, with a little more eort,∫
dXt(x)
(x− zj)2(x− zl)2 =
(
2(M(t, zj)−M(t, zl))
(zj − zl)3 −
Mz(t, zj) +Mz(t, zl)
(zj − zl)2
)
,
if zj 6= zl. (Dierentiating under the integral sign is learly justied here sine
all integrands are bounded.) Assuming without loss of generality that zj 6= zl
if j 6= l, equation (28) an thus be written
1
φ(τ)
dφ(τ)
dτ
= 2iσ2
(
2
β
− 1
) k∑
j=1
sj(τ)
2
Mzz(τ, zj(τ)) − 2σ
2
β

 k∑
j=1
sj(τ)
2
6
Mzzz(τ, zj(τ))
+
∑
j 6=l
sj(τ)sl(τ)
(
2(M(τ, zj(τ)) −M(τ, zl(τ)))
(zj(τ)− zl(τ))3 −
Mz(τ, zj(τ)) +Mz(τ, zl(τ))
(zj(τ) − zl(τ))2
)
(29)
The equations (26) and (27) an now be integrated with the aid of (5) dening
the evolution of M(τ, zj(τ)). Fix zj = z and put M(τ) ≡ M(τ, z(τ)), Mz(τ) ≡
13
∂M(τ,z(τ))
∂z and so on for all partial derivatives of M(t, z). Dierentiating, we
have by the hain rule and equations (5) and (26):
dM(τ)
dτ
=Mz(τ)z
′(τ)+Mt(τ) = Mz(τ)(z′(τ)+2σ2M(τ)+z(τ))+M(τ) = M(τ).
or in integrated form simply
M(τ) =M(t, z)eτ−t. (30)
With (30) substituted into (26), the latter equation an be integrated to yield
z(0) = zet + σ2(et − e−t)M(t, z) ≡ ht(z).
Using this initial ondition, equations (26) and (30) give the expliit expression
z(τ) = e−τz(0)− σ2(eτ − e−τ )f(z(0)) = gτ (z(0)) = gτ (ht(z)) (31)
for the harateristi. In partiular, taking τ = t gives z = gt(ht(z)), and
sine there is a unique harateristi through eah point in U it follows that for
t ≥ t1 ≥ t0, ht(z) = ht1(gt1(ht(z))), whih is the assertion of Proposition 2.2.
Note that this provides a method of alulating ht (and M(t, z)) by nding an
inverse of the expliitly dened funtion gt.
Sine the funtion (t, z) 7→ gt(z) = e−tz − σ2(et − e−t)f(z) is C∞, it fol-
lows from impliit dierentiaton of the relation gt(ht(z)) = z that the order of
dierentiation an be interhanged in the mixed partial derivatives of ht(z), in
partiular
∂k+1(ht(z))
∂t∂zk
= ∂
k+1(ht(z))
∂zk∂t
for k = 1, 2, 3. Using this and dierentating
equation (5) gives:
Mzt =Mtz = (2σ
2Mz + 1)Mz + (2σ
2M + z)Mzz +Mz,
Mzzt =Mtzz = (6σ
2Mz + 3)Mzz + (2σ
2M + z)Mzzz,
and
Mzzzt = Mtzzz = 6σ
2(Mzz)
2 + (8σ2Mz + 4)Mzzz + (2σ
2M + z)Mzzzz.
With these equations we an obtain ODE's for Mz, Mzz and Mzzz in a om-
pletely analogous fashion:
dMz(τ)
dτ
= Mzz(τ)z
′(τ) +Mzt(τ) = 2(σ2Mz(τ) + 1)Mz(τ), (32)
dMzz(τ)
dτ
= Mzzz(τ)z
′(τ) +Mzzt(τ) = (6σ2Mz(τ) + 3)Mzz(τ), (33)
and
dMzzz(τ)
dτ
= Mzzzz(τ)z
′(τ)+Mzzzt(τ) = 6σ2(Mzz(τ))2+4(2σ2Mz(τ)+1)Mzzz(τ).
(34)
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Putting w ≡ ht(z), equation (30) an be expressed
M(τ) = f(w)eτ , (35)
and equations (32) through (34) an be integrated to produe
Mz(τ) = f
′(w)
eτ
g′τ (w)
, (36)
Mzz(τ) =
f ′′(w)
(g′τ (w))3
, (37)
and
Mzzz(τ) =
[
f ′′′(w) + 3(f ′′(w))2
σ2(eτ − e−τ )
g′τ (w)
]
(g′τ (w))
−4, (38)
where gτ (w) = e
−τw − σ2(eτ − e−τ )f(w). Inserting into equation (27) and
integrating we get
s(τ) = s
g′τ (w)
g′t(w)
. (39)
We an now nally express the right hand side of equation (29) as an ex-
pliit funtion of τ by plugging in our expressions (31) and (35) through (39)
derived for the evolution of sj , zj and z-derivatives ofM along the harateristi.
Integrating we see that
log
(
φ(t, s, z)
φ(t0, s(t0), z(t0))
)
= I + II + III, (40)
where
I = 2iσ2
(
2
β
− 1
)∫ t
t0
k∑
j=1
sj(τ)
2
Mzz(τ, zj(τ))dτ, (41)
II = −2σ
2
β
∫ t
t0

 k∑
j=1
sj(τ)
2
6
Mzzz(τ, zj(τ))

 dτ, (42)
and
III = −2σ
2
β
∫ t
t0
∑
j 6=l
sj(τ)sl(τ)
(
2(M(τ, zj(τ)) −M(τ, zl(τ)))
(zj(τ)− zl(τ))3
−Mz(τ, zj(τ)) +Mz(τ, zl(τ))
(zj(τ) − zl(τ))2
)
dτ. (43)
To alulate these integrals we rst note some immediate onsequenes of the
denitions of the funtion ht0t = gt0 ◦ ht and the generalized Shwarzian deriva-
tive:
ht0t
′′
(z)
ht0t
′
(z)
=
1
g′t(w)
(
g′′t0(w)
g′t0(w)
− g
′′
t (w)
g′t(w)
)
, (44)
15
and
(Sht0t )(z1, z2) =
1
g′t(w1)g′t(w2)
((Sgt0)(w1, w2)− (Sgt)(w1, w2)) , (45)
where wi = ht(zi). Using the hange of variables x = b(τ) = σ
2(e2τ − 1) we an
now alulate the integrals on the right hand side of equation (40). First, we
note that by (44),
∫ t
t0
s(τ)Mzz(τ)dτ = s
∫ t
t0
g′τ (w)
g′t(w)
f ′′(w)
(g′τ (w))3
dτ
=
sf ′′(w)
2σ2g′t(w)
∫ b(t)
b(t0)
dx
(1− xf ′(w))2 =
sf ′′(w)
2σ2g′t(w)f ′(w)
[
1
1− xf ′(w) − 1
]b(t)
b(t0)
=
s
2σ2g′t(w)
(
e−tb(t)f ′′(w)
e−t(1− b(t)f ′(w)) −
e−t0b(t0)f ′′(w)
e−t0(1 − b(t0)f ′(w))
)
=
s
2σ2
ht0t
′′
(z)
ht0t
′
(z)
.
This means that
I = 2iσ2
(
2
β
− 1
)∫ t
t0
k∑
j=1
sj(τ)
2
Mzz(τ, zj(τ))dτ =
i
2
(
2
β
− 1
) k∑
j=1
sj
ht0t
′′
(zj)
ht0t
′
(zj)
.
(46)
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For the seond integral,∫ t
t0
s(τ)2Mzzz(τ)dτ
=
s2
(g′t(w))2
∫ t
t0
e2τ
(1− b(τ)f ′(w))2
[
f ′′′(w) +
3(f ′′(w))2b(τ)
1− b(τ)f ′(w)
]
dτ
=
s2
2σ2(g′t(w))2
∫ b(t)
b(t0)
1
(1− xf ′(w))2
(
f ′′′(w) +
3(f ′′(w))2x
(1 − xf ′(w))
)
dx
=
s2
2σ2(g′t(w))2
∫ b(t)
b(t0)
1
(1− xf ′(w))2
((
f ′′′(w)− 3(f
′′(w))2
f ′(w)
)
+
3(f ′′(w))2
f ′(w)
1
(1 − xf ′(w))
)
dx
=
s2
2σ2(g′t(w))2
[(
f ′′′(w)
f ′(w)
− 3(f
′′(w))2
(f ′(w))2
)(
1
(1 − xf ′(w)) − 1
)
+
3
2
(f ′′(w))2
(f ′(w))2
(
1
(1− xf ′(w))2 − 1
)]b(t)
b(t0)
=
s2
2σ2(g′t(w))2
(
b(t)f ′′′(w)
1− b(t)f ′(w) +
3
2
(
b(t)f ′′(w)
1− b(t)f ′(w)
)2
− b(t0)f
′′′(w)
1− b(t0)f ′(w) +
3
2
(
b(t0)f
′′(w)
1− b(t0)f ′(w)
)2)
=
s2
2σ2(g′t(w))2
(−(Sgt)(w) + (Sgt0)(w))
=
3s2
σ2
(Sht0t )(z, z),
where we used the identity (45) in the last step. Hene
II = −2σ
2
β
∫ t
t0

 k∑
j=1
sj(τ)
2
6
Mzzz(τ, zj(τ))

 dτ = − 1
β
k∑
j=1
s2j(Sh
t0
t )(zj , zj).
(47)
To alulate integral III, put c =
wj−wl
f(wj)−f(wl) . Then for eah j 6= l we get a
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ontribution to the sum in III whih takes the form
− 2σ
2
β
∫ t
t0
sj(τ)sl(τ)
(
2(M(τ, zj(τ)) −M(τ, zl(τ)))
(zj(τ) − zl(τ))3
−Mz(τ, zj(τ)) +Mz(τ, zl(τ))
(zj(τ) − zl(τ))2
)
dτ
=
sjsl
βg′t(wj)g′t(wl) (f(wj)− f(wl))2
∫ b(t)
b(t0)
(
2cf ′(wj)f ′(wl)− (f ′(wj) + f ′(wl))
(x− c)2
+
2(cf ′(wj)− 1)(cf ′(wl)− 1)
(x− c)3
)
dx. (48)
Now for any s ≥ 0 we an simplify
∫ b(s)
0
(
2cf ′(wj)f ′(wl)− (f ′(wj) + f ′(wl))
(x − c)2
+
2(cf ′(wj)− 1)(cf ′(wl)− 1)
(x− c)3
)
dx
= (2cf ′(wj)f ′(wl)− (f ′(wj) + f ′(wl)))
(
1
b(s)− c +
1
c
)
+
(
c2f ′(wj)f ′(wl)− c(f ′(wj) + f ′(wl)) + 1
)( 1
(b(s)− c)2 −
1
c2
)
=
1
c2(b(s)− c)2 (2cf
′(wj)f ′(wl)− (f ′(wj) + f ′(wl))) (cb(s)2 − c2b(s))
+
(
c2f ′(wj)f ′(wl)− c(f ′(wj) + f ′(wl)) + 1
)
(2cb(s)− b(s)2)
=
1
c2(b(s)− c)2
(−(x− b(s))2 + c2(b(s)f ′(wj)− 1)(b(s)f ′(wl)− 1))
= (f(wj)− f(wl))2
(
g′s(wj)g
′
s(wl)
(gs(wj)− gs(wl))2 −
1
(wj − wl)2
)
= (f(wj)− f(wl))2(Sgs)(wj , wl),
so by equations (48) and (45),
III =
∑
j 6=l
sjsl
βg′t(wj)g′t(wl)
((Sgt)(wj , wl)− (Sgt0)(wj , wl))
= − 1
β
∑
j 6=l
sjsl(Sh
t0
t )(zj , zl). (49)
Inserting these integrals into equation (40) gives (23).
We are now ready to prove the main result, Theorem 2.3. Let s = (s1, . . . , sk) ∈
Ck, z = (z1, . . . , zk) ∈ Ωk and t = (t1, . . . , tk), where 0 ≤ tk ≤ tk−1 . . . ≤ t1, be
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given. We will prove that the harateristi funtion
φ(t, s, z) = E

exp

i
k∑
j=1
sjUj




of the random vetor U = (〈Yt1 , 1·−z1 〉, . . . , 〈Ytk , 1·−zk 〉) is the harateristi fun-
tion of a Gaussian vetor. Sine we have assumed that Y0 is an initial measure
it follows that φ0(s, z) ≡ φ(0, s, z) = exp
{
i
∑k
j=1 sj〈Y0, 1·−zj 〉
}
. With the on-
vention tk+1 = 0, dene the funtions φ
(j)
τ , j = 1, . . . , k, depending on the
variables s(j) = (s
(j)
1 , . . . , s
(j)
j ), z
(j) = (z
(j)
1 , . . . , z
(j)
j ) and the single time vari-
able τ , tj+1 ≤ τ ≤ tj by the following expression:
φ(j)τ (s
(j), z(j)) = E

exp

i
k∑
m=j+1
sm〈Ytm ,
1
· − zm 〉+ i
j∑
m=1
s(j)m 〈Yτ ,
1
· − z(j)m
〉



 .
Israelsson's Theorem (3.1) states preisely that the φ
(j)
τ satisfy equation (22)
with initial onditions φ
(j)
tj+1(s
(j), z(j)) = φ
(j+1)
tj+1 (s
(j), sj+1, z
(j), zj+1) for j =
1, . . . , k − 1, and φ(k)0 (s(k), z(k)) = φ0(s(k), z(k)). Thus we may suessively
integrate k times to obtain φ(t, s, z) = φ
(1)
t1 (s1, z1) in terms of the initial ondi-
tions, using Lemma (3.2) in eah step. More expliitly, for j = 1, . . . , k − 1 we
have by Lemma (3.2)
φ
(j)
tj (s
(j), z(j)) = φ
(j+1)
tj+1 (s
(j) · htj+1tj
′
(z(j)), sj+1, h
tj+1
tj (z
(j)), zj+1)
× exp
{
i
j∑
l=1
s
(j)
l µ
(j)
l −
1
2
j∑
l=1
j∑
m=1
s
(j)
l s
(j)
m Λ
(j)
lm
}
, (50)
where µ
(j)
l =
1
2
(
2
β − 1
) htj+1tj ′′(z(j)l )
h
tj+1
tj
′
(z
(j)
l
)
and Λ
(j)
lm = Λ
(j)
ml =
2
β
(
Sh
tj+1
tj
)
(z
(j)
l , z
(j)
m ).
Applying formula (50) k − 1 times, starting with φ(t, s, z) = φ(1)t1 (s1, z1), we
obtain
φ(t, s, z) = φ
(k)
tk (s
(k), z(k))
k−1∏
j=1
exp
{
i
j∑
l=1
s
(j)
l µ
(j)
l −
1
2
j∑
l=1
j∑
m=1
s
(j)
l s
(j)
m Λ
(j)
lm
}
,
(51)
where z
(j)
j = zj, s
(j)
j = sj and{
z
(j)
m = h
tj
tj−1 ◦ . . . ◦ h
tm+1
tm (zm) = h
tj
tm(zm)
s
(j)
m = sm
∏j−1
l=m h
tl+1
tl
′
(z
(l)
m ) = smh
tj
tm
′
(zm) for m = 1, . . . , j − 1.
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After a nal appliation of Lemma (3.2), equation (51) beomes
φ(t, s, z) = φ0(s·h′t(z), ht(z)) exp


k∑
j=1
(
i
j∑
l=1
s
(j)
l µ
(j)
l −
1
2
j∑
l=1
j∑
m=1
s
(j)
l s
(j)
m Λ
(j)
lm
)

= φ0(s·h′t(z), ht(z)) exp

i
k∑
l=1
k∑
j=l
s
(j)
l µ
(j)
l −
1
2
k∑
l=1
k∑
m=1
k∑
j=max(l,m)
s
(j)
l s
(j)
m Λ
(j)
lm

 ,
(52)
where s · h′t(z) = (s1h′t1(z1), . . . skh′tk(zk)) and ht(z) = (ht1(z1), . . . , htk(zk)).
Now
s
(j)
l µ
(j)
l =
1
2
(
2
β
− 1
)
slh
tj
tl
′
(zl)
h
tj+1
tj
′′
(h
tj
tl
(zl))
h
tj+1
tj
′
(h
tj
tl (zl))
=
1
2
(
2
β
− 1
)
sl
d
dzl
(
h
tj+1
tj
′
(h
tj
tl
(zl))
)
h
tj+1
tj
′
(h
tj
tl (zl))
=
1
2
(
2
β
− 1
)
sl
d
dzl
(
log h
tj+1
tj
′
(h
tj
tl
(zl))
)
,
so sine
d
dzl

log k∏
j=l
h
tj+1
tj
′
(h
tj
tl (zl))

 = d
dzl
log((h
tk+1
tk ◦. . .◦h
tl+1
tl )
′(zl)) =
d
dzl
log(h′tl(zl)),
we have found that
k∑
j=l
s
(j)
l µ
(j)
l =
1
2
(
2
β
− 1
)
sl
d
dzl
log(h′tl(zl)). (53)
To evaluate slsmΛlm ≡
∑k
j=max(l,m) s
(j)
l s
(j)
m Λ
(j)
lm we distinguish between two
ases. First, suppose that htl(zl) 6= htm(zm). In this ase, if we assume l > m,
20
we an write
slsmΛlm =
k∑
j=max(l,m)
s
(j)
l s
(j)
m Λ
(j)
lm
= sl
k∑
j=l
h
tj
tl
′
(zl)smh
tj
tm
′
(zm)
2
β
(
Sh
tj+1
tj
)
(h
tj
tl (zl), h
tj
tm(zm))
= slsm
2
β
k∑
j=l
h
tj
tl
′
(zl)h
tj
tm
′
(zm)
× ∂
2
∂(h
tj
tl
(zl))∂(h
tj
tm(zm))
log
(
h
tj+1
tj (h
tj
tl
(zl))− htj+1tj (h
tj
tm(zm))
h
tj
tl
(zl)− htjtm(zm)
)
= slsm
2
β
k∑
j=l
∂2
∂zl∂zm
log
(
h
tj+1
tj (h
tj
tl (zl))− h
tj+1
tj (h
tj
tm(zm))
h
tj
tl (zl)− h
tj
tm(zm)
)
= slsm
2
β
∂2
∂zl∂zm
log
k∏
j=l
(
h
tj+1
tl (zl)− h
tj+1
tm (zm)
h
tj
tl (zl)− h
tj
tm(zm)
)
= slsm
2
β
∂2
∂zl∂zm
log
(
h
tk+1
tl (zl)− h
tk+1
tm (zm)
htltl(zl)− htltm(zm)
)
= slsm
2
β
htltm
′
(zm) (Shtl) (zl, h
tl
tm(zm)),
as laimed. Seondly, onsider the ase htl(zl) = htm(zm). Using the identity
(S(f ◦ g)) (z) = (g′(z))2 (Sf) (g(z)) + (Sg) (z) for the Shwarzian derivative of
a omposition, we have
slsmΛlm =
k∑
j=max(l,m)
s
(j)
l s
(j)
m Λ
(j)
lm
=
k∑
j=l
slh
tj
tl
′
(zl)smh
tj
tm
′
(zm)
2
β
(
Sh
tj+1
tj
)
(h
tj
tl
(zl), h
tj
tm(zm))
= slsm
2
β
k∑
j=l
h
tj
tl
′
(zl)h
tj
tm
′
(zm)
1
6
(
Sh
tj+1
tj
)
(h
tj
tl
(zl))
= slsm
2
β
k∑
j=l
h
tj
tl
′
(zl)h
tj
tm
′
(zm)
1
6


(
S(h
tj+1
tj ◦ h
tj
tl )
)
(zl)−
(
Sh
tj
tl
)
(zl)
(h
tj
tl
′
(zl))2


= slsm
2
β
k∑
j=l
htltm
′
(zm)
1
6
((
Sh
tj+1
tl
)
(zl)−
(
Sh
tj
tl
)
(zl)
)
= slsm
2
β
htltm
′
(zm) (Shtl) (zl, zl).
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Thus equation (52) an be expressed
φ(t, s, z)
= exp

i
k∑
j=1
sj
(
h′tj (zj)〈Y0,
1
· − htj (zj)
〉+ 1
2
(
2
β
− 1
)
d
dzj
log(h′tj (zj))
)
−1
2
k∑
l=1
k∑
j=1
slsj
2
β
htltj
′
(zj) (Shtl) (zl, h
tl
tj (zj))

 , (54)
whih shows that U is Gaussian with mean and ovariane as laimed.
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