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1. Introduction and results
In this paper we relate certain average values of Niebur type Poincaré series (respectively
Eisenstein series) on the three-dimensional hyperbolic space with respect to SL2(O) to the
Fourier coefficients of a linear combination of Niebur Poincaré series (respectively Eisenstein
series) on the upper half-plane with respect to Γ0(D), where O is the ring of integers and −D is
the discriminant of an imaginary quadratic field K .
Our results are motivated by two papers by Bringmann and Ono [1] and Duke and
Imamoglu [5]. Bringmann and Ono [1] showed a duality for the Fourier coefficients of Maass
Poincaré series of half-integral weight on the upper half-plane with respect to Γ0(4) and de-
scribed the Fourier coefficients by certain average values of Niebur’s Poincaré series [15] over
CM points. Their results give Zagier’s theorems on traces of singular moduli [19]. Their results
and proofs suggest to seek a three-dimensional analogue. Duke and Imamoglu [5] gave a new
proof of Saito–Kurokawa lift for Siegel modular forms by Imai’s converse theorem [8] combined
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claims that similar average values of a Maass form of weight 0 with respect to SL2(Z) over
CM points appear as the Fourier coefficients of a Maass form of weight 1/2 with respect to
Γ0(4). If we consider Hermitian modular forms, we naturally arrive at Maass forms on the three-
dimensional hyperbolic space H, since the imaginary part of variables on the Hermitian upper
half-space consists of all positive definite Hermitian matrices of size two which can be iden-
tified with R>0 × H. An analogous correspondence for Maass forms on the three-dimensional
hyperbolic space is useful to study Hermitian modular forms.
In this paper we give such a correspondence for Eisenstein series and Niebur type Poincaré
series on the three-dimensional hyperbolic space (see [11] for a similar result for cusp eigen-
functions). The results in this paper can be stated as follows. Let K be an imaginary quadratic
field of discriminant −D, O the ring of integers in K and D−1 = i√
D
O the inverse different.
Let H = {P = z + rj ; z ∈ C, r > 0} be the three-dimensional hyperbolic space. For any auto-
morphic function f (P ) on H with respect to SL2(O) and any natural number m, we define an
average value of f (P ) over the three-dimensional analogue of CM points by
Trm
(
f (P )
)= ∑
T ∈SL2(O)\L+2 (m)
f (PT )
(T )
,
where L+2 (m) is given by
L+2 (m) =
{
T =
(
a b
b¯ d
)
> 0; a, d ∈ Z, b ∈D−1, D detT = m
}
, (1)
the summation extends over all T ∈ L+2 (m) modulo the action T → [U ]T = UT tU of the group
SL2(O), (T ) = {U ∈ SL2(O); [U ]T = T } is the order of the unit group of T and PT ∈ H
corresponds to T by
T =
(
a b
b d
)
→ PT = b
d
+
√
detT
d
j. (2)
Since P[U ]T = UPT for U ∈ SL2(O) (see Proposition 1.2 in [6, p. 409]), Trm(f (P )) is well
defined.
For any fractional idealM of K and s > 1, there is an Eisenstein series EM(P, s) defined
by
EM(P, s) =N (M)1+s
∑
c,d∈K
〈c,d〉=M
(
r
|cz + d|2 + |c|2r2
)1+s
, P = z + rj ∈ H,
where N (M) is the norm of M and 〈c, d〉 is a fractional ideal generated by c and d . It has
a meromorphic continuation to the whole s-plane and is holomorphic for s > 0 except for a
simple pole at s = 1. Then we will show the following result in Section 2.
Theorem 1. Trm(EM(P, s)) appear in the Fourier coefficients of a linear combination of Eisen-
stein series on the upper half-plane H1 = {x + iy; y > 0} with respect to Γ0(D). A similar result
holds for Trm(1) by taking the residue at s = 1.
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Fν(P, s) =
∑
A∈Γ∞\SL2(O)
r(AP )I2s−1
(
4π |ν|r(AP ))e(tr(νz(AP ))),
where Iλ(x) is the usual Bessel function, z(P ) and r(P ) for P ∈ H is defined by P = z(P ) +
r(P )j , e(x) = e2πix as usual, tr(z) = z + z for z ∈ C and
Γ∞ =
{
±
(
1 O
0 1
)}
. (3)
In Section 3, the following result will be proved.
Theorem 2. Suppose that −D ≡ 1 (mod 4) is a negative field discriminant. For ν ∈ D−1 and
s > 1, Trm(Fν(P, s)) appear in the Fourier coefficients of a linear combination of Niebur
Poincaré series on the upper half-plane with respect to Γ0(D).
See Theorems 5 and 6 for more precise statements about Theorems 1 and 2. In the course of
the proof of Theorem 1, we find a simple arithmetic expression for the zeta function ZM(Δ, s)
of representation numbers by positive definite integral binary Hermitian forms. For a natural
number Δ divisible by D, this ZM(Δ, s) is defined by
ZM(Δ, s) =N (M)s+1
∑
f∈SL2(O)\H(Δ)
∑
(α,β)∈M×M/E(f )
f (α,β)>0, 〈α,β〉=M
f (α,β)−(s+1), (4)
where f (α,β) = (α,β)f t (α,β) and E(f ) = {γ ∈ SL2(O); [γ ]f = f } is the unit group
of f ,
H(Δ) =
{
f =
(
a b
b¯ d
)
; a, d ∈ DZ, b ∈ i√DO, detf = Δ
}
.
Theorem 3. For any natural number l, we have
ZM(Dl, s) = D
−(s+1)ζ(s)
L(s + 1, χK)
∑
mn=D
(m,n)=1
ψm(−1)
∑
d|l
ψm(l/d)ψn(d)d
−s .
Here ψm is defined by
ψ1 = 1, ψm =
∏
prime q|m
χq, (5)
where χq is the q-factor of Kronecker’s symbol χK(∗) = (−D∗ ), ζ(s) is the Riemann zeta function
and L(s,ψ) is the Dirichlet L-function associated with a character ψ .
Y. Mizuno / Journal of Number Theory 128 (2008) 898–909 901It seems to be interesting to compare this with the binary quadratic case [18]. For definition
of the corresponding zeta function see (6) [18, p. 109] and for its explicit formula see Proposi-
tion 3(iii) [18, p. 130]. Theorems 1 and 3 imply an explicit formula for a kind of prehomogeneous
zeta function associated with the space of binary Hermitian matrices (cf. Theorems 5.9 and 5.10
of [6, p. 434]). Let L+2 be the set of all half-integral positive definite binary Hermitian matrices,
namely L+2 =
⋃
m1 L
+
2 (m) where L
+
2 (m) is given in (1).
Theorem 4. One has
∑
T ∈SL2(O)\L+2
EM(PT , s)
(T )(detT )r
= D
r−(s+1)/2ζ(s)
L(s + 1, χK)
∑
mn=D
(m,n)=1
ψm(−1)L
(
r − (s + 1)/2,ψm
)
L
(
r + (s − 1)/2,ψn
)
,
where we used the same notations as in Theorem 3.
It is an interesting question to seek an analogue of Zagier’s duality as in half-integral weight
case [1]. See [4,7,16] for other works about integral weight cases. Theorem 1 is used in [12] to
study Hermitian modular forms of degree two.
2. Traces of Eisenstein series
In this section we relate Trm(EM(P, s)) to the Fourier coefficients of a linear combination
F(z, s) of Eisenstein series on the upper half-plane H1 = {x + iy; y > 0} with respect to Γ0(D).
This Eisenstein series F(z, s) is a real analytic modular form of weight −1 and character χK on
Γ0(D) defined as follow.
For z ∈ H1 and s > 3/2, let E−1(z, s;χ,ψ) be the Eisenstein series (see [13, p. 274])
E−1(z, s;χ,ψ) =
∑
m,n∈Z
(m,n) =(0,0)
χ(m)ψ(n)(mz + n)|mz + n|−2s .
Inspired by (10) [10, p. 673], we define F(z, s) as a linear combination of E−1(z, s;χ,ψ) by
F(z, s) = (s/2)ζ(s)
(πD)(s+1)/2L(s + 1, χK)
×
∑
mn=D
(m,n)=1
ψm(−1) m
s+1
2iW(ψm)
ys/2+1E−1(mz, s/2 + 1;ψn,ψm),
where W(ψm) is the Gauss sum W(ψm) =∑ma=1 ψm(a)e2πia/m and ψm is given by (5).
The following is the precise statement of Theorem 1.
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F(z, s) = Bs(0, y) +
∑
0=l∈Z
bs(l)y
1/2W− sign(l)/2,s/2
(
4π |l|y)e(lx), (6)
where Wα,β(y) is the usual Whittaker function, then for any natural number l, we have
bs(l) = l−1 Trl
(
EM(P, s)
)
,
DζK(2)
4π2
Ress=1 bs(l) = l−1 Trl(1),
where ζK(s) is the Dedekind zeta function of K .
This theorem follows from Propositions 1 and 2 below. Proposition 1 gives an explicit form
for the Fourier coefficients of F(z, s). Proposition 2 gives an explicit form for Trl (EM(P, s)). It
will be shown that both are proportional to
θ(−l, s) =
∑
mn=D
(m,n)=1
ψm(−1)
∑
d|l
ψm(l/d)ψn(d)d
−s
with ψm defined in (5). A comparison will imply Theorem 5.
Theorem 7.2.9 of [13, p. 284] combined with a relation Wα,β(y) = yαe−y/2ω(y;1/2 + α +
β,1/2 − α + β) implies a Fourier expansion
ys/2+1E−1(mz, s/2 + 1;ψn,ψm)
= bs(0, y,m) +
∑
0=l∈Z
2iW(ψm)m−s−1π(s+1)/2
((s − sign(l) + 1)/2)
×
∑
d|l
ψm(l/d)ψn(d)d
−s |l|(s−1)/2y1/2W− sign(l)/2,s/2
(
4π |l|y)e(lx),
where bs(0, y,m) = 2L(s + 1, χK)ys/2+1δD,m + 2π1/2i((s+1)/2)(s/2+1) L(s,χK)y−s/2+1δ1,m and δi,j
is Kronecker’s delta. Thus we get
Proposition 1. For l > 0, the lth Fourier coefficient of F(z, s) in (6) is given by
bs(l) = ζ(s)θ(−l, s)
D(s+1)/2L(s + 1, χK) l
s−1
2 .
Theorem 5 follows from this combined with the following simple expression for
Trl (EM(P, s)).
Proposition 2. For any natural number l, we have
Trl
(
EM(P, s)
)= l(s+1)/2D−(s+1)/2 ζ(s)
L(s + 1, χK)θ(−l, s).
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H=
{
f =
(
a b
b¯ d
)
; a, d ∈ DZ, b ∈ i√DO
}
, H+ = {f ∈H; f > 0}.
For a natural number Δ divisible by D, we set
H(Δ) = {f ∈H; detf = Δ}, H+(Δ) = {f ∈H+; detf = Δ}.
The group SL2(O) acts on each set by f → [γ ]f = γf tγ , γ ∈ SL2(O). The zeta function
ZM(Δ, s) in (4) has the form
ZM(Δ, s) =
∑
f∈SL2(O)\H(Δ)
ZM(f, s), (7)
where ZM(f, s) is given by
ZM(f, s) =N (M)s+1
∑
(α,β)∈M×M/E(f )
f (α,β)>0, 〈α,β〉=M
f (α,β)−(s+1).
Let k be a non-zero integer divisible by the discriminant −D. We define the set R(M, k,Δ)
by
R(M, k,Δ) = {h ∈ i√DM2/kM2; hh ≡N (M)2Δ (mod DkN (M)2Z)}
and put r(M, k,Δ) = R(M, k,Δ). Moreover for f ∈H, we define P(f,M, k) by
P(f,M, k) = {(u, v) ∈M×M; N (M)−1f (u, v) = k, 〈u,v〉 =M}.
Then there exists the following map ϕf : P(f,M, k)/E(f ) →R(M, k,−detf ). For (u, v) ∈
P(f,M, k), take r, s ∈M so that det( u vr s )=N (M). Define h ∈ K by ( ∗ hh ∗)= [( u vr s )]f . Then
ϕf is given by ϕf ((u, v)) = h. Fix a set of representatives {f } of SL2(O) \H(Δ) and define the
map ϕΔ by composition of the maps ϕf ,
ϕΔ :
⋃
f∈SL2(O)\H(Δ)
P(f,M, k)/E(f ) →R(M, k,−Δ).
Since ϕΔ is bijective, we get
ZM(Δ, s) =
∞∑
k=1
r(M, k,−Δ)
ks+1
.
For T ∈H+(Δ) we can see EM(PT , s) = Δ(s+1)/2(T )ZM(T , s), where PT is the element
in H corresponds to T by (2) and (T ) = E(T ). This combined with (7) implies
∑
+
EM(PT , s)
(T )
= Δ(s+1)/2ZM(Δ, s),
T ∈SL2(O)\H (Δ)
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Trl
(
EM(P, s)
)= (Dl)(s+1)/2ZM(Dl, s). (8)
In Theorem 4 of [14, p. 169], we gave an explicit form of ZM(Dl, s) in the form
ZM(Dl, s) = ζ(s)Θ(−l, s)
Ds+1L(s + 1, χK) , (9)
Θ(−l, s) =
∏
q|D
{
1 + χq
(
− l
qrq
)(
ψD1
q
(q)q−s
)rq} ∏
(p,D)=1
1 − (χK(p)p−s)rp+1
1 − χK(p)p−s , (10)
where l =∏q|D qrq ∏(p,D)=1 prp is the prime factorization of l.
It follows from (10) that Θ(−l, s) equals θ(−l, s). In fact the product of the q-factors of
Θ(−l, s) in (10) can be written as
∏
q|D
{
1 + χq
(
− l
qrq
)(
ψD1
q
(q)q−s
)rq}
=
∑
h|D1
ψh(−1)
∏
qβ |h
{( ∏
1it, i =β
χqβ (qi)
ri
)( ∏
(p,D)=1
χqβ (p)
rp
)(
ψD1
qβ
(qβ)q
−s
β
)rβ},
where l =∏1jt qrjj ∏(p,D)=1 prp is the prime factorization of l and D1 =∏1jt qj with
all the distinct prime divisors qj (1  j  t) of the discriminant −D. In the same way as in
Lemma 2 of [14, p. 173], this becomes
∑
h|D1
ψh(−1)
∏
q|h
{
ψh
q
(q)rq
(
ψD1
q
(q)q−s
)rq} ∏
q|D,(q,h)=1
ψh(q)
rq
∏
(p,D)=1
ψh(p)
rp .
Finally we have
Θ(−l, s) =
∑
h|D1
ψh(−1)
∏
q|h
(
ψD1
h
(q)q−s
)rq ∏
q|D,(q,h)=1
ψh(q)
rq
×
∏
(p,D)=1
1 − (χK(p)p−s)rp+1
1 − χK(p)p−s ψh(p)
rp .
The desired formula Θ(−l, s) = θ(−l, s) follows from this expression.
This combined with (8) and (9) implies Proposition 2. 
We complete the proof of Theorem 1 by Propositions 1, 2 and the formula (see Theorem 3.8,
(3.25) in [6, p. 377])
Ress=1 EM(P, s) = 4π
2
.
DζK(2)
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since by collecting the terms in the series according to the values D detT = l, the series is nothing
but a generating function of Trl(EM(P, s)).
3. Traces of Niebur type Poincaré series
In this section we relate Trm(Fν(P, s)) to the Fourier coefficients of a linear combination of
Niebur Poincaré series on the upper half-plane with respect to Γ0(D). We assume that −D ≡
1 (mod 4) is a negative field discriminant, thus D is square-free odd. We used this assumption in
several places to prove Proposition 6. Moreover a description of cusps of Γ0(D) is simple under
this condition.
Let K = Q(√−D ) be an imaginary quadratic field, −D ≡ 1 (mod 4) the discriminant of
K and χK(∗) = (−D∗ ) the Kronecker symbol. The cusps of Γ0(D) are described by positive
divisors D1 of D. In other words, a point x/y ∈ Q ∪ {∞} with x, y ∈ Z, (x, y) = 1 belongs to
the equivalent class P = Γ0(D)(1/D1) associated with D1 if and only if (D,y) = D1. For the
equivalent class P associated with D1, set D2 = D/D1 and ΓP =
( 1 D2Z
0 1
)
. We choose AP =(D2 −p
D1 q
) ∈ SL2(Z) as an element in SL2(Z) transforming P to ∞, in other words A−1P (∞) ∈ P .
Let n be a negative integer and k an odd integer. Then Niebur’s Poincaré series [15] of weight
k for the equivalent class P associated with D1 is defined by
GD1n (z,ϕs) =
1
2
∑
A∈ΓP \AP Γ0(D)
χK
(
A−1P A
)
μA(z)ϕs
(
D−12 Az
)
, s > 1,
where ϕs(x + iy) = |4πny|−k/2M−k/2,s−1/2(|4πny|)e(nx) with the usual Whittaker function,
μA(z) = (cz + d)−k for A =
(
a b
c d
)
,
χK(γ ) = χK(d) for γ =
(
a b
c d
)
∈ Γ0(D).
See (51) [17, p. 18] for the classical Poincaré series.
As in the real quadratic case (see (62) [17, p. 22]), put
Gn(z, s) =
∑
D=D1D2
D2|n
ψ(D2)D
−k
2 G
D1
n/D2
(z,ϕs),
where ψ(D2) is given by
ψ(D2) = D2
(−1
D2
)(
D1
D2
)√
D2 (11)
with the Jacobi symbol ( ∗
D2
) and d = 1 or i according to d ≡ 1 or 3 (mod 4). Finally inspired
by (71) [17, p. 23], for s > 1 and ν ∈D−1, we put
G(z, s) =
∑(DN (ν)
r
)k−1
G−DN (ν)/r2(z, s),r|ν
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r
∈D−1.
The following result is the precise version of Theorem 2.
Theorem 6. Let −D ≡ 1 (mod 4) be a negative field discriminant. Let
G(z, s) =
∞∑
m=−∞
bs(m,y)e(mx)
be a Fourier expansion. Then for s > 1 and a natural number m, we have
bs(m,y) = 4πi−k−1 (2s)
(s + k/2)m
k/2−1(DN (ν))(k−1)/2Ws(4πmy)Trm(Fν(P, s)),
where
Ws(y) = |y|−k/2Wsign(y)k/2,s−1/2
(|y|). (12)
To prove this, we expand G(z, s) in a Fourier series.
Proposition 3. Let −D ≡ 1 (mod 4) be a negative field discriminant. For any natural number m,
the Fourier coefficient bs(m,y) of G(z, s) has the form
bs(m,y) = 2πi−k (2s)
(s + k/2)
(
mDN (ν))(k−1)/2Ws(4πmy)
×
∑
d1
∑
r|ν
r|d
Hd/r
(−DN (ν)
r2
,m
)
I2s−1
(
4π
d
√
mN (ν)
D
)
.
HereWs(y) is defined by (12), the inner sum extends over all natural numbers r such that dr ∈ Z,
ν
r
∈D−1 and Hb(n,m) is
Hb(n,m) =
∑
D=D1D2
D2|n, (b,D2)=1
ψ(D2)D
−1
2 H
D1
bD1
(n/D2,m),
where ψ(D2) is defined by (11),
HD1c (n,m) =
1
c
(
c
D2
) ∑
d (mod c)
(c,d)=1
(
d
D1
)
ec
(
md + nD−12 d−1
)
,
ec(x) = e(x/c) for x ∈ Z/cZ and ( ∗Dj ) is the Jacobi symbol.
Proof. Let GD1n (z,ϕs) = δD1,Dϕs(z) +
∑∞
m=−∞ as(m,y)e(mx) be a Fourier expansion, where
δi,j is the Kronecker delta. Then for any natural number m, by the same manner as in Section 3
of [3] and [17] combined with the integral formula in p. 33 of [2], as(m,y) is given by
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(s + k/2)
(
D2m
|n|
)(k−1)/2
Ws(4πmy)
×
∑
c1
(c,D)=D1
HD1c (n,m)I2s−1
(
4π
c
√
|n|m
D2
)
.
This implies that if Gn(z, s) =∑∞m=−∞ gn,m(y, s)e(mx) is a Fourier expansion then for any
natural number m,
gn,m(y, s) = 2πi−k (2s)
(s + k/2)
(
m
|n|
)(k−1)/2
Ws(4πmy)
×
∑
b1
Hb(n,m)I2s−1
(
4π
bD
√|n|m).
Hence the desired result follows from the definition of G(z, s). 
Next we shall show that the infinite series in Proposition 3 is proportional to Trm(Fν(P, s)).
To do this we need a fact on a Salie sum over imaginary quadratic fields. For natural numbers d ,
m and ν ∈D−1, we define a kind of Salie sum Gd(m,ν) analogous to (38) [17, p. 13] by
Gd(m,ν) =
∑
λ∈D−1/dO
N (λ)≡−m/D (mod dZ)
e
(
tr(νλ/d)
)
, (13)
where the summation extends over all representatives λ ∈D−1/dO satisfyingN (λ)−(−m/D) ∈
dZ. Recall that tr(z) = z + z.
The following proposition, which is an analogue of Proposition 3.3 in [1, p. 607], describes
the Salie sum Gd(m,ν) as a Poincaré series over the three-dimensional analogue of CM points.
Proposition 4. For natural numbers d , m and ν ∈D−1, one has
Gd(m,ν) = 2
∑
T ∈SL2(O)\L+2 (m)
(T )−1
∑
U∈Γ∞\SL2(O)
[U ]T ∈L+2 (m,d)
e
(
tr
(
νz(UPT )
))
where L+2 (m) is defined by (1), (T ) is the order of the unit group E(T ) of T , Γ∞ is given by (3)
and L+2 (m,d) =
{(
a λ
λ¯ d
) ∈ L+2 (m)}.
Proof. There is a bijective correspondence between the representatives λ ∈D−1/dO satisfying
N (λ) ≡ −m/D (mod dZ) and the representatives of Γ∞ \L+2 (m,d). This is given by
λ → Tλ =
(
a λ
λ¯ d
)
908 Y. Mizuno / Journal of Number Theory 128 (2008) 898–909when we take a natural number a which is uniquely determined from ad −N (λ) = m/D. Hence
z(PTλ) = λ/d combined with (13) implies
Gd(m,ν) =
∑
T ∈Γ∞\L+2 (m,d)
e
(
tr
(
νz(PT )
))
.
Thus the result follows from P[U ]T = UPT and the decomposition
L+2 (m,d) =
⋃
T ∈SL2(O)\L+2 (m)
{[U ]T ; U ∈ SL2(O)/E(T ), [U ]T ∈ L+2 (m,d)}. 
The following proposition gives an infinite series expression for Trm(Fν(P, s)).
Proposition 5. For any natural number m and ν ∈D−1, one has
2 Trm
(Fν(P, s))= ∞∑
d=1
(m/D)1/2
d
Gd(m,ν)I2s−1
(
4π
d
√
mN (ν)
D
)
.
Proof. Since [A]T ∈ L+2 (m) =
⋃
d1 L
+
2 (m,d) for T ∈ L+2 (m) and A ∈ SL2(O), we can write
[A]T = ( a λ
λ¯ d
) ∈ L+2 (m,d) for some d  1. Then P[A]T = APT = λd + √m/Dd j . By collecting the
terms according to the values d , Fν(PT , s) has the form
Fν(PT , s) =
∞∑
d=1
(m/D)1/2
d
I2s−1
(
4π
d
√
mN (ν)
D
) ∑
A∈Γ∞\SL2(O)
[A]T ∈L+2 (m,d)
e
(
tr
(
νz(APT )
))
.
We complete the proof by Proposition 4. 
Theorem 2 follows from Propositions 5 and 3 combined with the following identity, which
can be shown in the same way as Proposition [17, p. 24].
Proposition 6. Let −D ≡ 1 (mod 4) be a negative field discriminant. For natural numbers d , m
and ν ∈D−1, one has
Gd(m,ν) = di
√
D
∑
r|ν
r|d
Hd/r
(−DN (ν)
r2
,m
)
.
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