We make some educated guesses for the extrapolations of typical soft-inclusive (minimum-bias, pileup, underlying-event) observables to proton-proton collisions at center-of-mass energies in the range 13 -100 TeV. The numbers should be interpreted with (at least) a ±10% uncertainty.
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The second ingredient invoked to suppress the number of interactions, at low p x, is color screening; if the wavelength ⇠ 1/p ? of an exchanged colored parton be larger than a typical color-anticolor separation distance, it will only see an average charge that vanishes in the limit p ? ! 0, hence leading to suppressed interactions. provides an infrared cuto↵ for MPI similar to that provided by the hadronization sca parton showers. A first estimate of the color-screening cuto↵ would be the proton p ?min ⇡~/r p ⇡ 0.3 GeV ⇡ ⇤ QCD , but empirically this appears to be far too low. In c
This cross section is an inclusive number. Thus, if a single hadron-hadron event contains two parton-parton interactions, it will "count" twice in 2!2 but only once in tot , and so on. In the limit that all the interactions are independent and equivalent, one would have
with hni(p ?min ) giving the average of a Poisson distribution in the number of parton-parton interactions above p ?min per hadron-hadron collision,
This simple argument in fact expresses unitarity; instead of the total interaction cross section diverging as p ?min ! 0 (which would violate unitarity), we have restated the problem so that it is now the number of MPI per collision that diverges, with the total cross section remaining finite. At LHC energies, the 2 ! 2 scattering cross sections computed using the full LO QCD cross section folded with modern PDFs becomes larger than the total pp one for p ? values of order [4] [5] . One therefore expects the average number of perturbative MPI to exceed unity at around that scale. Two important ingredients remain to fully regulate the remaining divergence. Firstly, the interactions cannot use up more momentum than is available in the parent hadron. This suppresses the large-n tail of the estimate above. In PYTHIA-based models, the MPI are ordered in p ? , and the parton densities for each successive interaction are explicitly constructed so that the sum of x fractions can never be greater than unity. In the HERWIG models, instead the uncorrelated estimate of hni above is used as an initial guess, but the generation of actual MPI is stopped once the energy-momentum conservation limit is reached.
The second ingredient invoked to suppress the number of interactions, at low p ? and x, is color screening; if the wavelength ⇠ 1/p ? of an exchanged colored parton becomes larger than a typical color-anticolor separation distance, it will only see an average color charge that vanishes in the limit p ? ! 0, hence leading to suppressed interactions. This provides an infrared cuto↵ for MPI similar to that provided by the hadronization scale for parton showers. A first estimate of the color-screening cuto↵ would be the proton size, p ?min ⇡~/r p ⇡ 0.3 GeV ⇡ ⇤ QCD , but empirically this appears to be far too low. In current The di ractive cross sections are given by
The couplings ⇥ AIP are related to the pomeron term X AB s of the total cross section parameterization, eq. (112). Picking a reference scale ⇤ s ref = 20 GeV, the couplings are
The triple-pomeron coupling is determined from singledi ractive data to be g 3IP ⇥ 0.318 mb 1/2 ; within the context of the formulae in this section.
The spectrum of di ractive masses M is taken to begin 0.28 GeV ⇥ 2m ⇥ above the mass of the respective incoming particle and extend to the kinematical limit. The simple dM 2 /M 2 form is modified by the mass-dependence in the di ractive slopes and in the F sd and F dd factors (see below).
The slope parameters are assumed to be
Here ⇥ = 0.25 GeV 2 and conventionally s 0 is picked as s 0 = 1/ ⇥ . The term e 4 in B dd is added by hand to avoid a breakdown of the standard expression for large values of M 
one has t min < t < t max with
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given by βAIPβBIP = X AB s ref .
The triple-pomeron coupling is de diffractive data to be g3IP ≈ 0.318 mb 1/2 ; within the context of the fo The spectrum of diffractive masses M is taken to begin 0.28 G mass of the respective incoming particle and extend to the kinemat dM 2 /M 2 form is modified by the mass-dependence in the diffractive and Fdd factors (see below).
Here α = 0.25 GeV −2 and conventionally s0 is picked as s0 = 1/α . added by hand to avoid a breakdown of the standard expression for l The bA,B terms protect Bsd from breaking down; however a minim is still explicitly required for Bsd, which comes into play e.g. for a J VMD photon beam).
The kinematical range in t depends on all the masses of the p the scaled variables
(2) /s (= m 2 B /s when B scatters elastically), and
one has tmin < t < tmax with
The Regge formulae above for single-and double-diffractive event in certain asymptotic regions of the total phase space. Of course, th also outside these restrictive regions. Lacking a theory which pred sections at arbitrary t and M 2 values, the Regge formulae are used e factors are introduced in order to obtain 'sensible' behaviour in the fu factors are:
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The point with an event generator is that we can now ask: What do these events look like?
(elastic is included on summary slide) σINEL @ 13 TeV ~ 80 mb increase by only a few mb relative to their 7-TeV values. We can now take a closer look at what these collisions look like. How many tracks, and how much energy deposition are they associated with? Extrapolations of central charged-track densities in so-called non-single-diffractive events in pomeron-based models are shown in the left-hand pane of fig. 3 , from [21] . We note that the version of EPOS used in [21] predicts a much too slow rise with CM energy, while QGSJET II errs severely in the opposite direction, thus we exclude them from our estimates. The PHOJET and PYTHIA generators are represented on the right-hand pane of fig. 3 , which contains an update of a highly sensitive plot made by the ALICE collaboration [32, 33] . It shows the relative increase in central charged-track multiplicity between 900 GeV and the 2360 and 7000 GeV CM energies at the LHC, for events with at least one charged track inside |η| < 1 (INEL>0). Both PHOJET and the Tevatron tunes of PYTHIA 6 (DW and Perugia 0) exhibit too slow increases with energy, and hence are not included in our extrapolations. The Perugia 2012 and PYTHIA 8 (tune 4C [34] ) models, however, manage to reproduce the scaling observed by ALICE fairly well. They can therefore be used as a reasonable first guess for further extrapolations, illustrated in the top pane of fig. 4 . Combining the Perugia uncertainty variations with the SIBYLLand QGSJET 01 scaling trends yields an estimated central chargedtrack density per unit ∆η∆φ of 1.1 ± 0.1 at 13 TeV, 1.33 ± 0.14 at 30 TeV, and 1.8 ± 0.4 at 100 TeV, for inelastic events with at least one track inside |η| < 1 (corresponding to the red cross-section curve in fig. 2 ).
Note that, when imposing p ⊥ cuts on the tracks, one should be aware that indications from the LHC so far are that the p ⊥ spectra produced by PYTHIA are slightly too hard [19] , with a deficit of about 20% for p ⊥ values below ∼ 200 MeV, and a similar excess above ∼ 4 GeV. (This applies to inclusive charged tracks. Uncertainties are substantially larger for identified particles.) Going from |η| < 1 to |η| ≤ 3, say, does not change these predictions considerably. There is the trivial seagull-shaped pseudorapidity distribution (roughly a 10% effect), but no other major differences The updated models (as represented here by the Perugia 2012 tunes):
Agree with the LHC min-bias and UE data at each energy And, non-trivially, they exhibit a more consistent energy scaling between energies So we may have some hope that we can use these models to do extrapolations [21] . Right: updated version of a plot in [32] including present-day PYTHIA 6 and 8 tunes.
in estimated track densities or spectra.
An important quantity for jet energy scale calibrations is the amount of transverse energy deposited in the detector, per unit ∆R 2 = ∆η × ∆φ, per inelastic collision (corresponding to the blue cross-section curve in fig. 2 ). In the central region of the detector, the Perugia models are in good agreement with ATLAS measurements at 7 TeV [19, 35] , while the activity in the forward region is underestimated [19, [35] [36] [37] . Extrapolations lead to an estimated 1.0 ± 0.15 GeV of transverse energy deposited per unit ∆R 2 in the central region of the detector at 30 TeV, growing to 1.25 ± 0.2 GeV at 30 TeV, and 1.9 ± 0.35 GeV at 100 TeV, shown in the middle pane of fig. 4 . We emphasize that similar extrapolations in the forward region would likely result in underestimates by up to a factor 1.5, at least if done with current PYTHIA models.
The last quantity we consider is the activity in the underlying event (UE). The most important UE observable is the summed p ⊥ density in the so-called "TRANSVERSE" region, defined as the wedge 60 − 120
• away in azimuth from a hard trigger jet. For p jet ⊥ values above 5 -10 GeV, this distribution is effectively flat, i.e., to first approximation it is independent of the jet p ⊥ . It does, however, depend significantly on the CM energy of the pp collision, a feature which places strong constraints on the scaling of the p ⊥0 scale of MPI models, cf. fig. 1 . Given the good agreement between the Perugia 2012 models and Tevatron and LHC UE measurements [19] , we estimate the E T (neutral+charged) density in the TRANSVERSE region (inside |η| < 2.5), for a reference case of 100-GeV dijets in the bottom pane of fig. 4 : starting from an average of about 2.1 GeV per ∆R 2 at 900 GeV, the density rises to 3.3 ± 0.2 GeV at 13 TeV, 3.65 ± 0.25 GeV at 30 TeV, and 4.4 ± 0.45 GeV at 100 TeV. Note that the charged-only fraction of this would be about a factor 1.6 less. (rather than NSD, INEL, …) Recap: this means events with at least one charged particle in |η|<1 (We allow a lower margin since power law may be too fast and we saw that the data scales slower than the current models)
B From parton-based models, expect ~ power law 
