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ABSTRACT 
- Because gravel size is normally larger than soil 
particles, seepage through gravel layers is often assumed to 
be nonlinear and described by Forchheimer's equation. This 
study of underflow in gravel-bed rivers comprises: (i) t_he 
calculation of quantities concerning the underflow problems, 
(ii) the determination of gravel hydrogeologic properties. 
These are important in predicting underflow quantities and 
directions for water resource calculations and for fish 
habi tat. 
Two equations were derived for calculating the flowrate 
of nonuniform nonlinear underflow through gravel layers 
resting on an inclined impervious floor; one is less 
accurate but much simpler than the other. These two 
equations and the conventional linear seepage equation were 
compared using data from four groups of experiments on 
underflow through relatively uniform clean gravels in a 
tilting flume. The flowrates from the two equations are 
very close together and to the experimental results, but 
those from the conventional equation are not close when 
Reynolds' numbers are greater than 50. 
A finite difference method was also derived for solving 
the problems of steady-state nonlinear seepage through 
inhomogeneous gravel, with complex boundary conditions such 
as are common in river bed situations. This method was 
tested with data from experiments on underflow (i) through 
gravel mounds under five different conditions in the 
laboratory, 
the field. 
(ii) through gravel bar& under two conditions in 
The tests show that the method can predict the 
stream lines and flowrates with accuracy. 
Tortuosity (a gravel property for relating flux 
velocity to pore velocity) of relatively uniform gravels 
(mean diameters = 4.29, 5.56, 9.69 mm) was determined 
accurately in two situations; flow through gravel in a 
vertical cylinder and in a sloping flume. The average 
tortuosity found is 1.0. 
Two semi-empirical formulae, one for estimating the 
linear hydraulic resistivity a and the other for the 
nonlinear resistivity b from gravel porosity and mean 
diameter, were obtained by rederiving Forchheimer's equation 
and performing permeameter tests nn five sets each of 
closely- and widely-graded gravels. These formulae were 
tested with available data from various sources and found 
preferable to the past formulae. 
The empirical conventional standpipe method, the most 
suitable field method for measuring permeability K of stream 
gravel layers, was improved by applying the finite 
difference theory of axis ymmetrica 1 nonlinear groundwater 
flow. The improved method, therefore, can overcome many 
restrictions of the" conventional one, and can obtain also 
the hydraulic resistivities, a and b. 
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CHAPTER 1 
INTRODUCTION 
The most beautiful thing ,we can experience Is the mysterious. 
It Is the source of a II true art and sci ence. 
Albert Einstein (1879-1955) 
Gravel-bed rivers in many parts of the world often hav'e 
very thick deposits of gravel beneath their beds. 
Understanding the nature of seepage in the gravel beds of 
rivers is very important for many types of work related to 
river beds e.g. the design of darns (Curtis and Lawson, 
1967), buried pipeline crossings and pump intakes" (Neill and 
Hay, 1982, p.18), and infiltration galleries (U.S.D.I., 
1981, p.341-349). Further,the underflow may affect the 
characteristi'cs of stream flow such as sediment transport 
(Harrison and Clayton, 1970; Watters and Rao, 1971) and 
stream flow estimation (Nakagawa and Nezu, 1975; Zagni and 
Smith, 1976)." However the most urgent need for underflow 
knowledge is for fishery purposes concerning salmonid eggs 
buried deep in the gravel bed. Underflow is the essential 
means for suppl,ying oxygen to the eggs and carrying away 
their waste. The period for which the eggs plus the 
hatchlings remain in the gravel can be as long as 5 to 8 
months (Edwards, 1978, p.9; Hasler and Scholz, 1983, 
p.6-7). Work related to the salmonid eggs is of many types 
such as design and improvement of spawning channels (Royce, 
1959; Clay, 1961, p.225-240; Everhart el al., 1975, 
p.197-199), site selection for egg planting' (Sedgwick, 
1960), and estimation of flow past eggs in natural redd 
(Thompson, 1972; Milhous, 1982). 
Hitherto, no method for predicting precisely the 
velocity and direction of seepage in the gravel layer of a 
river bed has been available. The estimation of flux 
velocity (for definition see chapter (), in the past, 
depended totally on a linear law of seepage (Darcy's law) 
and always assumed one-dimensional flow (see Vaux, 1968; 
Milhous, 1982). Underflow in a gravel bed, however, rarely 
occurs in the range of the linear law, being nonlinear even 
at quite low hydraulic gradients (Dudgeon, 1964, p.66). 
Previously, flux velocity could be measured at only a small 
point each time by the standpipe method (see Terhune, 1958) 
as used by Reiser and White (1981) and Deverall (1983). 
Such point by point measurement is tedious, and takes much 
time and may affect fish eggs; therefore it is not 
satisfactory. The direction of underflow, another basic 
quantity of seepage in a gravel bed, was normally estimated 
by tracing (Sheridan,1962) which is also complicated and 
inaccurate. When accuracy was needed, physical models were 
built (Stuart, 1953b; Cooper, 1965) which cost a lot of 
time and money. 
Three basic quantities always relevant to problems of 
seepage in river beds (as well as some problems of flow 
through porous media) are pore velocity, flux velocity, and 
flow directio~. The main purpose of this study is to search 
for methods of calculating the three quantities in various 
situations in gravelly river beds accurately and 
conveniently. Normally of the three quantities, only flux 
velocity and flow direction are to be calculated from the 
known boundary conditions and hydrogeologic constants of the 
bed material. The magnitude of pore velocity can then be 
obtained from the value of flux velocity if porosity and 
tortuosity of the gravel are known. The important 
hydrogeologic parameters in this subject, therefore, are 
porosity, tortuosity, linear 'hydraulic resistivity and 
nonlinear hydraulic resistivity. Of these four parameters, 
only porosity (which always means effective porosity herein) 
is commonly measured and not difficult to obtain. The 
2 
secondary purpose of this study, therefore, is to search for 
methods to obtain the necessary hydrogeologic constants of-
gravel beds with accuracy and convenience. The flow systems 
involved are always assumed steady which is sufficient for 
the present work on river bed management (chapter 7). The 
material of a river bed is assumed homogeneous and 
isotropic. Note that one of the two methods for calculating 
underflow in chapter 4, however, can tackle nonhomogeneous 
bed problems'. The linear hydraulic resistivity of the 
gravel layer is assumed to be ten times smaller than that of 
its underlying floor. In other words the floor is always 
impervious in relation to the gravel layer. 
The problems of underflow in stream beds were 
investigated on two scales; (i) large scale problems for 
which the dimensions of the solution domain are much larger 
than the dimensions of the piezometric disturbances, and 
(ii) local scale problems in which the dimensions of the 
solution domain are of the same order as those of the 
piezometric disturbances. In the former the minor 
variations of piezometric head and of solution domain 
boundary are assumed negligible. The large scale problems 
were investigated in line with the treatment of Aravin and 
Numerov (1965, section 24) of linear seepage through a 
stream bed witp an inclined impervious floor. The nonlinear 
underflow concept was applied to the problems herein, 
arriving at two equations (4.26) and (4.28). One equation 
is more accurate but more difficult to solve than the other. 
The accuracies of these two equations were tested with flume 
experiments and also compared with tnose of the linear flow 
equation (2.20). The results in chapter 6 show that the two 
nonlinear equations compare very well with the experiments, 
and their results are very close together. The linear flow 
equation, however, is inaccurate when the Reynolds' number 
(based on mean grain diameter) is over 50. 
3 
For local scale problems, complex boundary conditions 
do not allow us to use the analytical method for deriving 
equations in the same way as in the large scale ones. 
Therefore, numerical methods were investigated. In the 
literature, two numerical methods, the finite difference and 
the finite element methods, have been used for solving 
problems of nonlinear flow through porous media; the former 
is much simpler than the latter (chapter 2). In the past, 
the finite difference method has been used to solve (with 
difficulty) problems of complex boundary conditions. 
Fortunately, Hunt (1983, p.51-67) presents a new finite 
difference method for solving linear groundwater flow 
problems. This method, simpler than the conven'tional one, 
can be used to solve problems of complex boundary conditions 
conveniently. Hunt's (1983) method was modified in this 
study to tackle nonlinear underflow problems (chapter 4). 
This modified method was tested with flume experiments and 
field experiments (chapter 5). Both types of experiment 
involved flow through gravel mounds (in the flume) and bars 
(in the field), all of which had irregular and complex 
boundary conditions. The comparisons between the solutions 
from the pr6posed method and the experimental results are 
very satisfactory (chapter 6). 
Tortuosity, a hydrogeologic property of gravel, is 
'necessary for converting flux velocity to pore velocity 
(chapter 4). The tortuosity of gravel has not been 
investigated before, however a value of 1.0 to 2.5 has been 
1 
assumed from simple logical thinking (Hillel, 197~, 
p.90-91). It was studied herein by observing the 
relationships of salt (pore) velocity and flux velocity of 
uniform steady flow through gravel, in two types of 
experiment i.e. vertical cylinder and tilting flume 
experiments (chapter 5). The method of salt velocity 
measurement used in this study is modified and developed 
from the methods of Davies and Jaeggi (1981) and MacMurray 
(1985) which are quite accurate. The experimental results 
from three sizes of relatively uniform gravels (chapter 5) 
4 
show that the average value of tortuosity is 1 (chapter 6). 
Apart from tortuosity, linear and nonlinear hydraulic 
resistivities are the other important parameters and are 
always used toqether. Tradi tionally, they are ootaine,j only 
from laboratory permeameter tests (chapters 2 and 3). Some 
investigators, however, have attempted to obtain 
resistivities from simple physical properties of gravel 
(e.g. Irmay, 1958; Joseph, et al., 1982). They were quite 
successful in the case of the linear resistivity but not for 
the nonlinear one. The method of resistivity interpretation 
from physical properties of gravel can be used only for a 
rough preliminary survey. As with the interpretation 
method, the resistivity values derived from laboratory 
methods may not represent their real values in natural 
conditions because the samples are always small and 
disturbed. Therefore, an in-place field measurement method 
is needed for important projects. Many in-place methods are 
available for hydraulic conductivity (permeability) 
measurement but only one is suitable for gravel beds 
(chapter 2); this is called the standpipe method. This 
method, originated by Pollard (1955) and developed by 
Terhune (1958), cannot however give the values of hydraulic 
resistivities (nonlinear seepage properties) of gravel. It 
is also empiripal and very restricted (chapters 2 and 3). 
The three methods of hydraulic resistivity measurement 
namely, the laboratory permeameter method, the physical 
interpretation method, and the in-place standpipe method, 
were investigated in this study. Th~ principle of the 
laboratory method (chapter 2) was well defined in the 
literature. However during this study, the author performed 
some experiments on this method and then improved the method 
to some extent to overcome the permeameter wall effects, and 
using a temperature corre~tion. By rederiving the nonlinear 
groundwater flow equation (2.2), a new method for 
interpreting the values of resistivities from mean gravel 
size and porosity was found in this study. The accuracy of 
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this method was tested with published data from many sources 
(table 3.2) with satisfactory results (chapter 3). Since no 
in-place method for measuring hydraulic resistivities was 
available, it was developed in this study. The method 
de\'eloped is called the standpipe pumping test because it is 
similar to the standpipe method of Pollard (1955) which was 
improved later by Terhune (1958). The empirical method of 
Terhune (1958) is now modified by the application of a 
theory of axisymmetric nonlinear seepage flow to a standpipe 
(chapter 3). The new method, being based on theory, is less 
restrictive than the previous one and able to give hydraulic 
resistivity values as well as permeability. The accuracy of 
this method was checked with the available data of Terhune 
(1958) giving good results (figure 3.15). 
This thesis, then, covers the subject of steady seepage 
through the gravel layer of gravel bed rivers. It enables 
the reader to predict velocity, flow rate, and flow 
direction of the underflow when the boundary conditions and 
hydrogeologic properties of gravel are known. It also helps 
the reader to know how to obtain the hydrogeologic 
properties of gravel by both a quick but' rather inaccurate 
method and an in-place measurement with accurate results. 
Chapter 2 discusses the literature of the subject in three 
areas namely, ji) the determination of hydraulic 
resistivities and conductivity, (ii) the investigation of 
underflow in the beds of rivers, and (iii) the soluti6n of 
nonlinear steady flow through embankments. The third area 
in chapter 2 is treated in full detail (so that the reader 
can understand and use these methods 'directly) since these 
methods have not always been sufficiently explained in the 
literature, especially the numerical methods. The theory 
and method for evaluation of hydrogeologic constants are 
presented in chapter 3. Chapter 4 presents the theory of 
underflow in the gravel layer of gravel bed rivers. Much of 
the information in both chapters 3 and 4 is new, and may be 
useful to workers who deal with river bed management. 
Experiments were set up to test the theory, both in the 
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laboratory and in the field (chapter 5). The experimental 
results, presented and discussed in chapter 6, show good 
agreement with the predicted results. Chapter 7 lists the 
main outcomes of this study, then suggests p:~oblems for 
futur~ inquiries. The main conclusions are ~\s follows. 
(i) The problems of linear and nonlinear seepage 
through gravel beds, with complex boundary 
conditions and nonhomogeneous materials, can be 
solved. 
(ii) The problems of nonlinear nonuniform underflow in 
gravel beds resting on an inclined impermeable 
floor can be solved. 
(iii) The average tortuosity value of uniform gravels is 
1 . 
(iv) An in-place method for measuring hydraulic 
resistivities and conductivity of gravel layers is 
now available. 
(v) A quick, rough method for interpreting the values 
of hydraulic resistivities from physical properties 
of gravel has been developed and proved to be 
better than the past methods. 
Errors in raw and derived data are listed in Appendix J. 
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CHAPTER 2 
LITERATURE REVIEW 
Knowledge Is nothing If the mind Is not there. 
Montalgne (1533-1592) 
Underflow in a gravel bed river is normally unconfined 
groundwater flow. The mean diameter of the bed material is 
larger than that of normal aquifer material, and the 
hydraulic conductivity of a gravel layer of a gravel bed 
river is so high that the flow tends to be nonlinear. It is 
convenient to assume that the underflow may be nonlinear 
because we can easily change from a nonlinear calculation to 
a linear one by omitting the value of nonlinear hydraulic 
resistivity b from the groundwater flow equation (2.2). The 
hydraulic resistivities, a and b, are essential parameters 
in problems of nonlinear groundwater flow therefore their 
determinations are given priority herein. This literature 
review is divided into three areas: (i) the determination 
of hydraulic resistivities, (ii) underflow in river beds, 
and (iii) nonlinear steady flow through embankments. The 
review of nonlinear flow through embankments is included 
because underflow in rivers has never been treated as 
nonlinear. 
2.1 DETERMINATION OF HYDRAULIC RESISTIVITIES AND 
CONDUCTIVITY. 
The linear hydraulic parameter of groundwater flow is 
the hydraulic conductivity K (or permeability). It was 
found by Darcy (1856) from experiments on water flowing 
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through sand. Darcy's law states that flux velocity v is 
proportional to hydraulic potential gradient J, 
v = KJ ( 2.1 ) 
As the results of nunerous experiments published in the 
literature suggest, Darcy's linear law of flow applies 
within certain limits. Outside those limits, the law of 
flow is nonlinear (Halek and Svec, 1979, p.54). For seepage 
in a gravelly~river bed with large g~ain size, the Darcy and 
post-linear regimes of flow only are considered, not the 
pre-linear one in which flow- is nonlinear at extremely low 
Reynolds' numbers (Basak, 1977). The post-linear regime 
will be called nonlinear throughout this thesis. 
A one-dimensional nonlinear flow equation was found 
experimentally by Forchheimer (1901) as, 
(a + b IVI ) V = J ( 2 • 2 ) 
where a = linear hydraulic resistivity; and b = nonlinear 
hydraulic resistivity. 
Actually the linear hydraulic resistivity a is the 
reciprocal of the hydraulic conductivity K. This review 
will concentrate on the determination of the hydraulic 
resistivities, a and b; however if the problem is in the 
linear regime then b is negligible and K is obtained from 
1/a (cf. equation 3.62). The determination of hydraulic 
resistivities are grouped as (i) estimation from grain 
diameter and porosity, (ii) permeameter tests, and (iii) 
fiel~ measurement methods. 
2.1.1 Estimation of Hydraulic Resistivities from Grain 
Diameter and Porosity. 
Ward (1964b, p.3) by using dimensional analysis, and 
Ahmed and Sunada (1969, p.1854) using the Navier-Stokes 
equation including an inertia term, found 
and a = ..M/pgk 
0.5 
b = c/gk 
( 2. 3 ) 
( 2 • 4 ) 
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where)4, f = viscosity and density of fluid respectively; g 
= gravitation constant; c = dimensionless coefficient; and 
k = intrinsic permeability. 
From equations (2.3) and (2.4) we find that the values 
of a and b can be determined if the values of k and care 
obtainable because)t, f, and g can be read from tables. 
Intrinsic permeability k represents the structural 
characteristics of the medium and is independent of the 
properties of the fluid. Considering the dimension balance 
of equation (2.3), Muskat (1946, p.69-71) showed that 
2 
k = Cd (2.5) 
where d = a length characteristic (e.g. the diameter of the 
particle); C = proportional constant. 
Bear (1975, p.165-166) showed, from the works of Kozeny 
(1927) and Carman (1937; 1956), that 
3 2 
C = (1/180)(f /(l-f) ) (2.6) 
where f = porosity of porous medium; 180 is an empirical 
factor. This equation has been confirmed, for a bed of 
randomly packed spheres with f=0.37, by Beavers et al.(1973, 
p.660). 
Rumer (1969, p.9~-97) derived Darcy's law using channel 
• flow resistance as an analogy, and obtained 
2 
C = (?l/m) [f / (1- f ) ] ( 2 . 7 ) 
where i\ = a proportionali ty constant relating grain volume 
to its di ameter (volume = A d3 , i. e. for a sphere i\ = 11'/6) ; m 
=,a constant depending on the physical properties of the 
particle, including the effect of surrounding particles. 
Equation (2.6) is in a convenient form; knowing values 
of f then C can be computed. The value of ?l/m in equation 
(2.7) has not been worked out for general use, therefore 
equations (2.6) and (2.7) cannot be compared yet. In 
chapter 3, A/m is determined and these equations are 
compared. 
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Once C is known, k can be calculated from equation 
(2.5), then a also can be obtained from equation (2.3). 
Conside~ing equation (2.4), if the value of c is known then 
b can be calculated. 
The value of c was first given by Ward (1964, p.7) as a 
constant value at 
c = 0.550 ( 2. 8 ) 
This was confirmed by Lindquist (1965, p.327). But 
from many experimental results, McWhorter and Sunada (1977, 
p.70-71) stated that the values of c range from 0.05 to 2.0, 
with the majority in the range of 0.5 to 0.6. Zagni (1974, 
p.2.47) also concluded from his experimental results (c 
range from 0.4 to 1.0) that c does not appear to ·be a 
universal constant as proposed by Ward (1964). 
Beavers et al.(1973) experimented on a horizontal 
permeameter with uniform glass spheres of three different 
sizes, and found 
c = 0.55 (1- 5.5 diD') ( 2 • 9 ) 
where d = particle ~iameter~ and 0' = permeameter diameter. 
This implies, however, that the maximum possible value of c 
is 0.55 which is in conflict with the findings of McWhorter 
and Sunada (19~7) and Zagni (1974). However, the 
calculation of c from equation (2.9) is by no means general 
because it depends on the diameter of the permeameter 0'. 
Obviously, if a permeameter is to be used, the values of a 
and b can be obtained directly from the experiment instead 
of using equation (2.9). 
Joseph et al.(1982, p.l051) formulated c from the 
equation for drag on a sphere in nonlinear laminar (Oseen) 
flow, as 
0.5 
c = 0.05[r'(1-f)] (2.10) 
where r' is defined by Brinkman (1947) for flow through a 
swarm of spheres as 
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0.5 -1 
r' = [1+(3/4)(l-f)(l-[8/(1-f)-3] )] (2.11) 
This equation is said·to be valid for spheres which are 
not too closely packed, Le. when the porosity is greater 
than about 0.6. However the equation gives c = 7.02 for f = 
0.34 which seems unreasonable in the light of the 
experimental maximum value of about 2.0. Because equation 
(2.10) is restricted to media with high porosity, it cannot 
be used in general. A more general formula for c would be 
of value (see chapter 3). 
2.1.2 Permeameter Tests. 
The permeameter technique has been used by scientists 
and engineers since Darcy (1856) to measure hydraulic 
conductivity K in Darcy's range of flow. There are two 
types of permeameter, constant head and falling head. The 
falling head type is not suitable for K-measurment of river 
gravels which are highly pervious. This thesis, therefore, 
always refers to the constant head permeameter as a usual 
permeameter. 
Forchheimer (1901) used permeameter tests to obtain 
hydraulic resistivities, a and b, in the nonlinear range of 
flow, and was followed by many workers such as Lindquist 
(1933), Ward (1964), Sunada (1965), Stark and Volker (1967), 
and Huyakorn (1973). This technique of determining 
hydraulic resistivities, a and b, is so popular that many 
workers have tried to improve it. Three types of errors 
occur in permeameter tests namely (i~ leakage along the 
i~terfaces between the sample and the container, (ii) 
accumulation of air in the sample during test, and (iii) 
sample handling and loading. 
The resistance of water flow through a gravel sample 
near the permeameter wall is different from the resistance 
at the inner part. This is because the contact of the 
medium with the permeameter wall has a different nature from 
the interlocking among the particles themselves. Dudgeon 
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(1967) showed that the porosity of the coarse granular 
medium at the permeameter wall boundary is higher than the 
inner part. This is called a "wall effect". To overcome 
the wall effect, .Rose and Rizk (1949) considered from their 
experiment that the ratio of particle diameter to barrel 
diameter should not exceed 0.1. The best way to eliminate 
the wall effect is by uping a special permeameter in which 
the inner flow is drawn separately from the flow near the 
permeameter wall (Dudgeon, 1964). By experimenting on his 
special permeameter, Dudgeon (1967) found that the average 
flux velocity with wall effect is higher than without by 
about 5%-10%. Alternatively Zagni (1974, p.2.15-2.16), 
experimenting with a di~meter ratio exceeding 0.1, tried to 
overcome the wall effect by coating the inside of the 
permeameter wall with a foam rubber sleeve. The elasticity 
of the sleeve gives more surface contact with grains, and 
reduces the sample porosity near wall. Sriboonlue and 
Davies (1983) found that by coating the permeameter wall, 
the flux velocity can be reduced by 3% - 5%. 
The accumulation of air in a sample during a 
permeameter test can give rise to errors. The results of 
Anandakrisnan and Varadarajula (1963) were crfticized by 
Ward (1964a), Rumer (1964), and Lane (1964) because of the 
air problem. Frequently the measured intrinsic permeability 
k becomes progressively smaller while a permeameter test is 
proceeding. In this case, air from the water is probably 
filling the voids in the sample causing air-locking. Bouska 
(1973) reported reducing the air effect by deaeration of 
water with a device that sprays the water in a partial 
vacuum and stores it in partial vacuum. Harleman et 
al.(1963) and Sunada (1965) mentioned the use of deaerated 
water in permeability tests with river bed gravels. 
The methods of ~ampling and handling for unconsolidated 
materials are more sophisticated than for consolidated 
soils. Loose river bed materials may be sampled by a 
freezing technique before they can be brought up with a 
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sampler (Walkotten, 1978; Barton, 1974). However, 
undisturbed samples of unconsolidated materials are almost 
impossible to obtain, no matter how sophisticated the core 
sampling technique (Bouwer, 1980, p.13l). 
The first and the second errors can be avoided by 
modifying the permeameter and preparing the deaerated water. 
Although we cannot avoid using disturbed samples, the 
permeameter method_certainly gives m~ch better results than 
the method of estimating a and b from grain diameter and 
porosity. In addition to the difficulty of obtaining 
undisturbed samples, the permeameter method can only measure 
a small amount of a medium at a time. It is, therefore, 
less reliable than the method of field measurement which 
deals with a greater volume of undisturbed gravel. 
From permeameter tests, we obtain a series of 
relationships between hydraulic gradient J and flux velocity 
v from which the hydraulic resistivities, a and b, are 
derived. The calculation can be done from equation (2.2) 
using a quadratic least squares method (Gill, 1977, 
p.167-169). Sunada (1965, p.23-24) and Ward (1966, p.120), 
however, preferred to recast equation (2.2) in the form 
a + bv = J/v (2.12) 
from which a and b can be calculated by linear least squares 
regression. Subsequently Cox (1977, p.12) has suggested 
that this latter procedure is inferior to the algebraic 
solution of equation (2.2) using the two most suitable sets 
of J and v. Each of these methods o~ calculation has its 
o~n pros and cons; the last two are especially difficult to 
compare. In chapter 3 (and appendix B) these three methods 
are combined in a computer programme so that the hydraulic 
resistivities are simultaneously computed by all methods and 
the accepted result is that ~iven by the least standard 
error. 
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2.1.3 Field Measurement Methods. 
The methods of field measurement are more reliable than 
the, permeamElter test, but most of the field methods are for 
measurement of hydraulic conductivity K only, not of 
resistivities, a and b. Th~ field measurements ar~ of two 
types, above the water table and below the water table. If 
a water table is not present, or is too low for meaningful 
measurement, we may use the techniques of artificially 
wetted soil region (Bouwer and Jackson, 1974, p.6ll). For 
underflow in a river bed, the field methods of K-measurement 
above the water table will not be considered because a water 
table is normally present. 
The methods of measurement below the water table are 
classified as point measurements and large scale field 
measurements. The large scale measurements are pumping 
tests (Kruseman and de Ridder, 1970), and the methods of 
K-measurement from water table recession (Wesseling, 1973; 
Skaggs, 1976; Sriboonlue, 1978). These methods of large 
scale measurements are very accurate but time consuming and 
expensive, and are not suitable for relatively unstable 
gravelly river beds. 
The point measurements are of two types; (i) water is 
suddenly removed from a bore hole, then the rate of rise of 
water level is observed; (ii) water is pumped constantly 
out of a bore hole and the changes of the water levels 
observed. The first principle methods are the auger hole 
(van Beers, 1963), the tube (Kirkham, 1945), and the 
piezometer method (Luthin and Kirkha~, 1949; Youngs, 1968). 
These methods, though simple and popular, are not suitable 
for the highly pervious material of gravel beds because they 
may produce rates of water level rise too fast to be 
measured accurately (Kessler and Oosterbaan, 1974, p.285). 
The second type is suitable for gravelly river beds. 
The commo~ methods are the pumped borehole method and the 
standpipe method. 
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Zangar (1953, p.ll) analysed the pumped borehole method 
assu~ing spherical flow by using Laplace's equation, 
2 2 (l/r )(d/ar)(r ~h/ar) = 0 (2.13) 
and Darcy's law, 
v = K dh/~r (2.14) 
From the boundary condition in fig~re 2.1 he obtained 
Q = 41fK(hr) - hr,)/(l/r, - 1/r3) (2.15) 
Figure 2.1. Boundary conditions for spherical flow. 
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Figure 2.2. Hemispherical flow to a well. 
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Consider the case of flow to a well in a very thick 
confined aquifer, the open bottom of the well having a 
hemispherical shape at the top of the aquifer (figure 2.2). 
Zangar (1953) assumed that hemispherical flow takes place, 
and:he outer radius of the hemisphere, r 3 , becomes 
infinite. Then with s as a well drawdown, equation (2.15) 
becomes 
K = O/( 21J'r, s) (2.16) 
Equation (2.16) can be applied only when the open end of the 
casing is at the upper boundary of the confined aquifer 
(figure 2.2). In the case of the well penetrating up to 20% 
into the aquifer, Zangar modified equation (2.i6) to 
K = O/(Cz~ s) (2.17) 
where C~ = function of (LAir,) (see figure 2.3); LA = 
uncased length of well penetrating into aquifer; ~ = 
inside diameter of casing. In the case of an unconfined 
aquifer with a water table below the ground surface, s is 
obtained by 
(2.18) 
where Db = depth to bottom of well from initial water table; 
Dc = depth to bottom of well from water level during 
pumping. For an unconfined aquifer with water level above 
the ground surface, s is equal to the drawdown in the well 
as given by equation (2.16). 
17 
Figure 2.3. The relationship of Cz and LA/~ 
(from Zangar, 1953, p.50). 
The application of the pumped borehole method to a 
gravelly river bed is appropriate if the bed is deep enough 
to satisfy the condition that no more than 20% penetration 
occurs. The hydraulic conductivity K of the gravel bed must 
be high enough to guarantee measurable pumping rates and 
equilibrium water levels. The difficulty with this method 
is to drill the hole in gravel beds. Casing is needed to 
prevent cave-in. In order to allow hemispherical flow to 
occur, the borehole must be open at the bottom end. 
The other method, called the standpipe method, was 
originated by Pollard (1955) and improved by Terhune (1958). 
The standpipe is a length of pipe, pointed at one end, and 
has perforations near the point. For measuring K of the 
gravel, it is driven into the aquifer then the water level 
in the pipe is lowered to a certain extent by continuous 
steady pumping. The value 'of K is interpreted from the 
steady rate of flow, Q. This method of Pollard (1955) and 
Terhune (1958) is empirical and very restricted. The 
standard graph (figure 2.4) for interpreting K from Q was 
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prepared by Terhune (1958) from experiments on his standpipe 
in-a flume with 4 sets of gravels. To obtain the value of Q 
from the standard graph, it requires (i) the standpipe must 
b~ identical to that used for preparing the graph, (ii) the 
depth of the standpipe in the aquifer must be 10 inches (254 
mm), and (iii) the drawdown in the standpipe must be steady 
at 1 inch (25.4 mm). It seems easy to meet these 
requirements, but in the author's experience it is not so. 
Two apparently similar standpipes may have different 
hydraulic conductivities, Ks, due to the different 
characteristics of the perforated holes. The second 
requirement is not difficult to obtain except that on some 
occasions it is not possible to force the standpipe deeper 
than 6 inches. The requirement of one inch drawdown in 
standpipe is very restricted. When the hydraulic 
conductivity K of the river bed is too low then to obtain 
one inch drawdown the flowrate Q may be too small to measure 
accurately. Otherwise, when the value of K is too high the 
pump may not have enough capacity to obtain a I-inch 
drawdown. Deverall (1983) reported that in about 70% of 
field measurements the ~ump had not enough power to maintain 
the I-inch drawdown. Adjusting flowrate to obtain a 
one-inch drawdown is difficult. The conventional practice 
is by setting the suction tube exactly at 1 inch below the 
, 
water level then pumping until air bubbles occur 
continuously in the tube. Th~s practice does not give 
accurate results due to water level fluctuation in the 
standpipe especially when an electric pump is used with a 
sand trap. 
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Figure 2.4. The relationship between K and Q of a standpipe 
(from Terhune, 1958, p.1039). 
Apart from these requirements, there are some 
questionable points about preparation of the standard graph 
by Terhune (1958), i.e. (i) only 4 sets of exper~mental 
samples may not be enough to draw the conclusion from, (ii) 
the limited area of the flume may not be able to represent 
an unbounded river bed, (iii.) the variation of the aquifer 
thickness was not taken into account. 
In the pumped borehole method, a hole is drilled to a 
desired depth, and caving-in is prevented by casing, whereas 
in the standpipe method, the pipe is hammered into gravel 
and it cannot work for a deep aquifer (>80 em). The 
borehole method can deal with a much greater depth than the 
standpipe but it is time-consuming and expensive, and not 
suitable for a relatively unstable river bed. Both methods 
can obtain only K, not the hydraulic resistivities, a and b. 
In chapter 3, the writer describes a method witn which the 
values of a and b can be measured in the field. A standpipe 
may be used to avoid the difficulties of drilling and 
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cave-in as in the pumped borehole method, and all 
restrictions of the standpipe method are minimized. 
2.2 UNDERFLOW IN RIVER BEDS. 
An alluvial river normally contains two types of flow 
namely "surface flow", the water visibly. flowing above the 
river bed, and the iess obvious "underflow" in the river 
alluvium. The river surface flow has been studied 
extensively (Henderson, 1966: Richards, 1982), by contrast 
with underflow. The underflow has very low velocity and 
evaporation rate compared to surface flow, therefore it may 
exist all the time in the river bed regardless of the 
existence of surface flow. In case of no surface flow, the 
unde~flow is actually unconfined groundwater flowing along 
the river course. with surface flow, the analysis of 
underflow is more complicated because the surfaces of the 
river bed and of the river flow are irregular (Crickmay, 
1974, p.17) and interchanges between flows occur. The 
review of literature on underflow in river beds can be 
grouped in two parts, one with surface flow and another 
without. The velocity of underflow in a river bed at any 
spot, regardless of the existence of surface flow, can be 
measured directly by the point dilution method. Therefore, 
a review of th~s method is also included herein. 
2.2.1 Underflow in River Bed of No Surface Flow. 
On some occasions, some parts of a river bed may be 
without surface flow e.g. gravel bars· and "percolines", 
seepage routes at river heads (Smith and Stopp, 1978, p.47). 
Sometimes, the whole riverflow disappears and emerges again 
downstream. The Selwyn and the Rangitata rivers in South 
Island, New Zealand are good examples. The former often has 
a portion of no surface flow oj about 30 km in length 
between two parts of permanent surface flow at its upstream 
and downstream ends (Hardy, 1962). The aerial photograph of 
a part of broken surface flow of the Rangitata is shown in 
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figure 2.5. 
Figure 2.5. A broken surface flow of the Rangitata river 
(Photo by K. Nicolle). 
Polubarinova-Kochina (1962, p.407-408), by using 
hydraulic theory, derived an equation for underflow on a 
horizontal impervious base as 
. 22 
q = - (K/2) (Hz- H,)/ (x2- x, ) ( 2 • 19) 
where q = flow rate per unit width; K = hydraulic 
conductivity; HI' HZ = heights of water table above an 
impervious base at x, and Xz respectively (figure 2.6). 
Equation (2.19), however, could be obtained also by the 
exact solution (Polubarinova-Kochina, 1962, p.281-282). 
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Figure 2.6. Underflow on horizontal impervious base. 
For underflow on a sloping impervious floor, 
Polubarinova-Kochina (1962, p.415-418) and Harr (1962, 
p.45-47) showed that 
q = - KHo S (2.20) 
and 
HZ - H, + (xZ - x, ) S = Ho In [ (H, - Ho ) / ( H: - HD )] (2.21) 
where Ho = the depth at which uniform flow would take place 
at flow rate q, called normal depth; S = slope of 
. 
impervious base; and HI' HZ = heights of phreatic surface 
above impervious base at xI and Xz respectively (figure 
2. 7) • 
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Figure 2.7. Underflow on sloping impervious base. 
Chapman (1980) compared three expressions for S in 
equation (2.20), tan@, sinO, and sinO cos8, for an 
exaggerated impervious slope of 30 degrees. He concluded 
that the best answer can be obtained when S = sin9cose in 
equation (2.20). But his comparison graph (Chapman, 1980, 
fig.4) apparently shows the value of sine being the best 
average. The gradients of most river beds, however, are not 
steep, e.g~ even steep mountain streams are rarely over 10 
degrees (Whittaker, 1982). Therefore, the values of tan@, 
sing, and sinO cosO for a small angle of a river bed are 
quite similar. 
If H, is very close to H2 so that (H, - Ho )/(H: - Ho) is 
close to 1, then we may use the development in series of the 
logarithm in equation (2.21) (Polubarinova-Kochina, 1962, 
p.419-420). A logarithmic series is 
In x = 2 4 2 (fri) [1 + t(~) + !(~) + ...... J ( 2.22 ) 
(Tuma, 1979, p.l08), and when x is clpse to 1, 
In x ~ 2(x-l)/(x+l) ( 2.23 ) 
We apply equation (2.23) to (2.21) for x (H, - Ho ) I ( Hz -
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HO)' then solve for HO as 
When Ho from equation (2.24) is substituted in (2.20) we 
obtain 
q. = - K [ ( Hz + H~ ) /2] [( HZ - H, ) / ( Xz - x,.) + S] 
Equation (2.25) may also be obtained from Darcy's law 
describing unconfined flow on a sloping bed, 
(2.25) 
q = - KH(dH/dx + S} (2.26) 
We replace H by (H t + H, }/2 and dH/dx by (Hz - H, }/(xz- x1). 
Although equation (2.25) is only applicable when xZ- x, is 
not large so that (H, -Ho )/(Hz-Ho) is close to 1, its simple 
form is very useful as a guide to dealing with more 
complicated problems of nonlinear groundwater flow on 
sloping beds. 
Aravin and Numerov (1965, Sec.25, Ch.3), using 
hydraulic theory, derived an equation for underflow in two 
parallel horizontal layers (figure 2.8), and obtained an 
equation which can be rewritten as 
q = - [(HZ- H, }/L] [(K'-K"}T + K"(Hz + H, }/2] (2.27 ) 
and w he n H, = T, 
, 
Lp = - [(HZ- T}/q] [(K'-K"}T + (K"/2)(Hz+ T)] (2.28) 
where q = flow rate per uni t width; H" H2 = he igh ts of 
water table above impervious base; L = horizontal distance 
between H, and HZ; Lp = distance from the point of water 
table crossing the interface to HZ; .K' , K" :: hydraulic 
conductivities of the bottom and the top layer respectively; 
T = thickness of the bottom layers. 
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Figure 2.8. Underflow in two parallel horizontal layers. 
Bear (1975, p.371-372) gave a solution for the case of 
H1 < T as 
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q = (K"/2L){Hz - T) +( K'T/L){HZ - T)+(K'/2L)(T - H,) (2.29) 
Outmans (1964) analyzed general cases of hor;zontal and 
vertical multi-layers of different thicknesses and 
conductivities, which are more appropriate to dam design 
than to the study of underflow in a river bed. 
For underflow in a sloping stratified river bed, Halek 
and Svec (1979, p.118-120) derived the flow equations. In 
case of two layers, the equations are 
q = S[K"Ho+ T(K'- K")] . (2.30) 
, and 
SL/BH = Mz - Mt + 1 n [ ( MZ - 1) 1(1"" - 1)] (2.31) 
where 
= T (1 - K' IK ") - Ho (2.32 a) 
and 
Mi = [K "HL + T ( K '- K II ) ] I [K "Ho + T ( K '- K") 1 ( 2 . 3 3 b) 
for subscripts i = 1 and 2. 
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It is more difficult to calculate q from equation 
(2.30) than from equation (2.20) because the calculation of 
Hofrom equations (2.31) and (2.32) is more complicated than 
that from equation (2.21). It is much more difficult in the 
case of nonlinear groundwater flow on a sloping bed (see 
chapter 4). This is why the choice of H, being near HZ is 
very useful. In calculation of underflow q in a river bed, 
it is appropriate to choose a good bed section (straight, 
uniform, and rather homogeneous gravels) to work on. At the 
same time we can Ichoose the places where H, is near HZ to 
observe the water tables. If H, is very close to HZ, in 
case of two layers by analogy to equation (2.25) we have 
q = - [ ( K' - K II ) T + K II (Hz + H, ) /2] [( HZ - H, ) /L + S] (2.33) 
This is much easier to use than equation (2.30). 
Halek and Svec (1979, p.14l-l42) showed the derivation 
of nonlinear underflow on a horizontal impervious floor. 
Their derivation is based on an unclear assumption of a v-J 
)' 
relationship (equation 2.34) and has no theoretical support, 
so their results are not shown here. 
v = K JO'5' c 
where Kc = combined linear and nonlinear hydraulic 
conduct i vi ty. • 
(2.34) 
A more acceptable expression for this condition, 
derived by Basak (1976), is shown in section 2.3.2 which 
concerns particularly nonlinear flow through embankments. 
2.2.2 Underflow in River Bed with Surface Flow. 
For a stream bed of constant thickness and slope, with 
uniform surface flow, the linear underflow can be simply 
calculated by Darcy's law 
v = KJ ( 2. 1 ) 
and 
q = KTJ (2.36) 
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where v = flux velocity of underflow; K = hydraulic 
conductivity; J = slope of water surface; q = discharge 
per unit width; and T = thickness of river bed. 
For uniform steady flow in an open ch!nnel, the Manning 
formula is used to calculate the stream velocity as 
. & \ 
Us = C1I\R1 J / n ( 2 • 3 7 ) 
(streeter and Wylie, 1979, p.229), where Us = surface flow 
velocity (m/s); R = hydraulic radiu~ (m); J = slope of 
water surface; n = Manning roughness coefficient; and Cm = 
empirical constant equal to 1 mise 
Bovee and Cochnauer -(1977, p.14-15) related underflow 
in a river bed to surface flow by substituting J from 
equation (2.37) into equation (2.1), and obtained 
2 2 2 !. 
v = USn K/CmR~ (2.38) 
Equation(2.38) was accepted and used by Reiser and White 
(1981). 
Naturally, the Manning formula is not very accurate. 
The coef f i ci ent n var ies from bed to bed; it is not only 
dependent on bed surface roughness, but also upon the size 
and shape of channel cross section (Streeter and Wylie, 
1979, p.230), on Reynolds' number (Henderson, 1966, p.100), 
on the vertica,l and horizontal channel alignment, and on 
Froude number (Rouse, 1965). The hydraulic mean radius R is 
difficult to obtain for a natural rough bed stream with 
coarse sediment (Davies and Jaeggi, 1981, p.464). Equation 
(2.38) is, therefore, much less accurate and more 
complicated than equation (2.1). 
Vaux (1968, p.483-485) investigated underflow in a 
horizontal stream bed with constant slope of water surface 
using an electrolytic-bath analog model. He found that the 
stream lines of the underflow ar~ parallel to the bed 
surface and of equal spacings. 
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In areal situation of water flowing over a coarse 
granular bed, the surface of a stream flow is not virtually 
smooth but undulates. The undulation together with 
turbulence of the stream flow and roughness and irregularity 
of the bed surface C3Use some minor interchange between 
surface flow and underflow. From experiments by Pyper on a 
glass walled flume~'Cooper (1965, p.17-21) reported that for 
a bed of constant thickness and slope with a uniform 
streamflow, the paths of underflow are mainly parallel to 
the stream bed but some interchanges between streamflow and 
underflow occur at the small upper part of the stream bed 
profile (figure 2.9). 
~ ~~ 
Figure 2.9. Flow paths in a uniform stream bed 
(from Cooper, 1965, p.17). 
The paths of underflow below a flat bed surface were 
studied in detail by Zagni (1974) in two types of flume. 
Fo~ uniform and smooth flow, he found three zones of 
interchange between stream and underflow, i.e. the rapid 
tnterchange (primary) zone, the less rapid interchange 
(secondary) zone, and the tertiary zone (figure 2.10). 
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Figure 2.10. Three zones of underflow ina uniform bed with 
uniform flow (fromZagni, 1974, Fig 2.13). 
The rapid interchange zone takes place at the topmost 
layer of the river bed profile. Its depth is calculated 
from median grain diameter, d 50 ' and geometric standard 
deviation of grain diameter, d9 , (Zagni, 1974, p.2.43) 
Dp = 1. 6 dso / dCJ + 8. 37 ( 2 • 39 ) 
( Dp, d 50 in I1'!m). 
Zagni (1974, p.2.43) correlated the depth of the less 
rapid zone DS only to grain size dso as 
D~ = 17.6 + 3.03 d so (2.40) 
~D~, d so in mm). 
He found that both zones always occurred at the upper part 
of stream bed profiles (figure 2.10) never being deeper than 
10 cm. When the surface flow and the river bed are 
irregular then these zones tend to disappear. The findings 
of Zagni (1974) on these two upper zones are compatible with 
Cooper's (1965) report. Flows in these zones, however, are 
trivial compared to the flow in the tertiary zone, and 
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considering their tendency to disappear, they could be 
therefore disregarded in the underflow determination. 
The tertiary zone flo¥r is the main underflow. Its flow 
paths are mainly parallel to the stream bed (Cooper, 1965, 
p.21), and not depend on grain size but on hydrostatic 
pressure (Zagni, 1974, p.2.42). And ideally it should 
follow the experiment of Vaux (1968, p.484). 
If the stream flow is uniform and the stream bed is 
"regular" (constant slope and thickness, homogeneous, and 
isotropic), the underflow velocity can be calculated from 
equation (2.1) for the linear relationship case ahd from 
equation (2.2) for the nonlinear one. But mostly, river 
flows are not uniform and beds are irregular. The 
irregularity of flow paths in figure 2.9 resulted from 
nonuniform streamflow (the velocity of surface flow varied 
from 40.0 cm/s to 43.0 cm/s). The heterogeneity of the 
stream bed can cause irregular paths of underflow as shown 
in figure 2.11 fr.om the experiment of Skibitzke and Robinson 
(1963). 
Figure 2.11. Flow paths in a heterogeneous porous medium 
(from Skibitzke and Robinson, 1963). 
Stuart (1953a, p.19-20) examined ihe presence 'of 
underflow, the areas of recharge (inflow from stream to 
bed), and discharge (outflow from bed to stream)i in a trout 
spawning stream by using crystals of potassium permanganate. 
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He found that currents of underflow at usual spawning sites 
were strong, and recharges to the stream bed always occurred 
at the upward bed slope in the direction of surface flow, 
and discharges at the downward bed slope. 
Stuart (1953b, p.407-408) experimented on underflow in 
a feature similar to figure 2.13 in a flume using manometers 
and tracing dyes. He found 
(i) underflow velocity depended 'on the water surface 
gradient, 
(ii) the highest underflow velocity occurred below the 
apex of the gravel mound and the underflow velocity 
decreased towards the middle of the pool, and 
(iii) the direction of recharge through the gravel is at 
right angles to the bed surface. 
Cooper (1965, p.16-21) shows the paths of underflow in 
three types of river bed resulting from flume experiments 
with dye tracing. The first type is a bed of homogeneous 
gravel with straight bed surface but having stones 
protruding above the surface (figure 2.12). Note that the 
water surfaces in figure 2.12-2.14 are not realistic; they 
have to be some sort of curve and slope instead of flat • 
• 
For this bed type, the interchange zone is found to be 30 cm 
below the bed surface. The second and third types are 
irregular beds representing new salmon redds. Under these 
conditions, 'the surface water exchange penetrated to a depth 
of 46 cm, and some backflows were observed (figures 2.13 and 
2.14). 
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Figure 2.12. Flow paths in uniform stream bed but having 
stones protruding above the bed 
(from Cooper, 1965, p.18). 
~igure 2.13~ Flow paths under a hump of stream bed 
(from Cooper, 1965, p.19). 
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Figure 2.14. Flow paths under a trough of stream bed 
(from Cooper, 1965, p.20). 
Vaux (1968, 'p.483-486) simulated underflows in 
horizontal stream beds with three types of irregular 
streamflow surface by using an electrolytic-bath analog 
model. He found that 
( i) recharge into the stream bed occurred when the 
. 
water surface was convex (figure 2.15), 
( ii) with concave water surface, discharge from stream 
bed resulted (figure 2.16), and 
( iii) both recharge and discharge occurred in the case of 
sigmoid water surface (figure 2.17). 
These phenomena can be explained by Darcy's law (equation 
2.1), and the continuity equation, e.g. for case (i) the 
hydraulic gradient J at the upstream end is less than at the 
downstream end therefore the discharge per unit width' q in 
the stream bed upstream is less than downstream, causing the 
surface water to recharge to underflow. But Vaux (1968), by 
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transferring results from the situation of horizontal flat 
bed and curve water surface to the situation of curved 
stream bed, concluded that a concave stream bed surface 
induces discharge and a convex surface induces recharge. 
This is not a~,ways true because discharge from a streclm bed 
or recharge can occur at both a concave "surface and a convex 
one, see figures 2.13 and 2.14. These errors came from the 
fact that Vaux's (1968) conclusions were based on results 
from horizontal stream beds, not from concave and convex 
ones. 
To the writer's knowledge, at present only these four 
papers (Stuart (1953a,b), Cooper (1965), and Vaux (1968)) 
describe features of underflow on a realistic local scale in 
gravel bed rivers. They offer some valuable knowledge of 
underflow, but none of them give methods to predict the 
paths and the velocity distributions of underflow in a 
complicated situation. In this thesis, the writer offers a 
method to fulfill this requirement. However the underflow 
veloci ty can be 'measured at points by the point di lution 
method, one point at a time, as reviewed in the next 
section. 
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Figure 2.15. Flownets in horizontal stream bed with convex 
surface flow (from Vaux, 1968). 
Figure 2.16. Flownets in horizontal stream bed with. concave 
surface flow (from Vaux, 1968). 
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Figure 2.17. Flownets in horizontal stream bed with sigmoid 
surface flow (from Vaux, 1968). 
2.2.3 Point Dilution Method of Underflow Measurement. 
The principle of the point dilution method for 
underflow measurement was first reported by Kocherin (1916). 
Here a tracer is introduced into an observation borehole and 
. 
throughly mixed with the contained water. Thereafter, as 
water flows into and from the borehole, repeated 
measurements of tracer concentration are made. The 
decreasing rate of concentration is converted to the rate of 
underflow. The method was introduced to measure underflow 
in a river bed by Wickett (1954). A standpipe, with a 
" 
pointed end and a perforated section near the end, was 
driven into a river bed to a desired depth. Dye was added 
by pipette to the pipe, the water stirred and samples were 
t?ken at regular intervals. The samples were compared with 
standard concentrations to obtain dilutions from which 
underflow velocity was determined. Wickett's .(1954) method 
was virtually empirical, and he related the standard 
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concentrations to underflow velocities by means of flume 
experiments. Pollard (1955), instead of relating dye 
dilution to velocity, related dilution to hydraulic 
gradient, then velocity could be determined by Darcy's law 
if the hydraulic conductivity w~s known. TerhJne (1958) 
\ 
developed Wickett's (1954) method and prepared a chart for 
determination of underflow velocity of different hydraulic 
conductivities. The methods of Wickett (1954), Pollard 
(1955), and Terhune (1958) are simple and easy to follow but 
empirical, and restricted in that all standpipes must be 
identical to the standard. 
Although the point dilution methods as reviewed above 
are empirical, the method can be treated theoretically. The 
dilution rate of a tracer solution, which is homogeneously 
distributed in a volume V in a standpipe, is described by a 
differential equation, the solution of which gives the 
relationship 
vb = - (V/Avt) In(C/Co ) (2.41 ) 
(Halevy, et al., 1967), where Vb = velocity of flow through 
/ standpipe; V = the volume in which dilution takes place; 
AV = cross-section of V and perpendicular to the direction 
of underflow; and t = time interval between measurement of 
concentrations Co and C. In general, the velocity of flow 
through a standpipe will be the result of several component 
quantities 
(2.42 ) 
where P = a factor that takes into consideration the flow 
field distortion by the standpipe; vk = velocity caused by 
density convection; ~ = velocity caused by vertical 
currents in the standpipe; % = velocity caused by 
molecular diffusion of the tracer; and vm = velocity caused 
by the mixing device. For a standpipe of sm~ll diameter" 
(about 4 cm) used in a test in a river bed, underflow 
velocity v is much higher than the combination of the 
others, 
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(2.43) 
therefore, 
v = - (V/PAvt) In (c/eo ) (2.44) 
Ogilvi (1958) applied potential ,theory to derive a formula 
for P as 
2 -1 
P = 4 [l + (r1' /r2) + (K/Ks) ( 1- (r1 /r2) )] ( 2. 45) 
where r t and r2 = ins ide and outside radi i of the standpipe; 
Ks = hydraulic conductivity of the standpipe; and K = 
hydraulic conductivity of river bed. The hydraulic 
conductivity of standpipe, Ks, is obtained simply by 
calibration, see chapter 3 and also figures 5.12 and 5.13. 
For underflow measurement by point dilution methods, 
the hydraulic conductivity of the river bed K has to be 
known first. But if K is known, underflow velocity can be 
obtained by Darcy's law since the hydraulic gradient J can 
be measured by surveying the slope of water surface. The 
point dilution method can give only point velocity, but in 
an irregular river bed with nonuniform surface flow the 
underflow is varied (see figures 2.12-2.17). To use the 
point dilution method to determine stream lines of flow 
through a section of a river bed is time- and 
labour-consuming. The point dilution method is limited to 
the range of Darcy's flow which is not generally encountered 
in flow through gravel beds. 
2.3 NONLINEAR STEADY FLOW THROUGH EMBANKMENTS. 
None of the works on underflow in river beds have ever 
treated groundwater flow as nonlinear. This review of 
literature on nonlinear flow through embankments is 
therefore included. Here the derivation of the differential 
equation for nonlinear groundwater flow is reviewed first, 
followed by reviews of methods of solving the equation, 
namely analytical and numerical methods. The electrical 
network analogues of nonlinear groundwater flow (e.g. 
Baturic-Rubcic, 1969) are not mentioned here, because they 
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are not as simple, cheap, and convenient as numerical 
methods (Hunt, 1982, p.74~ Verruijt, 1982, p.124). 
2.3.1 Field Equations for Groundwater Flow. 
A differential equation which applies throughout a 
physical region or a field is called a "field equation" 
(Volker, 1969, p.2096). The field equation for linear 
groundwater flow will be shown first then four field 
equations for nonlinear flow will be presented. 
as 
Harr (1962, p.12) derived Darcy's law for steady flow 
= - Kx ~h/~x 
= - Kyah/ay 
(2.46 a) 
(2.46 b) 
For two-dimensional flow, equations (2.46) contain three 
unknows vx ' vy , and h. Hence one more equation must be 
added to make the system complete. That is the continuity 
equation which we can write in two dimensions as 
= 0 (2.47) 
substituting equations (2.46) into the continuity equation 
(2.47) we obtain 
( 2.48 ) 
provided that the coordinate axes coincide with the 
principal directions of the permeability tensor. For 
homogeneous and isotropic aquifers, we have 
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a h/~x +cl h/ClY = o (2.49 ) 
which is a field equation for linear groundwater flow called 
the "Laplace equation". Equation (2.47) can also be 
satisfied by defining a stream function, ~, in the following 
way 
vx _ = ~'f'/ay 
vy = - d'f'/a x 
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(2.50a) 
(2.50b) 
Kovacs (1981, p.546) derived two field equations for 
nonlinear flow. He started by rewriting equation (2.2) in 
two-dimensional form, 
- ah/ax = 
- ~h/~y = 
where 
a v)( + b Iv I vIC 
avy + b Ivl Vy 
2 2 0.5 
Ivl = [( a'f'/ax) + (i~'fI/ay) ] 
(i.5la) 
(2.5lb) 
(2.52) 
Consequently, differentiating equation (2.5la) with respect 
to y and equation (2.5lb) with respect to x then subtracting 
one from another, we have 
(a/ax) (avy + b IVI Vy} - ()/~y) (av)! + b Jvl vJ() = 0 (2.53) 
substituting vx, Vy, and Ivl from equations (2.50) and (2.52) 
into (2.53), finally we obtain 
~z'f/ax1.+ "a2'f1/al = -(b/a) [( i'l'~l+a?'i'/()y'l. )(a'f'~x)Z + 
2 O.S 2 2 Z Z (a'fl/ay) + (~ 't'/ax ) (C)'t'/"ax) + 2(;:) ~/ax~y) 
(a'fl/"ax) (alfl/ay) + (~Z't'/ay2) (~""/()y)Z) / «a'V/~x)Z + 
Z 0.5 ( a 'fI /a y)) ] (2.54) 
Again, differentiating equation (2.5la) with respect to x 
and (2.5lb) with respect to y then adding them together, we 
have 
b[Cl( Ivl Vx )/ax + 'a( IVI Vy )/ay] (2.55) 
From equations (2.50a,b) we find that the first term on 
the right hand side of equation (2.55) equals zero, then 
equation (2.55) becomes 
2 1. Z 1. 2 2. Z 
a h/~ x + Cl h/a y = b [ (a 'f' /a xiy ) ( (a 'i' /a x) - (cpf' /a y) ) 
. . 
- (~'t'/~x) (~'fI/ay) (a2'f'/~x2_ a2'f/t}yZ)] / 
2 Z 0.5 [ (alfl/Clx) + «) 't'/ay) ] (2.56) 
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The differential equations (2.54) and (2.56) are field 
equations governing nonlinear groundwater flow. These 
equations are more complicated than the Laplace equation 
(2.49). Their solution is not to be expected in a closed 
form. Equations (2.54) and ~2.56) can be solved by finite 
difference methods similar to that of aka (1969) •. The 
values of stream functions ~ throughout the problem domain 
are solved first from the difference equations that 
represent equation (2.54). Then, the values of hydraulic 
heads h can be obtained from those that represent equation 
(2.56). 
Some investigators (e.g. Volker, 1969~ Huyakorn, 1973; 
Cox, 1977) preferred not to include the stream function ~ in 
their field equation. They derived the field equation in 
the following way. 
By taking the square of equations (2.5la and b) then 
adding them together, we obtain 
2 . 2 2 2 2 (a h/a x ) + (a h/ c)y ) = (a + b I v I) (v)C + Vy ) (2.57) 
And by taking the square root of equation (2.57) we 
arrive at 
I ~ h /~ s I = (a + b I v I ) I v I (2.58) 
2 2 0.5 
where I) h/Cl sl = [(dh/~x) + ("~h/)y)] and 
2 2 0.5 
I v I = (vx + Vy ) 
(see equation 2.52). 
Solving forlvlfrom equation (2.58) we choose only the 
positive root as 
2 0.5 
Ivl = [(a/2b) + I)h/~Sl/b] a/2b ( 2.59 ) 
Also from equation (2.58), 
-1 
I v I / I Cl hi) s I = (a + b I v I ) ( 2.60 ) 
And from equation (2.51) we have, 
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~ = - ()h/ax)/(a + b IVI) 
Vy = - (~h/~y)/(a + b Ivl) 
Combining equations(2.59), (2.60), and (2.61) gives 
2 0.5 
V)C = [«(a/2t) + I~h/~s,/b) - (a/2b)] 
[(~h/~x)/I~h/~sl ] 
2 0.5 
~ = - [«(a/2b) + l~h/~sJ/b) - (a/2b)] 
[(;)h/~y)/ lah/as, ] 
(2.61a) 
(2.61b) 
(2.62a) 
(2.62b) 
substituting equations (2.62a and b) into the continuity 
eqaution (2.47) we obtain 
2 0.5 (~/dX) [( (~h/~x)/ I')h/;)sl) ((a/2b) + (l/b) I~h/~sl) -
(a/2b»] + (~/~y)[((ah/~y)/I')h/~sJ-)(((a/2b) + 
0.5 (l/b) ) I~h/~sl) - (a/2b»] = o (2.63) 
Equation (2.63) is a field equation which excludes the 
stream function 0/. It has been used to solve the problems 
of nonlinear groundwater flow by finite element techniques 
e.g, Volker (1969), McCorquodale (1970), Cox (1977), and 
Goodwill and Kalliontzis (1982). 
Another form of field equation for nonlinear flow can 
be derived by substituting Ivl from equation (2.59) into 
equation (2.61) and simplifying, giving 
2 0.5 -1 
Vx = -(ah/~x) [a/2 + [(a/2) + b I~h/asl] ] 
2 0.5 -1 
~ = -(ah/~y) [a/2 + [(a/2) + b I~h/~sl] ] 
substituting Vx and Vy from equation (2.64) into the 
continuity equation (2.47) we have 
2 0.5 -1 
(a/~x) [(ah/~x) {(a/2)+( (a /4)+b lah/asl ) } 
. 2 0.5 -1 
+ (()/()y) [(~h/ay){(a/2)+( (a /4)+b lah/asl) } 
(2.64a) 
(2.64b) 
(2.65) 
Equation (2.65) is also a field equa~ion for nonlinear flow, 
it is similar but preferable to equation (2.63). It was 
used by Volker (1975) and is used by the writer in this 
thesis with the finite difference method. We may express 
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the field equations (2.63) and (2.65) in a more compact form 
as 
(~/~x) (E ~h/~x) + (~/~y) (E ~h/-ay) = o (2.66) 
in which E has different expressions between equ~tions 
(2.63) and (2.65) as in equations (2.67) and (2.68) 
respectively 
2 0.5 
E = [( (a/2b) + I~h/~sl/b) - a/2b]/I~h/~sl 
and 
2 0.5 -1 
E = [a/2 + (a /4 + b I~h/O)sl) ] 
E is termed the "coefficient of effective hydraulic 
conductivity" (Huyakorn, 1973, p.23). 
2.3.2 Analytical Method. 
(2.67) 
(2.68) 
Notice that the field equations of nonlinear flow 
(equations 2.54, 2.56, 2.63, and 2.65) are so complicated 
that their analytical solutions are not expected (Hannoura 
and Barends, 1981,· p.47). They become amenable to solution 
only when the Dupuit assumptions are applied. Horizontal 
flow is assum~d, therefore hydraulic head h is only a 
function of horizontal distance x. From these assumptions 
and equation (2.51), we obtain 
2 
- dh/dx ~ a(q/h) + b(q/h) 
where q = discharge per unit width (= vh). 
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Figure 2.18. Definition of flow through an embankment. 
Basak (1976) solved equation (2.69) with the following 
dimensionless terms, 
x" = x/L (2.70) 
h" = h/hl ,(2.71) 
q" = aq/hz (2.72) 
c" = blat (2.73) 
According to.these terms, equation (2.69) can be changed to 
2 
-
(hz /L) (dh"/dx") = q"/h" + c" (q"/h") (2.74) 
Integrating equation (2.74) for x from 0 to L, so that 
x" from 0 to 1 and h" from h,/hz. to .1,- we obtain 
2 2 (hz/Lq ll)[(1/2)(1-h, /hz )- c"q" (l-h, /hz.) + 
2 2 
+ c" q" In[(l+c"q")/(h,/hZ+c"q")]] = -1 (2.75) 
Basak (19~~) took the positive q in the direction of 
decreasing head, therefore -Ion the right hand side of 
equation (2.75) was changed to +1. Equation (2.75) is for 
calculating the average discharge of nonlinear flow through 
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an embankment when knowing the water levels at downstream 
and upstream faces. Its results were compared to Volker's 
(1975) experiment and finite difference solution with very 
good agreement (Basak, 1976, p.440). Because equation 
(2.75) depends on the Dupuit assumptions we do not expect 
realistic flownets but a grid of horizontal stream lines and 
vertical equi-head lines. 
2.3.3 Numerical Methods. 
As stated in section 2.3.2, the problems of 
two-dimensional nonlinear flow cannot be sqlved by 
analytical methods. Numerical methods, therefore, have to 
be introduced. Numerical solution normally involves 
approximating continuous (defined at every point) partial 
differential equations with a set of discirete equations. 
The region of interest is divided in some fashion, resulting 
in an equation or set of equations for each subregion. 
These discrete equations are combined to form a sy~tem of 
algebraic equations that must be solved (Faust and Mercer, 
1980, p.395). A number of numerical techniques have been 
used for solving groundwater flow problems. The two popular 
methods, used to solve the problems of nonlinear flow 
through an embankment, are the finite element method and the 
finite differ~nce method. Note that the review here refers 
only to the case of steady flow through an embankment based 
on Forchheimer's equation (2.2). Some investigators worked 
on nonlinear seepage which is not based on Forchheimer's 
equation such as Curtis and Lawson (1967), and Wosiewicz 
(1984). Their works are not reviewed herein because their 
assumptions have no theoretical evidence. 
Volker (1969) was probably the first to solve the two 
dimensional problem of steady nonlinear flow through an 
embankment by a numerical method, follow by McCorquodale 
(1970). Their numerical technique is the finite element. 
method. This method can be summarised in three steps 
(Norrie and de Vries, 1978, p.l) as: 
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(i) The physical region of the problem is subdivided 
into subregions or "finite elements". 
(ii) The dependent variable is approximated in 
functional form over each element and hence over 
the whole domain. The parameters of this 
approximation subsequently become the unknowns of 
the problem. 
(iii) substitution of the appro~imations into the 
go~erning equations (or their equivalent) yields a 
set of equations in the unknown parameters. The 
solution of these equations yields the parameters 
and hence the approximate solution to the problem. 
surface 
Elements 
Nodes 
Floor 
o 
Figure 2.19. Flow region R and triangular element e. 
The method of Volker (1969) and McCorquodale (1970) can 
be described briefly by following the above three steps. In 
figure 2.19, the flow region R is shown and is subdivided 
into a number of triangular elements. One of the elements 
is e and its corner points are denoted by 1,2,3 (in 
arbitrary order). The dependent variable in this problem is 
hydraulic head h and can be approximated for each element by 
(2.76) 
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where at, az' and a~ are unknown parameters and do not 
relate to the corner nodes 1,2,3. For example if we know 
at , at, and a) of element e we can compute h everywhere in 
e. But normally we want the values of h at the nodes, 
therefore 
h, = a, + at x, + a, y, 
hz = a, + al Xz + a3 yz (2.77)· 
h3 = a, + a, x)+ a,y) 
The solution of equation (2.77) for the unknown values of 
at' aZ' and al gives 
a, = Ctt h, + cu. h, + c13 h, 
az' = . c21 h, + clZ hz + cn h3 (2.78) 
a) = c3l h, + c'z hz + c3~ h) 
where (Cheng, 1978, p.222) , 
Cu = ( x ZY3- x, yz. ) /2A 
Cu = (x3 y, - x, y) )/2A 
c'3 = (x t yz - Xz Y, ) /2A 
cZ.1 = (Yz. - Y3 )/2A 
Cz.z = (Y3 - y, )/2A ( 2 .79) 
Cu = (Yt - Yz. )/2A 
C31 = (xl - Xz ) /2A 
c'z = (x, - x,3) /2A 
Cu = (xz - x, )/2A 
All values of C (e.g. c f l to c.5J ) can be computed from the 
positions of nodes and the area of the element,A. By 
substituting at, at, aJ from equation (2.78) into (2.76), we 
obtain 
h = d t h, + dz hZ + d, h, (2.80) 
where 
d , = cl1 + CZt x + c 31 Y 
dz = cll + Czz x + ClZ Y (2.81) 
d3 = cll + cn x + c33 Y 
Now in equation (2.8~) the adjustable parameters are the 
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unknown heads at the nodes. In equation (2.80) the h values 
of all elements in the flow domain are the approximations to 
be substituted into the governing equations (or their 
equivalent) as in step 3 of Norrie and de Vries (1978, p.l). 
Most commonly, the governing equations (in this case 
equation 2.63) are not used directly, but an alternative 
formulation is used' which normally can be obtained by two 
different procedures, the variational technique and the 
weighted residual technique. The variational technique was 
used by many workers including Volker (1969) and 
McCorquodale (1970). The procedure is to find a functional 
that yields the governing differential equation (2.63) as 
its Euler equation and to operate with the functional itself 
to determine the solution. The variational formulation of 
nonlinear groundwater flow problems requires the 
minimization of the functional (Volker, 1969, p.2100) 
f t 2 1.5 X(h) = J [(2b/3) [(a/2b) +(l/b) IClh/-asl] 
R 
-(a/2b) I~h/~sl] dxdy (2.82) 
Therefore, the minimization of equation (2.82) is equivalent 
to the solution of the field equation (2.63) when both are 
subjected to the same boundary conditions. In other words, 
any h which gives X an extreme value (a stationary point of 
the functionaL X) is the only solution of the equation 
(2.63), provided that the problem is well posed. In element 
e we differentiate X in equation (2.82) with respect to h, , 
hz , and h~ respectively as 
e 2 0.5 
~X /~h, =JJe{[(a/2b) + (l/b)l~h/)SI.] - (a/2b)j 
(C)/~h,)( I~h/~sl) dxdy 
e 2 0.5 ~X /ahz =,/e{[(a/2b) + (l/b)lc}h/c}sl] - (a/2b)} 
(a ~hz ) ( I~h/,}Sl) dxdy 
e J 2 0.5 
ax /~h~ = 1e ( [ (a/2b) .+ (l/b) Idh/'} sl] - (a/2b)} 
R 
(d/ah~ ) ( I~h/~sl) dxdy 
(2.83) 
According to step 3 in (p. 47 ) we are now ready to 
substitute h from equation (2.80) into (2.83), then after 
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differentiating and equating to zero, 
2 - 0.5 -1 H( [(a/2b) +(l/b) lah/asl] -(a/2b)) I)h/~sl 
Rt Z 1 [ (CZ1 +C,31 ) h, + (CZl Czz. +C31 e3z. ) h! + 
= o 
2 0.5 -1 1$( [(a/2b) +(l/b) IClh/asl] -(a/2b)) IClh/~sl 
~ . 7. 1 
[( CZ1 ezz +C31 C3l )h, + (Czz +C31 )hz + 
(.CZ 3 Czz +C33 Cll )h~] dxdy = 0 (2.84) 
2 0.5-1 
Jf( [(a/2b) +(l/b) I~h/~sl] -(a/2b)) I~h/C)sl 
R~ 
The values of hand IClh/asl are assumed constant over the 
el~ment and becauseHdxdy is the area of the element, from 
equation (2.84) we obtain 
e 2 2 
B [( cZl + cli ) h, + (cZt Czz + ell c,Z ) hZ + 
(CZl Cu + Cli Cn ) h3 ] = 0 
e 2 2 
B [( cZl Cu + c)l c3Z) h, + (czz + c3z. )hz + 
( cZl Czz + c3) c37.) h3 ] = o (2.85) 
e 
B [( c Z1 cZ5 + c ll cn ) h, + (czz Czs + c3Z c3~ ) hz. + 
( C; 3 + C~~ ) h3 ] = 0 
where 
e 2 0.5 -1 
B =([(a/2b) +(l/b) I~h/asl] -(a/2b)I~h/asr J5dxdy (2.86) 
and JJdxdy is the area of the element e., Ae • Equat ion (2.85) 
can be written in a convenient form as 
t h, + (! hz + 
e h3 0 kt1 k1% k'3 = 
e h,+ (l hZ + 
e 0 (2.87) kZ1 kzz ku hl = 
e h, + e hz + 
e 0 k31 k3Z k~3 h, = 
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e e 2 2 
where e.g. ku = B (cZ1 +c)1 ) , and in matrix form as 
{ 
e e k!. } { :: } {H 1<:11 I<:t1-k~1 ~ (2.88) ku kn = k:1 k~z e kn 
, 
Equa t ion (2.88) is for the element e only, if we add ~p all 
elements we have 
k11 kit 
· · · 
kin h, 0 
kZ1 ku. 
· · · 
kzr'l hZ 0 
· · · 
. = (2.89) 
· · · 
. 
kM k\l\Z 
· · · 
knl1 hn 0 
The method of summing each element values as in equation 
(2.88) to all elements values in (2.89) is illustrated by 
Brebbia and Ferrante (1983, p.180-181). 
1 2 
+----:::::::='l elements 
3 
nodes 
5 
Figure 2.20. Finite element mesh. 
Consider the definitions in figure 2.20, the element 
matrix equations are of the forms: 
E Ierne nt I (nodes 1,4,2 traditionally in counter clockwise order) 
r:' k: .. k:. } { :: } k~t kl4 k~l = 0 ( 2 • 90 ) kl. k14 kh, 
Element 2 (nodes 3,4,1) 
{ 
z ·k~4 
k:'} r'} k3l z Z k43 k44 k41 h4 = 0 (2.91) 
2 z Z kt:~ k'4 kl1 h, 
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Element 3 (nodes 3,6,4) { . ~ k:4 } { h3 1 k:n kH J 3 h, kU k" k'4 J J S 3 h4 k4S k., k44 = o (2.92) 
Element 4 (nodes 5,6,3) 
r!' 4 k:' } un kn oi k,,, k" kn-.. oi 4 k3S k" kn = o ( 2.93 ) 
Finally, adding up all the element contributions, by nodes, 
we obtain 
I 1 
k,t +ktt f kll f k,s f I k'4+k t4 0 0 h t 
I 
kZt 
, 
kll 0 1 k, .. 0 0 hI. 
I. 0 & l • 1 3 4 J 4 hs 0 ( 2.94) k" k,,+k,,+ks) kl4+k'4 k3S' k3,+k" = 
t 2. k41 +k"f 
1 Z J k4& . k4S+kU 
1 Z J k.,+k44+k44 0 
3 
k4' h4 
0 0 
" kss 0 
4 kss .. k,S', hs 
0 0 ' .. k£,+ku k!. 
.. 
k" 
3 .. 
k"+k,, h, 
The system (2.94) comprises 6 unknowns and 6 nonlinear 
equations therefore it can be solved by the Gauss-Seidel 
method as explained in chapter 4. 
/ 
The variational technique used by Volker (1969) and 
McCorquodale (1970) is not as preferable as the weighted 
residual techniqui (Cheng, 1978, p.2l6). In the variational 
approach, the ~ariational integral (e.g. equation 2.82) is 
difficult to obtain, however it is not necessary to look for 
such an equation in the weighted residual approach. A 
variational integral exists only for self-adjoint equations 
(Norrie and De Vries, 1978, p.164-l65), while the weighted 
r~sidual technique, which is more versatile, can be applied 
also to non-self-adjoint equations. The application of the 
Galerkin method, one of the weighted residual techniques, to 
problems of steady nonlinear groundwater flow is shown in 
appendix A. The Galerkin method allows us to use also the 
preferable field equation (2.65) instead of being limited 
only to equation (2.63) as in the variational method. 
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Another well known numerical technique is the finite 
difference method. It has been applied to the problems of 
nonlinear flow through embankments by Volker (1975) for the 
reason that it enables a finer mesh of nodal points to be 
used for a given amount of comp:.Iter storage than does the 
finite element method. In the finite difference method, the 
governing differential equation is replaced by a "finite 
difference" equation written in terms of the values of the 
dependent variable (or head) at the nodal points (Bear, 
1975, p.339). This reduces a continuous boundary-value 
problem to a set of algebraic equations which can be solved 
for the values of h at the nodes by numerical means. The 
method of finite differences can be performed in three steps 
(Domenico, 1972, p.266-267) as: 
(i) A finite difference grid of nodes is superimposed 
upon the problem domain. 
(ii) Finite difference equations are developed for 
interior nodes as well as for nodes that lie upon 
or beside the boundaries. 
(iii) After an algebraic equation is obtained for each 
node, the equations are solved simultaneously to 
obtain unknown values of the dependent variable at 
all nodes. 
The method of Volker (1975) can be described following 
the above three steps. A domain of flow through an 
embankment is superimposed by a grid of nodes as in figure 
2.21. A governing equation for nonlinear groundwater flow 
is equation (2.66), 
(~/j;)x) (E Clh/~x) + (~/()y) (E ~h/ay) = o (2.66) 
in which 
2 0.5 -1 
E = [a/2 + (a /4 + blah/as/) ] (2.68) 
and 
lah/~sl = 2 2 0.5 [(ah/~x) + (~h/dy) ] (2.95) 
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Figure 2.21. A finite difference grid superimposed on 
a domain off10w through an embankment. 
From equation (2.·66) we have 
= o (2.96) 
By partial differentiation of equation (2.68) with respect 
to x, 
2 -1 2 -0.5 
~E/~x = -(bE /2) I~h/~sl [(a/2) +bJ~h/;)sl] 
2 2 2 
[('~h/~x) {d h/ax )+(ah/ay) (d h/~yax)] (2.97) 
Similarly, with respect to y, 
2 -1 2 -0.5 
~E~y = -(bE /2) I~h/~sl [(a/2) +bJ~h/dsl] 
2 2 2 
[(ah/ax){~ h/dx~Y)+(dh/~Y){d h/::>y )] (2.98) 
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By substituting equations (2.97) and (2.98) into (2.96) and 
rearranging, 
2 2 -1 . 2 -0.5 
(~ h/~x )-(bE/2) (~h/ax) I~h/~sl [(a/2) +b J~h/()sJ] 
2 2 2 
[(~h/~x) (~ h/~x ) + ('~h/ay) (~ h/~y'C)x)] + 
2 2 -1 2 -0.5 
(a h/~y ) - (bE/2 )(::ah/~y) l~h/'4)S I [( a/2) +b I~h/~s I] 
222 
[(~h/~x)(C) h/ax~y)+('C)h/ay)(~ h/~y )] = 0 (2.99) 
The governing differential equation (2.99) is to be replaced 
by a finite difference equivalent. In other words, the 
differentiation terms in equation (2.99) -e.g. ::ah/~x, ~2h/clx~ 
z ~h/dx~y, andJ~h/~sl, are replaced by the values of h of 
interrelative nodes and the distance -between nodes. Because 
the term ·;lh/ax'dy is involved in equation (2.99) we have to· 
derive the difference equation from a nine-node grid instead 
of a typical five-node grid. 
Figure 2.22. 
. 6. 
3. 
2 
• 
r-----y 
I YL I 
I 0 I 
I X I 
I I 
-L _____ J 
.5 
L 
A nine-node grid with a node spacing L. 
Consider the nine-node grid shown in figure 2.22. The 
nodes have a constant spacing L in both X and Y directions. 
The integers 0 to 8 are used as local node identification 
numbers. The dependent variable h will be represented in 
the neighbourhood of these nodes with.a polynomia+ which is 
a Taylor series expansion about node 0 (Tuma, 1979, p.104). 
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2 J, Z 
h(x,y) = hO+(()hO/~x)x +('~hO/~Y)Y +(1/2!)(~ hO/~x )X + 
Z 2 Z 2. ~ a ~-. () ho/()x~y)xy +(1/2!)(~ ho/~y )y +(1/3!)(~ ho/~x )x 
+ (1/2!)(C)2ho/~xl)()ho/~Y)xZy +(1/2!)('~ho/;~x) 
1 2. 2 3 3 3 ( C) ho /c) y ) x y + (1/ 3!)(c) h 0 /e. y) y + •••••••••• (2.100) 
By setting (x,y) equal to the coordinates of nodes 1 to 8 we 
obtain the following eight equations-
z 1. Z. h, = ho+(C}ho/ax)L +(1/2!) (() ho/e.x )L +(1/3!) 
(;)' ho /~ x3 ) L! + 0 (L4 ) 
~ z 2-hz. = ho+(()ho/e.y)L +(1/2!)(c) ho/ay )L +(1/3!) 
3 ~ 3 4 (() ho/ay )L + O(L ) 
h~ = ho-(C}ho/C}x)L +(l/2!)(()Zho /axZ )LZ -(1/3!) 
(C)3 ho /axil ) l + 0 ( L4 ) 
h. = ho-(()ho/~y)L +(1/2!)(()Zho /;)yl)LZ -(1/3!) 
~~~ho/()Y~ )L3 + O(L4 ) 
2 1. 2. 
h5 = ho+(()ho/'ax)L +(()ho/()y)L +(1/2!)(a ho/()x )L + 
• 
(2.101) 
(2.102) 
(2.103) 
(2.104) 
2 2 Z Z 2. 3 a 3 (~ ho/~x~y)L +(1/2!) (~ ho/()Y )L +(1/3!) (~ ho/ax )L + 
(1/2!) (~2ho/axZ) C()ho /()y)L3 +(1/2!) (~ho/()x) cl ho/~YZ)L~ 
(2.105) 
2. Z Z 
h6 = ho - (c) ho /a x ) L + (~ho /C) y ) L + ( 1/2! ) (a ho /~ x ) L -
('a Z ho/aX~Y)C +( 1/2!) (aZ ho/()YZ. )L2 -( 1/3!) (·l ho /)x3 )L3 + 
Z 1. 3 . 2 Z 3 (1/2!)(~ ho/()x )(~ho/()y)L -(l/2!)(~ho/ax)(a ho/ay )L 
~ . 3 . 4 
+( 1/3!) ('a ho / ay3)L + O(L ) (2.106) 
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2 Z 1. h7 = hO-(ahO/()x)L -(ahO/ay)L +(1/2!)(c) hO/ax )L + 
(~2 hO/Clxay)C +(1/2!) (~1hO/()y2 )L1. -(1/3!) (~?# hO/()X1 )L~-
z 1.! 1 1.! (1/2!)(~ hO/ax )(ahO/ay)L -(1/2!)(1hO/etx)(a hO/~y )L 
(2.107) 
z Z z he = ho+(aho/~x)L -(aho/ay)L +(1/2! )(c) ho/ax )L -
(az ho/~x)y) C + (1/2! ) (C)1 ho /ayZ ) L2 + (1/3! ) (a~ ho /()x?#) L3 -
( 1/2! ) pl ho I;} x 2 ) (~ho /ay) Ll + ( 1/2! ) (c) ho /et x) (a2 ho /;}yZ ) L?I 
(2.108) 
Subtracting equation (2.103) from (2.101), we obtain a 
finite difference analog to the first derivative as 
= 
2 
(h1 - h3) / 2 L + 0 (L ) (2.109) 
Similarly when subtracting equation (2.104) from (2.102), 
= 
2 
·(hz - h,)/ 2L + O(L ) 
To obtain a finite differnce analog to the second 
derivative, we add equation (2.101) to (2.103) then 
2 2 (h1 + h~ - 2ho )/L + O(L ) 
(2.110) 
(2.111) 
Similarly, adding equation (2.102) to (2.104) we have 
2 2 2 2 
~ ho /a y = (hI. + hi- - 2ho ) /L + 0 (L ) ( 2.112 ) 
By adding equation (2.105) to (2.107) we obtain 
2 2 2 2 
~ ho/axay = (hs + h7 - 2ho )/2L - (1/2)(~ ho/ax ) -
2 2 2 ( 1/2 ) (C) ho /a y ) + 0 (L ) ( 2.113) 
Substitute values of a2 ho /ax1. and a
2 ho /C)y2 from equations 
(2.111) and (2.112) into (2.113) and we have 
2 2 2 
~ ho/axay =(1/2L ) [h5+h7+2ho- (hi +hz +h,+h4)] + O(L) (2.114) 
Similarly, from equations (2.106) and (2.108) we obtain 
2 2 2 
a ho/ax~y =(1/2L ) [h1 +hz +h3 +h';'- (h,+ha+2ho)] + O(L) (2.115) 
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Add equations (2.114) and (2.115) together and dividing by 2 
we-obtain 
(2.116) 
Equations (2.109), (2.110), (2.111), (2.112), and (2.116) 
give numerical approximations to the derivatives of h at the 
central node O. These equations are known as second-order, 
central-difference approximations. These approximations are 
to replace the derivatives in the governing equation (2.99) 
for every internal node of the solution domain. The values 
of O(LZ ) are negligible. 
Volker (1975) applied the finite difference method only 
to simple shapes of the flow boundary, i.e. horizontal 
impervious base and vertical faces of embankment. When 
dealing with irregular boundaries, he resorted to the 
lengthier finite element method. On vertical faces of the 
embankment, the finite difference nodes can be superimposed 
on them so that the dependent variables h along these 
boundaries are already known. For the nodes on a horizontal 
impervious boundary, the values of ~h/ay are equated to zero 
and .. imaginary"- nodes a-re introduced. In figure 2.22 if 
node 0 is on the impervious boundary, nodes 7, 4, and 8 are 
imaginary nodes and their his are equal to the values of h 
at nodes 6, 2" and 5, respectively. With a free surface 
boundary, Volker (1975) used a method similar to Bouton 
(1951, p.548). 
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Phreatic surface 
x 
Figure 2.23. Condition at free surface. 
The hydraulic head h at the free surface is the height 
of the surface y, hence 
h y (2.117) 
By differentiating equation (2.117) with respect to sand 
from figure 2.23, 
~h/~s = ;,y/~s = sin 9 (2.118) 
Let ~, ~, and vx ' in figure 2.23 be velocities in s, y, 
• 
and x directions respectively, then 
Vy = Vs sin 9 (2.119) 
and from equations (2.61) and (2.119) we obtain 
-1 -1. . 
. (a + b IVI) (ah/~y) = (a + b Ivl) (ah/~s) sln8 (2.120) 
then 
~h/~y 
Similarly, 
~h/~x 
2 
= sin 9 
= sin 9 cos 9 
(2.121) 
. (2.122) 
To obtain the position of the free surface Volker (1975) 
guessed its position first then approximated the free 
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surface by a number of finite difference nodes along it. 
The boundary curve is now approximated by a nearby curve 
that passes through the nodes. The values of ~h/~x, ~h/~y 
for each node along the free surface are determined by 
ec;uations (2.122) and (2.121) respectively then substituted 
in the governing equation (2.99). For the neighbourhood 
nodes of the free surface node that lie outside the flow 
domain, their values of h are zero (Domenico, 1972, p.385). 
After solving the overall equations, -the resulting values of 
h along the free surface are checked to be equal to their 
heights above datum (equation 2.117). If this is not 
satisfied, a new free surface is tried from the last result 
and the same procedure is repeated. To solve the algebraic 
equations Volker (1975) employed the over-relaxation method 
which is similar to the Gauss-Seidel method as explained in 
chapter 4. 
The finite difference method of Volker (1975) is 
straightforward, by replacing the algebraic approximations 
of the derivatives from equations (2.109) to (2.112) and 
(2.116) into the governing partial differential equation 
(2.99). But, a finite difference approximation to a ~artial 
differential equation is often not unique. In groundwater 
flow problems, Hunt (1982, p.50) proposed a method to obtain 
a set of equations with better solution properties by first 
integrating the partial differential equation throughout the 
control volume (that is shown with a dashed line in figure 
2.22). This method is applied to the nonlinear groundwater 
flow in chapter 4. 
The finite difference method of Volker (1975) is 
obviously better than Basak's (1976) analytical 
one-direction flow method because the former method accounts 
for seepage surfaces and ,allows realistic flownets to be 
drawn. It i? also preferable to the finite element method 
of Volker (1969) and McCorquodale (1970) for it enables a 
finer grid of nodes to be used for a given amount of 
computer storage. Coding a computer programme for finite 
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element methods is substarytially more complicated, and the 
computations also require more steps than the finite 
difference method for problems defined on a regular domain 
(Cheng, 1978, p.236). Obviously, the finite difference 
method is simpler and has more advantages than the finite 
element method when dealing with simple regular domains. 
Fortunately, Hunt (1978; 1982) proposed simple methods of 
finite difference approximation of boundary conditions along 
irregular boundaries. Hunt's (1982) 'method, therefore, 
enables the finite difference method to be superior to the 
finite element method even for the case of irregular 
boundaries. The method of Hunt (1982) is modified herein to 
apply to nonlinear groundwater flow problems in Chapter 4. 
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CHAPTER 3 
DETERMINATION OF HYDRAULIC RESISTIVITIES 
When you can measure what you are speaking about and express 
It In numbers, you know something about It; but when you cannot 
measure It, when you cannot express It In numbers, your knowledge 
Is of a meager, unsatisfactory kind. 
Lord Kelvin (1824-1907) 
Seepage-flow calculations generally require, (i) a 
mathematical model and (ii) information on the numerical 
values of the parameters appearing in the model. The 
important p~rameters in nonlinear underflow models are the 
linear hydraulic resistivity a and the nonlinear hydraulic 
resistivity b. In this chapter, suitable methods of 
determination of the hydraulic resistivities a and b, for 
gravelly river beds, will be discussed • 
. 
Generally, the hydraulic resistivities, a and b, are 
determined from a permeameter experiment such as that of 
Forchheimer (1901). Subsequently, some investigators have 
tried to obtain a and b from the physical properties of the 
fluids and of the media (e.g. Kovacs J 1969; McCorquodale, 
et al., 1978; Sriboonlue and Davies, 1983). The evaluation 
methods of a and b from physical properties are not as 
accurate as the permeameter methods because the former 
depend on the results of the latter. However as stated in 
chapter 2, the results f~om the perm~ameter tests do not 
satisfactorily represent the hydraulic resistivities of the 
field condition. Only field measurement methods can give 
accurate values for the field condition. 
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The standpipe method is the most sui ta.ble field method 
for studying underflow in river beds (similar to the auger 
hole method for drainage problems and the pumping tests for 
grouncwater evaluation). This method was fin;t proposed by 
Pollard (1955), then developed by Terhune (19~8), to measure 
the hydraulic conductivity K of river beds. It is improved 
in this study to overcome many restrictions and to measure 
also the hydraulic resistivities, a and b, of stream beds. 
The objective of this chapter is to describe and 
discuss three methods of determining the hydraulic 
resistivities of river bed gravels: (i) the permeameter 
test, (ii) estimation of the resistivities from physical 
properties, and (iii) the standpipe method. This includes 
the theoretical background'and methods of measurement and 
cal cula t ion. 
3.1 PERMEAMETER TESTS. 
Among several methods for determining hydrogeologic 
parameters, the permeameter test is one of the oldest and 
the most widely used. The permeameter was the instrument 
originally used by Darcy (1856), and it helped Forchheimer 
(1901) to study nonlinear flow through porous media. 
Although the permeameter test is simple and straightforward, 
• 
it also has many pitfalls which may lead to serious error, 
however, some causes of error can be avoided as discussed 
later. The use of the permeameter test for hydraulic 
resistivities is now described. 
3.1.1 Theory of Permeameter Test for Hydraulic 
Resistivities. 
The principle of the permeameter test is to create 
one-dimensional flow of water through a sample so that a set 
of relationships of flux velocity v to hydraulic gradient J 
can be obtained. Permeameters all have some type of chamber 
with uniform cross-section to hold a sample of gravel, so 
that one-dimensional flow can be obtained. Normally, a 
63 
vertical cylindrical chamber is used; some chambers are a 
prismatic tube of rectangular cro?s section (e.g. Engelund, 
1953, p.94-95), and some are a horizontal prismatic tube 
(e .. g. Beavers and Sparrow, 1969). A typiccil permeameter is 
shewn in figure 3.1. The flux velocity v is obtained from 
measuring the flowrate Q then dividing by the cross 
sectional area A of the sample. The related hydraulic 
gradient J is obtained from dividing the head difference h 
between two manometers by the sample length L between 
manometer tappings. Then 
v = Q/A ( 3 .1) 
and 
J = h/L ( 3 .2) 
By regulating the control valve we can change the 
flowrate Q, at the same time obtaining the new related value 
of h. In this way a set of v-J relationships is produced. 
In calculation of hydraulic resistivities, a and b, 
from permeameter measurements, we require equation (2.2) 
2 
av + bv = J ( 2 • 2 ) 
Theoretically, two pairs of v and J from the measurements 
are sufficient to give the values of a and b because we need 
two equations to solve for two unknowns. Equation (2.2) can 
be written for two pairs of v and J as 
av, + bv, 
2 
= J 1 ( 3 • 3 ) 
and 
2 
avz + bvZ = Jt ( 3 • 4 ) 
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l'n flow 
"-Over flow 
h 
l 
Manometers 
L 
Sample 1 
Control valve 
Figure 3.1. Permeameter test diagram. 
By solving fqr a and b from equations (3.3) and (3.4) we 
obtain 
2 2 
a = ( J t Vz. - Jl. Vt ) / [vt vI. (vz - v, ) ] ( 3.5 ) 
and 
b = (J, vl Jz v, ) / [v, Vz ( v, - Vz ) ] (3.6) 
Statistically, it is not sa t isfactory to derive a and b 
only two pairs of v and J, for the greater the number of 
pairs the greater the accuracy. There are three methods 
from 
available to calculate a and b from permeameter test data 
namely, (i) quadratic least squares method, (ii) linear 
least squares method, and (iii) algebraic method. At first 
sight the quadratic least squares method seems best because 
equation (2.2) is a quadratic equation. Gill (1977, p.168) 
reported this method and gave 
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a = 
n 4 n n n 2 n n 2 n 3 2 [ ~ v' ~ (v:J,) - ~ v,3~ (V'I J'I)]/[ ~ vl,4~ V'I -( ~ VI' ) ] i=l li=l I I i=l li=l i=l i=l i=l ( 3. 7 ) 
and 
n n n n n n n 2 
b = [~V:12~ (v,2J'I)- ~ v,3~ (vPi)]/[ ~ vA ~ \7.2 -( ~ v,3) ] (3.8) 
i=l i=l I i=l li=l i=l I i=l I i=l I 
where n is the number of v-J relationships. 
Considering equations (3.7) and (3.8), because v~ and v 4 are 
involved in the calculation, they give more weight to the 
larger values of velocity. Hence the values of a and b 
would be affected more by slight errors in the large 
velocities than in the small velocities. Some investigators 
(e.g. Sunada, 1965; Ward, 1966), therefore, preferred a 
straight-line form of equation (2.2) as 
a + bv = J/v (2.12) 
Sunada (1965, p.23-24) presented the linear least squares 
regression as 
( 3 • 9 ) 
and 
b = (3.10) 
Equations (3.9) and (3.10) give more emphasis to the smaller 
values of velocity in an attempt to improve on the fit given 
by the method of quadratic least squares. However, Cox 
(1977, p.11-12) found that the resultant fit by the method 
of linear least squares was still poor for coarser materials 
at low velocities. Cox (1977) therefore suggested that the 
algebraic method, as in equations (3.5) and (3.6), by 
carefully choosing the most suitable two pairs of v and J 
relationships, can give the better results. By employing 
all three methods then comparing the results, the best 
results can be chosen from the least standard error. It is 
obtained from 
SE = (3.1l) 
where SE is standard error. 
66 
During a permeameter test, the temperature of the flow 
system is difficult to keep constant, see e.g. Dudgeon 
(1964, appendix 2). The variation of temperature can affect 
the calculation of hydraulic resistivities because the ~low 
velocity is aff€cted by the variation of viscosity which 
depends on temperature. Only the linear resistivity a is 
sensitive to viscosity variation, see equations (2.3) and 
(2.4). Since a is equal to 11K, from Bouwer (1978, p.43) we 
find 
a~ = ( )15/)ott) at ( 3 • 12 ) 
where subscript s is for standard or design temperature, and 
t for any temperature. From equations (2.2) and (3.12), we 
derive a formula for converting a velocity at any 
temperature, Vt' to veloci ty at standard temperature, vs ' as 
222 
vs= ([(J-bvt )/(2bvt J'ft)] JAs 
0.5 2, 
+ (Jib) J - [( J-bvt ) I (2bv·{)J(/fs!fit) (3.13) 
Because the value of b is involved in formula (3.13), it has 
to be known before we can obtain v,. Since b is not 
sensitive to temperature variation, its value can be first 
estimated from raw data of v and J relationships, the" 
formula (3.13) can then be utilised. 
A FORTRAN computer programme for calculating hydraulic 
resistivities, a and b, including temperature correction is 
in appendix B •. The programme consists of a main programme, 
two subroutines, and a function. The first subroutine is 
for computation of hydraulic resistivities, the second one 
for computation of new flux velocities at standard or design 
temperature, and the third is a function for viscosity 
calculation. The computation procedure starts with 
calculating the values of a, b, and standard errors from a 
set of raw data by the three methods. The best value of b 
is then chosen from the least standard error. Consequently, 
a set of new values of flux velocities at standard 
temperature, ~, are created by equation (3.13). From the 
new set of data, resistivities, a and b, and standard errors 
are calculated by the three methods. 
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3.1.2 Some Suggestions on Permeameter Tests. 
Permeameter tests, unless performed with care, do not 
give accurate results1 sometimes they are even less 
accurate than the results of estimation from physical 
properties (Cedergren, 1977, p.491 Kovacs, 1981, p.319). 
Three types of errors which normally accompany the tests 
have been discussed in chapter 2, namely wall effects, air 
problems, and sample handling. Here the discussions are not 
repeated but some hints from the writer's experience are 
presented. 
The wall effects can be reduced by making the diameter 
of the permeameter as large as possible. Thus we increase 
the ratio of permeameter diameter to grain diameter1 Rose 
and Rizk (1949) and Burmister (1958) respectively suggested 
10:1 and 8:1 to be satisfactory. The enlargement of 
permeameter diameter is not always possible. The reduction 
of wall effects may also be achieved by coating the inside 
wall of a permeameter with sponge sheet. The difference 
between coated and uncoated permeameters was tested in this 
study with uniform gravel d m = 0.438 cm at a standard 
temperature of flow 20°C. The results, in figure 3.2, show 
that flux velocity v can be reduced by a coated wall by 
about 3-5% which is comparable to Dudgeon's (1967, 
• p.146-147) results (5-10%) from a special permeameter with 
bigger grain sizes. 
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v (cm/s) 1.6 
Figure 3.2 Comparison between coated and uncoated 
permeameter test results. 
The air problems always occur when the water for a test 
is obtained directly from a mains water supply. The 
solubility of ~ir in water depends on temperature as well as 
pressure. Low temperature and high pressure increase the 
solubility of air in water. The water in a tap has higher 
pressure than the atmosphere; when released from the tap 
the solubility of air is decreased, and air bubbles come out 
from solution in the water. When tap water is used for a 
permeameter test, air bubbles form in the sample pores, this 
reduces flux velocity v but increases hydraulic gradient J. 
An experiment was conducted by the writer using tap water in 
the permeameter test, changes in v and J were recorded with 
time, and the results are shown in figure 3.3. Since tap 
water affects the results, it should be de-aired before 
being used. Deaeration of water may be done by spraying 
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water in a partial vacuum (Bouska, 1973). In this study, 
tap water was simply stored in room temperature and 
atmospheric pressu~e fo~ about 24 hours. The water was then 
-tes~ed in a permeameter and the air problem was observed to 
be r.egligible. 
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Figure 3.3. Effect of tap water on permeameter test results • 
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3.2 ESTIMATION OF HYDRAULIC RESISTIVITIES FROM GRAIN 
DIAMETER AND POROSITY. 
Direct estimation of hydraulic resistivities from the 
physical properties of granular media can be very useful in 
some situations e.g. in preliminary investigations of 
seepage in coarse media (Ranganadha Rao and Suresh, 1970, 
p.1734; Volker, 1971, p.349; McCorquodale and Hannoura, 
1978). Many investigators have tried to find out the best 
estimation methods and their works are summarised in KovaC5 
(1981, p.264), and Hannoura and Barends (1981, p.44-45). 
However, these methods are not so reliable especially for 
the nonlinear hydraulic resistivity b therefore further 
developments are carried out in this study. Some previous 
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work in this area has been summarised in chapter 2; the 
further developments of this study are presented herein. 
The hydraulic resistivities, a and b, of any underflow 
system depend on three factors, (i) fluid properties 
i.e. density and viscosity, (ii) proper:ies of granular 
media i.e. grain size and porosity, and (iii) Reynolds' 
numbers. Note that'Reynolds' number here is based on flux 
velocity v and characteristic diameter of gravel (see 
below). The effect of Reynolds' number on the values of a 
and b can be demonstrated as follows. In a system of flow 
through porous media, if the properties o~ the fluid and the 
porous media remain constant, but the velocity of flow and 
hydraulic gradient are increased ther~fore the type of flow 
(or Reynolds' number) will be changed from laminar to 
nonlinear laminar then to turbulent flow. The relations of 
flux velocity v to hydraulic gradient J can be expressed 
according to flow types as: 
Darcy laminar flow (Re < 10) 
= 
nonlinear laminar flow (1000 > Re >1) 
2 
Jz = apz + bpz 
and turbulent flow (Re > 1000) 
2 
J~ -, ~v?> 
(3.14 ) 
(3.15) 
(3.16) 
Note that the boundary value of Re between Darcy laminar 
flow and nonlinear laminar flow is not fixed but varies 
between 1 and 12 (Harr, 1962, p.7); and nonlinear laminar 
flow can be divided into two zones at. Re about 100, the 
values of a and b in these two zones being different 
(Kovacs, 1981, p.256). According to equations (3.14) (3.15) 
and (3.16), the values of a and b are not constant; a 
increases while b decreases with increasing Re. The value 
of b is negligible in laminar flow, a~ is a in turbulent 
flow. However, as K (or a) is assumed constant in the case 
of Darcian flow, a and b also remain essentially constant 
over a range of Reynolds' numbers in the nonlinear regime 
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(Volker, 1969, p.2094; Cox, 1977, p.58). 
Apart from Re, the values of a and b vary with the type 
and properties of fluid and media. Throughout this study, 
the fluid is fresh water and the medium is river gravel, 
hence only these two materials are considered. From 
equations(2.3) (2.4) and (2.5), we obtain 
and 
2 
a = ~/(fgCd ) (3.17) 
b 
0.5 
= c/(gdC ) (3.18) 
The value of a depends on water and gravel properties while 
b seems to depend on gravel properties alone. The values of 
~and p for water can be read from tables in many fluid 
mechanics texts e.g. Streeter and Wylie (1979, p.534). The 
remaining parameters are properties of the river gravels (d, 
c,andC). 
Various characteristic diameters have been reported by 
many workers for representing d in equations (3.17) and 
(3 .1S). One of the most popular is d 10 proposed by Hazen 
for use with finer particles e.g. silt and sand (Freeze and 
, 
Cherry, 1979, p.350). With coarser grains, several workers 
such as Zagni (1974), and Harleman, et al.(1963) prefer to 
use d SO • By using d tO or d50' the distribution of grain 
sizes is not ~aken into account; some investigators, 
therefore, use average (or mean) diameter. Kozeny (1953) 
proposed a rather complicated method for averaging grain 
diameter; see also Kovac~(19S1, p.44-45). The 
characteristic diameter that is used in this thesis is 
obtained simply by averaging directly from the results of 
sieve analysis. Grain size distribution is also included 
but it is not necessary to have recourse to a graph of grain 
size distribution as in Kozeny's (1953) method. The mean 
diameter dm in this study is calculated by 
= (3.19) 
where Wt = total sample weight; Wt = weight of sample 
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retained on each sieve; dt = mean of sieve sizes for each 
fract ion Wi • 
The determination of C has been studied more 
extensively than c because C relates to K (which is more 
frequently used than a and b) but c does not. Two formu:.ae 
have been referred to in chapter 2, the first one from 
Kozeny (1927) and Carman (1936) as 
32-
C = (l/180)(f /(1-f) ) 
where f is porosity of gravels. 
( 2 • 6 ) 
Rumer (1969, p.96-97) derived another formula for C and 
obtained 
C 
2 
= (~/m) (f / (1- f ) ) ( 2. 7 ) 
where A is a proportionality constant relating particle 
volume to equivalent diameter; m is a constant depending on 
the physical properties of the particle. 
Since we are concerned only with fresh water flowing through 
stream gravels, and for the present assume that ~ and m of 
gravels are quite constant, we can derive their values by 
experiments. 
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2.0 
In the experiments, a standard Darcy-type permeameter 
was used, with inside diameter 43.6 mm, vertical distance 
between manometer tappings 200 mm, and sample length 295 mm. 
The gravels comprised five closely-graded samples of 
different diameters, and five widely-graded samples of 
similar mean diameters; the ranges of mean diameter d m and 
standard deviation.d were chosen to be as wide as possible 
with the available apparatus, i.e. 
and 
3.4 mm < 
0.38 < 
d m . < 10.4 
d < 3.12 
mm . 
The wall effect and air bubble effect are overcome by 
methods explained in section 3.1. The raw data-of the 
experiment are the relationships of hydraulic gradient and 
flux velocity, and also temperature of flow'(see appendix-
C). The raw data were converted to refined data at constant 
temperature 20°C, as in figures 3.4 and 3.5, then the values 
of a and b were calculated, by computer programme (appendix 
B) • 
Table 3.1. Some ~roperties of gravel samples. 
Mean Standard Drainable Linear Nonlinear Intrinsic Coefficient Constant 
diameter deviation, porosity, hydraulic hydraulic permeability, C 
d m (mm) a r resistivity, resistivity, k, (Cm2) 
a, (stcm) h, (s2tcm2) 
Closely-graded gravels 
3.4 0.60 0.384 0.0957 0.0674 1.07 X 10-4 9.26 X 10-4 
4.4 0.38 • 0.375 0.0698 0.0634 1.47 X 10-4 7.65 X 10-4 
5.4 0.62 0.377 0.0492 0.0466 2.08 X 10-4 7.20 X 10-4 
8.8 0.77 0.395 0.0148 0.0259 6.90 X 10-4 8.98 X 10-4 
10.4 0.84 0.400 0.0087 0.0160 11.82 X 10-4 11 .. 00 X 10-4 
Widely-graded gravels 
6.7 1.82 0.353 0.0437 0.0471 2.35 X 10-4 5.29 X 10-4 
6.4 2.13 0.351 0.0491 0.0455 2.08 X 10-4 5.15 X 10-4 
6.8 2.63 0.347 0.0513 0.0490 2.00 X 10-4 4.32 X 10-4 
6.4 2.95 0.337 0.0768 0.0734 1.33 X 10-4 3.24 X 10-4 
6.8 3.12 0.336 0.0836 0.0888 1.23 X 10-4 2.66 X 10-4 
For each sample, the value of C was obtained from equation 
(3.17) as shown in table 3.1 together with its other. 
prope rt ies. To obta in a cons tan t va lue of 1\ 1m, the 
relations of C and fZ/(l-f) were plotted as in figure 3.6. 
From linear regression we obtain 
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C. 
0.0208 
0.0208 
0.0177 
0.0200 
0.0179 
0.0163 
0.0146 
0.0141 
0.0150 
0.0157 
c = 
-4 ·2 
10 [76.63 f /(l-f) - 9.81] (3.20) 
Equation(3.20), strictly speaking, is valid in the range of 
experimental samples, 3.4(, d m (10.4 mm and 0.336( f < 
0.400; outside of this range we should deperui on equstion 
(2.6). Since the porosities of ciean gr~vels lie within th~ 
range 0.3 to 0.4 (Walton, 1970, p.33), equation (3.20) may 
.. 
apply to such gravels generally. Unfortunately, the 
available permeameter is not large enough to deal with 
gravels larger than 1 cm in diameter therefore equation 
(3.20) should be applied to gravels of mean diameter less 
However, the applicability of equation (3.20) can be 
tested with the experimental results of several other 
investigators and including other materials of smooth 
surface with rather spherical shape which are similar to 
river gravels. These experimental C-values (see table 3.2), 
the values from formula (3.20), and those from Kozeny's 
formula (2.6) are compared in figure 3.7. The values of C 
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Table 3.2. 
Investigators 
Comparisons of C and c from formulae (3.20) and (3.34) respectively 
to various experimental results. 
Media Mean diam. Average 'C x 104 ex 104 c c 
(em) Porosity (Experiment) 'Equation (3.20 (Experiment) Equation (3.34) 
Gupte t Spherical glass beads 0.068 0.640 163.486 77.378 0.191 0.193 
" " 0.068 0.612 120.668 64.162 0.200 0.212 
" " 0.068 0.566 76.212 46.754 0.265 0.249 
" " 0.068 0.501 50.055 28.736 0.290 ·0.317 
" " 0.068 0.480 30.033 24.143 0.387 0.34"6 
" " 0.068 0.436 19.252 16.018· 0.387 0.425 
" " 0.068 0.409 12.962 11.880 0.489 0.493 
" " 
0.068 0.366 7.553 6.381 0.530 0.673 
R'l.nj;(anadha Rao River gravels .0.101-0.286 0.418 6.352 13.220 0.621 0.468 
&Suresh (1970) II 0.101-0.550 0.368 4.650 6.610 0.626 0.661 
Dudgeon (H) 64) " 0.26- 11. 38 0.368 1.930 6.610 0.758 0.616 
" Marbles 1.60-2.90 0.380 5.770 8.037 0.424 0.600 
; Zagni. (1974) Lead shot & steel balls 0.20-1.7(} 0.385 4.661 8.659 0.653 0.578 
Raimondi, et ale * 
-
0.0115 0.33 8.889 2.645 
Banks. et al. * - 0.546 0.33 6.125 _ 2.645 
Beaver, et al. (1973) Glass spheres 0.3 0.368 6.456 6.610 
" 
II. 0.6 0.370 4.361 6.842 
Virto. et ale (1981) Sty1"Opor- P balls lJ.2603 0.35 6.863 4.632 
Harleman. et ale * Spherical glass 0.14-0.20 0.37 6.54 6.842 
beads 
Schneebpl~ ~~ Spheres 2.7 0.39 8.409 9.297 
Ward (l964) 
- -
0.442 0.55 0.412 
Linquist (1965) Lead shot 0.105-0.492 0.383 0.566 0.586 
Shwartz. et al. (1969) Polyethylene particles O. 008- O. 094 0.6_ 0.26 0.221 
+ Reported by Macdonald !!.. aI. (1979) 
* ·Reported by Rumer (1969) 
** Reported by Davis and DeWiest (1966) 
from the Kozeny formula (2.6) and the Rumer formula (3.20) 
of this study show good agreement in the porosity range of 
0.35 to 0.6. When both formulae are compared to the 
experimental results, the formula (3.20) gives favorable 
results up to porosity 0.5, above the upfer limit of gravel 
porosity of 0.4. Formula (3.20), therefore, can be used to 
calculate C from t~e porosity of river gravels in the range 
of 0.34 to 0.5 and mean diameter 3.4 to 10.4 mm with 
confidence. Once C is obtainable, a'can be determined from 
equation (3.17). But this is not the case for b for which 
another parameter c is required; see equation (3.18). 
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Figure 3.7. Comparison of C-values from formulae (2.6) and 
(3.20) to experimental results. 
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Figure 3.8. Balancing forces of flow through a porou~ medium. 
To obtain a formula for c, we have to derive the 
Forchhe imer equa tion (2.2). In a volume element of flow 
through a porous medium, figure 3.8, balancing the pressure, 
body, and resistance forces gives 
pfdA - [p + (dp/dL)dL]fdA = PgfdAdL(dz/dL) + FI (3.21) 
where p = pressure; dA = cross-sectional area of the 
element; dL = el~ment length; dz = vertical distance; and 
FI = resistance force. If the hydraulic head h is defined 
by 
h = p/(pg) + z (3.22) 
• 
then with p and g assumed constant, equation(3.21) can be 
simplified to 
Fi/(pgfdAdL) = - dh/dL (3.23) 
The drag equation for flow past a single particle can be 
written as 
FI 
P = 
2 
0/2) Co U f Ap (3.24) 
where Fp = resistance force of a single particle; CD = drag 
coefficient; U = fluid velocity; and Ap = frontal 
project'ed area of particle. For .flow past a particle, just 
beyond the valid range of Stokes' Law where inertia can no 
longer be neglected, Bear (1975, p.167-168) shows that 
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= 
2 ( 2md /Ap) (l/Re + cz) (3.25) 
where Re = Reynolds number; and Cz = a constant including 
the effect of surrounding particles (for a sphere in an 
infinite flllid Cz = 0.1875). 
By substituting Cp from equation(3.25) into (3.24) we 
obtain 
F' p = 
2 2 
md U (l/Re + c z ) (3.26) 
The resultant force F' exerted by all particles N in the 
element is NFp. The number of particles N is calculated 
from 
N = 
3 (l-f)dAdL/(l\d) 
Hence, from equation (3.26) 
2 
F I = (mU f /I\d) (l-f) (l/Re + Cz ) dAdL (3.28) 
Then, substituting F' into (3.23), replacing Re by Udf/~ and 
U by v/f, we obtain 
2 2 
(m/i\) [(1-f)/f ] (v /gd) [Cjf/fdv)+(c,/f)] = - dh/dL (3.29) 
The quantity (A/m) [fZ/(l-f)] is replaced by C (equation 
2. 7 ) , likewise, Cz /f is replaced by c, giving 
2 )v '+ 2 Cj4/pgCd (c,/gCd)v = -dh/dL = J (3.30) 
2 
and using equation ( 2 • 5 ) (K=Cd 
0.5 0.5 2 
V4/pgk) v + [c,/(gC k ) ] v = J (3.31) 
By comparing equation(3.31) to ( 2 • 2 ) and ( 2. 4 ) we have 
0.5 
c = c,/ C (3.32) 
It is thought that c, may be constant for river gravels in 
general; therefore the same experimental results, which 
were used for analyses of C and A/m (appendix C) can be used 
for calculating c,. The values of c, are shown in table 
3.1. The standard deviation of Ct from the mean value is 
small (7% for closely graded and 5% for widely graded 
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gravels); therefore it may be assumed constant for clean 
river gravels within the experimental range of this study at 
c, = 0.017 ± 0.002 
From equation(3.32), we obtain a formula for c as 
0.5 
(3.33) 
c = 0.017/C (3.34) 
The values of c from formula (3.34) are compared with 
Joseph's formula (2.10) and with several experimental 
results in figure 3.9 and in table 3.2. In figure 3.9, the 
C values in formula (3.34) were determined from equation 
(3.20) although those from equation (2.6) do not make much 
difference to c-values. The comparison in figure 3.9 shows 
that the formula (3.34) from this study gives good agreement 
with the experimental results and is better than Joseph's 
formula(2.l0). Therefore; c can be dete~mined for stream 
gravels in general from equation (3.34). From equation 
(3.34), we can simplify equation (3.18) to 
b 0.017/(gdC) (3.35) 
which shows that the constant 0.017 is actually the constant 
C1 of Sunada (Bear, 1975, p.179). 
The hydraulic resistivities, a and b, can now be 
evaluated from mean diameter dm and porosity f of gravels 
and physical properties of water, using equations (3.20) or 
(2.6) to get C first, then applying equation (3.17) for a 
and (3.35) for b. 
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Figure 3.9. Comparison of c-values from formulae (2.10) 
and (3.34) to experimental results. 
3.3 STANDPIPE METHOD • 
. 
In general, when permeameter tests are carefully 
performed, their results are more reliable than the results 
of the interpretation from physical properties of grains 
(Cedergren, 1977, p.49). But no matter how carefully 
laboratory permeameter tests are mad~, they represent only 
minute volumes of gravel at individual points in large 
masses. And to obtain undisturbed samples of loose river 
gravels is very difficult and complicated (Baton, 1974; 
Walkotten, 1978). Nevertheless, in important projects it is 
often advisable to require f~eld tests that measure the 
resistivitfes of large masses of gravels in place 
(Cedergren, 1977, p.53; Cox, 1977, p.135). As discussed in 
chapter 2 the most suitable field method for measuring 
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gravel constants in river beds is the standpipe method. 
3.3.1 Analysis of Standpipe Method. 
A standpipe is a length of pipe which is point~d at on~ 
end and has a perforated secti6n near the pointed end. The 
standpipe is driven into a stream bed to a desired depth 
(figure 3.12) to measure the hydraulic resistivities of the 
surrounding volume. The standpipe method is similar to 
other field methods, ~.g. pumping tests and auger hole 
methods, in which two types of information are needed, 
namely· aquifer disturbance (pumping rate). and response 
(drawdown in standpipe) (Bear, 1979, p.463-464). From this 
information (pumping rate Q and drawdown s in standpipe), we 
may be able to evaluate the values of hydraulic 
resistivities of the river bed. However, the evaluation is 
not easy because flow to a standpipe is neither horizontal 
nor hemispherical, and above all it can be nonlinear. 
Before presenting the determination of a and b from a set of 
Q-s relationships~ a method of finite difference for solving 
axisymmetrical flow through porous media has to be derived. 
z 
T 
z 
~--~~--------y 
x 
Figure 3.10. A relationship of cartesian and cylindrical 
coordinates. 
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A relationship between cartesian and cylindrical 
coordinates is shown in figure 3.10. For_2-dimensional 
axisymmetrical flow, the velocity vector v can be written as 
= (3.36 ) 
where vr and v% are magnitudes of velocity in the rand z 
directions respectively; ~r and ~z are unit vectors in the 
rand z directions respectively. From equation(3.36) we 
obtain a continuity equation as 
div v = (l/r) [~(rvr" )/~r] + av;z/~z = o (3.37) 
Expressions fO,r vr and Vz can be obtained by analogy to 
equation(2.64) as 
vr = - (ah/ar) [a/2 + [( a/2 ) 2 + 
0.5 -1 
b /~h/ClSI ] ] (3.38a) 
2 0.5 -1 
Vz = -(ah/~z) [a/2 + [ ( a/2 ) + b /c.h/ClSI ] ] (3.38b) 
where 
2 2 0.5 
I~h/c.sl = [(Clh/Clr) + (Clh/~z ) ] (3.39 ) 
By substituting vr . and Vz. from equations (3.38a) and (3.38b) 
into (3.37) and simplifying, 
(l/r)( ~/Clr)( rE ~h/Clr) + (;}/Cl z )( EClh/Cl z ) = 0 
where E is the same as in equation (2.68), 
2 0.5 -1 
E = [a/2 + (a /4 + bl)h/ClSI) ] 
(3.40) 
( 3 • 41) 
Equation (3.4Q) is a field equation for nonlinear 
axisymmetrical flow similar to equation (2.66) for plane 
flow. 
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Figure 3.11. Control volum~ for axisymmetrical flow. 
For the conventional finite difference method, equation 
(3.40) is expanded then each differential term is 
sUbstituted by its finite difference expression 
(e.g. Trollope, et ale, 1971, p.6~ Volker, 1975, p.54-55) • 
. 
The conventidnal method for 2-dimensional plane flow is 
discussed in chapter 2. However, a simpler method can be 
obtained in a manner similar to Hunt (1982, p.50-51). By 
integrating equation (3.37) throughout the control volume 
(dashed line in figure 3.11), we have 
J div v dA 
A 
= o 
where A is the area of the control volume. 
(3.42) 
From the divergence theorem of Gauss (e.g. Tuma, 1979, 
p.146), we change equ.ation (3.42~ to 
s v. en dL" = o (3.43) 
8 
where B is the boundary of the control volume; ..... . en IS a un i t 
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vector normal to the boundary; and L" is the boundary 
length. 
By writing a finite difference form of equation (3.43) for 
the control volume in figure 3.11, we have 
(21rr6zvr6_1 - (21frAzVI" 1-0+ (211'rArv:z; 6-2- (211'r6rvz !-o= 0 (3.44) 
By giving 
AZ = oAr = L (3.45) 
from equation (3.44) we obtain 
(rvr )- (rvr ) + rO [ (v.,,) - (v.,,) ] 0-1 3-0 0-2 4-0 = 0 (3.46) 
By combining equations (3.38a), (3.38b), (3.41) and (3.46) 
we have 
(rE'C)h/ar) -(rEah/ili-) +ro [(Eah/az) -(Eah/az) ] = 0 (3.47) 
0-1 3-0 . 0-2 4-0 
and, 
0.5 ( rf E1 + ro Eo ) (h1 - ho ) /L - 0.5 ( ro Eo + rl E~ ) 
(ho - h3 ) /L +ro [0. 5 ( Ez + Eo ) (h1 - ho ) /L 
- O. 5 ( Eo + E4 ) (ho - h4 ) /L] = 0 
or 
(l/ro ) (r, Et +ro Eo )h1 + (l/ro) (r) E, + ro Eo )h~ 
+ (Ez + Eo) hl + (Eo\. + Eo) h4 - [( l/ro ) (r1 E1 + ro Eo ) 
(3.48)-
+ (l/rO)(rlE,+ roEo) + (E1 + Eo) + (E4 + Eo)] ho = 0 (3.49) 
Equation ( 3.49 ) can be written in a form 
At h j + A2 hz + Alh3 + A4 h4 - Aoho = 0 (3.50) 
where 
At = (l/ro ) (rt Et + ro Eo ) (3.51) 
AI. = El + Eo (3.52 ) 
A,3 = (l/ro ) (r, E~ + ro Eo ) (3.53 ) 
A4 = E4 + Eo (3.54) 
AO = At + At + A3+ A4 (3.55) 
and 
( 2 2 2 .5 .5)-1 Eo= a/2 +[a /4 +(b/~) «h f - h l ) ,+ (hz - h4 ) )] (3.56) 
Equation (3.50) is a finite difference expression for each 
internal node 0 which forms a five-node grid (a boundary 
node does not form a five-node grid, see chapter 4.). For 
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each internal node 0, if we know Eo to E4 we can obtain Ao 
to A4' and then the expression (3.50) is ready to be solved. 
Since equation (3.50) is nonlinear, E is a function of 
piezometric head h as in equation (3.56), therefore the 
E-value for each node has to be lcnown before equa t ion (3.50) 
can be solved. The Gauss-Seidel iteration method (for 
details see chapter 4) is used for solving expression (3.50) 
therefore the initial value of h for every node is needed. 
In solving nonlinear finite differ~nce equations by the 
Gauss-Seidel method (or modified Gauss-Seidel e.g. 
over-relaxation), it is often advisable to solve first the 
linear flow equations with assumed homogeneous and isotropic 
material throughout the problem domain (Volker, 1975, p.57). 
For linear axisymmetrical underflow, 
A, h, + 
where 
A1 
At 
A3 
AO 
Azhz + A)hl + A4~- Aoho 
= (l/ro ) (r, + ro ) 
= A4 = 2 
= (l/ro )( r3 + ro ) 
= A1 + A1.+ A!+ A4 
= 0 (3.57) 
(3.58) 
(3.59) 
(3.60) 
(3.61) 
To save computer time we should solve the linear flow 
equation (3.57) first, then use its results as the initial 
values for solving the nonlinear equation (3.50). A 
computer programme is written in FORTRAN to solve for 
piezometric heads h of axis ymmetrica 1 flow (appendix D). 
The programme comprises two parts, the linear flow solution 
and the nonlinear flow solution. Firstly, the flow system 
is assumed linear then equation (3.57) is solved for every 
node with the initial value of h=O. Subsequently, the 
equation (3.50) of the nonlinear flow system is solved using 
the linear flow solution as the initial h-values. 
Having derived the method of solving the piezometric 
head distributions ofaxisym~etrical nonlinear flow, we now 
investigate the determination of hydraulic resistivities 
from the standpipe method. By knowing the dimensions of the 
standpipe, "aquifer constants (e.g. hydraulic resistivities 
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a and b for nonlinear flow), and drawdown s, we can 
calculate piezometric head distributions (~sing the computer 
programme in appendix 0). From the head distributions, we 
can draw flownets, then determine the flowrate to the 
standpipe, which equals the pumping rate Q. This can be 
demonstrated by an example as follows. 
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Figure 3.12. An example of flow to standpipe 
,( dimensions in cm). 
A standpipe, of dimensions shown in figure 3.12, is 
driven into a stream bed to the impervious layer. The 
stream bed material is assumed homogeneous and isotropic, 
and the bed is horizontal with constant thickness of 32 cm. 
The water in the standpipe is pumped out at a constant rate 
so that the drawdown in the pipe is observed at 4 cm. The 
constant values of the stream bed hydraulic resistivities 
are a = 3.5 s/cm and b = 2.5 sZ/cmZ. The head loss of flow 
through the. standpipe p,erforated wall is negligible. The 
pumping rate Q is required. 
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Firstly, we have to compute the piezometric head 
distributions in the aquifer around the standpipe by the 
finite difference method using the programme in appendix D. 
A finite difference grid is superimposed upon the problem 
domain as in figu.:-e 3.12. The grid density is chosen to 
give sufficient precision and a convenient number of points 
for computation. The boundary nodes are assigned from node 
number 1 to 40, and the interior nodes from 41 to 117. The 
radius of act ive flow is assumed to be wi thin 1. 5 times the 
aquifer thickness which is 48 cm in this case and is 
compatible with 30 cm in the auger hole method (Smedema and 
Rycroft 1983, p.346). By using the finite difference method 
and solving the situation in figure 3.12, we obtain the 
solution of the h-distribution for linear flow conditions 
. Z/ 1 . and nonlInear flow for a = 3.5 s/cm, b = 2.5 s cm, In 
appendix D. From this solution we can plot flownets of flow 
to the standpipe by plotting equi-head lines, then stream 
lines which are normal to equi-head lines (figure 3.13). 
Note that by using. a computer to plot flownets, one can save 
a lot of time. From the flownets, we can calculate the rate 
o£ flow to the standpipe. This is done by choosing a 
sMitable equi-head line then working out the flowrate across 
t~is line, in this example we choose the line of h = 3.7 cm 
(~ashed line in figure 3.13). In a flownet portion 1: Sf = 
• 4.1 cm, Bf = 2.5 cm, and radius from centre of pipe to 
mid-point of the portion, r = 3.95 cm. Therefore, the 
hydraulic gradient J can be computed by 
J = ~h/Bf = 0.1/2.5 = 0.04 
The flux velocity v across portion 1 is 
2 0.5 
v = [(a/2b) + (J/b)] - a/2b 
2 0.5 
= ([3.5/(2x2.5)] + (0.04/2.5)) - 3.5/(2x2.5) 
= 0.01134 cm/s. 
The area of h = 3.7 cm at the portiori 1 is obtai~ed from 
A = 2 f)'rS,f = 211' x 3.95 x 4.1 = 101. 7562 cm 
Thherefore the flow across the area of h = 3.7 cm at the 
port ion 1 is 
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Q = Av = 101.7562 x 0.01134 
= 1.1539 em' /s. 
The calculations of flow across all portions are shown in 
table 3~3. We find that the total flowrate across the 
surface of h = 3.7 em is 19.20 cml/s and by tAe conservation 
of volume we also obtain the pumping rate Q at 19.20 eml/s. 
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Figure 3.13. Flownets of groundwater flow to standpipe. 
Table 3.3. Calculation of flowrate crossing line h=3~7 em 
(A h = O. 1 em, a = 3. 5 s / em , b = 2. 5 s Z / em') • 
Port ion Sf r BJ 
( em) ( em ) ( em ) 
1 4.10 3.95 2.50 
2 4.40 8.10 2.65 
3 4.55 11.85 2.90 
4 5.10 15.20 3.45 
5 5.65 17.25 4.45 
6 7.40 l7.~5 5.35 
J v 
(cm/s) 
.040 .0113 
.038 .0107 
.034 .0098 
.029 .0082 
.022 .0064 
.019 .0053 
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101.8 
223.9 
338.8 
487.1 
612.4 
829.9 
Q 
(em! /s) 
1.15 
2.40 
3.31 
4.01 
3.91 
4.42 
3.3.2 Calculation of Hydraulic Constants from Standpipe 
Test Data. 
We know how to calculate the pumping rate Q from 
aquifer parameters and drawdown s in the pipe. Now, knowing 
Q and s, we wish to deter~i~e the values of hydraulic 
resistivities a and b which are aquif~r parameters. This 
can be done by a trial and. error method. We try the values 
of a and b with the known s until Q from the computation 
equals Q-measurement. Since we have ·two unknowns a and b, 
we need at least two s-Q pairs. Instead of a trial with 
just two points which is rough, however we need a set of at 
least four s-Q relationships. - A procedure for determination 
of a and b from s-Q relationships is now outlined. 
Firstly, the relationship of s with Q from field data 
is plotted on a normal scale (cf. figure 3.14). If the line 
of the relationship is linear, the flow of the test is in 
the Darcy range with K as the necessary aquifer constant. 
The method of interpreting K from the standpipe data is 
straightforward. But if the line of the relationship is 
curved, the flow approaches the nonlinear range (normally at 
large values of sand Q), with a and bas the necessary 
aquifer constants. The method of estimating a and b is by 
trial and error, which is more complicated than the 
evaluation of~. Because a is a reciprocal of K, it is 
helpful in the nonlinear flow case to determine the K-value 
first then use it as a guide for the a-value. The 
relationship between K and a can pe written as 
a = l/(GK) (3.62) 
where G is a factor, for linear flow G = 1, for nonlinear 
conditions the G value varies (about 1.07 from Engelund, 
1953, p.17; 1.26 from Volker, 1975, p.58). 
By knowing the dimensions and depth of the standpipe 
and the thickness of the aquifer (e.g~ figure 3.12), with 
drawdown s = 1 cm we can compute the h-distribution of 
linear flow in the aquifer by the finite difference method. 
After drawing a flownet diagram from the h-distribution 
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(cf. figure 3.13), we can calculate the pumping rate for K = 
1 cm/s. This may be called a "specific pumping rate" 
because it derives from the condition of s = 1 cm and K = 
1 cm/s. The specific pumping rate I has units of length. A 
convenient point at which to work out K is about the mij 
point of the data set, say at s~-Q~. At drawdown s~ and 
K=l cm/s, we obtain. the pumping rate by multiplying the 
specific pumping rate with the drawdown. Therefore, the 
K-value of the system can be obtained from 
K = Q ... /(sMI) (3.63) 
where I is the specific pumping rate. 
Equation (3.63) shows that K for a part of a river bed can 
be obtained easily from standpipe test data if the specific 
pumping rate I is known. For each standpipe, the value of 
specific pumping rate can be prepared for general use with a 
particular thickness of river bed and depth of standpipe in 
the bed. In the situation in figure 3.12, for example, the 
I-value is 18 cm. 
For nonlinear relationships, two coefficients, a and b, 
·have to be worked out by trial and error. However,the value 
of a can be pre-estimated from K by equation(3.62). 
Similarly, we may approximate the value of b from a by using 
an equation proposed by Cox (1977, p.151), 
, 0.75 
b = 0.5 a (3.64) 
where the units of a and bare s/cm and sl/cmZ respectively. 
From the rough values of a and b, we can compute 
h-distributions favourably at a large value of drawdown, 
draw a flownet, then calculate the pumping rate Q. If the 
calculated Q does not match the measurement data we have to 
try new values of a or b (6r both). Generally, the values 
of a do not differ much from the pre-estimated value in 
equation (3.62), while the b-values can markedly deviate 
from that in equation (3.64) but are still of the same order 
of magnitude. Note that the higher the values of 
resistivities, a and b, the lower the value of Q. When the 
calculated Q for the large value of drawdown matches the 
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measurement, then we should check with the small and 
intermediate drawdowns that the chosen values of a and b 
match the data in these ranges. 
The drawdown s in fractice includes not only aquifer 
head loss but also standpipe head loss •. We need to use only 
the former for interpreting the aquifer parameters. 
Therefore, the relationship between pipe head loss sp and 
pumping rate Q has to be calibrated first in a laboratory 
(e.g. figures 5.12 and 5.13). Then we can determine the 
drawdown s caused by the aquifer from the total drawdown St 
at any pumping rate by 
s = St - s p ( 3 • 6 5 ) 
where s is drawdown caused by aquifer only; sp drawdown 
caused by standpipe; and St total drawdown in standpipe. 
An example of determining hydraulic constants from the 
data of a standpipe test follows. A set of s-Q 
relationships from a standpipe test on a gravel bar of the 
Waimakariri river bed near Bealey, New Zealand, is shown in 
figure 3.14. The features and dimensions of the test are 
the same as in figure 3.12, therefore the specific pumping 
, 
rate I is 18 cm. From the test data in figure 3.14, 
choosing sm = 4 cm we obtain Qm = 28 cm~/s, hence from 
equation(3.63) the hydraulic conductivitiy is 
K = 28/(4 x 18) = 0.39 cm/s 
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Figure 3.14. The relationship of s-Q from a standpipe test 
on ·the Waimakariri river bed. 
With the K-value of 0.39 cm/s, a set of s-Q relationships is 
calculated and plotted as the dashed line in figure 3.14. 
The figure shows that the measurement data curved away from 
the dashed line at the large values of s-Q, therefore we 
assume the flow system is nonlinear. From equation (3.62), 
using Engelund's (1953) value of G (=1.07), we obtain 
a = 1/(1.07 x 0.39) = 2.4 s/cm. 
The value of a helps to approximate the b-value by equation 
(3.64) as 
0.75 2 2 
b = 0.5 x (2.4) = 1 s /cm • 
With these values of a and b, the pumping rate Q is computed 
for large value of s at 8 cm, we obtain 
Q = 53 
3 
cm Is, for s = 8 cm. 1 
exh.''100\A1"ioVl 0+ t h{' e5t'IVV>t'I~ec\ 
treV\oI or tlH Rx.pev-ivY'-e.\~",1 pt>;",~s 
But the value. of Q, for s = 8 cm from the;m,9asuremen-t:--" is ., 
about 50 cm3 /s. To lessen the computational value of Q, the 
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value of a or b (or both) has to be increased. Therefore, 
we try a = 2.4 s/cm-and b = 1.5 s'/cm!, then 
3 Q = 50.5 cm Is. 
This value of pumping rate fits very well with 'the 
measurement data. The values of a = 2.4 s/cm and b = 
1.5 sZ/cmZ are therefore checked with some other values of 
s, we have 
s(cm) 
1 
2 
4 
Q (cm 3 /s) 
7.5 
14.5 
28.5 
These relationships are plotted by the solid line, in figure 
3.14, which gives a better fit than the dashed line of 
linear flow. 
The standpipe method was originated by Pollard (1955) 
and improved by Terhune in 1958, since when no development 
has been made. The method of Terhune (1958), though very 
restricted and virtually empirical (chapter 2), was used by 
many investigators e.g. Wickett (1958), Raiser and White 
(1981), and Deverall (1983). The restrictions are that the 
standpipe must be identical to the original one so that the 
interpretation chart (figure 2.4) can be used, the depth of 
standpipe in the river bed must be 254 mm, and the drawdown 
• 25.4 mm. The method developed herein can overcome most of 
these rest~ictions. Now we can obtain not only the 
hydraulic conductivity K of linear flow but also the 
hydraulic resistivities, a and b, of nonlinear flow. The 
developed method allows us to use soms portable instruments 
e~g. an electric pump with a sand-trap and an electric probe 
to locate the water table (figure 5.11), which give higher 
accuracy and efficiency. 
The developed method can be verified by the 
experimental results of Terhune (1958) who experimented on a 
flume with 4 groups of sands and gravels. For each g~oup of 
material, he derived the K-value by a flume experiment then 
conducted standpipe tests in the flume to obtain the pumping 
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rate 0 for 1 inch (2.54 cm) drawdown. The relationship of K 
to 0 for 2.54 cm drawdown is plotted in figure (3.15). The 
vertical dashed line in figure (3.15) (pipe limit) shows 
that Terhune's standpipe has a friction head loss due to 
pi)e perforations s, = 2.54 cm at a pumpinJ rate 0 ~ 
160 cm3 /s. If the O-sp relationship of Terhune's standpipe 
is assumed linear, we can obtain its O-K relationship, 
theoretically, from equation (3.63). The method of Terhune 
(1958) is concerned only with total drawdown St (aquifer 
drawdown + pipe perforation drawdown) at 1 inch (2.54 cm). 
But to use equation (3.63), the aquifer drawdown s is 
needed, therefore from equation (3.65) 
s = 2.54 - sp (3.66) 
From the relations of O-sp of Terhune's standpipe, we have 
s = 2.54 (l 0/160) (3.67) 
The specific pumping rate I for Terhune's experiment is 
about 18 cm, therefore, equation (3.63) becomes 
K = 0/[18 x 2.54(1 - 0/160)] (3.68) 
This equation is the theoretical result from the developed 
method: it is plotted as a dashed line in figure 3.15 to 
compare with Terhune's experiment. The comparison shows 
good agreement from 0 = 4 cm)/s a~d K = 300 cm/h onward. 
Normally, at small values of 0 the relationship of O-K 
should be linear because the pipe perforation drawdown sp is 
negligibly smdll. But the results from the experiment show 
deviation from the theoretical straight line. Terhune 
(1958, p.l033) suggested that this was because of the 
slippage of water down the outside of the standpipe. 
Another reason is that at very small values of 0 we obtain 
less accuracy, since the action of piston pumping gives a 
more pronounced unsteady flow condition. The deviation of 
the experimental results from the theory at higher 0 is 
because of nonlinearity of flow. To obtain K from equation 
(3.63) or (3.68) the flow is assumed linear, otherwise for 
the nonlinear case, the parameters a and b must be 
introduced. By using the method developed herein, dealing 
with very small and very large 0 can be avoided because 
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drawdown in the pipe is not limited. Note that the 
experiment of Terhune was done in a flume instead of in 
. ~ 
unrestricted spatial conditions therefore some inaccuracy 
may be expected. 
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Figure 3.15. Comparison of theoretical result with the 
experimental results of Terhune (1958). 
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CHAPTER 4 
THEORY OF UNDERFLOW IN GRAVELLY RIVER BEDS 
Remember when dlscouslng about water to adduce 
first experience and then reason. 
Leonado da Vinci (1452-1519) 
The quantities of interest in the study of underflow in 
gravelly river beds are the pressure p and the velocity v of 
flowing water at a point (Halek and Svec, 1979, p.2S). 
However, the pieiometric head h is more frequently used than 
the pressure p, and it is easier to measure than the 
velocit~ v. Normally in'underflow, knowing the boundary 
conditions and the properties of river bed materials we can 
calculate the underflow velocity, direction, and flowrate • 
. 
Two wid~ly-used types of underflow velocity are pore 
velocity u and flux velocity v (Hunt, 1983, p.lS). A pore 
velocity u is the velocity of an average fluid particle as 
it moves through a porous medium. Different fluid particles 
released in the neighbourhood of the.same point in a porous 
medium will travel along slightly different paths, and the 
pore velocity is the result of averaging the velocities of 
these different particles along a finite distance. A flux 
velocity v is defined as a volumetric flowrate, or flux, 
divided by.the cross sectional area normal to the flow. 
This cross sectional area is the total area which includes 
the area of both voids and solids. Pore velocities are used 
mostly for water quality calculations while flux velocities 
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are for quantity of water. 
An-example for calculating the available oxygen 
solution bathing fish eggs in a redd illustrates the 
~unction of each quantity( u, v, direction of flow, and 
flowrate). Consijer a longitudinal vertical profile of a 
trout redd with an egg pocket in the redd, adapted from 
Hobbs (1937, p.41)· and shown in figure 4.1. 
60r----r----~--~----,_--_,r_--_r----r_--_.--~,_--~----~--~ 
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Figure 4.1. An example of flow through a trout redd in a 
stream bed (adapted from Hobbs, 1937, p.41). 
We want to know the concentration of oxygen in the 
stream water that is sufficient for the eggs in the r~dd to 
survive. After surveying and measuring the stream water 
surface, the redd surface, and the relatively impervious 
floor, we may obtain a profile similar to figure 4.1. Note 
that a layer that is considered impervious should have 
hydraulic conductivity K less than 1/10 (or resistivity a > 
10 times) that of the adjacent layer. From the profile in 
figure 4.1, we obtain two boundary conditions; first is a 
set of piezometric heads h along the top of the redd, the 
other is the impervious floor. Consequently, the stream 
lines (direction of flow) in the redd can be calculated from 
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the boundary conditions and properties of the redd material. 
A stream tube (or stream line) passing the egg pocket 
(dashed line in figure 4.1) is considered for oxygen 
estimation. 
The length from the point of recharge to the egg pocket 
along this stream tube is the length L of oxygenated surface 
water seeping to the eggs. Knowing the pore velocity u of 
this stream tube we can obtain a tra~elling time t of water 
from the redd surface to reach the eggs by 
t = L/u ( 4 • 1 ) 
And by knowing the flux velocity v and the oxygen 
concentration C required by the eggs we can work out the 
sufficient amount of oxygen in the seepage water at the egg 
pocket. In equation form, we have 
= ( 4 • 2 ) 
(Pollard, 1955, p.706) where Co = concentration of oxygen in 
seepage water at the egg pocket; ~ = the rate of oxygen 
supply to the egg pocket. During seepage, the groundwater 
loses its oxygen to bio-organisms including fish eggs 
(Sheridan, 1962). Therefore, the oxygen concentration Co at 
the egg pocket can be calculated from the oxygen 
concentration of the surface water. If an average rate of 
oxygen depletion in the redd is known, then 
( 4 • 3 ) 
where ko = average rate of oxygen depletion; t = time from 
equation (4.1); C! = oxygen concentration of surface water. 
The above example shows the use of several quantities 
(e.g. pore velocity, flux velocity, and direction of flow) 
in a problem of underflow in a stream bed. In this chapter, 
therefore, equations and methods of acquiring these 
quantities from easier-to-measure quantities, e.g. 
piezometric head, are derived and explained. The 
relationship of pore velocity and flux velocity, and a 
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precise method of calculating pore velocity from salt 
solution injection are discussed. Then, equations f6r flux 
or apparent velocity of simple geome~ric river beds are 
derived. Finally, the application of a finite difference 
methoj to the more complicated situations, e.·;]. flow through 
fish redds and gravel bars, is derived and explained. 
4.1 PORE VELOCITY OF UNDERFLOW. 
The pore velocity is the average velocity of fluid 
elements through the voids. Bear (1975, p.23) derived an 
equation for the relationship of pore velocity u and flux 
ve loci ty v as 
u = vlf ( 4 • 4 ) 
where f = porosity. Though popularly used by many 
investigators (e.g. Huisman and Olsthoorn, 1983, p.35) 
equation (4.4.) is not practically true because the passages 
of flow in porous medium are not straight but tortuous. 
Nelson (1968) suggested a slightly different form of 
equation (4.4) as 
u = v/(ef) ( 4 • 5 ) 
\'ihere e is an empirical constant dependent on the 
characteristics of the porous medium. Hillel (1971, p.91; 
1982, p.lOO) called e "tortuosity" and suggested that e is 
always greater than 1 and may 'exceed 2. Ogle (1972, p.31) 
accepted a value of e = 2 in calculating pore velocity for 
flow through salmon redds. The values of tortuosity 
proposed by Hillel (1971; 1982) and used by Ogle (1972) 
~ame from logical thinking, not from experimental results. 
At present, the only realistic values of e for relatively 
uniform sands (0.2 < d < 1.87 mm) are in the range 1.11 to 
1.60 with an average value of 1.325 and a standard deviation 
of 0.153 (Ellis et al., 1968, p.416). To the writer's 
knowledge, values of e for other materials e.g. gravels and 
nonuniform sands are not available. A precise method of 
determining pore velocity, which leads to values of 
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tortuosity, is now discussed. 
In laboratory experiments, the condition of 
one-dimensional steady-state uniform flow through river 
gravels can be created either in a vertical column or in a 
flume. A pore velocity can be measured, in this condition, 
by applying an inst~ntaneous slug of tracer into the flow 
field then timing the passage of tracer at sections of known 
distance downstream. The process bY,which tracers are 
transported by the bulk motion of the flowing groundwater is 
known as "advection" (Freeze and Cherry, 1979, p.75). 
Movement of tracers in groundwater occurs not only by 
advection but also by "dispersion" which is a process of the 
tracer spreading gradually to occupy an increasing portion 
of the flow region. Due to advection, tracers are carried 
at an average rate equal to the average pore velocity. 
Despite dispersion, the average velocity of tracers (then 
flowing water particles) can be detected from the movement 
of the centre of the tracer cloud which represents advective 
movement only (Wang and Anderson, 1982, p.174). 
To observe the relationship of pore velocity and flux 
velocity, we may set up an experiment similar to one of 
figure 4.2. Only the determination of average pore velocity 
is discussed herein because the determinations of flux 
velocity v and porosity f are straightforward and discussed 
in chapter 5. 
In measurement of pore velocity (figure 4.2), if only 
one tagged (tracer) particle is released then a pore 
veloci ty is 
u' = Lit' ( 4 • 6 ) 
where u' = a particular pore velocity; L = length between 
two detectors; t' = time of the tagged particle travelling 
between two detectors. By measuring many particles we can 
obtain an average value of pore velocity as 
u 
n 
= (lIn) ~ u l', 1=1 
n 
= (Lin) ~ (lito,') 
1=1 
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( 4 • 7 ) 
(Gaspar and Oncescu, 1972, p.93), where n = number of tagged 
particles. 
~----Injectioll points ----------_ ...... 
Detectors --.&::..---
Inflow 
Tracer injector 
L 
ELEVATION 
injector (b) Flume test 
ELEVATION 
(a) Cylinder test 
Figure 4.2. Tortuosity measurement instruments. 
It is not practical to time the passage of tagged 
. 
particles individually but rather the passage of the tracer 
cloud resulting from dispersion (Freeze and Cherry, 1979, 
p.75-76). The velocity of the cloud' centroid is the average 
velocity of tagged particles and hence the average pore 
velocity. By plotting concentration, of the tracer with time 
at two detectors of spacing L, figure 4.3, we obtain 
u = Lit ( 4 .8) 
where t = time of centroid of the tracer cloud passing the 
two detectors. 
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Figure 4.3. ,Example of concentration-time curves resulting 
from salt solution injection into flow through 
gravels. 
Equation (4.8) is satisfactory for general use but not 
for a precise laboratory experiment. Notice that any pair 
bf concentration-time curves from an injection of tracer 
(e.g. common salt solution - NaCl) in a system of flow 
through river gravels, is similar to those shown in figure 
4.3. Both curves have long tails and become asymtotes to 
the oiiginal concentration values. This is prob~bly a 
result of "molecular diffusion" between stationary fluid and 
flowing fluid in granular medium pores. Molecular diffusion 
is movement causing the tracer particles to migrate away 
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from each other until the concentration is uniform 
throughout the fluid. This movement is described by an 
empirical equation known as Fick's first law: 
- D grad C (4.9) 
(Bear, 1979, p.233; Hunt, 1983, p.124-125), where C = 
tracer concentration per unit volume of mixture; vp = flux 
velocity vector of the tracer particles; u = pore velocity 
vector; and D = an experimentally measured c6nstant known 
as the diffusion coefficient (with units of length1 /time). 
Equation (4.9) states that the tracer particles move 
relative to the fluid particles in a direction that is 
orthogonal to surfaces of constant C and in the direction of 
decreasing C. Considering two dimensional diffusion on a 
plane normal to average fluid flow direction, figure 4.4, u 
is now zero in relation to vp ' equation (4.9) becomes 
= 
- D grad C (4.10) 
Figure 4.4 shows the diffusion of tracer particles into and 
from the stationary fluid. When a tracer cloud is passing 
the sect ion, figure 4. 4a} the concentration in the flowing 
fluid is much higher than that in the stationary fluid 
causing tracer particles to move into the stationary parts. 
After the tracer cloud has passed the section, figure 4.4b, 
. 
the relative concentration of the flowing fluid drops to 
zero but not that of the stationary fluid, therefore tracer 
particles now diffuse from the stationary fluid. The 
gradient of C in the latter case is much lower than the 
former one, and it takes a long time to empty the tracer 
particlesfro~ the stationary fluid. This phenomenon may be 
one of the causes for the long tails and asymptotes in 
figure 4.3. 
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(a) (b) 
Figure 4.4 •. Diffusion directions of tracer particles 
in a cross sectional area normal to underflow, 
(a) when the tracer cloud is passing 
the section, (b) the cloud has passed. 
Because of the long tails and the asymptotes of the 
~oncentration-time curvei in figure 4.3, it is not accurate 
to obtain the centroids and hence the average time lapse 
between two detectors from these curves directly. This 
problem, however, can be circumvented by transforming time t 
into t'" which 
t'" = kIlt (4.11 ) 
where kl is arbitrary constant selected for convenience. 
The lengthy and asymptotic tails of C-t curves (figure 4.3) 
are now transformed to C-~ curves as in figure 4.5. By 
working with the transformed (C-~) curves, without 
asymptotes, we can obtain a better result which however 
varies slightly with the position of time origin. MacMurray 
(1985, chapter 4) found from s~rface flow experiments that. 
the theoretically best result can be obtained by choosing 
the time origin position at the time of tracer injection, 
and the best experimental result is always the lowest value 
of tracer travelling time between two detectors which 
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results from this choice of time origin. By analogy to 
MacMurray's (1985) finding dealing with surface flow, we can 
obtain accurate time values for underflow experiments in the 
same manner. If the time of tracer injection is not 
recorded, the best answer still can be obtained by trying 
various time origin positions until the lowest value of 
travelling time is obtained. This can be carried out easily 
by using a FORTRAN programme (appendix E) as follows: (i) 
From the concentration-time (C-t) curves, we select a 
position of time origin at any convenient place, e.g. figure 
4.3. ( i i) An arbi trary constant k' (any convenient figure 
e.g. 5000) is assigned, then the C-t curves are transformed 
toC-t" curves by equation (4.11). (iii) From C-t" curves, we 
calculate the distance between the centroids of these two 
curves from the 1:' origin e.g. 'Z"t and 'tZ in figure 4.5, then 
the time of tracer travelling between two detectors is 
obtained from 
t = 
-1 -1 
k' ('t"z. - 1:1 ) (4.12) 
(iv) Several time origin positions are tried by repeating 
steps (i) to (iii) to obtain the lowest value of tracer 
travelling time. The use of the computer programme to 
acquire an accurate result of tracer travelling time from 
raw data of concentration-time curves is explained in 
appendix E. 
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Figure 4.5. The C-~ curves transformed from the C-t 
curves in figure 4.3. 
4.2 ANALYSES OF UNDERFLOW IN GRAVELLY RIVER BEDS. 
Gravel-bed rivers often have reasonable thickness of 
gravel sediments (up to 1 m or more) as their beds 
(Sutherland; 1979, p.4). These sediments are fairly stable 
except during the time of high flow. Therefore, the amounts 
of seepage through the beds of gravel are significant during 
low flow or n'o surface flow. The knowledge of underflow in 
gravel beds is necessary for water resources management such 
as to predict groundwater recharge (Huisman and Olsthoorn, 
1983, p.199), to design fish spawning channels (Clay, 1961, 
p.225-240), and to estimate possible.water abstraction from 
river beds (U.S. Department of the Interior, 1981, 
p.343-348). 
The amount of surface flow in a river can be measured 
directly by several methods e.g. current meters, weirs, and 
dye injecti6ns. By con~rast, tinderflow in a stream bed is 
very difficult to measure directly. However, we can 
estimate the amount of underflow from groundwater flow 
equations together with known boundary conditions and 
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hydrogeologic properties of bed gravels. The basic equation 
for nonlinear groundwater flow is obtained from equation 
(2.2) as, 
(a + blvl) v = - dh/dx (4.13) 
where a, b = linear and nonlinear hydraulic resistivities 
'respectively; Ivl = absolute value of flux velocity v; and 
dh/dx-= negative hydraulic gradient J. 
Two situations involving estimation of underflow in 
stream beds are when surface flow is (i) present and (ii) 
absent. The stream bed materials are assumed homogeneous 
and isotropic. The Dupuit approximation (cf. Bear, 1975, 
p.361) is assumed valid, so that the underflow direction is 
assumed essentially horizontal. The problems in this 
section are large scale, in which their horizontal 
dimensions are much larger than their head variations; 
their boundary lines and piezometric heads are assumed 
smooth. An aquifer of this type is called an "extensive 
aquifer" (Edelman, 1972, p.9). 
In a stream bed with surface flow, the height of the 
water surface above a datum is actually the piezometric head 
of the underflow, therefore, from equation (4.13), we obtain 
(a + blvl) v = J (4.14) 
where J is the slope of the water surface. 
Equation (4.14) can be used to estimate flux velocity v in 
gravelly river beds. This equation is valid for nonlinear 
flow for which (by rule of thumb) J >.0.01, gravel size d 10 > 
3.mm, and gravel uniformity d~/d'0 > 5 (Gaspar and Oncescu, 
1972, p.80), otherwise we refer back to the linear equation 
(2.1). 
In the case of no surface flow, we may derive equations 
for estimating underflow in gravel beds. Here, we assume 
flux velocity and hydraulic gradient (v-J) relationships 
being nonlinear, which can be compared to the linear case in 
section 2.2.1. 
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Figure 4.6. Underflow in a gravelly stream bed 
without surface flow. 
From figure 4.6, the definition of piezome~ric head h is 
h = H + SX (4.15) 
in which H = height of phreatic surface above impervious 
floor; and S = slope of impervious floor. The definition 
of flux velocity v is 
v = q/H (4.16) 
where q is discharge per unit width. From equations (4.15) 
and (4.16), equation (4.13) becomes 
2 [(a/H) + (b/H ) Iql] q = -(dH/dx + 'S) (4.17) 
By rearranging equation (4.17), 
2 2 (SH + aqH + ~Iqlq)/H = - dH/dx (4.18) 
or 
2 2 
[H /(SH + aqH + blqlq)] dH = - dx (4.19) 
By integrating equation (4.19 ) from xf to Xz andH f to HZ , 
110 
H 2 2 J 2[H /(SH + aqH + blqlq)] dH 
H1 
(4.20) 
From Peirce and Foster (1957, p.12), equation (4.20) becomes 
2 2 2 2 (H/S)-(aq/2S ) In(SH + aqH + b Iqlq) + [(a q - 2blq/qS) 
2 H 2 
/2S ] J :2[l/(SH + aqH + b Iql q)] dH 
H1 
Xz 
= - J dx 
x1 
(4.21 ) 
Since v (and q) is always in the direction of decreasing 
piezometric head h (or negative dH/dx), if we hold dH/dx to 
be positive then q is always negative, hence (4blqlqS -
a2 qZ) is always negative. It should be noted that H is the 
height of phreatic surface above an impervious floor and not 
equivalent to piezometric head h. Now, let 
2 2 0.5 
M = (a q - 4blqlqS) (4.22) 
and from Peirce and Foster (1957, p.12, no.71), equation 
(4.21) becomes 
2· 2 [(H/S) - (aq/2S ) In(SH + aqH + blqlq) + 
2 2 2 ((a q - 2blqlqS)/(2S M)) 
H 
In«(2SH + aq - M)/(2SH + aq + M)] 2 
H1 
Let· 
. 
N = 2b/qlq + aq(Hz+ H1) + 2SHt Hl 
and 
Then equation (4.23) is simplified to 
2 2 
= 
(aq/2S ) In [( SHZ + aqHz + b / q I q) / (SH t + aqH, + b I ql q)] -
2 2 2 (a q - 2blqlqS)/2MS ) In[(N + N' )/(N - N')] -
(HZ - H, ) /S - L = o 
where L is distance between Hi and HZ • 
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( 4.23 ) 
( 4.24) 
( 4.25) 
( 4 • 26 ) 
Equation (4.26) describes nonlinear groundwater flow on 
an inclined impervious base, and hence underflow in a 
gravelly stream bed with no surface flow. This equation is 
used for calculating the discharge q of underflow from known 
piezometric heads at two sections and the slope of the 
impervious floor, or calculating H at a section from known q 
and H at another section. A programmable calculator can be 
used to solve this implicit equation. A FORTRAN computer 
programme is also provided in appendix F. 
The complicated equation (4.26) can, sometimes, be 
avoided if the values of H, and Hz are so close together 
that they can be assumed constant (Edelman, 1972, p.18-l9), 
say by a value H ( =(H1 + Ht)/2), therefore, from equation 
(4.17) we have 
_ . 2 
[(a/H) + (b/R ) Iql] q = - (dH/dx + s) (4.27) 
By integrating equation (4.27) from HJ to Hz. and x1 to Xz 
and replacing H by. (H1 + Hz. )/2 and simplifying we have, 
2 
2aq(Hz + H1) + 4blqlq + (Hz+ H1) (HZ - H1 )/L + 
2 
S ( HZ + Hl) = 0 ( 4 • 28 ) 
This equation is much simpler than equation (4.26) and it is 
included in the computer programme in appendix F. If a 
computer is not available equation (4.28) is far more 
convenient to use than equation (4.26). The accuracy of 
equation (4.28), therefore, should be investigated. 
Two hypothetical underflow systems in stream beds 
similar to figure 4.6 are set up to observe the discrepancy 
between the results from equations (4.26) and (4.28). In 
both cases, the length between two observation sections L = 
2000 cm, and the hydraulic resistivities of the stream beds 
a = 0.057 s/cm, b = 0.067 sl/cmZ • The height of phreatic 
s~rface at the upstream section, Hz, is kept constant and 
only the height of phreatic surface at the downstream 
section, Hf, is varied. The results of both cases from 
equations (4.26) and (4.28) are compared in figure 4.7. 
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Figure 4.7. Comparisons of results from equations (4.26) 
and (4.28). 
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For the first case, the slope of the impervious floor S 
is 0.06, Ht is 200 cm and always greater than Hi which 
varies from 40 cm to 190cm. Note that the condition of 
Hz >H, is called falling flow profile (figure 5.5). The 
values of q from the simpler equation (4.28) are always 
smaller than the ones from equation (4.26) (see figure 4.7). 
The greater the difference of H, from HZ' the larger the 
deviation of the q-values between equation (4.28) and 
equation (4.26). At Ht = 100 cm (ratio of Hz/H1 = 2), the 
discrepancy of q between the two equations is 7%, and at Ht 
= 40 cm (az/H1 = 5) 17%. Notice that when Ht is getting 
smaller, the slope of phreatic surface is steeper and it may 
be so steep that ~he Dupuit ~ssumption is not' valid. By 
analogy to subsurface drainage design (e.g. Smedema and 
Rycroft, 1983, p.140), the Dupuit assumption should be valid 
if HZ +LS -H, < (H1 +Hz )/2 «L. From this criterion, the 
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value of H1' for this case, should not be less than 150 cm 
(or Hz /H1 > 1. 3) in whi ch case the q-value from equa t ion 
(4.28) differs from that of equation (4.26) by 2.5%. 
Then~fore, under the above criteria and taking into account 
the uncertainties in estimating a and b, the difference in 
outcome from the two equations is not significant. 
For the second case, the slope of the impervious floor 
S is 0.1, ~. is 100 cm and always le~s than H1 which varies 
from 110 cm to 280 cm, called rising surface condition 
(figure 5.5). The values of q from equation (4.28), see 
figure 4.7, are always greater than those from equation 
(4.26) but not by much. The greatest difference between the 
two equations is about 10% at H, = 200 cm (or H1/H1 = 0.5). 
Therefore, with the uncertainties in estimating a and b, 
equation (4.28) may be used, in this case, instead of the 
more complicated equation (4.26) throughout the range of 110 
< H, < 280 cm. It should be noted that when the value of H, 
is very close to H? equation (4.26) may not work because the 
argument of the logarithm may be negative, however the 
simpler equation (4.28) can give good results~in this 
situation. 
The results from the nonlinear flow equation (4.26), 
the simplified nonlinear flow equation (4.28), and the 
linear flow equation (2.20) are compared to the experimental 
results in chapter 6 and appendix H, for Reynolds' numbers 
Re in the range 10-60. Note that Re, used in this thesis, 
is based on flux velocity and mean diameter of gravel, hence 
Re = vd~p~. The comparisons show equations (4.26) and 
(4.28) giving a much better fit to experimental results than 
equation (2.20). Although equation (4.26) gives the best 
fit, the results from equation (4.28) are very close to 
those from equation (4.26). 
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4.3 FINITE DIFFERENCE APPLICATION TO UNDERFLOW PROBLEMS. 
In some situations, underflow problems are too 
complicated to solve by analytical methods, e.g. flow 
through gravel mounds, fish redds, and bars. Considering 
figure 4.1, for example, the underflow domain is irregular 
in shape, the water surface is difficult to describe by a 
mathematical formula, and if nonlinear flow is the case 
(which is likely), then we cannot, at present, solve this 
problem by analytical methods. We have to resort to 
numerical methods the most popular of which are the finite 
element methods and the finite difference methods. Of both 
types of methods, the latter is more appropriate to use with 
nonlinear underflow problems (see chapter 2). The finite 
difference methods were used to solve nonlinear groundwater 
flow problems by some investigators e.g. Oka (1969), Volker 
(1975), and Goodwill and Kalliontzis (1982), but none of 
them has solved problems with complicated boundary 
conditions. In this study, _such problems are solved by 
finite difference methods. Here finite difference equations 
are derived, for internal nodes and boundary nodes, then a 
method of solving these equations is discussed. 
We may write the field equation (2.66), 
(~/~x) (E~h/~>x) + (~/~y) (E~h/ay) = o (2.66) 
in a vector form as 
div (E grad h) = o (4.29) 
where E is the coefficient of effective hydraulic 
conductivity (cf. section 2.3.1), h is piezometric head, x 
and yare rectangular coordinates. 
By integrating equation (4.29) throughout the control volume 
that is shown with a dashed line in figure 4.8, we obtain 
[ div (E grad h) = 0 (4.30) 
A 
where A is the area of the control volume. 
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Figure 4.8. Control volume of finite difference node O. 
From the divergence theorem of Gauss (e.g. Tuma, 1979, 
p.146), equation (4.30) can be written as 
J E grad h • an dL" = 0 (4.31) 
B 
where B is the boundary of the control volume; ~n is unit 
vector normal to the boundary of the control volume; and L" 
is the boundary length. From equation (4.31) we have 
r E (dh/dn) dL" = 0 (4.32) 
B 
in which n is length of the line normal to the boundary. If 
dn = dL" = L (4.33) 
an approximate calculation of the integrals in terms of 
, 
variables at nodes 0 to 4 gives 
4 
,r. O. 5 ( Eo + Ei ) (hi - ho ) 1=1 = o 
where Eo and ho are· values at node O. 
A more convenient form of equation (4.34) is 
At hi + Az hz + A3 h) + A.f.~ - Aoho 
where 
= o 
At = 0 • 5 ( Eo + Ei ) 
and 
, for i = 1,2,3, and 4 
= 
(4.34) 
(4.35) 
(4.36) 
(4.37) 
Equation (4.35) is a finite difference equation written for 
each node of a finite difference grid except nodes at the 
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boundary of the solution domain. Notice that the boundary 
node is different "from the internal node for it does not 
form a five-node grid as in figure 4.8, but as in figure 
4.9. 
" en 
r- L 
2· 
L 
.--L 
1 
Figure 4.9. A boundary node o. 
Along the boundary of a ~olution domain, Hunt (1978, 
p.229) obtained an algebraic approximation to the boundary 
condition as 
01. (dh/dn) +,sh = F (4.38) 
where ~, ~, and F are functions showinQ the type of boundary 
e.g. at an impervious floor the flow across it is assumed 
negligible therefore the boundary c"ondi tion is dh/dn = 0 
that is, from equation (4.38), fI.= 1 ~= 0 and F = O • 
• Instead nf forming a five-node grid, a boundary node forms a 
three-node grid, figure 4.9. If point P is on the boundary 
and nearest to the boundary node 0, its values of hand 
dh/dn can be obtained approximately from 
(h)p = ho,+ cose (ho - hz )L'/L + 
sin t9 (ho - h t ) L' /L 
(dh/dn )p A = (grad h • e,,) 
= cos t9 (h o - hz ) /L + sin (1 (ho - h, ) /L 
(4.39) 
(4.40) 
where 8 and L' are shown in figure 4.9, L' is negative when 
node 0 lies outside the solution domain. By substituting 
equations (4.39) and (4.40) into (4.38) we obtain 
117 
AOho 
in which 
A1 = 
AZ = 
AO = 
- A, hi 
- AZhZ = Fp 
Fp is the value of F 
(oC+I3 L ') sin 11 /L 
(o(+tB L ') cosf) /L 
A, + AZ +~ 
at P; and 
(4.41) 
(4.42) 
(4.43) 
(4.44) 
Equation (4.41) is a finite difference equation written for 
each boundary node. 
Every node of a solution domain (e.g. figure 4.10) 
should have one equation, for internal nodes equation (4.35) 
and for boundary nodes equation (4.41). Piezometric heads 
at all internal nodes and at impervious boundary nodes are 
the unknowns. The equations have the same number as the 
unknowns therefore we are able to solve them. The number of 
equations (or unknowns) to be solved can be very large, 
e.g. 93 equations for the problem in figure 4.10, therefore 
iterative methods are suitable for solution. One of the 
popular iterative methods is the Gauss-Seidel method, but 
its application is restricted to sets of equations which 
have a dominant leading diagonal. Consid~ring equations 
(4.35) and (4.41) together with (4.37) and (4.44), we see 
that the set of these finite difference equations which are 
sparse equations is diagonally dominant • 
• 
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Figure 4.10. Example of discretising finite difference 
nodes for flow through trout redd domain. 
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The Gauss-Seidel method can be illustrated by solving 
the following simple equations. 
2h t - hz + h, 
h t + 2hz + 3h, 
h, + 3hz - 2h, 
.. 
= 
= 
= 
5 
10 
7 
(4.4 5a ) 
(4.45b) 
(4.45c) 
We rearrange the equations (4.45) so that the largest 
coefficient of the first equation is h" the largest of the 
second is hz, and the largest of the third is h). 
2h, - hz 
h1 + 3hZ 
hI + 2hZ 
+ 
-
+ 
h) 
2h3 
3h, 
= 5 
= 7 
= 10 
We start with a guessed solution, say 
= o 
(4.46a) 
(4.46b) 
(4.46c) 
(4.47) 
We now use equa t ion (4.4 6a) to solve for the new, h, va lue, 
hI = (5 + hZ - h3) /2 = 5/2 (4.48a) 
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Using h f =5/2, h~=O, we solve equation (4.46b) for the new hz 
hZ = (7 - h, + 2h,) /3 = 3/2 (4.48b) 
Finally, using these calculated values, we solve equation 
(4.46c) for the new h" 
h3 = {10 - hf - 2hz. )/3 = 3/2 (4.48c) 
The values in equations (4.48a, b, c) provide a new guess, 
we repeat the cycle and obtain 
= 
= 
= 
5/2 
5/2 
5/6 
Another repetition gives 
h, = 10/3 = 3.33 
hz = 16/9 = 1. 78 
h) = 28/27 = 1. 04 
which can be compared with the exact results at 
(4.49a) 
(4.49b) 
(4.49c) 
(4.50a) 
(4.50b) 
(4.50c) 
(4.51a) 
(4.51b) 
(4.5lc) 
Note that the convergence is slow. It is customary to 
. 
iterate until the changes are sufficiently small. 
By analogy to the nonlinear flow equation (4.35), we 
can obtain a finite difference equation of linear flow as 
= 0 (4.52) 
Comparing equation (4.52) and (4.35), the computer time per 
iteration in solving nonlinear flow equations is 
considerably longer than in solving linear flow equations. 
In the Gauss-Seidel method we must have starting values of 
h, to h n normally at 0, cf. equation (4.47), then the 
iteration proceeds to obtain solutions. Computer time, 
therefore, can be saved by first solving the linear flow 
equations (4.52) then using the results as starting values 
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for solving the nonlinear flow equations (4.35). In the 
nonlinear flow equations the values of E depend on h, see 
equation (2.68); the values of E, therefore, have to be 
calculated from h-values of the las·: iteration before the 
new h-values can be solved. A computer programme written in 
FORTRAN for solving the nonlinear flow equations (4.35) is 
in appendix G. 
With this method of finite difference in dealing with a 
free surface problem, we can obtain the position of a free 
surface by first guessing the position then using the trial 
and error method. Two types of boundary conditions can be 
imposed on a free surface, (i) there is no flow across a 
free surface 
dh/dn = 0 (4.53) 
and (ii) piezometric heads at a free surface are the 
elevation above the datum, y, 
h = y ( 4.54 ) 
From the guessed position of a free surface by using the 
boundary condition (4.53), we calculate a set of piezometric 
heads then we can check the results at the free surface by 
the condition (4.54). The procedure is repeated using the 
last results as the new position of the free surface until 
the condition (4.54) is satisfied. 
This proposed method of finite difference is preferable 
to the conventional finite difference method (chapter 2) not 
only because the proposed method can solve problems of 
irregular boundary shapes but also it requires less 
computing time than the conventional method for the same 
problem and criteria. Only a five-node grid is needed for 
the proposed method but the conventional method requires a 
nine-node grid including imaginary. nodes and ~lso some extra 
nodes above a free surface (figure 2.21). These are not 
necessary for the proposed method. Therefore, the proposed 
) 
method requires computer coding time, running time and data 
preparation time less than the conventional method. 
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CHAPTER" 5 
EXPERlMENTS 
In practical matters the end'is not mere speculative knowledge 
of what to be done, but rather the doing of It. 
~ Aristotle (384-322 B.C.) 
Four types of experiment were performed in this study 
to test the theories of underflow through gravel beds 
(chapter 4). The first type evaluates the tortuosity value 
of different sizes of gravel. The tortuosity value governs 
the relationships between pore velocity and flux velocity in 
gravel media. The second type of experiment is to verify 
two proposed equations (4.26) and (4.28) for predicting 
flowrates of nonuniform flow through gravel above an 
inclined impervious floor. The proposed finite difference 
method is verified by the third and the fourth types of 
experiments dealing with laboratory work and field work 
respect ive ly., . 
5.1 TORTUOSITY OF GRAVELS. 
Equation (4.5) shows that flux velocity u, pore 
velocity v, porosity f, and tortuosity e are interrelated. 
In evaluation of tortuosity we must know the other three 
quantities. Since the gravel tortuosity has never been 
tested before, these experiments were performed on 
relatively uniform gravel with one-dimensional uniform 
steady flow. Two types. of tests were involved, a vertical 
cylinder test and a flume test. 
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5.1.1 Gravels. 
Three sizes of gravel were used in the tortuosity test 
as well as in the other two laboratory tests (i.e. 
underflow through gravel on an inclined impervious floor, 
and seepage through gravel mounds). The size distributions 
of the gravels are shown in figure 5.1. The mean diameters 
and the standard deviations are in table 5.1. These river 
gravels are relatively smooth. TheY,were cleaned by placing 
the dirty gravel into a rotating cohcrete mixer, clean water 
was then jetted to the gravel so that silt and sand were 
stirred up and were tipped away. 
Table 5.1. Mean diameter~and standard deviations of gravels. 
No. 
1 
2 
3 
100 
80 
Q; 60 
c: 
-c: 
Q) 
0 
~ 
Q) 
a. 40 
20 
0 
1 
Figure 5.l. 
mean diameter (mm) 
4.29 
5.56 
9.69 
;( 
I 
I 
'-No.2 
I 
I , 
I 
I 
I 
I 
I , 
• I 
standard deviation 
0' 
I 
I 
1.07 
1.19 
2.02 
I 
/ 
0 
I 
I 
I 
/- No.3 
0 
I 
I 
I I 
I / I I 0 
I / • / . 
" / 
" .. /" I 0/1 
2 4 6 8 10 20 
Sieve si?e (mm) 
Typi cal sieve cu rves of gravels. 
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5.1.2 Vertical Cylinder Test. 
One-dimensional flow through gravel can be tested 
successfully in a vertical cylinder. - If the cross-section 
area of the cylinder is constant the saturated flow in the 
cylinder will be always uniform. Steady flow can be 
maintained by using a constant head tank. Three quantities 
derived from each run are salt velocity u, flux velocity v, 
and flow temperature T. Porosity of the tested gravel must 
be measured in place before the tests start and after the 
tests finish. 
The ,cylinder was made from a PVC pipe with inside 
diameter of 0.152 m (volumetrically measured) and length of 
1 m. The experimental set-up was as in figure 5.2. The 
water supply was from a constant head tank in which the 
water level was kept constant at about 1 m above the 
cylinder top. The inlet to the cylinder was 0.1 m above the 
cylinder bottom, and the water flowed from the bottom upward 
to the top and the· outlet was at the top. Two layers of 
gravel were laid on two screens in the cylinder, figure 5.2; 
the top one, 0.68 m long, was for testing, the bottom one, 
0.04 m long; for preventing the passage of salt solution 
being delayed because of large-scale turbulent eddies in the 
injection chamber. Within the tested section of the 
cylinder, two ~airs of electrodes were located at 0.5 m 
apart, and a manometer connected to the cylinder near the 
bottom of the tested section. The electrodes were connected 
to an electrical conductivity meter then to a chart 
recorder, for salt solution velocity measurement (chapter 
4). At the same level as inlet A, the outlet B was located. 
This outlet B functioned to drain water from the gravel 
column; by knowing the drained volume, and the bulk volume 
(from manometer reading, see below), then the effective 
porosity could be ~btained. The location of the salt 
solution input was in the space between the two layers of 
gravel. The hole for injection was very small and always 
sealed by plasticine; a syringe needle was pushed through 
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the plasticine, for injection, to prevent leaking. 
~ Inflow 
\ 
. OVErliow 
1...-___ --, ~--+_~-- Constant head tank 
Manometer 
Gravel 
Conductivity meter 
Salt solution injector 
A 
Figure 5.2. Vertical cylinder test diagram (dimensions in m). 
Gravels were always loaded under water. Before 
1oading, the outlet valve B was closed. Then the inlet 
valve A was opened to let water flow up the cylinder slowly 
as loading was taking place. After loading had finished, 
the effective (drainable) porosity could be measured. It 
should be rioted that the water for the ~xperiment was always 
deaerated (chapter 3). Before porosity measurement, valve A 
\'l a scI os e d • Then valve B was opened to drain away a 
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fraction of water so that the water level was well below the 
gravel top; valve B was then closed again. The water level 
in the gravel medium could be read from the water level in 
the manometer. Then valve B was opened to drain water 
slowly ':0 a collector until the water level ca~(! close to 
the manometer connection point and valve B was closed. The 
water level was again read. (After closing valve B, we 
should wait until no significant change in the manometer 
level before reading the water level). The weight Wand the 
temperature T of the drained water in the collector were 
measured then its volume Vd could be obtained from 
= WIT ( 5 • I ) 
where '7 is the specific weight of the drained water which 
varied with its temperature. The bulk volume of gravel, Vb' 
was calculated by 
= ( 5 • 2 ) 
where A = cross-sectional area of the cylinder; Ld = length 
of gravel drained column. The effective porosity is 
f = ( 5 • 3 ) 
The porosity of each of the gravels was measured by three 
repetitions before pore and flux velocity tests, and by 
three further ~epetitions after the tests. 
To measure pore and flux velocities, the outlet valve B 
was closed, the inlet valve A was adjusted to control the 
water flowing from the constant head, tank to the cylinder 
bottom upward through the gravel, then flowing out at the 
cylinder top. The tests for each gravel progressed from a 
small flowrate to larger ones then decreased again to 
smaller ones. For each flowrate, the flux velocity was 
measured three times and the pore velocity two times 
alternately. From timing the outflow in a collector, the 
volume of flow could be calculated from equation (5.1) then 
the flux velocity v was obtained from 
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v = ~/t ( 5 • 4 ) 
where t = time. Note that the flow temperature also had to 
be measured to obtain Vd from equation (5.1). The pore 
velocity was derived from timing the salt solution 
travelling with the flowing water. The passages of the 
solution were detected by an electrical conductivity meter 
via two pairs of electrodes, one at the downstream section 
and another at the upstream. Because of diffusion and 
dispersion of the salt solution (chapter 4), a chart 
recorder was needed to record accurately the pulses of high 
conductivity of salt solution passing the electrodes. The , 
accurate interpretation of pore velocity from chart records 
is discussed in chapter _4. Note that the specific weight of 
the salt solution was always checked using a hydrometer and 
adjusted to be equal to that of the flowing water by adding 
methanol. The slug of salt solution was applied through a 
tiny hole to a chamber between the two layers of gravel by a 
2-ml syringe (figure 5.2). For each flowrate, when its 
porosity, flux velocity, and pore velocity were known, its 
tortuosity could be obtained by equation (4.5). 
5.1.3 Flume Test. 
As in the vertical cylinder test, the tortuosity values 
of gravel in a flume test is obtained from three quantities 
namely, porosity, flux velocity, and pore velocity. The 
flow of water through the gravel has to be uniform and 
steady. The uniformity can be achieved by adjusting inflow 
and outflow, while the steadiness dep~nds on the constancy 
of pumping if a suitable constant head tank is not available 
as in this study. 
The flume, figures 5.3 and 5.4, was about 10 m long, 
the depth of the channel was about 0.59 m, and the width 
(volumetrically measured} was 0.133 m. The flume channel 
was made of marine plywood coated with fibre-glass and 
included a full-depth viewing section of perspex 4.5 m long 
at about the middle of both sides of the channel (figure 
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5.4). The flume was tiltable using a chain hoist with a 
supporting bar near the upstream end and the fulcrum was the 
hinge near the downstream end. The details of the flume in 
gener~l are described by Whittaker (1982, chapter 3). The 
gravel was contained in the channel by two screens 7.5 m 
apart; the depth of gravel was about 0.5 m. The discharge 
through the gravel was controlled by the inflow valve and 
the tail gate. Two pairs of electrodes were 3.9 m apart for 
detecting passages of salt solution ~ The solution 
injection device, comprising a solution cylinder and 
injection tube, was located 1.1 m upstream of the upstream 
electrodes (figure 5.3). The cylinder (0.0-5 m 1.D., 0.3 m 
long) stored the solution; it had a screw cap at its top 
for refilling. The cylinder was connected to a compressed 
air supply with a pressure reducing valve and a pressure 
gauge near its top, and to the injection tube at its bottom. 
The PVC injection tube (0.012 m 1.D.) had an injection slot 
0.025 m long and 0.005 m wide near the bottom end. At the 
slot section, a flexible plastic tube was fitted inside the 
injection tube, which had a vertical thin cut coincident 
with the slot. Because of flexibility and restriction of 
the plastic tube, the cut was sealed at atmospheric pressure 
but it allowed the salt solution to pass out under high 
pressure. Injection was accomplished by manipulating the 
• 
pressure reducing valve and the solution release valve. 
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Overllow weir 
Supporting bar with 
chain hoist 
Outflow to collector 
Figure 5.3. Flume test diagram (dimensions in ro). 
Loading gravel in the flume took place under flowing 
water imitating sedimentation of river gravel. The gravel 
depth was about 0.5 m. As in the vertical cylinder test, 
three sizes of uniform gravel were tested in "the flume, 
i.e. gravels no.l, 2 and 3 in table 5.1. Porosity of the 
gravels was measured in the flume with three repetitions 
before the velocity measurement experiment took place. For 
measuring porosity, the flume was set horizontal and the 
channel was blocked by a wooden board at the upstream screen 
and by the control gate at the" downstream 'section to 
restrict the volume of water involved. Then deaerateo water 
was poured into the channel in the space between the 
downstream screen and the tail gate to a sufficient level 
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(well below the gravel surface). After attaining 
equilibr-ium (e.g. being left for 6 hours), the water level 
was noted by a point gauge. The water level in the channel 
was then lowered by siphoning from the flume to a collector. 
The new water level was again noted a~ter equilibrium. The 
weight Wand the temperature T of the siphoned water were 
measured then its volume Vw was obtained from equation 
(5.1). The volume Vw in this case included the volume of 
water in the space, Vs ' between the control gate and the 
downstream screen (figure 5.3), therefore the volume of 
water actually drained from gravel, Vd' was 
= ( 5 • 5 ) 
The bulk volume of gravel in the flume, Vb' was 
= LB, Lc:l ( 5. 6 ) 
where L = length of gravel in the flume; Be = width of 
inside channel; and La = reduction of water level in the 
channel due to siphoning. The effective porosity f could be 
obtained from equation (5.3). 
Figure 5.4. Photograph of the experimental flume. 
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To measure the pore and flux velocities, the wooden 
board at the upstream screen was now removed and the flume 
was tilted to a desired slope. Deaerated water was then 
allowed to flow into the flume through the tested gravel 
passing the tail gate and outflow (figure 5.3). Flow 
through the sample was made uniform by manipulating the 
inflow control valve and the tail gate. Having obtained 
uniform underflow, the flux velocity and the pore velocity 
were measured alternately three times for the former and 
twice for the latter. These two types of velocity in the 
flume test were measured in the same manner as those in the 
vertical cylinder test. When the flux velocity v, the pore 
velocity u, and the porosity f were known the tortuosity e 
could be obtained. After finishing this, the flowrate was 
changed by manipulating the inflow control valve, then once 
again the test was repeated. At one slope, therefore, we 
had two values of tortuosity but only one average value was 
needed. Having obtained an average value of tortuosity from 
one channel slope,. the slope was changed and the complete 
procedure was repeated. Four values of slope were tested 
for each gravel size, viz; 0.027, 0.063, 0.099, and 0.135. 
5.2 UNDERFLOW THROUGH GRAVEL ON INCLINED IMPERVIOUS FLOOR. 
To test the validity of the nonlinear seepage equations 
(4.26) and (4.28), measurements of nonuniform nonlinear 
seepage on an inclined impervious floor were needed. In the 
literature, only Hele-Shaw models have been used to test the 
theory of seepage on an inclined impervious floor 
e.g. Guitjens and Luthin (1965), Marei and Towner (1975), 
and Jaiswal and Chauhan (1975). At present, the Hele-Shaw 
model is limited to the range of Darcy's law. Although 
nonlinear seepage on an inclined impervious floor has not 
been tested before, flow on a horizontal floor has been 
studied by a number of investigators e.g. Curtis and Lawson 
(1967), Volker (1969, 1975), and Goodwill and Kalliontzis 
(1982). Most of these workers also performed their 
experiments on water flowing through gravel in a flume, and 
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this kind of experiment was also used herein to study 
underflow through gravel on an inclined impervious floor. 
The arrangement and dimensions of the flume were as in 
figure 5.3. Two sizes of gravel wero used in this 
experiment, gravel no.1 (d m = 4.29 mm), and no~2 (d M = 5.56 
mm) in table 5.1. The gravels were loaded in the flume 
under flowing water~ 
Before theexperime"nts on nonur:tiform underflow through 
gravel were performed, the hydrogeologic constants (e.g. 
hydraulic resistivities a and b) of these gravels had first 
to be -measured in place. This was done by creating uniform 
underflow through the gravel in the flume, then following 
the procedure of the tortuosity flume test (section 5.1.3) 
except that salt velocity measurement was not necessary 
here. From a set of data (i. e. S, v, T) , the values of the 
hydrogeologic constants of 
any flow temperature could 
Rising phr~atic surface 
Falling surface 
the 
be 
gravel, i.e. a, b, and K, 
obtained (see chapter 3) • 
Screen 
Figure 5.5. Experiment of nonuniform flow through gravel 
(dimentions in m). 
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Only the case of flow downslope, i.e. the floor slope S 
> 0, was tested herein since the case of underflow upslope 
(see e.g. Harr, 1962, figure 2-6(c): Jaiswal and Chauhan, 
1~75, figure 3) in a river bed seems likely to be rare. 
However the experiments of underflow,jownslope included both 
rising and falling flow profiles (figure 5.5). Four sets of 
nonuniform underflow experiments were performed in this 
study. The first two sets used gravel no.l (table 5.1): 
the slope of the impervious floor was kept constant for the 
first set at 0.099 and the second at 0.135, and flowrates 
were varied in each set. Only falling flow profiles were 
tested in these two sets. The other two sets of the 
experiments, third and fourth, were performed with gravel 
no.2. Each of these experiments was conducted on various 
slopes of the flume (hence of the impervious floor) but the 
height H.o (figure 5.5) was kept relatively constant, at H10 
= 25.0 cm for the third experiment and at 34.44 cm for the 
fourth one. Of these two sets, one was performed with 
falling flow profiles (Hw = 25.0 cm), the other with rising 
flow profiles (H10 = 34.44 cm). By manipulating the control 
valve and the tail gate, we could keep the upstream height 
H10 constant at various slopes of the flume. The data 
required from each run were slope of flume S, flowrate Q, 
heights of phreatic surface above channel floor, H, and flow 
• 
temperature T. Note that the flow temperature recording is 
essential; the flowrate calculation needs the values of 
hydrogeologic constants which vary with temperature, 
therefore the values of hydrogeologic constants to be used 
in calculation are always changed accQrding to the test 
temperature. The slopes of the flume were measured by using 
surveying instruments. The flowrates were obtained from 
timing the outflows to a bucket suspended from a spring 
balance. The weight of an outflow could be donverted to the 
volume by equation (5.1), then the flowrate could be 
obtained. The heights of the phreatic surface above the 
channel floor, H, were measured by a ruler on both clear 
side walls (so that an average value could be obtained) ,at 
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50 cm spacing for 10 readings (figure 5.5). Side wall 
readings were compared with manometer readings at the bed of 
a smaller flume, and it was found that the differences were 
less than 1%. By keeping the far downstream and upstream 
he igh ts (H 1 and HtO ) aw:ty from the gravel ends (screens) we 
could avoid inaccuracy due to the effect of the entrance and 
exit conditions. 
5.3 SEEPAGE THROUGH GRAVEL MOUNDS. 
The proposed finite difference method for predicting 
underflow in a gravelly river bed may be tested by 
laboratory experiments. A gravel mound can be established 
in the flume between the clear side walls (figure 5.4), then 
steady seepage through the mound can be created. Knowing 
the shape of the mound, positions of streamflow surface, and 
hydrogeologic constants of the gravels, we can predict the 
di rect ion of see'page and its f lowra te (chapter 4). I n the 
experiment we can measure the direction and flowrate of the 
seepage. The predicted results can therefore be compared 
with the measured ones. By testing in the laboratory, we 
can achieve good control of homogeneity and isotropy of the 
gravel mound, and steadiness of flow. In the laboratory 
situation, we can choose various shapes of the mound, 
flowrates, and also some particular conditions e.g. a patch 
of silt on the mound surface. 
Two types of gravel were used in these tests 
i.e. gravel no.l (d~ = 4.29 mm) and gravel no.3 (d M = 9.69 
mm) (section 5.1.1). Placement of gravel in the flume was 
always conducted under flowing water, representing 
sedimentation in rivers. The hydrogeologic constants were 
determined as described in the last section. After 
determining hydrogeologic constants, the gravel mound was 
formed into an arbitrary shape. Three shapes with five 
conditions were involved in this study (figures 6.5 to 6.9). 
Three conditions used only gravel no.3, the other two 
conditions involved two layers with gravel no.3 on top of 
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gravel no.l. The location of coarser material above finer 
material, ~lthough unusual in a purely sedimentary 
situation, is commonly found where a fish has constructed a 
redd for spawning. The dimensions of all mounds were about 
3.50 m long and 0.5 m high. The flume was always set 
horizontal. The water levels and flowrates were controlled 
by the inflow valve· and the tail gate. For each test, the 
heights of water surface and gravel surface above the 
channel floor were measured at 0.1 m'spacings along the 
length of the mound. The directions of seepage were traced 
by injecting Rhodamine WT solution in the gravel mound at 
the clear side wall. The spots of injection were arbitrary. 
The paths of solution movement were marked with chalk on the 
channel wall. During the test, the flowrate was measured as 
described in the last section with 4 measurements, and if 
the flowrate varied more than 5 per cent from the average 
value the test would be omitted because the flow was 
unsteady. The temperatures of flow were also recorded. 
5.4 SEEPAGE THROUGH GRAVEL BARS. 
The proposed method for predicting seepage flows by 
finite difference can be verified in field conditions. 
Since in field conditions, flowrate is difficult to obtain 
therefore onl~ the phreatic surfaces of underflow, which are 
easier to obtain by measurement, are compared between 
measurements and calculations. The phreatic surface of 
seepage through a bar can be obtained by surveying the 
groundwater table in the bar from a network of bore holes 
over the bar. From known boundary conditions of the bar 
(e.g. position of water along the edge, and/or impervious 
boundary) and hydrogeologic constants of the bar material, 
we can predict the phreatic surface of seepage through the 
bar by the finite difference method. The surveyed and 
predicted phreatic surfaces can be compared. 
135 
Two sites were chosen on braided rivers in the South 
Island, New Zealand. Site 1, in the Selwyn River, ~as on 
flat land, near the coast, and part of the bar was attached 
to the bank. Site 2 1, in the Waimakariri River, was in a 
mountainoU!:. inland valley near its source, an,d the bar was 
an island in the river. These sites (about 100 kms apart) 
are shown in figure. 5.6. The bars were selected on the 
basis that they were not too small to observe clearly the 
directions of seepage, and not so b~g that the field work 
could not be finished in a reasonable time. The bar surface 
should not be too high above the phreatic surface so that 
observation holes could-be dug quickly. 
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Figure 5.6. Sites of field experiments. 
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Each bar was mapped by fixing a tape lengthwise along 
the middle of the bar. Then distances to the edge of the 
bar (whether it be ~urface-water or river bank with fine 
sediment) were measured perpendicular to the tape at 3 m 
spacing except that in some small areas, e.g. at the 
upstream and downstream ends of the bars, shorter spacings 
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were used. The phreatic surfaces were observed on a 3 m 
grid as shown in fi~ures ~.7 and 5.8 for the Selwyn bar 
(site 1) and the Waimakariri bar (site 2) respectively. 
Observation holes were dug below the groundwater table, and 
they were left overnight to reach equilibrium. The phreatic 
surfaces and water surfaces were surveyed by levelling 
(cf. Ritchie et al.j 1977, p.llO-l12)~ a staff was held 
just touching the water surface, during sighting a level, 
both in the observation holes and at the stream flow 
surface. 
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Figure 5.7. Gravel bar at the Selwyn. 
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Figure 5.8. Gravel bar at the Waimakariri. 
The hydrogeologic constants of the bar material were 
measured by the standpipe pumping test (cf. chapter 3). The 
testing positions are shown in figures 5.7 and 5.8 for site 
1 and site 2 respectively. The results of the standpipe 
pumping tests are shown in figures 5.9 and 5.10 for the 
Selwyn and the Waimakariri rivers respectively. These 
results comprise the data (of aquifer head losses, s, and 
pumping rates, Q) and their fitting curves (based on the 
theory of flow to standpipe). The principle and theory of 
the standpipe pumping test are discussed in chapter 3, 
therefore only the method used to obtain the raw data in 
this study is presented. The resistivities, a and b, from 
these data are summarised in table 6.3. 
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Figure 5.9. Data of standpipe pumping tests and their 
fitting curves of the Selwyn gravel bar. 
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Figure 5.10. Data of standpipe pymping tests and their 
fitting curves of the Waimakariri gravel bar. 
The standpipe pumping method is .based on steady state 
. 
conditions. It is assumed, for convenience, that the 
phreatic surface around the standpipe does not change during 
pumping (similar to initial stage in pumping an unconfined 
aquifer cf. USDI, 1981, p.45) which, usually, occurs for the 
test· in a stream bed below stream flow condition (e.g. 
figure 3.12). Therefore when surface water was not present 
at the testing point, as in this study, we had to dig a 
small pond below the groundwater table so that water was 
present in the pond. The arrangement for testing is shown 
diagramatically in figur~ 5.11. 
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Figure 5.11. Diagram of standpipe pumping test. 
The standpipe was an aluminium pipe (0.85 m long, 22 mm 
1.0., and 3 mm thick) with a solid tip (0.08 m long) at one 
end and a perforated section near this end. The perforated 
section of the pipe was about 0.1 m from the tip, 0.05 m in 
length, and made by drilling 3 mm diameter holes at about 10 
mm spacing. The standpipe, before being used, had to be 
calibrated to obtain a relationship between pipe head loss 
~p and flowrate Q. The calibration was set up as in figure 
5.12, and a set of Q-sp relationships could be obtained by 
varying pumping rate and measuring the drawdown in the pipe. 
The Q-sp relationship of the standpipe used herein is shown 
in figure 5.13. 
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F~gure 5.13. Relationship of flowrate and pipe head loss 
of the standpipe used in this study. 
The standpipe was driven into the gravel at the middle 
of the small pond to a required depth (e.g. to impervio~s 
floor), by hammering on a driven steel shaft put inside the 
standpipe to avoid harm to the pipe. The suction tube of a 
positive displacement pump was connected to a sand trap and 
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from that to the inside of the standpipe. The outflow from 
the pump, normally, went back to the pond to maintain steady 
state condition and prevent formation of a cone of 
depression, except when its flowrate was being measured. 
The flowrate was measured by timing the outflow in a 
collector; at the same time, the steady state was 
maintained by tipping water continuously into the pond at 
roughly the same rate as outflow, however the maintenance of 
steady state is not needed in the case of flow measurement 
below river level. The water level inside the standpipe was 
measured by using probing wires attached to a vernier; the 
probing wires were connected to a battery and an ammeter, 
when the tips of the wires touched the water surface 
electric current passed through the ammeter. The data 
needed from the test were a set offlowrate - drawdown -
flow temperature relationships. The flowrates were altered 
for several values, by using a control valve, to obtain a 
set of flowrate-drawdown relationships. The method for 
trans la ting the raw da ta into hydrogeolog ic cons tants is 
discussed in chapter 3. 
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CHAPTER 6 
RESULTS AND DISCUSSION 
AI I we are Is a result of what we have thought. 
The Buddha (623-543 B.C.) 
Four types of experiment were performed in this study 
to test some theories and methods dealing with prediction of 
underflow in gravel bed rivers. The first type is to obtain 
the tortuosity values of different size gravels; these 
values helped to understand the relationship between flux 
velocity and pore velocity of flow through gravel. The 
second type is to investigate underflow through gravel which 
rested above an inclined impervious, base. From this 
investigation, the conventional equation and two new 
equations of underflow prediction are compared. The third 
type investigates seepage through gravel mounds; it aimed 
• 
to verify th~ proposed method of predicting seepage flows by 
finite difference. The fourth type is a field experiment on 
seepage through gravel bars; this tested the finite 
difference method in field conditions. 
6.1 TORTUOSITY OF GRAVELS. 
Three sizes of uniform gravel (see table 5.1 and figure 
5.1) were tested in a vertical cylinder and in a flume to 
determine their tortuosities, e. The experimental results, 
in table 6.1, show that th~ average e-value from vertical 
cylinder tests is 0.988 and lower than the value from flume 
tests which is 1.033. However, the overall average e-value 
is 1.009 which is very near unity. The slight difference 
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between the cylinder test value and the flume test value 
probably corresponds to differences in the values of 
porosity. The porosities measured from t:he cylinder test 
a re more accurate than those from the f lurne tes t (see 
chapter 5). Logically, the value of tortuosity should not 
be less than 1, but some experimental values are up to 4 % 
less than 1, and this may be due to experimental error. 
Strictly, the apparent effective porosity fa should be used 
to calculate e. fa is the ratio of the volume of moving 
water for the bulk volume of gravel, and is possibly smaller 
than the effective porosity f which has been used and the 
upper limit of fa is f (McWhorter and Sunada, 1977, 
p.28-30). Unfortunately fa cannot be independently 
measured, but it would possibly give a higher value of e 
than has been obtained in these tests. 
Another factor affecting the value of tortuosity is the 
method of pore velocity calculation. The pore velocity that 
is calculated from the transformed C-~ curves is always 
greater, hence gives smaller value of tortuosity, than that 
from the C-t curves directly (see chapter 4). The average 
e-value found by Ellis et al.(1968, p.416) for uniform sand 
is higher than unity (e = 1.325, see chapter 4) because they 
used C-t curves directly to obtain pore velocity u. In this 
study, the pore velocities were obtained from the 
transformed curves therefore the values of tortuosity herein 
are very accurate and,probably more rel~able than those of 
Ellis et al.(196~). 
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Table 6.1. Tortuosities of uniform gravels. 
-----------------------------------------------------
dW\ f J v u e 
(mm) (em/s) (em/s) 
-----------------------------------------------------
Cylinder test 
-----------------------------------------------------
4.29 0.363 0.0104 0.197 0.551 0.9836 
0.0204 0.259 0.714 1.0192 
0.0289 0.341 0.927 1.0106 
0.0398 0.437 1.197 1. 0044 
5.56 0.358 0.0044 0.154 0.445 0.9641 
0.0201 0.317 0.890 0.9929 
0.0244 0.374 1. 052 0.9915 
0.0339 0.449 1. 247 1. 0054 
9.69 0.372 0.0042 0.235 0.642 0.9864 
0.0054 0.278 0.769 0.9728 
0.0092 0.423 1.162 0.9804 
0.0105 0.428 1. 200 0.9587 
0.0188 0.623 1.700 0.9857 
0.0201' 0.631 1. 743 0.9739 
Flume test 
-----------------------------------------------------
4.29 0.410 0.0268 0.347 0.848 0.9976 
0.0628 0.721 1. 718 1. 0238 
0.0987 0.971 2.385 0.9923 
0.1355 1. 248 3.031 1.0037 
5.56 0.394 0.0268 0.429 1. 037 1. 0506 
0.0628 0.856 2.083 1.0444 
0.0987 1.174 2.844 1.0483 
0.1355 1. 459 3.514 1.0545 
9.69 0.359 0.0268 0.822 2.198 1. 0411 
0.0628 1. 406 3.755 1.0428 
0.0987 1. 888 5.010 1.0497 
0.1355 2.236 5.951 1.0467 
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The results from this experiment show that the 
tortuosity of uniform gravel with mean diameter 4 to 10 mm 
is very close to 1.0. Therefore equation (4.4) can be used 
to convert pOrt~ veloci ty u to or from flux veloci ty v Hi th 
confidence for such gravels, i.e. 
u = vlf (4.4) 
where f is effective porosity (but simply called porosity 
throughout this thesis). Nonuniform'gravels and the gravels 
outside this range have not been tested because of time 
limitations. However by examining table 6.1, we find that 
the tortuosity does not vary with mean diameter, porosity of 
gravel, or hydraulic gradient. Therefore the e-value of 1 
may be used tentatively for gravels in general at present 
until further tests have been made. 
In calculating the pore velocity of flow through salmon 
redds, Ogle (1972, p.31), from logical thinking, assumed an 
e-value of 2; therefore, in his calculation, the u-values 
might be about half of the actual values according to the 
above experimental results. This error can cause serious 
consequential inaccuracies. 
6.2 NONUNIFORM UNDERFLOW THROUGH GRAVEL ON AN INCLINED 
IMPERVIOUS BASE. 
Conventionally, the discharge of nonuniform groundwater 
flow above an inclined impervious base is calculated by 
q = - KHoS (2.20) 
(see e.g. Harr, 1962, p.45-47; and chapter 2), where q = 
discharge per unit width; K = hydraulic conductivity; S = 
slope of the impervious base; and Ho = height of underflow 
above impervious floor at which uniform flow would take 
place ,at flowrate q. The v~lue of Ho (figure 2.7) can be 
calculated from 
HZ - H1 + LS = Ho In [ (H1 - Ho) I ( Hz - HO ) ] (2.21) 
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where Hf , HZ = heights of underflow above impervious floor 
at downstream and upstream respectively~ and L ~ distance 
between H, and Ht. 
The velocity of flow through gravel tends to be faster 
than that of ordinary groundwater flow, therefore nonlinear 
flow is naturally e~pected. The equation for nonlinear 
underflow is presented in chapter 4 as 
2 2 2 (aq/28 ) In [( 8HZ + aqHz + blqlq)/(8H + aqH + blqlq)] -
222 
[(a q - 2blqlq8)/2M8 ] 
(HZ - H, )/8 - L 
where 
In[(N + N')/(N - N')] -
= 0 
2 2 0.5 
M = (a q - 4blqlq8) 
N = 2blqlq + aq(HZ+ H1) + 28Hf HZ 
and 
N ' = M (HZ - H, ) 
(4.26) 
(4.22) 
(4.24) 
(4.25) 
If the values of H, and HZ are close enough to each other 
that H can be assumed constant, we obtain a simpler equation 
(chapter 4) as 
2aq (HZ + Hi) + 4b Iq I q + (HZ + Hi) (HZ - H, ) /L 
+ 8 (HZ + Hi ) = o (4.28) 
Four sets of experiments have been performed to test 
the accuracy of the equations (2.20), (4.26), and (4.28). 
The experimental methods of underflow,through uniform gravel 
above an inclined impervious layer are discussed, generally, 
in chapter 5. The raw data of the experiments are included 
in appendi x H. 
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Figure 6.1. The comparisons of flowrates from equations 
(2.20), (4.26), (4.28), and the measurement 
for flow through gravel 14.29 mm above an 
impervious floor with slope of 0.099. 
Figures along the sides of experimental 
points are Reynolds' number. 
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The first two sets of experiments were performed with 
the gravel no. 1 (table 5.1), d~ = 4.29 mm; the slope of 
the impervious layer was kept constant at 0.099 for the 
first set and at 0.135 for the second one. The height of 
the phreatic surface above the impervious floor was measured 
at 50 cm intervals for 10 readings (Hi to HfO ), the flowrate 
~nd its temperature were also recorded; this procedure was 
repeated for several flowrates. From each set of data, the 
equations (2.20), (4.26), and (4.28) were used to calculate 
flowrates per unit width, q. since only two values of H 
(one upstream and one down~tream) are ,needed for each 
calculation, therefore Ht (downstream H) was kept constant 
and the upstream H varied from Hz to H10; the distance L 
between His was also altered e.g. (i) when using H, and HZ 
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then L = 50 em, (ii) using H, and H~ then L = 100 em, etc.~ 
the average value of q was obtained from the 9 calculated 
values of q. The average values of q from each of equations 
(2.20), 1'4.26), and (4.28) were plotted against HI and 
compared to thu measurement values~ for S = 0.09~ the 
comparisons are in figure 6.1, and S = 0.135 in figure 6.2. 
Average Reynolds' numbers, Re, based on mean grain diameter 
are also included in these figures. 
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Eq 2.20 
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Figure 6.2. The comparisons of flowrates from equations 
(2.20), (4.26), (4.28), and the measurement 
for flow through gravel \4.29 mm above an 
impervious floOr with slope of 0.135 
The other two sets of experiments (third and fourth) 
were performed with the gravel no. 2 (table 5.1), d m = 5.56 
mmi the upstream he igh ts, HIO , were kept rela t i vely 
constant but the slope of impervious floor, S, was altered. 
For the th ird se t, the ave rage va.lue of Hl0 was 25.0 em and 
often less than Ht to H,· (rising flow profile, see figure 
5.5). The average HtO was 34.44 em for the fourth set of 
the experiment, and was often greater than H, to H, (falling 
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flow profile, see figure 5.5). Each set of experiments had 
four sets of (lata at S = 0.027, 0.063, 0.099, and 0.135: 
and the data, as in the first and second sets , were H, to 
HtO, q, and temperature of flow. Equations (2.20), (4.26), 
and (4.28) were used to calculate q from H, to H'0 by 
keeping H'0 constant and altering Hi to HOOand L, e.g. (i) 
when using Hi and .H'0 then L = 450 cm, (1i) using HZ and H'0 
then L = 400 cm, etc. The average q from each of the three 
equations was plotted against S and. compared to the 
m~asurement values: results for the third set of 
experiments are in figure 6.3, the fourth set in figure 6.4. 
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11.20 
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Figure 6.3. The comparisons of flowrates from equations 
(2.20), (4.26), (4.28), .and the measurement 
for flow through gravel 5.56 mm with average 
h,o = 25 cm (Re = Reynolds' number). 
Figures 6.1, 6.2, and 6.4 show that the nonlinear flow 
equation (4.26) gives a better fit to the measurement values 
than the others i.e. the simplified nonlinear flow equation 
(4.28) and the linear flow equation (2.20). Only figure 6.3 
shows the simplified equation (4.28) giving the best fit. 
151 
The results in figures 6.1, 6.2, and 6.4 are derived from 
underflow with a falling flow profile (figure 5.5) while the 
results in figure 6.3 are from a rising flow profile. The 
results from the nonlinear equ.9.tion (4.26) and those from 
the simplified nonlinear equation (4.28) are very close to 
each other and to the measurement values, but the results 
from the linear equation (2.20) are quite different. The 
discrepancy of equation (2.20) from the measurement values 
varies with Reynolds' number, Re. In figures 6.1 and 6.2, 
the results from equation (2.20) are markedly different from 
the measurement values because of high Reynolds' number (Re 
= 46 to 56 in figure 6.1 and Re = 55 to 57 in figure 6.2). 
The estimations by equation (2.20) become accurate at small 
Re, e.g. Re < 30 and Re < 45 in figures 6.3 and 6.4 
respectively. Interestingly even at small Re, equations 
(4.26) and (4.28) still give better results than equation 
(2.20) which tends to underestimate the values of q, see 
figures 6.3 and 6.4. The underestimations of equation 
(2.20) are also shown in the works of the other 
investigators e.g. Marei and Towner (1975, figures 1,2,3), 
and Jaiswal and Chauhan (1975, figure 4). 
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Figure 6.4. The comparisons of flowrates from equations 
(2.20), (4.26), (4.28), and the measurement 
for f16w through gravel 5.56 mm with average 
h
'0 = 34.44 cm (Re = Reynolds' number). 
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Although the simplified nonlinear flow equation (4.28) 
is not the best, it gives very good results and is worth 
considering. .Its calculation is much simpler than that of 
equation (4.26), and even simpler than equation (2.20) which 
is based on Ho from equation (2.21). The Newton-Raphson 
method (e.g. Williams, 1972, p.28-31) can be used to solve 
equation (4.28) which always converges. For solving 
equations (4.26) and (2.21), however 'the bisection method 
(e.g. Williams, 1972, p.27-28) is more appropriate. In 
solving the linear flow equation (2.21) by the bisection 
method, the iteration converges if the two starting values 
are properly chosen (by comparing the upstream height HZ 
with' the downstream height Hf , if HZ> H, then the two 
start ing poi n ts mus t be grea ter than Hz but if HZ < H1 the 
two points must be smaller than HZ). The bisection method 
for solving the nonlinear flow equat ion (4.26)' is very 
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complicated but it can be done by a computer. A FORTRAN 
. programme for solving both equations (4.26) and (4.28) is 
presented and discussed in appendix F. If ~ computer is not 
available, the simplified eq'lation (4.28) is the most 
suitable for calculating the rate of underflow through 
gravel on an inclined impervious base (cf. chapter 4). 
6.3 SEEPAGE THROUGH GRAVEL MOUNDS. 
Many fluvial stream channels with gravel beds are 
composed of a sequence of pools and riffles (Keller, 1976, 
p.126). It is important, therefore, to be able to predict 
accurately the direction and amount of seepage through 
gravel mounds when dealing with surface flow and underflow 
in a river bed (Jones, 1959, p.146; Nece and Bell, 1973; 
Needham, 1961, p.29; Vaux, 1962). The favourite method for 
prediction is the finite difference method as discussed in 
chapters 2 and 4. The accuracy of this method was checked 
by five experiment~ using two gravel sizes d M = 4.29 mm and 
9.69 mm (no. 1 and 3, table 5.1, and figure 5.1). These 
experiments are 
(i) flow through a gravel mound, uniform gravel with 
mean diameter 9.69 mm, (figure 6.5); 
( i i) part of low ove r a grave 1 mound, same grave 1 as (i), 
(figure 6.6); 
(iii) part flow over a two-layer gravel mound, with the 
same gravel as (i) as the top layer and uniform 
gravel with mean diameter 4.29 mm as the bottom 
layer, (figure 6.7); 
(iv) full flow over a two-layer gravel mound with the 
same gravels as (iii), (figure 6.8); 
(v) full flow over an irregular mound with a thin layer 
of silt on part of the upstream face, same gravels 
as (i), (figure 6.9). 
The general experimental method for investigating seepage 
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through gravel mounds is described in chapter 5. 
The accuracy of the flow direction prediction is 
assessed by comparing the predicted stream lines with the 
injected dye (tracer) paths. Figures 6.5 to 6.9 show that 
the dye paths (shaded areas with arrow heads) compare 
reasonably well with the stream lines. In the very low 
velocity regions, e.g. in figure 6.8 and at the middle part 
of figure 6~9, the dye paths are not quite consistent with 
the stream lines perhaps because the movement of the dye 
particles is dominated by dispersion instead of convection. 
However, the di~ections of the dye path in the law velocity 
region tend to follow the stream line directions. In figure 
6.8, the dye path at the downstream end disperses to cover 
two stream lines which have different outflow directions. 
The direction of the stream line at the middle of figure 6.9 
is backward against the direction of the surface flow; the 
injected dye experiment also showed the same feature. 
Backflows have also been observed by other investigators 
e.g. Cooper (1965, p.16-21), see figures 2.13, 2.14. These 
results show that this finite difference method can be used 
with confidence-to estimate the direction of underflow in 
gravel bed rivers. 
When the flownets are available, we are able to 
• 
calculate the amount of seepage through the gravel mounds. 
The nonlinear seepage across a flownet as in figure 6.10 is 
2 0.5 
v = [(a/2b) + Ihl - hzl /(bBf)] - a/2b ( 6 • 1 ) 
and 
q = ( 6. 2 ) 
where v = flux velocity; a and b = linear and nonlinear 
hydraulic resistivities respectively; h f and hZ = 
peizometric heads of two equi-head lines; Bf = distance 
between the two equi-head lines; q = flowrate; and Sf = 
distance between the two stream lines (figure 6.10). 
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Figure 6.10. Definition of a flownet. 
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The experiments of' figures 6.5, 6.6, and 6.7 are suitable 
for comparing the flowrates between the calculations and the 
experiments. Those of figures 6.8 and 6.9 are not suitable 
because surface flows were involved hence the flowrates of 
underflow alone were difficult to estimate. The results of 
flowrate per unit width of flume from calculations and 
• 
experiments are compared in table 6.2. 
Table 6.2. The comparison of flowrates between calculation 
and measurement. 
-----------------------------------~---------------------Figure 
6.5 
6.6 
6.7 
Ca 1 cuia ted q (cm /s) 
55.105 
69.881 
35.165 
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Measufed q (cm /s) 
54.990 
69.348 
34.604. 
Error (per cent) 
0.21 
0.77 
1..62 
The errors between the calculated results and the 
experimental results as shown in table 6.2 are so small thit 
we can use this calculation method with confidence. The 
error of the result from figure 6.7 is bigger than the 
others, protably because the gravel of the top layer has 
been disturbed, therefore its hydraulic resistivity values 
may be slightly altered. Another reason that causes the 
calculated results of figures 6.5 and 6.6 to be more 
accurate than that of figure 6.7 is that the finite 
difference node spacing of the two former cases (5 cm) is 
smaller than the latter (10 cm) • These two reasons may 
explain why the phreatic surface from the calculation in 
figure 6.7 (dashed line) deviates from the measurement 
(solid line) by as much as 12 % • However, by increasing the 
spacing of finite difference nodes we reduce computer data 
preparing and running time. Sometimes' the node spacing is 
so small that the computing iteration does not converge with 
a reasonable successive error criterion, e.g. in the 
computation of the problem of figure 6.9 the iteration does 
not converge when the node spacing is 5 cm and the error 
criterion is 0.01 but it converges at the s~acing 10 cm with 
the error criterion 0.005. 
6.4 SEEPAGE THROUGH GRAVEL BARS. 
Two field experiments have been undertaken on gravel 
bars, one in the Selwyn and one in the Waimakariri, both 
rivers in the South Island, New Zealand. These experiments 
were intended to verify the proposed method of finite 
difference with field data. The groundwater levels in the 
bars, and the stream water levels along the emergent edges 
of the bars were surveyed as discussed in detail in chapter 
5. Each bar was arbitrarily divided into 4 zones of 
different hydraulic resistivities, a and b, see figures 6.11 
and' 6.12. The values of a and b of each zone were measured 
by the standpipe method (chapter 3 and 5) at about the 
middle of the zone (figures 5.7 and 5.8). They were derived 
from the data shown in figures 5.9 and 5.10 for the Selwyn 
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bar and the Waimakariri bar, respectively, and summarized in 
table 6.3. From the known values of hydraulic resisivities 
and the stream water levels at the edges of each bar, 
piezometric heads of seepage through the bar were predicted 
by the finite difference method. The c)ntours of 
piezometric head are compared between measurement (dashed 
lines) and prediction (solid lines) for the bars of the 
Selwyn and of the Waimakariri in figures 6.11 and 6.12 
respectively. To avoid complication; only the lines of 
equal head are shown in these figures, and not the stream 
lines. 
Table 6.3. The values of hydraulic resistivites of 
the experimental bars. 
Bar at Zone 
Selwyn I 
II 
III 
IV 
Waimakariri I 
II 
III 
IV 
Linear hydraulic 
resistivity: (s/cm) 
3.70 
8.33 
9.00 
3.39 
2.80 
0.98 
2.40 
3.50 
Nonlinear hydraulic 
resistivity: (sl/cmL) 
2.50 
0 
0 
0 
3.10 
0.50 
1.50 
2.50 
Of the bar at the Selwyn, the sets of equi-head lines 
from measurement and calculation, in figure 6.11, are in 
fair agreement. Both sets show that the underflow direction 
in zones I and II is mainly along the length of the bar and 
parallel to the main streamflow direction. The equi-head 
lines from the measurement in zones I and II are not quite 
parallel to those from the calculation because there might 
be some leakage along the assumed impervious boundary. 
Unlike the calculated equi-head lines, the measured 
equi-head lines do not tend to be perpendicular to the 
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impervious boundary, and this confirms the leakage. In 
zones III and IV of the bar at the Selwyn, both sets of 
equi-head lines show the direction of underflow across the 
bar from the true left bank of the bar to the right b2nk. 
The equi-head lines 15 cm and 5 cm in zone IV show very good 
agreement between calculation and measurement. However, 
most of the calculated piezometric heads have less than 5 cm 
error; by assuming 35 cm of average underflow thickness the 
error is 14 %, for 100 cm thickness the error is 5 %. Apart 
from the leakage, nonhomogeneity of bar material is probably 
another cause of error. 
Figure 6.12 compares the sets of piezometric head 
contours between measurement and calculation of the gravel 
bar in the Waimakariri. The directions of underflow 
resulting from measurement and from calculation are quite 
similar. The main inflow is from the far upstream corner 
and the downstream corner of the true right bank and also 
from the true right bank of the bar. The outflow is at the 
true left bank. Obviously the equi-head lines from the 
measurement show some of the underflow is lost through the 
bottom of the bar in zone IV. This loss of the underflow 
causes the peizometric head level from calculation to be 
higher than the actual level. Another cause of error is the 
nonhomogeneit~. The closeness of the equi-head lines along 
the true right bank of the bar implies that the hydraulic 
resistivities along this bank are higher than the rest of 
the bar. It is not unusual for the recharging zone to be 
filled up with fine sediment (Huisman and Olsthoorn, 1983, 
p.139). Despite the loss and the nonhomogeneity, the 
difference of the piezometric heads between the calculation 
and the measurement is not higher than 20 cm (57 % error for 
35 cm thickness of underflow, and 20 % for 100 cm 
thickness). 
The problem of nonhomogeneity can be overcome by 
increasing the number of measurements of the hydrogeologic 
properties of the bar material. Instead of measuring the 
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hydraulic resistivities at only 4 stations as herein, we may 
use 8 stations or more depending on the availability of time 
and money. The problems of leakage through the assumed 
impervious boundary and through the bottom of the bar are 
more complicated than the nonhomogeneity problem. However, 
we can overcome these problems if we know where and how much 
the leakages are; obtaining this information also depends 
on the economic factor. If the leakages occur at the 
internal nodes, e.g. some of those in zone IV of figure 
6.12, in calculation, we can simply change the internal node 
equation (4.35) from 
= 0 (4.35) 
to 
= - Q ( 6 • 3 ) 
where Q = leaking discharge per unit area, positive when the 
bar gains water and negative when it loses water. 
For the leakages at the boundary nodes, e.g. some of those 
at the upstream part of the true right bank of figure 6.11, 
we consider the boundary node equation (4.41) together with 
equations (4.42) to (4.44). ~he values of Fp in equation 
(4.41) together with ~ and ~ in equations (4.42) to (4.44) 
are changed according to the boundary conditions. At a 
leaking point, if the gradient of underflow across the 
, 
boundary is known then Fp = the gradient, ()( = 1, and fJ = 0; 
but if the piezometric head at the boundary is known then Fp 
= t he he ad, 0< = 0, ~ = 1. 
In both bars (figures 6.11 and 6.12) the groundwater 
levels from the calculation are mostly higher than those 
from the measurement because groundwater was lost 
unexpectedly from the bars through the impervious boundary 
and bed. Otherwise, if the bars gain water through the 
impervious boundary or bed, the calculated groundwater 
levels will be lower than the measured ones. 
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 
Whoever practises steadfastly, without deviation or slackness, 
and has a gentle and restrained manner, always persevering 
with constancy, those are the ones who wll I know. 
Venerable AJahn Chah (c. 1905-) 
The objective of this research was to develop methods 
for predicting seepage through the gravel layers underlying 
gravel bed rivers. The problems are of two scales, namely, 
local and large scales. The local scale solutions are 
sensitive to small variations of piezometric head and of 
boundary conditions. The horizontal scale of large scale 
situations are large compared to the scale of piezometric 
disturbances. The first and second conclusions show that 
both problem~'have been satisfactorily solved. The rest of 
the conclusions were arrived at during the study as a result 
of progress towards the main objectives. 
1, For local scale problems of seepage through the 
gravel layers of river beds.(e.g. fish redds and 
gravel bars), a computational method was developed 
in this study. The method can deal with a bed of 
complex boundary conditions, nonhomogeneous 
material, "and nonlinear underflow. It is based on 
the theory of the finite difference method for 
steady two-dimensional nonlinear flow. The method 
was verified by laboratory and field experiments. 
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2, The large scale problems deal with underflow 
through a gravel layer resting on an inclined 
impervious floor. Two nonlinear flow equations 
were derived for calculating the flowrate of steady 
nonuniform un,jerflow. One equation is more 
accurate but more difficult to solve than the 
other. The predictions of these equations were 
compared to the experimental results and to those 
of the conventional linear equation. The results 
from the two nonlinear equations are very close 
together and to the experimental results. The 
conventional equation, on the other hand, does not 
give good agreement with experiment when the 
Reynolds' number (based on mean grain diameter) is 
greater than 50. 
3, Tort4osity is an important property of porous media 
in the sense that it is required for relating flux 
velocity to pore velocity. The tortuosity values 
of relatively uniform gravels are evaluated for the 
first time in this study. The evaluation has been 
carried out accurately from the precise 
measurements of both velocities of uniform steady 
flow in one dimension. From this study, the 
average tortuosity of uniform gravel is 1.0. The 
reason for this has not been investigated herein 
because of time limitations. 
4, An in-place method was developed in this study to 
measure the hydraulic resistivities and 
conductivity of gravelly river beds. The method is 
called the "standpipe pumping method" following 
Terhune (1958) because the instruments and 
measurement method are similar to, but less 
restricted than, those of Terhune; his 
conventional method however is totally empirical 
and able to obtain only hydraulic conductivity 
(permeability) but not hydraulic resistivities 
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(nonlinear seepage properties) of gravel. The 
method developed herein is based on the theory of 
the finite difference method for axisymmetric 
nonlinear flow situations and is thus of much wider 
applicability. It was tested with the available 
data of Terhune, giving a satisfactory result. 
5, The linear and nonlinear hydraulic resistivities of 
a gravel layer can be estimated from its simple 
physical properties (gravel size and porosity). 
Two parameters, C and Cj have first to be 
calculated. Formulae for calculating C and c from 
the porosity of gravel are available in the 
literature e.g. Kozeny's (1927) formula for C and 
Joseph's (1982) for c. The conventional formula 
for C is quite satisfactory but that for c is not. 
The one-dimensional nonlinear underflow equation 
(Forchheimer's equation) was rederived in this 
study. Many samples of gravels with various sizes 
and grades were tested precisely and accurately in 
a constant head permeameter. The new derivation 
and these tests gave new semi-empirical formulae 
for both C and c. The new formulae yielded better 
results than the existing ones when compared to the 
data .available from many sources. 
The results of this study suggest a number of areas for 
future research, the most important of which are briefly 
des cribed here. 
1, The method of seepage prediction for the local 
scale problems in this study is strictly for steady 
conditions. It is not difficult though to extend 
it to unsteady flow conditions. The unsteady flow 
~olution, however, may be very unstable or too 
costly in computer time (until the solution 
converges). The instability occurs due to the 
assumptions of nonlinear flow. The stability of 
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the finite difference method (and of other methods 
e.g. boundary integration techniques) in solving 
unsteady nonlinear seepage problems is worthy of 
study in the future. 
2, For large scale problems of flow through gravelly 
river beds, the proposed equations are for 
homogeneous isotropic gravel only. Some river beds 
may have more than one layer of different kinds of 
gravels. It would, therefore, be useful to have 
equations for solving for nonuniform nonlinear 
underflow in a multi-layer gravel bed. 
3, The average tortuosity of uniform gravels is 1.0, 
as confirmed herein. It would be interesting to 
investigate the reasons for this rather surprising 
result; and also to investigate the tortuosity of 
"nonuniform" gravels and of mixtures of gravel, 
sand, and silt, to see if the value of 1.0 is 
universal~ 
4, The procedure for the standpipe pumping test 
discussed in this thesis is adequate, but is not 
yet in a convenient form. In the present 
procedure, a computer is needed to calculate 
piezometric heads of flow to the pipe, for 
instance. A more convenient form may be a graph 
showing relationships between the physical features 
of a standpipe test e.g. depth of pipe in bed, 
depth of impervious floor, drawdown, etc.) and the 
necessary parameters (e.g. specific pumping rate). 
This would need a lot of time and effort, but would 
be worthwhile for use in situations where a 
computer is not readily available. 
5, The formulae for C and c, in the literature and 
this study alike, were derived from experiments on 
relatively clean, smooth, and rounded samples. In 
real gravel bed rivers, the bed layers are mixtures 
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of gravel, sand and even silt in some places. By 
investigating these mixtures in permeameter tests, 
the new formulae for C and c for various types of 
rive:~ bed can be obtained. The results of s1lch 
inveE:tigations may be a boon for fishery workers 
attempting to improve salmonid spawning areas. 
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APPENDIX A 
GALERKIN METHOD FOR NONLINEAR GROUNDWATER FLOW 
The partial differential equation governing the steady 
nonlinear groundwater flow in domain R (figure A.I) is 
('~/ax) (E 'ah/ax) + ('3/ay) (E~h/ay) = 0 in R (A.l) 
where h is hydraulic head: E is coefficient of effective 
hydraulic conductivity which can be written as 
E = 
2 0.5 -1 
a/2 + (a /4 + b l'ah/()Sl ) ] (A. 2) 
where a and b = linear and nonlinear resistivities 
respectively. 
Figure A.l. Problem domain Rand bounrlary regions. 
Equation (A.l) is subjected to two types of boundary 
conditions (figure A.l). The first type is Dirichlet 
condition, 
-h = h (A. 3 ) 
and the second is Neumann condition, 
-
= v (A. 4 ) 
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where v is flux velocity: n is the direction normal to the 
surfa~e: n., ny are the direction cosines of n. 
When h is the exact solution then equations (A.l), 
(A.3), and (A.~) are identically satisfied. However, if h 
is an approximate solution then errors are introduced, such 
that 
(o/~x) (E 3h/3x) + (()/ay) (E ah/ay) = e R -I 0 (A. 5) 
(A. 6) 
v - nx (a h/a x) - ny ( 3h/~y ) = v - v = eN -/; 0 (A. 7) 
To improve the approximate solution h the errors (e~, eo, 
and eN) must be minimized. In weighted residual method, the 
error minimization equation is 
H ep,wR,L dxdy + !eDwD.i ds + J eNwwl ds = 0 (A.8) 
, t!N I R 5p ~ 
where wR/i ' wD,l ' and WH,t are different types of weighting 
or error distribution functions. Therefore the expression 
(A.8) represents a system of n equations, which should allow 
the approximate solution h to be found. 
, 
In the Galerkin method, one of the weighted residual 
techniques, the approximate solution selected is of the form 
h = a, H, + az' Hz + ••••••• + an Hn = 
n 
~ ai HL 
i=l 
(A. 9) 
where Hi's are linearly independent prescribed, functions, 
ai's are unknown adjustable parameters. The approximation, 
in Galerkin method, is selected in such a way that the 
Dirichlet boundary condition (A.3) is ~dentically satisfied. 
The weighting functions Wt are taken equal to a combination 
of the funct ions Ht, i. e. w =i~ aj Hi , where bal are 
arbitrary coefficients. Therefore 
= o (A.IO) 
or 
H[(a/ax)(E)h/'}x) + (~/~y)(E~h/ay)] Htdxdy 
R + 5 E(~h/~n)Hi dS = 0 (A.II) 
~N 
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where i=1,2, •••• ,n 
From equation (A.9), let n = 3, H, = 1, Ht = x, and H~ 
= y,; we have 
h = (A.12) 
Specify equation (A. I!) to the corners ofa triangular 
element (figure A.2), we have 
h, = a, + az x, + a,y, 
hz = a, + az XL + a, yz. (A.13) 
h:!l = a, + az X:!I + a3Y~ 
y 
2 
1 
3 . 
o X 
Figure A.2. Triangular element e. 
Note tha t h, to h" x, to x" and y, to y~ represent the 
values at nodes 1 to 3 in figure A.2, this is not the case 
for a, to a~ which are derived from equation (A. 9). From 
equation (A.l3) we can obtain 
a, = C u hi + C'2 h z + cf!J h~ 
a2 = cZ1 hI + Czz. h1 + cz~ h~ 
a3 = c3i h, + c3Z hz. + c3!1 h3 
(A.14) 
where Cu to c~, are fUnct ions of x, to x'!, y, to Y3' and 
area of the element as in equation (2.79). Equation (A.12) 
can now be changed to 
h = (A.15) 
where d , to d~ are fUnct ions of x, to x~, y, to Y!I' x, Y as 
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in equation (2.81) in chapter 2. The prescribed functions 
di play essentially the same role as the original function 
HL. Thus the equation (A.ll) can be written as 
H [(~/~x)(E ~h/~x) + (~/~y)(E ~h/~y)] dldxdy 
R 
or 
+ r (q - n~E ~h/~x 
SN 
ny E ~h/~y) dt dS = o 
H[d( (~/ax)(E ~h/~x) + dL (3/~y)(E ()h/~y)] dxdy 
R 
+ i(q - n.E ah/ax - nyE ah/~y) didS 
!,'" 
= 0 
(A.16) 
(A.17) 
The order of differentiation in equation (A.17) can be 
reduced by one, using integration by parts. The formula for 
integration by parts may be developed as 
r~ u(~v/;}x)dxdy 
R 
= H [d(uv)/dx]dxdy - IS v(au/ax)dxdy 
R R 
(A.18) 
Considering only the first term of equation (A.17), let u = 
d" v = E ~h/~x, we have 
J J C\: (E~~)dxdy =H ~ (di E~~)dXdY - ~f E~~ ;~i. dxdy 
R R R 
From the divergence theorem, 
( - 1\ ) F .en dS S = 
fdiv F dR 
R 
equation (A.19) becomes 
55 dl 'a~x(E~)dXdy = fSd;' E~ nxdxdy - H E~ ;~L dxdy 
R N R 
Now, equation (A.17) can be written as 
(( (E~h ~di + E~h ~dl) dxdy - (vdids = 0 ) } ax ~x -elY ~y J 
R 5N 
(A.19) 
(A. 20) 
(A.21) 
(A.22) 
In the arbitrary case that flux velocity across the Neumann 
type boundary is zero, e.g.i~pervious boundary and free 
surface, v = 0 then f vdt dS = 0 hence, 
s.., 
= o i=1,2,3 (A. 23) 
By substituting )h/~x, ~h/~y, ~dt/~x, and adi/~y for i = 
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1,2,3 we obtain 3 equations as 
H E [ ( C~, +C!,) ht + (C11 CZZ +C)1C31) hz + (cz,cn +C31c,~) h~ ] dxdy = 0 
R 
f$ E [( Cl1CU +c31cU)h, +( c:Z +c;l)hZ +( CnCn +C,)Cn)h) ] dxdy = 0 (A~ 24) 
R 
j f E [ ( C1t Cn +c31c),)) h, + ( cZZc%) +c3;£,c,,) hZ + (c!, +c~,) h ] dxdy = 0 
R 
Equation (A.24) is similar to equation (2.84) in chapter 2 
but the expression of E in (A.24) can be freely chosen 
either from equation (2.63) or (2.65).. This means that the 
Galerkin method is more flexible than the conventional 
method in chapter 2. 
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APPENDIX B 
COMPUTER PROGRAMME FOR HYDRAULIC RESISTIVITIES 
There are three methods available for calculating the 
values of linear and nonlinear resistivities, a and b, from 
permeameter test data. These methods are (i) the linear 
least squares, (ii) the quadratic le~st squares, and (iii) 
the algebraic. The principles of these methods are 
described in chapter 3. It is ditficult to judge which 
method is always the best. However if we apply all methods 
to the same data then we can judge the best results from the 
least standard error. Each method of resistivities 
calculation is tedious by hand, therefore it will be much 
more convenient with a computer. A FORTRAN programme was 
written in this study for these calculations. In the 
following programme, the technique of temperature correction 
was also included. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
, 
C CALCULATION OF HYDRAULIC RESISTIVITIES BY THREE METHODS 
C WITH TEMPERATURE CORRECTION 
DIMENSION FLOW(IOO),GRAD(IOO),SFLO(IOO),T(IOO) 
OPEN(UNIT=5,NAME='A.DAT',STATUS='OLD' ,READONLY,BLANK 
I ='ZERO') 
READ(5,*)N,TS,IDATE,MONTH,IYEAR 
WRITE(6,5) IDATE,MONTH,IYEAR 
5 FORMAT(IX,'Hydraulic resistivities of experiment 
lon' ,IX,I2, 'I' ,12, 'I' ,14,/) 
DO I=I,N 
READ(5,*)GRAD(I),FLOW(I),T(I) 
ENDDO 
C CALCULATE RESISTIVITIES AND STANDARD ERRORS BY THREE 
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C METHODS 
CALL RESIS(FLOW,GRAD,N,AA,BA,SEA,AL,BL,SEL,AQ,BQ,SEQ) 
C SELECT BEST VALUE OF NONLINEAR RESISTIVITY FROM LEAST 
C STANDARD ERROR 
B=BA 
IF(SEA.LE.SEL.AND.SEA.LE.SEQ) GO TO 10 
B=BL 
IF(SEL.LE.SEQ) GO TO 10 
B=BQ 
C CALCULATE NEW VELOCITIES AT STAN"DARD TEMPERATURE 
10 CALL TEMP(FLOW,GRAD,T,N,TS,SFLO,B) 
C FROM NEW VELOCITIES CALCULATE NEW RESISTIVITIES AND 
C STANDARD ERRORS BY THREE METHODS 
CALL RESIS(SFLO,GRAD,N,AA,BA,SEA,AL,BL,SEL,AQ,BQ,SEQ) 
WRITE(6,IS) 
IS FORMAT (3X,'Gradient',6X,'Measured',6X, 'Corrected',2X, 
1 'Temperature') 
WRITE(6,16) 
16 FO RMA T ( 1 7 X, 'Ve 10 cit y , , 6 X, 'Ve 10 cit y , , I ) 
DO I=I,N 
WRITE(6,17) GRAD(I),FLOW(I),SFLO(I),T(I) 
, 
ENDDO 
17 FORMAT(IX,FI0.6,2(2X,FI2.6),4X,FS.2) 
WRITE(6,*) 
WRITE (6,18 ) 
18 FORMAT(2X,'Method' ,9X, 'Linear' ,7X,'Nonlinear',4X, 
1 'Standard' ) 
WRITE(6,19) 
19 FORMAT(ISX, 'resistivity' ,3X, 'r,esistivity' ,3X, 
1 'error' ,I) 
WRITE(6,20)AL,BL,SEL 
WRITE(6,21)AQ,BQ,SEQ 
WRITE(6,22)AA,BA,SEA 
20 FORMAT(IX, 'Least square',3(IX,FI2.8» 
21 FORMAT(IX,'Quadratic ',3(IX,FI2.8» 
22 FORMAT(IX,'Algebraic ',3(IX,FI2.8),/) 
WRITE(6,*)'Standard temperature is',TS, 'degree C' 
194 
STOP 
END 
C SUBROUTINE FOR RESISTIVITIES CALCULATION 
SUBROUTINE RESIS(FLOW,GRAD,N,AA,BA,SEA,AL,BL,SEL,AQ, 
1 BQ,SEQ) 
DIMENSION FLOW(lOO),GRAD(lOO) 
RN=N 
C CALCULATION OF RESISTIVITIES BY ALGEBRAIC METHOD 
SEA=l.O 
DO J=l,N-l 
DO K=J+l,N 
IF(ABS(FLOW(J)-FLOW(K) ).LE •• OOOOl) GO TO 25 
AAT=(GRAD(J)*FLOW(K)**2-GRAD(K)*FLOW(J)**2)/ 
1 (FLOW(J)*FLOW(K»/(FLOW(K)-FLOW(J» 
BAT=(GRAD(J)*FLOW(K)-GRAD(K)*FLOW(J»/(FLOW(J)* 
1 FLOW(K»/(FLOW(J)-FLOW(K» 
CDS=O.O 
DO I=l,N 
CDS=CDS+((GRAD(I)-AAT*FLOW(J)-BAT*FLOW(I)**2)/ 
IGRAD(I»**2 
ENDDO 
SEAT=SQRT(CDS/RN) 
IF(SEAT.GT.SEA) GO TO 25 
BA=BAT 
. 
AA=AAT 
SEA=SEAT 
JR=J 
KR=K 
25 ENDOO 
ENDOO 
C CALCULATION OF RESISTIVITIES BY LINEAR AND QUADRATIC 
C LEAST SQUARES METHODS 
GRAS=O. 
FLOS=O. 
GDFS=O. 
FLSS=O. 
FLFS=O. 
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FLGS=O. 
FLCS=O. 
FSGS=O. 
DO I=l,N 
GRAS=GRAS+GRAD(I) 
FLOS=FLOS+FLOW(I) 
FLSS=FLSS+FLOW(I)**2 
GDFS=GDFS+GRAD(I)/FLOW(I) 
FLCS=FLCS+FLOW(I)**3 
FLGS=FLGS+FLOW(I)*GRAD(I) 
FLFS=FLFS+FLOW(I)**4 
FSGS=FSGS+GRAD(I)*FLOW(I)**2 
ENDDO 
AL=(GDFS*FLSS-FLbS*GRAS)/(RN*FLSS-FLOS**2) 
BL=(RN*GRAS-GDFS*FLOS)/(RN*FLSS-FLOS*~2) 
AQ=(FLFS*FLGS-FLCS*FSGS)/(FLFS*FLSS-FLCS**2) 
BQ=(FLSS*FSGS-FLCS*FLGS)/(FLFS*FLSS-FLCS**2) 
SDS=O. 
GDS=O. 
DO I=l,N 
SDS=SDS+«GRAD(I)-AL*FLOW(I)-BL*FLOW(I)**2)/ 
1 GRAD(I) )**2 
GDS=GDS+«GRAD(I)-AQ*FLOW(I)-BQ*FLOW(I)**2)/ 
1 GRAD(I))**2 
ENDDO • 
SEL=SQRT(SDS/RN) 
SEQ=SQRT(GDS/RN) 
RETURN 
END 
C SUBROUTINE FOR CALCULATION OF VELOCITIES AT STANDARD 
C TEMPERATURE 
SUBROUTINE TEMP(FLOW,GRAD,T1N,TS,SFLO,B) 
DIMENSION FLOW(lOO),GRAD(lOO),T(lOO),SFLO(lOO) 
DO I=l,N 
FR=(GRAD(I)-B*FLOW(I)**2)/(2.*B*FLOW(I))*(EM(TS)/ 
1 EM (T ( I ) ) ) 
SFLO(I)=SQRT(FR**2+GRAD(I)/B)-FR 
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ENDDO 
RETURN 
END 
FUNCTION EM(T) 
EM=.001308+( (10.-T)/5.*.000211) 
IF(T.LE.IO.) GO TO 30 
EM=.00114+«15.-T)/5.*.000168) 
IF(T.LE.15.) GO TO 30 
EM=.001005+«20.-T)/5.*.000135) 
IF(T.LE.20.) GO TO 30 
EM=.000894+«25.-T)/5.*.000111) 
IF(T.LE.25.) GO TO 30 
EM=.000801+«30.-T)/5.*.000093) 
IF(T.LE.30.) GO TO 30 
EM=.000723+( (35.-T)/5.*.000078) 
30 RETURN 
END 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
The use of this programme can be shown by an example. 
If from an experiment on a constant head permeameter with'a 
sample of gravel, we obtain a set of data as 
Hydraulic gradient 
0.02681 
0.06283 
0.09868 
0.13548 
Flux velocity 
(cm/s) 
0.87132 
1.50448 
2.00173 
2.40511. 
Temperature 
( °c) 
13.5 
12.5 
14.5 
14.5 
The data inputs for this programme are of two groups: 
The first group is N = number of readings (from experiment -
4 for this example); TS = desire temperature; IDATE MONTH 
IYEAR.= date m6nt~ and year of experiment. The second group 
is the experimental data to be arranged in the order of 
gradient, flux velocity, and temperature (in degree Conly). 
These input data are in free format; the first group is on 
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line 6 and the second line 11 in the programme. Now if the 
experiment was on 11 July 1983, and we want the a and b 
values of the flow temperature at 16 degree Ci the input 
data can be arranged in the following patter1. 
4 16.0 11 7 1983 
0.02681 0.87132 13.5 
0.06283 1. 50448 12.5 
0.09868 2.00173 14.5 
0.13548 2.40511 14.5 
From these input data, we will have printouts from a 
computer as follows. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
~ydraulic resistivities of experiment on III 7/1983 
Gradient Measured Corrected Temperature 
Velocity Velocity 
0.026810 0.871320 0.892181 13.50 
0.062830 1. 504480 1.539578 12.50 
0.098680 ,2.001730 2.016711 14.50 
0.135480 2.405110 2.420882 14.50 
Method Linear Nonlinear Standard 
• resistivity resistivity error 
Least square 0.01484911 0.01693868 0.00241006 
Quadratic 0.01460658 0.01706116 0.00389457 
Algebraic 0.01492655 0.01695107 0.13975486 
Standard temperature is 16.00000 degree C 
............................. 
By comparing the standard errors from all methods, the 
linear least squares method gives the best results, for this 
experiment, at a = 0.01485 slcm and b = 0.016494 s1/cm l • 
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APPENDIX C 
PERMEAMETER TEST DATA 
A method for interpreting hydraulic resistivities, a 
and b, from simple physical properties of gravel can be 
obtained from rederiving the nonlinear groundwater flow 
equation (2.2) and from performing permeameter tests on 
various types of gravel. The derivation is in chatper 3. 
The accurate permeameter test is discussed in the same 
chapter. The data from the present permeameter test is 
shown here. 
Two types of gravels were tested. The first type 
comprises five sample sizes of closedly-graded gravels, the 
second comprises five samples of broad graded gravels. The 
data are presented in 10 tables; tables C.l to C.5 are from 
the samples of the uniform gravels; and tables C.6 to C.I0 
for broad graded gravels. 
Table C.l. Data from uniform gravel d m = 3.4 mm. 
Gradient Flux vel.ocity 
cm/s 
Temperature 
degree C 
--------------------~---------------------------------
0.414 1. 87 19.9 
0.300 1. 52 20.0 
0.175 1. 06 20.0 
0.095 0.67 20.0 
0.043 0.37 20.1 
0.010 0.12 20.1 
0.023 0.23 20.2 
0.072 0.54 20.3 
0.129 0.86 20.4 
0.240 1. 30 20.5 
0.361 1. 72 20.6 
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Table C.2. Data from uniform gravel d m = 4.4 mm. 
Gradient 
0.014 
0.018 
0.032 
0.044 
0.057 
0.076 
0.097 
0.133 
0.170 
0.223 
0.271 
0.320 
0.035 
0.375 
Flux velocity 
cm/s 
0.16 
0.23 
0.32 
0.43 
0.51 
0.64 
0.77 
0.96 
1.14 
1. 36 
1. 54 
1. 72 
1. 81 
1. 89 
Temperature 
degree C 
16.3 
16.3 
16.3 
16.4 
16.5 
16.6 
16.7 
16.7 
16.7 
16.7 
16.8 
16.9 
16.9 
16.9 
Table C.3. Data from uniform gravel d m = 5.4'mm. 
Gradient 
0.273 
0.182 
0.113 
0.052 
0.033 
0.008 
0.020 
0.045 
0.068 
0.143 
0.217 
Flux velocity 
cm/s 
1. 94 
1. 51 
1.12 
0.65 
0.47 
0.16 
0.33 
0.58 
0.79 
1. 29 
1. 70 
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Temperature 
degree C 
"19.3 
19.5 
19.6 
19.7 
19.8 
19.8 
19.9 
19.9 
19.9 
20.0 
20.0 
Table C.4. Data from uniform gravel d m = 8.8 mm. 
------------------------------------------------------Gradient 
0.132 
0.095 
0.060 
0.028 
0.005 
0.013 
0.042 
0.066 
0.121 
Flux ve loci ty 
cm/s 
2.00 
1. 66 
1. 27 
0.76 
0.30 
0.49 
0.97 
1. 39 
1. 85 
Temperature 
degree C 
19.9 
20.0 
20.1 
20.1 
20.2 
20.3 
20.4 
20.5 
20.6 
Table C.5. Data from uniform gravel dm = 10.4 mm. 
Gradient Flux veloci ty 
cm/s 
Temperature 
degree C 
------------------------------------------------------
0.083 2.05 19.7 
0.059 1. 68 19.8 
, 
0.035 1. 21 19.8 
0.014 0.69 19.9 
0.003 0.25 19.9 
0.008 0.47 20.0 
0.023 0.97 20.1 
0.043 1. 42 20.2 
0.075 1. 84 20.3 
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Table C.6. Data from broad graded gravel dm= 6.7 mm d= 1.82. 
Gradient 
0.357 
0.250 
0.148 
0.062 
0.015 
0.043 
0.098 
0.190 
0.276 
Flux velocity 
cm/s 
1. 94 
1. 55 
1.12 
0.61 
0.21 
0.45 
0.84 
1. 28 
1. 66 
Temperature 
degree C 
19.4 
19.4 
19.4 
19.4 
19.4 
19.5 
19.6 
j9.6 
19.7 
Table C.7. Data from broad graded gravel d~= 6.4 mm d= 2.13. 
Gradient 
0.385 
0.280 
0.175 
0.074 
0.020 
0.053 
0.129 
0.225 
0.333 
Flux veloci ty 
cm/s 
2.16 
1. 77 
1. 34 
0.72 
0.28 
0.56 
1. 06 
1. 55 
1. 96 
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Temperature 
degree C 
18.4 
18.5 
18.55 
18.6 
18.6 
18.75 
18.8 
18.9 
18.95 
Table C.8. Data from broad graded gravel dW\= 6.8 mm d= 2.63. 
--------------------------------------------------~---Gradient 
0.374 
0.267 
0.145 
0.056 
0.012 
0.028 
0.087 
0.174 
0.262 
Flux velocity 
cm/s 
1. 95 
1. 56 
1. 06 
0.57 
0.14 
0.33 
0.76 
10-19 
1. 56 
Temperature 
degree C 
19.6 
19.6 
19.6 
19.55 
19.4 
19.5 
19.6 
19.6 
19.6 
Table C.9. Data from broad graded gravel d~= 6.4 mm d= 2.95. 
Gradient 
0.018 
0.063 
0.165 
0.280 
0.410 
0.485 
0.230· 
Flux velocity 
cm/s 
0.26 
0.54 
1. 05 
1. 50 
1. 90 
2.10 
1. 29 
203 
Temperature 
degree C 
19.2 
19.3 
19.3 
19.4 
19.3 
19.3 
19.3 
Table C.lO. Data from broad graded gravel dm= 6.8 mm d= 3.12. 
Gradient 
0.444 
0.311 
0.182 
0.074 
0.013 
0.024 
0.053 
0.111 
0.213 
0.346 
Flux velocity 
cm/s 
1. 79 
1. 42 
1. 01 
0.55 
0.14 
0.23 
0.41 
0.73 
1.15 
1. 56 
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Temperature 
degree C 
17.7 
17.8 
17.85 
17.9 
17.9 
18.0 
18.1 
18~15 
18.2 
18.3 
APPENDIX D 
PROGRAMME FOR NONLINEAR AXISYMMETRICAL FLOW 
The following computer programme, written in FORTRAN, 
is for helping to solve the problems of nonlinear 
axisymmetric groundwater flow. Such problems include flow 
to a well, a drain and a standpipe. The purpose of writIng 
this programme in this study is actually for helping in 
evaluation of the hydraulic resistivities of gravel layer by 
the standpipe pumping test. However, the programme can be 
used for any other purposes. The programme is based on the 
new finite difference method, it can deal with problems 
involving of complex boundary conditions. The theory of the 
method is discussed in chapter 3. The computer programme is 
as follows • 
. ; ........................................... . 
C FINITE DIFFERENCES FOR AXISYMMETRICAL NONLINEAR 
C GROUNDWATER FLOW 
10 
DIMENSION ID(600,4),D(600),F(600),Al(600),A2(600) 
DIMENSION A3(600),A4(600),AO(600),H(600),E(600) 
DIMENSION R(600) 
OPEN(UNIT=S,NAME='ANI.DAT',STATUS='OLD' ,READONLY, 
1 BLANK=' ZERO' ) 
1 
2 
3 
4 
READ(5,*) NB,N,ERR,AC,BC 
WRITE(6,10) NB,N,ERR,AC,BC 
FORMAT(lX, 'Number of boundary nodes 
IX, 'Number of total nodes 
IX, 'Error cri terion 
IX, 'Linear resistivity a 
IX, 'Nonlinear resistivity b 
WRITE(6,lS) 
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= ',13,/ 
= ',IS,/ 
= ',F7.4,/ 
= ',F9.5,/ 
= 
, 
,F9.S) 
15 FORMAT(//,lX, 'Head distribution for linear flow',/) 
WR1TE(6,17) 
17 FORMAT(lX,4('No.',3X,'Head',3X)t/) 
AC2=AC/2. 
DO 1=l,NB 
READ(5,*) 1D(1,1),1D(1,2),ALPHA,BETA,DEG,OP,D(1), 
1 F(1),R(1) 
A=(ALPHA+BETA*DP)/D(1) 
RAD=DEG*.017453292 
Al(1)=A*S1N(RAD) 
A2(1)=A*COS(RAD) 
AO(1)=Al(1)+A2(1)+BETA 
H(1)=O.O 
ENDDO 
Nl=NB+l 
DO 1=Nl,N 
READ(5,*)1D(1,1),1D(1,2),1D(1,3),1D(1,4),0(1),R(1) 
H(1)=O.O 
ENOOO 
20 ERRC=O. 0 
DO 1=1, NB 
11=10(1,1') 
12=1D(1,2) 
A=(F(1)+Al(1)*H(1l)+A2(1)*H(12»/AO(1) 
ERRC=ERRC+(A-H(1»**2 
H(1)=A 
ENODO 
DO 1=Nl,N 
1l=1D(1,l) 
12=1D(1,2) 
13=1D(1,3) 
14=1D(1,4) 
Al(1)=(R(1l)+R(1»/R(1) 
A2(1)=2. 
A3(1)=(R(13)+R(1»/R(1) 
A4(I)=2. 
AO(I)=Al(1)+A2(1)+A3(1)+A4(I) 
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A=(Al(I)*H(Il)+A2(I)*H(I2)+A3(I)*H(I3)+A4(I)*H(I4))/ 
1 AO(I) 
ERRC=ERRC+(A-H(I))**2 
H(I)=A 
ENDOO 
ERRC=SQRT (ERRC ) 
IF(ERRC.GT.ERR) GO TO 20 
DO I=1,N,4 
11=1+1 
12=1+2 
13=1+3 
WRITE(6,30)I,H(I),Il,H(If),I2,H(I2),I3,H(I3) 
30 FORMAT(lX,4(I3,2X,F6.3,2X)) 
ENODO 
WRITE(6,35) 
35 FORMAT(/,lX,'Head distribution for nonlinear flow',/) 
WRITE(6,17) 
40 ERRC=O.O 
ERRE=O.O 
00 I=l,NB 
11=10(1,1) 
12=ID(I,2) 
A=1./(AC2+SQRT(AC2**2+BC*SQRT«H(I)-H(Il))**2+(H(I)-
1 H ( 12) ) * * 2) /D ( I ) ) ) 
, 
ERRE=ERRE+(A-E(I))**2 
E(I)=A 
ENOOO 
00 I=Nl,N 
Il=ID(I,l) 
12=ID(I,2) 
13=ID(I,3) 
14=ID(I,4) 
A=1./(AC2+SQRT(AC2**2+BC*SQRT«H(Il)-H(I3) )**2+(H(I2) 
1 -H(I4))**2)/(2.*D(I)))) 
ERRE=ERRE+(A-E(I))**2 
E(I)=A 
ENDDO 
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00 1=l,NB 
11=10(1,1) 
12=10(1,2) 
A=(F(1)+A1(I)*H(11)+A2(1)*H(12))/AO(1) 
ERRC=ERRC+(A-H(1) )**2 
H(1)=A 
ENODO 
00 1=N1,N 
11=10(1,1) 
12=10(1,2) 
13=10(1,3) 
14=10(1,4) 
A1(1)=(R(11)*E(11)+R(1)*E(1))/R(1) 
A2(1)=E(12)+E(1) 
A3(1)=(R(13)*E(13)+R(1)*E(1))/R(1) 
A4(1)=E(14)+E(1) 
AO(1)=A1(1)+A2(1)+A3(1)+A4(1) 
A=(A1(1)*H(11)+A2(1)*H(12)+A3(1)*H(13)+A4(1)*H(14) )/ 
1 AO (I) 
ERRC=ERRC+(A-H(1) )**2 
H(1)=A ~ 
ENODO 
ERRE=SQRT(ERRE) 
ERRC=SQRT( ERRC) 
1F(ERRE.GT.ERR.OR.ERRC.GT.ERR) GO TO 40 
00 1=1,N,4 
11=1+1 
12=1+2 
13=1+3 
WR1TE(6,30)1,H(1),11,H(11),12,H(12),13,H(13) 
ENODO 
STOP 
ENO 
............................... ........... 
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The programme is divided into two parts. The first 
part solves linear groundwater flow problems, the second 
solves nonlinear problems. The iteration method used in 
this programme is the Gauss-Seid~J method which needs to 
have initial/alues for the solution. The initial values 
for the first part are zero (lines 28, 33 in the programme), 
and those for the second part are from the solutions of the 
first part. Some symbols appearing in the programme are 
defined as follows. 
NB = number of boundary points; 
N = number of nodes in the entire grid; 
ERR = error cri terion, normally about 0.001 but may 
decreased if the iteration does not converge; 
AC, BC = linear and nonlinear hydraulic resistivities 
respect i ve ly; 
10(I,J) = global grid numbers corresponding to the local 
numbering scheme; 
ALPHA = ~ (equation 4.38); 
BETA 
OEG 
OP 
0(1) 
F(I) 
R(I) 
H(I) 
= 
= 
= 
= 
= 
= 
= 
is 
g 
L' 
L 
Fp 
r 
h 
(equation 4.3 8"} ; 
in degrees (figure 
(figure 4.9) ; 
(figure 4.9) ; 
(equation 4.41) 
(figure 3.11); 
(piezometric head) 
4. 9 ) ; 
be 
Three sets of data inputs are involved in this 
programme in free format. The first set, line 8 in the 
programme, consists of number of boundary nodes, number of 
total nodes, error criterion, linear and nonlinear hydraulic 
resistivities, respectively. The second set, line 21, is 
for information on boundary nodes; it comprises the global 
node numbers corresponding to the local node numbers 1 and 2 
(figure 4.9) and then «, ,.s, 9, L', L, Fp , and r, 
respectively. We have to put the information of each node 
in each line of data input, e.g. the problem in figure 3.12 
has 40 boundary nodes so we have 40 lines of this data set. 
The third set, line 32 in the programme, comprises the 
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global node numbers corresponding to the local node numbers 
1, 2, 3~ and 4 respectively (as in figure 4.8), distance 
~I 
between nodes L, and distance r from the axis of the flow to 
the node. The number of lines of the third set data is the 
internal node number, e.g. the problem in figure 13.12 gives 
77 lines for this set of data. The preparation of data is 
also discussed in more detail in appendix G. To solve the 
problem in figure 3.12, we prepare the input data as 
follows. 
40 
40 
107 
108 
117 .001 3.5 2.5 
2 1. 
3 1. 
4 1. 
O. 90. O. 4. 
O. 90. O. 4. 
O. 90. O. 4. 
109 5 1. 
110 6 1. 
III 7 1. 
112 8 1. 
113 9 1. 
114 10 1. 
115 11 1. 
1+6 12 1. 
117 13 1. 
14 12 1. 
117 15 1. 
106 16 1. 
O. 90. 
O. 90. 
O. 90. 
O. 90. 
O. 90. 
O. 90~ 
O. 90. 
O. 90. 
O. 90. 
O. 90. 
O. 90. 
O. 90. 
95 17 1. O. 90. 
84 18 1. O. 90. 
73 19 1. O. 90. 
62 20 1. O. 90. 
51 21 1. O. 90. 
20 22 O. 1. 90. 
51 23 O. 1. 90. 
50 24 O. 1. 90. 
49 25 O. 1. 90. 
48 26 O. 1. 90. 
47 27 O. 1. 90. 
46 28 O. 1. 90. 
O. 
O. 
O. 
O. 
O. 
O. 
O. 
O. 
O. 
O. 
O. 
O. 
4. 
4. 
4. 
4. 
4. 
4. 
4. 
4. 
4. 
4. 
4. 
4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 4. 
O. 
O. 
O. 
1.9 
5.9 
9.9 
O. 13.9 
O. 17.9 
O. 21.9 
O. 25.9 
O. 29.9 
O. 33.9 
O. 37.9 
O. 41.9 
O. 45.9 
O. 49.9 
O. 49.9 
O. 49.9 
O. 49.9 
O. 49.9 
O. 49.9 
O. 49.9 
O. 49.9 
4. 49.9 
4. 45.9 
4. 41.9 
4. 37.9 
4. 33.9 
4. 29.9 
4. 25.9 
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45 29 O. 1. 90. O. 4. 4. 21.9 
44 30 O. 1. 90. O. 4. 4. 17.9 
43 31 O. 1. 90. O. 4. 4. 13.9 
4.2 32 O. 1. 90. O. 4. 4. 9.9 
4 ~. 33 O. 1. 90. O. 4. 4. 5.9 
32 34 1. O. 90. O. 4. O. 1.9 
41 35 1. O. 90. ·0. 4. O. 1.9 
52 36 1. O. 90. O. 4. O. 1.9 
63 37 1. O. 90. O. 4. O. 1.9 
74 38 1. O. 90. O. 4. O. 1.9 
85 39 O. 1. 90. O. 4. O. 1.9 
96 40 1. O. 90. O. 4. O. 1.9 
107 1 1. O. 90. O. 4. O. 1.9 
42 32 34 52 4. 5.9 
43 31 41 53 4. 9.9 
44 30 42 54 4. 13.9 
45 29 43 55 4. 17.9 
46 28 44 56 4. 21. 9 
47 27 45 57 4 •. 25.9 
48 26 46 58 4. 29.9 
49 25 47 59 4. 33.9 
50 24 48 60 4. 37.9 
51 23 49 61 4. 41. 9 
20 22 50 62 4. 45.9 
53 41 35 63 4. 5.9 
54 42 52 64 4. 9.9 
55 43 53 65 4. 13.9 
56 44 54 66 4. 17.9 
57 45 55 67 4. 21. 9 
58 46 56 68 4. 25.9 
59 47 57 69 4. 29.9 
60 48 58 70 4. 33.9 
61 49 59 71 4. 37.9 
62 50 60 72 4. 41. 9 
19 51 61 73 4. 45.9 
64 52 36 74 4. 5.9 
65 53 63 75 4. 9.9 
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66 54 64 76 4. 13.9 
67 55 65 77 4. 17.9 
68 56 66 78 4. 21. 9 
69 57 67 79 4. 25.9 
70 58 68 80 4. 29.9 
71 59 69 81 4. 33.9 
72 60 70 82 4. ·37.9 
73 61 71 83 4. 41. 9 
18 62 72 84 4. 45.9 
75 63 37 85 4. 5.9 
76 64 74 86 4. 9.9 
77 65 75 87 4. 13.9 
78 66 76 88 4. 17.9 
79 67 77 89 4. 21. 9 
80 68 78 90 4. 25.9 
81 69 79 91 4. 29.9 
82 70 80 92 4. 33.9 
83 71 81 93 4. 37.9 
84 72 82 94 4 •. 41. 9 
17 73 83 95 4. 45.9 
86 74 38 96 4. 5.9 
87 75 85 97 4. 9.9 
88 76 86 98 4. 13.9 
89 77 87 99 4. 17.9 
. 
90 78 88 100 4. 21.9 
91 79 89 101 4. 25.9 
92 80 90 102 4. 29.9 
93 81 91 103 4. 33.9 
94 82 92 104 4. 37.9 
9.5 83 93 105 4. 41. 9 
16 84 94 106 4. 45.9 
97 85 39 107 4. 5.9 
98 86 96 108 4. 9.9 
99 87 97 109 4. 13.9 
100 88 98 110 4. 17.9 
101 89 99 III 4. 21.9 
102 90 100 112 4. 25.9 
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103 91 101 113 4. 29.9 
104 92 102 .114 4. 33.9 
105 93 103 115 4. 37.9 
106 94 104 116 4. 41. 9 
15 95 105 117 4. 45.9 
108 96 40 2 4. 5.9 
109 97 107 3 4. 9.9 
110 98 108 4 4. 13.9 
III 99 109 5 4. 17.9 
112 100 110 6 4. 21.9 
113 101 III 7 4. 25.9 
114 102 112 8 4. 29.9 
115 103 113 9 4. 33.9 
116 104 114 10 4. 37.9 
117 105 115 11 4. 41. 9 
14 106 116 12 4. 45.9 
From these da ta we obtain the value of piezometric head 
at each node for tne computer output as follows. 
........................................ 
Number of boundary nodes = 40 
Number of total nodes = 117 
Error criterion = 0.0010 
Linear resist'ivi ty a = 3.50000 
Nonlinear resistivity b = 2.50000 
Head distribution for linear flow 
No. Head No. Head No. Head No. Head 
1 3.357 2 3.357 3 3.471 4 3.587 
5 3.679 6 3.748 7 3.798 8 3.834 
9 3.859 10 3.875 11 3.885 12 3.890 
13 3.890 14 3.890 15 3.895 16 3.904 
17 3.918 18 3.935 19 3.955 20 3.977 
21 4.000 22 4.000 23 4.000 24 4.000 
25. 4.000 26 4.000 27 4.000 28 4.000 
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29 4.000 30 4.000 31 4.000 32 4.000 
33 4.000 34 3.891 35 3.764 36 3.592 
37 3.313 38 0.000 39 3.203 40 3.357 
41 3.891 42 3.904 43 3.920 44 3.936 
·15 3.949 46 3.958 47 3.965 4.3 3.970 
49 3.974 50 3.976 51 3.977 52 3.764 
53 3.798 54 3.838 55 3.872 56 3.898 
57 3.918 58 3.932 59 3.942 60 3.949 
61 3.953 62 3.955 63 3.592 64 3.673 
65 3.750 66 3.808 67 3.850 68 3.880 
69 3.902 70 3.916 71 3.926 72 3.932 
73 3.935 74 3.313 75 3.520 76 3.661 
77 3.750 78 3.808 79 3.848 80 3.875 
81 3.894 82 3.907 83 3.914 - 84 3.918 
85 2.755 86 3.365 87 3.590 88 3.705 
89 3.776 90 3.822 91 3.855 92 3.877 
93 3.891 94 3.900 95 3.904 96 3.204 
97 3.424 98 3.581 99 3.685 100 3.757 
101 3.806 102 3.841 103 3.865 104 3.881 
105 3.890 106 3.895 107 3.357 108 3.472 
109 3.587 110 3.680 III 3.748 112 3.798 
113 3.834 114 3.859 115 3.875 116 3.886 
117 3.890 118 0.000 119 0.000 120 0.000 
Head distribution for nonlinear flow 
No. Head No. Head No. Head No. Head 
1 3.399 2 3.399 3 3.507 4 3.615 
5 3.702 6 3.766 7 3.812 8 3.845 
9 3.869 10 3.884 11 3.894 12 3.898 
·13 3.898 14 3.898 15 3.902 16 3.911 
17 3.924 18 3.940 19 3.958 20 3.979 
21 4.000 22 4.000 23 4.000 24 4.000 
25 4.000 26 4.000 27 4.000 28 4.000. 
29 4.000 30 4.000 31 4.000 32 4.000 
33 4.000 34 3.899 35 3.781 36 3.621 
37 3.359 38 0.000 39 3.255 40 3.399 
41 3.899 42 3.911 43 3.926 44 3.940 
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45 3.952 46 3.961 47 3.968 48 3.973 
49 3.976 50 3.978 51 3.979 52 3.781 
53 3.813 54 3.849 55 3.881 56 3.905 
57 3.924 58 3.937 59 3.946 60 3.953 
61 3.956 62 3.958 63 3.621 64 3.696 
65 3.767 66 3.821 67 3.861 68 3.889 
69 3.909 70 ·3.922 71 3.932 72 3.937 
73 3.940 74 3.359 75 3.553 76 3.684 
77 3.767 78 3.821 79 3.858 80 3.884 
81 3.902 82 3.913 83 3.921 84 3.924 
85 2.819 86 3.407 87 3.618 88 3.726 
89 3.791 90 3.835 91 3.865 92 3.886 
93 3.899 94 3.907 95 3.911 96 3.255 
97 3.463 98 3.610 99 3.707 100 3.774 
101 3.820 102 3.852 103 3.874 104 3.889 
105 3.898 106 3.903 107 3.400 108 3.507 
109 3.615 110 3.702 III 3.766 112 3.812 
113 3.846 114 3.869 115 3.884 116 3.894 
117 3.898 118 0.000 119 0.000 120 0.000 
.................................... 
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APPENDIX E 
PROGRAMME FOR SOLUTION TRAVELLING TIME 
In measuring the pore velocity of groundwa~er flow, a 
simple method is by injecting a tracer at upstream of the 
flow system then timing the passage of the tracer at two or 
more spots downstream. In the laboratory experiment, when 
high accuracy is needed, the timing is done by chart 
recording. In this study, for example, the passages of salt 
solution in the flow system are detected by electrical 
conductivity instruments which send the signals to record 
with time on a chart recorder. Since the conductivity-time 
(C-t) curves always have asymptotic long tails (figure 4.3), 
( 
therefore to calculate directly the time of the solution 
travelling which will yield a pore velocity, from these 
curves is not 'accurate. However, the problem of asymptotic 
long tails can be circumvented by transforming C-t curve to 
C-~ curve where ~= kilt and k' is an arbitrary constant, k' 
= 5000 is used in this thesis. By working with the 
transformed curves, we are able to obtain a more accurate 
result (see detail in chapter 4). The procedure involves 
many tedious computations, but it could be made convenient 
by a computer. The computer programme, written in FORTRAN, 
is as follows. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
C PROGRAMME FOR COMPUTING TIME OF SALT TRAVELLING 
C BETWEEN TWO CONDUCTIVITY PROBES. 
DIMENSION Y(50,2),Xl(50,2),X2(50,2),XC(2),Zl(50,2) 
DIMENSION Z2(50,2),N(2),Wl(50,2),W2(50,2),T(lOOO) 
OPEN (UNIT=5,NAME='Al.DAT
'
,STATUS='OLD ' ,READONLY, 
1 BLANK= I ZERO I ) 
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WRITE(6,*) 'TRANSFORMED METHOD FOR SALT TRAVELLING TIME' 
READ( 5, *) I DATE , MONTH, IYEAR 
C IDATE=Date; MONTH= month; IYEAR= year 
WRITE(6,100) IDATE, MONTH, IYEAR 
100 FORMAT (lX,'Date',lX,I2,'/',I2,'/',I4) 
C SLAG = Lag between the two recording pens, p6sitive 
C when the' recording pen for downstream probe 
C is ahead of the upstream pen; 
C SPEED = Speed of plotting pens; 
C Nl,N2 = Number of digitized conductivity values of 
C the upstream and downstream curves respectively 
READ(S,*)SPEED,BLAG,Nl,N2 
WRITE(6,*)'Speed of recording pen is',SPEED 
WRITE(6,*)'Lag between pens is',BLAG 
WRITE(6,*) 
N(l) = Nl 
N(2) = N2 
WRITE(6,*) 'CONDUCTIVITY RISING LIMB FALLING LIMB' 
WRITE(6,*)" 
DO J=1,2 
WRITE(6,*) 
IF (J.EQ.l) THEN 
TIME 
WRITE(6,*) 'DATA OF THE UPSTREAM CURVE' 
ELSE 
WRIT'E (6, *) 'DATA OF THE DONWSTREAM CURVE' 
'\ 
END IF 
DO I=l,N(J) 
READ(5,*)Y(I,J),Zl(I,J),Z2(I,J) 
WRITE(6,*)Y(I,J),Zl(I,J),Z2tI,J) 
IF(J.EQ.l) GO TO 10 
Zl(I,J)=Zl(I,J)-BLAG 
Z2(I,J)=Z2(I,J)-BLAG 
10 END DO 
END DO 
WRITE(6,*) 
CALL SALT(0,1000,10,Y,Zl,Z2,SPEED,N,SM,KSM) 
KLOW = KSM - 10 
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TIME' 
IF(KLOW.LT.O) KLOW = 0 
KUP = KSM + 10 
IF(KUP.LT.O) KUP = 0 
CALL SALT(KLOW,KUP,1,Y,Zl,Z2,SPEED,N,SMALL,KSMALL) 
WRITE(6,*) 'The time of salt travelling is', SMALL 
STOP 
END 
SUBROUTINE SALT(KLOW,KUP,KINT,Y,Zl,Z2,SPEED,N,SMALL, 
1 KSMALL) 
DIMENSION Y(50,2),Xl(50,2),X2(50,2)~Zl(50,2),Z2(50,2) 
DIMENSION Wl(50,2),W2(50,2),T(1000),XC(2),N(2) 
200 FORMAT(3X, 15, ax, F9.4) 
DO K=KLOW,KUP,KINT 
TADD=K 
C=5000.0 
DO J=1,2 
DO I=l,N(J) 
Wl(I,J)=Zl(I,J)+TADD 
W2(I,J)~Z2(I,J)+TADD 
Xl(I,J)=C/W2(I,J)*SPEED 
X2(I,J)=C/Wl(I,J)*SPEED 
END DO 
A=O.O 
SXDA=O.O 
• DO I=l,N(J)-l 
D=(X2(I,J)-Xl(I,J)+X2(I+l,J)-Xl(I+l,J))*0.5 
DA=D*(Y(I+l,J)-Y(I,J) ) 
A=A+DA 
X=(X2(I,J)+X2(I+l,J)-D)*0.~ 
XDA=X*DA 
SXDA=SXDA+XDA 
END DO 
XC(J)=SXDA/A 
XC(J)=C/XC(J) 
END DO 
T ( K) =XC ( 2) -xc (1 ) 
END DO 
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K = KLOW 
SMALL = T(K) 
KSMALL = K 
30 IF(T(K+KINT) .LT. SMALL) THEN 
SMALL = T(K+KINT) 
KSMALL = K+KINT 
END IF 
K = K+KINT 
IF(K .LT. KUP) GO TO 30 
RETURN 
END 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
The input data are of three sets, and all are written 
in free format. The first set (line 8 in the programme) 
comprises date, month, and year of the experiment. The 
second set has a lag distance between the two plotting pens, 
a speed of both pens, and numbers of data points for the 
upstream and the downstream curves repectively. Note that 
the lag distance is positive if the upstream plotting pen is 
behind the downstream one, in the case of figure 4.3 the lag 
is +3.5 mm. The third set comprises the conductivity 
coordinate, and the time coordinates at the rising limb and 
the falling limb respectively. 
To use this computer programme, we have to digitize 
data from the recorded graph. For example, from both 
upstream and downstream curves in figure 4.3 we may digitize 
them as in table F.I. The millimetre ,is used as the unit of 
time in table F.I for simplicity, because we can measure it 
directly from the graph then change it into the units of 
time (e.g. second) by multiplying by the speed of the 
recording pen. The change is to be done by the computer. 
The two recording pens are not always. set at the same start, 
in figure 4.3 th~ pen for' downstream recording is 3.5 mm 
ahead of the upstream pen. This unequal start is also 
corrected by the computer. Note from figure 4.3 that when 
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the relative concentration of flowing water is zero then the 
time of t-he falling limb is always infinity (asymptotic 
tail). In preparing data for computer, we have to replace 
the infinity by a reasonable figure which should not be so 
great that the J;:"esult is unrealistic (1:able E.I). 
The principle of computation is based on dividing the 
areas of the two transformed curves into many horizontal 
strips to obtain the centroids of both curves. The time of 
salt solution travel is then calculated from the distance 
between the centroids which varies slightly with the fulcrum 
of the moments (the time origin) of the areas under the two 
cu rves. 
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Table E.l. Digitized data of C-t relationships from recorded 
curves in figure 4.3. 
Concentration Time of rising limb (arbitrary units) (mm) 
Upstream measurement 
0.0 6.0 
1.0 7.0 
2.0 7.5 
6.0 8.5 
12.0 10.0 
18.0 11.0 
22.0 12.0 
24.0 13.0 
26.0 14.0 
27.5 16.5 
Downstream measurment 
0.0 32.0 
1.0 36.0 
2.0 38.0 
4.0 41. 0 
6.0 43.0 
10.0 46.5 
16.0 50.5 
20.0 53.0 
24.0 56.0 
25.5 60.5 
Time of falling limb (mm) 
90.0 
62.0 
47.0 
34.5 
29.0 
25.0 
23.0 
21. 5 
19.5 
16.5 
150.0 
140.0 
102.0 
90.0 
84.0 
78.5 
72.0 
68.5 
64.0 
60.5 
Discussion in chapter 4 implies that the shortest 
distance between the two centroids is the most accurate one. 
Therefore the computer programme was written to try with 
many fulcrums (origin 0 in figure 4.3) until the shortest 
distance (it is actually the shortest time) between two 
centroids is given. The programme was written so that the 
tested origins extend backward upstream from 0 to 1000 
(units mm in figure 4.3) in 10 unit intervals. Due to the 
backward extension, the digitized time origin (0 in figure 
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4.3) should be as close to the upstream curve as possible. 
Once the- shortest time from the above procedure (which is 
rough) is obtained then this result is used to derive a more 
accurate result. From the resultant origin of the rough 
computation (10 unit intervals) we lin'it the range of 
computation by extending the origin by 10 unit intervals in 
both direction upstream and downstream. Then the 
computation and the comparison of the salt solution 
travelling time are done in 1 unit intervals, the shortest 
time will be printed out. 
From the plotted data in figure 4.3 and the digitized 
data in table E.l, we prepare data input for the ~omputer 
programme as follows. 
17 9 1982 
.33333 3.5 10 10 
0.0 6.0 90.0 
1.0 7.0 62.0 
2.0 7.5 47.0 
6.0 8.5 34.5 
12.0 10.0 29.0 
18.0 11.0 25.0 
22.0 12.0 23.0 
24.0 13.0 21. 5 
26.0 14.0 ,19.5 
27.5 16.5 16.5 
0.0 32.0 150.0 
1.0 36.0 140.0 
2.0 38.0 102.0 
4.0 41. 0 90.0 
6.0 43.0 84.0 
10.0 46.5 78.5 
16.0 50.5 72.0 
20.0 53.0 68.5 
24.0 56.0 64.0 
25.5 60.5 60.5 
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Running the computer with these data, we obtain the 
following result • 
• • • • • • • • • • • • • • • e·e ••••••••••••••• 
TRANSFORMED METHOD· FOR SALT TRAVELLING TIME 
Date 17/ 9/1982 
Speed of recording pen is 0.3333300 
Lag between pens is 3.500000 
CONDUCTIVITY RISING LIMB 
TIME 
DATA OF THE UPSTREAM CURVE 
O.OOOOOOOE+OO 6.000000 
1.000000 7.000000 
2.000000 7.500000 
6.000000 8.500000 
12.00000 10.00000 
18.00000 11. 00000 
22.00000 12.00000 
24.00000 13.00000 
26.00000 14.00000 
27.50000 16.50000 
DATA OF THE DQNWSTREAM CURVE 
O.OOOOOOOE+OO 32.00000 
1. 000000 36.00000 
2.000000 38.00000 
4.000000 41.00000 
6.000000 43.00000 
10.00000 46.50000 
16.00000 50.50000 
20.00000 53.00000 
24.00000 56.00000 
25.50000 60.50000 
The time of salt travelling is 
FALLING LIMB 
TIME 
90.00000 
62.00000 
47.00000 
34.50000 
29.00000 
25.00000 
23.00000 
21. 50000 
19.50000 
16.50000 
150.0000 
140.0000 
102.0000 
90.00000 
84.00000 
78.50000 
72.00000 
68.50000 
64.00000 
60.50000 
113.7521 
.................................. 
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APPENDIX F 
UNDERFLOW ON INCLINED IMPERVIOUS FLOOR 
Two equations were derived in this study for 
calculating the flowrate of nonuniform seepage through a 
gravel layer resting on an inclined impervious floor. The 
underflow is assumed nonlinear therefore the linear and 
nonlinear hydraulic resistivities of gravel are needed in 
the calculations. The gravel is assumed homogenous and 
isotropic. The direction of ·flow is always downslope of the 
impervious floor (chapter 5). Of the equations, equation 
(4.26) is more accurate but more difficult to solve than 
equation (4.28). To solve equation (4.26) by hand is very 
difficult and tedious~- it is more suitable to have a 
computer programme for solving. The following programme, 
written in FORTRAN, is not only able to solve equation 
(4.26) but also equation (4.28). Both solutions are 
obtained by the iterative techniques; the bisection method 
is for solving equation (4.26) and the Newton-Raphson method 
for equation (4.28). Since iterations are involved in the 
calculation therefore an error criterion is needed. The 
programme comprising the main programme and one subroutine, 
is shown as follows • 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
C COMPUTER PROGRAMME FOR COMPUTING FLOWRATE OF NONLINEAR 
C GROUNDWATER FLOW ON INCLINED IMPERVIOUS FLOOR/ 
FH(H,Q) = S*H**2+A*Q*H+B*ABS(Q)*Q 
F2(Q) = (2.*A*(H2+Hl)+4.*B*ABS(Q))*Q+(H2+Hl)**2* 
1 (H2-Hl)/XL+S*(H2+Hl)**~ 
DF2(Q) = 2.*A*(H2+Hl)+8.*B*ABS(Q) 
OPEN(UNIT=5,NAME='B.DAT',STATUS='OLD',READONLY, 
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1 BLANK=' ZERO' ) 
WRITE(6,3) 
3 FORMAT(lX, 'CALCULATIONS OF FLOWRATE OF NONUNIFORM 
1 SEEPAGE THROUGH',/ 
2 IX, 'GRAVEL LAYER RESTING ON INCLINED 
3 IMPERVIOUS FLOOR',/) 
READ(S,*)A,~,S,EPS 
WRITE (6,S) A,B,S,EPS 
5 FORMAT (IX, 'Linear hydraulic resistivity a =',FIO.6,/ 
1 IX, 'Nonlinear hydraulic resistivity b=',FIO.6,/ 
2 IX, 'Slope of impervious floor =',FIO.6,/ 
3 lX,lError criterior =' ,FIO.6,/) 
WRITE (6,8) 
8 FORMAT(4X,IDQwnstream' ,2X,' _ Up stream' ,3X, 'Length', 
.. 
1 6X, 'q from' ,SX, 'q from') 
WRITE (6,9) 
9 FORMAT(4X, 'height,hl',3X, 'height,h2',6X, 'L',8X, 
1 'Eq 4. 26 ' , SX, 'Eq 4. 28 ' , /) 
10 READ(S,*,END=70) Hl,H2,XL 
IF (ABS(HI-H2).LE •• l) THEN 
Q=-.5*(Hl+H2)*(SQRT(A**2+4.*B*S)-A)/2./B 
WRITE(6,6S) Hl,H2,XL,Q,Q 
GO TO 10 
END IF 
I = 1 • 
QA = -((H2+Hl)/(2.*A))*((H2-Hl)/XL+S) 
FR = l. 
13 Q = INT(QA) 
IF (I.EQ.4) GO TO 70 
IS IF (FH(H2,Q)*FH(Hl,Q).LE.0.) THEN 
QB = Q 
Q = Q+FR 
GO TO IS 
ELSE 
QT = Q 
CALL EQ26 (Hl,H2,XL,S,A,B,QT,FlQT) 
Q = Q+FR 
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IF (FH(H2,Q)*FH(H1,Q).LE.0.) GO TO 15 
CALL EQ26 (H1,H2,XL,S,A,B,Q,F1Q) 
IF (F1Q*F1QT.GT.0.) THEN 
IF (ABS(Fl.Q).GT.ABS(F1QT)) THEN 
IF (ABS(C).LT •• 001) THEN 
QA = QA-10. 
FR = 1 •. 
GO TO 13 
END IF 
IF (Q.GE.-1.) THEN 
IF (FR.GT •• 1) THEN 
Q = QB-1. 
FR = .1 
ELSE IF (FR.GT •• 01) THEN 
Q = QB-.1 
FR = .01 
ELSE IF (FR.GT •• 001) THEN" 
Q = QB-.01 
FR = .• 001 
END IF 
END IF 
GO TO 15 
ELSE 
Q = Q-FR 
END 'IF 
ELSE 
Q1 = Q-FR 
GO TO 30 
END IF 
END IF 
20 FQ=F1Q 
H' ( FH ( H 2 , Q ) * FH ( HI, Q) • LE . 0 .) TH EN 
IF (FR • GT • • 1) THEN 
Q = Q-1. 
FR = .1 
ELSE IF (FR .GT •• 01) THEN 
Q = Q-.1 
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FR = .01 
ELSE IF (FR .GT •• 001) THEN 
Q = Q-. 01 
FR = .001 
END IF 
ELSE IF (Q.EQ.O.) 
QA = QA-I0. 
I = 1+1 
IF ( 1. EQ. 2 ) THEN 
FR = .1 
ELSE IF (1. EQ. 3) 
FR = .01 
END IF 
GO TO 13 
END IF 
THEN 
THEN 
CALL EQ26 (Hl,H2,XL,S,A,B,Q,FlQ) 
IF (FIQ*FQ.GT.O.) THEN 
Q = Q+FR 
GO TO 20 . 
END IF 
NSW = 0 
Ql = Q-FR 
30 IF{NSW.NE.O .OR. ABS{Q-Ql).LT.EPS) GO TO 50 
QM = (Q+Ql )/2. 
IF (Fi{H2,QM)*FH{Hl,QM).LE.0.) THEN 
QA = QM 
GO TO 13 
END IF 
CALL EQ26{Hl,H2,XL,S,A,B,QM,FlQM) 
CALL EQ26{Hl,H2,XL,S,A,B,Ql,FlQ) 
IF{FIQ*FIQM .GT. 0.) THEN 
Ql = QM 
ELSE IF{FIQM .EQ. 0.) THEN 
NSW = 1 
ELSE IF{FIQ*FIQM .LT. 0.) THEN 
Q = QM 
END IF 
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GO TO 30 
50 QNEW = Q-F2(Q)/DF2(Q) 
F2Q = F2(QNEW) 
IF(ABS(Q-QNEW).LT.EPS) GO TO 60 
Q = QNE~v 
GO TO 50 
60 WRITE(6,65)al,H2,XL,QM,QNEW 
65 FORMAT(lX,5F12.6) 
GO TO 10 
70 STOP 
END 
SUBROUTINE EQ26(Hl,H2,XL,S,A,B,Q,FlQ) 
FH(H,Q) = S*H**2+A*Q*H+B*ABS(Q)*Q 
AA = SQRT(-4.*B*ABS(Q)*Q*S+(A*Q)**2) 
BB = 2.*B*ABS(Q)*Q+A*Q*(H2+Hl)+2.*Hl*H2*S 
CC = AA*(H2-Hl) 
Tl = A*Q/(2.*S**2)*ALOG(FH(H2,Q)/FH(Hl,Q)) 
T2 = ((A*Q)**2-2.*B*ABS(Q)*Q*S)/(2.*AA*S**2)* 
1 ALOG(ABS((BB+CC)/(BB-CC))) 
FlQ = Tl-T2-(H2-Hl)/S-XL 
RETURN 
END 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
The input data of this programme are in two sets. The 
first set (line 14 in the programme) comprises linear and 
nonlinear hydraulic resistivitIes, slope of impervious 
floor, and error criterion (0.001 is often sufficient), 
respectively. The second set (line 26) comprises heights 
(?f phreatic surface above impervious floor) downstream and 
upstream, and distance between them. If we have more than 
one second set we can arrange them in one data input as in 
the following example. Suppose we have a situation of 
seepage through a gravelly river bed as in figure 4.6, in 
which: 
The slope of impervious floor S 
Gravel linear resistiyity a 
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= 0.06 
= 0.057 s/cm 
Gravel nonlinear resistivity b = 
Distance, L, between obse~vation holes = 
0.067 s1 / cmZ 
2000.0 cm 
Upstream height h2 = 200.0 cm 
We want to calculate flowrates per unit width, q, for 
several values of downstream height, h, = 40.0, 80.0, 120.0, 
160.0,200.0 cm. 
The input data can be arranged in the following manner. 
0.057 0.067 0.06 0.001 
40.0 200.0 2000.0 
80.0 200.0 2000.0 
120.0 200.0 2000.0 
160.0 200.0 2000.0 
200.0 200.0 2000.0 
When the computer is run on this data input with the 
above programme we have the following output. These results 
are also shown in figure 4.7 • 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
CALCULATIONS OF FLOWRATE OF NONUNIFORM SEEPAGE THROUGH 
GRAVEL LAYER RESTING ON INCLINED IMPERVIOUS FLOOR 
Linear hydrau,lic resistivity a = 0.057000 
Nonlinear hydraulic resistivity b= 0.067000 
Slope of impervious floor = 0.060000 
Error criterior = 0.001000 
Down stream :- -Up stream, Length q from q from 
height,hl height,h2 L Eq 4.26 Eq 4.28 
40.000000 200.000000 2000.000000 -151.557617 -129.773148 
80.000000 200.000000 2000.000000 -149.877930 -137.046204 
120.000000 200.000000 2000.000000 -145.481445 -138.921158 
'160.000000 200.000000 2000.000000 -136.934570 -134.499405 
200.000000 200.000000 2000.000000 -122.431015 -122.431015 
..................................... 
229 
APPENDIX G 
PROGRAMME FOR NONLINEAR GROUNDWATER FLOW 
The following programme was written for solving 
nonlinear groundwater flow problems in two-dimensional plane 
flow. These problems are such as flow through rock-fill 
dams, ruoble mound breakwaters, fish redds, and gravel bars. 
The principle of this programme is based on the finite 
difference and Gauss-Seidel methods as discussed in chapter 
4. The programme has two parts; the first one is for 
solving linear flow problems, the second is for solving 
nonlinear flow problems. By solving the linear flow 
problems first then the nonlinear flow solutions can reduce 
the comput ing time- (chapter 4). The programme is wri tten in 
FORTRAN as follows. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
C FINITE DIFFERENCES FOR TWO-DIMENSIONAL PLANE NONLINEAR 
C GROUNDWATER FLOW 
1 
10 
1 
2 
DIMENSION ID(600,4),D(600),F(600),Al(600),A2(600) 
DIMENSION A3(600),A4(600),AO(600),H(600),E(600) 
DIMENSION AC(600),BC(600) 
OPEN(UNIT=5,NAME='ANl.DAT',STATUS='OLD' ,READONLY, 
BLANK=' ZERO' ) 
READ(5,*) NB,N,ERR 
WRITE(6,10) NB,N,ERR 
FORMAT (IX, 'Number of boundary nodes = ' ,I5,/ 
IX, 'Number of total nodes = ',I5,/ 
IX, 'Error criterion = , ,F7.4) 
WRITE(6,20) 
20 FORMAT(//,lX,'Head distribution for linear flow',/) 
~vR I T E ( 6 , 2 5 ) 
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25 FORMAT{lX,4{'Node',3X,'Head',2X),/) 
DO I = 1,NB 
READ{5,*) ID{I,1),ID{I,2),ALPHA,BETA,DEG,DP,D{I), 
1 F{I),AC{I),BC{I) 
A :: (ALPHA+BETA*DP)/D{ I) 
RAD = DEG*.017453292 
Al{I) = A*SIN{RAD) 
A2{I) = A*COS{RAD) 
AO{I) = Al{I)+A2{I)+BETA 
H{I) = 0.0 
END DO 
Nl = NB+l 
DO I = Nl,N 
READ{5,*) ID{I,1),ID{I,2),ID{I,3),ID{I,4),D{I), 
1 AC{I),BC{I) 
H{I)=O.O 
END DO 
30 ERRC=O.O 
DO I = 1,NB 
II = ID{I,l) 
12 = ID{I,2) 
A = (F{I)+Al{I)*H{Il)+A2{I)*H{I2))/AO{I) 
ERRC = ERRC+{A-H{I))**2 
H{I) = A 
END 00 
DO I = Nl,N 
II = ID{I,l) 
12 = ID{I,2) 
13 = ID{I,3) 
14 = ID{I,4) 
A = (H{Il)+H{I2)+H{I3)+H{I4) )/4. 
ERRC = ERRC+(A-H{I) )**2 
H(I) = A 
END DO 
ERRC = SQRT(ERRC) 
IF(ERRC.GT.ERR) GO TO 30 
DO I = 1,N,4 
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II = 1+1 
12 = 1+2 
13 = 1+3 
WRITE(6,40) I,H(I),Il,H(Il),I2,H(I2),I3,H(I3) 
END DO 
40 FORMAT(IX,4(I3,2X,F6~3,2X)) 
WRIT E ( 6,50) . 
50 FORMAT(/,lX,'Head distribution for nonlinear flow',/) 
WRITE(6,25) 
60 ERRC = 0.0 
ERRE = 0.0 
DO I = 1,NB 
II = ID(I,l) 
12 = ID(I,2) 
A = 1./(AC(I)/2.+SQRT((AC(I)/2.)**2+BC(I)*SQRT( 
1 (H(I)-H(Il) )**2+(H(I)-H(I2) )**2)/D(I))) 
ERRE = ERRE+(A-E(I))**2 
E(I) = A 
END DO 
DO I = Nl,N 
II = ID(I,l) 
12 = ID(I,2) 
13 = ID(I,3) 
14 = ID(I,4) 
A = i./(AC(I)/2.+SQRT((AC(I)/2. )**2+BC(I)*SQRT( 
1 (H(Il)-H(I3))**2+(H(I2)-H(I4))**2) /(2.*D(I)))) 
ERRE = ERRE+(A-E(I))**2 
E(I) = A 
END DO 
DO I = 1,NB 
II = ID(I,l) 
12 = ID(I,2) 
A = (F(I)+Al(I)*H(Il)+A2(I)*H(I2))/AO(I) 
ERRC = ERRC+(A-H(I))**2 
H(I) = A 
END DO 
DO I = N 1, N 
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II = 10(1,1) 
12 = 10(1,2) 
13 = 10(1,3) 
14 = 10(1,4) 
Al(I) = .5*(E(I)+E(Il)) 
A2(I) = .5*(E(I)+E(I2)) 
A3(I) = .5*(E(I)+E(I3)) 
A4(I) = .5*(E(I)+E(I4)} 
AO(I) = Al(I)+A2(I)+A3(I)+A4(I) 
A = (Al(I)*H(Il)+A2(I)*H(I2)+A3(I)*H(I3)+A4(I)* 
1 H(I4))/AO(I) 
ERRC = ERRC+(A-H(I) )**2 
H(I) = A 
END DO 
ERRE - SQRT(ERRE) 
ERRC = SQRT(ERRC) 
IF(ERRE.GT.ERR.OR.ERRC.GT.ERR) GO TO 60 
DO I';"1,N,4 
11=1+1 
12=1+2 
13=1+3 
WRITE(6,40)I,H(I),Il,H(Il),I2,H(I2),I3,H(I3) 
END DO 
STOP 
END 
. . . . . . . . . . . . . . . . . . . . . . . . . , . . . . . . . . . . . . . . . 
The symbols used in this programme are similar to those 
in appendix O. Three sets of data in~uts are involved in 
t~is programme in free format. The first set, line 8 in the 
programme, comprises number of boundary nodes, number of 
total nodes, and error criterion, respectively. The second 
set, line 18, is the information about the boundary nodes; 
it comprises the global node number corresponding to the 
local node numbers 1 and 2 (figure 4.9) respectively, ~, ~, 
9, LI, L, Fp, a, and b. The third set, line 29-30, is about 
the internal nodes; it comprises the global node numbers 
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corresponding to the local node numbers 1 to 4 (figure 4.8), 
L, a, and b. 
The use of the computer progra~me can be shown as an 
example by solving the problem in f:.gure 4.10 (f low through 
a trout redd). The linear and nonlinear hydraulic 
resistivities of the redd material are assumed a = 0.057 
s/cm and b = 0.067 ~Z/cmZ. From figure 4.10, the number of 
boundary nodes is 38, and of total nodes is 93. The first 
set of data, therefore, is 38, 93, and 0.001. For the 
second set of data, we start with the boundary global node 
number 1 where the global nodes number 38 and 84 are the 
corresponding local nodes 1 and 2 respectively. The global 
boundary node 1 is on the boundary line, therefore, L' = 0 
cm. The distance between global node 1 and node 38 or 84 is 
L = 5 cm. The angle 9 of the line normal to the boundary of 
node 1 is 59.6 degrees (figure 4.9). The boundary node 1 is 
at the impervious boundary, therefore, ()I. = 1.0, /J= 0.0, and 
Fp = 0 (see chapter 4). The first line of the second set of 
data is 38, 84, 1.0~ 0.0, 59.6, 0.0, 5.0, 0.0, 0.057, 0.067. 
For the third set of data, we start with the internal 
global node 39 for which the global nodes number 40, 30, 31, 
and 50 are the corresponding local nodes 1, 2, 3, and 4 
respectively. The distance between the global node 39 and 
the others is '5.0 cm. Therefore, the first line of the 
third set of data is 40, 30, 31, 50, 5.0, 0.057, and 0.067. 
The whole set of the input data is as follows. 
................................. 
3,8 93 0.001 
38 84 1. O. 59.6 0.0 5. 0.0 .057 .067 
84 3 1. O. 70.6 -2.4 5. 0.0 .057 .067 
85 4 1. O. 80.6 -1.2 5. 0.0 .057 .067 
86 5 1. O. 82.4 -0.5 5. 0.0 .057 .067 
87 6 1. O. 85.3 0.1 5. 0.0 .057 .067 
88 7 1. O. 88.6 0.3 5. 0.0 .057 .067 
89 8 1. o. 89.7 0.3 5. 0.0 .057 .067 
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90 9 1. O. 90.0 0.3 5. 
8 911. O. _0.5 0.35. 
9 92 1. o. 9.6 0.0 5. 
10 93 1. O. 17.2 -1.3 5. 
93 82 1. O. 27.4 1.:\ 5. 
0.0 .057 .067 
0.0 .057 .067 
0.0 .057 .067 
0.0 .057 .067 
0.0 .057 .067 
12 
83 
71 
15 
16 
17 
59 
19 
59 
47 
46 
45 
44 
25 
26 
27 
28 
29 
39 
31 
48 
33 
34 
60 
36 
83 1. O. 33.2 
71 1. O. 44.0 
57 1. O. 34.9 
58 1. O. 21.0 
59 1. O. 4.6 
19 1. O. 0.0 
20 1. O. 0.0 
21 O. 1. 62.7 
47 O. 1. 65.1 
23 O. 1. 68.7 
24 O. 1. 74.5 
25 O. 1. 81.8 
26 O. 1. 90.0 
43 O. 1. 4.5 
42 O. 1. 9.2 
41 O. 1. 13.2 
40 O. 1. 16.3 
39 O. 1. 17. 8 
49 O. 1. 20.7 
48 O. 1. 2'1.5 
62 O. 1. 20.0 
610.1.20.3 
60 O. 1. 20.0 
72 0.1. 20.5 
38 O. 1. 20.0 
-1.3 5. 0.0 .057 
~0.4 5. 0.0 .057 
0.0 5. 0.0 .057 
-2.6 5. 0.0 .057 
-3.6 5. 0.0 .057 
-3.8 5. 0.0 .057 
1.2 5. 0.0 .057 
-1.3 5. 39.6 .057 
0.8 5. 41.3 .057 
-1.7 5. 44.0.057 
0.0 5. 45.7 .057 
0.9 5. 47.0 
1.1 5. 48.1 
1.0 5. 48.8 
0.4 5. 49.2 
-0.6 5. 49.3 
-1.8 5. 49.5 
-3.3 5. 49.7 
-0.1 5. 49.9 
-2.2 5. 50.0 
0.8 5. 50.2 
-1.0 5. 50.2 
-2.7 5. 50.3 
0.1 5. 50.3 
-1.6 5. 50.2 
.057 
.057 
.057 
.057 
.057 
.'057 
.057 
.057 
.057 
.057 
72 1 O. 1. 19.6 3.1 5. 50.2 
40 30 31 50 5. .057 .067 
.057 
.057 
.057 
.057 
.057 
41 29 39 51 5. .057 .067 
42 28 40 52 5. .057 .067 
43 27 41 53 5. .057 .067 
44 26 42 54 5. .057 .067 
45 25 43 55 5. .057 .067 
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.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
.067 
46 24 44 56 5. .057 .067 
47 23 45 57 5. .057 .067 
21 22 46 58 5. .057 .067 
49 32 33 63 5. .057 .067 
50 31 48 64 5. .057 .067 
51 39 49 65 5. .057 .067 
52 40 50 66 5. .057 .067 
53 41 51 67 5. .057 .067 
54 42 52 68 5. .057 .067 
55 43 53 69 5. .057 .067 
56 44 54 70 5. .057 .067 
57 45 55 71 5. .057 .067 
58 46 56 15 5. .057 .067 
59 47 57 16 5. .057 .067 
19 21 58 17 5. .057 .067 
61 35 36 73 5. .057 .067 
62 34 60 74 5. .057 .067 
63 33 61 75 5. .057 .067 
64 48 62 76 5. .057 .067 
65 49 63 77 5. .057 .067 
66 50 64 78 5. .057 .067 
67 51 65 79 5. .057 .067 
68 52 66 80 5. .057 .067 
69 53 67 81 5 • .057 .067 
• 70 54 68 82 5. .057 .067 
71 55 69 83 5. .057 .067 
15 56 70 14 5. .057 .067 
73 36 38 84 5. .057 .067 
74 60 72 85 5. .057 .067 
75 61 73 86 5. .057 .067 
76 62 74 87 5. .057 .067 
77 63 75 88 5. .057 .067 
78 64 76 89 5. .057 .067 
79 65 77 90 5. .057 .067 
80 66 78 91 5. .057 .067 
81 67 79 92 5. .057 .067 
82 68 80 93 5. .057 .067 
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83 69 81 12 5. .057 .067 
1 4 70 82 13 5. • 0 57- • 0 67 
85 72 1 2 5. .057 .067 
86 73 84 3 5. .057 .067 
87 74 85 4 5. .057 .067 
88 75 86 5 5. .057 .067 
89 76 87 6 5. .057 .067 
90 77 88 7 5. .057 .067 
91 78 89 8 5. .057 .067 
92 79 90 9 5. .057 .067 
93 80 91 10 5. .057 .067 
12 81 92 11 5. .057 .067 
. . . . . . . . . . . . . . . . . . . . . . 
From these data we obtain the values of piezometric 
head at all nodes as in the following computer output. 
. . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . 
Number of boundary nodes = 38 
Number of total nodes 
Error criterion 
= 93 
= 0.0010 
Head distribution for linear flow 
Node Head 
1 50.181 
5 49.900 
9 49.142 
13 47.981 
1741.796 
21 41. 462 
25 48.010 
29 49.579 
33 50.169 
37 50.185 
41 49.136 
45 46.625 
,Node Head 
2 50.143 
6 49.761 
10 48.925 
14 47.300 
18 39.348 
22 43.852 
26 48.709 
30 49.879 
34 50.217 
38 50.194 
42 48.806 
46 45.337 
Node Head 
3 50.097 
7 49.585 
11 48.689 
15 46.015 
19 39.348 
23 45.700 
27 49.166 
31 49.904 
35 50.422 
39 49.690 
43 48.310 
47 43.599 
Node Head 
4 50.012 
8 49.376 
12 48.331 
16 44.376 
20 39.348 
24 46.966 
28 49.327 
32 50.064 
36 50.298 
40 49.424 
44 47.603 
48 49.971 
49 49.778 50 49.555 51 49.291 52 48.985 
53 48.614- 54 48.122 55 47.466 56 46.594 
57 45.423 58 43.747 59 41. 588 60 50.256 
61 50.145 62 50.036 63 49.873 64 49.682 
65 49.460 66 49.202 67 48.901 68 48.541 
69 48.098 70 47.545 71 46.864 72 50.203 
73 50.161 74 50.072 75 49.956 76 49.803 
77 49.618 78 49.402 79 49.155 80 48.874 
81 48.554 82 48.184 83 47.753 84 50.160 
85 50.111 86 50.027 87 49.912 88 49.766 
89 49.586 90 49.376 91 49.140 92 48.889 
93 48.616 94 0.000 95 0.000 96 0-.000 
Head distribution for nonlinear flow 
Node Head Node Head Node Head Node Head 
1 50.189 2 50.162 3 50.125 4 50.056 
5 49.963 6 49.846 7 49.698 8 49.522 
9 49.328 10 49.149 11 48.953 12 48.651 
13 48.348 14 47.726 15 46.453 16 44.730 
17 41.948 18 39.344 19 39.344 20 39.344 
21 41.488 22 43.756 23 45.700 24 47.009 
I 
25 48.055 26 48.741 27 49.176 28 49.314 
29 49.550 30 49.838 31 49.903 32 50.046 
33 50.174 34 50.212 35 50.420 36 50.298 
37 50.183 38 50.198 39 49.711 40 49.474 
41 49.226 42 48.942 43 48.499 44 47.848 
45 46.906 46 45.605 47 43.768 48 49.990 
49 49.821 50 49.628 51 49.403 52 49.147 
53 48.835 54 48.413 55 47.830 56 47.016 
- 57 45.852 58 44.068 59 41.725 60 50.259 
61 50.161 62 50.065 63 49.923 64 49.760 
65 49.572 66 49.355 67 49.106 68 48.809 
69 48.435 70 47.952 71 47.316 72 50.211 
73 50.177 74 50.103 75 50.005 76- 49.875 
77 49.719 78 49.538 79 49.331 80 49.101 
81 48.836 82 48.526 83 48.150 84 50.175 
85 50.137 86 50.068 87 49.973 88 49.850 
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89 49.699 
93 48.892 
90 49.522 
94 0.000 
91 49.326 
95 0.000 
92 49.118 
96 0.000 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
These nonlinear flow results are plotted in figure 4.1. 
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APPENDIX H 
EXPERIMENTAL DATA OF UNDERFLOW ON AN INCLINED FLOOR 
To test the accuracy of the two' nonlinear flow 
equations (4.26) and (4.28) for calcurating flowrates of 
seepage through a gravel layer, we need two kinds of 
information. First, we need the hydraulic resistivities, a 
and b, of the gravel; secondly, the experimental data of 
underflow through gravel layer resting on a sloping 
impervious floor which are heights of water table above the 
floor, flowrates, and flow temperatures. The former 
information is in the following section H.I, the latter in 
section H.2. After solving flowrates from these data by 
equations (4.26), '( 4.28), and also the conventional linear 
flow equation (2.20), we obtain results in section H.3. 
H.l Data for hydraulic resistivities of gravels tested. 
These data were obtained from uniform flow experiments 
of underflow through gravel in the flume of changeable 
slope. The data involved are the gradient of flow J, flux 
velocity v, and flow temperature T, (table H.l). The 
hydraulic resistivities, a and b, for a particular 
temperature of flow can be computed from these data by using 
the computer programme in appendix B.' The hydraulic 
conductivity K can be calculated by either of equations 
(2.1) or (3.62); if the former is used the lowest values of 
v and S will give the most accurate K, if the latter is used 
a suitable value of G must be determined which is difficult. 
Equation (2.1) is, therefore, more suitable for" evaluating' 
K. 
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Table H.l. Uniform underflow data. 
-------------------------------~----------------------d J v T (mmT (cm/s) (OC) 
------------------------------------------------------
4.29 0.027 - 0.339 15.1 
4.29 0.063 0.706 16.0 
4.29 0.099 0.950 13.9 
4.29 0.135 1.172 14.1 
5.59 0.027 0.429 14.4 
5.59 0.063 0.856 15.2 
5.59 0.099 1.174 17.0 
5.59 0.135 1. 459 16.4 
H.2 Data from experiments of underflow on an inclined 
impervious base. 
These data were obtained from nonuniform flow 
experiments which aimed to compare the accuracy of equations 
(2.20), (4.26), and (4.28) to the experimental results. 
Four sets of the experiments were performed. Of the first 
two sets, the slopes of the impervious floors, S, we~e kept 
constant and the flow rates Q were changed. For the other 
two sets, the heights of the phreatic surface at the 
upstream end, h,o ' were kept relatively constant but the 
• 
slopes of the impervious floor were changed. The data were 
the heights of the phreatic surface, h, of 50 cm spacing for 
10 readings (cf. figure 5.5), including slope of flume S, 
flow rates per unit width q, and the flow temperature T. 
They are shown in table H.2. 
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Table H.2. Data from experiments of underflow through 
gravels on an inclined impervious floor. 
-------------------------------------------------------------------------------~----------
S hz 
(em) 
h, 
(em) 
h .. 
(em) 
II!) 
(em) 
he 
(em) 
hlO q T 
(em)" (em2 /s) (oe) 
---------------------------~--------------------------------------------------------------
First experiment dm = 4.29 mm 
0.099 13.59 
0.099 19.14 
0.099 21.39 
0.099 22.94 
0.099 23.04 
15.72 16.19 
22.02 23.89 
24.66 26.79 
26.72 28.94 
26.79 29.09 
16.94 
24.84 
27.99 
30.39 
30.54 
16.99 
25.54 
28.59 
31.54 
31. 79 
17.09 16.99 
25.54 25.69 
29.09 29.49 
32.39 32.39 
32.49 32.64 
0.099 27.39 31.82 34.69 36.89 38.74 
0.099 27.69 32.02 34.89 36.79 38.94 
Second experiment d m = 4.29 mm 
0.135 13.99 
0.135 17.99 20.02 
0.135 18.84 21.52 
0.135 23.04 26.36 
0.135 27.79 32.09 
16.94 
21.14 
22 54 
28.04 
34.54 
21. 79 
23.54 
29.64 
36.04 
17.19 16.64 
21.89 21.84 21.44 
23.39 23.74 22.94 
30.04 30.29 29.89 
37.19 38.59 38.84 
Third experiment d m = 5.56 mm 
0.027 31.14 
0.063 31.74 
-0.099 33.29 
0.135 29.19 
30.54 
30.94 
32.49 
28.49 
30.14 
30.24 
31.69 
27.84 
29.69 
29.39 
31. 24 
26.79 
28.89 
28.69 
30.54 
26.54 
28.14 
27.94 
30.14 
26.14 
Fourth experiment drn = 5.56 mm 
27.14 
26.64 
29.24 
24.99 
16.94 
25.64 
29.24 
33.14 
33.19 
16.49 
26.39 
29.84 
33.64 
33.94 
17.44 17.99 
26.74 27.67 
30.94 30.72 
34.24 35.19 
3_4 • 74 35 • 3 9 
18.4 
18.1 
15.0 
17.8 
17.3 
44.25 17.0 
44.32 16.7 
11.89 17.74 21.60 17.5 
21. 24 
22.99 
30.39 
38.64 
21. 74 
23.34 
30.89 
39.84 
26.79 25.99 
25.69 25.39 
28.24 " 27.89 
24.29 23.79 
22.79 27.49 
24.34 29.80 
31.99 38.08 
41.09 47.95 
24.94 
24.34 
27.19 
23.54 
7.01 
18.69 
31.06 
34.31 
17.1 
16.4 
17.1 
15.1 
13.9 
14.5 
15.1 
16.3 
0.027 19.39 23.04 25.79 27.69 29.74 30.84 31.69 32.64 33.54 34.04 22.47 15.1 
. 
0.063 22.54 26.14 28.59 30.44 31.74 32.79 33.24 33.59 34.19,34.24 32.27 15.5 
0.099 25.64 29.39 31.54 33.19 34.49 35.59 35.29 35.44 35.54 35.69 43.33 16.5 
0.135 26.34 30.09 31.69 33.24 34.24 34.89 34.14 34.14 34.14 33.79 50.02 16.5 
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H.3 Comparisons of the results from three equations to the 
measurements. 
From the data in table H.2, we can compute the flowrate 
per unit width, q, by using equations (2.20), (4.26), and 
(4.28). Because we have 10 values of h per set of data but 
we need only 2 values for each calculation, therefore for 
simplicity we may hold either h at upstream or downstream 
end constant and alter the other values of h. For example 
if we hold h1 constant, we obtain the first q from h, and hz 
with the distance L = 50 cm, the second q from h1 and h!with 
L = 100 cm, etc. Each set of data, except for a few sets 
gives 9 values of q for each equation. The average q from 
equations (2.20), (4.26) and (4.28) are compared t~ the 
measured q in table H.3 and H.4. Note that for the first 
and the second experiments, h1 is kept constant (table H.3); 
but for the third and the fourth, h
'0 is kept constant 
(table H.4). The hydraulic resistivities and conductivity 
of each data set can be computed from data in table H.I. 
The results are plotted and compared in figures (6.1), 
(6.2), (6.3), and (6.4). 
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Table H.3. The comparisons of the flowrates from the three 
equations and the measurement for the first and 
the second experiments. 
--s---------h;-------··---Fl~;-;;t;;-i~-~;i/;-f;~;-------------. 
(cm) Eq.2.20 Eq.2.26 Eq.4.28 Measurement 
0.099 
0.0135 
13.59 
19.14 
21. 39 
22.94 
23.04 
27.39 
27.69 
13.99 
17.99 
18.84 
23.04 
27.79 
\ 
24.78 
39.79 
43.09 
52.66 
52.41 
70.83 
70.12 
32.20 
41. 50 
44.62 
60.77 
76.93 
First experiment 
17.39 
27.18 
. 30.54 
35.23 
35.33 
45.01 
44.92 
Second experiment 
21. 24 
27.19 
29.33 
38.74 
49.50 
16.80 
26.26 
29.57 
34.06 
34 .• 15 
44.39 
44.31 
20.29 
26.33 
28.33 
37.32 
47.72 
17.99 
27.70 
30.72 
35.19 
35.39 
44.25 
44.32 
21. 60 
27.49 
29.80 
38.08 
47.95 
Table H.4. The comparisons of the flow rates from the three 
equations and the measurement for the third and 
the fourth experiments. 
---------------------------------------------------------------
Third experiment 
0.027 24.94 4.56 5.23 5.25 7.01 
0.063 24.34 19.29 17.26· 27.48 18.69 
0'.099 27.19 39.79 29.88 30.31 31. 06 
0.135 23.54 51. 55 33.68 34.45 34.31 
Fourth experiment 
0.027 34.04 19.68 20.95 20.79 22.47 
0.063 34.24 39.38 31.13 30.78 32.27 
0.099 35.69 61. 87 42.97 42.47 J 43.33 
0.135 33.79 77.01 49.08 48.64 50.02 
---------------------------------------------------------------
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APPENDIX J 
ERRORS 
Listed are the basic measured variables with their likely 
measurement errors 
Quantities 
Angle 
Area 
Density 
Drawdown 
Dynamic viscosity 
Height of phreatic surface 
Hydraulic gradient 
Length 
Mean diameter of grain 
Piezometric head 
Slope 
Time 
Tracer concentration 
Volume 
Weight 
Errors (.± %) 
1.5 
1.5 
1.0 
1.0 
1.5 
1.0 
1.5 
1.0 
3.0 
1.0 
1.5 
0.5 
2.0 
2.0 
0.5 
The possible errors in the derived variables can be estimated 
from the above list as follows 
Quantities 
Coefficient c 
Constant C 
Effective porosity 
Flowrate 
Flux velo.ci ty 
Hydraulic conductivity 
Errors(,i %) 
7.0 
7.0 
2.5 
4.0 
4.5 
8.0 
Intrinsic permeability 
Linear hydraulic resistivity 
Nonlinear hydraulic resistivity 
Pore veloci ty 
Reynolds' number 
Specific pumping rate 
Tortuosity 
7.0 
12.0 
16.0 
5.0 
9.0 
6.0 
6.5 
These possible errors should be borne in mind when considering 
the graphs and tables in this thesis. 
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