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By using the generalized continuation theorem, the existence of four positive periodic so-
lutions for a delayed ratio-dependent predator-prey model with Holling type III functional
response⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x′(t) = x(t)[a(t) − b(t)x(t)]− c(t)x2(t)y(t)
m2 y2(t) + x2(t) − h1(t),
y′(t) = y(t)
[
e(t)x2(t − τ (t))
m2 y2(t − τ (t)) + x2(t − τ (t)) − d(t)
]
− h2(t),
is established, where a(t), b(t), c(t), e(t), d(t), τ (t), h1(t) and h2(t) are all nonnegative
periodic continuous functions with period ω > 0, m > 0 is a constant. Our main result also
improves some well-known results obtained before, especially when h1(t) = h2(t) ≡ 0, the
conditions that guarantee the existence of four positive periodic solutions reduce exactly
to that of a previous conclusion.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
There has been great interest in dynamical characteristics of population models during the last few decades, among these
models, predator-prey systems play an important role in population dynamics. Many theoreticians and experimentalists have
concentrated on ratio-dependent predator-prey system⎧⎪⎪⎨
⎪⎪⎩
x′ = rx
(
1− x
K
)
− ϕ
(
x
y
)
y,
y′ = y
(
μϕ
(
x
y
)
− D
)
,
where ϕ(x) is the functional response function, which reﬂects the capture ability of the predator to prey. For more biological
meaning, the reader may consult Freedman [1], May [2] and Murry [3]. When we consider the exploit of human beings,
usually, a harvesting term should be added. Xiao et al. [4] investigated the following Michaelis–Menten type ratio-dependent
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⎪⎪⎩
x′ = rx
(
1− x
K
)
− αxy
my + x − h1,
y′ = y
(
−d + f x
my + x
)
− h2,
(1.1)
where h1 = 0. They gave detailed qualitative analysis of this system. In addition, most efforts on ratio-dependent predator-
prey systems with harvesting terms concentrate on models with Holling II functional response function, such as [5,6], etc.
For convenience, we shall use the notation
f = 1
ω
ω∫
0
f (t)dt, f M = max
t∈[0,ω] f (t), f
L = min
t∈[0,ω] f (t),
where f is a periodic continuous function with period ω.
More recently, for a similar ratio-dependent model with Holling II functional response function, in [7], by using the
Mawhin’s continuation theorem combined with the homotopy invariance of the Brouwer degree, the authors obtained that:
Theorem 1.1. Assume that the following conditions hold:
(A1) aL > ( cm )
M + 2
√
bMhM1 , and
(A2) ( f − d)L hL1
aM
> hM2 m
M + 2
√
dMmMhM2 a
M
bL
.
Then the equations⎧⎪⎪⎨
⎪⎪⎩
x′(t) = x(t)[a(t) − b(t)x(t)]− c(t)x(t)y(t)
m(t)y(t) + x(t) − h1(t),
y′(t) = y(t)
[
f (t)x(t − τ (t))
m(t)y(t − τ (t)) + x(t − τ (t)) − d(t)
]
− h2(t),
(1.2)
have at least four positive ω-periodic solutions when τ (t) ≡ 0.
Remark. When τ (t) is not always equal to zero, the methods they used do not work.
When the harvesting terms vanish, from Theorem 1.1, we can obtain
Corollary 1.1. Assume that the following conditions hold:
(B1) aL > ( cm )
M, and
(B2) ( f − d)L > 0.
Then Eqs. (1.2) when τ (t) ≡ 0, h1(t) = h2(t) ≡ 0 have at least one positive ω-periodic solution.
Remark. Comparing the above result with that in [8], we ﬁnd that there is a gap between them.
We consider the following delayed ratio-dependent predator-prey system with Holling type III functional response⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x′(t) = x(t)[a(t) − b(t)x(t)]− c(t)x2(t)y(t)
m2 y2(t) + x2(t) − h1(t),
y′(t) = y(t)
[
e(t)x2(t − τ (t))
m2 y2(t − τ (t)) + x2(t − τ (t)) − d(t)
]
− h2(t),
(1.3)
where x(t) and y(t) represent the densities of the prey population and predator population respectively; a(t), b(t), c(t),
d(t), e(t), τ (t), h1(t) and h2(t) are all nonnegative periodic continuous functions with period ω > 0, m > 0 is a constant.
And all the coeﬃcient functions mentioned above are not always equal to zero except h1(t) and h2(t). Here a(t) stands for
prey intrinsic growth rate, m stands for half capturing saturation, d(t) stands for the death rate of the predator, c(t) and
e(t) stand for the conversion rates; the function x(t)[a(t) − b(t)x(t)] represents the speciﬁc growth rate of the prey in the
absence of predator; and x2(t)/(m2 y2(t) + x2(t)) denotes the predator response function, which reﬂects the capture ability
of the predator; h1(t) and h2(t) represent the harvesting rates of prey and predator respectively.
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⎪⎪⎪⎩
x′(t) = x(t)[a(t) − b(t)x(t)]− c(t)x2(t)y(t)
m2 y2(t) + x2(t) ,
y′(t) = y(t)
[
e(t)x2(t − τ (t))
m2 y2(t − τ (t)) + x2(t − τ (t)) − d(t)
]
.
(1.4)
In [9], Wang and Li obtained a suﬃcient condition for the existence of at least one positive ω-periodic solution, for conve-
nience, we list it here.
Theorem 1.2. Assume that the following conditions hold:
(C1) 2ma > c, and
(C2) e > d.
Then (1.4) has at least one positive ω-periodic solution.
In the present paper, our main aim is: (1) to gain the suﬃcient conditions for the existence of four positive periodic
solutions of system (1.3), here τ (t) may not always equal to zero; (2) to recuperate the gap as mentioned above when
h1(t) = h2(t) ≡ 0.
The main method which usually used to gain the existence of periodic solutions for periodic systems is the coincidence
degree theory developed by Gaines and Mawhin [10], we refer to [11–20] and references cited therein. While in this paper,
we will use another method: the generalized continuation theorem. Although they are the same in nature, the latter is more
simple. And our main results generalize the corresponding results in [7] and [9].
This paper is organized as follows: in the next section, we establish the main existence results; and in the third sec-
tion, a suitable example is given to illustrate that the conditions of the main theorem are feasible, moreover, some other
applications are presented.
2. Multiplicity of positive periodic solutions
In order to obtain the existence of positive periodic solutions for the system (1.3), we ﬁrst make the following prepara-
tions.
Let Ω ⊂ Rn be an open bounded set with closure Ω and f ∈ C1(Ω, Rn) ∩ C(Ω, Rn). For x ∈ Ω , let J f (x) denote the
Jacobian determinant of f at x and S f be the set of all critical points of f , i.e., S f = {x ∈ Ω: J f (x) = 0}.
For y ∈ Rn \ f (∂Ω ∪ S f ), i.e., y is a regular value of f , the degree of f at y is deﬁned as
deg{ f ,Ω, y} =
∑
x∈ f −1(y)
sgn J f (x).
Let X and Z be two Banach spaces, L : Dom L ⊂ X → Z be a Fredholm mapping of index zero and
N : Ω × [0,1] → Z , (x, λ) 
→ N(x, λ)
be an L-compact mapping in Ω × [0,1].
Notice that if L is a Fredholm mapping of index zero, then there exist continuous projectors P : X → X and Q : Z → Z
such that
Im P = Ker L and Im L = Ker Q = Im(I − Q ).
Theorem A (Generalized continuation theorem). (See [10, pp. 26–30].) Let X , Z , L and Q be mentioned above and J : Im Q → Ker L
is an isomorphism, furthermore, assume that
(a) for each λ ∈ (0,1), x ∈ ∂Ω ∩ Dom L,
Lx = λN(x, λ);
(b) for each x ∈ ∂Ω ∩ Ker L,
Q N(x,0) = 0,
(c) deg{ J Q N(·,0)|Ker L,Ω ∩ Ker L,0} = 0.
Then, for each λ ∈ [0,1), the equation Lx = λN(x, λ) has at least one solution in Ω and the equation Lx = N(x,1) has at least one
solution in Ω .
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f1(u) =m2du3 +m2h2 exp{eω}u2 − (k1)2(e − d)u + (k1)2h2 exp{eω}, u > 0,
and
u∗1 =
−m2h2 exp{eω} +
√
m4h22 exp{2eω} + 3m2d(k1)2(e − d)
3m2d
,
where
k1 =
⎧⎪⎨
⎪⎩
a−
√
a2−4bh1 exp{−aω}
2b
, h1 > 0,
(a− c2m )+
√
(a− c2m )2−4bh1 exp{aω}
2b exp{aω} , h1 = 0.
If h1 > 0, h2 > 0 and f1(u∗1) < 0 (notice that f ′1(u∗1) = 0), then f1(u) = 0 has only two positive roots, namely u1, u2
(u1 < u2). We are now in a position to state one of our main results.
Theorem 2.1. Assume that h1 > 0, h2 > 0 and the following conditions hold:
(H1) (a − c2m ) > (1+ exp{aω})
√
bh1 ,
(H2) f1(u∗1) < 0 and u1 exp{eω} u2 .
Then (1.3) has at least four positive ω-periodic solutions.
Proof. Since we are concerned with the positive solution of (1.3), we make change of variables
x(t) = exp{x1(t)}, y(t) = exp{x2(t)}; (2.1)
then (1.3) becomes
x′1(t) = a(t) − b(t)exp
{
x1(t)
}− c(t)exp{x2(t) + x1(t)}
m2 exp{2x2(t)} + exp{2x1(t)} − h1(t)exp
{−x1(t)},
x′2(t) =
e(t)exp{2x1(t − τ (t))}
m2 exp{2x2(t − τ (t))} + exp{2x1(t − τ (t))} − d(t) − h2(t)exp
{−x2(t)}. (2.2)
In order to apply Theorem A to system (1.3), we take
X = Z = {x(t) = (x1(t), x2(t))T ∈ C(R, R2): x(t + ω) = x(t)},
and denote
‖x‖ = ∥∥(x1(t), x2(t))T ∥∥=max{ max
t∈[0,ω]
∣∣x1(t)∣∣, max
t∈[0,ω]
∣∣x2(t)∣∣}.
Then X and Z are Banach spaces when they are endowed with the norm ‖ · ‖.
Set
N(x, λ) =
[
f1(t, x(t), λ)
f2(t, x(t), λ)
]
,
where
f1
(
t, x(t), λ
)= a(t) − c(t)
2m
− b(t)exp{x1(t)}− h1(t)exp{−x1(t)}
+ λc(t)
(
1
2m
− exp{x2(t) + x1(t)}
m2 exp{2x2(t)} + exp{2x1(t)}
)
,
f2
(
t, x(t), λ
)= λe(t)( exp{2x1(t − τ (t))}
m2 exp{2x2(t − τ (t))} + exp{2x1(t − τ (t))} −
(k1)2
m2 exp{2x2(t − τ (t))} + (k1)2
)
+ (k1)
2e(t)
2 2
− d(t) − h2(t)exp
{−x2(t)},
m exp{2x2(t − τ (t))} + (k1)
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Lx = x′, Px = 1
ω
ω∫
0
x(t)dt, x ∈ X, Q z = 1
ω
ω∫
0
z(t)dt, z ∈ Z .
Evidently, Ker L = R2, Im L = {z | z ∈ Z , ∫ ω0 z(t)dt = 0} is closed in Z and dimKer L = codim Im L = 2. Hence, L is a Fredholm
mapping of index zero. Furthermore, the generalized inverse (to L) Kp : Im L → Ker P ∩ Dom L has the form
Kp(z) =
t∫
0
z(s)ds − 1
ω
ω∫
0
t∫
0
z(s)dsdt.
Thus
Q N(x, λ) =
[ 1
ω
∫ ω
0 f1(t, x(t), λ)dt
1
ω
∫ ω
0 f2(t, x(t), λ)dt
]
,
and
Kp(I − Q )N(x, λ) =
[∫ t
0 f1(s, x(s), λ)ds − 1ω
∫ ω
0
∫ t
0 f1(s, x(s), λ)ds − ( tω − 12 )
∫ ω
0 f1(s, x(s), λ)ds∫ t
0 f2(s, x(s), λ)ds − 1ω
∫ ω
0
∫ t
0 f2(s, x(s), λ)ds − ( tω − 12 )
∫ ω
0 f2(s, x(s), λ)ds
]
.
Clearly, Q N and Kp(I − Q )N are continuous and, moreover, Q N(Ω ×[0,1]), Kp(I − Q )N(Ω ×[0,1]) are relatively compact
for any open bounded set Ω ⊂ X . Hence, N is L-compact on Ω × [0,1].
Now we reach the position to search for an appropriate open bounded subset Ω for the application of Theorem A.
Corresponding to equation Lx = λN(x, λ), λ ∈ (0,1), we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x′1(t) = λ
[
a(t) − c(t)
2m
− b(t)exp{x1(t)}− h1(t)exp{−x1(t)}+ λc(t)
(
1
2m
− exp{x1(t) + x2(t)}
m2 exp{2x2(t)} + exp{2x1(t)}
)]
,
x′2(t) = λ
[
λe(t)
(
exp{2x1(t − τ (t))}
m2 exp{2x2(t − τ (t))} + exp{2x1(t − τ (t))} −
(k1)2
m2 exp{2x2(t − τ (t))} + (k1)2
)
+ (k1)
2e(t)
m2 exp{2x2(t − τ (t))} + (k1)2 − d(t) − h2(t)exp
{−x2(t)}
]
.
(2.3)
Suppose that x(t) = (x1, x2)T ∈ X is an ω-periodic solution of system (2.3) for a certain λ ∈ (0,1). Then there exist ξi, ηi ∈
[0,ω] such that
xi(ξi) = min
t∈[0,ω] xi(t), xi(ηi) = maxt∈[0,ω] xi(t), for i = 1,2, (2.4)
and
ω∫
0
[
a(t) − c(t)
2m
− b(t)exp{x1(t)}− h1(t)exp{−x1(t)}
+ λc(t)
(
1
2m
− exp{x1(t) + x2(t)}
m2 exp{2x2(t)} + exp{2x1(t)}
)]
dt = 0, (2.5)
ω∫
0
[
λe(t)
(
exp{2x1(t − τ (t))}
m2 exp{2x2(t − τ (t))} + exp{2x1(t − τ (t))} −
(k1)2
m2 exp{2x2(t − τ (t))} + (k1)2
)
+ (k1)
2e(t)
m2 exp{2x2(t − τ (t))} + (k1)2 − d(t) − h2(t)exp
{−x2(t)}
]
dt = 0. (2.6)
From (2.5), we have
ω∫
0
[
h1(t)exp
{−x1(t)}+ b(t)exp{x1(t)}−
(
a(t) − c(t)
2m
)]
dt
=
ω∫ [
λc(t)
(
1
2m
− exp{x1(t) + x2(t)}
m2 exp{2x2(t)} + exp{2x1(t)}
)]
dt > 0,0
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exp
{−x1(ξ1)}h1 + exp{x1(η1)}b > a − c
2m
. (2.7)
Notice that the ﬁrst equation of (2.3) implies for any t ∈ [0,ω],
x1(t) = x1(ξ1) +
t∫
ξ1
x′1(t)dt < x1(ξ1) + aω,
especially, we have
x1(η1) < x1(ξ1) + aω. (2.8)
Thus (2.7) and (2.8) show that
b exp{aω}exp{2x1(ξ1)}−
(
a − c
2m
)
exp
{
x1(ξ1)
}+ h1 > 0.
Then (H1) leads to
x1(ξ1) > ln
(a − c2m ) +
√
(a − c2m )2 − 4bh1 exp{aω}
2b exp{aω} := ln l
−
1 (2.9)
or
x1(ξ1) < ln
(a − c2m ) −
√
(a − c2m )2 − 4bh1 exp{aω}
2b exp{aω} . (2.10)
Similarly, we have for any t ∈ [0,ω],
x1(t) = x1(η1) +
t∫
η1
x′1(t)dt > x1(η1) − aω,
thus
x1(ξ1) > x1(η1) − aω.
Then (2.7) gives
b exp
{
2x1(η1)
}−(a − c
2m
)
exp
{
x1(η1)
}+ h1 exp{aω} > 0.
By (H1), we know
x1(η1) > ln
(a − c2m ) +
√
(a − c2m )2 − 4bh1 exp{aω}
2b
(2.11)
or
x1(η1) < ln
(a − c2m ) −
√
(a − c2m )2 − 4bh1 exp{aω}
2b
:= lnk+1 . (2.12)
On the other hand, from (2.5), we also have
ω∫
0
[
h1(t)exp
{−x1(t)}+ b(t)exp{x1(t)}− a(t)]dt
=
ω∫
0
[
−c(t)
2m
+ λc(t)
(
1
2m
− exp{x1(t) + x2(t)}
m2 exp{2x2(t)} + exp{2x1(t)}
)]
dt
=
ω∫ [
− (1− λ)c(t)
2m
− λc(t)exp{x1(t) + x2(t)}
m2 exp{2x2(t)} + exp{2x1(t)}
]
dt < 0,0
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h1 exp
{−x1(η1)}+ b exp{x1(ξ1)}− a < 0.
Then (2.8) gives
b exp
{
2x1(ξ1)
}− a exp{x1(ξ1)}+ h1 exp{−aω} < 0.
By (H1), we have
lnk−1 =: ln
a −
√
a2 − 4bh1 exp{−aω}
2b
< x1(ξ1) < ln
a +
√
a2 − 4bh1 exp{−aω}
2b
. (2.13)
Similarly, we have
ln
a −
√
a2 − 4bh1 exp{−aω}
2b exp{−aω} < x1(η1) < ln
a +
√
a2 − 4bh1 exp{−aω}
2b exp{−aω} := ln l
+
1 . (2.14)
We claim that k−1 < k
+
1 , l
−
1 < l
+
1 and k
+
1 < l
−
1 . Construct a function
g(x) = x−
√
x2 − a, a > 0 and x > √a,
then
g′(x) = −g(x)√
x2 − a < 0,
which implies that
a −
√
a2 − 4bh1 exp{aω}
2b
<
(a − c2m ) −
√
(a − c2m )2 − 4bh1 exp{aω}
2b
, (2.15)
since
a −
√
a2 − 4bh1 exp{aω}
2b
>
a −
√
a2 − 4bh1 exp{−aω}
2b
. (2.16)
By (2.15) and (2.16), also noticing (2.13) and (2.12), we know
k−1 =
a −
√
a2 − 4bh1 exp{−aω}
2b
<
(a − c2m ) −
√
(a − c2m )2 − 4bh1 exp{aω}
2b
= k+1 .
In addition, constructing two functions
h(x) = a +
√
a2 − bx
x
, 0 < x <
a2
b
, a > 0, b > 0,
and
s(x) = x+
√
x2 − a, a > 0, x > √a,
it is easy to know
h′(x) < 0 and s′(x) > 0,
thus
l−1 =
(a − c2m ) +
√
(a − c2m )2 − 4bh1 exp{aω}
2b exp{aω}
<
(a − c2m ) +
√
(a − c2m )2 − 4bh1 exp{−aω}
2b exp{−aω}
<
a +
√
a2 − 4bh1 exp{−aω}
2b exp{−aω} = l
+
1 .
Also through some simple calculus, we can show that when (H1) holds true, then k+ < l− also holds.1 1
532 Y.-H. Fan, L.-L. Wang / J. Math. Anal. Appl. 365 (2010) 525–540From (2.9), (2.12), (2.13) and (2.14), we have for any t ∈ [0,ω],
lnk−1 < x1(t) < lnk
+
1 or ln l
−
1 < x1(t) < ln l
+
1 .
From (2.6) and the monotonicity of the function u/(a + u) (a > 0, u > 0), we have
ω∫
0
[
(k1)2e(t)
m2 exp{2x2(t − τ (t))} + (k1)2 − d(t) − h2(t)exp
{−x2(t)}
]
dt
= −
ω∫
0
λe(t)
(
exp{2x1(t − τ (t))}
m2 exp{2x2(t − τ (t))} + exp{2x1(t − τ (t))} −
(k1)2
m2 exp{2x2(t − τ (t))} + (k1)2
)
dt
< 0. (2.17)
Then
(k1)2e
m2 exp{2x2(η2)} + (k1)2 < d + h2 exp
{−x2(ξ2)}. (2.18)
Notice that
x2(t) = x2(ξ2) +
t∫
ξ2
x′2(s)ds,
thus by the second equation of (2.3), we know for any t ∈ [0,ω],
x2(t) < x2(ξ2) + eω,
and
x2(t) > x2(η2) − eω.
Therefore
x2(η2) < x2(ξ2) + eω and x2(ξ2) > x2(η2) − eω.
So
(k1)2e
m2 exp{2x2(η2)} + (k1)2 < d + h2 exp{eω}exp
{−x2(η2)}, (2.19)
and
(k1)2e
m2 exp{2eω}exp{2x2(ξ2)} + (k1)2 < d + h2 exp
{−x2(ξ2)}, (2.20)
which lead to
m2d exp
{
3x2(η2)
}+m2h2 exp{eω}exp{2x2(η2)}− (k1)2(e − d)exp{x2(η2)}+ (k1)2h2 exp{eω} > 0, (2.21)
and
m2d exp{2eω}exp{3x2(ξ2)}+m2h2 exp{2eω}exp{2x2(ξ2)}− (k1)2(e − d)exp{x2(ξ2)}+ (k1)2h2 > 0. (2.22)
By (H2) and (2.21), we have
x2(η2) > lnu2 or x2(η2) < lnu1. (2.23)
Set
f2(u) =m2d exp{2eω}u3 +m2h2 exp{2eω}u2 − (k1)2(e − d)u + (k1)2h2, u > 0,
and
u∗2 =
−m2h2 exp{2eω} +
√
m4h22 exp{4eω} + 3m2d(k1)2(e − d)
2
.3m d exp{2eω}
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u3 < u
∗
2 < u4.
By (2.22), we have
x2(ξ2) > lnu4 or x2(ξ2) < lnu3. (2.24)
We claim that
u3 < u1  u4 < u2.
In fact, u4 = u2 exp{−eω}, u3 = u1 exp{−eω}, in addition, condition (H2) implies that u1  u4. So the above inequalities are
obvious.
By (2.23) and (2.24), we have for any t ∈ [0,ω],
x2(t) < lnu1 := lnk+2 or x2(t) > lnu4 := ln l−2 . (2.25)
Also in view of (2.6),
ω∫
0
[
d(t) + h2(t)exp
{−x2(t)}]dt
=
ω∫
0
λe(t)
(
exp{2x1(t − τ (t))}
m2 exp{2x2(t − τ (t))} + exp{2x1(t − τ (t))} −
(k1)2
m2 exp{2x2(t − τ (t))} + (k1)2
)
dt
+
ω∫
0
(k1)2e(t)
m2 exp{2x2(t − τ (t))} + (k1)2 dt
< eω, (2.26)
which implies that
x2(η2) > ln
h2
e − d . (2.27)
Thus for any t ∈ [0,ω],
x2(t) > ln
h2
e − d − eω := lnk
−
2 . (2.28)
On the other hand, from (2.26), we also have
dω <
ω∫
0
(l+1 )2e(t)
m2 exp{2x2(ξ2)} + (l+1 )2
dt,
which shows that
x2(ξ2) <
1
2
ln
(l+1 )2(e − d)
m2d
.
Thus
x2(η2) <
1
2
ln
(l+1 )2(e − d)
m2d
+ eω := ln l+2 . (2.29)
We claim that
h2
e − d exp{−eω} < u3 and u2 <
l+1
m
√
e − d
d
exp{eω}.
Notice that the above inequality is equivalent to
h2
< u1 and
l+1
m
√
e − d
> u4. (2.30)
e − d d
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h2
e − d < u
∗
1, f1
(
h2
e − d
)
> 0, (2.31)
and
l+1
m
√
e − d
d
> u∗2, f2
(
l+1
m
√
e − d
d
)
> 0. (2.32)
Notice that
f1
(
u∗1
)
< 0,
thus
(k1)
2(e − d)u∗1 >m2du∗31 +m2h2 exp{eω}u∗21 + (k1)2h2 exp{eω}
> (k1)
2h2 exp{eω}.
Therefore
h2
e − d < u
∗
1.
On the other hand,
f1
(
h2
e − d
)
> −(k1)2(e − d) h2
e − d + (k1)
2h2 exp{eω} > 0.
That is, (2.31) holds true.
Similarly, we have
f2
(
l+1
m
√
e − d
d
)
>m2d exp{2eω}
(
l+1
m
√
e − d
d
)3
− (k1)2(e − d) l
+
1
m
√
e − d
d
> (k1)
2(e − d) l
+
1
m
√
e − d
d
[
exp{2eω} − 1]> 0,
and (
k−1
)2
(e − d)u∗2 >m2d exp{2eω}
(
u∗2
)3 +m2h2 exp{2eω}(u∗2)2 + (k1)2h2
>m2d exp{2eω}u∗32 .
Thus
u∗2 <
k1
m
√
e − d
d
exp{−eω} < k1
m
√
e − d
d
<
l+1
m
√
e − d
d
.
From (2.25), (2.28), (2.29) and (2.30), we know for any t ∈ [0,ω],
lnk−2 < x2(t) < lnk
+
2 or ln l
−
2 < x2(t) < ln l
+
2 .
Now we construct four open sets:
Ω1 =
{(
x1(t), x2(t)
) ∣∣ (x1(t), x2(t)) ∈ X, lnk−1 < x1(t) < lnk+1 , lnk−2 < x2(t) < lnk+2 };
Ω2 =
{(
x1(t), x2(t)
) ∣∣ (x1(t), x2(t)) ∈ X, lnk−1 < x1(t) < lnk+1 , ln l−2 < x2(t) < ln l+2 };
Ω3 =
{(
x1(t), x2(t)
) ∣∣ (x1(t), x2(t)) ∈ X, ln l−1 < x1(t) < ln l+1 , lnk−2 < x2(t) < lnk+2 };
Ω4 =
{(
x1(t), x2(t)
) ∣∣ (x1(t), x2(t)) ∈ X, ln l−1 < x1(t) < ln l+1 , ln l−2 < x2(t) < ln l+2 }.
Clearly, l+i , l
−
i and k
+
i , k
−
i (i = 1,2) are independent of λ, Ωi ∩ Ω j = φ, i = j (i, j = 1,2,3,4). Under the assumptions of
Theorem 2.1, it is easy to show that the system of algebraic equations
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⎩
(
a − c
2m
)
u − bu2 − h1 = 0,
m2dv3 +m2h2v2 − (k1)2(e − d)v + (k1)2h2 = 0,
has four solutions (u˜i, v˜ i)T ∈ int R2+ := {(u, v) | u > 0, v > 0}, i = 1,2,3,4. Without loss of generality, we suppose
u˜1 < u˜2 and v˜1 < v˜2.
We claim that
u˜1 ∈
(
k−1 ,k
+
1
)
, u˜2 ∈
(
l−1 , l
+
1
)
, v˜1 ∈
(
k−2 ,k
+
2
)
, v˜2 ∈
(
l−2 , l
+
2
)
.
In fact,
u˜1 =
(a − c2m ) −
√
(a − c2m )2 − 4bh1
2b
>
a −
√
a2 − 4bh1
2b
>
a −
√
a2 − 4bh1 exp{−aω}
2b
= k−1 ,
u˜1 =
(a − c2m ) −
√
(a − c2m )2 − 4bh1
2b
<
(a − c2m ) −
√
(a − c2m )2 − 4bh1 exp{aω}
2b
= k+1 ,
u˜2 =
(a − c2m ) +
√
(a − c2m )2 − 4bh1
2b
<
a +
√
a2 − 4bh1
2b
<
a +
√
a2 − 4bh1 exp{−aω}
2b
= l+1 ,
u˜2 =
(a − c2m ) +
√
(a − c2m )2 − 4bh1
2b
>
(a − c2m ) +
√
(a − c2m )2 − 4bh1 exp{aω}
2b exp{2aω} = l
−
1 ,
(k1)
2(e − d)v˜1 =m2dv˜31 +m2h2 v˜21 + (k1)2h2 > (k1)2h2 ⇒ v˜1 >
h2
e − d >
h2
e − d exp{−eω} = k
−
2 .
Notice that for any u > 0,
f2(u) =m2d exp{2eω}u3 +m2h2 exp{2eω}u2 − (k1)2(e − d)u + (k1)2h2
>m2du3 +m2h2u2 − (k1)2(e − d)u + (k1)2h2.
This implies that the curve f3(u) = m2du3 + m2h2u2 − (k1)2(e − d)u + (k1)2h2 always lies below the curve f2(u) =
m2d exp{2eω}u3 + m2h2 exp{2eω}u2 − (k1)2(e − d)u + (k1)2h2, since f2(0) = f3(0), f3(+∞) = +∞, f2(+∞) = +∞, we
know
v˜1 < u3 and v˜2 > u4,
that is,
v˜1 < k
+
2 .
Similarly,
f1(u) =m2du3 +m2h2 exp{eω}u2 − (k1)2(e − d)u + (k1)2h2 exp{eω}
> f3(u) for any u > 0,
thus
v˜1 < u1 and v˜2 > u2,
that is,
v˜2 > l
−
2 .
On the other hand,
(k1)
2(e − d)v˜2 =m2dv˜32 +m2h2 v˜22 + (k1)2h2
>m2dv˜3,2
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v˜2 <
k1
m
√
e − d
d
<
k1
m
√
e − d
d
exp{eω} = l+2 .
So far, we reach our conclusion.
According to the above estimation of priori boundary, it is clear that Ωi satisﬁes the condition (a) of Theorem A. When
x = (x1, x2)T ∈ ∂Ωi ∩ Ker L = ∂Ωi ∩ R2,
x is a constant vector in R2, thus
Q N(x,0) =
[
(a − c2m ) − b exp{x1} − h1 exp{−x1}
−d + (k1)2e
m2 exp{2x2}+(k1)2 − h2 exp{−x2}
]
= 0.
Furthermore, let J : Im Q → Ker L, x → x, in view of the assumptions in Theorem 2.1. It is easy to see that
deg{ J Q N,Ωi ∩ Ker L,0} = 0.
By now we know that Ωi veriﬁes all the requirements of Theorem A and then system (2.2) has at least four ω-periodic
solutions. By the medium of (2.1), we derive that (1.3) has at least four positive ω-periodic solutions. The proof is com-
plete. 
Theorem 2.2. Assume that hL1 > 0, h
L
2 > 0, τ (t) ≡ 0 and the following conditions hold:
(H3) (a − c2m )L > 2
√
bMhM1 ,
(H4) 4(k−3 )4dM(e − d)L > [(8(dM)2 + 20eMdM − (eM)2(hM2 )2](k−3 )2m2 + 4(hM2 )2m4 , where
k−3 =
aM −
√
(aM)2 − 4bLhL1
2bL
.
Then (1.3) has at least four positive ω-periodic solutions.
Proof. From (2.3) and (2.4), it is obvious that x′i(ξi) = 0 and x′i(ηi) = 0, i = 1,2. Then
a(ξ1) − c(ξ1)
2m
− b(ξ1)exp
{
x1(ξ1)
}− h1(ξ1)exp{−x1(ξ1)}
+ λc(ξ1)
(
1
2m
− exp{x1(ξ1) + x2(ξ1)}
m2 exp{2x2(ξ1)} + exp{2x1(ξ1)}
)
= 0, (2.33)
λe(ξ2)
(
exp{2x1(ξ2)}
m2 exp{2x2(ξ2)} + exp{2x1(ξ2)} −
(k−3 )2
m2 exp{2x2(ξ2)} + (k−3 )2
)
+ (k
−
3 )
2e(ξ2)
m2 exp{2x2(ξ2)} + (k−3 )2
− d(ξ2) − h2(ξ2)exp
{−x2(ξ2)}= 0, (2.34)
and
a(η1) − c(η1)
2m
− b(η1)exp
{
x1(η1)
}− h1(η1)exp{−x1(η1)}
+ λc(η1)
(
1
2m
− exp{x1(η1) + x2(η1)}
m2 exp{2x2(η1)} + exp{2x1(η1)}
)
= 0, (2.35)
λe(η2)
(
exp{2x1(η2)}
m2 exp{2x2(η2)} + exp{2x1(η2)} −
(k−3 )2
m2 exp{2x2(η2)} + (k−3 )2
)
+ (k
−
3 )
2e(η2)
m2 exp{2x (η )} + (k−)2 − d(η2) − h2(η2)exp
{−x2(η2)}= 0. (2.36)2 2 3
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a(ξ1) − c(ξ1)
2m
− b(ξ1)exp
{
x1(ξ1)
}− h1(ξ1)exp{−x1(ξ1)}
= −λc(ξ1)
(
1
2m
− exp{x1(ξ1) + x2(ξ1)}
m2 exp{2x2(ξ1)} + exp{2x1(ξ1)}
)
< 0,
which implies that(
a − c
2m
)L
− bM exp{x1(ξ1)}− hM1 exp{−x1(ξ1)}< 0,
thus by (H3), we have
x1(ξ1) > ln
(a − c2m )L +
√
[(a − c2m )L]2 − 4bMhM1
2bM
:= ln l−3 , (2.37)
or
x1(ξ1) < ln
(a − c2m )L −
√
[(a − c2m )L]2 − 4bMhM1
2bM
:= lnk+3 . (2.38)
After using (2.33) once more, we have
a(ξ1) − b(ξ1)exp
{
x1(ξ1)
}− h1(ξ1)exp{−x1(ξ1)}
= c(ξ1)
2m
− λc(ξ1)
(
1
2m
− exp{x1(ξ1) + x2(ξ1)}
m2 exp{2x2(ξ1)} + exp{2x1(ξ1)}
)
= 1− λ
2m
c(ξ1) + λc(ξ1)exp{x1(ξ1) + x2(ξ1)}
m2 exp{2x2(ξ1)} + exp{2x1(ξ1)}
> 0.
Therefore
bL exp
{
2x1(ξ1)
}− aM exp{x1(ξ1)}+ hL1 < 0,
by (H3),
lnk−3 =: ln
aM −
√
[aM ]2 − 4bLhL1
2bL
< x1(ξ1) < ln
aM +
√
[aM ]2 − 4bLhL1
2bL
:= ln l+3 . (2.39)
It is easy to see that
k−3 < k
+
3 < l
−
3 < l
+
3 ,
thus by (2.37), (2.38) and (2.39), we have
lnk−3 < x1(ξ1) < lnk
+
3 or ln l
−
3 < x1(ξ1) < ln l
+
3 .
Similarly, by (2.35) and the above analysis, we obtain
lnk−3 < x1(η1) < lnk
+
3 or ln l
−
3 < x1(η1) < ln l
+
3 ,
which implies that for any t ∈ [0,ω],
lnk−3 < x1(t) < lnk
+
3 or ln l
−
3 < x1(t) < ln l
+
3 . (2.40)
From (2.34) and (2.40), we have
(k−3 )2e(ξ2)
m2 exp{2x2(ξ2)} + (k−3 )2
− d(ξ2) − h2(ξ2)exp
{−x2(ξ2)}
= −λe(ξ2)
(
exp{2x1(ξ2)}
m2 exp{2x2(ξ2)} + exp{2x1(ξ2)} −
(k−3 )2
m2 exp{2x2(ξ2)} + (k−3 )2
)
< 0,
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f4
(
x2(ξ2)
)=:m2dM exp{3x2(ξ2)}+m2hM2 exp{2x2(ξ2)}− (k−3 )2(e − d)L exp{x2(ξ2)}+ (k−3 )2hM2
> 0.
From (H4), we know that f4(u) = 0 has two positive solutions. Set k+4 , l−4 and assume that k+4 < l−4 , then
x2(ξ2) > ln l
−
4 or x2(ξ2) < lnk
+
4 . (2.41)
Notice that (2.34) also implies
d(ξ2) + h2(ξ2)exp
{−x2(ξ2)}
= λe(ξ2)
(
exp{2x1(ξ2)}
m2 exp{2x2(ξ2)} + exp{2x1(ξ2)} −
(k−3 )2
m2 exp{2x2(ξ2)} + (k−3 )2
)
+ (k
−
3 )
2e(ξ2)
m2 exp{2x2(ξ2)} + (k−3 )2
<
e(ξ2)exp{2x1(ξ2)}
m2 exp{2x2(ξ2)} + exp{2x1(ξ2)} <
e(ξ2)(l
+
3 )
2
m2 exp{2x2(ξ2)} + (l+3 )2
< e(ξ2),
which shows that
lnk−4 =: ln
hL2
(e − d)M < x2(ξ2) <
1
2
ln
(e − d)M(l+3 )2
m2dL
:= ln l+4 . (2.42)
By similar procedure as above, and in view of (2.36), we have
x2(η2) > ln l
−
4 or x2(η2) < lnk
+
4 ,
and
lnk−4 < x2(η2) < ln l
+
4 .
Obviously,
k−4 < k
+
4 < l
−
4 < l
+
4 ,
thus for any t ∈ [0,ω], we have
lnk−4 < x2(t) < lnk
+
4 or ln l
−
4 < x2(t) < ln l
+
4 . (2.43)
The rest of the proof is similar to that of Theorem 2.1, we omit it here. 
3. An example and some illustrations
In this section, we ﬁrst give an example to illustrate our main result.
Example 1. Consider the following model⎧⎪⎪⎨
⎪⎪⎩
x′(t) = x(t)
[
2− cos4πt − 1− sin4πt
10
x(t) − 1+ cos4πt
10
x(t)y(t)
x2(t) + 0.01y2(t)
]
− (1+ cos4πt),
y′(t) = y(t)
[
−(1+ sin4πt) + (3+ sin4πt) x
2(t)
x2(t) + 0.01y2(t)
]
− 1− sin4πt
10
.
It is easy to verify that all the conditions in Theorem 2.1 are satisﬁed here. Therefore, this system has at least four positive
1/2-periodic solutions.
Remark. Notice that when h1(t) = h2(t) ≡ 0, the conditions in Theorem 2.1 now reduce to a − c2m > 0 and e − d > 0,
in this case, k−1 = k+1 = 0, k−2 = k+2 = 0. Thus the bounded open sets Ω1,Ω2,Ω3 now disappear, only Ω4 is left, and the
corresponding algebraic equations have only one root, therefore, we can only obtain the existence of at least one positive
solution. Obviously, this condition is the same as that in Theorem 1.2, so our results generalize this conclusion in [9]. Worth
of mentioning, by the same process as used above, the main results in [7] can also be generalized to the average condition
type conclusions, for the sake of evidence, we list it below.
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(D1) a > ( cm ) + (1+ exp{aω})
√
bh1 ,
(D2) ( f − d)k∗ > h2mM exp{ fω} + 2
√
mMdh2k∗ exp{ fω}, where
k∗ = a −
√
a2 − 4bh1 exp{−aω}
2b
.
Then Eqs. (1.2) have at least four positive ω-periodic solutions.
Remark. When h1(t) = h2(t) ≡ 0, the conditions in Theorem 3.1 now reduce to a > ( cm ) and f −d > 0, it is exactly the same
as that in [8].
On the other hand, Theorem 2.1 in [7] can also be generalized to the following theorem.
Theorem 3.2. Assume that hL1 > 0, h
L
2 > 0 and the following conditions hold:
(E1) aL > ( cm )
M + 2
√
bMhM1 , and
(E2) ( f − d)Lk > hM2 mM + 2
√
mMdMhM2 k, where
k =
aL −
√
(aL)2 − 4bMhM1
2bM
.
Then Eqs. (1.2) when τ (t) ≡ 0 have at least four positive ω-periodic solutions.
Remark. When (A2) holds, (E2) also holds true.
Compare the condition (H1) with (H3), (H2) with (H4); also from some numerical examples, we ﬁnd that the periodic ω
has no inﬂuence on the topological structure of the solution of system (1.3). Thus we may conclude
Conjecture. Assume that h1 > 0, h2 > 0 and the following conditions hold:
(H1′) (a − c2m ) > 2
√
bh1 ,
(H2′) 4(k˜)4d(e − d)3 > (8d2 + 20ed − e2)h22(k˜)2m2 + 4h22m4 , where
k˜ = a −
√
a2 − 4bh1
2b
.
Then (1.3) has at least four positive ω-periodic solutions.
We leave it for further investigations.
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