The aim of this chapter is to introduce the basic tools and structures of stochastic geometry and thus to lay the foundations for much of the book. Before this, a brief historic account will reflect the development from elementary geometric probabilities over heuristic principles in applications to the advanced models employed in modern stochastic geometry. After the basic geometric and stochastic concepts have been presented, their interplay will be demonstrated by typical examples.
From geometric probabilities to stochastic geometry -a look at the origins
The origins of stochastic geometry can be traced back to two different sources. These are, on one hand, geometric probabilities and integral geometry, with their intuitive problems and imagined experiments, and on the other hand the investigation of real-world materials by stochastic-geometric methods, which in the beginning were often heuristic and required sound mathematical foundations. We illustrate these two aspects by describing a few landmarks. The birth of geometric probability can be attributed to a game of chance, in a geometric version, due to Georges-Louis Leclerc, Comte de Buffon. In 1733 he considered the chances that a randomly thrown coin hits an edge of a regular mosaic paving on the floor. His results were only published much later, as part of a longer essay, in 1777. A simplified version of such geometric games is Buffon's needle problem, where the mosaic is given by parallel lines of distance D and the coin is replaced by a needle of length L < D (Buffon at first spoke of a rod, a baguette in French, and then suggested to play the game with a needle). Considering the position of the midpoint of the needle and the angle between the needle and the lines, and using integration (apparently, for the first time in a probabilistic problem), Buffon calculated the probability p for the needle to hit a line as p = 2L πD .
The appearance of π in the formula prompted later experiments, and probably added to the lasting popularity of Buffon's needle problem. Buffon's calculation rested on the assumption that the distance of the midpoint of the needle from the nearest line and the angle between needle and lines, in modern terminology, were independent and uniformly distributed in their respective range.
More problematic was another historical question, Sylvester's four-point problem of 1864. He asked for the probability that four points taken at random in the plane are the vertices of a 're-entrant quadrilateral' (that is, their convex hull is a triangle). Several contradictory answers were received. Only later was the problem given a precise version, by specifying that the four random points should be independent and uniform in a given convex domain.
The ambiguous nature of such intuitive assumptions in geometric probability problems was made evident in the book Calcul des probabilités published in 1889 by J. Bertrand. He described several situations where random geometric objects were parametrized in different ways and the natural uniform distributions in the parameter spaces resulted in different distributions of the objects themselves.
From a purely mathematical point of view, this dilemma can be overcome by a principle that took its origin in a paper by M.W. Crofton in 1868 and and was further developed by H. Poincaré. An extended version of this principle may be formulated as follows. If a probabilistic problem on geometric objects is invariant under geometric transformations of a certain kind, a natural distribution of the objects can be obtained from a measure which is invariant under these transformations. Therefore, the use of Haar measures on topological groups and homogeneous spaces clarifies in many cases the definition of a canonical probability measure for geometric problems. It also opens the way to a unified treatment of large classes of problems, by establishing and applying formulae from integral geometry, which deals with invariant integrals involving functions of geometric objects undergoing transformations. Of course, for modelling real-life situations, such invariance assumptions on the distribution may be too restrictive. They will often be convenient approximations and tentative working assumptions only. Nevertheless, the use of invariant integral geometry is a first step to obtain explicit results, and it often gives hints to the necessary extensions, as partly explained below.
Symbolically, the mentioned formulae of integral geometry have the form where A, B are sets, say in R d , denotes a geometric operation (this could be intersection, sum, projection, etc.), f is a geometric functional (volume, surface area, integral mean curvature, Euler characteristic, etc.) and the integration is with respect to an invariant measure ρ over a class B of congruent copies of B. The challenge is to express this integral in a simple way in terms of geometric functionals applied to A and B separately, if possible. An important example is the principal kinematic formula
.
The left side can be interpreted as the probability that a randomly moving body M which hits K, also hits the smaller body L. This result is expressed solely in terms of intrinsic volumes of the three bodies K, L, M . As in this example, geometric probabilities are frequently of a conditional type: since the underlying measure μ is infinite, a randomly moving body M makes only sense under some restriction, such as to hit K, since the restriction of the measure μ to G d (K, M ) is finite and can therefore be normalized. A second typical aspect is that the random object, here the randomly moving body M , has a fixed shape, only its position and orientation are random (given by a random motion g applied to M ).
The roughly 200 years from the publication of Buffon's essay in 1777 to that of the book by Santaló (1976) on Integral Geometry and Geometric Probability can be structured by a few more dates. In the nineteenth century, various elementary geometric probability questions were considered, many of them asked and answered in The Educational Times. First accounts of the field were given in Crofton's article on Probability in the Encyclopaedia Britannica in 1885 and in the book by Czuber (1884) on Geometrische Wahrscheinlichkeiten und Mittelwerte, which collected 206 problems and their solutions. A more systematic treatment was presented by Deltheil (1926) in his book Probabilités géométriques. During the next decades, an increasing number of geometric probability questions came from various sciences, so that Kendall and Moran (1963) in their booklet on Geometrical Probability listed the following fields of current applications in their preface: astronomy, atomic physics, biology, crystallography, petrography, sampling theory, sylviculture. The particular role of invariant integrals for geometric probability was emphasized by G. Herglotz in a course on Geometrische Wahrscheinlichkeiten that he gave in Göttingen in 1933 (and of which there exist mimeographed notes). W. Blaschke mentioned that he was much inspired by Herglotz when, in the mid-1930s, he developed his Integral Geometry, which included first versions of kinematic formulae. The great geometers S.S. Chern, H. Hadwiger and L.A. Santaló all worked with Blaschke in Hamburg for some time, and each of them contributed substantially, in his own personal style, to the further development of integral geometry. The work of Santaló has the closest ties with geometric probability, culminating in his already mentioned fundamental monograph of 1976.
Parallel to the establishment of integral geometry and geometric probability, scientists working in different applied fields such as geology, medicine, biology, mineralogy and others, used stochastic-geometric approaches and methods. Theoretical justification and further development later became an essential part of stochastic geometry and provided much motivation for mathematical research. An example is given by the history of stereology. In 1847, the geologist A. Delesse suggested that the usual procedure to estimate the amount of mineral in a solid piece of rock, namely crushing the rock into small pieces in order to separate rock and mineral, could be simplified substantially by investigating a polished planar section of the rock and investigating the area fraction of the mineral in the section. He made it plausible that the area fraction A A in the planar section and the volume fraction V V in the whole material are related by the simple equation A A = V V , provided the distribution of the mineral in the rock is sufficiently homogeneous. It took some time until it was realized that the same principle could be applied in the planar section again. A. Rosiwal (1898) showed that the area fraction can be replaced by the length fraction L L of the mineral part along a grid of lines laid out in the sectioning plane. A.A. Glagolev (1933) and E. Thomson (1930) finally introduced the simplest estimation method, namely superimposing a grid of points onto the plane and counting the fraction P P of points covered by the mineral. The resulting formulae
marked the first set of basic relations in stereology. A next step was undertaken by S. A. Saltykov (1952) , H.W. Chalkley (1949), S.T. Tomkeieff (1945) and others by considering the surface area per unit volume S V of an embedded surface in three-space and estimating it by the boundary length B A per unit area in a planar section or the number I L of intersection points in a grid of lines. Here, the formulae read
It was clear that such formulae required some isotropy (rotational invariance) of the material under investigation and it also became apparent that there must be a common background from mathematics for these results. Scientists who developed such formulae and applied them, met occasionally at conferences, although working in quite different fields. In 1961 the International Society for Stereology was founded in the Black Forest. Only then, mathematicians pointed out that these fundamental formulae of stereology are applications and variants of the classical Crofton formulae in integral geometry. R.E. Miles and P. Davy, in a series of papers starting in 1976, analysed the stereological situation carefully and provided the correct assumptions for their validity. In particular, for the 'design-based approach', where the material is deterministic and the sectioning is random, it was clarified how the random elements had to be weighted in order that the estimators corresponding to (1.3), (1.4) become unbiased. In contrast to this, the 'model-based approach' assumes that the structure F under consideration is the realization of a stationary and isotropic random (closed) set Z ⊂ R 3 . More precisely, since such a random set is unbounded with probability one and the structure F is bounded, one assumes that F is the realization of Z in a sampling window W . In that case, the fundamental formulae of stereology, (1.3) and (1.4), can be verified as expectation formulae for random sets.
There are many other instances where material structures have been described by stochastic-geometric models, for example, fibres in paper by line processes, foams by random tessellations, components of two-phase materials by random sets, porous media by processes of particles. The general introduction and systematic study of the basic models of stochastic geometry began in the 1960s. Apart from the theory of point processes, which was applied and extended to spaces of geometric objects, such as lines, flats, curves, or compact sets, a general notion of random sets was established. An essential feature in the definition of the latter is the reduction to hit-or-miss events, which leads to a natural σ-algebra and the useful tool of the capacity functional. The thus established new field of stochastic geometry had its early development at different places, of which we mention the following. In Cambridge, the thesis of R.E. Miles in 1961 on Poisson flats, the work of R. Davidson on line and flat processes, and D.G. Kendall's foundations of a theory of random sets were fundamental. Independently, in Fontainebleau, G. Matheron, motivated by geostatistics, developed his theory of random closed sets, as it is much used today, and combined it with mathematical morphology, developed by J. Serra and others. Both Kendall and Matheron give credit to preceding work of G. Choquet. Important for the further development of stochastic geometry were R.V. Ambartzumian and his school in Yerevan (see the books by Ambartzumian (1982 Ambartzumian ( , 1990 ) and the East-German school of J. Mecke and D. Stoyan. The appearance of the collection on Stochastic Geometry by Harding and Kendall (1974) and of the book by Matheron (1975) marks the establishment of the new field. Its origins were remembered at the Buffon Bicentenary Symposium held in Paris in 1977, the proceedings of which were edited by Miles and Serra (1978) . The rapid development of stochastic geometry is demonstrated by the volume by Stoyan, Kendall and Mecke (1995, first edition 1987) .
The newly created stochastic geometry linked well with the existing integral geometry, as long as models with appropriate group invariance were considered.
The conditions of stationarity and isotropy of random sets and processes of flats or compact sets allowed to transfer kinematic formulae from integral geometry to the new random setting. From a practical point of view, such assumptions are often too restrictive. Consequently, also the scope of integral geometry had to be widened. The need to study stationary, but not necessarily isotropic models in stochastic geometry put translative integral geometry into the focus, a topic started by W. Blaschke and others in 1937 but then nearly forgotten for a long time. New stereological principles required the extension of integral geometry in a different direction. For example, local stereology, developed in Aarhus by E.B.V. Jensen and her group, used rotational formulae (without translations) and new Blaschke-Petkantschin formulae; see the books by Jensen (1998) and, more generally, Baddeley and Jensen (2005) . Also of importance, for example, for the introduction of densities, were local versions of the classical functionals of integral geometry in the form of curvature measures. These were already introduced by H. Federer in 1959, and the local kinematic formulae that he proved for these measures found direct applications in stochastic geometry. Surprisingly, translative integral formulae for curvature measures, as they have been established in the last 20 years, even turned out to be essential in the study of non-stationary random sets and geometric point processes. This is still one of the current areas of research.
Geometric tools
In this section, we introduce general geometric notation and provide the geometric tools that are used later in this chapter and in many parts of stochastic geometry.
Much of this geometry takes place in d-dimensional Euclidean space R d (d ≥ 2), with standard scalar product ·, · and induced norm · . We use o for the origin of R d . The Euclidean metric is denoted by ρ, thus ρ(x, y) = x − y for x, y ∈ R d , and ρ(x, A) = inf a∈A ρ(x, a) is the distance of a point x from a nonempty set 
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By H k we denote k-dimensional Hausdorff (outer) measure (k ≥ 0). Restricted to the Borel sets, it is a measure. The σ-algebra of Borel sets of a topological space E is denoted by B(E). Let C denote the system of compact subsets of R d , and K the subsystem of convex compact sets (thus, the dimension d is suppressed in this notation, but should be clear from the context). We write C , K for the subsystems of nonempty sets, in each case. The elements of K are called convex bodies. Thus, in our terminology (which follows Schneider 1993), a convex body need not have interior points. This is convenient but, as the reader is warned, different from the usage in part of the literature. A set A ⊂ R d is polyconvex if it is the union of finitely many convex bodies, and locally polyconvex if A ∩ K is polyconvex for every convex body K. We denote the system of polyconvex sets in R d by R and call it the convex ring, and the system of locally polyconvex sets is denoted by S. For a nonempty set A ⊂ R d , the convex hull of A, denoted by conv A, is the set of all convex combinations of finitely many points from A, and also the intersection of all convex sets containing A. If A is compact, then conv A is a convex body. The convex hull of a finite set is a polytope. The polytopes are also the bounded intersections of finitely many closed halfspaces. The system of polytopes in R d is denoted by P. On C , the Hausdorff metric is defined by
In the following, C and its subspaces are always equipped with the Hausdorff metric and the induced topology. The space C is locally compact and has a countable base (in this terminology, 'locally compact' includes the Hausdorff separation property). Every bounded infinite sequence in this space has a convergent subsequence. The subspace K is closed.
The Minkowski addition on C is defined by the vector sum, thus
The sum A + B is again compact, and if A and B are convex, then A + B is convex. For x ∈ R d , one writes A + x = A + {x} for the image of A under the translation by the vector x. The dilatation by the number r ≥ 0 is defined by
(see, for example, Schneider 1993, Corollary 3.1.3); thus, Minkowski averaging has a convexifying effect.
Convex bodies have useful descriptions by functions or measures. For K ∈ C , the support function is defined by
The support function h K is sublinear, namely positively homogeneous, satisfying h K (rx) = rh K (x) for r ≥ 0 and x ∈ R d , and subadditive, which means that
In particular, support functions are convex functions. Below, we do not distinguish between h K and its restriction to the unit sphere. The following fact is very useful. In terms of the support function, the Hausdorff distance of K, M ∈ K is expressed by
where · ∞ denotes the maximum norm on the space
The translation invariant version of the support function is the centred support function, defined by
is the Steiner point of K. For a convex body K and a subset A ⊂ S d−1 , let τ (K, A) be the set of boundary points of K at which there exists an outer normal vector u of K with u ∈ A. The surface area measure of a d-dimensional convex body K, which is a measure on the unit sphere, must be well distinguished from the boundary measure of K. This is the Borel measure concentrated on ∂K, the boundary of K, which is defined by
(The notation comes from the fact that this is one in a series of curvature measures.)
The following special convex bodies appear in several applications. A Minkowski sum of finitely many closed line segments is called a zonotope. All the faces of a zonotope (including the zonotope itself) are centrally symmetric. Conversely, if all the two-dimensional faces of a polytope P are centrally symmetric, then P is a zonotope. A zonoid is a convex body that can be approximated, in the Hausdorff metric, by a sequence of zonotopes. Every zonoid has a centre of symmetry. A convex body K is a zonoid with centre o if and only if its support function has the representation
with a finite Borel measure ϕ on the sphere S d−1 . This measure can be assumed to be even (that is, satisfy ϕ(A) = ϕ(−A) for all A ∈ B(S d−1 )); it is then uniquely determined and called the generating measure of the zonoid K.
One can associate zonoids with more general measures. Let μ be a Borel measure on
(where a + = max{0, a} denotes the positive part of a) defines the support function of a zonoid Z(μ), which has centre
However, Z(μ) does not determine the measure μ uniquely. To restore a one-to-one correspondence, one 'lifts' the measure μ to the product space
The measure μ is uniquely determined by the zonoid Z(μ). Now we turn to volume, surface area and similar functions, measuring the size of a convex body, and to their extensions to polyconvex sets. For K ∈ K , the parallel body at distance r > 0 is defined by
Its volume is a polynomial in r, which can be written as
This Steiner formula defines functions V j : K → R, j = 0, . . . , d, which are called the intrinsic volumes. The normalization they obtain from (1.9) is convenient, but it must be pointed out that these functions appear in the literature also with different normalizations and indexing, and then are called quermassintegrals or Minkowski functionals.
Due to the chosen normalization, the value V j (K) does not depend on the dimension of the surrounding space in which it is computed. In particular, if the convex body K has dimension j,
is the total boundary measure or surface area of K. Trivially, V 0 (K) = 1 for every K ∈ K . Further intuitive interpretations of the intrinsic volumes are given below.
Each function V j is nonnegative, continuous, and invariant under rigid motions. Since the intrinsic volumes are derived from a measure, they inherit an additivity property, in the following sense. Let φ be a function on an intersectional family M of sets with values in an abelian group. It is called additive
Without loss of generality, we may always assume that ∅ ∈ M and φ(∅) = 0. With this definition, the intrinsic volumes are additive on K. Their predominant role in the theory of convex bodies is illuminated by the following fundamental result, known as Hadwiger's characterization theorem.
Theorem 1.3 Every rigid motion invariant, continuous real valuation on K is a linear combination, with constant coefficients, of the intrinsic volumes.
For j = 0, . . . , d, the intrinsic volume V j has an additive extension, also denoted by V j , to the convex ring R. This follows, for example, from Groemer's extension theorem.
Theorem 1.4 Every continuous valuation on K with values in a topological vector space has a unique additive extension to the convex ring R.
The extended function V d coincides, of course, with the Lebesgue measure on R. For a polyconvex set K which is the closure of its interior,
is still the surface area. The remaining intrinsic volumes can attain negative values on R. Particularly important is the function V 0 , which is called the Euler characteristic and denoted by χ. This is the unique additive function on R which satisfies χ(K) = 1 for K ∈ K and χ(∅) = 0.
The intrinsic volumes have local versions, in the form of measures, which can be introduced by means of a local Steiner formula. To obtain it, we use the
is an outer unit normal vector to K at the point p (K, x) , and the pair (p(K, x), u(K, x)) belongs to the generalized normal bundle Nor K of K. Here, Nor K is the set of all pairs (p, u) where p ∈ ∂K and u is an outer unit normal vector to K at p. It is a closed subspace of the product space
The local Steiner formula says that
is called the jth support measure or generalized curvature measure of K. Of particular importance are the marginal measures, for which we use the notation
One calls Φ j (K, ·) the jth curvature measure of K, and Ψ j (K, ·) the jth area measure of K. The first series of measures is supplemented by putting
Also here, other notation and normalizations are used in the literature. We mention only the connection with the boundary measure and the surface area measure introduced earlier, namely
Clearly,
To explain the name 'curvature measure', we mention that for a convex body K with a sufficiently smooth boundary, the jth curvature measure can be represented by
Here, H k denotes the kth normalized elementary symmetric function of the principal curvatures at points of ∂K. A similar representation exists for Ψ j (K, ·), involving principal radii of curvature, as functions of the outer unit normal vector.
The jth support measure has the following properties. It is covariant under rigid motions, that is
It is continuous with respect to the weak topology on the space of finite Borel measures on Σ. For each fixed A ∈ B(Σ), the function Ξ j (·, A) on K is measurable and additive. Corresponding properties are shared by the curvature measures and the area measures. By Groemer's extension theorem, the support measures, curvature measures and area measures have additive extensions, in their first argument, to the convex ring R. The extensions are denoted by the same symbols. Note that
The curvature measures, and hence also the intrinsic volumes, satisfy a series of integral geometric mean value formulae. They refer to invariant measures on the motion group and on Grassmannians. The rotation group SO d , being a compact topological group, carries a unique bi-invariant (Borel) probability measure. We denote it by ν (again suppressing the dimension d, which should be clear from the context). From this, an invariant measure μ on the motion group
with (x, ϑ) the rotation ϑ followed by the translation by x. Thus, for any nonnegative, measurable function f on K we have
(1.11)
The integral geometric formulae to be considered concern mean values, formed with invariant measures, involving the intersection of a fixed and a moving set in R d . These sets will be polyconvex sets or flats. The local principal kinematic formula holds for polyconvex sets K, M ∈ R and Borel sets A, B ∈ B(R d ) and says that
, where the coefficients are given by
The global case, known as the principal kinematic formula, reads
(1.14)
For j = 0 and for convex bodies K, M , we obtain a formula for the total measure of the set of rigid motions bringing M into a hitting position with K, namely
we denote the affine Grassmannian of q-flats (q-dimensional affine subspaces), with its usual topology, making it a locally compact space. This space carries a rigid motion invariant Borel measure μ q , which is unique up to a constant factor. Choosing a convenient normalization, we can assume that, for
for every nonnegative, measurable function f on A (d, q) . With this measure, the local Crofton formula
holds for polyconvex sets K ∈ R and Borel sets A ∈ B(R d ). The Crofton formula is the global version,
(1.18)
For j = 0 and a convex body K, we get 19) which interprets the intrinsic volume V d−q (K), up to a normalizing factor, as the total invariant measure of the set of q-flats hitting K. An important feature of the kinematic formula (1.12) is the fact that the convex bodies K and M on the right side are separated. This is due to the integration over all rotations. For this reason, the formula can easily be iterated, that is, applied to K 1 ∩g 2 K 2 ∩· · ·∩g k K k . The corresponding formulae of integral geometry with respect to the translation group, which are useful in stochastic geometry for the treatment of stationary, non-isotropic structures (and even of non-stationary models), are necessarily more complicated. We formulate here only the iterated local translative formula for curvature measures. Let k ∈ N, j ∈ {0, . . . , d}, and let m 1 , . . . , m k ∈ {j, . . . , d} be numbers satisfying
(1.20)
The measures Φ
, are known as the mixed functionals. The mixed measures are additive and weakly continuous in each of their arguments from K , hence they have additive extensions to the convex ring. Formula (1.20) then extends to polyconvex sets
Hints to the literature For a detailed treatment of the last result, including properties of the mixed measures, we refer to Schneider and Weil (2008) . In the Appendix of that book, proofs of Hadwiger's characterization theorem and of Groemer's extension theorem are reproduced. For lift zonoids, see Mosler (2002) . All other facts stated here without proof can be found in the book by Schneider (1993).
Point processes
Point processes are models for random collections of points in a space E. Originating from stochastic processes on the real line (modelling, for example, the times where certain events occur), the classical extension is to spatial processes in R d . Since, in stochastic geometry, point processes are used to model random collections of sets (such as balls, lines, planes, fibres), a more general setting is required. For our purposes and the later applications, it is convenient to consider, as the basic space, a locally compact space E with a countable base. Most of the results in this section hold under more general assumptions (for example, for Polish spaces, or even for measurable spaces with suitable additional structure).
We shall introduce point processes as random locally finite counting measures on E. Without much extra effort, general (locally finite) random measures on E can be introduced and so we will do that, although we shall soon concentrate on the subclass of counting measures. The space E is supplied with its Borel σ-algebra B(E). Further, F(E) and C(E) denote the classes of closed, respectively compact, subsets of E, and F (E), C (E) are the corresponding classes of nonempty sets.
Let M(E) be the set of all Borel measures η on E which are locally finite, that is, satisfy η(C) < ∞ for all C ∈ C(E), and let N(E) be the subset of all counting measures. Here, a measure η ∈ M(E) is a counting measure if η(A) ∈ N 0 ∪ {∞}, for all A ∈ B(E). If, in addition, η({x}) ∈ {0, 1} for all x ∈ E, then the counting measure η is called simple. Let N s (E) be the corresponding class of simple counting measures. We supply M(E) with the σ-algebra M(E) generated by the evaluation maps
The subsets N(E) and N s (E) carry the induced σ-algebras N (E) and N s (E). A convenient generating system of M(E) is {M G,r }, where r ≥ 0 and G varies through the open, relatively compact subsets of E. Here,
A counting measure η is a locally finite sum of Dirac measures,
More precisely, it can be enumerated in a measurable way, that is, there exist measurable mappings ζ i :
A simple counting measure η can be identified with its support {ζ 1 (η), ζ 2 (η), . . .}, and so we can imagine a simple counting measure η also as a locally finite set in E. This interpretation will often be used, in the following. For example, it allows us to write x ∈ η instead of η({x}) > 0. This identification also shows that N s (E) is generated by the simpler system {N s,G }, with G varying through the open, relatively compact subsets of E. Here,
for A ∈ B(E).
In the following, we assume a basic probability space (Ω, A, P) to be given. Measurability then always refers to the corresponding σ-algebras.
Standard notions such as distribution, independence, equality in distribution (denoted by d =), expectation, weak or vague convergence, etc., are used now for random measures and point processes without further explanation. The simple structure of the generating system of N s (E) mentioned above yields the following quite useful result.
Lemma 1.6 If N, N are simple point processes in E with
For random measures M, M , the sum M +M and the restriction M A to a set A ∈ B(E) are random measures again. For simple point processes N, N , these operations correspond to taking the union N ∪ N , respectively the intersection
If G is a group operating on E in a measurable way, then G acts also on M, in a canonical (and measurable) way, by letting gη for g ∈ G and η ∈ M be the image measure of η under g,
Hence, for a random measure M (or a point process N ) on E and for g ∈ G, also gM is a random measure (and gN is a point process) on E. This will be used later, mainly for the two spaces 
In all these cases, G even acts continuously on E. Instead of t x η, for η ∈ M(E) and x ∈ R d , we write η + x (and we use similar notations for random measures, sets of measures, etc.). We call a random measure
We return to the general situation and introduce, for a random measure M on E, the intensity measure Θ = Θ M by
Θ(A) = EM (A) for A ∈ B(E).
If N is a simple point process, then Θ(A) is the mean number of points of N lying in A. Although the random measure M is locally finite a.s., the intensity measure Θ need not have this property. We will later require this, as an additional assumption, in order to simplify some of the formulae.
If M is a stationary random measure on R d , its intensity measure Θ, which is now a measure on The following simple observation (the Campbell theorem) is quite useful. It is a direct consequence of the definition of Θ and the usual extension arguments from indicator functions to (nonnegative) measurable functions. Theorem 1.7 Let M be a random measure on E with intensity measure Θ, and let f : E → R be a nonnegative, measurable function. Then E f dM is measurable, and
Clearly this result holds for Θ-integrable functions, as do its relatives to be discussed below.
For simple point processes N , it is convenient to use the identification with their supports and to write Campbell's theorem in the form
Let M be a random measure on E. In generalization of the intensity measure Θ, also called the first moment measure, one defines the mth moment measure
for A 1 , . . . , A m ∈ B(E). Since the product measure M m is a random measure on the locally compact product space E m , the mth moment measure Θ (m) is nothing but the intensity measure of M m . For each m ∈ N, the set
for A 1 , . . . , A m ∈ B(E). In particular, for a simple point process N and for A ∈ B(E),
is the mth factorial moment of the random variable N (A); this explains the name. Note that Λ (m) is the intensity measure of the random measure
which is, in general, different from M m . It is clear that also the mth moment measure Θ (m) and the mth factorial moment measure Λ (m) satisfy Campbell type theorems. We formulate them only for simple point processes. 
Very useful for the study of random measures and point processes is the notion of Palm measure and its normalized version, the Palm distribution. Since Palm measures are treated, in greater generality, in Section 2.2, we give here only a short introduction and we concentrate on stationary random measures M on R d . We assume that the intensity γ of M is positive and finite. Then we define the Palm distribution P o of M by
Here, B ⊂ R d is an arbitrary Borel set with λ d (B) = 1. If M = N is a stationary point process in R d , then P o can be considered as the (regular version of the) conditional distribution of N given that N has a point at the origin o.
We mention two important results on Palm distributions. The first one is the refined Campbell theorem. Theorem 1.9 Let M be a stationary random measure on R d with intensity γ ∈ (0, ∞), and let f : ) is measurable, and
The following is known as the exchange formula of Neveu. 
Assumption From now on we assume that all point processes occurring in this chapter have locally finite intensity measures.
Marked point processes Now we leave the general framework and study the notion of marked point processes in R d . These are point processes in E = R d × Q, where Q, the mark space, is supposed to be a locally compact space with countable base. A simple point process N in E is called a marked point process if
The image process N 0 = πN under the projection π : (x, m) → x is called the unmarked process or ground process.
We define
for x, y ∈ R d and q ∈ Q, thus letting translations work on the first component only. The image of N under t x is again denoted by N +x. Stationarity of a marked point process N then implies a basic decomposition of the intensity measure Θ. 
with a number 0 < γ < ∞ and a (uniquely determined ) probability measure Q on Q.
We call γ the intensity and Q the mark distribution of N . Obviously, γ is also the intensity of the (stationary) ground process N 0 .
In analogy to the construction above, we define, for stationary N , the Palm distribution P o of the marked point process N as a probability measure on , N ) is measurable, and
Poisson processes A class of point processes which is of fundamental importance in stochastic geometry is given by the Poisson processes. We assume again that E is locally compact with countable base. A Poisson process in E is usually defined as a point process N (with intensity measure Θ) having the two properties that (i) the random variable N (A) has a Poisson distribution, for each A ∈ B(E) with Θ(A) < ∞,
If N is a Poisson process, then
for A ∈ B(E) with Θ(A) < ∞. In particular, if N ({x}) > 0 with positive probability, then x must be an atom of Θ and N is not simple. Of course, for stationary Poisson processes (or stationary marked Poisson processes) in R d , this cannot occur (because the intensity measure is translation invariant). Since these are the main applications which we have in mind, we shall concentrate on simple Poisson processes, in the following, without further mentioning this condition. In that case, condition (i) implies condition (ii), that is, a simple point process with counting variables N (A), A ∈ B(E), which are Poisson distributed has automatically independent 'increments' N (A 1 ), . . . , N(A k ) (A i pairwise disjoint). This is a direct consequence of the construction underlying the following existence theorem and the corresponding uniqueness.
Theorem 1.13 Let Θ be a locally finite measure without atoms on E. Then there exists a Poisson process in E with intensity measure Θ; it is uniquely determined (in distribution).
To give a sketch of the proof, we start with a sequence of pairwise disjoint Borel sets A 1 , A 2 , . . . in E with E = i∈N A i , Θ(A i ) < ∞, and such that each C ∈ C is covered by some finite union k i=1 A i . In each A i , we define a point process with intensity measure Θ A i , satisfying condition (i) above, by specifying its distribution as
Here, the map Γ r :
δ xj , and Δ 0 is the Dirac measure on N(E) concentrated at the zero measure. Next, let (N 1 , N 2 , . . . ) be an independent sequence of point processes in E such that N i has distribution P i , for i ∈ N, and put
Then N is a point process in E, it has Poisson counting variables and the intensity measure is Θ. This also implies that N is simple. If N is another point process in E with the same properties (intensity measure Θ and Poisson counting variables), we obtain P{N (A) = 0} = P{N (A) = 0}, for each A ∈ B(E). By Lemma 1.6, for the distributions we have P N = P N . This shows uniqueness, but it also implies the independence property (ii). Namely, let pairwise disjoint sets A 1 , . . . , A k ∈ B(E) be given; we may assume that Θ(A i ) < ∞. We can extend (A 1 , . . . , A k ) to a sequence A 1 , A 2 , . . . satisfying the conditions underlying the construction above. Thus, we obtain a Poisson process N in E deduced from the sequence A 1 , A 2 , . . . The uniqueness implies P N = P N . Since N (A 1 ) , . . . , N (A k ) are independent by construction, the same holds true for N (A 1 ), . . . , N(A k ) .
This proof shows a bit more, namely that, for a Poisson process N and pairwise disjoint sets A 1 , . . . , A k ∈ B(E), the induced processes N A 1 , . . . , N A k are independent. Also, it yields a description of the conditional distribution
Namely, if N (A) = k, the k points of N A are distributed as k independent, identically distributed random points ξ 1 , . . . , ξ k in E with distribution
The latter result is important for simulating a Poisson process in a given window A ⊂ E. It also implies that
for a Borel set A with Θ(A) < ∞ and a nonnegative measurable function f : N(E) → R. We mention two important characterizations of Poisson processes. Due to our limitation to simple processes, we have to assume that the intensity measure of the given point process N is atom-free. In general, the results hold without this condition.
Theorem 1.14 Let N be a point process in E, the intensity measure Θ of which has no atoms. Then N is a Poisson process if and only if
holds for all measurable functions f : E → [0, 1].
Theorem 1.15 Let N be a point process in E, the intensity measure Θ of which has no atoms. Then N is a Poisson process if and only if
holds for all nonnegative measurable functions g on N(E) × E.
By iteration of (1.22), we obtain the Slivnyak-Mecke formula.
Corollary 1.16 Let N be a Poisson process in E with intensity measure Θ, let m ∈ N, and let f : N(E) × E m → R be a nonnegative measurable function. Then
This corollary implies that, for a Poisson process N in E and for m ∈ N,
Now, we turn to the case E = R d and to stationary processes. A stationary Poisson process N in R d is uniquely determined (in distribution) by its intensity γ and is automatically isotropic. The Poisson property can be characterized by the following theorem. In its formulation, we interpret a simple counting measure again as a locally finite set in R d (hence as an element of F). The following is known as the theorem of Slivnyak.
Theorem 1.17 Let P o be the Palm distribution of a stationary simple point process N in R d with intensity γ > 0. Then N is a Poisson process if and only if
P o (A) = P{N ∪ {o} ∈ A} (1.24)
holds for all A ∈ B(F).
The proof uses Theorem 1.15 and the refined Campbell Theorem 1.12.
If N 0 is a Poisson process in R d (not necessarily stationary) and if N 0 = {ξ 1 , ξ 2 , . . . } is a measurable enumeration of N 0 , we can define a marked point process N with ground process N 0 by choosing identically distributed marks κ 1 , κ 2 , . . . (in a mark space Q) with distribution Q, which are independent (and independent of N 0 ), and putting 
Starting from Poisson processes, one can construct useful classes of more general point processes. A Cox process (or doubly stochastic Poisson process) N (directed by a random measure M on E) can be considered as a Poisson process in E with random intensity measure M . More precisely, given a locally finite random measure M on E, the distribution of N is specified by 
This is a point process if we assume that the clusters are uniformly bounded. For (x, η) ∈Ñ , one calls x a parent point of N , and the points x + y, y ∈ η, are called daughter points. They form a 'cluster' around the 'centre' x. If o ∈ η, the parent points appear in the cluster process, but this is not required by the definition. That the cluster process has locally finite intensity measure has to be guaranteed by an additional assumption. If the marked point processÑ is stationary (with intensityγ > 0), the cluster process N is stationary and has intensityγn c , where n c is the mean number of points in the typical cluster. If N is an independently marked Poisson process, the cluster process N is called a Neyman-Scott process. A special Neyman-Scott process is the Matérn cluster process. It is obtained if the mark distribution is the distribution of a second stationary Poisson process Y , restricted to the ball RB d (thus, a Matérn cluster process has Poisson clusters). The intensity μ of Y and the cluster radius R > 0 are additional parameters. A Neyman-Scott process is simple, but the definition of a general cluster process allows multiple points. If we identify η ∈ N sf with its support, thenN =
defines a simple point process which is also called a cluster process. For NeymanScott processes, both definitions coincide. In this latter interpretation, clusters are finite sets, thus cluster processes appear as union sets of special particle processes, as they will be discussed in Section 1. , x 2 ) < c, we delete the point x i ∈Ñ 0 with the higher weight w i . The undeleted points then form the point process N . For the intensity γ of N , one can obtain from Theorems 1.15 and 1.11 that
Similarly, for the intensity γ of the Matérn process (first kind) one obtains
whereγ is the intensity of the original Poisson processÑ before thinning.
For the statistical analysis of spatial point patterns, the model classes 'completely random (Poisson)', 'clustered' and 'hard core' yield important first distinctions. Various second order quantities can be used for classification. We mention here only the pair-correlation function g 2 of a point process N in R d . For its definition, we assume that the intensity measure Θ and the second factorial moment measure Λ (2) are both absolutely continuous (with respect to λ d , respectively λ d ⊗ λ d ). Let f and f 2 be the corresponding densities. Then g 2 is defined as
For the stationary Poisson process, g ≡ 1. In general, lim r→∞ g(r) = 1, if N satisfies a mixing condition (that is, if points in N far away are asymptotically independent). If g > 1 in an interval (a, b), then point pairs x, y ∈ N with distance in (a, b) are more frequent, whereas g < 1 indicates that such point pairs are more rare. Therefore, large values of g near zero indicate clustering (g can even have a pole at zero), and small values indicate repulsion. In particular, for hard core processes with hard core distance c > 0, the pair-correlation function g vanishes in [0, c).
Hints to the literature For a general introduction to the theory of point processes, we refer to the two volumes of Vere-Jones (2005, 2008) . Applications of point process theory in spatial statistics are presented, for example, in the recent book by Illian, Penttinen, H. Stoyan, and D. Stoyan (2008) .
Random sets
Whereas random sets can be defined in general topological spaces, we restrict ourselves here to a locally compact space E with a countable base, as this is the common situation in stochastic geometry. In order to define a random set in E, one has to specify a class of (Borel) sets in E together with a σ-algebra. The latter should not be too small, in order to allow the usual set operations to be measurable, but also not too big, such that a rich variety of random sets can be constructed. Under these aspects, the class F(E) of closed sets has proved quite useful. It can be supplied with a natural topology and the corresponding Borel σ-algebra. A notion of open random sets could be obtained similarly, but the random closed sets have the advantage that simple point processes are subsumed. Therefore, we shall concentrate on the latter. The topology of closed convergence on F(E) (also called hit-or-miss topology) is generated by the subbasis
Here we used the notation
with this topology, F(E) is a compact space with a countable base. The subspace F (E) is locally compact. The Borel σ-algebra on F(E) or
F (E) is generated, for example, by the system
The class C (E) ⊂ F (E) of nonempty compact sets is usually supplied with the Hausdorff metric, which generates a topology different from the one induced by F (E). However, the Borel σ-algebras are the same. The usual set operations on F(E), such as union ∪ , intersection ∩ , or the boundary operator ∂, are continuous or semi-continuous, hence they are measurable. The same holds for transformations (g, F ) → gF , g ∈ G, F ∈ F(E), if G is a group operating on E in a measurable way. As in the case of random measures, we assume that an underlying probability space (Ω, A, P) is given.
Definition 1.19 A random closed set in E is a measurable mapping Z : Ω → F(E).
Since all random sets occurring will be closed, we often just speak of a random set Z.
An important characteristic of a random closed set Z is the capacity functional T Z (also known as hitting functional or Choquet functional). It is defined on C(E) as
and replaces the distribution function of real random variables. Namely, T = T Z has the following similar properties:
Here, S 0 (C 0 ) = 1 − T (C 0 ) and for k ∈ N,
Moreover, T Z determines Z uniquely (in distribution). This is an easy consequence of the fact that the complements F C of F C , C ∈ C(E), form a ∩-stable generating system of the σ-algebra B (F(E) ).
The following theorem of Choquet characterizes the capacity functionals of random closed sets.
Theorem 1.20 If a functional T on C(E) has properties (1)-(3), then there is a random closed set Z in E with T = T Z .
Since we have identified simple counting measures with locally finite (closed) sets in E, the set N s now appears as a measurable subset of F(E). Hence, a simple point process N can also be interpreted as a locally finite random closed set in E. This will be pursued further in Section 1.5, when we consider point processes in E = F (the space of nonempty closed sets in R d ) or in certain subclasses.
For E = R d , further subclasses of F are of interest. We call a random closed set Z in R d a random compact set, random convex body, random polyconvex set, random k-flat if P Z is concentrated, respectively, on C, K, R, A(d, k) . The random set Z is called stationary if P Z is invariant under translations, and isotropic if P Z is invariant under rotations.
Lemma 1.21 A stationary random closed set Z in R d is almost surely either empty or unbounded.
For a stationary random set Z, the value p = T Z ({x}) is independent of x ∈ R d , since
Moreover, a simple Fubini argument shows that
(1.25)
The constant p is therefore called the volume fraction of Z; we also denote it by
A further basic characteristic for random sets Z is the covariance C(x, y) = P{x, y ∈ Z}, x, y ∈ R d , of Z. For stationary Z, we have
We now combine the two notions of point process and random set by considering a point process X in the space E = F of nonempty closed sets in R d . If X is simple, it consists of a locally finite collection of random closed sets. Since local finiteness means that any compact subset of F a.s. contains only finitely many sets from X, and since F C , C ∈ C , is compact, it follows that, with probability one, any nonempty compact set C ⊂ R d is hit only by finitely many F ∈ X. This implies that the union set of X is closed.
Theorem 1.22 Let X be a simple point process in F . Then the union set
If X is a stationary Poisson process, the union set Z X is infinitely divisible and has no fixed points. Here, a random closed set Z is called infinitely divisible with respect to union if to each m ∈ N there are independent, identically distributed random sets
d is a fixed point of Z if P{x ∈ Z} = 1. These properties even characterize stationary random sets Z which arise from Poisson processes. 
(c) Z is infinitely divisible and has no fixed points.
If (a) and (b) are satisfied, then Θ is the intensity measure of X, and Θ is translation invariant.
A subclass of infinitely divisible random closed sets is given by the random sets Z which are stable with respect to union. These sets Z have the property that for each m ∈ N there are independent random closed sets Z 1 , . . . , Z m , distributed as Z, and a constant α m > 0 such that α m Z equals Z 1 ∪ · · · ∪ Z m in distribution. For stationary random sets Z without fixed points, stability can be characterized by property (b) in the above theorem, where Θ has the additional scaling property Θ(
for some β > 0, all t > 0 and all C ∈ C . 
Assume that a suitably normalized sequence a −1 n Z n , n ∈ N, converges in distribution to some non-trivial random closed set Z (here, Z is trivial if Z equals a.s. the set of its fixed points). If a n → 0 and T Y ({o}) = T Z ({o}) = 0 or if a n → ∞ and if Y and Z are a.s. bounded by some (joint) half-space, then Z is stable. One can also derive a law of large numbers, namely an a.s. convergence of a −1 n Z n to a (non-random) limit set using regularly varying capacities (and suitable normalizing factors a n ).
Infinite divisibility or stability for random closed sets in R d can also be formulated w.r.t. Minkowski addition. Since the sum of closed sets need not be closed, we concentrate here on random compact sets, and we also present only some limit results. They are in close analogy to the classical limit theorems for real or vector-valued random variables and, in fact, using support functions, can be deduced from Banach space variants of these classical results. Let Y, Y 1 , Y 2 , . . . be a sequence of i.i.d. random compact sets in R d which are integrable, in the sense that E Y < ∞, Y = max x∈Y x . The law of large numbers asserts that n −1 (Y 1 + · · · + Y n ) converges a.s. in the Hausdorff metric to the expectation EY . Here, EY , also called the Aumann expectation, is defined as
hence EY is the set of all expectations of measurable selections of Y . Since the existence of such an i.i.d. sequence implies that (Ω, A, P) does not have atoms, the Aumann expectation is convex, by Lyapounov's theorem, and compact, by our integrability condition, hence it is a convex body. Using the support function h C of a set C ∈ C , we get the representation 
For a corresponding central limit theorem, we require Y to be square integrable, thus E Y 2 < ∞, and we use the covariance function
of h Y , the latter viewed as a random element of the Banach space C(S d−1 ). The following result is the central limit theorem for random compact sets. 
where ζ is a centred Gaussian random function in
Both results, Theorem 1.24 and Theorem 1.25, follow for convex random sets Y from corresponding limit theorems in the Banach space C(S d−1 ) (using the linear bijection K → h K , K ∈ K ). The extension to non-convex sets Y is based on inequality (1.5).
Hints to the literature The theory of random sets was initiated independently by D.G. Kendall and by G. Matheron. A first account was given in the monograph by Matheron (1975) . The vigorous further development can be seen from the books by Molchanov (2005) and Nguyen (2006) . We also refer to Molchanov (2005) for details, further results and extensive references concerning limit theorems, stability and infinitely divisible random sets, both with respect to union or Minkowski addition.
Geometric processes
We now concentrate on simple point processes in E = F = F (R d ) which are concentrated either on C or on A(d, q) . In the first case we speak of a particle process, in the second of a flat process (or q-flat process). Note the special case of q = 1, which yields the case of line processes. If we assume stationarity, as we shall do now, the intensity measures of particle processes and flat processes admit basic decompositions.
For C ∈ C , let c(C) be the centre of the smallest ball containing C. The mapping C → c(C) is continuous. Let
Theorem 1.26 Let X be a stationary particle process in R d with intensity measure Θ = 0. Then there exist a number γ ∈ (0, ∞) and a probability measure Q on C 0 such that
for A ∈ B(C). Here, γ and Q are uniquely determined.
This decomposition is based on the fact that, according to our general assumption, the intensity measure is locally finite. For the probability measure Q this has the consequence that
We use γ and Q to define, for any measurable, translation invariant function ϕ on C , which is either nonnegative or Q-integrable, a mean value
( 1.28) This number is called the ϕ-density of X. Campbell's theorem implies that
Simple estimates show that also
for 'windows' W ∈ K with λ d (W ) > 0, and, under an additional integrability condition,
(1.31)
Choosing ϕ = 1, we see that γ can be interpreted as the mean number of particles per unit volume (of R d ). Therefore, γ is also called the intensity of X. The probability measure Q is called the grain distribution. The latter name is motivated by the fact that X can be represented as a (stationary) marked point processX (with mark space C 0 ), namely through
Then Q is the mark distribution ofX. Important examples of functionals ϕ are the intrinsic volumes, in the case of processes of polyconvex grains. If X is a stationary process of convex particles, then it follows from (1.27) that the intrinsic volumes V j , j = 0, . . . , d, are Qintegrable.
Interesting special particle processes arise if the grains satisfy further restrictions, for example, if they are convex or if they are segments. Also random mosaics are subsumed under this notion. A random mosaic X (d) is a particle process such that the particles are d-dimensional, tile the space R d and do not overlap in interior points. Usually, one also requires that the particles (called cells in this case) are convex, hence convex polytopes. For such a random mosaic X (d) and for k = 0, . . . , d − 1, the collection X (k) of k-faces is a particle process of kdimensional polytopes. The facet process
S is a random closed set, which also determines X (d) , but does not easily allow to read off parameters like the intensities of X (d) or
For general particle processes X, the union set Z = C∈X C carries much less information. For example, any random closed set Z arises as such a union set, and if Z is stationary, X can be chosen to be stationary. But even this can be performed in many different ways. It is perhaps more surprising that a stationary random closed set Z with values in S (locally polyconvex sets) can be decomposed into convex particles such that the corresponding particle process X is stationary, too.
A particular class of random sets are the Boolean models Z. These are union sets of Poisson particle processes X. For Boolean models Z a rich variety of formulae exist. In particular, the capacity functional of Z and the intensity measure Θ of X are connected by
This shows that the underlying Poisson process X is uniquely determined by Z.
In particular, Z is stationary (isotropic) if and only if X is stationary (isotropic). For stationary Z, (1.32), (1.26), (1.9) and (1.28) show that 33) where K − C = {x − y : x ∈ K, y ∈ C}. Some further formulae for stationary Boolean models are given in Section 1.6. We now come to stationary q-flat processes X. Let G(d, q) be the Grassmannian of q-dimensional linear subspaces of R d .
Theorem 1.27
Let X be a stationary q-flat process in R d with intensity measure Θ = 0. Then there exist a number γ ∈ (0, ∞) and a probability measure Q on G(d, q) with A(d, q) ). Here, γ and Q are uniquely determined.
We call γ the intensity and Q the directional distribution of X. If X is isotropic, then Q is rotation invariant, and hence Q is equal to ν q , the rotation invariant probability measure on G (d, q) . Whereas Q controls the directions of X, the interpretation of γ as the mean number of flats in X per unit volume comes from γ = 1 36) where ϑ is a random rotation with distribution ν, independent of X, and
is independent of ϑ and the choice of L, and the formula holds without the random rotation ϑ on the right side. Note that
The latter is a.s. an ordinary point process in L. If X is not isotropic, the intensity γ X∩L will depend on the subspace L (and not only on its dimension d − q).
Here, [L, L ] denotes the determinant of the orthogonal projection from L ⊥ onto L . In general, the function L → γ X∩L does not determine γ and Q uniquely, but uniqueness holds for q = 1 or q = d − 1. In both cases, lines and hyperplanes can be represented by antipodal pairs of points u, −u ∈ S d−1 , hence γ X∩L gives rise to an even function γ X and Q to an even probability measure ϕ on S d−1 . Theorem 1.28 then implies that
The fact that this integral equation has a unique (even) solution ϕ was mentioned in Section 1.2, in connection with zonoids.
In fact, the function γ X is the support function of an associated zonoid Π X , where, for a stationary line process X, h ΠX (u) gives the intensity of intersection points of lines of X with the hyperplane L = u ⊥ . A similar interpretation holds for stationary hyperplane processes.
Associated zonoids can be introduced for many geometric processes and random sets. In addition to line and hyperplane processes, this is the case for processes of segments or fibres, processes of plates or surfaces (e.g. boundaries of full-dimensional particles), and for random mosaics. Apart from uniqueness questions, such as the one explained above, which are of a purely analytic nature, often also the geometric properties of associated zonoids are helpful. For example, classical inequalities from convex geometry can be used to obtain extremal properties of geometric processes or random sets.
In order to make this more precise, let Z = Z X be a stationary Boolean model with convex grains (thus, the grain distribution Q is concentrated on K ). We consider Z X as being opaque and assume that Z is nondegenerate, that is, for any point outside Z X , the range of visible points is bounded a.s. This is, for example, the case if the underlying Poisson process X consists of d-dimensional convex bodies. If o / ∈ Z, we consider the star-shaped set S 0 (Z) of all points in
is called the mean visible volume outside Z. It turns out that
of the polar body of the associated zonoid Π X of X. Another geometric parameter for the Poisson process X is the intersection density γ d (X) of the particle boundaries. Namely, the points in R d arising as intersection points of the boundaries of any d distinct bodies of the process form a stationary point process in R d , and γ d (X) is defined as the intensity of this process. Using Campbell's theorem and a translative integral formula of Poincaré type, one can show
Applying the Blaschke-Santaló inequality and its inverse for zonoids, together with the corresponding assertions on the equality case, we get the following result. Here we say that the particle process X is affinely isotropic if it is the image of an isotropic particle process under an affine transformation of R d . Inequality (1.37) reflects the intuitively clear fact that a larger visible volume requires more scarcely scattered particles; hence, the intersection density has to be small.
As a second example, we consider a stationary Poisson hyperplane process X with intensity γ > 0 in R d . For k ∈ {2, . . . , d}, let γ k be the kth intersection density of X. This is the intensity of the (stationary) process of (d − k)-flats that is obtained by intersecting any k hyperplanes of X which are in general position. Using a suitable associated zonoid and the Aleksandrov-Fenchel inequality from the geometry of convex bodies, one obtains the inequality
The equality sign holds if and only if the process X is isotropic.
Hints to the literature Early important contributions are the thesis of R.E. Miles of 1961 and his subsequent publications, and the book by Matheron (1975) . The later development is reflected in the books by Stoyan, Kendall and Mecke (1995) and Schneider and Weil (2008) . Associated zonoids were introduced by Matheron, under the name of 'Steiner compact', and later employed by several authors. For further results (also for applications to random mosaics), see the last-mentioned book.
Mean values of geometric functionals
For a stationary random closed set Z in R d , the volume fraction V d (Z) = P{o ∈ Z} can be represented by
This mean expected volume is certainly the simplest parameter by which we can measure the average size of Z. A finer quantitative description will require more parameters. However, in order that averages for further functionals (for example, surface area or Euler characteristic) exist, the realizations of the random closed set must be restricted suitably, and an integrability assumption is necessary. For a polyconvex set K, we denote by N (K) the smallest number of convex bodies with union equal to K. The function N is measurable. The unit cube C d = [0, 1] d used below could be replaced by any other convex body with interior points. We define a class of random sets which are sufficiently general for many purposes, such as modelling real materials, and are mathematically well accessible. Definition 1.30 A standard random set in R d is a stationary random closed set Z with the properties that its realizations are almost surely locally polyconvex and that E 2
For a stationary particle process X and any measurable, translation invariant, nonnegative function ϕ on C , we have defined the ϕ-density of X by means of (1.28). The interpretations (1.29), (1.30), (1.31) show how this density can be obtained by a double averaging, stochastic and spatial. For standard random sets and a more restricted class of functions ϕ, densities can be defined in a similar way. Theorem 1.31 Let Z be a standard random set in R d , and let ϕ be a real function on the convex ring R which is translation invariant, additive, measurable, and is bounded on the set {K ∈ K :
exists and is independent of W .
We call ϕ(Z) the ϕ-density of Z. The most important functions ϕ satisfying the assumptions are the intrinsic volumes V j , j = 0, . . . , d, additively extended to the convex ring. The density V j (Z) is also known as the specific jth intrinsic volume of Z. In particular, V d is the specific volume (given by (1.38)), 2V Returning to the specific intrinsic volumes, as the basic real-valued parameters of a standard random set, we discuss how one can obtain unbiased estimators for them. First, we note that, for standard random sets, the relation (1.38) can be generalized, if the additive extensions of Φ j (K, ·), defined for K ∈ R, are employed. If Z is a standard random set and B ∈ B(R d ) is a bounded Borel set with λ d (B) > 0, then
, where W ∈ K is any convex body containing B in its interior. Since the curvature measures are locally determined, this value does not depend on the choice of W . The proof of relation (1.40) makes use of the local translative formula (1.20) (for k = 2). If the standard random set Z is isotropic (its distribution is invariant under rigid motions), then the local principal kinematic formula can be used to show, for any sampling window W ∈ K , the expectation formula
The coefficients are given by (1.13). The global case of (1.41) reads
For non-isotropic standard random sets Z, (1.42) still holds if W is a ball. Another possibility to obtain a similar mean value formula in the non-isotropic case is to replace the window W by ϑW , where ϑ is a random rotation independent of Z and with uniform distribution ν, and to take also the expectation over ϑ. This gives
The preceding expectation formulae can be used to obtain unbiased estimators for the specific intrinsic volumes V j (Z) of a standard random set Z. For example, (1.41) yields the unbiased estimator
for any sampling window W ∈ K with V d (W ) > 0. In the case j = d − 1, for instance, using this estimator requires the evaluation of the surface area of the boundary of Z within the interior of W . Since the evaluation of curvature measures Φ j for j < d − 1 is difficult, it might be desirable to work with V j (Z ∩ W )/V d (W ) as an estimator (for d = 2, for example, the determination of the Euler characteristic V 0 (Z ∩ W ), for a given realization of Z, is much easier than the determination of the curvature measure Φ 0 (Z ∩ W, int W )). This estimator is asymptotically unbiased, by Theorem 1.31, but not unbiased. Information on the error is obtained from the counterpart to (1.42) for non-isotropic standard random sets, which reads
Here V 
which exhibits the bias. 
with certain constants α dij (W ).
The preceding expectation formulae referred to the intersection of a standard random set with a sampling or observation window. Similar mean value formulae, the interest in which came originally from stereology, hold for intersections with a fixed flat (affine subspace) E of dimension q ∈ {1, . . . , d − 1}. Let Z be a standard random set. Then Z ∩ E is a standard random set in E, hence the density V j (Z ∩ E) exists for j ∈ {0, . . . , k}. If Z is isotropic, then the relation
holds. It shows that an unbiased estimator for the density V j (Z ∩ E) is also an unbiased estimator for the density c(d, j, q)V d−q+j (Z). Thus, the specific mth intrinsic volume of an isotropic standard random set can be estimated from measurements in the section with a fixed q-flat, if m ≥ d−q. In the non-isotropic case, a similar procedure is possible if one works with a randomly and independently rotated section flat. For particle processes, expectation formulae similar to (1.40)-(1.42) can be obtained. We restrict ourselves to stationary processes X of convex particles. For these, the intrinsic volumes have finite densities V j (X), j = 0, . . . There is also a counterpart to (1.42). Further, if X is isotropic and E is a k-flat, k ∈ {1, . . . , d − 1}, then X ∩ E is a stationary and isotropic particle process in E, and
(1.48)
The consequences as to the construction of unbiased estimators are analogous to those in the case of standard random sets.
The derivation of all the preceding expectation formulae makes essential use of integral geometry. This is also true for the fundamental density relations for stationary Boolean models with convex grains, to which we turn now. A Boolean model is a random closed set that is obtained as the union set of a Poisson particle process. Let X be stationary Poisson process of convex particles in R d , and let Z = K∈X K. The intensity γ and the grain distribution Q of X completely determine the intensity measure of X and hence the distribution of the Poisson process X. Therefore, they determine also the distribution of the Boolean model Z and, in particular, its specific intrinsic volumes V j (Z). We sketch how they can be computed. For this, we use (1.39), with some W ∈ K satisfying V d (W ) > 0. By the additivity of V j (which implies an inclusion-exclusion formula), the Campbell formula of Corollary 1.8, the relation (1.23) for Poisson processes, and the decomposition (1.26) of the intensity measure, we obtain, for r > 0,
The computation of the inner integral over (R d ) k is a typical task of translative integral geometry. The global case of (1.20) can be used. We restrict ourselves here to the case where X and Z are isotropic. Then Q is rotation invariant, and the inner integral can be replaced by
By iteration of the principal kinematic formula (1.14) one finds that this can be expressed as a sum of products of intrinsic volumes of K 1 , . . . , K k and W . Then we use (1.28) and obtain an explicit result, which we formulate here only for d = 3:
This shows how the densities V 0 (Z), . . . , V 3 (Z) of the Boolean model Z are determined by the densities V 0 (X), . . . , V 3 (X) of the underlying particle process X. But it also shows that, conversely, the densities V 0 (X), . . . , V 3 (X) are determined by the densities V 0 (Z), . . . , V 3 (Z) of the union set. This may seem surprising, but can be explained by the strong independence properties of Poisson processes. In fact, as remarked earlier, the underlying Poisson particle process X is uniquely determined by Z. The representation of the densities V j (Z) in terms of data of the underlying particle process extends to non-isotropic stationary Boolean models, where the densities V j (X) have to be replaced by densities of mixed functionals. Even an extension to non-stationary Boolean models is possible, where the densities are no longer constants but almost everywhere defined functions. All this holds in arbitrary dimensions d.
For a stationary Boolean model Z in R d , it is also possible to determine the densities V j (X) of the underlying particle process X from volume densities alone, if parallel sets of Z are taken into account. The spherical contact distribution function of a stationary random closed set Z is defined by
It can be expressed in terms of volume densities, namely
