Abstract. We describe a class of rank-2 graphs whose C * -algebras are AT algebras. For a subclass which we call rank-2 Bratteli diagrams, we compute the K-theory of the C * -algebra. We identify rank-2 Bratteli diagrams whose C * -algebras are simple and have real-rank zero, and characterise the K-invariants achieved by such algebras. We give examples of rank-2 Bratteli diagrams whose C * -algebras contain as full corners the irrational rotation algebras and the Bunce-Deddens algebras.
Introduction
The C * -algebras of directed graphs are generalisations of the Cuntz-Krieger algebras of finite {0, 1}-matrices. Graph algebras have an attractive structure theory in which algebraic properties of the C * -algebra are determined by easily visualised properties of the underlying graph. (This theory is summarised in [23] .) In particular, it is now easy to decide whether a given graph algebra is simple and purely infinite, and a theorem of Szymański [33] says that every Kirchberg algebra with torsion-free K 1 is isomorphic to a corner in a graph algebra. Each AF algebra A can also be realised as a corner in the graph algebra of a Bratteli diagram for A [6, 34] . But this is all we can do: the dichotomy of [19] says that every simple graph algebra is either purely infinite or AF, and a theorem of [26] says that every graph algebra has torsion-free K 1 .
Higher-rank analogues of Cuntz-Krieger algebras and graph algebras have been introduced and studied by Robertson-Steger [28] and Kumjian-Pask [18] , and are currently attracting a good deal of attention (see [13, 16, 17, 25, 32] , for example). The theory of higher-rank graph algebras mirrors in many respects the theory of ordinary graph algebras, and we have good criteria for deciding when the C * -algebra of a higher-rank graph is simple or purely infinite [18] . Since these algebras include tensor products of graph algebras, the K 1 -group of such an algebra can have torsion, so these algebras include more models of Kirchberg algebras than ordinary graph algebras. However, it is not obvious which finite C * -algebras can be realised as the C * -algebras of higher-rank graphs. Indeed, we are not aware of any results in this direction.
Here we discuss a class of rank-2 graphs whose C * -algebras are AT algebras. We specify a 2-graph Λ using a pair of coloured graphs which we call the blue graph and the red graph with a common vertex set together with a factorisation property which identifies each red-blue path of length 2 with a blue-red path. In the 2-graphs which we construct, the blue graph is a Bratteli diagram and the red graph partitions the vertices in each level of the diagram into a collection of disjoint cycles. The C * -algebra of such a rank-2 Bratteli diagram Λ then has a natural inductive structure. We prove that C * (Λ) is always an AT algebra with nontrivial K 1 -group, and in particular is neither purely infinite nor AF. We compute the K-theory of C * (Λ), and produce conditions which ensure that C * (Λ) is simple with real-rank zero. Using these results and Elliott's classification theorem, we identify rank-2 Bratteli diagrams whose C * -algebras contain as full corners the Bunce-Deddens algebras and the irrational rotation algebras. Under the additional hypothesis that all red cycles in Λ have length 1, we improve our analysis of the real rank of C * (Λ), and describe the trace simplex.
The paper is organised as follows. In Section 2, we briefly recap the standard definitions and notation for k-graphs and their C * -algebras. In Section 3, we describe a class of 2-graphs Λ whose C * -algebras are AT algebras. The blue graph of such a 2-graph Λ is a graph with no cycles. The red graph consists of a union of disjoint isolated cycles. Very roughly speaking, the red cycles in Λ give rise to unitaries in C * (Λ) while finite collections of blue paths index matrix units in C * (Λ). So carefully constructed finite subgraphs of Λ correspond to subalgebras of C * (Λ) which are isomorphic to direct sums of matrix algebras over C(T). We write C * (Λ) as the increasing union of these circle algebras to show that C * (Λ) is AT (Theorem 3.1). In Section 4 we assume further that the blue graph is a Bratteli diagram and that the red graph respects the inductive structure of the diagram, and call the resulting 2-graphs rank-2 Bratteli diagrams. In Theorem 4.3 we compute the K-theory of C * (Λ) for a rank-2 Bratteli diagram Λ. Our arguments are elementary and do not depend on the computations of K-theory for general 2-graph algebras [29, 12] . The K-theory calculation shows in particular that K 1 (C * (Λ)) is isomorphic to a subgroup G of K 0 (C * (Λ)) such that K 0 (C * (Λ))/G has rank zero. We also establish a bijection between the gaugeinvariant ideals of C * (Λ) and the order ideals of the dimension group K 0 (C * (Λ)). Elliott's classification theorem for AT algebras says that each AT algebra with realrank zero is determined up to stable isomorphism by its ordered K 0 -group and its K 1 -group [10] . Thus we turn our attention in Section 5 to identifying rank-2 Bratteli diagrams whose C * -algebras have real-rank zero. Theorem 5.1 establishes a necessary and sufficient condition on Λ for C * (Λ) to be simple. We then identify a large-permutation factorisations property which guarantees that projections in C * (Λ) separate traces, and deduce from [2] that if Λ has large-permutation factorisations and is cofinal in the sense of [18] , then C * (Λ) is simple and has real-rank zero (Theorem 5.7). In Section 6 we identify the pairs (K 0 , K 1 ) which can arise as the K-theory of the C * -algebra of a rank-2 Bratteli diagram, and identify among these the pairs which are achievable when C * (Λ) is simple and has real-rank zero. We then construct for each irrational number θ ∈ (0, 1) a rank-2 Bratteli diagram Λ θ with large-permutation factorisations such that the irrational rotation algebra A θ is isomorphic to a full corner of C * (Λ θ ), and for each infinite supernatural number m a rank-2 Bratteli diagram Λ(m) with large-permutation factorisations such that the Bunce-Deddens algebra of type m is isomorphic to a full corner of C * (Λ(m)). These algebras are examples of simple 2-graph C * -algebras which are neither AF nor purely infinite, and show that the dichotomy of [19] fails for 2-graphs.
In the last two sections we consider rank-2 Bratteli diagrams in which all the red cycles have length 1. For such rank-2 Bratteli diagrams we show that the partial inclusions between approximating circle algebras are standard permutation mappings, and identify the associated permutations explicitly in terms of the factorisation property in Λ. We then consider arbitrary direct limits of circle algebras under such inclusions. We give a sufficient condition for such algebras to have real-rank zero and a related necessary condition. We describe the trace simplex in both cases. When each approximating algebra contains just one direct summand, we obtain a single necessary and sufficient condition for the limit algebra to have real-rank zero.
Preliminaries and notation
Our conventions regarding 2-graphs are largely those of [18] . By N 2 , we mean the semigroup {(n 1 , n 2 ) ∈ Z 2 : n i ≥ 0}; we write e 1 = (1, 0), e 2 = (0, 1) and 0 for the identity (0, 0). We view N 2 as a category with one object. We define a partial order on N 2 by m ≤ n if and only if m 1 ≤ n 1 and m 2 ≤ n 2 . A 2-graph is a pair (Λ, d) consisting of a countable category Λ and a functor d : Λ → N 2 which satisfies the factorisation property: if λ ∈ Λ and d(λ) = m + n then there exist unique µ and ν in Λ such that d(µ) = m, d(ν) = n and λ = µν. We refer to the morphisms of Λ as the paths in Λ; the degree d(λ) is the rank-2 analogue of the length of the path λ, and we write Λ n := d −1 (n). We call the objects of Λ vertices, the domain s(λ) of λ the source of λ, and the codomain r(λ) the range of λ. We refer to the paths in Λ e 1 as blue edges and those in Λ e 2 as red edges. The factorisation property applies with d(λ) = 0+d(λ) = d(λ)+0, and the uniqueness of factorisations then implies that v → id v is a bijection between the objects of Λ and the set Λ 0 of paths of degree 0. We use this bijection to to identify the objects of Λ with the paths Λ 0 of degree 0, and we view r, s as maps from Λ to Λ 0 . We say that Λ is row-finite if the set {λ ∈ Λ : r(λ) = v, d(λ) = n} is finite for every vertex v ∈ Λ 0 and every degree n ∈ N 2 . A 2-graph Λ is locally convex if, whenever e is a blue edge and f is a red edge with r(e) = r(f ), there exist a red edge f ′ and a blue edge e ′ such that r(f ′ ) = s(e) and r(e ′ ) = s(f ). For λ ∈ Λ and 0 ≤ m ≤ n ≤ d(λ), we write λ(m, n) for the unique path in Λ such that λ = λ ′ λ(m, n)λ ′′ where d(λ ′ ) = m, d(λ(m, n)) = n − m and d(λ ′′ ) = d(λ) − n. We write λ(n) for λ(n, n) = s(λ(0, n)).
For E ⊂ Λ and λ ∈ Λ, we denote by λE the collection {λµ : µ ∈ E, r(µ) = s(λ)} of paths which extend λ. Similarly Eλ := {µλ : µ ∈ E, s(µ) = r(λ)}. In particular when λ = v ∈ Λ 0 , Ev = E ∩ s −1 (v) and vE = E ∩ r −1 (v). As in [24] , we write Λ ≤n := {λ ∈ Λ : d(λ) ≤ n, λµ ∈ λΛ \ {λ} =⇒ d(λµ) ≤ n}.
The C * -algebra C * (Λ) of a row-finite locally convex 2-graph Λ is the universal algebra generated by a collection {s λ : λ ∈ Λ} of partial isometries (called a Cuntz-Krieger Λ-family) satisfying (CK1) {s v : v ∈ Λ 0 } is a collection of mutually orthogonal projections; (CK2) s µ s ν = s µν whenever s(µ) = r(ν); (CK3) s * µ s µ = s s(µ) for all µ; and (CK4) s v = λ∈vΛ ≤n s λ s * λ for all v ∈ Λ 0 and n ∈ N 2 .
Proposition 3.11 of [24] shows that (CK4) is equivalent to s v = e∈vΛ e i s e s * e for all v ∈ Λ 0 and i = 1, 2.
There is a strongly continuous action γ : T 2 → Aut(C * (Λ)) called the gauge action which satisfies γ z (s λ ) = z d(λ) s λ for all λ, where z n := z n 1 1 z n 2 2 ∈ T for z ∈ T 2 and n ∈ N 2 . For i = 1, 2, the function f i is the homomorphism f i (n) = ne i of N into N 2 . As in [18] , we write f * i Λ for the pullback f * i Λ := {(λ, n) : n ∈ N, λ ∈ Λ, f i (n) = d(λ)}, which is a 1-graph with the same vertex set as Λ. We call f * 1 Λ the blue graph and f * 2 Λ the red graph. In this paper, we identify f * i Λ with d −1 (f i (N)) ⊂ Λ. A cycle in a k-graph is a path λ such that d(λ) = 0, r(λ) = s(λ) and λ(n) = s(λ) for 0 < n < d(λ). A loop is a cycle consisting of a single edge. We say that the cycle λ has an entrance if there exists n ≤ d(λ) such that r(λ)Λ n \ {λ(0, n)} is nonempty. Likewise, λ is said to have an exit if there exists n ≤ d(λ) such that Λ n s(λ) \ {λ(d(λ) − n, d(λ))} is nonempty. We say that the cycle λ is isolated if it has no entrances and no exits.
We say that a k-graph Λ is finite if Λ n is finite for each n. If Λ is row-finite, this is equivalent to the assumption that Λ 0 is finite.
Rank-2 graphs with AT C * -algebras
In this section we prove the following theorem which identifies a class of 2-graphs whose C * -algebras are AT algebras. If Λ satisfies condition (3.1) then each vertex v lies on a unique isolated cycle λ(v) and hence v is the range of exactly one red edge and the source of exactly one red edge. If e is a blue edge there are unique red edges f, g with r(f ) = r(e) and r(g) = s(e) and then the factorisation property implies that there is a unique blue edge e ′ such that eg = f e ′ . Hence every 2-graph Λ which satisfies condition (3.1) is locally convex. Figure 1 illustrates the skeleton of a 2-graph satisfying condition (3.1); in this and all our other diagrams we draw the blue edges as solid lines and the red edges as dashed lines.
Notation 3.2. If Λ is a 2-graph, we write F for the factorisation map defined on pairs (ρ, τ ) such that s(ρ) = r(τ ) by F (ρ, τ ) := (ρτ )(0, d(τ )), (ρτ )(d(τ ), d(ρτ )) .
If F (ρ, τ ) = (τ ′ , ρ ′ ), then we write F 1 (ρ, τ ) := τ ′ and F 2 (ρ, τ ) := ρ ′ . So: F 1 (ρ, τ ) has the same degree as τ and the same range as ρ; F 2 (ρ, τ ) has the same degree as ρ and the same range as τ ; and F 1 (ρ, τ )F 2 (ρ, τ ) = ρτ . (
(1) Let (Λ, d) be a 2-graph which satisfies condition (3.1). If e is a red edge and µ is a red path, then µ, e is the number of occurrences of e in µ.
(2) Since lower case e's already denote generators of N k and edges of k-graphs, we do not use them to denote matrix units. If I is an index set, we write {Θ(i, j) : i, j ∈ I} for the canonical matrix units in M I (C); we use {θ(i, j) : i, j ∈ I} to denote a set of matrix units in some other C * -algebra. (3) We write z for the monomial z → z ∈ C(T), and z n for z → z n . 
The proof of the proposition is long, but not particularly difficult. The strategy is to identify a family of nonzero matrix units {θ(α, β) : α, β ∈ Y } and a unitary U in C * (Λ) such that U commutes with each θ(α, β). This gives a homomorphism φ of M Y (C) ⊗ T into C * (Λ). Since the matrix units are nonzero, we just have to show that U has full spectrum to see that φ is injective. We then show that φ is also surjective, and that taking π = φ −1 gives an isomorphism satisfying (3.2). We proceed in a series of lemmas. We begin with a simple technical lemma which we will use frequently. Lemma 3.6. Let (Λ, d) be a 2-graph which satisfies condition (3.1), and let µ, ν be red paths in Λ.
(
Proof. Relation (CK1) shows that s * µ s ν = 0 when r(µ) = r(ν) and that s µ s * ν = 0 when s(µ) = s(ν). Because f * 2 Λ is a union of isolated cycles, we have either µ = νµ ′ or ν = µν ′ when r(µ) = r(ν), and either µ = µ ′ ν or ν = ν ′ µ when s(µ) = s(ν). So (1) follows from (CK3), and (2) follows from (CK4) because r(µ) 
For fixed α ∈ s(ρ)Y , we factorise ρα = ηµ and ξα = ζν where η, ζ ∈ f * 1 Λ and µ, ν ∈ f * 2 Λ. Since f * 2 Λ consists of isolated cycles, we must have s(η), s(ζ) ∈ S, so η, ζ ∈ Y , and µ, ν ∈ S(f * 2 Λ)S. We have s(µ) = s(ηµ) = s(ρα) = s(α) = s(ξα) = s(ζν) = s(ν). Hence Lemma 3.6 shows that either s ρα s *
Lemma 3.8. Let (Λ, d) be a finite 2-graph which satisfies condition (3.1). Suppose that the set S of sources in f
Proof. The θ(α, β) are nonzero because the partial isometries {s ρ : ρ ∈ Λ} are all nonzero by [24, Theorem 3.15] . By the definition of the θ(α, β) we have θ(α, β) * = θ(β, α). So we need only show that θ(α, β)θ(η, ζ) = δ β,η θ(α, ζ). Now β, η ∈ f * 1 Λ, and they begin at sources in f * 1 Λ; it follows that s * β s η = δ β,η s s(β) . So it suffices to show that θ(α, β)θ(β, ζ) = θ(α, ζ). Now θ(α, β)θ(β, ζ) = s α t 1 s * β s β t 2 s * ζ = s α t 1 t 2 s * ζ where t 1 ∈ {s ν 0 (α,β) , s * ν 0 (α,β) } and t 2 ∈ {s ν 0 (β,ζ) , s * ν 0 (β,ζ) }. Hence there are four cases to consider. We will deal with two of them; the other two arguments are very similar.
If
If t 1 = s ν 0 (α,β) and t 2 = s * ν 0 (β,ζ) , then Lemma 3.6 shows that t 1 t 2 has the form s ν or s * ν depending on which of ν 0 (α, β) and ν 0 (β, ζ) is longer. In either case, ν is a path joining s(α) and s(ζ), and since it is a sub-path of one of ν 0 (α, β) and ν 0 (β, ζ), neither of which contains an instance of e ⋆ , we once again have ν = ν 0 (α, ζ). 
by Lemma 3.6. Since Λ is finite, there exists N ∈ N such that Λ ≤N e 1 = Y , and so it follows from the calculation above and (CK4) that UU * = v∈Λ 0 s v = 1 C * (Λ) . A similar calculation establishes that U * U = 1 C * (Λ) . It remains to show that U has spectrum T. For this, notice that d(λ(α)) = |S|e 2 for all α ∈ Y . Hence the gauge action satisfies γ 1,y (U) = y |S| U for y ∈ T. Fix z ∈ σ(U) and w ∈ T, and choose y ∈ T such that y |S| = zw. We have
Hence σ(U) = T. Proof. Fix α, β ∈ Y and n ∈ N. Let ν n (α, β) be the unique path in s(α)(f * 2 Λ)s(β) such that ν n (α, β), e ⋆ = n. Using (CK2) and Lemma 3.6, it is easy to check that
Taking n = 1 proves the lemma.
Proof of Proposition 3.5. Define θ(α, β) and U as in Lemmas 3.8 and 3.9. The universal properties of M Y (C) and of C(T) = C * (Z) ensure that there are homomorphisms φ M :
We know φ M is injective because the θ(α, β) are all nonzero by Lemma 3.8. We know φ T is injective because U has full spectrum by Lemma 3.9. Since U commutes with the θ(α, β) by Lemma 3.10, there is a well-defined homomorphism
Moreover, φ is injective because both φ M and φ T are injective.
We claim that φ is also surjective. By Lemma 3.7, we need only show that if α, β ∈ Y and µ ∈ s(α)(f * 2 Λ)s(β), then s α s µ s * β belongs to the image of φ: taking adjoints then shows that s α s * µ s * β also belongs to the image of φ. A straightforward calculation shows that s α s µ s * (1) Each (Λ j , d j ) is a 2-graph which satisfies condition (3.1), and S j = S ∩ Λ j is precisely the set of sources in f *
To see that Λ j is a category, note that for ρ ∈ Λ, we have ρ ∈ Λ j if and only if s(ρ) ∈ Λ j . Hence ξ ∈ Λ j implies ρξ ∈ Λ j .
To check the factorisation property, suppose that ρ ∈ Λ j and d j (ρ) = p + q. The factorisation property for Λ ensures that there is a unique factorisation
′ ∈ Λ j as well. Since Λ j is a subgraph of Λ it is row-finite, and f * 1 Λ j is cycle-free. For a given isolated cycle λ in f * 2 Λ, one of the vertices on λ lies in Λ j if and only if they all do, and in this case all the edges in λ belong to Λ j as well. Thus each vertex of Λ j lies on an isolated cycle in f * 2 Λ j . So Λ j satisfies condition (3.1). Let v ∈ S j and fix ρ ∈ vΛ. Write ρ = σµ where σ ∈ f * 1 Λ and µ ∈ f * 2 Λ. Since
, and s(ρ) ∈ S j . Since the S j are disjoint, S j ΛS l = ∅ for j = l, and it follows that S j = S ∩ Λ j .
Finally, to see that the sources in f * 1 Λ j are precisely S ∩ Λ j , note first that elements of S ∩ Λ j are clearly sources in f * 1 Λ j . For the reverse inclusion, let v be a source in f *
We have s(µ) ∈ S j by choice of ρ, and we therefore have r(µ) ∈ S j . But r(µ) = s(σ), so
Since ρξ ∈ Λ j if and only if ξ ∈ Λ j and since ξ ∈ Λ j =⇒ ρ ∈ Λ j , the right-hand side of (3.4) is equal to t ρξ . Hence {t ρ : ρ ∈ Λ} satisfies (CK2).
For ρ ∈ Λ, we have
Since ρ ∈ Λ j if and only if s(ρ) ∈ Λ j , {t ρ : ρ ∈ Λ} satisfies (CK3). Finally, fix v ∈ Λ 0 . To establish that the {t ρ : ρ ∈ Λ} satisfy (CK4), we need only show that t v = e∈vΛ e i t e t * e for i = 1, 2. For i = 2, this is easy as vΛ e 2 has precisely one element f , and f ∈ Λ j if and only if v ∈ Λ j . Hence
Now consider i = 1. Note that for v ∈ Λ 0 and 1 ≤ j ≤ n, we have v ∈ Λ j if and only if there exists a blue edge e ∈ vΛ e 1 such that e ∈ Λ j . Using this to reverse the order of summation in the third line below, we calculate:
= e∈vΛ e 1 {j:e∈Λ j } s j,e s * j,e
= e∈vΛ e 1 t e t * e , and so {t ρ : ρ ∈ Λ} satisfies (CK4), and hence is a Cuntz-Krieger Λ-family.
The universal property of C * (Λ) gives a homomorphism ψ t :
We claim that ψ t is bijective. To see that ψ t is injective, let γ be the gauge action on C * (Λ), and let n j=1 γ j be the direct sum of the gauge-actions on the
Moreover, each ρ ∈ Λ belongs to at least one Λ j , and hence each t ρ is nonzero. It now follows from the gauge-invariant uniqueness theorem [24, Theorem 4.1] that ψ t is injective.
Finally, we must show that ψ t is surjective. We just need to show that if ρ ∈ Λ j then s j,ρ belongs to the image of ψ t . For this, note that if ρ ∈ Λ j satisfies s(ρ) ∈ S j , then we must have s(ρ)ΛS l = ∅ for j = l. It follows that for such ρ, we have s j,ρ = t ρ . Now let
belongs to the image of ψ t .
Corollary 3.12. Let (Λ, d) be a finite 2-graph which satisfies condition (3.1). Let S be the set of sources of f * 1 Λ, and write S = S 1 ⊔ · · · ⊔ S n where each S j is the set of vertices on one of the isolated cycles in f *
. By Proposition 3.11 (1) , each Λ i satisfies the hypotheses of Proposition 3.5. By Proposition 3.5, we then have
Proof of Theorem 3.1. By [30, Proposition 3.2.3] , it suffices to show that for every finite collection a 1 , . . . a n of elements of C * (Λ), and every ε > 0 there exists a sub C * -algebra B ⊂ C * (Λ) and elements
Since C * (Λ) = span {s ρ s * ξ : ρ, ξ ∈ Λ}, it therefore suffices to show that for every finite collection F of paths in Λ, there is a sub
. . m n ∈ N, and such that B contains {s ρ s * ξ : ρ, ξ ∈ F }. Our argument is based on the corresponding argument that the C * -algebra of a directed graph with no cycles is AF in [19, Theorem 2.4] .
Fix a finite set F ⊂ Λ. Build a set G ⊂ Λ e 1 of blue edges as follows. First, let G 1 = {ξ(n − e 1 , n) : ξ ∈ F, e 1 ≤ n ≤ d(ξ)} be the collection of all blue edges which occur as segments of paths in F . Then G 1 is finite because F is. Next, obtain G 2 by adding to G 1 all blue edges e such that r(e) = s(f ) for some f ∈ G 1 . So G 2 has the property that if e ∈ G 2 , then either s(e)Λ e 1 ⊂ G 2 or s(e)Λ e 1 ∩ G 2 = ∅. Moreover G 2 is finite because Λ is row-finite. Finally, let G be the collection of all blue edges obtained by applying one of the bijections F 1 (µ, ·) of Lemma 3.3 to an element of G 2 ; that is G = {F 1 (µ, e) : e ∈ G 2 , µ ∈ (f * 2 Λ)r(e)}. Then G is finite because each isolated cycle has only finitely many vertices and Λ is row-finite.
Let Γ be the subset of Λ consisting of all vertices which are either the source or the range of an element of G together with all paths of the form σµ where σ ∈ f * 1 Λ is a concatenation of edges from G (that is, σ(n, n + e 1 ) ∈ G for all n ≤ d(σ) − e 1 ), and µ is an element of s(σ)(f * 2 Λ). By construction, for each isolated cycle λ in f * 2 Λ, any one of the vertices on λ is the source of an edge in G if and only if they all are. It follows that Γ is a category because it contains all concatenations of its elements by construction. Moreover, Γ satisfies the factorisation property by the construction of G from G 2 ; so Γ is a sub 2-graph of Λ.
Since G is finite, Γ 0 is finite. By construction of G 2 , for each isolated cycle λ in f * 2 Λ whose vertices are the sources of edges in G, and for each vertex v on Λ, either vΛ e 1 ⊂ G or vΛ e 1 ∩ G = ∅. It follows that the Cuntz-Krieger relations for Γ are the same as those for Λ, so there is a homomorphism π :
where {s Γ,ρ : ρ ∈ Γ}, and {s Λ,ρ : ρ ∈ Λ} are the universal generating Cuntz-Krieger families. The s Λ,ρ are automatically nonzero and π clearly intertwines the gauge actions on C * (Γ) and C * (Λ), so π is an isomorphism of C * (Γ) onto C * ({s Λ,ρ : ρ ∈ Γ}) ⊂ C * (Λ). But Γ satisfies the hypotheses of Proposition 3.12 by construction, so
. Hence taking B := C * ({s Λ,ρ : ρ ∈ Γ}) gives the required circle algebra in C * (Λ).
4. Rank-2 Bratteli diagrams and their C * -algebras
V n of nonempty finite sets which satisfy (1) for every blue edge e ∈ Λ e 1 , there exists n such that r(e) ∈ V n and s(e) ∈ V n+1 ; (2) all vertices which are sinks in f * 1 Λ belong to V 0 , and all vertices which are sources in f * 1 Λ belong to V N (where this is taken to mean that f * 1 Λ has no sources if N = ∞); and (3) every v in Λ 0 lies on an isolated cycle in f * 2 Λ, and for each red edge f ∈ Λ
there exists n such that r(f ), s(f ) ∈ V n .
Conditions (1) and (2) say that the blue graph f * 1 Λ is the path category of a Bratteli diagram. Condition (3) says that each V n is itself a disjoint union cn j=1 V n,j where each V n,j consists of the vertices on an isolated red cycle.
Every rank-2 Bratteli diagram Λ satisfies condition (3.1), and hence Theorem 3.1 implies that C * (Λ) is an AT algebra. The inductive structure will give us an inductive limit decomposition which we use to obtain a very detailed description of the internal structure of C * (Λ) including K-invariants, ideal structure and real rank. To describe the K-invariants, we first need a technical lemma.
have the same cardinality B n (i, j); and (3) the integers A n (i, j) and B n (i, j) satisfy
The resulting matrices
Proof. For statement (1), fix two vertices v, w ∈ V n,j . Let µ be the segment of the isolated cycle round V n,j from v to w. Lemma 3.3(1) implies that the factorisation map F 1 (µ, ·) restricts to a bijection between vΛ e 1 V n+1,i and wΛ e 1 V n+1,i . Statement (2) follows in a similar way from Lemma 3.3 (2) .
Parts (1) and (2) now show that A n (i, j)|V n,j | and |V n+1,i |B n (i, j) are each equal to the number |V n,j Λ e 1 V n+1,i | of blue edges with source in V n+1,i and range in V n,j . This establishes (4.1). Equation (4.1) shows that A n (i, j) = 0 if and only if B n (i, j) = 0. By (1) and (2), the sum of the entries of the i th row of A n is equal to |Λ e 1 w| for any w ∈ V n+1,i and the sum of the entries of the j th column is |vΛ e 1 | for any v ∈ V n,j . It follows from Definition 4.1(2) that A n , and hence also B n , has no zero rows or columns.
The last statement follows from (4.1).
Let Λ be a rank-2 Bratteli diagram. We refer to the integers c n together with the matrices A n , B n and T n arising from Lemma 4.2 as the data associated to Λ, and say that Λ is a rank-2 Bratteli diagram with data c n , A n , B n , T n . 
. We must show that every element of K 0 (C * (Λ))/H has finite order. Fix g ∈ K 0 (C * (Λ)), and fix n ∈ N and m ∈ Z cn for which g = A ∞,n (m). Let t ∈ N be the least common multiple of the diagonal entries of T n . For each j, (tm) j is divisible by T n (j, j), and it follows that tm ∈ T n Z cn , say tm = T n p. Now
) was arbitrary, it follows that every element of K 0 (C * (Λ))/H has finite order as required.
Next we prove Theorem 4.3 (2) . To do so, we need some technical results.
, and is equal to α∈X s α s * α . Proof. That X is equal to Λ N e 1 follows from property (1) of rank-2 Bratteli diagrams, and that this is also equal to V 0 Λ ≤N e 1 follows from property (2) . To see that P is full, fix ξ ∈ Λ. By Definition 4.1(2), there exists α ∈ V 0 Λr(ξ). Hence
It follows that the generators of C * (Λ) belong to the ideal generated by Proof. Let Y be the set (f * 1 Λ)V N of paths appearing in Proposition 3.5, which then gives an isomorphism π :
. By Lemma 4.4, P is full. Restricting π to P C * (Λ)P gives an injection, also called π which satisfies (4.3) and has range (1) There is an isomorphism φ 0 :
for every α ∈ X; and (2) For α ∈ X, let λ(α) be the isolated cycle in f * 2 Λ whose range and source are equal to s(α). Then there is an isomorphism φ 1 :
for every α ∈ X.
Proof. The rank-1 projections Θ(α, α) ∈ M X (C(T)) all represent the same class in K 0 (M X (C(T))), and this class is the identity of K 0 . Likewise the unitaries z → zΘ(α, α) + β =α Θ(β, β) all have the same class in K 1 (M X (C(T))) and this class is the identity of K 1 . The result therefore follows from Lemma 4.5.
for every α ∈ X j .
Proof. By Lemma 4.4, we have
α for each j. The P j are mutually orthogonal, and hence P C * (Λ)P = cn j=1 P j C * (Λ)P j . We saw in Proposition 3.11 that if Λ j := {ρ ∈ Λ : s(ρ)ΛV N,j = ∅}, then Λ j is a rank-2 Bratteli diagram in which the sources in f * 1 Λ j lie on a single isolated cycle in f * 2 Λ j , and there is an injection
* (Λ j ) be the projection obtained by applying Lemma 4.4. Then each injection ι j restricts to an isomorphism of
These injections combine to give the desired isomorphisms
To see that this satisfies (4.4) for each j, fix 1 ≤ j ≤ c N . For each k, the class
is the identity element of the direct summand K 1 (P k C * (Λ)P k . Hence the class of the unitary
represents the generator of the j th summand of
and the zero element in the other summands.
We now consider a rank-2 Bratteli diagram Λ of infinite depth. For each N ∈ N, we consider the sub 2-graph Λ N := N n=0 V n Λ N n=0 V n consisting of paths connecting vertices in the first N levels of Λ 0 only.
If we use these isomorphisms to identify the C * (Λ N ) with the subalgebras of C * (Λ), then
, and
For each N ∈ N, the 2-graph Λ N is locally convex in the sense of [24] , and the elements {s ρ : ρ ∈ Λ N } form a Cuntz-Krieger Λ N -family in C * (Λ). Thus an application of the gauge-invariant uniqueness theorem [24, Theorem 4.1] gives the required isomor-
Since each generator of C * (Λ) lies in some C * (Λ N ), we have (4.5).
The projection P is full in each C * (Λ N ) by Lemma 4.4. Hence the ideal generated by P in C * (Λ) contains the dense subalgebra ∞ N =1 C * (Λ N ) and it follows that P is full in C * (Λ). Since compression by P is continuous, (4.6) follows from (4.5).
Proof of Theorem 4.3 (2) . Lemma 4.8 implies that the projection P = v∈V 0 s v is full. Hence the inclusion P C * (Λ)P ⊂ C * (Λ) induces isomorphisms on K-theory. The direct limit decomposition of P C * (Λ)P in (4.6) and the continuity of K-theory imply that
It therefore suffices to show that the inclusions i N :
) and the isomorphisms φ N * of K * (P C * (Λ N )P ) with Z c N provided by Lemma 4.7 fit into commutative diagrams (4.7) 
Fix N ∈ N and j ≤ c N .
As in Lemma 4.7 we write
This establishes the commuting diagram on the left of (4.7). Now for the diagram on the right of (4.7). For 1 ≤ j ≤ c N , let e j denote the generator of the j th copy of Z in
, and compute the image of
The effect of multiplying by M is that if e ∈ s(α)Λ e 1 V N +1,i , then the path λ(α) M e factors as σ i (e)λ(αe) M i where the integer M i is related to M by
and where σ i is a permutation of s(α)Λ e 1 V N +1,i which preserves the source map. The
) carries the right-hand side of (4.8) to the class of
To express S in terms of our generators for K 1 (P C * (Λ N +1 )P ), let
Then U is unitary because the σ i are permutations. Moreover,
For any choice of distinguished edges in the isolated cycles at level N + 1, the associated isomorphism of P C * (Λ N +1 )P onto
(C(T)) obtained from Propositions 3.5 and 3.11 takes U to a constant function, and hence [U] is the identity element of
Recall from (4.9) that for each i, the quantities M and
Substituting this into (4.10)
B N (i, j)e i , and this establishes the commuting diagram on the right of (4.7).
To conclude the proof of Theorem 4.3, it remains to prove assertion (4). The idea is as follows. We construct a 1-graph B such that C * (B) is AF and K 0 (C * (B)) is canonically isomorphic to K 0 (C * (Λ)). We use the classifications of ideals in the C * -algebras of graphs which satisfy condition (K) [20, Theorem 6.6] and the classification of gauge-invariant ideals in the C * -algebras of k-graphs [24, Theorem 5.2] to establish a lattice isomorphism between the ideals of C * (B) and the gauge-invariant ideals of C * (Λ). Finally, we use [30, Theorem 1.5.3] to obtain an isomorphism from the lattice of ideals of C * (B) to the lattice of order-ideals of K 0 (C * (B)). The next result amounts to a restatement of results of Bratteli [3] and Elliott [9] in the language of 1-graph algebras. We give the result and the proof here for two reasons: firstly, the language and notation of 1-graph algebras is more convenient to our later arguments than the traditional notation of Bratteli diagrams; and secondly, we want to establish explicit formulas linking the K 0 -group and ideal structure of C * (Λ) for a rank-2 Bratteli diagram Λ to the K 0 -group and ideal structure of an associated AF graph algebra. Proposition 4.9. Let Λ be a rank-2 Bratteli diagram of infinite depth, and let c n , A n , B n , T n be the data associated to Λ. Let B be the 1-graph with vertices B 0 = ∞ n=0 W n where W n = {w n,1 , . . . , w n,cn } and with A n (i, j) edges from w n+1,i to w n,j for all n, i, j. Let {t β : β ∈ B} be the universal generating Cuntz-Krieger B-family in C * (B), and let Q := w∈W 0 t w . Then
(1) Q is a full projection in C * (B); (2) for n ∈ N, the set F n = span{s α s * β : α, β ∈ W 0 BW n } is a subalgebra of QC * (B)Q and is canonically isomorphic to cn j=1 M W 0 Bw n,j (C); (3) F n ⊂ F n+1 for all n, and QC * (B)Q is equal to ∞ n=1 F n and hence is a unital AF algebra; (4) there is an isomorphism φ :
and β ∈ W 0 Bw n,j ; and (5) there is a lattice isomorphism between the ideals of QC * (B)Q and the gaugeinvariant ideals of P C * (Λ)P which takes J ⊳ QC * (B)Q to the ideal generated by
Proof. An argument more or less identical to the proof of [23, Proposition 2.12] establishes claims (1), (2) and (3) (4) For β ∈ W 0 Bw n,j , t β t * β is a minimal projection in the j th summand of F n and hence its class in K 0 (F n ) is the j th generator e j of Z cn . The inclusion map ι : F n → F n+1 takes a minimal projection t β t * β in F n to e∈s(β)B 1 t βe t * βe ∈ F n+1 . Hence t β t * β embeds in the i th summand of F n+1 as a projection of rank |s(β)B 1 w n+1,i | = A n (i, j). It follows that
and this is equal to K 0 (P C * (Λ)P ) by Theorem 4.3(2). Equation (4.11) shows that for β ∈ W 0 Bw n,j , the class of t β t * β in K 0 (QC * (B)Q) is A ∞,n (e j ). But this is precisely the class of s η s * η in K 0 (P C * (Λ)P ) for any η ∈ V 0 (f * 1 Λ)V n,j by Lemma 4.7(2) and the left-hand commuting diagram of equation (4.7).
(5) Since B has no cycles, it satisfies condition (K) of [20] . Hence [20, Theorem 6.6] implies that the lattice of ideals of C * (B) is isomorphic to the lattice of saturated hereditary subsets of B 0 via I → H I := {v : s v ∈ I}. We have I = span {t α t * β : s(α) = s(β) ∈ H I }. Since (1) shows that Q is full, the map I → QIQ is a lattice-isomorphism between ideals of C * (B) and ideals of QC * (B)Q. Hence if J is an ideal in QC * (B)Q, we can sensibly define H J := H I where J = QIQ, and we have J = span {t α t *
A similar analysis, using [24, Theorem 5.2] instead of [20, Theorem 6.6] shows that the lattice of gauge-invariant ideals of P C * (Λ)P is isomorphic to the lattice of saturated hereditary subsets of Λ 0 via J → {v : s τ s * τ ∈ J for τ ∈ V 0 Λv}. For τ ∈ Λ we can decompose τ = ηµ where η ∈ f * 1 Λ and µ ∈ f * 2 Λ, and we have s τ s * τ = s η s * η . If H is hereditary, then s(τ ) ∈ H if and only if s(η) ∈ H because Λ satisfies condition (3.1).
Hence J → {v : s η s * η ∈ J for η ∈ V 0 (f * 1 Λ)v} is a lattice-isomorphism between gaugeinvariant ideals of P C * (Λ)P and saturated hereditary subsets of Λ 0 . Now if H ⊂ Λ 0 is hereditary, then for n ∈ N and 1 ≤ j ≤ c n , either V n,j ⊂ H or V n,j ∩H = ∅. It is easy to check using this that there is a bijection between the saturated hereditary subsets of B 0 and those of Λ 0 characterised by H ⊂ B 0 → {V n,j : w n,j ∈ H}, and this completes the proof.
Proof of Theorem 4.3(4) . Let B be the 1-graph of Proposition 4.9. Proposition 4.9 (3) shows that QC * (B)Q is AF, so it is stably finite and has real-rank zero [30, p 23] . By [30, Theorem 1.5.3], the map J → K 0 (J) is therefore an isomorphism from the ideal lattice of QC * (B)Q to the order-ideal lattice of K 0 (QC
. Since the ideals of F n are precisely its direct summands, J ∩ F n is a direct sum of some subset of the direct summands of F n , and so
. By Proposition 4.9(4), it follows that the image φ
Bw n,j . Proposition 4.9(5) now establishes that there is an isomorphism θ from the lattice of gauge-invariant ideals of P C * (Λ)P to the lattice of order-ideals of
for some η with s η s * η ∈ J ) for each ideal J ∈ P C * (Λ)P . For an ideal I of C * (Λ), s η s * η ∈ P IP if and only if s v ∈ I. Since P is full and gauge-invariant, I → P IP is an isomorphism between the lattice of gauge-invariant ideals of C * (Λ) and that of P C * (Λ)P . Thus I → φ −1 P (θ(P IP )) is the desired lattice-isomorphism.
Order units and dimension range. Given a C * -algebra A, we write D 0 (A) for the dimension range
Elliott's classification theorem implies that if A is a simple AT algebra with real-rank zero, then A is determined up to isomorphism by the data (K 0 (A), [30, Theorem 3.2.6] and the subsequent discussion). In Section 5 we identify conditions on a rank-2 Bratteli diagram Λ which ensure that C * (Λ) (and hence P C * (Λ)P ) is simple and has real-rank zero, so it is worth identifying the class [P ] ∈ K 0 (P C * (Λ)P ) and the dimension range
Lemma 4.10. Let Λ be a rank-2 Bratteli diagram of infinite depth.
(1) There is an order-isomorphism of K 0 (P C * (Λ)P ) onto lim − → (Z cn , A n ) which takes [P ] to the image of (|V 0,1 |, . . . , |V 0,c 0 |) ∈ Z c 0 , and an isomorphism of
Proof. The first statement follows from Lemmas 4.7 and 4.8. The second statement follows from a similar argument using Corollary 3.12 to see that the isomorphism of C * (Λ n ) onto cn j=1 M Y n,j (C(T)) takes the class of the identity in K 0 (C * (Λ n )) to (|Y n,1 |, . . . , |Y n,cn |) ∈ Z cn for each n. 
Large-permutation factorisations, simplicity, and real rank zero
In this section we characterise the rank-2 Bratteli diagrams Λ whose C * -algebras are simple, and describe a condition on Λ which ensures that C * (Λ) also has real-rank zero. Elliott's classification theorem for AT algebras (see Theorem 3.2.6 and the discussion that follows it in [30] ) then implies that C * (Λ) is determined up to isomorphism by its K-theory.
In a rank-2 Bratteli diagram the factorisation property induces a permutation F of the set f * 1 Λ of blue paths: for α ∈ f * 1 Λ, let f be the unique red edge with s(f ) = r(α), and define F (α) to be the unique blue path such that f α = F (α)f ′ for some red edge
If r(α) ∈ V n,j and µ is the unique red path with s(µ) = r(α) and |µ| = o(α), then µα has the form αµ ′ , and µ = λ(r(α)) m for m = o(α)/|V n,j |.
Recall from [18, Definition 4.7 ] that a k-graph Λ is cofinal if for every vertex v and every infinite path x there exists n ∈ N 2 such that vΛx(n) is nonempty. To prove the theorem, we first need to establish some properties of the order function o. Proof. For (1), write d(µ) = (n, k) and d(β) = (n, l), and without loss of generaility suppose l ≥ k. Then µ(0, (n, k)) = α(0, (n, k)) = δ, say, and the factorisation property implies that β = δβ ′ . Since d(β ′ ) = (l − k)e 2 , β ′ is the unique red path of length l − k from r(h) to s(δ) = r(g). Thus g is the image F l−k (h) of h under the (l − k) th iteration of the permutation F , and hence has the same order as h. (This is a general property of permutations of sets.) For (2), notice that the uniqueness of factorisations implies that
is equal to β if and only if F k (β i ) = β i for all i. We aim to prove simplicity of C * (Λ) by verifying that Λ satisfies the aperiodicity Condition (A) of [18] , so we begin by recalling some definitions from [18] . We denote by Ω k the k-graph with vertices Ω
, r((n, n + m)) = n and s((n, n + m)) = n + m. The infinite paths in a k-graph Λ with no sources are the degree preserving functors x : Ω k → Λ. The collection of all infinite paths of Λ is denoted Λ ∞ , and the range of x is the vertex x(0).
The next lemma will help us recognise aperiodic paths.
Lemma 5.4. Suppose that x is an infinite path in a rank-2 Bratteli diagram
Proof. Suppose that p, q ∈ N 2 satisfy σ p (x) = σ q (x). We must show that p = q. If n is the integer such that r(x) ∈ V n , then r(σ p (x)) ∈ V n+p 1 and r(σ q (x)) ∈ V n+q 1 . Thus σ p (x) = σ q (x) implies that p 1 = q 1 . Without loss of generality, we may suppose q 2 ≥ p 2 . Now the infinite path y := σ (p 1 ,p 2 ) (x) = σ (q 1 ,p 2 ) (x) satisfies σ le 2 (y) = y where l := q 2 −p 2 , so y = y(0, le 2 )y. Since o(x(0, p 1 e 1 )) is finite, Corollary 5.3 implies that the path y also satisfies o(y(0, ne 1 )) → ∞ as n → ∞. But for every n we have y(0, ne 1 ) = (y(0, le 2 )y)(0, ne 1 ) = F l (y(0, ne 1 )), and hence we must have l = 0, p 2 = q 2 and p = q.
Proof of sufficiency in Theorem 5.1. Suppose that Λ is cofinal and {o(e)
: e ∈ Λ e 1 } is unbounded. To show that C * (Λ) is simple, it suffices by [18, Proposition 4.8] to show that for each w ∈ Λ 0 there is an aperiodic path x with r(x) = w. We first claim that for every v ∈ Λ 0 there exists N such that vΛV N,i is nonempty for every i ≤ c N . To prove this, we suppose to the contrary that there exists v ∈ Λ 0 , say v ∈ V n , and a sequence {i m : m > n} such that vΛV m,im = ∅ for all m. By assumption the sinks in Λ belong to V 0 , so for each m > n there exists a path ξ m ∈ V n ΛV m,im . Let p 0 := {ξ m : m > n}. Since Λ is row-finite, there exists g 1 ∈ V n Λ e 1 such that p 1 := {η ∈ p 0 : η(0, e 1 ) = g 1 } is infinite. For the same reason, there then exists g 2 ∈ s(g 1 )Λ e 1 such that p 2 := {η ∈ p 1 : η(e 1 , 2e 1 ) = g 2 } is infinite. Continuing in this way, we obtain a sequence g i of blue edges such that for each i there are infinitely many m with ξ m (0, ie 1 ) = g 1 . . . g i . By choice of the ξ m , we then have vΛs(g i ) = ∅ for all i. For each i, let x i := g 1 λ(s(g 1 ))g 2 λ(s(g 2 )) . . . g i λ(s(g i )). By [18, Remark 2.2], there is a unique infinite path x ∈ Λ ∞ such that x(0, d(x i )) = x i for all i. By construction, we have vΛx(n) = ∅ for all n ∈ N 2 . This contradicts the cofinality of Λ, and we have justified the claim.
We now fix w ∈ Λ 0 , and construct an aperiodic path with range v. By the claim there exists N ∈ N such that vΛV N,j = ∅ for all j ≤ c N . Since the sinks in Λ 0 belong to V 0 , we then have wΛV M,i = ∅ for all M ≥ N and i ≤ c M . Since sup{o(e) : e ∈ Λ e 1 } = ∞, and since N −1 n=0 V n Λ e 1 is finite, there exists M ≥ N and g ∈ V M Λ e 1 such that o(g) ≥ 2. By choice of g there exists a path α 2 ∈ vΛg, and we may assume that d(α 2 ) ≥ (1, 1). Repeating this procedure at the vertex v = s(α 2 ) gives a path α 3 in s(α 2 )Λ such that o (α 3 (d(α 3 ) − e 1 , d(α 3 ))) ≥ 3 and d(α 3 ) ≥ (1, 1) . By continuing this way we can inductively construct a sequence of paths α i with s( d(α i )) ) ≥ i for sufficiently large n, and hence d(x(0, ne 1 )) → ∞ as n → ∞. Thus it follows from Lemma 5.4 that x is aperiodic, and since r(x) = r(α 2 ) = w, this completes the proof.
For the other direction in Theorem 5.1, we show that if {o(e)} is bounded then the graph is periodic, and apply the following general result. We now argue by contradiction that {o(e) : e ∈ Λ e 1 } is unbounded. Suppose to the contrary that o(e) ≤ l for all e ∈ Λ e 1 . Then o(e) divides l! for all e ∈ Λ e 1 . Let p = l!e 2 . We claim that σ p (x) = x for every x ∈ Λ ∞ . To compute σ p (x), we first factor x as
where d(µ) = p and d(g i ) = e 1 . Since o(g 1 ) divides l! and µ is the unique path of length l! starting at r(g 1 ), µg 1 has the form g 1 µ 1 where d(µ 1 ) = d(µ) = p. Since the cycle λ(s(g 1 )) is isolated, we have µ 1 λ(s(g 1 ))g 2 = λ(s(g 1 ))µ 1 g 2 . Now µ 1 is the unique red path of length l! starting at r(g 2 ). Since o(g 2 ) divides l!, λ(s(g 1 ))µ 1 g 2 has the form λ(s(g 1 ))g 2 µ 2 where d(µ 2 ) = d(µ 1 ) = p. Continuing this way shows that we can also factor x as x = g 1 λ(s(g 1 ))g 2 λ(s(g 2 )) . . . , and then (5.1) implies that σ p (x) = x, establishing the claim. Proposition 5.5 now implies that C * (Λ) is not simple, which is a contradiction.
We now turn our attention to the problem of deciding when C * (Λ) has real-rank zero.
Definition 5.6. We say that a rank-2 Bratteli diagram Λ has large-permutation factorisations if for each v ∈ Λ 0 and each integer l > 0 there exists N ∈ N such that
Since rank-2 Bratteli diagrams are row-finite, a rank-2 Bratteli diagram with largepermutation factorisations must have infinite depth, and Lemma 5.4 implies that every infinite path in Λ is aperiodic.
There are several ways to ensure that a rank-2 Bratteli diagram has large-permutation factorisations. For example, this is automatically the case if the red cycles get larger as n grows, or more precisely if min j |V n,j | → ∞ as n → ∞. Alternatively, we can keep |V n,j | small but add lots of blue edges entering each V n,j and define the factorisation property to ensure that min{o(e) : r(e) ∈ V n } → ∞ as n → ∞.
Theorem 5.7. Let Λ be a rank-2 Bratteli diagram with large-permutation factorisations.
1) Every ideal of C * (Λ) is gauge-invariant, and the lattice of ideals of C * (Λ) is isomorphic to the lattice of order-ideals of K 0 (C * (Λ)) via the map described in Theorem 4.3(4). (2) If Λ is cofinal, then C * (Λ) is simple and C * (Λ) has real-rank zero.
To prove Theorem 5.7(2), we show that the projections in C * (Λ) separate the tracial states with a view to applying [2, Theorem 1.3].
Recall that for α ∈ Λ, λ(α) denotes the isolated cycle with range and source s(α). For the next result, we adopt the convention that for a negative integer m, s λ(α) m := s * λ(α) −m .
Lemma 5.8. Let Λ be a rank-2 Bratteli diagram and let τ be a trace on
So suppose that m > 0. Taking v = s(α) and l = m|λ(α)| in Definition 5.6 we obtain an integer n such that for all β ∈ vΛ
where Proof. Let τ 1 and τ 2 be traces on C * (Λ) which agree on all the projections in C * (Λ). Then τ 1 (s α s * α ) = τ 2 (s α s * α ) for all α ∈ f * 1 Λ. By Lemmas 5.8 and 5.9, it follows that τ 1 and τ 2 agree on span {s α s µ s * β , s α s * µ s β : α, β ∈ f * 1 Λ, µ ∈ f * 2 Λ}, which by Lemma 3.7 and the first assertion of Lemma 4.8 is all of C * (Λ). Thus τ 1 = τ 2 .
Proof of Theorem 5.7.
If H is a saturated hereditary subset of Λ 0 , then Γ H := Λ \ ΛH = {η ∈ Λ : s(η) ∈ H} is a k-graph by [ H , and Γ H has no sources. Each infinite path of Γ H is also an infinite path of Λ, and hence is aperiodic by Lemma 5.4. Thus Γ H satisfies the aperiodicity condition of [18] .
The rest of (1) now follows from Theorem 4.3(4). For (2), we first deduce from Lemma 5.2 that {o(e) : e ∈ Λ e 1 } has to be unbounded, and hence Theorem 5.1 implies that C * (Λ) is simple. Corollary 5.10 implies that the projections in C * (Λ) separate the tracial states. Theorem 4.3 guarantees that C * (Λ) is an AT algebra. By [2, Theorem 1.3], a simple AT algebra A has real-rank zero if and only if the projections of A separate the tracial states, and this proves the result.
Achievability of classifiable algebras
In this section we characterise the K-group pairs which can arise as those of P C * (Λ)P when Λ is a rank-2 Bratteli diagram with large-permutation factorisations. We have already shown that the data associated to a rank-2 Bratteli diagram Λ consists of integers c n , matrices A n , B n ∈ M c n+1 ,cn (Z + ) with no zero rows or columns, and diagonal matrices T n ∈ M cn (Z + ) with positive diagonal entries such that
, and A n T n = T n+1 B n for all n. Here we establish a converse and characterise the K-groups that can arise when P C * (Λ)P is simple with real-rank zero.
Definition 6.1. We say that an integer matrix M is proper if all entries of M are nonnegative, and each row and each column of M contains at least one nonzero entry (cf [7, §A4] ). Note that a diagonal matrix is proper if and only if all diagonal entries are nonzero.
The data associated to a rank-2 Bratteli diagram always consists of proper matrices. Theorem 6.2.
(1) Let Λ be a rank-2 Bratteli diagram of infinite depth and suppose that C * (Λ) is simple. Then K 0 (C * (Λ)) is a simple dimension group which is not isomorphic to Z. (2) Let {c n : n ∈ N} be positive integers. For each n, let A n , B n ∈ M c n+1 ,cn (Z + ) be proper matrices, and let T cn ∈ M n (Z + ) be a proper diagonal matrix. Suppose additionally that A n T n = T n+1 B n for all n. Then there exists a rank
is simple dimension group which is not isomorphic to Z, then Λ can be chosen so that C * (Λ) is simple with real-rank zero.
Remark 6.3. In Theorem 6.2(2), we do not claim that there is a rank-2 Bratteli diagram Λ with data c n , A n , B n , T n . We can always build a rank-2 Bratteli diagram Λ with the specified data (see Proposition 6.4), and if lim − → (Z cn , A n ) is a simple dimension group, then Λ will be cofinal. However, to ensure that C * (Λ) is simple and has real-rank zero, we construct a rank-2 Bratteli diagram with large-permutation inclusions, and to do this, we have to choose a subsequence of N and adjust the data c n , A n , B n , T n accordingly.
Proof of Theorem 6.2(1).
We will show that if K 0 (P C * (Λ)P ) is isomorphic to Z or is not simple as a dimension group, then C * (Λ) is not simple. Let B be the 1-graph of Proposition 4.9. Then parts (3) and (4) of Proposition 4.9 imply that QC * (B)Q is a unital AF algebra with K 0 (QC
is orderisomorphic to Z, and hence QC * (B)Q ∼ = M n (C) where n = [1 A ] is the class of the unit [31, Theorem 7.3.4] . Since QC * (B)Q is finite-dimensional, the approximating subalgebras F n of Proposition 4.9(2) must equal QC * (B)Q for large n. Thus F n eventually has just one direct summand, so c n = |W n | = 1 for large n by Proposition 4.9(2). Moreover, since F n = F n+1 for large n, we must have |W 0 BW n | = |W 0 BW n+1 | for large n by Proposition 4.9(2), so A n (1, 1) = |W n B 1 W n+1 | = 1 for large n, say for n ≥ M. So for n ≥ M, V n ⊂ Λ 0 consists of the vertices on a single red cycle, and each vertex in V n receives exactly one blue edge from V n+1 . Since A n (1, 1) = 1 for all n ≥ M, Equation (4.1) implies that (|V n |) n≥M is a decreasing sequence of positive integers, and hence is eventually constant; say |V n | = c for n ≥ N ≥ M. The set H = ∞ n=N V n is hereditary in the sense of [24, Section 5] , and its saturation H is all of Λ 0 . Thus C * (Λ) is Morita equivalent to C * (HΛ) by [24, Theorem 5.2] . Now HΛ is isomorphic to the product graph Ω 1 × C c , where C c is the red cycle with c vertices, and Ω 1 is the one-sided infinite path of blue edges (see [18, Examples 1.7 (ii)]). Corollary 3.5(iv) of [18] shows that
, which is not simple. Now suppose that K 0 (P C * (Λ)P ) is not simple as a dimension group. Then the AF algebra QC * (B)Q is not simple either [30, Corollary 1.5.4], and Proposition 4.9(5) implies that C * (Λ) is not simple.
For the second claim of the theorem, we need to know how to build a rank-2 Bratteli diagram from the data c n , A n , B n and T n . Recall from Definition 5.6 that for e ∈ Λ e 1 , the order o(e) of e is the length of the shortest nontrivial path µ ∈ f * 2 Λ such that (µe)(0, e 1 ) = e. Proposition 6.4. Let c n , A n , B n and T n be as in Theorem 6.2 (2) . There is a rank-2 Bratteli diagram Λ with this data which has the following property: for each blue edge e ∈ Λ 1 , say r(e) ∈ V n,j and s(e) ∈ V n+1,i , we have o(e) = A n (i, j)|V n,j |.
Proof. Since the data of (4.2) is all contained in the 1-skeleton of the rank-2 Bratteli diagram, [18, Section 6] shows that we need only construct a 1-skeleton with the right number of edges, and an allowable collection of commuting squares so that the order of each blue edge in V n,j Λ e 1 V n+1,i is A n (i, j)|V n,j |. By (4.1), this is equivalent to showing that the order of each blue edge in V n,j Λ e 1 V n+1,i is maximal. For each n, the matrix T n defines a collection of c n isolated cycles λ n,j (1 ≤ j ≤ c n ) where λ n,j has T n (j, j) vertices. The collection of all paths in these cycles is f * 2 Λ, and the vertices on each λ n,j are the elements of V n,j .
We want to show that for each j ≤ c n and i ≤ c n+1 , we can:
(1) add blue edges from vertices in λ n+1,i to vertices in λ n,j so that the number of blue edges to each vertex on λ n,j from λ n+1,i is a := A n (i, j) and the number of blue edges to λ n,j from each vertex on λ n+1,i is b := B n (i, j); and (2) specify an allowed collection of commuting squares so that the resulting permutation of the blue edges in V n,j Λ e 1 V n+1,i is maximal.
Let v := T n (j, j) be the number of vertices on λ n,j , and let w := T n+1 (i, i) be the number of vertices on λ n+1,i . The commutativity of (4.2) says that av = wb. We first demonstrate that it suffices to show how to add the desired blue edges when a and b have no common divisors; that is, when (a, b) = 1. To see this, suppose that a = da ′ and b = db ′ , and that we can add the desired edges to obtain the data A n (i, j) = a ′ and B n (i, j) = b ′ . Then we take the resulting diagram, and add d − 1 blue edges e(1), . . . , e(d) parallel to each blue edge e, so that we now have A n (i, j) = a and B n (i, j) = b, and define the factorisation property by lifting the old factorisation cycle (e, F (e), F 2 (e), . . . (1)).
Next we demonstrate that it suffices to show how to add the desired blue edges when (v, w) = 1. To see this, suppose that v = dv ′ and w = dw ′ , and that we can add the desired edges in the diagram corresponding to T n (i, i) = v ′ and T n+1 (j, j) = w ′ . Then we may take the resulting diagram, add d − 1 vertices between pairs of consecutive vertices on λ n,j and on λ n+1,i and augment each commuting square between vertices on λ n,j and λ n+1,i to a sequence of d − 1 commuting squares as shown in Figure 2 for d = 3.
The factorisation property is uniquely determined in each of these augmented paths, and we obtain a diagram with the desired data T n (j, j) = v and T n+1 (i, i) = w. Notice that we have multiplied both the order of the factorisation permutation and the number of edges in the picture by the same number d.
Finally, we demonstrate how to add the desired blue edges when (a, b) = 1 and (v, w) = 1. To do this, note that the conditions (a, b) = 1 and (v, w) = 1 together force a = w and v = b. Now adding the complete bipartite graph from the vertices on λ n,j to the vertices on λ n+1,i gives a 1-skeleton with the desired data and a unique factorisation property. We have r(F 1 (µ, e)) = r(e) if and only if d(µ) = kve 2 for some k ∈ N and s(F 1 (µ, e)) = s(e) if and only if d(µ) = lwe 2 for some l. Since (v, w) = 1, it follows that F 1 (µ, e) = e for 0 < d(µ) < vw = va.
Proof of Theorem 6.2(2).
The first claim follows immediately from Proposition 6.4 and Theorem 4.3 (2) . Now suppose that lim − → (Z cn , A n ) is simple and is not isomorphic to Z. For n ≥ m let A n,m := A n−1 A n−2 . . . A m . We begin by showing that there is a subsequence (ℓ(n)) ∞ n=1 of N for which all entries of A ℓ(n+1),ℓ(n) are at least n. Since the matrices A n are proper, the second paragraph of the proof of [7, Lemma A4.3] shows that we can find a subsequence k(n) of N such that all the entries in the matrices A k(n+1),k(n) are positive and nonzero. Since
It follows that for each N ∈ N there exists l ≥ n such that every entry of A k(l),k(n) is greater than N. Thus there is a subsequence ℓ(n) of k(n) such that every entry of A ℓ(n+1),ℓ(n) is at least n. Now {ℓ(n)} is cofinal in N and each A ℓ(n+1),ℓ(n) is proper by choice. So if we let c Hence Λ has large-permutation factorisations. Now P C * (Λ)P has the desired K-theory by Theorem 4.3(2), and it is simple with realrank zero because it is a full corner in C * (Λ), which is such an algebra by Theorem 5.7(2) (see [21, Theorem 3.1.8 
]).
Example 6.5 (The irrational rotation algebras). Fix an irrational number θ ∈ (0, 1). The irrational rotation algebra A θ is the universal C * -algebra generated by unitaries U, V satisfying UV = e 2πıθ V U. Elliott and Evans have proved that that A θ is a simple unital AT algebra with real-rank zero [11] , and work of Rieffel and Pimsner-Voiculescu combines to show that K 0 (A θ ) is order-isomorphic to Z + θZ, and K 1 (A θ ) is isomorphic to Z 2 (see [27, 22] A n := a n 1 1 0 .
Theorem 3.2 of [8] says that Z + θZ is order-isomorphic to lim − → (Z 2 , A n ). Let T n := id cn and let B n = A n . Since Z + θZ is group-isomorphic to Z 2 , we obtain a commuting diagram of the form (4.2) with lim − → (Z cn , A n ) = Z + θZ and lim − → (Z cn , B n ) = Z 2 . Since Z + θZ is a simple dimension group, it follows from Theorem 6.2(2) that there is a rank-2 Bratteli diagram Λ θ such that C * (Λ θ ) is a simple AT algebra with real-rank zero with K 0 (C * (Λ θ )) order-isomorphic to Z + θZ, and with K 1 (C * (Λ θ )) isomorphic to Z 2 . Corollary 4.10 implies that P C * (Λ)P has the same K-theory with the usual order-unit for K 0 . Now Elliott's classification theorem for AT algebras (as in [30, Theorem 3.2.6]) implies that P C * (Λ θ )P is isomorphic to A θ . To draw such a rank-2 Bratteli diagram Λ θ , take A n as above. If ℓ(n) := n(n + 1)/2 is the sequence of triangular numbers, then every entry of A ℓ(n+1),ℓ(n) is greater than or equal to n. Let φ n := A ℓ(n+1),ℓ(n) for all n. Then the skeleton of Λ θ is illustrated by Figure 3 , where the label n on a solid edge indicates the presence of n parallel blue edges. The factorisation rules are specified by λ(v)e = σ(e)λ(v) for maximal permutations σ of parallel blue edges.
• . Example 6.6. More generally, let G be a simple dimension group other than Z. Write
, let T n = id cn and let B n = A n . As above, we obtain a rank-2 Bratteli diagram Λ(G) such that P C * (Λ(G))P is a simple unital C * -algebra with realrank zero, K 0 (P C * (Λ(G))P ) is order-isomorphic to G with the usual order unit and K 1 (P C * (Λ(G))P ) is group-isomorphic to G. Elliott's classification theorem for AT algebras then implies that P C * (Λ(G))P is the unique AT algebra with these properties. real-rank zero and K 0 -group Q(m). If m is infinite, then Q(m) + contains no minimal elements, and so Q(m) is not isomorphic to Z. Elliott's classification theorem says there is a unique simple unital AT-algebra A with real-rank zero and (K 0 (A), K 1 (A)) = (Q(m), Z). This C * -algebra is known as the Bunce-Deddens algebra of type m; there are several concrete realisations of these algebras, for example as the C * -algebras generated by families of weighted shifts (see [4] or [5, §V.3] ), or as crossed products by odometer actions (see [5, §VIII.4] ). We will demonstrate that for each infinite supernatural number m there is a rank-2 Bratteli diagram Λ(m) such that P C * (Λ(m))P is isomorphic to the Bunce-Deddens algebra of type m.
Fix an infinite supernatural number m. Let {a j } 
It follows from Theorem 6.2(2) that there is a rank-2 Bratteli diagram Λ(m) such that C * (Λ(m)) is simple and has real-rank zero and K-groups Q(m), Z. Corollary 4.10 implies that P C * (Λ)P has the same K-theory with the usual order-unit for K 0 . Elliott's classification theorem then implies that P C * (Λ(m))P is isomorphic to the Bunce-Deddens algebra of type m.
For example, the skeleton of Λ(2 ∞ ) is given in Figure 4 ; the factorisation rules are uniquely determined by the skeleton. 
Rank-2 Bratteli diagrams with length-1 cycles
In this section we restrict attention to rank-2 Bratteli diagrams in which all the isolated cycles have length 1. We show that in this situation, the associated inclusions of circle algebras are standard permutation mappings, and that every directed system of direct sums of circle algebras under standard permutation mappings arises from a rank-2 Bratteli diagram in which all the isolated cycles have length 1. In the next section we use this to investigate simplicity, real-rank and the trace simplex of the associated C * -algebra in greater detail than the results obtained for general rank-2 Bratteli diagrams in the previous sections. To state the main theorem of this section, we first need to set up some notation.
Let M(T) denote the set of (positive) probability measures on T. Each µ ∈ M(T) induces a functional on C(T), again denoted by µ, given by integration
Thus M(T) is a subset of C(T) * whence it inherits the weak- * topology. A Markov operator on C(T) is a positive linear mapping E : C(T) → C(T) that maps the constant function 1 to itself. Each Markov operator E induces an affine mapping E : M(T) → M(T) given by E(µ)(f ) = µ(E(f )) which is continuous both wrt. the weak- * and the norm topology on M(T). For each θ ∈ R let ρ θ be the Markov operator on C(T) given by rotation by angle θ, that is, ρ θ (f )(z) = f (e iθ z). For each k ∈ N, let R k be the Markov operator
Observe that
It follows from (7.2) that if N is a natural number, and if
In agreement with the convention mentioned above, ρ θ and R k will be the corresponding affine mappings on M(T).
Given a unital C * -algebra A, we write T (A) for the Choquet simplex of tracial states on A endowed with the weak- * topology.
Definition 7.1. Let σ be a permutation on a finite set S. For s ∈ S, o(s) denotes the order min{n > 0 : σ n (s) = s} of s under σ. We write κ(σ) for max{o(s) : s ∈ S}. For ℓ ≤ |S|, we write c ℓ (σ) for the number of orbits under σ of size ℓ. Note that ℓ ℓc ℓ (σ) = |S|. For N ∈ N, we define
The goal of the section is to prove the following theorem. Recall that for a vertex v of a rank-2 Bratteli diagram, the path λ(v) is the isolated cycle in v(f * 2 Λ)v. Recall also that F denotes the permutation of f * 1 Λ of Section 5. Theorem 7.2. Let Λ be a rank-2 Bratteli diagram of infinite depth in which all red cycles have length 1. For n ∈ N and 1 ≤ j ≤ c n , let v n,j be the unique element of V n,j .
For n ∈ N, 1 ≤ j ≤ c n and 
is simple, P C * (Λ)P has real-rank zero, and τ → τ | P C * (f * 1 Λ)P determines an isomorphism between the traces on P C * (Λ)P and the traces on P C * (f * 1 Λ)P . (2) If α N < ∞ for some N, then P C * (Λ)P has real-rank one and there is an injective mapping
. Suppose that |V n | = c n = 1 for all n. Then P C * (f * 1 Λ)P has unique trace and α N = α N for all N. If α N = α N < ∞ for some N then the injection (7.4) is continuous and affine. If |V n | = c n = 1 for all n and α 1 = α 1 < ∞ then the injection (7.4) is a homeomorphism of M(T) onto T (P C * (Λ)P ).
We will prove this theorem on page 39, after an analysis of the trace simplices of certain AT algebras. To apply the results of this analysis, we need to show that the partial inclusions of circle subalgebras of C * (Λ) in the setting of Theorem 7.2 are of a standard form.
Let m be a natural number, and let S m denote the group of permutations on m letters. For σ ∈ S m , let ψ σ : C(T) → M m (C(T)) be the * -homomorphism which sends the canonical generator z for C(T) into the unitary element m j=1 ze j,σ(j) in M m (C(T)), where {e i,j } is the set of canonical matrix units for M m . In the special case where σ is the m-cycle (1 2 3 · · · m) the associated * -homomorphism ψ σ will also be denoted by ψ m , and it is given by
where again z is the canonical generator of C(T). If n, m are natural numbers and σ ∈ S m , then we shall also let ψ σ denote the amplified * -homomorphism M n (C(T)) → M mn (C(T)), or more generally, the not necessarily unital amplified
, where k is any natural number greater than or equal to mn, obtained by viewing M mn (C(T)) as a (non-unital) sub-C * -algebra of M k (C(T)). We refer to a * -homomorphism of this form as a standard permutation mapping. n is unitarily equivalent to the standard permutation mapping ψ (F i,j n ) −1 . Corollary 7.5 shows that any direct system of standard permutation mappings can be realised with the simpler construction where each red cycle has length one, so we omit the more complicated analysis for longer cycles.
Proof of Proposition 7.3. For α, β ∈ X n,j and a, b ∈ v n,j Λ e 1 v n+1,i , let
and θ(a, b) := η∈X n,j s ηa s * ηb . Relation (CK4) shows that for α, β ∈ X n,j , the image of θ(α, β) in P C * (Λ n+1,i )P is equal to
Using the Cuntz-Krieger relations, we therefore have θ(α, β)θ(a, b) = θ(αa, βb) = θ(a, b)θ(α, β) for all α, β ∈ X n,j and a, b ∈ v n,j Λ e 1 v n+1,i . Since P C * (Λ n+1,i )P is generated by the matrix units θ(αa, βb), αa, βb ∈ X n+1,i and the unitary U n+1,i := αa∈X n+1,i s α s λ(v n+1,i ) s * α , we now have an isomorphism (7.6)
If we identify M X n,j (C(T)) with M X n,j (C) ⊗ C(T) in the usual way, then π n takes θ(α, β)U to Θ(α, β)⊗z. The partial inclusion of P C
by (CK4). Hence under the identification (7.6),
This completes the proof.
Corollary 7.5. Fix integers c n , X n,j ∈ N for n ∈ N and 1 ≤ j ≤ c n . Suppose that for each n, ψ n : 
We may assume without loss of generality that for each n ∈ N and each 1 ≤ j ≤ c n there exists 1 ≤ i ≤ c n+1 so that ψ i,j n = 0. For each n ∈ N and 1 ≤ i ≤ c n+1 there exists 1 ≤ j ≤ c n such that ψ We construct Λ as follows. Each V n contains c n vertices {v n,1 , . . . , v n,cn }. Each vertex v n,j hosts a single red loop λ n,j . Insert blue edges {e(l) : 1 ≤ l ≤ A n (i, j)} from v n+1,i to v n,j for each n, i, j. Specify the commuting squares by λ n,j a(σ i,j n (l)) = a(l)λ n+1,i . This data specifies a unique rank-2 Bratteli diagram Λ by [24, page 101]. Proposition 7.3 implies that P C
Real-rank and the trace simplex
The results of this section are inspired by Goodearl's paper [14] . In this section we continue to use the notation established in Section 7. Let σ be the cyclic permutation on m letters. Note that the associated standard permutation mapping ψ m = ψ σ satisfies
where ω = exp(2π/m). A general permutation σ on m letters is the product of disjoint cycles σ 1 σ 2 · · · σ r (where we include all 1-cycles). Let ℓ j denote the order of σ j (or, equivalently, the length of the cycle σ j ). Then ψ σ is unitarily equivalent (by a permutation unitary) to the direct sum r j=1 ψ ℓ j . Moreover ψ σ is unitarily equivalent (again with a permutation unitary) to the direct sum ℓ 1 c ℓ (σ) ⊗ ψ ℓ , where 1 c ⊗ ψ denotes the c-fold direct sum of copies of ψ. Notice that m = ℓ ℓc ℓ (σ) for all σ ∈ S m .
There is a norm on the linear span of M(T) which on differences of elements from M(T) is the total variation: µ − ν = |µ − ν|(T), and is equal to the operator norm of µ − ν when viewed as a functional on C(T).
Recall the definitions of R k and ρ k from page 29.
Lemma 8.1.
where the closure is with respect to the norm-topology, and where m denotes the Lebesgue measure (or the normalized Haar measure) on T.
Proof. The Lebesgue measure m is the unique rotation invariant measure in M(T), i.e., the only measure that satisfies ρ θ (m) = m for all θ ∈ R. In particular, R k (m) = m for all k, so m belongs to the left-hand side of (8.2). Suppose, conversely, that ν is any element belonging to the left-hand side of (8.2). We show that ρ θ (ν) = ν for all θ ∈ R. This will entail that ν = m and will complete the proof. Let f ∈ C(T) and let ε > 0 be given. Find δ > 0 such that ρ θ (f )−f ∞ ≤ ε whenever |θ| ≤ δ. Note that ρ θ R k = ρ θ ′ R k whenever k ∈ N and θ, θ ′ ∈ R satisfy θ − θ ′ ∈ 2πk −1 Z. For any k ≥ πδ −1 and for any θ ∈ R we can choose θ ′ ∈ R such that |θ ′ | ≤ δ and
As f ∈ C(T) and ε > 0 were arbitrary it follows that ρ θ (ν) = ν for all θ ∈ R, as desired.
Let tr n denote the normalized trace on M n , and for µ ∈ M(T) and n ∈ N, let tr n,µ denote the normalized trace on M n (C(T)) given by
Every tracial state on M n (C(T)) is of the form tr n,µ for some µ ∈ M(T).
Consider again the unital
is by (7.1) and (8.1) given as follows:
We shall often use the next identity, that holds for any n ∈ N and any µ, ν ∈ M(T):
We remind the reader again that for a permutation σ, the quantities κ(σ), c ℓ (σ) and β N (σ) are defined in Definition 7.1, and that the Markov operators R k and R k and the standard permuation mapping ψ σ are defined on pp. 29-30. Theorem 8.2. Consider a direct limit of C * -algebras 
s,t j = 0} and X j (t) = {s : (s, t) ∈ X j }. Let B be the AF-algebra associated with the inductive limit in (8.7) , defined as follows. Let B j ⊆ A j be the sub-C * -algebra consisting of all constant functions (so that 
(1 − β(N, j)).
( Proof. We can and will assume that the restriction of each ϕ j to each summand A j,s is non-zero. This will ensure that the connecting maps ϕ j are injective. The connecting mapping A j → A i , for j < i, is denoted by ϕ i,j , and the corresponding partial mapping A j,t → A i,s is denoted by ϕ s,t i,j . As already mentioned, we let ϕ ∞,j denote the inductive limit mapping A j → A. We identify each A j,s with a sub-C * -algebra of A j , let π j,s : A j → A j,s be the natural conditinal expectation, and denote the unit of A j,s by e j,s . Note that f e j,s = π j,s (f ) for f ∈ A j . Note also that the projections {ϕ ∞,j (e j,s )} separate traces on B.
(i). It suffices to show that ϕ ∞,j (f ) is full in A for j ∈ N and f ∈ A j \ {0}. Given a non-zero f in A j , then π j,t 0 (f ) = 0 for some t 0 = 1, . . . , r j . Take any non-zero element b 0 in B j ∩ A j,t 0 . Because B is simple and the connecting maps are unital and injective there is j ′ > j such that ϕ j ′ ,j (b 0 ) is full in B j ′ (and hence in A j ′ ). For each i ≥ j and for each s = 1, . . . , r i put U i,s = {z ∈ T : (π i,s • ϕ i,j )(f )(z) = 0} ⊆ T. is unitarily equivalent to ℓ 1 c ℓ (σ s,t i ) ⊗ ψ ℓ , to conclude that U i,t ⊆ U i+1,s , and that U i+1,s = T if U i,t contains a closed connected arc of length at least 2πκ(σ s,t i ) −1 . The set U := U j,t 0 is non-empty because π j,t 0 (f ) = 0. The partial mapping ϕ s,t 0 i,j which takes A j,t 0 to A i,s is non-zero for all i ≥ j ′ and for all s = 1, . . . , r i because ϕ i,j (b 0 ) is full in A i when i ≥ j ′ . The argument above therefore shows that U ⊆ U i,s for all i ≥ j ′ and for all s. The assumption that {κ(σ s,t i )} is unbounded implies that there is i ≥ j ′ and (s, t) ∈ X i such that U contains a closed connected arc of length at least 2πκ(σ s,t i ) −1 . Thus U i+1,s = T, or, in other words, (π i+1,s • ϕ i+1,j )(f ) is full in A i+1,s . This shows that the ideal in A generated by ϕ ∞,j (f ) contains ϕ ∞,i+1 (A i+1,s ), and hence has non-zero intersection with B, so is equal to A.
Suppose now that {κ(σ s,t i )} is bounded. Then there is a natural number N such that ℓ | N for all ℓ for which c ℓ (σ s,t j ) = 0 for some j and some (s, t) ∈ X j . Let g N,j ∈ A j = C(T, B j ) be given by g N (z) = z N 1 B j . It follows from (7.5) that ϕ j (g N,j ) = g N,j+1 for all j. As g N,j is central in A j for all j, ϕ ∞,1 (g N,1 ) belongs to the centre of A. Hence A has non-trivial centre, so A is non-simple.
(ii) and (iii). Each tracial state τ j on A j is of the form (8.8)
a j,t tr n j,t ,µ j,t (π j,t (f )), for some µ j,1 , . . . , µ j,r j ∈ M(T) where each a j,t ≥ 0 is the value τ j (e j,t ) of τ at the unit e j,t for A j,t . We show first that if τ j and τ j+1 are traces on A j and A j+1 , respectively, given as in (8. The second identity in (8.10) follows by the definition of the coefficients c ℓ . The first identity in (8.10) follows from the calculation: a j,t = τ j (e j,t ) = τ j+1 (ϕ j (e j,t )) = s∈X j (t) a j+1,s tr n j+1,s ,µ j+1,s (ϕ s,t j (e j,t )) = s∈X j (t) a j+1,s m s,t j n j,t n j+1,s ,
where we have used that dim(e j,t ) = n j,t and that the multiplicity of ϕ s,t j is m s,t j . We proceed to prove (8.9) . Two applications of (8.8) yield (8.11) a j,t tr n j,t ,µ j,t = τ j • π j,t = τ j+1 • ϕ j • π j,t = s∈X j (t) a j+1,s tr n j+1,s ,µ j+1,s • ψ σ s,t j .
We wish to apply (8.4) to right-hand side of (8.11), but we must take into account that the * -homomorphism ϕ s,t j : A j,t → A j+1,s is not unital. This is done by adjusting the right-hand side of (8.4) by the factor dim(ϕ s,t j (e j,t ))/n j+1,s = n j,t m s,t j /n j+1,s . Now, (8.9) follows from (8.11) and from the modified (8.4) .
For any natural number N we rewrite (8. (ii). We first show that each tracial state τ on B lifts to a tracial state τ on A. Indeed, for each j ∈ N, let τ j be the trace on A j given as in (8.8) with a j,t = τ (ϕ ∞,j (e j,t )), µ j,t = m, t = 1, . . . , r j , (where m is the Lebesgue measure). Since R ℓ (m) = m for all ℓ it follows from (8.9) that τ j+1 • ϕ j = τ j for all j, and so there is a trace τ on A, which satisfies τ • ϕ ∞,j = τ j for all j. (The first equation in (8.10) holds because τ is a trace on B.) In particular, τ (ϕ ∞,j (e j,t )) = a j,t = τ j (e j,t ) = τ (ϕ ∞,j (e j,t )).
Since {ϕ ∞,j (e j,t )} separate traces on B we conclude that τ | B = τ . We now show that the lift constructed above is unique. Here we need our assumption that α N = ∞ for all N. Let again τ be a tracial state on B and suppose that τ is (another) tracial state on A that extends τ . Then a j,t := τ (ϕ ∞,j (e j,t )) = τ (ϕ ∞,j (e j,t )). Now, τ j := τ • ϕ ∞,j is a trace on A j which therefore is given as in (8.8) with a j,t as above and with respect to some measures µ j,1 , . . . , µ j,r j ∈ M(T). We must show that µ j,t = m for all j and t. (This will show that τ = τ , cf. the construction of τ above.)
The assumption that α N = ∞ implies that lim i→∞ i−1 k=j β(N, j) = 0 for all j, N ∈ N, cf. (8.6). It follows from equations (8.12) and (8.13) that µ j,t belongs to the norm closure of conv{R k : k ∤ N} for all N, and hence, upon choosing N = (n − 1)!, that µ j,t belongs to the norm closure of conv{R k : k ≥ n} for all n. By Lemma 8.1 this implies that µ j,t = m, as desired. We use (i) to show that A is simple. Let n be a natural number and put N = (n − 1)!. Since α N = ∞, there exist j, s, t such that β N (σ s,t j ) < 1. This implies that κ(σ s,t j ) ≥ n. Hence {κ(σ s,t j )} is unbounded. Projections in B separate traces on B because B is of real rank zero, being an AFalgebra. We have shown that each trace in B has a unique lift to a trace on A. It follows that projections in B (and hence also projections in A) separate traces on A. We can therefore use [2, Theorem 1.3] to conclude that A has real-rank zero.
(iii). Assume that α N < ∞ for some N. We construct an injective mapping
such that each τ µ extends τ . Let τ ∈ T (B) and let µ ∈ M(T) with R N (µ) = µ be given. We proceed to construct the tracial state τ µ on A that extends τ . Let τ µ,j be the trace on A j given as in (8.8) with a j,t = τ (ϕ ∞,j (e j,t )), µ j,t = µ, t = 1, . . . , r j . Use (8.9), (8.10) and (8.5) The hypothesis α N = ∞ k=1 (1−β(N, k)) < ∞ implies that δ i := ∞ k=i (1−β(N, k)) → 0 as i → ∞. We deduce that { τ µ,i • ϕ i,j } ∞ i=j is a Cauchy sequence in norm, and thus converges to a trace τ µ,j on A j which satisfies τ µ,j − τ µ,j ≤ δ j . As τ µ,j+1 • ϕ j = τ µ,j for all j, there is a tracial state τ µ on A such that τ µ • ϕ ∞,j = τ µ,j for all j.
To show that τ µ extends τ observe first that τ µ,j (e j,t ) = a j,t = (τ • ϕ ∞,j )(e j,t ) for all j and t, and hence that the restriction of τ µ,j to B j is equal to τ • ϕ ∞,j . As τ µ,i • ϕ i,j → τ µ • ϕ ∞,j , the restriction of τ µ • ϕ ∞,j to B j is equal to τ • ϕ ∞,j for all j. Hence τ µ extends τ .
Assume that µ, ν ∈ M(T) are such that R N (µ) = µ, R N (ν) = ν, and τ µ = τ ν . Then, using (a slightly modified version of) (8.5),
for all j, which entails that µ = ν. We claim that τ µ (p) = τ ν (p) for every projection p ∈ A. To see this, note that each projection p ∈ A is equivalent to ϕ ∞,j (q) for some projection q in some A j . Now, each projection q in A j is equivalent to a projection q ′ in B j , so p is equivalent to the projection p ′ = ϕ ∞,j (q ′ ) in B. This proves that τ µ (p) = τ µ (p ′ ) = τ (p ′ ) = τ ν (p ′ ) = τ ν (p), establishing the claim.
The stable rank of any AT-algebra is one, and hence its real rank must be either zero or one. The claim above and that τ µ = τ ν whenever µ and ν are distinct measures fixed under R N show that projections in A do not separate traces on A. Hence A cannot be of real rank zero, and must therefore be of real rank one.
(iv). Suppose now that r n = 1 for all n. Then B is a direct limit of unital inclusions of simple finite-dimensional C * -algebras, and hence is UHF, and in particular is simple and has unique trace τ B . It is immediate from the definitions of α N and α N that these quantities coincide for all N. If α N = α N < ∞, then injection of statement (iii) depends on only one variable as T (B) = {τ B }. Hence we write τ B µ rather than τ B µ for the trace on A corresponding to a given µ ∈ M(T). Since each B j has just one summand B j,1 we will drop the second subscript henceforth, and write B j for B j,1 , n j for n j,1 , etc. The j th approximating algebra B j has unique trace tr n j , so we can use (8.14) and the subsequent paragraph to deduce that (8.15) τ B µ • ϕ ∞,j − tr n j ,µ ≤ δ j → 0.
Since µ → tr n j ,µ is affine, we conclude that µ → τ B µ is affine. To see that the map µ → τ B µ is continuous, take a net {µ α } in M(T) which converges in the weak- * topology to µ ∈ M(T). To show that T µα → τ B µ it suffices to show that T µα (a) → τ B µ (a) for all a in the dense subset ∞ j=1 ϕ ∞,j (A j ) of A. In other words, it suffices to show that T µα • ϕ ∞,j (f ) → T µ • ϕ ∞,j (f ) for all f ∈ A j . But if g : A j → C is the function g(z) = tr n j (f (z)), then
Finally, suppose that α 1 < ∞. We show that µ → τ B µ is surjective, and being a continuous bijection between compact sets, it must then be a homeomorphism.
Fix τ ∈ T (A). Then τ • ϕ ∞,j is a trace on A j , and is hence equal to tr n j ,µ j for some µ j ∈ M(T). Since tr n j+1 ,µ j+1 • ϕ j = tr n j ,µ j we can use (8.4) to estimate
ℓc ℓ (σ j ) m j = 1 − β(1, j).
We have assumed that α 1 = ∞ j=1 (1 − β(1, j)) < ∞. Hence {µ j } is norm convergent to a measure µ ∈ M(T). Moreover,
• ϕ ∞,j − tr n j ,µ + tr n j ,µ − tr n j ,µ j = δ j + µ − µ j → 0, by (8.15) which proves that τ = τ 
