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Abstract: We find the local rate of convergence of the least squares estimator
(LSE) of a one dimensional convex regression function when (a) a certain number
of derivatives vanish at the point of interest, and (b) the true regression function
is locally affine. In each case we derive the limiting distribution of the LSE and its
derivative. The pointwise limiting distributions depend on the second and third
derivatives at 0 of the “invelope function” of the integral of a two-sided Brownian
motion with polynomial drifts. We also investigate the inconsistency of the LSE
and the unboundedness of its derivative at the boundary of the domain of the
covariate space. An estimator of the argmin of the convex regression function is
proposed and its asymptotic distribution is derived. Further, we present some new
results on the characterization of the convex LSE that may be of independent
interest.
Keywords and phrases: Convex function estimation, integral of Brownian mo-
tion, invelope process, least squares estimator, shape constrained regression..
1. Introduction
Consider the regression model
Z = µ(X) + ε,
where X is uniformly distributed on [0, 1], ε is the (unobserved) mean zero error inde-
pendent ofX and µ : [0, 1]→ R is an unknown convex function. Given i.i.d. observations
(X1, Z1), (X2, Z2), . . . , (Xn, Zn) from such a model the goal is to estimate the unknown
regression function µ. We consider the least squares estimator (LSE) µˆn of µ defined as
any convex function that minimizes the L2 norm(
n∑
i=1
(Zi − ψ(Xi))2
)1/2
among all convex functions ψ defined on the interval [0, 1]. Note that the computation
of the LSE reduces to solving a quadratic program with (n− 2) linear constraints; see
e.g., [FM89].
Estimation of a convex/concave regression function has a long history in statistics.
Least square estimation of a concave regression function was first proposed by Hil-
dreth [Hil54] for estimation of production functions and Engel curves. The consistency
∗Supported by NSF grant DMS-1150435
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of the least squares concave regression estimator was first established in [HP76]. The
pointwise rate of convergence of the LSE in convex regression, at an interior point
x0 ∈ (0, 1), was studied in [Mam91] under a uniform fixed design setting. Pointwise
limiting distribution of the LSE, under the assumption that µ′′(x0) 6= 0, was derived by
[GJW01b], again under a fixed design setting.
In this paper we study the rate of convergence and the asymptotic distribution of
µˆn(x0) under the following two scenarios:
(a) the k-th derivative µ(k)(x0) = 0 for k = 2, 3, . . . , r − 1, and µ(r)(x0) 6= 0, where r
is an integer greater than 2;
(b) there exists an interval around x0 such that µ is affine in that interval.
We show that under scenario (a) the estimator µˆn(x0), properly normalized, converges
to a non-degenerate limit at the rate n−r/(2r+1). We also show that µˆ′n(x0) converges
at the rate n−(r−1)/(2r+1). Under scenario (b), we show that both µˆn(x0) and µˆ
′
n(x0)
converge to non-degenerate limits at the rate n−1/2.
Moreover, in this paper, we study the behavior of the LSE µˆn at the boundary of
the domain of the predictor (i.e., at 0 and 1), and establish the inconsistency of µˆn at
the boundary; we also show that the derivative of µˆn at the boundary is unbounded. In
addition, we study the estimation of the argmin (argument of the minimum) of µ and
find the asymptotic distribution of our proposed estimator (see [BRW09, Theorem 3.6]
for a related result in the case of log-concave density estimation). Further, we present
some new results on the characterization of the convex LSE that may be of independent
interest.
Although there has been some work investigating the local behavior of the convex
LSE in the related problem of a convex density estimation (see e.g., [GJW01b], [Bal07]),
not much is known in the case of a random design regression setting. This has been
our main motivation in writing this paper, and indeed, our paper will try to fill this
gap in the literature. In [BRW09, Theorem 2.1], one can find a result related to the
scenario (a) above in the context of log-concave density estimation. During the process
of writing this paper we discovered a recent related paper [CW16] that addresses the
convex regression problem for the fixed uniform design regression in scenario (b) above
(and also for the density estimation problem). In [CW16] the authors study a stylized
least squares-type regression estimator that is close but different from our convex LSE.
Further, [CW16] does not study the behavior of the convex LSE under scenario (a).
Moreover, the proof techniques employed in [CW16] to study scenario (b) are very
different from ours: [CW16] crucially uses an extended version of Marshall’s lemma
(see e.g, [DRW07], [BR08]) to study the rate of convergence of the convex LSE whereas
we directly compare the convex LSE with the simple linear regression line fitted with the
data points in the interval where µ is affine and establish that the supremum distance
between these two fitted functions over the interval stochastically decays down to zero
at a rate faster than n−1/2.
We organize the paper as follows. In Section 2, we study the characterization of the
convex LSE and present two useful results. In Section 3 we derive the local rate of
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convergence, at an interior point x0 ∈ (0, 1), of the LSE µˆn in the two special cases: (a)
when all the first r − 1 (r ≥ 2) derivatives of µ vanish at x0, and (b) when µ is affine
in a small neighborhood around x0. Section 4 is devoted to the study of the pointwise
asymptotic distributions, under scenarios (a) and (b). In Section 5 we establish the
inconsistency of µˆn at the boundary of the support (i.e., at 0 and 1); we also show that
the derivative of µˆn at the boundary is unbounded. Estimation of the argmin of µ is
addressed in Section 6. Appendix A contains the proofs of some of the results stated in
the paper.
2. Characterization and representation of the LSE
For notational simplicity let us denote by (x1, x2, . . . , xn) the ordered version of the
sample (X1, X2, . . . , Xn) and by Y := (Y1, Y2, . . . , Yn) the concomitant response vector.
Let K be the set of all convex functions defined on [0, 1]. Thus,
µˆn ∈ argmin
ψ∈K
φn(ψ) where φn(ψ) =
n∑
i=1
(Yi − ψ(xi))2 . (2.1)
Note that µˆn is only unique at the data points xi’s. As most authors, we define our LSE
to be the linear interpolant of {(xi, µˆn(xi))}ni=1 on [0, 1]. Let
Kn :=
{
Ψ = (ψ1, . . . , ψn) ∈ Rn : ψ2 − ψ1
x2 − x1 ≤ . . . ≤
ψn − ψn−1
xn − xn−1
}
.
The optimization problem (2) reduces to the following quadratic program with linear
constraints:
Ψˆn = argmin
Ψ∈Kn
n∑
i=1
(Yi − ψi)2 .
Here ψi is identified with ψ(xi), for i = 1, . . . , n. As Kn is a closed convex polyhedral
cone Ψˆn is the projection of Y onto Kn.
Lemma 2.1. Any LSE µˆn, defined via (2), satisfies the following conditions:
(i) (µˆn(x1), . . . , µˆn(xn)) ∈ Kn,
(ii)
∑n
i=1 µˆn(xi)(Yi − µˆn(xi)) = 0,
(iii)
∑n
i=1(ψ(xi)− µˆn(xi))(Yi − µˆn(xi)) ≤ 0, for any convex function ψ : [0, 1]→ R.
Proof. The proof is a direct consequence of the characterization of projection onto a
closed convex cone; see e.g., [RWD88, Theorem 1.3.2]. 
The above characterization has the following simplified form which is proved in
[GJW01b, Lemma 2.6].
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Lemma 2.2. Let R̂n,k =
∑k
i=1 µˆn(xi) and Sn,k =
∑k
i=1 Yi. Then µˆn ∈ argmin
ψ∈K
φn(ψ) if
and only if R̂n,n = Sn,n and
j−1∑
k=1
(R̂n,k − Sn,k) (xk+1 − xk)
{ ≥ 0, j = 2, 3, . . . , n,
= 0, if µˆn has a kink at xj or j = n,
(2.2)
where a kink (at xj) signifies a change of slope of the linear interpolant of the (xi, µˆn(xi)),
for i = 1, . . . , n.
Next, we give a few simple consequences of the above two results.
Lemma 2.3. (i) The convex LSE µˆn satisfies
n∑
i=1
(Yi − µˆn(xi)) = 0,
n∑
i=1
xi (Yi − µˆn(xi)) = 0.
(ii) Suppose that u < v be the two end-points of a affine part of µˆn. Let us denote u
by xk for some 1 ≤ k ≤ n. Then,∑
i:u≤xi≤v
(Yi − µˆn(xi)) ≤ 0, (2.3)∑
i:u≤xi≤v
xi (Yi − µˆn(xi)) ≤ 0, (2.4)
Yk − µˆn(xk) ≤ 0, (2.5)∑
i:u<xi<v
(Yi − µˆn(xi)) ≥ 0, (2.6)∑
i:u<xi<v
xi (Yi − µˆn(xi)) ≥ 0. (2.7)
Proof. (i) Let us define ψ1(x) := µˆn(x) + 1 and ψ2(x) := µˆn(x) − 1. Plugging ψ1(·)
and ψ2(·) in Lemma 2.1(iii) in place of ψ(·) we can obtain
∑n
i=1 (Yi − µˆn(xi)) = 0.
Similarly, using µˆn(x) + x and µˆn(x) − x in place of ψ(·) in Lemma 2.1(iii) yields∑n
i=1 xi (Yi − µˆn(xi)) = 0.
(ii) Let u and v are respectively xk and xl. Consider the functions f1, f2 and f3
plotted in Figure 1. Note that linear part of f2 on the interval [xk, xl] is a section of a
line passing through origin.
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x
f1(x)
xk xlxk−1 xl+1
1
x
f2(x)
xk xlxk−1 xl+1
xk
x
f3(x)
xkxk−1 xk+1
1
Fig 1: Graphs of f1, f2 and f3.
One can obtain the inequalities in (ii), (ii) and (ii) by replacing ψ with µˆn+ δf1, µˆn+
δf2 and µˆn + δf3, respectively, in Lemma 2.1(iii) for some sufficiently small δ > 0 so
that the functions remain convex everywhere inside the interval [x1, xn]. Similarly, the
inequalities in (ii) and (ii) can be derived using µˆn + δg1, and µˆn + δg2, respectively, in
Lemma 2.1(iii) for some sufficiently small δ > 0 where g1 and g2 are plotted in Figure 2.
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x
g1(x)
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x
g2(x)
xk xlxk+1 xl−1
−xk+1
Fig 2: Graphs of g1 and g2.

It is also known that the piecewise affine LSE can be obtained as the projection of
Y onto the closed convex polyhedral cone generated by the functions ±1, ±x, (x−xi)+,
where (x)+ := max{x, 0} denotes the positive part of x; see [GJW01b]. The following
result gives another representation of the convex LSE. It is a consequence of a more
general result stated in [MW00, Proposition 1] where the underlying polyhedral cone is
expressed in terms of linear inequalities; we state the result in terms of the generators
of the cone. For completeness, we also give its proof in Section A.1.
Proposition 2.1. If the set of kinks is found to be xm1 < . . . < xmk , k ≥ 0, then the
convex LSE has the following representation:
µˆn(x) = aˆ+ bˆ0x+
k∑
j=1
bˆj(x− xmj )+
where aˆ, bˆ0 ∈ R, bˆj > 0, for j = 1, . . . , k, are the unconstrained LSEs obtained by
minimizing
n∑
i=1
{
Yi − a− b0xi −
k∑
j=1
bj(xi − xmj )+
}2
(2.8)
over a, bj ∈ R (j = 0, . . . , k).
imsart-generic ver. 2011/11/15 file: On_Cvx_Reg_2016_NewFonts_Revised.tex date: November 17, 2016
Ghosal & Sen/On Univariate Convex Regression 7
Although the convex LSE is piecewise affine, the fitted line between two consecutive
kink points is not necessarily equal to a simple linear regression fit with the data points
in between the two kinks; compare this with isotonic regression where the isotonic LSE
is just the average of the response values within the constant ‘block’. The following
result, proved in Section A.2, shows that the convex LSE is location equivariant under
any affine transformation.
Lemma 2.4. Let ψˆn be a convex function that minimizes
∑n
i=1(Yi + a+ bxi − ψ(xi))2
over ψ ∈ K, where a, b ∈ R. Then
ψˆn(xi) = µˆn(xi) + a + bxi. (2.9)
3. Local rate of convergence of the LSE
In this section we study the rate of convergence of µˆn(x0), where x0 ∈ (0, 1) is an
interior point. For notational convenience, we often use µ′ and µ′′ to denote first and
second derivatives of the convex function µ. In general, we use µ(r) to denote the r-th
derivative of µ. By µˆ′n(x), we will always mean µˆ
′
n(x−), unless otherwise mentioned.
We first state the assumption on the errors required for the results in this section:
(A1) εi’s are mean zero i.i.d. random variables with Var(εi) = σ
2 <∞. Also, we assume
that E[exp(tε1)] <∞, for some t > 0.
Under a uniform fixed design setting, the local rate of convergence of the convex LSE
was established in [Mam91]. [GJW01b] generalized the result further and derived the
local rate of convergence of the derivative of the LSE. The proof of the following theorem
can be found in [GJW01b, Lemma 4.5].
Theorem 3.1. Suppose that µ′(x0) < 0, µ
′′(x0) > 0 and µ
′′ is continuous in a neigh-
borhood of x0. Assume that the design points xi = xn,i satisfy
c
n
≤ xi,n+1 − xi,n ≤ C
n
, i = 1, . . . , n,
for some constants 0 < c < C < ∞. Then, under assumption (A1), the LSE µˆn
satisfies: for each M > 0,
n2/5 sup
|t|≤M
∣∣µˆn (x0 + tn−1/5)− µ(x0)− tn−1/5µ′(x0)∣∣ = Op(1) (3.1)
and
n1/5 sup
|t|≤M
∣∣µˆ′n (x0 + tn−1/5)− µ′(x0)∣∣ = Op(1). (3.2)
Remark 1. It can be noted that one can carry out the proof of Theorem 3.1 without
assuming µ′(x0) < 0. In the case when µ
′(x0) ≥ 0, we just have to add an affine function
−α(x− x0) to the data for a large α > 0. Using affine equivariance of the convex LSE
in Lemma 2.4, we can now say that (3.1) and (3.1) hold true even when µˆn and µ in
Theorem 3.1 are replaced by µˆn−α(x−x0) and µ−α(x−x0) respectively, thus proving
the result for the cases when µ′(x0) ≥ 0.
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Note that the above result assumes a fixed design setting and only investigates the
rate of convergence when µ has non-vanishing second derivatives. In the following we
state the two main results of this section where we assume that the design is random.
The first result deals with the case where a certain number of derivatives vanish at x0
(Scenario (a) as mentioned in the Introduction). The second result is applicable when
µ is affine in a neighborhood of x0 (Scenario (b)).
Theorem 3.2. Let x0 ∈ (0, 1) be such that µ(2)(x0) = . . . = µ(r−1)(x0) = 0 and
µ(r)(x0) 6= 0, r > 2. Let us assume further that µ(r)(x0) is continuous in a neighborhood
around x0. Then, under assumption (A1), µˆn(x0) satisfies the following: for each M >
0,
n
r
2r+1 sup
|t|≤M
∣∣∣µˆn (x0 + tn− 12r+1)− µ(x0)∣∣∣ = Op(1) (3.3)
and
n
r−1
2r+1 sup
|t|≤M
∣∣∣µˆ′n (x0 + tn− 12r+1)− µ′(x0)∣∣∣ = Op(1).
Remark 2. Let us point out that r should be an even integer and µ(r)(x0) > 0. This
is because, by Taylor’s theorem, we can say
µ(2)(x) =
µ(r)(x0)
(r − 2)!(x− x0)
r−2 + o((x− x0)r−1)
in a some neighborhood of x0. As convexity implies µ
(2)(x) ≥ 0 for all x whenever
µ(2)(x) exists, r cannot be an odd integer. Further, because of convexity, µ(r)(x0) must
be greater than 0.
Theorem 3.3. Let µ be affine in the interval [a, b] ⊆ [0, 1]. Let x0 ∈ (a, b) and let η > 0
be such that [x0−η, x0+η] ⊆ (a, b). Then, under assumption (A1), µˆn(x0) satisfies the
following: for each ǫ > 0 and for each 0 < c < η,
n1/2 sup
|t|≤c
|µˆn (x0 + t)− µ(x0)− µ′(x0)t| = Op(1),
and
n1/2 sup
|t|≤c
|µˆ′n (x0 + t)− µ′(x0 + t)| = Op(1).
In Figure 3, we present two plots illustrating the different rates of convergence of
µˆn under different assumptions on µ, as indicated in Theorems 3.2 and 3.3 above. We
plot the logarithm of the absolute bias |µˆn (x0) − µ(x0)| in scenarios (a) and (b) with
increasing sample size (we take x0 = 0.5). In scenario (a) we choose r = 4 (indicating
‘smoothness’ equal to 4) and the model Y = 2(X − 0.5)4 + ǫ, where X ∼ U(0, 1)
and ǫ ∼ N(0, 1) are independent. We draw 200 replicates for 30 different sample sizes
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ranging from 500 to 10000. We repeat the same procedure for scenario (b) with the
model Y = 2(X − 0.5) + ǫ (we represent this by ‘smoothness’ equal to 1). According
to Theorem 3.2, one should expect the slope of the best fitted line in the plot with
smoothness = 4 to be equal to −4/(2×4+1) ≈ −0.44. Similarly, Theorem 3.3 predicts
that the slope in the second plot should equal −1/2. In the simulations the slopes of
the best fitted lines came out to be −.454 and −.48 respectively.
6.5 7.0 7.5 8.0 8.5 9.0
−
0.
5
0.
0
0.
5
Smoothness = 4
Log(n)
Lo
g(|
Bia
s|)
Expt. Rate Line
LSE Fit
6.5 7.0 7.5 8.0 8.5 9.0
−
1.
4
−
1.
2
−
1.
0
−
0.
8
−
0.
6
−
0.
4
−
0.
2
0.
0
Smoothness = 1
Log(n)
Lo
g(|
Bia
s|)
Expt. Rate Line
LSE Fit
Fig 3: Plots of the logarithms of absolute bias versus the logarithm of sample size.
In both scenarios, the slopes of the black solid lines are equal to the negative of the
exponents of n in the rates predicted in Theorems 3.2 and 3.3.
3.1. Proofs of the two theorems
For the sake of clarity, we divide the proofs into several steps. These steps provide the
sketches of the proofs and will be closely followed in both the proofs. The proofs of the
following lemmas are given in Appendix A.
Step I. Let us define G : [0, 1]→ R as
G(x) =
∑
i:xi≤x
(Yi − µˆn(xi))(x− xi). (3.4)
Lemma 3.1. Let Ω be the set of all kink points of the convex LSE. Then for all x ∈
[x1, xn],
G(x) ≥ 0,
and G(x) = 0 for all x ∈ Ω.
Step II. Let x0 lie in a compact interval [a, b] ⊂ (0, 1). Fix ǫ > 0 and let
T := Ω ∩ [a+ ǫ, b− ǫ].
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Lemma 3.2.
sup
x∈T
∣∣∣∣∣ ∑
i:xi≤x
(Yi − µˆn(xi))
∣∣∣∣∣ = Op (logn) . (3.5)
Step III. Let us define
fu,v(x) = 1−
(
2− 4
v − u
∣∣∣∣x− u+ v2
∣∣∣∣)
+
and
Z(u, v) = n−1
n∑
i=1
fu,v(xi) (Yi − µˆn (xi)) . (3.6)
Figure 4 shows the graph of fu,v.
x
fu,v(x)
u v
1
−1
u+v
2
Fig 4: Graph of fu,v.
Lemma 3.3. We have the following results:
(i) Z(u, v) ≤ 0, for u < v ∈ T .
(ii) Define
Un := sup{x ∈ Ω : x ≤ x0} and Vn := inf{x ∈ Ω : x > x0}.
If {Un}, {Vn} satisfy
Vn − Un = Op(cn), and 1
Vn − Un = Op(c
−1
n ) (3.7)
for some bounded sequence of positive real numbers {cn}∞n=1, then∣∣∣∣∣Z(Un, Vn)− n−1 ∑
Un≤xi≤Vn
fUn,Vn(xi)Yi
∣∣∣∣∣ =√Vn − UnOp(n−1/2) +Op(n−1logn).
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The above lemma is crucial in the sequel. In some sense, the above display helps us
“localize” to a neighborhood of x0. From now on we will mainly study the localized
random variable n−1
∑
Un≤xi≤Vn
fUn,Vn(xi)Yi and use the fact that Z(Un, Vn) ≤ 0 to
derive our result.
Step IV. We expand n−1
∑
Un≤xi≤Vn
fUn,Vn(xi)Yi into two parts, namely Z1(Un, Vn) and
Z2(Un, Vn), such that
Z(Un, Vn) = Z1(Un, Vn) + Z2(Un, Vn) +
√
Vn − UnOp(n−1/2) +Op(n−1log n) (3.8)
where
Z1(Un, Vn) =
1
n
∑
Un≤xi≤Vn
fUn,Vn(xi)µ(xi) (3.9)
and
Z2(Un, Vn) =
1
n
∑
Un≤xi≤Vn
fUn,Vn(xi)εi.
Step V. Utilizing the inequality Z(Un, Vn) ≤ 0 we will find out the rate at which the
two consecutive kink points around x0 come close to each other.
Step VI. Again utilizing the result in Step I, we will find the rate at which
inf
Un≤x≤Vn
|µˆn(x)− µ(x)|
will converge to zero when two sequence of kinks {Un} ⊂ {x ∈ Ω : x ≤ x0} and
{Vn} ⊂ {x ∈ Ω : x > x0} approach each other at a certain rate.
Step VII. Finally, we will derive the rate of convergence of the derivative µˆ′n(x0) and
will utilize this to find the rate of convergence of µˆn(x0).
3.1.1. Proof of the Theorem 3.2
Without loss of generality, we can also assume µ′(x0) = 0 thanks to the affine equivari-
ance property of convex LSE proved in Lemma 2.4. We will first show that Vn−Un a.s.→ 0.
Suppose that the true convex function has a change in slope in an open interval around
x0. Then, almost surely (a.s.) there will exist a bend point of µˆn in that interval, for
sufficiently large n, as µˆn converges uniformly to µ on compact sets contained in the
interior of (0, 1); see [SS11] and [Mam91, Lemma 5].
Since µ(r)(·) is continuous at x0, there exists δ > 0 such that for all x ∈ (x0−δ, x0+δ),
µ(r)(x) > 1
2
µ(r)(x0). As a result, using an (r − 1)-fold integral,
µ′(x0 − δ/3)− µ′(x0 − δ) ≥ cµ(r)(x0)δr−1
for some constant c > 0. Similarly, the change in slope in the interval (x0+ δ/3, x0+ δ)
has the same lower bound. Hence for sufficiently large n, with probability one, there
exists at least two bend points around x0 within a distance less than 2δ. In fact, the
above observation holds for any 0 < ǫ < δ. So for all ǫ < δ we can argue that P(Vn−Un >
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ǫ i.o.) = 0. In particular, the union of all such events {Vn − Un > ǫ i.o.} will have zero
probability whenever ǫ varies over set of all rationals. Hence, Vn − Un a.s.→ 0.
By using a Taylor series expansion of µ in (3.1) and the continuity of µ(r) around x0,
we get
Z1 (Un, Vn) = n
−1
∑
Un≤xi≤Vn
fUn,Vn(xi)
(
1
r!
µ(r)(x0) (xi − Un)r + o ((Vn − Un)r)
)
.
For δ > 0, consider the class of functions
Fδ = {fu,v(x)1[u,v](x)(x− u)r : x0 − δ < u ≤ x0 ≤ v < x0 + δ}.
An envelope function for Fδ can be taken as
Fδ(x) = (2δ)
r1[x0−δ,x0+δ](x),
so that
E
[
F 2δ (X)
]
= (2δ)2r{F (x0 + δ)− F (x0 − δ)} = 22rδ2r+1.
Using Theorem 2.14.1 of [vdVW96], we have
E
[(
sup
g∈Fδ
|(Pn − P ) g|
)2]
≤ K
n
E
[
F 2δ (X)
]
= O(n−1δ2r+1), (3.10)
where K > 0 is a constant.
Proposition 3.1. There exists δ0 > 0 such that for each ǫ > 0, there exists random
variables {Mn} of the order Op(1) such that the following holds for all u, v, where
x0 − δ0 < u ≤ x0 ≤ v < x0 + δ0:∣∣(Pn − P ) fu,v(X)1[u,v](X)(X − u)r∣∣ ≤ ǫ(v − u)r+1 + n−(r+1)M2n. (3.11)
Now, we can show that
P [fu,v(X)1[u,v](X)(X − u)r] = cµ(r)(x0)(v − u)r+1
as X ∼ Uniform(0, 1). Using Proposition 3.1, we can write
Z1 (Un, Vn) =
1
2r+1(r + 1)!
µ(r)(x0)(Vn −Un)r+1 + ǫ(Vn −Un)r+1 +Op
(
n−(r+1)
)
. (3.12)
Lemma 3.4. We have
Vn − Un = Op(n−
1
2r+1 ).
From Lemma 3.1 it is clear that G(x) = 0 for all x ∈ T . In particular, G(Un) = 0
and G(Vn) = 0 and as a result G(Vn) − G(Un) = 0. The following result is similar in
spirit to [GJW01b, Lemma 4.3].
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Lemma 3.5. Let Un and Vn be two sequences of kinks, for n ≥ 1, such that Vn > Un
and cn−1/(2r+1) < Vn − Un = Op(n−1/(2r+1)) for some c > 0. Then
inf
Un≤x≤Vn
|µˆn(x)− µ(x)| = Op
(
n−
r
2r+1
)
.
We will now derive the rate of convergence of µˆ′n around a neighborhood of x0. Fix
M > 0. Let us denote the left nearest kink point to x0 −Mn−1/(2r+1) and the right
nearest kink point to x0+Mn
−1/(2r+1) by σn,−1 and σn,1 respectively. Also, let us denote
the left nearest kink point to σn,−1 by σn,−2 and the right nearest kink point to σn,1
by σn,2. Further, let us name the nearest kink on the right side of σn,2 + n
−1/(2r+1) by
σn,3, and the nearest kink to the left of σn,−2 − n−1/(2r+1) by σn,−3. Further, denote the
left nearest kink to σn,−3 by σn,−4 and the right nearest kink to σn,3 by σn,4. Figure 5
explains the above notation pictorially.
x0σn,−1
Mln
σn,1
Mln
σn,−2 σn,2σn,−3
ln
σn,3
ln
σn,−4 σn,4
Fig 5: Diagram showing the positions of the kink points. Here ln := n
−1/(2r+1).
Note that all the results proved till now for Un = sup{x ≤ x0 : µˆ′n(x−) < µˆ′n(x+)}
and Vn = inf{x ≥ x0 : µˆ′n(x−) < µˆ′n(x+)} also can be proved if we take Un as
sup{x ≤ ξn : µˆ′n(x−) < µˆ′n(x+)} and Vn as inf{x ≥ ξn : µˆ′n(x−) < µˆ′n(x+)} for some
sequence {ξn}∞n=1 such that ξn −→ x0 as n → ∞. Hence from Lemma 3.5, it is clear
that σn,4 − σn,−4 = Op(n−
1
2r+1 ). We will name the point of minimum of |µˆn(x) − µ(x)|
in the interval [σn,i, σn,i+1] as ηn,i+1. For any t ∈ R, such that |t| ≤M ,
µˆ′n(x0 + tn
− 1
2r+1 ) ≥ µˆn(ηn,−1)− µˆn(ηn,−3)
ηn,−1 − ηn,−3
≥ µ(ηn,−1)− µ(ηn,−3)
ηn,−1 − ηn,−3 +
µˆn(ηn,−1)− µ(ηn,−1)− µˆn(ηn,−3) + µ(ηn,−3)
ηn,−1 − ηn,−3
≥ µ′(x0)− cǫn−
r−1
2r+1
for some cǫ > 0 with probability greater than 1 − ǫ. Similarly using ηn,2 and ηn,4, it is
easy to see that
µˆ′n(x0 + tn
− 1
2r+1 ) ≤ µ′(x0) + cǫn−
r−1
2r+1
holds with probability greater than 1− ǫ. Hence we get
sup
|t|≤M
|µˆ′n(x0 + tn−
1
2r+1 )− µ′(x0)| = Op(n−
r−1
2r+1 ). (3.13)
For the pointwise rate of convergence of the convex function, we will make use of the
last two results. We will only prove that given any ǫ > 0, there exists Kǫ > 0 such that
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µˆn(x0) ≥ µ(x0) −Kǫn−
r
2r+1 for some finite Kǫ (the other side can be proved similarly
(see [GJW01b, Lemma 4.4])):
µˆn(x0) ≥ µˆn(ηn,−1) + µˆ′n(ηn,−1)(x0 − ηn,−1)
≥ (µˆn(ηn,−1)− µ(ηn,−1)) + µ(ηn,−1) + µˆ′n(ηn,−1)(x0 − ηn,−1)
≥ µ(x0)−Kǫn−
r
2r+1 .
The last inequality follows from Lemma 3.5 and (3.1.1) as it is clear from the definition
of ηn,−1 that Mn
−1/(2r+1) < |x0 − ηn,−1| = Op(n−1/(2r+1)).
3.1.2. Proof of Theorem 3.3
Let us assume that x0 ∈ (a, b) ⊆ [0, 1] and that µ is affine on [a, b]. If 0 < a < b < 1,
we will assume that µ has a strict change of slope at a and b, i.e., [a, b] is the maximal
interval around x0 on which µ is affine. Let U1n and V1n be the left nearest and the right
nearest kink points to a respectively. If a happens to be equal to 0, then U1n and V1n
are both defined as the nearest kink point to 0. In case there is no kink point on the
left side (right side) of a, we will let U1n (V1n) be equal to a. Let U2n and V2n be defined
similarly for b. Let a < x0 − η < x0 + η < b for some η > 0.
xU1n V1na x0 bU2n V2n
Fig 6: Graph of one possible instance of µˆn around x0. Note that in this picture Un = V1n
and Vn = U2n.
Due to the convexity and strict change of slope of µ at a and b, whenever 0 < a <
b < 1, and the a.s. consistency of µˆn, it is clear that Un :=
[
argmin{U1n,V1n} |x − a|
] ∨ a
and Vn :=
[
argmin{U2n,V2n} |x− b|
] ∧ b converge a.s. to a and b respectively. If a = 0 or
b = 1, it may happen that both Un and Vn defined above end up being the same point.
One can also prove the a.s. convergence of Un and Vn to a and b accordingly whenever
a = 0 or b = 1, if we redefine Vn := b when it is closer to a relative to b and Un := a for
the other case. Figure 6 explains the above notation pictorially.
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Define
T := (Ω ∩ [a, b]) ∪ {Un,Vn}
and fix ǫ > 0 so that [x0 − η, x0 + η] ⊂ (a + ǫ, b − ǫ). Let {ξn}∞n=1 be any sequence in
the interval [a+ ǫ, b− ǫ]. Let us define
Un := sup{x ≤ ξn : x ∈ T} and Vn := inf{x > ξn : x ∈ T}.
Using similar arguments as that in the proof of Lemma 3.3, one can show that∣∣∣∣∣Z(Un, Vn)− n−1 ∑
Un≤xi≤Vn
fUn,Vn(xi)Yi
∣∣∣∣∣ = Op
(√
Vn − Un
n
)
+Op
(
log n
n
)
where Z(·, ·) is defined in (3.1). Under the assumption of linearity of µ inside the interval
[a, b], using the same techniques as in the proof of Lemma 3.3(ii) it can be shown that
Z1(Un, Vn) =
{√
(Vn − Un) + (Vn − Un)3/2
}
Op
(
1√
n
)
.
As Z(Un, Vn) ≤ 0, we can compare the order of Z2(Un, Vn) (see A.7) with other terms in
the expansion of Z(Un, Vn) in (3.1). Ignoring the smaller order terms (a more elaborate
analysis can be done to tackle the smaller order terms) leads to the following inequality:√
Vn − Un
n
.
(Vn − Un)3/2√
n
which yields
1
Vn − Un = Op(1). (3.14)
Now let us choose a random sequence {ξn}∞n=1 of real numbers such that ξn ∈ [un, vn]
where [un, vn] is the interval of smallest length for all consecutive u, v ∈ T ∩ [a+ ǫ, b−ǫ].
Repeating all the arguments for {Un}∞n=1 and {Vn}∞n=1 defined through {ξn}∞n=1 it follows
that (3.1.2) holds, and as a consequence we have
1
inf
Un 6=Vn∈T∩(a+ǫ,b−ǫ)
(Vn − Un) = Op(1). (3.15)
Note that (3.1.2) implies that the length of each of the linear sections of µˆn in the
interval (a+ ǫ, b− ǫ) is Op(1). Thus, the least squares regression lines fitted on each of
these intervals will be
√
n-consistent, converging to µ. On top of that, if one can obtain
tight bounds on the deviation of these least squares regression lines from µˆn on each of
these affine sections of µˆn, then it would be possible to derive the rate of convergence
of µˆn to µ at x0. In the subsequent discussion, we try to make this intuition rigorous.
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Let us consider two end points u and v of any affine part of µˆn. Note that (ii) and (ii)
in conjunction with (ii) and (ii) in Lemma 2.3 imply∣∣∣∣∣ ∑
i:u≤xi≤v
(Yi − µˆn(xi))
∣∣∣∣∣ ≤ |Yk1 − µˆn(xk1)|+ |Yk2 − µˆn(xk2)| , (3.16)∣∣∣∣∣ ∑
i:u≤xi≤v
xi (Yi − µˆn(xi))
∣∣∣∣∣ ≤ |xk1| |Yk1 − µˆn(xk1)|+ |xk2| |Yk2 − µˆn(xk2)| , (3.17)
where k1 and k2 denote the indices of u and v respectively.
Definition 3.1. Define T
(1)
u,v and T
(2)
u,v in the following way:
T(1)u,v :=
∑
i:u≤xi≤v
(Yi − µˆn(xi))
T(2)u,v :=
∑
i:u≤xi≤v
xi (Yi − µˆn(xi)) .
We will denote the mean of the xi’s in the interval [u, v] by x¯, and by aˆls & bˆls the
simple linear LSEs of the intercept and the slope parameters fitted over the data points
in the interval [u, v].
Lemma 3.6. We have
sup
x∈[u,v]
∣∣∣aˆls + bˆlsx− µˆn(x)∣∣∣ ≤ |v − u|
∣∣∣∣∣ x¯T(1)u,v − T(2)u,v∑u≤xi≤v(xi − x¯)2
∣∣∣∣∣+
∣∣∣T(1)u,v∣∣∣
k2 − k1 + 1 .
Lemma 3.7. Let u, v be two consecutive kink points of µˆn and let aˆls+ bˆlsx be the least
squares regression line fitted over the data points in the interval [u, v]. Further assume
that 1/(v − u) = Op(1). Then,
sup
x∈[u,v]
∣∣∣aˆls + bˆlsx− µˆn(x)∣∣∣ = Op( log n
n
)
. (3.18)
Next we apply Lemma 3.6 and Lemma 3.7 to complete the proof. It is clear from
(3.1.2) that for any given γ ∈ (0, 1), for sufficiently large n, there exists mγ > 0 such
that
[un, un +mγ ] ⊂ [un, vn] ⊂ [Un,Vn] ⊆ [a, b] (3.19)
holds with probability greater than 1 − γ where un, vn are defined immediately af-
ter (3.1.2) and Un, Vn are specified at the beginning this subsection. Note that (3.1.2)
implies the length of each of the affine sections of µˆn in the interval [x0 − η, x0 + η] is
at least mγ with probability greater than 1− γ. So Op(n) realization of xi’s fall inside
imsart-generic ver. 2011/11/15 file: On_Cvx_Reg_2016_NewFonts_Revised.tex date: November 17, 2016
Ghosal & Sen/On Univariate Convex Regression 17
of each of these intervals. Hence, the LSEs aˆls and bˆls on any of these affine sections of
µˆn would be
√
n-consistent.
Let aˆ
(t)
ls and bˆ
(t)
ls be the LSEs of the intercept and the slope parameters for the simple
linear regression model fitted over the data points in the interval [U
(t)
n , V
(t)
n ], where
U
(t)
n := sup{x ≤ x0 + t : x ∈ T} and V (t)n := inf{x > x0 + t : x ∈ T}. Then, for all large
n,
P
(
sup
|t|≤η
√
n|µˆn(x0 + t)− µ(x0)− µ′(x0)t| > M
)
≤ P
(
sup
|t|≤η
√
n|aˆ(t)ls + bˆ(t)ls (x0 + t)− µ(x0)− µ′(x0)t| > M/2
)
+ P
(
sup
|t|≤η
√
n|aˆ(t)ls + bˆ(t)ls (x0 + t)− µˆn(x0)| > M/2
)
≤ P
(
sup
|t|≤η
√
n|aˆ(t)ls + bˆ(t)ls (x0 + t)− µ(x0)− µ′(x0)t| > M/2
)
+ 2γ,
where the last inequality follows from (3.7) and the fact that vn − un ≥ mγ with
probability 1 − γ for all large n. Note that the first term in the right side of (3.1) can
be made arbitrarily small by choosing M sufficiently large. Hence,
sup
|t|≤η
√
n|µˆn(x0 + t)− µ(x0)− µ′(x0)t| = Op(1).
4. Asymptotic distributions
In this section we will establish the pointwise asymptotic theory of the estimators in
both the scenarios (a) and (b), as mentioned in the Introduction. The proof of the
main result in this section is divided into three steps, similar to that of the proof of the
pointwise distribution theory in [GJW01b]. We first define localized processes whose
double and third derivatives at zero arise as the asymptotic limits of the properly scaled
(and centered) LSE and its derivative.
Theorem 4.1. Let X(r)(t) =W (t)+(r+2)t
r+1, for t ∈ R, where W (t) is standard two-
sided Brownian motion starting from 0, and let Y(r) be the integral of X(r), satisfying
Y(r)(0) = 0, i.e., Y(r)(t) =
∫ t
0
W (t)dt+ tr+2 for t ∈ R. Then there exists an a.s. uniquely
defined random continuous function H(r) satisfying the following conditions:
(1) H(r) is everywhere above the function Y ; i.e.,
H(r)(t) ≥ Y(r)(t) for all t ∈ R,
(2) H(r) has a convex second derivative, and with probability 1, H(r) is three times
differentiable at t = 0,
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(3) H(r) satisfies ∫
R
{
H(r)(t)− Y(r)(t)
}
dH ′′′(r)(t) = 0.
Following [GJW01b] we will call H(r) to be the ‘invelope’ process of Y(r).
Remark 3. Note that the ‘invelope’ process of Y(r) defined in Theorem 4.1 is just the
analogue of the ’invelope’ for the process Y ≡ Y(2) defined in [GJW01b]. The proofs
of the existence and uniqueness of H(r) will follow the exact same steps involved in
proving the analogous results for H ≡ H(2) in [GJW01a]. Completely rigorous proof of
Theorem 4.1 is beyond the scope of this paper. Hence, we omit the proof of this result
and assume that the result holds for the rest of the paper.
Theorem 4.2 (Asymptotic distributions at a point where up to (r−1)th derivative van-
ishes). Suppose that µ is a convex function such that at x0, µ
(1)(x0) = . . . = µ
(r−1)(x0) =
0 and µ(r)(x0) 6= 0. Convexity of µ shows that µ(r)(x0) > 0 and that r ≥ 2 is even. We
further assume that µ(r) is continuous in a neighborhood around x0. Then for the LSE
µˆn it follows that(
n
r
2r+1d1(r, µ) (µˆn(x0)− µ(x0))
n
r−1
2r+1d2(r, µ) (µˆ
′
n(x0)− µ′(x0))
)
d→
(
H ′′(r)(0)
H ′′′(r)(0)
)
where (H ′′(r)(0), H
′′′
(r)(0)) are the second and third derivatives at 0 of the invelope H(r) of
Y(r) (as defined in Theorem 4.1) and
d1(r, µ) =
(
(r + 2)!
σ2r+2µ(r)(x0)
) 1
2r+1
and d2(r, µ) =
(
((r + 2)!)3
σ2r (µ(r)(x0))
3
) 1
2r+1
.
Remark 4. In fact Theorem 4.2 can be strengthened to show that suitably scaled ver-
sion of (µˆn, µˆ
′
n) (locally) converges in distribution to the stochastic process (H
′′
(r), H
′′′
(r))
in the metric of uniform convergence on compacta, i.e., n r2r+1d1(r, µ)(µˆn(x0 + tn −12r+1 )− µ(x0))
n
r−1
2r+1d2(r, µ)
(
µˆ′n(x0 + tn
−1
2r+1 )− µ′(x0)
)  d→ ( H ′′(r)(t)
H ′′′(r)(t)
)
where (H ′′(r)(t), H
′′′
(r)(t)) are the second and third derivatives at t of the invelope H(r) of
Y(r) and d1(r, µ) and d2(r, µ) are defined in Theorem 4.2.
Next we study the behavior of µˆn and µˆ
′
n under scenario (b), i.e., when µ is affine in
an interval around x0.
Theorem 4.3. Let X(t) = W (t), where W (t) is a standard Brownian motion on the
interval [0, 1], and let Y be the integral of X, satisfying Y (0) = 0, i.e., Y (t) =
∫ t
0
X(t)dt,
for 0 ≤ t ≤ 1. Then there exists an a.s. uniquely defined random continuously differen-
tiable function H satisfying the following conditions:
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(1) H is always above the function Y in the interval [0, 1], i.e.,
H(t) ≥ Y (t) for each t ∈ [0, 1],
(2) H has a convex second derivative, and with probability 1, H is three times differ-
entiable on [0, 1],
(3) H(0) = Y (0), H(1) = Y (1), H ′(0) = Y ′(0), H ′(1) = Y ′(1),
(4) H satisfies ∫ 1
0
{H(t)− Y (t)} dH ′′′(t) = 0.
Remark 5. One can find a detailed proof of the above theorem in [CW16, Theorem
3.5]. The proof of the above result is essentially the same as that of Theorem 4.1 except
for the fact that there are some extra boundary conditions that need to be taken care
of.
Theorem 4.4 (Asymptotic distributions at a point where µ is affine). Suppose that µ
is a convex function such that µ(x) = mx + c for some m, c ∈ R, in the interval [a, b]
around x0. Then for the LSE µˆn over the set of all convex functions, it follows that( √
n (µˆn(x0)− µ(x0))√
n (µˆ′n(x0)− µ′(x0))
)
d→ σ
(
H ′′
(
x0−a
b−a
)
H ′′′
(
x0−a
b−a
) )
where (H ′′(t), H ′′′(t)) are the second and third derivatives at t of the invelope H of Y .
Remark 6. Theorem 4.4 can be further strengthened to show that (µˆn, µˆ
′
n) converges
on any interval [a−δ1, b+δ2], for δ1+δ2 < b−a, uniformly to the process (H ′′, H ′′′)( ·−ab−a).
For a proof of the Theorem 4.4, we refer to [CW16, Theorem 3.5] where, indeed, the
stronger version has been proved. Note that in [CW16] the authors consider a uniform
fixed design setup whereas we use a random design setting. Thus, suitable modifications
are required to apply [CW16, Theorem 3.5] to derive our result. A key step in this regard
is the uniform tightness result proved in Theorem 3.3.
4.1. Proof of the theorems stated in this section
4.1.1. Proof of the Theorem 4.2
At first we introduce some notation. As earlier, denote the piecewise linear function
through the points (xi, µˆn(xi)) by µˆn : [0, 1]→ R. Let us define
Sn(t) :=
1
n
n∑
i=1
Yi1xi≤t,
Rn(t) :=
1
n
n∑
i=1
µˆn(xi)1xi≤t =
∫ t
0
µˆn(s)dFn(s),
R˜n(t) :=
∫ t
0
µˆn(s)ds,
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where Fn is the empirical distribution function of the xi’s. Similar to that in [GJW01b],
we define the processes
Yn(x) :=
∫ x
0
Sn(v)dv, Hn(x) :=
∫ x
0
Rn(v)dv, H˜n(x) :=
∫ x
0
R˜n(v)dv,
as well as
Y locn (t) := n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
Sn(v)− Sn(x0)− µ(x0)
∫ v
x0
dFn(u)
}
dv,
H locn (t) := n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
Rn(v)− Rn(x0)− µ(x0)
∫ v
x0
dFn(u)
}
dv + Ant+Bn,
H˜ locn (t) := n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
R˜n(v)− R˜n(x0)− µ(x0)
∫ v
x0
du
}
dv + Ant+Bn,
where
An := n
r+1
2r+1 (Rn(x0)− Sn(x0)) and Bn := n
r+1
2r+1 (Hn(x0)− Yn(x0)) .
As in [GJW01b], we have the following expressions:
(H˜ locn )
′′(t) = n
r
2r+1
(
µˆn(x0 + tn
− 1
2r+1 )− µ(x0)
)
,
(H˜ locn )
′′′(t) = n
r−1
2r+1
{
µˆ′n(x0 + tn
− 1
2r+1 )
}
.
From Lemma 2.2, we see that
Hn(x) ≥ Yn(x) ∀ x ∈ [0, 1]
and equalities hold at the kinks. By virtue of Lemma 2.2, it is also easy to observe that
An = n
r+1
2r+1 {Rn(x0)− Rn(Un)− (Sn(x0)− Sn(Un))} ,
where Un := sup{x ∈ Ω : x ≤ x0} .
Using the results in Theorem 3.2 the tightness of the sequence {An} and {Bn} can be
easily derived; the arguments will be similar to the proof given in [GJW01b, p. 1693].
Now,
H locn (t)− Y locn (t) = n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{Rn(u)− Rn(x0)− (Sn(u)− Sn(x0))} du+ Ant +Bn
= n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{Rn(u)− Sn(u)} du+Bn
= n
r+2
2r+1
(
Hn(x0 + n
− 1
2r+1 )− Yn(x0 + n−
1
2r+1 )
)
≥ 0.
We will state an important proposition on weak convergence of the stochastic process
Y locn , in the metric of uniform convergence on compacta.
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Proposition 4.1. We have
Y locn (t)
d→ σ
∫ t
0
W (s)ds+
1
(r + 2)!
µ(r)(x0)t
r+2
in the metric of uniform convergence on compacta.
Now (3.2) along with the result in (A.11) imply that H locn and H˜
loc
n are asymptotically
the same. The arguments, again, are similar to those in [GJW01b, p. 1696]. We scale
H locn properly to obtain a new process H
l
n and use the same scaling to Y
loc
n to obtain Y
l
n.
Let k1Y
loc
n (k2t) be the transformation that makes it converge to an integrated Brownian
motion with a drift of tr+2. Note that by the scaling property of Brownian motion we
have that α−1/2W (αt) is a standard Brownian motion for all α > 0 if W is one. Thus,
it is easy to see that choosing
k1 = ((r + 2)!)
− 3
2r+1 σ−
2r+4
2r+1
(
µ(r)(x0
)
)
3
2r+1 and k2 = ((r + 2)!)
2
2r+1 σ
2
2r+1
(
µ(r)(x0)
)− 2
2r+1
will make Y ln
d→ Y(r), in the metric of uniform convergence on compacta. Further, note
that
(H ln)
′′(t) = k1k
2
2(H˜
loc
n )
′′(t) = n
r
2r+1d1(r, µ)
(
µˆn(x0 + tn
− 1
2r+1 )− µ(x0)
)
,
and
(H ln)
′′′(t) = k1k
3
2(H˜
loc
n )
′′′(t) = n
r−1
2r+1d2(r, µ)µˆ
′
n(x0 + tn
− 1
2r+1 ).
The proof will now be complete if we can show that H ln converges in such a way
that the second and third derivatives of this invelope converges in distribution to the
corresponding quantities ofH(r) mentioned in the statement of the theorem. For proving
that, we use similar arguments as in [GJW01b]. Let us define for c > 0 the product
space E [−c, c] as follows:
E [−c, c] := (C[−c, c])4 × (D[−c, c])2
and endow E [−c, c] with the product topology induced by the uniform topology on
C[−c, c] and the Skorohod topology on D[−c, c]. The space E [−c, c] supports the vector-
valued stochastic process
Zn :=
{(
H ln, (H
l
n)
′, (H ln)
′′, Y ln, (H
l
n)
′′′, (Y ln)
′
)}
.
It may be noted that the subset of D[−c, c] consisting of all nondecreasing functions,
absolutely bounded by M < ∞, is compact in the Skorohod topology. Hence, Theo-
rem 3.2 together with the monotonicity of (H ln)
′′′ shows that the sequence (H ln)
′′′ is
tight in D[−c, c], endowed with the Skorohod topology. Moreover, as the set of con-
tinuous functions with its values as well as its derivatives absolutely bounded by M is
compact in C[−c, c], under the uniform topology, the sequences H ln, (H ln)′ and (H ln)′′ are
also tight in C[−c, c]. This follows from Theorem 3.2. Since Y ln and (Y ln)′ both converge
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weakly, they are also tight in C[−c, c] and D[−c, c] respectively. This means that for
each ǫ > 0 we can construct a compact product set in E [−c, c] such that the vector
Zn will be contained in that set with probability at least 1 − ǫ for all n. This means
that the sequence Zn is tight in E [−c, c]. Fix an arbitrary subsequence {Zn′}. Then we
can construct a subsequence {Zn′′} such that {Zn′′} converges weakly to some Z0 in
E [−c, c], for each c > 0. By the continuous mapping theorem, it follows that the limit
Z0 = (H0, H
′
0, H
′′
0 , Y0, H
′′′
0 ) satisfies both
inf
t∈[−c,c]
(H0(t)− Y0(t)) ≥ 0 for each c > 0 (4.2)
and ∫
[−c,c]
{H0(t)− Y (t)}dH ′′′0 (t) = 0 (4.3)
a.s. Inequality (4.1.1) can, for example, be seen by using convergence of expectations
of the nonpositive continuous function τ : E [−c, c]→ R defined by
τ(z1, z2, . . . , z6) = inf
t
(z1(t)− z4(t)) ∧ 0.
Note that τ(Zn) ≡ 0 a.s. This gives τ(Z0) = 0 a.s., and hence (4.1.1). Note also that
H ′′0 is convex and decreasing. The equality (4.1.1) follows from considering the function
τ(z1, z2, . . . , z6) =
∫
[−c,c]
(z1(t)− z4(t)) dz5(t),
which is continuous on the subset of E [−c, c] consisting of functions with z5 increasing.
Now, since Z0 satisfies (4.1.1) for all c > 0, and for Y0 = Y(r) as defined in Theorem
4.1, we see that the first condition of Theorem 4.1 is satisfied by the first and fourth
components of Z0. Moreover, the second condition also holds true for Z0. Hence it follows
that the limit Z0 is in fact equal to Z = (H(r), H
′
(r), H
′′
(r), Y(r), H
′′′
(r), Y
′
(r)) involving the
unique function H(r) described in Theorem 4.1. Since the limit for any such subsequence
is the same in the uniform topology of compacta, it follows that the full sequence {Zn}
converges weakly and has the same limit, namely Z. In particular Zd(0)→d Z(0), and
this yields the result of Theorem 4.2.
5. Behavior of the LSE at the boundary
In the following lemma, behavior of LSE at the two boundary points, namely 0 and
1, will be studied. We show that the LSE is inconsistent at the boundary. In fact, the
derivative of the LSE is unboundedness at the boundary.
As we have seen before, the LSE µˆ is defined uniquely only at the data points xis.
We use the following linear interpolation to define it at the boundary point 0:
µˆn(0) := µˆn(x1)− µˆn(x2)− µˆn(x1)
x2 − x1 x1 and µˆ
′
n(0) :=
µˆn(x2)− µˆn(x1)
x2 − x1
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Lemma 5.1. Suppose that µ is decreasing at 0 and µ(0) > 0. Then the following hold.
(i) There exists ǫ0 > 0 such that for all ǫ ≤ ǫ0,
lim inf
n→∞
P (µˆn(0) > (1 + ǫ)µ(0)) > 0. (5.1)
This shows that µˆn(0) is inconsistent in estimating µ(0).
(ii) For some C > 0, depending only on ǫ0, for all M > 0,
lim inf P (|µˆ′n(0)| > M) > C. (5.2)
Thus, µˆ′n(0) is unbounded in probability.
Suppose now that µ is increasing at 1 and µ(1) > 0. Then (i) and (ii) hold which
µˆn(0) and µˆ
′
n(0) replaced by µˆn(1) and µˆ
′
n(1), defined as
µˆn(1) := µˆn(xn)+
µˆn(xn)− µˆn(xn−1)
xn − xn−1 (1−xn) and µˆ
′
n(1) :=
µˆn(xn)− µˆn(xn−1)
xn − xn−1 .
In case of µ being non-decreasing at 0 or µ(0) ≤ 0, the same result as in Lemma 5.1
can also be proved by using equivariance property summarized in Lemma 2.4.
6. Estimation of the point of minimum and its asymptotic distribution
In many applications it is of interest to find the point of minimum (i.e., argmin) of
a regression function; see e.g., [FM03] and the references therein. Intuitively, one can
argue that the argmin of the estimated regression function can serve as an estimator
of the true argmin. Since our estimated convex regression function is piecewise affine,
it is not hard to see that the argmin for the estimated function will be one of the kink
points. So, a natural estimator for the argmin of µ is
ψˆn,min = argmin
Xi
{µˆn(Xi) : 1 ≤ i ≤ n} .
If argmin of {µˆn(Xi) : 1 ≤ i ≤ n} is not unique, then define ψˆn,min to be the minimum
among all argmins.
Theorem 6.1. Let µmin := argminx∈[0,1] µ(x) be the unique argmin of the true convex
regression function µ and that µmin ∈ (0, 1). Then
ψˆn,min
a.s→ µmin.
Remark 7. The above result would also hold if µmin ∈ {0, 1}. A proof of this could be
obtained by using an extension of [DFJ04, Corollary 1] to the random design setup.
Next we study the rate of convergence of ψˆn,min. It can be noted that if µ is very flat
near µmin then it is difficult to estimate the exact argmin. This is because Theorem 3.2
implies that with increasing flatness of µ (i.e., increasing r) around µmin, µˆn gets flatter
in a wider neighborhood around µmin (as µˆ
′
n gets closer to 0). Thus, it is expected that
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ψˆn,min (which should be at one of the end points of an affine segment of µˆn) gets further
away from µmin. We state a result that not only gives the rate of convergence of ψˆn,min
but also provides its asymptotic distribution, under mild smoothness conditions. One
can note that [BRW09, Theorem 3.6] also gives a similar result in the case of log-concave
density estimation.
Theorem 6.2. Let µmin ≡ x0 ∈ (0, 1) be the unique argmin such that µ(1)(x0) =
. . . = µ(r−1)(x0) = 0 and µ
(r)(x0) 6= 0 where r ≥ 2 is even. Let us assume further
that µ(r)(x0) is continuous in a neighborhood around x0. Then under assumption (A1),
ψˆn,min satisfies the following:
n
1
2r+1
(
ψˆn,min − µmin
)
d→ 1
d1(r, µ)
argmin
t∈R
H ′′(r)(t),
where H ′′(r) and d1(r, µ) are defined in Theorems 4.1 and 4.2 respectively.
Appendix A: Proofs
A.1. Proof of Proposition 2.1
We know that for a given t ∈ R, (x− t)+ is a convex function. Hence it is easy to see
from Lemma 2.1 that
n∑
i=1
(xi − t)+ (Yi − µˆn(xi)) ≤ 0 for all t ∈ R. (A.1)
When t belongs to the set of kinks of µˆn, ψ(x) = µˆn(x)+ δ(x− t)+ is a convex function,
for |δ| small enough. Thus, by Lemma 2.1, we know that equality occurs in (A.1) when
t belongs to the set of kinks of µˆn. From [GJW01b, Lemma 2.6] we know that µˆn(x)
can be represented as
µˆn(x) = aˆ+ b0x+
k∑
j=1
bj(x− xmj )+
for some bj > 0 for j = 1, . . . , k. Now if we plug-in the above form of µˆn in (A.1) with t
being a kink of µˆn (so that we have equality in (A.1)) we get the normal equations for
the least squares problem in (2.1). Hence the result follows. 
A.2. Proof of Lemma 2.4
It is sufficient to show that ψˆn in (2.4) satisfies all three conditions in Lemma 2.1 with
Yi replaced by Yi + a + bxi. Since an affine function is always convex, condition (i)
follows immediately. It is also easy to see that, for any a, b ∈ R,
n∑
i=1
(a + bxi) (Yi − µˆn(xi)) = 0.
This verifies condition (ii) in Lemma 2.1. Condition (iii) in Lemma 2.1 can also be
verified similarly. 
imsart-generic ver. 2011/11/15 file: On_Cvx_Reg_2016_NewFonts_Revised.tex date: November 17, 2016
Ghosal & Sen/On Univariate Convex Regression 25
A.3. Proof of Lemma 3.1
We know that for all x ∈ R and δ > 0, ψ(t) = δ(t − x)+ is a convex function. As the
sum of two convex functions is also convex, µˆn(t) + δ(t− x)+ will also be convex for all
δ ≥ 0. If µˆn has a change in slope at x, for some sufficiently small δ > 0, µˆn(t)−δ(t−x)+
will also be a convex function. Now if we plug ψ(t) = µˆn(t) + (t− x)+ for all x ∈ [0, 1]
and ψ(t) = µˆn(t)− δ(t− x)+, for x being a point of slope change of µˆn, into the third
condition of Lemma 2.1, we obtain the desired result. 
A.4. Proof of Lemma 3.2
Let us fix any x from T . Along with x, let us choose its left nearest sample point and
right nearest sample point and call them ax and bx, respectively. From (3.1) we know
that G(ax) ≥ 0 and G(bx) ≥ 0. Now, as G(x) = 0, we have
G(bx)−G(x) = (bx − x)
∑
xi≤x
(Yi − µˆn(xi)) ≥ 0
and
G(ax)−G(x) = (ax − x)
∑
xi≤ax
(Yi − µˆn(xi)) ≥ 0.
Thus,
∑
xi≤x
(Yi − µˆn(xi)) ≥ 0 and
∑
xi≤x
(Yi − µˆn(xi))− (Ym − µˆn(x)) ≤ 0, where m is
the index of x, i.e, xm = x. These two facts imply that
|
∑
xi≤x
(Yi − µˆn(xi)) | ≤ |Ym − µˆn(x)| .
Now if we can bound sup
x∈T
|Ym − µˆn(x)|, we are done. Applying triangle inequality, we
have
sup
xi∈T
|Yi − µˆn(xi)| ≤ sup
xi∈[a+ǫ,b−ǫ]
|ǫi|+ sup
x∈[a−ǫ,b+ǫ]
|µˆn(x)− µ(x)| . (A.2)
The first term in the right hand side of (A.4) is Op(logn) thanks to assumption (A1).
As µˆn uniformly converges to µ a.s. in any compact interval completely contained in
the interior of the support of X , the second term in the right hand side of (A.4) is op(1).
Hence the result follows. 
A.5. Proof of Lemma 3.3
(i) Choose δ > 0 such that µˆn(x) + δfu,v(x) is a convex function. Note that this is
possible as u and v are kinks. Now if we use µˆn(x) + δfu,v(x) as the convex function ψ
in the characterization Lemma 2.1(iii) we obtain the desired result.
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(ii) Observe that
Z(u, v)− 1
n
∑
u≤xi≤v
fu,v(xi)Yi =
1
n
∑
xi<u or xi>v
(Yi − µˆn(xi))− 1
n
∑
u≤xi≤v
fu,v(xi)µˆn(xi).
Noticing that
∑
xi>v
(Yi − µˆn(xi)) = −
∑
xi≤v
(Yi − µˆn(xi)), and using (3.2) we can see
that the supremum of the first term (on the right hand side of the above display) over
the set T is Op(n
−1 log n). As µˆn(x) will be affine in the interval [u, v], for u and v being
consecutive kinks, we can further expand the second term as
1
n
∑
u≤xi≤v
fu,v(xi)µˆn(xi) =
1
n
∑
u≤xi≤v
fu,v(xi) {µˆn(u) + µˆ′n(u+)(xi − u)} .
Next, we will show that√
n
Vn − Un max
{∣∣∣ 1
n
∑
i:Un≤xi≤Vn
fUn,Vn(xi)(xi − Un)
∣∣∣, ∣∣∣ 1
n
∑
i:Un≤xi≤Vn
fUn,Vn(xi)
∣∣∣} = Op(1),
which will complete the proof, as µˆn(Un) and µˆ
′
n(Un+) are Op(1). Fix K1, K2 > 0.
Choose δn > 0 such that K1cn < δn < K2cn. For any δ > 0, let us define the following
two function classes:
F
(1)
δ =
{
fu,v(x)1[u,v](x)√
v − u : x0 − δ ≤ u ≤ x0 −K1cn ≤ x0 +K1cn ≤ v ≤ x0 + δ
}
and
F
(2)
δ =
{
fu,v(x)1[u,v](x)(x− u)√
v − u : x0 − δ ≤ u ≤ x0 −K1cn ≤ x0 +K1cn ≤ v ≤ x0 + δ
}
.
We can take
F
(1)
δ (x) :=
21[x0−δ,x0+δ](x)√
2K1cn
and F
(2)
δ (x) :=
21[x0−δ,x0+δ](x)δ√
2K1cn
as the envelope functions for the classes F
(1)
δ and F
(2)
δ , respectively. Using Theorem
2.14.1 of [vdVW96], we get
E
 sup
g∈F
(1)
δn
|(Pn − P )g|
2 ≤ K
n
E
[
F
(1)
δ (X)
]2
= O(n−1), and
E
 sup
g∈F
(2)
δn
|(Pn − P )g|
2 ≤ K
n
E
[
F
(2)
δ (X)
]2
= O(n−1c2n),
where K is some constant.
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From (3.1.2), for any given ǫ > 0, there exist K1, K2 > 0 such that the event An :=
{K1cn ≤ Vn − Un ≤ K2cn} has probability at least 1− ǫ for all n. So
P
(√
n
Vn − Un
∣∣∣ 1
n
∑
i:Un≤xi≤Vn
fUn,Vn(xi)(xi − Un)
∣∣∣ > M)
≤ P
(√
n
Vn − Un
∣∣∣ 1
n
∑
i:Un≤xi≤Vn
fUn,Vn(xi)(xi − Un)
∣∣∣ > M,An
)
+ P (Acn)
≤ P
(√
n sup
g∈F
(2)
δn
|(Pn − P )g| > M
)
+ ǫ
≤ n
M2
E
[(
sup
g∈F
(2)
δn
|(Pn − P )g|
)2]
+ ǫ ≤ O(c
2
n)
M2
+ ǫ.
Similarly we can show that, using the function class F
(1)
δn
,
P
(√
n
Vn − Un
∣∣∣∣∣ 1n ∑
i:Un≤xi≤Vn
fUn,Vn(xi)
∣∣∣∣∣ > M
)
≤ C
M2
+ ǫ
for some constant C > 0. As {cn}∞n=1 is bounded we can make both the tail probabilities
as small as possible by choosing M sufficiently large. 
A.6. Proof of Proposition 3.1
Let us denote by I := {(u, v) ∈ [0, 1]2 : x0 − δ0 < u < x0 < v < x0 + δ0}. Define the
random variable Mn to be the smallest value for which (3.1) holds for all (u, v) ∈ I.
Define gu,v(x) := fu,v(x)1[u,v](x)(x− u)r, for x ∈ (0, 1). Then
P(Mn > m) = P
(
there exists (u, v) ∈ I : |(Pn − P ) gu,v(X)| > ǫ(v−u)r+1+n−(r+1)m2
)
can be bounded from above by∑
j∈N:jn−1<2δ0
P
(
∃ (u, v) ∈ I, j − 1
n
≤ v − u ≤ j
n
: |(Pn − P ) gu,v(X)| > ǫ(v − u)r+1 + n−(r+1)m2
)
≤
∑
j∈N:jn−1<2δ0
P
(
∃ (u, v) ∈ I, j − 1
n
≤ v − u ≤ j
n
: nr+1 |(Pn − P ) gu,v(X)| > ǫ(j − 1)r+1 +m2
)
≤ c′
∑
j∈N:jn−1<2δ0
n2r+2
E
[(
sup
g∈Fjn−1
|(Pn − P )g|
)2]
{ǫ(j − 1)r+1 +m2}2
≤
∑
j∈N:jn−1<2δ0
c′′
j2r+1
{ǫ(j − 1)r+1 +m2}2
where the last inequality follows from (3.1.1). Therefore, we can ensure that the sum
is arbitrarily small, by choosing m large enough. 
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A.7. Proof of Lemma 3.4
Fix δ0 > 0. Let us define Iδ := {(u, v) ∈ R2 : x0−δ ≤ u ≤ x0−δ0 ≤ x0+δ0 ≤ v ≤ x0+δ}.
Consider the following class of functions:
Fδ(x) :=
{
fu,v(x)1[u,v](x)ε√
v − u : (u, v) ∈ Iδ
}
.
Note that Fδ(x) := 1[u,v](x)|ε|/
√
2δ0 can be taken as an envelop function for the above
class of functions. It can be observed that E[F 2δ (X)] . δσ
2/δ0. Recall that for sufficiently
large n, there exists 0 < K1 < K2 such that K1cn < Vn−Un < K2cn with probability at
least 1− ǫ for some bounded sequence of positive real numbers {cn}∞n=1. In particular if
we set δ0 = K1cn, then E[F
2
K2cn
(X)] . K2σ
2/K1. Using Theorem 2.14.1 of [vdVW96],
we have
P
(√
n
Vn − Un |Z2(Un, Vn)| > M
)
≤ P
(
sup
g∈FK2cn
√
n |(Pn − P )g| > M
)
+ ǫ
≤
nE
[(
supg∈FK2cn
|(Pn − P )g|
)2]
M2
+ ǫ
.
E[F 2K2cn(X)]
M2
+ ǫ .
K2σ
2
K1M2
+ ǫ.
Thus, the above tail probability can be made arbitrarily small by choosingM sufficiently
large. Hence,
Z2(Un, Vn) = Op
(√
Vn − Un
n
)
.
Lemma 3.3 shows that Z(Un, Vn) ≤ 0. Let us consider the expansion of Z(Un, Vn)
as shown in (3.1). From (3.1.1), it can be seen that the leading term in the ex-
pansion of Z1(Un, Vn) is nonnegative and is Op((Vn − Un)r+1), whereas Z2(Un, Vn) =
Op(n
−1/2
√
Vn − Un). This enforces
(Vn − Un)r+1 .
√
Vn − Un
n
which yields Vn − Un = Op(n−1/(2r+1)). 
A.8. Proof of Lemma 3.5
The following expansion can be obtained from the definitions of G(Un) and G(Vn)
0 = G(Vn)−G(Un) = (Vn − Un)
∑
xi≤Un
(Yi − µˆn(xi)) +
∑
Un<xi≤Vn
(Vn − xi) εi
+
∑
Un<xi≤Vn
(Vn − xi) (µ (xi)− µˆn(xi)) . (A.3)
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It follows from the given conditions and Lemma 3.2 that the first term in (A.8) is
Op(n
−1/(2r+1) log n) . Using similar technique used in determining the rate of convergence
of Z2(Un, Vn) in Lemma 3.4, one can see∑
Un<xi≤Vn
(Vn − xi) εi = Op
(
n1/2 (Vn − Un)3/2
)
. (A.4)
We have to prove that given any ǫ > 0, there exists cǫ > 0 such that infUn≤x≤Vn |µˆn(x)−
µ(x)| < cǫn−
r
2r+1 with probability greater than 1− ǫ. Let us suppose that this is not the
case. So there exists cn ↑ ∞ such that infUn≤x≤Vn |µˆn(x)− µ(x)| > cnn−r/(2r+1) holds
with probability greater than ǫ. Continuity of µˆn(x) − µ(x) implies that µˆn(x) − µ(x)
are of same sign for all x in the interval [Un,Vn] whenever infUn≤x≤Vn |µˆn(x)−µ(x)| > 0.
So according to our assumption∣∣∣∣∣ ∑
Un<xi≤Vn
(Vn − xi) (µ (xi)− µˆn(xi))
∣∣∣∣∣ & cnn1− 22r+1− r2r+1 = cnn 12− 32(2r+1)
holds also with a probability greater than at least ǫ/2 for all sufficiently large n. It
follows from Lemma 3.4 and (A.8) that the second term in right hand side of (A.8) is
Op
(
n
1
2
− 3
2(2r+1)
)
. That contradicts the equality in (A.8).
Hence
inf
Un≤x≤Vn
|µˆn(x)− µ(x)| = Op
(
n−
r
2r+1
)
.

A.9. Proof of Lemma 3.6
Let µˆn(x) satisfies
µˆn(x) = p + qx
for all x ∈ [u, v] for some p, q ∈ R. It is easy to see that aˆls + bˆlsx = Y¯ + bˆls(x − x¯)
where Y¯ denotes mean of the observation in the interval [u, v]. So we can write down
the following ∣∣∣aˆls + bˆlsx− µˆn(x)∣∣∣ ≤ |x− x¯| ∣∣∣bˆls − q∣∣∣+ ∣∣Y¯ − p− qx¯∣∣ .
Now it follows from the definition of T
(1)
u,v in 3.1 that∣∣Y¯ − p− qx¯∣∣ = ∣∣∣∣∣ T(1)u,vk2 − k1 + 1
∣∣∣∣∣ .
On the other hand it can be also observed that
T(2)u,v − x¯T(1)u,v =
∑
i:u≤xi≤v
(xi − x¯) (Yi − qxi) =
[ ∑
i:u≤xi≤v
(xi − x¯)2
](
bˆls − q
)
.
Now |x− x¯| ≤ |v − u| for all x ∈ [u, v]. Hence the result follows.
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A.10. Proof of Lemma 3.7
To get an upper bound on supx∈[u,v]
∣∣∣aˆls + bˆlsx− µˆn(x)∣∣∣ one can note from Lemma 3.6
that it suffices to prove some upper bounds on T
(1)
u,v, T
(2)
u,v and lower bounds on
∑
i:u≤xi≤v
(xi−
x¯)2 and k2−k1+1. Upper bounds on T(1)u,v,T(2)u,v can be essentially traced back to (3.1.2)
and (3.1.2), respectively. Let us now recall that in any compact set C completely con-
tained in (0, 1) the following holds:
sup
xi∈C
|Yi − µˆn(xi)| = Op (log n) . (A.5)
This is a consequence of the sub-gaussian assumption on the error distribution and the
uniform convergence of µˆn to µ on C. Consequently, one can see from (A.10) that the
right side of (3.1.2) and (3.1.2) are Op(logn). Also, 1/(k2−k1+1) and 1/(
∑
i:u≤xi≤v
(xi−
x¯)2) are Op(1/n), thanks to the assumption 1/(v − u) = Op(1). Combining all those
results, we have
sup
x∈[u,v]
∣∣∣aˆls + bˆlsx− µˆn(x)∣∣∣ = Op( log n
n
)
.
A.11. Proof of Proposition 4.1
To prove the result, we will break Y locn (t) into three parts, similar to what was done
in [GJW01a, Theorem 6.2], and show the convergence of each part separately. Observe
that,
Y locn (t) = n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
Sn(v)− Sn(x0)−
∫ v
x0
µ(x0)dFn(u)
}
dv
= n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{Sn(v)− Sn(x0)− (R0(v)− R0(x0))} dv
+ n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
R0(v)− R0(x0)−
∫ v
x0
µ(x0)dFn(u)
}
dv
= n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
1
n
∑
i:x0<xi≤v
ǫi
}
dv
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+ n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
1
n
∑
i:x0<xi≤v
µ(xi)−
∫ v
x0
µ(u)du
}
dv
− n r+22r+1
∫ x0+tn− 12r+1
x0
{
µ(x0)
∫ v
x0
d(Fn(u)− u)
}
dv
+ n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
R0(v)−R0(x0)− µ(x0)
∫ v
x0
du
}
dv
= In(t) + IIn(t) + IIIn(t)
where
In(t) := n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
1
n
∑
i:x0<xi≤v
ǫi
}
dv,
IIn(t) := n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
1
n
∑
i:x0<xi≤v
µ(xi)−
∫ v
x0
µ(u)du
}
dv
− n r+22r+1
∫ x0+tn− 12r+1
x0
{
µ(x0)
∫ v
x0
d(Fn(u)− u)
}
dv,
IIIn(t) := n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
R0(v)− R0(x0)− µ(x0)
∫ v
x0
du
}
dv.
Let us start with In(t):
In(t) = n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
1
n
∑
i:x0<xi≤v
ǫi
}
dv = n−
r−1
2r+1
∑
i:x0<xi≤x0+tn
−
1
2r+1
ǫi(x0 + tn
− 1
2r+1 − xi).
Let us define X = (X1, . . . , Xn). Note that E(In(t)|X) = 0. Let us apply the transfor-
mation ti = n
1
2r+1 (xi − x0) and define Gn(·) as
Gn(x) := n
1
2r+1
(
Fn(x0 + xn
− 1
2r+1 )− x0
)
. (A.6)
As {1(· ≤ x) : x ∈ R} is a Glivenko-Cantelli class of function, Gn(x) converges uni-
formly to x a.s., for all |x| ≤ c for every c > 0. Hence
Var (In(t)|X) = σ2n− 2r2r+1
∑
i:0<ti≤t
(t− ti)2 = σ2
∫ t
0
(t− x)2dGn(x) a.s.→ σ
2
3
t3.
Thus,
Var (In(t)) = E [Var (In(t)|X)]→ σ
2
3
t3
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which is the variance of σ2
∫ t
0
W (s)ds. Using Theorem 2.11.1 of [vdVW96], it can be
noted that In(t) converges weakly to σ
2
∫ t
0
W (s)ds, uniformly on compacta.
Now we consider IIn(·). Notice that
IIn(t) = n
r+2
2r+1
∫ x0+tn−1/(2r+1)
x0
(∫
(x0,v]
(µ(u)− µ(x0))d(Fn(u)− u)
)
dv
= n
r+2
2r+1
∫ x0+tn−1/(2r+1)
x0
(∫
(x0,v]
µ(r)(wu)
r!
(u− x0)rd(Fn(u)− u)
)
dv
= n
r+1
2r+1
∫ t
0
(∫ x0+v′n−1/(2r+1)
x0
µ(r)(wu)
r!
(u− x0)rd(Fn(u)− u)
)
dv′
=
∫ t
0
(∫
(0,v′]
µ(r)(wu′)
r!
(u′)r(dGn(u
′)− du′)
)
dv′,
where v 7→ v′ := (v− x0)n−1/(2r+1), u 7→ u′ := (u− x0)n−1/(2r+1), wu is an intermediate
point between u and x0. Due to a.s. uniform convergence of Gn(x) to x on [−c, c] for
some c > 0, it can be shown that IIn(·) will converge to 0 uniformly (a.s.) on [−c, c].
Now let us consider IIIn(·). Observe that the deterministic term IIIn can be simplified
as:
IIIn(t) = n
r+2
2r+1
∫ x0+tn− 12r+1
x0
{
R0(v)− R0(x0)− µ(x0)
∫ v
x0
du
}
dv
= n
r+2
2r+1
∫ x0+tn− 12r+1
x0
1
(r + 1)!
µ(r)(x0)(v − x0)r+1dv + o(1)→ 1
(r + 2)!
µ(r)(x0)t
r+2,
uniformly on compacta. This completes the proof. 
A.12. Proof of Lemma 5.1
At first we will show that (i) implies (ii). Then proof of (i) will be given later.
Fix M > 0 and ǫ < ǫ0. From the convexity of µˆn it follows that for any t > 0,
µˆn(0) ≤ µˆn(t) − µˆ′n(0)t. Since µ is decreasing near 0, hence µˆ′n(0) < 0 a.s. So we have
µˆn(0) ≤ µˆn(t) + |µˆ′n(0)| t. Note that,
P (µˆn(0) > (1 + ǫ)µ(0)) ≤ P
(
µˆn(t) >
(
1 +
ǫ
2
)
µ(0)
)
+ P
(
|µˆ′n(0)| >
ǫ
2t
µ(0)
)
.
Taking liminf on both side, we have
lim inf
n→∞
P (µˆn(0) > (1 + ǫ)µ(0)) ≤ lim inf
n→∞
P
(
µˆn(t) >
(
1 +
ǫ
2
)
µ(0)
)
+ lim inf
n→∞
P
(
|µˆ′n(0)| >
ǫ
2t
µ(0)
)
.
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Let us choose t such that µ(0)ǫ ≥ 2Mt and µ(t) ≤ (1+ ǫ/2)µ(0), e.g., t can be taken as
t :=
µ(0)ǫ
2M
∧
(
1 +
ǫ
2
)
µ(0).
For such choice of t, we get
lim inf
n→∞
P
(
µˆn(t) >
(
1 +
ǫ
2
)
µ(0)
)
= 0.
Using (i), we can say
lim inf
n→∞
P (|µˆ′n(0)| > M) ≥ lim inf P (µˆn(0) (1 + ǫ)µ(0)) > 0.
Next we show that (i) holds. Let us recall the first inequality in Lemma 2.2:
µˆn(x1) ≥ Y1. (A.8)
Since µ is decreasing near zero, hence µˆ′n(0) < 0 a.s. Hence from (A.12), we get that
µˆn(0)− µ(0) > Y1 − µ(x1) + (µ(x1)− µ(0))
≥ ε1 + op(1).
As ε1 is a mean zero non-degenerate random variable, for some ǫ0 > 0, P(ε1 > ǫ0µ(0)) >
0. This completes the proof of (i).
To prove the analogous results for µˆn(1) observe that µˆn(1) ≥ Yn. This follows from
Lemma 2.2 by subtracting the equality in (2.2) for j = n from the inequality for
j = n− 1. The rest of the proof is similar. 
A.13. Proof of Theorem 6.1
Given ǫ > 0, we will show that lim supn→∞ |ψˆn,min − µmin| < ǫ a.s. That will imply our
result because we can vary ǫ over the set of positive rationals. So for proving the claim,
let us fix an ǫ > 0 such that [µmin − ǫ/2, µmin + ǫ/2] ⊂ (0, 1). As µmin is assumed to be
the unique argmin,
δ := min
{
− lim
x↓µmin−ǫ/2
µ′(x), lim
x↑µmin+ǫ/2
µ′(x)
}
> 0.
From the uniform convergence of µˆ′n to µ
′ on compacts within (0, 1) (see e.g., [Mam91,
Lemma 5], [SS11, Theorem 3.2]) it follows that for sufficiently large n, limx↓µmin−ǫ/2 µˆ
′
n(x) <
−δ/2 and limx↓µmin+ǫ/2 µˆ′n(x) > δ/2 would occur a.s. That shows the a.s. existence of
the argmin of µˆn around the ǫ-neighborhood of µmin, for sufficiently large n. Hence the
claim follows. 
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A.14. Proof of Theorem 6.2
For notational convenience we write µmin ≡ x0. Note that the result in (4.1) in Remark 4
holds for µmin ≡ x0.
We can show that Lemma 7 of [GJW01b] can be generalized in a way that for a given
ǫ > 0 there exists M =M(ǫ) > 0, independent of t, such that
P
(∣∣∣∣H ′′′(r)(t)− (r + 2)!r! tr−1
∣∣∣∣ > M) < ǫ2 .
We can choose a sufficiently large T > 0 so that M < (r+2)!
r!
T r−1. Hence, by virtue of
the fact that r is even
P
(
H ′′′(r)(T ) > 0, H
′′′
(r)(−T ) < 0
)
> 1− ǫ.
Now (4.1) helps us conclude that for sufficiently large n the following holds:
P
(
µˆ′n(x0 + Tn
−1
2r+1 ) > 0, µˆ′n(x0 − Tn
−1
2r+1 ) < 0
)
> 1− 2ǫ.
Hence, as ψˆn,min will be trapped inside [x0−Tn
−1
2r+1 , x0+Tn
−1
2r+1 ] with probability greater
than 1− 2ǫ, we have
n
1
2r+1
(
ψˆn,min − x0
)
= Op(1).
Further, note that n1/(2r+1)(ψˆn,min − x0) is the argmin of the stochastic process
n
r
2r+1
(
µˆn(x0 + tn
−1
2r+1 )− µ(x0)
)
over t ∈ R. So by the argmax continuous mapping theorem (see e.g., [vdVW96, Theorem
3.2.2]) we have
n
1
2r+1 (ψˆn,min − x0) d→ 1
d1(r, µ)
argmin
t∈R
H ′′(r)(t).

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