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In the past few years, Deep learning has re-emerged as a powerful tool to
solve complex problems and create prediction models that can outperform
a lot of the existing state-of-the-art methods. This is primarily due to two
main reasons; the rise of big data, where huge amounts of information has
become readily available to the public, as well as the recent technological
advancements in computer processing powers which has enabled researchers
to take advantage of these large volumes of data.
One of the major fields which requires dealing with and understanding
extensive amounts of data is transportation. In the United States alone, 220
billion vehicle trips have taken place in 2017 [1]. This creates the need for
researchers who can work with such huge data to build models and infer ben-
eficial knowledge which can contribute to improving transportation networks
and the overall travel experience. In this thesis, we study the use of several
machine learning and deep learning techniques to predict travel times on a
road network. The two main methods proposed to tackle the problem are
Convolutional Neural Networks and Long-Short Term Memory Networks.
The location of interest of this thesis is the city of New York. The New York
City Taxi and Limousine Commission provides the origin and destination
pairs, along with the travel times and other information, for each taxi trip
between the years of 2010 and 2013. A more refined representation of the
data was obtained from B. Donovan and D. Work [2], where travel time
estimates for each hour of the day is provided along every road in the city.
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Travel time prediction on road networks is a key problem that is always
evolving and changing due to the dynamic nature of our cities. Recent tech-
nological advancements in artificial intelligence promise to provide fully au-
tonomous vehicles for everyone to use. This has the potential to transform the
way we perceive transportation and our behaviour towards it. This, among
other reasons such as rapid population growth, space limitations within cities
and changing conditions make the task of travel time prediction a difficult
one which needs continuous studying and revision.
Accurate travel time prediction is very important due to the implications
it has on costs, planning, design and decision making. For instance, logistics
and supply chain companies rely heavily on travel times to make several
decisions such as vehicle routing and fleet dispatch. On the other hand,
municipalities and transit authorities use the information from travel times
to plan and design their transit systems and road networks to better serve
people and to have optimized efficiency in terms of cost and revenue.
Moreover, looking at an individual scale, people usually rank travel time
as one of the most important factors in their mode choice. Previous work
such as Tam et al [3] and Bhat et al [4] show that travel time reliability has
a significant impact on mode choice decisions. Therefore, it is important to
come up with sophisticated models that are sufficiently robust, which can
accurately predict travel times in different conditions, times and roads.
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1.2 Role of Machine Learning and Deep Learning in
Travel Time Prediction
Machine Learning and Deep Learning are statistical and predictive tools
that are used by researchers all over the world in numerous scientific fields
with different types of data to model and better perceive the behaviour of a
certain type of data and a certain problem. It is used in the fields of medicine,
engineering, physics among others. In recent years, people have started using
these tools for their demonstrated strength to model and solve transporta-
tion problems. Using historical travel time data on different road networks,
machine learning techniques are used to predict the congestion state of a
road network at a certain time in the future. That is usually referred to as a
supervised learning problem. Other methods include semi-supervised learn-
ing techniques where a certain feature in the road network (e.g congestion
state, flow, travel time) is predicted without prior knowledge using a small
portion of known points in the network. These methods show promising
results and while this is still an emerging and new topic, the potential for
future improvement is huge.
1.3 Need for Higher Performance Models
Travel time prediction models have faced a lot of challenges over the years.
The irregularity of travel time patterns and the difficulty of quantifying its
characteristics has made coming up with high performing, reliable models
very hard. This is due to a number of reasons as mentioned in E. Chung
et al. [5]; the daily changes in travel demand due to different activities
and different departure times, the effect of incidents, traffic conditions and
the weather on driving behaviour, and finally the complex nature of road
networks where adjacent routes can affect each other in different ways. In
this thesis, we propose two different methods to deal with the spatio-temporal
complexity of road network travel time prediction; Long Short-Term Memory
Networks and Convolutional Neural Networks. The advantage of those two
methods is that the structure of the road network can be incorporated as
a feature in the model which can be used to better predict travel times.
Another Method Worth Exploring is Graph Convolutional Networks Which
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Takes the Graph/Adjaceny Matrix as Input into the model, and thus makes
better use of the road features to make predictions.
1.4 Thesis Organization
This thesis describes essentially two deep learning methods to predict
segment-scale and network-scale travel times. It is organized as follows:
• Chapter 1: Introduces the problem at hand and describes the role of
machine learning and deep learning in current research and why they
are needed in solving the problem of travel time prediction.
• Chapter 2: Provides a review of past literature on the subject of travel
time prediction, both for deep learning and conventional (parametric)
methods.
• Chapter 3: Describes the general architectures that define Long Short-
Term Memory Networks and Convolutional Neural Networks.
• Chapter 4: Discusses the data acquired to perform this study and the
road network (city) it was collected from.
• Chapter 5: Outlines the methodology and steps taken towards develop-
ing the models for prediction and discusses the limitations imposed due
to the nature of the data. It also mentions techniques which improve
the performance of the models.
• Chapter 6: Presents the results obtained from the prediction models
and includes a discussion of those results.
• Chapter 7: Summarizes the work done in this thesis and provides con-




Travel time prediction is a long-running problem which researchers have
been trying to solve for a long time. It is particularly difficult due to its
dynamic and ever-changing nature. In this chapter, previous and recent
literature of two main approaches are going to be discussed; machine learning
and deep learning methods, and parametric methods which are based on
time series analysis. The majority of work tries to address the problem on a
network scale rather than individual road segments. Although, some models,
such as the work done by Rice et al. [6], have been developed to predict traffic
flow and travel times on specific stretches of freeways.
2.1 Machine Learning and Deep Learning Methods
Ever since the resurgence of deep learning techniques in solving complex
prediction problems, researchers have used different models to predict travel
times on transportation networks. Every deep learning architecture (model)
has advantages over others and sometimes a combination of these networks
have superior performance to each one individually. In 2016, Duan et al.
proposed a Long Short-Term Memory (LSTM) model to predict travel times
on 66 routes [7]. The model is constructed as a series of 66 LSTM networks
for each route, where the dimension of the input and output of each time step
is equal to the dimension of the travel time in each time period. The model
was trained on the England Highways dataset and the data was divided into
three parts; training set (80%), validation set (10%) and test set (10%). The
model proposed tries to predict travel times for several time steps (up to 4).
The model performs best for the first time step and its accuracy decreases
with subsequent time steps. The median of the mean relative error (MRE)
for the first time step was 7% while it increased to 9.2% and 10.3% for the
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second and third time steps, respectively.
Liu et al. built a Long Short-Term Memory network with deep neural
layers (LSTM-DNN) using 16 settings of hyperparameters and investigated
the performance on a 90-day travel time dataset in the state of California
[8]. The performance of the best tuned models was tested against a num-
ber of linear models such as linear regression, Ridge and Lasso regression,
ARIMA and DNN models. 10 sets of sliding windows were used to predict
the following time steps, where a sliding window is the number of time steps
taken in history to predict the future time steps. The LSTM-DNN model
performance was superior in most cases with mean absolute percentage error
(MAPE) of 0.96%, 1.6%, 2.6%, 4.05% and 7.2% for future time steps 5, 10,
20, 30 and 60 minutes, respectively.
Other methods have been developed to deal with large-scale transportation
network traffic prediction. Retaining the structure of the transportation
network and predicting traffic on connected links simultaneously is much
more advantageous to predicting individual traffic on separate links. Such
work was proposed by Hou et al. in 2018 [9], the traffic data from several
connected network links where preprocessed to represent the spatiotemporal
complexity of the road network in order to be later fed into the models.
Long Short-Term Memory and Convolutional Neural Network models where
build to take as input the travel times of all segments along several time
steps. The past twenty four 15-minute intervals are used to predict the
next hour. Additionally, the month of year, day of week and hour of day
were fed into the models as features to increase the accuracy of the models.
The proposed models outperformed baseline models with a mean absolute
percentage error of 7.25% and 7.09% on average for the LSTM and CNN,
respectively. Alternatively, some researchers have found benefit in combining
some models together to surpass the performance of individual models.
In 2017, Yu et al. proposed a Spatiotemporal Recurrent Convolutional
Network Model (SRCN) which inherits the advantages of deep convolutional
neural networks and long short-term memory networks [10]. The convolu-
tional neural network architecture is good at capturing spatial dependencies
of network-wide traffic, while temporal dependencies are well-captured by
the long short-term memory architecture. The experiment was performed
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on a Beijing transportation network with 278 links. Short-term (up to 6
minutes) as well as long-term (up to 60 minutes) predictions were conducted
with mean absolute errors of around 12.7% for short-term prediction and
17.5% for long-term prediction. The combined SRCN model outperformed
the individual network architectures (CNN, LSTM) as well as other meth-
ods such as Support Vector Machines (SVM), and Stacked Auto Encoders
(SAEs) on the aforementioned dataset.
Another method was put forward by Li et al. to address the challenges of
spatial dependency, non-linear temporal dynamics and the inherent difficulty
of long-term forecasting [11]. In this work, traffic flow is modeled as a diffu-
sion process on a directed graph. Hence, a Diffusion Convolutional Recurrent
Neural Network (DCRNN) is introduced which uses bidirectional random
walks on graphs to capture the spatial dependency, and encoder-decoder ar-
chitecture with scheduled sampling to capture the temporal dependency. The
framework was evaluated on two real-world large scale road networks and im-
provement of 12%-15% is observed over state-of-the-art baselines. Lastly, a
novel method to model and make predictions on graphs is Graph Convolu-
tional Networks (GCN) proposed by T. Kipf and M. Welling [12]. This model
was used by several disciplines mainly for semi-supervised classification prob-
lems. Yu et al. built on this model in 2018 to incorporate the temporal aspect
of transportation problems and proposed Spatio-Temporal Graph Convolu-
tional Networks (STGCN). This method enables much faster training speeds
with fewer parameters which can be especially useful for exceptionally large
datasets. STGCN was consistently superior to other methods in performance
with mean absolute percentage errors of 9.11%, 10.80% and 12.27% for three
different datasets.
Machine learning techniques have also been used to try to solve the travel
time prediction problem and good results have been achieved. Sun et al. in
2017, proposed multiple methods for network-scale traffic modeling and fore-
casting [13]. Firstly, they proposed the concept of single-link and multi-link
models for traffic flow forecasting. the single-link model predicts the future
traffic flow on a single road link using the historical data from that single
link. The multi-link model predicts traffic on multiple links using past infor-
mation from all the links. Four prediction models are then constructed by
combining those two models with single-task and multi-task learning. The
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difference between single-task and multi-task learning is in the number of
outputs each method has. The combination of the multi-link model with
multi-task learning improved the experimental efficiency and the prediction
accuracy. Moreover, a multi-link single-link approach that combines Graph-
ical Lasso (GL) with Neural Networks (NN) was proposed. Graphical lasso
provides a method to solve problems with lots of variables using L1 regular-
ization to build a sparse graphical model making use of the sparse inverse
covariance matrix. In addition, a classical regression algorithm in Bayesian
machine learning is also utilized which Gaussian Process Regression (GPR).
GPR is widely researched but it doesn’t have a lot of applications in traffic
flow forecasting. All proposed models were tested on 31 real-world traffic
datasets which were collected from 31 road links. The historical average was
adopted for comparison and for performance evaluation and it was shown
that the Graphical Lasso with Neural Networks performed best, followed by
the Gaussian Process Regression.
Previous work by Chun-Hsin Wu et al. in 2004 used Support Vector Re-
gression (SVR) for travel time prediction [14]. They argued that Support
Vector Regression has greater generalization ability and guarantees global
minima for a given dataset, and thus competitive results for time series anal-
ysis are expected. Relative mean error and root mean squared error were
used to evaluate the performance against the historical mean predictor. The
SVR model performed well and surpassed the performance of the historical
mean predictor on every occasion by a huge margin.
2.2 Parametric Methods
Before the thrive of machine learning and more recently deep learning
methods, researchers relied mostly on parametric statistics to forecast future
travel times. Parametric statistics is a branch of statistics which assumes that
sample data comes from a population that follows a probability distribution
based on a fixed set of parameters as opposed to machine learning where the
number of features (parameters) is not fixed and can either increase or de-
crease. The main issue that is usually faced in this method is coming up with
a robust and good-performing model while at the same time has reasonable
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computational time. The two goals are usually opposing because improving
the performance of the model requires usually adding more parameters while
at the same time parameters need to be reduced to improve computational
speed.
In 2015, Yao-Jan Wu et al. proposed a Spatiotemporal Random Effects
model (STRE) [15]. The STRE model reduces computational complexity by
reducing the number of mathematical dimensions. It also allows for addi-
tional flexibility in tune-up provided by a basis function capable of taking
traffic patterns into account. The city of Bellevue in Washington was se-
lected to test the model in. Data was collected for 2 weeks from 105 loop
detectors and traffic volume predictions were made for 14 detectors. The
results showed that the STRE model predicts traffic volume effectively and
outperforms three well-established volume prediction models; the enhanced
versions of autoregressive moving average (ARMA), spatiotemporal ARMA
and artificial neural networks. Most experiment links produced mean abso-
lute percentage errors between 8% and 16%.
Another model that is also based on spatio-temporal correlations was de-
veloped by Min et al. in 2011 [16]. The model provides a complete description
of the most important spatio-temporal interactions in a road network while
maintaining the estimability of the model. It makes use of the structure of
the transportation network to maintain the completeness of the model while
having good calculability. A multivariate spatial-temporal autoregressive
(MSTAR) model is adopted to account for transient behavior on the traf-
fic network. The basic transient model used accounts for both spatial and
temporal interactions, but does not accomplish the goal of reduced predictor
variables. Therefore, a decomposition of time into intervals and combining
them into sets was utilized to solve that issue. The model achieved better
performance that models at the time on 15-minute intervals with accuracies
of above 91% for most road segments, and achieved its goal of providing
very good accuracies for 5-minute interval data in real-time with accuracies
ranging between 83% and 89%.
Finally, Kumar et al. proposed a parametric method in 2015 based on the
Autoregressive Integrated Moving Average (ARIMA) models to overcome
their issue of requiring sound databases [17]. This issue raises the questions
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of the applicability of the basic ARIMA models in situations where data
availability is an issue. This work tried to overcome this problem by propos-
ing a prediction scheme using Seasonal ARIMA (SARIMA) for short term
prediction of traffic flow using limited input data. Only the previous 3 days
of flow observations are considered as input, and the prediction is made for
the next 24 hours’ flow values. The model also attempts forecasting traffic
flow during morning and evening peak periods. The Mean Absolute Percent-
age Error was used to measure the performance of the model and values in
the range of 4%-10% were achieved. Such values are acceptable in most ITS
applications especially in situations were this model was intended were there





3.1 Recurrent Neural Networks
Recurrent Neural Networks (RNN) are artificial neural network models
which essentially use the information from previous time steps as well as
current input information to aid in the prediction of subsequent steps. This
is a very important notion as often in a lot of problems, more specifically
time series problems, information is linked together and knowing past infor-
mation (and sometimes future information) can be very useful in correctly
identifying the current state. Traditional neural network methods fall short
in this task and are incapable of capturing and utilizing the connection be-
tween the information in the different time steps (graphically referred to as
nodes). A very good example of a time-dependent problem is that of traffic
forecasting, which we are trying to solve in this thesis. Current traffic state
at road networks can be a strong indicator at what the traffic conditions are
going to be in the future. Using patterns from several previous time steps
helps us anticipate short-term and sometimes long-term congestion states on
the network.
More concretely, in a basic RNN model, the input from the current time
step Xt and the output from the previous time step at−1 are inputted into the
model’s forward propagation step to get the current time step activation at,
and then another activation function is applied to get the time step prediction
ht. Equations 1 and 2 below lay out the forward propagation step:
at = g(Waaat−1 +WaxXt + ba)
ht = g(Whaat + by)
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where,
at is the activation of the current time step t
Waa is the activation weight matrix
at−1 is the activation of the previous time step t-1
Xt is the input of the current time step t
Wax is the input weight matrix
ba is the bias vector
ht is the prediction output for current time step t
Wah is the output weight matrix
g() is the activation function of choice (e.g Relu, tanh, sigmoid, etc.)
Figure 3.1 below illustrates graphically the procedure within a recurrent
neural network. The network consist basically of a cell that loops over itself
along the length of the sequence. At every loop step, the corresponding input
from the sequence is inputted. An unrolling of the loop is also shown detailing
each step of the input sequence. The figure explains one of three main RNN
networks, the many-to-many network. The many-to-many network takes
multiple inputs and produces multiple outputs (usually at every step of the
sequence).
Figure 3.1: An Illustration of a Basic Recurrent Neural Network
Architecture
[18]
Other networks include many-to-one and one-to-many models. A famous
example of a many-to-one problem is sentiment analysis where a sentence is
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taken as input and the model tries to output the sentiment of that sentence
(e.g rating a movie from 1 to 5 using a short review). The one-to-many
model which is also commonly referred to as a Sampling model takes one
piece of input and outputs a sequence of outputs. An example of that is
music generation where a single note is given as input and the output is a
sequence of notes forming a functional music piece.
3.2 Long Short-Term Memory Networks
Long Short-Term Memory networks, usually referred to as LSTMs, are a
branch of Recurrent Neural Networks which are capable of learning long-term
dependencies. The original recurrent neural networks are good at capturing
recent information that could be essential in performing the present task.
However, in problems where there is long-term dependence - meaning there
is a big gap between the present task and the relevant information in past
steps - recurrent neural networks begin to fall short.
Therefore, Long Short-Term Memory networks were proposed by Hochre-
iter et al. in 1997 to tackle this shortcoming of recurrent neural networks
[19]. Instead of having one activation function within the recurrent cell, in
an LSTM four special layers are present. A description of the layers and
interactions happening within the cell is detailed below:
1. A candidate value c̃t to update the memory cell ct is calculated using
the equation
c̃t = tanh(Wc[at−1, Xt] + bc
2. An update gate Γu is calculated as
Γu = σ(Wu[at−1, Xt] + bu)
3. A forget gate Γf is calculated
Γf = σ(Wf [at−1, Xt] + bf )
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4. An output gate Γo is calculated
Γo = σ(Wo[at−1, Xt] + bo)
5. The memory cell ct is calculated
ct = Γu ∗ c̃t + Γf ∗ ct−1
6. Finally, the activation at is calculated followed by an activation function
(such as tanh) to get the output ht
at = Γo ∗ ct
ht = g(at)
A diagram showing the interactions inside an LSTM cell is shown in figure
3.2 below. Three sigmoid activation functions can be seen for the update,
forget and output layers. There is also the tanh activation for c̃t calculation.
And finally, a tanh activation function is shown to be the choice for the final
prediction.




3.3 Convolutional Neural Networks
Convolutional Neural Networks are another famous category of neural net-
works. It has proven to be very effective in image recognition tasks and had
been widely used and Incorporated in different disciplines. The main idea
in a convolutional neural network is the assumption that the input data is
images. This vastly reduces the number of parameters and allows for a much
more efficient implementation of forward propagation.
Convolutional networks consist mainly of two distinct layers in addition to
the fully connected layers; a convolutional layer and a pooling layer. In the
convolutional layer, a filter is applied to the input image through a convo-
lution operation in order to extract features from it. Convolution preserves
the spatial relationship between pixels by learning image features which also
contributes to the robustness and accuracy of the model. On the other hand,
pooling layers apply a combining operation to the input. For instance, max-
imum pooling takes the maximum value in an input window and outputs it
into the next layer. Just like Rectified linear units (ReLU), pooling layers do
not have any weights. Figure 3.3 below, illustrates a typical convolutional
neural network for a classification task, figure 3.4 details the procedure within
a convolutional layer through two consecutive steps of an example convolu-
tional layer and figure 3.5 explains the work of a maximum pooling layer.
Figure 3.3: A Typical Convolutional Neural Network
[20]
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Figure 3.4: First Two Steps of an Example Convolutional Layer with
Padding and a Stride of 2
[21]




DESCRIPTION OF THE DATA AND ROAD
NETWORK
4.1 New York City Taxi Traffic Data
This data was acquired from the New York City Taxi and Limousine Com-
mission for the years of 2010 through 2013. The data monitors taxi operations
in the city of New York and it covers about 700 million trips. The original
data includes several points of information about each trip including car ID,
license, pick up date and time, drop off date and time, passenger count, trip
time in seconds, trip distance, pick up longitude and latitude and finally drop
off longitude and latitude.
For the purpose of this thesis, a modified version of the data was used. The
modified version provides hourly travel times on each link (road segment)
in the city of New York spanning over the whole period (2010-2013). For
each link, there are identifying starting and ending nodes with longitude
and latitude coordinates, a link ID, as well as the hourly travel times for
four consecutive years. Travel times are estimates for the time required to
traverse each particular road segment (link).
Figures 4.1 and 4.2 below show the travel times for all segments for one
random day and a heat map of the travel times variations along these seg-
ments, respectively. While figures 4.3 and 4.4 show travel times for only one
segment of the road along a random day and along a whole year. Fluctua-
tions in travel times during different time periods can be seen which describe
the complex nature of travel time patterns and the difficulty of the task of
travel time prediction on road networks.
As can be seen in figures 4.1 and 4.2, some road segments experience
higher travel times than others due to two main reasons; the difference in
length between each segment, and the difference of the volume of vehicles
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Figure 4.1: Travel Times on All Segments Over One Random Day
Figure 4.2: Heat Map of Travel Times for All Segments for Some 24-Hour
Period
that traverse each road with respect to the capacity of the road which can
lead to higher congestion and in turn, higher travel times. Moreover, we
can see that some segments experience morning and evening peak hours and
some only experience one form of peak time.
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Figure 4.3: Travel Times on 1 Segments Over One Random Day
Figure 4.4: Travel Times on All Segments Throughout One Whole Year
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4.2 Road Network
The road network used to develop the model in this work is that of Man-
hattan, within the city of New York. A sample network was first used to
build and test the model without needing to be computationally demand-
ing, then the model was scaled to run on a large scale road network. The
sample network consists of 16 road segments that are directly connected to
each other forming a graph. The road segments of the network represent the
links of the graph while intersections between road segments represent the
nodes. The movement of vehicles from one node to another is represented by
a directed graph. Figure 4.2 below shows a map with the sample network.
The links of the network are highlighted in red and the nodes are represented
by black dots.
Figure 4.5: Sample Road Network
The large-scale network is intended to cover a larger chunk of Manhattan
and its roads with major roads to be incorporated as well. Variations in






Before beginning to build the models for the traffic forecasting task, a
number of preprocessing steps for the data had to be done. Preprocessing
is often an essential step in machine learning for a number of reasons. For
instance, real-life data rarely is complete and usually consists of missing
data points and errors. Proper estimation of missing values can affect the
performance of models substantially and sometimes simple discarding of the
missing data is permissible. On the other hand, for machine learning and
deep learning models, it is important to keep important information and get
rid of unnecessary information and then, manipulate the input data to be
compatible with the input requirements of its corresponding model.
For our NYC travel times data similar preprocessing procedures where
conducted, which we will describe briefly. First, the huge number of road
segments was reduced to the segments in the specific network in question.
Next, due to the large amount of data points over 4 years, some hours of the
day on some segments were missing. The missing data points were linearly
interpolated using the previous and next hour travel times. Linear interpo-
lation is expected to be a reasonable assumption as traffic changes generally
occur smoothly rather than abruptly. Finally, the input data was arranged
in the shape required for each of our models to perform correctly . For the
CNN model, travel times along each segment were transformed to resemble
image matrices, which CNN performs well with. Figure 5.1 below illustrates
the image matrix for the traffic data. T and S represent the final time step
and final segment, respectively.
The rows in each input image represent the segments of the road network
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and the columns represent the time steps. For the forecasting procedure, the
travel time of any certain hour is predicted using the travel time from the
previous 6 hours (6 time steps). Hence, for every input image, consisting of
16 segments and 6 time steps, we end up with a 16 x 6 input matrix and an
output of a 16 x 1 matrix representing the prediction of the subsequent time
step for all 16 segments. As for the LSTM model, a similar procedure was
used to create input matrices with preceding time steps used to predict the
subsequent time step.
Figure 5.1: Time-Space Input Feature Matrix
Furthermore, due to the coarse nature of our data (1-hour intervals) we
were ending up with sub-par performances by the models. This is expected
because travel times vary greatly from one hour to the other and it would be
highly difficult to pick up patterns with such high oscillations. Therefore, an
additional preprocessing step was performed to introduce augmented data to
the problem. Every hour was divided into 4 15-minute intervals and then
travel times at every 15-min interval were interpolated. The resulting aug-
mented data transformed the input data from 16x6 to 16x24 input matrices
which allowed for a smoother transition of the data along time steps, and
it also provided extra training data for the models. The performance of the
models improved significantly, especially on the original 1-hour interval data.
5.2 Limitations
A few limitations and challenges were faced during the development of the
models. To begin with, most traffic prediction models in the literature rely on
historical data which provide travel times in 5-minute intervals. This enables
models to achieve much better results, as opposed to having 1-hour interval
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data where information is very coarse and large oscillations can occur due to
the nature of traffic data. The attempt to acquire 5-minute interval data for
the city of New York was unsuccessful and if that is to be achieved in the
future, even better results are expected by the models.
Moreover, the problem of missing data points which was mentioned in
the previous section was also a challenge that affected the performance of
the models. Providing augmented data and interpolating points changes the
nature and original distribution of the data. This impacts the robustness of
the model and its ability to generalize to different datasets. Having said that,
it is still expected that linear interpolation of the data was a good estimation
of the missing points and arguably negligible information was lost in the
procedure.
5.3 Long Short-Term Memory Network Model
A number of parameters needed to be considered for building the LSTM
model. Those include the number of layers, number of hidden units within
each layer, choice of activation functions, optimizers, loss function, learning
rate, number of epochs and batch size. A thorough trial and error procedure
was conducted to determine the best hyperparamter settings which achieve
the optimal results. As for parameters such as the loss function, an appro-
priate function needs to be chosen which best describes the cost between the
predicted and real values. Therefore, for the task of travel time prediction,
which is a continuous time series analysis task, the mean squared error func-
tion was chosen. Table 5.1 below lists the choice of hyperparameters for our
LSTM model.
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Table 5.1: LSTM Hyperparameter Setting
Hyperparameter Value
Number of Layers 2
Number of Hidden Units 96, 16
Learning Rate 0.003
Number of Epochs 30
Batch Size 82
Activation Functions ReLU, Linear
Optimizer Adam
5.4 Convolutional Neural Network Model
In a convolutional neural network there are a few other parameters that
need to be considered and tuned. In addition to the hyperparameters re-
quired for the LSTM model, a CNN model requires filter size for each con-
volutional layer, stride, choice of padding, whether or not to have pooling
layers, and the type of those pooling layers. The full hyperparameter list is
detailed in table 5.2 below.
Table 5.2: CNN Hyperparameter Setting
Hyperparameter Value
Number of Layers 7




Pooling Layers Maximum Pooling
Learning Rate 0.001





5.5 Performance Improvement Methods
A number of steps were taken and can be taken to improve the performance
of the models. Firstly, due to the coarse nature of the data, one solution was
proposed to apply smoothing through a rolling mean to mitigate the effect
of outlier data points. This solution can improve the results but is expected
to change the distribution of the data beyond acceptable limits. On the
other hand, a better method for augmenting the data and fixing the huge
oscillations problem was that of the introduction of 15-min interval data.
This method improved results significantly while at the same time not having
a big impact on the original data.
Moreover, as mentioned in previous sections, 5-minute interval data can
provide very detailed information about the traffic patterns in our road net-
work. The change in travel times within 5-minute intervals is usually subtle
and will allow for the models to better capture travel patterns and thus
achieve better performance.
Other general procedures to improve the performance of the models were
conducted. These procedures included providing additional years of data into
the models, randomly splitting training and test sets and performing cross
validation to improve the robustness of the models, and finally including




As discussed in the previous section, the mean squared error function was
chosen as a baseline for our prediction and as the cost function we want to
minimize. The travel times predictions on the road networks are made in
seconds. In order to interpret the results, the Root Mean Squared Error
(RMSE) and the Mean Absolute Percentage Error (MAPE) are computed















where, ŷi is the prediction of the ith test example, and yi is the actual
value (label).
The data was randomly split into a 90% training set and a 10% test set. 10-
fold Cross-validation was performed to better estimate the level of fit of the
models and their robustness. The developed models can be used to predict
the immediate future time step or can be used to predict a few time steps in
the future. As expected, the performance of the models would decrease the
further the future time step is from the current time step.
After several trial and error iterations and exhaustive hyperparameter tun-
ing we came up with the optimum settings for our models. Tables 6.1 and
6.2 below show the mean absolute percentage errors and root mean squared
errors for our models, described using the minimum, mean and standard
deviation.
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Table 6.1: Prediction Results - MAPE
Model Minimum Mean Std Dev
LSTM 7.25 9.68 1.98
CNN 3.63 4.57 0.58
LSTM-CNN 8.44 10.97 2.33
AutoRegressive 2.66 2.72 0.098
Table 6.2: Prediction Results - RMSE
Model Minimum Mean Std Dev
LSTM 4.25 5.06 0.54
CNN 1.71 2.05 0.28
LSTM-CNN 5.40 6.48 0.66
AutoRegressive 3.04 3.14 0.15
Both LSTM and CNN models performed very well on the test dataset
with a minimum MAPE of 7.25% and 3.63%, respectively. They also had a
minimum RMSE of 4.25 and 1.71. It can be observed that the CNN model
is more robust that its LSTM counterpart; with the different iterations and
cross validation steps the CNN model produced a mean MAPE of 4.57% with
a standard deviation of 0.58, which is noticeably less than the 9.68% mean
and 1.98 standard deviation of the LSTM model.
Two other methods were conducted and their performance was compared
to our two main models. A combination model between LSTM and CNN
was built - referred to as LSTM-CNN - by running convolutional layers fol-
lowed by an LSTM layer within the same model. The model performed well,
but was not able to outperform the individual models and was much more
computationally demanding. Another method that was used to explore the
performance of models that are not based on deep learning is the AutoRe-
gressive model. The AutoRegressive model is a representation of a type of
random process. The model specifies that the output variable depends lin-
early on its own previous values and on a stochastic term. The results of the
LSTM-CNN model and the AutoRegressive model can also be found in ta-
bles 6.1 and 6.2. The AutoRegressive model performed exceptionally well and
outperformed our two main deep learning models. That can be explained by
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Figure 6.1: 1-Hour Future Prediction for Segment 1 Using CNN
the introduction of the interpolated 15-minute interval data. Before that, the
AutoRegressive model was performing relatively poorly compared to other
models, but when the interpolated data was introduced, and since this model,
as explained earlier, assumes the output variable is linearly dependent on its
previous values and thus providing linearly interpolated data spiked the per-
formance of the AutoRegressive model.
Moreover, a simple deep neural network with fully connected layers was
built and it performed relatively well with an MAPE of 16%. But that shows
the superiority of more sophisticated models like CNN and LSTM which make
use of the graphical structure and time dependency of the data.
Figure 6.2: 1-Hour Future Prediction for Segment 1 Using LSTM
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Figure 6.3: A Boxplot for the Predicted Travel Times on Each Segment
Using LSTM
Figures 6.1 and 6.2 above show the actual and predicted travel times for
a random segment of the road. It can be seen that both models were able to
capture travel patterns very well, even where there was outlier points of very
large travel times. This is reflected in the high accuracies we achieved and
demonstrates the ability of these models to be used for travel time prediction.
Figures 6.3 and 6.4 show boxplots of the predicted values using LSTM and
CNN. The boxplots illustrate the distribution of the data corresponding also
to the distribution of the actual travel times. It can be seen that segments 6,
12, 13, 14, 15 and 16 experience much larger variations in travel times than
the remaining segments. It can be inferred from this that those segments
are possibly longer road segments that experience traffic congestions from
time to time, and thus large travel times occur on them when a congestion
is present.
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Figure 6.4: A Boxplot for the Predicted Travel Times on Each Segment
Using CNN
Figure 6.5: Actual and Predicted Travel Times for One Segment for 24
Random Points Using LSTM
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Moreover, Figure 6.5 above shows a closer look at the predictions for 24
random examples. The predictions (shown in green) can be seen to fall very
close to the actual travel times (in red), where the error rarely exceeding 5
seconds.
Figure 6.6 below shows the MAPE for each segment of the road network
referred to as S1 through S16. As observed below, for most individual seg-
ments the CNN model is outperforming the LSTM model, expect in a few
cases. It can also be seen that on some segments the error is much lower
compared to some other segments which might be experiencing higher vari-
ations in travel times and thus it is harder for the models to capture their
more complicated patterns.
Figure 6.6: MAPE for Each Segment Using the Different Models
The size of the data plays a big part in the training and test durations for
the models. The models where trained on an Intel Core i7 Quad-Core Pro-
cessing Unit with a 16-GB RAM. The models where training much faster be-
fore the introduction of the interpolated and augmented data, which roughly
quadrupled the data. Training times were in the range of 5-10 minutes and
the CNN model was much slower than the LSTM model, that is due to the




CONCLUSION AND FUTURE WORK
7.1 Conclusion
Deep learning methods have been showing exceptional results in a lot of
disciplines and have been able to capture complex architectures and patterns
which conventional models failed to do. The travel time prediction problem,
a complex and inherently difficult task to perform, was tackled using multiple
deep learning techniques, namely, Long Short-Term Memory Networks and
Convolutional Neural Networks. The networks that were built performed
very well and contested state-of-the-art methods and models.
The one major problem that was faced in this work was the 1-hour interval
data. Travel times on road networks change rapidly and sometimes in an
abrupt manner. The 1-hour interval data used for training the models left
a lot of information unseen and out of reach, which would in other cases
be essential to the prediction task. This problem was tackled by utilizing
data augmentation and using interpolation between 1-hour travel times to
produce 15-min interval data. This was beneficial on two sides, as it allowed
for smoother transition between data points, as well as providing much more
data for training which in turn improved the performance of the models
significantly.
7.2 Future Work
For the future, other data sources are going to be looked into in order to
provide 5-min interval data. The data is expected to be used to improve
the performance of the models and verify the ability of the interpolation
technique to capture the missing information. In addition, it is also proposed
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to look into data in other transportation networks and then run the models
on these other locations to test the robustness of the models.
On the other hand, another deep learning technique should be further
investigated which is Graph Convolutional Networks (GCN). Graph Convo-
lutional Networks show a lot of promise in problems which can be interpreted
as a graph. Travel time prediction on road networks is one of the most famous
graph problems where road segments are interpreted as links, intersection be-
tween road segments as nodes, and travel times on road segments are weights
on the links.
Finally, travel time forecasting is an important problem that is beneficial
in a lot of fields and can contribute to the development and sustainability of
our cities. Therefore, it is essential to keep on developing methods to tackle
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Figure A.1: Prediction on All Segments Using LSTM
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Figure A.2: Travel Times for a Random 24-Hour Period for All Segments
Using LSTM
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Figure A.3: Prediction on All Segments Using CNN
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It is important to note that multiple performance improvement methods,
such as the addition of the interpolated 15-min interval data or smoothing




In this section the code fo pre-processing and learning setup are presented.
This code is common to both techniques that we evaluate.
B.1.1 Data Preprocessing
imports and configure




5 import numpy as np




10 import matplotlib.pyplot as plt
11 from pylab import rcParams
12 import scipy
13 #from PIL import Image
14 from scipy import ndimage
15 import tensorflow as tf
16 from tensorflow.python.framework import ops
17 from cnn_utils import *
18 from sklearn.model_selection import train_test_split
19 %matplotlib inline
Listing 1: Packages and Configuration Options Used
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load data
20 # Reading the New York Taxi Data File into a DataFrame
21 df = pd.read_csv("travel_times_2012.csv")
22 # Reversed Dataframe and Resest Indices
23 df = df.iloc[::-1].reset_index()
24 # Initializing NaN Dataframe
25 rng = pd.date_range('1/1/2012', periods=8760, freq='H')
26 #Splitting Strings on Whitespace to Get Dates and Times
27 full_dates = pd.Series(rng.format())
28 dates = full_dates.apply(lambda x: x.split()[0])
29 hours = full_dates.apply(lambda x: x.split()[1])
30 # Converting days to numerical values (0-6)
31 days = dates.apply(lambda x: datetime.datetime.strptime(x, '%Y-%m-%d').strftime('%w'))
32 # Converting Months to numerical values (1-12)
33 months = dates.apply(lambda x: datetime.datetime.strptime(x,'%Y-%m-%d').strftime('%m'))
34 result = pd.concat([full_dates,months,days,hours], axis= 1)
35 # Renaming Columns to Match Data
36 result.columns = ['Date', 'Month', 'Day', 'Time of Day']
37 # Reseting Data Indices
38 Initialized_DataFrame = result.reset_index()
39 # Dropping Extra Index Column
40 Initialized_DataFrame = Initialized_DataFrame.drop(['index'], axis=1)
Listing 2: Load Data
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B.1.2 Preparing Data and Training Structures
convolution matrix
41 # Creating Convolutional Matrix
42 # Creating For Loop to Fill Travel Times for Each Segment
43 for i in range(len(Begin_Nodes)):
44 #Checking Progress
45 print('Progress = ', i)
46 # Defining Current Link (Segment)
47 current_link = df[(df.begin_node_id ==
48 Begin_Nodes[i])][(df.end_node_id == End_Nodes[i])]
49 #Splitting Strings on Whitespace to Get Dates and Times
50 full_dates = current_link['datetime']
51 dates = current_link['datetime'].apply(lambda x: x.split()[0])
52 hours = current_link['datetime'].apply(lambda x: x.split()[1])
53 traveltimes = current_link['travel_time']
54 # Converting days to numerical values (0-6)
55 days = dates.apply(lambda x: datetime.datetime.strptime(x,
'%Y-%m-%d').strftime('%w'))↪→
56 # Converting Months to numerical values (1-12)
57 months = dates.apply(lambda x: datetime.datetime.strptime(x,
'%Y-%m-%d').strftime('%m'))↪→
58 result = pd.concat([full_dates,traveltimes], axis= 1)
59 # Renaming Columns to Match Data
60 result.columns = ['Date','Segment'+ str(i+1)]
61 # Reseting Data Indices
62 current_link_final = result.reset_index()
63 # Dropping Extra Index Column
64 current_link_final = current_link_final.drop(['index'], axis=1)
65 # Merging Travel Times of Each Segment to the Initialized DataFrame
66 Initialized_DataFrame = Initialized_DataFrame.merge(current_link_final, on='Date',
how='left')↪→
Listing 3: Setup Convolution Matrices
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interpolation
67 # Interpolating Missing Values
68 # Defining Helper Function
69 def nan_helper(y):
70 """Helper to handle indices and logical indices of NaNs.
71 Input:
72 - y, 1d numpy array with possible NaNs
73 Output:
74 - nans, logical indices of NaNs
75 - index, a function, with signature indices= index(logical_indices),
76 to convert logical indices of NaNs to 'equivalent' indices
77 """
78 return np.isnan(y), lambda z: z.nonzero()[0]
79 # For Loop to Interpolate Over All Missing Values (Linear Interpolation Function)
80 for i in range(16):
81 y = Initialized_DataFrame["Segment"+str(i+1)]
82 nans, x = nan_helper(y)
83 y[nans]= np.interp(x(nans), x(~nans), y[~nans])
84 Initialized_DataFrame["Segment"+str(i+1)] = y.round(2)




85 # Visualizing Travel Times on the Segments Through the Whole Year
86 rcParams['figure.figsize'] = 15, 6
87 from matplotlib import pylab
88 from matplotlib.font_manager import FontProperties
89 Initialized_DataFrame.plot(legend=None)
90 plt.title('All Segments')
91 plt.ylabel('Travel Time (Seconds)')
92 plt.savefig('All Year Travel Times for All Segments')




97 plt.ylabel('Travel Time (Seconds)')
98 plt.xlabel('Hour of the Year')
99 plt.savefig('All Year Travel Times for Segment 1')
100 plt.show()
101 # Visualizing Travel times for a Random Weekday
102 Initialized_DataFrame[24:48].plot()
103 plt.title('All Segments')
104 plt.xlabel('Time of Day')
105 plt.ylabel('Travel Time (seconds)')
106 #plt.xlim([23,48])
107 #plt.xticks(np.arange(0, 23, 0.25))
108 plt.show()
109 plt.title('Segmnet 14')
110 plt.xlabel('Time of Day')
111 plt.ylabel('Travel Time (seconds)')
112 Initialized_DataFrame["Segment14"][24:48].plot()
Listing 5: Visualizing the Traffic Data
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B.1.4 Preparing Labels and Training Data
features and labels
113 # Creating the Feature Images
114 # Transposing the DataFrame
115 Test_DataFrame = Initialized_DataFrame.transpose()
116 # Removing the "Date" Row, which is redundant at this stage
117 Test_DataFrame = Test_DataFrame.drop(['Date'], axis=0)
118 # Converting the DataFrame to a Numpy Array
119 Test_Array = np.array(Test_DataFrame)
120 # Converting First Three Rows From Strings to Integers (Everything Becomes
Floats/Integers)↪→
121 Test_Array[0] = Test_Array[0].astype(np.float)
122 Test_Array[1] = Test_Array[1].astype(np.float)
123 for i in range(8760):
124 Test_Array[2][i] = Test_Array[2][i].split(":")[0]
125 Test_Array[2] = Test_Array[2].astype(np.float)
126 # Initializing the 3d Array To Include 19x6 Feature Images
127 Features_Array = np.zeros((8754,19,6))
128 #my_array2 = []
129 # Filling the 3d Array with the 19x6 Feature Images
130 for i in range(8754):
131 temp_array = Test_Array[:,i:i+6]
132 Features_Array[i] = temp_array
133 # Creating the Labels
134 # Initializing the 3d Array To Include the 19x1 Labels
135 Labels_Array = np.zeros((8754,19,1))
136 # Filling the 3d Array with the 19x1 Label Images
137 for i in range(8754):
138 temp_array = Test_Array[:,i+6]
139 temp_array = np.reshape(temp_array, (19,1))
140 #print(temp_array)
141 Labels_Array[i] = temp_array
142 # Removing the Month, Day and Hour Entries from the Labels
143 Labels_Array = Labels_Array[:,3:,:]
split test and train
144 # Creating Train and Test Splits
145 Train_Features,Test_Features,Train_Labels,Test_Labels = train_test_split(Features_Array,
Labels_Array, test_size=0.10)↪→
Listing 6: Split into Training and Testing Sets
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B.2 CNN Model
Using the Features Array and Labels Array from the Preprocessing step and
the data splits defined, we build and run the CNN Model.
B.2.1 Auxiliary Code
create placeholders
1 def create_placeholders(n_H0, n_W0, n_C0, n_y):
2 X = tf.placeholder(tf.float32, shape = (None,n_H0,n_W0,n_C0))
3 Y = tf.placeholder(tf.float32, shape = (None,n_y))
4 return X, Y
Listing 7: Model Helper Function: Placeholder Data
initialize parameters
5 def initialize_parameters():
6 W1 = tf.get_variable("W1", [3,3,1,16], initializer =
tf.contrib.layers.xavier_initializer())↪→
7 W2 = tf.get_variable("W2", [3,3,16,32], initializer =
tf.contrib.layers.xavier_initializer())↪→
8 W3 = tf.get_variable("W3", [3,3,32,64], initializer =
tf.contrib.layers.xavier_initializer())↪→
9 W4 = tf.get_variable("W4", [3,3,64,32], initializer =
tf.contrib.layers.xavier_initializer())↪→





Listing 8: Model Helper Function: Initialize Parameters
cost function
15 def compute_cost(Z3, Y):







Listing 9: Model Helper Function: Cost Function
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forward propagation
23 def forward_propagation(X, parameters):
24 # Retrieve the parameters from the dictionary "parameters"
25 W1 = parameters['W1']
26 W2 = parameters['W2']
27 W3 = parameters['W3']
28 W4 = parameters['W4']
29 # CONV2D: stride of 1, padding 'SAME'
30 Z1 = tf.nn.conv2d(X,W1, strides = [1,1,1,1], padding = 'SAME')
31 # RELU
32 A1 = tf.nn.relu(Z1)
33 # CONV2D: filters W2, stride 1, padding 'SAME'
34 Z2 = tf.nn.conv2d(A1,W2, strides = [1,1,1,1], padding = 'SAME')
35 # RELU
36 A2 = tf.nn.relu(Z2)
37 # MAXPOOL: window 2x2, stride 2 padding 'SAME'
38 P1 = tf.nn.max_pool(A2, ksize = [1,2,2,1], strides = [1,2,2,1], padding = 'SAME')
39 # CONV2D: filters W3, stride 1, padding 'SAME'
40 ZX = tf.nn.conv2d(P1,W3,strides=[1,1,1,1],padding='SAME')
41 # RELU
42 A3 = tf.nn.relu(ZX)
43 # CONV2D: filters W4, stride 1, padding 'SAME'
44 ZY = tf.nn.conv2d(A3,W4,strides=[1,1,1,1],padding='SAME')
45 # RELU
46 A4 = tf.nn.relu(ZY)
47 # MAXPOOL: window 2x2, stride 2 padding 'SAME'
48 P2 = tf.nn.max_pool(A4, ksize = [1,2,2,1], strides = [1,2,2,1], padding = 'SAME')
49 # FLATTEN
50 P2 = tf.contrib.layers.flatten(P2)
51 # FULLY-CONNECTED Layer (256 Neurons)
52 ZZ = tf.contrib.layers.fully_connected(P2, num_outputs=256, activation_fn=None)
53 # RELU
54 A5 = tf.nn.relu(ZZ)
55 # FULLY-CONNECTED Layer (128 Neurons)
56 ZXX = tf.contrib.layers.fully_connected(A5 , num_outputs=128, activation_fn=None)
57 # RELU
58 A6 = tf.nn.relu(ZXX)
59 # Dropout Layer (To Fix Overfitting)
60 D6 = tf.nn.dropout(A6,0.9)
61 # FULLY-CONNECTED Layer (16 Neurons to Match Label Output)
62 Z3 = tf.contrib.layers.fully_connected(D6, num_outputs = 16, activation_fn=None)
63 return Z3




64 def model(X_train, Y_train, X_test, Y_test, learning_rate = 0.001, num_epochs = 30,
minibatch_size = 128, print_cost = True):↪→
65 ops.reset_default_graph() # to be able to rerun the model
without overwriting tf variables↪→
66 (m, n_H0, n_W0,n_C0) = Train_Features.shape
67 n_y = Train_Labels.shape[1]
68 costs = [] # To keep track of the cost
69 # Create Placeholders of the correct shape
70 X, Y = create_placeholders(n_H0, n_W0, n_C0, n_y)
71 parameters = initialize_parameters() # Init parameters
72 # Forward propagation: Build the forward propagation in the tensorflow graph
73 Z3 = forward_propagation(X, parameters)
74 # Cost function: Add cost function to tensorflow graph
75 cost = compute_cost(Z3, Y)
76 # Backpropagation: Define TF optimizer. Use AdamOptimizer that minimizes the cost.
77 optimizer = tf.train.AdamOptimizer(learning_rate = learning_rate).minimize(cost)
78 # Initialize all the variables globally
79 init = tf.global_variables_initializer()
80 # Start the session to compute the tensorflow graph
81 with tf.Session() as sess:
82 sess.run(init) # Run initialization
83 for epoch in range(num_epochs): # Training Loop
84 minibatch_cost = 0.
85 num_minibatches = int(m / minibatch_size) # number of minibatches of size
minibatch_size in the train set↪→
86 minibatches = random_mini_batches(X_train, Y_train, minibatch_size)
87 for minibatch in minibatches:
88 # Select a minibatch
89 (minibatch_X, minibatch_Y) = minibatch
90 # Run the session to exe the optimizer+cost, feedict contains a minibatch
for (X,Y).↪→
91 _ , temp_cost = sess.run([optimizer, cost], feed_dict={X: minibatch_X, Y:
minibatch_Y})↪→
92 minibatch_cost += temp_cost / num_minibatches
93 # Print the cost every epoch
94 if print_cost == True and epoch % 5 == 0:
95 print ("Cost after epoch %i: %f" % (epoch, minibatch_cost))
96 if print_cost == True and epoch % 1 == 0:
97 costs.append(minibatch_cost)
98 # plot the cost
99 plt.plot(np.squeeze(costs))
100 plt.ylabel('cost')
101 plt.xlabel('iterations (per tens)')
102 plt.title("Learning rate =" + str(learning_rate))
103 plt.show()
104 # Calculating the Accuracy
105 Accuracy = 100*(1-tf.reduce_mean(tf.abs((Z3-Y)/Y)))
106 print("Train Accuracy = ", (Accuracy).eval({X: X_train, Y: Y_train}))
107 print("Test Accuracy = ", (Accuracy).eval({X: X_test, Y: Y_test}))
108 return Accuracy, parameters
Listing 11: CNN Model Function
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run cnn
109 # Reshaping Test-Train Sets to Input into CNN Model
110 Train_Features = (np.reshape(Train_Features, (7879,19,6,1)))
111 Test_Features = (np.reshape(Test_Features, (875,19,6,1)))
112 Train_Labels = (np.reshape(Train_Labels, (7879,16)))
113 Test_Labels = (np.reshape(Test_Labels, (875,16)))
114 # Running the Model
115 Accuracy, parameters = model(Train_Features, Train_Labels, Test_Features, Test_Labels)
Listing 12: Code to Run and Train CNN Model
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B.3 LSTM Model
B.3.1 Packages and Pre-processing
imports
1 # Importing Required Libraries
2 from numpy import genfromtxt
3 from sklearn.model_selection import train_test_split
4 from tflearn.layers.conv import conv_2d
5 from pylab import rcParams
6 import tflearn
7 import matplotlib
8 import numpy as np
9 import pandas as pd
10 import matplotlib.pyplot as plt
11 import tensorflow as tf
Listing 13: LSTM Package Requirements
prep data
12 # Reading Preprocessed Data of All Years
13 # Get all the data
14 All_Data = genfromtxt('All Data For LSTM.csv', delimiter=',')
15 # Select only the travel times data points (no hour, day, or month data are selected)
16 All_Data = All_Data[3:,:]
17 # Defining the Number of Segments
18 number_of_segments = All_Data.shape[0]
19 # Generating Time-Sequenced Data and Setting Learning Rate
20 steps_of_history = 24
21 steps_in_future = 1
22 learning_rate = 0.003
23 segments = range(0,number_of_segments,1)
24 number_travel_times = All_Data.shape[1]
25 samples = number_travel_times - steps_of_history - steps_in_future
26 seq = np.zeros([samples, steps_of_history, number_of_segments])
27 next_val = np.zeros([samples, number_of_segments])
28 for segment in range(number_of_segments):
29 for i in range(samples):
30 seq[i,:,segment] = All_Data[segment, i : i + steps_of_history]
31 next_val[i,segment] = All_Data[segment, i + steps_of_history + steps_in_future -
1]↪→
32 X = seq
33 Y = next_val
34 trainX, testX, trainY, testY = train_test_split(X, Y, test_size=0.05)
Listing 14: LSTM Training and Evaluation Data Preparation
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B.3.2 Network, Training, and Evaluation Code
build network
35 # ----------------
36 # Network building
37 # ----------------
38 tf.reset_default_graph()
39 net = tflearn.input_data (shape = [None, steps_of_history, number_of_segments])
40 net = tflearn.lstm ( net, n_units = 96
41 , activation = 'relu'
42 , return_seq = False
43 )
44 net = tflearn.fully_connected( net, n_units = number_of_segments
45 , activation = 'linear'
46 )
47 net = tflearn.regression ( net, optimizer = 'adam'
48 , loss = 'mean_square'
49 , learning_rate = learning_rate
50 )





54 model = tflearn.DNN ( net
55 , tensorboard_verbose = 3
56 )
57 model.fit ( trainX, trainY
58 , n_epoch = 20
59 , validation_set = 0.0
60 , batch_size = 82
61 )




63 # Predict the future values
64 # -------------------------
65 predicted_test = model.predict( testX )
66 predicted_train = model.predict( trainX )
67 expected_test = testY
68 expected_train = trainY
69 # Defining the Error Functions to Evaluate the Performance
70 from sklearn.metrics import mean_squared_error
71 import time
72 def mean_absolute_percentage_error(y_true, y_pred):
73 return np.mean(np.abs((y_true - y_pred) / y_true)) * 100
74 rmseTest = np.sqrt(mean_squared_error(expected_test, predicted_test ))
75 rmseTrain = np.sqrt(mean_squared_error(expected_train, predicted_train))
76 mapeTest = mean_absolute_percentage_error(expected_test, predicted_test)
77 mapeTrain= mean_absolute_percentage_error(expected_train, predicted_train)
78 print('----------------------------')
79 print('Test RMSE: %.3f' % rmseTest )
80 print('Test MAPE: %.3f' % mapeTest )
81 print('----------------------------')
82 print('Train RMSE: %.3f' % rmseTrain)
83 print('Train MAPE: %.3f' % mapeTrain)
84 print('----------------------------')
Listing 17: LSTM Predict and Evaluate
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