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Introduction
The new micro-founded dynamic stochastic general equilibrium DSGE models appear to be particularly suited for evaluating the consequences of alternative macroeconomic policies, as shown in the works of Wouters (2003, 2004) , Del Negro and Schorfheide (2004) , Adolfson et al. (2008) and Christiano et al. (2005) . However, the calibrated DSGE models face many important challenges such as the fragility of parameter estimates, statistical …t and the weak reliability of policy predictions as reported in Stock and Watson (2001) , Ireland (2004) and Schorfheide (2010) . In recent years Bayesian estimation of DSGE models has become popular for many reasons, mainly because it is a system-based estimation approach that o¤ers the advantage of incorporating assumptions about the parameters based on economic theory. These assumptions can reduce weak identi…cation issues.
Macroeconomists have extensively used Bayesian techniques during the last 20 years. One reason is that Bayesian methods a¤ord researchers the chance to estimate and evaluate a wide variety of macro models that frequentist econometrics often …nd challenging. Bayesian methodology can be extremely useful in DSGE estimation and forecasting. The popularity of the Bayesian approach is also explained by the increasing computational power available to estimate and evaluate medium-to large-scale DSGE models using Markov Chain Monte Carlo (MCMC) simulators. These DSGE models can pose identi…cation problems for frequentist estimation that no amount of data or computing power can overcome. New macro-research is also drawn to the estimation and evaluation framework of Bayesian statistics because DSGE models are often seen as abstractions of actual economies.
Increasing e¤orts have been undertaken to use DSGE models for forecasting. DSGE models were not considered as forecasting tools until the works of Wouters (2003, 2004) on the predictability of DSGE models compared to alternative non-structural models. In the macro-econometric literature, hybrid or mixture DSGE models have become popular in dealing with some of the model misspeci…cations as well as the trade-o¤ between theoretical coherence and empirical …t (Schorfheide, 2010) . They are categorized in additive hybrid models and hierarchical hybrid models. The hybrid models provide a complete analysis of the data law of motion and better capture the dynamic properties of the DSGE models. In the recent literature, di¤erent attempts of hybrid models have been introduced in solving, estimating and forecasting with DSGEs. Sargent (1989) and Altug (1989) proposed augmenting a DSGE model with measurement error terms that follow a …rst order autoregressive process, known as the DSGE-AR approach. Ireland (2004) proposed a method that is similar to the DSGE-AR, but imposing no restriction on the measurement errors, assuming that residuals follow a …rst-order vector autoregression (DSGE-AR à l 'Ireland) . A di¤erent approach called DSGE-VAR was proposed by Del Negro and Schorfheide (2004) and was based on the works of DeJong et al. (1996) and Ingram and Whiteman (1994) . The problem of over…tting results in multicollinearity and loss of degrees of freedom, and leads to ine¢ cient estimates and large out-of-sample forecasting errors. It is possible to overcome this problem by using the well-known "Minnesota" priors (Doan et al., 1984) . The use of "Minnesota" priors has been proposed to shrink the parameters space and thus overcome the curse of dimensionality. Following this idea in combining the DSGE model information and the VAR representation, two alternative econometric tools have been also introduced: the DSGE-FAVAR (Consolo et al., 2009 ) and the Augmented VAR-DSGE model (Fernández-de-Córdoba and Torres, 2010) . The main idea behind the Factor Augmented DSGE (DSGE-FAVAR) is the use of factors to improve the statistical identi…cation in validating the models. Consequently, the VAR representation is replaced by a FAVAR model as the statistical benchmark.
In this study, we conduct an exhaustive empirical exercise that includes the comparison of the out-of-sample predictive performance of estimated DSGE models with that of standard VARs, Bayesian VARs and Factor Augmented VARs estimated on the same data set for the US economy. We focus on many di¤erent speci…cations of the DSGE models, i.e., the simple DSGE, the DSGE-VAR and speci…cally on the Factor Augmented DSGE (DSGE-FAVAR) model with emphasis on Bayesian estimation. The motivation comes from a group of recent papers that compares the forecasting performance of DSGE against VAR models, e.g., Smets and Wouters (2004) , Ireland (2004) , Del Negro and Schorfheide (2004) , Del Negro et al. (2007) , Adolfson et al. (2008) , Christo¤el et al. (2008) , Rubaszek and Skrzypczynski (2008) , Ghent (2009) , Kolosa et al. (2009) , Consolo et al. (2009) and Fernandez-de-Cordoba and Torres (2010) among others. We use comparatively a small scale model as in Del Negro and Schorfheide (2004) including the real GDP, the harmonized Consumer Price Index and the nominal short-term federal funds interest rate, as well as the medium scale model of Smets and Wouters (2007) which features sticky nominal price, wage contracts, habit formation, variable capital utilization and investment adjustment costs. The Smets and Wouters (2007) model is close in spirit to that of Christiano et al. (2005) to …t to US macroeconomic data. We use quarterly data of the US economy from 1960:Q4 to 2010:Q4 and we produce forecasts for the out-of-sample testing period 1997:Q1-2010:Q4. The remainder of this paper is organized as follows. Section 2 describes the standard and Bayesian VAR as well as the Factor Augmented VAR model. In section 3 the small and a medium scale DSGE models are analyzed and the hybrid DSGE-VAR and DSGE-FAVAR models are described in detail, both in a small and a medium scale speci…cation. In section 4 the data are described and the empirical results of the comparative forecasting evaluation are illustrated and analyzed. Finally, section 5 concludes.
VAR Models

Classical VAR
As suggested by Sims (1980) , the standard unrestricted VAR, has the following compact format
where Y is a (T n) matrix with rows Y 0 t ; and X is a (T k) matrix (k = 1 + np; p =number of lags) with rows X 
Bayesian VAR
The Bayesian VAR, as described in Litterman (1981) , Doan et al. (1984) , Todd (1984) , Litterman (1986) and Spencer (1993) has become a widely popular approach in dealing with overparameterization. One of main problems in using VAR models is that many parameters need to be estimated, although some of them may be insigni…cant. Instead of eliminating longer lags, the BVAR imposes restrictions on these coe¢ cients by assuming that they are more likely to be near zero than the coe¢ cients on shorter lags. Obviously, if there are strong e¤ects from less important variables, the data can counter this assumption. Usually, the restrictions are imposed by specifying normal prior distributions with zero means and small standard deviations for all coe¢ cients, with a decreasing standard deviation as the lags increase. The only exception is the coe¢ cient on a variable's …rst lag that has a mean of unity. Litterman (1981) used a di¤use prior for the constant. The means of the prior are popularly called the "Minnesota Priors" due to the development of the idea at the University of Minnesota and the Federal Reserve Bank at Minneapolis. The basic principle behind the "Minnesota" prior is that all equations are centered around a random walk with drift. This idea has been modi…ed by Kadiyala and Karlsson (1997) and Sims and Zha (1998) . In Ingram and Whiteman (1994) a real business cycle model is used to generate a prior for a reduced form VAR, as a development of the "Minnesota" priors procedure. Also, a prior is placed on the parameters of a simple linearized DSGE, which is then compared with a Bayesian VAR in a forecasting exercise. Smets and Wouters (2003) extend this to medium scale New Keynesian models used in policy analysis. This approach has the advantage of providing information about which behavioural mechanisms produce forecast error or policy scenarios. However, it seems that it often fails to empirically …t compared to models with no behavioural structure. In Del Negro and Schorfheide (2004) and Del Negro et al. (2007) a DSGE prior is also developed for a VAR. Formally speaking, these prior means can be written as follows
where i denotes the coe¢ cients associated with the lagged dependent variables in each equation of the VAR, while j represents any other coe¢ cient. The prior variances 2 i and 2 j specify the uncertainty of the prior means, i = 1 and j = 0, respectively. In this study, we impose their prior mean on the …rst own lag for variables in growth rate, such as a white noise setting (Del Negro and Schorfheide 2004; Adolfson et al. 2007; Banbura et al. 2010) . Instead, for level variables, we use the classical Minnesota prior (Del Negro and Schorfheide 2004) . The speci…cation of the standard deviation of the distribution of the prior imposed on variable j in equation i at lag m, for all i; j and m, denoted by S(i; j; m), is speci…ed as follows
where
is the tightness of variable j in equation i relative to variable i and by increasing the interaction, i.e. it is possible for the value of k ij to loosen the prior (Dua and Ray, 1995) . The ratio^ î j consists of estimated standard errors of the univariate autoregression, for variables i and j. This ratio scales the variables to account for di¤erences in the units of measurement, without taking into account the magnitudes of the variables. The term w measures the standard deviation on the …rst lag, and also indicates the overall tightness. A decrease in the value of w results in a tighter prior. The function g(m) = m d ; d > 0 is the measurement of the tightness on lag m relative to lag 1, and is assumed to have a harmonic shape with a decay of d, which tightens the prior on increasing lags. Following the standard Minnesota prior settings, we choose the overall tightness (w) to be equal to 0.3, while the lag decay (d) is 1 and the interaction parameter (k ij ) is set equal to 0.5.
Factor Augmented VAR
A recent strand in the econometric literature mainly by Stock and Watson (2002) , Reichlin (1996, 1998) and Forni et al. (1999 Forni et al. ( , 2000 has shown that very large macroeconomic datasets can be properly modelled using dynamic factor models, where the factors can be considered as an "exhaustive summary of the information " in the data. The rationale underlying dynamic factor models is that the behavior of several variables is driven by few common forces, the factors, plus idiosyncratic shocks. Hence, the factors-approach can be useful in alleviating the omitted variable problem in empirical analysis using traditional small scale models. Bernanke and Boivin (2003) and Bernanke et al. (2005) utilized factors in the estimation of VAR to generate a more general speci…cation. Chudik and Pesaran (2011) illustrated how a VAR augmented by factors could help in keeping the number of estimated parameters under control without loosing relevant information. Let X t denote an N 1 vector of economic time series and Y t a vector of M 1 observable macroeconomic variables which are a subset of X t : In this context, most of the information contained in X t is captured by F t , a k 1 vector of unobserved factors. The factors are interpreted as an addition to the observed variables, as common forces driving the dynamics of the economy. The relation between the "informational" time series X t , the observed variables Y t and the factors F t is represented by the following dynamic factor model
where f is a N k matrix of factor loadings, y is a N M matrix of coe¢ cients that bridge the observable Y t and the macroeconomic dataset, and e t is the vector of N 1 error terms. These terms are mean zero, normal distributed, and uncorrelated with a small cross-correlation. In fact, the estimator allows for some cross-correlation in e t that must vanish as N goes to in…nity. This representation nests also models where X t depends on lagged values of the factors (Stock and Watson, 2002) . For the estimation of the FAVAR model equation (5), we follow the two-step principal components approach proposed by Bernanke et al. (2005) . In the …rst step factors are obtained from the observation equation by imposing the orthogonality restriction F 0 F=T = I: This implies thatF = p TĜ, whereĜ are the eigenvectors corresponding to the K largest eigenvalues of XX 0 ; sorted in descending order. Stock and Watson (2002) showed that the factors can be consistently estimated by the …rst r principal components of X, even in the presence of moderate changes in the loading matrix . For this result to hold it is important that the estimated number of factors, k, is larger or equal than the true number r: Bai and Ng (2000) proposed a set of selection criteria to choose k that are generalizations of the BIC and AIC criteria. In the second step, we estimate the FAVAR equation replacing F t byF t : Following Bernanke et al. (2005) , Y t is removed from the space covered by the principal components. In a recent paper, Boivin et al. (2009) impose the constraint that Y t is one of the common components in the …rst step, guaranteeing that the estimated latent factorsF t recover the common dynamics which are not captured by Y t . The authors, comparing the two methodologies, concluded that the results are similar. As in Bernanke et al. (2005) we partition the matrix X t in two categories of information variables: slow-moving and fast-moving. Slow-moving variables (e.g., real variables such as wages or spending) do not respond contemporaneously to unanticipated changes in monetary policy, while fast-moving (e.g., interest rates) respond contemporaneously to monetary shocks. We proceed to extracting two factors from slow variables and one factor from fast variables and we call them respectively "slow factors" and "fast factor". As suggested by Bai and Ng (2000) we use information criteria to determine the number of factors, extracting three factors (two slows and one fast) to strike a balance between the dimension of the panel data (112 series) and the parameters estimated in the VAR and FAVAR (number of endogenous variables and their lags). It is also worth noting that the factors are not uniquely identi…ed, but this is not a problem in our context because we will not attempt a structural interpretation of the estimated factors. Finally, having determined the number of factors, we specify a Factor Augmented VAR by considering only one-lag of the factors according to BIC criterion. The potential identi…cation of the macroeconomic shocks can be performed according to Bernanke et al. (2005) using the Cholesky decomposition.
DSGE Models
Only recently and after the seminal work of Wouters (2003, 2004 ) the DSGE models have been considered as forecasting tools in macroeconomic literature. Model validation, estimation and calibration are crucial issues in DSGE structure. The main problems are reported in Canova (1994) . Calibrated DSGE models often yield fragile results when traditional econometric methods are used for estimation (Smets and Wouters 2003; Ireland 2004) . Following this idea of combining the DSGE model information and the VAR representation, among other models that have been proposed in the literature, in this study we use the DSGE-VAR and DSGE-FAVAR hybrid models. Furthermore, we use comparatively the small scale model of Del Negro and Schorfheide (2004) including the real GDP, the harmonized Consumer Price Index and the nominal short-term federal funds interest rate, as well as the medium scale model of Smets and Wouters (2007) which features sticky nominal price, wage contracts, habit formation, variable capital utilization and investment adjustment costs. The Smets and Wouters (2007) model resembles that of Christiano et al. (2005) on US macroeconomic data.
Small Scale Model
Simple DSGE models with forward-looking features are usually referred to as a benchmarks in the literature. In a DSGE setup the economy is made up of four components. The …rst component is the representative household with habit persistent preferences. This household maximizes an additively separable utility function which is separable into consumption, real money balances and hours worked over an in…nite lifetime. The household gains utility from consumption relative to the level of technology, real balances of money, and disutility from hours worked. The household earns interest from holding government bonds and earns real pro…ts from the …rms. Moreover, the representative household pays lump-sum taxes to the government. The second component is a perfectly competitive, representative …nal goods producer which is assumed to use a continuum of intermediate goods as inputs, and the prices for these inputs are given. The producers of these intermediate goods are monopolistic …rms which use labour as the only input. The production technology is the same for all the monopolistic …rms. Nominal rigidities are introduced in terms of price adjustment costs for the monopolistic …rms. Each …rm maximizes its pro…ts over an in…nite lifetime by choosing its labour input and its price. The third component is the government which spends in each period a fraction of the total output, which ‡uctuates exogenously. The government issues bonds and levies lump-sum taxes, which are the main part of its budget constraint. The last component is the monetary authority, which follows a Taylor rule regarding the in ‡ation target and the output gap. There are three economic shocks: an exogenous monetary policy shock (in the monetary policy rule), and two autoregressive processes, AR(1), which model government spending and technology shocks. To solve the model, optimality conditions are derived for the maximization problems. After linearization around the steady-state, the economy is described by the following system of equations
where x is the detrended output (divided by the non-stationary technology process), is the gross in ‡ation rate, and R is the gross nominal interest rate. The tilde denotes percentage deviations from a steady state or, in the case of output, from a trend path (King, 2000; Woodford, 2003) . The model can be solved by applying the algorithm proposed by Sims (2002) . De…ne the vector of variablesZ t = x t ;~ t ;R t ;g t ;z t ; E txt+1 ; E t~ t+1 and the vector of shocks as t = ( R;t ; g;t ; z;t ). Therefore the previous set of equations, (6) -(10), can be recasted into a set of matrices ( 0 ; 1 ; C; ; ) accordingly to the de…nition of the vectorsZ t and t
where t+1 , such that E t t+1 E t (y t+1 E t y t+1 ) = 0, is the expectations error.
As a solution to (11), we obtain the following transition equation as a policy functioñ
and in order to provide the mapping between the observable data and those computed as deviations from the steady state of the model we set the following measurement equations as in Del Negro and Schorfheide (2004) 
which can be also casted into matrices as
where Y t = ( ln x t ; ln P t ; ln R a t ) 0 , v t = 0 and 0 and 1 are de…ned accordingly. For completeness, we write the matrices T , R, 0 and 1 as a function of the structural parameters in the model, = ln ; ln ; ln r ; ; ; 1 ; 2 ; R ; g ; Z ; R ; g ; Z 0 . Such a formulation derives from the rational expectations solution. The evolution of the variables of interest, Y t , is therefore determined by (12) and (14) which impose a set of restrictions across the parameters on the moving average (MA) representation. Given that the MA representation can be very closely approximated by a …nite order VAR representation, Del Negro and Schorfheide (2004) propose to evaluate the DSGE model by assessing the validity of the restrictions imposed by such a model with respect to an unrestricted VAR representation. The choice of the variables to be included in the VAR is however completely driven by those entering in the DSGE model regardless of the statistical goodness of the unrestricted VAR.
Medium Scale Model
The Smets and Wouters (2007) model is a medium scale model which features sticky nominal price and wage contracts, habit formation, variable capital utilization and investment adjustment costs. The demand side of the economy consists of consumption (c t ), investment (i t ), capital utilization (z t ) and government spending "
t that is assumed to be exogenous. The total output (y t ) is given by
where c y is the steady-state share of consumption in output and equals (1 g y i y ), and g y and i y are respectively the steady-state exogenous spending-output ratio and investment-output. Also
where R k , is the steady-state rental rate of capital and k y is the steady-state capital-output ratio. The consumption Euler equation is provided by
(1 = )
where l t is the hours worked, r t is the nominal interest rate and t is the rate of in ‡ation. If the degree of habits is zero ( = 0) and c = 1, equation (16) reduces to the standard forward-looking consumption Euler equation. The disturbance is assumed to follow a …rst-order autoregressive process with an iid-Normal error term: "
The linearized investment equation is given by
with i t denoting the investment and q t the real value of existing capital stock (Tobin's Q). ' is the steadystate elasticity of the capital adjustment cost function and is the discount factor applied by households. The investment-speci…c technology process follows a …rst-order autoregressive process with an iid-Normal error term:
The arbitrage equation for the value of capital is given by
where r k t = (k t l t ) + w t denotes the real rental rate of capital which is negatively related to the capitallabour ratio and positively to the real wage.
On the supply side of the economy, the aggregate production function is de…ned as
where p and are respectively one plus the share of …xed costs in production and the share of capital in production. The total factor productivity follows a …rst-order autoregressive process: "
The k s t represents capital services which is a linear function of lagged installed capital (k t 1 ) and the degree of capital utilization, k s t = k t 1 + z t : Capital utilization is proportional to the real rental rate of capital,
where is a positive function of the elasticity of the capital utilization adjustment cost function and normalized from zero (in equilibrium the rental rate on capital is constant) to one (the utilization of capital is constant). The accumulation process of installed capital is simply described as
Monopolistic competition within the production sector and Calvo-pricing constraints gives the New-Keynesian Phillips curve for in ‡ation
l t ) w t is the marginal cost of production and the price mark-up disturbance follows an ARMA(1,1) process "
where p t is an iid-Normal price mark-up shock. The MA(1) term is included to capture the high-frequency ‡uctuations in in ‡ation. If the degree of indexation to past in ‡ation is zero, p = 0, the equation (21) becomes a standard forward-looking Phillips curve. The speed of adjustment depends on the degree of price stickiness ( p ), the curvature of the Kimball goods market aggregator (" p ), and the steady-state mark-up which is related in equilibrium to ( p 1), the share of …xed costs in production. Monopolistic competition in the labour market also gives rise to a similar wage New-Keynesian Phillips curve is an iid-Normal error term. Again, the MA(1) term captures the high-frequency ‡uctuations in wages. If the degree of indexation to past in ‡ation is zero, w = 0, the equation (22) does not depend on lagged in ‡ation.
The speed of adjustment depends on the degree of wage stickiness ( w ), the curvature of the Kimball labour market aggregator (" w ), and the steady-state labour market mark-up ( w 1). The model is closed by the empirical monetary policy reaction function
accordingly to the de…nition of the vectorsZ t and t
As a solution, we obtain the following transition equation as a policy functioñ
and in order to provide the mapping between the observable data and those computed as deviations from the steady state of the model we set the following measurement equations as ; where ln denotes 100 times log and ln refers to the log di¤erence. = 100 ( 1) is the common quarterly trend growth rate to real GDP, consumption, investment and wages. Instead, = 100 ( 1) is quarterly steady-state in ‡ation rate, r = 4 100( 1 c 1) is the steady-state nominal interest rate, and l is the steady-state hours worked, which is normalized to be equal to zero. We can write the following equation
where Y t = ( ln y t ; ln c t ; ln i t ; ln w t ; ln l t ; ln P t ; ln R a t ) 0 , v t = 0 and 0 and 1 are de…ned accordingly.
For completeness, we write the matrices T , R, 0 and 1 as a function of the structural parameters in the model.
Estimation of linearized DSGE Models
Several econometric procedures have been proposed to parameterize and evaluate DSGE models. Kydland and Prescott (1982) use calibration, Christiano and Eichenbaum (1992) consider the generalized method of moments (GMM) estimation of equilibrium relationships, while Rotemberg and Woodford (1997) and Christiano et al. (2005) use the minimum distance estimation based on the discrepancy among VAR and DSGE impulse response functions. Moreover the full-information likelihood-based estimation is considered by Altug (1989 ), McGrattan (1994 , Leeper and Sims (1994) and Kim (2000) . In recent years, Bayesian estimation became very popular. According to An and Schorfheide (2007) there are essentially three main characteristics. Firstly, the Bayesian estimation is system-based and …ts the solved DSGE model to a vector of aggregate time series, as opposed to the GMM which is based on equilibrium relationships, such as the Euler equation for the consumption or the monetary policy rule. Secondly, it is based on the likelihood function generated by the DSGE model rather than the discrepancy between DSGE responses and VAR impulse responses. Thirdly, prior distributions can be used to incorporate additional information into the parameter estimation. Priors distributions are important to estimate DSGE models. According to An and Schorfheide (2007) , where v=4 and s equals 0.2, 0.5, and 0.7, respectively. Approximately 1.5% of the prior mass lies in the indeterminacy region of the parameter space. The prior is truncated to restrict it to the determinacy region of the DSGE model, to avoid multiple equilibria typical in rational expectations models .
priors might downweigh regions of the parameter space that are at odds with observations which are not contained in the estimation sample. Priors could add curvature to a likelihood function that is (nearly) ‡at for some parameters, given a strong in ‡uence to the shape of the posterior distribution. Table 1 lists the prior distributions for the structural parameters of the DSGE model which are adopted from Del Negro and Schorfheide (2004) . Next, Table 2 reports the priors for the medium scale model following Smets and Wouters (2007) .
In the Bayesian framework, the likelihood function is reweighted by a prior density as in An and Fiorentini et. al. (2012) . The prior is useful to add information which is contained in the estimation sample. Since priors are always subject to revisions, the shift from prior to posterior distribution can be considered as an indicator of the di¤erent sources of information. If the likelihood function peaks at a value that is at odds with the information that has been used to construct the prior distribution, then the marginal data density (MDD) of the DSGE model is de…ned as
The marginal data density is the integral of the likelihood (L( jY )) taken according to the prior distribution (p( )), that is the weighted average of likelihood where the weights are given by priors. The MDD can be used to compare di¤erent models M i ; p(Y jM i ):We can rewrite the log-marginal data density as 
where ln(p(Y jM ) can be interpreted as a predictive score (Good, 1952) and the model comparison based on posterior odds captures the relative one-step-ahead predictive performance. To compute the MDD, we consider the Geweke (1999) modi…ed harmonic mean estimator. Harmonic mean estimators are based on the identity
where f ( ) has the property that Gelfand and Dey, 1994) . Conditional on the choice of f ( ), an estimator is
where (s) is drawn from the posterior p( jY ): For a numerical approximation e¢ cient, f ( ) should be chosen so that the summands are of equal magnitude. Geweke (1999) proposed to use the density of a truncated multivariate normal distribution
As reported in An and Schorfheide (2007) rejoinder (excluding Lubik and Schorfheide, 2004) , researchers tend to restrict the parameter space to the subspace in which the linearized DSGE model has a unique rational expectations solutions. We follow the adjustment proposed by Del Negro and Schorfheide (2004) and An and Schorfheide (2007b) , with a small percentage (around 1.5%-2%) to the indeterminacy region. In the above and V are the posterior mean and covariance matrix computed from the output of the posterior simulator, d is the dimension of the parameter vector, F 2 d is the cumulative density function of a 2 random variable with d degrees of freedom, and 2 (0; 1). We set = 0:90 which provides the most accurate computation as in Geweke (1999) . We compute the log-marginal data density with = 0:95 and = 0:99, founding that the marginal likelihood is not sensitive to the value of : As shown in Schorfheide (2000) , the estimated marginal likelihood does not so serially depend on ; and the discrepancy of eq (27) across truncation levels and simulation runs is less than 0.60. If the posterior of is in fact normal then the summands in eq. (27) are approximately constant.
DSGE-VAR
Building on the work by Ingram and Whiteman (1994) , the DSGE-VAR approach of Del Negro and Schorfheide (2004) was designed to improve forecasting and monetary policy analysis with VARs. Del Negro-Schorfheide's (2004) approach is to use the DSGE model to build prior distributions for the VAR. This approach is employed both for the small and the medium scale DSGE model. Basically, the estimation initializes with an unrestricted VAR of order p
In compact format
Y is a (T n) matrix with rows Y 0 t ; X is a (T k) matrix (k = 1 + np; p =number of lags) with rows X 
The prior distribution for the VAR parameters proposed by Del Negro and Schorfheide (2004) is based on the statistical representation of the DSGE model given by a VAR approximation. Suppose that the actual observations are augmented with T = T arti…cial observations (Y ; X ) generated from the DSGE model based on the parameter vector . The log-likelihood function for the combined sample of arti…cial and actual observations is obtained by premultiplying (30) with
To remove the stochastic variation in the prior distribution from p(Y ( ) j ; u ), the nonstandardized sample moments Y 0 Y; X 0 Y ; and X 0 X are replaced by their expected values. Let xx ; yy ; xy and yx be the theoretical second-order moments of the variables Y and X implied by the DSGE model. Using the population moments, equation (31) is replaced with
where an initial improper prior
is also added as shown in Del Negro and Schorfheide (2004) . It is also true that we could have chosen a proper but "economics-free" prior on the VAR, as suggested by Sims (2007) , e.g., some version of "Minnesota prior". However, in this study we followed the literature on DSGE-VARs with improper priors (e.g., as in Del Negro and Schorfheide, 2004) . Provided that T > k + n and xx ( ) is invertible, the prior density is proper and nondegenerate. Del Negro and Schorfheide (2004) show how the normalization factor c( ) can be chosen to ensure that the density integrates to one. Hence, it can be de…ned as
The moments are the dummy observation priors used in the mixture model. These vectors can be interpreted as the probability limits of the coe¢ cients in a VAR estimated on the arti…cial observations generated by the DSGE model. Conditional on the vector of structural parameters in the DSGE model , the prior distributions for the VAR parameters p( ; u j ) are of the Inverted-Wishart (IW) and Normal forms
where the parameter controls the degree of model misspeci…cation with respect to the VAR: for small values of the discrepancy between the VAR and the DSGE-VAR is large and a sizeable distance is generated between the unrestricted VAR and DSGE estimators. Large values of correspond to small model misspeci…cation and for = 1 beliefs about DSGE misspeci…cation degenerate to a point mass at zero. Bayesian estimation could be interpreted as estimation based on a sample in which data are augmented by a hypothetical sample in which observations are generated by the DSGE model, the so-called dummy prior observations (Theil and Goldberg, 1961; Ingram and Whiteman, 1994) . Within this framework determines the length of the hypothetical sample. The posterior distributions of the VAR parameters are also of the Inverted-Wishart and Normal forms. Given the prior distribution, posterior distributions are derived by the Bayes theorem
where the matrices^ b ( ) and^ u;b ( ) have the interpretation of maximum likelihood estimates of the VAR parameters based on the combined sample of actual observations and arti…cial observations generated by the DSGE. Equations (35) and (36) show that the smaller is; the closer the estimates are to the OLS estimates of an unrestricted VAR. Instead, the higher is, the closer the VAR estimates will be tilted towards the parameters in the VAR approximation of the DSGE model (^ b ( ) and^ u;b ( )). In order to obtain a non-degenerate prior density (34), which is a necessary condition for the existence of a well-de…ned Inverse-Wishart distribution and for computing meaningful marginal likelihoods, has to be greater than
Hence, the optimal lambda must be greater than or equal to the minimum lambda ^ M IN . Essentially, the DSGE-VAR tool allows the econometrician to draw posterior inferences about the DSGE model parameters : Del Negro and Schorfheide (2004) explain that the posterior estimate of has the interpretation of a minimum-distance estimator, where the discrepancy between the OLS estimates of the unrestricted VAR parameters and the VAR representation of the DSGE model is a sort of distance function. The estimated posterior of parameter vector depends on the hyperparameter . When ! 0, in the posterior the parameters are not informative, so the DSGE model is of no use in explaining the data. Unfortunately, the posteriors (36) and (35) do not have a closed form and we need a numerical method to solve the problem. The posterior simulator implemented by Del Negro and Schorfheide (2004) is the Markov Chain Monte Carlo Method and the algorithm used is the Random Walk -Metropolis Hastings (RW-MH) acceptance method. This procedure generates a Markov Chain from the posterior distribution of and this Markov Chain is used for Monte Carlo simulations. The optimal is given by maximizing the log of the marginal data density^ = arg max
According to the optimal lambda ^ , a corresponding optimal mixture model is chosen. This hybrid model is called DSGE-VAR ^ and^ is the weight of the priors. It can also be interpreted as the restriction of the theoretical model on the actual data.
DSGE-FAVAR
According to Bernanke et al. (2005) , a FAVAR benchmark for the evaluation of a DSGE model will include a vector of observable variables and a small vector of unobserved factors extracted from a large data-set of macroeconomic time series, that capture additional economic information relevant to model the dynamics of the observables. In this study we implement the DSGE-FAVAR model of Consolo et al. (2009) . The statistical representation has the following speci…cation
Y t = ( ln x t ; ln P t ; ln R t )
whilst in case of the medium scale model
Y t = ( ln y t ; ln c t ; ln i t ; ln w t ; ln l t ; ln
where Y t are the observable variables included in the simple DSGE model and F t is a small vector of unobserved factors relevant to modelling the dynamics of Y t (F s 1t ; F s 2t are the two slow factors and F f 3t is the fast factor). The system reduces to the standard VAR when 12 (L) = 0. Importantly, and di¤erently from Boivin and Giannoni (2006) , this FAVAR is not interpreted as the reduced form of a DSGE model at hand. In fact, in this case the restrictions implied by the DSGE model on a general FAVAR are very di¢ cult to trace and model evaluation becomes even more di¢ cult to implement. A very tightly parameterized theory model can have a very highly parameterized reduced form if one is prepared to accept that the relevant theoretical concepts in the model are a combination of many macroeconomic and …nancial variables. The DSGE-FAVAR is implemented in the same way as the DSGE-VAR.
Empirical results
The dataset consists of quarterly data of the US economy from 1960:Q4 to 2010:Q4. The out-of sample period spans 1997:Q1 to 2010:Q4. To estimate the small scale models we use the log of the real output growth, the log of consumer price index, and the federal funds rate as short-term interest rate. In particular, the data for real output growth comes from the Bureau of Economic Analysis as Gross Domestic Product (GDP), while Consumer price index (CPI) data (seasonally adjusted, 1982-1984=100) are derived from the Bureau of Labor Statistics. Both series are taken in …rst di¤erence logarithmic transformation. The interest rate series (FR rate) are constructed as in Clarida, Galì and Gertler (2000) , namely for each quarter the interest rate is computed as the average federal funds rate during the …rst month of the quarter, including business days only. These three time series also represent the three equations of the small scale DSGE model. Also, the data is used to extract factors for FAVAR and DSGE-FAVAR models. Then, to estimate the medium scale DSGE model, we consider the log of the real output growth, the log di¤erence of real consumption, log di¤erence of real investment, the log di¤erence of real wage, the log hours worked, the log di¤erence of GDP de ‡ator and the federal funds rate (Smets and Wouters, 2007; Del Negro and Schorfheide, 2012) . Speci…cally, the real output growth (GDP) is given by the real Gross Domestic Product (GDPC), the log di¤erence of the real consumption (CONS) by nominal personal consumption expenditures (PCEC), the log di¤erence of real investment (INV) by nominal …xed private investment (FPI), and the log di¤erence of GDP de ‡ator (INFL) by the GDP price de ‡ator (GDPDEF). The four series are constructed at a quarterly frequency by the Bureau of Economic Analysis (BEA). The real wage growth (WAGE) is given by the compensation per hour for the nonfarm business sector (PRS85006103) produced by the Bureau of Labor Statistics (BLS). The log hours worked (HOURS) are given by the average weekly hours of production (PRS85006023) and by the civilian employment (CE16OV) at monthly frequency provided by the BLS. The interest rate series (FRR) are constructed as in Clarida, Galì and Gertler (2000) , i.e., for each quarter the interest rate is computed as the average federal funds rate during the …rst month of the quarter, including business days only. Finally, in this speci…cation the complete dataset is used to extract factors for FAVAR and DSGE-FAVAR models.
In order to construct the FAVAR we extract factors from a balanced panel of 112 monthly and quarterly macroeconomic and …nancial time series, following the dataset built by Stock and Watson (2002) . The dataset involves several measures of industrial production, interest rates, various price indices, employment and other important macroeconomic and also …nancial variables. In this set-up, the number of informational time series N is large (larger than time period T ) and must be greater than the number of factors and observed variables in the FAVAR system (k + M N ). In the panel data used, there are some variables in monthly format, which are transformed into a quarterly data using end-of-period observations. All series have been transformed to induce stationarity. The series are taken as levels or transformed into logarithms, …rst or second di¤erence (in level or logarithms) according to series characteristics. The Appendix contains a detailed description of all series and their corresponding transformations. Following Bernanke et al. (2005) , we partition the data into two categories of information variables: slow and fast. Slow-moving variables (e.g., wages or spending) do not respond contemporaneously to unanticipated changes in monetary policy, while fast-moving variables (e.g., asset prices and interest rates) do respond contemporaneously to monetary shocks.
Then we extract two factors from the slow variables and one factor from the fast variables. The methodology implemented to extract the factors is principal components. Stock-Watson (1998) showed that factors can be consistently estimated by the …rst r principal components of a matrix X, even in the presence of moderate changes in the loading matrix . For this result to hold it is important that the estimated number of factors k, is larger than or equal to the true number, r. Bai and Ng (2000) propose a set of selection criteria to choose k that are generalizations of the BIC and AIC criteria. As they suggest, we use information criteria to determine the number of factors but, as they are not so decisive, we limit the number of factors to three to strike a balance between the dimension of the panel data (112 series) and the parameters estimated in the VAR and FAVAR (number of endogenous variables and their lags). It is also worth noting that the factors are not uniquely identi…ed, but this is not a problem in our context because we will not attempt a structural interpretation of the estimated factors.
We compare the out-of-sample forecasting performance of VAR models including BVAR and FAVAR and of the DSGE class including DSGE-VAR, DSGE-FAVAR, in terms of the Root Mean Squared Forecast Error (RMSE). According to Schwartz Bayesian information criterion (SIC), we implement the VAR based model from one to four lags. Hence, we compare the log of the marginal data densities (MDD) across lags. Based on the selection provided by MDD, a forecasting exercise is provided using a rolling procedure for h-stepsahead. Most importantly, we compare the log of the marginal data densities (MDD). Based on the MDD a forecasting exercise is provided using a rolling procedure for h-steps-ahead. The variable forecasts for the small and medium scale models are estimated for the out-of-sample testing period 1997:Q1 -2010:Q4. The forecasting investigation for the quarterly US data is performed over the one-, two-, three-and four-quarterahead horizon with a rolling estimation sample, based on the works of Marcellino (2004) and Brüggemann et al. (2008) for datasets of quarterly frequency. In particular, the models are re-estimated each quarter over the forecast horizon to update the estimate of the coe¢ cients, before producing the quarter-ahead forecasts. Finally, in order to evaluate the models'forecast accuracy, we use the cross-model test statistic of Diebold and Mariano (1995) .
Firstly, we report the estimation results for the log of Marginal Data Density (MDD). In particular, following Del Negro and Schorfheide (2006) we adopt the MDD as a measure of model …t, which arises naturally in the computation of posterior model odds. The MDD is calculated for the small and medium scale DSGE-VAR models using a di¤erent number of lags (from 1 up to 4). Each minimum ( min ) is produced based on the features of the model (number of observations, number of endogenous variables, number of lags), and the optimal lambda ( b ) is calculated using the Markov Chain Monte Carlo with the Metropolis Hastings acceptance method (with 110,000 replications, we discard the …rst 10,000 ones and the following 100,000 replications are used in the estimation). Although we use the Random Walk -Metropolis Hastings (RW-MH) algorithm, we account for some problems it presents with the medium scale DSGE model of Smets-Wouters (2007) as shown in Chib and Ramamurthy (2010) . In particular they propose replacing the commonly used single block RWM algorithm with a Metropolis-within-Gibbs algorithm that cycles over multiple, randomly selected blocks of parameters. Chib and Ramamurthy (2010) provide evidence that the RW-MH algorithm has a serial correlation problem at lags 2500 and it is proven di¢ cult to tune up due to the dimensionality of the parameter space and the complexity of the posterior surface in case of many parameters, as with the Smets and Wouters (2007) model which estimates 36 parameters. To avoid the autocorrelation problem, Chib and Ramamurthy (2010) developed a Tailored randomized Block M-H (TaRB-MH) algorithm. Below in Tables 3 and 4 we show for each parameter the convergence diagnostic (CD) of Geweke (1992) . The CD is a comparison between the …rst draws (10000) and the last draws (50,000), dropping out the middle Geweke, 1992 and Nakajima et al., 2011) . The convergence diagnostic (CD) is computed by n 0 draws and the last n 1 draws, dropping out the middle draws. The CD statistics is computed by
; where
is the ith draw, and
nj is the standard error of x j , respectively, for j = 0; 1: We set m 0 = 1, n 0 = 10000; m 1 = 50001, and n 1 = 50000: We compute c 0 2 and c 1 2 using a Parzen window with bandwidth of 1000 and 5000 respectively. If the MCMC algorithm has converged then Geweke's CD has a standard Normal distribution. It can be shown from the following tables, that all the diagnostics are less than 1.96 (in absolute value), indicating that the convergence has taken place.
The ln p(Y jM ) is the log-MDD of the DSGE model speci…cations computed based on Geweke's (1999) modi…ed harmonic mean estimator. The Bayes factor (ratio of MDDs), as in An and Schorfheide (2007) helps us to understand the improvement of the log-MDD of a speci…c model. We compare di¤erent models against the benchmark model (M ) maximizing the MDD. The prior distribution for the DSGE model parameters ( ) were already illustrated in Tables 1 and 2 . This MDD measure has two dimensions: goodness of in-sample …t on the one hand and a penalty for model complexity or degrees of freedom on the other hand. The DSGE-VAR and the DSGE-FAVAR are estimated with a di¤erent number of lags on the sample 1960:Q4 -1996:Q4. From 1997:Q1, we start our forecasting evaluation as implemented in Herbst and Schorfheide (2012) . The parameter is chosen from a grid which is unbounded from above. In our empirical exercise, the log of the MDD is computed over a discrete interval, ln p(Y j ; M ): The minimum value, min = n+k T , is model dependent and is related to the existence of a well-de…ned Inverse-Wishart distribution. The min refers to the VAR and FAVAR models nested in the DSGE-VAR and in the DSGE-FAVAR, respectively, since we cannot calculate the marginal likelihood in case of = 0. Therefore, we can show the log of MDD for any value of larger than min : Importantly, min depends on the degrees of freedom in the VAR or FAVAR and therefore, given estimation on the same number of available observations, min for a DSGE-FAVAR will always be larger than min for a DSGE-VAR. For the DSGE-VAR over the sample 1960:Q4-1996:Q4, the Speci…cally, for the small scale model, Table 5 shows the main results related to the DSGE-VAR implemented using a di¤erent number of lags (from 1 up to 4). We compare di¤erent models against the benchmark model (M ) maximizing the MDD. According to Table 5 , we select the DSGE-VAR with 3 lags for the full sample 1960-1996. We repeat our exercise for the DSGE-FAVAR. We select one lag for the factors and we implement -as in case of the DSGE-VAR, -the DSGE-FAVAR with a di¤erent number lags from 1 to 4. As Table 5 shows, the DSGE-FAVAR with 3 lags is chosen. Then, for the Smets-Wouters model (2007), according to Table 6 , we select the DSGE-VAR with 3 lags for the full sample 1960-1996. We repeat our exercise for the DSGE-FAVAR. We select one lag for the factors and we implement -as in case of the DSGE-VAR, -the DSGE-FAVAR with a di¤erent number lags from 1 to 4. As Table 6 shows, the DSGE-FAVAR with 1 lag is chosen.
In Tables 7 (small scale) and 8 (medium scale) we compare the logarithm of the MDD of the hybrid models, DSGE-VAR and DSGE-FAVAR against the DSGE, the Bayesian VAR, the VAR and the Factor Augmented VAR. The DSGE-FAVAR shows in both models (small and medium scale) the maximum MDD. For the VAR and FAVAR, the reported MDD is function of the min lambda. Numerical Standard Errors are calculated following Chib (1995) . The MDD comparison is useful to select the lag length for the models in each category (VAR, FAVAR, BVAR, DSGE-VAR, DSGE-FAVAR). As reported above, VAR and FAVAR models are nested in the two hybrid models, the DSGE-VAR and the DSGE-FAVAR. The marginal data density for the VAR and FAVAR is calculated using Bayesian methods, similarly to the DSGE-VAR and DSGE-FAVAR, as a function of the min . The minimum value, is model dependent and is related to the existence of a well-de…ned Inverse-Wishart distribution. Table 9 reports the RMSE for all variables of the small scale model. An exhaustive exercise was conducted with one to four lags based on the Schwartz Bayesian information criterion (SIC). The results provide evidence that in general three lags is the optimal number for all models. Only in case of BVAR the optimal number of lags was two, but the SIC score was very close to the one corresponding to three lags. Overall, the results from RMSE are in accordance with those from the MDD estimation. For the VAR and FAVAR, the forecasting evaluation is produced with a = 0: As reported in Del Negro and Schorfheide (2004) , when = 0 the estimation of the posterior mean of conditional on equals the OLS estimate. In particular, for the GDP series the DSGE-FAVAR model provides the lowest RMSE for the …rst two forecasting horizons (i.e., oneand two-steps ahead) while the simple DSGE and the FAVAR outperform the other models for three-and four-quarters-ahead. The VAR, BVAR and DSGE-VAR models present similar predictive performance and on average they generate the highest forecast errors. Next, in case of the CPI variable, the DSGE-FAVAR model clearly outperforms all other models for all steps-ahead. The simple DGSE and the DSGE-VAR outrank with a few exceptions the other model classes. The VAR model seems slightly better than BVAR, whilst the FAVAR provides with relatively high scores for the RMSE especially for two-, three-and fourquarters-ahead. The results for the FFR series provide further evidence of the DSGE-FAVAR superiority. Speci…cally, when comparing the RMSE scores of all model classes, DSGE-FAVAR is consistently the best performer in each forecasting horizon. The next lowest error is produced by the FAVAR model for all quartersahead. The DSGE model is better than DSGE-VAR for one-two-and three-step-ahead forecasts, while the DGSE-VAR provides with relatively lowest error in the fourth-quarter. Overall, the BVAR and the VAR models produce similar scores and they both underperform relatively to the other models.
Next, Table 10 reports the RMSE for all models and variables in the medium scale scenario. Starting with CONS variable, the DSGE-FAVAR and the DSGE-VAR outperform the other models in one-and threequarters-ahead for the former and two-and four-quarters-ahead for the latter model, respectively. VAR and BVAR models produce a low RMSE, yet their predictive performance is signi…cantly lower than that of DSGE-FAVAR and the DSGE-VAR. For the INV variable, the medium scale DSGE model outperforms all other models consistently for all steps-ahead. Only FAVAR shows a relatively good forecastability, yet the superiority of the FAVAR approach is clear. In case of GDP, the picture that emerges from the results is undisputed: when comparing the RMSE scores of all model classes, the medium scale DSGE is consistently the best performer in each forecasting horizon. Furthermore, for the HOURS variable the VAR model seems better than all the other models, whilst the BVAR provides with a relatively lower score for the RMSE only for the four-quarter-ahead. The other models in this case clearly underperform relatively to VAR or BVAR. Regarding INFL variable, the medium scale DSGE model clearly outperforms all other models in all forecasting horizons. VAR, BVAR, FAVAR models produce high scores for the RMSE whilst DSGE-VAR and DSGE-FAVAR show a similar performance with the DSGE, yet evidently inferior in terms of predictability. For the WAGE series, the results indicate that VAR models are better for the …rst two quarters-ahead and BVAR models for three-and four-steps ahead. It resembles the case of HOURS variable with some variations. Again all other models present a worse predictive performance and on average they generate the highest forecast errors. Finally, the results for the FRR series provide further evidence of the medium scale DSGE superiority. In all steps-ahead the DSGE model outranks the other models while especially VAR, BVAR and FAVAR models seem to fall rather short in terms of RMSE. Tables 11-13 for the small scale speci…cation and in Tables 14-20 for the medium scale model. The Diebold-Mariano test is based on the squared prediction errors. The DM test has been conducted on the best performer of each category, namely VAR, BVAR, FAVAR, DSGE, DSGE-VAR, DSGE-FAVAR model and for each examined macro-variable, based on the Log of Marginal Data Density. For example, for the medium scale model, the DM test has been implemented pairwise on the VAR (1), BVAR (2), FAVAR (1), DSGE, DSGE-VAR (3), DSGE-FAVAR (1) model speci…cations. Firstly, we examine the DM results of di¤erential predictability for the small scale formulation. The DM test statistics for GDP indicate that none of the models consistently outperforms any of the other for all quarter-ahead forecasts, namely their pairwise forecast comparison shows no statistically signi…cant di¤erence at the 5% and 1% level. Only in case of VAR vs. DSGE-VAR and BVAR vs. DSGE-VAR, for three-steps ahead, di¤erential predictability is signi…cant at the 5% level as well as for the VAR-BVAR pair for four-quarters-ahead. On the contrary for the CPI series, the DSGE-FAVAR model in any pair shows a distinctively signi…cant predictability at 1% in all step-ahead forecasts. In fact, most models for all forecast horizons appear to have a signi…cant pairwise predictability at the 1% level. Some exceptions include the pairs VAR-BVAR, VAR-DSGE-VAR and BVAR-DSGE for two-and four-steps-ahead. In accordance with the MDD and RMSE results, it is evident that in case of CPI the DSGE-FAVAR set-up outperforms the other models. Finally, in case of FFR the DM results lead to a more diverse and variant assessment of di¤erential predictability, albeit the majority of cases produce a statistically signi…cant DM score. While it appears that no particular model consistently and comparatively outperforms any of the other, yet the DSGE-FAVAR presents signi…cant scores at the 1% level in almost all pairwise comparisons. Speci…cally, the DSGE-FAVAR is superior when examined with the VAR, BVAR, simple DSGE and DSGE-VAR models and only when compared to FAVAR especially in oneand four-steps-ahead, it shows weak or no di¤erential predictability. Overall, in all other cases except DSGE-FAVAR, many test statistics are not signi…cant for four-quarters-ahead and the combined investigation of the MDD, RMSE and DM results is not indicative of a consistent outranking classi…cation among the other investigated models for all forecasting horizons.
Next, we conduct a comparative predictability analysis based on the DM results for the medium scale speci…cation. The results for the CONS variable indicate that none of the models consistently outperforms any of the other for all quarter-ahead forecasts, namely their pairwise forecast comparison shows no statistically signi…cant di¤erence at the 5% and 1% level. However, only in case of DSGE-VAR vs. FAVAR and DSGE-FAVAR vs. FAVAR, for di¤erent steps-ahead, di¤erential predictability is signi…cant at the 5% level. This accords with the RMSE results that DSGE-VAR and DSGE-FAVAR models provided with the best forecasting ability. Similarly, for the INV series the majority of cases produce statistically insigni…cant DM scores, thus no particular model consistently and comparatively outperforms any of the other. The only exception is the DSGE medium scale model compared against the DSGE-VAR and DSGE-FAVAR where mostly for the …rst-quarter-ahead and marginally for the second-step, the di¤erential predictability is signi…cant at 1% or 5% level. In case of GDP the DM results lead to a diverse assessment of comparative predictability. It appears Table 11 that the FAVAR model produces signi…cant DM results in some pairwise comparisons (e.g., against BVAR, DSGE-VAR and DSGE-FAVAR) in all steps ahead. Nevertheless, this is not corroborated by the RMSE results where the DSGE model was the superior model. On the contrary for the HOURS variable, the VAR and BVAR models in any pair show a distinctively signi…cant predictability at 1% in all step-ahead forecasts. In fact, most models for all forecast horizons appear to have a signi…cant pairwise predictability at the 1% level. Some exceptions include the pairs FAVAR-DSGE, DSGE-DSGE-VAR and VAR-BVAR mostly for the longest four-steps-ahead horizon. In accordance with the MDD and RMSE results, it is evident that in case of HOURS the VAR set-up outperforms the other models. Moreover, the DM results lead to the same conclusion as far as the INFL series is concerned. Based on the MDD and RMSE results the medium scale DSGE model in any pair shows a distinctively signi…cant predictability at 1% in all step-ahead forecasts. In fact most pairwise comparisons for all models indicate a statistically signi…cant di¤erential predictability. Regarding the WAGE variable a more variant assessment emerges, albeit all pairwise comparisons excluding VAR and BVAR models produce a high DM score and reveal a strong di¤erential predictability in all forecasting horizons. This conclusion weakens the MDD and RMSE superiority of the VAR and BVAR models in terms of distinctive predictability. Finally, in case of FFR the DM results are in full accordance with the RMSE results, hence the highly statistically signi…cant DM scores verify that the medium scale DSGE comparatively outperforms any other model at the 1% level. While the majority of pairwise investigation shows a distinctive di¤erential predictability in terms of the DM test for almost all models, the results for the DSGE model are indicative of a consistent outranking classi…cation among the other models for all forecasting horizons.
Overall, we tried to further investigate whether the better performance of FAVAR and DSGE-FAVAR under a small scale modeling might be originated from possible model misspeci…cation which eventually results in omitted variable bias. Also, the performance comparison among non-factor models i.e., VAR, BVAR, DSGE and DSGE-VAR could also depend on the speci…cation of the baseline DSGE model. Hence, a larger DSGE model might reduce the performance gap between models with and without augmented factors. Consequently, it made sense to examine if the results for the small scale model would hold for a medium scale DSGE model. The results corroborated in part this argument, yet the DSGE-FAVAR still outperformed some models in the medium scale implementation as well. The complexity of the medium scale model could have resulted in forecasting the three key variables i.e., growth, in ‡ation, and short-term interest rate more accurately. The small scale DSGE model can be considered as a special case of the medium scale model, by removing some of its features such as capital accumulation and wage stickiness. Indeed, the CPI forecast of the medium scale model is more precise than the one from the small scale model, a fact that could be attributed to a more sophisticated Phillips curve relationship and the presence of wage stickiness. For the same reason, the medium scale FFR forecasts are slightly more accurate than in the case of a small scale model. On the contrary, the richness of the medium scale speci…cation does not seem to improve the predictability of the GDP. Hence, the accuracy of the GDP forecasts from the medium scale model is similar to the one generated by the small scale model. This result is in full accordance with the recent literature by Del Schorfheide (2012a, 2012b) . Moreover, for the short-term prediction horizons, better accuracy is reported in case of the small scale DSGE, whilst instead for the long-run similar values for the two models emerge. In case of CPI and FFR, the scale-dimension of the DSGE model has an impact on the hybrid models too. Table 11 5 Conclusions
In this paper we employed advanced Bayesian methods for estimating dynamic stochastic general equilibrium (DSGE) models. These models appear to be particularly suited for conducting policy evaluation, as shown in the works of Wouters (2003, 2004) , Del Negro and Schorfheide (2004) , Adolfson et al. (2008) and Christiano et al. (2005) . However, calibrated DSGE models face many important challenges such as the fragility of parameter estimates, statistical …t and the weak reliability of policy forecasts as reported in Stock and Watson (2001) , Ireland (2004) and Schorfheide (2010) . In recent years Bayesian estimation has become popular mainly because it provides a system-based estimation approach that o¤ers the advantage of employing prior assumptions about the parameters based on economic theory. The popularity of the Bayesian approach in DSGE modeling and forecasting is also explained by the increasing computational power available to estimate large-scale DSGE models using Markov Chain Monte Carlo simulations. DSGE models can pose identi…cation problems for frequentist estimation that no amount of data or computing power can overcome. New macroeconomic research is drawn to the application of Bayesian statistics because DSGE models are often seen as abstractions of actual economies.
This study included an exhaustive comparative evaluation of the out-of-sample predictive performance of many di¤erent speci…cations of small and medium scale estimated DSGE models and various classes of VAR models, using datasets from the US economy. Simple and hybrid DSGE models were implemented, such as DSGE-VARs and Factor Augmented DGSEs (DSGE-FAVAR), and tested against standard VARs, Bayesian VARs and Factor Augmented VARs (FAVAR).We used comparatively a small scale model as in Del Negro and Schorfheide (2004) including the real gross domestic product, the harmonized Consumer Price Index and the nominal short-term federal funds interest rate, as well as the medium scale model of Smets and Wouters (2007) which additionally features sticky nominal price, wage contracts, habit formation, variable capital utilization and investment adjustment costs. The Smets and Wouters (2007) model is close in spirit Table 11 to that of Christiano et al. (2005) to …t to US macroeconomic data. We used quarterly time series data of the US economy from 1960:Q4 to 2010:Q4 and we produced forecasts for the out-of-sample testing period 1997:Q1-2010:Q4. The results were evaluated with the use of Bayesian method of the marginal data density (MDD) as well as the root mean squared forecast error. The Diebold-Mariano (1995) pairwise test was also employed to measure comparatively the di¤erential forecastability.
For the small scale DSGE implementation the best forecasting performance for the CPI and FFR macroeconomic variables was consistently produced by the DSGE-FAVAR model, with few exceptions regarding the forecast horizons. For the GDP, di¤erent models provided with the most accurate forecasts depending on the forecast horizon and the statistical measure of predictability used. In particular, apart from the DSGE-FAVAR, the FAVAR and the simple DSGE models were the best performers, whilst BVAR and DSGE-VAR speci…cations provided with less satisfying forecasting results. Moreover, the medium scale simple DSGE speci…cation of Smets and Wouters (2007) produced consistently the best forecasts for the INV, GDP, INFL and FFR series, while the DSGE-FAVAR was a also good performer but slightly worse than the medium scale DSGE. In case of HOURS and WAGE variables the VAR and BVAR models consistently outperformed any of the other models for all quarter-ahead forecasts. Finally, the DSGE-FAVAR outranked the other models for the CONS macroeconomic variable in the medium scale modeling of Smets and Wouters (2007) .
The present comparative model validation can be useful to monetary policy analysis and macro-forecasting with the use of advanced Bayesian methods. Although policymakers and practitioners are particularly interested in DSGE models, these are typically too stylized to be taken directly to the data and often yield weak prediction results. Very recently, hybrid models have become popular for dealing with some of the DSGE model misspeci…cations. Major advances in Bayesian estimation methodology as shown in this study, will allow large scale DSGE models to compete and outperform well-known time-series models (e.g., VARs) and e¤ectively deal with more complex real-world problems as richer sources of data become available.
