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Abstract
The distribution of the number of points of the closed simple random
walk, visited a given number of times (the k-multiple point range) is ana-
lysed by a graph based approach. A general expression for the moments
is derived. In this paper the joint generating function for dimension one
is completely calculated and analysed for large lengths.
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1 Introduction
In this paper we discuss the joint distribution of the variableN2k(w), the number
of points of a closed simple random walk w on Zd visited by w exactly k times
(the k-multiple point range).
In the vast literature about the k-multiple point range of random walks [1, 2]
the first moment of the distribution has been calculated and evaluated in the
limit of large length of the walks. From this Pitt [3] has obtained a law of large
numbers for N2k(w) in the case of transient random walks. Hamana in a series
of papers [4, 5] has also analysed the second moment of the distribution in the
limit of large lengths and obtained a central limit theorem for transient random
walks. For the recurrent simple random walk in two dimensions Flatto [6] has
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calculated the asymptotic first moment of the distribution and proven a law
of large numbers. Hamana has analysed the asymptotic second moment of the
distribution for twodimensional recurrent random walks [7] and proven theorems
about the limit distribution in this case. The distribution of the range, i.e. the
number of different sites visited by the random walk has also been analysed in
the literature [8] up to the second moment.
In this paper in section 2 we rederive the results about the first moment
of the distribution by a graph theoretical method in the context of the much
more general theorem 2.3 about the algebraic structure of all moments of the
distribution.
In section 3 we calculate the joint distribution of the k-multiple point range
for d = 1 from these formulas in theorem 3.1. It turns out to be a generalized
geometrical distribution. As simple applications we give the distribution of the
number of singlepoints, N2(w), in equation 3.23 and the characteristic function
of the distribution of doublepoints, N4(w), in equation 3.24 and the distribution
of the range of a onedimensional simple closed random walk in equation 3.26.
In section 4 we derive a method to calculate the asymptotic (large length)
behaviour of the joint distribution for the onedimensional closed simple walk. As
a typical application we obtain the asymptotic distribution of N2(w) and N4(w)
in equation 4.18 and the asymptotic joint second moment of the k-multiple point
range in equation 4.21. The asymptotic moments of the distribution of the range
normed by it’s asymptotic mean value are also given in equation 4.22 and turn
out to be the integer values of the ξ - function of Riemann. In section 5 the
results are discussed and an outlook on further generalisations is given.
2 Distribution of moments
2.1 Notations
Throughout this article we work on the d-dimensional hypercubic lattice L = Zd.
We denote the unit vector pointing in the i’th direction by ei, it’s negative by
e−i := −ei.
Because of our geometrical approach we do not use the standard notation
for a simple random walk. Instead we choose a geometrical definition of indi-
vidual walks, the corresponding probability distributions are then obtained by
summing variables over all walks e.g. of a given length and dividing by the
number of walks of this length. Of course this is an equivalent formulation for
the simple random walk.
So we denote a walk by a pair w = (p, s) with the starting point p ∈ L, p =
(p(1), . . . , p(d)) and a sequence s := (s1, . . . , sn) of steps si ∈ Z− 0;−d ≤ si ≤ d.
The i’th point of this walk is then pi := p +
∑i
j=1 esj ; p0 := p; i is called the
index of si in s, p0 is called the starting, pn the ending point. The number n is
called the length of the walk w, i.e. n = length(w).
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A walk is called closed iff p = pn.
Throughout this paper we use the term graph in the meaning of ordered
digraph with loops. Therefore we denote a graph G by a triple G = (V,E, J)
consisting of a finite set of vertices V , a finite set of edges E and a map J giving
the starting point J(e)1 ∈ V and ending point J(e)2 ∈ V of each edge e. The
edge e is then said to be an ingoing edge of J(e)2 and an outgoing edge of J(e)1.
For x, y elements of a discrete set we denote the Kronecker symbol δx,y to
be 1 for x = y and 0 otherwise.
The symbol N is supposed to include 0.
The symbol ♯S denotes the number of objects in a (finite) set S.
The notation Sr denotes the group of all permutations on r objects.
For x, y ∈ Z; y 6= 0 the notation x%y denotes the nonnegative remainder of
the division of x by y.
The symbol z ⋄ k is defined as follows: If g(z) := ∑∞n=0 an · zn is a formal
series in z with complex coefficients then for any k ∈ N we denote (g(z))z⋄k :=∑k
n=0 an · zn, i.e. the projection of the series onto the ring Rk of polynomials
of degree k.
2.2 Archetypes
In this subsection we establish a natural connection between graphs and walks.
Definition 2.1 Let q ∈ L and w = (p, s) a walk of length n The multiplicity
mu(q, w) of q with respect to w is defined as mu(q, w) = δq,p+δq,pn+2·
∑n−1
i=1 δq,pi
, i.e. the number of incoming steps plus the number of outgoing steps.
Definition 2.2 For a closed walk w and an integer k ∈ N − 0 we define the
number N2k(w), the k-multiple point range as N2k(w) := ♯{q ∈ L | mu(q, w) =
2k} We also define the range ran(w) :=∑∞k=1N2k(w)
Definition 2.3 Let G = (V,E, J) be a graph and v ∈ V a vertex. Then the
degree deg(v,G) is defined as the number of ingoing edges plus the number of
outgoing edges.
Definition 2.4 Let w = (p, s) be a closed walk of length 2n. Let u = (q, t) be
a (not necessary closed) walk of length m ≤ 2n such that there exists an index
1 ≤ ind ≤ 2n such that i = 1, . . . ,m ⇒ ti = s1+(i+ind−1)%(2n) and q = pind.
Then the pair (ind;u) is called a fixed subwalk of w
Definition 2.5 Let (ind1;u1) and (ind2;u2) be two fixed subwalks of a closed
walk w = (p, s) with lengths m1 and m2 and 2n and sequences s
(1), s(2) and s
3
respectively. If 1+(ind1+m1−1)%(2n) = ind2 then the two fixed subwalks can
be concatenated to the fixed subwalk (ind1;u3) with u3 = (pind1 , s
(3)) with
s
(3)
i :=
{
s
(1)
i ⇐= i = 1, . . . ,m1
s
(2)
i−m1
⇐= i = m1 + 1, . . . ,m1 +m2
(2.1)
Definition 2.6 Let (ind1;u1) and (ind2;u2) be two fixed subwalks of a closed
walk w = (p, s) with lengths m1 and m2 and 2n and sequences s
(1), s(2) and
s respectively. The fixed subwalks are said to overlap if there are numbers 1 ≤
i1 ≤ m1, 1 ≤ i2 ≤ m2 such that (ind1 + i1)%(2n) = (ind2 + i2)%(2n)
Definition 2.7 Let w = (x, s) be a closed walk of length 2n. A refinement
of w is a collection of fixed subwalks of w which do not overlap and can be
concatenated to yield a fixed subwalk of length 2n, i.e. loosely speaking whose
concatenation yields w.
Definition 2.8 Let Ξ := (G1, . . . , Gk) be a family of k Eulerian graphs
Gj = (Vj , Ej , Jj) with mutually disjoint edge sets. Let Σ := (w1, . . . , wk) be
a family of closed walks and Pj the set of points of wj with nonzero mul-
tiplicity and Sj the set of fixed subwalks of wj . A 2k tupel of maps f =
(fV1 , . . . , fVk ; fE1 , . . . , fEk) is called archetype if and only if
Structure fEi : Ei 7→ Si is injective and maps the different edges of Ei onto
a refinement of wi . fVi : Vi 7→ Pi is injective and for v ∈ Vi ∩ Vj ⇒
fVi(v) = fVj (v) .
Orientation fVi maps the starting and ending vertices of edges as given by Ji
on the starting and ending points of the corresponding fixed subwalks.
Lemma 2.1 With the notations of the above definition the following inequality
is true
deg(v,Gj) ≤ mu(fVj (v), wj)
Proof. As Gj is Eulerian deg(v,Gj)/2 is the number of incoming edges and
also the number of outgoing edges of v. fEj is injective, so any incoming and
outgoing edge is mapped on a seperate subwalk (a loop being mapped on one
subwalk) which starts or ends in fVj (v).
2.3 Enumeration
In this subsection we use the concept of an archetype to enumerate the moments
of the distribution of points of a given multiplicity of a walk.
Definition 2.9 We define the combinatorial symbol P by the equation
∏
k∈N
(1 + λk)
nk = 1 +
∞∑
l=1

 ∑
0≤k1≤...≤kl<∞
P (nk1 , . . . , nkl) ·
l∏
j=1
λkj

 (2.2)
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where nk ∈ N and the λk are variables of which only finitely many are different
from 0.
Theorem 2.1 Let w be a closed walk with N2k(w) points of multiplicity 2k. Let
Θ = Θ(m1, . . . ,ml) be the set of equivalence classes under isomorphy of all Eu-
lerian graphs with exactly l vertices with degrees 2m1, . . . , 2ml . Let ♯Arch(G,w)
denote the number of archetypes from a Eulerian graph G into a walk w . Let
♯Aut(G) denote the number of automorphisms of G. Then
∑
[G]∈Θ(m1,...,ml)
♯Arch(G,w)
♯Aut(G)
=
∑
ki≥mi
P (N2k1(w), . . . , N2kl(w))·
l∏
j=1
(
kj
mj
)
(2.3)
where [G] denotes the class.
Proof. Let (p[1], . . . , p[l]) be l different points of w = (p, s) with multiplicities
2k1, . . . , 2kl . This means that for each j separately there exist kj different
indices ind(j, α(j)) ∈ {1, . . . , length(w)} with α(j) = 1, . . . , kj such that p[j] =
pind(j,α(j)) ∀α(j) = 1, . . . , kj . For each j there are
(
kj
mj
)
ways to choose mj
different indices ind(j, α
(j)
q ) with q = 1, . . . ,mj . For such a choice we order the
chosen indices of s in the form
1 ≤ ind(1) < . . . < ind(m) ≤ length(w) (2.4)
with m =
∑l
j=1mj . For each such choice of points and indices we now con-
struct a different archetype. We define the graph G = (V,E, J) by letting
V = {p[1], . . . , p[l]}, E being the set of fixed subwalks of w which correspond to
sequences between adjacent indices in our ordered set in s. J then maps these
subwalks on the corresponding starting and ending point. With this definition
G is obviously a graph and [G] ∈ Θ, and we can define an archetype f from
G to w by the obvious projections. Now if f is any archetype from a graph
G = (V,E, J) then V can be identified with fV (V ) and E with fE(E) because
of the injectivity of the respective maps. Now fE(E) is a refinement of w and
by using the orientation property of fV (V ) we get an ordered index system in
the form of equation 2.4 with the corresponding starting and ending points ac-
cording to J . But from this it is obvious that G is isomorphic to a graph in the
class we constructed previously.
Theorem 2.2 Let G = (V,E, J) be a Eulerian graph with vertices v1, . . . , vl
with degree m1, . . . ,ml. Let Y := (y1, . . . , yl) ∈ Ll be a vector of l different
points in L = Zd Let
π : V 7−→ {y1, . . . , yl}
vi 7−→ yi (2.5)
be the natural projection.
Let g2n(G, π, Y ) denote the number of different archetypes (fV ; fE) of G into
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closed walks of length 2n with fV = π and their generating function
N(z,G, π, Y ) :=
∞∑
n=0
g2n(G, π, Y ) · z2n (2.6)
then the following equation
N(z,G, π, Y ) = NE(G) · z · ∂
∂z
(∏
e∈E
h(π(J(e)1)− π(J(e)2), d, z)
)
(2.7)
holds, where NE(G) is the number of Euler trails of G; for p ∈ L, the symbol h
stands for
h(p, d, z) := −δp,0 +
∫ ∞
0
dy · e−y ·
d∏
α=1
I|p(α)|(2zy) (2.8)
with the modified Bessel function Iµ and | z |< 12d
Proof. If (fV ; fE) is an archetype from G into a walk w with fV = π then
fE(E) is a refinement of w. We can order the fixed subwalks in this refinement
in the form of equation 2.4 according to the value of their indices in w. By the
injectivity of fE we can transfer this order of the subwalks to a unique order of
the edges of G. From the orientation property of fV it is clear that this order
induces a unique Euler trail on G.
Now let an Euler trail on G be given by an ordered sequence of the edges
e(1), . . . , e(q) . Then we know that any archetype (fV ; fE) in the form of the
theorem belongs to a walk w which visits the points yi in the sequence induced
by the Euler trail and this sequence determines (fV ; fE) uniquely once the
subwalks corresponding to the edges and the position of the starting point in
the collection of subwalks of w are given. Now as h(p, z, d) is the generating
function for the number of walks between the point 0 and p in L, by the Markov
feature the product
z · ∂
∂z

 ∏
1≤µ≤q
h(π(J(e(µ))1)− π(J(e(µ))2), d, z)


is the generating function for the number of such collections and choices of the
starting point. But this factor is the same for all Euler trails of G because the
product in the brackets in fact is a product over all edges in E which prooves
the theorem.
Definition 2.10 Let r (not necessarily different) numbers ki ∈ N − {0}; i =
1, . . . , r be given. On the r-permutations σ ∈ Sr we define an equivalence rela-
tion ∼ by
σ ∼ σˆ ⇐⇒ kσ(i) = kσˆ(i) ∀i = 1, . . . , r (2.9)
Then we define D(k1, . . . , kr) to be the set of equivalence classes of permutations
of r objects under the above equivalence relation.
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Definition 2.11 Let there be r natural numbers hi ∈ N− {0}; i = 1, . . . , r and
r × r Matrices (Fi,j) ∈ GL(r,N) which fulfil the following conditions:
Fi,i := 0∑r
i=1 Fi,j =
∑r
i=1 Fj,i = hi
∀i = 1, . . . , r
(2.10)
cof(A− F ) 6= 0 (2.11)
where A is the diagonal r×r Matrix A = diag(h1, . . . , hr) and cof is the cofactor
(A matrix fulfiling equation 2.10 has cofactors which are the same no matter
which line or which column is erased) We define the set of Matrices (Fi,j) which
fulfil only equation 2.10 with Hr(h1, . . . , hr), and with H˜r(h1, . . . , hr) the set of
those which fulfil equations 2.10 and 2.11.
Theorem 2.3 Let 2k1, . . . , 2kr be r (not necessarily different) multiplicities.
Let Jr := {Y := (Y0, . . . , Yr−1) ∈ Lr | Y0 = 0 ∧ i 6= j =⇒ Yi 6= Yj}. Let
W2N denote the set of closed random walks which start and end in 0 and with
length(w) ≤ 2N . Then the moments of the distribution of N2k(w) are given by
∑
w∈W2N
P (N2k1(w), . . . , N2kr (w)) · zlength(w) =
1
r!
· z · ∂
∂z
[ ∑
σ∈D(k1,...,kr)
(
∑
Y ∈Jr
(
∞∑
hi=1
(
∑
F∈Hr(h1,...,hr)
cof(A− F )

 ∏
1≤a≤r
1≤b≤r
h(Ya − Yb, d, z)Fa,b
(1 + h(0, d, z))Fa,b · Fa,b !

 ·
r∏
j=1
(−1)hj · hj ! ·K(hj , kσ(j), h(0, d, z)))))
]
z⋄2N
(2.12)
(z ⋄ 2N see Notations) where the vertex factors K are given by the equation
K(q, k, ω) :=

(−1)k · 1q ·
(
1
1+ω
)k
·∑k−1ν=max(0,k−q) (k−1ν ) · ( qk−ν) · (−ω)ν ⇐= q > 0
1
k ·
(
ω
1+ω
)k
⇐= q = 0
(2.13)
Proof. From equation 2.8 it is immediately clear that the Taylor expansion of
h(x, d, z) in z around the origin, for x 6= 0 starts with the power z(
∑
d
α=1|x
(α)|). So
for | Ya − Yb |> 2N the factor (h(Ya − Yb, d, z))z⋄2N ≡ 0 or for
∑r
a=1
b=1
Fa,b > 2N
the product
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
 r∏
a=1
b=1
h(Ya − Yb, d, z)Fa,b
(1 + h(0, d, z))Fa,b · Fa,b !


z⋄2N
≡ 0
as a 6= b∧Y ∈ Jr =⇒| Ya−Yb |> 1. So we do not have to deal with convergence
problems in equation 2.12; because of the projection z ⋄ 2N , all sums are in fact
finite.
For the proof of the identity we combine Theorems 2.1 and 2.2 in the follow-
ing way: We take equation 2.7, apply the operation ()z⋄2N and then sum it over
all possible vectors Y ∈ Jr. We insert this into equation 2.3. Using translation
invariance we find:
∑
Y ∈Jr
[G]∈Θ(m1,...,mr)
NE(G)
♯Aut(G)
· z · ∂
∂z
(∏
e∈E
h(πY (J(e)1)− πY (J(e)2), d, z)
)
z♦2N
=
∑
w∈W2N
∑
ki≥mi
(
P (N2k1 , . . . , N2kr )
r∏
i=1
(
ki
mi
))
zlength(w) (2.14)
where πY denotes the projection of theorem 2.2 specifically for the vector Y .
An isomorphy class of a Eulerian graph [G] ∈ Θ(m1, . . . ,mr) fully determines
an adjacency matrix F ∈ H˜r(h1, . . . , hr) and loop numbers li = mi − hi at the
corresponding vertices. On the other hand the data F ∈ H˜r(h1, . . . , hr) and li
fully determine an isomorphy class of Eulerian graphs [G] ∈ Θ(h1+l1, . . . , hr+lr)
up to a permutation of vertices. So
∑
[G]∈Θ(m1,...,mr)
←→
mi−1∑
li=0
∑
F∈H˜r(m1−l1,...,mr−lr)
♯Aut(F )
r!
(2.15)
where Aut(F ) is the group consisting of the permutations σ ∈ Sr with the
property σ ∈ Aut(F )⇐⇒ Fσ(i),σ(j) = Fi,j ∀i, j. In these new variables
NE(G) = cof(A− F ) ·
r∏
i=1
(hi − 1)! (2.16)
according to the generalized theorem of Tutte [10] and
♯Aut(G) = ♯Aut(F ) ·
r∏
i=1
li!
r∏
k,j=1
Fk,j ! (2.17)
To get rid of the combinatorial factors at the right hand side of equation 2.14
we note that for a sequence (γk)k∈N of complex numbers of which only finitely
many are different from zero the derived sequence gm :=
∑
k≥m γk ·
(
k
m
)
again
has only finitely many nonzero entries and γm =
∑
k≥m gk ·
(
k
m
)
(−1)m+k Putting
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all this together we arrive at equation 2.12, noting that the sum over Hr instead
of H˜r does not make a difference because of the factor cof(A − F ) in the sum
and noting that the vertex factor
K(q, k, ω) :=
(−1)q
q!
(1+ω)q
∑
m≥max(k,q)
(
m
k
)
(m− 1)!
(m− q)! (ω)
m−q(−1)(m+k) (2.18)
can be resummed in the form of equation 2.13
Corollary 2.1 The first moment of the number of points hit exactly 2k times
by a closed random walk w, starting in the point 0 on the lattice L = Zd is given
by ∑
w
N2k(w) · zlength(w) = z · ∂
∂z
(
1
k
(
h(0, d, z)
1 + h(0, d, z)
)k)
(2.19)
∑
w
ran(w) · zlength(w) = z · ∂
∂z
(log(1 + h(0, d, z))) (2.20)
where h(0, d, z) is given in equation 2.8. We use
h(0, 1, z) =
1−√1− 4z2√
1− 4z2
h(0, 2, z) =
2
π
K(16z2)− 1
h(0, d, 1/2d) = G(d) :=
∫ ∞
0
dy · I0(y/d)d · e−y
(2.21)
where K denotes the complete elliptic integral and the last equation is valid for
d > 2. We then have the following asymptotic (in terms of length(w)) behaviour
of the first moment
En(N2k(w)) :=
∑
lenght(w)=2nN2k(w)∑
length(w)=2n 1
=


1 +O(1/n) ⇐= d = 1
2n·π2
log(n)2 +O(1/ log(n)) ⇐= d = 2
2n · G(d)k−1
(1+G(d))k+1
+O(1, n2−d/2) ⇐= d > 2
(2.22)
reproducing the results from Mardudin et al. [1] and Flatto [6] (note that 1/(1+
G(d)) is the probability that the random walk never returns to the starting point).
For the range we find
En(ran(w)) =


√
πn · (1 +O(1/n)) ⇐= d = 1
2n·π
log(n) · (1 +O(1/ log(n)) ⇐= d = 2
2n · 11+G(d) +O(1, n2−d/2) ⇐= d > 2
(2.23)
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In this paper we will concentrate on dimension one to keep the size of the paper
limited. More results, especially higher moments in higher dimensions will be
published in later articles. For dimension one the following reformulation of
equation 2.12 is useful.
Lemma 2.2 Using the notations of theorem 2.3 the following formula is true
∑
w∈W2N
P (N2k1(w), . . . , N2kr (w)) · zlength(w) =
1
r!
· z · ∂
∂z
[ ∑
Y ∈Jr
ϑ∈D(k1,...,kr)
(
r∏
i=1
Kˆ(xi, kϑ(i), h(0, d, z))
)
cof(Aˆ− Fˆ )

 r∏
j=1
1
(1− xj)2

 1
det(W−1 +X)
∣∣∣
∀a:xa=0; ∀b,c:Xb,c=U(Y )b,c
]
z⋄2N
(2.24)
with the notations
Kˆ(x, k, ω) : =
(
1
1+ω
)k
·∑k−1ν=0 (k−1ν ) (ω)ν(k−ν)! ( ∂∂x)k−ν−1
Fˆi,j : = Xi,j · ∂∂Xi,j
Aˆi,j : =
∑r
k=1 Fˆi,k
Wi,j : = δi,j · (1− xi)
U(Y )i,j : =
h(Yi−Yj ,d,z)
1+h(0,d,z) · (1− δi,j)
(2.25)
and the cofactor cof understood as the corresponding formal expansion in the
differential operators.
Proof. For a complex r × r matrix X with zero diagonal and with eigenvalues
which have an absolute value smaller than 1, in the notations of [9]
1
det(1−X) =
1
(2π)r
∫
R2r
r∏
i=1
dςi · dς¯i · exp

− r∑
j,k=0
ς¯j(1−X)j,kςk


=
∞∑
hi=0
∑
F∈Hr(h1,...,hr)

 r∏
a=1
b=1
X
Fa,b
a,b
Fa,b!



 r∏
j=1
hj !


(2.26)
holds where the second line follows from the expansion of the exponential in the
variables Xa,b and subsequently integrating the Gaussian over the polynomials
in the variables ς¯i, ςi. Now the lemma follows from the right hand side of equa-
tion 2.26 by observing that the variables X are conjugated to the variables F
and that
Kˆ(x, k, ω)(x − 1)q−1
∣∣∣
x=0
= (−1)q+1K(q, k, ω) (2.27)
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3 The onedimensional case
Lemma 3.1 Let f be a complex valued absolutely summable function on Jr (as
defined in Theorem 2.3) which is invariant under permutations of the com-
ponents of Y ∈ Jr and only depends on the absolute value of the differences
| Ya − Yb | of the components. For d = 1 we then have
1
r!
∑
Y ∈Jr
f(Y ) =
∞∑
g0=1
...
gr−2=1
f(Y˜ )
∣∣∣
Y˜0:=0;Y˜a:=
∑a−1
j=1 gj
(3.1)
Proof.: For d = 1 and Y ∈ Jr there is exactly one permutation σ ∈ Sr of
the indices of Y under which they are ordered according to their value in Z.
Therefore we can write the components in the form Yσ(a) = Yσ(0) +
∑a−1
j=1 gj
with a strictly positive gj := Yσ(j+1) − Yσ(j). As the function only depends on
the differences of the components the lemma is true.
Lemma 3.2 For d = 1 and any vector Y ∈ Jr with a < b =⇒ Ya < Yb and any
matrix F ∈ Hr(h1, . . . , hr) (see equation 2.10) and any matrix U(Y )i,j in the
form of equation 2.25 the following formula is true:
r∏
i=1
j=1
U(Y )
Fi,j
i,j =
r∏
i=1
j=1
U˜(Y )
Fi,j
i,j (3.2)
with
U˜(Y )i,j :=
{
U(Y )2i,j ⇐= i ≤ j
1 ⇐= i > j (3.3)
Proof. For d = 1 we have
Ui,j(Y ) =
max(i−1,j−1)∏
k=min(i,j)
qk(z)
qk(z) =
(
2z
1 +
√
1− 4z2
)gk−1 (3.4)
Therefore
r∏
i,j=1
Ui,j(Y ) =
r−1∏
k=1
qk(z)
∑
l>k
m≤k
Fm,l+
∑
l≤k
m>k
Fm,l
(3.5)
where the sums in the exponential refer to the upper and lower half of the matrix
Ui,j(Y ) respectively. Using equation 2.10 one easily sees that the two sums in
the exponent on the right hand side are actually the same which proves the
lemma.
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Theorem 3.1 Let (Λk)k∈N−{0} be a set of variables Λk ∈ C ∀k and let us
denote tk := e
Λk − 1. Let A(z) := √1− 4z2 and B(z) := 2z1+A(z) The joint
generating function for the distribution of the k-multiple point range in one
dimension is given by (generalized geometrical distribution)
∑
w∈W2N
(
exp
(
∞∑
k=1
ΛkN2k(w)
))
· zlength(w) =
z
∂
∂z
[
T0(z) +
∞∑
k=1
tk · T1(z)(k) +
∞∑
k1=1
k2=1
tk1 · tk2 · T2(z)(k1),(k2)+
∞∑
k1=1
k2=1
k3=1
tk1 · tk2 · tk3 · T≥3(z)(k1),(k2),(k3)
]
(3.6)
with the different terms T given by
T0(z) :=
(
log
(
2
1 +A(z)
))
z⋄2N
T1(z)
(k) :=
(
1
k
(
1−A(z)
A(z)
)k)
z⋄2N
(3.7)
If we define
Gi,j(z) :=

(−1)i+j ·A(z)i+j ∞∑
f=max(i,j)
1
f
(
f
i
)(
f
j
)
B(z)2f
1−B(z)2f


z⋄2N
(3.8)
Then
T2(z)
(k1),(k2) :=
 ∑
0≤l1≤k1−1
0≤l2≤k2−1
(
k1 − 1
l1
)(
k2 − 1
l2
)
(1−A(z))l1+l2Gk1−l1,k2−l2(z)


z⋄2N
(3.9)
For the last term T≥3(z)
(k1),(k2),(k3) we define index pairs (̺, t); 0 ≤ ̺, t < N
for vectors Φ(k1, k2, z),Ψ(k3, z) ∈ RN2 whose components are given by
Ψ(̺,t)(k, z) :=
(
δt,0(−1)̺+1
k−1∑
l=0
(
k − 1
l
)
(1−A(z))lG̺+1,k−l(z)
)
z⋄2N
Φ(̺,t)(k1, k2, z) :=
(
(−1)̺+1 · (k1 − 1)!
̺!(k1 − 2− ̺− t)! T2(z)
(k1−1−̺−t),(k2)
)
z⋄2N
(3.10)
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and matrices Q(k) ∈ Gl(N2,R) with
Q(̺,t),(˜̺,t˜)(k, z) :=
(
1
t˜! · (t˜+ 1)! · ̺!
k−2−̺−t−t˜∑
η=0
(k − 1)!(1−A(z))k−2−̺−t−t˜−η(−1)̺+η
η!(k − 2− ̺− t− t˜− η)! Ht˜+1, ˜̺+η+2t˜+2(z)
)
z⋄2N
(3.11)
with the notation
Hi,j(z) :=

A(z)j ∑
f=j−i
(
f + i− 1
j − 1
)
B(z)2f
1−B(z)2f


z⋄2N
(3.12)
With these notations
T≥3(z)
(k1),(k2),(k3) :=
〈
Ψ(k1, z)
∣∣∣(I− ∞∑
k=1
tk ·Q(k, z))−1 ⋆ Φ(k2, k3, z)
〉
z⋄2N
(3.13)
where I, and ()−1 denote the unit element and the inversion in Gl(N2,R), ⋆ and
< . | . >, the application of a matrix on a vector and the standard scalar product
respectively in R(N
2). Because of z ⋄ 2N the inversion is actually a shorthand
notation for the corresponding geometrical series.
Proof. We recall equation 2.12 and use lemma 3.1 for the sum over Y ∈ Jr and
then lemma 3.2 to replace U(Y ) by U˜(Y ). We transform the sum over the r× r
matrices F ∈ Hr into a complex Gaussian integral as in equation 2.26 and can
then also express the cofactor in terms of a determinant. As a result of these
steps we get:∑
w∈W2N
P (N2k1(w), . . . , N2kr (w)) · zlength(w) =
z
∂
∂z
( ∑
ϑ∈Da(k1,...,kr
gk∈N−{0})
r∏
i=1
Kˆ(xi, kϑ(i), h(0, 1, z))
(−1)
(2π)r
∫
R2r
r∏
j=1
dςj · dς¯j
(1− xj)2 det(M(Y )) · exp

− r∑
a=1
b=1
ς¯a
[
W−1a,b + U˜a,b(Y )
]
ςb


)
(3.14)
with the (r − 1)× (r − 1) matrix M(Y )
Ma,b(Y ) :=
{
ς¯aU˜a,b(Y )ςb ⇐= a 6= b
−ςa
∑r
c=1 U˜a,c(Y )ςc ⇐= a = b
(a = 2, . . . , r; b = 1, . . . , r − 1) (3.15)
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and the matrix W defined as in equation 2.25 and the differences gk as in
lemma 3.1. By extracting the common row factors ς¯a out of the determinant,
then adding an appropriately scaled first column to each of the other columns
and permuting the columns, M(Y ) can easily brought into upper triangluar
form. By this method we find
det(M(Y )) = ς1 ·
r−1∏
b=2
(
b∑
c=1
ςc +
r∑
c=a+1
ςc
c−1∏
e=b
qe(z)
2
)
·
r∏
a=2
ς¯a (3.16)
with qe(z) as defined in equation 3.4. Defining the r × r matrix ∆ as
∆i,j = (δi,j − δi,j+1) ·
(
1
1− qi−1(z)2
)
+ (δi,j − δi,j−1) ·
(
qi(z)
2
1− qi(z)2
)
i, j = 1, . . . , r; q0(z) ≡ qr(z) ≡ 0 (3.17)
and introducing the substitutions
ξ¯i :=
(
1
1− xi
)
· ς¯i
ξi :=
r∑
j=1
(∆−1)i,jςj
(3.18)
with a little algebra, notably using
U˜(Y ) + I = ∆−1 (3.19)
(I the unit matrix) one finds:∑
w∈W2N
P (N2k1(w), . . . , N2kr (w)) · zlength(w) =
z
∂
∂z
[ ∑
ϑ∈D(k1,...,kr)
gi∈N−{0}
r∏
i=1
Kˆ(xi, kϑ(i), h(0, 1, z))
(−1)
(2π)r
∫
R2r

 r∏
j=1
dξ¯j · dξj
1− xj

(r−1∏
k=2
ξ¯k · ξk
1− qk(z)2
)
1
1− q1(z)2
· ξ¯r ·
(
ξ1
(
1
1− q1(z)2
)
− ξ2 q1(z)
2
1− q1(z)2
)
· exp

− r∑
a=1
b=1
ξ¯aIa,bξb


]
(3.20)
with the matrix
Ia,b := δa,b ·
(
1 + xa ·
(
qa(z)
2
1− qa(z)2 +
qa−1(z)
2
1− qa−1(z)2
))
+ δa,b+1 ·
(
−xa−1 1
1− qa−1(z)2
)
+ δa,b−1 ·
(
−xa+1 qa(z)
2
1− qa(z)2
)
(3.21)
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Expanding the exponential in the variables xa leaves us with a sum of Gaus-
sian integrals over polynomials which can easily be performed. Applying the
operators Kˆ we find
∑
w∈W2N
P (N2k1(w), . . . , N2kr (w)) · zlength(w) =
z · ∂
∂z


T2(z)
(k1),(k2) · (2 − δk1,k2) ⇐= r = 2∑
ϑ∈D(k1,...,kr)〈
Ψ(kϑ(1), z)
∣∣∣∏r−2j=2 Q(kϑ(j), z) ⋆ Φ(kϑ(r−1), kϑ(r), z)〉
z⋄2N
⇐= r > 2
(3.22)
with the notations of theorem 3.1 But from this theorem 3.1 immediately follows,
since a finite distribution is totally determined by it’s moments.
Remark 3.1 From equation 3.10 and 3.11 the matrix elements Q(̺,t),(˜̺,t˜)(j, z)
and the components Ψ(̺,t)(j, k, z) are 0 for ̺+ t ≥ j − 1. Therefore for ̺+ t ≥
j − 1 we have (Q(j, z)n)(̺,t),(˜̺,t˜) = 0 ∀n ≥ 1. Therefore for calculating the
distribution of the k-multiple point range whose multiplicity is bound by 2 ·kmax
with kmax ∈ N the matrices/vectors Q, Ψ and therefore also Φ only need to be
evaluated in the (kmax − 1)2 dimensional subspace in which the elements of Q
and Ψ are different from zero. This is independant of N .
Example 1 From the above remark we can immediately calculate the following
examples for singlepoints (A(z) and B(z) see theorem 3.1)
∑
w∈W2N
N2(w)=0
zlength(w) =

A(z)− 1 + z ∂
∂z

A(z)2 ∞∑
f=1
f · B(z)
2f
1−B(z)2f




z⋄2N
∑
w∈W2N
N2(w)=1
zlength(w) =

 4z2
A(z)
− 2 · z ∂
∂z

A(z)2 ∞∑
f=1
f · B(z)
2f
1−B(z)2f




z⋄2N
(3.23)
∑
w∈W2N
N2(w)=2
zlength(w) =

z ∂
∂z

A(z)2 ∞∑
f=1
f · B(z)
2f
1−B(z)2f




z⋄2N
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and doublepoints
∑
w∈W2N
eit·N4(w) · zlength(w) =
(
1
A(z)
− 1 + (eit − 1) · 4z
2 · (1−A(z))
A(z)
+
z · ∂
∂z
(
A(z)4 · (eit − 1)2
∞∑
f=1
1
f
(
f · (1 −A(z))
A(z)
−
(
f
2
))2
B(z)2f
1−B(z)2f
+A(z)6 · (eit − 1)3 ·

 ∞∑
f=1
(
f
A(z)
− f · (f + 1)
2
)
B(z)2f
1−B(z)2f


2
·
1
1− (eit − 1) ·A(z)2 ·∑∞f=1 f · B(z)2f1−B(z)2f
))
z⋄2N
(3.24)
Example 2 As an example for the moments (equation 3.22):
∑
w∈W2N
(
N2(w)
2
)(
N6(w)
2
)
zlength(w) =
2z
∂
∂z
[
2
(
G1,1(z)
2(1 −A(z))− 2G1,2(z)G1,1(z)
) ·
(G1,1(z)(1−A(z))−G1,2(z))) +G1,1(z)2H2,4(z)−
2G1,1(z)
(
G1,2(z)G1,1(z)(1−A(z))−G1,1(z)G1,3(z)−G1,2(z)2
)]
z⋄2N
(3.25)
Example 3 The distribution of the range of a closed onedimensional random
walk can be obtained by summing over the multiplicities in the equations of
theorem 3.1. The summation greatly simplifies the formulas and after some
algebra one finds
∑
w∈W2N
ran(w)=m
zlength(w) =
z · ∂
∂z
(
ln(1−B(z)2(m−1))− 2 ln(1−B(z)2m) + ln(1 −B(z)2(m+1))
)
z⋄2N
(3.26)
4 The asymptotic behaviour
Notation 1 In this chapter we denote by the symbol
√
the function:
√
: C−]−∞, 0] 7−→ C (4.1)
ς 7−→ √ς
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the branch of the square root which is nonegative on the part of the real axis
where it is defined.
Lemma 4.1 For any ς ∈ C− [1,∞[ and k ∈ N− {0} the infinite sum
∞∑
f=1
fk
b(ς)f
1− b(ς)f =
∞∑
f=1
σk(f) · b(ς)f
b(ς) :=
1−√1− ς
1 +
√
1− ς
(4.2)
converges absolute. ( σk(f) the sum of the k’th powers of the divisors of f [11])
Proof. From expressing
√
in polar coordinates it is immediately clear that
the real part of √ is strictly positive on C−]−∞, 0]. Therefore
| b(ς) |=
√
(1−ℜ(√1− ς))2 + ℑ(√1− ς)2√
(1 + ℜ(√1− ς))2 + ℑ(√1− ς)2
< 1 (4.3)
(ℜ and ℑ denoting the real and imaginary part) for ς ∈ C − [1,∞[ . As it is
obvious that | σk(f) |< fk+1 the lemma is proven.
Corollary 4.1 For k ∈ N− {0} the function
gk : C−
[
1,∞[ 7−→ C
ς 7−→ (√1− ς)k+1
∞∑
f=1
fk
b(ς)f
1− b(ς)f (4.4)
is a holomorphic function and therefore for | ς |< 1 there is a Taylor expansion
gk(ς) =
∞∑
n=0
cn(k) · ςn (4.5)
From the theory of power series it is well known that the absolute value of the
Taylor coefficients of a power series ℘ with radius of convergence 1 are O(1/nm)
if ℘ together with it’s derivatives up to m’th order has a contiuous contination
onto U¯1(0) := {ς ∈ C| | ς |≤ 1}. As the functions gk are regular on U¯1(0)− {1}
the asymtotic behaviour of cn(k) for n 7−→ ∞ can be obtained by a study of
the singularity at ς = 1. To obtain this behaviour we use the
Theorem 4.1 For any M ∈ N−{0, 1} there are (easily calculatable) constants
λl(k), λ˜l(k) such that the functions
℘k : U1(0) 7−→ C
ς 7−→ gk(ς)− k! · ζ(k + 1)
2k+1
+
M∑
l=1
λl(k) · (1− ς)l
+δk,1 ·
√
1− ς ·
(
1
4
+
M∑
l=1
λ˜l(k) · (1− ς)l
)
(4.6)
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together with their derivatives in ς up to the order M have a continuous contin-
uation onto U¯1(0) which is 0 for ς = 1 in all these orders.
Proof. Because of equation 4.3 we can concentrate on a pierced vicinity V of
ς = 1 in U¯1(0)− {1} . We choose m > M and interprete the sums
gk(ς)(√
1− ς)k+1 =
∞∑
f=0
fk
b(ς)f
1− b(ς)f (4.7)
as trapezoidal sums of the integrals∫ ∞
0
yk
b(ς)−y − 1dy (4.8)
According to the Euler-Mac Laurin expansion of the trapezoidal sum [12] for
step width 1 we can write:
gk(ς)(√
1− ς)k+1 =
∞∑
f=0
fk
b(ς)f
1− b(ς)f =
δk,1
2 · ln(b(ς)) +
(−1)k+1
ln(b(ς))k+1

ζ(k + 1) · k!− m∑
j≥1∧2j≥k
B2j · B2j−k · (ln(b(ς)))2j
2j ∗ (2j − k)!


− 1
(2m+ 2)!
∫ ∞
0
(Km(y)−Km(0)) ·

( ∂
∂x
)2m+2(
xk
b(ς)−x − 1
)∣∣∣∣∣
x=y

 dy
(4.9)
with the function
Km : R 7−→ R (4.10)
x 7−→ B2m+2(x− i)⇐= x ∈ [i, i+ 1]
and Bj(x) the j’th Bernoulli Polynomial and the Bernoulli numbers Bj = Bj(0).
The function Km is periodic with period 1 and bound on R. From equation 4.9
it is clear that theorem 4.1 is true (and how the constants λl, λ˜l are obtained), if
the integral term on the right hand side multiplied with
(√
1− ς)k+1 (together
with it’s appropriate derivatives in ς ) has a continuous continuation onto U¯1(0)
which is 0 for ς = 1. We split the integral in two parts, one (I1) over the interval
[0, 1/| ln(b(ς))|] the other one (I2) over the interval
[
1/| ln(b(ς))|,∞[. For I1 we
use the well known Taylor expansion [13]
ϕm,k(x, ς) :=
(
∂
∂x
)2m+2(
xk
b(ς)−x − 1
)
= (ln(b(ς)))
2m+2−k ·
∞∑
n=max(0,k−2m−3)
Bn+2m+3−k
(n+ 2m+ 3− k)!
(
n+ 2m+ 2
2m+ 2
)
(− ln(b(ς)))n · xn (4.11)
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The inequality∣∣∣∣∣
(
∂
∂ς
)s
(ln(b(ς)))
∣∣∣∣∣ < Cs · 2n · ns|(√1− ς)−2s ln(b(ς))n| (4.12)
( Cs real constants) holds independantly of n and ς in a pierced vicinity of ς = 1
in C because of the Taylor expansion of the logarithm and b(ς). But from this
it can easily be seen that∣∣∣∣∣
(
∂
∂ς
)s
I1
∣∣∣∣∣ < Cs,m
∣∣∣√1− ς∣∣∣2m+2−2s−k−1 (4.13)
with certain real constants Cs,m in a pierced vicinity of ς = 1 in C. For I2 we
realize that for | ς |≤ 1
ℜ (√1− ς) ≥| ℑ (√1− ς) | (4.14)
and therefore
ℜ (− ln(b(ς))) > 1√
5
· | ln(b(ς)) |∣∣∣∣∣ 1b(ς)−y − 1
∣∣∣∣∣ < 11− e− 1√5 · e
− y|ln(b(ς))|√
5 for y >
1
| ln(b(ς)) |
(4.15)
in a pierced vicinity of ς = 1 in U¯1(0). With elementary calculations it can be
shown that (
∂
∂ς
)s
ϕm,k(x, ς)
can be written as 1/(b(ς)−x − 1) times a polynomial in the variables(
∂
∂ς
)j
(− ln(b(ς)), 1
(b(ς)−x − 1) ,
b(ς)−x
(b(ς)−x − 1) , x (4.16)
j = 0, . . . , s with the features
1. that if we add up the sum of the derivatives before the factors (− ln(b(ς)))
we always get s
2. that the degree of each term in x differs from the number of all factors
(− ln(b(ς))) (with or without a derivative in front of them) by 2m+2− k.
But with equation 4.15 that means that∣∣∣∣∣
(
∂
∂ς
)
I2
∣∣∣∣∣ < C˜s,m|√1− ς |2m+2−2s−k−1 (4.17)
with certain real constants C˜s,m in a pierced vicinity of ς = 1 in C which together
with equation 4.13 proves the theorem.
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Example 4 In this and the following examples let Prn() denote the probabil-
ity for closed simple random walks of length 2n and En() the corresponding
expectation values as in equation 2.22. Then
Prn(N2(w) = 0) =
1
4 − 14n − 148n2 + 13144n3 + 4212880n4 +O( 1n5 )
Prn(N2(w) = 1) =
1
2 − 524n2 − 1136n3 − 5111440n4 +O( 1n5 )
Prn(N2(w) = 2) =
1
4 +
1
4n +
11
48n2 +
31
144n3 +
601
2880n4 +O(
1
n5 )
Prn(N4(w) = l > 2) = α
l · (θ0 + l · θ1) +O( 1n )
(4.18)
with
α :=
π2
24 + π2
θ0 :=
216
π6
(
π2
3 − ζ(3)
)2
1 + π
2
24
·
(
4 + π
2
3
π2
3 − ζ(3)
− 3 +
π2
24
π2
6 ·
(
1 + π
2
24
) − 3
4 · (1 + π224 )
)
θ1 :=
1296
π8
·
(
π2
3 − ζ(3)
1 + π
2
24
)2
(4.19)
Example 5 From the following table about the number of doublepoints of a
onedimensional closed simple random walk of length 78 one gets a feeling both
of the distribution Prn(N4(w) = l) for n = 39 and of the accuracy of the
asymptotics Pr∞(N4(w) = l) := limn→∞ Prn(N4(w) = l) as given by equation
4.18 for l > 2. For l ≤ 2 the results were calculated from the corresponding
formulas not give here to save space.
Table 1: Doublepoints
l
∑
w:length(w)=78
N4(w)=l
1 Pr39(N4(w) = l) ≈ Pr∞(N4(w) = l) ≈
0 9379489746558670340000 0.34462 0.35101
1 11080781119308072700000 0.40713 0.40526
2 4768982388008920550000 0.17522 0.17199
3 1321976178995539300000 0.04857 0.04779
4 446940016375442637000 0.01642 0.01608
5 148016854282117480000 0.00544 0.00531
10 478890500239691072 0.0000176 0.0000177
Example 6 For the distribution of the multiple range with higher multiplicity
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k > 2 we find the general form
Prn(N2k(w) = l > 2) =
k−1∑
i=1
αi(k)
l ·
(
θ0(k)
[i] + l · θ1(k)[i]
)
+
∑
1≤i<j≤k−1
θ2(k)
[i][j] ·
l−1∑
m=1
αi(k)
m · αj(k)l−m +O(1/n) (4.20)
with certain complex constants αi(k), θ0(k)
[i], θ1(k)
[i], θ2(k)
[i][j]. To give a feeling
for the distribution for large l, below we present a list of the numerical values
of the constants αi(k) with 1 ≤ i ≤ 6 sorted according to their absolute value.
Table 2: Dominating constants for higher multiplicity
k α1(k) ≈ α2(k) ≈ α3(k) ≈ α4(k) ≈ α5(k) ≈ α6(k) ≈
2 0.29140
3 0.29018 -0.23057
4 0.29867 -0.14176 0.12556
5 0.30263 -0.18822 -0.08169 0.07648
6 0.30590 -0.13810 0.11967 -0.04539 0.04382
7 0.30829 -0.16093 -0.09351 0.08564 -0.02471 0.02426
8 0.31020 -0.12830 0.11074 -0.05984 0.05671 -0.01327
Example 7 To give an impression of the mutual dependancy among the vari-
ables N2k(w) we also give asymptotic formula for the second moments:
En(N2k1(w) ·N2k2(w)) =
δk1,k2 +
1
2
+ 2 ·
k1∑
r1=1
k2∑
r2=1
(
k1 − 1
r1 − 1
)
·
(
k2 − 1
r2 − 1
)
· (−1)r1+r2 ·
(
r1 + r2
r1
)
1
2r1+r2
·
(
k1 + k2 − r1 − r2
r1 + r2
ζ(r1 + r2) +
(
r1
2
)
+
(
r2
2
)
(
r1+r2
2
) ·
{
0 if r1 + r2 = 2
ζ(r1 + r2 − 1) else
)
+O(1/n) (4.21)
In numbers this formula means
Table 3: limn→∞(En(N2k(w) ·N2k˜(w)) − En(N2k(w)) · En(N2k˜(w))) ≈
k/k˜ 1 2 3 4 5 100
1 0.50000 -0.08877 0.02195 0.03509 0.02398 0.00000
2 1.02195 0.10274 0.12970 0.12418 0.00500
3 1.16494 0.19628 0.19974 0.01000
4 1.23626 0.251235 0.01500
5 1.27949 0.02000
100 1.47074
101 0.47061
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Example 8 For the moments of the range we get the asymptotic formula
En(ran(w)
r) == ξ(r) · (En(ran(w)))r · (1 +O(1/n)) (4.22)
with the ξ function of Riemann
ξ(r) = r · (r − 1) · ζ(r) · Γ(r
2
) · π− r2 (4.23)
5 Summary
In this article the joint distribution of the k-multiple point range in a closed
simple random walk was discussed. It was shown how to obtain the moments of
the distribution by studying the number of functions between Eulerian graphs
and walks preserving basic structural features. From this study
• the first moment of the distribution of points of any multiplicity in any
dimension
• the exact joint generating function in dimension one
• a general method to calculate the asymptotic behaviour of moments and
finite subdistributions for walks of large lengths in dimension one
were derived. The joint distribution in one dimension turns out ot be a gener-
alized geometric distribution.
The results in the paper can probably be easily extended to random walks of
mean zero and finite variance and without the restriction of being closed without
much effort. Mainly the functions h(x, d, z) will change in the corresponding
equations. For the onedimensional case the mutliplicative structure of h(x, 1, z)
as expressed in equation 3.4 is the crucial point for the proof, so ondimensional
random walks with this property can at once be solved in the same way.
Obviously the distribution in higher dimensions is of even greater interest
than in one dimension. It will be discussed in articles to follow. The limit
theorems obtained in the literature [4, 5, 7] give an asymptotic picture of these
distributions. Calculating them for an ensemble of walks instead of one walk
would open the possibility for a more rigorous definition of and calculation in
the path integral formulation of an important class of quantum field theories
[14]. The interesting field theories are nontrivial, the central limit theorems in
the language of field theory should give the mean field results. A more refined
analysis of higher moments is necessary for a better understanding of QFT.
The moments of the asymptotic distribution of the range of a onedimen-
sional walk are related to Riemanns ξ-function. So the Riemann conjecture can
be reinterpreted as a statement about the zero points of the characteristic func-
tion of the rescaled asymptotic distribution of the range of the onedimensional
random walk.
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