With the growing emphasis on vehicle autonomy, the problem of planning a trajectory in an environment with obstacles has become increasingly important. This task has been of particular interest to roboticists and computer scientists, whose primary focus is on kinematic motion planning [1] . Typical kinematic planning methods fall into two main categories, roadmap methods and incremental search methods, both of which find collision-free paths in the state space. Roadmap methods generate and traverse a graph of collision-free connecting paths spanning the state space, while incremental search methods, including dynamic programming [2] and potential field methods [3] , perform an iterative search to connect the initial and goal states. For the purely geometric path planning problem, deterministic algorithms have been created that are complete, i.e., they will find a solution if and only if one exists. Unfortunately, these suffer from high computational costs which are exponential in system degrees of freedom. This cost has motivated the development of iterative randomized path planning algorithms that are probabilistically complete, i.e., if a feasible path exists, the probability of finding a path from the initial to final conditions converges to one as the number of iterations goes to infinity. The introduction of the Rapidly-exploring Random Trees (RRTs) of LaValle and Kuffner [4] allowed both for computationally efficient exploration of a complicated space as well as incorporation of system dynamics. The RRT grows a tree of feasible trajectories from the initial condition, or root node. Each node, or waypoint, on the tree represents a system state and has possible trajectories branching from it. Through use of an embedded planning routine, the tree incrementally builds itself in random direc- tions, node by node, until the final conditions are met (within accuracy bounds). Frazzoli [5] demonstrated that a hybrid systems representation of vehicle dynamics, when coupled with the RRT, could be used to address moving obstacles and time-invariant final conditions in a real-time environment. This paper presents a similar approach which provides probabilistic completeness in the presence of both time-varying obstacles and final conditions while using a simpler algorithmic procedure. In addition, a novel approach to provide error mitigation of the embedded planner in a hybrid system-based RRT is presented. An example is then given in which the proposed algorithm is applied to the landing of a spacecraft on an idealized asteroid.
Introduction
With the growing emphasis on vehicle autonomy, the problem of planning a trajectory in an environment with obstacles has become increasingly important. This task has been of particular interest to roboticists and computer scientists, whose primary focus is on kinematic motion planning [1] . Typical kinematic planning methods fall into two main categories, roadmap methods and incremental search methods, both of which find collision-free paths in the state space. Roadmap methods generate and traverse a graph of collision-free connecting paths spanning the state space, while incremental search methods, including dynamic programming [2] and potential field methods [3] , perform an iterative search to connect the initial and goal states. For the purely geometric path planning problem, deterministic algorithms have been created that are complete, i.e., they will find a solution if and only if one exists. Unfortunately, these suffer from high computational costs which are exponential in system degrees of freedom. This cost has motivated the development of iterative randomized path planning algorithms that are probabilistically complete, i.e., if a feasible path exists, the probability of finding a path from the initial to final conditions converges to one as the number of iterations goes to infinity. The introduction of the Rapidly-exploring Random Trees (RRTs) of LaValle and Kuffner [4] allowed both for computationally efficient exploration of a complicated space as well as incorporation of system dynamics. The RRT grows a tree of feasible trajectories from the initial condition, or root node. Each node, or waypoint, on the tree represents a system state and has possible trajectories branching from it. Through use of an embedded planning routine, the tree incrementally builds itself in random direc-tions, node by node, until the final conditions are met (within accuracy bounds). Frazzoli [5] demonstrated that a hybrid systems representation of vehicle dynamics, when coupled with the RRT, could be used to address moving obstacles and time-invariant final conditions in a real-time environment. This paper presents a similar approach which provides probabilistic completeness in the presence of both time-varying obstacles and final conditions while using a simpler algorithmic procedure. In addition, a novel approach to provide error mitigation of the embedded planner in a hybrid system-based RRT is presented. An example is then given in which the proposed algorithm is applied to the landing of a spacecraft on an idealized
asteroid.
An RRT-based Approach

Background
The idea of this method is to incrementally build a tree of feasible trajectories to efficiently explore a reachable space, where a tree is a directed graph in which all nodes (excepting the root) have one parent node and an unspecified number of child nodes. The basic RRT algorithm [4] can be seen in Figure 1 (a).
The original RRT algorithm, shown to be probabilistically complete, extended the tree by picking the closest (Euclidean metric ρ) node on the tree to the random point and choosing the best constant input from a finite predetermined set. For this simplistic embedded planner, the system equations of motion are propagated according to the input for a predetermined time. If no collisions are found, a new child node is added to the tree corresponding to the propagated state.
Frazzoli adapted this method for control of autonomous vehicles where motion is represented by a concatenation of motion primitives [5] . He redefined the metric ρ as the cost-to-go function of an optimal control problem [2] and replaced the constant input set with an online planning algorithm that found solutions for the obstacle-free planning problem. Using the Extend routine in Figure 1 (b), he was able to address moving obstacles by looping through successively close nodes on the tree until one was found which allowed an acceptable trajec-tory. If a collision free trajectory was found, the routine would grow the tree and then try to connect to the final state. A completeness proof of this approach is in [5] . A limitation on this method lies in its inability to address time-varying final conditions.
A New Approach
We use a primitive-based hybrid system model that expands upon that in [5] , where the dynamics of the system, commonly described using an ordinary differential equation, are instead modeled by computed state flows in response to differing inputs. These can be separated into two types of primitives, reference trajectories and maneuvers, where reference trajectories are precomputed trajectories with a variable time duration within a given interval and maneuvers are fixed time primitives connecting reference trajectories. This is a hybrid system in that the state space is defined by the finite set of trajectory primitives, the continuous space over which each primitive can be applied (i.e., where the dynamics of the system are invariant), and time. The control variables then consist of the reference trajectory time durations and the parameters defining each maneuver. Initial and final conditions are assumed to lie on reference trajectories. A more detailed description of this system is found in [6] . Furthermore, we assume that there exists an embedded planner guaranteed to find motion planning solutions in an obstacle-free environment subject to time-varying final constraints and an upper time limit. The RRT-based algorithm for this approach follows the general loop in Figure 1(a) , calling the Extend routine in Figure 1 (c) to try to connect the trajectories represented by the tree to a state defined by the function RandomState. Once again, the metric is defined as the cost-to-go function, but the state variable x now includes time as well. This addition both accommodates a time-dependent final condition and alleviates the need for cycling through the nodes in the tree to address time-varying obstacles. In this Extend routine, NearestNeighbor merely finds the closest node in the tree to x instead of sorting the tree nodes and cycling through them. InputFound then calls the embedded planner to find a feasible trajectory from the nearest node state to x and NoCollision incrementally checks the resulting trajectory for collisions. Provided a collision-free trajectory is found, the tree is extended by AddChildren. Unlike the approach of Frazzoli, this allows for the addition of single or multiple nested child nodes along the reference trajectories. Extend will repeat this process with the last created node until x is reached or a collision-free trajectory cannot be obtained. Once Extend exits, BuildRRT keeps looping until a solution is found. Probabilistic completeness for this algorithm can then be shown as follows:
Lemma Assuming no two RRT milestones lie within a specified > 0 of one another for the given metric, this method is probabilistically complete.
Proof: Noting that the appropriate input is always generated by the online planning algorithm if it exists and is assigned a specific nonzero execution time, it follows from Theorem 3 of [4] that this method is probabilistically complete.
Embedded Planner Error Mitigation
The embedded planner naturally has a prescribed accuracy and, as a result, an error that can be propagated as trajectories are concatenated together. Although this effect could be troublesome, the framework of the RRT also allows for correction of errors from the underlying planning algorithm. For the initial incarnation of the RRT [4] , a constant input was chosen from a finite set and was highly unlikely to control the system to the intended final state. As a result, the actual final state (as found by integrating the system under the input) is that which is stored as the new node state rather than the targeted state. Thus, replanning from that node takes into account the error correction. When addressing the hybrid system, the characteristics of these errors become important, as replanning can only occur from nodes on reference trajectories. Thus, when integrating along the trajectory, nodes would only be added to the tree where the state matched the trajectory primitive within an acceptable error. While this methodology is useful in practice, it is not a complete error correction, as the correction is only the projection of the total error onto the trajectory primitive. It is notable that, although limitations of handling the error in this manner were not quantified, this method was shown to be consistently effective for the example problem.
Asteroid Landing Example
The example described here is that of a spacecraft landing on a celestial body similar to the asteroid Ida. We made simplifying assumptions by geometrically modeling the asteroid as a 60 km long cylinder with radius 12 km and modeling the gravity as a Newtonian point source. While it is known that the gravity field about a non-spherical body is more complicated than the point source model, it is used here for simplicity. The algorithm could then be extended to other gravity models when needed. The setup of the problem is seen in Figure 2 , where the initial position of the spacecraft is 18 km above the surface of the asteroid with the final condition of "landing" at a point just off the surface on the other side of the asteroid. Although this problem could have been cast in a rotating reference frame, an inertial reference frame was chosen to show algorithm performance in relation to time-varying obstacles and final conditions. Additionally, artificial constraints are imposed to limit motion to Ida's plane of rotation and an annulus with radii between 19.1 and 38.3 km of the center of mass. An upper bound of 46 hours was placed on the transfer time. The embedded planner used in the InputFound routine was based on a dynamic programming approach and can be found in [6] . Note that, rather than sample the reachable set, which is computationally impractical to define, the sampling in the function RandomState was done over free hybrid state space. Here, the reference trajectories in the hybrid system are defined as the set of all circular orbits and the maneuvers are defined through an online local planning algorithm. From a start point at [
the randomized algorithm grows a tree as seen in Figure 2 , the result of 11 randomized planner iterations. The results of these iterations are given in Table 1 .
The "Greedy Loops" column in the table refers to the fact that the error correction men- The median number of randomized planner iterations was 11, with 90% taking less than 40
iterations. In every case tested, the algorithm successfully converged to a solution.
Conclusion
This paper presented a new variant of the Rapidly-exploring Random Tree (RRT) for use with a motion primitive-based planner. By including time as a state it is able to accommodate time-varying obstacles and final conditions. This method is shown to be probabilistically complete, finding a solution with a probability of one as the number of iterations goes to infinity. This method was then applied to the example of a spacecraft landing on an idealized asteroid, for which analysis of a batch of runs was completed. This method showed itself to be reliable with typical run times of less than 3 minutes. While the randomized method shown is not optimal, there exist methods to refine the tree to increase optimality. 
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