suggested that the word-frequency mirror effect in episodic recognition memory might be due to word-likeness rather than the frequency of experience with a word per-se. We examined their suggestion using a factorial manipulation of frequency and neighbourhood density, a measure used in lexical memory research to measure orthographic word-likeness. For study with no spec ified task, main effects of density and frequency were in the mirror order confirming the hypothesised mirror effect of word-likeness, but not its role in producing the frequency mirror effect. Lexical decision study increased the size of both mirror effects, even though the density manipulation had a negligible effect on lexical decision performance for words. Post-hoc analyses showed that neither mirror effect could be explained by differences in lower-order measures of word-likeness (letter and bigram frequency). The joint orders of frequency and density results were mirrored across new and old conditions, consistent with Attention Likelihood Theory (ALT), but density effects on z-ROC slope suggest that ALT may require extension to accommodate the effect of word-likeness on response confidence.
Lexical memory contains the orthographic, phonological and semantic representations used, for example, when reading and speaking. Episodic memory, in contrast, is required to decide whether an item , such as a word, was experienced in a particular context , such as the last study list. The lexical characteristics of words can have a marked effect on episodic memory. The most studied example is normative word frequency, the number of times a word occurs in a text corpus (e.g., Kucera & Francis, 1967) . The experiments reported here examine the origins of the word frequency effect in episodic recognition memory, and its relationship to the word frequency effect in lexical memory.
Word frequency has robust and opposite e ffects in cued lexical and episodic memory tasks. High frequency words produce faster and more accurate naming and lexical (word vs. nonword) decisions than low frequency words (Andrews, 1992; Balota & Chumbley, 1984; Schilling, Rayner & Chumbley, 1998) . In contrast, episodic recognition accuracy is better for low than high frequency words. Decreased episodic accuracy commonly results from decreased performance for both unstudied (new) and studied (old) words. This pattern of results is called a mirror effect because higher false alarm rates (FARs) are mirrored by lower hit rates (HRs) for high compared to low frequency words. The frequency mirror effect has been found by many researchers using a variety of item sets and recognition paradigms (Glanzer & Adams, 1985) , leading Glanzer, Adams, Iverson and Kim (1993) to describe it as one of the regularities of recognition memory.
Differences between high-frequency and low-frequency words postulated to cause the mirror effect are almost as numerous as empirical findings. Relative to lowfrequency words, high-frequency words have been hypothesised to: 1. Have m ore lexical features (Glanzer & Bowles, 1976; McClelland & Chappell, 1998) because they have more dictionary definitions (e.g., Reder, Andreson & Bjork, 1974) and produce more distinct associative responses (e.g., Pavio, Yuille & Madigan, 1968) .
2. Be associated to more episodic contexts (Dennis & Humphreys, 2001; Sikstrom, 2001; Reder, Nhouyvanisvong, Schunn, Ayers, Angstadt & Hiraki, 2000) , 3. Be composed of less distinctive lexical features (Shiffrin & Steyvers, 1997) 4. Have greater baseline (pre-study) memory strength, in either lexical memory (Murdock, 2003; Reder et al., 2000) or in episodic memory (Glanzer & Bowles, 1976; Wixted, 1992) . 5. Have a slower episodic le arning rate (Glanzer & Bowles, 1976; Glanzer & Adams, 1990; McClelland & Chappell, 1998; Murdock, 2003) .
6. Be more difficult to recollect (e.g., Joordens & Hockley, 2000; Reder et al., 2000; Yonelinas, 1994) . 7. Have a greater degree of word-likeness (Estes and Maddox, 2002) In this paper we investigate the latter hypothesis. Estes and Maddox (2002) defined word-likeness as: "an index of the degree to which an item is typical of the broad superordinate category word" (p. 1014). They conjectured that the frequency effect was mediated by word-likeness, and specifically orthographic word-likeness, rather than a direct effect of frequency of experience with a particular word, based on finding a parallel rather than mirror effect of different levels of familiarization training on later episodic recognition memory performance (see also Chalmers & Humphreys, 1998; Maddox & Estes, 1997) . A parallel effect occurs when FAR and HR effects are in the same rather than opposite directions.
Estes and Maddox found that words experienced more frequently during familiarization training (the experimental analogue of high natural language frequency) had both higher HRs and higher FARs than words experienced less frequently during familiarization.
Consistent with Estes and Maddox's (2002) conjecture, Zechmeister (1972) found that words rated as highly distinctive produced better accuracy and a mirror effect rela tive to less distinctive words. Malmberg, Steyvers, Stephens and Shiffrin (2002) found that average letter frequency, a low -order measure of orthographic word-likeness, produced a mirror effect, with better accuracy for words containing less frequent letters. Malmberg et al. also found that the word frequency mirror effect remained when letter frequency differences were controlled, rather than a parallel effect as m ight be predicted on Estes and Maddox's account if letter frequency alone was sufficient to account for word-likeness. However, average letter frequency measures word-likeness at the level of a word's smallest parts, so it remains possible that a parallel frequency effect could emerge if properties of higher-order configurations of letters were controlled.
Our experiments used neighbourhood density (Coltheart, Dave laar, Jonasson, & Besner, 1977) as a higher-order measure of orthographic word-likeness. The neighbourhood density for a given word is the number of words that can be made by changing one letter of that word (e.g., "cat" has neighbours "sat", "cut", "cap" etc.).
Hence, for a word of length L (e.g., L=3 for "cat"), density is a measure of the position specific frequency of that word's highest order substrings, of length L -1 (e.g., "_at", "c_t", "ca_"), in words of the same length. In our first experiment we test the hypothesis that frequency effects are caused by word-likeness by factorially manipulating frequency and density. If Estes and Maddox's (2002) hypothesis is correct, controlling for density may remove the frequency mirror effect, and perhaps produce a parallel effect in line with their familiarization results. A secondary aim was to determine if density, like the lower-order letter frequency measure of wordlikeness, produces a mirror effect.
Experiment 1
Both experiments reported here used a 2x2 design, with hig h-frequency and low -frequency words crossed with high neighbourhood density and low neighbourhood density words (see table one and Appendix). In this design, the main effects of frequency and density test the effects of each factor with the other controlled. In both experiments, participants provided confidence ratings with their recognition memory judgements. We examined both mean confidence judgements (R) for new and old items and the probability of judging a test item as old (p(Old)) for new items (i.e., FAR) and old items (HR) to determine if our frequency and density manipulations produced parallel or mirror effects.
Word frequency (WF) was measured using the Kucera and Francis (1967) norms obtained from the MRC Database , Version 2.00 (Coltheart, 1981) .
Neighbourhood density w as determined using the Neighs program 1 . Average values are reported in table one. The density counts are based on a relatively small corpus of the order of 10000 words that avoids rare words unlikely to be in participant's vocabularies, but arguably more words could be included. For example, the N-Watch program (Davis, in press) uses approximately three times as many words, and also reports word frequency based on the more extensive CELEX corpus (Baayen, Piepenbrck & van Rijn, 1993) . However, average density and freque ncy for our word sets based on N-Watch did not differ much from those reported in table one , except that, as might be expected, density values were slightly higher overall.
The stimuli used in both experiments were 560 words, of which half were high frequency and half were low frequency. For both high and low frequency words, there were an equal number of words from high density neighbourhoods (=3 neighbours ) and low density neighbourhoods (<3 neighbours). Each set consisted of 140 words. Of these, 84 were 5-letter, 42 were 6-letter, and 14 were 7-letter words (see Appendix) 2 . Some words were from the same neighbourhood, which could affect results due to orthographic study list category effects or new-old similarity effects (e.g., Heathcote, 2003) , but such occurrences were relatively rare and they had a negligible influence 3 . Glanzer and Adams (1985) found that mirror effects usually occurred for manipulations of a number of semantic variables, including concreteness, imageability and meaningfulness (see their table six). Table one lists the means for each group of words on these measures, taken from the MRC database. The words were primarily chosen to control frequency and density, so ratings for other properties were available for only some of the words in each set. The high-frequency words are slightly more meaningful, but have lower imagery and concreteness, than low -frequency words.
Differences as a function of density are even smaller, with high-density words having slightly greater imagery and concreteness than low -density words. Given that the se differences between word sets are small, much less than is usually associated with demonstrations of a mirror effect for these variables, it is unlikely that they will confound our frequency and density manip ulations.
Participants in both experiments rated their decision confidence as well as
indicating if a test word was new or old. In their experiments three and four, Glanzer and Adams (1990) collected confidence ratings in a 2x2 design similar to ours, exc ept that frequency was crossed with concreteness. Typically, accuracy for concrete words is higher than accuracy for abstract words due to a mirror effect (Glanzer & Adams, 1985) . Overall, Glanzer and Adams (1990) found separate mirror effects of both frequency and concreteness, but the concreteness effect was weaker for highfrequency than low -frequency words. In particular, in experiment three they failed to find the mirror order for concreteness in HRs for high-frequency words. Their experiment four increased the strength of the overall concreteness effect, using a concreteness encoding task, and did obtain the mirror order in HRs for high-frequency words, although the effect was only weak. In both experiments, larger mirror effects for both frequency and concreteness were found in average response confidence, suggesting that it provides a more sensitive measure. Hence, we examined response confidence as well as p(Old) results. Response confidence was also used to construct ROC curves, but reporting of these analyses is postponed until the general discussion.
Method

Participants
Sixteen first year Psychology students at the University of Newcastle participated in the experiment for course credit. Participation was voluntary.
Procedure
For each participant , the 560 words were randomly allocated to one of seven equal length study-test lists, with each list containing an equal number of items from each word set. For each list, half the words from each of the four word types were randomly allocated to the study task, with the remaining half used as new words during test. Separate sets of words were utilised for the practice and buffer items.
Buffer items were presented in the first and last four study positions. The practice items were 80 words, of which there were 20 words from each word category. Buffer items were drawn from a set of 64 words, 5 to 7-letters long, which had no neighbours.
Testing was undertaken on a computer that presented the stimuli and recorded participants' responses using a program writte n in Turbo Pascal 6.0 with millisecond accurate timing (Heathcote, 1988) . Stimuli were displayed in lower case at the centre of a seventeen-inch monitor, and were presented in white text on a black background.
Responses were made using two 3-button mouse input devices connected to an IO Card in the computer.
The experimental session lasted one hour. Participants were tested individually in a cubicle that provided a distraction-free environment. They were informed that they would view lists of words and would subsequently be presented with a list containing both old and new words. Participants were instructed to indicate whether each word presented at test was old or new and simultaneously rate their confidence on a three point scale.
The experimental session consisted of eight study/test cycles, the first of which was practice. Each study task involved the presentation of 40 words, 10 from each word category, in a random order. Additionally, eight buffer words were presented in each list, randomly allocated t o one of the first or last four study positions. Each word was presented on the screen for 1000ms with a 300ms inter-stimulus interval.
Participants then completed a distracter task consisting of 10 single digit multiplication and addition questions. The participants were given two possible answers and were required to indicate which answer was correct. At the completion of the distracter task the participants began the test phase by pressing all six mouse buttons at once.
In the test phase the studied old words and an equal number of unstudied new words were presented one at a time in a random order. One of the eight studied buffer words was randomly selected to appear in the recognition memory test, at a random position, and the response for this item was not recorded. Participants indicated whether each item was old or new using a three-point confidence rating scale for each option. The six possible responses were displayed at the bottom of the test screen with the labels: 'Sure old', 'Probably old', 'Possibly old', 'Possibly new', 'Probably new', and 'Sure new'. Response keys for each confidence rating were three keys on the left mouse for new responses and three keys on the right mouse for old responses, to be pressed using the left and right hand respectively. If the participant did not respond within 5s the test word was removed from the screen. The next test was initiated by pressing the 6 buttons at once.
The only form of feedback during the experiment occurred immediately after the completion of the practice task. Participants were presented with a screen displaying the frequency with which they used each of the six response categories during the recognition memory test. They were reminded to make use of all six response categories in the subsequent recognition memory tests.
Results
All inferential test results reported are described as significant when p<.05. Over all participants, six responses were made in less than 200ms and a further 29 responses were made in greater than 5s, and so were not recorded. These responses made up 0.39% of the overall number of responses and were removed from further analyses. In order to check for speed-accuracy trade-off at test, an analysis of variance was performed on mean response time (RT) using as factors the wor d variables and response variables ( new versus old, confidence and accuracy). The design was slightly unbalanced as 3.6% of responses were missing, usually high confidence new responses to old test items and high confidence old response to new test items. The missing values were replaced using an additive subjects effect model (i.e., a missing participant cell mean was replaced by the mean over participants for that cell in the unbalanced design plus the difference between the grand mean RT and that participant's mean RT).
Only response variables participated in significant effects, indicating that speedaccuracy trade-off does not confound the following analyses. Confidence had the strongest main effect (F(2,30)=18.6, MSE=360257, p<.001), with mean RT decreasing from 1.6s to 1.5s to 1.3s as confidence increased. New responses were slower than old responses (F(1,15)=6.4, MSE=96425, p=0.023) and incorrect responses were slower than correct responses (F(1,15)=6.18, MSE=38932, p=0.001) by about 60ms in both cases. Table two reports accuracy 4 , as measured by d'. Both frequency and density produced significant main effects (F(1,15)=13.4, MSE=.110, p=.002, and F(1,15)=9.14, MSE=.037, p=.009 respectively) but did not interact (F(1,15)=1.9, MSE=.058, p=.19). The ma in effect of frequency on accuracy was twice as large as the density main effect (approximately 0.3 and 0.15 respectively in d'), with both lowfrequency and low -density words being more accurate. Hence, it appears that our manipulation of density was suff icient to affect recognition memory, and that consistent with Estes and Maddox's (2002) conjecture, accuracy was lower for words with higher word-likeness as measured by density. Table three gives the results for FAR and HR (i.e., p(Old)) and mean confide nce (R). Confidence was scored on a scale of 1…6 for rating ranging from "Sure New" to "Sure Old" and averaged separately for new and old items of each word type. For HR, the main effect of frequency was significant (F(1,15)=7.58, MSE=.0055, p=.015), with low -frequency words (0.74) producing more hits than high-frequency words (0.69). For FAR, the main effect of frequency was also significant (F(1,15)=5.49, MSE=0.0048, p=.033), with low-frequency words producing less false alarms (0.23) than high-frequency words (0.27). Similar results were found for confidence ratings.
The main effect for old words was significant (F(1,15)=15.6, MSE=.085, p=.001) with a mean of 4.65 for low -frequency words and 4.35 for high-frequency words. The main effect for new words was also significant (F(1,15)=16.8, MSE=.042, p=.001), with a mean of 2.5 for low -frequency words and 2.7 for high-frequency words. Hence, frequency produced a mirror effect in both old response probability and mean confidence.
A mirror effect of density was also found in mean confidence ratings. The main effect of density was significant for old words (F(1,15)=5.23, MSE=.035, p=.037), with a mean of 4.55 for low -density and 4.45 for high-density, and for new words (F(1,15)=11.5, MSE=.021, p=.004), with a mean of 2.5 for low-density and 2.65 for high-density. Word frequency and density interacted for new words (F(1,15)=5.68, MSE=.013, p=.031), due to a weaker density effect for high-frequency than lowfrequency words, whereas there was no interaction for old words (F<1). Although density produced a mirror pattern in p(Old), only the main effect on HR was significant (F(1,15)=9.14, MSE=.0017, p=.006), with low -density (0.74) greater than high-density (0.7). For FAR, low-density (0.24) was less than high-density (0.25), but neither the main effect of density (F<1), nor its interaction with frequency (F(1,15)=1.78, MSE=.002, p=.202), achieved significance.
Discussion
The same pattern of frequency effects was found when density was controlled as was found by Malmberg et al. (2002) when letter frequency was controlled: significantly lower HRs and higher FARs, and significantly greater accuracy for lowfrequency than high-frequency words. Hence, the frequency mirror effect does not appear to be solely due to word-like ness as measured by the frequency of either the lowest or highest order sub-strings of words. Like Malmberg et al. we also obtained a mirror effect pattern for our measure of word-likeness, but although in both cases the effect on accuracy was significant, the ir letter frequency effect was reliable for FARs but not HRs, whereas our density effect was reliable for HRs but not FARs. The density effect for new items was, however, reliable in average response confidence, supporting the assertion that this measure is more sensitive than p(Old).
Failure of the mirror effect due to density for new items was restricted to highfrequency words, where FAR rates were virtually equivalent (0.27). For lowfrequency words, in contrast, the FAR for low -density words (0.215) was less than the FAR for high-frequency words (0.24). Response confidence results were consistent, in that the overall significant main effect of density for new words was tempered by a significant interaction with frequency due to a weaker effect for high-frequency than low -frequency words. A weaker effect of density for high-frequency than lowfrequency words is consistent with results from the lexical memory literature. Andrews (1989) found a reliable facilitatory effect of density on lexical decision task RTs (i.e., high-density<low-density), but only for low -frequency words, a result that was replicated in 21 of the 25 studies reviewed by Andrews (1997) . Thus, increased density appears to facilitate lexical memory, but only for low -frequency words. The results of experiment one suggest a similar conclusion for episodic recognition, except that the effect of density is inhibitory. However, density did have a significant effect on HRs, and although it was slightly larger for low -frequency than high-frequency words the corresponding interaction was not reliable.
Experiment 2
The aim of experiment two was to resolve the ambiguity in results for density in experiment one by increasing the overall effect of density. This was achieved using lexical -decision as the study task. Lexical -decision is an effective means of encoding for episodic recognition memory that has been found to increases the magnitude of the frequency effect relative to other encoding tasks (Hilford, Glanzer & Kim, 1997; Hoshino, 1991; Joordens & Becker, 1997) . It seems likely that the emphasis on encoding orthographic features in the lexical-decision task will also increase the effect of density on episodic recognition, and so will help determine whether our failure to find a reliable effect of density on FARs for high-frequency words in experiment one was a result of a weak overall effect size. Accuracy and RT results from the lexicaldecision task also allow a direct comparison between the effects of our density manipulation on lexical a nd episodic memory in the same group of participants.
Method
All methods were the same as for Experiment 1, except that lexical-decision was used for study and all responses in the recognition memory task were recorded, even those taking longer than 5s. Each lexical-decision study list required responses to 80 words and an equal number of nonwords, with stimuli drawn at random without replacement from the four word and two nonword sets. The display of each lexicaldecision stimulus was terminated by a response. Nonwords were selected from the ARC nonword database (Rastle, Harrington & Coltheart, 2002) and were comprised of orthographically legal bigrams and bodies. Nonwords were matched with words for density and number of letters; half the nonwords were high density (=3 neighbours , mean density 4.75) and half were low density (<3 neighbours, mean density 1.43).
Twenty three students at the University of Newcastle participated in the experiment.
Results
No study or test responses were made in less than 200 ms, and there was no time limit on responses, so no responses were omitted from the following analyses. Table   four shows the mean percent correct and RT for lexical-decision. Responses to highdensity nonwords were both more error prone, by 2.5% (t(22)=3.67, SE=.007, p=.001), and slower by 95ms (t(22)=7.18, SE=13.2, p=<.001) than responses to lowdensity nonwords. However, for words, density did not have a significant main effect, and did not interact with frequency, in both percent correct and RT. In contrast, responses to high-frequency words were both less error prone, by 8.9%, and faster, by 147 ms, than responses to low-frequency wor ds (F(1,22)=29.4, MSE=.006, p< .001 and F(1,22)=77.9, MSE=6365, p<.001, respectively).
As in experiment one, there was no e vidence that speed-accuracy trade-off during recognition memory tests confounded comparisons between word types 5 , with response factors having similar effects on episodic test RT to experiment one. Both frequency and density produced significant main effects on d' (F(1,22)=80.7, MSE=.074, p<.001, and F(1,22)=20.1, MSE=.075, p<.001 respectively) but did not interact (F<1). Both main effects increased relative to experiment one, but the density main effect remained at about half the size of the frequency main effect (0.5 and 0.26 in d' respectively, see table two).
Word frequency had a significant main effect on FAR (F(1,22)=26.6, MSE=.003, p<.001), with a smaller mean for low -frequency (0.16) than highfrequency (0.22), and a significant main effect on HR (F(1,22)=20.7, MSE=.005, p<.001), with a larger mean for low-frequency (0.86) than high-frequency (0.79).
Density had a s ignificant main effect on FAR (F(1,22)=20.9, MSE=.003, p< .001), with a smaller mean for low-frequency (0.17) than high-frequency (0.21), and a significant main effect on HR (F(1,22)=7.36, MSE=.003, p=.013) , with a larger mean for low-density (0.84) than high-density (0.81). No interactions between frequency and density were significant (F <1 for both HR and FAR).
Reliable mirror effects were also found in mean confidence ratings for both frequency and density. Word frequency and density produced significant main effects for new words (F(1,22) =60.6, MSE=.031, p<.001, and F(1,22)=27.6, MSE=.032, p<.001 respectively) and for old words (F(1,22)=45.4, MSE=.081, p<.001, and F(1,22)=16.7, MSE=.025, p<.001 respectively), with no interactions (F<1 for both FAR and HR). For new words, t he mean response confidence for low-frequency (2.25) was smaller than for high-frequency (2.5), and the mean for low -density (2.3) was smaller than the mean for high-density (2.5). For old words, the mean for lowfrequency (5.1) was greater than the mean for high-frequency (4.7), and the mean for low -density (5.0) greater than for high-density ( 4.8).
Discussion
Lexical-decision was an effective study task that increased overall accuracy relative to the free study task in experiment one. The size of both the frequency and density effects were proportionately increased, with the effect of density on accuracy becoming almost equivalent to the frequency effect in experiment one. Consistent with the hypothesis that our failure to find reliable results for some aspects of the density mirror effect was due to a small effect size in experiment one, the increased density effect in experiment two was associated with reliable differences in the mirror order for HR and FAR and for response confidence. Density and frequency effects in both measures were close to additive, as indicated by small and unreliable interaction effects. Hence, the results of experiment two confirm the conclusion from experiment one that frequency produces a mirror effect in episodic recognition when wordlikeness is controlled. Experiment two extends the results from experiment one by showing that word-likeness , as measured by density, produces a mirror effect in episodic recognition for high frequency words as well as for low frequency words.
This contrasts with the usual finding in the lexical memory literature that density only affects lexical -decision and naming performance for low frequency words (Andrews, 1997) .
Lexical-decision results from study in experiment two allow us to compare the relative effects of our word sets on episodic and lexical memory. Frequency had a large facilitatory effect on lexical memory, with responses to high-frequency words in the lexical-decision task almost 10% more accurate and 150ms faster than responses to low -frequency words. The longer RT for low-frequency words is consistent with greater attention being paid to low -frequency than high-frequency words during study. Malmberg and Nelson (2003) proposed that the episodic advantage for low-frequency words occurs because they attract more attentional resources during perceptual identification and lexical access processes occurring early in study. This proposal is consistent with our finding that the frequency effect increased when the lexicaldecision was used for study, as this task emphasises perceptual identification and lexical access processes.
Although our manipulation of de nsity was smaller than is usually used in the lexical memory literature, it did produce a reliable inhibitory effect for nonwords in lexical -decision, with low -density responses 2.5% more accurate and almost 100ms faster than high-density responses. Despite being of the same magnitude as the nonword density manipulation, the density manipulation for words had no effect on lexical -decision; accuracy and RT were virtually identical for low -density and highdensity words, even when those words were low -frequency. Despite this null effect on lexical memory, density had a clear inhibitory effect on episodic memory.
The increased episodic density effects in experiment two compared to experiment one are consistent with low -density words, like low -frequency words, attracting more attention during perceptual encoding and lexical access processes, resulting in better encoding than for high-density words. However, if attention is indexed by lexical-decision RT, the lexical-decision results are inconsistent with the ass umption that low-density words attract more attention. A possible explanation is that RT for lexical-decision does not only depend on identification. Some lexical models (e.g., Grainger & Jacobs, 1996; Coltheart, Rastle, Perry, Langdon & Ziegler, 2001 ) assume that lexical decisions can be made through criteria placed on two processes, identification through competitive selection of an individual lexical representation and the total activation of the lexicon. Identification is slowed by increased density, due to stronger competition, but total activation increases with density, due to partial activation of more lexical representations, speeding responses to high-density words. It is possible that our participants, knowing that their memory would be tested later, emphasised the identification process, and so eliminated the small advantage for high compared to low density words usually found with lowfrequency words in lexical -decision.
Our results, and those of Malmberg et al. (2002) , show that increased word-part frequency, as well as whole -word frequency, is detrimental to episodic recognition accuracy. The fact that frequency differences in both whole words and word parts result in an episodic mirror effect suggests that they may act through a common mechanism. For example, in Shiffrin and Steyver's (1997) REM theory, more frequent features are less distinctive. In Glanzer and Adams's (1990) Attention Likelihood Theory, not only words that are more frequent overall, but also words with more frequent parts, may attract less attention at study. In both cases a likelihood transformation causes these differences to affect both new and old responses, producing a mirror effect. In dual-process theories (e.g., Joordens & Hockley, 2000) , greater frequency may produce increased familiarity in new words, but reduce retrieval for old words, perhaps because higher frequency features are linked to more contexts. Although our results do not discriminate between these mechanisms, the fact that both frequency and density effects were increased proportionally by an encoding task that emphasised orthographic processing is consistent with a common mechanism that is sensitive to frequency of experience with orthographic features.
General Discussion
Our results do not support Estes and Maddox's (2002) hypothesis that the word frequency mirror effect is due to correlated differences in word-likeness. Our finding that frequency produces a mirror effect when density is controlled joins a list of recent demonstrations that the word frequency effect is not due to correlated characteristics such as letter frequency (Malmberg et al., 2002) , the normative frequency of contexts in which a word occurs (Steyvers & Malmberg, 2003) , age-of-acquisition (Dewhurst, Hitch & Barry, 1998) or the richness of associative connectivity (Nelson, Zhang & McKinney, 2001 ). Estes and Maddox (2002) formulated their hypothesis to accommodate findings of a parallel effect of short-term familiarization (see also Chalmers & Humphreys, 1998; Maddox & Estes, 1997) , based on the assumption that familiarization training is an experimental analogue of normative word frequency. The latter assumption may, however, be wrong, at least for short-term training. When Reder et al. (2002) gave nonwords much longer-term familiarization training more representative of natural language experience (up to 360 study and recall tests distributed over five weeks) they initially found a parallel effect of different levels of training on episodic recognition, but later in training they found a mirror effect. These results seem to indicate that natural language experience has two distinct effects on episodic recognition, a shortterm parallel effect and a longer-term mirror effect.
Our results do support Estes and Maddox's (2002) hypothesis that orthographic word-likeness produces a mirror effect, with higher levels of word-likeness as measured by neighbourhood density associated with reduced episodic recognition.
The strength of the density effect was dependent on study encoding, with a study task that increased emphasis on encoding orthographic features (lexical -decision) increasing both the density and frequency effects relative to a free -study task. In both cases relatively brief study times (on the order of one second) may have also emphasised both density and frequency effects. Malmberg and Nelson (2003) found that extending study time to several seconds did not increase the frequency effect, which they attributed to low -frequency and high-frequency words receiving equal attention during the semantic processing that occurred after identification. As lowdensity and high-density words are also unlikely to differ in semantic processing, longer study durations are unlikely to increase the density effect, and may even decrease it if participants emphasise semantic features at test.
We used neighbourhood density as a measure of orthographic word-likeness because it has been widely studied in the lexical memory literature. Although it is a measure of the frequency of a word's highest -order parts, it has limitations as a comprehensive measure of word-likeness and part -frequency. For example, density is length specific, and so does not measure the frequency of strings across all word lengths, it does not weight sub-string frequency by the frequency of words in which they occur, and it does not take account of the frequency of lower-order sub-strings , including the frequency of salient word parts, such as morphemes and syllables. In the following section we examine effects due to the smallest parts of words, letters and bigrams, in our data.
Letter and Bigram Frequency
Some caution should be exercised in concluding that recognition memory for a word is directly affected by the number of neighbours that it has. Word manipulations are often open to confounding due to the highly correlated nature of many word characteristics. As shown in table one, confounding of our word sets due to semantic attributes such as concreteness is unlikely. In lexical memory, Grainger (1990) suggested that facilitatory densit y effects found by Andrews (1989) might have been mediated by bigram frequency. Bigram frequency refers to the frequency of occurrence of adjacent pairs of letters in the language, and it is positively correlated with density. Andrews (1992) subsequently replicated her 1989 study controlling for bigram frequency. The facilitatory effect of density for low -frequency words was still observed, both in lexical-decision and naming tasks. Furthermore, when density was held constant, there was no effect of bigram frequency in lexical -decision. In episodic memory, Zechmeister's (1972) mirror effect due to differences in a word's orthographic distinctiveness , as rated by participants in Zechmeister (1969) , may have been due to bigram frequency differences. Zechmeister (1969) reports that words rated as distinctive, such as "gnome" and "slyph", had lower average bigram frequencies. Because our low density words were chosen to have at least one neighbour, they tended not to contain the rare bigrams evident in Zechmeister's (1972) distinctive words, but the possibility of confounding by bigram frequency remains.
In order to determine whether bigram frequency might be mediating density effects, we calculated bigram frequency for our word sets based on the corpus of 5-7 letter words in the MRC Dictionary (excluding words containing punctuation) with Kucera and Francis (1967) frequencies greater than zero. This corpus consists of 2028 five letter words, 2645 six letter words and 2687 seven letter words. We computed the number of times each bigram occurred at each position within each word-length set, and converted these counts to percentages of the total count to form a measure of type bigram frequency. We also computed a measure of token bigram frequency by multiplying the occurrences of each bigram in each word by the word's frequency count. The resulting token counts were converted into percentages of the total number of token occurrences. F or each word in the experimental word sets, we calculated the mean type and token percentages over each position. Table five shows the resulting means for each word set. Both type and token bigram frequencies are confounded wit h density. Word frequency is fairly independent of type bigram frequency but more strongly confounded with token bigram frequency.
In order to remove the confounding of density by type and token bigram frequency, we selected subsets of responses for each participant in e xperiments one and two (cf. Steyvers & Malmberg, 2003) . The subsets were created by selecting equal numbers of responses to new and old test words with the highest bigram frequencies for low -density words and the lowest bigram frequencies for high-density words 6 . Table five shows the statistics of the resulting type a nd token equated subsets.
The density and frequency manipulations were only slightly weakened in these subsets, so, if their effects on recognition memory are not mediated by bigram frequency, the same pattern of results should be observed in each equated set as in the full set.
Tables six and seven report recognition memory results for the combined data from both experiments for all responses, and for the type and token equated subsets.
For d', the main effects of both frequency and density were significant for all responses and for the type and token equated subsets, but no interactions between density and frequency approached significance. Similarly, for FAR and HR, and new and old mean confidence ratings, no interactions between frequency and density were significant, but the main effects of frequency and density were significant in all cases, with the exceptions of marginally significant main effects of density for type equated HR (F(1,38)=2.92, MSE=.0031, p=.096) and token equated mean old confidence ratings (F(1,38)=3.84, MSE=.040, p=.057). Hence , it appears that both frequency and density produce a mirror effect independent of type or token bigram frequency.
In order to check whether letter frequency was confounded with word frequency and density, we calculated mean letter frequency scores for our words using Malmberg et al.'s (2002) methods. Table five presents the results for the full word set and the type and token bigram frequency equated subsets. In the full set, letter frequency increased very slightly with both density and frequency, by around 0.002 for density and 0.004 for frequency. In comparison, Malmbeg et al.'s manipulation of letter frequency was an order of magnitude larger, 0.04 on average. The differences in letter frequency were further attenuated for the type and token equated subsets, so it can be concluded that the frequency and density effects were not mediated by letter frequency.
Although differences in letter and bigram frequency do not appear to have caused our density effects, they may have been mediated by the frequency of higher order word-parts, such as those constituting the "W ickelfeature" representation used in Seidenberg and McClelland's (1989) lexical model or the onset-vowel-coda representation used in Plaut, McClelland, Seidenberg and Patterson's (1996) lexical model. Regardless of the exact source of the density effects that we observed, our results indicate that recognition memory is sensitive to higher order word-part frequency effects at some level, particularly when study emphasizes word identification processes. Hence, both lexical and episodic memory models may be informed by further episodic recognition studies that control and manipulate the frequency of the higher-order word parts that are hypothesized to make up word representations in lexical memory.
Multiple Mirror Effects
Up to now we have mainly considered the mirror effects due to density and frequency separately. Glanzer and Adams (1990) showed that Attention Likelihood Theory (ALT) predicts the full joint order of conditions in a 2x2 design when the effect of one mirror variable is stronger than another. In our case the effect of ALT also predicts the full order of separate measures for new and old items (i.e., p(Old) and mean confidence). The order for old items is the same as the order for accuracy, and the order for new items is its mirror: LFLN<LFHN<HFLN<HFHN.
Columns in both tables three and seven, which give p(Old) and mean confidence , are ordered from left to right as predicted by ALT. Table three shows that the predicted order was obtained for both p(Old) and mean response confidence in experiment two and for mean response confidence in experiment one, and only one of the eight predicted sequential orders was violated for p(Old) in experiment one. Table seven shows that for the combined data the full order was obtained in p(Old) for all responses, and for responses to the type and token bigram equated word sets.
Our multiple mirror effect results are a stronger confirmation of ALT's predictions than was obtained by Glanzer and Adams (1990) for their factorial manipulation of frequency and concreteness. They found only a partial order for the old items in their experiment three and a full order, but with a very small difference for high-frequency concrete versus low -frequency abstract FARs, in their experiment four. ALT predicts a full mirror order for the joint effects of two mirror variables because it attributes each mirror effect to a single common underlying factor. This prediction is not necessarily unique to ALT. Even theories that attribute mirror effects for new and old items to separate mechanisms (e.g., familiarity and recollection in dual-process theories) could accommodate a multiple mirror effect, but this would seem to require the assumption that both mechanisms are affected by a common underlying factor. Hence, at last at some level, the present results support a single factor account of mirror effects.
Given that ALT potentially provides a unified explanation of our results, we tested its more detailed predictions about the distribution of response confidence using slope and intercept measures derived from z-ROC analysis. ALT predicts linear z-ROC functions, and so is a special case of the normal unequal variance signal detection model. We fit the latter model using simultaneous maximum likelihood estimation over all conditions (Kijewski, Swensson, & Judy, 1989; Sheu & Heathcote, 2002) , but separately for each participant. The analysis assumes that decision criteria do not vary as a function of word type, an assumption that is likely true given our within-list manipulation of word type (cf. Stretch & Wixted, 1998) . Figure one illustrates the fit of the unequal variance normal model, by plotting the average model (predicted) and average deviations from the average model (observed) over participants 7 . Consistent with ALT's predictions, linear z-ROC functions provided an excellent fit to participant data. Only one participant in each experiment had significant misfit according to a χ 2 test (χ 2 (21)=33.3, p=.043, and χ 2 (21)=34.97, p=.028 respectively), and the total χ 2 over participants did not approach significance in either experiment (χ 2 (336)=346.5, p=.67 and χ 2 (483)=462.1, p=.25 respectively). Table two gives the intercept and slope estimates from z-ROCs that plot new against old for each word type. The intercept is a measure of accuracy, whereas slope measures the variability of confidence for new relative to old items. Slope is usually less than one (e.g., Ratcliff, Sheu & Gronlund, 1992) indicating greater variability for old than new confidence. The intercept showed the same pattern of results as d', with significant main effects for both frequency and density for experiment one (F(1, 15)=7.81, MSE=.104, p=.014, and F(1, 15) =32.8, MSE=.018, p<.001 respectively) and for experiment two (F(1, 22)=41.5, MSE=.107, p<.001, and F(1, 22) =17.4, MSE=.089, p<.001 respectively) but no interaction (F<1 both experiments). These results are predicted by ALT, as is the full order of intercepts across density and frequency conditions, which ALT predicts to be the same as for d'.
ALT predicts that slope should be greater for conditions with less accuracy, so slope should be greater for high-frequency than low -frequency and greater for highdensity than low -density. ALT also predicts approximately additive slope effects, so that the full order of slopes should be HFHN>HFLN>LFHN>LFLN. Hence, in contrast to accuracy measures, slope estimates are predicted to decrease from left to right in table two. Consistent with ALT's predictions , the main effect of slope was greater for high-frequency than low -frequency in both experiment one (0. 71 vs. 0.65 respectively) and experiment two ( 0.72 vs. 0.7), but neither effect achieved significance (F(1,15)=2.10, MSE=.025, p=.168 and F <1, respectively). However, the slope main effect for density was in the opposite direction to the order predicted by ALT, with greater slope for low -density than high-density words in both experiment one (0.69 vs. 0.66) and experiment two (0.725 vs. 0.69), but again neither effect was significant (F<1 and F(1,15)=1.01, MSE=0.03, p=.33 respectively).
It would be premature to reject ALT on this one failure to account for density effects on confidence variability, particularly until these effects are replicated using other word sets , and until more powerful experiments are able to determine whether the slope trends observed in the present experiment are reliable . The predictions that we tested were derived from ALT under the simplifying assumption of common parameters for all members of a class of words. Our low -density words all had one or two neighbours (SD=0.5) whereas high-density words had 3-10 neighbours (SD=1.5).
The difference in variability may explain our failure to find the predicted slope order.
However, we note that the difference in log word frequency variability was much more extreme for our low -frequency (SD=0.7) compared to high-frequency (SD=3.8) sets, so unless item variability effects are stronger for density than frequency, a more fundamental modification of ALT may be required. Tables   Table 1. Mean measures for each word type (HF=high-frequency, LF=low-frequency, HN=high-neighbourhood-density, LN=low-neighbourhood-density) , with numbers in brackets indicating the percentage (when less than 100%) of words for which the measure was available. Meaningfulness is MEANC, Imagery is IMAG, and Concreteness is CONC, as defined in the MRC Psycholinguistic Database User Manual (Coltheart, 1981) , all with ranges 100-700. These measures were turned into percentages in the table, and ln(WF) is the natural log of Kucera and Francis (1967) word frequency. 2 One word in the low frequency and density condition, "spine", was incorrectly displayed as "spiny"
Figure Caption
during the experiments. As "spiny" has no Kucera and Francis (1967) rating, responses to it were removed from all analyses. 3 Test words with a neighbour in the same test list constituted 3.0% of responses in experiment one and 2.1% of responses in experiment two. Removing responses to these w ords had little effect in either experiment, changing p(Old) by at most 0.006 and on average by less than 0.002. 4 The same pattern of results was obtained with both d' and the high threshold accuracy measure, HR-FAR. The d' measure is reported in order to facilitate comparison with the z-ROC intercept. 5 One interaction with a stimulus factor was significant, the three-way interaction between density, new versus old and incorrect versus correct responses, (F(1,22)=18.0, MSE=69893, p<.001). New versus old and incorrect versus correct factors interacted because, for correct responses, old was faster than new, but for incorrect responses old was slower than new. The three-way interaction came about because the change from correct to incorrect was greater for high-density than low -density words. This single interaction may have been a Type 1 error, and did not appear to confound any further analyses. 6 Because words were randomly allocated as new or old for each participant, and responses to some words were occasionally missing, the actual words selected varied slightly from participant to participant. The appendix notes the words that were most frequent ly selected. 7 The deviation from the model, rather than the average over observed values, is plotted as there were missing values for some participants, usually for high confidence errors. The missing values can introduce systematic deviations from linearity that are not representative of deviations in any individual participant. This problem is avoided by plotting the average deviation (Heathcote, 2003) .
