A galaxy's morphological features encode details about its gas content, star formation history, and feedback processes which regulate its growth and evolution. We use deep convolutional neural networks (CNNs) to capture all of a galaxy's morphological information in order to estimate its neutral atomic hydrogen (H I) content directly from SDSS gri image cutouts. We are able to predict a galaxy's H I mass fraction, M ≡ M HI /M , to within 0.25 dex accuracy using CNNs. The H I-morphology connection learned by the CNN appears to be constant in low-to intermediate-density galaxy environments, but it breaks down in the highest-density environments, i.e., for normalized overdensity parameter log(1 + δ 5 ) 0.5 for the ALFALFA α.40 sample, log(1 + δ 5 ) 0.1 for the xGASS representative sample. This transition can be physically interpreted as the onset of ram pressure stripping, tidal effects, and other gas depletion processes in clustered environments. We also use a visualization algorithm, Gradient-weighted Class Activation Maps (Grad-CAM), to determine which morphological features are associated with low or high gas content. These results demonstrate that CNNs are powerful tools for understanding the connections between optical morphology and other properties, as well as for probing other latent variables, in a quantitative and interpretable manner.
INTRODUCTION
Neutral atomic hydrogen (H I) is the dominant component of cool gas in the interstellar medium (ISM) of low-redshift galaxies (e.g., Saintonge et al. 2017) , so H I is important for understanding how galaxies evolve and grow over cosmic timescales. However, neutral hydrogen is difficult to detect in extragalactic sources because of its weak 21-cm emission line. Large H I surveys such as the H I Parkes All Sky Survey (HIPASS; Barnes et al. 2001) , the Arecibo Legacy Fast ALFA Survey (AL-FALFA; Giovanelli et al. 2005) , and the GALEX Arecibo SDSS Survey (GASS; Catinella et al. 2010) , have taken a census of the brightest H I sources in the local Universe. New radio telescopes such as MeerKAT, ASKAP (Australian Square Kilometre Array Pathfinder), and eventually the SKA will allow us to measure H I to much lower masses (M HI ) and to higher redshifts; see, e.g., Looking at the Distant Universe with the MeerKAT Array (LAD-jfwu@jhu.edu UMA; Blyth et al. 2016) , MeerKAT International GHz Tiered Extragalactic Exploration (MIGHTEE; Jarvis et al. 2016) , Wide-field ASKAP L-Band Legacy All-sky Blind surveY (WALLABY; Koribalski 2012), Deep Investigation of Neutral Gas Origins (DINGO), 1 and other surveys.
Small and incomplete H I samples currently limit our ability to study gas properties in typical galaxies beyond z ≈ 0.05. Since H I is so important to galaxy evolution but challenging to measure, astronomers have devised proxies for estimating galaxies' gas content. For example, Kannappan (2004) proposed "photometric" gas fractions, leveraging the valuable connection between global gas content and optical properties. More complicated heuristics and machine learning models have also been used (e.g., Teimoorinia et al. 2017; Rafieferantsoa et al. 2018) , although these estimators become more difficult to interpret as the number of parameters increases. Indeed, computer vision algorithms seem to perform spectacularly well at predicting galaxy properties directly from optical imaging (e.g., Dieleman et al. 2015; Huertas-Company et al. 2019; Morningstar et al. 2019; Pasquet et al. 2019; Wu & Boada 2019) , but because these models often have millions of parameters, it can be difficult to understand what makes them so successful.
We train a deep convolutional neural network (CNN) to predict the gas mass fraction, M ≡ M HI /M , directly from three-band optical imaging from the Sloan Digital Sky Survey (SDSS). After demonstrating that our trained model can predict M to within 0.25 dex using only optical imaging, we test how the relationship between optical imaging and H I content depends on galaxy environment. We also use the Grad-CAM algorithm to localize image features that the CNN associates with high or low gas mass fraction in order to visually interpret which morphological features are relevant to machine learning predictions; it essentially tells us which parts of the galaxy the CNN is looking at in order to determine its gas mass fraction (see, e.g., Peek & Burkhart 2019) .
The paper is structured as follows. We describe the H I catalogs and optical imaging in Section 2, and explain some details of the CNNs in Section 3. In Section 4, we present our results showing that a trained CNN can accurately predict M using the ALFALFA and xGASS samples. In Section 5, we quantify the impact of environmental effects and study how the connection between H I content and optical morphology breaks down in the most overdense environments. In Section 6, we discuss and interpret the morphological features that a CNN "sees" in order to distinguish gas-rich systems from gas-poor galaxies. We report our conclusions in Section 8. Throughout this paper, we assume a cosmology with H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3, Ω Λ = 0.7. All of the code used in our analysis is publicly available at https://github.com/jwuphysics/HI-convnets.
DATA

H I catalogs
We use two parent data sets of H I catalogs with different selection criteria.
ALFALFA α.40 -The Arecibo Legacy Fast ALFA (AL-FALFA) survey is a z ≤ 0.06 blind search for H I at high Galactic latitudes (Giovanelli et al. 2005) . The ALFALFA α.40 catalog covers 40% (2800 deg 2 ) of the full survey area (Haynes et al. 2011 ); most of these detections (12,468 sources) lie within the SDSS footprint. There exists a nearly volume-limited ALFALFA subsample at z ≤ 0.05, but we are interested in using the largest possible data set in order to train our CNN. As a consequence of this choice, our sample includes rare, high-mass H I systems that are not necessarily representative of the probed cosmic volume. We select sources with OCcode = I in order to retain α.40 detections with SDSS counterparts, and we drop all sources with duplicate matches to DR7 identifiers. This cut reduces the number of H I sources to 11,739.
xGASS representative sample -ALFALFA detections tend to be the most H I-rich systems in the local Universe, and differ from the majority of galaxies found in optical surveys. We use the extended GALEX Arecibo SDSS Survey representative sample (xGASS; Catinella et al. 2018 ) in order to repeat our analysis on galaxies with more typical star formation and gas properties. xGASS consists of 1,179 galaxies with stellar masses between 9 ≤ (log M /M ) ≤ 11.5 in the redshift range 0.01 ≤ z ≤ 0.05. All xGASS systems have ancillary SDSS photometry and spectroscopy. The sample spans a range of galaxy morphologies, from passive ellipticals to starbursting mergers, and is complete down to M ≈ 0.02 for galaxies with log(M /M ) ≥ 9.7. The most gas-poor members of the xGASS sample only have 5 σ upper limits on M HI available. However, we include them in our sample because the more massive systems have been observed to similar M completeness, and the entire sample has a common gas mass limit log(M HI /M ) = 8. In practical terms, our deep learning approach is able to learn the wide range of gas mass fractions, even with somewhat heterogeneous completeness limits.
Optical counterparts
SDSS imaging -We obtain gri imaging from the SDSS DR14 (Abolfathi et al. 2018 ) SkyServer using the Image Cutout service 2 queried via a custom Python script. The conversion of gri imaging to RGB channels is a modified version of the Lupton et al. (2004) algorithm, as described on the SkyServer website. 3 Downloaded JPG images have 224 × 224 pixels at the native SDSS pixel scale (0.396 pixel −1 ), which corresponds to angular sizes of 1.48 × 1.48 .
Stellar masses -In order to compute gas mass fractions, H I detections are crossmatched with galaxies in the SDSS DR7 MPA-JHU value-added catalog (Kauffmann et al. 2003; Brinchmann et al. 2004; Tremonti et al. 2004; Salim et al. 2007 ). All stellar mass estimates assume a Chabrier (2003) initial mass function. For ALFALFA detections, we keep only the galaxies with valid stellar mass estimates and label the subsample α.40A (containing 7,399 galaxies). We also create a smaller catalog containing only objects with valid M , SFR, Z gas , and redshift measurements, hereafter labeled α.40B (containing 4,797 galaxies). We train and test on both the α.40A and α.40B subsamples, as described in Section 4.1.
METHODOLOGY: DEEP NEURAL NETWORKS
We implement and optimize our deep convolutional neural network using fastai version 1.0, which is built on PyTorch version 1.2. The details are similar to Appendix A of Wu & Boada (2019) , so we only provide a brief description below and note differences in the training routine. All choices of CNN hyperparameters or tweaks have been empirically tuned in order to optimize training. Performance is quantified by the root mean squared error (RMSE) metric,
We use the xresnet CNN architecture, an enhanced version of the original residual neural network with several minor modifications (He et al. 2015 (He et al. , 2018 . Our 50-layer xresnet is modified such that the usual Rectified Linear Unit (ReLU) activation functions have been replaced with Mish (Misra 2019) . We train the model from scratch, as no pretrained CNNs with this architecture are available. In order to iteratively update the CNN's weights, we use the combined Rectified Adam (Liu et al. 2019) and LookAhead (Zhang et al. 2019) optimizer. 4 Weight decay with a coefficient of 0.001 is applied to all trainable layers except batch normalization layers (Goyal et al. 2017 ); note that we use true weight decay rather than the L2 norm (i.e., see Loshchilov & Hutter 2017 for details).
We train batches of 32 images at a time using a Nvidia P100 graphics processing unit (GPU). We randomly split the data by 80%/20% for training/validation sets. The learning rate is scheduled according to the "onecycle" policy for 100 epochs (using the default hyperparameters set by fastai; Smith 2018), we set a maximum learning rate of 0.1. Dihedral group reflections and rotations of up to 15 • (with zero padding) are randomly applied to images in order to augment the training set by a factor of four. The same transformations are applied during test-time augmentation to the validation data, and reported RMSEs are results from the validation set. A two-dimensional histogram of machine learning-predicted gas mass fraction (M pred ) from SDSS gri images plotted against measured values (Mtrue) for the AL-FALFA α.40 sample (upper ) and the xGASS representative sample (lower ). The colorbar indicates the number of galaxies in each bin. The black line indicates the one-to-one relation.
We train a deep CNN on the ALFALFA α.40 data set using the RMSE loss as a metric of performance. The optimized CNN can predict M to within RMSE = 0.25 dex for the α.40A and α.40B catalogs. The lack of noticeable improvement when using α.40A, despite the fact that it is larger than α.40B by 50%, is likely due to the broader selection criteria, including those which have poor fits to SFR or metallicity and galaxies with inherently uncommon morphological or H I properties.
We show results after 100 epochs of training in the upper panel of Figure 1 . These results demonstrate that the CNN is able to connect morphological and color information with H I mass fraction, i.e., it learns a "H I-morphology relation" (which we will probe in detail later in this paper).
xGASS
We also optimize a CNN to predict M for the xGASS data set and achieve RMSE of 0.30 dex. From training experiments, we find that a 34-layer xresnet performs better than the 50-layer xresnet (results shown in the lower panel of Figure 1 ), which is a consequence of the smaller model's ability to avoid overfitting. The representative xGASS sample is smaller than α.40 and encompasses a larger range in M for gas-poor systems, which leads to worse CNN performance than for α.40.
We test whether our CNN approach for xGASS can benefit from transfer learning, the technique of repurposing a model trained to predict one task in order to make predictions for another (e.g., Domínguez Sánchez et al. 2019) . Beginning with the CNN trained on the α.40 data, we switch out the data sets and resume training on xGASS; however, we do not achieve better results than training a CNN from scratch. One of the reasons why this approach fails is because the M distributions for the two H I catalogs are very different.
Dependence on galaxy properties
In general, we find that a trained CNN can accurately recover M from optical imaging. No systematic biases are present, although there is still a small amount of regression toward the mean for α.40 (i.e., incorrect predictions tend to be scattered toward the center of the M distribution rather than toward the extrema; see Figure 1) .
We examine trends between ∆ log M ≡ log(M pred /M true ) and other physical properties of galaxies. For example, it may be that the CNN tends to under-or overpredicts M due to some morphological feature that correlates with other galaxy properties. However, we find that ∆ log M does not vary systematically with any other property, nor does the amount of scatter. In Figure 2 , we show trends between ∆ log M and redshift, stellar mass, SFR, and gas metallicity for the α.40B validation data set (959 H I sources). ∆ log M also does not correlate with sSFR, D 4000 (4000 Å break strength), or the δ 5 environmental parameter (discussed in detail below). The same is qualitatively true for xGASS.
Unexpected H I-rich sources
There exist rare systems that appear to be "red and dead" but apparently have excess H I gas, which can sometimes be traced by extended or low-surface brightness features with blue colors. Geréb et al.
(2016) describe one such example in the xGASS catalog, GASS 3505, as an H I-excess, passive galaxy. The gas mass fraction for GASS 3505 is measured to be M true = −0.326, whereas our CNN trained on other xGASS examples underpredicts it significantly: M pred = −1.065. In a similar case, Hagen et al. (2016) find that UGC 1382 is a giant low-surface brightness galaxy masquerading as a passive elliptical. The gas mass fraction for UGC 1382, measured using Very Large Array observations in the D configuration, is M true = −0.672. The CNN predicts a much lower gas fraction from the optical image cutout: M pred = −2.007.
Our CNN trained on shallow SDSS imaging is not able to correctly estimate the gas mass content of H I-excess galaxies. With deeper imaging data sets in the future (see Section 7), it may be possible to better estimate their H I masses using computer vision. Many other galaxies with underpredicted gas mass fractions show signs of faint blue tidal features and low-surface brightness emission. In the meantime, however, we find that these systems populate a locus of the M true − M pred plane that does not receive much contamination from random scatter (see, e.g., Figure 1 ). Therefore, systems with particularly low ∆ log M may be H I-excess systems, or giant low-surface brightness galaxy candidates.
THE IMPACT OF ENVIRONMENT
The morphology and H I properties of a galaxy are strongly sensitive to its surrounding environment (e.g., Serra et al. 2012; Jones et al. 2016 ). If a CNN can accurately learn a connection between galaxy optical imaging and M when trained only on systems in clustered environments but fails to accurately estimate H I content for a test sample of isolated galaxies (or vice versa), then it may be a sign that the galaxy H I-morphology relationship varies with environment.
Galaxy overdensity
In order to quantitatively investigate the connection between M, optical morphology, and environment, we parameterize the environment using the projected galaxy density (e.g., Cooper et al. 2008) :
where D 5 is the projected physical distance to each galaxy's fifth-nearest neighbor (including its own optical counterpart). We use neighboring galaxies in the NASA-Sloan Atlas (version 1.0.1; Blanton et al. 2011 ) within a velocity window of ±1000 km s −1 in order to compute Σ 5 for each H I source. We enforce a D > 10 Mpc distance cut in order to prevent contamination or biases from the Local Group. Following Cooper et al. (2008) , we divide Σ 5 by its median over a sliding redshift boxcar window of size ∆z = 0.02, which removes redshift dependence. The final result is a normalized overdensity parameter, 1 + δ 5 . In the upper panel of Figure 3 , we show the distribution of log(1+δ 5 ) for our α.40 sample crossmatched with spectroscopically confirmed SDSS optical counterparts (black; we also show the full α.40 sample in gray). It is apparent that the optical-H I crossmatching exercise is biased against α.40 galaxies in the lowest-density environments. In the lower panel of Figure 3 , we also display the δ 5 distribution for xGASS systems, which extends to much more underdense environments compared to α.40. We select 80% of the higher-δ 5 galaxies for training and set aside the remaining 20% (with lower δ 5 ) for validation. In other words, we test whether a CNN trained on galaxies in higher-density environments can accurately predict the H I content of galaxies in lowerdensity environments. If this turns out to be the case, all else unchanged, then the environment does not significantly impact the connection between H I richness and optical imaging learned by the CNN. We also split the sample such that the 80% with lower δ 5 is used for training, and the 20% with higher δ 5 is used for valida-tion. As a baseline comparison, we test the case where the training and validation set are randomly split (but trained in the same manner otherwise). 5 We repeat tests five times for each training/validation split, and report the RMSE average and standard deviation in Table 1 .
Our initial tests suggest that the galaxy H Imorphology connection varies significantly with environment for the α.40 sample. We find that a CNN trained only on galaxies in overdense environments and validated on systems in underdense environments performs better than the inverse. Surprisingly, the CNN validated on lower-δ 5 systems even outperforms the randomized baseline. However, this effect is fully explained by the scatter in M when we select subsamples by a range in δ 5 . When we compare the CNN performance normalized by the inherent scatter of the validation subsample (the right-most column in Table 1) , it becomes 5 For each environmental test run, a 34-layer xresnet (with Mish activation functions) is trained for 10 epochs using a learning rate of 0.03, batch size of 32, weight decay of 10 −4 , and the validation subsample is evaluated using test-time augmentation. These hyperparameters have been chosen to best optimize the CNN in a smaller number of training epochs so that we can run multiple tests quickly. apparent that the CNN validated on higher-δ 5 environments performs significantly worse than those validated on random or lower-δ 5 environments. Both the α.40 and xGASS samples exhibit qualitatively consistent results: the CNN apparently is able to generalize predictions in a way that yields good performance in underdense environments when exposed to galaxies in more overdense environments (relative to randomized validation subsamples); yet the opposite is not true. These results can be interpreted as evidence that the H I-morphology connection is subject to different physical mechanisms in the highest-δ 5 environments. Galaxies residing in clusters are subject to ram pressure stripping, tidal forces, galaxy-galaxy interactions, and other effects that can depress their gas content (e.g., Chung et al. 2009 ). By training on subsamples of galaxies characterized by relatively lower-density surroundings, a CNN is unlikely to learn about the morphological associated with extreme physics of clustered environ-ments, and therefore our experiment is able to distinguish between "typical" and "overdense" modes of the H I-morphology connection. It is also worth noting that these tests may not even capture the full extent of the environmental effects, as the 3.5 arcmin Arecibo beam may cause overestimating of H I mass or misidentification of optical counterparts in groups and clusters (e.g., Serra et al. 2015; Stevens et al. 2019) . Such errors may artificially boost H I content and thereby ameliorate the CNN's performance in high-density environments.
Galaxy groups
We use the Yang et al. (2007) group catalog to identify isolated galaxies and group members for the xGASS sample (which is provided in the xGASS public catalog; Catinella et al. 2018) . Reserving the 541 isolated systems for validation, we retrain the CNN from scratch using the rest of the xGASS sample in the group catalogs, which are a mix of group centrals and satellites. 6 The δ 5 distribution of group and isolated galaxies are shown as shaded histograms in the lower panel of Figure 3 . The process is repeated using a randomized split of training/validation sets (with 614/541 objects respectively). The trained CNN achieves 0.34 dex accuracy when the sample is split by environmental variable, and 0.32 dex accuracy when the sample is randomly split. Janowiecki et al. (2017) find that most xGASS groups only contain two to four members. Thus, the signal that we are trying to observe -a distinct failure mode in CNN performance for clustered environments -may be diluted by the large number of low-mass groups that are quite different from the effects in massive halos. In Section 6, we will see that extended blue disks and starforming regions are commonly associated with H I-rich galaxies. These morphological features may be present in central galaxies of low-mass groups, as well as in isolated or void galaxies. Overall, we find that the discrepancy in CNN performance is not a strong function of group membership.
The overdensity transition regime
We observe a stark difference in CNN performance across different density regimes, but it is unlikely that there is a sharp transition in environmental effects. Gas mass fraction is known to depend on a satellite galaxy's distance toward the center of its group or cluster host (e.g., Brown et al. 2017) . "Pre-processing" in only moderately overdense environments can also depress galaxies' gas masses (Odekon et al. 2016) , which allows a CNN Figure 4 . CNN validation performance for α.40A (upper ) and xGASS (lower ) galaxies in different environmental densities shown with black markers and error bars. The performance is the RMSE normalized by the inherent scatter in M for the validation set; we show the mean and standard deviation for five tests. Each validation set is constructed from a 20% range in δ5, and the corresponding central log(1 + δ5) value is shown at the top. Validation results from randomly drawn subsamples are shown in red.
to learn the morphological cues associated with low M. We quantify the gradual onset of environmental effects by repeating the analysis in Section 5.1 and reserving 20% of the galaxies for validation based on their δ 5 . We show the normalized RMSE as a function of the validation set δ 5 in Figure 4 . For example, one of the validation data sets in α.40A comprises galaxies with δ 5 values in the 0.1 − 0.3 quantile range, and the training set would consist of the remainder of the α.40 sample. The mean validation δ 5 quantile is 0.2, corresponding to a value of log(1 + δ 5 ) = −0.20), and the normalized performance is approximately 0.40 ± 0.01 (see, e.g., upper panel of Figure 4 ).
We find that the H I-morphology relation transitions to a different "mode" at high δ 5 . For low-density environments, a CNN is able to leverage the morphological information learned in intermediate-and high-density regimes and accurately predict the gas mass fraction directly from imaging. For high-density environments, a CNN is not able to generalize information learned from lower-and intermediate-density regimes as well, and the normalized RMSE increases significantly. A physical explanation for this transition is the growing importance of ram pressure stripping, tidal forces, and other gas depletion effects in overdense environments. These results are apparent for both samples (Figure 4) , although the critical value log(1 + δ 5 ) is different for the two samples. We determine that these effects become increasingly significant at 0.8 quantile in δ 5 for α.40, corresponding to a normalized overdensity of log(1+δ 5 ) ≥ 0.5; for lower values of δ 5 , the physics that govern this H I-morphology relationship are constant. We find that the transition for the xGASS sample occurs around the 0.7 quantile in environmental density, which corresponds to a normalized overdensity of log(1 + δ 5 ) ≥ 0.1. Because the xGASS catalog spans a wider range in δ 5 , it is likely that the CNN is more sensitive to bona fide environmental impacts that affect the H I-morphology connection at lower overdensity.
INTERPRETING MORPHOLOGICAL FEATURES
Grad-CAM
To interpret our results, we make use of visualization algorithms such as saliency and class activation maps (Simonyan et al. 2013; Zhou et al. 2016; Selvaraju et al. 2017) . In short, a saliency map is the map of how much a prediction changes with respect to the change in a pixel value. A Gradient-weighted Class Activation Map (Grad-CAM) is a visualization tool that highlights the activated "neurons" in a trained CNN based on an input image and designated class. While Grad-CAM generates high-quality visualizations, it is most robust when applied to classification problems. We thus reformulate our gas mass fraction regression problem to a binary classification problem.
We train a CNN to classify gas-rich and gas-poor galaxies using both the α.40A and xGASS data sets. For α.40A, we define low-M (gas-poor) and high-M (gasrich) as log M < −0.5 (1327 objects) and log M > 0.5 (1922 objects) respectively, so that the two classes are well-separated. For xGASS, we define low-M and high-M classes as log M < −1.5 (394 objects) and log M > −0.5 (278 objects), respectively.
We also use a very simple CNN for visualization purposes. Our previous architecture (xresnet) contains many pooling layers that each decrease the resolution by a factor of two, such that the final Grad-CAM result is a 7 × 7 pixel feature map. Instead, we use a shallow CNN Figure 5 . Grad-CAM heatmaps shown for SDSS images using trained CNNs. Each panel shows, from left to right, the SDSS gri image cutout, the heatmap of activations corresponding to gas-poor features, and the heatmap of activations corresponding to gas-rich features. Gas-poor/gas-rich definitions and class probabilities are labeled. Note that the M criteria are different for a CNN trained on ALFALFA and for one trained on xGASS.
that consists of three simple building blocks arranged sequentially; each block consists of a convolutional, ReLU, batch normalization, and max pooling layer. The final convolutional layer outputs a 28 × 28 pixel feature map. We use the same optimization methods as in Section 3, except that we train for only 20 epochs (at which point we reach convergence). The shallow network classifies galaxies by gas-richness with 99% and 95% accuracy for the α.40 and xGASS samples, respectively.
The most important morphological features
The trained CNN is nearly always correct for this binary classification task, but it also outputs (non-zero) probabilities corresponding to the confidence of each prediction. Grad-CAM can be used to determine the salient morphological features for both the correct and incorrect predictions, and both sets of image features are valuable for understanding what the CNN has learned. Below, we list the most commonly observed results.
1. H II regions, often indicated by bright, blue, compact features, and spiral arms, usually signify that a galaxy has high gas mass fraction.
2. If the flocculent outer regions of a galaxy are blue, then the CNN tends to predict that it is gas-rich, but if the outer regions are populated with redder stars (even when there is a truncated star-forming disk), then the galaxy is more often predicted to be gas-poor (e.g., Koopmann & Kenney 2004) . Grad-CAM identifies gas-poor systems by highlighting an annulus around the galaxy, e.g. in Figure 5 panel (d) .
3. Red central regions tend to be gas-poor, particularly for α.40. It is interesting to note that in Figure 5 panel (d) , the galaxy's red nucleus is surrounded by old stellar populations in the disk and bar and is thus treated as possible evidence for gas richness. For most other systems, particularly gas-rich galaxies, a red nucleus is associated with low M.
4. Nearby objects in the field of view, even ones that are clearly background or foreground objects, are often considered by the CNN; however, their contributions to the overall prediction are usually subdominant.
The value of single-band imaging
We also train a CNN to classify gas-rich and gaspoor galaxies using monochromatic imaging, i.e., singlechannel image cutouts with summed g, r, and i flux. The model architecture is similar to the CNN used in the previous section, except that the convolutional layers have 32, 64, and 128 output filters. We optimize the model as before and achieve 95% accuracy for the ALFALFA data set, and 80% for the xGASS data set. Reduced performance for the xGASS data set is likely due to its smaller training sample size. We verify this by using transfer learning: we first pre-train the model using ALFALFA data, and then continue training using xGASS data. This approach increases the accuracy to 90% for xGASS, demonstrating that added training examples (even when the objective is different) improves model performance, and therefore the CNN is primarily limited by the size of the data set.
By examining the Grad-CAM activations on monochromatic images, we are able to discern the morphological indicators of gas-richness. We find that the CNN often focuses on an annulus around the outer portions of a galaxy, somewhat similar to what is seen in panel (d) of Figure 5 . However, galaxy outskirts are now linked to high gas mass fraction, the opposite of what was seen before. Although we previously found that Grad-CAM identified gas-poor galaxies by highlighting the older stellar populations (e.g., a red thick disk) near the outer regions of the galaxy, Grad-CAM associates the central regions of galaxies with low M for single-band imaging. This shift in "strategy" by the CNN may indicate that, in the absence of color information, flocculent spiral arms and wispy tidal features are most useful for identifying gas-rich galaxies.
DEEPER IMAGING AND FUTURE SURVEYS
Future optical-wavelength surveys will offer deeper imaging data sets useful for characterizing the gas properties of galaxies. We obtain grZ imaging from the DESI Legacy Imaging Surveys DR8 (Legacy Survey; Dey et al. 2019) in order to compare with our previous results. Using the online interface 7 , we query 448 × 448 pixel JPG cutouts at the native 0.262 pixel −1 scale for both the α.40 and xGASS samples (again using optical counterpart coordinates for the former). Legacy Survey imaging is deeper than that of SDSS by about two magnitudes, and has higher angular resolution (although it remains seeing-limited). Deep optical imaging is particularly important for identifying low surface-brightness features in galaxies with complex star formation histories or recent gas accretion (e.g., Duc et al. 2015 , see also our discussion in Section 4.4).
We find a small but noticeable improvement when training both the α.40A (RMSE = 0.24 dex) and xGASS samples (RMSE = 0.26 dex) using Legacy Survey imaging. Note that the CNNs are trained using the same methods as in Section 3, except that we train for only 40 rather than 100 epochs. Our early results are promising and suggest that deeper optical imaging is beneficial for predicting H I mass fraction. 8 It is also worth noting that the Legacy Survey DR8 imaging suffers from some imaging issues, such as pixel bleed, sky subtraction, and inconsistent zero-points in different bands, which may prevent the model from learning as much as it can. These effects must be remedied if we want to maximize scientific gains through the combination of deep learning and wide-field optical/near-infrared sur-veys (e.g., the Large Synoptic Survey Telescope, LSST, Ivezić et al. 2019 ; and the Wide Field Infrared Survey Telescope, WFIRST, Spergel et al. 2015) .
Current H I surveys are mostly mass-limited, but SKA precursor surveys such as DINGO and LADUMA will be much more sensitive to gas-poor galaxy populations. These new surveys will allow us to construct data sets similar to the xGASS representative sample or the volume-limited RESOLVE survey (REsolved Spectroscopy Of a Local VolumE; e.g., Stark et al. 2016) , except with orders of magnitude more detections at the same H I mass threshold. In the future, we may be able to take deep H I 21-cm line observations of some small patch of sky, and then use deep optical imaging in overlapping portions in order to generate M predictions for galaxies across the entire optical survey area (e.g., Domínguez Sánchez et al. 2019; Khan et al. 2019 ). This tantalizing prospect can be realized, but only if the coevolving H I and stellar mass functions (e.g., Lemonias et al. 2013) and their effects on the priors baked into the trained CNN model must be taken into account (i.e., by sampling according to a known distribution; Buda et al. 2017) . Moreover, cosmic variance effects for deep H I surveys need to be considered (e.g., Moster et al. 2011) . Deep learning will allow us to probe the redshift evolution of the overdensity transition regime (Section 5) or evolution of the most relevant morphological features associated with gas richness over cosmic timescales (Section 6).
CONCLUSIONS
In this work, we have found that deep CNNs can predict a galaxy's H I mass fraction (M) solely from gri imaging to within 0.25 dex accuracy, demonstrating that there is a strong connection between galaxy morphology and H I content. Our methodology can be augmented with deeper imaging or larger galaxy samples. With the advent of next-generation H I 21-cm emission line surveys, and LSST and WFIRST on the horizon, it will soon be possible to generate large catalogs of CNNpredicted H I masses.
We are able to the probe the environmental dependence of the H I-morphology relation by independently training and validating CNNs using subsamples stratified by galaxy overdensity (i.e., δ 5 , the normalized projected density). For high-density environments, a CNN trained on lower-δ 5 examples is unable to accurately estimate M from optical imaging. However, if the validation set comprises galaxies in low-or intermediatedensity environments, then a CNN has no trouble predicting M. We propose that in the most overdense environments, log(1 + δ 5 ) ≥ 0.5 for α.40 (and ≥ 0.1 for xGASS), physical processes such as ram pressure stripping, tidal interactions, and other gas depletion effects are responsible for "breaking down" the H I-morphology relationship observed in less dense environments.
We have also reformulated the problem of estimating M as a binary classification task in order to better understand how CNNs are able to distinguish gas-poor from gas-rich systems. We use Gradient-weighted Class Activation Maps (Grad-CAM) to localize the optical features that are most important for predicting whether or not a galaxy is gas-rich. Bright star-forming regions and diffuse blue features usually imply high M, while central red bulges and diffuse red stellar populations on the outskirts of a galaxy (i.e., an older thick disk) indicate low M. The CNN also makes predictions via more complex reasoning: for example, the bright red nucleus of a galaxy might signify elevated gas content for an otherwise red and dead system, or indicate depressed gas content if it observed in a blue spiral galaxy.
We have highlighted several ways that deep learning and computer vision can be useful for understanding galaxy evolution. Apart from directly predicting H I content from optical imaging, CNNs can also be used to gauge the impact of latent variables such as environmental overdensity. These methods are visually interpretable and provide crucial insights into the physical processes and stellar/ISM structures that are most closely connected to the H I properties in galaxies.
