Abstract. Stroke recognition in tennis is important for building up statistics of the player and also quickly analyzing the player. It is difficult primarily on account of low resolution, variability in strokes of the same player as well as among players, variations in background, weather and illumination conditions. This paper proposes a technique to automatically classify tennis strokes efficiently under these varying circumstances. We use the geometrical information of the player to classify the strokes. The player is modeled using a color histogram and tracked across the video using histogram back projection. The binarized (segmented) output of the tracker is skeletonized and the gradient information of the skeleton is extracted to form a feature vector. A three class SVM classifier is then used to classify the stroke to be a Forehand, Backhand or Neither. We evaluated the performance of our approach with real world datasets and have obtained promising results. Finally, the proposed approach is real time and can be used with live tennis broadcasts.
Introduction
The increase in sport content archives has boosted the need for automated tools for video content analysis. Large body of literature exist for ball tracking [1] , [2] , highlight extraction [3] , [4] , shot classification [5] , team behavior classification [6] with applications to sports like Tennis [1] , [2] , Baseball [4] , Basketball [7] , Soccer [8] , [9] , etc.
In this paper, we focus on stroke classification of a player in Tennis game video. We classify a tennis stroke as a forehand, backhand or as a stroke that cannot be classified, representative examples respectively are shown in Figure 1(a,b,c) . Such an analysis contributes to better understanding of playing patterns, statistics of the game, and also helps in easy retrieval of game video.
Prior work in stroke classification can be traced to Terrence and Andrew [10] who proposed a technique based on the relative position of the racquet's head to the player's position and, Miyamori and Iisaku [11] technique used the relative position of the tennis ball to the player's position and also the player's behavior to classify the strokes. However, tracking objects like ball, racquet and head requires high-resolution videos which limits the application of the above approaches.
The proposed technique is based on skeleton features of the player. However, extracting skeletons from low resolution videos require a robust tracking system which can track the player efficiently in different court backgrounds and different illumination conditions. The initialization of the tracker is also crucial. Most of the existing techniques expect the initialization to give a perfect model of the object to be tracked. So any outliers while modeling the tracker will affect the outputs drastically. This has led to the use of hand marked inputs for the tracker, which requires human intervention. In our approach, we counter this problem by using a robust initialization based on optical flow [12] . We have opted the use of a non-parametric tracking approach which is noise resilient and gives us scale and orientation information of the player being tracked. The paper is organized as follows: Section 2 explains the proposed approach, Section 3 details the experimental results on real world data sets, and Section 4 concludes the paper and details the future work.
Proposed Approach
The objective of the paper can be formally stated as, given a video taken with a stationary camera behind the player, identify the strokes in each of the frames. The strokes identified by the current system are: Fore hand, Back hand, Neither. The assumption of having a stationary camera is not very restricting as it is the most common camera configuration during the television coverage of tennis. Figure 2 represents the overall architecture of the proposed system. The main blocks of the system are initialization to identify the player and generate an appropriate model to track the player during the game. Features are then extracted from the tracked player using oriented histogram of player's skeleton. Finally, a Support Vector Machine (SVM) classifier is used to identify the strokes based on the extracted features. 
Initialization
Given a video we need to locate the player. On account of the variability in various features such as clothes color, court color, illumination, non rigid deformation and size of players, we have opted for using motion as a cue to segment the player.
Optical flow is calculated between consecutive frames initially, as proposed in [12] which introduces regularization constraints for spatial coherence along with data fitting to obtain robust pixel motion. The magnitude of the optical flow vector at each pixel describes the displacement of the corresponding pixel. As the two players and the ball will be the only moving entities in the video, the pixels where they are imaged will have high magnitude of motion (figure 2 shows the magnitude of the optical flow). The image frame is segmented using global adaptive thresholding. In the thresholded image, the largest blob is contributed due to the motion of the player near the camera. The largest blob is located and used to segment the player in the frame.
The segmented player is used to calculate an appearance model to track the player in the subsequent frames. The appearance model is a distribution of colors represented by a histogram m, which is compared with a histogram of colors d observed within the current frame. The sample weight at each pixel with color i is then set to )) is then used with a Expectation Maximization (EM) algorithm, an extension of mean-shift algorithm, as proposed by [13] . The EM-like algorithm not only estimates the position of the player but also estimates the covariance matrix that describes the shape of the player. This helps in obtaining an appropriately oriented and scaled ellipse around the player in each frame. (see figure  3 (a)). The orientation and the scale of the player is of significant importance in classifying the stroke as explained in the next section. Moreover, the weight image is also used in the feature extraction phase as shall be explained in the next section. 
Feature Extraction
Study of tennis videos suggested that body shape of the players can be used as a discriminative feature for identifying the strokes. However, naive approaches like template matching, contour matching cannot be applied directly due to the subtle differences in the players, their orientation while playing strokes, and the scale of the player in the video. To address the above problems, we have proposed the use of oriented histogram of the skeletonized binary images of the player. The weight image, calculated during the tracking phase, inside the tracked ellipse is thresholded to obtain a binary image of the body of the player ( figure 3(c) ). We use the technique proposed by [14] to obtain skeleton of the player ( figure 3(d) ). The algorithm computes curve skeletons from binary images by computing a potential field over the entire object. The potential at any object pixel (x, y) is defined as 
and N is the number of points on the boundary of the object. The gradient of the potential field at each object pixel is then calculated to form a vector field. This vector field is then analyzed to extract the seed points which start from high curvature values, high divergence values and saddle points. The gradient vector of the potential field starting from the seed point converges at critical points which forms the skeleton of the object. The skeletonization algorithm is very efficient in generating smooth skeleton and is robust to noise, which is one of our major requirements.
The skeletonization helps us overcome the differences in the body sizes of the players but not the rotation and scale factors. For rotation invariance we use the oriented ellipse obtained during the tracking phase to align the players to common reference axis (minor axis of the ellipse).
Finally, to achieve scale invariance, we take a oriented histogram of the skeleton inside the tracked ellipse. The oriented histogram is calculated by dividing the ellipse into n sectors of equal angle ( φ ) as shown in figure 4 and calculating the number of skeleton points in each of the sectors. We normalize the histogram by dividing each bin value by the sum of all bin values, this is important to have scale invariance. The sample histograms of a Forehand, Backhand and Neither strokes are shown in figure  5 . The histogram is used as the feature vector and a trained SVM classifier is used to classify it. 
Classification
For classification we have tried with classifiers like correlation, Bhattacharya coefficient and nearest neighbour techniques along with SVM [15] . We have observed SVM classifier to outperform the rest. SVM's performance can be attributed to its ability of mapping data to a high dimensional space where classes are linearly separable by hyper planes. We trained a SVM classifier which classifies the feature vector (histogram) into one of the three classes: Forehand, Backhand and Neither. The SVM with an Gaussian Radial Basis Function (RBF) kernel was trained. The values of the parameters sigma σ and c were set to 0.l and 10 respectively. We trained the SVM classifier with 500 histograms of each class.
Experimental Results
We have evaluated the performance of the proposed approach on a variety of videos. The dataset videos consisted of tennis games on grass, clay, artificial grass courts as well as had both male and female players. The player is initially segmented based on optical flow. The parameters used in optical flow are the search window size, gaussian blurring window size. We experimentally found that optical flow outputs were best for a search window size of 5 and gaussian tap size of 7. We also used a look up table for eigen calculations to speed up the computation.
The player is then modeled using a color histogram. We used 64 bins, 4 bins for each of the Red, Green and Blue colors. By increasing the number of bins we can have a rich representation of the object to be tracked but it is computationally expensive. Moreover, the players to be tracked are homogeneous in nature. Thus 64 bins were found sufficient for accurate tracking of the player. The histogram is used to generate the weight image as explained in the earlier section. EM-like algorithm is used to fit an appropriate ellipse. Mean indicates the position and variance indicates the scale and orientation of the ellipse used in tracking. In our experiments, we found that the EM algorithm takes 6 iterations to converge.
The weight image obtained is thresholded using a global adaptive threshold to obtain a player blob inside the ellipse. The threshold was taken as 80% of the value of the maximum weight value. A Closing operation is then performed with a circular structured element of radius 5 units. This is done so that the skeleton outputs are robust to variations across videos.
The oriented histogram accounting for each point in the skeleton with respect to the minor axis of the tracked ellipse is computed. The histogram obtained varies from being generic to specific with increase in the number of bins respectively. After thorough experimental evaluation the number of bins were fixed to 60, i.e. it maps 6 degrees into one bin. The trained svm classifier [16] classifies the 60 length normalized feature vector (histogram values).
The system performs at a speed of 20 fps, on a Pentium 4, 3.4 GHz processor. The speed of the method is directly dependent on speeds of the tracker, skeletonization and svm classification. The tracker speed depends on the size of the object to be tracked, which is same for most of the videos. The same applies to the skeleton computation. The speed of the svm classifier is dependent on the size of the feature vector to be classified which is fixed to 60. Hence, the system performs at the same fps for most of the tennis videos. Table 1 shows the recognition accuracies of the proposed approach on 150 different games played in different tennis courts across different players. Each game was clipped to segments of 10 minute duration. For generating the ground truth, each of the frames in the segment was manually labeled according to the shot. Our experiments showed high recognition accuracies for low resolution real world datasets under different conditions as shown in figures 6, 7, and 8. Figures 6, 7, and 8 shows the frames, their corresponding cropped skeleton images and oriented histograms of 'forehand', 'backhand' and 'no stroke' respectively. The example figures have been taken to illustrate the variations in scale, orientation, tennis courts and position of the players. Under these challenging variations, the skeletons and oriented histograms of the tracked player are classified with good accuracy as in Table 1 . For instance, in Figure 6 (b), the player is classified correctly even while stretching for the ball, oriented downwards. Also figures 7(a), 7(d) are classified similarly with different orientations. Figures 6(c), 6(d), 7(a), 7(b) show the forehand and backhand classification succeed for cameras placed far off thereby not getting affected to the player scales. In figure 7 (e), in doubles match, the tracker helped in getting accurate skeletons of the player and was classified as 'backhand'. Similarly, it can be observed for 'No Stroke' as shown in figure 8. Figure 6 (e) is one of the failure cases, we believe that the failure can be attributed to the fact that the player has both the hands stretched, hence classifying it as 'No Stroke'.
Conclusion
An automated stroke classification system for real world tennis videos has been proposed. Motion vectors are used to automatically model the player, structural and geometrical information of the player tracked across the video are used as features. The features are invariant to intra and inter class variations of players strokes. A trained SVM classifier is used to recognize the strokes of the player. In future a possible application of the proposed system is to automatically annotate a player with metadata to generate statistics and also aid in video search capabilities. Recognizing other tennis strokes such as slice, volley, serve using more semantic actions from the videos will be focused on. 
