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Abstract
We consider the problem of ﬁnding steady states of the two-dimensional Euler equation from topology-preserving rearrangements
of a given vorticity distribution. We begin by brieﬂy reviewing a range of available numerical methodologies. We then focus on a
recently introduced technique, which enables the computation of steady vortices with (1) compact vorticity support, (2) prescribed
topology, (3) multiple scales, (4) arbitrary stability, and (5) arbitrary symmetry. We highlight a recent set of results, involving the
branch of solutions originating at the ﬁrst bifurcation of the Kirchhoff elliptical vortices. Remarkably, one ﬁnds that, as the end
of the branch is approached, the family of solutions traces a spiral in a bifurcation diagram involving the rotational velocity and
impulse of the conﬁguration. We next show a new set of results, comprising the near-limiting states for a von Ka´rma´n street of
uniform, ﬁnite-area vortices. Building the bifurcation diagram for this ﬂow also reveals a spiral. These and other recent results hint
at the possibility that such spirals may constitute a universal feature of families of uniform-vorticity ﬂows.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of K. Bajer, Y. Kimura, & H.K. Moffatt.
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1. Introduction
The computation of steady solutions of the Euler equations, with vorticity distributions of prescribed topology, still
presents several challenges. While much attention has been devoted to symmetric, steady ﬂows, relatively few lower-
symmetry equilibria (in an inﬁnite domain) are known (see [1], [2]). Furthermore, no nonsingular ﬂows without any
symmetry were known until very recently [3]. Even though such solutions are often unstable, they act as attractors in
the unsteady ﬂuid dynamics, and may therefore be important in analyzing (and possibly predicting) the behavior of
the ﬂow.
A speciﬁc problem that has emerged recently involves computing one-parameter families of solutions that result
from topology-preserving rearrangements of a given initial ﬂow. (This is somewhat distinct from efforts towards
calculating isolated solutions, as discussed further below in this section.) Recent work has shown that, if such a
family of solutions is displayed in a plot involving the ﬂuid impulse and the phase velocity of the ﬂow, turning points
in impulse are linked to changes in the stability properties of the ﬂuid equilibria [3]. (For brevity, such plots are
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referred to as “velocity-impulse diagrams”.) There are several approaches for computing steady ﬂows from topology-
preserving rearrangements. Since each technique presents distinct advantages, as well as outstanding challenges, we
very brieﬂy review here the key features of each approach.
Steady Euler ﬂows are characterized by the fact that their kinetic energy, E, is an extremum under vorticity-
preserving (isovortical) rearrangements [4]. This variational principle is of immediate relevance here, as isovortical
rearrangements are equivalent to topology-preserving ones [5]. In addition, if the energy is either a maximum or a
minimum, the ﬂow must be stable [4]. One way of seeking steady states therefore involves modifying the ﬂow ﬁeld
isovortically in a manner that extremizes the energy. Following a suggestion of Arnol’d [6], Moffatt [7] proposed one
such technique; this was later implemented numerically by Bajer [8] and Linardatos [9], as well as others. Moffatt’s
concept exploits the analogy between magnetostatic steady states in a perfectly conducting ﬂuid, and steady ﬂows in
an inviscid ﬂuid. One can thereby ﬁnd steady Euler ﬂows indirectly by maximizing the magnetic energy, for given
ﬁeld topology. Since this magnetic analogy does not hold for unsteady ﬂows, a remarkable feature of this technique is
that it may converge to steady states that, while being stable magnetostatic solutions, correspond to unstable solutions
of the Euler equations. This enables the computation of Euler solutions that would not be accessible by approaches
seeking to directly maximize the energy of the ﬂuid motion (such as the “simulated annealing” technique, discussed
below). We are not aware of any steady states of lower symmetry that have been computed by this method so far.
Subsequently to the introduction of the isomagnetic relaxation technique, Vallis et al. [10] proposed an approach,
for ﬁnding steady ﬂows, based on directly maximizing the ﬂuid kinetic energy (under isovortical rearrangements).
Vallis et al. also implemented numerically this technique in a doubly-periodic domain, in which they computed a
circular vortex. This procedure was conceptually generalized to ﬂows that are steady in a moving reference frame by
Shepherd [11]. The numerical implementation of this extension of the technique has however been achieved only very
recently, through work by Flierl and Morrison [12], who introduced the use of Dirac brackets to remove degeneracies
that would otherwise prevent convergence (such degeneracies are described further below).
Since simulated annealing seeks to maximize energy, with given topology, it will usually not converge if the
accessible steady states are associated with saddles of the energy (and are therefore not local maxima ofE). Therefore,
as the space of solutions is explored, convergence (or lack thereof) provides immediate information about the stability
boundary. Conversely, simulated annealing is, by construction, not suitable for computing unstable equilibria, and
therefore cannot be used to provide a complete picture of the solution space. Consistently with this observation, it
appears that no asymmetric steady solutions have been computed by simulated annealing so far.
To the best of our knowledge, both isomagnetic relaxation and simulated annealing techniques have so far only been
implemented in periodic or bounded domains. It would be valuable to formulate discretizations that are optimized for
representing spatially isolated solutions, where the vorticity has compact support, in an inﬁnite domain.
An essentially different set of techniques is based on employing a vortex patch approximation, whereby the ﬂow
is represented by (possibly nested) uniform-vorticity regions (remarkably, using relatively few contours can provide
surprisingly accurate representations of the velocity ﬁeld [13]). In this approximation, it is easy to ensure that any two
ﬂows are isovortical, as this simply amounts to ensuring that they have the same patch areas and vorticity jumps across
their boundaries. It appears that energy maximization techniques have yet to be combined with a patch discretization.
As a matter of fact, patch solutions are traditionally found by directly solving the steady Euler equation by either
relaxation or Newton iteration approaches. (A brief review is provided in [14].)
We should brieﬂy mention here that existing relaxation approaches can resolve accurately ﬁne-scale features that
may arise in the solutions, but their convergence is not guaranteed (see e.g. [15]). By contrast, until recently, available
Newton iteration methods (for which convergence is guaranteed by the implicit function theorem) could not simul-
taneously resolve lower-symmetry solutions and enforce the isovortical condition (as discussed in [14]). In addition,
Newton iteration implementations would become prohibitively expensive when trying to resolve ﬁne-scale features
[16].
To summarize, the key challenge that we wish to discuss in this paper concerns computing steady ﬂows, in a
moving frame, with:
1. compact vorticity support;
2. prescribed topology;
3. multiple scales;
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4. arbitrary stability;
5. arbitrary symmetry.
In section 2, we brieﬂy outline a recently introduced approach that achieves these objectives. In section 3, we
show how this recent technique has enabled the discovery of a peculiar feature of steady vortex patch ﬂows. Section 4
presents new results showing that this solution structure unfolds also for spatially-periodic ﬂows. Section 5 brieﬂy
discusses the possibility of computing solutions without any geometric symmetry. Conclusions and possible directions
for further work are described in section 6.
2. An approach to compute compact, non-symmetric vortices of prescribed topology
A two-dimensional inviscid ﬂow, which is steady in a moving reference frame, satisﬁes
uco(x) · ∇ω(x) = 0, (1)
where uco = u−U, while U is the velocity of the moving frame, and ω is the vorticity [17]. Typically one selects
an initial guess for (ω,U) and obtains u from ω through application of Biot-Savart’s law. Conceptually, (1) may
therefore be solved by iteratively adjusting (ω,U). Introducing the patch approximation reduces (1) to
uco(s) · n(s) = 0, (2)
on each patch boundary [18]. Here, s is the arc length around the patch, and n is the unit normal to the boundary.
For simplicity, consider here a solution involving only one patch. Similarly to [16], we start from a guess X0 for the
patch shape, and write the desired solution X as
X(s) = X0(s) + n(s)η(s), (3)
where η is (in essence) the correction that must be applied to the shape.
To enforce the isovortical (topology-preserving) condition, we need to ensure that each patch ultimately has a
prescribed area A(0) (see e.g. [19]), that is:
A−A(0) = 0. (4)
In addition, one must remove degeneracies in (2), which are associated with the fact that, in an inﬁnite domain,
the governing equations are invariant under translation and rotation of the solution. As noted also by Morrison [20],
one possible approach to deal with this issue is to ﬁnd a way to prescribe the position of the centroid of the region
occupied by the vorticity, as well as its cross-product of inertia:
∫
x dA = 0,
∫
y dA = 0,
∫
xy dA = 0, (5)
where the integrals are taken over the region occupied by the vortex. For brevity, write the four constraints above
as gi = 0, i = 1, ..., 4. To solve (2) subject to the constraints (4, 5), reference [14] introduced to vortex ﬂows a
technique that had been previously devised in the study of water waves by Chen and Saffman [21]. Write:
uco(s) · n(s) +
4∑
i=1
τi(s)gi = 0, (6)
where the τi(s)’s are arbitrary, non-trivial functions of s. (For example, τi(s) = si.) This approach is justiﬁed
by assuming that (6) has a locally unique solution, and that (2), subject to the constraints (4, 5), also has a locally
unique solution. It is clear that any solution of (2) is necessarily a solution of (6). Therefore, provided we initialize
the solution of (6) with a solution of (2), and the uniqueness assumptions hold, we will continue to obtain from (6)
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Fig. 1. Velocity-impulse diagram showing the family of elliptical vortices, as well as the ﬁrst bifurcated branch.
solutions that satisfy (2). We do not know of any analytical approach that could be used to prove the assumption of
local uniqueness. However, this assumption has been extensively checked numerically for several different ﬂows [14].
In order to enable efﬁcient resolution of ﬁne scales, one can exploit the fact that, usually, boundaries of steady
vortices develop high-curvature regions when in the proximity of a stagnation point. This suggests that one may space
boundary nodes according to the local velocity magnitude, such that the node spacing Δs follows [14]:
Δs ∼ |uco(s)|. (7)
An alternative (but equivalent) view involves discretizing according to the time taken by a ﬂuid particle to travel
along the boundary. In this context, it is important to mention here the work of Dritschel [2] on the stability of
equilibrium ﬂows. Having computed steady vortices by a traditional relaxation method, he proceeded to formulate a
linear stability analysis. For the stability results, he found that the the Fourier series for the perturbation eigenmodes
converged very rapidly when written as a function of a travel time coordinate. To the best of our knowledge, the
algorithm in [14] was the ﬁrst to employ this type of coordinate for computing steady vortices.
3. Velocity-impulse spirals
The numerical approach outlined at the end of the previous section has been shown to be stable and efﬁcient; as a
matter of fact, for given computational effort, the range of scales resolved can be over one order of magnitude greater
than with previously available Newton iteration methods (see [14] for a detailed comparison). Here we highlight a
few recent results, which illustrate how this technique can uncover previously unnoticed structures in classical ﬂows.
Consider the family of vortices ﬁrst discovered by Kirchhoff, namely uniform-vorticity ellipses that rotate steadily
with angular velocity Ω. It was shown by Love [22] that this family has a countable inﬁnity of bifurcations. While
the elliptical family can be described analytically, the bifurcated branches must be approached numerically. The
ﬁrst bifurcated branch originates at an axis ratio b/a = 1/3; this branch was ﬁrst computed numerically by Kamm
[1]. Constraints due to computational cost, stemming from the algorithm used, prevented these calculations from
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Fig. 2. Close-up of the black circle in Fig. 1. The circle has been made transparent, revealing what looks like a small “hook” in its center.
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Fig. 3. (a): Close-up of the “hook” shown in Fig. 2. (b): Further close-up of the limiting state, revealing an additional pair of turning points in
velocity and impulse.
resolving the solution branch in its entirety. Recently, the method introduced in [14] has enabled the calculation of
the full solution branch. A convenient way to report these data is in the form of a velocity-impulse plot, as shown in
Fig. 1. Here the angular impulse J is deﬁned as
J = −1
2
∫
ω|x|2 dA, (8)
and the normalized velocity and impulse are Ω∗ = Ω/ω, J∗ = J(ΓA)−1. Let us focus here on the region near the
end of the solution family, marked by a ﬁlled circle in Fig. 1. (Note that the limiting vortex shape exhibits a corner.)
We consider a close-up of the near-limiting states in Fig. 2; to help convey the scale of this ﬁgure, the ﬁlled circle
shown earlier in Fig. 1 (at the end of the bifurcated branch) has now been plotted again at the same relative scale, but
has now been made transparent, revealing what looks like a small “hook” in its center. If we now magnify this “hook”
(shown in Fig. 3a), we ﬁnd a turning point in impulse, followed by one in velocity. According to [3], the turning point
in impulse is associated with a loss of stability. Note that this ﬁgure (3a) is at approximately 104 magniﬁcation from
the original plot, in Fig. 1. At this stage, one is compelled to ask again what happens even nearer to the limiting state.
Fig. 3 (b) shows a plot at approximately 108 magniﬁcation: remarkably, one ﬁnds another pair of turning points! Note
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that this plot ﬁts within the solid symbol at the end of the branch in Fig. 3 (a). We should also point out that Fig. 3 (b)
shows the greatest magniﬁcation level accessible with calculations performed with double precision arithmetic.
It is tempting to suggest an analogy between these results and those of Longuet-Higgins and Fox [23], who formu-
lated an asymptotic theory for surface-gravity waves that are arbitrarily close to the limiting Stokes wave (whose crest
displays a 120◦ corner). They found that the wave properties (phase velocity, energy, impulse) exhibit a countable in-
ﬁnity of oscillations; as noted in [14], the expressions found by Longuet-Higgins and Fox impliy that a plot involving
any two such properties traces a spiral. At present, no such asymptotic theory exists for vortex patches; this point is
discussed further in section 6.
4. Spatially periodic ﬂows: energy-spacing diagrams
When examining spatially-periodic ﬂows, one is confronted with an additional parameter, namely the wavelength
L of the ﬂow. One may continue to examine families of solutions by simply keeping L ﬁxed, and plotting velocity-
impulse diagrams as before. On the other hand, it may be shown that an equivalent plot (for the purpose of determining
stability) is obtained by keeping the impulse constant, and plotting ∂E/∂L versus L (where, as before,E is the energy
of the ﬂuid). Turning points in L then correspond to changes in the stability properties [24]. For brevity, these plots
are referred to as “energy-spacing” diagrams. It has been found that, for spatially-periodic ﬂows, the emergence of
limiting states is also associated with the development of spirals in the bifurcation diagram of choice (velocity-impulse
or energy-spacing; see [25]). Here we examine a special case, where several turns of the spiral can be detected quite
easily. We focus on a von Ka´rma´n street of ﬁnite-area vortices, with non-dimensional impulse I∗ = I Γ˜−3/2ω˜1/2 =
0.015. (Here Γ˜ =
∫ |ω| dA and ω˜ = max |ω|; other properties are also nondimensionalized using these scales).
This relatively small value of the impulse corresponds to the fact that the two vortex rows are separated by a small
transverse distance. Here we examine what happens as the impulse is kept ﬁxed and the wavelength is progressively
decreased. (An overall view of the possible solution regimes, for varying I∗, is reported in [25]; however, the family
of solutions described here has not been examined in this level of detail before.)
The energy-spacing diagram is shown in Fig. 4 (a), with a close-up in Fig. 4 (b). The turning points have been
labelled using italic numbers: ﬁve turning points in wavelength are clearly visible! (A sixth one is made apparent in
the next ﬁgure.) Note that only a mild level of magniﬁcation (a factor of less than six) has been used in panel (b).
Interestingly, the vortices initially develop a “neck” along their length. As one progresses towards the limiting shape,
the neck becomes thinner while also moving towards the end of the vortex. Eventually this reaches the end of the
vortex, such that the limiting shapes (shown in the center of Fig. 4b) do not display any perceivable “neck”.
Inspired by the work of Longuet-Higgins and Fox [23] on the theory of the almost-highest wave, in Fig. 5 we report
the vortex properties as a function of the minimum ﬂuid velocity on the boundary, deﬁned as
q = min
s
|uco(s)|. (9)
Longuet-Higgins and Fox showed that the near-limiting wave properties (kinetic and potential energies, momen-
tum, as well as the phase velocity) took the form (shown here for, say, E):
E = Elim +Aq
3 cos(B ln q + C), (10)
where A,B,C are constants. Equation (10) implies that E approaches the asymptote Elim at a rate that is cubic
in q. For the vortices computed in this section, it appears that, to a ﬁrst approximation, convergence is quadratic
(rather than cubic) in q. Therefore we plot, for example, (L− Llim)q−2, where Llim is the value at the last computed
equilibrium. As seen in Fig. 5, this scaling does seem to ﬁt the ﬁrst ﬁve turning points quite well. On the other hand,
between the ﬁfth and sixth turning point in L, the trend seems to change, and the oscillations become slower. It may
be the case that the ﬁrst ﬁve oscillations are in fact associated with the presence of the “neck” region; once this has
disappeared, the spirals are actually dominated by corner formation (as is the case in the previous section).
To conclude this section, we should note again that the solutions described above seem to admittedly constitute
a rather special case. However, we hope that the relative ease with which very many turns of the spiral can be
computed might make this ﬂow a favorable testing ground for forthcoming theories describing “almost-limiting”
uniform vortices.
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Fig. 4. (a): Energy-spacing diagram for a von Ka´rma´n vortex street with I∗ = 0.015. (b): Close-up of the limiting state. Here
L∗ = L Γ˜−1/2ω˜1/2 and E∗ = E Γ˜−2.
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Fig. 5. Vortex properties as a function of the minimum velocity on the vortex boundary.
5. Vortices with no geometric symmetries in inﬁnite domains
In this section we very brieﬂy return to point (5) from the introduction, concerning the possibility of computing
steady vortices of arbitrary symmetry. The ﬁrst nonsymmetric point vortex equilibria, in an inﬁnite domain, were
found by Aref and Vainchtein [26]. To the best of our knowledge, the ﬁrst nonsingular solutions of this type were
found recently in [3], using the numerical method outlined earlier; an example is shown in Fig. 6 (a). For spatially
periodic ﬂows, no solutions without any geometric symmetry have been found; an example of a lower-symmetry
solution is shown in Fig. 6 (b).
6. Conclusions
In this paper, we discuss a few recent developments involving the computation of steady Euler ﬂows of prescribed
topology. We focus on a numerical method that can compute steady ﬂows, in a moving frame, with: (1) compact
vorticity, (2) prescribed topology, (3) multiple scales, (4) arbitrary stability, and (5) arbitrary symmetry. This method
makes use of a vortex-patch approximation, together with an adaptive discretization to represent patch contours. Con-
straints associated with the isovortical (topology-preserving) requirement are directly enforced through a modiﬁcation
of the steady Euler equation. To the best of our knowledge, this is the ﬁrst method capable of resolving vortices with-
out any geometric symmetry. This numerical approach also enabled the computation of solutions to a level of detail
that had not been achieved before. This capability has revealed the fact that, as a limiting equilibrium is approached,
uniform-vortex solutions trace spirals in a bifurcation plot; in this proceedings paper, we highlight two such results.
The ﬁrst case involves the computation of a bifurcated branch originating from the Kirchhoff elliptical family. For this
ﬂow, showing the ﬁrst two turns of the spiral requires a magniﬁcation level of approximately 108, thereby exhausting
the resolution available in a calculation with double precision arithmetic. The second example describes a von Ka´rma´n
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(a) (b)
Fig. 6. (a): Vortex conﬁguration without any geometric symmetry, in an inﬁnite domain. Note that the two vortices have equal area. (b): An
example of a lower-symmetry conﬁguration for vortices in a spatially periodic domain.
street of ﬁnite-area vortices having low impulse. For this particular solution family, six turning points can be easily
distinguished with little computational effort.
Interestingly, these spirals (in velocity-impulse or energy-spacing diagrams) have been observed in all ﬂows that
we have examined through this method so far. As noted in [14], there is an intriguing parallel between these results and
the theory of the “almost-highest” wave of Longuet-Higgins and Fox [23], who showed explicitly that the properties
of surface gravity waves (such as phase velocity, energy, momentum) undergo a countable inﬁnity of turning points
as the limiting Stokes wave is approached. Is such an asymptotic theory possible for at least one speciﬁc vortex ﬂow?
Is there perhaps an even more general theory, which could show that such spirals are a universal feature of uniform
vorticity ﬂows? We consider these as exciting questions for further work.
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