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I. INTRODUCTION 
Let C z C([--r, 01, ET*) be the continuous functions mapping the interval 
[-Y, 0] into an n-dimensional real or complex vector space En. For any y  in C, 
define /i p I/ = SLI~-,<~< ,, 1 p(S)1 w h ere / 2 / is the norm of a vector x in E”. 
I f  x is a continuous function mapping any interval [u Y, a -1 A) into En, 
r1 > 0 and t is a given element of [a, a + /I), define x1 in C by 
“q(S) = x(t + e), --Y < 0 ‘.. 0. I f  f is a function taking C into E’“, 
R = (-co, co), then an autonomous functional differential equation is 
defined by the relation 
k.(t) =-f(q) (1) 
where a(l) denotes the right hand derivative with respect to t. A solution of (I ) 
with initial value v  at o is a continuous function x = ~(a, p) defined on 
[a -- Y, o + A), d > 0 such that N, = p and s satisfies (1) for t in [a, u -t -4). 
It is well known that f locally Lipschitzian implies the existence and 
uniqueness of a solution of (1) through (a, cp) for any 0, p. Furthermore, the 
solution ~(0, y)(t) is continuous in (a, p, t) in its domain of definition. 
If.f‘(p) has a continuous Frechet derivative and p(t) is a solution of (I), 
then the linear variational equation relative to p is 
Jw = Jv, rt) (2) 
where L(t, v) is the derivative of f  at p evaluated at v. The smoothness 
hypothesis on f implies that L(t, 9) h as an integral representation given by 
(3) 
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where the 11 x n matrix ~(t, 0) is continuous in t and of bounded variation in 8. 
If  p is a constant, that is, an equilibrium point of (I), then the linear 
variational equation is independent of t, ~(t, 0) = q(e), and the characteristic 
equation of (2) is defined as 
det A(h) = 0, d(h) = A1 - 1‘O t?Je d?)(O). 
-e- 
It was shown by Hale and Per416 [Z] that no roots of the characteristic 
equation lying on the imaginary axis implies that the equilibrium point p of 
(1) exhibits in C a saddle point structure in the sense that the stable and 
unstable manifolds of the equilibrium point p are locally homeomorphic to 
the stable and unstable manifolds of the linear variational equation. 
If  p is a nonconstant w-periodic solution of (I), then equation (2) is 
w-periodic in t. To the linear equation (2), one can associate a family of 
continuous linear operators T(t, a), t > o, taking C into C by defining 
v, 0) 9) =- Yt(% p’> (4) 
where y(u, v) is the solution of (2) with initial value p at o. Stokes [4] has 
shown that the spectrum of the operator T(u i- W, cr) consists only of point 
spectrum (except for {0)), is independent of 0 and he justifiably calls the 
spectrum of this operator the chnrncteristic multipliers of (2). Since p is a 
nonconstant w-periodic solution of (l), tl re derivative j is a nontrivial 
w-periodic solution ot (2) and therefore one of the characteristic multipliers of 
(2) is one. If  g is a generator for the generalized eigenspace of the multiplier 
one, we say the orbit Fin C of the w-periodic solutionp of (1) is no&efenerate. 
If  J’ is nondegenerate and no other multipliers of (2) have modulus equal I, 
we say r is elementary. I f  1’ is nondegenerate and all other multipliers have 
modulus less than one, then Stokes [5] has shown that the solution p of (I) is 
asymptotically orbitally stable with asymptotic phase. 
One can associate to the orbit .F in C ot the w-periodic solution of (1) stable 
and unstable manifolds which have the property that any solution of (1) whose 
orbit remains in a neighborhood of r for t 3 0 (t < 0) must lie on the stable 
(unstable manifold) and then actually approach F as t --f cc (t - -co) 
exponentially with asymptotic phase. In this paper, it is shown (see 
Theorem 2) that I’ elementary implies the orbit r of p exhibits a saddle-point 
structure in the sense that the unstable manifold is locally diffeomorphic 
either to the unstable manifold of (2) crossed with a circle or a generalized 
Mobius band and the stable manifold is a special union of sets each of which 
are locally homeomorphic to the asymptotically stable manifold of (2). 
Under the weaker hypothesis that r is nondegenerate, it is shown 
(Theorem 1) that there is a periodic solution of a system which is a 
perturbation of (1) provided that the perturbation is small. 
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II. PERIODIC SOLUTIONS OF A PEHTCJRBED Susrmr 
Throughout this section, it will be assumed that f(p) has a continuous 
Frechet derivative. If  p is a nonconstant w-periodic solution of (I) then the 
transformation w(t) = p(t) + z(t) applied to (1) yields the equation 
SC(t) = qt, zt) -{- qt, q) (5) 
where L(t, 9) is given in (3) and 
w 9’) = f(Pt t f?J) -f(A) - w7 74. (6) 
For any piecewise continuous function $J : [-Y, 0] + En, one can define 
a solution of (2) with initial value $ at 0. Therefore, if the n x n matrix 
function Y,, is defined by 
\O 
y&9 = 11 
--Y .< 0 < 0 
0 = 0 
then T(t, u) in (4) can also be defined on the columns of Y, . In this notation, 
z is a solution of Eq. (5) with initial value 4 at u if and only if z satisfies the 
integral equation 
(7) 
where the integral Eq. (7) is actually an integral equation in En and is to be 
interpreted as 
4@ = D’Yt, 4 VW) + St [W, 4 YoP) W, 4 ds 0 
for t 2 0, --Y < t9 ,< 0. For the derivation of Relation (7) see Halanay 
[j, p. 369 ff] ,  Banks [I]. 
Since the operator T(cr + Kw, u) is compact for kw > Y, it follows that 
only a finite number of multipliers of (2) can lie outside any circle in the 
complex plane, the generalized eigenspace of any multiplier p of (2) is finite 
dimensional and there are two subspaces E, , F, of C such that l?, @F, = C, 
E,, and F, are invariant under T(u + w, cr), the spectrum of T(u + w, g) 
restricted to E, consists only of the point p and the spectrum of T(u + w, 0) 
restricted to F, is the spectrum of T(a + w, 0) less the point p. Also, as 
shown in Stokes [4], the family of operators T(t, a) can be defined for all 
values of t, cr in (-co, CD) on Ep and T(r, c) restricted to E, is a 
diffeomorphism. 
Even though the characteristic multipliers are independent of 0, the above 
decomposition depends very strongly upon o. Suppose the subspaces for a 
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given o are denoted by E,(a), F@(a). A n important observation about this 
decomposition is that T(t, u) E,(o) = E,(t), T(t, u)F,(a) (IF,(t), the first 
being equality because of the fact that T(t, u) is a diffeomorphism on these 
subspaces. 
Each column of the matrix function T(t, u) Y, belongs to C for t 2 u + r 
and also T(t, u) Y, = T(t, u + Y) T(u + Y, O) YO for t > (J + Y. Therefore, 
each column of T(o + Y, u) Y, can be decomposed into its components 
according to the decomposition E,(u + Y) @F,,(u + Y). Since Z’(u + r, u) 
is a homeomorphism on E,(u + Y), this allows one to define in a unique 
manner an n X n matrix YfQbcaj whose columns are in E,(u) so that 
[ T(” + 7, 0) Y&&) = w + y, 4 y:(O). 
I f  one defines Yr@) = Y, - Y$JO), then 
[T(u + y, 0) Y&Jo) = qJ + y, 0) Y(y). 
This permits one to consider T(t, u) Y, as the sum 
qt, u) YyJ’ + qt, u) YoFp? 
The dependence of the above decomposition upon u will not be explicitly 
indicated in the sequel except where confusion may arise. Let r denote the 
orbit in C generated by the w-periodic solution p of (1); that is 
r = (9 : y  = p, , 0 < t < co}. 
r is a closed curve and belongs to a compact subset of C. 
LEMMA 1. If r is nondegenerate, theve is a neighborhood V of r such that 
V\,T has no w-periodic orbits. 
hoof. From the variation of constants formula (7), 4 is the initial value 
of an w-periodic solution of (1) if and only if 4 = p, + 9 satisfies the equation 
[I - T(w, 0)] g, = j-U T(w, s) YJV(s, z,) ds 
0 
(8) 
where z satisfies (7). Suppose C is decomposed relative to the multiplier 1 as 
E 0 F, where E is the eigenspace of 1. Suppose P is the operator which 
projects C onto F and M : F--f F is a bounded right inverse of the operator 
505/7/~-9 
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I - T(u, 0). Equation (8) has a solution v  = pE + pF, vE E B, pF EF, if and 
only if 
(4 ql = p)E -L MY I 
u T(w, s) Y,N(s, 2,) ds. 
(b) (I - P) j” 7+,‘1) Y,A+, z,) ds = 0. 
0 
By successive approximations one easily shows there is a 6 > 0 such that 9(a) 
has a unique solution v* = v+(qE) which depends continuously upon yE 
for /I q’E (j < 6 and q*(O) = 0. In particular, (9) has a unique solution g, in F 
given by p = 0. 
Since (1) is autonomous, p(t --r a) is also an LJ-periodic solution of (I) 
and the orbit of this solution is also I? One can therefore form the variational 
equation relative top(t + CX) and arrive at the conclusion that there is a S > 0 
such that no w-periodic solution of (1) with initial value # == p,, -$- CJI, 4” in 
F(a), exists except for q2 = 0. 
We now show there is a neighborhood U of p, such that for any 7 in c’, 
there are a unique real number 01 and 9 in F(a) such that the function 
is zero. W’e have G(0, O,p,) = 0 and the derivative with respect to cy, q 
evaluated at a: = 0, q = 0 and the pair (p, #), TV scalar, # inF(0) in #op f  4. 
Since PO is a basis for E(0) and E(O), F(0) are linearly independent, it is clear 
this derivative has a bounded inverse. The implicit function theorem implies 
there is a S > 0 and unique a(q), ~(7) continuous for / 17 -p,, I < S so that 
GMrlh 44, d = 0. 
Since r is compact, the above argument can be applied a finite number of 
times to conclude there is a neighborhood TV of r such that any $ in W must 
lie on one ot the sets (p, $-F(a)) n II’. I f  there is a sequence of J,!J~ -j r as 
j- co such that the orbit through & is w-periodic, then there are aj , 
0 f  aj -g co, and pj E K(oij) p; + 0 as j-4 CC, such that J/J, --pai + vj 
where qj satisfies (8). The preceding argument implies pj -= 0 forj sufficiently 
large. This proves the lemma. 
LEMMA 2. Zf r is nondegenerate and 
/(t) = j(t) - j” Mdt, ‘31 CW + 0) -9 
then 
s 
0, 
q(t) J(t) dt f  0 
0 
*for a basis q of the w-periodic solutions of the equation adjoint to (2). 
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Proof. Lety,(t) = j(t) andy(t) be a solution ot (2). Ifyr(t) = y(t) + ty,(t) 
then 
Thus, the results of Halanay [3] and Banks [I] imply there is an w-periodic 
solution yr of this equation if sr q(t) J(t) dt = 0. But this contradicts the 
hypothesis of the dimension of the generalized eigenspace of the multiplier 
p = 1. The lemma is therefore proved. 
The following result is a generalization of a theorem in Halanay [3, p. 4381. 
THEOREM 1. Suppose w > Y, the orbit r generated by the periodic 
solution p of (1) is nondegenerate, the n-vector function G(q, e) is continuous 
in y, E and continuously differentiable in v for p, in C, 0 < / E j < E,, , and 
G(p, 0) -f(v). Then there is an pi > 0 and a neighborhood u’ of r such 
that the system 
z+(t) = G(x, , c) (10) 
has a nondegenerate periodic orbit r, in W of period W(E), 0 < 1 E / < or , 
r, , W(C) depend continuously upon E, r, = r, w(O) = W, and r, is the only 
periodic orbit in W whose period approaches w as E + 0. 
Proof. For any real number ,8 > -1, consider the transformation 
t = (1 + /3) T in (10). If x(t) = Y(T), then x(t + 8) = ~(7 + e/(1 + /3)), 
--Y <. 8 < 0. Let us definey,,, as an element of the space C([-r, 01, R”) given 
by y,,,(8) = y(~ + 0/(1 + /3)), -r < tJ < 0. Equation (10) becomes 
T = (1 + B) G(Y,>, 24 (11) 
If (11) has a periodic solution of period w, then (10) has a periodic solution of 
period (1 + /3) w. If y(T) = P(T) + Z(T) in (1 l), then 
To obtain a solution of (12), one needs an initial function on the space 
C(p) consisting of the space of initial functions mapping [-rO(jg), O] into En, 
where r&3) = max[r, r/(1 + fi)]. Choose /3 so small that w > r&?). Let Q,, 
be the set of continuous w-periodic functions in En with 11 z Ilo = supt 1 z(t)1 
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for z in Q, . The results of Halanay [3] and Banks [I] imply that the non- 
homogeneous linear equation 
has a solution in Qa if and only if 
s “J q(T) 4~) dT = 0 o 
where y(7) is a basis for the w-periodic solutions of the equation adjoint to (2). 
Also, it follows that the function y  can be chosen so that s: q(7) q’(r) dr ~1 1 
where 4’ is the transpose of q. For any k in Q, , let r(h) = s: q(T) h(7) dr. 
Then y  : R, - R is a continuous linear mapping. 
For any h in Q,, , the equation 
has a solution in fin, and a unique solution whose (I - P)-projection is zero, 
where P is the operator used in (9). I f  we designate this solution by Xh, then 
Z?h is a continuous linear operator taking LI, into Go . 
For any positive numbers or , ,f3, , 8, , let Qo(6,) = {u in Q,, : (/ u jl << 8,: 
and define a map T : 52,(6,) - Q,, by the relation 
Tu = .XH(-, u, E, /3). 
Using the contraction principle, one easily shows there are or, & , 6, 
sufficiently small so that the operator T has a unique fixed point u*(E, p) in 
Q,(S,), u*(E, p) is a continuous function of E, 1 E 1 -<: or , ) p / ~c< /3, and 
u*(O, 0) = 0. The function u*(E, /3) is a solution of the equation 
d.47) 
__ = L(T, x,,,> + H(T, z, E, P) ~- B(E, P) q’(T) dT (13) 
where we have put 
We, P) = j-z q(T) H(T, U*(G PI, E, P) dT. 
Therefore, u+(E, p)(t) is continuously differentiable in t. Using this fact and 
the form of H, one can reapply the contraction principle to show that u*(~, p) 
has a continuous first derivative with respect to p. In fact, one shows that 
&*(c, /3)/a/3 is an w-periodic solution of the equation 
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where &(T, o, E, p) and L ( a 7, E, ,8) are continuous with L, linear in ZI and 
L,(7, V, 0,O) = 0, &,(T, 0,O) = J(t) where J(t) is defined in Lemma 2. Since 
this equation has an w-periodic solution, it follows that 
From the properties of L, , L, and Lemma 2, we have ~B(E, /?)/a/3 f  0 for 
E = 0, /3 = 0. Since B(0, 0) = 0, the implicit function theorem implies the 
existence of a positive E a < e1 and a continuous function /I(E), 1 p(e)\ < & , 
/ E ) < ~a so that /3(O) = 0 and B(E, p(c)) = 0. Since u*(E, /I) is a solution of 
(13), it follows that u*(E, /3(c)) is an w-periodic solution of (12). This proves 
the existence of a periodic solution Y*(E) of (11) of period w and thus a 
solution x*(c) of (11) of period W(E) = 1 t P(E), which is continuous in E for 
0 < ( E 1 < Ed , y*(O) = p. The linear variational equation associated with 
this periodic solution y*(c) is a continuous function of E and therefore the 
multiplier one will have a generalized eigenspace of dimension one for 
0 < j E j < EQ < E2. Consequently, the conditions of Lemma 1 are satisfied 
and there is a neighborhood W of the orbit rr generated by y*(c), 
0 < / E / < Eq < Es ) such that equation (11) has no w-periodic orbit in 
W\r, . This proves the theorem. 
III. LOCAL STABLE AND UNSTABLE MANIFOLDS 
Suppose the w-periodic orbit r is elementary. For any u, the space C can 
be decomposed as C = C- @ Co @ C+ so that T(t, u) is defined and a 
diffeomorphism on Co @ C+ for all t, 0 in (-co, co), j,, is a basis for CO, 
T(t, u) j0 = jt, the spectrum of T(u + w, u) restricted to C+ consists of 
those multipliers of (2) which have modulii greater than one and there are 
positive constants K, y  such that 
(4 II V, 4 v II < Ke-Y(t-o)ll P II, t 3 0, y  in C- 
(b) II T(t, 4 v II < K@‘(t-o)ll q II, t < 0, ‘p in Cf. 
(14) 
The notation -, 0, + is supposed to be suggestive of the fact that the 
characteristic exponents associated with these spaces have negative, zero and 
positive real parts, respectively. When 9 in C is written in terms of this 
decomposition, the notation v  = F- + y” + y+ will be used. If  it is desired 
to consider C as the sum of the subspaces C- @ Co and C+ or C- and CO @ Cf 
then we write v  = y-so + F+ or 9) = v- + TO*+. The matrix Y. arising in 
formula (7) can also be decomposed as Y, = Y,- + Yoo + Y,+ where each 
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column of T(t, u) Y,O is a constant multiple of b1 and K, y in (14) can be 
chosen so that 
(4 
(b) 
)I T(t, u) Y,- I/ < Ke-Y(t-o), 
// T(t, u) Y,+ 11 < KeYft-o), 
t > (3, 
t < u. 
(15) 
LEMMA 3. If r is elementary, there is a neighborhood V of r such that 
any solution x = p + x of (1) which remains in this neighborhood for t > 0 
must satisfy the equation 
zt = T(t, 0) TV-.’ + j” T(t, s) Y;*‘N(s, z,) ds 
0 
i 
Oc T(t, s) Yo+N(s, z,) ds (16) t 
for t 3 0, and any solution which remains in this neighborhood for t < 0 
must satisfy the equation 
Zt = T(t, 0) qO’*. + j” T(t, s) Y,o’+N(s, zs) ds 
0 
-.!- i
t 
T(t, s) Y,-N(s, zs) ds 
- --3c (17) 
for t ,( 0. 
Proof. If x remains in a neighborhood of r for t > 0, then .z must remain 
bounded and in particular .zt+ must be bounded for t in [0, co). For any u in 
ro, a>, 
zt+ = qt, u) z,+ + jt T(t, s) Y,“N(s, z,) ds. 
0 
Since T(t, T) is defined for all t, 7 in (-co, co), zt+ is bounded on [0, 03) and 
estimate 14(b) holds, it follows that it is legitimate to let u - cc to obtain 
Zt + = ~.. i 
m T(t, s) Yo+N(s, x,) ds, t > 0. 
t 
This gives relation (16). Relation (17) follows in an analogous manner to 
complete the proof of the lemma. 
Let us now consider the equations 
zt = T(t, 0) q~- + it T(t, s) Yo-N(s, x,) ds - jr T(t, s) Y,o,+N(s, x, ds) (18) 
-0 
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for t > 0, p- arbitrary and 
zt = T(t, 0) v+ + j’ T(t, s) Y,+N(s, z,) ds 
0 
for t < 0, VP+ arbitrary. 
t s 
t T(t, s) Y,-*ON@, z,) ds (19) 
-cc 
The proof of the following lemma is long but is essentially contained in 
Hale and Perello [2] and Stokes [5] so will not be presented here. The 
differentiability conclusion is not contained in these papers but is easily 
supplied by the same methods employed there. 
LEMMA 4. If  T is elementary, there is a 6 > 0 such that for any q~- with 
/j v- Ij < S/2K, there is a unique solution zt*(v.) of (18) which satisfies 
11 drill < 2K 11 p- II e-Yt/2 for t > 0. F ur th ermore, if H(v-) is the value of 
zt*(v-) at t = 0, the set (H(pl-) : I/ v-I/ < S/2K} is homeomorphic to 
{v- : I/ v- 11 < S/2K} through the projection operator T- : C ----, C- induced by 
the decomposition C = C+ @ Co 0 C-, the function H(q-) has a continuous 
jirst derivative DH(v-) with respect to v- and DH(v-) = I + I, ~(0) = 0. 
For any F+ with // v+ // < S/2K, there is a unique solution zt*(v+) of (19) 
which satisfies 11 zt*(@jl < 2K 11 I@ // evti2, t < 0. Furthermore, ;f  G(cp+) is 
the value of .zt*(y+) at t = 0, then the set {G(v+) : I/ F+ I/ < S/2K} is homeo- 
morphic to (p)+ : 11 v+ /I < S/2K}, through the projection operator vTT+ : C --f C+ 
induced by the decomposition C = 0 @ CO @ C-, the function G(F+) 
has a continuous first derivative DG(v+) with respect to p+ and 
DG(T+) = I + v(T+), v(0) = 0. 
IV. GLOBAL STABLE AND UNSTABLE MANIFOLDS 
Since system (1) is autonomous, p(t + IX) for any real cy is a solution of (1) 
along with p(t). Therefore, the variational equation could have been found 
relative to p(t + a) as well as for p(t). The characteristic multipliers of- the 
linear variational equation 
i?(t) = qt + %Yt), (20) 
are the same as before and, therefore, the conclusions of Lemma 4 remain 
valid for any 01. For any given oi, let H(v-, OL), G(v-, a) be the functions given 
in Lemma 4 and let 
389 = C-(4 n &,2, > K(S) = C+W n %2K 
where B, = (9 in C : jlv /j < a>. The sets S, , U, are, respectively, local 
exponential stable and unstable manifolds of system (20). 
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We say .Y is the stable manifold of the orbit I’ relative to a neighborhood 1. 
of r if the orbit r is positively stable relative to initial values on ,‘/ and anv 
solution which remains in I’ for t > 0 must have its initial value on .y and 
approach T as t - GCI. The unstable manifold % is defined in the same way 
except for t 5; 0. 
THEOREM 2. If T is elementary, there is a neighborhood V of r such that the 
stable and unstable manifolds of T are, respectively, 
Furthermore, @ is da@omorphic to Cg(0) x ( a circle) or a generalized Mobius 
band with cross section U,(O). 
Proof. Define the sets Y and %P as in the theorem. Suppose v  belongs to 
a stable manifold of r. Then x,(g)) must remain in a neighborhood of r for 
t 1 0. Lemma 3 implies that Y must satisfy (16). Using exactly the same 
argument as in Stokes [S], pp. 135-I 381 one shows there is a neighborhood V 
of r such that for any p in I’ corresponding to the initial value of a solution of 
(16), there is an 01 > 0 such that xt = p,,, + z( where zt is a solution of 
equation (18) with the variational equation being taken relative to p(t + cz) 
rather than p(t). This shows that ,y defined in the theorem contains the 
stable manifold. Lemma 4 shows that V can be further restricted so that u2d is 
the stable manifold relative to I’. The unstable manifold %’ is obtained in a 
similar manner. 
It remains to prove the precise assertion concerning %. For any N, let 
T(t, 0, a) be the family of operators defined by 
where $0, p, a) is the solution of (20) uith initial value v  at (T. 
Let z,*(qp+, m) designate the function obtained from applying Lemma 4 to 
the equation (19) corresponding to the variation of x(t) from p(t + a) rather 
than p(t). Similarly, if G(@, a) _ z,,*(p)“, OI), then 
G(c+,+, a) = v+ - j”’ T(0, s, u) Y,-*“N(s -t 01, =,*(y+, a)) ds 
0 
(21) 
= +- 
s 
= T(O, s - 01, a) Y,-zON(s, z;-&+, a)) ds. 
--01 
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In Lemma 4, it was stated that G(@, a) has a continuous first derivative 
D,G(@, a) with respect to v~ such that D,G(~J’, m) = I t v(T+), v(0) = 0. 
Following the proof in [2] and [.5], one can also obtain in the same way that 
G(y*, CX) has a continuous derivative D,G(y+, a) with respect to 01 which 
satisfies D,G(@, a) = /3(q+), /3(O) = 0. We know that T(or, 0) maps C-+(O) 
diffeomorphically onto C+(a) for every real u. Let us denote this 
diffeomorphism by !z,‘. For any E in [0, w/2), define the mapping 
by the relation 
Q : C,(O) x [-c, c] * c 
Q(y+, a) = pu: + G(h,vT, a), y+ in U,(O), 0 < j 01 j < E. 
From the above remarks, the derivative OQ of Q at y+, a evaluated at B in 
C+(O), p real, is 
where the norm of the linear operator R(ol, q+, ., *) vanishes for q~+ = 0. 
Define the linear transformation Al : C+(O) x R--f C+(a) @ Co(a) by 
M(q, CL) = jap + (dh,(cp+/d@) 7. The mapping M is clearly one-to-one since 
the subspaces Co(~) and C+(a) are linearly independent for each 01. Since 
// ~3~ // > 0,O .< 01 < w and h, is a diffeomorphism, the inverse mapping of M 
is continuous. Since the derivative of Q at (Y, @ evaluated at CL, 77 is M for 
q~+ = 0, it follows there is a S, > 0 such that DQ has a bounded inverse for 
/ 9” / < 8, . Thus, the implicit function theorem implies that there exist 
E” > 0, 6, > 0 such that the mapping Q : S,(S,) x [-e. , eO] + C is a 
diffeomorphism. Since the curve r is compact, one can cover r in a finite 
number of steps by such mapping Q. The image sets of all such mappings 
can be taken as %! and is either Sa(6.J x (a circle) or a generalized Mobius 
band. This proves the theorem. 
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