S1. Units and notational conventions
Units are SI (meters, m, for distance, seconds, s, for time, kilograms, kg, for mass, and derived units based on these including Joules, J, for energy, and Watts, W, for power). However, activation energies, E, in Arrhenius factors, e −E kT (k is Boltzmann's constant, T is temperature, see below), are in electron Volts, eV, a common practice in the metabolic literature. Notational conventions are as follows. For individual organisms: m denotes body mass (kg), m ∞ denotes asymptotic body mass (kg), l denotes length (m), a denotes surface area (m 2 ), and u denotes swimming speed (m · s −1 ). For species, m ∞ is also used to denote asymptotic body mass. This does not create confusion because we assume that all individuals of a species have the same asymptotic body mass. Temperatures in formulas are in degrees Kelvin (
• K). Boltzmann's constant is k = 8.617343 × 10 −5 eV · • K −1 , with units chosen appropriately so that Arrhenius terms are dimensionless. If x is a quantity proportional to a power of m, then the exponent is denoted e x , so that x ∝ m ex . The prefactor for x is denoted k x , so that x = k x m ex . Many quantities are expressed in these terms. The prefactor is treated as constant within our region of interest, R, of the ocean, but potentially taking different values for different regions. If x is proportional to an Arrhenius term then the activation energy is denoted E x so that x ∝ e −Ex kT . Prefactors for proportionalities x ∝ e −Ex kT m ex are denoted k x , so that x = k x e −Ex kT m ex ; they are not only constant within regions, but constant among regions with respect to temperature. In one instance we use the notatioñ k x to denote a prefactor that is constant within a region with respect to m, but not with respect to m ∞ . We used intuitive and systematic notation or notation similar to existing well-accepted notation. For instance, neutral-theory notation is generally consistent with the neutral theory literature. We denote the neutral-theory dispersal parameter by m, although we also employ the notation m for individual body mass, m ∞ for asymptotic body mass, and M for the metacommunity, because notation similar to m is commonly accepted in the neutral theory literature. As long as the reader is reminded that different fonts and capitalizations represent different variables, confusion will be minimized and connections with prior work made clearer by this approach.
S2. Spectra and distributions

S2.1.
Equivalence between spectra and distributions. If x is any random variable (e.g., individual body mass, m, or individual asymptotic body mass, m ∞ , or species asymptotic body mass, m ∞ ) and ϕ(x) is its pdf, we derive here the pdf ψ(y) of y = log e (x). For x representing individual body mass or individual or species asymptotic body mass, log e (ψ(y)) is the corresponding spectrum (size spectrum for x = m, asymptotic-size spectrum for x equal to individual m ∞ , and diversity spectrum for x equal to species m ∞ ). The pdf ϕ(x) is characterized by the property that the probability that x is between x 1 and x 2 is (S2.1.1) x2 x1 ϕ(x)dx for any x 1 and x 2 . But this is the same as the probability that y is between y 1 = log e (x 1 ) and y 2 = log e (x 2 ), i.e., Making the substitutions y = log e (x) and dy = dx/x in S2.1.2 gives (S2.
ψ(log e (x))dx/x. Because this equation holds for any x 1 and x 2 , we know (S2. 1.4) ϕ(x) = ψ(log e (x))/x, i.e., (S2.1.5) ψ(log e (x)) = xϕ(x).
Therefore ϕ(x) ∝ x ex if and only if log e (ψ(y)) is linear in y of slope e x + 1. Thus there is an equivalence between a power-law distribution ϕ(x) and a linear spectrum log e (ψ(y)), and the slope of the spectrum is one more than the exponent of the power law. This applies equally to the individual size distribution and the size spectrum, the individual asymptotic-size distribution and the asymptotic-size spectrum, and the species asymptotic-size distribution and the diversity spectrum. The same results holds if log 10 is used in place of log e : the pdf of log 10 (x) is x log e (10)ϕ(x). S2.2. The quadratic truncated Pareto distribution and quadratic diversity spectra. Using the random variable m ∞ , the quadratic truncated Pareto distribution is defined to have pdf of (S2.2.1) η ∞ = log e (m ∞ ) proportional to (S2.2.2) exp(−b 1 η ∞ − b 2 η 2 ∞ ) for η ∞ in the range log e (1kg) to log e (1000kg) and equal to 0 outside that range. The name "quadratic truncated Pareto distribution" is justified because for m ∞ distributed as a truncated Pareto, η ∞ has pdf proportional to (S2. 2.3) exp(−bη ∞ ) for η ∞ in the range log e (1kg) to log e (1000kg) (see section S2.1). Whereas the expression in the parentheses of S2.2.3 is linear, that in the parentheses of S2.2.2 is quadratic, so the diversity spectrum associated with a truncated Pareto species asymptotic-size distribution is linear whereas that associated with a quadratic truncated Pareto species asymptotic-size distribution is quadratic. It is easy to see by completing the square that S2.2.2 is proportional to the pdf of a normal distribution when b 2 > 0. So a quadratic truncated Pareto distribution includes as a special case a log-normal distribution truncated on the left and right at 1 and 1000kg respectively.
S3. Optimal swimming speed
The derivation presented here is an augmentation of a theory from [58] which has found wide application (e.g., [2, 4] ). We added to the previous theory by including the effects of temperature as well as body mass. the resting metabolic rate (units W) of an individual marine organism of mass m at body temperature T [7, 22, 35] . By hydrodynamics theory, the power P needed to overcome the drag on a body of surface area a moving at speed u is (S3.0.5) P = ρ w aC T u The parameters k C T and w are dimensionless constants, empirically determined in [58] . The field metabolic rate, I F (units W), of an individual marine organism can be approximated as (S3.0.11) I F = I B + P.
Following [2] and others, we assume that the energy intake per unit time (through food consumption) of a swimming individual is proportional to encountered food, which is proportional to the volume swept out by the perceptual radius of the individual. This is in turn proportional to swimming speed, u. Reference [58] computed the optimal swimming speed, u opt , by optimizing the quantity u/I F , the distance covered per unit metabolic energy spent. Solving where the second and third factors, respectively, indicate the temperature and mass dependence of u opt and the first factor is a constant. The density of water ρ w depends slightly on temperature and salinity. However, compared to the other temperature-dependent terms in S3.0.14 this variation is small for liquid-state water over realistic ranges of temperature and salinity, so ρ w is treated as a constant.
We used an Arrhenius model of viscosity:
kT .
See section S8.2 for validation that this model accurately describes the temperature dependence of viscosity. Substituting into S3.0.14, we get Reference [35] provides empirical support for the power law dependence of S3.0.26 (see section S8.5).
S4. The joint distribution of individual mass and asymptotic mass
The theory of this section is an augmented version of the theory of reference [2] . Notation has been adapted. Additions are indicated.
S4.1. Volume searched. The volume searched per unit time (units m 3 · s −1 ) by an individual fish swimming at optimal speed is (S4.1.1) v = u opt πr 2 per , where r per is the perceptual radius in meters. Following [2] , we assume (S4. 1.2) r per = k rper l.
Reference [58] makes a similar assumption based on experimental results on visual contrast thresholds in goldfish [24] . Using S4.1.1, S4.1.2, S3.0.26 and S3.0.9, it is straightforward to show that (S4. is a dimensionless feeding preference kernel, m p is prey mass, β f (dimensionless) is a preferred consumer-to-resource mass ratio, σ f (dimensionless) determines the width of the kernel, and τ f (dimensionless) is a parameter that controls the overall likelihood of catching and consuming encountered prey. 
(log e (m p ) − log e (β f m)) 2 dm p , (S4. 4.3) where now m p is the mass of a predator. Substituting x pref = log e (β f m), x = log e (m p ), m p = exp(x), dm p = exp(x)dx, and e v + e Nm = e I F − 2 (see S4.3.3) gives
By lemma S13.0.1, this equals
S4.5. Individual growth. This section uses a von Bertalanffy equation of individual ontogenetic growth, paralleling the development of [2] , but more closely following the similar and more explicit equations of [59] . That reference also supports the equations with a first-principles theory. We assume indeterminate growth because most marine organisms exhibit indeterminate growth. The starting equation of [59] is (S4.5.1)
where m cell (kg) is the average mass of a cell, I cell (W) is the metabolic rate of a cell, and f g (J) is the energy required to produce a cell. The two terms on the right side of this equation correspond, respectively, to the metabolism needed to maintain existing cells and the metabolism needed to create new cells. Because of inefficiencies, f g will be less than f di m cell , which is the energy that would be obtained by digesting an amount of food equal to the mass of a cell. Rearranging S4.5.1 gives
We write (S4.5.3)
and we substitute this equation and S3.0.21 into S4.5.2 to get
By the definition of asymptotic body mass, (S4.5.6) dm dt m=m∞ = 0.
Therefore, plugging m ∞ into S4.5.5 gives
cell m ∞ , and therefore (S4.5.8)
Substituting this equation into S4.5.5 gives
We use the shorthand
where (S4.5.14)
Removing the explicit T dependence by including it in a parameter k g ,
S4.6. The joint distribution of individual mass and asymptotic mass. Following [2] , we let N (m, m ∞ ) be the joint distribution of individual mass and asymptotic mass. The joint distribution is constrained by the McKendrick-von Foerster equation,
The left side of this equation represents the number of individuals growing into an infinitesimally narrow body mass category, minus the number growing out of the category. The right side of the equation represents mass-categoryspecific mortality. The equation holds for m in the range f (m ∞ ) ≤ m ≤ m ∞ . We present evidence in section S8.4 that f can be described by
where m egg is a fixed egg mass bigger than the eggs of all or almost all marine organisms that have asymptotic mass bigger than m cut . Substituting S4.5.17 and S4.4.11 into S4.6.1 gives
By lemma S13.0.2, the solution of this equation is
wherek N is some function of m ∞ that is independent of m and (S4.6.5)
Since S4.6.1 applies only for m in the range f (m ∞ ) ≤ m ≤ m ∞ , the solution S4.6.4 is biologically relevant only over the same range. By lemma S13.0.3,
for m ∞ > m egg and m in the range f (m ∞ ) ≤ m ≤ m ∞ . Our derivation in this section differs from that of [2] by considering explicitly the domains over which S4.6.1 and S4.6.7 hold. This is a minor elaboration of [2] but is necessary for the individual asymptotic-size distribution computed in the main text. Equation S4.6.7 was derived regardless of temperature and region area. The parameters in S4.6.7 also do not depend on these environmental factors. The value of e I F in S4.6.7 does not depend on the temperature of R or its metaregion because body-mass scaling of metabolic rate is independent of temperature [22] . Theory predicts the same independence for optimal swimming speed, i.e., e uopt is independent of temperature (section S3), and hence so is e v (see S4.1.4). By S4.6.5, S4.4.12, and S4.5.14, (S4.6.8)
and hence k dg can be expressed in terms of e I F , e v , β f , σ f , and an efficiency by which ingested food is converted into biomass. No evidence we are aware of suggests these parameters depend on temperature or area. Reference [3] provided evidence that β f and σ f are independent of temperature.
S5. The dispersal model We therefore set
By lemma S13.0.4, the numerator of S5.1.4 is (S5.1.5) 4πσ
dz.
dw.
Because exp(−w 2 /2) becomes small very quickly as w increases, we can replace
in S5.1.8 by any expression that approximates it well for small values of w. But
for small w and large r R /σ d . Therefore, we can write ) (figure S1), and that plot also helps confirm the functional form of S5.1.12 and S5.1.13. S5.2. The dispersal kernel width, σ d . Larval dispersal was considered in the main text; we here elaborate on the dependence of adult dispersal on m ∞ . If adult dispersal of organisms of asymptotic mass m ∞ is proportional to the average total distance swam by such organisms in their adult lifetimes, then
where a is age, a mat is age at maturity, and p(a) is the probability of survival to age a. The temperature dependence of this expression is the same as that given in the main text (section 2.4). If parameter values are known, the m ∞ dependence of S5.2.8 can be calculated numerically for m ∞ > m egg and plotted, for any given assumption about how m mat depends on m ∞ . See section S8.6 for results of that analysis.
S6. The neutral model and formulas for expected numbers of species
We here specify the details of the neutral model and present the formulas used in the main text for expected numbers of species in the community and metacommunity. S6.1. The neutral model. We used one of the several variant models which underlie the neutral theory of community dynamics introduced by Hubbell [26] . Our model was called the "Moran model" in [19] ; that reference described the differences between the Moran model and other similar models (see pp. 490 and 503).
The community C(m ∞ , αm ∞ ) and metacommunity M (m ∞ , αm ∞ ) have sizes J C (m ∞ , αm ∞ ) and J M (m ∞ , αm ∞ ) which are fixed. All individuals in C and M have equal risk of death per unit time. Deaths happen asynchronously, whereas in the variant model called the "Wright-Fisher model" in [19] , generations are discrete and all individuals die at once at the end of each time step. A vacancy created by a death in the metacommunity is immediately filled by a new individual. The new individual is of an entirely new species with probability ν, and otherwise is the offspring of an existing individual selected randomly from the metacommunity, including the individual that just died (self-replacement is allowed). A vacancy created by a death in the community is also immediately filled by a new individual. With probability m, the new individual is the offspring of an individual selected randomly from the metacommunity. Otherwise the new individual is the offspring of an individual selected randomly from the community (including the individual that just died, so that self-replacement is again allowed). The model allows speciation only in the metacommunity, a reasonable approximation if J M (m ∞ , αm ∞ ) is much bigger than J C (m ∞ , αm ∞ ). The only difference between the Moran model and model of reference [56] , called the "Hubbell model" in [19] , is that the Moran model allows self-replacement and the Hubbell model does not. This distinction makes no substantial difference for our analysis. S6.2. Formulas for expected numbers of species. Reference [20] derives the following formulas for the expected number of species in the metacommunity
where Ψ is the digamma function
See [1] for properties of both Ψ and the gamma function, Γ. The approximation S6.2.2 is "extremely accurate" according to [20] (their Appendix A). Reference [20] used θ = 2J M ν and I = An equation for the expected numbers of species in the metacommunity exists for the protracted-speciation neutral model,
Under the assumptions that both τ and ν are independent of m ∞ , this formula indicates that at least the metaregionlevel diversity spectrum predictions of our theory would be unchanged by using the protracted-speciation neutral model in place of the basic neutral model, since S M in the new formula is still proportional to J M .
S7.
Comparison between our theory and that of Etienne and Olff (2004) Our theoretical strategy of describing how J C , J M , m and ν depend on m ∞,l , and then using formulas to determine how S C and S M depend on m ∞,l is similar to and was partly inspired by the approach of Etienne and Olff [20] but differs in several respects. First, we use m ∞ bounds to delimit communities and metacommunities instead of m bounds. In marine systems, individuals grow through many orders of magnitude, so the composition of m-delimited communities would change by individual growth as well as through births, deaths, and migration, violating neutral-model assumptions and making the neutral model inapplicable to these communities. In contrast, because the m ∞ of an individual is considered fixed at birth by its species, the categories of asymptotic mass used to delimit communities and metacommunities in our theory do not change with individual growth, and the neutral model applies.
Second, our derivations of J C , J M , and m differ from those of [20] . Our theory focusses on marine systems, whereas the theory of [20] is not targeted to any specific ecosystem type, having been framed to try to develop general insight.
Third, reference [20] cited [16] as justification for their assumption that their speciation parameter ν k depends on average species body mass as a power law with negative exponent, but we do not believe [16] has any direct bearing on either the ν k parameter of [20] or the ν parameter of our study, and we have argued that ν is constant. Numbers of species in taxa of a given rank have been plotted against typical taxon body mass for various groups, usually showing a negative relationship (e.g., reference [57] , in which numbers of mammalian species per family are plotted against average family body mass). Reference [16] used an alternative method to show that the most diverse taxon tended to lie toward the small end of the body mass range. These results have been interpreted to support models in which smaller species have higher rates of diversification. But rates of diversification have little bearing on ν because they differ from it in at least two ways: they are total rates, not per-recruit rates, and smaller taxa are also likely to be numerically more abundant; and they do not represent speciation directly, but rather the net effects of extinction and species establishment. Species establishment is related to speciation, but is not the same [37] . Furthermore, the relationship between taxon diversity and typical taxon body mass has been shown to be much less consistently negative when phylogenetic dependencies are considered [34] .
Finally, reference [20] took a clade-specific viewpoint. Our theory is for the whole community, including all clades.
S8. Model parameters
Derivations of parameter values from prior measurements are described here. All parameter values needed for results are summarized in table S1.
S8.1. Metabolic rates. The values of k I B , E I B and e I B were obtained by analyzing a large database of fish metabolic rates, body masses, and temperatures provided in [60] . Only E I B and e I B were needed for the results presented in the main text. Reference [60] also provides data for birds, mammals, amphibians, and reptiles, but only the fish data were used. The reference cites [5] as the source for their fish data, and [5] downloaded the data from FishBase [21] . Reference [60] provides body mass in grams, temperature in • C, and basal metabolic rate in mL · O 2 · hr −1 . These measurements were converted to kg,
• K, and W, respectively, the latter using the conversion 1W = 0.05mL
provided on p. 26 of [35] . The data set contained 1107 records from 82 species at temperatures ranging from 2 • C to 35
• C and body masses ranging from 3 × 10 −5 kg to 9.09kg. A linear mixed-effects model [44] was fitted using the nlme package in the R programming language. The model had response variable log e (I B ), fixed-effects predictors log e (m) and 1 kT , and a random effect on intercept for species to take into account the pseudoreplication that comes from having multiple measurements for some species. The model had slope e I B = 0.7982 (standard error 0.0099), slope −E I B = −0.5782 (standard error 0.0219) with respect to 1 kT , and mean intercept 21.2631 = log e (k I B ) (standard error 0.8771). Model predictions, including the estimated random effects for species, explained 97.3% of the variation in log e (I B ). Model predictions without the random effects explained 87.8% of the variation. See [11] for an earlier analysis of the same patterns using fewer data. The parameter e I F , needed for equation S4.6.7, was equal to e I B (see S3.0.24).
Although it is statistically less appropriate, we also examined a model with no random effects for comparison with the mixed-effects model. Many prior analyses of the mass and temperature dependence of metabolic rate have used fixed-effects models, ignoring pseudoreplication (e.g., [22] 
which determines the value 1.0722 for σ f and σ r used in the model and appearing in table S1.
S8.4. Egg size. We here provide support for the functional form of f (m ∞ ) and values for the parameters m egg , m cut , e f , and k f , based on literature measurements. Data on average body size and egg size of copepod families were collated in reference [46] and plotted in figure S2 , where a log-log-linear relationship can be seen. Reference [18] collated egg sizes and estimates of maximum size for 305 freshwater and marine teleost species and observed an upper bound in log 10 fish egg diameter that increased with log 10 fish maximal length, with slope about 0.5. This upper bound held up to fish length about 10 1.5 = 31.6cm = 0.316kg, after which a maximum egg diameter of about 5mm = 6.5 × 10 −5 kg held for marine species. These upper bounds for fish were plotted in figure S2 alongside the copepod data of [46] . The size-dependent fish upper bound is approximately consistent with that for copepods. These results support the use of m egg = 6.5 × 10 −5 kg, m cut = 0.316kg, and e f = 0.5, from which one can solve for k f = 1.16 × 10 −4 . All copepod and fish lengths were here converted to masses using S3.0.9. All egg diameters were converted to volumes by assuming spherical eggs, and then were converted to masses by assuming egg density equaled 1000kg/m 3 , approximately the density of water. Elasmobranch species that bear live young will violate the limits described by f (m ∞ ), but the abundance and diversity of those species are low in the world's shelf seas relative to teleost and invertebrate species, so the approximation of ignoring them for quantifying f (m ∞ ) is acceptable.
Results from other studies provide further support for the chosen functional form of f (m ∞ ) and for our parameter values. Reference [28] collated egg diameter measurements of 254 marine teleosts and egg volume measurements of 105 marine teleosts and found distributions with long right tails and only a few species above the cutoff of 5mm, or equivalently 3 , that we adopted above. Reference [30] plotted egg size versus fish length for marine gobioid fishes. All recorded marine gobioids had eggs smaller than our maximum size, m egg . Figure 6 of [30] shows an increase in egg sizes with increasing adult size, up to a threshold of about 10cm fish length (similar to our m cut = 31.6cm), above which there was no dependence. Reference [25] examined gadoid fishes and found a similar pattern. Reference [23] includes a large metastudy of the relationship between adult size and egg size in a wide variety of taxa, finding that data generally supported a power law relationship with exponent that was around 0.5 but that varied somewhat by group. S8.5. Other parameters. Reference [58] empirically determined w = 0.58 (dimensionless) from data of [6] . The value e uopt = 0.1342 then follows from S3.0.19 and the value of e I B (section S8.1). The value e v = 0.8009 in turn follows from S4.1.4. Reference [35] provides not only empirical support for the power law dependence of u opt on m, but also empirically finds e uopt = 0.13, supporting our theoretical result. Given the values of w, E µ (section S8.2) and E I B (section S8.1), the value E uopt = 0.2816 follows from S3.0.18. We follow reference [59] in using m cell = 3 × 10 −12 kg and f g = 2.1 × 10 −5 J. The value e Nm = −2.003 follows from S4.3.3 and the values already specified. The ingestion efficiency f as is about 0.85, according to measurements of references [17, 43] , and we used that value. The value of f di is probably not too different from the energy content of fish as measured in a bomb calorimeter. Reference [10] measured the energy content of 10 species of Patagonian marine fish and 5 species of Patagonian marine crustacean in this way, obtaining values from 2.507 × 10 6 to 7.148 × 10 6 J/kg wet mass, with mean value 4.462 × 10 6 J/kg wet mass, so we take this mean value for f di . For k dg , note that all values in S4.6.8 have been determined. Inserting values and computing, we get k dg = 0.737. We used k ml = 10 (with units of l in m and units of m in kg).
S8.6. Adult dispersal kernel width parameter. Given the parameter values determined above, we plotted S5.2.8 numerically against m ∞ for two reasonable assumptions about how m mat is related to m ∞ . Assuming m mat is a fixed fraction of m ∞ , the result was always an exact power law to within computer numeric accuracy, with exponent that was always 0. 
for the asymptotic mass category with lower boundary m ∞,l , where m ∞,l is arbitrary. Using m ∞,l = 1000kg gives (S8.7.3) We reasonably assume
so that, by rearranging,
Because K 2 is greater than the right side of S8.7.10, we have (S8.7.11) K 2 > 10, the first of our two bounds. Given m ∞,l and α, let J C,min be a minimal value of J C for regions of area 10000km 2 , so that J C,min /10000km 2 is a minimal population density for such regions. For larger regions, (S8.7.12)
where the last inequality follows from S8.7.10. Using this and S8.7.6, we have (S8.7.14)
This is the second of our two bounds.
S9. Approximations S9.1. Approximations involved in modeling the individual asymptotic-size distribution, J C , and J M . In the main text, the individual asymptotic-size distribution was approximated by a power law in m ∞ with exponent −1.49, for m ∞ in the range m egg to 1000kg. The good accuracy of this approximation is depicted in main text figure  2B . We then used the approximation
To determine the accuracy of this approximation, we computed S9.1.2 numerically for several values of α and compared the results to S9.1.4. The approximation was good (figure S3, black lines). S9.2. Approximations involved in modeling S M . In section S6.2 and in the main text we used the approximations (S9.2.1)
and therefore that the global diversity spectrum is approximately linear of slope −0.49. Recall that the global diversity spectrum is the plot of log e (S M ) against log e (m ∞,l ). To examine the accuracy of the approximations used here, we log transform the expression for S M (S6.2.6) and compute its derivative with respect to log e (m ∞,l ):
The approximation that led to S9.2.1 was Ψ(x) ≈ log e (x) for large enough x (section S6.2). If θ is large enough,
in S9.2.6 should be approximately 0 for large enough θ, and S M should scale with m ∞,l in approximately the same way as J M . To examine accuracy here, we compute the derivative in S9.2.10 exactly:
where Ψ 3 is the trigamma function (the derivative of the digamma function). So
For 10 6 ≤ J M ≤ 10 26 and 2 ≤ θ ≤ J M /10, which are very wide bounds, 13 m 2 , so the total mass of the water to 1000m depth in that area, divided by the minimum size of any of the organisms we consider (which is f (m egg ) = 9.42 × 10 −7 kg), is (7.58 × 10 13 m 2 × 1000m × 1000kg/m 3 )/(9.42 × 10 −7 kg) = 8.05 × 10 25 , using 1000kg/m 3 as the approximate density of water. This is less than the upper bound used for J M and is more than J M could be for any of the asymptotic mass categories we consider. The lower bound for J M , 10 6 , is certainly smaller than the number of all organisms worldwide in continental shelf seas, including juveniles, of asymptotic mass between 1000kg/α and 1000kg, for reasonable values of α, and hence will also work as a lower bound for other asymptotic mass categories. Because θ = νJ M 1−ν and ν is very small, θ ≤ J M /10 (and this bound also follows easily from S8.7.9). Under the neutral model used here, the probability that two individuals, drawn at random from the metacommunity, are of the same species is 1/(1 + νJ M ) ≈ 1/(1 + θ) [19] . It seems highly reasonable to assume this probability is at most 1/3 (or much less) for the categories of asymptotic mass we consider, and hence that θ ≥ 2. We carried out constrained minimizations and maximizations of (S9.2.14)
beginning from over 6000 points in a grid of log 10 (θ) and log 10 (J M ) values subject to the listed constraints. The bounds in S9.2.13 encompassed the results of these optimizations. For confirmation, we adopted a second approach to quantifying the quality of the approximations used to conclude S9.2.3. To understand the scaling of S M versus m ∞,l , it suffices to plot (S9.2.15)
versus log 10 (m ∞,l ), ignoring the intercept of the plot. This can only be done if one is given a value for J M in a reference category of asymptotic body mass, and values for ν/(1 − ν) and α. The advantage of using the approximation in S9.2.1 is that ν/(1 − ν) and a reference-category value for J M are not needed to plot log 10 (S M ) against log 10 (m ∞,l ) (again ignoring the intercept of the plot). Therefore, if S9.2.1 is a good approximation, then plots of S9.2.15 against log 10 (m ∞,l ) should be insensitive to the reference-category value for J M and the value of ν/(1 − ν) used. We plotted S9.2.15 against log 10 (m ∞,l ) for a wide range of values for J M in the reference category m ∞,l = (1000/α)kg to 1000kg and a wide range of values for ν/(1 − ν), obtaining results nearly identical to the approximation-based plot for all values used ( figure S4 ). The range of ν/(1 − ν) used was obtained by starting with the constraint 10 −1 ≤ θ ≤ J M /10, which was similar to the constraint 2 ≤ θ ≤ J M /10 used above but was even broader, and dividing it by J M to obtain
S9.3. Approximations involved in modeling S C . In section S6.2 and in the main text we used the approximations
to conclude that the regional diversity spectrum is approximately linear with slope in a range and depending on region temperature and area. We here examine the accuracy of the approximations used. To understand the scaling of S C versus m ∞,l , it suffices to plot
versus log 10 (m ∞,l ), ignoring the intercept of the plot (see S6.2.2). This can be done if one is given values for θ = νJ M /(1 − ν) in a reference category of asymptotic body mass and values for K 1 , K 2 , α, and e σ d . To see this, note that
This quantity in turn determines m (main text and section S5.1). J C is determined by its scaling, which is the same as that of J M , and by its value in the reference category; the value of J C in the reference category is determined by K 2 and the value of θ in the reference category because K 2 = J C /θ. J C and m together determine I. The advantage of using the approximations in S9.3.1 and S9.3.2 is that only K 1 , K 2 , and e σ d are needed to plot log 10 (S C ) against log 10 (m ∞,l ) (again ignoring the intercept of the plot). Therefore, if S9.3.1 and S9.3.2 are good approximations, then plots of S9.3.3 against log 10 (m ∞,l ) should be insensitive to α and to the reference-category value of θ used, and should resemble the plots generated using the approximations. For the example values of K 1 , K 2 , and e σ d used in main text figure 3A-C, we plotted S9.3.3 against log 10 (m ∞,l ) for α = 1.05 and 2 and for a wide reasonable range of values of θ in the reference category m ∞,l = (1000/α)kg to 1000kg (figure S5). Plots varied little with the values of α and reference-category θ used, and were very similar to the approximation-based plots (main text figure 3 ). In particular, slopes of linear approximations were nearly the same (dashed lines on figure S5 ). We also showed that the results presented in main text figure 3D-F were not dependent in substance on the approximations made. For any given values of α and reference-category θ, we could compute the diversity spectrum using S9.3.3 for the three values of e σ d used in main text figure 3 and for many values of log 10 (K 1 ) and log 10 (K 2 ) spanning the ranges used in panels D-F of that figure. In this way, for any given α and reference-category θ, we could produce plots comparable to main text figure 3D-F, but not making use of the approximations used there.
Comparison of the new plots with main text figure 3D-F indicate whether the approximations used in the main text are adequate for our purposes. We did this for α = 1.05 and 2 and for reference-category θ equal to a wide range of values (we used the values listed in the caption of figure S5 ). Plots are presented for a subset of reference-category θ values in figure S6 ; results followed the same pattern for all reference-category θ used. Slopes were very similar to the approximation-based values in the reasonable region of K 1 and K 2 delineated by dashed lines in figure S6 , indicating that the approximations used in the main text were adequate. To determine whether diversity spectra computed using S9.3.3 were always close to linear, as they were for the example plots of figure S5, we computed root mean squared errors from the best linear approximation for all diversity spectra computed. These were never bigger than 0.1039, and were usually substantially less, indicating that linear approximations were good enough to capture the most important patterns in diversity spectra. When the arrows of main text figure 4 were superimposed on the plots of figure S6, they produced the same conclusions as main text figure 4 regarding the theoretically expected trends of diversity spectrum slope across gradients of temperature and region area. Although the maximal slopes occurring on figure S6 were greater than (shallower than) the rough upper bound of −0.1 given in the main text as a likely practical limit for diversity spectrum slope of large regions, they only exceeded that value at the very edges of the reasonable bounds of K 1 and K 2 , and −0.1 still seems likely to be a practical upper bound for real shelf-sea regions.
The "corners" which appear on figures S3-S5 for log 10 (m ∞,l ) between −1 and 0 are of minor importance for our purpose of understanding broad-scale patterns. However, they are caused by the corner assumed in the function f (figure S2), and would be rounded off and reduced even further in importance if f were replaced by a more realistic, rounded off function itself. Regions are mapped in figures S7-S10. Some region names are used twice at different spatial scales. For instance, "Antarctic" can refer to an LME, a province, or a basin. Environmental information is in table S4 for provinces, basins, latitudinal bands, and for the global region consisting of all 63 LMEs.
S10.2. Testing for linearity.
A composite test that data m ∞,1 , . . . , m ∞,n came from a distribution ϕ(m ∞ |Θ) for unknown values of the parameters Θ can be carried out with these steps: 1) obtain the maximum likelihood estimateΘ; 2) obtain the Kolmogorov-Smirnov statistic for ϕ(m ∞ |Θ) and the empirical cdf of m ∞,1 , . . . , m ∞,n ; 3) simulate n data points from ϕ(m ∞ |Θ), here denoted m sim ∞,1 , . . . , m sim ∞,n ; 4) obtain the maximum likelihood estimatê Θ sim for the simulated data set; 5) obtain the Kolmogorov-Smirnov statistic for ϕ(m ∞ |Θ sim ) and the empirical cdf of m sim ∞,1 , . . . , m sim ∞,n ; 6) repeat steps 3-5 many times; 7) compare the distribution of Kolmogorov-Smirnov statistics so obtained to the statistic obtained in step 2, getting a p-value. This was done for ϕ a tP distribution with truncation points 1 and 1000kg, and Θ the exponent. The number of simulated data sets used was 10000.
The empirical diversity spectrum described in brief in section 5 of the main text is described in detail here. Recalling that the pdf of a tP distribution is ϕ(m ∞ ) = cm ∞ − 1) for m ∞ between the same truncation points. Recalling that the diversity spectrum is the log 10 of the pdf of η ∞ = log 10 (m ∞ ), plotted against η ∞ , the diversity spectrum is log 10 (log e (10)) + log 10 (c) − b log 10 (m ∞ ), plotted against η ∞ (section S2.1). It is easy to show from here that the diversity spectrum is log 10 (log e (10)(−bφ(m ∞ ) + c)) plotted against η ∞ . This transformation converts the cdf to the diversity spectrum. The transformation was applied to the empirical cdf to provide the empirical diversity spectrum. S10.3. Averaging procedures for computing T and P net . Data extracted from the remote sensing and primary production modeling projects listed in the main text were average sea surface temperature and primary production for each LME except the Arctic, in each month from 1997-2007, though data for some months were missing for some LMEs due to cloud and ice cover. Accompanying each monthly temperature or productivity estimate was a number from 0 to 1 representing the portion of the LME that was visible from the satellites, on which the estimate was based. For each of the 12 calendar months and each LME, means across all years for which data were available for that month and LME were computed for temperature and productivity, using means weighted by the proportions of the LME visible. In this way a single average temperature and productivity for each calendar month was computed for each LME. To get overall average temperature, T , and productivity, P net , figures for each LME, we averaged over available months. For T , data were always available for all 12 months, for all 53 systems considered in the linear regressions in the main text, so averages could not have been biased by missing months. For P net , there were gaps in the data set, because data were never available in the period 1997-2007 for some months in some LMEs (e.g., the Antarctic was always covered by ice in some months of its winter). P net data were only used to verify that P net and T were not positively related and that P net and A R were not related; we tested these assumptions for the 45 LMEs which were used in the linear models of the main text and for which P net estimates were based on all 12 months, getting similar results to what is reported in the main text using all 53 LMEs. S10. 4 . Additional linear models of diversity spectrum slope. A weighted linear model with predictors log 10 (A R ) and T and response variable diversity spectrum slope was fitted for the 53 LMEs used in the regression of the main text. The weighting was according to the inverses of the variances of diversity spectrum slope estimates. The model coefficient for T was significantly different from 0 (t-test, p = 0.020) and the coefficient of log 10 (A R ) was close to significantly different from 0 (t-test, p = 0.075). The T slope was positive and the log 10 (A R ) slope was negative, as predicted by theory. S11. Data S11.1. Mass-length conversion and maximum masses. FishBase provides data on the maximum length ever observed for fish species, but maximum mass data were needed for comparison to theory. Mass versus length regression relationships for individuals of a species have been determined for many species (e.g., many are compiled in [9] ), however these are not appropriate for converting maximum lengths to maximum masses for our application for two reasons. First, published relationships are intraspecific regressions, describing relationships between lengths and masses of individuals of a species. Plugging maximum length ever observed into such relationships to obtain maximum mass creates extrapolation errors. These errors may not be large, since R 2 for mass-length regressions are typically high, but they would inevitably be present, and would be worse for regressions based on fewer data. Second, and more importantly, only a minority of the fish species in our analysis have published mass-length regressions. Although there are many regressions published, there are many more species in our analysis. For instance, in any single LME, at most 57.8% of species in weight classes from 1 − 1000kg are included in the large compilation of [9] (608 species) and the median among all LMEs is 20.1% included.
Instead we carried out an interspecific regression between maximum masses and maximum lengths. Maximum mass-maximum length pairs for species were taken from the International Game Fish Association (IGFA) website (http://www.igfa.org/, accessed 30 July 2013), which provides both mass and length data for world-record fish caught by angling. Freshwater fish were excluded. Reef-associated fish were excluded. We extracted 525 species records. Accepting these measurements as surrogates of asymptotic or maximum mass and length, we performed a regression of log 10 (mass, kg) versus log 10 (length, m), obtaining slope 2.541 (95% confidence intervals 2.459 to 2.623), intercept 1.038 (95% confidence intervals 1.014 to 1.061), and R 2 0.877. We also tried using the relationship m ∞ = 10l 3 ∞ , which is a standard and oft-used, though rough, approximation for converting lengths to masses. All results of the study were substantially the same with either regression, indicating that results are insensitive to the particular regression used.
In using maximum masses recorded as surrogates for asymptotic mass, we made a further approximation. Estimates of maximum length reported by FishBase are dependent on the number of individuals per species that were available. This, in turn, is variable among species. We compared log 10 maximum lengths derived from FishBase to log 10 length world record information from the IGFA. For 82.4% of the 525 species for which comparisons could be made, FishBase lengths were greater, and for 97.3% of records, FishBase log 10 lengths were more than IGFA log 10 lengths minus 0.1. These results corroborate the use of the FishBase data as reasonable approximate surrogates for our use of studying distributions of log 10 asymptotic mass. S11.2. Cephalopods and scyphozoans. Cephalopods also contribute to the diversity of animals in the size range considered in this study, but the data available suggest they make a small contribution to diversity. A global inventory of the body sizes and distributions of all cephalopods was not available, but total species richness of cephalopods was reported to be < 650 species [33] or, more recently, approximately 700 species (R.E. Young, K.M. Mangold and M. Vecchione, unpublished data). This compares with approximately 15000 species of marine fishes [32] . For the LMEs of the Arctic, Atlantic and Antarctic, the body sizes and distributions of all cephalopods can be assessed because references [49, 50] provide information on maximum body size (mantle length), distribution and diversity. Reference [49] described larger species of cephalopods that were known from, or expected to be taken in, fishery catches. To estimate species richness by LME, each species was assigned to LMEs based on its distribution map. Any species with a mantle length > 30cm was assumed to attain a weight of at least 1kg [50] . Among Atlantic and Arctic Ocean LMEs, cephalopod diversity was typically around 5% of fish diversity for species > 1kg asymptotic mass. The LME where the contribution of cephalopods was greatest was the Antarctic (about 10% of fish diversity in the range 1 − 1000kg). This gives us some confidence that cephalopod diversity accounts for a consistently small proportion of fish diversity in the asymptotic mass range 1 to 1000kg; omitting this small proportion will not substantially affect the log-scale patterns we examined.
Another group that contributes to the asymptotic mass range considered would be scyphozoans. According to [15] , there are approximately 200 morphospecies of scyphozoans, but molecular evidence suggests that this number should probably be doubled. Many of these species would never reach a mass above 1kg, but even if they all did, scyphozoans would represent only a tiny fraction of the species richness of marine pelagic animals with m ∞ > 1kg. Most scyphozoans entering the range 1 to 1000kg will be at the small end of this range, where fish are also most diverse, hence their effect on diversity spectra will be minimal. S11.3. Data errors documented by Robertson, 2008 . Reference [48] assessed the accuracy of OBIS location records for species of shallow-water shore fishes from the greater Caribbean region. The author of that reference examined the first species, in alphabetical order, in each genus of greater Caribbean shore fish, comparing OBIS location records with published range maps for those species. The author reported that large fractions of species examined had "large scale errors". But for almost all species for which errors were documented, only a small fraction of the location points associated with the species are indicated by [48] as being erroneous. So whereas errors were large scale in the sense that individual sightings were sometimes erroneously placed very far outside species ranges, and errors were common in the sense that many species had at least one individual-sighting record that was erroneous, raw error rates for individual-sighting records were not so common. Could a few errors in individual-sighting records per species have resulting in errors in the much coarser LME-level species occurrence data we used? We examined this question, finding this very unlikely. To examine the nature of the errors documented in [48] and their possible effects on the coarser data we used, we re-examined the first species for which errors were documented of the first five families examined in reference [48] for which errors were documented.
The species Ginglymostoma cirratum in the family Ginglymostomidae was documented by [48] as having 264 location points, of which 5 (1.9%) appeared clearly wrong to the author of that study. The erroneous location information documented in [48] is "S. France for Nigeria" and "Offshore Bahamas for Bimini" where this notation is explained to indicate that a site named Nigeria in primary sources was given GIS coordinates for the South of France. But the only LMEs bordering or close to the South of France are the Mediterranean Sea, the Celtic-Biscay Shelf, and the Iberian Coastal LME, none of which are among the LMEs listed for Ginglymostoma cirratum by FishBase. This indicates that errors of mis-locating a single sighting or a few sightings to the South of France were not incorporated in the LME-level distribution information provided by FishBase for this species. An error that mistakenly located a sighting in Bimini near the offshore Bahamas will also not have affected our LME-level data since both locations are in the Caribbean Sea LME.
The species Mustelus canis in the family Triakidae was listed by reference [48] as having 493 location points, of which 2 (0.41%) appeared clearly wrong to the author of that study. The error location information is given as "Cape Verde, Mauritania". The only LMEs close to those locations are the Canary Current and the Guinea Current, neither of which are listed by FishBase as among the LMEs overlapping the range of Mustelus canis. So any mis-location error of single sightings to the Cape Verde, Mauritania area was not incorporated in the LME-level distribution information provided by FishBase.
The species Carcharhinus acronotus of the family Carcharhinidae was documented as having 19 location points, of which 3 (15.8%) were documented as wrong by reference [48] . Error location information given was "TEP; TEP for Tobago; TEP for Colombia", where TEP stands for tropical Eastern Pacific. No LMEs in the Pacific Ocean basin were listed by FishBase as among the LMEs overlapping the range of Carcharhinus acronotus, so any mis-location error of single sightings was not incorporated in the LME-level data of FishBase.
The species Sphyrna lewini of the family Sphyrnidae was documented as having 1106 location points, of which 4 (0.4%) were considered wrong by reference [48] . Error location information is given as "S France for Nigeria". But errors in the geo-referencing of a few points of this species are not important because the species is distributed worldwide in tropical and warm temperate waters. In particular, the Iberian Coastal and Mediterranean Sea LMEs, which abut the South of France, are already known to contain the species [14, 38] , and were listed as among the LMEs containing the species by FishBase.
The species Cirrhigaleus asper of the family Squalidae was listed by reference [48] as having 22 location points, of which 1 (4.5%) was considered wrong. Location data were "W Africa for IO" where IO is the Indian Ocean. But no LMEs on the west side of Africa are listed as overlapping the range of the species in FishBase, so single-sighting mis-location errors have again not affected LME-level data.
Robertson characterizes the errors he describes as gross in scale and widespread in the database [48] . He offers many summary statistics to support this viewpoint (e.g., over 1/3 of the species he examined had errors and over 2/3 of the families he examined had errors). However, only a very small fraction of the actual location data points examined in reference [48] were designated as erroneous. Therefore, the errors reported will only be important for uses of the data for which one or a few errors per species spoil the data for the species. Our checks above indicate that our use of the data does not have that weakness; in all cases examined, errors did not propagate to the LME level occurrence data we used. We do not intend to say that either the FishBase or OBIS data sets are perfect (they are not), merely that the errors catalogued do not affect the analysis we carried out.
S12. Another future direction: vulnerability and generality
As mentioned in the introduction, our theoretical approach, which accounts for both body size and taxonomic identity, helps unify traditionally distinct species-and size-based approaches. Marine ecologists have traditionally emphasized the importance of body size over taxonomic identity, and terrestrial ecologists have traditionally emphasized taxonomic identity over body size. These traditions, while not universal, have been dominant enough to be reflected even in the data structures most commonly used: the size spectrum by marine ecologists, and the food web directed graph by freshwater and terrestrial ecologists. More integrated approaches have been emerging in the last decade, in which individuals are identified to species and also described by their functional role, often summarized by their body size (e.g., [27, 12, 13, 47, 45, 2, 41, 42, 55] ). Our work extends this integrated approach and will help allow questions which have traditionally been asked in a food web (respectively, size spectrum) context to be transferred to a size spectrum (respectively, food web) context. For instance, the numbers of prey species that each predator species exploits (called its generality) and the numbers of predator species that each prey species is exploited by (called its vulnerability) are standard data quantified by a food web directed graph, but not directly encapsulated in a size spectrum approach. Under our model framework, it should be possible to derive equivalent concepts of generality and vulnerability. Since predator-prey mass ratios are relatively constant in marine environments [3] , and since we showed that there are fewer large species per small species in colder ecosystems, we might infer, for instance, that each predator has a larger number of potential prey species in colder ecosystems compared to warmer ones. However, the simple counts of numbers of species used to answer generality/vulnerability questions in the food web context will need to be replaced by more nuanced notions that account for the degree to which a trophic relationship exists and the ontogenetic stages typically involved. This is because for any two species x and y in a marine system, and under the assumption of size-structured predation (realistic in a pelagic environment and adopted by our model; Appendix S4.2 and S8.3), some individuals of y will eat some individuals of x as long as the ranges m egg,x to m ∞,x and m larvae,y /β to m ∞,y /β overlap (here m egg,x is the size of the eggs of x, m larvae,y is the size of the larvae of y, and β is a predator-to-prey mass ratio). The "principle predators" of x will be those y for which these ranges overlap maximally: the largest possible range of ontogenetic growth stages of x are eaten by a corresponding stage of growth of the principle predators of x. But some stages of x are eaten by other, non-principle predators for which the ranges above overlap partially. Total consumption rates and affected growth stages of x depend on which parts of the ranges overlap, and by how much. The ratio of the numbers of species in a category of asymptotic mass to the numbers of principle predators of these species can be calculated straightforwardly from our theory at any spatial scale for which the diversity spectrum slope is known. Ratios involving non-principle predators could also be calculated in future work. Gut contents analyses and other empirical compilations of prey species for marine predators could be used to test predictions.
S13. Proofs and extended computations
Lemma S13.0.1.
Proof. We proceed by completing the square:
where the last equality follows because
times the density function of a normal distribution.
Lemma S13.0.2. The solution of
Proof. It suffices to substitute S13.0.10 into S13.0.9 to verify equality. After substituting, the left side of S13.0.9 is
(m e I F − mm
After substituting S13.0.10 into S13.0.9, the right side of S13.0.9 is
which is the same as S13.0.18, proving the lemma.
Lemma S13.0.3. For the prefactork N of lemma S13.0.2,
Proof. We apply the proof of [2] in the domain m ≥ m egg . We know 
Since S13.0.29 holds for all m ≥ m egg , and the left side of that equation is constant, the right side must also be constant, soκ N must be a constant, proving the lemma by S13.0.27 and S4.3.3.
Proof. We start by examining (S13.0.35)
where U is either R 2 \ D or D. Without loss of generality we can assume D is centered at the origin and (x 1 , y 1 ) is on the non-positive x axis. Substituting x = x 2 − x 1 and y = y 2 − y 1 , the integral becomes (S13.0.36)
We let (ρ, θ) be the polar coordinates for (x, y), so that x = ρ cos(θ), y = ρ sin(θ), dxdy = ρdρdθ. See, for instance, [29] for a review of integration in polar coordinates. The integral becomes (S13.0.37)
By the law of cosines (see figure S13 ),
where (ρ 1 , θ 1 ) are the polar coordinates for (x 1 , y 1 ) (so ρ 1 = −x 1 using the assumption that (x 1 , y 1 ) is on the nonpositive x axis). Solving S13.0.38 gives (S13.0.39) ρ = ρ 1 cos(θ) ± ρ 2 1 cos 2 (θ) − ρ 2 1 + r 2 LME . But because (x 1 , y 1 ) ∈ D we know ρ 1 < r, so one of these solutions is negative and therefore invalid. So
The expression S13.0.41 simplifies to (S13.0.43) σ
and S13.0.42 simplifies to
To evaluate S13.0.31 and S13.0.33 we integrate S13.0.43 and S13.0.44, respectively, over (x 1 , y 1 ) ∈ D. So S13.0.31 is
and S13.0.33 is
Substituting x 3 = ρ 1 cos(θ), y 3 = ρ 1 sin(θ), dx 3 dy 3 = ρ 1 dρ 1 dθ, and ρ 
and S13.0.48 equal to (S13.0.50) −2πσ
To simplify the integral that appears in S13.0.49 and S13.0.50, we use the transformation
(S13.0.51) this is an area-preserving transformation (see, for instance, theorem 3.13 on p. 67 of [53] ). So (S13.0.54)
where the latter integral is over Ω, the image of D under the transformation. It is straightforward to show that Ω is bounded on the left and the right by 0 and 2r LME , respectively. To find the upper and lower bounds we substitute from S13.0.51 and S13.0.52 into the equation for the boundary of D, x After some algebraic manipulation, this comes to (S13.0.56) y Figure S6 . 
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North Tropics South Figure S11 . Diversity spectrum plots for regions for which the tP was rejected. Regions are indicated using numbers in the corners of each panel, according to the codes in tables S3 and S4. Panels in the first column show empirical diversity spectrum plots together with the diversity spectrum corresponding to the best-fitting tP distribution. When the two plots on these panels are similar, the diversity spectrum was close to linear. The second and third columns of panels show tP and qtP probability plots. When these plots are straight, the corresponding distribution was a reasonable fit for that region. The final column shows the diversity spectra corresponding to the best-fitting tP and qtP distributions. Results show that, except for a few LMEs (Baltic Sea, Faroe Plateau, Iceland Shelf, Norwegian Sea, West Greenland Shelf, which have codes 23, 60, 59, 21, and 18, respectively) and a single province (the North Atlantic, which has code 7) and a single basin (the South Atlantic, code 6), a linear diversity spectrum is a good approximation even for systems for which the tP was statistically rejected. It was a reasonable approximation even for some of the systems listed above. LMEs0.0 1. 23, tP
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0.0 1. 11, tP0.0 1.0.0 1. 13, tP0.0 1.0.0 1. 3, tP0.0 1.0.0 1. 4, tP0.0 1. Div. spect. 60.0 1. 6, tP0.0 1. 10.0 1. 1, tP0.0 1. 20.0 1. 2, tP0.0 1.3, tP10.0 1. 1, tP0.0 1. 1 Figure S12 . Diversity spectrum plots for the global region, including marine mammals. The first panel shows the empirical diversity spectrum together with the diversity spectrum corresponding to the best-fitting tP distribution. Because the two plots on these panels are similar, the diversity spectrum was close to linear. The second and third panels show tP and qtP probability plots. Because these plots are straight, the corresponding distributions were reasonable fits, and the qtP was hardly better than the tP. The final panel shows the diversity spectra corresponding to the best-fitting tP and qtP distributions; these are very similar. Results show that a linear diversity spectrum is a good but not perfect approximation, even though the tP distribution was statistically rejected (table S6) due to large sample size.0.0 1. 1, tP0.0 1. Table S2 . Viscosity of sea water at a range of temperatures. Data were taken from the Chemical Hazards Response Information System of the U.S. Coast Guard (www.chrismanual.com/Intro/prop.htm), and are for "standard" sea water containing 35g salts per kg of solution. Table S3 . List of LMEs. Membership in larger regions and environmental characteristics (temperature, T , net primary productivity, P net , and area) are also listed. N=North, S=South, W=West, E=East, T=tropical, Lat.=latitudinal. The column n is the number of species of non-reef-associated fish listed by FishBase as occurring in the region and having asymptotic mass between 1 and 1000kg. Regions are mapped in figures S7 -S10. LME name code n T ( 
