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Accelerated stress tests are commonly applied in order to obtain a prediction of fuel cell life time within a short testing period. The
stress test in this work considers a fuel cell which is constantly under load with frequent periods of very high current. Four different
cells were operated each with a specific load profile. As a result severe performance degradation was observed in the region of high
current densities. A short overview over the phenomena which may contribute to this specific fuel cell degradation is compiled from
literature. Based on this overview major degradation modes are identified and combined with a simple polarization curve model. The
modeling results allow for two different interpretations. Carbon corrosion reactions can explain the observed effects if cell voltage
is assumed as the driving force for degradation. A better fit was obtained by using the overall heat flux as degradation criterion. In
this case an increase in local temperature could lead to redistribution and loss of phosphoric acid from the MEA. The results are
supported by the fact that the model yields consistent time dependend results for four different and non-periodic load cycles.
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The expected lifetime of a polymer electrolyte fuel cell (PEFC)
ranges from 5 000 h for mobile application to 40 000 h for station-
ary application.1,2 In order to gain information about time dependent
degradation in advance accelerated test protocols are used.3,4 Depend-
ing on the design of these tests valuable information about the nature
of the main degradation mode under the applied operation condi-
tions can be obtained. Despite the difference in operation conditions
for PEFC, HT-PEFC and PAFC the structure and material of the
electrodes are almost the same. Consequently, observed degradation
phenomena show strong similarities.5 A good description of these
phenomena can be found in several review papers6-13 as well as in at
least four books1,2,14,15 where recent experimental facts and interpre-
tations are summarized. A compact description can also be found in a
recent review paper on modeling transport phenomena in PEFCs.16
The purpose of this paper is to present the results of a specific
accelerated degradation test for high temperature polymer electrolyte
fuel cells (HT-PEFC) with phosphoric acid doped polybenzimidazole
(PBI/H3PO4) membranes. The fuel cell is constantly under load with
frequent periods of very high current. In order to accelerate degra-
dation effects the fuel cell is operated beyond it’s point of maximum
power. A simple polarization curve model is used as starting point for
the analysis of data. Based on this first analysis a degradation model is
proposed which allows for a straightforward physical interpretation.
The complexity of degradation effects which occur simultaneousy
usually leads to models which either resolve a specific mechanism
in depth or describe more general effects. This paper aims at general
effects which requires a broader understanding of degradation. In the
following it is attempted to provide an overview over the phenomena
which may contribute to fuel cell degradation. Based on this overview
major degradation modes are identified and used later in the modeling
part.
Catalyst Layer and Carbon Support Degradation
Catalyst degradation.— Catalyst degradation is the result of a
complex interplay of platinum dissolution, agglomeration, platinum
particle detachment and carbon corrosion.6,11,12,17-20 As a result inho-
mogeneous degradation behavior for different catalyst locations can
be observed by identical location transmission electron microscopy,21
which arise from the fact that fuel cell electrode layers are compos-
ite materials with inherent inhomogeneities at the level of catalyst
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particles. The platinum catalyst itself seems to be dissolved slowly
at cell voltages from 0.65 V to 1.1 V.11,22 Besides cell potential also
humidity and temperature affect platinum degradation.6 Interestingly,
the effects of platinum particle dissolution and coarsening (so called
Ostwald ripening) seem to contribute equally to the overall loss of
electrochemically active surface area (ECSA) of PEFCs.23 The over-
all concentration of dissolved platinum ions is very small11 which is in
accordance with the fact that the dissolution is an endergonic process
(it requires energy).
For PAFC similar behavior of catalyst degradation is described
as for PEFC. Severe corrosion takes place at the cathode at high
potential and high oxygen partial pressure.24,25 Platinum dissolution/
agglomeration is enhanced by the presence of air and phosphoric acid
and takes place at potentials above 0.8 V.26,27 Platinum dissolution is
assumed to be the main degradation process at 1.0 V.27 The dissolution
rate of platinum is a function of temperature and fuel cell potential.28
For HT-PEFC it was reported that at cell voltages above 0.9 V cathode
degradation is severe wheras the anode seems to be not affected.9
Carbon corrosion.— In parallel to the degradation of platinum
particles also corrosion of the carbon support is observed, which leads
to loss of contact with the platinum catalyst and therefore to a decrease
of the ECSA. The thickness of the cathode catalyst layer decreases11,29
and carbon dioxide is released.30-35 The collapsed structure of the
catalyst layer can also lead to an increase in mass transport losses
which was assessed by impedance spectroscopy.29 This was confirmed
with 3D imaging techniques which show that the pore structure of the
support changes from an interconnected network to a dense layer.36
A different morphological change was observed by in-situ soft X-ray
tomography where carbon corrosion led to the formation of cracks
in the cathode catalyst layer at the outlet region after 300 cycles of
start up and shut down.37 The amount of ECSA lost seems to depend
on the specific surface area of the specific carbon support and the
number of defect sites, which was shown in half cell experiments
with accelerated stress tests.38 This process takes places especially
at load cycling close to OCV values and seems to be catalyzed by
platinum.38
The formation of carbon dioxide as product of carbon corrosion
is usually observed at potentials larger than 1.0 V.30,33,34 The small
release of carbon dioxide at potentials ≈ 0.5 V could be explained
by selective oxidation of carbon monoxide adsorbed at the catalyst.30
Commonly the reaction of water with carbon (Eq. 1) is quoted as the
source for carbon corrosion6-13 (all relating back to39) although the
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potential is too low for OCV conditions.
C + 2 H2O → CO2 + 2 H2 E◦ = 0.21 V [1]
The reaction of carbon with oxygen is less frequently considered, al-
though it is known that the presence of oxygen increases the rate of
carbon corrosion drastically20,31,40,41 and several pathways for the reac-
tion are discussed.40 Furthermore, carbon corrosion seems to depend
upon the presence of catalyst.30,42,43 On the other hand carbon corro-
sion is also observed in the absence of oxygen.20,40,44 At a constant
potential of 1.4 V no difference could be detected in carbon corrosion
as humidified oxygen or humidified nitrogen was applied.45 Addition-
ally, the effect of cycling enhances corrosion in general.8,23,44,46
The carbon corrosion in PAFC is described in a similar way by ox-
idation of surface groups.47 It is observed that the initial rate of carbon
corrosion decreases fast with operation time, in one case the carbon
support lost 7 % of its weight within the first 16 hours.47 Carbon cor-
rosion and platinum dissolution/ agglomeration lead to morphological
changes in the catalyst layer.48–50 Additionally, increased degradation
of Teflon at the cathode was reported.51
For HT-PEFC the formation of carbon dioxide as product of carbon
corrosion is observed at potentials larger than 1.0 V.34 The operation
at OCV condition and 180◦C leads to an increase of platinum particle
size at the cathode while anode catalyst shows very little change.52
A similar result was obtained while operating the fuel cell under
constant load at ≈ 0.55 V and 150◦C. The main effect is loss of ECSA
whereas there is little change in membrane resistance.53,54 An increase
in voltage to ≈ 0.65 V in a similar experiment lead to additional
effects: membrane thinning, loss of phosphoric acid and increase in
platinum particle size both for cathode and anode.55 A comparable
study under constant load condition at ≈ 0.65 V and 160◦C confirmed
platinum particle coarsening as the main degradation mechanism.56
For long term operation over 6000 h (160◦C) it was observed that start/
stop cycling dramatically increases degradation compared to constant
load condition.57 Loss of ECSA at the cathode was derived as the
main cause from analysis of the polarization curves. Similar results
were obtained in another long term test for 17 000 h at constant
current density of 0.2 W cm−2 (and cell voltage ≥ 0.6 V) where
carbon corrosion and catalyst particle coarsening were identified as
main degradation effects.58
In summary it can be reasoned that the oxidation of carbon takes
place through several pathways. Oxygen may either be provided as
gas, through the reaction with water or through surface groups. Poten-
tial cycling could lead to a successive oxidation/ reduction of surface
groups present at the carbon support and other defect sites. At these
sites carbon corrosion and platinum particle degradation take place
simultaneously33,35,59 whereas the ionomer from the polymer elec-
trolyte seems to remain stable.59
Fuel starvation conditions.— Fuel starvation conditions occur at
very high fuel utilization, start/ stop conditions and purging the anode
with air. The underlying mechanism seem to be different for ’mild’
(local) starvation and ’severe’ (overall) starvation.11 In case of overall
fuel starvation, the cell voltage reaches negative values the cause being
an increase of the anode potential to values larger than 1.0 V while
the cathode potential remains at ’normal’ working potential smaller
than 1.0 V.60 Under these conditions severe catalyst corrosion was
observed at the anode and to a lesser extend at the cathode60 and
carbon dioxide61 and oxygen62 are observed in the anode off gas. The
sources are carbon corrosion from reaction with water and possibly
water electrolysis at very high anode potentials. In the cathode off gas
hydrogen can be detected61 and also the local cathode potential was
shown to increase. Similar phenomena are also described for PAFC.
In experiments with several local reference electrodes it was observed
that degradation at the anode occurs at high hydrogen utilization and
at (locally) negative voltages.24,25
Local starvation can be caused either by reactants maldistribution
within the flowfield, anode dead end operation or by temporal insertion
of a second gas at the anode. The latter effect can occur during startup
or purging. In case of local starvation carbon dioxide can be detected in
the cathode off gas if the cell is in dead end operation or being purged.61
Another experiment with repeated purging in simulated start/ stop
cycling showed that cathode catalyst layer thickness was reduced to
about 1/3 of its initial value wheras the anode catalyst seemed not
changed.63 It has to mentioned that the anode catalyst layer was more
than twice as thick as the cathode, therefore changes in anode catalyst
layer may have been difficult to detect. A concept for local starvation
was introduced,64 where the term ’reverse current mechanism’ origins
from the fact that within the starvation area protons are transported
from cathode to anode. The source for protons at the cathode are water
electrolysis and carbon corrosion. At the anode water is assumed to
be produced by oxygen which origins from the cathode by means of
diffusion. The total degradation effect seems to depend strongly on
local conditions. Some groups found degradation to be more severe
during the shut down process32,65 whereas another group66 reports
higher degradation for the start up process. This may be because
degradation depends on the residence time of the gas front which
passes through the cell and thus on the specific test protocol for start
up and shut down.65 A detailed discussion of degradation phenomena
in start/ stop procedures can be found here.13
Degradation of Polymer Membranes
The three main degradation mechanisms for fuel cell mem-
branes are chemical degradation, mechanical degradation and thermal
degradation.3,6,8–10,67 Finally all three mechanisms lead to loss of struc-
tural integrity by cleaving chemical bonds of the polymer network.
The polymer network in combination with the electrolyte (water or
phosphoric acid) facilitates proton conductivity. Therefore, the overall
resistance increases or the cell performance breaks down as pinholes
are formed.
Chemical degradation is described as oxidative stress caused by
hydrogen peroxide, which occurs at the catalyst in small amounts
as side product. The formation of hydrogen peroxide in the oxygen
reduction reaction on Pt/C catalysts was characterized by rotating ring
disk electrode experiments.68,69 The interaction of hydrogen peroxide
with the membrane is frequently used in order to probe the long term
stability of PEFC membranes.70–73 The presence of radicals formed
from hydrogen peroxide was mainly detected at the cathode of PEFCs
and is promoted by small impurities like iron ions.74–76 In real fuel cell
applications the membrane also interacts with other components. For
Nafion type membranes a controversal dependence of degradation
on the total current density was observed,77 which depends on the
presence of micro porous layers.
Mechanical stress occurs especially under load cycling, where
PEFC membranes swell and shrink.78 This degradation mode can be
reduced by increasing the mechanical strength of the membrane. One
option for PBI type membranes is thermal treatment which increases
cross-linking and leads to higher cycle stability.79 Another approach
is to modify the chemical structure of the PBI polymer.80
Electrolyte Degradation in HT-PEFC and PAFC
The loss of phosphoric acid from the MEA is ususally small and de-
pends on operation conditions. An increased acid loss can be observed
for temperatures ≥ 180◦C and high electric load.81 Therefore, it was
assumed that the phosphoric acid is dragged by water steam (steam
distillation mechanism).81 On the other hand long term investigations
of HT-PEFC show that the phosphoric acid loss through evapora-
tion is very small. At T = 160◦C losses of 36 · 10−8 g cm−2 h−1,82
10 · 10−8 g cm−2 h−183 were observed. A slighthly smaller value of
5.4 · 10−8 g cm−2 h−1 was reported for heat treated PBI membranes.79
The rate of evaporation increases exponentially with temperature, but
even the increase of one order of magnitude would still have no signif-
icant effect on the total amount of phosphoric acid inside a HT-PEFC,
which agrees well with a long term investigation.82 Another path-
way for phosphoric loss seems to be redistribution through the GDL
into the bipolar plates.84 Investigations at the end of life for HT-PEFC
showed that 10 % to 20 % of the total amount of phosphoric acid could
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be found in bipolar plates made of graphite composite.85 This leads to
corrosion of graphitic bipolar plates, as described for PAFCs.86 In the
case of PAFC an active transport of phosphoric acid toward the anode
is described.5,87
It should be noted that any change of the phosphoric acid elec-
trolyte is strongly coupled with the water balance of the cell. The over-
all resistance of a HT-PEFC is higher under OCV conditions than un-
der load and an increase in stochiometry also leads to a slight increase
in overall resistance.88 If humidified gases are used the resistance of
the electrolyte decreases89 due to a dillution effect. At the same time
the cell performance decreases, presumably due to additional acid
redistribution or leaching processes.89,90 In HT-PEFC degradation ex-
periments at relatively high current density of 0.7 A cm−2 the loss
of phosphoric acid was reported to have a significant impact.55 For
lower current densities (0.6 A cm−2 to 0.2 A cm−2) it was shown that
internal resistance does not change significantly,58,91,92 i. e. the loss of
phosphoric acid is not significant.
Degradation Models
Degradation can be characterized at several levels. It is beyond the
scope of this article to discuss these effects on an atomic scale. An
overview of atomic modeling of platinum dissolution and meso-scale
modeling of carbon corrosion can be found here.93 In many cases
fuel cell degradation occurs through a combination of several effects.
An uncompromisingly approach would consider all effects at once.
This requires a coupling of different scales. Such an approach for cat-
alyst degradation, carbon corrosion and membrane degradation was
presented for PEFC94 and HT-PEFC.95 It gives detailed information
but requires many parameters of the respective fuel cell system. The
opposite approach is to drastically reduce the level of detail or to
focus on one specific degradation mode. Such models are favorable
if only a restricted set of information is available or a more general
answer is preferred. This class of models is discussed in the following.
A common approach is to use a suitable model for the polarization
curve as starting point which contains parameters with physical mean-
ing. Based on a specific degradation mechanism suitable degradation
functions can be defined. The number of functions depends on the
mechanistic point of view. Therefore, degradation models are often
used to test and support a certain hypothesis.
One example is the effect of catalyst degradation which can be
described by assuming several reaction pathways. A model with 3
reaction pathways was demonstrated to describe the effects of plat-
inum dissolution, platinum oxide film formation, chemical dissolution
of platinum oxide.96 This model class has been later applied to par-
ticle size distribution of the catalyst and the crossover of hydrogen
was included.97 The effect of carbon corrosion under local starva-
tion (reverse current regime) was described as a single rate reaction
with a Tafel-like approach.98 As a result cathode catalyst layer thin-
ning is assumed. A refined model with 2 effective reaction steps was
introduced99 which describes the resulting double layer capacitance.
A further refined version with 7 separate reaction rates yielded carbon
weight loss and surface oxide growth as a function of time, temper-
ature, and potential.100 In order to additionally include effects like
surface oxide groups and OH radicals a model with 16 separate re-
action rates was proposed.101 The model shows that the formation of
surface oxides on platinum and carbon support is a key feature in
the degradation reaction. In order to resolve local carbon corrosion
anode102 and cathode103 two dimensional models have been devel-
oped which link corrosion to distribution of local current density.
A one dimensional model along the channel was applied to model
carbon corrosion in dead end mode PEFC104 with good qualitative
agreement. Recently a model was presented that combines reaction
rate models with empirical correlation to fuel cell performance loss.105
This model showed quantitative agreement for both performance loss
and evolution of CO2 as a result of carbon corrosion.
Nafion type membranes do release flouride ions as a result of the
degradation process. The release of these ions was modeled with a
single first order reaction rate77 and showed good agreement with ex-
perimental results. Based on the idea that hydrogen peroxide may
be produced at the surface of platinum nano crystals within the
membrane models with five reaction steps,106 seven reaction steps107
and eleven reaction steps108 have been proposed. These models
explicitely describe the balance between radical generation and radical
quenching which could explain nonlinear trends of fluoride emission.
The effect of humidity cycling where mechanical stress is a source
for membrane degradation was modeled for GORE-SELECT mem-
branes in a three step algorithm.109 Based on an initial model for the
behavior at different relative humidities the distribution of stress in
the membrane is calculated. These values serve as input for the degra-
dation model with in turn yields a prediction of membrane lifetime,
which showed good agreement with experiments. The general effect
that changes in hydration state may lead to disastrous movement of
polymer chains was described earlier for PBI membranes110 where a
loss of modulus was predicted.
Another model application is to explore different degradation
mechanism in order to identify dominating processes. By applying
an agglomerate type model for the polarization curve of a PEFC it
could be shown that catalyst degradation does not only lead to loss
of ECSA but also increases mass transport resistance.111 The model
considers an effective film thickness of electrolyte around the cat-
alysts. The analysis of a steady state aging test at 0.6 A cm−2 for
HT-PEFC showed that the losses could be explained mainly by loss
of ECSA.91 In case of a higher current density of 0.7 A cm−2 the loss
of phosphoric acid was reported to have a significant impact.55 In a
recent approach empirical degradation functions were applied which
decrease linearly with time. This analysis yielded also for low current
densities of 0.2 A cm−2 an impact of both catalyst degradation and loss
of phosphoric acid presumably through re-distribution.112 It was found
that the initial doping level is a critical parameter for HT-PEFC degra-
dation. With a similar model the lifetime of a HT-PEFC as function of
operation temperature was shown,113 although in this case the degra-
dation parameters were yielded from a polynomal fitting function. A
very recent approach combined experiments and CFD simulation in
order to resolve degradation locally for a HT-PEFC under constant
load conditions.114 The model is based on an empirical estimation
method of 8 parameters115 and detected both catalyst degradation and
presumably loss of electrolyte as the main driving forces. One major
result of this work is that degradation does not occur homogeneously
over the active cell area.
Analytic models in contrast are very powerful to derive general
degradation pattern. In a one dimensional model the effect of degra-
dation occuring at the interface of membrane and catalyst layer was
explored.116 The results show that as long as half of the catalyst layer
remains intact the impact on overall performance my be small. An-
other model describes a non-uniform degradation of catalyst layers
along the channel, which would correspond to a common distribu-
tion of current density in a single channel.117 The general propagation
of a degradation wave along the channel was described in an earlier
work.118 This model reproduces three phases of cell degradation: of
stable operation, slow decrease of cell performance over a certain time
and fast performance decay at the end of lifetime.
Experimental
The accelerated stress test was performed with single cell test rigs.
Four HT-PEFC Celtec P1000 MEAs were used (phosphoric acid/
PBI system) which were operated at 160◦C. The temperature was
controlled by electric heaters inside end plates made of steel. The
cells were not thermally insulated. A three-fold meander flow field
(graphitic) was used with an active area of 16.65 cm2. The cells were
run on pure hydrogen/ air with fixed stochiometric ratio of 2/ 2 in
co-flow configuration. All gases were not humidified. The maximum
power point of new HT-PEFC Celtec P1000 MEAs with this flow
configuration is 0.42 W cm2 at 1.1 A cm2. In previous experiments it
was observed that degradation occurs if the cell is operated near the
maximum power point. Therefore it was decided to further increase the
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Figure 1. (Color online) Cell voltage versus time; The numbers mark the peaks for the polarization curves in Figure 3.
current density for the accelerated stress test. The cells were operated
for approx. 300 hours. The base load was set at 0.2 A cm2. At arbitrary
point in time polarization curves were recorded to mimic a load peak.
For each of the four cells a different load profile was applied in order
to test whether differences in frequency or number of excursions to
low voltage/ high current have influence on the total degradation. The
first two polarization curves were recorded right up to the maximum
power point in order to compare the performance. This performance
was identical for all four cells.
The load profiles are shown in Figure 1. The numbered peaks
have been selected for further analysis. Figure 2 shows an enlarged
section for MEA 1 and MEA 4 since the peaks are very dense in
time. The corresponding current is shown in the plot of polarization
curves in Figure 3. It can be observed that the polarization curves
show severe hysteresis effects if the cell is operated above 1.1 A cm2.
This degradation effect seems to be irreversible with one exception:
the polarization curve number 4 for MEA 1 is slightly lower than
the following peaks number 5 and 6. In that special case the cell
seemed to recover slightly. In all other cases degradation is clearly
irreversible within the time of the experiments. It seemed that further
degradation stopped or diminished once the polarization curves did
not reach the current of 1.1 A cm2. (It should be mentioned that
the lower limit for the cell voltage was set at 0.1 V at the test rig.)
All subsequent polarization curves overlap almost completely. The
polarization curves still contain some noise and jumps. Commonly,
measured data from test rigs is pre-processed (without the meaning of
Figure 2. (Color online) Enlarged parts of cell voltage versus time for MEA 1 and MEA 4.
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Figure 3. (Color online) Resulting polarization curves.
manipulation). This normal pre-processing step was avoided because
the model analysis needs to be performed as much as possible on
realistic data of the cells.
Model Development
Degradation reactions.— The modeling of degradation effects re-
quires a model with suitable key variables that resemble respective
properties of the fuel cell that are subject to degradation. These key
variables change their value as a function of parameters like voltage,
temperature and time which are considered to be the driving force for
degradation. From the discussion of the literature a list of the most
representative reactions can be derived which are related to catalyst
dissolution, carbon corrosion and membrane degradation. These reac-
tions occur each within their specific potential range which may vary
with respect to the specific mix of electrode materials and operat-
ing conditions. Therefore, thermodynamic values are used within this
modeling approach in order to define the limits of these degradation
reactions. The standard voltage E0 of a reaction can be calculated
from the Gibbs energy G according to Eq. 2, where z is the number
of exchanged electrons and F is Faraday’s constant.
E0 = −G
z F
[2]
There is one known problem with Eq. 2 in the context of degradation.
The sign of G changes with the direction of the reaction but E0 does
not. Otherwise the fuel cell reaction would take place at 1.23 V and
water electrolysis as the reverse reaction at −1.23 V – which is not
true (see further discussion119). If one considers the electrochemical
series, materials with a negative value of E0 release electrons with
respect to the standard hydrogen electrode. E. g. these materials are
(thermodynamically) not stable in water or diluted acids. It can be
assumed that degradation reactions for fuel cells should have a positive
value of E0, otherwise the sole presence of water would lead to serious
damage. Therefore, Eq. 3 is used to calculate the values for E0 based
on thermodynamic data.120
E0 =
∣∣∣∣−Gz F
∣∣∣∣ [3]
The reactions in Table I appear in the order of decreasing standard
voltage. Furthermore it is assumed that the catalyst surface is covered
by a thin film of liquid water for PEFC121-123 or phosphoric acid/ water
Table I. Reactions and corresponding voltages based on
thermodynamic data from120 for 25◦C and 101.325 kPa / values
marked with ∗) are calculated from E0.
Number Reaction G / kJ mol−1 E0 / V
1 CO + 0.5 O2 ⇀↽ CO2 -257 1.33
2 H2 + 0.5 O2 ⇀↽ H2O (liq.) -237 1.23
3 Pt ⇀↽ Pt2+ + 2 e− 228∗) 1.18
4 C + O2 ⇀↽ CO2 -394 1.02
5 Pt + 2 H2O (liq.) ⇀↽ PtO2 + 4 H+ + 4 e− 386∗) 1.00
6 C + 0.5 O2 ⇀↽ CO -137 0.71
7 H2 + O2 ⇀↽ H2O2 (liq.) -120 0.62
8 0.5 H2O2 (liq.) + 0.5 H2 ⇀↽ H2O (liq.) -117 0.61
9 C + H2O (liq.) ⇀↽ CO + H2 100 0.52
10 C + 2 H2O (liq.) ⇀↽ CO2 + 2 H2 80 0.21
11 CO + H2O (liq.) ⇀↽ CO2 + H2 -20 0.10
2a H2 + 0.5 O2 ⇀↽ H2O (gas) -229 1.18
8a 0.5 H2O2 (gas) + 0.5 H2 ⇀↽ H2O (gas) -123 0.64
7a H2 + O2 ⇀↽ H2O2 (gas) -106 0.55
9a C + H2O (gas) ⇀↽ CO + H2 92 0.48
10a C + 2 H2O (gas) ⇀↽ CO2 + 2 H2 64 0.17
11a CO + H2O (gas) ⇀↽ CO2 + H2 -28 0.15
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for HT-PEFC.124-126 Oxygen and hydrogen have to dissolve in this
surface film and reach the electrode by diffusion. Consequently, water
is produced in it’s liquid state. At the bottom of Table I reaction data
is also given for gas phase reactions to prove that the overall scheme
does not differ if the afore mentioned assumption of the presence of a
liquid film is questioned.
The working hypothesis of this paper is that a degradation reaction
occurs if the cell voltage is above or equal to the value for E0. (Actu-
ally, this behavior should be true for reactions with postive G and
opposite for negative G. In this respect the interpretation of Table I
might not be fully consistent with theory119 but seems to be consistent
with experiments.) It should further be noted that the data in Table
I is given for standard conditions, i. e. for 25◦C and 101.325 kPa.
The values should be corrected for the influence of temperature and
local concentrations. Besides that it must be considered that the elec-
trodes are composite materials. Furthermore, the resulting voltage of
a degradation process would be E0 minus losses (similar to a fuel
cell). These losses should be small since the currents associated with
degradation are very small compared to the total current of the fuel
cell. Therefore, the data for degradation reactions in Table I give a
rough orientation and will be used to guide the general discussion.
In the following the data from Table I is discussed shortly within
the framework of experimental data in order to check its plausibility.
Table I contains two reactions for platinum dissolution at 1.18 V and
1.00 V. Carbon corrosion via direct oxidation also yields two reactions
at 1.02 V and 0.71 V, respectively. The overall range from OCV to
0.7 V agrees very well with experimentally observed cathode catalyst
degradation. It also agrees with the fact that the so called platinum
band forms usually in the vicinity of the cathode,6 because dissolution
occurs only at the cathode side. Commonly, the reactions of water
with carbon at 0.52 V and 0.21 V are quoted as the general source for
carbon corrosion.6–13 The cathode potential of a working fuel cell is
ususally between 1.0 V and 0.5 V. Therefore, these reactions should
not occur at the cathode. At the anode these reactions would occur at
high anodic half cell potential, i. e. under fuel starvation conditions.
It must be mentioned that the actual reaction pathways for carbon
corrosion are very complex39,40,127 and the data in Table I is likely
to be oversimplified. Nevertheless it seems to provide a consistent
framework for the overall processes.
The formation of hydrogen peroxide at the cathode as a side prod-
uct of the fuel cell reaction occurs at 0.62 V. It was observed ex-
perimentally at 0.7 V.68 The peroxide can be reduced with crossover
hydrogen at almost the same potential of 0.61 V. On the other hand hy-
drogen peroxide decomposes readily and releases radicals. The exact
mechanism seems not to be fully understood at present.10 The radicals
in turn may damage the membrane and decrease the hydrophobicity
of the catalyst layers.6,10 Overall, this degradation mode seems to
have little impact on short time scales but becomes significant in the
long term because peroxide production occurs exactly in the normal
operation range of a fuel cell.
It can be summarized that degradation of the cathode catalyst layer
should occur in the range of OCV to 0.7 V. Anode catalyst degradation
should occur at anodic half cell potential above 0.2 V, which corre-
sponds to very low cell voltages (<0.2 V). The loss of phosphoric
acid as degradation mode does not depend directly on voltage. Acid
redistribution and removal strongly depend on local water balance
and local temperatur within the cell. Therefore, electrolyte degrada-
tion should occur proportional to current. It could be possible that
at very high current this process increases, e. g. due to restrictions in
heat transfer which may lead to a drastic increase of local temperature.
This could be translated to a critical voltage which should be below
0.5 V for a HT-PEFC operated at 160◦C (depending on the shape of
the polarization curve).
Modeling the polarization curve.— From the previous considera-
tions two main degradation modes have been identified for the present
experiment: catalyst degradation and electrolyte degradation. A very
common modeling approach for the polarization curve is to calculate
the cell voltage from the Nernst voltage minus kinetic losses. The
chosen model is shown in Eq. 4, the Nernst equation is substituted
by a constant value E0. This can be justified by the fact that for a
fixed stochiometry the average concentration should be constant. For
convenience the open cell voltage was chosen for E0.
Ecell = E0 − R j − ηact − ηtrans [4]
The term ηact describes kinetic losses of the catalyst layer and is
calculated from the Tafel equation (Eq. 5). In order to minimize the
number of parameters which have to be obtained from the polarization
curve the contributions of anode and cathode are combined into one
effective electrode. Thus, the values for α and j0 contain both contri-
butions from anode and cathode. Degradation of the catalyst layers,
i. e. loss of ECSA, should lead to a decrease of the exchange current
density j0.
The electrolyte is considered under two different aspects. The term
R contains mainly contributions from the protonic resistance of the
MEA. A loss of phosphoric acid should lead to an increase of R.
Furthermore it is assumed that the electrode surface is covered by a
thin film of phosphoric acid. The effective thickness of this film leads
to a diffusion barrier, which in turn results in a limiting current density
jlim. The respective voltage loss ηtrans is described by Eq. 6. Again,
both anode and cathode are combined into one effective electrode. A
change of the effective film thickness due to morphological changes
of the catalyst layers or acid redistribution should lead to a change of
jlim.
ηact = R T
α F
ln
j
j0 [5]
ηtrans = R T
α F
ln
( jlim
jlim − j
)
[6]
The final goal of this modeling approach is to mimic the polarization
curves from Figure 3. For each of the four MEAs the data set contains
approximately 150 h of operation with a resolution of 10 s. In order to
obtain a numerical solution the model must be able to iterate repeatedly
over 54000 data points. Therefore, this rather simple approach was
chosen. The initial values for all parameters were obtained from a
reference measurement of the same cell/ MEA and are shown in
Table II.
(The effective parameter α also contains the number of electrons
from the rate limiting step, as from theory the expression α · n would
result. The effective parameter j0 contains also contributions from the
average concentrations, because the Tafel equation (Eq. 5) usually
includes the expression j0 · (cy/cre f ).)
Degradation model: voltage controlled.— The model described
above contains three parameters which could be subject to degrada-
tion. The exchange current density j0 is linked to the activity and
ECSA of the catalyst. Catalyst degradation and carbon corrosion will
lead to a decrease in j0. The ohmic resistance R refers to proton
conductivity of the membrane. Thus, membrane degradation will lead
to a change in R. A change in morphology of the catalyst layer or an
increase of the effective thickness of the electrolyte film will increase
the diffusion barrier for oxygen. Therefore, catalyst degradation and
a change in phosphoric acid distribution will affect the value of jlim.
For the following discussion these three parameters are refered to as
Table II. Model parameters.
open cell voltage E0 0.96 V
average (proton) resistance R 0.165  cm2
effective symmetry factor α 0.75
exchange current density j0 1.2 · 10−3 A cm−2
limiting current density jlim 1.65 A cm−2
active cell area Acell 16.65 cm2
operating temperature T 433 K (160◦C)
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Figure 4. (Color online) Sigmoidal function for the onset of degradation at
Ed (with a = 10.0 and b = 1.5).
degradation parameter X ∈ { j0, R, jlim}. The most simple approach
is to assume that degradation occurs through a reaction with a single
time constant (first order reaction). For each timestep, the value of
X would change by a magnitute B (the rate constant) multiplied by
the time interval t (Eq. 7). The value at X (t)t=0 corresponds to the
initial value of the parameter in Table II.
Xt=n+1 = Xt=n + Xt=n · B · t [7]
Through a small re-arrangement (Eq. 8 and 9) it can be shown that
this leads to an exponential behavior (Eq. 10).
Xt=n+1 − Xt=n = Xt=n · B · t [8]
d X
dt
≈ Xt=n+1 − Xt=n
t
= Xt=n · B [9]
X (t) = Xt=0 · exp(B · t) [10]
The current from the recorded load profiles (Figure 1) is used as input
for the model. Based on this dataset j(t) the model calculates the
resulting cell voltage according Eq. 4. The goal for the degradation
model is to reproduce the polarization curves from Figure 3. From the
considerations mentioned before it can be concluded that the onset for
the degradation reaction should be related to a certain cell voltage. (A
uniform voltage across the active cell area is assumed by the model
which is consistent with experimental observation.) Therefore, Eq. 7
is extended by a sigmoidal function F(E). The idea is to generate a
’voltage switch’ which turns degradation on or off depending on the
underlying mechanism in Table I. The sigmoidal function F(E) is
defined by Eq. 11 and shown in Figure 4.
F(E) = 1
1 + exp
(
−a ·
(
Ed
Ecell
− b
)) [11]
This equation contains three parameters which need to be ex-
plained. The voltage Ed defines the onset of degradation and is nor-
malized by the cell voltage. Parameter b defines the value of the x-axis
where F(E) = 0.5. For the model a fixed value of b = 1.5 was cho-
sen. Parameter a defines the width or steepness of the function. For
the model a fixed value of a = 10.0 was chosen. For cell voltages
larger than Ed no degradation occurs. The onset of degradation starts
at the point Ed/Ecell = 1.0. With decreasing cell voltage the value
of F(E) increases until it reaches a maximum of F(E) = 1.0 where
cell voltage is half the value of Ed (Ed/Ecell = 2.0). The point at
half of the maximum (F(E) = 0.5) is reached at Ed/Ecell = 1.5
(parameter b). Thus, degradation ’intensity’ is smeared over a certain
voltage range. The underlying assumption is that degradation does
not occur homogeneously in a fuel cell but is influenced by distri-
bution of local concentrations, local temperature and local current.
The onset of degradation occurs at the equilibrium voltage of the re-
spective degradation reaction. With further decrease of cell voltage
the potential difference increases which leads in turn to an increasing
driving force for the reaction. This dynamic stops if the cell voltage
reaches half the value of Ed . For the given application that should be
at a sufficiently low cell voltage where any further increase will not
make any difference. In preliminary tests it was found that the exact
fitting result will of course depend on the choice of a and b but the
general behavior remains very similar. (As an example the choice of
a = 5 will stretch the sigmoidal part from 0.5 to 2.5 whereas a value
of a = 20 will compress it to the range of 1.25 to 1.75.)
Combining Eq. 11 with Eq. 12 and 13 leads to an expression for
the degradation process which contains two ’fitting’ parameters: the
degradation rate B and the onset value Ed .
Xt=n+1 = Xt=n + Xt=n · B · t · F(E) [12]
X (t) = Xt=0 · exp(B · t · F(E)) [13]
In principle the degradation function (Eq. 12) can be applied to all
three parameters { j0, R, jlim} simultaneously. This would result in a
six parameter fit on one curve - the outcome would be questionable,
because there will almost certainly be several possible solutions. In a
first approach Eq. 12 is applied for each of the parameters { j0, R, jlim}
separately. This would reveal whether there exists a single process
with a major contribution to degradation. A close inspection of the
polarization curves in Figure 3 reveals that the onset of degradation
occurs at low cell voltage or high current respectively. Therefore,
Eq. 11 is used for all parameters { j0, R, jlim}, i. e. degradation occurs
at values below Ed and not above. For the fitting procedure the least
square method was applied, i. e. the sum of least squares S was
calculated according to Eq. 14. The best fit represents a combination
of B and Ed where the ’error’ S has it’s minimal value. The total
procedure is described below.
S =
∑
t
(Ecell,exp.(t) − Ecell,model(t, B, Ed ))2 [14]
1. For each MEA the load profile j(t) was obtained from the data
of the test rig.
2. One degradation parameter was selected from { j0, R, jlim}.
3. For each Ed ∈ [0.2; 0.5] V and B ∈ [1 · 10−4; 1 · 10−2] s−1 the
steps are performed (brute force method):
(a) The cell voltage is calculated based on the load profile j(t)
from the test rig (Eq. 4 and including the degradation accord-
ing Eq. 12).
(b) The sum of squares S is calculated according Eq. 14.
4. The combination of B and Ed which yields the least sum of
squares is chosen as best fit.
This method ensures that the best fit represents the global minimum
of S if the width of the extremum is larger than the step size. Several
step sizes were tested and finally the step size of 50 was chosen. (E. g.
step size 100 yields the same solution.) The average time step of the
experiment is 10 s. Thus the result will emphasize a similar evolution
in time rather than a perfect fit of the final polarization curve.
Reasonable fits could only obtained for parameter R. Before
discussing physical interpretations of the results the quality of the fit
must be judged. Therefore, the resulting value of S for all combinations
Ed and B is shown in Figure 5 as an example. As can be seen the
lowest values for S follow an exponential decay. In order to estimate
the uncertainty all results were collected which are within the range
of 10 % of the minimum value Smin for the sum of squares (i. e.
[Smin; Smin + 0.1 Smin]). Given the shape of the curve in Figure 5 a
simple parameter variation would not be suitable.
The resulting polarization curves for the best fit are shown in
Figure 6. It can be observed that the shapes of the curves are rep-
resented quite well but the extend of degradation is underestimated
) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 134.94.122.242Downloaded on 2015-04-27 to IP 
F160 Journal of The Electrochemical Society, 162 (1) F153-F164 (2015)
Figure 5. Resulting sum of squares S for the fit of MEA 1; In the white region
no fit is obtained because degradation is too high.
by the model. The corresponding values of Ed and B are listed in
Table III. From the modeling perspective only parameter Ed is of
physical importance. The value of B strongly depends on the width of
the sigmoidal function (Eq. 11) which was set by intuition. The only
hypothesis for the rate constant B is that its value should be in the
same order of magnitude for reasonable fits. This is more or less the
case.
As a result of the fitting procedure the parameter R was identi-
fied to be the major subject of degradation. The onset of degradation
occurs in the range from Ed = 0.48 V to 0.31 V. A comparison to
the degradation reactions in Table I yield two reactions for carbon
Table III. Results of voltage controlled degradation of R, fitted in
the range Ed ∈ [0.2; 0.5] V and B ∈ [1 ·10−4; 1 ·10−2] s−1; Results
are obtained in the range of 10 % of the least sum of squares S.
Ed in V B in s−1 S comment
MEA 1 0.320 10.99 · 10−4 41.01 lowest Ed , best fit
0.410 4.96 · 10−4 44.30 highest Ed
MEA 2 0.476 8.92 · 10−4 15.68 best fit
MEA 3 0.422 16.84 · 10−4 2.86 lowest Ed
0.464 12.88 · 10−4 2.61 best fit
0.482 10.90 · 10−4 2.79 highest Ed
MEA 4 0.308 92.08 · 10−4 5.91 lowest Ed
0.326 58.42 · 10−4 5.65 best fit
0.344 38.62 · 10−4 6.17 highest Ed
corrosion in exactly the same range of 0.52 V - 0.21 V. Carbon corro-
sion could be caused by local starvation effects at low cell voltage or
respective high current densities. This could in turn lead to a change in
morphology of the catalyst layer, thus leading to an increase in ohmic
resistance. On the other hand this degradation mechanism should also
have a high impact on ECSA and limiting current density. During the
experiment it was observed that while excursions to low voltage did
cause degradation for the first several polarization curves it did have
no effect on the subsequent curves.
Another possible interpretation is that operating the fuel cell below
a certain voltage will affect membrane and/ or electrolyte because R
is usually determined by the overall protonic conductivity. In this
case cell voltage might not be a proper indicator for degradation.
Furthermore it should be remembered that the above obtained fitting
results do systematically underestimate the overall degradation effect.
Figure 6. (Color online) Resulting polarization curves for voltage driven degradation of parameter R.
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Figure 7. (Color online) Average heat flux versus time for the single cell experiments.
Therefore, the influence of heat as the driving force for degradation is
explored in the next section.
Degradation model: heat controlled.— The analysis of the exper-
imental the polarization curves from Figure 3 and the degradation
modeling from the last section showed that degradation occurs at high
current densities. Current itself should not be causing degradation as
such. Yet current is linked to rate. The electro-chemical reaction in turn
is connected to the release of electric energy and heat. A locally high
heat generation could in turn lead to locally increased temperature at
the catalyst layer, thus causing degradation. This would be enhanced
by the fact that local current density is not distributed evenly at higher
total current densities.128–130 Degradation can occur if the local tem-
perature exceeds a critical value. The model itself does not resolve
local effects, but the critical temperature can be roughly translated
into a critical value of the overall heat flux. The heat flux of the cell
˙Q can be calculated from the sum of reaction enthalpy and generated
electricity. (Note that released heat has a negative sign.) Eq. 15 defines
the overall heat flux for the single cell with H = −242000 J mol−1
(water vapor, 25◦C) and F = 96484.55 A s mol−1.
˙Q = H · j
2 · F + Ecell · j [15]
As a first step the average heat flux for the four different load
profiles is calculated from the experimental data and shown in
Figure 7.
For degradation modeling the same approach is used like in the
last section. As only difference a critical value of the average heat
flux ˙Qd is assumed to trigger degradation. Therefore, the sigmoidal
function F(E) (Eq. 11) is substituted by F( ˙Q) (Eq. 16).
F( ˙Q) = 1
1 + exp
(
−10 ·
(
˙Qcell
˙Qd − 1.5
)) [16]
For small heat fluxes no degradation occurs. The onset of degrada-
tion starts at ˙Qd (i. e. ˙Qcell/ ˙Qd = 1.0). With further increase of ˙Qcell
the value of F( ˙Q) increases until it reaches maximum when the heat
flux is twice as much as ˙Qd .
The fitting procedure was applied for each of the parameters
{ j0, R, jlim} separately. Again, very good agreement was found for
the degradation of R. The resulting polarization curves are shown in
Figure 8. By comparing Figures 6 and 8 it can be recognized that the
quality of the fit increased significantly. The same information can be
obtained by comparing the values for the sum of squares (the ’error’
of the fit). For MEAs 1, 2 and 3 the values of S are much lower in
Table IV compared to Table III. A general feature of the polarization
curves in Figure 8 is that the quality of fit is good for the first curves
and becomes worse for the following curves. This is understandable
since the model is zero dimensional and does only correspond to aver-
age values of heat, current and voltage. Local distributions will have
a significant effect on degradation and the resulting differences are
added up for each time step. Furthermore, degradation seems to be
reversible to a small extent – as discussed in section ’Experiment’.
This is not considered in the model. Nevertheless, the model does
provide an almost quantitative fit over the first 100 h at a resolution
of 10 s.
The resulting fitting parameters are shown in Table IV. The val-
ues for ˙Qd for the onset of degradation show a wide spread from
−0.61 W cm−2 to −1.25 W cm−2. One possible explanation is the
fact that the model calculates average values, whereas in reality the
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Figure 8. (Color online) Resulting polarization curves for heat driven degradation of parameter R.
driving force for degradation are local values of heat and thus tem-
perature. Another possible interpretation is the following. The model
yields stable solutions over a wide range or ˙Qd . This corresponds to
the fact that small variations in heat conduction lead to a large spread
in apparent onset values of ˙Qd since local temperature should be the
real driving force for degradation. All cells have been assembled man-
ually. This could lead to different levels of compression and thus to a
difference in the resulting heat conductivity.
As a result it can be concluded that local overheating leads to an
irreversible increase in resistance. One reason could be temperature
induced damage to structural integrity of the polymer membrane. An-
other explanation could be the removal or redistribution of phosphoric
Table IV. Results of heat controlled degradation of R, fitted in the
range ˙Qd ∈ [−0.3; −2.0] W cm−2 and B ∈ [1 · 10−4; 1 · 10−2] s−3;
Results are obtained in the range of 10 % of the least sum of
squares S.
˙Qd in W cm−2 B in s−1 S comment
MEA 1 -0.84 6.94 · 10−4 28.00 lowest ˙Qd
-0.95 10.90 · 10−4 27.25 best fit
-1.25 80.20 · 10−4 27.84 highest ˙Qd
MEA 2 -0.61 6.94 · 10−4 6.49 lowest ˙Qd , best fit
-0.91 54.46 · 10−4 6.88 highest ˙Qd
MEA 3 -0.88 24.76 · 10−4 1.64 lowest ˙Qd
-0.95 32.68 · 10−4 1.60 best fit
-0.98 38.62 · 10−4 1.64 highest ˙Qd
MEA 4 -0.74 6.94 · 10−4 4.99 lowest ˙Qd
-0.84 12.88 · 10−4 4.63 best fit
-1.08 88.12 · 10−4 5.00 highest ˙Qd
acid from membrane and electrode. In theory the loss of phosphoric
acid by evaporation should be very small. On the other hand high
current is also coupled to production of large amounts of water which
may dillute the phosphoric acid and increase its mobility, since the to-
tal volume of liquid electrolyte depends on the balance between water
production and water removal. The change in total volume of elec-
trolyte was also detected by in-situ synchrotron X-ray radiography for
HT-PEFC.131 In a recent conference talk first results of X-ray tomo-
graphic microscopy were presented,132 which visualize movement of
a liquid in the gas diffusion layer of a HT-PEFC operated under severe
conditions at 160◦C. This experimental evidence together with the fact
that a change of only R is required for very good agreement leads to
a strong indication that the loss of phosphoric acid from the MEA is
likely to be the major degradation mode at high currents. This degra-
dation mechanism may be unique for the Celtec type MEAs, because
due the production process the membrane contains an exceptional
high amount of phosphoric acid.57,133
It should be mentioned that an apparent increase in ohmic resis-
tance could also be caused agglomeration of catalyst particles.117 Such
an interpretation would require more fitting parameters and is there-
fore considered to be less likely within this context. The presented
hypothesis is also in agreement with other HT-PEFC degradation ex-
periments. In case of a relatively high current density of 0.7 A cm−2
the loss of phosphoric acid was reported to have a significant impact.55
For lower current densities (0.6 A cm−2 to 0.2 A cm−2) it was shown
that internal resistance does not change significantly,58,91,92 i. e. the
loss of phosphoric acid is not significant. In another study it was also
found that by increasing the operating temperature of a HT-PEFC up
to 190◦C the loss of phosphoric acid becomes a significant issue.95 In
an extreme case of a HT-PEFC operated up to 300◦C severe catalyst
degradation was identified as the major failure mode.134,135 At tem-
peratures up to 200◦C a sudden increase in mass transport limitation
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is reported134 for currents above 0.6 A cm−2 which agrees well with
the above presented modeling result of redistribution of phosphoric
acid.
Conclusions
An accelerated degradation test for high temperature polymer elec-
trolyte fuel cells was performed where the fuel cell is constantly under
load with frequent periods of very high current. Four different cells
were operated each with a specific load profile. As a result severe
performance degradation was observed in the region of high current
densities. A simple polarization curve model was used to explore dif-
ferent possible degradation mechanisms. The modeling results allow
for two different interpretations. Carbon corrosion reactions can ex-
plain the observed effects if cell voltage is assumed as the driving
force for degradation. A better fit was obtained by using the overall
heat flux as degradation criterion. In this case an increase in local tem-
perature could lead to redistribution and loss of phosphoric acid from
the MEA. The results are supported by the fact that the model yields
consistent time dependend results for four different and non-periodic
load cycles.
The loss of phosphoric acid could be explained by a combination
of two effects. Firstly, local temperature at the catalyst sites increases
at high current which decreases viscosity and enhances mobility of
phosphoric acid. Secondly, the high water production rate at high
currents may dillute the phosphoric acid. The total water concentration
in the acid depends on the balance of electrochemical reaction rate and
evaporation rate. The overall effect is a redistribution of phosphoric
acid from the membrane electrode assembly into GDL and flow field.
This is in general agreement with cell and stack experiments where
phosphoric acid is frequently found at or in the graphitic bipolar plates
at the end of life.
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