Multidomain Galerkin-Collocation method: characteristic spherical
  collapse of scalar fields by Alcoforado, M. A. et al.
ar
X
iv
:2
00
9.
00
11
5v
1 
 [g
r-q
c] 
 31
 A
ug
 20
20
Noname manuscript No.
(will be inserted by the editor)
Multidomain Galerkin-Collocation method:
characteristic spherical collapse of scalar fields
M. A. Alcoforado1 · W. O. Barreto1, 2 ·
H. P. de Oliveira1
September 2, 2020
Abstract We initiate a systematic implementation of the spectral domain
decomposition technique with the Galerkin-Collocation (GC) method in sit-
uations of interest such as the spherical collapse of a scalar field in the char-
acteristic formulation. We discuss the transmission conditions at the inter-
face of contiguous subdomains that are crucial for the domain decomposition
technique for hyperbolic problems. We implemented codes with an arbitrary
number of subdomains, and after validating them, we applied to the problem
of critical collapse. With a modest resolution, we obtain the Choptuik’s scal-
ing law and its oscillatory component due to the discrete self-similarity of the
critical solution.
Keywords Numerical Relativity · Characteristic Formulation · Galerkin-
Collocation · Multidomain Decomposition
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1 Introduction
Spectral methods have become popular in numerical relativity with applica-
tions in a large variety of problems [1]. It is well known that spectral meth-
ods are global methods characterized by expansion of high order polynomial
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approximations that provide highly accurate solutions exhibiting exponen-
tial convergence for smooth functions with moderate computational resources.
However, in general, the accuracy is spoiled in the case of complex geome-
tries, or for the situation in which the solutions have localized regions of rapid
variation [2,3].
The domain decomposition or multidomain method is a powerful tool to
deal with problems described by partial differential equations in complex ge-
ometries or presenting strong gradients in localized regions of the spatial do-
main. The multidomain technique consists of partitioning the physical domain
into several subdomains together with the transmission conditions to connect
the solutions in all subdomains. In fact, how solutions of contiguous subdo-
mains are matched turn to be a crucial aspect of any domain decomposition
scheme.
The spectral-domain decomposition codes were first established in prob-
lems of fluid mechanics in the late 1970s. We indicate Canuto et al. [2] (see
also Ref. [4]) for a helpful and concise presentation of domain decomposition
methods. Orszag [5] introduced the spectral domain decomposition method for
elliptic problems; Kopriva [6,7] considered the spectral multidomain technique
for hyperbolic problems. In this case, we remark that there is no unique way
of matching the solutions in contiguous subdomains [6,8].
The first application of the spectral domain decomposition method in Nu-
merical Relativity was to determine the stationary configurations [9] and the
initial data problem [10,11]. For the time-dependent systems, the spectral do-
main decomposition was implemented within the SpEC [12] and LORENE
[13] codes to deal with the gravitational collapse, the dynamics of stars and
the evolution of single [14] and binary black holes [15]. A more detailed ap-
proach for the multidomain spectral codes is found in Refs. [16] and in the
SXS collaboration [17].
In this work, we begin a systematic implementation of the multidomain
technique with the Galerkin-Collocation method. As the first step, we consider
the dynamics of self-gravitating spherically symmetric scalar fields described
in the characteristic scheme [18]. We have already implemented Galerkin-
Collocation codes successfully in two domains in the following cases: (i) deter-
mination of the initial data for single [19] and binary black holes [20,21], (ii)
the dynamics of cylindrical gravitational waves [22], and (iii) critical collapse
in the new characteristic scheme [23].
We divided the paper as follows. In the second Section, we present the field
equations and the essential elements of the characteristic scheme. We describe
the domain-decomposition strategy in Section 3. We remark the innovative
introduction of the computational subdomains, the basis functions’ construc-
tion, and the distribution of collocation points in each subdomain. We have
also briefly discussed the transmission conditions for the present hyperbolic
problem. In Section 4, we present the numerical tests to validate the multido-
main code. We have applied the code to reproduce the Choptuik scaling law
and its oscillatory component in connection with the critical collapse. We sum-
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marize the results and trace out some directions of the present multidomain
strategy.
2 The field equations
We present briefly the main equations and aspects of the spherical collapse of a
scalar field described by the characteristic scheme [18]. The general spherically
symmetric line element expressed in Bondi coordinates is:
ds2 = −
V
r
e2βdu2 − 2e2βdudr + r2(dθ2 + sin2 θdϕ2), (1)
where u = constant denotes the null hypersurfaces that foliate the spacetime,
and the metric functions V, β depend on the coordinates u, r. The matter
content is a scalar field φ = φ(u, r) with the following energy momentum
tensor:
Tµν = φ,µφ,ν −
1
2
gµν
[
(∂φ)2 + 2U(φ)
]
, (2)
where (∂φ)2 = gαβφ,αφ,β and U(φ) is the scalar field potential.
We can recast the field equations in the following form:
β,r =
r
4
φ2,r (3)
V,r = e
2β
(
1− r2U(φ)
)
(4)
(rφ),ur −
1
2r
(rV φ,r),r +
r
2
e2β
dU
dφ
= 0. (5)
We have adopted the unit system such that 8πG = c = 1. The first two equa-
tions are hypersurface equations, while the last is the Klein-Gordon equation.
For the integration of Eqs. (3) - (5), we adopt the auxiliary field Φ defined by
Φ ≡ rφ. (6)
The evolution scheme follows the typical hierarchical structure of the charac-
teristic formulation. It starts with the initial data φ(u0, r) from which after
integrating Eq. (3), we can determine β(u0, r). In the sequence, we can inte-
grate Eq. (4) to obtain V (u0, r). Next, Eq. (5) determines φ,u evaluated at
u = u0, allowing as a consequence to fix the scalar field at the next null hy-
persurface, or φ(u0 + δu, r). The whole cycle repeats, providing the evolution
of spacetime.
For the sake of completeness, we present the main physical aspects associ-
tated with the self-gravitating scalar field. We begin with the mass function,
m(u, r), that measures the total amount of mass-energy inside a sphere of
radius r at the hypersurface u. It is defined by
1−
2m
r
= gµνr,µr,ν =
V e−2β
r
. (7)
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The formation of an apparent horizon signalizes the formation of a black hole.
It occurs when β →∞, in another words when the expansion of outgoing null
rays vanishes.
The Bondi mass, MB(u) is given by
MB(u) = lim
r→∞
m(u, r). (8)
Contrary to the ADM mass [24], the Bondi mass is not conserved but satisfies
the Bondi formula [25,26]
dMB
du
= −
1
2
e−2H(u)N(u)2, (9)
where N(u) = Φ0(u),u is the news function, Φ0(u) = limr→∞ Φ and H(u) =
limr→∞ β.
We summarize below the conditions near r = 0 and near the future null
infinity [26]. Near the origin:
Φ(u, r) = Φ1(u)r + Φ2(u)r
2 +O(r3) (10)
β(u, r) = O(r2) (11)
V (u, r) = r +O(r3). (12)
Near the future null infinity:
Φ(u, r) = Φ0(u) +
Φ−1(u)
r
+O(r−2) (13)
β(u, r) = H(u) +
β−2(u)
r2
+O(r−3) (14)
V (u, r) = re2H − 2e2HMB(u) +O(r
−1). (15)
The Bondi mass can be determined directly from the asymptotic expansion of
the metric function V (u, r) shown by Eq. (15), or we can extend the integral
form given by [26] to include the potential
MB(u) =
1
4
∫
∞
0
[
rV e−2β
(
Φ
r
)2
,r
+ 2r2U(φ)
]
dr.
(16)
We point out that the Bondi mass calculation is performed more accurately
using the above integral expression.
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Fig. 1 Basic scheme showing the subdomains D1,D2, ..,Dn covered by −1 ≤ ξj ≤ 1,
k = 1, 2, .., n, and the intermediate computational subdomain −1 ≤ x ≤ 1.
3 The multidomain Galerkin-Collocation method
We describe here the numerical procedure based on the Galerkin-Collocation
method in multiple nonoverlapping subdomains applied to the problem of a
self-gravitating scalar field governed by Eqs. (3) - (5). We have divided the
physical domain D : 0 ≤ r <∞ into n subdomains
D1 : r
(0) ≤ r ≤ r(1); D2 : r
(1) ≤ r ≤ r(2), ...,
Dn : r
(n−1) ≤ r <∞
with r(0) = 0, and r(1), r(2), .., r(n−1) represent the interface between contigu-
ous subdomains. We assume that n ≥ 2.
To begin with the presentation of the multidomain Galerkin-Collocation
procedure, we first establish the spectral approximations of the relevant func-
tions in each subdomain and the appropriate transmission conditions. Let us
consider the auxiliary scalar field Φ(u, r) (cf. Eq. (6)). At each subdomain, we
have
Φ(l)(u, r) =
Nl∑
k=0
a
(l)
k (u)ψ
(l)
k (r), (17)
where l = 1, 2, .., n indicates the subdomain; a
(l)
k (u) and ψ
(l)
k (r), are the modes
and the basis functions belonging to the l-th subdomain, respectively, and
Nl, l = 1, 2, .., n are the truncation orders that dictate the number of modes
in each subdomain.
According with the Galerkin method, the basis functions, ψ
(1)
k (r) and
ψ
(n)
k (r), must satisfy the boundary conditions (10) and (13), respectively. For
the the n−2 interior subdomains, the basis functions, ψ
(l)
k , l = 2, 3, .., n−1, are
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Fig. 2 We present from the upper to bottom panels the exponential decay of (δcNP )max for
the cases of two, three, and four subdomains, respectively. The graphs with boxes, triangles,
and circles correspond to the map parameter L0 = 0.5, 1.0 and 2.0, respectively.
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Fig. 3 Exponential decay of Cmax for the cases of two (boxes), three (triangles), and four
subdomains (circles). We have fixed the map parameter L0 = 0.5.
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Fig. 4 Exponential decay of (∆MB)max (cf. Eq. (50) for the cases of two (boxes), three
(triangles), and four subdomains (circles). We have fixed the map parameter L0 = 0.5
the rational Chebyshev polynomials [35] defined at each subdomain as we are
going to see in the sequence. The first subdomain encompasses the condition
(10), and we define the basis function as a linear combination of the ratio-
nal Chebychev polynomials. For the last subdomain, the asymptotic condition
(13) dictates that basis functions are the rational Chebyshev polynomials.
To define the rational Chebyshev polynomials in each subdomain, we need
to refer to Fig. 1. We show the basic scheme with the connection between
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Fig. 5 In the upper panel, we illustrate the Bondi mass behavior for a supercritical solution
until the apparent horizon forms. In the lower plot, we present the typical step function
predicted by Christodoulou prior to the formation of the apparent horizon. In both cases,
apparent horizon mass mAH = rAH/2 and the Bondi mass are approximately equal. Here
MBH ≈ 2.18× 10
3 corresponding to A0 = 1.5129325 and L0 = 0.1.
the physical domain with the computational subdomains. First, the physical
domain D : 0 ≤ r < ∞ is mapped into the interval −1 ≤ x ≤ 1 using the
algebraic map [35]
r = L0
(1 + x)
1− x
, (18)
where L0 is the map parameter and x
(1), x(2), .., x(n−1) are the interface be-
tween contiguous subdomains as shown in Fig. 1. Second, we introduce linear
transformations to define the computational subdomains parameterized by
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(a)
(b)
Fig. 6 (a) Two subdomains with N1 = N2 = 500 as the scalar field truncation orders and
interface at r(1) = L0 = 0.5 (x(1) = 0). (b) Two subdomains with N1 = N2 = 200, interface
at r(0) = L0/3 (x(1) = −0.5) and L0 − 0.3.
−1 ≤ ξ(l) ≤ 1, l = 1, 2, .., n:
x(ξ(l)) =
1
2
[(
x(l) − x(l−1)
)
ξ(l) + x(l) + x(l−1)
]
, (19)
with l = 1, 2..., n where x(0) = −1 and x(n) = 1. These computational subdo-
mains are the loci of the collocation points that are mapped back to rk in the
physical domain D.
The rational Chebyshev polynomials are defined in each subdomains as
TL
(l)
k = Tk
(
ξ(l) =
a(l)r + b(l)
(r + L0)
)
, (20)
where
a(l) =
2L0 + r
(l) + r(l−1)
r(l) − r(l−1)
, (21)
b(l) = −
2r(l)r(l−1) + L0
(
r(l) + r(l−1)
)
r(l) − r(l−1)
. (22)
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(a)
(b)
Fig. 7 (a) Four subdomains with N1 = N2 = N3 = 200 and N3 = 300, interfaces at
r(1) = L0/7, (x(1) = −0.75), r(2) = L0/3 (x(1) = −0.5), r(3) = L0 (x(1) = 0) with
L0 = 0.1. (b) Four subdomains with N1 = N2 = N3 = 105 and N3 = 140, interfaces
at r(1) = L0/19 (x(1) = −0.9), r(2) = L0/3 (x(1) = −0.5), r(3) = L0 (x(1) = 0) with
L0 = 0.1.
Tk(ξ) is the Chebyshev polynomial of kth order, r
(l−1) ≤ r ≤ r(l) corresponds
to −1 ≤ ξ(l) ≤ 1 for all l = 1, 2, .., n with r(0) = 0 and r(n) is located at the
infinity.
We can now define the basis functions for the spectral approximation (17).
As we have mentioned, the rational Chebyshev polynomials (20) are the basis
for the subdomains Dl, l = 2, .., n. The basis functions defined in the first
subdomains D1 are given by
ψ
(1)
k (r) =
1
2
(
TL
(1)
k+1(r) + TL
(1)
k (r)
)
. (23)
From the above definition, we have ψ
(1)
k (r) = O(r) that satisfies the condition
(10).
The next step is to establish the transmission or matching conditions to
guarantee that all pieces of Eq. (17) represent the same function Φ(u, r) but
viewed in each subdomain. We adopt the patching method [2] demanding that
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Fig. 8 Presence of the potential. Four subdomains with N1 = N2 = N3 = 200 and
N3 = 300, interfaces at r(1) = L0/7, (x(1) = −0.75), r(2) = L0/3 (x(1) = −0.5), r(3) =
L0 (x(1) = 0) with L0 = 0.1.
a function and all their (d− 1)th spatial derivatives must be continuous at the
interface of contiguous subdomains, where d is the highest derivative order. In
the present case, all spatial derivatives involve only the radial coordinate r,
and since for the field Φ(u, r) we have d = 2, the transmission conditions are
Φ(l)
(
u, r(l)
)
= Φ(l+1)
(
u, r(l)
)
(24)
(
∂Φ(l)
∂r
)
r(l)
=
(
∂Φ(l+1)
∂r
)
r(l)
(25)
with l = 1, 2, .., n. We remark that the number of transmission conditions,
together with the number of collocation points, must be equal to the total
number of modes a
(l)
k .
The spectral approximations for the functions β(u, r) and V (u, r) are
β(l)(u, r) =
N¯l∑
k=0
b
(l)
k (u)χ
(l)
k (r) (26)
V (l)(u, r) = r +
N¯l∑
k=0
c
(l)
k (u)rχ˜
(l)
k (r), (27)
where b
(l)
k (u) and c
(l)
k (u) are the unknown modes associated with the metric
functions β(u, r) and V (u, r) defined in each subdomain. Notice that the trun-
cation orders N¯l can be distinct from those of the auxiliar field approximation
meaning that we have, in general two sets of collocation points. The basis
functions χ
(1)
k (r), χ˜
(1)
k (r) and χ
(n)
k (r), χ˜
(n)
k (r) satisfy the conditions (11), (12)
and (14), (15), respectively (see Appendix). And the transmission conditions
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are:
β(l)
(
u, r(l)
)
= β(l+1)
(
u, r(l)
)
(28)
V (l)
(
u, r(l)
)
= V (l+1)
(
u, r(l)
)
, (29)
with l = 1, 2, .., n− 1.
The goal of any spectral method is to approximate a set of evolution partial
differential equations into a finite set of ordinary differential equations. Con-
sidering the Eq. (5) the result is a dynamical system for the modes a
(l)
k (u),
l = 1, 2, .., n. On the other hand, we approximate the hypersurface equations
(3) and (4) to sets of algebraic equations for the all modes b
(l)
k (u) and c
(l)
k (u).
In what follows, we have generalized the procedure outlined in Refs. [22,23].
For the sake of simplicity, we consider the hypersurface equation (3). After
substituting the spectral approximation (17) and (26), we obtain the residual
equations belonging to each subdomain. Esquematically, we have
Res
(l)
β (u, r) =
N¯l∑
k=0
b
(l)
k (u)χ
(l)
k (r) −
r
2
(
Φ(l)
r
)2
,r
, (30)
with l = 1, 2, .., n. We follow the prescription of the Collocation method to
determine a set of algebraic equations for the modes b
(l)
k (u), meaning to vanish
the residual equations represented by (28) at the corresponding collocation
points located in each subdomain. Then
Res
(l)
β (u, r
(l)
j ) = 0. (31)
where r
(l)
j are the collocation points in the physical domain related to the
collocation points ξ
(l)
j in the computational subdmains by
r
(l)
j =
b(l) − L0ξ
(l)
j
ξ
(l)
j − a
(l)
, (32)
with a(l), b(l) given by the relations (21) and (22), respectively. The total
amount of the collocation points, ξ
(l)
j in the computational subdomains must
be
n∑
l=1
N¯l + n︸ ︷︷ ︸
number of
modes b
(l)
k
− (n− 1)︸ ︷︷ ︸
transmission
conditions
=
n∑
l=1
N¯l + 1︸ ︷︷ ︸
number of collocation
points
.
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Table 1
D1 D2 ... Dn−1 Dn
β N¯1 + 1 N¯2 ... N¯n−1 N¯n
V N¯1 + 1 N¯2 ... N¯n−1 N¯n
Φ N1 N2 − 1 ... Nn−1 − 1 Nn
Table 1 Distribution of the collocation points in each subdomains according to correspond-
ing truncation orders.
Therefore, we have
∑n
l=1 N¯l+1 equations (31). These equations together with
the transmission conditions (28) form a closed algebraic system for the modes
b
(l)
k whose solution can be read as
b
(l)
k = F
(l)
k

[(Φ
r
)
,r
](q)
j

 , (33)
where k = 0, 1, .., N¯l, l, q = 1, 2, .., n and
[
(Φ/r),r
](q)
j
are the values of (Φ/r),r
at the collocation points of the qth-subdomain. It is possible that q 6= lmeaning
that the modes belonging to the lth subdomain can depend on the values of
(Φ/r),r evaluated at other subdomains than the lth.
We choose ξ
(l)
j as the Chebyshev-Gauss-Lobatto points [27] in each subdo-
main. The distribution of the
∑n
l=1 N¯l+1 collocation points in the subdomains
is indicated in Table 1. Accordingly, in the first subdomain, we have
ξ
(1)
j = cos
(
jπ
N¯l + 2
)
, j = 1, 2, .., N¯l + 1, (34)
and in the remaining subdomains
ξ
(l)
j = cos
(
jπ
N¯l + 1
)
, j = 1, 2, .., N¯l, (35)
for all l = 2, 3, .., n. Notice that for the above set of collocation points, we
have placed the interfaces r(1), r(2), .., r(n−1) as belonging to the corresponding
subsequent subdomains, D2,D3, ..,Dn, respectively
For the metric function V (u, r), we perform the same procedure outlined
previously, taking into account the collocation points (34) and (35). We obtain
an algebraic system for the modes c
(l)
k whose solution can be written in the
following way
c
(l)
k = G
(l)
k (β
(q)
j , Φ
(q)
j ), (36)
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where k = 0, 1, ., N¯l and l, q = 1, 2, .., n. Here β
(q)
j and Φ
(q)
j are the values of β
and Φ at the collocation points in the qth subdomains.
The final step is to obtain the dynamical system that approximates the
Klein-Gordon equation (5). We have followed the same procedure described
previously first by establishing the corresponding residual equations in each
subdomain. We have,
Res(l)(u, r) =
∑
k=0
da
(l)
k
du
ψ
(l)
k (r) −
1
2r
[
rV
(
Φ
r
)
,r
](l)
+
r2
2
e2β
(l)
(
dU
dΦ
)(l)
, (37)
where l = 1, 2.., n, the functions Φ, V, β above are given by their respective
spectral approximations in each subdomain. Second, we proceed by vanishing
the residual equations (37) at the collocation points defined in each subdomain
and taking into account the transmission conditions (24) and (25). From these
equations, we obtain the following set of equations:
da
(l)
k
du
= L
(l)
k (β
(q)
j , V
(q)
j , Φ
(q)
j , ..), (38)
where k = 0, 1, .., Nl and l, q = 1, 2, .., n. The RHS depends on the values of
β, V, Φ, .. at the collocation points not only in the lth subdomain.
For the residual equation (37), we have considered another set of colloca-
tion points. The number of this new set of collocation is connected with the
transmission conditions according to
n∑
l=1
Nl + n︸ ︷︷ ︸
number of
modes a
(l)
k
− 2(n− 1)︸ ︷︷ ︸
transmission
conditions
=
n∑
l=1
Nl − n+ 2︸ ︷︷ ︸
number of collocation
points
,
where n ≥ 2. We have chosen the Chebychev-Gauss-Lobatto points and pre-
sented their distribution in each subdomain in Table 1. Then, for the first,
l = 1 and the last, l = n subdomains, we have Nl collocation points:
ξ
(l)
j = cos
(
jπ
Nl
)
, if l = 1, n, (39)
where j = 0, 1, .., N1 and j = 1, 2, .., Nn − 1, for the first and the last sudod-
mains, respectively. And for all other subdomains, it follows
ξ
(l)
j = cos
(
jπ
N (l) − 1
)
, if l = 2, .., n− 1, (40)
where j = 1, 2.., Nl − 1. Again, it is worth of mentioning that we have placed
the interfaces r(1), r(2), .., r(n−1) as belonging to the corresponding subsequent
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subdomains, D2,D3, ..,Dn, respectively. We remark that by choosing distinct
truncation orders, Nl and N¯l means two separate grids in each subdomain.
At this point, it is necessary to remark about possible additional interface
conditions associated to the evolution equation (5). Following Kopriva [6],
Canuto et al. [2], domain decomposition in hyperbolic problems require special
care with additional conditions at the interfaces. In the present case, we take
advantage of placing the interface points belonging to the collocation points
of the subsequent subdomain to assume that
(Φ)
(l+1)
ur −
1
2r(l)
[
rV
(
Φ
r
)
,r
](l+1)
,r
+
r(l)
2
×
e2β
(l+1)
(
dU
dΦ
)(l+1)
= 0, (41)
where l = 1, 2, .., n − 1. The above conditions are equivalent to the upwind
scheme [6,7]. Another possibility is to adopt the average procedure that con-
sists of collecting both contiguous subdomains contributions. For instance, at
the interface r(l) we would have
(Φ)
(l+1)
ur −
1
4r(l)
{[
rV
(
Φ
r
)
,r
](l+1)
,r
+
[
rV
(
Φ
r
)
,r
](l)
,r
}
+
r(l)
4
{
e2β
(l+1)
(
dU
dΦ
)(l+1)
+ e2β
(l)
(
dU
dΦ
)(l)}
= 0, (42)
We have implemented the above average condition in Ref. [23] for a code with
two subdomains to integrate the field equations in the affine characteristic
formulation. Although the average interface condition provided a stable code,
its implementation in the realm of multidomain decomposition requires careful
attention. For this reason, we have adopted the upwind interface condition (41)
not only due to its simplicity but also for generating a stable and accurate code.
4 Numerical results: code validation and applications
We divided the present Section into two parts. In the first part, we deal with
two numerical tests: the verification of the Newman-Penrose constant and the
Bondi formula for the energy conservation. Both tests are necessary to validate
the multidomain GC algorithm. In particular, we are interested in the influ-
ence of increasing the number of subdomains and the number of collocation
points on the code convergence. In the second part, we applied the multido-
main algorithm to recast the black hole scaling law connected with the critical
gravitational collapse originally discovered by Choptuik [28].
In the numerical tests to validate the code, we have integrated the dy-
namical system with a standard fourth-order Runge-Kutta method, whereas
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Table 2
D1 D2 D3 D4
0 ≤ r ≤ L0 L0 ≤ r <∞ - -
0 ≤ r ≤ 1
2
L0
1
2
L0 ≤ r ≤ 2L0 2L0 ≤ r <∞ -
0 ≤ r ≤ 1
3
L0
1
3
L0 ≤ r ≤ L0 L0 ≤ r ≤ 3L0 3L0 ≤ r <∞
Table 2 We show above the subdomain boundaries in terms of the map parameter after
assuming that the intermediate computational domain is divided equally
to investigate the critical collapse, we have used the Cash-Karp [29] adaptive
integrator. For most cases, the truncation order N¯l has an increase of about
30% of the corresponding Nl.
4.1 Validating the code
In dealing with the multidomain algorithm, we have to select the number of
subdomains, the interface locations, and the map parameter. We adopted the
division of the intermediate computational domain −1 ≤ x ≤ 1 (cf. Fig. 1)
in equal parts. For instance, if we have two subdomains, x(1) = 0 implying
that r(1) = L0, in the case of three subdomains, x
(1) = −1/3 and x(2) = 1/3
implying in r(1) = L0/2 and r
(2) = 2L0, respectively, and so on. Consequently,
the information about the location of the interfaces is determined by the map
parameter L0. In Table 2, we indicate the ranges of each subdomain for the
sake of clarity.
The first numerical test is the verification of the Newman-Penrose con-
stant [30], cNP . We obtain this quantity from the asymptotic expansion of the
auxiliary scalar field given by Eq. (13). The field equations dictate that
cNP ≡ Φ−1(u) = constant. (43)
We proceed with the following the initial data
Φ0(r) =
A0r
k1 + (r − k2)2
, (44)
where k1 and k2 are positive constants and A0 is the scalar field initial ampli-
tude. Taking into account the previous equations, we identify the NP constant
as
cNP = A0. (45)
We compare this value with the approximate NP constant provided by the
spectral approximation of the scalar field at the nth or the last subdomain
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(cf. Eq (17)). It means that we express the approximate cNP in terms of the
modes a
(n)
k (u) with
cNP (u) = − lim
r→∞
(
r2
∂Φ(n)
∂r
)
. (46)
For the numerical experiments, we set k1 = 0.5, k2 = 2.0, and A0 = 0.27
representing an initial pulse that, although dispersing, is close to the formation
of a black hole (A0 & 0.28). We integrate the dynamical system (38) along
with the Eqs. (33) and (36) using a forth-order Runge-Kutta integrator with
a stepsize of 10−4. We calculate the relative deviation δcNP according to
δcNP =
|cNP (0)− cNP (u)|
cNP (0)
× 100, (47)
where cNP (0) is given by Eq. (63).
We show in Fig. 2 the log-linear plots of δcNP in terms of the total trun-
cation order of the scalar field for two, three, and four subdomains for some
values of L0. Notice that for two subdomains, the convergence is not well de-
fined for L0 = 0.5 and 1; for L0 = 2, the exponential decay of δcNP becomes
evident. From Table 2, r ≥ L0 defines the second subdomain. In the case of
three subdomains, we noticed the exponential decay of δcNP for all values of
L0. In particular, this decay is more effective for L0 = 1 where δcNP ≃ 10
−10%
for total truncation order of N = 60+60+80 = 200. By considering four sub-
domains, we observe that the exponential convergence for L0 = 0.5, 1 and 2,
but the last value produces a better decay.
The second numerical test consists in verifying the validity of the Bondi
formula (9) after conveniently rewritten by introducing the function C(u) [26]:
C(u) =
1
MB(u0)
[
MB(u)−MB(u0) +
+
1
2
∫ u
u0
e−2H(u)N(u)2 du
]
× 100 (48)
C(u) measures the deviation from the global energy conservation described by
the Bondi formula with C(u) = 0 for the exact solution. For this test, we have
considered a Gaussian initial data
Φ0(r) = A0re
−(r−r0)
2/σ2 . (49)
Here, we have set r0 = 0.5, σ = 1 and A0 = 1.5 which is close to evolutions that
result in the formation of an apparent horizon. We evolve the system as before
using a fourth-order Runge-Kutta integrator but with stepsize 5.0×10−5. The
integral on the RHS of Eq. (48) is calculated with the Newton-Cotes formulae
[31]. In Fig. 3, we have fixed L0 = 0.5 and display the decay of C(u) for the case
of two (blue boxes), three (red triangles), and four subdomains (black circles).
In general, no matter is the division of subdomains, C(u) decays exponentially,
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indicating a rapid convergence of the spectral code. For the present initial
data and value of the map parameter, the division in three subdomains seems
slightly better. However, for a global truncation order of N ≥ 200, the error
reaches the machine precision.
An alternative way of rewriting the Bondi formula is to approximate the
LHS of Eq. (9) that results in
∆MB(u) =
∣∣∣ 1
2δu
(MB(u+ δu)−MB(u− δu))
+
1
2
e−2H(u)N(u)2
∣∣∣. (50)
Fig. 4 illustrates the rapid decay of the error, where the three and four sub-
domains codes display equivalent results.
It is worth mentioning that the convergence depends on several factors: the
location of the interfaces, the map parameter, the number of collocation points
in each subdomain, and of course of the number of subdomains. As mentioned,
we generate the results displayed in figures 2, 3, and 4 with the interfaces
chosen such that the intermediate computational domain is divided equally. It
is possible to make distinct choices for the interface locations aiming specific
goals, for instance, to determine precisely the Bondi mass at the moment the
apparent horizon forms.
4.2 Critical collapse
Critical collapse is still a fertile field of investigation concerning the conse-
quences of the gravitational strong-field regime. Choptuik [28] discovered the
essential aspects of what is known by the critical phenomena in gravitational
collapse. Following Choptuik’s terminology, the space of possible solutions de-
scribing the gravitational collapse is divided into supercritical, subcritical, and
critical depending on the initial strength of the matter. The supercritical and
subcritical solutions enclose those solutions that result in the formation of a
black hole and the Minkowski spacetime, respectively. The critical solution lo-
cated between both has a naked singularity and exhibit discrete self-similarity.
For more details, there are thorough reviews of critical collapse [32].
We intend to use the multidomain Galerkin-Collocation algorithm to gen-
erate the scaling law for the black hole masses corresponding to near-critical
solutions. Furthermore, more relevant is to show the scaling law’s oscillatory
component due to the discrete self-similarity of the critical solution [28,32].
We start with the initial data (49) with A0 dictating the initial scalar field
amplitude, and as mentioned, we have evolved the system with the adaptive
stepsize Cash-Karp integrator [29]. Depending on the value of A0, we can
obtain subcritical or critical solutions, and between them, there exists a value
A∗0 corresponding to the critical solution. In all numerical experiments, we
considered near-critical (A0 ≃ A
∗
0) and collected the final Bondi mass when the
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apparent horizon forms. The scaling relation satisfies the following expression
[33]
ln(MAH) = γ ln(δA0) + f(δA0) + κ (51)
where κ is a constant that depends on the initial data family, γ is the critical
exponent, f is an oscillatory function with period ̟ = ∆/2γ, and ∆ is the
echoing period of the DSS critical solution.
To construct the scaling law, we determine the Bondi mass when the appar-
ent horizon forms. Fig. 5 illustrates the Bondi mass decay leaving at the end a
minimum value just before the integration diverges (β → ∞). This instant is
in agreement with the formation of the step function of e2(β−H) as established
by Christodoulou [34] prior to the formation of the apparent horizon.
In the sequence, we present the black hole scaling law and the oscillatory
component obtained after subtracting the term γ ln(δA0) of Eq. (51). For this
task, we obtained numerical data using algorithms with a distinct number
of subdomains. We concentrate more collocation points near the origin by
choosing the first interface location close to x = −1 (r = 0) in the intermediate
computational subdomain in all of the code versions.
We present in Fig. 6 the results using two versions of the two subdomains.
In the first version, Fig. 6(a), we have set N1 = N2 = 500, x
(1) = 0 meaning
that the interface in the physical domain is r(1) = L0 = 0.5. For the plots
in Fig. 6(b), we have set N1 = 200, N2 = 200 but x
(1) = −0.5 implying
in r(1) = L0/3 and we have set L0 = 0.3. It becomes clear the effect of
concentrating more collocation points near the origin, since using a smaller
total truncation order for the scalar field (1000 versus 400 collocation points)
we obtained similar results. We recall that smaller Bondi masses correspond
to the apparent horizons forming close to the origin.
The critical exponent and the period of the oscillatory component are de-
termined from the numerical data of Fig. 6. We obtained, after the best fit of
Eq. (51) the following parameters for the Figs. 6(a) and 6(b), respectively
γ ≈ 0.3659, ̟ ≈ 4.292. (52)
γ ≈ 0.3647, ̟ ≈ 4.779. (53)
The perturbation analysis relates the echoing period of the critical solution,
∆ with the above parameters through ∆ = 2γ̟. With the present values, we
have found ∆ ≈ 3.139 and ∆ ≈ 3.468 representing a discrepancy of 4.61% and
1.34%, respectively if compared with ∆ ≈ 3.44 obtained from the perturbation
approach [33].
In the next set of numerical experiments, we have considered the four
subdomains algorithms with distinct interface locations and truncation orders.
The plots presented in Fig. 7(a) correspond to the interfaces locations at r(1) =
L0/7, r
(2) = L0/3, r
(3) = L0 and scalar field truncation orders N1 = N2 =
N3 = 200, N3 = 300. In the plots presented in Fig. 7(b) the interface locations
are r(1) = L0/19, r
(2) = L0/3, r
(3) = L0 with the truncation orders N1 = N2 =
N3 = 105, N3 = 140. In both cases, we have selected L0 = 0.1.
20 M. A. Alcoforado1 et al.
Despite the distinct collocation points in each case, the outcomes are simi-
lar. From the numerical data of Figs. 7(a) and 7(b), we can extract the follow-
ing values for the critical exponent and period of the oscillatory component:
γ ≈ 0.36767, ̟ ≈ 4.540. (54)
γ ≈ 0.3670, ̟ ≈ 4.549, (55)
implying in ∆ ≈ 3.338 and 3.339 and discrepancies of about 2.96% and 2.93%,
respectively if compared with the linear perturbation value ∆ ≈ 3.44.
As the final application, we have considered introducing the potential
U(φ) = λφ4/4 and the four subdomain algorithm with N1 = N2 = N3 =
200, N4 = 300. We chose, without loss of generality, λ = 1 and proceeded the
Bondi mass’s determination when the apparent horizon forms. The results are
shown in Fig. 8 with the scaling law and the oscillatory component and the
corresponding parameters are
γ ≈ 0.36852, ̟ ≈ 4.636. (56)
We obtained ∆ ≈ 3.417 very close to the actual predicted value of 3.44.
5 Summary and future perspectives
The present work is the first of the systematic development of the multido-
main or domain decomposition technique in connection with the Galerkin-
Collocation method and applied to situations of interest in numerical relativ-
ity. We have considered the self-gravitating and spherically symmetric scalar
field in the characteristic scheme as the first work.
We remark how we have compactified and divided the spatial domain D :
0 ≤ r < 0 into several subdomains. We have introduced first an intermediate
computational domain −1 ≤ x ≤ 1 using an algebraic map given by (18),
and with linear mappings, we define several subdomains labeled by −1 ≤
ξ(l) ≤ 1, l = 1, 2, .., n as shown by Fig. 1. This scheme is the backbone for
implementing the algorithm.
In the sequence, we establish the basis functions necessary for the spectral
approximations of the metric functions and the scalar field in each subdomain.
We have adopted the patching method for joining the solutions in each subdo-
main through the transmission conditions in the subdomains’ interfaces. We
have called attention that the transmission conditions for the Klein-Gordon
equation are not unique, but we opted for the simplest form given by Eqs. (24)
and (25).
Another additional feature is the use of two distinct sets of collocation
points in each subdomain inspired in the characteristic scheme’s hierarchy.
The first set is for the metric functions β(u, r) and V (u, r) and the second set
for the scalar field Φ(u, r), where in general there are more points in the first
set.
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We provided the validation of the Galerkin-Collocation algorithm from two
numerical tests. The first was the verification of the Newman-Penrose constant
[30], and the second test consisted of verifying the Bondi formula (9). We
considered an initial data that, despite nor forming an apparent horizon has
an initial amplitude close to it. In general, the results exhibited exponential
convergence. However, the convergence depends on several factors: the number
of subdomains, the place of the interfaces, the number of collocation points in
each subdomain, and the map parameter L0.
We have reproduced the Choptuik’s scaling law and the corresponding
oscillatory component related to the critical collapse as a valid application. We
have tested the code with two and four subdomains together with less than
1,000 total collocation points distributed in all subdomains. Furthermore, we
have used the value of the Bondi mass evaluated when the apparent horizon
forms. In all cases, the critical exponent, γ ≈ 0.367, is slightly different from
those obtained by Choptuik [28], Hod and Piran [37], and Purrer et al. [36],
γ ≈ 0.373, but in agreement with Barrreto el al. [38]. However, the motivation
was to present reliable results with a moderate resolution. We believe the
present results show the domain decomposition GC method’s effectiveness for
the well-known and computationally expensive gravitational critical collapse
and its fine structure.
The domain decomposition GC method can be extended to other contexts
and higher spatial dimensions. In this direction, we are currently implementing
the Galerkin-Collocation method in some cases of interest. We are currently
preparing the code for the problem of the self-gravitating spherically symmet-
ric scalar field in the Cauchy formulation. Also, we are implementing the GC
domain decomposition for the axisymmetric Bondi problem. Finally, the dy-
namics using the BSSN formulation is one of our primary objectives since we
would tackle spherical and non-spherical systems.
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Appendix: Basis functions
We present the basis functions used in the spectral approximations of Φ, β,
and V established in the first and last subdomains. The basis functions for the
scalar field Φ (cf. Eq. (17))is
ψ
(1)
k (r) =
1
2
(
TL
(1)
k+1(r) + TL
(1)
k (r)
)
, (57)
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where TL
(1)
k (r) with k = 0, 1, .., N1 are the rational Chebyshev polynomials
defined in the first subdomain. The basis for the metric function β is
χ
(1)
k (r) =
1
8
[
(1 + 2k)
3 + 2k
TL
(1)
k+2(r) +
4(1 + k)
3 + 2k
TL
(1)
k+1(r)
+TL
(1)
k (r)
]
. (58)
Each of the above basis functions satisfies the condition (11). For the last
subdomain, we have chosen the corresponding rational Chebyshev function as
the basis for all spectral approximations of Φ, β and V .
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