Abstract. This paper proposes a method to help robots understand object semantics. The method presented in this paper can enhance robot's performance and efficiency while working with ambiguous instructions to interact with unfamiliar objects. Specifically, the proposed method can reduce the complexity of assigning the functions, properties or other characteristics for each object which robot may interact within a social environment. The method assists the robot to comprehend the scene based on semantics analysis of the dictionary definition. The proposed semantics comprehension method includes the comprehension of dictionary definitions, the formulation of logic representation, and the generation of natural-language descriptions. The applicability of the approach has been demonstrated. The model performance has been evaluated based on precision, recall, and f-score. Both logic representation formulation results and natural language representation results have been displayed.
Introduction
The relation between human beings and robots will be ubiquitous, like the relation that humans have with cell phones nowadays [2] . Social robots are expected to help humankind in medical assistance and labor shortages [3, 9] . With the boosting trend of the robot interactions, the need for robots to understand and reason objects automatically within complicated social environment is urgent.
Consider the scenario where there is a robot and a cup in an environment and the robot is given an order to fill the cup with water. It is an easy instruction for human to comprehend. Humans have knowledge about cups and their functions. On the other hand, it is quite difficult for a robot to understand the purpose of an object without being given explicit instructions. In the previous example, filling water would be an ambiguous instruction for the robot. Both subjects and objects of the commands are bypassed. To fulfill the task, some additional constrains have to be added to help improve the robot's understanding. In traditional robotic understanding, the object's constraints are provided each time to execute every task. For robotics applications in social environments, it is inefficient. It will be a great help if the robot can understand the semantics of the instruction and gather an understanding of the environment by itself. By combining the semantic understanding and the reasoning, robots can perform better, the illustration is shown as Fig. 1 .
Fig. 1.
Apply recognition on objects placed on table, the definition of them are gotten. The important elements are extracted from the dictionary definition. Logic tuples are formed based on these extractions. These logic tuples can be utilized in assisting robot in semantic comprehension and logic reasoning.
In this paper, a semantics comprehension method based on the dictionary definition is proposed. When humans encounter unfamiliar objects, they look up various resources such as Internet and dictionary definitions. This same method can be imposed into robot reasoning if the dictionary definitions can be translated into machine-readable data. With the improved understanding of the environments by the robot, the complexities in interaction between the human being and the robot is decreased. Using dictionary definitions, an object's knowledge can be ascertained. The proposed method is expected to assist robots to interact with objects which they have not encountered before. The neural network model is used to train the semantics comprehension model.
The main contribution for this work is to assist social robot to reason unfamiliar objects in social environments with the help of comprehension on dictionary corpora. Comprehension on dictionary corpora can be achieved by extracting the object's function, the category which the object belongs to, properties of object, and the architecture, configurations, and composition of the object.
Semantics Comprehension of Dictionary Definitions
The method claimed in this paper aims to divide the sentence into parts and use this small fragments to train a model to understand the dictionary definition. The fragment is based on four essential parts of the definition. Inspired from the concept of ontology [4, 5, 8] , in English, some special words or phrases are existed which is capable to indicate the behavior of other words. These special words or phrases are landmarks in the sentence. By finding these landmarks, several behaviors such as the function of the object can be comprehended without knowing the meaning of the word which represented the function of the object. The definition is from the Oxford English dictionary and the WordNet dictionary corpora.
Inspired by [10] , a neural network model is used to train the model to semantic analysis on dictionary definitions. To feed the labeled texts into the neural network model. Numeral transformed is applied to the labeled token data
where V denotes vectorization on the labeled token data T 1 · · ·T n , the results ν 1 · · · ν n which is the vector of each tokenized data. These vectors are fed into the rest layers of neural network to resolve a model. Figure 2 illustrates the strategy of the neural network model. The network contains four layers. Vectorization is needed to embed word tokens of dictionary definitions into one hundred and twenty eight dimensions vectors. After each word token is convert to the vector, a dictionary definition can be represented as a m × n matrix. Each row in this matrix represents a word token of the dictionary dictionary. To feed the input dictionary definition into a predict model, an attend process is needed. The trained model is aiming to perform the semantics comprehension tasks on dictionary definitions with paraphrasing the category, the function, the property, and the composition of the object. 
Logic Representation
These semantic analysis results can be used by robots to infer and reason the surrounding environment. Robot can reason the environment with the assistance of four important elements. This process is similar to the human being in understanding the object according to the previously learned knowledge.
The structure and the word order of the natural language are complicated for robotic applications. On the other hand, the logic representation is meaningful and organized. It is convenient and comprehensive for robotic application. These logic representations can generate natural language descriptions with the help of the regression method.
Although the object recognition can help robots to find the location of the target object, the characteristics of the target object cannot be comprehended. The scene understanding proposed in this paper can help robots to comprehend the object based off object's category, property, function, and composition. The general form of the scene understanding is λΩ.Γ (ω, γ 1 · · · γ n ), where Ω is a variable which denotes the name of the expression, Γ (ω, γ 1 · · · γ n ) denotes the expression itself.
Assume that the object is recognizable in its environment space. The dictionary definition of the object is received. The model purposed in this paper can extract the meaningful elements from its dictionary definition. According to these elements, the following logic tuples in (2) can be derived
where the Object is the name of this expression. The second object denotes the variable which is the recognized objects. "Cat" stands for the category, and it means what the category of the object is. "Fun" stands for the function, and it means what the function of object is. "Com" stands for the composition, and it means what the composition of the object is. "Pro" stands for the property, and it means what the property of the object is. c 1 · · ·c n , f 1 · · · f n , p 1 · · · p n , and com 1 · · · com n represent for the categories of the object, functions of the object, compositions of the object, and properties of the object in details based on the object's dictionary definition separately.
The robot comprehensible regulated natural language description is generated based on these logic tuples. For the category expression, the regulated natural language description is "Object is c 1 · · · c n .". For the function expression, the regulated natural language description is "Object used for/used as/used to f 1 · · · f n .". The method to choose "used for", "used to", or "used as" is based on the extracted functions from its dictionary definitions. Under the syntactic regulation, the word phrase "used for" is suitable for the extracted function which has "VERB" as the POS tagger and the extracted function is in the present continuous tense. The word phrase "used to" is suitable for the extracted function which has "VERB" as the POS tagger and the extracted function is in the present tense. The word phrase "used as" is suitable for the extracted function which has "NOUN" as POS tagger. For property expression, the regulated natural language description is "Object is p 1 · · · p n .". For composition expression, the regulated natural language description is "Object consist of com 1 · · · com n .".
There are ambiguous natural language instructions such as "Cutting the apple.". These instructions are ambiguous. It is difficult for the robot to build the connection between the action and the knife. The extracted elements from dictionary definitions of the object can help robots to reason the environment to reduce uncertainties.
Experiments

Experiment Setup
The definition of testing objects are from both the WordNet Dictionary [6] and the Oxford Online English Dictionary [7] . Both dictionaries have clearly structured definitions. The definition covers wide fields. The model is trained on Intel Core i7-5930 processors and a TITAN X GPU. A Sawyer robotic arm with seven degrees of freedom and an AR-10 humanoid hand is used, it has total ten degrees of freedom. The object recognition applied the tensorflow object recognition method.
[1] A library of two hundred and forty daily used object's dictionary definitions are collected form the Oxford English Dictionary. Additionally, there are two groups of object's dictionary definitions. One is formed by another twenty four object's dictionary definitions collected from the Oxford English Dictionary as validation sets. The other one is twenty four object's dictionary definitions from the WordNet dictionary as validation set.
Dictionary Comprehension
The training dataset of dictionary definitions are annotated manually with four labels. These labels are category, function, property, and composition. The function which describes the functionality of the object, such as "cut, draw, and turn". The category which describes the upper level of the ontology of the object, such as "tool, instrument, and implement". The property describes the color of the object, the texture of the object, the taste of the object, and etc., such as "red, sweet, and crisp". The composition describes the composition elements of the object, such as "metal, handle, and neck".
The model is trained based on the collected dataset of dictionary definitions from the Oxford English Dictionary. Totally, there are two hundred and forty three definitions of daily used objects are collected. There are two groups of data collected additionally. Each group contains twenty definitions. One group of validation dataset is collected based on the WordNet Dictionary and the other one is collected based on the Oxford Dictionary. These two sets of validation groups are based on the same objects. The fscore of the model evaluated on the dataset of the WordNet Dictionary is 71.05%. The fscore of the model evaluated on the dataset of the Oxford English Dictionary is 80.51%. The reason for the difference between these two validations is due to structures of definitions are different. The definition structure of WordNet is more similar with word phrases instead of completed sentences. Compare with that, the structure of Oxford dictionary definition is more complete and it is more similar with entire sentence structure. The evaluation accuracy should be improved if more data has been fed into the model training. However, the annotation and the data collection is time-costly. There is a comparison experiment on the difference of the model performance on different group of objects. There are five different groups of objects. They are cutlery, fruit, tool, electronics, and transport. Each group includes ten objects. The definition of each object is from the Oxford online dictionary. The first group of the object is the cutlery which includes spoon, knife, fork, chopstick, tongs, toothpick, skillet, pepper mill, ladle, and slotted spoon. The second group of the object is the fruit which includes apple, pear, banana, mango, watermelon, melon, peach, papaya, pineapple, and grapefruit. The third group of the object which includes hammer, tape, shovel, screwdriver, rake, spanner, pliers, pincer, seal, and saw. The forth group of the object which includes oven, keyboard, mouse, computer, television, microwave, lamp, heater, monitor, and radio. The last group of the object which includes car, train, airplane, jeep, truck, boat, ship, rocket, motorcycle, and bicycle. The definitions for the tool, the cutlery and the electronics are mainly focused on the functions of objects. The definition for fruit is mainly focused on the property. The definition of transport is mainly focused on the composition. The evaluation results of each group's precision, recall, and Fscore is demonstrated in Table 1 . The Fig. 3 shows the evaluation on performance of the model on different groups of objects. The performance is better than model evaluation due to the definitions of the first group, the second group and the fourth group are mainly focused on functionality description. The frequency of indicating word phrases such as "used for", "used as" and "used to" are high. To understand the target object's function is an important aspect of robot semantic comprehension for its environment. The performance of the second group is better than overall evaluation. The property is also an important aspect for robot to understand its environment. The performance of the fifth group is lower than the overall evaluation. The reason for that is the structure of transport's definition is unorganized which means that the frequency of indicating word phrase such as"with", "consist of", "belong to" is low. To increase the performance more data is needed. Table 2 are samples of object's dictionary definition results. These samples are selected from daily used objects. The first column is the object. The second column is the definition of the object. The third column is the logic language result.
Robotic Experiment
Objects are recognized based on TensorFlow object recognition method [1] . The object recognition processed on the workstation. The first Oxford dictionary def-inition of the object as a noun is fed into the trained semantics comprehended model. The following group of experiment results are shown in Fig. 4 , both logic tuples and robot comprehensible regulated natural language commands are illustrated in these results. For logic tuples, the category of the object is displayed in red. The function of the object is displayed in green. The property of the object is displayed in blue. The composition of the object is displayed in yellow. There are six samples presented which are the bottle, the cup, the knife, the fork, the screwdriver, and the scissors. The definition of these six objects are from the Oxford English dictionary.
Conclusion
In this paper, both the robot semantics comprehension on dictionary definitions and the robot reasoning are discussed. Four important elements which are the category, the property, the composition, and the function are extracted based on object's dictionary definition. The neural network model is applied to train the model to automatically recognize and extract target entities. For social robot applications, social robots can help customers to prepare a meal based on the draft recipe such as sweet fruit salad. The robot will select objects in fruit category, and according to fruit's property to choose ones which are sweet. Another example is that robot can help in industry more independently, such that, the robot will know how to manipulate tools according to the tool's functions based on dictionary definitions.
