A new set of two-dimensional shallow flow equations is developed in order to deal with partially wet and very irregular domains. The bottom irregularities, which in many practical cases strongly affect the dynamics and the continuity, are accounted for statistically. Assuming hydrostatic approximation, the three-dimensional Reynolds equations are suitably averaged over a representative elementary area and then integrated over the depth. The resulting subgrid model for ground irregularities is tested by resolving two sample problems. The first concerns the wetting and drying of tidal flats; the second deals with overland flow on an irregular plane surface. Numerical simulations show that the proposed equations are a useful tool for modelers who have to cope with partially dry domains.
Introduction
Current developments of two-dimensional shallow water models offer increased opportunities to examine environmental problems relating to hydraulics in rivers and estuaries. In dealing with these problems, one has often to cope with very small water depths and with flooding and drying processes. In this case the accuracy in the evaluation of both mass balance and flow resistance is of utmost importance. This is essential if some critical aspects, such as the extent of inundation domain, are to be accurately portrayed.
Standard two-dimensional models are usually based on numerical integration of the St. Venant equations [Casulli, 1990; Hervouet and Van Haren, 1996] . The main drawback of these equations lies in that they strictly apply solely to the wet domain which, at small water depths, is often rather involved because of ground irregularities and, also, may continuously change in time. Moreover, the wet domain is often characterized by sharp changes of water depths which, because of the nonlinearity of the flow equations, strongly affect the dynamics. Typical examples are given by bathymetry unevenness such as small-scale bed forms (ripples and/or dunes) and creeks typical of shallow estuaries and mud flat zones which actually affect the tidal propagation [Gerritsen, 1985; Abraham et al., 1987] ; ground microtopography whose impact on overland flow modeling cannot be neglected [Zhang and Cundy, 1989] ; and large-scale ground "irregularities" such as small channels, roads, embankments, and ground depressions, which redirect the flooding wave paths and affect the celerity of the inundation front in a flooding event [Braschi and Gallati, 1989; D'Alpaos et al., 1994] .
For these shallow flows a mathematical representation of both the instantaneous wet domain and the small-scale ground irregularities is impractical owing to the huge computational effort required to describe in detail bottom topography. These difficulties are somewhat overruled in current models which, at best, approximate the bottom with a piecewise homogeneous plane surface and employ a correction algorithm to cope with partially dry elements. In this way, however, they do not properly account for the local variations of the flow field produced by small-scale topography, thus yielding to rather approximate distribution of velocity and depth.
However, such details of the flow are usually not required, and the averaged or macroscopic flow information is sufficient. Thus the above problems can be partially overcome by setting up a phenomenological representation of the overall processes, based upon the few available data, to supply a more refined, statistically equivalent, description of the physics. In other words, the effects of ground unevenness can be taken into account by reformulating the shallow flow equations based on a knowledge of the subgrid topography.
A second problem, which arises when dealing with numerical modeling of shallow flows, concerns numerical stability and accuracy both in the wetting and in the drying stages [see Falconer and Owens, 1987; Falconer and Chen, 1991; Bates et al., 1995] .
This problem can be handled either by adapting the numerical grid at each time step to follow the deforming flow domain [Lynch and Gray, 1980] or retaining a fixed computational grid and utilizing some additional algorithms to deal with the hydrodynamics of partially wet elements. Owing to the great difficulty of developing efficient deformable grid techniques most hydraulic models use a fixed grid approach. In this case a range of algorithms are available to identify partially wet elements and to control the flow over these elements [Falconer and Owens, 1987; Leclerc et al., 1990; Hervouet and Janin, 1994; Matsumoto, 1996] . These algorithms are often intimately related to a particular numerical scheme such that their application to a different numerical model is not straightforward. The most realistic approaches attempt to reformulate the flow equations over partially wet elements by introducing a scaling coefficient, representing the true volume of water residing on each element. This coefficient varies from 0 to 1 as the elements trend from fully dry to fully wet [King and Roig, 1988; Bates et al., 1997] . A recent review, mainly concerned with numerical aspects of the wetting and drying problem, is given by Bates and Hervouet [1999] .
On the basis of the idea that refined subgrid modeling of ground topography could improve numerical stability and model robustness in problems related to the wetting and drying of tidal flats, equations somewhat similar to the ones derived here were proposed by the author in the past [Defina and Zovatto, 1994] . Tentatively, these equations have also been used to investigate the flooding of wide, initially dry areas as a consequence of river bank failure during a flood event D'Alpaos et al., 1994] . It should be emphasized, however, that in these works, attention was mainly focused on deriving a suitable continuity equation for which a bulk representation of ground irregularities was easily found [Defina and Zovatto, 1994; .
This continuity equation, which formally corresponds to the continuity equation presented in section 2 of the present paper, was recently implemented by Bates and Hervouet [1999] within a widely used two-dimensional finite element code, TELEMAC 2D, developed by the Laboratoire National d'Hydraulique, Chatou, France [Hervouet, 1993; Hervouet and Van Haren, 1996; Bates et al., 1997] . Bates et al. [1997] found that the new algorithm, based on this continuity formulation and on the method of Hervouet and Janin [1994] for the momentum equation, gave a substantial improvement in the ability of the model to predict near-boundary flows during dynamic wetting. Moreover, according to their findings the new scheme applied to a low-resolution mesh outperforms standard methods solved using much higher-resolution grids.
The remarkable capability of this approach to synthetize the effects produced by ground irregularities in many situations justifies the development of a rigorous mathematical derivation of shallow water flow equations specifically designed to apply to partially dry domains which is, in fact, the objective of the present work. In section 2 the full proof for the development of these equations is given in complete form. Here the proposed equations are also analyzed and compared with St. Venant equations. Section 3 is devoted to the discussion of two test examples. Some conclusions are presented in the final section.
Two-Dimensional Flow Equations
Before introducing the procedure adopted here to derive the two-dimensional shallow flow equations, it may be worthwhile to briefly discuss the relevant length scales involved in the problem.
Let L be the characteristic horizontal length scale of the flow. Consider a small representative elementary area A, within the domain ⍀, such that A ϭ O(L 2 ), where O stands for "order of magnitude." We can assume that A is of the same size as a typical computational element, say, L Ϸ 10-1000 m.
Let ᐉ Ͻ Ͻ L be the vertical length scale of the flow and let D ϭ O(ᐉ) denote the flow depth. The bottom profile inside A is often very irregular, with a topographic pattern characterized by a vertical scale a r (Figure 1 ). Although we are interested in the case when a r is comparable with the flow depth (i.e., a r ϭ O(ᐉ)), it should be emphasized that in many cases a r can be either much smaller or much larger than ᐉ. When a r is much smaller than the flow depth (i.e., a r Ͻ Ͻ ᐉ), then the dependence of the mean flow on ground irregularities is expected to be negligibly small. In this case a piecewise linear approximation of the bottom, as generally adopted in numerical models, can be considered sufficiently accurate. On the contrary, when a r Ͼ Ͼ ᐉ, the overall picture of the flow field is significantly altered. The flow appears braided with a large part of A completely dry. In this case the subgrid modeling approach described in the present paper is likely to provide a too rough description of the physical phenomena. Nevertheless, the proposed equations still provide a better representation of the physics than the St. Venant equations, and, moreover, they can profitably be used to improve numerical stability. As it will be discussed later, the problem is further complicated by the fact that although usually a r Ͻ Ͻ L, the amplitude of the ground irregularities may strongly depend on L. This means that when dealing with numerical modeling, a r may depend on the computational element size.
In what follows, we assume that a r is of the same order of magnitude as the flow depth. Extension of the derived equations to the cases characterized by a r Ͻ Ͻ ᐉ and a r Ͼ Ͼ ᐉ will be discussed at the end of this section.
Averaging Procedure
In order to derive the two-dimensional shallow flow equations for partially dry areas, we first apply a suitable averaging process to the Reynolds equations and then integrate the resulting equations over the depth.
In order to apply some average to the equations of motion of the fluid phase, we introduce the phase function (x), defined as
where h b is the local bottom elevation (see Figure 2 ) and x ϭ ( x, y, z) denotes the vector of spatial coordinates. We shall deal with (x) as a generalized function, in particular, with regard to differentiating it. In this sense, ٌ(x) behaves as a delta function detecting the bottom surface and has the direction of the unit normal to the bottom, n b [Drew, 1983] . Let ͗ ͘ denote the phase averaging process so that if f(x, t) is a generic variable of the flow field, then
where A is the representative elementary area introduced above. Note that uppercase is here used to denote the phaseaveraged variables. This averaging procedure satisfies both Leibnitz' rule and Gauss' rule [Drew, 1983] , that is,
ٌ͗͑x͒ f͑x, t͒͘ ϭ ٌ͗͑x͒ f͑x, t͒͘.
Moreover, we assume that the free surface elevation h smoothly changes throughout ⍀, so that it can be assumed nearly constant within A. With this assumption and making use of (4), it can readily be shown that ͗͑x͒ f͑x, tٌ͒h͘ ϭ ͗͑x͒ f͑x, tٌ͒͘h.
Clearly, the above assumption implies that (5) strictly applies only to gradually varied flow. We finally introduce the following notation:
where h is the free surface elevation. The function (x) represents the fraction of area A lying above the ground surface; correspondingly, is the wet fraction of A (Figure 2 ).
Flow Equations
Recalling that for shallow water flows, the vertical momentum equation is usually simplified by neglecting acceleration and stresses such that the hydrostatic pressure distribution is recovered [Henderson, 1966] , the three-dimensional Reynolds equations and the continuity equation read as follows:
where u ϭ (u x , u y , u z ) is the flow velocity, p is the pressure, g is the gravitational acceleration, is the fluid density, and t i ϭ ( ix , iy , iz ) retains both viscous and turbulent stresses in the ith direction. Integration of (9) over the depth gives p ϭ g(h Ϫ z) which is used to remove pressure from the momentum equations (7) and (8).
As stated in section 2.1, in order to derive the twodimensional shallow water equations for a partially dry domain, we first apply the averaging procedure (2) to (7) to (10) and then integrate the resulting equations over the depth.
2.2.1. Continuity equation. Let us consider the continuity equation (10). Application of the averaging procedure (2) combined with (4) gives
where U is the phase-averaged velocity. Moreover, as ٌ is zero except at the bottom where it is normal to the flow direction, the last term in (11) vanishes. Equation (11) is then integrated over the depth from the minimum bottom elevation h b min to the free surface elevation h. Since U ϭ (U x , U y , U z ) (and all other flow variables) vanishes when z Ͻ h b min , it is convenient, from a formal point of view, to extend the lower extreme of integration to Ϫϱ. Applying Leibnitz' rule, we obtain
The kinematic condition at the free surface [Zhang and Cundy, 1989] requires that
where the source term s is a vertical flow rate per unit area which accounts for possible water inflows. Phase averaging (13) and making use of (5) and (6) gives
Finally, substituting (14) into (12), we find
where
are the total flow rates per unit width in x and y directions, respectively. In (15), can be interpreted as an h-dependent storativity coefficient similar to the one used in groundwater hydraulics [Bachmat and Bear, 1986] , accounting for the actual area that can be wetted or dried during the flow.
Momentum equations.
Consider now the x-momentum equation. Multiplying (7) by (x), averaging over A, and recalling (3) and (4), we obtain Ѩ Ѩt
As before, because ٌ is nonzero only at the bottom where it is normal to the velocity u, the third term of (17) vanishes. The second term of (17) deserves some attention. Decompose the velocity u in the intrinsic phase-averaged velocity U/ and a fluctuation velocity ũ as
Substitution of (18) into the second term of (17), noting that ͗ũ͘ ϭ 0, gives
The last term in (19) represents the momentum exchange due to velocity fluctuations induced by bottom irregularities. It resembles the Reynolds stress term and therefore can conveniently be lumped into t x .
Making use of (19) and (5), we can rearrange (17) in the form
where T x is the phase-averaged stress tensor. Integrating (20) over the depth, from Ϫϱ to h, and utilizing the kinematic condition (14) yields
where xx and xy are momentum correction factors for the nonuniform vertical velocity profile, defined as
and Y is the water volume per unit area or the effective water depth
The fourth term of (21) can suitably be decomposed to yield
where n s is the unit normal to the free surface and T x ͉ zϭh ⅐ n s ϭ sx is the component in the x direction of the stress acting at the free surface. The first two terms on the right side of (24) control the lateral shearing processes arising from viscosity and fluctuation velocity related to turbulence and to bottom irregularities. As is customary, they can be modeled in terms of a suitable effective viscosity e which, for the sake of simplicity, is assumed to be isotropic, thus obtaining
with
Moreover, recalling the properties of ٌ, the fifth term in (21) yields
where bx is the component in the x direction of the stress acting at the bottom. Finally, substitution of (24), (25), and (27) into (21) gives
Similar manipulations performed on the y-momentum equation lead to
Equations (28) and (29) together with the continuity equation (15) allow the treatment of the two-dimensional shallow water flow over partially dry areas. A somewhat detailed discussion of these equations is in order.
First, it is easy to show that when the water depth is much greater than the amplitude a r of the bottom irregularities, (28), (29), and (15) When a r Ͻ Ͻ D, the area A is completely wet; therefore ϭ 1 and Y ϭ D. Moreover, it can easily be shown that in the limit a r /D 3 0, q x and q y reduce to the usual depth-integrated velocity components in the x and y directions, respectively. In the same way all the parameters in momentum equations, namely, the eddy viscosity and the momentum correction factors, reduce to the usual expressions.
The consistency of (15), (28), and (29) is also ensured by the fact that in the limit A 3 0, they reduce to the standard form of the St. Venant equations, no matter what the water depth is. In fact, as will be shown in section 2.2.3, when A tends to zero, the difference between local and average bottom elevations reduces to zero; thus the amplitude of ground irregularities becomes comparably small such that a r /D 3 0.
On the contrary, when D Ͻ Ͻ a r , some of the assumptions made to derive (15), (28), and (29) are likely to fail. In particular, the free surface cannot anymore be assumed smooth as it is strongly affected by bottom irregularities which, in this case, are sufficient to direct most water into lateral concentrations of flow. These concentrations of flow follow sinuous paths and give the appearance of flow in a wide, shallow-braided channel. Such flow conditions lead to an increase of the average flow path length thus modifying, at the scale L, the amount of dissipated energy. Despite these shortcomings, (15), (28), and (29) can still profitably be used at least to overcome the numerical problems which usually arise when dealing with very shallow flows. Obviously, in this case, the results must be carefully considered. An example of very shallow flow (i.e., D Ͻ Ͻ a r ) is presented and discussed in section 3.
A second drawback affecting the proposed equations comes from the assumed "subgrid connectedness." This assumption implies that all areas, inside the reference area A, below a certain water surface elevation, are flooded. This may not be the case for isolated areas inside A. Accordingly, when using very coarse meshes, this assumption may lead to results of reduced accuracy. A fine and careful meshing of the domain usually allows one to reduce considerably the impact of this assumption.
Before going on further, it is worthwhile to discuss the parameters and the coefficients appearing in (15), (28), and (29). Figure 3a , represents the fraction of A lying above the bottom. In order to derive an analytical expression for (x), it is convenient to regard it from a statistical point of view. Here (x), in fact, may be considered as the probability ဧ that the local bottom elevation h b , inside A, does not exceed the generic elevation z
Function (x) and related functions. The function (x), shown in
Therefore Ѩ(x)/Ѩ z is the probability density function (pdf) of bottom elevations inside A, and a proper measure of ground irregularities is then given by the standard deviation b of bottom elevations within A . We can thus specify a r by assuming
Equation (31) states that a r is comparable to the largest amplitude of bottom irregularities inside A. Besides, as a first approximation, it is reasonable to assume that bottom elevations are distributed according to a Gaussian pdf [see Mandelbrot, 1983 ]
where ϭ 2( z Ϫ h b )/a r . This choice of ဧ is, at present, mainly illustrative, as, in practice, different distributions might be found to hold. It should be emphasized, however, that the form of ဧ does not affect the bases of the following reasoning which can easily be extended to account for different ဧ.
Integration of (32) with respect to z gives
where erf( ) is the error function. Recalling (6) and (23), we can write
The behavior of the functions and Y is illustrated in Figure  3b . We note that when
Equations (15), (28), and (29) can be solved numerically by dividing the domain into cells or elements with size A 0 which can vary from problem to problem and, also, within the same problem. One can ask if the spatial discretization of the domain can affect the value of a r . The question is quite important, but, unfortunately, a decisive answer cannot be given yet. Present knowledge about ground surface profiles suggests that a strict relationship between a r and A 0 does exist. For example, if one assumes that the ground surface behaves as a self-affine fractal [Mandelbrot, 1985] resembling the trace of fractional Brownian motion, then the relationship between A 0 and a r can be approximated by a power law [Turcotte, 1992; RodriguezIturbe and Rinaldo, 1997] 
where c 0 and are suitable coefficients. In particular, the exponent usually varies between 0 and 0.5 depending on the diffusion effects due to small-scale erosion [Matsushita and Ouchi, 1990; . Although there is a clear need of additional research in order to evaluate both c 0 and , it must be said that the exponent is generally quite small and the size A 0 is often roughly constant. Hence, as a first approximation, a constant value for a r can be assumed.
Stresses at the bottom.
To evaluate the bottom shear stress, we consider a uniform flow in the x direction. Neglecting the free surface shear stress sx , (28) reduces to
where J x is the energy slope in the x direction, assumed constant inside A. Different assumptions can be made in order to derive a suitable expression relating the energy slope J to the phaseaveraged flow variables. A simplified approach to this problem is reported in Appendix A along with some examples. For the case of a turbulent flow over a rough wall the following equations are found to hold:
where ͉q͉ ϭ ͌ q x 2 ϩ q y 2 , n is the Manning bed roughness coefficient, and H is an equivalent water depth. The above equations are strongly affected by the assumed "subgrid connectedness" quoted in section 2.2.2. Actually, in fact, the flow will concentrate along paths that are narrower than supposed since some areas inside A may be flooded with nearly stagnant water, depending on the fully three-dimensional morphology of the bottom. Accordingly, this assumption will produce a general underprediction of the flow resistances. At present the problem can be partially overcome both by carefully meshing the domain and by calibrating the friction coefficients. However, this is an area of research which requires further detailed study.
2.2.5. Effective eddy viscosity. The eddy viscosity coefficient appearing in (26) differs from the standard one because it also retains the contribution from the stresses produced by the subgrid momentum exchange, Ϫ͗ũṽ͘ and Ϫ͗ṽṽ͘. The evaluation of these stresses is a complex matter as they depend on the full three-dimensional morphology of the ground surface, and this is beyond the scope of present work. This lack of knowledge, however, does not prevent the use of the proposed equations. In fact, when D Ͼ Ͼ a r , the subgrid momentum exchange is comparably small and the usual eddy viscosity coefficient is recovered. However, when D Ͻ Ͻ a r , the flow field is characterized by a braiding pattern with the flow in each branch being independent from the others. In this case, largescale horizontal Reynolds stresses make no sense, and e ϭ 0 should be assumed. Finally, when D Х a r , the above additional stresses can provide a significant contribution to the Reynolds stresses. In this case, according to Zhang and Cundy [1989] , the terms due to the horizontal shear are probably small compared with the terms due to the vertical shear (i.e., bottom shear stress) and can be neglected. Clearly, a detailed study is urgently required in order to check the importance of the additional stresses produced by subgrid momentum exchange and to develop a suitable parametric representation of these stresses.
2.2.6. Momentum correction factors. Momentum correction factors can be computed from (22) once a local velocity distribution law is assumed. Calculations performed following the approach outlined in Appendix A and assuming turbulent flow conditions show that when the flow depth is larger than 2 to ϳ4 a r , is nearly constant, being slightly larger than 1. For D Х a r , exhibits a maximum ( Х 1.1 for the assumed 1/6 power law velocity profile); while as D decreases beyond a r , also decreases and becomes vanishing small when D Ͻ Ϫa r . However, since convective inertia is usually negligible at small water depths, as a first approximation, we can conveniently assume Х 1 for any water depth.
Numerical Approach and Test Examples
Solution of (15), (28), and (29) can be achieved with different numerical methods (e.g., finite difference, finite element, and finite volume). A discussion about the accuracy and the stability of numerical models based on the described equations is beyond the purpose of the present work. There are, however, three major points which are worth discussing. The first concerns the initial condition to be imposed at the dry part of the domain. In many fixed grid models the condition D ϭ 0 induces a mathematical singularity at the beginning of the computation. In this case it is customary to assume that a very thin layer of water with depth D 0 is initially ponded in the dry domain [Ligget and Woolisher, 1967; Falconer and Chen, 1971; Zhang and Cundy, 1989] . The same drawback affects the present equations: the dissipation terms, in fact, grow to infinity as H 3 0 (see (38)), and, on occurrence, a threshold value H 0 must be assumed. Nevertheless, since water is assumed to be concentrated over a small part of the partially dry domain, expressed by , the volume of water per unit area Y 0 actually ponding on the dry domain is much smaller than H 0 (see Appendix A).
To give an idea, for a threshold depth H 0 /a r ϭ 1.0 ϫ 10 Ϫ4 (i.e., h 0 Ϫ h b ϭ Ϫ1.5a r ) the wetted surface is only 1.1 ϫ 10
Ϫ3
% of the whole domain, thus implying an extremely small water volume stored over the unit surface, being Y 0 /a r ϭ 8.2 ϫ 10 Ϫ7 . The second point concerns the problem of wetting and drying outlined in the introduction. Usually, computational elements which are partially wet are identified using some small positive depth to define the wet/dry threshold [Leclerc et al., 1990] . More recent and sophisticated methods are based on a simple analysis of the local free surface slope [Hervouet and Janin, 1994] . Once all fully dry elements are eliminated from the computational domain, two choices for dealing with partially wet elements are available: to either include or exclude these elements from the computational domain. In both cases, errors in the mass balance are introduced which can significantly affect the solution when a wide part of the domain is partially wet [see Bates et al., 1995] . The main problem, however, arises from the fact that these approaches often lead to unrealistic flow fields near the wet/dry boundaries which, in turn, promote the growth of spurious oscillations often degenerating into numerical instabilities. In order to overcome these problems, very involved algorithms have been proposed in the [Leendertse and Gritton, 1971; Stelling et al., 1986; Falconer and Chen, 1991; Matsumoto, 1996] . To date, only the algorithm proposed by Bates and Hervouet [1999] is simple to implement, mass conservative, and very effective. However, this algorithm, which uses the method of for the continuity equation and the method of Hervouet and Janin [1994] for the momentum equations, does not account for the subgrid bottom irregularities in the momentum equations. Also, it requires the preliminary identification of partially wet elements. The approach proposed in the present work is mass conservative and realistic. It allows the gradual flooding and drying of each computational element during unsteady flow. It is basically this smooth change of both the flow resistance and the water volume stored in each computational element, intrinsic to (15), (28), and (29), that inhibits the appearance of spurious velocity and water depth oscillations and gives robustness to the model. Moreover, the present equations indifferently apply to both wet and partially wet elements. Thus a correct identification of partially wet elements is not required.
Finally, a third point concerns the term Ѩh/Ѩt in the continuity equation (15). This term is nonlinear because of the dependence of on h and can represent a source of numerical instability when dealing with very small water depths. In fact, if Ͻ Ͻ 1, a small error in the flow rate balance (i.e., in the evaluation of Ѩq x /Ѩ x ϩ Ѩq y /Ѩ y) may lead, within a time step, to large values of Ѩh/Ѩt and hence to unrealistic variations of the free surface elevation. For this reason it is necessary to limit beyond a threshold value, mainly depending on the integration time step and on the scheme adopted to linearize Ѩh/Ѩt. However, in some problems, Y can suitably be chosen instead of h as the dependent variable. Noting that
where S x is the average bottom slope in the x direction, and making use of (37), equations (28), (29), and (15) can be rearranged to read
respectively. In this way the nonlinearity arising from the term Ѩh/Ѩt is transferred to momentum equations. This form of the flow equations is supposed to be feasible when the terms between double braces in (40) and (41) are comparably small, that is, when very shallow flow extends up to most of the domain as in the example presented in section 3.1.
In order to evaluate the capability of the present equations to account for the effects produced by ground irregularities in shallow flows, two sample problems are discussed. The choice of significant test examples is a quite difficult question. In many cases, in fact, the effectiveness of the investigated equations can be somewhat obscured by the robustness and accuracy of the adopted numerical scheme (this is the case, for example, in the flooding of initially dry areas). The two test examples which follow have thus been chosen on the basis of their relatively weak dependency on the adopted numerical approach.
Example 1: Wetting and Drying of Tidal Flats
The first example concerns wetting and drying of tidal flats. The Venice lagoon, similar to many other tidal lagoons, is characterized by the presence of narrow ribbons of marshes which divide the lagoon into subbasins (Figure 4 ). These marshes are crossed by a fine network of small channels, with depths ranging from few centimeters to some meters, which allow the tide to propagate throughout. An accurate mathematical representation of such a topographic pattern is quite impractical. However, the effects induced by the existing fine creek network crossing the marshes cannot be neglected in order to achieve an accurate description of the tide propagation inside the lagoon. To show this, a portion of the marshes located in the southern part of the Venice lagoon was carefully modeled (Figure 4) , and the tidal propagation was then simu- (15), (28), and (29) are integrated using a semi-implicit staggered finite element scheme based on Galerkin's approach. Acceleration terms in momentum equations are discretized using an explicit Lagrangian method [Defina and Bonetto, 1998 ]. The domain is divided into triangular elements, the free surface elevation h is assumed linearly varying between element nodes (i.e., p1 discretization), while the depth-integrated velocity components q x and q y are assumed constant within each element (i.e., p0 discretization). More details about the adopted numerical scheme are given by D'Alpaos et al. [1994] . A very detailed mesh and, alternatively, a quite coarse mesh are used to describe the part of the domain occupied by the marshes. The refined mesh, composed of about 3000 triangular elements and 1500 nodes, is shown in Figure 5 . To give an idea, the description, with the same degree of refinement, of the whole Venice lagoon, which extends over an area of approximately 500 km 2 , would require about 10 6 elements. The bathymetry of the study area and the resulting distribution of bottom elevations are shown in Figures 6 and 7 , respectively. The average bottom elevation within the area covered by the marshes is h b ϭ Ϫ0.5 m, with a standard deviation b ϭ 1.0 m. Because deep channels do not find their symmetric counterpart in topographic heights, the measured distribution is strongly biased toward the lower bottom elevations. Hence, for this particular morphology, the assumed Gaussian distribution is a rather rough approximation. However, this only concerns higher-order statistical moments which are not considered here. Thus, presumably, this circumstance should only slightly affect the results. The coarse mesh, shown in Figure 5 , is constructed with only 37 triangular elements covering the area occupied by the marshes. In this case, nearly 7500 elements would be required to discretize the whole Venice lagoon. It must be noted that the most recent finite element models of the Venice lagoon use meshes comprising 5000 to 12,000 elements [Ipros Ingegneria Ambientale, 1990; Umgiesser and Bergamasco, 1993 ; Magistrato alle Acque di Venezia-Consorzio Venezia Nuova, 1997] . Thus the present coarse mesh is of comparable resolution.
All simulations are performed neglecting horizontal Reynolds stresses (i.e., e ϭ 0) and assuming a Manning roughness coefficient n ϭ 0.04 m Ϫ1/3 /s. The following boundary conditions are imposed. At nodes bearing to the seaward side, water elevations are prescribed which vary sinusoidally according to the law h ϭ 0.5 sin (2t/T), with a tide period T of 12 hours (see Figure 9 ). Along the other three sides, impervious boundary conditions are assumed.
In the first run (R1), on the basis of the refined mesh, bottom irregularities are neglected by setting a r ϭ 0.0001 m, which is equivalent to solving the standard St. Venant equations. The computation was performed using 8640 time steps of Figure 8 , showing the velocity field at t ϭ 10 hours, clearly suggests that the tidal wave propagates across the marshes mainly through the network of narrow but deep channels. Moreover, owing to the considerable "permeability" of the marsh structure, the wave amplitude slightly reduces in passing from the sea to the landward side (see Figure 9 ). The bathymetry statistics and the results of this simulation are taken as benchmarks for the following simulations.
Two other runs were carried out using the coarse mesh shown in Figure 5 , setting the average bottom elevation of all elements pertaining to the marshes to h b ϭ Ϫ0.5 m and assuming a r ϭ 0.0001 m and a r ϭ 2 b ϭ 2.0 m in the second (R2) and third (R3) run, respectively. The former case is equivalent to solving the standard St. Venant equation on the coarse grid, while the latter considers the statistical subgrid modeling of ground topography presented in section 2. Both computations were performed using 1440 time steps of 60 s duration.
The resulting water elevations at the inland side are plotted against time in Figure 9 to allow the comparison with the water elevations computed in the first run. It clearly appears that solving the standard St. Venant equations on the coarse grid results in a poor prediction of tidal wave propagation. In this case, in fact, since small deep channels are not described anyway, the marshes act as a barrier which opposes the tide propagation, thus implying a significant reduction of tidal wave amplitude.
On the contrary, when the channel network is statistically accounted for by setting a r ϭ 2.0 m, the resulting water elevations at the landward side compare favorably with those computed on the refined mesh, and only a small phase shift can be observed. The same conclusions are supported by Figure 10 showing, for the three different runs, the comparison between the total flow rates predicted through a section taken across the marsh area.
It must be emphasized that this favorable result is essentially produced by the capability of the new momentum equations to account for bottom irregularities. In order to show this, a further simulation (R4) was performed. The computer code was modified to force a r ϭ 0.0001 m in the continuity equa- Figure 8 . Velocity field during flooding tide (t ϭ 10 hours) computed with the refined mesh shown in Figure 5 . It clearly appears that the tide wave propagates mainly through the deep channels crossing the marshes. tion and a r ϭ 2.0 m in the momentum equations. The results of this simulation are compared with those obtained previously in Figure 9 . The behavior of the free surface elevation at the landward side shows that the impact of reducing a r in the continuity equation is negligibly small at high water levels but retains some importance at low tide. This result clearly demonstrate that, in this case, the improvement obtained with the proposed approach mainly stems from the new momentum equations.
Example 2: Overland Flow Produced by Rainfall Excess
One of the most important tasks of the hydrologist is the prediction of runoff from rainfall. The progressive improvement of computing resources and the increasing availability of spatial data are rapidly overcoming the advantages of a lumped approach such as the unit hydrograph method and are promoting the alternative approach to runoff prediction through distributed modeling [Quimpo, 1993] . This approach is often based on numerical integration of the shallow water flow equations [Zhang and Cundy, 1989; James and Kim, 1990; Julien and Saghafian, 1991; Vieux, 1993; Ogden and Julien, 1993; Di Giammarco and Todini, 1994] . Since in current numerical models the ground surface is described as a piecewise plane surface, the flow appears in the form of a sheet of water, of slowly varying depth, flowing smoothly over the whole domain. It is well known, instead, that rainfall excess collects into rills which grow in size while moving downstream. These rills can be considered as a by-product of ground irregularities and can profitably be handled with the approach proposed in the present work.
The example considered here is the same as the one presented by Zhang and Cundy [1989] , hereinafter referred to as ZC, who developed and applied a two-dimensional overland flow model to compute the flow field produced by a constant rate rainfall excess on a variable microtopographic surface of rectangular shape. The surface is 12 m long and 2.5 m wide, with an average slope of 4.24%. The net rainfall intensity is 100 mm/h, with duration of 10 min.
As discussed in section 2, when considering a flow field in which the flow depth is comparable with the amplitude of ground irregularities, some of the assumptions made to derive (40) and (41) fail. However, it must be noted that the continuity equation (42) still rigorously holds. Moreover, if the ground slope is sufficiently steep, gravity is mainly balanced by the bottom shear stress; thus a consistent evaluation of energy dissipations should lead to a sufficiently accurate result. In other words, a satisfactory prediction of overland flow is likely to be ensured by a suitable calibration of the friction coefficient. Under these assumptions, (40), (41), and (42) can largely be simplified and reduced to the following kinematic wave form
where S x and S y are the average ground slopes in the x and y directions, respectively, and j and i are the rainfall intensity and the infiltration rate, respectively. Following ZC, we assume laminar flow conditions and express the bottom shear stress b according to (A11), reported in Appendix A, thus obtaining
where the surface roughness parameter 0 was set to 10,000 as in ZC's simulations and H is given by (A8) combined with (A10), both reported in Appendix A. It must be noted that for this simple example, the flow is on average one-dimensional. For this reason we solved, using a standard finite difference scheme, the one-dimensional equations derived from (43) and (45) when contributions in the y direction are dropped.
As a first step, the model accuracy was checked assuming a plane bed configuration, that is, by choosing a quite small value of a r (i.e., a r ϭ 0.00001 m). Figure 11 shows that the agreement with ZC plane bed results is very good. On the contrary, Figure 11 also shows that when considering a variable microtopographic surface, even fine tuning of the friction coefficient 0 ( 0 ϭ 5000 and 0 ϭ 20,000) does not allow the simulation of the hydrograph computed by ZC accounting for the twodimensional flow enhanced by ground irregularities.
In order to obtain more accurate results, we should account for the variability of the topographic surface by introducing a suitable value of a r . Although ground elevation data were not available for this example, a rough estimate for a r from the microtopographic map shown in Figure 15 of ZC yields a r Х 0.02 m.
As shown in Figure 12 , a rather good agreement with ZC's results is obtained provided that the roughness parameter is increased to 0 ϭ 45,000. The need to increase 0 with respect Figure 11 . Comparison of the computed hydrograph on a plane surface with the results of Zhang and Cundy [1989] .
to the value used by ZC can be explained as follows. Let us first consider ZC's results (Figure 12 ). After the initial quick rise of the hydrograph which, basically, can be ascribed to early concentrated runoff from the depressions, the rise of discharge slows down. This result is presumably due to the fact that for t Ͼ 100 to ϳ150 s, the computed volume of water ponding on the surface is much smaller than for the case of a flat surface. Therefore the sheet of water flowing over each computational cell ⌬x ϫ ⌬y is very thin and characterized by low velocities. As a consequence, the time needed by each rain droplet to reach the downstream end of the domain increases. In our model, ground irregularities are assumed to exist at all scales. This is equivalent to considering that a very fine and effective draining network is formed, with small concentrations of flow which grow to form rills and gullies, collecting rain droplets as they touch the ground. Hence, to increase the time needed to reach the steady state, flow resistance must be increased.
Conclusions
New momentum and mass balance equations for twodimensional free surface flow are proposed which account for ground unevenness effects and allow a realistic description of small water depth flows. These equations can represent a powerful tool to solve many problems involving a partially wet domain such as flood propagation over an initially dry area, overland flow in a catchment during a rainfall event, or tidal flow in shallow lagoons. In particular, the proposed equations overcome the limitations of previous approaches to the problem of wetting and drying through a simple subgrid model, based on the statistics of bottom topography, capable of achieving a significant degree of process realism.
It has been shown that the new model results in a significant improvement in predicted hydraulics when compared to standard models for two sample cases, namely, wetting and drying of tidal flats and overland flow produced by rainfall excess. In the case of tide propagation in the presence of marshes the present approach is likely to be very effective in accounting for the fine creek network crossing the marshes, which is not explicitly resolved in the computational discretization of the domain.
Also, for the case of overland flow over a variable microtopographic surface the results of simulations show promise, notwithstanding that some of the assumptions made to derive the momentum equations fail when considering an extremely shallow-depth flow field. In fact, the proposed equations allow an accurate reproduction of the hydrograph computed by Zhang and Cundy [1989] using a two-dimensional model to explicitly account for ground unevenness. Note that, as shown in Figure 11 , fine tuning of the friction coefficient is not effective when using the standard shallow flow equations.
It must be emphasized, however, that further work is needed in order to be able to accurately parametrize the distribution of bottom elevations. Also, some improvement of the function to account for possible hysteresis during wetting and drying stages, the parametrization of the subgrid momentum exchange, and, perhaps more importantly, the parametrization of bottom shear stresses seem to be key areas in which to concentrate efforts to realize a more complete and realistic subgrid model of the flow in the presence of small water depths. Finally, it is recognized that further test cases involving a complex bathymetry and/or a more comprehensive survey of field data are strongly required in order to more rigorously assess the model performance.
Appendix A: Bottom Shear Stress Evaluation
As stated in section 2, bottom shear stress can be written as
Therefore the problem of evaluating bottom shear stress reduces to the one of expressing the energy gradient J in terms of phase-averaged variables. In order to derive an expression for J, let us consider, inside the reference elementary area A, the thin column of water ␦V shown in Figure 13 . This volume is bounded by the surface ␦A b ϩ ␦A s ϩ ␦⌫, where ␦A b and ␦A s belong to the bottom and to the free surface, respectively, and ␦⌫ is the lateral surface of ␦V. Following Lotter's [1933] approach, we assume that lateral momentum exchange is negligibly small such that the action of gravity in the flow direction is balanced by the bed shear stress. The average velocity u within ␦V can thus be expressed through a uniform flow law of the form
where is a friction coefficient, r H is the hydraulic radius, and ␣ and ␤ are suitable exponents (for example, if ␣ ϭ 2/3 and ␤ ϭ 1/2, then the Manning law is recovered with ϭ 1/n, n being the Manning roughness coefficient; if ␣ ϭ 2 and ␤ ϭ 1, then laminar flow conditions are recovered with ϭ 0 g/, 0 being the surface roughness parameter [Zhang and Cundy, 1989] ). The hydraulic radius is defined as Figure 12 . Comparison of the computed hydrograph on a variable microtopographic surface with the results of Zhang and Cundy [1989] .
where h b is the local bottom elevation, ␦A is the projection of ␦A b on a horizontal plane, and ␦A b /␦A Ϸ 1. Recalling (16) and making use of (A2) and (A3), we can write
with A w denoting the wet part of A. Noting that the fraction of bottom characterized by the elevation h b ϭ z is A(Ѩ/Ѩ z)dz and that to span the whole wetted area A w z must vary between Ϫϱ and h, we can write
Defining ϭ ( z Ϫ h b )/a r and ĥ ϭ (h Ϫ h b )/a r , (A6) can be written as H ϭ a r F 0 ͑ĥ͒,
The function F 0 (ĥ) is monotonic and increases with ĥ in the same way as Y(ĥ) does. In order to find an approximate expression for F 0 (ĥ), it is convenient to replace the variable ĥ with the variable Y/a r and write H ϭ a r F͑Y/a r ͒.
The integral in (A7) has been computed via numerical integration, assuming that is given by (33), for the cases ␣ ϭ 2/3 and ␣ ϭ 2 corresponding to the Manning equation and to laminar flow, respectively. As shown in Figure 14, 0 surface roughness parameter for viscous flow. wetted area per unit surface. , e viscosity and effective viscosity, respectively, m 2 /s. ⍀ area of (computational) domain, m 2 . fluid density, kg/m 3 . see equation (5). shear stress, N/m 2 .
