The Recognition Theorem for Graded Lie Algebras of Prime Characteristic by Benkart, Georgia et al.
ar
X
iv
:m
at
h/
05
08
37
3v
2 
 [m
ath
.R
A]
  2
9 S
ep
 20
05 The Recognition Theorem
for Graded Lie Algebras
in Prime Characteristic
Georgia Benkart∗
Thomas Gregory
Alexander Premet
Author address:
Department of Mathematics, University of Wisconsin-Madison,
Madison, Wisconsin 53706 USA
E-mail address: benkart@math.wisc.edu
Department of Mathematics, The Ohio State University at
Mansfield, Mansfield, Ohio 44906 USA
E-mail address: tgregory@math.ohio-state.edu
School of Mathematics, The University of Manchester,
Manchester M13 9PL, UK
E-mail address: sashap@maths.man.ac.uk

Contents
Introduction vii
Chapter 1. Graded Lie Algebras 1
1.1. Introduction 1
1.2. The Weisfeiler radical 2
1.3. The minimal ideal I 4
1.4. The graded algebras B(V
−t) and B(Vt) 5
1.5. The local subalgebra 8
1.6. General properties of graded Lie algebras 9
1.7. Restricted Lie algebras 15
1.8. The main theorem on restrictedness (Theorem 1.63) 17
1.9. Remarks on restrictedness 17
1.10. The action of g0 on g−j 18
1.11. The depth-one case of Theorem 1.63 20
1.12. Proof of Theorem 1.63 in the depth-one case 21
1.13. Quotients of g0 22
1.14. The proof of Theorem 1.63 when 2 ≤ q ≤ r 24
1.15. The proof of Theorem 1.63 when q > r 25
1.16. General setup 25
1.17. The assumption [[g−1, g1], g1] 6= 0 in Theorem 1.63 30
Chapter 2. Simple Lie Algebras and Algebraic Groups 33
2.1. Introduction 33
2.2. General information about the classical Lie algebras 33
2.3. Representations of algebraic groups 39
2.4. Standard gradings of classical Lie algebras 42
2.5. The Lie algebras of Cartan type 44
2.6. The Jacobson-Witt algebras 45
2.7. Divided power algebras 46
2.8. Witt Lie algebras of Cartan type (the W series) 47
2.9. Special Lie algebras of Cartan type (the S series) 49
2.10. Hamiltonian Lie algebras of Cartan type (the H series) 51
2.11. Contact Lie algebras of Cartan type (the K series) 55
2.12. The Recognition Theorem with stronger hypotheses 58
2.13. gℓ as a g0-module for Lie algebras g of Cartan type 59
2.14. Melikyan Lie algebras 67
iii
iv CONTENTS
Chapter 3. The Contragredient Case 71
3.1. Introduction 71
3.2. Results on modules for three-dimensional Lie algebras 71
3.3. Primitive vectors in g1 and g−1 76
3.4. Subalgebras with a balanced grading 79
3.5. Algebras with an unbalanced grading 87
Chapter 4. The Noncontragredient Case 97
4.1. General assumptions and notation 97
4.2. Brackets of weight vectors in opposite gradation spaces 98
4.3. Determining g0 and its representation on g−1 99
4.4. Additional assumptions 105
4.5. Computing weights of b−-primitive vectors in g1 105
4.6. Determination of the local Lie algebra 115
4.7. The irreducibility of g1 125
4.8. Determining the negative part when g1 is irreducible 133
4.9. Determining the negative part when g1 is reducible 137
4.10. The case that g0 is abelian 141
4.11. Completion of the proof of the Main Theorem 142
Bibliography 143
Abstract
The “Recognition Theorem” for graded Lie algebras is an essential
ingredient in the classification of finite-dimensional simple Lie algebras over
an algebraically closed field of characteristic p > 3. The main goal of this
monograph is to present the first complete proof of this fundamental result.
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Introduction
The focus of this work is the following Main Theorem, often referred to
as the “Recognition Theorem,” because of its extensive use in recognizing
certain graded Lie algebras from their null components.
Theorem 0.1. Let g =
⊕r
j=−q gj be a finite-dimensional graded Lie
algebra over an algebraically closed field F of characteristic p > 3. Assume
that:
(a) g0 is a direct sum of ideals, each of which is abelian, a classical
simple Lie algebra, or one of the Lie algebras gln, sln, or pgln with
p | n;
(b) g−1 is an irreducible g0-module;
(c) If x ∈
⊕
j≥0 gj and [x, g−1] = 0, then x = 0;
(d) If x ∈
⊕
j≥0 g−j and [x, g1] = 0, then x = 0.
Then g is isomorphic as a graded Lie algebra to one of the following:
(1) a classical simple Lie algebra with a standard grading;
(2) pglm for some m such that p | m with a standard grading;
(3) a Cartan type Lie algebra with the natural grading or its reverse;
(4) a Melikyan1 algebra (in characteristic 5) with either the natural
grading or its reverse.
The classical simple Lie algebras in this theorem are the algebras ob-
tained by reduction modulo p of the finite-dimensional complex simple Lie
algebras, as described in [S, Sec. 10] (see also Section 2.2). Thus, they are
of type An−1, p 6 |n, Bn, Cn, Dn, E6, E7, E8, F4, G2, or they are isomorphic
to psln where p | n.
The Recognition Theorem is an essential ingredient in the classification
of the finite-dimensional simple Lie algebras over algebraically closed fields
of characteristic p > 3. In a sense, the whole classification theory is built
around this theorem, as the theory aims to show that any finite-dimensional
simple Lie algebra L admits a filtration L = L−q ⊃ . . . ⊃ L0 ⊃ · · · ⊃ Lr ⊃
Lr+1 = 0 such that the corresponding graded Lie algebra g =
⊕r
i=−q gi,
where gi = Li/Li+1, satisfies conditions (a)-(d) above. The Recognition
Theorem is used several times throughout the classification; its first appli-
cation results in a complete list of the simple Lie algebras of absolute toral
1transliterated as Melikian in many references such as [St], for example
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rank two, and its last application yields a crucial characterization of the
Melikyan algebras, thereby completing the classification. The main goal of
this monograph is to present the first complete proof of this fundamental
theorem.
V.G. Kac first undertook to prove the Recognition Theorem in [K2].
This pioneering work was ahead of its time. In 1970, very little was known
about rational representations of simple algebraic groups in prime character-
istic, and the Melikyan algebras were discovered only in the 1980s. Despite
that, Kac made many deep and important observations towards the proof
of the theorem in [K2]. Most of them are incorporated in Chapters 3 and 4
of this monograph.
Historical accounts of the classification of simple Lie algebras of charac-
teristic p > 0 can be found for example in [M], [Wi3], and [B]. Investigation
of the finite-dimensional simple Lie algebras over algebraically closed fields of
positive characteristic began in the 1930s in the work of Jacobson, Witt, and
Zassenhaus. During the next quarter century, many examples of such Lie al-
gebras were discovered. In [S], written in 1967, Seligman spoke of a “rather
awkward array of simple modular Lie algebras which would be totally un-
expected to one acquainted only with the non-modular case.” Seligman’s
book contained a characterization of the classical Lie algebras of character-
istic p > 3; that is, those obtained from Z-forms of the finite-dimensional
simple Lie algebras over C by reducing modulo p. (See Section 2.2.) It was
about the same time that Kostrikin and Sˇafarevicˇ [KS] observed a similarity
between the known nonclassical simple Lie algebras of prime characteristic
and the four families W , S, H, K (Witt, special, Hamiltonian, contact) of
infinite-dimensional complex Lie algebras arising in Cartan’s work on Lie
pseudogroups. They called their analogues “Lie algebras of Cartan type”
and formulated a conjecture which shaped research on the subject during
the next thirty years. The Kostrikin-Sˇafarevicˇ Conjecture of 1966 states
Over an algebraically closed field of characteristic p > 5, a finite-
dimensional restricted simple Lie algebra is classical or of Car-
tan type.
In 1984, Block and Wilson [BW] succeeded in proving this conjecture for
algebraically closed fields of characteristic p > 7.
If the notion of a Cartan type Lie algebra is expanded to include both
the restricted and nonrestricted ones as well as their filtered deformations
(determined later by Kac [K3], Wilson [Wi2], and Skryabin [Sk1]), then
one can formulate the Generalized Kostrikin-Sˇafarevicˇ Conjecture by simply
erasing the word restricted in the statement above.
The Generalized Kostrikin-Sˇafarevicˇ Conjecture is now a theorem for
p > 7. First announced by Strade and Wilson [SW] in 1991, its proof is
spread over a number of papers. As mentioned above, the proof depends in a
critical way on the above Recognition Theorem (hence on our monograph).
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We refer the interested reader to [St] for a comprehensive exposition of the
classification.
Recent work of Strade and the third author [PS1]-[PS5] has made sig-
nificant progress on the problem of classifying the finite-dimensional simple
Lie algebras over fields of characteristic 7 and of characteristic 5, where
the Generalized Kostrikin-Sˇafarevicˇ Conjecture is known to fail because of
the Melikyan algebras. (See Section 2.45.) The Classification Theorem an-
nounced in [St, p. 7] (and also in [P2]), asserts “Every finite dimensional
simple Lie algebra over an algebraically closed field of characteristic p > 3
is of classical, Cartan or Melikyan type.” The Recognition Theorem plays
a vital role in this extension of the classification theory to p = 5 and 7.
In characteristics 2 and 3, many more simple Lie algebras which are nei-
ther classical nor Cartan type are known (characteristic 3 examples can be
found in [St, Sec. 4.4]). The papers [KO], [BKK], [BGK], and [GK] prove
recognition theorems for graded Lie algebras of characteristic 3 under var-
ious assumptions on the gradation spaces. One of the main challenges in
characteristics 2 and 3 will be to remove such extra assumptions and deter-
mine all finite-dimensional graded Lie algebras g satisfying conditions (b),
(c), (d) above with the graded component g0 isomorphic to the Lie algebra
of a reductive group. Once this is accomplished, one might be able to formu-
late a plausible analogue of the Generalized Kostrikin-Sˇafarevicˇ Conjecture
for p = 2 and 3 and to begin the classification work in a systematic way.
Our monograph consists of four chapters. In the first, we establish
general properties of graded Lie algebras and use them to show that in
a finite-dimensional graded Lie algebra satisfying conditions (a)-(d) of the
Main Theorem, the representation of the commutator ideal g
(1)
0 of the null
component g0 on g−1 must be restricted. In Chapter 2, we gather useful in-
formation about known graded Lie algebras, both classical and nonclassical.
Chapter 3 deals with the case in which g−1 and g1 are dual g0-modules, the
so-called contragredient case, which leads to the classical or Melikyan Lie
algebras. Chapter 4 treats the noncontragredient case, and there the graded
Lie algebras are shown to be of Cartan type.
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CHAPTER 1
Graded Lie Algebras
1.1. Introduction
In this chapter, we develop results about general graded Lie algebras.
Later (starting in Section 1.8) and in subsequent chapters, we specialize to
modular graded Lie algebras satisfying the hypotheses of the Recognition
Theorem.
To begin, our focus is on Lie algebras over an arbitrary field F having
an integer grading,
g =
r⊕
i=−q
gi,
where [gi, gj ] ⊆ gi+j if −q ≤ i + j ≤ r and [gi, gj] = 0 otherwise. Then g0
is a subalgebra of g, and each subspace gj is a g0-module under the adjoint
action. The spaces
g≤0 := g− ⊕ g0 and g≥0 := g0 ⊕ g+
are also subalgebras of g, where
g− :=
q⊕
i=1
g−i and g+ :=
r⊕
j=1
gj
are nilpotent ideals of g≤0 and g≥0 respectively. If g−q and gr are nonzero,
then q is said to be the depth and r the height of g. We assume that q, r ≥ 1
and q is finite, but in this section and the next allow the possibility that
the height r is infinite. The following conditions play a key role in this
investigation:
(1.1) g−1 is an irreducible g0-module.
(1.2) If x ∈ g≥0 and [x, g−1] = 0, then x = 0.
Property (1.1) is termed irreducibility and (1.2) is called transitivity.
When we say an algebra is irreducible and transitive, we mean that both
(1.1) and (1.2) hold. On occasion we refer to algebras satisfying the following
constraint as being 1-transitive, or having 1-transitivity:
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(1.3) If x ∈ g≤0 and [x, g1] = 0, then x = 0.
1.2. The Weisfeiler radical
Every graded Lie algebra g has a radical, which was first introduced by
Weisfeiler [W], and which is constructed as follows: Set M0(g) = 0, and
for i ≥ 0 define Mi+1(g) inductively by
(1.4) Mi+1(g) = {x ∈ g− | [x, g+] ⊆M
i(g)}.
Then
(1.5)
0 = M0(g) ⊆M1(g) ⊆ · · · ⊆Mi−1(g) ⊆Mi(g) ⊆ . . . and
M(g) :=
⋃
i
Mi(g)
is called the Weisfeiler radical of g. By its definition, M(g) is a subspace
of g− invariant under bracketing by g+, and for j = 0, 1, . . . , q,
[[Mi(g), g−j ], g+] ⊆ [[M
i(g), g+], g−j] + [M
i(g), [g−j , g+]](1.6)
⊆ [Mi−1(g), g−j ] + [M
i(g),
∑
ℓ≥1
g−j+ℓ].
Now when j = 0 and i = 1, the right side of (1.6) is zero, which implies that
[M1(g), g0] ⊆ M
1(g). We may assume that [Mi−1(g), g0] ⊆ M
i−1(g). Then
(1.6) shows that [Mi(g), g0] ⊆M
i(g). Suppose we know that
(1.7) [Mi(g), g−k] ⊆M
i+k(g)
for all 0 ≤ k < j. Then by (1.6) and induction on i we have,
[[Mi(g), g−j ], g+] ⊆ [M
i−1(g), g−j ] + [M
i(g),
∑
ℓ≥1
g−j+ℓ] ⊆M
i+j−1(g).
Consequently, [Mi(g), g−j ] ⊆M
i+j(g) for j = 0, 1, . . . . ThusM(g) is an ideal
of g, and it exhibits the following characteristics enjoyed by a “radical”:
Proposition 1.8.
(i) M(g) is a graded ideal of g contained in g−.
(ii) Suppose that g is irreducible (1.1) and transitive (1.2), and let J be
an ideal of g contained in g−. Then J ⊆M(g) ⊆
∑
i≥2 g−i. Thus,
M(g) is the sum of all the ideals of g contained in g−. Moreover,
g/M(g) is irreducible and transitive, and M(g/M(g)) = 0.
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(iii) If g is irreducible and transitive, and [g−i, g−1] = g−(i+1) for all
i ≥ 1, then for any ideal J of g either J ⊆M(g) or J ⊇ g−.
(iv) If g is 1-transitive (1.3), then M(g) = 0.
Proof. (i) We know from the calculations above that M(g) is an ideal
of g. If x = x−q + · · · + x−1 ∈ M(g), then one can see by bracketing with
homogeneous elements of positive degree that the homogeneous components
x−i ∈ g−i of x belong to M(g) also, and the quotient algebra g := g/M(g)
is graded.
(ii) Suppose that g is irreducible and transitive. If J is any ideal of g
contained in g− and if J∩g−1 6= 0, then J∩g−1 = g−1 by irreducibility, since
J ∩ g−1 is a g0-submodule of g−1. But if J ⊇ g−1, then J ⊇ [g−1, g1] 6= 0
by transitivity, to contradict J ⊆ g−. Hence, when g is irreducible and
transitive, every ideal J of g contained in g− has trivial intersection with g−1.
In particular, since M(g) ⊆ g− and M(g) is graded, we must have M(g) ⊆∑
i≥2 g−i. It follows that g/M(g) will inherit the properties of irreducibility
and transitivity.
Now suppose that J is an ideal of g contained in g− and let x−q + · · ·+
x−1 ∈ J , where x−i ∈ g−i for all i. Then it must be that x−i ∈ M
i(g) for
i = 1, . . . , q. Consequently J ⊆ M(g) ⊆
∑
i≥2 g−i, and M(g) is the sum
of all the ideals of g contained in g−. Any ideal of g = g/M(g) contained
in g− has the form K where K is an ideal of g contained in g−. But then
K ⊆M(g) so K = 0. Hence, M(g) = 0.
(iii) Under the hypotheses in (iii), suppose that J is an ideal of g, and
define the following subspaces of g:
(1.9) Yj :=
y ∈ gj
∣∣∣∣∣ y + z ∈ J for some z ∈ ∑
i≤j−1
gi
 .
Then Yj is a g0-submodule of gj for each j. Now either J ⊆ g− (and hence
J ⊆ M(g) by (ii)) or there exists an element x = x−q + · · · + xk ∈ J
with xk 6= 0 and k ≥ 0. Since in the second case (ad g−1)
k+1(x) 6= 0 by
the transitivity of g, we see that J ∩ g− 6= 0 and Y−1 6= 0. Hence by
irreducibility, Y−1 must equal g−1. Assume we have shown that Y−i = g−i.
Then Y−(i+1) ⊇ [Y−i, g−1] = [g−i, g−1] = g−(i+1) so that Y−(i+1) = g−(i+1).
In particular, J ⊇ g−q. Suppose that J ⊇ g−t for all t with i + 1 ≤ t ≤ q.
Since Y−i = g−i, it follows that J ⊇ g−i. Consequently J ⊇ g−, as asserted.
(iv) Suppose Mk(g) = 0 for 0 ≤ k < i. Then [Mi(g), g1] ⊆M
i−1(g) = 0.
Thus, if g is 1-transitive, we must have Mi(g) = 0 also. Therefore, 1-
transitivity implies M(g) =
⋃
Mi(g) = 0. 
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Proposition 1.10. Assume g =
⊕r
i=−q gi is an irreducible, transitive
graded Lie algebra such that g−i = [g−1, g−i+1] for all i ≥ 2. If M(g) = 0,
then g contains no abelian ideals.
Proof. By Proposition 1.8 (iii), any nonzero ideal J of g must contain
g− and hence must contain g−1 ⊕ [g−1, g1]. By transitivity (1.2), [J, J ] ⊇
[g−1, [g−1, g1]] 6= 0. Consequently, J cannot be abelian. 
Corollary 1.11. If g =
⊕r
i=−q gi is a irreducible, transitive graded Lie
algebra such that g−i = [g−1, g−i+1] for all i ≥ 2, then g/M(g) is semisimple.
Proof. This is an immediate consequence of Proposition 1.10 and the fact
that M(g) = 0 for g = g/M(g) by (iii) of Proposition 1.8. 
Lemma 1.12. Assume g =
⊕r
i=−q gi is a graded Lie algebra such that
g+ is generated by g1 and M(g) = 0. If x ∈ g− and [x, g1] = 0, then x = 0.
Proof. The hypotheses imply that [x, g+] = 0, so that x ∈M
1(g) = 0. 
1.3. The minimal ideal I
In this section we show that graded Lie algebras satisfying certain condi-
tions must contain a unique minimal ideal I which is graded, and we derive
some properties of I.
Proposition 1.13. (Compare [W], Prop. 1.61, Cor. 1.62, Cor. 1.66.)
Assume g =
⊕r
i=−q gi is an irreducible, transitive graded Lie algebra such
that g−i = [g−1, g−i+1] for all i ≥ 2. If M(g) = 0, then g has a unique
minimal ideal I which is graded and contains g−.
Proof. SinceM(g) = 0, every nonzero ideal must contain g− by Proposition
1.8 (iii). Therefore the intersection I of all the ideals is the unique minimal
ideal of g, and it contains g−. Let Ij := I ∩ gj for each j, and observe
that I−i = g−i for all i ≥ 1. The space I
′ =
⊕
j Ij is a nonzero ideal of g,
since [gi, Ij ] ⊆ gi+j ∩ I = Ii+j. By the minimality of I, we conclude that
I =
⊕
j Ij. 
Corollary 1.14. Assume g =
⊕r
i=−q gi is an irreducible, transitive
graded Lie algebra such that g−i = [g−1, g−i+1] for all i ≥ 2. Then g =
g/M(g) has a unique minimal ideal which is graded and contains g−.
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From now on, we assume that the height r of the graded Lie algebras is
finite.
Assume g is an irreducible, transitive graded Lie algebra with M(g) = 0
and with g− generated by g−1, and let I be the unique minimal ideal of g
from Proposition 1.13. Then
(1.15) R :=
∑
k≥1
(ad g−1)
kgr ⊆ I
is stable under the action of both ad g−1 and ad g0. By the Jacobi identity,
[g+,R] ⊆ R + gr. As g− is generated by g−1 by assumption, R + gr is a
graded ideal of g. It follows that I ⊆ R+ gr. Moreover,
I = I ∩ (R+ gr) = R+ (I ∩ gr) ⊆ I
so I = R+ (I ∩ gr). This establishes the following result:
Lemma 1.16. Any transitive, irreducible graded Lie algebra g with M(g)
= 0 and g− generated by g−1 contains a unique minimal graded ideal I such
that
I =
∑
k≥1
(ad g−1)
kgr + (I ∩ gr).
Thus, I =
⊕s
i=−q Ii where Is 6= 0, and s = r if I ∩ gr 6= 0, and s = r − 1
otherwise. Moreover,
Ii =
{
(ad g−1)
r−igr if 0 ≤ i ≤ r − 1,
gi if − q ≤ i ≤ −1.
1.4. The graded algebras B(V
−t) and B(Vt)
There is a general procedure described by Benkart and Gregory in [BG,
Sec. 3] for producing quotients of subalgebras in a graded Lie algebra g =⊕r
i=−q gi. It has been applied subsequently in several other settings; for
example, it was used by Skryabin in [Sk2] to derive information about the
solvable radical of g0.
The procedure begins with a subalgebra F0 of g0 and an F0-submodule
F−1 of g−t for some t with 1 ≤ t ≤ q. For i > 0 define:
F−i = [F−1, F−i+1],(1.17)
Fi = {y ∈ git | [y, F−1] ⊆ Fi−1}.(1.18)
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We claim that F =
⊕
j Fj is a subalgebra of g. To see this, note that
[F−1, Fj ] ⊆ Fj−1 for all j. Assume for 1 ≤ i < k that [F−i, Fj ] ⊆ Fj−i for all
j. Then
[F−k, Fj ] = [[F−1, F−k+1], Fj ] ⊆ [[F−1, Fj ], F−k+1] + [F−1, [F−k+1, Fj ]]
⊆ Fj−k
for all j. We show that [Fi, Fj ] ⊆ Fi+j for i, j ≥ 0 by induction on i+ j. If
i+ j = 0, the result is clear, so we may assume that i+ j > 0 and that the
result holds for values < i+ j. Then [F−1, [Fi, Fj ]] ⊆ [Fi−1, Fj ] + [Fi, Fj−1].
Now if i − 1 or j − 1 is negative, we may use what has been established
previously. Otherwise, we may apply the inductive hypothesis. In either
event, the sum on the right is in Fi+j−1, and [Fi, Fj ] ⊆ Fi+j by definition.
To summarize, we have shown:
Proposition 1.19. Let g be an arbitrary graded Lie algebra. Let F0
be a subalgebra of g0, and for t > 0 let F−1 be an F0-submodule of g−t. If
F−i and Fi are defined by (1.17) and (1.18), then F =
⊕
j Fj is a graded
subalgebra of g.
Proposition 1.20. Let F =
⊕
j Fj be any graded Lie algebra satisfying
(1.17), and assume that F−1 is a nontrivial F0-module under the adjoint
action. Set A−i = 0 for all i > 0. For i ≥ 0, define Ai = {y ∈ Fi | [y, F−1] ⊆
Ai−1}. Then A =
⊕
j Aj is a graded ideal of F . Moreover the graded Lie
algebra B =
⊕
iBi = F/A satisfies (1.2) (transitivity) and (1.17).
Proof. Assume F is any graded Lie algebra satisfying the assumptions and
Aj is as in the statement of the proposition. Then [F−1, A] ⊆ A, and it
follows by induction and the Jacobi identity that [F−i, A] ⊆ A for all i > 0.
We suppose that i, j ≥ 0 and prove that [Fi, Aj ] ⊆ A for all such i and j by
induction on i+ j. The result is clear if i+ j = 0, for the annhilator of F−1
is an ideal of F0. Now [F−1, [Fi, Aj ]] ⊆ [Fi−1, Aj ] + [Fi, Aj−1] ⊆ Aj+i−1 by
induction. Thus, [Fi, Aj ] ⊆ Ai+j , and A is an ideal as desired.
That (1.17) holds in B = F/A is obvious since Aj = 0 for j < 0. Suppose
for y ∈ Bj with j ≥ 0 that [y,B−1] = 0. If y = y+Aj, then [y, F−1] ⊆ Aj−1,
and that implies y ∈ Aj so that y = 0. Thus, B is transitive. 
We note that in this construction, A0 = AnnF0(F−1), the annihilator of
F−1 in F0.
By symmetry we have:
Proposition 1.21. Let g be an arbitrary graded Lie algebra. Let F0 be
a subalgebra of g0, and let F1 be an F0-submodule of gt for some t ≥ 1. For
i > 0, define Fi and F−i as follows:
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(1.22) Fi = [F1, Fi−1],
(1.23) F−i = {y ∈ g−it | [y, F1] ⊆ F−i+1}.
Then F =
⊕
j Fj is a graded subalgebra of g.
Proposition 1.24. Let F =
⊕
j Fj be any graded Lie algebra satisfy-
ing (1.22), and assume that F1 is a nontrivial F0-module under the adjoint
action. Set Ai = 0 for all i > 0. For i ≥ 0, define A−i = {y ∈ F−i | [y, F1] ⊆
A−i+1}. Then A =
⊕
j Aj is a graded ideal of F . Moreover in the graded
Lie algebra B =
⊕
iBi = F/A, conditions (1.3) (1-transitivity) and (1.22)
hold.
There are several important instances of this construction that will play
a crucial role in the remainder of the work. For the graded Lie algebra
g =
⊕r
i=−q gi, and for 1 ≤ t ≤ q, the ingredients in this special case are the
following:
(1.25) F0 = g0 and F−1 = V−t, a nontrivial g0-submodule of g−t,
(1.26)
F−i = [F−1, F−i+1] and Fi = {y ∈ git | [y, F−1] ⊆ Fi−1} = git (i ≥ 1),
(1.27) A0 = Anng0(F−1) = {x ∈ g0 | [x, F−1] = 0},
(1.28) Ai = {x ∈ git | [x, F−1] ⊆ Ai−1} for i ≥ 1,
(1.29) F = F (V−t) =
⊕
j
Fj and A = A(V−t) =
⊕
i≥0
Ai,
(1.30) B = B(V−t) = F (V−t)/A(V−t).
Usually we take V−t to be an irreducible g0-submodule of g−t, although
this is not required for the construction. We try to make choices of t and
submodules V−t that enable us to show that the homogeneous components
B0 and B1 of B are both nonzero, for then the graded algebra B has at least
three homogeneous components, and we can deduce much more information
about the structure of the graded algebra B. When t > ⌊q/2⌋, the algebra
B has depth one. This proves very helpful as it allows us to transfer results
about depth-one algebras to general graded Lie algebras.
The analogous construction starting from a g0-submodule Vt of gt, for
1 ≤ t ≤ r, has the following constituents:
(1.31) F0 = g0 and F1 = Vt, a nontrivial g0-submodule of gt,
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(1.32)
Fi = [F1, Fi−1] and F−i = {y ∈ g−it | [y, F1] ⊆ F−i+1} = g−it (i ≥ 1),
(1.33) A0 = Anng0(F1) = {x ∈ g0 | [x, F1] = 0},
(1.34) A−i = {x ∈ g−it | [x, F1] ⊆ A−i+1} for i ≥ 1,
(1.35) F = F (Vt) =
⊕
j
Fj and A = A(Vt) =
⊕
i≥0
A−i,
(1.36) B = B(Vt) = F (Vt)/A(Vt).
Remarks 1.37. When t > ⌊r/2⌋, the algebra B(Vt) constructed in
(1.31)–(1.36) has height one and is 1-transitive by Proposition 1.24. By
assigning B(Vt) the opposite grading where B(Vt)−i is set equal to B(Vt)i,
we obtain a depth-one, transitive algebra, which is irreducible if and only
if the module Vt is irreducible. When speaking about B(Vt) in subsequent
sections, we always assume it is graded with the opposite grading and hence
always regard it as a depth-one algebra.
1.5. The local subalgebra
There is yet another subalgebra of a graded Lie algebra g =
⊕r
i=−q gi
which plays a prominent role. This is the subalgebra ĝ of g generated by
the local part g−1 ⊕ g0 ⊕ g1. Thus,
(1.38) ĝ =
r′⊕
i=−q′
ĝi
where ĝi = gi for i = −1, 0, 1, ĝ−j = [ĝ−j+1, ĝ−1], and ĝi = [ĝi−1, ĝ1] for
all i, j ≥ 2.
Proposition 1.39. Let ĝ be the Lie algebra generated by the local part
g−1 ⊕ g0 ⊕ g1 of the graded algebra g. Set A
− =
⊕
j A
−
j where A
−
−i = 0
for i > 0 and A−i = {y ∈ ĝi | [y, ĝ−1] ⊆ A
−
i−1} for all i ≥ 0. Similarly, let
A+ =
⊕
j A
+
j where A
+
i = 0 for i > 0 and A
+
−i = {y ∈ ĝ−i | [y, ĝ1] ⊆ A
+
−i+1}
for all i ≥ 0. Then ĝ/A− is transitive and ĝ/A+ is 1-transitive. Thus, ĝ
is transitive (1.2) (respectively, 1-transitive (1.3)) if and only if A− = 0
(respectively, A+ = 0).
Proof. The statements about the transitivity of ĝ/A− and the 1-transitivity
of ĝ/A+ follow directly from Propositions 1.20 and 1.24. Now if y ∈ ĝi for
some i ≥ 0, then y ∈ A−i if and only if (ad ĝ−1)
i+1(y) = 0. If ĝ is transitive,
then (ad ĝ−1)
i+1(y) = 0 gives y = 0. Thus, transitivity (1.2) implies A−i = 0
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for all i ≥ 0. Conversely, when A−i = 0 for all i ≥ 0, then ĝ = ĝ/A
− is
transitive. Similar arguments yield the other assertions. 
1.6. General properties of graded Lie algebras
In this section we will derive some very general properties of graded Lie
algebras g =
⊕r
i=−q gi which satisfy
(i) g is irreducible (1.1) and transitive (1.2);(1.40)
(ii) M(g) = 0;
(iii) g− is generated by g−1; and
(iv) g is finite-dimensional over a field F of characteristic 6= 2, 3.
Our first objective will be to show that transitivity holds in all of g\g−q.
Hence we prove for any x ∈ g \ g−q that [x, g−1] 6= 0. We may assume x =
x−q+· · ·+xj , where xi ∈ gi for all i, and xj 6= 0. It follows that [xj , g−1] = 0.
As g is assumed to be transitive, we may suppose −q + 1 ≤ j ≤ −1. Then
since g− is generated by g−1,
J :=
∑
k,ℓ≥0
(ad g+)
k(ad g0)
ℓxj
would be a graded ideal of g. But j ≥ −q + 1, so J cannot contain the
unique minimal graded ideal I, to contradict Lemma 1.16. Thus, we have
demonstrated the first part of the next result.
Lemma 1.41. Suppose g =
⊕r
j=−q gj is a graded Lie algebra satisfying
(i)-(iii) of (1.40). Then the following hold:
(a) If x ∈ g \ g−q, then [x, g−1] 6= 0.
(b) g−q is an irreducible g0-module.
(c) If K is an ideal of g and K ∩ (g−1 ⊕ g0 ⊕ g1) 6= 0, then K ⊇ g−.
Proof. For (b), note that similar to the argument above, ifM is any proper
g0-submodule of g−q, then
J :=
∑
k,ℓ≥0
(ad g+)
k(ad g0)
ℓM
is a graded ideal of g, which fails to contain g−q, hence fails to contain the
unique minimal graded ideal I. To establish (c), observe that when K is
an ideal such that K ∩ (g−1 ⊕ g0 ⊕ g1) 6= 0, then by transitivity (1.2),
K ∩ g−1 6= 0. By irreducibility (1.1), K ∩ g−1 = g−1, and since g− is
generated by g−1, K must contain g−. 
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Suppose now that V−t is any irreducible g0-submodule of g−t, where
q/2 < t ≤ q. (For example, V−q = g−q is a choice we have in mind in view
of Lemma 1.41 (b).) As in (1.25)–(1.30),
F = F (V−t) =
⊕
i≥−1
Fi, where F−1 = V−t,(1.42)
F−j = [F−1, F−j+1], and Fi = git for i ≥ 0,
A = A(V−t) =
⊕
i≥−1
Ai, where A−1 = 0 and(1.43)
Ai = {y ∈ Fi | [y, F−1] ⊆ Ai−1} for i ≥ 0,
B = B(V−t) =
⊕
i
Bi = F/A.
The algebra B satisfies (1.1) (irreducibility), (1.2) (transitivity), and (1.17).
Note that Aj = {x ∈ gjt | (ad V−t)
j+1x = 0}, and Bj 6= 0⇐⇒ Aj 6= Fj ⇐⇒
(adV−t)
j+1gtj 6= 0. In particular,
(1.44) B1 6= 0⇐⇒ (ad V−t)
2gt 6= 0.
Next we will set F = F (g−q), A = A(g−q), and B = B(g−q) = F/A =⊕
iBi, and we will argue that B1 6= 0 when q ≤ r. But to accomplish this,
we require some additional information about the action of ad g−q on the
various spaces gi. Clearly, ad g−q acts nilpotently on g.
Lemma 1.45. Suppose g =
⊕r
j=−q gj is a graded Lie algebra satisfying
(i)-(iii) of (1.40). Let I =
⊕s
j=−q Ij be the unique minimal graded ideal of g
as in Lemma 1.16, and assume ℓ ≥ 0 satisfies ℓq−q ≤ s. Then (ad g−q)
ℓI =
0 if and only if (ad g−q)
ℓIj = 0 for some j such that ℓq − q ≤ j ≤ s.
Proof. What is being asserted in this rather technical lemma is that if
(ad g−q)
ℓIj = 0 for some j ≥ ℓq−q (i.e., j is large enough so that (ad g−q)
ℓIj
= 0 is not an automatic consequence of having −ℓq+j < −q), then (ad g−q)
ℓ
annihilates I. To see this, suppose that
(ad g−q)
ℓIj = 0
for some j such that ℓq − q ≤ j ≤ s. Then it is necessary to show that
(ad g−q)
ℓI = 0, which we will do by proving that (ad g−q)
ℓIk = 0 for all k
with −q ≤ k ≤ s. Indeed if −q ≤ k < ℓq− q, then (ad g−q)
ℓIk ⊆ gk−qℓ = 0.
To prove the result for ℓq − q ≤ k ≤ s, we distinguish two cases: (1) ℓq − q
≤ k < j and (2) j < k ≤ s.
In case (1), we have by assumption and Lemma 1.16 that
0 = (ad g−1)
j−k(ad g−q)
ℓIj = (ad g−q)
ℓ(ad g−1)
j−kIj = (ad g−q)
ℓIk.
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In the second case,
(ad g−1)
k−j(ad g−q)
ℓIk = (ad g−q)
ℓ(ad g−1)
k−jIk = (ad g−q)
ℓIj = 0
must hold so that by Lemma 1.41 (a), (ad g−q)
ℓIk = 0. The other direction
is obvious. 
In view of (1.44), showing B1 6= 0 for B = B(g−q) is equivalent to
showing that (ad g−q)
2gq 6= 0. As a starting point we have
Lemma 1.46. Under the assumptions of (1.40), (ad g−q)Ij 6= 0 for
0 ≤ j ≤ s, where I =
⊕s
j=−q Ij is the unique minimal graded ideal of g
as in Lemma 1.16. In particular, since g is irreducible, [g−q, Iq−1] = g−1
whenever s ≥ q − 1.
Proof. If (ad g−q)Ij = 0 for some j, 0 ≤ j ≤ s, then by Lemma 1.45 (with
ℓ = 1), we have (ad g−q)I = 0. Since g− is assumed to be generated by g−1,
and since [g−1, g+] ⊆ I, it follows that∑
i≥1
(ad g+)
iI−q
is an ideal of g not containing I−q = g−q, and hence properly contained in
I, to contradict the minimality of I. 
Remark 1.47. To complete the proof that B1 6= 0 for B = B(g−q) when
q ≤ r, we use the notion of a weakly closed set. Recall that a subset E of
the endomorphism algebra End(W ) on a vector space W over F is weakly
closed if for every ordered pair (x, y) ∈ E2, there is a scalar f(x, y) ∈ F
such that xy + f(x, y)yx ∈ E. If E is nil (that is, every x ∈ E is a nilpotent
transformation), then the associative subalgebra of End(W ) generated by E
is nilpotent (see [J, p. 33]).
Lemma 1.48. Let U and V be g0-submodules of g such that [U, V ] ⊆ g0
and [U, [U, V ]] = 0. Let M be a g0-submodule of g. Then the following are
true:
(i) adM [U, V ] :=
{
ad [u, v]
∣∣
M
∣∣u ∈ U, v ∈ V } is a weakly closed subset
of End(M).
(ii) If adM [U, V ] consists of nilpotent transformations, then the asso-
ciative subalgebra of End(M) generated by adM [U, V ] acts nilpo-
tently on M . If in addition M is an irreducible g0-module, then
[[U, V ],M ] = 0.
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Proof. Let u1 and u2 be any elements of U , and let v1 and v2 be any
elements of V . Then we have
[ad [u1, v1], ad [u2, v2]] = ad [[u1, v1], [u2, v2]]
= ad [[[u1, v1], u2], v2] + ad [u2, [[u1, v1], v2]]
= ad [u2, [[u1, v1], v2]].
Since [u1, v1] ∈ g0 and V is assumed to be a g0-submodule of g, it follows
that [[u1, v1], v2] ∈ V , so adM [U, V ] is weakly closed. Thus if adM [U, V ]
consists of nilpotent transformations, then the associative subalgebra of
End(M) generated by adM [U, V ] is nilpotent. But then AnnM
(
[U, V ]
)
6= 0.
Since AnnM
(
[U, V ]
)
is a g0 submodule of M , it must equal M whenever M
is irreducible, implying [[U, V ],M ] = 0 in this case. 
In the next sequence of results, as in Lemma 1.48, we adopt the notation
ad V (U) (respectively ad V u) to indicate the restriction of adU (respectively
adu) to the subspace V .
We now have the requisites for showing that B1 6= 0 when q ≤ r for B =
B(g−q), or equivalently, that (ad g−q)
2gq 6= 0 when g is finite-dimensional.
Suppose to the contrary that (ad g−q)
2gq = 0. If q ≤ s, Lemma 1.45
(with ℓ = 2) implies that (ad g−q)
2I = 0. If instead s < q, then because
r − 1 ≤ s < q ≤ r, we must have s = r − 1 = q − 1, so again we have
(ad g−q)
2I ⊆ g−q−1 ⊕ g−q−2 ⊕ · · · = 0. In any event, for all y ∈ g−q and
z ∈ gq,
0 = (ad y)2(ad z)2g−1 = 2(ad [y, z])
2g−1,
because g−1 = I−1 and [g−q, g−1] = 0 = (ad g−q)
2I. Since by Lemma 1.48
(i),
Y :=
{
ad g−1 [y, z] | y ∈ g−q, z ∈ gq
}
is a weakly closed set, and since it consists of nilpotent transformations of
g−1, the associative subalgebra of End(g−1) generated by Y acts nilpotently
on g−1. As g−1 is g0-irreducible, Lemma 1.48 (ii) implies that [[g−q, gq], g−1]
= 0. By transitivity (1.2), [g−q, gq] = 0. Thus, [g−q, Iq−1] ⊆ [g−q, [g−1, gq]] =
0, to contradict Lemma 1.46. Thus, we have established
Lemma 1.49. Suppose g is a graded Lie algebra satisfying the conditions
of (1.40). If q ≤ r, then (ad g−q)
2gq 6= 0. Consequently, B1 6= 0 for
B = B(g−q) =
⊕
iBi.
Our next goal is to prove when q ≥ 2 that B′1 is nonzero for B
′ =
B(V−q+1), where V−q+1 is any irreducible g0-submodule of g−q+1. This will
require some results showing that annihilators in g0 of pairs of spaces gj
and gj+1 intersect trivially. In fact, we prove a slightly more general result.
For −q ≤ j ≤ r − 1, let Vj+1 be any nonzero g0-submodule of gj+1, and set
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Q = Anng0(Ij) ∩ Anng0(Vj+1). Under the assumption Q 6= 0, transitivity
(1.2) and irreducibility (1.1) force [Q, g−1] = g−1. Then
[g−1, Vj+1] = [[Q, g−1], Vj+1] = [Q, [g−1, Vj+1]] ⊆ [Q, Ij ] = 0
to contradict transitivity (we have used the inclusion g−1 ⊂ I). Conse-
quently, we have
Lemma 1.50. Assume q ≥ 2 and the hypotheses of (1.40) hold. If
Vj+1 6= 0 is a g0-submodule of gj+1 for some j such that −q ≤ j ≤ r − 1,
then Anng0(Ij) ∩Anng0(Vj+1) = 0.
Lemma 1.51. Under the assumptions of (1.40), if q ≥ 2 and V−q+1 6= 0
is a g0-submodule of g−q+1, then Anngj (g−q) ∩ Anngj(V−q+1) = 0 for all j
such that 0 ≤ j ≤ r − 1.
Proof. Suppose N := Anngj (g−q) ∩Anngj (V−q+1). Then
[g−q, [g−1, N ]] = [g−1, [g−q, N ]] = 0.
In addition, we have that [V−q+1, [g−1, N ]] ⊆ [g−q, N ] +[g−1, [V−q+1,
N ]] = 0. Hence [g−1, N ] ⊆ Anngj−1(g−q) ∩ Anngj−1(V−q+1). Repeating
this argument j − 1 times, we determine that (ad g−1)
jN ⊆ Anng0(g−q) ∩
Anng0(V−q+1), which is zero by Lemma 1.50. By transitivity (1.2), N = 0
as claimed. 
In order to show that B′1 6= 0 where B
′ = B(V−q+1) for some irreducible
g0-submodule V−q+1 of g−q+1, it will suffice to argue that (ad V−q+1)
2gq−1
6= 0 (compare (1.44)). At this stage we can prove
Lemma 1.52. With assumptions as in (1.40), if q ≥ 2, then
Anngq−1(V−q+1) = 0 for any irreducible g0-submodule V−q+1 of g−q+1.
Proof. Set N := Anngq−1(V−q+1), and assume that N 6= 0. Then, by
Lemma 1.51, [g−q, N ] 6= 0, and so by irreducibility (1.1), [g−q, N ] = g−1.
But then
[g−1, V−q+1] = [[g−q, N ], V−q+1] = [g−q, [N,V−q+1]] = 0
to contradict Lemma 1.41 (a). 
From Lemmas 1.41 (b) and 1.46, we know that g−q is an irreducible
g0-module and that g−q = [g−q, g0]. An analogous statement holds with gi
in place of g0 under some mild assumptions.
Lemma 1.53. Suppose g is a graded Lie algebra satisfying the conditions
of (1.40). If 2 ≤ q ≤ r, then g−q+i = [g−q, gi] for all i such that 0 ≤ i ≤ q−1.
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Proof. We may assume that i > 0. When q ≤ r, then by Lemma 1.46
[g−q, gq−1] = g−1. Since g− is generated by g−1, we have
g−q+i = (ad g−1)
q−i−1(g−1)
= (ad g−1)
q−i−1[g−q, gq−1]
= [g−q, (ad g−1)
q−i−1gq−1] ⊆ [g−q, gi]. 
We now have the tools for showing when 3 < q ≤ r that B′1 is nonzero
for B′ = B(V−q+1) and V−q+1 any irreducible g0-submodule of g−q+1.
Lemma 1.54. Assume g is a graded Lie algebra satisfying the conditions
of (1.40), and suppose further that 3 < q ≤ r. Let V−q+1 be an irreducible g0-
submodule of g−q+1. Then B
′
1 6= 0 for B
′ = B(V−q+1) =
⊕
iB
′
i, (equivalently
[V−q+1, [V−q+1, gq−1]] 6= 0).
Proof. Suppose to the contrary that [V−q+1, [V−q+1, gq−1]] = 0. Then it fol-
lows from that and Lemma 1.48 (i) that Z := {ad g−q [y, z] | y ∈ V−q+1, z ∈
gq−1} is a weakly closed subset of End(g−q). First we suppose that
(1.55) (ad y)3(ad z)3g−q = 0
for all y ∈ V−q+1 and all z ∈ gq−1. Since [g−q+1, g−q] = 0, our initial as-
sumption now implies that 0 = (ad y)3(ad z)3g−q = 6(ad [y, z])
3g−q. Then
Z consists of nilpotent transformations, and the associative subalgebra of
End(g−q) generated by Z acts nilpotently on g−q. As g−q is g0-irreducible,
it follows from Lemma 1.48 (ii) that [g−q, [V−q+1, gq−1]] = 0. However then,
0 = [g−q, [V−q+1, gq−1]] = [V−q+1, [g−q, gq−1]] = [V−q+1, g−1]
to contradict Lemma 1.41 (a). Thus, assumption (1.55) has led to a contra-
diction, so we have from Lemma 1.41(b) that
g−q = (ad V−q+1)
3(ad gq−1)
3g−q.
Note that V−q+1 commutes with g−q+2 because q > 3. By Lemma 1.53,
0 6= g−q+1 = [g1, g−q] = [g1, (ad V−q+1)
3(ad gq−1)
3g−q]
⊆ (ad V−q+1)
2gq−1
contrary to our initial assumption. Thus [V−q+1, [V−q+1, gq−1]] 6= 0, as as-
serted. 
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1.7. Restricted Lie algebras
Recall that a Lie algebra L of prime characteristic is restricted (see [J,
Chap. V, Sec. 7] or [SF, Sec. 2.1]) if it has a mapping [p] : L→ L, x 7→ x[p],
satisfying
adx[p] = (adx)p
(ξx)[p] = ξpx[p](1.56)
(x+ y)[p] = x[p] + y[p] +
p−1∑
i=1
si(x, y),
for all x, y ∈ L, ξ ∈ F, where si(x, y) is given by
(
ad (tx+ y)
)p−1
(x) =
p−1∑
i=1
ti−1isi(x, y)
in F[t]⊗FL (tensor symbols are omitted in writing elements). The summands
si(x, y) are commutators in x, y.
The inspiration for the notion of the [p]-mapping comes from the ordi-
nary pth power in an associative algebra. Indeed, elements X and Y of an
associative algebra satisfy
(1.57) (tX + Y )p = tpXp + Y p +
p−1∑
i=1
tisi(X,Y )
where t is an indeterminate as above, and si(X,Y ) is a polynomial in X,Y
of total degree p. Differentiating both sides with respect to t gives
p−1∑
j=0
(tX + Y )p−1−jX(tX + Y )j =
p−1∑
i=1
ti−1isi(X,Y ).
Now because the relation
(
p− 1
j
)
= (−1)j holds in characteristic p, and
because ad (tX + Y ) is the difference of the left multiplication and right
multiplication operators of tX + Y which commute, we have
(
ad (tX + Y )
)p−1
(X) =
p−1∑
j=0
(
p− 1
j
)
(−1)j(tX + Y )p−1−jX(tX + Y )j
=
p−1∑
j=0
(tX + Y )p−1−jX(tX + Y )j
=
p−1∑
i=1
ti−1isi(X,Y ),
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which is the analogue of the above equation in the associative setting.
A representation ̺ : L→ gl(V ) of a restricted Lie algebra (L, [p]) is said
to be restricted if ̺(x[p]) = ̺(x)p for all x ∈ L. In particular, the adjoint
representation of L is restricted by (1.56). The next result is apparent for
any restricted representation, but in fact it holds for any representation of
a restricted Lie algebra.
Proposition 1.58. (Compare [WK].) Let ̺ : L → gl(V ) be any rep-
resentation of a restricted Lie algebra (L, [p]). Then(
̺(x+ y)
)p
− ̺
(
(x+ y)[p]
)
=
(
̺(x)
)p
− ̺(x[p]) +
(
̺(y)
)p
− ̺(y[p])
for all x, y ∈ L.
Proof. For elements x and y of a restricted Lie algebra L, we have from
(1.57) with X = ̺(x), Y = ̺(y), and t = 1,
(
̺(x+ y)
)p
=
(
̺(x)
)p
+
(
̺(y)
)p
+
p−1∑
k=1
si
(
̺(x), ̺(y)
)
(1.59)
=
(
̺(x)
)p
+
(
̺(y)
)p
+ ̺
(
p−1∑
k=1
si(x, y)
)
.
But from (1.56) it follows that
(1.60) ̺
(
(x+ y)[p]
)
= ̺(x[p]) + ̺(y[p]) + ̺
(
p−1∑
k=1
si(x, y)
)
Subtracting (1.60) from (1.59), we obtain the desired relation. 
Remark 1.61. Assume F is an algebraically closed field of characteristic
p > 0. For any x in a restricted Lie algebra L over F, the element xp − x[p]
is central in the universal enveloping algebra U(L) of L. This can be readily
seen from the fact that adx, when applied to U(L), is the difference of the
left and right multiplication operators of x on U(L) and so
0 = (adx)p − ad (x[p]) = (Lx −Rx)
p − ad (x[p])
= (Lx)
p − (Rx)
p − ad (x[p])
= Lxp −Rxp − ad (x
[p]) = ad
(
xp − x[p]
)
.
This result leads to two important consequences. The first is that if L is
finite-dimensional, then every irreducible L-module is finite-dimensional (see
for example, [SF, Thm. 2.4]). The second is that xp − x[p] must act as a
scalar on any irreducible representation ̺ : L→ gl(V ) of L (hence of U(L))
by Schur’s Lemma. Let χ : L→ F be such that
(1.62) ̺(x)p − ̺(x[p]) = ̺
(
xp − x[p]
)
= χ(x)p id
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for all x ∈ L. Then it follows from Proposition 1.58 that χ is linear. Often
χ is referred to as the p-character of ̺. The representation ̺ is restricted
precisely when χ is identically zero.
Subsequent sections of this chapter will be devoted to showing that un-
der certain hypotheses on a graded Lie algebra g =
⊕r
j=−q gj , the adjoint
representation of g
(1)
0 := [g0, g0] on each homogeneous component g−j for
j ≥ 1 is restricted. Although a homogeneous component g−j may not be an
irreducible g
(1)
0 -module, nonetheless it will be shown to have a p-character.
Our plan of attack will be to demonstrate that these p-characters are zero.
This will be a consequence of the main theorem on restrictedness (Theorem
1.63), which we discuss next, and of Lemma 1.65 below.
1.8. The main theorem on restrictedness (Theorem 1.63)
With these preliminaries at hand, we turn our attention now to this
chapter’s main goal, which will be to prove
Theorem 1.63. Suppose g =
⊕r
i=−q gi is a finite-dimensional irre-
ducible, transitive graded Lie algebra over an algebraically closed field F of
characteristic p > 3 such that [g1, [g−1, g1]] 6= 0 and g0 is a direct sum of
ideals, each of which is one of the following:
(a) abelian,
(b) a classical simple Lie algebra (including, possibly, psln with p | n),
(c) a Lie algebra isomorphic to sln, gln, or pgln with p | n.
Then the representation of g
(1)
0 := [g0, g0] on g−1 is restricted.
1.9. Remarks on restrictedness
In Kac’s version of the Recognition Theorem in [K2], the representation
of g0 on g−1 was assumed to be restricted. This hypothesis was shown to
be unnecessary in the depth-one case in [G2] (see also [G1] and [Ku1]),
and in [BG], which treated the arbitrary depth case for p > 5. Below we
provide a new proof for p > 3 based on the ideas from [BG] and [G2]. Our
proof will complete the original argument in [BG]. As shown in [BKK],
the assumption on p in the statement of Theorem 1.63 cannot be relaxed
even in the depth-one case. Here is a brief outline of how the argument will
proceed.
As g0 is classical reductive, the sum g
⊙
0 of the nonabelian ideals is a
restricted Lie algebra under a certain natural [p]-mapping. For every x ∈
g⊙0 , (adx)
p − adx[p] must act as a scalar, say χ(x)p, on the irreducible g0-
module g−1 (compare Remark 1.61). The representation will be restricted
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if the p-character χ(x) = 0 for all x. First we prove that χ(x) = 0 for all
x ∈ [g⊙0 , g
⊙
0 ] = [g0, g0] = g
(1)
0 in the special case that the depth q of the
graded Lie algebra equals one. Next we consider the depth-one Lie algebra⊕
j≥−1 gjq when q ≤ r or the algebra
⊕
j≤1 gjr when q > r. We also need
to work with the depth-one algebra
⊕
j≥−1 gj(q−1) for q ≤ r or
⊕
j≤1 gj(r−1)
for q > r. Applying the depth-one result to the quotients B(g−q) and
B(g−q+1) of the subalgebras
⊕
j≥−1 gjq and
⊕
j≥−1 gj(q−1), which come from
Proposition 1.20, (or to their counterparts when q > r), and using Lemma
1.41 (a), we conclude qχ(x) = 0 and (q − 1)χ(x) = 0 for all x. This forces
χ(x) = 0 for all x ∈ g
(1)
0 , so that the representation is restricted as asserted.
1.10. The action of g0 on g−j
Henceforth in this chapter, we assume that g is a graded Lie algebra
satisfying the hypotheses of Theorem 1.63. Since by assumption, g−1 is an
irreducible g0-module, any central element of g0 must act as a scalar on
g−1 by Schur’s Lemma. By transitivity (1.2), the center can be at most
one-dimensional. Consequently, there is at most one summand of type (a),
and when such a summand exists, it is the one-dimensional center of g0. In
this case, no summands isomorphic to sln or gln with p | n occur. Similarly
there is at most one ideal isomorphic to sln or gln with p | n, and if one
occurs, there are no summands of the abelian type (a).
Let t be the sum of the maximal toral subalgebras of the summands of
g0. Thus, t contains the abelian summand if one occurs, and t is a maximal
toral subalgebra, hence a Cartan subalgebra, of g0. The algebra g0 has a
root space decomposition, g0 = t⊕
⊕
α∈t∗\{0} g
α
0 relative to t, where
gα0 = {x ∈ g0 | [t, x] = α(t)x for all t ∈ t}.
By [S, Lem. II.3.2], the root spaces of the summands, hence of g0, are
one-dimensional. This result will be important for us; it holds under our
assumption on p but may fail in characteristic 2 or 3 (this can be seen, for
example, by examining the roots of the Lie algebra psl3 in characteristic 3).
It follows from [S, Lem. II.3.2] that the set of roots of g0 relative to t is
obtained by mod p reduction from a genuine (reduced) root system Φ in the
sense of [H3, Chap. III] or [Bou1, Chap. IV–VI] (see Chapter 2 below for
more detail). Let ∆ be a basis of simple roots in Φ. We say that a root α
of g0 relative to t is positive (which we write α > 0) if α corresponds to an
element from the positive subsystem of Φ relative to ∆. A root is negative
(α < 0) if −α > 0. We suppose that the vector eα spans the root space
gα0 . For α > 0, we assume that the vectors eα, e−α, and hα := [eα, e−α]
determine a canonical basis for a copy of sl2. Thus,
[hα, eα] = 2eα, [hα, e−α] = −2e−α.
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In classical algebras, there is a ‘standard’ pth power map satisfying e
[p]
α =
0 for all roots α, and h
[p]
α = hα for all α > 0. (See Chapter 2 below.) Thus,
when g satisfies the hypotheses of Theorem 1.63, the standard pth power
map on the various classical summands of g0 can be extended to the sum g
⊙
0
of the nonabelian ideals giving it the structure of a restricted Lie algebra,
which we assume is fixed from now on.
As in Remark 1.61, there exists a linear map χ : g⊙0 → F such that for
all x ∈ g⊙0 ,
(1.64) (adx)p − adx[p] = χ(x)pid
on g−1. Now when g−j = [g−j+1, g−1] for all j = 1, . . . , q, we may assume
by induction that (adx)p − adx[p] = (j − 1)χ(x)id on g−j+1. Then since
(adx)p and adx[p] are derivations, it follows from applying (adx)p − ad x[p]
to g−j = [g−j+1, g−1] that (ad x)
p−adx[p] = jχ(x)pid on g−j. To summarize
we have:
Lemma 1.65. (Compare [BG, Lem. 1].) Assume g is a graded Lie
algebra over an algebraically closed field F of characteristic p > 3 satisfying
the conditions of Theorem 1.63. Let g⊙0 be the sum of the nonabelian ideals
of g0.
(i) Then there is a linear functional χ on g⊙0 such that (adx)
p −
adx[p] = χ(x)pid on g−1 for all x ∈ g
⊙
0 .
(ii) If g−j = [g−j+1, g−1] for j = 1, . . . , q, then (ad x)
p − adx[p] =
jχ(x)pid on g−j for all x ∈ g
⊙
0 .
When g is a graded Lie algebra satisfying the conditions of Theorem
1.63, the maximal toral subalgebra t of g0 is abelian, and so any finite-
dimensional g0-module M decomposes into weight spaces (common gener-
alized eigenspaces) relative to t. Thus, if ϕ : g0 → gl(M) is the corresponding
representation and d = dimM , then M =
⊕
λ∈t∗ M
λ where
Mλ = {v ∈M |
(
ϕ(t)− λ(t)id
)d
v = 0 for all t ∈ t}.
The functional λ ∈ t∗ is a weight of t on M if Mλ 6= 0. If v ∈ Mλ and(
ϕ(t)−λ(t)id
)d
v = 0, then
(
ϕ(t)− (λ+α)(t)id
)d
x.v = 0 for all root vectors
x ∈ gα0 so that
(1.66) gα0 .M
λ ⊆Mλ+α.
Moreover, the sum M ′ =
⊕
λ∈h∗(M
λ)′ of the genuine eigenspaces (Mλ)′ =
{v ∈ M |
(
ϕ(t) − λ(t)id
)
v = 0 for all t ∈ t} is a nonzero g0-submodule of
M . As a consequence, we have the following well-known result:
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Lemma 1.67. On any (finite-dimensional) irreducible g0-module, the
maximal toral subalgebra t acts semisimply.
1.11. The depth-one case of Theorem 1.63
We begin tackling Theorem 1.63 by first proving it when the depth q = 1.
Initially we show under the hypotheses of that theorem and the condition q =
1, that the g0-module g−1 possesses a common eigenvector for the adjoint
action of the solvable subalgebra b+ = t⊕
⊕
α>0 g
α
0 of g0 (and by symmetry,
a common eigenvector for the adjoint action of b− = t⊕
⊕
α>0 g
−α
0 ). In the
process of establishing this, we obtain valuable information about how root
vectors of g0 act on g−1.
From Lemma 1.67, we know that the maximal toral subalgebra t acts
semisimply on g−1, say g−1 =
⊕
λ∈t∗ g
λ
−1 is its eigenspace (weight space)
decomposition. We want to prove that for some λ, there exists a nonzero
v ∈ gλ−1 such that [x, v] = 0 for all x ∈ g
α
0 , α > 0. Such a vector v will
generate g−1 by irreducibility (1.1) and will be a common eigenvector for
ad b+. In particular, we show
Theorem 1.68. Under the assumptions of Theorem 1.63 and the hy-
pothesis that the depth q = 1, the g0-module g−1 contains a common eigen-
vector for b+ = t⊕
⊕
α>0 g
α
0 (and by symmetry, for b
− = t⊕
⊕
α>0 g
−α
0 ).
Proof. Recall from Lemma 1.65 (i) that there is a linear functional χ on
the sum g⊙0 of the nonabelian ideals such that (see (1.64)) (adx)
p−adx[p] =
χ(x)pid holds on g−1 for all x ∈ g
⊙
0 . If x ∈ g
α
0 is a root vector of g0,
then x[p] = 0, and (adx)p = χ(x)pid on g−1. If χ(eα) = 0 for all α > 0,
then the subspace n+ :=
⊕
α>0 g
α
0 is a Lie algebra acting as nilpotent
transformations on g−1, so it possesses a common eigenvector (compare
Remark 1.47). As the space of those eigenvectors is invariant under ad t,
there will be a common eigenvector for ad b+ in g−1. We may assume then
that χ(eα) 6= 0 for some α > 0.
Let M be any irreducible g0-submodule of g1. Then the product P :=
[g−1,M ] is a nonzero ideal of g0 by transitivity (1.2). Recall that all root
spaces of g0 relative to t are one-dimensional. Hence if P 6⊆ t, then P
contains a root vector, eγ say. In this case e−γ ∈ [g
−γ
0 , [g
−γ
0 , eγ ]] is in P as
well. So it can be assumed further that γ > 0. As the Lie algebra n+ is
nilpotent, the ad n+-module generated by eγ contains a root vector eδ (with
δ > 0) such that [n+, eδ] = 0. If P ⊆ t, then each root of g0 relative to
t vanishes on P . Since t is abelian, this shows that P is contained in the
center Z(g0) of g0. Since dim Z(g0) ≤ 1, it must be that P = Z(g0) in this
case.
If P 6⊆ t, we set e = eδ. If P ⊆ t, we take for e any nonzero element
in Z(g0) = P . In both cases, we let β denote the weight of e (so that
1.12. PROOF OF THEOREM 1.63 IN THE DEPTH-ONE CASE 21
β ∈ {0, δ}). It follows from Lemma 1.67 that e ∈
∑
λ∈t∗ [g
λ
−1,M
β−λ]. For
some λ, we must have [gλ−1,M
β−λ] = Fe if β is a root, because the root
space is one-dimensional. Then e = [u, v] for some u ∈ gλ−1, v ∈ M
β−λ. If
β = 0, we may assume e has that form. By transitivity, [g−1, e] 6= 0, and
since g−1 is spanned by weight vectors, there exists w ∈ g
ν
−1 for some ν such
that [w, e] 6= 0.
Since the depth q = 1, we have [(ad eα)
k(w), u] = 0 for all k ≥ 0. For
k = 0, 1, . . . , p − 1 we set xk = [(ad eα)
k(w), v] and observe that xk ∈ g
η+kα
0
where η = β − λ + ν. Since e commutes with eα and (ad eα)
p
(
[w, e]
)
=
χ(eα)
p[w, e], a nonzero multiple of [w, e], it must be that
[u, xk] = [(ad eα)
k(w), [u, v]] = (ad eα)
k
(
[w, e]
)
6= 0
for all k ≥ 0. But then gη+kα0 6= 0 for k = 0, 1, . . . , p − 1. If η is not a
multiple of α, this is impossible, since root strings in classical Lie algebras
have length at most 4. If η is a multiple of α, then all multiples kα for
k = 1, . . . , p − 1 are roots, which again cannot happen for p > 3 (both
statements follow from the Mills-Seligman axioms which characterize direct
sums of classical simple Lie algebras; see Theorem 2.5 of Chapter 2 for more
details). We have reached a contradiction, so we are forced to draw the
following two conclusions: Under the hypotheses of Theorem 1.63 and the
assumption q = 1,
χ(x) = 0 for all x ∈ gα0 and all α > 0;
the g0-module g−1 has a common eigenvector for ad b
+
By symmetrical arguments,
χ(x) = 0 for all x ∈ g−α0 and all α > 0;
the g0-module g−1 has a common eigenvector for ad b
−. 
1.12. Proof of Theorem 1.63 in the depth-one case
Recall, as in the proof of Theorem 1.68, that when g is a graded Lie
algebra over an algebraically closed field F of characteristic p > 3 satisfying
the hypotheses of Theorem 1.63, there is a linear functional χ on the sum
g⊙0 of the nonabelian ideals such that (adx)
p − adx[p] = χ(x)pid holds on
g−1 for all x ∈ g
⊙
0 . From our proof of Theorem 1.68 we know that χ(x) = 0
for all root vectors x of g0 when q = 1 .
Suppose that e = eα ∈ g
α
0 and f = e−α ∈ g
−α
0 are such that they along
with h = [e, f ] ∈ t determine a canonical basis of sl2 as before. Then since
exp(ad e) is an automorphism of g0 (see Chapter 2 to follow for the details),
the element f ′ = exp(ad e)(f) = f + h − e is a root vector relative to the
maximal toral subalgebra t′ = exp(ad e)(t). As above, χ(f ′) = 0. Then
from Proposition 1.58 we deduce that on g−1,
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0 = (ad f ′)p − ad (f ′)[p]
=
(
ad (f + h− e)
)p
− ad (f + h− e)[p]
= (ad f)p − ad f [p] + (ad h)p − adh[p] − (ad e)p + ad e[p]
= (ad h)p − adh[p].
Thus, χ(h) = 0. Since the elements e = eα, f = e−α, h = hα, as α ranges
over all the roots of g0, span [g
⊙
0 , g
⊙
0 ] = g
(1)
0 , we may use the semilinearity
of the [p]-mapping in (1.56) to see that the representation of g
(1)
0 on g−1 is
restricted. Consequently, we have proven
Lemma 1.69. If g =
⊕r
i=−1 gi is a depth-one graded Lie algebra over an
algebraically closed field of characteristic p > 3 satisfying the assumptions
of Theorem 1.63, then the representation of g
(1)
0 on g−1 is restricted.
Remark 1.70. If M is an irreducible g0-module, which is restricted as
a g
(1)
0 -module, then M is already irreducible over g
(1)
0 . Indeed, let U[p](n
−)
denote the restricted enveloping algebra of n− :=
⊕
α>0 g
−α
0 , and let J be
the augmentation ideal of U[p](n
−). It is well-known (and easy to see) that
J is the Jacobson radical of U[p](n
−). Clearly, the subspace JM is t-stable.
By Nakayama’s lemma, J.M 6= M . Let v0 be a common eigenvector for
b+ = t⊕ n+ in M , and let λ ∈ t∗ be the weight of v0. Since M = U
[p](n−)v0
by the irreducibility of M , we have v0 6∈ JM . It follows that JM has
codimension one in M . Let M0 = {v ∈ M | n
+ v = 0}. The subspace
M0 is t-stable, hence decomposes into weight spaces for t. If µ 6= λ, then
Mµ0 ⊆ JM , and hence U[p](n
−)Mµ0 is a g0-submodule of M contained in
JM . Therefore, M0 = M
λ
0 . If dimM
λ
0 > 1, then U[p](n
−)(Mλ0 ∩ JM) is a
nonzero g0-submodule of M contained in JM . Since this contradicts the
irreducibility of M , we derive that M0 = F v0. As n+ ⊂ g
(1)
0 , every g
(1)
0 -
submodule N of M must contain v0. But then N ⊇ U[p](n
−)v0 = M , to
show M is irreducible over g
(1)
0 .
1.13. Quotients of g0
In demonstrating Theorem 1.63 for arbitrary depths, we will require
some knowledge about quotients of g0.
Lemma 1.71. Suppose g =
⊕r
i=−q gi is a graded Lie algebra satisfying
the hypotheses of Theorem 1.63, and let A0 be a nonzero ideal of g0. Then
the following are true:
(i) If dim Z(g0/A0) ≤ 1, then the Lie algebra g0/A0 is isomorphic to
a direct sum of ideals of type (a), (b), (c);
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(ii) Any solvable ideal of A0 is contained in Z(g0).
Proof. (i) We know that g0 =
⊕ℓ
i=1 g
[i]
0 , where each g
[i]
0 is of type (a),
(b), or (c). Let πi denote the canonical projection from g0 onto g
[i]
0 for
1 ≤ i ≤ ℓ. We may assume after possibly renumbering that for some k ≥ 0
we have πi(A0) 6⊆ Z(g
[i]
0 ) if i ≤ k and πi(A0) ⊆ Z(g
[i]
0 ) if k < i ≤ ℓ. Since
Z(g
[i]
0 ) ⊆ Z(g0), and any noncentral ideal of g
[i]
0 contains (g
[i]
0 )
(1), it must be
that
(1.72) (g
[1]
0 )
(1)⊕· · ·⊕(g
[k]
0 )
(1) ⊆ A0 ⊆ g
[1]
0 ⊕· · ·⊕g
[k]
0 ⊕Z(g
[k+1]
0 )⊕· · ·⊕Z(g
[ℓ]
0 ).
Set K := (g
[1]
0 )
(1) ⊕ · · · ⊕ (g
[k]
0 )
(1). For each i, let ηi : g
[i]
0 → g
[i]
0 /(g
[i]
0 )
(1) be
the canonical map, and set ψ =
∑k
i=1 ηi ◦ πi +
∑ℓ
t=k+1 πt. Then
ψ : g0 → Q :=
(
k⊕
i=1
g
[i]
0 /(g
[i]
0 )
(1)
)
⊕
(
ℓ⊕
t=k+1
g
[t]
0
)
,
and the kernel of ψ is K, so there is an induced isomorphism ψ : g0/K → Q.
Now if S :=
⊕k
i=1 g
[i]
0 /(g
[i]
0 )
(1), then
R := ψ(A0/K) ⊆ S ⊕ Z(g
[k+1]
0 )⊕ · · · ⊕ Z(g
[ℓ]
0 ) = Z(Q).
Thus,
(Q/R)/
(
Z(Q)/R
)
∼= Q/Z(Q) ∼=
ℓ⊕
t=k+1
g
[t]
0 /Z(g
[t]
0 ),
which is semisimple and is the direct sum of ideals of type (b) or (c) (only
pgln with p | n is possible in case (c)). As Z(Q)/R ⊆ Z(Q/R), we must have
equality, Z(Q)/R = Z(Q/R).
Now g0/A0 ∼= (g0/K)/(A0/K) ∼= Q/R, so if dimZ(g0/A0) ≤ 1, then
dimZ(Q)/R ≤ 1. In particular, if R ⊆ S, then g0/A0 ∼= Q/R ∼= S/R ⊕⊕ℓ
t=k+1 g
[t]
0 , which is the sum of ideals of type (a), (b), or (c). If R 6⊆ S,
then we can write R = (R ∩ S) ⊕ F(s + z) where s ∈ S, z ∈ Z(g[j]0 ) =
Z(g0) (see the comments in Section 1.10) for some j, and z 6= 0. Moreover,
Q = (R ∩ S)⊕ F(s+ z)⊕ Fs′ ⊕
⊕ℓ
t=k+1 g
[t]
0 for some nonzero s
′ ∈ S. Thus,
g0/A0 ∼= Q/R ∼= Fs′ ⊕
⊕ℓ
t=k+1 g
[t]
0 , which is a direct sum of ideals of type
(a), (b), or (c).
(ii) With notation as in the proof of (i), observe first that A
(1)
0 = K =⊕k
i=1(g
[i]
0 )
(1). Now let J be a solvable ideal of A0. Then [J,A0] is a solvable
ideal of A
(1)
0 . Since each nonzero (g
[i]
0 )
(1) is nonsolvable, and any proper
ideal of (g
[i]
0 )
(1) lies in Z(g0), we obtain [J,A0] ⊆ Z(g0). Then πi(J) is a
subalgebra of g
[i]
0 satisfying
[πi(J), (g
[i]
0 )
(1)] ⊆ πi([J,A0]) ⊆ Z(g0) ∩ πi(J).
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It is easy to see that g
[i]
0 contains a maximal toral subalgebra t
[i] such that
(1) (t[i])′ := t[i] ∩ (g
[i]
0 )
(1) is a maximal toral subalgebra of (g
[i]
0 )
(1);
(2) any root space of (g
[i]
0 )
(1) relative to (t[i])′ is one-dimensional;
(3) no root vector of (g
[i]
0 )
(1) relative to (t[i])′ is central in g
[i]
0 ;
(4) g
[i]
0 = t
[i] + (g
[i]
0 )
(1).
Decomposing πi(J) into weight spaces relative to (t
[i])′, one observes readily
that πi(J) ⊆ t
[i]. From this it follows that πi(J) is a solvable ideal of g
[i]
0 .
Then πi(J) ⊆ Z(g0) by our remarks earlier in the proof. But then J ⊆ Z(g0),
as desired. 
1.14. The proof of Theorem 1.63 when 2 ≤ q ≤ r
Having established our result in the special case of depth-one Lie alge-
bras, we turn our attention now to graded Lie algebras g =
⊕r
i=−q gi with
q ≥ 2 satisfying the requirements of Theorem 1.63. In analyzing such Lie
algebras, we will make extensive use of the depth-one graded Lie algebras
B(g−q) and B(V−q+1) described in Section 1.4.
Suppose now that g =
⊕r
j=−q gj is a graded Lie algebra with q ≥
2 satisfying the assumptions of Theorem 1.63. Replacing g−j by g
j
−1 =
(ad g−1)
j−1 g−1 for j = 2, . . . , q if necessary, we may suppose that g−j = g
j
−1.
Moreover, factoring out the Weisfeiler radical M(g) we may assume also that
M(g) = 0 (compare (ii) of Proposition 1.8). Neither of these steps alters
the local part g−1 ⊕ g0 ⊕ g1 (hence the assumptions of transitivity (1.2) and
irreducibility (1.1) are still intact as are the constraints on g0). In this
section we will suppose that q ≤ r.
By Lemma 1.41 (b) we know that g−q is an irreducible g0-module. More-
over, if F = F (g−q) =
⊕
i≥−1 Fi and B = B(g−q) =
⊕
i≥−1Bi = F/A, then
by Lemma 1.49, B1 6= 0. As B0 = g0/A0, it follows from Lemma 1.71 that
all the conditions of Theorem 1.63 are satisfied by the depth-one algebra
B. Therefore, we know from Lemma 1.69 that (ad b)p − ad b[p] = 0 on B−1
for all b ∈ B
(1)
0 , or equivalently
(
(ad x)p − adx[p]
)
(g−q) = 0 for all x ∈ g
(1)
0 .
But (adx)p− adx[p] = qχ(x)pid on g−q by Lemma 1.65 (ii), so either q ≡ 0
mod p or χ(x) = 0 for all x ∈ g
(1)
0 . If q 6≡ 0 mod p, then χ(x) = 0,
and we have our desired conclusion that the representation of g
(1)
0 on g−1
is restricted. We will assume then that q ≡ 0 mod p. Since we are also
supposing p ≥ 5, we have q ≥ 5 (in fact q > 3 will suffice for our purposes).
Now we let V−q+1 be an irreducible submodule of the g0-module g−q+1.
Applying Lemma 1.54 (which assumes 3 < q ≤ r), we determine that
(adV−q+1)
2gq−1 6= 0 and hence B
′
1 6= 0 for B
′ = B(V−q+1). In view of
Lemma 1.69, it follows from this that (q − 1)χ(x) = 0 for all x ∈ g
(1)
0 .
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But we are assuming q ≡ 0 mod p, so χ(x) = 0 for all x ∈ g
(1)
0 . As a
consequence, we have established
Lemma 1.73. Let g =
⊕r
i=−q gi be a graded Lie algebra satisfying the
hypotheses of Theorem 1.63, and assume q ≤ r. Then the representation of
g
(1)
0 = [g0, g0] on g−1 is a restricted representation.
1.15. The proof of Theorem 1.63 when q > r
As in the argument above, in order to show g
(1)
0 has a restricted action
on g−1, it suffices to work with the subalgebra ĝ of g generated by the local
part g−1 ⊕ g0 ⊕ g1 of g. We may suppose ĝ =
⊕r′
i=−q′ ĝi where ĝ−q′ 6= 0
and ĝr′ 6= 0, ĝ0 = g0, and ĝ±i = (g±1)
i for i > 0 (compare (1.38)). Then
if we factor out the Weisfeiler radical of ĝ (contained in
∑
j≤−2 ĝj), we do
not affect the local part of ĝ nor do we alter the action of ad ĝ0 on ĝ−1
or the transitivity (1.2). Under these assumptions, g is 1-transitive in its
negative part by Lemma 1.12. With these reductions, we may suppose that
the following holds.
1.16. General setup
(i) g =
⊕r
i=−q gi is a transitive, irreducible graded Lie algebra gener-
ated by its local part g−1 ⊕ g0 ⊕ g1;
(ii) M(g) = 0;
(iii) q > r;
(iv) g is 1-transitive in its negative part (i.e., [g1, x] = 0 for x ∈ g−
implies x = 0);
(v) the unique minimal ideal is I =
⊕s
i=−q Ii;
(vi) g0 is the sum of ideals satisfying (a)–(c) of Theorem 1.63; and
(vii) [[g−1, g1], g1] 6= 0.
Our implicit assumption in all subsequent results in Section 1.16 is that
(i)-(vii) hold.
Lemma 1.74. We have Anng0(g1) = 0 so that g is 1-transitive, and
s > 0.
Proof. Suppose that Q := Anng0(g1) 6= 0. By transitivity (1.2) and ir-
reducibility (1.1), [g−1, Q] = g−1. Therefore, [g−1, g1] = [[g−1, Q], g1] =
[[g−1, g1], Q] ⊆ Q. But then [[g−1, g1], g1] = 0 contrary to assumption
(vii). This gives Q = 0, which in conjunction with (iv) shows that g is
1-transitive. Now if s = 0, then [I0, g1] ⊆ I ∩ g1 = 0, hence I0 = 0. Since
0 6= [g−1, g1] ⊆ I0, this is impossible. This demonstrates that s > 0 must
hold. 
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Lemma 1.75. gr ∩ I = 0 if and only if gr is a trivial [g−1, g1]-module.
In this case, [g1, Ir−1] = 0 and Ir−1 is a nontrivial [g−1, g1]-module.
Proof. From Lemma 1.16 it follows that the unique minimal graded ideal
I of g satisfies I−i = g−i, 1 ≤ i ≤ q, and Ij = [g−1, Ij+1], −q ≤ j ≤ r − 2.
Now if gr ∩ I = 0, then since g−1 ⊆ I,
[[g−1, g1], gr] ⊆ [I0, gr] ⊆ gr ∩ I = 0,
so that gr is a trivial [g−1, g1]-module. Conversely, if gr is a trivial [g−1, g1]-
module, then
∑
i≥1 (ad g−1)
igr is an ideal of g contained in I, which by
minimality must equal I. Consequently, I ∩ gr = 0.
Now if gr is a trivial [g−1, g1]-module (equivalently, if gr ∩ I = 0), then∑
i≥1 (ad g−1)
igr = I as noted above, to force Ir−1 = [g−1, gr]. As a result,
[g1, Ir−1] = [g1, [g−1, gr]] = [[g1, g−1], gr]+ [g−1, [g1, gr]] = 0. If Ir−1 happens
to be a trivial [g−1, g1]-module, then we would have
0 = [[g−1, g1], Ir−1] = [[g−1, g1], [g−1, gr]] = [[[g−1, g1], g−1], gr] = [g−1, gr]
by the transitivity (1.2) and irreducibility (1.1) of g, to contradict transitiv-
ity. 
We can use the 1-transitivity established in Lemma 1.74 to argue that
gr annihilates no nonzero element in g≤0. In fact, we can prove a somewhat
stronger result. Let M be any graded g0-submodule of g such that [g1,M ]
= 0. By 1-transitivity, M ⊆ g+. Suppose that [M,x] = 0 for some nonzero
x ∈ g−. Clearly, M annihilates each of the homogeneous summands x−i
∈ g−i of x. For any j such that x−j 6= 0, set N−j := {y ∈ g−j | [M,y] = 0},
which is a nonzero g0-submodule of g−j. Then by Section 1.16 (iv),
(ad g1)
j−1[N−j ,M ] = [(ad g1)
j−1N−j,M ] = [g−1,M ] 6= 0,
contrary to the definition of N−j . Consequently, Anng−(M) = 0. In view of
Lemma 1.75, we have proven
Lemma 1.76. If M is any graded g0-submodule of g such that [M, g1] =
0, then Anng−(M) = 0. In particular, Anng−(gr) = 0. If gr is a trivial
[g−1, g1]-module, then Anng−(Ir−1) = 0.
We now want to show
Lemma 1.77. Suppose Mj is a g0-submodule of gj with 0 < j < q, such
that [[g−1, g1],Mj ] 6= 0 and [g1,Mj ] = 0. Then [Mj , [Mj , g−j]] 6= 0.
1.16. GENERAL SETUP 27
Proof. First we observe that
[Mj , (ad g1)
q−j−1 g−q] = (ad g1)
q−j−1 ([Mj , g−q]) = g−1,
thanks to Section 1.16 (iv) and Lemma 1.76. Therefore,
0 6= [[g−1, g1],Mj ] = [[[Mj , (ad g1)
q−j−1 g−q], g1],Mj ]
= [Mj , [Mj , (ad g1)
q−j g−q]]
⊆ [Mj , [Mj , g−j]]. 
Lemma 1.78. We have [Is, [Is, g−s]] 6= 0
Proof. If gr ∩ I 6= 0 (and hence s = r), then by Lemma 1.75, gr is a
nontrivial [g−1, g1]-module. Since 0 < r < q, we then apply Lemma 1.77
with Mj = gr to conclude that [gr, [gr, g−r]] 6= 0. On the other hand, if
gr ∩ I = 0, then by Lemma 1.75, [g1, Ir−1] = 0 and Ir−1 is a nontrivial
[g−1, g1]-module. Furthermore q > r − 1 = s in this case, and s > 0 by
Lemma 1.74, so Lemma 1.77 applies with Mj = Ir−1 = Is. Thus, we deduce
that in any event [Is, [Is, g−s]] 6= 0. 
Recall we are assuming that g is generated by its local part. Because
[g1, Is] ⊆ Is+1 = 0, it follows that any g0-submodule Rs of Is generates an
ideal
J :=
∑
i≥0
(ad g−1)
iRs
which is contained in I. By the minimality of I, it must be that J = I, so that
Is = Rs; i.e., Is is g0-irreducible. Thus, in view of Lemma 1.78, we can apply
Lemma 1.69 to conclude that the representation of B(Is)
(1)
0 on B(Is)−1 is a
restricted representation. Since we are also assuming that g is transitive, the
g0-module g1 is isomorphic to a g0-submodule of Hom (g−1, g0) ∼= g
∗
−1⊗F g0.
From this it follows that for every x ∈ g
(1)
0 , the endomorphism (ad x)
p −
ad x[p] acts on g1 as −χ(x)
p id. But then (ad x)p − ad x[p] = −sχ(x)p id
on gs = (g1)
s. As in the discussion of Section 1.14 leading to the proof of
Lemma 1.71, either the representation of g
(1)
0 on g−1 is restricted, or s is a
multiple of p. In summary, we have
Lemma 1.79. The g0-module Is is irreducible. Furthermore, either the
representation of g
(1)
0 on g−1 is restricted, or p | s.
Thus, in what follows, we may assume s is a multiple of p so that s > 3.
To complete the proof of Theorem 1.63, we will show that for any nonzero
irreducible g0-submodule Vs−1 of Is−1, the condition [Vs−1, [Vs−1, g−s+1]] 6= 0
must hold.
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Lemma 1.80. [Is−1, g1] = Is, and [Vs−1, g−s+1] 6= 0 for any nonzero
g0-submodule Vs−1 of Is−1.
Proof. Let Vs−1 be a nonzero g0-submodule of Is−1, and suppose initially
that [Vs−1, g1] = 0. Then, since g is assumed to be generated by its lo-
cal part, it would follow that
∑
j≥0(ad g−1)
jVs−1 is an ideal of g properly
contained in I; a contradiction to the minimality of I.
Consequently, 0 6= [Vs−1, g1] ⊆ Is. By Lemma 1.79, Is is g0-irreducible,
so that [Vs−1, g1] = Is. In particular, [Is−1, g1] = Is. For the second half of
the lemma, we may suppose that [Vs−1, I−s+1] = 0. Then
0 = [Is−2, [Vs−1, I−s+1]] = [Vs−1, [Is−2, I−s+1]],
since we are assuming that s > 3, so that [Is−2, Vs−1] = 0. If [Is−2, I−s+1] 6=
0, it is the whole of g−1 by irreducibility (1.1). But then [Vs−1, g−1] = 0 con-
tradicting transitivity (1.2). This shows that [Is−2, I−s+1] = 0. Therefore,
by our assumption that [Vs−1, I−s+1] = 0, we have
0 = [Is−2, I−s+1] ⊇ [[g−1, Vs−1], I−s+1] = [[g−1, I−s+1], Vs−1]
= [I−s, Vs−1].
Since g−1 ⊂ I and g−s = (g−1)
s, we have I−s = g−s forcing [g−s, Vs−1] = 0.
We have already established that [Vs−1, g1] = Is. Consequently,
0 = [Vs−1, I−s+1] ⊇ [Vs−1, [I−s, g1]] = [Vs−1, [g−s, g1]]
= [g−s, [Vs−1, g1]] = [g−s, Is],
to contradict Lemma 1.78. Thus, [Vs−1, I−s+1] 6= 0, as claimed. 
Next we show how
(1.81) [Vs−1, [Vs−1, g−s+1]] = 0
for a nonzero g0-submodule of Vs−1 of Is−1 leads to a contradiction. If (1.81)
holds, then
W :=
{
ad gs−2 [v, u] | v ∈ Vs−1, u ∈ g−s+1
}
is a weakly closed subset of End (gs−2) by Lemma 1.48 (i).
First we assume for all v ∈ Vs−1, u ∈ g−s+1 that
(1.82) (ad v)3(ad u)3 gs−2 = 0.
Then 0 = (ad v)3(ad u)3 gs−2 = 6(ad [u, v])
3 gs−2, hence W consists of
nilpotent transformations. The associative subalgebra of End (gs−2) gen-
erated by W must act nilpotently on gs−2 by Lemma 1.48 (ii), so that
Qs−2 := Anngs−2
(
[Vs−1, g−s+1]
)
6= 0.
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If [Qs−2, g−s+1] 6= 0, then [Qs−2, g−s+1] = g−1 by irreducibility (1.1), and
since we are assuming s ≥ 5 (and hence s− 2+ s− 1 > s+1 ≥ r), we would
have
[Vs−1, g−1] = [Vs−1, [Qs−2, g−s+1]] = [Qs−2, [Vs−1, g−s+1]] = 0
by the definition of Qs−2. Then transitivity (1.2) would force Vs−1 =
0, contrary to hypothesis. Thus, we can conclude that [Qs−2, g−s+1] =
0. As I2s−4 = 0 (because s ≥ 5), we have 0 = [Is−2, [Qs−2, g−s+1]] =
[Qs−2, [Is−2, g−s+1]]. Now [Is−2, g−s+1] equals 0 or g−1, and when it is
nonzero we have
0 = [Qs−2, [Is−2, g−s+1]] = [Qs−2, g−1]
contradicting the transitivity of g. Thus, [Is−2, g−s+1] = 0, and as a result,
0 = [Vs−1, [Is−2, g−s+1]] = [Is−2, [Vs−1, g−s+1]].
Hence, [Vs−1, g−s+1] ⊆ Anng0(Is−2) ∩ Anng0(Vs−1), which must be zero by
Lemma 1.50. But this contradicts Lemma 1.80.
Thus, we have proven that if (1.81) holds, then (1.82) cannot hap-
pen. In other words, there exist v ∈ Vs−1 and u ∈ g−s+1 such that
(ad v)3(ad u)3 gs−2 6= 0. Then Us−2 := (ad Vs−1)
3 g−2s+1 is a nonzero g0-
submodule of Is−2. Assuming [g1, Us−2] = [g2, Us−2] = 0 would imply that∑
j≥0
(ad g−1)
j Us−2
is an ideal of g properly contained in I, a contradiction. When [g1, Us−2] 6= 0,
then
0 6= [g1, Us−2] = [g1, (ad Vs−1)
3 g−2s+1] ⊆ (ad Vs−1)
2 g−s+1.
On the other hand, when [g2, Us−2] 6= 0, then
0 6= [g2, Us−2] ⊆ (ad Vs−1)
3 g−2s+3.
In this case, transitivity (1.2) gives
0 6= [g−1, (ad Vs−1)
3 g−2s+3] ⊆ (ad Vs−1)
2 g−s+1.
Consequently, (ad Vs−1)
2 gs+1 6= 0 must hold, and that in conjunction with
(1.44), allows us to conclude the following:
Lemma 1.83. [Vs−1, [Vs−1, g−s+1]] 6= 0 for any nonzero g0-submodule
Vs−1 of Is−1. When Vs−1 is irreducible, then for B
′ = B(Vs−1) =
⊕
B′i we
have B′1 6= 0, and the representation of (B
′
0)
(1) on B′−1 = Vs−1 is restricted.
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As before, knowing that B1 6= 0 for B = B(Is) and B
′
1 6= 0 for B
′ =
B(Vs−1) forces the representation of g
(1)
0 on g−1 to be restricted. Thus, we
may draw the conclusion:
Lemma 1.84. Let g =
⊕r
i=−q gi be a graded Lie algebra satisfying the
hypotheses of Theorem 1.63, and assume that q > r and [[g−1, g1], g1] 6= 0.
Then the representation of g
(1)
0 on g−1 is a restricted representation.
1.85. Combining Lemmas 1.69, 1.71, 1.73, and 1.84 completes the proof
of Theorem 1.63. 
1.17. The assumption [[g−1, g1], g1] 6= 0 in Theorem 1.63
The assumption that [[g−1, g1], g1] 6= 0 in the statement of Theorem 1.63
cannot be dropped, as the following example illustrates.
Let K be a classical simple Lie algebra, and let M be an irreducible non-
restricted K-module with basis x1, . . . , xm. Clearly, K acts as homogeneous
derivations of degree zero on the graded truncated polynomial algebra
A := F[x1, . . . , xm]/〈x
p
1, . . . , x
p
m〉, deg xi = 1.
Note that A =
⊕r
i=0 Ai, where r = m(p − 1) and A0 = F 1. Let D denote
the linear span of the partial derivatives ∂/∂x1, . . . , ∂/∂xm of A.
We regard K as a subalgebra of the derivation algebra Der(A). Clearly,
[K,D] ⊆ D and D(1) = 0. It follows that K := K ⊕ D is a Lie subalgebra
of Der(A), and D is an abelian ideal of K. The pairing D × M → F,
(d, x) 7→ d(x), is nondegenerate and K-invariant. Hence, D ∼= M∗, showing
that the K-module D is irreducible and nonrestricted.
Now let L be another classical simple Lie algebra. Then L ⊗ A carries
a natural Lie algebra structure given by [l ⊗ f, l′ ⊗ f ′] = [l, l′] ⊗ ff ′ for all
l, l′ ∈ L and f, f ′ ∈ A. Note that idL⊗K is a subalgebra of the derivation
algebra of L⊗ A. As a consequence, we may regard
g := (L⊗ A) ⊕ (idL⊗K)
as a semidirect product of Lie algebras. Put
(1.86)
g−i := L⊗ Ai, 1 ≤ i ≤ r,
g0 := (L⊗ A0) ⊕ (idL⊗ K) ,
g1 := idL⊗D.
Then g =
⊕1
i=−r gi and [gi, gj] ⊆ gi+j for all i, j, so that (1.86) defines a
grading of g. It is straightforward to see that g0 ∼= L⊕K is classical reductive,
g−1 = L ⊗M is an irreducible nonrestricted g0-module, and g1 ∼= M
∗ as
K-modules. Moreover, g is transitive, and
[[g−1, g1], g1] ⊆ [L⊗ A0, idL⊗D] = 0.
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Transitive gradings similar to the one above were first described by We-
isfeiler who termed them degenerate (see [W]). They arise quite frequently
in the classification theory of simple Lie algebras.

CHAPTER 2
Simple Lie Algebras and Algebraic Groups
2.1. Introduction
In finite characteristics, there are simple finite-dimensional graded Lie
algebras which resemble those in zero characteristic and others which do
not. The former are referred to as “classical”, as they are obtained from
their characteristic zero counterparts by reducing a Chevalley basis modulo
p and factoring out the center as necessary. The latter are the Cartan
type Lie algebras, and in characteristic 5, the Melikyan Lie algebras. The
Cartan type and Melikyan Lie algebras possess a grading in which the zero
component g0 is isomorphic to one of the linear Lie algebras slm or glm or
to one of the symplectic Lie algebras sp2m or csp2m. (The algebra csp2m
is a central extension of sp2m by a one-dimensional center.) The gradation
spaces gj are modules for g0; indeed, in each case, g−1 is the natural module
(or its dual module) for slm, glm, sp2m, or csp2m. In this chapter, we gather
information about the classical, Cartan type, and Melikyan Lie algebras.
Our purpose is two-fold. On one hand, the focus of this monograph is a
classification theorem, and these are the Lie algebras which will appear in
the theorem’s conclusion. On the other, a lot of our discussion will consist
of calculations involving these Lie algebras, and we will include here enough
facts about them to enable the reader to follow these computations without
too much difficulty, we hope.
2.2. General information about the classical Lie algebras
The well-established structure theory of finite-dimensional simple Lie
algebras g˙ over the field C of complex numbers begins with a Cartan sub-
algebra h˙ (equivalently, a maximal toral subalgebra) and the root space
decomposition g˙ = h˙ ⊕
⊕
α∈Φ g˙
α relative to h˙. The root spaces g˙α = {x ∈
g˙ | [h, x] = α(h)x for all h ∈ h˙} are all one-dimensional. Because the
Killing form κ(x, y) = tr(adx ad y) is nondegenerate and invariant, g˙α and
g˙−α are nondegenerately paired, and the form restricted to h˙ is nondegen-
erate. Thus, for any µ ∈ h˙∗, there exists a unique element tµ ∈ h˙ such that
µ(h) = κ(h, tµ) for all h ∈ h˙. This allows the form to be transferred to the
dual space h˙∗, where (µ, ν) := κ(tµ, tν). In particular, this form restricted
to the real span of the roots is positive definite. For α, β ∈ Φ, we set
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(2.1) 〈β, α〉 :=
2(β, α)
(α,α)
and hα =
2tα
(α,α)
There is a basis of h˙∗ of simple roots ∆ = {α1, . . . , αm} ⊆ Φ, and every
root is a nonnegative or nonpositive integral linear combination of them.
The positive roots (α > 0 for short) are the former, and the negative roots
(α < 0) are the latter. For brevity we will write hi = hαi for i = 1, . . . ,m.
There is a second distinguished basis for h˙∗, namely the basis {̟1, . . . ,
̟m} of fundamental weights. They are dual to the elements hi, and so
satisfy
(2.2) ̟i(hj) = 〈̟i, αj〉 = δi,j .
The Cartan matrix A =
(
〈αi, αj〉
)
gives the transition between these two
bases: αi =
∑m
j=1Ai,j̟j , Ai,j = 〈αi, αj〉 for 1 ≤ i, j ≤ m. It also encodes
all the structural information about g˙.
Theorem 2.3. Let g˙ be a finite-dimensional complex simple Lie algebra.
Then there is a basis {eα | α ∈ Φ} ∪ {hi | i = 1, . . . ,m} of g˙ such that
(i) [hi, hj ] = 0, 1 ≤ i, j ≤ m;
(ii) [hi, eα] = 〈α,αi〉eα = α(hi)eα 1 ≤ i ≤ m, α ∈ Φ;
(iii) [eα, e−α] = hα =
∑m
j=1〈̟j , α〉hj , which is an integral linear combi-
nation of h1, . . . , hm;
(iv) If β 6= ±α, and β − dα, . . . , β + uα is the α-string through β, then
[eα, eβ ] =
{
0 if u = 0
±(d+ u)eα+β if u 6= 0,
where the integers d, u satisfy d− u = 〈β, α〉.
Such a basis is referred to as a Chevalley basis. The Z-span g˙Z of a
Chevalley basis is a Z-subalgebra of g˙. If F is any field, then g = gF := F⊗Zg˙Z
is a Lie algebra over F. It has a basis as in Theorem 2.3, but with the
structure constants reduced modulo p. If F has characteristic p > 3, the
Lie algebra g is simple in all instances except when Φ is a root system
of type Am for p | (m + 1). In that particular case, g is isomorphic to
slm+1, and g has a one-dimensional center spanned by the identity matrix
I = h1+2h2+ · · ·+mhm (where hi is identified with the difference of matrix
units, hi = Ei,i − Ei+1,i+1). Then g/FI ∼= pslm+1 is simple. The simple Lie
algebras obtained by the process of reducing a Chevalley basis modulo p
(and factoring out the center if necessary) are called the classical simple
Lie algebras. The classical simple Lie algebras along with slm+1, glm+1,
or pglm+1 where p | (m + 1) and direct sums of these algebras are known
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under the general rubric of classical Lie algebras. A classical reductive Lie
algebra modulo its center is a classical Lie algebra. Assumption (a) of the
Recognition Theorem asserts that g0 is classical reductive.
Each classical simple Lie algebra is equipped with a [p]-operation relative
to which the Lie algebra is restricted:
(2.4) e[p]α = 0 for α ∈ Φ, and h
[p]
i = hi for i = 1, . . . ,m.
Mills and Seligman [MS] found a simple set of axioms which characterize
direct sums of these Lie algebras.
Theorem 2.5. A Lie algebra L over a field F of characteristic p > 3 is
a direct sum of classical simple Lie algebras if and only if
(i) [L,L] = L;
(ii) The center of L is 0;
(iii) L has an abelian Cartan subalgebra H such that
(a) L =
⊕
α∈H∗ L
α, where
Lα = {x ∈ L | [h, x] = α(h)x for all h ∈ H};
(b) If Lα 6= 0 and α 6= 0, (i.e., if α is a root), then [Lα, L−α] is
one-dimensional;
(c) If α and β are roots, then not all β+kα for k = 0, 1, . . . , p−1,
are roots.
Remark 2.6. According to [S, Chap. IV, Thm. 1.2 and Chap. VI, Sec. 2],
the Cartan subalgebras of a classical simple Lie algebra g over an alge-
braically closed field of characteristic p > 3 are all conjugate under the
automorphism group of g. Combining that result with Theorem 2.5, we see
that any Cartan subalgebra h of g is abelian and that the elements of h are
ad-semisimple on g. Hence h is a toral subalgebra of g (in fact, a maximal
toral subalgebra of g). As the centralizer of a maximal toral subalgebra of a
restricted Lie algebra is a Cartan subalgebra, and every Cartan subalgebra is
such a centralizer (for example, [SF, Thm. 4.1]), it follows that the maximal
toral subalgebras of a classical simple Lie algebra are precisely the Cartan
subalgebras. We will use the two notions interchangeably when working
with a classical simple Lie algebra or with one of the algebras slm+1, glm+1,
or pglm+1 with p | (m+1), where the same result applies. All maximal toral
subalgebras of a classical simple Lie algebra are conjugate – a result which
follows from the above considerations for p > 3, but is known to hold for all
characteristics by [H1, Cor. 13.5].
The derivations of a classical simple Lie algebra are inner except when
g = pslm+1. More specifically, we have
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Lemma 2.7. Suppose that g is either a classical simple Lie algebra or
pglm+1 with p | (m + 1). Then Der(g) ∼= ad g unless g = pslm+1 with
p | (m+ 1) in which case Der(g) ∼= pglm+1.
Proof. First suppose that g is simple. We have g = h⊕
⊕
α∈Φ g
α where h
is a Cartan subalgebra of g. Since ad h acts diagonalizably on g, it also acts
diagonalizably on End(g) ∼= g⊗ g∗. It follows that ad h acts diagonalizably
on Der(g) ⊂ End(g). Let h˜ denote the centralizer of ad h in Der(g). If
D ∈ Der(g) is a weight vector for h corresponding to a nonzero weight
µ ∈ h∗, then µ(h) 6= 0 for some h ∈ h, forcing
D = µ(h)−1[adh,D] = −µ(h)−1adD(h) ∈ ad g.
As a consequence, Der(g) = h˜ + ad g. If D ∈ h˜, then D(gα) ⊆ gα for all
α ∈ Φ, as all root spaces of g relative to h are one-dimensional. For each
αi ∈ ∆, choose nonzero vectors ei ∈ g
αi and fi ∈ g
−αi . Since D commutes
with ad [ei, fi] ∈ ad h \ {0}, it must be that D(ei) = λiei and D(fi) = −λifi
for some λi ∈ F, where 1 ≤ i ≤ m. Since in the present case the Lie algebra
g is generated by the ei’s and fi’s, we may conclude that dim h˜ ≤ m.
Let A¯ denote the matrix with entries in Fp obtained by reducing the
entries of the Cartan matrix A of g modulo p. If g 6= pslm+1 with p | (m+1),
then det A¯ 6= 0. Using (2.2) it is easy to observe that in this case there exist
t1, . . . , tm ∈ h satisfying [ti, ej ] = δi,jej for all 1 ≤ i, j ≤ m. But then
D =
∑m
i=1 λi ad ti ∈ ad g, yielding Der(g) = ad g. If g = pslm+1 with
p | (m + 1), then it is readily seen that there are t1, . . . , tm ∈ pglm+1 such
that [ti, ej ] = δi,jej for all 1 ≤ i, j ≤ m. The above discussion then implies
that Der(pslm+1)
∼= ad pglm+1 ∼= pglm+1 if p | (m+ 1).
Now suppose that g = pglm+1 with p | (m + 1), and let D be any
derivation of g. Clearly, D induces a derivation of g(1) = pslm+1. By the
above, there exists an element x ∈ g such that D − adx acts trivially on
g(1). We now let y be any element of g. Then
0 = (D − adx)
(
[y, g(1)]
)
=
[
(D − adx)(y), g(1)
]
,
implying that (D − ad x)(y) belongs to the centralizer of g(1) in g. Since
p > 2, it is straightforward to see that the latter is trivial. Therefore,
D = adx, completing the proof. 
In Section 1.12, we have used certain exponential automorphisms. Next
we establish the properties required there.
Lemma 2.8. Suppose g is a classical simple Lie algebra, or a Lie algebra
isomorphic to slm+1, glm+1, or pglm+1 where p | (m+1). If x ∈ g
α is a root
vector, then exp(adx) is an automorphism of g.
Proof. If x ∈ gα is a root vector, then (adx)3 = 0 on g, except when g is of
type G2 and α is a short root. In this exceptional case, adx is nilpotent of
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order 4. Thus, except for root vectors corresponding to short roots in type
G2 in characteristic 5, we have (ad x)
p+1
2 = 0 for all root vectors.
Now ifD is any derivation of g withD
p+1
2 = 0, then using the well-known
Leibniz formula,
Dn([y, z])
n!
=
n∑
i=0
[
Di(y)
i!
,
Dn−i(z)
(n− i)!
]
,
we have
[exp(D)(y), exp(D)(z)] =
 p−12∑
i=0
Di(y)
i!
,
p−1
2∑
j=0
Dj(z)
j!

=
p−1∑
n=0
n∑
i=0
[
Di(y)
i!
,
Dn−i(z)
(n− i)!
]
=
p−1∑
n=0
Dn([y, z])
n!
= exp(D)([y, z]),
so that exp(D) is Lie homomorphism of g. If D′ is another derivation of g
with (D′)
p+1
2 = 0 and [D,D′] = 0, then
exp(D) exp(D′) =
 p−12∑
i=0
Di
i!
 p−12∑
j=0
(D′)j
j!

=
p−1∑
k=0
(D +D′)k
k!
= exp(D +D′).
Taking D′ = −D shows that exp(D) exp(−D) = I, so that exp(D) is an
automorphism of g. As a result, exp(adx) is an automorphism of g for all
root vectors, except when x corresponds to a short root in type G2 and
characteristic 5.
In the exceptional case, we suppose that g is a Lie algebra of type G2 in
characteristic 5 and adopt the labelling of the roots as in [Bou1, Planche IX]
so that α1, α2 are the simple roots, and the positive roots are {α1, α2, α1 +
α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2}. Then for x ∈ g
α (α a root) and y ∈ gβ
(β a root or 0), we have (adx)3y = 0 unless α is short. By applying a root
system isomorphism, we may assume α = α1, x ∈ g
α1 , and y, z are root
vectors in g. Then
[exp(ad x)(y), exp(adx)(z)] = exp(adx)
(
[y, z]
)
+
[
(ad x)2(y)
2!
,
(ad x)3(z)
3!
]
+
[
(ad x)3(y)
3!
,
(ad x)2(z)
2!
]
+
[
(ad x)3(y)
3!
,
(ad x)3(z)
3!
]
.
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Now (adx)3(g) is spanned by the root vectors corresponding to the roots
3α1+α2 and −α2, and (adx)
2(g) is spanned modulo (adx)3(g) by root vec-
tors corresponding to 2α1+α2, α1, and −α1−α2. From this it is easy to see
that (ad x)3(g) is central in (adx)2(g), so that [exp(adx)(y), exp(ad x)(z)]
= exp(adx)
(
[y, z]
)
and exp(adx) is a homomorphism. Because
exp(adx) exp(−adx) =
(
p−1∑
i=0
(ad x)i
i!
)p−1∑
j=0
(−ad x)j
j!

=
p−1∑
n=0
n∑
k=0
(adx)n−k
(n− k)!
(−adx)k
k!
+
2p−2∑
i+j=p
(−1)j
(adx)i+j
i! j!
=
p−1∑
n=0
(ad x− adx)n
n!
= I,
the mapping exp(adx) is an automorphism as claimed. 
Each classical Lie algebra possesses a finite reduced root system Φ. Cor-
responding to such a root system Φ is the associated Weyl group W , which
is generated by the reflections sα ∈ End(h
∗), α ∈ Φ,
sα(µ) = µ− 〈µ, α〉α.
In fact, it can be shown that W is generated by the reflections sαi ,
1 ≤ i ≤ m, in hyperplanes perpendicular to the simple roots.
Suppose P = Z̟1⊕· · ·⊕Z̟m is the weight lattice corresponding to Φ,
and let P+ = N̟1⊕· · ·⊕N̟m (N = Z≥0) be the set of dominant (integral)
weights. A subset X of P is said to be saturated if for all λ ∈ X and α ∈ Φ,
the weight λ− tα ∈ X for all integers t between 0 and 〈λ, α〉, inclusive. (See
[Bou2, Chap. VIII, Sec. 7, No. 2], or [H3, Sec. 13.4].)
The minuscule weights λ ∈ P+ will play a role in our subsequent delib-
erations. They have several equivalent characterizations:
(i) The Weyl group orbit Wλ of λ is the smallest saturated set of
weights in P containing λ.
(ii) For all roots α ∈ Φ, 〈λ, α〉 ∈ {−1, 0, 1}.
(iii) If µ ∈ P+ and µ < λ, (i.e., λ− µ =
∑m
i=1 kiαi where ki ∈ N for all
i), then λ = µ.
Relatively few weights are minuscule, and they are displayed below:
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(2.9)
Am ̟1, . . . ,̟m
Bm ̟m
Cm ̟1
Dm ̟1,̟m−1,̟m
E6 ̟1,̟6
E7 ̟7.
The Borel subalgebras
b+ := h⊕
⊕
α>0
gα
b− := h⊕
⊕
α>0
g−α
are essential in the structure and representation theory of g. Unlike the situ-
ation in characteristic zero where Lie’s Theorem applies, a finite-dimensional
g-moduleM need not possess a common eigenvector for b+ (or for b−). How-
ever, when such a common eigenvector v exists for b+ (resp. for b−), it must
be annihilated by n+ :=
⊕
α>0 g
α (resp. n− :=
⊕
α>0 g
−α) and be a weight
vector for h. This motivates the following definition.
Definition 2.10. Let M be a finite-dimensional module for the classical
algebra g. A nonzero vector v in M is said to be a b+-primitive (resp. b−-
primitive) vector of weight λ if x.v = 0 for all x ∈ n+ (resp. x ∈ n−) and
h.v = λ(h)v for all h ∈ h.
As explained in Remark 1.70, any finite-dimensional irreducible g-module
which is restricted over g(1) possesses a b+-primitive vector (and by symme-
try, a b−-primitive vector).
2.3. Representations of algebraic groups
The automorphism group of a classical simple Lie algebra is an algebraic
group of adjoint type. Various proofs in the text will require us to work with
the simply connected cover of such a group. In this section, we assemble the
information we will need about algebraic groups.
Let G be a linear algebraic group, that is, a Zariski closed subgroup of
GL(V ) where V is a finite-dimensional vector space over F. The group G
is said to be connected if G equals the connected component G◦ of G (the
unique irreducible component of G containing the identity element). Let
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A = F[G] denote the coordinate ring of G. Then G acts on A via left
(resp. right) translation: (λxf)(y) = f(x
−1y) (resp. (ρxf)(y) = f(yx)).
The space Lie(G) := {d ∈ Der(A) | dλx = λxd for all x ∈ G} of all left-
invariant derivations of the ring A is a Lie algebra, since the bracket of two
derivations which commute with λx obviously does likewise. We call Lie(G)
the Lie algebra of G. Since the p-th power of any left-invariant derivation
of A is again a left-invariant derivation, the Lie algebra Lie(G) carries a
canonical restricted Lie algebra structure.
We now gather a few basic facts from Section 31 of [H2]. Let G be a
semisimple algebraic group. Assume T is a maximal torus of G, B+ = TN+
is a Borel subgroup containing T , and B− = TN− is the opposite Borel
subgroup. Suppose ∆ is the base of the root system Φ determined by B+.
Thus, Φ is the set of nonzero weights of AdT in Lie(G). The Weyl group W
of G is defined to be NG(T )/ZG(T ), the normalizer modulo the centralizer
of the torus T .
Let X(T ) denote the lattice of rational characters of the torus T . The
elements of X(T ) are often referred to as weights. Relative to the base ∆ =
{α1, . . . , αm}, the fundamental weights {̟1, . . . ,̟m} ⊂ X(T ) ⊗Z Q satisfy
(̟i, α
∨
j ) = δi,j , where β
∨ = 2(β, β)−1β for any root β. If̟i ∈ X(T ) for all i,
then G is said to be simply connected. In this case, the fundamental weights
form a basis of the Z-module X(T ). (By identifying weights ν with their
differentials (dν)e, we are able to use the same notation for the fundamental
weights in X(T ) as for the fundamental weights of the corresponding Lie
algebra.)
A rational representation of G is a homomorphism of algebraic groups
̺ : G → GL(M) for some finite-dimensional vector space M . We say the
resulting G-module M is rational. Every rational G-module M admits a
weight space decomposition
M =
⊕
λ∈X(T )
Mλ
where Mλ = {v ∈ M | tv = χλ(t)v for all t ∈ T} (here χλ is the rational
character of T corresponding to λ ∈ X(T )). Whenever Mλ 6= 0, then λ
is said to be a weight of M with respect to T . Using the fact that the
Weyl group W = NG(T )/ZG(T ), it is routine to check that W permutes the
weights of M , and dimMλ = dimMwλ for all w ∈W . We let X(M) denote
the set of weights of the module M .
From now on we suppose that G is simply connected. Set
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X(T )+ :=
m⊕
i=1
N̟i, (N = Z≥0)
X1(T ) :=
{
m∑
i=1
ai̟i
∣∣∣∣∣ ai ∈ N, 0 ≤ ai ≤ p− 1
}
Q+ :=
m⊕
i=1
Nαi.
Elements of X(T )+ are called the dominant weights of T (with respect to
the base ∆). There is a partial ordering ≤ on X(T ) defined by
µ ≤ λ ⇐⇒ λ− µ ∈ Q+.
Let X(M) denote the set of weights of the moduleM . Then λ ∈ X(M) is a
maximal (resp. minimal) weight of M if µ ≥ λ (resp. µ ≤ λ) for µ ∈ X(M)
implies µ = λ. If λ is maximal weight of M , then λ ∈ X(T )+, and if
λ is a minimal weight, then λ ∈ −X(T )+. An irreducible G-module M
has a unique maximal and a unique minimal weight, and the corresponding
weight spaces are one-dimensional. Any two finite-dimensional irreducible
rational G-modules are isomorphic if and only if they have the same maximal
(minimal) weight.
Any λ ∈ X(T ) may be extended to all of B+ by setting λ(u) = 1 for
all u ∈ N+. Then λ determines a one-dimensional B+-module Fλ, where
the B+-action is afforded by λ. Let H0(λ) = indGB+ Fλ
∼= {f ∈ F[G] |
f(gb) = λ(b)−1f(g) for all g ∈ G and b ∈ B+} be the corresponding induced
module. The socle L(λ) := socGH
0(λ) is a simple G-module. Thus, for
any λ ∈ X(T )+ there exists a finite-dimensional irreducible rational G-
module L(λ) with maximal weight λ. Although the dimension of L(λ) is
very difficult to determine, in general, one knows that dimH0(λ) is given
by Weyl’s dimension formula:
(2.11) dimH0(λ) =
∏
α∈Φ+
(λ+ ρ, α)
(ρ, α)
,
where ρ is half the sum of the positive roots (this is immediate from [Ja,
Part II, Prop. 5.10]).
Proposition 2.12. (Compare [Ja, Part II, Cor. 2.5].) The module dual
to L(λ) is L(−w0λ), where w0 is the longest element of the Weyl group W .
For any rational representation ̺ : G→ GL(V ), the differential map
(d̺)e : Lie(G)→ gl(V )
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is a homomorphism of restricted Lie algebras. Thus, any rational G-module
L(λ) can be regarded, canonically, as a restricted Lie(G)-module. The fol-
lowing classical result is due to Curtis [C]:
Proposition 2.13. (Compare [Ja, Part II, Prop. 3.10 and Prop. 3.15].)
Any irreducible restricted Lie(G)-module is isomorphic to exactly one module
L(λ) with λ ∈ X1(T ). Conversely, any G-module L(λ) with λ ∈ X1(T ) is
irreducible as a Lie(G)-module.
The module V (λ) := H0(−w0λ)
∗ which is dual to H0(−w0λ) is called
the Weyl module corresponding to λ. There is an antiautomorphism τ of
order 2 on G which acts as the identity on T and sends the root subgroup Uα
to U−α, for each α ∈ Φ (as in [Ja, Part II, Sec. 1.2]). Then V (λ) ∼=
τH0(λ),
where the G-action on the right is twisted by τ . Using that fact, one can
show that the Weyl module V (λ) is generated by an eigenvector v for B+
corresponding to λ. Moreover, we have the following:
Proposition 2.14. (See [Ja, Part II, Sec. 2.13, 2.14(1)].)
(a) Any rational G-module M which is generated by a B+-eigenvector
m of weight λ is a homomorphic image of V (λ) via a homomor-
phism sending v to m.
(b) If radGV (λ) denotes the intersection of all maximal submodules of
V (λ), then V (λ)/radGV (λ) ∼= L(λ).
The result stated below will play a crucial role in Chapter 4 of this
monograph (recall that we are assuming G is simply connected):
Proposition 2.15. ([Ja, Part II, Prop. 9.24(b)]; see also [Ja, Part I,
Sec. 9.6].) Let M be a finite-dimensional rational G-module such that
X+(M) :=
(
X(M) ∩X(T )+
)
⊆ X1(T ).
Then any subspace of M invariant under the induced action of Lie(G) is a
G-submodule of M .
2.4. Standard gradings of classical Lie algebras
In this section, we assume that g is either a classical simple Lie algebra
or pglm+1 with p | m+1. Our goal here is to recall the notion of a standard
grading of g and to describe the gradings g =
⊕
j∈Z gj of g such that g−1
is an irreducible g0-module and g− is generated by g−1.
As explained in Section 2.2, g = t ⊕
⊕
α∈Φ g
α, where t is an abelian
Cartan subalgebra of g, and [t, gα] = gα for all α ∈ Φ. Moreover, each
root space gα is one-dimensional, and exp(adx) ∈ Aut g for all root vectors
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x ∈
⋃
α∈Φ g
α; see Lemma 2.8. As in Section 2.2, we regard Φ as a root
system in an Euclidean space. Let ∆ = {α1, . . . , αm} be a basis of simple
roots in Φ. Recall that every root in Φ is a nonnegative or nonpositive
integral linear combination of roots in ∆.
Associated to any m-tuple of nonnegative integers (a1, . . . , am), there is
a grading of the Lie algebra g in which a root vector corresponding to a
root α =
∑m
i=1 niαi is given gradation degree
∑m
i=1 aini and all elements
in t are assigned gradation degree 0. If
∑m
i=1 ai = 1, i.e. if ak = 1 for
some k ∈ {1, . . . ,m} and aj = 0 for j 6= k, then we say that the grading is
standard.
Two gradings L =
⊕
j∈Z Lj and L =
⊕
j∈Z L
′
j of a Lie algebra L are
said to be conjugate if there is an automorphism σ of L such that σ(Lj) = L
′
j
for all j ∈ Z. In this monograph, we identify conjugate gradings without
further notice. Our next result is known to the experts; we provide a short
proof for the reader’s convenience.
Proposition 2.16. Every grading g =
⊕
j∈Z gj of the Lie algebra g such
that g−1 is an irreducible g0-module and g− is generated by g−1 is standard.
Proof. Let G := (Aut g)◦, the connected component of the identity in the
automorphism group of g, which is a simple algebraic F-group of adjoint
type. It is well-known that Lie(G) is isomorphic to a Lie subalgebra of
Der(g). In view of Lemma 2.8, we have that ad gα ⊂ Lie(G) for all α ∈ Φ.
If g is not of type Am with p | (m + 1), then g is a simple Lie algebra and
Der(g) = ad g. Since
⋃
α∈Φ ad g
α generates a nonzero ideal of ad g, it
follows that Lie(G) = ad g in this case. If g is of type Am with p | (m + 1),
then either g = pslm+1 or g = pglm+1 by our assumption. In this case,
Der(g) ∼= pglm+1 implying Lie(G)
∼= pglm+1. Thus in any event, ad g is an
ideal of codimension ≤ 1 in Lie(G).
For ease of notation, we identify g with ad g ⊆ Lie(G). It follows from
the preceding remark that G contains a maximal torus T such that Lie(T )∩
g = t. Moreover, the theory of algebraic groups enables us to identify Φ
with the root system of G relative to T .
Given a linear algebraic F-group H, we denote by X∗(H) the set of all
rational homomorphisms from the one-dimensional torus F× to H. Associ-
ated with our grading g =
⊕
j∈Z gj is a rational homomorphism λ ∈ X∗(G)
such that
(2.17) λ(t)|gj = t
j idgj
(
∀ t ∈ F×, ∀ j ∈ Z
)
.
Clearly, λ(F×) is a one-dimensional torus of G. Since any torus of G is
contained in a maximal torus and all maximal tori of G are conjugate, we
can assume in the rest of the proof that λ(F×) ⊆ T . In other words, we can
assume that λ belongs to X∗(T ), the lattice of rational cocharacters of T .
Note that the Weyl group W = NG(T )/T acts on X∗(T ).
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Let X(T ) be the lattice of characters of T ; see Section 2.3. According
to [Bo, (8.6)], the Z-pairing
(2.18) X(T )×X∗(T )→ Z, (χ, ν) 7→ n := 〈χ, ν〉 if χ(ν(t)) = t
n,
is W -invariant and nondegenerate. As G is a group of adjoint type, the
lattice X(T ) is spanned over Z by the set of simple roots ∆. Consequently,
the pairing (2.18) identifies X∗(T ) with P , the weight lattice corresponding
to Φ. Replacing λ by its W -conjugate if necessary, we can assume in what
follows that λ lies in the dual Weyl chamber corresponding to ∆. That is
to say, we can assume that αi(λ(t)) = t
ai for some nonnegative integers ai,
where 1 ≤ i ≤ m.
In conjunction with (2.17), the above discussion shows that g0 is spanned
by t and the root spaces gα with α =
∑m
i=1 niαi satisfying nk = 0 whenever
ak 6= 0. It also shows that g−1 is spanned by the root spaces g
γ with
γ =
∑m
i=1 riαi for which
∑m
i=1 riai = −1. All such γ’s are negative roots in
Φ. Since g−1 6= 0, it must be that ad = 1 for some d ∈ {1, . . . ,m}.
Let g−1,d denote the span of all g
γ ⊂ g−1 with γ =
∑m
i=1 riαi such that
rd = −1. Since g
−αd ⊆ g−1,d, we have g−1,d 6= 0. Moreover, because g−1 is
an irreducible g0-module, our description of g0 now implies that g−1 = g−1,d.
Suppose aj 6= 0 for some j 6= d. Then g
−αj ⊆ g−. On the other hand, if
g−β lies in the Lie subalgebra generated by g−1,d, then β =
∑m
i=1 qiαi with
qd ≥ 1. It follows that g
−αj is not contained in the subalgebra generated by
g−1,d = g−1. Since this contradicts one of our assumptions, we derive that
aj = 0 for j 6= d. Thus, our grading is standard, as stated. 
2.5. The Lie algebras of Cartan type
There are four infinite series of finite-dimensional simple, graded Car-
tan type Lie algebras g =
⊕r
j=−q gj: the Witt, special, Hamiltonian, and
contact series. The Lie algebras in each series vary in “thickness” (i.e., di-
mensions of corresponding gradation spaces gj) and “length” (i.e., number
of nonzero gradation spaces). The special, Hamiltonian, and contact Lie
algebras are subalgebras of the Witt Lie algebras. The Witt, special, and
Hamiltonian Lie algebras all have depth-one gradations (q = 1) with respect
to which they are transitive (1.2) and irreducible (1.1); while the contact
Lie algebras have a depth-two gradation (q = 2), which is transitive and
irreducible.
Each series contains both restricted and nonrestricted Lie algebras. Each
nonrestricted algebra contains a restricted subalgebra (its “initial piece”).
The restricted ones, which are exactly the initial pieces of the algebras in a
given series, are generated as Lie algebras by their local part g−1 ⊕ g0 ⊕ g1.
The local part of a nonrestricted graded Cartan type Lie algebra coincides
with the local part of its initial piece.
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When g is a restricted Cartan type Lie algebra, then x[p] = 0 for x ∈ g−1,
since (ad x)p is a derivation which annihilates the local part when p > 3.
The restriction of the [p]-mapping of g to g0 coincides with the [p]-mapping
on the classical Lie algebra g
(1)
0 , and the adjoint representation of g0 on each
gj is a p-representation, i.e., is restricted.
We will illustrate all these concepts by beginning with a few simple
examples of Cartan type Lie algebras. Then we will introduce the divided
power algebras and their derivations and use them to describe the four
infinite series of Cartan type Lie algebras.
2.6. The Jacobson-Witt algebras
The Jacobson-Witt Lie algebras were the first finite-dimensional nonclas-
sical simple Lie algebras to be discovered. Their construction starts with a
polynomial algebra F[x1, . . . , xm] over F, a field of characteristic p > 0. Let
Di = ∂/∂xi, i = 1, . . . ,m, be the usual partial derivatives relative to the
variables xi. The ideal generated by the elements x
p
1, . . . , x
p
m is invariant
under the derivations Di, and so the Di induce derivations on the truncated
polynomial algebra F[x1, . . . , xm]/〈x
p
1, . . . , x
p
m〉. The Jacobson-Witt Lie al-
gebra is the derivation algebra W (m; 1) := Der(F[x1, . . . , xm]/〈x
p
1, . . . , x
p
m〉).
In the special case that m = 1, the resulting Lie algebraW (1; 1) is called
the p-dimensional Witt algebra or simply the Witt algebra. The Jacobson-
Witt algebras may be viewed as “thickenings” of it by addition of variables.
By identifying cosets with their representatives, we may assume that
the elements xa := xa11 · · · x
am
m with a = (a1, . . . , am) and 0 ≤ ai < p for
all i determine a basis for F[x1, . . . , xm]/〈x
p
1, . . . , x
p
m〉. Then the derivations
xaDi, as a ranges over such m-tuples and i = 1, . . . ,m, comprise a basis for
W (m; 1). The Lie bracket in W (m; 1) is given by
[xaDi, x
bDj ] = bix
a+b−ǫiDj − ajx
a+b−ǫjDi,
where ǫi is the m-tuple with 1 in the ith position and 0 elsewhere, and
addition of tuples is componentwise. If any component exceeds p − 1 or is
less than 0, the term is 0.
Because the Lie algebra W (m; 1) is the derivation algebra of an algebra,
it carries a natural [p]-structure given by the p-mapping:
D[p] = Dp for all D ∈W (m; 1).
Rather than working with monomials as above, we could use divided
powers instead. Thus, if we adopt the basis x(a) =
xa11 · · · x
am
m
a1! · · · am!
, where again
0 ≤ ai < p for all i, then
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(2.19) x(a)x(b) =
(
a+ b
a
)
x(a+b), where
(
a+ b
a
)
=
m∏
j=1
(
aj + bj
aj
)
.
Moreover, W (m; 1) has a basis {x(a)Di | 0 ≤ ai < p, i = 1, . . . ,m} where
Di(x
(a)) = x(a−ǫi) and
[x(a)Di, x
(b)Dj ] =
(
a+ b− ǫi
a
)
x(a+b−εi)Dj −
(
a+ b− ǫj
b
)
x(a+b−εj)Di.
It is this form of the algebra that lends itself naturally to further gener-
alizations.
2.7. Divided power algebras
Let F be a field of characteristic p > 0, and let O(m) denote the
commutative associative algebra with 1 over F defined by generators x(k)i ,
1 ≤ i ≤ m, k ∈ N = Z≥0, which satisfy the relations
x
(0)
i = 1
x
(k)
i x
(ℓ)
i =
(
k + ℓ
k
)
x
(k+ℓ)
i , 1 ≤ i ≤ m, k, ℓ ∈ N.
The “monomials” x(a) := x
(a1)
1 · · · x
(am)
m , ai ∈ N, constitute a basis of
O(m).
To compute the binomial coefficients in (2.19), it is helpful to consider
base p-expansions. Assume that the base p expansions of c and d are given
by
c = ckp
k + ck−1p
k−1 + · · ·+ c1p+ c0(2.20)
d = dkp
k + dk−1p
k−1 + · · ·+ d1p+ d0
where 0 ≤ ci, di < p for all i. Then
(2.21)
(
c
d
)
=
k∏
i=0
(
ci
di
)
.
Lemma 2.22. Suppose c, d ∈ N satisfy 0 ≤ c, d < pk+1, but c+ d ≥ pk+1.
Then
(
c+ d
d
)
= 0.
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Proof. This will follow from analyzing the “carries” in (2.21) (with top
number c + d instead of c). Let the base p expansions of c and d be as in
(2.20). Since c + d ≥ pk+1, there is some smallest integer i ≥ 0 so that
ci + di ≥ p. Then the binomial coefficient
(
c+ d
d
)
must equal 0, because it
contains the factor
(
ci + di − p
di
)
, which is 0. 
As a result of Lemma 2.22, we see for any m-tuple n = (n1, . . . , nm) of
positive integers that
O(m;n) := spanF{x
(a) | 0 ≤ ai < p
ni}
is a subalgebra of the divided power algebra O(m), and we have containment
O(m;n) ⊆ O(m;n′) whenever ni ≤ n
′
i for all i = 1, . . . ,m.
2.8. Witt Lie algebras of Cartan type (the W series)
Nonrestricted Cartan type Lie algebras can be obtained by “lengthening”
the restricted ones; that is, by allowing powers greater than p − 1 in the
divided power variables.
Let Di (1 ≤ i ≤ m) be the derivation of O(m) defined by
Di(x
(r)
j ) = δi,jx
(r−1)
i .
The (infinite-dimensional) Witt Lie algebra of Cartan type is the subal-
gebra of Der(O(m)) defined by
W (m) := spanF{x
(a)Di | ai ∈ N, i = 1, . . . ,m},
and having Lie bracket
(2.23)
[x(a)Di, x
(b)Dj] =
(
a+ b− ǫi
a
)
x(a+b−ǫi)Dj −
(
a+ b− ǫj
b
)
x(a+b−ǫj)Di.
It is a free O(m)-module with basis D1, . . . ,Dm.
The fact that O(m;n) is a subalgebra of O(m) for any m-tuple n of
positive integers implies that
W (m;n) := spanF{x
(a)Di | 0 ≤ ai < p
ni , i = 1, . . . ,m},
is a Lie subalgebra of W (m). We refer to the Lie algebras W (m;n) as the
Witt Lie algebras of Cartan type, or more succinctly, the Witt algebras.
The simplest examples of Lie algebras of this kind are the pn-dimensional
Zassenhaus Lie algebras W (1;n) obtained from the divided power algebras
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O(1;n) for n = 1, 2, . . . . Each Zassenhaus Lie algebra contains a copy of the
p-dimensional Witt algebra W (1; 1).
More generally, an algebra W (m;n) contains a copy of the restricted Lie
algebra W (m; 1) by taking the derivations
∑m
i=1 fiDi with fi ∈ O(m; 1).
Theorem 2.24. (See for example, [SF, Prop. 2.2 and Thm. 2.4].)
(i) W (m;n) is a simple Lie algebra except when m = 1 and p = 2.
(ii) W (m;n) is a free O(m;n)-module with basis {D1, . . . ,Dm}.
(iii) The elements in {x(a)Di | 0 ≤ ai < p
ni , 1 ≤ i ≤ m} determine a
basis for W (m;n) so that dimW (m;n) = mpn1+···+nm.
The divided power algebra is Z-graded by the subspaces O(m)k =
spanF{x
(a)
∣∣ | a | := ∑mj=1 aj = k}. Thus O(m) = ⊕∞k=0O(m)k, and cor-
respondingly, O(m;n) =
⊕r+1
k=0O(m;n)k where r = p
n1 + · · ·+ pnm −m− 1.
The associated Lie algebrasW (m) andW (m;n) inherit a grading by assign-
ing
W (m)k =
m⊕
j=1
O(m)k+1Dj and W (m;n)k =
m⊕
j=1
O(m;n)k+1Dj .
In particular,
W (m;n) =
r⊕
j=−1
W (m;n)j
is a depth-one simple Lie algebra of height r.
Observe that the null component W (m;n)0 = W (m)0 has the elements
x
(1)
i Dj (1 ≤ i, j ≤ m) as a basis. Moreover,
(2.25) [x
(1)
i Dj, x
(1)
k Dℓ] = δj,kx
(1)
i Dℓ − δi,ℓx
(1)
k Dj .
Therefore, it is evident that the null component is isomorphic to glm via the
isomorphism that takes x
(1)
i Dj to the matrix unit Ei,j.
The derivation
(2.26) D1 :=
m∑
j=1
x
(1)
i Di
(which corresponds to the identity matrix in glm) plays a special role in
W (m), as it is the “degree derivation”:
D1(x
(a)) =
m∑
j=1
x
(1)
j Dj(x
(a)) =
(
m∑
j=1
aj
)
x(a) = deg(x(a))x(a).
From the relation
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(2.27) [fD, gE] = fD(g)E − gE(f)D + fg[D,E],
which holds for all D,E ∈W (m) and f, g ∈ O(m), we have as a special case,
(2.28)
[
D1, x
(a)Dj
]
= D1(x
(a))Dj + x
(a)[D1,Dj ] =
(
deg(x(a))− 1
)
x(a)Dj ,
so that adD1 acts as multiplication by the scalar ℓ on W (m)ℓ for each ℓ;
that is to say, adD1 is the degree derivation on W (m).
Now it follows from
(2.29) [x
(1)
i Dj ,Dk] = −δi,kDj
that W (m)−1 = W (m;n)−1 = spanF{D1, . . . ,Dm} can be identified with
the dual module of the natural m-dimensional module V for glm. Hence it
is isomorphic to the space V ∗ of 1×m matrices over F with the glm-action
given by y.v = −vy (matrix multiplication) for all v ∈ V ∗ and y ∈ glm.
The mapping ϕ : W (m)0 → gl(O(m)1) given by ϕ(D)(f) = D(f) affords
a representation of W (m)0 (hence also of W (m;n)0 for any m-tuple n).
Moreover, relative to the standard basis {x
(1)
1 , . . . , x
(1)
m } of O(m)1, the matrix
of ϕ(x
(1)
i Dj) is exactly the matrix unit Ei,j .
2.9. Special Lie algebras of Cartan type (the S series)
The Lie algebra S(m;n) (resp. S(m)) is the subalgebra ofW (m;n) (resp.
W (m)) of derivations whose divergence is zero. Thus, if D =
∑m
i=1 fiDi,
then
div(D) :=
m∑
i=1
Di(fi) = 0.
Observe that
div([fDi, gDj ]) = div
(
fDi(g)Dj −Dj(f)gDi
)
= Dj(f)Di(g) + fDjDi(g)−DiDj(f)g −Dj(f)Di(g)
= fDi
(
Dj(g)
)
− gDj
(
Di(f)
)
= fDi
(
div(gDj)
)
− gDj
(
div(fDi)
)
,
so summing over such terms will show that the relation
(2.30) div([D,E]) = D
(
div(E)
)
− E
(
div(D)
)
holds for all D,E ∈ W (m). From that it is apparent that S(m;n) (resp.
S(m)) is indeed a subalgebra of W (m;n) (resp. W (m)).
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To better understand the structure of S(m;n), we introduce mappings
Di,j : O(m;n)→W (m;n) defined by
(2.31) Di,j(f) = Dj(f)Di −Di(f)Dj , 1 ≤ i, j ≤ m.
It is easy to check that the image of Di,j lies in S(m;n). Moreover, Di,i = 0
and Dj,i = −Di,j.
Lemma 2.32. (Compare [SF, Lem. 3.2] for (a) and (b).)
(a) For D =
∑m
i=1 fiDi and E =
∑m
j=1 gjDj in S(m;n), m∑
i=1
fiDi,
m∑
j=1
gjDj
 = n∑
i,j=1
Dj,i(figj).
(b) [Dk,Di,j(f)] = Di,j
(
Dk(f)
)
for all 1 ≤ i, j, k ≤ m.
(c) For 1 ≤ i, j, k, ℓ ≤ m we have
[Di,j(f), Dk,ℓ(g)] = Di,ℓ
(
Dj(f)Dk(g)
)
−Dj,ℓ
(
Di(f)Dk(g)
)
−Dk,j
(
Di(f)Dℓ(g)
)
+Dk,i
(
Dj(f)Dℓ(g)
)
.
Proof. We know that
[D,E] =
 m∑
i=1
fiDi,
m∑
j=1
gjDj
 = m∑
i,j=1
fiDi(gj)Dj − gjDj(fi)Di
from the general expression (2.27) for the Lie bracket. Then using the fact
that div(D) = 0 = div(E), we can see this product equals
m∑
i,j=1
(
fiDi(gj) +Di(fi)gj
)
Dj −
m∑
i,j=1
(
gjDj(fi) +Dj(gj)fi
)
Di
=
m∑
i,j=1
Di(figj)Dj −Dj(figj)Di
=
m∑
i,j=1
Dj,i
(
figj
)
.
Part (b) is a simple consequence of the fact that
[Dk,Di,j(f)] = Dk
(
Dj(f)
)
Di −Dk
(
Di(f)
)
Dj = Di,j
(
Dk(f)
)
.
The verification of the identity in (c) is left as an exercise for the reader.
The left side is the sum of 8 terms. When expanded out, the right side is
the sum of 16 terms, 8 of which match with the terms on the left, and 8 of
which pairwise sum to 0. 
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The subalgebra S(m;n) is not simple. However, its commutator ideal
S(m;n)(1) is, and we have the following.
Theorem 2.33. (Compare [SF, Prop. 3.3, Thm. 3.5, and Thm. 3.7].)
Suppose m ≥ 3.
(i) S(m;n)(1) is the subalgebra of S(m;n) generated by the elements
Di,j
(
x(a)
)
where 0 ≤ ak < p
nk for 1 ≤ k ≤ m and 1 ≤ i, j ≤ m.
(ii) S(m;n)(1) is simple.
(iii) S(m;n)(1) =
⊕s
j=−1(S(m;n)
(1))j where s = (
∑m
j=1 p
nj) − m − 2
and (S(m;n)(1))j = S(m;n)
(1) ∩W (m;n)j .
(iv) S(m;n) = S(m;n)(1) ⊕
⊕m
j=1 Fx
(τ−(pnj−1)ǫj)Dj , where ǫj is the
m-tuple with 1 in slot j and 0 elsewhere, and
τ = τ(n) = (pn1 − 1, . . . , pnm − 1).
We refer to the Lie algebras S(m;n)(1) as the simple special Lie algebras
of Cartan type. More generally, each of the Lie algebras S(m;n), S(m), or
S(m;n)(1) is said to be a special Cartan type Lie algebra.
As Di,j(x
(1)
j ) = Di, we have (S(m;n)
(1))−1 = W (m;n)−1. The deriva-
tions Dj,i
(
x
(2)
i
)
= x
(1)
i Dj belong to (S(m;n)
(1))0 for all i 6= j, as do the
derivations Di,i+1
(
x
(1)
i x
(1)
i+1
)
= x
(1)
i Di−x
(1)
i+1Di+1 for i = 1, . . . ,m−1. Thus,
dim(S(m;n)(1))0 ≥ m
2 − 1. But the derivations x
(1)
i Di do not belong to
(S(m;n)(1))0, as they fail the divergence zero test. Thus, dim(S(m;n)
(1))0 =
m2 − 1, and it is clear that (S(m;n)(1))0 ∼= slm.
There is a Lie algebra closely aligned to S(m;n) obtained by adjoin-
ing the degree derivation D1 =
∑m
j=1 x
(1)
i Di to the null component. As
[D1, E] = kE for all E ∈ W (m;n)k (compare (2.28)), the result of adding
the degree derivation to S(m;n) is a Lie algebra, which we denote CS(m;n),
whose null component is isomorphic to glm.
2.10. Hamiltonian Lie algebras of Cartan type (the H series)
In this section, we will introduce a third series of Cartan type Lie alge-
bras, but first some notation is required. Set
σ(j) =
{
1 if 1 ≤ j ≤ m
−1 if m+ 1 ≤ j ≤ 2m,
(2.34)
j′ =
{
j +m if 1 ≤ j ≤ m
j −m if m+ 1 ≤ j ≤ 2m.
(2.35)
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Set
H(2m;n) :=
{
D =
2m∑
i=1
fiDi ∈W (2m;n)
∣∣∣ σ(j′)Di(fj′) = σ(i′)Dj(fi′),
1 ≤ i, j ≤ 2m
}
.(2.36)
It can be argued that H(2m;n) =W (2m;n) ∩H(2m), where H(2m) is the
subalgebra ofW (2m) consisting of all the derivations which satisfy D(ωH) =
0, where ωH is the differential form given by
ωH =
m∑
j=1
dxj ∧ dxj+m,
where xj = x
(1)
j for all j. In fact, the defining condition in (2.36) is equivalent
to the statement that D(ωH) = 0.
To gain further insight into the structure of H(2m;n), we define
(2.37) DH : O(2m)→W (2m), DH(f) =
2m∑
j=1
σ(j)Dj(f)Dj′
and denote the image of the map DH restricted to O(2m;n) by H˜(2m;n).
The elements DH(f) belong to H(2m;n) for all f ∈ O(2m;n), but the image
of DH is proper, as the derivations x
(pnj−1)
j Dj′ for 1 ≤ j ≤ 2m belong to
H(2m;n), but fail to lie in the image.
Theorem 2.38. (See [SF, Lem. 4.1 and Thm. 4.5].)
(i) Let D =
∑2m
i=1 fiDi and E =
∑2m
j=1 gjDj be elements of H(2m;n).
Then
[D,E] = DH(u) where u =
2m∑
j=1
σ(j)fjgj′ .
(ii) H˜(2m;n) ⊇ H(2m;n)(1).
(iii) H(2m;n)(2) is a simple Lie algebra with basis
{DH(x
(a)) | a 6= (0, . . . , 0) and a 6= (pn1 − 1, . . . , pn2m − 1)}.
Thus,
dimH(2m;n)(2) = pn1+···+n2m − 2.
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(iv) For all f, g ∈ O(2m;n),
[DH(f),DH(g)] = DH
(
DH(f)(g)
)
(2.39)
= DH
 2m∑
j=1
σ(j)Dj(f)Dj′(g)
 .
Some comments are in order. First, it follows from assertion (i) that
H(2m;n)(1) is contained in H˜(2m;n), and hence that H˜(2m;n) is an ideal
of H(2m;n). The formula in (iv) is a consequence of (i), since
[DH(f),DH(g)] = DH(u) where(2.40)
u =
2m∑
j=1
σ(j)σ(j′)Dj′(f)σ(j)Dj(g)
=
2m∑
j=1
σ(j′)Dj′(f)Dj(g) = DH(f)(g).
As special instances of that relation we have,
[DH(x
(a)),DH(x
(1)
j′ )] = σ(j)DH (x
(a−ǫj))(2.41)
[DH(x
(a)),DH(x
(b))] =
2m∑
j=1
σ(j)
(
a+ b− ǫj − ǫj′
a− ǫj
)
DH(x
(a+b−ǫj−ǫj′)).
From the first equation in (2.41), we can see thatDH(x
(c)) ∈ H(2m;n)(1)
for all c 6= (pn1 − 1, . . . , pn2m − 1). The coefficient of DH(x
(a+b−ǫj−ǫj′)) in
the second equation for 1 ≤ j ≤ m is(
a+ b− ǫj − ǫj′
a− ǫj
)
−
(
a+ b− ǫj − ǫj′
a− ǫj′
)
.
If
(2.42) τ = τ(n) := (pn1 − 1, . . . , pn2m − 1),
then
(
τ
c
)
= (−1)|c| for all 2m-tuples c such that 0 ≤ c ≤ τ . Now if
τ = a+ b− ǫj − ǫj′ for some 2m-tuples a, b, then 0 ≤ a− ǫj , a− ǫj′ ≤ τ and(
τ
a− ǫj
)
−
(
τ
a− ǫj′
)
= (−1)|a−ǫj | − (−1)|a−ǫj′ | = 0. Thus,
[DH(x
(a)),DH(x
(b))] ∈ spanF{DH(x
(c)) | 0 ≤ c < τ}.
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As a consequence,
H˜(2m;n)(1) = H˜(2m;n)(2) = · · · = spanF{DH(x
(c)) | 0 ≤ c < τ}.
Because H˜(2m;n)(1) ⊇ H(2m;n)(2) ⊇ H˜(2m;n)(2) = H˜(2m;n)(1),
equality must hold, and H(2m;n)(2) = spanF{DH(x
(c)) | 0 ≤ c < τ}.
We may define a version of the ordinary Poisson bracket on O(2m;n) by
(2.43) {f, g} =
m∑
i=1
Di(f)Di′(g)−Di′(f)Di(g).
Note that
(2.44) {f, g} =
2m∑
j=1
σ(j)Dj(f)Dj′(g) = DH(f)(g).
From this and Theorem 2.38 (iv) we see that O¯(2m;n) := O(2m;n)/F1 is a
Lie algebra under the Poisson bracket, and its derived algebra O¯(2m;n)(1)
is isomorphic to H(2m;n)(2).
The Lie algebra H(2;n)(2) is exactly the Lie algebra S(2;n)(1). It is for
that reason we have excluded the m = 2 case from Theorem 2.33.
The degree derivation D1 =
∑2m
j=1 x
(1)
j Dj may be adjoined to the Lie
algebra H(2m;n) or H(2m;n)(2) to produce a larger Lie algebra. In the
first case, we will write CH(2m;n); while in the second we will write
H(2m;n)(2) ⊕ FD1 to avoid possible confusion with
(
CH(2m;n)
)(2)
, which
is just the algebra H(2m;n)(1) itself.
The derivations
(2.45) Qj := DH
(
x
(pnj )
j
)
= σ(j)x
(pnj−1)
j Dj′ , 1 ≤ j ≤ 2m,
belong to H(2m;n), and expressions for their products may be derived using
(iv) of Theorem 2.38:
[Qi, Qj ] = δi′,jσ(i)DH
(
x
(pni−1)
i x
(pni′−1)
i′
)
,(2.46)
[Qi,DH(f)] = DH(g), where g = σ(i)x
(pni−1)
i Di′(f).(2.47)
We can now state
Proposition 2.48. ([KS, Chap. 1, Sec. 6, Prop. 1]) The Lie algebra
H(2m;n) is spanned over F by the derivations DH(f), f ∈ O(2m;n), as
in (2.37), along with the derivations Qj, 1 ≤ j ≤ 2m, as in (2.45). Their
products are given by (2.39), (2.46), and (2.47).
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The simple Lie algebra H(2m;n)(2) of Hamiltonian type inherits a grad-
ing from W (2m;n):
H(2m;n)(2) =
r⊕
j=−1
(
H(2m;n)(2)
)
j
where
(
H(2m;n)(2)
)
j
= H(2m;n)(2) ∩W (2m;n)j = DH(O(2m;n)j+2), and
r = pn1 + · · ·+ pn2m − 2m− 3.(2.49)
Thus, the null component
(
H(2m;n)(2)
)
0
is spanned by the elements
(2.50) DH(x
(1)
i x
(1)
j ) = σ(j)x
(1)
i Dj′ + σ(i)x
(1)
j Di′ .
Under the representation ϕ : W (2m)0 → gl(O(2m)1), ϕ(D)(f) = D(f), we
see that the matrix of ϕ
(
DH(x
(1)
i x
(1)
j )
)
relative to the basis {x
(1)
1 , . . . , x
(1)
2m}
is σ(j)Ei,j′ + σ(i)Ej,i′ . As those matrices span the symplectic Lie algebra
sp2m, we have
(
H(2m;n)(2)
)
0
∼= sp2m. Moreover,
(
H(2m;n)(2)
)
−1
is the
dual V ∗ of the natural 2m-dimensional module V for sp2m, but V
∗ ∼= V as
sp2m-modules. It is well-known (and can be seen from (2.50) and (2.40))
that
(2.51) sp2m
∼= S2(V )
as sp2m-modules.
Finally, we note that the Lie algebra CH(2m;n) also inherits a grad-
ing from W (2m;n). The null component CH(2m;n)0 is a one-dimensional
central extension of
(
H(2m;n)(2)
)
0
by the degree derivation; thus it is a
one-dimensional central extension of sp2m, which we denote by csp2m.
2.11. Contact Lie algebras of Cartan type (the K series)
In defining the final series of Cartan type Lie algebras, we suppose σ(j)
and j′ are as in (2.34) for j = 1, . . . , 2m. Our approach will follow [SF,
Sec. 4.5] (compare also [KS, Sec. 7.1]). For f ∈ O(2m + 1), let
DK(f) :=
2m+1∑
i=1
fiDi, where
fi = x
(1)
i D2m+1(f) + σ(i
′)Di′(f), 1 ≤ i ≤ 2m,(2.52)
f2m+1 = ∆(f) := 2f −
2m∑
j=1
x
(1)
j Dj(f).(2.53)
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In particular,
DK(1) = 2D2m+1(2.54)
DK(x
(1)
j ) = σ(j)Dj′ + x
(1)
j D2m+1 1 ≤ j ≤ 2m(2.55)
DK(x
(1)
2m+1) =
2m∑
i=1
x
(1)
i Di + 2x
(1)
2m+1D2m+1.(2.56)
It follows (compare Proposition 2.61 below) that for all f, g ∈ O(2m+1),
[DK(f),DK(g)] = DK(u) where(2.57)
u = ∆(f)D2m+1(g) −∆(g)D2m+1(f) + {f, g} and
{f, g} =
2m∑
j=1
σ(j)Dj(f)Dj′(g) as in (2.44).
Thus, the elements DK(f), f ∈ O(2m + 1), form a Lie subalgebra
K(2m+1) ofW (2m+1). They are precisely the derivations D ∈W (2m+1)
satisfying D(ωK) ∈ O(2m+1)ωK , where ωK is the contact differential form
ωK = dx2m+1 +
2m∑
j=1
σ(j)xj dxj′ ,
and xj = x
(1)
j for all j.
Remark 2.58. Note that the form used in [Wi1] and in [KS, Sec. 7.1]
is ω′K = dx2m+1 +
∑2m
j=1 σ(j
′)xj dxj′, and so the formulas in those papers
will be slightly different from the ones displayed in this work.
For each (2m+1)-tuple n, the Lie algebra K(2m+1;n) is by definition
the intersection, K(2m+ 1;n) = K(2m+ 1) ∩W (2m+ 1;n).
The product in (2.57) can be expressed using the modified Poisson
bracket
(2.59) 〈f, g〉 := ∆(f)D2m+1(g) −∆(g)D2m+1(f) + {f, g}.
Thus,
(2.60) [DK(f),DK(g)] = DK(〈f, g〉).
Proposition 2.61. (Compare [SF, Sec. 4.5, Prop. 5.3].) Suppose for
a = (a1, . . . , a2m+1), ai ∈ N, that ‖ a ‖:=| a | + a2m+1 − 2. Then
(i) 〈x(a), x(b)〉 = {x(a), x(b)}
+
(
‖ b ‖
(
a+ b− ǫ2m+1
b
)
− ‖ a ‖
(
a+ b− ǫ2m+1
a
))
x(a+b−ǫ2m+1);
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(ii) 〈1, x(a)〉 = 2x(a−ǫ2m+1);
(iii) 〈x
(1)
j , x
(a)〉 = σ(j)x(a−ǫj′ ) + (aj + 1)x
(a+ǫj−ǫ2m+1), 1 ≤ j ≤ 2m;
(iv) 〈x
(1)
2m+1, x
(a)〉 = ‖ a ‖ x(a);
(v) 〈x
(1)
i x
(1)
j , x
(a)〉 = σ(i)ajx
(a+ǫj−ǫi′) + σ(j)aix
(a+ǫi−ǫj′ ),
1 ≤ i, j ≤ 2m;
(vi) 〈x
(1)
i x
(1)
i′ , x
(a)〉 = (ai′ − ai)x
(a), 1 ≤ i ≤ m;
(vii) The spaces K(2m + 1;n)j = spanF{DK(x
(a)) | ‖ a ‖= j} give a
grading of the Lie algebra K(2m+ 1;n) such that
K(2m+ 1;n) =
r⊕
j=−2
K(2m+ 1;n)j ,
where r = pn1 + · · ·+ pn2m + 2pn2m+1 − 2m− 3.
Theorem 2.62. (See [SF, Sec. 4.5, Thm. 5.5].) K(2m + 1;n)(1) is a
simple Lie algebra, and
K(2m+1;n)(1) =
{
K(2m+ 1;n) if 2m+ 4 6≡ 0 mod p
spanF{DK(x
(a)) | a 6= τ(n)} if 2m+ 4 ≡ 0 mod p,
where τ(n) = (pn1 − 1, . . . , pn2m+1 − 1). Thus, dimK(2m + 1;n)(1) has
dimension pn1+···+n2m+1 in the first case and dimension pn1+···+n2m+1 − 1 in
the second. Moreover, K(2m+1;n)(1) is isomorphic to O(2m+1;n)(1), where
O(2m+ 1;n) is viewed as a Lie algebra under the product f × g 7→ 〈f, g〉.
From parts (ii)-(vi) of Proposition 2.61, we see that K(2m + 1;n)−2 is
spanned by d2m+1 := DK(1) = 2D2m+1; and K(2m+1;n)−1 is spanned by
the elements dj := σ(j
′)DK(x
(1)
j′ ) = Dj + σ(j
′)x
(1)
j′ D2m+1 for j = 1, . . . , 2m.
These elements satisfy the rule
(2.63) [di, dj ] = δi,j′σ(i)d2m+1 1 ≤ i, j ≤ 2m.
The elements DK(x
(a)) with ‖ a ‖= 0 span the subalgebraK(2m+1;n)0,
which is isomorphic to the Lie algebra csp2m = sp2m ⊕ FI. The space
K(2m+ 1;n)−1 is its natural 2m-dimensional module.
Remark 2.64. For any of the simple Lie algebras g =
⊕
i gi of Cartan
type discussed in Sections 2.8-2.11, the sum m0 :=
⊕
i≥0 gi is a maximal
subalgebra of g which is invariant under the automorphisms of g. This
uniqueness property of m0 is justification for calling the grading we have
described in those sections the natural grading of g. Moreover, the spaces
mℓ :=
⊕
i≥ℓ gi for ℓ ≥ −1 afford a filtration g ⊇ m−1 ⊃ m0 ⊃ m1 ⊃ · · · of
g, which is often referred to as the natural filtration (see for example, [St,
Defn. 4.2.8].)
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In closing this subsection, we comment that very few of the simple Car-
tan type Lie algebras described above are restricted. In fact, the restricted
ones may be characterized as having their defining m-tuple n = 1, the tuple
of all ones.
Proposition 2.65. (See [K3, Thm. 2] and [St, (7.2)].) Let g be a
restricted simple Lie algebra of Cartan type. Then g isomorphic to one of
the following: W (m; 1) (m ≥ 1), S(m; 1)(1) (m ≥ 3), H(2m; 1)(2) (m ≥ 1),
or K(2m+ 1; 1)(1) (m ≥ 1).
2.12. The Recognition Theorem with stronger hypotheses
By imposing strong assumptions on the non-positive homogeneous com-
ponents, we can deduce the following version of the Recognition Theorem.
The next two chapters will be devoted to showing that these additional hy-
potheses must hold when the conditions of the Main Theorem are fulfilled.
A similar result, phrased in the language of filtered Lie algebras, appears in
[St, Cor. 5.5.3 (Weak Recognition Theorem)] for simple Lie algebras.
Theorem 2.66. Let g =
⊕r
j=−2 gj be a finite-dimensional graded Lie
algebra over an algebraically closed field F of characteristic p > 3. Assume
that:
(a) g0 is isomorphic to glm, slm, sp2m, or csp2m = sp2m ⊕ FI.
(b) g−1 is a standard g0-module (of dimension m or 2m, depending on
the simple classical Lie algebra g
(1)
0 = [g0, g0]).
(c) If g−2 6= 0, then it is one-dimensional and equals [g−1, g−1], and g0
is isomorphic to csp2m.
(d) If x ∈
⊕
j≥0 gj and [x, g−1] = 0, then x = 0 (transitivity);
(e) If x ∈
⊕
j≥0 g−j and [x, g1] = 0, then x = 0 (1-transitivity).
Then either g is a Cartan type Lie algebra with the natural grading:
X(m;n)(2) ⊆ g ⊆ X(m;n)
where
X =

W,S, or CS and m = m,
H or CH and m = 2m,
K and m = 2m+ 1;
or g is a classical simple Lie algebra:
a) g ∼= slm+1 →֒W (m;n), or
b) g ∼= sp2(m+1) →֒ K(2m+ 1;n).
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Proof. By [St, Prop. 2.7.3], the Lie algebra g is isomorphic to a subalgebra
of a Witt Lie algebra of Cartan type. Then the theorem follows from [St,
Lem. 5.2.3]. 
2.13. gℓ as a g0-module for Lie algebras g of Cartan type
Next we will investigate the structure of gℓ (ℓ < p − 1) as a g0-module
when g is a depth-one Lie algebra of Cartan type. Here we will follow Section
10 of Chapter I of [KS]. See also [St, Sec. 5.2] for related results. For this
purpose, it is convenient to introduce the following derivations in W (m):
Df := fD1 for f ∈ O(m),(2.67)
where D1 =
∑m
j=1 x
(1)
j Dj is the degree derivation. Then deg(Df ) = deg(f)
for all homogeneous f ∈ O(m), and these derivations multiply according to
the rule,
(2.68)
[Df ,Dg] = [fD1, gD1]
=
(
fD1(g)− gD1(f)
)
D1
=
(
deg(g) − deg(f)
)
fgD1 =
(
deg(g)− deg(f)
)
Dfg.
In deriving this expression, we have applied the general relation
[fD, gE] = fD(g)E − gE(f)D + fg[D,E]
in (2.27). Recall from (2.28) that adD1 acts as multiplication by the scalar
ℓ on W (m)ℓ for each ℓ. In particular, when g = W (m) and m = 1, then
g0 = FD1, and for each ℓ ≥ −1, the space gℓ = Fx
(ℓ+1)
1 D1 is an irreducible
g0-module on whichD1 acts as multiplication by the scalar ℓ. The g0-module
structure of gℓ for m ≥ 2 is the topic of the next result.
Theorem 2.69. Assume g = W (m) for m ≥ 2, and let gℓ = W (m)ℓ
for all ℓ ≥ −1. Let h be the Cartan subalgebra of g0 with basis x
(1)
j Dj
(1 ≤ j ≤ m), and let εi (1 ≤ i ≤ m) be the dual basis in h
∗ so that
εi(x
(1)
j Dj) = δi,j. Let b
+ = h ⊕ n+, where n+ is the F-span of all x(1)i Dj
with 1 ≤ i < j ≤ m, and set
g
†
ℓ := {D ∈ gℓ | div(D) = 0}(2.70)
g
♯
ℓ := spanF
{
Df = f
m∑
j=1
x
(1)
j Dj = fD1
∣∣∣ deg(f) = ℓ}.(2.71)
Then for ℓ ≤ p− 2 we have:
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(i) g†ℓ is an irreducible g0-submodule of gℓ with a b
+-primitive vector
of weight (ℓ+ 1)ε1 − εm when m+ ℓ 6≡ 0 mod p;
(ii) g♯ℓ is an irreducible g0-submodule of gℓ with a b
+-primitive vector
of weight ℓε1, and g
♯
ℓ is isomorphic as a g0-module to S
ℓ(V ), where
V = O(m)1 is the natural m-dimensional module of g0;
(iii) gℓ = g
♯
ℓ ⊕ g
†
ℓ when m+ ℓ 6≡ 0 mod p;
(iv) When m ≥ 3 and m + ℓ ≡ 0 mod p, then gℓ ⊃ g
†
ℓ ⊃ g
♯
ℓ ⊃ 0 is the
unique composition series of the g0-module gℓ;
(v) When m = 2 and m + ℓ ≡ 0 mod p (i.e. ℓ = p − 2), then
g
†
p−2 is spanned modulo g
♯
p−2 by x
(p−1)
1 D2 and x
(p−1)
2 D1. Moreover,
g
†
p−2/g
♯
p−2
∼= L(0)⊕ L(0) and gp−2/g
†
p−2
∼= g
♯
p−2
∼= L((p − 2)̟1) ∼=
Sp−2(V ) as modules for g
(1)
0
∼= sl2.
Proof. By (2.30) we have
div
([
x
(1)
i Dj ,D
])
= x
(1)
i Dj
(
div(D)
)
−D
(
div(x
(1)
i Dj)
)
(2.72)
= x
(1)
i Dj
(
div(D)
)
−D(δi,j1)
= x
(1)
i Dj
(
div(D)
)
,
which implies that g†ℓ is a g0-submodule of gℓ for all ℓ. This is also evident
from the fact that g0 = g
(1)
0 ⊕ FD1, where g
(1)
0 = S(m)0, and g
†
ℓ = S(m)ℓ.
Applying (2.27), we obtain
(2.73)[
x
(1)
i Dj , Df
]
= x
(1)
i [Dj ,Df ]−Df
(
x
(1)
i
)
Dj
= x
(1)
i [Dj , fD1]− fD1
(
x
(1)
i
)
Dj
= x
(1)
i Dj(f)D1 + x
(1)
i fDj − x
(1)
i fDj = x
(1)
i Dj(f)D1.
Thus, g♯ℓ is also a g0-submodule of gℓ. Moreover, if V = O(m)1, then the
calculation in (2.73) shows that g♯ℓ
∼= O(m)ℓ = S
ℓ(V ) as g0-modules via
the identification f 7→ Df . The vector Dx(ℓ)1
= x
(ℓ)
1 D1 has zero product
with all x
(1)
i Dj such that i < j, and [x
(1)
i Di,Dx(ℓ)1
] = ℓδi,1Dx(ℓ)1
. Therefore,
D
x
(ℓ)
1
is a b+-primitive vector of g♯ℓ and its weight is ℓε1 relative to the
Cartan subalgebra h. Relative to g
(1)
0
∼= slm and its Cartan subalgebra
h ∩ g
(1)
0 , the module S
ℓ(V ) has a b+-primitive vector x
(ℓ)
1 of weight ℓ̟1.
Since ℓ ≤ p−2, the irreducible slm-module L(ℓ̟1) is isomorphic to the Weyl
module V (ℓ̟1), which has dimension given by Weyl’s dimension formula
2.13. gℓ AS A g0-MODULE FOR LIE ALGEBRAS g OF CARTAN TYPE 61
(see (2.11)) so that
dimV (ℓ̟1) =
(
m+ ℓ− 1
ℓ
)
= dimSℓ(V ).
It follows that g♯ℓ is an irreducible g
(1)
0 -module (hence an irreducible g0-
module) isomorphic to Sℓ(V ) for all ℓ ≤ p− 2, as asserted in (ii) .
Consider the sequence of g0-module maps,
gℓ
∼
→ Sℓ+1(V )⊗ V ∗ ։ Sℓ(V )
fDk 7→ f ⊗Dk 7→ div(fDk) = Dk(f).
The kernel is g†ℓ. Since
(2.74) div
(
Du
)
= (m+ ℓ)u
for all u ∈ O(m)ℓ, we see that g
♯
ℓ ⊂ g
†
ℓ if m + ℓ ≡ 0, and g
♯
ℓ ∩ g
†
ℓ = 0 if
m+ ℓ 6≡ 0 mod p.
Suppose x(a)Dk ∈ gℓ and set
Ej := (aj+1)Dk,j
(
x(a+ǫj)
)
= (aj+1)x
(a)Dk−x
(a−ǫk)x
(1)
j Dj−δj,kx
(a)Dj ∈ g
†
ℓ.
Then
(m+ ℓ)x(a)Dk =
(∑m
j=1
(
aj + 1
))
x(a)Dk − x
(a)Dk
=
m∑
j=1
Ej + x
(a−ǫk)
m∑
j=1
x
(1)
j Dj
=
m∑
j=1
Ej + x
(a−ǫk)D1.
Consequently, when m + ℓ 6≡ 0 mod p, gℓ ⊆ g
†
ℓ + g
♯
ℓ so that gℓ = g
†
ℓ ⊕ g
♯
ℓ
as asserted in (iii). We also see that the above map x(a)Dk 7→ Dk(x
(a)) =
x(a−ǫk) is essentially (up to a factor of (m+ ℓ)−1) the projection of gℓ onto
the g0-submodule g
♯
ℓ
∼= Sℓ(V ).
Recall that n+ is the F-span of all x(1)i Dj with 1 ≤ i < j ≤ m, a
maximal nilpotent subalgebra of g
(1)
0 , and b
+ := h⊕ n+. We claim that any
b+-primitive vector of gℓ is a scalar multiple of x
(ℓ+1)
1 Dm or of Dx(ℓ)1
. The
claim certainly holds when ℓ = 0 (see (2.73)). Assume that it holds for all
ℓ < s where 1 ≤ s ≤ p − 2, and let u be a b+-primitive vector of gs. Since
[g−1, u] 6= 0, by transitivity, [Dk, u] is a b
+-primitive vector of gs−1 for some
k ≤ m. In view of our assumption, this means that either [Dk, u] = ζ x
(s)
1 Dm
or [Dk, u] = ζDx(s−1)1
where ζ ∈ F×. No generality will be lost by assuming
that ζ = 1.
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Suppose [Dk, u] = Dx(s−1)1
. If k > 1, then
u = x
(s−1)
1 x
(1)
k
(∑
i 6=k
x
(1)
i Di +
1
2
x
(1)
k Dk
)
+ u0, u0 ∈ gs ∩ ker adDk.
From this it is immediate that
[x
(1)
k−1Dk, u] ≡ x
(s−1)
1 x
(1)
k−1
∑
i 6=k
x
(1)
i Di mod O(m)Dk.
Since [n+, u] = 0, we have reached a contradiction, showing that k = 1.
Then
u = sx
(s+1)
1 D1 + x
(s)
1
m∑
i=2
x
(1)
i Di + u
′
0, u
′
0 ∈ gs ∩ ker adD1,
implying
[x
(1)
1 D2, u] = −sx
(s+1)
1 D2 + x
(s)
1 x
(1)
1 D2 + x
(1)
1 [D2, u
′
0]− u
′
0(x
(1)
1 )D2
= x
(s+1)
1 D2 + x
(1)
1
m∑
i=1
fiDi + gD2
where g and the fi belong to the subalgebra of O(m) generated by x
(r)
j with
j ≥ 2 and r ≥ 0. Since s ≥ 1 it follows that [x
(1)
1 D2, u] 6= 0, a contradiction.
We conclude that [Dk, u] = x
(s)
1 Dm.
If k > 1 then u = x
(s)
1 x
(1)
k Dm + u1 where u1 ∈ gs ∩ ker adDk. Then, for
i < k,
0 = [x
(1)
i Dk, u] = x
(s)
1 x
(1)
i Dm − u1(x
(1)
i )Dk.
This shows that k = m and u1 = aDm +
∑m−1
i=1 x
(s)
1 x
(1)
i Di for some a ∈
O(m)s+1 with Dm(a) = 0. But then u = aDm+Dx(s)1
implying [n+, aDm] =
0. As a consequence, (x
(1)
i Dj)(a) = 0 whenever 1 ≤ i < j ≤ m − 1. From
this it is easy to deduce that a = µx
(s+1)
1 for some µ ∈ F.
If k = 1 then u = x
(s+1)
1 Dm + u
′
1 where u
′
1 ∈ gs ∩ ker adD1. Then, for
i > 1,
0 = [x
(1)
1 Di, u] = x
(1)
1 [Di, u
′
1]− u
′
1(x
(1)
1 )Di.
Since u′1(x
(1)
1 ) ∈ O(m) does not involve x
(1)
1 , it follows that [Di, u
′
1] = 0 for
all i. But then u′1 = 0 by transitivity. This proves our claim.
Now assume m ≥ 3. Set G0 := SL(V ), a simply connected algebraic
F-group, and identify Lie(G0) with g
(1)
0 . Let T be the maximal torus of
G0 such that Lie(T ) = h, and let B
+ be the Borel subgroup of G0 with
Lie(B+) = b+. By abuse of notation, we will identify the weights µ of T
with their differentials (dµ)e ∈ h
∗. In particular, the fundamental weights in
X(T )+ will be denoted by ̟1,̟2, . . . ,̟m−1 (this will cause no confusion).
Note that gℓ is isomorphic to S
ℓ+1(V )⊗ V ∗, which is a rational G0-module.
Since ℓ ≤ p − 2, it is easy to see that X+
(
Sℓ+1(V ) ⊗ V ∗
)
⊂ X1(T ). So the
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G0-module gℓ satisfies all the conditions of Proposition 2.15. It follows that
every g
(1)
0 -submodule of gℓ is G0-stable.
We claim that the g
(1)
0 -submodule of gℓ generated by x
(ℓ+1)
1 Dm coincides
with g†ℓ. Let us denote this submodule by g
′
ℓ and suppose for a contradiction
that g′ℓ 6= g
†
ℓ. Since we are assumingm ≥ 3, Theorem 2.33 (i) applies yielding
Di,j(f) 6∈ g
′
ℓ for some f ∈ O(m)ℓ+2. Since g
′
ℓ is stable under the normalizer
NG0(T ) of T , which acts doubly transitively on the set of lines {Fx
(1)
i | 1 ≤
i ≤ m}, we may assume that (i, j) = (m, 1) and f is a weight vector for
T . Then f = ξ x
(a1)
1 x
(a2)
2 · · · x
(am)
m for some ai ∈ N with
∑m
i=1 ai = ℓ + 2
and ξ ∈ F×. Because ℓ + 1 < p, the slm−1-module generated by x
(ℓ+1)
1 Dm
coincides with O(m−1)ℓ+1Dm. Consequently, am ≥ 1. From (2.31) it follows
that [x
(1)
i Dj,Dm,1(g)] = Dm,1
(
(x
(1)
i Dj)(g)
)
whenever 2 ≤ i, j ≤ m − 1. As
ℓ + 2 − a1 − am < p, the slm−2-module O(m − 2)ℓ+2−a1−am is irreducible.
Thus, no generality will be lost in assuming that ai = 0 for i 6∈ {1, 2,m}.
As [x
(1)
2 D1,Dm,1(g)] = Dm,1
(
(x
(1)
2 D1)(g)
)
and a1 + a2 < p, we may assume
further that a2 = 0. Then f = x
(a1)
1 x
(am)
m where a1 + am = ℓ+ 2.
Let t be the minimal integer with the property that Dm,1
(
x
(t)
1 x
(ℓ+2−t)
m
)
6∈
g′ℓ. If t > 0, then ℓ+ 2− t 6≡ 0 mod p. In this case Lemma 2.32(c) implies[
D1,m
(
x(2)m ),Dm,1(x
(t+1)
1 x
(ℓ+1−t)
m
)]
= (ℓ+2−t)Dm,1
(
x
(t)
1 x
(ℓ+2−t)
m
)
∈ g′ℓ\{0},
a contradiction. Hence t = 0; that is, x
(ℓ+1)
m D1 = −Dm,1
(
x
(ℓ+2)
m
)
6∈ g′ℓ. On
the other hand, g′ℓ is G0-stable and there is an element in NG0(T ) which
permutes the lines spanned by x
(ℓ)
1 Dm and x
(ℓ)
m D1. But then x
(ℓ+1)
1 Dm 6∈ g
′
ℓ,
which is false. By contradiction, the claim follows. In conjunction with our
description of the b+-primitive vectors in gℓ, this yields that for ℓ+m 6≡ 0
mod p the g
(1)
0 -module g
†
ℓ is irreducible, proving (ii).
Now suppose ℓ + m ≡ 0 mod p. Then our earlier remarks show that
g
♯
ℓ coincides with the g
(1)
0 -socle of g
†
ℓ. We denote by M the maximal g
(1)
0 -
submodule of g†ℓ. Since all g
(1)
0 -submodules of gℓ are G0-stable, so is M . Let
µ be a maximal T -weight in X(M) and let v be a weight vector of weight
µ in M . Then [n+, v] = 0. Our description of the b+-primitive vectors in gℓ
shows that a nonzero multiple of v lies in {x
(ℓ+1)
1 Dm, Dx(ℓ)1
}. Since x
(ℓ+1)
1 Dm
generates the g
(1)
0 -module g
†
ℓ, it must be that µ = ℓ̟1, the weight of Dx(ℓ)1
.
Hence, ν ≤ ℓ̟1 for all ν ∈ X(M). It also follows that −ℓ̟m−1 is the only
minimal weight in X(M) and dimM ℓ̟1 = 1.
Next we look at the dual G0-module M
∗. Since X(M∗) = −X(M),
the preceding remark yields that ℓ̟m−1 is the only maximal weight of M
∗
and dim(M∗)ℓ̟m−1 = 1. Let N := {ϕ ∈ M∗ | ϕ(u) = 0 for all u ∈ g♯ℓ}.
Clearly, N is a G0-submodule of M
∗ and M∗/N ∼= (g
♯
ℓ)
∗. Recall that g♯ℓ
∼=
V (ℓ̟1) ∼= L(ℓ̟1). Then M
∗/N ∼= L(ℓ̟m−1) ∼= V (ℓ̟m−1); see Proposition
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2.12. Since dim(M∗)ℓ̟m−1 = 1, it must be that ℓ̟m−1 6∈ X(N). Let
ψ ∈ (M∗)ℓ̟m−1 \ {0} and denote by N ′ the G0-submodule generated by ψ.
By Proposition 2.14(a), the G0-module N
′ is a homomorphic image of the
Weyl module V (ℓ̟m−1). As the latter is irreducible, so is N
′. On the other
hand, N ′ 6⊂ N (because ψ 6∈ N). As a consequence, M∗ = N ⊕ N ′ and
M ∼= N∗ ⊕ N ′∗. Since the subspace of b+-primitive vectors of M is one-
dimensional, the G0-module M is indecomposable. As N
′ 6= 0, this forces
N = 0. But then M = g♯ℓ, and our proof is complete in the m ≥ 3 case.
When m = 2 and ℓ = p− 2, set
vk := x
(p−1−k)
1 x
(k)
2 D2 − x
(p−k)
1 x
(k−1)
2 D1 ∈ g
†
p−2
for k = 0, 1, . . . , p, where by convention x
(−1)
j = 0 for j = 1, 2. The elements
e = x
(1)
1 D2, f = x
(1)
2 D1, and h = x
(1)
1 D1 − x
(1)
2 D2 form a canonical basis of
g
(1)
0
∼= sl2, and we have
[f, vk] = (k + 1)vk+1,
[e, vk] = (p+ 1− k)vk−1,(2.75)
[h, vk] = (p− 2k)vk,
where vp+1 = 0 = v−1. The vectors vk = k
−1x
(p−1−k)
1 x
(k−1)
2 D1 for k =
1, . . . , p− 1, determine a basis of g♯p−2, and we can see from the expressions
in (2.75) that g♯p−2
∼= L((p− 2)̟1) as a module for g
(1)
0 . As [f, v0] = v1 and
[e, vp] = vp−1, and the other basis elements of g
(1)
0 act trivially on v0 and
vp, we have that v0 and vp span trivial g
(1)
0 -modules of g
†
p−2 modulo g
♯
p−2.
Moreover, because [e, x
(p−1)
1 D1] = −v0 and [h, x
(p−1)
1 D1] = (p− 2)x
(p−1)
1 D1,
the g
(1)
0 -submodule of gp−2/g
†
p−2 generated by x
(p−1)
1 D1 is isomorphic to
L((p − 2)̟1). But since dim gp−2 = 2p, it follows that the vk (0 ≤ k ≤ p)
comprise a basis of g†p−2 and that gp−2/g
†
p−2
∼= L((p− 2)̟1). Consequently,
all the assertions in (v) hold. 
The submodules in (2.70) and (2.71) are useful in describing the subal-
gebras of the restricted Lie algebras of Cartan type which contain g−1⊕ g0.
Proposition 2.76. (Compare [KS, Chap. 1, Sec. 10, Prop.] and [St,
Lem. 5.2.3]). Let g =
⊕r
j=−1 gj be one of the simple restricted Lie algebras
W (m; 1), S(m; 1)(1), or H(2m; 1)(2), and let L be a (not necessarily graded)
subalgebra of g containing g−1⊕g0. Then only the following possibilities can
occur:
(a) L = g,
(b) L = g−1 ⊕ g0,
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(c) g =W (m; 1) and L = g−1 ⊕ g0 ⊕ g
♯
1, where g
♯
1 is as in (2.70), and
L ∼= slm+1 when m+ 1 6≡ 0 mod p.
(d) g = W (m; 1) and L = g−1 ⊕ g0 ⊕ g
†
1 ⊕ L2 ⊕ · · · ⊕ Lr−1, where
Lℓ = g
†
ℓ for ℓ 6= m(p − 1) − p, and
(
S(m; 1)(1)
)
ℓ
⊆ Lℓ ⊆ g
†
ℓ for
ℓ = m(p − 1) − p; thus S(m; 1)(1) ⊕ FD1 ⊆ L ⊆ S(m; 1) ⊕ FD1
where D1 =
∑m
j=1 x
(1)
j Dj ;
(e) g = S(m; 1)(1), where m+ 1 ≡ 0 mod p, and L = g−1 ⊕ g0 ⊕ g
♯
1
∼=
pslm+1.
Proposition 2.77. (See [KS, Chap. 1, Sec. 10] and [St, Lem. 5.2.2].)
(a) The space H(2m)ℓ is irreducible as a module for H(2m)0 whenever
1 ≤ ℓ ≤ p − 3. Moreover, H(2m)1 ∼= O(2m)3 ∼= S
3(V ) where V is
the natural 2m-dimensional module for H(2m)0 ∼= sp2m.
(b) The space H(2m; 1)ℓ is irreducible as a module for H(2m)0 for all
ℓ.
The next lemma is an immediate consequence of Theorem 2.69.
Lemma 2.78.
(a) Suppose that g =
⊕
j≥−1 gj is a Lie algebra of Cartan type S(m) or
CS(m) with the natural grading. Relative to the Cartan subalgebra
h := spanF{Dℓ,ℓ+1(x
(1)
ℓ x
(1)
ℓ+1) | ℓ = 1, . . . ,m − 1} of g
(1)
0 and corre-
sponding Borel subalgebras b+ and b− of g
(1)
0 , the element D1 (resp.
Dm) is a b
−-primitive (resp. b+-primitive) vector of g−1 of weight
−̟1 (resp. ̟m−1). For k = 2, 3, the g
(1)
0 -module gk is generated by
the b−-primitive vector D1,m(x
(k+2)
m ) of weight −̟1−(k+1)̟m−1.
(b) Suppose that g =
⊕
j≥−1 gj is a Lie algebra of Cartan type H(2m)
or CH(2m) with the natural grading. Relative to the Cartan sub-
algebra h := spanF{hℓ = −DH(x
(1)
ℓ x
(1)
ℓ+m), 1 ≤ ℓ ≤ m} of g
(1)
0
and corresponding Borel subalgebras b+ and b− of g
(1)
0 , the vec-
tor D1 = DH(x
(1)
1+m) is a b
+-primitive vector of g−1 of weight ̟1.
If p > 5 and m ≥ 2, the irreducible g
(1)
0 -module gk is generated
by the b−-primitive vector e−(k+2)̟1 = DH(x
(k+2)
1+m ), k = 2, 3. If
p = 5, then the g
(1)
0 -module g2 is generated by a b
−-primitive vec-
tor e−4̟1 , and the g
(1)
0 -module g3 is generated by a b
−-primitive
vector e−3̟1−̟2 (resp. e−3̟1) when m ≥ 2 (resp. m = 1).
Proof. From Theorem 2.33, we know that S(m)k is spanned by derivations
of the form Di,j(f), f ∈ O(m)k+2 for k = −1, 2, 3. Since by Lemma 2.32(c)
and (2.31),
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[D1,2
(
x
(1)
1 x
(1)
2
)
,D1,m
(
x(j)m
)
] = −D1,2
(
x
(1)
2 x
(j−1)
m
)
= −x(j−1)m D1 = −D1,m
(
x(j)m
)
and
[Dm−1,m
(
x
(1)
m−1x
(1)
m
)
,D1,m
(
x(j)m
)
] = −jD1,m
(
x(j)m
)
+D1,m−1
(
x
(1)
m−1x
(j−1)
m
)
= −jx(j−1)m D1 + x
(j−1)
m D1
= −(j − 1)D1,m
(
x(j)m
)
,
and since [Dℓ,ℓ+1(x
(1)
ℓ x
(1)
ℓ+1),D1,m
(
x
(j)
m
)
] = 0 for all ℓ 6= 1,m− 1, we see that
D1,m
(
x
(j)
m
)
is a weight vector relative to h of weight −(̟1 + (j − 1)̟m−1).
Now it follows from Theorem 2.69 that for k = 2, 3 the S(m)0-module
gk = S(m)k = spanF{D ∈ W (m)k | div(D) = 0} is generated by a b
+-
primitive vector of weight (k + 1)̟1 + ̟m−1 relative to h. The vector
D1,m
(
x
(k+2)
m
)
is a b−-primitive vector of gk of weight −(̟1+(k+1)̟m−1),
as required.
We turn our attention now to g of Cartan type H(2m) or CH(2m). In
this case, gk is seen to be irreducible for k ≤ p− 3 by [KS, Chap. 1, Sec. 10]
(compare also [St, Lem. 5.2.2]). We have the Cartan subalgebra h of g
(1)
0
spanned by vectors
hℓ = −DH(x
(1)
ℓ x
(1)
ℓ+m) = x
(1)
ℓ Dℓ − x
(1)
ℓ+mDℓ+m (1 ≤ ℓ ≤ m)
(see (2.50)), and corresponding to the simple roots relative to h, we have
the root vectors
eℓ = −DH(x
(1)
ℓ x
(1)
ℓ+1+m) = x
(1)
ℓ Dℓ+1 − x
(1)
ℓ+1+mDℓ+m (1 ≤ ℓ < m),
fℓ = −DH(x
(1)
ℓ+1x
(1)
ℓ+m) = x
(1)
ℓ+1Dℓ − x
(1)
ℓ+mDℓ+1+m (1 ≤ ℓ < m),
em = DH(x
(2)
m ) = x
(1)
m D2m
fm = −DH(x
(2)
2m) = x
(1)
2mDm.
The b−-primitive vector of gk is realized by DH(x
(k+2)
1+m ), which has weight
−(k + 2)̟1 for k ≤ p − 3. It remains only to show that when p = 5, the
g
(1)
0 -module g3 is generated by a b
−-primitive vector e−(3̟1+̟2) of weight
−3̟1 −̟2. But that follows from Lemma 2.79 below. 
Lemma 2.79. Let V be the natural 2m-dimensional module for sp2m. If
p > 5, then S5(V ) is an irreducible sp2m-module. If p = 5, then S
5(V ) has a
trivial submodule Y := spanF{
(
x
(1)
i
)5
| i = 1, . . . , 2m}. The quotient module
S5(V )/Y is an irreducible module for sp2m with a b
+-primitive vector of
weight 3̟1 +̟2 (3̟1 if m = 1).
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Proof. We identify V with O(2m; 1)1 and the action of sp2m with that
of H(2m)0 on O(2m; 1)1. Then when p > 5, we can identify S
5(V ) with
O(2m; 1)5. By [St, Lem. 5.2.2], the H(2m)0-module O(2m; 1)k is irreducible
for all k. Thus, the result holds for p > 5. Now when p = 5, the space
Y := spanF{
(
x
(1)
i
)5 ∣∣ i = 1, . . . , 2m} is a trivial sp2m-submodule of S5(V ).
The image of
(
x
(1)
1
)4
x
(1)
2 in S
5(V )/Y is a b+-primitive vector of weight
3̟1 + ̟2 if m ≥ 2 (3̟1 if m = 1) relative to the Cartan subalgebra
h in the proof of Lemma 2.78(b). Since dimS5(V )/Y = dimH(2m; 1)3,
and H(2m; 1)3 is an irreducible module for sp2m
∼= H(2m)0 by Proposition
2.77(b), it follows from Lemma 2.78(b) that S5(V )/Y is a irreducible sp2m-
module with a b+-primitive vector of weight 3̟1 + ̟2 if m ≥ 2 (3̟1 if
m = 1). 
Lemma 2.80. Assume p = 5. Then
H(2; 1)(1) = H˜(2; 1) = {DH(f) | f ∈ O(2; 1)} = H(2; 1)
(2) ⊕ FDH(x
(4)
1 x
(4)
2 ),
where DH(x
(4)
1 x
(4)
2 ) ∈
(
H(2; 1)(1)
)
6
. If g =
⊕r
i=−1 gi is a restricted Lie
algebra of Cartan type H(2; 1) or CH(2; 1), and ĝ is the subalgebra of g
generated by the local part g−1 ⊕ g0 ⊕ g1, then
(a) ĝ3 = g3 = spanF
{
DH(f)
∣∣ f = x(4)1 x(1)2 , x(3)1 x(2)2 , x(2)1 x(3)2 , x(1)1 x(4)2 }
is an irreducible g
(1)
0 -module generated by the b
−-primitive vector
DH(x
(1)
1 x
(4)
2 ) of weight −3̟1;
(b) (ĝ)(1) = H(2; 1)(2) is a simple Lie algebra;
(c) ĝi ⊂ (ĝ)
(1) for all i 6= 0;
(d) ĝ6 = 0.
Proof. This result is apparent from Theorem 2.38 (iii) and equations (2.46)
and (2.47). 
2.14. Melikyan Lie algebras
In characteristic 5, there exist finite-dimensional simple Lie algebras
which are neither classical nor of Cartan type. Here we quote from [St,
Sec. 4.3], which in turn follows the presentation of [Ku2].
Let W˜ (2;n) denote a second copy of the vector space W (2;n) and set
(2.81) M(2;n) := O(2;n)⊕W (2;n)⊕ W˜ (2;n).
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The space M(2;n) can be given the structure of a Lie algebra by defining
an anticommutative bracket multiplication as follows:
(2.82)
[D, E˜] = [˜D,E] + 2div(D)E˜
[D, f ] = D(f)− 2div(D)f
[f1D˜1 + f2D˜2, g1D˜1 + g2D˜2] = f1g2 − f2g1
[f, E˜] = fE
[f, g] = 2(fD˜g − gD˜f ) where
D˜f = D1(f)D˜2 −D2(f)D˜1.
for all D ∈ W (2;n), E˜ ∈ W˜ (2;n), and f, g, fi, gi (i = 1, 2) in O(2;n). The
product [D,E] of two elements of W (2;n) ⊂ M(2;n) is the same as in the
Witt Lie algebra of Cartan type W (2;n).
Although the above makes sense for any prime p, it is only for p = 5 that
the multiplication defined by (2.82) satisfies the Jacobi identity; the proof
of this fact can be found in [St, Lem. 4.3.1]. The Lie algebras M(2;n) are
called the Melikyan algebras. From the construction we see that
(2.83) dimM(2;n) = 5n1+n2 + 2 · 5n1+n2 + 2 · 5n1+n2 = 5n1+n2+1.
The subspace W (2;n) of M(2;n) is a Lie subalgebra of M(2;n), and both
O(2;n) and W˜ (2;n) are W (2;n)-modules.
We assign gradation degrees degM (·) to elements ofM(2;n), by using the
natural gradation degrees degW in the Lie algebra W (2;n) and the degrees
degO in the associative algebra O(2;n):
degM (D) = 3degW (D)
degM (E˜) = 3degW (E) + 2
degM (f) = 3degO(f)− 2,
where D, E˜, and f are as above. Thus, M(2;n) =
⊕r
j=−3M(2;n)j , where
r = 3(5n1 + 5n2) − 7. We refer to this as the natural grading of M(2;n),
a phrase motivated by the fact that
⊕r
j≥0M(2;n)j is the unique maximal
subalgebra of codimension 5 and depth ≥ 3 (see [St, Thm. 4.3.3], which is
based on [Ku2]). The natural grading determines a Z/3Z-gradingM(2;n) =
M−2 ⊕M0¯ ⊕M2¯ where M−2 = O(2;n), M0¯ =W (2;n), and M2¯ = W˜ (2;n).
The natural gradation on M(2;n) is inspired by a certain gradation of a
classical simple Lie algebra G of type G2. SupposeH is a Cartan subalgebra
of G and {α, β} is a base of simple roots with α short and β long. We assign
α degree 1, −α degree −1, and ±β degree 0. Then G =
⊕3
j=−3 Gj , where
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G−3 = G
−3α−2β ⊕ G−3α−β, G−2 = G
−2α−β, G−1 = G
−α−β ⊕ G−α
G0 = G
−β ⊕H ⊕ Gβ
G1 = G
α+β ⊕ Gα, G2 = G
2α+β , G3 = G
3α+2β ⊕ G3α+β.
Indeed for the Melikyan algebra M =M(2;n), we have
M−3 = FD1 ⊕ FD2, M−2 = F1, M−1 = FD˜1 ⊕ FD˜2
M0 = spanF{x
(1)
i Dj | i, j = 1, 2}
M1 = Fx
(1)
1 ⊕ Fx
(1)
2 ,
so that
⊕
j≤0Mj
∼=
⊕
j≤0 Gj as graded Lie algebras.
The Melikyan algebras can be characterized by their gradation.
Proposition 2.84. (See [Ku2] and [St, Thm. 5.4.1].) Let g =
⊕r
j=−3 gj
be a finite-dimensional, transitive and 1-transitive graded Lie algebra of
height r, and suppose that
⊕0
j=−3 gj
∼=
⊕0
j=−3 M(2; 1)j as graded Lie al-
gebras. If r ≤ 3, then g is isomorphic to a classical Lie algebra of type G2.
If r > 3, then g is isomorphic as a graded Lie algebra to a Melikyan algebra
M(2;n) with its natural grading.
Proof. By our assumption, g0 ∼= gl2, both g−1 and g−3 are two-dimensional,
irreducible faithful g0-modules, and g− is generated by g−1. Since g is 1-
transitive, Proposition 1.13 shows that g contains a unique minimal ideal I
which is graded and contains g−1.
Since dim g−2 = 1, the Lie product on g induces a g
(1)
0 -equivariant pair-
ing g−3 × g1 → F. The 1-transitivity of g along with the above remark
implies that this pairing is nondegenerate. As a result, g1 ∼= g−3 ∼= g−1 as
g
(1)
0 -modules.
The Lie product on g induces a g0-module isomorphism g−3 ∼= g−2 ⊗
g−1. Choose u1 ∈ g1 and u−3, v−3 ∈ g−3 \ {0} such that [u1, u−3] 6= 0
and [u1, v−3] = 0. Choose u−1, v−1 ∈ g−1 such that [u−1, [u1, u−3]] = u−3
and [v−1, [u1, u−3]] = v−3. Then [[u1, u−1], u−3] = [[u1, u−3], u−1] = −u−3
and [[u1, u−1], v−3] = 0. Hence, [g−1, g1] is a noncentral ideal of g0, and
[g−1, g1] 6⊆ g
(1)
0 . But then g0 = [g−1, g1] implying I0 = g0 and I1 = g1.
By Lemma 1.16, we have I =
⊕s
j=−3 Ij where s ∈ {r − 1, r}. Clearly,
[gi, Is] = 0 for all i > 0. Since any g0-submodule Ks of Is generates an ideal⊕
i≥0
(
ad g−1
)i
(Ks) of g contained in I, the minimality of I shows that Is is
an irreducible g0-module. If [g0, Is] = 0, then
⊕
i≥1
(
ad g−1
)i
(Is) is an ideal
of g contained in
⊕s−1
j=−3 Ij, a contradiction. Therefore, Is = [g0, Is].
Let J be an arbitrary nonzero ideal of the Lie algebra I. Then g−3 ⊂ J
in view of transitivity and the fact that g−1 ⊂ I. Since g1 ⊂ I and g is
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1-transitive, it follows that g−1 ⊂ J. But then g0 = [g−1, g1] ⊂ J yielding
Is = [g0, Is] ⊂ J. This implies I =
⊕
i≥0
(
ad g−1
)i
(Is) ⊆ J. We conclude
that I is a simple Lie algebra.
For k ≥ −3, set I(k) :=
⊕
j≥k Ij. Clearly, [I(i), I(j)] ⊆ I(i+j) for all
i, j ∈ Z, that is I = I(−3) ⊃ · · · ⊃ I(s) ⊃ 0 is a filtration of the Lie subalgebra
I. By construction, the corresponding graded Lie algebra
⊕
j≥3
(
I(j)/I(j+1)
)
is isomorphic to the graded Lie algebra I. It is straightforward to check that
I(0) is a maximal subalgebra of I. Since I is a simple Lie algebra we now
can apply [St, Thm. 5.4.1] to deduce that either s = 3 and I is isomorphic
as a graded algebra to a simple Lie algebra of type G2, or s > 3 and I
is isomorphic as a graded algebra to a Melikyan algebra M(2, n) with the
natural grading.
The adjoint action of g on I gives rise to a Lie algebra homomorphism
π : g → Der(I). If ker π 6= 0, then ker π ⊇ I, by the minimality of I.
Since [I, I] 6= 0, this is impossible. So π is injective. If I is a Lie algebra
of type G2, then all derivations of I are inner, forcing g = I. Now suppose
I ∼= M(2;n), and identify g with a subalgebra of Der
(
M(2;n)
)
. Note that
the natural gradation of M(2;n) gives rise to a grading of the derivation
algebra Der
(
M(2;n)
)
relative to which π : g → Der
(
M(2;n)
)
becomes a
homomorphism of graded Lie algebras. According to [St, Thm. 7.1.4], the
Lie algebra Der
(
M(2;n)
)
is spanned by adM(2;n) and the pth powers of
D1,D2 ∈ W (2;n) = M(2;n)0¯. Since deg (Di)
pj = −3pj for all j ≥ 0, this
description implies that
π(g) ⊆
⊕
j≥−3
(
Der
(
M(2;n)
))
j
= adM(2;n).
Thus, g = I ∼=M(2;n), completing the proof. 
CHAPTER 3
The Contragredient Case
3.1. Introduction
This chapter is devoted to a proof of the Main Theorem for graded Lie
algebras g =
⊕r
j=−q gj in which g−1 and g1 are dual modules for g0 (the
so-called contragredient case). We begin by focusing on three-dimensional
subalgebras of g and their representations. We investigate conditions un-
der which certain pairs of such subalgebras, which share a common one-
dimensional Cartan subalgebra, generate an infinite-dimensional algebra.
Next we focus on extreme vectors in g1 and g−1 relative to Borel subal-
gebras b+ and b− of g0 and show that a b
+-primitive vector of g1 and a
b−-primitive vector of g−1 generate a three-dimensional simple Lie algebra.
We then proceed to show that g contains a subalgebra with a “balanced”
gradation and use that fact to conclude that either g is a classical Lie algebra
or the characteristic of F is 5 and g is isomorphic to a Melikyan Lie algebra.
3.2. Results on modules for three-dimensional Lie algebras
In this section, we create computational tools for dealing with modules
for three-dimensional simple Lie algebras and Heisenberg Lie algebras and
apply them to show that certain pairs of such Lie algebras sharing a common
Cartan subalgebra generate an infinite-dimensional Lie algebra.
The first result, which can be proved easily by induction, concerns mod-
ules for a Lie algebra s spanned by elements e, f, h satisfying the commuta-
tion relations
(3.1) [e, f ] = h, [h, e] = ξe, [h, f ] = −ξf.
When ξ is specialized to be 2 (or equivalently, any nonzero scalar as p >
2), the result gives information about sl2-modules; when ξ = 0, the result
applies to modules for a Heisenberg Lie algebra.
Proposition 3.2. (a) Let U be a module for s = spanF{e, f, h},
where e, f, h satisfy the commutation relations in (3.1), and suppose
U contains a vector u0 6= 0 such that
h.u0 = µu0 f.u0 = 0.
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Set u−1 = 0 and uj = e.uj−1 for j = 1, 2, . . . . Then
f.uj = −
(
jµ+
j(j − 1)
2
ξ
)
uj−1
for all j = 0, 1, . . . . If f.uj = 0 for some j, then j ≡ 0 mod p or
2µ = −(j − 1)ξ.
(b) Let V be a module for s = spanF{e, f, h}, and suppose V contains
a vector v0 6= 0 such that
h.v0 = λv0 e.v0 = 0.
Set v−1 = 0 and vj = f.vj−1 for j = 1, 2, . . . . Then
e.vj =
(
jλ−
j(j − 1)
2
ξ
)
vj−1
for all j = 0, 1, . . . . If e.vj = 0 for some j, then j ≡ 0 mod p or
2λ = (j − 1)ξ.
In the next result and subsequent ones, we will adopt the convention
of using the corresponding capital letter for the adjoint mapping. Thus,
E = ad e, etc.
Proposition 3.3. Suppose s = spanF{e, f, h} is a subalgebra inside a
Lie algebra g, and the elements e, f, h satisfy the commutation relations in
(3.1). Assume u0, v0 are elements of g such that
(3.4)
Fu0 = 0 Hu0 = −λu0,
Ev0 = 0 Hv0 = λv0,
[u0, v0] = h.
Then for ℓ ∈ {2, . . . , p − 1}, [Eℓu0, F
ℓv0] is a nonzero multiple of h if and
only if 2λ 6= (k − 1)ξ for k = 2, . . . , ℓ and λ 6= ℓξ.
Proof. Observe that
ad
(
Eℓu0
)
= [E, . . . [E, [E︸ ︷︷ ︸
ℓ
, U0]] . . . ] =
ℓ∑
k=0
(−1)ℓ
(
ℓ
k
)
Eℓ−kU0E
k.
Thus
[Eℓu0, F
ℓv0] =
ℓ∑
k=0
(−1)k
(
ℓ
k
)
Eℓ−kU0E
kF ℓv0.
Now by Proposition 3.2 (b), Ek acting on F ℓv0 is a multiple of F
ℓ−kv0, and
U0F
ℓ−kv0 = F
ℓ−kU0v0 = F
ℓ−kh, which is 0 if ℓ− k ≥ 2. Thus,
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(3.5)
[Eℓu0, F
ℓv0] = (−1)
ℓ−1ℓEU0E
ℓ−1F ℓv0 + (−1)
ℓU0E
ℓF ℓv0
= (−1)ℓ−1ℓ
ℓ∏
k=2
(
kλ−
k(k − 1)
2
ξ
)
EU0Fv0
+(−1)ℓ
ℓ∏
k=1
(
kλ−
k(k − 1)
2
ξ
)
U0v0
= (−1)ℓ−1
ℓ∏
k=2
(
kλ−
k(k − 1)
2
ξ
)
(ℓξ − λ)h.
We obtain a nonzero multiple of h precisely when 2λ 6= (k − 1)ξ for any
k = 2, . . . , ℓ and λ 6= ℓξ. 
Proposition 3.6. Suppose g is a Lie algebra containing nonzero ele-
ments ei, fi, i = 1, 2, and h such that
[h, e1] = 2e1, [h, f1] = −2f1,
[h, e2] = ae2, [h, f2] = −af2,
[ei, fj ] = δi,jh,
for some a 6= 0. If a ∈ {1, 2, . . . , p− 1} = Fp \ {0}, set
e′1 = F
p−a
1 f2, f
′
1 = E
p−a
1 e2,
e′2 = F
2
2 e
′
1 = F
2
2 F
p−a
1 f2, f
′
2 = E
2
2f
′
1 = E
2
2E
p−a
1 e2.
If a 6∈ Fp, set
e′1 = E
p−2
1 e2, f
′
1 = F
p−2
1 f2,
e′2 = E
p−2
2 E
2
1e2, f
′
2 = F
p−2
2 F
2
1 f2.
Then we have
[
h, e′1
]
= be′1, [h, f
′
1] = −bf1,[
h, e′2
]
= −be′2, [h, f
′
2] = bf
′
2,
[ei, fj] = δi,jζih,
where ζ1 and ζ2 are nonzero scalars, and b = a for a ∈ Fp and b = a− 4 for
a 6∈ Fp.
Proof. First we assume that a ∈ {1, 2, . . . , p−1}. Suppose a 6= p−1. Then
[e2, e
′
1] = 0 = [f2, f
′
1], from which it follows that
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[e′1, f
′
2] = [e
′
1, E
2
2f
′
1] ∈ FE
2
2h = 0
[e′2, f
′
1] = [F
2
2 e
′
1, f
′
1] ∈ FF
2
2 h = 0.
Applying Proposition 3.3 with s = spanF{e1, f1, h}, u0 = e2, v0 = f2, λ =
p − a, ξ = 2, and ℓ = p − a shows that [e′1, f
′
1] = −[E
p−a
1 e2, F
p−a
1 f2] is a
nonzero multiple of h, say µh.
Next take s = spanF{e2, f2, h}, u0 = f
′
1, and v0 = −µ
−1e′1. Notice that
λ = ξ = a in this case. Applying Proposition 3.3 with ℓ = 2, we see that
[E22u0, F
2
2 v0] = −µ
−1[e′2, f
′
2] is a nonzero multiple of h. This finishes the
proof of the proposition for a ∈ {1, 2, . . . , p− 2}.
Suppose a = p − 1. Then e′1 = F1f2, f
′
1 = E1e2, e
′
2 = F
2
2 e
′
1 = −F
3
2 f1
and f ′2 = E
2
2f
′
1 = −E
3
2e1. Direct calculation shows that[
e′1, f
′
2
]
= 0 = [e′2, f
′
1]
[e′1, f
′
1] = −h.
Using Proposition 3.3 once again with s = spanF{e2, f2, h}, u0 = e1, v0 = f1,
λ = p−2, ξ = p−1, and ℓ = 3 allows us to conclude that [e′2, f
′
2] is a nonzero
multiple of h also.
Now assume that a 6∈ Fp and take s = spanF{e1, f1, h}, u0 = e2, and
v0 = f2. Then λ = −a and ξ = 2. Applying Proposition 3.3 with ℓ = p− 2
shows that [e′1, f
′
1] = [E
p−2
1 u0, F
p−2
1 v0] is a nonzero multiple of h, say νh.
Finally, take s = spanF{e2, f2, h}, u0 = E
2
1e2, v0 = ν
−1F 21 f2, and ℓ =
p− 2 in Proposition 3.3, where ν = 2(a+1)(a+4). Since λ = −(a+4) and
ξ = a in this case, we see that [Ep−22 u0, F
p−2
2 v0] = ν
−1[e′2, f
′
2] is a nonzero
multiple of h. Moreover, because [e′1, f2] = 0 = [f
′
1, e2] and p − 2 ≥ 3, we
have
[e′1, f
′
2] = [e
′
1, F
p−2
2 F
2
1 f2] = F
p−2
2 [E
p−2
1 e2, F
2
1 f2] = 0
[e′2, f
′
1] = [E
p−2
2 E
2
1e2, f
′
1] = E
p−2
2 [E
2
1e2, F
p−2
1 f2] = 0.
This completes the proof. 
Theorem 3.7. Suppose g =
⊕
t∈Z gt is a Z-graded Lie algebra containing
homogeneous elements ei, fi, i = 1, 2, and h satisfying the assumptions of
Proposition 3.6. Suppose ei ∈ gℓi, fi ∈ g−ℓi , where ℓ1ℓ2 ≥ 0 and not both ℓ1
and ℓ2 are 0. Then g is infinite-dimensional.
Proof. We may suppose that e′i, f
′
i for i = 1, 2 are as in the statement of
Proposition 3.6, and that [e′i, f
′
i ] = ζih where ζi 6= 0. Define
e˜1 = 2b
−1e′1, f˜1 = ζ
−1
1 f
′
1,
e˜2 = 2b
−1e′2, f˜2 = ζ
−1
2 f
′
2,
h˜ = [e˜1, f˜1] = 2b
−1h = [e˜2, f˜2].
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Then
[h˜, e˜1] = 2e˜1, [h˜, f˜1] = −2f˜1,
[h˜, e˜2] = −2e˜2, [h˜, f˜2] = 2f˜2.
Moreover, e˜1 ∈ gk1 , e˜2 ∈ gk2 , f˜1 ∈ g−k1 , and f˜2 ∈ g−k2 , where k1 =
−(p − b)ℓ1 − ℓ2, k2 = −(p − b)ℓ1 − 3ℓ2 if b ∈ Fp and k1 = (p − 2)ℓ1 + ℓ2,
k2 = 2ℓ1+ (p− 1)ℓ2 if b 6∈ Fp. Since k1k2 ≥ 0, we may replace the initial set
of elements with this new set and continue the process. Since the elements
constructed lie in spaces gt with | t | increasing at each stage, g must be
infinite-dimensional. 
Theorem 3.8. (Compare [K1, Lem. 20]). Suppose g =
⊕
t∈Z gt is a Z-
graded Lie algebra containing nonzero homogeneous elements ei, fi, hi, i =
1, 2, which satisfy ei ∈ gℓi, fi ∈ g−ℓi, where ℓ1ℓ2 ≥ 0 and not both ℓ1 and ℓ2
are 0. Assume
[ei, fj ] = δi,jhi, [hi, ej ] = ai,jej , [hi, fj ] = −ai,jfj,
where ai,j is the (i, j)-entry of the matrix
A =
(
2 0
c b
)
and c 6= 0. Then g is infinite-dimensional.
Proof. We have [f2, [e1, e2]] = −[e1, h2] = ce1 6= 0, so that [e1, e2] 6= 0.
Similarly, [f1, f2] 6= 0. Set e1 = e1, e2 = [e1, e2], f1 = f1, f2 = c
−1[f1, f2] and
h = h1. Then we claim these elements satisfy the hypotheses of Proposition
3.6 (with a = 2). All this is apparent except perhaps for the following
calculations: [
h, f2
]
= c−1[[h1, f1], f2] = −2c
−1[f1, f2] = −2f2,
and [
e2, f2
]
= c−1[[e1, e2], [f1, f2]]
= c−1[[[e1, e2], f1], f2] + c
−1[f1, [[e1, e2], f2]]
= c−1[[h1, e2], f2] + c
−1[f1, [e1, h2]] = −[f1, e1] = h1 = h.
Since [e1, e2] ∈ gℓ1+ℓ2 and ℓ1(ℓ1 + ℓ2) ≥ 0, we may apply Theorem 3.7 to
obtain the desired conclusion. 
Corollary 3.9. Suppose that there are nonzero elements ei, fi ∈ g,
i = 1, 2, and h such that the relations in Proposition 3.6 hold with a = 0.
Assume further that ei ∈ gℓi, fi ∈ g−ℓi, where ℓ1ℓ2 ≥ 0 and not both ℓ1 and
ℓ2 are 0. Then g is infinite-dimensional.
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Proof. This is a direct consequence of Theorem 3.8 with h1 = h = h2,
c = 2, and b = 0. 
Proposition 3.10. Suppose e, f, h span a Heisenberg Lie subalgebra of
a Lie algebra g. Assume u0, v0 are elements of g such that
(3.11)
[f, u0] = 0, [h, u0] = −λu0,
[e, v0] = 0, [h, v0] = λv0,
[u0, v0] = z, [z, v0] = 2v0, [z, u0] = −2u0,
[z, f ] = −ηf, [z, e] = ηe (some η ∈ F).
Then [
Eℓu0, F
ℓv0
]
= (−1)ℓℓ!λℓ−1(λz − ℓηh)(3.12) [[
Eℓu0, F
ℓv0
]
, Eℓu0
]
= 2(−1)ℓℓ!λℓ(ℓη − 1)Eℓu0(3.13) [[
Eℓu0, F
ℓv0
]
, F ℓv0
]
= −2(−1)ℓℓ!λℓ(ℓη − 1)F ℓv0(3.14)
for all ℓ ∈ {1, . . . , p − 1}.
Proof. Following the argument in (3.5), we have
[
Eℓu0, F
ℓv0
]
=
ℓ∑
k=0
(−1)k
(
ℓ
k
)
Eℓ−kU0E
kF ℓv0
= (−1)ℓ−1ℓ ℓ!λℓ−1EU0Fv0 + (−1)
ℓℓ!λℓU0v0
= (−1)ℓ ℓ!λℓ−1(λz − ℓηh).
Since [λz − ℓηh,Eℓu0] =
(
(ℓη− 2)λ+ ℓηλ
)
Eℓu0 = 2λ(ℓη− 1)E
ℓu0, equation
(3.13) follows, and (3.14) is completely analogous. 
3.3. Primitive vectors in g1 and g−1
In this section, we show that if e is a b+-primitive vector in g1, and f
is a b−-primitive vector in g−1, then [e, [e, f ]] 6= 0, and e and f generate a
three-dimensional simple Lie algebra.
Henceforth in this section we assume the following:
(a) g =
⊕
j∈Z gj is a finite-dimensional Z-graded Lie algebra over an
algebraically closed field of characteristic p > 3.
(b) g0 is classical reductive, and t is a maximal toral subalgebra of g0.
(c) {α1, . . . , αm} is a base of simple roots relative to t,
(d) ei ∈ g
αi
0 , fi ∈ g
−αi
0 denote nonzero root vectors corresponding to
these simple roots.
(e) b+ = t ⊕ n+ where n+ =
⊕
α>0 g
α
0 , and b
− = t ⊕ n− where n− =⊕
α>0 g
−α
0 .
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(f) the representation of g
(1)
0 := [g0, g0] on g−1 is irreducible and re-
stricted.
Assumption (f) implies that g−1 possesses b
−-primitive vector f 6= 0.
Thus, there exists δ ∈ t∗ such that [t, f ] = δ(t)f for all t ∈ t and [y, f ] = 0
for all y ∈ n−. If g is transitive (1.2), then gk is a restricted module for
g
(1)
0 for all k ≥ 0. In particular, g1 will possess a b
+-primitive vector e 6= 0.
Thus, there will be γ ∈ t∗ such that [t, e] = γ(t)e for all t ∈ t and [x, e] = 0
for all x ∈ n+.
Lemma 3.15. Assume g is transitive (1.2) and e and f are as in Section
3.3. Then [e, f ] 6= 0.
Proof. Suppose the contrary. Then since g−1 is irreducible, it is spanned
by vectors of the form [eik · · · , [ei2 , [ei1 , f ]] . . . ], k ≥ 0, and
[e, [eik · · · , [ei2 , [ei1 , f ]] . . . ]] = [eik · · · , [ei2 , [ei1 , [e, f ]]] . . . ] = 0.
By transitivity, e = 0, a contradiction. 
Lemma 3.16. If f and e are as in Section 3.3 and δ = −γ, then [[e, f ], f ]
= 0 if and only if [[e, f ], e] = 0.
Proof. Clearly, [[e, f ], f ] = 0 if and only if γ([e, f ]) = 0 if and only if
[[e, f ], e] = 0. 
Theorem 3.17. Let g be a graded Lie algebra satisfying (a)-(f) of Section
3.3, and assume that g is transitive (1.2). Let e and f be as in Section 3.3,
and suppose that δ = −γ. Then [[e, f ], e] 6= 0.
Proof. We begin by assuming the conclusion is false. Observe that then
both [[e, f ], f ] and [[e, f ], e] are 0 by Lemma 3.16, and h = [e, f ] is nonzero
by Lemma 3.15, so that e, f, h span a Heisenberg Lie algebra. If αj(h) = 0
for all simple roots αj , then h ∈ t belongs to the center of g0. But then h
acts as a nonzero scalar ζ on g−1 by Schur’s Lemma and transitivity. That
would imply [[e, f ], f ] = ζf 6= 0. Consequently, there must exist some simple
root αk such that αk(h) 6= 0. We suppose that ek and fk are root vectors
corresponding to αk and −αk respectively, chosen so that ek, fk, hk = [ek, fk]
form a canonical basis for sl2.
Let us set u0 = −fk, v0 = ek, and z = hk. Then the relations in (3.11)
hold,
[f, u0] = 0, [h, u0] = −λu0,
[e, v0] = 0, [h, v0] = λv0,
[u0, v0] = z, [z, v0] = 2v0, [z, u0] = −2u0,
[z, f ] = −ηf, [z, e] = ηe,
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where λ = αk(h) 6= 0 and η = γ(hk). Note that by replacing f by λ
−1f and
h by λ−1h, we may suppose that λ = 1. We claim η 6= 0. If η = 0, then for
e˜1 = −u0 = fk, f˜1 = v0 = ek, h˜1 = −hk = [fk, ek] = −z
e˜2 = e, f˜2 = f, h˜2 = h = [e, f ],
we have the relations
(3.18) [e˜i, f˜j] = δi,j h˜i, [h˜i, e˜j ] = ai,j e˜j, [h˜i, f˜j ] = −ai,j f˜j,
where ai,j is the (i, j)-entry of the matrix
A =
(
2 −η
−1 0
)
When η = 0, then by Theorem 3.8 we would have that g is infinite-dimen-
sional. Therefore, η 6= 0. Note also that since g−1 is a restricted g
(1)
0 -module,
η ∈ Fp.
Because the relations in (3.11) hold, we can now apply Proposition 3.10
to get (3.12)-(3.14):
[
Eℓu0, F
ℓv0
]
= (−1)ℓℓ! (z − ℓηh),[[
Eℓu0, F
ℓv0
]
, Eℓu0
]
= 2(−1)ℓℓ! (ℓη − 1)Eℓu0, and[[
Eℓu0, F
ℓv0
]
, F ℓv0
]
= −2(−1)ℓℓ! (ℓη − 1)F ℓv0
for all ℓ ∈ {1, . . . , p− 1}.
We suppose first that η = 1. Here we exploit the fact that now
[[Eu0, Fv0], Eu0] = −2(η − 1)Eu0 = 0,
so that Eu0 and Fv0 span a Heisenberg algebra. We set
e′ = Eu0, f
′ = Fv0, h
′ = h− z,
u′0 = E
ℓu0, v
′
0 = cF
ℓv0, z
′ = (−1)ℓ ℓ!c(z − ℓh),
for an arbitrary but fixed nonzero c ∈ F. Then in view of the relations
above, we have for 3 ≤ ℓ ≤ p− 1 that
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[f ′, u′0] =
[
[f, v0], E
ℓu0
]
= 0
[e′, v′0] = 0
[h′, u′0] = [h− z, E
ℓu0] = (1− ℓ)u
′
0 6= 0
[h′, v′0] = (ℓ− 1)v
′
0
[u′0, v
′
0] = z
′
[z′, u′0] = 2(−1)
ℓ ℓ! c(ℓ− 1)u′0
[z′, v′0] = −2(−1)
ℓ ℓ! c(ℓ− 1)v′0
[z′, f ′] = (−1)ℓ ℓ! c [z − ℓh, [f, v0]] = (−1)
ℓ ℓ! c(1− ℓ)f ′
[z′, e′] = (−1)ℓ ℓ! c(ℓ − 1)e′.
Taking c so c−1 = (−1)ℓ−1ℓ! (ℓ − 1), we get that the primed letters
satisfy all the relations in (3.11) with λ′ = ℓ − 1 and η′ = −1 ≡ p −
1 mod p. Consequently, by replacing e, f, h, u0, v0, z by the corresponding
primed letters, we may suppose that η 6= 0, 1.
Then setting ℓ = η−1, we see that the right side of (3.13) becomes 0.
The expression in (3.12) is nonzero since z and h are linearly independent
due to the fact [z, e] = ηe 6= 0, while [h, e] = 0. Since ℓ > 1, the vector
e˜ = Eℓu0 (resp. f˜ = F
ℓv0) is a b
+-primitive (resp. b−-primitive) vector.
Moreover the properties that pertain to e and f , namely [e˜, f˜ ] 6= 0 and
[[e˜, f˜ ], f˜ ] = 0 = [[e˜, f˜ ], e˜] hold for them. Note also that h˜ := [e˜, f˜ ] is not
central. Indeed, if h˜ ∈ Z(g0), then it acts as a scalar, say κ 6= 0, on g−1,
and as ℓκ on (g−1)
ℓ. But then [h˜, f˜ ] = ℓκf˜ , a contradiction, since κ 6= 0
and ℓ = η−1 6= 0, but [[e˜, f˜ ], f˜ ] = 0. We may continue the argument with
this new triple e˜, f˜ , h˜ of elements. Since when f ∈ g−i, then f˜ ∈ g
n
−i for
some n ∈ {2, . . . , p− 1}, the elements produced belong to the spaces gt with
| t | increasing. Thus, g must be infinite-dimensional. We have reached a
contradiction. Thus, [[e, f ], e] 6= 0. 
3.4. Subalgebras with a balanced grading
We consider graded Lie algebras g =
⊕r
j=−q gj with g1 contragredient
(as a g0-module) to g−1. When g is generated by its local part g−1⊕g0⊕g1,
we prove that g must have a balanced gradation (i.e. q = r) and then argue
that g must be classical. For example, the Lie subalgebra of the Melikyan
algebra M(2;n) generated by the local part is a simple classical Lie algebra
of type G2.
Our assumptions for the remainder of Chapter 3 are the following:
(1) g =
⊕r
j=−q gj is a graded Lie algebra over an algebraically closed
field F of characteristic p > 3;
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(2) g0 is classical reductive;
(3) g is transitive (1.2) and 1-transitive (1.3);
(4) g−1 is an irreducible restricted module for g
(1)
0 = [g0, g0];
(5) g1 is a g0-module isomorphic to the dual module g
∗
−1.
(6) t is a maximal toral subalgebra of g0; b
+ = t ⊕ n+ where n+ =⊕
α>0 g
α
0 ; and b
− = t⊕ n− where n− =
⊕
α>0 g
−α
0 .
Let fΛ ∈ g−1 be a b
+-primitive vector of weight Λ in the irreducible
restricted g
(1)
0 -module g−1. We assume e
−Λ ∈ g1 is a b
−-primitive vector
of weight −Λ in the irreducible g
(1)
0 -module g1. Since the Lie algebra g0 is
classical reductive, it has a presentation by generators ei, fi, i ∈ I, hj , j ∈ J,
and Serre relations, (where I = J if no ideal summands of the form Z(g0),
or gln, sln or pgln with p | n occur). There is an automorphism σ on g0 such
that σ(fi) = ei, σ(ei) = fi, i ∈ I, and σ(hj) = −hj, j ∈ J.
Since the g0-modules g1 and g−1 are dual to one another, there is a
g0-homomorphism φ : g−1 ⊗ g1 → g0 given by φ(u ⊗ v) = [u, v]. Let F
± be
the free Lie algebra generated by g±1, and set F = F
− ⊕ F0 ⊕ F
+, where
F0 = g0. Then F is a Lie algebra (compare [BKM]), and it is generated by
the elements ei, fi, i ∈ I, hj , j ∈ J, f
Λ, e−Λ. We may assign a grading to F
by setting 0 = deg(ei) = deg(fi) = deg(hj) for all i, j and deg(f
Λ) = −1 =
−deg(e−Λ) so that F± =
∑∞
t=1 F±t where F±t is the span of the elements of
degree±t. We claim we can extend the automorphism σ on g0 = F0 to one on
F. Indeed, first define a new g0-module structure on g−1 by x∗v = [σ(x), v].
Then fi ∗ f
Λ = [ei, f
Λ] = 0 and hj ∗ f
Λ = −[hj , f
Λ] = −Λ(hj)f
Λ. It follows
from these calculations that g−1 with this new g0-action is an irreducible
g0-module with a b
−-primitive vector of weight −Λ. Since such a module
is unique up to isomorphism, we can define a g0-module isomorphism σ :
g−1 → g1 so that σ(f
Λ) = e−Λ. The same argument shows that g1 under
the g0-action x ∗ u = [σ(x), u] is a g0-module with a b
+-primitive vector of
weight Λ. Thus we can define a g0-module isomorphism σ : g1 → g−1 so
that σ(e−Λ) = fΛ. Note then that
(3.19) σ([x,w]) = σ(σ(x) ∗ w) = [σ(x), σ(w)]
for all x ∈ g0 and w ∈ g−1 or w ∈ g1. We may now extend σ to be an
automorphism on the free Lie algebras F+ and F− so that (3.19) holds for
all x ∈ F0 = g0 and w ∈ F
+ or w ∈ F−.
Let ĝ denote the Lie subalgebra of g generated by the local part g−1 ⊕
g0 ⊕ g1. There is a natural epimorphism φ : F → ĝ taking the generators
to the corresponding elements in ĝ. The kernel is a homogeneous ideal,
K =
⊕
t∈Z Kt of F, which trivially intersects the local part F−1 ⊕ F0 ⊕ F1.
Suppose m ≥ 2 is minimal with Km 6= 0. Let y ∈ Km. Then [y,F−1] = 0
by the minimality of m. Hence [σ(y),F1] = 0, and applying φ we have
[φ(σ(y)), g1] = 0. By the 1-transitivity of g, we must have φ(σ(y)) = 0; that
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is, σ(y) ∈ K−m. Thus, σ : Km → K−m. Arguing with the minimal n such
that K−n 6= 0 shows that σ : K−n → Kn. Thus, these two minimal values
m,n must be equal, and σ must interchange the subspaces Km and K−m.
Suppose we have shown that σ interchanges Ks and K−s for all 2 ≤ m ≤
s < t. Then [Kt,F−1] ⊆ Kt−1, and [σ(Kt),F1] ⊆ K−(t−1). Applying φ gives
[φ(σ(Kt)), g1] ⊆ φ(K−(t−1)) = 0. Once again by 1-transitivity, it must be
that σ(Kt) ⊆ K−t. Replacing t with −t and −1 with 1 in the argument gives
σ(K−t) ⊆ Kt. Since σ is an automorphism, equality must hold. Thus, K is
σ-invariant, so that there is an induced automorphism σ on F/K ∼= ĝ. This
says that the gradation of ĝ is balanced. We now summarize what we have
just shown.
Theorem 3.20. Assume g =
⊕r
j=−q gj is a graded Lie algebra satisfying
(1)-(5) of Section 3.4. Then the gradation of the subalgebra ĝ of g generated
by the local part g−1 ⊕ g0 ⊕ g1 is balanced.
We now come to the first main result of this section.
Theorem 3.21. Assume g =
⊕r
j=−q gj is a graded Lie algebra satisfying
(1)-(5) of Section 3.4. Then the graded Lie subalgebra ĝ generated by the
local part g−1⊕ g0⊕ g1 of g is either classical simple or isomorphic to pglkp
for some k ∈ N.
Proof. The Lie algebra ĝ generated by g−1 ⊕ g0 ⊕ g1 satisfies all the
hypotheses of the theorem, so we will assume from now that g = ĝ. Let
S :=
⊕
i≥0 (ad g1)
ig−q. Since g is generated by its local part, Lemma 1.16
shows that S is the unique minimal ideal of g. This, in turn, implies that
AnngS = 0. In particular, the center Z(S) = 0 and g can be regarded as
a Lie subalgebra of Der(S). Let G denote the connected component of the
automorphism group of the Lie algebra S, and let L denote the Lie algebra
of the algebraic group G. Then L is a Lie subalgebra of Der(S).
(a) Suppose we have established that adS ⊆ L. Then adS is an ideal of
L ⊆ Der(S). Let R denote the solvable radical of the algebraic group G and
R = Lie(R), a solvable subalgebra of Der(S). Since R is an ideal of L, the
subspace [R, adS] is a solvable ideal of adS. Let r denote the inverse image
of [R, adS] under the isomorphism ad : S
∼
−→ adS.
Suppose R 6= 0. Then [R, adS] 6= 0 and hence r ∩ g−1 6= 0 by the
transitivity of g. The irreducibility of g−1 shows that the g0-module {x ∈
g−1 | [x, g1] = 0} is zero. This, in turn, shows that J := [r ∩ g−1, g1] is a
nonzero solvable ideal of [g−1, g1]. Since g0 acts irreducibly and faithfully
on g−1, Schur’s lemma implies that Z(g0) acts on g−1 as scalar operators,
so that dim Z(g0) ≤ 1 (see the discussion in Section 1.10). Lemma 1.71 now
says that J ⊆ Z(g0) (one should keep in mind that [g−1, g1] is an ideal of
g0). Since J 6= 0, there is z ∈ R such that z(x) = x for all x ∈ g−1. Since g1
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is isomorphic to a g0-submodule of Hom(g−1, g0), we have z(x) = −x for all
x ∈ g1. But then ad g±1 ⊂ R, contradicting the solvability of R. We thus
deduce that R = 0. Consequently, G is a semisimple (connected) algebraic
group.
Because the center Z(G) of the group G acts trivially on L, it also
acts trivially on adS ⊆ L. Since Z(S) = 0, it follows that the scheme
Z(G) is trivial, i.e., G is a semisimple group of adjoint type. It follows
that G is isomorphic (as an algebraic group) to the direct product of its
simple components G1, . . . , Gd. As a consequence, L = L1 ⊕ · · · ⊕Ld where
Li = Lie(Gi) (a direct sum of Lie algebras). Since [Li, ad S] ⊆ ad S is a
nonzero ideal of ad S and Li ∩ Lj = 0 for i 6= j, the simplicity of S forces
d = 1. In other words, G is a simple algebraic group of adjoint type. But
then either L is a classical simple Lie algebra or L ∼= pglkp for some k ∈ N.
Since ad S is a simple ideal of L, we derive that S is classical simple. If
S 6∼= pslkp, then adS = Der(S), hence g →֒ Der(S) is classical simple. If
S ∼= pslkp for some k ∈ N, then adS has codimension 1 in Der(S) ∼= pglkp.
Therefore, in any event either g is classical simple or g ∼= pglkp, as wanted.
(b) By Theorem 3.20, r = q. The argument used in the proof of Lemma 2.8
shows that exp (tad x) ∈ G for all x ∈ S such that (ad x)(p+1)/2 = 0 and all
t ∈ F. From this it follows that for all such x we have that ad x ∈ L. Since
p > 3 and (ad g±q)
3(S) = 0, this implies that ad g±q ⊂ L.
If q = 1, then
adS = ad g−1 ⊕ [ad g−1, ad g1]⊕ [[ad g−1, ad g1], ad g1] ⊆ L,
and the statement follows from part (a) of this proof. Thus in what follows
we may assume that q ≥ 2.
Suppose ad gq−1 ⊂ L. Then ad g−1 = [ad g−q, gq−1] ⊂ L, and hence
adS ⊆ L thanks to Lemmas 1.16 and 1.46.
(c) Suppose q ≥ 3. If p > 5, then
(ad gq−1)
(p+1)/2(g) ⊆ (ad gq−1)
4(S) ⊆ g3q−4 = 0,
which shows that ad gq−1 ⊂ L. Then our remarks in part (b) imply that g
is either classical simple or is isomorphic to pglkp. If p = 5 and q ≥ 4, then
(ad gq−1)
(p+1)/2(S) ⊆ g2q−3 = 0. Again the result follows by part (b).
Suppose p = 5 and q = 3. Given x ∈ gq−1 = g2 set X := ad x. Clearly,
X4 = 0. As X2(S) ⊂ g1 ⊕ g2 ⊕ g3 and X
3(S) ⊂ g3, it must be that
[X3(S),X2(S)] = 0. By (the proof of) Lemma 2.8, exp tX ∈ G for all t ∈ F.
But then again ad gq−1 ⊂ L and we are done by part (b).
Suppose p > 5 and q = 2. For x ∈ g1 we now have X
4(S) ⊆ g2 and
X3(S) ⊂ g1 ⊕ g2. Also, X
5 = 0. Hence exp tX ∈ G for all t ∈ F provided
that p > 7. If p = 7, then [Xi(S),Xp−i(S)] ⊆ [g1 ⊕ g2, g2] = 0, and again
exp tX ∈ G for all t ∈ F. Thus this case can be argued as in part (b).
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(d) Finally, suppose q = 2 and p = 5. This case is much more complicated.
We now have
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2.
Recall that g is irreducible and transitive. Therefore, g−2 is an irreducible
g0-module and [[g−2, g2], g−2] = g−2; see Lemmas 1.41 (b) and 1.49.
Let A0 := Anng0(g−2) and A2 := {x ∈ g2 | [x, g−2] ⊆ A0}. By Lemma
1.48 (i), the set {ad g−1 [u, v] |u ∈ g−2, v ∈ A2} is weakly closed in End(g−1).
Since
0 = (ad u)2(ad v)2g−1 = 2(ad [u, v])
2g−1
for all u ∈ g−2, v ∈ A2, Lemma 1.48 (ii) shows that [g−2, A2] annihilates
g−1. Since g is transitive, it must be that [g−2, A2] = 0. But then A2 ⊆
AnngS = 0. Since [A0, g2] ⊆ A2, it follows that A0 is an ideal of the Lie
algebra g−2 ⊕ g0 ⊕ g2.
Let B := g¯−1 ⊕ g¯0 ⊕ g¯1, where g¯i = (g2i + A0)/A0. The graded Lie
algebra B is irreducible and transitive, but a priori it is not clear whether it
is 1-transitive. Nevertheless, we will proceed as in part (a) of this proof.
Let I = g¯−1 ⊕ [g¯−1, g¯1] ⊕ g¯1. Since any nonzero ideal of B contains
g¯−1, we have Z(I) = 0. Let G¯ denote the connected component of the
automorphism group of I and R¯ the solvable radical of the algebraic group
G¯. Let R¯ := Lie(R¯), a solvable subalgebra of Der(I). Since (ad g¯±1)
3(I) = 0,
we have ad I ⊆ Lie(G¯). Hence ad I is an ideal of Lie(G¯). Since R¯ is an ideal
of Lie(G¯), we deduce that [R¯, ad I] is a solvable ideal of ad I. Let r¯ denote
the inverse image of [R¯, I] under the isomorphism ad : I
∼
−→ ad I.
Suppose R¯ 6= 0. Then [R¯, ad I] 6= 0 and hence r¯ ∩ g¯−1 6= 0 by the
transitivity of B. The irreducibility of g¯−1 shows that Anng¯−1 g¯1 = 0. This,
in turn, implies that J := [¯r∩ g¯−1, g¯1] is a nonzero solvable ideal of [g¯−1, g¯1].
Lemma 1.71 says that g¯0 is classical reductive and J ⊆ Z(g¯0). Arguing as
in part (a) of this proof we reach a contradiction. Thus G¯ is a semisimple
algebraic group.
Since the center Z(G¯) acts trivially on Lie(G¯), it also acts trivially on
ad I ⊆ Lie(G¯). Since Z(I) = 0, this yields that G¯ is a group of adjoint type.
The structure theory of algebraic F-groups now shows that Lie(G¯) is classical
reductive with Z(Lie(G¯)) = 0. Since any nonzero ideal of I contains g¯−1 we
can argue as in part (a) to deduce that G¯ is a simple algebraic group. But
then I ∼= ad I is classical reductive, too. Moreover, its derived subalgebra
I(1) is classical simple. Since I →֒ Der(I(1)), the inequality I 6= I(1) would
imply that I(1) ∼= pslkp for some k ∈ N and I ∼= pglkp ∼= Der
(
pslkp
)
. But then
all nilpotent derivations of I(1) would be inner, forcing g¯1 ⊂ I
(1). This shows
that I is classical simple. Since B is irreducible and transitive, it embeds
into Der(I). Therefore, either B = I or B ∼= pglkp and I = B
(1). In any
event, the simple algebraic group G¯ has the property that Lie(G¯) = Der(I).
(e) We now turn our attention to the Lie algebra B˜ := g−2⊕ g0⊕ g2 and its
ideal I˜ := g−2⊕ [g−2, g2]⊕ g2. Let ϕ : B˜։ B = B˜/A0 denote the canonical
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homomorphism. Since A0 annihilates g2 and g−2, it commutes with I˜. So
I˜∩A0 is an abelian ideal of g0. Since g0 is classical reductive, I˜∩A0 ⊆ Z(g0).
Since Z(g0) acts faithfully on g−2 = [g−1, g−1], we get I˜∩A0 = 0. Therefore,
I˜ ∼= ϕ(I˜) = I, and we can identify Der(I˜) with Lie(G¯). Since Z(Der(I˜)) = 0,
the natural pth power map on Der(I˜) then gets identified with the canonical
(Ad G¯)-equivariant pth power map on Lie(G¯).
The adjoint action of B˜ on I˜ induces a natural Lie algebra homomor-
phism ψ : B˜ → Der(I˜) = Lie(G¯). Since g0 is classical reductive, it contains
a diagonalizable Cartan subalgebra, h say. We denote by H the image of h
under ψ. Since g−1 is an irreducible g0-module, h acts diagonalizably on g−1;
see Lemma 1.67. Therefore, h acts diagonalizably on g−1 →֒ Hom(g−1, g0).
Since g is generated by its local part, h acts diagonalizably on g. As a conse-
quence, H is a diagonalizable subalgebra of Lie(G¯), i.e., consists of pairwise
commuting [p]-semisimple elements of Lie(G¯). Let C (respectively, C′) de-
note the centralizer of H in Der(I˜) (respectively, in ad I˜). Clearly, C′ is an
ideal of codimension ≤ 1 in C. It is easy to see that C′ is isomorphic to the
centralizer of h in I˜. The group G¯ acts on its Lie algebra Lie(G¯) = Der(I˜)
via the adjoint representation Ad, and we have (Ad g)(D) = g ◦D ◦ g−1 for
all g ∈ G¯ and D ∈ Der(I˜). Let
ZG¯(H) := {x ∈ G¯ | (Ad g)(x) = x for all x ∈ H},
the centralizer ofH in G¯. Thanks to [Bo, Sec. 9.1] we have C = Lie(ZG¯(H)),
while [Bo, Sec. 13.19] says that the connected component of ZG¯(H) is re-
ductive. As a consequence, C is isomorphic to a Lie algebra of reductive
group. Let
c′ := gh−2 ⊕
(
h ∩ [g−2, g2]
)
⊕ gh2
where gh±2 = {x ∈ g±2 | [x, h] = 0}. Then c
′ ∼= C′ by our earlier remarks.
The set {
(ad x)|c′ | x ∈ g
h
−2 ∪
(
h ∩ [g−2, g2]
)
∪ gh2
}
is weakly closed and consists of nilpotent endomorphisms of c′. Applying [J,
p. 33] (compare Lemma 1.48 (ii)), we now deduce that the Lie algebra C′ is
nilpotent. Since C′ is an ideal of codimension ≤ 1 in C, the Lie algebra C =
Lie(ZG¯(H)) is solvable. Since the group ZG¯(H) is reductive, the connected
component ZG¯(H)
◦ must be a torus. It follows that C is abelian and consists
of [p]-semisimple elements of Lie(G¯). This, in turn, implies that c′ is a
diagonalizable subalgebra of I˜, yielding gh±2 = 0.
Given t ∈ F× define λ(t) ∈ Aut I˜ by setting λ(t)(x) = tix for all x ∈
gi ∩ I˜. Since λ(F×) is a one-dimensional torus, λ(F×) is contained in G¯.
Since H preserves the graded components of I˜, we have λ(F×) ⊆ ZG¯(H)
◦.
Also,
Lie(G¯) = Lie(G¯)−2 ⊕ Lie(G¯)0 ⊕ Lie(G¯)2
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where Lie(G¯)i = {x ∈ Lie(G¯) |
(
Adλ(t)
)
x = tix for all t ∈ F×}. Let
ZG¯(λ) denote the centralizer of λ(F
×) in G¯. By [Sp, Sec. 8.4], there exists
a parabolic subgroup P of G¯ with Levy decomposition P = ZG¯(λ)Ru(P )
(whereRu(P ) is the unipotent radical of P ) such that Lie(Ru(P )) = Lie(G¯)2.
Let T be a maximal torus of G¯ containing ZG¯(H)
◦. Then T ⊂ ZG¯(λ) and
H ⊆ C = Lie(ZG¯(H))
◦ ⊆ Lie(T ).
Let B be a Borel subgroup of P containing T . Then B is a Borel subgroup of
G¯ and Ru(P ) is a normal subgroup of B. Therefore, Lie(Ru(P )) = Lie(G¯)2
is (AdB)-stable. But then ad g2 = (ad I˜)∩Lie(G¯)2 is (AdB)-stable as well.
It follows that g2 contains a nonzero element fixed by the derived subgroup
(B,B) of B, say e.
Since I˜ is an irreducible G¯-module, the subspace of (B,B)-invariants in
I˜ is one-dimensional, hence equals Fe. Since B = T (B,B), the line F ad e
is a root space for AdT . Let Ψ denote the root system of G¯ relative to T
and Ψ+(B) the positive system of Ψ corresponding to B. Note that all root
spaces of Lie(G¯) lie in ad I˜ (for Lie(G¯)/ad I˜ is a trivial G¯-module). Let γ
denote the root of ad e. It is immediate from the above discussion that γ
is the highest root in Ψ+(B). As γ
(
λ(t)
)
= t2 for all t ∈ F×, there is a
nonzero f ∈ g−2 such that ad f is a root vector corresponding to −γ. Since
H ⊆ Lie(T ), there is a linear function η on h such that
[h, e] = η(h)e, [h, f ] = −η(h)f (∀h ∈ h)
(to be more precise, η(h) = ((dγ)e ◦ ψ)(h) where (dγ)e is the differential
of the morphism γ : T → F× at the identity element of T ). Since ad e and
ad f belong to the Lie algebra of a semisimple subgroup of rank one in G¯,
they generate an sl2-triple in Lie(G¯). Let h = [e, f ]. No generality is be lost
by assuming that {e, h, f} is a standard basis of s := Ff ⊕ Fh ⊕ Fe ∼= sl2.
Since all root spaces of AdT are one-dimensional and 2γ + α > γ for all
α ∈ Ψ \ {−γ}, we have the equalities (ad e)2(I˜) = Fe and (ad f)2(I˜) = Ff .
(f) Let E, H, and F denote the adjoint mappings on S =
⊕
i≥0 (ad g1)
ig−q
(q = 2) corresponding to e, h, and f , respectively. Then S is an s-module
with E3 = F 3 = 0 so that
Ep−1(H + 1) = 0 = (H + 1)F p−1.
Therefore, [S, Sec. 5.2] implies that the s-module S is completely reducible
with composition factors L(0), L(1), L(2), where L(k) = L(k̟1). In par-
ticular, all eigenvalues of H are in Fp. Let Vk denote the eigenspace of H in
S corresponding to k ∈ Fp. Since E2(S) = (ad e)2(I˜) = Fe by part (e), and
dimV2 = dim E
2(S) equals the multiplicity of L(2) in S, we have V2 = Fe.
Similarly, V−2 = Ff . As p = 5, we have E(V1) ⊆ V−2 and F (V−1) ⊆ V2.
The equalities E3 = F 3 = 0 now yield [V1, V2] = [V−1, V−2] = 0. But then
the decomposition
S = V−2 ⊕ V−1 ⊕ V0 ⊕ V1 ⊕ V2
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is a Z-grading of S. Since h ∈ h, all graded components Vi are h-stable.
As explained in part (e), the subalgebra h acts diagonalizably on S.
Thus, any h-stable subspace M of S decomposes as M =
⊕
α∈h∗ M
α where
Mα = {x ∈ M | [h, x] = α(h)x for all h ∈ h}. By our remarks in part (e),
V2 = V
η
2 and V−2 = V
−η
−2 .
(g) The graded component V1 is spanned by the set X :=
⋃
i∈Z, α(h)=1 g
α
i .
We claim that (adx)4 = 0 for all x ∈ X. If x ∈ gαi and α 6= η/2, then
(ad x)4(S) = (ad x)4(V −η−2 ) ⊆ V
−η−α
2 = 0,
so our claim is valid in this case. Assume for a contradiction that there is a
y ∈ g
η/2
s , for some s ∈ Z, such that (ad y)4 6= 0. Notice that g−η = g
−η
−2 = Ff
and gη = gη2 = Fe. Since y ∈ V1, we have (ad y)
4(S) = (ad y)4(Ff) ⊆ g2. As
f ∈ g−2, it must be that s = 1. We now consider
g(η) := g−η−2 ⊕ g
−η/2
−1 ⊕ h⊕ g
η/2
1 ⊕ g
η
2,
a graded subalgebra of g (one should take into account that [g
η/2
−1 , g
−η/2
1 ] ⊆ h
as h is self-centralizing in g0). Let h0 denote the kernel of η, a subspace in
Z
(
g(η)
)
. Consider the pairing
ξ : g
−η/2
−1 × g
η/2
1 −→ h/h0, (x, y) 7−→ [x, y] (mod h0).
Let Wi denote the orthogonal subspace to ξ in g
iη/2
i , i = −1, 1. By our
assumption, y 6∈ W1. If W1 had codimension ≥ 2 in g
η/2
1 , we would be
able to find a1, a2 ∈ g
η/2
1 and b1, b2 ∈ g
−η/2
−1 such that ξ(ai, bj) = δij for
all i, j ∈ {1, 2}. But then the images of a1, a2, b1, b2 and h would generate
an infinite-dimensional subalgebra of g(η)/h0; see Theorem 3.7. Therefore,
Wi has codimension one in gi, i = −1, 1. Since E(g1) = F (g−1) = 0 and
η(h) = 2, the map E induces a linear isomorphism between g
−η/2
−1 and g
η/2
1 .
On the other hand, our assumptions on y and s imply that e ∈ [g
η/2
1 , g
η/2
1 ].
Hence
E(W−1) ⊆ [g
η/2
1 , [g
η/2
1 ,W−1]] ⊆ [g
η/2
1 , h0] = 0,
yielding W−1 = 0. As a result, dim g
η/2
1 = 1, that is g
η/2
1 = Fy. But then
(ad y)4(f) = 0, a contradiction. The claim follows.
(h) We now follow [P1, Sec. 3] to show that for all x ∈ X and t ∈ F
the linear map exp (tadx) belongs to G, the connected component of the
automorphism group Aut(S) of S. Let X = adx. Since X4 = 0 by part (g),
this amounts to proving that
[X2(u), X3(v)] = 0 (∀u, v ∈ S).
Let u ∈ Vi and v ∈ Vj where −2 ≤ i, j ≤ 2 (we can view i and j as integers
here). Since X4
(
[X(u), v]
)
= 0 and p = 5, it follows that
[X3(u),X2(v)] = [X2(u), X3(v)] =
1
2
X
(
[X2(u),X2(v)]
)
.
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Note that X3 annihilates V0 ⊕ V1 ⊕ V2. So if [X
2(u),X3(v)] 6= 0, then
u, v ∈ V−1 ∪ V−2. Since dim V−2 = 1, we also have {u, v} 6⊂ V−2, while
the equality [V1, V2] = 0 implies {u, v} 6⊂ V−1. In view of what is displayed
above, we may thus assume that u = f and v ∈ V−1. But then X
3(v) = µe
for some µ ∈ F, and
[X2(u),X3(v)] = µ[[x, [x, f ]], e] = −µ[x, [x, h]] = 0.
Thus, we have shown that exp tX ∈ G for all x ∈ X and t ∈ F. Since
X spans V1, it follows that adV1 ⊂ L = Lie(G). Since E,F ∈ L too, and
adV−1 = [F, ad V1], we derive that L contains a nonzero ideal of g. But then
adS ⊆ L. By part (a) of this proof the result follows. 
3.5. Algebras with an unbalanced grading
The previous section dealt with balanced gradings, so what remains to
be considered are the Lie algebras g with g1 ∼= (g−1)
∗ as g0-modules but
with an unbalanced grading. We will address such algebras in this section
and complete the proof of our final (main) result on the contragredient case:
Theorem 3.22. Assume g =
⊕r
j=−q gj is a graded Lie algebra over an
algebraically closed field F of characteristic p > 3. Suppose g0 is classical
reductive with g
(1)
0 6= 0, g is transitive (1.2) and 1-transitive (1.3), and g−1 is
an irreducible restricted g
(1)
0 -module. Assume further that g1 is an irreducible
g0-module generated by a b
−-primitive vector of weight −Λ. Then either g
is a classical Lie algebra with one of its standard gradings (see Section 2.4),
or else p = 5 and g is a Melikyan algebra. In the latter case, the grading
of g is the natural grading if r ≥ q and is opposite to the natural grading if
r < q.
Proof. We assume that
(i) g0 = g
[1]
0 ⊕ · · · ⊕ g
[ℓ]
0 is a decomposition of g0 into ideals g
[i]
0 which
are classical simple, sln, gln, pgln where p | n, or one-dimensional;
(ii) t is a fixed maximal toral subalgebra in g0 and t
[i] = t ∩ g
[i]
0 ;
(iii) Φ = Φ[1]∪· · ·∪Φ[ℓ], where Φ[i] is the root system of g
[i]
0 with respect
t[i]; ∆ = {α1, . . . , αm} is a system of simple roots in Φ; and Φ
+
and Φ− are the positive and negative roots respectively relative to
∆.
(iv) for α ∈ Φ, the root vector eα spans the root space g
α
0 , and the triple
of vectors (eα, e−α, hα), where hα ∈ t, form a standard basis for a
copy of sl2:
[eα, e−α] = hα, [hα, eα] = 2eα, [hα, e−α] = −2e−α.
(v) n+ =
⊕
α∈Φ+ g
α
0 , n
− =
⊕
α∈Φ− g
α
0 , b
+ = t⊕ n+, and b− = t⊕ n−.
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For j ≥ 0, the g0-module gj+1 embeds into Hom(g−1, gj) by transi-
tivity (1.2). For j ≤ 0, the g0-module gj−1 embeds into Hom(g1, gj) by
1-transitivity (1.3). Easy induction on | j | now shows that all homogeneous
pieces gj are restricted g
(1)
0 -modules.
Let e−Λ be a nonzero b−-primitive vector of weight −Λ in g1, and let g˜ be
the graded subalgebra of g generated by g0, f
Λ, and e−Λ. Set g˜i = g˜∩gi. As
g˜±1 = g±1 by our initial assumption, the graded Lie algebra g˜ is transitive
and 1-transitive. It follows that the Weisfeiler radicalM(g˜) of g˜ is zero. Since
our assumption on g1 implies that g1 ∼= g
∗
−1 as g
(1)
0 -modules, g˜ satisfies the
assumptions of Theorem 3.21. By that result, g˜ is a classical Lie algebra with
a standard grading (where e−Λ has degree 1, fΛ degree −1, and elements of
g0 have degree 0).
Suppose now that g˜t 6= gt for some t ≥ 2, but g˜i = gi for all 1 ≤ i < t.
Let xβ ∈ gt be such that xβ + g˜t is a b
−-primitive vector of weight β for the
g0-module gt/g˜t. Then [f
Λ, xβ] ∈ g˜t−1 and [fj , xβ] ∈ g˜t for all fj := e−αj
(j = 1, . . . ,m). Set f0 := f
Λ and α0 := −Λ. The elements f0, f1, . . . , fm
generate a maximal nilpotent subalgebra n˜− ⊂ g˜. Since n˜− ⊃ g−1 and g
is transitive, there exists an l ∈ {0, 1 . . . ,m} for which [fl, xβ] 6= 0. Thus,
β − αl ∈ Φ(g˜), the set of roots of g˜.
Let us suppose first that β is a root of g˜ and that [fl, eβ ] 6= 0. Write
β =
∑m
i=0 biαi. Then b0 = deg(eβ) = deg(xβ) = t ≥ 2. Since twice a root
is never a root in a classical Lie algebra ([S, Lem. II.2.5]), it follows that β
has height ht(β) =
∑m
i=0 bi ≥ 3.
Since root spaces of a classical Lie algebra are one-dimensional (Lemma
II.2.6 of [S]), there is some scalar a ∈ F× for which [fl, xβ − aeβ] = 0. If
β − αk 6∈ Φ(g˜) for all k 6= l, then [fk, xβ − aeβ ] = 0 for all such k. But then
[n˜−, xβ−aeβ] = 0, contradicting the transitivity of g. Thus, there must exist
a k 6= l such that β − αk belongs to Φ(g˜).
Suppose Φ(g˜) has rank two. Then ∆˜ := {αk, αl} is a basis of Φ(g˜) and
β is a root of height ≥ 3 in Φ(g˜) with the property that β−α ∈ Φ(g˜) for all
α ∈ ∆˜. Since Zγ∩Φ(g˜) = ±γ for all γ ∈ Φ(g˜), this is impossible. Therefore,
the rank of the root system Φ(g˜) is ≥ 3.
Set
∆˜(β) := {αi | β − αi ∈ Φ(g˜)}.
If all of the roots in Φ(g˜) have the same length (i.e., if the root system
is simply laced), and if αi and αj are distinct simple roots in ∆˜(β), then
(αi, αj) = 0. To see this note that when all roots have equal length, then
root strings through linearly independent roots have length at most 2. Thus,
since αi ∈ ∆˜(β), we have
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2(β, αi)
(αi, αi)
= 1,
and similarly for αj . If (αi, αj) 6= 0, then αi + αj is a root, and
2(β, αi + αj)
(αi + αj , αi + αj)
=
2(β, αi)
(αi, αi)
+
2(β, αj)
(αj , αj)
= 2.
This forces β to equal αi + αj, which contradicts the fact that htβ ≥ 3.
Therefore, when Φ(g˜) is simply laced, we must have (αi, αj) = 0 for all
αi, αj ∈ ∆˜(β).
We have argued earlier that there exists a k 6= l so that [fk, xβ−aeβ] 6= 0.
Since αk and αl both belong to ∆˜(β), we must have (αk, αl) = 0 in the simply
laced case, and [fk, fl] = 0. But then
(β − αk, αl) = (β, αl) > 0,
so that [fl, [fk, xβ − aeβ ]] 6= 0. On the other hand,
(3.23) [fl, [fk, xβ − aeβ ]] = [[fl, fk], xβ − aeβ ] + [fk, [fl, xβ − aeβ ]] = 0.
This contradiction shows that all roots cannot have equal length, so it must
be that Φ(g˜) is of type Bm+1, Cm+1, or F4 with m ≥ 2, since the rank is at
least 3.
Suppose first that Φ(g˜) is of type Bm+1. Let α˙0, α˙1, . . . , α˙m denote the
labeling of the simple roots of Bm+1 compatible with that in [Bou1, Planche
II] so that the highest root is
(3.24) α˙0 + 2α˙1 + · · ·+ 2α˙m−1 + 2α˙m
Since the coefficient of α0 in the expression for β is b0 ≥ 2, it must be that
α0 = α˙s for some 1 ≤ s ≤ m. Thus, β must be of the form
(3.25)
∑
j≤i<l
α˙i + 2
∑
l≤n≤m
α˙n,
for 0 ≤ j < l ≤ m− 1, and ∆˜(β) = {α˙j , α˙l}.
Likewise, if Φ(g˜) is of type Cm+1, then the highest root is
(3.26) 2α˙0 + 2α˙1 + · · ·+ 2α˙m−1 + α˙m.
The root β must have the form
(3.27)
∑
j≤i<l
α˙i + 2
 ∑
l≤n<m
α˙n
+ α˙m or 2
 ∑
j≤l<m
α˙l
+ α˙m.
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The second of these possibilities cannot happen, since ∆˜(β) = {α˙j} in that
case. For the first, ∆˜(β) = {α˙j , α˙l} just as in the Bm+1-case.
In either the Bm+1- or Cm+1-case, if l − j > 1, then (α˙j , α˙l) = 0, and
we can use an argument as in (3.23) to arrive at a contradiction. If instead
l − j = 1, then ∆˜(β) = {α˙j , α˙j+1}. Since j ≤ m − 2, the Cartan matrix
entry Aj,j+1 = −1, so that the length of the α˙j+1-string through α˙j is 1. If
α˙j = αk, then set f˙j = fk, and adopt a similar convention for α˙j+1.
Consequently [f˙j+1[f˙j+1, f˙j ]] = 0, and both β − α˙j − α˙j+1 and β−
α˙j − 2α˙j+1 are roots of g˜. As root spaces of a classical Lie algebra are one-
dimensional, we can choose an appropriate c ∈ F, so that [f˙j+1, xβ−ceβ ] = 0.
Since g−1 is generated as a g0-module by {f0, f1, . . . , fm}, it follows from
transitivity that [f˙j, xβ − ceβ ] = ζeβ−α˙j 6= 0. Then
[f˙j+1, [f˙j+1, [f˙j, xβ − ceβ ]]] = ζ[f˙j+1, [f˙j+1, eβ−α˙i ]] 6= 0,
since β − α˙j− 2α˙j+1 is a root of g˜0. However,
(3.28) [f˙j+1, [f˙j+1, [f˙j, xβ − ceβ ]]] = [[f˙j+1, [f˙j+1, f˙j ]], xβ − ceβ ] = 0.
This contradiction shows that Φ(g˜) is neither Bm+1 nor Cm+1.
Suppose finally that Φ(g˜) ∼= F4. We will adopt the labeling of roots
compatible with [Bou1, Planche VIII]. Because the coefficient b0 of α0 in
β is ≥ 2, we need only consider roots having some coefficient larger than 1.
Below we list the quadruple of coefficients of such roots first relative to the
simple roots α˙j , then relative to the fundamental weights ̟j. Translation
between the two can be accomplished using the fact that α˙i =
∑
j Ai,j̟j.
root 0,1,2,0 1,1,2,0 0,1,2,1 1,2,2,0 1,1,2,1 0,1,2,2 1,2,2,1
weight -1,0,2,-2 1,-1,2,-2 -1,0,1,0 0,1,0,-2 1,-1,1,0 -1,0,0,2 0,1,-1,0
root 1,1,2,2 1,2,3,1 1,2,2,2 1,2,3,2 1,2,4,2 1,3,4,2 2,3,4,2
weight 1,-1,0,2 0,0,1,-1 0,1,-2,2 0,0,0,1 0,-1,2,0 -1,1,0,0 1,0,0,0
Now β − α˙j is a root if and only if either the jth coordinate in the weight
expression of β is positive or β + αj is a root and the jth coordinate in the
weight expression of β is zero. Thus, the only roots having |∆˜(β)| > 1 are
root 1,2,3,2 1,2,2,2 1,1,2,2 1,2,2,1 1,1,2,1
∆˜(β) {α˙3, α˙4} {α˙2, α˙4} {α˙1, α˙4} {α˙2, α˙4} {α˙1, α˙3, α˙4}
root 0,1,2,1 1,1,2,0
∆˜(β) {α˙3, α˙4} {α˙1, α˙3}.
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Since there is a coefficient equal to 0 in each of the last two roots, we
may view the calculations for them as occurring in a root system of type
C3 or B3. So by the same reasoning as in those cases, those possibilities for
β can be eliminated. For the roots corresponding to the tuples (1,2,2,2),
(1,1,2,2), (1,2,2,1), (1,1,2,1), there are two orthogonal roots in ∆˜(β). Thus,
an argument as in (3.23) using the fk, fl corresponding to those two roots
can be employed in those cases.
Finally, if the root β has coefficient tuple (1, 2, 3, 2), ∆˜(β) = {α˙3, α˙4},
and both β − α˙3 − α˙4 and β − α˙3 − 2α˙4 are roots of g˜. However, α˙3 + 2α˙4
is not a root, so that [f˙4, [f˙4, f˙3]] = 0. Then a calculation such as that in
(3.28) can be done to rule out this case. Thus, Φ(g˜) cannot be F4 either.
We have proven that if [fl, xβ] 6= 0, then either β 6∈ Φ(g˜) or [fl, eβ ] = 0.
Because [fl, xβ ] = eγ , where γ = β − αl, we have [[fl, xβ ], e−γ ] = hγ , and it
follows that
hγ = [[fl, e−γ ], xβ ] + [fl, [xβ, e−γ ]].
If β 6∈ Φ(g˜0) (the root system of g˜0), then since −αl − γ = −β, it
must be that [fl, e−γ ] = 0, and the first summand in the expression for hγ
vanishes. If instead β ∈ Φ(g˜0), then [fl, eβ ] = 0, and we can replace xβ by a
suitable linear combination xβ + ceβ , c ∈ F to get [[fl, e−γ ], xβ] = 0. (Such a
replacement does not render the equality [[fl, xβ ], e−γ ] = hγ invalid, because
we have shown that [fl, eβ] = 0.)
Thus, we may assume that hγ = [fl, [xβ, e−γ ]]. As [fl, [xβ , e−γ ]] ∈ Fhαl ,
it must be that hγ ∈ Fhαl . But then ̟i(hγ) = 0 for all i 6= l. Since p > 3,
Bourbaki’s tables show that either γ = αl or γ = −αl; see [Bou1]. Since
γ ∈ Φ(g˜)+, we conclude that γ = αl. As deg(eγ) ≥ t− 1 ≥ 1, it follows that
l = 0; consequently, β = nα0 for some integer n. However, since [f0, xβ] is a
root vector of a classical Lie algebra, n must be two; i.e.,
β = 2α0 (and t = 2).
This implies that xβ is a b
−-primitive vector of gt (because 2α0 − αj 6∈
Φ(g˜0), 1 ≤ j ≤ m). Now take any ν ∈ {1, . . . ,m} for which (αν , α0) 6= 0.
Then, since [f0, xβ ] = e0 and [fν , xβ] = 0, we have
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[
[f0, [f0, fν ]], xβ
]
=
(
ad [f0, [f0, fν ]]
)
(xβ)
= [F0, [F0, Fν ]](xβ) (where F0 = ad f0, Fν = ad fν)
=
2∑
i=0
(−1)i
(
2
i
)
F 2−i0 FνF
i
0 (xβ)
= FνF
2
0 (xβ) = FνF0(e0)
= [h0, fν ] = −αν(hα0)fν
= −
2(αν , α0)
(α0, α0)
fν 6= 0,
whence 2α0 + αν ∈ Φ(g˜0). Since α0 and αν are simple roots, the classical
Lie algebra g˜ must have a root system of type Bm+1, Cm+1, m ≥ 2, F4, or
G2 . Thus, we must consider, respectively,
(3.29) ◦ ◦ · · · ◦ •............................ ............................ ............................ ........................................................>
α1 α2 αm α0
(m ≥ 2)
(3.30) ◦ ◦ · · · ◦ • ◦............................ ............................ ............................ ........................................................<............................
α1 α2 αm−1 α0 αm
(m ≥ 3)
(3.31) ◦ ◦ • ◦............................ ........................................................ ............................>
α1 α2 α0 α3
(3.32) ◦ •
............................
............................
............................>
α1 α0
Since we showed that (αν , α0) 6= 0 implies that 2α0 + αν ∈ Φ(g˜0), neither
(3.30) nor (3.31) can occur, since in (3.30), we can take ν = m− 1, and in
(3.31), we can take ν = 3.
Let us now consider (3.29), where the root system is of type Bm+1. Recall
that in the Cartan matrix for Bm+1 (with roots numbered α˙0, α˙1, . . . , α˙m),
we have Am−1,m = −2, so that αm(hα0) = α˙m−1(hα˙m) = Am−1,m = −2.
Then since β = 2α0 and neither 2α0 − αm nor α0 − αm is a root, we have
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[
[f0, [f0, [f0, fm]], xβ
]
=
3∑
i=0
(−1)i
(
3
i
)
F 3−i0 FmF
i
0 (xβ)
=
(
3F0FmF
2
0 − FmF
3
0
)
(xβ)
=
(
3F0FmF0 − FmF
2
0
)
(eα0)
=
(
FmF0 − 3F0Fm
)
(hα0)
=
(
2− 3(−2)
)
[fm, f0]
= 8[f0, fm].
However, because −Am−1,m = 2, the length of the α˙m = α0 root string
through α˙m−1 = αm is 2, that so [f0, fm] 6= 0, but [f0, [f0, [f0, fm]]] = 0.
This contradiction shows that the configuration in (3.29) is impossible.
It remains to consider (3.32), where the root system is of type G2. Then
α1(hα0) = α˙2(hα˙1) = A2,1 = −3. We calculate
[
[f0, [f0, [f0, [f0, f1]]], xβ ]
]
=
4∑
i=0
(−1)i
(
4
i
)
F 4−i0 F1F
i
0(xβ)
=
(
6F 20 F1F
2
0 − 4F0F1F
3
0 + F1F
4
0
)
(xβ)
=
(
− 6F 20 F1 + 4F0F1F0 − F1F0)
2
)
(hα0)
= −6α1(hα0)[f0, [f0, f1]] + 8[f0, [f1, f0]]
= (18 − 8)[f0, [f0, f1]] = 10[f0[f0, f1]].
Since the length of the α˙1 = α0 root string through α˙2 = α1 is −A2,1 = 3,
[f0, [f0, f1]] 6= 0, but [f0, [f0, [f0, [f0, f1]]]] = 0. It follows that (3.32) is
possible only if p = 5.
Let g≥−1 denote the subalgebra of g generated by the graded components
gi, i ≥ −1 and let G =
⊕3
j=−3 Gj be the graded Lie algebra of type G2 from
Section 2.14. The above discussion shows that
⊕
j≤0 g
≥−1
j
∼=
⊕
j≤0 Gj as
graded Lie algebras. Clearly, g≥−1 is both transitive and 1-transitive. Recall
that xβ 6∈ g˜2. Therefore, dim g
≥−1
2 > dimG2 = 1, implying g
≥−1 6∼= G. Now
Proposition 2.84 enables us to deduce that g≥−1 is isomorphic to a Melikyan
algebra M := M(2;n) with its natural grading (as in Section 2.14).
Suppose g 6= g≥−1. Let g≤1 denote the subalgebra of g generated by
the graded components gi, i ≤ 1. Set g
≤1
i := g−i ∩ g
≤1. Then, since g is
1-transitive, the graded Lie algebra g≤1 =
⊕
i∈Z g
≤1
i satisfies conditions (i)
through (v). Furthermore, because g 6= g≥−1, it follows that g≤1 6= g˜0.
Reasoning as above, we now conclude that the graded Lie algebra g≤1 =
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i∈Z g
≤1
i is isomorphic to a Melikyan algebraM
′ =M(2;n′) with its natural
grading.
Set
M 0 :=
⊕
i≡0 mod 3
g≥−1i and M±2 :=
⊕
i≡±2 mod 3
g≥−1i .
Then, as in Section 2.14, M 0 is isomorphic to the Witt Lie algebra W (2;n),
and the subspaces M−2 and M 2 are irreducible M 0-modules. More pre-
cisely, M 2
∼= W˜ (2;n) = {E˜ | E ∈ W (2;n)} and M−2
∼= O(2;n), and the
multiplication is as in (2.82):
[D, E˜] = [˜D,E] + 2div(D)E˜
[D, f ] = D(f)− 2div(D)f
[f1D˜1 + f2D˜2, g1D˜1 + g2D˜2] = f1g2 − f2g1
[f, E˜] = fE
[f, g] = 2(fD˜g − gD˜f ) where
D˜f = D1(f)D˜2 −D2(f)D˜1.
As in Section 2.14, the algebra M may be assigned a Z-gradation ac-
cording to:
M−3 = FD1 ⊕ FD2, M−2 = F1, M−1 = FD˜1 ⊕ FD˜2
M0 = spanF{xiDj | i, j = 1, 2}
M1 = Fx
(1)
1 ⊕ Fx
(1)
2 ,
Using these results, it is easy to check that the following hold:
[
x
(1)
1 D1 − x
(1)
2 D2, x
(1)
1 D2
]
= 2x
(1)
1 D2,[
3x
(1)
2 D2, x
(1)
2
]
= 3x
(1)
2 − 2 · 3 · x
(1)
2 ≡ 2x
(1)
2 mod 5,[
x
(1)
1 D1 − x
(1)
2 D2, x
(1)
2 D1
]
= −2x
(1)
1 D2,[
3x
(1)
2 D2, 3D˜2
]
= −9D˜2 + 2 · 3 · 3D˜2 ≡ −D˜2 mod 5,[
x
(1)
1 D2, x
(1)
2 D1
]
= x
(1)
1 D1 − x
(1)
2 D2,[
x
(1)
2 , 3D˜2
]
= 3x
(1)
2 D2, and[
x
(1)
1 D2, D˜2
]
= [x
(1)
2 D1, x
(1)
2 ] = 0.
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Thus, we can put
e1 := x
(1)
1 D2,(3.33)
f1 := x
(1)
2 D1,
h1 := x
(1)
1 D1 − x
(1)
2 D2
e0 := x
(1)
2 ,
f0 := 3D˜2,
h0 := 3x
(1)
2 D2.
Set xβ := x
(1)
2 D˜1. Then
[f1, xβ ] = 0,(3.34)
[h1, xβ ] = −2xβ,
[f0, xβ ] = [3D˜2, x
(1)
2 D˜1] = −3x
(1)
2 ≡ 2e0 mod 5,
[h0, xβ ] = 9x
(1)
2 D˜1 ≡ 4xβ mod 5, .
Since g˜0 6= g
≤1, there exists by symmetry an x−β ∈ g−2 satisfying the
following conditions
[e1, x−β] = 0,(3.35)
[h1, x−β] = 2x−β,
[e0, x−β] = −2f0,
[h0, x−β] = −4x−β.
(Recall that g−2 = g
≤1
2 and that the role of the fi’s is played in this case by
the ei’s, i = 1, 2.)
We claim that [xβ, x−β] = 0. Indeed, let t
′ := Fx(1)1 D1 ⊕ Fx
(1)
2 D2. Then
h := [xβ , x−β] is in t
′, [x
(1)
1 D˜1, xβ] = 0, [x
(1)
1 D˜1, x−β] ∈ g0, and
[x
(1)
1 D1 − x
(1)
2 D2, [x
(1)
1 D˜1, x−β]] = 2[x
(1)
1 D˜1, x−β]
(see (3.35) above). By comparing eigenvalues relative to x
(1)
1 D1 − x
(1)
2 D2,
we see that [x
(1)
1 D˜1, x−β] = ax
(1)
1 D2, where a ∈ F. Therefore,
[x
(1)
1 D˜1, [xβ, x−β ]] = [xβ, [x
(1)
1 D˜1, x−β]]
= [x
(1)
2 D˜1, ax
(1)
1 D2]
= a
(
x
(1)
2 D˜2 − x
(1)
1 D˜1
)
.
On the other hand,
[
x
(1)
1 D˜1, [xβ , x−β]
]
= −[h, x
(1)
1 D˜1] ∈ Fx
(1)
1 D˜1. This
implies that a = 0, so that [x
(1)
1 D˜1, x−β] = 0 = [h, x
(1)
1 D˜1]. Since h ∈ t
′
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and [x
(1)
1 D1, x
(1)
1 D˜1] = [x
(1)
2 D2, x
(1)
1 D˜1] = 2x
(1)
1 D˜1, we obtain that h =
b(x
(1)
1 D1 − x
(1)
2 D2) for some b ∈ F.
Suppose that b 6= 0, and set e1 = x
(1)
1 D2, f1 = x
(1)
2 D1 as above, e2 :=
b−1x−β, and f2 := xβ. Then [ei, fj] = δi,jhα1 , 1 ≤ i, j ≤ 2, and [hα1 , ei] =
2ei, i = 1, 2, and [hα1 , fi] = −2fi, i = 1, 2. Then by Theorem 3.7, the
Lie algebra generated by the elements ei, fi i = 1, 2, would be infinite-
dimensional, so that we must have that b = 0 and h = [xβ, x−β ] = 0.
Set e′1 := [xβ, e0] and f
′
1 := [x−β, f0]. By (3.34) we have [[xβ, e0], f0] ∈
Fxβ. This yields
[e′1, f
′
1] = [[xβ , e0], [x−β , f0]] = [[[xβ , e0], x−β ], f0]
= [[xβ , [e0, x−β ]], f0] = −2[[xβ , f0], f0]
= 4[e0, f0] = 4hα0 .
Using the results of Section 2.14, one sees that the g
(1)
0 -modules g
≥−1
4 and
g≤14 map into the graded component O(2)2, and so, as in the proof of Lemma
2.78 (b), are isomorphic to the 3-dimensional g
(1)
0 -module L(2). Inasmuch
as [e′1, e0] ∈ g
≥−1
4 and [f
′
1, f0] ∈ g
≤1
4 , and [hα1 , e0] = −e0 (see (3.34)), we
have
[hα1 , [e
′
1, e0]] = [hα1 , [[xβ , e0], e0]] = −4[e
′
1, e0]] ≡ [e
′
1, e0]] mod 5,
and, by symmetry,
[hα1 , [f
′
1, f0]] = −[f
′
1, f0] mod 5.
Comparing eigenvalues, we see that [e′1, e0] = [f
′
1, f0] = 0.
Now set e′2 := e0, f
′
2 := f0, h
′ := hα0 , e
′
3 := f
′
1, and f
′
3 := e
′
1. Then
[e′i, f
′
j ] = δi,jh
′, j = 2, 3, and [h′, e′2] = 2e
′
2, [h
′, f ′2] = −2f
′
2, [h
′, e′3] = [h
′, f ′1]
= [hα0 , [x−β , f0]] = −4e
′
3 = e
′
3 mod 5, and, by symmetry, [h
′, f ′3] = −f
′
3.
Therefore, Theorem 3.7 applies, showing that the Lie algebra generated by
e′i, f
′
i , i = 2, 3, is infinite-dimensional.
Thus, we have proved that if gt 6= g˜t for some t ≥ 2, then p = 5, and g
is isomorphic to a Melikyan algebra with the natural grading. If gt = g˜t for
all t ≥ 2 and g−s 6= g˜−s for some s > 0, we deal with the opposite grading
g =
q⊕
i=−r
g′i,
where g′i = g−i. Since g1 is an irreducible restricted g
(1)
0 -module, this graded
Lie algebra satisfies the conditions of Theorem 3.22. By the same reasoning
as above, one can prove now that again p = 5, g is a Melikyan algebra, and
the grading of g is the opposite of the natural grading.
This completes the proof of Theorem 3.22 and with it the contragredient
case of the Main Theorem. 
CHAPTER 4
The Noncontragredient Case
4.1. General assumptions and notation
Throughout this chapter, in which we prove the noncontragredient case
of the Main Theorem, our blanket assumptions are
(1) g =
⊕r
j=−q gj is a finite-dimensional graded Lie algebra over an
algebraically closed field F of characteristic p > 3 with g1 6= 0;
(2) g0 is a classical reductive Lie algebra, and g0 = g
[1]
0 ⊕ · · · ⊕ g
[ℓ]
0 is a
decomposition of g0 into ideals g
[i]
0 which are
(i) classical simple,
(ii) sln, gln, or pgln where p | n, or
(iii) one-dimensional.
Also throughout our conventions are
(a) t is a fixed maximal toral subalgebra in g0 and t
[i] = t ∩ g
[i]
0 ;
(b) Φ is the root system of g0 with respect to t; ∆ = {α1, . . . , αm} is
a system of simple roots in Φ; and Φ+ and Φ− are the positive and
negative roots respectively relative to ∆;
(c) for α ∈ Φ, the root vector eα spans the root space g
α
0 , and the triple
of vectors (eα, e−α, hα), where hα ∈ t, form a standard basis for a
copy of sl2:
[eα, e−α] = hα, [hα, eα] = 2eα, [hα, e−α] = −2e−α.
(If (eα, e−α, hα) is the triple corresponding to α ∈ Φ
+, then we as-
sume that the triple (e−α, eα, h−α = −hα) is the one corresponding
to −α ∈ Φ−. One of the vectors eα or e−α may be chosen to be
an arbitrary nonzero root vector, and then the remaining vectors
in the triple are chosen accordingly.)
(d) n+ =
⊕
α∈Φ+ g
α
0 , n
− =
⊕
α∈Φ− g
α
0 , b
+ = t⊕ n+, and b− = t⊕ n−.
(e) ( , ) is a symmetric bilinear form on the dual space to t∩g
(1)
0 which
is invariant under the Weyl group W of g
(1)
0 and whose restriction
to each subspace
(
t[i]∩g
(1)
0
)∗
of
(
t∩g
(1)
0
)∗
is nonzero. (Such a form
can be obtained by mod p reduction of the W -invariant form used
in the tables at the end of [Bou1].)
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Weight vectors in g will be relative to the toral subalgebra t. Let
gλi = {x ∈ gi | [t, x] = λ(t)x for all t ∈ t} denote the weight space in gi
corresponding to λ ∈ t∗. Let ̟1, . . . ,̟m be the fundamental weights rela-
tive to our system of simple roots ∆ so that ̟i(hαj ) = 〈̟i, αj〉 = δi,j. Then
any weight of t is a linear combination of the ̟i’s.
The classical Lie algebras of types Am and Cm play a special role in what
follows. Often we identify an algebra of type Am with sl(V ) (or sl(V ) modulo
its center) and an algebra of type Cm with sp(V ) ⊆ sl(V ). In the A-case,
the natural module V has dimension m+ 1 and weights εi (1 ≤ i ≤ m+ 1)
relative to the toral subalgebra of diagonal matrices, where εi denotes the
projection of a matrix onto its (i, i)-entry. Thus, ε1 + · · · + εm+1 = 0 on
sl(V ), and the weights of V are ̟1,̟2 −̟1, . . . ,̟m −̟m−1,−̟m in the
language of the fundamental weights. In the C-case, V has dimension 2m
and weights ±εi (1 ≤ i ≤ m), or in terms of the fundamental weights,
±̟1,±(̟2−̟1), . . . ,±(̟m−̟m−1). We will adopt the notation in [Bou1]
giving the expressions for the roots in terms of the weights εi whenever we
consider the root systems of type Am and Cm. Thus for type Am, we have
(4.1)
Φ = {εi − εj | 1 ≤ i, j ≤ m+ 1, i 6= j},
∆ = {αi = εi − εi+1 | 1 ≤ i ≤ m},
and for type Cm, m ≥ 2,
(4.2)
Φ = {±εi ± εj | 1 ≤ i, j ≤ m},
∆ = {αi = εi − εi+1 | 1 ≤ i ≤ m− 1} ∪ {αm = 2εm}.
(Compare the discussion in Section 2.1.) The module V has a unique highest
weight, namely ̟1, (relative to the usual partial order in which ν ≤ µ if
µ − ν =
∑m
i=1 kiαi, where ki ∈ N for all i), and a unique lowest weight,
which is −̟m in the Am-case and is −̟1 in the Cm-case. We use the term
standard representation to refer to either V or its dual module V ∗. In the
Cm-case, V is isomorphic to V
∗, but this is not true in the Am-case, since
V ∗ has highest weight ̟m and lowest weight −̟1.
4.2. Brackets of weight vectors in opposite gradation spaces
Here we obtain information about the weights of certain pairs of weight
vectors lying in homogeneous spaces of opposite degree. This information
will later help us to analyze the root structure of g0 and the structure of the
g0-module g−1.
Lemma 4.3. Suppose for i 6= 0 that there are weight vectors xλ ∈ g
λ
−i
and xγ ∈ g
γ
i corresponding to weights λ, γ ∈ t
∗, which satisfy the following
conditions:
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[xλ, xγ ] = e−δ, [xλ, eδ ] = 0 = [xγ , e−δ ] for some δ ∈ Φ.
Then either λ(hδ) = 1 or λ(hδ) = 0.
Proof. Assume that λ(hδ)(λ(hδ)− 1) 6= 0 and set
e1 = [xγ , eδ ], e2 = [[[xγ , eδ], eδ ], eδ ], f1 = xλ
f2 =
(
λ(hδ)(λ(hδ)− 1)
)−1
[[xλ, e−δ], e−δ ]]
If ξ :=
(
λ(hδ)(λ(hδ)− 1)
)−1
, then calculation shows that
[e1, f1] = [[xγ , xλ], eδ] = hδ
[e1, f2] ∈ F
[[
xγ , [[xλ, e−δ], e−δ ]
]
, eδ
]
+ F
[
xγ ,
[
eδ, [[xλ, e−δ], e−δ ]
]]
⊆ F[xγ , [xλ, e−δ ]] = 0
[e2, f1] = [[[[xγ , xλ], eδ ], eδ ], eδ ] = 0
[e2, f2] = ξ
(
XγE
3
δ − 3EδXγE
2
δ + 3E
2
δXγEδ − E
3
δXγ
)(
[[xλ, e−δ ], e−δ]
)
= −3ξEδXγE
2
δ
(
[[xλ, e−δ ], e−δ]
)
= −6EδXγ(xλ) = 6hδ ,
where Eδ = ad eδ and Xγ = adxγ . Furthermore, since e1 = [xγ , eδ ] and
λ = −(γ + δ),
[hδ, e1] = −λ(hδ)e1, [hδ, e2] = (−λ(hδ) + 4)e2
[hδ, f1] = λ(hδ)f1, [hδ, f2] = (λ(hδ)− 4)f2.
Since λ(hδ) 6= 0, this contradicts Theorem 3.7, which we apply by replacing
hδ by −2(λ(hδ))
−1hδ and f2 by
1
6f2. 
4.3. Determining g0 and its representation on g−1
Under a few additional assumptions, we are able to prove here that the
commutator g
(1)
0 must be of type Am or Cm, and that the representation of
g
(1)
0 on g−1 is a standard representation.
Theorem 4.4. Under hypotheses (1)-(2) of Section 4.1, suppose that
there exist a b+-primitive vector fΛ ∈ g−1 of weight Λ and a b
−-primitive
vector eΓ ∈ g1 of weight Γ such that
(i) [fΛ, eΓ] = e−α for some α ∈ Φ;
(ii) Λ(t[i]) 6= 0 for all i = 1, . . . , ℓ if α ∈ Φ+, and Γ(t[i]) 6= 0 for all
i = 1, . . . , ℓ if α ∈ Φ−.
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Then the commutator ideal g
(1)
0 of g0 consists of a single summand, which
is of type Am or Cm. Moreover, if α ∈ Φ
+, then α is the highest root of Φ,
and Λ is the highest weight of a standard representation of g
(1)
0 . If α ∈ Φ
−,
then α is the lowest root of Φ and Γ is the lowest weight of a standard
representation of g
(1)
0 .
Remark 4.5. The condition Λ(t[i]) 6= 0 for any i = 1, . . . , ℓ holds
automatically when g−1 is an irreducible g0-module and g is transitive. In-
deed, if Λ(t[i]) = 0 for some i, then [g
[i]
0 , f
Λ] = 0, because in this case
g−1 is a completely reducible g
[i]
0 -module with all composition factors be-
ing simple modules generated by b+-primitive vectors of weight zero. Then
g−1 =
∑
j 6=i U
(
g
[j]
0
)
fΛ by irreducibility. But this implies g−1 is annihilated
by g
[i]
0 , which contradicts transitivity.
Proof. It suffices to prove the result when α ∈ Φ+, for the argument in the
case α ∈ Φ− is completely symmetrical and uses the hypothesis Γ(t[i]) 6= 0
for any i.
First we assume that α is a highest root of Φ, hence a highest root of
some summand g
[k]
0 , and we show that then g
(1)
0 is of type Am or Cm and Λ is
the highest weight of a standard representation of g
(1)
0 . We begin by proving
that Λ(hα) 6= 0. Indeed, suppose Λ(hα) = 0. If g
[k]
0 is isomorphic to sl2,
then Λ(t[k]) = 0, contrary to assumption. Therefore, we may assume that
the rank of g
[k]
0 is ≥ 2 and may choose β ∈ Φ
+ \ {α} such that (α, β) > 0.
Then [eα, e−β] 6= 0 in g0. Consider the weight vectors
xλ = [f
Λ, e−β ], xγ = [e
Γ, eβ ], e−δ = (Γ + α)(hβ)e−α = −Λ(hβ)e−α.
Since fΛ is a b+-primitive vector of weight Λ, and eΓ is a b−-primitive vector
of weight Γ, and Λ + Γ = −α, a lowest root, we have
[xλ, xγ ] =
[
[fΛ, e−β], [e
Γ, eβ ]
]
= [[[fΛ, e−β ], e
Γ], eβ] + [e
Γ, [[fΛ, e−β], eβ ]]
= −[eΓ, [fΛ, [eβ , e−β ]]
= Λ(hβ)[e
Γ, fΛ] = −Λ(hβ)e−α = e−δ.
In addition, since δ = α, the highest root of g
(1)
0 ,
[xλ, eδ] = 0 = [xγ , e−δ].
Therefore, Lemma 4.3 applies and gives λ(hδ) = (Λ−β)(hα) = 0 or 1. Since
we are assuming that Λ(hα) = 0, this forces β(hα) = 0 or β(hα) = −1. But
β(hα) ∈ {0, 1, 2, 3} as α is a highest root of Φ. Therefore, β(hα) = 0, which
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implies (β, α) = 0, a contradiction to our choice of β. We conclude that
Λ(hα) 6= 0. But then applying Lemma 4.3 to the weight vectors f
Λ, eΓ and
e−α gives Λ(hα) = 1.
Our next goal is to prove that Λ(hβ) = 0 for any β ∈ Φ
+ such that
α − β 6∈ Φ. Indeed, if on the contrary, Λ(hβ) 6= 0 for some β ∈ Φ
+ with
α− β 6∈ Φ, we may consider the elements:
e1 = [e
Γ, eα], e2 = [[e
Γ, eα], eβ ],
f1 = f
Λ, f2 = −Λ(hβ)
−1[fΛ, e−β ], h = hα.
Then because α− β 6∈ Φ (so that [e−β, eα] = 0) and α is a highest root, we
have α(hβ) = 0, and hence β(hα) = 0. Moreover, since Γ + α = −Λ and f
Λ
(resp. eΓ) is a b+-primitive vector of weight Λ (resp. b−-primitive vector of
weight Γ), we have the following relations:
[e1, f1] = hα = h,
[e1, f2] = −Λ(hβ)
−1[[eΓ, eα], [f
Λ, e−β ]]
= −Λ(hβ)
−1
(
[[[eΓ, eα], f
Λ], e−β ] + [f
Λ, [[eΓ, eα], e−β ]]
)
= 0
[e2, f1] = [[[e
Γ, fΛ], eα], eβ ] = β(hα)eβ = 0,
[e2, f2] = Λ(hβ)
−1[[fΛ, [e−β , [[e
Γ, eα], eβ ]]
= Λ(hβ)
−1(Γ + α)(hβ)[f
Λ, [eΓ, eα]] = hα = h.
Furthermore, since Λ(hα) = 1, Γ + α = −Λ, and β(hα) = 0, we have
[h, ei] = −ei [h, fi] = fi, i = 1, 2.
These calculations show that the elements h′ = −2h, e′i = ei, f
′
i = −2fi, for
i = 1, 2, satisfy all the conditions of Theorem 3.7 and so generate an infinite-
dimensional algebra. Since g is finite-dimensional, this is impossible. Hence
Λ(hβ) = 0 for any β ∈ Φ
+ such that α− β 6∈ Φ.
Take a simple root αn in Φ
[i] for some i 6= k. Since α−αn 6∈ Φ, we have
Λ(hαn) = 0 by what we have just shown. But Λ(t
[i]) 6= 0 for all i = 1, . . . , ℓ.
Consequently, Φ must be an irreducible root system.
If β is a simple root for which α−β ∈ Φ and α−2β 6∈ Φ, then necessarily
β ∈ Φ[k] and α− β ∈ (Φ[k])+. In this case, set
xλ = f
Λ, xγ = [e
Γ, eα−β ].
Then [xλ, eβ] = 0 = [xγ , e−β]. Moreover,
[xλ, xγ ] = [[f
Λ, eΓ], eα−β ] = [e−α, eα−β ] = ζe−β
for some ζ 6= 0. Thus, Λ(hβ) = 0 or Λ(hβ) = 1 by Lemma 4.3 for such a
root β.
Let α =
∑m
i=1 kiαi. Examination of the root systems (see 4.5) shows
that when Φ 6= Am or Cm, there exists j ∈ {1, . . . ,m} such that
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(i) α− αj ∈ Φ,
(ii) α− 2αj 6∈ Φ,
(iii) (α,α) = (αj , αj),
(iv) kj = 2
(v) α− αi 6∈ Φ for all i ∈ {1, . . . ,m} such that i 6= j.
Then by (v) and what we have shown, Λ(hαi) = 0 for i 6= j. Since g−1
is not a trivial g
(1)
0 -module, we obtain from the preceding paragraph that
Λ(hαj ) = 1. But then in view of Theorem 2.3 we have that
Λ(hα) = Λ
( n∑
i=1
〈̟i, α〉hαi
)
= 〈̟j , α〉Λ(hαj ) = kjΛ(hαj ) = kj = 2,
contradicting the fact that Λ(hα) = 1. It must be then that Φ = Am or
Φ = Cm.
If Φ = Cm, then α = 2ε1 and α − αi 6∈ Φ for i > 1, so that Λ(hαi) = 0
for i 6= 1. (We are assuming the standard indexing of the simple roots as
in 4.2.) Thus, Λ = a̟1 and αj = α1. But since (α,α) = 2(α1, α1), k1 = 2,
and Λ(hα) = 1, we have using (2.1) that
1 = Λ(hα) = a〈̟1, α〉 = a
2(̟1, α)
(α,α)
= a
4(̟1, α1)
2(α1, α1)
= a〈̟1, α1〉 = a,
so we can conclude that Λ = ̟1.
For Φ = Am, we have α = ε1−εm+1 = α1+· · ·+αm; α−α1, α−αm ∈ Φ;
α − 2α1 6∈ Φ, α − 2αm 6∈ Φ; and α − αi 6∈ Φ for i ∈ {2, . . . ,m − 1}. This
forces Λ = a1̟1+am̟m. However, since 1 = Λ(hα) = a1+am, we see that
Λ = ̟1 or Λ = ̟m.
The proof of Theorem 4.4 in the case that α ∈ Φ+ will be complete once
we show that α is a highest root of Φ. Let g˜ denote the graded subalgebra
of g generated by fΛ, g0, and e
Γ. Set g˜i = gi ∩ g˜. Let J be the sum of all
graded ideals of g˜ having zero intersection with the local part g˜−1⊕ g0⊕ g˜1,
and set g = g˜/J . Clearly g =
⊕r′
i=−q′ gi is a graded Lie algebra satisfying
all the hypotheses of Theorem 4.4. Indeed, we can identify g0 with g0 and
g±1 with g±1, as J intersects the local part trivially. The ideals A
− and A+
(see Proposition 1.39) must be contained in J . As a result, the following
conditions hold:
(a) If [x, g−1] = 0 for some x ∈ gi, i ≥ 0, then x = 0.
(b) If [x, g1] = 0 for some x ∈ gi, i ≤ 0, then x = 0.
Thus, in what follows we will assume that g = g, and hence that g
is generated by g0, f
Λ, eΓ, that g is transitive and 1-transitive (but not
necessarily irreducible), and that there exists β ∈ ∆ for which [eα, eβ ] 6= 0
(as otherwise α is a highest root, and we are done). Again we suppose that
Φ[k] is the irreducible component of the root system Φ containing α. As
before, applying Lemma 4.3 to the weight vectors fΛ, eΓ and e−α we get
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Λ(hα) = 0 or Λ(hα) = 1. In either case, Γ(hα) = −(Λ + α)(hα) 6= 0 since
p > 3.
Put V−1 = U(n
−)fΛ and V1 = U(n
+) eΓ. For i ≥ 2, define V±i inductively
by setting V±i = [V±1, V±(i−1)]. Each Vi is a g0-submodule of gi, and the
graded subspace I := g0 ⊕
∑
i 6=0 Vi is invariant under the endomorphisms
ad fΛ and ad eΓ. Therefore, I is an ideal of g containing fΛ, eΓ, and g0.
But then I = g, yielding g−1 = U(n
−)fΛ.
Set fΛ
′
= [[e−β , f
Λ], fΛ] and eΓ
′
= [[eα, e
Γ], eΓ], and let FΛ = ad fΛ and
E−β = ad e−β denote the adjoint mappings. Then since β+α is a root, and
twice a root is never a root, we must have β 6= α and
[fΛ
′
, eΓ
′
] =
(
(FΛ)2E−β − 2F
ΛE−βF
Λ + E−β(F
Λ)2
)(
[[eα, e
Γ], eΓ]
)
= E−β(F
Λ)2
(
[[eα, e
Γ], eΓ]
)
= 2E−βF
Λ
(
[[eα, e−α], e
Γ]
)
= 2Γ(hα)[e−β , e−α].
As β ∈ ∆, it can be easily checked that fΛ
′
∈ g−2 is a b
+-primitive vector
of weight Λ′. We claim that eΓ
′
∈ g2 is a b
−-primitive vector of weight Γ′.
Indeed, if this were not true, then there would be a sequence Fi1 , . . . , Fin
of length n ≥ 1, where Fi = ad e−αi , such that e
′ := Fi1 · · ·Fine
Γ′ 6= 0 and
[n−, e′] = 0. But
e′ = [[Fi1 · · ·Fineα , e
Γ], eΓ]
implies 0 6= e′ = ξ[[eσ, e
Γ], eΓ] for some ξ ∈ F× and σ ∈ Φ+. Since n ≥ 1, we
must have
[fΛ, e′] = 2ξ[[eσ , e−α], e
Γ] = 0.
Since g−1 = U(n
−)fΛ, this yields [e′, g−1] = 0, contradicting transitivity and
proving the claim.
Next we demonstrate that (2Λ − β)(t[k]) 6= 0. Assume that θ is any
positive root for which [e−α, e−θ] 6= 0. Set
xλ = [e−θ, f
Λ], xγ = e
Γ, e−δ = [e−α, e−θ].
An easy calculation shows that these weight vectors satisfy all the conditions
of Lemma 4.3. Therefore, (Λ − θ)(hα+θ) ∈ {0, 1}. Setting θ = β, we get
(Λ − β)(hα+β) ∈ {0, 1}. If (2Λ − β)(t
[k]) = 0, then in particular 12β(hα) =
Λ(hα) ∈ {0, 1} and 1 =
1
2β(hβ) = Λ(hβ). If (α, β) = 0, then
(Λ− β)(hα+β) = −
1
2β(hα+β)
= −
(β, α + β)
(α+ β, α+ β)
= −
(β, β)
(α+ β, α+ β)
∈ {0, 1}.
This forces (α + β, α + β) = −(β, β), contradicting the assumption p > 3.
Hence it must be that (α, β) 6= 0 and Λ(hα) =
1
2β(hα) = 1. This implies
104 4. THE NONCONTRAGREDIENT CASE
that (β, α) = (α,α) so that (β, α + β) = (α,α) + (β, β) 6= 0. Consequently,
(Λ−β)(hα+β) = −
(β, α + β)
(α+ β, α + β)
= 1. This means that 2(α,α)+(β, β) ≡ 0
mod p. If α is a long root, then β(hα) ∈ {−1, 0, 1} (see [Bou1]). However,
we know that β(hα) = 2. As p > 3, we conclude α is a short root. Then
from the relation 2(α,α) + (β, β) ≡ 0 it follows that only the case that
p = 5 and Φ[k] is of type G2 is possible. We assume that the elements of
the base {α1, α2} of G2 are numbered so α1 is short and α2 is long. Since
β is simple and long, it must be that β = α2. Then from the fact that
α is a short positive root, and α + β ∈ Φ[k], we see that α = α1. Set
θ = α1 + α2. Then [e−α, e−θ] 6= 0, Λ(hα+θ) =
1
2α2(h2α1+α2) = 0, and
θ(hα+θ) = (α1 +α2)(h2α1+α2) = 1. Therefore, (Λ− θ)(hα+θ) = −1 6∈ {0, 1}.
Thus, we have proved that (2Λ− β)(t[k]) 6= 0, that fΛ
′
is a b+-primitive
vector, and that eΓ
′
is a b−-primitive vector. Hence, after scaling eΓ
′
by a
suitable scalar factor if necessary so that [fΛ
′
, eΓ
′
] = e−α−β , we have that
the triple (fΛ
′
, g0, e
Γ′) satisfies all the conditions of Theorem 4.4. Repeating
the argument with this new triple, we will eventually arrive at the highest
root of Φ[k]. Thus, we may assume that α+β is the highest root of Φ[k], and
that [fΛ
′
, eΓ
′
] = e−α−β. Applying the previous part of the proof to the triple
(fΛ
′
, g0, e
Γ′), we obtain that Φ = Φ[k], and either Φ = Am, Λ
′ ∈ {̟1,̟m},
or else Φ = Cm, Λ
′ = ̟1.
We adopt the notation in (4.1) and (4.2). Let Φ = Cm, m ≥ 2. Then
α+ β = 2ε1, and since β ∈ ∆, β = ε1 − ε2 and α = ε1 + ε2. Because Λ
′ =
2Λ − β = ̟1 = ε1 in this case, we obtain 2Λ(hα) = 1. But Λ(hα) ∈ {0, 1}
by our previous considerations. This shows that the case Φ = Cm cannot
occur; i.e., there cannot be any such β, so that α must be the highest root.
Now suppose that Φ = Am and Λ
′ = 2Λ − β = ̟1 = ε1. Since we are
assuming α ∈ Φ+ is not the highest root, we have m ≥ 2. As α + β =
α1 + · · · + αm, β ∈ ∆, and α ∈ Φ, it must be β = α1 or β = αm. Then
Λ(hα) ∈ {0, 1} forces β = αm, Λ(hα+β) = 1, and Λ(hα) = 0. Set
xλ′ = [[[e−β , f
Λ], fΛ], fΛ], xγ′ = [[[[e
Γ, eα], eα], e
Γ], eΓ],
e−δ′ = −8[e−β , e−α].
Then
[xλ′ , xγ′ ] =
( 3∑
j=0
(−1)j
(
3
j
)
(FΛ)jE−β(F
Λ)3−j
)(
[[[[eΓ, eα], eα], e
Γ], eΓ]
)
= E−β(F
Λ)3
(
[[[[eΓ, eα], eα], e
Γ], eΓ]
)
= E−β(F
Λ)2
(
[[[[e−α, eα], eα], e
Γ], eΓ] + 2[[[[eΓ, eα], eα], e−α], e
Γ]
)
= (−4Γ− 3α)(hα)E−β(F
Λ)2([[eα, e
Γ], eΓ])
= (2Γ)(hα)(4Λ + α)(hα)[e−β , e−α] = −8[e−β , e−α],
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because Λ+Γ = −α and Λ(hα) = 0. The relations [xλ′ , eδ′ ] = [xγ′ , e−δ′ ] = 0
are easy to verify. Applying Lemma 4.3, we get that (3Λ−β)(hα+β) ∈ {0, 1}.
But it follows from the above calculation that (3Λ − β)(hα+β) = 2. This
shows that the case we are considering (Φ = Am, Λ
′ = ̟1) cannot occur.
The case Φ = Am,m ≥ 2, Λ
′ = ̟m can be handled similarly. This completes
the proof of Theorem 4.4. 
4.4. Additional assumptions
In the remainder of the chapter, we will often impose some or all of the
following conditions in addition to our blanket assumptions (1)-(2).
(3) g−1 is an irreducible g0-module;
(4) g is transitive (1.2);
(5) g is 1-transitive (1.3);
(6) g1 is a faithful g0-module.
Remark 4.6. When g is a graded Lie algebra satisfying constraints (1)-
(4) along with (6), then [g1, g−1] 6= 0 by transitivity. Since g0 is assumed
to act faithfully on g1, we have [[g1, g−1], g1] 6= 0. Thus all the hypotheses
of Theorem 1.63 hold, so g−1 is a restricted g
(1)
0 -module. Condition (5) (1-
transitivity) implies (6), so whenever constraints (1)-(5) are assumed (as in
the statement of the Main Theorem, for example), g−1 must be a restricted
g
(1)
0 -module.
4.5. Computing weights of b−-primitive vectors in g1
In Remark 4.5, we have argued that when g is transitive and g−1 is irre-
ducible, one of the hypotheses of Theorem 4.4 holds automatically–namely,
Λ(t[i]) 6= 0 for all i whenever Λ is the weight of a b+-primitive vector of g−1.
Here we show that under a few additional assumptions on the g0-module
g−1, the other assumption in Theorem 4.4 holds as well; Γ(t
[i]) 6= 0 for all i
whenever Γ is the weight of a b−-primitive vector of g1.
Theorem 4.7. Let g be a graded Lie algebra satisfying conditions (1)-
(4), and assume g−1 is a restricted g
(1)
0 -module with a b
+-primitive vector
of weight Λ. Suppose also that g1 contains an irreducible g0-submodule gen-
erated by a b−-primitive vector e−Λ corresponding to the weight −Λ ∈ t∗.
Then the following hold:
(i) Γ(t[i]) 6= 0, i = 1, . . . , ℓ whenever g1 has a b
−-primitive vector of
weight Γ;
(ii) If all b−-primitive vectors of g1 have weight −Λ, then g1 is an
irreducible g
(1)
0 -module.
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Proof. Given a linear function ψ on t we denote by ψ[i] the restriction of
ψ to t[i] ∩ g
(1)
0 . Assume e
Γ ∈ g1 is a b
−-primitive vector of weight Γ with
Γ(t[k]) = 0 for some k. As g is transitive, we can regard g1 as a submodule
of Hom(g−1, g0) ∼= g
∗
−1 ⊗ g0. In particular, g1 is a restricted g
(1)
0 -module.
Let fΛ be a b+-primitive vector of g−1 corresponding to the weight Λ. By
transitivity and irreducibility, we have from Remark 4.5 that Λ(t[i]) 6= 0 for
any i, so Γ 6= −Λ. Then by transitivity, [fΛ, eΓ] = ζe−α for some ζ ∈ F×
and some α ∈ Φ. It follows that Λ[k] is a root of
(
g
[k]
0
)(1)
.
According to Theorem 3.21, the subalgebra g˜ generated by fΛ, g0, and
e−Λ modulo its Weisfeiler radicalM(g˜) is isomorphic to a classical Lie algebra
with a standard grading. Let ∆˜ = ∆ ∪ {−Λ} be the canonical base for the
root system of the classical Lie algebra g˜/M(g˜). Using the Dynkin diagrams
in [Bou1], it is straightforward to see that Λ[i] is a minuscule weight (see
Section 2.2) of the root system Φ[i] except in the following cases:
(I) Φ = Φ[1] ∪ Φ[2] where Φ[1] = Am−1, Λ
[1] = ̟
[1]
m−1, Φ
[2] = A1, Λ
[2] =
2̟
[2]
1 , and the resulting root system is of type Bm+1,
(4.8) ◦ ◦ · · · ◦ • ◦............................ ............................ ............................ ........................................................>............................
α1 α2 αm−1 −Λ αm
(m ≥ 1)
(II) Φ = Φ[1] = Am, Λ
[1] = 2̟m, and the resulting root system is of
type Cm+1,
(4.9) ◦ ◦ · · · ◦ ◦ •............................ ............................ ............................ ........................................................<............................
α1 α2 αm−1 αm −Λ
(m ≥ 2)
(III) Φ = Φ[1] ∪ Φ[2] where Φ[1] =A1, Λ
[1] = ̟
[1]
1 , Φ
[2] = A2, Λ
[2] = 2̟
[2]
1 ,
and the resulting root system is of type F4,
(4.10) ◦ • ◦ ◦............................ ........................................................ ............................>
α1 −Λ α2 α3
(IV) Φ = Φ[1] = A1, Λ
[1] = 3̟1, and the resulting root system is of type
G2,
(4.11) ◦ •
............................
............................
............................<
α1 −Λ
(V) Φ = Φ[1] = C3, Λ
[1] = ̟3, and the resulting root system is of type
F4,
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(4.12) ◦ ◦ ◦ •............................ ........................................................ ............................<
α1 α2 α3 −Λ
If Λ[k] is a minuscule weight, then Λ[k](hγ) ∈ {−1, 0, 1} for all γ ∈ Φ
[k].
Since γ(hγ) = 2, this implies that Λ
[k] it is not a root of
(
g
[k]
0
)(1)
, contrary
to our earlier remarks. Thus, Λ[k] is not minuscule, and hence it remains to
handle Cases (I)– (V).
We can rule out Case (II), since here Φ = Φ[1] = Am and Λ
[1] = 2̟m is
not a root of
(
g[1]
)(1)
for m ≥ 2. In Case (III), Φ = Φ[1] ∪Φ[2], where Φ[1] =
A1 and Φ
[2] = A2, and Λ
[1] = ̟
[1]
1 , Λ
[2] = 2̟
[2]
1 . Hence, Λ
[i] is not a root of(
g[i]
)(1)
for i = 1, 2. Likewise in Case (V), Φ = Φ[1] = C3, and ̟3 is not a
root of
(
g[1]
)(1)
.
In Case (I), if m ≥ 2, then Φ = Φ[1] ∪ Φ[2], where Φ[1] = Am−1, Φ
[2] =
A1, Λ
[1] = ̟
[1]
m−1, and Λ
[2] = 2̟
[2]
1 . If the root α in the first paragraph of
the proof belongs to Φ+, then since Λ[i] 6= 0 for i = 1, 2, Theorem 4.4 applies
and gives that Φ is irreducible. Since this is false, we must have α ∈ Φ−.
If Γ(t[1]) = 0, then Λ[1] is a root of
(
g[1]
)(1)
, contradicting the fact that Λ[1]
is a minuscule weight for Φ[1]. Hence, we may assume Γ(t[2]) = 0, so that
α = −α
[2]
1 . (It is easy to check that α = −α
[2]
1 also holds when m = 1.) But
then
[eΓ, [fΛ, [fΛ, eα]]] = −2ζ[f
Λ, [e−α, eα]] = 4ζf
Λ 6= 0,
where ζ is as in the first paragraph of the proof, which implies [fΛ, [fΛ, eα]] 6=
0. On the other hand, fΛ corresponds to a long root of g˜0, and (ad f
Λ)2(g˜0) =
FfΛ ⊆ g−1. As [[fΛ, [fΛ, eα]] ∈ g−2, this shows that Case (I) cannot occur.
In Case (IV), we have Φ = Φ[1] = A1, Λ
[1] = 3̟1, and the resulting root
system is of type G2. Then α = ±α1. If α = α1, then Theorem 4.4 gives
Λ = ̟1 (the highest weight of the natural module), which is false. Hence
α = −α1. But in this case, Γ
[1] = α1 − Λ = −̟1, and Γ(t) 6= 0. This
completes the proof of part (i).
From now on we assume that all b−-primitive vectors of g1 have weight
−Λ. Set L = g˜/M(g˜). It follows from Theorem 3.21 that G˜ := Aut(L)◦ is
a simple algebraic group (of adjoint type), and adL ∼= L is a G˜-stable ideal
of codimension ≤ 1 in Lie(G˜) = Der(L) (the equality Lie(G˜) = L holds if
and only if L 6∼= pslkp). There exists a homomorphism of algebraic groups
φ : F× → G˜ such that for all i ∈ Z we have
Li =
(
g˜/M(g˜)
)
i
= {x ∈ L | φ(t)(x) = ti x for all t ∈ F×}
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(see the proof of Theorem 3.21 for more detail). Let G˜0 be the centralizer in
G˜ of the one-dimensional torus φ(F×). This is a connected, reductive sub-
group of G˜0, and it is immediate from [Bo, Sec. 9.4] that Lie(G˜0) consists
of all derivations of L commuting with φ(F×). Since φ(F×) acts trivially
on Lie(G˜)/adL, the Lie algebra g0 ∼=
(
g˜/M(g˜)
)
0
∼= adL(L0) can be iden-
tified with a G˜0-stable ideal of codimension ≤ 1 in Lie(G˜0). Moreover,
(Lie(G˜0))
(1) ∼= g
(1)
0 as Lie algebras. Identifying the g0-module L−1 with g−1,
we see that the adjoint action of g0 on g0 and g−1 is induced by the differ-
ential of the (rational) action of G˜0 on L. There exist maximal unipotent
subgroups N± and a maximal torus T˜ in G˜0 such that Lie(N
±) = n± and
Lie(T˜ ) ⊇ t.
Let G0 be the derived subgroup of G˜0, and set T = T˜ ∩ G0. It follows
from the general theory of algebraic groups that G0 is semisimple (but not
necessarily simply connected), that T is a maximal torus of G0, and that
G˜0 = G0 · Z(G˜0)
◦; see [Bo], for example. Note that N± ⊂ G0, and g
(1)
0 =
(Lie(G˜0))
(1) = (Lie(G0))
(1). Let Ĝ0 be the simply connected cover ofG0. It is
well-known that there exists a surjective homomorphism of algebraic groups
ι : Ĝ0 → G0 whose kernel is finite (and central in Ĝ0) and whose restriction
to any maximal unipotent subgroup Û of Ĝ0 induces an isomorphism of
algebraic groups Û
∼
→ ι(Û). It is straightforward to see that ker(dι)e ⊆
Z
(
Lie(G0)
)
. The inverse image T̂ := ι−1(T ) is a maximal torus of Ĝ0.
Since Ĝ0 is simply connected, the Lie algebra Lie(Ĝ0) is generated by root
vectors relative to T̂ ( this is due to the fact that T̂ has the smallest possible
group of rational cocharacters). As sl2 is simple for p > 2, we then have
(Lie(Ĝ0))
(1) = Lie(Ĝ0). In conjunction with our earlier remarks, this shows
that (dι)e maps Lie(Ĝ) onto g
(1)
0 . As a consequence, the adjoint action of
g
(1)
0 on g−1 and g0 is induced by the differential of a rational action on
g−1 ⊕ g0 of the semisimple, simply connected group Ĝ0. We retain our
notation associated with the lattice of weights of T̂ .
To prove that g1 is irreducible, we identify it with a g
(1)
0 -submodule of
Hom(g−1, g0). By the preceding remark, the action of g0 on Hom(g−1, g0)
∼= g∗−1 ⊗ g0 is induced by the differential of the natural rational action of
Ĝ0 on Hom(g−1, g0). Since ι(Ĝ0) = G0 and G˜0 = G0 ·Z(G˜)
◦, the Ĝ0-module
g−1 is irreducible. We denote by λ the maximal weight of the representation
of Ĝ0 on g−1. By the above discussion, (dι)e sends Lie(T̂ ) onto t ∩ g
(1)
0 .
To simplify notation we will identify t ∩ g
(1)
0 with Lie(T̂ )/ ker(dι)e. As Ĝ0
is simply connected, the differential map d: X(T̂ ) → Lie(T̂ )∗, ν 7→ (dν)e,
has kernel pX(T̂ ) and induces an isomorphism
(
X(T̂ )/pX(T̂ )
)
⊗Z F
∼
−→
Lie(T̂ )∗. As dλ vanishes on ker(dι)e, we may regard it as a linear function on
t∩g
(1)
0 . Note that λ ∈ X1(T̂ ), because g−1 is an irreducible g
(1)
0 -module (see
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Remark 1.70 and Proposition 2.13). Since dλ is the weight of a b+-primitive
vector in the g
(1)
0 -module g−1, it must coincide with the restriction of Λ to
t ∩ g
(1)
0 .
Suppose Λ[k] is a minuscule weight for all k ∈ {1, . . . , ℓ}. Then λ is a
minuscule weight of X(T̂ ), which means that X
(
Hom(g−1, g0)
)
= X ′ ∪X ′′
where X ′ = {−wλ | w ∈ W} and X ′′ = {−wλ + γ | w ∈ W, γ ∈ Φ} (here
W = N
Ĝ0
(T )/Z
Ĝ0
(T ) is the Weyl group of Ĝ0). As Φ does not have any
components of type G2, this implies that
2(ν, γ)
(γ, γ)
∈ {0,±1,±2,±3} for any
ν ∈ X ′∪X ′′ and γ ∈ Φ. As p > 3, it follows that all dominant weights of the
Ĝ0-module Hom(g−1, g0) belong to X1(T̂ ). Hence Proposition 2.14 applies
and we obtain that g1 is Ĝ0-stable.
Let µ be a minimal weight of the Ĝ0-module g1. Then w0µ is a dominant
weight of g1, hence it belongs to X1(T̂ ). It follows that µ ∈ −X1(T̂ ). As
the weight component gµ1 consists of b
−-primitive vectors, the weight dµ
coincides with the restriction of −Λ to t ∩ g
(1)
0 . As −λ ∈ −X1(T̂ ) too, it
must be that µ = −λ.
Let ν ∈ X(g1). Then there exists w ∈ W such that wν ∈ −X(T )+.
Because X(g1) is W -stable, and −λ is the only minimal weight of g1, we
have that wν ≥ −λ. But then λ ≥ −wν with −wν ∈ X(T )+. As λ is
a minuscule weight, this implies wν = −λ. Hence all weights of g1 are
conjugate under W . If eµ and e−Λ are linearly independent vectors of gµ1 ,
then [fΛ, [te−Λ − eµ, fΛ]] 6= 0 for any t ∈ F, as te−Λ − eµ is a b−-primitive
vector, [te−Λ − eµ, fΛ] 6= 0, and the triple {fΛ, g0, te
−Λ − eµ} satisfies all
the conditions of Theorem 3.17). But [gµ1 , f
Λ] ⊆ t and [t, fΛ] = FfΛ. This
implies that [fΛ, [t0e
−Λ − eµ, fΛ]] = 0 for a suitable t0 ∈ F . Consequently,
dim gµ1 = 1.
Summarizing, we have that g1 is an irreducible Ĝ0-module with maximal
weight −w0λ. As −w0λ ∈ X1(T ), Proposition 2.13 shows that g1 remains
irreducible under the action of (dι)e
(
Lie(Ĝ0)
)
= g
(1)
0 . Therefore, if Λ
[k] is
minuscule for any k ∈ {1, . . . , ℓ}, then we have the desired conclusion that
g1 is an irreducible g
(1)
0 -module.
It remains to consider the case where the classical algebra L = g˜/M(g˜)
corresponds to one of the diagrams (I–V) pictured above. In Case (I), we
have that Φ = Φ[1] ∪ Φ[2] where Φ[1] = Am−1, Φ
[2] = A1, Λ
[1] = ̟
[1]
m−1, and
Λ[2] = 2̟
[2]
1 . (When m = 1, we assume that Φ
[1] = ∅ and Λ[1] = 0.) Since
λ ∈ X1(T̂ ), this yields λ = ̟
[1]
m−1 + 2̟
[2]
1 , where ̟
[1]
m−1 and ̟
[2]
1 are now
viewed as fundamental weights in X(T̂ ). In our situation, g−1 ∼= L(λ) ∼=
L
(
̟
[1]
m−1
)
⊗ L
(
2̟
[2]
m
)
, and Φ has the following Dynkin diagram:
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(4.13) ◦ ◦ · · · ◦ ◦ ◦............................ ............................ ............................ ............................
α1 α2 αm−2 αm−1 αm
Obviously, dimL(λ) = 3(m+1), and X(g−1) =Wλ∪W̟
[1]
m−1. As p > 3, it
is straightforward to see that all dominant weights of Hom(g−1, g0) belong
to X1(T̂ ). Applying Proposition 2.14 we now obtain that the subspace g1
is Ĝ0-stable. The above reasoning then shows that −λ is the only minimal
weight of the Ĝ0-module g1, and dim g
−λ
1 = 1. This, in turn, yields that λ is
the only maximal weight of the dual Ĝ0-module g
∗
1, and dim(g
∗
1)
λ = 1. Let
M be the Ĝ0-submodule of g
∗
1 generated by a nonzero element ξ ∈ (g
∗
1)
λ. If
M 6= g∗1, then
M⊥ = {x ∈ g1 | ψ(x) = 0 for all ψ ∈M}
is a nonzero Ĝ0-submodule of g1. As M
⊥ is Lie(Ĝ0)-stable, it contains a
b−-primitive vector. By our assumption, this forces M⊥ ∩ g−Λ1 6= 0. As
g−Λ1 = g
−λ
1 , we must have that g
−λ
1 ⊂ M
⊥. It follows that ξ(g−λ1 ) = 0.
But ξ(gν1) = 0 for all ν 6= −λ by the definition of (g
∗
1)
λ. Therefore, ξ = 0
contrary to our assumption.
As a result, g∗1 is generated by a b
+-primitive vector of weight λ. By
Proposition 2.15, there exists a surjective Ĝ0-module homomorphism ψ :
V (λ) → g∗1, where V (λ) is the Weyl module with maximal weight λ. In
our situation, V (λ) ∼= V
(
̟
[1]
m−1
)
⊗ V
(
2̟
[2]
1
)
∼= L(λ). This implies that in
Case (I), the g
(1)
0 -module g1 is irreducible. A similar argument also works
in Cases (II) and (III). (In seeing this, one should keep in mind that for
groups of type Am, the Weyl modules V (2̟1) and V (2̟m) are irreducible
provided p > 2.) In Case (V), we have Φ = Φ[1] = C3 and Λ
[1] = ̟
[1]
3 .
It is well-known that in this situation V
(
̟
[1]
3
)
∼= L
(
̟
[1]
3
)
for p > 2, and
X(g−1) = X
(
L(̟
[1]
3 )
)
= W̟
[1]
3 ∪W̟
[1]
1 . Direct verification shows that for
p > 3 all dominant weights of Hom(g−1, g0) are in X1(T̂ ). Reasoning as
above we derive again that g1 is an irreducible g
(1)
0 -module.
It remains to consider Case (IV). In this case, g0 ∼= gl2, Λ
[1] = 3̟1,
n− = Ff , and n+ = Fe. Hence, g−1 ∼= L(3) as g
(1)
0 -modules (here we
adopt the abbreviated notation L(k) for L(k̟1), 0 ≤ k ≤ p − 1). Since
g1 is a restricted g
(1)
0 -module, we have (ad f)
p(g1) = 0, while the above
reasoning yields dim
(
g1 ∩ ker ad f
)
= 1. As a consequence, the sl2-module
g1 is indecomposable of dimension ≤ p. Note that L(3) ∼= L(3)
∗ and g0 ∼=
L(2)⊕ F as g(1)0 -modules. Therefore,
g1 →֒ Hom(g−1, g0) ∼= L(3)⊕
(
L(2) ⊗ L(3)
)
.
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If p > 5, then the sl2-module L(2)⊗ L(3) is completely reducible; see [BO]
for example. But then g1 is irreducible, and we are done. So we may assume
that p = 5. Recall that the graded component g˜1 of g˜ is an irreducible g0-
module generated by a b−-primitive vector of weight −Λ. In our case, this
says that g˜1 ∼= L(3) as sl2-modules. If dim g1 < 5, then g1 = g˜1, because
dimL(3) = 4.
Suppose then that dim g1 = p = 5. As g˜1 ∼= L(3), the quotient module
g1/g˜1 is trivial. As the endomorphism (ad h)|g1 is semisimple, g1 contains
a nonzero weight vector of weight zero, u0 say. By transitivity, we have
[u0, g−1] 6= 0. Thus, g0 contains a nonzero weight vector with weight equal
to a weight of g−1. But we know that g−1 ∼= L(3) and g0 ∼= L(0) ⊕ L(2).
The h-eigenvalues of L(3) are 3, 1,−1, and −3, while the h-eigenvalues of
L(0)⊕L(2) are 2, 0, and −2. Since p = 5, it must be that either the bracket
of a b+-primitive vector v3 of g−1 with u0 is a nonzero scalar multiple of
f , or the bracket of a b−-primitive vector v−3 of g−1 with u0 is a nonzero
scalar multiple of e. For definiteness, we will assume that we are in the
former situation. The proof in the latter case is similar. We can assume
that
[v3, u0] = f.
Since v3 is a b
+-primitive vector of g−1, we have
h = [e, f ] = [e, [v3, u0]] = [v3, [e, u0]].
Set x−3 = [e, u0]. Then x−3 is an h-eigenvector in g1 with eigenvalue 2 ≡ −3
mod 5. It follows that x−3 ∈ g˜1. Since g˜1 ∼= L(3) as g
(1)
0 -modules, it must
be that [f, x−3] = 0. We thus have
h = [v3, x−3], [e, v3] = [f, x−3] = 0.
But then Theorem 3.7 shows that the subalgebra generated by
e1 := e, f1 := f,
e2 := x−3, f2 := v3,
is infinite dimensional. This shows that g1 = g˜1, completing the proof. 
Proposition 4.14. Assume g is a graded Lie algebra satisfying assump-
tions (1)-(4) and (6). Let eΓ ∈ g1 be a b
−-primitive vector corresponding to
a weight Γ 6= −Λ. Then Γ(t[i]) 6= 0 for all i = 1, . . . , ℓ.
Proof. Observe that g−1 is a restricted g0-module by Remark 4.6. The
irreducibility and transitivity of g imply that Z(g0) acts on g−1 as scalar
operators and this action is faithful. The transitivity of g allows us to
identify the g0-module g1 with a submodule of Hom(g−1, g0) ∼= g
∗
−1 ⊗ g0.
As a consequence, Z(g0) acts faithfully on g1.
Now suppose Γ(t[i]) = 0 for some i. Without loss of generality we may
assume i = 1. Since Z(g0) acts on g1 as scalar operators, we have Γ(z) 6= 0
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for any nonzero z ∈ Z(g0). Then Z(g0) ∩ g
[1]
0 = 0, showing that g
[1]
0 is
centerless (in particular, nonabelian). We denote by g0,1 the derived ideal
of g
[1]
0 . The above remark shows that g0,1 is classical simple. Let
g1 = QN ⊃ QN−1 ⊃ · · · ⊃ Q1 ⊃ Q0 = 0
be a composition series for the g0-module g1, and let Γk denote the weight of
a b−-primitive vector of Qk/Qk−1. Since g1 is a submodule of the restricted
g
(1)
0 -module g
∗
−1⊗g0, all the composition factors Qk/Qk−1 are irreducible, re-
stricted g
(1)
0 -modules. It follows that Qk/Qk−1 is a completely reducible g0,1-
module generated by b−-primitive vectors of weight Γk | t∩g0,1 . If Γk(t
[1]) = 0
for all k, then Qk/Qk−1 is a trivial g0,1-module for all k. However, if Qk−1
and Qk/Qk−1 are trivial g0,1-modules, then so is Qk. Indeed, for any v ∈ Qk,
we have x.v ∈ Qk−1 for all x ∈ g0,1. But then [x, y]v = x.(y.v)− y.(x.v) = 0
for all x, y ∈ g0,1 so that Qk is a trivial g0,1-module too, because g0,1 is a
simple Lie algebra. This would lead to g1 being a trivial g0,1-module, which
cannot happen since g1 is assumed to be a faithful g0-module. Consequently,
Γk(t
[1]) 6= 0 for some k. We may suppose that k is chosen so Γl(t
[1]) = 0 for
all l < k but Γk(t
[1]) 6= 0.
Let eΓk be a weight vector of Qk whose image in Qk/Qk−1 is a nonzero
b−-primitive vector. We claim that eΓk itself is a b−-primitive vector. First
note that Qk−1 is a trivial g
[1]
0 -module, so that µ(t
[1]) = 0 for any weight
µ of the g0-module Qk−1 (an immediate consequence of our choice of k).
This implies that [eθ, e
Γk ] = 0 for any θ ∈ (Φ[i])− with i > 1. Suppose that
u := [e−αj , e
Γk ] 6= 0 for some simple root αj of Φ
[1]. As u ∈ Qk−1 is a weight
vector corresponding to the weight Γk − αj , we have (Γk − αj)(t
[1]) = 0.
Further, [eθ, u] = [e−αj , [eθ, e
Γk ]] = 0 for any θ ∈ (Φ[i])− with i > 1. Thus,
[(n[i])−, u] = 0 for all i = 1, . . . , ℓ, which is to say that u is a b−-primitive
vector. Then it follows that [fΛ, u] 6= 0 by the transitivity of g. As Λ(t[1]) 6=
0 by transitivity (compare Remark 4.5), we have [fΛ, u] = ζeβ for some
ζ ∈ F× and β ∈ Φ[1]. Since u ∈ g[1]0 , which is centerless, and [eα, u] = 0
for any α ∈ (Φ[1])+, we see that β is the highest root of Φ[1]. Observe that
Λ + Γk = β + αj as functions on t. Since p > 3, the function β + αj ∈ t
∗ is
not a root of g
[1]
0 . Therefore, [f
Λ, eΓk ] = 0.
Now if [e−αl , e
Γk ] were nonzero for some l 6= j, the above argument would
yield Λ+Γk = β+αl, which would force αl = αj . Hence, [e−αl , e
Γk ] = 0 for
all l 6= j. Using that property and the fact that [e−αl , [e−αj , e
Γk ]] = 0 for all
l, it is easy to verify that [e−ν , e
Γk ] = 0 for all ν ∈ Φ+, ν 6= αj.
Suppose β 6= αj . Using the relations obtained, we get
[[[[fΛ, e−αj ], e−β ], e−β ], e
Γk ] = [[[fΛ, u], e−β ], e−β ]
= ζ[[eβ, e−β ], e−β ] = −2ζe−β 6= 0.
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This yields that [[[fΛ, e−αj ], e−β ], e−β ] 6= 0. Since g−1 is an irreducible
g0-module and f
Λ is a b+-primitive vector of g−1, the subspace P :=
U
(
(n[1])−
)
.fΛ ⊆ g−1 generated by f
Λ is an irreducible g
[1]
0 -module with
a (b[1])+-primitive vector of weight Λ[1] = Λ | t[1] . It follows from (Γk −
αj)(t
[1]) = 0 that Λ[1] = β. Since the Lie algebra g0,1 is simple, the g
[1]
0 -
modules g0,1 and P are isomorphic. Moreover, because β is a long root of
Φ[1], we must have
[[P, e−β ], e−β ] ⊆ P
−β (the − β weight space of P ).
However, this contradicts the fact that 0 6= [[[fΛ, e−αj ] , e−β ], e−β] ∈ P
−β−αj .
Consequently, the case β 6= αj cannot occur.
So let us suppose that β = αj. Then
[[[[fΛ, e−αj ], e−αj ], e−αj ], e
Γk ] = 3[[[fΛ, u], e−αj ], e−αj ]
= 3ζ[[eαj , e−αj ], e−αj ]
= −6ζe−αj 6= 0,
whence 0 6= [[[fΛ, e−αj ], e−αj ], e−αj ] ∈ P
−2β. But since P is isomorphic to
g0,1 as g
[1]
0 -modules, it is impossible for −2β to be a weight of P . This
contradiction establishes the claim that eΓk is a b−-primitive vector. As a
consequence, [fΛ, eΓk ] 6= 0 by the transitivity of g.
Suppose Γk = −Λ. Let g˜1 denote the g0-module generated by e
−Λ. If g˜1
is irreducible then Γ(t[1]) 6= 0 by Theorem 4.7 (i), contradicting our initial
assumption. Consequently, g˜1 ∩ Qk−1 6= 0. We may thus assume without
loss of generality that eΓ1 ∈ g˜1. For all positive roots α ∈ Φ
[1], choose
eα ∈ g
α
0 , e−α ∈ g
−α
0 , and hα ∈ t such that (eα, hα, e−α) form an sl2-triple
in g0,1. Recall that [e−α, e
Γ1 ] = 0 for all α ∈ Φ[1]. Since [fΛ, eΓ1 ] 6= 0 by
the transitivity of g and the definition of k which implies that eΓ1 has zero
g0,1-weight, the linear map ad e
Γ1 induces an isomorphism between the g
[1]
0 -
modules P and g0,1. Note that [f
Λ, eΓ1 ] = eβ , after rescaling eβ possibly.
Since g is transitive, Theorem 3.17 yields Λ(hΛ) 6= 0. Rescaling e
−Λ if
necessary we may assume that Λ(hΛ) = 2.
Suppose Φ[1] ∼= A1. Then the endomorphism
C := EβE−β + E−βEβ +
1
2
H2β
of g commutes with ad g0 and hence acts on g˜1 as µ id where
µ =
1
2
Λ(hβ)
2 + Λ(hβ) =
1
2
β(hβ)
2 + β(hβ) = 4.
But then 4eΓ1 = C(eΓ1) = 0, a contradiction. This shows that the rank of
the root system Φ[1] is ≥ 2.
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For α ∈ (Φ[1])+, set e1 = e−α, e2 = fΛ, f1 = eα, f2 = e−Λ. Clearly,
[ei, fj ] = 0 for i 6= j and [hi, ei] = 2ei, where i, j ∈ {1, 2}. Let kα denote the
subalgebra of g generated by ei, fi, i = 1, 2. Set h1 = −hα and h2 = hΛ.
Since h1 ∈ g0,1 we have Λ(h1) = −β(hα). The matrix Aα of the Lie algebra
kα has the form
(4.15) Aα =
(
2 Λ(h1)
−α(hΛ) 2
)
.
Since α(hβ) = 0 if and only if β(hα) = −Λ(h1) = 0, we now apply Theorem
3.8 to deduce that
(4.16) α(hβ) = 0 ⇐⇒ α(hΛ) = 0.
Now let αs be any simple root in Φ
[1] with β−αs ∈ (Φ
[1])+ (such a root
exists because Φ[1] is not of type A1). Then we have
[e−γ , [e
−Λ, eΓ1 ]] = 0 = [eγ , [f
Λ, [fΛ, e−αs ]]]
for all γ ∈ Φ+. Since Γ1 − β = −Λ we also have
[
[fΛ, [fΛ, e−αs ]], [e
−Λ, eΓ1 ]
]
=
[
[fΛ, [e−Λ, eΓ1 ]], [fΛ, e−αs ]
]
+
[
fΛ, [[fΛ, [e−Λ, eΓ1 ]], e−αs ]
]
= Γ1(hΛ)[e
Γ1 , [fΛ, e−αs ]] +
[
[e−Λ, eβ ], [f
Λ, e−αs ]
]
+Γ1(hΛ)[f
Λ, [eΓ1 , e−αs ]] +
[
fΛ, [[e−Λ, eβ ], e−αs ]
]
= −Γ1(hΛ)[eβ , e−αs ]− [eβ , [e
−Λ, [fΛ, e−αs ]]] + [f
Λ, [e−Λ, [eβ , e−αs ]]]
= −Γ1(hΛ)[eβ , e−αs ] + [eβ , [hΛ, e−αs ]] + [hΛ, [eβ , e−αs ]]
= −(Γ1 + αs − β + αs)(hΛ)[eβ , e−αs ] = (Λ− 2αs)(hΛ)[eβ , e−αs ].
Next observe that 2Λ − αs and −Λ + Γ1 = −2Λ + β do not vanish on t
[i]
for i ≥ 2 because αs, β ∈ Φ
[1] (see Remark 4.5). Also, (−2Λ + β)(hβ) =
−β(hβ) 6= 0 and
(2Λ− αs)(hβ) = 2β(hβ)− αs(hβ) = 4− 2
(αs, β)
(β, β)
6= 0
as (αs, β) = (β, αs) > 0. Applying Theorem 4.4 to the graded Lie algebra⊕
i∈Z g2i, we are now able to deduce that (Λ − 2αs)(hΛ) = 0 since nei-
ther 2Λ − αs nor −2Λ + β is the highest or lowest weight of a standard
representation for either Ar or Cr. It follows that
(4.17) αs(hΛ) = 1 whenever αs ∈ ∆ and β − αs ∈ Φ.
Let ∆β denote the set of all simple roots α ∈ (Φ
[1])+ with (β, α) = 0. If Φ[1]
is not of type Ar, r ≥ 2, then there is a unique αs ∈ ∆ such β − αs ∈ Φ
and β = 2αs +
∑
α∈∆β
rαα for some rα ∈ Z. If Φ[1] is of type Ar, r ≥ 2,
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then β −αs ∈ Φ for s ∈ {1, r} and β = α1 +αr +
∑
α∈∆β
α. In conjunction
with (4.16) and (4.17) this yields β(hΛ) = 2. As a result, if Aβ denotes the
matrix in (4.15) with β in place of α, we have
Aβ =
(
2 −2
−2 2
)
,
see (4.15). But then h1+h2 lies in the center of the subalgebra kβ generated
by e1 = e−β , e2 = fΛ, f1 = eβ, f2 = e−Λ, and the graded algebra kβ/F (h1+
h2) satisfies the conditions of Proposition 3.6. Since g is finite-dimensional,
this is impossible in view of Theorem 3.7. Thus, Γk 6= −Λ.
If Γk(t
[i]) 6= 0 for all i ∈ {1, . . . , ℓ}, then Theorem 4.4 would imply that
Φ = Φ[1] and either Φ = Am, Λ ∈ {̟1,̟m}, or Φ = Cm, Λ = ̟1. Since
ad eΓ |g−1∈ Hom(g−1, g0)
t[1]+(n[1])− ∼= (g∗−1 ⊗ g0)
t[1]+(n[1])− , this would say
that g∗−1⊗g0 has a b
−-primitive vector of weight zero, which implies that g0
has a minuscule weight (see (2.9)). As we have noted in the proof of Lemma
4.7(i), this is impossible. Consequently, we must have ℓ > 1 and Γk(t
[i]) = 0
for some i ∈ {2, . . . , ℓ}. We may assume that i = 2. Since by transitivity,
Λ(t[l]) 6= 0 for all l ∈ {1, . . . , ℓ} (see Remark 4.5), we have [fΛ, eΓ] = ξeµ
and [fΛ, eΓk ] = ξ′eν for some µ ∈ Φ
[1], ν ∈ Φ[2], and scalars ξ, ξ′ which
are nonzero (again by transitivity). If µ ∈ Φ− or ν ∈ Φ−, then ℓ = 1 by
Theorem 4.4. Therefore, it must be that µ, ν ∈ Φ+. By adjusting eΓ and
eΓk by scalars if necessary, we may assume that ξ = 1 = ξ′. Set
e1 = [f
Λ, e−µ] e2 = [f
Λ, e−ν ]
f1 = e
Γ f2 = e
Γk
h1 = hµ h2 = hν .
It is easy to check that [ei, fj ] = δi,jhi for i, j ∈ {1, 2}. As Γ(t
[1]) = Γk(t
[2]) =
0, we have that Λ |t[1]= µ |t[1] and Λ |t[2]= ν |t[2] . This implies that [hi, ei] =
[hi, fi] = 0 (for i = 1, 2), [h1, e2] = 2e2, [h2, e1] = 2e1, [h1, f2] = −2f2 and
[h2, f1] = −2f1. But then the Lie algebra generated by the ei, fi, hi, i = 1, 2
is infinite-dimensional by Theorem 3.7. We have reached a contradiction, so
it must be that Γ(t[i]) 6= 0 for all i. 
4.6. Determination of the local Lie algebra
Here we determine the Lie algebra generated by the local part g−1 ⊕
g0⊕g1 and show that it must be one of the restricted Lie algebras of Cartan
type. If g−1 has a b
+-primitive vector of weight Λ and g1 has a b
−-primitive
vector of weight Γ, then a classical Lie algebra is generated if Γ = −Λ. We
analyze which classical Lie algebras can be obtained by adding −Λ to the
root system of g0. Of course, since we are in the noncontragredient case,
there must be more to g than just that larger classical Lie algebra, and we
must determine that part as well.
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Given a rational module M over a reductive group G we denote by
X+(M) the set of dominant weights of M relative to a maximal torus of G.
Theorem 4.18. Let g be a graded Lie algebra satisfying conditions (1)-
(5). Suppose g is generated by its local part g−1 ⊕ g0 ⊕ g1, and assume
there exist a b+-primitive vector fΛ ∈ g−1 of weight Λ and a b
−-primitive
vector eΓ ∈ g1 of weight Γ such that [f
Λ, eΓ] = e−α where α ∈ Φ
+. Then
the graded Lie algebra g is isomorphic to a restricted Lie algebra of Cartan
type with its natural grading. More precisely, g is either W (m; 1), m ≥ 2,
or S(m; 1)(1), m ≥ 3, or S(m; 1)(1) ⊕ FD1, m ≥ 3, or H(2m, 1)(2), m ≥ 1,
or H(2m; 1)(2) ⊕ FD1, m ≥ 3, or K(2m+ 1, 1)(1),m ≥ 1.
Proof. Combining Proposition 4.14 with Theorem 4.4 we see that the root
system Φ of g
(1)
0 is of type Am or Cm; α is the highest root of Φ; and
g−1 is a standard g
(1)
0 -module. Hence the weight Λ of g−1 is a minuscule
weight. Replacing the base ∆ = {α1, . . . , αm} of Φ by {α
′
1 = αm, α
′
2 =
αm−1, . . . , α
′
m = α1} if necessary, we may assume that Λ = ̟m if Φ is of
type Am. Thus, we may assume that either g−1 = V and sp(V ) ⊆ g0 ⊆
csp(V ) or g−1 = V
∗ and sl(V ) ⊆ g0 ⊆ gl(V ), where V is the standard
g
(1)
0 -module. There is a connected, reductive subgroup G˜0 in GL(V ) with
Lie(G˜0) = g0 such that the adjoint action of g0 on g−1⊕g0 is induced by the
differential of the natural action of G˜0. Moreover, G˜0 contains a maximal
torus T˜ and maximal unipotent subgroups N± such that Lie(T ) = t ∩ g
(1)
0
and Lie(N±) = n±. Let G0 denote the derived subgroup of G˜0 and put
T = T˜ ∩ G0. Then T is a maximal torus of G0 with Lie(T ) = t ∩ g
(1)
0 and
Lie(G0) = g
(1)
0 .
(a) The transitivity of g allows us to identify g1 with a g0-submodule of
Hom(g−1, g0). The above discussion shows that the adjoint action of g0 on
g1 is obtained by restricting to g1 the differential of the natural rational
action of G0 on Hom(g−1, g0) ∼= g
∗
−1 ⊗ g0.
Suppose g
(1)
0 is of type Am, m ≥ 2. Then Hom(g−1, g0) →֒ V ⊗ gl(V ) is
isomorphic to a G0-submodule of the rational G0-module V ⊗V ⊗V
∗. Since
the set of T˜ -weights of V equals {ε1, . . . , εm+1} and p > 2, we have
X+
(
Hom(g−1, g0)
)
⊆ X+(V ⊗ V ⊗ V
∗)(4.19)
= {2̟1 +̟m,̟2 +̟m,̟1}
⊆ X1(T ),
where ̟2 + ̟m is omitted if m = 2. Hence any g0-submodule of g1 is
G0-stable by Proposition 2.15.
Suppose g
(1)
0 is of type Cm, m ≥ 1. Then V
∼= V ∗ and g
(1)
0 = sp(V )
∼=
S2(V ) as G0-modules. Hence Hom(g−1, g0) →֒ V ⊗
(
sp(V )⊕F
)
is isomorphic
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to a G0-submodule of V ⊕
(
S2(V )⊗V
)
. Since X(V ) = {±ε1, . . . ,±εm} and
p > 3, we have
X+
(
Hom(g−1, g0)
)
⊆ X+(V ) ∪X+
(
S2(V )⊗ V
)
(4.20)
= {3̟1,̟1 +̟2,̟3,̟1}
⊆ X1(T ),
where ̟1 + ̟2 is omitted if m = 1 and ̟3 is omitted if m = 1, 2. Again
Proposition 2.15 applies to show that any g0-submodule of g1 is an G0-stable.
(b) Let g′1 be the g0-submodule of g1 generated by e
Γ. Let U(n−) denote the
universal enveloping algebra of the Lie algebra n−. As g−1 is irreducible,
g−1 = U(n
−)fΛ. Therefore, [eΓ, g−1] ⊆ U(n
−)[eΓ, fΛ] = U(n−)e−α = Fe−α.
Moreover, [n−, g−1] ⊆ ker ad e
Γ as [n−, e−α] = 0. Since g−1 is standard, we
have g−1 = FfΛ⊕ [n−, g−1] and [e−α, g−1] = FeΩ where eΩ is a b−-primitive
vector of g−1. But then
[eΓ, [g−1, g−1]] = [e
Γ, [(FfΛ + [n−, g−1]), (Ff
Λ + [n−, g−1])]]
= [eΓ, [g−1, [n
−, g−1]] = [[e
Γ, g−1], [n
−, g−1]]
= [e−α, [n
−, g−1]] = [n
−, eΩ] = 0.
This implies that [g′1, g−2] = 0.
(c) Let eΞ be a b−-primitive vector from g1 of weight Ξ. If Ξ 6= −Λ, then
[fΛ, eΞ] ∈ F×e−δ for some δ ∈ Φ by transitivity (1.2). Since no minuscule
weight is a root, Ξ(t ∩ g
(1)
0 ) 6= 0. If δ ∈ Φ
−, then δ is the lowest root of Φ
and Ξ is the lowest weight of a standard g
(1)
0 -module by Theorem 4.4. As
this situation is easily seen to be impossible, δ ∈ Φ+. Applying Theorem
4.4 (i), we conclude that δ = α and Ξ = −(Λ + α). Thus, any b−-primitive
vector of g1 has weight −(Λ + α) or −Λ.
Now if e is any b−-primitive vector from g−Λ1 , then the tuple (f
Λ, g0, e)
satisfies all the conditions of Theorem 3.17 (with −∆ being the set of simple
roots). Hence [fΛ, [e, fΛ]] 6= 0. But [fΛ, g−Λ1 ] ⊆ t and [t, f
Λ] ⊆ FfΛ, yielding
[fΛ, [e, fΛ]] ∈ FfΛ. From this it is immediate that the subspace of b−-
primitive vectors from g−Λ1 has dimension ≤ 1.
(d) Let e−Λ be a b−-primitive vector in g−Λ1 , and let g˜1 be the g0-submodule
of g1 generated by e
−Λ. By our discussion in part (a), the subspace g˜1 is
G0-stable. Let g˜ denote the graded subalgebra of g generated by f
Λ, g0, and
e−Λ. We claim that the graded Lie algebra g˜/M(g˜) (where M(g˜) denotes
the Weisfeiler radical) satisfies the hypotheses of Theorem 3.22. To prove
the claim we need to show that the g0-module g˜1 is irreducible.
Since the torus T acts trivially on t, it preserves the subspace of b−-
primitive vectors from g˜−Λ1 . By part (c), the latter is spanned by e
−Λ, so it
must be that e−Λ ∈ g−λ1 for some −λ ∈ X(g1). The equality g˜1 = U(n
+) e−Λ
implies that −λ is a minimal weight of the G0-module g˜1. But then −w0λ is
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a maximal weight of g˜1. Also, dim (g˜1)
−w0λ = dim (g˜1)
−λ = 1, by part (c).
Since t ∩ g
(1)
0 = Lie(T ), the restriction of −w0Λ to t ∩ g
(1)
0 coincides with
the differential of the rational character −w0λ at the identity element of T .
From this it follows that the image of −w0λ in X(T )/pX(T ) coincides with
−w0Λ | t∩g(1)0
. Note that −w0Λ(hγ) ∈ {0,±1} for all γ ∈ Φ. Combining this
with (4.19) and (4.20) one derives that −w0λ = ̟1. Since it also follows
from (4.19) and 4.20) that ν ≥ ̟1 for all ν ∈ X+(g1), one obtains now that
̟1 is the only dominant weight of the G0-module g˜1. As a consequence,
all weights of the G0-module g˜1 are conjugate under the Weyl group of
G0. Therefore, the G0-modules V and g˜1 are isomorphic. But then g˜1 is
g0-irreducible, hence the claim.
(e) The graded Lie algebra g˜/M(g˜) (where M(g˜) denotes the Weisfeiler rad-
ical) satisfies the hypotheses of Theorem 3.22. Therefore by that theorem,
this algebra is classical. Using [Bou1], it is easy to check that g˜/M(g˜)
corresponds to one of the following Dynkin diagrams:
(4.21) ◦ ◦ · · · ◦ ◦ •............................ ............................ ............................ ............................ ............................
α1 α2 αm−1 αm −Λ
(m ≥ 1)
(4.22) ◦ ◦ · · · ◦ ◦ •............................ ............................ ............................ ............................ >........................................................
α1 α2 αm−1 αm −Λ
(m ≥ 2)
(4.23) ◦ •
............................
............................
............................>
α1 −Λ
(4.24) ◦ •........................................................>
α1 −Λ
(4.25) • ◦ ◦ · · · ◦ ◦ ◦............................ ............................ ............................ <........................................................
−Λ α1 α2 αm−1 αm
(m ≥ 2).
(Bear in mind that Φ is of type Am, m ≥ 2, or Cm, m ≥ 1, and Λ = ̟m
if Φ =Am and Λ = ̟1 if Φ = Cm.) We may suppose that the vector e
−Λ
has been scaled if need be, so that (fΛ, hΛ = [f
Λ, e−Λ], e−Λ) is a standard
sl2-triple.
If g˜/M(g˜) has type (4.22), set
xλ = [[[e−αm , f
Λ], fΛ], fΛ] and xγ = [[[eαm , e
−Λ], e−Λ], eΓ],
and use capital letters to denote the corresponding adjoint mappings. Then
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[xλ, xγ ] =
 3∑
j=0
(−1)j
(
3
j
)
(FΛ)jE−αm(F
Λ)3−j
([[[eαm , e−Λ], e−Λ], eΓ])
= (Λ− 2αm)(hΛ)
 2∑
j=0
(−1)j
(
3
j
)
(FΛ)jE−αm(F
Λ)2−j
([[eαm , e−Λ], eΓ])
= −2
(
3Λ(hαm)Γ(hΛ)− 3αm(hΛ)Γ(hαm)− αm(hΛ)α(hαm)
)
e−α
= −2(−12 + 12− 2)e−α = 4e−α.
As [xλ, eα] = 0 = [xγ , e−α], the elements xλ,
1
4xγ , e−α satisfy the conditions
of Lemma 4.3. But then λ(hα) ∈ {0, 1}, which contradicts the fact that
(3Λ− αm)(hα) = 2. So case (4.22) cannot occur.
Now when g˜/M(g˜) is of type (4.23), set
xλ = [[[[e−α1 , f
Λ], fΛ], fΛ], fΛ],
xγ = [[[[eα1 , e
−Λ], e−Λ], e−Λ], eΓ].
Then, since here α1(hΛ) = 3, Λ(hα1) = 1, and [f
Λ, eΓ] = e−α1 , we have
[xλ, xγ ]=
(
4∑
j=0
(−1)j
(
4
j
)
(FΛ)jE−α1(F
Λ)4−j
)
[[[[eα1 , e
−Λ], e−Λ], e−Λ], eΓ]
= 3(Λ− α1)(hΛ)
(
2∑
j=0
(−1)j
(
4
j
)
(FΛ)jE−α1(F
Λ)3−j
)
[[[eα1 , e
−Λ], e−Λ], eΓ]
= −3(Λ− 2α1)(hΛ)
(
2∑
j=0
(−1)j
(
4
j
)
(FΛ)jE−α1(F
Λ)2−j
)
[[eα1 , e
−Λ], eΓ]
= 12
(
6Λ(hα1)Γ(hΛ)− 4α1(hΛ)Γ(hα1)
−α1(hΛ)α1(hα1)− Λ(hα1)α1(hΛ)
)
e−α1
= 12
(
− 30 + 36 − 6− 3
)
e−α1 = −36e−α1 .
Since [xλ, eα1 ] = 0 = [xγ , e−α1 ] and λ(hα1) = (4Λ − α1)(hα1) = 2, this case
cannot occur by Lemma 4.3.
(f) Now suppose that Φ = Am for m ≥ 2. Then g˜/M(g˜) must be of type
(4.21). As g˜−2 = M(g˜)−2, it follows that [g−2, g˜1] = 0.
According to part (a), g1 is a G0-stable subspace of V ⊗ V ⊗ V
∗. Obvi-
ously, V ⊗V ⊗V ∗ ∼=M ⊕N where M ∼= S2(V )⊗V ∗ and N ∼= ∧2 V ⊗V ∗ as
G˜0-modules. Since α = ε1 − εm+1, p > 3, and the set of weights of N with
respect to T˜ equals {εi + εj − εk | 1 ≤ i, j, k ≤ m+ 1, i 6= j}, it is straight-
forward to see that the t-weight space N−(Λ+α) = NΓ is trivial (see the first
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paragraph of the proof). Therefore g′1, the g0-submodule of g1 generated by
eΓ, is contained in M . We claim that g1 is isomorphic to a g0-submodule of
M .
If the natural projection map π : g1 → M is injective, there is nothing
to prove. So we assume that N ∩g1 = ker π 6= 0. If M is an indecomposable
g
(1)
0 -module, then g
′
1 contains a g
(1)
0 -submodule isomorphic to V (see The-
orem 2.69), hence it has a b−-primitive vector of weight −Λ. Since N ∩ g1
has no nonzero weight vectors of weight −(Λ + α), it contains a nonzero
b−-primitive vector of weight −Λ; see part (c). But then the subspace of
b−-primitive vectors from g−Λ1 has dimension ≥ 2, which is impossible by
our final remark in part (c). Thus, g′1 is an irreducible g
(1)
0 -module, and
M = g′1 ⊕ M˜ , where M˜ is a g
(1)
0 -submodule of M isomorphic to V (see
Theorem 2.69).
By part (a), the g0-module ker π is G0-stable. Assume µ is a minimal
weight of ker π, and let (ker π)µ be the corresponding weight space. As
(ker π)µ lies in the subspace of fixed points of N−, we have [n−, (ker π)µ] = 0.
Thus, (ker π)µ consists of b−-primitive vectors. Since ker π ⊆ N contains
no weight vector associated with −(Λ + α), the image of µ in X(T )/pX(T )
coincides with the restriction of −Λ to t∩g
(1)
0 , and dim (ker π)
µ = 1. As w0µ
is dominant and p > 3, it is immediate from (4.19) that µ = −̟m. Arguing
as in part (d) we now deduce that all weights of the G0-module ker π are
conjugate under the Weyl group of G0. It follows that the G0-modules V
and ker π are isomorphic.
By the same reasoning one can show that V ∼= π−1(M˜ ) as G0-modules.
As kerπ ⊆ π−1(M˜), it must be that ker π = π−1(M˜ ). Hence, π(g1) = g
′
1.
As g′1 ⊆ g1, this yields g1 = g
′
1 ⊕ kerπ
∼= g′1 ⊕ M˜ , proving the claim.
If g′1 = g1 or if the g
(1)
0 -submodule S
2(V ) ⊗ V ∗ is completely reducible,
then g1 is generated by its b
−-primitive vectors. In other words, g1 =
g′1 ⊕ g˜1. (If g1 has no b
−-primitive vectors of weight −Λ, we assume that
g˜1 = 0.) Since we have proven that [g−2, g
′
1 + g˜1] = 0, we must have
g−2 = 0 by 1-transitivity (1.3) in these cases. But then Theorem 2.66 applies
showing that in the above cases g is either W (m+ 1; 1) or S(m+ 1; 1)(1) or
S(m+ 1; 1)(1) ⊕ FD1.
(g) Now suppose that S2(V )⊗ V ∗ is not completely reducible and g1 6= g
′
1.
As g˜1 is isomorphic to a maximal submodule of S
2(V )⊗V ∗, then m+2 ≡ 0
mod p and g1 ∼= S
2(V ) ⊗ V ∗ (see Theorem 2.69). In particular, g˜1 6= 0.
As m + 1 6≡ 0 mod p, we have gl(V ) = sl(V ) ⊕ F idV . We regard idV as
the degree derivation and embed g into the graded Lie algebra F idV + g.
Thus, we may assume in this part that g0 = gl(V ). Our nearest goal is to
determine the bilinear mapping V ∗×
(
S2(V )⊗ V ∗
)
−→ gl(V ) given by the
Lie bracket in g.
First let us show that dimHomg0(g−1 ⊗ g1, g0) = 3. Clearly,
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Homg0 (g−1 ⊗ g1, g0)
∼= Homg0(V
∗ ⊗ S2(V )⊗ V ∗, V ⊗ V ∗)
∼=
(
V ⊗ (S2(V ))∗ ⊗ V ⊗ V ∗ ⊗ V
)g0
∼=
((
S2(V )⊗ V
)∗
⊗ V ⊗ V ⊗ V
)g0
∼= Homg0
(
S2(V )⊗ V, V ⊗ V ⊗ V
)
∼= Homg0(S
2(V )⊗ V, (S2(V )⊕ ∧2(V ))⊗ V )
∼= Homsl(V ) (V (2̟1)⊗ V (̟1), V (2̟1)⊗ V (̟1)⊕ V (̟2)⊗ V (̟1)) ,
where ( · )g0 indicates the g0-invariants. Since m+ 1 6≡ 0 mod p, the trace
form Ψ of the linear Lie algebra gl(V ) is nondegenerate on sl(V ). By [Bou2,
Chap. VIII, Sec. 6], the Casimir element of U(sl(V )) associated with Ψ acts
on an sl(V )-module with highest weight λ as the scalar (λ, λ+2ρ) where ρ is
the half-sum of the positive roots, and ( , ) is the correspondingW -invariant
form on t∗. We may assume that
(t ∩ g
(1)
0 )
∗ =
{
m+1∑
i=1
λiεi
∣∣∣λ1 + · · · + λm+1 = 0
}
where the λi ∈ F, and where (εi, εj) = δi,j for 1 ≤ i, j ≤ m + 1. Then the
fundamental weights are given by
̟i = ε1 + · · · + εi −
i
m+ 1
(ε1 + · · ·+ εm+1), 1 ≤ i ≤ m.
Asm+2 ≡ 0 mod p, ρ = ̟1+· · ·+̟m = (m+1)ε1+mε2+· · ·+2εm+εm+1,
and so (̟i, ρ) = (m+ 1) + · · · + (m− i+ 2) −
i
m+1 (1 + 2 + · · · +m+ 1) =
1
2
(
(m + 1)(m + 2) − (m − i + 1)(m − i + 2) − i(m + 2)
)
. Therefore, for
1 ≤ i ≤ j ≤ m, we have
(̟i, 2ρ) = −i(i+ 1) and
(̟i,̟j) = i−
ij
m+ 1
= i(j + 1).
Using those values for i = 1, 2, 3, it is easy to see the following:
λ 3̟1 ̟1 +̟2 ̟3
(λ, λ+ 2ρ) 12 6 0
Since the dominant weights of the SL(V )-modules V (2̟1)⊗V (̟1), V (̟2)⊗
V (̟1), V (3̟1), V (̟1 +̟2), and V (̟3) belong to the set {3̟1,̟1 +̟2,
̟3}, a standard argument shows that the Weyl modules V (3̟1), V (̟1
+̟2), and V (̟3) are irreducible, and the tensor products V (2̟1)⊗V (̟1)
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and V (̟2)⊗ V (̟1) are completely reducible with
V (2̟1)⊗ V (̟1) ∼= V (3̟1)⊕ V (̟1 +̟2)
V (̟2)⊗ V (̟1) ∼= V (̟1 +̟2)⊕ V (̟3).
Thus, it follows from the above Casimir-element calculations that
Homg0(g−1 ⊗ g1, g0)
∼= Homgl(V ) (V (3̟1)⊕ V (̟1 +̟2), V (3̟1)⊕ 2V (̟1 +̟2)⊕ V (̟3))
∼= F⊕ F⊕ F.
Let v1, . . . , vm+1 be a basis for V and let v
∗
1 , . . . , v
∗
m+1 be the dual basis
in V ∗. We use {vivj | 1 ≤ i, j ≤ m+ 1} as a basis for S
2(V ) and for brevity
write vivi as v
2
i . We identify Ei,j ∈ gl(V ) with vi ⊗ v
∗
j ∈ V ⊗ V
∗, so that
Ei,jvk = v
∗
j (vk)vi = δj,kvi and Ei,jv
∗
k = −v
∗
k(vi)v
∗
j = −δi,kv
∗
j . We define
three maps ζ, η, θ ∈ Hom
(
V ∗ ⊗ S2(V )⊗ V ∗, gl(V )
)
by
ζ(v∗i ⊗ vjvk ⊗ v
∗
ℓ ) = δi,jEk,ℓ + δi,kEj,ℓ
η(v∗i ⊗ vjvk ⊗ v
∗
ℓ ) = δj,ℓEk,i + δk,ℓEj,i
θ(v∗i ⊗ vjvk ⊗ v
∗
ℓ ) =
(
δi,jδk,ℓ + δi,kδj,ℓ
)
idV .
Direct verification shows that these are gl(V )-module homomorphisms. It
is evident that η and θ are linearly independent, and since η(v∗1 ⊗ v1v1⊗ v
∗
2)
= 0 = θ(v∗1 ⊗ v1v1 ⊗ v
∗
2) and ζ(v
∗
1 ⊗ v1v1 ⊗ v
∗
2) = 2E1,2 6= 0, we have ζ 6∈ Fη
+Fθ. Therefore,
Homgl(V )
(
V ∗ ⊗ S2(V )⊗ V ∗, gl(V )
)
= Fζ ⊕ Fη ⊕ Fθ.
Let [ , ] be the Lie bracket in g. We identify g−1, g0, g1 with V
∗, gl(V ), and
S2(V )⊗V ∗ respectively. Then [ , ] |g−1×g1= aζ+ bη+ cθ for some a, b, c ∈ F.
Since g is transitive, a 6= 0, as otherwise [v∗i , v
2
1⊗v
∗
2 ] = 0 for all 1 ≤ i ≤ m+1.
Furthermore,
[[v∗i , v
∗
n], vjvk ⊗ v
∗
ℓ ] = [v
∗
i , [v
∗
n, vjvk ⊗ v
∗
ℓ ]− [v
∗
n, [v
∗
i , vjvk ⊗ v
∗
ℓ ]
= [ v∗i , a(δj,nEk,ℓ + δk,nEj,ℓ) + b(δj,ℓEk,n + δk,ℓEj,n) ]
+[ v∗i , c (δj,nδk,ℓ + δk,nδj,ℓ) id ]− [ v
∗
n, a(δi,jEk,ℓ + δi,kEj,ℓ) ]
−[ v∗n, b(δj,ℓEk,i + δk,ℓEj,i) + c (δi,jδk,ℓ + δi,kδj,ℓ) id ]
= a(δj,nδi,k + δk,nδi,j)v
∗
ℓ + b(δj,ℓδi,k + δk,ℓδi,j)v
∗
n
+c(δj,nδk,ℓ + δk,nδj,ℓ)v
∗
i − a(δi,jδk,n + δi,kδj,n)v
∗
ℓ
−b(δj,ℓδk,n + δk,ℓδj,n)v
∗
i − c(δi,jδk,ℓ + δi,kδj,ℓ)v
∗
n
= (b− c)
(
(δj,ℓδi,k + δk,ℓδi,j)v
∗
n − (δj,ℓδk,n + δk,ℓδj,n)v
∗
i
)
4.6. DETERMINATION OF THE LOCAL LIE ALGEBRA 123
for 1 ≤ i, j, k, ℓ, n ≤ m+ 1. Suppose g−2 6= 0. The 1-transitivity (1.3) of g
implies [g−2, g1] 6= 0, which forces b− c 6= 0. Thus, a(b− c) 6= 0. But then[
[v∗m, v
∗
m+1], [v
2
m ⊗ v
∗
m, v
2
m+1 ⊗ v
∗
1 ]
]
=
[
[[v∗m, v
∗
m+1], v
2
m ⊗ v
∗
m
]
, v2m+1 ⊗ v
∗
1 ]
= 2(b− c)[v∗m+1, v
2
m+1 ⊗ v
∗
1 ]
= 4a(b− c)Em+1,1 6= 0.
Set
n+ =
⊕
1≤i<j≤m+1
FEi,j, t =
⊕
1≤i≤m+1
FEi,i, and
n− =
⊕
1≤j<i≤m+1
FEi,j,
and let b+ = t⊕n+. Clearly u = [v∗m, v
∗
m+1] is a b
+-primitive vector of weight
−(εm + εm+1) in g−2, and g−2 = U(n
−)[v∗m, v
∗
m+1] because g−2 = [g−1, g−1].
Set w = [v2m ⊗ v
∗
m, v
2
m+1 ⊗ v
∗
1 ]. As [n
−, Em+1,1] = 0, we have [Ei,ju,w]
+[u,Ei,jw] = 0 for all i > j. If k < m, then
[[v∗k, v
∗
m+1], [v
2
m ⊗ v
∗
m, v
2
m+1 ⊗ v
∗
1 ]] = [[[v
∗
k, v
∗
m+1], v
2
m ⊗ v
∗
m], v
2
m+1 ⊗ v
∗
1 ]
+[v2m ⊗ v
∗
m, [[v
∗
k, v
∗
m+1], v
2
m+1 ⊗ v
∗
1 ]]
= 0.
Similarly,
[[v∗k, v
∗
m], [v
2
m ⊗ v
∗
m, v
2
m+1 ⊗ v
∗
1 ]] = [[[v
∗
k, v
∗
m], v
2
m ⊗ v
∗
m], v
2
m+1 ⊗ v
∗
1]
= 2(c − b)[v∗k, v
2
m+1 ⊗ v
∗
1 ] = 0.
Since obviously, [[v∗i , v
∗
j ], [v
2
m+1⊗ v
∗
m, v
2
m+1⊗ v
∗
1]] = 0 for all i, j ≤ m− 1, we
conclude that [[n−, g−2], w] = 0. Inasmuch as [g−2, w] = FEm+1,1 by the
above computations, we have [g−2, [n
−, w]] = [[g−2, n
−], w] = 0.
Set g′2 := {x ∈ g2 | [g−2, x] = 0}. We have shown that w 6∈ g
′
2, and that
[n−, w] ⊆ g′2. Let g
{2} be the graded subalgebra of g generated by g−2, g0,
and g2. Let M
{2} denote the maximal graded ideal of g{2} contained in the
positive part
⊕
i>0 g
{2}
i . Set g
{2} := g{2}/M{2}. Clearly, g{2} is graded and
transitive. It is easy to check that M{2} ∩ g2 = g
′
2. Hence, g
{2}
1
∼= g2/g
′
2,
g0
{2} ∼= g0, and g
{2}
−1
∼= g−2.
Let w denote the image of w under the canonical epimorphism g2 ։
g2/g
′
2. Since we know that w is a b
−-primitive vector of g
{2}
1 and
[u, w] ∈ F×e−α
(here e−α = Em+1,1 ∈ Z(n
−)) we identify u with its image in g{2}. Since u
has weight −(εm + εm+1) = ε1 + · · · + εm−1 = ̟m−1 with respect to the
torus t ∩ g
(1)
0 , the Lie algebra g
{2} is infinite-dimensional by Theorem 4.4.
Therefore, g−2 = 0, yielding [g−1, g−1] = 0. (Note that in the case under
consideration m ≥ 3.) Thus, g = g−1⊕ g0⊕ g1⊕ · · · ⊕ gr, where g0 ∼= gl(V ),
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and g−1 ∼= V
∗ as a g0-module. Since g is transitive, we apply Theorem 2.66
to conclude that g is isomorphic to W (m+ 1; 1).
(h) It now remains for us to consider cases (4.21) for m = 1, (4.24) and
(4.25). In other words, we may assume that g
(1)
0 = sp(V ) and that g−1
∼= V
as a g
(1)
0 -module. Recall from part (a) that V
∼= V ∗, and sp(V ) ∼= S2(V ) as
sp(V )-modules, and g1 is a g
(1)
0 -submodule of V ⊕
(
V ⊗ S2(V )
)
. We claim
that g1 is a completely reducible g
(1)
0 -module.
First we recall that for any natural number n there is an exact sequence,
the Koszul resolution (see [Ja, p. 377]),
· · · → Sn−i(V )⊗ ∧iV
ϕi→ Sn−i+1(V )⊗ ∧i−1V →(4.26)
→ · · · → Sn−1(V )⊗ V → Sn(V )→ 0.
The map ϕi is given by
ϕi(x⊗ (v1 ∧ · · · ∧ vi)) :=
i−1∑
j=1
(−1)ixvj ⊗ (v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vi)
for all vj ∈ V and x ∈ S
n−i(V ). If V is a module for a group H, then (4.26)
is an exact sequence of H-modules. If p does not divide n, then the exact
sequence (4.26) splits. More precisely, define
ψj : S
j(V )⊗ ∧n−jV → Sj−1(V )⊗ ∧n−j+1V
by
ψj(w1 · · ·wj ⊗ w) =
j∑
i=1
w1 · · · ŵi · · ·wj ⊗ wi ∧ w
for all wi ∈ V and w ∈ ∧
n−jV. Then all the ψj are H-module homomor-
phisms, and
ϕi+1 ◦ ψn−i + ψn−i+1 ◦ ϕi = m · idSn−i(V )⊗∧iV
for all i, 0 ≤ i ≤ n. (We set ϕn+1 = ψn+1 = 0.) If we set n = 3 and
H = G0 = Sp(V ), we get that there is a split exact sequence of G0-modules
0→ E
η
→ S2(V )⊗ V → S3(V )→ 0.
in which E is a homomorphic image of V ⊗ ∧2V (as seen from (4.26) with
n = 3). This implies that S2(V )⊗ V ∼= S3(V )⊕ E.
According to part (a), g1 is a G0-stable subspace of V ⊕
(
S2(V ) ⊗ V
)
.
Thus, we may assume that g1 is a G0-submodule of V ⊕ E ⊕ S
3(V ). Let
π′ : g1 → V ⊕E and π
′′ : g1 → S
3(V ) denote the corresponding projection
maps, and put U ′ = kerπ′ and U ′′ = kerπ′′. If U ′′ = 0, then g1 is isomorphic
to a nonzero submodule of the G0-module S
3(V ). Since p > 3, Proposition
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2.77 implies that S3(V ) ∼= L(3̟1) is irreducible over g
(1)
0 . As a consequence,
g1 is irreducible if U
′′ = 0.
Thus, in proving the claim we may assume that U ′′ 6= 0. Note that
(4.27) X+(V ⊗∧
2V ) = {̟1 +̟2,̟3,̟1},
where ̟1 + ̟2 is omitted if m = 1 and ̟3 is omitted if m = 1, 2. Since
p > 3 and α = 2ε1, it is straightforward to see that the weight subspace(
V ⊗ ∧2V
)−Λ−α
with respect to t = Lie(T˜ ) is trivial. Together with our
remarks in part (c), this yields that −λ = −̟1 ∈ X(T ) is the only minimal
weight of U ′′ and dim (U ′′)−λ = 1. But then −w0λ = ̟1 is the only maximal
weight of U ′′. On the other hand, (4.20) says that ν ≥ ̟1 for any dominant
weight ν of the G0-module g1. It follows that ̟1 is the only dominant weight
of U ′′. Hence, U ′′ ∼= L(̟1) ∼= V as G0-modules.
Now since eΓ ∈ g1 and (U
′′)Γ = (U ′′)−Λ−α = 0, we have π′′ 6= 0. Hence,
π′′(g1) = S
3(V ), thanks to Proposition 2.77. Therefore g3̟11 6= 0. On the
other hand, (4.27) shows that g3̟11 ⊆ U
′. Since U ′ ⊆ S3(V ), Proposition
2.77 implies that U ′ ∼= π′′(g1). But then g1 ∼= V ⊕S
3(V ) in the present case,
to prove the claim.
(i) It follows from our discussion in part (h) that g1 = g
′
1 ⊕ g˜1, where we
assume that g˜1 = 0 if g1 has no b
−-primitive vectors of weight −Λ. If g1
= g′1, then we have [g−2, g1] by part (b), so that g−2 = 0 by the 1-transitivity
of g. Therefore, Theorem 2.66 applies, and we can conclude that g is either
H(2m; 1)(2) or H(2m; 1)(2) ⊕ FD1.
Thus, in what follows, we may assume that g1 = g
′
1 ⊕ g˜1, where g˜1
∼= V
is generated by a nonzero b−-primitive vector e−Λ ∈ g1. We have already es-
tablished that [g−2, g
′
1] = 0. As before, denote by g˜ the subalgebra generated
by fΛ, g0, and e
−Λ. We know from part (e) that the Lie algebra g˜/M(g˜) is
either of type (4.24) or (4.25) or of type (4.21) for m = 1. This implies that
dim g−2/M(g˜)−2 ≤ 1 and g−3 = M(g˜)−3. Since [M(g˜)−2, g˜1] = 0 = [g−2, g
′
1]
and g1 = g
′
1 ⊕ g˜1, we must haveM(g˜)−2 = 0 by the 1-transitivity of g. Hence,
dim g−2 ≤ 1. If g−3 = [g−2, g−1] 6= 0, then the sp(V )-modules g−3 and g−1
are isomorphic. Moreover, because [g−3, g˜1] ⊆ M(g˜)−2 = 0, it follows that
[g−3, g
′
1] = g−2 by the 1-transitivity of g. But then g
′
1
∼= g∗−3 as g
(1)
0 -modules,
for both g−3 and g
′
1 are irreducible. This, however, contradicts the fact that
dimV < dimS2(V ). Thus M(g˜) = 0; that is, dim g−2 ≤ 1, and g−3 = 0. One
can now apply Theorem 2.66 to conclude that either g ∼= K(2m+1; 1)(1) or
g ∼=W (2; 1).
The proof of Theorem 4.18 is now finished. 
4.7. The irreducibility of g1
Here we investigate the case where [fΛ, eΓ] = eα for some positive root
α ∈ Φ. This case occurs for Lie algebras of type S, CS, H, or CH when
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the natural grading is reversed, and our ultimate goal is to exclude all other
possibilities. As a first step, we will show that g1 is an irreducible g0-
module. Essential to the proof is the similarity between the structure of
an irreducible restricted g
(1)
0 -module and that of a rational module over the
simply connected algebraic group corresponding to g
(1)
0 .
Under the assumptions of the next three lemmas, g
(1)
0 is of type Am or
Cm, and so g
(1)
0
∼= slm+1, pslm+1, or sp2m. Given ψ ∈ t
∗, we denote by ψ¯ the
restriction of ψ to the subspace t ∩ g
(1)
0 . We adopt the notation of Section
2.3.
Lemma 4.28. Let g be a graded Lie algebra satisfying conditions (1)-(4)
and (6). Suppose there exist a b+-primitive vector fΛ ∈ g−1 of weight Λ and
a b−-primitive vector eΓ ∈ g1 of weight Γ such that [f
Λ, eΓ] = eα for some
root α ∈ Φ+. Then g
(1)
0 consists of only one summand, which is of type Am
or Cm, and g1 is an irreducible standard g
(1)
0 -module.
Proof. Replacing g by its subalgebra ĝ generated by g−1 ⊕ g0 ⊕ g1 and
passing to the graded quotient ĝ/M(ĝ), we can assume that g is generated
by its local part g−1 ⊕ g0 ⊕ g1. By Proposition 4.14, Γ(t
[i]) 6= 0 for any
i = 1, . . . , ℓ. Then Theorem 4.4 applies to show g
(1)
0 has a unique summand
which is of type Am or Cm; α is the highest root; and Γ is the lowest weight
of an irreducible standard g
(1)
0 -submodule of g1. Thus, we have
α = ̟1 +̟m; −Γ¯ ∈ {̟1,̟m}; and
Λ¯ = 2̟1 +̟m or ̟1 + 2̟m (Am)
α = 2̟1; −Γ¯ = ̟1; and Λ¯ = 3̟1 (Cm).
Let V be an irreducible g0-submodule of g1. Since g1 embeds into
Hom(g−1, g0) by transitivity (1.2), the g
(1)
0 -module V is restricted. Let e =
eΘ be any b−-primitive vector from V of weight Θ ∈ t∗. Then V = U(n+) e.
Since g is irreducible and transitive, [fΛ, e] 6= 0. Let g˜ denote the subalgebra
of g generated by fΛ, g0, and e, and let M(g˜) be the Weisfeiler radical of g˜.
If Θ 6= −Λ, then Theorem 4.4 shows that Θ = Γ. We suppose that
Θ = −Λ. Then the Lie algebra g˜/M(g˜) is classical, and its grading is
standard according to Theorem 3.22. If g
(1)
0 is of type Am or Cm, where
m ≥ 2, then using [Bou1] it is not difficult to verify that Λ¯ is in the following
list:
{2̟1,̟1,̟2,̟m−1,̟m, 2̟m}, m ≥ 8,
{2̟1,̟1,̟2,̟3,̟5,̟6,̟7, 2̟7}, m = 7,
{̟i | 1 ≤ i ≤ m} ∪ {2̟1, 2̟m}, 2 ≤ m ≤ 6,
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for type Am, and
{̟1}, m ≥ 4,
{̟1,̟m}, m = 2, 3,
for type Cm. But we have shown that Λ¯ = 2̟1 +̟m or Λ¯ = ̟1 + 2̟m if
g
(1)
0 is of type Am, and Λ¯ = 3̟1 if g
(1)
0 is of type Cm. These linear functions
do not appear on the list. Hence, Θ 6= −Λ for m ≥ 2.
If g
(1)
0 = sl2, then Λ¯ = 3̟1. Suppose Θ = −Λ. Then the classical Lie
algebra g˜/M(g˜) has the following Dynkin diagram of type G2:
(4.29) ◦ •
............................
............................
............................<
α1 −Λ
Set f ′ = [fΛ, [fΛ, e−α1 ]] and e
′ = [eΓ, e−Λ]. Then
[f ′, e′] =
(
(FΛ)2E−α1 − 2F
ΛE−α1F
Λ + E−α1(F
Λ)2
) (
[eΓ, e−Λ]
)
=
(
− 2FΛE−α1 + E−α1F
Λ
) (
[eα1 , e
−Λ] + [h−Λ, e
Γ]
)
= 2Λ(hα1)h−Λ −
(
α1(h−Λ) + 2 + α1(h−Λ)
)
hα1
= 6h−Λ.
Here FΛ = ad fΛ, E−α1 = ad e−α1 , and we assume that
[e−Λ, fΛ] = h−Λ, [h−Λ, e
−Λ] = 2e−Λ, and [h−Λ, f
Λ] = −2fΛ.
Moreover, (2Λ− α1)(hα1) = 4 and [n
+, f ′] = 0 = [n−, e′]. Setting
e1 = eα1 , f1 = e−α1 ,
e2 =
1
3 [e
Γ, e−Λ], f2 = −
1
3 [f
Λ, [fΛ, e−α1 ]],
h1 = hα1 , h2 =
2
3h−Λ,
we have from the calculations in the previous paragraph,
[ei, fj ] = δi,jhi, [hi, hj ] = 0,
[hi, ej ] = Ai,jej , [hi, fj ] = −Ai,jfj (1 ≤ i, j ≤ 2),
where A = (Ai,j) is the matrix
A =
(
2 −4
−23 2
)
.
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Now put e′1 := [e1, [e1, e2]], f
′
1 := [f1, [f1, f2]], u1 := [e1, [e1, [e1, e2]]], and
v1 := [f1, [f1, [f1, f2]]]. Then
[e′1, f
′
1] = [[e1, [e1, e2]], [f1, [f1, f2]]]
=
(
E21E2 − 2E1E2E1 + E2E
2
1
)
([f1, [f1, f2]])
= (−2E1E2 + E2E1) (6[f1, f2])
= 6
(
−2E1
(
−23f1
)
+ E2 (4f2)
)
= 8(h1 + 3h2).
Also, [[e1, e2], [f1, f2]] = [e1, [f1, h2]]− [e2, [h1, f2]] = −
2
3h1 − 4h2, and
[u1, v1] =
[
[e1, [e1, [e1 e2]]], [f1, [f1, [f1 f2]]]
]
=
(
E31E2 − 3E
2
1E2E1 + 3E1E2E
2
1 − E2E
3
1
)
([f1, [f1, [f1, f2]]])
=
(
−3E21E2 + 3E1E2E1 − E2E
2
1
)
(6[f1, [f1 f2]])
= (3E1E2 − E2E1) (36[f1 f2])
= 36
(
3E1
(
−23f1
)
− E2 (4f2)
)
= −72(h1 + 2h2).
Note that [−23h1−4h2, e1] =
4
3e1, [−
2
3h1−4h2, e2] = −
16
3 e2, [h1+2h2, e1] =
2
3e1, and [h1+2h2, e2] = 0. Now put e
′′
1 := [[e1, e2], u1] and f
′′
1 := [[f1, f2], v1].
Since [[e1, e2], v1] = [[f1, f2], u1] = 0, we have that
[e′′1 , f
′′
1 ] =
[
[[e1, e2], u1], [[f1, f2], v1]
]
=
[
[e1, e2], [[f1, f2], [u1, v1]]
]
−
[
u1, [[[e1, e2], [f1, f2]], v1]
]
=
[
[e1, e2], [[f1, f2], −72(h1 + 2h2)]
]
−
[
u1, [−
2
3h1 − 4h2, v1]
]
= 72
[
[e1, e2], −
2
3 [f1, f2]
]
− [u1,
4
3v1]
= −48(−23h1 − 4h2)−
4
3
(
− 72(h1 + 2h2)
)
= 128(h1 + 3h2).
Next observe that
[e′1, f
′′
1 ] =
[
[e1, [e1, e2]], [[f1, f2], v1]
]
=
[[
[e1, [e1, e2]], [f1, f2]
]
, v1
]
+
[
[f1, f2],
[
[e1, [e1, e2]], [f1, [f1, [f1, f2]]]
]]
=
[
[[[e1, [e1, e2]], f1], f2], v1
]
+
[
[f1, f2], [[e
′
1, f1], f
′
1] + [f1, [e
′
1, f
′
1]]
]
so that
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[e′1, f
′′
1 ] = −6
[
[[e1, e2], f2], v1
]
+
[
[f1, f2],
[
[e1, [e1, e2]], f1], f
′
1
]
+ 8[f1, h1 + 3h2]
]
= −6[[e1, h2], v1]− 6
[
[f1, f2], [[e1, e2], f
′
1]
]
= −4
[
e1, [f1, [f1, [f1, f2]]]
]
+ 6
[
[f1, f2], [e2, [e1, [f1, [f1, f2]]]]
]
= −24[f1, [f1, f2]] + 36
[
[f1, f2], [e2, [f1, f2]]
]
= −24[f1, [f1, f2]] + 36
[
[f1, f2], [f1, h2]
]
= −24[f1, [f1, f2]]− 24[[f1, f2], f1] = 0.
Similarly, [e′′1 , f
′
1] = 0. As [h1+3h2, e
′
1] = 4e
′
1 6= 0 and [h1+3h2, e
′′
1 ] = 8e
′′
1 6=
0, Theorem 3.8 now implies that e′1, f
′
1, e
′′
1 , and f
′′
1 generate an infinite-
dimensional Lie algebra. Since g is finite-dimensional, we conclude that
Θ = Γ.
We let −∆ be the base of the root system Φ and reverse the grading of
g˜/M(g˜), so that
(
g˜/M(g˜)
)
i
= g˜−i/M(g˜)−i for all i. Note that
(
g˜/M(g˜)
)
−1
∼=
V and
(
g˜/M(g˜)
)
1
∼= g−1 as g0-modules. Then it is straightforward to see
that the Lie algebra g˜/M(g˜) (viewed with its new grading) satisfies all the
conditions of Theorem 4.18. Since
(
g˜/M(g˜)
)
1
is an irreducible g0-module,
Theorem 2.69 now shows that if g
(1)
0
∼= slm+1, m ≥ 1, then m + 2 6≡ 0
mod p.
As g
(1)
0 is almost simple and Z(g0) acts faithfully on g1, we may assume
that g0 ⊆ gl(V ). When g
(1)
0 is of type Am, then sl(V ) ⊆ g0 ⊆ gl(V ), and
when g
(1)
0 is of type Cm, then sp(V ) ⊆ g0 ⊆ csp(V ). Let G0, T , and N
± be
the algebraic groups introduced at the beginning of the proof of Theorem
4.18. To simplify the notation, we will identify the weights ν ∈ X1(T ) with
their differentials (dν)e ∈
(
t ∩ g
(1)
0
)∗ ∼= X(T ) ⊗Z F. Since G0 is a simply
connected group and g−1 is an irreducible restricted g
(1)
0 -module, there is a
unique λ ∈ X1(T ) such that g−1 ∼= L(λ) as g
(1)
0 -modules, where the action
of g
(1)
0 on L(λ) is induced by the differential of the rational action of G0 on
L(λ); see Proposition 2.13. The image of λ in X(T )/pX(T ) →֒
(
t ∩ g
(1)
0
)∗
equals Λ¯.
From now on we will identify g−1 with L(λ). The group G0 acts on g0 by
conjugation, and hence it acts rationally on the vector space Hom(g−1, g0) ∼=
g∗−1⊗g0. By the choice of L(λ), the differential of this action coincides with
the natural action of g
(1)
0 on Hom(g−1, g0).
First we suppose that g
(1)
0 is of type Am for m ≥ 2. Renumbering the
simple roots if necessary, we may assume that Γ¯ = −̟m (see the proof of
Theorem 4.18 for a similar argument). Then g−1 = L(̟1 + 2̟m). Since
w0̟i = −̟m+1−i, 1 ≤ i ≤ m, we have that V ∼= L(̟1), and g
∗
−1
∼=
L(2̟1+̟m) as G0-modules; see Proposition 2.12. From this it follows that
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g∗−1 is isomorphic to a composition factor of the G0-module S
2(V ) ⊗ V ∗.
Because the G0-module g0 is isomorphic to a G0-submodule of V ⊗ V
∗, any
weight of Hom(g−1, g0) relative T belongs to the set
R := {εi1 + εi2 + εi3 − εj1 − εj2 | 1 ≤ i1, i2, i3, j1, j2 ≤ m+ 1}.
Since −εm+1 = ̟m and −εm − εm+1 = ̟m−1 as rational characters of T
and since the Weyl group W of G0 permutes the εi’s, we have that
R ∩X(T )+ =
{
3̟1 + 2̟m, 3̟1 +̟m−1, 2̟1 +̟m,
̟1 +̟2 + 2̟m, ̟3 + 2̟m, ̟1 +̟2 +̟m−1,
̟3 +̟m−1, ̟2 +̟m, ̟1
}
,
where ̟3+̟m−1 is omitted if m ≤ 3, and ̟1+̟2+̟m−1, ̟3+2̟m are
omitted if m = 2. Clearly, R ∩X(T )+ ⊂ X1(T ). But then g1 is a G0-stable
subspace of Hom(g−1, g0) by Proposition 2.15.
Let µ be a minimal weight of the G0-module g1, and let g
µ
1 denote the
corresponding weight space. Since gµ1 is contained in the subspace of fixed
points of the subgroup N−, we have [n−, gµ1 ] = 0. As T acts as the identity
on t, the weight space gµ1 is t-stable. Let e1 = e
Θ1 be any nonzero weight
vector for t contained in gµ1 . It follows that e1 is a b
−-primitive vector, and
its weight Θ¯1 coincides with the image of µ in X(T )/pX(T ) →֒
(
t ∩ g
(1)
0
)∗
.
If Θ1 6= Γ, then Θ1 = −Λ by Theorem 4.4 (as in part (c) of the proof of
Theorem 4.18).
Suppose Θ1 = −Λ. Since w0µ is a maximal weight of g1, it belongs to
R ∩X(T )+. On the other hand, the image of w0µ in X(T )/pX(T ) equals
w0Λ¯. As p > 3, this implies that w0µ = 2̟1 + ̟m. Let M denote the
G0-submodule of g1 generated by e1. The orbit NG0(T ) · e1 contains an
eigenvector for B+ = TN+ of weight w0µ. Therefore, M is a homomorphic
image of the Weyl module V (2̟1+̟m); see Proposition 2.14 (a). Combin-
ing Theorem 2.69 with Weyl’s dimension formula (2.11), it is now easy to
observe that
dimV (2̟1 +̟m) = dim
(
S2(V )⊗ V ∗
)
− dimV ∗ = dimW (m+ 1)†1,
where W (m + 1)†1 is as in (2.70). Since m + 2 6≡ 0 mod p by our ear-
lier remarks, Theorem 2.69 says that the slm+1-module W (m+ 1)
†
1 is irre-
ducible and contains a b+-primitive vector of weight 2̟1 +̟m. But then
Proposition 2.13 yields dimL(2̟1 +̟m) = dimW (m+1)
†
1. It follows that
V (2̟1 + ̟m) ∼= L(2̟1 + ̟m) ∼= M . As a result, M is an irreducible g0-
module. Hence, we can replace the triple (fΛ, g0, e) by the triple (f
Λ, g0, e1)
and argue as before to conclude that Θ1 6= −Λ. As a consequence, g
µ
1 ⊆ g
Γ
1 ;
that is, the image of µ in X(T )/pX(T ) coincides with Γ.
From the description of R above and the fact that p > 3, we see that
µ = −̟m. There is a linear function δ ∈ (g
µ
1 )
∗ such that [fΛ, x] = δ(x)eα
for any x ∈ gµ1 . Since g is irreducible and transitive, and g
µ
1 consists of
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b−-primitive vectors, we have [fΛ, x] 6= 0 whenever 0 6= x ∈ gµ1 . This yields
ker δ = 0, i.e., dim gµ1 = 1. If ν is a weight of the G0-module g
∗
−1 ⊗ g0, then
w(ν) ∈ ∆∩X(T )+ for some w ∈W . Using the list of weights in R∩X(T )+
given above, it is easy to see that w(ν) ≥ ̟1. But then w0w(ν) ≤ w0(̟1) =
µ. By the minimality of µ we have µ = w0w(ν). Hence, all weights of the
G0-module g1 are conjugate underW . As dim g
µ
1 = dim g
wµ
1 for any w ∈W ,
each weight occurs with multiplicity one. Now it is straightforward to see
that g1 = V is an irreducible standard g
(1)
0 -module.
Suppose then that g
(1)
0 is of type Cm where m ≥ 1, so that G0 = Sp(V )
where dimV = 2m. Then Γ = −̟1, Λ = 3̟1 and g0 ⊆ g
(1)
0 ⊕ F, where F is
a trivial G0-module and g
(1)
0
∼= S2(V ) as g
(1)
0 -modules (see (2.51)). As g−1 is
irreducible, the g
(1)
0 -modules g−1 and S
3(V ) are isomorphic (see Proposition
2.77 or Theorem 2.38). Identifying g−1 with S
3(V ) and taking into account
the fact that S2(V ) ∼= S2(V )∗, we can embed g1 in the g
(1)
0 -module
N := S3(V )∗ +
(
S3(V )∗ ⊗ S2(V )∗
)
,
since
g1 ⊆ Hom(g−1, g0) ∼= g
∗
−1 ⊗ g0 ⊆ g
∗
−1 ⊗ (g
(1)
0 ⊕ F) where
g∗−1 ⊗ (g
(1)
0 ⊕ F)
∼= S3(V )∗ ⊗ (S2(V )∗ ⊕ F)
∼= S3(V )∗ +
(
S3(V )∗ ⊗ S2(V )∗
)
= N.
The group G0 acts by automorphisms on the symmetric algebra
S(V ) =
⊕
j≥0 S
j(V ), and the subspace N ⊂ S(V )∗ is invariant under the
dual action of G0 on S(V )
∗. The action of g
(1)
0 is the differential of this ac-
tion of G0. Now the multiplication in S(V ) induces a surjective G0-module
homomorphism S2(V )⊗ S3(V ) → S5(V ). Hence, there is an embedding of
G0-modules
η : S5(V )∗ → S2(V )∗ ⊗ S3(V )∗.
Let
N0 := η(S
5(V )∗)
be the image and define
R′ = {±εi1 ± εi2 ± εi3 ± εi4 ± εi5 | 1 ≤ i1, i2, i3, i4, i5 ≤ m}.
Since X(V ) = {±ε1, . . . ,±εm}, it is straightforward to see that X(N) ⊆ R
′
and dimN 5̟1 = dimN 5̟10 = 1. From this it follows that
X+(N/N0) ⊆
{
3̟1 +̟2, 3̟1, 2̟1 +̟3,
̟1 +̟4, ̟1 +̟2, ̟5, ̟3, ̟1
}
,
where̟5 is omitted ifm ≤ 4, ̟1+̟4 is omitted ifm ≤ 3, 2̟1+̟3 and ̟3
are omitted if m = 1, 2, and 3̟1+̟2, ̟1+̟2 are omitted if m = 1. As a
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consequence, X+(N/N0) ⊂ X1(T ), and any weight in X+(N/N0) dominates
̟1.
We claim that g1∩N0 = 0. Indeed, suppose the contrary. Then Theorem
4.4 shows that the g
(1)
0 -module S
5(V )∗ ∼= N0 contains a b
−-primitive vector
u of weight Γ¯ = −̟1 or −Λ¯ = −3̟1. If p > 5, then S
5(V ) is an irreducible
g
(1)
0 -module (see Lemma 2.79). Therefore, any b
−-primitive vector from
S5(V )∗ has weight −5̟1 6∈ {−̟1,−3̟1}, which is impossible.
Now assume p = 5. By Lemma 2.79, there exists a trivial g
(1)
0 -submodule
Y of S5(V ), and the quotient Y ′ := S5(V )/Y has a b+-primitive vector of
weight 3̟1 + ̟2 if m ≥ 2 (3̟1 if m = 1). Set Y
⊥ := {φ ∈ S5(V )∗ |
φ(Y ) = 0}. The g
(1)
0 -modules Y
⊥ and (Y ′)∗ (resp. S5(V )∗/Y ⊥ and Y ∗) are
isomorphic. If m ≥ 2, then any b−-primitive vector from (Y ′)∗ has weight
−3̟1 − ̟2 6∈ {−̟1,−3̟1}. But then u 6∈ Y
⊥, and so S5(V )∗/Y ⊥ ∼= Y ∗
contains a nonzero vector of weight Γ¯ = −̟1 or −Λ¯ = −3̟1. As the
g
(1)
0 -module Y
∗ is trivial, this is impossible. If m = 1, this argument shows
that u has t-weight −Λ¯ = −3̟1; Y
⊥ ∼= U(n+)u; and η(U(n+)u) is an
irreducible submodule of the g0-module g1 (one should also take into account
that g0 = g
(1)
0 ⊕ Z(g0)). But then one can replace the triple (f
Λ, g0, e) by
the triple (fΛ, g0, η(u)) and argue as before, to conclude that that η(u) has
weight Γ. This is a contradiction, and it proves the claim.
Thus, the canonical epimorphism N → N/N0 induces an injection g−1 →
N/N0. As X+(N/N0) ⊂ X1(T ), Proposition 2.15 shows that the adjoint
action of g
(1)
0 on g−1 is induced by the differential of a rational action of G0.
The weights of the G0-module g1 belong to X(N/N0).
Again let µ be a minimal weight of the G0-module g1. Arguing as before
we see that the weight space gµ1 is t-stable and consists of b
−-primitive
vectors relative to g0. Let e2 = e
Θ2 be a nonzero weight vector for t contained
in gµ1 . By Theorem 4.4 (again, as in part (c) of the proof of Theorem 4.18),
the image of µ in X(T )/pX(T ) coincides with −3̟1 or −̟1. Since p > 3,
the description of X+(N/N0) given above yields that either w0µ = 3̟1
or w0µ = ̟1. Let M
′ denote the G0-module generated by e2. The orbit
NG0(T ) · e2 contains an eigenvector for B
+ = TN+ of weight w0µ. Thus,
M ′ is a homomorphic image of the Weyl module V (w0µ); see Proposition
2.14 (a).
Assume that µ = −3̟1. Then Θ2 = −Λ. Now S
3(V ) is an irre-
ducible g
(1)
0 -module generated by a b
+-primitive vector of weight 3̟1. (This
can be seen directly or by identifying g
(1)
0 with H(2m)0 and S
3(V ) with
O(2m)3, which has a b
+-primitive vector x
(3)
1 , and then by appealing to [St,
Lem. 5.2.2] or Proposition 2.77 (a)). By Weyl’s dimension formula (2.11),
dimV (3̟1) = dimS
3(V ). In conjunction with Proposition 2.13 this implies
that S3(V ) ∼= L(3̟1) as g
(1)
0 -modules. But then V (3̟1)
∼= L(3̟1) ∼=M
′ as
G0-modules; see Proposition 2.14(a). Hence,M
′ is an irreducible g0-module,
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and we can, as before, replace the triple (fΛ, g0, e) by the triple (f
Λ, g0, e2)
to deduce that Θ2 6= −Λ. This contradiction shows that −̟1 is the only
minimal weight of the G0-module g1.
Since g is irreducible and transitive, it must be that dim gµ1 = 1. We
have already established that ν ≥ ̟1 for any ν ∈ X+(g1). From this it
is immediate that all weights of the G0-module g1 are conjugate under the
Weyl group of G0. Using these properties and reasoning as above, we see
that g1 = V . We have considered all the cases, so the lemma is proved. 
4.8. Determining the negative part when g1 is irreducible
In Lemma 4.30 below, we show that if the Lie algebra ĝ generated by the
local part of g is isomorphic to one of the graded Lie algebras of Cartan type
S, CS, H, or CH (so that g1 is an irreducible g0-module), then g itself must
be depth-one. Except for a couple of special cases which must be treated
separately, we are able to verify the lemma by applying previous results to
the Lie algebra generated by g0, a homogeneous space ĝk of ĝ for k ≥ 1, and
a certain g0-submodule V−k of g−k.
Lemma 4.30. Let g be a finite-dimensional graded Lie algebra satisfying
conditions (1)-(5). Suppose that the subalgebra ĝ generated by the local part
g−1⊕ g0⊕ g1 is isomorphic one of the restricted Lie algebras of Cartan type
S(m+ 1; 1)(1),m ≥ 2, S(m+ 1; 1)(1) ⊕ FD1, m ≥ 2, H(2m; 1)(2),m ≥ 1, or
H(2m; 1)(2) ⊕ FD1,m ≥ 1, with its natural grading. Then g−2 = 0.
Proof. (a) Set ĝj = ĝ ∩ gj for −q ≤ j ≤ r. By our hypothesis on ĝ, the
commutator g
(1)
0 is a classical simple Lie algebra of type Am or Cm. Let
t denote the toral subalgebra of g0, and let f
Λ be a b+-primitive vector of
weight Λ from g−1. In the Am-case, we assume as before that Λ = ̟m. In
this case, we have by Lemma 2.78 (a) that when m ≥ 2, the g
(1)
0 -module
ĝk is generated by a b
−-primitive vector e−̟1−(k+1)̟m , k = 2, 3. If Φ is of
type Cm, m ≥ 1, and p > 5, the same lemma shows that ĝk is generated
by a b−-primitive vector e−(k+2)̟1 , k = 2, 3. If p = 5 and Φ is of type
Cm, m ≥ 2, then ĝ2 is generated by a b
−-primitive vector e−4̟1 and ĝ3 is
generated by a b−-primitive vector e−3̟1−̟2 ; see Lemma 2.78 (b). Finally,
in the A1, p = 5 case, ĝ2 is generated by a b
−-primitive vector e−4̟1 , and
ĝ3 is generated by a b
−-primitive vector e−3̟1 , again by Lemma 2.78 (b).
(b) By 1-transitivity (1.3), the g0-submodule g−i is isomorphic to a submod-
ule of Hom(g1, g−(i−1)) (i > 0). This can be used to show that each g−i with
i > 0 is a restricted g
(1)
0 -module. Indeed for i = 1, this is Remark 4.6. By
transitivity (1.2), g1 is isomorphic to a submodule of Hom(g−1, g0); hence
it is a restricted g
(1)
0 -module. (Note that g0 is a restricted g
(1)
0 -module too,
as the restriction map on g
(1)
0 is induced by that on g0.) By our induction
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assumption, the g
(1)
0 -module g−(i−1) is restricted. But then so is the g
(1)
0 -
module Hom(g1, g−(i−1)) along with its submodule g−i. This completes the
induction step.
(c) Suppose that Φ 6= A1 if p = 5. We will show that [g−k, ĝk] = 0 for
k = 2, 3. Suppose the contrary, and let a−k := {x ∈ g−k | [x, ĝk] = 0} for
k = 2, 3. Let V−k denote a g0-submodule of g−k containing a−k such that
U−k := V−k/a−k is irreducible. Both V−k and a−k are g
(1)
0 -submodules of
g−k, and hence are restricted over g
(1)
0 , by (b). Therefore, so is the quotient
module U−k := V−k/a−k.
(c1) By Engel’s theorem, the subalgebra n+ of g
(1)
0 annihilates a nonzero
vector on any g0-module E endowed with a p-character which vanishes on
g
(1)
0 . This means that E0 = {v ∈ E | eα.v = 0 for all α ∈ Φ
+} is a nonzero
t-module. But t is diagonalizable for any g0-module affording a p-character.
So there is λ ∈ t∗ such that Eλ0 = {v ∈ E0 | t.v = λ(t)v for all t ∈ t} is
nonzero.
(c2) Let S{k} =
⊕
i∈kZ S
{k}
i be the graded subalgebra of g generated by
V−k, g0, and ĝk, and let M
{k} be the Weisfeiler radical M(S{k}) of S{k}.
Obviously, M{k} ∩ S
{k}
−k = a−k, and S
{k}
k = gk. Let S
{k}
:= S{k}/M{k}.
Then S
{k}
−k
∼= U−k as g0-modules, and S
{k}
k
∼= gk. Part (c1) shows that we
can find a b+-primitive vector in U−k, say f
µk . Because [S
{k}
−k , S
{k}
k ] 6= 0, we
must have [fµk , eλk ] 6= 0 where eλk is a b−-primitive vector of gk generating
gk as a g
(1)
0 -module.
(c3) If µk 6= −λk and µk(t ∩ g
(1)
0 ) 6= 0, then the graded Lie algebra S
{k}
satisfies all the conditions of Theorem 4.4. But then −λk ∈ {̟1,̟m, 2̟1+
̟m,̟1+2̟m} if Φ ∼=Am, m ≥ 2, and −λk ∈ {̟1, 3̟1} if Φ ∼= Cm, m ≥ 1.
Using our description of the λk’s in part (a), it is easy to check that this is
not the case. Hence, either µk(t ∩ g
(1)
0 ) = 0, or µk = −λk.
If µk(t∩g
(1)
0 ) = 0, then it follows from the classification of the irreducible
restricted representations of a classical Lie algebra that U−k is a trivial g
(1)
0 -
module. But then ad fµk induces a nonzero g
(1)
0 -module homomorphism
φk : gk → g0. Since gk is generated by e
λk as a g
(1)
0 -module, it must be
that φk(e
λk) is a b−-primitive vector in g0. But −λk is neither zero nor
the highest root of Φ; see part (a) and our assumption in part (c). Hence,
µk(t ∩ g
(1)
0 ) 6= 0.
(c4) Now suppose µk = −λk. We first assume that gk is an irreducible g
(1)
0 -
module and let N
{k}
denote the maximal graded ideal of S
{k}
contained in⊕
i≥1 S
{k}
i . Theorem 3.22 shows that S
{k}
/N
{k}
is a classical Lie algebra
with one of its standard gradings (note that S
{k}
/N
{k}
cannot be a Melikyan
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algebra in view of our assumption in part (c)). As in the proof of Lemma
4.28, one then observes that the the g
(1)
0 -module S
{k}
−k
∼= U−k must have a
b+-primitive vector whose weight is in the list
{2̟1,̟1,̟2,̟m−1,̟m, 2̟m}, m ≥ 8,
{2̟1,̟1,̟2,̟3,̟5,̟6,̟7, 2̟7}, m = 7,(4.31)
{̟i | 1 ≤ i ≤ m} ∪ {2̟1, 2̟m}, 2 ≤ m ≤ 6,
for g
(1)
0 of type Am, and in the list
{̟1}, m ≥ 4,
{̟1,̟m}, m = 2, 3,
{̟1, 2̟1, 3̟1}, m = 1,
for g
(1)
0 of type Cm. On the other hand, it follows from our discussion in
part (a) that µk = ̟1 + (k + 1)̟m, k = 2, 3, if g
(1)
0 is of type Am, m ≥ 2,
and µk = (k + 2)̟1, k = 2, 3, for p > 5 and µk ∈ {4̟1, 3̟1 + ̟2} for
p = 5 and m ≥ 2, if g
(1)
0 is of type Cm, m ≥ 1. These linear functions do not
appear on the list. Therefore, the case we are considering cannot occur.
(c5) Next assume that µk = −λk and gk is a reducible g
(1)
0 module. Propo-
sition 2.77 (b) together with Theorem 2.69 (i) show that m+ k ≡ 0 mod p
and ĝ is isomorphic to one of S(m+ 1; 1)(1) or S(m + 1; 1)(1) ⊕ FD1. The-
orem 2.69 then says that gk ∼= S
{k}
k contains an irreducible g
(1)
0 -submodule
g
♯
k with a b
+-primitive vector of weight k̟1 such that the quotient module
gk/g
♯
k is irreducible. Let e
−k̟m be a b−-primitive vector of the g
(1)
0 -module
g
♯
k ⊂ S
{k}
k . Note that [f
µk , ek̟m ] is a multiple of a highest root vector in
S
{k}
0
∼= g0. Since k ∈ {2, 3}, Theorem 4.4 implies [f
µk , ek̟m ] = 0. But then
[fµk , g♯k] = 0, forcing [S
{k}
k , g
♯
k] = 0.
As in part (c4), we let N
{k}
denote the maximal graded ideal of S
{k}
contained in
⊕
i≥1 S
{k}
i . The above discussion then shows that N
{k}
k = g
♯
k
and
S
{k}
k /N
{k}
k
∼= gk/g
♯
k
∼= U∗−k =
(
S
{k}
−k
)∗
as g
(1)
0 -modules. But then Theorem 3.22 applies to the graded Lie algebra
S
{k}
/N
{k}
. Repeating the argument from part (c4) we now deduce that the
present case cannot occur. This shows that under the main assumption of
part (c) we have [gk, ĝk] = 0 for k = 2, 3.
(c6) As ĝ2 6= 0, it follows that [g−1, [g−1, ĝ2] 6= 0 by transitivity. As
[g−2, ĝ2] = 0, it follows that [g−2, [g−1, [g1, ĝ2]]] = 0. By assumption,
g−2 6= 0, so that [g−2, g1] = g−1, by irreducibility and 1-transitivity. But
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then
[g−3, ĝ3] ⊇ [[g−1, g−2], [g1, ĝ2]] = [g−1, [g−2, [g1, ĝ2]]]
= [g−1, [[g−2, g1], ĝ2]] = [g−1, [g−1, ĝ2]] 6= 0.
This contradiction shows that g−2 = 0 if p > 5, or if p = 5 and Φ is not of
type A1.
(d) Now suppose that p = 5 and Φ is of type A1. By our initial assumption,
the graded Lie algebra ĝ is then isomorphic to eitherH(2; 1)(2) orH(2; 1)(2)⊕
FD1. By Proposition 2.77(a) and Lemma 2.78(b), the g
(1)
0 -module g2 is
irreducible and generated by a b−-primitive vector e−4̟1 . If we reason as
above, it is not difficult to observe that [g−2, ĝ2] = 0. This forces [g−3, ĝ3] 6=
0; see the above calculation. Since ĝ is generated by its local part, the
commutator subalgebra ĝ(1) is simple. Moreover, ĝi ⊂ ĝ
(1) for any i 6= 0
and ĝ(1) ∩ g2(p−1)−2 = 0; see Lemma 2.80. As p = 5, this gives ĝ6 = 0.
By Lemma 2.80 again, ĝ3 is an irreducible g
(1)
0 -module generated by a b
−-
primitive vector e−3̟1 . Consequently, [g−3, e
−3̟1 ] 6= 0.
As before, let V−3 be a g0-submodule of g−3 containing a−3 := {x ∈
g−3 | [x, ĝ3] = 0} and such that the quotient module U−3 = V−3/a−3 is
irreducible. Let S{3} be the graded subalgebra generated by V−3, g0, and
ĝ3. Let M
{3} denote the maximal ideal of S{3} contained in the negative
part
⊕
i<0 S
{3}
i . Set S
{3}
:= S{3}/M{3}. Clearly, S
{3}
is graded:
S
{3}
=
⊕
i∈3Z
(S
{3}
)i
and S
{3}
−3
∼= U−3, S
{3}
0
∼= g0, and S
{3}
3
∼= g3. By similar reasoning, we find a
b+-primitive vector fµ3 ∈ U−3 and show that [f
µ3 , e−3̟1 ] 6= 0; here e−3̟1
denotes the image of e−3̟1 in S
{3}
.
If µ3(t ∩ g
(1)
0 ) = 0, then, as above, U−3 = Ff
µ3 , and ad fµ3 induces a
nonzero g
(1)
0 -module homomorphism from ĝ3 into g0. Since this situation
is easily seen to be impossible, we have µ3(t ∩ g
(1)
0 ) 6= 0. If µ3 6= 3̟1,
Theorem 4.4 applies to yield that [fµ3 , e−3̟1 ] = f1, a b
−-primitive vector
of g
(1)
0
∼= sl2. Hence, µ3 = ̟1. Let f
3̟1 be a b+-primitive vector of ĝ3,
and let f3̟1 denote its image in S
{3}
. Because [fµ3 , f3̟1 ] ∈ g4̟10 we have
[fµ3 , f3̟1 ] = 0. Therefore,
[fµ3 , [f3̟1 , e−3̟1 ]] = − [f1, f3̟1 ] 6= 0,
forcing (S
{3}
)6 6= 0. Since this contradicts ĝ6 = 0, we conclude that µ3 =
3̟1.
Let J be the maximal graded ideal of S
{3}
contained in the subspace⊕
|i|>3 S
{3}
i . By construction, the graded Lie algebra S
{3}
/J satisfies all the
conditions of Theorem 3.22. Since S
{3}
/J is generated by its local part, it
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cannot be isomorphic to a Melykian algebra. Hence, S
{3}
/J is isomorphic
to a graded Lie algebra of type G2 associated with the Dynkin diagram
(4.32) ◦ •
............................
............................
............................>
α1 −µ3
(see Theorem 3.22 and [Bou1]). But then (S
{3}
)6 6=
(
(S
{3}
)6 ∩ J
)
to force
ĝ6 6= 0. This contradiction shows that g−2 must be zero, as desired. 
4.9. Determining the negative part when g1 is reducible
Here we show that if the local Lie algebra ĝ is a restricted Lie algebra
of Cartan type W or K, then the negative part of g must coincide with
the negative part of ĝ. Under these hypotheses, g1 is the direct sum of two
irreducible g0-modules in most cases, so we can look at the Lie algebras
generated by g−1, g0, and various submodules of g1 and apply previous
results to (quotients of) them.
Lemma 4.33. Let g =
⊕r
i=−q gi be a finite-dimensional graded Lie al-
gebra which satisfies conditions (1)-(5). Suppose that the subalgebra ĝ gen-
erated by the local part g−1 ⊕ g0 ⊕ g1 is isomorphic to a graded Lie algebra
of Cartan type W (m; 1), m ≥ 2, or K(2m+1; 1)(1). Then gi = ĝi for i < 0.
Proof. (a) We first assume that ĝ 6∼=W (m; 1) if m+1 ≡ 0 mod p. In this
case the g0-module g1 decomposes into the direct sum of two g0-submodules
g
♯
1 and g
†
1. For ĝ
∼= W (m; 1) this follows from Theorem 2.69. For ĝ ∼=
K(2m + 1, 1)(1) we let g†1 denote the span of all DK(x
(1)
i x
(1)
j x
(1)
k ) with 1 ≤
i, j, k ≤ 2m, and we put g♯1 := {DK(x
(1)
i x
(1)
2m+1) | 1 ≤ i ≤ 2m}. Recall that
here we have g
(1)
0
∼= sp(V ) where V is the span of x
(1)
i with 1 ≤ i ≤ 2m.
Using Proposition 2.61 it is straightforward to see that g†1
∼= S3(V ) and
g
♯
1
∼= V ∼= g−1 as g
(1)
0 -modules.
Let ĝ† and ĝ♯ denote the graded subalgebras of g generated by g−1⊕g0⊕
g
†
1 and g−1 ⊕ g0 ⊕ g
♯
1, respectively. It follows from our general assumption
and Proposition 2.61(ii) that ĝ♯ is 1-transitive and ĝ−2 = Z(ĝ
†). Applying
Theorem 2.66 we now deduce that the graded Lie algebra ĝ†/ĝ−2 is iso-
morphic to one of Cartan type Lie algebras S(m; 1)(1) ⊕ FD1, m ≥ 3, or
H(2m; 1)(2) ⊕ FD1, m ≥ 1, while ĝ♯ is isomorphic to a classical Lie algebra
of type Am or Cm+1.
(b) Let us denote by g♯ the graded subalgebra of g generated by the sub-
spaces g♯1 and gi with i ≤ 0. Let M(g
♯) be the maximal ideal of g♯ con-
tained in the negative part
⊕
i<0 gi of g
♯. Clearly, M(g♯) ⊆
⊕
i≤−2 gi.
Since g♯1
∼= g∗−1 as g0-modules, the quotient algebra g
♯ := g♯/M(g♯) sat-
isfies all the conditions of Theorem 3.22. Our general assumption implies
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[[g−1, g−1], g−1] = 0. Since the subalgebra generated by the local part of a
Melikyan algebra is isomorphic to a Lie algebra of type G2 graded accord-
ing to the long simple root, Theorem 3.22 yields that g♯ is classical. As a
corollary, if ĝ ∼= W (m; 1), then g−2 ⊆ M(g
♯), and if ĝ ∼= K(2m + 1; 1)(1),
then g−3 ⊆M(g
♯) and M(g♯)−2 has codimension 1 in g−2.
Clearly, M(g♯)−2 = {x ∈ g−2 | [x, g
♯
1] = 0}. It follows easily from this
and our general assumption that ĝ−2 ∩M(g
♯)−2 = 0 and that ĝ−2 6= 0 only
if ĝ ∼= K(2m+ 1; 1)(1). Therefore,
g−2 = ĝ−2 ⊕M(g
♯)−2.
(c) Let g† denote the subalgebra of g generated by the subspaces g†1 and
gi, i ≤ 0. Let M(g
†) be the maximal ideal of g† contained in the negative
part
⊕
i<0 gi of g
†. Our discussion in part (a) shows that ĝ−2 ⊆ M(g
†)
and the quotient algebra g† := g†/M(g†) satisfies all of the conditions of
Lemma 4.30. Applying this lemma, we obtain that M(g†)−2 = g−2. As
M(g♯)−2 = {x ∈ g−2 | [x, g
♯
1] = 0}, we have [M(g
†)−2, g
♯
1 + g
†
1] = 0. Since
g is 1-transitive and g♯1 + g
†
1 = g1 by part (a), we get M(g
♯)−2 = 0. Our
final remark in part (b) then yields g−2 = ĝ−2. If ĝ ∼= W (m; 1), this gives
the result. If ĝ ∼= K(2m + 1; 1)(1), then M(g†)−3 = M(g
♯)−3 = g−3 by our
remarks above.
(d) Suppose g−3 6= 0. We have [g−3, g
♯
1] = 0 by part (b), and [g−3, g1] =
[g−3, g
†
1] = ĝ−2 by part (c) and 1-transitivity. Since dim ĝ−2 = 1 and
g is 1-transitive, the g
(1)
0 -module g−3 embeds into Hom(g
†
1, g−2)
∼= (g
†
1)
∗.
Moreover, because ĝ ∼= K(2m + 1; 1)(1) in the present case, we have that
g
(1)
0 = sp(V ) and g
†
1
∼= S3(V ) as g
(1)
0 -modules; see part (a). Since p > 3,
Proposition 2.77 shows that g†1 is an irreducible (and self-dual) g
(1)
0 -module.
It is generated by DK(x
(3)
1 ), a b
+-primitive vector of weight 3̟1. Let f
3̟1
be a b+-primitive vector of g−3, and let e
−3̟1 and e−̟1 be b−-primitive
vectors of g†1 and g
♯
1, respectively. Set w := [f
3̟1 , e−3̟1 ]. By the above,
both g−3 and g
♯
1 are irreducible over g
(1)
0 . Since [g−3, g
♯
1] = 0, we have
[f3̟1 , e−̟1 ] = 0, while the 1-transitivity of g implies that w spans g−2 =
ĝ−2. By our discussion in part (a), ĝ
♯ is a Lie algebra of type Cm+1. Because
[[e−2ε1 , eε1−ε2 ], , eε1−ε2 ] 6= 0 in any Lie algebra of type Cm+1 over F in which
ĝ−2 = Fe−2ε1 , it must be that
[f3̟1 , [[e−3̟1 , e−̟1 ], e−̟1 ]] = [[w, e−̟1 ], e−̟1 ] ∈ F×e−α,
where α is the highest root of Φ. It is now immediate that the elements
f3̟1 and [[e−3̟1 , e−̟1 ], e−̟1 ] satisfy all of the conditions of Theorem 4.4,
contrary to the fact that S3(V ) 6∼= V as sp(V )-modules. Therefore, g−3 = 0.
(e) We turn now to the case in which ĝ ∼= W (m; 1), where m + 1 ≡ 0
mod p. It is much more complicated. As above, we let ĝ† denote the graded
subalgebra of g generated by g−1 ⊕ g0 ⊕ g
†
1. Note that in the present case
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m ≥ 4. Theorem 2.69 shows that the g0-module g1 has a unique composition
series g1 ⊃ g
†
1 ⊃ g
♯
1 ⊃ 0. Furthermore, g1/g
†
1
∼= g∗−1, and ĝ
† is isomorphic to a
graded Lie algebra S(m; 1)(1)⊕ FD1; see Theorem 2.66. Setting g† as above
and using Lemma 4.30, we see now that g−2 = M(g
†)−2. In other words,
[g−2, g
†
1] = 0. By 1-transitivity, g−2 is then isomorphic to a submodule of the
g0-module Hom(g1/g
†
1, g−1)
∼= g−1⊗g−1. Since g0 ∼= gl(V ) and g−1 ∼= V
∗, it
follows that g−2 is isomorphic to a gl(V )-submodule of V
∗⊗ V ∗ ∼= S2(V ∗)⊕
∧2V ∗. In particular, g−2 is a completely reducible g0-module.
(f) Suppose g−2 6= 0 and let g
′
−2 be an irreducible g0-submodule of g−2.
Clearly, either g′−2
∼= S2(V ∗) or g′−2
∼= ∧2V ∗. Due to the irreducibility
and 1-transitivity of g, we have [g′−2, g1] = g−1. Therefore, [g
′
−2, [g1, g
†
1]] =
[g−1, g
†
1] 6= 0 by transitivity. As a consequence, [g
′
−2, ĝ2] 6= 0.
Since m + 2 6≡ 0 mod p, Theorem 2.69 shows that ĝ2 = (ĝ2)
♯ ⊕ (ĝ2)
†,
where both (ĝ2)
♯ and (ĝ2)
† are irreducible g
(1)
0 -modules. Moreover, (ĝ2)
♯
and (ĝ2)
† are generated by b−-primitive vectors e−2Λ and e−µ, respectively,
where µ = 2Λ + α, Λ = ̟m−1, and α = α1 + · · ·+ αm−1 = ̟1 +̟m−1; see
Theorem 2.69, Lemma 2.78, and [Bou1]. Let f be a b+-primitive vector of
g′−2. Since g
′
−2 is isomorphic to a submodule of S
2(V ∗)⊕ ∧2V ∗, the weight
of f is equal to either 2Λ or ̟m−2. Since [g
′
−2, ĝ2] 6= 0, it follows that either
[f, e−2Λ] 6= 0 or else [f, e−µ] 6= 0. Applying Theorem 4.4 shows that the case
[f, e−µ] 6= 0 is impossible. Thus f has weight 2Λ, and [f, e−µ] = 0. This, in
turn, yields g−2 = g
′
−2
∼= S2(V ∗).
At this point, it will be convenient to identify ĝ with the graded Lie
algebra W (m; 1), adopt the notation of Section 2.13, and choose t to be the
Cartan subalgebra h from the proof of Theorem 2.69. The above shows that
[f, e−2Λ] is a nonzero element in h. Let S{2} denote the graded Lie subalgebra
of g generated by g−2, g0, and (ĝ2)
♯. Let I be the maximal graded ideal of
S{2} contained in the subspace
⊕
|i |≥4 S
{2}
i , and set S
{2}
:= S{2}/I. Then
S
{2}
0
∼= g0 and both S
{2}
−2 and S
{2}
2 are irreducible S
{2}
0 -modules. Applying
Theorem 3.20 we derive that S
{2}
is isomorphic to a classical Lie algebra
with a standard grading. Our earlier remarks show that the Dynkin diagram
of S
{2}
must have the following form:
(4.34) ◦ ◦ · · · ◦ •............................ ............................ ............................ ........................................................<
α1 α2 αm−1−2Λ
Therefore, it can be assumed, after rescaling f if necessary, that e−2Λ =
x
(2)
m D1 and [f, e
−2Λ] = h2Λ, where Λ(h2Λ) = 1, αm−1(h2Λ) = −1, and
αi(h2Λ) = 0 for i ≤ m− 2.
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(g) By Theorem 2.69 the g
(1)
0 -module g
♯
1 is generated by a b
−-primitive
vector e−Λ = x
(1)
m D1. Since g
♯
1 ⊂ g
†
1 and [g−2, g
†
1] = 0 by part (e), we have
(4.35) [f, e−Λ] = 0.
Since m + 3 6≡ 0 mod p, Theorem 2.69 shows that the g
(1)
0 -module ĝ3 is
a direct sum of its irreducible submodules (ĝ3)
♯ and (ĝ3)
†. Moreover, the
g
(1)
0 -module (ĝ3)
♯ is generated by a b−-primitive vector e−3Λ := x
(3)
m D1. In
view of (2.68), we have
(4.36) [x(i)m D1, x
(j)
m D1] = (j − i)
(
i+ j
i
)
x(i+j)m D1
(
∀ i, j ∈ N
)
.
Since div
(
x
(3)
m Dm − x
(2)
m D1
)
= −(m + 1)x
(2)
m = 0 and (ĝ2)
† consists of all
divergence-free derivations in ĝ2 = W (m; 1)2, it must be that −x
(3)
m Dm +
x
(2)
m D1 ∈ (ĝ2)
†. Since the irreducible g
(1)
0 -module (ĝ3)
† contains x
(4)
m D1 and
[x(1)m (x
(1)
1 D1 − x
(1)
2 D2), [x
(1)
m (x
(1)
1 D1 − x
(1)
2 D2), x
(2)
m D1]] ∈ F
×x(4)m D1,
we have the inclusion (ĝ3)
† ⊂ g† which shows that
(4.37) [f, x(3)m Dm − x
(2)
m D1] = 0,
since, as we noted in part (e), [g−2, g
†
1] = 0.
Set fΛ := Dm, a b
+-primitive vector of the g
(1)
0 -module g−1. Combining
(4.35), (4.36), (4.37) with the equality Λ(h2Λ) = 1 we now obtain[
[f, fΛ], [e−2Λ, e−Λ]
]
=
[
[f, [e−2Λ, e−Λ]], fΛ
]
+
[
f, [fΛ, [e−2Λ, e−Λ]]
]
=
[
[h2Λ, e
−Λ], fΛ
]
+
[
f, [Dm, [x
(2)
m D1, x
(1)
m D1]]
]
= −Λ(h2Λ)[e
−Λ, fΛ]− 3
[
f, [Dm, x
(3)
m D1]
]
= [Dm, x
(1)
m D1]− 3[f, x
(2)
m D1 + x
(3)
m Dm]
= D1 + x
(1)
m Dm − 3[f, 2x
(2)
m D1 + x
(3)
m Dm − x
(2)
m D1]
= D1 + x
(1)
m Dm − 6h2Λ.
Since Λ(h2Λ) = 1, we have [D1 + x
(1)
m Dm − 6h2Λ, Dm] = −8Dm 6= 0. Con-
sequently, [f, fΛ] 6= 0 is a b+-primitive vector of weight 3Λ = 3̟m−1 in
g−3.
(h) Let g′−3 be the g0-submodule of g−3 generated by [f, f
Λ], and denote
by S{3} the Lie subalgebra of g generated by g′−3, g0, and (ĝ3)
♯. We give
S{3} a Z-grading by setting S{3}i = g−3i ∩ S
{3} for all i ∈ Z. Let J be the
maximal graded ideal of S{3} contained in the subspace
⊕
|i |≥1 S
{3}
i , and
set S
{3}
:= S{3}/J . Our computation in part (g) implies that [f, fλ] 6∈ J .
From this it is easy to deduce that the graded Lie algebra S
{3}
is irreducible,
transitive, and 1-transitive. Obviously, S
{3}
0
∼= g0.
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Let Λ′ = −w0(Λ) = ̟1 and extend Λ
′ to a linear function on h by setting
Λ(D1) = 1. Let u
3Λ′ denote a b+-primitive vector of S
{3}
−1
∼= S3(V ), and let
vλ be any b−-primitive vector of S
{3}
1 . Then [u
3Λ′ , vλ] 6= 0 by transitivity. If
λ 6= −3Λ′, then Proposition 4.14 says that λ does not vanish on h∩g
(1)
0 . Since
3̟1 6∈ {̟1,̟m−1, 2̟1+̟m−1,̟1+2̟m−1}, this contradicts Theorem 4.4.
Thus, the b−-primitive vectors of S
{3}
1 must have weight −3Λ
′. Let M be
an irreducible g0-submodule of S
{3}
1 . Since S
{3}
−1 is a restricted g
(1)
0 -module,
so is the g
(1)
0 -module M →֒ Hom
(
S
{3}
−1 , g0
)
. The preceding remark then
implies that M is generated by a b−-primitive vector of weight −3Λ′. In
this situation, Theorem 4.7(ii) shows that S
{3}
1 is an irreducible g
(1)
0 -module.
But then S
{3}
satisfies all of the conditions of Theorem 3.22. It follows that
S
{3}
is a classical graded Lie algebra whose null component is of type Am−1,
m ≥ 4. Yet 3̟1 is not listed in (4.31), which exhibits all possible weights of
b+-primitive vectors in S
{3}
−1 that can occur in this situation. This implies
that in the present case g−2 = 0, completing the proof. 
4.10. The case that g0 is abelian
Here we verify that g0 can be abelian only in a Zassenhaus Lie algebra
W (1;n) or in sl2. We use the fact that by transitivity, g0 must be one-
dimensional, so that by irreducibility, g−1 must be one-dimensional as well.
Lemma 4.38. Let g =
⊕r
i=−q gi be a finite-dimensional graded Lie al-
gebra which satisfies conditions (1)-(5), and suppose further that g
(1)
0 = 0 .
If r > 1, then q = 1, and g is isomorphic to a graded Lie algebra W (1;n)
for some n ≥ 1. If q > 1, then r = 1, and g =
⊕q
i=−1 g−i is isomorphic to
a graded Lie algebra W (1;n′)) for some n′ ≥ 1. If r = q = 1, then g ∼= sl2.
Proof. Since g0 is abelian, conditions (3) and (4) show that g0 and g−1 are
one-dimensional, say g0 = Fz0, and g−1 = Fz−1, and z0 acts as a nonzero
scalar on g−1. Since the pairing g1 × g−1 → g0 given by the product is
nondegenerate by transitivity, g1 ∼= g
∗
−1. Thus g1 is one-dimensional also,
say g1 = Fz1.
Denote by g≥−1 and g≤1 the graded subalgebras of g generated by all gi
with i ≥ −1 and i ≤ 1, respectively. Both g≥−1 and g≤1 satisfy conditions
(1)-(5). If g = g≥−1 or g = g≤1, then our statement follows from Theorem
2.66. Thus, in what follows we will assume that min(r, q) > 1.
As [g−1, g−1] = [g1, g1] = 0, Theorem 2.66 shows that g
≥−1 ∼= W (1;n)
and g≤1 ∼= W (1;n′) for some positive integers n and n′. In particular,
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dim gi = 1 for −q ≤ i ≤ r, and [g1, gp−2] = 0 = [g−1, g−(p−2)]. For −p+ 2 ≤
i ≤ p− 2, choose zi ∈ gi\{0}. By transitivity, (ad z−1)
p−3(zp−2) 6= 0, while
(ad z−1)
p−3([g−(p−2), gp−2]) ⊆ F(ad z−1)
p−3(z0) = 0,
since p ≥ 5. But then
0 = (ad z−1)
p−3([g−(p−2), zp−2])
= [g−(p−2), (ad z−1)
p−3(zp−2)]
= [g−(p−2), g1],
violating condition (5). Therefore, min(r, q) = 1, proving the lemma. 
4.11. Completion of the proof of the Main Theorem
Suppose g =
⊕r
j=−q gj is a graded Lie algebra satisfying the hypotheses
of the Main Theorem, and let ĝ denote the Lie subalgebra of g generated by
g−1⊕ g0⊕ g1. Note that ĝ satisfies the hypotheses of the Main Theorem. If
g
(1)
0 = 0, then the Main Theorem follows from Lemma 4.38. So assume from
now that g
(1)
0 6= 0. Since [[g−1, g1], g1] 6= 0 by 1-transitivity, Theorem 1.63
shows g−1 is a restricted g
(1)
0 -module. Since g1 embeds into Hom(g−1, g0)
by transitivity, it is a restricted g
(1)
0 -module too.
Let fΛ be a b+-primitive vector of weight Λ in the g0-module g−1, and
let eΓ be a b−-primitive vector of weight Γ in the g0-module g1. Then
[fΛ, eΓ] 6= 0 by transitivity. If [fΛ, eΓ] 6∈ t, then it can be assumed (after
rescaling if necessary) that [fΛ, eΓ] = e−α for some α ∈ Φ. If α is a positive
root, then Theorem 4.18 shows that ĝ is a restricted Lie algebra of Cartan
type with its natural grading. More precisely, ĝ is either W (m; 1), m ≥ 2,
or S(m; 1)(1), m ≥ 3, or S(m; 1)(1) ⊕ FD1, m ≥ 3, or H(2m; 1)(2), m ≥ 1,
or H(2m; 1)(2) ⊕ FD1, m ≥ 1, or K(2m+ 1; 1)(1), m ≥ 1. In this situation,
Lemmas 4.30 and 4.33 yield that g is isomorphic to a Lie algebra of Cartan
type with its natural grading.
If α is a negative root, then Lemma 4.28 says that g1 is an irreducible
g0-module. In this case, we can regard g with its reverse grading without
violating the hypotheses of the Main Theorem. Interchanging the roles
of positive and negative roots and arguing as above, we are now able to
conclude that g itself is isomorphic to a Lie algebra of Cartan type with the
reverse grading.
Thus, from now on we can assume that [fΛ, eΓ] ∈ t for any b−-primitive
vector eΓ ∈ g1. Clearly, this implies that any irreducible g0-submodule of
g1 is generated by a b
−-primitive vector of weight −Λ. In this situation
Theorem 4.7(ii) applies showing that g1 is an irreducible g0-module. But
then Theorem 3.22 says that either g is a classical Lie algebra with one of its
standard gradings or else p = 5 and g is a Melikyan algebra with its natural
grading or the reverse of its natural grading. 
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