We study elliptic and parabolic boundary value problems in spaces of mixed scales with mixed smoothness on the half space. The aim is to solve boundary value problems with boundary data of negative regularity and to describe the singularities of solutions at the boundary. To this end, we derive mapping properties of Poisson operators in mixed scales with mixed smoothness. We also derive R-sectoriality results for homogeneous boundary data in the case that the smoothness in normal direction is not too large.
Introduction
In recent years, there were some efforts to generalize classical results on the bounded H ∞ -calculus ( [5, 6, 11, 12] ) and maximal regularity ( [6, 7, 9, 10, 18] ) of elliptic and parabolic equations to cases in which rougher boundary data can be considered. The main tool in order to derive these generalizations are spatial weights, especially power weights of the form w ∂O r (x) := dist(x, ∂O) r (x ∈ O), which measure the distance to the boundary of the domain O ⊂ R n . Including weights which fall outside the A p -range, i.e. weights with r (−1, p − 1), provides a huge flexibility concerning the smoothness of the boundary data which can be considered. We refer the reader to [29] in which the bounded H ∞ -calculus for the shifted Dirichlet Laplacian in L p (O, w ∂O r ) with r ∈ (−1, 2p − 1) \ {p − 1} has been obtained and applications to equations with rough boundary data are given. One even obtains more flexibility if one studies boundary value problems in weighed Besov and Triebel-Lizorkin spaces. Maximal regularity results for the heat equation with inhomogeneous boundary data have been obtained in [27] . In [19] similar results were shown for general elliptic and parabolic boundary value problems. The elliptic and parabolic equations we are interested in are of the form λu − A(D)u = f in R n + , B j (D)u = g j on R n−1 ( j = 1, . . . , m), and ∂ t u − A(D)u = f in R × R n + , B j (D)u = g j on R × R n−1 ( j = 1, . . . , m), (1) (2) where A, B 1 , . . . , B m is a homogeneous constant-coefficient parameter-elliptic boundary system, f is a given inhomogeneity and the g j ( j = 1, . . . , m) are given boundary data.
Of course, f and the g j in (1-2) may depend on time. We will also study the case in which (1) (2) is supplemented by initial conditions, i.e.
for some T ∈ R + . The focus will lie on the systematic treatment of boundary conditions g j which are only assumed to be tempered distributions. In particular, boundary data of negative regularity will be included. However, we still have some restrictions on the smoothness in time of the boundary data for (1) (2) (3) . One reason for the interest in the treatment of rougher boundary data is that they naturally appear in problems with boundary noise. The fact that white noise terms have negative pathwise regularity (see for example [2, 14, 39] ) was one of the main motivations for this work. It was already observed in [4] that even in one dimension solutions to equations with Gaussian boundary noise only have negative regularity in an unweighted setting. By introducing weights, this issue was resolved for example in [1] . We also refer to [3] in which the singularities at the boundary of solutions of Poisson and heat equation with different kinds of noise are analyzed. One drawback of the methods in [1, 3, 4] is that solutions are constructed in a space which is too large for traces to exist, i.e. the operators tr ∂O B j (D) ( j = 1, . . . , m)
are not well-defined as operators from the space in which the solution is constructed to the space of boundary data. This problem is avoided by using a mild solution concept, which is a valid approach in the classical setting and therefore, it seems reasonable to accept mild solutions as good enough, even though tr ∂O B j (D)u does not make sense on its own. In this paper, we propose a point of view which helps us to give a meaning to tr ∂O B j (D)u in a classical sense. We will exploit that solutions to (1-1), (1) (2) and (1) (2) (3) are very smooth in normal directions so that taking traces will easily be possible, even if the boundary data is just given by tempered distributions. This can be seen by studying these equations in spaces of the form B k (R + , A s (R n−1 )), where A and B denote certain scales of function spaces with smoothness parameters s and k, respectively. The parameter k corresponds to the smoothness in normal direction and will be taken large enough so that we can take traces and the parameter s corresponds to smoothness in tangential directions and will be taken small enough so that A s contains the desired boundary data. This way, we will not only be able to give a meaning to tr ∂O B j (D)u, but we will also obtain tools which help us to analyze the singularities of solutions at the boundary. This supplements the quantitative analysis in [19, 27, 29] . The idea to use spaces with mixed smoothness is quite essential in this paper, even if one refrains from using mixed scales. We refer to [34, Chapter 2] for an introduction to spaces with dominating mixed smoothness. It seems like these spaces have not been used in the theory of partial differential equations so far. Nonetheless, we should mention that they are frequently studied in the theory of function spaces and have various applications. In particular, they are a classical tool in approximation theory in a certain parameter range, see for example [38, Chapter 11] . This paper is structured in the following way:
• Section 2 briefly introduces the tools and concepts we use throughout the paper.
This includes some notions and results from the geometry of Banach spaces, Rboundedness and weighted function spaces. • In Section 3 we study pseudo-differential operators in mixed scales with mixed smoothness. This will be important for the treatment of Poisson operators, as we will view them as functions in normal direction with values in the space of pseudo-differential operators of certain order in tangential directions. • Section 4 is the central part of this paper and the basis for the results in the subsequent sections. Therein, we derive various mapping properties of Poisson operators with values in spaces of mixed scales and mixed smoothness. • In Section 5 we study equation in spaces of mixed scales and mixed smoothness with homogeneous boundary data, i.e. with g j = 0. We derive R-sectoriality of the corresponding operator under the assumption that the smoothness in normal direction is not too high. As a consequence, we also obtain maximal regularity for (1-3) with g j = 0. • Finally, we apply our techniques to the equations (1-1), (1) (2) and (1) (2) (3) in Section 6. We will be able to treat (1-1) and (1) (2) for arbitrary regularity in space and time. However, for the initial boundary value problem (1-3) we still have some restrictions concerning the regularity in time of the boundary data.
We should emphasize that we do not address questions of localization or perturbation in this work. Thus, we do not yet study what kind of variable coefficients or lower order perturbations of the operators we can allow. We also do not yet study how our results can be transferred to more general geometries than just the half space.
Notations and Assumptions. We write N = {1, 2, 3, . . .} for the natural numbers starting from 1 and N 0 = {0, 1, 2, . . .} for the natural numbers starting from 0. Throughout the paper we take n ∈ N to be the space dimension and write R n + := {x = (x 1 , . . . , x n ) ∈ R n : x n > 0}. If n = 1 we also just write R + := R 1 + . Given a real number x ∈ R, we write x + := [x] + := max{0, x}.
We will frequently use the notation with the brackets for sums or differences of real numbers. Oftentimes, we split x = (x ′ , x n ) ∈ R n−1 × R or in the Fourier image ξ = (ξ ′ , ξ n ) where x ′ , ξ ′ ∈ R n−1 refer to the directions tangential to the boundary R n−1 = ∂R n + and x n , ξ n ∈ R refer to the normal directions. Given x ∈ R n or a multi-index α ∈ N n 0 we write |x| := n j=1 |x j | 2 1/2 or |α| = n j=1 |α j | for the Euclidean length of x or the ℓ 1 -norm of the multi-index α, respectively. Even though this notation is ambiguous, it is convention in the literature and we therefore stick to it. We write
for the usual scalar product. The Bessel potential will be denoted by
Given an angle φ ∈ (0, π] we write
Throughout the paper E will denote a complex Banach space on which we impose additional conditions at certain places. The topological dual of a Banach space E 0 will be denoted by E ′ 0 . By S (R n ; E) and S ′ (R n ; E) we denote the spaces of E-valued Schwartz functions and E-valued tempered distributions, respectively. Given a domain O ⊂ R n , we write D(O; E) and D ′ (O; E) for the spaces of E-valued test functions and E-valued distributions, respectively. If E = C in some function space, then we will omit it in the notation. On S (R n ; E) we define the Fourier transform
As usual, we extend it to
By σ(T ) and ρ(T ) we denote the spectrum and the resolvent set, respectively, of a linear operator T : 
If f g and g f , we also write f g. We mainly use this notation in longer computations. Now we formulate our assumptions on the operators A(D), B 1 (D), . . . , B m (D): Let
for some m, m 1 , . . . , m m ∈ N with m j < 2m ( j = 1, . . . , m) and a α , b j β ∈ B(E). Assumption 1.1 (Ellipticity and Lopatinskii-Shapiro condition). There is a φ ′ ∈ (0, π] such that
We take φ ∈ (0, φ ′ ). If time-dependent equations are considered, we assume that φ > π/2. Assumption 1.1 will be a global assumption which we assume to hold true without explicitly mentioning this every time. As we also consider mixed scales in this paper, there will be a lot of different choices of the precise spaces. Moreover, for the Bessel potential scale we will need different assumptions on the weights and the Banach space E than for the Besov scale, Triebel-Lizorkin scale, or their dual scales. Thus, it will be convenient to introduce a notation which covers all these different cases. Some of the notation and notions in the following assumption will be introduced later in Section 2. For the moment, we just mention that H denotes the Bessel potential scale, B the Besov scale, B its dual scale, F the Triebel-Lizorkin scale and F its dual scale.
. Let further w 0 , w 1 , w 2 be weights and I x n , J t ⊂ R intervals. In the following • is a placeholder for any suitable choice of parameters. Moreover, by writing J t , I x n and R n−1
x ′ we indicate with respect to which variable the spaces should be understood. Here, t denotes the time, x n the normal direction and x ′ the tangential directions.
(a) We take
to the Bessel potential scale, we assume that p 0 ∈ (1, ∞), that E is a UMD space and that w 0 is an A p (R n−1 ) weight. If A • belongs to the Besov or Triebel-Lizorkin scale, we assume that w 0 is an A ∞ (R n−1 ) weight. If A • belongs to the dual scale of Besov or Triebel-Lizorkin scale, we assume that w 0 is an
We impose conditions on w 1 , p 1 , q 1 and E which are analogous to the ones for w 0 , p 0 , q 0 and E in part (a). (c) We take
We impose conditions on w 2 , p 2 , q 2 and E which are analogous to the ones for w 0 , p 0 , q 0 and E in part (a). (d) We take
We impose conditions on w 2 , p 2 , q 2 and E which are analogous to the ones for w 0 , p 0 , q 0 and E in part (a).
Most of the time, we just write
. We mainly do this in order to keep notations shorter. Moreover, most of the time we only work with the smoothness parameter so that adding the other parameters to the notation would be distracting. However, at some places we will still add some of the other parameters if more clarity is needed.
Also Assumption 1.2 will be global and we use this notation throughout the paper. (1) Assumption 1.2 is formulated in a way such that we can always apply Mikhlin's theorem, Theorem 2.15, and its iterated versions Proposition 3.7 and Proposition 3.8. If E has to satisfy Pisier's property (α) for some results, we will explicitly mention it. (2) Note that every f ∈ S ′ (R n−1 ) is contained in one of the spaces A • with certain parameters, see for example [23, Proposition 1].
Preliminaries
2.1. Some Notions from the Geometry of Banach Spaces. We refer the reader to [20, 21] for an extensive treatment of the notions in this subsection. 
holds with the usual modification for q = ∞. We want to remark the following • Every Banach space has cotype ∞.
• If a Banach space has cotype q ∈ [2, ∞), then it also has cotype q ∈ [q, ∞].
• No nontrivial Banach space can have cotype q ∈ [1, 2) since even the scalar fields R and C do not satisfy this. • If the Banach space E has cotype q E , then L p (S ; E) has cotype max{p, q E } for every measure space (S , A, µ). • If the Banach space E has cotype q E , then H s p (R n ; E) has cotype max{p, q E } and B s p,q (R n ; E) and F s p,q (R n ; E) have cotype max{p, q, q E }. The same also holds for the weighted variants we introduce later.
2.1.3. Pisier's property (α). Finally, we also need Pisier's property (α) at some places in this paper. A Banach space E has Pisier's property (α) if Kahane's contraction principle also holds for double random sums, i.e. if for two Rademacher sequences (ε ′ i ) i∈N , (ε ′′ j ) j∈N on the probability spaces (Ω ′ , F ′ , P ′ ) and (Ω ′′ , F ′′ , P ′′ ), respectively, there is a constant C > 0 such that for all M, N ∈ N, all (a i j ) 1≤i≤M,1≤ j≤N ⊂ C with |a i j | ≤ 1 and all (x i j ) 1≤i≤M,1≤ j≤N ⊂ E the estimate 2.2. R-bounded Operator Families. We refer the reader to [6, 21] for introductions to R-bounded operator families. Let E 0 , E 1 be Banach spaces. A family of operators T ⊂ B(E 0 , E 1 ) is called R-bounded if there is a constant C > 0 and p ∈ [1, ∞) such that for a Rademacher sequence (ε k ) k∈N on a probability space (Ω, F , P) and all N ∈ N,
holds. The least admissible constant such that this estimate holds will be denoted by R(T ) or, if we want to emphasize the dependence on the Banach spaces, by R B(E 0 ,E 1 ) (T ). By the Kahane-Khintchine inequalities, the notion of R-boundedness does not depend on p. R-boundedness trivially implies uniform boundedness, but the converse does not hold true in general. For Hilbert spaces however, both notions coincide. An equivalent characterization of R-boundedness can be given by using the Rad p (E)spaces. They are defined as the space of all sequences ( .
(2-1)
If q ∈ {2, ∞}, then we can also take q = q.
Proof. This is one of the statements in [22, Lemma 3.1]. 
for the complex interpolation spaces. Then we have that
is continuous, bounded and analytic in the interior of S . Again, we used the convention T (λ k ) = 0 for k > N. Moreover, by assumption we have that
Thus, it follows from abstract Stein interpolation (see [40, Theorem 2.1]) that
where we used the shorter notation Rad θ p (E 0 , E 1 ) = [Rad p (E 0 ), Rad p (E 1 )] θ in the subscript. But it was shown in [24, Corollary 3.16 ] that
Since N ∈ N and λ 1 , . . . , λ N ∈ Σ were arbitrary, we obtain the assertion.
Remark 2.4. The proof of Proposition 2.3 was inspired by the proof of [17, Lemma 6.9 ]. Note that [17, Example 6.13] shows that Proposition 2.3 does not hold true if the complex interpolation functor is replaced by the real one. Lemma 2.5. Let ψ ∈ (0, π) and let E 0 , E 1 be Banach spaces. Let further N : Σ ψ → B(E 0 , E 1 ) be holomorphic and bounded on Σ ψ and suppose that N| ∂Σ ψ has R-bounded range. Then the set
Proof. For k = 0 and k = 1 the proof is contained in [26, Example 2.16 ]. However, using Cauchy's formula for higher derivatives, the proof for k = 1 carries over to arbitrary k ∈ N. Note that the boundedness of N is necessary since Poisson's formula, which is used for k = 0, only holds for bounded functions.
Definition 2.6. Let (X, d) be a metric space and E 0 , E 1 be Banach spaces. Let further U ⊂ R n be open and k ∈ N 0 . (a) We say that a function f : X → B(E 0 , E 1 ) is R-continuous, if for all x ∈ X and all ε > 0 there is a δ > 0 such that we have
which is locally integrable and which takes values in (0, ∞) almost everywhere with respect to the Lebesgue measure. We mainly work with the classes A p
We refer to [16, Chapter 9] for an introduction to these classes of weights.
For p ∈ (1, ∞), a domain O ⊂ R n , a weight w and a Banach space E the weighted Lebesgue-
As usual, functions which coincide on a set of measure 0 are considered as equal. One has to be cautious with the definition of weighted Sobolev spaces. One would like to define them as spaces of distributions such that derivatives up to a certain order can be represented by functions in L p (O, w; E). But for some weights, the elements of L p (O, w; E) might not be locally integrable and thus, taking distributional derivatives might not be possible. Hölder's inequality shows that
. We refer to [25] for further thoughts in this direction.
We further define weighted Bessel potential and Triebel-Lizorkin spaces. Since we use the Fourier analytic approach, we already define them as subsets of tempered distributions. Definition 2.9. Let E be a Banach space, s ∈ R, p ∈ [1, ∞] and w a weight on R n . Then, we define the weighted Bessel potential space
For ξ ∈ R n and k ∈ N let further
We call such a sequence (ϕ k ) k∈N 0 smooth dyadic resolution of unity. (b) Let E be a Banach space and let (ϕ k ) k∈N 0 be a smooth dyadic resolution of unity. On the space of E-valued tempered distributions S ′ (R n ; E) we define the sequence of operators (S k ) k∈N 0 by means of
The sequence (S k f ) k∈N 0 is called dyadic decomposition of f .
By construction, we have that F (S k f ) has compact support so that S k f is an analytic function by the Paley-Wiener theorem, see [15, Theorem 2.3.21] . Moreover, it holds that k∈N 0 ϕ k = 1 so that we have f = k∈N 0 S k f , i.e. f is the limit of a sequence of analytic functions where the limit is taken in the space of tempered distributions. Elements of Besov-and Triebel-Lizorkin spaces even have convergence in a stronger sense, as their definition shows:
. It is well-known, that these spaces do not depend on the choice of the dyadic resolution of unity if w is an A ∞ -weight. In this case, different choices lead to equivalent norms, see for example [30, Proposition 3.4] . In fact, the condition on the weight can be weakened: In [33] it was shown that one also obtains the independence of the dyadic resolution of unity in the case of so-called A loc ∞ weights.
We define the dual scales of Besov and Triebel-Lizorkin scale by
where p ′ , q ′ denote the conjugated Hölder indices.
Remark 2.13. The main reason for us to include the dual scales in our considerations is the following: If w is additionally an admissible weight in the sense of [34, Section 1.4.1.], then we have B s p,q (R n , w) = B s p,q (R n , w) and F s p,q (R n , w) = F s p,q (R n , w). Therefore, we can also treat weighted Besov-and Triebel-Lizorkin spaces with weights that are outside the A ∞ range. Formulating this in terms of dual scales allows us to transfer Fourier multiplier theorems without any additional effort just by duality. The main example we have in mind will be w(x) = x d with arbitrary d ∈ R. We will make use of this in a forthcoming paper on equations with boundary noise. Proposition 2.14. Recall that Assumption 1.2 holds true and suppose that E has cotype q E ∈ [2, ∞). Let further (S , Σ, µ) be a σ-finite measure space, (ε k ) k∈N a Rademacher sequence on the probability space (Ω, F , P), s ∈ R and p 0 , q 0 ∈ (1, ∞). Consider one of the following cases: (a) A • stands for the Bessel potential scale and p ∈ (max{q E , p 0 }, ∞). Moreover, we
Then the images of balls with finite radius in L p (S ) under the embedding For the mapping properties we derive later on, it is essential that we can use Mikhlin's multiplier theorem. There many versions of this theorem available. For our purposes, the following will be sufficient.
Then we have that F −1 mF B(H s p (R n ,w;E)) ≤ Cκ m with a constant C > 0 only depending on n, p and E.
Then there is a natural number N ∈ N and a constant C > 0 not depending on m such that
Then there is an N ∈ N and a constant C > 0 independent of T such that 
Let µ ∈ C and s, s 0 ∈ R. We have the estimates
Proof. Assumption 1.2 is formulated in a way such that we can apply our versions of the Mikhlin multiplier theorem, Theorem 2.15 (a) and (c). Let first s ≥ s 0 . Note that the function
satisfies the condition from Theorem 2.15 uniformly in µ. Indeed, by induction it follows that ∂ α ξ m(ξ, µ) (α ∈ N n 0 ) is a linear combination of terms of the form
But each of these terms satisfies
Hence, (m(·, µ)) µ∈C is a bounded family of Fourier multipliers. Using this, we obtain
In this paper, we also consider function spaces on open intervals I. In this case, we can just define them by restriction. 
We use the same definition for B • and C • .
and not by restriction. In the scalar-valued unweighted setting both definitions coincide, see [36, Section 2.10.2] . We believe that the same should hold true under suitable assumptions in the weighted vector-valued setting. But since this is not important for this work, we do not investigate this any further.
Then we have the continuous embeddings
Proof. We should note that almost the same proof was given in [27] . By duality, it suffices to prove
where r ′ = − r p−1 and p ′ = p p−1 . But this is a special case of [29, Corollary 3.4 ].
Pseudo-differential Operators in Mixed Scales
Now we briefly introduce some notions and notations concerning pseudo-differential operators. Since we only use the x-independent case in the following, we could also formulate our results in terms of Fourier multipliers. However, parameter-dependent Hörmander symbol classes provide a suitable framework for the formulation of our results. In the case of parameter-dependent symbols, we oftentimes consider spaces of smooth functions on an open set U ⊂ R n × C. In this case, we identify C ≃ R 2 and understand the differentiability in the real sense. If we want to understand it in the complex sense, we say holomorphic instead of smooth. 
for all k ∈ N 0 . If ϑ = 1, then we also omit it in the notation.
Actually, if one omits the weight function ϑ, then the latter symbol class is the special case of parameter-dependent Hörmander symbols with regularity ∞. Usually, one also includes the regularity parameter ν in the notation of the symbol class, so that the notation S d,∞ (R n × Σ; Z) is more common in the literature. But since the symbols in this paper always have infinite regularity, we omit ∞ in the notation. For the Bessel potential case, R-bounded versions of these symbol classes are useful. 
If ϑ = 1, then we also omit it in the notation. have first been considered in the Ph.D. thesis ofŠtrkalj. We also refer to [32] . (b) It was observed in [8] that also the R-bounded symbol classes are Fréchet spaces. (c) Since uniform bounds can be estimated by R-bounds, we have the continuous embeddings
(d) Since uniform boundedness and R-boundedness for a set of scalars are equivalent, we have that
The same properties also hold for the R-bounded versions. (f) The differential operator ∂ α with α ∈ N n 0 is a continuous linear operator
The same properties also hold for the R-bounded versions. (g) One could also view parameter-independent symbol classes as a subset of a parameterdependent symbol classes with bounded Σ ⊂ C which consists of those symbols which do not depend on the parameter µ. Hence, the statements we formulate for parameterdependent symbol classes in the following also hold in a similar way in the parameterindependent case.
). Then we define the corresponding pseudo-differential operator by
for f ∈ S (R n ; E N ).
Since we only consider x-independent symbols, the mapping properties of such pseudodifferential operators are an easy consequence of Mikhlin's theorem. 
belongs to the Besov or the Triebel-Lizorkin scale and S d,ϑ
A
Then the mapping
Proof. It is obvious that the mapping is bilinear. For the continuity, we note that
is continuous. Hence, by Mikhlin's theorem there is an N ′ ∈ N such that
. This also shows the asserted estimate.
We can also formulate an R-bounded version of Proposition 3.5 without the parameterdependence of the function spaces. 
Proof. Note that [ξ → µ −d + ξ, µ d ξ −d ] satisfies Mikhlin's condition uniformly in µ. Indeed, by induction on |α| one gets that ∂ α µ −d + ξ, µ d ξ −d is a linear combination of terms of the form
For such a term we obtain
Hence, by Mikhlin's theorem there is an N ′ ∈ N such that 
(c) B stands for the Bessel potential scale and A does not stand for the Bessel potential scale. For N ∈ N 0 we define
d) Both A and B stand for the Bessel potential scale and E satisfies Pisier's property
Proof. First, we note that op[∂ α n ξ n m( ·, ξ n )] = ∂ α n ξ n op[m( ·, ξ n )], α n ∈ N, if m is smooth enough. Indeed, let ε > 0 be small enough and h ∈ (−ε, ε). Then we have
Now we can use the uniform continuity of
) to see that we have convergence to 0 as h → 0 in the above estimate. The uniform continuity follows from the boundedness of the derivatives (if m is smooth enough). For derivatives of order α n ≥ 2 we can apply the same argument to ∂ α n −1 ξ n m. The idea is now to apply Miklhin's theorem twice. For example in case (d) one obtains There also is an R-bounded version of Proposition 3.7 
There is an N ∈ N 0 and a constant C > 0 such that
Proof. This follows by the same proof as 3.7. One just has to use the R-bounded versions of Mikhlin's theorem. Lemma 3.9 (Lifting Property for Mixed Scales). Let s, k, t 0 , t 1 ∈ R. Then
is an isomorphism of Banach spaces
Proof. If A • or B • belongs to the Bessel potential scale, then it follows from the definition of Bessel potential spaces that
respectively. In the other cases, this is the statement of [30, Proposition 3.9]. Composing the two mapings yields the assertion. 
is an isomorphism of Banach spaces.
Proof. By the assumptions we imposed on B • (A • ), we can apply Mikhlin's theorem. We define
which satisfies the assumptions of Proposition 3.7. Indeed, by induction we have that ∂ α ξ f is a linear combination of terms of the form
for some β ∈ N n 0 , i ′ , i n , j ′ , j n , k ′ , k n ∈ N 0 such that α n = i n + 2 j n + k n − β n and |α ′ | = i ′ + 2 j ′ + k ′ − |β ′ |. But for such a term we have that
This shows that f satisfies the assumptions of Proposition 3.7. Therefore, we obtain
This proves the assertion. 
u is bilinear and continuous.
Proof. By writing p(ξ) = p(ξ)
ξ d ξ d and using Proposition 3.10 we only have to treat the case d = 0. But this case is included in the iterated version of Mikhlin's theorem, Proposition 3.7. Indeed, for a symbol p ∈ S 0 (R n , B(E)) we have sup ξ∈R n α∈N n 0 ,|α| 1 ≤k
we can use Kahane's contraction principle in order to obtain
Poisson Operators in Mixed Scales
Consider equation (1-1) with f = 0, i.e.
Recall that we always assume that the ellipticity condition and the Lopatinskii-Shapiro condition are satisfied in the sector Σ φ ′ \ {0} with φ ′ ∈ (0, π) and that φ ∈ (0, φ ′ ). In this case the solution to such an equation can be represented by
• pr 1 : E 2m → E, x → x 1 is the projection onto the first component, . . . , g m ) T and the operator Poi(λ) : E m → E 2m is given by
• F ′ is the Fourier transform along R n−1 , i.e. in tangential direction, • A 0 is a smooth function with values in B(E 2m , E 2m ) which one obtains from λ − A(ξ ′ , D n ) after a reduction to a first order system, • M is a smooth function with values in B(E m , E 2m ) which maps the values of the boundary operators applied to the stable solution v to the vector containing its derivatives at x n = 0 up to the order 2m − 1, i.e.
• ρ is a positive parameter that can be chosen in different ways in dependence of ξ ′ and λ. In our case, it will be given by
For this representation, we refer to the classical work [6] by Denk, Hieber and Prüss. Therein, this formula is derived as part of Proposition 6.2. We want to emphasize that b, σ, and ρ depend on ξ ′ and λ. We only neglect this dependence in the notation for the sake of readability. Another operator that we will use later is the spectral projection P − of the matrix A 0 to the part of the spectrum that lies above the real line. This spectral projection has the property that
For our purposes, we will rewrite the above representation in the following way: For j = 1, . . . , m we write
so that we obtain u = pr 1 Poi(λ)g = pr 1 m j=1 Poi j (λ)g j .
(4-1)
In the following, we oftentimes substitute µ = λ 1/2m for homogeneity reasons. If λ is above the real line, then we take µ to be the first of these roots, and if λ is below the real line, we take µ to be the last of these roots. If λ > 0, then we just take the ordinary positive root. 
Proof. A similar proof was carried out in [19, Proposition 4.21] . We combine this proof with [21, Theorem 8.5.21] in order to obtain the R-bounded version. Let A ∈ BUC ∞ (U, B(E 0 , E 1 ) ). By induction on |α ′ | + |γ| we show that D α ′ ξ ′ D γ µ (A • (b, σ) ) is a linear combination of terms of the form
It follows from [21, Theorem 8.5.21 ] that this is true for |α ′ |+|γ| = 0. So let j ∈ {1, . . . , n − 1}. By the induction hypothesis, we have that D α ′ ξ ′ D γ µ (A • (b, σ) ) is a linear combination of terms of the form
. By the product rule and the chain rule, we have
By the induction hypothesis and Remark 3.3 (e) and (f) we have that
The same computation for D µ 1 and D µ 2 instead of D ξ j also shows the desired behavior and hence, the induction is finished. Now we use [21, Theorem 8.5.21] again: Since U is plump we have that A and all its derivatives have an R-bounded range on U. Together with Remark 3.3 (e) this shows the assertion. 
Proof. (a) By Lemma 4.2 it suffices to show that there is a plump environment U of the range (b, σ) such that
is bounded and continuous. We can for example take
. Obviously, this set contains the range of (b, σ) and it is smooth and relatively compact. By this compactness, it follows as in [6, Section 6] (mainly because of the spectral gap (6.11)) that there is a constant c > 0 such that sup y≥0, (ξ ′ ,µ)∈U e 2cy e iA 0 (ξ ′ ,µ)y P − (ξ ′ , µ) B(E 2m ) < ∞.
Now, we show by induction on |α
where f, g : R n−1 × Σ φ/2m → B(E 2m ) are holomorphic and p ∈ N 0 . Obviously this is true for |α ′ | + |γ| = 0. For the induction step, we can directly use the induction hypothesis and consider a term of the form (4-2). Since E 2m ) ). Then for all α ∈ N n+1 0 we have that ∂ α ξ ′ ,µ f 0 e cρx n +iρA 0 (b,σ)x n P − (b, σ)g 0 is a linear combination of terms of the form
Proof. This can be shown by induction on |α|. Using Lemma 4.2, the proof of [19, Lemma 4.22] carries over to our setting. 
for all x n ∈ R + . (b) The mapping
But for such a term, we have that
From the second to the third line we used Lemma 4.2 and Corollary 4.3 (b). This gives (4-3). (b) Again, we consider a term of the form
)) and p + d 1 + d 2 = |α ′ | + |γ|. By the same computation as in part (a) we obtain (c) This follows by the same computation as in part (b). However, without f there would be no continuity at x n = 0 as the second R-bound
h } does not tend to 0 as h → 0 for x n = 0. By adding f though, we obtain the desired continuity. (d) This follows from part (c) with f (x n ) = x ε n .
Given a topological spaces Z 0 , Z 1 and z ∈ Z 0 , we now write
for the evaluation map at z.
(a) There are constants C, c > 0 such that for all x n > 0 and all λ ∈ Σ φ we have the parameter-dependent estimate
Moreover, for all σ > 0 we have that the set
There is a constant c > 0 such that for all λ ∈ Σ φ we have that
Moreover, for all σ > 0 we have that the set 
Proof. (a) By Proposition 4.5 we have that
Therefore, it follows from (4-3) together with the mapping properties for parameterdependent pseudo-differential operators, Proposition 3.5 that ev x n D k x n Poi j (λ) maps A s,|λ| 1/2m ,s 0 (R n−1 , w, E) into A t+m j −k−ζ,|λ| 1/2m ,s 0 (R n−1 , w, E 2m ) with a bound on the operator norms which is given by Cx −[ t−s] + n |λ| −ζ/2m e −c|λ| 1/2m x n for all t, s ∈ R, x n > 0 and all ζ ≥ 0. (b) We use Proposition 4.5 (a) together with Proposition 3.6. Then we obtain
This shows that 
f A s p (R n−1 ,w;E) . Proof. We use Corollary 4.6 and obtain
for all f ∈ A s p (R n−1 , w; E). 
Proof. Let (ε l ) l∈N be a Rademacher sequence on the probability space (Ω, F , P) and let N ∈ N, λ 1 , . . . , λ N ∈ Σ φ and f 1 , . . . , f N ∈ A s (R n−1 , w; E). Using Corollary 4.6 and Kahane's contraction principle we obtain 
). Proof. Let (ε l ) l∈N be a Rademacher sequence on the probability space (Ω, F , P) and let N ∈ N, λ 1 , . . . , λ N ∈ Σ φ and f 1 , . . . , f N ∈ A s (R n−1 , w; E). Using Corollary 4.6 and Proposition 2.14 we obtain for all N ∈ N, all λ 1 , . . . , λ N ∈ Σ φ and all f 1 , . . . , f N ∈ A s (R n−1 , w; E). This is the desired estimate.
Lemma 4.11. Let A s be defined by
where B(0, 1) denotes the ball with center 0 and radius 1. We endow A s with the norm · A s . Then A s is a Banach space and has cotype not less than 2.
Proof. The statement concerning the cotype is trivial as even the scalar fields have cotype 2. So let (u n ) n∈N ⊂ A s be a Cauchy sequence. Since A s is a Banach space, we only have to prove that the limit u := lim n→∞ u n satisfies supp F u ⊂ B(0, 1). But since
is continuous, it follows that B(0, 1) c . This shows the assertion. 
which is decaying in normal direction. If the set of operators
is R-bounded, then p ≥ 2.
Proof. Applying Fourier transform in tangential direction to (4-4) we obtain
The stable solution of this equation is given by e − ξ ′ ,λ 1/2 x nĝ (ξ ′ ) so that the decaying solution of (4-4) is given by
. Let χ ⊂ D(R n−1 ) be a test function with χ(ξ ′ ) = 1 for ξ ′ ∈ B(0, 1) and supp χ ⊂ B(0, 2). It holds that χ(ξ ′ )e ( ξ ′ ,λ 1/2 −|λ| 1/2 )x n satisfies the Mikhlin condition uniformly in λ ≥ σ and x n ≤ 1. Hence, we have that
is R-bounded. Using these observations together with the R-boundedness of {|λ| 1+r 2p Poi ∆ (λ) : λ ≥ σ}, we can carry out the following calculation: Let (ε l ) l∈N be a Rademacher sequence on the probability space (Ω, F , P), λ l = (σ2 l ) 2 (l ∈ N), N ∈ N and g 1 , . . . , g N ∈ A s . Then we obtain 
and where the operator norms and the R-bounds are taken in
). If we now choose ζ := [m j + s − k − t] + , then we obtain for all λ ∈ Σ φ such that |λ| ≥ σ where the operator norms are taken in the space B(A s (R n−1 , w; E), W k p (R + , | pr n | r ; A t (R n−1 , w; E 2m ))). (b) Let ε ∈ (0, γ 1 + 1). Then for all σ > 0 there is a constant C > 0 such that (a) For all σ > 0 there is a constant C > 0 such that
From this it follows that
for all λ ∈ Σ φ such that |λ| ≥ σ where the operator norms are taken in the space 
Proof. The case k ∈ N 0 is already contained in Theorem 4.14. Hence, we only treat the case k < 0. In this case it holds that
Hence, Theorem 4.14 holds with a weight of the power r − pk and smoothness 0 in normal direction. Combining this with Lemma 2.22 yields the assertion. (a) For all σ > 0 there is a constant C > 0 such that for all λ ∈ Σ φ with |λ| ≥ σ we have the estimate
where the norm is taken in B(A s (R n−1 , w; E), H k p (R + , | pr n | r ; A t (R n−1 , w; E 2m ))) or in B(A s (R n−1 , w; E), B k p,q (R + , | pr n | r ; A t (R n−1 , w; E 2m ))). (b) Let ε ∈ (0, γ 1 + 1). Then for all σ > 0 there is a constant C > 0 such that From now on, we use the notation 
Proof. The proof uses an approach which is sometimes referred to as Volevich-trick. This approached is already standard in the treatment of parameter-elliptic and parabolic boundary value problems in classical Sobolev spaces, see for example Lemma 7.1 in [6] and how it is used to obtain the results therein. The idea is to use the fundamental theorem of calculus in normal directions and to apply the boundedness of the Hilbert transform on L p (R, R), i.e.
where the integral is understood as a principal value integral. We refer the reader to [15, Section 4] and [21, Section 5] for more details on the Hilbert transform. Using these ideas in connection with Corollary 4.6 we can carry out the following computation: Let (ε n ) n∈N be a Rademacher sequence on the probability space (Ω, F , P), N ∈ N, λ 1 , . . . , λ N and In order to keep the notation shorter, we continue the computation with just the first of the four terms. The steps we would have to carry out for the other three terms, are almost exactly the same with just minor changes on the parameters. We obtain .
From the second to the third line we used Corollary 4.6, from the third to the fourth line we used the boundedness of the Hilbert transform and in the last step we used that k ≤ min{β n : b j β 0}. The other three terms above can either also be estimated by if the derivative ∂ y n is taken of g j instead of Poi j . Since m j < 2m, we obtain the estimate 
Resolvent Estimates
Now we study the resolvent problem, i.e. (1-1) with g j = 0. We show that the corresponding operator is R-sectorial and thus has the property of maximal regularity. But first, we prove the R-sectoriality in R n . and for all (r, t 0 , l, k, p) ∈ m j=1 P j there is a constant C > 0 independent of g 1 , . . . , g m such that u C l (R,w 2 ;W k p (R + ,| pr n | r ;A t 0 )) ≤ C m j=1 g j C l j (R,w 2 ;A s j ) .
Proof. We apply the Fourier transform F t →τ in time to (6-1) and obtain
Hence, the solution of (6-1) is given by if ε > 0 is chosen small enough. Therefore, we obtain F −1 t→τ Poi j (σ + iτ)F t→τ g j ∈ C l (R, w 2 ; W k p (R + , | pr n | r ; A t 0 )) and the estimate F −1 t→τ Poi j (σ + iτ)F t→τ g j C l (R,w 2 ;W k p (R + ,| pr n | r ;A t 0 ) ≤ C g j C l j (R,w 2 ;A s j ) . if (r, t 0 , l, k, p) ∈ P j . Taking the sum over all j = 1, . . . , m yields the assertion. where q E denotes the cotype of E, then the parameter set P j in Theorem 6.4 can potentially be chosen slightly larger, namely (R, B(A s j , W k p (R + , | pr n | r ; A t 0 ))) is good enough and holds without restriction on p. (b) As in Remark 6.2 we can take the trace tr x n =0 B j (D)u in the classical sense if k is large enough and if l and t 0 are small enough. (c) Again, we can use interpolation techniques to extend the result in Theorem 6.4 to the case in which the Bessel potential or Besov scale are taken in normal direction. However, this can only be done for r ∈ (−1, p − 1). Remark 6.7. While we can treat arbitrary space regularity of the boundary data in Theorem 6.6, it is important to note that (6-5) poses a restriction on the time regularity of the boundary data. Even if we take t 0 ≤ min j=1,...,m s j , k = 0, r very close to p − 1 and q 2 very large, we still have the restriction
In the case of the heat equation with Dirichlet boundary conditions, this would mean that the boundary data needs to have a time regularity strictly larger than − 1 2 . Having boundary noise in mind, it would be interesting to go beyond this border. It would need further investigation whether this is possible or not. In fact, gives a restriction on the time regularity only because we do not allow r ≥ p − 1, otherwise we could just take r very large and allow arbitrary regularity in time. The reason why we have to restrict to r < p − 1 is that we want to apply the semigroup to the time trace v 1 (0). However, until now we can only do this for r ∈ (−1, p − 1). Hence, if one wants to improve Theorem 6.6 to the case of less time regularity, there are at least two possible directions:
(1) One could try to generalize Theorem 5.3 to the case in which r > p − 1. In fact, in [29] Lindemulder and Veraar derive a bounded H ∞ -calculus for the Dirichlet Laplacian in weighted L p -spaces with power weights of order r ∈ (−1, 2p − 1) \ {p − 1}. It would be interesting to see whether their methods also work for L p (R + , | pr | r ; A s ) with r ∈ (p − 1, 2p − 1). (2) One could try to determine all initial data u 0 which is given by u 0 = u 0 + v 1 (0) where u 0 ∈ H k p (R + , | pr n | r ; A t ) and v 1 is the solution to ∂ t v 1 + σv 1 − A(D)v 1 = 0 in R × R n + , B j (D)v 1 = g j in R × R n + , for some g j ∈ C l j (R, v µ ; A s j ) satisfying g j | [0,T ] = g j . For such initial data, the initial boundary value problem can be solved with our methods for arbitrary time regularity of the boundary data. Indeed, in this case we just have to take the right extension of g j so that u 0 − v 1 (0) ∈ H k p (R + , | pr | r ; A t ). Then we can just apply the semigroup in order to obtain the solution of (6-7).
