the divergence of the unknown and these two boundary conditions seem incompatible when one looks at the boundary intégrais occurring in the variational formulation of the problem.
An even more serious difficulty is encountered in three dimensions when the two aforementioned scalar boundary conditions are to be satisfied simultaneously with a third scalar condition imposing the normal component of the curl of the vector unknown, a set of conditions found, for instance, to supplement the vector potential of the velocity field in incompressible flows [9] . In this case, beside the aforementioned apparent mutual incompatibility of the boundary conditions for the 2D problem, one has a derivative boundary condition for which there is no corresponding term at all in the surface intégrais that could allow to enforce it as a natural boundary condition.
The aim of the present paper is tö investigate the problem associated with a vector Poisson équation in two dimensions supplemented with the two boundary conditions imposing the values of the normal component and of the divergence, a combinat ion of scalar boundary conditions which cannot be imposed according to existing variational formulations for vector elliptic problems. This investigation is to be considered as a preliminary step toward the study of the three-dimensional vector Poisson équation under the three scalar boundary conditions mentioned above.
The content of the paper is organized as follows. In Section 2 we give the preliminary définitions and introducé the variational formulation of an elliptic problem for a vector unknown subject to the two apparently mutually exclusive boundary conditions. The question of well-posedness of such a problem is addressed in Section 3, where the kernel of the linear operator associated with the problem is shown to be nontrivial, but only one-dimensional. Section 4 provides a similar analysis for the transposed operator. As a conséquence of these results the variational problem we started from is modified and reformulated in a well-posed manner in Section 5. The interprétation of the modified variational problem as an elliptic boundary value problem is displayed in Section 6 which gives also the explicit expression of the compatibility condition for the problem with homogeneous boundary conditions. Section 7 extends the previous analysis to nonzero boundary data and includes the compatibility condition which the .data of the problem must satisfy in the gênerai case. In Section 8 we introducé a splitting method, which leads to an uncoupled numerical algorithm requiring to solve only scalar Poisson équations and an auxiliary problem for a scalar boundary unknown. The finite element approximation of the split solution algorithm is discussed in Section 9, while Section 10 details the error analysis of the uncoupled finite element method. The last section is devoted to a few numerical tests. 
PRELIMINARIES AND PROBLEM DEFINITION
We introducé the bilinear form It is clear that a G C{X{Q) x X(i?);R) and a is symmetrie positive. Furthermore, it can be shown (see e,g. [6] ) that the restriction of a to the Hilbert spaces XT(4?) and X N (Q) induces a scalar product and that the associated norm is equivalent to the natural norm of X{Q). Hereafter we equip XT (&) and X N (f2) with the following norm and scalar product:
The aim of the present paper is to analyze the following problem. Given ƒ € L 2 (f2)
f Find u e XT(^) such that Remark 2.1. By standard arguments, it can be shown that problem (2.6) is formally equivalent to the following PDE's.
on r,
where the two boundary conditions seem a priori to be mutually exclusive.
The first question we have to answer is: Is problem (2.6) well-posed? An equivalent question consists in knowing whether the operator A :
is bijective. The answer to this question is rooted in the study of the kernel of A and that of A*.
ANALYSIS OF THE KERNEL OF A
Let us set
Proof. We show that the solution to (3.1) is indeed the solution to the following problem:
From the Riesz-Fréchet représentation theorem we know that problem (3.2) has a unique solution. Let us prove now that v is solution to (3.1).
Finally, for any <f> G L^Q), let I/J G iJ 1 (i7) be the solution of
Is-»-•
then iv = VXî/) G X N (f2). By using to to test the équation of problem (3.2), we obtain:
Thus, there exists a constant C such that Vxu -£ = C. Noticing that J ü g = 0 and j^ Vxv = J r r • v = 0, we get Vxv = g. Finally, note that the solution of (3.1) is unique in X N {ÏÏ). D
We are now ready to study the kernel of the operator A.
T/ien, we /m?;e KerA= (u 0 ).
For any g G I^C 1^) ' by Lemma 3.1 we can find a v G X Ar (i7) such that (3.1) holds. Thus, from (3.5) we have This implies that there is a constant C u such that
Integrating this relation over Q and using Stokes theorem we obtain
On the other hand, for any The converse is also true. D
ANALYSIS OF THE TRANSPOSED OPERATOR A*
We turn now to the study of the transpose of
For any h e L%{Q)^ let q e H X {Q) be the solution of
which implies that Consequently, we obtain that, if v € X N (Ü) is a solution of problem (4.4), then it satisfies the System
The converse is also true. D
A WELL-POSED PROBLEM
The above analysis has shown that problem (2.6) is not well-posed, for a necessary condition for an operator to be bijective is that the operator and its transpose are injective. In order to exclude (UQ) and (VQ) from and X N (f2) respectively, we set Définition 5.1.
Instead of problem (2.6), we shall hereafter consider the following one Given u G X T ( (2), let us consider the following problem
By the Riesz-Fréchet Theorem, problem (5.6) has a unique solution w G X N {Q) ) and
We are going to show that w satisfies
. By (5.6), we have 
Similarly to the arguments used to prove (4.8), we can get
Thus, v should be zero, which leads to a contradiction. Therefore, condition (5.5) is also satisfied. This complètes the proof.
• JQ which is the compatibility condition of problem (6.1).
NONHOMOGENEOUS BOUNDARY CONDITIONS
We now consider the case of nonhomogeneous boundary conditions, that is the following boundary value problem: 
U
On the other hand, we define To solve probiem (7.7), let us consider the following problem
Find <f> e X* T (Q) such that Since then the variational form of problem (7.1) can be written as
(7.9) (7.10) (7.11) Therefore, we have:
and e GR. Then, under Hypothesis (Hl), i/ie variational problem (7.11) Aas a unique solution.
•
A SPLIT SOLUTION METHOD AND ITS VARIATIONAL FORMULATION
We can split problem (7.1) into a séquence of uncoupled simple problems. First, for the given data ƒ G L 2 {Q) and d e H l / 2 (F), the following Dirichlet problem (to get </> = V* u) C L x (r), has a unique solution q € H 1 (f2), By the theory developed recently in [14, 15] or by (8.11) (see below), we know that the following problem (which is the 2D version with homogeneous conditions of the boundary value problem intro duced by Quart apelle and Muzzio [10] is the solution of problem (7.1).
Remark 8.1. The above splitting process pro vides another proof of Theorem 7.1. In f act, the existence is obtained by (8.5) . For the uniqueness, we just need to consider the following homogeneous problem 
This problem is equivalent to
in fi in i? onf.
(8.7)
Find <p G H\(fï) such that
H 1 (fi).
Obviously, problem (8.7) has a unique solution v = 0, so does problem (8.6).
The solution of problem (7.1) can be determined by solving the séquence of problems form (8.1) to (8.5 According to the results in [14, 15] , the solution of the 2D homogeneous Quartapelle-Muzzio problem (8.11) can be split into Then, problem (8.11) can be written in the following form: (8.9) , (8.10) , (8.16) , (8.12) and (8.13) . D
FlNITE ELEMENT APPROXIMATION
Throughout this section, Q is assumed to be a polygonal domain. Let T h be a triangulation of Q such that n is a constant vector along s G E h , where U h is the set of segments contained in F 1 which are edges of an element of T h . Let k > 1 be an integer number. We introducé some finite element spaces:
where Pk dénotes the space of ail polynomials defined in R 2 , of degree less than or equal to k > 1, lk dénotes the standard Lagrange Pk -interpolation operator over s.
To approximate H N {Q), as in [14] [15] [16] , we introducé a space of discrete harmonie vector fields, defined by According to the assumption on the triangulation T h , it is easy to see that each vector function of space S^' k , and therefore also of 7ï N ' , can be written into two scalar functions of S h ' k . Then, finite element approximations to the séquence of problems (8.9, 8.10, 8.16, 8.12 ) and (8.13) can be proposed as follows: for j -k or k + 1, 
Subproblems (9.7, 9.8 5 9.9.i, 9.10) and (9.11) can be easily solved in an uncoupled way. The coupled subproblem (9.9.Ü) can be solved either by the direct décomposition method of Glowinski and Pironneau (see e.g. [1, 15, 16] ) or by one of its itérative variants, such as, for instance, the conjugate gradient method (see [7, 10] ).
Remark 9.1. In the particular case of Q rectangular domain, the Quartapelle-Muzzio problem (8.3) can be written naturally as a System of two independent scalar Poisson équations each supplemented with mixed Dirichlet-Neumann conditions. In this case an uncoupled solution of problem (7.1) is obtained directly.
CONVERGENCE ANALYSIS
Let the triangulation T h belong to a quasi-uniform family (see e.g. [4] In the special case A; = 1, the linear finite éléments can be applied to all of approximations.
NUMERICAL RESULTS
The uncoupled solution method described in the previous sections has been implemented by considering a finite element approximation by linear interpolation of the unknown u as well as of all the intermediate variables.
The numerical error of the computed solutions has been characterized by the relative error in the L 2 norm, namely where i? ex is the interpolate of the exact analytical solution of a scalar problem and v c the computed solution. Similarly, the relative H 1 error is defined as follows:
We have considered a test problem on the square [-1, l] 2 with an exact solution u = Vxit; -h Vç generated from the fonctions w = (1 - 
