Let D V s A = ( + , ) be a digraph with a designated root vertex s. Edmonds' seminal result (see J. Edmonds [4]) implies that D has a packing of k spanning s-arborescences if and only if D has a packing of k s t ( , )-paths for all ∈ t V , where a packing means arcdisjoint subgraphs. Let be a matroid on the set of arcs leaving s. A packing of s t ( , )-paths is called -based if their arcs leaving s form a base of while a packing of s-arborescences is called -based if, for all ∈ t V , the packing of s t ( , )-paths provided by the arborescences is -based. Durand de Gevigney, Nguyen, and Szigeti proved in [3] that D has an -based packing of s-arborescences if and only if D has an -based packing of s t ( , )-paths for all ∈ t V . Bérczi and Frank conjectured that this statement can be strengthened in the sense of Edmonds' theorem such that each s-arbores-
transversal matroids. For all the results presented in this paper, the undirected counterpart also holds. The packing problem in digraphs is one of the fundamental topics in graph theory and combinatorial optimization, where the goal is to find the largest family of disjoint subgraphs satisfying a specified property in a given digraph. In this paper, by packing subgraphs, we always mean a set of arc-disjoint subgraphs.
Suppose that we are given a rooted digraph, that is, a digraph D V s A = ( + , )
with a designated root vertex s. An s-arborescence is a directed tree → T rooted at s, that is, the underlying undirected graph T is a tree and every vertex except s has in-degree one in → T .
An s-arborescence → T is said to be spanning if it contains all the vertices of D. If D has a packing of k spanning s-arborescences, then D has a packing of k s t ( , )-paths for every ∈ t V , since each of the arborescences contains an s t ( , )-path. The celebrated Edmonds theorem gives the exact relation between spanning arborescence packings and path packings as follows.
Theorem 1.1 (Edmonds [4] ). There exists a packing of k spanning s-arborescences in a rooted digraph D V s A = ( + , ) if and only if there exists a packing of k s t ( , )-paths in D for every ∈ t V .
The problem of packing k s t ( , )-paths is equivalent to asking whether one can send k distinct commodities from s to t by assuming that each arc can transmit at most one commodity. Then what happens if commodities have an involved independence structure? Here we are interested in a situation that each commodity c i is assigned to some vertex s i at the beginning, and we would like to know whether every vertex can receive a sufficient amount of independent commodities to understand the whole structure. By adding an auxiliary root vertex s and arcs from s to s i for each i, we may convert the situation such that all commodities are assigned to the root s and each arc from the root can be used to transmit only a particular commodity.
More formally, suppose that we are given a matroid-rooted digraph D V s A ( = ( + , ), ), that is, a matroid is given on the set of arcs leaving the root s that we call root arcs. We are interested in a packing of s t ( , )-paths whose root arcs form a base of . Such a packing is said to be an -based packing of s t ( , )-paths. A packing of s-arborescences is called -based if, for all ∈ t V , the packing of s t ( , )-paths provided by the arborescences that contain t is -based. Figure 1 illustrates an example.
A natural question is whether Edmonds' theorem can be extended for -based packings. The result of Durand de Gevigney, Nguyen, and Szigeti [3] gives a partial answer to this question. Theorem 1.2 (Durand de Gevigney et al [3] ). Let D V s A ( = ( + , ), ) be a matroidrooted digraph. Then there exists an -based packing of s-arborescences in D if and only if there exists an -based packing of s t ( , )-paths in D for every ∈ t V .
Notice that at the quantitative level, Theorem 1.1 always guarantees the existence of k spanning s-arborescences while the number of s-arborescences in Theorem 1.2 may be more than the rank of since these arborescences are not necessarily spanning. Bérczi and Frank [8] conjectured that Theorem 1.2 can be strengthened in the sense of Edmonds' theorem. This conjecture appeared also in a paper of Bérczi, Király, and Kobayashi [2] . More formally, the conjecture is the following. The main result of this paper is that Conjecture 1.3 is false in its general form. We will even prove that the following decision problem is NP-complete, which was conjectured by Bérczi-Kovács [8] .
Problem 1.4. Given a matroid-rooted digraph D V s A ( = ( + , ), ), decide whether there exists an -based packing of spanning s-arborescences in D.
As positive results, we will prove that Conjecture 1.3 is true for several fundamental classes of matroids such as graphic and transversal matroids.
| Related works
Connectivity is one of the most well-studied properties of graphs. The earliest results related to our main interest on packing problems concerning connectivity are the papers of Nash-Williams [17] and Tutte [20] on packing trees in undirected graphs from 1961. The topic of packing arborescences has been extensively studied in the seventies by Edmonds [4] (A) (B) (C) and Frank [6] . The connection between these problems was pointed out in a work of Frank [7] on orientations of graphs. The hypergraphic counterparts of the above packing results were discovered by Frank et al [9, 10] . A surprising extension of Edmonds' result was given by Katoh, Kamiyama, and Takizawa [13] and Fujishige [11] for the case when no spanning arborescences exist. Szegő [19] gave an abstract version of Edmonds' result that was extended to an abstract version of the result of [13] in a paper of Bérczi and Frank [1] .
Investigations in rigidity theory inspired an extensive research on possible extensions of Nash-Williams' and Tutte's result. Katoh and Tanigawa [14] introduced the concept of matroidbased packing of rooted trees and presented several applications of this result in rigidity theory. Durand de Gevigney, Nguyen, and Szigeti [3] used the techniques of Frank to show that, by an extension of Edmonds' result, an alternative proof of the packing result of [14] can be obtained. These breakthrough results inspired an intensive research in the last few years on this topic to extend the above mentioned results, see [2, 5, 15, 16 ].
| DEFINITIONS
We will use some basic terms from matroid theory listed below. For details, we refer to [18] . Recall that, for a set function
: ( ) = } are called independent sets of the matroid and r is called the rank function of the matroid. It is well known that a matroid can also be defined by its independent sets. Let Q S ⊆ . The maximal independent sets in Q are called bases of Q. Note that all bases are of the same size. The bases of S are called the bases of . The rank of , denoted by r ( ), is the size of a base of . We define The following classes of matroids will be discussed in this paper:
is the edge set of a forest of G }; 2. Fano matroid: a rank-three matroid derived from the Fano plane (the smallest projective plane with seven points) on a seven element ground set (the points of the Fano plane) where every set of cardinality three is a base except the lines of the Fano plane; 3. transversal matroid: given a bipartite graph G S T E = ( , ; ) with a bijection S → ≔ ⊆ π S π X X S : , { ( ): that can be covered by a matching in G }; 4. linear matroid: given a finite set of vectors  ⊆ A d for a field  and a positive integer d,
: the vectors in X are independent}.
A special class of the transversal matroids where G is the complete bipartite graph K n k , is called the uniform matroid U k n , . It is well known that a graphic matroid is always representable by a connected graph on r ( ) + 1 vertices and a transversal matroid is always representable by a bipartite graph G S T E = ( , ; ) where S | | | | S = and | | T r = ( ). It is also well known that a matroid of rank at most three is not graphic if and only if it has a minor isomorphic to the Fano matroid or U 2,4 (see, eg, [18] ).
Let D V s A ( = ( + , ), ) be a matroid-rooted digraph, that is, a pair of a digraph D with a designated vertex s and a matroid on the set of arcs leaving s. For an s-arborescence T in D and a vertex ≠ v s of T , we denote the unique path from s to v by T s v [ , ] , and its first arc by e T s v [ , ] . With this definition, a packing T T
the subset of arcs in D with tail in X and head in Y . The superscript D will be omitted, when it is clear from the context. The in-degree of a set ⊆ X V s + is denoted by
. We say that a matroid-rooted digraph D ( , ) is rooted -arc-connected if there exists an -based packing of s t ( , )-paths for all vertices t in V . One can easily prove a Menger-type theorem saying that D is rooted -arc-connected if and only if
We say that a packing of arborescences covers ∂ V ( ) s if every root arc is contained in some arborescence in the packing. For simplicity, we will call an -based packing of spanning s-arborescences in D that covers ∂ V ( ) s a feasible packing.
| POSITIVE RESULTS
In this section, we prove Conjecture 1.3 for several special cases. The necessity of Conjecture 1.3 is always true by Theorem 1.2 (and is easy to prove anyway), so we will only prove the sufficiency in each case.
| Overview of the proof of Theorem 1.2
Some of our positive results are obtained by extending the proof of Theorem 1.2 given by [3] , and hence we shall first review it by introducing several key ingredients used later. In [3] , Theorem 1.2 was proved in a slightly stronger form by imposing an extra technical condition as
This condition ensures that each root arc can be used in an -based packing of s-arborescences in D, as follows. Observe that Theorem 3.1 implies Theorem 1.2. Indeed, if D ( , ) is rooted -arcconnected, then by omitting some root arcs of D ( , ), one can get a rooted ′-arc-connected and ′-independent digraph, where ′ is a submatroid of with the same rank. Applying Theorem 3.1 to the resulting instance, we get an ′-based packing, which is also an -based packing in the original instance.
Let D ( , ) be as in Theorem 3.1. The following graphical operation is frequently used in the proof of Theorem 3.1 in [3] : for a nonroot arc uv and
is a new instance D ( ′, ′) obtained from D ( , ) by removing uv and inserting a new root arc x sv ′ = such that x′ is a parallel element to x in the underlying matroid ( Figure 2 ).
We want to construct the new instance D ( ′, ′) such that the conditions of Theorem 3.1 are satisfied. We say that a nonroot arc uv is
The key observations proved in [3] are the following (see case 2 in the proof of Theorem 1.6 in [3]) Lemma 3.2 (Durand de Gevigney et al [3] ). For a matroid-rooted digraph D ( , ), the following hold:
is good (resp. admissible). . We can suppose that each s-arborescence in has exactly one root arc since otherwise we can split it into several s-arborescences to satisfy this condition. Let ∈ T be the arborescence covering x and ∈ T′ be the arborescence covering the new root arc x′ in D′.
, and this completes the proof of Theorem 3.1. Now consider applying the proof to Conjecture 1.3. In the same manner, by induction, one gets an ′-based packing of spanning s-arborescences in D′ that covers ∂ V ( )
Our goal is to construct a feasible packing in D based on . Let ∈ T be the arborescence that covers the new root arc x′ of D′. If T also contains x, then
, and we are done. The difficult case is when T does not contain x. We will show how to overcome this difficulty by new ideas if has rank at most two or is graphic. 
| Matroids of rank at most 2
In this section we prove that Conjecture 1.3 is true when ≤ r ( ) 2. We first prove the following technical lemma on changing spanning arborescences. We do not need its most general version but it may be of some interest for later applications.
i . Let T* 1 and T* 2 be obtained from T 1 and T 2 by exchanging the arcs entering v for every ∈ ∩ v V V 1 2 . Then T* 1 and T* 2 are spanning s-arborescences on V s + .
Proof. It suffices to prove the statement for T* 1 . Suppose that T* 1 is not an s-arborescence.
for every ∈ v V, there exists a directed circuit C in T* 1 . Since neither T 1 nor T 2 contains a directed circuit, C contains at least one arc from each arborescence T 1 and T 2 . It follows that there exist not necessarily distinct arcs uv and wz of C with ≠ u z such that uv and wz belong to T 2 and the path of C from z to u belongs to T 1 . Note then that the arc a 1 entering u in T 1 is the same as that in T* 1 as T* 1 Proof. The proof is done by induction on the number of nonroot arcs. If no good arc exists, then, by Lemma 3.
Then we can define r ( )(=1 or 2) arc-disjoint spanning s-arborescences by distributing the r ( ) arcs of ∂ v ( ) s arbitrarily between them for all ∈ v V. This way we obtain a feasible packing of D.
Hence we assume that D has a good arc. Then, by , D′ is ′-independent and rooted ′-arc-connected. Now, by induction, there exists a feasible packing in D′. Let x′ be the new root arc in D′ from s to v 0 . We have the following two cases: Case 1. If x and x′ are contained in the same arborescence T of the packing, then substituting T with T x u v − ′ + 0 0 in the packing one gets a feasible packing in D. Case 2. Otherwise, the packing consists of two arborescences T 1 and T 2 (thus the rank of ′ is two), and we can assume that x is in T 1 and x′ is in T 2 . Let F 1 be the set of the root arcs used in T 1 , and F 2 be the set of the root arcs used in T 2 and parallel to x (including x′). As in Lemma 3.3, we take
i and consider T* 1 and T* 2 that arise from T 1 and T 2 by exchanging the arcs entering v for every ∈ ∩ v V V [ , ] 1 0 2 0 which contradicts our assumption that T 1 and T 2 form a feasible packing.) We claim the following. □ [ , ] * * 1 2 is a base for every ∈ v V. The proof is split into two cases for each
Since V 2 is the set of all vertices that are reachable from s in T 2 through the root arcs in F 2 , no arc leaves V 2 neither in T 2 nor in T* 2 , and hence we have
[ , ] * * 
| Graphic matroids
We prove that Conjecture 1.3 is true for graphic matroids. representing . From now on, we will refer to the matroid-rooted digraph D ( , ) as D G π ( , , ). For an edge ∈ e E, let
and Q v is a tree. For ∈ v V, let us orient each edge e of Q v to → e so that Q v becomes an arborescence → Q v rooted at 0 (see Figure 3 ). We prove the theorem by imposing the following extra property for the packing T T { ,…, } 
Let D G π ( , , ) be a counterexample for the theorem minimizing
We take v* such that | | C v * is as small as possible.
is a base of the graphic matroid G π ( , ). The property (2) uniquely determines the set T i to which each root arc x e belongs, so there is a unique partition A A { ,…, } k 1 of the set of root arcs of D that satisfies (2) 
is a packing of k spanning s-arborescences. Moreover, the set of root arcs of the paths provided by T T
is a matroid-based packing. Finally, each root arc belongs to some T i , thus we have a feasible packing of D satisfying (2) . Figure 4 illustrates the base case.
From now on, we suppose that 
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Proof. Suppose that pq x ( , ) e is admissible. Since e is critical, → e and hence e leaves C C = W q . Hence, x e is not spanned by π E ( ) q , that is,
. Thus the pair pq x ( , ) e is good. By Lemma 3.2(a), the shifting D G π ( ′, ′, ′) of D G π ( , , ) along pq x ( , ) e is ′independent and rooted ′-arc-connected. Since D G π ( , , ) is a minimum counterexample, we have a feasible packing T T , …, ′ ′ k 1 for D G π ( ′, ′, ′) satisfying (2) . Let e′ be the new edge parallel to e assigned to the new arc x e ′ from s to q in the shifting. As e is critical, e and hence e′ leaves C W , so (2) implies that → e and → e′ are parallel arcs and thus x e and x e ′ belong to the same spanning s-arborescences T′ j of D. Therefore, by setting
, we obtain a feasible packing T T , …, k 1 for D G π ( , , ) satisfying (2). This contradicts that D G π ( , , ) is a counterexample. Since C W is a proper subset of V G ( ), r π E k ( ( )) < W . Therefore, by the rooted -arcconnectivity of D, (1) implies that D has an arc pq with ∈ p V W − and ∈ q W. By Claim 3.7, E p contains a critical element e, and then Claim 3.8 says that pq x ( , ) e is not admissible. In other words, there exists a tight set ⊆ X V with ∈ q X and ∉ p X such that x e is contained in the span of π E ( ) X . We shall take such a pair pq x ( , ) e such that X is minimal. Since π E ( ) X spans x e while, as e is critical, π E ( ) W does not span x e , we have ∩ r π E r π E ( ( )) < ( ( )) X W X . Hence, by the rooted -arc-connectivity of D and the tightness of X ,
. Since E p ′ contains a critical element e′ by Claim 3.7, p q x ( ′ ′, ) e ′ is not admissible by Claim 3.8, that is, there exists a tight set
| Transversal matroids
The case when is transversal can be solved by a completely different idea, by reducing the problem to a packing problem of reachability branchings. Let D V A = ( , ) * * be a digraph. For a nonempty set ⊆ R V*, an R-branching is a subgraph of D* that consists of | | R vertex-disjoint arborescences in D* whose roots are in R. An R-branching B is a reachability R-branching if V B ( ) is exactly the set of vertices that are reachable from some vertex in R in D*. The following surprising generalization of Edmonds' theorem was discovered by Kamiyama, Katoh, and Takizawa [13] . 
where p X ( ) denotes the number of R i 's for which ∩ ∅ R X = i and there exists a path from a vertex in R i to a vertex in X . We prove now that Conjecture 1.3 is true for transversal matroids. Proof. We only prove the sufficiency. Let k be the rank of , G S T E = ( , ; ) a bipartite graph representing such that T k = {1,…, }, and → ∂ π S V :
( ) s a bijection. We subdivide each root arc e in D by inserting a new vertex r e , and then remove s. Let D V A = ( , ) * * * be the resulting digraph.
We use R* to denote the set of new vertices r e , and let
. With this setting of D* and , we apply Theorem 3.9. To do this we have to check if (3) We also claim the following to guarantee that the resulting branchings are spanning. 
| Fano matroid-when D is acyclic
If D is acyclic, the condition (1) for rooted -arc-connectivity can be significantly simplified as follows. 
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Proof. Condition (4) is strictly weaker than condition (1). Hence we just need to prove the sufficiency. Let
. For such v 0 , we have
Hence, by the monotonicity of the rank function r and (4) we get
Thus (1) follows. □
In view of Lemma 3.13 one can consider the following strategy to prove Conjecture 1.3 for acyclic digraphs. Consider proving Conjecture 1.3 by induction on | | V . Without loss of generality we may assume that D is -independent. Note that in this case (4) is equivalent to saying that each vertex v is of in-degree at least r ( ). Since the claim is obvious when | | V = 0, we also assume Proof. The statement is obvious when ℓ = 0 and also when ℓ = 1 as in the latter case there exists an element of B 1 which is not on the a a 2 3 -line of the Fano plane (see Figure 5 for a figure of the Fano plane). Similarly, when ℓ = 2 then we can take any element ∈ a B 2 2 and an element a 1 of B 1 which is not on the a a 2 3 -line. If we have at least two such choice for a 1 , then we can chose it to have different color than a 2 . Otherwise, the other two elements of B 1 are the elements on the a a 2 3 -line different from a 3 . Hence a 2 is an element of B 1 and a 1 has a different color than a 2 by the colorfulness of B 1 .
Let now ℓ = 3. The three bases cannot be disjoint, otherwise the Fano matroid should contain nine distinct elements and it has just has seven elements. By relabeling the bases, we can assume that ∩ ≠ ∅ B B 1 2 . 
| NEGATIVE RESULTS
In this section, we will give a counterexample to Conjecture 1.3 and prove that Problem 1.4 is NP-complete for acyclic digraphs and a certain class of matroids. The precise statements are given as follows. As we noted before, the matroid used in the construction, which we call a parallel extension of the Fano matroid, will arise from the Fano matroid by adding some parallel copies of its elements.
The proof is done by defining several gadget constructions, each of which restricts possible packings. Each construction step is referred to as an operation below. In each construction, we insert new vertices one by one together with three new arcs entering it and no arc leaving it. A new root arc will always be added keeping the -independence as well as the fact that is a parallel extension of the Fano matroid (or its submatroid). Thus, an instance D V s A ( = ( + , ), ) constructed by a sequence of operations always satisfies the following properties: By the property (i), in the subsequent discussion we omit to mention that D ( , ) is -independent and rooted -arc-connected. By using the property (ii), we shall be able to control possible extensions of feasible packings. FORTIER ET AL.
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We say that a vertex 
T s v T s v T s v [ , ]
[ , ]
[ , ] 1 2 3 . We also say that vgets e T s v 1, 2, 3 ). T 1 , T 2 , and T 3 will be called the red, blue, and black arborescences, respectively. We say that an element of is colored by λ if it is in the arborescence of color λ. We will use the notation a b c ( , , ) to denote an ordered (multi)set and use this notation to say a b c ( , , ) is colored by λ λ λ ( , , )
3 if a is colored by λ 1 , b is colored by λ 2 and c is colored by λ 3 . In the following, the elements of will be denoted by the first seven letters of the alphabet (see Figure 5 ) and primes, superscripts (when we would need too many primes) or subscripts will be used when we consider a parallel element of a previously used one (that may be also an identical element to this previous one). It is well known that the Fano plane have automorphisms moving arbitrary three points not lying on a line to any three points in general position. Each operation is best described with figures, which are illustrated by the following rule (see, eg, Figure 6A ). The root vertex s is not shown in the figures. A vertex will be represented as a big circle in which Fano plane is illustrated with three particular elements (empty circles) which represent the base that the vertex will get in every feasible packing. Existing vertices in the original digraph will be denoted by thicker circles, in which the elements of the bases that they get in every feasible packing will be assigned by their letters. For a vertex w which is added in an operation, a letter x may be assigned to a point in the Fano plane, which means that a new root arc sw is added with a new element x in the underlying matroid. Sometimes a new vertex will be represented by just a back point for simplicity (see Figure 6B for example). Figure 6A ).
Note that, by the automorphisms of the Fano plane, FC v ( )
x y z ( , , ) is also defined for any base x y z { , , } (and the same remark is applied for other operations given below). Figure 6B ). Figure 6C ). { , , } is parallel to some element in x y z { , , }; if the order of parallel elements is important, then we use ordered sets in this notation.
By the previous operations, we can now define the following operation. 
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