This paper proposes a route optimization scheme for threedimensional wireless mesh networks implemented by using formation flying of autonomous unmanned aerial vehicles, also known as drones. Inter-drone communication above the ground can achieve free space propagation as obstacles are eliminated. However, transmission efficiency can be degraded due to sneak path interference inside the drone [1].
Introduction
Here, P o indicates overreach interference and P s indicates sneak path interference. Also, P o and P s can be calculated by changing t , r and L in equation (1) . The minimum SINR among all receivers on the assumed route is taken as SINR min . Sensitivity R min at that time is given by
The transmission rate is determined by comparing R min to the minimum sensitivity in the IEEE 802.11 standard as shown in Table I . Fig. 1(d) shows the environment assumed in this study. According to [2] , 90 degrees is optimal for the transceiver angle in the same drone. Therefore, communication is performed by placing drones on a cubic lattice combining 90 degree. The number of transmitting and receiving antennas was 6 each, and the distance between the antennas was changed in 1 m steps from 1 m to 100 m. The size of the simulation environment is x Â y Â z ¼ 2 Â 2 Â 2 multiplied by the distance between antennas. The frequency was 2.4 GHz, the frequency bandwidth was 20 MHz, and the transmit power was 0 dBm. The first Tx position was placed at ð0; 2; 2Þ, the last Rx position was placed at ð2; 0; 0Þ, and the resulting configuration was simulated. In addition, all patterns can be divided into three patterns in the case of three, four and five drones on the same plane. Among them, the examples of two patterns when there are three and four drones on the same plane are extracted and the transmission rate is evaluated by the number of drones present in the same plane. In addition, when more than three units are arranged in a straight line, the angle between transmitter and receiver in the drone does not become 90 degrees. A corresponding decrease in transmission rate is confirmed as expected from [2] . Fig. 2 shows an example of the simulation results. Figs. (a)∼(c) show the route when there are 3 drones in the same plane, the SINR when the distance between the transmitter and the receiver is 20 m and the transmission rate for the distance between transmitter and receiver (route 1). Since the antenna angle with the drone one hop ahead is 45 degrees, the transmission rate is not maximized at BW45 degrees. However, at BW15 degrees and BW30 degrees, we confirmed that the maximum transmission rate of 54 Mbps could be realized. Figs. (d)∼(f ) show the route when there are 4 drones in the same plane, the SINR when the distance between the transmitter and the receiver is 20 m and the transmission rate for the distance between transmitter and receiver (route 2). Similar to Route 1, 54 Mbps which is the maximum transmission rate can be realized with BW15 degrees and BW30 degrees. However, even if the distance between the transceivers is shorter than route 1, the transmission rate is degraded. Compared to the SINR of route 1, it can be seen that the transmission rate is degraded because the SINR at the fourth receiver is degraded.
Simulation conditions

Results
Figs. (g)∼(i) show the route when three drones are linearly arranged, the SINR when the distance between transmitter and receiver is 20 m, and the transmission rate for the distance between transmitter and receiver (route 3). From the figure, it can be confirmed that the 3rd drone receives strong interference from the 1st drone when the 3 drones lie on a straight line, and the transmission rate becomes 0 regardless of the BW.
From the above, when three or more drones are arranged in a straight line, the transmission rate becomes 0 Mbps and communication cannot be realized. Therefore, the 3D mesh network is constructed so that the angle between transmitter and receiver in the same drone is 90 degrees. The theoretical analysis results confirm that the transmission rate degrades when the number of drones lying on the same plane increases. When constructing a 3D mesh network, the minimum number of drones in the same plane is three. Therefore, it is confirmed that the optimal configuration has no plane hosting more than three drones.
Conclusion
This paper provides a theoretical analysis of the interference between directional beams in a drone-based 3D mesh network with cubic structure. Simulation results confirmed that the influence of the interference signal can be reduced by narrowing the BW of the directional antenna. In addition, we introduced a scheme that can determine the optimal relay route. 
User-centric location-oriented content dissemination using P2P and D2D communications
Introduction
Location-based services (LBS) [1] achieve information sharing such as content dissemination, advertisement, and emergency alarm based on the user's location and demand. The LBS platform provider operates this service like a broker to disseminate the content, which is produced by a content publisher, to the subscribers. However, for a user or an organization having few network resources, it is difficult to be a standalone LBS platform provider or content publisher without depending on such an LBS platform provider. This is because they need to address numerous network traffic from enormous subscribers, and they need to have a way to collect and manage all the subscribers' information.
To solve the aforementioned issues, there are two approaches without depending on a broker: mobile network-based and local network-based approaches.
For a mobile network-based approach, a location-based mobile peer-to-peer (P2P) framework [2] enables an LBS platform provider to manage the publishers and subscribers via a mobile network. On the basis of this framework, the content publisher can disseminate the content to the subscribers using mobile P2P communication. However, the content publisher consumes numerous network resources as it only employs mobile P2P communication to disseminate the content to all the subscribers. Therefore, it may not address the increase of the subscribers, although it can efficiently manage the publishers and subscribers.
For a local network-based approach, location-based local content dissemination methods [3, 4, 5] enable a content provider to disseminate a content to the subscribers within a specified area using local multi-hop device-to-device (D2D) communication. In addition, they can handle the traffic increase caused by the increase of subscribers because each node only sends a content to its neighbors. However, owing to the dependency on local multi-hop D2D communication, they may cause delay increase and content loss. Moreover, if they fail to estimate and manage the network topology, they may also cause unnecessary content transmissions.
User-centric location-oriented content dissemination based on P2P and D2D communications
This paper proposes an efficient content dissemination method that enables a user such as a publisher to disseminate content to the subscribers within a specified dissemination area without depending on a broker, based on P2P and D2D communications via mobile and local networks. First, we assume that all the nodes have global connectivity via mobile networks, and they can freely send data via local networks. The LBS platform provider only has a P2P server that manages the locations and addresses of users as well as can extract nodes within a specified area based on a framework [2] . Namely, the P2P server does not behave like a broker, such as content replication and dissemination.
In the proposed method, each content publisher needs to replicate and disseminate content to the subscribers by itself. Herein, all the subscribers are grouped into the following two categories: "primary receivers" and "secondary receivers." To alleviate the impact of the network traffic, the publisher only disseminates its content to the primary receivers. The primary receiver is explicitly determined based on a primary receivers selection algorithm, as described in Sec. 2.2. They are responsible for re-disseminating the content received from the publisher to its neighbors by using local D2D communication. The secondary receiver is implicitly determined based on the neighbor relation with the primary receiver. In other words, the primary receivers need to cover all the secondary receivers; therefore, the secondary receivers only receive the content from the primary receivers.
Operation procedure
This section explains the content dissemination procedure of the proposed method, and the operation example is shown in Fig. 1 .
First, each user, who wants to become a subscriber or a publisher, registers its address and its location to the P2P server. After that, it periodically updates its information registered in the server.
When a publisher, such as a user, wants to send content to an area, it sends the dissemination area information to the P2P server. Then, the server extracts the primary receivers to cover all the nodes within the specified dissemination area based on an algorithm described in Sec. 2.2, and then it replies the primary receivers list to the publisher.
When the publisher receives the list from the server, it starts to disseminate the content to each primary receiver using mobile P2P communication. After receiving the content from the publisher, each primary receiver broadcasts the content to the neighbors as the secondary receivers using local D2D communication. Therefore, all the subscribers within the dissemination area can eventually obtain the content. This algorithm extracts the primary receivers from various nodes within the specified dissemination area and its neighboring area. Here, N denotes a set of nodes within a specified area, and N þ denotes a set of nodes within a neighbor area of the dissemination area. Note that each node of N þ is also a candidate of the primary receiver to cover the subscribers efficiently. G 1 and G 2 denote sets of primary and secondary receivers, respectively. 'ði; G u ; RÞ denotes a set of undetermined nodes in G u within a circle with radius R centered at i. Furthermore, R and α denote the reference communication radius and the scaling factor, respectively.
3 Performance evaluation 3.1 Simulation setup This paper conducted simulations using ns-3 [6] , with the following parameters. IEEE 802.11a was used as the wireless medium; the data rate was set to 6 Mbps, whereas the communication range was set to approximately 100 m. Nodes were randomly placed at a 1 km square area. In the proposed method, R was set to 100 m, whereas α was set to 0.8 or 1.0. In addition, this simulation arrangement assumed that all mobile communications have an ideal performance without errors. A single publisher sent a single notification, and all the others were considered as the subscribers. This paper evaluated the performances using the following: (1) a mobile network, (2) a local network, and (3) the proposed method in terms of content delivery rate, total number of packets, and local dissemination delay.
Algorithm 1 Primary receivers selection algorithm. Fig. 2 (c) shows the total number of packets. Note that this result also shows the received data packets via mobile networks since the packets may be regarded as the network usage. In the result, the case of only using mobile networks is the highest total number of packets since it needs to disseminate the content only using mobile networks. The case of only using local networks also becomes the higher total number of packets since the nodes need to disseminate a content with each other using local networks. The proposed method achieves the lowest total number of packets since the publisher only sends the content to the primary receivers via mobile networks, and the primary receivers just broadcast the received content via local networks. Fig. 2(d) shows the content delivery rate. The case of only using local networks becomes a lower delivery rate in comparison with the other methods. In this method, nodes need to rebroadcast the received content with each other to disseminate the content to the whole area. Hence, it needs sufficient node density to propagate the content. Although the proposed method ( ¼ 0:8) achieves the higher delivery rate, the proposed method ( ¼ 1:0) decreases the delivery rate. The reason is that the proposed method ( ¼ 1:0) increases the coverage of each primary receiver and reduces the primary receivers as possible. As a result, in the case of ¼ 1:0, each link between a primary receiver and the secondary receivers becomes longer. Fig. 2 (e) shows the local dissemination delay. In the result, the case of only using local networks becomes the highest delay. In particular, it significantly increases the delay as increasing the number of nodes since each node needs to impose a random backoff to avoid collisions. The proposed method achieves a lower delay than the case of only using local networks since the primary receivers just broadcast the received content only once.
Simulation results
Conclusions
This paper proposed a user-centric location-oriented content dissemination method based on P2P and D2D communications. It was observed that the content publisher could disseminate content with a quite small network load using a simple method. For practical use, the parameters of the proposed method are important for deciding the performance. Therefore, we will discuss an adaptation mechanism of these parameters in future work. Abstract: A topology control method for mobile ad hoc networks is proposed, in which the optimal topology of each topology update interval is adopted by considering both the dynamic positions of one-hop neighboring nodes and cumulative energy consumption to send data over the update interval. This approach of adopting the topology optimized over the update interval differs from an existing approach in which the topology update frequency is increased. Through performance simulation, conditions under which the proposed method is applicable are revealed by comparing the energy consumption of the proposed method to that of the existing method. Additionally, the proposed method is practical because it takes only several tens of milliseconds to determine the optimal topology even when using a CPU widely used for embedded devices. Keywords: mobile ad hoc network, topology control, optimization, energy consumption, connectivity Classification: Network 
Topology control adopting optimal topology over update interval in mobile ad hoc networks
Introduction
In mobile ad hoc networks (MANETs) constructed among various kinds of mobile devices, such as smartphones, robots, drones, and vehicles, topology control is essential to reduce energy consumption while preserving network connectivity. This control is achieved by controlling the transmission radius and the next hop device of each mobile device (node) for every topology update interval.
When each node moves with a different speed and direction, the node positions change dynamically until the next topology update. This implies that the appropriate topology based on the initial positions of the nodes at the current update time may become completely different from the topology based on the positions of the nodes immediately before the next update time. Consequently, to maintain network connectivity, a large transmission radius will be required and, as a result, the energy consumption for data transmission will increase.
To rectify this situation, an existing approach [1, 2] increases the topology update frequency by shortening the update interval. This method reduces the transmission radius required for data transmission, but frequent updates increase the cost of topology reconstruction because each node frequently transmits a hello message with the maximum transmission radius, resulting in high energy consumption. A method to set the topology reconstruction interval dynamically has been proposed to reduce energy consumption [1] . A different approach is to adopt the topology optimized over the update interval using information about the dynamic positions of one-hop neighbors. This method is expected to prevent increases in the number of topology reconstructions. However, a major challenge is determination of the optimal topology over the update interval.
Here, a topology control method based on the latter approach is proposed. In the proposed method, the optimal topology is determined by considering both the dynamic positions of one-hop neighboring nodes and cumulative energy consumption to send data over the update interval.
2 Proposed method
Realization of proposed method
In the proposed method, the optimal topology of each update interval is adopted to reduce energy consumption. To determine the optimal topology, we focus on the cumulative energy consumption, which is defined as the total energy consumption to send data during the update interval when adopting a topology. The topology with the minimum cumulative energy consumption is determined as the optimal topology. In contrast, in existing methods [1, 2] , the topology of each interval is determined using only the initial positions of the one-hop neighbors at update time.
The optimal topology is constructed in three phases: a) grouped node configuration, b) optimal topology construction, and c) transmission radius control.
a) Grouped node configuration
Each node configures its grouped nodes among one-hop neighbors that remain within the distance of the maximum transmission radius, R max , over the update interval, and constructs its topology among the grouped nodes. b) Optimal topology construction
The optimal topology with the minimum cumulative energy consumption is approximately determined using two steps: first, determine the candidates for the optimal topology (called topology candidates); and second, determine the optimal topology. These two steps allow the computation of the optimal topology as simply as possible and can be adopted for various types of mobile devices with high to low processing abilities.
During the first step, topology candidates are calculated by considering the dynamic positions of nodes in the update interval. The simplest method to determine topology candidates is to calculate m topologies using the predicted positions of grouped nodes at time iT=m, where T is the update interval, m is the number of divisions of T, and i is an integer from zero to (m À 1). Various types of useful topology algorithms, such as those described in Refs. [3, 4, 5] , can be applied to calculate a topology candidate.
During the second step, to determine the optimal topology, the cumulative energy consumption is calculated for each topology candidate. The optimal topology with the minimum cumulative energy consumption can be determined using Eqs. (1) and (2) under the worst condition where data are continuously generated or relayed during the update interval in each node. As the metric of energy consumption of a topology, here we apply a simple formula, the sum of the square of the distance of the link in a topology, to ascertain if our approach is effective.
subject to l ik ðtÞ r k ; 0 t T;
where Ce i is the cumulative energy consumption of each node over update interval T when applying the topology candidate calculated using the predicted positions of grouped nodes at the ith time (0 i < m); this candidate is called the ith topology. E i is the number of links in the ith topology. l ik ðtÞ is the distance of the kth link (0 k < E i ) in the ith topology at time t (0 t T). r k is the maximum distance required to maintain the connectivity of l ik . The ith topology with the minimum Ce i is determined as the optimal topology of the update interval. c) Transmission radius control Based on the optimal topology in the update interval, the transmission radius of the update interval is controlled. The distances of the links between each node and its grouped nodes are calculated from the beginning to the end of the update interval. The maximum distance is set as the transmission radius R opt of the update interval.
Condition under which proposed method is applicable
Here, we discuss conditions under which the proposed method is applicable by comparing the energy consumption of the proposed method to that of an existing method that increases topology update frequency. We assume that, in the existing method, topology is updated n times during the update interval of the proposed method T. In the proposed method, the optimal topology is determined among m topology candidates every update interval.
The energy consumed by each node consists of the energy used to broadcast a hello message for every update interval (P hello ); energy used to send data during the update interval (P data ); and energy used to determine the topology of update interval (P cal ). Here, we compare the energy consumed performing P hello and P data under the condition of m ¼ n. When m ¼ n, both methods share the same number of computing topologies. Thus, the time complexity of the proposed method, which is proportional to P cal , is almost equal to that of the existing method.
Based on the above discussion, energy consumption values of the proposed method (P p ) and that of the existing method (P b ) over T are formulated respectively in Eqs. (3) and (4):
where the amount of energy consumed to send data is proportional to the fourth order of the transmission radius [1] ; d hello is the data size of a hello message; and d data is the amount of data sent during T. p d is the amount of energy consumed to send a unit of data. R opt is the radius in which data is sent in the proposed method while R b;opt ðjÞ is the radius in which data is sent during the jth update interval (0 j < n) in the existing method. aveR b;opt is the average value of R b;opt ðjÞ over T.
The condition that results in less energy consumption in the proposed method than in the existing method is described in Eq. (5).
Because aveR b;opt is equal to or less than R opt , the applicability of the proposed method depends on the values of n and d data =d hello .
Performance evaluation
We evaluate the conditions under which the proposed method is applicable compared to that of an existing method. In addition, we evaluate computation time of our method for practical usage. Although the proposed method can be applied to various types of topology algorithms, here, we apply it to the local minimum spanning tree (LMST) [4] because of its simplicity. We evaluated the existing method with the LMST topology determined using the initial positions of one-hop neighbors at the update time with a shorter interval n times. Simulations were performed using our custom-made C simulator. 20-80 nodes were initially placed randomly in a 300 Â 300 area at the center of the 500 Â 500 simulation area. The maximum transmission radius R max is 200. Each node moved rectilinearly and the speed and direction of each node were set randomly, at the maximum moving speed of 20-60 per T. Fig. 1 shows samples of the topologies constructed by the proposed and existing methods at the update time. In our method, some links exist between two nodes although the distance between them is not minimum. In the existing method, each node is connected to other nodes through the minimum distance path. This is because an appropriate topology over the update interval is adopted in our method. Note that we confirmed that network connectivity is preserved over all the nodes under all the evaluated conditions. Fig. 2 shows an applicability condition of the proposed method, that is sample results of the relationship between n and P p =P b for 50 nodes under different values of d data =d hello . We here define P p =P b as the metric of applicable conditions in terms of energy consumption, where the proposed method is more applicable when P p =P b is less than 1. The results indicate that the applicability of the proposed method is determined by the balance between the values of d data =d hello and n, and that the proposed method is more effective when d data =d hello is smaller and n is larger. Under this evaluation condition, when d data =d hello is less than 400, the proposed method is more effective, and the applicability condition is more extended when n is larger. While the existing method is more effective regardless of the value of n at the d data =d hello values of over 400. Fig. 3 shows the average computation time of the proposed method with m ¼ 3 to determine the optimal topology. Because various kinds of nodes with high to low processing abilities should be considered for practical MANETs, we evaluate the computation time using Raspberry Pi 3 model B widely used for embedded devices. The results show that although the computation time required for our method is approximately twice that required for the existing method, a computation time of several tens of milliseconds is sufficient to determine the optimal topology. Hence, our method is practical under the simulation condition. For practical usage, we must determine the applicability of the proposed method by considering a balance between the increase in computation time and reduction in energy consumption.
Conclusion
A topology control method for MANETs is proposed, in which the topology of each update interval is optimized by considering both the dynamic positions of one-hop neighbors and the cumulative energy consumption over the update interval. The simulation results indicate that the proposed method is more effective when the data size of a hello message is larger (or the amount of data sent during the update interval is smaller) and the number of nodes increases. In addition, the proposed method is fast enough to determine the optimal topology even when using a CPU widely used for embedded devices. 
Introduction
The antenna for the IoT is required to be a low-profile for the benefit of high applicability to the things. The unidirectional radiation property is also required to reduce the influence of the surrounding objects such as a human body and a conducting plate. For this end, the authors have proposed a planar low-profile antenna composed of an asymmetric dipole element backed by a conducting reflector [1] . This antenna exhibits both the superdirectivity and unidirectional property, however, the operating bandwidth was relatively narrow. In [2] , the bandwidth has been enhanced by incorporating a notch structure implemented in the ground plane element and a T-type monopole element. It has been shown this antenna retains the unidirectional property and also superdirectivity. The purpose of this paper is to add a dual-band performance to the original antenna for WLAN application.
A microstrip patch antenna [3, 4] and a planar inverted-F antenna [5] has been investigated and proposed as the dual-band low-profile antennas. However, the structures of the feeding parts are unsuitable for IoT applications in comparison with the original antenna proposed by the authors in which the feed element lies on the same plane with the radiation elements. In this paper, the dual-band performance is realized by adding the LC trap circuits to the primary element and ground plane elements in the original antenna [6] in order to reduce the inherent high applicability to the IoT and its appearance and mobility as well. It is shown that the developed antenna exhibits dual-band characteristics and maintains the unidirectional property. It is also confirmed that the superdirective property is approximately retained. All of the numerical simulations were performed using a commercially provided software based on the Finite-Difference Time-Domain (FDTD) method [7].
2 Proposed antenna and its characteristics Fig. 1 shows the geometry of the proposed antenna and a photo of an experimental antenna where the trap circuit and the feeding point are enlarged. The antenna is composed of asymmetric dipole elements which fundamentally consist of an L6 Â W2 monopole element which is divided into two sub-parts, an L4 Â W1 ground plane element which is divided into three sub-parts, and a planar reflector. The LC lumped circuit (indicated by 'Trap' in the figure) is equipped at the 2 mm slits between three sub-parts in the ground plane element, and in the monopole element as well. All of the antenna elements are placed on the 1 mm thickness dielectric substrate, and are backed by the same width and slightly long reflector at the distance D. The monopole element is fed at the center of the ground plane, and the feeding gap was set to 1 mm for both experiment and calculation. These elements were made by a copper foil whose conductivity is approximately 5:8 Â 10 7 S/m, however in numerical calculations, they are assumed as a PEC (Perfect Electric Conductor) for simplicity. The relative permittivity and the loss tangent (tan ) of the substrate are measured at 2.4 GHz and obtained as 4.3 and 0.018 respectively. In the numerical calculations the corresponding conductivity are assumed to be constant all over the target frequency range, that is 2.4 GHz and 5 GHz bands.
Since the resonance frequency and impedance matching are fundamentally determined by the total length of the ground plane element and the monopole antenna element, that is L4 þ L6 [1] , this paper investigates to get the dual band property by controlling the current on these elements, specifically realizing the longer length for lower frequency band and shorter length for higher frequency band. For this purpose, the authors used the trap circuit composed of an inductor and two capacitors which are realized by a LQW-type inductor provided by Murata Manufacturing Co. Ltd. and a chip capacitor provided by NGK Electronics Devices Inc. respectively and are connected at some appropriate positions as shown in Fig. 1 . These constants of the element were determined in a way that the circuit operates as short at 2.4 GHz band and as open at 5 GHz band as a whole structure including antenna elements. The resultant values are L ¼ 4:7 nH, C1 ¼ 0:15 pF, C2 ¼ 0:75 pF. Then, although the currents on L2-part and L4-part in Fig. 1 resonate near 5 GHz and 2.4 GHz, respectively, the radiation pattern at 5 GHz band does not indicate unidirectional property because the current at 5 GHz band which is approximately a second harmonic component of 2.4 GHz, considerably flows in (L4-L2)-part. Therefore (L4-L2)-part was divided into two parts again and inserted the same trap circuit in this paper.
The measured and calculated VSWRs are shown in Fig. 2 . The parameters of the antenna were set as D ¼ 3 mm, L1 ¼ 62 mm, L2 ¼ 18 mm, L3 ¼ 29 mm, L4 ¼ 40 mm, L5 ¼ 8 mm, L6 ¼ 13 mm, L7 ¼ 17 mm, W1 ¼ 25 mm, W2 ¼ 1 mm. It is found that the measured result agrees fairly well with the calculated result for both frequency bands, and that the VSWR is less than 2.5. It is also found that the bandwidth at 2.4 GHz band is relatively narrow but is widened at 5 GHz band. Its physical reason is difficult to describe definitely, but will mainly be resulted from the trap circuit, that is, the antenna operates through the narrowband short circuits at 2.4 GHz band and the open circuits at 5 GHz band which are connected between two separate conductors. Fig. 3 shows the radiation patterns at 2.44 GHz, 5.25 GHz, and 5.6 GHz in x-z plane and y-z plane, respectively. In is found that the unidirectional property is reasonably achieved for all frequencies. The measured gains were 3.0 dBi at 2.44 GHz, 5.3 dBi at 5.25 GHz and 5.8 dBi at 5.6 GHz. It is not shown here, but the phases of the currents on the antenna element and the reflector are different from about 180 degrees in phase. Thus, both the radiation antenna and the reflector compose 2-element superdirective array [8] as described in [1] , considering together with the gain and the radiation pattern. This paper has proposed the 2.4 GHz and the 5 GHz dual-band low-profile antenna for WLAN applications. The proposed antenna is achieved unidirectional radiation pattern and dual-band by utilizing trap circuits on the antenna. It has also been shown that the superdirectiveity is approximately retained. Thus, it is expected that the proposed antenna may be successfully applied to IoT applications. 
Device to device (D2D) that realizes direct information exchange between neighbor devices is expected as a promising technology of wireless inter-node communication. Mobile network carriers attempt to introduce their own D2D services assisted by carriers' base stations [1] . Communication domain in such the carrier-assisted D2D services is limited due to the centralized system [2] .
On the other hand, ad hoc network is able to realize D2D without any dependence on network carriers [3] . Ad hoc network constructs a multihop network distributedly and autonomously only via wireless communication between nodes; The ad-hoc-based D2D services do not rely on the mobile network carries. One of disadvantages on ad hoc network is to send many control messages in the routing process and then to consume excessive communication resources. To solve this issue, location-based routing methods have been proposed. However, location information of nodes is exchanged in a multihop manner and might be hardly enough diffused [4] . In addition, the location information becomes obsolete due to the high mobility of nodes. As a result, an appropriate communication route between the source and destination nodes cannot be constructed.
This letter proposes a mobile-assisted ad hoc network architecture in which the control messages are transferred only in a proper area. The method relies on the reliable location information, which is provided and maintained by mobile network.
2 Mobile-assisted ad hoc networking architecture 2.1 Overview of the proposed architecture The proposed architecture makes a virtual area based on location information, which is collected via mobile networks, and then the nodes construct an ad hoc network via local networks. Fig. 1 shows the concept of the proposed architecture and an example of the virtual area using relay range restriction of ad hoc networks. Note that the proposed architecture is not carrier-assisted D2D. This method use a mobile network only for connecting to the global network as a network infrastructure since it does not need to rely on any information and to deploy any mechanism on carrier-assisted facilities. Namely, it realizes interoperable ad hoc networking over multiple mobile network carriers. The proposed architecture comprises the location layer and the ad hoc layer.
(
1) Location layer
The roles of the location layer are to manage the locations of nodes and to determine the virtual area of each ad hoc network by a management server via mobile network. In our method, the server that manages the location information utilizes the server of the proposed method [5] . Note that, although an ad-hoc networking service provider (e.g. organization, user, etc.) has to deploy the server on the global network to collect and manage node's information, the provider does not have to be the same as mobile network carrier since the provider does not need to take any part in the physical network. In addition, the location layer never performs the actual route construction and any data transmissions, and hence the ad hoc layer must perform all of the actual routing via local networks as well as the traditional ad hoc networks.
First, each node periodically sends a location registration message including its address and location to the server via mobile networks. Then, the server holds the received information for a certain period. Based on the information, the server provides the location information of nodes within a virtual area.
When a source wants to communicate with another node via local networks, it sends a location request message including its address and destination address to the server via mobile network. In receiving the message, the location server determines the virtual area for ad hoc networking based on a relay range restriction as described in Sec. 2.2. If the server succeeds to determine the virtual area, it sends a message including the virtual area information to the source, and then the source begins the route construction process via local networks. If the server fails to determine the area, it notifies the failure to the source.
(2) Ad hoc layer
The roles of the ad hoc layer are to establish an actual route and then to send data along the established route via local networks.
After receiving the virtual area information from the server via mobile networks, the source initiates the route construction based on a routing protocol via local networks. After the route construction, the source starts the data transmission along the established route. Note that the server only informs the virtual area information for ad hoc networking to the source, and therefore it does not rely on a specific ad hoc routing protocol. The details of the route construction are described in Sec. 2.3.
2.2
Relay range restriction mechanism based on location information This section introduces a relay range restriction mechanism to determine a virtual area to reduce the network load caused by the route discovery process. The proposed mechanism calculates a "reference route" to narrow the relay range to the neighbor area of the reference route. Note that each node within the reference route is called "reference node".
The details of the algorithm are shown in Alg. 1, and an example of the relay range restriction is shown in Fig. 1 . Here, h max denotes the maximum hop count, the function dði; jÞ denotes the distance between nodes i and j, and the function nðiÞ denotes the set of the i's neighbors within the reference communication range C max , respectively. R sd denotes the reference node set in the reference route between nodes s and d. R sd is sorted based on the hop count in the order from s to d, and hence R ðiÞ sd (0 R ðiÞ sd h max ) denotes the i-th hop node on the route.
Algorithm 1 Relay range restriction algorithm. has the largest number of neighbors among the elements of nðiÞ to avoid sparse areas. If R ðiþ1Þ sd coincides with d, the server determines the reference route R sd . Here, the server makes the virtual area based on C max of each node within R sd except for d. If all the elements of nðiÞ do not satisfy the conditions or i exceeds h max , it fails to determine a reference route.
Routing mechanism based on virtual area
This section introduces the routing mechanism via local networks based on a virtual area using the relay range restriction. As mentioned above, the routing mechanism does not depend on a specific routing protocol. To introduce the mechanism clearly, this letter adopts AODV [6] .
After receiving the virtual area information from the server as described in Sec. 2.2, the source begins to flood the route request towards the destination. Here, the route request includes the virtual area information in addition to the original information of route request. The virtual area information consists of the reference route, locations of reference nodes, and the reference communication range C max . On the ad hoc layer, when a node receives the route request, it checks whether it exists in the virtual area. If the node exists in the area, it relays the route request; otherwise, it ignores and discards the route request. When the destination receives the route request, it sends the route reply towards the source using the reverse path of the route request traversed path. Finally, when the source receives the route reply, it begins the data transmission using the established route on the ad hoc layer.
3 Performance evaluation
Simulation environment
Our simulations evaluated the performance using ns3 [7]. The simulation area was set to 1000 m Â 1000 m. IEEE 802.11a was used as the wireless medium, the communication range was set to about 100 m, and the data rate was set to 6 Mbps. To evaluate the impact of the node density, this simulation varied the number of nodes from 100 to 500. The number of source was set to 20. Each source sends a 1 Kbyte packet 20 times to randomly selected destination using UDP. In the proposed architecture, C max was set to 100 m, and h max was set to 35.
Simulation results
Total amount of control packets. Fig. 2(a) shows that AODV significantly increases the total amount of control messages as the node density increases due to the message flooding in dense environments. Here, "Proposed(local)" shows that amount of control messages without using mobile networks and "Proposed(local + mobile)" shows that total amount of control messages in our method. In addition, the proposed architecture significantly reduces them to restrict the relay range even if it periodically sends control messages via mobile networks. Packet arrival rate. Fig. 2(b) shows that AODV degrades the packet arrival rate since the packet collisions occur due to the network-wide message flooding especially in dense environments. In contrast, the proposed architecture always achieves the higher packet arrival rate than AODV since it reduces the network load by narrowing the relay range especially in dense environments. Average delay of route constructions. Fig. 2(c) shows that the proposed architecture always achieves the lower delay of route constructions than AODV since it restricts the message flooding along the neighbor area of the reference route and thus achieves the reduction of unnecessary control messages.
From the results, the proposed architecture achieves the reductions of unnecessary control messages and route construction delay, and the improvement of the packet arrival rate.
Conclusions
This letter proposed a mobile-assisted ad hoc networking architecture based on location information. The proposed architecture realized the efficient routing mechanism with the location-based relay range restriction.
From the simulation results, by reducing the unnecessary control messages by narrowing the relay range, the proposed architecture achieves the improvement of the packet arrival rate and the reductions of network load and delay.
Currently, the simulations do not consider the packet loss in mobile networks. Hence, we should consider that for evaluating the performance in realistic environments. In addition, the relay range restriction does not consider the variation of the communication range. In real environments, the communication range of each node varies, and hence the estimation mechanism of them is necessary.
