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SUMMARY 
The development of growth techniques-for epitaxial 
films is shown to yield similar methods for growing bubble 
domain material and films of yttrium-iron garnet (YIG) for 
delay lines. 	Growth by liquid-phase epitaxy is examined 
in detail: the development of sophisticated bubble films 
and YIG delay lines is discussed and shown to be a direct 
consequence of the ease with which this technique can be 
implemented. 
The characteristics of bubble domain films are discussed. 
The composition of different films which were grown in an 
attempt to meet optimum bubble characteristics is discussed 
together with the film defects. 	The deficiences of popular 
bubble propagation techniques are examined and a novel 
propagation technique is introduced and explained. 	This 
technique exploits the attributes of . a bubble lying in an 
etched channel. 	The dynamics of such a bubble are studied 
in terms of its total internal energy. 	To identify the 
primary energy and force requirements which determine the 
stability of a bubble lying in the etched channel, theory 
is developed for, and experiments conducted on, bubbles 
lying in simple etched discs. 	A theoretical model of the 
bubble's movement in the etched channel is derived, and 
experiments conducted, to verify this model. 	A possible 
means of extending the etched channel propagation technique 
into a working device incorporating input/ouput functions 
is outlined. 
The wave equation for spin waves in YIG is derived 
and its solution shown to yield two types of spin wave: the 
surface and the volume wave. 	The dispersion characteristics 
of these waves is examined and those situationswhich elicit 
non-dispersive behaviour are identified. 	A YIG delay line 
which exploits this non-dispersive behaviour has been designed 
and built. 	The delay of this line is studied experimentally 
and its characteristic insertion loss measured. 	To obtain 
efficient transduction of the input r.f. signal to the 
magnetic spin wave, it is necessary to reduce the insertion 
loss. 	The criteria which have to be met to effect a 
reduction are shown to be dependent on the radiation 
resistance of the transducer. 	A model of the transducer 
radiation resistance is derived and experiments are carried 
out to verify this model. 
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CONVERSION TABLE 
To convert from S.I. units to electromagnetic c.g.s. units 
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CHAPTER ONE 	INTRODUCTION 
This Thesis is dedicated to the growth and development 
of a--range of epitaxial magnetic garnet films and their 
subsequent deployment in efficient new propagation systems 
for cylindrical magnetic bubble domains operating at kHz 
clock rates, and magnetostatic surface waves operating at 
microwave frequencies. As the present work concentrates 
on the theoretical and experimental design data required 
for just these two fields, this introduction forms a convenient 
place to survey the variety of applications for epitaxial 
magnetic garnets, and present a backcloth to the general 
theory and experimental techniques which form the basis of 
the new work presented in the Thesis. 
For this purpose Section 1.1 presents a chronological 
survey of the development of single crystal garnets for 
microwave applications and subsequently for data storage 
devices based on cylindrical magnetic domains. 	The 
significance of the discovery of the so-called "dipping" 
technique for the growth of epitaxial magnetic garnets is 
also noted.' 
Section 1.2 then delineates the layout of the remaining 
chapters of the Thesis in the context of establishing the 
new propagation systems for magnetic bubble domains and. 
magnetostatic delay lines. 
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1.2 	chronological Survey 
The possibility of microwave applications of garnets 
originated from the discovery of ferrimagnetism in rare-earth-
iron garnets by Bertaut and Forrat 1 in 1956. 	Subsequently, 
both polycrystalline and single crystal forms of these garnets 
found distinct uses. 	The polycrystalline form was used 
predominantly in the microwave Y-junction circulator, which 
is an essential component of many radar and communication 
systems 2 . 	In contrast, single crystal garnets were used 
as electrically tunable bandpass filters 3 and power limiters 4 
and as tunable resonators in microwave oscillators 5 . 
Rare-earth iron garnets may be described by the formula 
A3Fe5O 12 , where A can be yttrium, any rare-earth or any 
combination of rare-earths and yttrium. 	The most important 
garnet for microwave applications is yttrium iron garnet 
(YIG), having a formula Y3Fe5O12 . 	Pure YIG has a saturation 
magnetisation of 1750 Oe, although this may be lowered by 
partially susbstituting Ga or Al into the Fe sites. 
Shortly after Bertaut and Forrat's discovery of ferr-
magnetism in YIG, Nielsen 6 grew single crystal YIG from a 
molten PbO flux containing the component rare-earth oxides, 
using a modified version of the technique described by 
Rameika7 to grow orthoferrites. 	The hG crystals, which 
are hereafter referred to as bulk YIG, were fashioned into 
discs and spheres and used in microwave components, as noted 
abOve. 
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The single property of YIG, which made it so useful 
was its narrow ferromagnetic iinewidth, 0.6 Oe at •X-band, 
which implied a large Q factor (= 10 at X-band). 	The 
significance of this is reflected in the commercial success 
of microwave YIG devices: YIG sphere filters alone, in the 
years 1962 - 1972, achieved a rise in annual turnover of 
from zero to £4M. 	Over the same period there was a 
corresponding reduction in unit cost from £700 in 1962 to 
£200 in 1972. 
Shortly after its initial use in microwave filters, 
Spencer 8 , in 1962, observed low acoustic attenuation (1 dB/.is 
at 1 GHz) in bulk YIG rods and hence envisaged the possibility 
of YIG delay lines using acoustic waves. 	Further delay 
line effects were demonstrated by Olsen 
9 using the magneto-
static wave propagation at microwave frequencies predicted, 
some years earlier by Damon and Eshbach 10 . 	At this time 
microwave delay lines were becoming important as components 
in deceptive repeaters. 	The potential advantages of these 
YIG delay lines were small size, programmability and operation 
up to 10 GHz. 	However, in spite of the initial success of 
these bulk YIG signal processing devices they did not reach 
development status. 	There were many reasons for this. 
One was the fact that fixed microwave delay lines, based on 
propagation in sapphire using ZnO transducers, were being 
developed, together with complementary surface wave delay 
lines operating at v.h.f. and u.h.f. 1 . 	More important, 
however, was the non-ellipsoidal geometry of the hulk YIG, 
which caused the internal d.c. field to be non-uniform and 
resulted in mode conversion of the propagating wave. 
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Consequently, difficulties were encountered in the design 
of reproducible devices. Ahother problem was the strong 
dependence of the properties of bulk YIG on temperature. 
With the development of integrated circuits and their 
essentially planar fabrication techniques in the 1960ts, 
the advantages of a planar YIG technology, which could 
utilise these techniques, were recognised. 	To this end 
Linares 12  developed the technique of liquid phase epitaxy 
(LPE) in order to grow, from a melt consisting of component 
rare-earth oxides dissolved in a PbO flux, thin, films of 
YIG. ' Linares' method was quickly followed by the chemical 
vapour deposition (CVD) method of Mee ' 3 , known also as vapour 
phase epitaxy (VPE). 	Both methods are described in Chapter 3. 
Mee had been using a specially designed T-reactor for growing 
films of magnesium manganese ferrite on MgO, for memory-type 
applications, and naturally he applied this technique to 
epitaxial YIG. 	The epitaxial YIG films grown by CVD, 
exhibited FMR linewidths comparable to those of bulk YIG. 
Linewidths down to 0.7 Oe were observed by Besser 14 . 
In both techniques the most difficult aspect of epitaxial 
growth was the selection of a suitable substrate on which 
to grow the YIG film. 	To ensure that this film would be 
free of cracks it was necessary for the substrate to have 
a lattice parameter identical to that of the film. 
Linares found that best matching was achieved with single 
crystal gadolinium gallium garnet (GGG). 	Fortunately, 
the growth of these crystals to a high quality, status by 
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the Czochralski technique had been developed already during 
the mid-1960's 15 and procedures for obtaining defect-free 
slices for substrates by suitable polishing techniques 
were already becoming well established. 
It was recognised that these epitaxial YIG films, with 
their ellipsoidal geometry and thus near uniform field, 
would allow the design of reproducible microwave signal 
processing devices. 	In 1968 acoustic shear wave trans- 
duction at microwave frequencies was demonstrated using 
a 1 pm thick YIG film on a single-crystal YAG (yttrium 
aluminium garnet) substrate 16. 	In the following year trans- 
duction and propagation of magnetostatic waves was observed 
on 10 pm thick YIG films grown on GGG 17 . 
The advantage of applying integrated circuit fabrication 
techniques to the planar YIG geometry was reflected in the 
- 	fact that such transducers could now be placed arbitrarily 
on the upper surface of the film and in particular at 
locations away from the edge of the film where the field 
non-uniformity was greatest. 
It was observed that the CVD technique offered some 
advantages over the then current LPE technique. In the 
LPE technique of Linares 12 the surface of the substrate 
was attacked prior to growth, giving rise to etch pits, 
1. while with CVD deposition took place on a smooth surface. 
Furthermore, there was the probability that LPE would provide 
films embedded with Pb2+  ions from the melt flux, and this 
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would give rise to problems of lattice mismatch. 
The CVD technique, however, in spite of these advahtag, 
was slow (with a growth rate of 6 pm/hr) and was relatively 
difficult to set up. 	The growth of epitãxial YIG films' 
has now been achieved successfully with the LPE "dipping" 
technique developed for the growth of magnetic bubble material. 
Magnetic bubble domain memory systems have evolved out 
of a desire to establish systems which have a fast access 
time and relatively low cost. 	At the present time the 
fastest memory systems employ ferrite cores which have access 
times of 1 psec or less.and cost one or two pence per bit 18 . 
A medium size data store would occupy 10 bits and thus 
cost upwards of 1O 5 pounds if using a core memory. 	By 
contrast, magnetic disc or tape systems cost only 
pence per bit but have far slower access times of 1 msec 
or more 18 . Magnetic bubble domain memories aim to operate 
with both access time and cost between these two extremes. 
The feasibility of using cylindrical magnetic bubble 
domains in memory systems was recognised by Bobeck 19 in 
1967, although bubble domains had been observed some years 
earlier by Kooy and Enz 20 , in barium ferrite. 	The bubble 
domain material used was single-crystal orthoferrite, grown in 
bulk from a PbO flux, by the technique described by Pameika. 
Using this material Bobeck was able to perform memory,logic 
and propagation functions with the bubble domains. 	These 
experiments were quickly followed by an exhaustive theoretical 
treatment of the subject by Thiele 21 , who showed that the 
important bubble parameters were domain diameter, material 
thickness, magnetisation and bubble mobility (a term used 
to describe the fluidity of bubble movement). 	In spite of 
the preliminary success achieved by Bobeck it was soon realised 
that the large bubble diameters of 75 urn observed in ortho-
ferrites would be too large for an economic magnetic bubble 
domain (NBD) storage system of 106  bits/in 2 . 	Smaller bubbles 
were observed in hexagonal ferrites; however, the non-uniform 
coercive force exhibited in the material and which reduced 
the propagation distances to 10 or 20 bubble diameters 
effectively precluded their use in devices. 
As the possession of uniaxial anisotropy in a magnetic 
crystal was a necessary condition for the observation of 
bubbles, research up to this time had been directed towards 
those crystals possessing uniaxial anisotropy inherently. 
The failure of these materials to meet the demands of MBD 
operation led researchers into alternative means of obtain- 
ing this anisotropy. 	A breakthrough came with the discovery 
by Bobeck et a1 22 that some single-crystal garnets, although 
normally a cubic structure, when grown by the flux technique 
presented a uniaxial anisotropy as a result of the growth 
process itself. 
These garnets were typically of the same basic composition 
as YIG, i.e. A 3Fe 5012 where instead of the A sites being 
occupied by Y they were substituted with various rare-earths 
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in an attempt to lower the magnetostriction of the crystal 
which, according to Bobeck, would conseqently lower the 
coercivity. 	The Fe 
3+  sites were also partially substituted 
with Ga or Al to give the low magnetisation associated with 
bubble domain materials (i.e. 	200 G). 	Typical substituted 
flux grown garnets were Er 2Tb1A1 1 1Fe3 9012  and 
Gd094Tb075Er131A105Fe45012 . 	The bubble characteristics 
exhibited by these garnets are described in Chapter 3. 
The early success of these garnets was due to the small 
bubble size of 6 pm observed in the material and the high 
mobility of 200 cm/sec/Oe exhibited by the bubbles. 
However, in spite of these promising characteristics 
another problem quickly presented itself, arising from the 
small bubble size. 
The technique used at that time to obtain suitable 
bubble material was to slice from the bulk crystal, plates 
which were subsequently polished down to the required 
thickness. 	Thiele 21 had already determined that for 
optimum operation the bubble diameter and plate thickness 
must be approximately equal. 	Thus in order to satisfy 
this requirement slices of approximately 6 pm thickness 
would have to be used, with dimensions of typically 2 in. 
ona side to provide a megabit store. 	Clearly this was 
unsatisfactory in terms of mechanical handling for production. 
As with the growth of YIG for microwave applications, 
the solution lay in the epitaxial growth of magnetic garnets. 
This was first accomplished by Pulliam et a1 23 who exploited 
the idea that pure YIG could be substituted with enough 
Ga to lower the magnetisation to the point where bubbles 
could be observed. 	They consequently grew films of Ga 
substituted YIG (GaYIG) on a GGG substrate by a modified 
CVD process and therebye established bubble domains in an 
epitaxial magnetic garnet film. 	Shortly afterwards Schick 24 
announced the LPE growth of bubble garnet material using a 
modified Linares technique with which he grew films of 
Eu2ErFe 4 3Ga0 7°12  and EuEr2Fe 4  3Ga0 7012. 
Both the CVD GaYIG films and the more complex LPE films 
showed satisfactory bubble properties (i.e. low saturation 
magnetisation and. 6 pm domain diameter). 	However, the 
CVD films showed highly desirable mobilities of 1500 cm/sec/Oe 
while LPE bubble mobility was limited to 100 cm/sec/0e. 
Furthermore, CVD had the additional advantage of presenting 
a smooth film-substrate interface. 	In spite of these 
advantages the high prospects of CVD did not materialise 
in practice. 	Gradually it became clear that the material 
requirements, specified by Bobeck 25 and examined in detail 
in Chapter 3, for bubble domainsto achieve optimum operation, 
necessitated bubble films more complex than GaYIG. 	However, 
the nature of the CVD method made the realisation of any 
extra components in the film extremely difficult. 	Although 
the CVD technique did not appear to be a practical proposition 
the alternative LPE technique was sloW and laborious and 
did not promise to be a useful alternative. 
S 
The solution was found by Levinstein26 with his discovery 
of the LPE dipping technique. 	The technique was relatively 
so simple and straightforward that it completely 
revolutionised epitaxial growth for bubble materials and 
was to solve the problem of the growth of epitaxial YIG 
for microwave signal processing devices. 
Levinstein's technique is identical to the method used 
to grow films for this Thesis and a detailed description 
of the experimental set-up is therefore presented in 
Chapter 3. 
Bubble films could now be grown easily, rapidly and 
reproducibly. 	New materials could be devioped by rare- 
earth ion substitution - a process easily accomplished by 
adding a quantity of the rare-earth oxide to the melt 
from which the film is grown. 
Bubble technology now developed rapidly, new "high- 
"s 
	 i 	 27 speed bubble material was introduced , device packages 
were fabricated 28 , and new bubble devices effectively 
demonstrated. 	Recently Chen et al 29 have developed a bubble 
domain flight recorder, and Lee et al 30 a text-editing 
system to replace the traditional magnetic disc. 
The "dipping" technique not only had a profound effect 
on a bubble technology but was soon found to be particularly 
attractive for the growth of epitaxial YIG. Its advantages 
over the CVD technique were a faster growth rate (of about 
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1 pm/min), a considerably simpler experimental set-up and 
a far greater composition adaptability. The relatively 
high growth rate permitted the growth of thick YIG films 
(of 50 .im or more), a particular advantage for YIG micro-
wave filters. 
One consequence of the ease with which epitaxial magnetic 
garnets could now be grown has been the development of various 
substituted garnets in the fields of intergrated Optics and 
laser devices. 	In 1972 Tien et a1 31 reported the operation 
of a He/Ne laser based on a europium gallium garnet film 
grown on a gadolinium scandium aluminium garnet substrate, 
and subsequently constructed a magneto-optical switch 32 
using a ScYIG film in which propagating modes were switched 
on and off by means of a magnetic field. 	Shortly after- 
33 wards Ziel et al reported laser action in a NdYAG (neodymium 
yttrium aluminium garnet) on a YAG substrate. 
Thus the unique properties of epitaxial garnets and the 
contemporaneous evolution of a highly versatile technique 
to grow them have led to remarkable technological advances 
simultaneously in the four fields of computer storage, 
acoustics, microwaves and integrated optics. 	This Thesis 
looks at two of them: data storage systems and microwave 
signal processing devices. 
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1.2 	Thesis Outline 
The potential use of magnetic bubble domains for data 
storage, and the possibility of using magnetostatic waves 
for microwave signal processing functions, has established 
a need for a wide range of propagation techniques which 
can be - utilised in the efficient operation of devices based 
on epitaxial magnetic garnet films. 	The purpose of this 
Thesis is to present work on the growth and development 
of. these films and subsequently to describe the design and 
operation of novel propagation techniques employed in the 
two fields of magnetic bubble •domains and magnetostatic 
surface waves. 
Chapter 2 presents the basic theory of bubble domains 
and prediôts the material requirements which determine the 
optimum operation of a bubble device. 	Such a device also 
requires an efficient system to propagate the bubble and 
therefore this chapter also includes a description of the 
bubble propagation systems available. 	In order to 
produce an optimum bubble material a number of film 
compositions were studied and these are described in 
Chapter 3 together with the LPE technique used to grow them 
and the various methods used to evaluate and characterise 
them. 	As current propagation techniques have certain 
undesirable features a new propagation system has been 
developedin which some of these features have been 
extinguished. 	The theoretical model of the system and 
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the experimental work involved is presented in Chapter 4. 
The propagation of magnetostatic waves in magnetic garnets 
is discussed in Chapter 5, which also looks at the 
parameters involved in efficient wave propagation. The 
growth of epitaxial YIG is described, briefly, as it is 
identical to that used for bubble material. 	Experiments 
based on magnetostatic surface wave delay line 
devices at microwave frequencies of 2 - 4 GHz are also 
presented in this Chapter. 	The operation of any such 
signal processing device depends on the efficient coupling, 
through a transducer, of the electromagnetic microwave 
input or output to the magnetostatic wave propagating 
through the garnet film. 	Coupling.loss arises from mis- 
match between common external system impedances (usually 
of 50 ç) and the transducer radiation resistance. 	The 
determination of this radiation resistance is described 
in Chapter 6 which also provides the experimental verification 
of the derived model. 	In Chapter 7 a discussion is given 
of the success and points of failure of the two models used 
for bubble and magnetostatic wave propagation and areas where 
further research is warranted are delineated. 
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CHAPTER TWO REVIEW OF MAGNETIC BUBBLE DOMAINS 
21 Introduction 
The characteristics of a bubble domain are dependent 
upon the characteristics of its supporting material. 
Thus a coherent theory of the bubble's existence and 
stability criteria demands the prior determination of the 
characteristics of the domain material itself. 
Although bubble domains are found only in fern-
magnetic materials their formation follows that of the 
traditional domain found in ferromagnetic materials. 	The 
formation of ferromagnetic domains is discussed in Section 2.2, 
then a brief contrast is made between ferromagnetic and 
ferrimagnetic materials. 	There follows, in Section 2.3, 
an account of the theory of the bubble domain. 	Stability 
criteria are fully derived and discussed, but the dynamic 
properties of the bubble are only briefly mentioned: a 
full account is given in Chapter 4. 
The bubble domain discussed in Sections 2.2 and 2.3 
is more properly identified as a normal bubble domain. 
The peculiar configuration known as a hard bubble which 
occurs in many bubble domain materials, and the problems 
associated with this type of bubble, are dealt with in 
Section 2.4. 	This section also describes the various 
solutions to the problem of hard bubble suppression. 
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Chapter 2 concludes with a discussion of the main bubble 
functions involved in the implementation of a bubble memory 
device. 	In section 2.5 the various bubble propagation 
systems are discussed, and in Section 2.6 the data input 
and output functions are described. 
2.2 	Origin of Bubble Domains 
Ferromagnetic crystals possess a spontaneous magnet-
isation, that is a magnetic moment even in the absence of 
an applied magnetic field. 	The spontaneous magnetic 
moment per unit volume is known as the saturation 
magnetisation, N5 . 
Above a critical temperature, the Curie temperature, 
the spontaneous magnetisation vanishes. Well below this 
temperature the electronic magnetic moments are all aligned 
parallel to each other, and one might therefore suppose a 
high spontaneous magnetisation. 	However, the magnetisation 
of the whole crystal may be considerably less than that 
corresponding to saturation, an external field being 
required to saturate the material. 	In order to explain 
.
this Weiss 34,  proposed the existence of small areas or 
"domains" of magnetic saturation, in each of which the 
electronic moments are aligned. 	These domains are arranged 
to give the required net value of magnetisation in 'the 
material. 	For example, Figure 2.1 shows how 'a zero 
magnetisation in a single crystal may be explained with a 
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Figure 2.2 Effect of the magnetostatic field 
simple domain structure. 
The origin of these domains have been attributed by 
Landau and Lifshutz 34 to the necessity of a ferromagnetic 
crystal to exist in its lowest energy state. 	This state 
is achieved by minimising the contributions to the crystal 
energy: namely, the magnetostatic, magnetocrystalline and 
exchange energies. 
The effect of the magnetostatic field is shown in 
Figure 2.2., Figure 2.2(a) shows a spontaneously saturated 
specimen with a single domain. 	The single poles at the 
surface of the specimen give rise to a high magnetostatic 
energy which can be reduced by dividing the domain up into 
two oppositely directed domains, Figure 2.2(b). 	This 
configuration gives rise to smaller fields assodiated with 
the poles on each surface. 	The division process may then 
be carried further, as in Figure 2.2(c), with a correspond- 
ing reduction in magnetostatic energy. 	A limit is placed 
on the division process, however, by the energy required 
to form the boundary between two oppositely. directed domains. 
This so-called wall energy is not to exceed the reduction 
in magnetostatic energy arising from further subdivision. 
Thus small local fields remain at the surfaces giving a 
residual inagnetostatic or demagnetising energy. 
The magnetic domains, when oriented along specific 
crystallographic axes, in a ferromagnetic crystal, exhibit 
a minimum magneto-crystalline (or anisotropy) energy. 	These 
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AlL 
Figure 2.3 Landau-Lifshitz structure for zero 
magnetisation. 
* 	
axes are known as "easy" directions. 	Other axes are 
correspondingly known as "hard" or "medium" directions. 
The anisotropy energy is then described as the energy 
required to re-orient the domains from the hard to the easy 
directions. 
Iron, a cubic drystali, has, 
directions, the three cubic edges. The 
is minimised by siting the domains along 
these three axes. The hexagonal cobalt 
has only one easy direction and thus, fo 
all domains will lie in the same plane. 
is said to possess uniaxial anisotropy. 
as its easy 
anisotropy energy 
any or all of 
crystal, however, 
minimum energy, 
Such a crystal 
In order to explain the origin of the zero magnetisation 
exhibited in many crystals, Landau and Lifs.hitz proposed 
the structure shown in Figure 2.3. 	The triangular prisms 
are formed by the redirection of the domains along a hard 
axis. 	The energy required for this process is acquired 
from the residual magnetostatic energy of the local surface 
fields and the crystal thus has a zero net energy. 
• The exchange energy, the third energy term, arises from 
the transition layer that separates oppositely directed 
domains. 	This layer also known as the "Bloch wall", occurs 
because the change in direction does not take place in one 
discontinuous jump but rather over a number of atomic planes: 
the exchange energy, for a total change in spin direction, 
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is smaller when the spin direction changes gradually than 
when it occurs in one jump. 	From this it might be expected 
that for a minimum exchange energy the wall would spread 
out to form a significant proportion of the ferromagnetic 
material. 	In fact, as the spins are gradually directed 
away from the "easy" axis there is an increase in the ani- 
sotropy" energy. 	The need for the crystal to be in its 
lowest energy state therefore demands a compromise between 
the tendency of the exchange energy to increase the wall 
thickness and the tendency of the anisotropy energy to 
decrease it. 	The result of this compromise determines the 
thickness of the Bloch wall. 
Domains also exist in the more structurally complex 
ferrimagnetic materials such as ferrites and ferrimagnetic 
garnets. 	The origin of the magnetisation is different in 
each case. 	In ferrites the iron is present as both Fe 3+  
and Fe 2+ ions. 	The moment is then due either to the Fe 2+  
ions, or to both the Fe 3+  and .Fe2+  ions depending on- . the arrange-
ment of the ions in the crystal sublattice. 	By contrast all 
the iron in a ferrimagnetic garnet - for example, yttrium 
iron garnet - is present as Fe3+  ions. 	In this case, for 
every 3Fe3+ ions per unit cell magnetised in one direction 
there are 2Fe3+  ions per unit cell magnetised in the opposite 
direction, giving a net magnetisation. 
Magnetic bubble domains exist in both ferrites 
(specifically orthoferrites) and ferrimagnetic garnets. 
To understand their origin, consider a ferrimagnetic material 
possessing uniaxial anisotropy energy greater than the 
residual demagnetising energy, so that the domain structure 
of Figure 2.2 applies. 	Further let the crystal be specially 
synthesised as a plate where the anisotropy field, and 
consequently the domains, lie normal to the surface. 
Figure 2.2 then represents a diagram of a cross-section 
through the thickness of such a plate. 	Under polarised 
light, using the Faraday technique first employed by Fowler 
and Fryer 34 , the domains appear as wavy strips or "serpentines". 
In half of these serpentines the domains are pointing in 
one direction and in the other half in the opposite direction. 
The effect on the polarised light is such that half the 
serpentines appear as dark strips and half as light strips 
(Figure 2.4(a)). 	When a magnetic field is applied normal 
to the surface of the plate the domains oriented against the 
field vector start to shrink (Figure 2.4(b),(c)). 	At a 
certain field strength the domains become right circular 
cylinders which when viewed end-on resemble discs or"bubbles", 
(Figure 2.4(d)). 	They are therefore referred to as magnetic 
bubble domains. 
The condition of uniaxial anisotropy normal to the 
surface serves as the primary requirement for bubble domains 
to exist along the easy axis. 	In the next section the 







Figure 2.4 Effect on the domain structure of bias fields 




Figure 2.4 Effect on the domain structure of bias fields 
at (c) 95 Oe and (ci) 150 Oe. 
2.3 Theory of Magnetic Bubble Domains 
The conditions which specify the existence and stability 
of magnetic bubble domains have been comprehensively described 
by Thiele21 . 	In this section the theoretical conditions 
under which these bubble domains can exist in a stable and 
effectively isolated state are derived, following Thiele's 
theory. 	The conditions required to meet the desired bubble 
propagation characteristics are briefly described. 
2.3.1 	Requirements for bubble existence 
Figure 2.5 illustrates the domain system that is to 
be studied. 	It consists of a single domain, of radius r, 
existing in a uniaxial plate of thickness h, .and infinite 
dimensions. 	The plate has a uniform and constant magnet- 
isation, N5 , directed in the negatiy'z-axis (the easy axis),. 
within the domain, and in the positivel z-axis elsewhere. 
In this system it is assumed ..that the domain interacts only 
with the positive z-component of the applied field, H; that 
the domains do not spontaneously nucleate; and that the 
domain wall is of negligible width. 	The conditions under 
which .these assumptions are valid will now be established. 
As noted above the domain wail energy is dependent 
upon both the anisotropy energy and exchange energy. 	It 
can be shown that the anisotropy energy is proportional 
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Figure 2.5 Magnetic domain configuration.. 
anisotropy energy per unit area, a  is given by: 
a =K2, 	 2.1 a 	w 
where K is a proportionality constant, known as the 
anisotropy constant, and k is the domain wall width. 
For all practical purposes the exchange energy may be ignored 21 . 
Thus the anisotropy energy density may be conveniently 
re-named the wall energy density, a 	 Thiele has 
established a phnomenological constant,. 2, the characteristic 
length, given by: 
a,/ 4irM5 2 
	
2.2 
Combining equations 2.1 and 2.2 and rearranging gives: 
W. = 1L (K/ 2irM 2) -1 
9. . 	2 
	
2.3 
Thus for a minimum wall width the ratio K! 2irM 5 2 requires 
to be maximised. 
The following discussion is contingent to the 
presentation of the criteria required for a valid assumption 
of zero interaction of the bubble with the transverse 
component of the applied field. 
-:21- 
For a crystal of magnetisation, M, subject to a field, 
H, applied at an angle 0 to M, the total energy may be written 
as: 
E = -K cos 2 (0 - 0) - 'fM5H cosO. 	 2.4 
where 00 is as shown in-Figure 2.6. 	For the system 
to be at minimum energy: 
= K sin2(0 - 0 ) + ':M H sinO. -= 0 	 2.5 
30 	
0 	 S. 
For the unique case of transverse magnetisation 00 = 
and (from equation 2.5): 
• 	.MH st cosO = 
2K 
2.6 
The component of magnetisation parallel to the applied field 
is given by: 	 - 
Mt = 4irM S  cosO 	
2.7 
Substituting equation 2.6 into 2.7 gives: 
-".,,,,M 	2 	 K 	-1 
Mt = 	
' t 
2 	Ht 	 • 	2.8 2K 	.) 	2itM - 
S 
The transverse susceptibility is then given by: 
-22- 
Figure 2.6 Relationship between the easy axis, the 
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Thus in order to minimise the transverse susceptibility 
and consequently ensure that the domain interacts only with 
the z-component of the applied field the term (K/ 21 rM 2 ) l 
must be minimised. 
Self nucleation of domains occurs when the anisotropy 
field is so low that the magnetisation may be spontaneously. 
reversed in small areas of the plate. 	This low anisotropy 
field is referred to as the nucleation field, HNI  and may 
be written as: 
= K 	 2.10 
4 7T 	2irN 2 
S S 
As it is desirable to maintain the nucleation field at the 
largest practical value the ratio K/21TM 52 must be maximised. 
Thus equations 2.3, 2.9, and 2.10 demonstrate that as 
the ratio K/ 2iiM52 is increased the following assumptions 
are validated: that the wall width is negligible; that the 
magnetisation lies in the z-axis; and that the domains do 
not self-nucleate. 	In other words the basic criterion 
for bubble existence is given by: 
K > 2 7T 2 
5 
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In terms of the anisotropy field HA = 2K/M 5 this criterion 
is given more usefully as: 
- 	 HA > 4irM 	 2.11 
That is the anisotropy must be significantly greater than 
the saturation magnetisation. 
2.3.2 	Stability of bubble domains 
The stability of the domain has been investigated by 
Thiele in terms of the minimisation of the total domain 
energy. 	This energy is given by: 
ET = E  + EH + EM 
	 2.12 
where Ew = 27rrhc w is the wall energy; 
EH = 2MHrrr 2 h is the applied field energy; 
and EM, ..the magnetostatic energy, that will. be implicitly 
expressed below in terms of a force function that tends to 
expand the bubble diameter. 	The wall and applied field 
forces act to reduce the bubble diameter.. 
The total energy will be at a minimum when the forces 





Substituting equation 2.13 into 2.12 gives: 
2 .  7Thcr + 4N S  Hirr2h — 
	M = 0 
	
2.14 
Substituting equation 2.2 into 2.14 and normalising the 
equation for a domain of volume 27rh 3 and internal magnetic 
field of magnitude 4irM5 gives: 





where d = 2r is the domain diameter and F(d/h) is a non-
dimensional "force" function arising from the magnetostatic 
energy and is given by: 
2 ' F(d/h) = - [_! 	+/(1 + .
- -)E(k, ff/2) 	 2.1.6 
IT 	h 





Thiele has shown that two equilibrium solutions to equation 2.15 
exist in terms of domain diameter — the larger domain being 
stable and the smaller unstable. 	For a particular £/h, as 
H/47rN5 is increased the larger domain is reduced and the 
smaller increased in size until they coalesce at a metastable 
-25- 
diameter. 	Further increase in H/4rrM S 
causes the domain to 
collapse as, in this case, no magnetostatic force function 
exists and only inward-drawing forces are now present. 
Thus an upper bound is given to the magnitude of H/4iiM 5 . 
It has further been shown by Thiele that for a specified 
2./h the domains are totally stable when they lie between a 
pure elliptical and a pure circular shape. 	The magnetic 
requirements for an elliptic domain provide a lower bound 
on the size of H/4irM, as further reduction causes the domain 
to run out to from .a strip. 	The domain stability range 
determined by these two boundary conditions is. shown in 
Figure 2.7 for 	as a function of h/2. 21 . 	These 
restrictions yield preferential dimensions on the size of 
the domain diameter d, and the plate thickness h: 
MOM: 
2.17 
h = 42. 
The material coercivity required for bubble stability 
is governed by the domain stiffness, i.e. the tendency of 
the domain to remain in one position under conditions of 
static equilibrium. 	For greatest stability the stiffness 
is maximised. 	Thiele has shown that, for a bubble existing 
between an elliptical and circular shape, the maximum stiffness 
is obtained when the domain wall coercivity, H  is subject 
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Figure 2.7 Stability range of bubble domain 
The equations 2.11,, 2.17 and 2.18'give the primary 
conditions for materials to yield bubbles in a state of static 
equilibrium. 
2.3..3 	The movement of bubble domains 
Bubble domains are most easily moved by means of an applied 
field gradient. 	The wall velocity, v,, of a bubble moving 
under a field gradient is given by: 
v w = p w 	C 	 C (!HI - H ) IHI > H 	 2.19 
where H is the field through which the bubble moves and 
is the wall mobility. 	The velocity of the domain, vd,  can 
be found, using equation 2.12, from the power dissipated as 
it moves through a field difference, txH. 	The calculation, 
described in full in Chapter 4, yields: 
v d = (p w  /2) (H - (8/7T C ) 	 2.20 
As an efficient bubble device requires a fast data rate 
and consequently a high domain velocity, the most suitable 
materials for device implementation are those with high 
mobilities and low coercivities. 	However, there are limits. 
to obtaining high mobility materials. 	These have been 
discussed by Hagedorn 35 and include lack of surface smoothness 
and wall motion damping due to variation in the anisotropy 
energy levels. 	A full account of bubble motion and its 
inherent problems is given inChapter 4. 
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2.4 	Hard Bubbles 
Interference in device implementation can arise from 
inaterial.deficiencies and these are discussed fully in Chapter 3. 
One deficiency that has particularly severe implications 
concerns that of a deviant bubble domain known as a "hard" 
bubble. 	These can exist side by side with normal bubbles 
but are distinguished by a larger range of static stability, 
a much reduced forward velocity and a component of velocity 
perpendicular to the field gradient. 	Such domains are 
obviously undesirable in an efficient bubble device. 
The random distribution of hard bubbles makes it impossible 
to determine their position in an as-grown bubble material. 
Therefore, in order to suppress their formation, techniques 
have been developed to alter the characteristics of the 
as-grown material. 
One technique employs double-layer films 
36 . 	Figure 2.8 
shows a domain in such a structure. 	Layer 1 is a material 
of a 41rM  low enough to saturate the material at the operating 
bias field. 	Layer 2 is a material of high 47M  that 
supports a bubble domain. 	This domain is consequently 
constrained by the domain wall which forms he interface 
between the two layers. 	It is found that such domains have 
identical characteristics to those of normal bubbles and that 
in this type of structure domains corresponding to hard 
bubbles do not exist a€I all. 
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Figure 2.8 Double layer structure for suppressing 
hard bubbles. 
A second technique uses ion-implantation 
37  to provide 
a thin layer of garnet near the top surface. 	In this layer 
the magnetisation is reoriented and the easy axis lies parallel 
to the surface. 	This shallow "lid" then forms a constraint 
corresponding to that of the "bottom" layer in the double- 
layer technique. 	The action of implanting ions causes the 
lattice to expand. 	The .constraint of the surrounding material 
causes the lattice directed parallel to the surface to be in 
compression. 	For a material with negative magnetostrictioñ 
this action will induce an easy axis parallel to the surface 
and thus provide the desired "lid". 
For the experimental work described in this Thesis the 
possible existence of hard bubbles has been ignored and no 
measures have been taken to extinguish them. Where measure-
ments-have indicated that hard bubbles are present (e.g. when 
a domain with a much reduced forward velocity is found), the 
results have been discounted. 
2.5 Bubble Propagation Systems 
To utilise bubble domains in a bubble storage system a 
means of controlling their movement is required. 	This section 
will describe the development and current state of the various 
techniques available. 
The earliest technique, first described by Bobeck and 
Scovil 38 used three sets of conductors placed around the 
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material and energised by means of a three-phase current drive. 
Such a technique, however, became more impracticable as 
materials with high bit densities were gradually developed. 
The high current densities and small conductor dimensions 
that were demanded as a result have since caused the technique 
to be totally abandoned. 
2.5.1 	The current-access method 
The current-access method,the earliest alternative 
method to that of Bobeck and Scovil, was devised by Copeland 
et al 39 . 	Here bubbles were propagated by the application of 
an a.c. current to a single conductor, (Figure 2.9). 
Due to the symmetry of the conductor, however, bubbles only 
oscillated between two points half of a conductor period 
apart. 	Thus, to achieve real propagation an offset on the 
bubble was required. 	This offset was achieved by destroying 
the symmetry and forming the conductor into a chevron circuit, 
(Figure 2.10). 	Propagation then occurred as follows. 	A 
large current of 100 mA distorted the domain to a crescent 
shape (Figure 2.10(a)). 	As the current moved to zero the 
domain pushed out to the next conductor loop (Figure 2.10(b)) 
which moved the bubble as the current reversed. 	Using this 
method a propagation frequency of 8 kHz was achieved with a 
150 pm diameter bubble. 	The main advantage of this method 
was the relatively low dependence on patterned photolitho-
graphy as only a simple single conductor has to be fabricated. 
The main disadvantage was that the system tended to be 
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Figure 2.10 Chevron circuit for current-access 
method. 
unstable when there was no current flowing. 
An alternative means of obtaining the required offset 
force was created by the addition of permalloy dots, 
(Figure 2.11). 	Using this method a propagation frequency 
of 475 kHz was achieved with a current of 100 mA and a 150 pm 
diameter-bubble. 	However, these techniques were applied 
with much larger domains than those now used and, with the 
development of smaller domains, were gradually abandoned. 
2.5.2 	Field-access techniques 
The most popular methods today utilise permalloy 
patterns subjected to a circulating in-plane magnetic field. 
Such systems are referred to as field-access propagation 
circuits. 	The earliest of these was the T-BAR configuration 
described by Perneski 40 . 	This consisted of a series of 
T and BAR structures as shown in Figure 2.12. 	These patterns 
were made from 500 A thick evaporated isotropic permalloy 
and had a period of 8 mils. 	The mode of operation is shown 
in Figure 2.12. 	The bubble here is assumed to attracted by 
a positive pole and repulsed by a negative pole. 	In 
Figure 2.12(a) the field is directed along the +y direction 
and the domains positioned at positive poles. 	As the field 
moves to the +x direction (Figure 2.12(b)) the pole positions 
are redistributed and-the field gradient created causes the 
domain to move to the right. 	Re-orienting the field causes 
a similar movement sequence, (Figure 2.12(c),(d) and (e)), ' 
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Figure 2.12 T-BAR propagation 
(after Perneskj 40 ) 
0 	0 	0 
0 	0 	0 
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0 	0 	0 
and thus field rotation effects a continual propagation to 
the right. 	One distinct advantage of this system is that 
the direction of propagation can be altered by simply re- 
positioning the T-BAR's. 	A 900  rotation counter-clockwise 
provides top to bottom propagation and a 1800  rotation right 
to left propagation. 	A closed loop propagation track can 
be formed by properly rotated T-BAR patterns. 
The input of information into such a system requires 
a means of generating bubbles. 	A typical bubble generator 
is shown in Figure 2.13. It consists of apermalloy overlay 
subject to a transverse rotating field. 	The generator 
disc maintains a. domain in contact with the positive poles 
formed in the disc by the rotating field. 	As the field 
rotates part of the domain passes to a positive pole on a 
neighbouring propagate element. 	Further rotation of the 
field causes the positive poles on the disc and propagate 
element to move in opposite directions, stretching the 
domain until it eventually ruptures. 	The domains then 
return to their normal size and the cycle is repeated. 
In general a larger rotating field is required for bubble 
generation than for propagation. 	Thus inserting domains 
into the system is most efficiently done by increasing the 
size of the rotating field for one whole cycle. 
One disadvantage of this system is the lack of a stable 
well defined pole position at the centre of the T. 	This 
was solved to some degree by Danylchuk 41 who devised a Y-BAR 
design (Figure 2.14) that would provide this stable position. 
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40 Figure 2.13 Bubble generator (after Pernesk 	). 
(p ROTATING FIELD 
41 
Figure 2.14 Y-BAR propagate element (after Danyichuk ). 
The mode of operation is identical to that of the T-BAR 
system and like it provides data rates of up to 100 kbits/sec. 
When it was realised that high data rates were required 
for a realistic practical device it became necessary to design 
propagation circuits that would acheive the required high 
propagation rates. 	The most widely used design has been 
25 
the "chevron " pattern described by Bobeck et al . 	The 
basic design and mode of operation (which is identical to 
that of the T-BAR system) is shown in Figure 2.15 for a 
single chevron. 
The distinct advantage of chevrons is that their design 
enables them to be packed far closer than either T- or Y-BAR's. 
11 
Circuits employing columns of 150 chevrons have been used 
(with one bubble domain "stripped-out" to fill a coulumn), 
although, in practice, to maximise the available material 
area groups of up to five chevrons are used. With a chevron 
propagation system, rates of 500 kbits/sec and 1 I4bit/sec 
have been achieved, although these rates are themselves 
highly dependent on the mobility of the bubble material. 
Such data rates require in-plane fields of 10 - 500 Oe 
with corresponding bias fields of 150 - 190 Oe. 
The chevron design fits well within the confines of a 
practical material technology: for example,any defects can 
be readily tolerated because of a redundancy in the large 
number of drive elements available; and the strip out of 
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Figure 2.15 Chevron propagation (after Bobeck et a125). 
bubble domains transverse to the direction of propagation 
(due to the effects of a low anisotropy field and encouraged 
by the columnar design of the chevron circuit) inhibits strip-
out - parallel to that direction. 
Such is the flexibility of the chevron system that it 
has not-yet been superseded. 
2.6 Bubble Device Functions 
To operate a bubble memory it is necessary to read in 
and detect the data associated with it. 	The most efficient 
system organises the memory into a series of major and minor 
loops 42 . 	Here the bits of a word that are to be stored are 
distributed among the minor loops. When the required word 
is selected the component bits are propagated to transfer 
gates for linking to the major loop, where the word is 
assembled and propagated for detection and annihilation. 
A diagram of a major/minor loop memory is shown in Figure 2.16. 
Five bubble functions are used in this system: generation; 
propagation; transfer from major to minor loops (and vice 
versa); data input; and detection. 	The first two functions 
have already been discussed; the last three are discussed 
here. 	 - 
2.6.1 	Transfer 





Figure 2.16 Major-minor loop memory (after Bobeck and Scovil, 
Scientific American, June 1971, p.90). 
loop (and vice versa) is accomplished by means of a.transfer 
junction (Figure 2.17) composed of a conductor loop and 
chevron propagate element. 	The process of transfer is as 
follows. 	A propagating bubble, under the influence of a 
rotating in-plane field, enters the area of the conductor 
loop as .the rotating field causes a positive pole to appear 
at point A. 	The loop is then energised by a pulse of 35 mA 
which momentarily lowers the bias field causing the bubble to 
be trapped and expanded. 	The rotating field then reverses 
1800, the pulse is terminated and the bubble shifts position. 
Asaresült of the momentary lowering of the bias field, the 
transfer operation reduces the permitted range of the bias field 
by about 50%. 
2.6 - .2 	Data input 
Inputting data into the bubble device is achieved with 
the conductor/permalloy generator shown in Figure 2.18. 
The permalloy rectangle maintains a seed domain under the 
influence of a rotating in-plane field. 	When the field 
direction is such that the domain spans the conductor loop, 
and if the data requires a bubble to be generated, the 
conductor is pulsed with a current Of 500 mA and 50 nsec 
duration and the domain is divided. 	Thus there is now a 
bubble on each leg of the conductor loop. At the same time 
a current pulse of 80 mA 'and duration equal to 90 ° of 
rotation is 'applied. 	This ensures that, when the field 
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Figure 2.17 4-Bar chevron transfer junction (after Bobeck 
25 et al ). 
Figure 2.18 Conductor-permalloy generator (after 
Bobeck et a125). 
the trailing bubble remains immobile while the leading bubble 




All detection techniques are based-on the interaction 
of a bubble with one of three electromagnetic effects: 
galvanomagnetic; flux-change; and optical. 	The design of 
detectors based on these effects was first discussed by 
Strauss 43  in 1971. 	At this time orthoferrites were thought 
to be the only materials capable of supporting bubble domains. 
Hence, detection techniques could exploit the large diameter 
bubbles found in these materials. 	Both .the flux-change 
method, which consists of collapsing and expanding bubbles 
and detecting the resulting change of flux, and the optical 
method, which uses a Faraday technique to distinguish the 
bubble and a photo-diode to detect it, were potentially the 
simplest techniques for large diameter bubbles. 	However, 
these two techniques could not be used efficiently with the 
smaller domains found in magnetic garnets: the expansion of 
the bubble for the flux-change method required time and 
power; for the optical technique the bubbles were too small 
to provide a htgh enough output. 	As a result, only the 
galvanomagnetic techniques have achieved popularity. 
These techniques make use of. the Hall, pseudo-Hall and 
magnetoresistive effects. 
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A diagram of a silicon detector using the Hall effect is 
shown in Figure 2.19. 	A pair of opposite arms bring power 
to the detector and the remaining pair carries the output signal. 
Maximum output voltage occurs when the domain is directly 
underneath the detector, as shown. 
Adiagram of a Permalloy detector using the pseudo-Hall 
effect is shown in Figure 2.20. 	As with the Hall effect 
detector two pairs of leads bring power and carry the output 
signal. Maximum output voltage occurs when the domain is 
located as shown. 
Although both types of detector may be used with small 
domains, the development and the demands of designing a 
total propagation/detection system has led to the contemp-
oraneous development of the magnetoresistive detector as 
this fits well, within the framework of such a ;system. 
The heart of any magnetoresistance detector is the 
bubble stretcher. 	This device increases the size of a 
bubble at the point 'at which it is detected in order to 
provide the large output signal required. 	One example of a 
3-bar type of bubble stretcher, developed by Bobeck 25 and 
Almasi 44 , is shown in Figure 2.21 as part of a magneto- 
resistance detector. 	To detect the bubble a direct current 
is passed through the conductor and detector element. 
The, bubble is expanded and passes through the region. of the 
direct current where it lowers the resistance of and hence 
the voltage drop over the conductor. When incorporated 
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Figure 2.19 Silicon hail detector (after Strauss 45). 
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Figure 2.20 Pseudo-hall effect detector (after Strauss 45 ). 
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Figure 2.21 Magnetoresistive detector with 3-8ar bubble 










25 Figure 2.22 Detector bridge circuit (after Bobeck et al ). 
the differential voltage that results provides a small output 
signal. With a pair of 1 kQ resistors and a pulse of 13 mA 
current and 2 psec duration an output signal of 2.5 my has 
been measure 25 
The main disadvantage of this type of bubble stretcher 
is that it requires a special Permalloy overlay for the 
detector element. 	Strauss et a1 45 found that using the 
chevron type of propagation channel they could incorporate 
the expander/detector into the propagation structure and 
thus eliminate' the extra Permalloy deposition. 	To provide 
the large domain required for detection, Strauss increased 
the number of chevrons per period from the usual three or five 
to fifty-one at the centre of the expander and incorporated 
a "fish-bone" structure at the widest part of the expander. 
Both the "fish-bone" and the propagation channel were 
fabricated from a single 0.3 pm thick Permalloy film. 
A direct current was passed through the "fish-bone" and 
returned via a thick gold film evaporated onto an adjacent 
propagation channel. 	Signal voltages were obtained by 
noting the difference between the peak to peak voltages for 
a present and absent bubble. 	With a detector current of 
5 mA signals of up to 0.8 my have been measured for bias 
fields of 770e and rotating fields of 40 Oe. 
The field-access chevron type propagation system and 
related functions, together with the high-performance 
garnets now available have allowed the original design 
objectives (outlined in Chapter 3) to be-met. 	Using a 20 pm 
period 2-bar chevron circuit, together with an epitaxial 
garnet of 200 crn/sec/Oe mobility, data rates of 1 Nbit/sec 
and storage capabilities of 106  bit/in2 have been realise 25 
It is expected that as a result of improvements in garnet 
technology 10 - 100 Mbit/sec data rates will be achieved 
within the forseeable future. 
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CHAPTER THREE THE GROWTH OF BUBBLE DOMAIN MATERIAL 
3.1 	Introduction 
The techniques employed today to grow bubble domain 
materials may be traced back to the early methods used for 
growing single crystals of garnet in bulk from a molten 
flux. 	Section 3.2 traces briefly the history of these 
methods and shows how the experimental techniques used 
form the basis from which more up to date methods have 
been developed. 	The particular growth technique employed in 
this Thesis is described in Section 3.3, and the techniques 
used to evaluate the materials obtained discussed in Section 3.4. 
The bubble domain materials which have been investigated for 
this Thesis are discussed in Section 3.5. 	The deficiences 
of the growth technique are discussed in Section 3.6 and the 
defects in the materials, which are due, in most part, to the 
growth technique, are discussed in Section 3.7, together 
with ways of improving the quality and reproducibility of 
the material. 	To fabricate the etched patterns discussed 
in Chapter 4, a photolithographic technique was used. 
This technique is described in Section 3.8. 	The problems 
involved with the fabrication method selected are indicated 
and possible ways-of reducing its deficiences evaluated. 
Finally, the photolithographic technique used to produce the 
overlay meander pattern, for, the bubble propagation system 
described in Chapter 4, is discussed briefly. 
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3.2 The Growth of Magnetic Garnets 
The history of flux grown crystals may be traced back 
to experiments performed by Raineika 7 when he crystallised 
rare-earth orthoferrites from a lead oxide flux. As magnetic 
garnets contain the same components as the orthoferrites it 
was suggested, by Nielsen 6 that lead oxide would also be a 
suitable flux for growing garnet crystals, and succeeded in 
growing yttrium iron garnet (YIG) by this method. 
In order to obtain flaw-free high quality garnet crystals 
Nielsen established growth procedures which are still used 
today for modern growth techniques. 	The most important of 
these were: 
that platinum crucibles should be used to contain the 
melt; 
that rare-earth oxides should be dissolved in PbO 
flux slowly in order to minimise the loss of PbO through 
evaporation, as all runs were started well above saturation 
temperature, (the temperature at which the oxides are 
completely dissolved in the flux); 
that the solidified melt attached to the as-grown 
crystals should be dissolved by warm HNO 3 or acetic acid. 
There were, however, certain problems associated with 
0 Nielsen I  s method. 	The high growth temperature (1325 C) 
reduced the usable life of the PbO and restricted the 
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temperature-composition range of the YIG; the high viscosity 
of the melt meant that it could not be stirred effectively 
and so produced crystals that were flawed. 	It was found 
that the addition of a suitable component (PbF 2 ) to the melt 
would both reduce its viscosity and lower the growth 
6 i 	
22 
temperature of the YIG . 	Using this mproved method Bobeck 
grew magnetic garnet crystals capable of supporting bubble 
domains. 	The characteristics of these crystals are given in 
Table 3.1. 	As explained in Chapter 1, it was found to be 
impracticable to grow bubble material in bulk and preferable 
to grow it as a thin film on a non-magnetic substrate by the 
method of liquid-phase epitaxy. (LPE). 
LPE was first used by Nelson 46 to grow thin films of 
GaAs and Ge. 	Linares 
12  modified the technique to grow 
epitaxial YIG. 	Although various crystals were used as 
substrates only gadolinium gallium garnet (GGG) substrate 
sustained a crack-free YIG film: a result of the zero 
mismatch between the two lattice constants of the film and 
the substrate. 
The first attempt to obtain bubble material by LPE 
involved the homoepitaxial• growth of rare-earth orthoferrites 47 , 
with B 2 0 3 
 as the additional component instead of PbF 2 . 
Although the growth was unsuccessful the same technique was 
later used by Schick 
24  for heteroepitaxy of garnet material. 
A diagram of the.apparatus used is shown in Figure 3.1. 
It consisted of aplatinum boat pivoted at its centre. 
The substrate was fixed at one end of the boat and the rare- 
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H CO L 
(OE) (cm/SEC/0E) 
ER2TBAL11FE39012 136 170 82 55 
GD234TB66FE5012 •137 15.0 75 120 
GD95TB75ER113ALFE4,3012 181 11.5 140 60 
EU2ERGA7FE43012 247 18.0 182 165 
EuER2GA , 7FE 41 3012 196 17.1 145 200 
SUBSTRATE AND HOLDER 
Figure 3.1 Boat used in Schick's liquid-phase epitaxy 
technique (after Schick et al 24 ). 
earth oxides and flux, in powder form, placed at the other end. 
The temperature of the boat was raised to 1050 - 1150 °C for 
18 hr to dissolve the melt and then quickly cooled to 920 °C 
and left to equilibriate for 5 hr. 	The furnace was then 
tipped so as to allow the melt - to cover the substrate and 
the temperature lowered at the rate of 300 °C/hr to 8500C. 
The furnace was tipped back and the sample removed. 
Although Schick's method produced satisfactory films 
it was slow and cumbersome. 	A faster, more efficient 
method, giving more reproducible films was discovered by 
Levinstein26 . 	He used the fact that a melt of suitable 
composition could be supercooled over a wide enough temperature 
range to permit growth,.. at a constant temperature, of 
epitaxial films. 
The apparatus used by Levinstein is shown in Figure 3.2. 
It consisted of a platinum wound resistance furnace 
supported by a platform that could be raised or lowered. 
A platinum crucible containing the mixture of rare-earth 
oxides and flux was placed at the bottom of the furnace. 
A Pt-PtlO%Rh thermocouple was used to control the 
temperature of the furnace and another immersed in the melt 
to measure its temperature. 	The melt was raised to .a 
temperature of 1100 0C and allowed to equilibriate for a 
few hours. 	The temperature was then lowered to that 
required for growth. 	The substrate, a 20 mil thick slice 
of GGG was held vertically from an alumina tube by means 
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Figure 3.2 Apparatus for Levinstein's experiment 
26 (after Levinstein et al ). 
of platinum wires, and the furnace raised until it was just 
below the slab. 	This position was maintained for 5 min to 
allow the GGG to come to the temperature of the melt. 
The furnace was then raised until it covered the substrate 
and left in this position until . a suitably thick film had been 
grown. 	Levinstein found that with 
3Q0  of supercooling 
(i.e. 300  below the saturation temperature of the melt), 
a 10 min growth time produced a 4 urn thick film. 	The 
saturation temperature of the melt was 970 
0 
 C ± 5 0  C. 
In addition, it was found that the growth rate was dependent 
on the degree of supercooling and doubled for every 100 
increase in supercooling up to 3Q0 
The experimental method used for this Thesis was based 
wholly on that of Levinstein, although some variations were 
introduced to adapt the technique to the equipment available. 
3.3 	The Growth Procedure 
The apparatus used to grow the films described in this 
Thesis is shown in Figure 3.3. 	It consisted of a furnace 
containing a platinum crucible whiOh'held the melt. 	The 
crucible was held firm in alumina powder contained in an 
alumina crucible. 	A Pt-PtlO%Rh thermocouple used for both 
temperature control and measurement was embedded in the 
alumina powder'. 	A chuck, consisting of an alumina tube 
with a short piece of platinum tubing fixed to the end, was 
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Figure 3.3 LPE apparatus for growing garnet films for 
this Thesis. 
connected to a vacuum pump and assembled above the melt. 
The purpose of this chuck was to hold the substrate in a 
horizontal position and thus cause the film to grow on one 
side of the substrate only, (in contrast to Levinstein's 
method). 	The chuck was raised, lowered and rotated by a 
motor driven rack and pinion. 	(The substrate was rotated 
in order to keep the melt continuously stirred and thus 
give a stochiometric film.) 
The growth process was as follows. 	The melt was heated 
to 1100 0  C and allowed to saturate for a period of at least 
five hours. 	The temperature was then reduced to the growth 
temperature required for aspecific run, the substrate attached 
to the vacuum chuck and slowly lowered into the furnace. 
It was held just above the melt for five minutes to allow 
it to come to the temperature of the melt and then spinning 
at about 60 r.p.m. was lowered until the meniscus of the melt 
just touched the substrate surface. 	With the substrate 
still spinning the film was allowed to grow for the required 
time. 	The sample was then raised just free of the melt and 
immediately spun fast (about 500 r.p.m.) to remove any flux 
adhering to it. 	The sample was removed from the vacuum 
chuck and residual flux dissolved in a mixture of HNO 3 and 
acetic acid. 
Before any films were grown the saturation temperature 
of the melt was determined. 	This determination followed 
the same procedure as that of the growth technique just 
described. 	In this case the temperature was lowered from 
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1100 °C to 1020 °C,. a temperature assumed to be well above 
that of the saturation temperature. 	The substrate was 
entered into the melt and after 5 min released and examined 
to see if a film had grown on it. No film was observed. 
The temperature was reduced by 5 0C and the sequence continued 
until a film was just observed on the substrate. 	The 
temperature at which this occurred was taken to be the 
saturation temperature of the melt. 
3.4 	Film Evaluation Techniques 






This section describes the methods used to determine these 
parameters and shows how such a determination helps in 
establishing high quality films. 	The defects of the techniques 
and ways of overcoming them are discussed. 
All the measurements, apart from that for film 
thickness, required a knowledge of the bubble domain diameter. 
The measurement of this parameter provided the most 
significant error in evaluating the film. 	The reason for 
this is that there is no distinct boundary between the bubble 
domain and the neighbouring oppositely directed domain when 
viewed by the"-.Faraday technique. 	This gave rise to an 
error of about ± 17% with a 5 urn diameter bubble. 
It was necessary to ensure that over the area viewed a 
large number of bubbles were present, to allow an average 
of the various bubble parameters to be obtained. 	There 
were two ways of obtaining this large number of bubbles. 
One way was to heat the bubble film above its Curie 
temperature so that when it cooled the domains would be 
randomly organised to give a high bubble density. 	However, 
this method was unwieldy. for experimental purposes as it 
required continual heating of the sample every time the 
bubbles collapsed. 	A better technique was to apply an 
alternating field to the domains when under the influence 
of a d.c. field. 	The a.c. field would then cause the 
domains to split, thus forming bubbles. 	Figure 3.4(a) and (b) 
shows the arrangement of domains before and after an a.c. 
field has been applied. 
The standard Faraday technique for viewing bubbles is 
shown diagrammatically in Figure 3.5. 	This technique was 
used throughout the Thesis for viewing bubbles. 	The 
polarized light is incident normally onto the bubble material. 
The domains in the material then rotate the plane of 
polarization of the polarized light in opposite directions 
depending on their polarity. 	By adjusting the polarizing 
filter (the analyser) domains oriented in one direction can 
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Figure 3.4 Producing bubbles by the a.c. field technique 
(a) before and (h) after a-c. field applied. 
L 
EYEPIECE 







POLAR I SER 
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Figure 3.5 Faraday technique for viewing bubble domains. 
be made to appear dark and those oriented in the other 
direction bright. 
3.4.1 Measurement of film thickness 
The film thickness was measured by two methods: (a) angle-
lapping and (b) ball penetrometry. 	In the angle-lapping 
method the sample was attached by wax to the angle-lapping 
device as shown in Figure 3.6. 	This device was held vertically 
in a short thick walled tube. 	The sample was then bevelled 
by rubbing it on a glass plate covered with 150 mil alumina 
solution, and was then smoothed down with 60 mil solution. 
The bevelling was continued until the film was observed to 
lie in the same horizontal plane as the substrate, as 
indicated in Figure 3.7. 	Microscopic examination revealed 
the space between the two points A and B in Figure 3.7 as 
a dark line against a lighter background. 	The width of this 
line, w, was measured with a calibrated Filer eye-piece. 
The thickness, h, is given by: 
h = w sinO 
where 0 is as shown in Figure 3.7. 	The device was fabricated 
with a 0 of 100 . 
In the ball penetrometer method the sample was held on 
a plate by means of a vacuum. 	A ball covered with 6' pm 
diameter paste and revolving at some hundreds of r.p.m. was 




Figure 3.7 Angle-lap thickness measurement. 
1. 	 brought into contact with the sample. 	The ball cut away a 
section of the film and substrate, as shown diagrammatically 
in Figure 3.8. 	Under a microscope this section appeared as 
a white disc (of diameter d 1 ) surrounded by a yellow annulus 
(of diameter d 2 ). 	The thickness, h, given by the 
geometrical relationship of Figure 3.8 is: 
h = /R 2 - ( d1/2) 2 - - /R2 - ( d2/2) 2 
where R is the radius of the ball and was equal to 0.5 in. 
The second method has a distinct advantage over the 
first. 	The first method allows the film to be measured 
ne 	 . 
only at the edge of ,',film, while the second method allows it 
to be measured anywhere on the film surface. 	In particular 
with the ball penetrometer the thickness can be measured 
over the central portion of the film where the thickness is 
more uniform. 	(The film tends to be thicker at the edge of 
the sample as a result of the growth process.) 
3.4.2 Measurement of saturation magnetisation 
To determine the saturation magnetisation it was first 
necessary to determine the domain periodicity and the bias 
field required to collapse the bubbles (the collapse field). 
The, domain periodicity, the distance between one domain wall 
and the corresponding domain wall in a neighbouring strip, 
the points A and B in Figure 3.9, was measured with a Filer 
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Figure 3.8 Ball penetrometer thickness measurement. 
Figure 3.9 Domain periodicity. 
eyepiece. 	The periodicity is a function of the film 
thickness: the thicker the film the wider the periodicity. 
This can be seen by comparing Figure 3.9 with Figure 3.4 
whiôh shows a thinner film under the same magnification. 
The bubble collapse field was determined by applying to 
the sample a. gradually increasing bias field and noting the 
field at which the bubbles were extinguished. 	This field 
was measured by means of a calibrated coil, consisting of 
1500 turns of enamelled copper wire wound on a circular 
former of 4.5 in outside diameter and 1 in. internal diameter, 
with a calibration constant of 115 Oe/amp. 
The period/thickness ratio was caicula€ed and the thick-
ness/characteristic length ratio found from the graph of 
Figure 3.1048. 	The ratio p0H/M s was then found from the 
graph of Figure 3.11. 	Given the collapse field, H, and the 
permeability of free space, P ' the saturation magnetisation, 
M , was determined. 
5 
3.4.3 Measurement of mobility and coercivity 
The experimental set-up, shown diagrammatically in 
Figure 3.12, used the basic viewing, technique described 
above. 	Two gold wires were laid over and in intimate 
contact with the sample. 	Each wire was connected to a 
100 Q resistor and connected in parallel to a pulse 
generator. 	This provided a matched 50 S2 impedance to the 
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Figure 3.10 Period/thickness v. thickness/intrinsic length 
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Figure 3.11 Thickness/intrinsic length v. 11 0H/4TrM 
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Figure 3.12 Experimental layout for mobility measurement. 
pulse generator. An oscilloscope was connected over one 
resistor to measure the pulse height and width. 	A bias 
field was applied to the sample and a bubble established at 
the centre of the two wires. A pulse was drawn in the 
same direction through the two wires, establishing at the 
centre of the wires, a zero field and a non-zero field gradient. 
The zero field was necessary to ensure that there was no 
magnetic interference to the bubble from the current pulse. 
The field gradient was required for moving the bubble. 
The bubble was moved over a numbered series of pulses at 
a constant pulse height and width, the distance moved by the 
bubble noted and a unit distance per pulse determined. 
The direction of the pulse was then reversed and the unit 
distance per pulse again determined. 	The average of these 
two results was noted together with the pulse height and 
width. 	The bubble diameter and wire separation were 
measured with a Filer eyepiece. 	The experiment was then 
repeated for a variety of pulse heights and widths at a 
constant bias field. and wire separation. 	The mobility 
was then calculated as follows. 	Thiele 2 ' has shown that the 
wall velocity, vi  of the bubble is given by the expression: 
V =- H) 
where AH is given by: 
AH = -- 	dax 
x 
-5 1- 
d is the diameter of the bubble and DH/x is the field 
gradient through which the bubble moves. 	For two wires of 
separation, R, carrying current in the same direction the 
field gradient at the centre is given by: 
aH  x 	4i 
where i is the current through me wire, found from the 
pulse height and the resistance of the circuit. 	From the 
calculated field gradient and measured bubble diameter the 
value of AH was found. 
The wall velocity was found by dividing the unit distance 
moved by the bubble by the pulse width. 	Thus for various 
pulse heights and widths values of v and LH were calculated. 
These were plotted on a graph as ordinate and abscissa 
respectively. 	The bubble mobility was then found from the 
slope of the graph and the coercivity from the intercept on 
the abscissa. 	A typical bubble mobility plot is shown in 
Figure 3.13. 	The scatter of results is due to the difficultyl 
of measuring accurately both the bubble diameter and the 
distance moved and establishing the bubble precisely at the 
centre of the two wires. 	A further problem arose from the 
need to ensure maximum coupling efficiency. 	To accomplish 
this the wires have to be in intimate contact with the 
garnet film. 	However, the simple technique of overlaying 
the wires on the sample could not consistantly satisfy this 
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Figure 3.13 Typical plot for mobility measurement. 
+1 
to a microscope slide which was fastened down over the centre 
of the calibration coil. 	The garnet sample was placed on 
the top of a tubular stand which was held in the position 
normally occupied by the microscope condenser. 	Using the 
condenser rack and pinion the sample was raised until it 
came into intimate contact with the wires. 
Although the above four parameters characterise the 
film they do not determine completely whether the bubbles in 
the film will perform optimally under device conditions. 
There are other requirements to be met: the film must grow 
easily (i.e. with no strain from the substrate); the bubbles 
must be stable and thermally independent. 
3.5 	Epitaxial Garnet Film Development 
In 1970 Bobeck 
25 provided a specification of the type of 
bubble domain material that would be suitable for bubble 
propagation devices. 	This specification is given in 
Table 3.2. 	Considerable research has been undertaken to 
discover materials that satisfy the specification. 	The 
work on material development undertaken for this Thesis is 
described in this section. 
The first films grown were of the composition first 
prescribed by Levinstein, namely: EuEr 2Fe43Ga07012 . 
The melt composition used, from Levinstein, is shown in 
Table 3.3. 	As with all the samples grown the substrates 
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TABLE 3.3 MELT COMPOSITION FOR EUER2FE4,3GAO7 012 
Eu203 063 GM 
•ER203 1.35 GM 
FE2 03 10.00 GM 
6A203 0.70 GM 
PBO 140,00 GM 
B2 03 2 1.80 GM 
were 0.5 mm slices of GGG cut from a commercially available 
boule and polished by the Syton technique to, in most cases, 
near defect-free films. 
The saturation temperature of the melt was found to be 
1015 0C. 	That this temperature was higher than that 
measured, by Levinstein is undoubtedly due to the thermocouple 
being imbedded not in the melt, as in Levinstein's method, 
but in the alumina powder supporting the melt. 	(This was 
done to allow room for the spinning substrate.) 	The.films 
were grown at 200  and 300  of supercooling for periods of 
10 mm. 	In Table 3.4 the results obtained in evaluating 
these films are shown. 	It may be seen that both film 
thickness and magnetisation are a direct function of the 
degree of supercooling as predicted by Levinstein 26 . 
There were two problems associated with films of this 
type. 	Firstly, mobilities of 60 and 66 cm/sec/0e were 
significantly lower than that required by Boheck's criteria. 
(Only two values of mobility were measured because of the 
difficulty of determining this parameter.) 	Secondly, 
because of the high saturation magnetisation a high bias 
field was required to obtain bubbles at an operating diameter. 
This necessitated a high drive current through the coil, 
resulting in the coil heating up and thus raising the 
temperature of the bubble material and changing the bubble 
parameters. 
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30 13.3 183 60 	0.2 115 
30 13.8 172 - 	 - 109 
20 112 200 - 	 - 126 
• 15 7.6 232 66 	02 107 
35 154 177 - 	 - 115 
To obtain bubble films with higher mobility and lower 
saturation magnetisation the properties of Ga substituted 
YIG (GaYIG) were studied. 	The high mobility of such films 
has already been demonstrated by Heinz et a1 49 using vapour-
phase epitaxy. 	However, as no previous attempt at growing 
GaYIG by LPE had been reported no recipe for a GaYIG melt 
was available. 	Consequently, the required melt composition 
was obtained from a study of the total oxide system in 
terms of the molar ratios of its constituents. 	These 
molar ratios were defined by Blank 
50  as: 
- Fe 203 
R1 - 
- Fe 20 3 
R2 - Ga203 
PbO 
B 203 
Fe 203 + Ga203 + Y 2 0 3 
R4 = PbO + B 2  0 3 + Fe 20 3 + Ga 20 3 
Y 2 0  3 
Normally R2 , R3 and R were fixed and in the present work 
were set equal to 6.6, 15.6 and 0.105 respectively in order 
to achieve significantly low :àgnè€isatioriJand a wide range 
of supercooling 50 . 	R1 was set equal to 14, the boundary 
location between garnet and orthoferrite growth for YIG. 
These values yielded the melt composition shown in Table 3.5. 
The films grown had the composition Y3GaFe5_0i2. 	Typically 
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TABLE 35 MELT COMPOSITION FOR GA-YIG 
• 	GA2 03 0.75. GM 
FE203 8:37 GM 
0.83 GM 
B203 2,13 GM 
PBO 106.70 GM 
x was 1.1 for a magnetisation of 200 G. 	The GaYIG film 
parameters are shown in Table 3.6. 
The mobility of these GaYIG films was found to be 
1660 cm/sec/Oe and the coercivity 0.02 Oe. 	These parameters 
would appear to meet the required bubble criteria for a 
working bubble device. 	There were, however, two problems 
associated with this material. 	Firstly, the GaYIG film 
had a tendency to crack randomly. 	Secondly, the bubbles in 
the film tended to be unstable: their movement was uncontrollable 
and they would collapse suddenly even when the bubble was 
larger than the minimum collapse diameter. 	Both of these 
problems :were the result of the large amount of Ga 20 3 that 
was introduced to lower the magnetisation. 	This caused the 
lattice parameter of the film to become so large that a strain 
was induced between the film and the substrate. 	This strain 
was assumed to be the main cause of both the cracked film 
and the unstable bubbles. 	One way of solving these difficulties 
would have been to have produced different substrates with 
lattice constants to match those of the required film. 
However, this would have been both inconvenient and expensive. 
51 
A better alternative was put forward by Tolksdorf et al 
He suggested that the lattice constant of the film could be 
adjusted to that of the substrate by the addition of a small 
amount of Sm according to the composition Y 	 0 Sm Fe Ga 3-y y 5-x x 12. 
The melt composition used to grow this film is shown in 
Table 3.7. 	It differed slightly from that used by Tolksdorf: 
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TABLE 3.6 CHARACTERISTICS OF GAYIG FILMS 
H 
(PM) (OE) 	(cM/sEc/OE) 	(OE) 
10.0 670 	-. 	- 
5.4 500 	- 	- 
5.3 190 	1660 	0.02 
6.3 .200 	- 	- 
I 
TABLE 37 MELT COMPOSITION FOR SMGAYIG 
SM203 0.22 GM 
142 GM 
GA203 1.78 GM 
FE2 03 1020 GM 
B203 4,02 GM 
PBO 182.00 GM 
the Ga20 3 content was increased slightly to give a lower 
magnetisation, and he Sm 203 content increased to balance it. 
The saturation temperature of the melt was found to be 1005 °C 
and films were grown with 50  and more of supercooling. 
The results of characterising the films are shown in 
Table 3.8. 	From these results it can be seen that, as 
expected, the greater the degree of supercooling the higher 
the magnetisation. 	However, the inagnetisati6niwas still 
higher than optimum and attempts to lower it were unsuccessful. 
Decreasing the degree of .supercooling led to the formation 
of a cracked film (because of the high concentration of 
Ga203 in the film) before a significant reduction in 
magnetisation occurred. 	Alternatively, increasing the Ga 20 3 
concentration to 2.lg while leaving the other constituents 
at the same concentration also led to film cracking. 
The high mobility of 600 cm/sec/Oe and the fact that, 
unlike the GaYIG films,they were operationally stable and 
insensitive to temperature change made these films the most 
suitable material for the device structures studied in 
Chapter 4. 	By example, the domains in a high quality 
SmGaYIG film are shown in Figure 3.4. 
3.6 	Deficiencies of the Growth Process 
Although the LPE technique was simple to operate it 
suffered from a number of difficulties. 	The most severe 
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25 8.5 28 583 	0.3 150 
15 6.0 230 600 	0.3 135 
20 6.5 2314 - 1)40 
25. 9.2 268 - 	 - 186 
10 5,0 222 555 - 750 130 
occurred during the growth process itself: molten melt was 
sucked up into the alumina tube and created a blockage which 
cut off the vacuum. 	This resulted in the sample falling 
into - the melt. 	To prevent this happening it was necessary 
to place the sample flat against the vacuum tube. 	In turn 
a flat and smooth back to the substrate was required. This 
was eventually achieved by suitable polishing techniques. 
When the solidified melt did block the tube it was removed 
from the apparatus and the solidified melt dissolved overnight 
in acetic acid. 
As a direct result of the LPE technique employed there 
were changes in the melt composition. 	One problem was caused 
by the evaporation of PbO from the uncovered melt. As the PbO 
evaporated over a series growth runs the melt composition and 
and molar ratiosaltered, resulting in a rise in the saturation 
temperatue of the melt. 	As the saturation temperature 
increased the degree of supercooling (at a particular growth 
temperature) also increased causing a rise in the saturation , 
magnetisation and growth rate of the films. 	Because of the 
resultant uncertainty in the reproducibility of these parameters 
it was decided to recalculate the saturation temperature 
after every five or six growth runs. 	Another problem 
resulted from the fact that after a number of films had been 
grown from the same melt the quantity of rare-earth oxides in 
the melt was depleted, in proportion to the amount of flux 
present, and the molar ratios were redistributed. 	This 
yielded a film 'Of uncertain composition. 	For this reason 
no more than ten films were grown from the same melt. 
As a consequence of growing at supercooled temperatures 
crystals tended to nucleate on the surface of the melt. 
The effect on the cuality of the film was twofold. 	Firstly, 
- 	yttrium 
small crystal 	fërite became attached to the film surface 
disrupting the continuity of the film. 	Secondly, large 
amounts of flux were withdrawn with the film altering the 
oxide/flux ratio. The .problem was solved by heating the 
melt above the saturation temperatureafter every two runs 
and allowing it to cool to the growth temperature. 
A defect difficult to control was the contamination of 
the melt by foreign bodies. 	These would normally take the 
form of dust or particles from the alumina powder or tube. 
As the crucible was left uncovered before, during and after 
growth extreme care was required to ensure that no such 
contamination took place. 
3.7 	Film Defects 
The film defects discussed here concern only the 
SmGaYIG films as only these were used for the device structures 
of Chapter 4. 
The important film defects are those which interrupt, 
stop, or change the nature andflow of the bubble domain. 
In particular, the most severe defects comprise scratches, 
pin-holes,crystallites, inclusions,film non-uniformity and 
film cracking, from a materials point of view, and high 
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domain wall coercivity from a magnetics point of view. 
The majority of scratches were usually the result of 
poor substrate preparation and were gradually extinguished 
as the polishing technique was improved. 
The-effect of a scratch is such that it tends to repel 
a bubble. 	The reason is explained in detail in Chapter 4. 
Basically it is due to the fact that a scratch reduces the 
film thickness through which a bubble can minimise its 
magnetisation energy'. 	Thus a bubble will have a tendency 
to remain as far as possible from the scratch. 	In 
experiment it was found that the only way to overcome this 
repulsion was to increase the bubble propagating force to a 
level greater than the repulsive force. 	The bubble would 
then move towards the scratch attracted by the rising edge 
on the far side of the'scratch. 	The effect of the scratch 
is thus very significant in bubble propagation. 	A typical 
scratch is shown in Figure 3.14 where the effect On the 
domain configuration is clear. 
The most severe limitations on bubble transport resulted 
from the formation of crystallites on the film surface, 
(Figure 3.15(a)). 	Bubbles can attach themselves to these 
disruptions so firmly that they cannot be moved away. 
For this reason these disruptions are known as "pinning-
points". 	Figure 3.15(b) shows bubbles in a disrupted film 
at a bias field of' 100 Oe. 	The "pinning" effect can be 
demonstrated dynamically by applying an a.c. field to a 
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Figure 3.15 (a) Crystallites in a bubble film and (b) bubbles 
grouped around disruptions in the film. 
bubble film under a small bias field. 	The result is shown 
in Figure 3.16. 	The two pinning-points at the base of the 
picture hold the strip domain and allow it to be seen. 
The other domains in the picture arenot restricted and 
and vibrate at too high a frequency to be seen. 
Flux inclusions (i.e. the incorporation of Pb2+  into the 
film) altered the lattice constant of the film. 	The 
increased mismatch between the substrate and the film 
resulted in a high wall coercivity whiOh caused a sudden 
termination of bubble movement at the points where Pb2+ 
incorporation occurred. 
A film defect which derived directly from the LPE 
technique was the film non-uniformity. 	This was a result 
of the film being rotated as it was grown. 	The growth 
rate of an epitaxial 
Hence as the rim of a 
its centre there will 
whole film. By usin 
could be reduced. 
50 film increases as the rotation rate 
rotating plate revolves faster than 
be a variation in thickness over the 
small areas of the sample this defect 
The defect of film cracking, as explained above, is 
due to a lattice mismatch between the substrate and the 
film. 	The result of the cracking is to form discrete 
areas of varying magnetisation with domains aligned along 
the edges of the cracks, an effect similar to that exhibited 
by a scratch. 	Although this defect was relatively un- 
important in that it' both was readily observable, automatically 
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Figure 3.16 Pinning points. 
precluded the use of the film in device work and could be 
overcome by either adjusting the melt composition or growth 
temperature, problems would arise with some specimens that 
were crack-free when grown and first examined but that 
developed cracks over a period of about a week; some even 
developing cracks up to a month after being grown. 
3.8 Fabrication of Etched Patterns 
In this section the fabrication of the etched patterns 
required for the device structure of Chapter 4 are described. 
The deficiencies of the etching process and of the patterns 
obtained are noted together with the attempts made to 
remedy them. 
The process of etching shown diagrammatically in 
Figure 3.17, was as follows. 	A bubble film was covered 
with a layer of silica, 4 pin thick. 	The sample was 
treated with photgraphic resist and exposed under a mask of 
the required pattern. 	The sample was developed and that 
part of the resist that had been exposed (i.e. not covered 
by the mask) was removed, to reveal the silica layer, below. 
The uncovered silica was removed in silica etch to give a 
silica/resist pattern superposed on the garnet layer. 
The resist was removed and the garnet etched in hot (270 °C) 
orthophosphoric acid, H 3PO4 . 	The silica was left un- 
harmed by the H 3PO4 . 	Finally, the silica was removed, 
leaving the pattern as a garnet layer superposed on a 
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Figure 3.17 Etching technique. 
thinner garnet layer. 
The silica layer was obtained by means of an MRC 
sputter-etching machine. 	A gas mixture of argon and oxygen 
at a pressure of 7 pm was input to the machine. At a 
power of 500 W silica was deposited at the rte of approxi-
mately 1 pm/hr. 	As silica has a tendency to be very 
hydrophilic it was covered with photo-resist immediately 
upon being removed from the sputter-etching machine. 
Because of its easier handling ability a positive photo-
resist, Kodak 1350H, was used. 
The unwanted silica was removed at the rate of 0.25 pm/mm 
by placing the sample in a cold solution of HF and NaF. 
Some difficulty was experienced in detecting the exact 
moment when all the excess silica had been removed. 	If 
under-etched the thin silica film left would impair the 
etching capability of the H 3PO4 on the garnet layer beneath 
it. 	If over-etched the pattern might be destroyed. 
In practice etching was continued until the NaF/HF solution 
just started to cut into the silica under the pattern. 
The garnet layer was etched by placing the sample in 
H 3PO4 at 270 0  C and immediately withdrawing it. The sample 
was then washed in hot distilled water. 	The difficulty 
with this method was that there was no way to ensure a 
constant and predictable etch rate. 	For example, although 
the samples were normally etched at 1 pm/sec, continuous 
etching for 5 seconds produced etch steps of 8 or 9 pm. 
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As the etching process was uncontrollable the patterns 
produced were sometimes over-etched. 	This can be seen in 
Figure 3.18 where the smaller pattern has been destroyed 
by over-etching while the larger remains whole. 	The thick 
dark lines surrounding the pattern are due to the fact that 
the patterns are not etched away cleanly, i.e. the rise of 
the etched step is not vertical (as shown in Figure 3.17) 
but rather a smooth slope from the lower to the upper 
surface of the pattern. 	The reason for this over-etching 
was probably due to the fact that the previous silica etching 
had slightly over-etched the pattern and the H 3PO 4 had then 
exaggerated this effect. 
It is important to ensure that the H 3PO 4 is not over-
heated. 	If the temperature is increased by 60 °C or more 
a change occurs in the domain structure of the film, 
(Figure 3.19). 	This change is assumed to be due to a 
disruption in the lattice structure caused by the over-heated 
H 3PO 4 , although the manner of this change is uncertain. 
The technique for producing the overlay meander current 
pattern of Chapter 4 is similar to that used for producing 
the etched garnet patterns. 	However, instead of silica a 
layer of NiCr was evaporated onto the garnet layer. A 0.5 pm 
layer of Au was then evaporated onto the NiCr. 	The patterns 
were then etched-from the NiCr/Au layer as described above. 
Although the Au is the important material for the overlay 
conductor the Ni/Cr layer is required as.- Au does not adhere 
easily to the garnet layer. 
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Figure 3.18 Effect of over-etching a scallop channel 
Figure 3.19 Effect of etching in over-heated orthophosphoric 
acid. 
CHAPTER FOUR THE SCALLOP CHANNEL PROPAGATION DEVICE 
4.1 	Introduction 
Today the most popular method of propagating bubbles 
is the field-access technique, described in Chapter 2. 
Despite its popularity there are certain defects associated 
with this technique. 	These include: 
an effective rotation of the magnetisation when the 
in-plane field is greater than the anisotropy field; 
a tendency for the propagating bubble to expand 
and form a strip domain under the effect of the in-plane 
field; 
the non-usability of this propagating technique for 
display purposes (the Permalloy overlay prevents the bubble 
being easily viewed); 
the fact that the complex calculations involved 
with the field-access method make it difficult to.design 
systems with a predictable behaviour. 
To eliminate these defects a new bubble propagation device 
has been studied. 	The purpose of this chapter is to present 
the results of this study. 
The device makes use of the bubbles' ability to be 
constrained in channels etched from the surrounding material. 
These bubbles can then be propagated by field gradients and 
suitable channel geometries. 	Devices of this type have 
52 53 L been studied y Copeland 	and }ayashi . 	In Copeland 's 
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method two bubbles were constrained to lie side by side in 
a groove cut into the garnet layer. 	The bubbles were then 
propagated along the sides of the channel by means of a 
field gradient from an overlay meander line conductor. 
In Hayashi's method a pair of indented guide rails held the 
bubbles which were then propagated by means of superposed 
"angel-fish" patterns eched out from the channel between 
the guide rails. 
By contrast, the channel used for this new device is 
etched out from (i.e. superposed on) the garnet layer, 
rather than cut into it as in Copeland's method, and 
developes propagation by its contour rather than by the 
superposed angel-fish patterns of Hayashi. 	The contour 
is approximately scallop shaped and the propagation device 
itself is formed by joining any number of these scallops 
together to form a scallop channel. 
By its nature the scallop channel has two advantages 
over the methods proposed by Copeland and Hayashi: 
only one bubble is constrained in the channel 
(rather than two as in Copeland's method); 
no additional superposed structures are required 
(as in Hayashi's method where superposed angel-fish patterns 
were fabricated). 
In order to examine the difficulties imposed by bubble 
propagation of the scallop channel type a short description 
0 
S. 
of bubble transport in an unetched film is given in 
Section 4.2. 	This section describes from a theoretical 
standpoint the effects of the propagation and frictional 
,forces present as a result of the material characteristics 
of the garnet layer. 	The characteristics of a bubble lying 
in an etched disc, described in Sections 4.3 and 4.4, exemplify th 
effects on a bubble of an etched garnet layer. 	These effects 
are used, in Section 4.5, to derive a theoretical model of the 
mode of operation of the scallop channel. 	Details of 
experiments conducted to verify the theory are given in 
Section 4.6. 	In this Section the results of the experiments 
are discussed from the point of view of their usefulness in 
obtaining and quantifying the parameters required for 
designing and fabricating efficient scallop channels. 
4.2 Bubble Mechanics of a Normal Plate 
The total energy of a bubble (see Section 2.3) can be 
given by: 
ET = E  + EM + EH 
	 ri-I 
where ET  is the total energy, 
Eis the wall energy = 2rrrha, 
EH is the energy due to the applied field = 47r2hcJ 
and EM  is the rnagnetostatic or demagnetising energy, (r, h 
and cr are the bubble radius, film thickness and wall energy 
density respectively). 
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The study of bubble dynamics in an unetched plate is 
governed by two material forces, the propagating force that 
moves the bubble and the frictional force that retards the 
bubble's progress. 	For a propagating bubble the propagating 
force is obtained by differentiating the total energy and 
is given by Thiele 21 . 	Of the extended equation which he 
developed the only term that is of interest in the present 
discussion is that which is dependent on the variation in 
the applied field. 	It is assumed that the other terms, 
involving thickness, magnetisation, wall energy density and 
bubble radius are constant quantities and hence their 
derivatives are equal to zero. 	The field dependent term 
gives for the propagating force: 
F = - 2N5 rh EH 
	
4.2 
where M is the magnetisation. 	As the term AH refers to 
the change in the local applied field that the bubble 
experiences as it moves, it may be equated to the field 
gradient over the distance. 	Thus F may be written: 
F=-2MV B  H' 	
4.3 
p 	 S 
where V   is the volume of the bubble and H' is the field 
gradient. 
The frictional (or dissipative) force on the bubble is 
derived as follows. The energy stored in the bubble as it 
moves over the field gradient is eventually dissipated as 
0 
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the bubble reaches equilibrium (i.e. stops). 	Thiele21 has 
shown that the rate of dissipation of energy of a circular 
domain is given by: 
U=irMhrI-Hv. +iv2 
S 	C 
where H c is the coercive field, v is the wall velocity, and 
is the wall mobility. 	Noting that U = Fdk the dissi- 
pative or drag force, Fd,  is given by: 
F 	- irM hrI- H + d S 	ir 	c 	J 4.5 
Thus assuming there is no variation in magnetic field 
over the bubble itself equations 4.3 and 4.5 completely 
describe the forces acting on a bubble in a normal plate. 
4.3 Bubble Mechanics of an Etôhed Plate 
The following section discusses two etched plate effects: 
the contraction of a bubble lying within an etched disc and 
the restoring force on a bubble constraining it to the 
centre of the disc. 
Consider a bubble lying in an etched-out disc as 
shown in diagrammatic form in Figure 4.1. 	In this position 
the bubble is not only associated with the energy terms 
described in equation 4.1 but also with three more terms 
derived from the differential increments in the total energy 
4.4 
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Figure 4.1 Bubble lying in an etched disc. 
due to the step change in the garnet thickness. 	The total 
energy change due to this step change is given by: 
4.6 
where AEW =  21ThcY w ,r is the change in wall energy, 
H 4i1rhMSHA Er is the change in applied field energy, 
and 	LEM = M s 1h{ - ffH z (z = h+O, r)' dS}is the change in 
demagnetising energy, 
S is the etched area, Ah is the etch step height, HA  is 
the applied bias field and H z is the z-component of the 
demagnetising field. 	(It is assumed that the change in 
wall and applied field energies is taken up completely by 
the corresponding change in the bubble radius.) 	The 
demagnetising field consists of contributions from the surface 
of the plate and the upper and lower surfaces of the bubble. 
For ease of computation the bubble is considered to have 
zero radius and consequently a zero internal field. 	Thus the 
z-component of the upper surface of the bubble is zero while 
to a good approximation that of the lower surface may be 
regarded as a point charge. 	The demagnetising field of the 
bubble at a point x in the etched surface is then given by: 
2rrM r2   
S H = 
Z 	p(h2 + x 2 ) 3 / 2 
where x is the distance of the bubble from a point in.the 
etched area and p is the permeability of the film. (It 
has been assumed that the etched step does not affect the 
demagnetising field.) Thus from equation 4.6 the change in 
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demagnetising energy is given by: 
2irM S  r2h 
	
-- dS1 	 4.7 - EM = 	th { - ff (h + x 2 ) 3 / 2 	j 
In order to calculate AE  the position of the bubble in 
the disc must be known. As the bubble seeks to maintain 
a minimum energy and the etched step causes the demagnetising 
energy of the system to increase, the bubble will position 
itself at'the centre of the disc where the effect of the 
etched step is least, (i.e. where the demagnetising energy 
is at a minimum). (This is proved formally below.) 
The integration of equation 4.7 (see Appendix I) yields 
for 
AE 	
4TrM2r2h Ah 	1 	 4.8 
M p 	 (h'2 + R 2 ) 
where B is the radius of the etched disc. 	With the bubble 
in the centre of the disc the total energy change of the 
system must be zero, i.e. 
AE  + AE  + AEM = 0 
Substituting from the equations 4.6 and 4.8 for the 
expressions AEw, AE H' AEM, the change in radius of the 
bubble, Ar, is giv'en by: 
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= 	+ 2MHAr) 	1/(h 2 + R 2 ) 
It can be seen that for a negative etch step, th, Er is 
negative. 	That is, there is a decrease in r for an in- 
creasing negative etch step. 	(In Figure 4.1 the etch step 
is negative with reference to the bubble.) 
The importance of this result for the scallop channel 
arises from the fact that the scallops must not be made so 
small that the decrease in bubble radius, tsr, causes the 
bubble to shrink to a level below that of the minimum stable 
diameter21 . 	The decrease in bubble radius is maximised by 
either increasing the step height or decreasing the radius of 
the disc. 	Consequently, for a particular step height there 
is a minimum value on R, the disc radius, that allows a 
stable bubble to exist in the disc. 
A second factor of importance in the study of the 
scallop channel is the restoring force. 	When a bubble is 
caused to lie off-centre the demagnetising energy change due 
to the etching induces the bubble to return to the centre 
of the disc, thus lowering the potential energy of the 
system. 	The force acting on the eccentric bubble is 
termed the restoring force. 
It has already been shown that the demagnetising field 
is given by: 
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2iiM r 2  h- 
H 
S = 
(h 2  + x*2)3/2 
4.10 
where x is the distance from any point in the etched area 
to the centre of the bubble. With reference to Figure 4.2 
x is given for an eccentric bubble by: 
x 2 = x 2 + £2 + 2x, cosO 	 4.11 
Substituting equation 4.11 into equation 4.10 and then into 
the expression for AE  in equation 4.6 and integrating over 
the etched area an expression for the demagnetising energy 
change of an eccentric bubble is obtained: 
EM 	ii 	R++/{(R+i)2+h2}) - 
K In _/{(R) 2 +h 2 }J h2  Z  ( (R+k) v/1 (R-k) +h 2 
	
4 	-1 91 + -fit an 
where K = 271N 2  r 2 h Ah/ 
S 	 1.12 
(Equation 4.12 is derived in Appendix II.) 
Differentiating with respect to 2. an expression for the 
restoring force exerted on a bubble is obtained: 
Fd 	
11_1 	1 	1 	
R+2.+f(R1) 
K.f(R1) + f(R2 )J + 2 in  R-2.+f(R2) 
(h 
2+2.2)2.{l + f(R2) - (R2_2.2)[f() + f(R)} 
 






Figure 4.2 Eccentric bubble in an etched disc. 
where f(R1) = /{h2 + 2. 2 + ( R+Q,) 2 } and f(R2 ) = v'{h 2 + 	+ ( R-2,) 2 } 
As the bubble propagates along the scallop channel it 
must be constrained to the centre of the channel. The 
restoring force maintains the bubble in the centre, and 
consequently it must be greater than any forces pushing the 
bubble out of the channel. 	Thus a knowledge of the 
restoring force is required prior to designing an etched 
channel. 
4.4 Experiments with Etched Discs 
To verify the theory of Section 4.3 a number of etched 
discs were fabricated according to the method outlined in 
Chapter 3. 	The discs were designed to be of diameters 
100 pm, 75 pm, 50 pm and 25 pm. 	However, as a. result of 
etching these diameters were reduced by approximately 10 pm. 
The discs were etched out from a film of SmGaYIG of known 
mobility, thickness and magnetisation. 
In practice accurate measurement of the discs' diameter 
proved difficult. 	The etching did not produce discs with 
straight vertical sides as expected (and as indicated in 
Figures 3.17 and 4.1), but rather with sides which sloped 
from the top of the etch step to the bottom. 	For this 
reason the theory does not yield accurate results, although 
it was thought that to take this discrepancy into account 
would produce an overcomplicated model. 
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The effect of etching on the bubble radius was measured 
by noting the difference in diameter of a bubble in the etched 
disc and in an unetched portion of the original plate. 
The difference in radius, Ar, is plotted in Figure 4.3 as a 
function of bias field, together with a theoretical graph 
obtained from equation 4.9. 	It can be seen that only three 
experimental points are plotted. 	This is because the measure- 
ment of the bubble was inaccurate and it was consequently 
difficult to measure the small differences involved. 	Thus 
to obtain significant, large values of Ar the bias field 
variation itself had to be large and this in turn limited 
the number of measurements that could be obtained. 
The bias field was selected as a variable parameter to 
establish the criteria that ensured the absence of bubbles 
around the rim of the disc. 	This is important for 
successful bubble propagation. 	Bubbles tend to act as like 
poles with respect to the bubbles lying inside the channel 
and thus repel them. 	That is they have the undesirable 
feature of causing the internal bubbles to deflect off-centre 
unless the outside bubbles are symmetrically spaced. As 
such an occurence is unlikely and in any case uncontrollable, 
it was thought better to set up a state where no bubbles 
were formed on the rim of the channel. Although a 
steadily increasing bias field reduces the diameter of a 
bubble it was expected that the extra thickness of the 
etched-out area would allow the bubbles to remain in a stable 
state (i.e. not collapsed) at a higher bias field than 
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Figure 4.3 Change in radius v. bias field 
requirement on the disc that the etched step be high enough 
to ensure that the bubbles in the etched areas are collapsed 
but not so steep that the bubble in the disc is collapsed 
by the "tsr" effect. 
Four sizes of etched discs were designed for the experiments. 
However, because the etch rate was uncontrollable the etched 
steps were too high for the smaller discs. 	That is the 
diameter of any potential bubbles in these discs were below 
the minimum stable bubble diameter and therefore could not 
form. 	For this reason only the largest disc (R = 50 pm) 
was found capable of supporting large enough bubbles to give 
a wide range of readings for the variation in applied field. 
The second set of experiments involved the verification 
of equation 4.13 for the restoring force on a bubble. 
The measurement technique followed that of the mobility 
measurement described in Chapter 3. 	Two gold wires were. 
laid on either side of the disc in the centre of which a 
bubble was constrained. 	The wires were connected via a 
50 Q resistor to a pulse generator and oscilloscope. 	A 
pulse was drawn through the two wires. 	By increasing the 
pulse amplitude and width the bubble was pushed increasingly 
off centre. 	After each displacement the bubble was 
returned to the centre by reversing the direction of the 
pulse.. 	As the pulse amplitude and width were increased 
further a point was reached where a maximum displacement of 
the bubble was observed. 	At this equilibrium position it 
was assumed that the force pushing the bubble (i.e. the 
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propagating force) was equal to the total force preventing 
forward bubble movement (i.e. the frictional and restoring 
forces). The distance moved by the bubble was measured 
and the pulse amplitude and width were noted. 
As defined in Chapter 3 the field gradient over a bubble 
lying midway between two wires drawing current in the same 
direction is given by: 
H' = 41 
ird 2  
where d is the distance between the two wires and I is the 
current in one wire (calculated from the pulse amplitude). 
From the field gradient the propagating force was found 
using equation 4.3. 
The mobility,pw, and coercivity, Hcl  are material 
parameters and thus being independent of the etching could 
be measured in the unetched portion of the film. 	The 
domain velocity, vd  may, however, depend on the size of the 
etched out area and so was measured for the disc from the 
bubble displacement to the equilibrium position and the 
associated pulse width. 	From vdl 	' H c and other material 
parameters the frictional force was calculated from 
equation 4.5. 	By subtracting the frictional force from 
the propagating force the restoring force was found. 
The corresponding theoretical value was found from equation 4.13. 
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In Figure 4.4 the theoretical and experimental values of 
the restoring force are plotted against the associated 
bubble displacement to the equilibrium position. 	The pulse 
width was kept constant at 6 pséc and the current was varied 
from 0.88 to 1.02 amp. 	The other parameters were identical 
to those of the previous experiment with the bias field set 
to 100 Oe. 
The inaccuracies between theory and experiment arise 
from a number of sources. Apart from the previously 
mentioned difficulties with bubble diameter measurement, 
the assumption that the forces stopping the bubble may be 
represented totally by the restoring and frictional forces 
is not necessarily completely correct. 	Certain growth 
characteristics of the material such as flux inclusions 
and growth pits also tend to prevent or restrict bubble 
movement. 
4.5 The Theoretical Scallop Channel 
4.5.1 	Introduction 
The forces involved in propagating a bubble in the 
scallop channel are functions of the change in the demagnet-
ising energy associated with the bubble. 	Therefore .a 
theoretical model of the channel requires a determination of 
this energy variation. 	In this section an expression is 
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Figure 4.4 Bubble dispalcement v. restoring force. 
expression is then differentiated in order to obtain the 
force on a bubble at any point in the channel. 	This force, 
the scallop force, has a maximum value just before the neck 
of the scallop. 	As this force, together with the frictional 
force, is responsible for restraining bubble movement it 
must be less than the force promoting bubble movement (i.e. the 
propagating force). When the bubble leaves the neck the 
scallop force promotes bubble movement and hence must be 
greater than the frictional force restraining the bubble. 
A drawing of the scallop channel is shown in Figure 4.5. 
The mode of operation is as follows. 	A bubble.is formed 
at position A. 	A field gradient is then set up to propagate 
the bubble to point B, the"neck". 	Here the bubble lies in 
a quasi-equilibrium state. 	The scallop force then moves the 
bubble to the centre of the next scallop, point C. 
4.5.2 	Derivation of the demagnetising energy and force 
The scallop force is associated with three parameters: 
the radius, R, of the scallop; the period, p, between two 
adjacent scallops; and the indentation, s, as shown in 
Figure 4.5. 
The scallop channel is formed from the arcs of four 
circles as shown in Figure 4.6. 	From the geometry p and 
s are given by: 
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Figure 4.5 Six element scallop channel. 
Figure 4.6 Scallop channel element 
p = 4RcosQ 	
4.14 
and 	 S = 2R(l - sinO) 
Thus given any two of the parameters the third is fixed. 
As the scallop channel is not easily defined by a 
purely analytic expression it is necessary to approximate 
the shape of the channel by a discrete number of steps. 
Figure 4.7 shows an approximation to six steps. 	The total 
demagnetising energy and scallop force due to the channel is 
then found by adding together the individual demagnetising 
energies and scallop forces due to each step. 
Consider a bubble located at the centre of one scallop 
of radius R with the coordinate system shown in Figure 4.7. 
The demagnetising field of the bubble is then given by: 
a n 
H 
27rM S  r 
2  h I 
=  
Z 	P 	J J (h 2 + X 2 + y2)3/2 dx dy 	4.15 
R•Yn 0 
where y is the height of step n; R-y is the vertical 
distance of the bubble from the rim of the channel; 
the distance along the channel of the bubble from step ne 
is given, for steps to the right of the origin, by: 
a n 	n 
= x + (N-l)p - d 
	 nKT/2 
a + afl_T/2 
	 n>T/2 
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Figure 4.7 Foundation for the theory of the scallop 
channel. 
where x is the distance of step n from the origin, d is the 
distance of the bubble from the origin, N is the number of 
the scallop period (this term identifies the scallops lying 
/ 
on either side of the origin: N=l for the scallop containing 
the bubble, N=2 for those scallops immediately to the right 
and left of the origin, etc.) and T is the total number of 
steps in each period. 	A similar expression for the distance 
of the bubble from steps to the left of the origin, 	is 
given by: 
b n 	n 
=x +(N-l)p+d 	 n<T/2 
- 
= p/2 + bn_T/2 	 n > T/2. 
The sizes of x and y need to be calculated with some 
care. 	For this reason it was considered that the regular 
spaced series of steps shown in Figure 4.7 does not simulate 
effectively the scallop channel. 	Rather it is better to 
arrange the steps around the channel so that the channel 
passes through the centre of each step. 	This is done by 
altering appropiately the height and width of each step as 
follows, (see Figure 4.8). 	Initially the distance x 1 to 
the first step is calculated. 	As there is no way of deter- 
mining this distance analytically an iterative technique is 
used. 	An initial value of x 1 is selected and the x and y 
coordinates of the succeeding steps calculated, as indicated 
below. 	The value of x 1 is adjusted so that at x = p/2 
y = S . 	Given x1 y 1 is found by substituting x 1 into the 
equation of the circle that describes. that part of the 
scallop channel in which the step appears. 	Thus y 1 and 
a Mc 
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Figure 4.8 Step formation for a scallop channel. 
succeeding values of y are given by: 
y = 2R - 2 ,/(R 2 - x2) - 	
4.16 
Similarly x is given by: 
x 	2 / (2Ry_ 1 	y_ ) - x_ 1 	 4.17 
These equations apply from x = 0 to x = p/4, (i.e to the 
intersection of circles A and B in Figure 4.6). 	From 
x = p/il to x = p72 y and Xn  are given from the equation of 
circle B (Figure 4.6) by: 
yn  = 2(s-R) + /{4R
2 - ( 2x -p)2} - 
4.18 
= p - 2/2R(s-y_ 1) - (y-s) 2 } - x 
For x > p/2 (i.e. n > T/2) x and y are given by Xfl_T/2 
and y n-T/2  respectively. 	
This theory has been developed for 
a 100-step model shown in Figure 4.9. 	In this case 
x1 = 0.018p. 
• The change in demagnetising energy due to step n, 
for a bubble located at 	is obtained by integrating 
equation 4.15 and substituting into AE   in equation 46. 
This yields: 
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Figure 4.9 Scallop energy as a function of bubble distance. 
EM 	 R-y K _ ![an_1 	
h,/{h +a 2 + ( R-y) 2 } h 
I n < T/2 - tan 1  a h/{h 2 + a 2  + ( R-y_1) 2 } n 
- 	
-1 	 RYT_n 1 = [tan 
h/{ h 2 + a 2 + ( R-YT_n)2} 
1'T+1-n 	 1 	> T/2 - tan 	
an hI{h 2 + a n 2 + (_yT+lLn)2}i 
4.19 
(Equation 4.19 is derived in Appendix III.) 
A similar expression is obtained for bn• 	The total 
demagnetising energy for a bubble at a is obtained by adding 
together the energy due to all the steps of the scallops on 
the right and left of the bubble up to three on either side 
of the centre scallop. 	(It was assumed that scallops further 
away would have a negligible effect on the bubble.) 	To 
determine this total energy the addition was performed 
using a computer program (listed in Computer Appendix I). 
The demagnetising energy calculated by this method is 
shown, for one size of scallop, in Figure 4.9 as a function 
of bubble distance along the channel, d, for a 10 pm 
diameter bubble and an etched step height of 1 1-im. 
The scallop force is obtained by differentiating 
equation 4.19 with respect to d, according to the relation: 
EM - EM Da n 
d 	Aad 
This gives for the scallop force: 
F 	 R.(h 2 +R 2 ) 
K {h 2 (h 2 + a 2 + R 2 ) + a 2 R. 2 }I(h2 + a 2 + R 2 ) 
4.20 
where R R - y, R2 = R - R3 = R - 	'T-n' R4 = R - 
The scallop force is shown in Figure 4.10 as a function of 
bubble distance along the channel. 	The force yielding the 
quasi-stable state in the centre of the neck is not, as 
expected, identically equal. to zero. 	This is because the 
forces on the bubble are only symmetrical when the bubble 
is at the centre of the original scallop and are asymmetrical 
otherwise. 	From Figure 4.10 it can be seen that the 
maximum scallop force is exerted.just before the neck. 
The design of the propagation system ensures that the net 
force pushing the bubble is great enough to overcome the 
restraining effect of this maximum force. 
4.6 	The Practical Scallop Channel 
This section describes the limits to which scallop 
channels may be exploited and how such limits are imposed by 




















S 	10 	15 	20 	25 	30 	35 	eO 	IS 	SO 
BUBBLE DISTANCE (MICRONS) 
Figure 4.10 Scallop force as a function of bubble distance. 
In Chapter 3 the difficulties of fabricating a "perfect" 
channel were described and the deficiencies of the. fabricated 
pointed out. In this section the channel will be considered 
to be perfect as defined by the theory, and no allowance will 
be made for the departure from this in practice. 
4.6.1 	Scallop channel dimensions 
In defining the size of the channel a value of R is 
first chosen from the criteria established above. 
That is, for a given etched step . and bias field R should be 
just large enough to support a bubble with no bubbles on the 
outside rim of the channel. 
A suitable value of s is evaluated from the ratio R/s. 
This ratio is shown in Figure 4.11 as a function of maximum 
scallop force, obtained from equation .4.20. 	It is clear 
that the larger the value of B/s the smaller is the maximum 
scallop force. 	Two ordinates in Figure 4.11 indicate 
restrictions in the size of R/s. 	For R/s = 1 the scallop 
channel degenerates into an etched disc. 	Hence, proper 
values of R/s must fall above this line. 	A second restriction 
at B/s = 1.4 arises from the need to ensure that the 
restoring force on the scallop is greater than the maximum 
scallop force. 	While the restoring force helps to maintain 
the bubble in the centre of the channel the scallop force 
seeks to repel the bubble from the channel and, because of 
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Figure 4.11 Scallop force V. R/s. 
may even eject the bubble. 	To prevent this the restoring 
force is evaluated for a disc of radius R (equal to the 
radius of the scallop channel). 	A value of s is then 
chosen so that the maximum scallop force is lower than the 
corresponding restoring force. 	The maximum value which s 
can take corresponds to the minimum R/s = 1.4: larger values 
of s produce too high a scallop force. 	In practice values 
of R/s > 2 have been used to ensure safe propagation. 
A limit on the size of R/s is also imposed by the 
frictional force. 	This force must be less than the maximum 
scallop force for the bubble to be automatically injected 
into the neighbouring scallop. 	As will be seen below this 
criterion is difficult to reach. 
There is another restriction placed on the propagating 
system concerning the propagating force. 	In order to 
initiate bubble movement the propagating force must be 
greater than the frictional force. 	This yields a lower 
limit on the propagating force. 	The upper lmit is imposed 
by the maximum force sustained by the bubble before it 
collapses. 
From the conditions above values of R=.l5 urn and 20 pin 
were chosen with corresponding values for sof 7.5 pm and 
8.8 pm. 	Each scallop channel was fabricated with etched 
step heights of 0.7 pin and 1.4 pm. 	The material used for the 
channel was of 47rM5 = 250 G, thickness h = 8. 5 pm and mobility 
p = 660 cm/sec/0e. 
4.6.2 	Experiments with the scallop channel 
The majority of the experiments involved validating the 
theory of the scallop channel. As only the maximum scallop 
force could be identified experimentally validation was 
limited to measuring this force and comparing it to the 
theoretical force calculated from equation 4.17. 	Two methods 
of measurement were used: 	The meander line and parallel 
wire techniques both based on similar experimental procedures. 
The first step in measuring the scallop force was to 
ensure that bubbles were present in and only in the scallop 
channel. 	The ease with which domains form around the 
outside of the channel may be seen from Figure 4.12. 	As the 
bias field is increased these form bubbles which tend to 
interfere with bubble propagation in the channel. 	This 
difficulty was surmounted by first increasing the bias field 
to extinguish all the bubbles, and then reducing the bias 
field while applying an a.c.field to the sample. 	In this 
way bubbles were formed in the channel only. A picture 
of this situation is shown in Figure 4.13 for two scallops. 
The method of measurement assumes that the frictional 
force (Ff ) and scallop force (Fe)  inhibit bubble movement 
while the propagating force (Fr) Promotes bubble movement. 
At the point where the bubble reaches the neck it is further 
assumed that the forces are balanced, i.e.: 
F =F -+F 
p 	f 	S 
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Figure 4.12 Domains around a scallop channel. 
PF 	
1 fir 
Figure 4.13 Bubbles in a scallop channel. 
From the experimental point of view this means that the 
propagating force iequired to move the bubble to the neck is 
equal to the total of the frictional and maximum scallop 
force. 	Consequently, for a known propagation and frictional 
force the scallop force may be calculated. 
The meander line conductor is shown in Figure 4.14(a). 
A detail of the pattern is shown in Figure 4.14(b), revealing 
the otherwise obscured bubble. 	The meander pattern was 
fabricated directly onto the scallop channel from Au/NiCr 
using the photolithographic technique described in 
Chapter 3. 	The period of the meander structure was set 
equal to that of the corresponding scallop channel. 
The lay-out of the experiment was identical to that 
used for the mobility measurements of Chapter 3. 	The first 
step in the experiment was to isolate a bubble at the centre 
of a scallop. 	A current pulse was then drawn through the 
conductor and a field gradient established around the bubble. 
The pulse height and width were adjusted until the bubble 
was observed to move to the neck under the effect of a single 
pulse. 	However, the expected automatic movement into the 
centre of the next scallop did not occur. 	A possible 
reason for this is given in the next section. 
The second method used the parallel wire technique 
with the conductors placed at a distance either side of the 
bubble (Figure 4.15). 	As for the meander line the bubble 
was moved to the neck with a pulse of suitable width and 
ii 
(b) 
Figure 4.14 Overlay meander structure, (a) showing 
external connections and (b) in detail. 
(a) 
77 
height. 	The movement of the bubble is shown in 
Figure 4.15(a) and :(b). 	Again the expected automatic 
injection into the next scallop did not occur. 
The field gradient through which a bubble moves under 
a meander line conductor is given by: 
i 	- i_ 
ax - 47r(R - x) 2 	4'irx 2 
where i is the current through the conductor, R0 is the 
period of the meander and x is the distance of the bubble 
from the conductor. 	As the field gradient is zero at the 
mid-point of the conductor period the pattern was fabricated 
slightly off-centre so that this zero did not occur at the 
centre of the scallop. 
For the parallel wire technique the field gradient is 
given by: 
I + ax 
4 ir(R° - x) 2 	4,rrx 2 
where, in this case, R0 is the separation 6f the wires. 
From the field gradient the propagation force was 
calculated using equation 4.3. 	The drag force was 
calculated from the mobility and domain velocity according 
to equation 4.4. 	From these forces the experimental 







Figure 4.15 Propagation of a bubble through a scallop 
channel, (a) initial position, (b) quasi-
equilibrium position at neck. 
H 
Figure 4.15 Propagation of a bubble through a scallop 
channel, (c) final position. 
With the meander line and the small scallop channel an 
experimentalmaximum scallop force of 2.9 x 10- 
10  N was 
measured compared to a theoretical force of 5.1 x 10- 
10  N. 
With the large scallop the parallel wire technique yielded 
experimental and theoretical scallop forces of 5.8 x 10- 
10  N 
and 5.5 x 10-10  N respectively. 	For reasons described 
below the parallel wire technique is preferred for a scallop 
channel propagation system and was therefore, used to validate 
the theory. 	Four experimental values were measured, 
using the - large and small scallop channels with etch steps 
of 0.7 pm and 1.4 pm. 	The experimental and theoretical 
maximum scallop forces are shown in Figure 4.11 as a function 
of R/s. 	To compare them to the theoretical values the 
experimental values have been normalised to a bubble radius 
of 5pm and step height of 1 pm. 
Only four experimental points are plotted because for 
a specific etch step only certain discrete values of scallop 
size can support bubbles. 	In order to obtain results over a 
wide range the scallop sizes must be significantly different. 
This limited the choice of scallop size to two. 	Thus the 
only parameter that could be continuously varied was the 
step height. 	Unfortunately, the manner of the etching 
process precluded a controlled method of obtaining a 
predictable step height (see Chapter 3) and this limited 
the potential range of results. 
In both the meander line and parallel wire techniques 
the bubble was observed to move to the centre of the neck 
.. 
where it would remain in the quasi-equilibrium position. 
For the bubble to move automatically into the next scallop 
the maximum scallop force (which now promotes rather than 
restrains bubble movement) must be greater than the 
frictional force, yet the reverse was usually the case. 
If the scallop force is increased by changing its dependent 
parameters such as step-height, thickness and magnetisation 
the limit is soon reached where the scallop force is greater 
than the restoring force and the bubble is then ejected at 
the neck. Thus bubble propagation in the operating mode 
originally envisaged did not appear to be feasible. 
However, it was found that bubble propagation could be 
achieved successfully by moving the bubble along the channel 
in a sequence of two pulses, (as shown in Figure 4.15(a) - (c)). 
Although bubble propagation was achieved using both of 
the methods described, the parallel wire technique proved to 
be the superior, of the two for the following reasons. 
Bubbles propagated by the meander line are subject to a 
field differential - the magnetic pulse field induced in one 
straight section of the pattern is opposite in direction 
to that in a neighbouring straight section. 	This field 
'differential gives rise to three problems. 	Firstly, the 
forces due to the two magnetic fields pull the bubble in 
two directions simultaneously. 	Although'the offset of the 
meander line yields a residual force that pulls the bubble 
to the scallop neck, a higher propagating force is required 
than would be necessary if the field was in the same direction 
from all points of the pattern (as in the parallel wire 
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technique). 	Secondly, as the bubble moves towards the 
neck of the scallop that part of the meander line which it 
is approaching is applying a field in a direction opposite 
to that of bubble movement. Thus bubbles may exist only in 
every alternate scallop. 	Thirdly, as the meander pattern 
must be aligned off-centre with the channel, propagation may 
only take place in one direction, namely that in which the 
bubble propagates as it moves towards the closest conductor. 
The significant advantage of the meander line over the 
parallel wire technique is that it may be easily distributed 
amongst a large number of scallops, and thus implemented as 
a propagation system, by simply extending the meander line 
as required. 	A parallel wire propagation system is more 
diffiôult to implement. 	A possible system is described in 
the next section. 
4.7 	Parallel Wire Propaqation System for Scallop Channels 
In order to transform the basic propagation sequence 
into a realistic device it is necessary to incorporate the 
functional sequences of bubble detection, generation and 
destruction. 	Copeland has used a Permalloy magnetoresistive 
device incorporating a bubble stretcher in order to obtain 
high output signals on detection. 	A similar method may be 
used for the scallop channel system to detect and generate 
bubbles. 	With reference to Figure 4.16 the process is as 
follows. 	A data sequence propagates along the channel from 
A to B to C in a series of current pulses from the propagation 
-92- 
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Figure 4.16 Parallel wire propagation elements. 
1) 
H) 
current, 	At C I is switched off and the detection 
current, 'd'  •is switched on. 	
The current pulse is arranged 
so as to decrease the total applied field and allow the 
bubble to be stretched over the Permalloy detector. The 
bubble is then sensed and the detection field reversed in 
order to contract the bubble. 	An asymmetric contour, on 
which the Permalloy element is set, is etched with the channel 
and ensures that the bubble contracts to its original position 
when the asymmetric contour is too narrow (for the effective 
bias field) to maintain a stable bubble. 	A short nucleation 
pulse, added to the contraction pulse, is used to write a 0. 
This pulse applied in the same direction as the applied field 
will destroy a bubble if one is present and have no effect 
otherwise. 	By reversing the field a short nucleation pulse 
will create a bubble if one is not present and thus is used 
to write a 1. 
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CHAPTER FIVE. FERPIMAGNETIC MAGNETOSTATIC WAVE DEVICES 
5.1 	Introduction 
The purpose of this chapter is to present an overview 
of the more important characteristics of devices and 
particularly delay lines based on ferrimagnetic films. 
A ferrimagnetic material has unique properties that 
allow it to sustain magnetostatic waves (MSW). 	These waves 
are slow moving electromagnetic waves with a dominant 
magnetic field component. 	Because they sustain low velocity 
waves ferrimagnetic materials are used in the construction 
of delay line devices. 	In addition, two characteristics of 
MSW's make them particularly desirable for delay line devices. 
Firstly, MSW's are inherently dispersive. 	That is, for a 
particular frequency a spectrum of wavenumbers from k = 0 to 
k = 	is potentially available, allowing the building of 
tunable delay lines. 	Secondly, MSW's may be tapped at the. 
film surface thus allowing the use of up to date planar 
1 
- 	
- 	microelectronic processing techniques for transducer fabrication.1 
In Section 5.2 the origins of MSW's are discussed and 
are shown to arise from the equation of motion of a system 
of magnetically aligned electron spins. 	In Section 5.3 
the solution of the equation of motion is shown to yield two 
types of magnetostatic wave: volume waves and surface waves. 
The characteristics of these waves and, in particular, their 
dispersive properties are discussed in Section 5.4. 
n 
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The special features associated with surface wave dispersion 
are then outlined in Section 5.5. 	Finally, in Section 5.6 
the design and building of a magnetostatic wave delay line, 
employing surface waves, are described and the associated 
problems of insertion loss, transduction and delay ripple 
examined experimentally. 
5.2 The Origin of Magnetostatic Waves 
Under the effect of a d.c bias field a spinning electron 
precesses about the field with an angular momentum and 
magnetic moment of p and 1e  respectively. 	For a bias field, 
H, the equation of motion of the electron is given by: 
dt _e x 
	
5.1 
The total magnetisation, M, of a system of magnetically 
aligned spins is given by Nlie  where N is the number of dipoles 
per unit volume. 	Thus equation 5.1 is alternatively given 
by: 
dM =y(MxH) 	 5.2 dt 
where y, the gyromagnetic ratio, = ge/2mc and e is the 
absolute value of the electronic charge, m is the mass of 
the electron, c is the velocity of light and g is the Lande 
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factor approximately equal to 2. 	The precessional frequency 
of the electron, w. = yH. 
1 	1 
In a ferrixnagnetic medium an exchange field acts to 
align all the spin dipoles parallel to one another. 	Thus 
in a constant d.c. field - all the dipoles precess uniformly. 
An r.f. field, h, applied uniformally and perpendicularly to 
the sample causes the precession angle of the dipoles to 
increase in phase but still precess uniformly. 	If, however, 
the r.f. field is applied at one end of the sample the dipoles 
here have a larger precession angle than their neighbours. 
The exchange field then causes these to increase their 
precession angle until they are all aligned in phase. 
However, there is a time delay until this occurs and hence 
the precessional disturbance passes through the ferrimagnetic 
medium in the form of a (spin) wave varying in both amplitude 
and phase. 	In the particular instance when the spin 
wavelength and the sample dimensions are of the same order 
it can be shown that the exchange effects can. be ignored 
and the electromagnetic propagation effects neglected 
(i.e. V x h = O). 	The spin wave is then a magnetostatic 
wave, a particular wave-state lying between the short wave 
(large wave-number) region of the pure spin wave 
I
and the 
electromagnetic region of small wave-number. 	The total 
magnetostatic wave manifold encompasses a range of wave-
numbers from 2 to 10 cm- 1  
5L 
5.3 Solutions to the Equation of Motion: Volume and Surface 
Waves 
The equation of motion, equation 5.2, has been solved by 
Damon and Eshbach 54 for the magnetostatic case. 	They showed 
that the solution to the equation indicates that two types 
of wave propagation exist: volume waves which propagate 
through the bulk of the ferrimagnetic medium and surface 
waves which propagate at the surface and decay towards the 
centre of the medium. 
The general equation of motion may be given by: 
am 
- at = 	
x 	= T(ixMx + iyMy + iM) x (iH + i.yHy 
+ iH) 	 5.3 
In the case where the d.c. field is applied in the z-direction 
the following equivalances exist in the ferrimagnetic medium: 
M x 
mxei wt 	 M, E myeJWt 	 M E M1 
H E h eJWt 	 H E h eJWt 	 H 	H. x 	x 	 y 	y 	 z 1 
where m, h are the r.f. magnetisation and r.f. field 
respectively, w is the frequency of the r.f. signal and Mi f 
H1 are the internal d.c. magnetisation and internal field 
respectively. 	(These latter swamp the r.f. components 
in the z-direction which may consequently be ignored.) 
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Rewriting equation 5.3 in component form yields: 
jwm = y(mH i - M1h) = wm x - wMh x 
= 	- mH1) = WMhy -. w 1m 	 5.4 
j wm=O 
where w = yH 1 and wM = yN1 . 	Equation 5.4 may be rearranged 
to give: 
ci) 
m = 	 w.h - jwh 




[ j(,hy  +w.h 	
5.5yl 
in =0 z 
The r.f. magnetisation and magnetic field are related by the 





= 1xxx xXy 0 
xyx Xyy 0 
0 	0 
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(A) 	 ]WW 
and X 
	2 - ' X7 = xy- 	- (A) 2 
The, permeability tensor, i = 1 + X, is given by: 
11 	11 	-jK 	0 
JK 	11 	0 	 5.7 
0 0 1 
The magnetic field intensity, h and flux density, b are 
related by the permeability: 
b 






jKh X + Ph y 
:h 
In the magnetostatic limit V x h = 0, implying both a scalar 
potential, , such that h = V, and the condition V•b = 0. 
Applying these conditions to equation 5.8 yields: 
Ii 	- jK 
a2 	= 0 
ax 	axay 
 32 
jK 	 + 	 . 	 5.9 ax ay ay2 
az 2 
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Adding all three equations together gives: 
_t I 	+ a 2 ~ ] + 	= 0 	 5.10 
tx2 	y2 
Outside the ferrimagnetic medium 11 = 1, K = 0 and the normal 
Laplace equation is obtained: 
5.11 
x 2 	Dy2 	z 2 
Consider Figure 5.1 which shows a semi-infinite YIG slab 
of thickness s surrounded by air. 	The potential, , 
satisfies equation 5.10 inside the slab and equation 5.11 
outside the slab. 	This potential is separable into 
rectangular co-ordinates: 
= X(x) Y(y) Z(z) 
	
5.12 
As the magnetostatic wave must propagate in the slab and 
decay outside it in the x direction the wave may be expressed 
as: 
Inside: 	X1 = a sin(kxix) + b cos (k'x) 
5.13 
Outside: X = c exp(_kxex) 	 x > s/2 










































where k and k 
e  are the wavenuinbers of the internal and 
X 	 x 
external wave respectively. 	The boundary condition on the 
normal component of flux density gives: 
I 	- j K-1' = 	I 	 5.14 x: 3y 3x 
x=±s/2 	 x=±s/2 
This requires that the y-displacement be: 
Y = ex(ikY) 	 5.15 
The z-displacement is: 
Z = cos(kz) 	 5.16 
Substituting equations 5.13, 5.15 and 5.16 into equation 5.10 
and equation 5.11 yields: 
i(kx 	y 	z k 
2) + k 2 = 0 
5.17 
k e_  k 2 - k 2 = x 	y 	z 
From equations 5.15 and 5.16 it is apparent that as the 
wave propagates in the y and z directions k and k z must be 
real; k', however, may be real or imaginary. 	If p < 0 
then k 1 is real and volume waves propagate according to 
equation 5.13. 	If p > 0 k1  is imaginary and the wave 
decays exponentially from the surface. 
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The equations above have been derived without reference 
to the direction of the applied r.f. field. 	It will be 
seen that the choice of surface and volume wave propagation 
is uniquely defined by the direction of this field. 	The 
three possible orientations of r.f. field are shown in 
Figure 5.2(a), (b) and (c). 	For an r.f. field applied in 
the y-direction and d.c. field applied in the z-direction, 
(Figure 5.2(a)) the transverse propagation case, h z = 0 
and consequently equation 5.17 becomes: 
k 1 -4-k 2 =O 
'C 	 y 
5.18 
k e2 - k 2 = 0 
'C 	 y 
As k must be real it follows that k is imaginary and that, 
in this case, surface waves only may propagate. 	For the 
case of longitudinaljpropagatiOfl (Figure 5.2(b)) the d.c. 
field is applied in the. yJ-direction and the components'of the 
total field are given by: 
Hx 	 y 	y 	 z 	z 
H. 	H Eh H Eh =0 







+ Pk 2 = 0 5.19 

















Figure 5.2 Dispersion relations for (a) surface waves, 










Figure 5.2 Dispersion relations for (c) forward volume 
waves. 
applied in the y-direction to give: 
- 
H x  Eh  x 	H y 
 EH 
1 	 z 	z . 
H Eh =0 
and equation 5.17 becomes: 
. iikl+k 2 =0 
x 	y 
5.20 
As i < 0 and 1c is real only volume waves may propagate. 
5.4 	Dispersion of Magnetostatic Waves 
The key property of NSW lies in their dispersion character-
istics. 	That is, at a particular frequency a range of 
wave-numbers is made available by varying the d.c. bias 
field. 	Alternatively, the wave-number spectrum can be 
obtained by varying the frequency and keeping the d.c. field 
constant. 	This function of frequency versus wave-number 
is shown in Figure 5.2 for the three orientations of bias 
field. 	It can be seen that volume and surface waves are 
distinguished by unique dispersion relations. 	These 
relations give rise to both the available bandwidth of the 
propagating mode and its potential delay characteristics. 
The surface wave dispersion relation is found by.'. 
substituting equations 5.13 and 5.15 into equations 5.14 and 
5.18. 	Assuming that k = _jk1 = k7e = k, k is given by: 
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i W M 	 JWWN Setting p = 1 + 	 and K = 	 , a more useful 
- 	 - 	 - 
relation, first derived by Damon and Eshbach, is obtained: 
= 1{(w + WN/2 ) - (WM/2)2 exp(-2ks)} 	 5.22 
Thus the spectrum of possible wave-numbers from k = 0 to 
k = yields the corresponding frequency bandwidth 
W 
= 	k 
(W + WM ) ½. to w = W + WN/2 (see Figure 5.2(a)). 
The dispersion relation of the volume waves may be 
similarly derived by substituting equation 5.13 and 5.15 
into equations 5.14, 5.19 and 5.20. 	The dispersion relation 
for longitudinal propagation is given by: 
2 cot(aks) = a - cx 	 5.23 
and for perpendicular propagation by: 
2 tan(ks/2c) = ci. 	 5.24 
- 
where a= 	 1 
w.(w. + (A ) - 
1 	M 
Both arranements yield identical potential bandwidths of 
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= W to w 	 + 	indicating that the volume wave 
spectrum lies immediately below the surface wave spectrum. 
The-different dispersion relations of the volume waves yield 
backward volume waves (i.e. where the wave-number decreases 
with increasing frequency) for longitudinal propagation and 
forward volume waves (i.e. where the wave-number increases 
with increasing frequency) for perpendicular propagation, 
(see Figure 5.2(b) and (C)). 
The dispersion relations of equations 5.22, 5.23 and 
5.24 indicate that at high frequencies the potential bandwidth 
of surface waves is much smaller than that of the volume 
waves. 	For example, using pure YIG at a centre frequency 
of 2 GHz, bandwidths of 1.5 GHz are possible in either 
surface or volume wave propagation. At a centre frequency 
of 10 GHz, however, the surface wave bandwidth is reduced 
to 300 MHz while the volume wave bandwidth is increased to 
2.2 GHz. 	In spite of this the wide bandwidth applications 
of magnetostatic volume waves have not been fully realised 
at the present time and most research on delay lines has 
involved the surface wave configuration. 	Part of the reason 
for this popularity lies in the possibility of obtaining 
non-dispersive and linearly dispersive delay characteristics 
in. the surface wave configuration. 	These characteristics 
are discussed in the next section as a feature of surface 
wave propagation. 
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5.5 Features of Surface Wave Propagation 
5.5.1 	Dispersion of surface waves 
Two features of surface wave :propagation' make it 
particularly useful in the implementation of delay line 
devices. 	Firstly, as the waves themselves are constrained 
to the surface most of the magnetostatic power may be 
conveniently and efficiently tapped. 	Secondly, in certain 
circumstances surface waves are non-reciprocal. That is, 
they have different propagation characteristics for +y and 
-y propagation (in the configuration of Figure 5.1). 
The non-reciprocity of surface waves was first demon-
strated by Bundle and Freedman 55 . 	They found that when a 
metal plate was placed on one face of a YIG slab the tapped 
signal was unaffected while when placed against the opposite 
face the signal disappeared. 	They therefore concluded that 
the propagation of the wave depended on the conditions. at 
one face only, that is that the wave was inherently uni- 
directional. 	Seshadri 56 , however, showed that the 
inetallisation itself caused the propagation to become uni- 
directional. 	He showed further that the signal which was 
assumed to be destroyed was actually reduced to an insignifi-
cantly low level and that which was assumed to be unaffected 
was very slightly reduced. 	Seshadri has shown that for a 
YIG slab with a metalliséd layer (i.e. a grounded YIG slab), 
the surface wave dispersion relation becomes: 
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W (w. + CL) M 	N ; w) exp 	 :i (2ks) = 	 5.25 
+ WM ± w) (w  i + Wm/2 ; 
yielding different propagation characteristics for the +y 
and -y  directions. 
A delay line device realised with a rounded YIG slab 
presents a non-linear delay versus frequency characteristic 
that renders it almost useless for a practical delay. line 
application. 	However, Bongianni 57 has shown that it is 
possible to tailor the dispersion relation to obtain 
desirable non-dispersive or linearly dispersive delays. 
By introducing a dielectric layer between the YIG and ground 
plane (Figure 5.3) he showed that the wave propagating in 
the +y direction could be expected to exhibit  non-
dispersive delay (i.e. where the delay is constant with 
change in frequency) over 10% of the surface wave bandwidth, 
while that propagating in the -y direction should exhibit 
a linearly dispersive delay. 	The dispersion relation for 
this layered structure, as derived by Bongianni, is: 
CL) 	Wi 
1+ -+- 
1 	 W  W  exp(2ks) = 	
- (w 	. 1 + 2 [+) 1 - 
	- 
1 + tanh(- k t) 
1 - tanh(- k t) 
5.26 







Figure 5.3 Dielectric layer. structure. 
the YIG slab and a Lakes the value +1 or -1 for propagation 
in the +y and -y directions respectively. 	In the limiting 
case when the metal layer is removed the dielectric width 
t 	and the dispersion relation becomes identical with 
the Damon and Eshbach relation, equation 5.22: 
U). 	
2 
exp(-2ks) = 1 + 4 - + 4 —i-- - 4 I1 	5.27 
M 
In this case a is squared yielding identical propagation 
characteristics for the +y and -y directions. 
The w v. k characteristic of the Bongianni structure 
is given by equation 5.26. 	In Figure 5.4 the dispersion 
is given for different values of YIG thickness at a bias 
field of 200 Oe and a dielectric thickness of 25 pm. 
The -y propagation is similar in shape to the Damon and 
Eshbach wave of Figure 5.2(a) and is bounded by the same 
limits (f 1 and f 2 ). 	The +y propagation differs considerably 
from the -y propagation. 	For high values of YIG to 
dielectric thickness ratio the +y propagation approaches the 
same limits but from the opposite side. 	For high values of 
YIG thickness the +y propagation passes through a region 
where w/k = 0. 	That is, the frequency remains constant 
over a range of wave-numbers. 	As the YIG thickness 
decreases this region is gradually, changed to one where 
= constant implying a linear variation of frequency 
with wavelength. 	Thus wave-numbers in the range 10 - 1000 cm1 
yield non-dispersive behaviour for the +y propagation. 
Figure 5.5 shows a typical delay characteristic for a 10 urn 
YIG film separated from ground by a 125 pm glass dielectric. 
An almost constant delay exists between 2.4 and 2.5 GHz. 
5.5.2 	Transduction 
The process of transduction, i.e. the conversion of 
the r.f. signal to a magnetostatic wave, may be both easily 
and efficiently carried out using microstripcoup1rs 
grounded at one end. Although such couplers can be used 
over a wide frequency range efficient transduction demands 
limitations on their size. 	Firstly, the width of the 
coupler must be less than ir/k where k is the wavenumber of 
of the magnetostatic wave. 	Secondly, the electrical length 
of the coupler should be short compared to A/4 in the micro- 
strip, where A is the r.f. wavelength. 	Thirdly, the d.c. 
resistance of the microstrip should be less than the radiation 
resistance of the r.f. wave. 
Besides these limitations the design of an efficient 
transducer requires a knowledge of the transducer loss. 
Transducer loss can be expressed in terms of the radiation 
resistance of the microstrip coupler, the minimum transducer 
loss normally being equivalent to a radiation resistance of 
50 Q (the matched impedance of the associated electrical 
network). 	Consequently, in order to predict the transducer 
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Figure 5.4 Dispersion of rnagnetostatic waves for several values 
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Figure 5.5 Delay characteristics of a 10 jiinfilm separated 
separated from the ground plane by a 
125 pm glass dielectric (after Bongianni 57 ). 
yield non-dispersive behaviour for the +y propagation. 
Figure 5.5 shows a typical delay characteristic for a 10 pm 
YIG film separated from ground by a 125 pm glass dielectric. 
An almost constant delay exists between 2.4 and 2.5 GHz. 
2.5.2 ' - Transduction 
The process of transduction, i.e. the conversion of 
the r.f. signal to a magnetostatic wave, may be both easily 
and efficiently carried out using microstip couplers 
grounded at one end. Although such couplers can be used 
over a wide frequency range efficient transduction demands 
limitations on their size. 	Firstly, the width of the 
coupler must be less than it/k where k is the wavenunther of 
of the magnetostatic wave. 	Secondly, the electrical length 
of the coupler should be short compared to A/4 in the micro- 
strip, where A is the r..f. wavelength. 	Thirdly, the d.c. 
resistance of the microstrip should be less than the radiation 
resistance of the r.f. wave. 
Besides these limitations the design of an efficient 
transducer requires a knowledge of the transducer loss. 
Transducer loss can be expressed in terms of the radiation 
resistance of the microstrip coupler, the minimum transducer 
loss normally being equivalent to a radiation resistance of 
50 0 (the matched impedance of the associated electrical 
• network). 	Consequently, in order to predict the transducer 
loss Ganguly and Webb 58 have developed a model of the 
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radiation resistance of a microstrip exciting a surface wave. 
This model is discussed in Chapter 7. 
The possibility of using more complex transducer 
structures has been investigated by Collins and Pizzarello 59 . 
They used a meander line coupler with a periodicity which 
matched the periodic distribution of the magnetostatic field 
and thus achieved good matching between the exciting and 
propagating fields. 
5.5.3 	Propagation loss 
As well as being subject to transducer loss the surface 
wave also suffers from a propagation loss. 	This loss has 
been investigated theoretically by Vittoria et al 60  and 
61 experimentally by Webb et al . 	The propagation loss 
was found to be proportional to thee 	delay. 	Thus while 
it is expected that propagation losses as low as 12 dB/psec 
are possible at X-band, losses of 25 dB/psec have been reported 
for epitaxial YIG films at S-band. 
5.5.4 	Power saturation 
The dynamic range of any magnetostatic wave is bounded 
by non-linear processes resulting from high-power signals. 
For r.f. signals of amplitude greater than that of a critical 
driving field intensity, hcrjt  the magnetostatic wave is 
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subject to distortion due to power saturation. 	The value 
of hcrit  is purely a function of the frequency of the r.f. 
signal and is independent of the d.c. bias field. 	For 
frequencies in the coincidence limiting region 
(WM/3 . 	 saturation occurs at power levels greater 
than -20 dBm. 	For frequencies above this region hcrjt  is 
increased by 40 dB. 	Thus the boundary at w = 2wM/3 is the 
lowest frequency at which high power operation can be 
carried out. 	For YIG this is typically about 3.6 GHz. 
For materials like GaYIG (see Chapter 3) whiOh have lower 
saturation magnetisations, 2wM/3 can be adjusted to allow 
thresholds of + 10 dBm at frequncies below 3.6 GHz. 
5.6 Features of a Practical Delay Line 
This section describes the design and building of a 
magnetostatic wave transducer device based mainly on the 
theory of Bongianni, and its subsequent testing as a 
practical delay line. 
The most significant problems in developing a practical 
delay line are found in the design and fabrication of the 
transducers and in the growth of the YIG film and its 
characterisation. 	These are discussed in Sections 5.6.1 
and 5.6.2. Section 5.5.3 describes the layout of the device 
and examines the causes which lead to poor device performance. 
Predominant among these are the effects of insertion loss 
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and delay ripple which are discussed in Sections 5.6.4 and 
5.6.5 
5.6.1 	Transducers 
Microstrip transducers were most conveniently formed 
by evaporating aluminium onto a glass slide and using the 
standard photolithographic techniques (described in Chapter 3) 
to etch from the aluminium, the desired transducer patterns. 
These are shown diagrammatically in Figure 5.6(a) (end-on 
view) and 5.6 (b) (plan view). 	The characteristic micro- 
strip structure consists of three layers: metal-strip/ 
dielectric/ ground plane. 	With the transducer as the 
metal strip and the glass as the dielectric the ground plane 
was formed by evaporating 'aluminium onto the back of the 
glass slide. 
The transducer itself consists of a narrow strip (in 
contact with the YIG) and a square (in contact with coaxial, 
OSM-type connectors, linking the device to the rest of the 
circuit). 	As the narrow strip is in contact with the YIG 
its.dimensions and that of the dielectric are governed not by 
inicrostrip theory but rather by the requirements of efficient 
inagnetostatic wave transduction. 	The maximum width of the 
microstrip is given from Section 5.5.2 by: 














Figure 5.6 Transducers for the inagnetostatic delay line. 
where W is the width of the microstrip. Assuming wave- 
3 	-1 numbers larger than 10 cm are out of the range of interest 
the microstrip width should not exceed 30 pm. 	In practice 
it was found that due to photolithographic effects the micro-
strip width was reduced to 28 pm. 
The length of the narrow strip was chosen.a_s,l 3 mm. 
This was selected as the shortest length that could 
accomodate a transfer of energy into the magnetostatic wave 
large enough to produce measurable effects. 	It was 
considered undesirable to increase this length as this would 
require an increase in the width of the superposed YIG slice, 
(see Section 5.6.3). 	This in turn would.mean that fewer YIG 
slices could be cut from a single as-grown. sample. 
As it is impossible to couple an r.f. signal to the 30 pm 
strip directly the strip was expanded to a square micros trip 
at each end. A ½ mm square was designed so that it would 
match the tab on the OSM connector. For a microstrip 
associated with a dieleátric of permittivity equal to 4 to 
have a characteristic impedance of 50 c, microstrip theory 
requires a stripwidth/ dielectric thickness ratio of 0.0262. 
Hence a stripwidth of ½ mm demands a dielectric thickness of 
250 pm. 
Each transducer plate was fabricated with three trans-
ducers. The spacing and dimensions of the transducers are 
shown in Figure 5.6. 
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5.6.2 	Growth and characterisation of YIG films 
YIG films were grown using liquid-phase epitaxy. 	The 
growth technique was identical to that used for growing 
bubble films and is described in Chapter 3. 	The melt 
composition for YIG growt i is, however, different and is 
shown in Table 5.1. 	The saturation temperature of the melt 
was found to be 1010 0C. 	Films were grown at 980 0C (i.e. 
300 of supercooling) at a rate of 1 pm/ min to a thickness of 
approximately 5 pm (measured by ball penetrometry). 
The saturation magnetisation of the YIG was measured, 
prior to using it in the delay line device, to obtain the 
available bandwidth and dynamic range of the device. 	For 
the measurement use was made of those characteristics exhibited 
by the YIG film under conditions of power saturation, (see 
Section 5.5.4). 	A copper-clad stripline was laid over the 
YIG sample and held firmly against a non-magnetic backing. 
The whole was placed between the poles-of an electromagnet 
and connected to a Hewlett-Packard network analyser via a 
variable attenuator, set initially to - 30 dB. 	Ferromagnetic 
resonance was observed over a swept frequency range of 3 - 
4 GHz at a bias field of 600 Oe. 	The attenuation was de- 
creased, increasing the power flow. 	The increase in power 
caused an observable decrease in the resonance absorption 
indicating that the YIG was saturated, (Figure 5.7). 
Therefore the frequency at which this decrease occurred had 
to lie in the coincidence limiting region. 	By increasing 
the bias field to 630 Oe the resonant frequency was pushed 
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TABLE 51 MELT COMPOSITION FOR YIG 
1.'40 GM 
FE2 03 1182 GM 
B2 03  4q04 GM 
'PBO 18300 GM 
COINCIDENCE LIMITING 
Figure 5.7 Determination of saturation magnetisation. 
into the premature decline region where the power was not 
sufficient to saturate the YIG. 	Hence here no decrease in 
the absorption was observed. 
	The lowest frequency, f, at 
which no decrease was observed marks the onset of the premature 
decline region and is therefore equal to 2yM/3. 	The 
saturation magnetisation, M5 , is then given by: 
M s 2y 
where y = 2.8 MHz/0e. 	For the YIG sample used in the 
following experiments the frequency, f, was found to be 
3.42 GHz, yielding a saturation magnetisation of 1830 G. 
5.6.3 	The inagnetostatic delay line 
The device, shown in Figure 5.8(a) and (b), consists of 
an aluminium support block on which the transducer plate was 
placed. The as-grown YIG sample was cut into 3 mm wide 
slices one of which was placed over and in direct contact 
with the transducers. 	OSM-type connectors were fastened to 
the aluminium block so that their tabs were in contact with 
the square microstrips. 	The other end of each microstrip 
line was earthed by applying some conductive paint between 
it'and the aluminium block. 
D.C. continuity was tested by measuring the total 
resistance of the OSM connector and transducer and ensuring 


















Figure 5.8(b)Magnetostatic delay line 
(diagram). 
usually necessary to apply some conductive paint between the 
tab and microstrip. 
A.c. continuity was tested by checking the input 
impedance of the device. 	The technique is described in 
Section 6.3. 
To measure the characteristic delay the device was fixed 
between the poles of an electromagnet and oriented so that 
the bias field was transverse to the direction of the magneto-
static wave. 	Two transducers 1 cm apart were selected for 
input and output. 	They were connected to a Hewlett-Packard 
network analyser, variable frequency pulse generator and c.r.o. 
display. 	For an input pulse at 3.3 GHz a bias field of 
470 Oe produced a delay of 200 nsec. 	Figure 5.9 shows the 
input pulse (lower line) and the delayed pulse (upper line). 
The low rise time of the delayed pulse is typical of this 
type of delay line. 
5.6.4 	Insertion loss 
Insertion loss is the sum of the propagation and 
transducer loss. 	It was noted above that waves propagating 
in the +y and -y  directions of a grounded YIG slab have 
different dispersion characteristics. 	It is also the case 
that waves are constrained to either the top or bottom 
surfaces depending on their direction of propagation. 	As 




Figure 5.9 Delayed output pulse from a magnetostatic YIG 
delay line. 
coupled to the r.f. signal than those waves constrained to 
the bottom surface it is clear that transducer loss is a 
function of the direction of propagation of the surface wave. 
In contrast, propagation loss is independent of the direction 
in which the wave propagates. 
The insertion loss was measured using the experimental 
set-up described in the previous section; the variable 
frequency pulse generator being replaced by a sweep generator. 
The middle of the three transducers was used for input and 
the other two for output. 	Thus it was possible to measure 
the insertion loss of the waves propagating in the +y and 
-
y directions without reversing the field or the device itself. 
A frequency sweep of 2.8 to 3.8 GHz at a bias field of 600 Oe 
yielded the characteristic bandwidth response shown in 
Figure 5.10(a) and (b). 	The efficient coupling of the +y 
wave is shown by an insertion loss of - 14 dB compared to one 
of - 34 dB 	for the -y wave. The value of - 34 dB is higher 
than the insignificant level predicted by Seshadri. This 
was probably because the YIG was not effectively grounded, 
being separated from ground by the relatively thick dielectric. 
Although equation 5. 22 indicates that a YIG film of thickness 
5 pm, magnetisation 1830 G, operating under a bias field of 
600 Oe should have a potential bandwidth of 900 MHz the 
effective bandwidth in this instance is only 500 MHz. 	This 
difference may have been due to poor contact between the 
microstrip couplers and the YIG. 
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Figure 5.10 Insertion loss of a YIG delay line for 
(a) top and (b) bottom surface waves 
over a distance of 1 cm. 
The insertion loss for a wave propagating over 2 cm was 
measured by using the two outer transducers for input and 
output. 	The result, shown in Figure 5.11, indicates that 
the minimum insertion loss is increased to - 20 dB and the 
potential bandwidth is decreased to 250 MHz. 
5.6.5 	Delay ripple 
IN 
It can be seen from Figure 5.10 that the insertion loss. 
characteristic is not smooth but is composed of small 
perturbations. 	This is the result of signals, untapped at 
the output transducer being reflected at the film/ air boundary 
and returning to the input transducer. Where these signals 
are in-phase or out-of-phase with the incoming signals they 
add to or subtract from these signals to yield the ripple 
effect. 	To reduce this delay ripple it was necessary to 
ensure that (a) the coupling efficiency of the transducer is 
such that few signals are left untapped and (b) those signals 
that do continue are absorbed at the boundary rather than 
reflected. 	Point (b) may be solved either by tapering the 
film to a point or by roughening the boundary and thus causing 
the signals to be incoherently reflected. 	Point (a), however, 
requires the design of an efficient transducer. 	The criteria 
leading to the design of an efficient transducer are examined 
in Chapter 6. 
1 	- 
.1 
Figure 5.11 Insertion loss of a YIG delay line for a top 
surface wave over a distance of 2 cm. 
CHAPTER SIX THE RADIATION RESISTANCE OF MAGNETOSTATIC 
SURFACE WAVES 
6.1 - Introduction 
To design an efficient YIG delay line employing 
magnetostatic surface waves it is necessary to define the 
efficiency of r.f. to surface wave transduction. 	As the 
power absorbed by the surface wave can be equated to that lost by 
the r.f. electromagnetic wave the process of transduction 
can be regarded as the radiation of power from the microstrip 
and the efficiency of transduction defined in terms of 
radiation resistance. 	For this reason this chapter is 
devoted to the derivation of a theory of radiation resistance 
and to the verificatiOn of this theory by experiment. 	In 
Section 6.2 the radiation resistance is recognised as a 
function of the surface wave magnetostatic potential. 	It 
is shown that as no analytical method of calculating this 
potential exists a numerical technique is used. 	Briefly, 
the technique is as follows. 	The r.f. current in the 
microstrip gives rise to a vector potential and flux density 
which are calculated using an iterative procedure based on 
the Frankel and Young technique 63 . 	The flux density is 
obtained as a series of tabulated values and arranged as a 
Fourier cosine series. 	The coefficients of the Fourier 
series and surface wave flux density are compared and are 
equated where the wave-number of the surface wave equals the 
wave-number (i.e. the period) of the Fourier "wave". 	As 




radiation resistance can be determined. 	In Section 6.3 the 
experimental set-up is described and in Section 6.4 the 
results are compared to those obtained from the theory. 
6.2 	Theory 
In this section the concepts leading to the derivation 
of the formula for the radiation resistance of a magnetostatic 
surface wave transducer are discussed. The radiation 
resistance, defined as the power per unit current is a 
measure of the power absorbed by the surface wave from the 
applied r.f. signal. 	This power is given by the amplitude 
of the potential of the surface wave. 	It is the calculation 
of this potential that presents the most severe problem in 
determining the radiation resistance. 
The layout of the YIG device described in Chapter 5 is 
shown in Figure 6.1, schematically and in the z-plane. 
The sophisticated coupling arrangements have been simplified 
to a current source from a rectangular conductor. 	The YIG film 
is taken to be a simple semi-infinite permeable strip. 
The distribution of potential inside the strip has already 
been shown to satisfy Laplace's equation. 	It is conceivable 
therefore that the magnitude of the potential can be found by 
solving Laplace Is equation directly under the appropriate 
boundary conditions. 	However, there are problems associated 









analytic solution can exist for a rectangle where the 
boundary conditions are not specified. As in this case the 
boundary conditions arise from an exterior source it is 
clearly impossible to determine these conditions. 	Secondly, 
any such solution requires the rectangle to be of infinite 
permeability and this is not the case here. 
An alternative technique such as the method of images 
is unsuitable as it does not yield solutions for a rectangular 
strip. 	The only technique that appears to be suitable is 
the relaxation method of Southwell 64 . 	The manner in which 
this technique is implemented to solve the present problem 
is described in the subsequent sections. 
6.2.1 The method of relaxation 
In this method the solution of the Laplace equation 
appears as set of discrete points scattered in an orderly 
manner over the field where the Laplace equation is satisfied. 
The partial differential equation which describes the total 
potential over the whole field is replaced by a number of 
finite-difference equations. 	As each of these equations 
describes the potential at one of the discrete points by 
associating with it the potentials at surrounding points, 
they form a set of simultaneous equations. 	The solution of 
these equations directly is cumbersome, because of the large 
number involved. 	Fortunately, the simple form of the finite- 
difference equation allows it to be solved by an iterative 
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technique. This technique when used manually, as it was 
originally devised, is known as relaxation; when implemented 
on a machine such as a computer the term iteration is usually 
employed. 
The basis of both techniques is the finite-difference 
equation. 	Consider the symmetrical "star" of Figure 6.2 
having a "mesh length", h. 	A difference equation is 
established by expanding the vector potential A, at the 
centre, in a Taylor's series. 	In the x-direction: 
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6.1 
Substituting x = h and x = -h into equation 6.1 yields the 
potential at points 1 and 3: 
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Adding together and ignoring terms containing h 4 or a higher 
power of h gives: 







Figure 6.2 Symmetrical "star" for relaxation technique. 
hI---}=A +A -2A 
ax 2 
	1 	3 	o 
	 6.3 
In a similar manner, expanding A in the y-direction gives: 
- 'y J 
I 	21 	 0 
;2 A 
4 2 I =A +A - 2A 
	
6.4 
Adding equation 6.3 to equation 6.4 and substituting into the 
Laplace equation yields: 
A 1 	2 	3 	4 
+A +A +A -4A =0 o 
	 6.5 
Equation 6.5 is thus .a valid approximation to the Laplace 
equation. However, in many cases the situation is such that 
the right hand side is not equal to zero but rather to a 
residual, R0 , given by: 
R0 = A1 +A2  '+ A3 + A4 - 4A 0 
	 6.6 
As the demand is to calculate values for the potentials that 
will satisfy the Laplace equation and hence equation 6.5, the 
purpose of the relaxation technique is to reduce this 
residual to zero. 	From equation 6.6 it may be seen that the 
calculated residual of any particular point or node, A0 , may 
be reduced to zero by decreasing A 0 by R0/4. 	The four 
surrounding nodes are then also changed by R0/4. 	Thus the 
original residual, R0 , at the centre is reduced to zero by 
"spreading" or "relaxing" to R0/4 at the surrounding nodes. 
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Of course, these surrounding nodes will in their turn affect 
the node at the centre similarly. 	The residual at the 
centre after one cycle will thus not be zero but some value 
less than R0 . 	The relaxation process is then continued 
through a number of cycles until the residual is of a value 
low enough to reflect the accuracy required for the potential 
distribution. 	In practice this residual will be the 
maximum residual of the whole field. 	The relaxatipn process, 
therefore, always begins at the node corresponding to the 
maximum residual. 
As described, this basic process is very slow: a large 
number of cycles is required in order to achieve sufficient 
accuracy. 	It is possible, however, to accelerate the process 
by using the concept of over-relaxation where the residual 
instead of being reduced to zero is rather reversed in sign. 
It was noted above that reducing the residual at one node, 
A0 , to zero causes the residuals at the surrounding nodes to 
be increased which in their turn cause the residual at A 0 to 
increase from zero. 	To avoid this wastage of effort it 
would seem appropriate to make the residual at A0 negative 
so that subsequent to operations at the surrounding nodes 
this residual becomes zero.. This method is, however, H. 
difficult to implement because of the uncertainty in deciding 
the amount by which to reduce the residual. 
The manual relaxation process, even when employing 
over-relaxation, is slow and cumbersome compared to the 
computer aided techniques available. These have therefore 
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been preferred for use in this Thesis. 
6.2.2 	The method of iteration 
The iterative techniques available today are in general 
sophisticated versions of that due to Gauss and Seidel 
63 
In these techniques, unlike those for manual relaxation, it 
is not possible to observe the node at which the maximum 
residual occurs and it is in any case unnecessary to do so.. 
The importance of the maximum residual lies in the part it 
plays in determining the accuracy of the solution through 
examining the convergence and final result of the residual, 
as shown below 
Consider the potential array of (p + 1) .x (q + 1) .points 
as shown in Figure 6.3. 	In the Gauss-Seidel method all 
points are scanned row by row, left to right, starting. at the 
bottom left hand corner. 	The new potential at each point 
is calculated from the most recently computed potentials 
and is given for the (n+l)th cycle by: 
Ahk n+l =: ¼(Ah+l,kn + Ahk+1 ' t Ah_l,k n+l + Ah,k_l
n+l 
6.7 
Although this method is considerably faster than hand 
relaxation techniques it is still Uneconomically slow. 	A 
better method, due to Frankel and Young 63  is that of 
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Q+ 1 
Figure 6.3 Potential array for the Gauss-Seidel method. 
successive over-relaxation (SOR). 	Basically the same as the 
Gauss-Seidel method it employs the concept of over-relaxation, 
described above, in a controlled manner to obtain faster 
and more accurate results. 	The over-relaxation is due to 
a factor a, known as the convergence factor. The new value 
of potential is calculated from the sum of the old value and 
a times -the' residual, i.e.: 
n+l 
Ahk 	=hilk+ a[¼Ah+l,k + 	+ Ah_lk n+l 
+ Ah,k_l)-Ah,k") 	6.8 
The convergence factor, a, has a value between 1 and 2 and 
is not allowed to exceed these limits. 	The higher the 
value the greater the degree of over-relaxation. 	For 
a 	1 equation 6.8 reduces to the Gauss-Seidel formula of 
equation 6.7. 	For a > 1 the convergence rate is enhanced 
and for a particular optimum value, ct 0 , the convergence 
rate is maximised. 	The value, a op , is different for each 
problem but can be shown for rectangles having mesh lengths 
of 15 nodes or more to be precisely a function of the number 
of nodes. 	For a rectangle having (p+l) x (q+1) nodes a op 
is given by: 
a 	=2 - in 12_+_) .op 
t.p 2 	q 2 
6.9 
The number of iterations used depends on the amount by which 
the maximum residual is to be reduced: the larger the number 
of iterations the more accurate the solution. 
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Although other rapidly convergent methods are available 
the programming required to implement them is too complex to 
be justified in this case and have therefore been rejected. 
6.2.3 	Boundary conditions 
In this section consideration is given to those cases 
where the value of the potential is a function of particular 
boundary conditions. 	Those discussed here comprise straight 
boundaries and those boundaries coincident with nodes. 
Consider Figure 6.4 which shows two areas, a and b, of 
permeability 11a and  Pb  respectively, 
separated by a boundary. 
At all the nodes Laplace's equation is satisfied. Thus the 
potential at node 0 is given for area a by: 
A +A +A +A -4A =0 	 6.10 
a 	a 	a 	a 	a 1 2 3 4 o 
and for area b by: 
A  + A  + A  + A  - 4A  = 0 	 6.11 
1 	2 	3 	4 	o 
Values A   and  A   have no meaning as the nodes 1 and 3 lie 1 	3 
outside the areas a and b respectively. 	However, as the 
boundary conditions also contain these terms they can be 
eliminated between the two sets of equations. 
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A3 A 1 
A4 
- Figure 6.4 Boundary at four-node array. 
The continuity of the normal component of flux density 
gives at the boundary: 
b =b 	 or n 	n a b 
9A - 3A  
at 	at 
6.12 
where n and t are unit vectors normal and tangential to the 
boundary respectively. 	The continuity of the tangential 





1-b t =Lb 
1a 	 1 a 	a tb 
This gives: 
1 aAa _l ai 	 6.13 
11a aT1 	pban 
Equation 6.12 yields at any boundary node, in: 
A a  =Ab 	m =A 	
6.14 
in 	in 
Equation 6.13 yields for Figure 6.4: 
-12.8- 
- [A 	A 1 {Ab - Ab] 	 6.15 
a 1 
a3j Pb 
Substituting equations 6.14 and 6.15 into equations 6.12 and 
6.13 yields the difference equation for the boundary .  node 0 
between two Laplacian regions: 
Pb 2p 	 2 
	
a +A +A 	+A -4A =0 	6.16 
1 11aPb 	2 	a3  'a'b 	 ° 
6.2.4 	Implementation of the iteration technique 
Consider the arrangement of Figure 6.1 to be set in a 
grid of mesh length 1 pm, as shown in Figure 6.5. 	The choice 
of grid dimensions is governed by the requirement that the 
magnetic field due to the conductor decays to a value at the 
grid boundary 1/10 of that at the edge of the conductor, 
(i.e. effectively negligible compared with that at the 
conductor). 	Thus for a conductor of half-length 15 pm the 
grid will be of half-length 150 pm and of total length 
300 pm. 	The width of the grid is governed by the maximum 
that can be allowed within the confines of a reasonable 
computer time. 	For the present problem it is set to 30 pm. 
From equation 6.9 the optimum convergence factor for this 
grid is given by: 









Figure 6.5 Grid,for iteration technique. 
For :a given input current of 1 mA, initial values of 
vector potential are calculated for each node in the grid 
from a formula given by Strutt 63 . 	The vector potential at 
a point (x, y) for a conductor of length 2a (in the y-
direction) and width 2b (in the x-direction) is given by: 
0 A = l6ab (a-y) (b-x) log( (a-y) + (b-x)) 
+ (a+y) (b- x) log ( (a+y) + (b-x)) 
+ (a-y) (b+x) log( (a-y) + (b+x)) 
+ (a+y) (b+x) log( (a+y) + (b+x)) 
—I + (a-y) 2  [tan 1 	+ tan- 1 a-y 	a-yJ 
b-x 	-1 b+x tan —). + (a+y) 2 [tan_i 	+ 
+ (b-x 2  [tan-' 	+ tan-' b-x 	b-x) 
+ (b+x)2[tan_1 	+ tan' 	iJ} 
6.17 
where I is the input current and V is the permeability of 
free space. In the present case a = 15 and b = 1. 	The 
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Vector potentials at all the nodes in the grid are calculated 
by means of a computer program. The potentials are then 
relaxed using a computer program based on the SOR technique 
and shown in Computer Appendix II. To establish the 
adequacy and veracity of this program an initial test was 
carried out using iron as the permeable layer. The program 
scans over all the nodes row by row starting at the bottom 
left hand corner of the grid. For nodes totally outside 
or inside the iron Laplace's equation holds. 	In terms of 
Figure 6.5 the potential at any such node P(I, J) after (n+l) 
cycles is given, from equation 6.8, by: 
= P(I, J) 	+ ct{¼{P(I+1 + P(I, J+l) 
+ P(I, J-l)+i + P(I1, J)+1] - P(I, 
6.18 
To save computer time use is made of the lengthwise bi- 
lateral symmetry of the grid and only nodes up to and including 
those in row P(150, J) are relaxed. 	The remaining 
potentials are then copied from these. 	Thus at row 150 
the equation 6.18 becomes: 
P(I, J) 1 = P(I, 	+ c¼((1P i J+l) + P(I, J1) n+1 
+ 2P (I-1, 	- P(I, J)} 	6.19 n+l) 
For nodes on the boundary of the iron the boundary condition 
equation 6,16, is used. 	At the left hand boundary the 
configuration is similar to that of Figure 6.4 with the 
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permeability of area b,Pb' set equal to infinity, (as iron 
is assumed to have an infinite permeability). This yields 
the iteration equation: 
11 
P(I, 	= P(I, J) + a 1 1. (2P (I 	 + P(I+1,n+l 
+ P(I-1, J) n) - P(I, J)} 	6.20 
At the right hand boundary, by comparison'with Figure 6.4, 
Va is set equal to infinity, yielding the iteration equation: 
P(I, 	= P(I, J) + 4 14- [2P (I, J+l) + P(I-1,J)+1n+l 
+ P(I+l, J)) - P(I, 	n} 	
6.21 
Using these equations the potentials are relaxed for fifty 
cycles. 	The resulting equipotentials have been drawn out, 
using a contour plotting computer program, and are shown in 
Figure 6.6(a) and (b) for a conductor/ iron separation of 
1-pm and 5 pm respectively. 	As expected the equipotentials 
meet and leave the iron layer normally in both cases. 
To calculate the potentials for a YIG layer that is to 
support surface waves the iteration technique is slightly 
different from that described above. 	The permeability of 
the YIG is a function of the bias field, the magnetisation of 
the YIG and the frequency of the applied signal. 	Thus these 
values have to be known prior to the iteration process and 
in addition to the magnitude of the current and the YIG 






figure 6.6 Equipotentials associated with iron layer at 
(a) 1 pm separation 
(b) 
Figure 6.6 Equipotentials associated with an.iron layer 
at. (b) 5 pm separation. 
limitations outlined in Section 6.2.6. 	Together with the 
bias field and magnetisation the wave-number gives a value 
fro the signal frequency from the dispersion relation of 
equation 5.22. 	The permeability, i, is then found from: 
- (A) 2 
1 
The most significant difference in using YIG as a 
permeable layer lies in the iteration equations describing 
the.boundary conditions. 	For YIG the normal component of 
flux density, b,  and tangential component of field, 	for 
transverse propagation (i.e. that configuration that initiates 
surface waves) is given in equation 6.30. 	Considering 
Figure 6.4 with area a as YIG and area b as air the continuity 









or 	a 	a3j  - A 
1 + jK(A2 - A4 ) = (p2 - K 2 )[Ab - AbI 	
6.22 
Substituting equation 6.22 into equations 6.12 and 6.13 and 
equating the real parts yield: 
4pA0 - p(A2 + A4) -: 2PAa = 2(p 2 - K 2  ) A  
+ (p 2 - K 2 ) (A2 + A4)- 4A0 (p 2 - K 2 ) 
6.23 
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Rearranging equation 6.23 gives: 
___________ 	 + 2iA 
	
-A0 = 	1 	1 2(11 2 _K 2 )Ab + (+p 2- K 2 ) (A+A 	a3) 
4(J+1 2 -K 2 ) 
6.24 
Expressing equation 6.24 in terms of the SOR equation 6.8 
and replacing points A0 etc. with P(I, J) etc. yields:for 
the left and right hand boundaries respectively: 
P(I, 	= P(I, J) + 	
1 	I23iP(I, J+l)n 
4(u+11 2 _K 2 ) 
+ (p+p 2 -K 2 )(P(I+1, J) + P(I-1, 	n+i 
+ 2(p2-K2)P(I, J_1)fl+l] 
- P(I, J) n} 	
6.25 
( 	1 




+ (p+j 2- K 2 ) (P(I+l, J) + P(I- 1, 
+ 2(112-K2)P(I, j+l) nj 
- P(I, J)} 	 6.26 
where p and K are as given in Section 5.3. 	The nodes totally 




	 As with the iron layer the characteristics of the YIG 
layer used with the iteration program give rise to a set of 
tabulated relaxed potentials. 	The resulting equipotentials 
are shown in Figure 6.7(a) and (b) for conductor/ YIG 
separation of 1 pm and 5-pm respectively. 
The' -flux density at the top and bottom boundaries of the 
YIG is found by differentiating the potential over the boundary. 
This is done by subtracting at each row the potentials on 
either side of the boundaries and dividing by the 2 pm 
distance between them. 	These tabulated flux densities are 
used in the determination of radiation resistance as described 
in the next section. 
6.2.5 	The vector potential wave equation 
The wave equation for a magnetostatic wave given in 
equations 5.13, 5.15 and 5.16 may be expressed for the 
surface wave in terms of the scalar potential, , as: 
q. = ( a exp(kx) + b exp(-kx)) exp(ky) exp(jwt) 	6.27 
where a and b are the coefficients of the potential of the 
top and bottom surface waves respectively. 	This scalar 
wave equation is used for source-free situations, such as 
that discussed in Section 5.3. 	In the situation considered 
here as the surface wave is considered to arrive from a 






Figure 6.7 Equipotentials associated with a YIG layer 
at (a) 1 pm separation. 
(b) 
Figure 6.7 Equipotentials associated with a YIG layer 
at (b) 5 pm separation. 
in terms of a vector potential in the z-plane: 
Az 
 = (a exp(kx) +b exp(-kx)) exp(ky). exp(jwt) 	6.28 
where the co-ordinate system is as shown in Figure 6.8. 
In order to justify the use of the vector potential it is 
necessaryto show that the vector potential satisfies 
Laplace's equation in YIG and that equation 6.28 is the 
solution of Laplace's equaion. 	It is also necessay to 
show that equation 6.25 yields a dispersion relation identical 
to that of equation 5.21. 
Writing equation 5.8 in 2-dimensions yields: 
bX = 11hz - Khy 	
6.29 
by = jKh + 1hy 
Rearranging in terms of h: 
h = 	Ipb +jKb 
X 	 x 	y 
h = 	1 I-jKb +iib 	= y 2_K2t 	x 	y11 
___ 	
- jK DA Z 
2'—' K 2 Dy 	
ax ) 
1 ç 	3A 	3A z 
112_K2 
- Ii -;;E- 
6.30 
Here it has been assumed that (a) the only component of current 
lies in the z-direction (and hence only the A  component 
exists) and (b) that the z-plane is infinite and undisrupted 
and hence that a/z = 0. 	In the magnetostatic limit 
V x h = 0 yielding the Laplacian 
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V2 Az = 0 	 6.31 
which is equivalent to v 2 q = 0 for the scalar potential. 
The solutions to equation 6.31 are thus as shown in 
equations 5.13 and 5.15 with replaced by A. 	The 
boundary conditions over the YIG are given by (a) the 
continuity of tangential h, i.e.: 
hi = he 	 or 
y 	y 
1 	3AZ1 	
A 1 	aAZe 
+JK 	 = 
1 2 K 2 ax ay ax 
6.32 
where the superscriptsi and e refer to the points inside 
and outside the YIG respectively and (b) continuity of normal 
b: 
i 	e b =b 	 or 
	
x x 
A',Iboundary = Ael boundary 	 6.33 
Substituting equations 6.32 and 6.33 into equations 5.13 and 
5.15 (with replaced by A)  yields a dispersion relation 
identical to that of equation 5.21. 	(The derivation is 
given in Appendix IV.:) 	The relation between the wave- 




 =k 	 6.34 
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Substituting equation 6.34 into the replaced equations 5.13 
and 5.15 yields equation 6.28. 	The flux density, b 1 is 
given, from equation 6.28, by: 
b = 	= Ma exp(kx) - b exp(-kx)} exp(ky) exp(jwt) 
y ax 
6.35 
To calculate the surface wave potential (i.e. the 
coefficients a and b) it is desirable to arrange the. 
tabulated values of flux density (i.e. the values 3A/ax) in 
a 2-dimensional Fourier series to allow comparison with the 
coefficients of flux density on the right hand side of 
equation 6.35. 	However, this is impossible because these 
values are a function not only of x and y but also of the 
wave-number, k, as well. 	Instead use is made of the fact 
that the x and y variations are separable. Assuming that 
the value of flux density in the YIG layer does not exceed 
that at the boundaries x = ±s/2, the x-variation can be set 
equal to the values at the boundaries. 	This yields (for all y): 
atx=s/2 
k{aexp(sk/2) - b exp(-sk/2)}exp(jky) = b y l 	6.36 
g 
at x = - s/2 
k{a exp(-sk/2) - b exp(sk/2)}exp(jky) = b 	6.37 
where b 	and b 	refer to the values on the right and left 
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hand boundaries respectively, as shown in Figure 6.8, and the 




b 	are given from the tabulated values of flux density and 
YIh- 
as such are a function of the variation in the y-direction. 
Thus the magnitudes a and b are now evaluated by arranging 
the values b 	and .b 	as a Fourier series in y. 	Assuming
Y I h Y g 
that the potential is symmetrical about the conductor only the 
symmetrical cosine variation in y need be considered. 
Comparing the real parts of the left and right hand side 
of equations 6.36 and 6.37 (the right hand side has a real 
part only) and rearranging yields: 
b
Y 	
exp(sk/2) - b 	exp(-sk/2) 
g 
ak cos(ky) = 




exp(-sk/2) - b 	exp(sk/2) 
g 
bk cos(ky) = 
exp(sk) - exp(- sk) 
Thus for a particular value of k the right hand side of 
equation 6.38 yields a set of tabulated values as function of 
y, f(y), for the top and bottom waves. 	Arranging these 
tabulated values as a Fourier cosine series in y yields: 
00 f(y) =C cos 	 6.* 39 
The term nrr/d, the vave-number of the Fourier wave, is 
governed both by the period n and the length d (the length 
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Figure 6.8 Distribution of potential in an excited YIG 
layer. 




 d/2 f(y) cos - ni--Y dy 
0 
6.40 
If the value of n is chosen so that nrr/d is equal to the wave-
number,. k, the calculated value of C can be set equal to 
ak or bk. As k is known the values of a and b follow. 
The magnetic energy density of the wave is given by e: 
U = b•h 
	
6.41 
Assuming that the power flows in the y-direction only 
substituting equation 6.30 into equation 6.41 yields: 
	
' b 	 6.42 y 
The power density vector S is given, by 66 : 




r .  
S 	
___ 
= IU 	= f
11 
 P 	






Substituting equation 6.28 into equation 6.44 and integrating 
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yields the power flow for the top surface wave as: 
 11 = 	' 	(ak) 2 	= 	a2 kw watt/ m 2 	 6.45 
yT 
2K2 
and similarly for the bottom surface wave: 
SYB = 
	b2 kw watt! m2 	 6.46 
11 2 K 2 
Hence the total power, P, of the surface wave is given by: 
P.= T + P = 
	11 	wks2..(a 2 + b 2 ) 
	
6.47 
where s is the thickness of the YIG film and 2 is the active 
width of the YIG film (i.e. the length of the microstrip 
coupler). 	For an input r.f. signal of current i, the 
radiation resistance, R   is given by: 
R =P 	wks9, (a 2 + b 2 ) 
1.1 	K 	1 
r 	2 2 •2 
6.48 
In Figure 6.9 the radiation resistance is shown as a 
function of frequency for the top and bottom waves separately 
at bias fields of 660, 570 and 480 Oe. 	The YIG thickness, 
s = 5 pm, the conductor width = 28 pm, the width of the YIG 
film, 2, = 3 mm and a conductor/ YIG separation of 1 pm is 
assumed. To calculate the permeability of the YIG and the 
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Figure 6.9 Radiation resistance v. frequency for top 
and bottom waves. 
rather than the external bias field. 	The internal field is 
found from the anisotropy field. 	This was not measured but 
was extracted from data 
66  as 60 Oe, to give corresponding 
internal fields of 600, 510 and 420 Oe. 
6.2.6 	Selection of wave-number 
Restrictions are placed upon, the selection of wave-
number by the fact that the effective wave-number of the 
Fourier wave, n7/d, must be set equal to the wave-number of 
the surface wave in order to compare coefficients. 
Consequently, initial selection of the wave-number is limited 
to some multiple of ir/d, i.e. for d = 300 pm a multiple of 
1.047 x 105 m. 
Up till now it has been assumed that the waves propagating 
in the +y and -y directions have identical dispersion 
characteristics. 	As noted in Chapter 5 this is, in general, 
not true for the type of layered structure considered here. 
However, using the appropriate dispersion relation, 
equation 5.26 1 it is found that for devices having a high ratio 
of dielectric thickness to YIG thickness (in this case 250/5) 
and for bias fields not less than 480 Oe wave-numbers greater 
than 1 x 10 m are dispersed identically in both directions. 
This is demonstrated graphically in Figure 6.10(a), (b) and 
(c) which shows the u v. k relationship, obtained from 
equation 5.26, for the three bias fields: 660, 570 and 480 Oe. 
As the restriction on the choice of wave-number means that 
the lowest wave-number selected must be greater than or at 
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(a) 480 OE 
(b) 570 OE 
(c) 660 OE 
10 
2.7 	 3.1 	 3.5 	 3.9 	 4.3 
FREQUENCY (GHz) 
Figure 6.10 Frequency v. wave-number at three bias fields. 
least equal to 1.047 x 10 rn 1 , dispersion characteristics 
of smaller wave-numbers can be ignored. 	Consequently, wave- 
numbers may be calculated from the Damon and Eshbach 
dispersion relation, equation 5.22. 
6.3 	Experiment 
The layout of the experiment is shown schematically in 
Figure 6.11. 	A YIG delay line device of the type and 
dimensions described in Chapter 5 was connected to an 
Hewlett-Packard S-parameter test set and network analyser 
and placed between the poles of an electromagnet oriented 
for transverse propagation. 	The device was first checked 
for a.c. continuity using the technique described below. 
Input impedance measurements were then taken over a range 
from 2.7 GHz to 4.0 GHz for the three bias fields: 480, 570 
and 660 Oe as well as for a zero bias field. 	These 
measurements were made reference to the 30 pm microstrip 
to allow comparison with standard transmission line theory. 
The results of the measurements are shown in Figure 6.12(a), 
(b), (c) and (d) as Smith chart displays. 
In Figure 6.12(a) the input impedance of the delay line 
at 0 Oe (i.e. in effect the input impedance of the micro-
strip line itself) is shown. 	Exact microstrip theory is 
too complex to be used to ensure that the input impedance 
as measured is accurate. 	However, by comparing this 
measurement to results given by simple transmission line 
-143- 
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theory it is possible to gain some idea as to the approximate 
accuracy of the measurement. From transmission line theory 
the input impedance of the microstrip is given by: 
Z. ,  =jz 	tãn(9.,) in 	0 
6.49 
where = 
= electrical length of the microstrip 
Am = r.f. wavelength in the microstrip 
z 0. = the characteristic impedance of the microstrip 
The dielectric constant of the glass was measured as 3.6 
yielding a value of 2 = 1.6 mm. 	The term 	is given, from 
the wave-length in air, Ac,I  by tables 62 . It depends on the 
ratio of the width of the microstrip,. W, to the thickness of 
the dielectric, h. In this case W/h = 0.12 yielding 
1.6. 	The characteristic impedance, z 0 , is also 
a function of the ratio W/h and is similarly given from 
tables 62. 	For W/h = 0.12 z 0 = 160 0. 	The frequency range 
of 2.7 'GHz to 4.0 GHz yields a corresponding range of input 
impedances, from equation 6.49, of jO.47..2 to jO.7 S2. 
The measured values of input impedance show a small resistive 
component due to the d.c. resistance of the microstrip. 
However, the reactive component has values jO.5 Q to jl.15 
indicating that the input impedance is of the correct sign 
and approximately correct size. 	It also indicates that the 
device has a.c. continuity - a break in continuity would be 
reflected in the input impedance appearing in some obviously 
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incorrect portion of the Smith chart. 
Figure 6.12(b), (c) and (d) shows the input impedance 
of the delay line at bias fields of 480, 570 and 660 Oe. 
The more efficient coupling at the higher fields is seen in 
the increased size of the characteristic absorption loop. 
6.4 	Results and Discussion 
The total radiation resistance of the transducer at a 
particular bias field and operating frequency is found by 
subtracting the real part of the input impedance at zero 
field from that at the bias field. The results are shown 
in Figure 6.13(a), (b) and (c) for bias fields of 660, 570 
and 480 Oe together with the corresponding theoretical 
values. 	In all three cases the most significant differences 
between theory and experiment lie (a) in the smaller 
operating bandwidth of the delay line as measured compared 
to that predicted by theory.and (b) in the greater maximum 
radiation resistance as measured compared to that obtained 
from theory. 	These differences are probably due to the 
separation between the YIG and the microstrip being greater 
than the 1 pm allowed for in the theory. 	This is likely 
to be the case when the transducer is formed on a separate 
structure rather than directly on the YIG. The effect of 
the YIG/ inicrostrip separation is demonstrated in Figure 6.14 


























Figure 6.13 Radiation resistance v. frequency for 
(a) 660 Oe. 
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Figure 6.13 6.13 Radiation resistance v. frequency for 
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Figure 6.14 Radiation resistance as a funàtion of YIG separation. 
field of 580 Oe for a YIG layer separated by 1 pm, 4 pm and 
7 pm from the microstrip. As the separation is increased 
the bandwidth is reduced and the maximum radiation resistance 
increased. The theory thus gradually approaches the 
experimental results, indicating that the .1 pm separation 
assumed for the theory is perhaps-incorrect. 
• 	 An alternative explanation exists for the discrepancy 
in operating range between theory and experiment. This 
range is established using the dispersion relation, 
equation 5.22, with k set equal to zero and infinity. 	To 
determine this range the internal field of the YIG is required 
and this is calculated from the external field, the anisotropy 
field and the saturation magnetisation. Although the 
external field was measured accurately there is some reason 
to doubt the precision of the other two parameters. 	The 
anisotropy field was obtained from data for a general YIG 
slab and the result may not have been applicable here where 
the composition of the YIG may have been different. The 
result obtained by measurement for the saturation 
magnetisation may have been inaccurate because of the difficulty 
of determining exactly the frequency at which the YIG is 
saturated. 	 . 
The measured operating bandwidth compares favourably 
with that found by delay line (i.e. transmission) experiment: 
(Section 5.6.3). 	For example, a 650 Oe bias field has a 
bandwidth, from input impedance measurements, of 200 MHz 
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compared to a transmission bandwidth of 150 MHz. 	(The 
smaller value for the transmission bandwidth results from 
propagation losses.) 
The transmission experiments of Section 5.6.3 have also 
been used to validate the theoretical values of radiation 
resistance. 	Consider the insertion loss of a YIG delay 
line under a 660 Oe bias field, shown in Figure 5.10. 
There is a maximum drop of 20 dB between the top and bottom 
waves. Assuming that the propagation losses are the same 
for both waves the difference in maximum insertion loss at 
one transducer is 10 dB. 	Thus the power flow in the bottom 
wave is approximately 1/10 of that in the top wave. This 
compares favourably with the theoretical values of Figure 6.10 
where the top wave has a.maximum radiation resistance of 42 Q 
and the bottom wave a maximum radiation resistance of 3.8 0. 
This theory has been developed to assist in the design 
of an --lefficientl r.f. to magnetostatic surface wave transducer. 
That is, the transducer should have an associated radiation 
resistance of 50 0 (to match the rest of the circuit), over 
the broadest possible bandwidth. 	There would appear to be 
two possible ways of arranging this in terms of the present 
type of device: (a) by decreasing the width of the micro- 
strip and (b) by increasing the thickness of the YIG. 	The 
first method is difficult to implement because of the practical 
difficulties of fabricating transducers which are thinner 
than 30 pm. 	The second method, however, is more easily 
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accomplished. 	Figure 6.15 shows the predicted effect on the 
radiation resistance of a change in the YIG thickness at a 
bias field of 660 Oe. 	For a thickness of 2 tim the bandwidth 
is reduced from 300 MHz to 150 MHz while for a thickness of 
10 pm the bandwidth is increased to 400 MHz. 	The coupling 
efficiency is also noticeably increased for the 10 pm film. 
-148- 
FREQUENCY (GHz) 


























3..6 	 3.8 	 4.0 	 4. 
CHAPTER SEVEN CONCLUSIONS 
7.1 	Introduction 
- The purpose of this Thesis has been to present design 
criteria for epitaxial garnet devices and to show by 
experimental verification that such designs may' be used 
successfully even in circumstances where they compete with 
established types. 	A discussion of the extent to which this 
has been achieved and of the modifications or refinements 
which are 'required or desirable to improve the design 
techniques is the subject of this final chapter. 
The extent of this achievement can be measured by noting 
how well the' designs meet the orignal objectives. 	The 
objective for the YIG delay. line was to derive a design 
theory to improve the efficiency of transduction. The 
objective for the scallop channel device was to devise a 
totally, new means of bubble propagation. 	The success of 
these techniques is discussed in Sections 7.2 and 7.3 
respectively. 
7.2 	YIG Delay Line 
The transducer model discussed in Chapter 6 has been 
shown to compare favourably with experimental results. 
However, the model has a.nunther of defects which become 
apparent when it is compared to the theory of Ganguly and 
Webb 58 . 	 ' 
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II 
	 Ganguly and Webb have derived a totally analytic method 
of calculating the radiation resistance of a magnétostatic 
surface wave in a device identical to that described above. 
The theory is briefly described here. The TE modes of the, 
surface wave are derived from suitable boundary conditions. 
The microstrjp is assumed to be of negligible thickness and 
is incorporated into the boundary conditions as a surface 
current. 	The H,  H and E2 components, in the co-ordinate 
system of Figure 6.1, are derived in terms of the device 
characteristics. 	The power absorbed by the surface wave 
is then related to the power lost by the r.f. signal by 
means of the Poynting theorem. 	This yields a formula for 
the radiated power in the -i-y and -y directions and hence the 
radiation resistance. 
Ganguly's theory has three advantages over the model 
described in this Thesis: (a) it is capable of producing 
results faster; (b) results are more accurate; and 
(c) expensive computer time is avoided. 	In Figure 7.1 
the radiation resistance is plotted, using Ganguly's theory, 
as a function of frequency for a YIG thickness of 5 pm. 
Comparing this curve with that obtained from the model of 
this Thesis it is apparent that Ganguly's theory yields far 
larger a bandwidth (of 500 MHz) for a thickness of 5 pmthan 
is predicted theoretically or demonstrated practically in 
this Thesis. 	However, Ganguly's theory assumes perfect 
juxtaposition of the microstrip and YIG. 	In this Thesis 
a 1 pm separation has been assumed. Although the separation 
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Figure 7.1 Radiation resistance v. frequency, Ganguly's 
theory (after Ganguly and Webb 58 ). 
great enough to explain the difference between the two 
theories. 	However, although Ganguly's theory predicts a 
large bandwidth for the 5 urn film no experimental evidence is 
provided to indicate whether such a bandwidth has been 
demonstrated in practice. 
The most significant difference between Ganguly's theory 
and this Thesis lies in the degree of importance attached to 
the problem of YIG/ microstrip separation. Although 
Ganguly's theory assumes perfect adherence this Thesis has 
demonstrated that this is not the case in practice and that 
separation has a marked effect on the efficiency of the 
device. 	Ganguly's theory is readily applicable to those 
devices where the transducer is fabricated directly onto the 
YIG, but these type of devices are still relatively rare. 
Thus despite the advantages of Ganguly's theory it is 
felt that in providing a design theory that takes into 
account aspects of an efficient transducer ignored by 
Ganguly's theory, this Thesis remains a useful design tool. 
7.3 	Scallop Channel Device 
The results of Chapter 4 indicate that scallop channel 
propagation is a possible method for setting up a data 
sequence of bubble domains. 	Obviously a great number of 
difficulties need to be overcome before a practical 
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propagation system can be realised. 	For example, a system 
of this type will consist of a large number of scallop channels. 
The problems that result from using this large number include: 
(a) ensuring that the bubbles propagate in the correct 
sequence; (b) that they interface with one another at channel 
junctions at the corredt time while under the guidance of a 
complex parallel wire arrangement. To solve these problems 
an exact and reliable clock pulse system is required. 
A further problem arises from the unreliable etching 
technique used to fabricate the scallop channels. 	Sputter- 
etching is a promising alternative because of the evenness 
with which it removes material. Although the slow rate of 
removal meant that it was an impractical technique for 
fabricating channels for this Thesis, the "assembly-line" 
capability of the sputter, etching process, whereby.4 a large 
number of samples can be etched at one time, makes it very 
suitable for a manufacturing environment. 
A major problem in these etching techniques arises out 
of the step height itself. 	To achieve bubble propagation 
some form of conductor overlay is required. 	Unless this 
conductor is sufficiently thick it is likely to be broken 
at the change in film thickness. 	However, it is difficult 
to fabricate narrow conductors ( =30 pm) when they are 
greater than a few microns in thickness. 	Therefore a 
planar type of structure is preferred where the conductor 
overlays are not broken. 	This structure can be fabricated 
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as follows. 	The GGG substrate is etched (using standard 
photolithographic techniques) to produce anindented scallop 
channel. An epitaxial bubble film is then grown on the 
substrate until it covers the indentation, or, as is more 
likely, overflows it. 	The excess film on the surface of 
the substrate is then removed by polishing to reveal a 
smooth surface veined with scalloped channels of bubble 
material. 	This structure is significantly different from 
those discussed above. 	Apart from the non-disruption of the 
surface the step height and film thickness are identically 
equal. 	It might, therefore, be expected that in this type 
of structure the forces on a bubble in the channel would be 
such as to cause it to collapse immediately it has been 
generated. However, from a theoretical point of view the 
channel operates at or near the limit of the stability range 
of the bubble. 	For example, for a typical bubble film of 
47rN5 = 250 G, thickness 	step height = 8.5 pm, characteristic 
length = 0.6 pm in a scallop channel of radius 50 pm, a 
6 pm bubble under a 100 Oe bias field is reduced to 4 pm. 
/ From Thieles theory (Figure 4 of reference 21) a bubble in 
a material of these characteristics has a minimum stable 
bubble diameter of 3.6 pm. 	Thus the advantages of this type 
of structure may be over-ridden by the problem of operating 
at or near the stability range of the bubble. 
The scallop channel device can fill the void left by 
Permalloy devices, as described in Chapter 4. 	Although it 
is clear that a great deal of work is still required, bubble 
--I--,-)- 
propagation in a scallop channel has been achieved: the basis 
of a practical propagation system has been proved to operate 
successfully. 
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APPENDIX I CHANGE OF BUBBLE RADIUS 
The change in the demagnetising energy of a bubble 
lying in an etched disc is given, from equation 4.7, by: 
M 	2irMr 2 h 
= - 
-~ jj 
dS 	Ah 	 1.1 
 (h + X2)3/2 	
OUtJ 
where S out is the etched area, outside the disc, x is the 
distance from the bubble to any point in the etched area, 
h is the thickness of the disc, Ah is the depth of the 
etched step, M5 is the saturation magnetisation of the 
bubble material and i is its permeability. 	Assuming 




dS0t = 4J J x dx do 	 1.2 
where R is the radius of the etched disc. 	Substituting 




x dx do 	1.3 
J4 	 11 
= - 	
(h2 + X 2 ) 3 / 2 
CO 
41T 2M 2 r 2hLh 1 	x 	 1.4 . 




then ' X2 = h2 tan 2 O, dx = h sec2 O do, h 2 + x2 = h2  se C20. 
This yields for equation 1.4: 
4ir 2 M 2r2hth 	








4ir 2 M5 2 r 2 hh 	 __ 1 	 1.7 
/(h2+x2) 	
R 
• 4ii 2 M 2 r 2 hLh 
S 	 •• - 	
p /(h 2 + R2 ) 
1.8 
APPENDIX II DEMAGNETISING ENERGY OF AN ECCENTRIC BUBBLE 




J J (h2 +Sr2h h 	dS 	h x* )3 / 2 0t 	 11.1 AEM 	11 
where x = x 2 + £2 + 2x2, cose, 2. is the separation of the 
bubble from the centre of the disc and x is the distance 
from the bubble to any point in the etched area, outside the 
disc. 	If 2.. is small so.that the integrated area can be 
assumed to be in polar form, equation 11.1 can be given as: 
2rr 
E =-K 	 1 	 xdxdO 	11.2 N 	,, (h 2 + x2 + £2 + 2x9..cOsO) 3 / 2 
0 R  
where K = 27rM5 2 r2 h h/i . 	Modifying equation 11.2 gives: 
2 T 
E 	 I KI 	 + 2.c0s0 	2.cosO 	dx do M = - 	





= - KJ{_ (h2 + x2 + £ 2 + 2x2.'cosO)) 	dO 
Tr 
co 
2.cosO dx do 
(h2 + x2 + £2 + 2x2,c0sO) 3 / 2 
11.4 
Completing the square: 
h 2 + x 2 + 2,2  +,2x2. cosO = (x 2 + 2,cosO) 2 + 2, 2 sin 20 + h 2 
Setting 	x + 2. cosO = /( 2,2 sin 2 O + h 2 ) tans 	 11.5 
dx = ,/( 2,2 sin 2 O + h 2 ) sec 2 a d 
yields: 
Cos 0 
I 	 dx 
J (h 2 + x2 + 2, 2 + 2x2,cosO) 312 
- 
J
2, cosO 	 . /( 2,2 sin 20  + h 2 )seC 2 a d 
sec 3 (2. 2 sin 2 6 + h 2 ) 3 / 2 
=1 	2.  Cos O 
j sec(L 2 sin 2 0 + h 2 ) 
1 	.. cosO 	cos d - 	2. cosO sine 	11.6 
= j + h 2 	 - L 2 sin 2 O ± h 2 
From equation 11.5 sine is given by: 
sin = 	x+2.cosO 	 11.7 
+ 2x2.cosO + h2 + 2,2) 
Substituting equations 11.6 and 11.7 into equation 11.4 
yields: 
2 T 	 00 
1 
= KJ { [ /(h + x2 + £ 2 + 2xcosO)] 
o 	 R 
co 
+ t cosO 	 x +cosO 	 }dO 
£ 2 sin 2 O + h 2 1/(h 2 + x2 + £2 + 2x2,cosO) 
	




R2 + £ 2 + 2R2. coso) 
0 
£cosO 	 R+COSO 	 _1 }do. 
2, 2 
 




j 'fh 2 + R2 + 2,2 + 2R2., cosO)) 
0 
2rr 
=1 	 1 	 dO 
j v'h2 + X2 sin 2 O + (R + £ cos0) 2 } 
0 
let 	R + 2. cosO = u 
-L sine dO=du 
du 
- 	/{9,2 	(u - R) 2 } 
Then 	• 1=21 	
1 	 du 
J /{h + 2,2 - (u - R) 2 + u2} 	/{2,2 	(u - R) 2 } 
• 	R+L 




(h 2  + u2 + 2,2) 
R+2. 
R+2 
= [1n {u + ,/(h2 + 2,2 + u 2 )}) 
R-2, 
= 	in R + t + 1/{h2 + 92 + (R+2.) 2 } 	 11.14 
2. R - 2. + /{h2 + 2,2 + (R-Z) 2 } 
2 T 
• 2. cosO 	• 	R + 2, cosO dO Let 	
= J h 2 + 2,2  sin 2 6 (h 2 + R2 + 2 + 2R2. cosO) 
0 
11.15 
Using the substitution of equation 11.12: 
R- R, 
J=21 	
u - R 	. 
2,2 - (u-R) 2 + h 2 	i/{u 2 + h 2 + 2,2 - (u-R) 2 } 
R+2. 
du 
- (u-R) 2 } 
11.16 
For R > £ cosO,u = R and 
R-2. 
u 	 U 	 du J = - 2J h
2 + 2,2 (h 2 + u 2 + £2) 	£ 
R+R. 
2 1 	u2 	 uR - - 	 I - 	• 	 • du 
£(h 2 +2. 2 )J /(u 2 -+ h 2 + 2,2 /(u 2 + h 2 +2, 2 ) 
R-2. 
R- £ 
- 	2  
- £(h2+2.2) 1222) - 
v/(u 2+h2+L 2 ) + h2±2 {u+/(u2 2+, 2 ) 
R+L 
= 	1 	(R+'{(1-2,)2+h2+2.2} - 
£(h2 +2 2 ) 
h2-i-2 2)ln 	+'{h2 + 2 +(R-) 21 + (,  
R+9+/{h 2 +i 2 + (R-f-2,) 2J 
11.17 
2 T 
£cosO 	dO J h2 + £2 sin 26 
0 
11.18 
let u = sinO then du = cosO dO and 
1 
L=41 




t an 1 ( u/h)] 
= 	tan1(2,/h) 
A Em  = - K(I + J - .L) 
- K1n R+2. + /{(R+2) 2 +h 2 +i 2 } 
R-),+ 1/{(R-2,)2+h2+2,2} 
11.19 
+ 	*. 	(R+),/{(R_L) 2 +h 2 + 2 } - (R-k)i{(R+fl 2 +h 2 + 2 } 
£.(h2+P,2) . 
tan 1 (i/h)] . 	 11.20 
For most situations it may be assumed that h 	and that 
may consequently be ignored giving, for equation 11.20: 
= - K{.1n R+9 + V{ (R+2.,) 2 +h 2 } 
R-9.. + 
+ 	{R+fl/ R)2+h2} - 
h 2 9, 
- 	tan- 1 (/h)] 11.21 
APPENDIX III CHANGE IN DEMAGNETISING ENERGY OF A BUBBLE 
LYING IN AN ETCHED SCALLOP CHANNEL 
From equation 4.15 the demagnetising energy of a bubble 
lying in an etched scallop channel is given by: 
a n 
-K 	 1 	 dx dy 	 111.1 M 	(h 2 + x 2 + y 2 ) 
0 
where the terms are as given in Section 4.5.2, page 80. 
Consider a channel modelled as four steps. 	Then the change in 





J J (h 2 + x + 2)3/2 
= 	 R  
00 











/(h 2 +y 2 +a1 2 ) 
dy 111.2 
Using equation 387 in Tables of Integrals and other Mathematical Data 
by:HB Dwight (Macmillan 1961) equation 111.2 becomes: 
00 
ya 1 




1 ii - -tan 	 111.3  = 	h 	hv'(h2+R2+a 21 
Integrating over the second step (a 1 - a2 ) similarly yields: 
1 dx dy J J 	+ x2 + 
R-y1 a1 
1  tan-1 	
a1.(R-y1) 




h/{h+a 2 +(Ry1 ).) 





R 	hV{h 2 +a 2 2 +(R-y2 ) 2 } 	 h/{h 2 +a 3 2 +(R-y2 ) 2 } 
1 	-1 	
a3(R-y3) 	 1 	-1 	
a4(R-y3) 
-tan - stan 
h h1/{h 2 +a 3 2 +(R-y3 ) 2} 	 hv'(h 2 +a 4 2 +(R-y ) 
2]. 
III. 5 
Adding. together equations 111.3,111.4 and 111.5: 
1 	 a,R' 	. 	 1 • . 	j=. 1tan __________________ -i -tan- • K 	h 	hv'{h2+a12+R2} h 
1 tan- 1 	
a2(R-y1) 	




- -tan + -tan h hV'{h2+a32+(R-y2)2} 	h 
1 	-1 	a4(R-y3) --tan h h/{h2+a42+(R-y3) 2} 
a1 (R-y 1 ) 
h/{h 2 +a1 2 +(R-y ) 2} 
a2 (R-y 2 ) 
h/{h2+a22+(R-y2) 21 
a3 (R-y 3 ) 
h/{h2+a32+(R-y3) 2}. 
111.6 
(The residual 71/2h is cancelled by virtue of the channel symmetry.) 
It is clear that R-y1 = R-y3 (compare Figure 4.7 where with 
six steps R-y 1 = R-y5 . and R-y2 = R-y4 ). 	Thus for a general 
step n, R-y = RYT_n where T is the number of steps per 
period. 	The demagnetising energy change of a bubble due to 
ste in .n is then given by: 	• 
a (R-y_ 1 ) 
hEM =-tan 	n h 	hI{h2+a2+(R-y1)2} 
a (R-y) 
+ tan 1 
• 	hv'{h 2 +a 2+(R-y )' 2 n 
1 	.-1 	afl(RyT+l_fl) stan 
h/{h 2 +afl 2 ±(R-y 	2 
+1
_ fl )} 
n < T/2 
a (R-y_ fl ) -1 	n + !:tan- 
 h/{h 2 +afl 2 +(R-yT fl ) 2 } 
n > T/2 
APPENDIX IV DISPERSION RELATION OF A MAGNETOSTATIC WAVE 
USING THE VECTOR POTENTIAL 
1n the co-ordiante system of Figure 6.1 the internal 
potential of a YIG layer is given by: 
1 	 ' =.-(a sin(kx) + b cos(k1 A x))ex(ik) exp(jwt) 	IV.l 
The external potential is given by: 
Ae = c exp(-k eX) exp(jk y) exp(jwt):: 	x.> s/2 
X 	 IV.2 
Ae = d exp(kxex) ex(iky) exp(jwt) 	x < - s/2 
Substituting the boundary conditions of equations 6.32 and 6.33 
i.e.: 
BA' 	DA 	2BAe 
-' ax + JK --- - (ii K ax 
A1 = A e 
into equations IV.l and IV.2 yields: 
(k 1a cos (k 1x)-k 1b sin (k 'x)) - k (a sin (k 'x)+b cos (k: 1x) x 	x 	X 	 X 	 x 	 x 
	
= - k ec exp(_kxex) (p 2- K 2 ) 	x > s/2 
= k ed exp(k7x) (i 2- K 2 ) 	x < - s/2 
1V.3 
a sin(k'x) + b cos(k'x) = c exp(_k xex) 	x > s/2 
IV.4 
= d exp(kxex) 	x < - s/2 
Substituting equation IV.4 into IV.3 yields (at the boundaries 
x=±s/2): 
pk'(acos(k1s/2)_b sin(k 1s/2) - Kk(a sin(k 1s/2 ) 
+ b cos(k 1s/2 
= -k x e(2_K2)(a sin(k x 1s/2)+b cos(k1s/2)) 
IV.5 
pk x 	x 	 x 	 y 	x 
1 (a cos(k 's/2)+b sin(k 1s/2) - Kk (-.a sin(k 1s/2) 
+b cos(k x  's/2) 
k e (ii -K 
2 2 ,( -a.sin( k 's/2)+b cos(k 's/2) = .  
Iv. 6 
Adding equations IV.5 and IV.6 together yields: 
2 11k 'a cos(k's/2) - 2Kkb cos(k's/2) = _2k e sin(k 1s/2) 
X (p 2- K 2 ) 	IV.7 
Subtracting equation IV.5 from IV.6 yields: 
2pk'b sin (k's/2) + 2Kk,,a sin( k1s/2) = 2k eb cos(k 's/2 ) 
- 	 x (112-K2) 	IV.8 
Let S = sin(k 1s/2) and C =cos(k1s/2). 	For surface wave 
propagation k 1 = ik and k e = k and equations IV.7 and 
IV.8 become: 
jpaC - KbC = - aS(j 2 -K 2 ) 
	
IV. 9 
jpbS+KaS = bC(j1 2 -K 2 ) 
	
IV. 10 
Rearranging equations IV.9 and IV.10: 
a(jpC + S(11 2- K 2 )) = bKC 
	
Iv. 11 
aKS = b{C(p 2 -K 2 ) - jpS} 
	
Iv. 12 
Dividing equation IV.11 by IV.12 and rearranging yields: 
j1C 2 ( 2 K 2 ) + jiCS + SC(p 2- K 2 ) - j1iS 2 (i 2- K 2 ) = K 2 SC 
- 
= jp( 2- K 2 ) ( 0 2- S 2 ) + CS{(p 2 -K 2 ) 2 + (p 2- K 2 )} 
sin (k 1) 
ill cos (ks) + 	
2x 	(j 2-K 2 +1) = 0 	 IV. 13 
Rearranging equation IV. 13 yields: 
k'=-1jtanh 	p 
x 	5 	p2-K2+l 
iv•. 14 





COMPUTER APPENDIX I PROGRAM TO DETERMINE THE ENERGY AND 
FORCE OF A BUBBLE LYING IN AN ETCHED 
SCALLOP CHANNEL 
ENERGY AND. IN FORCE IN A SCALLOPED CHANNEL 
DIMENSION X(201),Y(201),AA(201),BB(201)SS(201) 
•READ(5,900) R,S.SS 
900 FORMAT (F4. 1 9 F5.2) 
TT = ASIN(1. - SSS/(2.*R)) 
P = 4.*R*CQS(TT) 
RATIO  
flRI1E(6,901) P,RATI() 
MW FORMAT (IH ,F5.1,F7.3) 
M = 100 
PY = 3.1419 
REAL MS 
I = M 
MS = 0.25E-0I 
DH = 0.IE-05 
H = 8.5 
RAD = 0.35E-05 
HH = H**2 
Z = (2.*(MS**2) *(RADk*2)*H*DH*1O.**7)/(4.*I0.**6) 
VIRIlE (7,71) R,SSS,P 
71 FORMAT ( IFI ,F4. I ,F5.2,F5. I ) 
L = P12. + 2 
DO 3 I = 1.L 
D = I - I. 
IF(I .EQ. L) D = L 
SUMEI = 0 
SUMF=0 
D02 NN= 1 9 3 
SUM  =0 
SUM2=0 
SUM3 = 0 
SUM4 = 0 
SUMS = 0. 
SUM6 = 0. 
SUM7 = 0. 
5UM8 = 0. 
X(I) = 0.01779498*P 
Y(I) = 2.*R - 2.*SQRT(fl**2 - X(i)**2) 
AA(1) = X(I) + CNN - l)*P- D 
BB(1) = X(1) + CNN -1)*P + D 
SS(l) = Y(I) 
A = AA(1) 
B = BB(1) 
S = (T/2.)*SS(1) 
N1 
RI = P 
P2 = P - Y(I) 
R 1 = PI**2 
P22 = R2**2 
A2 = A**2 
B2 =B**2 
SORIA= SQRT(HI-I + A2+ RH) 
SOR2A= SORT(HH + A2 + P22) 
SQR1B= SQRT(I-1I-1 + B2 	Ru) 
SOR2B= SQRT(HH + B2 + P22) 
EDRI = (1 .,H)*(ATAN(A*R2/(ftkSOR2A)) - ATAN(A*RI/(H*SQRIA))) 
EDLI = (I.,H)*(ATAN(B*P2/(H*SQP2B)) 	ATAN(B*Ri/(H*SQRIB))) 
SUM1 = EDRI + SUM] 
SUM2 = SUM2 + EDL1 
FRi = R2*(HH + R22)/((HFI*(HH .+ A2 + R22) + A2*P22)*SQR2A) - 
> 	Ri*(HH + R1l)/((FIH*(HH + A2 + Pit) + A2.*R11)*SQR1A) 
FLI = R2*(HH + R22)/((HF -1*(HFI + B2 + P22) + B2*R22)*SOIR2B) - 
Ri*(HH+ R11)/NHI-i*(HH + B2 + RH) + 132*R11)*SOR1B) 
SUM3 = SUM3 + FRI 
LdIM4 = S11M4 + 1T 1 
55 	FORMAT(1F1 9 2E10.3,14) 
DC) I N = 2 9 M 
IF (N .GT. T/2.) GO TO 12 
IF (X(N - I) .GT. P/4.) CC) TO If 
X(N) = 2.*SQRT(2.*R*Y(N - I) - Y(N - 
Y(N) = 2.*P - 2.*SQRT(R**2 - X(N)**2) 
AA(N) = X(N) + (NN - ) )* •- D 
BB(N) = X(N) + (NN - 1)kP + D 
,SS(N) = Y(N) - Y(I) 
A=AA(N) 
B = BB(N) 
5 = SS(N)*(T/2.) 
RI = P - Y(N - I) 
P2 = P - 'RN) 
P11 = P1**2 
P22 = R2**2 
A2 = A**2 
B2 =B**2 
SQPIA= SOPT(FIFI + A2 + Rh) 
SQP2A= SQRT(HH + A2 + P22) 
SOP IB= SQRT(H1-I + 82 + R11) 
SOR213= SQRT(HI-! + B2 -+ P22) 
EDRI = (1 ./H)*(ATAN(A*R2/(H*SQR2A)) - 
EDLI = (j/j{)*(ATAN(B*P2I(H*SOR2B)) - 
SUM] = 5(JMI + EDRI 
6UM2 = SUM2 + EDLI 
FRI. = P2*(HH + •R22)/((FIFI*(HFI + A2 + P22) 
> 	R1*(I-iFI 	+ RIi)/((FIH*(HFI + A2 + P11) 
FLI 	= R2*(HN + P22)/NFIH*(FIFI + B2 + P22) 
P1*(HH + P11)/((H[-i*(HH + 82 + P11) 
• A2*R22)*SOP2A) - 
• A2*R11)*SQPIA) 
• B2*R22)*50R2B) - 
• B2*P1 I)*SQRIB) 
	
1)**2) 	X(N - I) 
- Y(N 1) 
ATAN(A*Ph/(l-1*SORIA))) 
ATAN(B*R1/(F{*SORIB))) 
SUM3 = SUM3+ FRI  
SUM4 = SUM4 + FL1 
CC) TO I 
ii X(N) 	P - 2. *SORT (2.*R*(SSS - Y(N 
> X(N 1) 
Y(N) = 2.*(55S .- R) + 5QR1J(4.*P**2 - 
AA(N) 	X(N) + (NN 	1)*P - D 
BB(N) X(N) + (NN - 1)*P + 0 
55(N) = Y(N) - 'Rh) 
A = AA(N) 
B = BB(N) 
S = SS(N)*(T/2.) 
RI = P - Y(N - 1) 
P2 = P - '((N) 
RII 	Efl**2 
P22 = R2**2 
A2 = A**2 
B2 = B**2 
SQRIA= SOPT(1-IH + A2 + Phi.) 
SOR2A= SORT(HH + A2 + P22) 
SORIB= SORT(-ll-I + B2 + P11) 
flP713= SORT(HH + 132 + P22) 
I)) - (Y (N - 1) - SSS)**2) - 
(2.*X(N) - p)**2)- Y(N - 1) 
EDP1= (1.,/N)*(ATAN(A*R2/(H*50R2A)) - ATAN(A*P1/(H*SQRIA))) 
EDLI = (1 ./H)*(ATAN(B*R2/(F1*50R2B)) - ATAN(B*PI/(H*SOR1B))) 
SUM1 = SUMI + EDR1 
SUM2 = SUM2 + EDLI 
FRI = R2*(HH + P22)/((FIH*(HFI + A2 + R22) 
PI*(HH + P1I)/((HH*(HH + A2 + P11) 
ELI = R2*(HH + R22)/((HH*(HH + B2 + P22) 
> R1*(HH + P11)/((HH*(HFI + B2 + Phi) 
SUM3 = SUM3 + FRI 
SUM4 = SUM4 + FL  
IF (N .LE. T/2.) CC) TO 1 
12 AA(N) = P/2. + AA(N - (M/2)) 
BB(N) = P/2. + BB(N - (M/2)) 
A = AA(N) 
+ A2*P22)*SOR2A) 
+ A2*P11)*SOR1A) 
+ B2*P22)*50R23) - 
+ B2*R11)*SORIB) 
B = 83(N) 
P.2 = A**2 
82 = B**2 
P3 = P - YOM -N + I) 
IF(N .LT. M) GOT() 99 
P4 = P 
CC) IC) 98 
99 	CONTINUE 
P4 = P - Y(M - N) 
98 	CONTINUE 
R33 = 
P44 = R4**2 
5QR3A SQRT(HK + A2 + P33) 
SOP4A= SQRT(HN + A2 + P44) 
bOR3B= SQLRT(F-IH + B2 + P33) 
sOR4B= SORT(HH + 82 + P44) 
EDR2 = (1./E-1)*(ATAN(A*R4/(H*SOR4A)) 
EDL2 = (1 ./H)*(ATAN(B*R4/(H*SQR4B)) 
SUMS 	SUMS + EDR2 
SUM6 = SUM6 + EDL2 
- ATAN(A*R3/(H*SQR3A))) 
- ATAN(B*R3/(H*S0R3B))) 
FP2 = R4*(HH + 	R44)/((HH*(1-IH + A2 + P44) + A2*P44)*SOP4A) 
fl3*(HH + 	R33)/((HH*(E-IH + A2 ± R33) + A2*R33)*SQR3A) 
FL2 = R4*(HH + P44)/C (HH*(HH + B2 + P44) + B2*P44)*SOR4B) 
p3*(HH + P33)/C (HH*(HH + B2 ± P33) + 32*R33)*SQR3B) 
SUM7 = SUM7 + FR2 
SUMS = SUM8 + FL2 
I CONTINUE 
SUMF = (SUM7- SUMS) + (SUM3 - SUM4) + SUMF 
SUMEI = SUMI + SUM2 + SUMS + SUM6 + SUMEI 
2 CONTINUE 
SUME = SUMEI + (4./H)*ATAN(Ff/R) 
ED = SUME*Z*I0.**6 
F = SUMF*Z*2.*I0.**12 
"RITE (6,6)D,ED,F 
6 FORMAT (1K ,FS. I ,2E16.3) 
RITE (7,77) ED,F 




COMPUTER APPENDIX II PROGRAMTO DETERMINE THE VECTOR 
POTENTIALS AT THE BOUNDARIES OF A 








667 FORMAT(1F! ,'LIMIT NODE BIAS FIELD(OE) 	FREQUENCY(HZ)/) 
REAL*4 MU,MS 
70 FORMAT( IN ,2F4.0) 
READ(5,70)A,B 
WRITE(7,70)A,B 
R EAD ( 5, 666 )LIMIT, NODE, HO,F 




OMEGA2.*PI*F*I .E 06 
GAMMA=1 .76*4.*PI*TEN4 
MS=1850*TEN3/(4.*PI) 
X = 0. 
HO=NO*TEN3/(4.*PI) 
IOGAMMA*F1() 
W M =G AM M A*M S 
READ(5,99)CONV, IRON I ,IRON2 
S=( IRoN 1—IRON2)*NODE 
KAPPAOMEGA*WM/(WO**2 - 0MEGA**2) 
KAPPA 2=KAPPA**2 
MU=O*VgM/ (v4O**2 - OMEGA**2 
MUIvIU+1 
MU2=MU**2 
WRITE(6 1 668) 
668 FORMAT( IF-i ,'CONVEPGENCE FACTOR, IRON 1 ,IRON2') 
WRITE(6,222) NODE, WO,WM, IRON2 
RITE(6,222)MU,KAPPA,OMEGA,IRONl 
KY = ACOTI-1((MU2 - KAPPA2 + 1.)/(-2.*MU)) 
67 FORMAT( IN ,5E17. 10) 
99 FO!RMAT(1H ,F7.4,215) 
KY=KY/(IRONI—IRON2) 
KY=KY*1.E 06 
WRITE (6, 689) KY 
READ(5,67) ((P(I,J),11,299) 9 J1 ,29) 
689 FORMAT(IH ,E13.6) 
WPIIE(7 9 222)NODE 9 WO,WM, IRON2 
WRITE(7,222)MU,KAPPA,OMEGA,IRONI 
WRITE( 7, 438) KY 
438 FORMAT(1i-1 ,E13.6) 






DO I M = 1,1000 
PKRES=0. 
DC) 2 I = 2,11 
DO 3 3 = 2 9 28 
RES=(0.25*(P(I+1,J) +P(I-1,J) + D(J,.J+) +P(I,J-1) 
>) - P( I ,J ) ) + (0., 1 . 
IF (3 .EO. IRONI )PES=(QiART*(2.*MU*P(I,J-1 )+2.*(MU2—KAPPA 
>2)*P(I,J+1) + (MU+MU2_KAPPA2)*(P(I+1,J) +P(I-1,J))) 
>—P(I,J)) 
IF (3 .EO. IRON2)RES(OUART*(2.*MU*P(I,J+1) + 2.*(MU2—KAPP 
>A2)*P(I,J—I) + (MU+MU2—KAPPA2)*(P(I+1 9 J) +P(I-1,J))) - P(I,J) 
P(I,J) = P(I,J) + CONV*RES 
ARESABS(RES) 
PK?E5AMAX 1 (PKPES, Al?E5) 
3 CONTINUE 
2 CONTINUE 
DO 4 I = 111,150 
DOS J =2,28 
IF(J .LT. 14 MR. J .GT. 16)GO TO 3000 
GO TO 5 
3000 RES=(0.25*(P(I+I,J) +P(I-1,J) 1- P(I,J+l) + P(I,J-1) 
+ X) - P(I,J)) + (0.,1.)*0. 
IF (J -EQ. IRON 1)RES=(QUAPT*(2.*MU*P(1 9 J-1)+2.*(MU2-KAPPA 
>2)*P(I,J+1) +'(MU+MU2-KAPPA2)*(P(I+1,J) +P(I-1,J)) +X) 
>-P(I,J) 
IF (J .EQ. IRON2)RES=(QUART*(2.*MU*P(I,J+1) + 2.*(MU2-KAPP 
>A2)*P(I,J-I) + (MU+MU2-KAPPA2)*(P(I+1,J) + P(1-1,J)) + 
>X) - P(I,J)) 
IF(I-150) 55, 1000,55 
	
1000 	RES=(0.25*( 2.*P(I-1,J) + P(I,J+1) +P(I,J-I) 
>+X) - P(I,J)) + (Ø.,.)*Ø. 
IF (J .EQ. IRON  )RES=(QUART*(2.*MU*P(I,J1)+2.*(MU2-KAPPA 
>2)*P(I,J+1) +(MU+MU2_KAPPA2)*( 2.*P(I-1,J)) +X) 
>-P(I ,J)) 
IF (J .EQ. IRON2)RES=(OUAPT*(2.*MU*P(I,J+1) + 2.*(MU2-KAPP 
>A2)*P(I,J-l) + (MU+MU2-KAPPA2)*( 	2.*P(I-1,.J)) + X) - P(I,..J)) 
55 	 P(I,J) = P(I,J) + CONV*PES 
AIRES=ABS(RES) 
PKRES=AMAXI (PKRES, APES) 
5 CONTINUE 
4 CONTINUE 
DO 77 L=i,200 9 10 
77 IF (M .EQ. L) PITE(6,78)L,PKRES 
78 FORMAT(1H ,4HL = ,13,2E13.6) 
IF(M . EQ. LIMIT) GO TO 26 
I CONTINUE 
26 DO 999 1=151,299 
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