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? Tijdschrift voor Onderwijsresearch, 20 (1995), nr. 2, pp. 79-114 Het ontwerpen van tests met verschillendeoptimaliteitscriteria Martijn P.F. Berger en Wim J. van der Linden1ABSTRACT The problem of finding optimal designs has been extensively studied in the statisdcal literature.Optimal design procedures and criteria can also be used for the assembly of psychological andachievement tests. In this paper the problem of designing optimal tests will be considered within thecontext of item response theory. Optimal test designs based on different criteria will be consideredand compared with each other. The results and conclusions will be useful for test constructors. INLEIDING In sociaal-wetenschappelijk onderzoek worden op verschillende momenten onderzoeksontwer-pen gebruikt. Het ontwerp van een experiment wordt vaak met het woord 'proefopzet' of met deEngelse term 'design' aangeduid. Een experimenteel design wordt bepaald door de combinatiesvan de experimentele condities of onafhankelijke variabelen en de te meten afhankelijke varia-bele. Hoewel de termen 'proefopzet' en 'design' het eerst in experimenteel onderzoek werdengebruikt, zijn deze begrippen langzamerhand ook in andere vormen van onderzoek ingeburgerd.Zo wordt bijvoorbeeld in
survey-onderzoek van een 'onvolledig design' gesproken, om aan tegeven dat bepaalde steekproefgegevens ontbreken. • Hoewel meestal inhoudelijke overwegingen bepalend zijn voor de keuze van een onder-zoeksontwerp, wordt het ontwerp mede bepaald door het gehanteerde statistische model en dehierin gedefinieerde parameters. Wanneer bijvoorbeeld verondersteld wordt dat een bepaaldvariantie-analytisch model de relatie tussen de onafhankelijke variabelen en de afhankelijkevariabele adequaat beschrijft, dan zou een design waarbij de effectparameters zo efficiënt mo-gelijk geschat kunnen worden, d.w.z. met een zo klein mogelijke variantie voor de schatter, debeste keuze zijn. Het is uit experimenteel onderzoek bekend dat het variëren van de experimen-tele condities de variantie van de schattingen van de parameters kan beïnvloeden. Vaak wordendoor onderzoekers de condities van de experimentele proefopzet op zodanige wijze gekozen,dat het experiment een zo klein mogelijke variantie voor de parameterschatters oplevert. Doordeze keuze kan men de benodigde hoeveelheid experimentele gegevens aanzienlijk reduceren. In de statistische literatuur is uitgebreid onderzoek gedaan naar het optimaliseren van expe-rimentele proefopzetten. De
statistische theorie waarop dit onderzoek gebaseerd is wordt meest-al aangeduid met de term 'optimal design theory'. Een overzicht van de ontwikkelingen op hetgebied van optimaal design onderzoek wordt o.a. gegeven door Atkinson (1982), Silvey (1980)en Steinberg en Hunter (1984). In het algemeen kan gesteld worden dat het optimaal ontwerpenvan een onderzoek enerzijds afhangt van het veronderstelde model met de bijbehorende parame-ters en anderzijds van het gekozen optimaliteitscriterium. Zo zal een optimaal onderzoeksont-werp voor een lineair (variantie-analytisch of regressie-) model dus niet automatisch optimaalzijn voor een niet-Iineair (polynoom of exponentieel) model. Ook het criterium op grond waar-van de optimaliteit wordt vastgelegd, zal bepalend zijn voor de keuze van een optimaal design.In het vervolg van dit artikel zal met name op dit laatste punt nader worden ingegaan. 1  De auteurs staan in alphabetische volgorde vermeld en zijn in gelijke mate verantwoordelijk voor deinhoud van dit artikel. Adres: Faculteit der Toegepaste Onderwijskunde, Universiteit Twente, Postbus 217, 7500 AE Enschede.
? 80 M.P.F. Berger en W.J. van der Linden Recentelijk zijn de resultaten van onderzoek uit de statistische literatuur naar optimale de-signs aangewend voor het optimaal verzamelen van gegevens voor het schatten van test- ofpopuladeparameters in peilingsonderzoek. Lord (1962) en Pandey en Carlson (1976) hebbenmet behulp van 'multiple-matrix sampling' aangetoond dat binnen de context van de klassieketesttheorie de precisie van de schatting van de gemiddelde testscore van een domein het nauw-keurigste is, wanneer ieder item door een andere groep personen wordt beantwoord. Met behulpvan 'multiple-matrix designs' werd het mogelijk om het aantal items dat aan leerlingen voorge-legd moet worden om een bepaalde precisie voor de schattingen te verkrijgen, aanzienlijk tereduceren. Dergelijke reducties in afnametijd zullen vooral van belang zijn bij grootschaligepeilingsprojecten. Een voorbeeld van een dergelijk project is PPON (Verhelst & Eggen, 1989). De belangrijkste reden voor het afnemen van psychologische tests en studietoetsen is om delatente vaardigheden van personen zo nauwkeurig mogelijk te schatten. Omdat testgegevens intoenemende mate beschreven worden met modellen uit de itemresponstheorie
(IRT), is hetvaststellen van optimale designs voor testgegevens ook voor deze modellen belangrijk. In ditartikel zal voornamelijk ingegaan worden op de manier waarop tests aan de hand van een viertaloptimaliteitscriteria ontworpen of samengesteld kunnen worden om efficiënte vaardigheidschat-tingen voor personen onder een IRT model te verkrijgen. Het model dat als voorbeeld gekozenwordt, is telkens het twee-parameter logistische model, dat hieronder nader gedefinieerd zalworden. Op de feitelijk te gebruiken algoritmen om optimale tests te verkrijgen zal niet naderworden ingegaan. Voor een beknopt overzicht van het gebruik van mathematische programme-ring bij test selectie wordt verwezen naar Theunissen, Sanders & Verschoor (1993). In het vervolg wordt aangenomen dat een (oneindig grote) gecalibreerde itembank beschikbaaris, waarvan de itemparameters dus bekend zijn. De vraagstelling is hoe we met de items uit dezebank een optimale test voor de meting van de vaardigheden in een populatie personen (schoolklas,jaargroep) kunnen ontwerpen. In eerste instantie is de informatie die we onder deze aanname ver-krijgen alleen theoretisch van aard, omdat de toetsconstructeur in de praktijk zo'n ideale itembankniet ter
beschikking heeft. Uit deze informatie kan evenwel een aantal principes voor testdesigngedestilleerd worden die praktische betekenis hebben en waarmee niet alleen professionele test-constructeurs, maar ook leraren en anderen die eigen tests samenstellen hun voordeel mee kunnendoen. Eerst zal echter aan de hand van het twee-parameter logisdsche model aangegeven wordenhoe de methodologie voor het optimaal samenstellen van een test werkt en daarna zullen aan dehand van enkele analyses een aantal conclusies geformuleerd worden. OPTIMALE TESTDESIGN In IRT modellen wordt de kans dat een persoon j een bepaalde respons geeft op een item iweergegeven als een functie van de vaardigheid 6^. van die persoon en van één of meer parame-ters welke item i karakteriseren. Een overzicht van verschillende IRT modellen is te vindenin Hambleton and Swaminathan (1985, hdst. 3). Het twee-parameter logistische IRT model isbijvoorbeeld als volgt weer te geven: />e.ig = {i + exp [-/(ö,-^.,,]}&quot;'• (1) In (1) is te zien dat dit model gekenmerkt wordt door slechts twee itemparameters, n.1. = ,)' waar . de moeilijkheidsparameter van het item i voorstelt en de discrimina- tieparameter is. Wanneer nu een IRT model gebruikt
wordt, dan worden eerst de itemparameters voor eenverzameling van items uit een steekproef met responsgegevens geschat en wordt de passing vanhet model getoetst. Na deze fase van itemcalibratie en modeltoetsing, is het model klaar om alsmeetmodel gebruikt te worden. Iedere willekeurige deelverzameling items uit een gecalibreerdeitembank kan als test bij een persoon afgenomen worden en uit de aldus verkregen responsenworden dan de vaardigheidsparameters 0^. van de personen geschat.
? Ontwerpen van tests 81 Verschillende soorten testdesigns zijn mogelijk. Stel dat de test uit n items moet bestaan enbij een groep van N personen afgenomen moet worden. Als ieder van deze N personen alle nitems voorgelegd krijgt, dan is het resultaat een Nxn matnx die volledig gevuld is met Nxnresponsen. Een voorbeeld van dit design, dat in de praktijk het meest voorkomt, wordt gegevenin de eerste matrix in Figuur 1. Een tweede soort design ontstaat als deelverzamelingen uit eengrotere verzameling van n items ieder aan andere deelverzamelingen van N personen voorge-legd worden. De N\n design matrix met responsen is dan onvolledig. Onvolledige designs vandit type komen bijvoorbeeld voor in peilingsonderzoek. Een voorbeeld van een onvolledigdesign is weergegeven in de tweede matrix in Figuur 1. Het laatste soort design is eveneensonvolledig en ontstaat wanneer een toets voor ieder van de N personen adaptief uit de verzame-ling van n items samengesteld wordt. Een voorbeeld van een adapdef design is in de derdematrix in Figuur 1 weergegeven. In dit voorbeeld blijkt dat elke persoon een andere verzamelingvan items te beantwoorden kan krijgen. Hoewel de laatste twee designs onvolledig zijn, bestaater een belangrijk verschil tussen beide.
In de tweede matrix in Figuur 1 zijn de afwezigeresponsen structureel, d.w.z. vooraf bepaald door de testconstructeur. In het adaptieve design inde derde matrix van Figuur 1 hangt het al of niet voorkomen van een respons af van de vooraf-gaande responsen. Dit design is dus probabilisdsch van aard. Definitie van het begrip testdesign We vervangen het voorafgaande, terloops gebruik van de term 'design' door een nauwkeurigeomschrijving in termen van de parameters in een IRT model, zoals bijvoorbeeld het twee-parameter logistische model (1). Hoewel IRT modellen uitgaan van een vaardigheidsverdelingdie conrinue is, wordt in dit artikel uit pracdsche overwegingen gekozen voor een discretevaardigheidsschaal. Dit betekent dat de vaardigheidsparameter 6 in c discrete punten G^ be-schouwd wordt, zodat 0 = (G,,... De keuze van het aantal discrete vaardigheidspunten c envan de afstanden tussen deze punten is in principe vrij, maar deze dienen uiteraard wel zodaniggekozen worden dat de beoogde vaardigheidsverdeling zo goed mogelijk benaderd wordt. Ver-der definiëren we een vector met gewichten W = (w,, ... , waarvan ieder gewicht aangeefthoe belangrijk we het corresponderende vaardigheidsniveau G^ vinden. Deze gewichten kunnenverschillende
invullingen krijgen (Veerkamp & Berger, 1993). In de psychometrische literatuurstaat deze vector ook wel bekend als de 'target information function' of doelinformatiefunctie(Hambleton & Swaminathan, 1985). Een mogelijke interpretade van deze gewichten is dat devector W de voorkennis weergeeft die de testconstructeur heeft over de vaardigheidsverdelingvan de personen. Gelijke gewichten wijzen dan bijvoorbeeld op de aanname van een uniformevaardigheidsverdeling. Het idee bij deze interpretade van ly is dat een vaardigheidsniveau meer Onvolledig testdesign Adaptief testdesign Standaard testdesign xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx X X XX XX xxxX XX XX XXXXX XXXX> X XXXX X XXXXXX XXXX XXXXXXXXXXXXX XXXXXXXXXX XX X XX X XXXXXXXXXX X XXXXXX XXX Items Fig. 1. Drie typische testdesigns. Items Items
? 82 M.P.F. Berger en W.J. van der Linden gewicht krijgt in het ontwerp naarmate het vaker in de doelgroep personen voorkomt. Er zijnevenwel ook andere redenen om bepaalde gewichten te kiezen. Wanneer bijvoorbeeld eenbepaalde grensscore in een selectieprocedure wordt vastgesteld, dan moet de overeenkomstigevaardigheid een reladef hoog gewicht krijgen. Voor het gemak zullen we in het vervolg evenwelover het paar {0, VK} spreken als de a priori (discrete) vaardigheidsverdeling van de groeppersonen. De itemparameters die een test met n items karakteriseren zullen door de vector ^ =(^j, ... , ^^j) worden weergegeven. Een testdesign wordt nu gerepresenteerd door een z.g. designvector p = (p^,..., p^), waarvande elementen p. aangeven hoe vaak ieder van de parameterwaarden ^ = ... , 4„) in de testvoor moet komen. Afhankelijk van het veronderstelde IRT model kunnen de elementenscalaire grootheden of vectoren zijn met een aantal itemparameters. Zoals al aangegeven werd,is voor het 2-parameter logistische model in (1) iedere component van ^ een vector met eenmoeilijkheid- en een discriminatieparameter. In dit ardkel wordt aangenomen dat de elementenvan de vector p proporties of percentages zijn.
OPTIMALITEITSCRITERIA Het vinden van een optimaal testdesign kan in het algemeen gekaraktenseerd worden als opti-malisade onder randvoorwaarden. De grootheid die geopdmaliseerd wordt, kan bijvoorbeeldzijn: de betrouwbaarheid van de test, de standaardmeetfout van de test in een bepaald punt, deovereenstemming tussen de test en een bepaalde ideale blauwdruk voor de inhoud van de test ofde benodigde afnametijd van de test. In dit artikel zal de methodologie van optimaal testdesignbesproken worden met als doel de maximalisering van de efficiëntie van de schatters van 0^..Opdmaliteitscriteria voor dit doel zullen eerst uitgewerkt worden. Daarna wordt teruggekomenop de randvoorwaarden die bij het optimaliseren een rol kunnen spelen. Als maat voor de efficiënde van de schatter van 0^. kan Fisher's informademaat, dienen. Een definitie van deze maat wordt gegeven door Kendall en Stuart (1973, p. 10). Voor bekendeitemparameters geldt dat deze maat gelijk is aan de inverse van de asymptodsche vanantie van deschatter van Qj. Voor het twee-parameter logisdsche model kunnen we daarom stellen: I (Oy^) ^ { Var (0^^)}-' = S ^^ . P(0.ig [1-^(6)/^,)]. (2) De informatie van een testdesign voor de vaardigheidsverdeling
{O, W} kan nu weergegevenworden door de vector: / (01^) = [/ (0,l|), ƒ (02i^), I (0,!^), ... , / (OJOI- (3) en de efficiënde van een design is weer te geven als een functie van deze vector /(Ol^) en devector W. In het algemene geval van de simultane schatting van meerdere parameters moet eengeneralisering van (2) gebruikt worden die bekend staat als Fisher's informadematrix. Omdatwe evenwel aan kunnen nemen dat de personen de toets onafhankelijk van elkaar zullen maken,bevatten de covarianties tussen responsen geen informatie over de vaardigheden en is alleen dediagonaal van deze matrix relevant. De vector in (3) is gelijk aan de diagonaal van Fisher'sinformadematrix. Een opdmaal testdesign wordt nu gevonden door voor een bepaalde vector ^ = (^p ..., devector p = {pi, —,p„) zodanig te kiezen dat de efficiëntie van het design zo groot mogelijk en dusde variande van de schatters van 0 zo klein mogelijk wordt. Dit kan gerealiseerd worden dooreen bepaalde functie <I>(.) van (3) en de vector IV te maximaliseren. Het probleem van het vindenvan een optimale verzameling items met parameters ^ kan dus als volgt worden geformuleerd: Maximaliseer 0) {/(Ol^), W} (4) onder bepaalde voorwaarden.
? Ontwerpen van tests 83 In de statistische literatuur over optimale designs worden diverse functies of criteria 4>(.) voor-gesteld. In de volgende secdes wordt nader op de keuze van het criterium <3>(.) ingegaan. D-optimaliteit Het meest bekende criterium is het produkt- of D-opdmaliteitscriterium: O {/(ei^), ly} = n /(e.i^)^A (5) j=i ^ Dit criterium wordt ook wel het determinantcriterium genoemd, wanneer de funcde gebaseerd isop een matrix in plaats van een vector, dus in het geval waarin de covarianties tussen deitemresponsen niet verwaarloosd mogen worden. Er zijn een aantal redenen te noemen waaromdit criterium zoveel gebruikt is bij het optimaliseren van een design. Een belangrijke eigenschapvan het D-optimaliteitscriterium is dat het invariant is onder lineaire transformaties van deparameters. Bovendien zijn voor speciale gevallen bovengrenzen van het criterium vast testellen (zie Khan & Yazdi, 1988). Een meer uitgebreide beschrijving van de voor- en nadelenvan dit criterium wordt gegeven door Berger (1992b) en Berger en van der Linden (1992). Een veel gebruikte procedure om D-opdmale designs te verkrijgen is een sequendële proce-dure. Een stapsgewijze selecde van items vindt plaats door telkens uit alle beschikbare items ineen itembank het item
(k-i-1) te selecteren dat de maximale waarde heeft voor: 0{ , VV}, (6) waarbij een vector is met parameters van alle items die al eerder geselecteerd zijn.Nadere details van deze procedure zijn te vinden in Berger (1992a, 1994). A-optimaliteit Naast het D-optimaliteitscriterium wordt het som - of A-opdmaliteitscriterium ook veel ge-bruikt. Dit criterium is gedefinieerd als: CD {/(0I^), W} = I w /(e.l^), (7) Hoewel het criterium intuïtief aantrekkelijk is, heeft het niet de hierboven gegeven voordelenvan het D-criterium. Een belangrijk verschil tussen beide criteria is dat het A-criterium sterkerecompensatie tussen de informatie in de steekproef over verschillende parameterwaarden 0^. in devector met vaardigheidsparameters toelaat dan het D-criterium. Enigszins generaliserend zougesteld kunnen worden dat het D-criterium conjuncdef van aard is, terwijl het A-criteriumdisjunctief is. Voor de berekening van een A-optimaal design kan gebruik gemaakt worden van een een-voudig lineair programmeringsmodel (LP-model). De berekeningen verlopen als volgt. Laat p-een willekeurig element in de designvector/? zijn, waarbij i=l,..., n. Deze elementen zijn nu de(reëel-waardige) beslissingsvariabelen in het volgende LP-model: c n Maximaliseer I I w./(0.|E.)o. (8) ;=1 i=l J J ' ' met als
randvoorwaarden (9) ;=i en Pi>0 i=\,...,n. (10) De optimale waarden van de vector p kunnen voor dit model uitgerekend worden met behulpvan standaard LP-programmatuur.
? 84 M.P.F. Berger en W.J. van der Linden E-optimaliteit Het volgende criterium dat hier besproken wordt is het E-optimaliteitscriterium. Dit criterium isgedefinieerd als: (11) In dit geval wordt van alle parameters in de vector 6 de parameter met de kleinste informatie inhet criterium opgenomen. Men zou dit nader kunnen omschrijven als de situatie waarbij men hetzekere voor het onzekere neemt, namelijk de minst informatieve parameter 6 wordt gebruikt omeen optimale test samen te stellen. Merk op dat dit criterium in feite onafhankelijk is van W endat dit criterium daarom minder geschikt is om een optimale test samen te stellen (d.w.z.conservatiever wordt) als de verdeling van de vaardigheid verder afwijkt van een uniformeverdeling. Een meer algemene behandeling van dit criterium is te vinden in Van der Linden(1994). Ook voor de berekening van een E-optimaal design kan LP gebruikt worden. Het model voordit criterium luidt: Maximaliseer (12) onder de randvoorwaarden voor j=\,...,c, (13) (14) p.>0, i=l,...,n. (15) In het model definiëren (12) en (13) de beslissingsvarlabele y als de waarde van de informatie-functie die het minimum vormt over de vector met parameterwaarden 6. In (12) wordt dezevariabele gemaximaliseerd. Gewogen
E-optimaliteit Het laatste criterium dat hier geïntroduceerd wordt, kan opgevat worden als een gewogen versievan het E-optimaliteitscriterium. Dit criterium ontstaat als we in het model in (12)-(15) debeslissingsvarlabele y van de gewichten Wj voorzien, dus als we de randvoorwaarde in (13)vervangen door: n E > w-y, voor y=l,...,c. (16) Het resultaat is dat de informatie over alle parameters in O gemaximaliseerd wordt, maar datdaarbij de gewichten in de vector W als randvoorwaarden opgelegd worden. Omdat het om eenmaximaliseringsprobleem gaat, zal de informatieverdeling over de parameters daarom de waar-den van de gewichten volgen. Merk op dat door de opname van de gewichten in het model hetgewogen E-criterium in tegenstelling tot het ongewogen E-criterium niet meer conservatief is.Het gewogen E-optimaliteitscriterium werd geïntroduceerd onder de naam 'maximin model fortest design' in Van der Linden & Boekkooi-Timminga (1989). Overige voorwaarden bij optimalisatie In de praktijk worden naast de randvoorwaarden die in (8)-(14) vermeld staan diverse anderetestspecificaties als randvoorwaarde aan de optimalisering opgelegd. Een bekend onderscheidin de testconstructie is dat tussen betrouwbaarheid en
validiteit. Enigszins vereenvoudigend kangesteld worden dat de doelfunctie in (4) garandeert dat het testontwerp maximale betrouwbaar-heid krijgt, terwijl alle aspecten van de test die met de (inhouds)vaHditeit van doen hebben als
? Ontwerpen van tests 85 randvoorwaarden meegenomen moeten worden. Drie voorbeelden van klassen van mogelijkerandvoorwaarden worden hier verder toegelicht; 1. De eerste klasse van voorwaarden richt zich op de inhoud van de test. Hierbij kan gedachtworden aan voorwaarden met betrekking tot de classificade van de items volgens van toepas-sing zijnde inhoudsdimensies, gedragsniveau's, het format van de items of de hoofdstukkenin een leerboek. De beide eerste classificades worden vaak gecombineerd in de vorm van eentaxonomie of toetsmatrijs die aan de inhoud van de test opgelegd moet worden. Bekendegedragsniveau's zijn het reproduceren van feiten, het beantwoorden van kennisvragen of hettoepassen van regels. Bij classificade volgens itemformat moet gedacht worden aan vraag-vormen als meerkeuze, invullen, goed-fout, essay, e.d. Voor al deze indelingen geldt dat zezowel afzonderlijk als in combinade een partide van de itembank opleveren. De randvoor-waarden in deze klasse nemen de vorm aan van voorschriften met betrekking tot de verdelingvan de items in de test over deze partities. 2. Een geheel andere klasse van voorwaarden maakt gebruik van (kwandtadeve) parameters diede eigenschappen van de items beschrijven.
Enkele voorbeelden hiervan zijn de eis dat detestlengte beperkt moet blijven tot een bepaald aantal items, de eis dat de itemmoeilijkhedenalle in een bepaald interval moeten liggen, of de eis dat de items minder dan een bepaaldaantal malen eerder gebruikt mogen zijn. De randvoorwaarden in deze klasse kunnen allegeformuleerd worden als voorschrift dat de individuele waarden van de (kwantitadeve)parameters voor de items in een bepaald interval moeten liggen of dat dit geldt voor stadstie-ken als bijvoorbeeld hun som. 3. De laatste klasse van randvoorwaarden die hier onderscheiden wordt, betreft de relatiestussen de items in de itembank. Voorbeelden zijn de relaties van insluidng en uitsluiting. Heteerste voorbeeld doet zich voor als sommige items zich op een gemeenschappelijke tekst ofopgave richten en de items alleen als blok wel of niet voor de test geselecteerd mogenworden. Items kunnen elkaar daarentegen uitsluiten, wanneer een item een hint bevat in derichdng van de oplossing van een ander item. Deze twee items mogen dan nooit tegelijkertijdvoor dezelfde test geselecteerd worden. In een voorbeeld dat verderop gegeven wordt, zalaangegeven worden hoe een opdmale oplossing onder dergelijke voorwaarden berekend kanworden. Een volledige
behandeling van de randvoorwaarden die in de praktijk voor kunnen komen,wordt hier niet nagestreefd. Een compleet overzicht van randvoorwaarden in de vorm vanlineaire (on)gelijkheden die in LP-modellen voor optimaal testontwerp opgenomen kunnenworden, is te vinden in Van der Linden en Boekkooi-Timminga (1989). ENKELE VOORBEELDEN VAN OPTIMALE TESTDESIGNS Om inzicht te geven in de wijze waarop een optimaal testdesign vastgesteld kan worden, wordenin deze paragraaf enkele hypothetische situades geschetst. Stel dat een testconstructeur een toets wil samenstellen die een bepaalde vaardigheid meetvan een populatie leerlingen. Het is niet precies bekend hoe de vaardigheid in deze populadeverdeeld is. De constructeur heeft evenwel goede gronden om te veronderstellen dat de vaardig-heidsverdeling bij benadering normaal is, maar zou ook niet vreemd opkijken als deze enigszinspositief of negadef scheef is. Wanneer uitgegaan wordt van een vaardigheidsschaal die looptvan Gj = -3 naar = -i-3, dan kunnen de gewichten W zodanig gekozen worden dat deze eennormale verdeling benaderen dan wel een positief of negatief scheve verdeling. In de Figuren 2-7 zijn (hypothetische) opdmaal samengestelde tests voor de vier
geformu-leerde optimaliteitscriteria weergegeven. De berekeningen vonden plaats voor het twee-para-meter logistische model in (2), met behulp van de eerder geschetste algoritmen. Voor het D-optimaliteitscriterium werd een eigen geschreven computerprogramma gebruikt, terwijl voor deoverige criteria het LP-programma PCPROG (Kalvelagen, 1986) werd gebruikt. In deze figuren
? 86 M.P.F. Berger en W.J. van der Linden = L5 -1 1 \ i \ H D-crIterium \ 0.8 m O-criterium A-criterium \ 1 A-crilarium \ 1 \ 0.6 \ \ 0.4 \ \ s 0.2 \ \ 1 1 n 1 \ 3 -2.6 -2 -1.5 -1 .0.6 0 0.5 1 1.5 2 2.5 3 9 / , schaal 3 -2.5 -2 -1.5 -1 .0.5 0 0.5 1 1.5 2 2.5 3 6 / schaal = 0.5 = 1-0 ?i D-critarlum? A-criterlum D-criteriumA-criterium Fig. 2. Optimale tests voor een normale vaardigheidsverdeling samengesteld met het D- en A- optimali-teitscriterium. worden de reladeve frequenties van een normale en een posidef scheve vaardigheidsverdelingweergegeven. Ter illustratie zijn eveneens de resultaten voor een uniforme verdeling toege-voegd. De histogrammen geven de proporties van het aantal items in de optimaal samengesteldetest weer, telkens voor een bepaalde combinatie van waarden van de beide itemparameters.Hierbij wordt de itemmoeilijkheid gesymboliseerd door .) en de discriminadeparameter door In de Figuren 2-4 zijn de resultaten voor het D- en A-optimaliteitscriterium samengenomen.Deze resultaten laten de volgende conclusies toe: 1. Als de waarden voor de discriminadeparameters laag zijn (d.w.z. niet groter dan 0,5) is hetvoor beide criteria de verstandigste strategie om items te kiezen die alle een waarde voor demoeilijkheidsparameter
in het centrum van de vaardigheidsverdeling bezitten. De resultatenvoor de scheve verdeling suggereren dat de beste maat voor het centrum van de verdelingniet de modus, maar de mediaan of het gemiddelde is. 2. Voor het A-criterium geldt dit principe voor alle bestudeerde waarden van de discriminade-parameter. 3. Voor het D-criterium geldt dat bij toename van het discriminerend vermogen van de items dewaarden voor de moeilijkheidsparameter de tendens vertonen om de vorm van de vaardig-heidsverdeling te volgen. Deze tendens is sterker naarmate de vaardigheidsverdeling meer deuniforme verdeling benadert.
? Ontwerpen van tests 87 Interessant is het gedrag van de opdmale waarden voor de moeilijkheidsparameters voor deuniforme vaardigheidsverdeling. Deze vertoont de neiging om met toenemende waarden voorde discriminatieparameter van ééntoppig naar tweetoppig over te gaan. Een dergelijk effectwerd ook al door Stocking (1990) en door Berger (1992b) opgemerkt bij het opdmaal samen-stellen van steekproeven voor de schatting van itemparameters. Dit verschijnsel is voor eenbelangrijk gedeelte het gevolg van het feit dat (1) de vaardigheidsschaal aan de linker- enrechterkant afgeknot is; (2) er relatief veel informade aan de eindpunten van het interval ge-vraagd wordt; terwijl (3) de iteminformadefuncties voor het 2-parameter logistische modelsymmetrisch zijn. Bij zwakke discriminatie zijn de iteminformatiefuncties reladef vlak en is hetverstandig om alle items midden op de schaal te kiezen, zodat geen informatie verloren gaatdoordat deze buiten het interval valt. Als de discriminatie toeneemt, worden de iteminformatie-functies smaller en gepiekter. Er moeten dan items naar het einde van het interval opschuiven,maar niet volledig naar het einde omdat dan weer informatie verloren zou gaan. Door hunsymmetrie leveren de informatiefuncties van deze items
ook informatie naar het midden Van deschaal op, waardoor de lege plekken naast de twee grote pieken in de grafiek voor = 2.0 inFiguur 4 zijn ontstaan. Het is daarom van belang om te weten dat zowel het gekozen vaardig-heidsinterval als de waarden voor de discriminatieparameters in de figuren realistische zijn enveelvuldig voorkomen in empirische analyses met een standaardnormering van de itemmoei-lijkheden. = 2.0 ?1 D-criteriumCD A-criterium ü 3 -2.5 -2 -1.6 -1 -0.5 O 0.5 1 1.5 2 2.5 3 9 / , schaal =0.5 \ ?1 D-criterium O A-criterlum s s, V \ \ ; 1 1 1 . • 1 —1_1—1_1—1—1— 3 -2.5 -2 -I.S -1 O OS 1 1.5 2 2.5 3 O / , schaal = 1-0 Fig. 3. Optimale tests voor een uniforme vaardigeheidsverdeling samengesteld met het D- en A-optimali-teitscriterium.
? 88 M.P.F. Berger en W.J. van der Linden ^2,/ = 1.5 ^2„ = 2.0 11 \ a D-criterium s ^ A-criterium \ \ \ \ s 1 , ? H &quot;—w—— 3 -2.5 -2 -1.5 -1 .05 0 0.5 1 1.5 2 2.5 3 6 / , schaal ?i D-criteriumA-crifer1um J 3 -2.5 -2 -1.5 -1 0 0.5 1 1.6 2 2,5 3 9 / , schaal = 0.5 1 ?i D-criterium \ 0,8 n A-crtterlum \ o.e \ \ 0.4 N s 02 s 0 S 3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 3 0 / , schaal ?i D-criteriumO A-criterium Fig. 4. Optimale te.sts voor een positief scheve vaardigheidsverdeling samengesteld met het D- en A-optimaliteit.scriterium. In de Figuren 5-7 zijn de resultaten van het ongewogen E-optimaliteitcriterium en het gewo-gen (maximin) E-optimaliteitscriterium weergegeven. Hieruit kunnen de volgende conclusiesgetrokken worden: 1. Voor het ongewogen E-optimaliteitscriterium geldt dat de optimale samenstelling van eentest zich wijzigt naarmate de discriminatieparameters hogere waarden aannemen. Voor lagediscriminatieparameters bestaat een optimaal samengestelde test uit items die bimodaal oftrimodaal verdeeld zijn over de moeilijkheidsschaal en voor hogere dicriminatieparameterswordt de optimale verdeling van de items meer uniform van vorm. Het feit dat het ongewo-gen criterium onafhankehjk is van de gewichten W komt tot uiting in de
figuren doordat deoptimale samenstelling van een test onafhankelijk is van de vorm van de vaardigheidsverde-ling. 2. Het maximincriterium heeft voor hoge discriminatieparameters de neiging om de vorm vande vaardigheidsverdeling te volgen. Voor een normale en een scheve vaardigheidsverdeling ' en lage discriminatieparameters, namelijk 0,5, 1,0 en 1,5, zal voor dit criterium de optimalesamenstelling van een test bestaan uit items met een moeilijkheidsparameter die ligt op demodus van de vaardigheidsverdeling. 3. Voor een uniforme vaardigheidsverdeling zijn de gewichten alle even groot en vertonen hetongewogen en het gewogen E-criterium dezelfde optimale testsamenstelling.
? Ontwerpen van tests 89 ^2,,-= 2.0 CZl E-criterium?? Maxlmln O E-criterium? Maximin ^ r rir n 3 -2.5 -2 -1.5 -1 -0.6 O 0.5 1 1.5 2 2.5 3 9 / , schaal = 1-0 cn E-criteriumH Maximin CD E-criferiumm MaxImin Fig. 5. Optimale tests voor een normale vaardigeheidsverdeling samengesteld met het E- en Maximinoptimaliteitscriterium. DISCUSSIE In de vorige paragraaf werden de conclusies gepresenteerd uit een aantal analyses met opdmali-teitscriteria voor de samenstelling van psychologische tests en studietoetsen. Benadrukt moetworden dat deze conclusies theoretisch van aard zijn en mogelijk waren door de aanname vaneen ideale itembank zonder beperking in de parameterwaarden van de items. Ook werd in alleanalyses verondersteld dat de geselecteerde items geen verschillen in de waarden van hundiscriminadeparameters vertoonden. Niettemin hebben de conclusies praktische betekenis. Zois het bijvoorbeeld een opvallend resultaat dat geen van de grafieken een verdeling van itemsoplevert die vaak op intuïtieve gronden in IRT analyses wordt gevolgd en waarbij wordt ge-streefd naar items die over het gehele interval op gelijke afstand van elkaar liggen. Verderblijken de optimale itemverdelingen systematisch af te hangen van de discriminadewaarden envan
de vaardigheidsverdeling in de beoogde populatie van personen. In het algemeen kangesteld worden dat wanneer de items een lage discriminatiewaarde hebben, een opdmale test zalbestaan uit items die een moeilijkheid hebben welke ligt rond de modus van de vaardigheidsver-deling. Voor items met een hoge discriminatieparameter zal de optimale samenstelling meerafhangen van de vorm van de vaardigheidsverdeling. Hier zal een test meestal een opdmaalresultaat benaderen wanneer de items een verdeling van de moeilijkheidsparameter hebben, dieop de verdeling van de vaardigheden lijkt.
? 90 M.P.F. Berger en W.J. van der Linden= 20 fe. = 1.5 ni E-criterium?Ü Maximin ? E-critariumm Maximin Tl , Ir^nmln^lrnrH 1 l at^ 3 -2.5 -2 -1.5 -1 -0.5 O 0.5 t 1.5 2 2.5 3 0 / , schaal 3 -2.5 -2 -1.5 -1 .0.5 O 0.5 1 1.5 2 2.5 3 0 / schaal = 0.5 = 1.0 CZJ E-criteriumM Maximin a E-criteriumH Maximin a 3 -2.5 -2 -1.5 -1 <1.5 O 0.5 1 1.5 2 2.5 3 0 / schaal 3 -2.5 -2 -1.5 -1 -0.5 O 0.5 1 1.5 2 2.5 3 0 / , schaal Fig. 6. Optimale tests voor een uniforme vaardigheidsverdeling samengesteld met het E- en Maximinoptimaliteitscriterium. Bij de toepassing van de resultaten op realistische itembanken moet bedacht worden dat bijitemselecde de aanwezigheid van schatdngsfouten in de itemparameters tot suboptimale resul-taten aanleiding kan geven. Hambleton, Jones en Rogers (1993) hebben laten zien dat door hetgebruik van schatdngen de tesdnformadefuncde systemadsch overschat kan worden. Dit ver-schijnsel kan worden verklaard door kanskapitalisade. Of dit verschijnsel optreedt en hoe sterkhet is, hangt evenwel niet alleen van de grootte van de schattingsfouten af, maar ook van hetgehanteerde opdmaliteitscriterium en van de eventuele aanvullende randvoorwaarden die aanhet criterium worden opgelegd. LITERATUUR Atkinson, A.C. (1982).
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