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Abstract:In current days remote sensing is mainly recent application in many sectors. Remote Sensing (RS) refers to the 
science of identification of earth surface facet and analysis of their geo-biophysical property via electromagnetic emission as 
a model for interaction. Spectral, spatial, temporal and polarization signatures are key features of the sensor/target, which 
make easy target bias. Earth surface data seen by the sensors in altered wavelengths (reflected, scattered and/or emitted) is 
radio metrically and geometrically right by extraction of spectral data. RS data is a synoptic read, pedestrian exposure with 
calibrate sensors to work out changes, observations at various resolutions, deals with a alternative for normal resources 
management as compare to standard methods. This remote sensing utilizes dissimilar images like multispectral, hyper 
spectral or ultra-spectral. The remote sensing image classification is being of the significant methods to sort image. In order 
to state we classify the ISODATA classification amid fuzzy logic. In this we experimenting fuzzy logic be affectionate of 
spatial, spectral texture methods in that dissimilar sub methods to be worn for image classification. 
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I. INTRODUCTION  
The achievement of any GIS [10, 11] application depends 
on the excellence of the geographical data. GIS [15] means 
“Geographic Information System”. In general, it distinct as 
computer assisted systems for the confine, storeroom, 
salvage, analysis and display of spatial/spectral data. This 
will collect the high-quality geographical data for input. To 
study this, we take a remote sensing. 
Hyper spectral Remote Sensing 
The hyper spectral remote sensing [1, 8, 2, 17] is an 
advanced tool to facilitate high spatial/spectral resolution 
data from a distance.The primarily powerful tools used in 
the field of remote sensing are hyper spectral imaging (HSI) 
and Multispectral Imaging (MSI). Since the mid 1950’s a 
few airborne sensors have recoded spectral information [8] 
on the Earth surface in the wavelength region extending 
from 400 to 2500 nm.  Starting from the early 1970’s [9] a 
large number of space borne multispectral sensors have been 
launch on board the LANDSAT, SPOT and Indian Remote 
Sensing (IRS) series of satellites. 
Hyper spectral image be keen on other spectral image 
which gathers information through the spectrum. Such as 
the human eye sees light in 3 bands (red, green, and 
blue), spectral imaging divides the spectrum into many more 
bands. This practice of dividing images into bands which is 
extended beyond the visible. 
Engineers erect sensors and processing systems to afford 
such capability for application in agriculture, mineralogy, 
physics, and surveillance. Hyper spectral sensors appear at 
objects using infinite portion of the electromagnetic 
spectrum. Firm objects leave unique 'fingerprints' crosswise 
the electromagnetic spectrum. These 'fingerprints' are 
branded as spectral signatures and enable identification of 
the materials that make awake a scanned object. For 
example, a spectral signature pro oil helps mineralogists 
find new oil fields. 
Hyper spectral imaging is part of a class of techniques 
commonly referred as spectral imaging or spectral analysis. 
Hyper spectral imaging is linked to multispectral imaging. 
The distinction between hyper and multi-spectral is usually 
supported an arbitrary "number of bands" or the character of 
measurement, counting on what’s is apt to the aim. 
Multispectral image deal through numerous images at 
discrete and somewhat narrow bands. Being "discrete and 
somewhat narrow" is what distinguishes multispectral 
within the visible from color photography. A multispectral 
sensor may have many bands covering the spectrum from 
the visible to the long wave infrared. Multispectral pictures 
don’t turnout the "spectrum" of associate degree 
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object. Land sat is an excellent example of multispectral 
imaging. 
Hyper spectral deals with imaging slender spectral bands 
over a endless spectral range, and produce the spectra of all 
pixels in the scene. So a sensor with only 20 bands can also 
be hyper spectral once it covers the vary from 500 to 
700 nm with 20 bands each 10 nm wide. (While a sensor 
with 20 discrete bands covering the VIS, NIR, SWIR, 
MWIR, and LWIR would be thought-about 
multispectral.)'Ultra spectral' could live keep 
for interferometer type imaging sensors with a awfully fine 
spectral resolution. These sensors a lot have (but not 
necessarily) a low spatial resolution of several pixels only, a 
control imposed by the high data rate. 
In this we carry out the hyper spectral remote sensing 
classification, where image classification is a route of 
sorting pixels in to individual classes, based on pixel values. 
This classification is used to assign corresponding levels 
with deference to groups. This classification is generally 
used as extraction techniques in digital remote sensing.   
Most of the digital image analysis is awfully nice to have a 
good image to show a magnitude of colours contains various 
features of the underlying terrain, but it is useless if you 
don’t know what the colours mean.  
There are two key classification methods are Supervised 
Classification and Unsupervised Classification. The 
unsupervised classification is the identification of normal 
groups. The supervised classification is the process of 
sample the known identity to classify and unclassified pixels 
to one of several informational classes.  
II. ISODATA 
The ISODATA method is the scheme developed by Ball, 
Hall and others in the 1960s. The ISODATA method is 
which added partition of a cluster, and processing of fusion 
to the K-means method. The entity density of a cluster is 
controllable by performing division with fusion to the 
cluster generated from the K-means method. The entity in a 
cluster divides past [a detached building] and its cluster, and 
the space between clusters unites them with past close. The 
parameter that found out division and fusion beforehand 
determines. The procedure of the ISODATA technique is 
shown as follows.    
 1. Parameters, just like the quantity of the last clusters, a 
convergence situation of transcription, judgment conditions 
of a second cluster, branch condition of division and fusion, 
and finish conditions, are determined.  
2. The initial cluster center of gravity is chosen.  
3. Based on the convergence condition of Rearrangement, 
an individual is rearranged in the way of the K-means 
method.    
4. It considers with a minute cluster that it is below 
threshold with the number of individuals of a cluster, and 
excepts from future clustering.    
5. When it is more than the threshold that exists within fixed 
limits which the number of clusters centers on the number of 
the last clusters, and has the minimum of the gap among the 
cluster center of gravity and is below threshold with the 
most of distribution during a cluster, clustering regards it as 
convergence and ends process. When not connection, it 
progresses to the subsequent step.   
6. If the quantity of clusters exceeds the mounted vary, 
when large, a cluster is split, and when little, it will unite. It 
divides, if the quantity of times of a replication is odd when 
there is the number of clusters within fixed limits, and if the 
quantity is even, it unites. If splitting up and union finish, it 
will arrive to 3 and processing will be repeated.    
 Division of a cluster: If it is more than threshold 
with distribution of a cluster, carry out the cluster 
along with the 1st principal component for 2 
minutes, and search for the new cluster center of 
gravity. Allocation of a cluster is re-calculated, and 
division is continued until it become under 
threshold.    
 Fusion of a cluster: If it is below threshold with the 
minimum of the distance between the cluster 
centers of gravity, unite the cluster pair and search 
for the new cluster center of gravity. The distance 
between the cluster center of gravity is re-
calculated, and fusion is sustained until the 
minimum becomes more than threshold.    
Although the ISODATA methodology will regulate the 
amount of bound inside the bounds cluster, and the 
homogeneity of a cluster by division and fusion, 
international best nature cannot be warranted. Since the 
ISODATA technique has a lot of parameters than the K-
means technique, adjustment of the parameter continues to 
be harder.    
III. METHODOLOGY 
Fuzzy logic 
Traditional rule-based classification is predicated on strict 
binary rules, for example: objects meeting the principles for 
"tree" are classified as "tree," objects meeting the principles 
for "urban" are classified as "urban," and objects meeting 
neither rule remain unclassified. Fuzzy logic [20] is a vital 
part in ENVI Feature Extraction rule-based classification. 
Rather than classifying an object as absolutely "true" or 
"false" (as in binary rules), fuzzy logic uses a membership 
function to represent the degree than an object belongs to a 
feature type. Information extraction from remote sensing 
data is limited by noisy sensor measurements with limited 
spectral and spatial resolution, signal degradation from 
image pre-processing, and imprecise transitions between 
land-use classes. Most remote sensing pictures contain 
mixed pixels that belong to single or a lot of categories. 
Fuzzy logic helps alleviate this drawback by simulating 
uncertainty or partial info that’s in keeping with human 
reasoning. The output of each fuzzy rule is a confidence 
map, where values represent the degree that an object 
belongs to the feature type defined by this rule. In 
classification, the entity is assign to the feature type that has 
the utmost assurance value. With rule-based classification, 
you can manage the measure of fuzzy logic of each order 
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Fuzzy ISODATA (Iterative Self-Organizing Data Analysis 
Techniques Algorithm) is an interactive self-organizing data 
analysis technique for fuzzy cluster [19, 20]. Cluster use 
customary Fuzzy ISODATA mechanism as track, suppose 
classes’ variety has been determined, and opt for a 
resourceful fuzzy cluster matrix, and calculate best fuzzy 
cluster matrix and best cluster center matrix by iterative 
operation, then classify the inspected object. The algorithm 
requires more stringent selection of original fuzzy cluster 
matrix. In appropriate selection would cause is to 
rtioniiterive process. There are limitations once customary 
fuzzy ISODATA was employed in the scene of rating of 
target object. The algorithm can only cluster object hooked 
on specificlaes, but can’t discriminate whether classes meet 
the “meaningful distance”. Based on this, reference sample 
system and investigation sample will be collected to cluster. 
Superior fuzzy ISODATA algorithm ladder area follows: 
 
1) Establish the original characteristic indicators matrix U* 
that descript each attribute value of all inspected object and 
reference samples. U
*
ij is on behalf of the characteristic 
indicators j of object i.  
2) Standardize the data of original characteristic indicators 
matrix U* by range method to get U, define   
* * *
1 2max(u ,u ,........, u )J j j njM   
* * *
1 2min(u ,u ,........, u )J j j njm   for column j of U
*
, 











                              (1) 
3) Start iterative operation based on original cluster center 
matrix V
(o)
 of reference sample system, l 0,1, 2 
4) Calculate fuzzy classified matrix R
(l)
 using formula (2), 
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5) Modify cluster center matrix for R
(I) 
(l I) (l I) (l I) (l I)
1 2(v , v ,....., v )
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cV
   



















                                            (3) 
 
6) Repeat step 2, compare R(l)  and R(l+I), for given 
precision e> 0, if   , iterative opera-  tion should be stopped 




 outputted. In opposite condition, 
l=l+1, repeat step 3.  
7) Getfuzzy cluster based on optimal cluster center matrix 
discrimination principle--suppose the optimal cluster center 
matrix , 
 
* * * *
1 2(V ,V ,.....,V ), uc kV U   if 
* *min ( )k i l j c k ju V u V     
 
 if   object ukshould be classified to class i. 
 
IV. STUDY AREA 
Here input image fig. 1. is taken from the ENVI software 
default dataset. These areas result to find the unsupervised 
classification on ISODATA with no training sites in which 
we mainly used to find the different areas can be defined. 
By this we can get many bands and to smooth the areas then 
we will get the ISODATA classification image as shown in 
fig2. This image we will get in the ENVI zoom. By using 
the ISODATA classification image we will conduct the 
feature extraction to that image and select the band to that 
select scale level and merge level to find the refinement in 
thresholding advanced state is selected for that state it has 
spectral, spatial, texture state in that we have to choose the 
creating rules and in that we have select the add attribute to 
rule in that we can select each state have different methods. 
In the methods at texture we selected max band in spectral 
we selected range and in spatial area and we have to select 
the fuzzy tolerance and to set the function type may be s 
type or linear and to find the vector level to be levelled so 
that we have to smooth the level as the respected output will 
be the fuzzy ISODATA classification image as shown in 
fig3. The performance of the fuzzy ISODATA classification 
is as shown in TABLE II     
 
 
Fig. 1 Input Image 
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Fig. 2 ISODATA Image 
TABLE.ISHOWS THE BANDWIDTHS OF ISODATA CLASSIFICATION 
S. No. No. of Bands Value 
1 Band 1 0.4850 
2 Band 2 0.5600 
3 Band 3 0.6600 
 
 
Fig. 3 Fuzzy ISODATA Image 
V. PERFORMANCE 
 
File Name: iso 
Segment Scale Level:     60.0 
Merge Level:                  10.0 
Refine:                            1.00000 to 5.00000 
Attributes Computed:    Spatial 
                                       Spectral 
                                       Texture 
Classification:               Rule-Based 
Rule Set: 
#1   (1.000): If maxband_1 [1.1725, 4.8431], then object 
belongs to "iso1". 
#2  (1.000): If tx_range [0.3265, 3.0080], then object 
belongs to "iso2". 
#3   (1.000): If area [1287.9310, 2737671.0000], then object 
belongs to "iso3". 
Export Options:  
 Feature Info:  
 iso1 Type: Polygon 
iso2 Type: Polygon 
iso3 Type: Polygon 
Smoothing: Threshold of 1 
 













Feature_1 407 56281050 138282.68      1800 19740150.00   
Feature_2 245 98381250 401556.12      900 47958300.00   
Feature_3 136 32809050 241243.01      1800 4333050. 
 
VI. CONCLUSION 
In this paper, the fuzzy logic by rule based classification for 
spatial, spectral, texture methods is classified for maxband, 
range, and area and for that feature count, total area, mean 
area, min area, max area can carry out all the stage in the 
rule based method which will show the feature extraction 
and state different methods of spectral, spatial, texture. In 
this we only conduct feature extraction on ISODATA but 
we can conduct on dissimilar methods of supervised 
classification and unsupervised classification. 
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