Nonlocal boundary value problems for the Schrödinger equation  by Ashyralyev, Allaberen & Sirma, Ali
Computers and Mathematics with Applications 55 (2008) 392–407
www.elsevier.com/locate/camwa
Nonlocal boundary value problems for the Schro¨dinger equation
Allaberen Ashyralyeva,∗, Ali Sirmab,c
aDepartment of Mathematics, Fatih University, 34900 Bu¨yu¨kcekmece, Istanbul, Turkey
bDepartment of Mathematics, Gebze Institute of Technology, Gebze, Kocaeli, Turkey
cDepartment of Mathematics and Computers, Bahcesehir University, Besiktas, Istanbul, Turkey
Received 3 October 2006; received in revised form 25 March 2007; accepted 5 April 2007
Abstract
In the present paper, the nonlocal boundary value problem
i
du
dt
+ Au = f (t), 0 < t < T,
u(0) =
p∑
m=1
αmu(λm)+ ϕ,
0 < λ1 < λ2 < · · · < λp ≤ T
for the Schro¨dinger equation in a Hilbert space H with the self-adjoint operator A is considered. Stability estimates for the solution
of this problem are established. Two nonlocal boundary value problems are investigated. The first and second order of accuracy
difference schemes for the approximate solutions of this nonlocal boundary value problem are presented. The stability of these
difference schemes is established. In practice, stability inequalities for the solutions of difference schemes for the Schro¨dinger
equation are obtained. A numerical method is proposed for solving a one-dimensional Schro¨dinger equation with nonlocal
boundary condition. A procedure involving the modified Gauss elimination method is used for solving these difference schemes.
The method is illustrated by giving numerical examples.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
It is known that various problems in physics lead to the Schro¨dinger equation. Methods of solutions of the problems
for Schro¨dinger have been studied extensively by many researchers (see, e.g., [1–5] and the references given therein).
In the present paper the nonlocal boundary value problem
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i
du
dt
+ Au = f (t), 0 < t < T,
u(0) =
p∑
m=1
αmu(λm)+ ϕ,
0 < λ1 < λ2 < · · · < λp ≤ T
(1.1)
for the Schro¨dinger equation in a Hilbert space H with the self-adjoint operator A is considered.
In the present paper, the stability of the solution of problem (1.1) is investigated. The paper is organized as follows.
In Section 2, stability estimates for the solution of problem (1.1) are established. The application of this result permits
us to obtain the stability estimates for the solutions of two nonlocal boundary value problems. In Section 3, the first
order of accuracy Rothe difference scheme and the second order of accuracy Crank–Nicholson difference scheme are
studied. The stability of these difference schemes is established. In practice, the stability inequalities for the solutions
of difference schemes for the Schro¨dinger equation are obtained. Section 4 presents a numerical method for solving a
one-dimensional Schro¨dinger equation with nonlocal boundary conditions. A procedure involving a modified Gauss
elimination method is used for solving these difference schemes. The method is illustrated by giving some numerical
examples.
2. The nonlocal boundary value problem
Theorem 2.1. Assume that
p∑
m=1
|αm | < 1.
Then there exists a unique solution u(t) of problem (1.1), and the following inequality is satisfied:
max
0≤t≤T
‖u(t)‖H ≤ C(α1, . . . , αp)
[
‖ϕ‖H + max
0≤t≤T
‖ f (t)‖H
]
. (2.1)
Proof. First, we will obtain a formula for the solution of the problem (1.1). It is known that for smooth data of the
problem
i
du
dt
+ Au = f (t), 0 < t < T, u(0) = ξ (2.2)
there exists a unique solution of the problem (1.1), and that the following formula holds,
u(t) = eiAtξ −
∫ t
0
eiA(t−s)i f (s)ds. (2.3)
Using the condition u(0) =∑pm=1 αmu(λm)+ ϕ, we get
ξ =
p∑
m=1
αmeiAλm ξ −
p∑
m=1
αm
∫ λm
0
eiA(λm−s)i f (s)ds + ϕ. (2.4)
Since
∑p
m=1 |αm | < 1, the operator I −
∑p
m=1 αmeiAλm has an inverse
R =
(
I −
p∑
m=1
αmeiAλm
)−1
and
‖R‖ ≤ sup
−∞≤µ≤∞
1∣∣∣∣1− p∑
m=1
αmeiµλm
∣∣∣∣
≤ sup
−∞≤µ≤∞
1
1−
p∑
m=1
|αm |
∣∣eiµλm ∣∣ ≤
1
1−
p∑
m=1
|αm |
≤ C(α1, . . . , αp). (2.5)
394 A. Ashyralyev, A. Sirma / Computers and Mathematics with Applications 55 (2008) 392–407
Therefore,
ξ = R
[
−
p∑
m=1
αm
∫ λm
0
eiA(λm−s)i f (s)ds + ϕ
]
. (2.6)
Hence, for the solution of the nonlocal boundary value problem (1.1), we have formulas (2.3) and (2.6). Second, we
will establish the estimate (2.1). Using the estimate∥∥∥eiAt∥∥∥
H→H ≤ 1, (2.7)
we get
‖u(t)‖H ≤
∥∥∥eiAt∥∥∥
H→H ‖ξ‖H +
∫ t
0
∥∥∥eiA(t−s)∥∥∥
H→H ‖ f (s)‖H ds
≤ ‖ξ‖H + T max
0≤t≤T
‖ f (t)‖H (2.8)
for all t . By using (2.6) and estimates (2.5) and (2.7), we get
‖ξ‖H ≤ ‖R‖H→H
{
p∑
m=1
|αm |
∫ λm
0
‖eiA(λm−s)‖H→H‖ f (s)‖Hds + ‖ϕ‖H
}
≤ C(α1, . . . , αp)
[
p∑
m=1
|αm ||λm | max
0≤t≤T
‖ f (t)‖H + ‖ϕ‖H
]
. (2.9)
Therefore, using (2.8) and (2.9), we obtain estimate (2.1). Theorem 2.1 is proved. 
Now, the application of this abstract result to the following two nonlocal boundary value problems is considered.
First, the nonlocal boundary value problem for the one-dimensional Schro¨dinger equation
iut − (a(x)ux )x + δu = f (t, x), 0 < t < T, 0 < x < 1,
u(0, x) =
p∑
m=1
αmu(λm, x)+ ϕ(x), 0 ≤ x ≤ 1,
u(t, 0) = u(t, 1), ux (t, 0) = ux (t, 1), 0 ≤ t ≤ T
(2.10)
is considered. Problem (2.10) has a unique smooth solution u(t, x) for the smooth a(x) ≥ a > 0 (x ∈ (0, 1)),
ϕ(x) (x ∈ [0, 1]) and f (t, x) (t ∈ [0, T ], x ∈ (0, 1)) functions and δ > 0 constant. This allows us to reduce the
mixed problem (2.10) to the nonlocal boundary value problem (1.1) in a Hilbert space H = L2[0, 1] with a self-
adjoint operator A defined by (2.10).
Theorem 2.2. Assume that
p∑
m=1
|αm | < 1.
Then the solution of the nonlocal boundary value problem (2.10) satisfies the inequality
max
0≤t≤T
‖u(t)‖L2[0,1] ≤ C(α1, . . . , αp)
[
‖ϕ‖L2[0,1] + max0≤t≤T ‖ f (t)‖L2[0,1]
]
.
Second, let Ω be the unit cube in the n-dimensional Euclidean space Rn(0 < xk < 1, 1 ≤ k ≤ n) with boundary S
and Ω˜ = Ω ∪ S. In [0, T ] × Ω˜ the nonlocal boundary-value problem for the multidimensional Schro¨dinger equation
iut −
n∑
r=1
(
ar (x)uxr
)
xr
+ δu = f (t, x), 0 < t < T, x ∈ Ω ,
u(0, x) =
p∑
i=1
αmu(λm, x)+ ϕ(x), x ∈ Ω˜ ,
u(t, x) = 0, x ∈ S, 0 ≤ t ≤ T
(2.11)
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is considered. The problem (2.11) has a unique smooth solution u(t, x) for the smooth ar (x) ≥ a > 0 (x ∈ Ω),
ϕ(x)(x ∈ Ω˜) and f (t, x)(t ∈ [0, T ], x ∈ Ω) functions. This allows us to reduce the mixed problem (2.11) to the
nonlocal boundary value problem (1.1) in a Hilbert space H = L2(Ω) of all integrable functions defined on Ω ,
equipped with the norm
‖ f ‖L2(Ω) =
{∫
· · ·
∫
x∈Ω
| f (x)|2 dx1 . . . dxn
} 1
2
with a self-adjoint operator A defined by (2.11).
Theorem 2.3. Assume that
p∑
m=1
|αm | < 1.
Then the solution of the nonlocal boundary value problem (2.11) satisfies the inequality
max
0≤t≤T
‖u(t)‖L2(Ω) ≤ C(α1, . . . , αp)
[
‖ϕ‖L2(Ω) + max0≤t≤T ‖ f (t)‖L2(Ω)
]
.
3. Difference schemes. Stability
First, let us associate the boundary value problem (1.1) with the corresponding first order difference scheme
i
uk − uk−1
τ
+ Auk = ϕk, ϕk = f (tk), tk = kτ, 1 ≤ k ≤ N ,
Nτ = T, u0 =
p∑
m=1
αmulm + ϕ.
(3.1)
Here, lm = [λmτ ]. We obtain the formula for the solution of (3.1). By induction,
uk = Rkξ − iτ
k∑
j=1
Rk− j+1ϕ j , 1 ≤ k ≤ N (3.2)
is the solution of the first order difference scheme
i
uk − uk−1
τ
+ Auk = ϕk, 1 ≤ k ≤ N , u0 = ξ (3.3)
for the approximate solutions of the Cauchy problem (2.2). Here
R = (I − iτ A)−1.
Using formula (3.2) and the condition
u0 =
p∑
m=1
αmulm + ϕ,
we get
ξ =
p∑
m=1
αmR
lm ξ − iτ
p∑
m=1
αm
lm∑
j=1
Rlm− j+1ϕ j + ϕ. (3.4)
Since the operator I −∑pm=1 αmRlm has an inverse, we obtain
ξ = Tτ
{
−
p∑
m=1
αm
lm∑
j=1
iτ Rlm− j+1ϕ j + ϕ
}
, (3.5)
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where
Tτ =
(
I −
p∑
m=1
αmR
lm
)−1
.
So, for the solution of problem (3.1), we have the following formula
uk =

Rkξ − iτ
k∑
j=1
Rk− j+1ϕ j , 1 ≤ k ≤ N ,
Tτ
{
−
p∑
m=1
αm
lm∑
j=1
iτ Rlm− j+1ϕ j + ϕ
}
, k = 0.
(3.6)
Theorem 3.1. Assume that
p∑
m=1
|αm | < 1.
Then the solution of difference scheme (3.1) obeys the stability inequality
max
0≤k≤N
‖uk‖H ≤ C(α1, . . . , αp)
[
‖ϕ‖H + max
1≤k≤N
‖ϕk‖H
]
. (3.7)
Proof. Using the estimate
‖R‖H→H ≤ 1 (3.8)
and formula (3.2), we can obtain
max
1≤k≤N
‖uk‖H ≤
[
‖u0‖H + T max
1≤k≤N
‖ϕk‖H
]
. (3.9)
Using the spectral representation of the self-adjoint operators one can establish
‖Tτ‖H→H ≤ C(α1, . . . , αp). (3.10)
Namely,
‖Tτ‖H→H ≤ sup−∞≤µ<∞
∣∣∣∣∣∣
(
I −
p∑
m=1
αm
(
1
(1− iτµ)
)lm)−1∣∣∣∣∣∣
≤ sup
−∞≤µ<∞
1
1−
∣∣∣∣ p∑
m=1
αm
(
1
(1−iτµ)
)lm ∣∣∣∣ .
Since ∣∣∣∣∣
p∑
m=1
αm
(
1
(1− iτµ)
)lm ∣∣∣∣∣ ≤
p∑
m=1
|αm |
∣∣∣∣ 1(1− iτµ)
∣∣∣∣lm ≤ p∑
m=1
|αm | < 1,
we have that
‖Tτ‖H→H ≤ C(α1, . . . , αp).
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Then, using formula (3.5), the triangle inequality and estimates (3.8) and (3.10), the following estimate is obtained:
‖u0‖H ≤ ‖Tτ‖H→H
{
p∑
m=1
|αm |
lm∑
j=1
τ ‖R‖lm− j+1H→H
∥∥ϕ j∥∥H + ‖ϕ‖H
}
≤ C(α1, . . . , αp)
{
p∑
m=1
|αm |
lm∑
j=1
τ
∥∥ϕ j∥∥H + ‖ϕ‖H
}
≤ C(α1, . . . , αp)
{
T · max
1≤k≤N
‖ϕk‖H
p∑
m=1
|αm | + ‖ϕ‖H
}
≤ C(α1, . . . , αp)
{
T · max
1≤k≤N
‖ϕk‖H + ‖ϕ‖H
}
. (3.11)
Estimate (3.7) follows from (3.9) and (3.11). Theorem 3.1 is proved. 
Second, the second order of accuracy Crank–Nicholson difference scheme (see [6–8])
i
uk − uk−1
τ
+ A
2
(uk + uk−1) = ϕk, ϕk = f
(
tk − τ2
)
, tk = kτ, 1 ≤ k ≤ N ,
u0 =
∑
λm
τ
∈Z+
αmulm +
∑
λm
τ
6∈Z+
αm(I + idm A)12 (ulm + ulm+1)− i
∑
λm
τ
6∈Z+
dmϕlm + ϕ (3.12)
is considered. Here lm = [λmτ ], dm = λm − [λmτ ]τ − τ2 . We obtain the formula for the solution of (3.12). By induction,
uk = Bkξ − i
k∑
j=1
Bk− jCϕ jτ, k = 1, . . . , N (3.13)
is the solution of the second order Crank–Nicholson difference scheme{
i
uk − uk−1
τ
+ A
2
(uk + uk−1) = ϕk, ϕk = f
(
tk − τ2
)
,
tk = kτ, 1 ≤ k ≤ N , u0 = ξ
(3.14)
for the approximate solutions of the Cauchy problem (2.2). Here,
C =
(
I − i A
2
τ
)−1
, B =
(
I + i A
2
τ
)
C.
For u0, using formula (3.13) and the condition
u0 =
∑
λm
τ
∈Z+
αmulm +
∑
λm
τ
6∈Z+
αm(I + idm A)12 (ulm + ulm+1)− i
∑
λm
τ
6∈Z+
dmϕlm + ϕ,
we obtain
ξ =
∑
λm
τ
∈Z+
αmB lm ξ − iτ
∑
λm
τ
∈Z+
lm∑
j=1
αmB lm
− jCϕ j +
∑
λm
τ
6∈Z+
αm(I + idm A)12
(
B lm ξ − iτ
lm∑
j=1
B lm− jCϕ j
)
+
∑
λm
τ
6∈Z+
αm(I + idm A)12
B lm+1ξ − iτ lm+1∑
j=1
B lm+1− jCϕ j
− i ∑
λm
τ
6∈Z+
dmϕlm + ϕ. (3.15)
Since the operator
I −
∑
λm
τ
∈Z+
αmB lm −
∑
λm
τ
6∈Z+
αm(I + idm A)12 (I + B)B
lm
398 A. Ashyralyev, A. Sirma / Computers and Mathematics with Applications 55 (2008) 392–407
has an inverse, we obtain
ξ = Tτ
−iτ
∑
λm
τ
∈Z+
lm∑
j=1
αmB lm
− jCϕ j − iτ
∑
λm
τ
6∈Z+
αm(I + idm A)
× 1
2
[
(I + B)
lm∑
j=1
B lm− jCϕ j + Cϕlm+1
]
− i
∑
λm
τ
6∈Z+
dmϕlm + ϕ
 , (3.16)
where
Tτ =
I − ∑
λm
τ
∈Z+
αmB lm −
∑
λm
τ
6∈Z+
αm(I + idm A)12 (I + B)B
lm

−1
.
So, for the solution of problem (3.12), we have the following formula
uk =

Bkξ − i
k∑
j=1
Bk− jCϕ jτ, k = 1, . . . , N ,
Tτ
−iτ
∑
λm
τ
∈Z+
lm∑
j=1
αmB lm
− jCϕ j − iτ
∑
λm
τ
6∈Z+
αm(I + idm A)
× 1
2
[
(I + B)
lm∑
j=1
B lm− jCϕ j + Cϕlm+1
]
− i
∑
λm
τ
6∈Z+
dmϕlm + ϕ
 , k = 0,
(3.17)
where
Tτ =
I − ∑
λm
τ
∈Z+
αmB lm −
∑
λm
τ
6∈Z+
αm(I + idm A)12 (I + B)B
lm

−1
. (3.18)
Theorem 3.2. Assume that
p∑
m=1
|αm | < 1.
Then the solution of difference scheme (3.12) obeys the stability inequality
max
0≤k≤N
‖uk‖H ≤ C(α1, . . . , αp)
[
‖ϕ‖H + max
1≤k≤N
‖ϕk‖H
]
. (3.19)
Proof. Using the estimate
‖B‖H→H ≤ 1 and ‖C‖H→H ≤ 1 (3.20)
and formula (3.13), we obtain
max
1≤k≤N
‖uk‖H ≤
[
‖u0‖H + T max
1≤k≤N
‖ϕk‖H
]
. (3.21)
Using the spectral representation of the self-adjoint operators, one can establish
‖Tτ‖H→H ≤ C(α1, . . . , αp). (3.22)
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Namely,
‖Tτ‖H→H ≤ sup−∞≤µ<∞
∣∣∣∣∣∣∣
I − ∑
λm
τ
∈Z+
αm
(
1+ iµ2 τ
1− iµ2 τ
)lm
−
∑
λm
τ
6∈Z+
αm(1+ idmµ)12
(
1+ 1+ i
µ
2 τ
1− iµ2 τ
)(
1+ iµ2 τ
1− iµ2 τ
)lm
−1∣∣∣∣∣∣∣
≤ sup
−∞≤µ<∞
1−
∣∣∣∣∣∣∣
∑
λm
τ
∈Z+
αm
(
1+ iµ2 τ
1− i µ2 τ
)lm
+
∑
λm
τ
6∈Z+
αm(1+ idmµ)12
(
1+ 1+ i
µ
2 τ
1− iµ2 τ
)(
1+ iµ2 τ
1− iµ2 τ
)lm ∣∣∣∣∣∣∣

−1
.
Since ∣∣∣∣∣∣∣
∑
λm
τ
∈Z+
αm
(
1+ iµ2 τ
1− iµ2 τ
)lm
+
∑
λm
τ
6∈Z+
αm(1+ idmµ)12
(
1+ 1+ i
µ
2 τ
1− iµ2 τ
)(
1+ iµ2 τ
1− iµ2 τ
)lm ∣∣∣∣∣∣∣
≤
∑
λm
τ
∈Z+
|αm |
∣∣∣∣1+ iµ2 τ1− iµ2 τ
∣∣∣∣lm + ∑
λm
τ
6∈Z+
|αm |
∣∣∣∣(1+ idmµ)12
(
1+ 1+ i
µ
2 τ
1− iµ2 τ
)∣∣∣∣ ∣∣∣∣1+ iµ2 τ1− iµ2 τ
∣∣∣∣lm
≤
∑
λm
τ
∈Z+
|αm | +
∑
λm
τ
6∈Z+
|αm | =
p∑
m=1
|αm | < 1,
we have that
‖Tτ‖H→H ≤ C(α1, . . . , αp).
Now the estimate for ‖u0‖H should also be examined. Then, using formula (3.17), the triangle inequality, and
estimates (3.20) and (3.22) the following estimate is obtained:
‖u0‖H ≤ ‖Tτ‖H→H

∑
λm
τ
∈Z+
|αm |
lm∑
j=1
τ‖B‖lm− jH→H‖C‖H→H‖ϕ j‖H
+
∑
λm
τ
6∈Z+
|αm |
[∥∥∥∥(I + idm A)12 (I + B)
∥∥∥∥
H→H
lm∑
j=1
τ‖B‖lm− jH→H‖C‖H→H‖ϕ j‖H
+ τ
∥∥∥∥(I + idm A)12C
∥∥∥∥
H→H
∥∥ϕlm+1∥∥H
]
+
∑
λm
τ
6∈Z+
|dm |‖ϕlm‖H + ‖ϕ‖H

≤ C(α1, . . . , αp)

∑
λm
τ
∈Z+
|αm |
lm∑
j=1
τ
∥∥ϕ j∥∥H
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+
∑
λm
τ
6∈Z+
|αm |
lm+1∑
j=1
τ
∥∥ϕ j∥∥H + ∑
λm
τ
6∈Z+
|dm |
∥∥ϕlm∥∥H + ‖ϕ‖H

≤ C(α1, . . . , αp)
{
T max
1≤ j≤N
∥∥ϕ j∥∥H p∑
m=1
|αm | + max
1≤ j≤N
∥∥ϕ j∥∥H p∑
m=1
|dm | + ‖ϕ‖H
}
≤ C(α1, . . . , αp)
{
(T + 1) max
1≤ j≤N
‖ϕl‖H + ‖ϕ‖H
}
. (3.23)
The proof of the estimate (3.19) for difference scheme (3.12) is based on the last estimate and the estimate (3.21). The
proof of this theorem is complete. 
Note that, if in the stability estimate of Theorems 3.1 and 3.2, the passing to the limit for τ → 0 is considered; one
can recover Theorem 2.1 on the stability of the nonlocal boundary value problem (1.1).
Next abstract Theorems 3.1 and 3.2 are applied in the investigations of two nonlocal boundary value problems.
First, we consider the problem (2.10). The discretization of problem (2.10) is carried out in two steps. In the first step,
the grid set
[0, 1]h = {x = xm = hm, 0 ≤ m ≤ M,Mh = 1}
is defined. To the differential operator A generated by the problem (2.10), we assign the difference operator Axh by the
formula
Axhu
h =
{
−
(
a(x)uh−
x
)
x,m
+ δum
}M−1
1
(3.24)
acting in the space of grid functions uh(x) = {um}M0 , satisfying the conditions u0 = uM , u1 − u0 = uM − uM−1.
With the help of Axh , we arrive at the nonlocal boundary-value problem
i
duh(t, x)
dt
+ Axhuh(t, x) = f h(t, x), 0 < t < T, x ∈ [0, 1]h,
uh(0, x) =
p∑
m=1
αmu
h(λm, x)+ ϕh(x), 0 < λ1 < λ2 < · · · < λp ≤ T, x ∈ [0, 1]h
(3.25)
for an infinite system of ordinary differential equations.
In the second step, problem (3.25) is replaced by the first order difference scheme
i
uhk (x)− uhk−1(x)
τ
+ Axhuhk (x) = ϕhk (x),
ϕhk (x) = f h(tk, x), tk = kτ, 1 ≤ k ≤ N , x ∈ [0, 1]h
uh0 (x) =
p∑
m=1
αmu
h
lm (x)+ ϕh(x), x ∈ [0, 1]h
(3.26)
and the Crank–Nicholson difference scheme
i
uhk (x)− uhk−1(x)
τ
+ A
x
h
2
(uhk (x)+ uhk−1 (x)) = ϕhk (x),
ϕhk (x) = f h
(
tk − τ2 , x
)
, tk = kτ, 1 ≤ k ≤ N , x ∈ [0, 1]h
uh0 (x) =
∑
λm
τ
∈Z+
αmu
h
lm (x)+ ϕh(x)+
∑
λm
τ
6∈Z+
αm(Ih + idm Axh)
1
2
(uhlm (x)
+ uhlm+1 (x))− i
∑
λm
τ
6∈Z+
dmϕ
h
lm (x), x ∈ [0, 1]h .
(3.27)
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Based on a number of corollaries of the abstract theorems given above, to formulate the result, one needs to
introduce the space L2h = L2([0, 1]h) of all grid functions ϕh(x) defined on x ∈ [0, 1]h , equipped with the norm
∥∥∥ϕh∥∥∥
L2h
=
( ∑
x∈[0,1]h
|ϕh(x)|2h
)1/2
.
Theorem 3.3. Let τ and |h| be sufficiently small numbers. Assume that
p∑
m=1
|αm | < 1.
Then the solutions of difference scheme (3.26) and (3.27) satisfy the following stability estimate:
max
0≤k≤N
∥∥∥uhk∥∥∥L2h ≤ C(α1, . . . , αp)
[∥∥∥ϕh∥∥∥
L2h
+ max
1≤k≤N
∥∥∥ϕhk ∥∥∥L2h
]
. (3.28)
Here C(α1, . . . , αp) does not depend on τ , h, ϕh(x) and ϕhk (x), 1 ≤ k ≤ N.
The proof of Theorem 3.3 is based on the abstract Theorems 3.1 and 3.2, as well as the symmetry properties of the
difference operator Axh defined by the formula (3.24) in L2h .
Second, we consider (2.11). The discretization of problem (2.11) is carried out in two steps. In the first step, the
grid sets
Ω˜h = {x = xm = (h1m1, . . . , hnmn),m = (m1, . . . ,mn) 0 ≤ mr ≤ Nr , hrNr = L , r = 1, . . . , n} ,
Ωh = Ω˜h ∩ Ω , Sh = Ω˜h ∩ S
are defined. To the differential operator A generated by the problem (2.11), we assign the difference operator Axh by
the formula
Axhu
h(x) = −
n∑
r=1
(
ar (x)u
h
−
xr
)
xr , jr
+ δuh(x) (3.29)
acting in the space of grid functions uh(x), satisfying the conditions uh(x) = 0 for all x ∈ Sh . With the help of Axh ,
we arrive at the nonlocal boundary-value problem
i
duh(t, x)
dt
+ Axhuh(t, x) = f h(t, x), 0 < t < T, x ∈ Ω˜h,
uh(0, x) =
p∑
m=1
αmu
h(λm, x)+ ϕh(x), 0 < λ1 < λ2 < · · · < λp ≤ T, x ∈ Ω˜h
(3.30)
for an infinite system of ordinary differential equations.
In the second step, problem (3.30) is replaced by the first order difference scheme

i
uhk (x)− uhk−1(x)
τ
+ Axhuhk (x) = ϕhk (x),
ϕhk (x) = f h(tk, x), tk = kτ, 1 ≤ k ≤ N , x ∈ Ω˜h,
uh0 (x) =
p∑
m=1
αmu
h
lm (x)+ ϕh(x), x ∈ Ω˜h,
(3.31)
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and the Crank–Nicholson difference scheme
i
uhk (x)− uhk−1(x)
τ
+ A
x
h
2
(uhk (x)+ uhk−1 (x)) = ϕhk (x),
ϕhk (x) = f h
(
tk − τ2 , x
)
, tk = kτ, 1 ≤ k ≤ N , x ∈ Ω˜h,
uh0 (x) =
∑
λm
τ
∈Z+
αmu
h
lm (x)+ ϕh(x)+
∑
λm
τ
6∈Z+
αm(Ih + idm Axh)
1
2
(uhlm (x)
+ uhlm+1 (x))− i
∑
λm
τ
6∈Z+
dmϕ
h
lm (x), x ∈ Ω˜h .
(3.32)
Based on a number of corollaries of the abstract theorems given above, to formulate the result, one needs to
introduce the space L2h = L2(Ωh) of the all grid functions ϕh(x) = {ϕ(h1m1, . . . , hnmn)} defined on Ωh , equipped
with the norm∥∥∥ϕh∥∥∥
L2(Ωh)
=
(∑
x∈Ωh
|ϕh(x)|2h1 · · · hn
)1/2
.
Theorem 3.4. Let τ and |h| =
√
h21 + · · · + h2n be sufficiently small numbers. Assume that
p∑
m=1
|αm | < 1.
Then the solutions of the difference scheme (3.31) and (3.32) satisfy the following stability estimate:
max
0≤k≤N
∥∥∥uhk∥∥∥L2(Ωh) ≤ C(α1, . . . , αp)
[∥∥∥ϕh∥∥∥
L2(Ωh)
+ max
1≤k≤N
∥∥∥ϕhk ∥∥∥L2(Ωh)
]
. (3.33)
Here C(α1, . . . , αp) does not depend on τ , h, ϕh(x) and ϕhk (x), 1 ≤ k ≤ N.
The proof of Theorem 3.4 is based on the abstract Theorems 3.1 and 3.2, as well as the symmetry properties of the
difference operator Axh defined by the formula (3.29) in L2h .
4. Numerical analysis
In this section, the numerical solutions of the nonlocal boundary value problem
i
∂u(t, x)
∂t
− ∂
2u(t, x)
∂x2
+ u(t, x) = exp
(
itpi2
4
)[
(x2 − 2) cos pi
2
x + 2pix sin pi
2
x
]
, 0 < t, x < 1,
u(0, x) = 1
2
u
(
1
2
, x
)
+ 1
3
u
(
1
3
, x
)
+ ϕ(x),
ϕ(x) =
(
1− 1
2
exp
(
ipi2
8
)
− 1
3
exp
(
ipi2
12
))
x2 cos
pi
2
x, 0 ≤ x ≤ 1,
u(t, 0) = u(t, 1) = 0, 0 ≤ t ≤ 1
(4.1)
for the Schro¨dinger equation by using first order difference schemes (3.1) and Crank–Nicholson difference schemes
(3.12) are investigated. The exact solution of this problem is
u (t, x) = exp
(
itpi2
4
)
x2 cos
pi
2
x .
For the approximate solution of problem (4.1), the set [0, 1]τ × [0, 1]h of a family of grid points depending on the
small parameters τ and h
[0, 1]τ × [0, 1]h = {(tk, xn) : tk = kτ, 1 ≤ k ≤ N − 1, Nτ = 1, xn = nh, 1 ≤ n ≤ M − 1,Mh = 1}
is defined.
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First of all, we use first order difference scheme. Applying (3.1) for the approximate solutions of the problem (4.1),
we get the following first order difference schemes

i
ukn − uk−1n
τ
− u
k
n+1 − 2ukn + ukn−1
h2
+ ukn = f (tk, xn), 1 ≤ k ≤ N − 1, 1 ≤ n ≤ M − 1,
u0n =
1
3
u
[
1
3τ
]
n + 12u
[
1
2τ
]
n + ϕ(xn), 1 ≤ n ≤ M − 1; uk0 = ukM = 0, 0 ≤ k ≤ N ,
f (t, x) = exp
(
itpi2
4
)[
(x2 − 2) cos pi
2
x + 2pix sin pi
2
x
]
,
ϕ(x) =
(
1− 1
2
exp
(
ipi2
8
)
− 1
3
exp
(
ipi2
12
))
x2 cos
pi
2
x .
(4.2)
So, we have an (N + 1)× (M + 1) system of linear equations. This system can be written in the following equivalent
form: 
aukn+1 + buk−1n + cukn + aukn−1 = ϕkn , 1 ≤ k ≤ N , 1 ≤ n ≤ M − 1
u0n −
1
3
u
[
1
3τ
]
n − 12u
[
1
2τ
]
n = ϕ(xn), 1 ≤ n ≤ M − 1,
uk0 = ukM = 0, 0 ≤ k ≤ N ,
(4.3)
where
a = − 1
h2
, b = − i
τ
, c = i
τ
+ 2
h2
+ 1.
Then (4.3) can be written in the matrix form as:{
AUn+1 + BUn + CUn−1 = Dϕn, 1 ≤ n ≤ M − 1,
U0 = 0˜, UM = 0˜, (4.4)
where
ϕkn =

(
1− 1
2
exp
(
ipi2
8
)
− 1
3
exp
(
ipi2
12
))
x2n cos
pi
2
xn, k = 0,
f (tk, xn), 1 ≤ k ≤ N
ϕn =

ϕ0n
ϕ1n
· · ·
ϕNn
 ,
A =

0 a 0 0 0 · · · 0 0 0 0
0 0 a 0 0 · · · 0 0 0 0
0 0 0 a 0 · · · 0 0 0 0
0 0 0 0 a · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 0 · · · a 0 0 0
0 0 0 0 0 · · · 0 a 0 0
0 0 0 0 0 · · · 0 0 a 0
0 0 0 0 0 · · · 0 0 0 a
0 0 0 0 0 · · · 0 0 0 0

,
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B =

b c 0 · · · 0 · · · 0 · · · 0 · · · 0 0
0 b c · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 b · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 0 · · · 0 · · · c · · · 0 · · · 0 0
0 0 0 · · · 0 · · · b · · · 0 · · · 0 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · c 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · b c
1 0 0 · · · −1
3
· · · 0 · · · −1
2
· · · 0 0

,
and
C = A,
D =

1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 1
 ,
Us =

U 0s
U 1s
· · ·
U N−1s
U Ns
 , s = n − 1, n, n + 1.
Now we will use Crank–Nicholson difference schemes to obtain approximate solutions of the problem (4.2).
Applying (3.12) for the approximate solutions of the problem (4.2), we get the following Crank–Nicholson difference
schemes
i
ukn − uk−1n
τ
− 1
2
(
ukn+1 − 2ukn + ukn−1
h2
+ u
k−1
n+1 − 2uk−1n + uk−1n−1
h2
)
+ 1
2
ukn +
1
2
uk−1n = f
(
tk − τ2 , xn
)
,
1 ≤ k ≤ N − 1, 1 ≤ n ≤ M − 1,
u0n =
1
3
u
[
1
3τ
]
n + 12u
[
1
2τ
]
n + ϕ(xn), 1 ≤ n ≤ M − 1;
uk0 = ukM = 0, 0 ≤ k ≤ N ,
f (t, x) = exp
(
itpi2
4
)[
(x2 − 2) cos pi
2
x + 2pix sin pi
2
x
]
,
ϕ(x) =
(
1− 1
2
exp
(
ipi2
8
)
− 1
3
exp
(
ipi2
12
))
x2 cos
pi
2
x .
(4.5)
So, we have an (N + 1)× (M + 1) system of linear equations. This system can written in the following equivalent
form: 
auk−1n+1 + aukn+1 + buk−1n + cukn + auk−1n−1 + aukn−1 = ϕkn , 1 ≤ k ≤ N , 1 ≤ n ≤ M − 1,
u0n −
1
3
u
[
1
3τ
]
n − 12u
[
1
2τ
]
n = ϕ(xn), 1 ≤ n ≤ M − 1,
uk0 = ukM = 0, 0 ≤ k ≤ N ,
(4.6)
A. Ashyralyev, A. Sirma / Computers and Mathematics with Applications 55 (2008) 392–407 405
where
a = − 1
2h2
, b =
(
− i
τ
+ 1
h2
+ 1
2
)
, c = i
τ
+ 1
h2
+ 1
2
.
Then (4.6) can be written in the matrix form:{
AUn+1 + BUn + CUn−1 = Dϕn, 1 ≤ n ≤ M − 1,
U0 = 0˜, UM = 0˜, (4.7)
where
ϕkn =

(
1− 1
2
exp
(
ipi2
8
)
− 1
3
exp
(
ipi2
12
))
x2n cos
pi
2
xn, k = 0,
f
(
tk − τ2 , xn
)
, 1 ≤ k ≤ N
ϕn =

ϕ0n
ϕ1n
· · ·
ϕNn
 ,
A =

a a 0 0 0 · · · 0 0 0 0
0 a a 0 0 · · · 0 0 0 0
0 0 a a 0 · · · 0 0 0 0
0 0 0 a a · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 0 · · · a 0 0 0
0 0 0 0 0 · · · a a 0 0
0 0 0 0 0 · · · 0 a a 0
0 0 0 0 0 · · · 0 0 a a
0 0 0 0 0 · · · 0 0 0 0

,
B =

b c 0 · · · 0 · · · 0 · · · 0 · · · 0 0
0 b c · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 b · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 0 · · · 0 · · · c · · · 0 · · · 0 0
0 0 0 · · · 0 · · · b · · · 0 · · · 0 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 · · · 0 · · · 0 · · · 0 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · c 0
0 0 0 · · · 0 · · · 0 · · · 0 · · · b c
1 0 0 · · · −1
3
· · · 0 · · · −1
2
· · · 0 0

,
and
C = A,
D =

1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 1
 .
406 A. Ashyralyev, A. Sirma / Computers and Mathematics with Applications 55 (2008) 392–407
To solve both difference equations, namely the first order difference scheme and the Crank–Nicholson difference
scheme, we have applied a procedure involving a modified Gauss elimination method with respect to n with the matrix
coefficients. Hence, we seek a solution of the matrix equation in the following form:
Un = αn+1Un+1 + βn+1, n = M − 1, . . . , 2, 1, 0, (4.8)
where α j ( j = 1, . . . ,M − 1) are (N + 1)× (N + 1) square matrices and β j ( j = 1, . . . ,M − 1) are (N + 1)× 1
column matrices. Since
U0 = 0 = α1U1 + β1, (4.9)
we have
α1 =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 0
0 0 0 · · · 0 0
 ,
and
β1 =

0
0
· · ·
0
0
 .
Using the equality
Us = αs+1Us+1 + βs+1 for s = n, n − 1
and the matrix equation
AUn+1 + BUn + CUn−1 = Dϕn,
we can write
[A + Bαn+1 + Cαnαn+1]Un+1 +
[
Bβn+1 + Cαnβn+1 + Cβn
] = Dϕn .
The last equation is satisfied if we select
A + Bαn+1 + Cαnαn+1 = 0,[
Bβn+1 + Cαnβn+1 + Cβn
] = Dϕn, 1 ≤ n ≤ M − 1.
From that, it follows that
αn+1 = − (B + Cαn)−1 A, (4.10)
βn+1 = (B + Cαn)−1 (Dϕn − Cβn) , n = 1, 2, 3, . . . ,M − 1.
Using formulas (4.10), we can compute αn and βn . After that, we obtain Un , 1 ≤ n ≤ M − 1, starting from
UM = 0˜,
and using the recursive equation
Un = αn+1Un+1 + βn+1, n = M − 1, . . . , 2, 1.
Now, we will give the results of the numerical analysis. In order to get the solution of (4.2), we use MATLAB
programs. The numerical solutions are recorded for different values of N = M , and ukn represents the numerical
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Table 1
The errors
Method N = M = 18 N = M = 30 N = M = 60
1st order of accuracy 0.0045 0.0030 0.0017
Crank–Nicholson 0.0008 0.0004 0.0001
Table 2
The relative errors
Method N = M = 18 N = M = 30 N = M = 60
1st order of accuracy 0.0202 0.0135 0.0077
Crank–Nicholson 0.0038 0.0017 0.0005
solutions of these difference schemes at (tk, xn). For their comparison, first the errors computed by
E = max
1≤k≤N
1≤n≤M
|u(tk, xn)− ukn|.
Table 1 gives the error analysis between the exact solution and the solutions derived by difference schemes. Table 1
is constructed for N = M = 18, 30, and 60 respectively.
Second, for their comparison, the errors are computed by
rel E = E
max
1≤k≤N
1≤n≤M
|u(tk, xn)|
and the Table 2 is constructed for N = M = 18, 30, and 60 respectively.
Note that the second order of accuracy Crank–Nicholson difference scheme is more accurate when compared with
the first order of accuracy difference scheme.
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