We present the Finite Difference Non-Intrusive Least Squares Shadowing (FD-NILSS) algorithm for computing sensitivities of long-time averaged quantities in chaotic dynamical systems. FD-NILSS does not require tangent solvers, and can be implemented with little modification to existing numerical simulation software. We give a formula for solving the least-squares problem, which can be applied in NILSS as well as FD-NILSS. Moreover, we use FD-NILSS for sensitivity analysis of a chaotic flow over a 3-D cylinder at Reynolds number 525. Numerical results show that FD-NILSS computes accurate sensitivities and the computational cost is in the same order as the numerical simulation.
Introduction
Many important phenomena in science and engineering, such as turbulent flows [1] and some fluid-structure interactions [2] , are chaotic. In these systems, the objectives are often long-time averaged rather than instantaneous quantities. Non-Intrusive Least Squares Shadowing (NILSS) is a method to compute sensitivities of long-time averaged objectives in chaotic dynamical systems. In this paper, we present the finite difference NILSS (FD-NILSS), and apply it on a chaotic flow past a 3-D cylinder.
Sensitivities are derivatives of objectives: they can help scientists and engineers design products [3, 4] , control processes and systems [5, 6] , solve inverse problems [7] , estimate simulation errors [8, 9, 10] , assimilate measurement data [11, 12] and quantify uncertainties [13] . When a dynamical system is chaotic, computing meaningful sensitivities is challenging. In fact, conventional sensitivity methods do not converge for chaotic systems [14] .
Many attempts have been made to overcome issues encountered by conventional sensitivity analysis methods. Ruelle proved a linear response formula for SRB measures [15, 16, 17] , which was implemented in the ensemble method developed by Lea and others [18, 19] , however, computational cost for ensemble methods are high for large systems [20] . Ruelle also gave the fluctuation dissipation theorem for systems far from equilibrium [21] , which describes the evolution of SRB measures due to perturbations on the governing equation. This method was implemented by Abramov and Majda [22, 23] , and by Lucarini and others [24, 25] . Ruelle's fluctuation dissipation theorem is an overshoot for our problem, since we only care the final change of SRB measure but not its history of evolution.
The Least Squares Shadowing (LSS) method developed by Wang and others [26, 27] computes the sensitivity of long-time averaged objectives by first computing an approximation of the shadowing direction. It has been proved that under ergodicity and uniform hyperbolicity assumptions, LSS computes correct sensitivities [28] . LSS has been successfully applied to sensitivity analysis in chaotic 2-D flows over an airfoil [14] .
By reformulating the least squares problem in LSS, the Non-Intrusive Least Squares Shadowing (NILSS) method [29, 30] constrains the minimization to over only the coefficients for the unstable CLVs. For many engineering problems, the number of unstable CLVs is much lower than the dimension of the dynamical system, as a result, NILSS is much faster than LSS. Moreover, NILSS can be implemented with little modifications to existing tangent solvers. NILSS has been applied on complicated problems such as 2-D flow over backward steps [30] and aero-elastic oscillation of a 2-D airfoil [29] . An adjoint version NILSS was developed by Blonigan [31] , which has been applied on 3-D channel turbulence [31] , and flame simulation [32] . Ni recently found the adjoint shadowing direction and developed the Non-Intrusive Least Squares Adjoint Shadowing (NILSAS) algorithm, which is also an adjoint version of NILSS [33] .
We present the finite difference NILSS (FD-NILSS), where the tangent solutions in NILSS are approximated by finite differences, thus allowing the FD-NILSS be implemented with only a primal solver. This enriches applications of FD-NILSS to engineering problems, since most numerical simulation software do not have accompanying tangent solvers. This paper will be organized as follows. First we review some preliminaries for the FD-NILSS algorithm. Then we derive the FD-NILSS algorithm on a single time segment. Then we present a step-by-step flowchart of the FD-NILSS algorithm on multiple segments. In particular, we give a formula for solving the least-squares problem in FD-NILSS. Then we describe the physical problem and the numerical setting of the 3-D flow past a cylinder at Reynolds number 525. Finally, we apply the FD-NILSS to a 3-D flow problem for sensitivity analysis.
Finite difference Non-Intrusive Least Squares Shadowing (NILSS)

Preliminaries
We consider a chaotic dynamical system with the governing equation:
Here v * 0 , w 0 j ∈ R m are directions of potential perturbations to the initial condition u 0 ; s ∈ R is the system parameter, which affects both the governing equation and the initial condition; φ j ∈ R controls the perturbation on u 0 in the direction of w
m is a smooth function. We assume base parameters s = φ j = 0, hence the base trajectory has initial condition u 0 . We call equation (1) the primal equation, and its solution u(t) the primal solution. A numerical solver for equation (1) is called a primal solver.
The objective is a long-time average defined as:
and J(u, s) : R m × R → R is the instantaneous objective function. We make the assumption of ergodicity [34] , hence J ∞ only depends on s.
For a finite trajectory on time span [0, T ], and for any j, if we make infinitesimal perturbation on the initial condition through φ j + δφ j , the trajectory will be perturbed by δu, which satisfies:
where ∂ u f ∈ R m×m is the Jacobian matrix. We define a time-dependent function w j (t) : R → R m by:
then w j satisfies the following ODE with initial condition:
w j reflects the perturbation in the trajectory due to perturbation in the initial condition. We call w j a homogeneous tangent solution, and equation (5) a homogeneous tangent equation. If we make infinitesimal perturbation in the parameter s + δs, the trajectory will be perturbed by δu, which now satisfies:
We define a time-dependent function v * (t) : R → R m by:
then v * satisfies the following ODE with initial condition:
v * reflects the perturbation in the trajectory due to perturbation in the parameter s, which affects both the governing ODE and the initial condition in the direction of v * 0 . we call v * an inhomogeneous tangent solution, and equation (8) an inhomogeneous tangent equation.
A Characteristic Lyapunov Vector (CLV), ζ(t), is a homogeneous tangent solution whose norm behaves like an exponential function of time. That is, there are C 1 , C 2 > 0 and λ ∈ R, such that for any t ∈ R,
where the norm is the Euclidean norm in R m , and λ is defined as the Lyapunov Exponent (LE) corresponding to this CLV. CLVs with positive LEs are called unstable, CLVs with negative LEs are called stable, and with zero LEs are neutral. In this paper, the n-th largest LE and its corresponding CLV will be referred as the n-th LE and n-th CLV, respectively.
In this paper we make the uniform-hyperbolic assumption, which states that 1) angles between subspaces of unstable, stable and neutral CLVs are always larger than some α 0 > 0; 2) there is only one neutral CLV. Under this assumption, there exists for each trajectory a shadowing direction [28] v ∞ , which is an inhomogeneous tangent solution of equation (8) , and its orthogonal projection perpendicular to the trajectory, v ∞⊥ , is uniformly bounded on a infinitely long trajectory. Here the orthogonal projection p ⊥ of some vector p is:
where f is the trajectory direction as defined in equation (1), and · T is the matrix transpose.
The existence of shadowing directions means that, there exists a new trajectory, defined as the shadowing trajectory, with perturbed parameter s+δs, such that the first order approximation of δu ⊥ is always smaller than Cδs. Here C is some constant, δu is the difference between the new and the old trajectories, and δu ⊥ is the perpendicular distance, as shown in figure 1 . The shadowing trajectory will remain close to the old trajectory for much longer time than other perturbed trajectories. With the shadowing trajectory and the old trajectory close to each other, their difference, represented by the shadowing direction, can be used to compute the sensitivity d J ∞ /ds.
The Non-Intrusive Least Squares Shadowing (NILSS) developed in [29, 30] computes sensitivities via first computing the shadowing direction. NILSS finds an inhomogeneous tangent solution with small L 2 norm, by adding a linear combination of unstable CLVs to a particular inhomogeneous tangent solution.
Here the span of unstable CLVs is approximated by the span of homogeneous tangent solutions. The NILSS problem on a single time segment is a least squares problem with arguments a ∈ R M , where M ≥ m us + 1, m us being the number of unstable CLVs:
Here v * is an inhomogeneous tangent solution, and W ⊥ (t) is a matrix whose columns are orthogonal projections of randomly initialized homogeneous tangent solutions {w
The shadowing solution is given by v = v * +W a, which is an inhomogeneous tangent solution, but we replace prescribing its initial condition by minimizing its L 2 norm. With v we can compute the sensitivity:
where ξ is a time-dependent scalar such that ξf = v − v ⊥ .
Deriving the finite difference NILSS
The FD-NILSS seeks to implement the NILSS algorithm with only primal numerical solvers, which solves the primal equation in equation (1) . This reduction on the requirement of accompanying solvers will make NILSS easier to implement and thus have more applications. The main difficulty is primal solvers typically do not provide W, v * , ∂ u J, ∂ s J, and ξ used in equation (11) and (12) . To resolve this difficulty, FD-NILSS computes these unprovided quantities through finite differences.
Tangent solvers compute tangent solutions via solving the tangent equations, while in FD-NILSS we compute tangent solutions via the their definitions in equations (4) and (7). More specifically, on a trajectory u(t), t ∈ [0, T ] with initial condition u 0 , to approximate a homogeneous solution w j with initial condition w 0 j , we compute primal solution u w j by keeping the same s but using initial conditions u 0 +∆φ j w 0 j , where ∆φ j is a small number. The approximation for w j is thus
Similarly, to approximate an inhomogeneous tangent solution v * with initial condition v * 0 , we compute primal solution u * with parameter s + ∆s and initial condition u 0 + ∆sv * 0 . The approximation for v * is thus
These approximations allows us to compute tangent solutions from primal solvers.
With those tangent solutions, we can compute a via equation (11), and compute the shadowing direction v = v * + W a. We explain how to compute ξ evaluated at t = 0, T , which appear in equation (12) . At any t, the map ψ : R m → R which maps v(t) to ξ(t) is a linear map defined as:
where p ∈ R m , and f is evaluated at t. Since we are expressing v as v = v * +W a, we can compute ξ from the same linear combination:
where v * and {w j } M j=1 are computed via finite difference. This way of computing ξ saves computer memory, since we no longer need to store vectors v and {w j } M j=1 at t = 0 and t = T ; instead, we only need to store scalars ψ(v * ), ψ(w 1 ), . . . , ψ(w M ) evaluated at t = 0 and t = T . Finally we explain how to approximate via finite differences terms in equation (12) involving ∂ u J and ∂ s J, which are typically not provided in numerical primal solvers. More specifically,
Here J * and J w j are defined as:
where J(s + ∆s) is short for J(u(s + ∆s, φ 1 , . . . , φ M , t), s + ∆s), that is, the instantaneous objective evaluated from using parameter s + ∆s, while all φ j 's are fixed as base values. Similarly, J(φ j + ∆φ j ) is short for J(u(s, φ 1 , . . . , φ j + ∆φ j , . . . , φ M , t), s).
We showed how to transform the NILSS algorithm on a single time segment to formulate the FD-NILSS algorithm on a single time segment. However, the final form of the NILSS algorithm was presented on a trajectory divided into multiple segments, in order to resolve numerical issues caused by tangent solutions dominated by the fasted growing CLV as T becomes large. FD-NILSS also demands a multiple-segment formulation, not only because the same numerical issues as NILSS, but also because for large T , the perturbation on the trajectory falls out of the linear region, thus finite differences no long approximate tangent solutions. By applying techniques in this section, we transform the NILSS algorithm on multiple segments to the FD-NILSS algorithm on multiple segments, which will be presented in full detail in the next section.
Flowchart of the FD-NILSS algorithm
We should first prescribe the following parameters for FD-NILSS:
• Number of homogeneous tangents M , which should satisfy M ≥ m us , where m us is the number of unstable CLVs. Here we refer readers to [35] for how numerical discretization affects m us , which in turn affects M .
• Perturbations ∆s, ∆φ 1 , . . . , ∆φ M . For convenience, we set these perturbations to be the same small positive number .
• length of each time segment ∆T .
• number of time segments K.
Consequently, the time length of the entire trajectory, T = K∆T is also determined.
We define the i-th time segment as time span t ∈ [t i , t i+1 ], with t i = i∆T , as shown in figure 2. In the algorithm presented below, for quantities defined on the entire segments such as W i , v * i , and their derived quantities such as C i , d i , we use the same subscript as the segment they are defined on. For quantities defined only at interfaces between segments such as Q i , R i , and their derived quantities such as b i , we use the same subscript as the time point they are defined on. The FD-NILSS algorithm is given by the following procedures. ii. The homogeneous tangent w ij (t) for t ∈ [t i , t i+1 ] with initial condition w ij (t i ) = q ij is approximated by:
Define an m×M matrix:
iv. Compute and store the covariant matrix C i on segment i:
v. Perform reduced QR factorization: 
vii. For each 0 ≤ j ≤ M , evaluate the instantaneous objective function on the trajectory with perturbed initial condition, u w ij (t). We denote this perturbed objective function by J w ij (t), t ∈ [t i , t i+1 ]. Compute and store the perturbation in the time integration of the objective function: 
iii. Compute the orthogonal projection v * ⊥
iv. Compute and store
v. Orthogonalize v * ⊥ i (t i+1 ) with respect to W ⊥ i+1 (t i+1 ) = Q i+1 to obtain the initial condition of the next time segment:
where
should be stored. vi. Compute and store ξ * i :
vii. Evaluate the instantaneous objective function on the perturbed trajectory u * i (t). We denote this perturbed objective function by J * i (t), t ∈ [t i , t i+1 ]. Compute and store the perturbation in the time integration of the objective function:
4. Solve the NILSS problem:
This is a least-squares problem in
, where a i ∈ R M for each i. We give a suggestion on how to solve this least-squares problem in the next subsection.
Compute
The derivative can be computed by:
The integrations in equation (21), (23), (26), and (30), can certainly be computed by summation over all time steps in the current time segment. Alternatively, these integrations can be approximated by summation over several snapshots. For example, the integration in equation (26) can be approximated by:
Correspondingly, the finite difference approximations in equation (19) and (24) and the orthogonal projection in equation (20) and (25), now need be done only at the beginning and the end of a time segment. Although taking snapshots does not reduce the computational complexity, it reduces data storage. The idea of taking snapshots was also used in the multiple-shooting shadowing method developed by Blonigan [36] . The large part of the FD-NILSS algorithm is to compute {a i } K−1 i=0 , using which we can construct the shadowing direction as shown in [30] : this does not use any knowledge of the instantaneous objective function J(u, s); in fact, only equation (33) in the final step requires ∂ u J to compute sensitivities. Hence the marginal cost for a new objective in FD-NILSS is almost negligible.
For a new parameter s, ∂ s f is changed, hence v * is changed; thus we need to recompute {a i } K−1 i=0 , and the shadowing direction is also changed. However, homogeneous tangents W does not depend on ∂ s f , hence the marginal cost for a new parameter in FD-NILSS is to compute a new v * , and to solve again the NILSS problem in equation (31), whose cost is typically much lower than computing tangent solutions. As a result, the marginal cost for a new parameter is about 1/M of the total cost.
Solving the NILSS problem
Here we give a suggestion on how to solve the minimization problem in equation (31) . The Lagrange function is:
The Lagrange multiplier method tells us the minimizer for the NILSS problem is achieved at the solution of the following linear equation systems:
where the block matrices
We can solve the Schur complement of equation (36) for λ:
where C −1 can be computed via inverting each diagonal block in C. Then we compute a by:
Above formula for solving the least-squares problem in FD-NILSS can as well be used in NILSS [30] , which solves the same least-squares problem. Our formula here is a generalization of the formula given in [31] . In fact, if we use snapshots at the beginning of each time segment to replace the inner products between tangent solutions, then due to the orthonormalization procedures we have C i = I, d i = 0, our formula degenerates to that in [31] .
Physical problem and numerical simulation
Before using FD-NILSS to compute sensitivities, we first describe the physical problem of the 3-D flow past a cylinder. The front view of the geometry of the entire flow field is shown in figure 3 . The diameter of the cylinder is D = 0.25 × 10 −3 . The span-wise width is Z = 2D. The free-stream conditions are: density ρ = 1.18, pressure P = 1.01 × 10 5 , temperature T = 298, dynamic viscosity µ = 1.86 × 10 −5 . The free stream flow is in x-direction, with the velocity U being one of the system parameters, and for the base case U 0 = 33.0. The flow-through time t 0 , defined as the time for U 0 flowing past the cylinder, is t 0 = D/U 0 = 7.576 × 10 −6 . The Reynolds number of the base case is Re = 525 and Mach number is 0.1. The cylinder can rotate around its center with rotational speed ω, which is the second system parameter for our problem. ω is measured in round per unit time, and its positive direction is counter-clockwise, as shown in figure 3 . For the cylinder to rotate one cycle per flow-through time, ω 0 = 1/t 0 = 1.32 × 10 5 . Then we look at settings for numerical simulations. We use a block-structured mesh with 3.7 × 10 5 hexahedra. 2-D slices of the mesh is shown in figure 4 . The span-wise direction has 48 cells. The CFD solver we use is CharLES developed at Cascade Technologies [37] , using which we perform under-resolved Direct Numerical Simulation (uDNS) without turbulence model. The accuracy of the solver is formally 2nd order in space and 3rd order in time. The span-wise boundary uses periodic boundary conditions; the left boundary uses a convective boundary condition [38] ; the right boundary uses the Navier-Stokes characteristic boundary conditions (NSCBC) boundary condition [39] . The time step size is ∆t = 9.8 × 10 −9 = 1.30 × 10 −3 t 0 . 2-D snapshots of the flow field at U = U 0 are shown in figure 5 . The flow is chaotic and 3-D. The same physical problem has been investigated through experiments by Williamson and Roshko [40] , and through numerical simulations by Mittal and Balachandar [41] . The comparison of the Strouhal num-ber and the averaged drag coefficient is shown in table 1. Here the Strouhal number is defined by S t = f D/U , where f is the main frequency of the vortex shedding, represented by the fluctuation of the lift; the drag coefficient
, where D r is the drag. As we can see, our simulation matches previous experimental and numerical results. S t C D Current work 0.21 1.22 Previous 2-D simulation [41] 0.22 1.44 Previous 3-D simulation [41] 0.22 1.24 Previous experiment [40] 0.21 1.15 
Results
We consider two system parameters for the 3-D flow past a cylinder problem: free-stream velocity U and the rotational speed of the cylinder ω. We will normalize U by U 0 , time by t 0 , and ω by ω 0 . We investigate the effect of U on two objectives: averaged drag force D r , and averaged base suction pressure S b , which is defined as the pressure drop at the base of the cylinder in comparison to the free stream. We will normalize D r by F 0 = 0.5ρU 2 0 DZ = 8.031 × 10 −5 , and S b by P 0 = 0.5ρU 2 0 = 642.5. For ω, we look at its effect on averaged lift L and averaged lift square L 2 . We will normalize L by F 0 , and L 2 by F 2 0 = 6.450 × 10 −9 . Each objective J ∞ is approximated by J T , which is averaged over T = 8.7 × 10 −3 = 1148t 0 . In figure 8 , we compute each objective with 7 different parameters in order to reflect the trend between the parameter and the objective: this trend will help us validate the sensitivities computed by FD-NILSS. For the 7 primal simulations, a total number of 6.1 × 10 6 steps of primal solutions are computed.
To get the uncertainty of averaging objectives over finite time, we divide the history of J(t) into 5 equally long parts. Denote the objectives averaged over each of the five parts by J 1 , ...J 5 . The corrected sample standard deviation between them are:
We assume that the standard deviation of J T is proportional to T −0.5 . Thus, we use σ = σ / √ 5 as the standard deviation of J T . We further assume ±2σ yields the 95% confidence interval for J T . Objectives for different parameters are shown in figure 8 , where the bars indicate the 95% confidence intervals.
Each segment in NILSS has 200 time steps, thus the segment length ∆T = 1.96 × 10 −6 = 0.259t 0 . We set = 10 −4 and the number of segments K = 400. Then we use the algorithm given by Benettin [42] to find the number of unstable CLVs: this procedure does not incur additional cost, since FD-NILSS already contains all the data required by the algorithm. Confidence intervals of LEs are estimated by the smallest interval which bounds the history of an LE and whose size shrinks as T −0.5 : this method is the same as in [30] . Figure 6 shows that there are about 17 unstable CLVs: we set number of homogeneous tangents M = 40. The LEs and CLVs of the same physical problem on a finer mesh is studied with more detail in [43] , which shows the number of unstable CLVs is the same for both our current mesh and a finer mesh with twice as many cells.
Using above settings, the cost of FD-NILSS is from integrating the primal solution over 400×200×42 = 3.36×10 6 time steps. Here K = 400 is the number of segments, 200 is the number of time steps in each segment. M + 2 = 42 is the number of primal solutions computed: in the FD-NILSS we need one inhomogeneous tangent and M = 40 homogeneous tangents. Each tangent solution is approximated by the difference between a perturbed trajectory and the same base trajectory: those are 42 primal solutions in total. The total cost of FD-NILSS is smaller than computing averaged objectives for the 7 parameters in figure 8. We also remind readers that the marginal cost for a new objective in FD-NILSS is negligible, and the marginal cost for a new parameter is about The confidence interval of a sensitivities computed by FD-NILSS are estimated by the smallest interval which bounds the history of the sensitivity and whose size shrinks as T −0.5 : this method is given in more detail in [30] . Figure  7 are history plots of sensitivities for different pairs of parameter and objective. In figure 8 the green wedges are confidence intervals of sensitivities. Notice that L 2 attains minimum at ω = 0, thus the sensitivity should be almost zero: this is why the last plot in figure 7 seems not converging, since the sensitivity is already very small. Figure 8 validates the sensitivities computed with FD-NILSS, since the sensitivities matches the trend between objectives and parameters. Moreover, the cost of computing sensitivities by FD-NILSS is similar to revealing the trend by evaluating objectives at 7 different parameters.
Another way to compute sensitivities is to perform some function regression among objectives evaluated with different parameters. However, this regression method requires prescribing a function prototype, the choice of which is typically not obvious. Even worse, giving confidence intervals to sensitivities computed via regression requires prescribing on the space of function prototypes a probability measure, the choice of which is even less obvious.
Conclusions and discussions
This paper presents the finite difference non-intrusive least squares shadowing (FD-NILSS) algorithm for computing sensitivities of chaotic dynamical systems. Unlike NILSS, FD-NILSS does not require tangent solvers, and it can be implemented with little modification to existing numerical simulation software. We also presents how to solve the least-squares problem in FD-NILSS and NILSS. Numerical results show FD-NILSS can compute accurate sensitivity for the 3-D chaotic flow over a cylinder under Reynolds number 525. This result also indicates that for real-life engineering problems, FD-NILSS can be an affordable method to compute the sensitivity. 
