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CHAPTER 1

INTRODUCTION

1

Introduction
Defense, weather monitoring and satellite imaging are typical applications for radar. These

applications usually allow for the development of high cost/ high complexity solutions for meeting their
required sensing performance. The development of low cost, high performance, microwave and electronic
integrated circuits (ICs) enables the development of affordable radar sensors for an increasing number of
low cost/short range applications including through-wall sensing, automotive collision avoidance, intrusion
detection, and autonomous robot navigation [1] [2].
Radar systems can be generally classified as pulsed or continuous wave (CW) systems. A pulsed
radar system can make range and velocity measurements of a target using an unmodulated pulsed RF
carrier. Coherent pulse trains provide a means to control the range and Doppler resolution [3]. In contrast,
an unmodulated CW carrier can only make velocity measurements via the Doppler shift induced by target
motion. Additional phase/frequency modulations are applied to both pulsed and CW transmit signals to
tailor the range and velocity measurements to achieve the desired radar system performance. The
waveform bandwidth and repetition rate/duration of the modulation signal are examples of modulation
parameters that are manipulated to meet the specific design goals of a radar system [3] [4].
The performance of low cost IC devices allow for the synthesis of novel complex wide and ultrawideband (UWB), radar waveforms [5]. Modern RF synthesis techniques and digital signal processing
resources provide radar waveform designers the opportunity for developing increasingly complex
waveforms to meet radar system requirements. Examples of these types of waveforms include, multifrequency carrier OFDM [6] [7] [8], combined linear frequency modulation and Barker codes [9] [10] and
1

combined LFM and pseudo random noise (PRN) phase codes [11] [12]. Traditional radar applications for
these type of complex waveforms include marine radar [12], synthetic aperture radar (SAR) [13] and
collision avoidance radar [14]. Non-traditional applications of these types of complex modulations include
ultrasound imaging [15] and combined radar-communication waveforms [8].

1.1

Problem Statement
Simplified system architectures that enable flexible, low cost and high performance are desirable

for short range radio frequency RF sensors. Linear frequency modulation is attractive for use in continuous
wave radar sensors due to the ease of processing using the FFT techniques and resistance to interference
from or to other electronics systems [16] [17]. Additional linear frequency modulation can provide high
range resolution to the target returns using wide frequency bandwidths [16]. Large time bandwidth product
of the linear frequency modulation can be achieved by controlling both the frequency sweep and sweep
duration associated with the modulation. One drawback to linear frequency modulation is the rangeDoppler coupling behavior where the Doppler frequency shift introduces an apparent shift in target range
[18]. Barker phase codes have low autocorrelation properties that allow the suppression of close in time
sidelobes [4] [19]. Bi-phase waveform codes such as the Barker codes are well suited to digital processing
applications [19]. However, one drawback to the Barker codes is the modest time bandwidth products that
can be achieved using this modulation scheme [20]. The ambiguity function is a waveform analysis tool
that is used to provide insight into the component modulations and resulting compound waveform behavior
including range-Doppler coupling, side lobe structure, and ambiguities [21]. The result of combing the
radar waveform modulation is a compound modulation that takes on the desirable properties of the
constitution modulations.

1.2

Research Goal
The objective of this dissertation is to design and analyze a compound radar waveform, the

frequency synthesis architecture necessary to produce the modulation and a signal processing architecture
for processing target returns for a short range continuous wave radar sensor. The notional frequency
synthesis architecture is targeted for implementation using field programmable gate array (FPGA)
2

technology. FPGA technology enables the development of low-cost, flexible radar sensors that utilize a
software defined radar approach [22] [23]. The research focuses on three main areas, developing a
frequency synthesis architecture, the waveform design and analysis and a signal processing architecture for
a compound waveform for a continuous wave radar sensor. The resulting waveform design and analysis
provides insight into the advantages of combining modulation types to obtain the desireable properties of
the component modulation while minimizing added system complexity using digital frequency synthesis
and digital signal processing techniques.
Unique to this work is the manner in which the phase of the modulations are combined. In this
work the phase code period and sweep duration of the linear frequency modulation are matched. This
approach is in contrast to the work in [9], where multiple linear frequency modulation sweeps are made
during the phase code period. The sweep duration of the linear frequency modulation form the individual
phase segments over the phase code period. Another work examining combining pseudo random noise bi
phase coding with linear frequency modulations examined a truncated maximal length phase code [12],
while this research proposes a scheme that utilizes the entire pseudo random noise sequence to code the
linear frequency modulation. The bi-phase coding proposed here is applied on an intra pulse or sweep
basis while other works have proposed the combining a pseudo random noise bi phase coding on an inter
pulse basis [11].

1.3

Organization
The dissertation is organized as follows: Chapter 1 provides an introduction; Chapter 2 presents a

literature review of radar and radar waveforms that form the basis for this research; Chapter 3 provides
details on the notional radar system, the frequency synthesis and signal processing architectures; Chapter 4
focuses on the development of the waveform, analyzing the component and compound modulations;
Chapter 5 presents a detailed waveform analysis of the phase coded linear frequency modulation; Chapter 6
discusses the signal processing architecture; Chapter 7 contains experimental results from the generation of
the compound waveform and finally Chapter 8 draws conclusions and provides recommendations for future
research.
.
3

CHAPTER 2

LITERATURE REVIEW

2

Background
The term radar is a shortened version of the term radio detection and ranging, which stems from

the early development work that emphasized the ranging function of radar [2]. Defense, weather
monitoring and satellite imaging are typical applications for radar systems. In addition to making range
measurements radars can also make radial velocity and angle measurements on a target [4]. A basic radar
system is depicted in Figure 2.1. It contains three major components; a receiver, a transmitter and
antennas.
Radar system antenna can be classified by their antenna configuration. Figure 2.1 illustrates a
monostatic radar system. In a monostatic radar system a single antenna or two co-located antennas are
used for receive and transmit functions [24]. When a single antenna is used the radar system must be
carefully designed so that the power of the transmitter does not blind, desensitize or damage the receiver.
Special devices and/or techniques such as RF circulators, RF switches, gating of transmit and receive
functions or a combination of these techniques are used to control the flow of signals in a single antenna
monostatic radar [4]. A second antenna configuration is bistatic. In this configuration transmit and receive
functions of the radar are physically separated. Transmit and receive antennas along with their respective
4

radar system components (transmitter or receiver sub-system) are physically separated and placed at
different locations [24].

Figure 2.1 Basic Radar System Block Diagram
Radar can also be classified as either pulsed or continuous wave (CW) systems. Pulsed radar
systems make target measurements using pulses of RF energy. High peak transmit power is required by
pulsed systems to obtain sufficient average power to make target measurements. The high peak power
levels required by a pulsed system can lead to more expensive and complex designs. In turn this complexity
can lead to increased cost and lower reliability. CW radar systems avoid some of the complexities of
pulsed systems. They are able to maintain the same average power as a pulsed system with a lower peak
power, because transmission is continuous. However, because the system is constantly transmitting and
receiving, antenna isolation becomes a critical consideration to the system design. Potential advantages of a
lower peak power CW radar system are reduced hardware complexity, lower cost, and improved reliability
over similarly performing pulsed radar.
An additional advantage that a pulsed radar has over a CW radar is that both range and velocity
measurements can be made using the unmodulated pulsed RF carrier. Coherent pulse trains provide a
means to control both range and Doppler resolution [40]. In contrast, an unmodulated CW carrier can only
make velocity measurements via the Doppler shift induced by target motion. Additional phase/frequency
modulation of the CW carrier is required to make both range and velocity measurements. The modulations
are designed to achieve the specific performance requirements of the radar system using pulse compression.
Pulse compression techniques include frequency and phase modulations of the carrier. The bandwidth and
repetition rate/duration are examples of modulation parameters that are used to obtain specified radar
measurement requirements [23] [40].

5

The monostatic radar configuration shown in Figure 2.1 is typical of low power continuous wave
radar systems. The transmitter generates and amplifies the continuous wave waveform and radiates it via
the transmit antenna. The transmitted energy interacts with and is re-radiated by the target. The energy
radiated in the direction of the radar is captured by the receive antenna and routed to the receiver where it is
processed into measurements of the target’s range, velocity and angle [2]. An important consideration in
the development of continuous wave system is the isolation between the transmit and receive antennas [4].
The focus of this work is on a low power, continuous wave, monostatic radar configuration for short range
measurements.

2.1 Continuous Wave Radar
Continuous wave radars synthesize and transmit RF signals of the type shown in Figure
2.2. The upper plot contains the real and imaginary components of a time domain signal. A complex
exponential (2.1) is used to represent the CW signal:
𝑠𝑠𝑐𝑐 (𝑡𝑡) = 𝑒𝑒 𝑗𝑗2𝜋𝜋𝑓𝑓𝑐𝑐 𝑡𝑡

(2.1)

where, fc is the frequency of the RF carrier and t represents time. This signal with fc = 3.20 GHz was used
to generate Figure 2.2a. The frequency spectrum of the time domain signal is shown in Figure 2.2b. It
shows that all the spectral content is concentrated at a single spectral peak, as is expected for this type of
un-modulated single frequency signal. CW radars utilize the Doppler shift of the target return to make
velocity measurements using 𝑓𝑓𝑑𝑑 =

2 𝑣𝑣
𝜆𝜆

, where 𝑓𝑓𝑑𝑑 is the Doppler frequency in meters per second, 𝑣𝑣 is the

target radial velocity in meters per second and 𝜆𝜆 is the wavelength in meters. An unmodulated CW

waveform of the type shown in Figure 2.2 cannot make range measurements. A phase or frequency

modulation must be applied to the CW carrier to allow the radar to range [4] [2].
Continuous wave radars have advantages over pulsed radar for some applications. The simplicity
of implementation, occupied frequency spectrum, high average power and ability to measure the Doppler
shift due to target motion make continuous wave radars attractive for short range systems. However, one
limitation of un-modulated continuous wave radar is that it cannot measure range. Modulation of the carrier
RF is required in order to provide a reference within the waveform that can be used for ranging [4].
6

Figure 2.2 Continuous wave waveform (a) time domain (b) frequency domain.
2.2 Transmitter
The transmitter block of Figure 2.1 is composed of several sub-components and can be broken
down into a master oscillator, exciter and power amplifier as shown in Figure 2.3. The exciter synthesizes
all of the digital clocks, local oscillator (LO), waveform modulation and radio frequency (RF) carrier
signals from the master oscillator. Deriving all of the clocks, LO, modulation and RF carrier signals from a
single master oscillator maintains a stable phase relationship between receive and transmit signals. The
stable phase relationship or phase coherence allows the radar to make phase measurements in addition to
time delay and amplitude measurements on the target return. Most modern radar systems utilize coherent
processing [25].
In the block diagram of Figure 2.3 the digital clocks are routed to the signal processor of the radar
for use in the signal processing of the target return, the LO signals are often routed to the receiver and used
to down-convert the target return to a suitable intermediate frequency (IF) for digitization. The modulated

7

RF transmit signal is routed to the power amplifier for amplification. The output of the power amplifier is
routed to the antenna.

Transmitter
Exciter
Master
Oscillator

To
Antenna

RF

CLK

LO

To Signal
Processor

To
Receiver

Power
Amplifier

Figure 2.3 Simplified Radar Transmitter Block Diagram
2.3 Antenna
The antennas of the radar system perform several functions. They match the transmit and receive
signals to the 50 ohm transmission lines of the RF and microwave components of the radar and free space,
focus the transmit signal and capture the energy re-radiated from the target [4]. Many types of antennas are
utilized by radar systems including parabolic dish reflectors, active and passive arrays, and horn antennas.
The type of antenna utilized by a radar system is dependent on the design requirements and application
intended for the radar.

2.4 Receiver
The radar receiver takes the energy re-radiated by the target and captured by the antenna and
processes it into measurements. Figure 2.4 contains a simplified receiver block diagram. The re-radiated
target return is captured by the antenna and routed to the receiver. The target return is amplified by a low
noise amplifier (LNA) and down-converted via a mixer to an IF frequency. The mixer IF signal is
amplified and filtered to reject any undesired mixing products prior to signal processing. Most modern
radar signal processors are implemented using digital processing techniques. The signal processor digitizes
or samples the IF using an analog to digital converter (ADC) using an appropriate number of bits and
8

sampling rate to achieve the required system performance. The use of digital signal processing provides
flexibility in the processing of the radar returns. Two types of radar receivers utilizing the architecture in
Figure 2.4 are heterodyne and homodyne receivers [4].
A homodyne receiver uses the transmitted waveform as the receiver LO input signal. The
resulting IF is centered at DC. A homodyne architecture is simple to implement and often employed in CW
and frequency modulated continuous wave (FMCW) radars [25].
Heterodyne receivers use a LO frequency that is offset from the transmit frequency. The resulting
IF is centered around the LO. A heterodyne architecture provides the receiver flexibility. The transmit
waveform frequency can be changed for frequency diversity, waveform diversity or interference rejection
and the LO tuned accordingly to keep the IF signal within the IF filter bandwidth for digitization and
processing [25].

Receiver
From
Antenna

IF

RF

LNA

RF
FILTER

LO

From
Transmitter

IF
AMP

IF
FILTER

Signal
Processor
CLK

From
Transmitter

Figure 2.4 Receiver Block Diagram
2.5 Radar Range Equation
The basic form of the radar range equation for a monostatic radar system is given in equation (2.2)
[2].

𝑆𝑆𝑆𝑆𝑆𝑆 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎
4𝜋𝜋 3 𝑅𝑅4 𝑘𝑘𝑇𝑇0 𝐹𝐹𝐹𝐹𝐹𝐹

(2.2)

The form of the radar range equation in equation (2.2) is solved for the signal to noise ratio (SNR) as a
function of range. Where, 𝑃𝑃𝑡𝑡 is the peak transmit power, 𝐺𝐺𝑡𝑡 is the gain of the transmit antenna, 𝐺𝐺𝑟𝑟 is the
gain of the receive antenna, 𝜆𝜆 is the wavelength of the RF carrier, 𝜎𝜎 is the radar cross section, k is
9

Boltzmann's constant, T0 is a reference temperature, F is the noise figure of the receiver, L is the total
system losses and B is the receiver bandwidth.
In addition to the form shown in (2.2), the radar range equation can be re-arranged to analyze
other radar system performance parameters; for example the transmit power,𝑃𝑃𝑡𝑡 required for a given range

and SNR. The radar range equation is a very useful tool in the design and evaluation of the performance of
radar systems [4].
A discussion of each of the radar range equation parameters and a derivation of equation (2.2) is
provided in the following sections because of its importance. A monostatic radar system is assumed in the
derivation.

2.5.1

Transmit Power
The detection performance of a radar system is determined by the ratio of energy transmitted to

background noise [1]. The peak transmit power, 𝑃𝑃𝑡𝑡 is usually specified at the power amplifier output of the
radar system and has the units of watts [25].

2.5.2

Antenna Gain
Gt and Gr represent the power gain of the radar transmit and receive antennas, respectively. Each

of the antenna gains has the units of Watts per Watt. The gain of an antenna is a measure of the focusing of
the power radiated in the desired direction as compared to an isotropic radiator [26]. The gain of an
antenna can be calculated using the relationship

𝐺𝐺 =

4πAe
,
λ2

(2.3)

from antenna theory where 𝐴𝐴𝑒𝑒 is the effective aperture, and 𝜆𝜆 is the wavelength of the transmitted energy

[2]. The effective aperture is related to the physical area, A, of the antenna by the expression 𝐴𝐴𝑒𝑒 = 𝜌𝜌𝜌𝜌,
where ρ is the antenna efficiency [2]. Alternately, the antenna gain can be calculated using the antenna
beamwidths in radians using the expression:
10

𝐺𝐺 =

4𝜋𝜋

𝐾𝐾𝜃𝜃𝑎𝑎𝑎𝑎 𝜃𝜃𝑒𝑒𝑒𝑒

,

(2.4)

where K is a scaling constant of 1.65 to account for the antenna characteristics, θaz is the 3dB beamwidth

in the azimuth plane, and θel is the 3dB beamwdith in the elevation plane [27]. If the beamwidths are given

in degrees the expression becomes 𝐺𝐺 =

2.5.3

25000

θaz θel

[2].

Radar Operating Wavelength
Lambda, λ is the radar wavelength and has the units of meters. The wavelength of the transmit
c

frequency is λ = , where c is the speed of light (3x108 m/s) and f is the operating frequency of the radar
f

[2].

2.5.4

Radar Cross Section
The radar cross section (RCS), σ has the units of meters2. RCS is a measure of the energy re-

radiated from a target and is defined as the power re-radiated toward a source per unit solid angle divided
by the incident power density integrated over 4π steradians [2]. It has units of area (meters2) and represents
the area of the target as seen by the radar. The physical size of an object does not necessarily correspond to
a larger RCS. Real targets are highly complex and contain many electromagnetic scattering points. The
shape and composition of a target object’s scattering points as well as its physical size are factors that
influence the RCS [27]. RCS is highly dependent on the geometry between the radar and target. Small
changes in geometry can produce large fluctuations in the RCS. These RCS fluctuations have a noise-like
quality [2].
Statistical models of the RCS behavior known as the Swerling Target Models, have been
developed to aid the design and analysis of radar systems [2]. There are five Swerling models that are used
to represent the behavior of the RCS of targets [28], four original target models (one through four) were
developed by Peter Swerling [29]. An additional target model referred to as a Swerling zero or five (SW0
or SW5) is used by analysists to model a target with a constant RCS.
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The Swerling models attempt to represent the temporal and statistical behavior of target RCS [28].
The models capture the required signal to noise ratio as a function of the probability of detection,
probability of false alarm and number of pulses [2]. Swerling one (SW1) and Swerling two (SW2) target
behavior is modeled by the probability density function,

𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠1/𝑠𝑠𝑠𝑠2 (𝜎𝜎) =

1

𝜎𝜎𝑎𝑎𝑎𝑎

𝑒𝑒

𝜎𝜎
𝜎𝜎𝑎𝑎𝑎𝑎

−

, 𝜎𝜎 ≥ 0.

(2.5)

Swerling three (SW3) and Swerling four (SW4) target behavior is modeled by the probability density
function,

𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠3/𝑠𝑠𝑠𝑠4 (𝜎𝜎) =

4𝜎𝜎

𝜎𝜎𝑎𝑎𝑎𝑎

2 𝑒𝑒

−

2𝜎𝜎
𝜎𝜎𝑎𝑎𝑎𝑎

, 𝜎𝜎 ≥ 0.

(2.6)

In both expressions (2.5) and (2.6) σav is the mean target RCS [2]. The difference between the SW1/SW2
and SW3/SW4 target models is the nature of the RCS fluctuations. The SW1 and SW3 target models RCS
fluctuations are constant with a scan and independent between scans. In the SW2 and SW4 target models
the RCS fluctuations are independent on a pulse to pulse basis and assumed to be constant within a pulse
[2]. In general a scan to scan RCS variation of the SW1 and SW3 target models is temporally slower than
the variation of the pulse to pulse RCS variation of the SW2 and SW4 target models.

2.5.5

Range
The range measured by a radar is the distance between the radar and the target and has the units of

meters. The range terms are introduced by the calculation of the signal power densities at the target and at
the receiver. Power density has units of Watts per meter2. The power densities are calculated by finding the
istotropically radiated power at the target and receiver, focusing this power by the antenna gain on transmit
and aperture area on receive, then distributing it over the surface area of a sphere. Since a monostatic radar
is assumed all of the R terms can be combined into a single R4 term. A similar calculation can be
performed for bistatic radar with different ranges from the transmitter to the target and the target to the
receiver [24]. The equation for calculating the range to a target is given by Equation (2.7)

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
12

𝑐𝑐∆𝑡𝑡
2

,

(2.7)

Where, c is the speed of light, and Δt is the time between signal transmission and reception of the signal
return.

2.5.6

Noise
The noise in a radar system is critically important. The ratio of the energy transmitted to the noise

in the receiver determines the detection performance of a radar system [1]. The noise power in the receiver
is given by Pn = kT0BFn, where k is Boltzman’s constant and is equal to the 1.38 x 1023 w/(Hz ºK), T0 is the
value for room temperature in Kelvin, T0 = 290 ºK, B is the effective noise bandwidth of the radar and has
the units Hz. Fn is the radar noise figure and is dimensionless, or has units watt/watt [25]. The noise arises
from internal sources such as thermal noise, and external sources of noise, the sun, galactic radiation [26].

2.5.7

Radar Losses
L is used to account for all the losses in the radar including environmental losses, transmit losses,

receive losses and processing losses. L has units of watt/watt. The losses are considered to apply to the
signal, not the noise within the radar [25].

2.5.8

Signal to Noise Ratio
Signal to noise ratio is the ratio of the energy transmitted to the noise in the receiver. SNR

determines the detection performance of a radar system. It has units of watts/watts. SNR is the ratio of the
desired signal return from a target to the radar noise measured at the same point within the radar. The noise
of the receiver degrades the ability of radar to detect the desired target return signal [2].

2.5.9

Radar Range Equation Derivation
The signal to noise ratio of the radar range equation is derived from the received power from the

target and the noise present in the radar receiver. The following derivation consists of three major sections,
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finding the signal received by the radar, finding the noise in the receiver and finding the ratio of the
received signal to the receiver noise.
The derivation assumes that the radar is a monostatic, pulsed radar transmitting at a single
frequency, fc. Figure 2.5 contains an illustration of the radar and target scenario that is used in the
derivation of the radar range equation. Key radar system parameters that are discussed in previous sections
and used in the derivation that follows are labeled.

fc

Pt

R

Lt

Gt

Transmitter
Pn = kT0FnB

σ

Antenna

Lr

Gr
Latm

Receiver

TARGET

RADAR
Figure 2.5 Radar Range Equation Diagram

2.5.10

Received Radar Signal
In the radar depicted in Figure 2.5 the transmitter amplifies the low power waveform synthesized

in the exciter to a transmit power level Pt. The output from the transmitter goes through a transmission, Lt
before being radiated by the transmit antenna with gain of Gt. The transmit losses of an actual radar system
are composed of a more complicated feed network than the simple transmission line shown in the figure,
however, these losses are lumped together for simplification purposes. The power input to the antenna is
given by:

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 =

𝑃𝑃𝑡𝑡
𝐿𝐿𝑡𝑡

.

(2.8)

The expression for the power input into the antenna given in equation (2.8) has units of Watts
[27]. The antenna focuses the input power Pant uniformly over the area of the antenna Aant. Equation (2.9)
gives an expression for the radar transmit signal power density at the output of the antenna in units of Watts
per meter2 [27].
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𝑆𝑆𝑡𝑡𝑡𝑡 =

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎

𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎

=

𝑃𝑃𝑡𝑡

𝐿𝐿𝑡𝑡 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎

.

(2.9)

A rectangular approximation for the beam area the antenna focuses the radar energy into is given
in equation (2.10) and depicted in Figure 2.6. The scaling factor (K) is used to account for the increased
area of the rectangle over the actual elliptical beam area, energy that is radiated in the antenna sidelobes
and inefficiencies within the antenna [27]. R represents the distance from the radar, θaz and θel represent
the azimuth and elevation 3dB beamwidths of the radar antenna, respectively.

𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝜃𝜃𝑎𝑎𝑎𝑎 𝑅𝑅𝜃𝜃𝑒𝑒𝑒𝑒 = 𝐾𝐾𝑅𝑅2 𝜃𝜃𝑎𝑎𝑎𝑎 𝜃𝜃𝑒𝑒𝑒𝑒

(2.10)

RQ

R

RQ

el

az

Aant

Figure 2.6 Transmit Antenna Beam Area Approximation
Substituting the expression for beam area of equation (2.10) into the expression for the transmit
signal power density, equation (2.9), gives:

𝑆𝑆𝑡𝑡𝑡𝑡 =

𝑃𝑃𝑡𝑡

𝐿𝐿𝑡𝑡 𝐾𝐾𝑅𝑅 2 𝜃𝜃𝑎𝑎𝑎𝑎 𝜃𝜃𝑒𝑒𝑒𝑒

.

(2.11)

The expression for antenna gain given in equation (2.4) is rearranged and substituted into equation
(2.11). The resulting expression in equation (2.12) gives the transmit signal power density in terms of the
transmit power, loss, and gain as a function of range from the transmitter. The transmit signal power
density has units of Watts per meter2 [27].
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𝑆𝑆𝑡𝑡𝑡𝑡 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡

𝐿𝐿𝑡𝑡 4𝜋𝜋𝑅𝑅 2

.

(2.12)

The radar cross section (RCS) is used to specify the signal re-radiated to the radar by the target.
Multiplying equation (2.12) by the RCS, σ gives the expression for the power re-radiated by the target. The
transmit signal power density has units of Watts per meter2 and RCS has units of area (meter2). The
resulting expression for power re-radiated from the target given in equation (2.13) has units of Watts [27]

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝜎𝜎

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑆𝑆𝑡𝑡𝑡𝑡 𝜎𝜎 =

𝐿𝐿𝑡𝑡 4𝜋𝜋𝑅𝑅 2

.

(2.13)

The target is assumed to be an isotropic radiator, uniformly radiating power over a spherical area.
Using this assumption allows the power density of the target Stgt to be computed by dividing the power
radiated, Ptgt by the area of a sphere at a distance, Rtgt [27]. The target signal power density is given by
equation (2.14)

𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 =

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡

4𝜋𝜋𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡 2

=

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝜎𝜎

𝐿𝐿𝑡𝑡 4𝜋𝜋2 𝑅𝑅 2 𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡 2

.

(2.14)

Equation (2.14) has the units of Watts per meter2. Since the assumption is that the radar is
monostatic, the range from the transmitter to the target and target to receiver are equal and equation (2.14)
can be re-written as (2.15)

𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝜎𝜎

𝐿𝐿𝑡𝑡 4𝜋𝜋2 𝑅𝑅 4

.

(2.15)

Equation (2.15) gives the power density at the radar. In order to convert this quantity to a power
received by the radar receiver, an area that characterizes the energy focusing characteristics of the receive
antenna is necessary. The effective aperture, Ae of the radar receive antenna is used. It represents an area
that is approximately the physical area of the antenna itself, assuming that the antenna is pointed at the
target [27]. Equation (2.16) contains an expression for the power received by the radar antenna in Watts.

𝑃𝑃𝑟𝑟 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝜎𝜎

𝐿𝐿𝑡𝑡 4𝜋𝜋2 𝑅𝑅 4
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𝐴𝐴𝑒𝑒 .

(2.16)

The effective aperture of an antenna is related to the gain by equation (2.3). Rearranging and
substituting equation (2.3) into equation (2.16) gives the power received as:

𝑃𝑃𝑟𝑟 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝜎𝜎 𝐺𝐺𝑟𝑟 𝜆𝜆2

𝐿𝐿𝑡𝑡 4𝜋𝜋2 𝑅𝑅 4 4𝜋𝜋

=

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎
𝐿𝐿𝑡𝑡 4𝜋𝜋3 𝑅𝑅 4

.

(2.17)

In addition to the antenna gain, Gr, equation (2.17) also contains the term λ2, which represents the
operating wavelength of the radar. The wavelength term scales the receive antenna gain [27]. When
operating in a monostatic configuration, it is often assumed that Gr=Gt, however this may not always be the
case. In some monostatic radar systems, two physically different antennas with different gains are colocated. Some radar systems with array antennas are capable of applying different weighting functions on
transmit and receive that result in different antenna gains [27]. The power input to the radar receiver is
reduced from the power captured by the antenna, calculated in equation (2.17). Losses between the receive
antenna output and receiver input in addition to loss due to atmospheric effects and environmental effects
may also reduce the signal power received [27]. The term Lt in equation (2.17) is replaced by L in
equation (2.18), where L is a loss term that includes the transmit losses, Lt, receive losses, Lr and any
additional losses such as atmospheric (Latm) and environmental/rain (Lenv) losses.

𝐿𝐿 = 𝐿𝐿𝑡𝑡 + 𝐿𝐿𝑟𝑟 + 𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 + 𝐿𝐿𝑒𝑒𝑒𝑒𝑒𝑒 .

(2.18)

The expression for the power received by the radar is given in equation (2.19)

𝑃𝑃𝑟𝑟 =
2.5.11

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎
𝐿𝐿4𝜋𝜋3 𝑅𝑅 4

.

(2.19)

Receiver Noise Power
The noise in a radar receiver is assumed to be white and is characterized by its power

spectral density since white noise has infinite power. It is defined by equation (2.20) where k = 1.38054 x
10-23 [W/(Hz ºK)] is Boltzmann's constant and Teff is the effective noise temperature [27]. The noise has
units of Watts per Hertz.
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𝑁𝑁0 = 𝑘𝑘𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 .

(2.20)

The effective noise temperature can be written as Teff =FnT0 where Fn is the noise figure of the
receiver and T0 is a reference temperature, generally taken to be 290 ºK [27]. Substituting the expression
for effective noise temperature into equation (2.20) gives:

𝑁𝑁0 = 𝑘𝑘𝐹𝐹𝑛𝑛 𝑇𝑇0 .

(2.21)

Equation (2.21) has units of Watts per Hertz. In order to obtain the noise power the noise power
spectral density in equation (2.21) must be multiplied by a bandwidth, B, in Hertz. The equation for the
noise power in the receiver is

(2.22)

𝑃𝑃𝑛𝑛 = 𝑘𝑘𝐹𝐹𝑛𝑛 𝑇𝑇0 𝐵𝐵.

An analysis of the signal to noise ratio based on energy shows that the effective noise bandwidth
is defined as the reciprocal of the unmodulated transmitted pulse, τp or, 𝐵𝐵 =
2.5.12

1

𝜏𝜏𝑝𝑝

, [27].

Signal to Noise Ratio
The signal to noise ratio is defined as the ratio of the signal power to the noise power at the same

point within the radar. Using the previously derived expressions for the noise power and signal power give
𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎
𝑃𝑃𝑟𝑟
𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎
3 4
𝑆𝑆𝑆𝑆𝑆𝑆 = = 𝐿𝐿4𝜋𝜋 𝑅𝑅 = 3 4
.
𝑃𝑃𝑛𝑛
𝑘𝑘𝐹𝐹𝑛𝑛 𝑇𝑇0 𝐵𝐵
4𝜋𝜋 𝑅𝑅 𝑘𝑘𝑇𝑇0 𝐹𝐹𝐹𝐹𝐹𝐹

(2.23)

Equation (2.23) is the derived radar range equation that was stated in equation (2.2).

2.6 Pulse Compression Waveform Modulation
In a pulsed radar system, lengthening the pulse width improves the signal to noise ratio by
increasing the transmitted average power. For an unmodulated pulse this results in decreased bandwidth
and range resolution. At the limit, where an unmodulated continuous wave signal is transmitted, the
average power is maximized for the radar system but it has no range resolution. In order to range in
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continuous wave systems or improve the range resolution of a pulsed radar system, the radar waveform is
modulated to provide features within the waveform that allow ranging [4]. The application of the
modulation to radar pulses is known as pulse compression or waveform compression [4] [2] [30].
In order to improve SNR and maintain range resolution, modulation is applied to the radar
waveform [25]. The signal to noise form of the radar range equation for a pulsed radar system utilizing
pulse compression is 𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑆𝑆𝑆𝑆𝑆𝑆𝜏𝜏𝑝𝑝 𝛽𝛽, where SNR is the signal to noise ratio of the uncompressed

pulse, τp is the pulse width and β is the bandwidth of the pulse modulation [25]. The signal to noise form of

the radar range equation for a single pulse with pulse compression is

𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎

4𝜋𝜋3 𝑅𝑅 4 𝑘𝑘𝑇𝑇0 𝐹𝐹𝐹𝐹𝐹𝐹

𝜏𝜏𝑝𝑝 𝛽𝛽.

(2.24)

∆𝐹𝐹𝑇𝑇𝑠𝑠 ,

(2.25)

Similarly, the signal not noise form of radar range equation for a linear frequency modulated
continuous wave radar system is

𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =

𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡 𝐺𝐺𝑟𝑟 𝜆𝜆2 𝜎𝜎

4𝜋𝜋3 𝑅𝑅 4 𝑘𝑘𝑇𝑇0 𝐹𝐹𝐹𝐹𝐹𝐹

where, ΔFTs is the time bandwidth product of the linear frequency modulation, ΔF is the sweep bandwidth,
and Ts is the sweep duration. Linear frequency modulation and phase coded modulations are common types
of modulations that are used for pulse compression.

2.6.1.1 Linear Frequency Modulation
Linear frequency modulated continuous wave radar (LFMCW) applies a linear ramp that sweeps
the carrier up (up chirp), down (down chirp) or up and down (up-down chirp) in frequency. The sweep
bandwidth (ΔF) and sweep duration (Ts) of the modulation is used to control the range and range resolution
of the radar system.
Linear frequency modulation is also referred to as a chirp. The slope of the frequency modulation
in an up-chirp is positive, and the instantaneous frequency increases with time, shown Figure 2.7a. A down
chirp has negative frequency slope and is plotted in Figure 2.7b. Combinations of the up-chirp and down
chirps result in the up-down chirp depicted in Figure 2.7c. The sub plots of Figure 2.7 contain three
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periods of the LFMCW waveform. The sweep bandwidth, ΔF, is indicated with a red arrow and the sweep
duration, Ts, is marked with a green arrow along with the plot of each of the LFM types.

Figure 2.7 Linear Frequency Modulation Types (a) Up Chirp, (b) Down Chirp and (c) Up/Down Chirp
Linear frequency modulation is used in both pulsed and continuous wave applications. Linear
frequency modulation is often used in continuous wave radars because of the low complexity and the
ability to range close-in, slow moving targets of these type of systems. The ability to observe slow moving
and close-in targets make it attractive for use in intrusion detection, altimeter, holding tank monitoring and
automotive applications. The concept of linear frequency modulation continuous wave (LFMCW) radar
dates back to the 1920’s [31] [32]. Since the early days of radar the microwave and electronics
components have evolved significantly. For example analog computers have been replaced with complex
digital processors, providing radar designers the ability to perform increasingly complex waveform
generation and processing in highly integrated circuits. State of the art LFMCW radar systems leverage
direct digital frequency synthesis (DDFS), phase lock loop (PLL) and sigma delta modulator technology
and modern integrated circuit (IC) fabrication techniques. The use of DDFS and PLL techniques in
LFMCW radar have improved performance and help to overcome the issue of non-linear frequency
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modulation. Non-linearity of the frequency modulation degrades the high range resolution performance of
LFMCW radar and limits system performance [33]. An approach to LFMCW radar development is a
highly integrated chipset which contains all the circuitry necessary to generate and process radar signals in
one or two IC packages. The IC LFMCW radar solution is very attractive for high volume applications
such as those found in the automotive industry. Prototype Ku-Band (xx GHz) and K-Band (24 GHz)
LFMCW transceivers have been designed and fabricated using 0.13-μm CMOS technology [34] [35].
Several prototype W-Band (77 GHz) radar transceivers have been proposed that use 65 nm and 90 nm
CMOS technology [36] [37] [38]. As well as X-Band devices composed of monolithic integrated
microwave module (MMIC) components [39]. Another approach utilizes “discrete” DDFS and PLL
integrated circuits [40] [41]. A discrete approach may be more suitable for applications with low volume
or an optimization of specific performance parameters is desired.

2.6.1.2 Phase Code Modulation
The phase of a radar signal can be modulated to increase the bandwidth of a pulsed signal or add
features to the signal to enable range measurements within a continuous wave signal [2] [30]. Phase coded
waveforms have a constant transmit frequency [42]. A radar waveform with a period T is divided into τ
sub-periods and in each of these sub-periods or chips the phase is changed [2] [25] [28]. There are many
types of phase coding schemes and they phase code chosen for a particular radar waveform is selected to
meet the specific system requirements. The pulse compression ratio of a phase code is
PCR pc = βT,

(2.26)

where β is the bandwidth of the chip (1/τ) and T is the waveform period.
There are many types of phase code modulations, which can be broadly grouped into two types,
bi-phase codes and polyphase codes. The general form for a phase code is given by the expressions (2.27)
N−1

spc (t) = � sn (t − τc )
n=0
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(2.27)

ejϕpc (t) , 0 ≤ t ≤ τc
sn (t) = �
0 , otherwise

Phase coding the waveform serves to spread the signal energy, increasing the bandwidth. The
more phase transitions during the interval T, the larger bandwidth over which the waveform energy is
spread [42]. In order to process the radar return, the phase coded waveform is often correlated with a copy
of the transmitted code to perform the match filtering operation [42].
Bi-phase codes switch the chip phase between only two phase states, 0 degrees and 180 degrees
are most commonly used [42]. Two types of bi-phase codes are Barker codes and maximal length
sequences [43]. Polyphase codes allow the chip phases to take on more than two phase states. Examples of
polyphase codes include Frank codes, P3 and P4 codes [42]. The frequency of Frank coded waveforms
change linearly with time and approximate a stepped LFM waveforms [2]. The P1 and P2 phase coded
waveforms are derived from the Frank code [44]. The phase states of a P1 and P2 codes are generated
using matrix of size N and the length of the code L is given by L = N2, placing a restriction on the length of
the phase code sequence [2]. The P3 and P4 phase coded waveforms are cyclically shifted and decimated
versions of the Zadoff-Chu phase codes [44]. The P3 and P4 coded waveforms do not have the same
restriction as the P1 and P2 polyphase codes and can be made of an arbitrary length L.
The Barker codes are commonly used in many radar applications. The most significant drawback
to this type of phase code is the limited number of codes that exist [42]. These codes minimize and
uniformly distribute the energy in the sidelobes. The peak side lobe level of the Barker codes are 20log(N), where N is the code length [4]. The code length, sequence and peak sidelobe level of all known
Barker codes are summarized in
Table 2.1. The peak sidelobe level of each Barker code is given in units of decibels relative to the
carrier, dBc. The autocorrelation of the Barker codes are shown Figure 2.8.
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Table 2.1 Barker Phase Codes
Length
(N)
2
3
4
5
7
11
13

Code Sequence
1,-1 or 1,1
1,1,-1
1,1,-1,1 or 1,1,1,-1
1,1,1,-1,1
1,1,1,-1,-1,1,-1
1,1,1,-1,-1,-1,1,-1,-1,1,-1
1,1,1,1,1,-1,-1,1,1-1,1,-1,1

Peak Side
Lobe Level
(dBc)
-6.02
-9.54
-12.04
-13.98
-16.90
-20.83
-22.28

Figure 2.8 Barker Code Autocorrelation
Figure 2.9 contains three subfigures that show the behavior of a 13 bit Barker phase code. The
upper plot shows the real (blue) and imaginary (red) components of the modulation generated using
equation (2.27). The lower left plot shows the frequency domain of the time domain signal. The frequency
is normalized by the bandwidth of the chip. When this normalization is used the nulls occur at integers
(1,2,3 …), corresponding to multiples of the chip bandwidth. The lower right hand plot contains the
autocorrelation of the 13 bit Barker code.
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Figure 2.9 Bi-phase Barker Code Modulation Radar
2.7 Radar Measurements
Radar sensors are capable of making three basic measurements: range, Doppler or radial velocity
and angle of a target. A radar utilizing an un-modulated pulse is capable of measuring target range, an unmodulated continuous wave system cannot measure target range due to the lack of features within the
transmitted signal [30] . Modulation is applied to both pulsed and continuous wave systems to provide a
means of making improved target measurements. In general, the range to a target is measured by
calculating the elapsed time between transmission of the signal and the reception of the target return. A
pulsed system uses the knowledge of the pulse edges in order to make range measurements. Radial
velocity of targets are measured using the differential frequency, or Doppler shift between the transmitted
signal and the target return. Target angle measurements are made by comparing the received target return
between receive apertures. Monopulse and phase interferometry are two examples of techniques used for
angle measurements. Monopulse radars use the sum and difference between receive channels to calculate
the target angle. In a phase interferometer the physical separation of the antennas are used along with the
differential phase measured between receive channels to calculate target angles.
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2.7.1

Range Measurements
Range measurements are made by measuring the propagation time of a signal transmitted from the

radar sensor to the target and back to the radar sensor [4] [42]. The equation used to calculate the range
was given in (2.7). A pulsed range measurement is depicted in Figure 2.10. The pulse envelope of the
transmitted signal (red) with a pulse width, τp, and period, T and the target return signal (blue) are shown in
Figure 2.10. The range between the radar and target is calculated by measuring the difference in time, Δt,
labeled on Figure 2.10. Once Δt has been measured the range to the target is calculated using (2.7). In a
continuous wave radar systems a natural feature does not exist within the waveform for target range
measurement so modulation is added to the waveform to enable target range measurement.

Figure 2.10 Radar Range Measurement

Another consideration in the measurement of range is range resolution. Range resolution
describes the ability of a radar to distinguish closely spaced targets [42]. The range resolution of a radar
system is given by
𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 =

𝑐𝑐𝜏𝜏𝑝𝑝
2
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=

𝑐𝑐

2𝛽𝛽

,

(2.28)

where c is the speed of light and τp is the pulse width of a radar pulse. The pulse width is related to its
bandwidth, β by taking 1/τp, giving the expression shown on the right hand side of equation (2.28). Figure
2.11 contains a plot of equation (2.28) illustrating the relationship between the range resolution and
modulation bandwidth. Bandwidths of 50, 100, 500 and 1000 MHz are annotated on Figure 2.11, these
bandwidths provide range resolution of 3, 1.5, 0.3 and 0.15 meters, respectively. A doubling of the
modulation bandwidth is required in order to halve the range resolution.
Substituting the sweep bandwidth of a linear frequency modulation into the equation (2.28) gives
the expression shown in (2.29) used to compute the range resolution of a linear frequency modulated
waveform using the sweep frequency [4] .

𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 =

𝑐𝑐
2∆𝑓𝑓

(2.29)

Equations (2.28) and (2.29) show the relationship between the spectral bandwidth and range
resolution. In order for a radar sensor to achieve high range resolution measurements, the spectral
bandwidth of the waveform must be large [4].

Figure 2.11 Range Resolution versus Modulation Bandwidth
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2.7.2

Radial Velocity (Doppler) Measurements
Radar systems are able to make radial velocity measurements using the Doppler frequency of a

target return [4] [25] [28]. The Doppler shift is the difference between the frequency of the transmit and
receive signals introduced by the motion of the target, radar sensor or both [28]. Figure 2.12 and Figure
2.13 show the measurement of the velocity of a target that is headed toward or closing and velocity of a
target headed away or opening, respectively. In Figure 2.12 the Doppler frequency of the target receive
signal is increased by the target motion. Conversely the Doppler frequency of the target receive signal in
Figure 2.13 is decreased.

Figure 2.12 Doppler (Radial Velocity) Measurement of a Closing Target
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Figure 2.13 Doppler (Radial Velocity) Measurement for an Opening Target

One method of calculating the radial velocity of a target is to utilize a derivative of the range
show in equation (2.30) however in modern radar sensors the derivative approach is not widely used
because of the accuracy the Doppler shift can be measured [4].

𝑣𝑣𝑟𝑟 (𝑡𝑡) =

𝑑𝑑𝑑𝑑 𝑅𝑅𝑛𝑛 − 𝑅𝑅𝑛𝑛−1
=
𝑇𝑇𝑛𝑛 − 𝑇𝑇𝑛𝑛−1
𝑑𝑑𝑑𝑑

(2.30)

The preferred approach to obtain the radial velocity of a target is to measure the Doppler shift via
spectral analysis of a set of measurements using the fast Fourier transform [25]. The Doppler frequency of
a target is related to its radial velocity using the expression given in (2.31). Rearranging this expression to
solve for the radial velocity gives

𝑣𝑣𝑟𝑟 =

𝑓𝑓𝑑𝑑 𝜆𝜆
2

.

(2.31)

The velocity resolution of a radar system is given by

𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟 =

𝜆𝜆

2𝑇𝑇𝑠𝑠
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,

(2.32)

where, λ is the wavelength of the carrier and Ts represents the sweep time of the linear frequency
modulation [4] [45].

Figure 2.14 contains a plot of the expression for velocity resolution given in (2.32).

Three different values of λ, 0.01 m, 0.1m and 1 m (yellow, red and blue traces, respectively) are shown to
illustrate the effect that the choice of the carrier frequency has on the velocity resolution. Four sweep/pulse
durations are identified in Figure 2.14. For a given sweep/pulse duration a smaller wavelength carrier
(higher frequency) will provide better velocity resolution.

Figure 2.14 Velocity Resolution versus Sweep/Pulse Duration
2.7.3

Angle Measurements
Radar sensors use the antenna system and multiple receivers to measure the direction or angle to a

target [4].

Figure 2.15 shows the azimuth and elevation angle coordinate frame that is often used to

describe radar angle measurements. Azimuth (red) angle measurements are made in the horizontal
direction while elevation (blue) angle measurements are made in the vertical direction. Example angle
measurement techniques include sequential lobing, conical scanning, monopulse and phase interferometry.
Sequential lobing and conical scan techniques involve moving the radar antenna beam between physical
positions and measuring an error signal to determine the angle to the target. These two angle measurement
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techniques time share a single antenna beam, while they are simpler to implement in terms of hardware
they provide less accurate angle measurements [2]. Monopulse angle measurements can be made on a
single pulse basis and do not require the switching of antenna beams between positions. In a monopulse
configuration multiple antennas and receivers are used. The complexity of the radar hardware is increased,
however angle measurement accuracy is improved [2] [28].

Figure 2.15 Radar Angle Measurements
Measuring the angle of arrival with an amplitude comparison monopulse system in a single plane
requires two squinted antenna beams. The sum (Σ) of the signal in both channels is used to normalize the
difference (Δ) between the signals measured in each channel. The resulting ratio (Δ/Σ) is used to determine
the angle to the target [25]. The measurements of the target return are more immune to amplitude
fluctuations measurements because multiple receiver channels are used to make simultaneous
measurements, and they are normalized on a per measurement basis [2]. The monopulse architecture
provides an efficient architecture for target measurements [25].
Phase interferometry or phase-comparison monopulse is also a technique used to measure the
angle of arrival of a signal [25]. Rather than squint the beams as in a amplitude monopulse system, the
antennas are forward looking and displaced by a distance, d [2]. Figure 2.16 shows the configuration of a
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phase interferometer used to measure the angle of arrival in a single plane. In this type of angle of arrival
measurement system the phase of the received signal is measured in antenna 1 and antenna 2. The
differential phase between the signals received is calculated using
∆𝜙𝜙 = 𝜙𝜙2 − 𝜙𝜙1 ,

(2.33)

where Δϕ is the phase difference between the two channels and ϕn represents the signal in the nth antenna.

Figure 2.16 Phase Interferometer
The angle of arrival is calculated by rearranging the phase interferometer equation:

∆𝜙𝜙 =

2𝜋𝜋𝜋𝜋
sin 𝜃𝜃
𝜆𝜆

(2.34)

where, d is the physical spacing between antennas, λ is the wavelength of the transmitted signal and θ is the
angle of arrival [2].

The spacing of the antenna in a phase interferometer is an important consideration.

Figure 2.17 contains the interferometer curves generated using equation (2.34) for antenna spacing of
d = λ/2 (blue) and d = 2λ (red). The plots illustrate the phase ambiguity associated with this type of angle
of arrival measurement system [2]. In the blue curve (d = λ/2) of Figure 2.17 there is a one to one
correspondence between the angle of arrival and differential phase and there is no ambiguity. The red
curve (d = 2λ) does not have one to one correspondence between delta phase and angle of arrival. As an
example, a differential phase measurement of 100 degrees results in an angle of arrival measurement of
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39.71 degrees in the system with a spacing of d = λ/2. In the antenna configuration with d = 2λ, the delta
phase measurement of 100 degrees gives an ambiguous result of -59.44, -21.16, 8.00 and 39.71 degrees.

Figure 2.17 Phase Interferometer Ambiguity
2.8 Radar Measurement Accuracy
An important consideration for radar measurements of range, velocity and angle is their precision
and accuracy. Accuracy represents the difference between a measured value and the true value. The
repeatability of a measurement regardless of the true value characterizes its precision [25]. The objective
of a radar sensor design is to achieve both measurement accuracy or close to the true value and precision
measurements or measurements that are repeatable. The Cramer-Rao lower bound (CRLB) is a result that
examines the minimum achievable variance of an unbiased estimator [25]. Expressions for the CRLB for
radar range, Doppler, angle and spatial angle have been derived that provide insight into the theoretical
minimum measurement errors that can be achieved. The expression for the range measurement error is
given as:

𝜎𝜎𝑅𝑅 ≥

∆𝑅𝑅

√𝑆𝑆𝑆𝑆𝑆𝑆
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(2.35)

where, σR is the standard deviation of the range measurement error, ΔR is the range resolution and SNR is
the signal to noise ratio [25].
The CRLB for the Doppler frequency measurement error is given by the expression,

𝜎𝜎𝑓𝑓 ≥

√3 ∆𝑓𝑓
𝜋𝜋 √𝑆𝑆𝑆𝑆𝑆𝑆

(2.36)

Where, σf is the standard deviation of the Doppler measurement error, Δf is the frequency bin size of the
slow time DFT and SNR is the signal to noise ratio. Expression (2.36) for the CRLB on the velocity
measurement error is derived based upon processing the target return using a two dimensional DFT [25].
The measurement error associated with the phase of a signal of known frequency is given by the
expression,

𝜎𝜎𝜑𝜑 ≥

1

(2.37)

�𝑆𝑆𝑆𝑆𝑆𝑆 𝑇𝑇𝑠𝑠 𝐵𝐵

In this case, SNR represents the signal to noise ratio of the signal and TsB represents the time-bandwidth
product of the waveform modulation [25]. In addition to the measurement error of the phase, measurement
error of the spatial angle to a target is an important consideration. The CRLB for the spatial angle
measured by a phase interferometer is given by

𝜎𝜎𝜃𝜃 ≥

𝜆𝜆
1
,
2𝜋𝜋𝜋𝜋 √𝑆𝑆𝑆𝑆𝑆𝑆

(2.38)

where λ represents the wavelength of the waveform, D is the spacing between the phase centers of the
antenna and SNR is the signal to noise ratio of the target return.

2.9 Stretch Processing
Waveforms with high bandwidths can be difficult to process using digital signal processing
techniques due difficulties meeting the Nyquist sampling criteria. Modern analog to digital converters can
sample at multi-Giga Hertz rates, however implementing receivers with high performance analog to digital
converter devices place cost, size and power burdens on the radar receiver. One approach to enable the
processing of high bandwidth modulations using narrowband techniques is stretch processing [28] [46]. An
example of a stretch processor is shown in Figure 2.18.
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Figure 2.18 Stretch Processor Block Diagram
The signal return, sr(t), from a target to the stretch processor is mixed with a copy of the linear
frequency modulation waveform, slfm(t) to down convert the signal to a baseband or intermediate frequency
(IF) depending on the actual implementation of the receiver. The down converted signal, sdechirp(t) contains
a beat frequency that is proportional to the range to the target and its velocity [47] [48]. Equation (2.39)
contains the expression for the beat frequency in a linear frequency modulation, where R, is the range, µ is
the slope of the frequency modulation, c is the speed of light, V is the radial velocity of the target and λ is
the wavelength of the RF carrier. The expression for the beat frequency shows the relationship for the
characteristic range-Doppler coupling of continuous wave linear frequency modulation.

𝑓𝑓𝑏𝑏 =

2𝑅𝑅𝑅𝑅 2𝑉𝑉
+
𝑐𝑐
𝜆𝜆
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(2.39)

Figure 2.19 Effect of the Linear Frequency Modulation Slope on Beat Frequency
The beat frequency versus range is plotted in Figure 2.19 to illustrate the impact of the modulation
slope (µ) on the beat frequency. In Figure 2.19 the sweep time is held constant for each of the plots and
the sweep bandwidth is increased. The plots of the beat frequency show that increasing the frequency slope
requires a higher speed analog to digital converter to process the signal. In order to meet the Nyquist
criteria for sampling the beat frequency of 1 GHz (top plot) at the maximum range a sampling rate of a
minimum of 52 MHz (two times the maximum frequency of the signal, 26 MHz), while an analog to digital
converter with a speed of 2MHz could be used to process the beat frequency for a sweep bandwidth of 10
MHz (bottom plot). Once the signal is properly sampled and digitized frequency analysis techniques in the
receiver/processor can be used to decouple the range and velocity information contained in the beat
frequency.

2.10 Direct Digital Waveform Synthesis
A classic architecture for the digital synthesis of analog waveforms was proposed by Tierney,
Rader and Gold [49]. A simplified block diagram of a pulsed type direct digital frequency synthesizer
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(DDFS) based on the classic architecture is shown in Figure 2.20 [50]. The conventional architecture
shown in Figure 2.20 forms the basis for many modern DDFS devices and is used as the basis for the
generation and analysis of the waveform discussed in this research.

Figure 2.20 DDFS Block Diagram
In the block diagram shown in Figure 2.20, an N bit frequency tuning word (FTW) is applied to a
frequency register. The frequency tuning word was calculated using the expression:

𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

2𝑁𝑁 �’

(2.40)

where fdesired is the desired output DDFS frequency, fclock is the frequency used to clock the DDFS and N are
the number of bits in the frequency accumulator [51]. The actual output frequency from the DDFS is
calculated using

𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =

𝐹𝐹𝐹𝐹𝐹𝐹𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
2𝑁𝑁

.

(2.41)

In this expression foutput is the output frequency from the DDFS. The phase accumulator is clocked and
accumulates a value that represents the phase angle increment. A register containing phase offset word
(POW) is used to allow the manipulation of the phase accumulator. The expression for calculating the
POW is

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

∆𝜃𝜃 𝑃𝑃
2 �
360

(2.42)

The phase offset word can be used to apply an arbitrary phase or start the phase at a desired state. P bits of
the phase angle increment are used to index the sine look up table (LUT) at each clock cycle. In the
example discussed the number of bits in the phase accumulator (P) and the frequency tuning word (N) are
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equal; in many DDFS implementations this is not the case and additional quantization occurs in the form of
phase truncation that introduces undesired spurious frequency content into the DDFS output spectrum [50]
[51]. The M bits output from the sine LUT are applied to a digital to analog converter that converts the
digital input to the desired analog frequency output.
Figure 2.21 contains a plot of the digital to analog converter (DAC) (blue trace) output for a
simple DDFS device and an ideal (red) sinusoid. A 12.40000000 MHz output was desired, the actual
frequency output generated was 12.39992920 MHz, giving a frequency error of 708 Hz. A 16 bit phase
accumulator along with an 8 bit DAC was used to generate Figure 2.21.

Figure 2.21 Direct Digital Frequency Synthesizer Digital to Analog Converter Output
The classical pulse type DDFS architecture shown in Figure 2.20 produces a single output
frequency specified by the frequency tuning word. The digital structure of the DDFS allows the
manipulation of the digital structures (registers, accumulators, etc.) to apply complex modulation of the
output DDFS frequency including phase, frequency and amplitude modulations [50]. Applying modulation
digitally to the DDFS output provides a means to repeatably generate wide bandwidth, fine frequency
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resolution and low phase noise waveforms [52]. DDFS provides high precision and resolution enabling
highly linear frequency chirps [53].
The notional system architecture discussed in this paper is intended for implementation using
direct digital frequency synthesis (DDFS) techniques. Using DDFS techniques enable the synthesis of
highly linear and repeatable wideband linear frequency ramps. DDFS allows the control of the phase of the
linear frequency modulation necessary to repeatedly impress the phase code on to the waveform. The use
of digital frequency synthesis enables the generation of compound waveforms that are composed of sweeps
of varying duration, direction, bandwidth, and phase. It also provides a means to change the waveform
through software reprogramming rather than hardware modifications.

2.11 Ambiguity Function
The autocorrelation of a signal is the output of a matched filter. The signal return from a moving
target contains a Doppler shift which results in a target return of the form
(2.43)

𝑥𝑥(𝑡𝑡)𝑒𝑒 −𝑗𝑗2𝜋𝜋𝑓𝑓𝑑𝑑 𝑡𝑡 .

In this expression fd is the Doppler frequency of the target. This results in a matched filter response that is
no longer shaped like the autocorrelation of the signal and gives rise to the ambiguity function [54]. The
ambiguity function is [55]
(2.44)

2

∞

|𝜒𝜒(𝜏𝜏, 𝑓𝑓𝑑𝑑 )|2 = �� 𝑥𝑥(𝑡𝑡)𝑥𝑥 ∗ (𝑡𝑡 − 𝜏𝜏)𝑒𝑒 −𝑗𝑗2𝜋𝜋𝑓𝑓𝑑𝑑 𝑡𝑡 𝑑𝑑𝑑𝑑� .
−∞

The ambiguity function is a tool used by radar designers to analyze the behavior and characteristics of
waveform.
The ambiguity function of an unmodulated pulse is shown in Figure 2.22. The equation of the
unmodulated pulse is [28]

𝑥𝑥(𝑡𝑡) = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

𝑇𝑇

𝑡𝑡− 2𝑠𝑠
𝑇𝑇𝑠𝑠

� , 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥) = �
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1, 𝑥𝑥 ≤

0, 𝑥𝑥 >

1
2
1
2

.

(2.45)

Three fundamental properties of the ambiguity function are: a peak of one at the origin, the
volume is one and it has symmetry about the origin [54]. Two of the three fundamental properties of the
ambiguity function can be observed in Figure 2.22. The plot in the upper half of the figure clearly shows
that the peak is located at the origin and has a maximum amplitude of one. The lower contour plot
illustrates the final ambiguity function property of symmetry about the origin. The symmetry of the
unmodulated pulse about the origin is apparent in both the range/delay and Doppler axes.

Figure 2.22 Ambiguity Function Surface of an Unmodulated Pulse
Two cuts through the ambiguity surface that provide insight into the behavior of the radar frame
are the Doppler matched range cut (fd = 0) and range matched Doppler Cut (τ = 0). These two cuts are
plotted in Figure 2.23. The Doppler matched range cut is shown in the upper plot of the figure. It has a
characteristic triangular shape. The range matched Doppler cut is shown in the lower plot of Figure 2.23
and has a characteristic sinc shape. In both plots of Figure 2.23 the peak magnitude occurs at the origin and
has an amplitude of one.
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Figure 2.23 Ambiguity Function Cuts
2.12 Match Filtering
The waveform transmitted by and returned to a radar system from a target is combined with noise
and interference [20]. The matched filter has been shown as the best way to separate the desired target
from additive white Gaussian noise (AWGN) and interference [56]. The matched filter represents a
compromise between performance and implementation [20]. The matched filter is designed to maximize
the signal to noise ratio (SNR) at its output. The probability of detection for SW0/SW5, SW1/SW2, and
SW3/SW4 targets are dependent on the signal to noise ratio as shown by the probability of detection
equations given in (2.46)-(2.48) [28].

𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆0/𝑆𝑆𝑆𝑆5 =

1
�1 − 𝑒𝑒𝑒𝑒𝑒𝑒�√𝑇𝑇𝑇𝑇𝑇𝑇 − √𝑆𝑆𝑆𝑆𝑆𝑆��
2
+

2

𝑒𝑒 −�√𝑇𝑇𝑇𝑇𝑇𝑇−√𝑆𝑆𝑆𝑆𝑆𝑆�
4√𝜋𝜋√𝑆𝑆𝑆𝑆𝑆𝑆

�1 −

(2.46)

�√𝑇𝑇𝑇𝑇𝑇𝑇 − √𝑆𝑆𝑆𝑆𝑆𝑆�
4√𝑆𝑆𝑆𝑆𝑆𝑆

− ⋯�

40

2

1 + 2�√𝑇𝑇𝑇𝑇𝑇𝑇 − √𝑆𝑆𝑆𝑆𝑆𝑆�
+
16𝑆𝑆𝑆𝑆𝑆𝑆

𝑇𝑇𝑇𝑇𝑇𝑇

𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆1/𝑆𝑆𝑆𝑆2 = 𝑒𝑒 −𝑆𝑆𝑆𝑆𝑆𝑆+1
𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆3/𝑆𝑆𝑆𝑆4 = �1 +

2 𝑆𝑆𝑆𝑆𝑆𝑆 𝑇𝑇𝑇𝑇𝑇𝑇 − 2 𝑇𝑇𝑇𝑇𝑇𝑇
� 𝑒𝑒 2+𝑆𝑆𝑆𝑆𝑆𝑆
2 + 𝑆𝑆𝑆𝑆𝑆𝑆2

(2.47)

(2.48)

In these equations TNR represents the threshold to noise ratio used as the detection ratio, and SNR
represents the signal to noise ratio of the target return. Maximizing the signal to noise ratio at the output of
the matched filter improves the probability of detection of a target. The signal to noise ratio is maximized
by cross-correlating the received target return with a copy of the transmitted signal [54]. The impulse
response of a matched filter is given by
ℎ(𝑡𝑡) = 𝐾𝐾𝑥𝑥 ∗ (𝜏𝜏𝑑𝑑 − 𝑡𝑡),

(2.49)

where K is a constant and x is a complex envelope of the signal, * represents the conjugation operator and
τd is a time delay [54]. Modern radar systems often implement a matched filter via fast Fourier transform
(FFT) and/or correlation processing as part of the digital signal processing sub-system.

2.13 Doppler Tolerance
The matched filter processing performed in signal processor of a modern receiver correlates the
return from a target with a reference copy of the transmitted waveform. As the Doppler shift of the target
return increases, there is a corresponding drop in the SNR. The drop in SNR can be observed in the
behavior of the ambiguity function along the Doppler axis. The degradation of the SNR can be minimized
by choosing a waveform duration over which the target can be considered stationary [57].
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CHAPTER 3

SHORT RANGE RADAR SYSTEM

3

Radar System
CW radars are used for short range sensing applications due to their low average transmit power

and the need for isolation between the transmitter and receiver [25]. Some alternatives to CW systems that
are actively being investigated include using portions of communication signals such as IEEE 802.11ad for
sensing purposes such as the work described in [58], utilizing frequency modulated interrupted continuous
wave (FMICW) to suppress reflections in through wall imaging [59], and multiple-input and multiple
output (MIMO) radar [60]. A CW radar architecture was investigated in this research due to its low
hardware complexity, allowing the effort to focus on the development of the compound waveform.
The frequency synthesis and signal processor architectures discussed here are used to produce a
compound modulation consisting of linear frequency modulation (LFM) with a bi-phase pseudo random
noise code (PRN). The phase coded linear frequency modulation that results from the combination of
modulations has desirable properties of both waveforms. The linear frequency modulation is spectrally
efficient [61]. The bi-phase code has desirable time side-lobes and provides good pulse compression [19].
The notional frequency synthesis architecture discussed in this paper is intended for
implementation using direct digital frequency synthesis (DDFS) techniques. Using DDFS techniques
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enable the synthesis of highly linear, repeatable frequency ramps. DDFS also provides the control of the
phase required to accurately impress the PRN code on to the LFM waveform. The digital nature of the
notional frequency synthesis architecture provides a means to change the waveform through software
reprogramming rather than hardware modifications, which enables a simplified path to modifying the radar
performance. It also provides a means to apply encryption to the waveform on a pulse to pulse or dwell to
dwell basis to reduce the ability of a third party to intercept and use the information transmitted by the radar
system.
Radar embedded modulation (REM) waveforms have demonstrated desirable performance in
terms of covertness in terms of low probability of intercept (LPI) and reliability in terms of symbol error
rate (SER) [62] [63], and serve as motivation for the waveform developed in this work. Additionally the
combining of techniques such as TR-MUSIC [64], the SAR coherent change detection (CCD) method
discussed in [65] and polarimetric radar [66] with a PCLFM type modulation could provide additional
performance benefits.
The design of a low power, continuous wave (CW) phase coded frequency modulated short range
radar sensor for detecting and tracking human and vehicle targets is discussed in this dissertation. The
requirements for the short range radar sensor are given in Table 3.1.

Table 3.1 Short Range Radar Sensor Requirements
Requirement
Output Power (ERP)
Operating Frequency
Range
Velocity (max)
Range Resolution
Velocity Resolution
Antenna Beamwidth, θaz,θel

Value
+43 dBm
S-Band (2-4 Ghz)
0 – 3000 m
100 m/s
3m
2.5 m/s
±30°, ±1.5°

S-band was selected for the system because of the performance, cost and component availability
for prototyping. The selected carrier frequency for the system falls within those S-band frequencies
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allocated for radio navigation by the U.S. Department of Commerce, National Telecommunication and
Information Administration, Office of Spectrum Management [67]. The selection of a fan type antenna,
with a wide azimuth beamwidth and narrow elevation beamwidth was made to be compatible with the
tracking of pedestrian (human) and vehicle targets. A wide swath of azimuth is desirable so that a single
radar sensor can detect targets over a large area, minimizing the number of sensors required. The range,
range resolution and velocity resolution were used to derive the waveform modulation and signal
processing parameters for the short range radar sensor. The required antenna beamwidths were used to
derive the gain which in turn was used to calculate the required transmit power to achieve the required
effective radiated power (ERP).
The system design parameters for the short range radar sensor are given in Table 3.2.

Table 3.2 Notional Short Range Radar System Parameters
Parameter
Transmit Power, Pt
Transmit Antenna Gain, Gt
Transmit Loss, Lt
Receive Antenna Gain, Gr
Receive Loss, Lr
Antenna Beamwidth, θaz,θel
Transmit Frequency, fc
Receiver Noise Figure, Nf
Signal Processing Loss, Ls
Target RCS, σ

Value
250 milli-Watts
21 dB
1 dB
21 dB
1 dB
60º, 3º
3.20 GHz
8 dB
4 dB
0 dBsm (pedestrian), or 10 dBsm (vehicle)

The system parameters in Table 3.2 are used along with waveform parameters in Table 3.3 to
calculate the expected signal to noise ratio (SNR) versus range using (2.25). The results of the signal to
noise ratio calculations using the time-bandwidth product of the linear frequency modulation as a baseline
are plotted in Figure 3.1 for the vehicle (blue) and pedestrian (red) along with a horizontal black, dashed
line that represents a 13dB threshold for target detection [4]. Figure 3.1 indicates that the notional sensor
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should be able to detect a vehicle target at approximately 1200 meters and a pedestrian target at
approximately 700 meters.
In the expression for the SNR given in (2.25), 𝜆𝜆 =

𝑐𝑐

𝑓𝑓𝑐𝑐

is the wavelength of the transmit frequency

where c is the speed of light in a vacuum, k is the Boltzmann constant, T0 is the reference temperature of
290ºK, R represents the slant range between the radar and the target, L is the total system loss given by 𝐿𝐿 =
𝐿𝐿𝑡𝑡 + 𝐿𝐿𝑟𝑟 + 𝐿𝐿𝑠𝑠 and Bw is the receiver bandwidth. The remaining parameters in the equation are defined in

Table 3.2 and Table 3.3. The maximum range of the notional radar system is calculated to be 3072 meters
using equation (2.7). Theoretically the minimum range of a FMCW radar is on the order of the transmitted

wavelength [68]. The range resolution is calculated to be 3 meters using equation (2.29). The velocity
resolution of the notional system was calculated to be approximately 2254 meters per second using (2.32).

Figure 3.1 Notional System Signal to Noise Ratio versus Range.
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Table 3.3 Waveform Modulation Parameters
Linear Frequency Modulation
Sweep Time, Ts
Sweep Bandwidth, ΔF
Sweep Direction
Phase Code Modulation
Code Type
Number of Chips
Chip Width
Code Sequence

20.48 microseconds
50 MHz
Up
Bi-Phase Pseudo Random Noise Code
1024
20 nanoseconds
043DC78F30F732B4A47AB099BD3FA94A0D1DEE77AD77CA92D
E809FC36EE86E1922FCC7A26304CC8B6AD5A996120BF516C77E
7C12D7EA00DC1F161B616A09B6800947CCEC8FC1BBD751FAD
E16363299F7894EA67390B045A229B22B671458F7A41D558DAF7
EEABB261D1F3B48929436782F1065302B2DA2BF1BDA900BBFA
02092

Figure 3.2 contains a block diagram of the radar sensor frequency synthesis architecture and signal
processor. The sensor consists of two major sections; a digital section and RF section.

Figure 3.2. Short Range Radar Sensor Frequency Synthesis and Processing Architecture
The digital section is targeted for implementation using field programmable gate array (FPGA)
technology and is responsible for the waveform modulation signal generation and target return signal
processing. The use of direct digital frequency synthesis (DDFS) techniques to implement the waveform
generator enables the synthesis of complex modulations that consist of both phase and frequency
component modulation [69]. These techniques also provide improved frequency sweep linearity, return to
the sweep start frequency/ phase and the ability to change the phase of the generated modulation signal at
each time step [70]. Since the DDFS waveform synthesis is controlled digitally via software and/or
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firmware, it also provides a means for the reprogramming of the waveform to achieve performance
improvements or meet new requirements. The notional waveform generator used to produce the phase
coded linear frequency modulation discussed here requires a DDFS module capable of producing a linear
frequency ramp based upon the desired start frequency, stop frequency and frequency slope, along with a
phase control register that provides an additional means to manipulate the phase of the modulation signal,
sm(t).
In addition to the DDFS function of the waveform generator the digital section also processes the
target return received by radar sensor. The proposed signal processing architecture contains two parallel
receive channels that digitally filter, demodulate and form range/Doppler images from the sampled
intermediate frequency (IF) of the target return. The demodulation of the target return is accomplished by
multiplying the fast time FFT by the conjugation of the signal modulation and taking the inverse FFT.
Once a sufficient number of fast time FFTs have been obtained, then the slow time FFT is computed to
form a range/Doppler image. The signal processor uses the range/Doppler image to detect targets and make
measurements on them. Non-coherent integration of the independent receive channels are used for signal
detection. Once targets are detected measurements of velocity, range and angle are made which are passed
to higher level processing algorithms that perform target tracking functions. The differential electrical
phase between the target measurements in each receive channel are used along with knowledge of the
physical antenna spacing to compute the spatial angle to the target using phase interferometry.
The RF frontend is composed of transmit and receive sections. The block diagram of the
continuous wave system shown in Figure 3.2 transmits and receives simultaneously and uses a heterodyne
architecture to up convert the modulation to the desired transmit frequency and down convert the target
return to an IF for processing. The RF section mixes the modulation signal, sm(t) generated in the digital
section onto the RF carrier signal sc(t) that is formed by frequency multiplication of the master oscillator.
The resulting output signal of the mixer, stx(t) is then filtered and amplified.
In each receive channel of the architecture shown in Figure 3.2, the target return signals (srx(t) and
srx0(t)) are amplified by an low noise amplifier to set the noise figure. The amplified signals are then mixed
with the RF carrier to down convert the target returns to IF (sif(t) and sif0(t)) for sampling and processing.
The sampled IF signals are provided as inputs into the signal processor.
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The expected phase noise of the signals shown in the frequency synthesis architecture of Figure
3.2 are plotted in Figure 3.3. Phase noise represents instabilities in the oscillator of a RF sensor. It can be
caused by a variety of sources including electronic noise and environmental effects such as vibration [4].
The phase noise propagated through the frequency synthesis architecture serves to raise the noise floor and
limits the detection of small targets returns in the close vicinity of large target returns [71]. Figure 3.3 was
generated by propagating the phase noise of the oscillator through the frequency synthesis architecture in
Figure 3.2. The multipliers increase the phase noise of the oscillator by a factor of 20 log10(N) where N is
the multiplication factor. The resulting phase noise is further increased by the active components in the RF
chain.

Figure 3.3. Frequency Synthesis Architecture Signal Phase Noise
The classical pulse type DDFS architecture shown in Figure 2.20 produces a single output
frequency specified by the frequency tuning word. The digital structure of the DDFS allows the
manipulation of the digital structures (registers, accumulators, etc.) to apply complex modulation of the
output DDFS frequency including phase, frequency and amplitude modulations [50]. Applying modulation
digitally to the DDFS output provides a means to repeatedly generate wide bandwidth, fine frequency
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resolution and low phase noise waveforms [52]. DDFS provides high precision and resolution enabling
highly linear frequency chirps [53]. Table 3.4 contains example DDFS module parameters suitable for
generating the PCLFM waveform.

Table 3.4. DDFS Module Parameters
DDFS Component
fclock
Phase Accumulator (N)
Phase Offset Register (P)
Digital To Analog Converter (M)

Value
1200 MHz
32 Bits
16 Bits
14 Bits
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CHAPTER 4

PHASE CODED LINEAR FREQUENCY MODULATION WAVEFORM

4

Waveform Development
DDFS technology enable the generation of complex waveforms that consist of a combination of

modulations commonly used by radar systems. The phase coded linear frequency modulation (PCLFM)
examined in this work is a compound waveform that consists of a phase coded waveform combined with a
linear frequency modulation. The combination is used to obtain a waveform that provides desirable
properties of both waveform types.
The transmit waveform is composed of two components, a radio frequency (RF) carrier and
modulation. The equation for the transmitted signal is given by
𝑠𝑠𝑡𝑡𝑡𝑡 (𝑡𝑡) = 𝑠𝑠𝑐𝑐 (𝑡𝑡)𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡),

(4.1)

𝑠𝑠𝑐𝑐 (𝑡𝑡) = 𝑒𝑒 𝑗𝑗2𝜋𝜋𝑓𝑓𝑐𝑐 𝑡𝑡 ,

(4.2)

Where, sc(t) is the carrier signal, smod(t) is the modulation signal. The carrier signal is represented by the
complex exponential

where fc is the frequency of the RF carrier. The modulation signal smod(t) is composed of two modulation
signals, a linear frequency modulation component, slfm(t) and a phase code modulation component, spc(t).
The equation for the modulation signal is given by
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𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝑠𝑠𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡)𝑠𝑠𝑝𝑝𝑝𝑝 (𝑡𝑡).

(4.3)

4.1 Linear Frequency Modulation Signal
The linear frequency modulation component of Figure 3.2, slfm(t), is expressed in complex
exponential form as

𝑠𝑠𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡) = 𝑒𝑒 𝑗𝑗�𝜙𝜙𝑙𝑙𝑙𝑙𝑙𝑙

(𝑡𝑡)�

,

(4.4)

where the phase, ϕlfm(t), is related to the instantaneous frequency by [25]
𝑡𝑡

𝜙𝜙𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡) = 2𝜋𝜋 ∫0 𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙 (𝜏𝜏) 𝑑𝑑𝑑𝑑.

(4.5)

The instantaneous frequency flfm(t) is given by [25]

𝑓𝑓𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡) =

∆𝐹𝐹
𝑡𝑡 ,
𝑇𝑇𝑠𝑠

(4.6)

where ΔF is the sweep bandwidth and Ts is the sweep duration of the modulation. The slope of the linear
frequency ramp is given by

∆𝐹𝐹
𝑇𝑇𝑠𝑠

. Substituting (4.6) into (4.5) and performing the integration results in an

expression of the phase in terms of the sweep bandwidth and sweep duration as a function of time,

𝜙𝜙𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡) = 𝜋𝜋

∆𝐹𝐹 2
𝑡𝑡 .
𝑇𝑇𝑠𝑠

(4.7)

Plots of a linear frequency modulation are shown in Figure 4.1. The plots of Figure 4.1a-d were
generated using equations (4.4) - (4.7). The results of the computation at each time step were normalized
using the sweep duration, Ts and sweep bandwidth, ΔF, to illustrate the behavior of the modulation
generally rather than focus on as specific set of modulation parameters. The real (blue) and imaginary
(red) components of the time domain of the LFM are shown in Figure 4.1a. Taking the FFT of the complex
time domain signal provides the expected spectrum for linear frequency modulation, and is shown in Figure
4.1b. The instantaneous phase and frequency of the linear frequency modulation are computed from the
time domain signal and are plotted in Figure 4.1c and Figure 4.1d, respectively.
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Figure 4.1 Normalized Linear Frequency Modulation (a) Time Domain (b) Frequency Domain (c)
Instantaneous Phase (d) Instantaneous Frequency
A technique using the FFT to calculate the ambiguity function described in [24] [28] was used to
generate the ambiguity function surfaces presented in this paper. The ambiguity function for the linear
frequency modulation given in equation (4.4) is shown in Figure 4.2a (4.2). A contour of the ambiguity
surface is shown in Figure 4.2b. The range-Doppler coupling characteristic of LFM waveforms is evident
in the plots [43].

52

Figure 4.2 Linear Frequency Modulation Ambiguity (a) Surface (b) Contour
4.2 Phase Code Modulation Signal
The second component of the modulation signal (4.3) is the phase code modulation which is given
by
(4.8)

𝑠𝑠𝑝𝑝𝑝𝑝 (𝑡𝑡) = 𝑒𝑒 𝑗𝑗�𝜙𝜙𝑝𝑝𝑝𝑝(𝑡𝑡)� .

The expression for the phase code modulation, ϕpc(t) is found by summing the individual phase
code elements or chips at each instant in time [28]
𝜙𝜙𝑝𝑝𝑝𝑝 (𝑡𝑡) = ∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐
𝜏𝜏𝑐𝑐

�,

(4.9)

where M represents the number of chips in the phase code, ϕcode represents the ith chip in the phase code
and τc represents the chip duration. The rect function used to define the chip over the total duration of the
phase code is given in (2.45). The duration of each phase code chip is given by

𝜏𝜏𝑐𝑐 =

𝑇𝑇𝑠𝑠
𝑀𝑀

,

with Ts being the total duration of the phase code sequence.
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(4.10)

The thirteen bit Barker bi-phase code given in
Table 2.1 is used along with equation (4.9) to illustrate the bi-phase code modulation in Figure
4.3. The real and imaginary components of the values computed using (4.9) are shown in the red and blue
traces of Figure 4.3a, respectively. The FFT of the data plotted in Figure 4.3a was taken to obtain the
frequency domain plot shown in Figure 4.3b. The autocorrelation of the bi-phase code is plotted in Figure
4.3c.

Figure 4.3 Thirteen Bit Barker Code Bi-phase Modulation (a) Time Domain (b) Frequency Domain (c)
Autocorrelation
The ambiguity function for the thirteen bi-phase Barker code was calculated using the FFT
technique described in [24] [28].

The results of this calculation are shown in Figure 4.4. The plot shows

the desired ‘thumbtack’ characteristic of phase coded waveforms when matched in range and Doppler [3]
[26]. When matched in range and Doppler the phase coded waveform has low time and Doppler sidelobes
along with the maximum peak with a narrow mainlobe width at the origin.
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Figure 4.4 Thirteen Bit Barker Code Bi-phase Modulation Ambiguity Function (a) Surface (b) Contour
4.3 Phase Coded Linear Frequency Modulation
The compound waveform is given in (4.3) substituting the complex exponential forms of the linear
frequency modulation and phase code modulation gives

𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝑒𝑒 𝑗𝑗�𝜙𝜙𝑙𝑙𝑙𝑙𝑙𝑙

(𝑡𝑡)� 𝑗𝑗�𝜙𝜙𝑝𝑝𝑝𝑝 (𝑡𝑡)�

𝑒𝑒

(4.11)

.

Using the rules of exponential functions and factoring this can be rewritten as
(4.12)

𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝑒𝑒 𝑗𝑗�𝜙𝜙𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡)+𝜙𝜙𝑝𝑝𝑝𝑝 (𝑡𝑡)� .

The phase of the compound modulation is

(4.13)

𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝜙𝜙𝑙𝑙𝑓𝑓𝑓𝑓 (𝑡𝑡) + 𝜙𝜙𝑝𝑝𝑝𝑝 (𝑡𝑡).

Substituting the expressions for the phase of the linear frequency modulation (4.7) and (4.9) result in the
expression

𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝜋𝜋

∆𝐹𝐹 2
𝑡𝑡
𝑇𝑇𝑠𝑠

+ ∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �
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𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐
𝜏𝜏𝑐𝑐

�.

(4.14)

The instantaneous frequency of the modulation can be obtained using the relationship given in
(4.5). To obtain an expression for the instantaneous frequency the derivative of the phase is taken.
𝑑𝑑

𝑑𝑑𝑑𝑑

[ 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡)] =

𝑑𝑑

�𝜋𝜋

𝑑𝑑𝑑𝑑

∆𝐹𝐹 2
𝑡𝑡
𝑇𝑇𝑠𝑠

+ ∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

Breaking up this expression using the rules of differentiation gives
𝑑𝑑

𝑑𝑑𝑑𝑑

[ 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡)] =

𝑑𝑑

𝑑𝑑𝑑𝑑

�𝜋𝜋

𝛥𝛥𝛥𝛥 2
𝑡𝑡 �
𝑇𝑇𝑠𝑠

+

𝑑𝑑

𝑑𝑑𝑑𝑑

𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐
𝜏𝜏𝑐𝑐

�∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐

Carrying out the differentiation of the individual terms results in
𝑑𝑑

𝑑𝑑𝑑𝑑

[ 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡)] = 2𝜋𝜋

∆𝐹𝐹
𝑇𝑇𝑠𝑠

1

𝑡𝑡 + � ∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 𝛿𝛿 �
𝜏𝜏𝑐𝑐

𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐
𝜏𝜏𝑐𝑐

(4.15)

�� .

𝜏𝜏𝑐𝑐

�� .

(4.16)

�� ,

(4.17)

where we have used the chain rule along with the knowledge that derivative of the rectangle function
results in an impulse function (δ(t)), to carry out the derivative operation on the second term of (4.16).
Using the relationship between instantaneous phase and frequency given in (4.5) solved to obtain the
instantaneous frequency gives

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) =

1 𝑑𝑑

2𝜋𝜋 𝑑𝑑𝑑𝑑

[ 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡)] .

(4.18)

Substituting the expression for the derivative of the phase, (4.17), into the expression for the
instantaneous frequency, (4.18), results in

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) =

∆𝐹𝐹
𝑇𝑇𝑠𝑠

𝑡𝑡 +

1

2𝜋𝜋𝜏𝜏𝑐𝑐

∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 �𝛿𝛿 �

𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐
𝜏𝜏𝑐𝑐

��.

The equation for the instantaneous frequency of the PCLFM found is given in
term in

(4.19)
(4.19). The first

(4.19) has the form of a linear ramp, while the second term is a series of impulses that occur at

the chip boundaries.
The expression for the PCLFM is given by (4.20). It is found by substituting the phase component
of the linear frequency modulation (4.7) and bi-phase code modulation (4.9) into (4.12).

𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝑒𝑒

𝑗𝑗�𝜋𝜋

∆𝐹𝐹 2
𝑡𝑡−𝑖𝑖𝜏𝜏𝑐𝑐
𝑡𝑡 + ∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� 𝜏𝜏𝑐𝑐 ��
𝑇𝑇𝑠𝑠
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.

(4.20)

The time domain, frequency domain, instantaneous phase and instantaneous frequency for the
compound phase coded linear frequency modulation using a thirteen bit Barker code with an LFM sweep
frequency matched to the bi-phase code modulation bandwidth are shown in the normalized plots of Figure
4.5. Characteristics of both the phase code modulation and linear frequency modulation are observed in the
resulting phase coded linear frequency modulation. In Figure 4.5a the real and imaginary components of
the time domain signal representation are shown by the blue and red traces, respectively. The phase code
modulation has introduced phase jumps into the smooth instantaneous phase of the linear frequency
modulation. In Figure 4.5b the frequency domain of the compound modulation signal is plotted. The effect
of the phase code on the linear frequency modulation is to further spread the energy.
The instantaneous phase plotted in Figure 4.5c shows discrete phase jumps are introduced into the
smooth, exponentially increasing instantaneous phase of the linear frequency modulation in Figure 4.5c
when combined. Figure 4.5d contains a plot of the instantaneous frequency. Discontinuities are introduced
into the increasing frequency ramp of the LFM by the discrete phase code transitions.

Figure 4.5 Phase Coded Linear Frequency Modulation (a) Time Domain (b) Frequency Domain (c)
Instantaneous Phase (d) Instantaneous Frequency
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The discontinuities introduced into the instantaneous phase of the linear frequency modulation by
the phase code serve to spread the energy of the signal across a larger bandwidth than either of the
individual modulations. The increased bandwidth provides the increased resolution of the waveform.
Equation (4.20) shows that the phase of the compound waveform is a linear combination of the phases of
the component modulations. The relationship between phase and frequency given in (4.5) shows that the
instantaneous frequency is related to the derivative of the instantaneous phase. Manipulating the phase of
the waveform by combining the linear frequency modulation and phase code serves to increase the
frequency content of the compound modulation.
The ambiguity function of the compound phase coded linear frequency modulation given in (4.20)
was computed using a FFT technique [24] [28]. The resulting ambiguity surface of the compound
waveform is shown in Figure 4.6.

Figure 4.6 Phase Coded Linear Frequency Modulation Ambiguity (a) Surface (b) Contour
The resulting ambiguity surface contains characteristics of both of the component modulations. A
distinct central peak at matched range and Doppler is observed, characteristic of the phase code. The
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strong range-Doppler coupling observed in the linear frequency modulation ambiguity function is
suppressed but not completely removed as evidenced by the negative slope observed in the contour plot.
Figure 4.7a contains the Doppler matched range cut and Figure 4.7b contains the range matched
Doppler cut for the linear frequency modulation (blue), phase code modulation (green) and compound
modulation (red), respectively. The effects of combining the modulations can be more easily observed
plotting these cuts on the same set of axes. The sweep bandwidth of the linear frequency modulation is
matched to the bandwidth of the phase code chip bandwidth.

Figure 4.7 Comparison of Ambiguity Function Cuts from LFM, Thirteen bit Barker bi-phase code and
PCLFM (a) Doppler matched range cut (b) Matched Range Doppler Cut
The Doppler matched range cut shown in Figure 4.7a shows that the resolution associated with the
compound modulation is improved over both the linear frequency modulation and the phase coded
modulation due to the narrowing of the central peak. The time sidelobes close to the peak of the combined
waveform are increased by the combination. The volume under the ambiguity function is constant [55], so
it is expected that as the desired central peak is narrowed this energy may be distributed to undesired time
sidelobes. The matched range Doppler cut shown in Figure 4.7b does not show an improvement between
the component and compound waveforms.
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4.4 Target Return
The expression for stx(t) (4.1) was used to develop the expression for the receive signal srx(t) for a
moving target. The motion of the target is given by the expression

𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡 (𝑡𝑡) =

2𝑅𝑅0
𝑐𝑐

+

2𝑅𝑅̇

(4.21)

𝑡𝑡.

𝑐𝑐

Where R0 is the range to the target, 𝑅𝑅̇ is the range rate and c is the speed of light. Substituting the

expression for the target return into the transmit equation gives:

(4.22)

𝑠𝑠𝑟𝑟𝑟𝑟 �𝑡𝑡 − 𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡 (𝑡𝑡)� = �𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡 exp �𝑗𝑗𝜙𝜙𝑝𝑝𝑝𝑝 �𝑡𝑡 − 𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡 (𝑡𝑡)�� exp�𝑗𝑗𝜙𝜙𝑙𝑙𝑙𝑙𝑙𝑙 (𝑡𝑡
− 𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡 (𝑡𝑡))�exp �𝑗𝑗2𝜋𝜋𝑓𝑓𝑐𝑐 �𝑡𝑡 − 𝜏𝜏𝑡𝑡𝑡𝑡𝑡𝑡 (𝑡𝑡)��

Simplifying the expression results in:

𝑠𝑠𝑟𝑟𝑟𝑟 (𝑡𝑡) = exp �𝑗𝑗 �
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8𝜋𝜋𝜋𝜋𝑅𝑅0 𝑅𝑅̇
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𝑡𝑡�� exp �𝑗𝑗 �2𝜋𝜋𝑓𝑓𝑐𝑐 𝑡𝑡 −

4𝜋𝜋𝑅𝑅0
𝜆𝜆

+

(4.23)

− 2𝜋𝜋𝑓𝑓𝑑𝑑 𝑡𝑡��,

where λ is the wavelength of the RF carrier and fd is the Doppler frequency of the target. The equation for
the target return contains the expected target Doppler, RF carrier, phase coded modulation and LFM
components. Additionally some undesired error terms are introduced into the return. The receive signal is
composed of the RF carrier, a phase shift due to the target position and the target Doppler. The LFM phase
component contains the desired modulation component, a constant phase term, along with several
undesired phase components. These undesired terms serve to change the LFM slope as it interacts with the
target [28]. The phase coded component of the modulation contains a delay term,

2𝑅𝑅0
𝑐𝑐

corresponding to the

initial target position. The undesired terms observed in (4.23) for the PCLFM modulation signal are
characteristic of the individual component modulations. The expression for the output of the mixer, sif(t)
shown in frequency synthesis architecture of Figure 3.2 is
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𝑠𝑠𝑖𝑖𝑖𝑖 (𝑡𝑡) = 𝑒𝑒𝑒𝑒𝑒𝑒 �𝑗𝑗 �
4𝜋𝜋𝜋𝜋𝑅𝑅̇ 2
𝑡𝑡
𝑐𝑐

+

∑𝑀𝑀−1
𝑖𝑖=0 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖

4𝜋𝜋𝜋𝜋𝑅𝑅̇ 2 2
𝑡𝑡
𝑐𝑐 2

−

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �

4𝜋𝜋𝜋𝜋𝑅𝑅0
𝑐𝑐

𝑡𝑡 +

2𝑅𝑅̇
2𝑅𝑅
�𝑡𝑡−� 0 +𝑖𝑖𝜏𝜏𝑐𝑐 �
𝑐𝑐
𝑐𝑐

�1−

𝜏𝜏𝑐𝑐

8𝜋𝜋𝜋𝜋𝑅𝑅0 𝑅𝑅̇
𝑐𝑐 2

(4.24)
2

��� 𝑒𝑒𝑒𝑒𝑒𝑒 �𝑗𝑗 �𝜋𝜋𝜋𝜋𝑡𝑡 +
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− 2𝜋𝜋𝑓𝑓𝑑𝑑 𝑡𝑡�� .

𝑐𝑐 2

−

Equation (4.24) for the intermediate frequency (IF) is obtained by multiplying srx(t) by a complex
exponential representing the RF carrier to remove the RF carrier term.
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CHAPTER 5

PHASE CODED LINEAR FREQUENCY MODULATION WAVEFORM ANALYSIS

5

Analysis
The expression given in (4.20) was used along with the waveform parameters in Table 3.3 to

generate the time domain, frequency domain, instantaneous phase, instantaneous frequency, ambiguity
function and autocorrelation plots shown in the sub-sections that follow. The waveform parameters given
in Table 3.3 were chosen to provide the performance necessary for a short range continuous wave radar
sensor. Initially the bi-phase 13-bit Barker code that was used to develop the radar waveform in the
previous chapter, was considered for the short range radar sensing application. It was determined that the
chip bandwidth of the 13-bit Barker coded modulation could not be matched to the LFM sweep bandwidth
and meet the unambiguous range requirement of the sensor (3 km). In order to match the bandwidth of the
phase code to the bandwidth of the LFM sweep, the length of the phase code was increased. Since there
are a limited number of Barker phase codes a different type of phase coded was required. A pseudo
random noise (PRN) code was selected because the number of chips in the waveform can be specified to
provide a code of sufficient length to meet the unambiguous range requirement, and allow the bandwidths
of the phase code and LFM to match.
While any bi-phase code sequence will introduce the discontinuities into the modulation necessary
to spread the frequency, a pseudo random noise bi-phase code was chosen because of its autocorrelation
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properties [72] and the ability to generate codes of a specified length using a linear feedback shift register
(LFSR) technique [4]. The code sequence used in this work is provided in Table 3.3. It was generated
using the LFSR technique using taps 10 and 3, with a seed of [1 0 0 0 0 0 0 0 0]. The ambiguity function of
a long PRN code takes on the ideal ‘thumbtack’ characteristic, which is desirable for range resolution [18].
1

The length of the phase code was chosen in order to match the chip bandwidth, to the sweep bandwidth of
𝜏𝜏𝑐𝑐

the linear frequency modulation, Ts.

5.1 Phase Coded Linear Frequency Modulation Component Modulations
In the previous chapter a bi-phase Barker phase code was examined as part of the development of
the PCLFM waveform. The LFM and bi-phase PRN code component modulations that form the PCLFM
waveform are examined. The waveform parameters for the LFM and PRN component waveforms are
provided in Table 3.3.

5.1.1

Linear Frequency Modulation
Figure 5.1 contains plots of the time domain, frequency domain, instantaneous phase, and

instantaneous frequency using the parameters given Table 3.3 in a, b, c and d respectively. The
characteristic linearly increasing frequency of the up-chirp LFM is observable in the real (red) and
imaginary (blue) components of equation (4.5) over the interval that is plotted in Figure 5.1a. The
frequency domain plot shown in Figure 5.1b was obtained by taking the FFT of the time domain signal
over the entire duration of one sweep duration, in this case Ts = 20.48 µs. The bandwidth of the LFM
signal can be clearly observed to be 50 MHz, as expected. The frequency domain shows the characteristic
shape of a LFM signal. The instantaneous phase shown in Figure 5.1c is calculated using (4.7) has a
parabolic shape that when differentiated results in the linear ramp of the instantaneous frequency shown in
Figure 5.1d and given by equation (4.6).
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Figure 5.1 Linear Frequency Modulation (a) Time Domain (b) Frequency Domain (c) Instantaneous Phase
(d) Instantaneous Frequency

Figure 5.2 Linear Frequency Modulation Ambiguity Surface
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The ambiguity function, given in equation (2.44), was computed for the LFM waveform using the
waveform parameters in Table 3.3. The results plotted in Figure 5.2 contain the pyramidal shape
characteristic of the LFM waveform, illustrating the range-Doppler coupling that is associated with this
type of modulation. The plot in Figure 5.2 exhibits the same behavior of the normalized LFM waveform
ambiguity surface shown in Figure 4.2a of the previous chapter.
Figure 5.3a and Figure 5.3b contains matched range-Doppler cuts and matched Doppler-range cuts
taken from the ambiguity surface shown in Figure 5.2. The plots of Figure 5.3 are shown with a
logarithmic y-axis scale to provide a better look at the details of the structure of the modulation. Sub-plots
(c) and (d) of Figure 5.3 contain a zoomed in region about the main lobe to better observe the close in
sidelobes of the LFM waveform. The level of the first sidelobe of the Doppler-matched range cut and
range matched Doppler cuts is approximately -13 dBc.

Figure 5.3 LFM Ambiguity Surface Cuts (a) Doppler Matched Range Cut (b) Range Matched Doppler Cut
(c) Zoomed Doppler Matched Range Cut (d) Zoomed Range Matched Doppler Cut
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5.1.2

Bi-Phase Pseudo Random Noise Code Modulation
Figure 5.4 contains plots of equation (4.8) using the 1024 bit bi-phase PRN code sequence given

in Table 3.3. The time domain, frequency domain and code autocorrelation computed are shown in Figure
5.4a, b and c respectively over a single sweep duration.

Figure 5.4 Pseudo Random Noise Bi-Phase Code Modulation (a) Time Domain (b) Frequency Domain (c)
Auto Correlation
The ambiguity function of the 1024 bit PRN bi-phase code is shown in Figure 5.5. The ambiguity
function of this waveform has the expected characteristic ‘thumbtack’ response associated with a bi-phase
PRN code [28] . Modifying the code sequence of the bi-phase PRN code generated using the LFSR
technique would result in a similar but different ambiguity surface. Phase code sequences that retain the
characteristic ‘thumbtack’ response with low sidelobe levels are desired.
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Figure 5.5 Pseudo Random Noise Bi-Phase Code Modulation Ambiguity Surface
Figure 5.6a and Figure 5.6b contains matched range-Doppler cuts and matched Doppler-range cuts
taken from the ambiguity surface shown in Figure 5.2. The plots of Figure 5.6 are shown with a
logarithmic y-axis scale to provide a better look at the details of the structure of the modulation. Sub-plots
(c) and (d) of Figure 5.6 contain a zoomed in region about the main lobe to illustrate the close in sidelobes
of the bi-phase PRN waveform. The peak sidelobe level of the Doppler-matched range cut is
approximately -28 dBc, which is a significant improvement over that of the sidelobe level of the LFM
waveform discussed in the previous section. The range matched Doppler cut of Figure 5.6b shows a peak
sidelobe level of approximately -13 dBc.
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Figure 5.6 Pseudo Random Noise Bi-Phase Code Modulation (a) Doppler Matched Range Cut (b) Range
Matched Doppler Cut (c) Zoomed Doppler Matched Range Cut (d) zoomed Range Matched Doppler Cut
5.2 Phase Coded Linear Frequency Modulation Time Domain
Figure 5.7 contains the time domain plot of the real (blue) and imaginary (red) components of the
PCLFM waveform. The phase code imposed on the modulation is also shown as a black dashed line in the
figure. Only one-tenth of the sweep time, Ts, is shown so that the phase transitions can be observed. The
phase discontinuities introduced into the linear frequency ramp by the phase code are clearly observable in
Figure 5.7.
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Figure 5.7. Time Domain representation of phase coded linear frequency modulation
5.3 Phase Coded Linear Frequency Modulation Frequency Domain
In Figure 5.8 the frequency domain representation of the PCLFM signal (blue) and LFM (red) are
plotted together in order to illustrate the frequency spreading effect introduced by the phase code. The
combination of the PRN with the LFM has completely obscured the spectrum of the component
modulations. The PCLFM has taken on a noise like quality.
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Figure 5.8. Frequency domain representation of phase coded linear frequency modulation
5.4 Phase Coded Linear Frequency Modulation Instantaneous Phase
Figure 5.9 contains plots of the unwrapped instantaneous phase of the PCLFM (red) and LFM
(blue). Both have the exponential shape characteristic of an increasing linear frequency ramp modulation.
Although it cannot be easily observed in Figure 5.9a due to the scale of the axes, the phase of the PCLFM
𝜋𝜋

modulation contains phase jumps of ± . The axes of Figure 5.9b have been adjusted to show one-tenth of
2

the PCLFM sweep. The discontinuities in the instantaneous phase of the PCLFM are readily apparent. The
PRN code sequence serves to introduce positive and negative going discontinuities.
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Figure 5.9. Instantaneous phase of phase coded linear frequency modulation (a) entire sweep duration (b)
First 2 μs of the sweep duration
5.5 Phase Coded Linear Frequency Modulation Instantaneous Frequency
The instantaneous frequency of the PCLFM waveform is shown in Figure 5.10. The instantaneous
frequency associated with the LFM (blue) is plotted along with the PCLFM (red). The blue trace of the
LFM linearly increases from the starting frequency (0 Hz) to the stop frequency (50 MHz). The PCLFM
shows the same linear ramp along with frequency jumps of ±250MHz. The magnitude of the discontinuities
are related to the sampling rate of the waveform. The model of the PCLFM modulation calculates the
instantaneous frequency, 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 (𝑛𝑛), using estimates of the derivative of the instantaneous phase, 𝜃𝜃 using the
difference between adjacent values divided by the sampling interval, ts

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 (𝑛𝑛) =

1

2𝜋𝜋

𝜃𝜃𝑛𝑛 −𝜃𝜃𝑛𝑛−1

�

𝑡𝑡𝑠𝑠

�.

(5.1)

A sampling interval of 2ns, corresponding to a sampling frequency of 500 MHz was used. Since a
bi-phase PRN code is used a difference of π occurs at the chip boundary. Substituting the phase states
(0 and π) introduced by the bi-phase PRN at phase transition and DDFS sampling frequency (500 MHz)
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into (5.1) and solving results in a predicted frequency discontinuity of 250 MHz, which corresponds to the
peak values observed in the plot of Figure 5.10.

Figure 5.10. Instantaneous frequency of phase coded linear frequency modulation (a) entire sweep duration
(b) first 2 μs of the sweep duration
5.6 Phase Coded Linear Frequency Modulation Ambiguity Function
The ambiguity function was computed for the compound modulation to gain insight into the
behavior of the modulation. The ambiguity function provides useful characteristics of the waveform
behavior including range-Doppler coupling, side lobe structure, and ambiguities [21].
The ambiguity function for a radar waveform with Doppler frequency, f, and time delay, τ, is
calculated using the expression given previously in equation (2.44). A technique using the FFT to calculate
the ambiguity function described in [28] [73] was used to generate the ambiguity function surface for the
PCLFM modulation shown in Figure 5.11.
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Figure 5.11. Ambiguity function surface for phase coded linear frequency modulation
The plot of the PCLFM ambiguity surface contains the ‘thumbtack’ like response typical of a
phase coded waveform. The ‘pyramidal’ sloped surface characteristic of a linear frequency waveform has
been suppressed by the phase code in the ambiguity surface. The area under the ambiguity function is
constant. The expected behavior is that as the mainlobe is narrowed or sidelobes suppressed in one area
sidelobes grow as the area is redistributed. In narrowing the peak and suppressing the close in sidelobe
level of the LFM by the PRN code, the mean sidelobe level of the PCLFM is raised to a level similar to that
of the PRN code.
The plot in Figure 5.12a contains the Doppler matched range cut and Figure 5.12b contains the
range matched Doppler cut of the ambiguity function of the PCLFM compound waveform. Figure 5.12c
and Figure 5.12d show a zoomed in look at the Doppler matched range cut and matched range Doppler cut
of the ambiguity function, respectively. The plots of Figure 5.12 show that range sidelobes of the
waveform have been suppressed to approximately -30 dBc. The effect of combining the PRN and LFM
modulations can be more easily observed in these plots. The PRN serves to narrow the central peak and
suppress the close in sidelobes of the LFM. Since the volume under the ambiguity function is constant
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[55], suppressing the time sidelobes and narrowing the central peak has the effect of raising the mean sidelobe level to a similar level of the PRN code which serves to suppress the effects of the LFM range/Doppler
coupling.

Figure 5.12 Phase Coded Linear Frequency Modulation (a) Doppler Matched Range Cut (b) Range
Matched Doppler Cut (c) Zoomed Doppler Matched Range Cut (d) zoomed Range Matched Doppler Cut
The plot in Figure 5.12c also demonstrates the narrowing of the mainlobe peak that results from
combining the LFM and PRN modulations. The first null of the PRN and LFM modulations is expected at
0.000977 which is found by normalizing the chip duration, ts, with the sweep duration, Ts. However, the
mainlobe peak is narrower than expected. The 3dB point of the normalized peak of the PCLFM Doppler
matched range cut in Figure 5.12c is approximately 0.0007, or 14.6 ns un-normalized. A LFM modulation
without phase coding generated using the waveform parameters of Table 3.3 has a normalized Doppler
matched range cut of 0.0012, or 24.1 ns un-normalized. The PRN code has a normalized peak of 0.001 or
20 ns un-normalized at the 3 dB point. The improvement in the 3 dB point of the mainlobe peak of the
Doppler matched range cut of the PCLFM versus the LFM is approximately 40 percent and the
improvement of the PCLFM versus the PRN is approximately 30 percent. The improvement in the range
resolution of the PCLFM is due to the additional frequency bandwidth introduced by the phase coding
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shown in equation (4.20). The effect of adding the phase code to the LFM on the frequency spectrum of
the waveform is shown in Figure 5.8.

Figure 5.13. Zoomed Ambiguity Function Cut Comparison Between Component and Compound
Waveforms (a) Matched Doppler Range Cut (b) Matched Range Doppler Cut.
Figure 5.13 contains the matched Doppler range cut (a) and matched range Doppler cut (b) of the
ambiguity function shown in Figure 5.11 for the PCLFM (red) along with the LFM (blue) and PRN code
(green) generated using the waveform parameters given in Table 3.3. The matched Doppler range cut of
Figure 5.13a shows that the peak width of the phase coded linear frequency waveform (red) has been
narrowed more than either of the component modulations (blue and green). Figure 5.13a also shows that
the close-in time (range) sidelobes of the linear frequency modulation are suppressed. The plot of the
matched range Doppler cut in Figure 5.13b shows that the PCLFM performance is the same as the
component modulations.
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5.7 Phase Coded Linear Frequency Modulation Autocorrelation
The autocorrelation of the PCLFM modulation is shown in Figure 5.14. The PSL of -26 dBc is
observed in the autocorrelation plot of the signal in Figure 5.14a. The suppression of the close in range
sidelobes and narrow mainlobe peak can be observed in the region of the autocorrelation plot shown in
Figure 5.14b.

Figure 5.14. Phase coded linear frequency modulation (a) entire autocorrelation (b) autocorrelation peak
region
5.8 Modulation Performance Comparison

5.8.1

Bandwidth Ratio
The PCLFM parameters given in Table 3.3 match the bandwidth of the phase code chip to the

frequency sweep. The effects of varying the ratio of the frequency bandwidth of the component
modulation is examined. Figure 5.15 contains a plot of the normalized frequency spectrum and Figure 5.16
contains plots of the waveform autocorrelation for three frequency bandwidth ratios, 0.1, 1 and 10, (blue,
red and yellow respectively). Table 5.1 summarizes the waveforms compared in the plots.
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The frequency spectrum of the cases shown in Figure 5.15 are normalized to aid in their
comparison. What is observed in Figure 5.15 is that as the ratio between the frequency bandwidths of the
modulations increases, the spectrum characteristics of the LFM dominates the spectrum. At a ratio of 0.1,
blue trace of Figure 5.15, the characteristic shape of the LFM is not apparent. When the frequency
bandwidth is 1, red trace of Figure 5.15, the frequency spectrum appears to take on a shape more
characteristic of the PRN phase code shown in Figure 5.4c. As the frequency bandwidth ratio is further
increased the spectrum starts taking on the characteristic shape of a LFM.

Table 5.1. Frequency Bandwidth Ratio Comparison
Linear Frequency Modulation
Δf
Ts
(MHz) (µS)
5
20.48
1
2 50
20.48
3 500
20.48

Slope
(Hz/S)
2.441 x 1011
2.441 x 10
2.441 x 1013
12

Phase Code
τc
(nS)
20

Δf/fchip

102.4

fchip
(MHz)
50

1024
10240

50
50

20
20

1.00
10.00

ΔF*Ts
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0.10

Figure 5.15. PCLFM Normalized Bandwidth.
The matched Doppler range cut of the ambiguity function is equivalent to the autocorrelation of
the waveform and is used to examine the behavior of the PCLFM. Figure 5.16 contains plots of the
autocorrelation for the three frequency bandwidth ratios given in Table 5.1. Plots of the entire
autocorrelation of the waveforms are shown in Figure 5.16a. Figure 5.16b contains plots of the same
waveforms over a limited region of the normalized time axis to show the behavior of the autocorrelation
near the peak. The plots of the waveforms in Figure 5.16a show the same behavior as that observed in the
frequency spectrum. The component modulation with the higher ratio dominates the behavior of the
waveform.
The modulation ratio of 10, yellow trace of Figure 5.16a, shows similar time sidelobes to those
associated with a LFM. As the frequency bandwidth ratio is decreased these sidelobes are less apparent, as
evidenced by the plots of the waveforms with a frequency bandwidth ratios of 0.1 and 1, blue and red
traces, respectively of Figure 5.16a .
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Examining a narrower region around the autocorrelation peak in Figure 5.16b, the sidelobe
structure of the LFM is apparent in the yellow trace. The blue and red traces of Figure 5.16b, with
bandwidth ratios of 1 and 0.1 respectively do not show the clearly defined LFM type sidelobe structure.
The blue plot of the signal with a bandwidth of 0.1 in Figure 5.16b shows that decreasing the frequency
bandwidth ratio to a value less than one does not provide as much reduction in the peak width as obtained
when the frequency bandwidths are matched (ratio of 1).

Figure 5.16. Frequency Sweep Bandwidth Effect on PCLFM Autocorrelation (a) Entire signal
autocorrelation (b) Signal autocorrelation in limited region around peak.
5.8.2

Mainlobe Peak Width
One of the benefits of the compound waveform is an increase in the sharpness of the ambiguity

function peak (autocorrelation). The improvement in the peak width was previously shown in Figure 5.13
of Section 5.6. In this section the peak width of the PCLFM is compared to the component waveforms as
well as a NLFM and a windowed LFM. Table 5.2 contains the peak reduction of the main lobe width in
nanoseconds when the bandwidth of the frequency sweep is matched to the bandwidth of the chirp.
A NLFM waveform with a sinusoidal modulation function was synthesized using the technique
described in [74]. The coefficients from the radar handbook for a sidelobe level of -40 dB and an nbar of 6
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were used to produce the waveform [4]. The same weighting function was applied in the time domain to
generate the windowed LFM. The nonlinear and windowed LFMs are used to reduce the time sidelobe
levels of a radar waveform [4] [74].
Figure 5.17 contains plots of the peak or mainlobe of the waveform autocorrelation measured at
the 3dB point. The data shown in the plot has converted the delay to range in meters. In the previous
section it was shown that the PCLFM is optimized when the ratio of the sweep bandwidth to the chip
frequency is one. A dashed vertical line is placed on Figure 5.17 to indicate that ratio. The phase coded
linear frequency (yellow trace) has a narrower peak width across all frequency ratios. Figure 5.17 also
shows that the largest improvement in the peak width is obtained when the frequency ratios of the
component modulations of the PCLFMs are matched.

Figure 5.17. Waveform range resolution as a function of component bandwidth ratio.
5.8.3

Sidelobe Level
Figure 5.18 compares the autocorrelation peaks of the LFM, windowed LFM, NLFM and PCLFM.

Figure 5.18a shows the autocorrelation of the entire signal; Figure 5.18b contains the same autocorrelation
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data zoomed in in order to show the close-in time sidelobe level. Table 5.2 contains the peak to side lobe
ratio (PSLR) when the bandwidth of the frequency sweep is matched to the bandwidth of the chirp.
The LFM (blue) in Figure 5.18b has the poorest time sidelobe performance. It does however show
a narrow main lobe with only the PCLFM having better performance. The plot of the windowed LFM (red)
in Figure 5.18b shows that the sidelobe levels have been reduced by applying the windowing. Figure 5.18b
also shows the characteristic spreading of the peak associated with this technique [4]. There is also a loss
of signal to noise ratio that is not shown in this plot. The NLFM (yellow) has better close-in time sidelobe
suppression than either the LFM or the windowed LFM.
The plots of Figure 5.18a show that the far out time sidelobes are increased by the PCLFM
(purple). The region outside of the main peak of the PCLFM is very noise like with a stable floor of
approximately -30 dBc. Figure 5.18b shows that the PCLFM has the narrowest mainlobe peak of those
compared and also appears to have the best close-in time sidelobe performance.

Figure 5.18. Autocorrelation Sidelobe Comparison of Waveforms (a) Unzoomed (b) Zoomed
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5.8.4

Frequency Spreading
One desirable attribute of LFM is that the power transmitted by a radar is distributed across the

bandwidth and not concentrated at one frequency [75]. The distribution of the energy makes the
transmitted signal less likely to interfere with other RF systems or radars. It also makes it less likely that
the waveform will be intercepted.
Figure 5.19 contains plots of the frequency spectrum for the LFM (blue), windowed LFM (red),
NLFM and PCLFM. The spectrum of the PCLFM is widely distributed across the spectrum, more so than
the other modulations. The noise like characteristics of the frequency spectrum of the PCLFM is desirable
for its signal interference and intercept properties. The occupied bandwidth of the LFM, NLFM and
windowed LFM was calculated. The occupied bandwidth is defined as the bandwidth containing ninetynine percent of the spectral content of the sampled signal. The results are tabulated in Table 5.2. The
results of these calculations show that the PCLFM is spread significantly more than the other types of
modulations.
In the plots of Figure 5.19 the spectra are all normalized with respect to the LFM. One of the
drawbacks of windowing a LFM to suppress the sidelobes is the loss of signal to noise ratio. The
magnitude of the plots in Figure 5.19 show this behavior. It also indicates that the PCLFM behaves similar
to the NLFM in this regard and does not result in a loss of signal to noise.

5.8.5

Doppler Tolerance
The PCLFM waveform designed for the short range radar sensor has been designed such that a

target is consider essentially stationary over the duration of the waveform to minimize the effects of
Doppler on the correlation processing of the target return. The duration of the waveform from Table 3.3 is
20.48 µs, and the maximum target velocity from Table 3.1 is 100 m/s. Over the duration of the waveform a
maximum velocity target will move approximately 2 mm over the duration of the waveform. At longer
ranges and closing velocities the PCLFM waveform may experience performance degradation due to its
Doppler Tolerance characteristics. However, these could be mitigated using the same types of techniques
that are employed by systems using bi-phase coded waveforms.
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Figure 5.19. Frequency Spectrum Comparison of Waveforms

Table 5.2. Waveform Improvement Comparison

LFM
PRN Phase
Code
Phase Coded
LFM
NLFM
LFM
Windowed

Peak to Sidelobe Ratio
% Improvement
dB
vs LFM vs PC
-13.3
-52.77

Main Lobe Width
% Improvement
ns
vs LFM
vs PC
24.14
-20.82

99% Occupied Bandwidth
% Improvement
MHz
vs LFM vs PC
49.46
-87.84

-28.16

111.73

-

19.98

-17.23

-

410.86

729.80

-

-26.2

97.41

-6.96

14.63

-39.36

26.77

406.08

720.14

-1.163

-22.7

71.06

-19.39

28.20

16.80

15.92

48.92

-1.10

-88.09

-25.2

89.96

-10.51

33.49

38.72

-93.79

48.16

-2.63

-88.28

5.9 Direct Digital Frequency Synthesis Waveform Generation
In order to analyze the effects of generating the PCLFM waveform of using Direct Digital
Frequency Synthesis (DDFS) techniques a model of a notional hardware device based upon the general
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parameters of commercially available devices was developed. The DDFS module parameters used in this
model to evaluate the PCLFM waveform synthesis are given in Table 3.4.
The frequency tuning word (FTW) of the DDFS module is updated at an integer number of clock
cycles. The periodic update results in the stepped frequency output of Figure 5.20a and the sawtooth
frequency error that results from the stepped output of the frequency register is shown in Figure 5.20d. The
instantaneous phase of the DDFS waveform is composed of linear segments that form an approximation of
the true phase. The difference between these linear segments and the true phase is illustrated in the
scalloped phase error plots of in Figure 5.20c. The instantaneous frequency error ramps between 0 and 21
kHz for the PCLFM waveform analyzed in this paper. The instantaneous phase error starts a 0 at the
beginning of a modulation period and grows to a maximum value of 75 degrees at the end of the
modulation period, at time t=Ts. Modifying the waveform parameters, in particular the slope of the linear
frequency modulation (µ) or the number of clock cycles between updates, influences the magnitude of the
errors shown in Figure 5.20.
Figure 5.20a and Figure 5.20b contain the instantaneous frequency and phase (red traces) for an
ideal phase coded linear frequency modulation signal and the instantaneous frequency and phase for a
DDFS synthesized waveform (blue traces) corresponding to sm(t) of Figure 3.2. The ideal phase coded
linear frequency modulation and DDFS signals are generated using the waveform parameters given in
Table 3.3 and DDFS parameters in Table 3.4. The ideal and DDFS generated instantaneous phase and
frequency are subtracted to obtain the error plots shown in Figure 5.20c and Figure 5.20d, respectively. A
limited time swath of the entire modulation period, Ts, is shown in the plots of Figure 5.20 so that the error
effects of digitally synthesizing the PCLFM signal are more readily observed.
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Figure 5.20 DDFS Output Modulation (a) Instantaneous Frequency (b) Instantaneous Phase (c)
Instantaneous Frequency Error (d) Instantaneous Phase Error
The instantaneous phase of a linear frequency modulation is obtained by integrating the
instantaneous frequency [25]. In a similar manner, the phase of a phase coded linear frequency modulation
can be obtained from the expression:
𝑡𝑡

𝜙𝜙𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (𝑡𝑡) = 2𝜋𝜋 ∫0 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (𝜏𝜏) 𝑑𝑑𝑑𝑑.

(5.2)

Equation (5.2) can be rearranged such that the frequency information can be obtained by
differentiating the phase and dividing the result by 2π. The instantaneous phase shown in Figure 5.20 and
Figure 5.21 are obtained by calculating the phase of the waveform at each time step. The phase values are
then differentiated to obtain the instantaneous frequency.
The effect of phase noise on a DDFS generated signal is shown in Figure 5.21. The frequency
synthesis architecture provided in Figure 3.2 was used to model the phase noise of the oscillator propagated
to the RF sensor output. The time domain, frequency domain, instantaneous phase and instantaneous
frequency predicted by the simulation of DDFS based frequency synthesis architecture of Figure 3.2 is
shown in Figure 5.21. The phase noise applied to the signal is observable in the plot of the real and
imaginary components of the time domain signal shown in Figure 5.21a. The noise like nature of the
spectrum of the DDFS PCLFM modulation shown in Figure 5.21b (red), does not provide much insight
85

into the effects of the phase noise. The ideal PCLFM is plotted in Figure 5.21b (blue) for comparison. The
instantaneous phase of Figure 5.21c shows little insight into the effect of phase noise on the output
modulation due to the scale of the plot. The inset plot of Figure 5.21c contains the instantaneous phase for
the ideal (blue) and DDFS corrupted phase noise (red), and clearly shows the ripple in the instantaneous
phase induced by the phase noise. The instantaneous frequency in Figure 5.21d clearly shows the effect of
the phase noise on the modulation. The plot of the DDFS instantaneous frequency (red) contains both the
characteristic frequency impulses and other high frequency noise that grows in magnitude over the sweep
duration. The characteristic frequency discontinuities introduced by the phase code jumps are disrupted in
magnitude by the addition of phase noise.

Figure 5.21 DDFS output modulation with phase noise (a) time domain (b) frequency domain (c)
instantaneous phase (d) instantaneous frequency
Figure 5.22 shows the error between an ideal PCLFM waveform and a DDFS generated PCLFM
waveform in the time domain, instantaneous frequency and instantaneous phase. The error computed in
Figure 5.22 is found by taking the difference between the ideal PCLFM signal and the DDFS generated and
phase noise corrupted PCLFM signal shown in Figure 5.22.
Figure 5.22a contains a plot of the time domain error. The real and imaginary components of the
error are shown. The envelope of the time domain error grows linearly over the modulation period of the
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signal. The instantaneous phase error that results from the DDFS modulation generation is shown in Figure
5.22b. The difference between the ideal instantaneous phase and the DDFS synthesized phase grows with
time. The instantaneous phase error has a similar behavior to that of the time domain error shown in Figure
5.22a. The magnitude of the instantaneous phase error is impacted by the DDFS phase error and the inband phase noise. Figure 5.22c illustrates the behavior of the instantaneous frequency error. The
instantaneous frequency error contains the linearly increasing magnitude of the error observed in the time
domain and instantaneous phase. The frequency error grows from 0 MHz at t = 0, to +/- 600 MHz in the
vicinity of t = Ts.

Figure 5.22 Waveform Frequency Synthesis Errors (a) Time Domain (b) instantaneous phase (c)
instantaneous frequency
The ability to process PCLFM target return generated by the proposed frequency synthesis
architecture is illustrated in Figure 5.23. The DDFS generated target return of Figure 5.23 was processed
by taking the inverse FFT of the product of the FFT of the target return signal and the complex conjugate of
the FFT of the PCLFM waveform generated by the DDFS module to obtain target range information. The
processing was performed at 1200 MHz, the clock rate of the DDFS, and 400 MHz, a notional clock rate
for the RF sensor’s analog to digital converter. Figure 5.23a shows the target return over the expected
swath of time that the short range sensor will operate. Figure 5.23b contains a zoomed in region of range.
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The zoomed in region of Figure 5.23b provides a good look at the time sidelobes of the waveform. In the
single modulation period shown, the first sidelobe occurs approximately -23dBc. The bandwidth of the
PCLFM modulation is oversampled in both the 1200 MHz and 400 MHz processing cases shown in Figure
5.23. There is minimal degradation of the signal resulting from by the reduction of the sampling rate.

Figure 5.23 Phase coded linear frequency modulation target return (a) time domain (b) zoomed range
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CHAPTER 6

SIGNAL PROCESSING ANALYSIS

6

Signal Processing

6.1 Signal Processing Architecture
The system architecture and phase coded linear frequency modulated waveform discussed in the
previous sections was modeled to evaluate the system behavior. The transmitted phase coded linear
frequency modulation was simulated, and target returns were modeled for three targets, summarized in
Table 6.1. Two-dimensional FFT processing is used to process the target return [25] [76] [77]. A signal
processing block diagram is shown in Figure 6.1. The signal processing flow shown in the white blocks is
implemented for each receive channel. The gray block of Figure 6.1 performs the processing to extract
peaks from the slow time FFT data from each channel to obtain the target range, velocity and angle
measurements.

89

Table 6.1 Test Target Parameters
Tgt
ID
1
2
3

Range Velocity
(m)
(m/s)
20
-30
30
-2
1000
50

Angle
(deg)
1
10
30

The target return IF signal processing is performed by a FFT based matched filter [28]. In this
type of match filter, the sampled target return signal is multiplied by a stored copy of the conjugated FFT of
the transmit signal, and then the inverse FFT taken. The expression for the FFT based matched filter is
∗
𝑠𝑠𝑓𝑓𝑓𝑓 (𝑡𝑡) = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼�𝑆𝑆𝑖𝑖𝑖𝑖 (𝑓𝑓)𝑆𝑆𝑡𝑡𝑡𝑡
(𝑓𝑓)�,

(6.1)

where sft(t) is the fast time matched filter response, Sif(f) is the FFT of the sampled target return IF signal
and S*tx(f) is a stored copy of the conjugated FFT of the transmit waveform. The fast time matched filter
response provides range information about the target return. Once a set of fast time responses have been
collected and stored in memory, another FFT is computed down the rows to obtain velocity information
and form a range/Doppler image. A constant false alarm rate (CFAR) detector is used to detect targets
using the magnitude of the range/Doppler image. The I and Q data of the peaks identified by the CFAR
detector in the range/Doppler image are extracted from each channel, and processed into target range,
velocity and angle measurements.

Table 6.2 Signal Processing Parameters
Fast Time FFT
Sampling Rate
Length
Frequency Bin
Size
FFT Window
2D FFT Duration

400 MHz
8192
48828.125 Hz

Slow Time FFT
48828.125 Hz
1024
47.6837 Hz

Rectangular
-

Rectangular
0.0210 Seconds
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Figure 6.1. Signal Processing Block Diagram
A FFT of 8192 points was used to process the fast time (range) response of each sweep, followed
by a 1024 point FFT down all of the range bins to obtain the Doppler information shown in Figure 6.2. The
figure corresponds to the box labeled Magnitude of Figure 6.1. The range/Doppler image contains three
targets which can be clearly seen in the 3D plot of Figure 6.2a and 2D plot of Figure 6.2b. The Doppler
axis of Figure 6.2 has been converted to velocity for clarity. The range, velocity and angle of the targets
are provided in Table 6.3.
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Figure 6.2. Range Doppler map for Phase Coded Linear Frequency Modulation. (a) 3D view (b) 2D view.

The detected peaks associated with the targets are easily identifiable in both plots of Figure 6.3.
The target range is plotted in Figure 6.3a. Figure 6.3b contains the Doppler peaks, which have been plotted
as velocity for clarity. The red diamonds, shown on the plot indicate the detected target peaks. A simple
peak detection algorithm was used to detect the presence of potential range and Doppler targets based upon
a 13 dB threshold. The range data in Figure 6.3a show very narrow peaks, expected from the analysis of
the PCLFM waveform. After identifying potential range and velocity targets, the complex I and Q data of
three targets are extracted from the slow time FFT data of each channel and used to compute range,
velocity and angle measurements.
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Figure 6.3. Phase Coded Linear Frequency Modulation Signal Processing (a) Column Sum and (b) Row
Sum
Table 6.3 contains the target parameters (Measured) extracted from the range Doppler image for
each of the three target peaks along with the target parameters used as input to the signal processing model.
The error between the target input parameters and measured target parameters are calculated and
summarized in Table 6.3.
The error calculated for range, velocity and angle, summarized in Table 6.3 indicate that a short
range radar system based upon a phase coded linear frequency modulation waveform is capable of making
accurate target measurements. The range measurement shows the best agreement with the target input as
evidenced by it having the lowest percent error of the three target parameters. Adding a bin splitting
technique to the processing could improve the measurements of range and velocity. The averaging of
several target measurements could be used in an actual system to improve the measurement accuracy of the
target parameters.
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Table 6.3. Results of Signal Processing Test Targets
Input
Tgt
ID
1
2
3

Range Velocity
(m)
(m/s)
20
-30
30
-2
1000
50

Measured
Angle
(deg)
1
10
30

Range
(m)
19.88
30.00
999.75

Error

Velocity
(m/s)
-30.81
-2.20
50.62

Angle
(deg)
0.94
10.00
29.99

Range
(% )
-0.63
0.00
-0.03

Velocity
(%)
2.70
10.04
1.24

Angle
(%)
-6.02
0.06
0.00

6.2 Range and Velocity Resolution of the Signal Processor
A sampling frequency of 400 MHz was used in the signal processor of the notional radar system.
Using equation (5.1) a frequency impulse of ±200 MHz (400 MHz bandwidth) is expected. Using this
bandwidth in equation (2.29) results in a range resolution of 0.375 meters, which is an improvement of
2.625 meters. Practically the minimum range of the radar system will be 0.375 meters, as all range
measurements less than 0.375 will fall in the 0 meters range bin. Depending on the design and
implementation of the signal processor a bin splitting algorithm could be used to provide range
measurements less than 0.375 meters. The velocity resolution of the signal processor is calculated using

𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟 =

𝜆𝜆

2𝑁𝑁𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑇𝑇𝑠𝑠

(6.2)

,

where NfftS is the number of points in the slow time FFT, λ is the RF wavelength and Ts is the sweep time
of the waveform [42]. Using the parameters of the signal processor the expected velocity is 2.235 meters.
The maximum and minimum velocity of the signal processor is given by
𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚𝑚𝑚 = ±𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟

𝑁𝑁𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
2

.

(6.3)

A velocity range of ±1144 meters per second can be measured by the signal processor of the notional radar
system as implement.

6.3 Probability of Detection and Receiver Operating Characteristic
The probability of detection (Pd) and receiver operating characteristic were examined for the
notional radar system. The single sweep probability of detection curves are given in Figure 6.4 for
Swerling targets [29]. Where a Swerling 0 or 5 target represents a constant RCS model, Swerling 1 and 2
targets are represented using a chi-squared density function with two degrees of freedom, and Swerling 3
94

and 4 targets are represented with a chi-squared density function with four degrees of freedom [28]. A
probability of false alarm of 1.1921∙10-7was calculated from the total number of range/Doppler cells formed
in the signal processor. Using a 13 dB threshold, (black dashed line) predicts that a Swerling 0 and 5 target
has an 80 percent probability of detection, a Swerling 3 and 4 target has a 55 percent probability of
detection and Swerling 1 and 2 target has a 47 percent probability of detection.

Figure 6.4. Probability of detection curve
The receiver operating characteristic (ROC) curve is shown in Figure 6.5. A signal to noise ratio
of 13 dB was used to generate the plot of the ROC for Swerling 0 and 5, Swerling 1 and 2 and Swerling 3
and 4 targets.
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Figure 6.5. Receiver Operating Curve for a target SNR of 13 dB
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CHAPTER 7

EXPERIMENTAL RESULTS

7

Experimental Results

7.1 Experimental Waveform
The signal processing model, used to generate the ideal PCLFM waveform shown in the previous
section was used to generate a waveform file that was downloaded to a Tektronix 5404 arbitrary waveform
generator (AWG). The AWG utilizes DDFS techniques to produce its output. The experiment with the
AWG was conducted in order to verify that the PCLFM waveform could be digitally synthesized in
hardware. The synthesized PCLFM waveform output by the AWG was captured using a high-speed digital
oscilloscope (Tektronix MSO4104B) sampling at 5 Gsps. The collected data was then down sampled and
processed to obtain the results discussed. The experimental setup contained no filtering between the signal
generation and data collection apparatus to suppress undesired frequency content.
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Figure 7.1 DDFS Generated Phase Coded Linear Frequency Modulation (a) Spectrum Analyzer Data (b)
Oscilloscope Data
Figure 7.1 contains raw data captured by a spectrum analyzer and oscilloscope. The spectrum
analyzer plot of Figure 7.1a shows two traces of the PCLFM waveform. The red trace is a clear write of
the spectrum analyzer which shows the swept nature of the modulation. The blue trace is a max hold of
the input modulation and illustrates the envelope of the signal in the frequency domain. The max hold
shows the characteristic spectrum expected. Figure 7.1b shows the time domain samples obtained from the
oscilloscope in blue along with a trace of the ideal phase code superimposed to provide a visual reference
for observing the phase code in the measured data. The time domain data shows overshoot during phase
transitions. The ringing at the transitions points contribute additional, undesired frequency content into the
signal.
Figure 7.2a contains the real (blue) and imaginary (red) components of the captured PCLFM
waveform. In order to obtain complex samples from the real samples of the oscilloscope, a Hilbert
transform was applied as the initial processing step. The captured real and imaginary time domain signal
data is plotted along with the ideal signal in the figure below. The phase transitions occur at the expected
points within the signal. One significant difference between the captured and ideal signal is the additional
high frequency content that is riding on the modulation. The additional noise on the signal is attributed to
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the lack of filtering in the experimental setup and ringing in the AWG at the phase transitions. Both of
these error effects would be mitigated in purpose built hardware implementing the frequency synthesis
architecture of Figure 3.2.

Figure 7.2 AWG output modulation with phase noise (a) time domain (b) frequency domain (c)
instantaneous phase (d) instantaneous frequency
The frequency spectrum of the waveform of the measured (red) and ideal (blue) trace are shown
overlaid in Figure 7.2b. The spectrum of the measured signal shows additional frequency content at
approximately 20 MHz, 50 MHz and 150 MHz. This additional frequency content is attributed to the
interaction of the harmonics of the phase code and linear frequency modulation. The max hold trace shown
in Figure 7.1a shows the harmonic content present in the AWG output at one instance in time. The
harmonics of the phase code are obscured by the moving harmonics associated with the frequency ramp.
The ideal PCLFM and DDFS phase noise corrupted waveforms discussed in the previous section are
produced using pure tones, and ideal un-quantized sampling resulting in the lack of harmonic content in the
frequency domain plots.
The instantaneous phase and frequency of the measured PCLFM signal is compared to the ideal
instantaneous phase in Figure 7.2c and instantaneous frequency in Figure 7.2d. The instantaneous phase of
the measured frequency has the expected parabolic shape and appears to have a nearly constant phase offset
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from the instantaneous phase of the ideal signal. The inset plot of Figure 7.2c shows the offset between
the ideal and measured waveforms and the ripple in the instantaneous phase due to phase noise, DDFS
synthesis errors and other non-ideal effects introduced by the hardware. The plot of the instantaneous
frequency shown in Figure 7.2d confirms the presence of additional frequency content. Frequency
impulses are observed in the measured instantaneous frequency (red) at the phase transitions, however their
magnitude appears to be less than predicted by the ideal PCLFM instantaneous frequency (blue). The
additional noise in the AWG PCLFM signal disrupts the magnitude of the frequency impulse in a similar
fashion to the DDFS phase noise corrupted signal in Figure 5.21d.
Figure 7.3 contains the error between the ideal signal and AWG generated PCLFM signal in the
time domain, instantaneous phase and instantaneous frequency. The errors in the AWG signal are
considerably larger and have a different shape than the modeled DDFS phase noise corrupted signal. The
time domain error observed in the real (blue) and imaginary (red) have large spikes in the error of
approximately ±2 volts with most of the errors falling within ±0.75 volts. In Figure 7.3b the instantaneous
phase error appears to have quantized appearance and is an order of magnitude larger than the modeled
PCLFM waveform. The instantaneous frequency error in Figure 7.3d has a peak of approximately ±600
MHz along with error of ±100 MHz. The error observed throughout the AWG signal data appears to be
consistent with the peak errors at the end of the errors in the modeled PCLFM signals. The likely source of
the difference between the modeled and hardware generated signals is the phase noise levels and the
behavior of the phase accumulator of the DDFS.
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Figure 7.3 AWG Frequency Synthesis Errors (a) Time Domain (b) instantaneous frequency (c)
instantaneous phase
7.2 Experimental Waveform Synthesis
The results of the computation of the autocorrelation for the measured digitally synthesized and
down sampled (blue) and expected (red) PCLFM waveform data are shown in Figure 7.4. Figure 7.4a
shows the entire autocorrelation of the waveform while Figure 7.4b contains a zoomed in region about the
autocorrelation peak. The autocorrelation of the experimentally obtained PCLFM waveform shows good
agreement with the simulation. In both signals the nulls of the main lobe occur at approximately ±0.016 µs.
The sidelobe level of the measured and expected waveforms is approximately the same. The location of
the nulls in the sidelobes also occur at the same time/range in both data sets plotted in Figure 7.4.
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Figure 7.4. Experimentally generated phase coded linear frequency modulation (a) entire autocorrelation
(b) autocorrelation peak region
7.3 Experimental Waveform Processing
A target return at 1000 meters was created by time shifting (delaying) the measured PCLFM
signal. The target return was then processed using the first three steps for processing the fast time FFT
shown in Figure 6.1. A 8182 point FFT was taken of the sampled PCLFM waveform, then multiplied by
the conjugated FFT of the ideal PCLFM modulation, followed by taking the inverse FFT of the complex
product to obtain the range (time delay) to a target. The result of this processing is shown in Figure 7.5 for
both the measured signal (blue) and ideal signal (red).
The plots of Figure 7.5 show the magnitude of the return versus the time delay in (a) and the
magnitude versus range in (b). The red dots indicate peaks that would be detected using a threshold of 13
dB signal to noise ratio. In this case there should be only a single peak located at 1000 meters. The second
peak that occurs at approximately -14 dBc and at a range of approximately 996 meters is introduced by the
high frequency noise content present in the measured signal. The measured signal has the narrow peak and
noise floor at -30 dBc observed in the autocorrelation of the expected signal. Improving the experimental
setup using filtering would improve performance and eliminate the undesired peak.
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Figure 7.5. DDFS Generated Phase Coded Linear Frequency Modulation Cross Correlation using FFT
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CHAPTER 8

CONCLUSIONS

8

Conclusions
The design of a short range radar system and analysis of a PCLFM consisting of a bi-phase PRN

code and LFM was presented. The mathematical basis of the compound waveform was discussed and
simulated results presented. The analysis of the waveform demonstrates that the proposed compound
modulation can provide a narrowed mainlobe peak, improved time sidelobe suppression, and frequency
spreading. The narrowing of the autocorrelation peak yields greater range resolution, the suppressing of the
sidelobes adds improved ability to resolve closely spaced targets, and the frequency spreading gives
improved interference performance and makes the intercept of the transmitted waveform less likely.
Combining the LFM and the PRN code imparts an increase in the bandwidth of the modulation leading to
the improvement in the waveform performance.
An experimental hardware setup consisting of an arbitrary waveform generator (AWG) and digital
oscilloscope was used to digitally synthesize and capture the PCLFM waveform. The results of the data
collection verify the performance of the results obtained from the simulated waveform, demonstrating that
the waveform is suitable for implementation in a realizable frequency synthesis architecture of a practical
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radar system. The increased bandwidth of the compound waveform analyzed in this work are within the
performance limits of available RF integrated circuits and can be implemented in a practical radar sensor.
Another potential use of the phase code is to encrypt the transmitted signal. The PRN code could
be changed on a sweep to sweep basis or upon the completion of forming a complete range Doppler map
(dwell). Either could be used to discourage or prevent the use of the transmitted signal by a third party.
The compound waveform discussed here has some similarities with the class of nonlinear
waveforms. The behavior of the compound waveform suggests that it may be considered to represent a
special case of nonlinear modulation. However, designing a PCLFM via analysis of the individual
component modulation ambiguity functions represents a familiar means to designing a PCLFM waveform.
The additional complexity of implementing the PCLFM waveform in a modern radar system
would be minimal. DDFS techniques are commonly used to synthesize waveforms in modern radar
systems. A minimal increase in the software/firmware of a radar system would be required in order to
synthesize the waveform. Implementing a scheme to produce a randomized phase code to encrypt the
transmit signal on a sweep to sweep or dwell to dwell basis would be of minimal impact to the
software/firmware of the system. While not necessarily an increase in complexity, the analog bandwidth of
the radar frontend would need to accommodate the bandwidth of the waveform and would require that the
DDFS used to generate the PCLFM waveform be well characterized. Alternately, a calibration concept
could be developed and implemented in the radar system software to compensate for any non-linearity
introduced by the interaction between the synthesized waveform and analog transmit components.
Future research interests include examining the effects of different PRN phase codes with linear
frequency modulation. Other types of bi-phase codes are also of interest; these include minimum peak
sidelobe codes (MPS) and maximal length sequences. Polyphase codes based upon Frank codes such as P1
and P2 codes as well as Zadoff-Chu based codes such as P3 and P4 codes are candidates for future
investigation. Additionally, the behavior of the waveform in a pulsed system, and evaluation of its
performance in clutter and multipath environments are important areas of future work. Investigation of the
use of the PCLFM waveform in applications such as TR-MUSIC, SAR and polarimetric radar are potential
applications of the waveform in future efforts.
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Appendix A: MATLAB Code – PCLFMCW Waveform Model
%% PCLFMCW Radar Processing
clear all;
close all;
clc;
%% Constants
c = 3e8;
% meters per second, speed of light
kb = 1.38E-23;
% Boltzmann's Constant
T0 = 290;
% Degrees K, noise temperature
%% System Parameters
Pt = 250;
% milliwatts, transmit power;
Ptx = 10*log10(Pt);
% dBm, transmit power
% Antenna gain calculations, in the desired application the azimuth
antenna
% coverage is desired over elevation and a fan beam is used.
thetaAz = 60;
% degrees, azimuth antenna beamwidth
thetaEl = 3;
% degrees, elevation antenna beamwidth
Gant = 10*log10(26000/(thetaAz*thetaEl));
Gtx = Gant;
% dB, transmit antenna gain
Grx = Gant;
% dB, receive antenna gain
SNRmin = 13;
% dB, minimum SNR required for detection
% Target Parameters
sigmaHuman = 0;
sigmaCar = 10;
% Receiver Parameters
NF = 8;
% System Losses
Ltx = 1;
Lrx = 1;
Lsp = 4;
Lsys = Ltx+Lrx+Lsp;
% Calculate the ERP
ERP = Gtx + Ptx - Ltx;

% dBsm, rcs of a human
% dBsm, rcs of a car
% dB, Noise figure
%
%
%
%

dB,
dB,
dB,
dB,

transmit chain loss
receiver chain loss
signal processing loss
total system losses

% dBm, Effective radiated power

% Atmospheric Attenuation Coefficient
Latm = 0.2;
% dB/km, atmospheric attenuation
% Master Oscillator Frequency
fo = 200E6;
% Master Oscillator Phase Noise
pnMOSC = [-105 -135 -145 -160 -170];
fnMOSC = [1E3 10E3 100E3 1E6 10E6];
% Phase noise due to DDS
fnDDS = [10 100 1E3 10E3 100E3 1E6 10E6 ];
pnDDS = [ -43 -78 -103 -119 -125 -128 -128 ];
%% Modulation Parameters
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% Phase Code Parameters
% Modulation Bandwidth
dF = 50E6;
% Hz, Modulation Bandwidth
Ts = 20.48E-6;
% Waveform Sampling Frequency/Rates
NK = 2;
fs = NK*fo;
ts = 1/fs;
% Phase Noise On the Sampling CLK
pnCLK = 10*log10((10.^(pnMOSC./10)).*(NK^2));
fnCLK = fnMOSC;
%% Modulation Sweep Time
phaseCode = [-1,-1,-1,-1,-1,-1,-1,-1,-1,1,-1,-1,1,-1,-1,1,-1,-1,1,1,1,1,-1,-1,1,1,-1,1,-1,1,1,1,1,1,-1,-1,1,1,-1,-1,-1,1,1,1,1,1,-1,-1,1,1,-1,-1,1,1,1,-1,1,1,1,1,1,1,-1,-1,-1,-1,1,1,1,-1,-1,-1,-1,-1,-1,1,1,1,1,1,1,1,1,1,1,1,-1,-1,-1,1,1,1,-1,-1,-1,1,-1,-1,1,1,1,-1,1,1,-1,1,1,-1,1,-1,1,1,1,-1,1,1,1,1,-1,1,-1,1,-1,-1,-1,1,1,1,1,-1,1,-1,-1,1,1,1,-1,1,-1,-1,-1,-1,-1,1,-1,1,1,1,1,1,1,1,1,-1,1,-1,1,-1,1,-1,1,1,1,1,1,1,-1,1,-1,-1,-1,-1,1,1,1,-1,1,-1,-1,1,-1,-1,-1,1,1,-1,-1,1,1,1,1,-1,1,-1,1,1,-1,-1,1,1,1,1,-1,1,-1,1,1,-1,-1,-1,1,1,-1,1,1,1,1,1,1,1,-1,-1,1,-1,1,-1,1,-1,1,-1,-1,1,1,-1,-1,1,1,-1,-1,1,-1,1,1,-1,1,1,1,1,1,-1,1,-1,-1,1,1,1,-1,-1,-1,-1,1,-1,-1,-1,1,1,-1,1,1,-1,1,1,-1,-1,-1,1,-1,1,-1,-1,1,1,-1,1,1,1,1,-1,1,1,1,-1,1,-1,1,-1,1,1,1,1,-1,1,1,-1,-1,1,1,1,-1,1,1,1,-1,1,1,1,-1,-1,1,1,1,-1,1,-1,1,-1,1,1,1,1,-1,1,-1,-1,-1,-1,-1,1,1,1,1,-1,1,1,-1,1,1,1,-1,-1,-1,-1,1,1,1,-1,-1,1,-1,-1,1,-1,1,-1,-1,1,-1,1,1,-1,-1,1,1,-1,1,-1,-1,-1,1,-1,-1,1,1,-1,1,1,-1,1,-1,-1,1,-1,1,1,1,-1,1,-1,-1,1,1,-1,-1,-1,1,-1,1,1,-1,1,-1,-1,-1,-1,1,-1,1,-1,-1,1,-1,-1,1,-1,1,1,1,1,1,-1,1,1,1,1,-1,-1,1,1,1,-1,-1,-1,1,1,-1,1,1,1,-1,1,1,-1,-1,-1,-1,1,1,1,1,-1,-1,1,-1,1,1,1,1,-1,-1,1,-1,1,1,-1,-1,-1,1,-1,-1,-1,-1,1,1,-1,1,1,1,1,1,1,1,-1,1,1,1,1,-1,-1,-1,1,1,-1,1,-1,1,-1,-1,1,-1,1,-1,-1,-1,-1,1,-1,-1,-1,1,1,-1,-1,1,-1,1,1,-1,1,1,1,1,1,-1,1,-1,1,1,1,-1,-1,-1,1,-1,1,1,1,-1,1,1,-1,-1,-1,-1,1,1,1,1,1,-1,1,1,-1,1,-1,1,-1,1,-1,-1,-1,1,-1,1,1,1,1,1,1,1,-1,-1,1,1,1,-1,-1,1,1,1,1,1,-1,-1,-1,-1,-1,1,1,1,-1,-1,1,-1,1,1,-1,1,-1,1,1,-1,-1,1,-1,1,1,1,1,-1,-1,1,-1,1,1,1,-1,-1,-1,-1,-1,1,1,1,-1,1,1,-1,1,1,-1,-1,1,1,-1,-1,-1,-1,1,1,-1,1,-1,1,1,-1,1,1,1,-1,1,1,-1,-1,1,-1,1,-1,1,1,1,1,1,1,-1,1,-1,-1,-1,1,1,1,-1,-1,1,1,-1,1,1,1,1,-1,1,-1,1,-1,-1,-1,1,1,-1,1,-1,-1,-1,-1,-1,-1,1,1,-1,-1,1,-1,-1,1,1,-1,-1,1,-1,-1,-1,-1,-1,1,-1,-1,1,1,-1,1,1,-1,1,-1,-1,1,1,1,1,-1,1,1,1,-1,1,-1,1,-1,1,1,-1,-1,-1,-1,1,-1,1,1,1,-1,1,1,-1,1,-1,-1,1,1,1,-1,-1,-1,-1,1,-1,-1,1,1,1,1,1,1,1,-1,1,1,1,-1,-1,-1,1,1,1,1,-1,1,-1,-1,-1,-1,1,1,1,-1,1,1,-1,1,1,-1,-1,-1,1,-1,1,-1,-1,-1,1,-1,1,1,1,-1,-1,1,-1,-1,-1,-1,-1,1,1,-1,1,-1,-1,1,-1,-1,1,1,1,1,1,1,1,1,1,1,-1,-1,-1,1,-1,1,-1,1,-1,1,1,-1,1,-1,-1,-1,-1,1,-1,1,-1,-1,1,-1,-1,-1,-1,1,-1,1,1,-1,1,1,-1,1,1,1,1,-1,-1,1,1,1,1,-1,-1,-1,1,-1,1,-1,1,1,1,1,1,1,-1,1,1,-1,-1,-1,1,1,1,-1,1,-1,1,1,-1,1,-1,1,-1,-1,-1,1,1,1,-1,-1,1,1,-1,1,1,-1,-1,-1,-1,-1,1,1,-1,-1,-1,-1,-1,-1,-1,-1,1,1,1,1,1,-1,1,1,-1,1,-1,1,1,1,-1,1,-1,1,1,1,1,-1,-1,-1,-1,1,-1,1,-1,1,-1,1,1,-1,-1,-1,-1,1,-1,1,1,-1,-1,1,-1,-1,1,1,-1,-1,-1,-1,-1,1,-1,-1,1,1,-1,-1,1,-1,-1,-1,-1,-1,-1,1,-1].*(pi/2);
Nchips = length(phaseCode); % Number of chips,
tauChip = Ts/Nchips;
bwChip = 1/tauChip;
NchipSamples = tauChip/ts; % Number of samples per chip
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mu = dF/Ts;
BTs = dF*Ts;
Fs = 1/Ts;
Nsamples = round(Ts/ts);

% Hz/second, LFM Slope
% Hz Second, Time Bandwidth
% Hz,sweep frequency,Slow Time Sample Freq
% Number of samples collected

dBperMHz = 10*log10(10^((ERP-30)/10)/(dF/10^6));
%% Carrier Frequency
K = 16;
% Multiplication factor to generate carrier
fc = K*fo;
% Transmit Frequency
lambda = c/fc;
% Carrier wavelength
%% Phase Noise Calculations
% Phase noise due to Carrier
% Asuming a 250 MHz Oscillator multiplied by 13 to generate the carrier
pnSCPN = 10*log10(10.^((pnMOSC./10)).*(K^2));
fnSCPN = fnMOSC;
%% Compute the phase noise on the output of the DDS
pnMODOUT = 10*log10((10.^(pnDDS(3:7)/10))+(10.^(pnCLK/10)));
fnMODOUT = fnCLK;
%% Compute the phase noise on the transmit signal;
pnTX = 10*log10((10.^(pnMODOUT/10))+(10.^(pnSCPN/10)));
fnTX =fnMODOUT;
%% Plot the phase noise of the modulation
figure;
semilogx(fnMOSC*10^-6,pnMOSC,'-d'...
,fnSCPN*10^-6,pnSCPN,'-*'...
,fnCLK*10^-6,pnCLK,'-o'...
,fnMODOUT*10^-6,pnMODOUT,'-p'...
,fnTX*10^-6,pnTX,'-x');
grid on;
ylabel('Single Sideband Phase Noise (dBc/Hz)','Fontsize',10);
xlabel('Offset Frequency (MHz)','Fontsize',10);
legend('s_o_s_c(t)','s_c(t)','s_c_l_k(t)','s_m(t)','s_t_x(t)','Fontsize
',8);
%% FFT Size
Nfft = Ts/ts;
Gsp = 10*log10(Nfft/2);
NfftS = 1024;
fbin = fs/Nfft; % Fast Time Freqeuncy Bin Size
Fbin = Fs/NfftS; % Slow Time Frequency Bins Size
%
vMaxNoRngWalk = c/(2*dF*NfftS*Ts);
% Time Index
t = 0:ts:(NfftS*Ts)-ts;
t = reshape(t,Nsamples,[])';
%% Calculate the frequency and time index for the FFT
k = 0:Nfft-1;
freq = (k*fbin)+(-fs/2);
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time = ((k*fbin)/8)/mu;
rng = (c*time)/2;
n = 0:NfftS-1;
freqS = ((n*Fbin)+(-Fs/2))';
vel = (lambda*freqS)/2;
freqS_M =( repmat(freqS,1,Nfft));
vel_M = (repmat(vel,1,Nfft,1));
freq_M = repmat(freq,NfftS,1);
time_M = repmat(time,NfftS,1);
rng_M = repmat(rng,NfftS,1);
%% Initial Calculations
RngRes = c/(2*dF);
RngMax = Ts*c/2;
VelRes = ((lambda)/2)/NfftS;

% Hz, Velocity resolution

% Calculate the "Energetic" range
Rener = @(sigma) (10^((Ptx + Gtx + Grx + 20*log10(lambda)+sigma 30*log10(4*pi) - Lsys - 10*log10(kb*T0*1000)-NF - SNRmin 10*log10(1/Ts))/10))^0.25;
Rener(sigmaHuman)
Rener(sigmaCar)
%% ERP
txPwrPerMHz = 10*log10((10^(ERP/10))/(dF*1E-6)); %dBm per Hz
%% System Calculations
% Signal Power Density @ target
tgtPD = @(R) Ptx + Gtx - Ltx - 10*log10(4*pi)-20*log10(R) ((Latm/1000)*R);
% Signal Power @ Receiver input
rxPD = @(R,sigma) Ptx + Gtx + Grx + 20*log10(lambda) + sigma 30*log10(4*pi) - 40*log10(R) - Lsys - 2*((Latm/1000)*R);
% Noise Input to Receiver
Nin = 10*log10(kb*T0*1000)+10*log10(dF);
Nrx = Nin + NF;
% Signal to Noise Ratio @ the output from the Signal processor
SNR = @(R,sigma) Ptx + Gtx + Grx + 20*log10(lambda) + sigma 30*log10(4*pi) - 40*log10(R) - Lsys - 2*((Latm/1000)*R) 10*log10(kb*T0*1000)-10*log10(dF) - NF + 10*log10(Ts*dF);
%% Signal Models
% Modulation Carrier Signal
sc = @(t) exp(1i*2*pi*fc*t);
% LFM Signal
slfm = @(t) exp(1i*pi*mu.*(((mod(t,Ts))).^2));
% Phase Code Signal
spc = @(t)
exp(1i*reshape(phaseCode(1,(floor(mod(t,Ts)/tauChip+1))),NfftS,[]));
%% Modulation Carrier Signal Spectrum
fcs = 4*fc;
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tcs = 1/fcs;
tc = (0:2^19-1).*tcs;
freqC = (0:length(tc)-1).*((fcs)/length(tc))+(-fcs/2);
% Without Phase Noise
scar = sc(tc);
SCARNPN = (fft(scar,[],2));
% With Phase Noise
scar = phaseNoiseSignal(scar,fcs,fnSCPN,pnSCPN);
SCAR = (fft(scar,[],2));
% Plot the unzoomed and Zoomed Carrier Signal
figure;
subplot(2,1,1);
hold on;
plot(freqC*1E9,20*log10(abs(fftshift(SCAR(1,:)))./max(abs(SCAR(1,:)))),'r');
plot(freqC*1E9,20*log10(abs(fftshift(SCARNPN(1,:)))./max(abs(SCARNPN(1,:)))),'linewi
dth',2);
hold off;
grid on;
title('RF Carrier');
ylabel('|X(k)|^2 (dB)','Fontsize',10);
xlabel({'Frequency (GHz)','(a)'},'Fontsize',10);
legend('With Phase Noise','Ideal','location','northwest','Fontsize',8);
axis([2.2 4.2 -125 0]);
subplot(2,1,2);
hold on;
plot(freqC*1E6,20*log10(abs(fftshift(SCAR(1,:)))./max(abs(SCAR(1,:)))),'r');
plot(freqC*1E6,20*log10(abs(fftshift(SCARNPN(1,:)))./max(abs(SCARNPN(1,:)))),'linewi
dth',2);
hold off;
grid on;
ylabel('|X(k)|^2 (dB)','Fontsize',10);
xlabel({'Frequency (MHz)','(b)'},'Fontsize',10);
axis([3190 3210 -125 0]);
%% LFM - Instantaneous Phase, Instantaneous Frequency and Spectrum
slfm_mod = slfm(t);
slfm_phase = angle(slfm_mod);
slfm_unwrapPhase = unwrap(slfm_phase,[],2);
slfm_freq = (1/(2*pi)).* (diff(slfm_unwrapPhase,1,2)/ts);
SLFM_mod = (fft(slfm_mod,[],2));
k = 1:length(slfm_mod);
fbin_mod = fs/length(slfm_mod);
freq_mod = -(fs/2)+ (k-1)*fbin_mod;
%% Plot the LFM Component of the Transmit Waveform
figure;
subplot(2,2,1);
hold on;
plot(t(1,:)*1E6,real(slfm_mod(1,:)));
plot(t(1,:)*1E6,imag(slfm_mod(1,:)));
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hold off;
grid on;
axis([0 2 -1.25 1.25]);
ylabel('Amplitude','Fontsize',10);
subplot(2,2,2);
hold on;
plot(freq_mod*10^6,20*log10(abs(fftshift(SLFM_mod(1,:)))./max(abs(SLFM_mod(1,:)))),'line
width',1);
hold off;
grid on;
axis([-50 100 -50 0]);
xlabel({'Frequency (MHz)';'(b)'},'Fontsize',10);
ylabel('Magnitude (dB)','Fontsize',10);
subplot(2,2,3);
hold on;
plot(t(1,:)*1E6,(slfm_unwrapPhase(1,:))*(180/pi));
hold off;
grid on;
axis([0 Ts*1E6 0 max((slfm_unwrapPhase(1,:)))*(180/pi)]);
xlabel({'Time (\mus)','(c)'},'Fontsize',10);
ylabel('Phase (deg)','Fontsize',10);
subplot(2,2,4);
hold on;
plot((t(1,1:length(t)-1))*1E6,slfm_freq(1,:)*1E-6);
hold off;
axis([0 Ts*1E6 0 (((dF)))*1E-6]);
xlabel({'Time (\mus)','(d)'},'Fontsize',10);
ylabel('Frequency (MHz)','Fontsize',10);
grid on;
%% Phase Code Modulation, Instantaneous Phase, Instantaneous Frequency
and Spectrum
spc_mod = spc(t);
spc_phase = angle(spc_mod);
SPC_mod = (fft(spc_mod,[],2));
spc_correl = xcorr(phaseCode./(pi/2));
%% Plot the phase code signals
figure;
subplot(2,2,[1 2]);
hold on;
plot(t(1,:)*1E6,real(spc_mod(1,:)),'linewidth',1);
plot(t(1,:)*1E6,imag(spc_mod(1,:)),'linewidth',1);
hold off;
grid on;
axis([0 Ts*1E6 -1.25 1.25]);
xlabel({'time (\muS)'; '(a)'},'Fontsize',10);
ylabel('Amplitude','Fontsize',10);
subplot(2,2,3);
hold on;
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plot(freq_mod*1E-6,20*log10(fftshift((abs(SPC_mod(1,:))+1E1)./(max(abs(SPC_mod(1,:)))))));
hold off;
axis([-3*bwChip*1E-6 3*bwChip*1E-6 -50 10]);
grid on;
xlabel({'Frequency (MHz)';'(b)'},'Fontsize',10);
ylabel('Magnitude (dB)','Fontsize',10);
subplot(2,2,4);
kChip = -(Nchips-1):1:(Nchips-1);
plot(kChip,20*log10(abs(spc_correl)/max(abs(spc_correl))));
grid on;
axis([min(kChip) max(kChip) -50 0]);
xlabel({'Chip (N)','(c)'},'Fontsize',10);
ylabel('Magnitude (dB)','Fontsize',10);
%% Compound Modulation - Instantaneous Phase, Instantaneous Frequency
and Spectrum
sm_mod = slfm(t).*spc(t);
SM_mod = fft(sm_mod,[],2);
sm_phase = angle(sm_mod);
sm_unwrapPhase = unwrap(sm_phase,[],2);
sm_freq = (1/(2*pi)).* (diff(sm_unwrapPhase,1,2)/ts);
sm_inst_phase =
pi*mu.*(((mod(t,Ts))).^2)+reshape((phaseCode(1,(floor(mod(t,Ts)/tauChip
+1)))),1024,[]);
sm_inst_freq = [zeros(1024,1)
1/(2*pi)).*(diff(sm_inst_phase,[],2)./ts)];
%% Plot the Compound Modulation Signal
figure;
subplot(2,2,1);
hold on;
plot(t(1,:)*1E6,real(sm_mod(1,:)));
plot(t(1,:)*1E6,imag(sm_mod(1,:)));
hold off;
grid on;
axis([0 50*(tauChip)*1E6 -1.25 1.25]);
xlabel({'time (\muS)'; '(a)'},'Fontsize',10);
ylabel('Amplitude','Fontsize',10);
subplot(2,2,2);
plot(freq_mod*1E6,20*log10(abs(fftshift(SM_mod(1,:)))./max(abs(SM_mod(1,:)))));
grid on;
axis([-100 150 -50 00]);
xlabel({'Frequency (MHz)';'(b)'},'Fontsize',10);
ylabel('Magnitude (dB)','Fontsize',10);
subplot(2,2,3);
hold on;
plot(t(1,:)*1E6,(sm_inst_phase(1,:)*(180/pi)));
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hold off;
grid on;
axis([0 Ts*1E6 0 max(max(sm_inst_phase))*180/pi]);
xlabel({'Time (\mus)','(c)'},'Fontsize',10);
ylabel('Phase (deg)','Fontsize',10);
subplot(2,2,4);
hold on;
plot(t(1,1:length(t))*1E6,sm_inst_freq(1,:)*1E-6);
hold off;
axis([0 Ts*1E6 -200 250]);
xlabel({'Time (\mus)','(d)'},'Fontsize',10);
ylabel('Frequency (MHz)','Fontsize',10);
grid on;
%% Calculate the SNR as a function of range for both targets of
interest at the input to the signal processor
tgtRng = 0:RngRes:RngMax;
SNRTgtType1 = SNR(tgtRng,eval('sigmaCar'));
SNRTgtType2 = SNR(tgtRng,eval('sigmaHuman'));
figure;
hold on;
plot(tgtRng,(SNRTgtType1),'b');
plot(tgtRng,(SNRTgtType2),'r');
plot(tgtRng,(SNRTgtType1)+ Gsp,'-.b');
plot(tgtRng,(SNRTgtType2) + Gsp,'-.r');
line([0 3000], [13 13],'Color','k','Linestyle','-.');
hold off;
axis([0 3000 -50 90]);
xlabel('Range (m)');
ylabel('SNR(dB)');
grid on;
legend('Vehicle','Pedestrian','Vehicle + Gsp','Pedestrian +
Gsp','Threshold');
%% Target Scatter Parameters
% Target 1
Tgt1Type = 'sigmaCar';
Rr1 = 1000;
Vr1 = 50;
Ps1 = 10^((rxPD(Rr1,eval(Tgt1Type)))/10);
Tr1 = 2*Rr1/c;
fd1 = 2*Vr1/lambda;
SNR1 = SNR(Rr1,eval(Tgt1Type));
TgtAngle1 = 30*(pi/180);
% Target 2
Tgt2Type = 'sigmaCar';
Rr2 = 20;
Vr2 = -30;
Ps2 = 10^((rxPD(Rr2,eval(Tgt2Type)))/10);
Tr2 = 2*Rr2/c;
fd2 = 2*Vr2/lambda;
SNR2 = SNR(Rr2,eval(Tgt2Type));
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TgtAngle2 = 1*(pi/180);
% Target 3
Tgt3Type = 'sigmaHuman';
Rr3 = 30;
Vr3 = -2;
Ps3 = 10^((rxPD(Rr3,eval(Tgt3Type)))/10);
Tr3 = 2*Rr3/c;
fd3 = 2*Vr3/lambda;
SNR3 = SNR(Rr3,eval(Tgt3Type));
TgtAngle3 = 10*(pi/180);
% Create vector for plotting the real target range and velocity;
realTgtRng = [Rr1,Rr2,Rr3];
realTgtVel = [Vr1,Vr2,Vr3];
realTgtDop = [fd1,fd2,fd3];
realTgtDly = [Tr1,Tr2,Tr3];
realTgtSig = 10*log10([Ps1,Ps2,Ps3]);
realTgtSNR = [SNR1, SNR2, SNR3];
realTgtNoise = realTgtSig - realTgtSNR;
tgtTruth = [ Rr1 Vr1 TgtAngle1*(180/pi);
Rr2 Vr2 TgtAngle2*(180/pi);
Rr3 Vr3 TgtAngle3*(180/pi);];
tgtTruth = sort(tgtTruth,1);
%% Target Returns
% Range Delay added to modulation to implement target range delay
tgt1lfm = slfm(t+Tr1);
tgt1pc = spc(t+Tr1);
smod1 = tgt1lfm.*tgt1pc;
smod1 = smod1.*(exp(-1i*2*pi*fd1.*(t+Tr1)));
tgt2lfm= slfm(t+Tr2);
tgt2pc = spc(t+Tr2);
smod2 = tgt2lfm.*tgt2pc;
smod2 = smod2.*(exp(-1i*2*pi*fd2.*(t+Tr2)));
tgt3lfm= slfm(t+Tr3);
tgt3pc = spc(t+Tr3);
smod3 = tgt3lfm.*tgt3pc;
smod3 = smod3.*(exp(-1i*2*pi*fd3.*(t+Tr3)));
% Add
sr1 =
sr2 =
sr3 =

Phase noise to target return
phaseNoiseSignal(smod1,fs,fnDDS,pnDDS);
phaseNoiseSignal(smod2,fs,fnDDS,pnDDS);
phaseNoiseSignal(smod3,fs,fnDDS,pnDDS);

% Target Signals with
sr0 = sr1+sr2+sr3;
% Target Signals with Signal to Noise Applied
xr1 = myAWGNm(sr1,SNR1);
xr2 = myAWGNm(sr2,SNR2);
xr3 = myAWGNm(sr3,SNR3);
xr0 = xr1+xr2+xr3;
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% Target
xr1_ps =
xr2_ps =
xr3_ps =
xr0_ps =

Signals with Angle Applied
xr1.*exp(1i*TgtAngle1);
xr2.*exp(1i*TgtAngle2);
xr3.*exp(1i*TgtAngle3);
xr1_ps+xr2_ps+xr3_ps;

% Total Target Return
SignalCalc = [10*log10(mean(abs(xr1(1,:))))
10*log10(mean(abs(xr2(1,:)))) 10*log10(mean(abs(xr3(1,:))))
10*log10(mean(abs(xr0(1,:))))];
%% Plot the Target Return Signals
figure;
subplot(3,1,1);
hold on;
plot(t(1,:)*1E6,real(xr1(1,:)),'-r');
plot(t(1,:)*1E6,imag(xr1(1,:)),'-b');
hold off;
grid on;
axis([0 Ts*1E6 min(real(xr1(1,:))) max(real(xr1(1,:)))]);
xlabel('Time (\muS)');
ylabel('Amplitude');
title('Target One Return Signal');
subplot(3,1,2);
hold on;
plot(t(1,:)*1E6,real(xr2(3,:)),'-r');
plot(t(1,:)*1E6,imag(xr2(3,:)),'-b');
hold off;
grid on;
axis([0 Ts*1E6 min(real(xr2(1,:))) max(real(xr2(1,:)))]);
xlabel('Time (\muS)');
ylabel('Amplitude');
title('Target Two Return Signal');
subplot(3,1,3);
hold on;
plot(t(1,:)*1E6,real(xr3(1,:)),'-r');
plot(t(1,:)*1E6,imag(xr3(1,:)),'-b');
hold off;
grid on;
axis([0 Ts*1E6 min(real(xr3(1,:))) max(real(xr3(1,:)))]);
xlabel('Time (\muS)');
ylabel('Amplitude');
title('Target Three Return Signal');
figure;
hold on;
plot(t(1,:)*1E6,real(xr0(1,:)),'-r');
plot(t(1,:)*1E6,imag(xr0(1,:)),'-b');
hold off;
grid on;
axis([0 Ts*1E6 min(real(xr0(1,:))) max(real(xr0(1,:)))]);
xlabel('Time (\muS)');
ylabel('Amplitude');
title('Target Return Signal');
legend('Real','Imaginary');
115

%% Compute the FFT Of the target return
SMOD1 = (fft(xr1,[],2));
SMOD2 = (fft(xr2,[],2));
SMOD3 = (fft(xr3,[],2));
SMOD0 = (fft(xr0,[],2));
SMOD0_PS = (fft(xr0_ps,[],2));
%% Plot the Target Return Spectra At Baseband before processing
figure;
subplot(2,2,1);
hold on;
plot(freq_mod*1E6,20*log10(abs(fftshift(SMOD1(1,:)))./max(abs(SMOD1(1,:)))));
hold off;
axis([-(fs/2)*1E-6 (fs/2)*1E-6 -30 0]);
xlabel('Frequency (MHz)');
ylabel('Normalized Magnitude (dB)');
grid on;
subplot(2,2,2);
hold on;
plot(freq_mod*1E6,20*log10(abs(fftshift(SMOD2(1,:)))./max(abs(SMOD2(1,:)))));
hold off;
axis([-(fs/2)*1E-6 (fs/2)*1E-6 -30 0]);
xlabel('Frequency (MHz)');
ylabel('Normalized Magnitude (dB)');
grid on;
subplot(2,2,3);
hold on;
plot(freq_mod*1E6,20*log10(abs(fftshift(SMOD3(1,:)))./max(abs(SMOD3(1,:)))));
hold off;
axis([-(fs/2)*1E-6 (fs/2)*1E-6 -30 0]);
xlabel('Frequency (MHz)');
ylabel('Normalized Magnitude (dB)');
grid on;
subplot(2,2,4);
hold on;
plot(freq_mod*1E6,20*log10(abs(fftshift(SMOD0(1,:)))./max(abs(SMOD0(1,:)))));
hold off;
axis([-(fs/2)*1E-6 (fs/2)*1E-6 -30 0]);
xlabel('Frequency (MHz)');
ylabel('Normalized Magnitude (dB)');
grid on;
%% Process the target returns individually and as a group
% Correlation
test1 = xcorr(sm_mod(1,:),xr1(1,:));
test2 = xcorr(sm_mod(1,:),xr2(1,:));
test3 = xcorr(sm_mod(1,:),xr3(1,:));
test0 = xcorr(sm_mod(1,:),xr0(1,:));
% FFT Correlation
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smodRet1
smodRet2
smodRet3
smodRet0

=
=
=
=

ifft((conj(SMOD1)
ifft((conj(SMOD2)
ifft((conj(SMOD3)
ifft((conj(SMOD0)

.*
.*
.*
.*

(SM_mod)),[],2);
(SM_mod)),[],2);
(SM_mod)),[],2);
(SM_mod)),[],2);

smodRet0_ps = ifft((conj(SMOD0_PS) .* (SM_mod)),[],2);
%% Plot the Processed Individual Target Returns and Composite Return
figure;
subplot(2,1,1);
hold on;
plot(ts*(-(Nfft-1):1:(Nfft1))*1E6,20*log10(abs((test1))./max(abs(test1))));
plot(ts*(-(Nfft-1):1:(Nfft1))*1E6,20*log10(abs((test2))./max(abs(test2))),'linewidth',2);
plot(ts*(-(Nfft-1):1:(Nfft1))*1E6,20*log10(abs((test3))./max(abs(test3))));
plot(ts*(-(Nfft-1):1:(Nfft1))*1E6,20*log10(abs((test0))./max(abs(test0))));
hold off;
title('Time Domain Correlation');
axis([0 Ts*1E6 -35 0]);
xlabel('Time (\muS)');
ylabel('|R(\tau)|^2');
grid on;
subplot(2,1,2);
hold on;
plot(time*1E6,20*log10(abs((smodRet1(1,:)))./max(abs(smodRet1(1,:)))));
plot(time*1E6,20*log10(abs((smodRet2(1,:)))./max(abs(smodRet2(1,:)))),'
linewidth',2);
plot(time*1E6,20*log10(abs((smodRet3(1,:)))./max(abs(smodRet3(1,:)))));
plot(time*1E6,20*log10(abs((smodRet0(1,:)))./max(abs(smodRet0(1,:)))));
hold off;
grid on;
title('Frequency Domain Correlation');
ylabel('|R(k)|^2');
xlabel('Time (\muS)');
axis([0 max(time)*1E6 -35 0]);
%% Calculate the Slow time FFT
SMOD0_RDM = fftshift(fft(smodRet0,NfftS,1),1);
SMOD0_RDM_PS = fftshift(fft(smodRet0_ps,NfftS,1),1);
%% Plot the RDM
figure;
h = surf(20*log10(abs(SMOD0_RDM./max(max(abs(SMOD0_RDM))))));
set(h,'LineStyle','none');
axis([0 Nfft 0 NfftS -80 0]);
colormap(jet);
caxis([-60 0]);
ylabel('Slow Time FFT Bin (N)');
xlabel('Fast Time FFT Bin (N)');
zlabel('Normalized Magnitude (dB)');
%% Plot the RDM
figure;
subplot(2,1,1);
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h =
surf(rng_M,vel_M,20*log10(abs(SMOD0_RDM./max(max(abs(SMOD0_RDM))))));
set(h,'LineStyle','none');
axis([0 3000 -100 100 -100 0]);
colormap(jet);
caxis([-60 0]);
ylabel('Velocity (m/s)','Fontsize',10);
xlabel('Range (m)','Fontsize',10);
zlabel('Normalized Magnitude (dB)','Fontsize',10);
% Create textbox
annotation(gcf,'textbox',...
[0.505222972972974 0.461111111111111 0.0192702702702703
0.0805555555555556],...
'String',{'(a)'},...
'LineStyle','none',...
'FitBoxToText','off');
%figure;
subplot(2,1,2);
h =
surf(rng_M,vel_M,20*log10(abs(SMOD0_RDM./max(max(abs(SMOD0_RDM))))));
set(h,'LineStyle','none');
axis([0 3000 -100 100 -100 0]);
colormap(jet);
caxis([-60 0]);
ylabel('Velocity (m/s)','Fontsize',10);
xlabel({'Range (m)';'(b)'},'Fontsize',10);
zlabel('Normalized Magnitude (dB)','Fontsize',10);
view(0,90);
%% Compute the Row and Column Sum of the Normalized peaks
SMOD0_RS = sum(abs(SMOD0_RDM),2);
SMOD0_CS = sum(abs(SMOD0_RDM),1);
SMOD0_RS_COH = abs(sum((SMOD0_RDM),2));
SMOD0_CS_COH = abs(sum((SMOD0_RDM),1));
figure;
subplot(2,1,1);
hold on;
plot(vel,10*log10(abs(SMOD0_RS)));
hold off;
subplot(2,1,2);
hold on;
plot(rng,10*log10(abs(SMOD0_CS)));
hold off;
%% Perform a Peak Search using the Row and Column Sums
[pksRng, locsRng] =
findpeaks((SMOD0_CS./NfftS)./max(SMOD0_CS./NfftS),rng,'MinPeakHeight',0
.45);
[pksVel, locsVel] =
findpeaks((SMOD0_RS./Nfft)./max(SMOD0_RS./Nfft),vel','MinPeakHeight',0.
70);
figure;
subplot(2,1,1);
hold on;
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plot(rng,20*log10((SMOD0_CS./NfftS)./max(SMOD0_CS./NfftS)));
plot(locsRng,20*log10(pksRng),'rd');
hold off;
grid on;
ylabel('Mean Column Sum (dB)','Fontsize',10);
xlabel({'Range (m)';'(a)'},'Fontsize',10);
axis([0 3000 -15 0]);
subplot(2,1,2);
hold on;
plot(vel',20*log10((SMOD0_RS./Nfft)./max(SMOD0_RS./Nfft)));
plot(locsVel,20*log10(pksVel),'gd');
hold off;
ylabel('Mean Row Sum(dB)','Fontsize',10);
xlabel({'Velocity (m/s)';'(b)'},'Fontsize',10);
axis([-100 100 -30 0]);
grid on;
%%
%%
figure;
subplot(2,1,1);
h =
surf(rng_M,vel_M,20*log10(abs(SMOD0_RDM./max(max(abs(SMOD0_RDM))))));
set(h,'LineStyle','none');
hold on;
plot3(locsRng,locsVel,20*log10(pksRng),'rd');
hold off;
axis([0 1500 -100 100 -60 0]);
colormap(jet);
caxis([-60 0]);
ylabel('Velocity (m/s)','Fontsize',10);
xlabel('Range (m)','Fontsize',10);
zlabel('Normalized Magnitude (dB)','Fontsize',10);
view([0,0]);
% Create textbox
annotation('textbox',...
[0.508347972972974 0.471768304716795 0.0150895270270259
0.0504341819617132],...
'String',{'(a)'},...
'LineStyle','none',...
'FitBoxToText','off');
%figure;
subplot(2,1,2);
h =
surf(rng_M,vel_M,20*log10(abs(SMOD0_RDM./max(max(abs(SMOD0_RDM))))));
set(h,'LineStyle','none');
hold on;
plot3(locsRng,locsVel,20*log10(pksVel),'rd');
hold off;
axis([0 1500 -100 100 -60 0]);
colormap(jet);
caxis([-60 0]);
ylabel('Velocity (m/s)','Fontsize',10);
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xlabel({'Range (m)';'(b)'},'Fontsize',10);
zlabel('Normalized Magnitude (dB)','Fontsize',10);
view([90, 0]);
% Create textbox
annotation('textbox',...
[0.507827139639641 0.00532859680284217 0.0156103603603595
0.0408525754884548],...
'String','(b)',...
'LineStyle','none',...
'FitBoxToText','off');
%% Calculate the phase of each Range/Doppler Map
SMOD0_phase = angle(SMOD0_RDM);
SMOD0_PS_phase = angle(SMOD0_RDM_PS);
SMOD0_deltaPhase = SMOD0_phase-SMOD0_PS_phase;
%%
NtgtsFoundRng = size(pksRng,2);
tgtLocR = zeros(NtgtsFoundRng,2);
tgtDataR = zeros(NtgtsFoundRng,4);
if (isempty(NtgtsFoundRng)== 0)
for i = 1:NtgtsFoundRng
tgtLocR(i,2) = find(rng==locsRng(1,i));
tgtLocR(i,1) = find(abs(SMOD0_RDM(:,tgtLocR(i,2)))==
max(abs(SMOD0_RDM(:,tgtLocR(i,2)))));
tgtDataR(i,1) = rng(tgtLocR(i,2));
tgtDataR(i,2) = vel(tgtLocR(i,1));
tgtDataR(i,3) =
SMOD0_deltaPhase(tgtLocR(i,1),tgtLocR(i,2))*(180/pi);
tgtDataR(i,4) =
20*log10((max(abs(SMOD0_RDM(tgtLocR(i,1),tgtLocR(i,2))))/max(max(abs(SM
OD0_RDM)))));
end
tgtDataR = horzcat(tgtDataR,tgtLocR);
end
tgtError = ((tgtDataR(:,1:3)-tgtTruth));
tgtErrorPercent = ((tgtDataR(:,1:3)-tgtTruth)./tgtTruth)*100;
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