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Abstract  
 
During the academic year 2014-2015, a new cyber security laboratory, called Cyberlab, has 
been under construction for the degree program of Information Technology in Kymenlaakso 
University of Applied Sciences. When completed, the laboratory is meant to extend and reform 
the current teaching methods and possibly add new courses to the Information Technology 
curriculum. The laboratory might also extend the students' specialization possibilities. The ac-
tual building of the laboratory started in the fall of 2014. 
 
The objective of this thesis is to present the new servers, network switches and their installa-
tion, as well as the tests performed in the system. VMware Virtual SAN data storage system 
will also be introduced in the thesis because the experimentation of the VSAN system was in-
cluded in the study. In the future, the thesis will be used as a quick manual for the devices used 
in the laboratory, and as an installation guide of the servers. 
 
During the study the theoretical framework of acquired servers and switches were studied us-
ing the manufacturers' manuals and databases. Based on these documentations, the most 
important features and the specifications of the used components are introduced in the thesis. 
However, the main focus of the thesis will be on practical work that is the installation of the 
servers. The documentation of the final system is also important so that the created system 
can be recreated if necessary. 
 
Based on the problem situations that were encountered, some stages of the installation pro-
cess, which might not come into the mind of an inexperienced installer, are presented in the 
thesis. Because in the field of information technology the scientific and empirical knowledge 
change all the time, the information found on the Internet has been very useful. 
 
The final thesis can be used to familiarize students and staff with the devices and their use in 
the laboratory. The purpose of the thesis is also to pass on the knowledge of the laboratory to 
the new laboratory workers and to the databank of the degree program. 
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 LYHENTEET JA TERMIT 
Aktiivilaite  Tietoliikenneverkon toimintaan osallistuva laite. 
Cyberlab  Kyamk Informaatioteknologian kyberturvallisuuslabo-
ratorio 
Datakeskus  Palvelinkeskus: useita tietokoneita, tietokoneiden 
toimintaan osallistuvia laitteita ja tietoverkon laitteita 
sisältävä huone tai rakennus. 
ESXi  VMware ESXi: VMware vSpheren ydin, jonka päälle 
virtualisoidut järjestelmät luodaan. 
Flash-muisti  Muistityyppi, jossa ei ole liikkuvia osia. Fyysisesti 
pienikokoisempi, kevyempi, vähävirtaisempi ja nope-
ampi kuin perinteinen kovalevy. 
Klusteri  Usean toisiinsa liitetyn tietokoneen luoma kokonai-
suus. 
QSFP+-moduuli  Enhanced Quad Small Form-factor Pluggable modu-
le: lähetin-vastaanotinmoduuli, jonka voi liittää tieto-
verkkokytkimeen lisäämään tarvittavia liitäntäportte-
ja. 
RAID  Redundant Array of Independent Disks: tekniikka, jol-
la voidaan esimerkiksi yhdistää useita fyysisiä kova-
levyjä yhdeksi loogiseksi kovalevyksi. 
SFP+  Enhanced small form-factor pluggable: tietoverkko-
kytkennöissä käytettävä liitin, jonka virrankulutus ja 
viive ovat pienemmät kuin esim. Ethernet-liittimillä. 
SSD-levy  Solid-state drive: tallennustila, jossa ei ole mekaani-
sia liikkuvia osia. Useimmiten tallennustilana käyte-
tään flash-muistia sen nopeuden vuoksi. 
SSH  Secure Shell: suojattuun tietoliikenneyhteyteen tar-
koitettu standardi, jota voidaan käyttää esimerkiksi 
etäyhteyksien luomiseen. 
 vCenter  VMware vSphere -ympäristön hallintatyökalu. 
VMware  VMware Inc.: yhdysvaltalainen pilvi- ja virtualisoin-
tiohjelmistoja tarjoava yritys. 
VSAN, Virtual SAN  VMwaren ohjelmistopohjainen tallennustilajärjestel-
mä, jota käytetään vCenter-ohjelmiston kautta 
vSphere-järjestelmissä. 
vSphere  VMwaren virtualisointiin tarkoitettu käyttöjärjestelmä. 
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1 JOHDANTO 
Kymenlaakson ammattikorkeakouluun ollaan rakentamassa uutta kyberturval-
lisuuslaboratoriota, jolla on tarkoitus laajentaa sekä tietotekniikan opiskelijoi-
den opetussuunnitelmaa että suuntautumisvaihtoehtoja. Laboratorio (myö-
hemmin Cyberlab) on käytännössä katsoen pieni datakeskus, jolla luodaan 
mahdollisimman realistinen oppimisympäristö esimerkiksi tunkeutumistestaus-
ta tai yritysten tietoturvaselvitysten harjoittelemista varten (1). 
Laboratorion varsinainen rakentaminen aloitettiin syksyllä 2014, jolloin tieto-
tekniikan opiskelijoiden entisestä oleskelutilasta muokattuun tilaan tuotiin da-
takeskuskaapit ja tilaan asennettiin kulunvalvonnalla hallittu palo-ovi. Kaappi-
en mukana toimitettiin ja asennettiin keskuksen tarvitsemat virta- ja jäähdytys-
laitteistot. Jäähdytysjärjestelmän ominaisuudet ja tekninen dokumentaatio esi-
tellään tarkemmin Joonas Rosenbladin opinnäytetyössä Kyberturvallisuusla-
boratorion jäähdytysjärjestelmä (2). 
Lokakuussa 2014 toimitettiin tilatut aktiivilaitteet, niin sanotusti datakeskuksen 
sydän: Dellin kytkimet sekä neljä palvelinta. Laitteet valittiin osittain Mikko 
Lehtisen keväällä 2014 tekemän opinnäytetyön perusteella. Siinä Lehtinen pe-
rehtyi datakeskusten arkkitehtuuriin ja suunnitteluun erityisesti Kymenlaakson 
ammattikorkeakoulun oman Cyberlabin suunnittelua silmälläpitäen (3). Kytki-
miksi valittiin lopulta Dell N4032F -laitteet ja palvelimina käytetään Dell Powe-
rEdge R720xd -laitteita. 
Palvelimissa tullaan testaamaan VMwaren Virtual SAN™ -ympäristöä, joka 
toimii integroituna VMwaren vSphere ESXi -ytimeen. Lisäksi asennetaan 
VMware vCenter Server -ohjelmisto, jonka avulla hallitaan useampaa vSphe-
re-palvelinta ja VSANia (4). 
Tämän opinnäytetyön tarkoituksena on dokumentoida Cyberlabin aktiivilaittei-
den tiedot, asennuksen vaiheet sekä lopullinen kokoonpano, kun laboratorio 
on käyttövalmis. Opinnäytetyötä on tarkoitus käyttää jatkossa Cyberlabin käyt-
töohjeena ja tiedonlähteenä yhdessä Rosenbladin opinnäytetyön kanssa, jotta 
Kyamkin opiskelijoilla ja henkilökunnalla olisi riittävät pohjatiedot laboratorion 
käyttämiseen. Lisäksi opinnäytetyön aiheeseen on liitetty VMware Virtual SAN 
-järjestelmän testaaminen ja sen asennuksen dokumentointi. 
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Opinnäytetyössä myös esitellään päällisin puolin käytetyt VMwaren ohjelmis-
tot, sillä niiden ymmärtäminen on oleellista Cyberlabin käytön kannalta. Työn 
aikana dokumentoidaan tehdyt työvaiheet ja ohjelmissa käytetyt asetukset. 
 
2 CYBERLABIN ESITTELY 
Cyberlab on Kyamk Informaatioteknologian uusin laboratoriohanke, joka sijait-
see Metsolan kampuksella koulutusohjelman tiloissa kerroksessa BK0. Labo-
ratorioympäristö on suojattu sekä koko Informaatioteknologian omalla kulun-
valvonnalla että lisäksi erillisillä kulunvalvonnan pääsykoodeilla, jotka ovat kul-
lakin laboratorion käyttäjällä henkilökohtaiset ja salaiset. Lisäksi Cyberlabin 
oma ovi on palosuojattu, eikä tulipalon sattuessa palo pääse leviämään Cy-
berlabista ulos tai laboratorion ulkopuolelta Cyberlabin sisälle. 
Laboratorioon on hankittu Rittal Oy:n TS-IT-mallinen datakeskuskaappi. Myös 
kaappien jäähdytys- ja valvontajärjestelmät ovat Rittal Oy:n toimittamia. Jääh-
dytysjärjestelmään perehdytään tarkemmin Joonas Rosenbladin opinnäyte-
työssä Kyberturvallisuuslaboratorion jäähdytysjärjestelmä. Lisäksi Cyberlabin 
datakeskuksessa käytetään kahdennettua virranhallintajärjestelmää, jonka 
toimituksesta ja asentamisesta on vastannut ABB Oy. 
Datakeskukseen on hankittu tietokonevalmistaja Dellin valmistamat neljä pal-
velintietokonetta sekä kaksi tietoliikennekytkintä. Näiden laitteiden lisäksi da-
takeskuskaapissa sijaitsee myös muita Kyamk Informaatioteknologian palve-
limia, kuten esimerkiksi Informaatioteknologian siipeä tarkkailevien valvonta-
kameroiden keskustietokone. Palvelinkeskukseen aiotaan mahdollisesti tule-
vaisuudessa siirtää Informaatioteknologian jo olemassa olevat tuotantolaitteet. 
 
2.1 Aktiivilaitteiden käyttötarkoitus 
Cyberlab-datakeskusta on tarkoitus hyödyntää monissa tehtävissä niin koulu-
tusohjelman nimissä kuin myös esimerkiksi ulkopuolisten toimeksiantajien 
pyynnöstä. Tällä hetkellä Cyberlabin konkreettisiksi käyttötarkoituksiksi on 
suunniteltu muun muassa tunkeutumistestausta, yritysten tietoturvatestaami-
sen harjoittelua ja tekemistä sekä muun muassa tietoturvapeliä, jonka avulla 
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Kyamk voi kouluttaa sekä omia opiskelijoitaan, että tuoda kyberturvallisuuden 
käsitettä laajemmin esille tavallisille kuluttajille. 
Datakeskuksen valmistuttua uudet laitteet liitetään ensin Kyamk Informaatio-
teknologian lähiverkkoon ja myöhemmin Internetiin, jotta sen avulla voidaan 
demonstroida tunkeutumistestausta ja hakkerointimenetelmiä, sekä jotta 
suunniteltu tietoturvapeli olisi kaikkien saatavilla. 
 
3 VMWAREN OHJELMISTOT 
3.1 Ohjelmistojen käyttötarkoitus 
Palvelintietokoneille asennettujen ohjelmistojen, joita ovat muun muassa käyt-
töjärjestelmät, tallennustilaratkaisut sekä esimerkiksi virtualisoidut palvelimet, 
tarkoituksena on luoda pohja kaikelle sille, mihin Cyberlabin datakeskusta on 
tarkoitus käyttää tulevaisuudessa. Tiivistetysti kerrottuna rakennettu järjestel-
mä koostuu seuraavasti: 
1. Kullekin palvelintietokoneelle asennetaan käyttöjärjestelmän ydin ja itse 
käyttöjärjestelmä: VMware ESXi ja VMware vSphere. 
2. Käyttöjärjestelmään asennetaan hallintaohjelmisto, jonka avulla hallitaan 
kaikkia palvelimia kohdennetusti: VMware vCenter. 
3. Hallintaohjelmistosta aktivoidaan tallennustilakerros, jota voidaan käyttää 
esimerkiksi virtualisoitujen palvelimien tallennustilana: VMware Virtual 
SAN. 
 
Kun palvelimien ohjelmistot toimivat ja niiden toiminta tunnetaan, voidaan luo-
tu palvelinklusteri valjastaa varsinaisen käyttötarkoituksensa mukaiseen toi-
mintaan. 
Kuvaillulla rakenteella pyritään luomaan mahdollisimman toimintavarma järjes-
telmä, joka pysyy käyttökelpoisena myös mahdollisissa ongelmatilanteissa, 
kuten esimerkiksi yksittäisen laiterikon sattuessa. Valitulla ohjelmistoraken-
teella pyritään jatkamaan fyysisillä laitteilla luotua jatkuvasti toimintakunnossa 
pysyvän järjestelmän luomista. Laitteilla on käytössään myös tehokas varavir-
tajärjestelmä, jolla taataan virransyöttö esimerkiksi sähkökatkon sattuessa. 
Valittu ohjelmistoratkaisu toimii tämän varavirtajärjestelmän tapaan: jos yksi 
tai useampi käytössä olevista palvelintietokoneista rikkoutuu, toimintakuntoon 
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jäävät palvelimet pitävät huolen siitä, että palvelimilla olevat palvelut ja ohjel-
mistot ovat edelleen saatavilla laiterikosta huolimatta. Tämä tarkoittaa sitä, et-
tä klusterissa yhdistetyt palvelimet muodostavat järjestelmän, joka toimii ikään 
kuin itsensä varmuuskopiona. Cyberlabin tapauksessa järjestelmä toimii siten, 
että datakeskus pysyy toimintakunnossa, vaikka 50 % laitteista olisi pois käy-
töstä. 
 
3.2 VMware vSphere 
VMware vSphere on virtualisointiin tarkoitettu ohjelmistokokonaisuus, jolla 
luodaan virtualisoitu infrastruktuuri pilvipalveluna (5). VSpheren avulla voidaan 
luoda esimerkiksi Windows- ja Linux-palvelimia, verkkolevyjä ja palomuureja, 
jotka eivät ole suoraan kytköksissä käytettyihin laitteisiin eli tietokoneisiin, 
vaan joita ajetaan erillisen virtualisointialustan eli tässä tapauksessa käyttöjär-
jestelmän päällä. VSphereä käytetään siis virtualisoidun palvelinympäristön 
ytimenä, jolloin yhden tietokoneen sisällä on todellisuudessa useampi tietoko-
ne. 
 
3.2.1 VMware vSphere ESXi -palvelin 
ESXi-palvelin on vSpheren tärkein osa. Se on itse virtualisointipalvelimen 
ydin, jonka päälle vieraskäyttöjärjestelmät ja virtuaalikoneet asennetaan (6). 
Jotta ESXi:tä voidaan käyttää, tarvitaan myös vSphere Viewer -ohjelmisto tai 
vCenter. VSphere Viewerillä on graafinen käyttöliittymä, jolla otetaan yhteys 
ESXi-palvelimeen palvelimen omalla IP-osoitteella sekä järjestelmänvalvojan 
tunnuksella ja salasanalla. Viewer asennetaan niin sanottuun asiakaslaittee-
seen, esimerkiksi järjestelmän ylläpitäjän kannettavalle tietokoneelle, jonka 
kautta ylläpitäjä ottaa yhteyden itse ESXi-palvelimeen. 
Nykyään VMware suosittelee asiakkaitaan käyttämään vSphere Web Client -
ohjelmistoa perinteisemmän vSphere Viewerin sijaan. Esimerkiksi Virtual SAN 
-ympäristö ei ole tuettu Viewerissä, vaan sen aktivoimiseen ja käyttämiseen 
tarvitaan Web Clientia. vSphere Web Clientia käytetään Internet-selaimen 
12 
 
kautta ja suositellut selaimet ovat Mozilla Firefox ja Google Chrome sekä 
Windows- että Mac OS X -käyttöjärjestelmillä. Windowsilla myös Microsoft In-
ternet Explorer on tuettu selain selaimen 8-versiosta eteenpäin. Lisäksi Web 
Client tarvitsee toimiakseen vähintään Adobe Flash Playerin version 11.5.0 
sekä mielellään myös VMwaren oman Web Client -lisäosan. (7.) 
Kuva 1 havainnollistaa vSphere Web Clientin hallintapaneelia. 
 
 
Kuva 1. VMware vSphere Web Clientin aloitusnäkymä 
 
3.3 VMware vCenter Server 
VMware vCenter Server on työkalu, jolla luodaan keskitetty ja laajennettavissa 
oleva alusta virtuaalisten infrastruktuurien hallintaa varten. VCenterillä halli-
taan useita vSphere-ympäristöjä, mikä mahdollistaa tietojärjestelmien ylläpitä-
jille yksinkertaisen ja automatisoidun virtuaalisten ympäristöjen hallintamah-
dollisuuden. (8.) Myös vCenteriä voidaan käyttää vSphere Viewer -ohjelmalla 
vCenterin oman IP-osoitteen kautta, mutta VMware suosittelee käyttämään 
vCenteriä vSphere Web Client -käyttöympäristön kautta. 
VCenter Server mahdollistaa useiden VMwaren tekniikoiden käyttämisen, ku-
ten vMotionin, VMware High Availabilityn ja VMware Update Managerin. Edel-
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lä mainittujen toimintojen avulla voidaan esimerkiksi mahdollistaa virtuaaliko-
neiden jatkuva saatavuus, kun käytettävät virtuaalikoneet on todellisuudessa 
jaettu useamman fyysisen laitteen käyttöön. Näin ollen, jos yksi fyysinen laite 
eli palvelin poistuu käytöstä, ovat sille asennetut palvelut edelleen käytettävis-
sä muiden laitteiden kautta. (6.) 
 
3.4 VMware Virtual SAN 
VMware Virtual SAN, myöhemmin VSAN, on vSpeheressä käytetty ohjelmis-
topohjainen tallennustilakerros. VSAN ryhmittää palvelimen kovalevyt ja flash-
tallennustilat klusteriin, josta muodostuu yksinkertainen, suorituskykyinen ja 
kestävä jaettu tallennustila. Jotta VSANia voidaan käyttää, tulee datakeskuk-
sen täyttää seuraavat ehdot: (9). 
- Datakeskuksessa tulee olla vähintään kolme palvelinta ryhmitettynä eli 
klusterissa 
- Palvelimien minimivaatimukset: 
o vähintään 1 GB verkkoliitäntä: suositus 10 GB 
o SATA/SAS HBA -piirilevy tai RAID-ohjain 
o vähintään yksi SSD-levy ja yksi kovalevy 
Lisäksi VSAN vaatii seuraavat ohjelmistot: 
- Jokin seuraavista vSpheren versioista: 
o vSphere 5.5 U1 
o vSphere® with Operations Management™ 5.5 U1 
o vCloud® Suite 5.5 U1 
- VMware® vCenter Server™ 5.5 U1 
VSAN ei itsessään ole ohjelma tai ohjelmisto, vaan suoraan vSphereen ra-
kennettu ominaisuus, joka ei ole riippuvainen palvelimen laitteistosta. Toisin 
sanoen jos laitteisto ja ohjelmisto täyttävät minimivaatimukset, jotka ovat 
vCenter, vSphere ja kaksi levyä, VSANin käyttäminen on mahdollista. (10.) 
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4 FYYSISET LAITTEET 
4.1 Dell PowerEdge R720xd -palvelimien tekniset ominaisuudet ja toiminnallisuudet 
Alla on esitelty Cyberlabin palvelintietokoneiden oleellisimmat tekniset tiedot: 
- Prosessori: 2 kpl Intel Xeon E5-2660 v2 
o Nopeus: 2.20 GHz, 3.0 GHz Turbo 
o Ydinten lukumäärä: 10 kpl, 20 säiettä 
o Välimuisti: 25 M 
o Virrankulutus: 95 W. (11.) 
- RAM: 296 GB, RDIMM 
- SSD-levyt: 2 kpl 
o Tallennuskapasiteetti 200 GB 
- Kovalevyt: 8 kpl 
o Tallennuskapasiteetti: 1 TB 
o Kierrosnopeus: 7200 RPM 
- Verkkokortti: Intel X520 DP, 10 GB (12). 
 
Cyberlabiin hankittujen palvelimien tärkeimpinä ominaisuuksina voidaan pitää 
niiden erittäin tehokasta suorituskykyä sekä laajaa tallennustilaa. Palvelimiin 
pystytään sijoittamaan jopa 26 kpl 2,5 tuuman levyä tai 12 kpl 3,5 tuuman le-
vyä ja kaksi 2,5 tuuman levyä (12). Nykyisessä kokoonpanossa on käytössä 
10 levypaikkaa, minkä vuoksi myös tallennustilan laajennusmahdollisuudet 
ovat huomattavat. 
Muita oleellisia fyysisiä ominaisuuksia ovat myös niin sanotut lennosta vaih-
dettavat komponentit, jotka voidaan tarvittaessa vaihtaa uusiin sammuttamatta 
palvelinta huoltoa varten. Dell PowerEdge R720xd -palvelimissa tämänkaltai-
sia osia ovat virtalähteet, levytelakat ja tuulettimet. Sekä virtalähteet että tuu-
lettimet ovat kahdennetut, jotta niiden vaihtaminen palvelimen ollessa päällä 
olisi mahdollista. (12.) 
Palvelimet noudattavat myös kansainvälistä Energy Star -energiatehokkuus-
standardia, jonka rinnalla käytetään Dellin EPR-tekniikkaa (12). EPR eli Ex-
tended Power Range laajentaa väliaikaisesti palvelimen virtalähteen ulostulon 
kapasiteettia, jos palvelimen virrankulutuksessa havaitaan yllättävä piikki. 
Normaalitilassa laitteiden virrankulutus on huomattavasti pienempää kuin vir-
talahteen maksimikapasiteetti, mutta jos virrankulutus kasvaa yllättäen, EPR 
aktivoi laitteistoa suojaavan virrankäytön rajoituksen, jotta virrankulutus saa-
daan laskemaan normaalille tasolle. (13.) 
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Lisäksi Dell PowerEdge R720xd -malli sisältää sisäänrakennetun tuen kah-
dennetuille SD-korteille, virheenkorjaavat ECC-muistipiirit sekä laajennetun 
lämpötilanhallinnan (12). Dellin lämpötilanhallinnan avulla palvelimien jäähdy-
tysilman lämpötila voi kohota jopa 45 Celsius-asteeseen ilman, että korkea 
lämpötila haittaisi laitteiden toimintaa. Lämpötilanhallinnan avulla tuuletinten 
pyörimisnopeutta ja ilmavirran kulkua voidaan hallita paremmin, jolloin myös 
tuulettimien aiheuttama ääni on hiljaisempi. (14.) 
 
4.1.1 Palvelimien sisäänrakennetut ohjelmistot 
Palvelimissa on tavallisen BIOSin lisäksi Dell iDRAC7, Lifecycle Controller ja 
RAID-työkalu PERC H710, joita käytetään palvelimien hallintaan ennen varsi-
naista käyttöjärjestelmäkerrosta. 
Dell iDRAC7, jonka nimi muodostuu sanoista Integrated Dell Remote Access 
Controller 7, on työkalu, jolla järjestelmän ylläpitäjä voi valvoa, hallita, päivittää 
sekä etsiä ja ratkaista ongelmia. IDRAC sijaitsee ikään kuin palvelimen BIO-
Sin ja asennetun käyttöjärjestelmän välissä, joten sen käyttäminen on mahdol-
lista myös silloin, kun palvelimeen asennettu käyttöjärjestelmä tai palvelimen 
toimintaa hallitseva järjestelmä ei ole toimintakunnossa. IDRACin tärkein omi-
naisuus onkin, että sitä voidaan käyttää laitteeseen asennetun käyttöjärjes-
telmän tai valvovan järjestelmän senhetkisestä tilasta huolimatta. (15.) 
Dell Lifecycle Controller on iDRACin mukana tuleva työkalu, joka mahdollistaa 
fyysisen järjestelmän hallinnan suoraan laitteen itsensä kautta. Useimmat lai-
tevalmistajat toimittavat laitteiden hallintaohjelmistot esimerkiksi CD-levyllä tai 
USB-muistilla, mutta Lifecycle Controller on kahden gigatavun suuruinen tal-
lennustila, joka on asennettu suoraan itse palvelintietokoneen emolevyyn (15, 
16). Lifecycle Controller sisältää muun muassa graafisen käyttöliittymän, joka 
helpottaa järjestelmän ylläpitotehtäviä, kuten asennustöitä, päivityksiä, asetus-
ten muuttamista sekä järjestelmän diagnosointia. Lifecycle Controller muodos-
taa siis valtaosan Dell iDRACin toiminnallisuuksista. 
Dell PERC H710, jonka nimi muodostuu sanoista Dell PowerEdge RAID Cont-
roller, on Dellin käyttämä RAID-työkalu (17). Sen avulla luodaan palvelimissa 
olevista tallennustiloista erilaisia kokonaisuuksia aina tarpeen mukaan. Esi-
merkiksi kaksi 500 gigatavun suuruista kovalevyä voidaan yhdistää yhdeksi 
16 
 
loogiseksi kovalevyksi, joka näkyy käyttöjärjestelmille yhtenä 1000 gigatavun 
suuruisena kovalevynä. 
 
4.1.2 Valojen selitykset 
Cyberlabin uusissa palvelimissa on kuusi ledein valaistua kuvaketta, jotka ku-
vaavat palvelimen fyysisiä tiloja. Mahdollisten virhetilanteiden vuoksi kyseisten 
kuvakkeiden tunteminen on hyödyllistä, jotta kuvakkeiden antamaan informaa-
tioon osataan suhtautua oikein ja toimia tarvittaessa nopeasti. Kuvassa 2 esi-
tellään palvelimien kuvakkeet ja niiden sijainnit. 
 
 
Kuva 2. Dell PowerEdge -palvelimen etupaneeli (Anshul Simlote, Shine K A, Meghna Taneja 
2013) (18.) 
 
Ylärivin vasemmanpuoleinen ikoni kertoo palvelimen yleisestä tilasta. Kun 
ikonin väri on sininen, palvelimen toiminnassa ei ole virheitä tai häiriöitä. Värin 
ollessa oranssi, palvelin on havainnut virheen toiminnassaan. (18.) 
Ylärivin keskimmäinen kuva ilmaisee kovalevyjen senhetkisen tilan. Kun kova-
levyt ovat toiminnassa, eikä palvelin havaitse ongelmia niiden toiminnassa, 
kuvake vilkkuu vihreänä. Jos kovalevyjen toiminnassa havaitaan ongelmia, 
ikonin väri on oranssi. 
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Kovalevyjen kuvake on käytössä vain silloin, kun käytössä on palvelimen si-
sällä sijaitsevia kovalevyjä. Jos käytössä olevat levyt sijaitsevat siten, että nii-
den toimintaa ilmaisevat valot näkyvät palvelimen ulkopuolelle, ei kovalevyva-
lo ole käytössä. (18.) Cyberlabin palvelimissa kovalevyjen valot näkyvät suo-
raan ulkopuolelle, joten kovalevyvalo ei siis ole käytössä. 
Ylärivin oikeanpuoleinen kuvake kertoo palvelimen virransyötön tilan. Kuvak-
keessa on oranssi valo, kun virran suhteen on ongelmia: esimerkiksi virtaläh-
de ei toimi. Muutoin kuvakkeen valo on pois päältä. 
Alarivin vasemmanpuoleinen kuva ilmaisee lämpötilaan liittyviä ongelmia. Sen 
väri on oranssi ja kyseinen kuvake on näkyvissä vain silloin, kun palvelin on 
havainnut ongelmia lämpötilan suhteen, esimerkiksi ylikuumenemisen, vialli-
sen tuulettimen tai jäähdytyselementin vikatilan. (18.) 
Alarivin keskimmäinen kuvake kertoo, jos palvelin havaitsee ongelmia muistin 
toiminnassa. Muisti-ikonissa on oranssi valo, kun ongelmia on havaittu. Muu-
ten ikonissa ei pala valoa. 
Alarivin oikeanpuoleinen ikoni ilmentää, jos PCI-kortissa on havaittu ongelmia. 
Tämäkin kuvake on virhetilanteessa oranssi ja normaalitilassa siinä ei ole va-
loa. (18.) 
 
Kuvassa 3 on listattu palvelimien led-ikonien kuvat nimettyinä. 
 
 
Kuva 3. Etupaneelin kuvakkeiden selitykset 
 
Palvelimissa on etupaneelin led-ikonien lisäksi niin sanotut System ID -
painikkeet sekä palvelimen etu- että takapaneeleissa. Näiden painikkeiden 
avulla voidaan paikantaa haluttu järjestelmä datakeskuskaapin palvelimien 
joukosta. Painiketta painaessa painikkeen valo alkaa vilkkua ja vilkkuu niin 
kauan, kunnes painiketta painetaan uudestaan. Valon voi aktivoida myös 
etäyhteydellä, jos tarve vaatii. (18.) 
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System ID -painikkeen valoilla on kolme erilaista tilaa. Ensimmäisessä tilassa 
painikkeen led-valo palaa sinisenä eikä vilku. Tällöin järjestelmässä ei ole ha-
vaittu virheitä ja järjestelmässä on virta päällä. 
Toinen mahdollinen tila on, että painikkeen valo vilkkuu oranssina, jolloin jär-
jestelmässä on havaittu jokin virhetila. Kolmannessa tilassa painike vilkkuu si-
nisenä, mikä tarkoittaa sitä, että System ID on aktiivinen. Kun painike vilkkuu 
oranssina tai sinisenä, voi järjestelmä olla pois päältä tai päällä. (18.) 
System ID -painikkeen valon ollessa kokonaan pois päältä, järjestelmään ei 
ole kytketty virtaa, eikä siinä ole havaittu aktiivisia virhetiloja. 
 
4.2 Dell N4032F -kytkimien tekniset ominaisuudet ja toiminnallisuudet 
Seuraavassa on esitelty Cyberlabin tietoverkkokytkimien oleellisimmat tekni-
set tiedot: 
- Prosessorin muisti: 2 GB 
- Flash-muisti: 256 MB 
- Pakettien puskurimuisti: 9 MB 
- Portit: 24 kpl 10Gb SFP+-porttia. (19). 
 
Dell N4032F on kampusverkkojen rakentamiseen suunniteltu kytkinmalli, joka 
valittiin Cyberlabiin sen hyvän hinta-laatusuhteen vuoksi. Hankituissa kahdes-
sa kytkimessä on molemmissa kaksi 460 watin virtalähdettä, jotka voidaan 
tarvittaessa vaihtaa kesken toiminnan laitetta sammuttamatta. Lisäksi kum-
massakin kytkimessä on yksi laajennusmoduuli, jonka myös pystyy vaihta-
maan virran ollessa päällä. Kytkinten moduulit tukevat sekä 10 GbE- että 40 
GbE -yhteyksiä. (19.) 
Kytkimissä on edellä mainittujen SFP+-liitäntöjen lisäksi yksi RJ45-
konsoliportti sekä Out-of-Band- eli OOB-hallintaportti, jotka molemmat sijait-
sevat kytkinten takapaneeleissa. Lisäksi molempien etupaneelissa on tyypin A 
USB-portti konfigurointia varten. 
Kytkinten porteissa on muun muassa automaattinen MDI/MDIX-tunnistus, jol-
loin laite havaitsee, tarvitseeko porttiin kytketyn kaapelin yhteys kääntää suo-
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raksi tai ristikytkentäiseksi yhteydeksi. Porteissa on myös käytössä port mirro-
ring -ominaisuus sekä broadcast storm control. (19.) 
Kytkimissä on oletuksena 24 SFP+-porttia, jotka havaitsevat niiden läpi kulke-
van liikenteen automaattisesti. Näin kukin portti muuttaa tilaansa tarvittaessa 
joko 1 Gb:n portiksi tai 10 Gb:n portiksi. Porttien määrä on laajennettavissa 
32:een 10 GbE -porttiin, kun käytetään breakout-kaapelein liitettävää QSFP+-
moduulia. (19.) 
Kytkimissä on vaihdettavat tuuletinmoduulit, jotka ovat redundanttiset. Tuulet-
timien tuuletusnopeudet vaihtelevat tarpeen mukaan, mikä lisää kytkinten 
jäähdytyksen energiatehokkuutta. Kytkinten toimintalämpötila on 0 – 45 celsi-
usastetta ja niiden tallennustilat ovat käytettävissä aina -20 – 70 celsiusastee-
seen. (19.) 
 
4.2.1 Dell Networking OS 6 
Cyberlabin kytkimet käyttävät Dell Networking OS 6 -käyttöjärjestelmää, jossa 
on sekä graafinen että komentorivikäyttöliittymä. OS 6 käyttää komentorivil-
lään pääosin yleisesti tunnettuja komentoja ja syntakseja, mikä helpottaa siir-
tymistä toisen valmistajan laitteista Dellin laitteisiin. Graafinen käyttöliittymä 
helpottaa laitteiden konfigurointia mahdollistamalla mahdollisimman monipuo-
lisen konfiguroinnin ilman komentorivikäskyihin perehtymistä. Dell lupaa, että 
suurimman osan konfigurointitöistä voi tehdä suoraan graafisen käyttöliittymän 
kautta, minkä on tarkoituksena helpottaa esimerkiksi yritysverkkojen hallintaa. 
(20.) 
OS 6 tukee Multi-chassis Link Aggregation - eli MLAG-teknologiaa, jolla pyri-
tään tehostamaan liikenteen kulkua verkossa. MLAG luo aktiivisen redundant-
tisen yhteyden, ilman liikenteen silmukoitumista, eikä yhteys tarvitse spanning 
tree -protokollaa toimiakseen. MLAG kokoaa siihen liitetyt linkit yhteen, jotta 
liikenne voi kulkea vapaasti niiden linkkien kautta, joissa on vapaata kaistati-
laa. Alemman tason kytkimet näkevät MLAGia käyttävät kytkimet yhtenä loo-
gisena kytkentäkokonaisuutena. (20.) 
Dell Networking OS 6 ottaa huomioon myös sen, että yritysten verkkokokoon-
panoissa saattaa olla myös muiden valmistajien laitteita. Tämän vuoksi käyttö-
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järjestelmän versioon 6.1 on lisätty RPVST+- eli Rapid Per VLAN Spanning 
Tree Plus -tuki, jotta kytkimiä voidaan käyttää saumattomasti Ciscon verkko-
laitteiden rinnalla. Kytkimet tukevat sekä Rapid Spanning Tree Per-VLAN että 
Spanning Tree Per-VLAN -tekniikoita. (20.) 
Koska Dell N4032F -kytkimet ovat niin sanottuja tason kolme eli Layer 3 -
laitteita, on niissä käytettävissä ennalta määriteltyihin sääntöihin perustuva rei-
titys eli Policy Based Routing, PBR. PBR:ssä paketit lähetetään eteenpäin 
erikseen määriteltyjen sääntöjen perusteella sen sijaan, että paketit reititettäi-
siin niiden kohdeosoitteen mukaan. Vaikka PBR toimii kuten reititysmenetel-
mät, se ei vaikuta esimerkiksi reittien jakamiseen, englanniksi route redistribu-
tion, kuten muut reititysprotokollat. (20.) 
 
5 KÄYTÄNNÖN TOTEUTUS 
5.1 Käytettävien ohjelmistojen valitseminen 
Cyberlab-projektin alkaessa palvelimien lopullista käyttöjärjestelmää ei ollut 
päätetty, joten lähdimme testaamaan VMwaren ohjelmistokokoonpanoa. Suu-
rin syy, miksi VMware valittiin ensimmäiseksi testattavaksi ympäristöksi sekä 
tämän opinnäytetyön aiheeksi, oli koulutusohjelman kiinnostus VMware Virtual 
SAN -tallennusjärjestelmää kohtaan. Tulevaisuudessa Cyberlabissa tullaan 
todennäköisesti testaamaan myös Windows Server -palvelinympäristöä sekä 
erilaisia Linux-pohjaisia järjestelmiä, mutta niiden käsittely jää tämän opinnäy-
tetyön aiheen ulkopuolelle. 
Oleellisia kysymyksiä lopullisen järjestelmän valitsemisessa ovat muun muas-
sa järjestelmän tietoturvan taso – onhan kyseessä kyberturvallisuuslaboratorio 
–, ratkaisun lopullinen hinta, ylläpidon helppous ja järjestelmän skaalautuvuus 
tulevaisuuden tarpeiden mukaan. 
 
5.2 Palvelimien asennus 
Kun uudet palvelimet otettiin ensimmäistä kertaa käyttöön, huomattiin, että 
niihin asennetut tallennustilat näkyivät eri tavalla kuin, mitä oli tilattu. Kahden 
200 gigatavun SSD-levyn ja kahdeksan 1 teratavun kovalevyn sijaan palveli-
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milla näkyi kussakin yksi 180 gigatavun SSD-levy, yksi 56 gigatavun SSD-levy 
ja kolme 1,8 teratavun kovalevyä. Pian selvisi, että tallennustilojen näkyminen 
johtui palvelimilla oletuksena olevista RAID-tallennustila-asetuksista. 
Muutaman erilaisen RAID-kokoonpanon kokeilun jälkeen päädyttiin käyttä-
mään palvelimien testaamisessa kokoonpanoa, jossa molemmat SSD-levyt 
olivat erillisinä, kuten fyysisestikin, ja asennetut kahdeksan kovalevyä yhdis-
tettiin kahdeksi 3,64 teratavun loogiseksi kovalevyksi. Kaikki palvelimelle nä-
kyvät levyt luotiin käyttäen RAID0-tilaa. Tämä yhdistelmä oli toimiva testaa-
mistarkoituksessa, joten sitä päätettiin käyttää koko asennus- ja testauspro-
sessin ajan. 
Kovalevyjen asetusten lisäksi palvelimien verkkokokoonpano tulee suunnitella 
huolella. Varsinainen testiverkon peruskytkentä on yksinkertainen: jokaiseen 
palvelintietokoneeseen on kytketty kaksi verkkokaapelia, joista toinen menee 
ensimmäiseen Dell N4032F -kytkimeen ja toinen kaapeli on liitetty toiseen kyt-
kimeen. Kaapeleita yhdistettäessä tulee ottaa huomioon, että lopullisesta da-
takeskuksesta halutaan mahdollisimman siisti myös esteettisesti. Tämän 
vuoksi kaapelit tulee vetää huolella esimerkiksi johtokouruja pitkin, jotta ne ei-
vät sekoitu keskenään ja jotta yleisilme on siisti. 
Palvelimien hallintaan tarvittiin myös mahdollisimman selkeä ja yksinkertainen 
ratkaisu, jolla saataisiin käytettävät hallintavälineet – eli näyttö, näppäimistö ja 
mahdollinen hiiri – liitettyä mahdollisimman selkeästi. Tähän tarkoitukseen 
hankittiin kahdeksanpaikkainen KVM-kytkin, englanniksi Keyboard, Video, 
Mouse, johon yhdistettiin kaikki neljä palvelinta sekä samassa datakeskus-
kaapissa ollut videovalvonnan keskustietokone. 
Alku- ja testausvaiheessa palvelimien hallintalaitteet sijaitsevat myös data-
kaapissa ja käytössä on HP TFT7600 -yhdistelmälaite, jossa kolme tarvittavaa 
laitetta ovat samassa laitteessa, kuten esimerkiksi kannettavissa tietokoneis-
sa. Myöhemmin, tarvittavien laitehankintojen myötä, hallintalaitteet siirretään 
datakaapin ulkopuolelle, jotta datakaapin jäähdytys ei häiriintyisi, kun laitteita 
käytetään kaapin takaovi auki. Tämä ratkaisu myös helpottaa KVM-kytkimen 
käyttöä, sillä kytkimen valintapainikkeet sijaitsevat datakaapin etupuolella, 
mutta datakaapin sisällä olevia hallintalaitteita käytetään datakaapin taka-
osassa. Datakaapin ulkopuolelle asetetut laitteet sijoitetaan mahdollisesti da-
takaapin etupuolelle, jotta konfiguroitavan palvelimen valinta olisi helppoa ja 
22 
 
nopeaa, eikä häiritsisi kaapin jäähdytystä mainittavasti. On myös mahdollista, 
että hallintalaitteet sijoitetaan muualle laboratorioon, sillä datakeskuskaapin 
etupuolella on vain rajoitetusti tilaa. 
 
5.3 VMware ESXi -käyttöjärjestelmän asennus 
Palvelintietokoneiden asennus aloitettiin asentamalla niihin VMware ESXi 5.5 
-käyttöjärjestelmä, jonka asennusmedia ja tarvittava ulkoinen DVD-asema 
saatiin Kyamk Informaatioteknologialta. Palvelimiin tehtiin yksinkertaiset pe-
ruskonfiguraatiot, jotka käsittivät pääasiassa palvelimien verkkoasetukset. Lo-
put tarvittavat asetukset tehtiin vSphere Viewerin ja VMware vCenterin avulla. 
Myöhemmin kuitenkin havaittiin, että käytetty ESXi-versio ei tue VSAN-
ympäristöä. Tämän vuoksi tuli palvelimiin tuli asentaa ESXi Enterprise Plus -
käyttöjärjestelmäversio senhetkisen konfiguraation tilalle. Tämän myötä myös 
ESXi:n versio päivittyi versioon 6.0.0. Kyseinen versio oli opinnäytetyön teke-
misen ajankohtana ESXi-käyttöjärjestelmän viimeisin versio, joka julkaistiin 
12.3.2015. 
 
5.3.1 ESXi-palvelimien asetukset  
ESXi-käyttöjärjestelmän asennusohjelma kysyy asennuksen aluksi pääkäyttä-
jän salasanaa sekä näppäimistön asetuksia. Palvelimiin määriteltiin tarvittavat 
käyttäjätiedot ja näppäimistön oletusasetukseksi suomenkielinen näppäimistö. 
Tarvittavat käyttäjätunnukset on tietoturvasyistä jaettu erillisessä dokumentis-
sa. 
Asennuksen ja uudelleenkäynnistyksen jälkeen palvelimelle kirjauduttiin si-
sään pääkäyttäjänä ja konfiguroitiin palvelimen verkkoasetukset. Verkko-
asetusten konfigurointi on hyvin oleellinen osa palvelimien asennusta, sillä il-
man oikeita IP-osoitteita palvelimiin ei saa etäyhteyttä. Opinnäytetyön loppu-
vaiheessa Cyberlabin palvelimet liitettiin Kyamk Informaatioteknologian 
omaan verkkoon ja niille annettiin oma osoiteavaruus koulutusohjelman sisä-
verkosta. Palvelimiin on määritelty staattiset IPv4-osoitteet annetun aliverkon 
osoitteista, ja IPv6 on käytössä, mutta IPv6-osoitteita ei ole määritelty. Tar-
kemmat verkkotiedot on tietoturvasyistä jaettu erillisessä dokumentissa. 
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DNS-asetuksissa asetettiin kullekin palvelimelle oma nimi oletuksena olevan 
localhost:in sijaan, jolloin kunkin palvelimen verkkonimi on Cyberlab ja nimen 
perässä on palvelimen järjestysnumero. Palvelimet ovat numerojärjestyksessä 
1–4 alkaen fyysisesti ylimmästä palvelimesta. 
Etäyhteyden luomiseksi toiseen Dell-kytkimeen liitettiin Ethernet-kaapelilla ja 
SFP+-Ethernet-adapterilla kannettava tietokone, jolle annettiin kiinteäksi IP-
osoitteeksi osoite palvelimien käyttämästä aliverkosta. Tällä tietokoneella otet-
tiin yhteys kuhunkin palvelimeen palvelimen omalla IP-osoitteella ja vSphere 
Viewerillä ja otettiin SSH-palvelu käyttöön. SSH-yhteyden avulla voidaan esi-
merkiksi käyttää palvelinta komentoriviltä etäyhteyden avulla ja siirtää tiedos-
toja verkkoon liitetyltä tietokoneelta palvelimelle. SSH-palvelun käyttöönotto 
on esitelty kuvasarjana liitteessä 2, ”SSH-palvelun käynnistäminen vSphere 
Viewerin kautta”. 
 
5.3.2 ESXi-palvelimien tallennusmediat 
Oletuksena palvelimien kaikki tallennusmediat näkyvät tavallisina kovalevyinä, 
vaikka kullakin palvelimella on myös kaksi SSD-levyä. Koska palvelinkokoon-
panossa on tarkoitus ottaa käyttöön VSAN-tallennustila, tulee SSD-levyt mer-
kitä oikeantyyppisiksi, vaikka tyyppi olisi eri kuin minkälaisina palvelin ne tul-
kitsee. Levyjen tyypin voi vaihtaa joko komentoriviltä tai vCenterin kautta. 
VCenterin ja palvelimien versionumeroiden tulee olla kuitenkin vähintään 6.0, 
jotta muutoksen voi tehdä vCenterin hallintapaneelin kautta. 
Kun muutos tehdään komentorivin kautta, tulee se tehdä vaiheittain. Ensim-
mäisessä vaiheessa selvitetään, mitkä asennetut tallennusmediat palvelin on 
havainnut. Tämä tapahtuu käskyllä: 
esxcli storage nmp device list 
 
Käsky listaa kaikki palvelimen tallennustilat. Listasta etsitään ensin haluttu tal-
lennustila, tarkistetaan tallennustilan nimi ja mitä SATP-profiilia se käyttää. Al-
la olevasta komentorivitekstistä on korostettu valitun median nimi sekä SATP-
profiili. 
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naa.6b083fe0cfb27f001cafc77e0428d42c 
 Device Display Name: Local DELL Disk 
(naa.6b083fe0cfb27f001cafc77e0428d42c) 
 Storage Array Type: VMW_SATP_LOCAL 
 Storage Array Type Device Config: SATP 
VMW_SATP_LOCAL does not support device configu-
ration. 
 Path Selection Policy: VMW_PSP_FIXED 
 Path Selection Policy Device Config: 
{prefer-
red=vmhba0:C2:T0:L0;current=vmhba0:C2:T0:L0} 
 Path Selection Policy Device Custom 
Config: 
 Working Paths: vmhba0:C2:T0:L0 
 Is USB: false 
 
Kun tarvittavat tiedot on selvitetty, lisätään ne alla olevaan käskyyn, käytetty 
profiili ja levyn nimi niille tarkoitettuihin kohtiin ja ajetaan käsky komentoriviltä. 
esxcli storage nmp satp rule add --satp=PROFIILI 
--device NIMI --option "enable_ssd" 
 
Käskyn ajamisen jälkeen on hyvä käynnistää palvelin uudelleen, jotta vCenter 
varmasti havaitsee tallennustilan muuttuneen tyypin. 
Jos vCenter on jo asennettu ja palvelimet on liitetty vCenterin alaisuuteen, voi 
muutoksen tehdä graafisen käyttöliittymän avulla. Tällöin vCenterin hallinta-
paneelista avataan haluttu palvelin sen IP-osoitteen perusteella ja avataan 
Manage-välilehti. Manage-välilehdestä avataan vielä Storage-näkymä, jonka 
sisältä avataan Devices-välilehti, jossa kaikki palvelimen käytössä olevat tal-
lennustilat näkyvät listattuna. Listasta valitaan haluttu tallennustila klikkaamal-
la sen nimeä ja painetaan Devices-välilehden yläreunasta F-painiketta. Ku-
vassa 4 näkyy vCenterin näkymä tallennusmedioiden hallinnasta. Kuvassa on 
myös korostettu oleellisten välilehtien ja painikkeiden sijainnit. 
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Kuva 4. VCenterin hallintapaneelin näkymä yksittäisen palvelimen tallennustilojen hallinnasta 
 
5.4 VMware vCenter 
5.4.1 VCenterin asennus 
VMware vCenter 6.0:n asennus poikkeaa totutusta asennustavasta, jota on 
opetettu muun muassa Kyamk Informaatioteknologian Virtualisointi-kurssilla. 
Asennusta varten ladattiin VMwaren verkkosivuilta ”vCenter Server for Linux” -
ISO-tiedosto, sillä asennettava itsenäinen palvelinohjelmisto sijaitsee vain Li-
nux-asennustiedostossa. 
Asennuksen aloitusvaiheessa ladattu ISO-tiedosto avattiin palvelimien kanssa 
samaan verkkoon liitetyllä tietokoneella. Tiedoston voi avata ISO-tiedostojen 
lukemiseen tarkoitetulla ohjelmalla tai sen voi polttaa DVD-levylle ja avata tie-
tokoneen levyaseman kautta. Tässä tapauksessa käytettiin ISO-tiedostojen 
lukuohjelmaa. 
Ennen asennusta tulee käytettävässä Internet-selaimessa olla asennettuna 
VMwaren selainlisäosa. Jos lisäosaa ei ole asennettu, voi sen asentaa ISO-
levykuvan kansiosta ”vcsa”. 
Kun selainlisäosa on asennettu, avataan ISO-levykuvan juurikansiosta vcsa-
setup.html -tiedosto siihen selaimeen, johon lisäosa on asennettu ja jota halu-
taan käyttää asennuksen aikana. Kun selain kysyy, sallitaanko lisäosan suorit-
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taminen, vastataan ”kyllä”. Kun lisäosa on käynnistynyt, painetaan ”Install”-
painiketta. 
Itse vCenterin asennus on monivaiheinen ja se käydään läpi seuraavassa. 
Tarkemmat asennusnäkymät on esitelty liitteessä 3, VCenter-palvelimen 
asennuksen vaiheet. 
1. End User Licence Agreement: 
Hyväksytään ohjelmiston käyttöehdot ja painetaan ”Next”-painiketta. 
2. Connect to target server: 
Syötetään olemassa olevan kohdepalvelimen tietoihin alla olevat tiedot ja 
painetaan ”Next”-painiketta. 
a. palvelimen IP-osoite 
b. palvelimen pääkäyttäjän käyttäjätunnus 
c. palvelimen pääkäyttäjän salasana 
Hyväksytään isäntäkoneen sertifikaatti painamalla ”Yes”-painiketta. 
3. Set up virtual machine: 
Syötetään asennettavan vCenter-virtuaalipalvelimen tiedot ja painetaan 
”Next”-painiketta. 
a. vCenter-virtuaalipalvelimen nimi 
b. vCenterin pääkäyttäjän eli root-käyttäjän salasana 
4. Select deployment type: 
Valitaan ensimmäinen vaihtoehto, ”Install vCenter Server with an Embed-
ded Platform Services Controller”, ja painetaan ”Next”-painiketta. 
5. Set up Single Sign-on 
Luodaan uusi kirjautumispalvelin, ”Create a new SSO domain”: 
a. Syötetään kirjautumispalvelimen pääkäyttäjän salasana kahdesti. 
b. Luodaan uusi palvelin, esimerkiksi vsphere.local. 
c. Syötetään sijainnin nimi, esimerkiksi Cyberlab. 
d. Painetaan ”Next”-painiketta. 
6. Select appliance size: 
Valitaan asennettavan vCenter-kokoonpanon suuruus – Cyberlabin tapa-
uksessa ”Medium” – ja painetaan ”Next”. 
7. Select datastore: 
Valitaan tallennustila, johon vCenter halutaan asentaa, ja painetaan ”Next”. 
8. Configure database: 
Valitaan vaihtoehto ”Use an embedded database (vPostgres)” ja painetaan 
”Next”. 
9. Network settings: 
Syötetään vCenterin verkkoasetukset: 
a. Verkko:   VM Network 
b. IP-verkon tyyppi:  IPv4 
c. Verkon tyyppi:  static 
d. Syötetään vCenterin IP-osoite kahdesti. 
e. Syötetään käytetyn aliverkon peite 
f. Syötetään käytetyn verkon yhdyskäytävä 
g. Syötetään mahdolliset DNS-palvelimet pilkuin eroteltuina. 
h. Valitaan ajan synkronointiin ”Synchronize appliance time with ESXi 
host”. 
i. Laitetaan rasti ”Enable ssh” -ruutuun SSH-palvelun aktivoimiseksi. 
j. Painetaan ”Next”-painiketta. 
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Asennusohjelma varoittaa, että IP-osoitteen sijaan tulisi syöttää mieluum-
min kokonainen domain-nimi eli FQDN. Kuitataan varoitus painamalla 
”OK”-painiketta. 
10. Ready to complete: 
Tarkistetaan tehdyt asetukset ja painetaan ”Finish”-painiketta, jotta varsi-
nainen vCenterin asennusohjelma käynnistyy. 
 
Cyberlabin ensimmäisen vCenterin asetukset olivat kokeiluluontoiset ja niiden 
yhteenvetoa voidaan tarkastella kuvassa 5. 
 
 
Kuva 5. Cyberlabin ensimmäisen vCenterin asetusten yhteenveto, käytössä testiverkon IP-
osoitteet 
 
Kun asennusohjelma on viimeistellyt vCenter-virtuaalikoneen asennuksen on-
nistuneesti, tulee selaimen ikkunaan näkyviin asennusilmoitus. Asennusilmoi-
tuksessa kerrotaan muun muassa, missä osoitteessa vCenterin hallintapanee-
li on saatavilla: ja millä käyttäjätunnuksella siihen kirjaudutaan. Kuvassa 6 on 
esitelty Cyberlabin vCenterin asennusilmoitus. 
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Kuva 6. Cyberlabin ensimmäisen vCenterin asennusilmoitus ja kirjautumistiedot 
 
VCenter-virtuaalipalvelimen asennusvaiheet on esitetty kuvin liitteessä 3, 
VCenter-palvelimen asennuksen vaiheet. 
 
5.4.2 VCenterin datakeskusmääritykset 
VCenterin toimintaperiaate perustuu datakeskus- ja klusteriajattelulle, jossa 
palvelin- ja virtuaalikonekokonaisuuksille luodaan virtuaaliset datakeskukset ja 
palvelinklusterit vCenterin hallintapaneeliin. Tällä tavoin palvelimet ja virtuaali-
koneet saadaan ryhmiteltyä loogisiksi ja selkeiksi kokonaisuuksiksi, joiden hal-
litseminen on helpompaa kuin ryhmittelemättömien kokonaisuuksien. 
Cyberlabin palvelinkokonaisuutta varten luotiin ensin Cyberlab-niminen data-
keskus, jonka alle luotiin VSANCluster-niminen palvelinklusteri. Käytetyt pal-
velimet liitettiin VSANClusterin alaisuuteen, kuten myös itse vCenter-
virtuaalikone sekä myöhemmin testikäyttöä varten luotu Windows 2008 Server 
-virtuaalipalvelin. Kuva 7 havainnollistaa luotua hierarkiaa ja kuvassa 8 on esi-
telty hallintapaneelin tapahtumanäkymä, kun vCenteriin on tehty ensimmäiset 
vaadittavat määrittelyt. 
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Kuva 7. VCenterin palvelinhierarkia 
 
 
Kuva 8. VCenterin tapahtumanäkymä 
 
5.4.3 VMware VSAN 
Koska opinnäytetyöprojektin tarkoituksena oli laitteisiin perehtymisen ja niiden 
asentamisen lisäksi tutustua VMware Virtual SAN -ominaisuuteen, tuli vCente-
rin datakeskusasetukset määritellä siten, että VSANin käyttöönotto olisi mah-
dollinen. VSANin vaatimat toimenpiteet ja asetukset suoritettiin mukaillen oh-
jetta VMwaren ohjetietokannasta ”VMware Product Walkthroughs”, josta käy-
tettiin ohjetta ”Virtual SAN: 1. Configuring Virtual SAN” (21). 
 
5.4.4 VSANin verkkoasetukset 
Ohjeen mukaisesti VSANia konfiguroitaessa käytiin ensin jokainen VSANiin lii-
tettävä palvelin yksitellen läpi ja asetettiin niihin oikeat verkkoasetukset. Tämä 
tarkoittaa uuden VMkernel-sovittimen lisäämistä kullekin palvelimelle selain-
pohjaisen hallintapaneelin kohdassa Manage, Networking, VMkernel adap-
ters. 
Cyberlabin tapauksessa palvelimille lisättiin uusi sovitin jo olemassa olevasta 
virtuaalikytkimestä. Sovittimelle annettiin kuvaava nimi, VSAN Network, ja por-
tin asetuksista sille sallittiin pelkästään Virtual SAN -liikenne eli Virtual SAN 
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traffic. Lisäksi Virtual SAN -liikenteelle määriteltiin omat kiinteät IP-osoitteet 
Cyberlabin aliverkosta väliltä 21–24. 
 
5.4.5 VSANin tallennusasetukset 
Koska VSAN vaatii toimiakseen vähintään yhden SSD-levyn/flash-muistin se-
kä vähintään yhden tavallisen kovalevyn, annettiin jokaiselta palvelimelta oh-
jelmiston käyttöön yksi molempia. Täten mahdollistettiin VSANille riittävä mää-
rä sekä tallennustilaa että puskurimuistia. Koska VSAN-järjestelmä on kah-
dennettu toiminnan varmistamiseksi, lopulliseksi tallennustilaksi muodostui 
14,40 teratavua. Kuvassa 9 näkyy VSANin tila, kun järjestelmään on liitetty 
neljän palvelimen tallennustilat ja järjestelmä toimii normaalisti. 
 
 
Kuva 9. VSAN-järjestelmän tilanäkymä 
 
Kun halutaan lisätä VSANille tallennustila tai -tiloja, tulee ottaa huomioon, että 
kyseiset mediat eivät saa olla lisättynä palvelimen omaan käyttöön. Kun pal-
velimia käytetään ilman VSANia, on levyt lisättävä erikseen laitteen omaan 
käyttöön, mutta VSAN vaatii levyt täysin itselleen, joten mahdolliset palveli-
melle lisätyt levyt tulee tarvittaessa poistaa palvelimen käytöstä. Tämä onnis-
tuu tallennustilojen hallinnasta, jossa VSANin käyttöön haluttu tallennustila tu-
lee ensin irrottaa käskyllä ”unmount” palvelimesta, minkä jälkeen tallennustila 
poistetaan käskyllä ”delete” kokonaan palvelimen omasta käytöstä. 
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Kun VSANiin halutut tallennustilat ovat oikeassa tilassa, eli eivät palvelimen 
omassa käytössä, voidaan VSAN määritellä toimintakuntoon klusterin asetuk-
sista. Tämä tehdään vSphere Web Client -hallintapaneelin kautta klusterin 
asetuksista, josta valitaan ”Manage”-välilehti. Tämän jälkeen valitaan ”Set-
tings”-osio, mistä siirrytään ”Virtual SAN”-asetusten ”General”-osioon. Kun Vir-
tual SAN: General -asetukset ovat auki, painetaan näkymän oikeasta yläkul-
masta ”Edit”-painiketta. Tämä avaa yksinkertaisen asetusikkunan, jossa laite-
taan rasti ”Turn ON Virtual SAN” -ruutuun ja valitaan levyjen valintatavaksi 
manuaalinen eli ”Add disks to storage: Manual”. Asetukset tallennetaan pai-
namalla ikkunan oikeassa alakulmassa sijaitsevaa ”OK”-painiketta. Kuvassa 
10 on korostettu tarvittavien välilehtien ja asetusten sijainnit vCenterin hallin-
tapaneelissa. 
 
 
Kuva 10. VSANin perusasetukset vCenterin hallintapaneelissa 
 
Tämän jälkeen siirrytään General-välilehdeltä Disk Management -välilehdelle, 
jossa suoritetaan levyjen valinta. Helpoin tapa lisätä levyt VSANin käyttöön, 
on käyttää Claim disks -toimintoa, joka siirtää valitut levyt VSANin käyttöön ja 
luo samalla uuden levyryhmän, englanniksi disk group, valituille levyille. Ku-
vassa 11 on korostettu levyjen lisäämiseen tarvittavien välilehtien ja painikkei-
den sijainnit. 
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Kuva 11. VSANin levynhallintanäkymä vCenterin hallintapaneelissa 
 
Kun Claim disks -näkymä on avattu, voidaan sen kautta valita kaikki vapaana 
olevat levyt VSANin käyttöön yhdellä painalluksella. Levyt voidaan myös valita 
yksitellen, jos osalle levyistä on jo tiedossa jokin muu käyttötarkoitus. Kuvasta 
12 voidaan tarkastella Claim disks -näkymää Cyberlabin VSAN-
järjestelmässä. 
 
 
Kuva 12. Cyberlabin vCenterin Claim disks -näkymä 
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Kun levyt on valittu VSANin käyttöön ja asetukset tallennettu, on luotu VSAN-
tallennustila palvelinklusterin käytettävissä. Tallennustilaa voidaan käyttää 
esimerkiksi virtuaalipalvelimien asennussijaintina, kun tarvitaan mahdollisim-
man vakaata ja luotettavaa toimintakykyä. 
 
5.5 Valmiin järjestelmän testaaminen 
Tiedon keräämiseksi VSAN-järjestelmää tuli myös testata käytännössä. En-
simmäinen nopea ja yleiskatsauksen antava testi oli, kun yksi neljästä palve-
limesta sammutettiin. Kun VSAN rekisteröi, että yksi palvelimista ei ole toimin-
nassa, se antoi ilmoituksen verkkovirheestä ja VSANin käytössä ollut tallen-
nustila puolittui. 
 
5.5.1 Testaukseen käytetyn virtuaalipalvelimen asennus 
Koska eräs VSANin käyttötavoista on toimia virtuaalipalvelimien alustana, 
asennettiin perusteellisempaa testaamista varten datakeskukseen uusi Win-
dows Server 2008 -palvelin. Asennusta varten siirrettiin Windows Server 2008 
-asennustiedosto Cyberlab4-palvelimen vapaaksi jätetylle kovalevylle 
WinSCP-ohjelmalla. 
Kun tiedoston siirto oli valmis, luotiin palvelinklusteriin uusi virtuaalipalvelin 
nimellä ”Windows Server 2008”. Virtuaalikoneen sijainniksi valittiin Cyberlab4-
palvelin ja asennuspaikaksi kyseisellä palvelimella sijaitseva vsanDatastora-
ge-tallennustila. Asennussijaintia ja -tallennustilaa valitessa asennusohjelma 
tarkisti palvelimen ja tallennustilan sopivuuden virtualisointikäyttöä varten ja 
ilmoitti, että kyseinen kokoonpano on yhteensopiva käytettyyn tarkoitukseen. 
Uudelle virtuaalipalvelimelle valittiin yhteensopivuustasoksi ESXi 6.0 ja sitä 
uudemmat virtuaalikonetyypit, sillä testaamishetkellä kokoonpanossa oli käy-
tössä vain ESXi 6.0 -palvelimia. Virtuaalipalvelimelle määriteltiin myös käyttö-
järjestelmän tyyppi ja versio, jotta asennusohjelma tulkitsisi virtuaalikoneen 
oletusasetukset oikein. Tässä tapauksessa käyttöjärjestelmän tyypiksi valittiin 
Windows ja versioksi ”Microsoft Windows Server 2008 R2 (64-bit)”. 
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Asennuksen oleellisin vaihe oli asettaa virtuaalikoneelle oikeat virtualisoidut 
komponentit. Asennusohjelman valitsemat oletusasetukset olivat testaamista 
varten sopivat, joten testaamista varten tarvitsi muuttaa asetuksista vain 
CD/DVD-aseman tyypiksi käyttöjärjestelmän ISO-asennustiedosto eli ”Datas-
tore ISO File”. Valittaessa ”Datastore ISO File” asennusohjelma avaa ikkunan, 
jonka kautta etsitään palvelimelle WinSCP:llä siirretty asennustiedosto palve-
limen tallennustilasta. Kuvassa 13 on esitelty uuden virtuaalipalvelimen osien 
lopullinen kokoonpano ja kuvassa on korostettu oleellisin asetus, CD/DVD-
asema. 
 
 
Kuva 13. Uuden virtuaalipalvelimen virtualisoidut komponentit. 
 
Uuden virtuaalipalvelimen asennusmääritysten ollessa valmiit, asennusohjel-
ma siirtyy näkymään, josta tarkistetaan virtuaalipalvelimen tietojen yhteenveto 
ennen kuin itse virtuaalipalvelimen asennus aloitetaan painamalla ”Finish”-
painiketta. Kuvassa 14 esitellään yhteenvetonäkymä ja uuden Windows Ser-
ver 2008 -palvelimen lopulliset asennusmääritykset. 
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Kuva 14. Uuden virtuaalipalvelimen asennustietojen yhteenveto 
 
5.5.2 VSANin saatavuuden testaaminen 
Kun VSAN-tallennustilaan asennetun virtuaalipalvelimen asennusprosessi oli 
valmis, testattiin ensimmäisenä, että palvelin toimii normaalisti. Koska palvelin 
vastasi normaalisti esimerkiksi valikoiden ja asetusikkunoiden avaamiseen, 
pystyttiin sen toiminta ja vastausherkkyys toteamaan normaaleiksi. Kun en-
simmäinen palvelin ”Cyberlab1” sammutettiin, virtuaalinen Windows-palvelin 
jatkoi toimintaansa normaalisti. Kuvassa 15 näkyy fyysisten palvelimien tila 
vCenterin hallintanäkymässä sekä Windows-palvelimen konsoliyhteys, kun 
virtuaalipalvelin on toiminnassa. 
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Kuva 15. VSANin toiminnan testaaminen: ensimmäisen palvelimen virta on kytketty pois 
päältä. 
 
Testaamishetkellä vCenter-palvelin sijaitsi palvelimella Cyberlab2. Kun kysei-
nen palvelin kytkettiin pois päältä, sammui samalla myös palvelimien toimintaa 
valvovasta vCenter-virtuaalikoneesta. Kuitenkin virtualisoidun Windows-
palvelimen toiminta jatkui normaalina. Kuvassa 16 näkyy, kuinka vCenterin 
hallintapaneeli on lakannut toimimasta, mutta virtuaalisen Windows-
palvelimen toiminta on edelleen normaalia. 
 
 
Kuva 16. VSANin toiminnan testaaminen: toisen palvelimen virta on kytketty pois päältä. 
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Kun kolmas palvelin, Cyberlab3, kytkettiin pois päältä, lakkasi myös virtuaali-
nen Windows-palvelin vastaamasta. Ensin virtuaalipalvelimella auki olleet ik-
kunat muuttuivat ”Ei vastaa” -tilaan, minkä jälkeen koko palvelimen tilaksi 
muuttui ”inaccessible” eli “ei saatavilla”. Myös Cyberlab4-palvelin, jolla kysei-
nen Windows-virtuaalipalvelin sijaitsi, ilmoitti, että virtuaalikoneeseen ei enää 
saada yhteyttä, kuten kuvasta 17 voidaan nähdä. 
 
 
Kuva 17. VSANin toiminnan testaaminen: kolmannen palvelimen virta on kytketty pois päältä 
ja virtuaalipalvelin on lakannut vastaamasta. 
 
Testauksen lopuksi kaikki sammutetut palvelimet käynnistettiin uudelleen, ku-
ten myös Cyberlab2-palvelimen mukana sammunut vCenter-virtuaalipalvelin. 
Kun laitteet olivat käynnistyneet, toimivat ne täysin normaalisti. Myös vCenter 
ja VSAN olivat toimintakelpoisia, eivätkä antaneet virheilmoituksia toiminnas-
taan. 
Kun virtuaalinen Windows-palvelin käynnistettiin uudelleen, kysyi Windowsin 
käynnistysohjelma, halutaanko Windows käynnistää vikasietotilassa. Tällöin 
valittiin Windowsin normaali käynnistys, ja virtuaalipalvelin toimi normaalisti. 
Virtuaalipalvelimen tila vastasi käytännössä katsoen tilannetta, jossa palveli-
mesta olisi yllättäen katkennut virta esimerkiksi sähkökatkoksen vuoksi. Win-
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dows-palvelimella tehdyt toiminnot olivat jääneet tietokoneen muistiin, eivätkä 
esimerkiksi hävinneet sitä mukaa, kun fyysisiä palvelimia otettiin pois käytöstä 
yksi kerrallaan. 
 
5.5.3 Testauksen lopputulos 
Virtual SANin toiminnan testaamisen tulokset olivat melko selkeät. Fyysisistä 
laitteista voidaan sammuttaa 50 % ilman, että se vaikuttaa itse tallennusjärjes-
telmän toimintaan. Tämä testitulos oli myös odotettavissa, sillä VSANin tallen-
nustilat ovat peilatut, jolloin VSANiin tallennettu data tallennetaan kahdenne-
tusti kahteen eri sijaintiin, mikä on osa VSANin perusideaa. On myös huomat-
tava, että kun neljästä palvelimesta yksi, eli 25 %, on poissa käytöstä, varsi-
nainen tallennustila puolittuu jo tällöin. Tämä johtuu siitä, että järjestelmä ei 
kykene peilaamaan tallennustilojaan täydellisesti, kun isäntäpalvelimia tai käy-
tettäviä kovalevyjä on pariton määrä. 
Tulosten perusteella VSAN on toimiva ratkaisu myös suuremmissa palve-
linympäristöissä. Tehokkaimmillaan järjestelmä on, kun siihen liitettyjä palve-
limia on parillinen määrä, mutta kuten VSANin minimivaatimuksista voidaan 
päätellä, järjestelmä on käytännöllinen myös parittomalla määrällä palvelimia. 
VSANin toiminnan ehtona on, että siihen liitettyjä palvelimia on vähintään kol-
me kappaletta, mutta kuten testeistä voidaan nähdä, palvelimien määrän pie-
netessä neljästä kolmeen, VSAN-tallennustilan koko puolittui. Tämä osoittaa, 
että yhden liitetyn palvelimen tallennustila menee ikään kuin hukkaan, kun sil-
le ei ole kahdennusparia. 
Kun pohditaan kysymystä, riittääkö 50 prosentin viansietokyky, voidaan tode-
ta, että useimmissa ympäristöissä se riittää. Cyberlabin tapauksessa 50 % 
tarkoittaa kahta palvelinta ja jo tässä tapauksessa olisi erittäin epätodennä-
köistä, että kahteen tai useampaan laitteeseen tulisi laiterikko samanaikaises-
ti. Mitä suuremmista ympäristöistä on kyse, sitä pienemmällä todennäköisyy-
dellä on mahdollista, että käytetyistä laitteista yli 50 % lakkaisi samalla kertaa 
toimimasta. 
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6 TULOSTEN TARKASTELU JA JATKOKEHITYS 
6.1 Kohdatut ongelmatilanteet ja niiden ratkaisut 
Opinnäytetyötä tehdessäni kohtasin useita erilaisia ongelmatilanteita, joiden 
ratkaisemiseen kului suurin osa opinnäytetyöhön käytetystä ajasta. Kuitenkin, 
kun olin löytänyt ratkaisun tai oikean toimintatavan kohtaamaani ongelmatilan-
teeseen, se ei enää häirinnyt työn jatkamista. Löydetty korjaus oli myös help-
po toistaa tarvittaessa, esimerkiksi silloin, kun palvelimet tuli asentaa uudes-
taan ohjelmistoversiota vaihdettaessa. Ratkaisujen oppiminen ja omaksumi-
nen oli helppoa pitämäni oppimispäiväkirjan ansiosta, johon kirjasin työtä teh-
dessäni kohtaamani ongelmatilanteet ja kuinka päädyin ongelman korjaavaan 
ratkaisuun. 
Ensimmäinen kohdattu tilanne, jossa kaikki ei mennyt odotusten mukaan, oli, 
kun aloitettiin ESXi-järjestelmien asentaminen palvelimiin. Tuolloin huomattiin, 
että kovalevyt eivät näkyneet odotusten mukaisesti, ja tilanteen tarkastelun 
jälkeen todettiin, että niin sanottu ongelma oli palvelimien RAID-asetuksissa. 
Tilanne korjattiin muuttamalla kovalevyjen RAID-asetukset opinnäytetyön ai-
heeseen sopiviksi. Kovalevyjen alkuperäiset asetukset ja ongelman korjaus on 
esitelty tarkemmin kappaleessa 5.2, Palvelimien asennus. 
Koska jo opinnäytetyön alussa oli tiedossa, että työssä tullaan käsittelemään 
ja testaamaan VSAN-järjestelmää, tuli seuraava ongelma eteen hyvin pian 
ESXi-palvelimien asennuksen jälkeen. VSAN vaatii toimiakseen flash-
muisteja, ja palvelimien SSD-levyt näkyivät sekä vSpheressä että vCenterissä 
perinteisinä kovalevyinä. VMwaren julkaisuista löytyi onneksi ohjeet levyn 
esiintymistyypin vaihtamiseen ja ESXin komentorivikäskyihin perehtymisen 
jälkeen SSD-levyt saatettiin muuttaa näkymään oikeanlaisina. Tämä vaihe on 
esitelty tarkemmin kappaleessa 5.3.2, ESXi-palvelimien tallennusmediat. 
Kun oli päästy vaiheeseen, jossa VSAN oli tarkoitus ottaa käyttöön asenne-
tuissa palvelimissa, huomattiin, että VSANin konfigurointi ei onnistu ohjeiden 
noudattamisesta huolimatta. Lopulta päädyttiin kokeilemaan vSphere Enter-
prise Plus -versiota siihen asti käytetyn vSphere Standard -version sijaan. Kun 
Enterprise Plus oli saatu asennettua, myös VSAN alkoi toimia. 
Koska vSphere Enterprise Plus -versioon vaihdettaessa myös vSpheren ver-
sionumero vaihtui 5.5:stä 6.0.0:aan, oli uuden vCenterin asentamisessa myös 
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ongelmia. Version 6 ollessa niin tuore, sillä se julkaistiin 12.3.2015, ei siitä ol-
lut valmista OVA-näköistiedostoa, jonka kautta vCenterin asentaminen olisi 
onnistunut nopeasti ja helposti. Koska minulla ei ollut kokemusta vCenterin 
asentamisesta alusta asti, tuli tämäkin asia selvittää perin pohjin ennen kuin 
sain uuden vCenterin toimimaan Cyberlabin järjestelmässä. Ensin kokeilin ir-
rottaa OVA-tiedoston vCenterin Linux-asennustiedostosta. Kuitenkin asennus-
tiedostosta irrotetun tiedoston kautta asennettu palvelin olisi vaatinut tarkan 
perehtymisen vCenterin verkko- ja porttiasetuksiin komentorivin kautta, jotta 
sen olisi saanut toimimaan vSphere-palvelimien kanssa. Tämän vuoksi päätin 
kokeilla vCenterin asentamista alusta asti, mikä lopulta onnistuikin hyvin, kun 
olin löytänyt oikean asennustiedoston Linux-asennustiedostosta. 
Kun vSphere-järjestelmä oli asennettu käyttäen oikeaa versiota ja vCenter oli 
toimintakunnossa, yritettiin jälleen kerran saada Virtual SANia käyttöön. SSD-
levyjen tyypin vaihtaminen oli onnistunut, samoin kuin uuden virtuaalikytkimen 
luominen VSAN-liikenteelle, mutta kun tallennustiloja yritettiin määrätä VSA-
Nin käyttöön, ei VSAN pystynyt ottamaan yhtäkään levyä käyttöönsä. Tämä 
johtui siitä, että levyt oli asetettu palvelimen omaan käyttöön ja alustettu palve-
limelle sopiviksi. Tilanne korjaantui, kun levyt irrotettiin palvelimen käytöstä ja 
poistettiin palvelimen tallennustilalistalta. Tämä vaihe on esitelty tarkemmin 
kappaleessa 5.4.5, VSANin tallennusasetukset. 
Viimeiset ongelmat kohdattiin, kun palvelimien verkko-osoitteet vaihdettiin jär-
jestelmän liittämiseksi koulutusohjelman omaan verkkoon. Ensin vCenterin 
oman IP-osoitteen vaihtaminen ei onnistunut, jolloin ESXi-palvelimet ja vCen-
ter eivät olleet enää yhteydessä toisiinsa. Koska käytettävissä ei ollut paljoa 
aikaa, edellinen vCenter poistettiin kokonaan ja asennettiin uudestaan niin sa-
notusti puhtaana asennuksena. Kun ESXi-palvelimet lisättiin uuden vCenterin 
alaisuuteen, vCenter havaitsi aiemmin määritellyn VSAN-järjestelmän ja antoi 
vaihtaa VSANin käyttämät IP-osoitteet oikeaan aliverkkoon. 
Kuitenkaan VSAN ei enää toiminut normaalisti, vaikka päällisin puolin VSANin 
omat asetukset ja VSAN-liikenteen virtuaalikytkimen asetukset olivat kunnos-
sa. Tämän vuoksi VSANin tallennustilaan asennettu Windows-palvelin siirret-
tiin pois VSANista, poistettiin kaikki VSANin määritykset vCenteristä ja aloitet-
tiin VSANin käyttöönotto alusta. Kun VSANille oli luotu uusi virtuaalikytkin ja 
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halutut levyt oli asetettu uudestaan VSANin käyttöön, järjestelmä toimi jälleen 
ilman ongelmia. 
 
6.2 Saadut tulokset 
Opinnäytetyön päätavoitteena oli esitellä Cyberlabin aktiivilaitteet ja toissijai-
sena tavoitteena oli tutustua VMware Virtual SAN -järjestelmän toimintaan. 
Ensimmäisen tavoitteen tuloksena on tämä opinnäytetyö ja sen kappale 4, 
Fyysiset laitteet, sekä liite 1, Valokuvat Cyberlabin laitteista. Näiden muodos-
tama kokonaisuus antaa hyvän yleiskäsityksen laboratorioon hankituista lait-
teista ja niiden ominaisuuksista. 
Virtual SANin testaus onnistui odotetusti ja sen käytöstä saatiin tarpeeksi kat-
tava yleiskuva. Kuitenkin VSAN on järjestelmänä erittäin kallis, sillä se vaatii 
alleen vSphere Enterprise Plus -järjestelmän, jonka myyntihinta on Yhdysval-
loissa 3 145,00 €. Esimerkiksi vSphere Standard -järjestelmän myyntihinta on 
894,50 €, eli Enterprise Plus -version hankintahinta olisi jo 3,5 kertaa kalliimpi 
kuin Standard-version. (22.) Myös itse Virtual SANin lisenssi on erittäin hinta-
va, sillä sen hinta määräytyy käytössä olevien prosessorien määrän mukaan 
(23). Kun käytössä on neljä palvelinta, joissa kussakin on kaksi prosessoria, 
tulee prosessorien kokonaismääräksi kahdeksan. Vuonna 2014 Virtual SANin 
hinta prosessoria kohden oli $ 2 495,00, eli VSANin lisenssin hankintahinnaksi 
tulisi yhteensä $ 19 960,00. Järjestelmän kokonaishinnan vuoksi VSANia ei 
tulla käyttämään jatkossa Cyberlabissa. 
Cyberlabin tapauksessa VSAN ei myöskään toisi huomattavaa etua verrattuna 
siihen, että tallennustiloissa käytettäisiin esimerkiksi RAID-teknologiaa datan 
varmentamiseksi. Samantyyppisen ratkaisun saisi käyttämällä levyissä esi-
merkiksi RAID1-asetusta. RAID-ohjelmisto on jo toimitettu palvelimien muka-
na, joten RAIDia käytettäessä ei syntyisi lisäkustannuksia. Jos tulevaisuudes-
sa päädytään käyttämään RAIDia levyjen varmentamiseen, tulee kuitenkin ot-
taa huomioon, että levyjen varmennus toimii perusasetuksilla vain yksittäisen 
palvelimen sisällä, eli data ei varmennu esimerkiksi palvelimelta A palvelimelle 
B. 
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6.3 Cyberlabin jatkokehitys 
Cyberlabin palvelimien lopullinen järjestelmä jää koulutusohjelman päätettä-
väksi ja lopulliseen ratkaisuun tulee vaikuttamaan ratkaisun hinta, tietoturva ja 
käytännöllisyys laboratorion lopulliseen käyttötarkoitukseen nähden. VMwaren 
ohjelmistoympäristö on monipuolinen virtualisointialusta, minkä vuoksi sitä voi-
taisiin harkita käytettäväksi Cyberlabin lopullisessa kokoonpanossa. Kuitenkin 
tätä varten tulee huomioida ratkaisun kustannukset ja se, että laboratorion 
ESXi-palvelimiin tulee asentaa vSphere Standard -versio Enterprise Plus -
version tilalle, jos päätetään jatkaa VMwaren ohjelmistoilla. Laboratoriossa 
voidaan myös testata esimerkiksi Windows-ympäristöä ja vapaan lähdekoodin 
ympäristöjä, jotta löydetään järjestelmä, jonka hinta-laatu-käytettävyyssuhde 
olisi mahdollisimman tasapainossa. 
Jos Cyberlabissa päädytään käyttämään VMwaren ohjelmistoja, voisi se tuo-
da esimerkiksi Virtualisointi-kurssille lisäsisältöä ja laajemman opetusympäris-
tön. Lisäksi Cyberlabissa ei ole ehdottomia vaatimuksia sen suhteen, että pal-
velimilla tulisi olla oma vCenter-hallintapalvelin, vaan palvelimia voisi mahdol-
lisesti hallita koulutusohjelman verkossa jo valmiiksi olevalla vCenter-
palvelimella. Uuden vCenter Standard -järjestelmän hankintahinta kuitenkin on 
Yhdysvalloissa 4 495,00 € (22.), mikä lisäisi Cyberlabin kokonaiskustannuksia 
huomattavasti. 
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VALOKUVAT CYBERLABIN LAITTEISTA 
 
 
Kuva 1. Dell PowerEdge R720xd -palvelimen takaosa 
 
 
Kuva 2. Dell PowerEdge R720xd -palvelimen etuosa 
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Kuva 3. Dell PowerEdge R720xd -palvelimen etuosan vasen reuna 
Kuva 4. Dell PowerEdge R720xd -palvelimen etuosan oikea reuna 
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Kuva 5. Dell N4032F -kytkimen kytkinpaneeli 
 
 
Kuva 6. KVM-kytkimen etupaneeli 
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Kuva 7. HP TFT7600-hallintalaite 
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KUVASARJA: SSH-PALVELUN KÄYNNISTÄMINEN VSPHERE VIEWERIN KAUTTA 
SSH-yhteyden käyttäminen on oleellinen osa palvelimien hallintaa, sillä sitä 
kautta voidaan muun muassa antaa palvelimelle käskyjä komentorivin kautta 
tai siirtää tiedostoja samaan verkkoon liitetyltä tietokoneelta palvelimelle. Täs-
sä liitteessä esitetään kuvien avulla, kuinka ESXi-palvelimien SSH-palvelu 
otetaan käyttöön vSphere Viewer -työpöytäohjelman kautta. 
Kun vSphere Vieweriin on kirjauduttu halutun palvelimen IP-osoitteella ja pää-
käyttäjän käyttäjätunnuksilla, avataan vSphere Vieweristä Configuration-
välilehti. Configuration-näkymästä valitaan vasemmalta ”Security Profile”, 
minkä jälkeen klikataan oikeasta yläkulmasta ”Properties”-linkkiä. Kuvassa 1 
on korostettu edellä mainittujen asetusten sijainnit. 
 
 
Kuva 1. VSpheren hallintanäkymä, josta on korostettu tarvittavat välilehdet ja linkit. 
 
Kun Services Properties -ikkuna on avattu, siirrytään palvelulistassa alaspäin, 
kunnes tullaan kohtaan ”SSH”. Tämän jälkeen klikataan SSH-palvelun palkkia 
ja avataan palvelun asetukset painamalla ”Options”-painiketta. Kuvassa 2 on 
korostettu SSH-palvelu ja Options-painikkeen sijainti. 
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Kuva 2. Palveluiden ominaisuudet -ikkuna (Services Properties) 
 
Kun SSH-palvelun asetusikkuna on auki, asetetaan palvelu käynnistymään 
automaattisesti palvelimen käynnistyessä (”Start and stop with host”) ja käyn-
nistetään itse palvelu manuaalisesti painamalla Start-painiketta. Tämän jäl-
keen tallennetaan asetukset painamalla OK-painiketta. Kuvassa 3 näkyvät 
tarvittavien asetusten ja painikkeiden sijainnit korostettuina. 
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Kuva 3. SSH-palvelun asetusikkuna 
 
Kun on poistuttu SSH-palvelun asetusikkunasta, tallennetaan tehdyt muutok-
set vielä kerran painamalla OK-painiketta kuvan 2 Services Properties -
ikkunassa. 
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KUVASARJA: VCENTER-PALVELIMEN ASENNUKSEN VAIHEET 
 
 
Kuva 1. VCenter-asennusohjelman aloitussivu 
 
 
Kuva 2. End User License Agreement, käyttöehtojen hyväksyminen 
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Kuva 3. Connect to target server, isäntäpalvelimeen yhdistäminen 
 
 
Kuva 4. Kuitattava varoitus isäntäpalvelimen sertifikaatista 
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Kuva 5. Set up virtual machine, uuden vCenter-virtuaalipalvelimen perusasetukset 
 
 
Kuva 6. Select deployment type, vCenter-järjestelmän asennuksen taso 
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Kuva 7. Set up Single Sign-on, kirjautumispalvelimen määritykset 
 
 
Kuva 8. Select appliance size, vCenter-kokonaisuuden laajuus 
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Kuva 9. Select datastore, vCenterin asennussijainnin valitseminen 
 
 
Kuva 10. Configure datastore, käytettävän tietokannan valinta 
 
Liite 3, 6/7 
 
 
Kuva 11. Network settings, vCenterin verkkoasetukset 
 
 
Kuva 12. Kuitattava varoitus koskien IP-osoitteen käyttöä 
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Kuva 13. Ready to complete, asennuksen yhteenvetosivu ennen asennuksen aloittamista 
 
 
Kuva 14. Asennuksen valmistumisilmoitus 
