Regression problems that have closed-form solutions are well understood and can be easily implemented when the dataset is small enough to be all loaded into the RAM. Challenges arise when data are too big to be stored in RAM to compute the closed form solutions. Many techniques were proposed to overcome or alleviate the memory barrier problem but the solutions are often local optima. In addition, most approaches require loading the raw data to the memory again when updating the models. Parallel computing clusters are often expected in practice if multiple models need to be computed and compared. We propose multiple learning approaches that utilize an array of sufficient statistics (SS) to address the aforementioned big data challenges. The memory oblivious approaches break the memory barrier when computing regressions with closed-form solutions, including but not limited to linear regression, weighted linear regression, linear regression with Box-Cox transformation (Box-Cox regression) and ridge regression models. The computation and update of the SS arrays can be handled at per row level or per mini-batch level. And updating a model is as easy as matrix addition and subtraction. Furthermore, the proposed approaches also enable the computational parallelizability of multiple models because multiple SS arrays for different models can be computed simultaneously with a single pass of slow disk I/O access to the dataset. We implemented our approaches on Spark and evaluated over the simulated datasets. Results showed our approaches can achieve exact solutions of multiple models. The training time saved compared to the traditional methods is proportional to the number of models need to be investigated.
I. INTRODUCTION
Linear regression, weighted linear regression, linear regression with Box-Cox transformation (Box-Cox regression) and ridge regression have powered the society in many respects by modeling the relationship between a scalar response variable and explanatory variable(s). From housing price prediction to stock price prediction, and from face recognition to marketing analysis, the related applications span a wide spectrum [1] - [3] . After entering the big data era, these regression models are still prevalent in academia and industry. Even though more advanced models, such as XGBoost and deep learning, have seen significant successes lately, the regression models continue their impact in many fields due to their transparency, reliability and explainability [4] , [5] . However, it is not easy to compute these models if the dataset is massive. Closed-form solutions would be impossible if the physical memory cannot hold all the data or the intermediate results needed for the computation. And trade-offs must be made between the accuracy and the time if the iterative methods should to be applied. Hence, it is of high value to propose a set of big-data oriented approaches that can preserve the benefits of linear, weighted linear, Box-Cox and ridge regression.
For linear regression, academia and industry resort to two major techniques, ordinary least squares (OLS) and the iterative methods. The OLS method is designed to calculate the closed-form solution [6] . By solving the normal equation, OLS can immediately derive the solution from the data. The normal equation consists of (X ⊤ X) −1 , if X ⊤ X is singular, the normal equation will become unsolvable. One solution is to use generalized inverse [7] - [9] . Although OLS is efficient time-wise in deriving the closed-form solution, it also introduces the memory barrier issue in that the RAM needs to be big enough to store the entire dataset to solve the equation. To overcome the memory barrier, the distributed matrix could be applied to perform the calculation as a remedy [10] . But the time cost makes this algorithm infeasible nevertheless. Due to this reason, the applications of this technique are limited. And another technique, the iterative methods, which include gradient descent, Newton's method and Quasi-Newton's method, are commonly used to provide approximate solutions. [11] , [12] .
Gradient descent, also known as steepest descent, targets to find the minimum of a function. It approaches the minimum by taking steps along the negative gradient of the function with a learning rate proportional to the gradient. It is more universal than OLS as the variations, such as mini-batch gradient descent and stochastic gradient descent, overcome the memory barrier issue by performing a calculation in small batches instead of feeding all the data into memory at once [13] . But, gradient descent oscillates around the minimum region when the algorithm gets close to the minimum. And its asymptotic rate of convergence is inferior to many other iterative methods. If an easier approach to the minimum or higher asymptotic rate of convergence is demanded, Newton's method is an alternative.
Newton's method is a root-finding algorithm, utilizing the Taylor series. To find a minimum/maximum, it needs the knowledge of the second derivative. Unlike gradient descent, this strategy enables Newton's method to approach the extrema/optima more easily rather than oscillations. Besides, it has been proven that Newton's method has the quadratic asymptotic rate of convergence. However, this algorithm is faster than gradient descent only if the Hessian matrix is known or easy to compute [12] . Unfortunately, the expressions of the second derivatives for large scale optimization problem are often complicated and intractable.
Quasi-newton methods, for instance, DFP, BFGS and L-BFGS, were proposed as alternatives to Newton's method when the Hessian matrix is unavailable or too expensive to calculate [14] - [16] . Instead of inverting the Hessian matrix in Newton's method, quasi-newton methods build up an approximation for the inverse matrix to reduce the computational load. With this mechanism, quasi-newton methods are usually faster than Newton's method for large datasets. In linear regression, L-BFGS, a variation of BFGS, is one of the most widely used quasi-newton method [17] . Generally, L-BFGS outperforms gradient descent in linear regression.
For the aforementioned approaches, the majority of them require multiple pass through the dataset. Donald Knuth proposed an efficient solution which requires only singlepass through the dataset, however, this approach is only applicable for variance computation [18] .
Weighted linear regression is a more generalized version of linear regression by quantifying the importance of different observations [19] . A weighted version of OLS is designed to obtain the corresponding closed-form solution. The iterative methods with slight modifications are also applicable to weighted linear regression [20] .
For Box-Cox regression, it is linear regression with the response variable changed by Box-Cox transformation [21] , [22] . The design philosophy of Box-Cox regression is to handle non-linearity between the response variable and explanatory variables by casting power transformation on the response variable. Naturally, approaches for linear regression are applicable to Box-Cox regression.
As linear regression is deficient in handling highlycorrelated data, ridge regression is then proposed [23] . The basic idea of ridge regression is to add a ℓ 2 penalty term to the error sum of squares (SSE) cost function of linear regression [23] , [24] . A constrained version of OLS can solve this problem, producing similar closed-form solution. The only difference is that the (X ⊤ X) −1 component from OLS is substituted by (X ⊤ X + λI) −1 , where λ is the coefficient of ℓ 2 penalty, and I is the identity matrix. By means of λI, the constrained OLS no longer has to deal with the singularity issue but the memory barrier issue from OLS remains. Gradient descent, Newton's method and quasinewton methods as well can be applied [11] , [12] , [25] .
From the above discussions, it can be concluded that research gaps remain in the following two perspectives: (i) OLS and its extended versions are difficult in handling the memory barrier issue; and (ii) The iterative methods are time inefficient and require many iterations to well-train regression models. In addition, parameter tuning is inevitable under most conditions. It may probably take several days or even weeks for large scale projects to accomplish the desired performance goals of models. For Box-Cox regression or ridge regression, the situation gets worse as a set of power or ridge parameters are usually applied to pick the best one, which, of course, also multiply the time cost [26] .
In order to integrate the pros of OLS based approaches that use closed-form solutions to produce the exact results and the iterative methods that overcome the memory barrier, we propose multiple learning approaches that utilize sufficient statistics (SS). The main contributions of our algorithms are summarized as below:
• We introduced a SS array which can be computed at per row or per mini-batch level for calculating closed-form solutions. • Once the closed-form solutions are obtained, the optimums are found, i.e., the prediction performance is at least as good as OLS. • With SS, the datasets stored in the large secondary storage, such as HDD or SSD, needs to be loaded to the primary storage one time only. The time efficiency is therefore greatly improved in contrast to the iterative methods that require multiple slow disk I/Os. • Because multiple SS arrays for different models can be computed simultaneously, multiple models can be computed and updated with a single pass of the entire dataset with one iteration of slow disk I/Os.
II. BACKGROUND CONCEPTS
For regression analysis, not only the estimators of the regression model coefficientsβ are required, but also the estimators of variance σ 2 and the variance-covariance matriceŝ V(β) should be computed for significant test. For the ease of presentation, necessary notions and notations closely relevant to linear regression, weighted linear regression, Box-Cox regression and ridge regression are explained below.
A. Linear Regression
Assume the dataset contains n observations each of which has p − 1 features. Consider a linear regression model
where y = (y 1 , y 2 , . . . , y n ) ⊤ is a n × 1 vector of the response variables, X = (x ⊤ 1 , x ⊤ 2 , . . . , x ⊤ n ) ⊤ is a n × p matrix of explanatory variables, β = (β 0 , β 1 , . . . , β p−1 ) ⊤ is a p × 1 vector of regression coefficient parameters, and ε = (ε 1 , . . . , ε n ) ⊤ is the error term which is a n × 1 vector following the normal distribution N (0, σ 2 I).
Linear regression is usually solved by maximizing loglikelihood function (2) .
where · 2 is an ℓ 2 norm. The estimators of model coefficients, variance and variance-covariance matrix are shown in (3) .
Note that x ⊤ 1 , x ⊤ 2 , . . . , x ⊤ n are all known observations. This means, the value of x j i can be easily computed and included as an explanatory variable in equation (1) . As a result, this approach can also be used to fit polynomial regressions models, in addition to linear regression models.
B. Weighted Linear Regression
The weighted linear regression is similar to linear regression, except it assumes all the off-diagonal entries of the correlation matrix of the residuals are 0. By means of minimizing the corresponding SSE cost function in (4), the estimators of the model coefficients, variance and variancecovariance matrix are shown in (5) .
where W is a diagonal matrix of weights.
C. Box-Cox Regression
Box-Cox regression model is a linear regression model with an additional power transformation on the response variable, as shown in (6) .
where y (c) is the element-wise power transformation defined in (7) .
Normally, a set C of power parameters are applied to the response variable. In this case, for every c ∈ C, the one maximizes the profile loglikelihood (8) is chosen as the best power parameter.
The estimator of the model coefficients, variance and variance-covariance matrix for Box-Cox regression arê
D. Ridge Regression
Ridge regression is linear regression with an ℓ 2 penalty term added. The corresponding SSE cost function is:
where λ is a non-negative tuning parameter used to control the penalty magnitude. For any λ ≥ 0, (10) can be analytically minimized, yielding the estimator of β aŝ
III. METHODOLOGY
The main goal is to find approaches that are able to overcome the memory barrier issue of closed-form solutions and make them as widely applicable as the iterative methods in big data. In pursuit of this goal, the array of sufficient statistics (SS) is formally defined. And SS based multiple learning algorithms are proposed in this section.
A. Sufficient Statistics Array
SS array is an array of sufficient statistics used to calculate the estimators of the models and the loglikelihood function (or SSE cost function) without a second visit to the dataset. It's inspired by the computation-wise row-independent of the equivalent forms of (3) of linear regression [27] , [28] .
Rewrittingβ from (3) in (12), n i=1 x ⊤ i x i is computationwise row independent, i.e., for any two observations x i1 and x i2 , calculating the summation of
Inspired by this thought, the array of SS is formally defined as follows. Definition 1. Sufficient statistics (SS) array is an array of sufficient statistics that computed at per row level or per mini batch level from the dataset and can be used to compute the estimators of the model coefficientsβ, the variance σ 2 , the variance-covariance matricesV(β) and the loglikelihood (or SSE cost function) without revisiting the dataset.
B. Linear Regression
Based on (2) and (3), S lr is presented as an array of SS for linear regression.
where s yy,i = y 2 i is a scalar, s xy,i = x i y i is a p × 1 vector, and S xx,i = x i x ⊤ i is a p × p matrix. By (13) , we obtain the followinĝ
Theorem 1. S lr is an array of SS for linear regression to deriveβ,σ 2 ,V(β) and L lr (β, σ 2 ).
Proof: From (13), the loglikelihood can be expressed as a functin of S lr .
which only depends on SS for linear regression.
To accelerate the computation, row-by-row calculation could be optimized by batch-by-batch computation, i.e.
x ⊤ i x i could be written in the form of batch:
where m denotes the total number of batches, s xx denotes SS array in batch k. y k is a m k × 1 vector, X k is a m k ×m k array and m k is the batch size for batch k. The multiple learning approach for linear regression algorithm by mini-batch is shown in Algorithm 1.
C. Weighted Linear Regression
Weighted linear regression uses weights to adjust the importance of different observations. Therefore, the SS array S wls for weighted linear regression is slightly different.
where s wyy,i = w i y 2 i is scalar, s wxy,i = x i w i y i is a p × 1 vector, and S wxx,i = w i x i x ⊤ i is a p × p matrix. The estimators are re-expressed as follows:
Theorem 2. S wlr is an array of SS for weighted linear regression to derive the estimators ofβ w , σ 2 w ,V(β w ) and SSE wls (β w ).
Proof: From (17), (4) can be expressed as a function of the SS array
which only depends on SS for weighted linear regression.
Similar to multiple learning approach for linear regression algorithm, calculating SS batch by batch is also feasible.
where W k is a m k × m k diagonal weight matrix in batch k.
The multiple learning approach for weighted linear regressoin is shown in Algorithm 2.
D. Box-Cox Regression
Box-Cox regression requires a power transformation on the response variable. Commonly, a set C of power parameters are applied. And the c maximizes the (8) is picked as 
where s c,yy,i = y 
which only depends on SS for Box-Cox linear regression.
Batched version of SS for any c ∈ C is shown in (24) .
Algorithm 3 Box-Cox Regression with Sufficient Statistics
Input: batch by batch of the entire dataset Output:β best ,σ 2 best andV(β best )
s c,yy = 0, s c,xy = 0 4: end for 5: for k ← 1 to m do 6: Compute S xx based on (24) 7:
for c ∈ C do 
where y
k is a m k × 1 vector in batch k. The SS-based Box-Cox regression algorithm by minibatch is presented in Algorithm 3.
E. Ridge Regression
Although ridge regression requires a set D of ridge parameters, the SS array is re-usable to all ridge parameters and could be borrowed directly from linear regression.
Let S ridge = S lr , for every λ ∈ D, the corresponding estimatorsβ λ ,σ 2 λ ,V(β λ ) and the SSE cost function are: Compute SSE ridge and ridge trace 10: end for 11: returnβ best ,σ 2 best andV(β best ) by ridge trace
The best λ is selected by the ridge trace method.
Theorem 4. S ridge is the SS array for ridge regression.
Proof: From (25), (10) could be expressed as
which only depends on SS for ridge regression. The batched version for SS is also identical to that of linear regression. The corresponding algorithm is presented in Algorithm 4.
IV. EXPERIMENTS
To evaluate the proposed multiple learning algorithms, extensive experiments were conducted on a four-node Spark cluster. All the algorithms were implemented and tested on Spark. 
A. Setup
The 4-node Spark cluster was configured with 1 master node and 3 worker nodes. The hardware specs of each of the four computers are shown in Table I . 1) Data Simulation: To understand how massive datasets could impact the computing, we simulated 3 datasets with 0.6 million, 6 million and 60 million observations. The sizes of these datasets are approximately 1GB, 10GB, and 100GB. Generally, the 1GB and 10GB datasets can be loaded into memory easily. However, the 100GB dataset cannot be entirely loaded into the memory at one time. Each row of the data has 100 features for the experiments and all the features are of double type and continuous variables. In each response y, the corresponding error follows the normal distribution, i.e. ε ∼ N (0, I). Additionally, another 3 similar datasets are generated with all the responses set to be positive for proper Box-Cox regression.
2) Experiment Design: We designed two experiments, one for time performance and the other for prediction quality, to compare the results between the multiple learning algorithms and the traditional ones on Spark.
Experiment I: Time Performance Comparison
The first experiment is to evaluate the time used for training different models. In this experiment, we compared the time performance of the multiple learning approaches with the traditional approaches. For the multiple learning approaches, we measured the time performance with regard to different batch sizes.
Experiment II: Prediction Quality Comparison
To experimentally support that our algorithms are as accurate as OLS algorithms with one pass through the datasets, we compared our algorithms with the traditional ones. In this experiment, we used 1GB, 10GB, and 100GB as the training sets and an additional 0.2GB, 2GB and 20GB data for testing (the testing sets are sampled in accordance with the same strategy for the generation of the training sets). To compare the prediction quality, Mean Squared Error (MSE), defined in equation (28), is used as performance matircs.
where y i is the real value for observation i andŷ i is the predicted value, n is the total number of observations. Table II and Table III show the results of two experiments.
B. Results

Experiment I: Time Performance Comparison
Based on the results from Table II , the training time of our methods is twice efficient than that of the traditional ones on Spark. However, it's mainly ascribed to the embedded model summary functionality of Spark which requires a second visit to the dataset. Excluding this factor, the performance of our algorithms are nearly the same as the traditional ones on Spark. But for model training with multiple parameters (e.g. model selection) from a set of candidate models, the proposed multiple learning has a great advantage. As is shown in Table II , the computation time needed to perform traditional Box-Cox and ridge regression are affected drastically by the number of power parameters and ridge parameters. In contrast, the time overhead of the proposed multiple learning algorithms increased marginally by computing multiple parameters (or multiple models) simultaneously with multiple SS arrays. In Table II , our approaches are almost 20 times faster than the traditional approaches on Spark when computing 31 Box-Cox models or 20 Ridge regression models for the batch size = 1. Speed-up factors can be further increased to around 27 if we increased the batch size to 128, i.e. the sufficient statistical arrays are updated every 128 rows. Essentially, the training time saved with the multiple learning approach is proportional to the number of models needed to train.
It is also evident in Table II that bigger batch size also decreases the training time. The effect of batch size becomes more significant when the data size is larger. Comparing batch size of 128 against batch size of 1, the time reduction for data size of 1GB, 10GB and 100GB dataset are approximately 16%, 22%, and 30%, respectively. It can be inferred that more time is likely to be saved with bigger batch size for larger datasets.
From experiment I, we conclude that if model selection is needed for a given large scale dataset, the proposed multiple learning approach can significantly outperform the traditional approaches by reducing the disk I/Os to one time. This feature is highly desirable when multiple models need to be calculated and compared in real life applications.
Experiment II: Prediction Quality Comparison Table III shows the prediction quality, using MSE, for the multiple learning approaches and the traditional ones given 1GB, 10GB, and 100GB datasets. As expected, the prediction accuracy of our approaches is identical to the built-in spark algorithms, providing experimental support to the proof presented in Section 3. Given the same accuracy, the proposed approaches outperformed the traditional approaches with with faster training time. And the larger the datasets, the more advantageous the proposed methods are.
V. CONCLUSION
In this paper, the multiple learning approaches for regression are proposed for big data. With only one pass through the dataset, a SS array is computed to derive the closed-form solutions for linear regression, weighted linear regression, Box-Cox regression and ridge regression. Theoretically and experimentally, it's proven that multiple learning is capable of overcoming the memory barrier issue.
Furthermore, multiple SS arrays could be applied to obtain multiple models at once. Unlike other traditional methods that can only learn one model at a time, multiple learning outperforms the traditional techniques as far as time is concerned. Results also showed our approaches are extremely efficient when calculating multiple models as opposed to the traditional methods. Basically, the training time saved compared to the traditional methods is proportional to the number of models need to be investigated.
We believe this to be promising for big data for two main reasons: firstly, the coefficients of the models could be easily obtained as long as the SS arrays are calculated. Secondly, most of the models require a large amount of training and retraining, tuning and re-tuning to get better performance. While, multiple learning is able to solve or largely alleviate this time consuming problem.
Multiple learning approaches can be implemented on a single node as well as parallel computing frameworks, e.g. Spark. Due to time and resource constraints, our work is currently limited to closed-form solutions. For our further work, we would like to conduct more experiments over large scale datasets form real world applications and extend the multiple learning to models with no closed-form solutions.
