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Abstract Godunov type numerical schemes for the class of hyperbolic sys-
tems, admitting non-classical δ− shocks are proposed. It is shown that the
numerical approximations converge to the solution and preserve the physical
properties of the system such as positive density and bounded velocity. The
scheme has been extended to positivity preserving and velocity bound pre-
serving second-order accurate scheme by using appropriate slope limiters.
The numerical results are compared with the existing the literature and the
scheme is shown to capture the solution efficiently. The paper presents a
hyperbolic system, for which an entropy satisfying scheme is constructed
through an appropriate decoupling of the system into two scalar conserva-
tion laws with discontinuous flux.
Keyword: Discontinuous Flux, δ−shock, Transport Equation, Godunov
Scheme, Generalized Pressureless Dynamics, Keyfitz Kranzer System
1 Introduction
The following class of hyperbolic systems
ρt + (ρg(u))x = 0,
(ρu)t + (ρug(u) + P (ρ, u))x = S(ρ)
(1.1)
finds numerous applications depending on the nature of the functions g, P,
and S. These systems may admit non-classical shocks, namely δ- shock so-
lutions. The investigation of delta shock waves has been increasingly active
in the past over two decades. The delta shock wave is a generalization of
a classical shock wave and is a kind of discontinuity, on which at least one
of the state variables of the system (1.1) develops an extreme concentration
in the form of a weighted Dirac delta function with the discontinuity as its
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support. Physically, the delta shock wave represents the process of concen-
tration of the mass and maybe interpreted as the galaxies in the universe.
This generalization was introduced by Korchinski in the year of 1977 in his
Ph.D. thesis [17], post which, it has been explored extensively in the liter-
ature, see for example, [28, 24, 22, 15] and references therein. This kind
of systems have not only been mathematically interesting in the previous
decade due to the admission of δ− shock solution, but they are also known
to model physically important phenomena. For example,
1. (1.1) with g(u) = u, S = 0, P = 0 : Pressureless gas dynamics (PGD)
[9]. It can be used to describe the process of the motion of free particles
sticking under collision.
2. (1.1) with g(u) = u, P = 0, S = βρ : (PGD) is augmented with a
Coulomb friction source term [25] which is used to model the sticky
particle dynamics with interaction. We will be calling it as (PGDS)
in this paper.
3. (1.1) with a nondecreasing g, S = 0, P = 0 : It is called as Generalized
Pressureless gas dynamics (GPGD) [20, 16]. It is a generalization of
(PGD) and behaves similarly to (PGD).
4. (1.1) with g(u) = u, S = 0, P =
1
ρ
: Keyfitz-Kranzer System (KK)
[14, 23] and Aw–Rascle Model for Traffic Flow [19]. They are used
as macroscopic models to investigate the formation and dynamics of
traffic jams.
5. (1.1) with g(u) = u, S = sρ−α, P = 0 : It is known as isentropic Euler
equations for modified Chaplygin gas [12, 29]. We will be calling it
as (CGD). It has been shown to work as a suitable mathematical
approximation for calculating the lifting force on a wing of an airplane
in aerodynamics, finds presence in cosmology, and is also used as a
possible model for dark energy.
In general, for a hyperbolic system of p equations of conservation laws,
Ut + f(U)x = 0, x ∈ R+, t > 0,
U(x, 0) =
{
Ul x < 0
Ur x > 0,
,
it has been established in the literature that if the system is strictly hyper-
bolic, then for each Ul, there exists a neighborhood Ω such that the Riemann
problem has a unique weak solution that consists of p + 1 constant states
separated by rarefaction waves, admissible shocks or contact discontinuities.
It has also been shown in, for example, [11] that there exists a constant
δ0 > 0, such that for every initial data U0 ∈ L1 with TV {U0} ≤ δ0, the
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Cauchy problem admits a weak solution U(x, t) defined for all t ≥ 0. Be-
sides, if the system admits a convex entropy η, then one can find a solution
which is also η- admissible. However, the conditions of strict hyperbolicity
and small total variation of the initial data conditions are essential because
of the following examples:
1. (GPGD) is a well-known non-strictly hyperbolic system. Given a left
state Ul and ε > 0, we can find Ur contained in the ball B(0, ε) such
that the Riemann problem does not admit bounded weak solutions,
instead it admits delta shock solution.
2. (CGD) is instead, a strictly hyperbolic system for suitable values
of s, α but there exists Riemann data with sufficiently large total
variation such that the Riemann problem does not admit bounded
weak solutions, instead it admits δ− shock solution.
It has been shown in [15] that admissibility condition for a δ− shock for
the hyperbolic system is that the characteristic lines should overlap in an
overcompressive manner, i.e.
λ1(Ul) ≥ dϕ
dt
≥ λ2(Ur),
where x = ϕ(t) is the discontinuity curve and
dϕ
dt
is the velocity of the motion
of δ− shock waves. Exact Riemann solvers for such systems are not possible
as U may turn out to be a δ− shock at the interface. Standard approximate
Riemann solvers available in the literature, are also not applicable as the
system fails to strictly hyperbolic. (PGD) has been studied numerically
extensively:
1. Schemes have been proposed in [10, 18, 9] which use the analytical
expression for the shock location,
uδ =
√
ρlul +
√
ρrur√
ρl +
√
ρr
,
derived in [26] to determine the numerical flux in the case, ul > 0 > ur.
2. First and second-order Relaxation and Kinetic schemes of [8, 10],
whose solutions are also shown to satisfy, both physical properties
of the system and discrete entropy inequality proposed in [9].
3. Discontinuous Galerkin based higher order schemes by [30] whose so-
lutions are also shown to satisfy physical properties.
This paper aims to construct efficient δ− shock capturing numerical schemes
for these systems by extending the existing theory of discontinuous flux for
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non–linear conservation laws proposed in [3, 2, 7], to linear conservation
laws with variable coefficient. The scheme will be called as (DDF) scheme,
”Decoupled Discontinuous Flux Scheme” in the paper. In (GPGD), it can
be noted that for a given u(x, t), the first equation
ρt + (ρg(u(x, t)))x = 0 (1.2)
is a linear conservation law in ρ with a possibly discontinuous variable co-
efficient g(u(x, t)). Similarly, given a ρ(x, t) > 0, the second equation
wt +
(
wg
(
w
ρ(x, t)
))
x
= 0 (1.3)
can be treated as a non-linear scalar conservation laws with discontinuous
flux, if we assume the following
g(0) = 0, w 7→ wg
(
w
ρ(x, t)
)
is a function with only one local minimum.(1.4)
The above condition implies that w 7→ wg
(
w
ρ(x, t)
)
has a minimum at
w = 0 independent of ρ(·, ·). The strategy in this article would be to handle
(1.1) by decoupling it into two scalar conservation laws with discontinuous
flux (1.2)-(1.3). To utilize the existing theory of nonlinear conservation laws,
an appropriate nonlinearification based on a vanishing parameter ε will be
done for (1.2) such that when ε → 0, the non-linear flux dependent on ε
will converge to the original flux ρg(u). Similar idea of nonlinearification
dependent on ε has been recently used in [7] to propose measure-valued
weak solutions for conservation laws with discontinuous flux with overcom-
pressive flux pairs, a case unsettled by the existing theory of discontinuous
flux. Finite volume schemes have also been proposed for scalar laws in [7]
and have been consequently used to approximate decoupled hyperbolic sys-
tems like Augmented Burger’s system, where one of the equations of the
system is scalar conservation law with Burger’s flux. In the current arti-
cle, we extend this idea to coupled hyperbolic systems, although using a
different nonlinearification (explained in §3), which makes the approximate
system strictly hyperbolic and also depends on the sign of eigenvalue g(u)
linearly. Also, the solutions of (PGD) have been obtained as a vanishing
pressure limit of solutions of Isentropic Euler equations, see, for example,
[13]. However, unlike [13], the approximation considered in this paper, will
introduce a vanishing ε term in equation of ρ, instead of introducing it as
a vanishing pressure term, which makes it a new approach in the literature,
for approximating solutions of (PGD) as vanishing ε− limit of solutions of
a strictly hyperbolic system.
It is to be noted that this decoupling does not work in general, and
the hyperbolic systems, presented in this paper, are examples, where such
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decoupling works to capture non–classical δ− shocks, using scalar conser-
vation laws for discontinuous flux. Infact, the scheme is shown to converge
and the solutions obtained are shown to preserve the physical properties of
the system, both analytically and numerically. The solutions are shown to
satisfy the entropy inequality, introduced in [9], which is a characteristic
property of solutions of (PGD) and are indeed true for (GPGD). The
scheme has also been extended to (PGDS) which has non–zero S and has
double eigenvalue like (GPGD). This extension works numerically well for
both classical and non–classical solutions.
The scheme has also been extended to strictly hyperbolic systems like
(CGD) and (KK), which has non–zero P and has been shown to capture
the δ− shock solutions more efficiently in terms of location and height, than
the other higher order schemes available in the literature. However, this
extension does not seem to work currently for capturing rarefaction solutions
of (CGD) and (KK) . The scheme has also been extended to higher order,
using appropriate limiters, and has been shown again to preserve physical
properties of the system numerically and analytically. It will be seen that
unlike the existing the literature, the flux at any numerical interface will not
be approximated by using the analytical expression of uδ.
The paper has been organized as follows: In §2, we discuss the Riemann
problems for the linear conservation law with one spatial discontinuity and
derive the flux approximations at the interface of discontinuity. In §3, we
propose the (DDF) scheme to approximate (GPGD). The numerical so-
lutions are also shown to satisfy the entropy inequality, and additionally,
stability and convergence properties of the numerical scheme are also estab-
lished. In §4, the scheme is extended to hyperbolic systems that admit δ−
shocks in presence of pressure and source terms such as (PGDS), (KK) and
(CGD). The scheme is also extended to the higher order, using appropriate
slope limiters which preserves the physical properties of the system. The
efficiency of the scheme, along with its extensions, is displayed in relevant
sections, by comparing their performance with the existing the literature.
2 Preliminaries
This section aims to discuss the notion of solution for the transport equation
with spatial discontinuity given by:
ρt + F (x, ρ)x = 0, (x, t) ∈ R× R+
ρ(x, 0) = ρ0(x), x ∈ R , (2.1)
where F (x, ρ) = H(x)bρ+(1−H(x))aρ. For Riemann data, all cases except
for a ≥ 0, b ≤ 0, can be handled by [3, 1] and the overcompressive pair
a ≥ 0, b ≤ 0, has been recently studied in [7]. In the overcompressive case,
characteristics overlap each other at the interface x = 0 and cases may arise
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when there may not exist a weak solution satisfying:∫ ∞
0
∫ ∞
−∞
(ρ(x, t)ϕt(x, t) + F (x, ρ(x, t))ϕx(x, t)) dxdt = 0, ∀ϕ ∈ C∞c (R × R+).
To this end, we concentrate on the case, a ≥ 0, b ≤ 0 and for each ε > 0, ,
we consider a non-linear approximation of (2.1):
ρt + (Fε(x, ρ))x = 0, Fε(x, ρ) = H(x)fε(ρ) + (1−H(x))gε(ρ) (2.2)
with initial data as Riemann data (ρl, ρr) and with
gε(ρ) = (aρ− aερ2)χ{ρ≥0} + (aρ+ aερ2)χ{ρ<0}, (2.3)
fε(ρ) = (bρ− bερ2)χ{ρ≥0} + (bρ+ bερ2)χ{ρ<0}. (2.4)
It can be noted that the above nonlinearification is not the same as the one
proposed in [7] and depends on a and b linearly unlike the one in [7]. This
choice is crucial as pointed out in §1 and will also be seen in §3. Various
cases arise depending on the sign of a, b and can be handled by theory of
discontinuous flux, detailed in [3, 1, 4]. It can be derived that the point
wise limit
lim
ε→0
ρε(x, t) = ρ(x, t) := ρlχ{x<0} + ρrχ{x>0, } (2.5)
is, in fact, the solution proposed in [3]. It is worthwhile noting that the
point wise limit in (2.5) does not respect the conservation of mass in the
interval [α, β], α < 0 < β as
0 =
d
dt
∫ β
α
ρ(x, t)dx 6= −bρr + aρl.
Instead, the weak convergence of {ρε}{ε>0, } ∈ L1loc(R) in the space of signed
Radon measures gives
ρ(x, t) := ρ(x, t) + t(aρl − bρr)δ{x=0}, (2.6)
which takes care of the missing mass by concentrating it at the point x = 0,
through the term t(aρl − bρr)δ{x=0}. This motivates to look for solutions of
the type
ρ(x, t) +wδ(t)δ0 (2.7)
which solves the problem (2.1) in the following sense: ∀ϕ ∈ C∞c (R× (0,∞)),∫ ∞
0
∫ ∞
−∞
(ρ(x, t)ϕt(x, t) + F (x, ρ(x, t))ϕx(x, t)) dxdt
+
∫ ∞
0
wδ(t)ϕt(0, t)ds = 0.
(2.8)
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Since the solution of the Riemann problem (2.1) is measure valued at the
interface x = 0, the Godunov flux at x = 0 for the numerical scheme for
(2.1) cannot be evaluated in the usual way.
Other cases except a ≥ 0, b ≤ 0, can also be obtained with gε(ρ) = aρ−
aερ2, fε(ρ) = bρ−bερ2. Also, limε→0 gε(ρ) = aρ, limε→0 fε(ρ) = bρ, ρ(x, t) =
limε→0 ρε(x, t). The solution for the Riemann Problem (2.2) is known and
hence the flux at the interface x = 0 for (2.2) is given by
Fε, 0(a, b, ρl, ρr) := gε(ρ
−
ε ) = f(ρ
+
ε ),
where ρ−ε = limx→0− ρε(x, t), ρ
+
ε = limx→0+ ρε(x, t). It can be derived using
the results in [3, 2] that Fε, 0(a, b, ρl, ρr) =

min
(
gε
(
min(ρl,
1
ε
)
)
, fε
(
max(ρr,
1
ε
)
))
if a ≥ 0, b > 0,
max
(
gε
(
max(ρl,
1
ε
)
)
, fε
(
min(ρr,
1
ε
)
))
if a < 0, b ≤ 0,

max
(
gε(ρl), fε(ρr)
)
if ρl < 0, ρr > 0,
min
(
gε(ρl), fε(ρr)
)
if ρl > 0, ρr < 0,
if a ≥ 0, b ≤ 0,
0 otherwise.
.
(2.9)
Owing to the behavior of the solutions and the fluxes of (2.1) and (2.2) as
ε→ 0, we define the flux at the interface x = 0 for (2.1) as
F0(a, b, ρl, ρr) := lim
ε→0
gε(ρ
−) = lim
ε→0
fε(ρ
+) = lim
ε→0
Fε,0(a, b, ρl, ρr),
which implies that F0(a, b, ρl, ρr) =

aρl if a ≥ 0, b > 0,
bρr if a < 0, b ≤ 0,

max
(
aρl, bρr
)
if ρl < 0, ρr > 0,
min
(
aρl, bρr
)
if ρl > 0, ρr < 0,
if a ≥ 0, b ≤ 0,
0 otherwise.
(2.10)
Knowing the flux at the interface x = 0, a finite volume scheme can now
be proposed with general initial data ρ0(x). For h > 0, let the space grid
points as xi+ 1
2
= ih, i ∈ Z such that x 1
2
= 0. Let xi = .5(xi− 1
2
+ xi+ 1
2
). For
∆t > 0, , define the time discretization points tn = n∆t for non-negative
integer n, and λ = ∆t/h. Define ρni =
1
h
∫
Ci
ρ(x, tn)dx, as the approximation
for ρ(x, t) in the cell Ci = [xi− 1
2
, xi+ 1
2
) at time tn. Then, the finite volume
scheme is given by
ρn+1i = ρ
n
i − λ
(
Fˆ (ai, ai+1, ρ
n
i , ρ
n
i+1)− Fˆ (ai−1, ai, ρni−1, ρni )
)
, (2.11)
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where,
ai =
{
a if i ≤ 0,
b if i > 0,
, Fˆ (ai, ai+1, ρ
n
i , ρ
n
i+1) = F0(ai, ai+1, ρ
n
i , ρ
n
i+1),
where Fˆ (ai, ai+1, ρ
n
i , ρ
n
i+1) is the numerical flux associated with the flux
F (x, ρ) at the interface xi+ 1
2
at the time tn, with F0 given by (2.10). Since
F (x, ρ) = aρ if x < 0 and bρ for x > 0, , with a ≥ 0, b ≤ 0, the flux
at any point away from the point x 1
2
= 0 is the usual upwind flux for the
linear transport equation. At the interface x 1
2
= 0, though the solution is
measure-valued and a Godunov flux cannot be calculated in the usual way,
we have, however, the flux, owing to the non–linearification in the previous
section and is given by F0(a, b, ρ
n
i , ρ
n
i+1), whose expression is given by (2.10).
3 Numerical Scheme and Convergence Analysis
We start by proposing a numerical scheme for (1.1) with S = P = 0. Instead
of creating a Riemann solver based on the eigenstructure, each equation of
the system will be treated separately, assuming that the flux of the equa-
tion is a function of the remaining state variable at the previous time step.
Consider the system (GPGD)
Ut + F (U)x = 0, U0(x) = U(x, 0), (3.1)
with
U =
(
ρ
w
)
, F (U) =
(
F ρ
Fw
)
, F ρ(ρ, w) = ρg
(w
ρ
)
, Fw(ρ, w) = wg
(w
ρ
)
, ρ > 0.
(3.2)
This system has double eigenvalue g(u) and it has been shown in [20] that it
admits δ− shocks. Therefore, as in the case of strictly hyperbolic systems,
traditional approximate/exact Riemann solvers cannot be used here. To this
end, on similar lines as in the previous section, we consider the following
strictly hyperbolic, nonlinear approximation of (3.1),
Ut + Fε(U)x = 0 (3.3)
with
Fε(U) =
(
ρg(u) − ερ2g(u)
wg(u)
)
,
where ε > 0. It can be observed that Fε → F as ε→ 0 and it can be shown
numerically that the entropy solution calculated using a Riemann Solver for
(3.3) converges to the δ− shock solution of (3.1) as ε→ 0. This shows that
(3.3) is a good approximation of (3.1). In fact, with g(u) = u, for example,
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(3.3) provides a strictly hyperbolic approximation to (3.1) as the eigenvalues
of (3.3) are given by
λ± =
1
2
(
2u− εw ∓
√
ε(8 + ερ)wu
)
,
which are real and distinct. Also, the approximation depends linearly on
the sign of eigenvalue u. It is interesting to note that if nonlinearification
proposed in [7] is used in (3.3) for first equation, then the resulting system is
neither strictly hyperbolic nor does it depend linearly on the sign of g(u).We
also observed that the numerical flux, obtained using this non–linearification
in [7], does not perform as efficiently as (DDF) scheme proposed in this
paper. We now propose the (DDF) scheme.
3.1 (DDF) Scheme
For h > 0, let the space grid points as xi+ 1
2
= ih, i ∈ Z such that x 1
2
= 0.
Let xi =
1
2(xi− 1
2
+ xi+ 1
2
). For ∆t > 0, , define the time discretization points
tn = n∆t for non-negative integer n, and λ = ∆t/h with
Uni =
1
h
∫
Ci
U(x, tn)dx, uni =
wni
ρni
as the approximation for U and u in the cell Ci = [xi− 1
2
, xi+ 1
2
) at time tn.
Let (Uni , U
n
i+1) := (ρ
n
i , ρ
n
i+1, w
n
i , w
n
i+1). Then, the finite volume scheme for
the system (3.1) is given by:
Un+1i = U
n
i − λ
(
Fˆ (Uni , U
n
i+1)− Fˆ (Uni−1, Uni )
)
, (3.4)
where
Fˆ (Uni , U
n
i+1) =
(
Fˆ ρ(Uni , U
n
i+1)
Fˆw(Uni , U
n
i+1)
)
(3.5)
where Fˆ ρ(Uni , U
n
i+1), Fˆ
w(Uni , U
n
i+1) and Fˆ (U
n
i , U
n
i+1) are the numerical fluxes
associated with F ρ, Fw and F (defined by (3.2)), at xi+ 1
2
at time tn. We
will have the following fluxes:
Fˆ ρ(Uni , U
n
i+1) = F0
(
g(uni ), g(u
n
i+1), ρ
n
i , ρ
n
i+1
)
, (3.6)
where F0 is given by (2.10) and
Fˆw(Uni , U
n
i+1) = max
(
Fw (ρni , max(w
n
i , 0)) , F
w
(
ρni+1, min(w
n
i+1, 0)
) )
.
(3.7)
It is to be noted that Fˆ ρ(Uni , U
n
i+1) is computationally less expensive than
the one proposed in [7]. The flux Fˆ ρ is obtained by solving the local Riemann
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problems at the interface xi+ 1
2
as described below:
On each Ci × (tn, tn+1), we look at the conservation law,
ρt + (F
ρ(uni , ρ))x = 0,
with F ρ(uni , ρ) = g(u
n
i )ρ and the initial condition ρ(x, t
n) = ρni for x ∈
(xi− 1
2
, xi+ 1
2
). Hence, the problem reduces to the corresponding local Rie-
mann problem, as in [5, 6],
ρt + l
ρ(x, ρ)x = 0 in (xi− 1
2
, xi+ 1
2
)× (tn, tn+1), (3.8)
where
l(x, ρ) =
{
F ρ(uni , ρ) if x < xi+ 1
2
,
F ρ(uni+1, ρ) if x > xi+ 1
2
,
with the initial data
ρ(x, tn) =
{
ρni if x < xi+ 1
2
,
ρni+1 if x > xi+ 1
2
.
Each local Riemann Problem (3.8) at the interface xi+ 1
2
is of the form (2.1)
and the flux at each interface is given by F0(g(u
n
i ), g(u
n
i+1), ρ
n
i , ρ
n
i+1). For
the second equation
wt +
(
wg
( w
ρ(x, t)
))
x
= 0, (3.9)
let us assume that ρ(x, t) is a known function at time tn which is allowed
to be discontinuous at the space discretization points. Therefore on each
Ci × (tn, tn+1), we look at the conservation law,
wt +
(
wg
( w
ρni
))
x
= 0,
with the initial condition w(x, tn) = wni for x ∈ (xi− 1
2
, xi+ 1
2
). Hence, the
problem reduces to the corresponding local Riemann problem
wt + l
w(x, w)x = 0 in (xi− 1
2
, xi+ 1
2
)× (tn, tn+1), (3.10)
where
lw(x, w) =


wg
( w
ρni
)
if x < xi+ 1
2
,
wg
( w
ρni+1
)
if x > xi+ 1
2
,
with the initial data
w(x, tn) =
{
wni if x < xi+ 1
2
,
wni+1 if x > xi+ 1
2
.
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Using theory of discontinuous flux for convex conservation laws of [5, 6], we
get the following required flux at each interface xi+ 1
2
,
Fˆw(Uni , U
n
i+1) = max
(
Fw (ρni , max(w
n
i , 0)) , F
w
(
ρni+1, min(w
n
i+1, 0)
) )
.
We now prove the stability properties of the solution of (GPGD) in one
space dimension. Let us define the piece-wise constant approximate solution
to (GPGD), Uh(x, t) =
(
ρh
wh
)
such that Uh(x, t) = U
n
i =
(
ρni
wni
)
, t ∈
[tn, tn+1), x ∈ Ci, n ∈ N, i ∈ Z, where Uni is the numerical solution obtained
by the 3-points algorithm (3.4). Physically, the density ρ ≥ 0 and the
velocity u satisfies the maximum principle. Let
S = {(ρ, w) : ρ ≥ 0, mρ ≤ w ≤Mρ}
where m = minx∈R g(u0(x)), M = maxx∈R g(u0(x)). We denote F
z, n
i+ 1
2
:=
Fˆ z(Uni , U
n
i+1), z = ρ, w. We then have the following theorem:
Theorem 1. Under the CFL–like condition (3.11), Un+1 ∈ S if Un ∈ S.
The above theorem is an easy consequence of the following two lemmas:
Lemma 2. For each n ∈ n,
ρn > 0, =⇒ ρn+1 > 0,
under the condition
λmax
i, n
|g(uni )| ≤ 1. (3.11)
Proof. We show that F ρ, n
i+ 1
2
given by (3.6) is increasing in the variable ρni and
decreasing in the variable ρni+1.
∂F ρ, n
i+ 1
2
∂ρni
=
{
g(uni ) if g(u
n
i ) ≥ 0, g(uni+1) > 0,
0 else
≥ 0
and
∂F ρ, n
i+ 1
2
∂ρni+1
=
{
g(uni+1) if g(u
n
i ) < 0, g(u
n
i+1) ≤ 0,
0 else
≤ 0.
and hence
∂ρn+1i
∂ρnj
=


1− λ

∂F ρ, ni+ 12
∂ρni
−
∂F ρ, n
i− 1
2
∂ρni

 if j = i,
−λ
∂F ρ, n
i+ 1
2
∂ρni+1
≥ 0 if j = i+ 1,
λ
∂F ρ, n
i− 1
2
∂ρni−1
≥ 0 if j = i− 1.
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Note that
1−λ

∂F ρ, ni+ 12
∂ρni
−
∂F ρ, n
i− 1
2
∂ρni

 =


1− λg(uni ) if g(uni ) > 0, g(uni+1) > 0,
1 + λg(uni ) if g(u
n
i−1) < 0, g(u
n
i ) < 0,
1 else,
which shows that
∂ρn+1i
∂ρnj
≥ 0 ∀i, j = {i ± 1, i} under the condition (3.11)
which gives the desired result.
Using (3.4), we have the following:
ρn+1i (u
n+1
i − uni ) = −λ(Fw, ni+ 1
2
− F ρ, n
i+ 1
2
uni ) + λ(F
w, n
i− 1
2
− F ρ, n
i− 1
2
uni ),
un+1i = u
n
i − λ
Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
ρn+1i
+ λ
Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
ρn+1i
,
un+1i = u
n
i − (uni − uni−1)Cni− 1
2
+ (uni+1 − uni )Dni+ 1
2
,
and hence, we have
un+1i = u
n
i (1−Cni− 1
2
−Dn
i+ 1
2
) + uni−1C
n
i− 1
2
+ uni+1D
n
i+ 1
2
, (3.12)
where for each i, n,
Cn
i− 1
2
= −λ
Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
ρn+1i (u
n
i − uni−1)
, Dn
i+ 1
2
= −λ
Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
ρn+1i (u
n
i+1 − uni )
. (3.13)
Using the above incremental form, we have the following result which will
be proved in Lemma 9.
Lemma 3. Under the CFL-like condition (3.11), Cn
i− 1
2
, Dn
i+ 1
2
≥ 0 and
Cn
i− 1
2
+Dn
i+ 1
2
≤ 1. Also, if
g−1(m)ρni ≤ wni ≤ g−1(M)ρni , m = min
i
g(u0i ), M = max
i
g(u0i ),
then
g−1(m)ρn+1i ≤ wn+1i ≤ g−1(M)ρn+1i .
The following lemma is an easy consequence of the above lemmas and
establish conservative property of U .
Lemma 4. (L1 Stability of ρ, w, wu,wg(u)): For for any time tn, n ≥ 0,
the following holds true:
‖zn‖
L1(R×R+) ≤ Kz
∥∥z0∥∥
L1(R×R+)
,
where z can be ρ,w,wu,wg(u) and the constant Kz depends on ‖u0‖L∞(R×R+).
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Theorem 5. For every ϕ ∈ C∞c (R ×R+), and for z = ρ, w, we have
lim
h→0
∫
R×R+
zhϕt + zhg(uh)ϕx = 0,
Proof. Let i ∈ Z, n ∈ N, ϕni = ϕ(xi, tn) and
ϕnx, i =
ϕ(xi, t
n)− ϕ(xi−1, tn)
h
, ∀ i, n.
To prove theorem, it is enough to show that for z = ρ, w,
lim
h→0
A(h) = 0 with A(h) = −h
∑
i∈Z, n∈N
[
zn+1i − zni + λ
(
zni g(u
n
i )− zni−1g(uni−1)
)]
ϕni ,
By the definition of the scheme,
A(h) = −h
∑
i, n
[
−λ(F z, n
i+ 1
2
− F z, n
i− 1
2
) + λ
(
zni g(u
n
i )− zni−1g(uni−1)
)]
ϕni ,
which, on rearranging the terms, gives,
A(h) = λh
∑
i, n
[(
F z, n
i+ 1
2
− zni g(uni )
)
−
(
F z, n
i− 1
2
− zni−1g(uni−1)
)]
ϕni .
Now, applying summation by parts, we get
A(h) = −λh2
∑
i, n
[
F z, n
i− 1
2
− zni−1g(uni−1)
]
ϕnx, i, (3.14)
where F ρ, n
i− 1
2
and Fw, n
i− 1
2
are given by (3.6) and (3.7) respectively. Note that
the possible expressions for F z, n
i− 1
2
are zni−1g(u
n
i−1), z
n
i g(u
n
i ) and 0. Let j ∈ Z.
For a fixed n, let us look at the terms containing g(unj ) in the expression
(3.14). Since the scheme is a 3− point scheme, combining all the possibilities
of F z, n
j± 1
2
, the terms in A(h) containing g(unj ) are
−λh2znj g(unj )
[
ϕnx, j − ϕnx, j+1
] ≤ Lϕλh2‖z0g(u0)‖L1 ,
using the L1 stability of zg(u) from the previous lemma, where Lϕ =
2‖ϕx‖L∞(R×R+). Summing over n ∈ N, we get
−λh2
∑
i, n
[
F z, n
i− 1
2
− zni−1g(uni−1)
]
ϕnx, i ≤
∑
n
Lϕλh
2‖z0g(u0)‖L1 = LϕTh‖z0g(u0)‖L1 ,
where T is the final time. This shows that A(h) = O(h), which proves the
claim.
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The above theorem shows that the distribution limit U of the approxi-
mate solution Uh is a solution of (GPGD) in the sense of distributions. It
has been pointed in the seminal paper of [9] that the solutions of the system
(PGD) satisfy the following inequality for any convex real–valued function
S (
ρS(u)
)
t
+
(
ρuS(u)
)
x
≤ 0,
which can be extended to (GPGD) and reads as:
(ρS(u))t + (ρg(u)S(u))x ≤ 0.
This can be obtained from the following viscous approximation of the (GPGD)
system:
ρt + (ρg(u))x − ε∆u = 0, (3.15)
(ρu)t + (ρug(u))x − ε∆(ρu) = 0. (3.16)
For smooth solutions ρ ≥ 0 and u, multiplying (3.15) by u and subtracting
it from (3.16), we get,
ρ (ut + g(u)ux)− ε(ρuxx + 2ρxux) = 0. (3.17)
Multiplying (3.17) with S′(u), we obtain
ρ (ut + g(u)S(u)x)− ε(ρS(u)xx + 2ρxS(u)x) = −ερS′′(u)(ux)2. (3.18)
Multiplying (3.15) by S(u) and adding it to (3.18), we get
(ρS(u))t + (ρg(u)S(u))x − ε∆ρS(u) = −ερS′′(u)(ux)2.
For convex function S, we get
(ρS(u))t + (ρg(u)S(u))x ≤ 0
in the sense of distributions. In the following theorem, we show that the
numerical solution Uni satisfies the discrete form of the above inequality.
Theorem 6. For every ϕ ∈ C∞c (R× R+), and for z = ρS(u), we have
lim
h→0
∫
R×R+
zhϕt + zhg(uh)ϕx ≥ 0.
For proving theorem, we first prove the following lemma.
Lemma 7. For all convex functions S,
ρn+1i S(u
n+1
i )−ρni S(uni )+λ
(
G(ρni , ρ
n
i+1, u
n
i , u
n
i+1)−G(ρni−1, ρni , uni−1, uni )
)
≤ 0,
(3.19)
where G(·, ·, ·) is the numerical entropy flux, consistent in the following sense
G(ρ, ρ, u, u) = S(u)ρg(u).
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Proof. Step 1: We derive an equivalent formulation of (3.19).
Using Lemma 3, the convexity of S and Jensen’s inequality on the incre-
mental form (3.12), one gets,
S(un+1i ) ≤ S(uni )(1− Cni− 1
2
−Dn
i+ 1
2
) + S(uni−1)C
n
i− 1
2
+ S(uni+1)D
n
i+ 1
2
,
which implies
S(un+1i )− S(uni ) ≤ −S(uni )Cni− 1
2
− S(uni )Dni+ 1
2
+ S(uni−1)C
n
i− 1
2
+ S(uni+1)D
n
i+ 1
2
,
which further implies
S(un+1i )− S(uni ) ≤ −
(
S(uni )− S(uni−1)
)
Cn
i− 1
2
+
(
S(uni+1)− S(uni )
)
Dn
i+ 1
2
.
Substituting the values of Cn
i− 1
2
and Dn
i+ 1
2
, we have,
S(un+1i )− S(uni ) ≤ λ
(
S(uni )− S(uni−1)
) Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
ρn+1i (u
n
i − uni−1)
−λ
(
S(uni+1)− S(uni )
) Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
ρn+1i (u
n
i+1 − uni )
,
which implies that
ρn+1i S(u
n+1
i )− ρn+1i S(uni ) ≤ −λ
(
S(uni−1)− S(uni )
)Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
(uni − uni−1)
−λ
(
S(uni+1)− S(uni )
)Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
(uni+1 − uni )
.
Step 2: The inequality (3.19) and the last inequality are equivalent.
Putting the value of ρn+1i , in the last inequality, we have,
−λ
(
S(uni−1)−S(uni )
)Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
(uni − uni−1)
−λ
(
S(uni+1)−S(uni )
)Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
(uni+1 − uni )
≥ ρn+1i S(un+1i )−
(
ρni − λ(F ρ, ni+ 1
2
− F ρ, n
i− 1
2
)
)
S(uni ),
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which on further rearrangement,
ρn+1i S(u
n+1
i )− ρni S(uni ) ≤ −λ
(
F ρ, n
i+ 1
2
− F ρ, n
i− 1
2
)
S(uni ) + λ
(
S(uni )− S(uni−1)
)Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
(uni − uni−1)
−λ
(
S(uni+1)− S(uni )
)Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
(uni+1 − uni )
,
= λ
(
F ρ, n
i− 1
2
S(uni ) +
(
S(uni )− S(uni−1)
)Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
(uni − uni−1)
)
−λ
(
F ρ, n
i+ 1
2
S(uni ) +
(
S(uni+1)− S(uni )
)Fw, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
(uni+1 − uni )
)
.
Now, the term
F ρ, n
i+ 1
2
S(uni ) +

(S(uni+1)− S(uni ))F
w, n
i+ 1
2
− F ρ, n
i+ 1
2
uni
(uni+1 − uni )


=
(uni+1 − uni )F ρ, ni+ 1
2
S(uni ) + (S(u
n
i+1)− S(uni ))(Fw, ni+ 1
2
− F ρ, n
i+ 1
2
uni )
(uni+1 − uni )
=
uni+1F
ρ, n
i+ 1
2
S(uni ) + S(u
n
i+1)(F
w, n
i+ 1
2
− F ρ, n
i+ 1
2
uni )− S(uni )Fw, ni+ 1
2
(uni+1 − uni )
=
(uni+1F
ρ, n
i+ 1
2
− Fw, n
i+ 1
2
)S(uni ) + S(u
n
i+1)(F
w, n
i+ 1
2
− F ρ, n
i+ 1
2
uni )
(uni+1 − uni )
.
Similarly, consider the term
F ρ, n
i− 1
2
S(uni ) +
(
S(uni )− S(uni−1)
)Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni
(uni − uni−1)
=
(uni − uni−1)F ρ, ni− 1
2
S(uni ) +
(
S(uni )− S(uni−1)
)
(Fw, n
i− 1
2
− F ρ, n
i− 1
2
uni )
(uni − uni−1)
=
(uni − uni−1)F ρ, ni− 1
2
S(uni ) + S(u
n
i )(F
w, n
i− 1
2
− F ρ, n
i− 1
2
uni )− S(uni−1)(Fw, ni− 1
2
− F ρ, n
i− 1
2
uni )
(uni − uni−1)
=
(Fw, n
i− 1
2
− uni−1F ρ, ni− 1
2
)S(uni )− S(uni−1)(Fw, ni− 1
2
− F ρ, n
i− 1
2
uni )
(uni − uni−1)
,
which implies that
ρn+1i S(u
n+1
i )− ρni S(uni ) + λ
(
F
ρS(u), n
i+ 1
2
− F ρS(u), n
i− 1
2
)
≤ 0, (3.20)
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where
F
ρS(u), n
i+ 1
2
=
(uni+1F
ρ, n
i+ 1
2
− Fw, n
i+ 1
2
)S(uni ) + S(u
n
i+1)(F
w, n
i+ 1
2
− F ρ, n
i+ 1
2
uni )
(uni+1 − uni )
. (3.21)
To prove the consistency of the flux F
ρS(u), n
i+ 1
2
, we assume that both uni and
uni+1 have the same sign, say, u
n
i , u
n
i+1 > 0 and are not equal, then, we have,
F
ρS(u), n
i+ 1
2
=
(uni+1ρ
n
i g(u
n
i )− wni g(uni )uni )S(uni ) + S(uni+1)(g(uni )uni − g(uni )uni )
(uni+1 − uni )
=
(uni+1 − uni )ρni g(uni )S(uni )
(uni+1 − uni )
,
which gives the consistency of F ρS(u). This indicates to choose G = F ρS(u)
in the equation (3.19).
Finally, we give the proof of the main theorem, Theorem 6 which says
that the numerical solution Uni satisfies the discrete form of entropy inequal-
ity.
Proof. Let i ∈ Z, n ∈ N, ϕni = ϕ(xi, tn) and ϕnx, i =
ϕ(xi, t
n)− ϕ(xi−1, tn)
h
,∀ i, n.
To prove theorem, it is enough to show that, for z = ρS(u),
lim
h→0
A(h) ≥ 0, where, A(h) = −h
∑
i, n
[
zn+1i − zni + λ
(
zni g(u
n
i )− zni−1g(uni−1)
)]
ϕni .
By the equations (3.20) and (3.21), we have
ρn+1i S(u
n+1
i )− ρni S(uni ) + λ
(
F
ρS(u), n
i+ 1
2
− F ρS(u), n
i− 1
2
)
≤ 0,
where F
ρS(u), n
i+ 1
2
is given by (3.21) and can be rewritten as
F
ρS(u), n
i+ 1
2
=


S(uni )ρ
n
i g(u
n
i ) if g(u
n
i ) ≥ 0, g(uni+1) > 0,
S(uni+1)ρ
n
i+1g(u
n
i+1) if g(u
n
i ) < 0, g(u
n
i+1) ≤ 0,
0 if g(uni ) < 0, g(u
n
i+1) > 0,
Fw, n
i+ 1
2
S(uni+1)− S(uni )
uni+1 − uni
if g(uni ) ≥ 0, g(uni+1) ≤ 0.
.
This implies that with z = ρS(u),
−(zn+1i − zni ) ≥ λ
(
F z, n
i+ 1
2
− F z, n
i− 1
2
)
.
This further implies
A(h) ≥ h
∑
i, n
[
λ
(
F z, n
i+ 1
2
− F z, n
i− 1
2
)
− λ
(
zni g(u
n
i )− zni−1g(uni−1)
)]
ϕni , ,
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which, on rearranging the terms, gives,
A(h) ≥ λh
∑
i, n
[(
F z, n
i+ 1
2
− zni g(uni )
)
−
(
F z, n
i− 1
2
− zni−1g(uni−1)
)]
ϕni .
Now, applying summation by parts, we get
A(h) ≥ −λh2
∑
i, n
[
F z, n
i− 1
2
− zni−1g(uni−1)
]
ϕnx, i.
Now, the proof follows by similar argument as in Theorem 5 and by using,
in addition, the Lipschitz continuity of the function S.
3.2 Numerical Experiments
This section displays the performance of (DDF) scheme for capturing the
solutions of (GPGD) and (PGD).
Experiment 1: Moving shocks of (PGD): We display the performance of (DDF)
scheme for moving δ shocks of (PGD) in Figure 1. We take the
domain as [−1, 1] with T = 0.5, λ = 53 , h = 0.025 and initial data as
Riemann Data (ρl, ρr) = (1, 0.25), (ul , ur) = (0.5, −0.4). The system
admits a δ− shock at time t at the location x(t) = uδt where uδ is the
weight of the δ−shock. For the given data uδ = 0.2.
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Figure 1: (PGD):Numerical Solution U( ), Exact Solution u( )
In comparison of Figure 1 with [10, Fig. 3, Fig. 4], it can be seen
that results of the (DDF) scheme are similar to those of first-order
Godunov scheme, kinetic scheme, and simplified second-order scheme,
though the second-order kinetic scheme performs slightly better. Sim-
ilar observations are made when compared with the results of the
scheme of [18].
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The second experiment is to compare the performance of (DDF)
scheme with the schemes proposed in [8, 30] for the data producing
δ−shock. We take the initial data as Riemann Data with (ρl, ρr) =
(1, 0.25), (ul , ur) = (1, 0) with the domain [−0.5, 0.5], T = 0.4998, h =
0.025, cfl = 0.5.
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Figure 2: (PGD):Numerical Solution U( ), Exact Solution u( )
with cfl = .5
A δ−shock is admitted with speed 2/3. It can be observed on com-
parison of Figure 2 with the results in [8, Fig. 6] that the (DDF)
scheme and all the other first-order schemes capture δ− shock of height
around 10 at the expected location.
To show the efficiency of the scheme to capture the weight of δ− shock,
primitive of the approximate solution ρh is calculated at final time T .
It can be seen in Figure 3 that the (DDF) scheme captures the
right weight of δ−shock which is equal to theoretical weight, equal to
uδT = 0.3325.
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Figure 3: (PGD); Primitives of ρ from first-order (DDF) scheme: first-
order Scheme(******)
It can be observed in Figure 4 that the (DDF) scheme is stable for
cfl as high as 0.95 and is able to capture a height around 15, which is
equal to the height captured by the third-order DG scheme presented
in [30].
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Figure 4: (PGD):Numerical Solution U( ), Exact Solution u( )
with cfl = .95
Experiment 2: Moving Shocks of (GPGD): It can be seen in Figure 5 that the
(DDF) scheme can capture entropic δ− shocks for moving shocks
of (GPGD). With g(u) = u3 and initial data as Riemann Data
(ρl, ρr) = (1, 0.25), (ul , ur) = (1, 0) on the domain [−0.5, 0.5], with
T = 0.4988, h = 0.025, cfl = 0.5, it can be seen that the scheme cap-
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tures the entropic δ shock as the shock location lies between g(1) and
g(0), which fits the results of [20, 16].
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Figure 5: (GPGD): Numerical Solution U( )
4 Extensions of (DDF) scheme
4.1 (DDF) scheme for (1.1) with P = 0, S 6= 0
. We consider (1.1) with P = 0, S = βρ. Like (PGD), this system is
also non–strictly hyperbolic and has double eigenvalue u+ βt. It has been
established in [25] that whenever ul > 0 > ur, it admits δ− shock at x(t) =
vδt+
1
2βt
2 with the weight w(t) = wδ(t), where
vδ =
√
ρlul +
√
ρrur√
ρl +
√
ρr
, wδ =
√
ρlρr[u],
and when ul < ur, it admits the following vacuum solution
(ρ, v)(x, t) =


(ρl, ul) if x < ult+
1
2βt
2,
(ρr, ur) if x > urt+
1
2βt
2
Vacuum Otherwise.
To extend the (DDF) scheme for this system, we follow the approach of
[25] and write the system as
ρt + (ρ(v + βt))x = 0,
wt + (w(v + βt))x = 0,
where w = ρv. The first equation can be treated like (1.2) for given v(x, t)+
βt. For given ρ(x, t) > 0, the function
w 7→ w
2
ρ(x, t)
+ wβt,
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is a convex function with the minimum at −0.5ρβt and hence, the second
equation can be treated in a similar way to (3.9). Hence, the numerical
fluxes can be defined in the following way:
Fn
i+ 1
2
=

 F ρ, ni+ 12
max
(
q(ρni , max(w
n
i , G
n
i )), q(ρ
n
i+1, min(w
n
i+1, G
n
i+1))
)
,


where q(ρ, w) = w
2
ρ
, Gni = −0.5ρni βtn. We consider the domain [−1.2, 1.2]
with T = 0.4983, M = 500 and β = 0.5. It can be Figure 6 that the scheme
is able to capture theoretical weight and location of δ shock efficiently.
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Figure 6: (PGDS):Numerical Solution U( ), Exact Solution v( ),
Primitive of ρ(****)
The performance of the scheme to capture vacuum solutions has been
displayed in Figure 7, with ρl = ρr = 1, ul = −2 and ur = 1. It is clear
that the scheme can capture the vacuum solutions well.
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Figure 7: (PGDS): Numerical Solution ρ( ), Exact Solution ρ( )
We now extend (DDF) to capture the δ− shock type solutions of (1.1)
where S = 0 but with non–zero P .
4.2 Numerical scheme for (1.1) with non-zero P , S = 0
Consider (1.1) with S = 0 and non–zero P . Since the first equation does not
change, there is no change in its approximation. For the second equation,
since the pressure term P (ρ) is only a function of ρ, hence the second
equation can still be considered as a convex-convex discontinuous flux for a
given ρ(x, tn) and the numerical flux is given by:
Fw, n
i+ 1
2
= max
(
(max(wni , 0))
2
ρni
+ P (ρni ),
(min(wni+1, 0))
2
ρni+1
+ P (ρni+1)
)
.
(4.1)
We now use this extension of (DDF) scheme to compute the numerical
solutions of (KK) and (CGD), which have non–zero P .
1. δ−shocks of (CGD): This system is of type (1.1) with S = 0, P =
sρ−α. It has been pointed out in [29] that whenever ul ≥ ur, 0 < α < 1,
this system admits δ−shocks at the location x(t) = uδt, where
wδ =
√
ρlρr[u]
2 − [ρ][P ], uδ = [w]t+ wδ
[ρ]
.
Figure 8 shows the performance of extension of (DDF) scheme with
α = 0.5, s = 5, M = 1000, with initial data as Riemann data ρl =
3, ρr = 1, ul = 4, ur = −4 on the domain [−2, 2] and at times T1 =
.05, T2 = .1996.
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Figure 8: (CGD):Numerical Solution U(·, T1)( ), Exact Solu-
tion u(·, T1)( ), Primitive of ρ(·, T1)(*****), Numerical Solution
U(·, T2)( ), Exact Solution u(·, T2)( ), Primitive of ρ(·, T2)(*****)
It can be seen that the (DDF) scheme can capture the expected shock
location for ρ in contrast to the solutions displayed in [29, Fig. 4.1]
where the shocks lag behind a few units. Also, the height of δ shock
is more than those presented in [29, Fig. 4.1].
To further evaluate the efficiency of our scheme, we compare the nu-
merical weight of the δ− shock with the theoretical weight wδT, where
wδ = 14.0081 for the given data. theoretical weights are hence given
by 0.7004 and 2.7960. It can be seen in Figure 8 that the numerical
weight matches well with the theoretical weight. The locations for nu-
merical δ shocks at T1 and T2 are compared with their exact locations
in Table. 1 .
Time Exact Shock Location Observed Shock Location
T1 0.0538 0.54
T2 0.2170 0.226
Table 1: (CGD): Location of δ shock by (DDF) scheme
2. (KK): Consider (1.1) with S = 0, P = u. For given ρ(x, t) > 0, the
function
w 7→ w
2
ρ(x, t)
+
w
ρ(x, t)
,
is a convex function with the minimum at −0.5 and hence, the second
24
equation can be treated in a similar way to (3.9). Hence, we have
Fn
i+ 1
2
=

 F ρ, ni+ 12
max
(
q(ρni , max(w
n
i , −0.5)), q(ρni+1, min(wni+1, −0.5))
)
,


where
q(ρ, w) =
w2
ρ
+
w
ρ
.
It admits δ− shock wave when the Riemann data satisfies the condition
that λ1(Ul) = ul > λ2(Ur) = ur +
1
ρr
. According to [14], the location
and weight of δ− shock are given by x(t) = uδt and wδt, where
uδ =
[w] −
√
[w]2 − [ρ][wu + u]
[ρ]
, wδ =
√
[w]2 − [ρ][wu + u] .
The results of the extension of (DDF) scheme are compared with [14,
Fig. 5], where the system has been simulated using Nessyahu-Tadmor
scheme [21]. The initial data used:
ρl = 1, ul = 2, ρr = 3, ur = −1, M = 300, T = 0.4986
with domain [−0.8, 1.2], for which uδ = 0.3723, x(T ) = 0.1856, wδT =
2.8640.
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Figure 9: (KK):Numerical Solution ρ( ), Primitive of ρ(*****)
Figure 9 shows that the (DDF) scheme is able to capture the shock
location and weight with very good efficiency.
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4.3 Higher Order Extension of (DDF) scheme
We first consider the forward Euler time discretization. Let U
n
i be the cell
average of U(x, t) in the cell Ci at time t
n. Let UL, R
i+ 1
2
be the second-order ap-
proximations of U(x, tn) at the cell interface xi+ 1
2
within the cell Ci and Ci+1,
which are reconstructed from the cell average U
n
i . Let
(
UL
i+ 1
2
, UR
i+ 1
2
)
:=
(
ρL
i+ 1
2
, ρR
i+ 1
2
, wL
i+ 1
2
, wR
i+ 1
2
)
and uL, R
i+ 1
2
=
wL, R
i+ 1
2
ρL, R
i+ 1
2
. The finite volume scheme
approximating (3.1) is given by:
U
n+1
i = U
n
i − λ
[
Fˆ
(
UL
i+ 1
2
, UR
i+ 1
2
)
− Fˆ
(
UL
i− 1
2
, UR
i− 1
2
)]
, (4.2)
where Fˆ is given by (3.5) and is the first-order numerical flux associated with
the flux F at the interface xi+ 1
2
at time tn, which preserves the positivity of
ρ and bounds of the velocity u. For z = ρ, u, let
zR, L
i+ 1
2
:= pzi (xi± 1
2
), zni =
1
2
(
zR
i− 1
2
+ zL
i+ 1
2
)
,
where pzi (x) is the linear approximation in the cell Ci for the piecewise
constant solution zni such that
1
h
∫
Ci
pzi (x)dx = z
n
i , p
z
i (x) = z
n
i + σ
z
i (x− xi).
The slope σzi is controlled by the choice of a suitable limiter ensuring that the
physical properties of the system are preserved. Define pwi (x) := p
ρ
i (x)p
u
i (x).
We now prove that the solutions of the scheme preserve the physical prop-
erties of the system. Throughout this section, denote
Fˆ z
(
UL
i± 1
2
, UR
i± 1
2
)
= Fˆ z
i± 1
2
, z = ρ, w.
Lemma 8. Under the CFL-like condition,
λmax
i, n
|g(uni )| ≤ cfl, (4.3)
if ρR
i− 1
2
, ρL
i+ 1
2
> 0 and cfl = 12 , then ρ
n+1
i > 0.
Proof.
ρn+1i = H(ρ
L
i− 1
2
, ρR
i− 1
2
, ρL
i+ 1
2
, ρR
i+ 1
2
, uL
i− 1
2
, uR
i− 1
2
, uL
i+ 1
2
, uR
i+ 1
2
)
= ρni − λ
[
Fˆ ρ
i+ 1
2
− Fˆ ρ
i− 1
2
]
=
1
2
(
ρR
i− 1
2
+ ρL
i+ 1
2
)
− λ
[
Fˆ ρ
i+ 1
2
− Fˆ ρ
i− 1
2
]
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Repeating the arguments in Lemma 2, H is non decreasing in its first four
arguments under the CFL-like condition (4.3). SinceH(0, 0, 0, 0, ·, ·, ·, ·) = 0,
the result follows.
the same result is true for the first-order scheme with cfl = 1, see
Lemma. 2. ρL, R
i± 1
2
can now be made positive by appropriate choice of σρi .
Lemma 9. Under the CFL-like condition (4.3) with cfl = 13 , if
g−1(m)ρni ≤ wni ≤ g−1(M)ρni , m = min
i
g(u0i ), M = max
i
g(u0i ),
then
g−1(m)ρn+1i ≤ wn+1i ≤ g−1(M)ρn+1i .
Proof. The strategy to prove the lemma is to write the finite volume scheme
(4.2) in an incremental form for un+1i . For simplicity, we show the results
for Minmod limiter.
Case 1. We start with the case when neither uL
i+ 1
2
≥ 0 and uR
i+ 1
2
≤ 0 nor
uL
i− 1
2
≥ 0 and uR
i− 1
2
≤ 0. Then, we have
Fˆw
i+ 1
2
= uL
i+ 1
2
max(Fˆ ρ
i+ 1
2
, 0) + uR
i+ 1
2
min(Fˆ ρ
i+ 1
2
, 0).
Using the finite volume scheme (4.2), we get
ρn+1i = ρ
n
i − λ
[
Fˆ ρ
i+ 1
2
− Fˆ ρ
i− 1
2
]
,
wn+1i = ρ
n+1
i u
n+1
i = u
n
i ρ
n
i − λ
[
Fˆw
i+ 1
2
− Fˆw
i− 1
2
]
.
Multiplying first equation by uni , we get,
ρn+1i (u
n+1
i − uni ) = λ
[
Fˆw
i− 1
2
− uni Fˆ ρi− 1
2
]
− λ
[
Fˆw
i+ 1
2
− uni Fˆ ρi+ 1
2
]
.(4.4)
Putting the values of uL
i± 1
2
and uR
i± 1
2
and Fˆw
i± 1
2
, ρn+1i (u
n+1
i − uni ) is
equal to
λ
[
uL
i− 1
2
max(Fˆ ρ
i− 1
2
, 0) + uR
i− 1
2
min(Fˆ ρ
i− 1
2
, 0)− uni
(
max(Fˆ ρ
i− 1
2
, 0) + min(Fˆ ρ
i− 1
2
, 0
)]
−λ
[
uL
i+ 1
2
max(Fˆ ρ
i+ 1
2
, 0) + uR
i+ 1
2
min(Fˆ ρ
i+ 1
2
, 0)− uni
(
max(Fˆ ρ
i+ 1
2
, 0) +min(Fˆ ρ
i+ 1
2
, 0
)]
= λ
[
(uL
i− 1
2
− uni )max(Fˆ ρi− 1
2
, 0) + (uR
i− 1
2
− uni )min(Fˆ ρi− 1
2
, 0)
]
−λ
[
(uL
i+ 1
2
− uni )max(Fˆ ρi+ 1
2
, 0) + (uR
i+ 1
2
− uni )min(Fˆ ρi+ 1
2
, 0)
]
.
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Note that
uL
i+ 1
2
= pui (xi+ 1
2
) = uni + σ
u
i , u
R
i− 1
2
= pui (xi− 1
2
) = uni − σui ,
where σui :=
h
2
σui =
1
2
minmod(uni − uni−1, uni+1 − uni ). Hence, we have
ρn+1i (u
n+1
i − uni ) = −λ
[
(−uni−1 + uni − σui−1)max(Fˆ ρi− 1
2
, 0) + σui min(Fˆ
ρ
i− 1
2
, 0)
]
−λ
[
σui max(Fˆ
ρ
i+ 1
2
, 0) + (uni+1 − uni − σui+1)min(Fˆ ρi+ 1
2
, 0)
]
which implies that
un+1i = u
n
i − λ
(uni − uni−1)
ρn+1i
[(
1− σ
u
i−1
uni − uni−1
)
max(Fˆ ρ
i− 1
2
, 0)
]
− λ
σui max(Fˆ
ρ
i+ 1
2
, 0)
ρn+1i
−λ(u
n
i+1 − uni )
ρn+1i
[(
1− σ
u
i+1
uni+1 − uni
)
min(Fˆ ρ
i+ 1
2
, 0)
]
− λ
σui min(Fˆ
ρ
i− 1
2
, 0)
ρn+1i
= uni − (uni − uni−1)
λ
ρn+1i

(1− σui−1
uni − uni−1
)
max(Fˆ ρ
i− 1
2
, 0) +
σui max(Fˆ
ρ
i+ 1
2
, 0)
(uni − uni−1)


−(uni+1 − uni )
λ
ρn+1i

(1− σui+1
uni+1 − uni
)
min(Fˆ ρ
i+ 1
2
, 0) +
σui min(Fˆ
ρ
i− 1
2
, 0)
(uni+1 − uni )


= uni − (uni − uni−1)C˜i− 1
2
+ (uni+1 − uni )D˜i+ 1
2
,
and hence
un+1i = u
n
i (1− C˜i− 1
2
− D˜i+ 1
2
) + uni−1)C˜i− 1
2
+ uni+1D˜i+ 1
2
(4.5)
where
D˜i+ 1
2
= − λ
ρn+1i

(1− σui+1
uni+1 − uni
)
min(Fˆ ρ
i+ 1
2
, 0) +
σui min(Fˆ
ρ
i− 1
2
, 0)
(uni+1 − uni )

 ,
C˜i− 1
2
=
λ
ρn+1i

(1− σui−1
uni − uni−1
)
max(Fˆ ρ
i− 1
2
, 0) +
σui max(Fˆ
ρ
i+ 1
2
, 0)
(uni − uni−1)


Since for any k, 0 ≤ σ
u
k
(unk − unk−1)
,
σuk
(unk+1 − unk)
≤ 1
2
, hence, C˜i− 1
2
, D˜i+ 1
2
≥
0. We now prove that ρn+1i (1− C˜i− 1
2
− D˜i+ 1
2
) ≥ 0. We introduce some
notations:
uL,+
i± 1
2
:= max(uL
i± 1
2
, 0), uR,−
i± 1
2
:= min(uR
i± 1
2
, 0).
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(i) When Fˆ ρ
i− 1
2
, Fˆ ρ
i+ 1
2
≥ 0 :
Then, Fˆ ρ
i± 1
2
= uL,+
i± 1
2
ρL
i± 1
2
. We have D˜i+ 1
2
= 0 and
C˜i− 1
2
=
λ
ρn+1i

(1− σui−1
uni − uni−1
)
max(Fˆ ρ
i− 1
2
, 0) +
σui max(Fˆ
ρ
i+ 1
2
, 0)
(uni − uni−1)

 ≤ λ
ρn+1i
[
Fˆ ρ
i− 1
2
+
1
2
Fˆ ρ
i+ 1
2
]
,
which implies that
ρn+1i (1− C˜i− 1
2
) ≥ ρn+1i − λFˆ ρi− 1
2
− 1
2
λFˆ ρ
i+ 1
2
= ρni −
3
2
λFˆ ρ
i+ 1
2
=
1
2
ρL
i+ 1
2
(
1− 3λg(uL
i+ 1
2
)
)
+
1
2
ρR
i− 1
2
≥ 0,
under the CFL-like condition (4.3) with cfl=13 .
(ii) When Fˆ ρ
i− 1
2
, Fˆ ρ
i+ 1
2
≤ 0 :
Then, Fˆ ρ
i± 1
2
= uR,−
i± 1
2
ρR
i± 1
2
. We have C˜i− 1
2
= 0 and
D˜i+ 1
2
= − λ
ρn+1i

(1− σui+1
uni+1 − uni
)
min(Fˆ ρ
i+ 1
2
, 0) +
σui min(Fˆ
ρ
i− 1
2
, 0)
(uni+1 − uni )


The proof is similar to previous case.
(iii) When Fˆ ρ
i− 1
2
≥ 0, Fˆ ρ
i+ 1
2
≤ 0 :
Then, Fˆ ρ
i− 1
2
= uL,+
i− 1
2
ρL
i− 1
2
, Fˆ ρ
i+ 1
2
= uR,−
i+ 1
2
ρR
i+ 1
2
.
D˜i+ 1
2
= − λ
ρn+1i
(
1− σ
u
i+1
uni+1 − uni
)
Fˆ ρ
i+ 1
2
≤ −
λFˆ ρ
i+ 1
2
ρn+1i
,
C˜i− 1
2
=
λ
ρn+1i
(
1− σ
u
i−1
uni − uni−1
)
Fˆ ρ
i− 1
2
≤
λFˆ ρ
i− 1
2
ρn+1i
,
which implies that
ρn+1i (1− C˜i− 1
2
− D˜i+ 1
2
) ≥ ρn+1i − λFˆ ρi− 1
2
+ λFˆ ρ
i+ 1
2
= ρni ≥ 0
(iv) When Fˆ ρ
i− 1
2
≤ 0, Fˆ ρ
i+ 1
2
≥ 0 :
Then, Fˆ ρ
i− 1
2
= uR,−
i− 1
2
ρR
i− 1
2
, Fˆ ρ
i+ 1
2
= uL,+
i+ 1
2
ρL
i+ 1
2
. We have
D˜i+ 1
2
= − λ
ρn+1i
σui min(Fˆ
ρ
i− 1
2
, 0)
(uni+1 − uni )
≤ −
λFˆ ρ
i− 1
2
2ρn+1i
,
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and
C˜i− 1
2
=
λ
ρn+1i
σui max(Fˆ
ρ
i+ 1
2
, 0)
(uni − uni−1)
≤
λFˆ ρ
i+ 1
2
2ρn+1i
.
Now,
ρn+1i (1− C˜i− 1
2
− D˜i+ 1
2
) ≥ ρn+1i − λFˆ ρi+ 1
2
+ λFˆ ρ
i− 1
2
= ρni −
3
2
λFˆ ρ
i+ 1
2
+
3
2
λFˆ ρ
i− 1
2
=
1
2
ρL
i+ 1
2
(
1− 3λuL
i+ 1
2
)
+
1
2
ρR
i− 1
2
(
1 + 3λuR
i− 1
2
)
≥ 0
under the CFL-like condition (4.3) with cfl=13 .
Case 2. For the remaining cases on uL, R
i± 1
2
, using (4.4), we have
un+1i = u
n
i (1− C˜i− 1
2
− D˜i+ 1
2
) + uni−1)C˜i− 1
2
+ uni+1D˜i+ 1
2
(4.6)
where
C˜i− 1
2
= −λ
Fˆw
i− 1
2
− Fˆ ρ
i− 1
2
uni
ρn+1i (u
n
i − uni−1)
, D˜i+ 1
2
= −λ
Fˆw
i+ 1
2
− Fˆ ρ
i+ 1
2
uni
ρn+1i (u
n
i+1 − uni )
.
We prove for the case when uni ≥ max(uni−1, uni+1). Since uni ≥
max(uni−1, u
n
i+1), we have σ
u
i = 0 and hence u
n
i = u
L
i+ 1
2
= uR
i− 1
2
> 0.
Let us further assume that uL
i− 1
2
≥ 0, uL
i+ 1
2
= uR
i− 1
2
= uni > 0 and
uR
i+ 1
2
≤ 0. Then, using the assumption (1.4), we have g(uL
i− 1
2
) ≥
0, g(uL
i+ 1
2
) = g(uR
i− 1
2
) = g(uni ) > 0 and g(u
R
i+ 1
2
) ≤ 0.
Also,
uR
i+ 1
2
≤ 0 =⇒ uni+1 ≤ 0,
which we prove for completeness. Let us assume to the contrary that
uni+1 > 0. Then, since u
R
i+ 1
2
= uni+1−σui+1 ≤ 0, σui+1 should necessarily
be positive. Now, if uni+2 ≥ uni+1, then σui+1 = 0 and if uni+2 < uni+1,
then σui+1 < 0. Both are contradictions to the fact that σ
u
i+1 > 0.
Hence, uni+1 ≤ 0. Hence
Fˆ ρ
i+ 1
2
= 0, Fˆw
i+ 1
2
= max
(
uL,+
i+ 1
2
g
(
uL,+
i+ 1
2
)
ρL
i+ 1
2
, uR,−
i+ 1
2
g
(
uR,−
i+ 1
2
)
ρR
i+ 1
2
)
and
Fˆ ρ
i− 1
2
= g
(
uL
i− 1
2
)
uL
i− 1
2
ρL
i− 1
2
, Fˆw
i− 1
2
= uL
i− 1
2
Fˆ ρ
i− 1
2
.
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Now, keeping these inferences on uni , u
n
i+1 in mind, we prove that
C˜i− 1
2
, D˜i+ 1
2
are non–negative and ρn+1i (1− C˜i− 1
2
− D˜i+ 1
2
) ≥ 0. Let us
first consider C˜i− 1
2
.
C˜i− 1
2
= −λFˆ ρ
i− 1
2
uL
i− 1
2
− uni
ρn+1i (u
n
i − uni−1)
= −λFˆ ρ
i− 1
2
(
uni−1 + σ
u
i−1 − uni
)
ρn+1i (u
n
i − uni−1)
= λ
Fˆ ρ
i− 1
2
ρn+1i
(
1− σ
u
i−1
uni − uni−1
)
,
which is positive under the condition K = 1− σ
u
i−1
uni − uni−1
≥ 0, which
is always true. Also,
D˜i+ 1
2
= −λ
Fˆw
i+ 1
2
− Fˆ ρ
i+ 1
2
uni
(uni+1 − uni )
= −λ
Fˆw
i+ 1
2
uni
(uni+1 − uni )
≥ 0
since uni+1 ≤ 0, uni > 0 and Fˆwi+ 1
2
≥ 0. Finally, we prove that C˜i− 1
2
+
D˜i+ 1
2
≤ 1.
ρn+1i = ρ
n
i − λ(F ρi+ 1
2
− F ρ
i− 1
2
) = ρni − λ(−F ρi− 1
2
) = ρni +
C˜i− 1
2
ρn+1i
K
Adding −D˜i+ 1
2
ρn+1i on both sides, we have
ρn+1i
(
1−
C˜i− 1
2
K
− D˜i+ 1
2
)
= ρni + λ
Fˆw
i+ 1
2
− Fˆ ρ
i+ 1
2
uni
(uni+1 − uni )
= ρni + λ
Fˆw
i+ 1
2
uni
(uni+1 − uni )
Now, let us assume that
Fˆw
i+ 1
2
= uL,+
i+ 1
2
g
(
uL,+
i+ 1
2
)
ρL
i+ 1
2
= uni g
(
uni
)
ρL
i+ 1
2
Then,
ρn+1i
(
1−
C˜i− 1
2
K
− D˜i+ 1
2
)
= ρni + λ
Fˆw
i+ 1
2
(uni+1 − uni )
= ρni + λ
uni g
(
uni
)
ρL
i+ 1
2
(uni+1 − uni )
=
1
2
(ρL
i+ 1
2
+ ρR
i+ 1
2
) + 2λ
uni g
(
uni
)
ρL
i+ 1
2
2(uni+1 − uni )
=
1
2
ρL
i+ 1
2
(
1− 2λg(uni )
uni
uni − uni+1
)
+
1
2
ρR
i+ 1
2
≥ 0
under the CFL-like condition (4.3) and using the fact that
uni
−uni+1 + uni
≤
1 ⇐⇒ uni+1 ≤ 0. Hence, we get
ρn+1i
(
1−
C˜i− 1
2
K
− D˜i+ 1
2
)
> 0,
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and since 0 < K < 1, we have
ρn+1i
(
1− C˜i− 1
2
− D˜i+ 1
2
)
> ρn+1i
(
1−
C˜i− 1
2
K
− D˜i+ 1
2
)
> 0.
Other cases follow similarly.
We have now obtained that ρn+1i
(
1− C˜i− 1
2
− D˜i+ 1
2
)
≥ 0, C˜i− 1
2
≥ 0 and
D˜i+ 1
2
≥ 0. Since ρn+1i > 0 by previous lemma under the CFL-condition
(4.3), we have 0 ≤ C˜i− 1
2
+ D˜i+ 1
2
≤ 1. Then, using the incremental form (4.5)
and (4.6), we get that un+1i is bounded by bounds of u
0
i . This completes the
proof.
When σuk = 0 for all k, the scheme (4.2) reduces to the first-order scheme
(3.4) and hence the proof of Lemma 9 gives the proof of Lemma 3 under
the CFL-like condition (4.3) with cfl = 1.
For higher order time discretization, we use 2nd order Strong Stability Pre-
serving Runge Kutta Method [27], which we summarize below:
U∗i = U
n
i − λ
[
Fˆ
(
UL
i+ 1
2
, UR
i+ 1
2
)
− Fˆ
(
UL
i− 1
2
, UR
i− 1
2
)]
,
U∗∗i = U
∗
i − λ
[
Fˆ
(
U∗, L
i+ 1
2
, U∗, R
i+ 1
2
)
− Fˆ
(
U∗, L
i− 1
2
, U∗, R
i− 1
2
)]
,
Un+1i = .5(U
n
i + U
∗∗
i ),
(4.7)
U∗, L, R
i+ 1
2
is reconstructed from U∗i , in the same way as U
L, R
i+ 1
2
is reconstructed
from Uni . Since the method (4.7) is a convex combination of Euler forward,
hence it also preserves the properties of the system.
Now, we show the performance of this scheme to capture the solutions
of (PGD) for the initial data (ρl, ρr) = (1, 0.25), (ul, ur) = (1, 0) with the
domain with the domain [−0.5, 0.5], T = 0.4998, h = 0.025, cfl = 0.5, M =
200. A δ− shock is admitted with speed 2/3.
Limiters such as Minmod and Superbee have been used for reconstruc-
tion of ρ, u. It can be observed from Figure 10 that both the limiters
capture the right location of δ shock, though Superbee limiter performs
slightly better than the others. Results are quite similar to second-order
kinetic and relaxation schemes of [8, Fig. 6].
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Figure 10: (PGD);Comparison of First and second-order (DDF) scheme:
first-order Numerical Solution U( ), Higher Order Numerical Solution
U with Minmod Limiter(******); Higher Order Numerical Solution U with
Superbee Limiter( ); Exact Solution u( )
To show the efficiency of the scheme to capture the weight of δ− shock,
primitive of the approximate solution ρh is calculated at the final time T . It
can be seen in Figure 11 that the (DDF) scheme captures the right weight
of δ−shock which is equal to theoretical weight, equal to uδT = 0.3325. It
can be seen that the second-order scheme captures the location of δ shock
more accurately, however, both first and second-order schemes give the same
theoretical weight.
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Figure 11: (PGD);Comparison of Primitives of ρ from First and second-
order (DDF) scheme: first-order Scheme( ), Higher Order Scheme
with Minmod Limiter(******); Higher Order Scheme with Superbee Lim-
iter( )
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It has been observed in [8, 10] that the first-order kinetic/relaxation
scheme gives a slight hump in capturing the density for some initial data,
while the second-order version is able to resolve it. We check the performance
of the higher order (DDF) scheme for this data. The initial data is given
by:
ρ0(x) = .5, , u0(x) =


−0.5 if x < −0.5,
0.4 if −0.5 < x < 0
0.4 − x if 0 < x < 0.5
−0.4 if x > 0.5
.
Let the domain be [−1, 1], T = 0.4998, h = 0.025.
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Figure 12: (PGD);Comparison of First and second-order (DDF) scheme:
first-order Numerical Solution U( ), Higher Order Numerical Solution
U with Minmod Limiter(******); Higher Order Numerical Solution U with
Superbee Limiter( ); Exact Solution u( )
On comparison of [10, Fig. 1, 2] with Figure 12, it can be observed that
kinetic/relaxation scheme of [10] and (DDF) scheme behave similarly. All
the limiters can resolve the hump in ρ, though Superbee limiter, as in the
case of δ− shock data performs a little better. The higher order extension
gives similar results for other hyperbolic systems discussed in this paper and
are not detailed here.
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