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a b s t r a c t
This article proposes a nonparametric test of monotonicity for conditional distributions and its moments.
Unlike previous proposals, our method does not require smooth estimation of the derivatives of
nonparametric curves. Distinguishing features of our approach are that critical values are pivotal under
the null in finite samples and that the test is invariant to any monotonic continuous transformation of
the explanatory variable. The test statistic is the sup-norm of the difference between the empirical copula
function and its least concavemajorant with respect to the explanatory variable coordinate. The resulting
test is able to detect local alternatives converging to thenull at the parametric raten−1/2, withn the sample
size. The finite sample performance of the test is examined bymeans of a Monte Carlo experiment and an
application to testing intergenerational income mobility.1. Introduction
Let (Y , X)be a bivariate randomvector taking values inY×X ⊆
R2 and with induced joint distribution
F (y, x) =
 x
−∞
F Y |X (y| x¯) FX (dx¯) , (y, x) ∈ Y ×X, (1)
where F Y |X is the conditional distribution function of Y given X
and, henceforth, Fξ denotes the marginal cumulative distribution
function (cdf) of the generic random variable (r.v.) ξ . This article
proposes a nonparametric test for the monotonicity of F Y |X with
respect to the covariate X . That is, the null hypothesis is
H0 : F Y |X (y| ·) ∈M for each y ∈ Y, (2)
whereM is the set ofmonotonically non-increasing functionswith
supportX, i.e.,
M = m : X ⊆ R→ R s.t.m x′ ≥ m x′′ for x′ ≤ x′′ .We consider omnibus tests where the alternative hypothesis,
H1, is the negation of H0. The discussion and results below
obviously apply to the monotonically non-decreasing casemutatis
mutandis. This testing problem has been recently addressed by
Lee et al. (2009), LLW henceforth, which generalizes the test of
monotonicity for regression functions proposed by Ghosal et al.
(2000), GSV henceforth.
Testing monotonicity is interesting, first of all, because estima-
tors of nonparametric monotonic curves can be obtained without
imposing smoothness restrictions. See e.g. Brunk (1958) and the
monograph by Barlow et al. (1972). The efficiency of these isotonic
estimators can be improvedwhen it is additionally known that the
nonparametric curve is smooth. See e.g.Mammen (1991) andMuk-
erjee (1988).
The null hypothesis H0 states a stochastic dominance assump-
tion on subpopulations defined by means of the values taken by
the covariate X . For instance, when Y = Y (t + 1) and X =
Y (t), for a Markov process {Y (t)}t∈Z, this generalizes the usual
stochastic dominance concept for the transition probabilities of
Markov chains to a continuous state space, see e.g. Kadi et al. (2009)
for a discussion. Stochastic monotonicity plays a crucial role in
stochastic dynamic programming in order to ensure the unique-
ness of the equilibrium solution. See Chapters 9 and 12 of Lucas
and Stokey (1989). This property is often assumed when modeling
industrial economics dynamics. See e.g. Ericson and Pakes (1995),
Pakes (1986) or Olley and Pakes (1996). Monotonicity is also an1
important identification assumption in many nonparametric and
semiparametric settings, see Matzkin (1994) for a survey and
Aguirregabiria (2010), Banerjee et al. (2009), Lewbel and Linton
(2007), and Tanaka (2008) for some recent applications. Themono-
tonicity of the intergenerational transition function is also worth
testing in the analysis of intergenerational mobility; i.e. having a
parent from a high social-economic status is neverworse than hav-
ing one with a lower status. This testing problem has been con-
sidered by LLW and Dardanoni et al. (2012) using different data
sets. Many theories in finance also imply monotonic patterns in
expected returns and other financial variables, see e.g. Boudoukh
et al. (1999) and Richardson et al. (1992). Recently, Patton and Tim-
mermann (2009) have proposed tests of monotonicity and have
applied them to test whether expected returns are monotonically
decreasing ormonotonically increasing in securities’ risk or liquid-
ity characteristics. The tests presented in this article can be used to
extend their results to a continuous covariate.
The null hypothesis H0 implies that for any non-increasing
function in the second argument γ : Y ×X→ [0,∞),
Hγ0 : E (γ (Y , X)| X = ·) =

Y
γ (y, ·) F Y |X (dy| ·) ∈M. (3)
The function γ could be non-parametric. In fact, Hγ0 with
nonparametric γ is crucial in modeling under asymmetric
information. For instance, in signaling models, the analysis is
conducted by amonotonicity property; e.g. more talentedworkers
buy higher education (Spence, 1973) or work faster (Akerlof, 1976)
than their less talented competitors. Monotonicity also plays a
crucial role in adverse selection; e.g. Akerlof (1970) ‘‘lemons’’
model, where higher prices in the used car market results in a
higher average quality of the cars available. Additional examples of
the role of monotonicity can be found in the literature on search,
advertising and bidding. See Milgrom (1981) for discussion.
TestingHγ0 withγ knownor parametric is interesting on its own
in many circumstances. Testing the monotonicity of regression
curves is a natural hypothesis to test. In fact, the monotonicity of
reduced form mean responses forms a basis for the identification
of non-parametric structural relations. See Manski and Pepper
(2000). Monotonicity of a regression function is also essential for
the root-n consistent estimation of convolution density estimators
in Escanciano and Jacho-Chávez (2012) and references therein.
The test for Hγ0 with γ known of GSV, extended to testing H0
by LLW, as well as the vast majority of existing monotonicity
tests, rely on the assumption that the nonparametric curve is
smooth enough, and the tests are based on some kind of smooth
nonparametric estimator of the first derivatives. See also previous
proposals by Bowman et al. (1998), Schlee (1982), or Hall and
Heckman (2000). The performance of these tests depends on
the satisfaction of several assumptions on the nonparametric
curve whose monotonicity is tested, as well as other underlying
nonparametric curves, despite the nuisance of suitably choosing
some smoothing parameter.
In this article, rather than looking at the first derivative of the
curve, we pay attention to its integral. To that end, we introduce
the copula function
C (u, v) := F F−1Y (u) , F−1X (v) , (u, v) ∈ [0, 1]2 ,
where F−1ξ denotes the quantile function, i.e. the generalized
inverse F−1ξ (u) := inf{t ∈ R : Fξ (t) ≥ u}, u ∈ [0, 1], associated to
the cdf Fξ . We shall assume that FX and FY are continuous. Hence,
from (1) we can write
C (u, v) =
 v
0
F Y |X

F−1Y (u)
 F−1X (v¯) dv¯, (u, v) ∈ [0, 1]2 .Let C be the set of concave functions on [0, 1]. The condition
C (u, ·) ∈ C for each u ∈ [0, 1] (4)
is necessary and sufficient forH0. Sufficiency is guaranteed because
a concave function has non-increasing derivatives, and necessity is
proved, for instance, in Apostol (1967, Theorem 2.9).
Therefore, the null hypothesis can be alternatively character-
ized using the least concave majorant (l.c.m) operator, T say, ap-
plied to the explanatory variable coordinate. That is, the l.c.m of
C (u, ·) for each u ∈ [0, 1] fixed, T C (u, ·), is the function satisfy-
ing the following two properties: (i) T C (u, ·) ∈ C and (ii) if there
exists h ∈ C with h ≥ C (u, ·), then h ≥ T C (u, ·). Henceforth,
T C denotes the function obtained by applying the operator T to
the function C (u, ·) for each u ∈ [0, 1]. Thus, we can alternatively
write H0 as
H0 : T C = C . (5)
Obviously, the greatest convex minorant must be used for
characterizing H0 in the monotonically non-decreasing case. The
copula function C, and therefore T C , can be estimated by its
sample analog. Notice that the slope of T C with respect to the
second coordinate is a restricted version of F Y |X , i.e. concave with
respect to X . Our approach is then related to the classical literature
on inference under shape restrictions. Grenander (1956) first found
that the slope of the l.c.m of the empirical distribution is the
maximum likelihood estimator of a monotonic non-increasing
probability density. Chernoff (1964) applied Grenander’s ideas to
the estimation of a mode and Prakasa Rao (1969) to the estimation
of an unimodal probability density. Brunk (1958) extended this
idea to estimating a monotonic (isotonic) regression function, see
Barlow et al. (1972) for a monograph on isotonic regression. These
ideas are behind the classical DIP test of unimodality proposed
by Hartigan and Hartigan (1985). More recently, Durot (2003) has
used the difference between the empirical integrated regression
function and its l.c.m. for testing monotonicity of a regression
curve in a fixed regressor setting with independent and identically
distributed (iid) errors. The fixed regressor assumption is rather
restrictive and rules outmost applications of interest in economics.
Moreover, a näive extension of Durot’s (2003)method to stochastic
regressors is not valid because the integrated regression function
is not necessarily concave or convex when the regression function
is monotone.
Estimates of the l.c.m. of the copula process are used in
this article for testing monotonicity of the conditional cdf, only
assuming continuity of the marginal distributions. Distinguishing
features of our approach are that test’s critical values are pivotal
under the null and that the test is invariant to any monotonic
continuous transformation of the explanatory variable in finite
samples. The former feature is inherited from the use of the
copula process, the latter should be aminimal requirement for any
test of monotonicity. Our proposal permits us to relax different
smoothness assumptions on the underlying nonparametric curves
imposed by LLW and related tests. In particular, with our
approach there is no need to estimate derivatives of nonparametric
conditional curves, which requires a bandwidth choice.
The rest of the article is organized as follows. The test is
discussed in Section 2. Section 3 presents an asymptotic test for
Hγ0 with γ known. The results of a Monte Carlo study are reported
in Section 4, together with an application of the new test to
studying intergenerational income mobility. Mathematical proofs
are gathered in a technical mathematical Appendix at the end of
the article.
2. Testing stochastic monotonicity
Given independent copies Zn := {(Yi, Xi)}ni=1 of (Y , X), the
natural estimator of C (u, v) is the empirical copula process
Cn (u, v) := 1n
n
i=1
1{FYn(Yi)≤u}1{FXn(Xi)≤v}, (u, v) ∈ [0, 1]2 , (6)2
where, for a sample {ξi}ni=1 of a generic r.v. ξ, Fξn (·) := n−1n
i=1 1{ξi≤·} denotes the sample analog of Fξ and 1{A} is the
indicator function of the event A, i.e. 1{A} = 1 if A occurs and = 0,
otherwise. The empirical copula process
Kn :=
√
n (Cn − C)
is a randomelement of the càdlàg spaceD [0, 1]2 endowedwith the
J1 Skorohod’s topology constructed by Bickel and Wichura (1971)
and Neuhaus (1971). Deheuvels (1981a,b) first obtained the exact
law of Kn when Y and X are independent, i.e. C (u, v) = u · v, see
also Gänssler and Stute (1987).
Notice that T Cn (u, ·), taking u fixed, is the corresponding
sample version of T C (u, ·) . Omnibus tests of H0 are based on the
empirical process
Tn :=
√
n (T Cn − Cn) .
The least favorable case (l.f .c.) under the null hypothesis, which
is the case closest to the alternative, corresponds to the situation
where X and Y are independent. In that case, Tn ≡ T Kn − Kn, after
taking advantage of the fact thatT (Cn (u, v)− uv) = T Cn (u, v)−
uv. See Appendix for a proof.
Test statistics can be some suitable functional of Tn, like
other tests based on empirical processes. We propose using the
uniform norm, i.e the Kolmogorov–Smirnov criteria. That is, the
test statistic is
τn := ∥Tn∥∞ , (7)
where ∥z∥∞ := sup(u,v)∈[0,1]2 |z (u, v)|. The test statistic is simple
to compute and does not require numerical optimization. By well-
known results from the classical Kolmogorov–Smirnov tests, we
compute τn as
τn = max
1≤i≤n
max
1≤j≤n
√
n

T Cn

i
n
,
j
n

− Cn

i
n
,
j− 1
n

, (8)
where Cn (i/n, 0) ≡ 0. Hence, all that is needed in the
computation of τn are the elements Cn (i/n, j/n) and T Cn (i/n, j/n).
Computation of the elements Cn (i/n, j/n) is straightforward, and
it can be done recursively once the covariates are ordered. To
compute T Cn (i/n, ·) for each i = 1, . . . , n, one can use the
Pool–Adjacent–Violators (PAV) algorithmdescribed in Barlowet al.
(1972, p. 13). See e.g. Bril et al. (1984) and Cran (1980) for FORTRAN
implementations and de Leeuw et al. (2009) for R routines.
The results in Deheuvels (1981a,b) directly imply that the finite
sample distribution of Tn is pivotal under the l.f .c. and can be
tabulated. Thus, a finite sample test at the α− level of significance
rejects H0 if τn > τnα , where τnα := inf{t ∈ [0,∞) : P(τn ≤
t|l.f .c.) ≥ 1 − α} is the (1− α) − quantile of τn in the l.f .c.
The next theorem establishes that the resulting test is consistent
and its Type I error never exceeds the significance level under the
following minimal assumption.
Assumption A1. {(Yi, Xi)}ni=1 are iid distributed as (Y , X), with
continuous marginal distributions FX and FY .
Theorem 1. Let Assumption A1 hold. Then,
(a) P (τn > τnα) ≤ α under H0.
If in addition, F is continuous, then
(b) lim
n→∞ P (τn > τnα) = 1 under H1.
Part (a) follows applying properties of T detailed in Appendix. Part
(b) follows proving that τn converges in distribution under the l.f .c .
and diverges under H1. Rüschendorf (1976), see also Deheuvels
(1981a,b) and Gänssler and Stute (1987, Ch. V), establishes that,Table 1
Simulated critical values of τn based on 3,000,000 MC simulations.
α \ n 10 20 50 100 200 500 1000
0.10 0.790 0.804 0.803 0.805 0.808 0.811 0.813
0.05 0.878 0.859 0.861 0.861 0.868 0.871 0.873
0.01 0.948 0.961 0.977 0.983 0.988 0.992 0.995
in the l.f .c. of independence, Kn converges in distribution to a
‘‘completely tucked’’ Brownian sheet, i.e. a continuous Gaussian
process with mean zero and covariance function given in (13).
Then, convergence in distribution of τn in the l.f .c. and divergence
under H1 follows from applying the continuous mapping theorem
after showing that T is a continuous functional with respect to the
uniform norm. See Appendix for details.
Since τnα is difficult to calculate analytically, it is approximated
by Monte Carlo as accurately as desired. Table 1 reports the
approximated critical values of τn for different sample sizes based
on 3 million Monte Carlo simulations.
We also study the power of the test under a sequence of local
alternatives. Therefore, the copula function may depend on the
sample size n and is denoted by C (n) rather than C . The sequence
of local alternatives is expressed as
Hη1n : limn→∞ inf
√
n
T C (n) − C (n)∞ ≥ η,
where η > 0. In order to show that our test does not have trivial
power in the direction of Hη1n, we need to introduce assumptions
on the underlying data generating process to guarantee the
weak convergence of Kn. Rüschendorf (1976) has derived the
limiting distribution of Kn in the non-iid case, extending the
result of Neuhaus (1975) for the standard empirical process.
We assume that the observations

Yi,n, Xi,n

, 1 ≤ i ≤ n, n ≥ 1
form a triangular arraywith

Yi,n, Xi,n
n
i=1 iid for each n ≥ 1with
continuous joint distribution F (n), and marginals F (n)Y and F
(n)
X . The
standard empirical process
αn (u, v) :=
√
n

Fn

F (n)−1Y (u) , F
(n)−1
X (u)

− C (n) (u, v)

has covariance function
L(n) ((u1, v1) , (u2, v2)) = E (αn (u1, v1) αn (u2, v2))
= C (n) (u1 ∧ u2, v1 ∧ v2)
− C (n) (u1, v1) C (n) (u2, v2)
for each n, which is assumed to converge uniformly to a continuous
limit. Assumption A2 below adapts Assumptions A and B in
Rüschendorf (1976) to the current circumstances.
Assumption A2. Under the local alternatives,

Yi,n, Xi,n
n
i=1 is a
sequence of iid arrays for each n ≥ 1, with continuous joint
distribution F (n) and continuously differentiable copula function
C (n) with partial derivatives c(n)Y (u, v) := ∂C (n) (u, v) /∂u and
c(n)X (u, v) := ∂C (n) (u, v) /∂v which converge uniformly to con-
tinuous functions cY and cX , respectively. The covariance function
L(n) converges uniformly to a continuous function L, which satisfies
L ((u, v) , (u, v)) ≠ 0 for all (u, v) in the interior of [0, 1] 2.
Theorem 2. Let Assumption A2 hold. Then for any β ∈ (0, 1) there
is some η > 0 such that, under Hη1n
lim
n→∞ inf P (τn > τnα) ≥ β.
The theorem states that the test is able to detect local
alternatives converging to the null at the rate n−1/2.
In case we are interested in testing monotonicity in a subset
S ⊂ Y × X, we should use as test statistic τn (Wn), where, for
A ⊆ [0, 1]2,
τn (A) := sup
(u,v)∈A
Tn (u, v) ,3
andWn :=

(u, v) ∈ [0, 1]2 : F−1Yn (u) , F−1Xn (v) ∈ S is the natu-
ral estimator of the set
W := (u, v) ∈ [0, 1]2 : F−1Y (u) , F−1X (v) ∈ S .
The next proposition shows that τn (Wn) and τn (W) are asymptot-
ically equivalent under the l.f .c.
Proposition 3. Under the l.f .c. and Assumption A1, τn (Wn) =
τn (W)+ oP (1) .
The proposition justifies using as critical values of the test
τnα (Wn)
:= inf {t ∈ [0,∞) : P (τn (Wn) ≤ t) ≥ 1− α under the l.f .c.} .
The critical values for different setsWn can be obtained by Monte
Carlo.
3. Testing monotonicity of conditional moments
Consider testing Hγ0 against its negation, say H
γ
1 , with γ known
in (3). The test statistic is in this case
τγ n := sup
v∈[0,1]
Tγ n (v) ,
where
Tγ n (v) :=
√
n

T Cγ n − Cγ n

(v)
σγ n (1)
is based on the weighted empirical process
Cγ n (v) := 1n
n
i=1
{γ (Yi, Xi)− γ }

1
Xi≤F−1Xn (v)
 − v

,
γ := n−1ni=1 γ (Yi, Xi) , and
σ 2γ n (v) :=
1
n
n
i=1
(γ (Yi, Xi)− γ )2 1Xi≤F−1Xn (v).
Let B denote the standard Brownian Motion in [0, 1]; i.e. B
is a Gaussian process with zero mean and covariance function
E (B (v1) B (v2)) = v1 ∧ v2. Also define the function ηγ (v) :=
σ 2γ (v) /σ
2
γ (1)with σ
2
γ (v) := E

Var (γ (Y , X)| X) 1{FX (X)≤v}

, and
note that ηγ is an increasing functionwith ηγ (0) = 0 and ηγ (1) =
1. Theorem 4 below is proved using the fact that in the l.f .c.,
Tγ n→d

T

B ◦ ηγ
− B ◦ ηγ  on the space D [0, 1] .
An asymptotic test is available after noticing that
sup
v∈[0,1]
T B ◦ ηγ − B ◦ ηγ  (v) d= Z ≡ sup
v∈[0,1]
|(T B− B) (v)| ,
where ‘‘ d=’’ denotes equality in distribution. The distribution of Z
has been already tabulated by Durot (2003). The next theorem
justifies the application of the test based on rejecting Hγ0 for large
values of τγ n. Let Zα be the (1− α)− th quantile of Z .
Theorem 4. Assume FX is continuous and E

γ (Y , X)2

<∞. Then,
under Hγ0 ,
lim
n→∞ P

τγ n > Zα
 ≤ α.
If instead, Hγ1 holds, then
lim
n→∞ P

τγ n > Zα
 = 1.
The test 1{τγ n>Zα} extends the proposal in Durot (2003) to
stochastic regressors and regression errors possibly depending
on X . In particular, we allow in Theorem 4 for conditional
heteroscedasticity of unknown form. Simulation results in Durot(2003) suggest that the asymptotic test has large size distortions
for moderate sample sizes. To improve the asymptotic approxima-
tion we propose approximating Zα by means of a multiplier-type
bootstrap. See Chapter 2.9 in van der Vaart and Wellner (1996).
Specifically, once random variables Vn := {Vi}ni=1 are indepen-
dently generated from the sample Zn according to a random vari-
able V with bounded support, mean zero and variance one, the
asymptotic critical value Zα is estimated by the [N (1− α)]-th or-
der statistic computed from N replicates

τ ∗γ nj
N
j=1
of τ ∗γ n, where
τ ∗γ n :=
√
n
σγ n (1)
sup
v∈[0,1]

T C∗γ n − C∗γ n

(v)
and
C∗γ n(v) :=
1
n
n
i=1
{γ (Yi, Xi)− γ }

1
Xi≤F−1Xn (v)
 − v

Vi.
The bootstrap consistency follows from our Theorem 4 and the
results in Stute et al. (1998). We can proceed as in Theorem 2 to
prove that the test can also detect local alternatives. Details are
omitted.
4. Finite sample performance
4.1. Monte Carlo
We carried out a simulation study to demonstrate the finite-
sample performance of the proposed test, in comparison with
LLW’s approach. For the sake of completeness we briefly describe
their test statistic. LLW’s approach is an extension of that by Ghosal
et al. (2000) to test for monotonicity in the whole conditional
distribution rather than just in the regression function. Their test
is based on the U-process
Uˆn(x, y) =

n
2
−1 n
1≤i<j≤n

1{Yi≤y} − 1{Yj≤y}

× sgn(Xi − Xj)khi (x) khj (x) , (y, x) ∈ Y ×X,
where sgn denotes the sign function, khℓ(·) = h−1k(Xℓ − ·/h), k
is a kernel function and h is a bandwidth such that h → 0 as n →
∞. Notice that Uˆn (x, y) estimates ∂F Y |X (y| x) /∂x times a positive
function, see LLW. They consider the Kolmogorov–Smirnov crite-
rion
Un = sup
(y,x)∈Y×X
Uˆn(x, y)
cn(x)
,
for a suitable standardized factor cn(x) = n−1/2σˆn(x). Their test
rejects for large values of Un. Notice that the values of the test
statistic Un may change under monotonic continuous transforma-
tions of the explanatory variable X , while τn is always invariant to
such transformations for each n. Under H0, Un is asymptotically
distributed as an extreme value random variable and the level ac-
curacy is poor in finite samples. To overcome this problem, LLW
suggests computing critical values by an approximation to the
asymptotic distribution, as in Ghosal et al. (2000). We refer the
reader to LLW’s article for an explicit expression of the test’s re-
jection region. We report results using their choice for the kernel
function, the Epanechnikov kernel k(u) = 0.75(1− u2), and band-
width values h = 0.4, 0.5, 0.6 and 0.7. We denote their test by
LLWn,h in our simulations.
We consider the following data generating processes (DGPs).
Let {εi}ni=1 be a sequence of iidN(0, 0.12) random variables, and let{Xi}ni=1 be a sequence of iid U[0, 1] variables, independent of the
sequence {εi}ni=1. Then, the sample {Yi}ni=1 is generated according
to:4
Table 2
Rejection frequencies at 5% nominal level based on 5000 MC simulations.
Model n τn LLWn,0.4 LLWn,0.5 LLWn,0.6 LLWn,0.7
N1
50 0.044 0.022 0.023 0.028 0.029
200 0.049 0.035 0.035 0.038 0.038
500 0.046 0.031 0.034 0.036 0.036
N2
50 0.001 0.005 0.005 0.005 0.010
200 0.000 0.002 0.002 0.006 0.023
500 0.000 0.000 0.002 0.015 0.053
ALT1
50 0.463 0.680 0.759 0.774 0.758
200 0.998 1.000 1.000 1.000 1.000
500 1.000 1.000 1.000 1.000 1.000
ALT2
50 0.385 0.120 0.207 0.284 0.343
200 0.901 0.537 0.743 0.854 0.906
500 0.999 0.955 0.994 0.999 1.000
ALT3
50 0.079 0.056 0.065 0.065 0.058
200 0.279 0.249 0.243 0.231 0.202
500 0.732 0.641 0.595 0.557 0.496
ALT4
50 0.011 0.009 0.012 0.019 0.031
200 0.157 0.018 0.012 0.011 0.017
500 0.812 0.057 0.018 0.013 0.007
ALT5
50 0.268 0.077 0.116 0.141 0.167
200 0.759 0.465 0.523 0.547 0.561
500 0.991 0.923 0.935 0.935 0.927
N1: Yi = εi.
N2: Yi = 0.1Xi + εi.
ALT1: Yi = Xi(1− Xi)+ εi.
ALT2: Yi = −0.1Xi + εi.
ALT3: Yi = −0.1 exp
−250(Xi − 0.5)2+ εi.
ALT4: Yi = 0.2Xi − 0.2 exp
−250(Xi − 0.5)2+ εi.
ALT5: Yi = 0.2 · 1{Xi≤0.5}Xi(1− Xi)+ εi.
Models N1 and ALT1 were considered in LLW, models
ALT2–ALT4 have been used in the isotonic regression literature,
see Durot (2003) and references therein, and model ALT5 is a
non-smooth variant of ALT1 in LLW to see the robustness of
the procedures to lack of smoothness. In these simulations we
compare LLW’s test with ours. Table 2 reports the proportion of
rejections in 5000 Monte Carlo replications of the two tests at the
5% significance level under the sevendesigns andwith sample sizes
n = 50, 200 and 500. The results with other nominal levels were
similar, and hence, they are not reported.
The reported empirical sizes for τn are accurate for N1.
In agreement with the results in LLW, their test shows some
underrejection for the l.f .c. in N1. The design N2 corresponds to
a data generating process in the interior of the null hypothesis.
Hence, as expected, the proportion of rejections in N2 is small and
converging to zero with the sample size. As for the alternatives,
none of the tests is uniformly better than the others. LLW’s test
performs best for the alternative ALT1, but our test outperforms
theirs for ALT2–ALT5. These alternatives suggest that our test
based on τn can be complementary to LLW’s test. In Fig. 1(a) we
plot the regression function corresponding to ALT4. We observe
that this alternative is relatively close to the null hypothesis, so
it requires large sample sizes (n = 500) to be detected by
our procedure. LLW has no power against this alternative for the
sample sizes considered. Our test outperforms LLW under ALT5,
the non-smooth variant of ALT1.
To better understand the power properties of our test, we
consider the following DGP:
ALT6: Yi = a1{Xi≤0.5}(Xi − 0.5)3 − exp
−250(Xi − 0.5)2+ εi,
where {εi}ni=1 and {Xi}ni=1 are as in the previous simulations. ALT6
represents a model on the alternative hypothesis which becomes
farther away from the l.f .c. as a → ∞. In Fig. 1(b) we plot the
regression function corresponding to a = 15. From this plot were
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observe that this represents another alternative close to the null
hypothesis.
In Fig. 2, we plot the empirical rejection probabilities for ALT6,
based on 5000 Monte Carlo replications at the 5% nominal level
and using the sample size n = 200. Several remarks are in order.
On one hand, LLW’s test only has power against this alternative
for low values of a and low values of the bandwidth parameter.
The proportions of rejections are very sensitive to the bandwidth
choice. On the other hand, τn performs best, particularly for
moderate values of a. For a = 15 none of the tests have power.
In unreported simulations, we have observed that, for n = 500
and a = 15, τn is able to detect this alternative, whereas LLW’s
test shows a flat power at the nominal level.
To summarize, these simulations suggest that the performance
of our supremum statistic is satisfactory, and compares favorably
to the only competing alternative in LLW. Our test does not
require bandwidth choices and, hence, it should be appealing to
practitioners.
4.2. Application to intergenerational income mobility
In this section, we investigate the monotonicity of the
intergenerational transition function using a data set from the
Panel Study of Income Dynamics (PSID). We use the same data
set as in LLW. The dependent variable Y is the logarithm of sons’
averaged full-time real labor income at ages 28 and 29, and the X
variable is the logarithm of parental predicted permanent income.
The number of observations is n = 616.1 We aim to test for
1 The data set can be obtained from the Econometricaweb site.5
stochastic monotonicity of the distribution of Y given X . Recently,
Dardanoni et al. (2012) has considered the same testing problem
using a different data set.
We have applied the proposed test to this data set and obtained
a test statistic of τn = 0.4025. The 10% critical values with n =
500 and 1000 are, respectively, 0.811 and 0.813, and hence, we
fail to reject the null hypothesis of stochastic monotonicity. LLW
obtained a similar conclusion with their test. Interestingly enough,
if amonotonic transformation ofX is performed, such as log(X), the
LLW’s test may change its conclusion. For instance, an application
of LLW proposal to this data set after the transformation log(X)
results in rejection of the null at 10% with p-values 0.093, 0.077
and 0.084, corresponding to bandwidths h = 0.4, 0.5 and 0.6,
respectively. In contrast, our test statistic takes the same value
τn = 0.4025, and hence, it leads to the same conclusion. We
conclude this application emphasizing that invariance should be
a minimum requirement for any test of stochastic monotonicity.
The proposed procedure possesses this property, in addition to
other attractive features such as its distribution-free property,
consistency, and simple and general applicability.
Appendix. Proofs of the main results
Proof of Theorem 1. (a) Define Gn := n−1/2Kn = Cn − C . Then,
by definition of the l.c.m, the function T Gn(u, ·)+ C(u, ·) is above
Cn (u, ·) and is concave in v under H0, for each u ∈ [0, 1], since
both T Gn(u, ·) and C(u, ·) are concave for each u ∈ [0, 1]. Hence,
T Gn + C is uniformly above T Cn. Thus, under H0, uniformly in
[0, 1] 2,
Tn =
√
n (T Cn − Cn)
≤ √n (T Gn − Gn)
=: T˜n. (9)
When C(u, v) = uv,
T Gn(u, v) = T Cn (u, v)− uv, (u, v) ∈ [0, 1]2 . (10)
To see this, note that T Gn(u, v) + uv ≥ Cn (u, v) by definition,
and since T Gn(u, v) + uv is concave in v for each u ∈ [0, 1],
then T Gn(u, v) + uv ≥ T Cn (u, v). Similarly, T Cn(u, v) − uv ≥
Cn (u, v) − uv, and since T Cn(u, v) − uv is concave in v for each
u ∈ [0, 1], then T Gn(u, v) ≤ T Cn (u, v) − uv. Thus, (9) becomes
equality when C(u, v) = uv. This result has been applied by
Prakasa Rao (1969) among others. Hence,
P ( τn > τnα|H0) ≤ P (τ˜n > τnα | l.f .c) ≤ α,
where τ˜n :=
T˜n∞ . Note that τn is a random variable, i.e.
measurable, since it is the maximum of a finite number of random
variables, see (8).
(b) First, we show that T : D [0, 1]2 −→ C [0, 1]2 is a continu-
ous functional with respect to the uniform norm ∥·∥∞. Lemma 2.2
in Durot and Tocquet (2003) implies that for each f , g ∈ D [0, 1]2,
sup
v∈[0,1]
|(T f − T g) (u, v)| ≤ sup
v∈[0,1]
|(f − g) (u, v)|
for each u ∈ [0, 1] fixed. (11)
Since the last inequality holds for all u ∈ [0, 1], for any f , g ∈
D [0, 1]2 , ∥T f − T g∥∞ ≤ ∥f − g∥∞, which proves that T is con-
tinuous.
In order to prove that τn diverges under H1, using the fact that
the marginal distributions are continuous, we can assume without
loss of generality that the marginals are uniform, see Lemma 1 in
Fermanian et al. (2004). Then, write
Cn (u, v) = 1n
n
i=1
1
Xi≤F−1Xn (u)
1
Yi≤F−1Yn (v)
.Therefore,
∥Cn − C∥∞ ≤ sup
(u,v)∈[0,1]2
Cn (u, v)− C F−1Yn (u) , F−1Xn (v)
+ sup
(u,v)∈[0,1]2
F F−1Yn (u) , F−1Xn (v)− F (u, v) , (12)
by triangle inequality and noticing that C((FY ◦ f ) (u) , (FX ◦ g)
(v)) = F (f (u) , g (v)). Therefore, ∥Cn − C∥∞ → 0 a.s. − P
since the first term on the r.h.s of (12) converges applying the
Glivenko–Cantelli Theorem, as the second term does using the fact
that F is continuous and, for ξ = Y or ξ = X with uniform
marginals,
sup
u∈[0,1]
F−1ξn (u)− u→a.s. 0.
Therefore, by (11), ∥T Cn − T C∥∞→a.s. 0 as n → ∞. Hence, un-
der fixed alternatives, ∥T Cn − Cn∥∞ converges to ∥T C − C∥∞ >
0, and τn diverges to +∞. Then, part (b) of the theorem is proved
by showing that τnα = O (1) ,which is done in the following argu-
ments.
Rüschendorf (1976), see also Deheuvels (1981a,b) and Gänssler
and Stute (1987), have shown that under the l.f .c., assumingA1, Kn
converges in distribution to K∞ on the space D [0, 1]2 endowed
with the Skorohod’s norm ∥·∥S , (D [0, 1]2 , ∥·∥S), where K∞ is a
‘‘completely tucked’’ Brownian sheet, i.e. a continuous Gaussian
process with mean zero and covariance function
E (K∞ (u1, v1) K∞ (u2, v2))
= ((u1 ∧ u2)− u1u2) ((v1 ∧ v2)− v1v2) . (13)
The limiting distribution of Tn = √n (T Cn − Cn) under the l.f .c. is
obtained as a consequence of the continuous sample path property
of K∞ together with the fact that T is ∥·∥∞-continuous, and that
every ∥·∥S-convergent sequence in D [0, 1]2 is ∥·∥∞-convergent,
if the limit belongs to C [0, 1]2. A proof of it may use a gen-
eral continuous mapping theorem (c.f. Billingsley, 1999, Theorem
2.7) or may involve almost surely convergent constructions us-
ing a Skorohod embedding Theorem. The second strategy pro-
vides directly the asymptotic distribution of τn under the l.f .c .
According to Skorohod embedding Theorem, there are versions Kˆn
and Kˆ∞ of Kn and K∞, respectively (defined on some probabil-
ity space
Ω, A,P), such that Kˆn − Kˆ∞
S
→ 0 a.s. − P and
therefore
Kˆn − Kˆ∞∞ → 0 a.s. − P. Hence, by continuity of
T ,
T Kˆn − Kˆn− T Kˆ∞ − Kˆ∞∞ → 0 a.s. − P, and τn =
∥T Kn − Kn∥∞ converges in distribution to τ∞ d=∥T K∞ − K∞∥∞.
By Lifshits (1982) the distribution of τ∞ is continuous, and then
the convergence of τn to τ∞ implies τnα = O (1). 
Proof of Theorem 2. Recall Kn = √n(Cn − C (n)) and write
Tn =
√
n

T C (n) − C (n)+ √n T Cn − T C (n)− Kn . (14)
By (11)√n T Cn − T C (n)− Kn∞ ≤ 2 ∥Kn∥∞ . (15)
Therefore, the theorem follows after showing that Kn converges in
distribution. Under Assumption A2,αn converges in distribution on
D [0, 1]2 , ∥·∥S

to α∞, a continuous Gaussian process, centered
at zero and with covariance function L. See Neuhaus (1975) for
convergence of αn under general non-iid conditions. Therefore,
Assumptions A and B in Theorem 3.3 of Rüschendorf (1976) are
satisfied and Kn converges in distribution on

D [0, 1]2 , ∥·∥S

to
K ′∞, where
K ′∞ (u, v)
d=α∞ (u, v)− cY (u, v) α∞ (1, v)− cX (u, v) α∞ (u, 1) .6
Notice that K ′∞
d= K∞ in the l.f .c. Therefore, Tn = √n

T C (n) −
C (n)
 + OP (1) and the Theorem follows using the fact that the
critical value τnα = O (1) . 
Proof of Proposition 3. From triangle inequality, the stochastic
equicontinuity of Tn, and Glivenko–Cantelli’s theorem, sup
(u,v)∈Wn
Tn (u, v)− sup
(u,v)∈W
Tn (u, v)

≤ sup
(y,x)∈S
|Tn (FYn (y) , FXn (x))− Tn (FY (y) , FX (x))|
≤ sup
|u−u′|≤δyn,|v−v′|≤δxn
Tn (u, v)− Tn(u′, v′)
= oP (1) ,
where δyn := supy∈Y |FYn(y)− FY (y)| and δxn := supx∈X |FXn(x) −
FX (x)|. 
Proof of Theorem 4. Define γ0 := E (γ (Yi, Xi)) and write
Cγ n (v) = C˜γ n (v)+ Rγ n(v),
where
C˜γ n (v) := 1n
n
i=1
{γ (Yi, Xi)− γ0}

1
Xi≤F−1X (v)
 − v

Rγ n (v) := 1n
n
i=1
{γ (Yi, Xi)− γ0}

1
Xi≤F−1Xn (v)
 − 1
Xi≤F−1X (v)

+ {γ0 − γ } 1n
n
i=1

1
Xi≤F−1Xn (v)
 − v

.
Applying the same arguments as for (12),
sup
v∈[0,1]
FXn(F−1Xn (v))− FX (F−1X (v)) = oP (1) . (16)
Hence, the last display and the central limit theorem yield
supv∈[0,1]
Rγ n(v) = oP n−1/2. Stute (1997) has shown that
under continuity of FX and E

γ (Y , X)2

<∞,
C˜γ n(·) d→ Cγ on (D [0, 1] , ∥·∥S) in the l.f .c.,
where Cγ (v)
d= B ◦ ηγ (v)− vσγ (1)B(1). Thus, by the equality
T

B ◦ ηγ (v)− B(1)σγ (1)v
 = T B ◦ ηγ (v)− B(1)σγ (1)v,
which is proved as (10), we obtain that in the l.f .c.,
Tγ n
d→ T B ◦ ηγ − B ◦ ηγ  on the space D [0, 1] .
From this point the proof follows exactly the same arguments as
those of Theorem 1. 
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