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Abstract
Generative models are successfully used for image synthesis [11] in the recent
years. But when it comes to other modalities like audio, text etc little progress has
been made. Recent works focus on generating audio from a generative model in
an unsupervised setting. We explore the possibility of using generative models
conditioned on class labels. Concatenation based conditioning and conditional
scaling were explored in this work with various hyper-parameter tuning methods
[22] [15]. In this paper we introduce Conditional WaveGANs (cWaveGAN). Find
our implementation at https://github.com/acheketa/cwavegan
1 Introduction
Generative adversarial networks [8] are being widely used for synthesizing realistic images [13, 20, 1].
But very little has been explored in the area of audio generation. A few research works has been made
in the area of unsupervised generative models in audio. One of them is WaveGAN [5], which trains a
generative model in an unsupervised setting. In this work we use WaveGAN model as our baseline
model. Audio samples generated from WaveGAN are human-recognizable and have a relatively good
inception scores [2]. But the samples generated are completely random.
The need for generating synthetic data has many applications in various fields. For example, in
digital image enhancement, synthesizing new images can be used for smoothing (denoising), filling
missing pieces (inpainting), improving resolution (super-resolution imaging) etc. Other areas include
reinforcement learning, where agents can be trained with more training examples, and automatic
speech recognition, where the synthesized data from generative models can be used as training data
for training acoustic models. More direct usage is in the field of semi-supervised learning techniques
[23, 18, 22]. In the recent 2018 ACM webinar [12] Ian Goodfellow talks about the semi-supervised
learning techniques and their applications in various fields.
In this work we explore a way to generate audio samples conditioned on class labels. That is, given a
class label whether the generator of GAN can generate a particular audio waveform. In the history of
GAN such type of conditioning has been explored in the synthesis of images. Conditional Generative
Adversarial Nets introduced in 2016 by Mehdi Mirza et. al [17] was the first to try concatenation
based conditioning. The conditional GANs were able to synthesize realistic images on MNIST and
MIR Flickr datasets.
∗These two authors contributed equally
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2 Related Work
Ever since the introduction of Generative Adversarial Networks by Ian Goodfellow et. al. [8] in
2014 a lot of varieties of GANs has been implemented for accomplishing various tasks. It is one
of the much explored generative models when compared to Variational Autoencoders (VAEs) and
autoregressive models, assisted by a great tutorial given by Ian Goodfellow in NIPS 2016 [7]. Most
of the notable advancements were made in the field of image synthesis. In his 2018 paper, He Huang
et al. [11] talks more about the usage of GANs for image synthesis and various techniques in this
fields.
Usage of generative models in natural language processing is also in progress with notabld fields
including text modelling [28, 21], dialogue generation [16], and neural machine translation [27].
When it comes to audio generation, several approaches have been explored. Nonetheless, models
that can generate audio waveforms directly (as opposed to some other representation that can be
converted into audio afterwards, such as spectrograms or piano rolls) are only starting to be explored.
Autoregressive models were initially used for the generation of raw audio. WaveNet by Van Den Oord
et al. [25] is a convolutional model with dilated convolutions that learns to generate raw audio by
autoregressive modelling. While a single WaveNet can capture the characteristics of many different
speakers with equal fidelity and can switch between them by conditioning on the speaker identity,
WaveRNN [14] describes a single-layer recurrent neural network with a dual softmax layer that
matches the quality of the state-of-the-art WaveNet model. WaveNets have been applied to music
generation as well. The paper by Sander Dieleman et al. (2018) [4] talks about the challenges in
realistic music generation.
The application of GAN in speech were used mainly for audio enhancements techniques and little on
raw audio generation. SEGAN by Santiago Pascual et al [19] uses deep networks which operates on
waveform level, training the model end-to-end for denoising waveform chunks. The model works as
a fully convolutional encoder-decoder structure. Tacotron [26] is an end-to-end generative text-to-
speech model that synthesizes speech directly from characters. Since Tacotron generates speech at
the frame level, it’s substantially faster than sample-level autoregressive methods. In Tacotron2 [24]
a neural network architecture synthesizes speech directly from the text. Tacotron2 achieves a mean
opinion score (MOS) of 4.53, whereas a professionally recorded speech obtained a MOS of 4.58.
In the recent work on speech synthesis, Chris Donahue et al. (2018) [5] introduces two GAN models,
WaveGAN and SpecGAN. The waveGAN works in the time-domain and specGAN works in the
frequency-domain. WaveGAN can produce intelligible words from a small vocabulary of human
speech, as well as synthesize audio from other domains such as bird vocalizations, drums, and piano.
It uses GANs in an unsupervised setting. WaveGAN is based on the DCGAN [20] architecture,
which became famous by its usage in image synthesis. We focus on this work to make the WaveGAN
conditioned on class labels by introducing various conditioning techniques discussed in the following
sections.
3 Adversarial Nets
3.1 Generative Adversarial Nets
GAN was introduced as a novel method to train generative models. They are composed of two
adversarial models: the generator, G and the discriminator, D. The generator, G captures the data
distribution while the discriminator, D estimates the probability that the data generated by generator
is coming from the data distribution or not. Both G and D can be non-linear mapping functions.
To learn the data distribution PD over data x, the generator builds a mapping from a noise distribution
Pz to data space as G(z, θg). And the discriminator D(x, θd) outputs as scalar representing that the
training data px rather than pg .
G and D are both trained simultaneously: we adjust parameters for G to minimize log(1−D(G(z))
and adjust parameters for D to minimize logD(X), as if they are following the two-player min-max
game with value function V (G,D):
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (1)
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3.2 Conditional Generative Adversarial Nets
The conditional GANs (cGANs) [17] were introduced to make use of the additional information
available in the form of labels, y. So instead of generating a random data from the generator, the
auxiliary information like labels, y are passed to both the generator and the discriminator along with
the input features, (z and x) so as to generate data conditioned on class labels.
In both the generator and the discriminator, the label information, y is augmented with the input
features (z and x).
The objective function of a two-player minimax game would be as Eq. 2.
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x|y)] + Ez∼pz(z)[log(1−D(G(z|y)))]. (2)
4 Conditioning methodologies
In this work we explore a few conditioning mechanisms discussed in Dumoulin et. al [6] article
in this section. We are interested in generating raw audio of a particular given class label from the
generator output. That is, the model takes as input a class and a source of random noise (e.g., a vector
sampled from a normal distribution) and outputs a raw audio sample for the requested class as shown
in Fig. 1.
Figure 1: Synthesizing raw audio by conditioning
4.1 Concatenation based conditioning
First approach is to embed the class information to the input feature vector. That is, before training
we would concatenate a representation of conditioning information to the noise vector and use it as
the model’s input as shown in Fig. 2
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Figure 2: Concatenation based conditioning
4.2 Conditional scaling
In the other type of conditioning we implemented, we scaled the hidden layers based on the con-
ditioning representation and multiplied it with the input vector for both the discriminator and the
generator input. Also the scaling is applied to each layer of the convolution model.
Figure 3: Conditional scaling
5 Experimental Setting
We based our architecture on WaveGAN model used by Chris Donahue et. al. [5] which inturn is
based on the DCGAN model by Radford et. al [20]. We modified the input vector dimension to 8192
by removing the beginning and ending silence to better capture the word alone. As in WaveGAN
paper, we used one-dimensional filters of length 25 instead of two-dimensional filters of size 5x5
used in DCGAN model architecture but changed the strides from 4 to 2 just to incorporate the change
in input vector dimension. The architecture of generator and discriminator model is provided in Table
1 and Table 2 respectively.
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Table 1: Conditional WaveGAN generator architecture
Operation Kernel Size Output Shape
Input z ∼ Uniform(−1, 1) (n, 100)
Dense 1 (100, 256d) (n, 256d)
Reshape (n, 16, 16d)
ReLU (n, 16, 16d)
Trans Conv1D (Stride=4) (25, 16d, 8d) (n, 64, 8d)
ReLU (n, 64, 8d)
Trans Conv1D (Stride=4) (25, 8d, 4d) (n, 256, 4d)
ReLU (n, 256, 4d)
Trans Conv1D (Stride=4) (25, 4d, 2d) (n, 1024, 2d)
ReLU (n, 1024, 2d)
Trans Conv1D (Stride=4) (25, 2d, d) (n, 4096, d)
ReLU (n, 4096, d)
Trans Conv1D (Stride=2) (25, d, c) (n, 8192, c)
Tanh (n, 8192, c)
Table 2: Conditional WaveGAN discriminator architecture
Operation Kernel Size Output Shape
Input x or G(z) (n, 8192, c)
Conv1D (Stride=2) (25, c, d) (n, 4096, d)
LReLU (α = 0.2) (n, 4096, d)
Phase Shuffle (n = 2) (n, 4096, d)
Conv1D (Stride=4) (25, d, 2d) (n, 1024, 2d)
LReLU (α = 0.2) (n, 1024, 2d)
Phase Shuffle (n = 2) (n, 1024, 2d)
Conv1D (Stride=4) (25, 2d, 4d) (n, 256, 4d)
LReLU (α = 0.2) (n, 256, 4d)
Phase Shuffle (n = 2) (n, 256, 4d)
Conv1D (Stride=4) (25, 4d, 8d) (n, 64, 8d)
LReLU (α = 0.2) (n, 64, 8d)
Phase Shuffle (n = 2) (n, 64, 8d)
Conv1D (Stride=4) (25, 8d, 16d) (n, 16, 16d)
LReLU (α = 0.2) (n, 16, 16d)
Reshape (n, 256d)
Dense (256d, 1) (n, 1)
Table 3: Conditional WaveGAN hyperparameters
Name Value (GPU) Value (GPU) Value (TPU) Value (TPU)
Input data type 16-bit PCM 16-bit PCM 16-bit PCM 16-bit PCM
Model data type 32-bit float 32-bit float 32-bit float 32-bit float
Num channels (c) 1 1 1 1
Batch size (b) 64 64 1024 1024
Model size (d) 64 64 64 64
Phase shuffle (WaveGAN) 2 2 2 2
Loss WGAN-GP [10] DCGAN [20] WGAP-GP DCGAN
D updates per G update 5 5 5 5
Optimizer Adam (α = 1e−4) Adam (α = 2e−4) Adam (α = 2e−4) Adam (α = 2e−4)
As a pilot study for this project we trained our model with DCGAN [20] and WAGAN-GP [10] losses
with and without batch normalization. We compare two combinations in the following table 3. We
tried with different learning rate apart from α = 2e−4, ie with α = 2e−2 and α = 4e−4. We also
tried different learning rates with generator and disriminator since we found discriminator loss graph
spiking.
We train our networks using batches of size 64 on four NVIDIA Telsa V100 accelerators and batches
of 1024 on a single 8 core TPUv2. We trained it over 200 epochs for around 3 days.
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6 Dataset
We used the Speech Commands Dataset [3] released by Google AI Team for conducting our prilimi-
nary experiments. This dataset consists of many speakers recording individual words in uncontrolled
recording conditions. We used a subset of the dataset as done by the authors of WaveGAN paper, ie.
Speech Commands Zero Through Nine (SC09) subset, which reduces the vocabulary of the dataset to
ten words: the digits “zero” through “nine”.
Each recording utterance is of one second in length and the training set consists of 1850 recording for
each word adding upto 5.3hr of speech data. The wide variety of alignments, speakers and recording
conditions make this a challenging dataset from a generative perspective.
7 Preliminary Results
We were able to generate human realistic raw audio from the conditional WaveGAN. But most of the
time we faced the difficulty of having generated noisy output. The conditioning that we tried was
not consistent more often and we ended up generating a false positive sample. So we will research
further to stabilize the GAN training and to tune our training parameters to generate raw audio out
that are realistic to real world data.
This is a pilot study which explores the possibility of making use of synthesized data from generative
models as training data by other discriminative models.
8 Conclusion
Synthesizing audio is a area that has been growing recently and is much focused by researcher since it
has its application in building robust speech recognition systems and improved text-to-speech systems.
Much research were focused on generation on random audio from unlabeled training data. In this
work we focused on generation of audio given a class label. We were able to get human recognizable
synthesized audio waveform from conditional waveGANs, but the presence of noise in the sample
generated needs to be smoothed as a continuation of the present work, which gives a lot of scope for
future improvements. Secondly, hyperparameter tuning of GAN needs to be explored since presently
the training is unstable. Thirdly, the conditioning method explored so far is increasing training time
of GANs, so a more novel conditioning method need to be discovered.
We hope this work gives direction to more research on conditional generation of audio wave-forms
and gets extended to other frontiers.
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