The rapid variation of wireless channels and feedback delay make the available channel state information (CSI) outdated in dynamic wireless multi-hop networks, which significantly degrades the accuracy of cross-layer resource allocation. To deal with this problem, a cross-layer resource allocation scheme is proposed for wireless multi-hop networks by taking the outdated CSI into account and basing compensation on the results of channel prediction. The cross-layer resource allocation is formulated as a network utility maximization problem, which jointly considers congestion control, channel allocation, power control, scheduling and routing with the compensated CSI. Based on a dual decomposition approach, the problem is solved in a distributed manner. Simulation results show that the proposed algorithm can reasonably allocate the resources, and significantly improve the throughput and energy efficiency in the network.
Introduction
The allocation of limited resources among users is a fundamental problem in networking. In traditional network architecture, resources are allocated independently within each layer in the open system interconnection (OSI) model. This methodology has many advantages. For example, protocols in one layer can be designed, enhanced, or even replaced without any impact on other protocol layers. However, these separation between layers may affect the efficiency of resource allocation in wireless multi-hop networks because of the strong interconnection between various layers of the protocol stack. Indeed, as challenging power saving issue, significant performance gains can be achieved by various cross-layer approaches, in which the layered architecture of the conventional network model is relaxed and different layers are jointly designed in an integrated framework.
Cross-layer resource allocation in wireless multi-hop networks has been extensively studied in the past few years. It is usually modeled as a network utility maximization (NUM) problem, which was firstly presented by Kelly in his seminal work [1] . Subsequently, the number of researchers in this field has risen rapidly. A jointly optimal channel assignment and congestion control (JOCAC) problem was proposed for multi-channel wireless mesh networks in [2] . In [3] and [4] , a joint power control in the physical layer and congestion control in the transport layer was presented in order to increase end-to-end throughput and energy efficiency of the wireless ad-hoc networks. A cross-layer partially distributed joint rate control and scheduling for OFD-MA wireless mesh networks was presented in [5] . A combination of queue-length-based scheduling at the base station and congestion control was proposed with the constraint of fairness in [6] . A joint routing and power control policy which provides bounded average delay guarantees was developed in [7] . A jointly optimal design of cross-layer congestion control, routing and scheduling for ad hoc networks was considered in [8] . In our previous work [9] , a jointly optimal algorithm of congestion control, channel allocation and power control was implemented in multi-channel wireless multi-hop networks. However, cross-layer resource allocation has not been fully explored. None of these algorithms have jointly considered distributed power allocation, channel allocation, congestion control, scheduling and routing together.
In [1] - [9] , perfect CSI is assumed to be available at all the nodes. It is well-known that cross-layer resource allocation is based on achievable rate values reported by the mobile stations (MSs) through a feedback channel. But for faster fading that corresponds to realistic mobile speeds, even small feedback delay will induce a massive misallocation of resources since channel variation due to large Doppler shifts usually results in a different channel. This necessitates the design of resource allocation techniques that ensure communication with the required Quality of Service (QoS) in spite of the outdatedness of CSI in the dynamic wireless multi-hop networks. Therefore, the effect of outdated CSI must be taken into account in the cross-layer resource allocation algorithm.
Cross-layer resource allocation considering the effect of outdated CSI has been studied in a downlink OFDM system [10] [11] [12] and cognitive radio networks [13] [14] recently. [10] studied the optimal power and subcarriers allocation for the downlink of a multi-user OFDMA system with imperfect channel knowledge. [11] proposed a suboptimal power control scheme to address the impact of outdated CSI for a single-user multi-channels OFDM systems. [12] considered the problem of simultaneous user-scheduling, power-allocation and rate-selection under imperfect CSI in OFDMA downlink systems with the goal of maximizing expected sum-utility under a sum-power constraint. [13] investigated the impact of outdated CSI between secondary and primary users in spectrum sharing environments and deCopyright c 200x The Institute of Electronics, Information and Communication Engineers rived the ergodic capacity of secondary user along with the optimum power control under the average received-power constraint in cognitive radio networks. [14] proposed a power control scheme based on the mean value of the outdated channel gain between a secondary transmitter and a primary receiver in the spectrum sharing system. However, there are still many challenges on cross-layer resource allocation for wireless multi-hop networks with outdated CSI. For example, the aforementioned algorithms need to know the probability density function of the channel response in order to compute conditional average capacity in advance. In practice, it is often hard to know the probability density function of channel response and there is no close form solution to the conditional average capacity. Channel prediction facilitates efficient sharing of channel resources in wireless communication systems and has already been considered for compensating feedback latency in rapidly varying scenarios, see, e.g., [15] and [16] . So, we try to introduce the classical channel prediction method to reduce the gap between instantaneous CSI and real utilized CSI in cross-layer resource allocation for dynamic wireless multi-hop networks.
In this paper, we propose a prediction-based crosslayer resource allocation algorithm that jointly optimizes power control, channel allocation, congestion control, scheduling and routing (PCCSRA) for multi-radio multichannel wireless multi-hop networks (MRMC-WMHNs). We model the network by a generalized network utility maximization (NUM) problem with elastic link data rate, power constraints and fairness consideration. The NUM problem is eventually solved through a distributed near-optimal joint resource allocation algorithm. This prediction-based PCC-SRA has been proven efficient to increase the accuracy of the resource allocation and improve throughput and energy efficiency of MRMC-WMHNs.
The paper is organized as follows: in Section 2, we define the system model and present the problem formulation. The distributed algorithm with consideration of outdated C-SI is introduced in Section 3. Section 4 evaluates the performance of the proposed scheme. Finally, Section 5 provides our conclusions.
System Model and Problem Formulation

Network Model
Consider a dynamic MRMC-WMHN with N nodes, L logical links, and an established logical topology, where nodes can move randomly. We use N = {1, 2, · · · , N} and L = {1, 2, · · · , L} to denote the set of nodes and the set of links respectively. For any two neighboring nodes m and n, there exists a bidirectional link < m, n > which contains two logical links (m, n) and (n, m). The sets of all incoming and outcoming logical links of node n are defined as L n } respectively. We also let I n denote the set of radios equipped on node n ∈ N and L k n denote the set of logical links that use radio k ∈ I n at node n. Assume that C = {1, 2, · · · , C} represents the available channels set. We consider a time-slotted transmission with slots set T , where CSI remains valid within a time slot t but varies across time slots.
Channel Prediction
In resource allocation, current rates are usually taken as the future supported rates to allocate the resources. It is obviously unreasonable. Therefore having information about the future supported rates can lead to more efficient resource allocation. In our paper, we introduce a classical AR-modelbased channel prediction method [17] to predict the rates for the next time slot. The other channel prediction methods can also be applied to get the correct CSI. We just introduce the idea of channel prediction into our cross-layer resource allocation to reduce the impact of outdated CSI in WMHNs.
Consider the equivalent low-pass discrete-time system model at the output of the matched filter and sampler given by:
where c n is the flat fading channel sampled at the symbol rate, b n is the binary phase shift keying (BPSK) sequence, and z n is the complex discrete additive white gaussian noise (AWGN) with the variance N 0 /2. Suppose that a sequence of p previous samples of the fading signal is observed. The modified covariance prediction of the future channel samplê c n based on p previous samples c n−1 , c n−2 ,· · · , c n−p is given byĉ
where p is the order of AR model, and the optimal coefficients a j are determined by resolving the following formulation:
where ε is the total sum of the forward and backward prediction error powers. To achieve longer-range prediction (several steps ahead) for the same sampling rate, we iterate (2) using previously predicted fading samples instead of the observations.
Problem Formulation
In this subsection, the cross-layer design with consideration of outdated CSI is formulated as a constrained network utility maximization problem.
For channel allocation problem, we firstly define a binary link-channel allocation matrix
Its element is denoted as follows:
Since only one channel can be allocated to one given logical link, the following constraint arises:
For arbitrary node n ∈ N and arbitrary channel c ∈ C , we define a binary node-channel allocation variable y c n as
1, if the n th node uses the c th channel 0, otherwise
Since each network interface card can operate over only one channel at each time slot, so the allocated channels to each node should be less than the network interface cards (NICs) equipped on the corresponding node. Then, we have
In addition, in order to use the partially overlapping channels to increase the aggregated throughput, we introduce a channel weight matrix W C×C ∈ R C×C to evaluate the interference levels just like literature [2] does. For any two arbitrary channels c ∈ C and c ′ ∈ C , the element w cc ′ is defined as:
where A o and A no are the overlapping and non-overlapping areas between the power spectral density (PSD) of channels c and c ′ , respectively. w cc ′ represents the interfering/overlapping portion between channels c and c ′ . Since the available channels are entirely known in advance, so matrix W can be performed off-line and used as a symmetric constant matrix directly. If channels c and c ′ are allocated to links l ∈ L and l ′ ∈ L respectively, we use W to model interference between them as:
Next, we assume that the consumed power should not exceed the total power constraint for each link. Let P = [P 1 , P 2 , · · · , P L ] be the real transmit powers vector and P max denote total power budget at arbitrary link l in each time slot t, we have
A sequence of connected logical links l ∈ L(s) forms a route originating from source s for flow s ∈ S , where S = {1, 2, · · ·, S } is the set of flows in the networks. Let f s ∈ F be the transmission rate of source s, so that mn . Since the conservation of flow condition is assumed at each node n, i.e., for flow s, the sum of all incoming flow in a non-destination node n must be no less than the sum of all outgoing flow, so we obtain
Also, we should assure that the aggregated flow rate on each link must not exceed its attainable data rate. This can be denoted as
where C l (X, P) is the attainable data rate of link l and it is a function of the transmission power P and the assigned channels W.
Using the aforementioned definition of W, the attainable data rate of link l can be expressed as:
Here, constant B is the transmission bandwidth on each channel, S INR l denotes the signal-to-interference-plusnoise ratio for link l, and K = (−ϕ 1 )/(log(ϕ 2 BER)), where ϕ 1 and ϕ 2 are constants depending on the modulation scheme and BER is the required bit-error rate, g il denotes the path gain between the transmitter of link i and the receiver of link l, n l is the additive thermal white noise power. According to Subsection 2.2, there are only outdated CSI available in the networks, so we use the corrected CSÎ g ll andĝ il in equation (2) to remodel data rate constraint (12) as
whereĈ l (X, P) = Blog 2 1 + K *
Similar to the general NUM problem, we use the utility U( f s ) = log f s [3] , which is proven twice continuously differentiable, non-decreasing and strictly concave, to realize congestion control and provide proportional fairness among the flows.
By associating the objective and the constraints together, we have the following formulation:
Note that P1 has binary variables X, real variables F, R and P, and mixed binary real cubic constraints, it is a complex non-linear mixed-integer programming problem. The constraints P1-2 and P1-5 induce the non-convex property, we can use binary linearization and log-transformation shown in our previous work [9] to transform these two constraints into linear constraints respectively and hence, the centralized algorithm can be applied to get the global optimal solution of the NUM problem P1. However, in this method, each node needs to notify the central node of all its state information and then the central node needs to send the allocated results to all other nodes. This will lead to an immense communication overhead which is expensive in time and resources, so it is impractical especially for a mobile network. Distributed algorithms can be derived by formulating and solving its Lagrange dual problem. In the next section, we will solve the dual problem and interpret the PCCSRA in the context of outdated CSI for wireless multihop networks.
Cross-layer design via dual decomposition
We use dual decomposition to solve P1. By introducing {λ (s) n ≥ 0, for all n, s : n d s } as the set of Lagrange multipliers to relax constraint P1-6, the dual to the primal problem P1 can be expressed as a max-min problem:
with partial dual function:
Furthermore, the optimization problem D(λ) in (17) can be directly decomposed into the following two subproblems:
and P4.1:
If we interpret λ (s) n ≥ 0 as the congestion price, P3 can be considered as a rate control problem that is implicitly solved by the congestion control mechanism [2] [8], p4.1 is the joint problem of routing, scheduling, power control and channel allocation, and the two interact through the congestion price λ n , the source node can update the source rate at each time slot t by
where U ′ −1 s (·) is the inverse of the first derivative of utility. For P4.1, according to literatures [5] , the first equation can be transformed from the node-centric to link-center as
Combining equations (19) and (21), we can rewrite P4.1 as
This is the canonical queue-length-based model with a feasible rate region constraint. For each link (m, n), find s * such that
where λ
n is the differential price on link (m, n). Since congestion is directly proportional to the queue length, congestion price λ mn , the joint power control and channel allocation problem P5.1 has to be solved in the context of outdated CSI. The solution for this problem will be described in the following subsection 4) Scheduling: Based on the earlier discussion, the following assignment is performed
where P * and X * are the allocated power and channel in step 3). We extend the distributed scheduling algorithm in [8] to a multi-channel environment, which will be discussed in detail in the next subsection. 5) Routing: According to the allocated rate in step 4), routing for each unit of data can be found dynamically. Since the destination d of flow s * is with the smallest queue length λ (s * ) d = 0, the packets are routed in the directions of maximum differential backlog and after enough backlog builds up, the incoming data 'pushes' old data in directions of least resistance, i.e., to the destination d. It is obvious that this scheme does not require knowledge of the arrival rates or channel statistics, and does not use any precollected set of routes, so it can reduce overhead and adapt to node mobility. However, with the capabilities to optimize throughput, lower overhead and adapt to node mobility, routing based on the differential backlogs compromises on delay performance, since packets might take many false turns especially when the network is light loaded [7] . Now, we come to solve the dual problem P2. We firstly obtain the subgradient [18] Then, using the sub-gradient algorithm [18] , the congestion price λ can be updated as
where f s and r (s) mn are the solutions of P3 and P4 respectively, {·} + = max(0, ·), η is a sufficiently small step-size and t is the iteration time slot.
Distributed joint channel allocation and power control with consideration of outdated CSI
The joint channel allocation and power control problem P5.1 is rather complex since it contains two coupled optimization variables X and P. The objective in P5.1 is to assign the channel and power to the network links according to congestion price information. It can be decomposed into two subproblems: congestion aware channel allocation and power control. The two interact through the dual variable λ and a power message which will be discussed later.
(a) channel allocation sub-problem:
where P * l , ∀l ∈ L are obtained from solving the power control sub-problem P5.3 distributedly. The local implementation is given in (29).
Each node n is responsible for assigning the optimal channels to some local links k, k ∈ L m and exchanges its individual channel usage x k , k ∈ L m with other nodes.
(b) power control sub-problem:
where x * l , ∀l ∈ L are obtained from solving the above channel allocation sub-problem P5.3. This problem without considering the corrected CSI has been solved through log-transformation and power message transmission in [4] . We introduce the corrected CSI and describe this algorithm as follows:
1) At the time slot t, the transmitter of link l calculates a power message m l (t) as:
Here, the signal-to-interference-plus-noise ratio for link l is defined as S INR l (t) =
for a given set of path losses (from the transmitter on logical link k to the receiver on logical link l) and a given set of noises (for the receiver on logical link l),ĝ ll (t) andĝ lk (t) are obtained by the predictor described in equation (2) locally.
2) The power message m l (t) is passed to all the other nodes through a flooding protocol.
3) Each transmitter adjusts its power as
where β > 0 is a constant step size. 4) t = t + 1. Return to step 1) until convergence. This algorithm has been proven to converge to the global optimum solution [4] for small enough positive constant β.
Distributed scheduling
Define λ <m,n> = max{λ mn , λ nm } as the largest differential price for a bidirectional link < m, n >. We extend the distributed scheduling algorithm in [8] to a multi-channel environment and briefly describe it as follows:
Each interface j ∈ I m carries out the following steps: 1) Find neighbor n * = arg max n:(m,n)∈L j m λ <m,n> with free in-
-If having received the matching request from the interface p of node n * , node m accepts link < m, n * > as a matched link and sends back a matched reply. At the same time, node m sends a drop message about the interface j and channel i to all other neighbors with free interfaces and channels.
-Otherwise, node m sends a matching request to node n * . 2) Upon receiving a matching request information from neighbor n: -If n = n * and channel i is free, node m accepts the request and sends back a matched reply. At the same time, node m sends a drop message about the interface j and channel i to all other neighbors with free interfaces and channels.
-Otherwise, node m just stores this message.
3) Upon receiving a matched reply information from neighbor n, node m sends a drop message about the interface j and channel i to all other neighbors with free interfaces and channels.
4) Upon receiving a drop message form neighbor n, node m updates the free information of the interface and channel by deleting the interface j and the channel i.
5) If node m is busy or has no free neighbor, it keeps the current state. Otherwise, it takes action according to the steps 2)-4).
6) The matched links are allowed to transmit with the allocated rate according to (25) .
According to the above discussion, the main idea of this algorithm is to active the local bidirectional link with the maximum differential price. 6) Routing: The routing is determined by the transmission rates allocated in step 5).
7) Go back to step 1).
In the proposed distributed resource allocation algorithm, each node has to calculate five parameters: congestion price λ n , power message m l , source rate f s , transmitting rate r mn and the transmitted power P l , and solve local channel allocation problem and scheduling problem. For each node n ∈ N , channel allocation problem is a combinatorial optimization problem with at most C V max combinations, where V max denotes the maximum bidirectional links connected to any node in the network and C denotes the number [8] . So the computational complexity of each node is O(C V max + 0.5L + 5). According to the convergence analysis in [8] , since we use a constant step-size λ ≥ 0 in the sub-gradient method, the proposed algorithm is guaranteed to converge to within a neighborhood of the optimal value, i.e., the proposed algorithm is suboptimal.
Simulation results and discussions
In order to compare the performance, we extend the joint congestion control, scheduling and routing algorithm in [8] with the channel prediction method. For convenience, the algorithm in [8] is called CSRA for short. In this section, we compare the performance of PCCSRA with perfect CSI, outdated CSI, corrected CSI and CSRA with perfect CSI, outdated CSI, corrected CSI respectively through MATLAB simulation.
A simple ad hoc network shown in Fig. 1 is considered. We assume that there are two network layer flow A → F and B → E. The communication and the interference ranges are 250 and 450 meters respectively. Each router is equipped with two radios. Two orthogonal frequency channels are available. Jakes channel model with nine oscillators (scatters) is adopted and the maximum Doppler frequency f d is set to be 100 Hz. The channel is observed for the first 150 samples. The feedback delay and the order p are equal to 3 ms and 15 respectively. 2000 time slots are simulated. The parameters used in the simulations are listed in Table 1 . Fig. 2 shows the evolution of the data rates of two selected users at nodes A and B respectively. As we can observe, the flow rate curves converge to a small neighborhood of the optimal. This oscillating behavior can be interpreted as due to the scheduling process. To compare PCCSRA with CSRA, we consider a more complex network with 15 wireless mesh routers which are randomly located in a 700m*700m square field and the one near the center is chosen as the gateway. Each non-gateway node transmits a flow to the gateway. The detailed simulation parameters are described in Table 2 . The differences between the parameters used by PCCSRA and CSRA exist because CSRA is designed for a single-channel system and does not realize the power control. The performance is evaluated in terms of average network throughput and energy efficiency with respect to the increasing feedback delay and the increasing moving speed respectively. Energy efficiency is defined as s∈S f s / l∈L P l . We plot the performance curve of PCCSRA with solid line and that of CSRA with dashed line respectively.
In Fig. 3 and 4 , the average throughput and energy efficiency are respectively evaluated with the increasing feedback delay. In the simulation, nodes move at the speed of 50 km/h and the results are averaged over 4000 time slots. It can be observed from the the figures that PCCSRA with perfect CSI obviously outperforms CSRA with perfect CSI. The same conclusion can be drawn for the corrected CSI case and the outdated CSI case. This happens because PCCSRA introduces multi-channel allocation to im- prove the throughput and power control to enhance the energy efficiency. It is also worth noting that both PCCSRA and CSRA with corrected CSI effectively reduce the performance gap relative to the perfect CSI cases. This is due to the channel prediction which reduces the bias between the outdated CSI and the perfect CSI.
In Fig. 5 and 6 , the average throughput and energy efficiency are further studied with the increasing moving speed. In the simulation, nodes move at speeds from 50 to 200 km/h and results are averaged over 2000 time slots. As expected, on one hand, PCCSRA with perfect CSI, outdated CSI and corrected CSI show better performance than CSRA with perfect CSI, outdated CSI and corrected CSI respectively due to the use of channel allocation and power control. On the other hand, the corrected cases for PCCSRA outperforms the outdated case for PCCSRA and the conclusion also holds for CSRA. However, the gap between the perfect CSI case and the corrected case increases since the prediction error increases for higher speeds. In conclusion, except the perfect CSI case which is difficult to implement, the proposed prediction-based PCCSRA shows the best performance in terms of average throughput and energy efficiency . 
Conclusion
In this paper, we have studied the problem of resource allocation in MRMC-WMHNs with outdated channel sensing. A distributed algorithm based on channel prediction has been proposed for joint channel allocation, power control, congestion control, scheduling and routing. Simulation results have verified that the proposed algorithm can allocate the resource in MRMC-WMHNs reasonably and achieve better performance compared to the conventional ones.
