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Abstract. For C a finite tensor category we consider four versions of the
central monad, A1, . . . , A4 on C. Two of them are Hopf monads, and for C
pivotal, so are the remaining two. In that case all Ai are isomorphic as Hopf
monads. We define a monadic cointegral for Ai to be an Ai-module morphism
1→ Ai (D), where D is the distinguished invertible object of C.
We relate monadic cointegrals to the categorical cointegral introduced by
Shimizu (2019), and, in case C is braided, to an integral for the braided Hopf
algebra L = ∫X X∨ ⊗X in C studied by Lyubashenko (1995).
Our main motivation stems from the application to finite dimensional quasi-
Hopf algebras H. For the category of finite-dimensional H-modules, we relate
the four monadic cointegrals (two of which require H to be pivotal) to four ex-
isting notions of cointegrals for quasi-Hopf algebras: the usual left/right cointe-
grals of Hausser and Nill (1994), as well as so-called γ-symmetrised cointegrals
in the pivotal case, for γ the modulus of H.
For (not necessarily semisimple) modular tensor categories C, Lyubashenko
gave actions of surface mapping class groups on certain Hom-spaces of C, in
particular of SL(2,Z) on C(L,1). In the case of a factorisable ribbon quasi-
Hopf algebra, we give a simple expression for the action of S and T which uses
the monadic cointegral.
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2 Monadic cointegrals and applications to quasi-Hopf algebras
1. Introduction
1.1. Monadic cointegrals. There are two notions of cointegrals for a Hopf alge-
bra H, namely left cointegrals and right cointegrals. These are elements λ ∈ H∗
which satisfy, for all h ∈ H,
2) (λ⊗ id) ◦∆(h) = λ(h)1 (right cointegral) ,
3) (id⊗λ) ◦∆(h) = λ(h)1 (left cointegral) .
The unusual numbering will be explained below.
If H is a pivotal Hopf algebra, that is, if it is equipped with a group-like
element g, subject to certain conditions, one can introduce two more notions of
cointegrals, so-called γ-symmetrised left and right cointegrals [BBGa, FOG]. Here
γ ∈ H∗ denotes the modulus of H, which encodes the difference between left and
right integrals for H. The defining equation for λ ∈ H∗ to be a γ-symmetrised
left/right cointegral is
1) (λ⊗ id) ◦∆(h) = λ(h)g−1 (right γ-symmetrised cointegral) ,
4) (id⊗λ) ◦∆(h) = λ(h)g (left γ-symmetrised cointegral) .
Such γ-symmetrised cointegrals, and in particular the special case where γ is given
by the counit, have applications to modified traces and to quantum invariants
of links and three-manifolds [BBGa, BBGe, DGP]. Furthermore, γ-symmetrised
cointegrals are an example of g-cointegrals for a group-like g as introduced in [Ra1].
Let us suppose now that H is finite-dimensional and defined over an alge-
braically closed field, and denote by HM the category of finite-dimensional left
H-modules. Then HM is a finite tensor category in the sense of [EGNO], in par-
ticular it has left and right duals. If H is in addition pivotal, then HM becomes
a pivotal tensor category [AAGTV]. One can now ask if it is possible to describe
the above two (or four, in the pivotal case) notions of cointegrals in terms of the
category HM in a such a way that it generalises to arbitrary (pivotal) finite ten-
sor categories C. This is indeed possible, and has been done for left cointegrals
in [Sh3] using Hopf comonads on C. In the present paper we define analogous
notions for all four variants of cointegrals, working instead with Hopf monads.
Hopf monads on a rigid monoidal category C were introduced in [BV1]. These
are monads M on C, equipped with extra structure: First, the functor M : C → C
is equipped with a lax comonoidal structure, i.e. there are morphisms
(comultiplication) M(X ⊗ Y )→M(X)⊗M(Y ) , natural in X, Y ,
(counit) M(1)→ 1 , (1.1)
satisfying certain conditions. The multiplication and the unit of the monad M
have to be comonoidal as well. Finally, M has (unique) left and right antipodes,
again given by certain natural transformations, see Section 2.1 for details.
A module over a monad M is an object V ∈ C together with an action M(V )→
V of the monad. For a Hopf monad, the category CM of M -modules is again a
rigid monoidal category [BV1].
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Let now C be a finite tensor category. The four monads we are interested in are
all given in terms of coends. Namely, for V ∈ C we set
A1 (V ) =
∫ X∈C
∨X ⊗ (V ⊗X) , A2 (V ) =
∫ X∈C
X∨ ⊗ (V ⊗X) ,
A3 (V ) =
∫ X∈C
(X ⊗ V )⊗ ∨X , A4 (V ) =
∫ X∈C
(X ⊗ V )⊗X∨ .
Here ∨X denotes the right dual and X∨ the left dual of an object X ∈ C (see
Section 1.5 below for our conventions). Finiteness of C ensures existence of these
coends. The index 1, . . . , 4 indicates the “position” of the duality symbol ∨.
A2 and A3 are Hopf monads [BV2, Sec. 5.4], called central monads, and are
isomorphic as Hopf monads. If C is pivotal, then A1 and A4 are also Hopf mon-
ads, and all four Ai are isomorphic as Hopf monads, see Proposition 2.4. In the
following, if we discuss properties of A1 and A4, we will implicitly assume that C
is in addition pivotal.
We define four types of monadic cointegrals as follows. Denote by D ∈ C the
distinguished invertible object of C.2 The tensor unit 1 ∈ C is an Ai-module via
the counit. Ai(D) is an Ai-module by the monad multiplication. A monadic
cointegral for Ai is an intertwiner of Ai-modules λi : 1 → Ai(D). This means
that λi is a morphism in C which satisfies
Ai (1) A
2
i (D)
1 Ai (D)
Ai(λi)
i µi(D)
λi
, (1.2)
where i and µi denote the counit and multiplication of Ai, respectively.
In the case D = 1, this definition of monadic cointegral agrees with the defini-
tion of a cointegral for a Hopf monad that first appeared in [BV1, Sec. 6.3]. For
i = 2 (and general D), the above definition is related by an isomorphism to the
notion of “categorical cointegral” defined in [Sh3] (Corollary 2.13).
Theorem 1.1. For a finite tensor category C, non-zero monadic cointegrals for
A2, A3 (and for A1, A4 if C is pivotal) exist and are unique up to scalar multiples.
This follows from a corresponding result in [Sh3], see Proposition 2.10.
We now come to a key observation, which explains the reason for introduc-
ing four slightly different Hopf monads Ai, even though they are all isomorphic.
Namely, for H a finite-dimensional Hopf algebra and C = HM, each monad Ai has
a particularly natural realisation (Example 2.5). With respect to this realisation
one finds, firstly, that as a vector space Ai(D) = H
∗, so that a λ as in (1.2) is an
2For C = HM, the object D is the one-dimensional representation with the H-action given
by γ−1, and γ is the modulus of H.
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element of H∗, and, secondly, the equivalences
λ is a mon. coint. for

A1
A2
A3
A4
⇔ λ is a

right γ-sym.
right
left
left γ-sym.
coint. for H , (1.3)
see Example 2.9. As before, in cases 1 and 4 we require H to be pivotal.
The universal properties of the coends Ai give isomorphisms between the var-
ious spaces of monadic cointegrals, and hence also between the various spaces of
cointegrals for H. This will be useful in our application to quasi-Hopf algebras.
1.2. Application to quasi-Hopf algebras. For Hopf algebras, the relation be-
tween integrals and cointegrals is very simple: passing to the dual Hopf algebra
exchanges the two notions. For quasi-Hopf algebras, this is no longer the case as
the definition of a quasi-Hopf algebra is not symmetric under duality. While inte-
grals for a quasi-Hopf algebra H are defined in the same way as for Hopf algebras,
cointegrals λ ∈ H∗ are markedly more complicated.
The definition of left/right cointegrals for a quasi-Hopf algebra H is given
in [HN2], and that of γ-symmetrised left/right cointegrals in [SS, BGR] and in
Section 4.2 below.
Fix a finite-dimensional quasi-Hopf algebra H over an algebraically closed field.
As for Hopf algebras, HM is also a finite tensor category, and each of the monads
Ai on HM has a natural realisation such that the underlying vector space of Ai(D)
is H∗ in all four cases, cf. Section 3.3. With these realisations, we describe the
monadic cointegrals for H via equations involving quasi-Hopf data. For example,
an element λ ∈ H∗ which is an H-module intertwiner 1 → A2(D) is a monadic
cointegral for A2 if and only if the equation (3.26) holds.
Our main result is a generalisation of the relations in (1.3) for quasi-Hopf alge-
bras, namely the precise relation between the monadic cointegrals and the quasi-
Hopf cointegrals from [HN2, SS, BGR]:
Theorem 1.2. We have the bijections from the various types of cointegrals λ ∈
H∗ for the finite-dimensional quasi-Hopf algebra H to the corresponding types of
monadic cointegrals in HM as shown in Table 1.
This is shown in Theorems 4.1 and 4.4.
Remark 1.3. Analogous to [Sh3] one can introduce monadic integrals by noting
that Ai(1) is a coalgebra and defining left/right monadic integrals for Ai to be
left/right comodule morphisms in C(Ai(D),1). In the quasi-Hopf case, monadic
integrals are elements of H∗∗ ∼= H, and one finds that the left/right monadic
integrals for Ai are the usual left/right integrals for the quasi-Hopf algebra H (for
i = 1, 2), and the right/left integrals (for i = 3, 4). In the Hopf case, a similar
result was also noted in [Sh3].
A slightly different notion of integrals for Hopf monads has already appeared
earlier in the literature [BV1]. If C is braided, then by [BV1, Ex. 5.4] this notion
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If the quasi-Hopf then the element of is a monadic
cointegral λ is . . . H∗ given by . . . cointegral for . . .
right γ-sym. λ
(
S(β) ?S−1(ϑ)
)
A1
right λ
(
S(β) ?S−1(ξ)
)
A2
left λ
(
S−2(β) ?S(ξˆ)
)
A3
left γ-sym. λ
(
β ?S(ϑˆ)
)
A4
Table 1. Relation between various notions of cointegrals. Here,
“ ? ” is a place holder for the function argument, β is the coevalu-
ation element and ϑ, ξ, ξˆ, ϑˆ are certain elements of H defined in
Section 4. For cases 1 and 4, H is required to be pivotal. If H is
a (non-quasi) Hopf algebra, then β = ϑ = ξ = ξˆ = ϑˆ = 1 and one
recovers the simple relation in (1.3).
agrees with the definition of cointegrals for Hopf algebras in braided categories
as in [KL]. By arguments analogous to those given in Section 6, it in turn also
agrees with the monadic integrals from the beginning of this remark. Here we will
not go into the details of either of these points and focus instead on the study of
monadic cointegrals.
1.3. Application to braided tensor categories. Let C now be a braided finite
tensor category. In [LM, Ly1] the coend L = ∫ X∈C X∨⊗X was studied and shown
to be a Hopf algebra in C. One can use the braiding of C to construct a natural
family of isomorphisms
ξV : A2(V )→ L⊗ V .
This provides an isomorphism A2 ∼= L⊗? of Hopf monads.
For Hopf algebras H in braided categories, one can define integrals and cointe-
grals just as for Hopf algebras over a field, up to one additional subtlety. Namely,
integrals are certain morphisms from a so-called object of integrals IntH ∈ C to H.
Conversely, cointegrals are certain morphisms H → IntH, see [KL] and Section 6.
For example, a left integral for H is a morphism Λ : IntH → H such that
H ⊗ IntH H ⊗H
1⊗ IntH IntH H
id⊗Λ
ε⊗id m
∼ Λ
commutes. Here ε and m denote the counit and multiplication of H.
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We find that monadic cointegrals for A2 are related to left integrals for L, and
that the object of integrals for L is IntL = ∨D, the right dual of the distinguished
invertible object of C (Proposition 6.1):
Proposition 1.4. Let C be a braided finite tensor category. Then Λ : ∨D → L is
a left integral for L if and only if
λ =
[
1
−−→
coev D−−−−→ ∨D ⊗D Λ⊗id−−−→ L⊗D ξ
−1
D−−→ A2 (D)
]
is a monadic cointegral for A2.
Proposition 6.1 also contains a similar statement for the relation of right inte-
grals of L with monadic cointegrals for A2.
An important application of L and its integrals arises in the case that C is mod-
ular, that is, a (not necessarily semisimple) finite ribbon category whose braiding
satisfies a non-degeneracy condition called factorisability (see Section 7).
In this case, one can define a projective representation of the genus-g surface
mapping class group on the Hom-space C(L⊗g, 1) [Ly2], as well as a non-semisimple
variant of the Reshetikhin-Turaev topological field theory [DGP, DGGPR]. The
integral for L (which is two-sided for C modular) enters in both constructions.
Let us specialise to the case that C = HM for H a finite-dimensional quasi-
triangular quasi-Hopf algebra which is in addition ribbon (and so in particular
pivotal). In Section 6.3 we explicitly relate left integrals for L, right monadic
cointegrals in HM, and right cointegrals for H. In Section 7.2 we assume further-
more that H is factorisable (as defined in [BT1]), which is equivalent to HM being
factorisable [FGR1]. In this case, D = 1 and both integrals and cointegrals for L
are two-sided. We may take A2(1) = L and by the above proposition, integrals
for L are precisely the same as monadic cointegrals for A2.
We present the projective representation of SL(2,Z) on C(L,1) as an example
for the mapping class group actions mentioned above by giving the action of the
S and T generators, simplifying the corresponding expressions in [FGR1]. Denote
by Z(H) the centre of H and write αZ = {αz | z ∈ Z(H)}, where α is the
evaluation element of H. Recall that L = H∗ as a vector space. One finds that
via the natural isomorphism H ∼= H∗∗ one has αZ ∼= C(L,1). In Proposition 7.1
we compute the action of S and T on αZ to be, for z ∈ Z(H),
S . (αz) = 〈λ | ω̂1z〉 ω̂2 , T . (αz) = v−1αz .
Here, λ is a monadic cointegral for A2, ω̂1,2 are the components of the Hopf-pairing
ω : L ⊗ L → 1, and v is the ribbon element of H, see Section 7 for details.
Finally, let us note that the construction in [DGGPR] of a three-dimensional
topological field theory from a modular category C uses the integral for L and
the modified trace on (the projective ideal in) C. For C = HM with H a fac-
torisable ribbon quasi-Hopf algebra, monadic cointegrals for A2, A3 provide the
integral for L, and monadic cointegrals for A1, A4 provide the modified trace
via the construction using symmetrised cointegrals in [SS, BGR]. An important
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class of factorizable quasi-Hopf algebras as inputs for such topological field theo-
ries comes from the fundamental examples of logarithmic conformal field theories
[GR, FGR2, CGR, GLO, Ne].
The fact that monadic cointegrals provide integrals for L and modified traces in
a uniform setting was one of the motivations to carry out the present investigation.
Another motivation was that because of their direct categorical interpretation, in
certain situations monadic cointegrals for quasi-Hopf algebras may be easier to
use than those in the left column of Table 1.
1.4. Comparison to the approach of Shibata-Shimizu. For quasi-Hopf al-
gebras, a relation between right cointegrals for H and categorical cointegrals in
the sense of [Sh3] was derived in [SS]. The main theorem in the present paper
(Theorem 1.2) is an analogous result for the four types of monadic cointegrals.
Comparing to [SS], we work in a dual setting that uses central Hopf monads
instead of comonads. This last choice of monads over comonads is merely con-
ventional. However, our approach to the application of monadic cointegrals to
quasi-Hopf cointegrals is quite different from the one in [SS]: the latter uses a
detour via the category of Yetter-Drinfeld modules, while we follow a more direct
route. In our approach, we found the monadic setting better suited to make the
connection to [HN2] than the comonadic picture.
A more conceptual relation between these two pictures is described in Re-
mark 2.14.
Outline of the paper. In Section 2 we start by reviewing the definition of a
Hopf monad. Then, the central monads and their Hopf structures are described.
We define four versions of monadic cointegrals, and show that they are related by
isomorphisms to the categorical cointegral considered in [Sh3].
Section 3 contains our conventions for (pivotal) quasi-Hopf algebras. We spe-
cialise the definition of the various monadic cointegrals to the category of modules
over a quasi-Hopf algebra, and we review the definition and some properties of
left and right cointegrals for quasi-Hopf algebras from [HN2, BC].
Our main theorem showing that quasi-Hopf cointegrals are equivalent to mo-
nadic cointegrals is formulated in Section 4. The main ideas of the proof are
outlined, while technical details are deferred to Appendix A.
Examples of monadic cointegrals for quasi-Hopf algebras are given in Section 5.
In Section 6 we consider integrals for Hopf algebras in braided finite tensor
categories, and we relate left and right integrals for L to monadic cointegrals
for A2. As an example, we treat finite-dimensional quasi-triangular quasi-Hopf
algebras.
With C = HM the category of finite-dimensional modules over a finite-dimen-
sional factorisable ribbon quasi-Hopf algebra H, in Section 7 we express the
SL(2,Z)-action on the centre of H using the monadic and the quasi-Hopf cointe-
gral.
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1.5. Conventions. Throughout this paper we fix an algebraically closed field k.
Following [EGNO], by a finite tensor category we mean a k-linear abelian category
that
• has finite-dimensional Hom-spaces, and every object is of finite length,
• possesses a finite set of isomorphism classes of simple objects,
• has enough projectives,
• is rigid monoidal, such that the tensor product functor is k-bilinear and
the monoidal unit 1 is simple.
We denote the left and the right dual of an object X by X∨ and ∨X, respectively.
The corresponding evaluations and coevaluations are
←−
evX : X
∨ ⊗X → 1 , ←−−coevX : 1→ X ⊗X∨ ,
−→
evX : X ⊗ ∨X → 1 , −−→coevX : 1→ ∨X ⊗X , (1.4)
satisfying the familiar zig-zag equalities. We do not assume that C is strict
monoidal, and (compositions of) coherence isomorphisms will be indicated.
Our conventions for string diagrams are as follows. We read them from bottom
to top, and coherence isomorphisms will usually not be drawn.
Left and right coevaluation and evaluation for the object X ∈ C are drawn as
X X∨
,
∨X X
,
X∨ X
,
∨XX
, (1.5)
respectively, so that in our conventions for duals and string diagrams, arrows on
the duality maps for left (right) duals point to the left (right).
A functor F : C → D between monoidal categories is lax comonoidal if there is
a natural transformation F2 and a morphism F0,
3
F2(X, Y ) : F (X ⊗ Y )→ FX ⊗ FY, F0 : F1→ 1, (1.6)
satisfying certain coherence conditions so that coalgebras in C are mapped to
coalgebras in D. For that reason we will commonly refer to F2 and F0 as the
comultiplication and the counit of the lax comonoidal functor F . If F2 and F0 are
isomorphisms then F is called a strong comonoidal functor.
3 Here and below we sometimes abbreviate F (X) by FX when applying functors to objects,
and similarly for functors on morphisms.
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Similarly, a functor F : C → D between monoidal categories is lax/strong
monoidal if F op : Cop → Dop is lax/strong comonoidal. The corresponding natural
transformation F2 and the morphism F0 we call the multiplication and the unit,
respectively.
A natural transformation ϕ : F ⇒ G between two comonoidal functors is called
comonoidal if it commutes with the comonoidal structures. That is, if
G2(X, Y ) ◦ ϕX⊗Y = (ϕX ⊗ ϕY ) ◦ F2(X, Y ) and F0 = G0 ◦ ϕ1 (1.7)
is true for all objects X, Y .
Monoidal natural transformations between monoidal functors are defined simi-
larly.
A rigid category C is called pivotal if there is a monoidal natural isomorphism
δ : idC ⇒ (?)∨∨, i.e. from the identity functor on C to the double dual functor. The
monoidal structure of the double dual is given in terms of the natural isomorphism
γV,W : V
∨ ⊗W∨ → (W ⊗ V )∨, γV,W =
V ∨W∨
(W ⊗ V )∨
id
, (1.8)
as the composition
V ∨∨ ⊗W∨∨ γV ∨,W∨−−−−→ (W∨ ⊗ V ∨)∨ (γ
−1
W,V )
∨
−−−−−→ (V ⊗W )∨∨. (1.9)
Note that the existence of the pivotal structure δ is equivalent to requiring that
the left and the right dual functor be isomorphic as monoidal functors. Indeed,
given δ we can form the isomorphism
∨X
δX
X∨
. (1.10)
Conversely, given a natural monoidal isomorphism ∨X ∼= X∨, we have
X∨∨ ∼= (∨X)∨ ∼= X (1.11)
where the second isomorphism is
ωX =
[
(∨X)∨ ∼−→ (∨X)∨ ⊗ 1 id⊗
−−→
coev X−−−−−−−→ (∨X)∨ ⊗ (∨XX) ∼−→ ((∨X)∨ ⊗ ∨X)X
←−
ev ∨X ⊗ id−−−−−−→ 1X ∼−→ X
]
. (1.12)
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We will suppress some of the tensor product symbols to shorten expressions, e.g. in
the above expression we only left those tensor symbols between objects necessary
to make the assignment of duals unambiguous. As a string diagram (1.12) simply
reads
ωX =
(∨X)∨
X
. (1.13)
2. Monadic cointegrals
This section contains the main definition of this paper, namely that of the four
types of monadic cointegrals (Definition 2.7). To state the definition we first
briefly review Hopf monads [BV1], the central Hopf monad, and the distinguished
invertible object. Finally we realise monadic cointegrals via Hopf comonads to
establish existence and uniqueness via results in [Sh3].
2.1. Hopf monads. We first recall the basic notions from the theory of Hopf
monads on rigid categories. Throughout, our conventions will closely follow [BV1].
Monads. Recall [Mac, Sec. VI] that a monad M on a category C is an algebra
in End(C), the category of endofunctors of C, which is a monoidal category under
composition. This means that there are natural transformations
µ : M2 ⇒M, η : idC ⇒M, (2.1)
the multiplication and unit of M , respectively, satisfying
M3V M2V
M2V MV
MµV
µMV µV
µV
and
M2V MV M2V
MV
ηMV
µV
MηV
µV
, (2.2)
for each V ∈ C.
A module over a monad M is a tuple (V, ρ), consisting of an object V ∈ C
together with a morphism ρ : MV → V , called the action, such that
M2V MV
MV V
Mρ
µV ρ
ρ
and
V MV
V
ηV
ρ (2.3)
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commute. A morphism of M -modules from (V, ρ) to (W,σ) is a morphism f :
V → W in C which commutes with the action, i.e.
σ ◦Mf = f ◦ ρ. (2.4)
The category of M -modules is denoted by CM . The forgetful functor from CM to C
has a left adjoint which sends an object V ∈ C to the free M -module (MV, µV ).4
A morphism of monads is a morphism φ : M ⇒ M ′ of algebras in End(C). It
therefore induces a functor φ∗ : CM ′ → CM via pullback, cf. [BV1, Lem. 1.6].
If C is monoidal, and A ∈ C is an algebra, then A⊗? is a monad. A comonad
on C is a monad on Cop.
Bimonads. If C is a monoidal category, then a bimonad on C is a monad M such
that the functor M is lax comonoidal and the multiplication and unit of M are
comonoidal natural transformations.
The name “bimonad” is in analogy to algebras and bialgebras: The category of
modules over a bimonad (M,M0,M2) is monoidal, and a lax comonoidal structure
on M is the same as a monoidal structure on CM such that the forgetful functor
to C is strong monoidal, cf. [Mo, Thm. 7.1]. Given two M -modules (V, ρ), (W,σ),
their tensor product is defined by
(V, ρ)⊗ (W,σ) = (V ⊗W, (ρ⊗ σ) ◦M2(V,W )), (2.5)
and the monoidal unit of CM is the M -module (1,M0), which we will also denote
by 1.
A morphism of bimonads is a comonoidal natural transformation which is a
morphism of the underlying monads. We will later need the following lemma.
Lemma 2.1 ([BV1, Lem. 2.7]). Let M,M ′ be bimonads on C. Then there is a
one-to-one correspondence between morphisms f : M ⇒M ′ of bimonads and strict
monoidal functors F : CM ′ → CM whose underlying functor on C is the identity
functor.
Remark 2.2. Given a bimonad morphism f , the corresponding functor deter-
mined via Lemma 2.1 is just the pullback of the M ′-module structure along f ,
i.e. F = f ∗. Conversely, the monad morphism f : M ⇒ M ′ corresponding to the
functor F : CM ′ → CM is given as follows. Let (M ′V, Fµ′V ) ∈ CM be the image
of the free M ′-module on V under F . Then fV = Fµ′V ◦Mη′V . In particular,
f ∗ = F .
If C is braided monoidal, and B ∈ C is a bialgebra, then B⊗? is a bimonad. A
bicomonad on C is a bimonad on Cop.
4 If (B, ν) is an M -module and A any object in C, then the Hom-set adjunction
CM
(
(MA,µA), (B, ν)
) ∼= C(A,B) is given by sending an M -module morphism f to f ◦ ηA,
and conversely, a morphism g : A→ B is sent to ν ◦Mg.
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Hopf monads. A bimonad M on a rigid category C is called a Hopf monad if
CM is rigid, following again the familiar nomenclature of algebras, bialgebras, and
Hopf algebras. For a Hopf algebra, the rigid structure of its category of modules
is encoded in the antipode. For Hopf monads, the corresponding concept is as
follows, cf. [BV1]. A natural transformation Sl with components
SlV : M
(
(MV )∨
)→ V ∨ (2.6)
is called a left antipode for M if it satisfies
M((MV )∨ ⊗ V ) M(MV )∨ ⊗MV M(M2V )∨ ⊗MV
(MV )∨ ⊗MV
M(V ∨ ⊗ V ) M1 1
M2
M(η∨V ⊗id)
Mµ∨V ⊗id
SlMV ⊗id
←−
ev MV
M
←−
ev V
M0
(2.7)
and
M1 1 V ⊗ V ∨
M(MV ⊗ (MV )∨) M2V ⊗M(MV )∨ MV ⊗ V ∨
M0
M(
←−−
coev MV )
←−−
coev V
ηV ⊗id
M2 µV ⊗SlV
.
(2.8)
Given an M -module (V, ρ), the antipode allows us to define a morphism
ρ˜ =
[
M(V ∨)
M(ρ∨)−−−−→M((MV )∨) SlV−→ V ∨] , (2.9)
which turns (V ∨, ρ˜) into an M -module [BV1, Thm. 3.8]. The evaluation and
coevaluation are those in C,
←−
ev (V,ρ) =
←−
ev V ,
←−−
coev(V,ρ) =
←−−
coevV , (2.10)
and that they are indeed M -module intertwiners is guaranteed by the two com-
muting diagrams (2.7) and (2.8). Right duals via the right antipode are defined
similarly. It was also shown in [BV1, Thm. 3.8] that CM is rigid if and only if the
left and right antipodes exist, and that the antipodes are unique.
A morphism of Hopf monads is a morphism of the underlying bimonads. It
automatically commutes with the antipodes, [BV1, Lem. 3.13].
A Hopf comonad on C is a Hopf monad on Cop.
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If C is braided rigid monoidal, and H ∈ C is a Hopf algebra with invertible
antipode, then H⊗? is a Hopf monad, see [BV1, Ex. 3.10]. This example will be
important in Section 6.
2.2. The central Hopf monad. Throughout the rest of this section C will de-
note a finite tensor category. Recall the notion of a coend from e.g. [Mac, KL] or
[FS, Sec. 4.2]. It follows from [KL, Cor. 5.1.8] that the coends
A1 (V ) =
∫ X∈C
∨X (V X) , A2 (V ) =
∫ X∈C
X∨ (V X)
A3 (V ) =
∫ X∈C
(XV ) ∨X, A4 (V ) =
∫ X∈C
(XV )X∨ (2.11)
exist for all V ∈ C. A different and more detailed proof of existence is given in
[Sh1, Thm. 3.6]. Note that the subscript i indicates the ‘position’ of the dual
symbol ∨. We write ιi(V ) for the universal dinatural transformation of Ai (V ) so
that for example
ι2(V )X : X
∨ (V X)→ A2 (V ) . (2.12)
In particular, Ai : V 7→ Ai (V ) is an endofunctor, and the universal dinatu-
ral transformations ιi(V ) are natural in V ∈ C. In our graphical notation the
dinatural transformation ι2(V ) is drawn as
A2 (V )
ι2(V )X
X∨ V X
(2.13)
for all V,X ∈ C. Functors like Ai, and in particular the functor A2, were already
studied in e.g. [BV2]. The latter is known as the central Hopf monad [Sh1].
We will now describe the monad structures in more detail, restricting our ex-
position to the case i = 2. The monad structure is similar for all other cases.
Recall the natural isomorphism γX,Y : (X
∨)(Y ∨) → (Y X)∨ from (1.8). The
multiplication µ2 : (A2)
2 ⇒ A2 with components µ2(V ) : A2A2(V ) → A2 (V ) is
determined by the universal property of coends via
A2 (V )
µ2(V )
ι2(A2V )Y
ι2(V )X
Y ∨ X∨ V X Y
=
A2 (V )
ι2(V )X⊗Y
γY,X idX⊗Y
Y ∨ X∨ V X Y
. (2.14)
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Here we used what is known as the ‘Fubini theorem’ for ends and coends, cf. [Mac,
Sec. IX.8], see also [Lo, Rem. 1.9], to express the dinatural transformation of the
iterated coend A2A2(V ) in terms of ι2(V ) and ι2(A2V ).
The unit of A2, i.e. the natural transformation η2 : idC ⇒ A2, is defined as
η2(V ) :=
[
V
∼−→ 1∨ (V 1) ι2(V )1−−−→ A2 (V )
]
. (2.15)
For i = 2, 3, Ai is always a Hopf monad [BV2, Sec. 5.4]. As an example we
again consider i = 2, the other case is similar. The lax comonoidal structure is
defined by5
A2 (U) A2 (V )
∆2(U, V )
ι2
id
X∨ U V X
=
A2 (U) A2 (V )
ι2 ι2
X∨ U V X
,
2
ι2
X∨ X
=
X∨ X
. (2.16)
These are the comultiplication and counit of A2. The left antipode of A2 is defined
by
U∨
Sl2(U)
ι2
X∨ (A2U)∨X
=
U∨
ι2(U)∨X
∼
X∨ (A2U)∨ X
, (2.17)
following [BV2, Thm. 5.6]. Here, by ∼ we mean the canonical isomorphism X ∼=
(∨X)∨, defined similarly to ωX :
∨(X∨) → X from (1.12). The right antipode is
obtained analogously.
For i = 1, 4, the above definition of a bimonad structure on Ai does not work.
If C is pivotal, however, the natural isomorphism X∨ ∼= ∨X from (1.10) can be
used when the duals do not match up in the comultiplication and counit. For
5 Here and in similar places below, we often omit spelling out all components and arguments
of the dinatural transformations, e.g. on the LHS we have ι2(U ⊗ V )X , etc.
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example, the counit of A1 is given by
1
ι1
∨X X
=
(1.10)
∨X X
. (2.18)
One checks that in this way one obtains a Hopf monad structure on A1 and A4.
We summarise the preceding discussion in the following proposition.
Proposition 2.3. The functors A2 and A3 are Hopf monads. If C is pivotal, then
A1 and A4 are also Hopf monads.
The following proposition will now show that the canonical natural isomor-
phisms κi,j : Ai ⇒ Aj defined by
(κi,j)V ◦ ιi(V )X = ιj(V )X′ ◦ (isomorphism of components), (2.19)
are isomorphisms of Hopf monads. Here, X ′ stands for X, X∨ or ∨X as appropri-
ate, and the ‘isomorphisms of components’ consist of coherence isomorphisms and
the isomorphisms ∨(X∨) ∼= X and, in the pivotal case, X∨ ∼= ∨X. For example,[
X∨ (V X)
ι2(V )X−−−−→ A2 (V ) (κ2,3)V−−−−→ A3 (V )
]
=
[
X∨ (V X) ∼−→ (X∨ V )X id⊗ω
−1
X−−−−→ (X∨ V )(∨(X∨)) ι3(V )X∨−−−−−→ A3 (V )
]
. (2.20)
Proposition 2.4. The natural isomorphism κ2,3 is an isomorphism of Hopf mon-
ads. If C is pivotal, then κi,j are isomorphisms of Hopf monads for all i, j.
Proof. We first claim that the pullback F = (κ2,3)
∗ : CA3 → CA2 is a well-defined
functor. Namely, on an A3-module (V, ρ) the functor acts as F (V, ρ) = (V, Fρ),
where we define Fρ : A2V → V by
Fρ ◦ ι2(V )X =
[
X∨ (V X) ∼−→ (X∨ V )(∨(X∨)) ι3(V )X∨−−−−−→ A3 (V ) ρ−→ V
]
, (2.21)
so that indeed Fρ = ρ◦κ2,3 by (2.20). A calculation shows that Fρ is an A2-action.
Next we check the conditions in Lemma 2.1. As F is given by pullback, the
underlying functor is the identity on C. To verify strict monoidality, one checks
that for (V, ρ), (W,σ) ∈ CA3 one has
F (ρ⊗ σ ◦∆3(V,W )) =
(
Fρ⊗ Fσ) ◦∆2(V,W ) (2.22)
and F (3) = 2, which is easy to see.
Thus from Lemma 2.1 we obtain a morphism of bimonads (and hence of Hopf
monads) A2 ⇒ A3. Since F = (κ2,3)∗, by Remark 2.2 this morphism is given by
κ2,3. As κ2,3 is an isomorphism, we finally get A2 ∼= A3.
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If C is pivotal, then e.g. the equivalence G : CA2 → CA1 is given by G(V, ρ) =
(V,Gρ) with
Gρ ◦ ι1(V )X =
[
∨X(V X) ∼−→ X∨(V X) ι2(V )X−−−−→ A2 (V ) ρ−→ V
]
, (2.23)
where the first isomorphism is given by the inverse to the one in (1.10). It is
straightforward to check that G = (κ1,2)
∗ and that it is strict monoidal and it is
the identity on objects from C. Hence A2 ∼= A1 as Hopf monads. 
It is not hard to see that CA2 ∼= Z(C) ∼= CA3 as monoidal categories, where Z(C)
is the Drinfeld centre of C, cf. [BV1, Sec. 9.3]. This was the reason to introduce
central monads, and also explains the name.
Example 2.5. Let C = HM be the category of finite-dimensional modules over
a finite-dimensional Hopf algebra H, and let i = 2, 3. As vector spaces, the Ai(V )
are isomorphic to H∗⊗ V , and we choose the module structures as follows. With
h ∈ H, f ∈ H∗, and v ∈ V , the action iy of H on Ai(V ) is 6
h
2y (f ⊗ v) = 〈f | S(h(1))?h(3)〉 ⊗ h(2)v ,
h
3y (f ⊗ v) = 〈f | S−1(h(3))?h(1)〉 ⊗ h(2)v . (2.24)
Here we use the sumless Sweedler-notation ∆(h) = h(1)⊗h(2) etc., see Section 3.1
for details. Note that A2 (1) is the coadjoint representation of H, cf. [FGR1,
Sec. 7]. The universal dinatural transformations are defined as
ι2(V )X(f ⊗ v ⊗ x) =
∑
i
〈f | ei.x〉ei ⊗ v,
ι3(V )X(x⊗ v ⊗ f) =
∑
i
〈f | ei.x〉ei ⊗ v, (2.25)
where f ∈ X∗, v ∈ V , x ∈ X, and {ei} is a basis of H with dual basis {ei}. In
string diagram notation, these read
ι2(V )X =
H∗ V
X∨ V X
Vectk
, ι3(V )X =
H∗ V
X V ∨X
Vectk
, (2.26)
where the boxed Vectk signifies that this is to be read in the category of k-vector
spaces. The actions in (2.24) are uniquely determined by requiring ι2 and ι3 to
be morphisms in C.
6We use 〈? |?〉 : V ∗ ⊗ V → k to denote the canonical pairing in vector spaces.
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The units are
η2(V ) = η3(V ) = ε⊗ idV , (2.27)
where ε is the counit of H, and with ∆ the comultiplication of H, the multiplica-
tions are given by7
µ2(V ) = (∆
op)∗ ⊗ idV , µ3(V ) = ∆∗ ⊗ idV . (2.28)
The comultiplication of Ai is given by linear maps
∆i(V,W ) : H
∗ ⊗ V ⊗W → H∗ ⊗ V ⊗H∗ ⊗W (2.29)
for all V,W ∈ C explicitly as follows. We have
∆2(V,W )(f ⊗ v ⊗ w) =
∑
i,j
〈f | ei · ej〉 ei ⊗ v ⊗ ej ⊗ w (2.30)
and
∆3(V,W )(f ⊗ v ⊗ w) =
∑
i,j
〈f | ej · ei〉 ei ⊗ v ⊗ ej ⊗ w (2.31)
for f ∈ H∗. The counits, being morphisms Ai (1) → 1, can be identified with
elements in H, and we find that they are given by the unit of H,
2 = 3 = 1. (2.32)
The left antipode is given by linear maps
Sli(V ) : H
∗ ⊗ (H∗ ⊗ V )∗ → V ∗, (2.33)
for V ∈ C, and, denoting by S˜li(V ) the corresponding endomorphism of H ⊗ V ,
we have
S˜l2(V ) = S ⊗ idV and S˜l3(V ) = S−1 ⊗ idV . (2.34)
Assume now that H is a pivotal Hopf algebra, i.e. that it contains a grouplike
element g, called the pivot, satisfying S2(a) = gag−1 for all a ∈ H [AAGTV,
BBGa]. The two remaining actions on Ai(V ) for i = 1, 4 can be chosen as
h
1y (f ⊗ v) = 〈f | S−1(h(1))?h(3)〉 ⊗ h(2)v
h
4y (f ⊗ v) = 〈f | S(h(3))?h(1)〉 ⊗ h(2)v . (2.35)
With this definition, the corresponding universal dinatural transformations are
the same linear maps as before:
ι1(V )X = ι2(V )X and ι4(V )X = ι3(V )X . (2.36)
The counits are
1 = g
−1 and 4 = g. (2.37)
Rather than determining the Hopf monad structure on each Ai separately as
stated before Proposition 2.3, it may be easier to work out only one, say A2, and
7 The convention we use for the dual map ∆∗ on H∗ ⊗H∗ is as follows: for f, g ∈ H∗ and
b ∈ H we set (∆∗(f ⊗ g))(b) := (f ⊗ g)(∆(b)). Ditto for (∆op)∗.
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then to transport the structure via the isomorphisms κij. By Proposition 2.4, this
gives the same result. The κij take a simple form in the Hopf case:
(κ12)V (f ⊗ v) = 〈f | g−1 ?〉 ⊗ v ,
(κ23)V (f ⊗ v) =
(
f ◦ S)⊗ v ,
(κ43)V (f ⊗ v) = 〈f | g ?〉 ⊗ v , (2.38)
for all f ∈ H∗, v ∈ V . Note that then e.g. 1 = 2 ◦ (κ12)1.
2.3. The distinguished invertible object. Since C is a finite tensor category,
all projective objects are injective [EGNO, Prop. 6.1.3]. In particular the socle
(i.e. the maximal semisimple subobject) of the projective cover PU of a simple
object U is again simple. One can show that the socle D of P1 is an invertible
object [EGNO, Lem. 6.4.1], and we call it the distinguished invertible object of C.8
This is equivalent to saying that
P∨1 ∼= PD∨ . (2.39)
We call C unimodular if D ∼= 1.
Example 2.6. Let H be a finite-dimensional Hopf algebra. A left integral in H
is an element cl ∈ H such that hcl = ε(h)cl for all h ∈ H. It can be shown that
left integrals are unique up to scalar, and thus there is a unique algebra morphism
γ : H → k such that
clh = γ(h)cl for all h ∈ H. (2.40)
This algebra morphism is called the modulus of H, and by abuse of notation we
denote the associated one-dimensional H-module again by γ.
In [EO, Prop. 2.13] it is shown that the distinguished invertible object D of the
category HM of finite-dimensional leftH-modules is precisely the one-dimensional
H-module with action given by γ−1 = γ ◦ S.
2.4. Monadic cointegrals for finite tensor categories. Consider the free Ai-
module (Ai (D) , µi(D)).
Definition 2.7. For i = 2 (resp. i = 3), a morphism
λi : 1→ Ai (D) (2.41)
is called a right (resp. left) monadic cointegral of C if it intertwines the trivial
Ai-action on 1 and the free action on Ai (D).
If C is pivotal, then for i = 1 (resp. i = 4) such a morphism is called a right (resp.
left) D-symmetrised monadic cointegral of C.
8 This means that our D is in fact dual to the distinguished invertible object of [EGNO,
Sec. 6.4]. However, our definition agrees with the one given in [ENO, Sec. 6].
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We denote the subspace of monadic cointegrals in C(1, Ai (D)) by:
i = 1 :
∫ r,D−sym
C i = 2 :
∫ r,mon
C
i = 4 :
∫ l,D−sym
C i = 3 :
∫ l,mon
C
(2.42)
Remark 2.8.
(1) The Ai-module intertwining condition from (2.41) for a morphism λi :
1→ Ai (D) in C is equivalent to the commutativity of the diagram
Ai (1) A
2
i (D)
1 Ai (D)
Ai(λi)
i µi(D)
λi
, (2.43)
that is
λi ◦ i = µi(D) ◦ Ai(λi) . (2.44)
In [BV1, Eq. (45)], a cointegral of a bimonad T was defined as an inter-
twiner of T -modules from (1, T0) to (T (1), µ1). Thus, if C is unimodular, a
right (resp. left) monadic cointegral of C is just a cointegral of the bimonad
A2 (resp. A3).
(2) It follows immediately from Proposition 2.4 and from the diagram (2.43)
that λi is a monadic cointegral for Ai if and only if (κi,j)D ◦λi is a monadic
cointegral for Aj.
The names for the monadic cointegrals are chosen because of the relation to
cointegrals for Hopf algebras, as we will see in the following example.9
Example 2.9. Let C = HM be as in Example 2.5. By Example 2.6, the dis-
tinguished invertible object D is just the ground field k with action given by
the algebra morphism γ−1, where γ is the modulus of H. Thus, a morphism
1→ Ai (D) is the same as an element in H∗ intertwining some specific H-actions.
Let us first look at the linear condition coming from diagram (2.43). Using the
Hopf monad structure as given in Example 2.5, we see that a right (resp. left)
monadic cointegral is, as a linear form, a solution to
(λ2 ⊗ id)(∆(h)) = λ2(h)1, resp. (id⊗λ3)(∆(h)) = λ3(h)1. (2.45)
9 According to our convention of calling the invariants under the regular actions of a Hopf
algebra integrals, one could also call e.g. the right D-symmetrised monadic cointegral simply
an integral for the Hopf monad A1. This would follow more closely the nomenclature of [BV1]
(who, however, call the invariants under the regular actions of a Hopf algebra “cointegrals”,
which is opposite to our convention). It would also fit to Corollary 2.13, which roughly states
that monadic cointegrals are dual to the categorical cointegrals of [Sh3].
However, as we explain in Example 2.9 and Section 4, the reason for keeping these names is
that the four versions of monadic cointegrals automatically correspond to the four versions of
cointegrals for H if C = H-mod for a pivotal (quasi) Hopf algebra H.
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That is, it is a right (resp. left) cointegral for the Hopf algebra H in the usual sense,
cf. [Ra2, Def. 10.1.2]. Conversely, e.g. a solution to the first equation in (2.45) is
a right monadic cointegral, provided it is in addition an intertwiner 1 → A2 (D)
of H-modules. However, by [Ra2, Thm. 10.5.4(e)] a right cointegral λ satisfies
λ(aS−1(b)) = γ−1(b(2))λ(S(b(1))a). Applying (2.24) for A2(D), we have
γ−1(h(2))λ(S(h(1))ah(3)) = λ(ah(2)S−1(h(1))) = ε(h)λ(a) , (2.46)
that is, the intertwining condition is automatically satisfied.
If (H, g) is a pivotal Hopf algebra, then diagram (2.43) can, as a linear equation,
be evaluated for i = 1, 4, and it gives the equations
(λ1 ⊗ id)(∆(h)) = λ1(h)g−1, (id⊗λ4)(∆(h)) = λ4(h)g. (2.47)
According to [FOG, Sec. 4.4], solutions to these equations are precisely γ-sym-
metrised cointegrals for H (where we regard H as a Hopf G-coalgebra for G the
trivial group), see also [BBGa] for the unimodular case. As above, in the converse
direction, solutions to e.g. the first equation in (2.47) are automatically intertwin-
ers of H-modules from 1 to A1 (D).
10 Finally, let us note that γ-symmetrised
cointegrals are an example of g-cointegrals for a group-like g as introduced in
[Ra1] (and called g-integrals there), see [BGR, Rem. 3.10].
Let us stress a point already made in the introduction. As we just saw, via
the very natural realisation of each monad Ai given in Example 2.5, the monadic
cointegrals for A1, . . . , A4 reduce to four known versions of cointegrals for finite
dimensional (pivotal) Hopf algebras. This is an important motivation to keep all
four of the Ai, even though they are all isomorphic. Indeed, also in the Hopf case
one can easily give explicit isomorphisms between the four spaces of cointegrals,
but in practice it is important to have all four notions available, rather than
singling one out arbitrarily.
The preceding example shows that for C = HM with H a finite-dimensional
(pivotal) Hopf algebra, left/right (D-symmetrised) monadic cointegrals exist and
are unique up to scalar. The next proposition states that this remains true for
any (pivotal) finite tensor category.
Proposition 2.10. Let C be a finite tensor category.
(1) Non-zero left/right monadic cointegrals exist and are unique up to scalar
multiples.
(2) Suppose C is in addition pivotal. Then non-zero left/right D-symmetrised
monadic cointegrals exist and are unique up to scalar multiples.
The proof will follow from results in [Sh3], after we relate monadic cointegrals to
the categorical cointegral of [Sh3], and is given at the end of the next subsection.
10 To see this, note that by [FOG, Prop. 4.18] the linear form λ1 lies in the space X1 from
(A.39). This space is isomorphic to C(1, A1 (D)), and the isomorphism (A.40) is the identity in
the Hopf case.
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2.5. Relation to the categorical cointegral. Define functors Zi via the ends
Z1 (V ) =
∫
X∈C
∨X (V X) , Z2 (V ) =
∫
X∈C
X∨ (V X)
Z3 (V ) =
∫
X∈C
(XV ) ∨X, Z4 (V ) =
∫
X∈C
(XV )X∨ (2.48)
with corresponding universal dinatural transformations pii(V ), so that for example
pi4(V )X : Z
4 (V )→ (XV )X∨ . (2.49)
Below we will give an adjunction between Z4 and A2. One can formulate such
adjunctions in the three other cases, too, but we will not need this and will only
consider Z4 in the following.
Similarly to how the Ai, i = 2, 3 became Hopf monads, Z
4 becomes a Hopf
comonad and we denote the comultiplication, counit, multiplication, and unit by
∆4(V ) : Z4 (V )→ Z4Z4(V ), ε4(V ) : Z4 (V )→ V,
µ4(V,W ) : Z4 (V )⊗ Z4 (W )→ Z4 (V ⊗W ) , u4 : 1→ Z4 (1) , (2.50)
respectively. Z4 is precisely the central comonad of [Sh3], where also a detailed
description of the structure maps (2.50) can be found.
We can now recall the definition of the categorical cointegral from [Sh3, Def. 4.3]:
It is a Z4-comodule morphism
λSh : (Z4 (D∨) ,∆4(D∨))→ 1 (2.51)
from the cofree comodule on D∨ to the tensor unit considered as the trivial co-
module.11
To relate the two notions categorical cointegral and monadic cointegral, we
observe that there is an adjunction A2 a Z4, i.e. the central Hopf monad A2 is
left adjoint to Z4. Indeed,
C(A2 (V ) ,W ) ∼= Dinat(−∨ (V−) ,W )
∼= Dinat(V, (−W )−∨) ∼= C(V, Z4 (W )). (2.52)
We denote the counit and unit of this adjunction by
ε˜ : A2Z
4 ⇒ idC, η˜ : idC ⇒ Z4A2 (2.53)
respectively. They can easily be deduced from (2.52); for example
V
ε˜V
ι2
X∨ Z4V X
=
V
pi4
X∨ Z4V X
(2.54)
11 Although Shimizu’s definition is not explicitly stated this way, it is easy to see that [Sh3,
Def. 4.3] and (2.51) are equivalent. This is also mentioned in the proof of [Sh3, Thm. 4.8].
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determines the counit.
For a comonad M on C, the category of comodules is denoted by CM .
Lemma 2.11. The functor F : CZ4 → CA2, given on objects and morphisms by
F (V, ρ) = (V, ε˜V ◦ A2 (ρ)), Ff = f, (2.55)
is an equivalence.
Proof. This statement follows immediately from the fact that A2 is left adjoint to
Z4. The inverse equivalence G : CA2 → CZ4 is given on objects and morphisms by
G(V, ν) = (V, Z4 (ν) ◦ η˜V ), Gf = f, (2.56)
and a simple check using the adjunction triangles proves the claim. 
We make the following observation.
Proposition 2.12. Let F be as in Lemma 2.11. There is an isomorphism
(A2 (V ) , µ2(V )) ∼=
(
F (Z4 (∨V ) ,∆4(∨V ))
)∨
(2.57)
of A2-modules, natural in V ∈ C.
Proof. Abbreviate
V˜ = Z4 (∨V ) and ρV˜ = ∆
4(∨V ) : V˜ → Z4(V˜ ). (2.58)
Under the equivalence from Lemma 2.11 we have
F (V˜ , ρV˜ ) = (V˜ , σV˜ ) (2.59)
where σV˜ = ε˜V˜ ◦ A2(ρV˜ ) : A2(V˜ ) → V˜ is the A2-action corresponding to the free
coaction.
Define the natural isomorphism EV : A2 (V )→ V˜ ∨ by
EV ◦ ι2(X)V =
V˜ ∨
ωX
pi4(
∨V )∨X
X∨ V X
(2.60)
for V ∈ C. Here ωX : (∨X)∨ → X denotes the natural isomorphism from (1.12).
We want to show that EV is an A2-module map, that is
EV ◦ µ2(V ) = Sl2(V˜ ) ◦ A2
(
σ∨
V˜
◦ EV
)
, (2.61)
where we also used the action (2.9) on the dual A2-module. To check that this
equality holds we establish that both sides of (2.61) satisfy the same universal
property for the iterated coend A2A2. For the left hand side of (2.61) we get
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EV ◦ µ2(V ) ◦ ι2(A2V )Y
◦ ( idY ∨ ⊗(ι2(V )X ⊗ idY )) = .
V˜ ∨
ωX
pi4(
∨V )∨(XY )
γ
Y ∨X∨ V X Y
(2.62)
The right hand side of (2.61) composed with the same dinatural transformation
immediately yields
(V˜ )∨
ι2
Sl2(V˜ )
(σV˜ )
∨ ◦ EV
ι2
Y ∨X∨ V X Y
=
V˜ ∨
ωX
pi4
σV˜
ι2
ω−1Y
Y ∨X∨ V X Y
(2.63)
A simple calculation shows
pi4(
∨V )∨X ◦ σV˜ ◦ ι2(V˜ )∨Y = ,
∨X ∨V (∨X)∨
γ−1
pi4
id
(∨Y )∨ V˜
∨Y
(2.64)
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and we thus get
(2.63) = .
(V˜ )∨
ω ω
γ−1
pi4
Y ∨X∨ V X Y
(2.65)
Let γr be the analogue of γ (defined in (1.8)) for right duals. One checks that
the diagram
(∨X ⊗ ∨Y )∨ (∨Y )∨ ⊗ (∨X)∨
(∨(Y ⊗X))∨ Y ⊗X
γ−1∨Y ,∨X
(
(γr)−1Y,X
)∨
ωY ⊗ωX
ωY⊗X
(2.66)
commutes.
Dinaturality of pi4 then implies
∨X ∨Y V (∨Y )∨(∨X)∨
ω ω
id γ−1
pi4
Z4 (V )
= .
∨X ∨Y V (∨Y )∨ (∨X)∨
id
(γr)−1 ω
pi4
Z4 (V )
(2.67)
After plugging this into (2.65) and substituting the definitions of γr, γ, and ω, we
see that this agrees with (2.62). 
Combining Lemma 2.11 and Proposition 2.12 and using ∨D ∼= D∨ (this holds
for all invertible objects), we get
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Corollary 2.13. There is an isomorphism
CA2
(
1, (A2 (D) , µ2(D))
) ∼= CZ4((Z4 (D∨) ,∆4(D∨)),1) . (2.68)
After these preparations, we can show the existence and uniqueness (up to
scalar) of monadic cointegrals.
Proof of Prop. 2.10. By the preceding corollary, the right monadic cointegral is
equivalent to the categorical cointegral (2.51) of [Sh3]. Existence and uniqueness
of categorical cointegrals were established in [Sh3, Thm. 4.8]. The claim then
follows from Remark 2.8 (2). 
Remark 2.14. Recall that the definition of integrals and cointegrals in the Hopf
case is symmetric under duality. More precisely, if H is a finite-dimensional Hopf
algebra, then a left cointegral for H is the same as a morphism λl : H → 1 in
the category of left H-comodules, where we regard H as the coregular comodule.
Equivalently, we can consider the dual Hopf algebra H∗ (with the structure given
by transposition of that of H, cf. footnote 7). In this case it is a morphism
λl : 1 → H∗ in the category of left H∗-modules, where we regard H∗ as the
regular module.
Taking duals provides a (contravariant) equivalence,
H-comod ∼= H∗-mod (2.69)
and in particular we have an isomorphism
(H-comod)(H,1) ∼= (H∗-mod)(1, H∗) (2.70)
of vector spaces. We will need one more observation. Abbreviate C = H-mod and
recall the computation (2.46). This showed that there is an H-module structure
on H∗ = A3 (D) and similarly on H = Z4 (D∨) (which are not the (co)regular)
such that:
(H-comod)(H,1) ∼= (H∗-mod)(1, H∗)
∩ ∩
C(Z4 (D∨) ,1) C(1, A3 (D))
(2.71)
For quasi-Hopf algebras H the corresponding line of reasoning to relate inte-
grals and cointegrals fails at the outset, as H∗ is not again a quasi-Hopf algebra.
Instead, there is the following categorical version of it. We have a (contravariant)
equivalence given by the composition of equivalences
CZ4 Lem. 2.11∼= CA2
dualising∼= CA2
Prop. 2.4∼= CA3 . (2.72)
Corollary 2.13 then implies
CZ4( (Z4 (D∨) ,∆4(D∨)), 1 ) ∼= CA3(1, (A3 (D) , µ3(D)) ) . (2.73)
To relate the right hand side of (2.73) in the Hopf case to that of (2.71), one uses
the explicit form of the monad multiplication in (2.28). For the left hand side,
one correspondingly uses the coproduct of Z4, we omit the details.
26 Monadic cointegrals and applications to quasi-Hopf algebras
The categorical version (2.73) of the isomorphism (2.71) provides a more concep-
tual reason for the relation between the left monadic cointegral and the categorical
cointegral of [Sh3].
2.6. Rewriting the monadic cointegral via Z4. In Corollary 2.13 we saw one
way to rewrite the definition of monadic cointegrals in terms of Hom-spaces in
CZ4 . We will later need the more direct relation we present here.
Under the equivalence from Lemma 2.11, specifically (2.56), we can map the
free A2-module on any U ∈ C to its corresponding Z4-comodule
(A2(U), RU) with RU =
[
A2 (U)
η˜A2(U)−−−−→ Z4A22(U)
Z4(µ2(U))−−−−−−→ Z4A2 (U)
]
. (2.74)
Note that this assignment is in fact natural in U , i.e. we have a natural transfor-
mation
R : A2 ⇒ Z4A2, (2.75)
which we call the categorical coaction.12 Since we have equivalence (2.55), we can
see the equality
CA2
(
1, (A2 (D) , µ2(D)
)
= CZ4(1, (A2 (D) , RD)) (2.76)
of subspaces of C(1, A2 (D)). An element in the subspace on the left hand side is
by definition a right monadic cointegral. Spelling out the condition to be in the
subspace on the right hand side proves the following lemma (recall from (2.50)
the notation u4 for the unit of Z4):
Lemma 2.15. A morphism λ : 1→ A2 (D) in C is a right monadic cointegral if
and only if
RD ◦ λ = Z4 (λ) ◦ u4 . (2.77)
3. Cointegrals for quasi-Hopf algebras
In this section we first set out our conventions for quasi-Hopf algebras, which
agree with those used in [FGR1, BGR]. Then, we specialise monadic cointegrals
to the category of modules over a quasi-Hopf algebra, and we recall the definition
of cointegrals from [HN2, BC].
Throughout this section, letH be a finite-dimensional quasi-Hopf algebra over k.
3.1. Conventions and definitions. The antipode of H is denoted by S, and
the coassociator and its inverse by Φ and Ψ, respectively. For the coproduct, the
counit, and the unit we use the standard notations ∆, ε, 1. The evaluation and
coevaluation elements are α and β, and without loss of generality we assume that
ε(α) = 1 = ε(β).
For elements in tensor powers of H, e.g. a ∈ H ⊗H, we write
a = a1 ⊗ a2, a21 = τ(a) = a2 ⊗ a1, (3.1)
12 The categorical coaction turns A2 into a Z
4-comodule in End(C).
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where τ is the tensor flip of vector spaces. This notation is extended to higher
tensor powers of H.
The components of the coassociator and its inverse will be written with upper-
case Latin letters and lower-case Latin letters like
Φ = X1 ⊗X2 ⊗X3 and Ψ = x1 ⊗ x2 ⊗ x3, (3.2)
respectively. For further copies of Φ and Ψ in an expression different letters like
Y, y are used. We remark that our conventions for Φ differ from those of e.g.
[HN2, BC], in that we use the quasi-coassociativity condition
(∆⊗ id) (∆(h)) · Φ = Φ · (id⊗∆) (∆(h)) (3.3)
for all h ∈ H. Thus, the Φ in [HN2, BC] is our Ψ. The pentagon axiom is
(∆⊗ id⊗ id)(Φ) · (id⊗ id⊗∆)(Φ) = (Φ⊗ 1) · (id⊗∆⊗ id)(Φ) · (1⊗ Φ). (3.4)
A sumless Sweedler-notation for (iterated) coproducts is used, i.e.
∆(h) = h(1) ⊗ h(2), (∆⊗ id) (∆(h)) = h(1,1) ⊗ h(1,2) ⊗ h(2) (3.5)
for h ∈ H.
With the above notation we can write the antipode axioms as
S(h(1))αh(2) = ε(h)α, h(1)βS(h(2)) = ε(h)β , h ∈ H, (3.6)
and
S(X1)αX2βS(X3) = 1, x1βS(x2)αx3 = 1. (3.7)
The latter are also referred to as zig-zag axioms.
By considering either the opposite multiplication or the opposite comultiplica-
tion we get new quasi-Hopf algebras Hop and Hcop, with the quasi-Hopf structure
given by Sop = Scop = S−1, Φop = Ψ, αop = S−1(β), βop = S−1(α), Φcop = Ψ321,
αcop = S−1(α), and βcop = S−1(β).
We will make frequent use of the hook notation, for h ∈ H, f ∈ H∗,
h ⇀ f = 〈f |?h〉 , f ↼ h = 〈f | h?〉 (3.8)
and
f ⇀ h = h(1)f(h(2)) , h ↼ f = f(h(1))h(2). (3.9)
3.2. Modules. Finite-dimensional left H-modules and their intertwiners form
the category HM, and we now recall its structure, following [BC]. This category
is a finite tensor category; the tensor product of two objects V,W ∈ HM is the
vector space V ⊗kW equipped with the diagonal H-action. The left dual V ∨ and
the right dual ∨V of a module V are both modelled on the dual vector space V ∗,
and h ∈ H acts on v∗ ∈ V ∨ via
〈h.v∗, w〉 = 〈v∗ ↼ S(h) | w〉 = 〈v∗, S(h)w〉 (3.10)
and on v∗ ∈ ∨V via
〈h.v∗, w〉 = 〈v∗ ↼ S−1(h) | w〉 = 〈v∗, S−1(h)w〉. (3.11)
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The left and right evaluations are
←−
ev V : V
∨ ⊗ V → 1, ←−ev V (v∗ ⊗ w) = 〈v∗,αw〉
−→
ev V : V ⊗ ∨V → 1, −→ev V (w ⊗ v∗) = 〈v∗, S−1(α)w〉, (3.12)
and the left and right coevaluations are
←−−
coevV : 1→ V ⊗ V ∨, ←−−coevV (1) =
∑
i
βvi ⊗ vi
−−→
coevV : 1→ ∨V ⊗ V, −−→coevV (1) =
∑
i
vi ⊗ S−1(β)vi, (3.13)
which we expressed in terms of a basis {vi} of V , with dual basis {vi}.
Recall the natural isomorphism γV,W from (1.8). There is a unique invertible
element f ∈ H ⊗H, called the Drinfeld twist, such that
γV,W (f ⊗ g)(w ⊗ v) = g(f 1w)f(f 2v) (3.14)
for all f ∈ V ∗, v ∈ V , g ∈ W ∗, w ∈ W , see [Dr] and e.g. [FGR1, Lem. 6.7]. The
statement that γV,W be an intertwiner translates to the equation
f ·∆(S(a)) · f−1 = (S ⊗ S) (∆cop(a)) . (3.15)
Analogously, we can express the natural isomorphism γrV,W :
∨V ⊗ ∨W →
∨(WV ), obtained by mirroring the diagram in (1.8) at the vertical axis, by using
what we call the Drinfeld twist for right duals f r:
γrV,W (f ⊗ g)(w ⊗ v) = g(f r1w)f(f r2v) (3.16)
for all f ∈ V ∗, v ∈ V , g ∈ W ∗, w ∈ W .
Both f and f r can be written in terms of the defining data of the quasi-Hopf
algebra H, and we will give their explicit form in Section 3.4.
If HM is pivotal, the quasi-Hopf algebra H is called pivotal. The pivotal struc-
ture on HM corresponds uniquely to an element g ∈ H called the pivot satisfying
∆(g) = f−1 · (S ⊗ S)(f 21) · (g ⊗ g), ε(g) = 1, (3.17)
and S2(h) = ghg−1, for all h ∈ H [BCT, Prop. 3.2]. As for Hopf algebras, the
inverse of the pivot is g−1 = S(g), see [BT2, Prop. 3.12].
3.3. Monadic cointegrals for quasi-Hopf algebras. Left and right integrals
for quasi-Hopf algebras are defined in the same way as for Hopf algebras, see
Example 2.6, and it was shown in [HN2] that the space of left (resp. right) integrals
of a quasi-Hopf algebra is one-dimensional. The modulus γ of a quasi-Hopf algebra
is defined as in the Hopf case, cf. (2.40). As for Hopf algebras, the distinguished
invertible object D of HM is the one-dimensional module with action given by
γ−1 = γ ◦ S, see [EGNO, Prop. 6.5.5], and we have γ−1 = γ∨ as H-modules. We
call H unimodular if γ = ε, or equivalently, if every left integral is also right.
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We now want to describe the monadic cointegrals for H. To this end, let us first
give our realizations of the central Hopf monads Ai on the category HM. As for
ordinary Hopf algebras, the objects Ai (V ), V ∈ HM, have H∗⊗V as underlying
vector space, and the same dinatural transformations ιi(V ) as in (2.25) and (2.36).
These uniquely determine the H-action on Ai (V ) (denoted by
iy) to be
h
1y (f ⊗ v) = 〈f | S−1(h(1))?h(2,2)〉 ⊗ h(2,1).v ,
h
2y (f ⊗ v) = 〈f | S(h(1))?h(2,2)〉 ⊗ h(2,1).v ,
h
3y (f ⊗ v) = 〈f | S−1(h(2))?h(1,1)〉 ⊗ h(1,2).v ,
h
4y (f ⊗ v) = 〈f | S(h(2))?h(1,1)〉 ⊗ h(1,2).v . (3.18)
Let us also record here the Hopf monad isomorphisms from Proposition 2.4 for
(pivotal) quasi-Hopf algebras, using our realizations of the monads.
Proposition 3.1. The canonical Hopf monad isomorphisms
A1 (V )
(κ1,2)V−−−−→ A2 (V ) (κ2,3)V−−−−→ A3 (V ) (κ3,4)V−−−−→ A4 (V ) (3.19)
from Proposition 2.4 (for the maps (κ1,2)V , (κ3,4)V , we require a pivot g) are given
by the linear maps
(κ1,2)V (f ⊗ v) = (f ↼ g−1)⊗ v ,
(κ2,3)V (f ⊗ v) = 〈f | S(?X1)X3〉 ⊗X2.v ,
(κ3,4)V (f ⊗ v) = (f ↼ g−1)⊗ v , (3.20)
for f ∈ H∗, v ∈ V .
Proof. The proof is a straightforward computation. For example, for κ2,3 one
needs to check the commutativity of
X∨ ⊗ (V ⊗X) (X∨ ⊗ V )⊗X (X∨ ⊗ V )⊗ ∨(X∨)
A2 (V ) A3 (V )
∼
ι2(V )X
∼
ι3(V )X∨
(κ2,3)V
. (3.21)
Note here that the isomorphism X ∼= ∨(X∨) is the same linear map as in Vect. 
Define τ ∈ H⊗5 by
τ = X1 ⊗X2y1 ⊗ x1(X3(1)y2)(1) ⊗ x2(X3(1)y2)(2) ⊗ x3X3(2)y3 (3.22)
The multiplication of A2 can be computed explicitly from (2.14). For f, g ∈ H∗
and v ∈ V , the image µ2(V )(f ⊗ g ⊗ v) ∈ H∗ ⊗ V under multiplication can be
identified with the linear map
H 3 h 7→ (g ⊗ f)((S ⊗ S)(τ21)f∆(h)τ45) τ3.v ∈ V . (3.23)
30 Monadic cointegrals and applications to quasi-Hopf algebras
The counit 2 : A2 (1)→ 1 is easily computed from (2.16), and we identify it with
the element 2 = α ∈ H. Let us recall the right monadic cointegral equation from
(2.44):
λ ◦ 2 = µ2(D) ◦ A2 (λ) . (3.24)
This is an equality of (linear) endomorphisms of H∗, and evaluating it on f ∈ H∗,
we immediately get
f(α)λ = γ−1(τ3)(λ⊗ f)
(
(S ⊗ S)(τ21)f∆(ei)τ45
)
ei. (3.25)
This is clearly equivalent to
λ(h)α = γ−1(τ3)(λ⊗ id)
(
(S ⊗ S)(τ21)f∆(h)τ45
)
(3.26)
for all h ∈ H.
Altogether, an element λ ∈ H∗ is a right monadic cointegral if and only if it
satisfies (3.26) and is an H-module intertwiner 1 → A2 (γ−1) (see (A.19) to see
this written out as a linear equation).13
Similarly, with f r the Drinfeld twist for right duals and σ = (τ cop)54321 given
explicitly by
σ = x1(1,1)Y1X1 ⊗ x1(1,2)Y2X2(1) ⊗ x1(2)Y3X2(2) ⊗ x2X3 ⊗ x3 , (3.27)
one obtains necessary conditions for the three remaining types of monadic coin-
tegrals. Namely, if λ ∈ H∗ is a
(1) right D-symmetrised monadic cointegral then it satisfies
λ(h)g−1α = γ−1(τ3)(λ⊗ id)
(
(S−1 ⊗ S−1)(τ21)f r∆(h)τ45
)
(3.28)
(3) left monadic cointegral then it satisfies
λ(h)S−1(α) = γ−1(σ3)(id⊗λ)
(
(S−1 ⊗ S−1)(σ54)f r∆(h)σ12
)
(3.29)
(4) left D-symmetrised monadic cointegral then it satisfies
λ(h)gS−1(α) = γ−1(σ3)(id⊗λ)
(
(S ⊗ S)(σ54)f∆(h)σ12
)
(3.30)
for all h ∈ H.
3.4. Special elements and relations. Here we want to give the closed form
of the Drinfeld twist and its inverse. We closely follow [BC], but note that our
conventions are slightly different, i.e. our Φ is their Φ−1.
We will need the four elements qR, pR, qL, pL in H ⊗H, given by
qR = x1 ⊗ S−1(αx3)x2 , pR = X1 ⊗X2βS(X3) ,
qL = S(X1)αX2 ⊗X3 , pL = x2S−1(x1β)⊗ x3 . (3.31)
These satisfy the identities
∆(qR1 )p
R[1⊗ S(qR2 )] = 1⊗ 1 , [1⊗ S−1(pR2 )]qR∆(pR1 ) = 1⊗ 1 ,
13 The H-intertwiner condition is automatic for monadic cointegrals for Hopf algebras, and
an analogous condition is automatic for cointegrals of quasi-Hopf algebras as defined in Defini-
tion 3.2 below. The corresponding statement remains to be shown in the monadic setting for
quasi-Hopf algebras, but it is not needed for the present paper.
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∆(qL2 )p
L[S−1(qL1 )⊗ 1] = 1⊗ 1 , [S(pL1 )⊗ 1]qL∆(pL2 ) = 1⊗ 1 , (3.32)
and, for all a ∈ H,
[1⊗ S−1(a(2))]qR∆(a(1)) = [a⊗ 1]qR ,
[S(a(1))⊗ 1]qL∆(a(2)) = [1⊗ a]qL ,
∆(a(1))p
R[1⊗ S(a(2))] = pR[a⊗ 1] ,
∆(a(2))p
L[S−1(a(1))⊗ 1] = pL[1⊗ a] . (3.33)
These elements and relations are well-known in the representation theory of quasi-
Hopf algebras. For their interpretation in terms of natural transformations and
categorical identities see [HN1] and e.g. [BGR, Sec. 3].
Next, let us also define ε, δ ∈ H ⊗H by
ε = S(x2)q
L
1 x3(1) ⊗ S(x1)αqL2 x3(2) = S(qR2 X1(2))X2 ⊗ S(qR1 X1(1))αX3 (3.34)
and
δ = x1(1)p
R
1 βS(x3)⊗ x1(2)pR2 S(x2) = X1βS(X3(2)pL2 )⊗X2S(X3(1)pL1 ) . (3.35)
Then the Drinfeld twist is given by
f = (S ⊗ S)(∆cop(pR1 ))ε∆(pR2 ) (3.36)
and its inverse is
f−1 = ∆(qL1 )δ(S ⊗ S)(∆cop(qL2 )) . (3.37)
The explicit form of the Drinfeld twist for right duals can similarly be given as
f r = (S−1 ⊗ S−1)(ε21∆cop(pL1 ))∆(pL2 ) ,
(f r)−1 = ∆(qR2 )(S
−1 ⊗ S−1)(∆cop(qR1 )δ21) . (3.38)
We end this subsection by stating some technical properties of the Drinfeld twist
which we will need later on (see [BC]). The Drinfeld twist satisfies the identity
(1⊗ f) · (id⊗∆)(f) ·Ψ = (S ⊗ S ⊗ S)(Ψ321) · (f ⊗ 1) · (∆⊗ id)(f) , (3.39)
or, written in Sweedler-notation,
f 1x1 ⊗ f˜ 1f 2(1)x2 ⊗ f˜ 2f 2(2)x3
= S(x3)f˜ 1f 1(1) ⊗ S(x2)f˜ 2f 1(2) ⊗ S(x1)f 2 , (3.40)
where we use the symbol f˜ to denote another copy of the Drinfeld twist.
A direct computation shows that f further satisfies
f 1βS(f 2) = S(α) , S(βf 1)f 2 = α . (3.41)
Lastly, we have
∆(β)f−1 = δ . (3.42)
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3.5. Cointegrals via coactions. In preparation for the proof of the main theo-
rem let us now briefly review the original definition of cointegrals for quasi-Hopf
algebras from [HN2].
Following [HN2, BC], we set
U = f−1(S ⊗ S)(qR21), Ucop = (S−1 ⊗ S−1)(qLf−1),
V = (S−1 ⊗ S−1) (f 21pR21) , Vcop = (S ⊗ S)(pL)f 21. (3.43)
Definition 3.2. A left cointegral for H is an element λl ∈ H∗ satisfying
(id⊗λl) (V∆(h)U) = γ(X1)λl(hS(X2))X3 (3.44)
for all h ∈ H, and a right cointegral for H is a left cointegral for Hcop. Explicitly,
this means it is an element λr ∈ H∗ satisfying
(id⊗λr)(Vcop∆cop(h)Ucop) = γ(x3)λr(hS−1(x2))x1. (3.45)
Cointegrals exist, and a non-zero cointegral is a non-degenerate linear form
on H, uniquely determined up to scalar [HN2, Thm. 4.3]. We denote the spaces
of left and right cointegrals by ∫ l
H
and
∫ r
H
, (3.46)
respectively.
Cointegrals further satisfy
λl(S−1(a)b) = λl(bS(a ↼ γ)) and λr(S(a)b) = λr(bS−1(γ ⇀ a)), (3.47)
for a, b ∈ H, see [HN2, Lem. 5.1]. With
u = (γ ⊗ S2)(V) and ucop = (γ ⊗ S−2)(Vcop) , (3.48)
left and right cointegrals can be related as follows [BC, Prop. 4.3],
λl = (λr ↼ u) ◦ S , resp. λr = (λl ↼ ucop) ◦ S−1 . (3.49)
The corresponding relation between left and right monadic cointegrals is given by
(κ2,3)D, see Remark 2.8 (2). It is worth comparing the definition of u to that of
κ2,3 from Proposition 3.1, which only used a single coassociator.
The left-hand side of the left cointegral equation (3.44) has the following cat-
egorical interpretation, which we recall from [BC, Sec. 3]. Let HMH be the
category of H-bimodules, equipped with the monoidal structure of the category
of modules over the quasi-Hopf algebra H ⊗Hop.
In HMH , the regular bimodule H is a coalgebra,14 and we can thus consider
the comonad Yr : B 7→ B ⊗H on HMH . With H equipped with the obvious Yr-
comodule structure, via the coproduct, the right dual ∨H becomes a Yr-comodule
via
ρr : ∨H → Yr(∨H),
14 The coassociativity diagram for the coalgebra H in the non-strict category HMH is pre-
cisely the quasi-coassociativity condition (3.3) on the quasi-Hopf algebra H.
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ρr =
[
∨H ∼−→ 1∨H
−−→
coevH ⊗ id−−−−−−→ (∨HH)∨H (id⊗∆)⊗id−−−−−−→ (∨H(HH))∨H ∼−→
∼−→ (∨HH)(H ∨H) id⊗
←−
evH−−−−−→ (∨HH)1 ∼−→ ∨HH = Yr(∨H)
]
. (3.50)
Here all coherence isomorphisms are those of HMH , so that explicitly, ρr sends
f ∈ H∗ to
ρr(f) = f(V2(ei)(2)U2)e
i ⊗ V1(ei)(1)U1 . (3.51)
Then (3.44) can be written as
ρr(λl) = γ(X1)λ
l.X2 ⊗X3 , (3.52)
where by the dot we mean the right H-action on the right dual ∨H, i.e. (f.a)(h) =
f(hS(a)) for f ∈ ∨H, a ∈ H.15
Similarly, the left dual H∨ carries a natural left H-comodule structure, i.e. it is
a comodule of the comonad Y l : B 7→ H ⊗ B; call the corresponding coaction ρl.
Using the explicit expressions from above, one verifies (ρr)cop21 = ρ
l, and we obtain
that λr ∈ H∗ is a right cointegral if and only if
ρl(λr) = γ(x3)x1 ⊗ λr.x2 , (3.53)
and the dot here denotes the action on the left dual.
For later use, we relate the comonad Z4 on HM (recall its definition in Sec-
tion 2.5) and Y l on HMH as follows. Consider the functor
A : HMH → HM (3.54)
sending a bimodule B to the H-module B with action
h⊗ b 7→ h(1).b.S(h(2) ↼ γ−1) = γ−1(h(2,1))h(1).b.S(h(2,2)), (3.55)
for h ∈ H, b ∈ B. Then there is a natural isomorphism ϕ making the diagram
HMH HMH
HM HM
Yl
A Aϕ
Z4
(3.56)
commute.
15 The full meaning of (3.52) is that λl is a ‘coinvariant’ of the coaction ρr. This statement is
made precise using the so-called fundamental theorem of quasi-Hopf bimodules, cf. [HN2, Sec. 3],
which states that there is a monoidal adjoint equivalence (HMH)Y
r ∼= HM. The left H-module
of coinvariants of a Yr-comodule B is then defined as the image of B under the equivalence.
By [HN2, Cor. 3.9], (3.52) is an equivalent characterization of the coinvariants of ∨H.
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To see this, let us also specialise the comonad Z4 from [Sh3] to the case C =
HM. We choose the realisation such that the objects Z4 (V ) are given by the
underlying vector space H ⊗ V with actions
h
4· (a⊗ v) = h(1,1)aS(h(2))⊗ h(1,2).v . (3.57)
For later use, let us record that the unit of Z4 is given by the coevaluation element,
u4 = β . (3.58)
We then get the following explicit form of ϕ.
Proposition 3.3. The family of maps
ϕB : AY l(B)→ Z4A(B),
h⊗ b 7→ γ−1(x3(1)X2(1)Y1) x1X1(1)hf−11 S(X3Y3)
⊗ x2X1(2).b.f−12 S(x3(2)X2(2)Y2), (3.59)
for B ∈ HMH defines a natural isomorphism as in (3.56).
Proof. That the above map is natural in B ∈ HMH is immediate, and proving
that it intertwines the corresponding H-actions is a straightforward calculation.
For convenience we state that the action on AY l(B) is
h⊗ (a⊗ b) 7→ h(1,1)aS(h(2) ↼ γ−1)(1) ⊗ h(1,2).b.S(h(2) ↼ γ−1)(2) (3.60)
and the action on Z4A(B) is
h⊗ (a⊗ b) 7→ h(1,1)aS(h(2))⊗ h(1,2,1).b.S(h(1,2,2) ↼ γ−1) (3.61)
for a, h ∈ H, b ∈ B. Here the dot denotes the action on the bimodule B.
Finally, the inverse of ϕB can be read off directly from the explicit expression
in (3.59). 
4. Main Theorem
We are now ready to state our two main theorems, which are Theorems 4.1
and 4.4 below.
4.1. Left and right monadic cointegrals.
Theorem 4.1. Let H be a finite-dimensional quasi-Hopf algebra with modulus γ.
(1) Define the linear map
(?)mon : H∗ → H∗, fmon = 〈f | S(β) ? S−1(ξ)〉 , (4.1)
where ξ = (id⊗γ)(f−1). Then λmon is a right monadic cointegral if and
only if λ ∈ H∗ is a right cointegral.
(2) Define the linear map
mon(?) : H∗ → H∗, monf = 〈f | S−2(β) ? S(ξˆ)〉 , (4.2)
where ξˆ = ξcop = (S−1⊗γ−1)(f−1). Then monλ is a left monadic cointegral
if and only if λ ∈ H∗ is a left cointegral,
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Let us explain the main ideas in the proof. First, we specialise the equivalent
characterisation of (right) monadic cointegrals from Lemma 2.15 to the quasi-Hopf
setting. The resulting equation resembles the right cointegral equation (3.53)
we encountered in our discussion of quasi-Hopf algebras. Indeed, we find a nice
relationship between the categorical coaction RD from (2.74) and the left coaction
from [BC], cf. Proposition 4.2 below.
Using the relation between these two coactions we then show that the map (4.1)
sends a right cointegral to a right monadic cointegral via a direct calculation. This
establishes Part 1. Part 2 will then be inferred from Part 1 using the isomorphism
A2 ∼= A3.
The details follow below, with some technical steps deferred to Appendix A.2.
Relation to quasi-Hopf cointegrals. Let C = HM and recall our realization
of the Hopf comonad Z4 from (3.57) and (3.58). In this setting, the distinguished
invertible object of C is γ∨, and we can rewrite Equation (2.77) on right monadic
cointegrals as the linear equation
Rγ∨ ◦ λ = β ⊗k λ , (4.3)
where we identified morphisms from 1 to H with elements in H. We will show
that this equation is equivalent to the right cointegral equation (3.53),
ρl(λr) = γ(x3)x1 ⊗ λr.x2 , (4.4)
where λr ∈ H∗ satisfies λ = (λr)mon with the (−)mon defined in (4.1).
We will first relate the categorical coaction Rγ∨ and the coaction ρ
l. To this
end, recall the functor A : HMH → HM from (3.54). One can check that in our
realisation of the central Hopf monad we have the equality A(H∨) = A2(γ∨) of
H-modules.
Proposition 4.2. With the natural isomorphism ϕ : AY l ⇒ Z4A from (3.56)
and the left H-coaction ρl : H∨ → Y l(H∨) from Section 3.5 we have that
Rγ∨ =
[
A(H∨) A(ρ
l)−−−→ AY l(H∨) ϕH∨−−→ Z4A(H∨)
]
. (4.5)
The proof of this proposition has been relegated to Appendix A.1.
Note that A does not do anything on morphisms; in particular, the linear maps
A(ρl) and ρl are identical. Then this proposition together with (4.3), says that λ
is a right monadic cointegral if and only if it satisfies
(ϕH∨ ◦ ρl)(λ) = β ⊗k λ . (4.6)
In Appendix A.2 we prove that this is equivalent to the right cointegral equa-
tion (4.4) using the map (4.1). This finishes the proof of the first part of Theo-
rem 4.1.
The second part is the same as the first part for the coopposite quasi-Hopf
algebra, but we follow a more direct approach using the isomorphism A2 ∼= A3
from Proposition 2.4 and Proposition 3.1, see Appendix A.3.
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Namely, in the appendix, we show that the diagram∫ r
H
∫ r,mon
C
∫ l
H
∫ l,mon
C
(4.1)
(∗) (κ2,3)D ◦ ?
(4.2)
(4.7)
commutes, where (∗) is, up to a non-zero factor, the isomorphism between left
and right cointegrals (3.49), and κ2,3 : A2 ⇒ A3 is the Hopf monad isomorphism
from (3.20).
4.2. Left and right D-symmetrised monadic cointegrals. To prove an anal-
ogous result of Theorem 4.1 for D-symmetrised monadic cointegrals, we first need
to recall the appropriate version of cointegrals on the quasi-Hopf side.
Definition 4.3. Let (H, g) be a finite-dimensional pivotal quasi-Hopf algebra.
(1) The right γ-symmetrised cointegrals λ̂
r ∈ H∗ are the solutions of
(λ̂
r ⊗ id)(qR∆(h)pR) = γ(X1)λ̂
r
(X2h) · g−1S(X3) for all h ∈ H . (4.8)
(2) The left γ-symmetrised cointegrals λ̂
l
are the solutions of
(id⊗λ̂l)(qL∆(h)pL) = γ(x3)λ̂
l
(x2h) · gS−1(x1) for all h ∈ H . (4.9)
An equivalent definition has been given in [SS, Sec. 6.4], and the above equations
also appear in [BGR, Lem. 3.7]. In that lemma it is shown that, given a right (resp.
left) cointegral λr (resp. λl) for H, the γ-symmetrised version can be expressed
as
λ̂
r
= λr ↼ ug (resp. λ̂
l
= λl ↼ ucopg−1) , (4.10)
where u was defined in (3.48). (This is the actual definition of γ-symmetrised
cointegrals given in [SS].) From (4.10) it is clear that non-zero γ-symmetrised
cointegrals exist and are unique up to scalars, and from (3.47) one easily verifies
λ̂
r
(ab) = λ̂
r
((b ↼ γ)a) and λ̂
l
(ab) = λ̂
l
((γ ⇀ b)a) (4.11)
for all a, b ∈ H, see [BGR, Eqn. (3.44)].
We denote the one-dimensional spaces of right and left γ-symmetrised cointegral
by ∫ r,γ
H
and
∫ l,γ
H
. (4.12)
Now we can extend Theorem 4.1 to the pivotal case.
Theorem 4.4. Let (H, g) be a pivotal quasi-Hopf algebra.
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• Consider the linear map
(?)γ-sym : H∗ → H∗, fγ-sym = 〈f | S(β) ? S−1(ϑ)〉 , (4.13)
where ϑ = (γ−1⊗S−1)(pL). Then λγ-sym is a right D-symmetrised monadic
cointegral if and only if λ ∈ H∗ is a right γ-symmetrised cointegral.
• Consider the linear map
γ-sym(?) : H∗ → H∗, γ-symf = 〈f | β ? S(ϑˆ)〉 , (4.14)
where ϑˆ = ϑcop = (S ⊗ γ−1)(pR). Then γ-symλ is a left D-symmetrised
monadic cointegral if and only if λ ∈ H∗ is a left γ-symmetrised cointegral.
The proof is via monad isomorphisms as in the second part of Theorem 4.1 and
can be found in Appendix A.2.
5. Examples
Here we give examples of quasi-Hopf algebras and their cointegrals. Our ex-
amples are mostly non-unimodular; some unimodular examples can be found e.g.
in [BC, Ex. 3.7] and [BGR]. All examples below are considered over the complex
numbers C.
Example 5.1. This is example 2.2 and 3.3 in [BC]. Consider the unital C-algebra
generated by g and x, obeying relations g2 = 1, x4 = 0 and gxg−1 = −x. Define
two orthogonal idempotents p± = 12(1± g). The comultiplication and counit are
given on generators by
∆(g) = g ⊗ g, ε(g) = 1
∆(x) = x⊗ (p+ ± ip−) + 1⊗ p+x+ g ⊗ p−x, ε(x) = 0 (5.1)
and with Φ = Ψ = 1 ⊗ 1 ⊗ 1 − 2p− ⊗ p− ⊗ p− we obtain two 8-dimensional
quasi-bialgebras, denoted H±(8), both of which admit an antipode S(g) = g,
S(x) = −x(p+ ± ip−), and with evaluation and coevaluation element α = g and
β = 1, respectively.
A right integral is given by cr = x3p+, while c
l = p+x
3 = x3p− is a left integral.
One computes that the modulus of H±(8) is γ(x) = 0, γ(g) = −1. Thus, the
quasi-Hopf algebra in this example is not unimodular. Note also that γ = γ−1.
Finally, we want to give the cointegrals of H±(8). Basis elements of H±(8) are
of the form Bm,n = g
mxn, 0 ≤ m ≤ 1, 0 ≤ n ≤ 3, and we denote the element dual
to Bm,n by B
∗
m,n. The Drinfeld twist is given by
f±1 = 2p+ ⊗ p+ − g ⊗ g (5.2)
and so we obtain the right monadic cointegral
λr,mon = B∗0,3 ± iB∗1,3 . (5.3)
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Concretely, one solves (3.26) and finds that its solution space is one-dimensional,
so its elements automatically are morphisms in HM. With the Hopf monad
isomorphism κ2,3 from Proposition 3.1 it is then easy to show that
λl,mon = B∗1,3 (5.4)
is a non-zero left monadic cointegral. Using the isomorphisms from Theorem 4.1,
we obtain the ‘classical’ right and left cointegrals,
λr = B∗0,3 ∓ iB∗1,3 and λl = B∗0,3 . (5.5)
The same expression for the left cointegral was also derived in [BC, Ex. 3.8].
Note that H±(8) is not pivotal. Indeed, one easily checks that already for the
generator x, S2(x)h = hx implies h = 0, so that S2 is not inner.
Example 5.2. Fix N ∈ N, β ∈ C satisfying β4 = (−1)N . This example is
based on the symplectic fermion ribbon quasi-Hopf algebra Q(N, β) from [FGR2,
Sec. 3]. Q(N, β) is factorisable, so in particular unimodular and its cointegrals
were already discussed in [BGR, Sec. 5]. We now restrict to the sub-quasi-Hopf
algebra H(N, β) ⊂ Q(N, β), which is defined as follows. As a unital C-algebra, it
is generated by K, fi, 1 ≤ i ≤ N , with defining relations
{fi,K} = 0 , {fi, fj} = 0 , K4 = 1 , (5.6)
where {a, b} = ab+ ba is the anticommutator.
A PBW-type basis of H(N, β) is{
B~j,l =
( N∏
i=1
fjii
)
Kl
∣∣∣∣ ~j ∈ {0, 1}N , 0 ≤ l ≤ 3
}
. (5.7)
Elements in the corresponding dual basis are simply decorated by an asterisk.
Using the orthogonal central idempotents e0 =
1
2
(1 +K2) and e1 = 1− e0, and
setting ω = (e0 + ie1)K, the comultiplication and the counit are
∆(K) = K⊗ K− (1 + (−1)N)e1K⊗ e1K , ε(K) = 1 ,
∆(fi) = fi ⊗ 1 + ω ⊗ fi , ε(fi) = 0 . (5.8)
The coassociator and its inverse are
Φ±1 = 1⊗ 1⊗ 1 + e1 ⊗ e1 ⊗ {e0(KN − 1) + e1(β± − 1)} , (5.9)
where β± = e0 + β
2(±iK)Ne1. The evaluation and coevaluation elements are
α = 1, β = β+, and the antipode is
S(K) = K(−1)
N
, S(fi) = fi(e0 + (−1)N ie1)K . (5.10)
Then, with X = 1 + K + K2 + K3, we see that
cl = X
N∏
i=1
fi, c
r =
(
N∏
i=1
fi
)
X (5.11)
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are a left and a right integral, respectively. From this, one easily computes that
the modulus is the algebra homomorphism given on generators by
γ(K) = (−1)N , γ(fi) = 0. (5.12)
In particular, H(N, β) is unimodular if and only if N is even. Note that just as
in the previous example γ = γ−1.
Now we describe the cointegrals of H(N, β). The Drinfeld twist and its inverse
are given by
f±1 = e0 ⊗ 1 + e1 ⊗ e0KN + e1β∓ ⊗ e1 , (5.13)
see also [FGR2, (3.35)]. We again find the right monadic cointegral via (3.26) and
then obtain the left monadic cointegral via the isomorphism of Hopf monads from
Proposition 3.1:
λr,mon = B∗~N,0 and λ
l,mon = δN,evenB
∗
~N,0
+ δN,odd(B
∗
~N,1
− iB∗~N,3) , (5.14)
where ~N is the multi-index consisting only of 1s. In particular, the left and the
right monadic cointegral do not agree unless N is even.
With our main theorem, we obtain the right and the left quasi-Hopf cointegral
λr = ar+B
∗
~N,0
+ ar−B
∗
~N,2
− δN,odd(B∗~N,1 −B∗~N,3),
λl = al+B
∗
~N,0
+ al−B
∗
~N,2
− δN,odd(B∗~N,1 +B∗~N,3), (5.15)
where the coefficients are
ar± = δN,even(1± β2) + δN,oddβ2i and al± = δN,even ± β2 . (5.16)
Example 5.3. Fix an odd integer t, let p ≥ 2 be an integer, and set q = eipi/p.
Here we consider the quasi Hopf modification U¯
(Φ)
q sl(2) of the restricted quantum
group U¯qsl(2) from [CGR, Sec. 4]. This quasi-Hopf algebra is factorisable, and
as in the previous example we will consider a non-unimodular sub-quasi-Hopf
algebra U−.16 As a C-algebra, it is generated by F and K, with defining relations
F p = 0, K2p = 1, and KFK−1 = q−2F, (5.17)
and a natural choice of basis of U− is therefore
{Bm,n = FmKn | 0 ≤ m ≤ p− 1, 0 ≤ n ≤ 2p− 1} . (5.18)
Using the two central idempotents e0 =
1
2
(1 + Kp) and e1 = 1 − e0, the
comultiplication and the counit are
∆t(F ) = F ⊗ 1 + (e0 + q−te1)K−1 ⊗ F, ε(F ) = 0,
∆t(K) = K ⊗K, ε(K) = 1. (5.19)
The coassociator and the antipode are given by
Φt = 1⊗ 1⊗ 1 + e1 ⊗ e1 ⊗ (K−t − 1)
16 Different values of t lead to twist-equivalent quasi-Hopf algebras, cf. [CGR, Thm. 4.1].
Explicitly, with J(t′, t) = e0 ⊗ 1 + e1 ⊗K(t′−t)/2 we get J(t′, t) ·∆t(h) · J(t′, t)−1 = ∆t′(h) for
all h ∈ U−.
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St(F ) = −KF (e0 + q−te1), St(K) = K−1, (5.20)
and finally, evaluation and coevaluation element are
α = 1, βt = e0 +K
−te1 (5.21)
respectively.
This quasi-Hopf algebra is pivotal, and the pivot we choose is
gt = e0K − e1Kt+1 . (5.22)
Set X =
∑2p−1
i=0 K
i. Then one can see that cr = F p−1X and cl = XF p−1 are a
right and a left integral for U−, respectively. From
clF = 0 , clK = q−2cl ,
F cr = 0 , Kcr = q2cr (5.23)
we can see that U− is non-unimodular. The modulus is
γ(F ) = 0 , γ(K) = q−2 . (5.24)
The order of γ is p, and in particular γ 6= γ−1 if p > 2.
The Drinfeld twist and its inverse are
f±1 = e0 ⊗ 1 + e1 ⊗ e0K∓t + e1K±t ⊗ e1 (5.25)
and using (3.26) one verifies that the space of right monadic cointegrals is∫ r,mon
C = CB
∗
p−1,0 . (5.26)
The left monadic cointegral can then be found via the isomorphism from Propo-
sition 3.1. Normalizing the result, we obtain
λl,mon = (1 + q−t(p−1))B∗p−1,p−1 + (1− q−t(p−1))B∗p−1,2p−1 . (5.27)
Also from Proposition 3.1 we obtain the right D-symmetrised monadic cointegral
λr,D−sym = B∗p−1,p−1 +B
∗
p−1,2p−1 + q
2t
(
B∗p−1,p−t−1 −B∗p−1,2p−t−1
)
(5.28)
and the left D-symmetrised monadic cointegral
λl,D−sym = B∗p−1,0 +B
∗
p−1,p + q
−t(p+1)(B∗p−1,t −B∗p−1,p+t) . (5.29)
The ‘classical’ [HN2]-cointegrals of U− can now be obtained using Theorem 4.1.
The right and the left cointegral are found to be
λr = B∗p−1,0 +B
∗
p−1,p +B
∗
p−1,t −B∗p−1,p+t (5.30)
and
λl = B∗p−1,p−1 +B
∗
p−1,2p−1 + q
−t(p−1)(B∗p−1,p−t−1 −B∗p−1,2p−t−1) , (5.31)
respectively. Finally, we give the γ-symmetrised cointegrals of U− using the char-
acterization (4.10). The right γ-symmetrised cointegral is given by
λ̂
r
= B∗p−1,p−1 , (5.32)
and the left γ-symmetrised cointegral is
λ̂
l
= (1 + q−t(p−1))B∗p−1,0 + (1− q−t(p−1))B∗p−1,p . (5.33)
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For p = 2 and t = 1, U− is, as a quasi-Hopf algebra, isomorphic to
H(N = 1, β = exp(ipi
4
)) (5.34)
from the previous example, by mapping generators according to
F 7→ if, K 7→ K, (5.35)
cf. [CGR, Rem. 4.3(2)]. Note that, under this isomorphism, the cointegrals of U−
agree with those of H(N = 1, β = exp(ipi
4
)).
6. Cointegrals for the coend in the braided case
In a braided category C there exist notions of integrals and cointegrals for
Hopf algebras internal to C. If C is in addition finite tensor, then the coend
L = ∫ X∈C X∨⊗X is an example of such a Hopf algebra [LM, Ly1]. In this section
we relate left and right integrals for L to right monadic cointegrals and consider
quasi-triangular quasi-Hopf algebras as an example.
In this section, let C be a braided finite tensor category.
6.1. Integrals and cointegrals for Hopf algebras in C. Let A be a Hopf
algebra in C with invertible antipode, see e.g. [KL] or [FGR1, Sec. 2.2]. Then the
notions of (left/right) integrals and (left/right) cointegrals are well-defined, see
[KL, Prop. 4.2.4]. We repeat the definition of a left integral for A. It consists of
an invertible object IntA, the object of integrals, and a morphism ΛA : IntA→ A
making the diagram
A⊗ IntA A⊗ A
1⊗ IntA
IntA A
id⊗ΛA
ε⊗id
m
∼
ΛA
(6.1)
commute. Here, m and ε are multiplication and counit of the Hopf algebra A,
respectively. Right integrals are defined similarly (with the same object IntA). It
is known that non-zero (left/right) integrals ΛA exists and are uniquely determined
up to scalar [KL, Prop. 4.2.4]. Note that the above diagram is just the statement
that a left integral for A is a morphism ΛA : IntA→ A of left A-modules, where
the A-actions are given be the left and right side of the diagram (6.1), respectively.
As remarked in [BV1, Ex. 3.10], tensoring with a Hopf algebra with invertible
antipode in a braided category yields a Hopf monad. The category of modules
over the Hopf algebra is then the same as the category of modules over the corre-
sponding Hopf monad.
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6.2. Central Hopf monad via the coend in braided case. In the braided
setting, the coend L = ∫ X∈C X∨ ⊗ X with universal dinatural transformation j
becomes a Hopf algebra [LM, Ly1], see also [FS, FGR1] for a review. It is easy to
see that A2 is in fact isomorphic to the Hopf monad obtained by tensoring with L.
The isomorphism ξV : A2(V )→ L⊗ V we choose is obtained via
ξV ◦ ι2(V )X =
[
X∨ (V X)
id⊗c−1X,V−−−−−→ X∨ (XV ) ∼−→ (X∨X)V jX⊗id−−−→ LV
]
. (6.2)
The inverse of the braiding appears to make ξ an isomorphism of bimonads, with
the bimonad structure on L⊗? inherited from the bialgebra structure on L as
defined in [FGR1, Sec. 3.3]. In the same way, ? ⊗ L becomes a bimonad and we
get a bimonad isomorphism ζ : A2 ⇒ (?⊗ L) via
ζV ◦ ι2(V )X =
[
X∨ (V X) ∼−→ (X∨V )X
c−1
V,X∨⊗id−−−−−→ (V X∨)X
∼−→ V (X∨X) id⊗jX−−−−→ V L] . (6.3)
Again the inverse braiding is required to make ζ a bimonad morphism.
In a finite tensor category, an invertible object has isomorphic left and right
duals, and so in particular there is an up to scalars unique isomorphism D∨ ∼−→ ∨D.
This fact is used in formulating the following proposition.
Proposition 6.1. Let C be a braided finite tensor category.
(1) The distinguished invertible object is dual to the object of integrals for L,
D ∼= (IntL)∨. (6.4)
(2) Let ΛL : ∨D → L be non-zero. Then
ΛL is a
{
left integral for L in the sense of (6.1), resp.
right integral for L
if and only if
λ :=

[
1
−−→
coev D−−−−→ ∨D ⊗D ΛL⊗id−−−→ L⊗D ξ
−1
D−−→ A2 (D)
]
, resp.[
1
←−−
coev D−−−−→ D ⊗D∨ ∼−→ D ⊗ ∨D id⊗ΛL−−−−→ D ⊗ L ζ
−1
D−−→ A2 (D)
] (6.5)
is a non-zero right monadic cointegral of C.
The first statement was already observed in [Sh1, Thm. 6.8].
Proof. We will only treat the case of left integrals for L explicitly, the case of right
integrals can be shown analogously.
Let us abbreviate X = IntL, so that by existence of left cointegrals we can find
a non-zero morphism ΛL : X → L which satisfies (6.1). We now define λ as in
part (2), but with X instead of ∨D:
λ :=
[
1
←−−
coevX−−−−→ X ⊗X∨ ΛL⊗id−−−→ L⊗X∨ ξ
−1
X∨−−→ A2 (X∨)
]
. (6.6)
J. Berger, A. M. Gainutdinov, I. Runkel 43
Note that λ is non-zero, too.
The somewhat lengthy computation below will establish that λ from (6.6) is an
A2-intertwiner. By [Sh3, Lem. 4.1] and Corollary 2.13 the distinguished invertible
object D is the unique (up to unique isomorphism) invertible object such that
the space of A2-intertwiners from 1 to A2 (D) is non-empty. Thus we must have
X∨ ∼= D, proving part (1). Together with part (1), the fact that λ is an A2-inter-
twiner implies that it is a right monadic cointegral, proving the direction ⇒ of
part (2). The direction⇐ of part (2) can be verified by an analogous computation,
where a right monadic cointegral λ gets mapped to a left integral of L via
ΛL :=
[
∨D ∼−→ 1⊗ ∨D λ⊗id−−−→ A2 (D)⊗ ∨D ξD⊗id−−−→(LD)∨D ∼−→ L(D∨D)
id⊗−→ev D−−−−−→ L⊗ 1 ∼−→ L
]
. (6.7)
Note that this is indeed inverse to (6.5).
Let us now turn to the verification that λ in (6.6) is indeed an A2-intertwiner.
Note that since ξ is an isomorphism of bimonads, it satisfies[L(LV ) ∼−→ (LL)V m⊗idV−−−−→ LV ξ−1V−−→ A2 (V ) ]
=
[L(LV ) ξ−1LV−−→ A2 (LV ) A2(ξ−1V )−−−−−→ (A2)2(V ) µ2(V )−−−→ A2 (V ) ] , (6.8)
and [L1 ξ−11−−→ A2 (1) 2−→ 1] = [L1 ε⊗id1−−−→ 11 ∼−→ 1] , (6.9)
where m and ε are the multiplication and the counit of L.
For the next calculation, let us explicitly denote components of the left unitor
and the associator by
lV : 1V → V and αU,V,W : U(VW )→ (UV )W, (6.10)
respectively, for U, V,W ∈ C. Then
µ2(X
∨) ◦ A2 (λ)
(6.6)
= µ2(X
∨) ◦ A2
(
ξ−1X∨ ◦ (ΛL ⊗ idX∨) ◦
←−−
coevX
)
(6.8)
= ξ−1X∨ ◦ (m⊗ idX∨) ◦ αL,L,X∨ ◦ ξL⊗X∨ ◦ A2
(
(ΛL ⊗ idX∨) ◦ ←−−coevX
)
ξ nat.
= ξ−1X∨ ◦ (m⊗ idX∨) ◦ αL,L,X∨ ◦ (idL⊗(ΛL ⊗ idX∨)) ◦ (idL⊗
←−−
coevX) ◦ ξ1
αnat.
= ξ−1X∨ ◦
(
(m ◦ (idL⊗ΛL))⊗ idX∨
) ◦ αL,X,X∨ ◦ (idL⊗←−−coevX) ◦ ξ1
(6.1)
= ξ−1X∨ ◦
(
(ΛL ◦ lX ◦ (ε⊗ idX))⊗ idX∨
) ◦ αL,X,X∨ ◦ (idL⊗←−−coevX) ◦ ξ1
αnat.
= ξ−1X∨ ◦
(
(ΛL ◦ lX)⊗ idX∨
) ◦ α1,X,X∨ ◦ (id1⊗←−−coevX) ◦ (ε⊗ id1) ◦ ξ1
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coher.
= ξ−1X∨ ◦ (ΛL ⊗ idX∨) ◦ lXX∨ ◦ (id1⊗
←−−
coevX) ◦ (ε⊗ id1) ◦ ξ1
l nat.
= ξ−1X∨ ◦ (ΛL ⊗ idX∨) ◦
←−−
coevX ◦ l1 ◦ (ε⊗ id1) ◦ ξ1
(6.9)
= ξ−1X∨ ◦ (ΛL ⊗ idX∨) ◦
←−−
coevX ◦2
(6.6)
= λ ◦ 2, (6.11)
showing that λ is an A2-intertwiner. 
By composing with κ3,2 one obtains analogous statements to those in the above
proposition for left monadic cointegrals.
Remark 6.2. Let C be a unimodular braided finite tensor category. Then D = 1,
and by Proposition 6.1, the object of integrals of L is the tensor unit. It follows
from the coherence of braided monoidal categories that
ξ1 =
[
A2 (1)
ζ1−→ 1L ∼−→ L1] (6.12)
for the bimonad isomorphisms ξ and ζ from (6.2) and (6.3). Now one can show
that left and right integrals for L agree. Indeed, the composition
{right L-integrals} (6.5)−−→ CA2(1, A2 (1))
(6.7)−−→ {left L-integrals} (6.13)
of isomorphisms is proportional to the identity on the one-dimensional subspace
of right L-integrals of C(1,L). Therefore, a right integral for L is also left and
vice versa. This result has also been shown by different means in [Sh1, Thm. 6.9].
6.3. Quasi-triangular quasi-Hopf algebras. Let H be a finite-dimensional
quasi-triangular quasi-Hopf algebra with universal R-matrix R, see e.g. [FGR1,
Sec. 6] for details in the same notation as used here. We denote the multiplicative
inverse of the R-matrix by R. The category C = HM is a braided finite tensor
category.
The coend L can be realised by H∗ with the coadjoint action, see e.g. [FGR1,
Sec. 7], and with our realization of the Hopf monad A2 as in Section 3.3 we get
the following formula for the Hopf monad isomorphism A2 ∼= L⊗? from (6.2).
Lemma 6.3. The isomorphism ξV : A2 (V )→ L⊗ V from (6.2) is given by
ξV (f ⊗ v) = 〈f | S(X1)?X2R1〉 ⊗X3R2.v (6.14)
for V ∈ C, f ∈ H∗, v ∈ V .
The proof is a straightforward computation.
Next, we give the explicit formulas relating right monadic cointegrals and left
integrals for the coend. As usual, we identify linear maps k → V with elements
in V .
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Lemma 6.4. Let λ ∈ H∗ be a right monadic cointegral. Then
ΛL := γ−1(qR2 X3R2)〈λ | S(qR1 (1)X1)?qR1 (2)X2R1〉 (6.15)
is a left integral for the coend L.
The proof amounts to evaluating (6.7) in HM using Lemma 6.3. We arrive at
the following corollary.
Corollary 6.5. Let λr ∈ H∗ be a right cointegral for the quasi-Hopf algebra H.
Then
ΛL := γ−1(qR2 X3R2S
−1(f−12 ))〈λr | S(qR1 (1)X1β)?qR1 (2)X2R1S−1(f−11 )〉 (6.16)
is a left integral for the coend L.
Proof. Combining Theorem 4.1 with the previous lemma immediately yields the
formula. 
Using Lemma 6.1 (2), one can also write formulas similar to (6.15), resp. (6.16),
for the relation between right integrals for L and right monadic cointegrals, resp.
right cointegrals for H. We will skip the details.
Remark 6.6. Let H be unimodular with right cointegral λr. Observe that then
D = 1 and A2 (1) = L as H-modules. The relationship (6.15) between integrals
for L and right monadic cointegrals is now particularly simple:
ΛL = λ . (6.17)
By Remark 6.2, left and right integrals for L coincide, and so (6.17) says that
the right monadic cointegral and the left/right integral for L are given by the
same linear form on H. The relation to right cointegrals for H also simplifies:
ΛL = 〈λr | S(β)?〉.
7. Application: SL(2,Z)-action
7.1. SL(2,Z)-action for modular tensor categories. In a braided finite tensor
category C, the Hopf algebra L = ∫ X X∨ ⊗X admits a Hopf pairing
ω : L ⊗ L → 1 , (7.1)
see [Ly1] for details or [FGR1, Sec. 3.3] for a review. By a modular tensor category
we mean a ribbon finite tensor category which is factorisable, that is, in which the
Hopf pairing (7.1) induces an isomorphism L ∼= L∨ of Hopf algebras. Equivalent
definitions of factorisability can be found in [Sh2].
Let for the rest of this section C be a modular tensor category with ribbon
twist ϑ. Since C is factorisable it is in particular unimodular [KL, Lem. 5.2.8],
and the Hopf algebra L has a two-sided integral ΛL : 1 → L by Remark 6.2, see
also [KL, Cor. 5.2.11].
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Define the morphism Q : L ⊗ L → L⊗ L by
L L
Q
jX jY
X∨ X Y ∨ Y
=
L L
jX jY
X∨ X Y ∨ Y
. (7.2)
This is related to the Hopf pairing ω via ω = (ε⊗ ε)◦Q, denoting by ε the counit
of L. Next, define S,T ∈ EndC(L) by
S = (ε⊗ id) ◦ Q ◦ (id⊗ΛL) , T ◦ jX = jX ◦ (id⊗ϑX) . (7.3)
These endomorphisms satisfy
(ST)3 = λS2 = λS−1L (7.4)
where λ is a non-zero constant and SL is the antipode of L [Ly1].
Recall that SL(2,Z) is the group generated by S = ( 0 −11 0 ) and T = ( 1 10 1 )
together with the relations
(ST)3 = S2, S4 = id . (7.5)
It was shown in [Ly1] that the k-vector space C(1,L) carries a projective
SL(2,Z)-action, given by
S.f = S ◦ f , T.f = T ◦ f (7.6)
for f : 1→ L, see [FGR1, Sec. 5] for a review.
Equivalently, one also obtains an action on C(L,1), given by
S.f = f ◦ S , T.f = f ◦ T (7.7)
for f : L → 1.
7.2. SL(2,Z)-action for factorisable quasi-Hopf algebras. Let now H be a
finite-dimensional factorisable17 ribbon quasi-Hopf algebra with ribbon element v
and R-matrix R. As mentioned before, H being factorisable implies that it is
unimodular. Thus, by Remark 6.6, the left integral for L and the right monadic
cointegral of HM are given by the same linear form on H.
The linear injection
αZ = {αz | z ∈ Z(H)} → C(L,1), αz 7→ δVect(αz) = 〈? | αz〉 (7.8)
17 A quasi-triangular quasi-Hopf algebra H is factorisable [BT1] if and only if a certain linear
map M : H∗ → H involving the monodromy is bijective. In [FGR1, Sec. 7.3] it was shown that
this is equivalent to HM being factorisable. In particular, HM is a modular tensor category
for H factorisable and ribbon.
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can be shown to be an isomorphism18, and so we get an action SαZ of the S-
generator on αZ by setting
SαZ(h) = δ
−1
Vect(〈? | h〉 ◦ S) = δ−1Vect(〈S(?) | h〉), (7.9)
for h ∈ αZ. Since S ∈ EndC(L) and L ∼=k H∗, we can define Sˆ ∈ Endk(H) via
〈f | Sˆ(h)〉 = 〈S(f) | h〉 (7.10)
for all h ∈ H, f ∈ H∗, and it is then immediate that
SαZ = Sˆ
∣∣
αZ
. (7.11)
We will express the Hopf pairing ω from (7.1) via an element ω̂ ∈ H ⊗H such
that
ω(f ⊗ g) = g(ω̂1)f(ω̂2) (7.12)
for all f, g ∈ H∗.
Proposition 7.1. Let λ ∈ H∗ be the right monadic cointegral for HM. The S-
and T-transformations on αZ are given by the linear maps
SαZ(αz) = 〈λ | ω̂1z〉 ω̂2
TαZ(αz) = v
−1αz (7.13)
for z ∈ Z.
Proof. The action of T is immediate from [FGR1, Sec. 8]. For the action of S we
use (7.11) and compute
Sˆ(αz)
(i)
= 〈λ | S(X1)ω̂1X2S(X3(1)pL1 )αzX3(2)pL2 〉 ω̂2
(ii)
= 〈λ | ω̂1S(pL1 )αpL2 z〉 ω̂2
(iii)
= 〈λ | ω̂1z〉 ω̂2 , (7.14)
where in the first step (i) we used the form of Sˆ as given in [FGR1, (8.15)], (ii)
uses (3.6) for the underlined part and that Φ is normalised, and (iii) follows from
the definition of pL in (3.31) and the zig-zag axiom (3.7). 
We can express the action of S on αZ using the right cointegral λr from (3.45)
and Theorem 4.1 as
SαZ(αz) = 〈λr | S(β)ω̂1z〉 ω̂2 . (7.15)
Remark 7.2. One can also show that
SαZ(αz) = ω̂1〈λ | ω̂2z〉 , (7.16)
where λ is the right monadic cointegral. To see this, one checks ω ◦ (ϑL ⊗ id) =
ω ◦ c−1L,L using ϑL = (SL)2, see [KL, Lem. 5.2.4]. This then readily implies
ω ◦ (f ⊗ id) = ω ◦ (id⊗f) (7.17)
18 Note also that C(1,L) ∼= βZ, which is defined similarly.
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for any f ∈ C(1,L). The claim follows since 〈λ |?z〉 ∈ C(1,L) for z central.
Appendix A. Proofs for Section 4
A.1. Proof of Proposition 4.2. Before giving the proof we need to show some
intermediate results.
Using the explicit form of the unit and the counit of the adjunction, we can
give the following simple characterization of the components of R.
Lemma A.1. The coactions RU defined in (2.74) satisfy
Y A2U Y
∨
pi4
RU
ι2
X∨ U X
=
Y A2U Y
∨
ι2
γY,X id
X∨ U X
. (A.1)
Proof. By definition,
(A2 (U) , RU) = (A2 (U) , Z
4 (µ2(U)) ◦ η˜A2U) (A.2)
as Z4-comodules. Then
Y A2U Y
∨
pi4
Z4 (µ2(U))
η˜A2U
ι2
X∨ U X
=
Y A2U Y
∨
µ2(U)
pi4
η˜A2U
ι2
X∨ U X
=
Y A2U Y
∨
µ2(U)
ι2
ι2
X∨ U X
(A.3)
together with the definition (2.14) of the multiplication of A2 proves the claim. 
Lemma A.2. Let V ∈ HM, v ∈ V , h∗ ∈ H∗, and choose the realization of the
central Hopf monad A2 as given in (3.18) and the comonad Z
4 in (3.57). Then
RV (h
∗ ⊗ v) = 〈h∗ | S(x2(2)pL2X1)f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1S(x2(1)pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)
⊗ ei ⊗ x3(1)X2(1)Y1.v, (A.4)
where {ei} is a basis of H with corresponding dual basis {ei}, and summation
over i is implied.
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Proof. Set
Ξ = (id⊗ id⊗∆⊗ id)(Ψ⊗ 1) · (∆⊗∆⊗ id)(Φ) · (1⊗ 1⊗ Φ)
= x1X1(1) ⊗ x2X1(2) ⊗ x3(1)X2(1)Y1 ⊗ x3(2)X2(2)Y2 ⊗X3Y3,
Θ = (S ⊗ S)(pL21)f ,
Ω = Ξ1 ⊗ S(Ξ2)⊗ Ξ4 ⊗ S(Ξ5)⊗ Ξ3, (A.5)
then from Lemma A.1 one computes
pi4(A2U)Y ◦RU ◦ ι2(U)X =
Y A2U Y
∨
ι2
γY,XΞ
id
pL pR
X∨ U X
Vectk
=
Y H∗ U Y ∨
id
Θ
id
pR
Ω
X∨ U X
Vectk
. (A.6)
Recall that the box with Vectk means that these pictures are to be understood
as linear maps. Specializing X and Y to the regular left module H, we note that
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pi4(V )H has a left inverse
(H ⊗ V )⊗H∨ → H ⊗ V, h⊗ v ⊗ f 7→ f(1)h⊗ v , (A.7)
while ι4(V )H has a right inverse
H∗ ⊗ V → H∨ ⊗ (V ⊗H) f ⊗ v 7→ f ⊗ v ⊗ 1 . (A.8)
Applying the inverses we obtain the explicit form of RU ,
H H∗ U
RU
H∗ U
=
H H∗ U
Θ pR
Ω
H∗ U
Vectk
(A.9)
From this we can read off that RU is the linear map given by (to better see
where we apply the changes from one line to the next we sometimes underline the
relevant part)
RU(h
∗ ⊗ u) = 〈h∗ ⊗ id | (1⊗ Ω1)Θ∆(Ω2eiΩ3)pR(1⊗ Ω4)〉 ⊗ ei ⊗ Ω5.v
= 〈h∗ ⊗ id | (1⊗ Ξ1)Θ∆(S(Ξ2)eiΞ4)pR(1⊗ S(Ξ5))〉 ⊗ ei ⊗ Ξ3.v
= 〈h∗ | S(pL2 )f 1 [S(Ξ2)eiΞ4](1) pR1 〉
× Ξ1S(pL1 )f 2 [S(Ξ2)eiΞ4](2) pR2 S(Ξ5)⊗ ei ⊗ Ξ3.v
(A.5)
= 〈h∗ | S(pL2 )f 1
[
S(x2X1(2))eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1X1(1)S(pL1 )f 2
[
S(x2X1(2))eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)
⊗ ei ⊗ x3(1)X2(1)Y1.v
(3.15)
= 〈h∗ | S(x2(2)X1(2,2)pL2 )f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1X1(1)S(x2(1)X1(2,1)pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)
⊗ ei ⊗ x3(1)X2(1)Y1.v
(3.33)
= 〈h∗ | S(x2(2)pL2X1)f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1S(x2(1)pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)
⊗ ei ⊗ x3(1)X2(1)Y1.v (A.10)
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for h∗ ∈ H∗, u ∈ U . 
Proof of Proposition 4.2. We will need the identity
qL2 [f
−1
2 ](2) ⊗ S(f−11 )qL1 [f−12 ](1) = (S ⊗ S)(pR)f 21 , (A.11)
which can be seen as follows:
qL2 [f
−1
2 ](2) ⊗ S(f−11 )qL1 [f−12 ](1)
(3.31)
= X3[f
−1
2 ](2) ⊗ S(X1f−11 )αX2[f−12 ](1)
(3.40)
= f−12 S(X1)f 2 ⊗ S([f−11 ](1)f˜
−1
1 S(X3))α[f
−1
1 ](2)f˜
−1
2 S(X2)f 1
(3.6)
= ε(f−11 )f
−1
2. . . . . . . . . .
S(X1)f 2 ⊗ S(f˜
−1
1 S(X3))αf˜
−1
2 S(X2)f 1
(∗)
= S(X1)f 2 ⊗ S2(X3)S(β)S(X2)f 1
(3.31)
= (S ⊗ S)(pR) · f 21 . (A.12)
In the step labelled (∗) one uses (3.41) (dashed underline) and that the counit
applied to any leg of the inverse Drinfeld twist yields 1 (dotted underline). The
identity (A.11) immediately implies
pR = S−1(qL2 f
−1
2 (2)f˜
−1
2 )⊗ S−1(qL1 f−12 (1)f˜
−1
1 )f
−1
1 . (A.13)
For the proof of the proposition, let now h∗ ∈ H∗. Then(
ϕH∨◦A(ρ)
)
(h∗)
= γ−1(x3(1)X2(1)Y1)〈h∗ | S(pL2 )f 1 [ei](1) S−1(qL2 f−12 )〉
× x1X1(1)S(pL1 )f 2 [ei](2) S−1(qL1 f−11 )f˜
−1
1 S(X3Y3)
⊗ x2X1(2).ei.f˜
−1
2 S(x3(2)X2(2)Y2)
(3.8)
= γ−1(x3(1)X2(1)Y1)〈h∗ | S(pL2 )f 1 [ei](1) S−1(qL2 f−12 )〉
× x1X1(1)S(pL1 )f 2 [ei](2) S−1(qL1 f−11 )f˜
−1
1 S(X3Y3)
⊗ x3(2)X2(2)Y2S−1(f˜
−1
2 ) ⇀ e
i ↼ S(x2X1(2))
(3.15)
= γ−1(x3(1)X2(1)Y1)〈h∗ | S(pL2 )f 1
[
eix3(2)X2(2)Y2
]
(1)
S−1(qL2 f
−1
2 (2)f˜
−1
2 )〉
× x1X1(1)S(pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
S−1(qL1 f
−1
2 (1)f˜
−1
1 )f˜
−1
1 S(X3Y3)
⊗ ei ↼ S(x2X1(2))
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(A.13)
= γ−1(x3(1)X2(1)Y1)〈h∗ | S(pL2 )f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1X1(1)S(pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)
⊗ ei ↼ S(x2X1(2))
(3.15)
= γ−1(x3(1)X2(1)Y1)〈h∗ | S(x2(2)X1(2,2)pL2 )f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1X1(1)S(x2(1)X1(2,1)pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)⊗ ei
(3.33)
= γ−1(x3(1)X2(1)Y1)〈h∗ | S(x2(2)pL2X1)f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1S(x2(1)pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)⊗ ei. (A.14)
From Lemma A.2 we obtain
Rγ∨(h
∗) = γ−1(x3(1)X2(1)Y1) 〈h∗ | S(x2(2)pL2X1)f 1
[
eix3(2)X2(2)Y2
]
(1)
pR1 〉
× x1S(x2(1)pL1 )f 2
[
eix3(2)X2(2)Y2
]
(2)
pR2 S(X3Y3)⊗ ei , (A.15)
so that
Rγ∨ = ϕH∨ ◦ A(ρ) (A.16)
indeed holds, finishing the proof. 
A.2. Proof of Theorem 4.1 (1). The first step in the proof of the Theorem 4.1
is to map cointegrals to a Hom-space containing monadic cointegrals. To do this,
we define the space
X2 = {f ∈ H∗ | f ↼ S(a) = S−1(γ ⇀ a) ⇀ f ∀a ∈ H}
= {f ∈ H∨ ∈ HMH | a.f = f.(γ ⇀ a) ∀a ∈ H}, (A.17)
where the dot denotes the action on the left dual of the regular bimodule in HMH ,
the category of H ⊗Hop-modules as introduced in Section 3.5.
Note that right cointegrals are automatically in X2 by (3.47):∫ r
H
⊂ X2 . (A.18)
By (3.18), we have
C(1, A2 (γ∨))
= {f ∈ H∗ | ε(h)f(a) = f(S(h(1))a(h(2) ↼ γ−1)) ∀h, a ∈ H}
= {f ∈ H∨ ∈ HMH | ε(h)f = h(1).f.S(h(2) ↼ γ−1) ∀h ∈ H}, (A.19)
where in the second line we again let the dot denote the action on the left dual
of the regular bimodule.
We then have the following proposition.
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Proposition A.3. Let ξ = (id⊗γ)(f−1). Then the map
A2 : X2 → C
(
1, A2(γ
∨)
)
, f 7→ β.f.ξ, (A.20)
is a linear isomorphism.
Proof. Abbreviate C2 := C
(
1, A2(γ
∨)
)
, and let us check that A2(X2) ⊂ C2. To this
end, observe that the defining equation for f ∈ H∗ to be in X2 may be rewritten
as
S(a).f = f.ξS(a ↼ γ−1)ξ−1 (A.21)
by using the definition of the Drinfeld twist. Then we compute
h(1).A2(f).S(h(2) ↼ γ−1) = h(1)β.f.ξS(h(2) ↼ γ−1)
(A.21)
= h(1)βS(h(2)).f.ξ
(3.6)
= ε(h)β.f.ξ
= ε(h)A2(f). (A.22)
Next, we claim that the assignment
B2 : f 7→ qL1 .f.S(qL2 ↼ γ−1)ξ−1 (A.23)
is the two-sided inverse of A2. First of all, B2(C2) ⊂ X2. Indeed,
B2(f).ξS(a ↼ γ−1)ξ−1 = qL1 .f.S(qL2 ↼ γ−1)ξ
−1ξS(a ↼ γ−1)ξ−1
= qL1 .f.S((aq
L
2 ) ↼ γ
−1)ξ−1
(3.33)
= S(a(1))q
L
1 a(2,1).f.S((q
L
2 a(2,2)) ↼ γ
−1)ξ−1
(?)
= S(a)qL1 .f.S((q
L
2 ) ↼ γ
−1)ξ−1
= S(a).B2(f). (A.24)
Here (?) uses that f ∈ C2.
It is not hard to see that B2 is a left inverse of A2:
B2A2(f) = B2(β.f.ξ) = qL1 β.f.ξS(qL2 ↼ γ−1)ξ
−1 = qL1 βS(q
L
2 ).f = f. (A.25)
To see that A2B2 = id we need the fact that β = (S ⊗ ε)(pL), and the pL, qL-
relation in (3.32). We compute
A2B2(f) = A2(qL1 .f.S(qL2 ↼ γ−1)ξ
−1)
= βqL1 .f.S(q
L
2 ↼ γ
−1)
= S(pL1 )q
L
1 .ε(p
L
2 )f.S(q
L
2 ↼ γ
−1)
(?)
= S(pL1 )q
L
1 p
L
2 (1).f.S((q
L
2 p
L
2 (2)) ↼ γ
−1)
(3.32)
= 1.f.S(1 ↼ γ−1)
= f , (A.26)
using that f ∈ C2 in (?). 
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We will need the following technical lemma.
Lemma A.4. Let f ∈ X2. Then
γ(x3) ϕH∨
(
β(1)x1ξ(1) ⊗ β(2).f.x2ξ(2)
)
= β ⊗k β.f.ξ (A.27)
Proof.
γ(x3) ϕH∨
(
β(1)x1ξ(1) ⊗ β(2).f.x2ξ(2)
)
(3.42)
= γ(x3) ϕH∨
(
δ1f 1x1ξ(1) ⊗ δ2f 2.f.x2ξ(2)
)
= γ−1(y3(1)X2(1)Y1)γ(x3) y1X1(1)δ1f 1x1ξ(1)f
−1
1 S(X3Y3)
⊗ y2X1(2)δ2f 2.f.x2ξ(2)f−12 S(y3(2)X2(2)Y2)
= γ−1(y3(1)X2(1)Y1)γ(x3F
−1
2 ) y1X1(1)δ1f 1x1F
−1
1 (1)f
−1
1 S(X3Y3)
⊗ y2X1(2)δ2f 2.f.x2F−11 (2)f−12 S(y3(2)X2(2)Y2)
(?)
= γ−1(y3(1)X2(1)Y1)γ(f 2(2)x3F
−1
2 ) y1X1(1)δ1f 1x1F
−1
1 (1)f
−1
1 S(X3Y3)
⊗ y2X1(2)δ2.f.f 2(1)x2F−11 (2)f−12 S(y3(2)X2(2)Y2)
(3.40)
= γ−1(y3(1)X2(1)Y1. . )γ(f
−1
2 S(x1). . . . .
) y1X1(1)δ1S(x3). . . . .
S(X3Y3. . )
⊗ y2X1(2)δ2.f.f−11 S(x2). . . . . S(y3(2)X2(2)Y2. . )
= γ−1(y3(1)X2(1))y1X1(1)δ1S(X3)⊗ y2X1(2)δ2.f.ξS(y3(2)X2(2))
(3.35)
= γ−1(y3(1)X2(1))y1X1(1)x1(1)Y1βS(x3)S(X3)
⊗ y2X1(2)x1(2)Y2βS(x2Y3).f. ξ S(y3(2)X2(2))
= γ−1(y3(1)X2(1)(x2Y3)(1))y1X1(1)x1(1)Y1βS(x3)S(X3)
⊗ y2X1(2)x1(2)Y2β.f.ξS((x2Y3)(2))S(y3(2)X2(2))
= β ⊗ β.f.ξ , (A.28)
where in (?) we used that f ∈ X2. 
Now we have all the necessary ingredients and can prove our main theorem.
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Proof of Theorem 4.1 (1). By Proposition A.3, for each λC ∈ C(1, A2 (D)) there
is a unique λ ∈ X2 such that λC = A2(λ) = β.λ.ξ. Assume first that λ is a right
cointegral. Then
(ϕH∨ ◦ ρl)(λC) (∗)= γ(x3)ϕH∨(∆(β).(x1 ⊗ λ.x2).∆(ξ)) (∗∗)= β ⊗ λC (A.29)
shows that λC is a right monadic cointegral, using the equivalent characterisa-
tion (4.6). Here (∗) uses that λ is a right cointegral, and (∗∗) uses Lemma A.4.
Conversely, assume that λC is a right monadic cointegral. Note that for any
f ∈ X2 we have
f = qL1 βS(q
L
2 ).f = q
L
1 β.f.(γ ⇀ S(q
L
2 )), (A.30)
where the first step is the zig-zag axiom (3.7), and the second step uses that
f ∈ X2. Then
ρl(λ)
(A.30)
= ρl(qL1 β.λ.ξξ
−1(γ ⇀ S(qL2 )))
(1)
= ∆(qL1 )ρ
l(β.λ.ξ)∆(ξ−1(γ ⇀ S(qL2 ))))
(2)
= ∆(qL1 )ϕ
−1
H∨(β ⊗ β.λ.ξ)∆(ξ−1(γ ⇀ S(qL2 ))))
(3)
= γ(x3) ∆(q
L
1 ).
(
β(1)x1ξ(1) ⊗ β(2).λ.x2ξ(2)
)
.∆(ξ−1(γ ⇀ S(qL2 )))
= γ(x3)
(
(qL1 β)(1)x1 ⊗ (qL1 β)(2).λ.x2
)
.∆(γ ⇀ S(qL2 ))
(4)
= γ((qL1 β)(2,2)x3)
(
(qL1 β)(1)x1 ⊗ λ.(qL1 β)(2,1)x2
)
.∆(γ ⇀ S(qL2 ))
(5)
= γ(x3)
(
x1 ⊗ λ.x2
)
.∆(γ ⇀ (qL1 β))∆(γ ⇀ S(q
L
2 ))
= γ(x3) x1 ⊗ λ.x2 (A.31)
shows that λ ∈ X2 is a right cointegral in the sense of [BC, HN2]. The step
labelled (1) uses that ρl is a bimodule morphism, (2) is the fact that λC = β.λ.ξ
is a monadic cointegral, (3) follows from Lemma A.4, (4) uses that λ ∈ X2, and
(5) is an application of quasi-coassociativity. 
A.3. Proof of Theorem 4.1 (2). Similarly to right cointegrals, left cointegrals
for H are automatically contained in the space
X3 = {f ∈ H∗ | f ↼ S−1(a) = S(a ↼ γ) ⇀ f}
= {f ∈ ∨H ∈ HMH | a.f = f.(a ↼ γ)}, (A.32)
see (3.47), and analogously to Proposition A.3 one can show that
A3 = Acop2 : X3 → C(1, A3 (γ∨)), A3(f) = S−1(β).f.ξˆ (A.33)
is an isomorphism. Note that here the dot denotes the action on the right dual
of the regular H ⊗ Hop-module. The Hopf monads A2 and A3 are canonically
isomorphic via κ2,3 : A2 ⇒ A3, see (2.21) and Proposition 3.1. This allows us
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to transport right monadic cointegrals to left monadic cointegrals. Thus, upon
showing that∫ r
H
X2 C(1, A2 (γ∨))
∫ r,mon
C
∫ l
H
X3 C(1, A3 (γ∨))
∫ l,mon
C
(∗)
A2
(κ2,3)γ∨ ◦ ? (κ2,3)γ∨ ◦ ?
A3
(A.34)
commutes, we know that A3 maps left cointegrals to left monadic cointegrals.
Here (∗) maps the right cointegral λr to 19
λl = γ(αS(β))−1 · (λr ◦ S ↼ (ucop)−1). (A.35)
By [BC, Prop. 4.3] this is a left cointegral, cf. (3.49).
The right hand square in (A.34) commutes by construction. Using the explicit
formula (3.20) for κ2,3, one finds that the upper path of the left hand square is
λr 7→ γ−1(X2)〈λr | S(β)S(?X1)X3S−1(ξ)〉
= γ−1(X2)〈λr ◦ S | S−2(ξ)S−1(X3)?X1β〉
= γ(αS(β))γ−1(X2)〈λl | ucopS−2(ξ)S−1(X3)?X1β〉
(1)
= γ(αS(β))γ−1(X2pL1 )〈λl | S−1(X3pL2 )?X1β〉
(2)
= γ(αS(β))γ−1(X2pL1 )γ((X3p
L
2 )(1))〈λl |?X1βS((X3pL2 )(2))〉, (A.36)
the step marked (1) follows directly from the definition of u and ξ, see (3.48) resp.
Theorem 4.1, and step (2) uses λl ∈ X3.
The lower path of the left square of (A.34) evaluates to
λr 7→ 〈λl | S−2(β)?S(ξˆ)〉
(3.47)
= 〈λl |?S((S−1(β) ↼ γ)ξˆ)〉
(∗)
= γ−1(β(2)f
−1
2 )〈λl |?β(1)f−11 〉
(3.42)
= γ−1(X2)γ((X3)(1)pL1 )〈λl |?X1βS((X3)(2)pL2 )〉 , (A.37)
where (∗) uses the definition of ξˆ as in Theorem 4.1.
We have
γ
(
αS(β)S(pL1 )p
L
2 (1)
)
pL2 (2)
(3.31)
= γ
(
αS(β)x1βS(x2)x3(1)
)
x3(2)
(3.4),(∗)
= γ
(
αS(β)x1βS(y1x2)y2x3
)
y3
(3.7)
= γ
(
S(y1β)y2
)
y3
(∗∗)
= γ(pL1 )p
L
2 (A.38)
19 The zig-zag axiom (3.7) implies that both γ(α) and γ(β) are invertible in k. Therefore,
the prefactor in (A.35) is well-defined.
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where (∗) uses (γ ⊗ γ−1) ◦ ∆ = ε, and (∗∗) uses γ ◦ S = γ ◦ S−1 and (3.31).
Therefore the two expressions (A.36) and (A.37) are equal.
A.4. Proof of the pivotal case. The proof of Theorem 4.4 is similar to the
proof of the second part above.
First, define the spaces
X1 = {f ∈ H∗ | f(ab) = f((b ↼ γ)a)} ,
X4 = {f ∈ H∗ | f(ab) = f((γ ⇀ b)a)} . (A.39)
By (4.11) we have λ̂
r ∈ X1 and λ̂
l ∈ X4, and similarly to Proposition A.3 one
may show that
A1 : X1 → C(1, A1 (γ∨)) , f 7→ 〈f | S−1(β)?S(ϑ)〉 ,
A4 : X4 → C(1, A4 (γ∨)) , f 7→ 〈f | β?S−1(ϑˆ)〉 , (A.40)
with ϑ = (γ−1 ⊗ S−1)(pL) and ϑˆ = ϑcop, are linear isomorphisms.
Then a simple computation shows that the diagram∫ r
H
X2 C(1, A2 (γ∨))
∫ r,mon
C
∫ r,γ
H
X1 C(1, A1 (γ∨))
∫ r,D−sym
C
(∗)
A2
∼ ∼
A1
(A.41)
commutes, with (∗) sending a right cointegral λr to the right symmetrised coin-
tegral λr ↼ ug, and ∼ is induced by the isomorphism of Hopf monads from
Proposition 2.4.
Indeed, a right cointegral λr gets mapped to the right D-symmetrised monadic
cointegral
λr,D−sym = 〈λr | S(β)g?S−1(ξ)〉 (A.42)
by the upper path, and to
(λr,D−sym)′ = 〈λr | ugS−1(β)?S(ϑ)〉 (A.43)
by the lower path.
The upper path, evaluated on S−1(h), h ∈ H, yields
λr,D−sym(S−1(h)) = 〈λr | S(β)gS−1(ξh)〉
= 〈λr | S(ξhβ)g〉
(3.49)
= 〈λl | ucopg−1ξhβ〉 . (A.44)
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Evaluating the lower path on S−1(h), h ∈ H, we get
(λr,D−sym)′(S−1(h)) = 〈λr | ugS−1(hβ)S(ϑ)〉
(3.49)
= 〈λl ◦ S−1 | S(hβ)gS(ϑ)〉
= 〈λl | ϑg−1hβ〉 . (A.45)
The claim then follows from
ucopg−1ξg
(3.48)
= γ(Vcop1 f
−1
2 )S
−2(Vcop2 )g
−1f−11 g
= γ(Vcop1 f
−1
2 )g
−1Vcop2 f
−1
1 g
(3.43)
= γ
(
S(pL1 )f˜ 2f
−1
2
)
g−1S(pL2 )f˜ 1f
−1
1 g
= γ−1(pL1 )S
−1(pL2 )
= ϑ (A.46)
A similar diagram involving left cointegrals and their symmetrised version then
finishes the proof of the theorem. 
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