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ABSTRACT 
The inter-subject correlation of EEG in response to naturalistic stimuli 
by 
Samantha Syd Cohen 
Adviser: Professor Lucas C. Parra 
Inter-subject correlation is a measure of the similarity of the brain activity of a group of 
people as they respond to the same naturalistic stimulus, typically a story or video, meant to 
simulate a real world experience. This thesis tests the hypothesis that the correlation of the brain 
responses of a group of people is indicative of stimulus engagement. The rationale is that the 
content of the stimulus drives brain activity in a consistent manner, while internal thoughts are 
divergent and result in uncorrelated activity. The inter-subject correlation (ISC) of neural 
responses have previously been assessed with fMRI, EEG, and MEG. Here, EEG will assess 
ISC, thereby examining the correlation of the early responses to a stimulus.  
Engagement has been examined previously with self-report assessments of interest. 
These ratings are noisy, subject to bias, and do not measure how engagement evolves over time. 
In this thesis, engagement is defined as a commitment to devote a scarce resource, such as 
attention or time, to a stimulus. In the experiment presented here, subjects were allowed limited 
time with the stimuli, thus forcing them to engage with the content they determined to be most 
compelling. This behavioral metric strongly correlated with ISC of the EEG, thus validating it as 
a measure of neural engagement. Interestingly, higher ISC was also indicative of a shared 
perception of the passage of time across subjects. This suggests that when people are engaged 
with a stimulus, their perception of time is also driven by that stimulus, rather than by an internal 
sense of time.  
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If people are more engaged at the time of encoding, it is likely that they will better 
remember their experiences. Memory was therefore assessed three weeks after subjects heard 
salient emotional narratives. Individuals whose EEG responses during the stories correlated more 
strongly with their peers had stronger memories of the events in the stories. ISC was also tested 
as a predictor of retention in the context of online educational videos. Again, the similarity 
between each subject’s brain activity and that of his or her peers corresponded with memory for 
factual information in a subsequent test.  
It is possible that people with different backgrounds do not engage with the world in 
similar ways, and their neural responses will therefore correlate more strongly with people who 
are most similar to them. To address this notion, ISC was compared across the dimensions of age 
and gender. In a population with ages ranging from 5 - 44 years old, ISC weakens with age and 
is stronger in males than it is in females. This result is consistent with the idea that age and 
experience are marked by an increase in the repertoire of neural representations. Adults may 
therefore have more variable interpretations that mediate their sensory responses to stimuli. 
Alternatively, if ISC is truly assessing engagement in this context, the result may demonstrate 
that adults are less susceptible to the influence of outside stimuli since they have more powerful 
internal voices that distract them. Whichever the ultimate reason for this change, the gender 
disparity may also be related to a developmental difference because the deviation between males 
and females in ISC is strongest in young ages, a period when anatomical findings show that 
young males are less neurally mature than young females. 
Although ISC is implicated in fundamental processes such as engagement, memory, and 
development, the neural underpinnings of this signal are unclear. The spatial distribution of the 
EEG signal that drives ISC appears similar on the surface of the scalp across stimuli with 
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different narrative content, and between different stimulus modalities. The similarity of the 
topography of correlated activity across sensory modalities may indicate that this activity is 
supramodal and is therefore generated by a region that is impervious to the stimulus modality. To 
assess ISC’s dependence on stimulus modality and stimulus type, the modulation of ISC was 
compared with the fMRI BOLD responses to the same stimuli. This analysis revealed that ISC is 
mostly modulated by sensory regions, and that the extent of the regions involved depends on the 
content of the stimulus. These areas, which are largely driven by immediate processing of the 
stimulus at a fast timescale, are therefore implicated in higher-level behaviors such as 
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Chapter 1 : General Introduction 
  
2 
Since Hans Berger’s famous demonstration that the power of an electrophysiological 
signal measured on the surface of the scalp correlated with an overt behavior, neuroscience 
researchers have used electroencephalography (EEG) to map brain activity to behavior (Feige et 
al., 2005). The body of work presented in this thesis follows in this tradition. EEG is a technique 
for measuring changes in voltage over time. It compares the voltages at recording electrodes 
(typically between 1 and 256 placed on the scalp) to that of a reference electrode (Lesser, 1986; 
Luck, 2005). Voltages are typically in the range of 10-100 µV, and amplifiers are used to record 
the signal, which is usually digitized.  
The most commonly observed signal in EEG are rhythmic fluctuations in the voltage, 
originally called “brainwaves” (Coenen, Fine, & Zayachkivska, 2014). These oscillations in 
electric potentials are typically studied in terms of the power in specific frequency bands (Başar, 
Başar-Eroglu, Karakaş, & Schürmann, 2000). The most common frequency bands analyzed are 
delta (1–4 Hz), theta (4.5–9.5 Hz), alpha (7.5–12.5 Hz), beta (13–30 Hz), and gamma (30–70 
Hz). Generally, with increasing frequency, the power of the signal weakens such that the strength 
of the signal is inversely proportional to its frequency (Pritchard, 1992; P. A. Robinson et al., 
2001). The power in all of the bands depends on factors such as physiological state and 
behavioral task. For instance, alpha, which is typically the most prominent band, above 
background noise, is related to alertness, and it increases in power over occipital areas when the 
eyes are closed (Pfurtscheller & Aranibar, 1977). Alpha has also been linked to higher cognitive 
processes such as attention and memory (Cooper, Croft, Dominey, Burgess, & Gruzelier, 2003; 
Hanslmayr, Spitzer, & Bäuml, 2009; Klimesch et al., 1996; O’Connell et al., 2009; Ray & Cole, 
1985). Delta and theta increase in strength during sleep (Borbély, Baumann, Brandeis, Strauch, 
& Lehmann, 1981; Cajochen, Foy, & Dijk, 1999) and theta has additionally been associated with 
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the maintenance of information in memory over short durations (Fuentemilla, Penny, Cashdollar, 
Bunzeck, & Duzel, 2010; Osipova et al., 2006; Sauseng et al., 2009). Beta, is indicative of 
emotional processing, and movement, when found over motor cortex (Neuper & Pfurtscheller, 
1996; Ray & Cole, 1985). Gamma waves are hypothesized to underlie the awareness of 
surrounding stimuli and the ability to unite the different features of an experience into a 
conscious percept (Singer & Gray, 1995; Tallon-Baudry & Bertrand, 1999). Many of these 
effects are relatively small, and are therefore observed with carefully designed experiments (e.g. 
Cooper et al., 2003; Osipova et al., 2006).  
Rather than examining EEG in these narrow frequency bands, this thesis concerns the 
signal from broadband EEG and thus follows in the tradition of event-related potentials (ERPs) 
of the EEG. ERPs are responses to either sensory or cognitive events. Sensory evoked potentials 
are typically either auditory, induced by tones or clicks, somatosensory, from tactile or electrical 
impulses, or visual, caused by flashes of light or changes in visual patterns (Chiappa, 1997; 
Odom et al., 2004; Plourde, 2006). They are distinctly sensory because they result from stimuli 
of a specific sensory modality, and their strength and latency directly depends on features of the 
stimulus (Luck, 2005). Cognitive ERPs, which cannot be directly tied to exogenous stimuli, were 
first observed as a negative deflection from baseline in response to a signal that warned of an 
upcoming target stimulus (Walter, Cooper, Aldridge, McCallum, & Winter, 1964). The voltage 
deflections following a cognitive or sensory event are typically called components, and are more 
specifically identified by their polarity (negative or positive relative to a baseline voltage) and 
latency from the onset of the stimulus.  
Cognitive ERPs include the mismatch negativity, the contingent negative variation, the 
N400, the lateralized readiness potential, the error-related potential, and the P300. The mismatch 
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negativity reflects the detection of change in a series of repetitive stimuli (Sussman, Chen, 
Sussman-Fort, & Dinces, 2014). The contingent negative variation arises after a warning signal 
that is indicative of an upcoming stimulus (Slobounov, 2010). The N400 is a signature of 
semantic surprise that occurs after an unexpected word is presented in a sentence (Kutas & 
Hillyard, 1980). The lateralized readiness potential is apparent when a motor response is being 
prepared (Miller & Hackley, 1992). The error-related negativity occurs after subjects make a 
mistake in an experimental paradigm (Gehring, Goss, Coles, Meyer, & Donchin, 1993). 
The most well known ERP component is the P300. This signal can be further 
differentiated into the “P3a”, which is broadly responsive to novelty, and the “P3b”, which 
responds to rare, although not necessarily novel, stimuli that are relevant to the task (Squires, 
Squires, & Hillyard, 1975). The term P300 typically refers to the P3b. Although the precise 
neural and cognitive processes that this deflection represents are unclear, the factors that 
influence its amplitude and latency are known. This component grows in magnitude as the 
relative frequency of the stimulus shrinks and as the effort necessary to detect the stimulus 
increases (Luck, 2005). 
In this thesis, which concerns the responses evoked by naturalistic stimuli, such as videos 
and audio stories, a mélange of these ERPs are likely to contribute to the observed activity. 
However, as their names imply, most ERPs are identified by the experimental design used to 
elicit them, rather than their spatiotemporal profile. Additionally, their measurement requires the 
repetition of nearly identical stimuli (Luck, 2005). In continuous, naturalistic stimuli, which 
mimic real-world interactions, it is difficult to determine which particular ERPs contribute to the 
effects observed. This thesis therefore departs from conventional ERP terminology.  
The electrical activity that generates EEG likely comes from the cerebral cortex because 
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of its physical proximity to the recording electrodes (Nunez & Silberstein, 2000). The cortex also 
has a high density of large pyramidal neurons. These neurons are located close to the scalp, are 
aligned in parallel, and are orthogonal to the surface of the cortex. This means that when these 
neurons act in concert, they are able to produce a strong dipole that can be observed from the 
surface of the scalp (Kirschstein & Köhling, 2009). The signal apparent in EEG is thought to be 
caused by the extracellular current flow that occurs when the apical dendrites of these neurons 
receive excitatory postsynaptic input (excitatory postsynaptic potentials or EPSPs; Murakami & 
Okada, 2006; Shibasaki, 2008). These EPSPs are longer in duration than the action potentials 
involved in neural communication, and are therefore more likely to coincide across large groups 
of neurons (in the range of thousands to millions), thus creating stronger dipoles that can be 
sensed through the skull (Luck, 2005). 
Although the theoretical neural origin of EEG activity is likely to be the result of EPSPs, 
localizing the precise anatomical source of this activity is a nearly impossible problem. The 
signal apparent in EEG is influenced by the highly conductive cerebrospinal fluid (CSF) and 
weakly conductive skull, which blurs the electrical signal in space before it can reach the 
recording electrodes. The combination of CSF, skull, and scalp produce a “shunting effect” 
which causes the current from one source to influence many more electrodes than it spatially 
corresponds to (Shibasaki, 2008). Additionally, since the brain is a volumetric structure, and 
EEG electrodes are inherently surface level measurements, there is no unique solution to localize 
the dipole(s) from which the current originated. This is known as the “inverse problem” (Nunez 
& Silberstein, 2000). The matter of localizing the sources of activity is further complicated by 
the cortical folding of the cortex which most likely varies between subjects (Mangun, 
Buonocore, Girelli, & Jha, 1998). 
6 
As the signal generated by EEG is quite weak (typically in the range of 10-100 µV), it is 
highly susceptible to noise (Zhang et al., 2015). Sources of noise include non-physiological 
origins, such as the power line or changes in electrode impedance, and physiological roots, such 
as heartbeat, respiration, sweat, eye blinks and saccades, and skeletal muscle movements 
(Fatourechi, Bashashati, Ward, & Birch, 2007). The traditional approach to account for such 
artifacts is to record a large number of trials (typically between 50 and 1,000) for each evoked 
response (Luck, 2005). Responses are then averaged across trials to extract a canonical response 
for each condition. This thesis will break from this tradition by presenting each trial, or stimulus, 
to each subject only once. 
Each stimulus is presented once because the stimuli are movies or audio narratives, the 
interpretation and understanding of which may change with repeated exposure. Event-related 
averaging methods destroy unique context-specific response to individual events (Ben-Yakov, 
Honey, Lerner, & Hasson, 2012). Movies and stories unfold over the course of minutes, in a 
manner similar to real world interactions which are typically integrated over longer time scales 
(Hasson, Yang, Vallines, Heeger, & Rubin, 2008). These stimuli are therefore closer to 
ecological reality (Hasson, Nir, Levy, Fuhrmann, & Malach, 2004). There are conflicting reports 
as to whether or not responses to naturalistic stimuli are generalizations of the responses to 
simplified stimuli (Bitterman, Mukamel, Malach, Fried, & Nelken, 2008; David & Gallant, 2005; 
H. E. Jones, 2002; D. Y. Lin, Shea, & Katz, 2006; Mante, Bonin, & Carandini, 2008; Rust & 
Movshon, 2005). Regardless, it is theoretically possible that the functional properties of neurons 
have adapted to match the statistical properties of natural scenes (Hasson, Malach, & Heeger, 
2009). 
To understand the neural responses to complex and dynamic stimuli presented in single 
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trials, Hasson and colleagues pioneered a revolutionary technique that compared neural 
responses across subjects rather than within individuals (Hasson et al., 2004). The neural 
responses to videos were recorded with functional magnetic resonance imaging (fMRI). This is a 
technique that measures changes in the blood oxygen level dependent (BOLD) signal over time, 
a signal correlated with neural activity. fMRI resolves the BOLD response in cubes of brain 
tissue, called voxels, throughout the brain. To compare the activity from individual subjects, they 
correlated the BOLD time courses from the anatomically aligned voxels in one brain to those 
from another brain for all pairs of subjects. After averaging across these pairwise correlations, 
they determined the voxels in which the activity is correlated across all subjects. The technique 
of correlating brain activity across subjects is called inter-subject correlation (ISC). 
Hasson and colleagues found that a large portion of the brain correlates across subjects 
(Hasson et al., 2004). The regions with shared response patterns may theoretically be those in 
which people perceive or understand the world in a similar manner. The areas that correlated 
were mostly sensory cortices, as well as regions traditionally associated with the “default-mode 
network” (Fox et al., 2005; Golland et al., 2007; Raichle et al., 2001). Regions in this network 
are thought to be associated with internally directed thoughts, i.e. what the brain does “by 
default.” In the case of movie viewing, however, these regions may be related to the integration 
of information over longer time scales. Unlike in traditional experimental tasks, narrative 
comprehension generally evolves over the course of minutes. Regions in the default mode 
network may therefore also be responsible for the processing of the relatively slow stimulus of 
the narrative (Hasson, Yang, et al., 2008). 
The prevalent technique of measuring ISC as voxel-to-voxel correlations in fMRI has 
generated many interesting observations. ISC is stronger in both dorsal and ventral visual areas 
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when people have a mutual understanding of their environment (Lahnakoski et al., 2014). This 
suggests that these regions help to support shared psychological perspectives. ISC may also be 
fundamental to the successful transfer of information. When people talk to each other, listeners 
whose brains correlate better with the brain of the speaker, also comprehend the material better 
(Stephens, Silbert, & Hasson, 2010). ISC is not only important for communication, it is also 
important for memory. Regions traditionally associated with social cognition are significantly 
more correlated across subjects who correctly remember events than subjects who do not 
(Hasson, Furman, Clark, Dudai, & Davachi, 2008). When subjects recall prior experiences, their 
brain activity during recall correlates with the activity present during the experience itself (Chen 
et al., 2017). Furthermore, the pattern of activity from their original experience correlates with 
the pattern of activity in other people when they listen to the story about what happened 
(Zadbood, Chen, Leong, Norman, & Hasson, 2017). These findings indicate that ISC is 
important for the transfer of information, both from experience to memory, and to other people. 
ISC may also be applied to a clinical setting where it can be used to identify neurotypical 
responses by comparing the activity from clinical populations to those of healthy subjects. For 
example, although, autistic individuals correlate strongly with their previous responses to a 
video, their neural responses are different from both other autistic and typically developing 
individuals (Hasson, Avidan, et al., 2009). These highly variable response profiles may underlie 
the heterogeneity observed across the autism spectrum. ISC may also be used as a tool for 
minimally conscious individuals. In this scenario, subjects who cannot generate overt behaviors 
may nonetheless provide evidence of neurotypical thoughts because their brain activity correlates 
with healthy controls (Naci, Cusack, Anello, & Owen, 2014). 
Correlating neural activity across subjects in anatomically aligned voxels is likely to miss 
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a good portion of the shared responses because of the high variability in both cortical topography 
and neural response patterns across subjects (Brett, Johnsrude, & Owen, 2002; Mazziotta et al., 
2001; Watson et al., 1993). Although anatomical alignment puts subjects in a common physical 
space, it is often accompanied by some form of spatial smoothing to account for persistent 
anatomical variability across subjects. Furthermore, even perfect anatomical alignment does not 
necessarily align the response patterns across subjects (Brett et al., 2002; Sabuncu et al., 2010). 
Therefore, several techniques have been developed that maximize inter-subject correlations by 
transforming neural activity into a common model space where the patterns of each subject’s 
neural activity are more similar to each other than they are in a standard anatomical space (Chen 
et al., 2015; Haxby et al., 2011; Sabuncu et al., 2010). One of these techniques, hyperalignment, 
makes it possible to categorize what one subject is seeing or hearing on the basis of the brain 
activity of other subjects (Haxby et al., 2011; Van Uden et al., 2018). The shared response 
model, on the other hand, has been used to determine the number of independent dimensions of 
neural activity that are necessary to classify movie scenes as distinct (Chen et al., 2017). 
The ISC formulation used in this thesis follows in the tradition of techniques such as 
hyperalignment and the shared response model in that it projects brain signals into a common 
space where responses are more similar across subjects (Dmochowski, Sajda, Dias, & Parra, 
2012; Parra, Haufe, & Dmochowski, 2018). Here, this projection is a weighted average of the 
activity across electrodes. The activity at each electrode is multiplied by a “weight,” and then the 
weighted activity is summed across electrodes at each time point. The resulting timecourse is 
more correlated across subjects than the activity in any one electrode (Dmochowski et al., 2012). 
Whereas the techniques used to increase ISC in fMRI combine the activity across voxels in a 
different way for each subject, here, the same linear combination of electrodes is used for all 
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subjects. This weighting is kept consistent across subjects to create a generalizable pattern that 
can be used to determine the source of this shared activity.  
The algorithm used to extract ISC in this thesis is called correlated component analysis 
(CorrCA; Parra et al., 2018). This procedure is able to extract multiple independent combinations 
of electrodes, or components, which describe different ways (weightings) in which the EEG 
activity correlates across subjects. These components are extracted as the eigenvectors of the 
pooled between subjects cross-covariance, 𝑹𝒃 =
𝟏
𝑁(𝑁−1)
∑ ∑ 𝑹𝒌𝒍𝒍,𝒍≠𝒌𝒌 , divided by the pooled within 
subjects cross-covariance, 𝑹𝒘 =
1
𝑁
∑ 𝑹𝑘𝑘𝑘 , where 𝑹𝒌𝒍 = ∑ (𝒙𝒌(𝒕) − ?̅?𝒌𝑡 )(𝒙𝒍(𝒕) − ?̅?𝒍)
𝐓 
 measures the cross-covariance of all electrodes in subject k with all electrodes in subject l. 
Vector 𝒙𝒌(𝒕) represents the scalp voltages at time t in subject k, and ?̅?𝒌, represents their mean 
value in time (S. Cohen & Parra, 2016; Dmochowski et al., 2012; Parra et al., 2018).  
The ISC formulation used in this thesis is similar to traditional evoked responses because 
both measures are related to the reliability of responses, either across subjects or across trials. It 
is similar to the ISC extracted from the BOLD signal because it increases as a function of the 
similarity of responses across subjects. However, the ISC that will be discussed in the following 
chapters, groups the activity present across the entire brain into one comprehensive measure of 
ISC. The ISC measured in fMRI is localized to specific voxels in particular brain regions and its 
functional purpose is therefore inferred from previous findings on these areas. Furthermore, the 
signals extracted by EEG and fMRI fluctuate over different timescales, and may therefore be 
representative of different processes (Haufe et al., 2018). Whereas the ISC that will be discussed 
here occurs at timescales faster than one second (frequencies above one Hz), the hemodynamic 
response, that the BOLD signal is sensitive to, is slower than one second (Huettel, Song, & 
McCarthy, 2009). 
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The stimulus can elicit high ISC in a group of subjects. The level of ISC across a group 
can change in time during the stimulus. Likewise, if individual subjects correlate more strongly 
with their peers, they exhibit high ISC. Thus, ISC, as described here, is used as both a property 
of the stimulus, and as a property of the subject. 
Previous research on ISC in EEG has found that ISC depends on the nature of the 
stimulus (Dmochowski et al., 2012). For instance, a film clip directed by Hitchcock elicits a 
different level of ISC than a film clip directed by Sergio Leone (Dmochowski et al., 2012). 
Furthermore, the ISC collected in small samples (under 20 subjects) in the lab can predict the 
size of television audiences and the preferences of large populations of viewers (Dmochowski et 
al., 2014). ISC has more specifically been shown to be sensitive to attentional state (Ki, Kelly, & 
Parra, 2016). The neural activity of subjects is more similar to others when they are fully 
attending to narratives than when they are distracted by a mental task (Ki et al., 2016). This 
indicates that ISC is modulated by stimulus driven attention and is not just a product of subjects 
experiencing the same stimulus at the same time. Finally, the brain regions that are responsible 
for the modulation of ISC across television advertisements have been identified with the BOLD 
signal (Dmochowski et al., 2014). These regions are a combination of sensory and association 
cortices. They overlap with regions previously found in the ISC of fMRI, but ISC in fMRI 
involves more extended brain areas. Similarly to the ISC found in fMRI, these regions are 
inclusive of areas typically found in the default mode network, thus indicating that regions 
responsible for the processing of information over longer timescales might also be involved in 
generating ISC in EEG.  
This thesis builds on past research by further specifying the significance of this shared 
activity. Researchers in both fMRI and ISC have posited that this shared activity is indicative of 
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engagement (Dmochowski et al., 2012; Hasson, Landesman, et al., 2008). However, the word 
engagement is an ill-defined term. In the psychological literature, engagement with a narrative is 
commonly described by a greater presence in the world of the story, stronger identification with 
the characters, or a loss of conscious awareness of the surroundings (Csikszentmihalyi, 1992; 
Green & Brock, 2000; Tellegen & Atkinson, 1974). However, it is very difficult to measure 
these concepts without asking subjects for their subjective reports of their experiences. These 
reports necessarily force viewers to reflect on an experience that is inherently meant to extricate 
them from the ability to introspect (Csikszentmihalyi, 1992).  
ISC may be indicative of engagement because an engaging stimulus is likely to have a 
strong level of control over the reactions of viewers (Hasson, Landesman, et al., 2008). If a more 
engaging film drives stronger responses in the audience, then it will also induce stronger ISC 
because the viewers are reacting to the film’s content, rather than to internally guided thoughts. 
Chapter 2 will assess if ISC can be used as a measure for engagement. Engagement will not be 
assessed by self-report, but rather by an implicit and objective behavioral assessment that is 
based on what subjects are willing to sacrifice, in the form of time or money, to continue 
receiving narrative content. 
As ISC has been shown to be sensitive to attentional state (Ki et al., 2016), it might also 
be predictive of memory because attention affects learning and memory (Baddeley, Lewis, 
Eldridge, & Thomson, 1984; Murdock, 1965). Chapter 3 evaluates if ISC is predictive of the 
memory for emotionally salient narratives. The section also addresses whether memory and ISC 
depend on the stimulus modality. The previous work on ISC used audiovisual movies or audio 
stories as stimuli (Dmochowski et al., 2014, 2012; Ki et al., 2016). Chapter 3 employed audio 
stories, audio stories accompanied by visual animations, and silent visual animations to elicit 
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ISC. By using stimuli with independent sensory stimuli, the results compare both the strength 
and scalp level distribution of ISC across these modalities. 
As EEG is highly transportable, ISC could be deployable in the classroom or in online 
learning environments for the assessment of student engagement and subsequent learning. 
Chapter 4 investigates whether ISC can be used to assess memory and attentional state in the 
context of online learning videos prevalent in massive online open courses (MOOCs).  
Chapter 5 examines how ISC, a measure of the similarity of neural responses across a 
group, may depend on the demographic characteristics of a cohort. Just as behavioral and neural 
variability change with age, so too is ISC likely to change with development. Previous research 
has found that while behavioral variability decreases with age, neural variability often increases. 
This is potentially the result of different life experiences that cause different patterns of neural 
pruning (Dinstein, Heeger, & Behrmann, 2015; Grady, 2012). Chapter 5 addresses whether ISC 
changes along the demographic dimensions of age and gender.  
The final chapter of the body of the dissertation (Chapter 6) used the fMRI BOLD signal 
to localize the modulation of the correlated activity. Although previous research has used a 
similar technique to identify the source of this activity (Dmochowski et al., 2014), this previous 
work only localized the activity for audiovisual stimuli. However, the scalp topography of this 
correlated activity looks similar regardless of the stimulus modality (audio or visual) or narrative 
content of the stimulus (S. Cohen & Parra, 2016; Dmochowski et al., 2014). Chapter 6 therefore 
determines whether this shared activity has a common neural origin across stimulus modalities 

















It is said that we lose track of time - that “time flies” - when we are engrossed in a story. 
How does engagement with the story cause this distorted perception of time, and what are its 
neural correlates? People commit both time and attentional resources to an engaging stimulus. 
For narrative videos, attentional engagement can be represented as the level of similarity 
between the electroencephalographic responses of different viewers. Here we show that this 
measure of neural engagement predicted the duration of time that viewers were willing to 
commit to narrative videos. Contrary to popular wisdom, engagement did not distort the average 
perception of time duration. Rather, more similar brain responses resulted in a more uniform 
perception of time across viewers. These findings suggest that by capturing the attention of an 
audience, narrative videos bring both neural processing and the subjective perception of time into 
synchrony. 
Introduction 
Most people are familiar with the experience of becoming completely captivated by a 
book or movie (Barthes & Duisit, 1975). This phenomenon has been described as “engagement”, 
“transportation”, “absorption”, or “flow” (Csikszentmihalyi, 1992; Green & Brock, 2000; 
Tellegen & Atkinson, 1974). Some argue that when we are fully absorbed in a narrative, there is 
a loss of conscious awareness of the external environment and the passage of time (Busselle & 
Bilandzic, 2009; Green, 2004; Green & Brock, 2000). Attentionally demanding stimuli typically 
seem to take less time (Macar, Grondin, & Casini, 1994; Zakay, 1989). However, this finding 
may not be universally true (Block & Zakay, 1997). For instance, the nature of the temporal 
distortion is likely dependent on the emotional valence of the stimulus (Angrilli, Cherubini, 
Pavese, & Manfredini, 1997). 
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Here we will explore the relationship between attentional engagement with video 
narratives and the perceived passage of time on the scale of seconds. Previous research on the 
neural basis of time perception has examined durations that range from milliseconds to days 
(Buhusi & Meck, 2005). For stimuli in the order of seconds, previous work mostly concerns 
controlled stimuli, such as constant tones or images (Penney & Vaitilingam, 2008). Given the 
importance of attention to time perception (Block, 1992; Block, Hancock, & Zakay, 2010; 
Brown, 2008; Grondin, 2010; Hicks, Miller, & Kinsbourne, 1976; Macar et al., 1994; Zakay, 
1998), it is possible that time perception may be substantially different during more realistic 
scenarios, such as engaging narratives (Lositsky et al., 2016). Attention is also known to 
modulate the similarity of electroencephalographic (EEG) evoked responses across viewers 
during narrative videos (Ki et al., 2016). In this paper, attentional engagement was assessed from 
the inter-subject correlation (ISC) of EEG responses (Dmochowski et al., 2012).  For an 
objective reference of stimulus engagement, we also define a behavioral measure of engagement 
that is based on the time that online viewers commit to watching the narrative videos. As we will 
show, this is an objective, value-based metric. Unlike previous measures (Busselle & Bilandzic, 
2009; Nakamura & Csikszentmihalyi, 2002), it is independent of subjective self-report biases 
and its assessment does not interrupt the processing of the stimulus. Engagement, whether 
measured neurally, or behaviorally, is thus defined by the commitment to devote a scarce 
resource to the stimulus. In this case, that resource is either attention or time, and, as predicted, 
these engagement measures are correlated. Next, we address whether moments of high 
engagement prolong or shorten the perception of time. Surprisingly, neither the behavioral 
measure of time commitment, nor the neural measure of attention coincided with the perceived 
passage of time. Instead, the similarity of brain responses predicted the uniformity of time 
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estimates across viewers. This robust effect was reproduced across two cohorts of viewers. Thus, 
engagement does not appear to distort perceived time duration, but rather, engagement, inducing 
a more uniform neural processing of the stimulus, leads to a more uniform assessment of time.  
Methods 
Stimuli 
Stimuli were chosen on the basis of their highly emotive content and the availability of 
online viewership data. We used these same stimuli in a previous EEG study on incidental 
memory (S. Cohen & Parra, 2016). They consisted of 10 different videos (5 from the New York 
Times' Modern Love episodes: “Broken Heart Doctor”, “Don't Let it Snow”, “Falling in Love at 
71”, “Lost and Found”, and “The Matchmaker”, and 5 from StoryCorps' animated shorts: “Eyes 
on the Stars”, “John and Joe”, “Marking the Distance”, “Sundays at Rocco's” (depicted in Figure 
2.2A), and “To R.P. Salazar with Love”). Stimuli were 161 ± 44 s in duration (mean and 
standard deviation across stimuli) with a total duration of 26 min 48 s. 
Behavioral Engagement Data Collection 
Real-world viewing behavior was measured using the pool of viewers who found the five 
StoryCorps videos organically on YouTube, via the StoryCorps website 
(storycorps.org/animation), or another linked website. Anonymous YouTube Analytics data were 
provided as aggregated viewership survival data (Figure 2.2A, Figure 2.3) by StoryCorps with 
permission for analysis and publication. The viewership data captured the behavior of viewers, 
totaling 2,528,897 across all five videos, amassed since the videos were made available online 
until the time of data retrieval (2.6 ± 0.9 years).  
Behavioral engagement was measured experimentally on an independent set of 1,000 
subjects collected on Amazon’s Mechanical Turk (MTurk) platform (requester.mturk.com). 
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Participants with IP addresses located in the USA had access to all 10 stimuli, presented as 
randomly ordered, embedded videos. They had access to the videos for 15 minutes, and were 
informed that the total duration of all videos exceeded the time allotted. Subjects were free to 
select a video by clicking on it and could watch each video for a duration determined at their 
discretion. Watching the videos was optional (required a mouse click) and it is therefore possible 
that a fraction of these participants did not watch any of the videos. Subjects were compensated 
after 15 minutes had elapsed regardless of whether or not they watched the videos. It took 
approximately one hour for this data to be collected for all 1000 subjects. This collection method 
was selected after pilot testing in three smaller cohorts of 100 subjects each. In the first pilot, 
participants had the option of immediate remuneration and therefore spent little time with the 
videos. In the second pilot, participants were not informed that they would be paid. In the third 
pilot, subjects were informed of their impending payment. The results of this pilot agreed best 
with the real-world data, and this format was therefore used for the final data collection. None of 
the pilot data was included in the final analysis reported here.  
The YouTube Analytics API was used to extract the fraction of viewers (number of 
current viewers / total number of initial viewers) who watched each video interval. The resulting 
curve can be considered the viewership survival, )(tS , although it is not a strict survival metric 
because YouTube allows users to rewind and skip sections and therefore )(tS  sometimes 
increases. Note that the YouTube Analytics API divides each video into 100 sampling intervals, 
regardless of video duration, and this was resampled to correspond with the absolute time 
elapsed, as described below.  
Risk of viewership loss 
19 
At each time interval, a decision is made regarding whether the current activity provides 
more reward than another activity. In aggregate, over the population of viewers, this is reflected 
in the survival function, )(tS , the ratio of people that are still watching, or have survived, until 
time 𝑡. A typical example of this from the real-world data is shown in Figure 2.2A. The risk, or 
hazard, of losing viewers, )(t , can be estimated from )(tS , and is conventionally defined as the 




















 .  (2.1) 
In a realistic scenario, stimuli are selected, engaged with, and finally abandoned when 
audience members determine that their limited temporal resources are better spent elsewhere. 
Figure 2.3A shows several real-world examples of how the number of surviving viewers, )(tS
decays over time. The hazard curve, )(t , derived from the survival function (Figure 2.3) 
presents a typical “bathtub” curve with high risk of viewership loss at the beginning and ending, 
and low risk during the intervening time. In failure analysis, inverse risk represents the mean 
time to failure (Kalbfleisch & Prentice, 2002), and for constant risk, the survival curve is 
exponentially decaying with the inverse risk as its time constant.  
Risk of losing the audience, )(t , was computed according to Equation (2.1) on the 100 
samples in the raw data. For visualization purposes, Figure 2.2A and Figure 2.3 show survival, 
)(tS , and risk, )(t , as a function of absolute time (scaled to seconds). For the purpose of 
comparing experimental and real-world data, )(t , was resampled to a time scale of t =12s. 
Engagement, )(tE , derived from 𝜆(𝑡) in Equation (2.1), is plotted at this scale (Figure 2.3). This 
time scale was motivated by the comparison with the neural data. To calculate the average 
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number of viewers lost in a time interval of t =12s, the derivative of )(tS  was scaled by the 
initial number of viewers and then multiplied by 12 seconds. 
Time intervals with negative engagement (due to rewinding and skipping on YouTube) 
are ignored because the logarithm of engagement is used in all analyses. Therefore, at a sampling 
interval of ∆t =12s, 1 interval is excluded from the experimentally acquired data, and 3 intervals 
are excluded from the real-world data. This exclusion effects the comparison between the two 
behavioral engagement measures (Figure 2.2A, a reduction from N=81 intervals to N=77), the 
comparison with the decision to continue watching (Figure 2.2A, a reduction from N=122 to 
N=121), the comparison with neural engagement (Figure 2.5B, Results Section 2, for the 
experimental cohort a reduction from N=129 to N=128, and for the real-world cohort a reduction 
from N=81 to N=78), and the comparison with the time estimates (reductions the same as those 
for neural engagement). 
Perceived Time Data Collection 
Perceived time was measured on two additional MTurk cohorts. Each participant watched 
all 10 stimuli and a pseudo-randomly selected 12 second time interval was denoted by the 
appearance of a red hourglass in the corner of the video. After the interval had expired, the video 
was paused, and participants were asked to estimate the duration for which the hourglass had 
appeared (perceived time). The longest video clips had 19 intervals. To ensure that each of these 
intervals had at least 20 estimates, 380 subjects were recruited. Across all videos, there were 
N=129 time intervals, of these 129, N=81 corresponded to intervals in the videos for which real-
world behavioral engagement was assessed. In this first cohort, subjects reported perceived 
duration on a visual analog scale with values ranging from 8 to 16 seconds. A histogram of 
reported time estimates shows a large number of responses at the boundaries of this range (see 
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Figure 2.7, restricted range), suggesting that inputs may have been restricted. A second cohort 
was therefore recruited and given the option to input estimates ranging from 4 to 20 seconds 
(expanded range). To ensure a robust estimate of the standard deviation of perceived time across 
subjects, this cohort had 720 participants. After each interval had transpired, participants were 
also asked a comprehension question related to the content of the story in that interval (same 
questions as in S. Cohen & Parra, 2016); mean accuracy level 84.0% ± 37.7% across questions). 
After the response was recorded, participants were given the option to finish the video. When the 
interval that was just watched was the last interval in the video, the option to finish the video was 
not given. As this occurred in 7 cases, this resulted in a reduction from N=129 intervals to 
N=122 intervals. Prior to the presentation of the 10 experimental stimuli, participants were 
briefly acquainted with the task on four non-experimental videos. For the first video, subjects 
were told ahead of time that the interval was 12 seconds in duration; for the next three, interval 
durations were selected at random to be either 8, 12 or 16 seconds. Without prior knowledge of 
the duration, subjects were asked to estimate it and were subsequently informed of the correct 
duration. Informed consent was obtained from all participants, experiments were performed in 
accordance with relevant guidelines and regulations, and all data collection procedures were 
approved by the Institutional Review Board of the City University of New York. 
Electroencephalographic Data Collection and Preprocessing 
Electroencephalographic (EEG) data were collected for a previous study from a cohort of 
20 individuals who watched the same audiovisual stimuli (AV condition, in S. Cohen & Parra, 
2016). For more details regarding participants, EEG data collection, and preprocessing see (S. 
Cohen & Parra, 2016) or Chapter 3.  
Inter-Subject Correlation 
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Inter-subject correlation (ISC) is calculated by first finding linear combinations of 
electrodes that are maximally correlated between subjects (Dmochowski et al., 2012). We refer 
to these as correlated components, akin to principal or independent components. By construction, 
these linear combinations of electrodes are common to all subjects. The EEG data for each 
subject is then projected into this component space. Inter-subject correlation is measured in each 
component, by averaging the Pearson correlation coefficient of the projected time-courses 
between all pairs of subjects. The ISC calculation implemented here is the same as what has been 
published previously (S. Cohen & Parra, 2016; Ki et al., 2016). Following previous research, the 
top three components of the EEG are extracted that capture maximally correlated responses 
between subjects (Dmochowski et al., 2012). To determine the correspondence between 
behavioral engagement and ISC, ISC was resolved in time, using the same time intervals over 
which behavioral engagement was measured (see next section). By resolving in time we mean 
that ISC between time-courses was calculated in a window of time of duration ∆t. This time 
resolved ISC in the i-th correlated component is here denoted as )(txi . 
Comparisons between behavioral and neural engagement 
A proportional hazard model (D. R. Cox, 1972) was used to relate engagement behavior 
and ISC. A logarithmic regression model is necessary because engagement, derived from 
viewership survival, fits best into a canonical log-risk model from the survival literature (G 
Rodriguez, 2010) and regression is an important step to determine the contribution of each ISC 
component ( )(txi ) to behavioral engagement. This resulted in a regression of engagement, )(tE , 
with a time dependent covariate, )(t , and a constant baseline engagement, 0E (Equation (2.4) 
in Results). Following the traditional form of the proportional hazard model (D. R. Cox, 1972; 
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Kalbfleisch & Prentice, 2002), the time dependent covariate, )(log t , equals the weighted sum 








ttxt  .          (2.2) 
The contribution of ISC in each component, )(txi , to the total engagement can thereby be 
assessed from its corresponding )(ti  value. Optimal model parameters i  and 0E were found 
as the best linear fit for the log-engagement data collected from the experimental group. This fit 
was performed separately for different time intervals (∆t). Engagement, )(tE , was resampled 
from the 100 samples in the raw data into various time resolutions (∆t = 1s, 2s, 3s, ... and up to 
30s) and time-resolved ISC )(txi  was also calculated on the matching time intervals. Goodness 
of fit, R, is shown in Figure 2.4 as a function of ∆t. For consistency, all subsequent analyses were 
performed at 12s resolution, which provided the best fit (see Results). 
Final parameter estimates were assessed by training on the experimentally measured 
engagement data and testing on the real-world data without further parameter adaptation. This 
captures the generalization performance from trained to unseen data, as well as generalization 
from the experimental procedure to the real-world behavioral engagement data. To capture the 
generalization between different stimuli, in an additional analysis, training of the model 
parameters, i , and 0E , was limited to only those videos that were not in the testing set, i.e. 
training was performed on the experimental data from the 5 New York Times videos and the 
real-world data from the 5 StoryCorps videos was used for testing.  
Finally, to assess whether this relationship was video-dependent or due to the canonical 
timecourse of the hazard function from which behavioral engagement is derived (see Figure 2.3), 
behavioral and neural engagement measures were paired between random videos and correlation 
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values were calculated 106 times from these random pairings. For all correlations, the behavioral 
engagement measured from one video was resampled to the match the length of the neural 
engagement measured from another video. Parameters were then found by training with the 
experimental data, and correlation values were calculated from the relationship found using these 
parameters on the real-world data. The significance level was calculated by finding the 
proportion of shuffled data that yielded a larger magnitude correlation value than the one found 
in the original data. 
Relationship between time perception and engagement 
Correlation was assessed between both engagement measures (behavioral engagement: 
))(log( tE  and neural engagement: using the optimal fit for i at t =12s) and the perceived time 
of each interval, collected from two independent cohorts of subjects. Mean time perception was 
longer for later intervals in the videos (Figure 2.6). This drift in mean time perception with wait 
time does not affect the standard deviation of time estimates because the standard deviation, by 
definition, does not depend on the mean. Linear regressions were used to relate the standard 
deviation of time estimates to both neural and behavioral measures of engagement. Although not 
significant, for the time estimates from the expanded range cohort, the relationship between time 
estimate variability and behavioral engagement follows the trend found in the other cohort (r = - 
0.09, p = 0.4, N = 128 intervals from experimental behavioral engagement, and r = - 0.25, p = 
0.2, N = 78 intervals from real-world behavioral engagement). Additionally, all of the reported 
results are also obtained when the variability of time estimates across subjects is accounted for. 
To control for subject-specific biases, we subtracted each subject’s mean time estimate across 
trials from all of their guesses. This analysis reproduces the results in Figure 2.8: for the 
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Restricted range, r = - 0.29, p=0.0008, N = 129, and for the Expanded range: r = - 0.23, p=0.008, 
N = 129. 
Statistics 
The significance of reported correlation values, r, were computed using nonparametric 
phase-shuffle statistics. These nonparametric statistics are reported to rule out that temporal 
correlation between samples bias these results, in other words, to account for potential co-
dependencies between data-points. Specifically, significance levels were computed using phase 
shuffled data (following Prichard & Theiler, 1994), which preserve the correlation structure in 
time but alters the time course of a temporal sequence. Therefore, N=106 phase shuffled 
surrogates were produced. In Figure 2.2 and in Figure 2.5B experimental behavioral engagement 
was shuffled. In Figure 2.5C and in Figure 2.8 neural engagement was shuffled. Correlation 
coefficients were computed between each surrogate and the other variable in the analysis. 
Bootstrap p-values are calculated as the fraction of shuffles with correlation values more extreme 
than those obtained with the original time sequences. All bootstrap p-values are comparable to 
the values found using parametric statistics.  
In the analysis of the viewer's decision to continue to watch the videos (“Fraction 
continued video” in Figure 2.2C, and Figure 2.5C), data from the two time estimation cohorts 
(Restricted and Expanded) was combined since the decision to continue watching did not vary 
across the cohorts. All analysis of time and engagement were performed on a log-seconds scale 
(except for the computation of the mean and standard deviation of the time estimates, Figure 
2.8). All statistical tests were performed in MATLAB (MathWorks, Natick, MA, USA). 
Results 
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We define engagement as the commitment to devote a scarce resource, such as attention 
or time, to a stimulus. Three experiments were performed to establish behavioral and neural 
measures of engagement, and to relate these assessments to time perception. In the first 
experiment, behavioral engagement was evaluated from the viewing behavior of large online 
audiences. In the second experiment, neural engagement was extracted from the EEG responses 
to the same videos for which behavioral engagement had been measured. In the third experiment, 
the perception of time was queried during short intervals within the videos.  
1. Experimental assessment of engagement behavior 
Time commitment can be calculated from the stimulus’s ability to retain viewers. For a 
large enough audience, this can be measured from viewership survival, )(tS , defined as the 
fraction of the audience that “survives” until time, t, in the video (Figure 2.2A). The rate at 
which the audience shrinks is the risk of viewership loss, denoted here as )(t  (Equation (2.1) in 
Methods, Risk of viewership loss section, and Figure 2.3). When the stimulus evokes a high 
level of engagement, the risk of losing viewers is low. Conversely, when the audience is not 
engaged, the risk is high. Instantaneous behavioral engagement is formally defined here as the 
inverse of the risk of losing viewers: 
)(/1)( ttE  . (2.3) 
In the present context, where time is the scarce resource being allocated, )(tE  is equivalent to 
the additional time, measured in seconds, that the average viewer is willing to invest in the 
stimulus (for more detail on interpretation, see Methods, Risk of viewership loss section and 
Discussion). 
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Raw viewership survival data (Figure 2.2A) was collected for two cohorts of viewers. 
One cohort voluntarily watched the video stimuli online (real-world, 5 videos, approximately 2 
million viewers over 2.6 ± 0.8 years, data shared by StoryCorps). The second cohort consisted of 
a group of subjects who were directed to the videos as part of an experimental paradigm 
(experimental, 10 videos, N=1000, collected over approximately 1 hour on Amazon’s 
Mechanical Turk platform, MTurk; see Methods, Behavioral Engagement Data Collection 
section). All video stimuli were animated renditions of biographical narratives (161 ± 44 s, mean 
± standard deviation). Five of the videos were viewed by both cohorts. In the real-world, viewers 
commit time to watch videos despite real-world commitments and time pressures. In contrast, 
experimental viewers were given an artificial time pressure of 15 minutes to access 27 minutes 
of video. For the videos common to both groups, real-world viewers were found to be 
significantly more engaged than those recruited experimentally (t(4)=3.2, p=0.03, paired t-test), 
Figure 2.1).  
28 
 
Figure 2.1. Real-world Engagement is higher than the engagement measured 
experimentally. 
Lines connect the videos common to both the “Real-world” cohort, where viewership accrued 
organically, and “Experimental” cohort, where viewership was directed via Amazon’s 
Mechanical Turk (MTurk) platform. Real-world viewers were significantly more engaged than 
those recruited experimentally (t(4)=3.2, p=0.03, paired t-test). The 5 additional videos 
acquired for the Experimental cohort are also indicated as individual points. 
Despite this disparity in overall engagement, the two groups exhibited a similar 
modulation in engagement over the course of the videos. This relationship was present regardless 
of the time scale ( t ) at which engagement was evaluated (in Equation (2.1)). The correlation 
between the experimental and real-world datasets was stable for time intervals, t , ranging from 
4 to 21 seconds (r = 0.57 ± 0.06). Here, and in all subsequent analyses, time and engagement 
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were measured on a logarithmic scale following convention in time perception (Merchant, 
Harrington, & Meck, 2013) and survival analysis literature (Kalbfleisch & Prentice, 2002). 
Figure 2.2B displays this relationship for a time interval of t = 12 s. While in the real-world 
viewership drops by approximately 9,000 viewers in an interval of 12 s, in the experimental 
cohort only 7 viewers are lost. Therefore, the experimental assessment of engagement is a noisier 
metric (see Methods, Behavioral Engagement Data Collection section, and Figure 2.3). To 
validate the interpretation of this measure of engagement as a time commitment, we assessed the 
willingness to continue to watch the videos in a separate experiment (Results Section 3). Since 
this additional cohort was being compensated for performing a different task, the decision to 
continue to watch a video represents both a time and a financial sacrifice. Engagement measured 
experimentally was correlated with the fraction of viewers that voluntarily elected to continue to 
watch the videos after completing the time estimation task (r = 0.40, p = 0.009, N = 121, Figure 
2.2C). Here and in all subsequent analyses correlation p-values are computed using 
nonparametric phase-shuffle statistics to account for correlated data points (see Methods, 
Statistics section). These independent validations indicate that the experimentally derived 




Figure 2.2. Engagement measured experimentally correlates with real-world measures of 
engagement. 
A: Viewership survival, shown for an example video, is measured as the fraction of the initial 
number of viewers who are retained over time. “Real-world” data (continuous line) was provided 
for this study by its content owner, StoryCorps, and represents the viewership (239,511 views) 
accumulated over several years for this video. “Experimental” survival (dashed line) was 
collected in approximately one hour from 1000 viewers recruited online via Amazon’s 
Mechanical Turk (MTurk) platform. B: Variation in engagement across time correlates between 
real-world and experimental data (r=0.60, p=0.002, N=77). Engagement was estimated using a 
time interval of ∆t=12s for the five videos that were common to both conditions. Dashed line 
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indicates points with equal engagement in both data sets. C: Experimental engagement 
correlated with the likelihood that a separate cohort of viewers voluntarily continued to watch the 
videos when given the option to stop. Dashed line represents the regression line. In both B and C, 
each point represents a time interval, color represents the corresponding time point in the video 
from A, and engagement is displayed on a log-seconds scale. Still images from “Sundays at 
Rocco’s”, a StoryCorps animated short directed by the Rauch Brothers and produced by Lizzie 
Jacobs and Mike Rauch, reproduced here with permission from StoryCorps. We would 
additionally like to acknowledge StoryCorps for providing us with their YouTube analytics data 
and their animated interviews as video stimuli. These interviews were recorded by StoryCorps 
and are provided courtesy of StoryCorps, a national not-for-profit corporation dedicated to 
preserve and share humanity’s stories in order to build connections between people and created a 
more just and compassionate world. www.storycorps.org. This figure is not covered by the CC 
BY license. Credits to StoryCorps in panel A. All rights reserved, used with permission. 
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Figure 2.3. Viewership survival translates into behavioral engagement in both “real-
world” and “experimental” cohorts. 
Engagement data collected in the real-world (online viewers, watching at their discretion, 5 
videos, left column), and experimentally (viewers recruited on MTurk, 10 videos, right 
column). A/B: Survival curves, S(t), show percent of viewers retained as a function of 
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stimulus time. C/D: Hazard (Equation (2.1)) or risk of viewer loss over time. Note that the 
hazard for the experimental cohort is noisier than the real-world cohort. This is to be expected 
as the experimental cohort is a much smaller sample of viewers (in a 12 s interval, viewership 
drops on average by 9000 in the real-world cohort, but only by 7 in the smaller experimental 
cohort). E/F: Engagement (Equation (2.3)) for the five videos that were the same for the real-
world and experimental cohorts. 
 
2. Neural engagement predicts behavioral engagement 
We previously proposed that the similarity of electroencephalographic (EEG) evoked 
responses across viewers may be a neural marker of engagement (Dmochowski et al., 2012). The 
similarity of EEG activity across subjects can be measured as the inter-subject correlation (ISC) 
of stimulus evoked responses (Dmochowski et al., 2012). Since ISC is sensitive to attentional 
state (Ki et al., 2016), we predicted that there would be a relationship between ISC and the 
behavioral measure of engagement. To calculate ISC, EEG was recorded from 20 individuals 
who watched the same 10 videos from above. Components of maximal inter-subject correlation 
were then extracted from the EEG (see Methods, Inter-Subject Correlation section). These 
components, C1-C3, capture sources of the evoked neural responses that are correlated in time 
across the entire sample of viewers (corresponding spatial distributions shown in Figure 2.5A). 
As such, each component potentially captures a different aspect of neural processing (e.g. visual, 
auditory, or supramodal processing; S. Cohen & Parra, 2016). The ISC of each component can 
be resolved in short time intervals during the stimulus (Dmochowski et al., 2014, 2012), and 
time-resolved ISC was used to predict time-varying behavioral engagement.  
A regression model was first fit to the experimental behavioral engagement data (see 
Methods, Equation (2.2), Comparisons between behavioral and neural engagement section). This 
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model’s predictive ability was then tested on the real-world data. Goodness of fit was assessed 
for different time intervals, t , over which both behavioral engagement and ISC were calculated 
(Figure 2.4). t =12s was selected as a good compromise between performance and number of 
samples (i.e. this t  had the smallest p-value, p=2e-6 with, R=0.4, N=128). The predictor of 
engagement behavior, )(ˆ tE , which we refer to as “neural engagement” can be written as a 
product of baseline engagement, 0E , with a time varying neural factor, 𝛾(𝑡): 
)()(ˆ 0 tEtE  . (2.4) 
The baseline level of engagement, 0E , was estimated to be 212 s, and the overall estimated 
engagement, averaged in time for all videos, was 307 s. Thus, for the experimental behavioral 
data, approximately 30% of the commitment to watch the stimuli could be accounted for by the 
temporal variation of the neural predictor variable 𝛾(𝑡) (log-sum of ISC in the largest three 
components; Equation (2.2)). Behavioral engagement was mostly explained by the ISC of the 
second component (C2 in Figure 2.5A), which scales baseline engagement by a factor of 1.5 ± 
0.3 (mean and std of )(2 t  in Equation (2.2), Methods, Comparisons between behavioral and 
neural engagement section). Components C1 and C3 of the ISC contributed relatively less (1.0 ± 
0.005 and 1.1 ± 0.1, mean and std of )(1 t and )(3 t  respectively in Equation (2.2)).  
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Figure 2.4. Goodness of fit (R) between the experimental behavioral engagement, 𝑬(𝒕), 
and neural engagement, 𝑬𝟎 𝜸(𝒕), calculated for different time intervals t . 
Goodness of fit (R) between the experimental behavioral engagement, 𝐸(𝑡), and neural 
engagement, 𝐸0 𝛾(𝑡), calculated for different time intervals t . t =12s is selected for all 
analyses because it is a good compromise between performance and number of samples 
(smallest p-value, R(12s)=0.4, p=2e-6). Error bars represent the 95% confidence interval for 
each R-value. 
To test how well this neural engagement model predicts unseen data, we compared it to 
the real-world behavioral engagement data and found a significant correlation (r = 0.56, p = 
0.003, N=78 intervals from 5 videos, Figure 2b). In fact, this correlation was equally strong when 
training the regression coefficient with the experimental data from the five videos that were not 
part of the real-world behavioral data (r = 0.58, p = 0.003, N=78). Thus, the predictive neural 
engagement model not only generalizes to unseen data, but it also generalizes across different 
stimuli.  
Engagement behavior is relatively consistent across the time course of all videos (Figure 
2.3). To test whether the relationship between neural and behavioral engagement is due to this 
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general trend, the analysis was repeated with the engagement measures taken from different clips 
(the identity of the clips were shuffled prior to analysis). The resulting correlation values were 
significantly lower (r=0.28 ± 0.1 compared to r=0.56, from 106 random video pairings across all 
10 videos, Methods, Comparisons between behavioral and neural engagement section, p=7e-5). 
This suggests that the neural measure of engagement captures time-varying engagement that 
depends on the content of the videos, rather than a common trend across videos. 
As with the behavioral engagement measures, the neural engagement measure, assessed 
across all videos, also correlated with the voluntary election to continue to watch the videos 
during the time estimation task (r=0.31, p=0.0006, N=122 intervals from all 10 videos, Figure 
2.5C). The consistency between the neural and behavioral measures confirms the hypothesis that 
the similarity of brain responses captures attentional engagement.  
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Figure 2.5. Neural Engagement predicts Behavioral Engagement. 
A: Spatial distribution of the three EEG components with maximal inter-subject correlation 
(ISC; C1 - C3). Color indicates positive (yellow) or negative (blue) correlation between the 
source of the neural responses and each sensor on the scalp. Component C2, center, 
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contributes most to the relationship between neural and behavioral engagement (see main 
text). B: Neural engagement ( )(ˆ tE ; dashed line) predicts real-world behavioral engagement,   
using the model developed on the experimental behavioral engagement data (r = 0.56, p = 
0.003, N=78, for the 5 testing videos, ∆t=12s). C: Neural engagement correlated with the 
fraction of a separate cohort of viewers that decided to continue to watch the videos when 
given the option to stop prematurely. Dashed line represents the regression line (r=0.31, 
p=0.0006, N=122 intervals from all 10 videos). Each point represents a different time interval 
in each video colored according to time as in Figure 2.2. Both engagement measures are 
displayed on a log-seconds scale. 
3. Relationship between engagement and time perception 
After establishing the validity of both the behavioral and neural measures of engagement, 
the relationship between stimulus engagement and time perception was assessed. An additional 
cohort of viewers (recruited from MTurk) provided subjective estimates for the durations of brief 
periods of time during the videos. These segments corresponded to those for which behavioral 
and neural engagement were assessed ( t =12s, Figure 2.2 and Figure 2.5). Each video was 
shown until an interval of interest, indicated by a visual cue, and after the time interval had 
elapsed, subjects were asked to report the perceived duration within a range of 8s to 16s 
(“Restricted range”, see Methods, Perceived Time Data Collection section for implementation 
details).  
Consistent with existing literature (Block & Zakay, 1997), the duration of the 12 s 
intervals was underestimated (11.3 ± 0.03 s). Consistent with the idea that expected events are 
perceived as longer due to an increase in the attention devoted to time (Cahoon & Edmonds, 
1980; Grondin & Rammsayer, 2003; M. R. Jones & Boltz, 1989), time intervals later in the 
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videos were perceived as lasting longer than earlier intervals (r = 0.57, p = 1e-6, Figure 2.6). 
This is in conflict with the idea that context shifts in the narrative may have disrupted this effect 
(Block, 1982; Block, 1985; Brown & Stubbs, 1988). 
 
Figure 2.6. Perceived time duration depends on wait time. 
Viewers estimated the duration of time intervals within each video (N = 129 time intervals). 
Each point represents a time interval in a video. When viewers had to wait longer for the 
interval of interest (because it was later in the video), the duration of the interval was also 
perceived as lasting longer (r = 0.57, p = 2e-12, and r = 0.54, p = 2e-11, N = 129, for restricted 
and expanded range, respectively). Comparisons are made for two independent cohorts which 
had either a restricted range (blue, 8-16s) or expanded range (red, 4-20s) available for their 
time duration estimates. All time measures are displayed on a perceptual log-seconds scale. 
Despite prevalent theories that stimulus engagement induces time distortion (Nakamura 
& Csikszentmihalyi, 2002), there was no correlation between the mean estimates of time 
duration and engagement, measured either behaviorally or neurally (p > 0.3). Interestingly, 
however, neural engagement correlates with the variability of time estimates across viewers 
(Figure 2.8, Restricted range, r = - 0.27, p=0.0009, N = 129). The same is not universally true for 
behavioral engagement, where the effect was weaker (for experimental behavioral engagement: r 
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= - 0.20, p = 0.03, N = 128 intervals for all 10 videos, and for real-world behavioral engagement: 
r = - 0.25, p=0.2, N = 78 intervals from the 5 real-world videos). Variability is measured as the 
standard deviation of the time estimates across viewers. Thus, people are not losing track of time, 
per se, but rather they are tracking time more similarly when they are engrossed in the story.  
To demonstrate the reproducibility of this finding, and because the distribution of time 
estimates was truncated in the initial experiment (see Figure 2.7), a second cohort was recruited. 
This cohort reported duration within an expanded range of 4s to 20s (“Expanded range”). The 
variability of time estimates across viewers again correlated with neural engagement (Figure 2.8, 
Expanded range, r = - 0.23, p = 0.05, N = 129). Unlike the relationship between neural and 
behavioral engagement, it was not determined whether the relationship between time estimates 
and engagement was a general property of the kind of narrative videos tested, or due to the 
specific content of each story. See Methods, Relationship between time perception and 
engagement section, for additional comparisons and controls. This independent cohort largely 
confirms our main and novel finding that engagement synchronizes neural activity across brains, 
thus resulting in a more uniform perception of time across people. 
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Figure 2.7. Distribution of perceived time duration for both experimental cohorts. 
The distribution of perceived time estimates appears to be truncated in the restricted range cohort 
who estimated values between 8 and 16 seconds (380 subjects, blue) in comparison to the 




Figure 2.8. Neural engagement correlates with the variability of time estimates. 
Viewers estimated the duration of time intervals within each video. Each point represents a 
time interval in a video. The duration of intervals with high neural engagement were perceived 
less variably across viewers (r = - 0.27, p=0.0009, and r = - 0.23, p = 0.05, N = 129 intervals 
for all 10 videos, for restricted and expanded range, respectively). Comparisons are made 
across two independent cohorts who had either a restricted range (blue, 8-16s) or expanded 
range (red, 4-20s) available for their time duration estimates. All time measures are displayed 




Figure 2.9. Time courses for scatterplots in Chapter 2. 
Top: Experimental behavioral engagement (blue) compared with neural engagement (orange). 
Middle: Neural engagement (blue) compared with the standard deviation of time estimates 
across viewers (both cohorts pooled, orange). Bottom: Neural engagement (blue) compared with 
the second component of inter-subject correlation (ISC – C2, orange). This component 
contributes most strongly to neural engagement. Vertical lines divide time courses for each 
video. Time is presented in samples of 12s duration. 
Discussion 
It is often said that we lose track of time when absorbed in an engaging narrative 
(Busselle & Bilandzic, 2009; Green, 2004). Indeed, engagement can potentially either shorten or 
elongate our subjective perception of time (Avni-Badad & Ritov, 2003; Block & Zakay, 1997; 
Ornstein, 1969; Zakay, 1989). Engagement with a narrative may do both depending on its 
emotional valence (Angrilli et al., 1997). The precise neural processing that results in time’s 
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distortion during naturalistic narrative stimuli is a matter of ongoing exploration (Lositsky et al., 
2016; Waldum & Sahakyan, 2013). To determine the dependence of time perception on 
engagement, we first characterized engagement behaviorally in terms of how an audience is 
retained by narrative videos (Figure 2.2). To assess attentional engagement, we measured the 
inter-subject correlation (ISC) of stimulus-evoked EEG responses to the same videos (following 
Dmochowski et al., 2012; Ki et al., 2016). We found that ISC is predictive of the time that 
viewers were willing to spend with the videos (Figure 2.5). Surprisingly, neither behavioral nor 
attentional engagement correlated with the perceived duration of intervals of time during the 
videos. Instead, when the videos were more engaging, they were processed in the brain more 
uniformly (resulting in higher ISC), and the perception of time was more uniform across viewers 
(Figure 2.8). Thus, rather than losing track of time, viewers have a more consistent perception of 
time when highly engaged in the stimulus, at least for narrative videos on the scale of seconds.  
Despite extensive research on the neural underpinnings of time perception, no consensus 
exists on how humans estimate time intervals (Wittmann, 2013). There is even disagreement 
among the models of time perception as to whether there is an internal timekeeping mechanism 
(Matell & Meck, 2000; Wittmann, 2013), as posited by the pacemaker-accumulator model 
(Treisman, 1963) and attentional-gate model (Zakay & Block, 1995), or whether time judgments 
are made by comparing the memories of past events (Block, 2003; Block & Grondin, 2014). In 
either case, while it is likely that different mechanisms support the perception of different time 
scales (Buhusi & Meck, 2005), there is also evidence for shared neural processes that implicate a 
diverse set of brain regions depending on task specifics (Merchant et al., 2013). Previous fMRI 
studies have explored the dependence of time estimation signals on attention (Coull, Vidal, 
Nazarian, & Macar, 2004), emotional content (Dirnberger et al., 2012), and salience (Wittmann, 
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van Wassenhove, Craig, & Paulus, 2010). It is likely that all of these features altered time 
perception during our video stimuli. 
Here we investigated the relationship between prospective time estimates on the order of 
seconds, and engagement with naturalistic videos. Prospective estimates are those made when 
the subject is aware that they will be required to report on time and are generally more accurate 
(Block & Zakay, 1997; Brown & Stubbs, 1988; Grondin, 2010). In contrast, retrospective 
estimates are used when people are unaware of an upcoming time query, and are therefore more 
common in daily life (Brown & Stubbs, 1988). Here, prospective estimates were used after 
subjects practiced estimating time and received feedback to increase the accuracy of these 
reports. The time estimation task usually began after much of the video had been viewed, indeed, 
subjects were similarly engaged during this divided attention task as they were during more 
naturalistic viewing conditions. The engagement measured from the first two experiments 
correlated with the decision to continue to watch the videos (in the third experiment, Figure 2.2C 
and Figure 2.5C). Given that subjects were engaged in the videos, it is therefore surprising that 
there was no relationship between engagement and the average time estimates. Engaging with an 
alternate task typically decreases prospective time estimates because the task distracts attention 
away from time (Block, 1992; Field & Groeger, 2004; Hicks et al., 1976; Macar et al., 1994; 
Zakay, 1992; Zakay, 1993, 1998). It is possible that naturalistic stimuli, like those used here, 
might distract attention away from time in a different way than tasks directed by the 
experimenter. For instance when music is presented, Waldum and Sahakyan (2013) found that 
intervals were estimated as longer when more songs were remembered. The use of naturalistic 
stimuli in prospective time estimates is under-explored and may have different effects on 
perceived time than those found previously. 
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We found that more similar neural processing across viewers led to a more uniform 
report of time’s passage. This suggests that stimulus processing may ultimately provide (or at 
least modulate) the input to the time integration circuit. This integration circuit may either be one 
driven by an internal clock, such as that posited in the attentional-gate model (Zakay & Block, 
1995), or one based on comparing the memories of past events (Block, 2003). Either way, more 
uniform stimulus processing likely aligns both attentional and memory resources, leading to 
more uniform estimates of time across viewers. This is in contrast to models of time estimation 
wherein estimates are driven by an internal, stimulus-independent “clock” (Wittmann, Simmons, 
Aron, & Paulus, 2010). Similarly to findings in previous studies using naturalistic stimuli 
(Lositsky et al., 2016; Waldum & Sahakyan, 2013), it may be that processing of the stimulus 
determines the way that time is perceived. 
It is well established that time perception is affected by attention (Block et al., 2010; 
Block, 1992; Brown, 2008; Field & Groeger, 2004; Grondin, 2010; Hicks et al., 1976; Macar et 
al., 1994; Zakay, 1998). We therefore leveraged EEG responses evoked by the stimuli to gauge 
attentional engagement using ISC. The brain activity most predictive of engagement was the 
second component of the EEG activity correlated across viewers (see Figure 2.5A for scalp 
topography). With a factor of 5.12  , this component explains the difference in time 
commitment from the baseline level of approximately 200s to the average engagement level of 
approximately 300s. Interestingly, among the three strongest components of the ISC, this 
component is also the best at discriminating between attentional states (Ki et al., 2016). This 
component is also uniquely evoked during narratives with sound, as opposed to those with only 
visuals, and it may therefore be representative of auditory processing (S. Cohen & Parra, 2016), 
or potentially how strongly the stimulus’ auditory narrative captures attentional resources.  
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The concept of “engagement” is used in a variety of contexts: a client engages a law firm, 
a couple is engaged to be married, or a student is engaged in the classroom. In all of these 
scenarios there is a commitment of either time or financial resources. Similarly, in this paper, we 
define engagement as the commitment of a scarce resource. Unlike self-report assessments 
(Busselle & Bilandzic, 2009; Nakamura & Csikszentmihalyi, 2002), this definition is 
quantifiable in strict numerical terms and can be applied even when subjective reports are 
impossible (Deaner, Khera, & Platt, 2005). Whether the resources engaged are time or attention, 
a value-based decision is consistently assessed in which the value gained from consuming the 
narrative is compared to that of possible alternatives (Rangel, Camerer, & Montague, 2008).  
Our definition of engagement, in terms of devoting a scarce resource, could be translated 
to other media that engage people such as books, music, virtual reality, gaming, or to stimulating 
activities such as painting or playing sports. Time does not necessarily have to be the resource 
that is sacrificed. By making a commitment, viewers may be foregoing monetary compensation 
or social rewards to gain access to entertainment. The worth of engagement may be computed 
using a currency that can be traded for these and other scarce resources. We predict that if 
viewers are similarly entrained by the stimulus (or activity), thus eliciting a high level of ISC, 
they will be immune to extrinsic costs such as the time or money that they are sacrificing for the 
current moment’s enjoyment. Their perception of time, one of the many valuable resources that 























Our brains integrate information across sensory modalities to generate perceptual 
experiences and form memories. However, it is difficult to determine the conditions under which 
multisensory stimulation will benefit or hinder the retrieval of everyday experiences. We 
hypothesized that the determining factor is the reliability of information processing during 
stimulus presentation, which can be measured through inter-subject correlation of stimulus 
evoked activity. We therefore presented biographical auditory narratives and visual animations to 
72 human subjects either visually, auditorily, or combined while neural activity was recorded 
using electroencephalography. Memory for the narrated information, contained in the auditory 
stream, was tested three weeks later. While the visual stimulus alone led to no meaningful 
retrieval, this related stimulus improved memory when it was combined with the story, even 
when it was temporally incongruent with the audio. Further, individuals with better subsequent 
memory elicited neural responses during encoding that were more correlated with their peers. 
Surprisingly, portions of this predictive synchronized activity were present regardless of the 
sensory modality of the stimulus. These data suggest that the strength of sensory and supramodal 
activity is predictive of memory performance after three weeks and that neural synchrony may 
explain the mnemonic benefit of the functionally uninformative visual context observed for these 
real-world stimuli. 
Significance Statement 
Although multisensory integration is an important part of daily life, the mnemonic 
influence of one modality on another is not well established. Cross-modal cues may either 
strengthen or interfere with memory for information imparted through another sensory modality. 
We establish that during the encoding of a naturalistic auditory stimulus the cross-subject 
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synchrony of neural processing predicts memory performance regardless of stimulus modality. 
The dominant neural signature of enhanced encoding is supramodal in that it is largely 
independent of the modality of stimulus presentation. The level of synchrony that a story elicits 
may help predict the extent to which adding extraneous information benefits memory. 
Introduction 
It is often easier to remember your friends’ stories when they illustrate them with photos. 
These multisensory representations of the world can facilitate encoding by providing multiple 
cues regarding the salience of experienced events (Giard & Peronnet, 1999). By some accounts, 
the brain's primary role is as a multisensory integrator. However, this does not necessarily mean 
that additional sensory information will enhance encoding. The content relayed through 
simultaneous auditory and visual streams can either strengthen or interfere with unisensory 
memory (Shams & Seitz, 2008). A supplementary modality usually enhances memory when it is 
semantically congruent with the primary stimulus, however it can be detrimental if it does not 
impart meaningfully relevant information (M. A. Cohen, Horowitz, & Wolfe, 2009; Matusz et 
al., 2015; Von Kriegstein & Giraud, 2006). Benefits are often ascribed to an associative memory 
mechanism whereby memories from one modality can cue the retrieval of those imparted by 
another (Fuster, 1997). Decrements are explained using theories of limited attention which posit 
that superfluous modalities may distract from the learning of pertinent information (Craik, 
Govoni, Naveh-Benjamin, & Anderson, 1996; Murdock, 1965). There is little certainty as to 
which mechanism will dominate in any given situation. Additionally, most existing research on 
multisensory memory addresses memory for discrete stimuli, rather than the semantic aspects of 
dynamic every-day experiences.  
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Arguably, the benefits or detriments of the added modality will depend on its effects on 
the neural processing of the stimulus during encoding. It is well established that memory 
accuracy can be predicted by evoked response magnitude during encoding (Brewer, Zhao, 
Desmond, Glover, & Gabrieli, 1998; H. Kim, 2011; Wagner et al., 1998). Yet, very little is 
known about the neural substrate of multisensory memory effects in a naturalistic context. The 
magnitude of responses evoked by discrete multisensory stimuli has previously been linked to 
memory (Altieri, Stevenson, Wallace, & Wenger, 2013; Matusz et al., 2015; Murray et al., 2004; 
Thelen, Cappe, & Murray, 2012). However, there is no similar evidence regarding how the 
neural processing of multisensory stimuli potentiate memory in the context of naturalistic, 
contextually rich stimuli that can be understood from a single modality. 
We hypothesized that the synchrony of neural responses between individuals attending to 
the same naturalistic multisensory stimulation is predictive of memory. Discrete regions of 
cortex have been shown to exhibit enhanced inter-subject correlation (ISC) in fMRI during the 
encoding of successfully remembered items from a narrative (Hasson, Furman, et al., 2008). 
However, it has not yet been determined whether ISC, measured on the fast timescale of 
electrophysiology (<1s), can be used as a surrogate for the successful encoding of a dynamic 
narrative stimulus. Therefore, to quantify the reliability of evoked responses, we measure the ISC 
of neural activity across the group experiencing the stimulus, following work in fMRI, EEG and 
MEG (Dmochowski et al., 2012; Hasson et al., 2004; Lankinen, Saari, Hari, & Koskinen, 2014). 
In contrast to previous work, the focus is here on multisensory memory effects, and thus 
synchrony of neural activity is assessed for auditory, visual and audiovisual stimuli.  
We expected that visuals enhance engagement with the stimulus, and thus potentiate the 
encoding of auditory information. Electroencephalography (EEG) was recorded during the 
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presentation of biographical narratives, and the memory for auditorily imparted story elements 
was tested three weeks later in an effort to mimic the features of real-world episodic encoding. 
The narratives were presented solely auditorily, or combined with illustrative visual animations. 
ISC was used to assess encoding efficacy because it is indicative of attention and preference 
(Dmochowski et al., 2014; Ki et al., 2016), and it is therefore likely representative of enhanced 
stimulus processing. Although the visual stimulus alone did not induce any meaningful memory, 
it improved retrieval when combined with the narrative, regardless of whether it was temporally 
aligned with the audio. Additionally, the synchrony of stimulus-evoked neural processing across 
individuals was predictive of memory. The spatial distribution of this predictive neural activity 
was largely consistent across auditory and visual stimuli. Thus, under realistic conditions, 
functionally uninformative visual content enhances both subsequent memory and inter-subject 
correlation of supramodal evoked-response. 
Methods 
Participants 
A total of 88 fluent English speaking subjects (age 25 ± 6 years, 23 females) with normal 
or corrected to normal vision participated in the experiment. Of the original 88, 75 subjects 
completed the follow-up memory assessment three weeks after stimulus presentation.  All 
participants provided written informed consent, and were remunerated for their participation. 
Additionally, they all had self-reported little to no familiarity with the stimulus. Procedures were 
approved by the Institutional Review Board of the City University of New York.  
Stimuli presentation 
The stimuli used were taken from 10 different videos (5 from the New York Times' 
Modern Love episodes: “Broken Heart Doctor” (BHD), “Don't Let it Snow” (DLIS), “Falling in 
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Love at 71” (FILSO), “Lost and Found” (LF), and “The Matchmaker” (TM), and 5 from 
StoryCorps' animated shorts: “Eyes on the Stars” (EOTS), “John and Joe” (JJ), “Marking the 
Distance” (MTD), “Sundays at Rocco's” (SAR, depicted in Figure 3.1) , and “To R.P. Salazar 
with Love” (TRPSWL). The clips were on average 161 ± 44 s in length, and individual scenes 
were on average 17.9 ± 12.8 s in length. Scene duration differed significantly across videos 
(F(9,76)=1.98, p=0.05). The AV, AVsc, and A Only versions of all stimuli are available at 
http://www.parralab.org/isc/memory-videos.html. The stories were chosen on the basis of their 
highly emotive content, thought to drive synchronous responses across subjects (Dmochowski et 
al., 2012). In addition to some music, the auditory component of each video consisted of a 
narration that could be understood without the accompanying animations. Subjects were in one 
of the following stimulus conditions. A Only condition: Subjects listened to the sound from the 
video while their eyes fixated on a cross centered on a screen with a constant luminance equal to 
the mean across the 10 videos (n = 16, 13 completed memory battery). Prior to the onset of the 
auditory narration, introductory text, present in all conditions, was displayed to assure that all 
subjects had a consistent narrative context. AV condition: Subjects watched the unadulterated 
videos (n = 21, 16 completed memory battery). AVsc condition: Subjects watched videos where 
the auditory component was unchanged, but the scenes of the animations were randomly 
scrambled at scene cuts, which occurred 6-12 times per clip (n = 17, 14 completed memory 
battery). V Only condition: Subjects watched the silent animations without the auditory content 
(n = 18, 16 completed memory battery). No Stim condition: Subjects were not presented with 
any stimuli, nor was EEG collected, and they therefore answered the memory questionnaire 
naively (n = 16, 16 completed memory battery). Stimuli were edited according to stimulus 
condition with Lightworks software (Copyright EditShare EMEA 2014), and presented in a 
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random order, counterbalanced across conditions, using an in-house modified version of M-
Player software (http://www.mplayerhq.hu), which provided trigger signals for the EEG 
acquisition system once per second during the duration of each stimulus, with a temporal jitter of 
less than ±2 ms across subjects. Stimuli were presented in a dark, and electrically and 
acoustically shielded room, with brief breaks between clips (< 30s). 
Memory Test 
Subjects were informed after stimulus presentation that they might be contacted for future 
correspondence regarding the stimuli. Three weeks later, without prior knowledge of a memory 
requirement, subjects received a memory test with 4-alternative forced-choice questions (n = 72) 
presented via LimeSurvey (LimeSurvey Project Team/Carsten Schmitz, 2012) where 5-9 
questions corresponded to each story. The order of the questions concerning each story matched 
the order in which the stories had been originally presented to each participant. The questions 
concerned information that could be acquired entirely through the A Only presentation. The 
content of the questions was either of a factual nature, which was literally stated during the 
narrative (3-8 questions per story; e.g. “What would Rocco do with the narrator when they went 
for walks?, see Figure 3.1) or concerned emotional content that could only be learned through 
theory of mind reasoning (1-2 questions per story; e.g. “How did the narrator feel about the 
apartment building being condemned?”, Frith & Frith, 1999). 
EEG Data Collection and Preprocessing 
The EEG was recorded with a BioSemi Active Two system (BioSemi, Amsterdam, 
Netherlands) at a sampling frequency of 512 Hz. Subjects were fitted with a standard, 64-
electrode cap following the international 10/10 system. To subsequently remove eye-movement 
artifacts, the electrooculogram (EOG) was also recorded with six auxiliary electrodes (one 
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located dorsally, ventrally, and laterally to each eye). All signal processing was performed 
offline in the MATLAB software (MathWorks, Natick, MA, USA). 
Data pre-processing procedures followed Dmochowski et al. (2012). The EEG and EOG 
data were first down-sampled to 256 Hz, high-pass filtered (1 Hz cutoff), and notch filtered at 60 
Hz. After extracting the EEG/EOG segments corresponding to the duration of each stimulus, 
electrode channels with high variance were manually identified and replaced with zero valued 
samples using visual inspection, effectively discounting these channels in subsequent calculation 
of covariance matrices. Eye-movement artifacts were removed by linearly regressing the EOG 
channels from the EEG channels. Outlier samples were identified in each channel (magnitude 
exceeded three standard deviations of their respective channel's mean) and samples 40ms before 
and after such outliers were replaced with zero valued samples. These stringent artifact rejection 
techniques were employed due to the sensitivity to outliers of the covariance matrices used in the 
neural synchrony computation. 
Inter-Subject Correlation 
To determine the fidelity with which a unique stimulus presentation is processed, the 
inter-subject correlation (ISC) of the neural responses is computed. The correlation of responses 
between subjects is similar to traditional evoked response analyses in that both measures increase 
in magnitude when responses are reliably reproduced (either across subjects or trials). They are 
also similar measures in that in order to find correlation between subjects, responses must be 
reliable within each individual (Hasson, Malach, et al., 2009). In the present circumstances, 
where repeatedly presenting an identical stimulus to the same subject would artificially 
potentiate their memory, the ISC metric has a particular advantage over traditional evoke-
response analyses. Fortunately, in a naturalistic setting, where stimuli occur in a continuous 
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stream, ISC can be assessed by fMRI, EEG, and MEG (Dmochowski et al., 2012; Hasson et al., 
2004; Lankinen et al., 2014). Here we utilize EEG in order to measure the correlation between 
fast stimulus-evoked responses across subjects. Fast means that these stimulus-evoked responses, 
high-pass filtered at 1 Hz, are faster than the hemodynamic response for fMRI. Inter-subject 
correlation (ISC) is evaluated in the correlated components of the EEG and can be measured 
with as few as 12 subjects (Dmochowski et al., 2014, 2012). The goal of correlated component 
analysis in this case is to find linear combinations of electrodes (one could think of them as 
virtual sensors or “sources” in the brain) that are consistent across subjects and maximally 
correlated between them. 
Correlated component analysis is similar to traditional principal component analysis 
except that it extracts projections of the data with maximal correlation rather than maximal 




∑ ∑ 𝑹𝒌𝒍𝒍,𝒍≠𝒌𝒌 , and the pooled within-subject covariance, 𝑹𝒘 =
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𝑹𝒌𝒍 = ∑ (𝒙𝒌(𝒕) − 𝒙𝒌𝑡 )(𝒙𝒍(𝒕) − 𝒙𝒍)
𝐓 measures the cross-covariance of all electrodes in subject k 
with all electrodes in subject l. Vector 𝒙𝒌(𝒕) represents the scalp voltages at time t in subject k, 
and, ?̅?𝒌, their mean value in time. The component projections that capture the largest correlation 
between subjects (ISC) are the eigenvectors vi of matrix 𝑹𝑤
−1𝑹𝑏 with the strongest eigenvalues, 
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High ISC is obtained when the responses are similar across subjects. Prior to computing 
eigenvectors, the pooled within-subject correlation matrix is regularized in order to improve 
robustness to outliers using shrinkage (see Blankertz, Lemm, Treder, Haufe, & Müller, 2011). 
Between- and within-subject covariance matrices were computed for all subjects in each stimulus 
condition regardless of completion of the memory questionnaire. These matrices were 
subsequently averaged over the 10 stimuli, and over all presentation modalities (A Only, V Only, 
AV and AVcs) to obtain a common set of components applicable to all conditions. Note that the 
covariance matrices are normalized by the number of subjects in each condition so that the 
unequal number of subjects in each condition do not bias the results.  Additionally, the matrices 
for AV and AVsc were first averaged together prior to combining with the other modalities so as 
not to bias results by the two repeated multisensory conditions.  
The same component projections, vi, were therefore used for all stimulus conditions to 
measure ISC.  The three strongest correlated components were selected, and the corresponding 
correlation values were computed separately for each condition, component, and for each of the 
10 narratives. ISC is reported as the correlation summed over all components: 𝐼𝑆𝐶 =  ∑ 𝐶𝑖𝑖 . This 
is limited to the strongest three components, so that the neural metrics reported measure the 
overall level of synchrony evoked by the stimulus regardless of anatomical origin. Additionally, 
correlations (𝐶𝑖) in the weaker components were not always significantly different from chance 
(phase shuffle statistics, see below and Figure 3.3A where grey indicates phase shuffled ISC) and 
the spatial distributions of these weaker components differed across modality. 
To determine how similar each subject is to the others experiencing the same stimulus, 
ISC is computed on an individual-subject basis. Correlation is computed between a given 










using the following definitions for the between and within-subject covariance 𝑹𝑏,𝑘 =
1
(𝑁−1)
∑ (𝑹𝑘𝑙 + 𝑹𝑙𝑘)𝑙,𝑙≠𝑘 , and  𝑹𝑤,𝑘 =
1
(𝑁−1)
∑ (𝑹𝑘𝑘 + 𝑹𝑙𝑙)𝑙,𝑙≠𝑘 , which are symmetrized to ensure 
a proper normalization as a correlation coefficient. The ISC per subject is defined again as the 
sum of correlation across components: 𝐼𝑆𝐶𝑘 =  ∑ 𝐶𝑖𝑘𝑖 . To resolve a common set of components 
for the different conditions, the projection vectors are computed using the average of the 
correlation matrices across conditions. Note, however, that the ISC for individual subjects using 
these projection vectors is then computed only within condition, i.e. by measuring the reliability 
of responses only between subjects exposed to the identical stimulus. To rule out the possible 
dependence of the ISC measure between conditions, we repeated this analysis using projections, 
vi, that maximizes correlation within conditions.  
ISC values that can be obtained by chance were determined by computing ISC in an 
identical manner as above (including component extraction) using 100 renditions of surrogate 
data following (Prichard and Theiler, 1994). By randomizing phase identically in all channels, 
this surrogate data perturbs the time course of the data but preserves the temporal and spatial 
correlation in the original EEG signal. Significance tests were corrected for multiple 
comparisons while controlling the false discovery rate (Benjamini & Hochberg, 1995). 
To visualize the spatial distribution of the component activity, the “forward model” is 
computed for each component (Haufe et al., 2014; Parra, Spence, Gerson, & Sajda, 2005). A 
forward model represents the covariance between each component’s activity and the activity at 
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each electrode location. To provide a meaningful scale, we deviate from the literature by 
normalizing this covariance by the signal magnitudes to indicate correlation coefficients which 
scale between -1 and +1. Code to compute ISC is available at http://www.parralab.org/isc/ 
Comparisons of both memory accuracy and inter-subject correlation 
Due to the between-subjects design, all statistical comparisons (ANOVAs, t-tests, and z-
tests) are unpaired, unless otherwise stated (e.g. in cases where comparisons are made between 
the same memory questions asked to different groups of subjects). ANOVAs to assess 
differences in memory accuracy across conditions were computed using the accuracy value for 
each question averaged across subjects. To assess the non-trivial correlation between ISC and 
memory accuracy, the effect of stimulus modality was controlled for, as both variables were 
strongly and significantly modulated by the addition of visuals to the auditory component. When 
assessing the correlation across subjects, the mean for each condition was subtracted from each 
individual’s ISC and memory accuracy. In addition to accounting for stimulus modality, 
correlations only included values from conditions where memory performance was above chance 
(assessed via comparison with the No Stim condition); the V Only ISC was therefore not related 
to memory that was not tested.  
Strength of oscillatory activity 
For the oscillatory power analysis, the frequency bands that have previously been 
associated with memory and attention (theta, alpha, and gamma) were used. For each subject, 
band-power was calculated in both individual electrodes and in each of the correlated 
components. Band-pass powers were then then individually normalized by the total broadband 
power and then averaged across narratives. Power was measured on the band-passed signals for 
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theta (4.5 – 9.5 Hz), alpha (7.5 – 12.5 Hz), and gamma (30-50 Hz) frequency bands using a 
Morlet filter. 
 
Figure 3.1. Illustration of the behavioral task used in Chapter 3. 
Subjects were exposed to one of five conditions: audio only (A Only), audio-visual (AV), audio 
with scrambled visuals (AVsc), visual only (V Only), or no stimulus exposure (No Stim, not 
shown). The sound clip represented by the waveform is “...and he would buy me a hotdog the 
size of my head...” Three weeks after stimulus presentation, and without prior warning, subjects 
were asked to complete an online questionnaire with 72 four-alternative forced-choice questions.  
The question asked about this segment of the stimulus was “What would Rocco do with the 
narrator when they went for walks?” with answer options “a. Buy him a hot dog b. Buy him a 
milkshake c. Buy him candy d. Tell him stories.” Still images from “Sundays at Rocco’s,” a 
StoryCorps animated short produced by Lizzie Jacobs and Mike Rauch, reproduced here with 
permission from StoryCorps. 
Results 
We sought to investigate whether the inter-subject correlation (ISC) of 
electroencephalographic evoked-responses is predictive of memory for auditory information in 
the context of realistic multisensory episodic memory. Ten biographical narratives were 
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presented to separate groups of individuals who either solely heard the stories (A Only), or heard 
them with accompanying visual animations that complemented the auditory narrative (AV). This 
between-subjects design allowed a comparison between unisensory and multisensory stimulation 
while avoiding confounds, such as memory potentiation, due to repeated stimulus presentations. 
To determine the importance of semantic congruency, a control group heard the story with the 
same visual animations scrambled in time so that they did not semantically match the auditory 
stream (AVsc). To measure the information content of the visual stimulus alone, another control 
group watched the visual animations without the narration (V Only, see Figure 3.1 for 
illustration). The chance-level performance on the question battery was measured on a third 
control group who answered the memory questions without experiencing either the auditory or 
the visual stimulus (No Stim). To assess incidental episodic memory, subjects were not aware 
that they would be asked to retrieve the information presented in the auditory narration three 
weeks later. Electroencephalographic (EEG) activity was measured on 72 subjects during 
stimulus presentation to assess neural processing during encoding. We expected that the 
supplementary visuals would boost memory performance when congruent with the auditory 
stories (AV, but not AVsc). We also hypothesized that when the auditory narrative was present 
(A Only, AV, AVsc, but not V Only), the accuracy with which subjects remembered the stories 
would be predicted by how correlated their brain activity was to others responding to the same 
stimulus. 
Multisensory presentations enhance incidental episodic memory 
A 72-question evaluation assessed memory for auditory content from the 10 narratives. 
Subjects who heard the stories (A Only, AV, or AVsc) correctly answered 70.1% ± 21.8% of the 
questions, a level significantly above chance performance (t(71)=15.0, p = 1e-23, all t-tests in 
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this section are paired samples t-test across questions), established on subjects who were naïve to 
the stimulus (No Stim condition, 35.6% ± 18.8%). Nine questions in the No Stim condition were 
answered at a level above numerical chance (25%, determined via one-sample z-tests for 
proportions and FDR corrected for multiple comparisons). 
In contrast to the conditions containing the auditory narrative, performance in the V Only 
condition (37.2% ± 24.1%) was indistinguishable from chance (t(71)=0.7, p = 0.5, paired 
samples t-test across questions), it was thus functionally uninformative. Therefore, as intended, 
the visual stimulus did not carry any meaningful, question-pertinent information (with the 
exception of one question answered significantly better by V Only participants than by No Stim 
participants, determined via two sample z-tests for proportions and FDR corrected). It is possible 
that had the questions also probed for visual information, the differences between audio and 
visual memory performance would have been different. Subsequent memory analyses will 
therefore examine memory performance only for conditions in which the auditory narrative was 
presented (A Only, AV, and AVsc).  
A two-way repeated-measures ANOVA for memory accuracy, with condition as factor 
(A Only, AV, and AVsc) and narrative as repeated measure factor, revealed a significant effect 
of condition (F(2,186) = 35.0, p = 6e-8; Figure 3.2A) and narrative (F(9,186) = 20.6, p < 1e-7; 
Figure 3.2B), but no interaction (F(18,186) = 0.2, p = 1, ANOVA calculated on the accuracy 
value of each question, averaged across subjects). A repeated measures ANOVA was used here 
because the memory questions used for each narrative were the same, or repeated, across 
conditions. Additionally, there was no significant effect of who produced the narrative 
(F(1,186)=20.2, p=0.07, determined via a nested two-way ANOVA contrasting New York Times 
and StoryCorps produced stories) and production did not interact with condition (F(2,186)=0.1, 
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p=0.9). Although the visual stimulus alone did not carry any question-related information, the 
effect of condition was driven by a significant boost in memory performance when the visual 
stimulus was combined with the auditory narrative. This effect holds even when the visual 
stimulus was incongruent with the story (12.9% ± 16.1% improvement above A Only for AV, 
t(71)=6.8, p=3e-9, and 9.6% ± 16.6% improvement above A Only for AVsc, t(71)=4.9, p=6e-6; 
Figure 3.2A). The congruent visual stimulus enhanced memory slightly better than the 
incongruent stimulus (AV vs AVsc, t(71)=2.1, p = 0.04). 
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Figure 3.2. Memory performance for different stimulus modalities (A) and different 
narratives (B). 
A: Note that exposure to the visual stimuli (V Only, yellow) yields performance no better than 
chance performance (No Stim, grey). In addition to mean and standard error (represented by the 
black horizontal and vertical lines, respectively), we also present the histogram of the 
distribution of accuracy values. B: For each narrative (for titles see Methods), performance is 
shown for audio only (A Only, purple), audio-visual (AV, blue), audio-visual scrambled (AVsc, 
green), and chance (No Stim, grey). Error bars represent standard error of the mean across 
questions (N=72 in A, and N=5-9 in B). *P<0.05, **P<0.01, ***P<0.001. 
The variation in performance across narratives may indicate that question difficulty 
varied across stories as a result of experimenter bias. However, information retrieval varied 
across narratives even after controlling for the variation in chance-level performance (F(9,186) = 
9.6, p = 3e-5, performance on each question in the No Stim condition subtracted prior to the 
ANOVA; Figure 3.2B). This may indicate that some stories were genuinely more memorable 
than others. Furthermore, the lack of an interaction between narrative and condition suggests that 
the visual boost in memory performance generalizes across stories and was not specific to the 
content of the animations.  
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Multisensory presentations increase the synchrony of neural responses 
Inter-subject correlation (ISC) is measured following previous research (Dmochowski et 
al., 2012; Ki et al., 2016, Equation 3.1). An ANOVA comparing the ISC across conditions 
revealed a significant effect of condition (F(3,68) = 66.4, p = 9e-20). The visual animations (V 
Only) evoked stronger ISC than those evoked by the auditory narrative alone (Figure 3.3A, A 
Only vs V Only, t(31)=8.4, p = 2e-9). This is not unexpected given that a large fraction of cortex 
is dedicated to visual processing (Felleman and Van Essen, 1991). Adding a second modality to 
the unimodal stimuli increases the ISC (AV vs V Only, t(36)=4.8, p = 2e-5, and AV vs A Only, 
t(33)=14.0, p = 2e-15), and adding visual stimulation to the auditory story increases ISC, even 
when the visual stimulus is temporally incongruent (AVsc vs V Only, t(32)=3.1, p = 0.004, and 
AVsc vs A Only, t(29)=13.7, p=4e-14). Additionally, AV has a slightly higher ISC than AVsc 
(t(34)=2.1, p=0.05). This is the same pattern of modulation observed for memory accuracy (see 
Figure 3.3B/C), and, with the exception of the weaker difference between AV and AVsc, these 
effects are preserved when the ISC is computed on each condition separately (t(34)=1.7, p=0.09). 
Note that the effect of adding a modality is not expected to be additive in a numerical sense, 
neither for memory performance, which has a strict ceiling, nor for ISC which is a measure of 
correlation, and therefore non-linear. 
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Figure 3.3. Inter-subject correlation and memory performance across stimuli. 
A: Inter-subject correlation (ISC) for auditory (A Only, purple), audio-visual (AV, blue), and 
audio with scrambled visuals (AVsc, green), and visual (V Only, yellow) stimuli. The full 
distribution of the ISC values are indicated by the width of the histogram bars for each 
condition, and grey indicates the distribution of the chance level of correlation for each 
modality. ISC is calculated using the sum of the three largest correlated components elicited 
by the presentation of the narrative (Equation 3.1). Error bars (vertical lines) represent 
standard error of the mean across subjects. *P < 0.05, **P < 0.01, ***P < 0.001. B/C: The 
multisensory boost in memory and ISC occurs for all 10 narratives. The different presentation 
conditions, corresponding to separate groups of subjects, for each narrative are connected with 
a line, and standard errors across subjects are represented as horizontal and vertical bars for 
ISC and Memory %, respectively. 
If the multisensory enhancement in memory could be explained by the corresponding 
increase in ISC, we would expect that the boost in ISC (AV-A) would correlate with the 
corresponding boost in memory (Figure 3.3B). However, the relationship could not be resolved 
in this small sample (r=0.20, p=0.6, N=10).  
Neural synchrony and memory for auditory information are correlated 
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We hypothesized that ISC predicts memory performance regardless of stimulus modality. 
Figure 3.4A shows the relationship between each individual’s ISC (Equation 3.2) and their 
memory in all four stimulus conditions. This relationship is only significant in the AVsc 
condition (r=0.67, p=0.009, N=14). The numerical value of the correlation is positive in the other 
conditions in which the narrative was present, although the sample sizes may have been too 
small to resolve a significant effect (A Only: r=0.48, p=0.1, N=13, AV: r=0.43, p=0.1, N=16). 
This relationship is numerically negative for subjects who did not hear the narrative (V Only, r=-
0.08, p=0.8, N=16). This was expected since the memory questionnaire only assessed auditorily 
imparted information (V Only memory performance was at chance level; Figure 3.2A).  
The addition of the visuals to the auditory story increased both ISC and memory. 
Therefore, to control for this multisensory boost in the conditions where auditory information 
was presented (A Only, AV, and AVsc), the mean values for each condition are subtracted from 
subjects in that condition yielding Δ ISC and Δ Memory % values (Figure 3.4B). Subjects whose 
neural responses were more synchronous with others remembered the stories more accurately (r 
= 0.49, p = 9e-4, N=43 subjects). This relationship is similarly strong regardless of whether 
emotional or factual information was tested (r = 0.44, p = 0.002, for factual questions, r = 0.52, p 
= 3e-4, for emotional questions). Additionally, if the ISC components are chosen to maximize 
correlation within each condition, rather than in the average over conditions, ISC still predicts 
memory across subjects (r =  0.45, p = 0.002, N=43 subjects). 
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Figure 3.4. Relationship between ISC and memory performance. 
A: Memory accuracy for auditory information increases with ISC in all conditions in which 
the auditory narrations were heard (A Only, AV, and AVsc) but not when it was missing (V 
Only). Each point indicates an individual subject’s ISC (Equation 3.2) and memory. B: Same 
as A, but here to control for the modality effect, mean values across subjects were subtracted 
from ISC and memory performance for each subject in that stimulus condition. Only 
conditions with performance significantly above chance are used. 
One possible interpretation of this result is that attention modulates both ISC (Ki et al., 
2016) and memory performance (Craik et al., 1996; Murdock, 1965) and this therefore induces 
the correlation between the two. To assess this, we consider an additional neural measure known 
to be modulated by attention: alpha power. 
Alpha activity modulated by modality but not correlated to memory performance  
Attention is known to affect alpha-band power (Cooper et al., 2003; O’Connell et al., 
2009; Ray & Cole, 1985) and alpha power decreases during encoding are correlated with 
memory performance (Hanslmayr et al., 2009; Klimesch et al., 1996). Similarly to the 
correlations computed for ISC, the correspondence between alpha power and memory was 
assessed for subjects and questions. Following previous research (Adrian & Matthews, 1934; 
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Gale, Coles, & Boyd, 1971), and in agreement with ISC, alpha power was significantly 
modulated by the addition of visual stimuli to the auditory narration (62 electrodes out of 64 
significantly decreased in power between A Only and AV conditions, on average -2.6 ± 0.5 dB, 
N=39 subjects; and 61 electrodes significantly decreased in power between A Only and AVsc 
conditions, on average -2.0 ± 0.5 dB, N=35 subjects; all comparisons FDR corrected at p<0.05 
and computed by shuffling condition labels). However, unlike ISC, after accounting for the 
modality effect, no correspondence between alpha power and memory was found in any 
electrode or in the combination of electrodes most correlated across subjects (all comparisons 
FDR corrected at p<0.05). Although the relationship between ISC and memory may be driven by 
attention (Ki et al., 2016), performing a mediation analysis to establish a causal link between 
alpha and ISC, which accounts for ISC’s relationship to memory, was unsuccessful due to the 
fact that alpha power did not correlate with memory.  
Since theta and gamma power have also been implicated in memory performance and 
maintenance over shorter timescales (e.g. Fuentemilla, Penny, Cashdollar, Bunzeck, & Duzel, 
2010; Osipova et al., 2006; Sauseng et al., 2009), these analyses were repeated for the theta and 
gamma bands. No change in power was found when adding the visual stimulus to the auditory 
story. Additionally, neither band significantly correlated with memory performance (with the 
exception of a single electrode whose theta-band power correlated with memory accuracy in the 
across-question analysis). 
Spatial distribution of synchronous neural response are preserved across modalities 
ISC is measured in components of the EEG that are maximally correlated between 
subjects (see Methods). Note that by design components are temporally uncorrelated with each 
other and thus capture different sources of neural activity. To visualize the spatial distribution of 
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these different sources, a “forward model” is computed for each component (Haufe et al., 2014; 
Parra et al., 2005). The magnitude of the forward model represents the strength to which each 
scalp electrode contributes to that component. The sign indicates the sign of the evoked 
potentials at that location. First, in parallel with the ISC computations above, data is combined 
from all conditions (A Only, AV, AVsc, and V Only; Figure 3.5, Combined column). 
Additionally, forward models are computed separately per condition to determine the stability of 
the correlated components in separate conditions (Figure 3.5, AV, A Only, V Only). The 
components for AVsc are not presented, as they look identical to those for AV. The resulting 
distributions for the three largest correlated components in the AV condition are similar to 
previous results using AV stimuli (Dmochowski et al., 2012). The first two components have a 
similar spatial distribution across conditions, with the visual and auditory conditions showing an 
additional localized negativity. For the first component (C1), the V Only and AV conditions have 
an added focal negativity at lateral occipital electrodes, consistent with visual processing. In the 
second component (C2), the A Only and AV conditions have an added focal negativity over 
fronto-temporal electrodes, consistent with auditory processing. Despite these two modality-
specific aspects, the broader distributions of both C1 and C2 are mostly preserved across 
modalities, suggesting that C1 and C2 also capture supramodal responses. It is worth noting that 
ISC measured in each component is independently predictive of memory performance across 
subjects (C1: r=0.38, p=0.01, C2: r=0.47, p=0.001, C3: r=0.35, p=0.02, N=43). Thus, our finding 
that synchronous activity across subjects predicts memory performance applies to supramodal 
and audio-visual evoked activity.  
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Figure 3.5. The forward model for the three most correlated components of neural 
activity. 
Each column represents the forward model (correlation between surface electrodes and 
component activity) obtained either using all stimuli together (combining responses across all 
subjects, left), or via different stimulus presentations (A Only, middle-left, AV, middle-right, 
V Only, right). Each row represents a different component in descending order from most 
correlated (top) to least correlated (bottom; C1-C3). Color indicates the correlation between 
each scalp electrode and the component.  
Discussion 
This study has two main findings. First, visual context enhances the memory of an 
auditory narrative despite lacking pertinent information, and even when it is presented 
incongruently with the narrative (Figure 3.2). This finding is notable since it applies to the 
biographical narratives that are commonly shared in everyday life experiences (NY Times and 
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StoryCorp stories) rather than to stimuli constructed in the lab by experimenters. Our second 
finding is that subjects whose neural responses correlated more strongly with others had superior 
memories, consistent with results in the slower time scale of fMRI (Hasson, Furman, et al., 2008) 
(Figure 3.4). While event related potentials have been linked to retrieval (Paller & Wagner, 
2002), no similar results are available for supramodal evoked responses as we report here (Figure 
3.5). Importantly, our results extend previous finding using discrete stimuli (Matusz et al., 2015; 
Murray et al., 2004; Thelen et al., 2012) to the case of continuous and prolonged naturalistic 
stimuli and memory tasks. These results can be interpreted using theories of associative memory, 
the reliability of stimulus-induced encoding, and attentional engagement, as outlined below. 
Since visual context enhanced memory for the auditory narrative in the absence of 
functionally informative content, our results lend support to the theory of associative memory 
wherein information retrieval is enhanced when it can be linked with a framework of 
associations (Paivio, 1991; Yates, 1966). In the unadulterated audio-visual case, the functionally 
uninformative visual was congruent and semantically linked to the audio story, with some clips 
containing specific visual clues associated with auditorily presented information. Coupling of 
semantically linked audio and visual information has been shown to augment overall 
comprehension of the material (Sumby & Pollack, 1954). However, previous research has found 
conflicting evidence regarding the role of a supplemental sensory modality in unisensory 
encoding (Thelen & Murray, 2013). Multisensory stimulation-dependent retrieval enhancements 
often depend on the meaningful congruency between the semantics of the auditory and visual 
content (Matusz et al., 2015; Von Kriegstein & Giraud, 2006). A correspondence between 
sensory streams is thought to enhance the binding between them and therefore induce a stronger 
memory trace (James, 1890). However, if coincident stimuli are incongruent or irrelevant, they 
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may interfere with the ability to remember either stimulus individually (Cowan, 1999; Matusz et 
al., 2015; Mayer, Heiser, & Lonn, 2001; Thelen, Talsma, & Murray, 2015), since human 
attention has a limited bandwidth (Broadbent, 1958; Sweller, 1994). Following this argument, it 
seems surprising that the temporally incongruent audio-visual condition (AVsc) was almost as 
effective as the unadulterated version (AV). It is possible, however, that information lingered in 
working memory, thus permitting an association between the two information streams despite 
their temporal misalignment (Cowan, 1999).  
An alternative interpretation is that visual stimuli enhance processing of auditory 
information and therefore augment memory. Neural activity was recorded to explore whether 
stimulus processing is predictive of memory performance. Similarly to memory performance, the 
addition of the visual modality increased inter-subject correlation (ISC) above audio alone. 
While it could be a coincidence that visual stimulation independently affected memory and ISC, 
the increase in both memory and ISC when the congruent visual stimulus is added to the audio 
story is consistent with the interpretation that more reliable processing during encoding leads to 
better memory performance. Indeed, after controlling for the modality of the stimulus, narrative-
evoked responses that were more correlated across subjects predicted improved recognition 
memory three weeks later (r = 0.49; Figure 3.4). 
The correlation of neural responses across subjects can only be high when responses are 
reliably reproduced in each individual. Thus, high ISC requires that each participant produces a 
reliable neural response to the stimulus. Based on the present results and previous literature, we 
argue that this reliability reflects the reliability with which each subject processes the material 
that they are presented with. The robustness of encoding has been linked to the reliability of 
evoked responses to repeated stimulus presentations in both animals and humans (Xue et al., 
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2010; Yao, Shi, Han, Gao, & Dan, 2007). Recent work in humans has also shown that repeat-
reliability within individuals directly translates to the reliability of responses across subjects 
(Byrge, Dubois, Tyszka, Adolphs, & Kennedy, 2015; Hasson, Malach, et al., 2009). High ISC 
may therefore represent faithful and repeatable auditory processing which thus lead to 
enhancements in memory for auditory information. Indeed, for the A Only and AV conditions, 
the second component (C2) has a bilateral temporal distribution (Figure 3.5) consistent with 
auditory cortex activity, and this component alone is a good predictor of memory performance. 
However, the most reliable component of the evoked response (C1) is also partially modality-
independent since its spatial distribution is similar regardless of sensory modality (Figure 3.5). 
This component may therefore also capture higher-level processing of the stimulus (Marinkovic 
et al., 2003). Due to its broad spatial topography, it may represent the engagement of diverse 
brain areas that are not solely sensorily driven. This component also independently predicts 
memory performance. This suggests that neural generators that are not specifically tied to 
auditory processing are an important part of the reliable stimulus processing that leads to 
memory formation. 
It is possible that the level of attentional involvement with the stimulus corresponds with 
the extent to which the stimulus evokes synchronous responses across subjects and that this 
synchronous activity therefore predicts memory performance (Fontanini & Katz, 2008; Luck et 
al., 1994; Posner, 1980). In this view, ISC is modulated by the attentional engagement with the 
stimulus (Dmochowski et al., 2012). Consistent with this, recent work in our laboratory 
demonstrates that explicit manipulation of attentional state strongly modulates the level of ISC 
evoked by narrative stimuli (Ki et al., 2016), and attention is well known to affect learning and 
memory (Baddeley et al., 1984; Murdock, 1965). Similarly to day-to-day experience, during 
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incidental encoding, attention fluctuates since it is subject to a number of variables including 
alertness, stimulus interest, and curiosity (Berlyne, 1966; James, 1890; Petersen & Posner, 2012; 
Vuilleumier, 2005). This inherent variability in attention over the course of the narrative may 
underlie the correlation between ISC and memory performance.  
Visual context, regardless of its congruency, may therefore have aided in directing and 
maintaining attention to the auditory narrative, and this mediating variable therefore improved 
memory performance. To validate this interpretation, we analyzed the strength of oscillatory 
band powers which have previously been associated with memory and attention (Foxe & Snyder, 
2011; Klimesch et al., 1996). We anticipated that that alpha-power would have an inverse 
relationship with memory performance (Hanslmayr et al., 2009; Klimesch et al., 1996). 
However, after controlling for the effect of modality, no significant relationship was found. It is 
worth noting that in the context of a naturalistic stimulus, alpha power may not be as sensitive to 
attentional modulation as ISC (Ki et al., 2016). It is also possible that the effect of alpha power 
modulation is too weak to correlate with memory performance after three weeks. Measuring 
other markers of memory, such as the modulation of evoked response magnitude (Paller, Kutas, 
& Mayes, 1987), are unfeasible under the present circumstances where individuals experience 
only one event, a single stimulus presentation. While ISC modulation suggests that attention 
played a role in memory performance, a conclusive link may require experiments where 
attentional state is explicitly controlled.  
In conclusion, these experiments demonstrated memory enhancements when a 
functionally uninformative visual stimulus was added to an auditory narrative. This boost 
coincided with an increase in the correlation of narrative evoked responses across subjects. The 
extent to which individuals correlated with one another, thus processing the stimulus in a reliable 
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and repeatable manner, predicted their memory performance. While ISC may be driven by 
modality-dependent stimulus features, this across-subject synchrony also exhibits a partially 
supramodal spatial pattern that may reflect encoding processes which induce subsequent 
memory. This measure of the reliability of neural processing may help to resolve the conditions 
under which adding extraneous information is beneficial to memory performance. It suggests 
that in a naturalistic setting where stimuli occur in a continuous stream, the reliability of 
processing may dominate other considerations such as whether an additive stimulus is congruent 
or incongruent. Future studies should utilize additive supplemental stimuli that are either 
beneficial or detrimental to memory performance. We predict that the most relevant factor is 













Chapter 4 : Neural engagement with online educational videos predicts learning 




Online educational materials are largely disseminated through videos, and yet there is 
little understanding of how these videos engage students and fuel academic success. We 
hypothesized that components of the electroencephalogram (EEG), previously shown to reflect 
video engagement, would be predictive of academic performance in the context of educational 
videos. Two groups of subjects watched educational videos in either an intentional learning 
paradigm, in which they were aware of an upcoming test, or in an incidental learning paradigm, 
in which they were unaware that they would be tested. “Neural engagement” was quantified by 
the inter-subject correlation (ISC) of the EEG that was evoked by the videos. In both groups, 
students with higher neural engagement retained more information. Neural engagement also 
discriminated between attentive and inattentive video viewing. These results suggest that this 
EEG metric is a marker of the stimulus-related attentional mechanisms necessary to retain 
information. In the future, EEG may be used as a tool to design and assess online educational 
content. 
Introduction 
Student engagement is critical to academic success, and yet surprisingly little is known 
about the neural underpinnings of this process that lead to true psychological investment 
(Newmann, Wehlage, & Lamborn, 1992). Engagement is typically assessed with surveys after 
learning has commenced (C. C. Robinson & Hullinger, 2008), but these kinds of questionnaires 
do not provide a direct assessment of engagement during the learning process, and it is not clear 
that they are a reliable metric of psychological investment (Trowler & Trowler, 2010). In 
contrast to the classroom environment, where a teacher might readily assess physical 
manifestations of disengagement, the problem is much more acute in the increasingly common 
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online learning environment, where expository lectures are often presented with videos (Means, 
Toyama, Murphy, Bakia, & Jones, 2009). 
Online engagement can be measured by the number views or clicks (Koller, Ng, Do, & 
Chen, 2013), participation in online discussion forums (Brinton et al., 2014; Kizilcec, Piech, & 
Schneider, 2013), or by the length of viewing time (Guo, Kim, & Rubin, 2014; J. Kim et al., 
2014). However, these outcome measures do not necessarily correlate with academic success 
(Koller et al., 2013). Online courses have an alarmingly high attrition rate of around 90% 
(Breslow et al., 2013; Jordan, 2014), indicating that students engage differently in online 
learning environments then they do in the classroom (C. C. Robinson & Hullinger, 2008). 
Furthermore, there is a large amount of heterogeneity in behavioral engagement with online 
courses (Kizilcec et al., 2013) and there is little agreement about how this behavioral data relates 
to psychological investment with the learning materials (Veletsianos, Collier, & Schneider, 
2015). To address the difficulty in measuring engagement in the online learning environment, we 
leverage a method for assessing attentional engagement from brain activity during the process of 
learning and tie it to knowledge acquisition. 
The approach builds upon findings that the similarity of neural responses are critical for 
both memory and engagement (S. S. Cohen et al., 2017; S. Cohen & Parra, 2016; Dmochowski 
et al., 2014; Hasson, Furman, et al., 2008; Xue et al., 2010). Neural consistency can be measured 
either within a subject responding to repeated presentations of the same stimulus, or between 
subjects by measuring the similarity of their neural responses (Hasson, Furman, et al., 2008; Xue 
et al., 2010). Since educational videos and classroom lessons are rarely repeated, we measure the 
reliability of neural responses of individual subjects by comparing them to other students, as they 
respond to the same educational videos.  
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We hypothesize that the similarity of electroencephalographic (EEG) responses across 
subjects to educational videos will be a sensitive measure of knowledge acquisition. When each 
individual's brain activity is more similar to the group, their neural responses are more likely 
being driven by the stimulus, rather than by unrelated thoughts. To assess this similarity of 
individual subjects brain activity, we measured the inter-subject correlation (ISC) of EEG 
responses. ISC quantifies how similar individuals are to their peers. ISC is predictive of episodic 
memory, it is a sensitive metric of attentional state, and it is predictive of engagement when 
explicitly quantified by the scarce resources devoted to a video (S. Cohen & Parra, 2016; S. S. 
Cohen et al., 2017; Ki et al., 2016). Additionally, neural synchrony may be indicative of 
engagement in real-world classroom environments (Dikker, Wan, et al., 2017). These previous 
studies did not explore how this “neural engagement” translates into an increase in learning 
efficacy. We predict that ISC will be indicative of both attentional state and learning 
performance in the context of educational videos. This study extends previous results by relating 




The five video stimuli were selected from the ‘Kurzgesagt – In a Nutshell’ and 
‘minutephysics’ YouTube channels. They cover topics relating to physics, biology, and computer 
science that are not likely to be familiar to most subjects (Table 4.1, Range: 2.4 – 6.5 minutes, 























Physics What is the 




1. Four pointed 
2. Concentric rings 
3. Six pointed 









Biology Which of the 
following 
scenarios 
explains why the 
ratio of boys to 
girls changes 
with age? 
1. Boys are more 
likely to die from 
diseases at a young age 
2. Girls are less 
likely to survive than 
males due to genetic 
reasons. 
3. Girls more 
vulnerable to fatal 
diseases. 












Biology What is the first 




1. Guard cells / 
macrophage 
2. Memory cells 
3. B-cells 









Physics The bulb does all 
of the following 
EXCEPT: 
1. Increases the 
brightness of the light 
emitted 
2. Allows the 
filament to produce light 
more efficiently 
3. Prevents gas from 
escaping from inside the 
bulb  
4. Prevents oxygen 


















2. Sharing digital 
images 
3. Statistical data sets 
4. Website retrievals 
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Table 4.1. Title, abbreviation, duration, web address, and example post-test question for 
the five videos used in experiments in Chapter 4. 
*URL beginning with https://www.youtube.com/watch?v= 
Experimental Design 
Forty-two subjects participated in one of two experimental conditions: intentional or 
incidental learning. Twenty subjects participated in the intentional learning condition (six 
female, 23.9 ± 4.2 y.o., range 18 – 33, two subjects were eliminated because of poor signal 
quality). Twenty-two subjects participated in the incidental learning condition (seven female, 
21.4 ± 1.2 y.o., range 20 – 25, one subject was eliminated because of poor signal quality). For 
both groups, videos were presented in a random order.  
In the intentional learning condition, subjects were aware that they would be examined 
and they completed a short four alternative forced-choice questionnaire both before (pre-test) and 
after each video (post-test). The pre-test assessed background knowledge on the general topic 
covered in the video (9 – 11 questions). The post-test covered information imparted during the 
video (11 – 12 questions). Example post-test questions and answer choices are provided in Table 
4.1, and a spreadsheet with all questions and answers is available at: 
https://tinyurl.com/y9xqu9bz. The incidental learning cohort completed the same post-test as the 
intentional learning group, but after watching all five videos, and without prior knowledge of an 
assessment. After finishing all videos (attend condition) and corresponding assessments in the 
incidental and intentional cohorts, following a brief break (10 - 15 min), subjects watched the 
videos again (disattend condition), in the same random order as the attend condition. During this 
disattend condition, subjects were instructed to engage in the distracting task of counting 
backwards from 1,000 in decrements of seven (Ki et al., 2016). EEG was recorded during all 
quizzes and video presentations for both intentional and incidental cohorts. 
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To assess naive performance on the post-test, twenty-six subjects completed the post-test 
without seeing the videos (16 female, 22.5 ± 3.8 y.o., range 18 – 33). These subjects were drawn 
from the same experimental pool as the subjects who participated in the intentional and 
incidental conditions. All data collection and procedures were approved by the Institutional 
Review Board of the City University of New York. 
EEG Data Collection and Preprocessing 
The EEG was recorded with a BioSemi Active Two system (BioSemi, Amsterdam, 
Netherlands) at a sampling frequency of 512 Hz. Subjects were fitted with a standard, 64-
electrode cap following the international 10/10 system. The electrooculogram (EOG) was also 
recorded with six auxiliary electrodes (one located dorsally, ventrally, and laterally to each eye). 
All signal processing was performed offline in the MATLAB software (MathWorks, Natick, 
MA, USA). 
Data pre-processing procedures followed S. Cohen & Parra (2016) (see Chapter 3). The 
EEG and EOG data were first high-pass filtered (0.3 Hz cutoff), notch filtered at 60 Hz and then 
down-sampled to 128 Hz. After extracting the EEG/EOG segments corresponding to the duration 
of each stimulus, electrode channels with high variance were manually identified and replaced 
with zero valued samples. Eye-movement artifacts were removed by linearly regressing the EOG 
channels from the EEG channels, i.e. least-squares noise cancellation (Repovš, 2010). Outlier 
samples were identified in each channel (values exceeding 3 times the distance between the 25th 
and the 75th quartile of the median-centered signal) and samples 40ms before and after such 
outliers were replaced with zero valued samples. This zeroing procedure on a high-pass signal 
(zero mean) does not affect subsequent computations of correlation except for discounting 
correlation values by the fraction of zeroed samples. 
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ISC and attention analysis  
Inter-subject correlation (ISC) is calculated by first finding linear combinations of 
electrodes that are maximally correlated between subjects as they attend to the same video 
(Dmochowski et al., 2012). We refer to these combinations as correlated components, akin to 
principal or independent components. By construction, these linear combinations of electrodes 
are common to all subjects. The EEG data for each subject during each video is then projected 
into the space that maximizes correlation across subjects. This component extraction technique is 
a data-driven way to decide which of the electrodes are most informative about the correlation 
across subjects.  
ISC is calculated for each subject as they watched each video by averaging the 
correlation coefficients of the projected EEG time-course between each subject and all other 
subjects. The ISC calculation implemented here is identical to previously published 
implementations and can be reproduced with code available at http://www.parralab.org/isc/ (S. 
Cohen & Parra, 2016; Petroni et al., 2018). Following previous research, ISC is calculated by 
using the sum of the three components of the EEG that capture maximally correlated responses 
between subjects (Dmochowski et al., 2012). For the attention analysis, the ISC components 
were trained from both the attend and dissattend conditions. 
To test the difference between the attend and disattend conditions, student’s t-tests 
compared individual ISC values averaged across all stimuli for each subject. A three-way 
repeated measures ANOVA was used to compare ISC values for the repeated factors of movie 
and subject, and the non-repeated factor of attentional state (attend vs. disattend). All statistical 
comparisons were computed within each cohort separately.  
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To test ISC’s ability to discriminate between the attend and disattend conditions, 
discrimination performance of ISC was assessed using the area under the receiver operating 
characteristic curve (AUC). The AUC analysis quantifies how well attentive and inattentive 
subjects can be distinguished by ISC. As such, each point on the receiver operating characteristic 
curve corresponds to one subject. Chance level of the AUC was determined by randomly 
shuffling the labels for the ISC values. Significance levels for each video and condition 
(incidental and intentional) were determined by comparing the AUC from the correct labels with 
1000 renditions of randomized labels. 
Test performance analysis and comparison with ISC 
Test performance was assessed by calculating the percentage of correct responses on the 
pre- and post-tests for each video. Student’s t-tests compared differences in the test performance 
between the pre- and post- tests and between the cohorts (incidental and intentional) after 
performance had been averaged across all tests for each subject. A two-way repeated measures 
ANOVA was performed with the repeated factors of movie and subject. ISC was compared to 
test performance by first averaging test performance across all post-video tests and averaging 
ISC values across all videos. A Pearson’s correlation value was then computed between ISC and 
test performance. Again, all analyses were conducted separately for each cohort. 
Results 
Knowledge acquisition was assessed in two cohorts who watched five educational videos 
on topics related to physics and biology. The first cohort (“intentional”, N = 18) took a short four 
alternative forced-choice questionnaire (9-12 questions) both before and after each video. The 
pre-video test (pre-test) assessed baseline knowledge on the topic addressed by the video, and the 
post-video test (post-test) assessed facts imparted during the video and was therefore an 
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assessment of semantic memory (Squire, 2004). Performance was much better on the post-test 
(67.4 ± 6.6 %) than on the pre-test (52.1 ± 5.4 %, t(17) = 5.9, p = 2e-5). The second cohort 
(“incidental”, N=21, 66.4 ± 6.6 %) watched the videos without knowledge of the post-test and 
took the same post-test as the first cohort after viewing all of the videos.  Performance on the 
post-test was indistinguishable between the intentional and incidental learning groups (t(37) = 
0.3, p = 0.8). In fact, a TOST equivalence test with alpha = 0.05, indicates that the groups are 
equivalent within ± 8%. Both groups performed above baseline level (44.6 ± 9.3 %, assessed 
from subjects who did not see the videos, N = 26, intentional: t(42) = 28.6, p = 4e-29, incidental: 
t(45) = 30.6, p = 1e-31). Two-way repeated measures ANOVAs, conducted separately in the 
incidental and intentional cohorts, with factors of subjects and movies, revealed a main effect for 
both factors in both cohorts (for videos: intentional: F(4,68)=11.1, p = 6e-7, incidental: 
F(4,80)=8.4, p = 1e-5, and for subjects: intentional: F(17,68)=3.6, p = 8e-5, incidental: 
F(20,80)=3.4, p = 4e-5). We predicted that “neural engagement”, as quantified by the ISC of 
neural responses, would explain some of the variability in test performance across subjects.  
While subjects in both incidental and intentional cohorts watched the videos, EEG 
responses were recorded to assess the ISC evoked by the videos. ISC measures how well each 
individual’s EEG activity correlates with the other members of their cohort (intentional or 
incidental). The level of ISC significantly differed between the intentional and incidental 
learning paradigms (intentional: 0.11 ± 0.007, incidental: 0.08 ± 0.005, t(37) = 3.7, p = 7e-4), 
indicating that awareness of the upcoming test affected engagement with the videos. To measure 
the effect of attentional state on ISC, following Ki et al. (2016), subjects in both cohorts watched 
each video twice: while they were either attending normally or while they were disattending. 
Subjects first watched all videos and answered all questions (attend condition). After a short 
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break, subjects watched all the videos again while silently counting backwards from 1000 in 
steps of seven (disattend condition). ISC was strongly modulated by the attentional state, and 
arguably the engagement, of viewers in both cohorts (Figure 4.1, intentional: 0.05 ± 0.007, t(17) 
= 13.1, p = 3e-10, incidental: 0.03 ± 0.004, t(20) = 12.3, p = 8e-11). Furthermore, the ability of 
ISC to discriminate between the attend and disattend conditions was assessed by the area under 
the receiver operating characteristic curve (AUC), a standard measure of discrimination 
performance, revealed that AUC was nearly perfect, and highly significant for both cohorts 
(intentional: AUC = 0.97 ± 0.03,  incidental: 0.89 ± 0.03, mean ± standard deviation across all 
five videos, AUC measures how well individuals can be categorized as attentive or as inattentive, 
all p’s = 0.001). The attentional state of viewers was likely modulated by several factors 
including the counting task, fatigue, and motivation (see Discussion).  
 
Figure 4.1. ISC is highly modulated by attention in response to educational videos. 
Inter-subject correlation (ISC) values for each subject (connected by a line) for each video while 
they either attended to (A) or were distracted from (D) the video’s content. ISC can discern 
attentional state in both the intentional and incidental conditions. Each video is portrayed in a 
different color (see Methods for video descriptions). 
A three-way repeated measures ANOVA that compared ISC across attentional states, and 
repeated videos and subjects in each condition replicated the main effect for attentional state 
(intentional: F(1,176)=537.0, p = 5e-52, incidental: F(1,203)=468.4, p = 1e-51, Figure 4.1). The 
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ANOVA also revealed a main effect of video (intentional: F(4,176)=40.0, p = 6e-23, incidental: 
F(4,203)=10.0, p = 1e-7, Figure 4.1). Since ISC has been found to be a measure of neural 
engagement (S. S. Cohen et al., 2017; Dmochowski et al., 2014), this indicates that different 
movies interested subjects at different levels. There was also a main effect of subject 
(intentional: F(17,176)=4.8, p = 4e-8, incidental: F(20,203)=6.8, p = 1e-13, Figure 4.1), 
indicating significant inter-subject variability in engagement, just as there was for test 
performance. 
To relate ISC, a neural proxy for engagement, to knowledge acquisition, ISC was used to 
predict performance on the post-video assessment. Figure 4.2A & B shows the relationship 
between ISC during the attentive state and test performance (Score [%]) for each subject for all 
five videos (indicated with different colors). When both ISC and test performance are averaged 
across the five videos, ISC correlated with test scores in both cohorts (Figure 4.2 C & D, 
intentional: r=0.57, p=0.01, N=18, incidental: r=0.41, p=0.07, N =21). Students with higher ISC, 
indicative of higher levels of neural engagement, also performed better on the tests querying 
their content. ISC in the disattend state did not significantly correlate with performance 
(intentional: r=-0.07, p=0.8, N =18, incidental: r=0.01, p=1, N =21). This drop in correlation 
(intentional: p = 0.05, incidental: p = 0.2) suggests that ISC’s relationship with performance is 
contingent on attention, and does not easily result from other sources of variation across subjects. 
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Figure 4.2. ISC predicts test performance for educational videos. 
A/B: Inter-subject correlation (ISC) and performance on the post-test (Score [%]) for all 
subject and all videos. Each point represents an individual’s ISC and test score for one of the 
five videos in either the intentional (A) or incidental (B) learning paradigm. Each video is 
indicated by a different color (colors are consistent with Figure 4.1). C/D: ISC correlated 
positively with test performance when both measures were averaged across all videos for each 
subject in both the intentional (C) and the incidental (D) condition. 
Discussion 
The neural engagement evoked by educational videos was assessed with the inter-subject 
correlation (ISC) of the EEG recorded during video presentation. Subjects with high ISC elicit 
neural activity that is similar to their peers and they are therefore thought to be more engaged 
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with the stimulus (S. S. Cohen et al., 2017; Dmochowski et al., 2014). ISC correlated with 
performance on a post-video assessment in both an intentional learning paradigm, in which 
subjects knew that they would be tested, and in an incidental learning paradigm, in which 
subjects were unaware of the test while watching the videos. After watching all videos and 
answering all questions, subjects watched the videos again while performing a distracting task. 
ISC could discern whether or not subjects were fully attending to the videos. 
The high level of attentional modulation found with these educational videos is similar to 
levels found for entertaining narratives from conventional cinema (Ki et al., 2016). This result is 
surprising, because these putatively more “engaging” stimuli are theoretically more likely to 
capture attention. The evoked responses from these kinds of videos are therefore expected to be 
more consistent during an attentive state than during an inattentive state (Ki et al., 2016). The 
strong main effect of attention for both the incidental and intentional learning cohorts is likely 
the result of several factors. The disattend condition imposed a distracting task and it also 
consistently followed the attentive condition. Since the disattend condition always followed both 
the attentive condition and its associated tests, subjects were probably fatigued during this 
second presentation (in total the experiment lasted between 1 and 1.5 hours). This likely 
contributed to the nearly perfect discrimination performance of ISC. Additionally, in the 
intentional learning cohort, the attentive condition was book-ended by examinations, further 
motivating attention in this condition. Future studies should tease apart the task, fatigue, and 
motivation factors that induced the strong discrimination performance of ISC for the attentional 
state of viewers responding to educational videos.  
ISC, a metric of attentional state, correlated with test performance in both the intentional 
and incidental learning groups. In both cohorts, the relationship between ISC and test 
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performance was resolved with a smaller sample than that used previously (S. Cohen & Parra, 
2016, where effect size was r=0.49 compared to the values of r=0.57 and r=0.41 found here). 
This may indicate that ISC is a more sensitive metric of semantic knowledge acquisition, rather 
than the episodic memories that were previously tested (S. Cohen & Parra, 2016; Squire, 2004). 
It is also possible that since subjects were tested almost immediately after they watched the 
videos, their brain activity more strongly reflected their knowledge acquisition than in the 
previous experiment in which testing occurred three weeks after video exposure (S. Cohen & 
Parra, 2016). As students are often tested long after initial learning, future studies should 
consider testing subjects at longer latencies. 
We designed the intentional and incidental learning conditions with the intention of 
modulating engagement with the videos. We expected that students would be more engaged 
when they expected an assessment. This effect was reflected by the modulation of neural 
engagement, but not by task performance, which was unaffected by awareness of the upcoming 
test. This curious dichotomy may indicate that the behavioral assessment was not robustly 
sensitive to the difference in attentional state, as indexed by the correlation of brain responses, 
across the two conditions. Although intentional learning is typically thought to result in better 
memories for words and pictures than incidental learning (Noldy, Stelmack, & Campbell, 1990), 
this is not the case when the items are processed more deeply (Schneider & Kintz, 1967). 
Although subjects were not instructed how to encode or process the material, the similarity in 
test performance between the two cohorts may result from a deeper level of processing 
inherently elicited by videos regardless of instructions (Craik & Lockhart, 1972). 
The incidental learning condition is potentially more naturalistic than the intentional 
condition because students are typically not cognizant of an impending test when they are 
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learning the material for it. However, even subjects in the intentional condition did not know 
which components of the video would be tested. Overall, the scenarios tested here are more 
realistic than previous efforts which have typically tested the memory for isolated words or 
pictures that are explicitly memorized (Atkinson & Shiffrin, 1968; Noldy et al., 1990). Future 
studies should extend these results beyond evaluations of factual information to more conceptual 
forms of learning. Although knowledge of facts may be the building blocks of more 
generalizable knowledge, testing this kind of learning may not correspond to the acquisition of 
more abstract understanding (Mayer, 2002). 
In both intentional and incidental scenarios, neural engagement, as assessed by ISC, 
corresponded with memory strength. These results are consistent with the known link between 
attention and memory. ISC is therefore a potentially useful tool for relating video engagement to 
educational outcomes. The portable nature of EEG has obvious translational implications for this 
work in evaluating online learning materials and in real-world classrooms (Dikker, Wan, et al., 
2017; Poulsen, Kamronn, Dmochowski, Parra, & Hansen, 2017). Although some work has 
already been done that utilizes portable EEG in classroom settings  (Dikker, Wan, et al., 2017), 
none of this work has employed EEG as a measure of academic success. Here we have 
demonstrated a measure of EEG that is sensitive to both attentional state and knowledge 
acquisition. Since this research was done with educational videos, this finding is directly 
applicable to online courses where lectures are received by video. For massive open online 
courses (MOOCs), there is significant concern over low retention rates, which are attributed in 
part to lack of engagement (De Freitas, Morgan, & Gibson, 2015; Koller et al., 2013). ISC could 
be used to assess the engagement of learning materials in testing labs before they are 
disseminated. ISC has been shown to be predictive of the preferences of large populations 
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(Dmochowski et al., 2014), it may therefore also be applicable to predict the educational efficacy 


















Neural development is generally marked by an increase in the efficiency and diversity of 
neural processes. In a large sample (N = 114) of human children and adults with ages ranging 
from 5 - 44 years, we investigated the neural responses to naturalistic video stimuli. Videos from 
both real-life classroom settings and Hollywood feature films were used to probe different 
aspects of attention and engagement. For all stimuli, older ages were marked by more variable 
neural responses. Variability was assessed by the inter-subject correlation of evoked 
electroencephalographic (EEG) responses. Young males also had less variable responses than 
young females. These results were replicated in an independent cohort (N = 303). When 
interpreted in the context of neural maturation, we conclude that neural function becomes more 
variable with maturity, at least during the passive viewing of real-world stimuli. 
Significance Statement 
Naturalistic videos were used to probe response variability with EEG in a large 
developmental cohort. Our results are consistent with developmental theories positing that neural 
variability increases with maturation, and that neural maturation typically occurs earlier in 
females. These results differ from those observed with fMRI, where an increase in stereotyped 
responses with age is observed during development.  
Introduction 
This study examines the relationship between the variability of neural responses and 
development. Over the course of development, the accuracy and stability of behaviors generally 
increase. This performance improvement is typically accompanied by a seemingly paradoxical 
increase in the variability of neural responses both within and across subjects (Dinstein et al., 
2015; Grady, 2012). More variable electroencephalographic (EEG) responses across trials, 
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characterized by an increase in dimensionality and entropy, are associated with lower reaction 
time variability and higher recognition accuracy (Mcintosh, Kovacevic, & Itier, 2008). Neural 
variability often presents as an increase in the complexity of neural responses. This may be due 
in part to a developmental increase in the repertoire of possible brain states (Vakorin et al., 
2013), and this increase in complexity may underlie the integration between distributed neural 
populations (Vakorin, Lippe, & McIntosh, 2011). EEG signal complexity becomes elevated in 
late adolescence and is also elevated in females relative to males at this stage, indicating that 
females may attain mature brain functioning prior to males (Anokhin, Lutzenberger, Nikolaev, & 
Birbaumer, 2000). Anatomical studies generally support the notion that females reach neural 
maturity prior to males (Giedd et al., 1999; Lenroot et al., 2007; Lenroot & Giedd, 2006; Marsh, 
Gerber, & Peterson, 2008). 
Neural variability does not always accompany proficient behavior, however. Both theta 
band coherence, a performance monitoring measure, and behavior are more variable across trials 
in children (Papenberg, Hammerer, Muller, Lindenberger, & Li, 2013). This suggests that neural 
variability does not always increase with maturation. For adults, the variability in “functional 
connectivity” between different networks measured with fMRI is elevated during rest and 
decreases during a cognitive task. The reverse is true for children, whose brains become more 
variable during the task, and their performance is expectedly lower than adults (Hutchison & 
Morton, 2015). 
Recently, responses to naturalistic narrative stimuli have been used to examine how 
variability in behavior and neural activity change with development. In these cases, variability is 
measured across subjects rather than within individuals because it is expected that if an 
individual has a less variable neural response across repeated renditions of stimulus, their neural 
97 
response will also be more similar to others who are responding to the same stimulus. Adults 
watch Sesame Street more similarly to each other than infants do, as assessed by where their eyes 
fixate (Kirkorian, Anderson, & Keen, 2012). Additionally, adults have more broadly similar 
neural responses to Sesame Street than children (Cantlon & Li, 2013). While the neural 
responses of adults to Sesame Street correlate more with each other in many parietal and frontal 
regions, children correlate more strongly with each other in a specific region in the superior 
temporal cortex (Cantlon & Li, 2013). Generally, from ages 18-88, as humans age, responses to 
videos increase in variability (Campbell et al., 2015). Taken together, these studies demonstrate 
that neural variability changes with age. The nature of this relationship depends on multiple 
factors including the metric of neural variability, the developmental stage sampled, and the brain 
region(s) of interest.  
Here, EEG was recorded from subjects with ages ranging from 5 - 44 years as they were 
presented with both naturalistic (Dmochowski et al., 2014, 2012) and conventional stimuli. To 
assess neural variability, the level of similarity across subjects was assessed with the inter-
subject correlation (ISC) of responses evoked by the stimuli. ISC of the EEG is indicative of 
attention, engagement, and memory in healthy adults (S. Cohen & Parra, 2016; S. S. Cohen et 
al., 2017; Dmochowski et al., 2014; Ki et al., 2016). We found that neural responses, indexed by 
ISC, become more variable with age. Among children, females have more variable neural 
responses than males. This increase in variability is not due to a decrease in evoked response 
magnitude, and it was reproduced in two independent cohorts consisting of 114 and 303 
individuals. These results are consistent with theories positing that development coincides with 
an increased repertoire of neural representations (Mcintosh et al., 2008), and the sex differences 
are consistent with the idea that young males are less neurally mature than young females (Giedd 
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et al., 1999; Lenroot et al., 2007; Lenroot & Giedd, 2006; Marsh et al., 2008). Importantly, this is 




In the main study, ages ranged from 6 to 44 years old (N = 114, 14.2 ± 8.0 years old, 46 
females, see Figure 5.1A for a full age and sex distribution) as part of the Child Mind Institute - 
Multimodal Resource for Studying Information Processing in the Developing Brain (MIPDB; 
http://fcon_1000.projects.nitrc.org/indi/cmi_eeg/; Langer et al., 2017). In the replication study 
ages ranged from 5 to 21 years old (N = 303, 11.3 ± 3.9 years old, 135 females, see Figure 5.1B 
for a full age and sex distribution). This data was obtained from the Child Mind Institute Healthy 
Brain Network (CMI-HBN; 
http://fcon_1000.projects.nitrc.org/indi/cmi_healthy_brain_network/; Alexander et al., 2017). 
Both the main and replication study data come from publically available datasets. All 
experiments were performed in accordance with relevant guidelines and regulations. The study 
was reviewed and approved by the Chesapeake Institutional Review Board. All subjects 
presented with normal or corrected to normal vision. 
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Figure 5.1. Age and sex distributions for subjects in Chapter 5. 
Age and sex distributions for the main study (A) and replication study (B). A: Subjects in the 
main study (N=114) had data for all of the stimuli. B: Subjects in the replication study (N=303) 
had only three stimuli (Wimpy, Fract, DesMe) and contribute to the results in Figure 5.9. 
Stimuli 
Engaging, naturalistic videos were the primary stimuli. Specific videos were selected 
because they contained content relevant to social cognition, classroom anxiety, and attention. 
Three videos featured either educational content or depicted classroom scenarios: Fun with 
Fractals (Fract, MIT), a cartoon that explains fractals with examples (4m 34s), How to improve 
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at Simple Arithmetic (Arith, E-How), in which a math teacher in a typical educational setting 
explains addition and multiplication (1m 30s), and Pre-Algebra Class (StudT, Pearson 
Education), showing an interaction between two students and a teacher (StudT, for student-
teacher interaction) during math problem solving (1m 40s). Two videos were clips from 
conventional cinema: Diary of a Wimpy Kid (Wimpy, Universal Pictures), a movie about a 
preteen starting middle school (1m 57s), and Despicable Me (DesMe, Universal Pictures), which 
contains infant and toddler characters and emphasizes social interactions (2m 51s). While the 
main cohort contains data from all stimuli, the replication cohort only had three stimuli: Wimpy, 
Fract, and DesMe. The variability of the neural responses to these videos was measured across 
subjects using the inter-subject correlation (ISC) of evoked responses (see below). As a control 
condition, a “Rest” condition, during which subjects sat with their eyes-closed for 4m 20s, was 
also analyzed. This period establishes the baseline level of ISC, as no time-aligned stimulus 
entraining neural activity across subjects was presented. Finally, “Flash”, a stimulus condition 
without any narrative content was used. During this stimulus, a black and white grating pattern 
that flashed at 25 Hz was presented for three minutes, thus synchronously stimulating neural 
activity across subjects (see Steady State Visual Evoked Potentials (SSVEP) Methods section). 
This stimulus elicits steady state evoked potentials (Vanegas, Blangero, & Kelly, 2015) and was 
included to explore the extent to which ISC is driven by low level evoked responses.  
Procedure  
While seated in a dimly lit room wearing an EEG net, subjects watched a series of short 
videos in a pseudorandom order. Stimuli were presented on a 17-inch CRT monitor (SONY 
Trinitron Multiscan G220, display dimensions 330×240 mm, resolution 800×600 pixels, vertical 
refresh rate of 100 Hz). Note that some subjects did not experience all stimuli due to time 
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limitations (Langer et al., 2017). Additionally, as explained below, poor data quality for some 
recordings caused additional data loss. For the replication study, only three conditions were used: 
Wimpy, Fract and DesMe. 
EEG recordings and preprocessing 
EEG recordings were performed with an EGI Clinical Geodesic 128 channel system 
(Electrical Geodesic Inc, Eugene, OR). Of the 128 channels recorded, 105 constituted the EEG 
recording and 11 represented EOG channels used for eye movement artifact removal. The 
remaining channels, mainly recording from the neck and face, were discarded. First, noisy 
channels were selected by visual inspection and replaced with by zero valued samples, thus 
eliminating those channels’ contribution in subsequent calculations of covariance matrices. 
Recordings, initially at 500 Hz, were then downsampled to 125 Hz, high-pass filtered at 1 Hz, 
and notch filtered between 59 and 61 Hz with a 4th-order Butterworth filter. Eye artifacts were 
removed by linearly regressing the EOG channels from the scalp EEG channels (Parra et al., 
2005). Next, a robust Principal Components Analysis (PCA) algorithm, the inexact Augmented 
Lagrange Multipliers Method (Z. Lin, Chen, & Ma, 2013), was used to remove sparse outliers 
from the data following Ki et al (2016). Briefly, robust PCA recovers a low-rank matrix, A, from 
a corrupted data matrix D = A + E, where some entries of the additive errors E may be arbitrarily 
large. Finally, individual recordings for some stimuli were discarded on the basis of visual 
inspection because they remained noisy after both automatic and manual noise removal. This 
was necessary because these subjects exhibited profound movement artifacts and/or the saline 
used for the recordings dried out. Despite these steps taken, the data overall appear to be of 
poorer quality than that collected in an electrically shielded room with conductive gel (saline was 
used here). The noise in the data may have led to the relatively low ISC values reported in the 
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paper compared to previous studies (S. S. Cohen et al., 2017; Ki et al., 2016). However, it is 
unlikely that the noise contributed to our results, as under baseline conditions (Rest), there was 
no difference in power between the cohorts (see Results). All signal processing was performed 
offline using MATLAB software (MathWorks, Natick, MA, USA). 
Inter-Subject Correlation (ISC) 
As variability is the inverse of similarity, we measured the similarity of evoked EEG 
responses across subjects. This approach has been used extensively to study concerted, inter-
subject changes in blood-oxygen level dependent (BOLD) signal in fMRI (Hasson, Malach, et 
al., 2009; Hasson et al., 2004; Kauppi, Jaaskelainen, Sams, & Tohka, 2010), and has been 
adapted to leverage the improved time resolution facilitated by EEG. To determine the neural 
similarity across subjects responding to the same stimulus (or in the same condition, in the case 
of Rest), the inter-subject correlation (ISC) of the EEG signal was computed, as described 
previously (S. Cohen & Parra, 2016; Dmochowski et al., 2014, 2012; Ki et al., 2016). ISC 
assesses the level of correlation in the EEG across time among a group of subjects as they 
respond to the same stimulus. Larger ISC values imply more similarity in fast EEG responses 
across subjects (< 1s). This indicates that the signals are more reliable due to decreased inter-
subject variability. It has also been found that subjects who pay more attention to the stimulus 
have higher ISC values (Ki et al., 2016). An advantage of the technique is that the stimulus need 
only be presented once to each subject because evoked responses are compared across 
individuals. As repeated trials are unnecessary, responses are more similar to natural situations in 
which people experience uniquely presented novel stimuli. Additionally, in contrast to event 
related potentials, the technique can be applied to continuous and dynamic natural stimuli 
without the need for specific event markers (Ben-Yakov et al., 2012). As such, the approach is 
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data-driven both spatially and temporally. The approach is “data driven” spatially because the 
data from the subjects determines the best combination of electrodes (which are spatially 
distributed across the scalp, and therefore may correspond with different anatomical regions) that 
maximize the correlation across subjects. The approach is “data driven” temporally because the 
ultimate correlation values are determined by the temporal fluctuations in the EEG signals. In 
contrast, a more traditional approach to EEG data analysis would be to select electrodes that have 
previously been shown to elicit a certain effect (or ERP) and measure event-locked responses 
from these electrodes. We are not taking this approach. Rather, the electrodes that we chose and 
the time periods that maximize correlation are determined directly by the data itself. 
ISC utilizes correlated component analysis to identify linear combinations of EEG 
electrodes that capture most of the correlation across subjects (Dmochowski et al., 2012). 
Correlated component analysis is similar to principal component analysis (PCA) except that 
rather than maximizing variance within one dataset, it selects projections, 𝑣𝜖𝑅𝐷 , where 𝐷 is the 
number of electrodes, that maximize the correlation between multiple datasets. These projections 
can be thought of as virtual sensors (or component sources) of activity that are optimized to 
capture most of the correlation between subjects. They are the eigenvectors of 𝑅𝑊
−1𝑅𝐵. Where 
𝑅𝑊 is the average within-subject covariance:  
1
𝑁




∑ ∑ 𝑅𝑘𝑙𝑙,𝑙≠𝑘𝑘 , and 𝑅𝑘𝑙  = ∑ (𝑥𝑘(𝑡) − ?̅?𝑘)𝑡 (𝑥𝑙(𝑡)−?̅?𝑙)
𝑇 measures the 
cross-covariance of all electrodes in subject 𝑘 with all electrodes in subject 𝑙. Vector 𝑥𝑘(𝑡) is the 
scalp voltages at time 𝑡 in subject 𝑘, and ?̅?𝑘 is their mean value in time. 
Following previous research, we use the three components, or eigenvalues of  𝑅𝑊
−1𝑅𝐵, 
that represent the largest fraction of the correlation across subjects. These components can be 
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optimized for all subjects together, or for a subset of the entire cohort. The subsets used in this 
paper are stimulus (Wimpy, DesMe, Fract, Arith, StudT, Flash, and Rest), age group (young vs 
old), sex (male vs female), and sex and age group combined (young-male, young-female, old-
male, and old-female). ISC components are computed within subsets of the entire sample to 
examine potential differences in the spatial distribution of activity across groups, although the 
spatial patterns are largely consistent (Figure 5.7). 
To calculate the ISC for individual subjects as they respond to the same condition as their 
peers, the correlation between each individual’s EEG responses and the responses from all other 
individuals is calculated (S. Cohen & Parra, 2016; Ki et al., 2016). The ISC values reported 
throughout the paper are this measure of how well each individual correlates with the others. The 
projections, 𝑣𝜖𝑅𝐷, used to compute this subject-specific ISC value are either computed across all 
subjects or within the subgroups listed above (divided by either stimulus, age, sex, or age and 










∑ (𝑅𝑘𝑙 + 𝑅𝑙𝑘)𝑙,𝑙≠𝑘 , and 𝑅𝑤,𝑘 =
1
(𝑁−1)
∑ (𝑅𝑘𝑘 + 𝑅𝑙𝑙)𝑙,𝑙≠𝑘 . ISC for subject 𝑘 is 
therefore ∑ 𝐶𝑖𝑘
3
𝑖=1 . A simplified template for the code to compute the correlated components and 
the ISC for individual subjects is available at http://www.parralab.org/isc/ 
Steady state visual evoked potentials (SSVEPs) 
To determine the strength of low-level sensory evoked responses across individuals, we 
leveraged the steady state visual evoked potential (SSVEP) paradigm (Flash) that was part of the 
data collection effort (Langer et al., 2017). Stimulus and analysis followed established 
techniques (Vanegas et al., 2015). Briefly, the stimulus consisted of four circular ‘foreground’ 
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stimuli (vertical grating, radius 2°) that were flickered on-and-off at 25 Hz and embedded in a 
static ‘background’ grating, which is known to generate reliable SSVEPs (Vanegas et al., 2015). 
This stimulus was presented in trials of 2.4 s duration with inter-trial intervals of 1 s, which 
included a fixation cross presented for 0.5 s. The stimuli were presented in several conditions 
that varied in their contrast and in the phase relationship between the foreground and the 
background. A total of 128 trials were present (12 conditions total: four foreground contrasts - 
0% 30%, 60% and 100%, and three background conditions - parallel phase, orthogonal phase, 
and no surround stimuli). Artifacts were rejected by removing trials for which the power (or 
absolute value) of any electrode exceeded more than three standard deviations above the mean. 
EOG activity was regressed out of the EEG, as described above. The initial 200ms of each trial 
was removed to eliminate the onset of the visual evoked response. Data were Fourier 
transformed for each trial, power in a 0.5 Hz bin surrounding the 25 Hz band was extracted, and 
then averaged across all trials, regardless of condition (thus ignoring details of the foreground-
background interaction). Since the EEG activity measured with this paradigm is known to be 
dominated by primary visual cortex (V1) responses, power was averaged over the five most 
relevant occipital electrodes (O1-O5; Vanegas et al., 2015). 
Dimensionality of EEG Responses 
To gain a sense of the dimensionality of the EEG responses across subjects, the 
eigenvalue spectrum was extracted from each subject’s covariance matrix (covariance between 
all electrodes measured across time). These covariance matrices measure the correlation between 
electrodes for each subject. The sum of the eigenvalues represent the overall power in the data. 
To assess the dimensionality of the data, lines were fit to the loglog plot of the eigenvalue 
spectrum of each subject’s covariance matrix.  A shallower slope of the linear fit indicates that 
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there is appreciable power over a larger number of dimensions. Two-way ANOVAs and 
subsequent post-hoc t-tests were employed to compare power and the slopes of these linear fits 
for each age and sex group, both across all stimuli and within each stimulus.  
Results 
We sought to determine whether and how the variability of EEG differs across age and 
gender in children and adults ranging from 6 – 44 years of age. To assess the variability in EEG 
signals across subjects, the intersubject correlation (ISC) between individuals and their peers was 
assessed in response to both naturalistic videos and artificial stimuli. ISC can be thought of as a 
measure of the similarity of neural responses (Dmochowski et al., 2012). If subjects respond 
more similarly to their peers, they will have a larger ISC value, which indicates that they have a 
less variable neural response.  
Intersubject correlation varies between stimuli 
ISC is a stimulus-driven measure of attention (Ki et al., 2016) because neural responses 
are more correlated across subjects when they naturally attend to a stimulus than when they are 
engaged in a dual task. It is therefore expected to be indicative of varying levels of engagement 
(S. S. Cohen et al., 2017). A one-way ANOVA determined that ISC significantly depended on 
the stimulus (F(7) = 78.26, p = 10-68; mean ± STD ISC values: Wimpy: 0.053 ± 0.036; DesMe: 
0.035 ± 0.023; Arith: 0.019 ± 0.013; Fract: 0.026 ± 0.016; StudT: 0.012 ± 0.009; Flash: 0.030 ± 
0.019; Rest: 0.001 ± 0.004), indicating that the stimuli significantly varied in engagement level 
(S. S. Cohen et al., 2017). It is worth noting that these ISC values are relatively low compared to 
previous research (S. Cohen & Parra, 2016; Ki et al., 2016). There are two factors that contribute 
to this discrepancy: the lower production quality and therefore engagement level elicited by these 
stimuli, and the relatively poor quality of the EEG data (see Methods). Note also that ISC for 
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EEG is generally lower than ISC of fMRI (e.g. Lahnakoski et al., 2014) which has a slower time 
scale and higher signal-to-noise ratio, both factors that can contribute to higher correlations 
(Haufe et al., 2018). As expected, ISC in the Rest condition was not significantly different from 
zero (t-test, t(45) = 0.52, p = 0.4), confirming the notion that ISC reflects stimulus-induced 
correlations (Dmochowski et al., 2012). A one-way ANOVA was therefore performed on all 
stimuli excluding Rest, confirming that ISC strongly varies between stimuli (F(6) = 71.70, p = 
10-55). Tukey post-hoc pairwise comparisons revealed that ISC was significantly stronger when 
evoked by the qualitatively more engaging stimuli (Wimpy and DesMe), than it was for 
educational videos (Arith, Fract, StudT; Tukey post-hoc pair-wise comparisons between each 
pair of videos, Tukey’s HSD: p < 10-4). Among the more engaging videos from conventional 
cinema, Wimpy, a movie trailer for the feature film “Diary of a Wimpy Kid”, evoked a higher 
level of neural similarity than DesMe, a scene from the animated film “Despicable Me” (Tukey’s 
HSD: p = 10-7). Among the relatively less-engaging educational videos, Fract elicited the highest 
level of ISC, which was significantly higher than StudT (Tukey’s HSD: p = 10-6), but not Arith 
(Tukey’s HSD: p = 0.2). Interestingly, Arith elicited a level of ISC similar to Flash (Tukey’s 
HSD: p = 0.5), and the level of ISC elicited by Flash was significantly higher than StudT 
(Tukey’s HSD: p=10-7). 
108 
 
Figure 5.2. Neural similarity, measured as the intersubject correlation (ISC) of neural 
activity, decreased with age. 
Correlation values ranged from r=-0.58 to r=-0.78, indicating a consistent relationship between 
maturity and neural variability. ISC was computed for each individual by correlating neural 
responses from individual subjects with the neural responses from all other subjects for that 
stimulus (regardless of age and sex). 
Intersubject correlation decreases with age 
We hypothesized that neural similarity changes with age and therefore examined the 
correlation between ISC and age. Here, ISC is computed in individuals by measuring the extent 
to which each subject correlated with the other people in the same stimulus condition. For all of 
the stimuli excluding Rest, there was a negative relationship between age and ISC (all r’s=-0.68 
± 0.09, all p’s<10-10, FDR corrected following Benjamini & Hochberg (1995), Figure 5.2). ISC 
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did not vary with age during Rest (r = -0.10, p = 0.5, N = 46). This was expected since Rest 
contained no stimulus to drive EEG signal similarly across subjects.  
 These results indicate that ISC decreases with age. However, most of the subjects in the 
main study were from the lower half of the age distribution (see Figure 5.1A). Since the 
components used to measure ISC are optimized to capture the correlation across all subjects, the 
components may have been biased by the younger subjects who constituted a majority of the 
sample. The cohort was therefore divided into two age groups of equal size to eliminate this 
potential measurement bias. The median split resulted in groups whose ages ranged from 6-14 
(mean age 10.74 ± 2.03) and 15-44 (mean age 23.65 ± 8.04). The ISC was then recomputed from 
components extracted separately in each group. A two-way ANOVA with factors of age and 
stimulus revealed that ISC was significantly modulated by both stimulus (all excluding Rest, F(5, 
393) = 63.64, p = 10-47) and age (F(1, 393) = 335.46, p = 10-53, Figure 5.3A). For all stimuli, ISC 
was much higher in the younger age group. 
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Figure 5.3. ISC, a measure of neural similarity, was consistently higher among younger 
ages and males. 
A: Across all stimuli, ISC was higher for younger subjects (6-14 years, light green) than older 
subjects (15-44 years, dark green). B: Across all stimuli, ISC was higher for males (blue) than 
females (red). For both A and B, ISC was computed separately within each age and sex group. 
Black lines indicate the median. 
Intersubject correlation is elevated in males 
Sex is an important factor that influences the developmental trajectory of the human brain 
(Giedd et al., 1999; Lenroot et al., 2007; Lenroot & Giedd, 2006; Marsh et al., 2008). We 
therefore explored the relationship between sex and ISC. A two-way ANOVA with factors of sex 
and stimulus (excluding Rest), revealed main effects for both sex (F(1, 393)=53.11, p = 10-12) 
and stimulus (F(5, 393) = 30.12, p = 10-26, Figure 5.3B). Tukey’s post hoc tests revealed that ISC 
was consistently higher in males for all stimuli except for Flash where it was marginally 
significant (Flash: p = 0.06; Wimpy: p = 0.03; DesMe: p = 10-6; Arith: p = 0.003; Fract: p = 10-4; 
StudT: p = 10-4). To examine whether the sex difference depended on age, the data was separated 
into four groups with the same age division between 14 and 15 years as above (young-male, 
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young-female, old-male, old-female). ISC was measured within each group and averaged across 
all stimuli available for each subject to ensure sufficiently large sample sizes (excluding control 
conditions - Flash and Rest, Figure 5.4). A two-way ANOVA with sex and age as factors 
confirmed the age effect (F(1, 87) =98.85, p = 10-16), and the sex effect was marginally 
significant (F(1, 87) = 3.83, p = 0.05). A direct comparison between the sexes in each age group 
revealed that the sex effect was marginally significant among the young ages (t(53)=2.02, 
p=0.05, 6-14 years), but not present for the old ages (t(33)=0.28, p=0.8, 15-44 years).  
 
Figure 5.4. Sex differences in the young do not exist in the old. 
Young males were more neurally similar to each other than young females. This sex difference 
is absent in the older group. Here, ISC was computed within each sex and age group separately 
and averaged across all stimuli except for Flash and Rest. Black lines indicate the median. 
The effect of age on inter-subject correlation is not due to evoked response difference  
The relationships between ISC, age, and sex may be partially driven by the reduction of 
evoked response magnitude with age (Goodin, Squires, Henderson, & Starr, 1978; Tomé, 
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Barbosa, Nowak, & Marques-Teixeira, 2015). Although correlation, which ISC measures, is 
theoretically independent of magnitude, it is possible that a decrease in magnitude corresponds 
with a decrease in the signal-to-noise ratio, which would result in a smaller ISC. The magnitude 
of evoked responses was therefore assessed with the Flash stimulus which elicited steady-state 
visually evoked potentials (SSVEPs, see Methods). SSVEP magnitude weakly declines with age 
(r=-0.22, p=0.02, N=109, Figure 5.5A) and a two-way ANOVA with age and sex as factors (the 
same age/sex groups as Figure 5.4) found the age effect to be marginally significant 
(F(1,106)=4.00, p=0.05, Figure 5.5B). There was no significant relationship between sex and 
SSVEP strength (F(1,106)=3.3, p=0.08). 
 
Figure 5.5. Steady state visual evoked potential (SSVEP) magnitude depended on age, 
but not on sex. 
A: SSVEP strength was weakly correlated with age across subjects, but it was no different 
between males and females. B: SSVEP strength was no different between males and females. 
Black lines indicate the median. 
 Since both SSVEP amplitude and ISC decrease with age, we reasoned that SSVEPs could 
be used to factor out the effect of evoked response strength (Goodin et al., 1978; Tomé et al., 
2015). Indeed, ISC and SSVEP amplitude are correlated across subjects (r = 0.41, p = 0.0001, N 
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= 84, Figure 5.6A). To control for the effect of evoked response strength, each individual’s 
SSVEP amplitude was linearly regressed against ISC, and the portion that could be explained by 
the SSVEP was subtracted (ISC calculated within the same age/sex group as Figure 4). A two-
way ANOVA with age and sex as factors revealed that this residual ISC still significantly varies 
with age (F(1,81)=85.49, p = 10-14), but does not vary with sex (F(1,81)=0.08, p = 0.8, Figure 
5.6B). Additionally, the sex effect is no longer present in the younger group when SSVEP 
strength is controlled for (t(49)=0.11, p=0.9). The lack of a sex effect may mean that the 
relationship between sex and neural variability is due in part to evoked response magnitude, but 
the lack of an effect may also result from the reduced number of subjects for which SSVEP 
magnitude was available: 84 vs 114. Regardless, neural variability, as assessed by ISC, does 
increase with age, regardless of the strength of evoked responses.  
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Figure 5.6. Relationship between ISC magnitude and SSVEP strength. 
A: SSVEP strength, a measure of the magnitude of evoked responses, correlated with ISC 
strength, calculated using all stimuli except for Flash and Rest. B: Comparison of ISC strength 
after SSVEP magnitude was regressed out (ISC - SSVEP) between males and females in the 
young age and old age groups. While there was a significant difference between the age 
groups, a difference between the sex groups was not present. Black line indicates the median. 
Correlated component topographies similar across age and sex groups. 
ISC was measured using components of the EEG that maximize correlations between 
subjects. These components are linear combinations of electrodes and can be thought of as 
virtual sensors (See Methods). To determine if the spatial distribution of the corresponding 
activity differed across groups, the “forward model,” which represents how the components look 
on the surface of the scalp, was computed for the largest three components that were used to 
compute ISC (Parra et al., 2005). These component topographies were very similar across all 
age/sex groups for the strongest two components: C1 and C2 (Figure 5.7, minimum cosine 
similarity was 0.97 for C1 and 0.78 for C2). The third component (C3) was less similar across 
the groups (cosine similarity ranged from 0.89 to 0.31), but it also constituted a much weaker 
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portion of the ISC (C1 = 0.016 ± 0.009, C2 =0.008 ± 0.005, and C3 =0.004 ± 0.003, computed as 
in Figure 5.4 and averaged across all subjects and stimuli). Thus, for the most part, differences in 
ISC between age and sex groups were not due to differences in the spatial distribution of neural 
activity across these groups.  
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Figure 5.7. Spatial distributions corresponding to the three strongest components of 
intersubject correlation (ISC: C1 - C3) in Chapter 5. 
Red and blue colors indicate positive and negative correlation of the voltages on the scalp 
surface with the component activity. These maps are unit-less due to an arbitrary scale on the 
projection vectors. Here, the projections have been computed separately for the combination of 
the two sex and age groups. As the scalp topographies were relatively consistent across the 
groups, the differences in ISC across these groups was not due to differences in the spatial 
topography of correlation within the group. 
Dimensionality of EEG Responses 
To determine whether the differences in ISC across groups was due to diverse responses 
across subjects, or to more highly dimensional responses within subjects, the eigenvalue spectra 
of the EEG covariance matrices were analyzed (Figure 5.8). The sum of these spectra represents 
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the overall power of the data. In general, the younger age group (using the same median split as 
above), had more power than the older age group across all stimuli (F(1,438) = 452.13, p = 10-
69). This suggests that there was more overall power in the EEG of the young group. This power 
difference was only present during the stimuli, and not during rest (t(44) = 0.6, p = 0.5), 
suggesting that younger subjects have stronger stimulus driven evoked responses. To assess the 
dimensionality of the EEG responses, a linear model was fit to each subject’s eigenvalue 
spectrum (see Methods), and the slopes were compared between the groups. A difference in 
dimensionality is reflected by a difference in this slope, with a shallower slope indicating that 
there is a higher number of dimensions with appreciable signal. The slopes of the linear fit did 
not differ across the age groups (across all stimuli: F(1,438) = 2.74, p = 0.1). This suggests that 
the stimulus evoked responses are not inherently higher dimensional in the young. For the sex 
comparison, males had higher overall power (across all stimuli: F(1,438) = 71.25, p = 10-16), for 
all stimuli, and not during rest (t(44) = 0.9, p = 0.3). Here females had a shallower slope than 
males (across all stimuli: F(1,438) = 152.12, p = 10-30). This suggests a greater complexity of 
responses within females. 
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Figure 5.8. Eigenvalue spectra of the average covariances for each demographic group in 
Chapter 5. 
Eigenvalues measure the power of the signal in principal components of the EEG (correlated 
across time for each stimulus). Each curve is the average eigenvalue spectrum for each group 
averaged across all stimuli and subjects. A: Young subjects have more power than Old subjects 
in all dimensions. This is represented by the upward shift in their average eigenvalue spectrum. 
B: The eigenvalue spectrum of Females has a shallower slope than that for Males, indicating that 
they have a more diverse set of neural responses. 
 Replication of results 
To confirm these findings, the results were replicated in an independent cohort (N=303) 
with a reduced stimulus set: Wimpy, Fract, and DesMe. Replicating the results above, ISC also 
decreased with age in this cohort (Wimpy: r = -0.44, p = 10-14, N = 276; Fract: r = -0.37, p = 10-
10, N = 270; DesMe: r = -0.41, p = 10-12, n=281, Figure 5.9A). A two-way ANOVA with age and 
condition as factors revealed that ISC is modulated by age (F(1,799) = 35.33, p = 10-9) and 
stimulus (F(2,799) = 272.903, p = 10-91, Figure 5.9B). A two-way ANOVA with sex and 
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stimulus as factors revealed that ISC was also significantly modulated by sex (F(1,823) = 11.12, 
p = 0.0009, Figure 5.9C), and stimulus (F(2,823) = 430.95, p = 10-129). Finally, a two-way 
ANOVA which divided the data across age and sex groups, and averaged ISC across stimuli, 
replicated the main effect of age (F(1,291) = 17.68, p = 10-5), and did not find an effect of sex 
(F(1,291) = 2.59, p = 0.1, Figure 5.9D). Follow up analyses that examined a potential sex 
difference in ISC in each age group revealed that the difference in ISC was present among the 
young ages (t(224)=2.29, p=0.02, 5-14 years), but not the old ages (t(67)=0.59, p=0.6, 15-21 
years). When the median was calculated according to the median of the replication distribution 
(split at 10/11 years, see Figure 5.1B for age distribution), the above results were unchanged. In 
summary, all results from the main experiment replicated in this independent cohort. 
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Figure 5.9. The results from the main study in Chapter 5 replicated in an independent 
cohort (N=303). 
A: ISC decreased with age in the replication cohort. ISC was computed for each individual by 
correlating responses from individual subjects to those from all other subjects (regardless of age 
and sex) for that stimulus. Correlation values ranged from r=-0.37 to r=-0.44. Note that for every 
stimulus a different number of subjects was available. B: Across all stimuli, ISC was higher for 
younger subjects (6-14 years, light green) than it was for older subjects (15-44 years, dark green) 
in the replication cohort. For consistency, the split between the ages was consistent between this 
study and the main study C: Across all stimuli, ISC was higher for males (blue) than females 
(red) in the replication cohort. For both B and C, ISC was computed separately within each age 
and sex group. Black lines indicate the median. D: Sex differences in the young disappeared with 
age in the replication cohort. Young males were more neurally similar to each other than young 
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females, and this sex difference was absent in the older group. Here, ISC was computed within 
each sex and age group separately and averaged across all stimuli used in the replication cohort. 
Black lines indicate the median. 
Discussion 
The present work demonstrated age- and sex- related variability among individuals with 
respect to their neural responses to complex naturalistic stimuli. Specifically, ISC was 
significantly correlated with age for both naturalistic videos and artificial visual flashes. Younger 
subjects (6-14 years) exhibited less variable neural responses than older subjects (15-44 years). A 
parallel finding revealed that young males exhibited more similar responses to the stimuli than 
young females, a difference which was only present in the younger cohort. These age and sex 
effects may result from neural development, consistent with the notion that neural maturation 
occurs later in males than in females (Lenroot et al., 2007; Marsh et al., 2008; Mous et al., 2017). 
A quantitative analysis of the spatial distribution of the correlated activity revealed that the 
observed age and sex differences are largely driven by the same neural components, lending 
more weight to the idea that the observed differences in age and sex stem from a common 
developmental feature. Finally, a replication study with 303 participants yielded similar results. 
A possible confound for the present results is that the neural correlations found across 
subjects are due to correlations in overt behaviors such as eye movements. However, it is 
unlikely that eye movements follow the same developmental trajectory as neural responses 
because eye movement trajectories evoked by videos actually become more similar with age 
(Kirkorian et al., 2012). Thus, although the gaze patterns evoked by videos seem to converge 
with maturity, potentially driving similar bottom-up neural processes, neural similarity as 
measured by ISC, decreases with age. This indicates that patterns of neural activity may 
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potentially increase in their diversity with age as top-down factors relating to the interpretation of 
naturalistic stimuli develop. Even in the condition where subjects were instructed to maintain a 
fixed gaze position (Flash), ISC decreased with age. Future studies with fine-grained eye 
tracking during EEG could more definitively answer this question. 
The observed ISC magnitude changes with age and sex may also be partially dependent 
on evoked response magnitudes, which typically decrease with age. While the amplitudes of 
auditory event related potentials and their components decline with age (Goodin et al., 1978; 
Tomé et al., 2015), other components increase with age (Dinteren, Arns, Jongsma, & Kessels, 
2014), or remain stable across development (Kujawa, Klein, & Proudfit, 2013). Although 
correlation, as measured by ISC, is in principle insensitive to magnitude, it is possible that 
weaker stimulus evoked responses in adults may be overpowered by non-stimulus related neural 
activity (i.e., “noise”) (Hammerer, Li, Volkle, Muller, & Lindenberger, 2013). In this case, a 
smaller fraction of the signal would correlate across adults in comparison to children. To control 
for the effect of age, the magnitude of steady state visual evoked potentials (SSVEPs) was 
regressed from the ISC. The result indicates that SSVEP amplitude cannot explain the age effect, 
but it may explain the sex effect, indicating that males have stronger evoked responses than 
females (Figure 5.3B and Figure 5.6B). However, it is worth noting that ISC and SSVEPs 
measure very different facets of neural activity. SSVEPs, extracted from early visual processing 
areas in V1, likely represent low-level visual processes. ISC, on the other hand, may be driven by 
higher-level cortical areas since the spatial distributions of the two dominant components (Figure 
5.7) do not resemble low-level sensory evoked responses. Parallel work indicates that the first 
component (C1), which captures the majority of the correlated activity, is a supramodal 
component that is driven by both auditory and visual stimuli (S. Cohen & Parra, 2016). 
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It is also possible that ISC decreases with age because adults process the world with more 
diverse brain activity. In this view, adults have more highly variable stimulus-evoked responses 
and their neural activity is therefore less similar across subjects. In this case, it would be likely 
that the dimensionality of neural responses, a measure of their complexity, increases with age 
(Anokhin et al., 2000; Mcintosh et al., 2008; Vakorin et al., 2013). There was no clear trend, 
indicative of a difference in the dimensionality between the young and old group. However, it 
does appear that females have more diverse responses than males, a result that deserves further 
exploration and could possibly underlie the reduction in ISC in this group.  
The present results appear to be consistent with Campbell et al. (2015), who using fMRI 
also found a decrease of ISC with age. However, while we study an age range dominated by 
development, and corresponding improvements in cognitive performance (between 6-44 and 5-
23 years in each cohort), Campbell et al. (2015) examined a range (18-88 years) that exhibited a 
deterioration in fluid intelligence and reaction time. These measures correlated with a decrease in 
ISC. While Cantlon and Li (2013) studied a cohort that was more comparable to ours in age (4 to 
25 years), they find that ISC of fMRI was generally higher among adults (above age 18) than it 
was in children (below age 11). In total, it appears that ISC as assessed by fMRI increases with 
development and declines in older age, which potentially opposes our result with EEG. These 
differences may be due to important methodological discrepancies between these studies and 
ours. To more definitively establish the effect of age on ISC, more work should be done using 
both fMRI and EEG. 
The idea that maturity is marked by variability is not new (Campbell et al., 2015). It 
aligns with theories from neural systems modeling and human studies (Mcintosh et al., 2008; 
Vakorin et al., 2011). In these models, moderate amounts of noise or variability facilitate 
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efficient responses in complex environments. Increased variability may be the reason for reduced 
evoked response magnitudes since event related potentials are obtained by averaging across 
many events that are inherently sensitive to signal noise. It is therefore possible that the increased 
variability of evoked responses across trials with age results in reduced ERP magnitudes.  
In the age range examined, neural development is a dynamic process. At the macro level, 
longitudinal structural neuroimaging shows that cortical thinning occurs from childhood through 
early adulthood, progressing in a caudal to rostral pattern (Giedd et al., 2015; Gogtay et al., 
2004). At the micro level, synaptic pruning and myelination, particularly in the frontal lobe, are 
ongoing during this period (S. R. Cox et al., 2016; Huttenlocher & Dabholkar, 1997; Rakic, 
Bourgeois, & Goldman-Rakic, 1994). From a functional perspective, studies of functional 
connectivity and task-based fMRI suggest that functional maturation tends to follow a “diffuse to 
focal pattern” (Durston et al., 2006; Fair et al., 2009; Grill-Spector, Golarai, & Gabrieli, 2008; 
Kelly et al., 2009), and may correspond to the extraordinary advances in behavior during 
childhood (Xiao, Friederici, Margulies, & Brauer, 2016). Speculatively, the decreased ISC 
strength in older ages may reflect greater inter-individual variability that results from the 
interplay of structural and functional “streamlining” of neural architecture with distinct life 
experiences (e.g. cortical thinning, synaptic pruning and diffuse-to-focal shifts in functional 
patterns). However, one limitation of the present study is that it is cross-sectional rather than 
longitudinal, it is therefore difficult to make developmental claims based on the age-based 
differences demonstrated here (Kraemer, Yesavage, Taylor, & Kupfer, 2000). 
The age-related effect may also be echoed by the sex difference in neural variability. 
Longitudinal studies have demonstrated that females mature prior to males in a range of 
anatomical measures (Lenroot et al., 2007; Lim, Han, Uhlhaas, & Kaiser, 2015). However, 
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differences in developmental trajectories between males and females may be complicated by the 
fact that the sexes ultimately differ in their mature neuroanatomy (Marsh et al., 2008). Here, sex-
related differences in neural variability were only seen among younger subjects, suggesting that 
this is a development-related difference. Prepubescent and early teenage years are marked by sex 
differences in behavioral maturity that may not be present in later years (Mous et al., 2017). The 
difference in neural variability may also be due to pubertal stage, since it is known that females 
reach pubertal maturity 2-3 years prior to males (Sisk & Foster, 2004). However, physiological 
pubertal stage was not measured here, and it is therefore not possible to determine whether the 
sex differences were related to this factor.  
Among the different stimuli used, the clips from conventional cinema (Wimpy and 
DesMe) evoked a higher level of ISC than the educational videos (Arith, Fract, and StudT). The 
Hollywood clips were rich with scene cuts and dynamic visual cues and are therefore expected to 
elicit strong levels of ISC (Poulsen et al., 2017). However, previous research has also shown that 
engagement with narrative stimuli modulates ISC, and it is therefore likely that these Hollywood 
clips are more effective at engaging attention and thus elicit stronger ISC (S. S. Cohen et al., 
2017; Dmochowski et al., 2014; Ki et al., 2016). Although the ISC differences between age and 
sex may be due to each cohort’s average level of attention, no independent measures of 
engagement or attention were collected. It is therefore not possible to determine whether the 
present effects are driven by attention or differences in low-level stimulus features. Most of the 
videos were aimed at younger audiences (i.e., Despicable Me, Diary of a Wimpy Kid), and older 
subjects may have therefore been less interested in them. However, this was not uniformly the 
case; for instance, the video about Fractals (Fract) may have been equally interesting to both 
children and adults, while the Flash stimulus may be equally boring for all ages. Thus, these two 
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stimuli provided an important control for attentional effects on the age-related differences in ISC. 
Future work may benefit from looking at objective measures of engagement (S. S. Cohen et al., 
2017) in the different cohorts studied here. An understanding of such factors, and their impact on 
behavior, may be of relevance to models of media-based addiction (e.g., internet addiction, 
pornography addiction), as well as commercial neuroscience enterprises. Regardless, it is of note 
that the age effect seen for the naturalistic videos was echoed in the SSVEP condition. Since this 
stimulus should be equally (un)engaging for all ages, this favors an interpretation based on 
neural maturation rather than attention. 
Future work should recruit a larger sample of subjects above age 15 to determine whether 
the age-related decline in ISC observed in later teenage years continues in adulthood, or might 
even reverse in older age (Campbell et al., 2015; Grady, 2012). Future studies with clinical 
cohorts could explore the potential link between ISC and behavioral markers of neural 
development. It is possible that neural variability is not only a marker of maturity, but it is also a 
marker of neuropsychiatric disorders (Dinstein et al., 2015). The methods used here provide a 
novel way of assessing such markers under complex, naturalistic conditions.  
Overall, the current results regarding inter-subject correlation in children and adults are 
interpreted in the context of neural maturation. Although males are delayed in the development 
of the neural variability that appears to be a mark of maturity, the data presented here indicate 
that with normal development they are no different from females as adults. Thus, with maturity, 



















Neuroscience ultimately seeks to understand how the brain works in the real world. It is 
not an easy task, however, to relate neural activity to the multidimensional and complex stimuli 
inherent in everyday life. One solution is to compare neural responses across subjects, rather than 
to relate them to aspects of natural and complex stimuli (Hasson et al., 2004). When a group of 
individuals is attending to the same dynamic stimulus, a portion of the induced neural activity is 
synchronized across subjects. This shared activity may be indicative of a similar understanding 
of the external world, or of an increase in the attention directed to a stimulus rather than to an 
internal state (Ki et al., 2016; Parkinson, Kleinbaum, & Wheatley, 2018). Such consistent 
activity is often measured as the correlation of the time course of neural activity between 
different subjects (inter-subject correlation, ISC). Significant ISC has been observed with several 
brain imaging techniques including fMRI, EEG, and MEG (Dmochowski et al., 2012; Hasson et 
al., 2004; Lankinen et al., 2014). In fMRI, activity with high ISC has been found to predict 
linguistic comprehension and subsequent memory (J. Chen et al., 2017; Hasson, Furman, et al., 
2008; Stephens et al., 2010; Van Uden et al., 2018). For EEG, inter-subject correlation has been 
linked to attentional state, memory, and the level of engagement induced by a stimulus (S. Cohen 
& Parra, 2016; S. S. Cohen et al., 2017; Dmochowski et al., 2014; Ki et al., 2016). Additionally, 
EEG has been used in real-world settings, such as classrooms, where it predicts engagement and 
social affiliation (Dikker, Wan, et al., 2017; Poulsen et al., 2017). However, the neural origin of 
EEG activity that is shared among individuals is not entirely clear.  
Direct source localization of shared EEG activity is difficult because of the ill-defined 
nature of EEG inverse modeling. This is particularly true for activity that is broadly distributed 
across the brain, such as components with high ISC (see Figure 6.2A). To address this challenge, 
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components of the EEG can be localized through correlation with the fMRI BOLD signal. These 
two measurement tools have very different timescales however (EEG with high ISC is between 
1Hz and 10Hz, and BOLD signals are below 1Hz). One common approach is to correlate the 
BOLD signal with the power of oscillatory EEG, since this changes more slowly (Haufe et al., 
2018; Scheeringa et al., 2011). Like power, ISC of EEG fluctuates in time, and at the scale of 10 
seconds, it is predictive of stimulus engagement (S. S. Cohen et al., 2017). Therefore, in the 
present context, the synchrony between subjects’ EEG is directly compared to the BOLD signal. 
With this method, the first question addressed is whether the BOLD correlates of ISC of EEG 
depend on the stimulus-modality. Results are compared between auditory stimulation, visual 
stimulation and audiovisual stimulation. Although previous work suggests that portions of the 
shared EEG activity may be modality independent (S. Cohen & Parra, 2016), this is surprising 
because the EEG activity that is similar across subjects should be limited to stimulus evoked 
activity. The second question asks whether the results depend on the specific stimulus used, as 
the parameter space of naturalistic stimuli is vast. Together, the findings suggest that natural 
stimuli drive a response in the EEG that is co-modulated with BOLD activity in modality-
dependent regions and that the extent and intensity of this modulation is related to the kind of 
stimulus used.  
Methods 
Subjects and stimuli 
Stimuli were taken from S. Cohen and Parra (2016) and Dmochowski et al. (2014). The 
10 narratives from S. Cohen and Parra (2016) were either presented with both the audio and 
visual components (audiovisual: AV), as audio only stories with a fixation cross at the center of 
the screen (A Only), or silently with only the visual component (V Only). These videos are 
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available at http://www.parralab.org/isc/memory-videos.html. The EEG data for these stimuli 
were collected from 55 fluent English-speaking subjects (28 female; S. Cohen and Parra, 2016) 
who each experienced all stories in only one stimulus condition (AV: n = 21, A Only: n = 16, or 
V Only: n = 18). The fMRI data for these stimuli were collected from 13 adults (ages 18–45 
years; mean age: 30.3; 8 female) who experienced all stimulus conditions.  
The videos from Dmochowski et al. (2014) were 20 audiovisual advertisements initially 
aired during the 2012 and 2013 Super Bowls (10 from each year, Ads). The EEG data for these 
stimuli were collected from 12 subjects (6 female), and the fMRI data were recorded from 14 
subjects (ages 18-22 years; mean age: 20, 6 female; Dmochowski et al., 2014). All EEG 
procedures were approved by the Institutional Review Board of the City University of New 
York. All fMRI procedures were approved by the Chesapeake Institutional Review Board, 
Columbia, MD (S. Cohen & Parra, 2016, stimuli) and the Georgia Institute of Technology 
(Dmochowski et al., 2014, stimuli). 
EEG procedures and preprocessing 
All EEG data was recorded with a BioSemi Active Two system at a sampling frequency 
of 512 Hz. Subjects were fitted with a standard, 64-electrode cap following the international 
10/10 system. The electrooculogram (EOG) was also recorded for subsequent removal of eye-
movement artifacts.  
All EEG signal processing was performed off-line in the MATLAB software 
(MathWorks). For the data from S. Cohen and Parra (2016), the EEG and EOG data were first 
down sampled to 256 Hz and high-pass filtered (0.2 Hz cutoff). The data from Dmochowski et 
al. (2014) was high pass filtered (0.5 Hz cutoff). In both datasets, EEG channels with high 
variance were visually identified and replaced with zero-valued samples. Eye-movement artifacts 
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were removed by linearly regressing the EOG channels from the EEG channels. Outlier samples 
were identified in each channel (either because their standard deviation was larger than three 
times the channel’s mean, for data from S. Cohen and Parra, 2016, or because values exceeded 
three times the distance between the 25th and the 75th quartile of the mean-centered signal, for 
data from Dmochowski et al., 2014). Samples 40 ms before and after outliers were replaced with 
zero-valued samples. These stringent artifact rejection techniques were employed due to the 
sensitivity of the covariance matrices, used in the ISC calculations, to outliers.  
Inter-Subject Correlation (ISC) and Principle Component Analysis (PCA) calculations 
Inter-subject correlation (ISC) is calculated with Correlated Components Analysis, an 
algorithm that finds linear projections of the EEG data that are maximally correlated across 
subjects (Parra et al., 2018). Since correlated components analysis is a component extraction 
technique, and it is therefore possible to extract as many components as there are electrodes, the 
three components that captured most of the correlation across subjects were used for further 
analyses (CC1, CC2, and CC3, following previous research, S. Cohen & Parra, 2016; 
Dmochowski et al., 2012). To resolve ISC in time, the EEG data from all subjects were projected 
using these three components, and correlation between all subjects was extracted in non-
overlapping five-second windows over the course of each stimulus. This time-resolved ISC, 
calculated for each component, was used as a regressor for the fMRI data. The code to compute 
the ISC is available at http://www.parralab.org/isc/. 
Principal component analysis (PCA) was employed to extract the dimension of maximal 
variance in the data (PC1). Prior to PCA, the mean was subtracted from each channel data. 
To visualize the spatial distribution of the CCs and PC1, the “forward model” was 
computed for each component (Haufe et al., 2014; Parra et al., 2005). A forward model 
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represents the covariance between each component’s activity and the activity at each electrode 
location. To provide a meaningful scale, we deviate from the literature by normalizing this 
covariance by the signal magnitudes to indicate correlation coefficients that scale between −1 
and +1.  
fMRI procedures, experimental design, and acquisition 
The fMRI data for the AV, A Only, and V Only stimuli was recorded as a part of the 
Healthy Brain Network's Serial Scanning Initiative (O’Connor et al., 2017) at the end of sessions 
2-7 and 9-14 (12 sessions total) which occurred over a period of 1-2 months. This data was 
collected using a 1.5T Siemens Avanto equipped with a 32-channel head coil in a mobile trailer 
(Medical Coaches, Oneonta, NY).  
During each collection session (between 11-12 total), a high-resolution T1 structural scan 
multiecho MPRAGE high-resolution T1 structural scan (multiecho MPRAGE, TI=1,000 ms, flip 
angle=7°, 1 mm isotropic resolution; Wang, He, Zheng, & Lu, 2014) was acquired. Functional 
images were acquired using a multiband EPI sequence (multiband factor 3, voxel size: 2.46 × 
2.46 × 2.5mm; TR=1,450 ms; Moeller et al., 2010). 
The AV, A Only, and V Only stimuli were presented in one of four blocks. Each block 
contained either two or three stories, grouped to maintain a relatively consistent duration across 
the blocks. Each block lasted between 342-450 s, including 30-second breaks between stimuli. In 
total, there were 12 blocks: four unique combinations of two or three stories presented in three 
unique modalities (AV, A Only, and V Only). One of these 12 blocks was presented after each of 
the 12 sessions that contained other tasks and stimuli. Subjects experienced the stimuli from each 
stimulus modality (A Only, V Only, and AV) in four consecutive sessions. The order of these 
four sessions for A Only, V Only, and AV were randomized across subjects, and the block order 
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was randomized within each modality, but kept in the same random order across modalities. Of 
the 13 subjects, 10 had all 12 sessions, and 3 subjects had 11 sessions. This constituted 153 
sessions across all subjects, of which 25 were removed from further analyses because over 44 
volumes from these runs exceeded the framewise displacement threshold of 0.7 (Power, Barnes, 
Snyder, Schlaggar, & Petersen, 2012; Siegel et al., 2014). 
The fMRI data for the Ads was acquired on a Siemens Magnetom Trio 3T scanner in one 
session per subject, and no data was excluded from further analyses. Prior to seeing the stimuli, a 
high-resolution T1 structural scan (3D MPRAGE, TI=850 ms, flip angle=9°, 1 mm isotropic 
resolution) was acquired. Functional images were acquired using a whole-brain echo-planar 
imaging sequence (transverse orientation, TR=2,000 ms, TE=30 ms, flip angle=90°, field of 
view=204 mm) of 37 interleaved slices with 3 mm isotropic resolution and a 17% gap. 
fMRI data analysis 
For the AV, A Only, and V Only stimuli, since high resolution MPRAGE structural 
images were recorded during each session, Freesurfer was used to combine the 12 available 
MPRAGE images into an MRI robust average image for each individual participant [Reuter et 
al., 2012]. For both datasets, the skull was removed from the high resolution structural scans 
using FSL’s robust BET in which the skull is stripped iteratively by re-setting the center-of-
gravity used for the last iteration of BET until the center-of-gravity remains constant (Smith, 
2002).  
Further fMRI data processing was carried out using FEAT (fMRI Expert Analysis Tool) 
Version 6.00, part of FSL (FMRIB’s Software library, www.fmrib.ox.ac.uk/fsl). For the AV, A 
Only, and V Only stimuli, each subject’s functional data was registered to their structural image 
using the boundary based registration algorithm (Greve & Fischl, 2009). Functional data was 
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registered to each subject’s structural image using normal linear search with 12 degrees of 
freedom for the Ads stimuli (Jenkinson, Bannister, Brady, & Smith, 2002; Jenkinson & Smith, 
2001). For both datasets, registration of the high resolution structural to standard space (MNI 152 
2mm, Smith, 2004) was carried out using FLIRT with 12 degrees of freedom (Jenkinson et al., 
2002; Jenkinson & Smith, 2001). For both datasets, motion correction was performed with 
MCFLIRT (Jenkinson et al., 2002), non-brain removal with BET (Smith, 2002), spatial 
smoothing with a Gaussian kernel of FWHM 5mm, the entire 4D dataset was normalized by a 
single multiplicative factor, and highpass temporal filtering was used (Gaussian-weighted least-
squares straight line fitting, with sigma=50.0s). Slice-timing correction using Fourier-space time-
series phase shifting was also employed for the Ads stimuli as they were acquired without a 
multiband sequence. 
Time-series statistical analysis was carried out using FILM with local autocorrelation 
correction (Woolrich, Ripley, Brady, & Smith, 2001). The time series model included all three 
CCs, convolved with the double-gamma HRF, and their temporal derivatives, and the extended 
motion parameter basis set. Additionally, an indicator function was used to model out single 
TR’s identified to have excessive motion according to frame wise displacement (i.e. a separate 
regressor was used for each high motion TR, Power et al., 2012; Siegel et al., 2014). The 
threshold for this displacement was set to >0.7 mm for the A Only, AV, and V Only dataset, and 
to >0.9 mm for the Ads. A more stringent framewise displacement threshold was used for the A 
Only, AV, and V Only dataset because this dataset had more small movement artifacts and was 
thus noisier than the Ads dataset. 
The second level analysis, which averaged the contrast estimates either within each 
stimulus modality (A Only, V Only, and AV) within subjects, or between Super Bowl years 
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(2012 and 2013), was carried out using a fixed effects model, by forcing the random effects 
variance to zero in FLAME (FMRIB’s Local Analysis of Mixed Effects, Beckmann, Jenkinson, 
& Smith, 2003; Woolrich, 2008; Woolrich, Behrens, Beckmann, Jenkinson, & Smith, 2004). 
The group analysis, carried out using FLAME (FMRIB's Local Analysis of Mixed 
Effects) stage 1, either combined the second level analyses across subjects (for the Ads), or 
combined these analyses across subjects separately for each stimulus modality (A Only, V Only, 
and AV) (Beckmann et al., 2003; Woolrich, 2008; Woolrich et al., 2004). Z (Gaussianised T/F) 
statistic images were thresholded using clusters determined by Z>2.3 and a (corrected) cluster 
significance threshold of p=0.05 (Worsley, 2001). The location of the clusters of significant 
activation was identified using the Harvard-Oxford Cortical Structural Atlas. 
Results 
Inter-subject correlation (ISC) elicited in EEG by a common stimulus varies in time 
(Figure 6.1), and correlates with BOLD activity (Dmochowski et al., 2014). Here we establish 
how the location of this BOLD activity depends on stimulus characteristics (Figure 6.1). To 
evaluate the effect of sensory modalities, subjects were presented with 10 autobiographical 
narratives (161 ± 44 s in length). The material was presented as audio stories (speech and music, 




Figure 6.1. Inter-subject correlation (ISC) in the largest three components of ISC (CC1 - 
CC3, red) varies in time with the fMRI BOLD signal (here shown for an example 
audiovisual narrative). 
The ISC components are the largest three components from 21 subjects, resolved in non-
overlapping 5-second increments over the course of the stimulus. The BOLD signal is an 
example trace from a pre-processed voxel in one subject’s occipital cortex (z-score determined 
within the segment displayed). Still images from “Sundays at Rocco’s”, a StoryCorps animated 
short directed by the Rauch Brothers and produced by Lizzie Jacobs and Mike Rauch, 
reproduced here with permission from StoryCorps. This figure is not covered by the CC BY 
license. Credits to StoryCorps, all rights reserved, used with permission. 
To identify shared neural activity, brain signals are often projected into a common space 
with reproducible time courses across subjects, i.e. a component space with high inter-subject 
correlation (Hyperalignment, SRM, MEG-MCCA, CorrCA; Chen et al., 2015; Dmochowski et 
al., 2012; Haxby et al., 2011; Lankinen et al., 2014; Parra, Haufe, & Dmochowski, 2018). This is 
particularly beneficial for EEG because neural signals are mixed at individual electrodes from 
volume conduction. ISC is therefore measured in a subspace of the EEG that captures most of 
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the correlation across subjects, i.e. correlated components (Parra et al., 2018). The spatial 
distribution of the first correlated component (CC1) indicates a broadly distributed fronto-central 
response that is similar for auditory and visual stimuli (S. Cohen & Parra, 2016, Figure 6.2A). 
Visual stimuli with visual features (AV and V only) also seem to activate an additional bilateral 
response in lateral occipital cortex. The largely similar distribution across modalities may 
indicate that the source of this dominant inter-subject synchrony is supramodal, and is driven by 
a region that is impervious to the stimulus modality. To explore this possibility, principal 
component analysis was used to extract the maximum variance in the EEG data, regardless of 
whether it synchronized with the stimulus. Interestingly, the spatial distribution of the first 
principal component (PC1) resembles the stimulus-independent portion of CC1 (Figure 6.2B). 
This result suggests that most of the variance in the EEG synchronizes across subjects attending 
to naturalistic dynamic stimuli, regardless of whether it is auditory or visual. 
To determine the co-modulation between ISC and fMRI, EEG and fMRI were collected 
in two cohorts of subjects, presented with the same material, and ISC was resolved in 5-second 
windows (Figure 6.1). For each stimulus modality, the time-resolved ISC in each of the three 
strongest correlated components (CC1 – CC3) were used as regressors for the BOLD activity. 
The BOLD activity that correlates with ISC is largely modality-dependent (Figure 6.2C, Table 
6.1). For the A only condition, correlation with ISC is mostly seen in auditory areas, and the 
fusiform cortex, a multisensory area (see Table 6.1). For the V only condition, correlation is 
observed in visual areas, and in the occipital fusiform gyrus (see Table 6.1). For the AV 
condition, correlation with ISC is observed for the same areas as in the A only and V only 
conditions, with additional correlation in more extended multisensory and higher-level 
processing regions (see Table 6.1). To summarize, although different modalities share activation 
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in the fusiform cortex, they are otherwise largely modality-dependent. A only ISC is correlated 
with activation in primary auditory regions, V only ISC is correlated with activation in primary 
visual regions, and AV ISC is correlated with activation in a combination of the two, with 
slightly more extended activation, and unique frontal and parietal activity. 
  The results above were obtained for the EEG component with the largest ISC (CC1), 
suggesting that it dominates the common activity across subjects. Despite capturing a smaller 
portion of correlation, CC2 and CC3 are more sensitive to factors such as engagement and 
attentional state (S. S. Cohen et al., 2017; Ki et al., 2016). However, they are modulated similarly 
to CC1 (correlation between time-resolved ISC is in the range of 0.2 - 0.5, with the exception of 
A Only which correlates more weakly). It is not surprising, therefore, that the BOLD activity is 
similar across components (compare along a row in Figure 6.2C). Notable differences are seen 
for the A-only condition, where CC2 and CC3 are more extended than CC1 into both temporal, 
frontal, and cerebellar regions (not shown). For the V only condition, the active areas are more 
constrained in the higher components. For the AV condition, CC2 appears to be more similar in 
activity to the A Only condition, an observation that mirrors the similarity across these two 
conditions in their scalp topographies (Figure 6.2A, black rectangles highlight similarity across 
modalities). Likewise, AV CC3 appears to be biased towards more visual activity, a result that 
also mirrors the similar scalp activity between the AV and V only conditions for CC3 (see Table 
6.1 for detailed list of regions associated with each component).  
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Figure 6.2. Comparing ISC components (CC1 - CC3), the first principal component of 
variation (PC1), and fMRI BOLD activity. 
A: The EEG scalp topography for the first three components of ISC (CC1 - CC3) for audio (A 
only), audiovisual (AV), and visual (V only) stimuli. Similar scalp topographies across 
modalities are indicated with black rectangles. Reproduced with permission from S. Cohen and 
Parra (2016). B: The EEG scalp topography for the first principal component (PC1) for the A 
only, AV, and V only stimuli appears similar to CC1. C: BOLD activity correlated with the ISC 
of EEG for A only, AV, and V only stimuli for the three largest components of ISC (CC1 – 
CC3). The thresholded z statistics (Z>2.3, cluster size p>0.05, corrected) are displayed on 
Freesurfer’s fsaverage standard template. Note that only the left lateral views are shown. The 











Stimulus Component Regions: activations Regions: decativations 




CG, FP, PCG, Pre 




Visual: CC, ICC, pLOC, 
OFG, OP, Multisensory:  
laFP 
 CC3 Auditory: HG, MTG, PP, PT, STG, TP, 
Visual: lLOC, Multisensory: lAG, Cer, 
lIFG, POC, lSMG 
Multisensory:  
FP 
AV CC1 Auditory: HG, pMTG, PP, PT, STG, 
Visual: LG, LOC, OP, SPL Multisensory: 




 CC2 Auditory: pMTG, STG, TP Visual: LOC, 
OP, Multisensory: AG, FC, mFP, 
Pre, SPL, SMG 
Visual: CC 
 
 CC3 Auditory: PT, STG, TP, Visual: LOC, 
OP, Multisensory: lFP, lIFG 
Visual: CC, 
Multisensory: CG, FP, 
PCG, Pre 
V Only CC1 Visual: LOC, OP, Multisensory: FC Visual: CC, 
Multisensory: Pre 
 CC2 Visual: LOC, Multisensory: FC, LOC Auditory: rHG, 
Multisensory: rCOC 
 CC3 Visual: LOC, OP  
Ads CC1 – CC3 Auditory: MTG, PT, STG, Visual: LG, 




Table 6.1. List of regions with BOLD activity correlated with the components of ISC for A 
Only, AV, and V Only stimuli as well as the sum of all the ISC components for that Ads 
stimulus. 
All regions listed are bilaterally correlated with ISC, unless noted by a lowercase l (left) or r 
(right). The Harvard-Oxford Cortical Structural Atlas was used for regional identification. 
Regions are listed after their associated general function (Auditory, Visual, Multisensory), and 
then alphabetically by their first capital letter. The regional abbreviations used are as follows: 
AG = Angular Gyrus, Cer = Cerebellum, CC = Cuneal Cortex, CG = Cingulate Gyrus , COC = 
Central Opercular Cortex, FC=Fusiform Cortex, FP=Frontal Pole, HG=Heschl’s Gyrus, ICC = 
Intracalcarine Cortex, IFG = Inferior Frontal Gyrus, LG = Lingual Gyrus, LOC=Lateral 
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Occipital Cortex, MTG=Middle Temporal Gyrus, OFG = Occipital Fusiform Gyrus, OP = 
Occipital Pole, PCG = Paracingulate Gyrus, PG = Precentral Gyrus, POC=Parietal Opercular 
Cortex, PP=Planum Polare, PT=Planum Temporale, Pre=Precuneus, SCC = Subcallosal Cortex, 
SPL = Superior Parietal Lobule, SMG = Supramarginal Gyrus, STG= Superior Temporal Gyrus, 
and TP = Temporal Pole. The anatomical abbreviations are: l = left, r=right, m=medial, 
la=lateral, a = anterior, and p = posterior. 
To determine what portion of these result generalize to other natural stimuli, we 
reanalyzed EEG/fMRI data that was collected for live-action video (20 commercials of 69 ± 22 s 
duration, shown on television during the 2012 and 2013 Super Bowls, Dmochowski et al., 2014). 
Figure 6.3 compares the results for the narrative Animations (AV condition, Figure 6.3A) with 
the Ads (Figure 6.3B). ISC is summed across all three components since the results are similar 
across components (Figure 6.2C). The ISC correlates with several overlapping regions for both 
stimuli, while the ISC evoked by the Animations is stronger in several regions, and the Ads 
contain unique cerebellar activity (not shown). 
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Figure 6.3. BOLD activity correlated with the ISC of EEG for the AV stimuli from Figure 
6.2 (A) and the Super Bowl Ads from Dmochowski et al. (2014; B). 
The thresholded z statistics (Z>2.3, cluster size p>0.05, corrected) are displayed on 
Freesurfer’s fsaverage standard template. ISC activity was summed across the three largest 
components. C: The forward models for the three largest components of the ISC of EEG (CC1 
– CC3) for both stimuli. Color indicates the correlation between each sensor and the 
component. 
Discussion 
The ISC of EEG varies in time and this fluctuation corresponds with variations in 
attention and engagement over the course of stimuli (S. S. Cohen et al., 2017; Dmochowski et 
al., 2014; Ki et al., 2016). Several brain regions were identified that covary in their BOLD 
activity with the modulation of ISC. These regions can be interpreted as those that are regulated 
by stimulus engagement.  
While the areas of the EEG signal with high inter subject correlation appear largely 
supramodal, the corresponding BOLD fluctuations are mainly modality specific. ISC is primarily 
affected by auditory cortex for auditory stimuli, by visual cortex for visual stimuli, and by a 
combination of the two for audiovisual stimuli. Additionally, the ISC elicited by different 
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audiovisual stimuli look similar on the surface of the scalp. While the generators of this ISC 
were largely conserved across stimuli, the Animations induced stronger activations in several 
sensory regions. It is not clear whether these differences are due to different presentation formats 
(animation vs live-action), stimulus durations (3 minutes vs 60 seconds), narrative content, or 
some other property of these complex natural stimuli.  
The source of the modulation of ISC depends on stimulus modality. EEG primarily 
measures the early responses to sensory inputs that are coordinated across large groups of 
neurons. These responses are processed in sensory regions that overlap with those found here. 
These areas include the auditory cortex, located in Heschl’s gyrus, and the superior temporal 
gyrus, for auditory inputs, and the visual cortex, such as regions in occipital pole and lateral 
occipital cortex, for visual inputs. It is interesting, however, that there is no activation in primary 
visual cortex (V1) in the conditions with visual stimulation. One possible explanation is that the 
activity here is too quick in time to be reliably entrained across subjects. Another possibility is 
that although the consistent visual stimulation reliably activates ISC across subjects, this activity 
does not change in time because the visual input is constant. V1, therefore, does not drive the 
modulation of ISC, and areas with more top-down input do. Although the regions involved with 
the modulation of ISC are largely modality-dependent, the fusiform cortex was correlated with 
ISC in all stimulus modalities. As this area is thought to be involved in word recognition, the 
common activity here may be due to the text that introduced all stories, even in the auditory 
condition. The function of the fusiform cortex is not well delineated, so there are other potential 
reasons for this commonality across conditions. Given the small size and ventral location of this 
consistent activity, the fusiform activity is probably not the reason for the similarity observed 
across conditions at the level of the scalp. 
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The consistent scalp topography across modalities for the first component of ISC (CC1, 
Figure 6.2A) seems to contradict the modality dependency of the associated BOLD activity. The 
common frontal activity in the scalp plots is similar to the principle component of variation in the 
EEG signal (Figure 6.2B). In other words, most of the power of the EEG activity varies along the 
same dimension as most of the correlation across subjects. This tonic activity, that is the primary 
driving force of EEG, is also entrained across subjects when they are experiencing the same 
stimulus. This activity is probably very distributed and diffuse throughout cortex, and it is 
therefore not apparent in any one location in the BOLD signal. However, the scalp topographies 
are not entirely identical. The visual-containing conditions have bilateral posterior activity that is 
not present in the auditory condition. This is likely due to LOC involvement, as indicated by the 
BOLD activity.  
The components of ISC are located in overlapping regions for each stimulus modality. 
Although each component is a unique combinations of EEG sensors, the EEG generally responds 
to sensory inputs and it therefore makes sense that sensory cortices are driving this activity. 
Furthermore, although each component is independent, the modulation in time of these 
components is somewhat correlated. Since the regressors are similar, they are not measuring 
entirely distinct activity.  
The source of ISC modulation varies across stimuli. ISC is known to be a measure of 
engagement, so these differences are likely due to a discrepancy in stimulus engagement (S. S. 
Cohen et al., 2017). Further, ISC elicited by fMRI is likely regulated by stimulus engagement 
(Hasson, Landesman, et al., 2008). It follows that the Animations, which correspond to more 
extended and intense BOLD activity, are potentially more engaging.  
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The fMRI results differ between the current analysis of the Ads and previous research 
with the same stimulus (Dmochowski et al., 2014). While both studies found ISC-related BOLD 
responses in the superior temporal gyrus and anterior cingulate, the current work found 
additional activation in the occipital cortex and lacked previously found BOLD activity in the 
parietal cortex, precuneus, and the inferior frontal gyrus. This divergence may be due to 
differences in the ISC regressors used. In the previous analysis, one average ISC value was used 
for each advertisement. The BOLD activity was therefore related to the overall difference in ISC 
between each clip. In the present analysis, ISC was resolved in 5-second windows over the 
course of each video. This analysis is therefore making a statement about areas involved in the 
modulation of ISC over time. This does not mean that the areas previously implicated are not 
involved in the modulation of ISC. In fact, these regions were implicated in BOLD activity 
related to ISC induced by the AV Animations. 
Overall, the synchrony of EEG, as assessed by ISC, was compared to the BOLD signal. 
As the ISC was measured as a quantity that changes in time, the BOLD signal is only 
representative of what is driving the modulation of ISC. The BOLD signal is not assessing the 
true generator of ISC. In order to find this source, a different experiment would have to be 
designed where a signal driving ISC was contrasted with resting state activity, which is expected 
to be devoid of ISC (Petroni et al., 2018). With that caveat in mind, the origin of the modulation 
of ISC seems to be largely sensory. This is unlike the ISC found in the fMRI signal which 
extends further into association cortices and regions responsible for higher-level processing such 
as comprehension, understanding, and memory (Hasson, Chen, & Honey, 2015). fMRI-ISC also 
engages several supramodal regions that are similar across stimulus modalities (Regev, Honey, 
Simony, & Hasson, 2013). The findings presented in the present work are more in accordance 
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with similar work using fMRI to localize the synchrony in MEG (Lankinen et al., 2014). This 
study, which evoked ISC with a visual stimulus and looked at correlation in various oscillatory 
bands, rather than in the broadband signal, also found that mostly visual sensory regions were 
involved in the ISC of MEG. MEG and EEG measure similar activity, and it is therefore 
reasonable that the regions that covary with their ISC look similarly. 
The ISC of EEG is an important signal as it is indicative of fundamental behaviors 
including attention, memory, and engagement (S. Cohen & Parra, 2016; S. S. Cohen et al., 2017; 
Ki et al., 2016). It is interesting that a signal that has such wide reaching behavioral implications 
is largely modulated by sensory regions. This means that even sensory regions are important for 
the downstream processing of information. Their modulation is likely due to slow top down 
regulation that does not covary with the ISC of EEG. This changes the tonic excitability of these 
regions in response to sensory stimulation and has bearing on such complex behaviors as 













Chapter 7 : General Discussion 
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This thesis explored the behavioral and neural correlates of the inter-subject correlation 
(ISC) of EEG in response to naturalistic stimuli. EEG was recorded while subjects experienced 
videos or audio stories. The similarity of their neural responses was assessed as the ISC of the 
activity in their EEG. Although some research had been done on the ISC of EEG prior to the 
work presented in this thesis (Dmochowski et al., 2014, 2012; Ki et al., 2016), the results in this 
thesis furthered our understanding of the significance and neural mechanism of these shared 
responses.  
When ISC is high, it theoretically seems to indicate that a group of subjects is perceiving 
the world in the same way (Hasson, Landesman, et al., 2008). ISC is modulated by attention (Ki 
et al., 2016), but does this attention translate into a heightened drive to receive stimulus content? 
Chapter 2 addressed this question by examining the correspondence between behavioral 
engagement and ISC, a posited measure of neural engagement. When subjects have high ISC, 
they are allocating their limited neural resources to processing stimulus content rather than other 
thoughts or ideas. This biased use of neural resources directly translates into an increase in the 
time spent with a stimulus. Time is a limited resource. However, when subjects have high ISC, 
they are also impelled to receive stimulus content at the expense of engaging in other activities. 
Higher ISC also corresponds to a shared perception of time’s passage across subjects. 
This unique finding indicates that when subjects are more engaged with the stimulus, their 
perception of time is more strongly driven by stimulus content, rather than an internal clock. This 
finding contradicts the popular belief that time flies during fun and engaging experiences 
(Csikszentmihalyi, 1992). In fact, time does not speed up during moments of high ISC. Rather, it 
is more consistent across viewers. 
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Another potential measure of engagement is how memorable an experience is. Chapter 3 
tested whether subjects whose neural activity correlated more strongly with others would also 
have stronger memories of their experiences. ISC was acquired from subjects who heard 
biographical narratives in one of three conditions. The subjects either simply listened to the 
stories (A Only), heard the stories with accompanying visual animations (AV), or heard the 
stories while the animations were scrambled in time so that the visual content did not correspond 
with the story (AVsc). Overall, memory performance was much stronger in the cohorts that saw 
visual content, whether or not it matched the narrative. This was surprising, because previous 
research indicated that memory performance is disturbed by visual stimuli that do not agree with 
the story (Cowan, 1999; Matusz et al., 2015; Mayer et al., 2001). In Chapter 3, however, the 
AVsc condition also enhanced memory above A Only. The animations, regardless of whether 
they were synchronized with the audio, evidently resulted in a more engaged audience who 
remembered the content better. This might not always be the case, however. For instance, if the 
visual stimulus was a highly engaging sequence from an action film, it might distract from the 
information conveyed in the auditory stream. This stimulus might result in high ISC, but low 
memory performance. On the other hand, if the stimuli were not dynamic animations, and were 
still pictures instead, this might result in a less engaged audience. In this case, both ISC and 
memory performance would be reduced. Future studies should test the limits of how much 
correspondence is required for a visual enhancement of auditory memory. Additionally, although 
Chapter 3 revealed a relationship between ISC and memory for items revealed auditorily, future 
research should examine whether ISC corresponds to memory for visual items. 
Chapter 3 also revealed that subjects with more similar neural activity to others had better 
memory for the content of the narratives three weeks after hearing them. This result is similar to 
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previous findings in fMRI, which found that certain brain regions have higher ISC when subjects 
can correctly recall stimulus events, than when they cannot (Hasson, Furman, et al., 2008). In the 
present case, however, the whole brain was used for the analysis, since the components of ISC 
use all of the EEG electrodes. This non-specific neural activity over the entire cortex is therefore 
predictive of memory, perhaps because it is a signal of global attention or arousal (Hasson et al., 
2004). 
Chapter 4 extended the findings from Chapter 3 by addressing whether ISC could be used 
to assess stimulus engagement and subsequent memory in the context of videos meant for online 
learning. As EEG is a highly transportable tool, it has the potential to be deployed in real world 
environments, such as the classroom or online learning environment (Dikker, Wan, et al., 2017; 
Poulsen et al., 2017). Chapter 4 revealed that the test performance of individual subjects could be 
predicted by ISC in an online learning scenario. Furthermore, ISC was strongly modulated by 
attentional state, in a manner similar to previous findings with videos from conventional cinema 
(Ki et al., 2016). The strong difference between the attentive and distracted state may be 
indicative of the high entertainment value of the educational videos. Although the entertaining 
videos were able to grab the students’ attention, thus evoking high levels of ISC and memory, 
only memory for factual information was tested. Students were not asked to apply their 
knowledge outside of the specific topics covered in the videos. Future studies should assess 
whether ISC could also be used to assess a stimulus’s ability to impart knowledge that can be 
extended and applied.  
Chapter 5 addressed whether and how ISC differs with age and gender. Previous research 
indicated that neural variability paradoxically increases as behavioral variability decreases 
(Dinstein et al., 2015; Grady, 2012). This may be due to differences in life experiences that yield 
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different patterns of neural responses across adults. In agreement with this idea, ISC was found 
to decrease with increasing age. This may be due to a higher level of neural variability in adults. 
It is possible that adults genuinely engage with the world in a manner that is different from 
children, either because it is more individualistic, or because they are simply less engaged with 
the world around them. It was also found that males exhibit higher ISC than females. This result 
is driven by young males, who correlate more strongly with one another than young females. 
This difference may also be the result of neural development as anatomical work has shown that 
males reach neural maturity later than females do (Lenroot et al., 2007; Marsh et al., 2008; Mous 
et al., 2017). 
ISC not only changes with development, it also varies based on the sensory modality in 
which the stimulus is presented. In addition to exploring how ISC relates to memory, Chapter 3 
also addressed the question of whether ISC differs across stimulus modalities. In addition to the 
A Only, and AV stimulus presentations, the animations were also presented silently (V Only) 
and ISC was assessed separately within each group. The magnitude of ISC was larger for V Only 
stimuli than for A Only stimuli, and it was the highest when both modalities were combined. The 
larger magnitude of ISC elicited by visual relative to auditory stimuli may be due to the relative 
dominance of visual processing in cortex. More compelling than the magnitude differences is the 
consistency in the scalp topographies for the first component of ISC across solely auditory and 
solely visual stimuli. This consistency in the distribution of electrodes contributing to the 
correlated activity may be due to a supramodal generator of ISC that is impervious to stimulus 
modality. Alternatively, the scalp distributions could be generated by independent dipoles that 
happen to look similar on the surface of the scalp. Chapter 6 addresses these conflicting options.  
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The first component of ISC not only looks similar across stimulus modalities, it also 
appears similar for different audiovisual narratives (e.g. S. Cohen & Parra, 2016; Dmochowski et 
al., 2014, 2012). Despite this similar distribution, the magnitude of ISC also varies across 
stimuli. Dmochowski and colleagues (2012) found this when comparing films by different 
filmmakers, and Chapters 4 and 5 echoed this result in the discrepancies in ISC across different 
educational and entertaining videos. Future studies should address whether the discrepancy in 
ISC across stimuli is meaningful. As Poulsen and colleagues (2016) seem to indicate, the 
variability in ISC may be driven by low-level stimulus factors such as changes in luminance. Is it 
true that these simple changes in brightness drive such higher-level processes as engagement and 
memory? This is likely not to be the case. Both quick scene cuts, as seen in the movie trailer 
used in Chapter 4, and suspenseful narratives, such as those produced by Hitchcock, drive high 
ISC. Future research should address the causes of the deviations in ISC magnitude across stimuli, 
and how both low-level features, such as changes in contrast and volume, and high-level features 
such as suspense and engagement, support these differences. 
 To address the curious consistency in the distribution of the first component of ISC 
across both different narratives and stimulus modalities, Chapter 6 localized the modulation of 
ISC with the fMRI BOLD response. ISC, resolved in time for the largest three components, was 
used as a regressor for BOLD activity. The BOLD responses that corresponded most strongly 
with the time resolved ISC were found in regions sensitive to sensory modality. This result 
indicates that the source of the fluctuation in ISC over time is not supramodal. However, Chapter 
6 also revealed that the first component of ISC looks very similar to the first component 
extracted by principal component analysis (PCA) from the EEG in each modality. This result 
means that although the fluctuation in ISC is modality-specific, ISC may represent an 
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entrainment of the most powerful dimension of EEG, a tonic signal that may in fact be 
supramodal. The fMRI did not measure this response, per se, because the variable regressed with 
the BOLD signal was not ISC compared with the lack of ISC, but rather the fluctuation in ISC. 
Additionally, this tonic signal may be more difficult to extract, either due to its global nature or 
because it is a fast signal (< 1 second) that fMRI cannot capture. 
Chapter 6 also found that the extent of the activation correlated with ISC modulation 
depends on the content of the stimulus. ISC for the AV stories from Chapters 2 and 3 were 
compared with the Super Bowl Ads from Dmochowski and colleagues (Dmochowski et al., 
2014). Although the scalp-level activity looked very similar for these distinct stimuli, the regions 
involved were much more extended for the AV narratives than they were for the Ads. 
Speculatively, this could be due to differences in engagement between the stimuli. Regardless, it 
is interesting that the ISC, a signal that is indicative of behaviors ranging from engagement to 
memory, is modulated by sensory regions. This finding implicates the activation in these regions 
in such higher-level processes as engagement. 
Although this dissertation furthered the understanding of the meaning of shared responses 
across subjects, more work can still be done to understand the meaning and implications of ISC. 
Chapter 5 addressed how ISC differs across demographic groups, but it is likely that ISC differs 
in other interesting ways across groups with different beliefs, backgrounds, or clinical prognoses. 
For instance, ISC could be contrasted across people with different political affiliations. A 
prediction would be that people who affiliate more strongly with candidates of a particular 
political organization would also elicit higher ISC in response to speeches by candidates from 
that party. People with conflicting beliefs would only elicit high ISC when issues that they agree 
with are presented. The level of ISC might be modulated by the strength of their beliefs.  
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If ISC is truly a marker of engagement, it could be used to design more engaging stimuli 
that could theoretically alter even strongly held beliefs. In the context of neuromarketing, for 
instance, companies could design stimuli that maximize ISC among either a homogeneous or a 
diverse group of subjects. By finding the stimulus that maximizes ISC, they would be creating a 
stimulus that engages their viewers more strongly and is theoretically more persuasive. 
To test if there is a link between ISC and persuasion, the biases of subjects could be measured 
before and after a stimulus that is meant to alter their beliefs. One way to measure biases would 
be to have subjects take the implicit association test (Greenwald, McGhee, & Schwartz, 1998; 
Greenwald, Nosek, & Banaji, 2003). This is a test that assesses the strength of a subject’s 
association between a demographic concept (such as black people or women) and evaluations or 
stereotypes about that group. The hypothesis is that subjects with higher ISC during a stimulus 
meant to alter their biases would also have a greater change in their score on the implicit 
association test.  
Despite ISCs utility as a potential mechanism for social change, the precise stimulus 
features that drive ISC are unknown. Recently, a new technique was developed that rather than 
measuring the correlation between subjects responding to the same stimulus, measures the 
correlation between each subject and features of the stimulus (Dmochowski, Ki, DeGuzman, 
Sajda, & Parra, 2017). When stimulus response correlation (SRC) measures the fluctuation in the 
correspondence between EEG and low-level auditory and visual stimulus features, it tracks ISC 
(Dmochowski et al., 2017). Although this indicates that ISC also depends on features such as 
optic flow and sound amplitude, there are many more features of the stimulus that are likely to 
drive ISC. With enough data, it would be interesting to see how ISC corresponds with the range 
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of multisensory features present in videos, from low level visual and auditory cues, to higher 
level semantic features (Huth, De Heer, Griffiths, Theunissen, & Gallant, 2016). 
In addition to examining how EEG activity directly correlates with features of the 
stimulus, SRC has another advantage over ISC in that it can measure individual idiosyncrasies in 
response profiles. Chapter 2 demonstrated that ISC could be used to assess engagement. 
However, Chapter 2 measures engagement as a property of the stimulus. Stimuli that are more 
engaging retain both the limited temporal and neural resources of an audience. Alternative, 
engagement can be seen as a property of an individual. It is theoretically possible that two people 
are strongly engaged by a stimulus, but their neural activity is not well correlated because one 
person is focusing on the auditory component of the stimulus, while the other is focusing on its 
visual features. A technique such as SRC could be used to tease apart these different engagement 
profiles in a way that ISC cannot. Future work should evaluate whether or not SRC could 
provide a measure of idiosyncratic engagement profiles. 
Individuals not only interact with stimuli in idiosyncratic ways, but they also interact with 
a world that is not necessarily reproducible across subjects. Although the stimuli used in the 
preceding chapters approximated real life scenarios in that each moment dynamically depends on 
what came before it, the stimuli were not fully naturalistic. In the real world, people can interact 
with their environment (Dikker, Wan, et al., 2017; Dmochowski et al., 2017). Some recent work 
has examined how ISC is modulated by the relationships between non-interacting dyads (Dikker, 
Michalareas, et al., 2017). However, it would be interesting to see how more complex 
interactions, such as naturalistic conversations, influence ISC. 
ISC could also be further applied to the clinical domain. One inspiration for the work 
presented in Chapter 5 was to assess if ISC is predictive of ADHD or autism diagnosis. ISC is 
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known to be a sensitive measure of attentional state (S. S. Cohen et al., 2018; Ki et al., 2016), 
and it is therefore possible that it could be used to parse typically developing children from those 
with different attentional profiles. There has been a recent movement to understand disordered 
symptoms along a continuum, rather than as binary diagnoses (Cuthbert & Insel, 2013). The 
main goal of the National Institute of Mental Health’s Research Domain Criteria (RDoC) 
initiative is to determine this full range of variation, from normal to abnormal (Cuthbert & Insel, 
2013). Since the extent to which each subject correlates with a reference group is a continuous 
measure, ISC could be used as a way to better understand this continuous variation.  
The stimuli used in Chapter 5 were designed to probe for the attention-related difficulties 
associated with ADHD and to probe for social anxiety, potentially associated with autism 
spectrum disorders (Langer et al., 2017). However, ISC was not able to discriminate between 
subjects with different behavioral or attentional disorders. It is possible that the stimuli chosen 
were not effective at differentiating subgroups. It is also possible that ISC is not the right 
measure for this task. Either way, further research should explore ISC’s potential benefit as a 
measure of clinical relevance (e.g. Iotzov et al., 2017). 
Methodologically, future work should explore the spectral properties of ISC. In the work 
presented here, the EEG used to calculate ISC was always high pass filtered above 
approximately 0.5 Hz. Although responses below 0.5 Hz are not generally studied in EEG, there 
is a growing movement to examine these infraslow response as markers of cognition (Monto, 
Palva, Voipio, & Palva, 2008). Unpublished work indicates that although responses slower than 
0.5 Hz have higher ISC, they do not map onto behaviors such as memory (S. S. Cohen, 2017). It 
is possible that these infraslow responses are indicative of other activities. In this vein, although 
Chapter 3 explored whether the power in different oscillatory bands in any one electrode 
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correlated with memory, it did not apply the ISC technique to find a component space where 
people are maximally correlated in a particular band. It could be that these bands, that have broad 
ranging significance in single subject experiments, are also meaningful when correlated across 
subjects.  
In conclusion, there is a lot more research that can be done with these shared responses. 
They clearly govern the way in which we interface with our environments, but is this true even 
for the real world in which we dynamically interact? By examining ISC, this thesis analyzes the 
ways in which we view the world in the same way. This reliable activity is predictive of 
memory, engagement, and the perception of time, and it changes throughout the lifespan. Its 
modulation in sensory regions implies that the responses in these areas are more similar when we 
are most engaged. It is difficult to determine which specific stimulus features ISC is responding 
to, but the way in which people correlate is itself a feature extractor. It tells us something about 
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