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Introduzione
Negli ultimi anni lo sviluppo tecnologico delle macchine uniprocessore
ha raggiunto un punto di stallo. In questo periodo di fermo tecnologico,
dove aumentare ulteriormente la frequenza di clock risulta difficile, e
la ricerca sul potenziamento dei processori pipeline non da piu` risultati
soddisfacenti rispetto ai costi coinvolti, le maggiori case costruttrici di
processori - AMD, IBM, Intel, Sun - stanno rivolgendo la loro attenzione
su un altro modello di calcolo, quello delle macchine multiprocessore, che
hanno ormai raggiunto il mercato consumer, sia nei personal computer
che nelle macchine da gioco.
Le CPU multicore incapsulano in un unico chip piu` processori, con-
nessi fra loro da una rete di interconnessione. Data la sempre crescente
domanda di potenza di calcolo, si prevede, in un futuro prossimo, un
aumento del numero dei core, che con buone probabilita` seguira` un an-
damento simile a quello dettato dalla legge di Moore per la frequenza
delle macchine uniprocessor. I processori multicore vengono tuttora pro-
grammati come macchine sequenziali, sfruttando solamente parte delle
potenzialita` offerte lanciando piu` thread indipendenti sui vari core. Que-
sto approccio puo` risultare soddisfacente quando il numero di core e`
limitato - le macchine multicore tuttora in commercio hanno un numero
di core che varia dai due alla decina. Essendo questo numero destinato ad
aumentare, e` necessario studiare delle tecniche standard per lavorare con
un numero di processori ben superiore alla decina. La programmazione
parallela e` tuttavia ancora giovane, e, a differenza della programmazione
sequenziale, non esistono strumenti standard che permettano uno svi-
luppo semplice e indipendente dalla macchina sottostante di applicazioni
parallele a livello industriale. Gli strumenti di sviluppo messi a disposi-
zione dalle case costruttrici operano spesso a un livello troppo dipendente
dalla macchina, non astraendo abbastanza dall’architettura sottostante,
oppure, pur operando ad alto livello, non permettono di esplicitarne il
parallelismo.
La soluzione proposta prende spunto dal linguaggio concorrente di
xi
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sistema presentato in [10], che a sua volta riprende il modello CSP, pre-
sentato in [1], discostandosi tuttavia da questo in quanto si e` scelto di
sviluppare una libreria di comunicazione per il linguaggio C++ anziche`
un linguaggio a se stante. Questo approccio presenta alcuni svantaggi ri-
spetto ad un approccio di tipo compilatore, in quanto parte dei controlli
che potrebbero essere svolti staticamente “a tempo di compilazione” da
un compilatore devono essere svolti a tempo di esecuzione in una libreria.
Tuttavia questi calcoli non influiscono sulla performance delle comuni-
cazioni, in quanto sono svolti nella fase di inizializzazione del supporto.
L’approccio di tipo libreria di comunicazione da` comunque dei vantaggi
non di poco conto, rendendo semplice l’utilizzo di strumenti gia` esisten-
ti per la programmazione sequenziale, quali compilatori e debugger, e
l’utilizzo di librerie esterne per il linguaggio ospite.
La libreria MammuT e` una libreria di classi per il linguaggio C++,
che offre diverse implementazioni dei canali di comunicazione, cui cor-
rispondono diverse implementazioni delle primitive di comunicazione, e
un’implementazione del comando alternativo, utilizzabile con guardie in
ingresso e in uscita. Lo scopo del lavoro svolto e` offrire una imple-
mentazione performante delle primitive di comunicazione, mantenendo
comunque un’interfaccia indipendente dall’architettura sottostante.
La libreria e` stata sviluppata per il processore Cell sviluppato da Sony,
Toshiba e IBM. Il processore Cell e` una macchina NUMA contenente
al suo interno nove core, funzionanti ad una frequenza di 3.2 GHz, di
cui uno e` un processore pipeline tradizionale, conforme all’architettura
PowerPC. I restanti otto sono core piu` semplici, privi di cache, dotati
di un set di istruzioni vettoriali, simile a quello del coprocessore VMX,
spesso affiancato ai processori PowerPC, e di una memoria locale di 256
KB. I core sono fra loro interconnessi mediante una rete composta da
quattro anelli, capace di una banda complessiva di 204.8 GB/s, e di una
banda di 25.6 GB/s per un trasferimento punto a punto fra due memorie
locali. Nelle versioni tuttora in commercio, il processore e` affiancato da
una memoria Rambus XDR, capace di una banda di 25.6 GB/s. Per una
descrizione piu` dettagliata dell’architettura si rimanda al capitolo 1. In
particolare, sviluppo e sperimentazione sono stati svolti sulla Playstation
3 commercializzata da Sony.
In una tipica applicazione per il processore Cell, un processo in ese-
cuzione sul core PowerPC, cui ci riferiremo di seguito con PPE, lancia i
processi sugli altri core, che forniscono la maggioranza della potenza di
calcolo. I principali compiti del PPE sono l’esecuzione dei processi del
sistema operativo e lo svolgimento di altre operazioni di controllo. Nel
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contesto della libreria MammuT, il processo in esecuzione sul PPE co-
struisce il grafo dell’applicazione concorrente, alloca e inizializza le strut-
ture dati del supporto, lancia i processi sugli SPE e attende il termine
degli stessi. Sono stati comunque implementati dei canali che permetto-
no la comunicazione con il processo launcher e una implementazione del
comando alternativo per il PPE, in quanto potrebbero tornare utili in
varie situazioni.
Nel capitolo 2 e` descritta una versione leggermente modificata del lin-
guaggio concorrente presentato in [10]. Questa e` proposta come un utile
strumento per strutturare le applicazioni concorrenti, in quanto fornisce
diverse astrazioni non implementate direttamente nella libreria, quali ad
esempio vettori di processi e vettori di canali. Nel capitolo 3 e` proposta
una metodologia che consente di trasformare manualmente il codice LC
in codice C++ con chiamate alla libreria di comunicazione, emulando le
astrazioni non fornite direttamente dalla libreria.
Non tutte le implementazioni dei canali di comunicazione sono risul-
tate soddisfacenti. Tuttavia, una particolare implementazione e` risultata
molto performante. I test effettuati, descritti nel capitolo 5, hanno mo-
strato che utilizzando questa implementazione dei canali di comunica-
zione e` possibile raggiungere prestazioni elevate, con una banda di picco
rilevata di 25 GB/s per trasferimenti punto a punto fra memorie locali,
molto prossima al limite teorico di 25.6 GB/s. Inoltre, il tempo di comu-
nicazione non sovrapponibile al calcolo per questa particolare implemen-
tazione e` di soli 262 cicli di clock, facilmente ammortizzabili per grane
del calcolo non troppo grosse. Il modello dei costi delle comunicazioni e`
presentato nella sezione 5.1.
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Capitolo 1
Il processore Cell
Il Cell e` un processore multicore, ossia un multiprocessore i cui processori
sono implementati sullo stesso chip, realizzato in collaborazione da IBM,
Sony e Toshiba (STI). L’architettura base permette varie configurazioni.
In questa sezione descriveremo inizialmente l’implementazione del pro-
cessore Cell attualmente commercializzata, utilizzata nella Playstation 3
di Sony e nei server basati su Cell di IBM attualmente in vendita. La
Figura 1.1: Schema dell’architettura del processore Cell
figura 1.1 schematizza l’architettura dell’implementazione corrente. Il
sistema e` composto da:
• 1 PowerPC Processor Element (PPE), operante alla frequenza di
3.2 GHz
• 8 Synergistic Processor Elements (SPE), operanti alla frequenza di
3.2 GHz
• un’interfaccia di memoria esterna (MIC)
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• 2 interfacce di input/output (I/O 0 e I/O 1)
• una rete di interconnessione (EIB) che connette PPE, SPEs, me-
moria e interfacce di input/output (attraverso l’unita` BEI), la cui
frequenza di funzionamento e` pari alla meta` della frequenza di
funzionamento dei processori (1.6 GHz)
Il PPE (PowerPC Processor Element) contiene un core tradizionale, il
PPU, facente parte della famiglia di processori PowerPC, e con questa
compatibile. Il PPE, rispetto ad altre implementazioni dell’architettura
Power, puo` essere visto come una versione semplificata rispetto alle im-
plementazioni tradizionali. Questa scelta e` stata fatta per ridurre i costi
e ridurre lo spazio occupato dal core PPE a favore dei core SPE.
I core contenuti negli SPE, cui IBM si riferisce con l’acronimo SXU
(Synergistic eXecution Unit), sono processori piu` semplici del PPE, in
quanto non offrono servizi come chaching, memoria virtuale e supporto
alla multiprogrammazione. Sono caratterizzati da un set di istruzioni
vettoriali. L’interfaccia di memoria collega le unita` di calcolo e le unita`
di input/output a una memoria Rambus XDR, che fornisce un’ampiezza
di banda di picco di 25.6 Gbyte/s. Le interfaccie di I/O permettono di
collegare unita` di I/O alla CPU. Inoltre, una delle 2 interfacce fornite puo`
essere utilizzata per collegare fra loro due Cell, i cui nodi comunicheranno
secondo lo stesso protocollo utilizzato per la comunicazione dei nodi di
un Cell singolo.
L’Element Interconnect Bus e` una rete di interconnessione formata da
quattro anelli unidirezionali, arbitrati da un arbitro centralizzato round
robin a due livelli. In due di questi anelli, i dati fluiscono sempre in senso
orario, e nei rimanenti due in senso antiorario. Su ogni anello possono
fluire in parallelo fino a tre pacchetti appartenenti a trasferimenti distinti.
La rete e` quindi in grado di servire, al massimo, dodici trasferimenti
contemporaneamente.
Si noti che il set di istruzioni del PPU e` diverso da quello degli SXU,
e i programmi che dovranno essere eseguiti dal PPE devono essere com-
pilati con un compilatore distinto da quello utilizzato per compilare i
programmi che dovranno essere eseguiti dagli SPE. Inoltre, date le pic-
cole dimensioni delle memorie locali, che come vedremo nella sezione 1.3
sono di 256 KB, non si e` costruito nessun supporto per la multiprogram-
mazione degli SPE, che non e` comunque offerto nemmeno dal sistema
operativo e dalle librerie fornite da IBM. L’allocazione di un processo su
un SPE deve essere effettuata da un processo in esecuzione sul PPE, cui
ci riferiremo nel seguito con ℜ, che, mediante opportuni comandi, trasfe-
rira` l’immagine eseguibile del processo da allocare nella memoria locale
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del SPE, e impostera` il valore iniziale del progam counter. La terminazio-
ne del processo ℜ provoca l’arresto dell’applicazione concorrente. Questi
dovra` quindi attendere la terminazione dei processi da lui generati, o co-
munque una segnalazione di fine computazione, prima di poter terminare,
per evitare una terminazione prematura dell’applicazione concorrente.
1.1 Caratterizzazione dell’architettura
Il Cell puo` di fatto essere visto e utilizzato come una macchina NUMA.
Una macchina NUMA e` cos`ı definita in [10]:
L’architettura multiprocessore a processori dedicati consiste essenzial-
mente di un certo numero di nodi di elaborazione completi interconnessi
tramite uno spazio di memorizzazione comune e da strutture di comuni-
cazione diretta.
Ogni SPE e` dotato di un processore ausiliario, chiamato Memory Flow
Controller (MFC), che permette a questi di accedere le memorie locali
con indirizzi logici. Le MFC contengono al loro interno una MMU, che
effettua la traduzione di indirizzi logici in indirizzi fisici. Gli SPE, attra-
verso la MFC, possono quindi accedere alle memorie locali e alla memoria
principale con indirizzi logici, ma con una limitazione: uno SPE accede
alla propria memoria locale solo con indirizzi fisici. Per far questo, il pro-
cessore invia alla propria MFC un comando rappresentabile logicamente
come
(operazione, indirizzo fisico, indirizzo logico)
dove indirizzo fisico indica una locazione della memoria locale as-
sociata al processore che invia il comando, e indirizzo logico una
locazione di un’altra memoria locale o di memoria principale. Dal punto
di vista del modello architetturale quindi, e` come se le memorie locali
fossero memorie di registri1.
Il processo ℜ puo` accedere alle memorie locali degli SPE, in quanto
queste sono mappate nel suo spazio di indirizzamento. Queste posso-
no essere inoltre accedute mediante gli stessi indirizzi logici dalle MFC
degli SPE, che condividono la tabella di rilocazione con il processo ℜ.
L’insieme delle memorie locali puo` quindi essere visto come un’area di
memoria condivisa fra le MFC dei vari SPE. Gli SPU sono quindi da con-
1Essendo dotati di una unita` contenente al suo interno una MMU, il lettore po-
trebbe chiedersi il perche` di questa limitazione. Con ottime probabilita` gli SPE non
operano sulle memorie locali con indirizzi logici in quanto nati come evoluzione di un
coprocessore matematico.
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Figura 1.2: Il Cell come architettura NUMA
siderarsi dei semplici esecutori di istruzioni, alla stregua di coprocessori
delle MFC, che costituiscono i nodi dell’architettura NUMA. Infine la
rete EIB costituisce la struttura di interconnessione necessaria per poter
ricondurre la macchina ad un’architettura NUMA, che offre il supporto
per i trasferimenti in memoria condivisa.
Secondo questa visione dell’architettura, la memoria principale puo`
essere considerata come una unita` di I/O condivisa dai vari nodi, o come
un nodo la cui unica funzione e` la gestione della memoria stessa, cui
e` possibile fare richieste di lettura/scrittura. Lo schema in figura 1.2
evidenzia le componenti della macchina NUMA.
La documentazione fornita da IBM si riferisce ai trasferimenti di me-
moria fra le memorie locali e fra le memorie locali e la memoria principale
con la terminologia tipica delle unita` di I/O. Nel seguito utilizzeremo la
terminologia di IBM, e parleremo quindi di questi trasferimenti di bloc-
chi di memoria come trasferimenti DMA. Il meccanismo utilizzato per
effettuare i trasferimenti di memoria e` infatti del tutto simile a quello
utilizzato dalle unita` di I/O: un SPU invia alla propria MFC il comando
DMA da eseguire, ad esempio una put, che sara` memorizzato in una coda
di comandi sulla MFC. Questa provvedera`, in modo asincrono, alla sua
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esecuzione. Lo SPU dovra` poi, se necessario, accertarsi del termine del
trasferimento mediante l’esecuzione di opportune istruzioni. Di seguito
saranno descritti piu` in particolare i vari componenti dell’architettura,
con particolare riguardo per la rete di interconnessione.
1.2 PowerPC Processor Element
Il PPE comprende al suo interno un core RISC PowerPC a 64 bit, dota-
to di coprocessore VMX per il calcolo vettoriale, conforme allo standard
PowerPC Architecture, version 2.02. Il PPE e` responsabile del control-
lo di un sistema basato su Cell, e svolge la maggioranza o la totalita`
delle operazioni del sistema operativo. Il PPE e` composto da due parti
fondamentali:
• PowerPC Processor Unit (PPU)
• PowerPC Processor Storage Subsystem (PPSS)
Il PPU e` un core PowerPC tradizionale, semplificato rispetto ai core
PowerPC utilizzati in altre macchine. E` dotato di due cache di primo
livello, una per i dati e l’altra per le istruzioni, di 32 KB. E` dual threaded
e superscalare, in grado di eseguire due thread indipendenti in parallelo
e due istruzioni indipendenti in parallelo. Il modello di esecuzione e` in
order. E` stata fatta questa scelta per semplificare la logica di controllo del
PPE, risparmiando quindi spazio sul chip per dedicarlo agli altri cores. E`
capace di due modalita` di funzionamento, a 32 e a 64 bit. IBM suggerisce
l’utilizzo del core PPE per le mansioni di controllo, e degli SPE per il
calcolo e il trattamento dei dati.
Il PPSS contiene la cache di secondo livello, e gestisce le richieste
di operazioni in memoria da parte del PPU e le richieste al PPE da
parte delle unita` di I/O e dagli SPE. La cache di secondo livello, di
512 KB, e` unificata per dati e istruzioni. La dimensione di un blocco
di cache per le caches di primo e secondo livello e` di 128 byte. Son
supportati i modelli di gestione della memoria virtuale con paginazione e
segmentazione. Ulteriori dettagli sull’architettura possono essere reperiti
in [2–4].
1.3 Synergistic Processor Element
In figura 1.3 e` mostrata la struttura interna di uno SPE. Uno SPE con-
tiene al suo interno un core RISC di nuova concezione, a 128 bit, dotato
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di un set di istruzioni vettoriali molto simili a quelle del coprocessore
VMX, particolarmente adatto per il calcolo intensivo su dati vettoriali.
Ogni SPE contiene al suo interno, oltre al processore, una memoria
privata, detta Local Storage, di 256 KB, in cui dovranno essere caricati
i dati e il codice del programma eseguito dallo SPE stesso. Gli SPE
accedono la propria memoria locale mediante istruzioni di load e store,
sempre mediante indirizzi fisici.
Oltre a processore e memoria, uno SPE contiene inoltre un’unita` chia-
mata Memory Flow Controller, che permette l’interfacciamento di uno
SPE con la memoria principale, le unita` di I/O e gli altri processori,
attraverso la rete di interconnessione EIB.
L’accesso alla memoria principale avviene esclusivamente tramite tra-
sferimenti DMA, gestiti dalla MFC. Il core e` in order, dotato di due pi-
peline per l’esecuzione delle istruzioni, chiamate even pipeline e odd
pipeline. Le istruzioni sono assegnate a una delle due pipeline a seconda
del loro tipo: le istruzioni che effettuano calcolo in virgola fissa o mobile
sono eseguite sulla even pipeline, le restanti sulla odd pipeline. Per
una precisa corrispondenza istruzioni-pipeline utilizzata si consulti [5,
app. B-1].
Il processore puo` eseguire due istruzioni simultaneamente, una per
pipeline. Perche` questo avvenga, il compilatore deve garantire l’alter-
narsi di istruzioni da eseguire sulla odd pipeline e sulla even pipeline.
Un’eccezione a questa regola e` data dalle istruzioni di calcolo in preci-
sione doppia. Queste sono eseguite in pipeline solo parzialmente e sono
soggette a una latenza superiore rispetto alle altre istruzioni.
Inoltre, il processore non fornisce funzionalita` quali branch predic-
tion e memoria virtuale. E` possibile comunque suggerire i salti tramite
un istruzione di branch hinting. Se questa istruzione viene eseguita con
un anticipo sufficiente e` possibile annullare l’impatto del salto. Come
e` possibile capire dalle caratteristiche del processore, l’intento del pro-
duttore e` di spostare la complessita` dal processore al compilatore fin
quanto possibile, cercando di mantenere comunque un certo grado di
programmabilita`.
1.3.1 L’unita` MFC
L’unita` MFC gestisce i trasferimenti di memoria fra la memoria locale
dello SPE cui appartiene e le altre memorie del sistema, nonche` le comu-
nicazioni interprocessor, di cui si parlera` in seguito. Come gia` anticipato,
la MFC esegue comandi inviati dal processore, che possono essere rap-
presentati logicamente da una tupla
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Figura 1.3: Struttura interna di uno SPE.
(operazione, indirizzo fisico, indirizzo logico)
dove indirizzo fisico riferisce una locazione della memoria locale, e
indirizzo logico riferisce una locazione di una delle memorie esterne.
I trasferimenti di memoria sono effettuati da un controllore DMA,
che possiede due code di comandi, una in cui sono memorizzati i co-
mandi DMA generati all’interno dello stesso SPE, cui ci riferiremo con
SPU command queue e un’altra in cui sono memorizzati i comandi in-
viati da unita` esterne, quali il PPE, gli altri SPE o una unita` di I/O,
cui ci riferiremo con proxy queue. La MFC e` in grado di gestire trasfe-
rimenti di DMA cui gli indirizzi di base delle aree di memoria sorgente
e destinazione siano allineati ai 16 byte. Le dimensioni dei blocchi di
memoria supportate per i trasferimenti DMA sono 1, 2, 4, 8 e 16 byte,
e tutti i multipli di 16 byte fino a 16 KB. Trasferimenti di dimensioni
maggiori possono essere schedulati utilizzando il meccanismo delle liste
di comandi DMA. Questi comandi possono essere inseriti solo nella SPU
command queue, e non nella proxy queue. Una lista di comandi puo`
contenere fino a 2048 comandi DMA, e consente quindi di trasferire fino
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a 32 MB di memoria. Nonostante sia sufficiente un allineamento ai 16
byte degli indirizzi delle aree di memoria sorgente e destinazione, il pro-
duttore suggerisce, per incrementare la performance del trasferimento, di
utilizzare aree di memoria con indirizzi di base allineati ai 128 byte, in
quanto questi sono gestiti piu` efficientemente dal protocollo della rete di
interconnessione.
Nella SPU command queue possono essere memorizzati fino a 16 co-
mandi di DMA, mentre nella proxy queue solamente 8. E` quindi pre-
feribile, quando possibile, schedulare i comandi internamente allo SPE,
piuttosto che utilizzare il meccanismo delle proxy queue e, in caso di
trasferimenti di dimensioni maggiori ai 16 KB, ricorrere al meccanismo
delle liste dei comandi piuttosto che a una serie di comandi semplici, in
modo tale da occupare una sola entry della coda dei comandi. L’ordine
di esecuzione dei comandi non corrisponde all’ordine di schedulazione.
I comandi sono processati dalla MFC secondo uno schema di priorita`
dettato dall’architettura.
I comandi DMA sono etichettati con una tag di 5 bit. Attraverso la
tag di DMA e` possibile effettuare vari tipi di sincronizzazione sul comple-
tamento dei comandi. Ad esempio e` possibile attendere la terminazione
di tutti i comandi etichettati con una tag data, o schedulare un comando
in fence o in barrier con gli altri comandi di DMA con la stessa tag. La
MFC garantisce che l’esecuzione di un comando cmd in fence avvenga
dopo la terminazione dei comandi aventi la stessa etichetta che siano
stati schedulati prima dello stesso. Comandi schedulati dopo possono
comunque essere eseguiti prima di cmd. Per un comando in barrier e`
garantita la sua esecuzione dopo la terminazione dei comandi schedulati
precedentemente e prima dell’esecuzione dei comandi schedulati dopo.
E` anche possibile garantire l’ordinamento dei comandi DMA utilizzando
un particolare comando barrier, che garantisce che i comandi schedula-
ti prima dello stesso siano terminati prima dell’esecuzione dei comandi
schedulati dopo. Per maggiori informazioni riguardo i comandi DMA si
veda [5, cap. 19].
1.3.2 Gestione di eventi esterni
Gli SPE possono gestire e sincronizzarsi su eventi esterni utilizzando il
meccanismo dei canali degli eventi, descritto in [5, cap. 18]. Utilizzando
questo meccanismo e` possibile ad esempio attendere l’arrivo di messaggi
su uno qualsiasi dei due canali dei segnali, o attendere la terminazione
di tutti i comandi presenti nelle code di DMA della MFC.
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1.4 Comunicazioni Interprocessor
L’architettura mette a disposizione due tipi di comunicazioni interpro-
cessor:
• le mailbox, intese prevalentemente per la comunicazione fra PPE e
SPE
• i canali dei segnali
Ogni SPE ha a disposizione una mailbox in entrata e due in uscita, su cui
inviare e ricevere messaggi di una parola di 32 bit. La coda dei messaggi
in entrata e` di 4 posizioni, mentre le code dei messaggi in uscita sono di
una posizione. Le operazioni di lettura/scrittura da parte degli SPE sono
bloccanti. Uno dei due canali in uscita, chiamato SPU write outbound
interrupt mailbox invia un’interruzione al PPE ad ogni operazione di
scrittura. Utilizzando questo canale e` possibile per il PPE effettuare una
lettura bloccante della mailbox. Utilizzando l’altro canale la lettura da
parte del PPE e` invece non bloccante.
Ad ogni SPE sono associati inoltre due canali dei segnali, su cui e`
possibile ricevere messaggi di 32 bit. I canali dei segnali sono utilizzabili
in due modalita`:
• modalita` di scrittura in OR
• modalita` di scrittura Overwrite
In modalita` OR l’invio di un messaggio su un canale dei segnali provoca
la modifica del valore contenuto nel canale. Se v era il valore contenuto, e
msg il valore del messaggio inviato, il nuovo valore contenuto nel canale
sara` v|msg, dove | e` l’operatore OR bit a bit. In modalita` overwrite il
valore del messaggio viene invece sovrascritto. Un eventuale messaggio
non letto presente nel canale puo` quindi essere perso in seguito all’invio
di un nuovo messaggio. E` possibile, attraverso la MFC, inviare messaggi
attraverso i canali dei segnali fra SPE e SPE utilizzando appositi comandi
DMA. Le segnalazioni hanno quindi anche loro un’etichetta, e possono
essere inviate in fence o in barrier alla pari degli altri comandi DMA.
Ulteriori informazioni sulle comunicazioni interprocessor sono reperibili
in [5, cap. 19].
1.5 La rete di interconnessione EIB
La rete di interconnessione EIB (Element Interconnect Bus) e` composta
da 4 anelli ampi 16 byte ciascuno, su cui transitano i messaggi da trasfe-
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rire. E` gestita secondo una modalita` connection oriented. In due degli
anelli i dati fluiscono in senso orario, mentre nei restanti due fluiscono in
senso antiorario. I messaggi sono divisi in pacchetti da 128 byte. L’al-
goritmo di routing utilizzato garantisce che un pacchetto non effettui un
numero di hop maggiore della meta` del diametro della rete, che e` pari
a 12. Ad esempio quando un pacchetto debba effettuare 4 hop in senso
orario per arrivare a destinazione, sara` sicuramente scelto uno degli anelli
su cui i dati fluiscono in senso orario e mai uno su cui i dati fluiscono in
senso antiorario. Su un anello possono transitare fino a 3 pacchetti si-
multaneamente, a condizione che i loro percorsi non siano (parzialmente)
sovrapposti. Questo permette il transito di fino a 12 messaggi in parallelo
sui 4 anelli.
La banda massima teorica complessiva della rete e` di 204.8 GB/s.
In [8] sono descritti dei test, che mostrano come sia possibile ottenere una
banda di 25.6 GB/s sui trasferimenti di memoria fra memorie locali e fra
una memoria locale e la memoria principale. In [9] sono calcolati i limiti
superiori e inferiori della latenza per l’invio di un pacchetto sulla rete.
Il limite inferiore e` di 51.1875 ns, mentre il limite superiore, calcolando
tenendo in conto i possibili ritardi dati dalla congestione della rete, e` di
587 ns. La rete EIB e` analizzata piu` dettagliatamente in [8, 9].
Capitolo 2
Linguaggio concorrente a
scambio di messaggi
Il formalismo adottato per la descrizione dei programmi paralleli e` un
linguaggio concorrente a scambio di messaggi (modello di cooperazione
ad ambiente locale), del tutto simile a quello mostrato in [10]. Di seguito
indicheremo tale linguaggio con LC.
Un programma concorrente e` una collezione di processi, che interagi-
scono comunicando attraverso canali di comunicazione unidirezionali. I
canali sono riferiti tramite i loro nomi. La conoscenza dei nomi di canale
e` comune a tutti i processi della collezione.
La parte sequenziale del linguaggio e` quella di un normale linguag-
gio imperativo. Questo aspetto del linguaggio non sara` descritto appro-
fonditamente, in quanto poco interessante per la trattazione. Si usera`
di seguito uno pseudolinguaggio algoritmico che assume la presenza di
assegnamento, funzioni, procedure, blocchi (sequenze di comandi rac-
chiuse fra parentesi graffe) e costrutti di controllo standard come while,
if-then-else, for, repeat, e i tipi di dato standard come int, float,
tipi strutturati come array e struct. Il linguaggio concorrente proposto
puo` essere utilizzato per schematizzare e strutturare i programmi pa-
ralleli. I programmi veri e propri dovranno essere scritti in C++ con
chiamate alla libreria di comunicazione MammuT.
2.1 Struttura di un programma
concorrente e dei processi
Un programma concorrente e` una collezione di processi cos`ı dichiarata:
para l l e l <lista di nomi unici di processi >;
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<eventuale dichiarazione di nomi parametrici >;
<definizione di processo >;
<definizione di processo >;
...
<definizione di processo >;
Un processo e` definito dal suo nome, una eventuale lista di dichiarazio-
ni, che possono contenere nomi usati parametricamente precedentemente
dichiarati nella sezione delle dichiarazioni di nomi parametrici, e dal suo
codice:
<nome unico del processo >::
<dichiarazioni >
<codice >
Un possibile programma parallelo potrebbe avere la forma
para l l e l A, B, C;
A::
<dichiarazioni >
<codice >
B::
<dichiarazioni >
<codice >
C::
<dichiarazioni >
<codice >
I processi possono essere definiti parametricamente in funzione di una
variabile libera, in modo strutturato. Ad esempio, e` possibile dichiarare
cos`ı un array di processi definiti parametricamente:
para l l e l W[N];
<dichiarazioni di nomi parametrici >
W[j]::
<dichiarazioni >
<codice >
Allo stesso modo, e` possibile dichiarare nomi di variabile che saranno
poi utilizzati parametricamente nei processi del programma. Le strutture
dati cos`ı dichiarate risulteranno partizionate tra i processi - il modello
di cooperazione e` ad ambiente locale, non e` quindi possibile dichiarare
oggetti condivisi utilizzando questo meccanismo. Definiamo ad esempio
un programma parallelo che, dato un vettore A ad N componenti, calcola
un’altro vettore B tale che ∀j = 1..N Bj = f(Aj)
para l l e l P[N];
int A[N], B[N];
P[j]::
int A[j], B[j];
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{
B[j] = f(A[j]);
}
Si noti che A[j] e B[j] sono effettivamente utilizzate come variabili locali
dal processo P[j].
2.2 Canali di comunicazione
I processi del programma concorrente comunicano scambiandosi messag-
gi attraverso appositi canali di comunicazione. Nel formalismo adottato,
i canali sono con tipo. Il tipo del canale coincide con il tipo dei mes-
saggi inviati attraverso il medesimo, e con il tipo delle variabili targa.
I messaggi vengono inviati e ricevuti attraverso due primitive, send e
receive:
send(<nome di canale >, <valore del messaggio >)
receive(<nome di canale >, <variabile targa >)
Il modello di comunicazione e` con porte unidirezionali con identificatore
unico - il nome di un canale e` unico in tutto il programma espresso da
parallel. I nomi dei canali sono dichiarati nei processi che li utilizzano.
La dichiarazione di un canale deve specificare se e` in ingresso o in uscita.
I nomi costanti di canale si dichiarano per mezzo della parola chiave
channel, seguita da in se si sta definendo un canale in ingresso o da out
se si sta` definendo un canale in uscita.
/* dichiarazione di un canale in ingresso */
channel in ingresso;
/* dichiarazione di un canale in ingresso */
channel out uscita;
Ad esempio, un pipeline di tre stadi puo` essere cos`ı descritto:
para l l e l S1 , S2 , S3;
S1::
/* altre eventuali dichiarazioni */
channel out ch1;
/*altre eventuali dichiarazioni */
{
...
send(ch1 , result );
...
}
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S2::
/* altre eventuali dichiarazioni */
channel in ch1;
channel out ch2;
/*altre eventuali dichiarazioni */
{
...
receive(ch1 , value);
...
send(ch2 , result );
...
}
S3::
/* altre eventuali dichiarazioni */
channel in ch2;
/*altre eventuali dichiarazioni */
{
...
receive(ch2 , value);
...
}
2.2.1 Forme di comunicazione
Le possibili forme di comunicazione previste dal linguaggio concorrente
sono:
• simmetrica, multicast.
• sincrona o asincrona con grado di asincronia k. In generale, vale
k ≥ 0, dove il caso k = 0 corrisponde alla forma di comunicazione
sincrona. Il grado di asincronia di un canale si specifica fra parentesi
tonde di seguito al nome del canale nella dichiarazione, come ad
esempio
channel in ch(5);
E` sufficiente indicare il grado di asincronia k nei soli processi desti-
natari. Nel caso di canali multicast il grado di asincronia deve esse-
re lo stesso per tutti i destinatari, e puo` essere dichiarato una sola
volta nel processo mittente, anziche` in ogni processo destinatario.
Si noti che la multicast ha una latenza proporzionale al numero di desti-
natari. Per ulteriori chiarimenti si veda la sezione 4.5.6, in cui e` descritta
la sua implementazione.
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2.3 Controllo del nondeterminismo nelle
comunicazioni
Il formalismo fornisce un meccanismo per il controllo del nondetermi-
nismo nelle comunicazioni, chiamato comando alternativo con guardia.
Questo meccanismo consente di eseguire una primitiva di comunicazione
- una send o una receive - su un insieme di canali specificato a program-
ma. Il canale su cui effettuare la primitiva corrispondente e` selezionato
con una politica non nota al programmatore. La sintassi del comando
alternativo e` come segue:
alternative {
<guard 1> {
/* azione associata alla guardia*/
}
or <guard 2> {
/* azione associata alla guardia*/
}
...
or <guard n> {
/* azione associata alla guardia*/
}
}
dove <guard i> e` una definizione di guardia. Piu` in particolare, una
guardia e` composta da tre parti:
• un predicato booleano, detta anche guardia locale, in quanto di-
pendente dal solo stato interno del processo che esegue il comando
alternativo
• una primitiva di comunicazione, detta anche guardia globale
• un valore intero che rappresenta la priorita` della guardia
Una guardia viene cos`ı dichiarata:
prior i ty (priority_value) predicato(...) primitiva(...) do
Ad ogni guardia corrisponde una azione associata, cioe` una lista di co-
mandi da eseguire nel caso venga selezionata la guardia corrispondente.
Vediamo ad esempio un possibile utilizzo del comando alternativo in uno
scenario composto da un servente S e 3 clienti C[3]. I clienti ricavano
il dato con una procedura get value(msg) e lo inviano al servente, che
lo memorizza utilizzando la procedura store(msg). Il parametro della
store e il parametro della get value hanno lo stesso tipo.
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para l l e l S, C[3];
channel ch[3];
S::
channel in ch [0..2];
msg_t vtg1 , vtg2 , vtg2;
{
while(true){
alternative {
prior i ty (3), true , receive(ch[0], vtg1)
do{
store(vtg1);
print("guardia 1");
}
or pr ior i ty (2), true , receive(ch[1], vtg2)
do{
store(vtg2);
print("guardia 2");
}
or pr ior i ty (1), true , receive(ch[2], vtg3)
do{
store(vtg3);
print("guardia 3");
}
}
}
}
C[j]::
channel out ch[j];
bool cond;
msg_t msg;
{
while(cond){
get_value(msg);
send(ch[j], msg);
}
}
Una guardia puo` assumere tre stati differenti:
Verificata se il predicato booleano e` vero e la primitiva di comunica-
zione puo` essere eseguita senza dover attendere il partner della
comunicazione
Fallita se il predicato booleano e` falso
Sospesa se il predicato booleano e` vero, ma la primitiva di comunica-
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zione non puo` essere eseguita a meno di attendere il partner della
comunicazione.
Se tutte le guardie sono fallite, il comando alternativo termina senza ese-
guire alcuna primitiva di comunicazione o azione associata. Se nessuna
e` verificata, ma almeno una e` sospesa, il comando alternativo si sospen-
de in attesa che almeno una delle guardie risulti verificata. Se almeno
una guardia e` verificata, il comando alternativo seleziona nondetermini-
sticamente - secondo una politica non nota al programmatore - una delle
guardie verificate, esegue la primitiva di comunicazione corrispondente e
l’azione associata alla guardia selezionata.
Il comando alternativo puo` essere utilizzato anche con guardie in
uscita, per inviare nondeterministicamente un messaggio ad un insieme
di destinatari. La semantica e` la stessa del comando in entrata. Vediamo
a titolo di esempio come e` possibile implementare un farm con numero di
worker pari a 3. L’emettitore costruisce il messaggio da inviare ai worker
mediante la procedura retrieve(msg). I worker applicano una funzione
f(msg) sul dato ricevuto in ingresso, e inviano il risultato al collettore,
che memorizza i risultati mediante una procedura store(msg).
#define N 3
para l l e l E, C, W[N];
channel ch_ew[N]; /* canali emettitore -worker */
channel ch_wc[N]; /* canali worker-collettore*/
typedef T1 <definizione del tipo T1 >;
typedef T2 <definizione del tipo T2 >;
E::
channel out ch[0..N-1];
T1 msg;
/* funzione utilizzata dall ’emettitore per ricavare
il prossimo task da inviare ai worker */
void retrieve(T1 msg)
{
<corpo della funzione retrieve >
}
/* codice del processo emettitore */
{
while(true);
retrieve(msg);
alternative {
prior i ty (0), true , send(ch[0], msg) do{}
or pr ior i ty (0), true , send(ch[1], msg) do{}
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or pr ior i ty (0), true , send(ch[2], msg) do{}
}
}
C::
channel in ch_wc [0..N-1];
T2 msg;
/* funzione utilizzata dal collettore per la
memorizzazione dei risultati inviati dai
worker */
void store(T2 msg)
{
<corpo della funzione >
}
/* codice del processo collettore */
{
alternative {
prior i ty (0), true , receive(ch[0], msg) do
{store(msg);}
or pr ior i ty (0), true , receive(ch[1], msg) do
{store(msg);}
or pr ior i ty (0), true , receive(ch[2], msg) do
{store(msg);}
}
}
W[j]::
channel in ch_ew[j];
channel out ch_wc[j];
T1 msg_in;
T2 msg_out;
/* funzione applicata dai worker sui dati in
ingresso */
T2 f(T1 msg)
{
<corpo della funzione >
}
/*codice del processo worker */
{
receive(ch_ew[j], msg_in );
msg_out = f(msg_in );
send(ch_wc[j], msg_out);
}
E` possibile definire le guardie in modo parametrico, utilizzando la pa-
rola chiave foreach. Con questo meccanismo e` possibile, ad esempio,
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descrivere il comportamento dell’emettitore e del collettore di un farm
parametricamente nel numero dei worker. Vediamo la sintassi del foreach
nel contesto dell’esempio precedente, nei processi emettitore e collettore.
#define N 3
para l l e l E, C, W[N];
channel ch_ew[N]; /* canali emettitore -worker */
channel ch_wc[N]; /* canali worker-collettore*/
typedef T1 <definizione del tipo T1 >;
typedef T2 <definizione del tipo T2 >;
E::
channel out ch[0..N-1];
T1 msg;
/* funzione utilizzata dall ’emettitore per ricavare
il prossimo task da inviare ai worker */
void retrieve(T1 msg)
{
<corpo della funzione retrieve >
}
/* codice del processo emettitore */
{
while(true);
retrieve(msg);
alternative {
foreach(i#[0..N-1])
prior i ty (0), true , send(ch[i], msg) do{}
}
}
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C::
channel in ch_wc [0..N-1];
T2 msg;
/* funzione utilizzata dal collettore per la
memorizzazione dei risultati inviati dai worker */
void store(T2 msg)
{
<corpo della funzione >
}
/* codice del processo collettore */
{
alternative {
foreach (i#[0..N-1])
prior i ty (0), true , receive(ch[i], msg) do{
store(msg);
}
}
}
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Il supporto del formalismo presentato nel capitolo 2 e` stato implementato
come una libreria di classi per il linguaggio C++. Presenteremo inizial-
mente l’interfaccia della libreria, ed illustreremo poi una metodologia di
traduzione dei programmi in LC a programmi in C++ con chiamate al-
la libreria di comunicazione, assieme ad alcuni esempi. Si noti che non
e` stato realizzato alcun compilatore per il linguaggio. La metodologia
presentata e` quindi un’insieme di regole che permettono di passare da
una descrizione concettuale del programma parallelo scritto in LC all’im-
plementazione dello stesso in C/C++, mediante una fase di traduzione
manuale. Nel capitolo 4 e` descritta l’implementazione vera e propria del-
la libreria, gli algoritmi utilizzati e le strutture dati piu` importanti. Nella
descrizione dell’interfaccia si notera` l’utilizzo dei namespace. Una descri-
zione piu` approfondita della strutturazione in namespace della libreria
puo` essere trovata nell’appendice A.
3.1 Interfaccia
In questa sezione sara` descritta l’interfaccia fornita al programmatore
dalla liberia di comunicazione realizzata. Come gia` spiegato nel capitolo
1, i processi di un’applicazione concorrente devono essere creati e lanciati
da un processo allocato sul PPE, mentre gli altri processi saranno allocati
sugli SPE. Il sistema operativo non offre supporto alla multiprogramma-
zione degli SPE che, a causa della limitatezza della memoria indirizzabile
- solo 256 KB - si dimostrano comunque poco adatti. I processi dell’ap-
plicazione parallela sono quindi assegnati staticamente agli SPE, su cui
non avverra` alcuna commutazione di contesto. Nel seguito, indicheremo
con ℜ il processo lanciato sul PPE, e con S un generico processo lanciato
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su uno degli SPE. Le principali operazioni svolte dal processo ℜ sono
l’inizializzazione parziale delle strutture dati del supporto - parziale in
quanto parte dell’inizializzazione sara` effettuata poi dai processi Si - e
il lancio dei processi Si. Descriviamo sommariamente alcune delle classi
piu` importanti della libreria, che saranno utilizzate nel seguito della pre-
sente sezione, ma saranno descritte approfonditamente solo nelle sezioni
successive:
Comunicatore il comunicatore e` il cuore della libreria, e nasconde al
programmatore tutte le strutture dati utilizzate internamente dalla
stessa, quali la tabella dei canali, la tabella dei processi e altre
strutture di controllo. Il nome della classe e` Stcom. Ogni processo
del programma concorrente - compreso il processo ℜ - deve costruire
un oggetto di tipo Stcom, e distruggerlo quando il processo termina.
Canali di comunicazione La libreria fornisce vari tipi di canali di co-
municazione, corrispondenti a diverse implementazioni delle primi-
tive di comunicazione e/o diverse caratteristiche del canale. Tutte
le implementazioni realizzate sono riunite in un’unica classe tem-
plate Channel t. La struttura delle classi dei canali di comunica-
zione e` descritta nella sezione 3.1.4. Anticipiamo che nel processo
ℜ, tutte le classi che implementano canali di comunicazione esten-
dono la classe Channel ppe, mentre nei processi S discendono da
Channel spe.
Comando alternativo Il comando alternativo e` implementato nella
classe Generic alt cmd. La stessa implementazione puo` essere
utilizzata con guardie in ingresso e in uscita.
Guardie e azioni associate Il comando alternativo seleziona le guar-
die da una tabella interna, secondo una politica non nota al pro-
grammatore. Le guardie sono realizzate come oggetti, contenenti
anche il codice dell’azione associata alla guardia. Ci riferiremo
con il nome Guard act alla classe base da cui le guardie realizzate
dal programmatore erediteranno. Il programmatore, estendendo le
guardie, deve, di norma, inserire il codice relativo all’azione asso-
ciata alla guardia, la primitiva di comunicazione da eseguire, e il
codice per il calcolo del predicato booleano.
22
3.1. Interfaccia
Vediamo ora la struttura generale del processo ℜ:
int main()
{
MammuT ::Stcom *x = new MammuT ::Stcom ();
/* descrizione del grafo dell ’applicazione:
* - registrazione dei processi
* - creazione e registrazione dei canali
*/
x->start ();
/* altro eventuale codice */
delete x;
return 0;
}
Si noti che e` possibile effettuare del calcolo utile anche nel processo ℜ,
che puo` comunicare con i processi Si attraverso particolari canali di co-
municazione implementati appositamente per lo scopo. Si noti che per
il processo ℜ e` stata implementata solo la forma di comunicazione asin-
crona simmetrica. Un generico processo Si avra` una struttura molto
simile:
int main()
{
MammuT ::Stcom *x = new MammuT ::Stcom ();
/* registrazione dei canali */
/* codice del processo */
delete x;
return 0;
}
3.1.1 La classe Stcom
La classe Stcom, chiamata anche comunicatore, nasconde al programma-
tore tutte le strutture dati fondamentali della libreria, e svolge tutte le
operazioni di inizializzazione necessarie per il suo corretto funzionamento.
L’inizializzazione delle strutture dati e` svolta in piu` fasi, ed e` descritta
nel capitolo 4. Descriveremo di seguito l’interfaccia al programmatore
della classe Stcom prima nella sua versione per il processo ℜ, e in quella
per i processi S.
3.1.2 Stcom su PPE
La classe Stcom e` il cuore della libreria di comunicazione. Per poter uti-
lizzare la libreria e` necessario creare un oggetto di tipo Stcom, e distrug-
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gerlo alla fine del programma, come mostrato nella sezione precedente.
Sul processo ℜ, il comunicatore viene utilizzato per tre scopi:
• Effettuare la procedura di registrazione dei processi
• Effettuare la procedura di registrazione dei canali di comunicazione
• Lanciare i processi concorrenti
Il costruttore della classe Stcom non ha parametri.
Registrazione dei processi
La procedura di registrazione dei processi rende disponibili alla libreria di
comunicazione i percorsi dei file eseguibili contenenti il codice dei processi
facenti parte del programma concorrente. Essa consiste in una serie di
chiamate al metodo proc register della classe Stcom, che prende come
unico parametro il percorso del file eseguibile contenente il codice del
processo, e restituisce un’intero rappresentante l’identificatore unico del
processo registrato. La firma del metodo e` la seguente:
typedef int proc_id_t;
proc_id_t Stcom:: proc_register(char *path);
Registrazione dei canali
La procedura di registrazione dei canali comunica alla libreria quali canali
di comunicazione sono utilizzati nel programma concorrente, e provve-
de, oltre all’inizializzazione di strutture dati interne alla libreria, quali
ad esempio la tabella dei canali, all’inizializzazione (parziale) dei canali
di comunicazione stessi. Essa consiste di una serie di chiamate al me-
todo ch register, che prende come parametri il puntatore all’oggetto
canale da registrare, costruito precedentemente, e un valore intero, che
sara` utilizzato come identificatore del canale. Gli identificatori di canale
devono essere quindi scelti in modo univoco dal programmatore per ogni
canale da registrare. La libreria sollevera` delle eccezioni nel caso la regi-
strazione non sia effettuata correttamente, ad esempio quando il metodo
ch register sia chiamato due volte con lo stesso identificatore di canale.
La firma del metodo e` la seguente:
typedef int ch_id_t;
void Stcom::ch_register(Channel_ppe* ch , ch_id_t chid);
Si noti che il canale di comunicazione deve essere stato costruito e devono
essere stati definiti gli estremi della comunicazione prima di registrarlo.
Questi argomenti saranno trattati nella sezione 3.1.4.
24
3.1. Interfaccia
Lancio dei processi concorrenti
I processi concorrenti devono essere avviati chiamando il metodo start
della classe Stcom. Questo metodo, oltre a lanciare i processi concorrenti,
avvia una procedura di inizializzazione della libreria, concettualmente
divisa in piu` fasi, descritta nel capitolo 4. La sua firma e` la seguente:
void Stcom::start ();
Si ricordi che e` indispensabile cancellare l’oggetto di tipo Stcom appena
prima della terminazione del processo ℜ, altrimenti potrebbero verificarsi
effetti indesiderati, come ad esempio una prematura terminazione del
programma concorrente.
3.1.3 Stcom su SPE
Nei processi S la classe Stcom svolge un ruolo simile a quello svolto nel
processo ℜ. Come visto precedentemente, anche nei processi S e` necessa-
rio creare un oggetto di tipo Stcom, ed e` necessario anche qui effettuare
una procedura di registrazione dei canali, simile a quella effettuata nel
processo ℜ. Sui processi S la procedura di registrazione crea e inizializza
un oggetto canale. Un oggetto canale del tipo corrispondente deve essere
stato creato e registrato nel processo ℜ, e il processo S deve essere stato
indicato in ℜ come uno degli estremi. La registrazione di un canale si
effettuta per mezzo del metodo ch register, che nei processi S ha una
firma differente rispetto a quella vista per il processo ℜ:
template < c l as s CH_t >
void Stcom:: ch_register(CH_t *&ch, ch_id_t chid ,
int sender_or_receiver);
Il parametro ch dev’essere un puntatore a un tipo di canale di comu-
nicazione, che deve corrispondere con quello dichiarato nel processo ℜ,
inizializzato a NULL, il secondo e` l’identificatore unico del canale che si
sta` registrando, che deve corrispondere con quello assegnato nel pro-
cesso ℜ, mentre sender or receiver e` una flag che puo` assumere valori
MAMMUT SENDER, se il processo e` mittente rispetto al canale, o
MAMMUT RECEIVER, se il processo e` destinatario. Nel codice di ogni pro-
cesso S, e` necessario registrare ogni canale in cui il processo S e` mittente
o destinatario. Una volta registrati tutti i canali, i puntatori passati
al metodo ch register sono inizializzati e sono quindi utilizzabili per
inviare o ricevere messaggi.
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3.1.4 I canali di comunicazione
La libreria fornisce diverse implementazioni dei canali di comunicazione.
Tutte queste implementazioni sono riunite in un’unica classe template,
chiamata Channel t, e sono selezionabili utilizzando i parametri template
di tale classe. La classe Channel t e` definita come
template < int T_link_type , int T_comm_form , c l as s T_item ,
int T_degree , int T_chrole , int T_options >
c l as s Channel_t{
public :
...
};
Di seguito si descrive il significato dei parametri del template.
T link type Indica se il canale e` un canale PPE-SPE o un canale SPE-
SPE. Puo` assumere i seguenti valori:
• PPE SPE per indicare un canale che mette in comunicazione
il processo ℜ (in esecuzione sul PPE) con un processo S (in
esecuzione su uno degli SPE), che di seguito indicheremo come
canale PPE-SPE
• SPE SPE per indicare un canale che mette in comunicazio-
ne due processi Si, Sj, allocati sui core SPE, che di seguito
indicheremo come canale SPE-SPE
T omm form Indica la forma di comunicazione implementata dal canale.
Puo` assumere i seguenti valori:
• SYMMETRIC forma di comunicazione simmetrica.
• MULTICAST forma di comunicazione multicast.
T item indica il tipo dei messaggi inviati attraverso il canale.
T degree indica il grado di asincronia del canale di comunicazione. In-
dicando 0 si ottiene un canale sincrono.
T hrole indica il ruolo che ha nella comunicazione il processo che
dichiara l’oggetto canale. Puo` assumere i seguenti valori:
• SENDER per indicare il mittente
• RECEIVER per indicare il destinatario
• NONE valido solo sul processo ℜ, si utilizza quando si stanno
dichiarando canali SPE-SPE, rispetto ai quali il processo ℜ
ovviamente non e` ne sender ne` receiver.
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T options con questo parametro e` possibile selezionare particolari ca-
ratteristiche del canale di comunicazione.Le possibili opzioni saran-
no spiegate di seguito.
Le opzioni di default per i canali SPE-SPE sono:
• Sincronizzazione tramite canale dei segnali
• Allineamento delle variabili targa ai 16 byte
• Implementazione 0-copy
• assenza delle primitive wait() e keep().
Le opzioni di default si selezionano indicando 0 per il parametro T options.
Utilizzando le opzioni di default, il canale di comunicazione offre due
metodi, send() per il processo mittente e receive() per il processo
destinatario. La loro firma e`
void Channel_t <... >::send(T_item *msg)
T_item * Channel_t <... >:: receive ();
Il processo mittente deve allocare le aree di memoria che conterranno
i messaggi da inviare utilizzando la funzione malloc dma, fornita dalla
libreria, che restituisce un’area di memoria allineata ai 16 bytes. La sua
firma e`
void *malloc_dma(unsigned int size);
La primitiva receive restituisce un puntatore all’area di memoria con-
tenente il messaggio ricevuto. Non e` consentito effettuare operazioni sul
puntatore, come ad esempio una delete o una free. Il puntatore rice-
vuto e` valido fino all’esecuzione della receive successiva, dopodiche` non
deve essere piu` considerato significativo. Se fosse necessario utilizzare il
messaggio in seguito all’esecuzione di un’altra receive, e` necessario co-
piare il valore del messaggio in un’altra area di memoria. Le opzioni
previste sono:
O A128 Allineamento degli indirizzi delle variabili targa ai 128 bytes.
O KEEP Abilita la primitiva keep(). La sua funzione e` descritta nella
sezione 3.1.4.
O WAIT Abilita la primitiva wait(). La primitiva send non attende il
trasferimento del messaggio. L’area di memoria contenente il mes-
saggio da inviare non puo` essere scritta immediatamente dopo la
send. Prima di riscrivere sull’area di memoria e` necessario chiamare
la primitiva wait().
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O SENDER CPY Abilita la bufferizzazione del messaggio dal lato del mit-
tente.
O RECEIVER CPY Abilita la bufferizzazione del messaggio dal lato del
destinatario.
O T AND S SYNC Effettua la sincronizzazione di mittente e destinatario
per mezzo di una test and set anziche` con il meccaniscmo dei canali
dei messaggi. Questo tipo di sincronizzazione e` sicuramente molto
meno performante, in quanto la test and set introduce un overhead
molto significativo.
E` possibile selezionare combinazioni di queste opzioni utilizzando l’opera-
tore or bit a bit. Ad esempio, se si volesse selezionare un’implementazione
con variabili targa allineate ai 128 bytes, primitiva wait abilitata e con
copia del messaggio a lato del mittente, il parametro T options dovrebbe
essere indicato come
O_A128 | O_WAIT | O_SENDER_CPY
Si noti che non tutte le possibili combinazioni sono previste dalla libreria.
Si veda in appendice per una lista delle implementazioni disponibili.
Creazione dei canali di comunicazione
In questa sezione descriveremo come creare canali di comunicazione,
sia SPE-SPE che PPE-SPE. Per semplicita`, descriviamo innanzitutto
la creazione di un canale simmetrico SPE-SPE. Devono essere creati tre
oggetti:
• Un oggetto canale nel processo ℜ
• Un oggetto canale nel processo mittente
• Un oggetto canale nel processo destinatario
Gli oggetti creati devono avere tipi coerenti. Ad esempio, supponiamo
di voler utilizzare un canale di comunicazione con grado di asincronia
2, con opzioni di default, su cui inviare messaggi di tipo intero. I tipi
degli oggetti canale che devono essere creati sono riportati in tabella 3.1.
L’oggetto canale dovra` essere creato esplicitamente utilizzando la new solo
nel processo ℜ. Il costruttore della classe Channel t ha due parametri
interi, il numero di mittenti e il numero di destinatari del canale. La sua
firma e`
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Channel_t::Channel_t( int n_sr , int n_rr)
Gli estremi della comunicazione devono essere specificati nel processo ℜ
utilizzando i metodi add sr (per i mittenti) e add rr (per i destinatari)
della classe Channel t. Dopo aver eseguito queste operazioni, il cana-
le puo` essere registrato come indicato nella sezione 3.1.2. Nei processi
mittente e destinatario si deve solamente creare un puntatore del tipo
corretto, impostato a NULL. L’oggetto sara` creato automaticamente dalla
procedura di registrazione canali illustrata nella sezione 3.1.3. I canali
sono utilizzabili dopo che sia stata effettuata la registrazione di tutti i
canali di comunicazione utilizzati dal processo.
Per creare un canale PPE-SPE, devono essere invece creati solo due
oggetti, uno nel processo mittente e uno nel processo destinatario. Uno
di questi sara` sicuramente il processo ℜ. I tipi degli oggetti canale che
devono essere creati sono riportate in tabella 3.2, supponendo grado di
asincronia K e tipo dei messaggi T, opzioni di default -le uniche per ora
previste- e processo ℜ mittente. L’identificatore unico di processo del
processo ℜ e` Pids::PPE ID. Il canale deve essere creato esplicitamen-
te nel processo ℜ, come per i canali SPE-SPE, sempre comunicando gli
estremi della comunicazione come spiegato nella sezione precedente, e re-
gistrandolo come un qualsiasi altro canale. La procedura di registrazione
nel lato SPE identica a quella dei canali SPE-SPE.
Primitive wait() e keep()
Le primitive wait() e keep() possono essere abilitate mediante le opzioni
O WAIT e O KEEP. L’abilitazione della primitiva wait(), che non prende
parametri, permette di differire l’attesa della fine del trasferimento del
messaggio che con le opzioni di default viene effettuata alla fine della
send. Questo permette di ottenere prestazioni superiori sovrapponendo
il calcolo alla comunicazione. Dopo l’esecuzione di una send l’area di
memoria contenente il messaggio inviato non puo` essere scritta fino a che
non si esegue la wait corrispondente. La firma della primitiva wait e`
Channel_t::wait(T_item *address , int tag)
Il parametro address indica l’indirizzo dell’area di memoria contenente
il messaggio di cui si vuole attendere il trasferimento, il parametro tag e`
un’intero che la send restituisce, e deve essere salvato in una variabile per
poi effettuare la wait corrispondente. La primitiva keep() consente di
utilizzare il puntatore restituito dalla receive per un tempo indefinito,
sostituendo la variabile targa su cui si desidera operare per un tempo in-
definito con una allocata sul momento. Il metodo keep non ha parametri.
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Si noti che il metodo keep e` relativamente costoso, in quanto effettua un
trasferimento DMA per comunicare al mittente il nuovo indirizzo della
variabile targa. Nel caso i messaggi inviati attraverso il canale siano di
piccole dimensioni potrebbe risultare vantaggioso effettuare una copia in
locale, piuttosto che comunicare il nuovo indirizzo.
3.1.5 Il comando alternativo
L’utilizzazione del comando alternativo e` piu` complicata rispetto a quel-
la dei canali di comunicazione. La classe Generic alt cmd implementa
una realizzazione generica del comando alternativo. La scrittura di un
comando alternativo prevede piu` fasi:
• Definizione delle guardie
• Creazione dell’oggetto comando alternativo, creazione degli oggetti
guardia e registrazione delle guardie
• Esecuzione del comando alternativo
Definizione delle guardie
Le guardie si definiscono estendendo una classe di base chiamata
Guard act, fornita dalla libreria. Una guardia si definisce estendendo
il costruttore, il distruttore, il metodo evaluate, che effettua il calcolo
del predicato booleano, e il metodo compute, che deve contenere il codice
dell’azione associata alla guardia, compresa la primitiva di comunicazio-
ne. Il metodo evaluate non ha parametri. Di seguito indicheremo con
RR Channel t un canale in ingresso, e con SR Channel t un canale in
uscita. Ad esempio, una generica guardia in ingresso avra` la forma:
c l as s Guard:public MammuT :: Guard_act {
public :
RR_Channel_t * r;
/*altre eventuali dichiarazioni*/
...
/* il costruttore potrebbe avere piu ’ di un
parametro se necessario */
Guard (RR_Channel_t * r_ ,...){
r=r_;
}
~Guard(){
...
}
virtual int compute()
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{
/* eventuale dichiarazione di msg se essa non e’
* una variabile interna della classe Guard */
msg = r-> receive ();
/* codice dell ’azione associata*/
return 0;
}
virtual bool evaluate()
{
/* calcolo del predicato booleano*/
...
}
};
Registrazione delle guardie
Il costruttore dell’oggetto comando alternativo ha questa firma:
Generic_alt_cmd:: Generic_alt_cmd( int nguards);
Il parametro nguards indica quante sono le guardie che compongono il co-
mando alternativo. Per ogni guardia del comando alternativo deve essere
creato un’oggetto di tipo guardia estesa opportuno. Deve anche essere
creato un oggetto di tipo Generic alt cmd. La classe Generic alt cmd
implementa il costrutto comando alternativo, fornendo funzionalita` per
il controllo del non determinismo. Il suo costruttore prende come para-
metro il numero delle guardie del comando. Una volta creati gli oggetti
guardia e l’oggetto comando alternativo, e` necessario effettuare la pro-
cedura di registrazione delle guardie. Questa consiste di una serie di
chiamate al metodo add entry v della classe Generic alt cmd. La sua
firma e`
int Generic_alt_cmd::add_entry_v(Guard_act *ga,
int ch_num , Channel\_spe *chs , int pr ior i ty =0);
Il parametro ga e` un puntatore all’oggetto guardia da registrare, il para-
metro ch num indica la lunghezza del vettore chs passato anch’esso come
parametro, e il parametro priority indica la priorita` iniziale da asse-
gnare alla guardia. chs e` un vettore contenente gli oggetti canale su cui
si deve eseguire la primitiva di comunicazione della guardia ga. Questo
vettore e` normalmente di lunghezza 1, caso in cui la guardia e` costituita
da una sola primitiva di comunicazione su un canale.
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Esecuzione del comando alternativo
Il comando alternativo si esegue chiamando il metodo eval della classe
Generic alt cmd, che non ha parametri. La sua firma e`
int Generic_alt_cmd::eval();
Sara` possibile comprendere meglio l’utilizzo del comando alternativo in
seguito, quando sara` descritta la traduzione da LC a C++/MammuT,
nella sezione 3.2.4. Le priorita` associate alle guardie possono essere modi-
ficate utilizzando il metodo set priority della classe Generic alt cmd.
La sua firma e`
void Generic_alt_cmd:: set_priority( int guard_index ,
int pr ior i ty )
Il parametro priority indica la priorita` da assegnare, mentre il parame-
tro guard index identifica la guardia di cui si vuole modificare la priorita`.
Le guardie sono identificate dall’ordine di registrazione, partendo da 0.
3.2 Traduzione sistematica da LC a C++
con libreria di comunicazione
In questa sezione descriveremo una metodologia per tradurre un program-
ma concorrente scritto in LC in un programma scritto in C++/MammuT,
utilizzando per semplicita` le opzioni di default per i canali di comunica-
zione. E` in ogni caso semplice utilizzare canali con altre opzioni nel
contesto della metodologia illustrata, tenendo conto di quanto detto alla
sezione 3.1.4. La metodologia prevede due passi principali di traduzione:
1. Descrizione del grafo del programma concorrente
2. Traduzione del codice dei processi
Si ribadisce che con il termine traduzione si intende una trasformazione
manuale del codice di LC in codice C++/MammuT. La traduzione della
parte sequenziale non e` contemplata, ne` e` stata definita formalmente
la parte sequenziale del linguaggio LC nel capitolo 2. Si assume che
il programmatore abbia una certa familitarita` con i linguaggi C/C++,
in quanto la parte sequenziale dei processi dovra` essere implementata
utilizzando il linguaggio C++. La trattazione pone invece l’accento sulla
traduzione delle primitive di comunicazione, del comando alternativo e
sulla descrizione strutturale dell’applicazione concorrente.
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Per descrivere la metodologia utilizzeremo metavariabili sintattiche,
espresse con la sintassi $(<nome variabile>). Si utilizzera` l’operatore
@ per concatenare variabili con stringhe etc. Il grafo del programma
concorrente deve essere descritto nel codice del processo ℜ. Esso avra`
questa struttura:
#include <libcom.h>
int main()
{
MammuT ::Stcom *x = new MammuT ::Stcom ();
/* Inizio descrizione del grafo dell ’applicazione */
$(REGP)
$(REGC)
/* Fine descrizione del grafo dell ’applicazione */
x->start (); // Lancio dei processi
delete x;
return 0;
}
Le metavariabili $(REGP) e $(REGC) identificano due blocchi di codice,
il primo relativo alla procedura di registrazione dei processi, il secondo
alla creazione e registrazione dei canali. Insieme, formano la descrizione
del grafo dell’applicazione.
3.2.1 Registrazione dei processi
In LC i processi facenti parte dell’applicazione si elencano utilizzando il
costrutto parallel.
para l l e l $(PROCLIST);
$(PROCLIST) e` una lista i cui elementi possono essere nomi di processo o
vettori di processi. Inizialmente $(REGP) e` vuota, e sara` costruita incre-
mentalmente a partire da $(PROCLIST). Scandendo ogni elemento $(P)
in $(PROCLIST), se $(P) e` un nome di processo semplice, e $(PATHP) e`
il percorso dell’eseguibile del processo $(P)
$(REGP) = $(REGP) @ $(TMP)
dove $(TMP) e` costruita come
MammuT ::proc_id_t $(P);
$(P) = x->proc_register($(PATHP))
Se invece $(P) = $(PV)[$(N)], e $(PATHP) e` il percorso dell’eseguibile
di un generico elemento del vettore di processi $(PV)[i], sia $(K) il
numero di processi dichiarati prima di $(PV)[$(N)] nel costrutto parallel
- un vettore di M processi conta come una dichiarazione di M processi
$(REGP) = $(REGP) @ $(TMP) dove $(TMP) e` costruita come
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MammuT ::proc_id_t $(PV)[$(N)];
for ( int i=0; i<$(N); i++)
$(PV)[i] = x->proc_register($(PATHP));
Sara` inoltre necessario creare un ulteriore file, chiamato f idx $(PV).h,
in cui dovra` essere definita una funzione
int f_idx_$(PV)(MammuT :: proc_id_t id)
{
return id - $(K) - MammuT ::Pids:: BASE_PROCESS_ID + 1;
}
che sara` poi utilizzata per ricavare il valore della variabile libera utiliz-
zata per definire parametricamente i processi facenti parte del vettore
$(PV). Supponiamo di dover tradurre un programma concorrente la cui
dichiarazione dei processi componenti sia
para l l e l E, W[13], C;
Supponiamo i percorsi dei file eseguibili frutto della compilazione del
codice dei processi E, W[i] (definito parametricamente), C siano contenuti
rispettivamente nelle costanti EPATH, WPATH e CPATH. Il codice prodotto
relativo alla registrazione dei processi e`
MammuT ::proc_id_t E;
E = x->proc_register(EPATH);
MammuT ::proc_id_t W[13];
for ( int i=0; i<13; i++)
W[i] = x->proc_register(WPATH);
MammuT ::proc_id_t C;
C = x->proc_register(CPATH);
Inoltre sara` stato creato un file chiamato f idx W.h che conterra` la
seguente definizione di funzione:
int f_idx_W(MammuT :: proc_id_t id)
{
return id - 1 - MammuT ::Pids::BASE_PROCESS_ID + 1;
}
3.2.2 Creazione e registrazione dei canali di comu-
nicazione
Per completare la descrizione del grafo dell’applicazione e` necessario de-
scrivere i canali di comunicazione utilizzati. Si costruisca una tabella
come la tabella 3.3 inserendo le informazioni di tutti i canali utilizzati
nell’applicazione. Nome e` il nome del canale o del vettore di canali, GdA
e` il grado di asincronia, Mitt e` il mittente, Dest e` il destinatario, T ipo e`
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il tipo dei dati inviati attraverso il canale, dim la dimensione del vettore
di canali se la entry e` relativa a un vettore di canali, altrimenti vale 1.
Nel caso la entry sia relativa a un vettore di canali CH [N ], mittente e
destinatario saranno relativi a un generico elemento CH [i], e potranno
essere espressi in funzione della variabile i. Se invece si tratta di un cana-
le multicast, la colonna Dest conterra` una lista dei destinatari del canale.
Nella colonna ID si dovra` inserire un intero, che sara` l’identificatore uni-
co del canale. Indichiamo con ID[i] e dim[i] i valori rispettivamente dei
campi ID e dim alla i-esima riga della tabella.
ID[0] = 1
ID[i+ 1] = ID[i] + dim[i]
Una volta compilata la tabella con le informazioni relative a tutti i ca-
nali utilizzati nell’applicazione, e` possibile costruire la variabile $(REGC)
utilizzata per descrivere il processo ℜ. Anche la variabile $(REGC) sara`
costruita incrementalmente, scandendo le entry della tabella. $(REGC)
= $(REGC) @ $(TMP) La metavariabile $(TMP) si costruisce in modo di-
verso a seconda del tipo del canale a cui la entry si riferisce. Se la entry
e` relativa a un canale simmetrico, $(TMP) sara` costruita come
Channel_t <SPE_SPE , SYMMETRIC , $(Tipo[i]),
$(GdA[i]), NONE , 0> *ch;
Nome[i] = new Channel_t <SPE_SPE , SYMMETRIC ,
$(Tipo[i]), $(GdA[i]), NONE , 0 >(1 ,1);
$Nome[i]->add_sr($(Mitt[i]));
$Nome[i]->add_rr($(Dest[i]));
x->ch_register($(Nome[i]), $(ID[i]));
Se invece l’entry e` relativa a un vettore di canali, si deve innanzitutto
creare un file chiamato f $(Nome[i]) id.h, dove definire una funzione
ch_id_t f_$(Nome[i])_id( int j)
{
return (ch_id_t) (j + $(ID[i]));
}
Questo file dovra` essere incluso nel codice del processo ℜ. La metavaria-
bile $(TMP) si costruira` come
Channel_t <SPE_SPE , SYMMETRIC , $(Tipo[i]),
$(GdA[i]), NONE , 0> *$(Nome[i])[$(dim[i])];
for ( int j=0; j<$(dim[i]); j++){
$(Nome[i])[j] = new Channel_t <SPE_SPE , SYMMETRIC ,
$(Tipo[i]), $(GdA[i]), NONE , 0 >(1 ,1);
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$(Nome[i])[j]->add_sr($(Mitt[i]));
$(Nome[i])[j]->add_rr($(Dest[i]));
x->ch_register($(Nome[i])[j], f_$(Nome[i])_id(j));
}
La sintassi utilizzata per le metavariabili potrebbe risultare complicata.
Si riporta un’esempio con l’intento di rendere piu` chiara la trattazione.
Supponiamo di dover produrre il codice relativo a questa entry della
tabella 3.4.
Si dovra` creare un file chiamato f chv id.h, che contenga la seguente
definizione di funzione:
MammuT ::ch_id_t f_chv_id( int j)
{
return (MammuT :: ch_id_t) (j + 10);
}
Il codice da inserire nella sezione relativa alla registrazione dei canali del
processo ℜ e`
Channel_t <SPE_SPE , SYMMETRIC , int , 3, NONE , 0> *chv[13];
for ( int j=0; j<13; j++){
chv[j] = new CHAN < int , 3 >(1 ,1);
chv ->add_sr(W[j]);
chv ->add_rr(C);
x->ch_register(chv[j], f_chv_id(j));
}
Se l’entry e` relativa a un canale multicast, sia dest[i] = D[0], .., D[M − 1],
con M pari al numero di destinatari del canale. La metavariabile $TMP
sara` costruita come
Channel_t <SPE_SPE , MULTICAST , $(Tipo[i]),
$(GdA[i]), NONE , 0> *$(Nome[i]);
$(Nome[i]) = new Channel_t <SPE_SPE , MULTICAST ,
$(Tipo[i]), $(GdA[i]), NONE , 0> (1,M);
$(Nome[i])->add_sr($(Mitt[i]));
$(Nome[i])->add_rr($(D[0]));
$(Nome[i])->add_rr($(D[1]));
...
$(Nome[i])->add_rr($(D[M -1]));
x->ch_register($(Nome[i]), $(ID[i]));
Prendendo come esempio la entry riportata in tabella 3.5, il codice pro-
dotto e`
Channel_t <SPE_SPE , SYMMETRIC ,
int , 3, NONE , 0> *mcast_ch;
mcast_ch = new Channel_t <SPE_SPE ,
SYMMETRIC , int , 3, NONE , 0 >(1 ,4);
mcast_ch ->add_sr(S);
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ℜ Channel t<SPE SPE,SYMMETRIC,int,2,NONE,0>
mittente Channel t<SPE SPE,SYMMETRIC,int,2,SENDER,0>
destinatario Channel t<SPE SPE,SYMMETRIC,int,2,RECEIVER,0>
Tabella 3.1: Esempio di corrispondenza dei tipi degli oggetti canale per
la creazione di un canale di comunicazione simmetrico con grado di asin-
cronia due fra due processi allocati sugli SPE, con opzioni di default,
grado di asincronia 2 con messaggi di tipo intero.
ℜ Channel t<PPE SPE,SYMMETRIC,T,K,SENDER,0>
destinatario Channel t<PPE SPE,SYMMETRIC,T,K,RECEIVER,0>
Tabella 3.2: Esempio di corrispondenza dei tipi degli oggetti canale per
la creazione di un canale di comunicazione simmetrico con grado di asin-
cronia K fra il processo ℜ (mittente) e un processo allocato su un SPE
(destinatario), con opzioni di default, grado di asincronia 2 con messaggi
di tipo T.
Nome GdA Mitt Dest Tipo ID dim
Tabella 3.3: Tabella utilizzata per la creazione e registrazione dei canali
Nome GdA Mitt Dest Tipo ID dim
chv 3 W[i] C int 10 13
Tabella 3.4: Esempio di entry per un vettore di canali
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Nome GdA Mitt Dest Tipo ID dim
mcast ch 3 S A, B, C, D int 15 1
Tabella 3.5: Esempio di entry per un canale multicast
mcast_ch ->add_rr(A);
mcast_ch ->add_rr(B);
mcast_ch ->add_rr(C);
mcast_ch ->add_rr(D);
x->ch_register(mcast_ch , 15);
3.2.3 Descrizione dei processi concorrenti
In questa sezione tratteremo la traduzione delle definizioni dei processi
concorrenti dei programmi scritti nel linguaggio LC. Ad ogni processo
corrispondera` un file sorgente, che sara` poi compilato separatamente in
un file eseguibile. Lo scheletro del codice di un processo e`
#include <libcom.h>
int main()
{
MammuT ::Stcom *x = new MammuT ::Stcom();
$(GETV)
$(REGC2)
$(DICHIARAZIONI)
$(ALTCMD)
$(CODE)
delete x;
}
La metavariabile $(REGC2) contiene il blocco della registrazione dei ca-
nali, in cui si dichiara quali sono i canali usati dal processo, mentre la
metavariabile $(CODE) contiene il codice del processo stesso. La meta-
variabile $(GETV) contiene il codice per ricavare il valore della variabile
libera se il processo e` definito parametricamente, altrimenti e` vuota. la
metavariabile $(DICHIARAZIONI) contiene tutte le dichiarazioni delle va-
riabili utilizzate all’interno del programma concorrente, mentre la meta-
variabile $(ALTCMD) contiene il codice relativo alla creazione degli oggetti
guardia e degli oggetti comando alternativo eventualmente prodotti dalla
traduzione di comandi alternativi con guardia utilizzati per esprimere il
processo. Se si sta` definendo parametricamente un processo $(PV)[i],
sara` necessario includere il file f idx $(PV).h, creato precedentemente,
e la metavariabile $(GETV) si costruira` come
MammuT ::proc_id_t myid;
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myid = x->get_proc_id();
int i = f_idx_$(PV)(myid);
Il valore della variabile libera sara` contenuto nella variabile locale i;
Dichiarazioni dei canali
La definizione di un processo P in LC conterra` dichiarazioni di cana-
le. Consideriamo la dichiarazione di un canale semplice, non definito
parametricamente, simmetrico o asimmetrico. La costruzione della me-
tavariabile $(REGC2) sara` fatta in modo incrementale, in base alle di-
chiarazioni di canale presenti nella definizione del processo. Per ogni
canale non dichiarato parametricamente in cui P e` mittente (dichiarato
con channel in) o destinatario (dichiarato con channel out), sia v l’in-
dice dell’entry della tabella 3.3 corrispondente. $(REGC2) = $(REGC2)
@ $(TMP). La variabile $(TMP) si costruira` come
Channel_t <SPE_SPE , SYMMETRIC , $(Tipo[v]),
$(GdA[v]), SENDER , 0> *$(Nome[v]);
x->ch_register($(Nome[v]), $(ID[v]),
MammuT ::ChRole :: MAMMUT_SENDER);
Se invece P e` destinatario, la metavariabile $(TMP) si costruira` come
Channel_t <SPE_SPE , SYMMETRIC , $(Tipo[v]),
$(GdA[v]), RECEIVER , 0> *$(Nome[v]);
$(Nome[v]) = NULL;
x->ch_register($(Nome[v]), $(ID[v]),
MammuT ::ChRole :: MAMMUT_RECEIVER);
In LC una dichiarazione parametrica di canale ha la forma
P[j]::
...
channel in chv[g(j)];
...
Sia quindi $(CHV) una metavariabile che contiene il nome del vettore dei
canali la cui componente e` dichiarate parametricamente, g(k) la relazione
fra la variabile libera e l’indice della componente, e v l’indice dell’entry
della tabella 3.3 relativa al vettore di canali $(CHV). Se j contiene il valore
della variabile libera, la dichiarazione parametrica si tradurra` come, nel
caso di un canale in uscita
Channel_t <SPE_SPE , SYMMETRIC , $(Tipo[v]),
$(GdA[v]), SENDER , 0> *$(Nome[v])[$(dim[v])];
$(Nome[v])[$(g(j))] = NULL;
x->ch_register($(Nome[v])[$(g(j))],
f_$(CHV)_id($(g(j))),
MammuT ::ChRole :: MAMMUT_SENDER);
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Tratteremo ora la traduzione di una dichiarazione di un sottoinsieme di
un vettore di canali. Per descrivere la traduzione utilizziamo le seguenti
metavariabili:
$(CHV) contenente il nome del vettore di canali
$(START) contenente l’inizio dell’intervallo (nel caso dell’esempio, 0)
$(END) contenente la fine dell’intervallo (nel caso dell’esempio, N-1)
Tale dichiarazione in LC ha la forma
E::
...
channel out $(CHV)[$(START )..$(END)];
...
Sia inoltre v l’indice dell’entry della tabella 3.3 relativa al vettore di canali
$(CHV) Il codice prodotto dalla traduzione della dichiarazione e` (nel caso
i canali dichiarati siano in uscita)
Channel_t <SPE_SPE , SYMMETRIC , $(Tipo[v]),
$(GdA[v]), SENDER , 0> *$(CHV)[$(END)+1];
for ( int i=$(START); i<$(END) + 1; i++){
$(CHV)[i] = NULL;
x->ch_register($(CHV)[i], f_$(CHV)_id(i),
MammuT ::ChRole :: MAMMUT_SENDER);
}
Una volta tradotte tutte le dichiarazioni di canale di un processo, i canali
registrati saranno utilizzabili dal programmatore per inviare e ricevere
messaggi.
3.2.4 Traduzione del codice dei processi
Il codice dei processi deve essere scritto nel linguaggio C++. Dal punto di
vista delle comunicazioni, il codice applicativo scritto nel linguaggio LC
e quello scritto in C++/MammuT differiscono comunque per la sintassi
delle primitive di comunicazione e del comando alternativo.
Primitive di comunicazione
Presentiamo subito la firma delle primitive di comunicazione:
void Channel_t::send(T *msg);
T* Channel_t:: receive ();
I messaggi inviati attraverso i canali di comunicazione devono essere me-
morizzati in aree di memoria allineate, a seconda dell’implementazione
selezionata, ai 16 o ai 128 bytes, di dimensione pari a un multiplo di 16
bytes. Le implementazioni che richiedono un allineamento del messaggio
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ai 16 bytes sono meno efficienti in termini di latenza della comunicazione
rispetto alla stessa implementazione che invece richiede un’allineamento
ai 128 bytes, ma risultano piu` efficienti in termini di utilizzo di memo-
ria. Le aree di memoria contenenti i messaggi da inviare devono essere
allocate utilizzando due funzioni fornite dalla libreria:
(void *) malloc_dma(unsigned int size);
(void *) malloc_dma_128(unsigned int size);
void free_dma(void * area);
La prima restituisce un puntatore allineato ai 16 bytes, la seconda un
puntatore allineato ai 128 bytes, mentre l’ultima libera un’area di me-
moria allocata con la malloc dma o la malloc dma 128. Ad esempio, se
si volesse inviare l’intero 10 attraverso il canale ch1, si puo` scrivere
int *msg = ( int *) malloc_dma(sizeof( int ));
*msg = 10;
ch1 ->send(msg);
free_dma(msg);
La receive restituisce un puntatore ad un area di memoria contenente
il messaggio ricevuto. Si noti che il puntatore e` valido fino a che non si
esegue un’altra receive. Nel caso sia necessario salvare il messaggio per
un utilizzo posteriore alla receive successiva, la copia del puntatore non
costituisce un metodo valido, sara` invece necessario copiare il valore del
messaggio.
Traduzione del comando alternativo
La traduzione del comando alternativo e` un’operazione piu` complessa
rispetto a quelle viste fino ad’ora. Come visto nella sezione precedente
di questo capitolo, guardie e comando alternativo sono realizzati come
classi, in particolare, per definire una guardia e` necessario definire una
classe, il cui codice, ovviamente, dovra` essere scritto esternamente rispet-
to al codice applicativo. Analizziamo la sintassi del comando alternativo
in LC:
alternative {
$(G1) do $(A1)
...
$(Gn) do $(An)
}
Una generica guardia $(Gi) ha la forma
prior i ty $(Q), $(PRED), $(PRIM)
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mentre $(Ai) e` un blocco di codice racchiuso tra parentesi graffe. La
traduzione del comando alternativo comporta innanzitutto la traduzio-
ne di ogni guardia del costrutto. La traduzione di un generico gruppo
$(Gi) $(Ai) comporta l’estensione della classe Guard act. La priorita`
della guardia tuttavia, dovra` essere definita in un’altro contesto, che in-
dicheremo in seguito. L’estensione della classe Guard act comporta la
scrittura di tre metodi:
• Il costruttore della classe
• Il metodo evaluate
• Il metodo compute
Lo scheletro di una generica classe guardia estesa e`
c l as s Guard:public Guard_act{
$(CH_t) *ch;
Generic_alt_cmd *cmd;
$(EXTVAR)
public :
Guard($(CH_t) *ch , Generic_alt_cmd *cmd ,
$(T)** var , $(CTORP))
{
this ->cmd = cmd;
this ->ch = ch;
$(CTORB);
}
bool evaluate()
{
$(EVALB)
}
int compute()
{
$(COMMUNICATION)
$(COMPB)
}
}
Il metodo evaluate esegue il calcolo del predicato booleano della guardia
(metavariabile $(EVALB)). In generale, il predicato booleano sara` funzio-
ne di un certo numero di variabili, che per le regole di scoping del C++
non sono visibili all’interno del metodo evaluate. Questo problema puo`
essere risolto estendendo la classe con delle variabili membro atte a con-
tenere i riferimenti delle variabili da cui il predicato booleano dipende -
le dichiarazioni di tali variabili membro sono identificate dalla metava-
riabile $(EXTVAR). I riferimenti saranno copiati nel costruttore, che do-
vra` accettare come parametri detti riferimenti (metavariabile $(CTORP))
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e copiarli nelle apposite variabili membro (metavariabile $(CTORB)). In
questo modo, dereferenziando i puntatori, saranno sempre disponibili i
valori aggiornati delle variabili il cui riferimento e` stato copiato. Il corpo
del metodo evaluate (metavariabile $(EVALB)) dovra` quindi essere scrit-
to in funzione delle variabili membro contenenti i riferimenti alle variabili
esterne. Nel metodo compute, la metavariabile $(COMMUNICATION) iden-
tifica la traduzione della primitiva di comunicazione. Una primitiva di
comunicazione in LC ha la forma
send($(CHN), $(VAR))
o la forma
receive($(CHN), $(VAR))
Il canale su cui eseguire la primitiva dovra` essere passato come primo pa-
rametro al costruttore (la metavariabile $(CH t) identifica il tipo di dato
canale). Come e` stato gia` affermato, le primitive di comunicazione messe
a disposizione dalla libreria utilizzano i puntatori per i messaggi invia-
ti e ricevuti. Un riferimento al puntatore utilizzato per la primitiva di
comunicazione deve essere passato al costruttore come terzo parametro.
La metavariabile $(T) identifica il tipo dei messaggi inviati attraverso
il canale. La primitiva di comunicazione dovra` essere scritta rispetto al
canale ch. La metavariabile $(COMPB) identifica la traduzione dell’azione
associata alla guardia $(Ai). Anche in questo caso vale il discorso fatto
per il predicato booleano. I riferimenti alle variabili utilizzate in $(Ai)
dovranno essere copiati in apposite variabili membro, e il codice dovra`
essere scritto utilizzando gli opportuni puntatori invece delle variabili
esterne. Riportiamo lo scheletro di un generico processo concorrente.
#include <libcom.h>
int main()
{
MammuT ::Stcom *x = new MammuT ::Stcom ();
$(GETV)
$(REGC2)
$(DICHIARAZIONI)
$(ALTCMD)
$(CODE)
delete x;
}
Nella sezione identificata dalla metavariabile $(ALTCMD) andra` inserito
il codice relativo alla costruzione degli oggetti guardia e dell’oggetto co-
mando alternativo, e il codice relativo alla procedura di registrazione delle
guardie. Una volta creati gli oggetti, sara` necessario utilizzare il meto-
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do add entry v della classe Generic alt cmd per rendere disponibili le
guardie all’oggetto comando alternativo. La firma del metodo e`
int Generic_alt_cmd:: add_entry_v(Guard_act *ga ,
int ch_num , Channel_spe *chs , int pr ior i ty =0);
Il primo parametro indica la guardia da registrare, il secondo il nume-
ro di canali su cui si effettua la primitiva di comunicazione (si indichi
1 nel nostro caso), il parametro chs indica il canale su cui deve essere
eseguita la primitiva di comunicazione, e l’ultimo la priorita` della guar-
dia. L’oggetto comando alternativo deve essere creato prima degli oggetti
guardia, e passato come secondo parametro ai costruttori delle guardie
stessi. Questo e` necessario in quanto per poter cambiare le priorita` del-
le guardie e` necessario utilizzare il metodo set priority della classe
Generic alt cmd, che ha questa firma:
void Generic_alt_cmd:: set_priority( int guard_index ,
int pr ior i ty );
Il parametro guard index rappresenta l’indice della guardia, l’ultimo
la nuova priorita` che deve essere assegnata. L’indice di una guardia e`
dato dall’ordine di registrazione della stessa, assegnato progressivamente
partendo da 0.
3.2.5 Esempi di traduzione
Illustreremo la metodologia presentata con alcuni semplici esempi. Con-
sideriamo il seguente programma concorrente:
para l l e l E, W[10], C;
channel chin[10], chout [10];
E::
channel out chin[0..9];
int msg;
{
msg = retrieve();
while(msg != END_MSG){
alternative {
foreach(i#[1..9]){
prior i ty 0, true , send(chin[i], msg)
do {}
}
}
msg = retrieve();
}
for ( int j=0; j<10; j++)
send(chin[j], msg);
}
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Nome GdA Mitt Dest Tipo ID dim
chin 3 E W[i] int 1 10
chout 3 W[i] C ıˆnt 11 10
Tabella 3.6: Tabella prodotta dall’analisi delle dichiarazioni dei canali
dell’esempio a pagina 44.
W[i]::
channel in chin[i](3), channel out chout[i];
int msg;
int result;
{
do{
receive(chin[i], msg);
i f (msg != END_MSG)
result = f(msg);
else
result = msg;
send(chout[i], result );
while(msg != END_MSG);
}
C::
channel in chout [0..9](3);
int msg;
int counter=0;
{
do{
alternative {
foreach(i#[1..9]){
prior i ty 0, true , receive(chin[i], msg){
i f (msg!= END_MSG)
store(msg);
else
counter++;
}
}
}
}while(counter <10);
}
Supponiamo che le funzioni retrieve, f e store siano definite. La ta-
bella utilizzata per la registrazione dei canali e` illustrata in tabella 3.6.
Il codice del processo ℜ, supponendo che il il percorso dei file eseguibi-
li dei processi E, W[i] e C sia contenuto rispettivamente nelle costanti
PATH OF E, PATH OF W e PATH OF C, e`:
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#include <libcom.h>
#include "f_chin_id.h"
#include "f_chout_id.h"
using namespace MammuT;
using namespace MammuT ::ChOpt;
int main()
{
Stcom *x = new Stcom ();
/* codice prodotto dall ’analisi del costrutto
parallel */
proc_id E;
E = x->proc_register(PATH_OF_E);
proc_id_t W[10];
for ( int i=0; i<10; i++)
W[i] = x->proc_register(PATH_OF_W);
proc_id_t C;
C = x->proc_register(PATH_OF_C);
/* codice prodotto dalle dichiarazioni dei canali */
Channel_t <SPE_SPE , SYMMETRIC , int , 3, NONE , 0>
*chin [10];
for ( int j=0; j<9; j++){
chin[j]= new Channel_t <SPE_SPE , SYMMETRIC ,
int , 3, NONE , 0 >(1 ,1);
chin[j]->add_sr(E);
chin[j]->add_rr(W[i]);
x->ch_register(chin[j], f_chin_id(j));
}
Channel_t <SPE_SPE , SYMMETRIC , int , 3, NONE , 0>
*chout [10];
for ( int j=0; j<10; j++){
chin[j]= new Channel_t <SPE_SPE , SYMMETRIC ,
int , 3, NONE , 0 >(1 ,1);
chin[j]->add_sr(W[i]);
chin[j]->add_rr(C);
x->ch_register(chout[j], f_chout_id(j));
}
/* lancio dei processi concorrenti */
x->start ();
delete x;
return 0;
Durante l’analisi del costrutto parallel dovra` essere costruito anche un
file chiamato f idx W.h contenente la seguente definizione di funzione:
int f_idx_W(MammuT :: proc_id_t id)
{
return id - $(K) - MammuT ::Pids:: BASE_PROCESS_ID + 1;
}
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La metavariabile $(K) corrisponde al numero di processi dichiarati prima
del vettore di processi W nel costrutto parallel, e nel nostro caso vale 1.
La funzione completa sara` quindi
int f_idx_W(MammuT :: proc_id_t id)
{
return id - 1 - MammuT ::Pids::BASE_PROCESS_ID + 1;
}
L’analisi delle dichiarazioni dei canali produrra` invece due files, uno per
ogni vettore di canali dichiarato, chiamati f chin id.h e f chout id.h.
Il file f chin id.h conterra` la seguente definizione di funzione:
MammuT ::ch_id_t f_chin_id( int i)
{
return (ch_id_t) (i+1);
}
mentre il file f chout id.h conterra`
MammuT ::ch_id_t f_chout_id( int i)
{
return (ch_id_t) (i+11);
}
Il risultato della traduzione della definizione del processo E e`:
#include <libcom.h>
#include "f_chin_id.h"
using namespace MammuT;
typedef Channel_t <SPE_SPE , SYMMETRIC , int , 3, SENDER, 0>
CH_t;
/* codice prodotto dall ’analisi delle
guardie del comando alternativo */
c l as s Guard:public Guard_act{
CH_t *ch;
Generic_alt_cmd *cmd;
int **var;
public :
Guard(CH_t *ch , Generic_alt_cmd *cmd , int ** var)
{
this ->cmd = cmd;
this ->ch = ch;
this ->var = var;
}
bool evaluate()
{
return true;
}
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int compute()
{
ch->send(*var);
return 0;
}
};
/* codice del processo E */
int main()
{
Stcom *x = new Stcom ();
/* codice prodotto dalle dichiarazioni dei canali */
CH_t *chin[10];
for ( int i=0; i<10; i++){
chin[i] = NULL;
x->ch_register(chin[i], f_chin_id(i),
ChRole :: MAMMUT_SENDER);
}
int *msg = malloc_dma(sizeof( int ));
/* inizializzazione del comando alternativo */
Generic_alt_cmd *cmd = new Generic_alt_cmd(10);
Guard *g[10];
for ( int j=0; j<10; j++){
g[j] = new Guard(chin[j], cmd , &msg);
cmd ->add_entry_v(g[j], 1, chin[j], 0);
}
/* codice applicativo */
*msg = retrieve();
while(*msg != END_MSG){
cmd ->eval();
*msg = retrieve();
}
for ( int j=0; j<10; j++)
chin[j]->send(*msg);
/* fine codice applicativo */
delete x;
return 0;
}
Il risultato della traduzione della definizione parametrica di un generico
processo W[j] e`:
#include <libcom.h>
#include "f_chin_id.h"
#include "f_chout_id.h"
#include "f_idx_W.h"
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typedef Channel_t <SPE_SPE , SYMMETRIC ,
int , 3, SENDER , 0> CHout_t;
typedef Channel_t <SPE_SPE , SYMMETRIC ,
int , 3, RECEIVER , 0> CHin_t;
using namespace MammuT;
int main()
{
Stcom *x = new Stcom ();
/* calcolo del valore della variabile libera
in base al proprio id unico di processo */
proc_id_t myid;
myid = x->get_proc_id();
int j = f_idx_W(myid);
/* Dichiarazioni parametrici dei canali */
CH_t *chin [10];
chin[j] = NULL;
x->ch_register(chin[j], f_chin_id(j),
ChRole :: MAMMUT_RECEIVER);
CH_t *chout [10];
chout[j] = NULL;
x->ch_register(chin[j], f_chout_id(j),
ChRole :: MAMMUT_SENDER);
int *msg;
int *result = malloc_dma(sizeof( int ));
/* codice applicativo */
do{
msg = chin[j]-> receive ();
i f (*msg != END_MSG)
*result = f(*msg);
else
*result = *msg;
chout[j]->send(result );
while (*msg != END_MSG);
/* fine codice applicativo */
delete x;
return 0;
}
Il risultato della traduzione della definizione del processo C e`
#include <libcom.h>
#include "f_chout_id.h"
using namespace MammuT;
typedef Channel_t <SPE_SPE , SYMMETRIC ,
int , 3, RECEIVER , 0> CH_t;
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/* codice prodotto dall ’analisi delle
guardie del comando alternativo */
c l as s Guard:public Guard_act{
CH_t *ch;
Generic_alt_cmd *cmd;
int **var;
int *counter;
public :
Guard(CH_t *ch , Generic_alt_cmd *cmd ,
int ** var , int *counter)
{
this ->cmd = cmd;
this ->ch = ch;
this ->var = var;
this ->counter = counter;
}
bool evaluate()
{
return true;
}
int compute()
{
*var = ch-> receive ();
i f (**var != END_MSG)
store(**var);
else
*counter++;
return 0;
}
};
/* codice del processo C */
int main()
{
Stcom *x = new Stcom ();
/* codice prodotto dalle dichiarazioni dei canali */
CH_t *chout [10];
for ( int i=0; i<10; i++){
chout[i] = NULL;
x->ch_register(chout[i], f_chout_id(i),
ChRole :: MAMMUT_RECEIVER);
}
int *msg;
int counter = 0;
/* inizializzazione del comando alternativo */
Generic_alt_cmd *cmd = new Generic_alt_cmd(10);
Guard *g[10];
for ( int j=0; j<10; j++){
g[j] = new Guard(chout[j], cmd , &msg , &counter);
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cmd ->add_entry_v(g[j], 1, chout[j], 0);
}
/* codice applicativo */
do{
cmd ->eval();
}while(counter <10);
/* fine codice applicativo */
delete x;
return 0;
}
Si noti in questo caso il passaggio del riferimento alla variabile counter
al costruttore della guardia, in modo tale da poter utilizzare la variabile
all’interno del metodo compute.
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Capitolo 4
Implementazione del supporto
In questo capitolo descriveremo l’implementazione della libreria di comu-
nicazione. La libreria e` stata scritta nel linguaggio C++, utilizzando le
librerie standard di C e C++, direttamente sul livello architetturale della
macchina, senza fare utilizzo di meccanismi messi a disposizione dal siste-
ma operativo, a parte i semafori, utilizzati in una sola implementazione
dei canali di comunicazione. Descriveremo inizialmente i meccanismi e
le astrazioni fornite dalla libreria e dai compilatori per lo sviluppo di co-
dice di sistema sul processore CELL, e di seguito l’implementazione vera
e propria della libreria, partendo da alcune astrazioni realizzate ex-novo
utilizzate nel codice del supporto, fino ad arrivare alla descrizione delle
strutture dati piu` importanti, alla loro inizializzazione, alle primitive di
comunicazione e alla realizzazione del comando alternativo.
4.1 Strumenti di sviluppo utilizzati
La libreria e` stata sviluppata facendo uso degli strumenti forniti dal pac-
chetto CellSDK, fornito da IBM . In particolare, sono stati utilizzati i
compilatori GNU, appositamente modificati per lo sviluppo sull’archi-
tettura CELL, e la libreria libspe2. Il compilatore per i core SPE for-
nisce funzioni e macro per lo sviluppo di codice a basso livello, dette
intrinsics, che mappano su una o piu` istruzioni assembler, e forniscono
funzionalita` quali ad esempio comunicazioni interprocessor, trasferimenti
DMA e calcolo vettoriale. Per ulteriori informazioni sugli intrinsics, si
rimanda a [7]. Descriveremo in ogni caso qui di seguito gli intrinsics piu`
importanti utilizzati, quali quelli per i trasferimenti DMA e quelli per le
comunicazioni interprocessor.
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4.1.1 Trasferimenti DMA
Come visto nel capitolo 1, gli SPE possono accedere in memoria princi-
pale solo per mezzo di trasferimenti DMA. Sono state utilizzate le macro
mfc put e mfc get, per effettuare rispettivamente la scrittura e la lettura
in DMA. Le loro firme sono:
(void) mfc_put(volatile void *ls , uint64_t ea ,
uint32_t size , uint32_t tag , uint32_t tid ,
uint32_t rid)
(void) mfc_get(volatile void *ls , uint64_t ea ,
uint32_t size , uint32_t tag , uint32_t tid ,
uint32_t rid)
La mfc put trasferisce il blocco di memoria di dimensione size e indirizzo
di local storage ls nell’area di memoria principale di indirizzo effettivo
base ea, utilizzando la tag DMA tag, mentre la mfc get trasferisce il
blocco di memoria principale di indirizzo effettivo ea e dimensione size
nell’area del local storage di indirizzo ls, utilizzando la tag DMA tag.
I parametri tid e rid sono sempre stati impostati al valore di default
0; si rimanda al [7] per dettagli sul loro significato. Si rammenta che
il meccanismo delle tag DMA permette di effettuare operazioni selettive
sui trasferimenti DMA; ad esempio e` possibile attendere la fine di tutti
i trasferimenti DMA aventi una certa tag. Le tag DMA sono comprese
tra 0 e 31. La macro utilizzata per attendere la fine di un trasferimento
DMA e` invece
(uint32_t) mfc_read_tag_status_all(void)
che attende la terminazione di tutte le tag DMA abilitate. Le tag si
abilitano utilizzando la funzione
(void) mfc_write_tag_mask (uint32_t mask)
dove mask e` una maschera di bit indicante quali tag sono abilitate. Ad
esempio, se si vuole abilitare solo la tag 5, si puo` scrivere
mfc_write_tag_mask(1<<5);
E` possibile salvare la maschera delle tag corrente utilizzando la funzione
(uint32_t) mfc_write_tag_mask (void)
4.1.2 Comunicazioni Interprocessor
I meccanismi di comunicazione utilizzati nello sviluppo della libreria sono
le mailbox e i canali dei segnali, nella modalita` di scrittura in OR. Le
funzioni
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(void) spu_write_out_mbox (uint32_t data);
(void) spu_write_out_intr_mbox (uint32_t data);
permettono di scrivere un messaggio rispettivamente sul canale mailbox
normale e sul canale mailbox interrompente. La lettura dei messaggi in
ingresso sulle mailbox si effettua mediante la funzione
(uint32_t) spu_read_in_mbox(void);
Per ulteriori dettagli riguardo le funzioni offerte dalla libreria di IBM per
l’utilizzo delle mailbox si veda [7, pag. 72]. Le funzioni
(uint32_t) spu_read_signal1(void);
(uint32_t) spu_read_signal2(void);
permettono la lettura rispettivamente del primo e del secondo canale dei
segnali. Un processo allocato su un SPE puo` scrivere un messaggio su
un canale dei segnali di un altro SPE utilizzando la funzione
(void) mfc_sndsig(volatile void *ls, uint64_t ea,
uint32_t tag , uint32_t tid , uint32_t rid);
dove ls e` un puntatore ad un area di Local Storage contenente il mes-
saggio da inviare, ea e` l’indirizzo effettivo del canale dei segnali su cui
inviare il messaggio, tag la tag di DMA da utilizzare per il trasferimento
del messaggio. I parametri tid e rid sono stati usati sempre al loro valore
di default 0. Si noti che l’area del Local Storage contenente il messaggio
deve essere allineata ai 128 byte, e grande 16 bytes. Il messaggio, grande
4 bytes, deve essere contenuto negli ultimi 4 bytes dell’area di memoria.
Ad esempio, e` possibile inviare il messaggio “10” sul canale dei segnali
di indirizzo effettivo addr scrivendo
int *b = ( int *) malloc_dma_128(4*sizeof( int ));
b[3] = 10;
mfc_sndsig(b, addr , tag , 0, 0);
dove la funzione malloc dma 128 alloca un’area di memoria allineata ai
128 bytes, fornita dalla libreria di comunicazione MammuT. La scrittura
di un messaggio sul canale dei segnali di un SPE da parte di un processo
allocato sul PPE deve invece essere effettuata mediante la funzione
int spe_signal_write (spe_context_ptr_t spe ,
unsigned int signal_reg , unsigned int data);
dove spe e` il contesto SPE del core a cui inviare la segnalazione,
signal reg l’identificatore del canale dei segnali deve essere inviato il
messaggio, e data e` il valore del messaggio.
Le costanti SPE SIG NOTIFY REG 1 e SPE SIG NOTIFY REG 2 identificano
rispettivamente il primo e il secondo canale dei segnali.
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4.1.3 Canali degli eventi
I canali degli eventi permettono la sincronizzazione su eventi di vario
genere. Sono utilizzati nel supporto del comando alternativo per i pro-
cessi allocati sugli SPE, per attendere la ricezione di un messaggio su uno
qualsiasi dei due canali dei segnali. La libreria fornisce la funzione
(uint32_t) spu_read_event_status(void);
per la lettura bloccante del canale degli eventi. Gli eventi interessanti so-
no memorizzati in una maschera di bit. Ogni bit della maschera e` relativo
a un particolare evento. La libreria fornisce delle costanti da utilizzare in
or per formare la maschera degli eventi. Nel caso della libreria gli eventi
interessanti sono la scrittura sul primo e sul secondo canale dei mes-
saggi, eventi rappresentati dalle costanti MFC SIGNAL NOTIFY 1 EVENT e
MFC SIGNAL NOTIFY 2 EVENT. La scrittura della maschera degli eventi si
effettua mediante la funzione
(void) spu_write_event_mask (uint32_t mask);
La lettura della maschera degli eventi, da effettuarsi per un eventuale
salvataggio della maschera corrente prima di una scrittura, si effettua
utilizzando la funzione
(uint32_t) spu_read_event_mask(void);
Quando e` stato letto un evento e si intende gestirlo, deve essere fatta una
segnalazione con la funzione
(void) spu_write_event_ack (uint32_t ack);
dove ack e` una maschera di bit rappresentante gli eventi di cui si intende
segnalare l’avvenuta gestione.
4.1.4 Astrazioni offerte da libspe2 per la gestione
degli SPE
Le applicazioni non possono interagire direttamente con le risorse fisi-
che degli SPE, in quanto queste sono gestite dal sistema operativo. La
libreria libspe2 mette a disposizione l’astrazione dei contesti SPE, rap-
presentazioni logiche degli SPE. Il sistema operativo schedulera` i contesti
sugli SPE fisici. La libreria fornisce dei meccanismi per:
• creare contesti SPE
• caricare il codice eseguibile di un programma in un contesto
• eseguire un contesto SPE
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• distruggere un contesto SPE
Il processo che sara` lanciato sul core PPE dovra` creare tanti conte-
sti quanti i processi facenti parte dell’applicazione che saranno alloca-
ti sui core SPE. I contesti devono essere creati utilizzando la funzione
spe context create. Un’altra delle strutture di base fornita per la ge-
stione dei cores e` la gang, che mantiene le informazioni relative a un
insieme di contesti che devono essere trattati come un gruppo avente
determinate proprieta`. Utilizzando le gangs e` ad esempio possibile al-
locare due contesti in due cores adiacenti. Per maggiori informazioni
a riguardo si consulti [6, cap. 2]. Nella libreria non si e` fatto uso dei
meccanismi forniti dalle gangs, si e` tuttavia deciso di utilizzare una gang
come contenitore dei contesti SPE facenti parte di una stessa applicazio-
ne, per facilitare possibili sviluppi futuri nel caso risulti necessario uti-
lizzarli. Le funzioni spe context create e spe gang context create
sono descritte in [6, cap. 2]. Il caricamento dei programmi eseguibi-
li nei contesti e` descritto dettagliatamente in [6, cap. 4]. La funzione
spe image open carica il codice eseguibile in una struttura dati in me-
moria principale, che deve poi essere caricata nel contesto utilizzando la
funzione spe program load. Una volta caricato il codice eseguibile, e`
possibile lanciare i contesti - eseguire i programmi caricati - utilizzando
la funzione spe context run, descritta in dettaglio in [6, cap. 4]. La
chiamata a spe context run e` una chiamata bloccante, e termina con
l’uscita del processo caricato sul contesto lanciato. E` quindi necessario
utilizzare, per poter lanciare piu` contesti, i meccanismi di concorrenza
offerti dal sistema operativo, tipicamente su linux i posix threads. Per
ulteriori informazioni sull’utilizzo delle risorse messe a disposizione dal-
l’architettura mediante i compilatori e le librerie messi a disposizione da
IBM si consultino [6] e [7].
4.2 Astrazioni introdotte
Nello sviluppo della libreria, sono state introdotte alcune nuove astrazioni
per la gestione delle risorse offerte dall’architettura. Per modellare gli
indirizzi effettivi sono state introdotte le union ea t, che permettono di
trattare in modo uniforme gli indirizzi di memoria principale quando si
vuole scrivere codice compilabile sia a 32 bit che a 64 bit. Queste sono
utilizzate principalmente per comunicare indirizzi effettivi agli SPE, quali
ad esempio gli indirizzi delle variabili targa, o gli indirizzi base di LS.
template < c l as s T> union ea_t{
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struct{
u32_t h;
u32_t l;
};
unsigned long long ea;
struct {
#ifndef __powerpc64__
u32_t garbage;
#endif
T p;
};
};
Per utilizzarle compatibilmente a 32 e 64 bit, queste devono essere pri-
ma azzerate, ponendo a zero il campo ea, e poi inizializzate, copiando
il puntatore nel campo p. Nei processi allocati sugli SPEs e` possibile
utilizzare queste strutture con le macro per i trasferimenti DMA pas-
sando come paramentro il campo ea. Il tipo ea t e` definito nel file
include/common/base types.h.
4.2.1 Gestione dei canali dei segnali
I due signal channels offerti dall’architettura sono utilizzati estensivamen-
te dalla libreria. Sono utilizzati nella loro modalita` di scrittura in OR, in
modo tale da poter associare a un bit del canale dei segnali un evento ben
preciso. In particolare, ogni canale di comunicazione utilizza un sottoin-
sieme dei bit di un canale dei segnali. Questo partizionamento e` gestito
dalla classe Signal manager. Gli oggetti di tipo Signal manager sono
allocati dal processo ℜ, uno per ogni processo allocato sugli SPEs. I sot-
toinsiemi di bit sono rappresentati da strutture di tipo mask t, dichiarate
nel file include/common/base types.h. E` possibile riservare un sottoin-
sieme di bit del canale dei segnali utilizzando il metodo get bit mask()
di un oggetto di tipo Signal manager. La sua firma e`
mask_t Signal_manager:: get_bit_mask( int mask_length);
Il parametro mask length indica la dimensione del sottoinsieme di bit da
riservare. La massima lunghezza possibile di un sottoinsieme di bit e` 32.
Nel caso non sia possibile riservare il sottoinsieme di bit, il metodo solle-
vera` un’eccezione. Le eccezioni sollevate dalla libreria saranno descritte
di seguito in una apposita sezione. Si noti che le strutture di tipo mask t
restituite contengono anche l’indirizzo effettivo base dell’area dei segnali,
che sara` necessario per poter inviare comunicazioni interprocessor utiliz-
zando i meccanismi messi a disposizione dalla libreria libspe2. I bit di
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segnale appartenenti a uno stesso sottoinsieme sono sempre riservati sul-
lo stesso registro, e sono sempre contigui. Una possibile maschera di bit
rappresentante un sottoinsieme dei bit di segnale puo` essere ad esempio
00000011111000000000000000000000 ma non
00000011100000001100000000000000
Le strutture di tipo mask t sono cos`ı definite:
struct mask_t {
s32_t len;
s32_t offset;
s32_t sig_ch;
u32_t sig_mask;
ea_t <void *> sig_area;
u64_t reserved; /// padding
};
Segue la descrizione dei campi della struttura:
len contiene la lunghezza del sottoinsieme di bit
offset contiene l’indice del primo bit riservato
sig h puo` assumere i valori 0 o 1 e indica se e` il sottoinsieme di bit e`
stato riservato sul primo canale dei segnali (0) o sul secondo canale
dei segnali (1).
sig mask contiene una maschera di bit corrispondente a quanto indicato
dai campi len e offset. Ad esempio, per len=5 e offset=3, il
campo sig mask vale 00011111000000000000000000000000.
sid area contiene l’indirizzo effettivo MMIO dell’area dei segnali corri-
spondente al canale dei segnali indicato da sig ch.
reserved utilizzato come padding per rendere la dimensione della strut-
tura un multiplo di 16 bytes, in modo tale che questa sia tra-
sferibile via DMA, il suo valore non e` significativo. La classe
Signal manager e` definita nei file
include/ppe/Signal manager.h
e
include/ppe/Signal manager.cpp.
Sono state introdotte delle astrazioni per permettere un utilizzo piu`
semplice dei canali dei segnali da parte dei processi allocati sugli SPEs.
E` stato innanzitutto necessario implementare una sorta di history dei
canali dei segnali, in quanto la lettura di un canale dei segnali provoca
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l’azzereramento dello stesso; e` quindi possibile perdere eventi non anco-
ra gestiti quando si effettua un test su un evento, se questi non vengono
salvati. Tutte le astrazioni introdotte per la gestione dei segnali per i pro-
cessi allocati sugli SPE sono definite nei file include/spe/central sm.h
e src/spe/central sm.cpp.
La variabile globale ch, dichiarata nel namespace MammuT::ssm, e` un
vettore di due interi senza segno rappresentanti gli eventi che devono
ancora essere gestiti. Per la lettura dei segnali si utilizza la funzione
wait for bit, contenuta nel namespace MammuT::ssm e definita nel file
central sm.h, disponibile in due versioni:
static inline void wait_for_bit(mask_t * a, int n);
static inline void wait_for_bit(mask_t * a,
struct single_bit_stuf_mask * single_bit_mask)
La prima attende il verificarsi di un evento corrispondente al n-esimo bit
del sottoinsieme dei bit di segnale identificato dalla struttura a passata
come parametro, mentre la seconda utilizza, invece dell’indice n del bit,
una struttura di tipo single bit stuf mask, rappresentante un dato
evento. Le strutture di tipo single bit stuf mask sono cos`ı definite:
struct single_bit_stuf_mask{
unsigned int positive;
unsigned int negative;
};
Il campo positive contiene la maschera di bit rappresentante un evento,
mentre il campo negative contiene la sua negazione. Ad esempio, sup-
poniamo di avere un sottoinsieme di bit identificato dalla maschera di bit
00111000000000000000000000000000, e supponiamo di voler costruire una
struttura di tipo single bit stuf mask corrispondente al secondo bit di
questo sottoinsieme. Il campo positive dovra` valere (in binario)
00010000000000000000000000000000
mentre il campo negative dovra` valere
11101111111111111111111111111111
Utilizzare queste maschere precalcolate permette di utilizzare la versione
piu` efficiente della wait for bit, risparmiando operazioni di shift e lo-
giche bit a bit. Il caricamento di una struttura di questo tipo si effettua
utilizzando la funzione
inline void
single_bit_stuf_mask_set_bit (single_bit_stuf_mask *sbsm ,
mask_t *mask , int n)
dove sbsm e` la maschera da inizializzare, mask e` la struttura rappresen-
tante il sottoinsieme dei bit di segnale contenente l’evento desiderato,
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e n e` l’indice del bit corrispondente all’evento. Ad esempio, se si vuole
costruire una struttura per il test del secondo bit del sottoinsieme identifi-
cato dalla struttura di tipo mask t m, si dovra` inizializzare una struttura
di tipo single bit stuf mask s in questo modo:
single_bit_stuf_mask_set_bit (s, m, 1);
Nel ultime release della libreria e` stata utilizzata solamente la versione
della wait for bit utilizzante le strutture single bit stuf mask. In
pseudocodice, l’algoritmo della wait for bit e`
wait_for_bit(mask_t a, single_bit_stuf_mask sbsm)::
{
while(ch[mask ->sig_ch] & sbsm ->positive == 0) {
ch[mask ->sig_ch] =
ch[mask ->sig_ch] |
read_signal_channel(mask ->sig_ch );
}
ch[mask ->sig_ch] = ch[mask ->sig_ch] & sbsm ->negative;
}
La segnalazione di un’evento (l’invio di un bit di segnale su un canale dei
segnali) si effettua invece utilizzando la funzione
static inline void snd_sig(volatile out_sig * sig)
static inline void snd_sig_f(volatile out_sig * sig)
Le strutture di tipo out sig si allocano e cancellano utilizzando le fun-
zioni
volatile out_sig *alloc_out_sig_vector( int n);
volatile out_sig ** alloc_out_sig_matrix( int n, int m);
void free_out_sig_vector(volatile out_sig *a);
void free_out_sig_matrix(volatile out_sig **a);
La prima alloca un vettore di strutture di dimensione n, la seconda una
matrice di dimensione n ×m, allineandole come necessario. Il messag-
gio da inviare sul canale dei messaggi deve infatti essere contenuto nel
quarto intero di un’area di memoria allineata ai 128 bit; le due funzioni
servono quindi a facilitare l’allocazione di vettori e matrici che risultino
ben allineati, cercando di ottimizzare lo spazio occupato in memoria. Il
tipo out sig e` definito come
union out_sig{
struct {
ea_t <void *> sig_area;
u32_t tag;
u32_t signal;
};
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id mask n sr n rr p sender p receiver ch
Tabella 4.1: Tabella dei canali
volatile unsigned int s[4];
};
Il campo sig area deve contenere l’indirizzo effettivo dell’area dei se-
gnali relativa al canale dei segnali su cui inviare il messaggio. Il campo
tag deve contenere la tag di DMA con cui sara` inviato il messaggio,
mentre il campo signal conterra` il messaggio da inviare. Il valore di
sig area deve essere ricavato sul processo ℜ, e passato sucessivamente
al processo che lo dovra` utilizzare. I canali di comunicazione, che uti-
lizzano il canale dei messaggi per la sveglia -ma anche, come vedremo,
per notificare l’avvenuta ricezione di un messaggio, o l’avvenuto trasfe-
rimento di un messaggio in una variabile targa- ricavano questo valore
dalle strutture di tipo mask t, che come abbiamo visto sono restituite da
un metodo della classe Signal manager, che provvede alla loro corretta
inizializzazione.
Nel file central sm.h sono anche definite funzioni utilizzate nell’im-
plementazione del comando alternativo. Queste saranno descritte in
seguito, quando si descrivera` appunto il supporto di tale costrutto.
4.3 Strutture dati del supporto
Tutte le strutture dati del supporto sono incapsulate nella classe Stcom.
Le piu` importanti sono:
tabella dei processi contiene informazioni relative ai processi facenti
parte del programma concorrente
tabella dei canali contiene informazioni relative ai canali di comunica-
zione. E` inizialmente allocata e parzialmente inizializzata dal pro-
cesso ℜ, e in seguito dai processi allocati sugli SPE. La procedura
di inizializzazione sara` illustrata in seguito.
Il formato della tabella dei canali e` mostrato in tabella 4.1. Descriviamo
di seguito il significato delle colonne.
id l’identificatore unico del canale, scelto dal programmatore.
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mask maschera di bit indicante quali processi utilizzano il canale corri-
spondente alla entry della tabella
n sr numero di mittenti del canale
n rr numero di destinatari del canale
p sender riferimento al vettore di descrittori di endpoint1relativi ai mit-
tenti del canale
p reeiver riferimento al vettore di descrittori di endpoint relativi ai
destinatari del canale
h puntatore all’oggetto canale creato sul processo ℜ. Questa colonna e`
visibile solo dal processo ℜ.
Un descrittore di endpoint contiene informazioni relative a uno dei pro-
cessi di una coppia (mittente, destinatario), quali ad esempio i sottoin-
siemi di bit del canale dei segnali utilizzati per effettuare segnalazioni
come l’avvenuto trasferimento di un messaggio, o l’indirizzo effettivo di
una variabile targa. In un canale simmetrico sono necessari due descrit-
tori, uno relativo al mittente e uno relativo al destinatario. In un canale
multicast con m destinatari sono invece necessari 2m descrittori, due per
ogni coppia (mittente, destinatario) distinta. Il formato della tabella dei
processi e` mostrato in tabella 4.2
ls indirizzo effettivo base del local storage dello SPE su cui sara` lanciato
il processo corrispondente alla entry della tabella.
sig one indirizzo effettivo dell’area MMIO del primo canale dei segnali
sig two indirizzo effettivo dell’area MMIO del secondo canale dei se-
gnali
id l’identificatore unico di processo, assegnato progressivamente a par-
tire da BASE PROCESS ID dal supporto.
path percorso del file eseguibile contenente il codice del processo corri-
spondente all’entry della tabella
tx contesto SPE relativo allo SPE su cui sara` lanciato il processo
1Un descrittore di endpoint contiene informazioni relative a un estremo del canale
di comunicazione. Diremo in seguito quanti descrittori di endpoint sono necessari
per descrivere un canale di comunicazione, a seconda della forma di comunicazione
selezionata.
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Tabella 4.2: Tabella dei processi
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pth spe handler puntatore alla struttura di tipo pthread t relativa al
thread che lancera` il processo sullo SPE.
sig manager puntatore all’oggetto gestore dei segnali
4.4 Procedura di inizializzazione della
libreria
In questa sezione sara` descritta sommariamente la procedura di ini-
zializzazione della libreria, che sara` descritta piu` dettagliatamente nel-
le prossime sezioni che descriveranno la classe Stcom nelle sue imple-
mentazioni per i processi allocati sugli SPE e per il processo ℜ. Essa
viene lanciata dal metodo start() della classe Stcom, nella sua imple-
mentazione per il processo ℜ, definita nei file include/ppe/stcom.h e
src/ppe/stcom.cpp. E` divisa in piu` fasi:
1. Il processo ℜ inizializza la tabella dei processi, impostando i valori
iniziali di tutti i campi di tutti i descrittori di processo, e crea i
contesti SPE necessari per lanciare i processi facenti parte dell’ap-
plicazione concorrente, caricando il codice eseguibile dei processi
nei relativi contesti (chiamata a processes mapping)
2. Il processo ℜ alloca la tabella dei canali, e, per ogni canale di
comunicazione utilizzato nell’applicazione, richiama il suo metodo
di inizializzazione init stcom, la cui funzione sara` descritta nel-
la sezione 4.5 e inizializza la corrispondente entry della tabella dei
canali (chiamata a init channels). Per ora anticipiamo che il me-
todo di inizializzazione dei canali di comunicazione effettua un’ini-
zializzazione parziale dei descrittori di endpoint relativi al canale
stesso.
3. Il processo ℜ lancia i contesti SPE e comunica via mailbox l’indi-
rizzo effettivo in memoria principale del control block, una strut-
tura dati contenente informazioni necessarie all’inizializzazione del
supporto sui processi allocati sugli SPE, quali ad esempio indi-
rizzo effettivo e dimensione della tabella dei canali e il proprio
identificatore unico di processo (chiamata a proc launch)
4. Il processo ℜ effettua una sincronizzazione a barriera con i pro-
cessi SPE - implementata con le mailbox - attendendo una loro
segnalazione (chiamata a ch init barrier)
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5. I processi SPE leggono da memoria principale il control block, e
creano una copia della tabella dei canali nel local storage. Dalla
tabella dei canali sono ricavate varie informazioni, tra cui il nu-
mero di canali di comunicazione di cui il processo e` un estremo
(chiamata al costrutture della classe Stcom nella versione per i pro-
cessi allocati sugli SPE, definita nei file include/spe/stcom.h e
src/spe/stcom.cpp).
6. I processi allocati sugli SPE leggono i descrittori di endpoint rela-
tivi ai canali cui partecipano, e terminano la fase di inizializzazione
degli stessi, inserendo le informazioni che non erano state inseri-
te dalla procedura di inizializzazione dei canali nel processo ℜ -
ogni processo P legge e inizializza i descrittori relativi al proces-
so P stesso, ma non quelli relativi ai partner della comunicazione
(procedura di registrazione dei canali, corrispondente a una serie di
chiamate al metodo ch register della classe Stcom nella versione
per i processi allocati sugli SPE).
7. L’ultima chiamata al metodo ch register invia una segnalazione
al processo ℜ, e attende da questo una segnalazione che indica la
fine della sincronizzazione a barriera.
8. Quando tutti i processi allocati sugli SPE hanno inviato la se-
gnalazione, il processo ℜ invia loro una segnalazione di risposta,
segnalando la fine della sincronizzazione a barriera
9. Una volta ricevuta la segnalazione di “via libera” dal processo
ℜ, i processi leggono i descrittori di endpoint dei loro partner di
comunicazione, che saranno completamente inizializzati.
Il passi 6 e 9 della procedura di inizializzazione sono in parte implemen-
tati nella classe Stcom (metodo ch register e metodo init) nella sua
versione per i processi allocati sugli SPE, in parte nella gerarchia di classi
dei canali di comunicazione.
4.5 Implementazione dei canali di
comunicazione e delle primitive
di comunicazione
I canali di comunicazione sono implementati anch’essi come classi. In
questa sezione parleremi inizialmente dei canali di comunicazione in ge-
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nerale, per descrivere poi le implementazioni realizzate, in termini delle
loro primitive di comunicazione. Come visto in precedenza, per creare
un canale di comunicazione e` necessario creare tre oggetti nel caso di ca-
nali SPE-SPE, due oggetti nel caso di canali PPE-SPE. Il caso dei canali
PPE-SPE sara` trattato in seguito. Una importante struttura dati legata
ai canali di comunicazione e` il descrittore di endpoint. Ogni canale di
comunicazione definisce il formato dei suoi descrittori di endpoint, esten-
dendo il descrittore base. Il descrittore di endpoint base e` una struttura
dati cos`ı definita:
struct ch_endpoint_info_t{
mask_t r_mask;
mask_t w_mask;
proc_id_t id;
proc_id_t partner_id;
ea_t <void *> ls;
ea_t <void *> sig_one
ea_t <void *> sig_two;
};
Il campo r mask identifica il sottoinsieme di bit di segnale su cui il pro-
cesso con identificatore id ricevera` segnalazioni riguardo eventi relativi
alla comunicazione con il processo identificato da partner id. Il campo
w mask e` obsoleto, ed e` stato mantenuto per ragioni di allineamento. Il
suo utilizzo e` comunque da evitare. Sono riportati anche gli indirizzi
effettivi di base del local storage (campo ls) e delle aree di memoria su
cui sono mappati i canali dei segnali (sig one e sig two).
4.5.1 Canali SPE-SPE
Per ogni realizzazione di un canale di comunicazione SPE-SPE sono
definite tre classi che rappresentano:
1. Il canale dal punto di vista del mittente, cui ci riferiremo di seguito
come al lato mittente di un canale di comunicazione SPE-SPE
2. Il canale dal punto di vista del destinatario, cui ci riferiremo di
seguito come al lato destinatario di un canale di comunicazione
SPE-SPE
3. Il canale dal punto di vista del processo ℜ, cui ci riferiremo di
seguito come al lato PPE di un canale di comunicazione SPE-SPE
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Channel_ppe
Base_channel
Mychannel_ppe_side
Figura 4.1: Gerarchia delle classi dei canali SPE-SPE lato PPE
La gerarchia delle classi dei canali lato PPE e` riportata in figura 4.1.
La classe Channel ppe e` da intendersi come una classe astratta. La sua
interfaccia e` mostrata in figura 4.2. Di seguito spieghiamo il significato
delle sue variabili membro:
n sr numero di mittenti del canale
n rr numero di destinatari del canale
id sr vettore di identificatori di processo relativo ai mittenti del canale
id rr vettore di identificatori di processo relativo ai destinatari del ca-
nale
trl id identificatore numerico unico progressivo assegnato al canale
dal supporto
ount sr contatore utilizzato per rilevare il completamento dell’inseri-
mento degli identificatori dei mittenti del canale
ount rr contatore utilizzato per rilevare il completamento dell’inseri-
mento degli identificatori dei destinatari del canale
ppe to spe hannel vale true se il canale e` un canale PPE-SPE, false
altrimenti.
hid identificatore unico di canale assegnato dal programmatore
nbits sr dimensione del sottoinsieme dei bit di segnale utilizzato da un
mittente del canale
nbits rr dimensione del sottoinsieme dei bit di segnale utilizzato da un
destinatario del canale
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Di seguito, descriviamo la funzione dei metodi non descritti nel capitolo
3. Si noti che questi metodi non devono essere utilizzati direttamente dal
programmatore, sono invece riservati ad un utilizzo interno da parte del
supporto.
get n sr restituisce il valore della variabile n sr
get n rr restituisce il valore della variabile n rr
get id sr restituisce la variabile id sr
get id rr restituisce la variabile id rr
hannel init metodo di inizializzazione che richiama in un determina-
to ordine i due metodi init e il metodo init self. Restituisce un
intero diverso da 0 in caso di errore.
set id inizializza la variabile chid con il valore passato come parametro
set trl id inizializza la variabile ctrl id con il valore passato come
paramentro
get trl id restituisce il valore della variabile ctrl id
get sem restituisce NULL, deve essere esteso nei canali PPE-SPE, e
restituisce un puntatore ad un semaforo utilizzato per la sincro-
nizzazione col partner della comunicazione. Il funzionamento dei
canali PPE-SPE e` spiegato nella relativa sezione.
init I due metodi init devono essere implementati nell’ultimo livello del-
la gerarchia del canale. Il codice relativo all’inizializzazione parziale
dei descrittori di endpoint deve essere inserito in questo metodo. Ad
esempio, Nei canali che utilizzano come metodo di sincronizzazione
la test and set, in questo metodo si esegue il passaggio dell’indirizzo
dell’area di memoria riservata per la test and set, scrivendolo in un
campo dei descrittori di endpoint.
init stom inizializza i descrittori di endpoint del canale, impostando
i valori di tutti i campi descritti a pagina 67
get nbits sr restituisce la dimensione del sottoinsieme di bit di segnale
utilizzato da un mittente del canale
get nbits rr restituisce la dimensione del sottoinsieme di bit di segnale
utilizzato da un destinatario del canale
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size restituisce la dimensione in byte di un messaggio inviato attraverso
il canale di comunicazione
size dma restituisce la dimensione effettiva dell’area di memoria trasfe-
rita mediante DMA per trasferire un messaggio. Questa e` diversa
dalla dimensione del dato, e corrisponde al primo multiplo di 16
byte piu` grande della dimensione del messaggio.
init self metodo di inizializzazione da implementare nell’ultimo livel-
lo della gerarchia di classi, solo nel caso di canali PPE-SPE. In
questo metodo il processo identificato da id0 deve inizializzare i
descrittori di endpoint per cui il campo id vale id0
init partner metodo di inizializzazione da implementare nell’ultimo
livello della gerarchia di classi, solo nel caso di canali PPE-SPE. In
questo metodo il processo identificato da id0 legge i descrittori di
endpoint per cui il campo partner id vale id0, immagazzinando
le informazioni necessarie in opportune variabili membro con cui il
canale di base e` stato esteso. Si vedra` l’utilizzo di questo metodo e
di quello precedentemente descritto nell’implementazione dei canali
PPE-SPE.
get p sender restituisce il vettore di descrittori di endpoint relativo ai
mittenti del canale
get p reeiver restituisce il vettore di descrittori di endpoint relativo
ai destinatari del canale.
La classe Base channel estende la classe Channel ppe con i vettori di
endpoint (variabili p sender e p receiver) e implementando i metodi
indicati in figura 4.2. Base channel e` una classe template, i cui parametri
sono:
T sr endp il tipo degli endpoint relativi ai mittenti del canale
T rr endp il tipo degli endpoint relativi ai destinatari del canale
T il tipo dei messaggi inviati attraverso il canale
Descriveremo ora invece la gerarchia delle classi dei canali SPE-SPE,
lato mittente e destinatario, illustrata in figura 4.3. Anche qui, le classi
Channel spe e Base channel sono da interpretarsi come classi astratte.
L’interfaccia della classe Channel spe e` riportata in figura 4.4. Spie-
ghiamo di seguito il significato delle sue variabili membro, sottolineando
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c l as s Channel_ppe{
protected :
unsigned int n_sr;
unsigned int n_rr;
proc_id_t *id_sr;
proc_id_t *id_rr;
ch_id_t ctrl_id;
unsigned int count_sr;
unsigned int count_rr;
int nbits_sr;
int nbits_rr;
public :
bool ppe_to_spe_channel;
ch_id_t chid;
Channel_ppe(unsigned int n_sr , unsigned int n_rr);
virtual ~Channel_ppe();
virtual int get_n_sr();
virtual int get_n_rr();
virtual proc_id_t *get_id_sr();
virtual proc_id_t *get_id_rr();
virtual int channel_init(proc_tbl_t ptbl);
void set_id(ch_id_t chid);
void set_ctrl_id(ch_id_t chid);
ch_id_t get_ctrl_id();
virtual int get_nbits_sr();
virtual int get_nbits_rr();
//Da estendere in caso di canali PPE -SPE
virtual sem_t *get_sem();
virtual int init_self();
virtual int init_partner(proc_tbl_t ptbl);
// Estesi nella classe Base_channel
virtual int add_sr(proc_id_t id);
virtual int add_rr(proc_id_t id);
virtual int init_stcom(proc_tbl_t ptbl);
virtual unsigned int size();
virtual unsigned int size_dma();
virtual ea_t <ch_endpoint_info_t *>
get_p_sender();
virtual ea_t <ch_endpoint_info_t *>
get_p_receiver();
// Da estendere nell ’ultimo livello
// della gerarchia
virtual int init(proc_tbl_t ptbl);
virtual int init();
};
Figura 4.2: Interfaccia della classe Channel ppe
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Channel_spe
Base_channel
Mychannel_sender_sideMychannel_receiver_side
Figura 4.3: Gerarchia delle classi dei canali SPE-SPE lato mittente e
destinatario
c l as s Channel_spe{
public :
ch_id_t chid;
gmask_t gm;
int ntags;
int starttag;
int sender_or_receiver;
int ch_tbl_ref;
Channel_spe();
virtual ~Channel_spe();
virtual int init_stcom( int n_sr , int n_rr ,
ea_t <ch_endpoint_info_t *> p_something_else ,
proc_id_t mypid);
int get_sender_or_receiver ();
int get_ntags();
void set_starttag( int x);
void set_chid(ch_id_t chid);
gmask_t get_gmask();
virtual int
write_lock_line(volatile user_ll_area_t *buf);
};
Figura 4.4: Interfaccia della classe Channel spe, classe base dei canali
SPE-SPE lato mittente e destinatario.
che queste non devono essere utilizzate direttamente dal programmatore,
in quanto sono state dichiarate pubbliche per permettere l’utilizzo diretto
da altre classi del supporto.
hid identificatore unico di canale assegnato dal programmatore
gm struttura dati indicante quali dei bit di segnale del sottoinsieme as-
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sociato al canale indicano la disponibilita` di uno slot2.
ntags il numero di tag di DMA riservate al canale. Il suo valore e`
assegnato nel costruttore del canale di comunicazione, nell’ultimo
livello della gerarchia riportata in figura 4.4.
starttag la tag piu` piccola assegnata al canale di comunicazione. Le
tag di DMA sono assegnate nell’intervallo [starttag..starttag +
ntags− 1].
sender or reeiver flag indicante se il canale e` un canale lato mit-
tente o lato destinatario. Assume il valore MAMMUT SENDER se il
canale e` lato mittente, MAMMUT RECEIVER se il canale e` un canale
lato destinatario.
h tbl ref l’indice della relativa entry della tabella dei canali. Cor-
risponde all’identificatore di controllo assegnato dal supporto al
canale.
Di seguito descriviamo la funzione dei membri riportati nell’interfaccia
del canale. Questi non devono mai essere utilizzati direttamente dal pro-
grammatore, sono invece chiamati automaticamente dal supporto quando
necessario.
init stom metodo di inizializzazione, richiamato dal supporto duran-
te la procedura di inizializzazione. E` implementato nella classe
Base channel.
get sender or reeiver restituisce il valore della variabile
sender or receiver.
get ntags restituisce il valore della variabile ntags.
set starttag imposta il valore della variabile starttag al valore pas-
sato come parametro.
set hid imposta il valore della variabile chid al valore passato come
parametro.
2La disponibilita` di uno slot indica la possibilita` o meno di portare a termine una
primitiva di comunicazione senza bloccarsi. Nel caso di un canale lato destinatario
indica la presenza di un messaggio in attesa di essere ricevuto, mentre nel caso di un
canale lato mittente indica la presenza di una variabile targa libera, su cui e` possibile
scrivere senza attendere. Questo discorso sara` approfondito nella sezione 4.7.
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template < c l as s T_sr_endp , c l as s T_rr_endp >
c l as s Base_channel:public Channel_spe{
public :
Base_channel();
void first_init( int n_sr , int n_rr ,
ea_t <ch_endpoint_info_t *> p_something ,
int sender_or_receiver , proc_id_t mypid);
virtual int init_stcom( int n_sr , int n_rr ,
ea_t <ch_endpoint_info_t *> p_something_else ,
proc_id_t mypid)
virtual int init_self(T_sr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual int init_self(T_rr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual int init_partner(T_sr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual int init_partner(T_rr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual void calc_gmask(T_sr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual void calc_gmask(T_rr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
};
Figura 4.5: Interfaccia della classe Channel spe, classe base dei canali
SPE-SPE lato mittente e destinatario.
get gmask imposta il valore della variabile gmask al valore passato come
parametro.
write lok line metodo utilizzato nelle implementazioni facenti uso
della test and set come metodo di sincronizzazione. Saranno dati
ulteriori dettagli nella sezione 4.5.5.
L’interfaccia della classe Base channel nella sua realizzazione per i pro-
cessi allocati sugli SPE e` riportata in figura 4.5. Il significato dei para-
metri template e` il seguente:
T sr endp il tipo dei descrittori di endpoint relativi ai mittenti del
canale
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T rr endp il tipo dei descrittori di endpoint relativi ai destinatari del
canale
Si rammenta che il tipo dei descrittori di endpoint e` solitamente defini-
to congiuntamente alle classi dell’ultimo livello delle gerarchie riportate
nelle figure 4.1 e 4.3, e puo` quindi essere considerato come un aspet-
to proprio di una data implementazione dei canali di comunicazione. I
metodi first init e init stcom sono dei metodi di inizializzazione, che
effettuano rispettivamente i passi 6 e 9 della procedura di inizializzazione
descritta nella sezione 4.4, localmente al canale. Il metodo first init
richiama il metodo init self, che e` quello che effettivamente effettua il
salvataggio dei dati interessanti passati sui descrittori di endpoint dal-
l’oggetto canale lato PPE, e modifica i descrittori inserendo le restanti
informazioni necessarie, quali ad esempio gli indirizzi delle variabili tar-
ga, nel caso di un canale lato destinatario. Il metodo first init e`
implementato nell’ultimo livello della gerarchia mostrata in figura 4.3. Il
metodo init stcom richiama invece il metodo init partner, che imple-
menta il salvataggio delle informazioni interessanti passate sui descrittori
di endpoint relativi ai partner della comunicazione, derivanti dal comple-
tamento del passo 6 della procedura di inizializzazione. Per ogni canale
di comunicazione deve essere implementata solo una versione dei metodi
init self e init partner. Nel caso di un canale lato mittente saranno
implementati i metodi init self e init partner con questa firma:
virtual int init_self(T_sr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual int init_partner(T_rr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
mentre nel caso di un canale lato destinatario le firme dei metodi saranno
virtual int init_self(T_rr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
virtual int init_partner(T_sr_endp *p, int n_sr ,
int n_rr , proc_id_t mypid);
Si noti che le informazioni interessanti contenute nei descrittori di end-
point passati ai metodi init self e init partner devono essere copiate
in variabili membro dei canali, in quanto i puntatori passati ai metodi
saranno automaticamente distrutti al termine delle chiamate. La fun-
zione svolta dai metodi first init e init stcom e` quindi nascondere
dall’implementazione dell’ultimo livello della gerarchia dei canali i tra-
sferimenti DMA dei descrittori di endpoint. In pseudocodice, i metodi
possono essere cos`ı descritti:
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first_init()
{
i f (sender_or_receiver == MAMMUT_SENDER){
leggi via dma il vettore di descrittori di
endpoint relativo ai mittenti del canale
e salvalo in p_sender;
init_self(p_sender , ...);
trasferisci via DMA il vettore di endpoint
p_sender in memoria principale;
}else{
leggi in dma il vettore di descrittori di
endpoint relativo ai destinatari del
canale e salvalo in p_receiver;
init_self(p_receiver , ...);
trasferisci via DMA il vettore di endpoint
p_receiver in memoria principale;
}
}
init_stcom()
{
i f (sender_or_receiver == MAMMUT_SENDER){
leggi via dma il vettore di descrittori di
endpoint relativo ai destinatari del
canale e salvalo in p_receiver;
init_partner(p_receiver , ...);
}else{
leggi in dma il vettore di descrittori di
endpoint relativo ai mittenti del canale
e salvalo in p_sender;
init_partner(p_sender , ...);
}
}
I metodi calc gmask effettuano il calcolo della variabile gmask. Nei canali
lato mittente e` implementata la prima versione del metodo, mentre nei
canali lato destinatario e` implementata la seconda versione.
I canali lato mittente e destinatario estendono la classe Base channel
con la opportuna primitiva di comunicazione, quindi con il metodo send
nel caso di canali lato mittente e con il metodo receive nel caso di canali
lato destinatario.
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Per quanto riguarda i canali PPE-SPE, vale quanto detto sopra, con
l’eccezione che gli oggetti che devono essere creati per dar luogo alla co-
municazione sono due e non tre, in quanto il canale lato PPE e` fornito
della opportuna primitiva di comunicazione, e ha implementati i metodi
init self e init partner, che svolgono le stesse funzioni dei metodi
init self e init partner appena descritti. L’implementazione dei ca-
nali PPE-SPE sara` descritta in dettaglio nella sezione 4.6. Nelle sezioni
che seguono, illustreremo le implementazioni dei canali di comunicazione
realizzate, descrivendo in dettaglio il formato dei descrittori di endpoint
e le primitive di comunicazione.
4.5.2 Canali di comunicazione simmetrici asincroni
SPE-SPE standard
I canali di comuniazione standard forniti dalla libreria sono implementati
nei file
• channels/include/ppe/a 11 p ksignal ch.h - canale lato PPE -
classe A 11 p ksignal ch
• channels/include/ppe/sr a 11 p ksignal ch.h - canale lato mit-
tente - classe SR a 11 p ksignal ch
• channels/include/ppe/rr a 11 p ksignal ch.h - canale lato de-
stinatario - classe RR a 11 p ksignal ch
• channels/include/common/a 11 p ksignal ch common.h - defini-
zioni comuni alle tre classi
Il canale implementa la forma di comunicazione simmetrica asincrona con
grado di asincronia K > 0, ed e` realizzato come un insieme di tre classi
template, che come detto precedentemente realizzano il canale lato PPE,
il canale lato mittente e il canale lato destinatario. Le interfacce delle
tre classi sono mostrate nelle figure 4.6, 4.7 e 4.8. Le dichiarazioni dei
descrittori di endpoint sono riportate in figura 4.9. Il campo ref vtg del
descrittore relativo al destinatario contiene il riferimento alla prima va-
riabile targa del vettore. I restanti riferimenti sono calcolati dal mittente
mediane aritmetica dei puntatori. I campi reserved delle due strutture
non sono significativi, e sono stati inseriti per portare la dimensione della
struttura ad un multiplo di 16 bytes, condizione necessaria per effettuare
i trasferimenti DMA. Il campo ref to ref vtg e` inutilizzato in questa
implementazione - sara` pero` utilizzato in un altra, che utilizza gli stessi
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/* Canale Lato PPE
*
* Integrato nella classe template dei canali come
* Channel_t <SPE_SPE , SYMMETRIC , T_item,
* T_degree , NONE , 0>
**/
template < c l as s T_item , T_degree >
c l as s A_11_p_keep_ksignal_ch:
public Base_channel <a_11_p_keep_ksignal_ch_sr_endp ,
a_11_p_keep_ksignal_ch_rr_endp , T_item >{
public :
int k;
A_11_p_keep_ksignal_ch(unsigned int n_sr ,
unsigned int n_rr):
Base_channel <a_11_p_keep_ksignal_ch_sr_endp ,
a_11_p_keep_ksignal_ch_rr_endp ,
T_item >(n_sr , n_rr);
virtual int init();
virtual unsigned int size();
virtual unsigned int size_dma();
};
Figura 4.6: Interfacce delle classi relative all’implementazione standard
dei canali SPE-SPE. Canale lato PPE.
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/*Canale Lato Mittente
*
* Integrato nella classe template dei canali come
* Channel_t <SPE_SPE ,SYMMETRIC ,T_item ,T_degree ,SENDER ,0>
*/
template < c l as s Item , int degree>
c l as s SR_a_11_p_ksignal_ch:
public Base_channel <a_11_p_ksignal_ch_sr_endp ,
a_11_p_ksignal_ch_rr_endp >{
struct ind_queue{
int val;
ind_queue * next;
};
public :
ea_t <Item *>ref_vtg[degree +1];
Item * addres [degree +1];
volatile ssm:: out_sig *sigbuffer;
ssm:: single_bit_stuf_mask
wait_mask_vector[degree +1];
struct ind_queue ind [degree +1];
struct ind_queue * ind_pointer;
mask_t out_mask;
mask_t in_mask;
int k;
unsigned int the_size;
SR_a_11_p_ksignal_ch();
~SR_a_11_p_ksignal_ch ();
virtual int init_self(
a_11_p_ksignal_ch_sr_endp *p,
int n_sr , int n_rr , proc_id_t mypid );
virtual int init_partner(
a_11_p_ksignal_ch_rr_endp *p,
int n_sr , int n_rr , proc_id_t mypid );
virtual void calc_gmask(
a_11_p_ksignal_ch_sr_endp *p ,
int n_sr , int n_rr , proc_id_t mypid )
int send (Item *msg);
};
Figura 4.7: Interfacce delle classi relative all’implementazione standard
dei canali SPE-SPE. Canale lato mittente.
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/* Canale Lato Destinatario
*
* Integrato nella classe template dei canali come
* Channel_t <SPE_SPE ,SYMMETRIC ,T_item ,T_degree ,RECEIVER ,0>
*/
template < c l as s Item , int degree >
c l as s RR_a_11_p_ksignal_ch:
public Base_channel <a_11_p_ksignal_ch_sr_endp ,
a_11_p_ksignal_ch_rr_endp >{
public :
volatile Item *vtg;
int index;
volatile ssm:: out_sig *sigbuffer;
ssm:: single_bit_stuf_mask
wait_mask_vector[degree +1];
struct ind_queue ind [degree +1];
struct ind_queue * ind_pointer;
mask_t out_mask;
mask_t in_mask;
unsigned int the_size;
int k;
int oldindex;
RR_a_11_p_ksignal_ch();
~RR_a_11_p_ksignal_ch();
virtual int init_self(
a_11_p_ksignal_ch_rr_endp *p,
int n_sr , int n_rr , proc_id_t mypid );
virtual int init_partner(
a_11_p_ksignal_ch_sr_endp *p,
int n_sr , int n_rr , proc_id_t mypid );
virtual void calc_gmask(
a_11_p_ksignal_ch_rr_endp *p,
int n_sr , int n_rr , proc_id_t mypid );
Item * receive ();
};
Figura 4.8: Interfacce delle classi relative all’implementazione standard
dei canali SPE-SPE. Canale lato destinatario.
descrittori di endpoint, che implementa i canali standard con l’opzione
O KEEP attivata.
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/* Descrittore di endpoint relativo al destinatario */
struct a_11_p_keep_ksignal_ch_rr_endp :ch_endpoint_info_t{
ea_t < int *> ref_vtg;
unsigned long long reserved;
};
/* Descrittore di endpoint relativo al mittente */
struct a_11_p_keep_ksignal_ch_sr_endp :ch_endpoint_info_t{
ea_t < int *> ref_to_ref_vtg;
unsigned long long reserved;
};
Figura 4.9: Descrittori di endpoint utilizzati nell’implementazione
standard dei canali SPE-SPE
Le variabili targa, in questa come nel resto delle implementazioni
dei canali di comunicazione fornite, sono organizzate in una coda FIFO,
realizzata mediante un vettore circolare, allocato nello spazio di indiriz-
zamento del processo destinatario. In questa implementazione, il top e
il bottom della coda sono decentralizzati sui canali dei segnali di mit-
tente e destinatario. Come detto precedentemente,il supporto assegna
ad ogni canale un sottoinsieme dei bit dei canali dei segnali, della di-
mensione specificata dal canale stesso. Questa implementazione fa uso
di un sottoinseme dei segnali della stessa dimensione del vettore delle
variabili targa, quindi T degree + 1, sia sul lato mittente che sul lato
destinatario. Si ricorda che un sottoinsieme dei bit di segnale puo` essere
visto come un vettore di bit. Dal punto di vista del mittente, se un bit
del sottoinsieme vale 1 significa che e` possibile scrivere il messaggio nella
variabile targa di indice corrispondente, mentre dal punto di vista del de-
stinatario, un bit a 1 del sottoinsieme indica la presenza di un messaggio
nella variabile targa di indice corrispondente. L’impostazione iniziale dei
bit di segnale associati ai canali lato mittente e destinatario e` riportata in
figura 4.10. Descriviamo brevemente le variabili membro delle tre classi.
k Dichiarata nelle tre classi, vale T degree + 1. Coincide con la dimen-
sione del vettore delle variabili targa e quindi con la dimensione del
sottoinsieme dei bit di segnale.
ref vtg Vettore dichiarato nel solo canale lato mittente, contiene gli
indirizzi effettivi delle variabili targa.
sigbuffer Vettore dichiarato nei canali lato mittente e destinatario,
contiene le strutture di tipo out sig che saranno inizializzate con
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i messaggi da inviare al partner attraverso il canale dei segnali.
L’i-esimo elemento del vettore contiene un messaggio che ha il
significato:
• E` stato scritto un messaggio nella i-esima variabile targa (nel
caso di messaggi inviati dal mittente al destinatario sul canale
dei segnali)
• La i-esima variabile targa non e` piu` utilizzata e puo` essere
sovrascritta (nel caso di messaggi inviati dal destinatario al
mittente sul canale dei segnali)
wait mask vetor contiene le maschere di bit utilizzate per la
wait for bit. L’i-esimo elemento del vettore indica l’evento rap-
presentato dall’i-esimo bit del sottoinsieme (possibilita` di scrivere
sulla i-esima variabile targa o presenza del messaggio nella i-esima
variabile targa, rispettivamente per mittente e destinatario).
next ind vettore di interi il cui generico elemento di indice i contiene il
valore (i+1) mod k, utilizzato per evitare il calcolo del modulo
nella send e nella receive (canali lato mittente e destinatario)
out mask sottoinsieme dei bit di segnale su cui il partner della comu-
nicazione attende gli eventi relativi al canale (canali mittente e
destinatario)
in mask sottoinsieme dei bit di segnale assegnato al canale, su cui at-
tendere gli eventi (canali lato mittente e destinatario)
the size minimo multiplo di 16 byte maggiore della dimensione del tipo
del messaggio (canali lato mittente e destinatario)
index intero indicante su quale variabile targa deve essere scritto o letto
il prossimo messaggio (canali lato mittente e destinatario)
vtg vettore di variabili targa (canale lato destinatario).
Primitive di comunicazione
Inizialmente la variabile index vale k − 1 nel canale lato destinatario, 0
nel canale lato mittente. Analizziamo il codice del metodo send:
001 void send (T_item *msg)
002 {
003 ssm:: wait_for_bit(&in_mask ,
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Sender Receiver
Signal Signal vtg
1
1
1
1
0
0
0
0
0
0
Figura 4.10: Impostazione iniziale dei bit dei sottoinsiemi dei bit di se-
gnale (rappresentati come un vettore di bit sig) dei canali lato mittente
e destinatario, relativa all’implementazione descritta nella sezione 4.5.2
&wait_mask_vector[index ]);
004
005 mfc_put(msg , ref_vtg[index].ea , the_size ,
sigbuffer[index].tag , 0, 0);
006 mfc_write_tag_mask(1<<sigbuffer[index].tag);
007 mfc_read_tag_status_all ();
008
009 ssm:: snd_sig_f(& sigbuffer[index]);
010 index = next_ind[index];
011 }
Il codice alla riga 003 provoca l’attesa del processo mittente fino a che
non sia stata segnalata la possibilita` di scrivere nella variabile targa di
indice index. La riga 005 inizializza il trasferimento DMA del messaggio,
mentre le righe 005 e 006 provocano l’attesa della sua terminazione. A
trasferimento avvenuto, viene segnalata la presenza del messaggio nella
variabile targa di indice index (riga 009) e si aggiorna la variabile index
al nuovo valore (index+1)%k. In base all’inizializzazione degli eventi ri-
portata in figura 4.10, si puo` notare che e` possibile eseguire esattamente
un numero di send pari al grado di asincronia dichiarato senza che il mit-
tente attenda una eventuale receive. Analizziamo ora invece il codice
della receive.
001 T_item * receive ()
002 {
003 ssm:: snd_sig_f(& sigbuffer[index]);
004 index=next_ind[index];
005 ssm:: wait_for_bit(&in_mask ,
&wait_mask_vector[index ]);
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006 return (T_item *) vtg[index];
007 }
La riga 003 segnala al mittente che la variabile di indice index e` di-
sponibile per la scrittura. Si noti che index corrisponde alla variabile
contenente il messaggio ricevuto con la ultima receive effettuata. Si
aggiorna poi la variabile index al valore (index + 1) % k (riga 004)
e si attende che un messaggio sia stato scritto sulla variabile targa di
indice index (riga 005). Terminata l’attesa, si restituisce il puntatore
alla variabile targa di indice index (riga 006). Si ricorda che la fun-
zione wait for bit effettua un controllo del bit di segnale, e se questo
vale 1 lo azzera e termina, altrimenti attende la segnalazione dal partner
della comunicazione. Come possiamo notare analizzando il codice della
receive, il puntatore restituito dalla primitiva non e` piu` valido dopo la
successiva chiamata della stessa, in quanto la receive libera la variabile
targa il cui puntatore e` stato restituito dalla receive precedente.
Canali con allineamento delle variabili targa ai 128 bytes
Quanto detto sopra rimane valido per i canali con allineamento delle
variabili targa ai 128 bytes. Le differenze di implementazione sono solo
nell’allineamento delle variabili targa, e nel valore assegnato alla variabile
the size, che in questo caso corrisponde al minimo multiplo di 128 piu`
grande della dimensione del messaggio. Allineando le variabili targa ai
128 bytes si puo` ottenere una maggiore efficienza del trasferimento.
4.5.3 Canali standard con primitive wait() e keep()
abilitate
Le implementazioni dei canali con primitive wait e keep abilitate dif-
feriscono dalle implementazioni standard sotto pochi aspetti. Si e` rite-
nuto quindi opportuno descriverli illustrando le differenze rispetto alle
implementazioni standard.
La primitiva keep permette di utilizzare una variabile targa per un
tempo indefinito, invece di invalidarla alla receive successiva, cambian-
do il riferimento che il mittente ha di tale variabile targa con quello di
una nuova area di memoria, allocata dalla keep stessa. La primitiva
wait invece permette di differire l’attesa del trasferimento di un messag-
gio, scorporandola dalla send. In questo modo, e` possibile sovrapporre
parte del tempo di comunicazione al calcolo.
L’implementazione con primitiva keep differisce sia nei canali lato
mittente che destinatario. Dal punto di vista del mittente, ogni elemento
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del vettore ref vtg e` allineato ai 16 bytes, in modo tale da permettere
la scrittura in DMA dei nuovi indirizzi delle variabili targa. Dal punto
di vista del destinatario, il canale differisce per la presenza del metodo
keep e delle variabili membro new ref, ref to ref vtg e myls, atte a
contenere rispettivamente i riferimenti alle nuove variabili targa alloca-
te dalla keep, il riferimento al vettore di riferimenti alle variabili targa
del mittente, e l’indirizzo effettivo del local storage del destinatario. Il
vettore new ref ha la stessa dimensione del vettore delle variabili targa.
Questo permette di non attendere il termine del trasferimento dell’indi-
rizzo della nuova variabile targa allocata dalla keep, sovrapponendo il
tempo di comunicazione del nuovo riferimento al calcolo. Analizziamo il
codice della keep.
001 void keep()
002{
003 vtg[index]=
(T_item *) malloc_dma(sizeof_dma <T_item >());
004 i f (vtg[index]==NULL){
005 fprintf(stderr , "ERRORE in allocazione "
"nuova var VTG [keep]\n");
006 }
007 new_ref[index]->ea=myls.ea;
008 new_ref[index]->ea+=(unsigned long long)vtg[index];
009 mfc_put(new_ref[index], ref_to_ref_vtg[index].ea ,
010 sizeof_dma < ea_t <T_item*> >(),
011 sigbuffer[index].tag , 0, 0);
012 }
Nella riga 0 si alloca la nuova variabile targa, e nell costrutto if successivo
si verifica che l’allocazione dinamica sia andata a buon fine. Nelle righe
7 e 8 si costruisce l’indirizzo effettivo della nuova variabile targa, e lo si
trasferisce in DMA nel corrispondente elemento del vettore di riferimenti
alle variabili targa del mittente (righe 9-11). La dimensione del vettore
new ref, garantisce che il generico elemento new ref[i] non sia sovra-
scritto da una delle keep successive prima della fine del trasferimento,
e assieme alla segnalazione in fence effettuata nella receive, che il mit-
tente non trasferisca il messaggio ad un indirizzo obsoleto della variabile
targa. Indichiamo con Index(receive) l’indice della variabile targa che
sara` restituita da una primitiva receive. Supponiamo di eseguire una se-
rie di k + 1 receive e keep, che indicheremo con {receivei} e {keepi}.
Si ha
Index(receive1) = Index(receivek+1)
La terminazione della primitiva receivek+1 puo` avvenire se e solo se il
mittente ha ricevuto la segnalazione che indica che la variabile targa di
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indice Index(receive1) e` stata liberata. Questa segnalazione viene effet-
tuata dalla primitiva receive2, utilizzando la stessa tag di DMA utilizzata
da keep1 per il trasferimento del riferimento della nuova variabile targa.
Essendo la segnalazione inviata in fence, e` garantito che il trasferimento
del riferimento termini prima della ricezione della segnalazione, e que-
sto garantisce che, al termine della receive, il riferimento utilizzato dalla
keepk+1 sia gia` stato trasferito e possa essere sovrascritto. Inoltre, l’invio
della segnalazione in fence, effettuato dalla receive2, garantisce che l’in-
dirizzo della variabile targa di indice Index(receive1) posseduto dal mit-
tente non sia obsoleto, in quanto la send utilizza il riferimento solo dopo
aver ricevuto la segnalazione di variabile targa libera dal destinatario.
Un implementazione che fa utilizzo del metodo wait differisce da
un’implementazione che ne e` priva nella sola classe del canale lato mit-
tente. La classe, oltre alle variabili membro gia` descritte, dovra` avere
anche un vettore di dimensione T degree + 1 di elementi di tipo T item
*, chiamato address, in cui memorizzare i riferimenti dei messaggi in-
viati con la send. L’attesa della fine del trasferimento e` scorporata dalla
send alla wait. Il codice della send, nei canali che utilizzano la wait,
diventa:
int send (Item *msg)
{
// salvataggio dell ’indirizzo del messaggio
address[index]=msg;
// test e eventuale attesa dell ’evento
// ‘variabile targa disponibile ’
ssm:: wait_for_bit(&in_mask , &wait_mask_vector[index ]);
// trasferimento del messaggio
mfc_put(msg , ref_vtg[index]->ea , the_size ,
sigbuffer[index].tag , 0, 0);
ssm::snd_sig_f(& sigbuffer[index ]);
int tmp = index;
// aggiornamento del bottom della coda
index=next_ind[index];
// restituzione dell ’indice della variabile
// targa su cui il messaggio sara ’ trasferito
return tmp;
}
Il tipo della send non e` piu` void ma int. Il valore restituito dovra`
poi essere passato alla primitiva wait, assieme all’indirizzo del messaggio,
per effettuare l’attesa del trasferimento. Il codice della wait e`
void wait(Item *msg , int tag){
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i f (address[tag]==msg){
mfc_write_tag_mask(1<<sigbuffer[(tag)].tag);
mfc_read_tag_status_all ();
}
}
La wait effettua l’attesa del trasferimento solo se sono state eseguite, fra
la send e la wait corrispondente, un numero di send inferiore a T degree
+ 1, in quanto, data una serie di primitive {sendi}, e le corrispondenti
{receivei} la terminazione della primitiva sendj+Tdegree+1 garantisce il
termine del trasferimento relativo alla sendj, poiche` la variabile targa
e` stata dichiarata disponibile dal destinatario. La segnalazione viene
effettuata dalla receivej+1, e questo implica che la receivej e` terminata,
e quindi che il messaggio e` gia` stato trasferito correttamente.
Si noti che tenendo in conto questo e` possibile evitare sempre l’at-
tesa del tasferimento del messaggio, utilizzando T degree + 1 aree di
memoria per i messaggi da inviare, utilizzandole ciclicamente.
4.5.4 Canali sincroni standard
I canali sincroni standard sono selezionabili ponendo il grado di asincronia
pari a 0 nei parametri della classe template Channel t, e impostando il
parametro opzioni a 0. Non e` prevista alcuna altra implementazione per
i canali sincroni, e non e` quindi possibile selezionare l’allineamento delle
variabili targa a 128 bytes, o primitive wait e keep. Le primitiva send
segue questo schema di funzionamento:
1. Attende che il destinatario si metta in attesa
2. trasferisce il messaggio nella variabile targa
3. sveglia il partner - segnala l’avvenuto trasferimento del messaggio
mentre la receive segue quest’altro:
1. Comunica al partner di essere in attesa
2. Attende una segnalazione di messaggio inviato dal partner
3. restituisce il puntatore alla variabile targa
L’implementazione data utilizza un bit di segnale a lato mittente per
inviare la sveglia al destinatario, e un bit a lato destinatario per comu-
nicare al mittente l’evento “mittente in attesa”. Riportiamo di seguito
il codice C++ delle primitive send e receive, anticipando il significato
delle variabili utilizzate:
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sigbuffer contiene i messaggi utilizzati per le segnalazioni, che corri-
spondono agli eventi “messaggio inviato” per la send e “destinata-
rio in attesa” per la receive.
in mask rappresenta il sottoinsieme di bit assegnato al canale, su cui
sara` fatto il test degli eventi
wait mask maschera di bit rappresentante l’evento “messaggio inviato”
per il destinatario, e “destinatario in attesa” per il mittente.
vtg puntatore alla variabile targa, nella receive.
ref vtg indirizzo effettivo della variabile targa, nella send.
the size dimensione del blocco inviato tramite DMA nel trasferimento
di un messaggio
starttag tag di DMA usata per trasferire il messaggio
void send (Item *msg)
{
//attesa segnalazione ‘destinatario in attesa ’
ssm:: wait_for_bit(&in_mask , wait_mask);
// trasferimento del messaggio tramite DMA
mfc_put(msg , ref_vtg.ea, the_size , starttag , 0, 0);
mfc_write_tag_mask(1<<starttag);
mfc_read_tag_status_all ();
//invio segnalazione
// ‘trasferimento messaggio effettuato ’
ssm::snd_sig_f(sigbuffer);
}
Item * receive ()
{
// invio segnalazione ‘mittente in attesa ’
ssm::snd_sig_f(sigbuffer);
// attendi segnalazione
// ‘trasferimento messaggio effettuato ’
ssm:: wait_for_bit(&in_mask , wait_mask);
// restituisci puntatore alla variabile targa
return vtg;
}
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4.5.5 Canali di comunicazione con top e bottom
della coda centralizzati in memoria principale
In questa sezione descriveremo l’implementazione dei canali dichiarati
utilizzando l’opzione O T AND S SYNC nella classe template unica
Channel t. A differenza dei canali di comunicazione standard, il top e il
bottom della coda sono allocati in memoria principale anziche` essere de-
centralizzati sui canali dei segnali e sui local storage dei processi mittente
e destinatario. Mittente e destinatario effettuano la modifica atomica di
top e bottom utilizzando una speciale funzione test and set, dichiarata
nel file include/spe/lock.h, la cui firma e` riportata di seguito.
int test_and_set(ea_t <void *> mutex_ptr ,
volatile void *buff_ptr , Channel_spe *ch);
La test and set fa uso delle operazioni atomiche di modifica fornite
dall’unita` MFC dell’architettura, mediante gli intrinsics mfc getllar,
mfc putllc e mfc read atomic status. Per maggiori dettagli sull’im-
plementazione della test and set, si veda in appendice. Anticipiamo
comunque che il parametro mutex ptr e` l’indirizzo effettivo di un’area
di memoria principale allineata ai 128 bytes, grande 128 bytes, che de-
ve quindi essere allocata sul canale lato PPE, e il cui indirizzo effettivo
deve essere passato, tramite i descrittori di endpoint, ai canali lato mit-
tente e destinatario. Il puntatore buff ptr e` invece un puntatore ad
un’area di memoria allocata nel local storage del processo che esegue la
test and set, e punta anch’esso ad un’area del local storage grande 128
bytes, e allineata ai 128 bytes, in cui sara` copiata l’area di memoria di
indirizzo effettivo mutex ptr. L’ultimo parametro, ch, e` un puntatore
a un’oggetto di tipo canale di comunicazione. All’interno della funzione
test and set si richiama il metodo write lock line dell’oggetto ca-
nale, a cui sara` passato il puntatore buff ptr. La write lock line
modifichera` l’area di memoria puntata da buff ptr (nel caso dell’im-
plementazione che descriveremo di seguito ad esempio, il top e il bottom
della coda dei messaggi) in base allo stato interno del canale di comunica-
zione e in base ai valori correnti letti in buff ptr. E` importante ribadire
che la funzione write lock line viene applicata un numero indefinito
di volte per una sola chiamata della test and set, in particolare, que-
sto succede quando l’operazione di scrittura atomica, effettuata dopo la
modifica della copia locale dell’area di memoria puntata da mutex ptr
fallisce. Nella scrittura di una nuova implementazione dei canali di co-
municazione facente uso della test and set e` quindi importante tenere
conto di questo fatto, effettuando i calcoli sempre in base ai valori passati
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in buff ptr, che sono sempre aggiornati, e non in base a eventuali copie
locali in variabili membro del canale.
In questa implementazione, si utilizza un solo bit di segnale, e un vet-
tore di variabili targa di dimensione T degree + 2, invece di un vettore
lungo T degree + 1, in quanto la scrittura del messaggio avviene prima
del controllo sul riempimento della coda, e quindi prima dell’eventua-
le attesa di una receive. Di seguito e` riportato l’algoritmo preso come
riferimento per la primitiva send.
scrivi messaggio in vtg[bottom ];
lock();
i f (((bottom +2) mod (T\_degree + 2)) == top){
sender_wait = true;
unlock ();
<vai in attesa >
}else{
bottom = (bottom + 1) mod (T\_degree + 2);
i f ( receiver_wait){
receiver_wait = false;
top = (top + 1) mod (T\_degree + 2);
unlock ();
sveglia partner;
}else unlock ();
}
Per la receive e` stato preso come riferimento il seguente algoritmo
lock();
i f (top == bottom ){
receiver_wait = 1;
unlock ();
<vai in attesa >
}else{
top = (top + 1) mod (T\_degree + 2);
i f (sender_wait){
sender_wait = false;
bottom = (bottom + 1) mod (T\_degree + 2);
unlock ();
sveglia partner;
}else unlock ()
}
Riportiamo di seguito lo schema di funzionamento della test and set, e
di seguito, l’algoritmo dei metodi write cache line implementati sui ca-
nali lato sender e receiver. Indicheremo con atomic read e
try atomic write due funzioni, che si comportano in modo del tut-
to simile rispettivamente agli intrinsics mfc getllar e mfc putllc. La
atomic read effettua il trasferimento di un’area di memoria principale in
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un buffer locale, mentre la try atomic write effettua la scrittura di un’a-
rea di memoria locale in un’area di memoria principale. La scrittura ha
successo solamente se la sequenza (atomic read, try atomic write)
puo` essere considerata atomica, nel qual caso la try atomic write re-
stituisce il valore true, altrimenti la scrittura non viene effettuata, e la
try atomic write restituisce false.
test_and_set(shared_ref , local_copy , channel)
{
Repeat{
atomic_read(shared_ref , local_copy);
channel.write_lock_line(local_copy);
res=try_atomic_write(local_copy , shared_ref);
}Until(res == true);
}
L’area di memoria condivisa, che sara` passata come parametro alla
test and set, e` una struttura del tipo
struct queue_data{
int top;
int bottom;
bool wait_sr;
bool wait_rr;
}
La sveglia del partner e l’attesa non possono essere effettuate nella
write lock line, in quanto, come e` gia` stato detto, questa viene esegui-
ta ripetutamente. Mostriamo inizialmente l’algoritmo della send, facen-
do uso della test and set. Supponiamo che la write lock line copi
i dati interessanti per la send in variabili membro della classe canale.
L’algoritmo della send sara`:
sender_channel::send(msg){
scrivi messaggio msg in vtg[bottom ];
test_and_set(shared_ref , local_buffer , this);
i f (this.sender_wait){
vai in attesa;
this.sender_wait = false;
}
this.bottom = (this.bottom + 1) % (T_degree + 2)
i f (this.receiver_wait){
sveglia partner;
this.receiver_wait = false;
}
E` quindi necessario che la write cache line copi i valori aggiornati dei
campi bottom, sender wait e receiver wait nelle corrispondenti varia-
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bili membro della classe canale lato mittente. L’algoritmo implementato
e` descritto di seguito:
sender_channel:: write_cache_line(local_buffer)
{
i f (((this.bottom + 2) mod (T_degree + 2)) ==
local_buffer.top){
local_buffer.sender_wait = 1;
}else{
local_buffer.bottom =
(local_buffer.bottom + 1) mod (T_degree + 2);
i f (local_buffer.receiver_wait){
local_buffer.receiver_wait = false;
this.local_buffer.receiver_wait = true;
local_buffer.top =
(local_buffer.top + 1) mod (T_degree + 2);
}
}
this.sender_wait = local_buffer.sender_wait;
Di seguito descriviamo, per completezza, l’algoritmo della receive e
della write cache line del canale lato destinatario.
receiver_channel:: receive()
{
test_and_set(shared_ref , local_buffer , this);
i f (this. receiver_wait){
vai in attesa;
this.receiver_wait = 0;
}
out = vtg[top];
this.top = (this.top + 1) mod (T_degree + 2);
i f (this.sender_wait){
sveglia partner;
this.sender_wait = false;
}
return out;
}
receiver_channel:: write_lock_line(volatile user_ll_area_t
*myarea)
{
i f (this.top == local_buffer.bottom ){
this.receiver_wait = true;
local_buffer.receiver_wait = true;
}else{
local_buffer.top =
(local_buffer.top + 1) mod (T_degree + 2);
i f (local_buffer.sender_wait){
local_buffer.sender_wait = false;
local_buffer.sender_wait = true;
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local_buffer.bottom =
(local_buffer.bottom + 1) mod (T_degree + 2);
}
}
this.receiver_wait = local_buffer.receiver_wait;
}
Per effettuare l’attesa utilizziamo lo stesso meccanismo utilizzato nell’im-
plementazione dei canali standard, ovvero la wait for bit. Un canale
di questo tipo richiede un solo bit di segnale, utilizzato esclusivamen-
te per effettuare l’attesa e corrispondente sveglia del partner. Questa
implementazione permette quindi un risparmio in termini di bit di se-
gnale rispetto all’implementazione standard, in quanto il numero di bit
di segnale riservati per un canale e` indipendente dal suo grado di asin-
cronia. Tuttavia, la perdita in efficienza, dal punto di vista della latenza
di comunicazione e di banda di comunicazione, e` notevole. Questo tipo
di implementazione e` offerta solamente con allineamento delle variabili
targa ai 16 bytes, senza primitive wait e keep.
4.5.6 Canali multicast
Per la forma di comunicazione multicast e` offerta una sola implementa-
zione, che prende spunto da quella dei canali standard. Il canale lato
destinatario e` del tutto equivalente al canale lato destinatario dell’im-
plementazione standard, e la primitiva send puo` essere descritta come
una serie di send effettuate su n canali standard, dove n e` il numero di
destinatari del canale. Il grado di asincronia e` lo stesso per tutti i de-
stinatari, e lo indicheremo come gia` fatto precedentemente con Tdegree.
Si ha comunque un guadagno in efficienza rispetto a una serie di send
su canali standard, in quanto i trasferimenti DMA sono schedulati tut-
ti assieme, e solo dopo aver schedulato tutti i trasferimenti si attende
il termine degli stessi. Tenendo in conto che l’architettura permette un
massimo di 4 trasferimenti DMA in parallelo, nel caso medio, in cui la
rete non risulti congestionata, alcuni trasferimenti andranno in parallelo.
La latenza della send risulta quindi
knLsend
, dove n e` il numero di destinatari, Lsend la latenza della send su cana-
li standard, per un messaggio dato, e k una costante, tale che k ≤ 1.
Le risorse utilizzate per un canale multicast sono le stesse utilizzate per
un canale standard. Si utilizzeranno quindi n(Tdegree + 1) bit di segna-
le sul lato mittente, e (Tdegree + 1) bit di segnale per ogni canale lato
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destinatario. Riportiamo, per completezza, l’algoritmo utilizzato per la
send
send(msg){
for i=0 to n_receivers do {
schedula trasferimento dma di msg
su vtg[i][index], con tag=starttag;
}
for i=0 to n_receivers do {
<segnala l’avvenuto trasferimento del messaggio al
destinatario i-esimo sulla variabile targa di
indice index utilizzando tag=starttag >
}
attendi i trasferimenti dma con tag=starttag;
}
dove i starttag e` la tag di DMA assegnata dal supporto al canale.
4.6 Comunicazione tra il processo ℜ e i
processi allocati sugli SPE:
meccanismi di supporto alla
comunicazione e implementazione
Nei canali PPE-SPE, che mettono in comunicazione il processo ℜ con i
processi allocati sugli SPE, si e` adottato, in parte, lo schema utilizzato
per i canali di comunicazione standard. In particolare, un processo allo-
cato sugli SPE ottiene informazioni sullo stato della coda dei messaggi
nello stesso modo in cui le ottiene per i canali standard. Le segnalazio-
ni al partner della comunicazione, il processo ℜ, sono inviate utilizzan-
do il meccanismo delle mailbox, messo a disposizione dall’architettura.
L’architettura non offre un meccanismo di comunicazione interprocessor
equivalente al canale dei segnali che permetta la comunicazione fra PPE
e SPE, che possa essere partizionato e utilizzato nondeterministicamente
da piu` partner di comunicazione. Il meccanismo delle mailbox imple-
menta un canale di comunicazione asincrono su cui inviare messaggi di
tipo senza segno. La strategia proposta e` descritta di seguito. La libre-
ria offre un’unica implementazione dei canali PPE-SPE, che implementa
la forma di comunicazione simmetrica asincrona con grado di asincronia
Tdegree > 0. I canali non offrono primitive wait e keep.
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Schema del supporto per le comunicazioni tra il processo ℜ e i
processi allocati sugli SPE
Ad ogni canale di comunicazione allocato sul processo ℜ - cui ci riferiremo
nel seguito della sezione come canale lato PPE - e` associato un semaforo
intero, il cui valore indica il numero di messaggi presenti in coda, nel
caso in cui il processo ℜ sia il processo destinatario, e al numero di
variabili targa disponibili per la scrittura, nel caso in cui il processo ℜ
sia il processo mittente. Il test sulla presenza di messaggi, nel caso del
destinatario, o sulla disponibilita` di variabili targa disponibili nel caso del
mittente, e` implementato con una primitiva P sul semaforo associato al
canale. Il partner della comunicazione, per segnalare l’avvenuta ricezione
o l’avvenuto invio di un messaggio, invia un messaggio utilizzando le
mailbox, contenente il corrispondente identificatore di canale.
Ad ogni processo allocato sugli SPE e` associato un thread, chiamato
listener, che attende messaggi sulla mailbox di uscita del SPE corrispon-
dente. Il thread listener si comporta a tutti gli effetti come un demul-
tiplexer, effettuando, in base all’identificatore di canale ricevuto, una V
sul semaforo corrispondente. La corrispondenza idcanale → semcanale e`
mantenuta in un vettore, indicizzato con l’identificatore di canale stesso
- si noti che l’identificatore di canale utilizzato per indicizzare il vettore
non e` quello assegnato dal programmatore, ma quello progressivo asse-
gnato dal supporto. Ogni elemento del vettore e` una lista di semafori, in
quanto se un canale e` utilizzato in un comando alternativo, che utilizza
anch’esso un semaforo per effettuare l’attesa quando nessuna delle sue
guardie risulti verificate e almeno una sia sospesa, sara` necessario effet-
tuare una V anche sul semaforo associato al comando alternativo. Per
dettagli sull’implementazione del comando alternativo per il processo ℜ
si rimanda alla sezione 4.7.2. In figura 4.11 e` illustrato le segnalazioni fra
processo ℜ e processi allocati sugli SPE. Le segnalazioni inviate da ℜ ai
processi allocati sugli SPE sono inviate utilizzando il canale dei segnali,
seguendo lo stesso schema dato per l’implementazione di default. Il vet-
tore di variabili targa e` quindi di Tdegree + 1 elementi, dove Tdegree indica
il grado di asincronia, e ogni canale lato SPE utilizzera` Tdegree + 1 bit
di segnale. Di seguito e` riportato, per chiarezza, l’algoritmo del thread
listener.
while(true){
chid=out_mbox_read(spe_context);
foreach (sem in semtable[chid]) do {
V(sem);
}
}
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Figura 4.11: Schema del supporto alla comunicazione PPE-SPE: segna-
lazioni di eventi da SPE a PPE: con CHx e` indicato il canale con identi-
ficatore progressivo x, con Sem(CHx) e` indicato il semaforo associato al
canale CHx.
4.6.1 Primitive di comunicazione
In questa sezione descriveremo l’implementazione delle primitive di co-
municazione. Non scenderemo nel dettaglio, in quanto l’implementazione
e` del tutto simile a quella dei canali standard, per quanto riguarda l’u-
tilizzo del canale dei segnali per i canali lato SPE. Nel caso in cui il
mittente sia il processo ℜ, nel canale lato destinatario si useranno, come
gia` detto, Tdegree+1 bit di segnale, dove un bit posto a 1 di indice i corri-
sponde all’evento “messaggio disponibile nella variabile targa di indice i”,
mentre se il processo ℜ e` destinatario, si useranno comunque Tdegree + 2
bit per il canale lato mittente, e il bit di segnale di indice i segnalera`
l’evento “e` possibile scrivere un messaggio sulla variabile targa di indice
i”. Se il processo ℜ e` mittente, il contatore del semaforo e` inizializzato a
Tdegree, mentre se questi e` destinatario il semaforo e` inizializzato a 0. Il
trasferimento del messaggio avviene come nei canali standard quando il
processo ℜ e` destinatario. Quando questi e` mittente invece, si utilizza il
meccanismo delle proxy queue fornito dall’architettura. Utilizzando que-
sto meccanismo, il PPE comunica alla MFC di un SPE il comando DMA
da eseguire, che provvedera` a eseguirlo secondo le priorita` stabilite dal-
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l’architettura. In alternativa si sarebbe potuto utilizzare il meccanismo
di accesso diretto ai local storage, che permette di accedere a locazioni
del local storage come se queste fossero in memoria principale - i local
storage sono mappati nello spazio di indirizzamento del processo ℜ- ma
si e` ritenuto piu` opportuno utilizzare le proxy queue, in quanto que-
ste garantiscono una maggiore efficienza. In figura fig:ppech-ppesr e`
riportato l’algoritmo delle primitive send e receive dei canali di comuni-
cazione PPE-SPE, quando il processo ℜ e` mittente. Nello pseudocodice,
la funzione
proxy_get(ctx , source , dest , size);
comunica alla MFC del SPE relativo al contesto ctx di trasferire il blocco
di memoria principale di dimensione size puntato da source nell’area
di local storage di indirizzo effettivo dest.
PPE:send
void send(volatile T_item *msg)
{
P(sem);
proxy_get(msg , ref_vtg[index], sizeof(T_item ));
<attendi termine del trasferimento dma;>
<segnala la presenza di un messaggio nella variabile
targa di indice index utilizzando il canale dei
segnali >
index = (index +1) mod (T_degree + 1);
}
SPE:receive
T_item * receive ()
{
<invia identificatore di canale tamite mailbox >
index = (index +1) mod (T_degree + 1);
wait_for_bit(&in_mask , index);
return vtg[index];
}
Figura 4.12: Algoritmi delle primitive di comunicazione per i canali PPE-
SPE, con processo ℜ mittente. La variabile index e` inizializzata a 0 nel
canale lato mittente e a T degree nel canale lato destinatario.
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PPE:send
void send (volatile T_item *msg)
{
ssm:: wait_for_bit(&in_mask , index);
<trasferisci via DMA il messaggio nella
variabile targa di dindice index >
<invia via mailbox l’identificatore di canale>
index =(index+1) mod (T_degree + 1);
}
PPE:receive
T_item * receive ()
{
<segnala la possibilita ’ di scrivere un messaggio
nella variabile targa di indice
(index mod (T_degree + 1))>
P(sem);
index = (index +1) mod k;
return vtg[index];
}
Figura 4.13: Algoritmi delle primitive di comunicazione per i canali PPE-
SPE, con processo ℜ destinatario. La variabile index e` inizializzata a 0
per il mittente e a T degree per il destinatario.
4.7 Implementazione del comando
alternativo
La libreria fornisce due implementazioni del comando alternativo, una
per il processo ℜ e l’altra per i processi allocati sugli SPE. Entrambi le
implementazioni seguono lo stesso schema di funzionamento, ma, a cau-
sa di differenze architetturali fra gli SPE e il PPE, hanno ovviamente
un’implementazione a basso livello differente. Illusteremo questo schema
mediante un algoritmo, scritto in pseudocodice. Le guardie sono orga-
nizzate in una tabella, e riferite nel codice mediante il loro indice. Data
una guardia di indice i, con la dicitura slot available p(i) indicheremo
un predicato booleano, che e` falso se l’esecuzione della primitiva di co-
municazione provoca la sospensione, vero altrimenti. Parleremo quindi
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di slot disponibile o non disponibile indicando la possibilita` di inviare un
messaggio senza bloccarsi nel caso di comando alternativo con guaride
in uscita (le cui primitive di comunicazione sono send), e la presenza o
meno di un messaggio in attesa di essere ricevuto nel caso di comando
alternativo con guardie in ingresso. Supporremo inoltre che gli indici
delle guardie siano organizzati in una lista con priorita` guardl. La va-
riabile num guards indica il numero di guardie del comando. L’algoritmo
utilizzato e` il seguente:
while(true){
el = guardl;
all_failed = true;
for ( int i=0; i<num_guards; i++){
i f (guard_verified(el.entry_index)){
all_failed = false;
i f (slot_available_p(el.entry_index)){
exec_action(el.entry_index);
return el.entry_index;
}
}
el = el.next;
}
i f (all_failed) return -1;
<attendi che per almeno un indice i valga
slot_available_p(i) = true >
}
Come e` gia` stato visto nel capitolo precedente, le guardie sono realizzate
come oggetti, che incapsulano il predicato booleano, la primitiva di comu-
nicazione e l’azione associata alla guardia. La tabella delle guardie contie-
ne i puntatori a tali oggetti, e le funzioni guard verified e exec action
sono quindi di banale implementazione - richiamano rispettivamente i
metodi evaluate e compute degli oggetti guardia registrati in tabella.
Meno banale e` l’implementazione della funzione slot available p, che
differisce sostanzialmente nelle due implementazioni. L’implementazione
fornita supporta inoltre primitive di comunicazione multiple - e` possibile
ad esempio indicare n receive come primitive di comunicazione, e la fun-
zione slot available p dovra` quindi controllare che ci siano messaggi
in attesa di essere ricevuti su tutti gli n canali.
4.7.1 Implementazione del comando alternativo per
i processi allocati sugli SPE
Nell’implementazione per i processi allocati sugli SPE si assume che ad
ogni canale sia associato un sottoinsieme di bit di segnale bi tale che
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se la primitiva di comunicazione sul canale puo` essere effettuata senza
sospendersi, allora
∃j|bj = 1
Allo stato corrente, solo i canali simmetrici con coda distribuita sui ca-
nali dei segnali possono essere utilizzati nel comando alternativo, dove
uno qualsiasi dei bit del sottoinsieme dei bit di segnale associato al canale
posto a uno indica la possibilita` di eseguire una promitiva di comunicazio-
ne sul canale senza sospendersi. Nei canali di comunicazione, la variabile
membro gmask indica quali bit di segnale indicano la possibilita` o meno
di eseguire la primitiva di comunicazione senza sospendersi. Riportiamo
il codice del metodo eval:
001 virtual int eval(void *msg)
002 {
003 bool all_failed = true;
004 ssm:: read_event_init();
005 while (1){
006 ssm:: update_history();
007 l.reset_iterator();
008 for ( int i=0; i<num_guards; i++){
009 Priority_list_el el = l.next();
010 i f (guard_verified(el.entry_index)){
011 all_failed = false;
012 i f (slot_available_p(el.entry_index)){
013 exec_action(el.entry_index ,msg);
014 ssm:: event_read_clean();
015 return el.entry_index;
016 }
017 }
018 }
019 i f (all_failed){
020 ssm:: event_read_clean();
021 return -1;
022 }
023 ssm:: event_read_loop();
024 }
025 }
La funzione update history (riga 006), dichiarata nel file central sm.h,
effettua un aggiornamento della history dei segnali, mediante una lettura
non bloccante dei canali dei segnali. La funzione guard verified ef-
fettua il calcolo del predicato booleano, chiamando il metodo eval degli
oggetti guardia. La funzione slot available p controlla se, per ogni ca-
nale associato alla guardia il cui indice e` passato come parametro, esiste
almeno un bit, fra quelli indicati nella variabile membro dei canali gmask,
che vale 1, nel qual caso restituisce true, altrimenti false. Le funzioni
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read event init e read event clean effettuano rispettivamente il sal-
vataggio e il ripristino della maschera degli eventi, mentre la funzione
event read loop effettua la lettura bloccante del canale degli eventi, e
la segnalazione di gestione degli eventi associati ai canali dei segnali. Si
noti che la chiamata read event loop non assicura che, al suo termine,
sia possibile selezionare una guardia ed eseguire il relativo comando, ma
garantisce solamente che sia stato scritto qualcosa nel canale dei segnali.
Se le notifiche ricevute sul canale dei segnali non dovessero permettere di
selezionare nessuna guardia, il ciclo sara` ripetuto, attendendo una nuova
scrittura sui canali dei segnali sempre mediante la read event loop.
4.7.2 Implementazione del comando alternativo per
il processo ℜ
Nell’implementazione del comando alternativo per il processo ℜ ad ogni
oggetto comando alternativo e` associato un semaforo. Il predicato
slot available p puo` essere calcolato a partire dal valore dei sema-
fori associati ai canali su cui sara` eseguita la primitiva di comunicazione
di una data guardia. Sia g una guardia, e siano cg1, .., c
g
n i canali su cui
sara` effettuata la primitiva di comunicazione se g sara` selezionata, e sch
il semaforo associato a un generico canale ch. Indicando con SAP il
predicato slot available p, vale
SAP (g) = true⇔ (∀i, sci > 0)
La fase di attesa finale dell’algoritmo riportato a pagina 4.7 consisterebbe
nell’attendere che almeno per una guardia g valga SAP (g) = true. Que-
sta condizione, come nell’implementazione per i processi allocati sugli
SPE, e` stata rilassata. Siano g1, gm le guardie di un comando alterna-
tivo, e data una guardia gi, siano c
gi
1 , ..c
gi
ni
i canali su cui sara` effettuata
la primitiva di comunicazione se la guardia gi dovesse essere selezionata.
L’implementazione della fase di attesa attende che, per qualche j e per
qualche k, sia stata effettuata una primitiva V sul semaforo associato al
canale cgkj .
Indichiamo con CHANS l’insieme c
gj
i , comprendente tutti i canali su
cui sara` effettuata la primitiva di comunicazione per qualche guardia gj
del comando alternativo. Ad ogni oggetto comando alternativo e` associa-
to un semaforo, su cui sara` effettuata una V ogni qual volta si effettui una
V sul semaforo associato ad un canale ch ∈ CHANS. La fase di attesa e`
quindi implementata semplicemente come una P sul semaforo associato
al comando alternativo. Come anticipato nella sezione 4.6, nella tabel-
la dei semafori, su ogni entry relativa a un canale ch, oltre al semaforo
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associato al canale nella lista dei semafori saranno presenti anche tutti i
semafori associati ai comandi alternativi per cui ch ∈ CHANS, in modo
tale che il thread listener effettui la V anche su di essi, e la condizione
descritta sia rispettata. Riportiamo il codice del metodo eval:
virtual int eval()
{
sem_init(sem , 0, 0);
bool all_failed = true;
while (1){
l.reset_iterator();
for ( int i=0; i<num_guards; i++){
Priority_list_el el = l.next();
int gv = guard_verified(el.entry_index);
i f (gv){
all_failed = false;
int sa = slot_available_p(el.entry_index);
i f (sa){
exec_action(el.entry_index);
return el.entry_index;
}
}
}
i f (all_failed) return -1;
sem_wait(sem);
}
}
Il semaforo sem e` il semaforo associato al comando alternativo, che e` im-
postato a 0 all’inizio della eval, in modo tale da non considerare eventuali
V effettuate sul semaforo prima dell’esecuzione del comando. Si noti che
la V sul semaforo associato al comando e` sempre effettuata dopo la V sul
semaforo associato al canale, in quanto i semafori dei comandi alternativi
sono inseriti in coda alla lista dei semafori della entry della tabella dei
semafori, quando il semaforo associato al canale e` gia` presente. Questo
garantisce che la condizione di attesa di cui sopra sia rispettata.
4.8 Classe template unificata per i canali
di comunicazione
I canali di comunicazione sono unificati in un unica classe template
Channel t, utilizzando i meccanismi di ereditarieta` e specializzazione dei
template. La gerarchia completa dei canali e` mostrata in figura 4.14. Si e`
scelto di non distinguere i canali PPE-SPE, in quanto possono essere visti
come un caso particolare della gerarchia mostrata in figura dove manca
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Channel_ppe
Base_channel
Mychannel_ppe_side
Channel_spe
Base_channel
Mychannel_sender_sideMychannel_receiver_side
Channel_t
Figura 4.14: Gerarchia dei canali di comunicazione comprendente la
classe unificata Channel t.
o il lato mittente o il lato destinatario dei canali lato SPE. Le frecce
tratteggiate indicano una relazione di ereditarieta`/specializzazione.
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Capitolo 5
Valutazione della
performance e conclusioni
Questo capitolo descrive i test effettuati sulla libreria. Mediante questi
test sono stati ricavati importanti parametri della performance della li-
breria, per i canali di comunicazione simmetrici, con allineamento delle
variabili targa ai 16 e 128 byte e gestione della coda distribuita sui canali
dei segnali, descritta nella sezione 4.5.2
• latenza
• tempo di setup della comunicazione
• tempo di trasmissione del messaggio
• banda di comunicazione in un pattern punto a punto
• tempo di comunicazione sovrapponibile al calcolo
I parametri sono stati ricavati misurando i tempi di completamento di
semplici pattern di comunicazione fra due processi A e B. Le misurazioni
sono sempre effettuate sul processo A.
Tutti i tempi saranno espressi in cicli di clock τ del processore. Le
misurazioni sono state effettuate utilizzando un timer messo a disposizio-
ne dall’architettura, chiamato decrementer, che viene aggiornato ogni 40
τ . L’errore ǫ di una misurazione e` quindi sempre di ±40τ . Nell’ultima
sezione saranno infine tratte le conclusioni sul lavoro svolto.
5.1 Modello dei costi delle comunicazioni
L’invio di un messaggio comporta i seguenti passi
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1. controllo di disponibilita` di una variabile targa libera su cui scrivere
il messaggio e eventuale attesa
2. schedulazione del trasferimento del messaggio
3. schedulazione dell’aggiornamento dei puntatori della coda mediante
invio di un messaggio sul canale dei segnali
4. aggiornamento dei puntatori locali della coda dei messaggi
La primitiva send standard effettua, oltre ai passi 1-4, un’ulteriore passo
2.5, consistente nell’attesa del termine del trasferimento del messaggio,
che garantisce la possibilita` di riutilizzare l’area di memoria contenente
il messaggio da inviare al termine della chiamata alla send. Nell’im-
plementazione dei canali di comunicazione con opzione O WAIT abilitata
invece, il passo 2.5 e` scorporato dalla send e effettuato dalla primitiva
wait. Questo consente, inserendo calcolo utile fra la chiamata alla send
e la chiamata alla wait, di sovrapporre il calcolo alla trasmissione del
messaggio. La latenza Tsend della send puo` essere modellata quindi in
questo modo:
Tsend = Tsetup1 + Tsetup2 + Tsetup3 + L× Ttrasm
Di seguito descriviamo il significato dei parametri:
Tsetup1 comprende le latenze dei passi 1-4
Tsetup2 latenza del trasferimento del messaggio inviato sul canale dei
segnali per l’aggiornamento dei puntatori della coda dei messaggi
Tsetup3 il tempo di setup del trasferimento DMA schedulato al passo 2
L lunghezza del messaggio
Ttrasm tempo di trasferimento di una parola sulla rete di interconnes-
sione da mittente a destinatario
Complessivamente, indicheremo con Tsetup = Tsetup1 + Tsetup2 + Tsetup3 la
parte della latenza della send indipendente dalla lunghezza del messag-
gio.
Utilizzando l’implementazione standard quindi, il tempo di comunica-
zione sovrapponibile al calcolo e` solamente Tsetup2, in quanto l’esecuzione
del passo 2.5 fa si che la send non termini fino a avvenuto trasferimento
del messaggio. L’implementazione con primitiva wait da la possibilita` di
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sovrapporre calcolo utile e trasferimento del messaggio. Indichiamo con
Ts il tempo di comunicazione sovrapponibile al calcolo. Riassumendo,
per l’implementazione standard vale
Ts = Tsetup2
mentre per l’implementazione con opzione O WAIT abilitata vale
Ts = Tsetup2 + Tsetup3 + L× Ttrasm
5.2 Misurazione della banda
La banda di comunicazione e` stata misurata utilizzando il programma
di test mostrato in figura 5.1. Le misurazioni sono state effettuate al
variare della lunghezza del messaggio L e del grado di asincronia dei ca-
nali di comunicazione. I test sono stati effettuati utilizzando sia i canali
di comunicazione standard che quelli con opzione O WAIT abilitata, con
allineamento delle variabili targa ai 16 e 128 byte. In tutti i test effet-
tuati l’area di memoria contenente il messaggio inviato tramite la send e`
allineata ai 128 byte. La quantita` di dati spostati per la computazione di
Processo A
start_timer();
for i=1 to N-1 do{
send(ch1 , msg);
}
receive(ch2 , msg);
stop_timer();
Processo B
for i=1 to N-1 do{
receive(ch1 , msg);
}
send(ch2 , msg);
Figura 5.1: Programma di test utilizzato per la misurazione della banda
figura 5.1 e` pari a NL. Dato il tempo di esecuzione del codice compreso
fra start timer() e stop timer() misurato sul processo A Tc la banda
puo` essere calcolata come
B =
NL
Tc
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Le figure 5.5-5.7 mostrano l’andamento della banda al variare della
dimensione del messaggio per l’implementazione standard dei canali di
comunicazione, con allineamento delle variabili targa ai 16 byte, per i
gradi di asincronia 1, 2 e 6. I valori di banda rilevati giacciono su due
o piu` curve. Questo fenomeno dipende dall’allineamento delle variabili
targa, che casualmente possono risultare allineate ai 128 byte. Come gia`
detto nel capitolo 1, il protocollo utilizzato per i trasferimenti di memoria
gestisce in maniera piu` efficiente quei trasferimenti i cui indirizzi sorgente
e destinazione risultino allineati ai 128 byte. Le curve piu` performanti
sono quindi da attribuirsi a casuali allineamenti degli indirizzi di una o
piu` variabili targa ai 128 byte. Questo spiega anche perche` aumentando
il grado di asincronia aumenti anche il numero di curve “apparenti”: per
il grado di asincronia 2 ad esempio possono verificarsi i seguenti casi:
• nessuna variabile targa e` allineata ai 128 byte
• una sola variabile targa e` allineata ai 128 byte
• 2 variabili targa sono allineate ai 128 byte
• 3 variabili targa sono allineate ai 128 byte
Ognuno di questi casi, che puo` verificarsi dipendentemente dalla dimen-
sione del messaggio e dallo stato dello heap al momento in cui le variabili
targa sono allocate, da` luogo a tempi di trasferimento medi differenti e
quindi, rilevando i valori medi della banda al variare della dimensione del
messaggio, a curve della banda differenti. Il fenomeno si presenta anche
nei grafici in figura 5.8-5.10, che mostrano l’andamento della banda per i
canali con opzione O WAIT abilitata, con allineamento delle variabili targa
ai 16 byte per i gradi di asincronia 1, 2, e 6.
Il grafico in figura 5.11 mette a confronto l’andamento della banda per
l’implementazione standard dei canali di comunicazione con allineamento
delle variabili targa ai 128 byte, per i gradi di asincronia 1, 2 e 6. Come
possiamo notare, il grado di asincronia influisce pochissimo sulla banda
di comunicazione.
Il grafico in figura 5.12 mette invece a confronto l’andamento della
banda per l’implementazione dei canali di comunicazione con opzione
O WAIT abilitata, per i gradi di asincronia 1, 2 e 6. In questo caso e` stato
possibile presentare i rilevamenti come curve e non come punti sul piano
in quanto, essendo tutti i trasferimenti allineati ai 128 byte, le sperimen-
tazioni non hanno sofferto dei problemi sopra descritti. In questo caso
possiamo vedere che il grado di asincronia influisce notevolmente sull’an-
damento della banda di comunicazione, che cresce molto piu` velocemente
108
5.3. Misurazione della latenza di
comunicazione
aumentando il grado di asincronia, il che sottolinea una maggiore capa-
cita` di effettuare piu` trasferimenti di memoria simultanei dei canali con
opzione O WAIT abilitata.
In figura 5.13 sono invece messi a confronto gli andamenti delle bande
per i canali standard e i canali con opzione O WAIT abilitata, con grado
di asincronia pari a 6. La superiorita` in termini di sfruttamento della
rete di interconnessione dei canali con opzione O WAIT abilitata e` eviden-
te: la banda massima raggiunta coi canali standard (ottenuta inviando
messaggi di 16KB) e` superata gia` con messaggi lunghi 2.5 KB.
Osservando i grafici si puo` concludere inoltre che i canali con alli-
neamento delle variabili targa ai 16 byte hanno una performance molto
inferiore rispetto a quelli con allineamento ai 128 byte. Il loro utilizzo
e` pertanto sconsigliato, e nel seguito della presente sezione saranno di-
scussi solamente i canali con trasferimenti allineati ai 128 byte, ove non
diversamente specificato.
L’unita` di misura della banda utilizzata nei grafici e` il byte/τ che,
a una frequenza di clock di 3.2 GHz, corrisponde a 3.2 GB/s. I canali
con primitiva O WAIT abilitata si sono dimostrati molto soddisfacenti dal
punto di vista della banda. Il valore massimo di banda, rilevato per
l’invio di pacchetti di 16KB sui canali con opzione O WAIT abilitata, con
grado di asincronia k = 6, e` di 7.8 byte/τ , corrispondente a 25GB/s, un
valore molto vicino al limite teorico di 25.6 GB/s dei trasferimenti fra
memorie locali. Per canali con le stesse caratteristiche, valori di banda
di 24GB/s sono ottenibili per dimensioni del messaggio nell’intorno dei
5KB. I canali con opzioni di default si sono rivelati invece decisamente
meno performanti, con valori di banda di picco di 20.6GB/s.
5.3 Misurazione della latenza di
comunicazione
Il test effettuato per la misurazione della latenza Tsend della send e` sche-
matizzato in figura 5.2. Il test e` stato effettuato variando la lunghezza
del messaggio utilizzando canali di comunicazione standard con grado di
asincronia pari a 1, con allineamento delle variabili targa ai 16 e ai 128
byte. Le variabili contenenti il messaggio da inviare sono in entrambi i
casi allineate ai 128 byte. La funzione f() chiamata dal processo A e`
una funzione il cui tempo di esecuzione Tf e` noto, e vale Tf >> Tsend Il
tempo di completamento del ciclo eseguito dal processo A e` dato da
Tc = N × (2Tsend + Tf )
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Processo A
start_timer();
for i=1 to N do{
send(ch1 , msg);
receive(ch2 , msg2);
f();
}
stop_timer();
Processo B
for i=1 to N do{
receive(ch1 , msg);
send(ch2 , msg2);
}
Figura 5.2: Programma di test utilizzato per la misurazione della latenza
Contando l’errore inerente la misurazione si ha
Tc = N × (2Tsend + Tf )± ǫ
La latenza Tsend vale quindi
Tsend =
Tc −NTf
2N
±
ǫ
2N
Le misurazioni sono state ripetute variando la dimensione del messaggio
da 16 byte a 16 Kbyte, a intervalli di 16 byte.
I grafici in figura 5.3 e 5.4 riportano l’andamento della latenza rispet-
to alla lunghezza del messaggio rispettivamente per i canali utilizzanti
trasferimenti allineati ai 16 e ai 128 byte. I canali con allineamento dei
trasferimenti ai 128 byte sono piu` performanti, e la latenza della send
risulta piu` predicibile. Le latenze rilevate sui canali con allineamento dei
trasferimenti ai 16 byte invece sembrano giacere su 3 rette differenti. Il
fenomeno e` lo stesso osservato sui grafici della banda per i canali con va-
riabili targa allineate ai 16 byte, dovuto al casuale allineamento di alcune
o tutte le variabili targa ai 128 byte.
5.3.1 Tempo di setup e tempo di trasmissione del
messaggio
Data una serie di misurazioni della latenza della send Tsend = Tsetup+L∗
Ttrasm effettuate al variare della lunghezza del messaggio L, i parametri
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Allineamento Tsetup (τ) Ttrasm (
τ
bytes
)
16B 665 0.24
128B 641 0.13
Tabella 5.1: Valori di Tsetup e Ttrasm ottenuti per regressione lineare dai
rilevamenti della latenza.
L e Ttrasm sono stati stimati per regressione lineare, e sono riportati in
tabella 5.1. La latenza di una send e` quindi esprimibile come
Tsend16 = 665 + (0.24)L τ
per i canali con allineamento dei trasferimenti ai 16 byte, e come
Tsend128 = 641 + (0.13)L τ
per i canali con allineamento dei trasferimenti ai 128 byte.
5.4 Misurazione del tempo di
comunicazione non sovrapponibile al
calcolo
Il test effettuato per la misurazione del tempo di comunicazione non
sovrapponibile al calcolo Tns puo` essere cos`ı schematizzato:
start_timer();
for i=1 to N do{
send(ch1 ,msg);
f();
}
stop_timer();
Il processo partner della comunicazione eseguira` invece
for i=1 to N do{
receive(ch1 , msg);
}
dove f() e` una funzione con tempo di completamento noto Tf , con Tf >>
Tsend. Possiamo esprimere il tempo di completamento rilevato Tc della
computazione come
Tc = N(Tf + Tns)± ǫ
Si ha quindi
Tns =
Tc −N × Tf
N
±
ǫ
N
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Opzioni Tns (τ)
default 1537
O WAIT 262
Tabella 5.2: Tempo di comunicazione non sovrapponibile al calcolo rileva-
to per l’invio di un messaggio di dimensione 1KB per i canali con opzioni
di default e con opzione O WAIT attivata, allineamento dei trasferimenti
ai 128 byte.
dove Tns indica il tempo della computazione non sovrapponibile al cal-
colo.
Scegliendo un numero N di iterazioni abbastanza grande l’errore in-
trodotto dall’utilizzo del decrementer per effettuare le misurazioni risulta
quindi trascurabile. L’esperimento e` stato condotto inviando messaggi
di lunghezza 8KB, per un numero di iterazioni pari a 100000. Visti i
risultati dei test precedenti si e` scelto di effettuare il test solo sui canali
utilizzanti trasferimenti allineati ai 128 byte, sia con opzioni di default
che con opzione O WAIT abilitata. I valori di Tns rilevati sono riportati in
tabella 5.2.
5.5 Calcolo dei parametri del modello dei
costi delle comunicazioni
Per i canali con opzione O WAIT abilitata vale
Tns = Tsetup1
e possiamo quindi concludere
Tsetup1 = 262τ
Per i canali con opzioni di default vale invece Ts = Tsetup2. La latenza
della send per un messaggio lungo 1KB puo` essere calcolata secondo la
formula ottenuta in 5.3:
Tsend128(8KB) = 641 + 0.13× 8192 τ = 1706τ
si ha quindi, per i canali con opzioni di default
Ts = Tsetup2 = Tsend128 − Tns = 1706− 1537τ = 169τ
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Tsetup1 Tsetup2 Tsetup3
262τ 169τ 210τ
Tabella 5.3: Tabella riassuntiva dei tempi di setup della send
Dove Ts indica il tempo di comunicazione sovrapponibile al calcolo. Es-
sendo Tsetup noto, possiamo calcolare Tsetup3 come
Tsetup3 = Tsetup − (Tsetup1 + Tsetup2) = 210τ
La tabella 5.3 riassume i valori dei parametri calcolati nella presente
sezione.
5.6 Conclusioni
Questa tesi propone un modello per la programmazione indipendente
dall’architettura delle macchine multicore, in particolare del processore
Cell sviluppato da Sony, Toshiba e IBM. Questo modello si ispira al
linguaggio concorrente (LC) presentato in [10], e riproposto con alcune
variazioni nel capitolo 2.
E` stato fatto uno studio dell’architettura, sperimentando le funzio-
nalita` fornite dall’architettura inizialmente su un simulatore, e poi sulla
macchina concreta. Nella progettazione si e` cercato di dare una enfasi
all’estendibilita` dal supporto, soprattutto rispetto alle diverse implemen-
tazioni dei principali meccanismi forniti, quali canali di comunicazione
e comando alternativo. E` infatti semplice aggiungere una nuova imple-
mentazione dei canali di comunicazione o del comando alternativo al sup-
porto, e questo puo` essere fatto senza effettuare modifiche considerevoli
al codice della libreria.
I test effettuati hanno mostrato l’importanza dell’allinamento delle
aree di memoria utilizzate nei trasferimenti. I canali utilizzanti trasfe-
rimenti allineati ai 128 byte si sono dimostrati infatti decisamente piu`
performanti, con latenze di trasferimento quasi dimezzate. Questi mo-
strano inoltre un comportamento, sempre in termini di banda e latenza,
decisamente piu` predicibile. Nella sezione 5.1 e` stato formalizzato un
modello dei costi delle comunicazioni, valido per le implementazioni dei
canali con descrittore della coda dei messaggi distribuito sui canali dei
segnali. Attraverso i test effettuati, descritti in questo capitolo, e` stato
possibile stimare il valore dei parametri del modello. Il tempo di setup
della send e il tempo di trasmissione di una parola sono stati ricavati
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per regressione lineare sui valori della latenza misurati al variare della
lunghezza del messaggio.
I canali con opzioni di default non permettono una buona sovrappo-
sizione di comunicazione e calcolo, e sono quindi utilizzabili solo in quei
casi in cui la grana del calcolo risulti abbastanza grossa da ammortizzare
i costi decisamente elevati. I canali con opzione O WAIT abilitata sono
invece utilizzabili anche per grane molto piu` fini, essendo il tempo di
comunicazione non sovrapponibile al calcolo costante, di soli 262 cicli ci
clock. Sono inoltre soddisfacenti i valori di banda ottenuti, sempre per
canali con opzione O WAIT abilitata, molto vicini limite superiore teorico
permesso dalla rete di interconnessione per trasferimenti punto punto,
di 25.6 GB/s. Il massimo valore rilevato e` stato infatti di 25GB/s, per
pacchetti di lunghezza 16KB e grado di asincronia 6. Valori di 24 GB/s
sono raggiungibili gia` per messaggi di lunghezza 5KB.
La libreria non supporta tutte le astrazioni offerte dal linguaggio LC.
Alcune di queste, in particolare gli array unidimensionali di processi e
canali, possono essere emulate utilizzando quanto offerto dalla libreria,
nel modo descritto nella sezione 3.2, che presenta una metodologia per
la trasformazione del codice LC in codice C++ con chiamate alla li-
breria di comunicazione, che consente al programmatore di strutturare i
propri programmi nella versione di LC descritta nel capitolo 2, per poi
trasformarli in programmi C++ con chiamate alla libreria.
Il lavoro dovra` proseguire in primis estendendo la libreria in modo tale
che questa supporti direttamente astrazioni quali array multidimensionali
di processi e di canali, in modo tale da acquisire un maggior potere
espressivo, e il supporto per le variabili channelname, una astrazione
fornita dal linguaggio descritto in [10] cui e` associato un meccanismo
che consente ad un processo di agganciarsi dinamicamente a un canale,
una volta noto il suo nome. La libreria cos`ı estesa costituira` il supporto
completo del linguaggio LC. Si prevede inoltre di estendere il supporto
per il funzionamento su architetture multi-chip, sia a memoria condivisa
che distribuita.
Uno dei possibili sviluppi e` anche la realizzazione del supporto di
Assist “sopra” la libreria di comunicazione MammuT, rendendolo dispo-
nibile anche per architetture basate su Cell. Assist e` uno strumento per
la programmazione parallela strutturata sviluppato al dipartimento di
informatica dell’Universita` di Pisa, che comprende un linguaggio basato
su skeleton e un’insieme di strumenti per la compilazione e lo sviluppo
di programmi paralleli.
114
5
.6
.
C
o
n
c
lu
sio
n
i
0 5000 10000 15000
1
0
0
0
2
0
0
0
3
0
0
0
4
0
0
0
Latenza della send al variare della lunghezza del messaggio
 allineamento dei trasferimenti ai 16 byte
L  (bytes)
T
s
e
n
d
 
 
(
τ
)
Tsend = Tsetup + LTtrasm
Tsetup = 665τ
Ttrasm = 0.24
τ
bytes
retta di regressione
Figura 5.3: Latenza della send rilevata al variare della lunghezza del messaggio, allineamento del trasferimento ai
16 byte
1
1
5
C
a
p
it
o
lo
5
.
V
a
lu
ta
z
io
n
e
d
e
ll
a
p
e
rf
o
rm
a
n
c
e
e
c
o
n
c
lu
si
o
n
i
0 5000 10000 15000
10
00
15
00
20
00
25
00
Latenza della send al variare della lunghezza del messaggio
 allineamento dei trasferimenti ai 128 byte
L  (bytes)
T s
e
n
d 
 
(τ)
Tsend = Tsetup + LTtrasm
Tsetup = 641τ
Ttrasm = 0.13
τ
bytes
retta di regressione
Figura 5.4: Latenza della send rilevata al variare della lunghezza del messaggio, allineamento del trasferimento ai
128 byte
1
1
6
5
.6
.
C
o
n
c
lu
sio
n
i
0 5000 10000 15000
0
1
2
3
4
Andamento della banda rispetto alla dimensione del messaggio
Canali standard, asincronia 1, allineamento ai 16 byte
L  (bytes)
B
 
 
(
b
y
t
e
s
τ
)
Figura 5.5: Banda di comunicazione rilevata al variare della lunghezza del messaggio, canali standard, allineamento
del trasferimento ai 16 byte, grado di asincronia 1
1
1
7
C
a
p
it
o
lo
5
.
V
a
lu
ta
z
io
n
e
d
e
ll
a
p
e
rf
o
rm
a
n
c
e
e
c
o
n
c
lu
si
o
n
i
0 5000 10000 15000
0
1
2
3
4
5
6
Andamento della banda rispetto alla dimensione del messaggio
Canali standard, asincronia 2, allineamento ai 16 byte
L  (bytes)
B 
 
(by
te
s
τ)
Figura 5.6: Banda di comunicazione rilevata al variare della lunghezza del messaggio, canali standard, allineamento
del trasferimento ai 16 byte, grado di asincronia 2
1
1
8
5
.6
.
C
o
n
c
lu
sio
n
i
0 5000 10000 15000
0
1
2
3
4
Andamento della banda rispetto alla dimensione del messaggio
Canali standard, asincronia 6, allineamento ai 16 byte
L  (bytes)
B
 
 
(
b
y
t
e
s
τ
)
Figura 5.7: Banda di comunicazione rilevata al variare della lunghezza del messaggio, canali standard, allineamento
del trasferimento ai 16 byte, grado di asincronia 6
1
1
9
C
a
p
it
o
lo
5
.
V
a
lu
ta
z
io
n
e
d
e
ll
a
p
e
rf
o
rm
a
n
c
e
e
c
o
n
c
lu
si
o
n
i
0 5000 10000 15000
0
1
2
3
4
5
Andamento della banda rispetto alla dimensione del messaggio
Canali con opzione O_WAIT abilitata, asincronia 1
allineamento ai 16 byte
L  (bytes)
B 
 
(by
te
s
τ)
Figura 5.8: Banda di comunicazione rilevata al variare della lunghezza del messaggio, canali con opzione O WAIT
abilitata, allineamento del trasferimento ai 16 byte, grado di asincronia 1
1
2
0
5
.6
.
C
o
n
c
lu
sio
n
i
0 5000 10000 15000
0
2
4
6
8
Andamento della banda rispetto alla dimensione del messaggio
Canali con opzione O_WAIT abilitata, asincronia 2
allineamento ai 16 byte
L  (bytes)
B
 
 
(
b
y
t
e
s
τ
)
Figura 5.9: Banda di comunicazione rilevata al variare della lunghezza del messaggio, canali con opzione O WAIT
abilitata, allineamento del trasferimento ai 16 byte, grado di asincronia 2
1
2
1
C
a
p
it
o
lo
5
.
V
a
lu
ta
z
io
n
e
d
e
ll
a
p
e
rf
o
rm
a
n
c
e
e
c
o
n
c
lu
si
o
n
i
0 5000 10000 15000
0
1
2
3
4
Andamento della banda rispetto alla dimensione del messaggio
Canali con opzione O_WAIT abilitata, asincronia 6
allineamento ai 16 byte
L  (bytes)
B 
 
(by
te
s
τ)
Figura 5.10: Banda di comunicazione rilevata al variare della lunghezza del messaggio, canali con opzione O WAIT
abilitata, allineamento del trasferimento ai 16 byte, grado di asincronia 6
1
2
2
5
.6
.
C
o
n
c
lu
sio
n
i
0 5000 10000 15000
0
1
2
3
4
5
6
Confronto bande, canali standard, allineamento ai 128 byte
asincronia K
L  (bytes)
B
 
 
(
b
y
t
e
s
τ
)
K=1
K=2
K=6
Figura 5.11: Confronto delle bande di comunicazione per i canali standard con trasferimenti allineati ai 128 byte
per i gradi di asincronia 1,2 e 6.
1
2
3
C
a
p
it
o
lo
5
.
V
a
lu
ta
z
io
n
e
d
e
ll
a
p
e
rf
o
rm
a
n
c
e
e
c
o
n
c
lu
si
o
n
i
0 5000 10000 15000
0
2
4
6
8
Confronto bande, canali con opzione O_WAIT abilitata
allineamento ai 128 byte,asincronia K
L  (bytes)
B 
 
(by
te
s
τ)
K=1
K=2
K=3
Figura 5.12: Confronto delle bande di comunicazione per i canali con opzione O WAIT abilitata, con trasferimenti
allineati ai 128 byte per i gradi di asincronia 1,2 e 6.
1
2
4
5
.6
.
C
o
n
c
lu
sio
n
i
0 5000 10000 15000
0
2
4
6
8
Confronto bande, canali standard e con opzione O_WAIT abilitata
allineamento ai 128 byte,asincronia 6
L  (bytes)
B
 
 
(
b
y
t
e
s
τ
)
standard
O_WAIT
Figura 5.13: Confronto delle bande di comunicazione per i canali standard e con opzione O WAIT abilitata, con
trasferimenti allineati ai 128 byte, grado di asincronia 6.
1
2
5
Capitolo 5. Valutazione della performance e conclusioni
126
Appendice A
Strutturazione in namespace
della libreria
Nella presente appendice sara` descritta la strutturazione in namespace
della libreria, indicando i nomi dei namespace e l’ambito delle funziona-
lita`, dei tipi, delle variabili e costanti contenuti negli stessi. La libreria
e` strutturata in namespace annidati. Questi saranno descritti seguendo
una struttura ad albero.
MammuT Namespace radice contenente la quasi totalita` dei tipi, delle
costanti e delle funzioni introdotte. Contiene i namespace:
Channels Namespace contenente le implementazioni dei canali di
comunicazione, e il tipo generico Channel t.
Pids namespace contenente le costanti relative agli identificatori
di processo
Tags namespace contenente le costanti relative alle tag di DMA
Sizes namespace contenente le costanti relative alle dimensioni
delle strutture dati del supporto
ChRole namespace contenente le costanti relative ai ruoli di un
dato processo rispetto a un canale di comunicazione.
ChOpt namespace contenente le costanti utilizzate come parametri
per l’istanziazione della classe template Channel t
Signals namespace contenente le costanti relative a caratteristi-
che dei canali dei segnali
SpeCtx namespace contenente le costanti relative all’inizializzazio-
ne dei contesti SPE
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ssm namespace contenente le funzionalita` di base per la virtualiz-
zazione dei canali dei segnali.
MammuTUtils namespace contenente funzionalita` di base utilizzate nello
sviluppo della libreria (ad esempio, le funzioni per l’allocazione/-
deallocazione di aree di memoria allineate ai 16 e ai 28 byte)
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Appendice B
Implementazione della
funzione test and set
Di seguito e` riportato il codice della funzione test and set, utilizza-
ta nell’implementazione dei canali di comunicazione con puntatori della
coda dei messaggi centralizzati in memoria principale.
int test_and_set(ea_t <void *> mutex_ptr ,
volatile void *buff_ptr , Channel_spe *ch)
{
unsigned int status;
volatile int * lock_ptr=( volatile int *)buff_ptr;
do{
mfc_getllar(buff_ptr , mutex_ptr.ea, 0, 0);
mfc_read_atomic_status ();
i f (ch ->write_lock_line(
(volatile user_ll_area_t *)
(&lock_ptr[1])))
{
mfc_putllc(buff_ptr , mutex_ptr.ea, 0, 0);
status =
mfc_read_atomic_status ()
& MFC_PUTLLC_STATUS;
}else{
return 0;
}
}while(status );
return 1;
}
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Il parametro mutex ptr contiene l’indirizzo effettivo della linea di ca-
che su cui sara` effettuata la scrittura condizionale. buff ptr e` invece
il puntatore all’area di memoria locale su cui sara` effettuata la copia
della linea di cache, che sara` poi passato come parametro al metodo
write lock line dell’oggetto canale ch.
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Appendice C
Implementazioni dei canali di
comunicazione fornite dalla
libreria
In questa appendice saranno elencate le implementazioni dei canali di
comunicazione fornite dalla libreria MammuT. Nella sezione 3.1.4 e` in-
trodotta sono introdotti la classe unificata dei canali di comunicazione
Channel t e il significato delle costanti utilizzate di seguito. Riportiamo
qui la firma della classe template:
template < int T_link_type , int T_comm_form , c l as s T_item,
int T_degree , int T_chrole , int T_options >
c l as s Channel_t;
Le implementazioni fornite saranno elencate mediante le possibili com-
binazioni dei valori assumibili dai parametri template. I parametri tem-
plate lasciati indicati possono assumere un valore qualsiasi. Eventuali
limitazioni saranno specificate.
C.1 Canali PPE-SPE
Channel_t <PPE_SPE ,SYMMETRIC ,T_item ,T_degree ,T_chrole , 0>
Il parametro T chrole puo` assumere solo i valori SENDER e RECEIVER, e,
essendo implementata la sola forma di comunicazione simmetrica asin-
crona, deve valere
T degree > 0
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C.2 Canali SPE-SPE
C.2.1 Canali Simmetrici
Channel_t <SPE_SPE , SYMMETRIC , T_item ,
T_degree , T_chrole , 0>
E` l’implementazione di default, fornita nelle versioni sincrona e asincrona.
Channel_t <SPE_SPE , SYMMETRIC , T_item ,
T_degree , T_chrole , O_A128>
Implementazione di default, con allineamento delle variabili targa ai 128
byte. L’opzione O A128 e` disponibile solo per canali asincroni. Deve
quindi valere
T degree > 0
Channel_t <SPE_SPE , SYMMETRIC , T_item ,
T_degree , T_chrole , O_KEEP>
Channel_t <SPE_SPE , SYMMETRIC , T_item ,
T_degree , T_chrole , O_KEEP|O_A128>
Canali con primitiva keep(). L’opzione O KEEP e` disponibile per i soli
canali asimmetrici, quindi deve valere
T degree > 0
Channel_t <SPE_SPE , SYMMETRIC , T_item ,
T_degree , T_chrole , O_WAIT|O_KEEP>
Channel_t <SPE_SPE , SYMMETRIC , T_item ,
T_degree , T_chrole , O_WAIT|O_KEEP|O_A128>
Canali con primitive wait() e keep(). Anche questi sono disponibili
nella sola versione asincrona, con allineamento delle variabili targa ai 16
o ai 128 byte.
C.2.2 Canali Multicast
Channel_t <PPE_SPE , MULTICAST , T_item ,
T_degree , T_chrole , 0>
Canali multicast. E` fornita una unica implementazione, corrispondente
al valore di default del parametro T option e alla forma di comunicazione
asincrona. Deve percio` inoltre valere
T degree > 0
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