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Abstract
The structural flexibility of the exponential propagation iterative methods of Runge-Kutta type (EPIRK) enables con-
struction of particularly efficient exponential time integrators. While the EPIRK methods have been shown to perform
well on stiff problems, all of the schemes proposed up to now have been derived using classical order conditions. In
this paper we extend the stiff order conditions and the convergence theory developed for the exponential Rosenbrock
methods to the EPIRK integrators. We derive stiff order conditions for the EPIRK methods and develop algorithms
to solve them to obtain specific schemes. Moreover, we propose a new approach to constructing particularly efficient
EPIRK integrators that are optimized to work with an adaptive Krylov algorithm. We use a set of numerical examples
to illustrate the computational advantages that the newly constructed EPIRK methods offer compared to previously
proposed exponential integrators.
Keywords: Exponential integrators; Krylov projections; adaptive Krylov algorithm; EPIRK methods; Stiff order
conditions;
1. Introduction
Stiff systems of differential equations of the form
u′(t) = f (u(t)), u(t0) = u0, u(t) ∈ RN (1.1)
are routinely encountered in a wide variety of scientific and engineering applications. Obtaining the numerical solution
to this problem over a long time interval compared to the fastest scales in the system is a challenging task that has been
traditionally addressed with the use of implicit time integrators. The implicit methods have better stability properties
compared to explicit techniques and thus allow for numerical integration of (1.1) with larger time steps. However,
while an implicit method can outperform an explicit scheme, it too is affected by the stiffness of the problem which
manifests itself in the solution of the implicit equations at each time step. A general stiff system of type (1.1) is typically
solved with an implicit method that has a Newton iteration embedded within each time step. Each Newton iteration in
turn requires approximation of a product of a rational function of the Jacobian with a vector (I−c f ′(u))−1v where c is a
constant, I is an N×N matrix and u and v are N-dimensional vectors. For a general stiff matrix f ′(u) a method of choice
to approximate (I − c f ′(u))−1v is usually a Krylov-projection based algorithm such as GMRES. Stiffness of the matrix
f ′(u) results in the slow convergence of any Krylov-projection-type algorithm. Developing an efficient preconditioner
is often essential to making an implicit Newton-Krylov time integrator sufficiently fast. However, construction of such
preconditioner can often be a difficult and even impossible task. Consequently development of more efficient time
integrators becomes an important problem in numerical analysis.
Exponential integrators received attention over the past decade as an alternative to implicit methods for stiff sys-
tems of type (1.1). Just like implicit methods, exponential integrators possess good stability properties but they re-
quire evaluation of exponential-like, rather than rational, matrix function-vector products. Using a Krylov-projection
based method to evaluate an exponential-like function can save significant amount of computational time compared
to the rational function evaluation needed for an implicit integrator. Exponential propagation iterative methods of
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Runge-Kutta-type (EPIRK) framework has been introduced to enable construction of particularly efficient exponential
methods. The general formulation of the EPIRK methods is
Uni = un + αi1ψi1(gi1hnAi1)hn f (un) + hn
i−1∑
j=2
αi jψi j(gi jhnAi j)∆( j−1)r(un), i = 2, . . . , s,
un+1 = un + β1ψs+11(gs+11hnAi1)hn f (un) + hn
s∑
j=2
β jψs+1 j(gs+1 jhnAi j)∆( j−1)r(un)
(1.2)
where hn = tn+1−tn is the time step and ∆(k) denotes the kth forward difference vector. As described in [25] each matrix
Ai j can be either a full Jacobian Jn = f ′(un) or a part of the full Jacobian if the operator f (u) can be partitioned in
some meaningful way. For example, we can set Ai j = L when the right-hand-side operator in (1.1) can be partitioned
as f (u) = Lu + N(u) with stiffness contained in the linear portion L. Function r(u) can either be r(u) = f (u) −
f (un)− f ′(un)(u− un) or r(u) = N(u) for the partitioned operator f (u). To obtain a fully exponential EPIRK integrator,
functions ψi j(z) are chosen to be linear combinations of exponential-like functions
ψi j(z) =
K∑
k=1
pi jkϕk(z), ϕk(z) =
∫ 1
0
ez(1−θ)
θk−1
(k − 1)!dθ. (1.3)
It is also possible to choose some of the these functions to be rational ψi j(z) = 1/(1 − z) to derive implicit-exponential
integrator [20, 25] which can be used in cases when an efficient preconditioner is available for the full Jacobian Jn
or its stiff part L. The main advantages of the EPIRK framework (1.2) are the flexibility of the choices for Ai j and
ψi j(z) and the degrees of freedom in constructing particular integrators represented by coefficients αi j, βi j and gi j. In
particular, as shown in [26, 20] optimizing coefficients gi j shrinks the spectrum of the corresponding matrix Ai j and
therefore results in significant computational savings by speeding up convergence of the Krylov projection algorithm
to approximate ψi j(hngi jAi j)v. A number of numerical studies showed that the EPIRK methods performed well on stiff
problems [23, 24, 20]. However, the derivation of the EPIRK schemes and the general convergence theory were based
on classical rather than stiff order conditions in previous publications. Methods constructed using stiff order conditions
are a subset of classically accurate schemes that do not suffer from order reduction for certain classes of problems.
In this paper we demonstrate that the stiff order conditions and convergence theory developed in [4, 11, 13] can be
extended to the EPIRK methods. We derive stiff order conditions for the EPIRK methods of nonsplit (or unpartitioned)
type, i.e. the most general version of the EPIRK integrators with Ai j = Jn and r(u) = f (u) − f (un) − f ′(un)(u − un).
We present a systematic way to solve the resulting stiff order conditions and show how the flexibility of the EPIRK
framework can be utilized to construct particularly efficient schemes.
The paper is organized as follows. Section 2 describes how the stiff order conditions and the convergence theory
from [12] can be extended to include the EPIRK methods. This section also includes an explanation of the differ-
ences between the EPIRK framework and the exponential Rosenbrock methods for which the theory was originally
developed. In Section 3 we propose a new optimization approach and procedure to solve the stiff order conditions for
EPIRK methods to derive a range of efficient fourth- and fifth-order schemes. In particular, we construct EPIRK meth-
ods that can be particularly efficient when used together with an adaptive Krylov-projection algorithm, currently the
most general and efficient way to estimate the exponential matrix function vector products. Finally, Section 4 contains
numerical tests that validate the performance of the newly derived methods and demonstrate the relative efficiency of
these techniques compared to previously proposed schemes.
2
2. Stiffly accurate EPIRK methods
2.1. EPIRK and exponential Rosenbrock methods
In this paper we focus on the nonsplit, or unpartitioned, [24, 20] EPIRK schemes for the general problem (1.1).
The unpartitioned EPIRK methods are constructed from (1.3) by setting Ai j = Jn to obtain:
Uni = u0 + αi1ψi1(gi1hnJn)hn f (un) + hn
i−1∑
j=2
αi jψi j(gi jhnJn)∆( j−1)r(un), i = 2, . . . , s,
un+1 = un + β1ψs+1 1(gs+11hnJn)hn f (un) + hn
s∑
j=2
β jψs+1 j(gs+1, jhnJn)∆( j−1)r(un)
(2.1)
where r(u) = f (u) − f (un) − Jn(u − un). Classical order conditions were derived for EPIRK schemes in [24] and these
methods were shown to be efficient for stiff problems [8, 27]. The extension of the theory to stiff order conditions
presented below will enable us to construct stiffly accurate EPIRK schemes that can be proved to be convergent even
for unbounded operators Jn.
The stiff order conditions and the corresponding convergence theory has been developed in [5, 12, 11] for the
exponential Rosenbrock methods. While the original formulation of the exponential Rosenbrock methods was first
proposed in [18], the full development of this class of integrators, including derivation of the classical and stiff order
conditions along with the convergence theory, have not been done until the resurgence of interest in exponential
methods over the past several decades [4, 5, 12]. Due to efficiency of implementation and theoretical considerations,
in [5] the original formulation of the exponential Rosenbrock methods have been recast in the following form
Uni = un + cihnϕ1(cihnJn) f (un) + hn
i−1∑
j=2
ai j(hnJn)Dn j
un+1 = un + hnϕ1(hnJn) f (un) + hn
s∑
j=2
bi(hnJn)Dni
(2.2)
where Nn(u) = f (u) − Jnu, Dn j = Nn(Un j) − Nn(un) and coefficients ai j(z) and bi j(z) are functions comprised of linear
combinations ϕk(z). The structural difference between (2.1) and (2.2) is in the use of gi j coefficients in (2.1) and in
allowing the second term of the right-hand-side in each of the stages to have a more general function ψi1(z) rather than
restricting it to ψi1(z) = ϕ1(z) as in (2.2). Note that Dn j = r(Un j). Any exponential Rosenbrock method can be written
in EPIRK form. Any EPIRK method can be written in an extended exponential Rosenbrock form if the differences
mentioned above are taken into account. To make it more straightforward to apply the stiff order conditions theory
developed for exponential Rosenbrock methods to EPIRK integrators we re-write (2.1) in the extended exponential
Rosenbrock form using the expansion
∆(n)r(un) =
n+1∑
i=2
(
n − 1
i − 1
)
(−1)n−i−2r(Uni) =
n∑
i=2
(
n − 1
i − 1
)
(−1)n−i−2r(Uni), (2.3)
and collecting the terms corresponding to each r(Uni) in every stage. Then (2.1) can be expressed as
Uni = un + αi1ψi1(gi1hnJn)hn f (un) + hn
i−1∑
j=2
ai j(hnJn)r(Un j), i = 2, . . . , s,
un+1 = un + β1ψs+11(gs+11hnJn)hn f (un) + hn
s∑
j=2
b j(hnJn)r(Un j)
(2.4)
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where
ai j(z) =
i−1∑
k= j
(
k − 1
i − 1
)
(−1)k−i−2αikψik(gikz) and b j(z) =
s∑
k= j
(
k − 1
s
)
(−1)k−s−3βkψs+1k(gs+1kz) (2.5)
We additionally define ψi1(z) =
∑s
k=1 pi1kϕk(z). We now incorporated the gi j coefficients into the definitions of ai j(z)
and bi j(z) and extended the second term of the right-hand-sides in stages to general ψi j(z) functions. Later we will
show how these generalizations of the exponential Rosenbrock methods to EPIRK framework offer added flexibility
that allows for derivation of more efficient methods. To illustrate this reformulation we consider a simple example of
a three-stage EPIRK method
Un2 = un + α21ψ21(g21hnJn)hn f (un)
Un3 = un + α31ψ31(g31hnJn)hn f (un) + hnα32ψ32(g32hnJn) ∆r(un)︸ ︷︷ ︸
r(Un2)
un+1 = un + β1ψ41(g41hnJn)hn f (un) + hnβ2ψ42(g42hnJn) ∆r(un)︸ ︷︷ ︸
r(Un2)
+β3ψ43(g43hnJn) ∆2r(un)︸  ︷︷  ︸
r(Un3)−2r(Un2)
.
(2.6)
This EPIRK method can be re-written in an extended exponential Rosenbrock way as
Un2 = un + α21ψ21(g21hnJn)hn f (un)
Un3 = un + α31ψ31(g31hnJn)hn f (un) + hn α32ψ32(g32hnJn)︸              ︷︷              ︸
a32(hn Jn)
r(Un2)
un+1 = un + β1ψ41(g41hnJn)hn f (un) + hn (β3ψ42(g42hnJn) − 2β3ψ43(g43hnJn))︸                                         ︷︷                                         ︸
b2(hn Jn)
r(Un2) + hn β3ψ43(g43hnJn)︸            ︷︷            ︸
b3(hn Jn)
r(Un3).
.
(2.7)
Due to the close relationship between EPIRK and exponential Rosenbrock methods outlined above, most of the theory
from [12] applies to EPIRK directly. But this generalization has to be handled with care since additional results
are needed to account for the more general form of EPIRK schemes. Below we outline the theory for the reader’s
convenience and present more detail in places where the differences between EPIRK and exponential Rosenbrock
methods result in distinct expressions and, ultimately, modified stiff order conditions.
2.2. Analytical framework.
As in [12] the analysis is based on the theory of strongly continuous semigroups in a Banach spaceX with norm
‖ · ‖. For the reader’s convenience we state the assumptions from [12] that form the base for the stiff order conditions
and the convergence theory; we also outline the main ideas of the theory. For our analysis we consider (1.1) written in
a linearized form
u′(t) = f (u(t)) = Lu(t) + N(u(t)), u(t0) = u0, (2.8)
with Jacobian
J = J(u) =
∂ f
∂u
(u) = L +
∂N
∂u
(u). (2.9)
The following two assumptions are then made about operators L and N(u):
Assumption 1 ([12]). The linear operator L is the generator of a strongly continuous semigroup etL inX .
Assumption 2 ([12]). We assume that (1.1) possesses a sufficiently smooth solution u : [0,T ] → X with deriva-
tives inX and that the nonlinearity N :X →X is sufficiently often Fre´chet differentiable in a strip along the exact
solution.
Given these assumptions it can be shown that the Jacobian J in (2.9) is the generator of a strongly continuous
semigroup ([17],Chap. 3.1). This implies that there exist constants C and ω such that∥∥∥ etJ ∥∥∥
X←X ≤ Ceωt, t ≥ 0 (2.10)
4
holds uniformly in a neighborhood of the exact solution. Furthermore, it can be concluded from this result that ϕk(hnJ)
and subsequently their linear combinations ai j(hnJ) & bi(hnJ), are bounded operators. Assumption 2 also implies that
the Jacobian (2.9) satisfies the Lipschitz condition
‖ J(u) − J(v) ‖X←X =
∥∥∥∥∥ ∂N∂u (u) − ∂N∂u (v)
∥∥∥∥∥
X←X
≤ L ‖ u − v ‖ (2.11)
in a neighborhood of the exact solution.
Note that problems with homogeneous or no-flow boundary conditions satisfy Assumptions 1 and 2. In general,
non-homogeneous boundary conditions (including time-dependent) do not necessarily satisfy Assumption 1. As a
simple example, consider a semigroup T (t) = etA defined over the Banach space X = L2(R) of square-integrable
functions. Assumption 1 requires the semigroup to be strongly continuous. By the Hille-Yoshida theorem the neces-
sary condition for the semigroup to be strongly continuous is that the domain D(A) of the infinitesimal generator of
the semigroup A is dense inX . Thus, it is necessary to restrict the domain D(A) in order to ensure that the semigroup
etA is strongly continuous. If we assume that the solutions w(t) of w′(t) = Aw belong to a subspace C∞0 (R) ∈ X it is
possible to prove that the semigroup etA is strongly continuous [17] . This is not necessarily the case for the subspace
of functions w(t) with non-homogeneous boundary conditions. The analysis quantifying how much order reduction
one can expect for the problems with non-homogeneous boundary conditions has been done for standard Runge-Kutta
and Rosenbrock methods in [15, 16]. Developing similar fractional order convergence theory for exponential methods
or developing exponential schemes which do not exhibit order reduction for problems with non-homogeneous bound-
ary conditions are non-trivial tasks which we plan to address in our future research. In this paper we address this issue
by using numerical examples to illustrate how much order reduction one can expect if the boundary conditions are
non-homogeneous.
The derivation of the stiff order conditions and the convergence theory for problems which satisfy Assumptions 1
and 2 then proceeds as follows.
2.3. Local error and stiff order conditions for EPIRK methods.
Derivation of the stiff order conditions and proof of convergence require analysis of the local error and construc-
tion of expressions for the approximate and exact solutions. To accommodate the difference between EPIRK and
exponential Rosenbrock methods derivation of expressions for the numerical solution in [12] has to be adjusted. Thus,
we choose to present this derivation in more detail and simply restate other results from [12] that are used without
alternations. The key idea in the convergence theory is to express the error in terms of operators that are bounded.
While the Jacobian operator Jn can potentially be unbounded, expressions involving only derivatives of the solution
u(k)n and/or the nonlinearity ∂kN/∂ku are bounded given Assumptions 1 and 2. The following formulas that connect
these two groups of operators help make these transitions. Consider linearization of (1.1) along the exact solution
u˜n = u(tn) to get
u′(t) = J˜nu(t) + N˜n(u(t)) (2.12)
where
J˜n =
∂ f
∂u
(u˜n) = L +
∂N
∂u
(u˜n), N˜n(u) = f (u) − J˜nu. (2.13)
From (2.13), we obtain
N˜n(u) = N(u) − ∂N
∂u
(u˜n)u and
∂N˜n
∂u
(u˜n) = 0. (2.14)
Using these identities along with the repeated differentiation of (2.12) we get:
J˜nu˜′n = u˜
′′
n & J˜nu˜
′′
n = u˜
(3)
n −
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n), (2.15)
where u˜(k)n denotes the kth derivative of the exact solution of (2.12). More generally, we have
J˜nu(k)(t) = u(k+1)(t) − d
k
dtk
N˜n(u(t)) (2.16)
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which shows that J˜nu(k) is bounded (due to Assumption 2). This result and identities (2.14) are key to deriving the stiff
order conditions.
First following the procedure in [12] we carry out one integration step with (2.4) with exact solution u˜n used for
the initial value to express the numerical solution as
Ûni = u˜n + αi1ψi1(gi1hn J˜n)hn f (u˜n) + hn
i−1∑
j=2
ai j(hn J˜n )̂rn j, i = 2, . . . , s,
ûn+1 = u˜n + β1ψs+1 1(gs+11hn J˜n)hn f (u˜n) + hn
s∑
i=2
bi(hn J˜n )̂rni
, (2.17)
with
r̂ni = N˜n(Ûni) − N˜n(u˜n). (2.18)
We now begin computing the Taylor expansion of (2.17) by first calculating r̂ni as a Taylor series around u˜n. Using
(2.14) we obtain
r̂ni =
k∑
q=2
hqn
q!
∂qN˜n
∂uq
(u˜n) (Vi, . . . ,Vi)︸       ︷︷       ︸
q times
+Rki (2.19)
with
Vi =
1
hn
(
Ûni − u˜n
)
= αi1ψi1(gi1hn J˜n) +
i−1∑
j=2
ai j(hn J˜n )̂rn j (2.20)
and the remainder
Rki = hk+1n
∫ 1
0
(1 − θ)k
k!
∂k+1N˜n
∂uk+1
(u˜n + θhnVi)(Vi, . . . ,Vi︸     ︷︷     ︸
k+1 times
)dθ
which is bounded and of order Rki = O(hk+1n ) by Assumptions 1 and 2. Note the expression (2.20) corresponds to the
formula (3.7) in [12] with functional coefficients ψi1, ai j generalized. By substituting (2.19) into (2.17) we obtain
uˆn+1 = u˜n + β1ψs+1 1(gs+11hn J˜n)hn f (u˜n) +
s∑
i=2
bi(hn J˜n)
k∑
q=2
hq+1n
q!
∂qN˜n
∂uq
(Vi, . . . ,Vi)︸       ︷︷       ︸
q times
+O(hk+2n ) (2.21)
The following lemmas represent analogues of lemmas 3.1 and 3.2 in [12]. These results allow us to obtain the expan-
sion of (2.21) avoiding terms containing powers of the possibly unbounded operator J˜n.
Lemma 1. Under Assumptions 1 and 2, we have for all t ≥ 0
ϕk(thn J˜n) f (u˜n) =
1
k!
u˜′n + hn
t
(k + 1)!
u˜′′n + t
2h2n
1
(k + 2)!
(
u˜(3)n − (k + 2)!ϕk+2(thn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
)
+ O(t3h3n), (2.22)
and furthermore,
ψi1(tJ˜n) f (u˜n) = Pi1u˜′n + tPi2u˜
′′
n + t
2
Pi3u˜(3)n −  s∑
k=1
pi1kϕk+2(tJ˜n)
 ∂2N˜n∂u2 (u˜n)(u˜′n, u˜′n)
 + O(t3) (2.23)
where
Pi1 =
s∑
k=1
pi1k
k!
, Pi2 =
s∑
k=1
pi1k
(k + 1)!
, Pi3 =
s∑
k=1
pi1k
(k + 2)!
(2.24)
Proof. By using f (u˜n) = u˜′n, the recurrence relation
ϕk(z) = zϕk+1(z) + 1/k! (2.25)
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and formulas (2.15) we have
ϕk(thn J˜n)u˜′n =
(
1
k!
+ thn J˜nϕk+1(thn J˜n)
)
u˜′n
=
1
k!
u˜′n + thnϕk+1(thn J˜n)J˜nu˜
′
n
=
1
k!
u˜′n + thn
(
1
(k + 1)!
+ thn J˜nϕk+2(thn J˜n)
)
u˜′′n
=
1
k!
u˜′n + hn
t
(k + 1)!
u˜′′n + t
2h2nϕk+2(thn J˜n)
(
u˜(3)n −
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
)
=
1
k!
u˜′n + hn
t
(k + 1)!
u˜′′n + t
2h2n
(
1
(k + 2)!
+ thn J˜nϕk+3(thn J˜n)
)
u˜(3)n − t2h2nϕk+2(thn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
=
1
k!
u˜′n + hn
t
(k + 1)!
u˜′′n + t
2h2n
1
(k + 2)!
u˜(3)n + t
3h3nϕk+3(thn J˜n)J˜nu˜
(3)
n − t2h2nϕk+2(thn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
=
1
k!
u˜′n + hn
t
(k + 1)!
u˜′′n + t
2h2n
1
(k + 2)!
(
u˜(3)n − (k + 2)!ϕk+2(thn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
)
+ O(t3h3n),
where the last equality holds due to the boundedness of J˜nu˜
(3)
n . Equation (2.23) follows directly from using these
expansions for ϕk(z) in ψi1(z) =
∑s
k=1 pi1kϕk(z). 
Lemma 2. Under Assumptions 1 and 2, we have
Vi = αi1Pi1u˜′n + hnαi1gi1Pi2u˜
′′
n + h
2
nαi1g
2
i1Pi3u˜
(3)
n + h
2
nΨi(hn J˜n)
∂2N˜n
∂y2
(u˜n)(u˜′n, u˜
′
n) + O(h3n) (2.26)
where
Ψi(z) =
1
2!
i−1∑
j=2
α2j1P
2
j1ai j(z) − g2i1
 s∑
k=1
pi1kϕk+2(gi1z)
 (2.27)
Proof. Inserting (2.20) into (2.19) for k = 2 and using Lemma 1 with t = g1 jhn gives
r̂n j =
h2n
2!
∂2N˜n
∂u2
(u˜n)(V j,V j) + O(h3n)
=
h2n
2!
∂2N˜n
∂u2
(u˜n)
(
α j1ϕ1(g j1hn J˜n) f (u˜n), α j1ϕ1(g j1hn J˜n) f (u˜n)
)
+ O(h3n)
=
h2n
2!
∂2N˜n
∂u2
(u˜n)
(
α j1P j1u˜′n, α j1P j1u˜
′
n
)
+ O(h3n)
=
h2n
2!
α2j1P
2
j1
∂2N˜n
∂u2
(u˜n)
(
u˜′n, u˜
′
n
)
+ O(h3n)
Substituting this into (2.20) we obtain
Vi = αi1ψi1(gi1hn J˜n) +
h2n
2!
i−1∑
j=2
ai j(hn J˜n)α2j1P
2
j1
∂2N˜n
∂u2
(u˜n)
(
u˜′n, u˜
′
n
)
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which yields the desired result if Lemma 1 is used:
Vi = αi1Pi1u˜′n + αi1hngi1Pi2u˜
′′
n + αi1h
2
ng
2
i1
Pi3u˜(3)n −  s∑
k=1
pi1kϕk+2(tJ˜n)
 ∂2N˜n∂u2 (u˜n)(u˜′n, u˜′n)

+
h2n
2!
i−1∑
j=2
ai j(hn J˜n)α2j1P
2
j1
∂2N˜n
∂u2
(u˜n)
(
u˜′n, u˜
′
n
)
+ O(h3n)
= αi1Pi1u˜′n + hnαi1gi1Pi2u˜
′′
n + h
2
nαi1g
2
i1Pi3u˜
(3)
n
+h2n
−g2i1 s∑
k=1
αi1 pi1kϕk+2(tJ˜n) +
1
2!
i−1∑
j=2
ai j(hn J˜n)α2j1P
2
j1
 ∂2N˜n∂u2 (u˜n) (u˜′n, u˜′n) + O(h3n).

We now use these expansions of Vi to obtain
∂4N˜n
∂u4
(u˜n)(Vi,Vi,Vi,Vi) = α4i1P
4
i1
∂4N˜n
∂u4
(u˜n)(u˜′n, u˜
′
n, u˜
′
n, u˜
′
n) + O(hn)
∂3N˜n
∂u3
(u˜n)(Vi,Vi,Vi) = α3i1P
3
i1
∂3N˜n
∂u3
(u˜n)(u˜′n, u˜
′
n, u˜
′
n) + 3hnα
3
i1gi1P
2
i1Pi2
∂3N˜n
∂u3
(u˜n)(u˜′n, u˜
′
n, u˜
′′
n ) + O(h2n)
∂2N˜n
∂u2
(u˜n)(Vi,Vi) = α2i1P
2
i1
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n) + 2hnα
2
i1gi1Pi1Pi2
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′′
n )
+2h2nα
2
i1g
2
i1Pi1Pi3
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
(3)
n ) + h
2
nα
2
i1g
2
i1P
2
i2
∂2N˜n
∂u2
(u˜n)(u˜′′n , u˜
′′
n )
+2h2nα
2
i1Pi1
∂2N˜n
∂u2
(u˜n)
(
u˜′n,Ψi(hn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
)
+ O(h3n)
and insert these expressions into (2.21) with k = 4 to get
uˆn+1 = u˜n + β1ψs+1 1(gs+11hn J˜n)hn f (u˜n) + (2.28)
+
s∑
i=2
bi(hn J˜n)
(
h3n
2
∂2N˜n
∂u2
(u˜n)(Vi,Vi) +
h4n
3!
∂3N˜n
∂u3
(u˜n)(Vi,Vi,Vi) +
h5n
4!
∂4N˜n
∂u4
(u˜n)(Vi,Vi,Vi,Vi)
)
+ O(h6n)
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and ultimately
uˆn+1 = u˜n + β1ψs+1 1(gs+11hn J˜n)hn f (u˜n) + h3n
 s∑
i=2
bi(hn J˜n)
α2i1P
2
i1
2!
 ∂2N˜n∂y2 (u˜n)(u˜′n, u˜′n)
+h4n
 s∑
i=2
bi(hn J˜n)
2
2!
α2i1gi1Pi1Pi2
 ∂2N˜n∂y2 (u˜n)(u˜′n, u˜′′n )
+h4n
 s∑
i=2
bi(hn J˜n)
1
3!
α3i1P
3
i1
 ∂3N˜n∂u3 (u˜n)(u˜′n, u˜′n, u˜′n)
+h5n
 s∑
i=2
bi(hn J˜n)
2
2!
g2i1α
2
i1Pi1Pi3
 ∂2N˜n∂y2 (u˜n)(u˜′n, u˜(3)n )
+
 s∑
i=2
bi(hn J˜n)
1
2!
α2i1g
2
i1P
2
i2
 ∂2N˜n∂y2 (u˜n)(u˜′′n , u˜′′n )
+
 s∑
i=2
bi(hn J˜n)
3
3!
gi1α3i1P
2
i1Pi2
 ∂3N˜n∂u3 (u˜n)(u˜′n, u˜′n, u˜′′n )
+
 s∑
i=2
bi(hn J˜n)
1
4!
α4i1P
4
i1
 ∂4N˜n∂u4 (u˜n)(u˜′n, u˜′n, u˜′n, u˜′n)

+h5n
 s∑
i=2
bi(hn J˜n)
2
2!
α2i1Pi1
 ∂2N˜n∂u2 (u˜n)
(
u˜′n,Ψi(hn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
)
. (2.29)
The expression for the Taylor expansion of the exact solution we borrow directly from [12]:
u˜n+1 = u˜n + hnϕ1(hn J˜n) f (u˜n) + h3nϕ3(hn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
+ h4nϕ4(hn J˜n)
[
3
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′′
n ) +
∂3N˜n
∂u3
(u˜n)(u˜′n, u˜
′
n, u˜
′
n)
]
+ h5nϕ5(hn J˜n)
[
4
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
(3)
n ) + 3
∂2N˜n
∂u2
(u˜n)(u˜′′n , u˜
′′
n )
+6
∂3N˜n
∂u3
(u˜n)(u˜′n, u˜
′
n, u˜
′′
n ) +
∂4N˜n
∂u4
(u˜n)(u˜′n, u˜
′
n, u˜
′
n, u˜
′
n)
]
+ O(h6n)
(2.30)
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Now subtracting (2.30) from (2.29) we obtain the expression for the local error e˜n+1 = uˆn+1 − u˜n+1 in the form:
e˜n+1 = hn
(
β1ψs+1 1(gs+11hn J˜n) − ϕ1(hn J˜n)
)
f (u˜n)
+h3n
 s∑
i=2
bi(hn J˜n)
α2i1P
2
i1
2!
− ϕ3(hn J˜n)
 ∂2N˜n∂y2 (u˜n)(u˜′n, u˜′n) (2.31)
+h4n
 s∑
i=2
bi(hn J˜n)α2i1gi1Pi1Pi2 − 3ϕ4(hn J˜n)
 ∂2N˜n∂y2 (u˜n)(u˜′n, u˜′′n )
+h4n
 s∑
i=2
1
3!
bi(hn J˜n)α3i1P
3
i1 − ϕ4(hn J˜n)
 ∂3N˜n∂u3 (u˜n)(u˜′n, u˜′n, u˜′n)
+h5n
 s∑
i=2
bi(hn J˜n)
2
2!
g2i1α
2
i1Pi1Pi3 − 4ϕ5(hn J˜n)
 ∂2N˜n∂y2 (u˜n)(u˜′n, u˜(3)n )
+h5n
 s∑
i=2
bi(hn J˜n)
1
2!
α2i1g
2
i1P
2
i2 − 3ϕ5(hn J˜n)
 ∂2N˜n∂y2 (u˜n)(u˜′′n , u˜′′n )
+h5n
 s∑
i=2
bi(hn J˜n)
1
2!
gi1α3i1P
2
i1Pi2 − 6ϕ5(hn J˜n)
 ∂3N˜n∂u3 (u˜n)(u˜′n, u˜′n, u˜′′n )
+h5n
 s∑
i=2
bi(hn J˜n)
1
4!
α4i1P
4
i1 − ϕ5(hn J˜n)
 ∂4N˜n∂u4 (u˜n)(u˜′n, u˜′n, u˜′n, u˜′n)
+h5n
 s∑
i=2
bi(hn J˜n)
2
2!
α2i1Pi1
 ∂2N˜n∂u2 (u˜n)
(
u˜′n,Ψi(hn J˜n)
∂2N˜n
∂u2
(u˜n)(u˜′n, u˜
′
n)
)
,
with Ψi(z) given by (2.27). From (2.31) we can easily read off the stiff order conditions by ensuring the terms for a
given order (three,four, or five) vanish. These conditions are given in Table 1. To eliminate the first order term in
our error we must have β1ψs+1 1(gs+11z) = ϕ1(z). If this condition is satisfied, the resulting method will be of stiff
order two. Throughout the rest of the paper we will set β1 = gs+1 = 1 and ψs+1 1 = ϕ1. In Section 3 we will show
how more flexibility in the stiff order conditions for EPIRK compared to the exponential Rosenbrock methods leads
to construction of more efficient techniques.
Ref. label Order condition Order
C1
∑s
i=2 bi(Z)α
2
i1P
2
i1 = 2ϕ3(Z) 3
C2
∑s
i=2 bi(Z)α
2
i1gi1Pi1Pi2 = 3ϕ4(Z) 4
C3
∑s
i=2 bi(Z)α
3
i1P
3
i1 = 3!ϕ4(Z) 4
C4
∑s
i=2 bi(Z)g
2
i1α
2
i1Pi1Pi3 = 4ϕ5(Z) 5
C5
∑s
i=2 bi(Z)α
2
i1g
2
i1P
2
i2 = 3!ϕ5(Z) 5
C6
∑s
i=2 bi(Z)gi1α
3
i1P
2
i1Pi2 = 4!ϕ5(Z) 5
C7
∑s
i=2 bi(Z)α
4
i1P
4
i1 = 4!ϕ5(Z) 5
C8
∑s
i=2 bi(Z)α
2
i1Pi1KΨi(Z) = 0 5
Table 1: Stiff order conditions for EPIRK methods. Note that Z and K are arbitrary square matrices and Ψi is given by (2.27)
2.4. Convergence.
The majority of the convergence proof presented in [12] for the exponential Rosenbrock (EXPRB) methods can
be applied directly to the EPIRK schemes. The only exception is Lemma 4.5 in [12]. In order to obtain the same
result as in this lemma we need to use additional assumption on the coefficients. Assumption 3 given below allows for
less restrictive choice of the coefficients compared to EXPRB methods but enables us to proceed with the convergence
proof in the same way as in [12]:
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Assumption 3. Suppose the coefficients of an EPIRK scheme satisfy one of the following for each i and all k
αi1 pi1k = gi1 or αi1 = gi1 or pi1k = gi1. (2.32)
Given this assumption we then need to modify Lemma 4.5 and its proof as described in the Appendix. With this
modification the convergence is proved exactly as in [12] and results in the following Theorem 3 (see Theorem 4.1 in
[12]).
Theorem 3. Let the initial value problem (1.1) satisfy Assumptions 1 and 2. Consider for its numerical solution an
explicit exponential propagation iterative method of Runge-Kutta type (2.4) that fullfills Assumption 3 and the order
conditions of Table 1 up to order p for some 3 ≤ p ≤ 5. Then, under the stability assumption (4.16 [12]), the method
converges with order p. In particular, the numerical solution satisfies the error bound
‖ un − u(tn) ‖ ≤ C
n−1∑
ν=0
hp+1ν (2.33)
uniformly on t0 ≤ tn ≤ T. The constant C is independent of the chosen step size sequence.
Using Theorem 3 we now construct specific stiffly accurate methods of order four and five.
3. Construction of new schemes
In this section we demonstrate how the flexibility of coefficients in the EPIRK framework can be used to construct
efficient stiffly accurate schemes. The improvement of the computational cost comes from constructing a method par-
ticularly optimized given an algorithm for evaluating the exponential matrix function-vector products. Evaluation of
exponential-like matrix functions and vector products ψ(A)v constitutes the largest computational cost of an exponen-
tial integrator. The EPIRK methods have been originally introduced to minimize the number of such estimates required
per time step as well as reduce the cost of each of these evaluations by carefully selecting the exponential functions
in the products [24, 8, 10, 20]. In [26] the authors derived particularly efficient EPIRK methods that use the adaptive
Krylov algorithm to approximate products ψ(A)v. While there have been several techniques introduced to evaluate
ψ(A)v, the adaptive Krylov algorithm remains one of the most general cost efficient way to estimate these terms if no
a priori information is available about the spectrum of A. Thus we adopt using this algorithm in constructing the new
stiffly accurate EPIRK methods here.
We begin with a description of our method of choice, the adaptive Krylov algorithm, and discuss the structural
requirements application of this method imposes on a time integrator. A systematic approach to solving the order
conditions is then offered to derive appropriate three-stage methods of order four and five. Specific EPIRK schemes
are constructed following this technique.
3.1. Adaptive Krylov algorithm and its implementations
The computational cost of the standard Krylov-projection based algorithm to approximate terms of type ψi j(gi jhnJn)v
scales as O(m2) where m is the size of the Krylov basis required to achieve a prescribed accuracy. The value m, in
turn, depends on the spectrum of the matrix and it is expected that the computational cost of the Krylov projection will
increase with the time step size hn. Thus, for a given error tolerance it might actually be more efficient to integrate with
a smaller time step rather than encounter large Krylov bases. An alternative and more efficient approach was proposed
in [22, 14]. The adaptive Krylov algorithm seeks to evaluate linear combinations of type
ϕ0(A)b0 + ϕ1(A)b1 + ϕ2(A)b2 + · · · + ϕp(A)bp (3.1)
where A ∈ RN×N and bi ∈ RN for i = 0, · · · , p. The idea is to replace computing one large Krylov subspace of size m
with a finite number of smaller Krylov subspaces of sizes m1, m2, ..., mK . In [14] it was observed that expressions like
(3.1) can be computed in a way that replaces the evaluation of terms like ϕp(A)bP with something that requires fewer
Krylov vectors, like ϕp(τkA)bp with 0 < τk < 1. For example, consider the following discretization of the interval
[0, 1], 0 = t0 < t1 < · · · < tk < tk + τk < · · · < tK = tend = 1. Then we would have to compute K Krylov projections at
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computational cost proportional to O(m21) + O(m22) + ... + O(m2K) which can be more efficient than computing ϕp(A)bp
that has computational complexity of O(m2). Obviously if K gets too large, the total cost of computing K smaller
Krylov subspaces may exceed the cost of computing only one large Krylov basis. Therefore the efficiency of the
algorithm is dependent on the choice of step sizes τk. As the optimal choice varies, an algorithm was developed in
[14] to choose these step sizes adaptively. Further details and information can be found in [14, 22, 26, 10].
Vertical exponential-Krylov methods.
In [26], specific EPIRK methods were designed to efficiently employ the adaptive Krylov algorithm. By enforcing
the requirement ψi j(z) = ϕk(z) for fixed j and i = 2, . . . , s − 1, we can construct an s-stage adaptive Krylov based
EPIRK scheme that requires only s Krylov projections per time step[26, 10]. This requirement is necessary since if
a linear combination (3.1) consists of a single term ϕk(tJ)bk, it can be computed as ϕk(tJ)bk = u(t)/tk for any real
value t. Hence we can compute ϕk(gi jhJ)bk = u(gi j)/gki j for fixed j with just one Krylov evaluation (as long as gi j
are included in the set of times {tk}Kk=0). We refer to this implementation as “vertical exponential-adaptive-Krylov” or
“vertical exponential-Krylov” due to computing the “columns” or the terms of each stage with shared vectors bk with
one Krylov subspace. Note that the last term of the last stage is not restricted to a single ϕ-function but rather can be
any linear combination of ϕ-functions since it does not share a vector with any terms of the previous stages.
The flexibility and choice of gi j coefficients in EPIRK methods allows for further improvement in overall compu-
tational cost. In particular, by taking these coefficients to be smaller than 1 we would effectively reduce the size of
the Krylov basis since tend < 1. When implementing vertical adaptive Krylov we have for each fixed j = 1, . . . , s,
tend = maxi∈[2, j+1] gi j. Therefore an efficient vertical Krylov EPIRK scheme has maxi gi j < 1 for each j = 2, . . . , s. The
classical order conditions offer enough freedom to choose small g-coefficients. However, the same approach is difficult
to use to construct the stiffly accurate methods since the stiff order conditions require that maxi gi j = g(s+1) j = 1 as
shown in Lemma 4.
Lemma 4. An s-stage EPIRK method satisfying the stiff order conditions must have g(s+1)k = 1 for k = 2, . . . , s.
Proof. It must be the case that there is at least one b j(Z) such that b j . 0 for some j = 2, . . . , s, otherwise the method
can only be of order two. We can then solve conditions (C1)-(C3) for the non-zero b j(Z) functions. The resulting b j(Z)
are simply linear combinations of ϕ3(Z), ϕ4(Z) functions. By substituting these solution(s) for b j’s into (2.5) we find
that
ψ(s+1)k(g(s+1)kZ) = A3ϕ3(Z) + A4ϕ4(Z), for some Ai ∈ R
Since this must holds for all Z ∈ Rn×n, we can conclude that g(s+1)k = 1. 
Even though the stiff order conditions are restrictive with respect to the g-coefficients in the last stage, we still have
flexibility with the g’s in the internal stages and will use them to reduce the computational cost. Our approach is to
modify the implementation of the adaptive Krylov algorithm from computing “vertically” to computing “horizontally”
or in a “mixed” way as described below.
Horizontal exponential-adaptive-Krylov.
The “horizontal” exponential-adaptive-Krylov, or exponential-Krylov, algorithm is intended to compute all terms
in each stage with one Krylov evaluation. In contrast to the vertical Krylov, here we compute along the “rows” (i.e.
compute ψi0 j(z)b j for fixed i0 and j = 1, . . . , i0 − 1). Since each term will have a different vector b j, the only way
for a s-stage method to require only s Krylov evaluations per time-step is to enforce the condition that any non-zero
exponential terms in a given stage must share the same gi j-value. As an example let us consider the following internal
stage of a five-stage EPIRK method
Un5 = un+α51ψ51(g51hnJn)hn f (un)+α52ψ52(g52hnJn)hn∆r(un)+0·ψ53(g53hnJn)∆2r(un)+α54ψ54(g54hnJn)∆3r(un) (3.2)
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where ψ51(z) = ϕ1(z), ψ52(z) = ϕ2(z) + ϕ3(z), and ψ54(z) = ϕ3(z). Using the recurrence relation (2.25) we can express
(3.2) as
Un5 = un + α51
((
ϕ3(g51hnJn)g51hnJn+ 12
)
g51hnJn + 1
)
hn f (un)
+α52
(
(ϕ3(g52hnJn)g52hnJn + 12 ) + ϕ3(g52hnJn)
)
hn∆r(un)
+0 · hn∆2r(un) + α55ϕ3(g54hnJn)hn∆3r(un)
= un + b0 + ϕ3(g51hnJn)b1 + ϕ3(g52hnJn)b2 + 0 + ϕ3(g54hnJn)b4
. (3.3)
Since the vectors b1, b2, b4 are not the same we must have g51 = g52 = g54 so (3.3) can be written in the form
Un5 = un + ϕ3(g51hnJn)(b1 + b2 + b4). (3.4)
Then the adaptive Krylov algorithm can be used to compute (3.4) with the possibility of taking g51 < 1. Note that
due to Lemma 4 all projections in the vertical method require adaptive Krylov algorithm to integrate over the interval
[0, 1]. Thus the savings associated with smaller g coefficients which are equivalent to reducing the integration interval
in adaptive Krylov algorithm to [0, g] are not possible for the vertical methods. Thus the horizontal version of the
method with coefficients gi1 < 1 carries computational savings comparable to the vertical method.
Mixed exponential-adaptive-Krylov.
We can also use a combination of both vertical and horizontal Krylov adaptation to develop an EPIRK scheme.
The idea is to compute the last stage horizontally and the internal stages vertically or with a combination of vertical and
horizontal approaches depending on what yields the most optimized scheme. This alleviates the drawbacks of strictly
implementing vertical Krylov or horizontal Krylov for stiffly accurate EPIRK schemes and opens more possibilities
for customization of methods as well as improving the efficiency of a particular scheme. After solving the order
conditions below, we will construct a specific mixed exponential-adaptive-Krylov, or exponential-Krylov, method that
will serve as an illustrative example of this idea.
Note that any EPIRK method can be implemented in a vertical, horizontal or mixed way, however, the schemes
can be constructed to be particularly optimized for a given implementation. Thus, for example, we will call an EPIRK
scheme optimized for a mixed implementation a mixed exponential-Krylov method but in the numerical tests section
we test such method with either vertical, horizontal or mixed implementation and demonstrate that the integrator
optimized for the mixed implementation and applied in this way is the most efficient.
3.2. Solving the order conditions
Our primary objective is to construct new and more efficient stiffly accurate EPIRK schemes. We focus on con-
structing three-stage methods. Below we solve the order conditions given in Table 1 to obtain new general classes of
three-stage fourth and fifth-order EPIRK methods. For each of these classes, the remaining free-parameters are then
chosen to obtain specific schemes each targeted for a specific version (vertical, horizontal or mixed) of the adaptive
Krylov algorithm. We begin by considering a three-stage EPIRK method in EXPRB form (2.7)
Un2 = un + α21ψ21(z)(g21hnJn)hn f (un)
Un3 = un + α31ψ31(z)(g31hnJn)hn f (un) + α32ψ32(g32hnJn)︸              ︷︷              ︸
a32(hn Jn)
hnr(Un2)
un+1 = un + ϕ1(z)(hnJn)hn f (un) + (β2ψ42(g42hnJn) − 2β3ψ43(g43hnJ))︸                                        ︷︷                                        ︸
b2(hn Jn)
hnr(Un2) + β3ψ43(hng43)︸         ︷︷         ︸
b3(hn Jn)
hnr(Un3)
, (3.5)
where ψi1(z) = pi11ϕ1(z) + pi12ϕ2(z) + pi13ϕ3(z) for i = 2, 3.
3.2.1. Fourth-order methods
From the conditions given in Table 3, (C1) and (C2) yield solutions for b2(z) and b3(z):
b2(z) =
2g31P32
α221P21(g31P21P32−g21P22P31)
ϕ3(z) − 3P31α221P21(g31P21P32−g21P22P31)ϕ4(z)
b3(z) =
2g21P22
α231P31(g21P22P31−g31P21P32)
ϕ3(z) − 3P21α231P31(g21P22P31−g31P21P32)ϕ4(z)
, (3.6)
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with Pi j’s defined by (2.24). Upon substituting (3.6) into (C3) we obtain
2
(
α31g21P22P231 − α21g31P221P32
)
ϕ3(z) +
(
3P21
(
2g31P32 − α31P231 + α21P21P31
)
− 6g21P22P31
)
ϕ4(z)
g21P22P31 − g31P21P32 = 0.
This condition is satisfied by enforcing the coefficients of ϕ3 and ϕ4 to be zero. The resulting equations can then be
used to solve for
α21 =
2g21P22
P221
and α31 =
2g31P32
P231
. (3.7)
With (3.6) and (3.7) satisfied, methods of the form (3.5) define a new class of stiffly accurate fourth-order three-stage
methods. The flexibility with the remaining parameters makes these methods appealing. For example, the choice
a32(Z) ≡ 0 and ψ21(Z) = ψ31(Z) = ϕ1(Z) yields the structure necessary in order to construct a vertical, horizontal,
or a mixed exponential-Krylov method. These methods will require three Krylov projections per time-step when
implementing the vertical or horizontal whereas it is possible to construct a mixed exponential-Krylov scheme that
only requires two projections. The removal of a whole projection each time-step can significantly reduce the overall
cost. Another computation saving feature of the fourth-order schemes is the ability to choose both g21 and g31. The
choice g21 = 12 and g31 =
2
3 leads to the following three-stage fourth-order method EPIRK4s3A:
Un2 = un +
1
2
ϕ1(
1
2
hnJn)hn f (un)
Un3 = un +
2
3
ϕ1(
2
3
hnJn)hn f (un)
un+1 = un + ϕ1(hnJn)hn f (un) + (32ϕ3(hnJn) − 144ϕ4(hnJn)) hnr(Un2) +
(
−27
2
ϕ3(hnJn) + 81ϕ4(hnJn)
)
hnr(Un3)
. (3.8)
Another fourth-order method can be obtained similarly by taking ψ21(Z) = ψ31(Z) = ϕ2(Z). Different g-coefficients
were specified but were chosen so that they are comparable to those above to obtain the EPIRK4s3B method
Un2 = un +
2
3
ϕ2(
1
2
hnJn)hn f (un)
Un3 = un + ϕ2(
3
4
hnJn)hn f (un)
un+1 = un + ϕ1(hnJn)hn f (un) + (54ϕ3(hnJn) − 324ϕ4(hnJn)) hnr(Un2) + (−16ϕ3(hnJn) + 144ϕ4(hnJn)) hnr(Un3).
(3.9)
Note that method EPIRK4s3B lies outside of the set of exponential Rosebrock methods because it is using ϕ2(z)
function in the internal stages. In the numerical experiments section we will show the performance of EPIRK4s3B
is very similar with EPIRK4s3A. This illustrates that the EPIRK form allows for more flexibility in constructing the
methods.
In Section 4 it will be shown that (3.8) performs particularly well when implemented in a horizontal or a mixed
exponential-Krylov way. The flexibility in constructing this fourth order method allows building a scheme that can
even be computationally favorable compared to three-stage fifth order methods as shown below.
3.2.2. Fifth-order methods
Our construction of methods of order five are built upon the solutions obtained above which satisfy conditions
(C1)-(C3). A fifth-order method must additionally satisfy (C4)-(C8); upon inserting (3.6) it is found that there is no
solution which is able to satisfy these conditions for all Z ∈ Rn×n. However, as noted in [12] for EXPRB methods,
with additional regularity assumptions the convergence results hold under weaker assumptions on the coefficients of
the method. Similar results can be obtained for the general EPIRK form by considering a simplified set of conditions
(C4*)-(C8*) given in Table 2 that replace conditions (C4)-(C8). The regularity assumption on operators in (2.9) needed
to prove convergence in this case is the same as for EXPRB methods but stated in a less compact form as follows.
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Assumption 4. The operator L and the nonlinearity N from (2.8) are such that
L( ∂
2N˜n
∂y2 (u˜n)(u˜
′
n, u˜
(3)
n )), L(
∂2N˜n
∂y2 (u˜n)(u˜
′′
n , u˜
′′
n )), L(
∂3N˜n
∂u3 (u˜n)(u˜
′
n, u˜
′
n, u˜
′′
n )), L
∂4N˜n
∂u4 (u˜n)(u˜
′
n, u˜
′
n, u˜
′
n, u˜
′
n)
L( ∂
2N˜n
∂u2 (u˜n)
(
u˜′n,Ψi(hJ˜n)
∂2N˜n
∂u2 (u˜n)(u˜
′
n, u˜
′
n)
)
)
(3.10)
are uniformly bounded onX for all 2 ≤ i ≤ s.
Given Assumption 4, we can now prove convergence of methods that satisfy conditions (C4*)-(C8*), if the stability
requirement 4.16 in [12] holds. The major aspects of the proof are exactly the same as in [12] but several modifications
are needed as we describe below.
Theorem 5 (Theorem 4.2 [12]). Let the initial value problem (1.1) satisfy Assumptions 1,2, and 4. Consider for its
numerical solution an EPIRK method (2.4) which satisfies Assumption 3, the order conditions (C1)-(C3) of Table 1
and (C4*)-(C8*) of Table 2. Then, under the stability assumption (4.16 [12]), the method is convergent of order 5. In
particular, the numerical solution un satisfies the error bound
‖ un − u(tn) ‖ ≤ C
n−1∑
ν=0
h6ν (3.11)
uniformly on t0 ≤ tn ≤ T. The constant C is independent of the chosen step size sequence.
Proof. We begin by defining terms of O(h5n) in (2.31) by
ξ5,1(z) =
s∑
i=2
bi(z)g2i1α
2
i1Pi1Pi3 − 4ϕ5(z)
ξ5,2(z) =
s∑
i=2
bi(z)
1
2!
α2i1g
2
i1P
2
i2 − 3ϕ5(z)
ξ5,3(z) =
s∑
i=2
bi(z)
1
2!
gi1α3i1P
2
i1Pi2 − 6ϕ5(z)
ξ5,4(z) =
s∑
i=2
bi(z)
1
4
α4i1P
4
i1 − ϕ5(z),
(3.12)
each of which can be written in the following form
ξ5, j(z) =
s∑
i=2
bi(z)C1, j −C2, jϕ5(z)
where C1, j,C2, j ∈ R and j = 1, . . . , 4. Using the recurrence relation (2.25) we have for each j = 1, . . . , 5
ξ5, j(z) − ξ5, j(0) =
s∑
i=2
(bi(z) − bi(0)) C1, j + (ϕ5(z) − ϕ5(0)) C2, j
=
s∑
i=2
ẑbi(z)C1, j + zϕ6(z)C2, j (3.13)
= z
 s∑
i=2
b̂i(z)C1, j + ϕ6(z)C2, j

= ẑξ5, j(z) (3.14)
where ξ̂5, j is a bounded operator. Since the simplified conditions (C4*)-(C8*) are satisfied, we have ξ5, j(hn J˜n) =
0 + hn J˜nξ̂5, j(hn J˜n). Substituting this back into (2.31) and using Assumption 4 yields each term to be of order O(h6n).
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Ref. label Order Condition Order
(C4*)
∑s
i=2 bi(0)g
2
i1α
2
i1Pi1Pi3 = 4ϕ5(0) 5
(C5*)
∑s
i=2 bi(0)α
2
i1g
2
i1P
2
i2 = 3!ϕ5(0) 5
(C6*)
∑s
i=2 bi(0)gi1α
3
i1P
2
i1Pi2 = 12ϕ5(0) 5
(C7*)
∑s
i=2 bi(0)α
4
i1P
4
i1 = 4!ϕ5(0) 5
(C8*)
∑s
i=2 bi(0)α
2
i1Pi1KΨi(Z) = 0 5
Table 2: Simplified stiff order conditions. Note that Z and K are arbitrary square matrices, Ψi is given by (2.27),and ψ3,i(Z) =
∑i−1
j=2 ai j(Z)
c2j
2 −
c3i ϕ3(ciZ)
Therefore our error e˜n+1 = O(h6n). 
As a result of Theorem 5, a stiffly accurate three-stage fifth-order EPIRK scheme can be constructed. Let us con-
sider the solutions obtained for the fourth-order schemes and (C4*)-(C8*). We first note that the simplified conditions
(C6*) and (C7*) become equivalent and are used to solve for g21:
g21 =
3P21 (2P31 − 5g31P32)
5P22 (3P31 − 8g31P32) . (3.15)
Substituting (3.15) into simplified conditions (C4*) & (C5*) and using Mathematica software we found that there is
only one solution that yields desirable coefficients (i.e. gi j ∈ (0, 1] and Pi j ∈ R) and is able to satisfy the remaining
conditions
P21 = 2P22, P32 = −P312 , P33 =
P31
(
80g231P22 − 225g231P23 + 120g31P22 − 360g31P23 + 48P22 − 144P23
)
30g231P22
(3.16)
Expressions for pi jk coefficients are then found by replacing Pi j’s in (3.16) with (2.24), resulting in two possibilities
p211 = − p212(225g
2
31 p311+40g
2
31 p312−360g31 p311−60g31 p312+144p311+24p312)
15g231 p312
, p213 = −2p212, p313 = 2p312 or (3.17)
p212 = 0, p213 = 0, p312 = 0, p313 = 0. (3.18)
Expressions in (3.17) give rise to the use of general ψi1 functions and the ability to construct horizontal exponential-
Krylov methods. The coefficients given by (3.18) simplify (3.5) by setting ψi1(z) = ϕ1(z). This simplification condition
provides these methods with the structure necessary for construction of a mixed exponential-Krylov scheme. For this
reason we consider each case separately and construct methods specifically designed for the two different approaches
- horizontal and mixed.
Beginning with (3.17), the remaining condition (C8*) is
b2(0)α221P21 · Ψ2(Z) + b3(0)α231P31 · Ψ3(Z) = 0, (3.19)
which is satisfied by
a32 =
2g21g31 p211P32 (8g31P32 − 3P31) φ3,g21
α21P22P231 (3P21 − 8g21P22)
+
2g31φ3,g31
(
3α31g31 p311P21P22P231 − 8α31g21g31 p311P222P231
)
α221P
2
21P22P
2
31 (3P21 − 8g21P22)
(3.20)
Horizontal exponential-Krylov methods.
After substituting (3.16) and (3.17) into (3.20), we have
a32(Z) =
100(3−4g31)2g331 p311
3(4−5g31)2(6p311+p312)ϕ3(g31Z) +
20(3−4g31)2g31(5g231(45p311+8p312)−60g31(6p311+p312)+24(6p311+p312))
9(4−5g31)2(6p311+p312) ϕ3(g21Z). (3.21)
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Ref. label Order Condition Order
C1
∑s
i=2 bi(Z)α
2
i1P
2
i1 = 2ϕ3(Z) 3
C2
∑s
i=2 bi(Z)α
2
i1gi1Pi1Pi2 = 3ϕ4(Z) 4
C3
∑s
i=2 bi(Z)α
2
i1P
3
i1 = 3!ϕ4(Z) 4
C4
∑s
i=2 bi(Z)g
2
i1α
2
i1Pi1Pi3 = 4ϕ5(Z) 5
C5
∑s
i=2 bi(Z)α
2
i1g
2
i1P
2
i2 = 3!ϕ5(Z) 5
C6
∑s
i=2 bi(Z)gi1α
3
i1P
2
i1Pi2 = 12ϕ5(Z) 5
C7
∑s
i=2 bi(Z)α
4
i1P
4
i1 = 4!ϕ5(Z) 5
C8
∑s
i=2 bi(Z)α
2
i1Pi1KΨi(Z) = 0 5
Ref. label Order Condition Order
C1′
∑s
i=2 bi(Z)c
2
i = 2!ϕ3(Z) 3
C2′
∑s
i=2 bi(Z)c
3
i = 3!ϕ4(Z) 4
C3′
∑s
i=2 bi(Z)c
4
i = 4!ϕ5(Z) 5
C4′
∑s
i=2 cibi(Z)Kψ3,i(Z) = 0 5
Table 3: Stiff order conditions for EPIRK methods and EXPRB. Note that Z and K are arbitrary square matrices, Ψi is given by (2.27),and
ψ3i(Z) =
∑i−1
j=2 ai j(Z)
c2j
2 − c3i ϕ3(ciZ)
Since a32(Z) is a function of both g31 and g21, a horizontal exponential-Krylov method is not possible unless one of
the terms vanish (since g21 , g31). We thus introduce a new condition by setting one of these terms to zero. The first
term in the second internal stage already uses g31 in the evaluation of ϕ1(Z) and therefore we seek removing the term
associated with ϕ3(g21Z) in (3.21). With the use of Mathematica, only one solution was found which did not violate
any of the conditions or specifications,
p312 = − 9 (5g31 − 4)
2 p311
4
(
10g231 − 15g31 + 6
) .
With all conditions satisfied, the remaining parameters g31, p212, and p311 can be chosen freely. In order to optimize
our g-coefficients, we use (3.15) to help choose g31. The relationship (3.15) can be reduced under the conditions for a
fifth-order method to
g21 =
3 (5g31 − 4)
5 (4g31 − 3) .
From the plot of this relationship in Figure 1 it can be seen that minimizing either g21 or g31 results in the other
coefficient approaching eight tenths. Furthermore, Figure 1 shows that minimizing one of these coefficients is the
best choice computationally. Thus let us specify g31 = 4/9, p212 = 1 and p311 = 1 to obtain our first horizontal
g31
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
g 2
1
-1
-0.5
0
0.5
1
1.5
2
Figure 1: g21 and g31
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exponential-Krylov friendly method EPIRK5s3-Horz:
Un2 = un +
288
55
(
ϕ2(
48
55
hnJn) − 2ϕ3(4855hnJn)
)
hn f (un)
Un3 = un +
212
45
(
ϕ1(
4
9
hnJn) − 28853 ϕ2(
4
9
hnJn) +
576
53
ϕ3(
4
9
hnJn)
)
hn f (un) +
32065
13122
ϕ3(
4
9
hnJn)hnr(Un2)
un+1 = un + ϕ1(hnJn)hn f (un) +
(
−166375
61056
ϕ3(hnJn) +
499125
27136
ϕ4(hnJn)
)
hnr(Un2)
+
(
2187
106
ϕ3(hnJn) − 2187106 ϕ4(hnJn)
)
hnr(Un3)
, (3.22)
Mixed exponential-Krylov methods.
For a mixed exponential-Krylov method, we propose using vertical exponential-Krylov approach to compute the
internal stages and horizontal exponential-Krylov method for the last stage (see Table 4). For a three-stage method, this
type of a mixed exponential-Krylov method requires Ψ21(z) = Ψ31(z) = ϕk(z) for some fixed k ∈ N. The simplification
from coefficients (3.18) satisfies this requirement with k = 1. Therefore we obtain a three-stage fifth-order mixed
exponential-Krylov method by additionally satisfying
a32(Z) =
2α31g231 p311ϕ3(g31Z)
α221 p
2
211
+
2
(
20g231 − 31g31 + 12
)
g31ϕ3(g21Z)
α21 p211
.
A further result from this simplification is that a stiffly accurate fifth-order three-stage EPIRK method is also a fifth-
order three-stage EXPRB method. Thus any three-stage EXPRB scheme is of a mixed exponential-Krylov type. As an
example and for our numerical experiments we will consider a fifth-order three-stage method from [12], EXPRB53s3
(Table 4).
Un2 = un + 12ϕ1(
1
2 hnJn)hn f (un)
Un3 = un + 910ϕ1(
9
10 hnJn)hn f (un) +
(
27
25ϕ3(
1
2 hnJn) +
729
125ϕ3(
9
10 hnJn)
)
hnr(Un2)
un+1 = un + ϕ1(hnJn)hn f (un) + (18ϕ3(hnJn) − 60ϕ4(hnJn)) hnr(Un2) +
(
− 25081 ϕ3(hnJn) + 50027 ϕ4(hnJn)
)
hnr(Un3)
Table 4: EXPRB53s3 and grouping of terms for mixed exponential-adaptive-Krylov
3.3. Variable time-stepping
Variable time-stepping has been used with both the vertical implementation of EPIRK and EXPRB methods in
[23] and [6] respectively. For both of these classes of methods the approach to implementing an efficient variable
step-size mechanism was to embed a lower-order error estimator into a higher-order method in such a way that both
rely on the same internal stages and do not require additional Krylov projections per time step. While this is possible
for vertical Krylov implementation, the horizontal and mixed implementations are limited by computing the final stage
horizontally where one Krylov projection is used for its approximation and accounts for the specific coefficients of that
stage. Thus, the implementation of variable time-stepping in this manner will require an extra Krylov projection each
time-step in order to calculate the error estimator. To further reduce computational cost of the horizontal and mixed
implementations with variable time-stepping the adaptive Krylov algorithm has to be modified. This is the goal of our
current research but in this paper we restrict our attention to the existing adaptive Krylov algorithm as in [14].
Since the horizontal and vertical implementations require the same number of projections per time-step, the cost
of an additional projection can offset any computational gains from optimized g-coefficients in the horizontal imple-
mentation. However, the mixed implementation of methods like (3.8) requires fewer projections each time-step than
the vertical implementation of a method with the same number of stages. Therefore the extra Krylov evaluation for
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the mixed implementation would still be competitive with the vertical implementation due to now having the same
number of projections each time-step. As an example we can embed the following third-order method into EPIRK4s3
ûn+1 = un + ϕ1(hnJn)hn f (un) + 8ϕ3(hnJn)hnr(Un2) (3.23)
and use it as our error estimator for both vertical and mixed implementations.
To efficiently approximate (3.23), the vertical method needs to use the same Krylov bases that are computed each
time-step for (3.8). In [27] methods were restricted to using single ϕ-functions for terms who shared the same vector.
By modifying the implementation we can account for multiple ϕ-functions and approximate the terms
(32ϕ3(hnJn) − 144ϕ4(hnJn)) hnr(Un2) and 8ϕ3(hnJn)hnr(Un2)
in (3.8) and (3.23) using the same Krylov basis. After computation of the Krylov basis for ϕ4(hnJn)hnr(Un2), an
approximation of ϕ3(hnJn)hnr(Un2) can then be obtained by using the recurrence relation ϕk(z) = zϕk+1(z) + 1/k!.
4. Numerical Experiments
The numerical experiments presented below are designed to address several objectives. First, we want to demon-
strate the performance of the new stiffly accurate EPIRK schemes. Second, we will confirm our claim that imple-
menting the horizontal and/or mixed exponential-adaptive-Krylov algorithm for stiffly accurate methods can offer
significant computational savings. Third, we examine the accuracy of the integrators on problems which do not satisfy
Assumptions 1 and 2. Finally, we conclude the section with tests that illustrate the performance of the variable time
stepping version of the methods.
The integrators employed in our numerical experiments are: EPIRK4s3A (3.8), EPIRK4s3B (3.9), EPIRK5s3
(3.22), EXPRB53s3 (Table 4) and one classically (non-stiff) derived method EPIRK5P1 from [27]. Each of the stiffly
accurate methods will be implemented in its vertical, horizontal and mixed exponential-Krylov versions as follows:
• EPIRK4s3A - vertical, horizontal, and mixed; these three implementations of the same fourth-order method
demonstrate the advantages of mixed or horizontal forms;
• EPIRK4s3B - mixed; this is an EPIRK method that cannot be written in the exponential Rosenbrock form;
• EPIRK5s3 - horizontal; this fifth-order method has been derived specifically to take advantage of the horizontal
form;
• EXPRB5s3 - vertical and mixed; this fifth-order method has been designed to take advantage of a mixed form.
The classically derived EPIRK5P1 method has been included to illustrate the difference in performance compared to
the stiffly accurate and particular implementation adapted schemes.
We begin by describing the test problems that we will be using and verifying the theoretically predicted order of
all the integrators used in our experiments. The simulations and results are then detailed.
4.1. Test problems
Our numerical experiments are conducted on a select subset of the test problems used in [8]. For each of these test
problems, numerical comparisons between previously derived exponential schemes not included here can be found in
[24, 8, 4, 12]. In all of the problems presented below the ∇2 term is discretized using the standard second order finite
differences.
Allen-Cahn 2D. Two-dimensional Allen-Cahn equation [19]:
ut = α∇2u + u − u3, x, y ∈ [−1, 1], t ∈ [0, 1.0]
with α = 0.1, using no-flow boundary conditions and initial conditions given by u = 0.1 + 0.1 cos(2pix) cos(2piy).
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ADR 2D. Two-dimensional advection-diffusion-reaction equation [1]:
ut = (uxx + uyy) − α(ux + uy) + γu(u − 12 )(1 − u), x, y ∈ [0, 1], t ∈ [0, 0.1],
where  = 1/100, α = −10, and γ = 100. Homogeneous Neumann boundary conditions were used and the initial
conditions were given by u = 256(xy(1 − x)(1 − y))2 + 0.3.
Brusselator 2D. Two-dimensional Brusselator [3, 7]
ut = 1 + u2v − 4u + α∇2u, x, y ∈ [0, 1]
vt = 3u − u2v + α∇2v
α = 0.02
with homogeneous Neumann boundary conditions, t ∈ [0, 1], and initial values
u = 2 + 0.25y
v = 1 + 0.8x
Gray-Scott 2D. Two-dimensional Gray-Scott [2] with periodic boundary conditions:
ut = du∇2u − uv2 + a(1 − u), x, y ∈ [0, 1]
vt = dv∇2v + uv2 − (a + b)v,
and du = 0.2, dv = 0.1, a = 0.04, b = 0.06. Initial conditions given by
u = 1 − e−150[(x− 12 )2+(y− 12 )2],
v = e−150[(x−
1
2 )
2+2(y− 12 )2].
1D Semilinear parabolic. One-dimensional semilinear parabolic problem [4]:
∂U
∂t
(x, t) − ∂
2U
∂x2
(x, t) =
∫ 1
0
U(x, t)dx + Φ(x, t)
with homogeneous Dirichlet boundary conditions and for x ∈ [0, 1] and t ∈ [0, 1]. The source function Φ is chosen
such that U(x, t) = x(1 − x)et is the exact solution.
4.2. Verification of accuracy
The implementation of the exponential integrators was done in MATLAB. For all the integrators, the adaptive
Krylov algorithm as described in [26] was used to compute products of matrix ϕ-functions and vectors. To verify the
order of the schemes, we set the tolerance to 10−14 so that the Krylov approximation error has a minimal effect on the
time stepping error. A reference solution was computed using MATLAB’s ode15s integrator with absolute and relative
tolerances set to 10−14 and the error was defined as the discrete infinity (maximum) norm of the difference between
the computed solution and this approximation.
Figure 2 shows the achieved order of all the methods we are considering. For convenience we included lines
(without markers) of slope three (dashed), four (dash-dotted), and five (dotted). It can be seen from Figure 2 that
the predicted order of each stiffly accurate method is attained whereas the classically derived EPIRK5P1 achieves
fifth-order for all but one exception, semilinear parabolic problem (Figure 2(c)) where a significant order reduction is
observed. Note that there is not guarantee of order reduction if a method is derived classically and does not satisfy
the stiff order conditions. Whether order reduction is observed depends on the specifics of the differential operator
of a given problem. As Figure 2 illustrates it is possible that a classical method does not exhibit order reduction
even if a problem is stiff. Figure 2 also confirms that the same numerical solution is obtained for each version of the
exponential-Krylov implementation.
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(a) 2D ADR (N = 4002)
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(c) 1D Semilinear Parabolic N=1000
EPIRK4s3A - Mix Adaptive
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EPIRK4s3A - Vertical Adaptive
EPIRK4s3B - Mix Adaptive
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(e) 2D Brusselator (N = 3002)
Figure 2: Log-log plots of error vs. time step size. For convenience the lines with slopes equal to three (dashed), four (dash-dotted), and five (dotted)
are shown.
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4.3. Comparative performance
The results of our numerical experiments are presented and analyzed to address the comparative performance
of the different exponential-Krylov implementations and the new stiffly accurate EPIRK schemes themselves. Our
comparisons are based on the analysis of precision diagrams for the following simulations:
• ADR: N = 4002 with h = 0.01, 0.005, 0.0025, 0.00125, 6.25e − 4,
• Allen-Cahn: N = 5002 with h = 0.5, 0.25, 0.1250, 0.0625, 0.03125,
• SemilinearParabolic: N = 1000 with h = 0.1, 0.05, 0.0250, 0.0125, 0.00625,
• Gray-Scott: N = 4002 with h = 0.01, 0.005, 0.0025, 0.00125, 6.25e − 4,
• Brusselator: N = 3002 with h = 0.5, 0.25, 0.1250, 0.0625, 0.03125,
where N and h correspond to the spatial discretization and time-step sizes respectively. The precision diagrams are
given in Figure 3. Previously published performance comparisons such as [9] addressed computational issue charac-
teristic of the EPIRK methods in general such as, for example, the C-shape of the precision graphs which is induced by
the computational complexity scaling of the Krylov algorithm with respect to the size of the time step. Here we con-
centrate on the numerical experiments demonstrating the properties of the stiffly accurate and optimized with respect
of a particular implementation EPIRK methods.
Overall, the figures verify that the performance of each method highly depends on the number of Krylov evalua-
tions and the size of the interval [0, g] (which depends on the chosen g-coefficients) that the adaptive Krylov method
has to traverse. For example, consider the horizontal (dashed) and vertical (dotted) implementation of the fourth-
order EPIRK4s3A (diamond). The same number of adaptive-Krylov evaluations per time-step were taken (three) but
Figure 3 shows a considerable difference in the overall computational cost. By comparing the CPU times for each
time-step we can easily see how much computational savings are obtained by using the horizontal adaptive-Krylov
algorithm. Table 5(a) displays the maximum, minimum, and average of the cost of EPIRK4s3A-Vert compared to cost
of EPIRK4s3A-Horz over all time-steps. Considering all the test problems, the vertical implementation of EPIRK4s3A
costs on average 129% of the cost of the horizontal implementation. Similar results are also found when comparing the
fifth-order EXPRB53s3-Vert with the specifically constructed EPIRK5s3-Horz (Table 6 (b)). As we predicted, these
savings come from the horizontal implementations ability to make use of gi j < 1 coefficients by reducing the Krylov
basis size. While this advantage should be observed for the vertical implementation of any closely related method of
the same order and same number of stages, the amount of savings will depend on the coefficients of the method.
Table 5: Comparison of CPU times for EPIRK4s3A-Vert with EPIRK4s3A-Horz and EXPRB53s3-Vert with EPIRK5s3-Horz (Cost of Vert-
Method/Cost of HorzMethod)
Max Min Avg
ADR: 137 % 114 % 120 %
Allen-Cahn: 127 % 104% 120 %
Brusselator: 133% 98 % 120 %
Gray-Scott: 131% 116% 126%
Semilinear Parabolic: 157 % 143 % 152%
Max Min Avg
ADR: 119% 79% 107%
Allen-Cahn: 108% 90% 102%
Brusselator: 107% 94% 101%
Gray-Scott: 109% 102% 106%
Semilinear Parabolic: 138% 107% 124%
(a)CPU times: EPIRK4s3A-Vert/EPIRK4s3A-Horz (b) CPU times: EXPRB53s3-Vert / EPIRK5s3-Horz
The vertical and horizontal implementation of EPIRK4s3A require three Krylov evaluations each time-step. The
mixed implementation of EPIRK4s3A only requires two Krylov projections and therefore it is expected this method
will further increase the savings compared to the vertically implemented EPIRK4s3A. Our numerical experiments
confirm EPIRK4s3A-Mix has a clear advantage over both its horziontal and vertical implementations and can offer
up to 50% savings (compared to its vertical implementation). The maximum/minimum/average of the per time-step
comparisons are given in Table 6 and plots of CPU execution time versus error in Figure 3. In the case where the
number of Krylov evaluations are the same (i.e. fifth-order three-stage methods), the mixed implementation can still
offer computational savings over the vertical implementation but is really dependent on the g-coefficients. For example,
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the difference in performance between the mixed and vertical implementations of EXPRB53s3 is much smaller due
to g31 = 9/10. For this value the resulting intervals [0, g] are nearly the same and no significant savings are obtained.
We will pursue further optimization of coefficients strategies for horizontal and mixed implementations in our future
research.
Table 6: Cost of horizontal and vertical implementations in comparison to mixed implementation
Comparisons to EPIRK4s3A-Mixed Comparisons to EXPRB5s3-Mixed
Max Min Avg Max Min Avg
ADR: EPIRK4s3A-Horz 149% 120% 131% EPIRK5s3-Horz 110% 87% 99%EPIRK4s3A-Vert 166% 143% 157% EXPRB53s3-Vert 113% 87% 105%
Allen-Cahn: EPIRK4s3A-Horz 124% 120% 122% EPIRK5s3-Horz 94% 89% 92%EPIRK4s3A-Vert 158% 129% 147% EXPRB53s3-Vert 101% 84% 94%
Brusselator: EPIRK4s3A-Horz 129% 117% 121% EPIRK5s3-Horz 96% 91% 93%EPIRK4s3A-Vert 156% 127% 145% EXPRB53s3-Vert 99% 90% 94%
Gray-Scott: EPIRK4s3A-Horz 126% 121% 123% EPIRK5s3-Horz 105% 92% 97%EPIRK4s3A-Vert 159% 146% 155% EXPRB53s3-Vert 107% 98% 102%
Semilinear Parabolic: EPIRK4s3A-Horz 125% 113% 118% EPIRK5s3-Horz 89% 81% 86%EPIRK4s3A-Vert 195% 164% 180% EXPRB53s3-Vert 119% 87% 107%
We now turn to comparing the performance of the schemes themselves. While there is no clear dominate fifth-
order method in regards to computational cost we do see that EXPRB53s3 is slightly more accurate for all problems.
The more interesting comparison is that of the fourth-order method with the fifth-order schemes. For a prescribed
accuracy, the fourth-order mixed (and horizontal) EPIRK4s3A can offer significant (up to 64%) savings in comparison
to the fifth order methods (of any implementation). In Table 7 we list the CPU execution times for each method and
each test problem for various tolerances. For any set tolerance we see that the mixed implementation of EPIRK4s3A
can achieve this level of accuracy at a fraction of the cost of any of the fifth-order methods. A simple justification is
that conditions for a stiffly accurate fifth-order method are far more restrictive than for a fourth-order scheme. Thus
the additional flexibility of stiffly accurate fourth-order schemes allows for more customization and design of methods
which optimize the efficiency.
4.3.1. Non-homogeneous boundary conditions
As mentioned in Section 2.2 problems with non-homogeneous boundary conditions do not necessarily satisfy the
assumptions of our framework and therefore the stiff order is not guaranteed. The purpose of this section is to show
that order reduction occurs and identify how much of a reduction to expect for these problems. We perform simulations
with the following test problems:
• Allen-Cahn 2d: Neumann boundary conditions with initial and boundary values given by
u = 0.4 + 0.1(x + y) + 0.1 sin
(
3
2
pix
)
sin
(
5
2
piy
)
.
• Brusselator 2d: Dirichlet boundary conditions with initial and boundary values given by
u = 1 + sin(2pix) sin(2piy)
v = 3
• 1D Degenerate nonlinear diffusion [21]:
∂u
∂t
=
∂
∂x
[
u
∂u
∂x
]
+ u(1 − u), x ∈ (−23, 50), t ∈ [0, 50]
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Figure 3: CPU execution time versus error for constant time step experiments
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with Dirichlet boundary conditions u(−23, t) = 1 and u(50, t) = 0, and initial conditions
u(x, 0) =
{
1 if x < 0
e−1.3x if x > 0.
The same spatial discretization and time-step sizes were used for the Brusselator problem as in the previous section.
The Allen-Cahn and degenerate nonlinear diffusion problem were conducted with time-step sizes h = 0.05, 0.0250, 0.0125, 0.00625, 0.003125
and respective discretization sizes of N = 5002 and N = 1000.
Figure 4 displays the log-log plots of time-step size versus error and Table 8 has the approximate order exhibited
by each of the method for every test problem. While some of the methods achieve full order for some problems,
generally the results illustrate that a reduction of order is possible even if the method is stiffly accurate. The extent
of the order reduction ranges from 0.03 to 1.34. Such reduction is expected since a similar phenomenon occurs for
implicit methods. A theory presented in [15, 16] allows to quantify the extent of order reduction for Rosenbrock
methods. We plan to pursue development of a similar theory for exponential integrators applied to nonhomogeneous
problems in our future research.
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Figure 4: Log-log plots of error vs. time step size for problems with non-homogeneous boundary conditions. For convenience the lines with slopes
equal to three (dashed), four (dash-dotted), and five (dotted) are shown.
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4.4. Variable time-step comparisons
We present here the results of our variable time-step experiments on tests problems described in Section 4.1. In
addition to the stiffly accurate schemes from Section 3.3 we will also consider the fifth-order classical (non-stiff)
EPIRK5-P1 method with a fourth-order error estimator [9]. We used the same configuration for our experiments as
in [9]. For each problem, five runs were made with the following absolute and relative tolerances Atol = Rtol =
10−2, 10−3, 10−4, 10−5, 10−6. The resulting diagrams of CPU execution time versus error are displayed in Figure 5.
The classically derived EPIRK5-P1 shows to be the most efficient method across all the problems but has the potential
drawback of suffering from a reduction of order as seen with the semilinear parabolic problem. This further confirms
the need for more efficient stiffly accurate methods as well as illustrates the need for a more refined theory that predicts
how much order reduction can be expected for a given problem and a chosen integrator.
5. Conclusions and future work
We have extended the stiff order conditions and convergence theory in [12] for EXPRB methods to EPIRK-type
methods. We offered a different approach to solving the stiff order conditions that allows construction of efficient
schemes of several types particularly when these methods are used in conjunction with the adaptive Krylov algorithm.
Using the generality of the EPRIK framework we constructed new stiffly accurate fourth and fifth-order schemes and
numerically confirmed they achieved their full predicted order of accuracy on a set of test problems. Our numeri-
cal experiments further showed that the new technique of deriving horizontal or mixed EPIRK schemes does offer
improved computational savings compared to previously derived (EPIRK & EXPRB) methods. For a given expo-
nential method, however, the most efficient implementation will depend on its coefficients and the structure of the
problem under consideration. We are currently working on a modified adaptive Krylov algorithm that provides more
computational savings for horizontal and mixed optimized EPIRK schemes. Development of better guidelines in con-
structing/choosing the most efficient integrator for a given problem is a goal of our future investigations. We also plan
to extend/develop the stiff order conditions theory for partitioned (or split) EPIRK, implicit-exponential type-methods.
Finally, more research is needed to investigate whether stiffly accurate exponential integrators that do not suffer from
order reduction can be developed for problems with non-homogeneous boundary conditions.
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Appendix A.
In this appendix we present the details of the necessary modifications to the theory in [12] to prove convergence
of the stiffly accurate EPIRK methods. The convergence proof in [12] proceeds by expressing the global error en+1 =
un+1 − u(tn+1) = un+1 − u˜n+1 in the following form
en+1 = ehn J˜n en + hnPn + e˜n+1, e0 = 0, (A.1)
where
Pn = qn +
s∑
i=2
Qni (A.2)
with
qn = ϕ1(hnJn)(Nn(un) − Nn(u˜n)) + (ϕ1(hnJn) − ϕ1(hn J˜n)) f (u˜n), (A.3)
Qni = (bi(hnJn) − bi(hn J˜n))̂rni + bi(hnJn)(r(Uni) − r̂ni). (A.4)
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Figure 5: CPU execution time versus error for variable time step experiments
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Lemmas 4.1 through 4.5 in [12] provide bounds to the different terms in this expression. All of these lemmas are
directly applicable to the EPIRK methods except for Lemma 4.5. Here we present a modified proof of Lemma 4.5
that accounts for the fact that EPIRK methods employ the general ψ-function rather than the ϕ1-function as in the
exponential Rosenbrock methods. To motivate the lemma we begin by applying Lemma 4.4 in [12] to (A.2) and
obtain the preliminary estimate
‖ Pn ‖ ≤ Chn ‖ en ‖ + C ‖ en ‖2 +
s∑
i=2
C ‖ en ‖ + C ‖ en ‖2 + C
(
hn + ‖ en ‖ +
∥∥∥∥ Êni ∥∥∥∥) ∥∥∥∥ Êni ∥∥∥∥ , (A.5)
where Êni = Uni − Ûni is the difference between the numerical solutions obtained from (2.4) and (2.17). Our desired
estimate for Pn is obtained by bounding
∥∥∥∥ Êni ∥∥∥∥ in terms of ‖ en ‖. The bound found in [12] for EXPRB methods only
holds for methods whose internal stages strictly use ϕ1-function in the first term. With the additional assumption that
the method satisfies Assumption 3, we prove the same bound holds for any linear combination of ϕ-functions.
Lemma 6. Under Assumptions 1-3, for all i, we have∥∥∥∥ Êni ∥∥∥∥ ≤ C ‖ en ‖ + Chn ‖ en ‖2 + Ch5n (A.6)
‖ Pn ‖ ≤ C ‖ en ‖ + C ‖ en ‖2 + Ch6n (A.7)
as long as the global errors en remain in a sufficiently small neighborhood of 0 and hn ≤ CH .
Proof. Without loss of generality and for sake of presentation, we will assume the method satisfies pi1k = gi1 of
Assumption 3 for each i and all k. We begin by proving the estimate
∥∥∥∥ Êni ∥∥∥∥ ≤ C ‖ en ‖ + Chn ‖ en ‖2 + hn i−1∑
j=2
C(hn + ‖ en ‖ +
∥∥∥∥ Ên j ∥∥∥∥) ∥∥∥∥ Ên j ∥∥∥∥ . (A.8)
By adding and subtracting αi1hn pi1kϕk(gi1hnJn) f (u˜n) for each k = 1, . . . , s to Êni we can then write Êni as
Êni = en + αi1hn
s∑
k=1
pi1kϕk(gi1hnJn) ( f (un) − f (u˜n)) + αi1hn
s∑
k=1
pi1k
(
ϕk(gi1hnJn) − ϕk(gi1hn J˜n)
)
f (u˜n)+
+ hn
i−1∑
j=2
ai j(hnJn)(rn j − rˆn j) + hn
i−1∑
j=2
(ai j(hnJn) − ai j(hn J˜n))rˆn j.
(A.9)
Using the identity f (u)− f (u˜n) = Jnen + Nn(un)− gn(u˜n), (2.32) and recurrence relation (2.25), (A.9) can be expressed
as
Êni = en + αi1
s∑
k=1
[
hngi1ϕk(gi1hnJn)Jnen + hngi1ϕk(gi1hnJn)(Nn(un) − Nn(u˜n))] +
+ αi1gi1hn
s∑
k=1
(ϕk(gi1hnJn) − ϕk(gi1hn J˜n)) f (u˜n) + hn
i−1∑
j=2
ai j(hnJn)(rn j − rˆn j) + hn
i−1∑
j=2
(ai j(hnJn) − ai j(hn J˜n))rˆn j
= en + αi1
s∑
k=1
[
(ϕk−1(gi1hnJn) − 1/k!) en + αi1gi1hnϕk(gi1hnJn)(Nn(un) − Nn(u˜n))] +
+ αi1gi1hn
s∑
k=1
(ϕk(gi1hnJn) − ϕk(gi1hn J˜n)) f (u˜n) + hn
i−1∑
j=2
ai j(hnJn)(rn j − rˆn j) + hn
i−1∑
j=2
ai j(hnJn) − ai j(hn J˜n))rˆn j
.
(A.10)
The estimate (A.8) then follows from the positive-scalability and sub-additivity of the norm, the estimates of Lemmas
4.1 & 4.3 in [12], boundedness of f (u˜n) = u˜′n and ϕk(hnJ) (and ai j(hnJn)). Now we can prove (A.6). Since en is
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assumed to remain in a sufficiently small neighborhood of 0, there exists 0 < δ < 1 such that ‖ en ‖ < δ for all n. This
implies that for each n, ‖ en ‖2 ≤ ‖ en ‖ and furthermore shows that∥∥∥∥ Ên2 ∥∥∥∥ ≤ C ‖ en ‖ + Chn ‖ en ‖2 ≤ C ‖ en ‖ + Chn ‖ en ‖ (A.11)
by using (A.8) with i = 2. Assuming
∥∥∥∥ Êni−1 ∥∥∥∥ ≤ C1 ‖ en ‖ + C2hn ‖ en ‖2 we obtain
∥∥∥∥ Êni ∥∥∥∥ ≤ C ‖ en ‖ + Chn ‖ en ‖2 + hn i−1∑
j=2
C(hn + ‖ en ‖ +
∥∥∥ Eˆn j ∥∥∥) ∥∥∥ Eˆn j ∥∥∥ (A.12)
≤ C ‖ en ‖ + Chn ‖ en ‖2 + hn
i−1∑
j=2
C(hn + ‖ en ‖ + (C1 ‖ en ‖ + C2hn ‖ en ‖2))(C1 ‖ en ‖ + C2hn ‖ en ‖2).
By expanding the terms and using the assumption that ‖ en ‖ < δ we arrive at∥∥∥∥ Êni ∥∥∥∥ ≤ (C + h2nC1) ‖ en ‖ + (C + C2h2n + C1 + C21 + C2hn + 2C2C1h2n + C22h2n)hn ‖ en ‖2 (A.13)
≤ (C + C2HC1) ‖ en ‖ + (C + C2C2M + C1 + C21 + C2CM + 2C2C1C2M + C22C2M)hn ‖ en ‖2 (A.14)
≤ C ‖ en ‖ + Chn ‖ en ‖2 (A.15)
where CM = max(CH , 1) and C = max((C + C2HC1), (C + C2C
2
M + C1 + C
2
1 + C2CM + 2C2C1C
2
M + C
2
2C
2
M), 1). The
estimate (A.7) now follows from (A.5) and (A.6). 
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Table 7: Approximate CPU times for a given accuracy
Accuracy Approx. CPU times (seconds)
EPIRK4s3A-mixed EPIRK5s3-horz EXPRB53s3-vert EXPRB53s3-mixed
10−6 616 851 911 1034
10−7 575 811 879 950
10−8 558 775 849 885
(a) Allen-Cahn N = 5002
Accuracy Approx. CPU times (seconds)
EPIRK4s3A-mixed EPIRK5s3-horz EXPRB53s3-vert EXPRB53s3-mixed
10−7 74 107 134 136
10−8 71 95 134 128
10−9 75 98 117 110
(b) ADR N = 4002
Accuracy Approx. CPU times (seconds)
EPIRK4s3A-mixed EPIRK5s3-horz EXPRB53s3-vert EXPRB53s3-mixed
10−7 116 156 187 204
10−8 104 145 181 176
10−9 96 138 175 162
(c) Semilinear Parabolic N = 1000
Accuracy Approx. CPU times (seconds)
EPIRK4s3A-mixed EPIRK5s3-horz EXPRB53s3-vert EXPRB53s3-mixed
10−7 488 655 683 695
10−8 523 684 694 698
10−9 562 708 722 708
(d) Gray-Scott N = 4002
Accuracy Approx. CPU times (seconds)
EPIRK4s3A-mixed EPIRK5s3-horz EXPRB53s3-vert EXPRB53s3-mixed
10−4 1321 1937 1861 2076
10−5 1295 1877 1859 2050
10−6 1204 1754 1847 1999
(d) Brusselator N = 3002
Table 8: Approximate order of methods for problems with non-homogeneous boundary conditions
EPIRK4s3A EPIRK4s3B EPIRK5s3 EXPRB53s3 EPIRK5-P1
Allen-Cahn: 3.97 4.08 4.84 4.71 5.56
Brusselator: 3.25 4.29 5.06 4.83 4.66
Deg NL Diff: 4.34 3.92 3.66 4.68 4.69
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