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Resumen: La revisión de la literatura relativa al desarrollo de los modelos de ecua-
ciones estructurales ha puesto de manifiesto que su utilización ha crecido en el 
campo de las Ciencias Sociales, además de mostrar en ser una herramienta muy 
útil en la identificación de las relaciones de variables. Cada vez más los investiga-
dores se están interesando en conocer no sólo las características fundamentales de 
esta metodología sino, también cuando pueden o deben ser aplicadas. Asimismo 
se muestran las características principales de la metodología de mínimos cuadra-
dos parciales utilizada en la estimación de modelos estructurales con el programa 
SmartPLS.
El modelo de ecuaciones estructurales es un método multivariable que permite 
examinar simultáneamente una serie de relaciones de dependencia, adicionalmente 
combinan aspectos de la regresión múltiple y análisis factorial para estimar una 
serie de relaciones de dependencia, pero a la vez interdependientes ya que las va-
riables que son dependientes en una relación pueden ser independientes en otra 
relación dentro del mismo modelo.
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1. MODELOS DE REGRESIÓN
Los métodos basados en la regresión han constituido la primera genera-
ción de técnicas para el contraste de hipótesis a través del análisis de datos 
empíricos. Así pues la regresión múltiple o el análisis de varianzas condu-
jeron a gran parte de los estudios fundacionales de variedad de disciplinas 
a lo largo de la primera parte del siglo veinte. De acuerdo con Haenlein y 
Kaplan (2004) dichas técnicas presentan tres limitaciones importantes:
a) Postulan una estructura simple de modelo, cuando la realidad puede 
considerarse como compleja donde a parte de la interacción entre 
multitud de variables pueden aparecer efectos moderadores o media-
dores entre ellas.;
b) Asumen que todas las variables pueden considerarse como observa-
bles, cuando en la realidad sólo variables como la edad o género son 
estrictamente observables; y
c) Conjeturan que todas las variables se miden sin error, cosa que no 
existe en la realidad ya que siempre hay presente un error aleatorio o 
un error sistemático.
Debido a esas razones, a partir de los años setenta y definitivamente 
en los años ochenta se desarrolla la técnica de modelado con ecuaciones 
estructurales.
2. MODELOS DE ECUACIONES ESTRUCTURALES
En el año de 1921 el biólogo y estadístico Sewall Wright sienta las bases 
de lo que se conoce como análisis de trayectoria (o path analysis) consisten-
te en una regresión múltiple expresada a través de un diagrama de flujo de 
la relación interdependiente entre variables (Wright, 1921). Posteriormente 
el aparecerá el modelado por ecuaciones estructurales (Structural Equation 
Modeling, o SEM por sus siglas en inglés) obra de Karl Jöreskog, quien 
en 1970 presentó la primera formulación de un análisis de estructura de 
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covarianza (Covariance Structure Analysis o CSA, por sus siglas en inglés) 
para la estimación de un sistema de ecuaciones estructurales lineales. En 
una publicación de 1973, Jöreskog unificó el análisis factorial, el análisis de 
estructuras de covarianza y el modelado de ecuaciones estructurales en un 
sólo modelo (Mateos-Aparicio, 2011). De acuerdo con Heinlein y Kaplan 
(2004) esta técnica constituye parte de una “segunda generación” y se dis-
tingue de las basadas en regresión debido a dos características:
1. Permite el modelado simultáneo de relaciones entre múltiples cons-
tructos independientes y dependientes (que pasan a denominarse va-
riables latentes exógenas y endógenas); y
2. Permite al investigador construir variables no observables medidas 
por indicadores así como estimar el error de las variables observadas.
La técnica de ecuaciones estructurales se caracteriza por su construcción 
de modelos de investigación a través de la transformación de conceptos 
teóricos y derivados en variables no observables (latentes) y la transforma-
ción de conceptos empíricos en indicadores. Ambos se relacionan entonces 
a través de hipótesis que quedan expresadas gráficamente por diagramas 
de trayectoria (Henlein & Kaplan, 2004). Las direcciones de las relaciones 
entre una variable latente y sus indicadores, determinan el tipo de variables 
latente.
A continuación se muestran en la figura 1 las características de los dos 
tipos de indicadores según su direccionalidad: a) indicadores reflectivos, 
que dependen de la variable latente y b) indicadores formativos, que causan 
a la variable latente.
Figura 1
Características de los indicadores reflectivos y formativos
 
Fuente:  Haenlein y Kaplan, 2004, p. 289.
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El uso del modelado de ecuaciones estructurales requiere una estima-
ción de parámetros para el cual existen diferentes opciones. Desde su in-
troducción en los años setentas la opción más utilizada para la estimación 
de parámetros se ha basado en el ajuste de la matriz de covarianzas. De 
acuerdo con Lee et al. (2011) se mide la “bondad de ajuste” de la matriz de 
covarianzas del modelo predictivo contra la matriz de covarianzas obtenida 
empíricamente de la población (vía la muestra representativa) por consi-
guiente las variables latentes típicamente se presentan de forma reflexiva 
(con el constructo no observable afectando las mediciones observadas). El 
objetivo es pues maximizar la reproducción de las covarianzas para expli-
car la covariación de todos los indicadores. El uso de la covarianza para 
estimar los parámetros del modelo estructural supone que se cumplan una 
serie de hipótesis sobre la normalidad en la distribución de los datos así co-
mo contar con una gran cantidad de observaciones. Ante la ‘rigidez’ de esta 
técnica de modelado, aparece la técnica de mínimos cuadrados parciales 
como alternativa.
3. LA TÉCNICA DE MÍNIMOS CUADRADOS PARCIALES 
PLS
Puede trazarse el origen de las técnicas de mínimos cuadrados parciales 
al trabajo de Herman Wold, investigador noruego del área de econometría 
que en 1977 creó la versión definitiva del algoritmo PLS (Geladi, 1988). Las 
primeras aplicaciones del mismo se dieron en ciencias económicas, específi-
camente en el campo de la econometría.
Una de las mayores ventajas del uso de PLS en ecuaciones estructurales 
lo constituye su forma de realizar la regresión para la estimación del mode-
lo interior (modelo de medición).
De acuerdo con Mateos-Aparicio (2011) la regresión por mínimos cua-
drados parciales se utiliza para una reducción de dimensiones del conjunto 
de variables explicativas. Por muchos años se ha recurrido al método de 
componentes principales con la finalidad de crear un nuevo conjunto de 
variables como combinación lineal de las originales eliminando la multico-
linealidad. Cuando se aplica este método para una regresión se denomina 
regresión de componentes principales (Principal Components Regression o 
PCR, por sus siglas en inglés). Dado que este análisis se aplica únicamente 
sobre la variable independiente no hay garantía de que los componentes 
principales sean también pertinentes para explicar la variable dependiente. 
Como respuesta a esta condición, la regresión de PLS identifica los compo-
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nentes principales de la variable independiente que también sean los más 
adecuados para explicar la variable dependiente. La regresión PLS intenta 
obtener variables latentes de manera que contengan la mayor parte de la 
variación de las variables independiente observadas de manera que también 
puedan usarse para modelar la variable dependiente.
El modelo de regresión PLS busca específicamente predecir variables de-
pendientes, por lo que, en opinión de diversos autores, resulta de especial 
utilidad para propósitos de análisis causal predictivo en situaciones de alta 
complejidad con poco desarrollo teórico, a diferencia de la PCR desarro-
llado únicamente para la reducción de dimensiones de la variable indepen-
diente.
El modelado de ecuaciones estructurales por mínimos cuadrados par-
ciales presenta diferencias fundamentales con su contraparte basada en co-
varianzas (BC) siendo la principal la forma de estimar los parámetros del 
modelo ya que mientras la técnica BC se sirve de la “bondad de ajuste” de 
las matrices de covarianza, en PLS se maximiza la varianza explicada de las 
variables endógenas latentes estimando las relaciones parciales del modelo 
en una secuencia iterativa de regresiones de mínimos cuadrados ordinarios 
(Hair, Sarstedt, Ringle & Mena, 2012).
Además de acuerdo con Lee et al. (2011) existen otra serie de diferencias 
fundamentales:
1. El objetivo del análisis total. Cuando se utiliza el método BC el ob-
jetivo es demostrar que la hipótesis nula del modelo propuesto es 
plausible al tiempo que se rechazan las hipótesis nulas de no efecto es-
pecíficas de trayectoria. Cuando se utiliza PLS el objetivo es rechazar 
un conjunto de hipótesis nulas de no efecto específicas de trayectoria;
2.  El objetivo del análisis de varianza. Cuando se utiliza el método BC 
se busca ajustar el modelo completo a los datos a través de varios ín-
dices de ajuste, mientras que utilizando PLS el objetivo es la varianza 
explicada;
3.  Técnica de estimación. Para BC se encuentra muy difundida la técnica 
de máxima verosimilitud. Para PLS la técnica utilizada es la de míni-
mos cuadrados ordinarios;
4.  Tipo de maximización. En la técnica BC se maximiza la reproducción 
de la covarianza entre variables en tanto que en PLS se maximiza la 
predicción de las puntuaciones originales brutas.
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5. Presunciones. Para utilizar la técnica BC se asume una distribución 
normal típicamente multivariada y observaciones independientes (es 
paramétrica) mientras que PLS es no paramétrica.
6.  Fuente de los datos. PLS admite el uso de datos secundarios.
7.  Tamaño de la muestra. En el caso de BC las muestras pequeñas pue-
den no converger mientras que las muestras muy grandes pueden in-
ducir un sesgo en la estadística de bondad de ajuste. En el caso de PLS 
las muestras muy grandes no provocan sesgo.
Dadas estas características es de esperarse que la utilización de PLS se 
preste especialmente para su utilización en el estudio de fenómenos de de-
terminadas disciplinas. En el caso de las ciencias sociales, la utilización de 
PLS supone ciertas ventajas (Long Range Planning, 2012):
1.  En ciencias sociales, la realidad se caracteriza por el tamaño limitado 
de las muestras y el desarrollo teórico insipiente (contrario a las exi-
gencias del método BC).
2.  Disciplinas sociales como mercadotecnia, comportamiento organiza-
cional, planeación estratégica o gestión de sistemas de información 
aplican medición de tipo formativo mucho más difícil de utilizar con 
el método BC.
4. CRITERIOS PARA ESCOGER ENTRE PLS O BC
Realizar la estimación de un modelo de ecuaciones estructurales ya sea 
a través de ajuste en la matriz de covarianzas o a través de mínimos cua-
drados parciales dependerá de los objetivos de investigación, dependiendo 
principalmente de la calidad del marco teórico precedente y de los fines 
confirmatorios o exploratorios del estudio. Hair et al. (2011) emiten una 
serie de criterios para orientar a los investigadores en su decisión de utilizar 
PLS o BC:
Objetivos de investigación:
• Si el objetivo es predecir constructos fundamentales (explicativos o 
explicados), escoger PLS.
• Si el objetivo es poner a prueba una teoría, conformación de una teo-
ría o comparación entre teorías alternativas, escoger BC.
• Si la investigación es exploratoria o una extensión de una teoría es-
tructural existente, escoger PLS.
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Especificaciones del modelo de medición:
• Si hay constructos formativos como parte del modelo estructural, es-
coger PLS. (También se pueden utilizar constructos formativos con 
BC pero requieren tener en cuenta complicadas reglas de especifica-
ción.)
• Si los términos de error requieren especificación adicional, como co-
variación, escoger BC.
Modelo estructural:
• Si el modelo estructural es complejo (muchos constructos con muchos 
indicadores), escoger PLS.
• Si el modelo es no recursivo, escoger BC.
Características de los datos y algoritmo:
• Si los datos reúnen los supuestos necesarios para BC de forma exacta 
(tamaño de la muestra, normalidad, etc.) escoger BC; de otra manera, 
PLS.
• Tamaño de la muestra:
–  Si el tamaño de la muestra es muy pequeño, escoger PLS. Con 
grandes conjuntos de datos los resultados obtenidos con PLS y 
BC son similares, siempre y cuando se utilicen un gran número de 
indicadores para medir los constructos latentes.
– El tamaño de muestra mínimo para PLS debe ser igual al mayor de 
los siguientes dos aspectos:
 Diez veces el número mayor de indicadores formativos utiliza-
dos para medir un constructo; o bien
  Diez veces el mayor número de trayectorias estructurales di-
rigidas hacia un constructo latente en particular en el modelo 
estructural.
• Si los datos son anormales en cualquier magnitud, usar PLS; de otra 
manera, bajo condiciones de normalidad en los datos, los resultados 
en PLS y en BC son similares, con BC arrojando resultados más pre-
cisos en la estimación del modelo.
• Si no se cumplen los supuestos exigidos por BC (especificación del 
modelo, identificación, no convergencia, supuestos en la distribución 
de los datos) puede usarse PLS como aproximación a los resultados 
de BC.
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• Los resultados con PLS y con BC debe ser parecidos; de no ser así 
debe revisarse la especificación del modelo para asegurar una correcta 
aplicación de BC, si no los resultados de PLS son buena aproximación 
a los de BC.
Evaluación del modelo:
• Si  se  necesita  utilizar  las  puntuaciones  de  las  variables  latentes  en 
análisis posteriores, PLS es la mejor técnica.
• Si la investigación requiere un criterio de bondad de ajuste global, BC 
es la mejor técnica.
• Si no se necesita poner a prueba la invariabilidad del modelo de me-
dición, usar BC
5. APLICACIÓN DEL MÉTODO DE MÍNIMOS CUADRADOS 
PARCIALES (PLS-PARTIAL LEAST SQUARES)
Es importante que antes de utilizar el método de mínimos cuadrados 
parciales, nos aseguremos de aplicar un proceso de calidad y refinamiento 
al grupo de datos, así como de contar con el modelo conceptual de la inves-
tigación. Sin embargo una de las características de PLS es que puede funcio-
nar con tamaños de muestra pequeños, así como con modelos complejos, 
sin que esto conlleve a problemas de convergencia y consistencia.
El modelo de ecuaciones estructurales nos va a permitir examinar to-
das las variables relevantes simultáneamente, además de evaluar el modelo 
teórico de la investigación y examinar la significancia de las hipótesis en el 
modelo.
EL modelo de ecuaciones estructurales se componen de dos elementos:
1.  El modelo de medida, en el cual se analizan las cargas factoriales de 
las variables observables (indicadores) con relación a sus correspon-
dientes variables latentes (constructo). En esta estructura se evalúa la 
fiabilidad y validez de las medidas del modelo teórico.
2.  El modelo estructural en el cual se analizan las relaciones de causali-
dad entre las variables latentes independientes y dependientes.
Las variables latentes o no observable son aquellas que no pueden ser 
medidas directamente y se representan con la letra griega ξ (variables exóge-
nas) que actúan como variables predictoras de constructos endógenos y se 
representan con η. Los errores se indican con δ y ε respectivamente.
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A continuación se detalla la descripción de variables y los símbolos con 
los que se representan:
Tabla 1
Variables utilizadas en el modelo de relaciones
Varia-
ble Nombre Descripción
X Equis Indicadores exógenos predictores
ξ xi Variable latente exógena (independiente)
Y Ye Indicadores de las variables endógenos 
η Eta Variable latente endógena (dependientes)
β Beta Relación variable latente exógena con variables latente exógena 
γ Gamma Relación variable latente exógena con variables latentes endógena
ζ Zeta Error en el modelo estructural
λ Lambda
λx Cargas de los indicadores con la variable latente exógena
λy Cargas de los indicadores con la variable latente endógena
δ Delta Errores de indicadores exógenos
ε Épsilon Error indicadores endógenas 
Posteriormente se desarrolla el diagrama estructural del modelo, el cual 
representa todas las relaciones del modelo teórico como se muestra en la 
figura 2 y se le conoce con el nombre de “path diagram”.
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Figura 2
Modelo de Ecuaciones Estructurales
 
Fuente:  Elaboración propia
Como siguiente paso se captura el diagrama estructural en el programa 
de ecuaciones estructurales por mínimos cuadrados parciales SmartPLS, co-
mo se muestra en la figura 3.
489Modelo de ecuaciones estructurales por el método de mínimos cuadrados parciales
Figura 3
Modelo Estructural SmartPLS
 Fuente:  Elaboración propia en software PLS.
Como resultado del diagrama se establecen las ecuaciones lineales que 
definan las relaciones entre las variables latentes:
Indicadores exógenos
ξ1 (Confianza) ξ2 (Interés) ξ3 (Consumo)
X1 = λx1 ξ1 +δ1
X2 = λx2 ξ1 +δ2
X3 = λx3 ξ1 +δ3
X4 = λx4 ξ1 +δ4
X5 = λx5 ξ1 +δ5
X6 = λx6 ξ2 + δ6
X7 = λx7 ξ2 + δ7
X8 = λx8 ξ2 + δ8
X9 = λx1 ξ3 + δ9
X10 = λx2 ξ3 + δ10
X11 = λx3 ξ3 + δ11
X12 = λx4 ξ3 + δ12
X13 = λx5 ξ3 + δ13
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Indicadores endógenos
η1 (Participación)
Y1 = λy1 η1 + ε1
Y2 = λy2 η1 + ε2
Y3 = λy3 η1 + ε3
Y4 = λy4 η1 + ε4
Y5 = λy5 η1 + ε5
Finalmente, la relación entre las variables latentes endógenas y exógenas 
queda de la siguiente manera:
η1 = γ1ξ1 + γ2ξ2 + γ3ξ3 + ζ1 (Participación = Confianza + Interés + Con-
sumo + Error)
ξ2 = β1 ξ1 + error (Interés = Confianza + error)
ξ3 = β2 ξ2 + error (Consumo = Interés + error)
ξ3 = β3 ξ1 + error (Consumo = confianza + error)
6. ANÁLISIS DE RESULTADOS
El análisis e interpretación de resultados del modelo se realiza en dos 
etapas a partir de los resultados obtenidos con el programa SmartPLS:
1.  Confiabilidad y validez del modelo de medida
2.  Valoración del modelo estructural
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Figura 4
Modelo Estructural SmartPLS
 
Fuente:  Elaboración propia en software PLS.
6.1. Confiabilidad y validez del modelo de medida
En esta etapa se debe realizar el análisis de la fiabilidad individual del 
ítem, la consistencia interna, la validez convergente.
La fiabilidad del ítem se establece a través de las correlaciones simples 
entre los indicadores con su respectivo constructo. Las varianza de las va-
riables serán explicadas a través del valor de la Communality, el valor espe-
rado deberá de ser de 0.50 o mayor. Y en el caso que no cumplan con este 
criterio es necesario considerar eliminarlo.
Asimismo la confiabilidad evalúa la consistencia interna de las variables 
latentes a partir de sus indicadores, y puede ser determinada por el Alfa de 
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Cronbach y la Confiablidad Compuesta del constructo, el criterio de me-
dición de ambas es alrededor de 0.70, como se muestra en la Tabla 2. Los 
valores menores a 0.70 indican falta de confiabilidad (Henseler, Ringle & 
Sinkovics, 2009). Es importante mencionar que este tipo análisis de confia-
bilidad se aplica solamente a variables latentes con indicadores reflectivos.
Tabla 2
Consistencia interna de los indicadores. SmartPLS
Variable 
latente AVE 
Composi-
te Relia-
bility
R Squa-
re
Cronbachs 
Alpha
Communa-
lity Redundancy
Confianza 0.5943 0.8766 0.0000 0.8209 0.5943 0.0000
Consumo 0.6715 0.9100 0.2002 0.8757 0.6715 0.0241
Interés 0.7484 0.8991 0.0737 0.8325 0.7484 0.0535 
Participa-
ción 0.6438 0.9003 0.2417 0.8620 0.6438 0.0437
Fuente:  Elaboración propia en software PLS.
Con respecto a la validez convergente se denota por el AVE (Varianza 
Extraída Media), esta característica significa que un conjunto de ítems re-
presentan a un constructo. El criterio indica que las variables latentes deben 
de ser superiores a 0.50 y con ello pueden explicar al menos la mitad de 
la varianza de sus indicadores (Henseler, Ringle & Sinkovics, 2009). En la 
tabla 3 se observa que todas las variables latentes cumplen con la validez 
convergente.
Tabla 3
AVE variables latentes. SmartPLS
Variable 
latente AVE 
Composite 
Reliability R Square
Cronba-
chs Alpha
Communa-
lity
Redundan-
cy
Confianza 0.5943 0.8766 0.0000 0.8209 0.5943 0.0000
Consumo 0.6715 0.9100 0.2002 0.8757 0.6715 0.0241
Interés 0.7484 0.8991 0.0737 0.8325 0.7484 0.0535 
Participa-
ción 0.6438 0.9003 0.2417 0.8620 0.6438 0.0437
Fuente:  Elaboración propia en software PLS.
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Posteriormente se comprueba el peso de cada uno de los ítems asociados 
a las variables latentes, para observar si miden el constructo apropiado. 
La verificación se realiza por fila y se identifica si su peso está cargando al 
constructo que pertenece, como se muestra en la tabla 4.
Tabla 4
Pesos cruzados de los ítems. SmartPLS
Indicador (ítems) Confianza Consumo Interés Participación
@14AORGCIVIL 0.2468 0.3578 0.3368 0.7868
@14BCOMITÉ 0.1896 0.3221 0.1714 0.7554
@14CGOBALC 0.2785 0.3331 0.2611 0.8132
@14DCARTAS 0.1600 0.3414 0.2371 0.8285
@14GCONTACTOPERSONA 0.2579 0.3634 0.3357 0.8254
@19CPRESMUN 0.6274 0.1457 0.1817 0.2065
@19EPARTIDOS 0.7719 0.1585 0.2014 0.2677
@19NDIPUTADOS 0.9048 0.1899 0.2328 0.2466
@19OSENADORES 0.9033 0.2225 0.2314 0.2700
@19PDERECHOSHUM 0.5894 0.1077 0.2089 0.0493
@7ESITPER 0.0859 0.6978 0.4112 0.2060
@7FSITTV 0.1458 0.7231 0.2758 0.2573
@7GSITCAND 0.1687 0.8821 0.3535 0.4048
@7HSITGOB 0.2277 0.8797 0.3624 0.4275
@7ISITPART 0.2447 0.8921 0.3818 0.4141
@9ANACIONAL 0.2186 0.3956 0.9065 0.2718
@9BINTERNACIONAL 0.1999 0.3511 0.8419 0.2375
@9CLOCAL 0.2767 0.3779 0.8454 0.3633
Fuente:  Elaboración propia en software PLS.
6.2. Valoración del modelo estructural
En la segunda etapa del análisis de resultados se evalúa el modelo estruc-
tural y se realiza a través de la R2 y los coeficientes path estandarizados β.
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El método PLS hace énfasis en el análisis de la varianza explicada. El 
coeficiente de determinación R2 es el porcentaje de variación de la variable 
dependiente (endógenas) explicada por la variable independiente (exóge-
nas). El coeficiente de determinación puede variar de 0 a 1. Un valor cerca-
no a 0 indica una pequeña asociación, por lo que las relaciones que se dan 
en este caso tiene un bajo nivel predictivo. Un valor cercano a 1 significa 
una fuerte asociación. El poder predictivo es evaluado con el R2 de cada 
variable latente, en el caso de la variable endógena participación se obtuvo 
un valor de .341713, siendo estadísticamente significativo como se observa 
en la tabla 5.
Tabla 5
R2 Variables latentes. SmartPLS
Variables latentes R cuadrada
Confianza  
Consumo .200226
Interés .073709
Participación .241713
Fuente:  Elaboración propia en software PLS.
Por otra parte en el caso de la evaluación de la magnitud y peso de las 
relaciones entre las variables latentes, se utiliza el coeficiente de Path es-
tandarizados β. Este coeficiente debe tener como mínimo un valor de 0.2 e 
idealmente situarse por encima de 0.3 como se muestra en la Tabla 6.
Tabla 6
Coeficiente de Path. SmartPLS
Variable latente Confianza Consumo Interés Participación
Confianza 0.110097 0.271495 0.173511
Consumo 0.324420
Interés 0.404848 0.153890
Participación
Fuente:  Elaboración propia en software PLS.
Posteriormente se analizará el modelo utilizando la técnica no paramé-
trica bootstrapping, la cual trata a la muestra observada como si ésta repre-
sentara a la población y se utiliza para calcular el error estándar de los pará-
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metros, así como los valores t de Student. El método consiste en obtener N 
conjunto de muestras con n observaciones cada una. Asimismo se pretende 
comparar el modelo y las hipótesis planteadas (Ver figura 5).
Figura 5
Modelo Estructural utilizando bootstrapping en SmartPLS
 
Fuente:  Elaboración propia en software PLS
A continuación se muestran los resultados obtenidos de la aplicación del 
modelo de ecuaciones estructurales.
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Tabla 7
Resultados del modelo estructural
 Original Sample (O)
Sample 
Mean (M)
Standard 
Deviation 
(STDEV)
Standard 
Error (STERR)
T Statistics 
(|O/STERR|)
Nivel de 
Significancia
Confianza -> Consumo 0.110097 0.117557 0.104564 0.104564 1.052918 P >.05
Confianza -> Interés 0.271495 0.284340 0.094438 0.094438 2.874839 P < 0.01
Confianza -> Participación 0.173511 0.179606 0.099037 0.099037 1.751982 P < 0.05
Consumo -> Participación 0.324420 0.330749 0.099681 0.099681 3.254602 P < 0.0001
Interés -> Consumo 0.404848 0.419371 0.085323 0.085323 4.744868 P < 0.0001
Interés -> Participación 0.153890 0.149849 0.105561 0.105561 1.457835 P >.05
Fuente:  Elaboración propia en software PLS.
Como último paso, se calcula el coeficiente de regresión simple entre las 
puntuaciones de los componentes de ξ y η donde se analizan los resultados 
de las relaciones entre variables latentes que integrar las hipótesis, con el 
objetivo de comprobar si fueron aceptadas o no en el estudio.
Tabla 8
Determinación de la beta en la relación de las variables del modelo
Relación de las variables del modelo Beta
Confianza -> Participación 0.174
Interés -> Participación 0.154
Consumo -> Participación 0.324
Fuente:  Elaboración propia
7. DISCUSIÓN Y CONCLUSIONES
Podemos concluir que las ecuaciones estructurales es una herramienta 
que nos ayuda a comparar y desarrollar de modelos de investigación a par-
tir de conceptos teóricos y derivados en variables no observables. Sin em-
bargo este se caracteriza por el tamaño limitado de las muestras.
En este sentido es importante aplicar el proceso de calidad de datos, así 
como el desarrollo del modelo teórico en forma adecuada. Por tal motivo 
considero que este método funciona mejor cuando la obtención y el análisis 
497Modelo de ecuaciones estructurales por el método de mínimos cuadrados parciales
de datos es confiable, es por eso que el enfoque de varianzas toma tal rele-
vancia en las primeras etapas de la investigación.
Asimismo podemos afirmar que esta técnica se adapta a las diferentes 
condiciones que pueda tener el campo de las Ciencias Sociales. Además el 
modelo puede ser objeto de mejora para lograr un mejor ajuste. En este 
contexto, el análisis de relaciones entre variables latentes que ofrece PLS es 
una herramienta muy útil y flexible para la construcción de modelos.
Por otra parte al tener en cuenta sólo las relaciones que resulten signi-
ficativas, se pueden verificar las mismas hipótesis del modelo original, así 
como las planteadas por el establecimiento de nuevas relaciones.
Otro aspecto a considerar es la posibilidad de incluir nuevos elementos 
en el modelo estructural, ya que se consideró solo una parte del modelo 
teórico, esto con la finalidad de explicar con mayor facilidad la técnica.
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