In addition, we extend the result by Sally who has studied the depth of associated graded rings and minimal reductions for an m-primary ideals.
Introduction
The associated graded ring of an ideal I of R, defined as the graded algebra
encodes algebraic and geometric properties of I. In this paper we investigate the behavior of the depth of the associated graded ring G(I) of an ideal I in a Noetherian local ring (R, m). Its arithmetical properties, like its depth, provide useful information, for instance, the high depth of the associated graded ring forces the vanishing of cohomology groups and thereby allows one to compute, or bound, relevant numerical invariants, such as the Castelnuovo-Mumford regularity (see [10] , [11] ). For an m-primary ideal I, the interplay between the Hilbert polynomial of I, more precisely its Hilbert coefficients, and the depth of the associated graded ring has been widely investigated. The classical method, originated from the pioneering work of Sally, studies the interplay between the Hilbert coefficients of an m-primary ideal and the depth of the associated graded ring. The classical Hilbert functions are only defined for ideals that are primary to the maximal ideal, Achilles and Manaresi in [1] introduced the concept of the j-multiplicity as a generalization of the Hilbert multiplicity and in [2] they also defined a generalized Hilbert function using the bigraded ring of the associated graded ring with respect to the maximal ideal. Flenner, O , Carroll and Vogel in [4] defined the generalized Hilbert function using the 0-th local cohomology functor. Later Ciuperca in [3] introduced the generalized Hilbert coefficients via the approach of Achilles and Manaresi. Polini and Xie in [17] defined the concepts of the generalized Hilbert polynomial and the generalized Hilbert coefficients following the approach of Flenner, O , Carroll and Vogel, and they proved that the generalized Hilbert coefficients as defined using the 0-th local cohomology functor can also be obtained from the generalized Hilbert function of the bigraded ring of the associated graded ring with respect to a suitable ideal. If I is an m-primary ideal in a Cohen-Macaulay local ring R, the positivity of e 1 (I) can be observed from the well-known Northcott's inequality
where J is a minimal reduction of I. When equality holds, the ideal I enjoys nice properties. Indeed, it was shown that e 1 (I) = λ(I/J) if and only if the reduction number of I is at most 1, and when this is the case, the associated graded ring of I is Cohen-Macaulay (see [8] and [14] ). Xie in [21] generalized Northcott's inequality to R-ideal as follow:
and he proved that j 
Preliminary
In this paper, we always assume that (R, m, k) is a Noetherian local ring of dimension d with maximal ideal m and infinite residue field k. For an ideal I of R, we will denote by G(I) = ⊕ ∞ n=0 I n /I n+1 the associated graded algebra of I, and by F(I) = ⊕ ∞ n=0 I n /mI n the fiber cone of I. The dimension of G(I) is always d and the the dimension of F(I) is called the analytic spread of I and is denoted by ℓ(I).
Recall that an ideal J ⊆ I is called a reduction of I if JI r = I r+1 for some nonnegative integer r. The least such r is denoted by r J (I). A reduction ideal is minimal if it is minimal with respect to inclusion. The reduction number r(I) of I is defined as min{r J (I) | J is a minimal reduction of I}. Since R has infinite residue field, the minimal number of generators µ(J) of any minimal reduction J of I equals the analytic spread ℓ(I).
Let I = (a 1 , ..., a t ) and write x i = t j=1 λ ij a j for 1 ≤ i ≤ s and λ ij ∈ R st . The elements x 1 , ..., x s form a sequence of general elements in I (equivalently x 1 , ..., x s are general in I) if there exists a Zariski dense open subset U of k st such that the image (λ ij ) ∈ U . When s = 1, x = x 1 is said to be general in I. Furthermore, general ℓ(I) elements in I form a minimal reduction J whose r J (I) coincides with the reduction number r(I) (see [9] or [20] ). One says that J is a general minimal reduction of I if it is generated by ℓ(I) general elements in I.
We recall the concept of the generalized Hilbert-Samuel function of I. In G(I) = ⊕ ∞ n=0 I n /I n+1 the associated graded ring of I, as the homogeneous components of G(I) may not have finite length, one considers the submodule of G(I) of elements supported on m as follow:
Since W is a finite graded module over
is well defined. The generalized Hilbert-Samuel function of I is defined to be: 
Polini and Xie defined P I (n) to be the generalized Hilbert-Samuel polynomial of I and . We now recall some definitions and facts from the theory of residual intersections which will be used frequently in the rest of the paper.
(i) The ideal I is said to satisfy the G s+1 condition if for every p ∈ V (I) with height p = i ≤ s, the ideal I p is generated by i elements, i.e.,
If I satisfies the G s condition, then for general elements x 1 , ..., x s in I and each 0 ≤ i < s, the ideal J i : I is a geometric i-residual intersection of I, and J s : I is a s-residual intersection of I (see [15] and [16] ). (v) Let R be Cohen-Macaulay, the ideal I has the Artin-Nagata property AN − s if, for every 0 ≤ i ≤ s and every geometric i-residual intersection J i : I of I, one has that R/J i : I is Cohen-Macaulay (see [15] ).
It is well-known that the G d condition and the Artin-Nagata property AN [15] . Therefore
Lemma 2.2. Assume R is Cohen-Macaulay. Let I be a non m-primery R-ideal which satisfies ℓ(I)
= d, the G d condition, the AN − d−2 , J = (x 1 , ..., x d ) general minimal reduction of I and depth(R/I) ≥ min{1, dim R/I}. Then I 2 ∩ J i = J i I for any 0 ≤ i ≤ d − 1
Proof. Since depth(R/I) ≥ 1, by [16, Lemma 3.2(f)] we have
intersect both side with J d−2 we have
By the similar argument we have 
Lemma 2.3. Assume R is Cohen-Macaulay. Let I be an R-ideal which satisfies ℓ(I)
where
Since dim(R/I) ≥ 1 ( I is a non m-primary ideal) by hypothesis depth(R/I) ≥ 1, then by [16, Lemma 3.2(f)] I 2 ∩ J 1 : I ∞ = J 1 I. Now by summing these equations over all n ≥ 1 and using the fact that λ( 
One has λ(R/(I
where the first equality holds because,
Since λ(I/J) < ∞, we also have
the sixth equality follows by [21, (9) ] that (
There is a map
with kernel 
that the last equality follow by Lemma 2.2. 
