In this paper we estimate parallel execution times, based on identifying separate "parts" of the work done by parallel programs. We assume that programs are described using algorithmic skeletons. Therefore our runtime analysis works without any source code inspection. The time of parallel program execution is expressed in terms of the sequential work and the parallel penalty. We measure these values for different problem sizes and numbers of processors and estimate them for unknown values in both dimensions. This allows us to predict parallel execution time for unknown inputs and non-available processor numbers.
Introduction
Since Amdahl's law [1, 19] the quest for modelling parallel performance is open. A nice summary of existing approaches is presented in [17, 25] . We suggest a model for a coarse subdivision of parallel runtime into "good" and "bad" parts. Contrary to the popular thought of parallel runtime being the sequential one "sped up" to some factor less than the number of processing elements, we envision parallel runtime as the sequential "work" distributed over a number of processing elements plus an additional penalty term.
A simple parallelisation of programs can be achieved using algorithmic skeletons [10] . The latter capture common patterns of parallel computation and can straightforwardly be instantiated for specific problem areas. The skeleton abstraction of a parallel program can be used to derive specialised expressions for the parallel runtime, again in terms of sequential work and parallel overhead.
The first goal of this paper is an accurate prediction of parallel runtimes for new input sizes and for non-available numbers of processors. Our approach is to measure the sequential work and to obtain the parallel overhead for a set of sample input sizes or sample numbers of processors. Statistical techniques are then used to extrapolate and to estimate the values for further input sizes or other numbers of processors. As the parallel execution time is straightforwardly expressed in terms of these values, this enables the forecast of parallel runtime. Secondly, the estimated parallel overhead is a measure for the scalability of a given parallel program, similar to [20] . This provides insight into the performance properties of the parallel program. Is the "bad" part increasing, bottlenecks or similar problems in the code are likely. However, identifying them is beyond the scope of this work.
We show the practicality of our approach for selected programs from scientific computing, implemented both on a largescale C+MPI [29] system and in the parallel functional programming language Eden [28] . The latter test programs are parallelised using standard skeletons from Eden's skeleton library [27] . Although our Eden system is used for most of the experiments, our approach is completely language-independent. The technique is applicable to any parallel system, ranging from a multicore machine to a supercomputer. The skeletons are also not a must for program implementation, they merely describe a particular pattern of parallel computation in the analysed program.
In Section 2, we present formulae for expressing execution time and work in general and for three different types of algorithmic skeletons. In particular, we consider parallel maps in Subsection 2.1, a divide and conquer skeleton in Subsection 2.2 and an iteration skeleton in Subsection 2.3. Section 3 discusses the way of estimating the workload and parallel penalty from a number of execution time measurements. We present four scientific computing examples and predict their execution times in Section 4. Section 5 compares our approach with the serial fraction approach by Karp and Flatt [20] . Further related work is considered in Section 6 and Section 7 concludes and gives an outlook on future work.
Runtime Estimation
Let n denote the input size and p the number of processing elements (PEs). The work of a program is denoted by W (n), the sequential execution time by T (n). We assume that T (n) = W (n). The common notation for execution time on p PEs is T (n, p). We denote the work done with p PEs by W (n, p) and assume that W (n, p) = pT (n, p). In a parallel execution, the sequential work is distributed over p PEs. The distribution causes a total parallel overhead denoted by A(n, p) (cf. [17] ) which is however also distributed over the parallel PEs. We call the parallel overhead per PE,Ā(n, p), i.e. A(n, p) = pĀ(n, p). We can now express T (n, p) as
The total amount of work performed on p PEs is
Our goal is to find good approximations for T (n) andĀ(n, p) to estimate the parallel runtime T (n, p) using Equation (*). Moreover, we will useĀ(n, p) as a measure for scalability. AsĀ(n, p) depends on two parameters, we will investigate the behaviour of A(n, p) depending on one of its parameters while the other one is fixed.
The distinction between the sequential time T (n) and the "parallel" time on a single PE T (n, 1) is essential for distinguishing between the absolute speedup T (n)/T (n, p) and the relative speedup T (n, 1)/T (n, p), the latter usually being higher than the former because of the overhead of the parallel system on a single PE. Analogously we distinguish between an absolute reference point for our estimations, using sequential time T (n) and a relative reference point, when T (n, 1) is used. In the following, we consider three different algorithmic skeletons which cover a huge amount of typical parallel program structures. We will derive special instances of the above general formulae for T (n, p) and W (n, p) for the different skeletons. We use skeletons as an abstract parallelisation paradigm description. The program to be analysed is not required to be implemented using skeletons, although our Eden examples in Section 4 are.
Parallel Map
The parMap skeleton captures a simple form of data parallelism. Each element of an input list of type [a] is in parallel transformed via a parameter function of type (a → b), in total yielding a list of type [b] . Correspondingly, in Haskell and in Eden the parMap skeleton has the type
. The skeleton instantiates a new worker process for each element of the input list. We assume that the work (and time) needed to process different elements of the input list is the same. Otherwise, one should use a dynamically load-balancing workpool instead of parMap. Our assumption means that T (n) = nT (1) . Thus, the amount of work for parMap is W parMap(n, p) = nT (1) + pĀ(n, p), while the time is
If n p, process creation overhead can substantially be reduced by creating only as many worker processes as processing elements are available. The input list is then statically divided into almost equally sized blocks, one per worker process. Each worker process works on its block sequentially. The implicit assumption is still the equal "cost" of single tasks. The tasks are mapped statically onto the processes, thus implementing a static load-balancing. Following [30] , we call this skeleton farm. The time needed for such a farm can be described by
with the work being Wfarm(n, p) = pT (n/p) + pĀ(n, p).
In Section 4.1, we consider a parallelisation of an example program (Gauß elimination) with the farm skeleton. In Section 4.2 we consider a large-scale data parallel program. 
Divide and Conquer
Divide and conquer is a typical example for task parallelism. We consider a regular divide and conquer scheme with a fixed branching degree r. There are different possibilities to parallelise such a scheme. In the following, we use a flat expansion skeleton, i. e. the input is split sequentially up to a given depth. Independent worker processes are then created to evaluate the sub-trees on this tree level. Figure 1 shows a binary divide and conquer tree unfolded up to depth 3. Processes are indicated by squares.
Again, we assume a regular distribution of work complexity among the tasks of the same tree level. When descending to the d-th level of the divide and conquer tree, r d processes will be created. Starting with input size n, these processes will process subtasks of size n/r d . At a certain level of parallel descent with input size k, we have the penalty ofĀ(k, p) for spawning parallel tasks and for communication. It might be hard to distinguish between communication overhead and parallel overhead, but we can estimate the sum of them . However, T (n) might not be linear, i. e. T (n) = lT (n/l). Therefore, we add another term O(n, k, p) for the work needed for dividing and merging the tasks from size n to size k. So the sequential time of r-ary divide and conquer of depth d for input size n can be expressed as
The work of the flat expansion skeleton amounts to
and time is
Section 4.3 shows an example (Karatsuba multiplication) using this divide and conquer skeleton.
Iteration
The iteration skeleton represents a parallel do-while loop, where p iterations are done in parallel before the predicate is evaluated. Depending on its value the program either processes further p iterations or it terminates. It is natural, that the runtime of this skeleton directly depends on the worker function for a single iteration, the execution time of which we denote with s(n). We assume that the loop comprises exactly k iterations and that the work s(n) is the same for each iteration. Hence:
In Section 4.4 we discuss parallelisation of an example program (Rabin-Miller test) with this skeleton. 
Analysing the Penalty Term
The shape ofĀ(n, p) is the key to rating the parallel performance quality. As this penalty term depends on both the problem size n and the number p of PEs, it is important that it does not increase for growing p. Otherwise, the implementation does not scale well. We estimate T (n) andĀ(n, p). Our aim is to find separate approximations for these two terms, as T (n) andĀ(n, p) have a different nature. In order to do so, we determine several values of T (n) andĀ(n, p), then we use statistical techniques on the resulting data sets.
We use different methods to predict values of T (n) andĀ(n, p) for non-measured input sizes. We could use straightforward polynomial interpolation, but for better results we sample more points and use one of the following methods. One approach is cubic spline interpolation [13] , another one is local polynomial regression fitting [6, Chapter 8] (cf. [8, 9] ). We refer to these approaches using the R function names spline and loess [31] . Also we use linear model fitting with orthogonal polynomials constructed from the actual input [6, Chapter 4] . We denote this approach with lm(poly). A simple linear model fitting is just lm. Finally mean is not a real method, but the mean of the two best methods for a particular approach.
The decision on the best method can be done automatically. Given an ε > 0 and some existing runtime measurements, we predict a known(!) value with other ones using various methods.
• First, discard methods producing nonsense results, e. g. time estimation < 0.
• If some of the remaining methods produces a relative error < ε, we will pick one with the smallest relative error.
• If none of the methods produces a relative error < ε, but the relative error of the mean of the two nearest methods w. r. t. the actual value is < ε, we will pick the mean. If the real value is unknown ("real life" estimation) and we have to resort to the mean of two methods, two strategies exist on choosing the best two methods. Both require some "training": we need to predict few known values first. Then, for predicting an unknown value, we use the information from the training. Either we pick the mean of the two methods, which produced best results in the training. Or we decide in the training phase on three best methods. In the "real life" estimation we discard the more distant value and compute the mean of the two remaining values.
• If none of the methods yields a satisfying result, reconsider ε.
Make further measurements. Otherwise fail.
The spline method interpolates the measured data points exactly, while the other methods utilise regression fitting. The latter means that it is not attempted to fit all the input data points, but rather to capture the "trend". The method lm tries to fit a straight line, hence it is less appropriate for our purposes. Its generalisation lm(poly) uses orthogonal polynomials to weaken this drawback. The loess method is a modern statistical approach to polynomial regression. It is local, so distant data points have little influence on the shape of the fitted curve. loess is similar to spline with respect to this property.
By transforming Equation (*) we get
Thus, we can compute the parallel overhead per PE from the total parallel runtime for p PEs minus the sequential runtime divided by p, where these values can be measured or estimated. Note however thatĀ(n, p) depends on p.
Experiments
Most our runtime experiments have been performed on an eight core 64 bit Intel machine with 16 GB RAM. We have used the Glasgow Haskell Compiler 6.8.3 for the sequential program executions and the parallel Eden extension of this compiler for the parallel executions. We always determined the mean runtime of five program runs. We started the programs with default settings for memory allocation and garbage collection. However, Section 4.2 presents results from the measurements conducted from a physical simulation on a supercomputer. These data originate from the Jülich Blue Gene/P machine. It is built using a system-on-a-chip approach with quadcore PowerPC chips with 2 GB of RAM as the base. Each core is a 32-bit processor, running at 850 MHz. So, a single node is a traditional multicore processor. The nodes are assembled into racks with 1024 nodes in each.
Gauß Elimination -Parallel Map
We have measured the time needed to compute the LU decomposition of a permuted scaled n × n Pascal matrix modulo r primes. The program has been parallelised using the simple farm skeleton with an input list of size r, as the map is done over the different residue classes [26] .
In our setting, r corresponds to the total number of PEs, i. e. r = 8 and 8 parallel processes will thus be created. Note that this is not the optimal way to parallelise this program for p < 8. When we have more processes than PEs, multiple processes will be executed by the same PE. This causes an imbalance when the processes cannot be evenly distributed to PEs, i. e. when 8 is not a multiple of the number of PEs. Thus, the 2, 4 and 8 PE configurations perform best. This knowledge could be acquired using source code inspection or process activity profiles, e. g. using Eden TV [4] . In Section 5 we will see, how to obtain the same information with our approach.
In spite of this, we refrain from estimating the execution time at 8 PEs, as this special case is not connected with 6 and 7 PE configurations. We could use only the special cases, but then we would not have enough data points, as we perform our measurements on an 8 PE machine. We stress again that we use a non-optimal program with known weaknesses to demonstrate the strength of our approach. Table 1 shows the measured times. Figure 2 shows the estimation of the sequential runtime T (n). Figure 3 shows the estimation ofĀ(n, p) w. r. t. n and p. With mean we denote the mean of spline and loess methods.
Rel. error for n = 120
Method Rel. err., % Now, as can be seen in the figures, we have the best method for estimatingĀ-mean-and the best method for estimating T (n)-lm(poly). Note, that we did not consider lm(poly) for estimatingĀ due to the poor performance there. Combined, we can apply Equation (*) and obtain the complete time estimation. We obtain an estimate T (120, 7) = 6.10 seconds, which corresponds to the appropriate value from Table 1 up to the relative error −1.69%. In this example we have assumed, there was the possibility to measure time on a 7 PE machine, but no one had run the test program for the input length 120 or 150. Now we do the converse: we have measurements for task size 100 on smaller PE numbers, but do not have a machine with 7 PEs to measure time there. So we use the data for the estimation ofĀ(n, p) w. r. t. p and the already measured T (100). We obtain an estimate T (100, 7) = 3.564 seconds, which is −1.1% accurate. So, it is possible to estimate the parallel runtime both w. r. t. task size and w. r. t. PE count with significant accuracy.
Mass Transport in Porous Media -Parallel Map
As a further example we consider the lattice-Boltzmann method from fluid flow and mass transport simulation. The data originate from [21, 22] , the experiments were performed by Siarhei Khirevich and Anton Daneyko on the Jülich Blue Gene/P supercomputer. They used all available PE nodes, resulting in an experiment on up to 294912 cores.
Overview The aim of [22] [23] [24] was to simulate the transport processes in porous media, e. g. in the chromatographic separations. Pumped into a long thin pipe, filled with some matter, what paths does an injected solution follow? The matter is modelled with spheres. The pumped solution is simulated in two steps: first fluid flow is simulated, subsequently the actual movement of the matter is studied. The simulation consists of several phases:
1. Random close-sphere packing and its spatial discretisation. We do not consider this phase.
Simulation of the fluid flow with lattice-Boltzmann method (LBM)
. This is the phase we focus on. Figure 3 . Gauß elimination. Left: predictingĀ(n, p) w. r. t. n. We fix p = 7 and predict values for n = 120, 150 using the values for n ≤ 100. Right: predictingĀ(n, p) w. r. t. p. We fix n = 100 and predict the value for p = 7 using the values for p ≤ 6.
Simulation of the advective-diffusive mass transport. It is performed with the random-walk particle tracking method (RWPT).
The latter two phases clearly dominate the computational complexity of the method. We chose to focus on the LBM phase. Due to the dimensions of the chosen lattice-632 × 632 × 294912-a one-dimensional decomposition is possible. Basically, the pipe is cut in length and each "slice" is assigned to a PE. Hence, we have a data parallel implementation. The amount of spheres in each slice also varies, the maximal difference is 27%.
The LBM phase generates the data, used later in the RWPT phase. Basically, the flow of the fluid around the sphere packing is computed, it is done with sophisticated variants of cellular automata, cf. [7] . We show the speedup curves for both LBM and RWPT in the left part of Table 2 .
Discussion of RWPT The RWPT method consumes data, generated in the LBM phase. It traces the paths of single molecules through the pipe. The simulation, regarded here, uses 40 million "tracings". Each tracing adds the closest neighbourhood vector of the fluid flow, obtained with LBM, and some random diffusion vector.
The separate slices-tasks!-are distributed to PEs in a roundrobin manner. Thus in [22] , Khirevich and Daneyko observe lower speedups in cases when some PEs have more tasks than others. As the computation time for a single task is proportional to the amount of spheres, the developers decided against dynamic task balancing. However, bad static task balancing leads to problems with speedups, as we will explain in the following. We show the execution times for thousand iterations of RWPT, starting with 16384 PEs and up to 294912 PEs in the top right part of Table 2 . As the program data is too large to fit in memory in the sequential case, we take the time on 16384 PEs to be the "sequential" point of reference for our computations.
As we see in left part of Table 2 , RWPT has major speedup problems in the middle part of the scale, i. e. when using between 100000 and 250000 PEs. The reason is a task distribution imbal- Table 2 . RWPT and LBM on a supercomputer, courtesy of [21] . The task size n is fixed. Left: the speedups for both computations. Right, top: RWPT execution times. Right, bottom: LBM execution times. The boxed values will be estimated.
ance, cf. the imbalance values given in the top right part of Table 2 . Let p be the number of PEs. As in total n = 294912 tasks are to be computed, n mod p remaining tasks are computed by some PEs, while some other PEs are idling. This is bad, as the factor n/p is small, so the imbalance is severe. Our farm scheme is not suitable for this, as it assumes n p. We do not consider RWPT further, because we have no suitable prediction approach. LBM has a similar problem, but it is not as severe as in the RWPT case.
LBM: Time measurement
The time measurement data for LBM on Jülich Blue Gene/P presented in the right bottom part of Table 2 have been taken from [21] . The time required for 10 iterations is given. We assume T (n) in our computations to be T (n, 32786) · 32768. In other words: a perfect speedup for up to 32768 PEs is assumed. This is rather a convenience convention than an assumption: we could as well "downscale" the PE numbers by dividing them by 32768. It is impossible to obtain the real sequential time, as the data to be processed does not fit into the memory of a single machine.
Estimation Given the time measurements and the knowledge, that the program in question performs computations in an essentially data-parallel manner (i. e. using parallel map), we start our prediction round. The task size is fixed, but we can estimate the scalability w. r. t. the PE number p. Note that we have neither the source code nor a binary version of the program we investigate. All we know is the scheme used for parallelisation.
We present the values forĀ(n, p) w. r. t. p in the top part of Figure 4 . The lm(poly) method with polynomials of degree 3 results in the estimation 3.16 seconds forĀ(n, 262144). Using it and approximating T (n) with 16.285 · 32768, we obtain the estimation for the execution timeT (n, 262144) = 5.196 seconds. This estimation is exact up to the relative error −1.47%. We present it graphically in the bottom part of Figure 4 . Notably, a direct runtime estimation-an attempt to predict the parallel time directly from the number of PEs, using the same data, but without using Equation (*)-fails. The all-best relative error for direct estimation is −31%.
This shows that our approach is applicable to large-scale production applications. An accurate forecast has been made with a non-application centred approach.
Generalisation We have seen a good performance of lm(poly) for estimatingĀ w. r. t. p for LBM. However, the same method seems to fail for Gauß elimination as reported in Section 4.1. We assume that this is due to the "regular" cases of perfectly distributed tasks. We have tried to estimateĀ w. r. t. p for Gauß elimination without the regular cases, that is for p = 2, 4, 8. We were estimating the parallel overhead for p = 7 using all other available values. We obtained quite bad results because too few measured data points remained. However, judging by relative error, spline and lm(poly) of degree 3 were equally good. Hence, we can conjecture that for parMap-related skeletons lm(poly) is the most suitable method of the statistical techniques regarded here.
Karatsuba Multiplication -Divide and Conquer
The Karatsuba multiplication is a ternary divide and conquer algorithm for multiplying large integers. The following results have been obtained with Eden on a multicore machine. We perform the computation for integers of equal size, where the size of a large integer is its number of digits. The integer size has been uniformly distributed between 16000 and 64000 digits. We predict the values for 60000 and 64000. See the top of Table 3 for a snapshot of the data. Since the relative reference point is used, we are not able to separate O(n, k, p) from T (n). We discard O(n, k, p) in our setting, as the communication cost on the multicore machine is very small. We have estimated T (60000) with the spline method producing a relative error of −0.014%. The next best estimation has been achieved with lm(poly) of the third degree with relative error 1.3%. The latter method for T (64000) has the best relative error of 1.9%, whereas the spline method produces a relative error Table 3 . Karatsuba multiplication on 8 PEs.
The bold values will be estimated.
Relative error for T (60000)
Method spline loess lm lm(poly) As forĀ(n, p) w. r. t. n, we obtain a relative error of 2.3% forĀ(60000, 8) with lm(poly) of degree 3. The most reliable estimation is produced by loess with −5.4% and 2.08% relative errors for the estimations of input lengths 60000 and 64000 respectively. This results in parallel runtime estimation values 11.01 seconds and 12.09 seconds for the same inputs. This corresponds to relative errors 0.14% and 1.78%. Thus an appropriate estimation of runtime does also work for a divide and conquerbased computation.
We have also experimented with a non-uniform input data distribution, given at the bottom of Table 3 . The input size varied between 500 and 128000 digits. Under the assumption that the first 8 data points are available, we have predicted the ninth point with n = 128000. We predict the value of 36.66 seconds with an acceptable quality using the spline method: 8.984% relative error. But we are exceptionally successful with the lm(poly) approach of degree 3. We obtain the estimation value of 36.67 seconds (rounded up to second digit) with a remarkable relative error of 0.021% with prior knowledge of the runtimes only up to 64000. Hence our formalism is also applicable to such "long-distance" runtime estimations.
Rabin-Miller Primality Test -Iteration
The Rabin-Miller primality test is an iterative application, which performs k iterations to check whether its input value is prime or not. The positive result of the test does not ensure that the input is prime, but does so with a certain probability. We perform the test on Mersenne primes, the parameter n means that the number 2 n −1 is tested for primality. We have chosen n in such a way that 2 n − 1 is a prime number, in order to guarantee that all k iterations are performed. This leads to a non-uniform distribution of input values. We show the time measurement data in the top part of Table 4 .
For estimatingĀ(11213, 8) we used spline, loess, lm(poly) of degree 3 and mean of latter two. We use T (n, 1) as an estimate for T (n): in other words, we calculate with relative and not with absolute reference point. The results are presented in the bottom part of Table 4 . An overview for single components is available in Figure 6 . Our best method is using lm(poly) and mean for estimating T (n) andĀ(n, p) respectively, resulting in 0.01% relative error. Thus the prediction of runtime of parallel Rabin-Miller test has been quite accurate.
Serial Fraction
In their work "Measuring Parallel Processor Performance" [20] A. H. Karp and H. P. Flatt introduced the notion of serial fraction. Given the parallel time T (n, p) on p PEs and the sequential time T (n), the absolute speedup is T (n)/T (n, p). The serial fraction is
The serial fraction should be constant: if it increases, we have a parallelisation resulting in poor speedups. If the serial fraction
Relative error for T (n)
Method spline loess lm(poly) decreases, this shows problems with the sequential implementation. We have computed the serial fraction for the test cases presented above. For Gauß elimination, we have used n = 100. Both measures-our parallel penaltyĀ and the serial fractionare shown in Figure 7 (a). The shapes of the curves correspond to the load distribution in the computation, as we might deduce from the knowledge of the source code. Noteworthy, both our notion of parallel penalty and the serial fraction have minima at 4 and 8 PE.
The value of the parallel penaltyĀ(n, p) is almost constant for 2, 4 and 8 PE versions. Exactly these versions are optimal in the load distribution. The serial fraction shows the same for 4 and 8 PE versions, but indicates a larger serial component for 2 PEs. The serial fraction for Rabin-Miller primality test with the input 9689 is shown in Figure 7 (b), the numerical values are in Figure 7(c) . We can clearly see problems with load balancing for 3 and 6 PEs, as we need to perform exactly 20 tasks. However, this amount of tasks cannot be fairly distributed to 3 or 6 PEs, some PEs are idling, thus increasing the parallel overhead. Consider 6 PEs. There will be 6-6-6-2 tasks during the four parallel iterations, thus 4 PEs will be idle in the last iteration. Only one PE in the last iteration is idle for a 7 PEs configuration, however the overhead increases again for 8 PEs, resulting in a 8-8-4 scheme. We deduce, that for executing exactly 20 tasks in parallel, 4 or 5 PEs in a system are ideal. Simple thoughts on task distribution result in the same observation. Here, again, all the discussed effects can be observed in both approaches.
Related Work
Our approach bears-as everything on this topic-a certain grade of similarity to Amdahl's law [1] . Exactly as Amdahl did, we assume a perfect parallelisation of the computation, but consider also the unavoidable overhead. However we divide the parallel computation not into Amdahl's perfectly parallel and strictly sequential fractions, but into fractions of effective computation and of parallel overhead.
Related publications on performance forecasting include the book chapter on skeletons in Eden [27] and the formal cost model of NESL [5] . However, our approach is different. We derive the time and work from time measurements for the runs on different numbers of PEs, while the skeleton analysis in [27] is based on latency and message-passing costs. The NESL complexity model [5] takes a "bottom-up" approach, trying to assign cost to single semantic operations. We look in a "top-down" manner on the total runtime and divide it into very coarse blocks.
Further approaches on skeleton-based performance evaluation include [3, 11] . In [11] Cole and Hayashi regard a BSP-like cost model, assigning costs to basic elements of a parallel program. A similar approach to ours, but more fine-grain and still focusing on BSP is [35] . Beside BSP [33] , models like LogP [12] and message passing models exist. See [32] for a runtime prediction approach for the latter. A rather theoretical well-investigated performance model is the PRAM model [14] and its variants. An alternative program classification approach are Berkley dwarfs [2] , however in this case several particular types of tasks are identified, in contrast to abstracting from the task type with skeletons [10] .
Regarding approaches for parallel quality measure, the notion of serial fraction as defined in [25] is similar to ours. Isoefficiency [16] , scaled speedup [18] and other approaches are less similar to penalty valuesĀ(n, p), as we do not aim for a larger input on a larger PE count, which keeps the efficiency the same.
A further research direction, orthogonal to our approach is hotspot and bottleneck analysis. We refer to modern visualisation tools, like [15] . In parallel functional programming, Eden TV [4] and ThreadScope [34] are used. We were able to confirm our assumptions on bad process placement of programs from Sections 4.1 and 4.4 with Eden TV.
Conclusions and Future Work
We predict the execution times of parallel programs in an elegant manner. Our method is different from previously known approaches. It does not depend on source code analysis or on special semantic rules. Instead, our method is empowered by computational statistics and the skeleton abstraction. We separate estimations for parallel computation and parallel overhead, hence differ- ent forecasting models can be used for each. This makes sense, given the different nature of these processes, and enables better estimations. We have used our technique to predict execution times for four scientific computing methods, abstracted in three algorithmic skeletons.
In this paper, we have tested our technique primarily with Eden and multicore SMP hardware, but also on a peta-scale supercomputer, using C+MPI. We look forward to more experiments with large-scale systems, further languages and middleware. We also would like to perform detailed analyses of further, more complex skeletons. We need to experiment with the estimation of combined skeletons, the two prominent cases are skeleton composition and nested skeletons. We also need to extend our formalism for imbalanced parallel map: i. e. farm where p < n < kp for a small k. This has hindered a detailed analysis of RWPT method in Section 4.2. The same problem existed also in other case studies we have considered, however not to such an extent. Some kind of preconditioning the data to the regular case could help. Moreover, we plan to seek for more advanced prediction methods for sequences. More sophisticated statistical methods are necessary. A proper direction would be, for instance, the separation of special performance cases (like 4 and 8 PE versions of Gauß elimination in Section 4.1 or the aforementioned task imbalance). Statistically sound statements on the distance of robust extrapolation using the structure of the presented model is also left for future work. An approach for absolute reference point divide and conquer estimation would be interesting (relative reference point in Section 4.3). Another interesting topic is predicting how many measured values do we need for a good prediction of runtime. A machine learning approach for estimating of separate sequences and an adaptive runtime environment for parallel programs present rather long-term ideas for future work.
