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Loop Quantization
versus
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Dr. John C. Baez, Chair
As a warmup for studying dynamics and gravitons in loop quantum gravity,
Varadajan showed that Wilson loops give operators on the Fock space for electromag-
netism in Minkowski spacetime—but only after regularizing the loops by smearing
them with a Gaussian. Unregularized Wilson loops are too singular to give densely
defined operators. Here we present a rigorous treatment of unsmeared Wilson loops
for vacuum electromagnetism on an arbitrary globally hyperbolic static spacetime.
Our Wilson loops are not operators, but “quasioperators”: sesquilinear forms on the
dense subspace of Fock space spanned by coherent states corresponding to smooth
classical solutions. To obtain this result we begin by carefully treating electromag-
netism on globally hyperbolic static spacetimes, addressing various issues that are
usually ignored, such as the definition of Aharonov–Bohm modes when space is non-
compact. We then use a new construction of Fock space based on coherent states to
define Wilson loop quasioperators. Our results also cover “Wilson surfaces” in p-form
electromagnetism.
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1Chapter 1
Introduction
This work is motivated by the open problem of representing gravitons in loop
quantum gravity [Rov98], a proposed quantum theory of geometry and candidate for
a theory of quantum gravity. The great virtue of loop quantum gravity is that it
is manifestly background-free and diffeomorphism-invariant. Unfortunately, because
the usual construction of the graviton Fock space depends explicitly on a background
metric, it is difficult to say precisely how the notion of graviton arises in this formalism.
At least at the kinematical level, in loop quantum gravity states of quantum geometry
are described not in terms of gravitons but in terms of spin networks [Bae96], which
had been invented independently by Penrose [Pen71] and can be seen as a generaliza-
tion of the Wilson loops introduced in the 1970’s for the study of non-abelian gauge
theories [Wil74]. However, describing the dynamics of quantum gravity in terms of
spin networks remains a difficult open problem. So, we are not yet in a position to
study how this dynamics reduces to that of gravitons in some limit, as presumably it
should.
As a warmup, it is natural therefore to investigate the dynamics of Wilson loops
in a gauge theory which is better understood: vacuum electromagnetism. However,
until recently we were in the embarrassing situation of not even knowing the pre-
cise relation between the loop representation of electromagnetism and the usual Fock
representation. Here, of course, the theory is linear and formulated on a fixed back-
ground metric, which drastically simplifies the situation. The technical problem is
that the loop representation is based on a diffeomorphism-invariant vacuum, while
the traditional Fock vacuum is tied to a particular background metric, which implies
that photon (Fock) states are not part of the loop state space and Wilson loop states
are not part of the Fock state space. In particular, with respect to the Fock vacuum,
the photon 2-point correlation function blows up at short distances at such a rate
that Wilson loops are not well-defined operators on Fock space.
Varadarajan [Var00, Var01] tackled this problem by “smearing” the loop γ using
Gaussian convolution in Minkowski space. Varadarajan’s procedure puts photons and
Wilson loops in a common framework. Our goal in the present work is to understand
2electromagnetic Wilson loops without the need for smearing, and on general static,
globally hyperbolic spacetimes. A related and important outstanding problem in loop
quantum gravity is that spin network dynamics is poorly understood, and here we
tackle the analogous problem of electromagnetic Wilson loop dynamics in the Fock
representation.
The modern view of electromagnetism is that the electromagnetic potential A is a
connection on a U(1) or R bundle over spacetime, and the electromagnetic field is the
curvature of this connection. A Wilson loop observable is what mathematicians call
the holonomy of the connection around a closed loop. In quantum theory, observables
of a physical system are represented by operators on a Hilbert space of states of the
system. In the case of electromagnetism in Minkowski spacetime, the state space of
the electromagnetic field is the so-called Fock space. The main problem with the
Wilson loop approach to quantum gauge field theories is that, even in the simple case
of electromagnetism, Wilson loop operators are not defined on Fock space. Because in
quantum field theory there is a correspondence between observables and states, this
means that there are also no Wilson loop states in the Fock space of electromagnetism.
Quantum field theory on curved spacetimes is a famously problematic subject, as
it combines the difficulties of quantum field theory, notably ultaviolet divergences,
with a lack of a well-defined vacuum state due to the lack of global symmetries in
a curved spacetime. For a free quantum field theory on a static spacetime, such as
we are studying, these problems go away as there are no divegent interactions and
there is a unique time-invariant vacuum state. Because of this, most physicist would
say that vacuum electromagnetism on a static spacetime is well-understood. This is
more or less true for scalar fields [Wal94], but then despite it being known [Wal94,
§4.7] that
the requirement that the classical field equations have a well-posed initial
value formulation in curved spacetime is a highly nontrivial restriction:
the straightforward generalization to curved spacetime of the standard
spin-s field equations in flat spacetime do not admit a well posed initial
value formulation for s > 1
even researchers concerned only with electromagnetism and not with scalar fields work
on the assumption that the mathematical theorems on scalar fields apply without
modification to other fields [Dim92].
For globally hyperbolic manifolds, the usual classical linear field equations
will have global solutions if they are well-behaved locally. We quote the
result for scalar fields.
Part of the point of this thesis is to show that things are not so simple: there
are subtleties involved due to gauge invariance and noncompact spacetimes which
interact in unexpected ways. Our first goal is to clear this up and give a rigorous
3general treatment of vacuum electromagnetism on a static, globally hyperbolic space-
time. The subtleties arise mainly from the difference between the usual de Rham
cohomology and a certain twisted L2 cohomology arising from gravitational time-
dilation. Indeed, in a careful treatment the electromagnetic vector potential is not
a smooth 1-form modulo exact smooth 1-forms, but a normalizable 1-form modulo
exact normalizable 1-forms. Similarly, the Aharonov–Bohm effect arises not from
closed smooth modulo exact smooth vector potentials, but from closed normalizable
modulo exact normalizable ones. This distinction would be inconsequential if space
were compact, but this is not believed to be the case in physically realistic models of
spacetime.
In Chapter 4 we present a rogues’ gallery of pathologies and counterexamples
which illustrate how these subtleties can manifest themselves as physical effects, in-
cluding the photon acquiring a mass due to the interaction of gravitational time
dilation and the asymptotic geometry at spatial infinity.
When we quantize electromagnetism in Chapter 6, we will actually exclude the
Aharonov–Bohm modes from our analysis. Chapter 5 describes our quantization
procedure—essentially just Fock quantization, but done in a way that emphasizes the
role of coherent states. The reason for this is that Wilson loop “operators”∮
γ
Aˆ or :ei
∮
γ Aˆ:
are not densely-defined operators on Fock space, but their matrix elements
〈φ| ∮
γ
Aˆ |ψ〉 or 〈φ| :ei
∮
γ Aˆ: |ψ〉
exist when φ, ψ are linear combinations of regular coherent states—that is, coherent
states corresponding to sufficiently smooth classical solutions of Maxwell’s equations.
Such regular coherent states span a dense subspace of Fock space, so they are suffi-
ciently general to study Wilson loop dynamics. We are then able to prove formulas
such as
d
dt
∮
γ
Aˆ =
∮
γ
Eˆ
and
d
dt
〈X ′| :ei
∮
γ
Aˆ: |X〉
〈X ′ | X〉 = i
〈X ′| ∮
γ
Eˆ |X〉
〈X ′ | X〉 exp i
〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉 ,
where |X〉 , |X ′〉 are regular coherent states.
The plan of this dissertation is as follows: in Part I we study classical vacuum elec-
tromagnetism, and in Part II the quantization of vacuum electromagnetism. Part I
consists of three chapters. In Chapter 2 we study ordinary vacuum electromagnetism
in a (3 + 1)-dimensional static, globally hyperbolic spacetime. In Chapter 3 we gen-
eralize our results to (n+1)-dimensional spacetimes and also consider theories where
the electromagnetic potential is not a 1-form but any p-form, including the massless
4scalar field (p = 0) and the Kalb-Ramond field (p = 2), which plays a role in string
theory. Finally, in Chapter 4 we survey the theory of L2 cohomology and suggest
physical interpretations of some of its main results. Part II consists of two chapters.
Chapter 5 is where we describe our coherent-state quantization of linear dynamical
systems and develop the concept of a quasioperator. Lastly, in Chapter 6 this quan-
tization method is applied to vacuum electromagnetism and used to make sense of
unregularized Wilson loop quasioperators.
5Part I
Classical electromagnetism
6In this part we lay the classical groundwork for a a rigorous quantization of the
vacuum Maxwell equations and the analogous equations for p-form electromagnetism
with gauge group R on an arbitrary static, globally hyperbolic, (n + 1)-dimensional
spacetime. In other words, we assume that spacetime is invariant under time evolution
and time reversal, and that the time evolution of fields in spacetime is completely
determined by initial data. In fact, any such spacetime is topologically M = R× S,
and has a metric of the form
gM = e
2Φ(−dt2 + g)
where g is a complete metric on S, so that no lightlike geodesics run off to spatial
infinity in a finite amount of their affine parameter.
Because the Lie algebras of R and U(1) are canonically isomorphic, there is no
difference between the versions of electromagnetism with either gauge group as far
as the local formulation of the Maxwell equations is concerned. Globally there is
a difference, though, because all R-bundles are trivializable whereas U(1)-bundles
may not be. In 3 + 1 dimensions, the second Chern class of a nontrivial gauge
bundle manifests itself as a topological magnetic charge whose field can be gauged
away locally, but not globally. While topological charges are interesting, our primary
goal is to study the effects of spatial non-compactness on quantization, and so we
choose the gauge group R to eliminate the possibility of nontrivial bundles. When a
principal R-bundle is trivialized, connections on it are ordinary 1-forms.
Technically, the subtlest aspects of our work arise from the function Φ appearing
in the spacetime metric. This function measures the time dilation due to the gravita-
tional field, and reduces to the Newtonian gravitational potential in the limit Φ→ 0.
When Φ = 0, p-form electromagnetism uses rather familiar mathematics, mainly this
portion of the L2 de Rham cohomology complex:
L2Ωp−1S
dp−1−−−→ L2ΩpS
dp−−−→ L2Ωp+1S
where L2ΩpS stands for the Hilbert space of square-integrable p-forms on S. The case
Φ 6= 0 requires some less familiar mathematics—except when p+1 is half the dimen-
sion of spacetime, in which case p-form electromagnetism is conformally invariant,
allowing us to eliminate Φ by an appropriate rescaling of the fields. Even in the
absence of conformal invariance, the most elegant approach is still to hide all the
factors involving Φ by a field redefinition, and replacing the exterior derivative with
the ‘twisted’ differential
Dk = e
1
2
(n−2p−1)Φdke
− 1
2
(n−2p−1)Φ
obtained by conjugating the ordinary differential by the rescaling factor. This gives
rise to a ‘twisted’ version of L2 cohomology which, on a noncompact space, can differ
7from the usual L2 cohomology which, in turn, can differ from the smooth de Rham
cohomology.
With this machinery in place we model the phase space of classical p-form electro-
magnetism on (n+ 1)-dimensional spacetime as a real Hilbert space with continuous
Hamiltonian and symplectic stucture. In the process, we address the Aharonov–Bohm
effect in situations where the twisted L2 cohomology differs from the usual de Rham
cohomology, a subtle issue that is largely neglected in the literature.
Among the most rigorous published treatments of Maxwell’s equations on a fairly
generic manifold stands that of Dimock [Dim92], which however is restricted to (3+1)-
dimensional spacetimes with compact Cauchy surfaces. At the time of his writing,
he said “nothing that follows is particularly new, but it seems that the various pieces
have not been put together”. A later paper reviewing the canonical and covariant for-
mulations of the classical Maxwell theory on a generic globally hyperbolic spacetime
is the one by Corichi [Cor98], again “intended to fill an existing gap in the literature”.
Dimock constructs the classical phase space from gauge equivalence classes of
Cauchy data and the symplectic structure obtained from the Noether current. Gauge
fixing appears as a technical step used to show that Maxwell’s equations are strictly
hyperbolic, so that solutions are determined by their Cauchy data. Dimock uses
“fundamental solutions” (essentially Green’s functions) to parameterize the phase
space, a technique that only works for linear field equations. Time evolution enters the
picture through symplectic transformations induced on phase space by changes in the
choice of Cauchy surface. In fact, Dimock makes “no choice of Hamiltonian or special
time coordinate”, following the covariant canonical formalism of [CW87]. Dimock
points out how the field strength does not provide a complete set of observables
when the first homology class of the Cauchy surfaces is nontrivial. In Chapter 2 we
relate this phenomenon to the Aharonov–Bohm effect and in Chapter 4 we present
a thorough overview of the situation in the non-compact case. Dimock assumes a
trivial U(1)-bundle saying “presumably our results can be extended to non-trivial
bundles for which A is only defined locally”, while we take the more drastic step of
assuming an R-bundle.
For the purposes of this Part, Dimock’s presentation of Maxwell’s equations does
have a couple of important limitations. First, the restriction to compact Cauchy
surfaces may be unphysical, and certainly excludes many cases of theoretical interest.
We address the thorny analytic issues associated to allowing noncompact Cauchy
surfaces in Chapter 2, albeit with the additional assumption that spacetime is static,
which Dimock does not need. The topological implications of noncompactness are
discussed in Chapter 4. Dimock’s use of compact Cauchy surfaces allows his to bring
Hodge’s theorem to bear on the Cauchy data and, using the Kodaira decomposition,
to show that the symplectic structure is non-degenerate. Although Hodge’s theorem
does not hold on a noncompact space (see Chapter 4), we are nevertheless able to
prove a form of Kodaira’s decomposition in Chapter 2.
Dimock also states without proof or reference that “for globally hyperbolic man-
8ifolds, the usual classical linear field equations will have global solutions if they are
well-behaved locally. We quote the result for scalar fields”. We repaired this defect by
reference to Chernoff’s work in Chapter 4. In the proof of existence of solutions with
given Cauchy data Dimock states “The equation [above] has principal part gµν∂µ∂ν
and thus is strictly hyperbolic”; hyperbolicity easily follows from Chernoff’s work.
Finally, the phase space constructed by Dimock does not have a topology other than
that induced by imposing the continuity of the symplectic structure. Therefore, it is
not a real inner-product space like ours is.
While not assuming compact Cauchy surfaces, Corichi’s paper is “not very precise
about functional-analytic issues” in the author’s own words. The covariant formula-
tion is, like Dimock’s, based on the formalism of [CW87], and differs mostly in the
notation. The canonical formulation is written in a manifestly covariant way, in terms
of the foliation generated by an arbitrary time coordinate function. Both formula-
tions of classical electromagnetism are more general than ours, and the relationship
between Corichi’s covariant and canonical descriptions of phase space is equivalent to
Dimock’s treatment of Cauchy data in the covariant formalism.
The plan of this Part is as follows. We begin in Chapter 2 by setting up classical
electromagnetism with gauge group R, leading up to Theorems 5 and 10, in which we
make the phase space for this theory into a real Hilbert space on which the classical
Hamiltonian is a continuous nonnegative quadratic form. In Chapter 3 we generalize
this work to p-form electromagnatism in n+1 dimensions using the twisted de Rham
complex, leading up to the analogous Theorems 11 and 16. In Chapter 4 we survey
what is known about L2 cohomology on noncompact spaces, and study a number of
examples illustrating some of the associated subtleties.
9Chapter 2
Classical vacuum electromagnetism
In this chapter we discuss the classical vacuum Maxwell equations on a (3 + 1)-
dimensional static globally hyperbolic spacetime. In particular, we explain how the
classical phase space of electromagnetism splits into two parts, one containing the os-
cillatory modes of the electromagnetic field and the other containing the ‘topological’
modes responsible for the ‘Aharonov–Bohm’ effect.
The plan of this chapter is as follows: we begin in Section 2.1 by describing
in detail our assumptions and notation concerning spacetime geometry, decompose
spacetime in the form M ∼= R×S, and confront a number of analytical issues arising
from trying to define the exterior derivative on square-integrable differential forms.
In Section 2.2 we give an overview of the stationary action formulation of classical
mechanics, and use it to derive the Maxwell equations, Noether current, Hamiltonian
and symplectic structure, as well as kinematical, dynamical and physical phase spaces.
Finally, in Section 2.3 we describe the splitting on the physical phase space of classical
vacuum electromagnetism into an sector consisting of oscillating modes, and a sector
consisting of topological modes responsible for the Aharonov–Bohm effect.
After seeing that the spacetimes we are interested split in the form M ∼= R× S,
where S is space, we define the exterior derivative d and coderivative d∗ so that they
act on square-integrable differential forms on space and satisfy∫
S
g(α, dβ)vol =
∫
S
g(d∗α, β)vol (2.1)
whenever α and β are square-integrable differential forms of appropriate degrees.
The key is to show that no ‘boundary terms at infinity’ appear in the integration by
parts implicit in Equation (2.1). This can be used to show that the Laplacian on
square-integrable differential forms is essentially self-adjoint and nonnegative, prop-
erties necessary for rigorous quantization.
In the temporal gauge (vanishing electrostatic potential) the configuration space
of classical electromagnetism on M consists of R-connections on S modulo gauge
transformations, and so is isomorphic to a space of 1-forms modulo square-integrable
10
exact 1-forms on S. In physics, such a 1-form is called a vector potential . We make
the configuration space into a real Hilbert space by defining it as
A =
dom{d:L2Ω1S → L2Ω2S}
ran{d:L2Ω0S → L2Ω1S}
with its natural real inner product. That is, A consists of equivalence classes of
square-integrable 1-forms with square-integrable exterior derivatives, modulo exact
1-forms. This space is naturally a real Hilbert space.
The canonical conjugate of the vector potential [A] is a divergenceless 1-form E,
called the electric field . The space of electric fields
E = ker{d∗:L2Ω1S → L2Ω0S}
is also naturally a real Hilbert space. The phase space of classical electromagnetism
is, then, the real Hilbert space
P = A⊕ E.
The spaces A and E are dual to each other by
([A], E) =
∫
S
g(A,E)vol,
which is independent of the representative A chosen for [A] because E is divergence-
less. The symplectic structure on P is constructed from this duality pairing by anti-
symmetrization:
ω([A]⊕ E, [A′]⊕E ′) =
∫
S
[g(A,E ′)− g(A′, E)]vol.
Because of global hyperbolicity, any point X = [A]⊕E of the physical phase space
determines a unique solution of Maxwell’s equations on all of M . Time evolution is
given by a continuous one-parameter group of continuous symplectic transforma-
tions T (t):P→ P. Unlike the symplectic structure and the Hamiltonian, the natural
Hilbert space norm on P is not preserved by this time evolution.
As a result of gauge-fixing, when restricted to the phase space the Laplacian on 1-
forms is ∆ = d∗d. The assumption that spacetime is static then implies that time
evolution commutes with ∆, and so the phase space admits the decomposition
P = Po ⊕Pf
where Pf is the kernel of ∆ in P and consists of generalized Aharonov–Bohm modes.
From the point of view of dynamics, the direct summand Po consists of ‘oscillating
modes’ and Pf of ‘free modes’. Specifically, on Po the Hamiltonian is a positive-
definite quadratic form, and so that ‘sector’ of the electromagnetic field has the
11
dynamics of an infinite-dimensional harmonic oscillator. The free sector Pf has dy-
namics analogous to those of a free particle. For the free sector one can successfully
apply the algebraic approach to quantization of Chapter 5, but the existence of a
Hilbert-space representation on which time evolution is unitarily implementable is
not guaranteed unless Pf is finite-dimensional. As we shall see in Chapter 4, that
may not be the case on a noncompact space even if it is topologically trivial.
12
2.1 Geometric setting
In this section we describe the mathematical framework for our study of clas-
sical electromagnetism, and explain the mathematical reasons why various physical
restrictions are imposed on the class of spacetimes under consideration.
2.1.1 Static globally hyperbolic spacetimes
Let us begin by recalling the precise definition of a static, globally hyperbolic
spacetimes. In physical terms, a spacetime is stationary if it is invariant under time
translations and static if, in addition, it is invariant under time reversal. Our first
definition casts these intuitive concepts in the language of (pseudo-)Riemannian ge-
ometry.
Definition 1 (stationary and static spacetimes). A Lorentzian manifold without
timelike loops (also called a spacetime) is stationary if, and only if, it admits a one-
parameter group of isometries with smooth, timelike orbits. A stationary spacetime is
static if, in addition, it is foliated by a family of spacelike hypersurfaces everywhere
orthogonal to the orbits of the isometries.
Note. Spacetimes with closed timelike loops lead to a breakdown of the ordinary
initial-value formulation of dynamics, and so must be excluded from our analysis.
Diffeomorphism with smooth, timelike orbits are generated by an everywhere time-
like vector field. A vector field generating isometries is called a Killing vector field ,
and the isometries generated by a timelike Killing field are called time translations .
A stationary spacetime M is diffeomorphic to R × S for some smooth manifold S
representing ‘space’; if, in addition, M is static, it admits a metric of the form
gM = −e2Φdt2 + gS,
where Φ is a time-independent function on S, and gS is a time-independent Rie-
mannian metric on S. A stationary spacetime would require cross-terms of the
form eΦ(dt ⊗ α + α ⊗ dt) in the metric, α being a nonzero time-independent 1-form
on S. For proofs of these statements see, for instance, [Wal84].
The concept of global hyperbolicity is more subtle, but it is related to the simple
idea of causality: that points of spacetime are partially ordered by the relation ‘being
to the future of’. The name ‘global hyperbolicity’ originally referred to a property of
systems of partial differential equations on Euclidean space. By reinterpreting those
equations as coordinate representations of equations adapted to a curved Lorentzian
manifold, the hyperbolicity of the system became a geometric property of the space-
time itself (see [Ger70] and references therein). As we shall see, global hyperbolicity
of the spacetime implies that the evolution equations of massless fields are globally
hyperbolic systems of partial differential equations.
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Hyperbolic systems of partial differential equations have a finite propagation veloc-
ity, meaning that compactly-supported initial data evolve into compactly-supported
solutions after a finite time. Under the reinterpretation of hyperbolic systems as prop-
agation equations on Lorentzian manifolds, the finite propagation velocity means that
solutions with compactly-supported initial data are completely contained in the light
cones of the support of their initial data. This is one of the manifestations of causality.
The following definition formalizes the geometric ideas of causality and global
hyperbolicity.
Definition 2 (globally hyperbolic spacetime). A piecewise-smooth curve in a
spacetime M is causal if its tangent vector is everywhere timelike. A set is achronal
if there are no causal curves between any two of its points. The domain of dependence
of a set consists of all points p ∈M such that every inextensible causal curve through p
intersects the set. A Cauchy surface in a spacetime M is a closed achronal set whose
domain of dependence is all of M . A spacetime is globally hyperbolic if, and only if,
it admits a Cauchy surface.
Note. The domain of dependence is also called the Cauchy development . Both names,
‘domain of dependence’ and ‘Cauchy development’, betray their origin in the theory of
partial differential equations, as does the term ‘Cauchy surface’. A Cauchy surface in a
spacetimeM is an achronal set intersecting every inextensible causal curve inM . It is
not hard to see that closed timelike curves cannot intersect an achronal hypersurface,
and so spacetimes with closed timelike curves cannot be globally hyperbolic. For a
static spacetime with metric
gM = e
2Φ(−dt2 + g), (2.2)
global hyperbolicity is equivalent to completeness of the metric g = e−2ΦgS. This
metric g is sometimes called optical metric (see, for instance, [TdCMP99, KSA98,
Sta84, Ehl66]) because light rays follow geodesics of this metric. More precisely,
the geodesics of g parameterized by arc length lift to affinely parameterized lightlike
geodesics of −dt2 + g, with the time t corresponding to the arc-length parameter on
geodesics of g. Hence, the propagation of light in the geometric optics approximation
is determined by g alone. We will consistently use the optical metric g on S rather
than gS.
2.1.2 Spacetime geometry and topology
Wemodel spacetime as a static, globally hyperbolic, (3+1)-dimensional Lorentzian
manifold. That is, spacetime will be represented by a smooth (3 + 1)-dimensional
manifold M diffeomorphic to R × S and admitting a Lorentzian metric of the form
given in Equation (2.2).
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For convenience, we also assume S is oriented. In that case, the metric g de-
termines a volume form vol on S. Similarly, the spacetime M acquires a volume
form volM from the metric gM . The canonical volume forms are related by
volM = e
4Φvol ∧ dt. (2.3)
If S were nonorientable, we could still carry through our whole discussion with minor
modifications, the most important of which being that vol and volM would have to
be treated as densities.
We religiously follow the convention of writing all differential forms on spacetime
with a subscript ‘M ’. We also write the so-called temporal part with a subscript ‘0’,
and the spatial part with no subscript. We decompose k-forms onM into spatial and
temporal parts thus:
αM = dt ∧ α0 + α, (2.4)
where α0 is a (k − 1)-form and α is a k-form on S, both t-dependent.
The exterior derivative operators on spacetime dM :C
∞
0 Ω
k
M → C∞0 Ωk+1M and on
space d:C∞0 Ω
k
S → C∞0 Ωk+1S , where C∞0 ΩkS denotes smooth, compactly supported k-
forms on S, are related by dM = dt ∧ ∂t + d; in other words,
dMαM = dt ∧ (∂tα− dα0) + dα. (2.5)
for all compactly-supported smooth k-forms αM ∈ C∞0 ΩkM .
We use g and gM to denote the respective induced metrics on k-forms, satisfying
gM(αM , βM) = e
−2kΦ[g(α, β)− g(α0, β0)], (2.6)
and define the positive-definite bilinear forms
(αM , βM)M =
∫
M
gM(αM , βM)volM and (α, β) =
∫
S
g(α, β)vol (2.7)
on C∞0 Ω
k
M and C
∞
0 Ω
k
S , which are related by
(αM , βM)M =
∫
R
e(4−2k)Φ[(α, β)− (α0, β0)]dt. (2.8)
We denote by δ the formal adjoint of d with respect to the bilinear form ( , ).
This means that the operator δ:C∞0 Ω
k+1
S → C∞0 ΩkS is defined by
(α, dβ) = (δα, β) for all α ∈ C∞0 Ωk+1S and β ∈ C∞0 ΩkS, (2.9)
The compact support in Equations (2.5) and (2.9) has the function of avoiding bound-
ary terms on the implicit integration by parts involved in the definition of δ.
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2.1.3 Issues of analysis on noncompact spaces
A restatement of Equation (2.9) is the existence of operators
C∞0 Ω
k
S
d //
C∞0 Ω
k+1
S
δ
oo (2.10)
which are formal adjoints of each other. Our goal is to extend these to densely defined
operators between L2Ωk and L2Ωk+1 which are adjoint to each other in the strict sense
of operator theory, where L2Ωk denotes the space of square-integrable k-forms on S.
It turns out that this can be done precisely because g is a complete metric on S,
which we have seen is equivalent to global hyperbolicity of spacetime.
There are both physical and mathematical reasons for wanting to do this. Mathe-
matically, a mutually adjoint pair of unbounded operators between two Hilbert spaces
are much better behaved than formally-adjoint operators between spaces of smooth
diferential forms, although the latter have more intuitive geometric appeal. From a
physical point of view, we do not wish to restrict ourselves to compactly-supported
fields in a noncompact space, but on the other hand we need the fields to be square
integrable in order for the Hamiltonian and symplectic structure on phase space to
be finite at all times. These sorts of physical considerations demand that we treat d
and δ as unbounded operators between Hilbert spaces of square-integrable differential
forms. To prove that time evolution maps the classical phase space to itself, we will
also need to extend δd to an unbounded self-adjoint operator on square-integrable
1-forms. Finally, once we insist on interpreting d as an operator between spaces of
square-integrable forms, the electromagnetic gauge transformations will need to have
square-integrable generators.
All this requires a short detour into functional analysis, which is contained in this
subsection. While the facts we need are well-known to the experts, they may be
unfamiliar to some readers, so we review them in a fair amount of detail. We omit
most of the proofs, many of which can be found in Reed and Simon’s textbook [RS80].
The reader who is more interested in the physical use of these operators can skip to
Section 2.2, with the observation that from then on the operator δ is denoted d∗, as
in
L2ΩkS
d //
L2Ωk+1S
d∗
oo , (2.11)
in order to free the symbol δ for use in variational calculus. Making sense of Equa-
tion (2.11) is the main purpose of this subsection.
In going from Equation (2.10) to Equation (2.11), the first thing we need to do
is establish that the operators d:C∞0 Ω
k
S → C∞0 Ωk+1S and δ:C∞0 Ωk+1S → C∞0 ΩkS ap-
pearing in Equations (2.9) and (2.10) can be interpreted as densely-defined operators
between L2ΩkS and L
2Ωk+1S . This follows from Lemma 1.
Lemma 1. The completion of C∞0 Ω
k
S with respect to the inner product ( , ) is L
2ΩkS.
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Proof. We can reduce this to the well-known case where S = Rn using a partition-of-
unity argument.
The domain of the operator d is the dense subspace
domd = C∞0 Ω
k
S ⊆ L2ΩkS.
We then define the adjoint d∗ in the usual way, as follows. First, the domain of d∗
consists of all α ∈ L2Ωk+1S for which there exists a γ ∈ L2ΩkS such that
(α, dβ) = (γ, β)
for all β ∈ C∞0 ΩkS . If such a γ exists it is unique because C∞0 ΩkS is dense in L2ΩkS,
and we then define d∗α to equal this γ, so that
(α, dβ) = (d∗α, β) ∀β ∈ C∞0 ΩkS . (2.12)
as desired. Note that, because β is required to be of compact support, α is not
required to have compact support.
Similarly, the dense domain of δ is C∞0 Ω
k+1
S , the domain of δ
∗ is not restricted to
compactly-supported forms, and δ∗β can be defined by
(α, δ∗β) = (δα, β) ∀α ∈ C∞0 Ωk+1S .
We can also define operators d and δ, the respective closures of d and δ. For d
this goes as follows. We define the graph of d to be the linear subspace
Gr(d) = {α⊕ dα | α ∈ C∞0 ΩkS} ⊆ L2ΩkS ⊕ L2Ωk+1S
where the latter space is a Hilbert space in an obvious way. This subspace is typically
not closed, and we say that d is closable if the closure of Gr(d) is the graph of an
operator, which we then denote d. In other words,
α ∈ domd⇔ α = lim
n→∞
αn and dαn → dα for some αn ∈ C∞0 ΩkS . (2.13)
We define the closure δ in essentially the same way.
Because of Equation (2.9) both d∗ and δ∗ are densely defined, so the following
lemma applies.
Lemma 2. A densely defined operator T is closable if, and only if, T ∗ is densely
defined. In that case, T = T ∗∗.
Observe that T ∗ is automatically closed and T
∗
= T ∗. As a result, d = d∗∗ and
δ = δ∗∗. We have d ⊆ d ⊆ δ∗ and δ ⊆ δ ⊆ d∗.
Proof. See Reed and Simon’s textbook [RS80, Theorem VIII.1].
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We have argued that
domd ⊆ dom δ∗ and dom δ ⊆ domd∗,
but d and δ will be mutual adjoints only if these are actually equalities. Having them
be mutual adjoints is highly desirable, as otherwise there are at least two possible
self-adjoint extensions of the operator δd, namely d∗d and δδ∗. This means we need
to understand how the equations domd = dom δ∗ and dom δ = domd∗ could fail to
hold.
The answer has to do with boundary values. Suppose that S is a relatively compact
open subset of some larger Riemannian manifold X , and its boundary ∂S is a smooth
submanifold of X . In this case the desired equalities never hold, and there is a well-
developed theory of boundary values which explains why [Eva98]. In brief, if α, β are
compactly supported smooth forms on S, integration by parts gives
(dα, β) = (α, δβ) for all α ∈ C∞0 ΩkS and β ∈ C∞0 Ωk+1S .
From this, an approximation argument gives
(dα, β) = (α, δβ) if α ∈ domd and β ∈ dom δ.
On the other hand, if α, β are merely smooth forms on S that extend smoothly to X ,
integration by parts gives
(dα, β)− (α, δβ) = (α, β)∂S, for all α ∈ C∞ΩkS and β ∈ C∞Ωk+1S (2.14)
and from this, again by an approximation argument, one can show
(δ∗α, β) = (α, d∗β) + (α, β)∂S if α ∈ dom δ∗ and β ∈ domd∗.
Thus we cannot have domd = dom δ∗ and dom δ = domd∗ in this case: the nonzero
boundary term (α, β)∂S gets in the way.
The same sort of problem can occur even when S is not a relatively compact open
subset of some larger Riemannian manifold. However, in this more general situa-
tion the concept of ‘boundary value’ needs to be reinterpreted as ‘value at spacelike
infinity’. In fact, Equation (2.14) can be used to define the notion of boundary at
infinity of S. The domain of d can be understood as the space of square-integrable
differential forms with square-integrable exterior derivatives and vanishing ‘values at
infinity’, while the domain of δ∗ consists of square-integrable differential forms with
square-integrable exterior derivatives and no restriction on values at infinity. Thus,
the desired equation d = δ∗ fails to hold if an element of dom δ∗ can fail to ‘vanish
at infinity’. Similar remarks apply to the equation δ = d∗. Simply put, the problems
arise when there are boundary terms at infinity when we integrate by parts.
Luckily, the folowing result of Gaffney implies that these problems never happen
when g is a complete Riemannian metric on S.
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Proposition 3 (Gaffney). If S is a complete oriented Riemannian manifold, then
(δ∗α, β) = (α, d∗β)
whenever α ∈ dom δ∗ and β ∈ domd∗.
Gaffney calls manifolds where the conclusion of Proposition 3 holds “manifolds
with negligible boundary”.
Proof. This can be found in Gaffney’s paper [Gaf54]; we will also give a proof of a
more general result in Corollary 15, based on work of Chernoff [Che73].
Corollary 4. If S is a complete oriented Riemannian manifold, then
d = δ∗ and δ = d∗.
This means that d and δ have mutually adjoint closures
L2Ωk
d //
L2Ωk+1
δ
oo .
As we pointed out above, this implies that the operators δd and dδ have unique
self-adjoint closures.
Proof. We will prove that d = δ∗, as the other equality then follows by lemma 2.
We already know that d ⊆ δ∗, so we need only show that δ∗ ⊆ d. To this end, let
α ∈ dom δ∗ and β ∈ domd∗. By Lemma 1, α ∈ dom δ∗ is the L2 limit of a sequence αn
of compactly-supported differential forms. Gaffney’s Proposition 3 allows us to write
(δ∗α | β) = (α | d∗β) = lim
n→∞
(αn | d∗β)
By the definition of d∗ in Equation (2.12),
(δ∗α | β) = lim
n→∞
(αn | d∗β) = lim
n→∞
(dαn | β).
Since this holds for arbitrary β in the dense domain of d∗, not only αn → α but also
dαn → δ∗α, and so α ∈ domd and dα = δ∗α by the definition of d in Equation (2.13).
As we shall see, the uniqueness of the self-adjoint closure of δd (in other words, the
essential self-adjointness of δd) is necessary to make sense of the Fock quantization
of the electromagnetic field. By Gaffney’s result, the essential self-adjointness of δd
follows from completeness of S which, as we have pointed out, is equivalent to the
global hyperbolicity of the original static spacetime M . Intuitively, if a spacetime
is globally hyperbolic there is no information coming from or lost to infinity, so no
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boundary conditions are necessary to uniquely determine time evolution of square-
integrable differential forms and, in fact, space has ‘negligible boundary’ in the sense
of Gaffney. This, in retrospect, is the justification for the assumption that spacetime is
globally hyperbolic although, strictly speaking, this is a sufficient but not a necessary
condition for S to have negligible boundary.
Because our assumption of global hyperbolicity implies that d = δ∗ and δ = d∗
there is no ambiguity in the closing of the operators d and δ, and from this point on we
shall assume that d and δ have been closed unless otherwise stated. We will slightly
abuse notation by writing d to denote the closed version of the exterior derivative. As
noted before, its adjoint will be denoted d∗ so as to preserve δ for use in variational
calculus.
Sometimes, as shorthand or in order to avoid confusion between exterior derivative
operators acting on different spaces, an additional bit of notation will be necessary;
namely, we will denote by dk the operator d:L
2ΩkS → L2Ωk+1, so that d∗k will stand
for d∗:L2Ωk+1S → L2ΩkS.
2.2 Maxwell’s theory
In the rest of this section we derive the Maxwell equations by applying Hamilton’s
principle of stationary action, and define the phase space of the theory as the collection
of gauge equivalence classes of solutions of the equations of motion. The phase space
is constructed in three steps (see, for instance, [Rov02a, Rov02b]): a kinematical
phase space on which the Hamilton least action principle can be formulated, but
not supporting a Hamiltonian or symplectic structure; a dynamical phase space of
solitions of the equations of motion on which a conserved Hamiltonian and Noether
current are defined, but without a symplectic structure; and a physical phase space
with no remaining gauge freedom, which is a symplectic space.
For simplicity, we only consider Maxwell’s equations in the case where the electro-
magnetic vector potential is a connection on a trivial bundle over spacetime. Luckily,
this is a vacuous restriction when the gauge group is R, as we are assuming. For U(1)
electromagnetism, nontrivial bundles can be used to model magnetic monopoles. Hav-
ing a trivial bundle means we can treat the vector potential as a 1-form AM on space-
time; that is, the covariant exterior derivative on M is dM +AM∧. The field strength
is the curvature 2-form
FM = dMAM .
and the Maxwell action is
S[AM ] = −1
2
(FM , FM), (2.15)
which is invariant under gauge transformations of the form
AM 7→ AM + dMφ.
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The equations of motion follow from applying the Hamilton principle of stationary
action to Equation (2.15).
To obtain a Hamiltonian formulation of the equations of motion one needs to use
an explicit foliation of spacetime into a family of Cauchy surfaces related by a time
translation symmetry. We can do this because we have assumed that spacetime is
globally hyperbolic and static. We use Equation (2.4) to split AM and FM into spatial
and temporal parts:
AM = dt ∧A0 + A and FM = dt ∧ F0 + F,
whose physical interpretation is that F0 is the electic field and F the magnetic field,
as we shall see below. By Equation (2.5)
F0 = ∂tA− dA0 and F = dA.
Gauge transformations leave FM unchanged, but their effect on A0 and A is
A 7→ A + dφ and A0 7→ A0 + ∂tφ. (2.16)
Using Equation (2.8), Equation (2.15) can be rewritten as
S[A,A0] = 1
2
∫
R
[(∂tA− dA0, ∂tA− dA0)− (dA, dA)]dt. (2.17)
Note that a factor of e−4Φ in the metric on 2-forms from Equation (2.6) has cancelled
the factor of e4Φ in the volume form on spacetime from Equation (2.3). This makes
the 3 + 1-dimensional case of Maxwell’s theory special, and it is intimately related
to the fact that Maxwell’s equations are conformally invariant in this dimension.
Conformal invariance is another reason why the decomposition gM = e
2Φ(−dt2+g) is
preferable to gM = −e2Φdt2 + gS, at least in this case. The action of Equation (2.17)
is the time-integral of the Lagrangian
L[A,A0] = 1
2
[(A˙− dA0, A˙− dA0)− (dA, dA)], (2.18)
where A˙ = ∂tA.
Because of energy conservation, the integral of Equation (2.17) is likely to diverge
unless it is restricted to a finite interval of t. This restiction is, in any case, necessary
to use the action principle to study time evolution between two given instants of time.
In addition to evaluating the action integral over a finite interval of time, sufficient
conditions for Equations (2.16)–(2.18) to make sense include that
φ(t), A0(t) ∈ dom{d:L2Ω0S → L2Ω1S} and A(t) ∈ dom{d:L2Ω1S → L2Ω2S},
for almost, with t with all the L2 norms being square-integrable over any compact
interval of t; and that their respective time derivatives are in the same spaces. This
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Figure 2.1: Schematic representation of spacetime, space and the domain of integra-
tion for the action functional
imposes nontrivial smoothness and decay restrictions on the electromagnetic poten-
tials A0, A, and also on the allowed generators φ of gauge transformations. In the case
when space is compact, any smooth gauge generator will automatically be bounded
and square-integrable, but in the noncompact case we are forced to exclude some
gauge transformations which are too large at infinity but would otherwise na¨ıvely be
allowed. This restriction on the gauge generators cannot manifest itself in physical
effects on any bounded region of spacetime.
2.2.1 Overview of covariant mechanics
Hamilton’s principle states that physically allowed field configurations X in a
region R of a spacetime M are critical points (not necessarily minima) of an action
functional SR[X ]. We assume that the action is local, that is, that SR[X ] is the
integral over the spacetime region R of a Lagrangian density L[X ] which, at each
point of spacetime, depends only on X and a finite number of its derivatives (usually
just the first) at that point. The action functional is often calculated by evaluating
the integral in Equation (2.17) over a bounded region of spacetime, and almost always
over a finite interval of time. In fact the action calculated over all of time may be
infinite, and the variation of the action might also be ill-defined unless restricted to be
compactly supported in time, which amounts to evaluating the action integral over
a finite interval of time in the first place. Hamilton’s principle is formulated on a
kinematical phase space XR large enough to contain all plausible field configurations
and small enough that SR[X ] =
∫
R
L[X ] is well-defined.
The stationary action principle implies the vanishing of the first variation of the
action on any region R:
0 = δSR[X ] =
∫
R
δL[X ] = −
∮
∂R
θ[X ] +
∫
R
E[X ].
It has been shown [Zuc87, CW87] that it is possible and advantageous to choose X
to be an infinite-dimensional manifold (possibly even a vector space) and interpret
the variational derivative δ as an exterior derivative on X. The Lagrangian density L
is then an (n + 1)-form on X ×M proportional to volM . The condition that L be
a local Lagrangian means that, at any point p ∈ M , L depends on X only through
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the values of X and finitely many ot its derivatives at p. The exterior derivative
on X ×M is δ + dM , which implies the anticommutation relation δdM + dMδ = 0.
The quantity E is an (n + 2)-form on X ×M which is a 1-form with respect to X
and proportional to the (n + 1)-form volM ; similarly, θ is an (n + 1)-form which is
a 1-form with respect to X and an n-form with respect to M . Tangent vectors to X
are variations of field configurations. We denote a typical such tangent vector by ∂X .
If δSR[X ] is evaluated at a stationary field configuration X , on variations ∂X
vanishing on the boundary ∂R, the stationary action condition implies the Euler–
Lagrange equations of motion E[X ](∂X) = 0. We define the dynamical phase space
associated to the region R as the variety
DR = {X ∈ X:E[X ](∂X) = 0 on R if ∂X = 0 on ∂R}.
The so-called Noether current θ[X ] is defined only up to an exterior derivative,
and can be interpreted as a generator of conserved quantities associated to continuous
symmetries of solutions to the Euler–Lagrange equations of motion. To see this,
consider a tangent vector to DR, which is a variation of solutions to the Euler–
Lagrange equations of motion. Because the Euler-Lagrange equations are satisfied
throughout, we have ∮
∂M
θ[X ](∂X) = 0.
Suppose now that R ∼= [0, 1]× T . Then,∫
T0
θ[X ](∂X)−
∫
T1
θ[X ](∂X) =
∫
[0,1]×∂T
θ[X ](∂X),
where the right-hand side represents the time integral of the flux of the conserved
quantity through ∂T . In the case where R is a globally hyperbolic region with Cauchy
surface T , the latter has negligible boundary in the sense of Gaffney, and∫
T0
θ[X ](∂X) =
∫
T1
θ[X ](∂X),
so
∫
T
θ[X ](∂X) is a conserved quantity of the motion. For instance, in the case
where M ∼= R × S is static and R = [t0, t1] × S, the variation ∂X might represent
the generator of a one-parameter group of isometries of S (a translation or rotation)
on the field configuration X , and the associated conserved quantity would be the
corresponding momentum (linear or angular) of X . If ∂X represented the action of
an internal symmetry of the field variables at each point (a gauge transformation), the
conserved quantity would be the conserved charge associated to the gauge symmetry.
The variational derivative of the Noether current is a skew-symmetric 2-form
on DR,
ωT [X ] =
∫
T
δθ[X ].
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Figure 2.2: Schematic representation of a globally hyperbolic region foliated by a
family of Cauchy surfaces.
Given two variations of solutions,
ωT [X ](∂X , ∂
′
X)
is a conserved quantity of the solution X . It is possible that ωT [X ] is degenerate,
admitting variations of solutions ∂X such that
ωT [X ](∂X ,−) = 0.
Each such degenerate direction ∂X generates a gauge transformation of the dynamical
phase space. The space of gauge orbits of DR is the physical phase space PR. As we
have pointed out, it is in general not a manifold, but an ‘infinite-dimensional variety
with singularities’. By construction, ωS would project to a non-degenerate symplectic
structure on PR.
A more cogent approach to the physical phase space PR would be as follows.
Let N denote the space of degenerate directions of ωT . The smooth functions f
on DR such that ∂Xf = 0 whenever ∂X ∈ N constitute a subalgebra of C∞(DR),
the so-called gauge-invariant observables on DR. The spectrum of homomorphisms
of this algebra would be PR, and we can map the algebra of gauge-invariant observ-
ables homeomorphically to C∞(PR). Whether or not PR turns out to be a manifold
that can support a symplectic structure, the algebra of gauge-invariant supports the
canonical Poisson structure
{f, g} = ωT (∂f +N, ∂g +N) for all f ∈ C∞(PR),
where ∂f is a tangent vector to DR such that ωT (∂f , ∂Y ) = δf(∂Y ) for all tangent
vectors to DR. Conveniently, ∂f is defined precisely up to addition of elements of N ,
so one can associate a unique equivalence class in TDR/N to it, namely ∂f + N .
Since ωT is, in fact, non-degenerate on DR, the algebra of gauge-invariant observables
is a Poisson algebra, whose spectrum is the physical phase space.
This construction simplifies considerably when the action functional is quadratic,
as in that case the equations of motion and the Noether current are linear, and all
the spaces involved are vector spaces. In addition, in a stationary, globally hyperbolic
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spacetime M there is a preferred foliation M ≃ R× S by Cauchy surfaces isometric
to S. When there is a single timelike Killing field, there is a canonical identification
of the different Cauchy surfaces, and time evolution can be represented as a trans-
formation of the field configuration on a single Cauchy surface. It is then possible to
define a Hamiltonian function.
In the next few sections we construct the phase space of electromagnetism using
this method. First, the kinematical phase space is a space X of field configurations on
which the Maxwell action can be defined, or on which the Maxwell equations can be
written. The precise definition of the kinematical phase space is somewhat arbitrary,
as long as it is large enough to contain all the actual solutions of the equations of
motion. In the next section we shall see three acceptable formulations of the least
action principle on different kinematical phase spaces before settling on one of them.
Next, setting the first variation of the action to zero yields the Maxwell equations
of motion, whose space of solutions if the dynamical phase space D and is a linear
subspace of the kinematical phase space (in more general cases, D is just a subvariety
of X). The dynamical phase space supports the Hamiltonian and Noether current
of the system, which can be used to obtain conserved quantities of the system and
a pre-symplectic structure on D. The null directions of the pre-symplectic structure
are seen to correspond to gauge transformations.
Finally, the set P of gauge orbits on D is the physical phase space or, simply, the
phase space. When there is no gauge freedom, the dynamical phase space coincides
with the physical phase space. After this reduction from D to P, the pre-symplectic
structure on D becomes a non-degenerate symplectic structure on P.
2.2.2 Kinematical phase space
In this section we consider three possible action principles for electromagnetism
on slightly different kinematical phase spaces. The first is the Lagrangian formula-
tion of Equations (2.17–2.18). The second formulation is the associated Hamiltonian
formulation, with the electrostatic potential A0 acting as a Lagrange multiplier en-
forcing the Gauss law as a constraint. Since the latter is linear, it is possible and
even convenient to impose the Gauss law at the kinematical level without a Lagrange
multiplier. This is the third formulation.
All three kinematical phase spaces are equivalent in that the action principles
defined on them lead to the same space of solutions of the equations of motion.
However, the three kinematical phase spaces are not isomorphic to each other. The
first requires that A0 be in the domain of d, and that E = ∂tA − dA0 be square-
integrable. The second alternative allows A0 to be just square integrable, but E must
now be in the domain of d∗. The third formulation does without A0 altogether, but E
must be in the kernel of d∗.
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Lagrangian formulation
The action of Equation (2.17) is defined on pairs (A,A0) where A is a 1-form
and A0 is a 0-form on S, both time-dependent and such that the quantities ‖A(t)‖,
‖∂tA(t)‖, ‖dA(t)‖, ‖A0(t)‖ and ‖dA0(t)‖ are all square-integrable with respect to t
on any bounded interval. This is a suitable definition of the kinematical phase space.
The first variation of the Lagrangian of Equation (2.18) is the variational 1-form
on X
δL[A,A0] = ∂t(E, δA)− (E˙ + d∗dA, δA)− (d∗E, δA0),
where E = ∂AL[A,A0] = A˙ − dA0 is the electric field. According to Hamilton’s
principle, for physically allowed A and A0, the variation δL must vanish. The fact
that L is independent of A˙0 implies that A0 is a non-dynamical Lagrange multiplier
field enforcing the constraint
d∗E = 0.
The dynamical fields are A and its canonical conjugate, E, which we combine into a
field configuration X = A⊕E.
Hamiltonian formulation with a Lagrange multiplier
In terms of the field configuration X = A ⊕ E and the Lagrange multiplier A0,
the original Lagrangian from Equation (2.18) can be rewritten as
L[X ;A0] = (E, A˙)− 1
2
[(E,E) + (dA, dA)]− (d∗E,A0). (2.19)
This leads to an alternative—and inequivalent—definition of the kinematical phase
space, namely the collection of pairs (X,A0) where X = A ⊕ E, and such that
‖A(t)‖, ‖E(t)‖, ‖∂tA(t)‖, ‖dA(t)‖, ‖d∗E(t)‖ and ‖A0‖ are all square-integrable over
finite intervals of t.
The Euler–Lagrange equations obtained from the first variation of the Lagrangian
of Equation (2.19),
δL[A⊕E;A0] = ∂t(E, δA)+(A˙−E−dA0, δE)−(E˙+d∗dA, δA)−(d∗E, δA0) (2.20)
yield the Maxwell equations in Hamiltonian form
d∗E = 0
A˙−E = dA0
E˙ + d∗dA = 0
Observe that, when the Gauss law is satisfied, the action is independent of the non-
dynamical (and hence arbitrary) A0, and so because of the equation A˙ = E + dA0
time evolution is not uniquely determined by the initial conditions. This is all closely
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related to the existence of time-dependent gauge transformations, which by Equa-
tion (2.16) result in a change of the Lagrange multiplier field A0. We can use this
gauge freedom to eliminate the Lagrange multiplier A0, that is, we perform a time-
dependent gauge transformation to make A0 = 0. This is the so-called ‘temporal
gauge’. Then, the Maxwell equations take the form
d∗E = 0 (Gauss law constraint) (2.21)
A˙− E = 0 (Faraday–Lenz law) (2.22)
E˙ + d∗dA = 0 (Ampe`re–Maxwell law) (2.23)
on the kinematical phase space.
Hamiltonian formulation without Lagrange multipliers
The partial gauge-fixing of the previous case can be carried out at the level of
the action, leading to a third possible definition of the kinematical phase space X,
consisting of pairs X = A⊕ E such that ‖A(t)‖, ‖∂tA(t)‖, ‖dA(t)‖, and ‖E(t)‖ are
square-integrable on finite intervals of t, and that d∗E(t) = 0 for almost all t.
We choose this as our preferred kinematical phase space. This means that, for
us, X consists of pairs X = A⊕ E such that
A(t)⊕ E(t) ∈ dom{d:L2Ω1S → L2Ω2S} ⊕ ker{d∗:L2Ω1S → L2Ω0S} for almost all t
and ‖X(t)‖ is square-integrable on bounded intervals of t.
On this space, Equation (2.21) is automatically satisfied and the Lagrangian
L[X ] = (E, A˙)− 1
2
[(E,E) + (dA, dA)] (2.24)
leads to the additional Maxwell Equations (2.22) and (2.23).
2.2.3 Dynamical phase space
The space of solution of the Maxwell equations in the temporal gauge (2.21)–
(2.23) is the dynamical phase space of the theory. Because the Maxwell equations
are linear, the space of their solutions is a linear subspace of the kinematical phase
space X. The global hyperbolicity of M implies that, in the temporal gauge, the
Maxwell equations form a hyperbolic system of partial differential equations. Then,
each solution of the equations of motion is uniquely determined by its restriction
to a surface of constant t (initial data at time t), so each such surface provides a
coordinatization of the dynamical phase space in terms of a pair of 1-forms on S.
In other words, we adopt the point of view that the dynamical phase space consists
of time-dependent solutions A ⊕ E of the equations of motion, that data X(t) =
A(t)⊕E(t) at time t are a coordinatization of the phase space, and that time evolution
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is a change of coordinates in phase space. Under this interpretation, it can be argued
that it is a bad thing to concentrate too much on the time evolution of initial data.
We proceed to do just this, however.
From any of the definitions of the kinematical phase space X in the previous
section it follows that, for almost all t, initial data X(t) = A(t) ⊕ E(t) are such
that A(t) ∈ dom{d:L2Ω1S → L2Ω2S} and E(t) ∈ dom{d∗:L2Ω1S → L2Ω0S}. This
means that the space of solutions of Maxwell’s equations is isomorphic to a (dense,
at least) subspace of
D = dom{d:L2Ω1S → L2Ω2S} ⊕ ker{d∗:L2Ω1S → L2Ω0S}.
The Hamiltonian
Ht = 1
2
[
(E(t), E(t)) + (dA(t), dA(t))
]
(2.25)
can be directly read off from the form of the Lagrangian in Equation (2.24) and it is
preserved by time evolution. What this means is that, although the Hamiltonian is
defined on a particular surface of constant t, it is independent of t as long as A⊕E sat-
isfies the equations of motion. In other words, the Hamiltonian is time-dependent—
and thus ill-defined as a single functional—on the kinematical phase space, but is
coordinate-independent on the dynamical phase space. Moreover, D imposes just the
right decay and smoothness conditions on A(t) and E(t) so that D is exactly the
space of initial data X(t) satisfying the Gauss law d∗E(t) = 0 and for which H is
finite.
The so-called Noether current can also be read off directly, in this case from the
total derivative term in the first variation of the Lagrangian, Equation (2.20). The
Noether current is a variational 1-form on the dynamical phase space D which, for
electromagnetism, takes the form
θt = (E(t), δA(t)).
The Noether current can be used to obtain conserved quantities associated to contin-
uous transformations of the fields. Indeed, If X = A⊕E is a solution of the equations
of motion,
θt − θ0 = δS[X ].
This means that, if X depends on a parameter τ such that ∂τS[X ] = 0, then
θt(∂τ ) = (E(t), ∂τA(t))
is independent of t and so is a conserved quantity of the equations of motion. This
means θ is well-defined on D. Conversely, if X = A ⊕ E were not a solution of the
equations of motion the Noether current would depend on t, and so θ really should
not be interpreted as a 1-form on X.
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For instance, the one-parameter gauge transformation given by ∂φA = dφ leaves
the action invariant, and in that case θ(∂φ) = (d
∗E, φ). The conserved quantity as-
sociated to gauge transformations of this form is, therefore, d∗E. Although Gauss’
law makes this seem trivial, this conservation law is nontrivial when the Maxwell
equations are coupled to matter, in which case d∗E equals the electric charge, and
therefore the conservation law associated to gauge invariance is electric charge con-
servation. When the surface S at constant t has nontrivial continuous isometries,
∂τA = LξA where ξ is the Killing field generating the isometries and Lξ denotes
the Lie derivative with respect to it. In that case, the Noether current evaluates
to θ(∂τ ) = (E,LξA), which is the conserved quantity associated to the isometry. This
is one way to define the momentum and angular momentum of the electromagnetic
field on homogeneous, rotationally invariant or isotropic spaces, such as Minkowski
space. It also shows that, when space has no continuous isometries, there is no global
generalization of the linear and angular momenta of the electromagnetic field.
The variational exterior derivative of the Noether current is the pre-symplectic
structure
ωt = (δE(t), δA(t))− (δA(t), δE(t)), (2.26)
which is an variational 2-form. Like the Hamiltonian, though ostensibly defined for
data on a surface of constant t and thus time-dependent, the pre-symplectic struc-
ture ω is finite and conserved by time evolution if it is evaluated at a solution X on
two variations compatible with the equations of motion (that is, two tangent vectors
to D at the same X ∈ D).
Because the dynamical phase space D is defined by Equation (2.21), ω has null
directions consisting precisely of all variations of the form
∂φA = dφ,
which are the gauge transformations remaining after choosing the temporal gauge.
This means that ω is indeed degenerate, and that the degeneracy is related to gauge
freedom.
2.2.4 Physical phase space
We have seen that the Gauss law constraint generates the gauge transformations
A 7→ A+ dφ,
and two sets of initial data A⊕E and A′ ⊕E ′ are physically equivalent if they differ
by a transformation of this form. Thus, taking the quotient of D by this equivalence
relation we should obtain the physical phase space of the Maxwell theory,
P =
dom{d:L2Ω1S → L2Ω2S}
ran{d:L2Ω0S → L2Ω1S}
⊕ ker{d∗:L2Ω1S → L2Ω0S}. (2.27)
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In words, the physical phase space consists of pairs [A]⊕E where: [A] is an equivalence
class of square-integrable 1-forms on S with square-integrable exterior derivatives
modulo L2 limits of the exterior derivatives of square-integrable functions on S; and E
is a square-integrable 1-form on S with vanishing divergence.
Note that the Hamiltonian of Equation (2.25) is manifestly independent of any
choice of representative in the gauge equivalence class of A. On the other hand, the
(now nondegenerate) symplectic structure (2.26) is gauge-independent only because
of Gauss’ law, as
(A+ dβ, E) = (A,E) + (β, d∗E) = (A,E).
The first direct summand in Equation (2.27),
A =
dom{d:L2Ω1S → L2Ω2S}
ran{d:L2Ω0S → L2Ω1S}
,
has a natural Hilbert-space norm
‖[A]‖2
A
= inf
φ∈Ω0
(A+ dφ,A+ dφ) + (dA, dA), (2.28)
which combines the natural norm on a quotient space with the natural Sobolev norm
on dom{d:L2Ω1S → L2Ω2S}. The second summand is simply
E = ker{d∗:L2Ω1 → L2Ω0} with ‖E‖2
E
= (E,E),
and the natural norm on P = A ⊕ E is the sum of the two. The Hamiltonian and
symplectic structure on P are continous with respect to these norms.
2.3 Free and oscillating modes
Since the definition of the physical phase space P is rather technical, let us ex-
pound on it a bit. A point in the classical phase space is a pair [A] ⊕ E where: the
vector potential [A] is an equivalence class of square-integrable 1-forms modulo gauge
transformations, with square-integrable exterior derivatives; and the electric field E
is a square-integrable 1-form satisfying the Gauss law. Our definition of the physical
phase space ensures that it contains precisely such pairs for which the Hamiltonian
(physically, the energy) H is finite and the symplectic structure ω is well-defined.
It also makes the gauge equivalence relation precise, and makes precise the sense in
which the Gauss law holds.
Note that the physical phase space P does not necessarily contain all finite-energy
initial data for Maxwell’s equations, since we are imposing the additional condition
that ([A], [A]) <∞ to make the symplectic structure well-defined. If we omitted this
condition we could define a real Hilbert space consisting of all finite-energy initial data
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for Maxwell’s equations, but the symplectic structure would only be densely defined
on this space. This is a gauge-independent condition because ([A], [A]) smallest L2
norm among all the vector potentials in the same gauge-equivalence class; one could
fix the gauge by choosing the representative A such that (A,A) = ([A], [A]), but that
is not necessary.
Observe now that the phase space P and the Hamiltonian H are defined very sim-
ply in terms of d and d∗, and recall the Kodaira orthogonal-direct-sum decomposition
L2Ω1S = rand0 ⊕ ker∆1 ⊕ ran d∗1
where ∆1 = d
∗
1d1 + d0d
∗
0:L
2Ω1S → L2Ω1S. We prove a general version of the Kodaira
decomposition in Section 2.4. In the present section we use the decomposition to
write P as the direct sum of a part Pf containing the Aharonov–Bohm modes or
free modes, and a part Po containing the more familiar oscillating modes of the
electromagnetic field. We will see that it is convenient to treat the classical dynamics
of Maxwell theory separately on these two parts, but putting the results together
we shall see that time evolution acts as a strongly continuous 1-parameter group
of symplectic transformations on P. Note that, at least in the classical theory, the
separation of the oscillating and free modes is a matter of convenience.
Before embarking on the mathematical details of the Kodaira decomposition, let
us explore its physical significance for the classical phase space of electromagnetism.
2.3.1 The space of pure-gauge potentials
Observe that, in our definition of the physical phase space, Equation (2.27), we
have taken the space of ‘pure gauge’ vector potentials to be ran d0. This is subtly
different from the common assumption that pure gauge potentials are derivatives of
arbitrary smooth scalar functions. Instead, we are saying they lie in the closure of
the space of derivatives of square-integrable functions. While these nuances may seem
merely pedantic, they have have dramatic consequences in certain situations which
we discuss in Section 4. The simplest example, in 2 + 1 dimensions, is when S is the
hyperbolic plane, which has an infinite-dimensional space of square-integrable 1-forms
that are exterior derivatives of smooth functions which are not square-integrable, so
the 1-forms are not pure gauge by our definition.
Physically, as we are restricting the class of allowed gauge transformations (es-
sentially to be compactly supported), in general there will be vector potentials that
would na¨ıvely be considered pure gauge but should not, because they involve a change
of gauge on an effectively infinite volume. However, these additional modes cannot
be detected by any experiment carried out on a finite volume, and so one could ar-
gue that they should be discarded after all. However, these vector potentials are
canonically conjugate to static electric fields with finite energy, and so are required in
the canonical formulation of electromagnetism. This is even more important if these
electric field modes are to be quantized.
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Mathematically, our definition is natural thanks to the Kodaira decomposition,
and it leads to consistent classical and quantum theories, except possibly (see chap-
ters 4 and 6) in the case when the space of harmonic vector potentials is infinite-
dimensional.
As for the electric field E, the space ran d0 is orthogonal to ker d
∗
0, so square-
integrable electric fields satisfying the Gauss’ law constraint d∗0E = 0 belong to ker∆1⊕
ran d∗1.
2.3.2 Aharonov–Bohm modes
The space ker∆1 consists of square-integrable harmonic 1-forms. For any vector
potential A in this space, the magnetic field dA vanishes. If the manifold S is compact,
Hodge’s theorem asserts that this space is isomorphic to the first de Rham cohomology
of S, a topological invariant, and vector potentials in this space can be detected
by their holonomies around noncontractible loops, as in the Aharonov–Bohm effect.
Thus, in the compact case, it makes perfect sense to call ker∆1 the configuration
space of ‘Aharonov–Bohm’ or ‘topological’ modes of the electromagnetic field.
The situation is subtler if S is noncompact. In this case ker∆1 is called the
‘first L2 cohomology group’ of S. The L2 cohomology of a non-compact Riemannian
manifold can differ from the de Rham cohomology, and it depends on the metric,
so it is not a topological invariant. By analogy with the compact case we still call
harmonic vector potentials ‘Aharonov–Bohm’ modes. As we shall see, sometimes
there are Aharonov–Bohm modes even when S is contractible. On the other hand,
sometimes there are no Aharonov–Bohm modes when they would be expected on
elementary topological considerations. Finally, the space of Aharonov–Bohm modes
may be infinite-dimensional. These facts make it a bit trickier to understand vector
potentials in ker∆ as topological Aharonov–Bohm modes. However, at least for
certain large classes of well-behaved manifolds, it still seems to be possible. We
review some of these results in Section 4.
2.3.3 Decomposition into free and oscillating modes
We now apply the Kodaira decomposition to the physical phase space P, in order
to understand the Aharonov–Bohm modes more deeply, as well as the meaning of the
third summand ran δ1 in the Kodaira decomposition.
The Kodaira decomposition allows us write P as a direct sum Po⊕Pf of ‘oscillat-
ing’ and ‘free’ modes of the electromagnetic field. The oscillating modes are familiar
from electromagnetism on Minkowski spacetime. The free modes are those relevant
to the Aharonov–Bohm effect; we call them ‘free’ because the equations of motion for
these modes are mathematically analogous to those of a free particle, as we shall see.
To see this in detail, first recall that
P = A⊕E
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where
A = domd1/ ran d0
E = ker d∗1.
The Kodaira decomposition lets us split A and E into ‘oscillating’ and ‘free’ parts:
A ∼= Ao ⊕Af
E = Eo ⊕ Ef ,
where
Ao = domd1 ∩ ran d∗1 Af = ker∆
Eo = rand∗1 Ef = ker∆.
Note that the difference betweenAo andEo is coming from the different norms: ‖[A]‖2+
‖dA‖2 versus ‖E‖2. This decomposition lets us write the classical phase space as a
direct sum of real Hilbert spaces
P = Po ⊕Pf ,
where
Po = Ao ⊕ Eo
Pf = Af ⊕ Ef .
This splitting respects the symplectic structure and also the Hamiltonian on P, so
time evolution acts independently on the oscillating and free part of any initial data
[A]⊕ E ∈ P.
2.3.4 The oscillating sector
For modes A⊕E ∈ Po, Maxwell’s equations say:{
∂tA = E
∂tE = −∆A,
a generalization of the equations of motion for a harmonic oscillator. This is why
we call Po the phase space of ‘oscillating’ modes. The Hamiltonian on Po is also of
harmonic oscillator type:
H [A⊕ E] = 1
2
[(dA|dA) + (E|E)].
If we rewrite the above version of Maxwell’s equations as a single integral equation,
we find it has solutions of the form(
A
E
)
7→ To(t)
(
A
E
)
=
(
cos(t
√
∆) sin(t
√
∆) /
√
∆
−√∆ sin(t√∆) cos(t√∆)
)(
A
E
)
(2.29)
where we define functions of ∆ using the functional calculus [RS80]. The time evo-
lution operators To(t) form a strongly continuous group of bounded operators on Po.
This follows from three facts:
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• ‖To(t)‖ is finite for all t.
• To(t)To(s) = To(t+s) for all real s, t. This involves simple formal manipulations
(as if ∆ were a positive number) allowed by the functional calculus.
• limt→0 To(t)φ = φ for all φ ∈ Xo. This is a straightforward calculation.
2.3.5 The free sector
On the other hand, the space Pf consists of initial data where the vector potential
and electric field are harmonic; these are the states relevant to the Aharonov–Bohm
effect. For modes A⊕E ∈ Pf , Maxwell’s equations become{
∂tA = E
∂tE = 0
These are analogous to the equations of motion for a free particle on the line, with A
playing the role of position and E playing the role of momentum. This is why we
call Pf the phase space of ‘free’ modes. The Hamiltonian on this space is also analo-
gous to the kinetic energy of a free particle:
H [A⊕ E] = 1
2
(E | E).
Solving the equations of motion, we see that time evolution acts on Pf as follows:(
A
E
)
7→ Tf (t)
(
A
E
)
=
(
1 t
0 1
)(
A
E
)
(2.30)
The time evolution operators Tf (t) form a norm-continuous group of bounded oper-
ators on Pf . Indeed:
• 1 ≤ ‖Tf (t)‖2 ≤ 2 + t2, so ‖Tf(t)‖ is finite for all t.
• Tf(t)Tf (s) = Tf (t+ s) for all real s, t, trivially.
• limt→0 Tf (t) = V (0) in the norm topology, since it is easily seen that ‖Tf(t) −
Tf(0)‖ = |t|.
A key ingredient in these calculations is that (dA|dA) = 0 identically on Pf .
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2.4 Summary
In this section we summarize the mathematical and physical content of the present
chapter in two results. The first, Theorem 5, gathers all the important analysis results
concerning the exterior derivative operator on square-integrable differential forms on
a complete Riemannian manifold. The second, Result ?? describes the phase space of
vacuum electromagnetism in 3+1 dimensions as a real Hilbert space with a continuous
quadratic and nonnegative Hamiltonian, and a continuous symplectic structure.
We can combine into a single theorem Gaffney’s Proposition 3 about the oper-
ators d and δ on a complete Riemannian manifold and the version of the Kodaira
decomposition (Proposition 6) which was essential to the physical interpretation of
the phase space of Maxwell’s theory in the preceding section:
Theorem 5. Let S be a smooth manifold equipped with a complete Riemannian met-
ric g. Then the formally adjoint operators
C∞0 Ω
k
S
dk //
C∞0 Ω
k+1
S
d∗k
oo
have mutually adjoint closures
L2ΩkS
dk //
L2Ωk+1S
d∗k
oo .
These closed operators satisfy
ran dk−1 ⊆ ker dk, ran d∗k ⊆ ker d∗k−1
and there is a Hilbert-space direct-sum decomposition
L2Ωk = ran dk−1 ⊕ ker∆k ⊕ ran δk.
where the Laplacian on k-forms,
∆k = δkdk + dk−1δk−1,
is a nonnegative densely defined self-adjoint operator on L2Ωk.
Proof. The properties of the operators d and d∗ are the subject of Section 2.1.3.
We postpone proving the self-adjointness of the Laplacian to Corollary 15 in the
next chapter. To prove the desired direct sum decomposition, we apply the general
Kodaira decomposition (Proposition 6 below) to
L2Ωk−1
dk−1 //
L2Ωk
d∗k−1
oo
dk //
L2Ωk+1
d∗k
oo
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and obtain
L2Ωk = randk−1 ⊕ ker∆k ⊕ ran d∗k.
where
∆k = d
∗
kdk + dk−1d
∗
k−1
is the Laplacian on 1-forms.
It remains only to prove the following general form of the Kodaira decomposition,
which is itself a generalization of the usual Hodge decomposition for differential forms
on a compact Riemannian manifold.
Proposition 6 (Kodaira decomposition). If
H
S−−−→ H ′ T−−−→ H ′′
are densely defined closed operators and ranS ⊆ ker T , then
H ′ = ranT ∗ ⊕ ker(T ∗T + SS∗)⊕ ranS.
Proof. We break the proof down into a series of lemmas. In the following results and
proofs, all the spaces we will consider will be Hilbert spaces. The proofs work equally
well for real or complex Hilbert spaces, but in our application they will be real.
Lemma 7. If
H
T−−−→ H ′
is a densely defined operator, then
ker T ∗ = (ranT )⊥ and ker T = (ranT ∗)⊥ ∩ domT.
Proof. Since (φ | Tψ)′ = (T ∗φ | ψ) for all φ ∈ domT ∗ and ψ ∈ domT , it follows
that ker T ∗ ⊥ ranT and ker T ⊥ ranT ∗. Since T is densely defined, (ranT )⊥ ⊆
domT ∗.
The following lemma guarantees that the closed operators d and d∗ satisfy
ran dk−1 ⊆ ker dk, ran d∗k ⊆ ker dk−1.
Lemma 8. If
H
S−−−→ H ′ T−−−→ H ′′
are densely defined operators and ranS ⊆ ker T , then
ranT ∗ ⊆ kerS∗.
Proof. Since ranS ⊆ ker T , for all φ ∈ domT ∗ and ψ ∈ domS we have
(T ∗φ | Sψ)′ = (φ | TSψ)′′ = (φ | 0)′′ = 0 = (0 | ψ),
so ranT ∗ ⊆ ker S∗.
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Corollary 9. If
H
S−−−→ H ′ T−−−→ H ′′
are densely defined closable operators and ranS ⊆ ker T , then
ranS ⊆ ker T .
Proof. By Lemma 2, since S, T are closable, S∗ and T ∗ are densely defined and
S = S∗∗ and T = T ∗∗. Then, ranS ⊆ ker T implies ranT ∗ ⊆ kerS∗, so ranS∗∗ ⊆
ker T ∗∗.
We are now ready to finish the proof of the Kodaira decomposition. The hypothe-
ses of Proposition 6 guarantee that S∗ and T ∗ are densely defined closed operators
and T = T ∗∗ and S = S∗∗ (Lemma 2), so
ker T = ker T ∗∗ = (ranT ∗)⊥ and ker S∗ = (ranS)⊥.
Then,
H ′ = ker T ⊕ ranT ∗ = ker S∗ ⊕ ranS
which, together with the inclusions ranS ⊆ ker T and ranT ∗ ⊆ ker S∗ (Lemma 8),
implies
H ′ = ranT ∗ ⊕ (ker T ∩ ker S∗)⊕ ranS.
Finally, we know
(ker T ∩ kerS∗) ⊆ (ker(T ∗T ) ∩ ker(SS∗)) ⊆ ker(T ∗T + S∗S).
The result then follows from ker(T ∗T+S∗S) ⊆ (ker T∩ker S∗). Assume ψ ∈ ker(T ∗T+
SS∗); then
(ψ | 0)′ = (ψ | (T ∗T + SS∗)ψ)′ = (ψ | T ∗Tψ)′ + (ψ | S∗∗S∗ψ)′
so that
0 = (Tψ | Tψ)′′ + (S∗ψ | S∗ψ),
which implies ψ ∈ ker T ∩ ker S∗.
We end this chapter with a ‘physical theorem’ gathering all the results of physical
interest about the phase space of electromagnetism that we proved in this chapter.
Result 10. Let M be a (3+1)-dimensional static, globally hyperbolic spacetime, with
metric
gM = e
2Φ(−dt2 + g).
Then, electromagnetism on M with gauge group R has as its phase space the real
Hilbert space
P =
dom{d:L2Ω1S → L2Ω2S}
ran{d:L2Ω0S → L2Ω1S}
⊕ ker{d∗:L2Ω1S → L2Ω0S},
37
with continuous symplectic structure
ω(X,X ′) = (E,A′)− (E ′, A)
where X = [A]⊕E and X ′ = [A′]⊕E ′ lie in P, and
(α, β) =
∫
S
g(α, β)vol
is the canonical inner product induced on ΩkS by the optical metric g on S. The
Hamiltonian is the continuous quadratic form
H [X ] =
1
2
[(E,E) + (dA, dA)].
There phase space splits naturally into two sectors,
P = Po ⊕Pf ,
and the direct summands
Pf = P ∩ ker∆ and Po = P ∩ ran d∗1
are preserved by time evolution. On Po, time evolution takes the form(
A
E
)
7→ To(t)
(
A
E
)
=
(
cos(t
√
∆) sin(t
√
∆) /
√
∆
−√∆ sin(t√∆) cos(t√∆)
)(
A
E
)
while on Pf it takes the form(
A
E
)
7→ Tf (t)
(
A
E
)
=
(
1 t
0 1
)(
A
E
)
.
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Chapter 3
p-form electromagnetism in n + 1
dimensions
In this chapter we generalize the results of the last chapter to electromagnetism
on spacetimes of arbitrary dimension n + 1. As before, we take our spacetime to be
of the form R× S, equipped with the Lorentzian metric
gM = e
2Φ(−dt2 + g)
where g is a complete Riemannian metric on S. The only difference is that now
S is n-dimensional instead of 3-dimensional. However, this means that Maxwell’s
equations are no longer conformally invariant, so the ‘gravitational potential’ Φ plays
a more significant role. To see why, recall that the Maxwell action is still given by
S[AM ] = −1
2
∫
M
gM(FM , FM) volM
where
FM = dt ∧ (∂tA− dA0) + dA.
By Equation (2.6),
gM(FM , FM) = e
−4Φ [−g(∂tA− dA0, ∂tA− dA0) + g(dA, dA)]
and, by Equation (2.3),
volM = e
(n+1)Φvol ∧ dt
where vol is the volume form on space. Hence, we have
S[A,A0] = 1
2
∫
M
[g(∂tA− dA0, ∂tA− dA0)− g(dA, dA)] e(n−3)Φvol ∧ dt.
The factors involving Φ cancel only if n = 3, indicating conformal invariance. In
other dimensions, the most elegant way to deal with these factors involving Φ is to
redefine the fields A0 and A by setting
AM = e
− 1
2
(n−3)Φ(dt ∧ A0 + A),
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and then to ‘twist’ the exterior derivative of differential forms on space, defining a
new operator
D = e−
1
2
(n−3)Φ d e
1
2
(n−3)Φ.
The action is then
S[A,A0] = 1
2
∫
M
[g(∂tA−DA0, ∂tA−DA0)− g(DA,DA)]vol ∧ dt
which is formally just like equation (2.17) was in the (3 + 1)-dimensional case, but
with rescaled fields A and A0, and with the twisted exterior derivative D replacing
the usual d.
With the help of this formal equivalence, the whole theory goes through almost
exactly as before. In particular, if we let L2Ωp be the Hilbert space consisting of all
square-integrable p-forms on S, there are mutually adjoint operators
L2Ω0
D0 //
L2Ω1
D∗0
oo
D1 //
L2Ω2
D∗1
oo
Using the Kodaira decomposition for this sequence we obtain
L2Ω1 = ranD0 ⊕ kerL1 ⊕ ranD∗1
where now the Laplacian is replaced by the ‘twisted Laplacian’ L1, a nonnegative
self-adjoint operator on 1-forms given by
L1 = D
∗
1D1 +D0D
∗
0.
In fact, having come this far, it would be a pity not to treat ‘p-form electromag-
netism’, a generalization of Maxwell’s equations in which the electromagnetic vector
potential is replaced by a p-form. The general case was treated by Henneaux and
Teitelboim [HT86]. For p = 0, this theory is just the massless neutral scalar field.
For p = 2, it is the Kalb–Ramond field arising naturally in string theory [GSW87,
Section 3.4.5][KR74], while for p = 3 it plays a part in 11-dimensional supergravity
[Duf99]. All our formulas generalize painlessly to these theories in the absence of
charges. Starting with the p-form AM on spacetime, we define a field strength tensor
FM = dMAM , and take the action of the theory to be
S[AM ] = −1
2
∫
M
gM(FM , FM) volM .
This action gives equations of motion and gauge symmetries having the same form
as in Maxwell theory. Furthermore, if we set
AM = e
− 1
2
(n−2p−1)Φ(dt ∧A0 + A)
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and define the twisted differential D as follows:
D = e
1
2
(n−2p−1)Φde−
1
2
(n−2p−1)Φ,
we obtain
S[A,A0] = 1
2
∫
R
[(∂tA−DA0, ∂tA−DA0)− (DA,DA)]dt
in complete analogy with ordinary Maxwell theory. This allows us to generalize all
our results on Maxwell’s equations to the p-form case.
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3.1 Spacetime Geometry
Wemodel spacetime as an (n+1)-dimensional smooth manifoldM with a Lorentzian
metric of signature (−+ · · ·+). We assume that M = R× S for some smooth mani-
fold S, and that the metric on M is of the form
gM = −e2Φdt2 + gS
where gS is a Riemannian metric on S and Φ is a smooth real-valued function on S.
As in Equation (2.2) we write
gM = e
2Φ(−dt2 + g)
where the ‘optical metric’ g is given by g = e−2ΦgS. We assume that g makes S into a
complete Riemannian manifold, since this is a necessary and sufficient condition forM
to be a globally hyperbolic spacetime with the surfaces {t = c} as Cauchy surfaces.
For a more complete discussion, refer back to Section 2.1. As before, all fields on
spacetime carry the subscript ‘M ’; fields on space are written without subscript or
with the subscript 0. To study p-form electromagnetism we need to fix an integer p
with 0 ≤ p ≤ n. Then, any k-form αM on M can be uniquely decomposed as
αM = e
− 1
2
(n−2p−1)Φ(dt ∧ α0 + α)
where α is a time-dependent k-form on S and α0 a time-dependent (k−1)-form on S.
As explained in the previous section, the strange-looking factor involving Φ is chosen
to simplify things later.
The metric gM induces a metric on the k-forms on spacetime, which we also
call gM , and similarly for the metric g on space. In terms of spatial and temporal
parts, these are related by:
gM(αM , α
′
M) = e
−(n+2k−2p−1)Φ [−g(α0, β0) + g(α, β)] . (3.1)
Assuming that S is oriented, the metrics gM and g determine volume forms volM
on M and vol on S, which are related by
volM = e
(n+1)Φvol ∧ dt. (3.2)
Again, it would be possible to deal with the nonorientable case by working with
densities instead of forms. As before, we define an inner product (· | ·) on k-forms on
space by Equation (2.7), namely
(α, β) =
∫
S
g(α, β) vol,
and define L2Ωk to be the space of measurable k-forms α on S such that (α | α) <∞.
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We define the twisted exterior derivative Dk:C
∞
0 Ω
k
S → C∞0 Ωk+1S by
Dk = e
1
2
(n−2p−1)Φdke
− 1
2
(n−2p−1)Φ. (3.3)
This operator has a formal adjoint
D†k = e
− 1
2
(n−2p−1)Φδk+1e
1
2
(n−2p−1)Φ (3.4)
meaning that
(D†kα, β) = (α,Dkβ) (3.5)
whenever α ∈ C∞0 Ωk+1 and β ∈ C∞0 Ωk. In what follows we shall omit the subscript ‘k’
from the operators Dk and D
†
k when it is clear from context.
In Section (3.3) we shall show that these operators have mutually adjoint clo-
sures Dk:L
2ΩkS → L2Ωk+1S and D∗k:L2Ωk+1S → ΩkS, and that the operators DkD†k
andD†kDk are both essentially self-adjoint, meaning that their respective closures,DkD
∗
k
and D∗kDk, are their unique self-adjoint extensions [RS80, §VIII.2].
3.2 p-Form electromagnetism
In p-form electromagnetism we take the vector potential as a p-form on space-
time, AM , and take the action to be
S[AM ] = −1
2
∫
M
gM(FM , FM) volM
where the field strength tensor FM is given by
FM = dMAM
In terms of the twisted exterior derivative defined in Equation (3.3), the field strength
tensor equals
FM = (dt ∧ ∂t + d)AM
= (dt ∧ ∂t + d)e− 12 (n−2p−1)Φ(dt ∧ A0 + A)
= e−
1
2
(n−2p−1)Φ(dt ∧ ∂t +D)(dt ∧ A0 + A)
= e−
1
2
(n−2p−1)Φ[dt ∧ (∂tA−DA0) +DA].
With the help of equations (3.1)–(3.2), this means that the action can be written as
S = 1
2
∫
R
∫
M
[g(∂tA−DA0, ∂tA−DA0)− g(DA,DA)]volM
=
1
2
∫
R
[(∂tA−DA0, ∂tA−DA0)− (DA,DA)] dt. (3.6)
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Note the complete analogy with Equation (2.17). This action gives the following
equations of motion: {
∂tDA = DA0
∂2tA = −D†DA+ ∂tDA0.
The equations of p-form electromagnetism admit gauge symmetries of the form
AM 7→ AM + dMβM
where βM is a (p − 1)-form on spacetime. Thus, to obtain evolution equations, we
work in temporal gauge, which amounts to setting A0 = 0. The above equations can
then be written as 

D†E = 0
∂tA = E
∂tE = −D†DA.
The Gauss law constraint D†E = 0 generates gauge transformations of the form
A 7→ A +Dβ
where β is a (p− 1)-form on spacetime. Two pairs A⊕E are physically equivalent if
they differ by such a transformation. Thus, ignoring analytical subtleties, the phase
space of p-form electromagnetism consists of pairs [A]⊕E where [A] is an equivalence
class of p-forms on S modulo those of the form Dβ (twisted-exact), and E is a p-form
on S satisfying D†E = 0 (twisted-divergenceless). The Hamiltonian on this phase
space is easily seen to be
H [[A]⊕ E] = 1
2
[(DA,DA) + (E,E)].
and the symplectic structure is
ω[[A]⊕ E, [A′]⊕ E ′] = (A,E ′)− (E,A′).
Again as in the case of 3 + 1 dimensions, (Dβ,E) = (β,D†E) = 0 implies that the
symplectic structure is gauge-invariant.
All these formulas have analogues in Section 2, so to generalize all the results of
that section we only need to generalize Theorem 5 to the present context. In other
words, first we must show that the operators
C∞0 Ω
k
D //
C∞0 Ω
k+1
D†
oo
have mutually adjoint closures, which we write as
L2Ωk
D //
L2Ωk+1
D∗
oo .
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Then we must prove a version of the Kodaira decomposition saying that
L2Ωp = ranDp−1 ⊕ kerLp ⊕ ranD∗p
where the twisted Laplacian on k-forms,
Lp = D
∗
pDp +Dp−1D
∗
p−1,
is a nonnegative self-adjoint operator on L2Ωp. We do all this in Section 3.3 below.
Using these facts, we define the classical phase space for p-form electromagnetism
to be
P = A⊕E
where
A = domDp/ ranDp−1
E = kerDp.
As with the Maxwell theory in 3+1 dimensions, P becomes a real Hilbert space space
if we define
‖[A]⊕E‖2 = ([A], [A]) + (dA, dA) + (E | E),
where ([A], [A]′) can be defined on gauge equivalence classes using the fact that, by the
Kodaira decomposition, L2Ωp/ranDp−1 is canonically isomorphic to ranD
⊥
p , which
inherits an inner product by virtue of being a subspace of L2Ωp.
As before, we can split the spaces A and E into ‘oscillating’ and ‘free’ parts:
A = Ao ⊕Af
E = Eo ⊕ Ef ,
where
Ao = domDp ∩ ranD∗p Af = kerLp
Eo = ranD∗p Ef = kerLp.
These decompositions let us write the classical phase space as a direct sum of real
Hilbert spaces:
P = Po ⊕Pf ,
where
Po = Ao ⊕ Eo
Pf = Af ⊕ Ef .
This is also a direct sum of symplectic vector spaces, and the Hamiltonian is a sum
of separate Hamiltonians on Po and Pf . As a result, time evolution acts by sym-
plectic transformations, independently on the oscillating and free parts of any initial
data [A]⊕E ∈ P.
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For modes [A]⊕E ∈ Po, the Hamiltonian resembles that of a harmonic oscillator:
H [A⊕ E] = 1
2
[(DA,DA) + (E,E)]
and the equations of motion are {
∂tA = E
∂tE = −LA,
where we write the twisted Laplacian Lp simply as L. The solutions of the corre-
sponding integral equation are given by(
A
E
)
7→
(
cos(t
√
L) sin(t
√
L) /
√
L
−√L sin(t√L) cos(t√L)
)(
A
E
)
(3.7)
where we use the functional calculus to define functions of L. The proof that this is a
strongly continuous 1-parameter group of bounded operators is essentially the same
as the one sketched after Equation (2.29).
For modes [A]⊕E ∈ Pf , the Hamiltonian resembles that of a free particle:
H [[A]⊕ E] = 1
2
(E,E)
and the equations of motion are {
∂tA = E
∂tE = 0.
The solutions of the equations of motion are given by(
A
E
)
7→
(
1 t
0 1
)(
A
E
)
Note that, in the case of free modes, nothing besides the definition of the Laplacian
has changed from the case of 1-forms in 3+1 dimensions. In particular, time evolution
is given by the very same Equation (2.30).
3.3 Mathematical details
The results we need to make our work in the previous section rigorous are all
contained in this theorem:
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Theorem 11. Let S be a smooth n-dimensional manifold equipped with a complete
Riemannian metric g, and let Φ be a smooth real-valued function on S. Fix an integer
0 ≤ p ≤ n. Then for any integer k, the operators
C∞0 Ω
k
S
Dk //
C∞0 Ω
k+1
S
D†k
oo
defined in equations (3.3) and (3.4) have mutually adjoint closures, which we write
as
L2ΩkS
Dk //
L2Ωk+1S
D∗k
oo
These closures satisfy
ranDk−1 ⊆ kerDk, ranD∗k ⊆ kerD∗k−1,
and we obtain a direct sum decomposition
L2Ωk = ranDk−1 ⊕ kerLk ⊕ ranD∗k.
where the twisted Laplacian on k-forms,
Lk = D
∗
kDk +Dk−1D
∗
k−1,
is a nonnegative densely defined self-adjoint operator on L2Ωk.
Proof. Because of the twisting of the exterior derivative operator in Equation (3.3),
one cannot simply apply the proof of Theorem 5. The reason is that Gaffney’s Propo-
sition 3 depends on the specific properties of the ‘untwisted’ d and δ. However, the
generalization is in fact true, essentially because efde−f and d have the same first-
order part whenever f is a smooth function. This is made precise by an argument due
to Chernoff, which uses the concept of the ‘symbol’ of a differential operator. This
argument implies both a generalization of Proposition 3 and the self-adjointness of
the twisted Laplacian.
We begin by recalling Chernoff’s formalism [Che73], which is the key to proving
this theorem. Let S be a Riemannian manifold with metric g, and let E be any vector
bundle on S whose fiber at each point x ∈ S is equipped with an inner product 〈·, ·〉x
depending smoothly on x. The space of smooth compactly supported sections of this
vector bundle, denoted C∞0 E, is given an inner product
(α | β) =
∫
S
〈α(x), β(x)〉x volS,
where volS is the canonical volume form on S. The Hilbert space completion of C
∞
0 E
with respect to this inner product is denoted L2E.
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Assume that T :C∞0 E → C∞0 E is a first-order linear differential operator on E. Its
formal adjoint T † is again a first-order linear differential operator, defined by requiring
that
(α | Tβ) = (T †α | β) for all α, β ∈ C∞0 E.
The ‘symbol’ of T is defined by
σ(df, α) = T (fα)− fTα
for any C∞0 function f and any α ∈ C∞0 E. Note that σ(df, α) is a function on S
whose value at any point depends only on the values of df and α at that point.
If T + T † is equal to multiplication by a smooth function, we say the differential
equation ∂tα = Tα is a ‘symmetric hyperbolic system’. At any point x ∈ S, solutions
of this equation propagate at the speed
c(x) = sup{‖σ(df, α)‖x: ‖df‖x = ‖α‖x = 1}
where ‖df‖x is the norm of df at the point x, defined using the Riemannian metric g,
and ‖α‖x is the norm of α at the point x, defined using the inner product on the fiber
of E at x.
Chernoff then essentially proves the following theorem. Note that the Hilbert
spaces appearing in this theorem are complex, so to apply it to our real Hilbert
spaces we need to complexify them.
Lemma 12 (Chernoff). If the metric c−2g makes S into a complete Riemannian
manifold, the symmetric hyperbolic system ∂tα = Tα with initial data in C
∞
0 E has a
unique solution on R× S which is in C∞0 E for all t ∈ R. Moreover, if T is formally
skew-adjoint (T + T † = 0), then −iT and all its powers are essentially self-adjoint
on C∞0 E.
Sketch of proof. The basic idea is that when we solve the differential equation ∂tα =
Tα, perturbations propagate at speed 1 with respect to the metric c−2g. If this metric
is complete, information can never reach spacelike infinity in a finite amount of time.
Thus, given compactly supported smooth initial data, the equation ∂tα = Tα has
a solution α(t, x) such that α(t, ·) is compactly supported for all t—and smooth, by
general results on hyperbolic systems.
If T is formally skew-adjoint, one can show that the inner product of two solutions
is constant as a function of time:
d
dt
(α(t, ·) | β(t, ·)) = (Tα(t, ·) | β(t, ·)) + (α(t, ·) | Tβ(t, ·))
= (α(t, ·) | T †β(t, ·)) + (α(t, ·) | Tβ(t, ·))
= 0.
The crucial point here is that α(t, ·) and β(t, ·) are compactly supported for all t,
so there are no boundary terms: we only need the fact that T and T † are formal
adjoints.
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It follows that time evolution defines a one-parameter group of inner-product-
preserving transformations of C∞0 E, which by density extends uniquely to a one-
parameter unitary group U(t) on L2E. One can show that C∞0 E forms a ‘dense
invariant subspace of C∞ vectors’ for U(t); in other words, that C∞0 E is a dense
subspace of L2E, and that given initial data α in this subspace, the solution U(t)α
remains in this subspace for all times, defining an infinitely differentiable function
from R to L2E. By a theorem of Nelson [Nel59, Lemma 10.1], this implies that −iT
and all its powers are essentially self-adjoint on the domain C∞0 E, and that the closure
of −iT generates the one-parameter group U(t). The only new thing to check here
is the existence of the derivatives d
n
dtn
U(t)α, which one can show by repeatedly using
the differential equation d
dt
U(t)α = −iTU(t)α.
This result applies without modification to first-order differential equations like
the Dirac equation. To apply it to our problem, we resort to a well-known trick,
taking −iT to be the operator (
0 D†k
Dk 0
)
.
The essential self-adjointness of this operator will imply thatDk andD
†
k have mutually
adjoint closures:
Lemma 13. Let H1 and H2 be Hilbert spaces and let
H1
A // H2
B
oo
be densely defined operators that are formal adjoints of one another:
〈Aφ, ψ〉1 = 〈φ,Bψ〉2 for all φ ∈ domA,ψ ∈ domB.
Let H = H1 ⊕H2 and let S be the densely defined operator(
0 B
A 0
)
on H. If S is essentially self-adjoint, then A and B have mutually adjoint closures.
Proof. It is easy to verify that the closure of S is(
0 B
A 0
)
while the adjoint of the closure of S is(
0 (A)∗
(B)∗ 0
)
.
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If S is essentially self-adjoint, these two operators are equal. This implies that
(A)∗ = B
and
(B)∗ = A
so the closures of A and B are mutually adjoint.
Lemma 14. Suppose S is a complete Riemannian manifold and Φ a smooth real-
valued function on S. Let
T :L2ΩkS ⊕ L2Ωk+1S → L2ΩkS ⊕ L2Ωk+1S
be the densely defined operator (
0 iD†k
iDk 0
)
.
Then −iT and all its powers are essentially self-adjoint on C∞0 Ωk ⊕ C∞0 Ωk+1.
Proof. We show that the hypotheses of Lemma 12 apply to the operator T . Clearly
T is formally skew-adjoint, so it suffices to check that the equation ∂tα = Tα has
propagation speed c = 1.
First we consider the case where Φ = 0, so D = d and D† = δ. The symbol of the
operator d is
σd(df, α) = (d(fα)− fdα) = df ∧ α
for any α ∈ C∞0 ΩpS . The symbol of δ is
σδ(df, β) = −idfβ for any β ∈ C∞0 Ωp+1S ,
since
(σδ(df, β), γ) = (δ(fβ)− fδβ, γ) = −(β, d(fγ)− fdγ) = −(β, df ∧ γ) = −(idfβ, γ)
for any γ ∈ C∞0 ΩpS. It follows that the symbol of T is
σT (df, α⊕ β) = i(idhβ ⊕ df ∧ α).
To compute the propagation speed, note first that
‖σ(df, α⊕ β)‖2x = ‖df ∧ α‖2x + ‖idfβ‖2x
≤ ‖df‖2 (‖α‖2x + ‖β‖2x)
= ‖df‖2 (‖α⊕ β‖2x)
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so the propagation speed is ≤ 1. In fact the propagation speed is exactly 1, since
equality is achieved by letting df = dx1, α = dx2 ∧ · · · ∧ dxk+1, and β = 0 near x,
where dx1, . . . , dxn is a coordinate frame orthogonal at x.
To deal with the general case where Φ is nonzero, note that for any first-order
linear differential operator X and any smooth real-valued function h, the operator
ehXe−h has the same symbol as X . In particular, the operators d and D have the
same symbol, as do δ and D†. It follows that T always has the same symbol as it
does in the special case where Φ = 0, so the propagation speed is always 1.
Corollary 15. Under the same hypothesis as Lemma 14, the operators
C∞0 Ω
k
S
Dk //
C∞0 Ω
k+1
S
D†k
oo
have mutually adjoint closures, and the operators D†kDk and DkD
†
k−1 are essentially
self-adjoint on C∞0 Ω
k.
Proof. The first part follows immediately from Lemmas 13 and 14. For the second
part, note by Lemma 14 that T 2 = D†kDk⊕DkD†k is essentially self-adjoint on C∞0 Ωk⊕
C∞0 Ω
k+1. This implies that D†kDk and DkD
†
k are essentially self-adjoint.
We can now complete the proof of Theorem 11.
If we now use Dk and D
∗
k to stand for the mutually adjoint closures of the opera-
tors Dk and D
†
k, Lemma (8) implies that
ranDk−1 ⊆ kerDk, ranD∗k ⊆ kerD∗k−1,
so we can apply the Kodaira decomposition (Proposition 6) to see that
L2Ωk = ranDk−1 ⊕ kerLk ⊕ ranD∗k.
where
Lk = D
∗
kDk +Dk−1D
∗
k−1.
To conclude we only need to show that Lk is a non-negative self-adjoint operator.
With respect to the Kodaira decomposition this operator takes the block diagonal
form 
 Dk−1D∗k−1 0 00 0 0
0 0 D∗kDk

 .
It thus suffices to show that that D∗kDk and Dk−1D
∗
k−1 are nonnegative and self-
adjoint. By Lemma 14 we know these operators are essentially self-adjoint when
restricted to C∞0 Ω
k. So all that remains is to show that they are nonnegative. But
(x | D∗kDkx) = (Dkx | Dkx) ≥ 0 for all x ∈ domD∗kDk.
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We end this section with a ‘physical theorem’ entirely analogous to the Result 10
stated at the end of last chapter.
Result 16. Let M be a (n+1)-dimensional static globally hyperbolic spacetime, with
metric
gM = e
2Φ(−dt2 + g).
Then, p-form electromagnetism on M with gauge group R has as its phase space the
real Hilbert space
P =
dom{Dp:L2ΩpS → L2Ωp+1S }
ran{Dp−1:L2Ωp−1S → L2ΩpS}
⊕ ker{D∗p−1:L2ΩpS → L2Ωp−1S },
where
Dp = e
1
2
(n−2p−1)Φdpe
− 1
2
(n−2p−1)Φ
is the twisted exterior derivative. The phase space admits a continuous symplectic
structure
ω(X,X ′) = (E,A′)− (E ′, A)
where X = [A]⊕E and X ′ = [A′]⊕E ′ lie in P and
(α, β) =
∫
S
g(α, β)vol
is the canonical inner product induced on ΩkS by the optical metric g on S. The
Hamiltonian is the continuous quadratic form
H [X ] =
1
2
[(E,E) + (DpA,DpA)].
The phase space splits naturally into two sectors,
P = Po ⊕Pf ,
and the direct summands
Pf = P ∩ kerL and Po = P ∩ ranD∗p
are preserved by time evolution. On Po, time evolution takes the form(
A
E
)
7→ To(t)
(
A
E
)
=
(
cos(t
√
Lp) sin(t
√
Lp) /
√
Lp
−√Lp sin(t
√
Lp) cos(t
√
Lp)
)(
A
E
)
while on Pf it takes the form(
A
E
)
7→ Tf (t)
(
A
E
)
=
(
1 t
0 1
)(
A
E
)
.
52
Chapter 4
Hodge–de Rham theory on
noncompact manifolds
As we have seen, the space of harmonic differential forms, consisting of closed and
coclosed differential forms, plays a special role in the analysis of the phase space of
Maxwell’s equations: it corresponds to the space of physical vector potentials with
vanishing magnetic field (Aharonov–Bohm effect), and also to static electric fields
with no finite sources (charge without charge).
When space is compact, it is well known that the Hodge-de Rham theorem iden-
tifies the square-integrable, smooth and real cohomologies of a space, and that the
space of square-integrable harmonic forms coincides with the kernel of the Hodge
Laplacian ∆ = dδ + δd.
When space is noncompact everything becomes more complicated. To begin with,
the definition of the codifferential δ involves integration by parts. As a result, unless
space is complete in the optical metric it may be impossible to define the codifferential
(and hence the Laplacian) without specifying boundary conditions at infinity. When
the optical metric on space is complete, not only is there an unambiguous definition of
the codifferential and Laplacian, but the space of L2 harmonic forms is identified with
the kernel of the Hodge Laplacian, and it has a square-integrable cohomology inter-
pretation. However, the square-integrable cohomology is not a topological invariant,
as it depends crucially on the geometry at infinity.
These are the main questions one can ask about the Laplacian ∆ on a complete
Riemannian manifold [Lot97, Car01, Car02]:
1. Is the dimension of ker∆p finite or infinite? In physical terms, this is the
dimension of the space of p-form Aharonov–Bohm modes.
2. What are sufficient conditions for ker∆p to be trivial or finite-dimensional?
3. If ker∆p is finite-dimensional, does it have a topological interpretation?
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4. Is 0 in the essential spectrum of ∆p? Physically, this signals the presence of
infrared divergences for massless p-form fields. Conversely, if the essential spec-
trum is bounded away from 0, we have a mass gap for a free massless field
induced by the spatial geometry at infinity! Note that it is possible for 0 to be
in the essential spectrum of the Laplacian even if ker∆p is trivial, and that the
most familiar example of this is Euclidean Rn.
The answer to all of these questions depends on the behaviour of the curvature of
the optical metric at infinity, so even a massless field may acquire an ‘effective mass’.
In this chapter we collect some known facts and open issues about the space ker∆p
of harmonic p-forms and the spectrum of the Laplacian on a complete Riemannian
manifold S, and give physical interpretations of them. Although this chapter is a
review, it points out how rich the subject is compared to the amount of attention it
has received from physicists.
This chapter is based in part on the excellent review of harmonic forms on noncom-
pact manifolds by Carron [Car01] (in French), which includes his finite-dimensionality
results [Car99] obtained from Sobolev-type inequalities involving the curvature. An-
other paper of his [Car02] (in English) contains a shorter overview, and a geometrical
interpretation of the L2 cohomology of manifolds with flat ends (which are known to
have finite cohomologies). The L2 cohomology of hyperbolic manifolds is described
by Lott [Lot97]. The case of geometrically finite hyperbolic manifolds was obtained
by Mazzeo and Phillips [MP90], including a calculation of the essential spectrum
of the Laplacian. Mazzeo also calculated the cohomology and essential spectrum
of the Laplacian for conformally compact metrics [Maz88]. The L2 cohomology for
rotationally symmetric manifolds was obtained by Dodziuk [Dod79].
An additional complication is the ‘twisting’ of the cohomology complex:
L2Ωk−1S
d //
e
1
2 (n−2p−1)Φ

L2ΩkS
d //
e
1
2 (n−2p−1)Φ

L2Ωk+1S
e
1
2 (n−2p−1)Φ

L2Ωk−1S
D // L2ΩkS
D // L2Ωk+1S
For compact S the (smooth) function Φ is bounded, multiplication by e
1
2
(n−1−2p)Φ is
bi-continuous on each L2Ωk, the twisted L2 cohomology coincides with the ordinary
L2 cohomology, and the latter with the de Rham cohomology by Hodge’s theorem.
For non-compact S, however, Φ might be unbounded, in which case the twisted L2
cohomology complex need not be isomorphic to the ordinary L2 cohomology complex,
which we know already can be very much unlike the de Rham cohomology complex
for which we have some intuition. Note that if n + 1 = 2(p + 1) (when p-form
electromagnetism is conformally invariant) there is no twisting of the cohomology
complex, so the only subtleties are the differences between the L2 and de Rham
cohomologies.
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Since the twisted Laplacian DD∗ +D∗D has not been studied in nearly as much
detail as the ordinary Hodge Laplacian, we know little about its behaviour. Therefore,
when Φ is unbounded, most of what we will say in this chapter is directly applicable
only to the cases where p-form electromagnetism is conformally invariant—i.e., p-form
electromagnetism in 2(p+1)-dimensional spacetime, which includes the classical case
of 1-forms in 3 + 1 dimensions.
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4.1 Cohomologies galore
Let C∞ΩkS denote the space of smooth k-forms on space. The exterior derivative
d:C∞ΩkS → C∞Ωk+1S
gives rise to the smooth (de Rham) complex
C∞Ωk−1S
d // C∞ΩkS
d // C∞Ωk+1S
and the smooth de Rham cohomology is
Hk(S): =
Zk(S)
Bk(S)
: =
ker{d:C∞ΩkS → C∞Ωk+1S }
dC∞Ωk−1S
.
It is the content of de Rham’s theorem that Hk(S) is isomorphic to the real cohomol-
ogy of the manifold, Hk(S;R).
Recall that we used compactly-supported smooth differential forms to derive the
Maxwell equations. Denoting the space of smooth, compactly-supported k-forms
by C∞0 Ω
k
S, we have the complex
C∞0 Ω
k−1
S
d // C∞0 Ω
k
S
d // C∞0 Ω
k+1
S
and the compactly-supported smooth cohomology is defined by
Hk0 (S): =
Zk0 (S)
Bk0 (S)
: =
ker{d:C∞0 ΩkS → C∞0 Ωk+1S }
dC∞0 Ω
k−1
S
.
If S is the interior of a compact manifold M with boundary ∂M , then Hk0 (S) is
isomorphic to the real relative cohomology of M , denoted Hk(M, ∂M ;R).
In fact, the derivation of the Maxwell equations and the definition of the codiffer-
ential δ required an inner product on the space of differential forms. If L2ΩkS denotes
the space of square-integrable k-forms on S, then we have the complex
L2Ωk−1S
d // L2ΩkS
d // L2Ωk+1S
where d is the densely-defined operator obtained by closing the exterior differential
defined on compactly-supported, smooth differential forms. The reduced L2 coho-
mology is
Hk2 (S): =
Zk2 (S)
Bk2 (S)
: =
ker{d:L2ΩkS → L2Ωk+1S }
dL2Ωk−1S
.
and has a natural Hilbert-space topology. Note also that dL2Ωk−1S = dC
∞
0 Ω
k−1
S . This
cohomology space is not a topological invariant, but it is quasi-isometrically invariant,
56
even bi-Lipschitz homotopy invariant [Lot97]. We also know that, when the metric
on S is complete, Hk2 (S) ≃ ker∆k.
Finally, the absolute L2 cohomology is
Hk2,a(S): =
Zk2,a(S)
Bk2,a(S)
: =
ker{d:L2Ωk(S)→ L2Ωk+1(S)}
dL2Ωk−1(S)
.
This coincides with the reduced cohomology when 0 is not in the essential spectrum
of ∆ (in particular, when M is compact), but otherwise it is infinite-dimensional.
The absolute cohomology has nicer algebraic properties than the relative cohomology,
such as the Mayer–Vietoris sequence, but it is not a Hilbert space because it involves
a quotient by a non-closed subspace [MP90]. It is common usage to refer to the
reduced L2 cohomology as simply the L2 cohomology.
In short, the problem is that our intuition about cohomology is based on compact
spaces, and that there the (compactly-supported) smooth and (absolute/reduced)
square-integrable cohomologies all coincide, and moreover are isomorphic to the co-
homologies obtained by combinatorial methods. Since in the non-compact case all of
these cohomologies may be different, the question arises of which cohomology to use.
This choice has physical implications for electromagnetism: both classically, through
Wheeler’s concept of “charge without charge” arising through “field lines trapped by
the topology of spacetime”; and quantumly, through the Aharonov–Bohm effect and
mass gaps induced by the metric when the spectrum of the Laplacian is bounded away
from zero. If we were using U(1) as the gauge group instead of R, topology would
manifest itself also through topological terms in the action (“topological mass”) and
topologically stable solutions (solitons and monopoles).
As we have pointed out, p-form electromagnetism on an (n+1)-dimensional space-
time is conformally invariant if the relation n+ 1 = 2(p+ 1) is satisfied. In all other
cases we have seen that the phase space of classical electromagnetism can be described
most conveniently in terms of the twisted differential operator
D = e
1
2
(n−2p−1)Φde−
1
2
(n−2p−1)Φ.
The following commutative diagram
C∞0 Ω
k−1
S
d //
e
1
2 (n−2p−1)Φ

C∞0 Ω
k
S
d //
e
1
2 (n−2p−1)Φ

C∞0 Ω
k+1
S
e
1
2 (n−2p−1)Φ

C∞0 Ω
k−1
S
D // C∞0 Ω
k
S
D // C∞0 Ω
k+1
S
where the downward arrows represent multiplication operators, is an isomorphism
of cohomology complexes as long as Φ is smooth. If we complete all the spaces in
the L2 norm and close all operators we still obtain two cohomology complexes, but
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the diagram
L2Ωk−1S
d //
e
1
2 (n−2p−1)Φ

L2ΩkS
d //
e
1
2 (n−2p−1)Φ

L2Ωk+1S
e
1
2 (n−2p−1)Φ

L2Ωk−1S
D // L2ΩkS
D // L2Ωk+1S
now has vertical arrows which, depending on the behaviour of Φ and dΦ at spatial
infinity, may be only densely defined, and so definitely not isomorphisms. Therefore,
the ordinary (top) and twisted (bottom) chain complexes may not be isomorphic, and
so the ‘twisted’ L2 cohomology based on D may not be isomorphic to the ordinary
one based on d, even though the smooth cohomologies are in fact isomorphic.
This may come about in several ways. On the one hand, the closure of the
multiplication operator depends on the behaviour of the function Φ at infinity. In-
deed, for a k-form α to be in the domain of e
1
2
(n−1−2p)Φ it is necessary that both α
and e
1
2
(n−1−2p)Φα be square-integrable. Also, although multiplication by e
1
2
(n−1−2p)Φ
is an isomorphism between spaces of smooth forms, its closure need not be invertible
if Φ is unbounded. On the other hand, the closure of D = d + [p + 1 − n+1
2
](dΦ)∧
depends on the behaviour of dΦ at infinity, which can be wild even if Φ is bounded.
4.2 Known results
In this section we present a summary of known results on the (reduced) L2 co-
homology of a Riemannian manifold. Since Poincare´ duality still holds in the form
Hk2 (S) ≃ Hn−k2 (S), so only the cases 0 ≤ 2k ≤ n need be considered.
The zeroth cohomology H02 (S) is 1-dimensional if S has finite volume, and trivial
otherwise. This is easy to understand since, essentially, the question is whether
constants are square-integrable or not. This is the first difference with the compact
case.
Other than in the extreme dimensions 0 and n, very little can be said in general.
For instance, Anderson [And85] proves that, if n > 1, a > |n− 2p| and a ≥ 1, there
are complete Riemannian manifolds diffeomorphic to Rn, with curvature bounded
by −a2 ≤ K ≤ 1 and such that their pth square-integrable cohomology Hp2 is infinite-
dimensional.
For rotationally symmetric n-dimensional manifolds with metric
ds2 = dr2 + f(r)2dθ2,
where dθ is the standard metric on Sn−1, the square-integrable cohomology is Hk2 =
{0} if k 6= 0, n/2, n. As we know, when k = 0, n the cohomology depends on the
volume of spacetime. Finally, when k = n/2, Hk2 = {0} if
∫∞ ds
f(s)
=∞, and infinite-
dimensional otherwise. This is because of conformal invariance of the cohomology in
the middle dimension, and the fact that convergence of the integral correlates with
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conformal compactness [Dod79]. A remarkable consequence of this is that, when space
a two-dimensional cylinder, the square-integrable cohomology H12 never matches the
smooth cohomology, which is one-dimensional and is generated by dθ.
A complete Riemannian manifold is conformally compact if it is diffeomorphic
to the interior of a compact manifold M with boundary, and the metrics of the two
manifolds at corresponding points are proportional by a function called the conformal
factor:
gM = ρ
2g.
The conformal factor ρ has the effect of “pushing the boundary ofM to infinity”. For
this it is necessary that
∫
γ
ρ−1dsM diverge whenever γ is a (finite-length) curve in M
with at least one endpoint on ∂M , so the conformal factor must vanish precisely
on ∂M . Conformal compactification makes precise the idea of “ideal boundary at
infinity” of a noncompact manifold, and it was introduced into general relativity as
an important tool by Penrose.
Mazzeo [Maz88] studies the case where the conformal factor satisfies the additional
regularity condition that dρ does not vanish on ∂M , in which case the manifold is
asymptotically hyperbolic. He then proves that a complete conformally compact n-
dimensional Riemannian manifold has finite-dimensional cohomology groups except
possibly for the middle dimensions, and gives a topological interpretation of them:
Hk2 ≃
{
Hk(M, ∂M,R) k < (n− 1)/2
Hk(M,R) k > (n + 1)/2
Moreover, if −a2 is the most negative limiting curvature at infinity, then the essential
spectrum of the Laplacian ∆k is
σess(∆k) =


[a2(n− 2k − 1)2,∞) k < n/2
{0} ∪ [a2/4,∞) k = n/2
[a2(n− 2k + 1)2,∞) k > n/2
In particular, if n = 2k, the kth cohomology group is infinite-dimensional and, if
|n − 2k| ≤ 1, the essential spectrum extends all the way to 0. For hyperbolic
manifolds which are geometrically finite (i.e., having no tubular ends), Mazzeo and
Phillips [MP90] prove that the cohomology of the middle dimensions k = (n±1)/2 is
finite-dimensional and has a topological interpretation. These results are extended by
Lott [Lot97] to the case of hyperbolic 3-manifolds which are diffeomorphic to the in-
terior of a compact manifold with boundary and geometrically infinite. In particular,
Lott proves that, if such a space is ‘nice’ (has incompressible ends and its injectivity
radius does not go to zero at infinity), the kernel of the Laplacian on 1-forms is finite-
dimensional. He also provides a variety of results on the spectrum of the Laplacian
on 1-forms.
These results have a direct physical interpretation when p-form electromagnetism
is conformally invariant, as otherwise one has to consider an appropriately twisted L2
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cohomology complex for which there are no known general results. We have pointed
out that, when Φ and dΦ are both bounded, the twisted L2 cohomology complex is
isomorphic to the untwisted one, and so the above-mentioned results can be applied
directly. In the general case, it is reasonable to assume that the behaviour of the
twisted cohomology will be at least as rich as that of the ordinary L2 cohomology.
In the conformally invariant cases, we have the following possible physical interpre-
tations:
• the massless scalar field (0-form electromagnetism) in 1+ 1 dimensions. In this
case, since the space manifold S is assumed to be noncompact, it is diffeomorphic
to R. Global hyperbolicity then requires that the optical metric give S infinite
length, and so H02 = {0} because the constant field is not square integrable. In
other words, square-integrable fields must go to zero at infinity.
• ordinary (1-form) electromagnetism in 3 + 1 dimensions. If space is spher-
ically symmetric there are no harmonic, square-integrable 1-forms according
to [Dod79]. This is not a surprise since the first de Rham cohomology is also
trivial. In more general cases, if the space manifold S is conformally compact
the spectrum of the Laplacian reaches all the way to 0 (physically, the photon
does not acquire a mass), but the dimension of the kernel of the Laplacian is
not known in general. Anderson’s example [And85] shows that it is possible for
this space of non-standard Aharonov-Bohm modes to be infinite-dimensional.
• when p-form electromagnetism is conformally invariant the dimension of space
is p = (n−1)/2, and we are always in one of the “middle dimension” cases where
the dimension of the space of harmonic vector potentials remains unresolved,
although for a large class of manifolds it is known that the essential spectrum
of the Laplacian is all of [0,∞) and so there is no mass gap.
In case Φ and dΦ are bounded, the dimension of the space of “twisted” harmonic p-
forms is independent of Φ, and so we can draw valid physical conclusions about
non-standard Aharonov–Bohm modes even in the absence of conformal invariance.
The lower bounds to the spectrum of the Laplacian may be critically dependent
on Φ, so any inferences we make from the Φ = 0 case are probably unwarranted,
but still enticingly point to situations where the phenomenon of mass gaps might
occur. The physical interpretation of the L2 cohomology results in the cases when
electromagnetism is not conformaly invariant follows.
• the massless scalar field in n+1 dimensions has at most a one-dimensional space
of harmonic solutions. This depends on whether the function
f = e
1
2
(n−1)Φ
is square-integrable with respect to the optical metric. Also, if space is confor-
mally compact and the curvature at infinity is bounded below by −a2, then the
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essential spectrum of the Laplacian is [a2(n − 1),∞). This means that, if the
dimension of space is n > 1, the free massless scalar field can have a mass gap
in the Φ = 0 case.
• ordinary electromagnetism in 2+1 dimensions can have an infinite-dimensional
space of harmonic vector potentials even in the rotationally symmetric case,
including when the optical metric on space is that of the hyperbolic plane. In
addition, if space is conformally compact the Φ = 0 mass gap is a2/4, where −a2
is the lower bound to the curvature at infinity. When the optical metric on space
is conformally compact and of dimension 4+1 or higher, the space of harmonic
vector potentials is isomorphic to the first cohomology of M relative to its
boundary, and so there are no non-standard Aharonov–Bohm modes. When
the curvature at infinity is bounded below by −a2, the essential spectrum of
the ordinary Laplacian is [a2(n − 3),∞) if n ≥ 3, signaling the possibility of
topological mass gaps in 4 + 1 dimensions or higher, at least when Φ = 0.
• for p-form electromagnetism, there is an infinite-dimensional space of harmonic
vector potentials if space is a 2p-dimensional and rotationally symmetric or
conformally compact. In the latter case, there is a Φ = 0 mass gap of a2/4.
If |n−2p| > 1 there are no non-standard Aharonov-Bohm modes, but the Φ = 0
mass gap is zero only if n = 2p± 1.
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Part II
Quantum electromagnetism
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The apparent truism that a quantum mechanical theory needs to be cast in clas-
sical language in order to correlate its predictions with our experience, a point that
Niels Bohr made into a cornerstone of his philosophy of quantum mechanics, has prac-
tical consequences for the development of quantum descriptions of physical systems.
This is because a physical system will be described operationally or geometrically in
inevitably classical terms, and this information needs to be fashioned into a quantum
theory whose predictions need to be, again, reexpressed in classical terms. In addi-
tion, the process of constructing a classical theory from operational or geometric data
is so well-understood that it is convenient to construct the quantum theory by first
constructing a classical theory from the data and then ‘quantizing’ it.
Quantization is a catch-all term for any process taking as input a classical me-
chanical system, and producing as output a quantum mechanical system reducing to
the original classical system in an appropriate limit. Quantization would ideally be
algorithmic or functorial, but it turns out to be neither, although formulating quan-
tization in algebraic language seems to bring it closest to the goal of functoriality.
In algebraic terms, a classical mechanical system is defined by specifying a Poisson
algebra of observables, while any associative algebra can play the role of algebra
of observables for a quantum system. The Dirac quantization prescription [Dir57,
Chapter IV] ‘promotes’ the commuting classical observables to operators satisfying
the Heisenberg commutation relations
[fˆ , gˆ] = i~{f̂, g},
where {f, g} is the Poisson bracket of the classical observables f and g, [fˆ , gˆ] is the
commutator of their quantum counterparts, and Planck’s constant ~ measures the
departure from classical behaviour (where observables commute). It is not hard to
convince oneself that, because the algebra of quantum observables is nonabelian, the
operation f 7→ fˆ cannot be an algebra homomorphism. That is, f̂ g 6= fˆ gˆ in general.
Physicists call this fact ‘operator ordering ambiguities’.
An operator algebra of quantum observables realizing the canonical commutation
relations achieves quantization in a kinematical sense, but the physical and dynam-
ical content of the theory comes about by means of a specific representation of the
quantum observables as an algebra of (unbounded) linear operators on a Hilbert
space of quantum states. Each representation is associated to a choice of ‘vacuum
expectation’ on the algebra of observables and it is known that, for systems with
infinitely many degrees of freedom, different states may lead to unitarily inequivalent
representations. The choice of representation can be narrowed down by the need to
recover an appropriate classical limit, and by requiring that physical symmetries be
implemented unitarily.
The classical limit is encoded in the correspondence principle, by which we mean
the following. The Poisson algebra of classical observables consists of smooth func-
tions on a symplectic manifold (phase space) playing the role of state space for the
classical theory. The correspondence principle requires that, for any phase space
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point x ∈ P and any observable f , there should be a quantum state |x〉 such that the
expected value of fˆ in the state |x〉 equals the classical value f(x), if not exactly, at
least in the limit ~→ 0. That is,
〈x| fˆ |x〉 = f(x) +O(~).
There is one last requirement that a sensible quantization must satisfy, and that
is that physical symmetries be represented by unitary operators on the Hilbert space
of quantum states of the system.
In the case where the classical phase space is a vector space, the linear observables
can be identified with the points of the phase space itself, and so the Heisenberg com-
mutation relations can be implemented on the phase space. In Chapter 5 we develop
the quantization of an abstract linear system and develop the concept of a quasiop-
erator on Fock space, and in Chapter 6 we apply this to Maxwell’s equations for the
electromagnetic field and express the dynamics of the quantized electromagnetic field
in terms of Wilson loops quasioperators.
The work most closely akin to ours is that of Dimock [Dim92]. Like us, Dimock
constructs a C∗-algebra of observables for the electromagnetic field, but he does not
exhibit any states or Hilbert-space representations. He notes in passing that “in any
case such [Hilbert-space] representations exist, say by a Fock space construction”. We
discuss below some ways in which a Fock space representations may fail to exist.
Because Dimock describes the classical theory in the covariant canonical formal-
ism, he is forced to focus on “the algebraic structure of the theory, not in the spec-
ification of particular states”. In our terms, Dimock quantizes the electromagnetic
field as a ‘general boson field’. He also constructs a classical Poisson bracket, and his
quantization procedure is equivalent to our general linear quantization. Dimock does
show that different Hilbert-space representations lead to ∗-isomorphic C∗-algebras of
observables. This form of equivalence, however, obviates the possible physical conse-
quences of unitary inequivalence of Hilbert-space representations, and for this reason
Dimock’s paper suffers from what Earman and coauthors critically term “algebraic
imperialism” in [AER02].
Dimock does not show that the classical canonical transformations associated
to changes in the choice of Cauchy surface are implemented unitarily on the C∗-
algebras of quantum observables, because that is simply not true. In fact, Torre and
Varadarajan [TV99] show that, even in the case of free scalar fields on a flat spacetime
of dimension higher than two, there is no unitary transformation between the Fock
representations associated to arbitrary initial and final Cauchy surfaces. They point
out that unitary implementability is easily obtained if the Cauchy surfaces are related
by a spacetime isometry, though. They also mention related results of Helfer (no
unitary implementation of the S-matrix if the ‘in’ and ‘out’ states are Hadamard
states) [Hel96], and of van Hove (only a small subgroup of the classical canonical
transformations is unitarily implementable) [VH51].
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Another paper addressing specifically the quantization of the electromagnetic field
is the one by Corichi [Cor98]. Corichi stresses that Fock quantization depends cru-
cially on the linear structure of phase space, and characterizes the Fock quantization
procedure as “completely elementary”.
Here we perform Fock quantization of Maxwell’s equations on a static, globally
hyperbolic spacetime with a trivial R bundle on it. Presumably this can be extended
to stationary spacetimes, but not beyond that because of the need for a nontrivial
group of isometries. The treatment of nontrivial or U(1) bundles should require only
straightforward modifications, but one of the lessons of our work is that sometimes
there are surprises in store even for topics as well-understood as electromagnetism.
In chapter 6, because of the appearance of negative powers of the Laplacian ∆
(or the twisted Laplacian Lp in the general case) in the process, we will be forced
to restrict Fock quantization to the space Po of oscillating modes of the electromag-
netic field. Also, for mathematical convenience one often assumes that ∆ ≥ ǫ > 0
for some ǫ, which is true when space is compact but not necessarily when it is non-
compact. However, we do not do this as one cannot exclude the possibility that the
spectrum of Lp or ∆ reach all the way to 0 because that is the case in physically
interesting situations such as Minkowski space.
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Chapter 5
Coherent-state quantization of
linear systems
In this chapter we present a rigorous framework for quantization of linear dynamics
based on the ideas of Irving Segal.
Segal pioneered the idea of of formalizing quantum mechanics in terms of algebras
of observables, making Hilbert spaces play the subordinate role of supporting linear
representations of them. These Hilbert spaces can, in fact, be constructed from the
abstract algebra of observables by means of the Gel’fand–Na˘ımark–Segal construction
using a single state or, in physics parlance, vacuum expectation.
Implicit in the work of Segal is a concept of general boson field associated to any
linear phase space, which formalizes the Heisenberg commutation relations among
field operators in terms of exponentiated field operators, using the so-called Weyl
relations . This has the advantage of avoiding the technicalities of unbounded opera-
tors. In addition, physical symmetries are readily implemented as automorphisms of
the Weyl algebra.
Segal introduced the related concept of free boson field , which can be constructed
from a phase space equipped with a compatible complex structure. Segal’s free boson
field axiomatizes the properties of the usual of Fock space, and the axiomatic approach
makes it transparent that the Fock, Schro¨dinger and Bargmann–Segal representations
of linear quantum fields are all unitarily equivalent. Within this framework, Segal
also studied the problem of representing time evolution unitarily on Fock space, and
the stability of the generator of unitary time evolution, namely whether the quantum
Hamiltonian is bounded below.
Here we put together both ideas, and the result is a new construction of the free
boson field based on coherent states . In this construction we not only associate to
each linear functional on phase space a field operator but, given a choice of vacuum
state, we can associate to each point in phase space a coherent state. The collection
of all coherent states indexed by points of phase space spans the Hilbert space of
quantum states of the theory, and the result is what Segal called the general boson
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field. The free boson field, which as we have mentioned is unitarily equivalent to the
Fock representation, is obtained by means of a GNS state with Gaussian statistics.
We find that the mathematical process of quantization can be understood with
reference to three physical guiding principles: the canonical commutation relations,
the correspondence principle, and the unitary implementation of physical symmetries.
We proceed as follows: we first construct the Weyl algebra of observables associ-
ated to a linear phase space, and then choose a compatible complex structure on the
Phase space, which amounts to selecting a vacuum expectation on the Weyl algebra,
with the help of the correspondence principle and the requirement that time evolution
be unitarily and stably implemented.
Coherent states are most useful because many classical equations hold exactly
between expectation values on coherent states. Thus, by using coherent states, our
quantization procedure never loses sight of the correspondence principle. In addition,
the vacuum expectation value acts as a generating function of the matrix elements of
field operators between coherent states, not only for ordinary field operators but also
for their Wick powers (called normal-ordered operators in physics). As an unexpected
bonus, using matrix elements between coherent states one can define normal-ordered
Wilson loops as quasioperators without the need for regularization.
Segal’s treatment of the free boson field is presented in [BSZ92]. A comprehensive
physical treatment of the coherent states of the electromagnetic field can be found
in [MW95, Chapter 11].
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5.1 The general boson field
The development that follows may seem idiosyncratic to those familiar with the
traditional quantization methods and the notations used in physics. In particular,
we insist on distinguishing the phase space P from its dual P∗. There are some
good reasons for this. At the present stage of development of mathematical physics,
the most compelling reason for studying the quantization of a linear systems is as a
springboard for quantization of nonlinear systems, or as a testing ground for ideas
suggested by the study of nonlinear systems. Our approach is motivated by the fact
that the ordinary quantization of linear systems makes use of several identifications
that can only be made for a linear system. Adopting the view that a classical me-
chanical system is characterized by its Poisson algebra of observables, the cotangent
space at each point of phase space acquires a symplectic structure. When the phase
space P is linear, the following identifications can be made: the dual P∗ can be iden-
tified with the linear observables, and the restriction of the Poisson bracket to P∗ is
a symplectic structure. Also, the cotangent spaces to each point of phase space are
canonically isomorphic to each other and to P∗, and the globally-defined symplectic
structure on P∗ makes P isomorphic to P∗ and also endows it with a symplectic
structure. All of these identifications, and even the possibility of considering itself P
to be a symplectic vector space, are accidents of linearity. Accordingly, we will avoid
making use of these features as much as possible. Every time we are forced to make
use of one of these identifications, it will be a sign that the procedure cannot be
readily generalized to nonlinear situations.
5.1.1 Linear phase spaces
We start by formalizing the notion of linear phase space, which is the necessary
classical input of our quantization procedure.
Definition 3 (linear phase space). A linear phase space is a reflexive real topo-
logical vector space P whose dual P∗ is a symplectic vector space. That is, P∗ is
a topological vector space equipped with a symplectic structure: a continuous, skew-
symmetric bilinear form ω which is weakly nondegenerate in the sense that the duality
map ∗:P∗ → P given by
ω(f, g) = f(g∗) for all f, g ∈ P∗
is injective.
Note. Without the assumption that P is reflexive, the duality map would be ∗:P∗ →
P∗∗. This would have a bearing on the definition of the Hilbert space of quantum
states below.
A finite-dimensional vector space has a unique Hausdorff topology, and any infinite-
dimensional vector space can be topologized algebraically [BSZ92, §1.2]; in either case
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the continuity of ω is vacuously true. In general, the dual P∗ of a topological vector
space is itself naturally a topological vector space, with the weak-∗ topology mak-
ing every element of P a continuous linear functional on P∗. If P has a normed
topology, P∗ can also be given the (normed) strong operator topology. In either
case, P ⊆ P∗∗ is a continuous inclusion.
The right notion of automorphism of a linear phase space is the following. Recall
that, if T :P→ P is linear, there is a unique linear map T ∗:P∗ → P∗ called its dual
such that
(T ∗f)(x) = f(Tx) for all x ∈ P, f ∈ P∗.
Definition 4 (automorphism of a linear phase space). An automorphism of
the linear phase space P is a continuous invertible linear map T :P→ P whose dual
map T ∗:P∗ → P∗ preserves the symplectic structure on P∗.
The space of states of a classical system is its physical phase space P , namely the
space of gauge equivalence classes of solutions of its equations of motion. Similarly,
its algebra of observables consists of smooth gauge-invariant functions of solutions to
the equations of motion, C∞(P ). The classical algebra of observables is naturally
a Poisson algebra, but the physical phase space P need not be a Poisson manifold,
let alone a symplectic vector space. For instance, in Yang–Mills theory P is some
sort of ‘singular infinite-dimensional variety’, a concept without a precise definition.
Continuous non-gauge symmetries of the physical system are are represented by auto-
morphisms of the Poisson algebra of observables generated through Poisson brackets
with appropriate observables: the conserved quantities associated to the symmetries
via Noether’s theorem.
Suppose, then, that not only C∞(P ) is a Poisson algebra with Poisson bracket { , }
but that P is a manifold. The Poisson bracket defines a bivector ω: Ω2(P )→ R given
by
ω(df, dg) = {f, g} for all f, g ∈ C∞(P).
If ω is non-degenerate at x ∈ P , the space T ∗xP becomes a symplectic vector space.
In physical terms, x is a field configuration and T ∗xP is the space of linear observables
in the vicinity of this field configuration. This is the only symplectic vector space
that can be constructed in a natural way from the phase space P , and Definition 3
applies with P = TxP and ω = ωx. In these favourable cases, symmetries of field
configurations x ∈ P are Poisson maps leaving x fixed, which induce linear symplectic
transformations of T ∗xP .
Identifying all the T ∗xP amounts to choosing a trivialization of T
∗P , and this is
natural only if P is a linear space admitting a canonical flat connection. In that case,
each of the T ∗xP is canonically isomorphic to P
∗ itself. When the equations of motion
are linear, one can take P = P in Definition 3, and restrict one’s attention to linear
observables and symmetry transformations.
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5.1.2 Quantizing a linear phase space
Linear quantization is a process “promoting” each x ∈ P to a unit vector |x〉 in a
suitable Hilbert space K, and each f ∈ P∗ to a self-adjoint operator fˆ on K, in such
a way that the Heisenberg commutation relations
[fˆ , gˆ] = iω(f, g)1K for all f, g ∈ P∗ (5.1)
hold. Equation 5.1 is a restricted form of the Dirac quantization prescription, since
it is applied only to linear observables on P, and not to arbitrary ones as it was
originally formulated. In addition, the correspondence principle is required to hold
in the form
〈x| fˆ |x〉 = f(x) for all x ∈ P, f ∈ P∗, (5.2)
without allowing for corrections of order ~. Finally, one would hope to represent
every physical symmetry T :P → P as a unitary operator UT :K → K in such a
way that USUT = UST for all symplectic maps S, T :P → P. As we shall see, in
general this is only possible for a subgroup of linear symplectic transformations of P
and, in fact, choosing a small subgroup of physical symmetries that must be unitarily
implemented can be enough to determine K, sometimes uniquely. Time evolution is
always required to be a physical symmetry and, in this sense, the dynamics determine
the quantization.
Canonical commutation relations
The Heisenberg relations cannot be implemented on an algebra of bounded op-
erators [Rud91, §13.6], and so Equation 5.1 must be understood as holding on the
(hopefully) dense domain of [fˆ , gˆ] inK. This is only the first of a long list of nuisances
that arise from necessarily dealing with unbounded operators, but all the same we
encode it as a definition.
Definition 5 (Heisenberg system). A Heisenberg system on a symplectic vector
space (P∗, ω) is a real-linear map Φ: f 7→ Φ(f) from P∗ to the self-adjoint operators
on some complex Hilbert space K, satisfying the Heisenberg commutation relations
[Φ(f),Φ(g)] = iω(f, g)1K. for all f, g ∈ P∗
as an operator equation holding on the common domain of Φ(f)Φ(g) and Φ(f)Φ(g),
which is assumed to be dense. The operator Φ(f) is called the Heisenberg operator
associated to f ∈ P∗.
In other words, linear quantization is partially achieved by constructing a Heisen-
berg system on the space of linear observables (P∗, ω). However, there are lots of
Heisenberg systems that have nothing to do with physics, examples of which can
be found in [MR80, BSZ92], so for honest quantum physics one needs to impose
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some additional regularity on the Heisenberg systems. This is achieved in an some-
what circuitous way by considering the unitary groups supposedly generated by the
Heisenberg operators. Heuristically, if Φ(f) is a Heisenberg operator on K, the op-
erator W (f) = e−iΦ(f) is unitary and, since [Φ(f),Φ(g)] commutes with both Φ(f)
and Φ(g), the Baker–Campbell–Hausdorff formula applies, giving
e−iΦ(f)e−iΦ(g) = e−iΦ(f+g)e−
1
2
[Φ(f),Φ(g)].
We take this heuristic calculation as the motivation of our next definition.
Definition 6 (Weyl algebra). The Weyl algebra on a symplectic vector space
space (P∗, ω), is the complex ∗-algebra W(P∗, ω) generated by the set W(P∗) =
{W(f)}f∈P∗ , of Weyl operators, modulo the unitarity relations
W(f)∗ =W(−f) for all f ∈ P∗
and the Weyl relations
W(f)W(g) = eω(f,g)/2iW(f + g) for all f, g ∈ P∗.
Note. Because the Weyl relations reduce products of Weyl operators to single Weyl
operators, the Weyl algebra W(P, ω) coincides with the linear span of W(P). In
fact, W(P) is a basis of W(P, ω).
Heuristically, because of the Baker–Campbell–Hausdorff formula above, one would
expect that a Heisenberg system can be constructed from a representation of the Weyl
algebra as an algebra of operators on a suitable Hilbert space. Such a representation
is called a Weyl system. We will consistently use the fonts W and W to distinguish
the abstract Weyl algebra W(P, ω), and its generators W(x), from Weyl systems W
associated to concrete Hilbert-space representations of the Weyl algebra.
Definition 7 (Weyl system). A Weyl system on the symplectic vector space (P∗, ω)
is a continuous mapping W :P∗ → U(K), where U(K) is the group of unitary opera-
tors on the complex Hilbert space K with the strong operator topology, and W satisfies
the Weyl relations
W (f)W (g) = eω(f,g)/2iW (f + g) for all f, g ∈ P∗.
Note. Since a Weyl system is required to be continuous in the strong operator topol-
ogy on U(K), the map t 7→ W (tf) is a strongly-continuous one-parameter subgroup
of U(K). By Stone’s theorem [RS80, §VIII.4], this one-parameter subgroup has a
self-adjoint generator Φ(f) such that W (f) = e−iΦ(f).
Lemma 17. IfW :P∗ → U(K) is a Weyl system on the symplectic vector space (P∗, ω)
then Φ:P∗ → L(K) is a Heisenberg system on (Φ∗, ω). In addition, for all x, y ∈ P,
the operator Φ(f) + iΦ(g) is closed and Φ(f + g) is the closure of Φ(f) + Φ(g).
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Sketch of proof. Differentiating the Weyl relation
W (tf)W (tg) = et
2ω(f,g)/2iW (t(f + g))
twice and setting t = 0, one obtains that f 7→ Φ(f) is additive and satisfies the
Heisenberg commutation relations
[Φ(f),Φ(g)] = iω(f, g)1K.
The proof of the closure properties of the Heisenberg operators is in [BSZ92, §1.2].
At this point, a theorem of von Neumann [MR80, §VIII.5] guarantees that all Weyl
systems on a finite-dimensional phase space are unitarily equivalent. At any rate, we
see that Weyl systems are the right formalization of Equation (5.1), the Heisenberg
commutation relations. The following lemma shows one reason why it is convenient
to insist that physical symmetries be represented by linear symplectic maps on P.
Lemma 18. Suppose that γ:W(P∗, ω) → W(P∗, ω) is a ∗-algebra endomorphism
such that
for every f ∈ P∗, γ(W(f)) =W(g) for some g ∈ P∗,
and suppose furthermore that the map T ∗: (P∗, ω) → (P∗, ω) given by T ∗f = g is
continuous. Then, T ∗ is in fact linear and preserves the symplectic structure ω. If, in
addition, γ is an automorphism, then T ∗ is invertible, that is, T is an automorphism
of the linear phase space P.
What this means is that the formalization of quantization using Weyl systems is
best suited to the case when physical symmetries—in particular, time evolution—are
linear.
Proof. Assuming γ is a ∗-algebra endomorphism,
γ(W(f))γ(W(h)) = γ(W(f)W(h))
so, applying the definition of T ∗ on the left-hand side and the Weyl relations on the
right-hand side,
W(T ∗f)W(T ∗h) = γ(eω(f,h)/2iW(f + h)).
Now, the Weyl relations on the left-hand side and the properties of γ on the right-hand
side imply
eω(T
∗f,T ∗h)/2iW(T ∗f + T ∗h) = eω(f,h)/2iW(T ∗(f + h)).
Since all the {W(f)}f∈P∗ are linearly independent by construction, it follows that T ∗
is additive and preserves ω. Finally, continuous additive functions are linear.
The converse of this result is also true.
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Lemma 19. If T :P→ P is an automorphism of the linear phase space P, then there
exists a unique ∗-algebra automorphism γ(T ):W(P∗, ω)→W(P∗, ω) determined by
γ(T ):W(T ∗f) 7→ W(f) for all f ∈ P∗
and such that γ(ST ) = γ(S)γ(T ).
In other words, γ is the unique representation of the group of symplectic auto-
morphisms of (P∗, ω) as ∗-algebra automorphisms of W(P∗, ω) mapping the set of
generators {W(f): f ∈ P∗} to itself. This result is related to [BSZ92, Corollary 5.1.1].
Proof. Applying γ(T ) to both sides of the Weyl relation
W (T ∗f)W (T ∗g) = eω(T
∗f,T ∗g)/2iW (T ∗(f + g)) for all f, g ∈ P∗
we obtain
W (f)W (g) = eω(T
∗f,T ∗g)/2iW (f + g) for all f, g ∈ P∗,
so γ(T ) is an automorphism because T ∗ is symplectic. Also, if S, T :P → P are two
automorphisms of P,
γ(S)γ(T )W((ST )∗f) = γ(S)γ(T )W(T ∗S∗f)
= γ(S)W(S∗f)
= W(f)
= γ(ST )W((ST )∗f)
for all f ∈ P∗.
Definition 8 (general boson field). If (P∗, ω) is a symplectic vector space, the
general boson field over it is the pair (W, γ) whereW: f 7→ W(f) is the map from P∗
to W(P∗, ω), and γ is the representation of automorphisms of P by ∗-automorphisms
of W(P∗, ω) mentioned in Lemma 19.
Note. This definition is implicit in [BSZ92, §5.3].
In sum, given any linear phase space space P with dual (P∗, ω) one can construct
the associated Weyl algebra W(P∗, ω), which supports a representation γ of the
automorphisms of P as ∗-algebra automorphisms of W(P∗, ω). In addition, any
Weyl system on (P∗, ω), that is, any strongly continuous representation of W(P∗, ω)
as unitary operators on a complex Hilbert space K provides a realization of the
Heisenberg commutation relations. This is the general boson field on P.
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Correspondence principle
The general boson field realizes the canonical commutation relations and the phys-
ical symmetries of a linear system, but it does not provide a complete quantization
of a linear phase space, as there are a few lingering issues. The first is how to actu-
ally construct Weyl systems. The second is whether the correspondence principle is
satisfied. The third is whether physical symmetries are implemented unitarily on the
supporting Hilbert space of the Weyl system. It turns out that all three are related.
In this section we will first use the Gel’fand–Na˘ımark–Segal construction to produce
Weyl systems, and then use the correspondence principle and unitary implementabil-
ity of physical symmetries to select the Weyl systems that produce physically sensible
quantizations.
The following example constructs the so-called Schro¨dinger representation of the
Heisenberg commutation relations in one dimension.
Example. We choose units such that ~ = 1. LetK = L2(R) and, for each f = (a, k) ∈
R2, define
[W (f)ψ](x) = e−ik(x−a/2)ψ(x− a) for all ψ ∈ K,
which clearly makes W (f) a unitary operator on K. Also,
W (f)W (f ′) = e(ka
′−k′a)/2iW (f + f ′)
so W is a Weyl system on the linear phase space P = R2 with
P∗ = {f = (a, k) ∈ R2} and ω(f, f ′) = ka′ − k′a.
The Heisenberg operators are given by
Φ(f)ψ(x) = (kx− ia∂x)ψ(x).
This Heisenberg system is called the Schro¨dinger representation.
Given that Φ is linear, it might seem odd that the momentum coordinate k appears
as the coefficient of the operator of multiplication by x, which we would usually with
the position operator. In addition, the symplectic structure ω(f, f ′) = ka′−k′a seems
backwards. We now proceed to explain these features of the representation.
The configuration space is R with coordinate function q:R→ R satisfying q(x) =
x, and the phase space is P = R2 with coordinate functions q, p:R2 → R (p being
the momentum coordinate function). Then, dp and dq are a basis of P∗, and (a, k)
are coordinates on P∗ with respect to that basis. That is, we identify f = (a, k)
with f = adp + kdq. This is the correct pairing despite what our intuition might
suggest, namely pairing a with q since they both refer to the same quantity (position),
because ps+ qk has homogeneous units of action while qs+ pk is not a homogeneous
quantity. We are, in fact, omitting factors of Planck’s constant ~ as we have chosen
‘natural units’ in which ~ = 1 according to custom.
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The linear observables q (position) and p (momentum) on P have Poisson bracket
{q, p} = 1.
Accordingly, the dual P∗ is generated by dq, dp with symplectic structure
ω(dq, dp) = {q, p} = 1.
In other words,
P∗ = {f = kdq + adp: a, k ∈ R}
and the symplectic structure on P∗ is
ω(f, f ′) = ω(kdq + adp, k′dq + a′dp) = ka′ − k′a.
So, the apparently contradictory
{q, p} = 1 and ω((a, k), (a′, k′)) = ka′ − k′a
are entirely consistent. Then, we have
Φ(dq)φ(x) = xφ(x) and Φ(dp)φ(x) = −i∂xφ(x)
as expected, and if f = (a, k),
Φ(f) = aΦ(dp) + kΦ(dq).
It is clear how this representation can be extended to any finite number of di-
mensions, and by the theorem of von Neumann alluded to after Lemma (17), these
representations are unique up to unitary equivalence. For the infinite-dimensional
case relevant to field theories, though, one needs to use the Gel’fand–Na˘ımark–Segal
construction, which is based on the concept of a state and leads to possibly unitarily
inequivalent representations.
Definition 9 (GNS state). A state on a ∗-algebra A is a linear functional
〈 〉:A→ C
which is nonnegative
〈a∗a〉 ≥ 0 for all a ∈ A,
and normalized
〈1〉 = 1.
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Note. The usage here is completely analogous to that for linear functionals on vector
spaces. A purely algebraic definition of linear functional on a vector space requires
that it be defined everywhere, but when a topology is introduced one finds it useful
to consider discontinuous, densely-defined linear functionals. In the same vein, as
long as the algebra A is not assumed to have a topology, one must require that
states be defined on all of A. However, if A has a topology making addition and
multiplication continuous, then one can talk about continuous or bounded states,
and also about discontinuous, densely-defined states. At this point, W(P∗, ω) does
not have a topology defined on it so states on it should be defined everywhere. On the
other hand, the Weyl system W (P∗, ω) on K is given the strong operator topology,
and so densely-defined states make sense on it. In fact, we will use a state onW(P∗, ω)
to construct K, and it is not guaranteed that the state will be everywhere defined on
it.
A state on W(P∗, ω) defines a nonnegative-definite sesquilinear form 〈 | 〉
on W(P∗, ω) by means of
〈W | W ′〉: = 〈W∗W ′〉 for all W,W ′ ∈ W(P∗, ω).
Note that, since 〈W(f) | W(g)〉 = 〈W(−f)W(g)〉,
〈W(f) | W(g)〉 = eiω(f,g)/2〈W(g − f)〉 for all f, g ∈ P∗. (5.3)
The associated nonnegative quadratic form
|W|2 = 〈W|W〉
is finite on all of W(P, ω), since
|W(f)| = 1 for all f ∈ P∗.
However, it can only be guaranteed to be a seminorm, because it is possible that 〈 〉
has a kernel. However, this kernel is necessarily invariant under multiplication by
elements of W(P∗, ω). Indeed, that |W| = 0 is equivalent to 〈W(f) | W〉 = 0 for
all f ∈ P∗. But then
〈W(f) | W(g)W〉 = 〈eω(f,g)/2iW(f − g) | W〉 for all f ∈ P∗
implies that |W(g)W| = 0 for all g ∈ P∗.
By the standard procedure—namely, taking the quotient of W(P∗, ω) by the null
subspace of | | and completing the result with respect to | | (which is a norm after
quotienting by the null subspace)—one can construct a complex Hilbert space K with
inner product 〈 | 〉. The invariance of the null space of | | under the multiplicative
action of W(P∗, ω) implies that W(P∗, ω) acts on K.
This is a version of the Gel’fand–Na˘ımark–Segal construction. We now show that
we can give a description of K in terms of the phase space P. For this, we draw the
following definition from [BSZ92, §5.3].
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Definition 10 (characteristic functional). If 〈 〉 is a state on the Weyl alge-
bra W(P∗, ω), its characteristic functional µ:P∗ → C is given by
µ(f): = 〈W(f)〉 for all f ∈ P∗. (5.4)
We say the state 〈 〉 is regular if, for every f ∈ P∗, the function
t 7→ µ(tf) (t ∈ R)
is twice differentiable at t = 0.
Note. We will find it convenient to introduce the following notation:
∂fµ(g) =
∂
∂t
∣∣∣∣
t=0
µ(g + tf).
Theorem 20. Let (P∗, ω) be a symplectic vector space. Then, given a regular state 〈 〉
on W(P∗, ω) with characteristic function µ, there is an x ∈ P such that
i∂fµ(0) = f(x) for all f ∈ P∗.
Then, the collection of formal symbols Ψ = {|x+ f ∗〉 : f ∈ P∗} generates a complex
vector space with the following properties:
1. the sesquilinear form
〈x+ f ∗ | x+ g∗〉 = eω(g,f)/2iµ(g − f) (5.5)
makes the span of Ψ into a complex pre-Hilbert space whose Hilbert space com-
pletion is denoted K
2. there is a Weyl system W :P∗ → U(K) on (P∗, ω), given by
W (f) |x+ g∗〉 = eω(f,g)/2i |x+ f ∗ + g∗〉 for all f, g ∈ P∗ (5.6)
3. the unit vector |x〉 ∈ K is a cyclic vector of the Weyl system W (P∗, ω)
4. the associated Heisenberg system Φ:P∗ → L(K) satisfies
〈x+ g∗|Φ(f) |x+ g∗〉 = f(x+ g∗) for all f, g ∈ P∗.
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Figure 5.1: schematic representation of the relative coherent states as an affine sub-
space of phase space
The last property states that the Heisenberg system obtained from the regular
state 〈 〉 satisfies the correspondence principle. Namely, the expected value of the
quantum observable Φ(g) in the quantum state |x+ f ∗〉 equals the value of the clas-
sical observable g ∈ P∗ in the classical state x+ f ∗ ∈ P.
Because we have not assumed that the symplectic structure ω makes the duality
map ∗:P∗ → P onto, it is possible that x 6= f ∗ for any f ∈ P∗, in which case the
collection of indices {x+ f ∗: f ∈ P∗} is an affine subspace of P. In other words, if ω
is only weakly and not strongly nondegenerate, not every classical state in P has a
counterpart in K.
The physical interpretation of the vector x ∈ P is that of a classical ‘background’
field configuration, since 〈x|Φ(f) |x〉 = f(x) for every classical linear observable f ∈
P∗. Clearly any other density operator in K can be used to define a state leading
to a unitarily equivalent Weyl system, possibly with a different background field
configuration. If x is not of the form g∗ for any g ∈ P∗, it will actually be impossible
to eliminate the background altogether by a unitary change of representation.
Finally, the fact that the span of Ψ is dense in the Hilbert spaceK will be used con-
sistently in the sequel to characterize densely defined linear operators and sesquilinear
forms on K.
Proof. This proof has a curious way of pulling itself up by its own bootstraps: the
main conceptual difficulty is that, in order to show that f 7→ i∂fµ(0) is a continuous
linear functional on P∗ one needs to have the Weyl system W in place. We proceed
by constructing Ψ and K before the names |x+ f ∗〉 are available, and then renaming
the vectors after x is shown to have the advertised properties.
We will temporarily denote by ψf ∈ K the image of W(f) under the GNS con-
struction described immediately before Definition 10. We denote Ψ = {ψf : f ∈ P∗}.
It follows immediately from Equation (5.3) that
〈ψf | ψg〉 = eiω(f,g)/2µ(g − f) for all f, g ∈ P∗. (5.7)
The span of Ψ, which consists of unit vectors, is dense in K with respect to this inner
product. Recall also that, in the lead-up to Definition 10, we showed that the action
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of W(P∗, ω) on itself by left multiplication projects to K by virtue of the invariance
of the null space of 〈 | 〉. This action, namely the Weyl relations, passes to the
quotient as
W (f)ψg = e
ω(f,g)/2iψf+g for all f, g ∈ P∗. (5.8)
We are now ready to construct a Weyl system W :P∗ → U(K). The follow-
ing lemma shows that the Hilbert space K automatically supports a Weyl sistem
on W(P∗, ω).
Lemma 21. Suppose that a regular state 〈 〉 is given on the Weyl algebra W(P, ω)
and the GNS construction is performed resulting in the Hilbert space K, as just de-
scribed. Then, Equation (5.8) defines a map W :P∗ → U(K) which is a Weyl system
on (P∗, ω). In addition, the unit vector ψ0 ∈ K is a cyclic vector of the Weyl sys-
tem W :P∗ → U(K).
Proof. First, we need to show that W (f) ∈ U(K) for all f ∈ P∗. Indeed, observe
that W (f) maps Ψ to itself and that, for all f, g, h ∈ P∗,
〈W (f)ψg |W (f)ψh〉 = eω(f,h−g)/2i〈ψf+g | ψf+h〉
= eω(f,h−g)/2ieiω(f+g,f+h)/2µ(h− g)
= eiω(g,h)/2µ(h− g) = 〈ψg | ψh〉
This implies that W (f) is an invertible isometry on the span of Ψ. Then, by density
of the span of Ψ in K and linearity, it follows that W (f) is unitary on K.
Now, we need to show that, for all f, g, h ∈ P∗,
W (f)W (g)ψh = e
ω(f,g)/2iW (f + g)ψh.
The left-hand side is equal to
W (f)eω(g,h)/2iψg+h = e
ω(g,h)/2i eω(f,g+h)/2i ψf+g+h,
and the right-hand side is equal to
eω(f,g)/2iW (f + g)ψh = e
ω(f,g)/2i eω(f+g,h)/2i ψf+g+h.
To show strong continuity of the Weyl system W we need to show that, if fn → f
in P∗, then W (fn) → W (f) in the strong operator topology on U(K). To this end,
we consider
[W (f)−W (g)]ψh = eω(f,h)/2iψf+h − eω(g,h)/2iψg+h.
Then,
‖[W (f)−W (g)]ψh‖2 = 2Re[1− eiω(f−g,h)+iω(f,g)/2µ(g − f)],
which indeed vanishes as f − g → 0 because of the continuity of ω and µ and the
antisymmetry of ω.
Finally, the unit vector ψ0 ∈ K is a cyclic vector of the Weyl system W :P∗ →
U(K) because W (f)ψ0 = ψf for all f ∈ P∗, and the collection of all ψf is dense
in K.
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We now study the Heisenberg system associated to the Weyl system defined in
Lemma 21.
Lemma 22. In the hypotheses of Lemma 21, 〈ψg | Φ(f)ψg〉 and ‖Φ(f)ψg‖ are both
finite for all f, g ∈ P∗. Moreover,
〈ψg | Φ(f)ψg〉 = ω(f, g) + 〈ψ0 | Φ(f)ψ0〉
and
‖Φ(f)ψg‖2 − ‖Φ(f)ψ0‖2 = 〈ψg | Φ(f)ψg〉2 − 〈ψ0 | Φ(f)ψ0〉2.
Proof. Observe that, if ψg is in the domain of Φ(f), then
〈ψg | Φ(f)ψg〉 = i ∂
∂t
∣∣∣∣
t=0
〈ψg |W (tf)ψg〉
and
‖Φ(f)ψg‖2 = 〈ψg | Φ(f)2ψg〉 = − ∂
2
∂t2
∣∣∣∣
t=0
〈ψg |W (tf)ψg〉.
Conversely, since Φ(f) is a closed operator, the finiteness of − (∂2/∂t2)|t=0 〈ψg |
W (tf)ψg〉 would imply that ψg is in the domain of Φ(f). We now show this.
First we use the definition of the Weyl system given in Lemma 21 to compute the
matrix elements of the unitary operator W (f) between arbitrary elements of Ψ:
〈ψg |W (f)ψh〉 = eω(f,g+h)/2i+iω(g,h)/2µ(f − g + h) for all f, g, h ∈ P∗.
When f = 0, this matrix element reduces to Equation (5.7) for 〈ψg | ψh〉
Differentiating the matrix element 〈ψg | W (tf)ψg〉 twice with respect to t and
setting t = 0 one obtains
‖Φ(f)ψg‖2 = [ω(f, g)]2 + 2iω(f, g)∂fµ(0)− ∂2fµ(0),
which is finite by the assumption that µ(tf) is twice-differentiable. Particularizing
to g = 0 we obtain
∂2fµ(0) = −‖Φ(f)ψ0‖2.
One obtains the matrix elements of the Heisenberg operator Φ(f) by differentiating
the matrix element 〈ψg | W (tf)ψh〉 with respect to t and setting t = 0, namely:
〈ψg | Φ(f)ψh〉 =
[1
2
ω(f, g + h)µ(h− g) + i∂fµ(h− g)
]
eiω(g,h)/2.
If, in particular, h = g,
〈ψg | Φ(f)ψg〉 = ω(f, g) + i∂fµ(0).
The case g = 0 shows that
i∂fµ(0) = 〈ψ0 | Φ(f)ψ0〉,
and the result follows by elementary algebraic manipulations.
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At this point, we can assert that
i∂fµ(0) = 〈ψ0 | Φ(f)ψ0〉 = f(x)
for some x ∈ P (had we not assumed that P is reflexive, we could only deduce
that x ∈ P∗∗). This takes care of the first conclusion of the theorem. If we now make
the identification ψf ∼ |x+ f ∗〉, it follows that
〈x+ g∗|Φ(f) |x+ g∗〉 = f(x+ g∗)
because ω(f, g) = f(g∗).
Definition 11 (relative coherent states). Given a regular state 〈 〉 on W(P, ω),
the element x ∈ P such that
i∂fµ(0) = f(x) for all f ∈ P∗
is called the background for 〈 〉. The image of W(f) inside K by the GNS construc-
tion, denoted by |x+ f ∗〉, is called a coherent state relative to the state 〈 〉. We
denote the set of relative coherent states by Ψ = {|x+ f ∗〉 : f ∈ P∗}.
Note. One of the conclusions of Lemma 22 is that the variance (mean-square deviation
from the mean) of the observable Φ(g) in state |x+ f ∗〉 is
Varx+f∗(g) = 〈x+ f ∗|Φ(g)2 |x+ f ∗〉 − 〈x+ f ∗|Φ(g) |x+ f ∗〉2 ,
which is independent of f ∈ P∗. In other words, the standard deviation of each
observable Φ(g) is the same on all relative coherent states. Note that we are not
claiming that the relative coherent states are minimal-uncertainty states in the sense
that they saturate the inequality in Heisenberg’s uncertainty principle, but it is true
that if any one relative coherent state is a minimal-uncertainty state, all of them will
be. Our definition of relative coherent state includes as special cases the ordinary
coherent states of the harmonic oscillator and quantum optics, but also the so-called
‘squeezed states’ and many others, which may or may not be pure states.
The problem of quantizing a linear phase space (P, ω) can thus be partly solved
by finding a state 〈 〉 on the Weyl algebra W(P, ω). This leads to a Weyl system
on (P∗, ω˜) and so to Heisenberg operators Φ(f) satisfying the canonical commutation
relations and the correspondence principle, albeit possibly with a nontrivial back-
ground.
Still, the canonical commutation relations and the correspondence principle to-
gether are far from sufficient to uniquely determine the quantization and, unless P
is finite-dimensional, different states may lead to unitarily inequivalent Weyl sys-
tems. The problem remains how to construct or identify representations suitable for
particular physical applications. In the next section we investigate the implications
of requiring that physical symmetries, in particular time evolution, be implemented
unitarily.
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Unitary representation of physical symmetries
Having quantized the phase space itself, we now consider the quantization of dy-
namics and, more generally, physical symmetries. The ultimate goal is to represent
physical symmetries as unitary operators on the quantum state space K. The linear
phase spaces we are considering have been defined as topological vector spaces whose
duals are symplectic vector spaces, and are associated to a natural concept of auto-
morphism. Here we limit our attention to those physical symmetries which can be
represented by automorphisms of the physical phase space in the sense of Definition 4.
Putting together Lemma 19, Equation (5.6) and Definition 11, we obtain the
following result.
Lemma 23. Assume that 〈 〉 is a regular state on W(P∗, ω), with background x ∈ P.
Given any automorphism T :P → P of the linear phase space P, there is a densely
defined linear map Γ(T ):K→ K such that
Γ(T ) |x+ Tf ∗〉 = |x+ f ∗〉 . (5.9)
This map intertwines the unitary operators W (f), that is,
Γ(T )W (T ∗f) = W (f)Γ(T ) for all f ∈ P∗, (5.10)
and satisfies Γ(ST ) = Γ(S)Γ(T ).
It is worth remarking that, when the background x ∈ P is a fixed point of the
automorphism T :P→ P, we have the nicer formula
Γ(T ) |Ty〉 = |y〉 for all y = x+ f ∗ with f ∈ P∗.
Proof. By Lemma 19, there is a unique automorphism γ(T ) of the ∗-algebraW(P, ω)
such that
γ(T )W(T ∗f) =W(f) for all f ∈ P∗
and satisfying γ(ST ) = γ(S)γ(T ). The GNS construction preceding Definition 11
produces a unique densely-defined linear operator Γ(T ):K→ K defined on the dense
span of Ψ by Equation (5.9). In addition, since
Γ(S)Γ(T ) |x+ STf ∗〉 = Γ(S)Γ(T ) |x+ T ∗S∗f∗〉 = Γ(S) |x+ Sf ∗〉 ,
Γ(ST ) = Γ(S)Γ(T ) holds on the span of the relative coherent states, which is a
common dense domain of all three operators and is left invariant by them.
As for the intertwining of the Weyl operators, Equation (5.6) implies
Γ(T )W (T ∗f) |x+ Tg∗〉 = eω(T ∗f,T ∗g)/2iΓ(T ) |x+ T (f ∗ + g∗)〉
which, because T ∗ preserves ω and by definition of Γ(T ), equals
eω(f,g)/2i |x+ f ∗ + g∗〉 .
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Similarly,
W (f)Γ(T ) |x+ Tg∗〉 = W (f) |x+ g∗〉 ,
and the result follows, again by Equation (5.6).
Perhaps surprisingly, Γ(T ) is not necessarily an isometry ofK despite the fact that
it preserves the norm of all the relative coherent states |x+ f ∗〉. However, it should
not be surprising that unitarity is obtained when the characteristic functional µ is
preserved by T ∗.
Lemma 24. In the hypotheses of Lemma 23, the operator Γ(T ) extends uniquely to
a unitary operator on K if, and only if, T preserves 〈 〉 in the sense that
µ(T ∗h) = µ(h) for all h ∈ P∗.
In other words, the invertible operator Γ(T ) is unitary on K if, and only if, the
characteristic functional µ is constant on orbits of T ∗.
Proof. From Equation (5.5) it follows that
〈x+ Tf ∗ | x+ Tg∗〉 = eω(T ∗g,T ∗f)/2iµ(T ∗(g − f))
so Γ(T ) is an isometry on the span of the relative coherent states if, and only
if, µ(T ∗h) = µ(h) for all h ∈ P∗. An isometry is unitary if and only if it is in-
vertible.
It follows that, for a whole subgroup G of automorphisms of P to be unitarily
implemented on K by Γ, it is necessary and sufficient that µ be constant on the
orbits of the whole subgroup. It is possible that unitary representations other than Γ
exist, and in fact that is guaranteed when P∗ is finite-dimensional. Now, if G is a
continuous group generated by a Poisson algebra g of classical observables on P, this
is equivalent to the characteristic functional µ having vanishing Poisson brackets with
all the elements of g. In particular, if time evolution is to be implemented unitarily,
the characteristic functional of the state must be a constant of the motion. It is in
this precise sense that the dynamics can be said to determine the quantization.
5.1.3 Summary
Putting Theorem 20 and Lemmas 23–24 together we obtain the following theorem
listing the properties of representations of the general boson field.
Theorem 25. Let (P, ω) be a linear phase space, let 〈 〉 be a regular GNS state on
the Weyl algebra W(P, ω) with characteristic function µ. Let the background x ∈ P
associated to µ be defined by
i∂fµ(0) = f(x) for all f ∈ P∗,
and let Ψ = {|x+ f ∗〉 | f ∈ P∗}. Then,
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1. the sesquilinear form
〈x+ f ∗ | x+ g∗〉 = eiω(f,g)/2µ(g − f)
makes the span of Ψ into a complex pre-Hilbert space whose Hilbert-space com-
pletion is denoted K
2. there is a Weyl system W :P∗ → U(K) on (P∗, ω), given by
W (f) |x+ g∗〉 = eω(f,g)/2i |x+ g∗ + f ∗〉 for all f ∈ P, g ∈ P∗
3. the associated Heisenberg system Φ:P∗ → L(K) satisfies
〈x+ g∗|Φ(f) |x+ g∗〉 = f(x+ g∗) for all f, g ∈ P∗
4. there is a group homomorphism Γ mapping automorphisms T :P→ P to invert-
ible linear operators on K, given by
Γ(T ) |x+ Tf ∗〉 = |x+ f ∗〉 for all f ∈ P∗
and satisfying
Γ(T )W (T ∗f) = W (f)Γ(T ) for all f ∈ P∗
5. the unit vector |x〉 ∈ K is a cyclic vector of the Weyl system W (P∗, ω˜)
6. Γ(T ) is unitary if, and only if, µ is constant on orbits of T .
Since Γ is defined on symplectic and not unitary transformations the generators
are not self-adjoint and it is not clear that there is a meaningful notion of positivity
of Γ, in contrast with the free boson field below. In other words, there seems to be no
way to define what a stable representation of the general boson field is. Also, we have
not specified a topology on the automorphisms of P, so we cannot prove continuity
of Γ.
Proof. 1. This is Equation (5.5) from Theorem 20.
2. This is the content of Lemma 21, which was part of the proof of Theorem 20.
3. This is by Lemma 22, also part of the proof of Theorem 20.
4. This is Lemma 23.
5. This is part of the conclusions of Lemmas 21 and 23.
6. This is the content of Lemma 24.
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5.2 The free boson field
In certain cases, the space P∗ of linear observables on the physical phase-space a
classical theory is not only a real symplectic space, but also admits a complex Hilbert
spaceH such that and the symplectic structure ω is the imaginary part of the complex
inner product. This is the algebraic setting in which Segal [BSZ92] defined his concept
of a free boson field, which is an axiomatic definition of the usual Fock representation
of free quantum fields. In the present section we develop tools and techniques specific
to Fock quantization and that will be needed later on.
Definition 12 (free boson field). The free boson field over a complex Hilbert
space H consists of
1. a complex Hilbert space K
2. a Weyl system W :H→ U(K)
3. a continuous representation Γ:U(H†)→ U(K) satisfying
Γ(U)W (z)Γ(U)−1 = W (Uz) for all z ∈ H
4. a unit vector ν ∈ K which is invariant under Γ(U) for all U ∈ U(H†) and a
cyclic vector of W (H)
such that Γ is positive in the sense that, if the one-parameter group U(t) ⊂ U(H†)
has a nonnegative self-adjoint generator A, then ∂Γ(A), which denotes the self-adjoint
generator of the group Γ(U(t)):K→ K, is a nonnegative self-adjoint operator on K.
Note. The positivity condition can be weakened to apply only to a single operator A,
and the free boson field is unique up to unitary equivalence [BSZ92, §1.10].
Now, if H is a complex Hilbert space with inner product 〈 , 〉 and norm ‖ ‖, and
one defines h(f, g) = Re〈f, g〉 and ω(f, g) = Im〈f, g〉, then H becomes a real Hilbert
space with inner product h and norm ‖ ‖, and ω is a continuous symplectic structure
on H. If we denote by P the real dual of H, then P is a linear phase space in the
sense of Definition 3, with (P∗, ω) = (H, ω). In addition, we have a map ∗:H → P
defined by
g∗(f) = ω(f, g) for all f, g ∈ H.
With this notation, the following is a consequence of Theorem 25.
Theorem 26. Let H be a complex Hilbert space with inner product 〈 , 〉 and norm ‖ ‖.
Define h, and ω on H ∼= P∗ and ∗:H → P as above. Then, the representation of
the general boson field on W(P∗, ω) given by the regular state with characteristic
functional
µ(f) = e−‖f‖
2/4 for all f ∈ H
is the free boson field on H, with
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1. K being the completion of the span of Ψ = {|f ∗〉 : f ∈ H} with respect to the
complex inner product
〈f ∗ | g∗〉 = eω(g,f)/2ie−‖g−f‖2/4
2. W being the Weyl system on W(H, ω) given by
W (f) |g∗〉 = eig∗(f)/2 |g∗ + f ∗〉 for all f, g ∈ H
3. Γ being defined by
Γ(U) |f ∗〉 = |(Uf)∗〉 for all f ∈ H
4. ν = |0〉
In addition, the mean and variance of Φ(g) in the state |x〉 are
〈f ∗|Φ(g) |f ∗〉 = ω(g, f) and Varf∗(g) = 1
2
‖g‖2 for all x, f ∈ H.
Proof. All the numbered properties of the free boson field are immediate consequences
of Theorem 25. It only remains to show positivity of the representation Γ.
Assume that U = e−itA ∈ U(H) with 〈Af, f〉 = 〈f, Af〉 ≥ 0 for all f ∈ H. Then,
〈f ∗| ∂Γ(A) |f ∗〉 = i ∂
∂t
∣∣∣∣
t=0
〈f ∗|Γ(e−itA) |f ∗〉
= i
∂
∂t
∣∣∣∣
t=0
〈f ∗ | (e−itAf)∗〉
= i
∂
∂t
∣∣∣∣
t=0
eω(e
−itAf,f)/2ie−‖(e
−itA−1)f‖2/4
=
1
2
ω(−iAf, f) = 1
2
〈f, Af〉 ≥ 0
for all f ∈ H.
As for the mean and variance of the Heisenberg observables, note that
〈f ∗|W (g) |h∗〉 = eω(g,h+f)/2ieω(h,f)/2ie−‖h+g−f‖2/4. (5.11)
In particular, if f = h,
〈f ∗|W (g) |f ∗〉 = e−iω(g,f)e−‖g‖2/4.
But this is precisely the characteristic functional of a Gaussian random variable with
mean ω(g, f) and variance 1
2
‖g‖2.
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5.2.1 Normal-ordered functions
The Weyl system W :H → U(K) has an associated real-linear Heisenberg sys-
tem Φ:H → L(K). From this real-linear map we can construct complex-linear and
complex-antilinear maps a, a†:H → L(K) with the help of the complex structure
of H. The creation operator
a†(f) =
Φ(f)− iΦ(if)√
2
for all f ∈ H
is complex-linear, and its adjoint the annihilation operator
a(f) =
Φ(f) + iΦ(if)√
2
for all f ∈ H
is complex-antilinear. The creation and annihilation operators satisfy the commuta-
tion relations
[a(f), a(g)] = 0, [a(f), a†(g)] = 〈f, g〉, and [a†(f), a†(g)] = 0
for all f, g ∈ H.
It is now easy to prove that coherent states are joint eigenstates of every a(f).
Lemma 27. If f, g ∈ H then
a(g) |h∗〉 = 〈g, h〉
i
√
2
|h∗〉 .
Proof. Equation (5.11) implies that
〈f ∗|W (g) |h∗〉
〈f ∗ | h∗〉 = e
(〈f,g〉−〈g,h〉)/2e−‖g‖
2/4
so the matrix elements of the Heisenberg operators satisfy
〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉 =
i
2
[〈f, g〉 − 〈g, h〉] (5.12)
which implies
〈f ∗|Φ(ig) |h∗〉
〈f ∗ | h∗〉 = −
1
2
[〈f, g〉+ 〈g, h〉]
and so
〈f ∗| a(g) |h∗〉 = 〈g, h〉
i
√
2
〈f ∗ | h∗〉
By the density of the span of the coherent states in K, the result follows.
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We now use this property to prove a remarkable formula for the matrix elements
of ‘normal-ordered’ functions of Heisenberg operators. We first introduce the defini-
tion of normal-ordered powers of Heisenberg operators, or Wick powers. The Wick
powers are obtained by expressing the Heisenberg operator in terms of creation and
annihilation operators, expanding the product and rearranging each monomial to
have all creation operators to the left of all the annihilation operators, discarding all
commutators.
Definition 13 (Wick power). If f ∈ H, the nth Wick power or normal-ordered
power of the Heisenberg operator Φ(f) is the operator on K given by
:Φ(f)n: =
1
2n/2
n∑
m=0
(
n
m
)
a†(f)ma(f)n−m.
We first show that Wick powers are densely defined on K; what is more, their
domain always contains the coherent states.
Lemma 28. For all n ∈ N and all f ∈ H, the Wick power :Φ(f)n: is densely defined
on K.
In other words, for all f ∈ H, the coherent states are C∞ vectors for Φ(f) [RS80,
§X.6].
Proof. That the domain of :Φ(f)n: is dense in K will follow from the fact that it
contains the coherent states, whose span is dense in K. Since the coherent states are
eigenstates of the annihilation operators, it is clear that any power of annihilation
operators is densely defined on K. Also, the creation operators are defined on the
coherent states because they are linear combinations of the Heisenberg operators,
to which Lemma 22 applies. However, the question is whether higher powers of
the creation operators are defined on coherent states. Since powers of annihilation
operators are polynomials in the Heisenberg operators, the result will follow if we can
show that arbitrary powers of Heisenberg operators are defined on coherent states.
The techniques used to prove Lemma 22 generalize to this situation.
Indeed, observe that W (f) = e−iΦ(f) implies that
‖Φ(f1) · · ·Φ(fn) |g∗〉 ‖2 = 〈g∗|Φ(fn) · · ·Φ2f1 · · ·Φ(fn) |g∗〉
equals
i2n
∂2n
∂t1 · · ·∂t2n
∣∣∣
ti=0
〈g∗|W (t1fn) · · ·W (tnf1)W (tn+1f1) · · ·W (t2nfn) |g∗〉 .
Since the matrix element is proportional to µ(t1fn + · · ·+ t2nfn), it follows that the
squared norm ‖Φ(f1) · · ·Φ(fn) |g∗〉 ‖2 is a linear combination of derivatives of µ(0) of
88
order up to 2n. It is easily checked that the characteristic functional of the free boson
field,
µ(f) = e−‖f‖
2/4
is infinitely differentiable, and the result follows.
Just how well coherent states and Wick powers get along is made evident by the
following result.
Lemma 29. The matrix elements of Wick powers on coherent states satisfy
〈f ∗| :Φ(g)n: |h∗〉
〈f ∗ | h∗〉 =
(〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉
)n
whenever f, g, h ∈ H.
Proof. By repeated application of Lemma 27,
〈f ∗| :Φ(g)n: |h∗〉 = 1
2n/2
n∑
m=0
(
n
m
)
〈f ∗| a†(g)ma(g)n−m |h∗〉
=
1
2n/2
n∑
m=0
(
n
m
)( 〈f, g〉
−i√2
)m(〈g, h〉
i
√
2
)n−m
〈f ∗ | h∗〉
= 〈f ∗ | h∗〉
( i
2
[〈f, g〉 − 〈g, h〉]
)n
and the result follows by Equation (5.12).
5.2.2 Quasioperators
Let us look again at Equation (5.12):
〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉 =
i
2
[〈f, g〉 − 〈g, h〉] for all f, g, h ∈ H.
In this equation the right-hand side, being multilinear, is much better behaved as
a function of f, g, h ∈ H than one would expect from the object on the left-hand
side: recall that f 7→ |f ∗〉 is not a linear map from H to K, and also that Φ(g) is an
unbounded operator on K. This is extremely useful, as it allows one to make sense
of the expression on the left-hand side in cases where f is so singular that Φ(f) does
not exist as an operator on K.
Specifically, suppose that we are given a classical linear observable f which is too
singular to be an element of P∗ = H. Often-used examples of this come readily to
mind, since typically P is a space of square-integrable tensor-valued differential forms
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on a manifold and these have no pointwise values nor can they be integrated on
submanifolds. Thus, classical observables such as A 7→ A(x) or A 7→ ∮
γ
A do not, in
general, admit quantum analogues defined by the techniques introduced so far. In the
case of the free boson field we can see explicitly that, if ‖g‖ =∞, then any attempt
at constructing the unitary operator W (g) will fail, as lim‖g‖→∞ 〈f ∗|W (g) |h∗〉 = 0
because it contains a leading factor of e−‖g‖
2/4. Accordingly, there is no coherent
state |g〉 nor is a nonzero Heisenberg operator Φ(g) obtainable by taking derivatives
of W (g).
However, if there is a scale of spaces H0 ⊆ H ⊆ H†0, Equation (5.12) makes sense
for g ∈ H†0 as long as f, h ∈ H0. If the span of the coherent states {|f〉 : f ∈ H0}
is dense in K, then Φ(g) is well-behaved enough for most practical purposes. We
now make this idea precise by means of the concept of quasioperator, and prove that
things are in fact as we suggest.
Definition 14 (quasioperator). Let K0 be a topological vector space with a dense
continuous inclusion into the Hilbert space K. A quasioperator on K with domain K0
is a continuous sesquilinear form Q:K0 ×K0 → C, antilinear in the first argument
and linear in the second.
Note. Whenever there is a scale of spaces K0 ⊆ K ∼= K† ⊆ K†0, we will refer to
elements of K0 as the space of regular elements of K, and K
†
0 as the space of singular
ones. In other words, a quasioperator on K maps regular elements of K to ‘singular
elements of K’. While possibly hair-raising to the mathematician, this manner of
speaking is actually very useful in physical reasoning. For instance, we call the Dirac
delta a ‘singular function’ even though it is not, strictly speaking, a function.
We now assume that the H0 ⊆ H is a complex topological vector space and that
the inclusion map is continuous, with dense range. We call the elements of H0 regular
observables. The map ∗:H→ P restricts to a map ∗:H0 → P whose image P0 is the
space of regular field configurations. The dual H†0 is the space of singular observables.
Our goal is to extend the Heisenberg system Φ from H to H†0. If g is a singular
observable Φ(g) will be defined as a quasioperator.
Recall now that the collection of coherent states Ψ = {|f ∗〉 : f ∈ H} spans a dense
subspace of the Fock spaceK. We will call the coherent states in Ψ0 = {|f ∗〉 : f ∈ H0}
regular coherent states. We now show that the span of the regular coherent states is
also dense in K.
Lemma 30. Let H0 ⊆ H be a topological vector space with a dense continuous
inclusion into H. Then, if fn ∈ H0 for all n and limn→∞ fn = f in the topology of H,
then
lim
n→∞
|f ∗n〉 = |f ∗〉
in the topology of K.
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Proof. For all g ∈ H,
〈g∗ | f ∗n〉 − 〈g∗ | f ∗〉 = eω(fn,g)/2iµ(g − fn)− eω(f,g)/2iµ(g − f).
By the continuity of ω and µ on H and the density of the |g∗〉 in K, the result
follows.
We now let K0 be the span of Ψ0, consisting of finite linear combinations of
regular coherent states, topologized algebraically. We are then ready to define Φ(g)
as a quasioperator on K0.
Lemma 31. For every g ∈ H†0 there is a unique quasioperator Φ(g) on K with
domain K0 such that
〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉 =
i
2
[〈f, g〉 − 〈g, h〉] for all f, h ∈ H0.
Note that, when g ∈ H, the matrix elements of the ordinary Heisenberg opera-
tor Φ(g) provide a quasioperator of this form. In this sense, this construction extends
the definition of the Heisenberg operator Φ(g) from regular g to singular g.
Proof. Consider the function from Ψ0 ×Ψ0
|f ∗〉 × |h∗〉 7→ i
2
[〈f, g〉 − 〈g, h〉]〈f ∗ | h∗〉 for all f, h ∈ H0,
which is clearly jointly continuous in the topology of K0. This function extends by
linearity to a continous sesquilinear form on K0, and therefore is associated to a
quasioperator on K with domain K0.
An entirely analogous construction generalizes Wick powers of Heisenberg opera-
tors, :Φ(g)n:, from regular g ∈ H to singular g ∈ H†0.
Lemma 32. For every g ∈ H†0 there is a unique quasioperator :Φ(g)n: on K with
domain K0 such that
〈f ∗| :Φ(g)n: |h∗〉
〈f ∗ | h∗〉 =
(〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉
)n
for all f, h ∈ H0.
Proof. As before, the function
|f ∗〉 × |h∗〉 7→
( i
2
[〈f, g〉 − 〈g, h〉]
)n
〈f ∗ | h∗〉 for all f, h ∈ H0
on Ψ0 ×Ψ0 is jointly continuous in the topology of K0. Extending it to all of K0 by
linearity, it defines a quasioperator on K with domain K0.
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We can now extend the normal-ordering operation by linearity to the algebra of
polynomials on a Heisenberg operator Φ(g), that is, if P (x) =
∑n
k=0 pkx
k we define
:P (Φ(g)): =
n∑
k=0
pk:Φ(g)
k:.
Then, it is easily checked that
:(P +Q)(Φ(g)): = :P (Φ(g)): + :Q(Φ(g)):
for all polynomials P,Q ∈ C[x]. This holds both at the level of operators on K,
if g ∈ H, and as an equation between quasioperators on K0.
Corollary 33. Let F :Cn → C be an entire function. Then, for all g ∈ H†0, there is
a unique quasioperator :F (Φ(g)): on K with domain K0 satisfying
〈f ∗| :F (Φ(g)): |h∗〉
〈f ∗ | h∗〉 = F
(〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉
)
for all f, h ∈ H0.
We have proved this formula for single Heisenberg operators in Equation (5.12),
and for monomials of the Heisenberg operators in Lemma 29; it also holds for Heisen-
berg quasioperators (Lemma 31) and their Wick powers (Lemma 32). We have defined
the normal-ordering operator on the entire algebra of polynomials on the Heisenberg
(quasi)operator Φ(g) by linearity from the normal-ordered monomials and, since the
operation
X 7→ 〈f
∗|X |h∗〉
〈f ∗ | h∗〉
is complex linear, our desired formula holds for all polynomials of Heisenberg opera-
tors.
Proof. For the proof, we do as before and define a complex function on Ψ0 ×Ψ0 by
|f ∗〉 × |h∗〉 7→ F
(〈f ∗|Φ(g) |h∗〉
〈f ∗ | h∗〉
)
〈f ∗ | h∗〉
which is jointly continuous in the topology of K0, and extends by linearity to a
sesquilinear form on K0 defining a quasioperator with the required properties.
By analogy with W (f) = e−iΦ(f), we can now define
:W (g): =
∑
n≥0
(−i)n
n!
:Φn(g):.
and then 〈f ∗| :W (g): |h∗〉
〈f ∗ | h∗〉 = exp
〈f ∗| − iΦ(g) |h∗〉
〈f ∗ | g∗〉 .
This means that :W (g): is defined as a quasioperator on the span of the regular
coherent states. We can now deduce the following useful formula.
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Lemma 34.
:W (g): =
W (g)
〈0|W (g) |0〉 for all g ∈ H
as an equation between quasioperators on K with domain K0.
This shows that the definition of the normal-ordered Weyl quasioperator W (g)
for g ∈ H†0 is analogous to resolving a singularity of the form 0/0 by taking a limit.
Proof. We particularize Equation (5.11)
〈f ∗|W (g) |h∗〉 = eω(g,h+f)/2ieω(h,f)/2ie−‖h+g−f‖2/4
to g = 0
〈f ∗ | h∗〉 = eω(h,f)/2ie−‖h−f‖2/4
and, to f = h = 0
〈0|W (g) |0〉 = e−‖g‖2/4.
Then,
〈f ∗|W (g) |h∗〉
〈f ∗ | h∗〉 〈0|W (g) |0〉 = e
(〈f,g〉−〈g,h〉)/2.
By Equation (5.12), the right-hand side is
exp
〈f ∗| − iΦ(g) |h∗〉
〈f ∗ | h∗〉 =
〈f ∗| :W (g): |h∗〉
〈f ∗ | h∗〉
by Corollary 33 applied to W (g) = e−iΦ(g).
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Chapter 6
p-form Electromagnetism as a Free
Boson Field
In this chapter we show how the oscillating modes of p-form electromagnetism
in (p+ 1)-dimensions have a free boson field representation, define certain physically
interesting observables as quasioperators, and prove that suitable analogues of the
classical equations of motion hold as quasioperator equations.
According to Section 5.2, in order to construct a free boson field representation
we need a complex Hilbert space H consisting of classical observables of p-form elec-
tomagnetism. The same vector space with its real structure will be denoted P∗ since
the space of observables is the dual of the physical phase space P. The complex
inner product 〈 , 〉 on H must have as its imaginary part the classical symplectic
structure ω on P∗. The free boson field on H is the representation of W(P∗, ω)
produced by the GNS construction applied to a state 〈 〉 with characteristic func-
tional µ(f) = exp(−‖f‖2/4) for all f ∈ H. Now, in order for time evolution to be
unitary, it is sufficient that µ be invariant under time evolution; in other words, µ
and hence ‖ ‖ must be constants of the motion.
However, the analysis of the classical theory produces a real phase space, without a
complex structure and not having necessarily even a real Hilbert space structure. That
is, the starting point for quantization is a classical phase space P whose dual (P∗, ω) is
a a real topological vector space with a continuous symplectic structure ω. Time evo-
lution acts on phase space as a strongly continuous one-parameter group of bounded
operators T (t) preserving the symplectic structure on P∗. To quantize these symplec-
tic dynamics involves constructing from (P∗, ω) and T a complex Hilbert space H on
which T (t) is a strongly-continuous one-parameter group of unitary operators.
Ordinarily, for instance when quantizing a massive linear field such as the Klein–
Gordon field, H would carry a weaker norm than P∗, and so P∗ would be contained
in H. However, as we shall see, when there are infrared divergences (as is the case
for massless fields such as the Maxwell field) neither H nor P∗ contain each other.
However, there is a common subspace of bothP∗ andH on which all the mathematical
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objects we are discussing are well-defined. This space is constructed as a subspace
of P∗ in a well-prescribed way and then completed to obtain H.
An additional complication is the existence of a nontrivial Aharonov–Bohm sec-
tor. We have seen that the dynamics in this sector are analogous to those of a
free particle. In the case of the electromagnetic field, we will see that the definition
of H involves negative powers of the Laplacian, and so the Aharonov–Bohm sector
must be quantized in a different way, if at all. Accordingly, although we set out to
quantize P ≃ Po ⊕ Pf , we really only achieve a Fock quantization of the oscillating
sector Po. We do not attempt to determine whether a free boson field representation
of the free modes is possible; we expect this to be the case only when Pf is finite-
dimensional. Moreover, only on Po is it possible to find a (densely-defined) complex
structure preserved by time evolution. On the space Pf of Aharonov–Bohm modes,
the time evolution operator Tf(t) is a shear, and there is no way to make it unitary.
The plan of this short chapter is as follows. In Section 6.1 we construct the free
boson field representation of the oscillating sector of p-form electromagnetism. In
Section 6.2 we use our quasioperator technology from Section 5.2.2 to make sense
of Wilson loop operators and their higher-dimensional generalizations, as well as
electromagnetic field operators at a point, which are then shown to satisfy the Maxwell
equations as quasioperator equations. Most importantly, we end with a description
of the dynamics of the electromagnetic field in terms of Wilson loops, without any
need for ‘regularizing’ or ‘smearing’ these loops as in the work of Varadarajan [Var00,
Var01].
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6.1 Free boson field representation
Our Result 16 associated to p-form electromagnetism in n + 1 dimensions a real
Hilbert space P consisting of pairs X = [A] ⊕ E, where [A] is an equivalence class
of p-forms modulo Dp−1-exact p-forms and E is a p-form such that D
∗
p−1E = 0 (what
one might call twisted-divergenceless). The symplectic structure on P was
ω(X,X ′) = (E,A′)− (E ′, A).
We need to make this P into a complex Hilbert space H, and put a time-independent
complex inner product on it whose imaginary part is the symplectic structure ω. This
is equivalent to putting a real inner product h on P which is time-independent and
satisfies
h(X,X ′) = ω(X, JX ′) for all X,X ′ ∈ P
where J :P → P is a densely-defined complex structure, that is, a real-linear map
such that J2 = −1 on a dense domain of P. Now, because of the appearance below of
inverse powers of the twisted Laplacian Lp, we will be forced to restrict our attention
to the oscillating sector Po, and ignore the ‘free’ sector Pf which was the intersection
of P with the kernel of Lp. Recall that the time evolution in Po is given by
To(t)
(
A
E
)
=
(
cos(t
√
Lp) sin(t
√
Lp) /
√
Lp
−√Lp sin(t
√
Lp) cos(t
√
Lp)
)(
A
E
)
Defining multiplication by i by the action of J , we can make P into a complex vector
space. The completion of the dense domain of K in P with respect to the norm
‖X‖2 = (E,L−1/2p E) + (A,L1/2p A′)
is the complex Hilbert space H. The key facts about H are summarized in the
following theorem.
Theorem 35. Let Eo be a real Hilbert space with inner product ( | ), let L be a
nonnegative self-adjoint operator on Eo with vanishing kernel, and consider the real
Hilbert space
Ao: = {A ∈ Eo: ‖A‖2 + ‖L1/2A‖2 <∞}.
Define time evolution on Po = Ao ⊕ Eo by
∂t(A⊕E) = E ⊕−LA,
which preserves the canonical symplectic structure on Ao ⊕ Eo, namely
ω(A⊕ E,A′ ⊕E ′) = (A | E ′)− (A′ | E).
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Then, there is a densely-defined complex structure J :Y → Y given by J = −L−1/2K,
or
J(A⊕ E): = −L−1/2E ⊕ L1/2A,
commuting with K and whose domain
Y: = {A⊕ E ∈ Po: ‖A‖2 + ‖L1/2A‖2 + ‖E‖2 + ‖L−1/2E‖2 <∞}
is dense in Po, preserved by time evolution and satisfying
‖Jx‖Y = ‖x‖Y and ω(Jx, Jy) = ω(x, y) for all x, y ∈ Y.
Finally, the completion of Y with respect to the norm
‖x‖2
H
: = ω(x, Jy)
is a complex Hilbert space H with inner product
〈x, y〉: = ω(x, Jy) + iω(x, y)
Time evolution defined on Y then extends to a strongly-continuous one-parameter
group of unitary operators on H, with nonnegative, self-adjoint generator H = L1/2.
Proof. First we need to show that Y is dense in Po. Since ‖A⊕E‖2Y = ‖A⊕E‖2P +
‖L−1/2E‖2, Y is dense in Ao ⊕ ranL1/2. To show that Y is dense in Po we need to
show that ranL1/2 is dense in Eo. Now, L
1/2 is self-adjoint on E and has vanishing
kernel so, by lemma 7, {ranL1/2}⊥ = kerL1/2 = {0}. But this implies that ranL1/2
is dense in Eo.
Next, we need to show that Y is preserved by the time evolution of equation (3.7)
or, equivalently, that ‖T (t)‖Y < ∞ for all t. It is not hard to check that, in fact,
‖T (t)(A⊕E)‖Y = ‖A⊕E‖Y for all t. An even easier calculation shows that ‖J‖Y = 1,
so J maps Y to itself.
Then, we need to show that J is compatible with ω. With the analytical subtleties
out of the way, it requires only straightforward algebraic calculations to check that
• 1)ω(Jx, Jy) = ω(x, y) for all x, y ∈ Y
• 2)ω(A⊕ E, J(A⊕E)) = ‖L1/4A‖2 + ‖L−1/4E‖2 ≥ 0.
Also, ‖x‖2
H
= ω(x, Jx) is clearly a Hilbert-space norm.
Another simple calculation shows that ‖T (t)(A ⊕ E)‖H = ‖A ⊕ E‖H, so T (t) is
a one-parameter unitary group. Strong continuity is also easily checked. Finally, the
self-adjoint generator of time-evolution is determined by the condition J∂t(A⊕E) =
H(A ⊕ E), that is, JK = H . It is also a straightforward algebraic calculation to
check that 〈A⊕ E,H(A⊕ E)〉 = (A|LA) + (E|E), which is nonnegative. Since time
evolution is unitary with respect to 〈 , 〉, it follows that H is also self-adjoint.
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We can now apply Theorem 26 to the complex dual of H (denoted H†) to obtain
the free boson field over H†. Note that because of the mis-match between H in
Theorem 26 and H† now, there is a sign difference in the definition of the generator
of time evolution, which was U(t) = e−itA then and is To(t) = e
JtH now.
Although this construction seems natural enough, one might worry that there
may be more than one complex structure with the given properties, but in fact it is
unique, as asserted in the following theorem.
Theorem 36. Let To(t) be a one-parameter group of symplectic transformations on
the linear symplectic space (P, ω). Then there is at most one complex structure J on P
which is invariant, positive, symplectic and such that the self-adjoint generator H
of To(t) in the completion of P as a complex Hilbert space, H, is nonnegative and
with vanishing kernel.
Proof. The self-adjoint generator H commutes both with the complex structure J
and with each element To(t) of the unitary group. Hence, the spectral projections
(see [RS80, Section VIII.3]) associated to H also commute with them. We can use
these spectral projections to restrict the problem to the subspaces Pn of P where H ≥
1/n. The hypothesis of the theorem hold, but now the self-adjoint generator H is
strictly positive (that is, bounded below by a positive constant). That uniqueness
holds in this case is proved in [BSZ92, Scholium 3.3].
At this point, we redefine the meaning of P. It is clear that, while mathematically
convenient at the classical level, the real Hilbert space structure of Theorems 11 and 16
is really not the right one for Fock quantization, which is the one given in Theorem 35.
We now give concrete electromagnetic counterparts for all the objects appearing in
the development of the abstract free boson field representation of Section 5.2.
• The classical phase space P consists of pairs of the form X = [A] ⊕ E such
that h(X,X) <∞. It has a continuous symplectic structure
ω(X,X ′) = (E,A′)− (E ′, A)
and a continuous complex structure J :P→ P given by
J([A]⊕ E) = L−1/2p E ⊕ (−L1/2p A).
We denote P by H when we want to view it as a complex Hilbert space. Mul-
tiplication by i in H corresponds to the action of J on P.
• Real observables F ∈ P∗ are associated to phase space points F ∗ = [Q]⊕J ∈ P
where, if X = [A]⊕E,
F (X) = (J,A)− (Q,E) = ω(F ∗, X)
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Each such real observable defines a complex-linear observable iF + FJ ∈ H†.
We have
(iF + FJ)(X) = 〈F ∗, X〉 = h(F ∗, X) + iω(F ∗, X).
This is consistent with the symplectic structure on P∗
ω(F,G) = −ω(F ∗, G∗) for all F,G ∈ P∗.
It is customary to refer to observables primarily by F ∗ = [Q]⊕ J .
• The free boson field representation of H†—the complex dual of H—has charac-
teristic functional
µ(F ) = e−
1
4
[(Q,L
1/2
p Q)+(J,L
−1/2
p J)].
• The coherent states of the electromagnetic field are of the form
|[Q]⊕ J〉 with [Q]⊕ J ∈ P.
The inner product of two coherent states is
〈[Q]⊕ J | [Q′]⊕ J ′〉 = e[(J,Q′)−(J ′,Q)]/2ie− 14 [(Q−Q′,L1/2p (Q−Q′)+(J−J ′,L−1/2p (J−J ′))].
• The Weyl operator W (F ), where F ∗ = [Q] ⊕ J , is defined by the following
action on the coherent states:
W (F ) |[Q′]⊕ J ′〉 = e[(J ′,Q)−(J,Q′)]/2i |[Q +Q′]⊕ (J + J ′)〉 .
The Heisenberg operator Φ(F ) satisfying W (F ) = e−iΦ(F ) has diagonal matrix
elements on coherent states given by
〈[Q]⊕ J |Φ(F ) |[Q]⊕ J〉 = −ω([Q′]⊕ J ′, [Q]⊕ J) = (Q′, J)− (Q, J ′)
where F ∗ = [Q′] ⊕ J ′. In other words, the interpretation of F in Φ(F ) and
in |F 〉 is very different: since the coherent state |F 〉 is a semiclassical state of
the quantum theory which is peaked about the value F of the field configuration,
it follows that Φ(F ) does not represent the quantization of the observable F ,
but of JF . We will see this in more detail in the next section.
• Time evolution is handled as follows. We have
To(t) = e
tJL1/2 :P→ P
on the phase space. The time evolution of the observables is
U(t) = e−tJL
1/2
:P∗ → P∗.
Then, Γ(U(t)):K → K is defined by extending the following action on the
coherent states:
Γ(U(t)) |[Q]⊕ J〉 = |To(t)([Q]⊕ F )〉 ,
and for all F ∈ P∗ the equation
Γ(U(t))W (F )Γ(U(−t)) =W (U(t)F ).
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6.2 Field quasioperators
First we try to define Aˆ as an operator-valued p-form on S or, equivalently, an
operator with matrix elements valued in Ωp(S). It turns out Aˆ exists as a quasi-
operator, and we construct it as follows. First, Â(x) can be defined for all x ∈ S
as a quasioperator by directly quantizing the classical observable A(x). Then Aˆ is
defined so that Aˆ(x) = Â(x) for all x ∈ S. This technique is also used to define Bˆ(x)
and Eˆ(x), and the upshot is that, almost by definition, the formulas
Bˆ(x) = dAˆ(x) and
∮
γ
Aˆ =
∮̂
γ
A
hold as equations between quasioperators. Because in the physics literature one
does not distinguish between P and P∗, and it would be extremely awkward to use
notations such as δ∗x, we identify them by means of using the duality map ∗ related
to the symplectic structure ω.
When the gauge group is U(1), the proper holonomy is not
∮
γ
A but the exponen-
tiated version ei
∮
γ
A ∈ U(1). However, because γ is a curve and A is square-integrable,
we know that the na¨ıve candidate for ei
∮
γ
Aˆ has vanishing matrix elements between
any two coherent states, which is a problem. However, the normal-ordered version
of this exponentiated hlonomy exists as a nonzero quasioperator on K with domain
containing the span K0 of the smooth coherent states |X〉 where X = [Q]⊕ J is not
only in P, but it is also infinitely differentiable. We will denote the space of C∞
elements of P—called smooth field configurations—by P0.
6.2.1 Quantizing the classical fields
The classical observable A(x) is the densely-defined linear functional on P given
by
X = [A]⊕ E 7→ A(x)
In fact, A ∈ P is in the domain of this observable as long as A is continuous. Since a
more convenient sufficient condition is that A be infinitely differentiable, we give the
following definition.
Definition 15 (smooth coherent states). Let P be the oscillating phase space of
p-form electromagnetism, and let K be the associated Fock space. We say that X =
[A] ⊕ E ∈ P is a smooth field configuration, and write X ∈ P0, if [A] and E are
infinitely-differentiable. A coherent state |X〉 with X ∈ P0 is called a smooth coherent
state. We denote by K0 the span of the smooth coherent states.
Note. The space P0 is a domain of essential self-adjointness of the Laplacian Lp
inside P, and is therefore dense. Hence, K0 is also dense in K.
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Note that the observable A(x) takes values in ΛpT ∗xS. We get a real-valued ob-
servable by contracting it with a multivector vx ∈ ΛpTxS. We denote this contraction
by Av(x). The quantum observable Aˆv(x) should be a Heisenberg operator Φ(F ) such
that
〈X|Φ(F ) |X〉 = (vδx, A) = ω(F ∗, X) = F (X),
where vδx is the distributional p-form defined by the equation Av(x) = (vδx, A) for
all smooth A. In other words, since A(x) = ω(0⊕ vδx, A⊕ E), one should define
Âv(x) ∼ Φ(0⊕ vδx),
as a quasioperator.
Now, it follows from Equation 5.12 that
〈X ′| Âv(x) |X〉
〈X ′ | X〉 =
Av(x) + A
′
v(x)
2
+ iL−1/2p
E ′v(x)−Ev(x)
2
since h(0 ⊕ vδx, A ⊕ E) = (L−1/2p E)v(x). Hence, defining a quasioperator-valued
p-form Aˆ by
〈X ′| Aˆ |X〉
〈X ′ | X〉 =
A+ A′
2
+ iL−1/2p
E ′ −E
2
, (6.1)
one has
Aˆv(x) = Âv(x) for all vx ∈ TxS
as an equation between quasioperators.
In a entirely analogous manner, one can quantize the electric field. Indeed, Eˆv(x)
is the quantum counterpart of
A⊕E 7→ E(x) = (vδx, E),
with
E(x) = −ω(vδx ⊕ 0, A⊕E) and h(vδx ⊕ 0, A⊕ E) = (L1/2p A)v(x).
This means that
Êv(x) ∼ −Φ(vδx ⊕ 0)
and, demanding Eˆv(x) = Êv(x),
〈X ′| Eˆ |X〉
〈X ′ | X〉 =
E + E ′
2
+ iL1/2p
A−A′
2
.
In the same way one can derive
̂(LpA)v(x) = (LpAˆ)v(x)
as quasioperators with domain K0.
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6.2.2 Wilson surfaces as quasioperators
Now that Aˆ is defined as a p-form (albeit quasioperator-valued), we can define its
integral on a compact, oriented p-dimensional submanifold γ of space in such a way
that ∮
γ
Aˆ =
∮̂
γ
A.
as a quasioperator equation. In the p = 1 case, these observables are called Wilson
loops in physics. We call them Wilson surfaces in general.
We do this by observing that the classical observable
∮
γ
Aˆ can be written as
A⊕ E 7→
∮
γ
A = (Γγ , A)
where Γ is a distributional p-form analogous to Dirac’s delta, uniquely defined by this
equation and satisfying∮
γ
A = ω(0⊕ Γγ, A⊕ E) and h(0⊕ Γγ, A⊕ E) =
∮
γ
L−1/2p E.
So, letting ∮̂
γ
A ∼ Φ(0⊕ Γγ)
it follows that showing that
〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉 =
∮
γ
〈X ′| Aˆ |X〉
〈X ′ | X〉 .
so ∮̂
γ
A =
∮
γ
Aˆ,
as a quasioperator equation on K0. In particular, we find that
〈X| ∮
γ
Aˆ |X〉 =
∮
γ
A,
when X = [A]⊕ E is a smooth field configuration. In fact, this follows from the less
obvious expression
〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉 =
∮
γ
(A+ A′
2
)
+ i
∮
γ
1√
Lp
(E − E ′
2
)
when X,X ′ are smooth field configurations, which is an easy consequence of Equa-
tion (6.1).
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Finally, in order to extend our work to the case of a U(1) connection which is
much more common in the physics literature, we would need to define the operator
ei
∮
γ
Aˆ
which quantizes the holonomy
ei
∮
γ A ∈ U(1).
As we know, there is a serious problem coming from the fact that
∮
γ
Aˆ ∼ Φ(0⊕ Γγ),
and ‖0⊕ Γγ‖ =∞. However, we have shown that the normal-ordered
:ei
∮
γ
Aˆ: = :W (0⊕ Γγ):
does exist as a quasioperator on K with domain K0. In fact,
〈X ′| ei
∮
γ Aˆ |X〉
〈X ′ | X〉 = exp
i 〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉
whenever X,X ′ are smooth coherent states.
6.2.3 The vacuum Maxwell equations
We are now ready to show that the field quasioperators that we have defined
satisfy the vacuum Maxwell equations in the following sense:
Theorem 37. Let |X(t)〉 = Γ(U(t)) |X〉 for all X ∈ P. Then,
∂
∂t
〈X ′(t)| Aˆ |X(t)〉 = 〈X ′(t)| Eˆ |X(t)〉
∂
∂t
〈X ′(t)| Eˆ(x) |X(t)〉 = −〈X ′(t)|LpAˆ |X(t)〉
Proof. First, recall that
Γ(U(t)) |X〉 = |To(t)X〉 ,
so that
|X(t)〉 = |To(t)X〉 .
Therefore, if X = [A] ⊕ E, we have |X(t)〉 = |[A](t)⊕ E(t)]〉, where [A](t) and E(t)
are the solutions of the classical Maxwell equations with initial data [A]⊕ E.
Now, from the known expression for the matrix elements of Aˆ
〈X ′(t)| Aˆ |X(t)〉
〈X ′(t) | X(t)〉 =
A(t) + A′(t)
2
+
i√
Lp
E(t)−E ′(t)
2
.
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On the left-hand side, Aˆ and Eˆ are p-form-valued operators on K (quantum observ-
ables), while on the right-hand side we have the classical solutions of the Maxwell
equations evaluated at time t. Since the quantities on the right-hand side satisfy the
Maxwell equations, and 〈X ′(t) | X(t)〉 is independent of t because Γ(U(t)) is unitary,
we have
1
〈X ′(t) | X(t)〉
∂
∂t
〈X ′(t)| Aˆ(x) |X(t)〉 = E + E
′
2
− i
√
Lp
(A−A′
2
)
,
but the right-hand side is precisely 〈X
′(t)|Eˆ(x)|X(t)〉
〈X′(t)|X(t)〉
.
Similarly,
〈X ′(t)| Eˆ(x) |X(t)〉
〈X ′(t) | X(t)〉 =
E + E ′
2
− i√Lp(A−A′
2
)
implies that
1
〈X ′(t) | X(t)〉
∂
∂t
〈X ′(t)| Eˆ(x) |X(t)〉 = −Lp
(E + E ′
2
)
− i
√
Lp
(A− A′
2
)
= −Lp
(A+ A′
2
+
i√
Lp
E − E ′
2
)
,
and the result follows.
The calculations involved in the proof of this fact are deceptively simple. The
point is that these would be purely formal had we not developed a framework where
objects such as Aˆ(x) are well-defined. All the hard work is hidden in Chapter 5.
Finally, here is the promised formula for the time evolution of electromagnetism
in terms of Wilson loop quasioperators:
Corollary 38.
∂
∂t
〈X ′| ei
∮
γ Aˆ |X〉
〈X ′ | X〉 =
i 〈X ′| ∮
γ
Eˆ |X〉
〈X ′ | X〉 exp
i 〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉 .
Proof. Differentiating
〈X ′| ei
∮
γ
Aˆ |X〉
〈X ′ | X〉 = exp
i 〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉
we get
∂
∂t
〈X ′| ei
∮
γ
Aˆ |X〉
〈X ′ | X〉 =
i 〈X ′| ∮
γ
Eˆ |X〉
〈X ′ | X〉 exp
i 〈X ′| ∮
γ
Aˆ |X〉
〈X ′ | X〉 .
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