Abstract-Synthetic lethal genetic interactions are of interest as they can be used to predict function of unknown proteins and find drug target or drug combinations. In this study, we applied support vector machine (SVM) classifier to predict synthetic lethal genetic interactions in Saccharomyces cerevisiae based on domain information in proteins. We found that our method can predict synthetic lethal genetic interactions with high sensitivity (88.35%) and specificity (82.00%). To the best of our knowledge, the work reported in this paper is the first domain-based model for the prediction of genetic interactions. Our study indicates that there is strong correlation between protein domain relationship and synthetic lethal genetic interactions.
INTRODUCTION
Genetic interaction is a phenomenon in which the combined effect of mutations of two genes differs from individual effects of each mutation [1] . In the extreme cases, mutation of two nonessential genes could lead to lethal phenotype. This kind of genetic interactions is referred as synthetic lethal interactions. Two synthetic lethal genes can either reside on the same pathway or on parallel pathways [2] . As one of major types of genetic interactions, synthetic lethal interactions are of interest to many researchers because they are able to be used for understanding protein functions and have potential for finding drug target or drug combinations [3] [4] [5] [6] . Synthetic lethal interactions in the yeast, Saccharomyces cerevisiae, have been studies for a long time [3, 4, [6] [7] [8] [9] [10] due to its simplicity of having a single cell.
Genetic interactions can be identified by mutant screens, synthetic genetic arrays (SGA) or synthetic lethal analysis by microarrays (SLAM) [2] . However, even high throughput methods, such as SLAM, will not be able to screen pairwise combinations of all proteins in a genome with thousands of genes. Therefore, it is of interest to computationally predict genetic interactions. Recently, many computational approaches have been proposed for the prediction of genetic interactions, especially synthetic lethal interactions. Various feature information are utilized by these methods. Wong et al. [6] applied decision tree for genome-wide prediction of synthetic lethal interactions by utilizing features including protein interactions, gene expression, and functional annotation, gene location and protein network characteristics. The method can be used to discover synthetic sick and lethal pairs with 80% precision from 20% of protein pairs of yeast. Paladugu et al. [4] used the graph theoretic properties of protein network to predict synthetic sick and lethal interactions. They were able to predict synthetic genetic interactions with sensitivity and specificity exceeding 85%. Zhong et al. [10] predicted genome-wide genetic interactions in Caenorhabditis elegans by constructing a probability models using five features , such as interaction data, gene expression data, phenotype data and functional annotation data from three model organisms: Saccharomyces cerevisiae, Caenorhabditis elegans and Drosophila melanogaster. They had also experimentally tested the predicted interactions of two human disease-related genes.
Many studies have used domain information to predict protein-protein interactions [11] [12] [13] . These approaches are based on the assumption that proteins interact though domains. Representing the structures and functions of proteins, protein domains are usually regarded as building blocks of proteins and conserved during evolution. The phenotype produced by the mutation of a gene is caused by the loss of function of its protein product, which is mainly due to the loss of protein domains in the protein product. Then, the effect of the mutation of two genes is caused by the loss of protein domain combinations in both protein products. Here, we hypothesize that there is a strong correlation between protein domain relationship and genetic interactions.
To the best of our knowledge, there is no report on genetic interaction prediction using domain information. In this paper, we conducted a novel study of predicting synthetic lethal interactions in yeast based on protein domain information using SVM.
II. MATERIAL AND METHODS

A. Data Sources
The protein domain data was collected from Pfam (Protein families database) [14] . The Pfam database provides two types of protein family data. Pfam-A domains are manually curated while Pfam-B domains are automatically generated. In our study, only Pfam-A domains are considered. The total number of PfamA domains selected is 2289.
Genetic interactions of yeast were downloaded from the Saccharomyces Genome Database (SGD) [15] . Synthetic lethal interaction data set was extracted from the file containing all the genetic interactions information. Initially, there were totally 14248 pairs of synthetic lethal interactions. We removed protein pairs from study if either protein in the pair does not contain any domain. Eventually we obtained 7435 synthetic lethal interactions among 2000 proteins. We randomly selected half (3717 pairs) of them for training and rest half for testing. Then, we generated equal size of negative pairs for both training and testing. The negative pairs were randomly sampled from those 2000 proteins without overlapping to the positive dataset.
The domain information was widely used to predict protein-protein interaction. It is of interest to us to examining the overlap between protein interactions and genetic interactions. Hence, we compared our 7435 synthetic lethal interactions with protein-protein interaction datasets of yeast from Database of Interacting proteins (DIP) [16] and Munich Information Center of Protein Sequences (MIPS) [17] . There are 6264 and 7406 protein interactions in DIP and MIPS datasets among 2724 and 4146 proteins respectively. The result shows that even though our synthetic lethal interaction dataset shares a large amount (more than 20%) of proteins with proteinprotein interaction datasets, only a small portion (about 5%) of protein pairs exists in both synthetic lethal interactions and protein-protein interactions (Table 1) . 
B. Feature Encoding
We encoded the protein pairs using the method proposed by Chen et al. [18] . Each protein pair is represented by a protein domain feature vector that includes all 2289 unique PfamA domains. Each domain feature has a possible value of 0, 1 or 2 in feature vector. The value is 0 if none of the proteins in the pair contains the domain. The value is 1 if one protein of the protein pair contains the domain. The value is 2 if both proteins of the protein pair contain the domain.
C. Support Verctor Machine
The prediction of synthetic lethal interaction is formulated as a two-class classification problem. A protein pair is either synthetic lethal or non synthetic lethal. We use 1 to represent synthetic lethal class and 0 to represent non-synthetic lethal class. Support Vector Machine (SVM) is a widely used method for the binary classification problem. We chose the LibSVM tool provided by Chang et al. [19] . The C-Support Vector Classification in LibSVM is utilized in our application. We used the radial basis function kernel. The parameters (cost and gamma) were estimated by following the guide of LibSVM [20] , which were selected based on the highest accuracy that the trained SVM classifier achieved.
D. Evaluation of Results
We have employed multiple criteria to evaluate our classification results, which include sensitivity, specificity, precision, F-measure and accuracy. In the content of paper, the abbreviations of TP, TN, FP and FNrepresent the number of true positive, true negative, false positive and false negative predictions, respectively. The sensitivity is defined as the percentage of correctly predicted positive data over the total number of positive data.
Sensitivity is identical to recall in the classification context. In our study, the sensitivity is the percentage of correctly predicted synthetic lethal interactions over the total number of synthetic lethal interactions in the test dataset.
The specificity is defined as the percentage of correctly identified negative data over the total number of negative data. It is the percentage of correctly identified non synthetic lethal interactions over the total number of non synthetic lethal interactions included in the test dataset in our case.
The precision is defined as the percentage of correctly predicted positive data over the total number of predicted positive data. In our study, the precision is the percentage of correctly predicted synthetic lethal interactions over the total number of predicted interactions.
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The F-measure is also called F-score. As a weighted average of the precision and recall, it considers both the precision and recall of the test to computer the score. The best F-measure score is 1 and the worst F-measure score is 0.
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The accuracy is defined as the percentage of correctly predicted positive and negative data over the sum of positive and negative data. In this paper, the accuracy reflects percentage of all correctly identified interaction and non-interactions over the size of the test dataset. 
We also used ROC (receiver operating characteristics) to evaluate the classifier in the cross validation study and the prediction performance. The ROC evaluates the performance of classifiers based on the tradeoff between specificity and sensitivity. The area under the ROC curve (AUC) can be used to compare the prediction performance. While an area of 1 means perfect prediction, an area of 0.5 indicates random prediction.
III. EXPERIMENTAL RESULTS
A. Crsos Validataion Study
To evaluate the performance of SVM, we have carried a five-fold cross-validation study on the training data for the SVM classifier. Among all these protein pairs of the training data, interaction pairs were randomly divided to five groups and equal number of non-interaction pairs were randomly assigned to each group. Eventually five groups with equal number of interaction pairs and noninteraction pairs were generated. The SVM classifier was trained and tested for five times. During each run, four groups were selected as training data while the remaining groups served as testing data. These five groups took turns to be tested and eventually each group tested once. The ROC curve was generated based on the cross validation results (Figure 1) . The AUC of our five-fold cross validation study is 0.925 which indicates the remarkable performance of the SVM classifier. 
B. Prediction Performance
After training the SVM classifier with our training dataset, we applied the model to classify the test dataset. We achieved 84.4% in accuracy, 85.61% in sensitivity, 83.19% in specificity, 83.58% in precision and 84.58% in F-score. Table 2 (negative data size 1) shows the result in detail. These results indicated that using domain information alone could achieve high performance in the prediction of synthetic lethal genetic interactions.
The classifier was also tested with ROC analysis based on the prediction results. The AUC value reached 0.9272 which is even higher than the AUC of cross validation study on training data. The ROC curve is showed in Figure  2 . 
C. Oversampling the Negative Dataset
Because the number of non-interaction protein pairs is much higher than the number of genetic interaction protein pairs, we test the effect of the size of negative data on our classification results. We trained our SVM classifier with various sizes of the negative dataset. The sizes of selected negative dataset were 2, 4 and 10 times of the size of positive dataset in our experiment. The result showed that the more the negative data, the better the specificity (Table  2) . However, the sensitivity decreased along with the increasing of negative data size. Meanwhile, the result showed that the accuracy increases along with the increasing of negative data size due to the increasing of specificity. The F-scores, which combines the effect of specificity and sensitivity, decreased along the increasing of negative data size.
D. Updating the Negative Dataset
As the negative data were randomly sampled from nonpositive data, it is possible that some protein pairs in the negative dataset could be positive data. In order to improve the performance of our SVM model, we examined two approaches to update the negative dataset to reduce the possibility of including positive data in it. The first approach is to replace misclassified negative protein pairs with new randomly generated protein pairs during the training process. After each run of training and testing, misclassified non-interaction protein pairs in the training dataset were replaced with new randomly generated noninteraction protein pairs. Parameters for the SVM classifier were also re-estimated at each iteration step. After three iterations, the change of F-score became trivial. The prediction results for the test data reaches 85.12% in accuracy, 87.79% in sensitivity, 82.46% in specificity and 83.35% in precision. The improvement of accuracy and sensitivity indicate that by replacing misclassified negative data in the training dataset, the classifier is capable of better modeling the real genetic interactions (see Table 3 for detailed results).
The second approach is to remove misclassified negative data. After each run of training, misclassified negative protein pairs were removed from the training data while the test data remains the same all the time. At the initial stage, the number of negative protein pairs is equal to the size of the positive protein pairs for both the training data and test data. After three iterations, the change of Fscore also became trivial. The prediction result showed performance improvement as the test data reaches 85.01% in accuracy, 88.43% in sensitivity, 81.57% in specificity and 82.75% in precision (Table 4) . Along with the iterations, the number of negative data decreased from 3717 to 3642 in the training dataset which means seventy five non-interaction protein pairs were removed after three iterations. Impressively, our novel approach of genetic interaction prediction based on domain information achieves high sensitivity and specificity. Our study clearly demonstrated that there is the strong correlation between protein domain relationship and genetic interactions, especially synthetic lethal interactions. Besides serving as features for the prediction of protein-protein interactions which is demonstrated by other studies, domain information can also be used to predict genetic interactions as indicated by our results. As the building blocks of proteins, we believe the essential status of protein domains decides their importance in the prediction of both protein and genetic interactions.
As the uncertainty of negative data, we have employed two approaches, replacing misclassified negative data and removing misclassified negative data, to improve the performance of SVM classifier. Both approaches have improved the accuracy of the prediction. The replacing misclassified negative data approach with new randomly generated negative data improves the accuracy of prediction from 84.40% to 85.12% with certain increase in sensitivity and little decrease in specificity. The removing misclassified negative data approach improves the accuracy from 84.40% to 85.01%.
We also examined the effect of oversampling the noninteraction pairs. Although increasing the size of negative data improved the specificity and the accuracy, it dramatically reduced the sensitivity of the prediction. One possible reason is that the parameters of the classifier are obtained by optimizing the accuracy of the classifier. Our results imply that this approach did not handle the problem of unbalanced dataset well.
In the future, we would like to explore other classification methods, like random forest, to improve the prediction of genetic interactions. Moreover, it is worthwhile to study new methods to select parameters of SVM for unbalanced data
