Abstract. T o nd a zero of a maximal monotone operator, an extension of the Auxiliary Problem Principle to nonsymmetric auxiliary operators is proposed. The main convergence result supposes a relationship between the main operator and the nonsymmetric component of the auxiliary operator. When applied to the particular case of convex-concave functions, this result implies the convergence of the parallel version of the Arrow-Hurwicz algorithm under the assumptions of Lipschitz and partial Dunn properties of the main operator. The latter is systematically enforced by partial regularization.
Introduction
Given a maximal monotone operator over a Hilbert space X, which may b e m ultivalued (that is, (x) m a y be a subset of X rather than a single point), consider the problem of nding a zero of (that is where i s a single-valued auxiliary (that is, user chosen) operator which m a y be nonsymmetric (i.e. is not necessarily the derivative of a mapping) " is a positive scalar (again user chosen) playing the role of a stepsize as in a gradient algorithm (which, by the way, can be cast in the framework of (1.1)). This scheme appears to be a generalization of the proximal algorithm (see 16]) introduced by Martinet 19] and extended by R o c kafellar 25] t o m a ximal monotone operators (in these works, is simply the identity). When choosing a symmetric auxiliary operator (i.e. when is the derivative K of a real-valued mapping K), Algorithm (1.1) yields the general form of the proximal algorithm obtained by using Bregman functions 3] . This algorithm has been studied by Censor and Zenios 5] and by Chen and Teboulle 6] i n the symmetric case | when is the subdi erential of a convex function. Eckstein 12] also considered this type of algorithm in the general case and applied it to decomposition. Algorithm (1.1) may also be considered as a generalization to nonsymmetric auxiliary operators of the Auxiliary Problem Principle (APP) introduced by Cohen ( 7] the convergence of this type algorithm has been proved by Cohen 8] f o r 0 < " < 2b=L. The assumptions upon J 1 are strongly related to those which ensure the convergence of the explicit gradient algorithm those upon J 2 are akin to the assumptions which ensures the convergence of the proximal algorithm.
This partial linearization framework has a particular interest to build up decomposition algorithms (see 7] ). Assume that X = h2H X h where H is a nite set. If X ad = h2H X ad h and if J 2 is additive with respect to this decomposition, then Problem (1.3) splits up into independent subproblems provided that the auxiliary function K be chosen additive. \Large step" decomposition algorithms 1 may t h us be obtained even if the whole function is nondi erentiable provided that the linearized part J 1 has a Lipschitz derivative.
Extensions of the APP to variational inequalities have been proposed by Cohen 9] and Mataoui 20] . (1.7) The weak convergence of this \splitting algorithm" (proposed by Lions and Mercier 17] ), has been proved by Gabay 1 4 ] f o r 2 monotone when 1 enjoys the Dunn property ( s e e a l s o 2 6 ]). Besides, in parallel with our work, Zhu and Marcotte have shown the weak convergence of Algorithm (1.6) under the same assumptions upon 1 and 2 .
The work of Patriksson 22] in this eld must also be mentioned. He proposes a framework which i n troduces nonsymmetric auxiliary operators and which, in a way, m a y be considered as being more general than (1.1). The possibility of performing a linear search is for example considered. For this reason, the formalism (1.1) cannot be considered as being particularly original.
The main contribution of this paper is to be found in the type of assumptions to ensure convergence and in the results regarding the convergence rate. It is shown that it is the relationship between the auxiliary operator and the main operator , rather than the individual properties of each operator, which plays the central role (see Theorem 3.4). In particular, for the case of the \splitting" algorithm (1.7), c o n vergence does not directly follows from the properties of 1 but from a relationship between 1 and the whole operator : the Dunn property, o r e v en the monotonicity o f 1 , is not required to prove c o n vergence. Moreover, even if 1 = and 2 = 0 , the convergence of (1.7), which boils down to
(1.8) may be ensured without the Dunn property provided that has a speci c structure. This type of situation occurs in particular when is the operator associated with a convex-concave function (x4.2). In this case, Algorithm (1.8) is the parallel version of the Arrow-Hurwicz algorithm. In the Lipschitz continuous case, from the general convergence result, the convergence of this Arrow-Hurwicz algorithm is derived under the assumption that a \partial Dunn property" is satis ed (see De nition 4.4). This property can be enforced by a partial regularization (see De nition 4.6). In the particular case when the convex-concave mapping is a Lagrangian, the partial regularization with respect to the dual variables yields an Augmented Lagrangian. Therefore, the parallel version of the Arrow-Hurwicz algorithm applied to an Augmented Lagrangian converges in the Lipschitz case. As far as we know, these results are original.
Our study of the convergence rate of Algorithm (1.1) shows that the strong monotonicity of ensures a \linear in the average" rate of convergence. Moreover, this strong monotonicity assumption can be weakened if the symmetric part of is linear. Then, the Lipschitz property of the inverse yields linear convergence. The result obtained by Luque 18] for the proximal algorithm is thus generalized. This paper is structured as follows. After some basic results have been recalled (x2), the convergence results concerning Algorithm (1.1) are proposed (x3). In the second part of the paper, some results about partial regularization (x4) are given and the particular case of saddle points problems is then studied. The third part (x5) is devoted to the study of the convergence rate of Algorithm (1.1).
Basic results

Basic definitions
Let X be a Hilbert space, let h i denote its scalar product and let k k be the related norm. Let I be the identity mapping over X and : X ! 2 X be a point-to-set operator. The operator is single-valued if, for all x, ( x) is reduced to a point. No distinction will be made in this case between this point and the singleton (x).
The operator is monotone if ). Moreover, when K is a strongly convex function with constant b, the convergence of (1.5) and (1.6) has been shown by Mataoui 20 ] and Zhu and Marcotte 28] i f 0 < " < 2b=A.
3. New convergence results for Algorithm (1.1)
The convergence results which are given in this section are very di erent when the operator is symmetric and when it is not. In the symmetric case, the Dunn property of the auxiliary operator over every bounded set su ces to ensure convergence. If is not symmetric, assumptions that relate the geometries of and have t o b e m a d e . The proof of these convergence results can be found in Appendix A.
Symmetric case
Consider the minimization problem (1.2) where J : X ! R is a convex lower semi-continuous (l.s.c.) mapping and X ad is a nonempty c l o s e d c o n vex subset. The subdi erential of J + I X ad where I X ad is the indicator function of X ad is a maximal monotone operator (see 21] . A zero of this maximal monotone operator is a solution of (1.2).
Algorithm (1.1) when applied to this problem yields
The idea of using such a nonsymmetric auxiliary operator to minimize a function may seem rather odd. Nevertheless, the relaxation a nonsymmetric part of @ J + I X ad] a t e a c h iteration is not as eccentric as it may seem. In the linear case, | when J = 1 2 hx Axi;h b xi, with A linear and b 2 X, a n d X ad = X |, by c hoosing = I ; "U, where U is an upper triangular part of A, Algorithm (3.1) turns out to be a Gauss-Siedel algorithm: a triangular system has to be solved at each iteration. Using this type of strategy, in the nonlinear case, sequential version of gradient or relaxation algorithms may be obtained. To illustrate this point, let us consider the following example min where, e.g., proj Y ad denotes the projection on Y ad clearly, partial linearizations of f and g would yield algorithms halfway b e t ween (3.3) and (3.4). is a solution of (1.2). F urthermore, the sequence fx k g has cluster points in the weak topology, and every such cluster point is a solution of (1.2). Remark 3.2. The Dunn property o f o ver every bounded set is satis ed if this operator is strongly monotone and is Lipschitz continuous over every bounded set (see 20]). Remark 3.3. Assume that the mapping h in Problem (3.2) has the Lipschitz property w i t h c o n s t a n t L. The auxiliary operator which has been chosen to obtain (3.3) is such that for all y 1 Therefore, convergence can be claimed without assuming the monotonicity o f 1 and 2 but only the monotonicity of . Moreover, this convergence does not only result from the properties of (or of 1 ) but also from a relationship between the geometry of and that of 1 as expressed by ( 3 . 7 ) .
The property (3.7) is the Dunn property whenever = 1 . Therefore, Theorem 3.4 turns out to be a generalization of the convergence result obtained by Mataoui 20] . Zhu and Marcotte proved the convergence of a scheme like (1.6) under the assumption that 1 enjoys the Dunn property and that 2 is monotone. In such a case, (3.7) is also satis ed. Remark 3.7. In order to derive Algorithm (1.8) from (1.6), o n e c a n c hoose continuous when the domain and range spaces are e quipped with the weak topology, the whole sequence f( k k )g converges weakly towards a solution.
Proof. Under the foregoing assumptions, the operator ; de ned by (4.8) is a maximal monotone operator. Algorithm (4.9) is a particular instance of (1.1) for the auxiliary operator de ned by (4.11). To complete this proof, one has thus to show that, for this auxiliary operator, the assumptions of Theorem 3.4 are satis ed.
The operator is equal to K 0 + " with K : ( ) 7 The last three inequalities imply that ". This is a well known fact in the context of the proximal point algorithm to which (1.1) is reduced in the case considered here. Howeve r , f r o m t h e practical point of view, (1.1) cannot always be solved easily without further specialization. This is the topic of the next remark which explains how a practical bound then arises for ". where J 1 is a di erentiable function with an A 1 -Lipschitz derivative. By introducing the term ;"J 1 , one aims at canceling the coupling terms that would prevent decomposition in the original problem. In order to ensure the strong convexity o f K (and thus the convergence of (5.6)), one is led to choose > " A 1 . F or = "A 1 + " with positive and \small", one obtains (B K =2") = A 1 + =2. The convergence rate of (5.6) becomes then q 1= ; 1 + a=(A 1 + =2) :
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Since c a n b e c hosen as small as necessary, it is the ratio a=A 1 between the strong convexity constant | of the whole operator | and the Lipschitz constant o f J 0 1 which determines the best possible convergence rate. Therefore, it is once more the relationship between the whole operator and the part which e n ters the relaxation scheme at each iteration that plays the major role.
5.2.3. Partial relaxation and nonsymmetric auxiliary operator. We n o w consider Algorithm (1.6). As it has already been noticed, this algorithm is a particular case of (1.1) in which = K 0 ; " 1 . Because the operator 1 is not necessarily symmetric, generally is not symmetric. Therefore, Algorithm (1.6) is not a particular case of (5.6). Proposition 5.9. Assume that the operator is such that = 1 + 2 where 1 is a single-valued monotone operator which has the Dunn property with constant A 1 over the domain of 2 is maximal monotone.
Assume that K has a B-Lipschitz derivative and is strongly convex with constant b over the domain of , t h e n i f 0 < " < 2b=A 1 , A lgorithm (1.6) converges in the average linearly with the rate q 1= ; 1 + ( 2 "=B)a(1 ; "A 1 =2b) :
For " = b=A 1 , this convergence r ate is p 1=(1 + ba=BA 1 ). Let us prove the strong monotonicity of this operator. Let x 1 x 2 2 dom and let ( 1 2 ) The proof is completed by using this inequality and Proposition 5.2.
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