We consider the class of Shaped Partition Problems of partitioning n given vectors in ddimensional criteria space into p parts so as to maximize an arbitrary objective function which is convex on the sum of vectors in each part, subject to arbitrary constraints on the number of elements in each part. This class has broad expressive power and captures 2 ) ) and all vertices can be produced in strongly polynomial time.
Introduction
The Partition Problem concerns the partitioning of vectors A 1 ; : : :; A n in d-space into p parts so as to maximize an objective function which is convex on the sum of vectors in each part; where the admissible partitions are those whose shape (j 1 j; : : :; j p j) lies in a prescribed set of admissible shapes. In this article we concentrate on this later situation.
The Shaped Partition Problem has applications in diverse elds that include circuit layout, clustering, inventory, splitting, ranking, scheduling and reliability, see 5, 9, 14, 15] and references therein. Further, as we demonstrate later on, the problem has expressive power that captures NP-hard problems such as the Max-Cut problem and the Traveling Salesman problem, even when the number p of parts or attribute dimension d are xed.
Our rst goal in this article is to demonstrate, constructively, that a polynomial time algorithm for the Shaped Partition Problem does exist when both p and d are xed. This result is valid when the set of admissible shapes and the function C are presented by oracles. So, our rst result (formally stated and proved in Section 4) is: Theorem 4.2: Any Shaped Partition Problem is solvable in polynomial oracle time using O(n dp 2 ) arithmetic operations and queries. Our solution method is based on the observation that since C is convex, the Shaped Partition Problem can be embedded into the problem of maximizing C over the Shaped Partition Polytope P A de ned to be the convex hull of all matrices A corresponding to partitions of admissible shapes. The class of Shaped Partition Polytopes is very broad and generalizes and uni es classical permutation polytopes such as Birkho 's polytope and the Permutohedron (see e.g. 8, 19, 21] ). Its subclass of bounded shaped partition polytopes with lower and upper bounds on the shapes was previously studied in 3], under the assumption that the vectors A 1 ; : : :; A n are distinct. Therein a polynomial procedure for testing whether a given A is a vertex of P A was obtained. This procedure is simpli ed and extended in 11]. A related but di erent generalization of classical permutation polytopes, arising when algebraic (representation-theoretical) constraints, rather than shape constraints, are imposed on the permutations involved, was studied in 19] and references therein.
Since a Shaped Partition Polytope is de ned as the convex hull of an implicitly presented set whose size is typically exponential in the input size even when both p and d are xed, an e cient representation as the convex hull of vertices or as the intersection of half-spaces is not readily expected. Our second objective is to prove that, nevertheless, for xed p and d, the number of vertices of Shaped Partition Polytopes is polynomially bounded in n, and that it is possible to explicitly enumerate all vertices in polynomial time. So, our second result (formally stated and proved in Section 4) is: Theorem 4.3: Any Shaped Partition Polytope P A has O(n d( p 2 ) ) vertices which can be produced in polynomial oracle time using O(n d 2 p 3 ) arithmetic operations and queries. An immediate corollary of Theorem 4.3 is that, for xed d; p, the number of facets of P A is polynomially bounded as well and that all facets can be produced in polynomial oracle time (Corollary 4.4). Theorem 4.3 shows, in particular, that it is possible to compute the number of vertices e ciently. This might be extendible to the situation of variable d and p, where counting vertices is generally a hard task (cf. 16]), as is counting partitions with various prescribed properties (see 4, 10] ). The vertex counting problem for variable d and p will be addressed elsewhere.
A special role in our development is played by separable partitions, de ned as partitions where vectors in distinct sets are (weakly) separable by hyperplanes. In the special case d = p = 2 such partitions had been studied quite extensively (see e.g. 2, 5, 7, 17] ). The case d = 3; p = 2 has also been considered quite recently in 6]. Here we study such partitions for all d; p, as well as a class of generic partitions, and provide an upper bound on their number and an algorithm for producing them. In our recent related work 1], the precise extremal asymptotical behavior of such partitions is determined.
The embedding of the partition problem into the problem of maximizing the convex function C over the partition polytope is useful due to the optimality of vertices in the latter problem. When consists of a single shape, the optimality of vertices holds for the more general class of Asymmetric Schur convex function, introduced in 13]; see 8]. All of our results apply with C as any asymmetric Schur convex function and consisting of a single shape.
The article is organized as follows. Of course, the complexity of this problem depends on the presentation of and C. But, we will construct algorithms that work in strongly polynomial time and can cope with minimal information on and C. Speci cally, we assume that the set of admissible p-partitions can be represented by a membership oracle which on query answers whether or not 2 .
The convex functional C on IR d p can be presented by an evaluation oracle that on query A with a -partition returns C(A ). Since C is convex, the Shaped Partition Problem can be embedded into the problem of maximizing C over the convex hull of A-matrices of feasible partitions, de ned as follows.
Shaped Partition Polytope. For a matrix A 2 IR d n and nonempty set of p-shapes of n we de ne the Shaped Partition Polytope P A to be the convex hull of all A-matrices of -partitions, that is, P A := conv fA : j j 2 g IR d p :
We point out that for any A, the polytope P A is the image of the Shaped Partition Polytope P I , with I the n n identity, under the projection X 7 ! AX. In 12] this is exploited, for the situation where the function C is linear and = f : l ug is a set of bounded shapes, to solve the corresponding Shaped Partition Problem for all n; d; p in polynomial time by linear programming over P I .
We now demonstrate the expressive power of the Shaped Partition Problem. In particular, we show that even if one of d or p is xed, the Shaped Partition Problem may be NP-hard, and the number of vertices of the Shaped Partition Polytope may be exponential. Therefore, polynomial time algorithms for optimization and vertex enumeration are expected to (and, as we show, do) exist only when both d and p are xed. We start with two examples in which it is natural to have d; p small and xed. Example 2.1 Splitting. The n assets of a company are to be split among its p owners as follows. For j = 1; : : :; p, the jth owner prescribes a nonnegative vector A j = (A j;1 ; : : :; A j;n ) with P n j=1 A i;j = 1, whose entries represent the relative values of the various assets to this owner. A partition = ( 1 ; : : :; p ) is sought which splits the assets among the owners and maximizes the l q -norm ( P p j=1 j P i2 j A j;i j q ) 1 q of the total value vector whose jth entry P i2 j A j;i is the total relative value of the assets allocated to the jth owner by . An alternative interpretation of the splitting problem concerns the division of an estate consisting of n assets among p inheritors having equal rights against the estate. With p = 2, the model captures a problem of a divorcing couple dividing their joint property; e.g., 5, 9]. For xed p, Theorem 4.2 asserts that we can nd an optimal partition in polynomial time O(n p 3 ), while the number p n of -partitions is exponential. We note that other (convex) functions C can be used within our framework. In particular, if C is linear on IR p p + , e.g., when q = 1 , our results of 12] apply and y ield a polynomial time solution even when p is variable. In the following examples, the membership oracle for and the evaluation oracle for f( ) := C(A ), restricted to A-matrices, are easily polynomial time realizable from the natural data for the problem.
Example 2.3 Max-Cut Problem and Unit Cube. Find a cut with maximum number of crossing edges in a given graph G = ( n]; E). Formulation: n = d; p = 2; A = I n ; = fAll 2-shapesg, f( ) = #fe 2 E : je \ 1 j = 1g: Here, the A-matrices of -partitions are precisely all (0; 1)-valued n 2 matrices with each row sum equals 1; in particular, each such matrix is determined by its rst column. It follows that the Shaped Partition Polytope P A has 2 n vertices which stand in bijection with -partitions, and is a nely equivalent to the n-dimensional unit cube by projection of matrices onto their rst column. So, each A is a distinct vertex of P A and there is a convex C on IR d 2 such that f( ) = C(A ) for all . where we regard a partition simply as the corresponding permutation. The matrices A in this case are simply all permutations of A. The Shaped Partition Polytope P A has n! vertices which stand in bijection with -partitions, and is the so-called Permutohedron.
Since each A is a distinct vertex of P A , there is again a convex C on IR n such that f( ) = C(A ) for all .
Vertices and generic partitions
In this section we show that every vertex of any Shaped Partition Polytope P A equals the A-matrix A of some A-generic partition, a notion that we introduce and develop below.
The convex hull of a subset U in IR d will be denoted conv(U). Two nite sets U; V of points in IR d are separable if there is a vector h 2 IR d such that h T u < h T v for all u 2 U and v 2 V with u 6 = v; in this case, we refer to h as a separating vector of U and V . The proof of the following characterization of separability is standard and is left to the reader. Proof. We will show that for each d-set I n] and 2-partition (J ? ; J + ) of I, the two 2-partitions associated with A; I and (J ? ; J + ) are A-disjoint and that each A-disjoint 2- Proof. Let B 2 IR d p be a vertex of P A and let C 2 IR d p be a matrix such that hC; i is uniquely maximized over P A at B. Let := f : j j 2 g be the set of -partitions and let := f 2 : A = Bg. Then there is a su ciently small > 0 such that hC; A( ) i > hC; A( ) i for all 2 and 2 n , and in addition, as guaranteed by Lemma 3.6, A( ) is generic and the set of A( )-disjoint p-partitions equals p A . For such hC; i is maximized over the perturbed polytope P A( ) at a vertex of the form A( ) for some 2 . By Lemma 3.2, is A( )-separable. Since A( ) is generic it has distinct columns and therefore is also A( )-disjoint. We conclude that is A-generic, proving that contains a generic partition.
Optimization and Vertex Enumeration
We now use the facts established in the previous section to prove our main results. Our computational complexity terminology is fairly standard (cf. 20]). In all our algorithms, the positive integer n will be input in unary representation, whereas all other numerical data such as the matrix A will be input in binary representation. An algorithm is strongly polynomial time if it uses a number of arithmetic operations polynomially bounded in n, and runs in time polynomially bounded in n plus the bit size of all other numerical input. ) lists, all this work can be easily done using O(n dp 2 ) arithmetic operations which subsumes the work for computing the generic signs and constructing 2 A , and is the claimed bound.
We can now provide the solution of the Shaped Partition Problem. The set of admissible p-partitions can be represented by a membership oracle which on query answers whether or not 2 . The convex functional C on IR d p can be presented by an evaluation oracle that on query A with a -partition returns C(A ). The oracle for C will be called M-guaranteed if C(A ) is guaranteed to be a rational number whose absolute value is no larger than M for any -partition . The algorithm is then strongly polynomial oracle time if it uses a number of arithmetic operations and oracle queries polynomially bounded in n, and runs in time polynomially bounded in n plus the bit size of A and M. Theorem 4.2 For every xed d; p there is an algorithm that, given n; M 2 IN, A 2 l Q d n , oracle presented nonempty set of p-shapes of n, and M-guaranteed oracle presented convex functional C on l Q d p , solves the Shaped Partition Problem in strongly polynomial oracle time using O(n dp 2 ) arithmetic operations and oracle queries.
Proof. Use the algorithm of Lemma 4.1 to construct the set p A of A-generic p-partitions in strongly polynomial time using O(n dp 2 ) arithmetic operations. Then test shapes of the partitions in the list to obtain the subset , query the C-oracle for the value C(A ), and pick the best. The number of operations involved and queries to the C-oracle is again O(n dp 2 ). The bit size of the numbers manipulated throughout this process is polynomially bounded in the bit size of M and A hence the algorithm is strongly polynomial oracle time.
Recall that the Shaped Partition Polytope is de ned as P A = convfA : j j 2 g. The number of matrices in the set fA : j j 2 g is typically exponential in n, even for xed d; p. Therefore, although the dimension of P A is bounded by dp, this polytope can potentially have exponentially many vertices and facets as well. But, Lemmas 3.7 and 4.1 yield the following theorem which shows that, in fact, Shaped Partition Polytopes are exceptionally well behaved. 2 ) ). To construct the set of vertices given a rational matrix A, proceed as follows. Use the algorithm of Lemma 4.1 to construct the set p A of A-generic p-partitions in strongly polynomial time using O(n dp 2 ) arithmetic operations. Test the shapes of the partitions in the list to obtain its subset := f 2 p A : j j 2 g of A-generic -partitions by querying the -oracle on each of the j p A j = O(n d( p 2 ) ) partitions in p A . Construct the set of matrices U := fA : 2 g with multiple copies identi ed. This set U is contained in P A and by Lemma 3.7 contains the set of vertices of P A . So u 2 U will be a vertex precisely when it is not a convex combination of other elements of U. This could be tested using any linear programming algorithm, but to obtain a strongly polynomial time procedure, we proceed as follows. By Carath eodory's theorem, u will be a vertex if and only if it is not in the convex hull of any a ne basis of U n fug. So, to test if u 2 U is a vertex of P A , compute the a ne dimension a of U n fug. For each (a + 1)-subset fu 0 ; : : :; u a g of U n fug, test if it is an a ne basis of U n fug, and if it is compute the unique 0 ; : : :; a satisfying u = As an immediate corollary of Theorem 4.3, we get the following polynomial bound on the number of facets of any Shaped Partition Polytope and a strongly polynomial oracle time procedure for producing all facets (by which we mean nding, for each facet F, a hyperplane fX 2 IR d p : hH; Xi = hg supporting P A at F). ). Applying this to P A with k dp and m = O(n d( p 2 ) ) we get the bound on the number of facets of P A . To construct the facets, construct rst the set V of vertices using the algorithm of Theorem 4.3. Compute the dimension a of a (P) = a (V ) and compute a (possibly empty) set S of dp ? a points that together with V a nely span IR d p . For each a nely independent a-subset T of V , compute the hyperplane fX 2 IR d p : hH; Xi = hg spanned by S T. This hyperplane supports a facet of P A if and only if all points in V lie on one of its closed half-spaces. Clearly, all facets of P A are obtained that way, in strongly polynomial time and number of arithmetic operations and oracle queries bounded as claimed.
