Content based Image retrieval systems are being actively investigated thanks to their ability to retrieve images based on the actual visual content rather than by manually associated textual descriptions. This paper considers the issues related to the porting of such systems to the World Wide Web and proposes some ways to solve them.
INTRODUCTION
The advent of World Wide Web has led to a massive increase in the amount and complexity of digitized data being stored, transmitted and accessed. Largest part of this information is multimedia in nature, including images, audio and video. Images are of primary importance among these media types; they convey much information that can be evaluated at a glance and are also the basis of video representation and indexing [1] .
Traditional approaches to database content modeling use alphanumeric data to represent structured documents. Multimedia documents, containing image, audio and video components, and hence unstructured, can be described by attaching textual descriptors to non-textual content, and base indexing and retrieval on such descriptors. This labeling process requires a transformation from signals to symbols. Humans can do this effortlessly, but the process requires time and it is far from objective.
Content-based image retrieval (CBIR) [2] [3] [4] information systems use information extracted from the content of images for retrieval and help the user retrieve images relevant to the contents of the query.
CBIR has become in the 90's an actively researched area. A number of methodologies, techniques and tools, related to image content processing, have been studied for identification and comparison of image features in order to develop classification and retrieval systems based on (almost) automatic interpretation of image content. Complete image classification, indexing and retrieval based on the content interpretation require semantic interpretation and cannot be afforded with current technology. This process is cumbersome. As image collections grow in size this process may take a lot of time, and eventually reduce the query-retrieval process to trivial browsing. Furthermore the well-experienced problem of current Internet low speed makes the all process much tedious.
We believe that increasing user interactivity in posing queries over image repositories on the Internet, using query by sketch approach, and letting the user progressively refine the query by relevance feedback [28] is a crucial stage in order to allow an effective use of content based image retrieval techniques over the WWW. This approach has proved effective in textual retrieval systems and various authors have also reported interesting results in the CBIR framework [21] [22] [23] [24] [25] [26] . Differently from text-based documents, browsing of the retrieved set of images is a fast and simple task since the relevance of an image can be stated at a glance, hence user's response to the initial query results can be almost immediate.
To address these and other issues, related to image information systems, we have started the DrawSearch [29] project with our group at Politecnico di Bari.
In this paper, we specifically discuss our approach to web-based image retrieval, which allows the user to express the query as a rough sketch and relies on relevance feedback to progressively refine retrieval results according to the user's preferences. We also emphasize another key aspect: the use of the vector space model for features representation and the cosine distance for similarity ranking.
These are both taken from the textual retrieval framework, allowing a straightforward extension of our approach to the use of other features and of textual descriptors. A problem all content-based image retrieval systems share is the lack of acknowledged "ground truth" performance measures. This is mainly due to the inherent uncertainty of similarity based retrieval. Images considered similar by one user may differ in the judgement of another one. There is a growing need for acceptable test collections. In this paper, to evaluate the retrieval effectiveness and search efficiency of our approach, we reverted to measures typical of textual information retrieval systems, though we had to keep into account the inherent differences existing between images and text. We also present results obtained evaluating the retrieval effectiveness and search efficiency using well-assessed information retrieval measures.
The remaining of the paper is organized as follows. Section 2 provides an overview of the system developed to substantiate our ideas and briefly describes how image features are extracted. Section 3 is devoted to the description of the user interface and query processing. Section 4 presents the adopted relevance feedback architecture. Section 5 illustrates obtained results. The final section draws the conclusions and outlines future research directions.
SYSTEM OVERVIEW
In order to explore the effectiveness of the query and retrieval strategies outlined in the introduction;
we implemented a prototype system. Figure 1 shows its main components.
Our system extracts as relevant features, as other systems do, color, shape and texture. In this work we concentrate only on shape and color distribution, which are currently embedded in our query by sketch interface. Retrieval by texture is currently done using a different interface.
Use of color features to index and retrieve images dates back to earlier works on color histograms.
Many variants to basic histogram indexing exist, and almost all similarity-based systems include, as a relevant feature, the color distribution.
Shape is another attribute that can be used to represent image information. However it is a feature much harder to extract and describe than color, as it includes extraction of region boundaries. Our current system only allows single shapes within images.
Feature extraction is a two-fold problem in our approach. Basically the features described here are extracted off-line for images during the database population stage. Hence, though always relevant, time performance is not critical when referred to this stage. On the other hand, when the features have to be extracted from the user's sketch, time, and hence algorithmic complexity, becomes a primary issue. Furthermore, while features computation on the server side can be done with high efficiency standard compiled languages, the client side has to rely on the much less efficient Java language.
Rather than putting much processing effort into answering a query in the sharpest way, in an image retrieval system it can be reasonable to give a fast reply with a rough retrieval method (yet offering non-trivial discrimination performance), and give the user the ability to interact easily with the system by browsing the retrieved images and tuning the response through relevance feedback analysis.
Differently from text-based documents, browsing of a small retrieved set is a fast and simple task since the relevance of the content can be stated at a glance, rather than by reading.
Another issue has to be pointed out. We believe that the vector space model has an intrinsic strength due to its widespread use and its reliability. It also allows an extremely simple integration with textbased information systems. Hence we considered of primary importance feature evaluation schemes that allow a straightforward implementation in this model.
2.a Color feature extraction
As hinted above, the typical approach to color indexing is based on histograms. We preferred here, for simplicity in the extraction of color information from the user's sketch, to limit the computation to the average values within 16 predefined image blocks (in a 4 by 4 arrangement) the sketch is divided into.
Computing the color feature in this way is obviously not very precise; but it allows, with limited computational effort, to represent the color distribution of the most immediately visible components like large objects or background, hence also providing a limited degree of spatial information. The adopted color model is RGB (Red, Green, Blue) [30] . Resulting data are normalized to a sum of 1 and arranged in a vector of 48 components.
The RGB model has been widely adopted because of its implementation simplicity. Despite this, the RGB model has proved unable to separate the luminance and chromatic components; furthermore values are perceptually non-uniform, i.e. perceptual changes in color are not linear with numerical changes. We are currently changing our color model to the HSB one. Anyway results reported in this paper still refer to color distribution computed using RGB.
2.b Shape feature extraction
Shape extraction in real images requires image segmentation. Although a number of segmentation algorithms have been proposed in the literature, this issue is far from being solved [30] . Most problems come from the ill-posed nature of the edge detection problem. Integration of the edge information with color and texture characteristics is almost mandatory, yet a satisfactory segmentation algorithm is still unavailable. The problem becomes harder when we need a segmentation into semantically coherent regions, i.e. objects. The images in the database were taken from repositories available in the public domain. They are of variable quality and almost all in compressed lossy formats. A segmentation algorithm has been devised, described in [31] , which starts with a morphological simplification of the image and a subsequent edge enhancement. Segmentation is performed merging region growing and detected edges. The images in our prototype normally have a single object, which is not, usually, on the boundary. The algorithm uses this application knowledge to reach a main-object / background segmentation. Currently our database images belong to three domains: airplanes, cars, and ships. We obtained a correct automatic segmentation with the following percentages for the three domains: 61 % for airplanes, 89 % for cars, and 28 % for ships. Shape characteristics extraction has been performed using a modified version of the Fourier descriptors approach, proposed in [32] . Our shapes are hence assumed simply connected with borders represented by a closed curve.
The algorithm has a O(Nc) complexity, being Nc the number of Fourier terms considered. We currently use the real part of the lower 100 Fourier coefficients for shape description, which are arranged in a single vector. As we discard the continuous component, we obtain scale, rotation and traslation invariant coefficients. After various experiments, we decided not to weight differently higher frequency coefficients. We only normalize the coefficients with respect to each corresponding term within the collection.
USER INTERFACE AND QUERY PROCESSING
The user can graphically formulate joint color/shape queries by drawing a sketch portraying, to some extent, his/her information need. The user can draw on a canvas, selecting one or more colors from a color bar, to sketch the characteristics retrieved images should have. He/she can then trace the outline of a shape.
It is worth noticing that, to avoid the further burden of extracting the shape information from a color image, the user is asked to draw the shape sketch on a separate layer. This has drawbacks, as it may require drawing twice an object within the shape: the first one on the color layer and the second on the shape layer. It should be anyway noticed that the time to draw the sketch is anyway negligible with respect to an automated segmentation. A further "border" layer is provided to let the user check if the shape he/she has drawn is closed. Figure 2 shows the user interface with a query sketched on the canvas and the 9 higher ranking retrieved images.
A variety of user interfaces has been recently proposed to allow users interact via web with remote image repositories. Most of them rely on simple query by example; we have already discussed the disadvantages of this presentation type. Other Java based user interfaces have been proposed for webbased image retrieval systems, e.g. Netra and VisualSeek. In our opinion they may appear complicate enough for the casual user. Furthermore, these systems adopt an active interface just to select presegmented regions, as in Netra, or to specify percentages of color present in target images, as in VisualSeek. The system proposed in [20] was not designed for the web, but it is worth of note as it adopts query by sketch. The problem is that the sketch is treated as a new "normal" image over which feature extraction is performed via multiresolution analysis. Our query by sketch interface relies on different layers; thus it overcomes the segmentation problem, quite simplifying the processing.
Other systems seem simply unsuitable for the web framework. The "El Nino" system [33] , for example, proposes an interesting approach to user interaction for query refinement. The problem is that it foresees a user interface showing, for each iteration, some hundred images; quite a challenge to the average Internet performances, even adopting small thumbnails.
We tried to emphasize simplicity, asking the user basically to sketch what he/she is looking for and nothing else, and endowed the query interface of a processing capability. We believe that the initial query is always approximated and the workload needed to refine the original query is not always worth the actual retrieval accuracy improvement.
Various models have been proposed for similarity analysis in image retrieval systems. We have already stated that our representation shares many properties with the vector space model, which is widely used in textual document retrieval systems.
The vector space model [6] is based on the association of term vectors to documents, each vector representing a specific document by holding information about the index terms or keywords associated to it. Such information may appear simply as a set of present/not present flags, but more often it is a measure (weight) of the ability of each index term to discriminate the document within the collection. Weights are computed by considering how often a term appears in the document and in the whole document collection. Frequent terms are usually more meaningful, unless they are very common, therefore unable to provide an effective document discrimination.
Retrieval is performed by measuring the distance (or the similarity), in the n-dimensional space defined by the index terms, between the term vector of the query and the term vectors of the documents.
In our image retrieval model, feature vectors play almost the same role that term vectors play in text retrieval, holding normalized values of the image features as indexing information. However, differently from the vector space model, we do not weight the features against the whole image collection. Weights are assigned on the basis of the distribution of features in the image, independently from the collection content.
The reason for this difference comes from the different user perception of image similarity with respect to text similarity, and to the different level at which the retrieved items are evaluated: visual for the images, semantic for the text.
Image similarity is evaluated on visual properties, and may be verified at a glance. It is therefore independent from the image collection size and variety. The features are used to find similarities rather than to discriminate differences. On the other hand, text reading to verify the adequacy of the retrieved documents is a long process, therefore a text retrieval system must be provided with good discrimination capabilities, relying on the use of words to describe the document meaning and not its appearance.
Our approach associates to each image (or query sketch) two separate vectors, for the color and shape feature, respectively. Hence, two similarity functions are computed: simC(R,Q) and simS(R,Q), respectively accounting for color and shape, both computed using the cosine similarity coefficient, 
with R = (r 0 , r 1 , ..., r n ) a database image feature, and Q = (q 0 , q 1 , ..., q n ) the query image feature. The number of terms in the tuples is n = 48 for SimC and n = 2 × Nc for SimS.
The resulting coefficients are merged to form the final similarity function as a linear combination:
where α and β are weighting coefficients. The weights obviously lead to increase or decrease the contribution of a feature with respect to the other. To better characterize the user's information need, these coefficients are dynamically modified during the relevance feedback stage.
THREE-LAYER RELEVANCE FEEDBACK ARCHITECTURE
In information retrieval systems, the retrieved documents do not match exactly the user expectations.
Indicators like recall and precision are introduced to evaluate the quality of the retrieval process with respect to an ideal exact match.
Uncertainty is even more present in image retrieval, due to the weaker correspondence between the computed features and the image content perceived by the user. In other words, the system may not match the user perception of similarity.
For this reason there is a growing interest in the image database community towards methodologies and techniques for relevance feedback [21] [22] [23] [24] [25] [26] . Relevance feedback is the mechanism, widely used in textual information systems [28] , which allows improving retrieval effectiveness by incorporating the user in the query-retrieval loop. Depending on the initial query the system retrieves a set of documents that the user can mark as relevant or not-relevant. The system, based on the user preferences, refines the initial query retrieving a new set of documents that should be closer to the user's information need. In our prototype system we allow the user to improve retrieval results by selecting, among the topmost ranked retrieved images, the ones he/she considers relevant and those considered not relevant. Leaving an image unselected marks it as "don'tcare" and it does not contribute to the relevance feedback process.
Our model adopts a three-layer relevance feedback architecture. The first one basically follows the approach typical of textual documents. A new query is computed by combining the feature vectors of the original query with the ones of the relevant and not relevant images.
In practice, the modified query is computed by adding to the feature vector Q k ( ) associated to the kth query, the N rel feature vectors 
The modification is performed separately on the two components, color and shape. The vector values are normalized to a sum of 1, in order to retain compatibility with the feature vectors associated to the image collection. The modified query is then used in a new retrieval step, performed as described in Section 4.
It is worth noticing that, though the application of relevance feedback in our framework has proved to be effective, a conceptual difference exists with respect to the same approach applied on textual documents. In that case, an index term (i.e., a word) either appears in a document, with some weight, or it does not appear. It is usual to set up a query with a very small subset of the words appearing in the whole document collection. By applying relevance feedback, new index terms may be considered, or some terms may be excluded from the query.
In image retrieval, basically all index terms (the feature vectors components) are present in the whole collection, though with different contributions. The relevance feedback operates by changing the amount of contribution (i.e., the weight) of the feature components.
The above-described modifications of the query operate on the single feature. The second relevance feedback layer tries to combine different features.
The overall computed similarity coefficients may differ from the user expectation, which may tend to concentrate on a particular feature. The weights used in the linear combination that provides the final similarity value identify the importance a feature has. When the query is first posed we assume both features have the same relevance: α = β = 0.5; this assumption is not precise, anyway experiments carried out slightly modifying these initial values did not lead to a substantial modification of retrieval results.
As the user refines his/her query with relevance feedback weighting coefficients are modified according to the following expression:
Where S (k ) is the number of relevant and retrieved images having simS(R,Q) > simC(R,Q) and C (k ) is the number of relevant and retrieved document having simC(R,Q) > simS(R,Q), both at the k-th relevance feedback iteration.
In other words, if the user tends to concentrate on a single feature, i.e. he/she selects as relevant only images having a higher contribution from one of the features, the systems strengthens the contribution of that feature in the similarity measure.
The third layer operates on the domain level. Most image collections available in the public domain or through the commercial and professional distribution channels are organized in sub-collections (directories), each covering a separate theme. Hence, selection of the relevant collection limits in no way the generality of the approach.
Therefore we operate as follows: if the user concentrates his/her interest on images of a single domain, i.e. all relevant images belong to a single category, we retrieve in the following relevance feedback stages only images belonging to that domain. Otherwise no action is taken.
Relevance feedback has been introduced to improve retrieval accuracy. If the results of the query are not satisfying, the user can select, within the retrieved subset, the images he/she considers relevant.
Other approaches introduce a score to represent the degree of relevance a retrieved picture has; we limit here the choice to a relevant/not-relevant one, in order to ease user's interaction. An image can be considered "don't care" if the user is not certain about its degree of relevance and it is not considered in the relevant feedback stage. considered by the user relevant, images 4, 6, 7, and 9 were marked as not-relevant and 2 and 8 were marked "don'tcare". Retrieval results after the relevance feedback processing are shown in figure 3 .c. It can be noticed how images 7, 8, and 9 were discarded, image 3 became the highest ranking and image 4 in figure 3 .c was ranked as 8. New images, more similar to the query were retrieved. It is interesting to notice that image ranked as 6 in figure 3 .b not only was not discarded, but received a higher rank in the following step. Yet it is clear that this image is quite similar in shape to the originally highest in rank, selected as relevant, in figure 3.a. As the systems tends in this case to privilege the shape feature the image was not withdrawn. 
EXPERIMENTS AND RESULTS
DrawSearch, the system described in this paper, is currently still a prototype being evaluated and improved. It is accessible at http://deecom03.poliba.it/DrawSearch/DrawSearch.html.
To evaluate the retrieval effectiveness and search efficiency of a CBIR system we believe it is necessary to revert to typical information retrieval measures, though keeping into account differences in the document types. We adopted the evaluation criteria presented by Salton and Mc Gill in [34] , namely recall, precision, time, effort, presentation and coverage.
The presentation, i.e. the user's interface, has been already described in a previous section. It is subdivided into two parts. It is based on a Java applet where the user can initially draw a sketch in terms of color distribution and shape of an object. Features are computed and transmitted to the server that performs indexing and retrieves the best matching images in decreasing order of similarity. Figs. 1 and 2 show the Java applet user interface and two examples of query by sketch.
Retrieved images are displayed in a standard html page in a ranked order, upper left is the most relevant, lower right the least one (Please notice, the server writes on its own disk the first retrieved html page and names it with the client host name. Pages retrieved applying relevance feedback are dynamically built with a CGI. This difference is necessary to ease interface with the Java client and to reduce the burden on the client side). Checkboxes allow selecting relevant or not-relevant images.
Images left unmarked are not considered in the relevance feedback process.
With reference to the effort, a user may take approximately a couple of minutes to draw an acceptable quality sketch.
The system stores images and associated feature vectors as plain files, since the initial aim of the prototype is at testing the effectiveness of the retrieval approach without time performance concern, and the code is far from being optimized. Our prototype is currently hosted on an old HP720 ws with a 68030 CPU. The response time is approximately T c =3÷5 secs. The Java applet takes approximately T i =30÷60 secs (on a Pentium 100 MHz CPU with 32 MB of RAM) to compute the coefficients of the features. The computation time is dominated by the shape coefficients extraction, which depends on the shape size. The total time T q the system takes to answer a query can be expressed as:
where: T l is the time to load Java classes on the client; T n is the time to transmit query coefficients from the client to the server and T d is the time to display the retrieved set of images. These times obviously depend on the network efficiency.
The collection coverage is currently limited to the approximately 400 images stored in the database. Subjectivity is always present in CBIR, and it is not a simple task to evaluate results against human perception. To reach an acceptable degree of objectivity in the further evaluations some actions were undertaken. The tests were basically sub-divided into two parts.
The first one refers to experiments based on query by example, i.e. similarity ranking against a given query image and improvements obtained with relevance feedback. We arbitrarily selected 160 images from our database. Among these we selected 50 images to be used as queries. We asked 20
volunteering students (14 males, 6 females) from an entry level Computer Science course to select, for each of the 50 query images, up to 16 images they considered relevant according to their own visual perception. We did not specify any further constraint. We received 18 compiled questionnaires. We examined them and had to discard two more questionnaires that clearly showed a completely random selection of relevant images. The remaining set was processed with standard statistical techniques to extract the higher-ranking images for each of the 50 queries. 12 queries were matched with 16 relevant images; 27 queries where matched with 15-11 relevant images; 9 queries where matched with 10-5 relevant images; 2 images were matched with 4-2 relevant images.
Recall and precision measures were computed for the 50 image queries using micro and macro averaging techniques as proposed in [35] : We then submitted the q=50 test queries to the system. Though our system ranks retrieved images, we decided not to pose a numerical threshold on the retrieved set. Instead we always retrieved 16 images, that is n i =16 for the entire test set. Though this may appear a shortcoming, there are various reasons for our choice. Almost one quarter of our query test set had 16 corresponding relevant images.
Differently from textual documents, relevance or irrelevance of a retrieved image can be evaluated at a glance. Furthermore this approach allowed a better evaluation of relevance feedback results.
Several relevance feedback evaluation measures have been proposed in the literature. Yet they all need some kind of reworking to adapt them to the CBIR framework. In this work we limited our evaluation to measuring precision and recall scores after relevance feedback. More in detail we performed, on the same group of images, two sets of experiments allowing up to 3 rounds of relevance feedback for each query. It is fair to notice that the selection of not-relevant or "don'tcare" retrieved images was performed by the authors.
The first set of experiments was performed on the system using just the one layer relevance feedback, i.e. using a fixed 0.5 weight for both shape and color distribution; the second one using relevance feedback both on the single feature weights and on their combination; the third one with all layers.
Results for recall and precision scores for the three sets of experiments are shown in Table I . It is interesting the improvement obtained with relevance feedback. It is also worth noticing that the performance increase obtained with the two-layer approach is practically due only to queries with planes and cars. We believe that this is due to the fact that our volunteering students concentrated their attention on the model of aircraft or car, neglecting the color distribution component.
The second part of our experiments was devoted to test retrieval performances with the query by sketch approach. We asked five volunteering users (a graphics designer, a student, a teacher, an engineer, and a secretary) to randomly select 10 images out of our test set. For each of these we asked them to select 15 images they considered similar to the given one, without any particular ranking.
The users were then asked to draw a sketch picturing the 10 selected images, which were submitted as queries. During this stage they were not allowed to watch the originally selected images. They were all allowed to perform up to five rounds of relevance feedback.
The results from this second set of tests are shown in table II.
As a general comment, the application of relevance feedback in this second set of experiments showed an improvement in the retrieval effectiveness greater than the one obtained on the first test set.
Obviously, better retrieval results were obtained when users focalized their attention on visual properties, rather than on the particular model of aircraft or car.
CONCLUSION
Currently available large image repositories require new and efficient methodologies for query and retrieval. Content-based Image retrieval appears a promising research direction to increase the efficiency and accuracy of unstructured data retrieval.
In this paper we have discussed issues related to the use of such systems in the World Wide Web framework. We have proposed a system whose interface is a Java applet that allows to immediately portrait "what" the user is looking for. Due to the intrinsic imprecision of such a visual query we have also proposed a three-layer relevance feedback approach to let the user interactively improve retrieval effectiveness.
A performance evaluation has been carried out, and it has been presented using both well-assessed information retrieval measures and subjective evaluation criteria.
Our current work is in aimed at the integration in our model of textural features and of textual descriptors, the improvement of the relevance feedback mechanisms and the automatic indexing of images available on the web.
List of captions: -RF-Avg. Average relevant and retrieved images after rel. feed.
TableI. Precision and recall scores
-Q-Pres. Presence of the query within the retrieved set.
-min-MAX minimum and maximum scores in the retrieved set w/o rel. feed.
-Rmin-MAX minimum and maximum scores in the retrieved set after rel. feed.
