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Univ Rennes, CNRS, IRMAR - UMR 6625, F- 35000 Rennes, France
Abstract
We establish the existence of martingale solutions to a class of stochastic conservation
equations. The underlying models correspond to random perturbations of kinetic models for
collective motion such as the Cucker-Smale [6, 7] and Motsch-Tadmor [16] models. By regu-
larizing the coefficients, we first construct approximate solutions obtained as the mean-field
limit of the corresponding particle systems. We then establish the compactness in law of
this family of solutions by relying on a stochastic averaging lemma. This extends the results
obtained in [12, 11] in the deterministic case.
Keywords: Stochastic partial differential equations, mean-field limit, collective motion.
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1 Introduction, main results
1.1 Collective motion with local alignment
The emergence of a consensus or ordered motion amongst a population of interacting agents
has been drawing a fair amount of attention among the scientific community in recent years.
This phenomenon, consistently observed in nature, from schooling fish to swarming bacteria, is
usually referred to as flocking. One of the earliest and most commonly studied mathematical
models describing this kind of behavior is the celebrated Cucker-Smale model, introduced in
[6, 7]. In this model, agents interact in a mean-field manner: for 1 ≤ i ≤ N , denoting by
















ψ(Xi,Nt −Xj,Nt )(V j,Nt − V i,Nt ),
where the weight function ψ : Rd → R+ is even, typically of the form
ψ(x− y) = λ
(1 + |x− y|2)γ , λ, γ > 0.
Equivalently, one may consider the conservation equation
∂tf + v · ∇xf +∇v · (LCS [f ]f) = 0 (1.1)
where the Cucker-Smale alignment term LCS [f ] is given by the convolution
LCS[f ](x, v) =
∫
Rd×Rd
ψ(x− y)(w − v)f(y,w)dydw. (1.2)











in the sense of distributions. In [16], Motsch and Tadmor brought to light several drawbacks
regarding the physical relevance of the Cucker-Smale model when confronted to strongly non-
homegeneous distributions of agents, due to the normalizing constant 1N in the alignment force,
which involves the whole group of individuals. To remedy these issues, they proposed a new



















φ(Xi,Nt −Xj,Nt )(V j,Nt − V i,Nt ).
Considering some weight function φ : Rd → R+ with compact support, we may naturally consider
a hybrid model, letting the Cucker-Smale forcing dictate the long-range interaction and the
Motsch-Tadmor term dictate the short-range interaction:
∂tf + v · ∇xf +∇v · ((LCS [f ] + LMT [f ])f) = 0 (1.3)
2
where the LMT [f ] is given by
LMT [f ](x, v) =
∫
Rd×Rd





Note that the Motsch-Tadmor forcing term can also be written
LMT [f ](x, v) = u[f ](x)− v,









As suggested in [12], we may also consider (1.3) in the singular limit where the weight function
φ governing the short-range interaction converges to the Dirac function δ0, leading to
∂tf + v · ∇xf +∇v · ((LCS [f ] + LSLA[f ])f) = 0. (1.5)
In (1.5), the Strong Local Alignment term LSLA[f ] is given by
LSLA[f ](x, v) = u0[f ](x)− v, (1.6)








The existence of solutions to the kinetic equations (1.3) and (1.5) has been established in [12].
Moreover, in [11], the authors rigorously explore the limit φ→ δ0: considering some φ1 ∈ Cc(Rd)
and weight functions of the form φr(x) = r−dφ1(x/r), solutions (f
r)r≥0 of (1.3) converge (up to
some subsequence) to a solution f of (1.5).
In order to take into account random phenomena emerging from the environment, or unpre-
dictable interactions between the agents, it is rather natural to perturb the deterministic equa-





leading to the stochastic conservation equation
dft +
[





∇v · (Kk[ft]ft) ◦ dβkt = 0
with L[f ] = LCS [f ] + LMT [f ] or L[f ] = LCS [f ] + LSLA[f ]. Here, for simplicity purposes, we
choose to only consider a "one-dimensional" noise driven by a real valued Brownian motion
β = (βt)t≥0, leading to equations
dft +
[
v · ∇xft +∇v · ((LCS [ft] + LMT [ft])ft)
]




v · ∇xft +∇v · ((LCS [ft] + LSLA[ft])ft)
]
dt+∇v · (K[ft]ft) ◦ dβt = 0. (1.8)
The methods developed in the present paper shall not rely on this particular form, so that
the results may be easily generalized to SPDEs with multiple Brownian motions. Note that
3
these stochastic conservation equations are written in Stratonovitch form, since it is the most
physically relevant form. As in the deterministic case, equation (1.7) is naturally associated to


























and L[µ] = LCS [µ] + LMT [µ].
The mean-field convergence of (1.9) to the corresponding limiting SPDE has been studied
in the litterature in the case of the Cucker-Smale interaction, that is with L[µ] = LCS [µ]. The
diffusion coefficient K[µ](x, v) = D(v − vc) for some constant vc ∈ Rd is considered in [1] ; the
coefficient K[µ](x, v) =
√
2σ(v− v̄), where v̄ = ∫ wdµ(y,w), is looked upon in [4] and [10] ; some
more general (non linear) diffusion coefficients are considered in [18].
As for the Motsch-Tadmor model, that is for L[µ] = LMT [µ], the flocking phenomenon for
the particle system (1.9) (alignment of speeds, distance between the individuals bounded over
time) is studied in [15] in the case of a multiplicative noise K[µ](x, v) = Dv. However, even
in the deterministic case, due to the singular ratio involved in the non-linear term LMT [µ], the
mean-field limit of the Motsch-Tadmor particle system is a very delicate question (as suggested
in [16] and [17]) to which the authors could not find a proper answer in the litterature. It should
also be noted that the strong local alignment term LSLA[f ] given by (1.6) is ill-defined when f
is a general measure, so that the particle system associated with equation (1.8) cannot in fact
be written.
In the present work, we shall consider a diffusion coefficient of the form
K[f ](x, v) = F (x) +
∫
Rd×Rd
ψ̃(x− y)(w − v)f(y,w)dydw (1.10)
which corresponds to some random environmental forcing F (x) ◦ dβt, as well as a random
perturbation ψ ← ψ+ψ̃◦dβt of the weight function involved in the Cucker-Smale alignment term
(1.2) (as considered in [4] and [18] in the case of the Cucker-Smale model only). Note that the
choice F = 0 and ψ̃ =
√
2σ leads in particular to the simpler coefficient K[µ](x, v) =
√
2σ(v− v̄).
The arguments developed in the present work also easily apply to the case K[µ](x, v) = Dv
looked upon in [15].
In this paper, we extend the work developed in [12] and [11] in the deterministic case to
establish the existence of martingale solutions (see Definition 1.1 below) for the stochastic con-
servation equations (1.7) and (1.8). To this intent, we start by regularizing the coefficients: in
section 2, we prove the existence of a unique solution of equation (1.7) with regularized coef-
ficients, which is naturally constructed as the mean-field limit of the corresponding stochastic
particle system. Then, in section 3, we prove the tightness of these approximate solutions with
respect to the regularizing parameter, and rigorously pass to the limit in the martingale problem
associated with (1.7).
1.2 Assumptions and main results
The weight functions ψ, ψ̃ : Rd → R+ involved in (1.2) and (1.10) are assumed to satisfy
|ψ(x)| + |ψ̃(x)| . 1, |∂αxψ(x)|+ |∂αx ψ̃(x)| . 1 for 1 ≤ |α| ≤ 4. (1.11)
The weight function φ : Rd → R+ involved in (1.4) is assumed to be smooth and compactly
supported around zero: φ ∈ C∞(Rd) and for some 0 < r1 < r2 <∞,
inf
x∈B(0,r1)
φ(x) > 0, Supp(φ) ⊂ B(0, r2). (1.12)
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The forcing F involved in (1.10) is assumed to be smooth and sublinear:
|F (x)| . 1 + |x|.












where we have used the notation















K[f ](y,w) −K[f ](x, v)
)
f(y,w)dydw.
This motivates the following definition.
Definition 1.1. Let T > 0 and (Ω,F , (Ft)0≤t≤T ,P, β) be a filtered probability space equipped




















(1 + |v|2)|f(t, z)|dzdt
]
<∞ (1.14)
is said to be a solution of (1.7) on (Ω, β) (with initial value f0) when, for any test function











K[f(s)] · ∇vΨ, f(s)
〉
dβs, t ∈ [0, T ]
where L[f ] denotes the second order operator
L[f ]Ψ = v · ∇xΨ +
(







K[f ]iK[f ]j∂2vivj Ψ. (1.15)
If there exists some probability tuple (Ω,F , (F t)0≤t≤T ,P, β) and a solution f of (1.7) on (Ω, β),
we say that equation (1.7) has a martingale solution (in the sense of [8], Chapter 8).
Estimates (1.13) and (1.14) are quite natural since we expect solutions of (1.7) to be densities.
On can easily check that these estimates guarantee that the process (〈f(t),Ψ〉)t≥0 is well defined,
the stochastic integral being a square integrable martingale. Solutions of equation (1.8) are
defined similarly. We now state our main results.
Theorem 1 (Stochastic Motsch-Tadmor flocking).
Let f0 : R2d → R+ with
∫
R2d











1− θ . (1.16)
Then there exists a martingale solution f of equation (1.7) with initial data f0.
5
We also prove the existence of a martingale solution of (1.8), which can be constructed as
a weak limit of solutions of (1.7) as the function φ involved in the Motsch-Tadmor alignment
term (1.4) properly approaches the Dirac function δ0, similarly to the result established in [11].
Theorem 2 (Stochastic flocking with strong local alignment).
Let φ1 ∈ C∞c (Rd) satisfy (1.12). Let us consider the sequence of functions (φr)r>0 given by
∀x ∈ Rd, φr(x) = rdφ1(x/r).
Assuming (1.16), the martingale solution f r of equation (1.7) with φ = φr constructed in Theo-
rem 1 satisfies, along some subsequence rn → 0,
f rn → f in law, in C([0, T ];H−σW −1(R
2d)) for all σ > 0,
where f defines a martingale solution of (1.8). The weighted Sobolev space H−σW −1(R
2d), with
W−1(z) = (1 + |z|)−1 is introduced in (3.34) below.
Note that, although f only converges weakly in space, the use of a stochastic averaging






converge in the strong space L2([0, T ];L2(Rd)). This allows to properly pass to the limit in the
non-linear equation (1.7).
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2 Regularized equation
In this section, we prove existence and uniqueness of a solution of equation (1.7) with regularized
coefficients. This solution will be naturally obtained as the mean-field limit of the corresponding
particle system.
For R > 0 let us introduce smooth, compactly supported truncation functions




χR(x) = 1 if |x| ≤ R, |χR(x)| ≤ 1,
θR(v) = v if |v| ≤ R, |θR(v)| ≤ |v|,
|∇v · θR(v)| . 1 uniformly in R > 0.
(2.1)
6
















LMTR [µ](z) = uR[µ](x) − v,
KR[µ](z) = χR(x)F (x) +
∫
Rd×Rd












Simple calculations show that, for fixed R, these regularized coefficients are globally Lipschitz
continuous in the following sense: for all z, z′ ∈ R2d, µ, ν ∈ P(R2d),
∣∣∣LCSR [µ](z) − LCSR [ν](z′)
∣∣∣ +
∣∣∣LMTR [µ](z) − LMTR [ν](z′)
∣∣∣ . |z − z′|+W1[µ, ν],∣∣∣KR[µ](z) −KR[ν](z′)
∣∣∣ +
∣∣∣SR[µ](z) − SR[ν](z′)
∣∣∣ . |z − z′|+W1[µ, ν]
(2.3)
where the constants involved in . in (2.3) depend on R, and W1 denotes the Wasserstein
distance. The assumptions made also guarantee the uniform sub-linearity of some coefficients:






∣∣∣ . 1 + |z|+
∫
|z′|dµ(z′) (2.4)
where the constant involved in . in (2.4) does not depend on R.
2.1 Mean-field limit of the associated particle system
We may now consider the associated mean-field particle system on Zi,N = (Xi,N , V i,N) ∈ R2d,


































From the sub-linearity of the coefficients, we easily deduce the following result.
Proposition 2.1. For any T > 0 and zi,N0 ∈ R2d, i ∈ {1, . . . , N}, the SDE system (2.5) with
initial condition Zi,N0 = z
i,N




t∈[0,T ] which satisfies the
























The constants involved in . depend on R, p and T only.
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Proof. The coefficients of (2.5) being locally Lipschitz-continuous, the local existence and unique-










which should then be sent to T , as M goes to infinity. For the sake of simplicity, we omit this












Ait . 1 + |Zi,Nt |p +
∫




Zi,Nt ·KR[µNt ](Zi,Nt ).



















































































































































We may now apply Gronwall’s lemma to derive the first estimate. Coming back to (2.6), a
similar reasoning leads to the second estimate.
Let us now consider the space of trajectories
C = C([0, T ]; R2d), ‖z‖∞ = sup
t∈[0,T ]
|zt|
















equipped with the usual distance












π(dz1, dz2) = µ(dz1),
∫
z1∈C
π(dz1, dz2) = ν(dz2)
}
.
We may now state the following mean-field limit result.
Proposition 2.2. Let p > 1. As N → ∞, provided that µN0 → µ0 in Pp(R2d), we have
µN → µ in Lp(Ω;Pp(C)) where µ solves the regularized SPDE
dµt + v · ∇xµtdt+∇v ·
((
LCSR [µt] + L
MT













in the following sense: denoting the operator
LR[µ]Ψ = v · ∇xΨ +
(
LCSR [µ] + L
MT





















KR[µs] · ∇vΨ, µs
〉
dβs, t ∈ [0, T ].
More precisely, µ is the unique element of L2(Ω;Pp(C)) given by the push-forward measure of
the initial data by the non-linear characteristics:
µ = (Zµ)∗µ0 in P(C), a.s (2.10)




dXµt (z) = V
µ
t (z)dt,
dV µt (z) =
(
LCSR [µt] + L
MT





Zµ0 (z) = z.
(2.11)
Proof. For simplicity, let us consider the case p = 2. We start by noticing that, for fixed
N ≥ 1, the empirical measure µN naturally satisfies the fixed-point-like equation (2.10). For all









|z1 − z2|2dπ(z1, z2),
it follows that
W 22 [µ





(z2)‖2∞dπ(z1, z2) =: JN,MT (2.12)
9























































































t )−KR[µMt ](Zj,Mt )
)
.























dt + ζ5t dβt. (2.14)














































































































































































as N,M are sent to infinity. We have shown that µN converges to some µ in the complete












thereby guaranteeing that the solution Zµt (z) of (2.11) is unique and global. Moreover, it is
a well known fact (see e.g [13]) that the flow Zµ : z ∈ R2d 7→ (Zµt (z))t∈[0,T ] is almost-surely
continuous, so that the push-forward measure involved in (2.10) is indeed well-defined. This





∣∣∣Zµt (z)− Zµt (z′)
∣∣∣
2]
. |z − z′|2, ∀z, z′ ∈ R2d.
Let us introduce the measure ν = (Zµ)∗µ0. Introducing an optimal plan π ∈ Π(µN0 , µ0) so that
W 22 [µ
N
0 , µ0] =
∫
(z1,z2)∈(R2d)2
|z1 − z2|2dπ(z1, z2)
we have this time
W 22 [µ







t (z1)− Zµt (z2)
∣∣∣
2
dπ(z1, z2) =: J
N
T .








































Letting N go to infinity, we conclude that µ = ν a.s, that is exactly (2.10).
We may once again use the same arguments to prove that the fixed-point-like equation (2.10)





W 22 [µ, ν]
]
.W 22 [µ0, ν0]
11
so that µ0 = ν0 implies µ = ν a.s.
Finally, let us notice that any µ satisfying (2.10) defines a solution of (2.8). Indeed, for any
test function Ψ ∈ C∞c (R2d), Itô’s formula gives exactly






∇Ψ(Zµs (z)) ·KR[µs](Zµs (z))dβs.




t (z))dµ0(z), integrating with respect
to dµ0(z) using a stochastic Fubini theorem gives the expected result.
2.2 Flow of characteristics, regular solutions
For some fixedR > 0, let us consider the unique solution µ of (2.8) constructed in Proposition 2.2.
Although this measure, as well as the associated characteristics (Zµt )t≥0, depend on R > 0, we
shall hide this dependence in the following expressions to avoid cluttering notation. One may
note from expressions (2.2) that the coefficients
LCSR [µt](z), L
MT
R [µt](z), SR[µt](z), KR[µt](z)
involved in the SDE (2.11) have the regularity C4(R2d) in the z variable. More precisely, as-









uniformly in t ∈ [0, T ] and ω ∈ Ω. In particular, the first, second and third order z-derivatives of
the coefficients are globally Lipschitz-continuous. As a result, Theorem 4.4 of [13], Chapter II,
yields
[
∀t ∈ [0, T ], Zµt : z ∈ R2d 7→ Zµt (z) ∈ R2d is a C3-diffeomorphism
]
, P− a.s. (2.16)












LCSR [µr] + L
MT








the inverse map (Zµs,t)















LCSR [µr] + L
MT











where S̃R[µ] = ∇vKR[µ]KR[µ] and
∫ t
s · d̂βt denotes the backward Stratonovich integral (see
again [13] Theorem 7.3 for this result and p.194 for the definition of the backward integral).
When s = 0, we simply denote








In the particular case where the initial measure µ0 admits a density f0 ∈ L1(R2d) with respect





















Considering a countable separating family of such test functions Ψ, from µ = (Zµ)∗f0 in P(C),
we deduce that [









Note that we may drop the absolute value in (2.18) since Jt(z)
−1 ≥ 0 a.s. Let us now give some
estimates regarding the forward and backward characteristics.
Proposition 2.3.
For all p ≥ 1, let f0 ∈ L1(R2d) such that
∫
|z′|pf0(z)ds′ < ∞. Let µ ∈ L2(Ω;P2(C)) such that





















|Zµt (z1)− Zµt (z2)|p
]














. |z1 − z2|p +
(




















. |z − z′|p + |t1 − t2|p/2. (2.23)
The constants involved in . depend on p, k, T,R only.
These estimates are deduced in a classical manner from the sub-linearity and the global Lip-




Kolmogorov’s lemma to (2.21) and (2.23), we deduce that, for all 0 ≤ k ≤ 3,
(t, z) ∈ [0, T ] × R2d 7→ Dk((Zµt )−1)(z) (2.24)
is continuous P−a.s. Additionally, we may deduce from (2.19) and (2.20) the following estimate:



















diam(K)αp ≤ CK,T,p <∞. (2.25)
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In (2.25), diam(K) = sup {|z1 − z2|, z1, z2 ∈ K} and ‖Zµ‖Cαz L∞t denotes the α-Hölder semi-norm




|Zµt (z1)− Zµt (z2)|
|z1 − z2|α




. 1 by applying Kolmogorov’s lemma to (2.20). We may
now establish the following result.
Proposition 2.4 (Regular solution). Let f0 ∈ C2c (R2d). Let µ ∈ L2(Ω;P2(C)) such that
µ = (Zµ)∗f0 as in (2.10), and let f(t, z) be defined as in (2.18), so that µ may be repre-
sented as dµt(z) = f(t, z)dz. Then f is a regular solution of (2.8) in the following sense:
• P-almost surely, f(t, ·) ∈ C2(R2d) for all t ∈ [0, T ] and the maps
(t, z) ∈ [0, T ] × R2d 7→ ∂αz f(t, z), 0 ≤ |α| ≤ 2
are continuous.
• Denoting the operator
(LR[f ])∗g = −v · ∇xg −∇v ·
(
(LCSR [f ] + L
MT












we have for all z ∈ R2d, t ∈ [0, T ], P-almost surely,











Proof. As a consequence of (2.24), it is clear from expression (2.18) that the first condition is
met. Furthermore, f(t, ·) is almost surely compactly supported, uniformly in t ∈ [0, T ], with
∀t ∈ [0, T ], Supp(f(t, ·)) ⊂
{



































Since all functions are compactly supported (for fixed ω ∈ Ω), the integrals with respect to ds














From expressions (2.2), we deduce (for fixed R > 0)
|KR[f(t)](z)| + |∇v · (KR[f(t)])(z)| . 1,
14
From expression (2.18), (and |det[A]| . |A|2d) it is clear that

















































Consequently, P-a.s, (2.27) holds when integrated against any Ψ ∈ C∞c (R2d). We deduce that
(2.27) holds for almost every z ∈ R2d. Since both sides of (2.27) are continuous with respect to
z (thanks to (2.28) again), we conclude that the equality holds for every z ∈ R2d.
3 Weak convergence of approximate solutions








For any R > 0, considering the particle system (2.5), with initial data satisfying
µN0 (dz)→ f0(z)dz in Pδ(R2d),
we may introduce the solution µR of (2.8) constructed in Proposition 2.2. As previously dis-
cussed, we naturally identify µR with its density fR = (fR(t, z))t∈[0,T ],z∈R2d defined by (2.18).
3.1 Uniform estimates
In this section, we shall establish some estimates on fR uniformly on the regularization param-
eter R.









The constant involved in . depends on p and T only.
Proof. Let us start by considering f0 ∈ C2c (R2d) supported in some compact K ⊂ R2d. Then
fR is a regular solution of (2.8) in the sense of Proposition 2.4. For any z ∈ R2d, applying Itô’s
formula to |fR(t, z)|p hence gives














































where BR[f ] denotes the drift coefficient L
CS
R [f ] +L
MT
R [f ] + SR[f ]. We can now integrate (3.1)





















Since all the integrands in (3.1) are compactly supported in z uniformly for t ∈ [0, T ] (for fixed
ω ∈ Ω), the integrals with respect to ds cause no issue. As for the stochastic integral, we may








































































































(1 + |z|)m .
Using (2.25) and (2.22), we deduce

















(1 + |z|)m <∞






























































Simple calculations lead to the classical identity
∫

























From expressions (2.2), we derive
∇v · LCSR [f ](z) =
∫
Rd×Rd





∇v · LMTR (z) = −d,
∇v ·KR[f ](z) =
∫
Rd×Rd













Assumptions (1.11), (2.1) guarantee that these terms are bounded uniformly in t ∈ [0, T ],







Similarly, we have the following identity:
∫
|fR|p−1∇2v(KRKTRfR)dz + (p− 1)
∫
|fR|p−2|∇v · (KRfR)|2dz




|∇v · (KRfR)|2 −∇vfR · ∇v · (KRKTRfR)
]
dz





















Since (3.2) guarantees that I4(t) defines a (square integrable) martingale, we may take the















































































which gives the expected result. We now extend the estimate to any f0 ∈ Lp(R2d) satisfying∫
|z|δf0(z)dz <∞ by considering a sequence of densities fk0 ∈ C2c (R2d) such that, as k goes to
infinity,






It is easy to see that these assumptions imply in particular
fk0 → f0 in Pr(R2d)
for any 1 < r < δ. Denoting by fk the solution of (2.8) with initial data fk0 constructed in
















0 , f0]→ 0.













. ‖fk0 ‖pLp , k ≥ 1,






z and therefore, up to a subsequence














‖fk0 ‖pLp = ‖f0‖
p
Lp . (3.7)
Let us consider Ψ ∈ Cc([0, T ] × R2d), ξ ∈ L∞(Ω) and introduce Φ(ω, t, z) = ξ(ω)Ψ(t, z). From
(3.5) we deduce
[
∀t ∈ [0, T ],
∫
z




























k(ω, t, z)Ψ(t, z)dzdt

















f(ω, t, z)Ψ(t, z)dzdt
]
























z and the bound (3.7) concludes the proof.
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The constant involved in . depends on φ only.












































φ(x− y)dx ≤ C(φ) (3.8)





The proof of (3.8) is given in [12], Lemma 5.2.




























The constants involved in . depends on k, δ, T and φ only.









which should then be sent to T , as M goes to infinity. For the sake of simplicity, we omit this
stopping time in the following. Let us denote f(t, z) = fR(t, z) and the associated characteristics
Zt(z) = Z
µR
t (z) (with µ

















LCSR [ft] + L
MT














From the uniform sublinearity (2.4), we derive













|a1t (z)|+ |a3t (z)| .
(















































To deal with A2t , one may write
v · (u− v) = 1
4
(

























From SDE (3.11) with the sublinear terms (3.12) and (3.13), using Gronwall’s lemma and












since δ ≤ 2, we derive the second estimate, which concludes the proof.
3.2 Stochastic averaging lemma











1− θ . (3.14)
For all, ϕ ∈ C∞c (Rd), letting η = 1/6, the averaged quantity










The constant involved in . in (3.15) depends on f0, ϕ, T and φ only.
20
Proof. The proof of this result is based on a classical L2 averaging lemma (see e.g [2] for the
deterministic case), which we adapt here to the stochastic case, in a similar fashion to [9], Lemma
4.3. Let us first consider some initial data f0 ∈ C2c (R2d) so that f = fR is a regular solution of
(2.8) in the sense of Proposition 2.4, which may be written as follows: P-a.s, for all z ∈ R2d,
























LCSR [f(t)] + L
MT
R [f(t)] + SR[f(t)]
)
(z)if(t, z),
Gij(t, z) = KR[f(t)](z)
iKR[f(t)](z)
jf(t, z),
H i(t, z) = KR[f(t)]
if(t, z).
(3.17)
Let us fix ξ ∈ Rd. For simplicity, let us drop the summation signs in (3.16) and integrate it with
respect to e−iξ·xdx. This is possible (for every v ∈ Rd) thanks to the bound (3.2) with p = 1
established previously. Denoting the x-Fourier transform




we are led to






(t, ξ, v)dt. + ∂̂viH
i(t, ξ, v)dβt
Therefore, introducing some λ = λ(ξ) > 0, we get









from which we deduce the expression


















i(s, ξ, v)dβs. (3.18)























for fixed R > 0, by a method similar to the one employed to establish (3.2) in the proof
Proposition 3.1. Introducing the (x, v)-Fourier transform







equation (3.18) leads to
ρ̂ϕ(t, ξ) =e
−λtF(f0ϕ)(ξ, ξt) + λ
∫ t
0



















ij)ϕ = ∂2vivj (G
ijϕ)− ∂vi(Gij∂jϕ)− ∂vj (Gij∂iϕ) +Gij∂2vivjϕ (3.20)
forgetting the summation signs again, we may as well only consider terms of the form
ρ̂ϕ(t, ξ) =e
−λtF(f0Ψ)(ξ, ξt) + λ
∫ t
0


















(s, ξ, ξ(t− s))dβs (3.21)
where Ψ ≡ Ψ(v) ∈ C∞c (Rd) and α, β and γ are multi-indexes of order 0 ≤ |α| ≤ 2, 1 ≤ |β| ≤ 2
























































































































|f̂(s, ξ, v)|2dvds. (3.24)







































|Ĝβ(s, ξ, v)|2dvds. (3.25)





























|Ĥ i(s, ξ, v)|2dvds. (3.26)












































|f(t, x, v)|2dvdxdt . 1
thanks to Proposition 3.1, and the initial bound (3.14). On the other hand, from the bounds





















Expressions (3.17) and the sublinearity estimate (2.4) immediately give
|Gi(t, z)|2 .
(














|H i(t, z)|2 .
(





from which we easily deduce (using the same method as in the proof of Proposition 3.3 for the







































|ξ|2η−1 + λ(ξ)|ξ|2η−1 + λ(ξ)−5|ξ|2η+3 + λ(ξ)−2|ξ|2η+1
]
.
Considering λ(ξ) = |ξ|r, this supremum is bounded under the requirements
2η − 1 ≤ 0, 2η − 1 + r ≤ 0, 2η + 3− 5r ≤ 0, 2η + 1− 2r ≤ 0,










(1 + |ξ|2η)|ρ̂ϕ(t, ξ)|2dξdt . 1.
which concludes the proof in the case of a regular initial data f0 ∈ C2c (R2d). We may extend
this last inequality to general initial data similarly to the proof of Proposition 3.1.
3.3 Tightness
Given an increasing weight function, say
W (x, v) = 1 + |x|+ |v|,









|∂βz Ψ|2(z)W (z)dz <∞
}
(3.33)
















We may also define the intermediate Sobolev spaces HσW (R
2d), H−σW (R
2d) for non-integer 0 <

















1− θ . (3.35)
Then for all σ > 0, the family of random variables (fR)R>0 is tight in C([0, T ];H−σW −1(R
2d)) .




f ∈ C([0, T ];H−σW −1(R
2d))
∣∣∣ ‖f‖L∞t L2z ≤M, ‖f‖Cαt H−2W −1 ≤M
}
,
where ‖ · ‖Cαt H−2W denotes the α-Hölder semi-norm
‖f‖Cαt H−2W −1 := supt6=s
‖ft)− f(s)‖H−2
W −1
|t− s|α ≤ ‖f‖Cαt H−2 .
Since the embedding HσW (R
2d) ⊂ L2(R2d) is compact, the dual embedding L2(R2d) ⊂ H−σW −1(R2d)
is compact. Additionally, for f ∈ KM , an interpolation inequality (in weighted Sobolev spaces)
yields, for some τ ∈ (0, 1),










Consequently, Arzelà-Ascoli’s theorem guarantees that KM is a relatively compact subset of the
separable, complete space C([0, T ];H−σW −1(R
















for γ > 0. The first term is bounded uniformly in R thanks to Proposition 3.1. The bound on
the second term results directly from Kolmogorov’s continuity theorem and the following lemma.






The constant involved in . depends on q, f0 and T only.











(1 + |ξ|4 + |ζ|4)−1







As in the proof of Proposition (3.4), we may apply the (x, v)-Fourier transform Ff(t, ξ, ζ) to



















































(1 + |ξ|4 + |ζ|4)−1Ff(σ)−Ft(s)ζiF(H i)dξdζ
)
dβσ .











































































(1 + |v|4q+m(q−1) + |x|m(q−1))|f |2qdz



































1− τ ≤ δ,
4q +m(q − 1)
1− τ ≤ k :=
4 + γ
1− θ .
These requirements can be met for some q = q(γ) > 1 close enough to 1 (and τ close to θ). As













































Considering (3.32), the first term in (3.39) is again controlled by the bound on (3.38). We may
then come back to (3.37) and use Grönwall’s lemma to conclude.
Proposition 3.6. Let us assume that the initial data f0 satisfies (3.35).
Then, for all ϕ ∈ C∞c (Rd), the family of random variables (ρRϕ )R>0 is tight in L2([0, T ];L2(Rd)).
Proof. Let us introduce the weight function
V (x) = 1 + |x|
and the associated weighted spaces H2V (R
d) and H−2V −1(R
d) as in (3.33) and (3.34). One could
prove the following lemma as previously.
Lemma 3.2. For some q > 1, for all t, s ∈ [0, T ],
E
[
‖ρRϕ (t)− ρRϕ (s)‖2qH−2
]
. |t− s|q.
The constant involved in . depends on q, f0, ϕ and T only.





ϕ(v)fdv | f ∈ FM
}
,









(1 + |x|δ + |v|k)f(t)dz ≤M, (3.41)
‖ρϕ‖2L2t Hηx ≤M, (3.42)
‖ρϕ‖Cαt H−2 ≤M.



























which tends to zero uniformly in R > 0 as M goes to infinity, thanks to Proposition 3.1,
3.3, 3.4 and Lemma 3.2. It only remains to prove that KM is a relatively compact subset of
L2([0, T ];L2(Rd)). Let us introduce a sequence (ρnϕ)n≥1 in KM .
First, let us show that (ρnϕ)n is compact locally in space, that is in L
2
(
[0, T ];L2(B(0, r))
)
for any r > 0. Since ‖ρnϕ‖L∞t L1x ≤ ‖ϕ‖L∞ , we deduce from (3.40) that
‖ρnϕ‖L∞t L2x .M.
Similarly to the proof of Proposition 3.5, we may then use Arzelà-Ascoli’s theorem to deduce
that (ρnϕ)n converges in C([0, T ];H
−2
V −1(R
d)) up to some subsequence (which we omit for clarity).
















where τ = ηη+2 ∈ (0, 1). It follows that
∫ T
0


















≤ T τ‖ρnϕ − ρmϕ ‖2λC([0,T ];H−2
V −1
)




Thanks to (3.42), we deduce that
‖ρnϕ − ρmϕ ‖L2([0,T ];L2(B(0,r)) → 0 as n,m→∞.
To derive compactness globally in space, that is in L2([0, T ];L2(Rd)), it is enough to establish a









→ 0 as r →∞.






















where γ = δ(1 − θ) > 0, according to (3.35), and then use the bounds (3.40) and (3.41) to
conclude.
3.4 Convergence of the martingale problem
Let us introduce a sequence Rn → ∞ and a countable subset D of C∞c (Rd), which we assume
to contain the truncation functions
{θRn , n ≥ 1} ⊂ D ⊂ C∞c (Rd). (3.43)
Recall that the function θR(v) has been introduced in (2.1). Since D is countable, it follows from
Proposition 3.5, Proposition 3.6 and Tykhonov’s theorem that the family of random variables
(fRn , (ρRnϕ )ϕ∈D)n≥1 is tight in the space





for σ > 0. Using Skorokhod’s representation theorem, up to a subsequence of (Rn)n which
we omit for simplicity, we may introduce random variables f
n
, ρnϕ, f , ρϕ defined on some other
probability space (Ω,F ,P) such that, for all n ≥ 1,
(f
n






and the following convergences hold P-almost surely:
f
n → f in C([0, T ];H−σW −1(R
2d)) a.s,
∀ϕ ∈ D, ρnϕ → ρϕ in L2([0, T ];L2(Rd)) a.s.
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uniformly in n ≥ 1, we derive in particular that the families of random variables (fn)n and (ρnϕ)n
are uniformly integrable, and therefore
f
n → f a.s and in L1
(









Consequently, up to a subsequence, we may also assume that
∀ϕ ∈ D,
[
ρnϕ(t, x)→ ρϕ(t, x), dt⊗ dx-a.e
]
, P-a.s. (3.47)
Remark 3.1. For all ϕ ∈ D, from the equality ρnϕ =
∫


















By requiring some greater moments for the initial data, we may extend the convergence (3.46)
to ρ and j.











1− θ . (3.48)





ρn → ρ, jn → j, ρnθRn → j,
φ ∗ ρn → φ ∗ ρ, φ ∗ jn → φ ∗ j, φ ∗ ρnθRn → φ ∗ j
Consequently, up to a subsequence, we may also assume that these convergences hold dt ⊗ dx
almost everywhere, P almost surely.
Proof. Let us, for instance, prove the convergence of jn. For fixed N ≥ 1, denoting ϕ = θRN ,
‖jn − j‖L2t L2x ≤ ‖j
n − ρnϕ‖L2t L2x + ‖ρ
n
ϕ − ρϕ‖L2t L2x + ‖ρϕ − j‖L2t L2x (3.49)
and we note that, for any γ > 0 and m > d,
|jn − ρnϕ|2 =
∣∣∣
∫

















































‖jn − ρnϕ‖2L2t L2x
]
. R−2γN → 0 as N →∞.
























we deduce similarly that E
[
‖j − ρϕ‖2L2t L2x
]
→ 0 as N goes to infinity. We may hence come back
to (3.49) and conclude. The convergence of the convoluted functions is easily deduced.
For fixed n ≥ 1, fRn defines a (strong) solution of (2.8) on (Ω,F ,P). In particular, it
satisfies the associated martingale problem: recalling the operator LR[f ] defined in (2.9), for all
Ψ ∈ C∞c (R2d), the process






ds, t ∈ [0, T ] (3.50)
defines a continuous, real valued L2 martingale on (Ω,F ,P) with respect to the filtration
Fnt = σ
(
fRn(s) ∈ H−σW −1(R
2d), s ∈ [0, t]
)
, t ∈ [0, T ].














We are now ready to state the following result.
Proposition 3.7. Let us introduce, on (Ω,F ,P), the filtration
F t = σ
(
f(s) ∈ H−σW −1(R
2d), s ∈ [0, t]
)
, t ∈ [0, T ].
Recalling the operator L[f ] defined in (1.15), for all test functions Ψ of the form
Ψ(x, v) = Ψ1(x)Ψ2(v), Ψ1,Ψ2 ∈ C∞c (Rd) with ∇vΨ2 ∈ D, (3.52)
the process






ds, t ∈ [0, T ]













Remark 3.2. The assumption ∇vΨ2 ∈ D in (3.52) is only technical: for any given countable
family F = (Ψ2)Ψ2∈F of test functions in C
∞
c (R
d), on can initially choose the countable subset
D such that {∇vΨ2, Ψ2 ∈ F} ⊂ D, so that the conclusion of Proposition 3.7 holds true for all
Ψ(x, v) = Ψ1(x)Ψ2(v) with Ψ1 ∈ C∞c (Rd) and Ψ2 ∈ F .
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for all Hn = h
(
fRn(ti), 1 ≤ i ≤ m
)
, where 0 ≤ t1, . . . , tm ≤ s ≤ t, and h : (H−σW −1(R2d))m → R
is continuous and bounded, Since the laws of fn and f
n














































Ψ(t) are naturally defined on Ω, as MΨ and
V Ψ(t) . We may decompose these into
M
n
Ψ(t) = 〈Ψ, f
n





















































































































n ∗ f) · ∇vΨfdxdv
with
Φ1n(x, v) = χRn(x)ψ(x)θRn(−v),
Φ2n(x) = χRn(x)F (x),
Φ3n(x, v) = χRn(x)ψ̃(x)θRn(−v),
We wish to send n to infinity in (3.53) and (3.54). Thanks to the convergence (3.45), the first
three linear terms in (3.55) cause no issue ; let us hence focus on the remaining terms. Let us






(Φ1 ∗ f) · ∇vΨfdxdv
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) · ∇vΨ(fn − f)dxdvdσ
∣∣∣.





































For all n ≥ m ≥ 1, for fixed (x, v) ∈ Supp(Ψ), we may write
E
[∣∣∣Φ1n ∗ f














[∣∣∣(Φ1 − Φ1m) ∗ f
∣∣∣
2]
which converges to 0 as n goes to infinity thanks to the convergence (3.45), and the bounds
E

















. R−2m (1 + |v|4)













for all n ≥ m. Note that this last bound also guarantees the uniform integrability in (ω, σ, x, v)








































































































Since, for fixed m ≥ 1, (Φ1m ∗ f
m




























which is sufficient to pass to the limit in the corresponding term of (3.53) and the left-hand side
of (3.54).
The terms involving Min(f) for i = 2, 3, 5 can be treated with similar arguments. Let us














] · ρn∇Ψ2Ψ1dxdσ (3.58)




















































as soon as τ = θ(q−1) and q1−τ ≤ 41−θ , which can be met for q close enough to 2. Hence, thanks





















As a consequence, up to some subsequence which we omit for simplicity,
J
n





It is clear that this weak convergence is enough for the term (3.58) to pass to the limit in (3.53).
Therefore, it only remains to identify the limit as




(φ ∗ j)(t, x)
(φ ∗ ρ)(t, x) if (φ ∗ ρ)(t, x) 6= 0
0 if (φ ∗ ρ)(t, x) = 0.
(3.62)
First, considering the set, for r > 0, ω ∈ Ω,






























































and the same equality is deduced for any ρ ∈ L2(Rd) by density. Hence, P almost surely, J = 0
a.e on Ar. Since this holds for any r > 0, we deduce that, P almost surely, J = 0 holds whenever
φ ∗ ρ = 0, so that we only have to check equality (3.62) whenever (φ ∗ ρ)(t, x) 6= 0.





R−1n + φ ∗ ρn
· ρn∇Ψ2 →
φ ∗ j
φ ∗ ρ · ρ∇Ψ2 = u · ρ∇Ψ2
almost everywhere on the set {(t, x) ∈ [0, T ] × Rd | φ ∗ ρ 6= 0}, P almost surely. It follows that
equality (3.62) holds.
Finally, it remains to pass (3.58) to the limit in the quadratic equality (3.54). To this intent,









































































































































Using again Lemma 3.3, we deduce that, P almost surely, J = 0 almost everywhere on
{
(σ1, σ2, x, y) ∈ [0, T ]2 × (Rd)2 | (φ ∗ ρ)(σ1, x) = 0 or (φ ∗ ρ)(σ2, y) = 0
}
.
The limit is then determined to be J(σ1, σ2, x, y) =
(
u(x) · ρ∇Ψ2(σ1, x)
)(
u(y) · ρ∇Ψ2(σ2, y)
)
on
the complementary set using pointwise convergence, as done previously.
From the martingale problem of Proposition 3.7, we classically construct a martingale solu-
tion of (1.7), in the sense of Definition 1.1, using a martingale representation theorem. First,
note that estimates (1.13) and (1.14) are easily derived from the convergence (3.45) using Fatou’s
Lemma. Introducing the process
M(t) = f(t)− f0 −
∫ t
0
(L[f(s)])∗f(s)ds, t ∈ [0, T ] (3.64)




= MΨ(t), t ∈ [0, T ]
which is a continuous L2 martingale with respect to the filtration (F t)t∈[0,T ], with quadratic
variation V Ψ. With Remark 3.2 in mind, by density, we may carefully extend this statement to
any test function Ψ in some separable Hilbert space H. One may convince oneself for instance
that the weighted Sobolev space
H =
{
















, t ∈ [0, T ]








K[f(s)] · ∇vΨ1, f(s)
〉〈
K[f(s)] · ∇vΨ2, f(s)
〉
ds.
The martingale representation theorem from [8] (p222, Theorem 9.2) holds for the H′-valued
process (3.64), giving another probability space (Ω̂, F̂ , P̂) equipped with a filtration (F̂t)t∈[0,T ],
and a (F t × F̂t)-brownian motion (Wt)t∈[0,T ] on Ω× Ω̂ such that








It follows that (ω, ω̂) ∈ Ω × Ω̂ 7→ (f(t)(ω))t∈[0,T ] defines a solution of (1.7) on Ω × Ω̂. This
concludes the proof of Theorem 1.
35
3.5 Strong local alignment
The proof of Theorem 2 can be established using the same arguments. Indeed, the only role
played by the weight function φ in the estimates of sections 3.1 and 3.2 is through the constant
















uniformly in r > 0. As a result, introducing f r a weak solution of (1.7) with φ = φr constructed














and for some q > 1,
E
[







From here, we may use the same arguments as previously to establish the tightness of (f r)r>0
(resp. (ρrϕ)r>0) in C([0, T ];H
−σ
W −1(R
2d)) for σ > 0 (resp. in L2([0, T ];L2(Rd))) and then pass to
the limit in the martingale problem satisfied by f rn as n goes to infinity.
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