Abstract. We study the divergence form second-order elliptic equations with mixed Dirichlet-conormal boundary conditions. The unique W 1,p solvability is obtained with p being in the optimal range (4/3, 4). The leading coefficients are assumed to have small mean oscillations and the boundary of domain is Reifenberg flat. We also assume that the two boundary conditions are separated by some Reifenberg flat set of co-dimension 2 on the boundary.
Introduction
In this paper, we discuss the mixed boundary value problem for second-order elliptic operators:
where Ω is a domain (not necessarily bounded) in R d , d ≥ 2 with the boundary divided into two non-intersecting portions D and N. The differential operator L is in divergence form acting on real valued functions u as follows:
Here, all the coefficients are assumed to be bounded measurable, and the leading coefficients a i j are symmetric and uniformly elliptic. We denote by Bu = (a i j D j u + b i u)n i the conormal derivative of u on N associated with the operator L. Dirichlet and conormal boundary conditions are prescribed on the portions D and N respectively, which are separated by their relative boundary Γ ⊂ ∂Ω. Both the equation and the boundary conditions are understood in the weak sense. For precise definition, see Definition 2.1.
As is well known, solutions to purely Dirichlet/conormal boundary value problems are smooth when coefficients, data, and boundaries of domains are smooth. However, for mixed boundary value problems, such a regularity result does not hold near the interface Γ, and the regularity of solutions depends also on that of Γ and the way two boundary conditions meet (e.g., the meeting angle and certain compatibility conditions). For instance, the best possible regularity of derivatives of solutions to (1.1) is Du ∈ L p for p < 4 when the two boundary portions meet tangentially (the angle between D and N is π); see Example 2.6 for a classical counterexample. In this paper, we investigate minimal regularity assumptions of a i j , ∂Ω, and Γ, which guarantee the above optimal regularity as well as the solvability of the mixed problem (1.1). Regularity theory for mixed problems has been studied for a long time. For the case when the two boundary portions D and N meet tangentially, we refer the reader to Shamir [22] and Savaré [21] . In [22] , the author proved W 1,4−ε regularity for non-divergence form elliptic equations with smooth coefficients in half space. He also obtained W s,p regularity on a smooth bounded domain with the indices p > 4 and s < 1/2 + 2/p. At one end, the optimal C 1/2−ε -Hölder regularity can be obtained by passing p ր ∞, which improved a general Hölder regularity result of De Giorgi's type by Stamppachia in [23] . It is also worth mentioning that in [21] , the author proved optimal regularity in Besov space B 3/2 2,∞ for the divergence form elliptic equations with Lipschitz coefficients on a C 1,1 domain. For the case when D and N do not meet tangentially, we refer the reader to I. Mitrea-M. Mitrea [17] , where the authors studied the mixed problem (1.1) with Lu = ∆u. They proved the W 1,p solvability with 3 2 + ε < p < 3 1 − ε for some ε = ε(Ω, D, N) ∈ (0, 1) (1.2)
on the so-called creased domains in R d , d ≥ 3, which means that D and N are separated by a Lipschitz interface and the angle between D and N is less than π. This class of domains was introduced by Brown in [2] to answer a question raised by Kenig in [14] regarding the non-tangential maximal function estimate
of harmonic functions. As mentioned in [14] , the above regularity result can be false when Ω is smooth so that D and N meet tangentially, whereas it holds for purely Dirichlet/Neumann problem. For further work in this direction, see [3, 18] and the references therein.
In this paper, we work on the so-called "Reifenberg flat" domain, which is, roughly speaking, at every small scale the boundary is close to certain hyperplane. A Reifenberg flat domain is much more general than a Lipschitz domain with small Lipschitz constant: locally it is not given by a graph, and typically it contains fractal structures. The Reifenberg flat domain was introduced by Reifenberg in [19] when he worked on the Plateau problem. Since then, there has been a lot of work on Reifenberg flat domains regarding minimal surfaces, harmonic measures, regularity of free boundaries, and divergence form elliptic/parabolic equations. An important fact for studying divergence form equation in such domains is that any small Reifenberg flat domain is a W 1,p -extension domain for every p ∈ [1, ∞]. Hence we have all the Sobolev inequalities up to the first order. For this result and the history of studying Reifenberg flat domains, one may refer to [16] .
Notice that although on Reifenberg flat domain, neither the outer normal nor the trace operator of W 1,p is defined, the weak formulation in Definition 2.1 still makes sense due to the fact that no boundary integral term appears when Ω is smooth enough so that the outer normal and the trace operator are well defined.
We prove the solvability in Sobolev spaces W 1,p and the L p -estimates with p being in the optimal range 4/3 < p < 4 for the mixed problem (1.1) with BMO coefficients on Reifenberg flat domains. The two boundary portions D and N are assumed to meet almost tangentially, which means D and N are separated by some Reifenberg flat set of co-dimension 2 on the boundary. We note that our result holds for both bounded and unbounded domains. For the bounded domain case, we can further relax the assumptions on the source term. As mentioned before, since Lipschitz domains with small Lipschitz constant are Reifenberg flat, our results can be applied also on creased domains. Therefore, we see that in the restriction (1.2), the best possible range of ε is 0 < ε < 1/4 for creased domains with small Lipschitz constant.
This paper is a continuation of [8, 9] , in which elliptic systems on Reifenberg flat domains with rough coefficients and purely Dirichlet/conormal boundary conditions were studied. See also the series [4, 5] regarding second-order equations on bounded domains. Our proof is mainly based on a perturbation argument suggested in [6] by Caffarelli and Peral, by studying the level sets of maximal functions. The key step in our proof is to carefully design an approximation function near Γ, which combines the cut-off and reflection techniques in [8, 9] . Compared to the purely Dirichlet or purely conormal problems, the approximation function in our problem is less regular, which is only W 1,4−ε , not Lipschitz. This situation is similar to [11] , where dedicated decay rates of the level sets are required.
The paper is organized as follows. In Section 2, we introduce the basic notation, definitions, and assumptions. Our main results are given in Theorem 2.4 for both bounded and unbounded domains and in Theorem 2.5 for bounded domains. In Section 3, we prove two useful tools for our problem: the local Sobolev-Poincaré inequality and the reverse Hölder inequality. Then in Section 4, we study a model problem, which is the W 1,4−ε regularity of harmonic functions on the upper half space with mixed boundary conditions. With all these preparation, the proof of the main theorem including the approximation via cut-off and reflection, and the level set argument is presented in Section 5. In Section 6, we relax the regularity assumptions on the source term for the bounded domain case, mainly by solving a divergence form equation.
Notation and Main Results
Let d be the space dimension. We write a typical point
In the same spirit, for a domain Ω ⊂ R d and p, q ≥ 1, we define the anisotropic space L p,x ′ L q,x ′′ (Ω) as the set of all measurable functions u on Ω having a finite norm
We will also use the notation
Now we formulate our mixed boundary value problem. We consider domain Ω ⊂ R d with boundary divided into two non-intersecting portions, and Γ being the boundary of D relative to ∂Ω:
We need the following notation for Sobolev spaces with boundary conditions prescribed on the whole or part of the boundary. For 1 ≤ p ≤ ∞, we denote by W 1,p (Ω) the usual Sobolev space and by W
is the set of all smooth, compactly supported functions in Ω. Similarly, we let W
(Ω) is the set of all smooth functions on Ω which vanish in a neighborhood of D.
Let L be a second-order elliptic operator in divergence form
where the coefficients A = (a i j )
, and c are bounded measurable functions defined on Ω: for some positive constants Λ and K, we have
Note that the summation convention is adopted throughout this paper. The leading coefficients A = (a i j ) are also assumed to be symmetric, satisfy the uniformly ellipticity condition:
We denote by
the conormal derivative operator on the boundary of Ω associated with the operator L, where n = (n 1 , . . . , n d ) is the outward unit normal to ∂Ω. We will see that in the weak formulation, this boundary condition is still well defined even when the outer unit normal is not defined point-wise. Now we give the formal definition of weak solutions. Let p ∈ (1, ∞).
(Ω) is a weak solution to the mixed boundary value problem
In this paper, we will work on the so-called Reifenberg flat domains, which is defined below in (i). In (ii), we assume that locally the two types of boundary conditions are almost separated: the relative boundary Γ is also Reifenberg flat. (i) For any x 0 ∈ ∂Ω and R ∈ (0, R 1 ], there is a coordinate system depending on x 0 and R such that in this new coordinate system (called the coordinate system associated with (x 0 , R)), we have
(ii) Let Γ be the boundary (relative to ∂Ω) of D. If x 0 ∈ Γ and R ∈ (0, R 1 ], we can further require that the coordinate system defined in (i) satisfy
In this paper, we always assume that D, N ∅, since otherwise the boundary condition becomes purely conormal or Dirichlet. Corresponding results have been included in [8, 9] . See also [4, 5] .
We consider the equations with small "BMO" leading coefficients with a small parameter θ ∈ (0, 1) to be specified later.
Assumption 2.3 (θ)
. There exists R 2 ∈ (0, 1] such that for any x ∈ Ω and r ∈ (0, R 2 ], we have
In the following, we denote R 0 := min{R 1 , R 2 }. Now we can present our main result. First, in Ω (bounded or unbounded) we consider the existence and uniqueness of W 1,p D weak solution to the following equation:
Compared to (2.2), here we introduce the −λu term to create the required decay at infinity for the unbounded domain case. For simplicity, we will use the following notation with λ > 0:
Theorem 2.4. For any p ∈ (4/3, 4), we can find positive constants 4) where
When Ω is bounded, we have better results: instead of taking large λ, we can assume the usual sign condition L1 ≤ 0, which is understood in the weak sense:
(Ω) satisfying φ ≥ 0. Also, the integrability of the nondivergence form source term f can be generalized to L p * , where
for any ε > 0. 6) where N is a constant independent of u, f i and f .
In the above theorems, we always assume that
Indeed, by the Lax-Milgram Lemma and the reverse Hölder's inequality, when p is close to 2, the symmetry of A is not needed. Otherwise, by the following two examples, we see that the restrictions in (2.7) are optimal for the solvability of mixed boundary value problems. Precisely, based on a duality argument, Example 2.6 shows the restriction p ∈ (4/3, 4) is optimal, and Example 2.7 shows the symmetry of A is required for the solvability in W 1,p (Ω) when p is away from 2. Here, for the reader's convenience, we temporarily set
which is different from that in (2.1). Note that the examples below are applicable to higher dimensional cases by a trivial extension.
One can simply check that
Since Du is of order r −1/2 , one could also check that near the origin Du ∈ L p for any
s with s ∈ (0, 1/2). We have
Since In this section, we introduce two useful tools for our problem. The first one is the local Sobolev-Poincaré inequality. Notice that a Reifenberg flat domain intersecting with a ball might no longer be Reifenberg flat. We cannot simply localize to obtain the required local version, although Sobolev inequalities of W 1,p hold for the Reifenberg flat domain since it is an extension domain.
Proof. See [7, Theorem 3.5] .
then the following hold.
Proof. The assertion (b) is a simple consequence of the assertion (a). Indeed, by taking p ∈ 2d d+2 , 2 , and using Hölder's inequality and the assertion (a), we have
To prove the assertion (a), we extend u by zero on
d , by the boundary Poincaré inequality, we have
Notice from the triangle inequality and Hölder's inequality that
This combined with Theorem 3.1 and (3.2) gives the desired estimate.
In the rest of the section, we shall prove the reverse Hölder's inequality for the following mixed boundary value problem without lower order terms
Here, we do not impose any regularity assumption (including the symmetry condition) on the coefficients a i j . Recall the notation that for λ > 0,
Then, when λ > 0, we have
When λ = 0 and f ≡ 0, we have
In the above, the constant N depends only on d, p, and Λ.
Proof. Here we only prove for the case λ > 0. When λ = 0, the proof still works if we replace U by |Du| and F by i | f i |. Also, we prove only the case x 0 ∈ ∂Ω because the proof for the interior case is similar to the one in case (ii) for purely conormal boundary conditions. Without loss of generality, we assume that x 0 = 0. Let us fix R ∈ (0, R 1 ]. We consider the following two cases:
We take y 0 ∈ Γ such that dist(0, Γ) = |y 0 |, and observe that
(Ω), where η is a smooth function on
Now, using Hölder's inequality and Young's inequality, we have 5) where N = N(d, Λ). We fix a coordinate system associated with (y 0 , R/4, Γ) satisfying the properties in Assumption 2.2 (γ) (ii). Since we have
Note that because 2d d+2 < p < 2, we have dp d−p > 2. Then by Hölder's inequality and Corollary 3.2 (a), we see that 6) where
Combining this inequality and (3.5), and using (3.4), we obtain the desired estimate.
in D, the proof for the previous case still works if we simply choose any
By testing (3.3) with ζ 2 (u − c), we have
where N = N(d, Λ). Similar to (3.6), we get from Theorem 3.1 that
. By Hölder's inequality, we also have
Combining these together, we obtain the desired estimate.
The lemma is proved.
Based on Lemma 3.3 and Gehring's lemma, we get the following reverse Hölder's inequality. 
Lemma 3.4 (Reverse Hölder's inequality). Let
. When λ = 0 and f ≡ 0, we have
, where U, F, Du, and f i are the extensions of U, F, Du, and f i to R d so that they are zero on
Proof. Again, we only prove for the case λ > 0. Let us fix a constant p 1 ∈ 2d d+2 , 2 , and set
Then by Lemma 3.3, we have
for any 
. Therefore, by Gehring's lemma (see, for instance, [12, Ch. V]), we get the desired estimate. The lemma is proved.
Harmonic functions in half space with mixed boundary condition
In this section, we prove a regularity result for harmonic functions with mixed Dirichlet-Neumann boundary conditions on half space. We denote
) with
In the case when λ = 0, the same estimate holds with |Du| in place of U. 
It is clear that, as a test function, one can use ηu, where η ∈ C ∞ c (B R ). For the proof of Theorem 4.1, we will use the following two dimensional regularity result.
Lemma 4.3. In the half ball B
From the proof below, it is clear that in Lemma 4.3, R/2 can be replaced with any r ∈ (0, R). In this case, the constant N also depends on r and R.
Proof of Lemma 4.3 . By a scaling argument, we may assume R = 1. We consider the following change of variables: (y 1 , y 2 
, or in complex variables:
where B by u and f . Then the following equation is satisfied:
Note that
By the Sobolev embedding theorem, the local W 2 2 estimate for elliptic equations, and the boundary Poincaré inequality, we obtain
where N = N(p) > 0 and q = q(p) is a constant with
Here we also used the fact that u and f are both even functions in y 2 . Translating back to x-variables, we obtain
By Hölder's inequality and (4.2), we get
) .
Combining this with (4.3), we obtain
which is exactly (4.1). The lemma is proved.
We are now ready to present the proof of Theorem 4.1.
Proof of Theorem 4.1. We first prove the theorem for λ = 0. By a scaling argument and Lemma 4.3, we may assume R = 1 and d ≥ 3. Noting that we can differentiate both the equation and the boundary condition in x ′′ -direction, the following Caccioppoli type inequality holds:
for 0 < s < t ≤ 1 and k ∈ {0, 1, 2, . . .}. Thus by anisotropic Sobolev embedding, we can increase the integrability in x ′′ -variables so that
It remains to estimate D x ′ u. From (4.4), for almost every |x ′′ | < 1/2, we have
Now we rewrite the equation as a 2-dimension problem in x ′ -variables:
We apply a properly rescaled version of Lemma 4.3 to see that for almost every
Taking L p norm in {x ′′ ∈ R d−2 : |x ′′ | < 1/2} for both sides, and using the Minkowskii inequality and (4.4) with r = √ 3/2, we obtain
) and
This gives the desired estimate for λ = 0. For a general λ > 0, we use an idea by S. Agmon. We define
and observe that v satisfies
By applying the result for λ = 0 to (4.5), we have 6) where N = N(d, p). Note that the function Φ given by
has a positive lower bound depending only on p. Thus by using (4.6) and the fact that
we have
we obtain
Combining these together we get the desired estimate. The theorem is proved. (Ω) weak solution u to (3.3) with λ > 0
Regularity of W
Furthermore, if we also have f ≡ 0, then we can take λ = 0, and the following estimate holds:
In the above, the constant N only depends on d, p, and Λ.
Based on Proposition 5.1, we obtain the following a priori estimate for the equations with lower order terms and large λ, which will be useful for the unique solvability in Theorem 2.4. 
3)
The rest of this section is devoted to the proofs of Proposition 5.1 and Corollary 5.2.
Decomposition of Du.
We will use an interpolation argument to prove Proposition 5.1. The key step is the following decomposition (approximation). The rest of Section 5.1 will be devoted to the proof of this proposition.
Moreover, we have for any q
Proof. According to the relative position of x 0 to D, N, we will discuss the following 3 cases. In the next two cases, we also need to approximate the Reifenberg flat boundary by hyperplane and deal with corresponding boundary conditions. Then we apply a cutoff technique for the Dirichlet case, or a reflection technique for the conormal case. All these two techniques will be introduced in Case 3 below.
In both Cases 1 and 2, actually we can take q = ∞ in (5.5).
In this case, we deal with the "mixed" boundary condition. Take y 0 ∈ Γ with dist(y 0 , x 0 ) < R/24. Consider the coordinate system associated with (y 0 , R/4) as in Assumption 2.2 (γ). For simplicity, we shift the origin in
(5.6) In the following, we will omit the center when it is y 0 . For example,
Note that this is slightly different from the usual convention that we omit the center when it is the coordinate origin. The following inclusion relation will be useful:
Now we start to construct the decomposition. First, we introduce a cut-off
The following two lemmas should be read as parts of the proof of Proposition 5.3. The first one is an important estimate of a typical term in our proof. Both the inequality itself and the decomposition technique in the proof will be used later.
Lemma 5.4. We have
Proof. From the construction of χ, we have
Now we decompose the set supp{Dχ} ∩ Ω R/4 to obtain the required smallness. Consider the following grid points on ∂R d + :
, and because γ < 1/(32 where c ∈ (−γR/2, 0) is chosen carefully to guarantee z 0 ∈ ∂Ω. Hence we can apply the Poincaré inequality stated in Corollary 3.2 and Hölder's inequality to obtain
To obtain (5.9), we used Hölder's inequality. Now we rewrite this using the notation of average and use a properly rescaled version of Lemma 3.4 as well as (5.7) to obtain
.
The second lemma shows how we "freeze" the boundary to be a hyperplane using a cut-off technique together with a reflection. ) satisfies the following equation in the weak sense
Here we denote f (
, and similarly for a i j , χ, and u. We also use the following notation
Proof. Take any test function
). We extend
, and then, we again extend evenly to R d . Denote this extended function by Eψ, and note that χEψ ∈ W 1,2 D
(Ω). Testing (3.3) with χEψ and rearranging terms will give us (5.10).
We continue the proof of Proposition 5.3. Solve the following equation (5) in Ω
), where a i j = (a i j ) Ω R/4 are constants. Due to the Lax-Milgram lemma, suchŵ exists. For simplicity, we denotê
Testing (5.11) byŵ, and using the ellipticity and Hölder's inequality, we have Ŵ 2
) (5.13)
) (5.14) 16) where
For the terms in (5.13), we first estimate g
. This is simply due to Lemma 5.4 and Hölder's inequality:
(5.17)
Now we estimate g
as follows: 18) where in the last line, we used Lemma 3.4. For the terms in (5.14), we first use the same decomposition technique together with Poincaré's inequality as in the proof of Lemma 5.4 (until the step (5.8)) to obtain:
) . To avoid the problem of increased integrating domain, here we need to modify the decomposition to be
and the same proof still applies. Again, with the help of Hölder's inequality and Lemma 3.4, we can estimate g (3) i as follows:
Hence,
(5.19)
Using similar techniques as in (5.18), we can deduce that
(5.20)
We are left to estimate the one last term in (5.15):
where for the last term, we applied similar techniques as we did to estimate g
Now we define
Using (5.22), Hölder's inequality, Lemma 3.4, and Lemma 5.4, we can obtain (5.4).
To construct V, we set v := χu −ŵ.
). Simple computation using Lemma 5.5 and (5.11) shows that v satisfies
Now we define
Then we have
from the fact that
, we can apply a properly rescaled version of Theorem 4.1 with a change of variables to obtain that for any q ∈ [2, 4), V ∈ L q (Ω R/32 (x 0 )) satisfying
Here we used the estimates for uDχ andŴ in previous steps. Clearly, from (5.23) we obtain (5.5). This finishes the proof of Proposition 5.3.
Level Set Argument.
In previous steps, we treat the perturbation problem by decomposing U into two parts, with L 2 and L q estimates respectively. Now we interpolate using a level set argument to obtain the required L p estimate for Proposition 5.1. Such argument was suggested by Caffarelli in [6] for a "kernel free" approach to W 1,p estimate of divergence form second-order elliptic equations. Note that our estimate is not an a priori estimate, i.e., we do not need to assume Du ∈ L p in advance. Define
where µ, µ ′ ∈ (1, ∞) are the constants from Proposition 5.3. Here we denote M Ω to be the Hardy-Littlewood maximal operator restricted on Ω, i.e., for f ∈ L 1,loc (Ω) and x ∈ Ω:
By the Hardy-Littlewood theorem, for any f ∈ L q (Ω) with q ∈ [1, ∞), we have 24) where 
Proof. Without loss of generality, we assume s = 1. We also extend U and F to be zero outside Ω. We will prove the contrapositive of the above statement. Suppose there exists a point z 0 , with
then by the definition of B, we have (γ 1/(2µ
In particular, for any r > 0, we have (γ 1/(2µ
Using Proposition 5.3 with z 0 in place of x 0 , we can find W, V defined on Ω R/32 (z 0 ), such that for any q ∈ [2, 4),
Notice that we have the following inclusion
Now for any y 0 ∈ Ω R/128 (x 0 ) ∩ A(κ), by the definition of A, we can find some r > 0 such that
We claim that r < R/64. Otherwise noting y 0 ∈ Ω R/64 (z 0 ), we have Ω r (y 0 ) ⊂ Ω 2r (z 0 ). Hence we can deduce that
which is a contradiction. Now, since r < R/64, the decomposition U ≤ W + V is defined in Ω r (y 0 ) ⊂ Ω R/32 (z 0 ). Extending W and V to be zero outside Ω, we have
Then by (5.24), (5.26) and (5.27), we obtain
is exactly what we aim to find.
Using a lemma in measure theory called "crawling of the ink spot" which was first introduced by Krylov and Safonov in [15, 20] , we obtain the following decay estimate from Lemma 5.6. 
where κ 0 is the constant satisfying
Here we only sketch the proof. The key idea is to use a stopping time argument (or the Calderón-Zygmund decomposition as in [6] ). Different from Krylov and Safonov's original version, we cover Ω by balls instead of dyadic cubes. For any x 0 ∈ A(κs), by (5.24), (5.28), and (5.29), we see that (5.25) does not hold with R 0 in place of R. We shrink the "ball" Ω R/128 (x 0 ) from R = R 0 until the first time (5.25) holds. Due to (5.28), (5.29) and the Lebesgue differentiation theorem, such R exists and R ∈ (0, R 0 ). We are left to use the Vitali covering lemma to pick a "almost disjoint" cover. Proof of Proposition 5.1. Let us fix p ∈ (2, 4), and let γ, θ, and κ be positive constants to be chosen later, such that
is a constant satisfying (5.29) with q = (p + 4)/2. It suffices to prove 
where
and N 0 depends also on κ. Here in the last line, we used the following relationship:
and the Hardy-Littlewood inequality, noting that 2µ < p. Now we choose κ sufficient large such that N 1 κ p−q < 2 −p−2 , and then θ and γ sufficient small such that
where N = N(d, p, Λ). This yields (5.30). Hence, we have u ∈ W 1,p (Ω) satisfying (5.1). Note that all the previous proof including the reverse Hölder inequality, the estimate for harmonic functions, the decomposition lemma, and the level set argument, also work when λ = 0 if we substitute U by |Du| and F by i | f i |. Thus we can also obtain (5.2) when λ = 0 and f = 0.
To end this section, we give the proof of Corollary 5.2. 
where h i and h are given as follows:
Hence by (5.1), for any λ > 0, we have
and N 1 depends also on K. Using Hölder's inequality, we obtain
Thus by taking ε = ε(d, p, Λ, R 0 ) > 0 sufficiently small such that N 0 (ε/R 0 ) d/2−d/p < 1/2, we can absorb the first two terms on the right-hand side of (5.31) to the lefthand side. Then by using the standard partition of unity technique and choosing λ large enough, we conclude (5.3). The corollary is proved.
Solvability and General p
With the regularity result in hand, we are now going to prove Theorem 2.4 concerning the solvability. Note that in this section, we deal with more general cases p ∈ (4/3, 4). We first state the following L 2 well-posedness result, which is a direct consequence of the Lax-Milgram lemma. To see the solvability, we approximate f, f i by
Let u (n) be the unique W 
Here, we denoted Ω k := Ω k (0). For this, we use a classical "hole-filling" technique.
, |Dη| ≤ 2. Testing the equation by uη 2 and rearranging terms, we obtain that there exits some
Clearly, this leads to
). Hence, u W 1,2 (Ω k+1 \Ω k ) decays exponentially and in particular, (6.2) holds. This finishes our proof.
Bounded Domain Case
In this section, we deal with the bounded domain case, i.e., Theorem 2.5. First, we reduce the problem to the case f = 0 by solving a divergence equation. This reduction has also been used in [7] . Note that in the following, we use a key fact that a Reifenberg flat domain is also a so-called John domain, which can be found in [10, Remark 3.3] .
Let us first recall the definition of John domains. 
2)
Proof. Noting that D, N ∅, we can choose a point x 0 ∈ Γ. Taking the coordinate system in B R 1 (x 0 ) from Assumption 2.2, we extend Ω beyond D as follows. We first take the Whitney decomposition of the open set
Denote the center of Q k to be x k . We extend Q k toQ k in the way that
LetΩ = Ω ∪ (∪ kQk ). It is easy to see that
1 , where C 1 , C 2 are constants only depending on the space dimension d. Next, we check thatΩ is still a John domain, i.e., for anyx ∈Ω we construct the path connectingx and x 0 , which satisfies the conditions in Definition 7.1.
Case 1:x ∈ Ω. Noting that any Reifenberg flat domain is also a John domain, we take the same path as in Definition 7.1. Noting that for any x ∈ Ω, dist(x,Ω c ) ≥ dist(x, Ω c ), (7.1) is satisfied with the same λ. Case 2:x ∈Ω \ Ω. We assume thatx lies in the extended cubeQ k with center x k and diam(Q k ) = 8r k . Let x 0 be the point defined in Definition 7.1. If x 0 ∈ Q k , we can take the straight line path. In this case, (7.1) is satisfied with the constant 7/(9 √ d). Now, if x 0 Q k , we first consider the straight line path Noting that x k ∈ Ω, we consider the re-parametrized path coming from Definition 7.1: γ 2 : [0, 1/2] → Ω, γ 2 (0) = x k , γ 2 (1/2) = x 0 .
Take γ = γ 1 •γ 2 be the path connecting γ 1 and γ 2 . Now, when t ∈ [0, 1/2], again (7.1) is satisfied with the constant 1/ √ d. When t ∈ [1/2, 1], we consider the following two cases: γ(t) ∈ Q k or γ(t) Q k .
If γ(t) ∈ Q k , we have 
The lemma is proved
Now we are ready to give the proof of Theorem 2.5.
Proof of Theorem 2.5. Using Lemma 7.2, for every f ∈ L p * (Ω), we can find Since φ = 0 on N, one can easily check that any solution to (7. 3) is also a solution to (2.2). Hence, without loss of generality, we may assume f = 0. We aim to use the Fredholm alternative. For this, we first introduce some operators. From Theorem 2.4, for fixed large enough λ, we can find a unique weak solution u ∈ W 1,p D
(Ω) to (2.3) satisfying (2.4), and hence (2.6). We write R(λ, L) as this solution operator, i.e.,
R(λ, L) : (L
In particular, for any L p function f , we write
From (2.6), R λ is a bounded linear operator from L p (Ω) to W When v ∈ W 1,2 (Ω), this is true due to the weak maximum principle, noting that the proof in [13, Section 8.1] actually shows that sup Ω |v| has to be achieved at the Dirichlet boundary. Hence the uniqueness of (7.5) is proved for the case p ≥ 2.
When p < 2, we can use Theorem 2.4 and a bootstrap argument to improve the regularity. Suppose v ∈ W 1,p (Ω) is a solution to (7.5). Take λ large enough, noting that v is also a W 
