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Abstract 
Houle, M.E., Algorithms for weak and wide separation of sets, Discrete Applied Mathematics 45 (1993) 
139-159. 
In this paper, algorithms are presented to determine weak and wide linear and spherical separators of 
sets of points. If R and G are sets of points in I?, a hyperplane h is a weak linear separator of R and G 
if it is an exact separator for the largest possible subset of RUG (weak spherical separators are defined 
analogously). Furthermore, over all weak linear separators of RUG, if h attains the greatest minimum 
orthogonal distance from the points of the subset it separates, then h is called wide. Using the algo- 
rithms of this paper, wide weak linear separators of point sets in Ed may be found in O(nq time and 
space; for spherical separators, these complexities rise to O(n”’ ’ ). For both cases, under certain condi- 
tions, it is shown that the space complexity may be reduced to O(n). 
A linear-time algorithm for finding a wide exact linear separator of point sets in Ed is also presented, 
variations of which are used to find exact linear separators of sets of hyperspheres in I? in O(n) time and 
space, and weak separators in O(nd’ ‘) time and space. 
Kev1~ord.s. Algorithm, computational geometry, dual transform, arrangements, separation, pattern rec- 
ognition. 
1. Introduction 
Consider the following fundamental problem: Assume that we are given two sets 
of objects positioned in d-dimensional Euclidean space, one consisting of red objects 
and the other consisting of green objects. Does there exist a surface which separates 
the red objects from the green objects? This question may be posed with various 
different classes of objects and surfaces in spaces of any dimension. 
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Much attention has been given to the problem of finding linear (hyperplane) 
separators for sets of points. It has been known for some time that this problem may 
be expressed as a linear programming problem [lo]. With the techniques due to 
Megiddo [22], and later refined by Dyer [ 1 l] and Clarkson [7], such problems may 
be solved in time and space linear in the number of points, assuming that the dimen- 
sion of the problem is fixed. In two dimensions, efficient algorithms to find circular 
separators for two sets of points are known: Most notably, the O(n) time algorithm 
due to O’Rourke, Kosaraju, and Megiddo [23] for finding the smallest separating 
circle, and the O(n log n) algorithm due to Bhattacharya [l] for finding all separating 
circles. Here, y1 denotes the combined cardinality of the two sets to be separated. 
In the pattern recognition setting of two-category point classification, linear 
separators are often sought for use as discriminant functions. However, it often 
happens that the two-point sets cannot be separated by a simple hyperplane. In these 
instances, higher-order surfaces such as hyperspheres or hypercones are sometimes 
considered as candidate separators, or linear discriminant functions based on 
statistical considerations are employed [8, IO]. However, these approaches do not 
concern themselves with combinatorial alternatives to exact linear separators, in the 
event that none can be found. One such alternative, explored in this paper, is to use 
discriminant functions which correctly classify the greatest number of objects in the 
union of the two sets. Since they are not necessarily exact separators, such surfaces 
shall be called weak separators of the sets. Accordingly, exact separators shall also 
be known as strong separators. 
This paper will be concerned with strong and weak linear and spherical separation 
algorithms for sets of points, and sets of hyperspheres, in arbitrary dimensions. In 
Section 3, a transformation relating linear separation of point sets and arrangements 
of hyperplanes will be presented. Section 4 is devoted to similar transformations for 
spherical separation. In Section 5, algorithms for computing weak linear spherical 
separators of point sets shall be discussed. The time complexity of these algorithms 
are determined by the size of the arrangement involved; for linear separation of 
point sets in Ed, the running time will be shown to be O(nd), where n is the com- 
bined cardinality of the point sets. For spherical separation, the time cost will be 
shown to be O(nd+‘). 
The basic tools and techniques required to obtain the weak separation algorithms 
of Section 5 have been known for some time. In [15], Edelsbrunner, Maurer, 
Preparata, Rosenberg, Welzl and Wood allude to a method to determine the max- 
imum number of line segments of a given configuration which can be intersected 
by a single line. The method used to solve this problem may also be adapted to find 
weak linear separators of point sets in the plane. However, in this paper, a direct 
and systematic treatment of weak linear and spherical separation (in arbitrary 
dimensions) is given for the first time. 
In Sections 6-8, algorithms are presented that determine “wide” strong and weak 
linear separators of point sets-separators which avoid the sets being separated by 
the greatest amount, according to a natural metric. These separators are in a sense 
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of “higher quality” than those found using the more straightforward methods of 
Section 5. In Section 9, the method of finding strong wide linear separators of point 
sets will be shown to be applicable to the problem of finding a linear separator of 
two sets of hyperspheres. 
In the next section, formal definitions of weak and strong separators will be 
stated, along with other terminology particular to this paper. 
Throughout the paper, we will assume that the primitive comparative and arith- 
metic operations (addition, subtraction, multiplication, and division) may be per- 
formed in unit time. Also, we assume that the storage required by a real number 
of integer is unit space. Thus a point in Ed requires O(d) storage space. However, 
in the discussions of the asymptotic complexities of these algorithms, we will con- 
sider the dimension of the problem to be fixed. 
2. Definitions and notation 
Let 9 be a class of analytic surfaces in Ed, such that SE 9 implies that Ed \ S 
consists of the two connected components S, and S,. Let .?B and %’ be finite 
families of nonempty subsets of Ed, such that the sets of W are labeled red, and 
the sets of ~3 are labeled green. Surface S can be said to partition the family W into 
the disjoint subfamilies: 
cR>=(REB IRCS,}, 
t%T<={R~zYif IRcS,}, 
Similarly, ~3 is partitioned into the families FJ,, $J<, and ~3~. 
Since the member sets of 3, contain no points of S, or S, and since the sets of 
B< contain no points of S, or S, 3?, and Y3< are said to be (strictly) separated by S. 
Similarly, the families .?Ze, and 9, are also separated by S. We shall call .?%?< U ??, 
and B, U FJ< the two separable components of 3? and $3 determined by S. These 
components are disjoint; however, they do not necessarily account for all sets in 
6% U ZJ, since the members of families B0 and 8, are contained in neither com- 
ponent . 
We will say that the size of a separable component is the number of member sets 
comprising that component. Let C(%?, $3) be the set of all separable components of 
3 and $3, taken over all surfaces in y? Then a component in C(Z, $7) of greatest size 
will be called maximal, and one of smallest size will be called minimal. If S is a 
hyperplane determining a maximal component, then S is said to be a weak separator 
of 35? and %‘. If this maximal component contains all of % and YJ, then S completely 
separates B from $, for which we say it is a strong separator. 
The size of a maximal component gives rise to a measure of the separability of 
E%? and $3. Let k be this size, and let n be the number of member sets of W U $3. 
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Then the interpenetration of .%? U 9 is n -k; namely, the minimum number of sets 
of Sl? U SS that need be eliminated to render the remaining sets separable. Interpene- 
tration of zero indicates that the points are strongly separable, and interpenetration 
approaching n/2 indicates that the sets are indistinguishable with respect to the class 
of surfaces 8. 
This paper will be largely restricted to the investigation of separation of point sets 
with respect to the classes of hyperplanes and hyperspheres in Ed. Although the 
class of separators will be clear from context, we will often distinguish these classes 
through the use of terms such as linear separators, weak spherical separation, and 
so on. 
3. Transforms for linear separation 
In this section, we interpret the linear separation problem for point sets in Ed in 
the setting of homogeneous hyperplane arrangements in Ed+‘, which are arrange- 
ments of hyperplanes passing through the origin. Homogeneous arrangements have 
the same combinatorial structure as arrangements of “great circles” on the surface 
of hyperspheres. More information on general hyperplane arrangements may be 
found in [13,19]. 
For convenience, we will sometimes express the point x’= (xi, x2, . . . ,x,+ 1) of Ed+’ 
as an ordered pair of the form (x,x,+ i), where x denotes the tuple (xi, x2, . . . , xd) of 
[Rd. Using this notation, a hyperplane h of Ed may be expressed as {XE Ed 1 (u, ud+ 1). 
(x, l)=O}, where ud+i E fR, and u E Ed is the nonzero normal vector of h. 
Let o=(01,u2,..., ud) be a point of Ed. Consider the transform GZJL mapping u in- 
to the homogeneous hyperplane GBa,(u) = {(x, xd+ i) E Ed+ ’ 1 (~1). (x, xd+ 1) = 0} of 
Ed+‘, and h into the line giL(h)= {I(u,z++~)EE d+l A E I?} containing the origin 1 
of Ed+ ‘. Transform !SBL associates every point of Ed with a unique hyperplane of 
Ed+‘, and every hyperplane of Ed with a unique line of Ed+‘. 
It is easily seen that %IL preserves incidences between points and hyperplanes: 
Observation 3.1. Let p and h be a point and a hyperplane of Ed, respectively. Then 
p is contained in h if and only if gL(h) is contained in GBn(p). 
Labeled points of Ed shall be mapped into halfspaces of Ed+’ using an augmen- 
tation of G#lL. If p is a labeled point, we define 
%!(P)={(x,xd+&Ed+’ 1 (P,l).(x,xd+,)X(P)>o}, 
where x is the characteristic function 
X(P) = 
1, ifp is red, 
-1, if p is green. 
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Thus, B,*(p) is a halfspace whose bounding hyperplane is simply %IL(p), and 
whose orientation is determined by x(p), the “colour” of p. 
If P is a set of points of Ed, we shall denote by ga,(P) the set of hyperplanes ob- 
tained by applying $BL to the individual points of P. If the points of P are labeled, 
the set of halfspaces corresponding to points of P under 9: shall be denoted by 
g;(p). 
The following two lemmas relate the separability of labeled points with the inter- 
section of their transforms under gDL and 9&a,*. The first considers the case of two 
labeled points and a hyperplane; the second is an extension of the first to sets of 
labeled points of arbitrary size. 
Lemma 3.2. Let h be a hyperplane of Ed, and let a and b be labeled points not con- 
tained in h. Then a and b are separated by h if and only if CBz(a)n g;(b) rl 
CBD,(h)#O. 
Proof. Using {XE Ed / (u, tdd+ ,) * (x, 1) =O} as the expression for h, we have 
%(P)~%(~)={~(W~+I)EE~+~ 1 A(%Q+l)* (P, l>X(P)>o) 
for any labeled point p E Ed. Clearly, 92(a) flCB2)L*(b) fl %IL(h) #0 if and only if the 
condition 
a((4 ud+ 1)’ 6% 1))X(a)=CJ(@, ud+ 1). @, l))X@) 
holds, where a(r) is defined to be the sign of the real number r; that is, 
o(r) = 
( 
1, if r>O, 
0, if r=O, 
-1, if r<O. 
If a and b are contained in the same halfspace bounded by h, then cr((u, q+ i). 
(4 l)) = dl”, &+ 1) ’ (b, 1)); otherwise, a((& ud+ 1) ’ (4 1)) = -d@, &+ 1). (b, 1)). In 
the former case, the above-mentioned condition holds if and only if a and b share 
the same label. In the latter case, the condition holds when a and b have different 
labels. From these observations, the lemma follows. 0 
Lemma 3.3. Let P= {pl,pz, . . . , pd] be a set of labeled points of Ed. Then hyper- 
plane h of Ed separates the points of P if and only if the intersection 
is nonempty. 
Proof. Again, let h = {x E Ed 1 (u, u d+ 1). (x, 1) = O}. There are exactly three possi- 
bilities for the intersection of CBT(pj) and g,(h): The open-ended rays r,= 
(A( %%+,)EE d+l / j1>0} and ~,=()\(u,u~+~)EE d+t ) L<O}, and the empty set. 
144 M.E. Houle 
Let us first assume that there exists some i such that in,* n g,-(h) is empty. 
Since C@,(h) and ~,L(pi) both contain the origin of Ed+ ‘, GBL(h) must be contained 
in gL(pi). By Observation 3.1, pi is contained in h, and thus the points of P are 
not separated by h. Therefore, for this case, the lemma holds. 
Let us now assume that there exists no i such that gn,*(pi) fl ga,(h) is empty. If 
68i(Pj)fl ~@~(h)= CB~(pk)fl gL(h) for all choices of j and k, then Lemma 3.2 
implies that the points of P are separated by h. Otherwise, if or_* fl cZ~(/Z)# 
97~(pk)fl gL(h) for some choice of j and k, then Lemma 3.2 implies that the 
points Pj and pk are not separable by h. Hence, the result follows. 0 
As a corollary of Lemma 3.3, we make the following observation: Let I = 
{A( U, ud+ i) eEd+ ’ ( A E R} be a line not contained in any hyperplane of gL(P). Let 
r, = (n(u, &+ r) E Ed+ ’ 1 A > 0} and r, = {A(& ud+ r) E Ed+’ 1 A < 0} be the two open- 
ended rays contained in 1, with common endpoint 0. Then 1 can be said to parti- 
tion P into two subsets P, and PC, where P, = {pi P 1 C@:(p) n l=r,> and PC = 
{p E P 1 C@;(p) fI I= r<}. It is easily seen that if I is the image of some hyperplane 
h 5 Ed under gL, then P, and PC are the separable components of P with respect 
to h. 
Let d(GBL(P)) denote the (homogeneous) arrangement formed by the hyperplanes 
of cB~(P). In ~2(27~(P)), 1 intersects some pair of cells c and -c, symmetric with 
respect to the origin. Since any two such lines intersecting c and -c determine the 
same partition of P into P, and PC, the cell pair (c, -c) determines a unique parti- 
tion of P into separable components. These components may be expressed in terms 
of Cc, -4 as {PEP 1 cc gf<p>> and {p E P 1 -CC &B:(p)}. Since every cell of the 
arrangement intersects some line that is the image of a hyperplane of Ed under G8)L, 
every pair of symmetric cells corresponds to a unique partition of P. Thus, by finding 
a cell of d(gL(P)) contained in the greatest number of halfspaces of %72(P), we 
may obtain a weak separator of P. 
4. Transforms for spherical separation 
As with the problem of linear separation in the previous section, we now treat the 
problem of spherical separation of point sets. The transforms of this section map 
the points and hyperspheres of Ed into homogeneous lines and hyperplane arrange- 
ments in Ed+2. These transforms are extensions of a geometric transformation due 
to Edelsbrunner and Seidel [17], which relates Voronoi diagrams in Ed with hyper- 
plane arrangements in Ed+ ‘, and which was used by O’Rourke, Kosaraju and 
Megiddo [23] for deciding the (strong) spherical separability of two point sets. This 
geometric transformation is in turn an extension of the connection established by 
Brown [3,4] between Voronoi diagrams in two dimensions and convex hulls of point 
sets in three dimensions. 
Once again, we will express the point x’= (x0,x1, . . . , xd+ 1) of Ed+2 as an ordered 
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triple of the form (x,,,x,x~+ r), where x denotes the tuple (x1,x2, . . . ,xd) of [Rd. 
Lets={xEPj IIx-uII= ud+ ,} be a hypersphere of Ed, where u E Ed and ud+, > 0. 
Here, /I . I( denotes the familiar Euclidean vector norm. Let u = (oi, u2, . . . , ud) be a 
point of Ed. Consider the transform 9s mapping u into the homogeneous hyper- 
plane c2Qv)={(X@X,Xd+l)EEd+2 1 (u. u,-2u,l)* (+,,x,xd+i)=O} of Ed+2, and s 
into the line gs(s) = (J.(l, u, ~4. u - uj+ 1) E Ed+2 1 A E II?} containing the origin of 
Ed+2. Transform 9s associates every point of Ed with a unique (homogeneous) 
hyperplane of Ed+2, and every hypersphere of Ed with a unique (homogeneous) 
line of Ed+*. 
By straightforward substitutions, it is easily verified that 93s preserves incidences 
between points and hyperspheres: 
Observation 4.1. Let p and s be a point and a hypersphere of Ed, respectively. 
Then p is contained in s if and only if a,(s) is contained in Bs(p). 
As in the linear case, labeled points of Ed shall be mapped into halfspaces of 
Ed+2 using an augmentation of gs. If p is a labeled point, we define 
~s*(P)={(X0,X,Xd+1)EEd+2 ((P-P, -2P, 1).(xo,x,xd+,)X(P)>o}. 
The bounding hyperplane of the halfspace 91:(p) is simply !?Zs(p). Again, we extend 
our notation to refer to the images 9Zs(P) and 93:(P) of set P under !SJs and 97;. 
The following two lemmas relate the spherical separability of labeled points with 
the intersection of their transforms under gs and S$. As in the previous section, 
the first considers the case of two labeled points and a hypersphere, and the second 
extends the first to sets of arbitrary size. 
Lemma 4.2. Let s be a hypersphere of Ed, and let a and b be labeled points not 
contained in s. Then a and b are separated by s if and only if C@,*(a) f7g:(b) II 
CSs(S)#0. 
Proof. Using {xeEd 1 IIx-uII = ud+l} as the expression for s, the open regions 
bounded by s are described by s, = {xe Ed 1 I/x- uII > ud+ 1} and s, = {x~ Ed I 
Iix-uII<ud+l}* If a is contained in s,, then (a - u) s (a - u) - ui+ i > 0. Expanding 
the inner product and reorganizing yields (a. a, -2a, 1). (1, u, u. u - uj+ ,) > 0. If a is 
contained in s,, we arrive at (a. a, -24 1). (1, u, u. u - uj+ i) < 0. The same expres- 
sions hold true for 6. 
From the definitions of gs and %5a,*, 
gas(P) fl us 
= {M, u,wu-~j+~)~E d+2(~(P.P,-2P,1).(1,u,u.u-U~+1)X(P)>O} 
for any labeled point p E Ed. Clearly, 9;(a) fl G@;(b) fl ~@s(s) #0 if and only if the 
following condition holds: 
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~((a. a, -2a, 1). (l,u,u. u-u,~+~))x(~) 
= a((b* 6, -2b, I)* (1, U, U* U- Uj+,))X(b). 
If a and b are contained in the same halfspace bounded by h, then 
a((a . a, -2a, 1). (1, U, u. u - ui+ ,)) 
= a((b * b, -2b, 1) * (1, u, 24 *24 - u;+ ,)); 
otherwise, 
a((a. a, -2a, 1). (l,u,u. U-uj+i)) 
= -a(@. b, -2b, 1) * (1, 2.4, U * u - u;+ 1)). 
In the former case, the above-mentioned condition holds if and only if a and b share 
the same label. In the latter case, the condition holds when a and b have different 
labels. From these observations, the lemma follows. 0 
Lemma 4.3. Let P= {p1,p2, .. . , pd) be a set of labeled points of Ed. Then hyper- 
sphere s of Ed separates the points of P if and only if the intersection 
is nonempty. 
Proof. Omitted (analogous to that of Lemma 3.3). 0 
As in the case of separation by hyperplanes, every homogeneous line of Edi2 
avoiding the hyperplanes of gs(P) partitions P into two spherically separable com- 
ponents. If the line is the image of some hypersphere sc Ed under gs, then s is a 
spherical separator for these components. More precisely, if 1 is a line of the form 
{W, u,ud+l)EE 1 d+2 A E IR} such that ud+, < IJ e u, then I corresponds under CBS to 
a valid, nondegenerate hypersphere of Ed. 
Even though not all homogeneous lines of Ed+* correspond to hyperspheres of 
Ed, we are not greatly inconvenienced. For the case where ud+ 1 L u. u, the line 1 
may be thought to correspond to a hypersphere of zero or negative radius. Here, 
the spherically separable components of P are the sets of red and green points them- 
selves. Any hypersphere of sufficiently small radius, not centred at a point of P, 
could be chosen as a separator for these components. 
The other set of lines not corresponding to hyperspheres are of the form I= 
{WI, u,ud+i)EEd+* 1 (0,&u d+ i) #O}. Such lines may be thought to correspond to 
degenerate hyperspheres of infinite radius (hyperplanes) in Ed. Since we assume 
that f avoids the hyperplanes gs(P) of E d+2 for sufficiently small e>O, the line 
~‘={~(E,U,Ud+~)EE d+2} defines the same pariition of P into spherically separable 
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components. Line I’ can then be handled in the manner of the afore-mentioned 
cases. More formal arguments for these claims may be found in [20]. 
As in the case of linear separation, each pair of symmetric cells of the homo- 
geneous arrangement &(gs(P)) in E d+2, formed by the hyperplanes of &@s(P), cor- 
responds to a unique partition of Pinto spherically separable components. By finding 
a cell of ,,Pe(g,(P)) contained in the greatest number of halfspaces of 95,*(P), we 
may obtain a weak spherical separator of P. 
5. Weak separation algorithms 
We shall now discuss two algorithms for finding weak separators of sets of labeled 
points. The first is a constructive method, relying on a modification of the O(nd) 
time and space incremental arrangement construction algorithm due to Edelsbrunner, 
O’Rourke, and Seidel [ 161. The second employs the topological sweep-line technique 
of Edelsbrunner and Guibas [14] to reduce the space complexity to O(n). Due to 
space limitations, only a brief overview of the methods will be presented. For more 
details, the interested reader is referred to [20]. 
The first algorithm takes as its input a set P of n distinct labeled points of Ed, 
and then produces a weak linear separator of these points, by using simple breath- 
first search techniques to visit every cell of d(gL(P)). The algorithm maintains a 
queue Q of ordered pairs consisting of a pointer to cells of J(@,(P)), and an 
integer. 
MAXCOMP. 
Step 1. From the hyperplanes of 9,(P), and the halfspaces of g:(P), construct 
the homogeneous hyperplane arrangement &(%IL(P)). During the construction, 
label each facet (d-face) f of the arrangement with the point of P whose image 
hyperplane under %IL contains f. Also, mark each cell as being unvisited. 
Step 2. Choose any cell c of AZ(~~(P)), and mark it as being visited. Let Z(c) be 
the number of halfspaces of ~?&2r,*(P) containing c. Set cell + tc, and size t Z(c). In- 
itialize queue Q to contain (cefl,size). 
Step 3. Dequeue pair (Tc,Z(c)) from Q. For all unvisited cells c’ neighbouring c, 
do the following: let p be the point of P such that ~@~(p) contains the facet bound- 
ing neighbours c and c’. If C&T(p) contains c’, then set Z(c’) +-Z(c) + 1; otherwise, 
set Z(c’) + Z(c) - 1. Mark c’ as visited, and enqueue (Tc’, Z(c’)) into Q. If size< Z(c’), 
set size+Z(c’) and cell c 7 c’. 
Step 4. If Q is not empty, go to Step 3. Otherwise, find some hyperplane h E Ed 
such that gL(h) intersects celf. Report h as a weak separator of the points of P, 
and terminate. 
Step 1 of the algorithm is performed using a modification of the incremental con- 
struction algorithm of 1161. In general, the unmodified algorithm would require 
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O(nd+l) time and space to construct an arrangement of hyperplanes in Ed+‘. 
However, it is well known that every homogeneous arrangement in Ed+’ has the 
structural complexity of a general arrangement in Ed. To compute such homo- 
geneous arrangements in O(nd) time and space, for d? 2, only minor modifica- 
tions to the incremental method are necessary: notably, the vertex at the origin of 
the homogeneous arrangement in Ed+’ must be treated as a special case, since it 
does not correspond to a proper face of any general arrangement in Ed. For further 
details, the interested reader is referred to [20]. 
The calculation of I(c) in Step 2 may be performed in O(n) time. The total cost 
of executing Step 3 is proportional to the number of incidences between cells and 
facets, which is known to be in O(nd) [5,13]. Finding the hyperplane h in Step 4 
may be quickly done in some arbitrary fashion. Clearly, the time and space com- 
plexity is dominated by the construction of &‘(%IL(P)) in Step 1. 
Theorem 5.1. Let P be a set of n distinct labeled points in Ed, for dz2. A weak 
linear separator of P may be found in O(nd) time and space. 
The “spherical” transformations of Section 4, when applied to P, produce a 
homogeneous arrangement in Ed+2 equally amenable to the method described 
above. When applied to the case of spherical separation, the complexity of the algo- 
rithm increases by an order of magnitude in n: 
Theorem 5.2. Let P be a set of n distinct labeled points in Ed, for dr 2. A weak 
spherical separator of P may be found in O(nd+‘) time and space. 
For both the linear and spherical cases, if more than one weak separator is 
desired, a list of pointers to candidate cells may be maintained during the visiting 
of the faces in Algorithm MAXCOMP; when the algorithm terminates, the list con- 
tains pointers to each cell corresponding to a maximal component of P. The list may 
be examined afterwards for suitable separators. The time and space required to 
maintain this list is dominated by the complexity of the homogeneous arrangement. 
More precisely, for the case of linear separation, it has been shown that if k is the 
linear interpenetration of P, then a worst-case upper bound on the size of the list 
is O(knd- ’ + 1) [20]. If instead k is the spherical interpenetration of P, then an up- 
per bound on the number of weak spherical separators is O(knd+ 1). It is not 
known whether these bounds are indeed asymptotically tight. 
If only one weak linear or spherical separator is desired, the space complexity 
may be reduced to O(n). As with many arrangement-search algorithms, instead of 
explicitly constructing the arrangement &(GB,(P)) as in Algorithm MAXCOMP, 
the cells of the arrangement may be enumerated using the topological sweep-line 
approach of [14]. For simple arrangements of m lines in Ed, a two-dimensional 
0(m2) time and O(m) space algorithm is applied to each 2-flat g of the arrange- 
ment, allowing the examination (but not construction) of all cells whose closures 
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contain g. Each cell is examined as many times as it has facets, resulting in overall 
O(md) time and O(m) space complexities. For homogeneous arrangements in 
Em+ ‘, a modified version of the topological sweep algorithm may be used to visit 
the cells bordering each 3-flat g’, in O(m’) time per 3-flat. Overall, this method 
also requires O(md) time and linear space. The interested reader is referred to 
[14,20] for more details. 
Theorem 5.3. Let P be a set of n distinct labeled points in Ed. If the points of P 
are in general position, then a weak linear separator of P may be found in O(nd) 
time and O(n) space; a weak spherical separator may be found in O(nd+ ‘) time 
and O(n) space. 
6. Wide separation 
In the previous section, we examined ways in which separators of labeled point 
sets could be obtained. Unfortunately, these methods do not concern themselves 
with the “quality” of the separators produced. Two separators may each determine 
maximal separable components, but one may be greatly superior to the other when 
employed as a discriminant function. Some of the well-known methods for obtain- 
ing linear separators, such as straightforward linear programming, too often yield 
extreme separators whose effectiveness as a discriminant function is diminished. 
One might prefer instead a separator which does not approach the points it 
separates. 
For the case of linear separation of point sets, one measure of the quality of a 
strong or weak separator may be the minimum orthogonal Euclidean distance 
6(h, Ph) between a hyperplane h and the points of its corresponding maximal com- 
ponent P,,. Using this criterion, a weak separator h, of labeled point set P would 
be judged to be “better” than another weak separator hl, if B(P,, h,) > a(P,, hb), 
where P, and Pb are the maximal components of P with respect to h, and hb, 
respectively. If h, is such that cS(P~, h,) 2 c~(P,, hb) for all other weak separators hb, 
then h, can be said to be a widest weak separator. Naturally, these concepts extend 
to strong separation as well. 
A topic closely related to wide strong linear separation of point sets is the com- 
putation of the minimum distance between disjoint convex polytopes, or more 
precisely, two points determining this minimum distance. It is not difficult to show 
that the perpendicular bisector of the line segment joining these two points is a 
widest strong linear separator of the polytopes. In two dimensions, Edelsbrunner 
[12] showed that, with preprocessing, this line segment may be obtained in O(log n) 
time. Schwartz [24] and Chin and Wang [6] have also studied this problem. In three 
dimensions, Dobkin and Kirkpatrick [9] have obtained an O(n) time solution. 
Although these methods may all be adapted to find wide strong linear separators 
of sets of points, they require that the convex hull of the point sets be given. The 
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next section shall be concerned with a higher-dimensional O(n) time solution to a 
more general form of the wide separation problem. 
In some applications, some points of P may be more “important” than others. 
Consider the case where every point pi of P is not only given a label, but also a 
positive real-valued weight Oi. The weighted orthogonal Euclidean distance between 
pi and a hyperplane h is then simply the product WiS(pi, h). A second measure of 
the quality of a weak linear separator is then the minimum weighted orthogonal 
distance between the separator and the points of its maximum component. A weak 
separator having the greatest such minimum distance is then called a widest weighted 
weak separator. The unweighted case is simply a special instance of the weighted 
case where Oi = 1 for all points pi E P. Accordingly, for the most part, we shall 
restrict our discussion to the weighted case. In this context, we will often refer to 
widest weighted linear separators as simply “widest linear separators”. 
In some situations, a set of labeled points has no widest strong or weak linear 
separators. For instance, if the points of P all share the same label, then any 
hyperplane avoiding the convex hull of P is a strong separator of P. This separator 
may be moved out to infinity in such a way that the minimum (weighted) orthogonal 
distance to the points of P diverges to infinity. In fact, whenever P has a maximal 
linearly separable component consisting of points sharing a common label, then 
there is no widest weak separator of P. It is easily seen that this is the only situation 
in which a widest weak separator does not exist. 
7. Wide strong linear separation 
Let P=(p,,h..., p,} be a set of n labeled points in Ed, and let Oi be a weight 
associated with pi, for all i = 1,2, . . . , n. Let the (d+l)-tuple h=(&hd+l)EEd+’ 
represent he hyperplane in Ed described by {xe Ed ( he (x, 1) = 01, using Cartesian 
coordinates, where 6 is the nonzero normal vector (h,, h2, . . . , hd). Given any 
(d+ 1)-tuple z, we will say that z” is the d-tuple formed by taking the first d coor- 
dinates of z. If two (d+ 1)-tuples a and j3 represent he same hyperplane, we shall 
say that a and p are equivalent, and denote this by a =/3. The following straightfor- 
ward observation illustrates the degree of freedom in the choice of (d+ 1)-tuple to 
represent a given hyperplane: 
Observation 7.1. Let a represent a hyperplane in Ed. 
(1) The (d + 1)-tuple /I is equivalent o a if and only if there exists some t # 0 such 
that p= ta, and 
(2) given any k > 0, there exists some (d + 1)-tuple /I such that p = a and )I /?I1 = k. 
The orthogonal Euclidean distance between a point x E Ed and a hyperplane h is 
given by 
6(x h)= lb9 l)*hl , 
II 611 
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(see [2]). If point x has weight w>O assigned to it, then the weighted orthogonal 
Euclidean distance between x and h is given by 
w&x, h) = o ‘“,,!,’ h’ . 
The expression 
has the same magnitude as w&x, h), but the sign depends upon which open half- 
space of h contains x. 
Let P={P,,P~,..., p,} be a set of n distinct labeled points in Ed, and let 
wi>O be a weight associated with the point pie P. Let the set of red points of 
P be called R, and the green points be called G. Using a technique first used in 
pattern recognition to obtain linear discriminant functions [lo], we may eliminate 
the need to distinguish between R and G in the mathematical description of the 
problem. This is achieved by transforming P into the set of (d+ l)-tuples p(P) = 
{~u(P,),~(P2),...riU(Pn)}, where p(pi) =x(pi)wi(pi, 1). Clearly, if the inequality 
Api). h >. 
II $11 
istrueforalli=1,2,..., n, then h is a strong linear separator for R and G. Conversely, 
if R and G are linearly separable, then their strong separator has some parameteriza- 
tion h satisfying the inequality for all i. 
The problem of finding a widest strong linear separator for P is then reduced to 
the problem of finding a (d+ l)-tuple h satisfying 
maximize min 
P(Pi>. h 
i II4 * 
(1) 
If the optimal value of this problem is negative or zero, then the points of P cannot 
be strongly separated by a hyperplane. Otherwise, the optimal value is the minimum 
weighted orthogonal distance from h to the points of P. 
We now establish a strong correspondence between (1) and the following convex 
quadratic minimization problem with n constraints and d+ 1 variables: 
minimize 11 fi112, 
subject to I * h 2 1. (2) 
In [21,22], Megiddo has shown that convex quadratic minimization problems in m 
variables and n constraints may be solved in O(n) time and space, assuming that m 
is fixed. However, the time bound for his method has a “constant” of propor- 
tionality doubly-exponential in m. More recently, Clarkson [7] and Dyer [ll] in- 
dependently improved his algorithm such that the new constant of proportionality 
is exponential in rn2. Thus problem (2) may be solved in O(n) time and space, 
assuming that d is fixed. 
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The next three lemmas describe the relationship between the formulations of (1) 
and (2). For their proofs, we define d(h) as the value of (1) for h; that is, 
AP;) . h 
~(h)=mp ,,i,, . 
Also, we observe that the origin satisfies none of the constraints of (2), and there- 
fore cannot be contained in the feasibility region. 
Lemma 1.2. Problem (2) has a feasible solution if and only if there exists ome feasible 
solution a of (1) such that A (a) > 0. 
Proof. (*) Let a be a solution of (2); that is, minip(pi)+arl. Then n(a)? 
l/lldll >o. 
(*) Let a be a solution of (1) such that d(a) > 0. Observation 7.1 implies that, 
for any k> 0, there exists a (d + 1)-tuple /3= a such that 11 Bll= k. Since d (/3) = d(a), 
choosing k = 1 /A (a) gives mini p(pi). p = /cA (a) = 1. Since p satisfies the constraints 
of (2), problem (2) is feasible. 0 
Lemma 1.3. Problem (2) has an optimal value of zero if and only if problem (1) is 
unbounded. 
Proof. (* ) Let a be an optimal solution of (2). Then [l&Ii = 0. 
If the feasibility region of (2) is contained in the line {xEE~+’ 1 (I~?:11 = 0}, then the 
origin must satisfy some constraint of (2), which is a contradiction. Hence there exists 
some p feasible for (2) that is not contained in this line. By convexity of the feasibility 
region, every (d+ 1)-tuple of the form y(t) = t/3 + (1 - t)a is feasible for (2), for all 
tE(0, I]. Since IJti:/I =O, we have 11 y”(t) 11 = t 11 /Jll. Furthermore, mini /J(pi) ’ y(t) L 1 im- 
plies that d(y(t)) 1 l/t. Therefore (1) is unbounded. 
(0 If (1) is unbounded, there must exist an infinite sequence of solutions (oj),?!! 1 
such that n(aj) diverges monotonically to infinity as j+ 03. By Observation 7.1, 
each oj is equivalent to some pj such that 
Since d(cri) =d(/3j), we have mini a. pi= 1, and thus 13j is a feasible solution 
of (2). Moreover, each pj is contained in the hyperplane p(pi)* h = 1 for some 
iE{1,2,..., n}. Also, since 11 ~j 11~ l/d(a,), each of the pj are confined to the closed 
and bounded region 
lj {hEEd” I~(pi)‘h=l) n{hEEd+’ 1 ll~ll~l/n(al)}. 
i=l > 
Therefore the limit of (pj)J’Z 1 as J . + 03 is a feasible solution. Since limj, m 11 P;. II = 0, 
problem (2) has optimal value zero. 0 
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Lemma 1.4. Let a be an optimal solution for (2), with optimal value greater than 
zero. Then a is also an optimal solution for (1). 
Proof. Let Ku= l/llall. S’ mce a is optimal for (2), we have 
minp(p;). a> 1, and /I&[J >O. 
i 
Hence K,I d(a). Assume that a is not optimal for (1). Then there must exist some 
solution /I for (1) such that A(p)>A(a). Without loss of generality, by Observation 
7.1, we can choose p such that 11 PiI = I/d /I. Then 
that is, 1 <mini p(pi)* p, thus j? is also optimal for (2). 
Let Pmin = mini p(pi). p and let y = (1 /‘flmin)P. Let Ymin = mini p(pi) * y. Then 
Ymin = min 
i 
1. 
Therefore y is a feasible solution for (2). But 





since Pmin> 1. This contradicts the optimality of a for (2). Therefore a is optimal 
for (1). 0 
These three lemmas together imply that the solution technique for convex qua- 
dratic minimization problems due to Megiddo may be applied to find widest strong 
linear separators of a set of labeled points P. Lemma 7.2 implies that the points of 
P are separable if and only if the minimization problem has a feasible solution. 
Lemma 7.3 implies that there is no upper limit on the “width” of strong separators 
of P if and only if the minimization problem has an optimal value of zero. Recall 
that this situation may occur only if all points of P share the same labeling. 
Theorem 1.5. Let P be a set of n distinct labeled points of Ed, for some fixed 
dimension d. Let each of the points of P be associated with some positive weight. 
Then a widest strong linear separator of P may be found, or its nonexistence deter- 
mined, in O(n) time. 
8. Wide weak linear separation 
Consider now the case where the set of labeled, weighted points P has no strong 
linear separators. The convex quadratic minimization problem (2) on p(P) would 
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then be infeasible. However, if Q is a subset of P for which the minimization problem 
is feasible on p(Q), then the points of Q are separable, and vice versa. 
One way of finding a widest weak linear separator of P is to construct the homo- 
geneous arrangement J(%IL(P)) in Ed+‘, using Algorithm MAXCOMP. As was 
discussed earlier, the output of the algorithm optionally includes a list of pointers 
to the faces of the arrangement associated with maximal linearly separable com- 
ponents of P. For each cell in the list, we may produce its corresponding maximal 
component in O(n) time, and then compute the widest strong linear separator of this 
component, also in O(n) time using the methods of the previous section. The widest 
weak linear separator of P would then be simply the widest separator found over 
all the maximal components of P. 
As mentioned earlier, we know that an asymptotic worst-case bound on the 
number of maximal linearly separable components is O(knd-’ + l), where k is the 
interpenetration of P. The time required to find a widest separator using this ap- 
proach is then O(n d, + O(n)O(knd- ’ + 1) = O((k+ l)nd), if the problem dimension- 
ality d is treated as being fixed. As the value k grows, this bound becomes more and 
more unsatisfactory. 
In the case where the points of P are unweighted, the upper bound given above 
may be reduced. To do this, we shall examine the facets of cells of AZ(B~(P)) 
associated with maximal components of P. 
Let f be a cell of d(CB,(P)) determining a maximal component, and let Q be the 
subset of P such that the hyperplanes of ga,(Q) each contain a facet off, and every 
such facet is contained in some hyperplane of 5BL(Q). The cell f must be contained 
in each of the open halfspaces of g:(Q), by the following argument: Let q be a 
point of Q such that the halfspace C@:(q) does not contain f. Let g be the cell sharing 
with f the facet of f contained in 5?&,-(q). Then I(g)=I(f)+ 1, contradicting the 
assumption that f determines a maximal component of P. 
One conclusion that may be drawn from this is that the set of separators of the 
maximal component associated with f are the same as the set of strong linear 
separators of Q. For the purposes of finding any weak separators of P whose duals 
lie in f, only the points of Q are significant; all other points of P are redundant. 
With this observation in mind, we now outline a constructive algorithm to find 
a wide (unweighted) weak linear separator of a set of n distinct, labeled points P 
in Ed, for some fixed d. The input accepted by the algorithm is a set of n labeled 
points P in Ed, and the output is a widest weak linear separator widest. 
WIDEWEAK. 
Step 1. Set widest + nil and width + 0. 
Step 2. Construct the homogeneous arrangement c-$(gL(P)) using Algorithm 
MAXCOMP, producing a list 9? of pointers to cells of d(5BL(P)) corre- 
sponding to maximal components of P, and marking every facet accord- 
ing to the unique hyperplane of CBL(P) containing it. 
Step 3. For every cell f referenced by a pointer in 2, do: 
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(a) Let Q be the subset of P such that %IL(Q) is the subset of %IL(P) whose 
hyperplanes contain facets of Q. 
(b) Using the techniques of Section 7, set tempwidest o be the widest 
strong linear separator of Q, and set tempwidth to be the minimum 
(unweighted) orthogonal distance from this separator to the points of 
Q- 
(c) If tempwidth > width, then set widest +- tempwidest and width + 
temp width. 
If d is considered fixed, the time cost of executing Steps 3(a), 3(b), and 3(c) for 
a given cell f is O(j QI); that is, of the order of the number of incidences between 
cell f and facets of &‘(%IL(P)). If these steps were performed over all cells of the 
arrangement, then the total time required to execute Step 3 would be of the same 
order as the total number of incidences between cells and facets. Since the number 
of such incidences is known to be O(nd), Step 3 requires only O(nd) total time. 
The weighted and unweighted results are both summarized in the following 
theorem: 
Theorem 8.1. Let P be a set of n distinct labeled points of Ed, for some fixed 
dimension d. Let k be the linear interpenetration of the points of P, and let each 
of the points of P be associated with some positive weight. Then a widest weak 
linear separator of P may be found, or its nonexistence determined, in O((k + l)nd) 
time and O(nd) space. Furthermore, if the weights are identical, then the time re- 
quired drops to O(nd). 
If the points of P are in general position, the topological sweep method allows 
the determination of the linear interpenetration of the red and green points of P in 
O(nd) time, but using only O(n) space. In a second pass, knowing this interpenetra- 
tion value, each cell f of d(%lL(P)) associated with maximal components of P may 
be enumerated. Unfortunately, the facets off are not available using the sweep-line 
method, even though the maximal component corresponding to f may be produced 
in linear time, as well as a widest strong linear separator of this component. If this 
is performed for every such cell f, we may determine a widest weak linear separator 
of P in O(nd+i) time. We conclude this discussion with the following theorem: 
Theorem 0.2. Let P be a set of n distinct labeled points of Ed in general position, 
for some fixed dimension d. Let each of the points of P be associated with some 
positive weight. Then a widest weak linear separator of P may be found, or its non- 
existence determined, in O(n d’ ‘) time and O(n) space. 
9. Linear separation of hyperspheres 
The problem of finding a widest strong linear separator for a set of weighted 
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labeled points P is related to the problem of finding a strong linear separator for 
a set of hyperspheres of varying radii, as we shall show in this section. 
Let S= {sl,sz, . . . . s,,} be a set of labeled hyperspheres in Ed, where each s; is 
defined by 
(1) its center ci= (cil, ci2, . . . , cid) E Ed, and 
(2) its positive radius rj~ R, 
and the label of si is either red or green. Formally, 
T;={xEEd / ilX-C;il =ri}. 
If hyperplane h = (h; hd+ r) is a strong linear separator of s, then the minimum 
orthogonal distance between h and a hypersphere of S is given by 




Furthermore, the sign of (Ci, 1). h depends on whether Si is labeled red or green. 
Let P=(P,,P~,..., p,} be a set of labeled points with associated weights W= 
{q,(& **a, o,, >, such that pi = q, with the same label as s;, and oi= l/r;, for all 
i= 1,2, . ..) n. Then the expression 
P(Pi).h >J 
II kll 
holds if and only if 
x(p.)o. (Pi, l)- h > 1
I I 
ll~ll . 
This in turn is equivalent to the following: 
cc;, 11-h _r,>O 
X(%) IIh”,l I . 
From this we may conclude that the problem of finding a strong linear separator 
for S is reduced to the problem of finding a (d+ I)-tuple h satisfying 
min Pu(Pi). h , 1, 
i II Kll 
where P is defined as above. The problem of finding a strong linear separator of 
a set of labeled hyperspheres is simply a special case of that of finding a widest 
strong linear separator of a set of labeled points. Naturally, this problem may be 
solved using the same techniques as in Section 7, which leads us to the following 
result: 
Theorem 9.1. Let S be a set of n labeled hyperspheres of Ed, for some fixed dimen- 
sion d. Then a strong linear separator of S may be found, or its nonexistence deter- 
mined, in O(n) time. 
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We shall now tackle the problem of finding weak linear separators for S. If h is 
a (d+ 1)-tuple representing a hyperplane of Ed, by Observation 7.1, we have the 
freedom to restrict (Ih”l] to be always equal to 1. Hence any h with IIKil= 1 satisfying 
p(p;).h>l for all i=l,2,...,n 
corresponds to a strong linear separator of S. 
Now, let h be a (d+ 1)-tuple representing a hyperplane that is not a strong separator 
of the hyperspheres of S. Let P' be the subset of all points p of P such that 
P(P).h>l, 
and let S’ be the set of hyperspheres of S corresponding to the points of P’. Clearly, 
h is a strong separator of the hyperspheres of S’. 
The constraints given above define open halfspaces in Ed+ ‘. We shall denote the 
set of these halfspaces by K,; the set of bounding hyperplanes of these halfspaces 
shall be called K. Consider the nonhomogeneous arrangement J(K) in Ed+ ‘. Each 
cell c of d(K) intersecting the hypercylinder {h E Ed+’ 1 II/ill = l} corresponds to a 
linearly separable component of the hyperspheres of S, depending on the number 
of halfspaces of K, containing c. As with homogeneous arrangements, we will 
denote the numbers of halfspaces of K, containing c by Z(c). Hence we may obtain 
weak linear separators of S by constructing the arrangement d(K), and visiting the 
cells of the arrangement one by one. Of the cells intersecting the hypercylinder, 
those attaining the maximum value of Z correspond to maximal linearly separable 
components of S. 
The worst-case time and space complexity of the algorithm is bounded by the 
worst-case time and space required to build the nonhomogeneous arrangement in 
Ed+ ‘. For further details, the reader is referred to [20]. 
Theorem 9.2. Let S be a set of n distinct labeled hyperspheres in Ed. A weak linear 
separator of S may be obtained in O(ndi’) time and space. 
Unfortunately, there seems to be no elegant way to reduce the space complexity 
of this solution through the use of the topological sweep method. The test for the 
intersection of cell c with the hypercylinder requires the knowledge of the faces in 
the closure of c-faces which cannot be obtained during the sweep in dimensions 
higher than two. 
10. Conclusion 
This paper was concerned with the weak linear and spherical separation of point 
sets, widest (weighted) strong and weak linear separation of point sets, and strong 
and weak linear separation of sets of hyperspheres. However, little is yet known 
about weak separation of other classes of objects by other classes of surfaces. 
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The complexities of the algorithms in this paper indicate that they would be rather 
impractical for use in higher dimensions. Reducing the complexities of the weak 
separation algorithms presented seems unlikely as long as transformations to hyper- 
plane arrangements need be employed. If such transformations are used, more know- 
ledge of the nature of weak separation would be required, so that the examination 
of each arrangement cell could be avoided. 
The “linear-time” algorithms for wide strong linear separation of point sets, and 
for strong linear separation of sets of hyperspheres, would be quite expensive in 
higher dimensions due to their high constants of proportionality. In spite of these 
difficulties, these algorithms would certainly be useful for applications in lower 
dimensions. However, the best solution in practice is most likely offered by the 
various methods from the field of combinatorial optimization for solving convex 
quadratic minimization problems. 
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