Abstract-Programmers are able to understand source code because they are able to relate program elements (e.g. modules, objects, or functions), with the real world concepts these elements are addressing.
I. RESEARCH PROBLEM

A. Introduction
In order to change and evolve software, programmers need to understand the source code [1] . Achieving an understanding about a program written by someone else, is the main challenge during software maintenance activities [2] . Software reverse engineering is a process that tries to infer how a program works by analyzing and inspecting its building blocks and how they interact to achieve their intended purpose [3] , [4] . Many of these techniques rely on mappings between human oriented concepts and program elements [5] .
Programmers are able to understand how source code works if they are able to relate the code with real world actions and objects [6] , [7] . Furthermore, an effective program comprehension is reached when is possible to view and relate what happens when the program is executed, while synchronizing its effects with real world concepts [8] .
Software is written using programming languages, which are strict and have unambiguous grammars that greatly limit the sentences that can be used. Still some degree of freedom is given to the programmer to use natural language terms, e.g. program identifiers, constant strings or comments. These terms can give clues about which concepts the implementation is addressing, and the meaningfulness of these terms can have a direct impact in future program comprehension tasks [9] . One can argue the relevance of such an effort to exploit identifiers and other terms if the programmer had no concern with the names used. But today most of the programming communities promote the use of best practices and coding standards that usually include rules and naming conventions that improve the quality of terms used. The style guide for the Python programming language is a good example [10] .
Natural Language Processing (NLP) techniques can be applied to identifiers or comments extracted from the source code, to infer more information about program elements. For example, expanding multiword function names (e.g "insertReport" is the composition of the words "insert" and "report"). Practical examples of such techniques are described in [11] and [12] . Another common concern is that the concept "insert" may be expressed using other semantically equivalent expressions (e.g. "add", or "create"). Although syntactically different, they can be used to represent the same operation or object in the application domain.
The context for a program is given by the application domain. The problem domain of the application can also contribute with a list of relevant terms, or taxonomies of concepts.
Distinct tools are used to collect and produce information about the program and the problem domain. These tools can produce different types of data, so a common knowledge representation is required. We envisage the use of a particular formal representation of an ontology and an heterogeneous ontology algebra to store and reason about information. Once the information is stored in a structured way, an inference engine is used to deduce knowledge and links between the problem domain and the program domain. A descriptive logic language can be used to create views of this knowledge, to provide programmers with insight about the source code.
Summing up, program comprehension tools improve software maintainers efficiency. Most of the current available approaches rely on mappings between program elements and concepts used in the real world. Clues for inferring these mappings can be gathered not only from the source code, but also from the program application domain. NLP and IR techniques can be used to enrich the information gathered.
B. The Problem
In order to change a program, either to add a new feature or to fix a bug, the maintainer needs to understand it. The programmer is able to understand the program when he or she can explain the source code, and also relate the code with the concepts in its application domain. The challenge becomes to relate concepts described in natural languagesthe problem domain -and the formal programming languages that are used to write source code -the program domain. For example, the task described in natural language as: "reserve an airline ticket" can be implemented as shown in the following snippet of pseudo code [13] : i f ( s e a t = r e q u e s t ( f l i g h t ) && a v a i l a b l e ( s e a t ) ) t h e n r e s e r v e ( s e a t , c u s t o m e r )
Once the programmer knows which real operations the code is implementing, he or she can understand the meaning and context of the program elements and reason about them, including verifying if it is working as intended. In this specific case as soon as the programmer understands that this code is about reserving an airline ticket, he understands the expected behavior of the "request", "available" and "reserve" functions. This example is trivial for the human brain to process, but teaching a machine to do this systematically is not easy.
The main problem to solve is accurately compute which real concepts a specific program element is addressing. Common software applications are just too big and complex, to apply a top-down strategy, or have knowledge about the complete system [14] .
The adoption of tools in the family of program comprehension provide a better and quicker understanding of software programs being analyzed. The use of these tools, and the underlying approaches, is a valuable help while analyzing software for finding or fixing bugs, discovering faulty sections, or improving software overall quality [15] .
The Linux Kernel 1 is one of the most successful open source projects and is a good example where the use of tools in the family of program comprehension can be very helpful. The Kernel release 2.6.35 has 33 335 source files, which makes an impressive total of 13 468 253 lines of code [16] . Imagine the initial effort required to dwell in the source code trying to fix a bug without previous help or guidance. Also, it not feasible to have a complete understanding of the entire system, only the small code chunks that require changing for a given task need to be understand. The adoption of program comprehension tools, in general reduces the time required to find and fix software applications problems [17] .
Improvements in this area have a direct impact in companies that provide services in the area of software refactoring, update or maintenance.
II. RELATED WORK
Rajlich and Wilde work [5] shows the relevance of the role of concepts in program comprehension, and discusses some concept location issues.
The work of Marcus et al [18] shows the relevance of applying Information Retrieval (IR) techniques in the context of program comprehension to locate key concepts in source code.
Also, Abebe et al presented the use of NLP techniques to enhance program parsing to extract concepts [19] . In this work they build an ontology of domain concepts extracted from source code, that is used later to suggest which files can be more relevant to a specific software change.
Falleri et al also used NLP techniques to enhance the extraction of concepts from program identifiers analysis [20] . Their extracted artifact is similar to a WordNet [21] and can be used to browse concepts found in the program in a hierarchical structure. In [22] Charrada et al process source code to update software requirements. Using this approach effort and time used for requirements maintenance can be reduced.
Although the collection of tools and techniques available today provide useful insight and information about programs, and how they work, there is still space left for improvements. Many of these approaches do not link the software with real world phenomenas, or with the initial problem specification that the software is supposed to overcome [23] , [24] . Some current approaches also show the benefits of combining NLP and IR techniques with source code analysis [11] , [18] .
III. APPROACH AND RESEARCH QUESTION
The main goal of our approach is to create an accurate mapping between concepts in the application domain and source code. This mapping is created by an inference engine over a set of ontologies that represent: the program, the produced effects in the real world and the problem domain. Fig. 1 illustrates a simplified overview of the proposed workflow.
There are two major branches in the workflow: (1) one that starts with the source code, and (2) other that starts with the problem specification.
Considering the first branch, software analysis techniques are available to extract information about source code, and a collection of NLP and IR techniques are used to infer more information about program elements. All this information is stored in a ontology called the Program Ontology. The main work in building this ontology is applying currently available techniques and the standardization of results. There is also a second ontology that can be built, when possible, that stores information about program execution and dynamic analysis [25] .
On the second branch, the starting point is the program specification. Using a set of problem domain analysis techniques currently available, the goal is to infer and gather information about the application domain. Domain specific terms and concepts can be caught from documentation and comments found in the source code. All the information about the problem domain is stored in an ontology called the Problem Ontology.
Once all the ontologies have been built, an inference engine is used to explore information and create semantic bridges between concepts in the different ontologies. The tool responsible for doing this is called the Concept Mapper. This tool creates links between program elements found in the Program Ontology, and concepts in the Problem Ontology, that represent actions and objects found in the real world.
After the mapping between domains is computed, a reasoning layer over the ontologies can be used to provide views of the information to the programmer. These views may include any combination of information found in any ontology. For example, a conceptual tree of the application domain can be created with links to the program elements that implement them. Such a tree is useful for a programmer to quickly browse the problem domain and find the zones in the code that need to change when addressing a specific concept.
The main research hypotheses has been defined as: Can an ontological mapping between the problem domain, the program domain and program real world effects potentially provide additional benefits over existing approaches for collecting and relating information available in software for enhancing program comprehension?
The intuition behind this hypotheses is that the extra overhead of: (1) information gathering in the problem domain, and (2) the standardization of data produced using static and dynamic analysis compensates by allowing a richer and accurate mapping of concepts between the program domain and the application domain.
A. Contributions
The main contribution of this work is the definition and creation of the required tools and methods to implement the workflow described in Fig. 1 . This implies an Ontology Toolkit that is able to cope with current static and dynamic analysis techniques and is able to store all the produced data in a uniform way; it should also be able to handle systematically the information about the application domain. A Concept Mapper is also required, implemented using an inference engine to create relations between ontologies.
The work in this proposal implies the use of techniques and methods from four distinct research areas: (1) concept location, to locate concepts in source code elements; (2) source code analysis (static and dynamic) to gather information about code; (3) problem domain understanding to help building the application domain context and (4) ontologies and reasoning to build the ontologies and implement tools using inference engines.
During the development of this work other contributions in these areas are expected to spawn. An example of such a contribution, is the use of Probabilist Synonymous Sets (PSS) in concept location [26] . A PSS is a set of weighted synonymous for a given term. These synonymous sets are useful to build links, or find matches, between different terms that represent the same concept. These sets allow building semantic trees of terms, i.e. a PSS can be calculated for a function by combining the PSS for every identifier found in the function, and a PSS can be built for an object by combining the PSS for every identifier in the object an so on. Building a semantic tree of terms related with every element in the program that can be linked to concepts in the application domain, or searched using simple searching algorithms.
Other contributions in other areas of research are expected once the problems in that specific area are addressed.
B. Current Progress
Currently, a prototype, written in Haskell, for some of the tools described is already available, implementing key components of the workflow. A web interface called Conclave is already available that allows the uploading of software packages and the submission of queries related with concept location.
IV. EXPERIMENTAL VALIDATION
To validate the benefits of using the proposed approach, we plan to use as case studies a set of open source projects, in well defined domains. Most of the tools implemented to validate this work are able to produce rankings, i.e. a sorted list of code chunks that are prone to address the concepts queried. Ranks are sorted based on a similarity value, that measures the probability that a program element addresses a given concept. The main idea is to have a list of queries (or bugs) and the corresponding code chunks that need changing in order to fix the problem (this will be called golden answers). Using these sets the system can be queried, and the resulting ranks can be compared with the golden answers to measure the system accuracy. Including recall and precision measures to compare with other approaches.
These lists of pairs ¡query, golden answer¿ can be created manually; alternatively they can be extracted from the project log files as is the case of some open source projects, where bug submissions and feature requests are available online, with corresponding code revisions where the problem was solved. These can provide comprehensive sets of real world problems and corresponding code changes. A similar approach was also used in [27] to assess feature location techniques.
Most software maintenance activities are still performed by humans, so another experimental validation could include a practical experimentation where programmers use the system interface to solve simple software maintenance tasks and validate the benefits of this approach. Measurements can also be made during this process, counting numbers of falsepositives, or total time to complete the task.
V. CONCLUSION
Regarding program comprehension there is no doubt that it is a very important area of research with many benefits for the industry. Most techniques rely on some kind of mapping between the source code and real world concepts. This mapping helps the programmer understand the source code, and discover which areas of the code need changing to address a specific feature or bug fix.
Many tools and techniques can be used to gather information about the program and the application domain. Using ontologies to store knowledge allows the combination of heterogenous results and data in a single representation format. Ontologies can also be enriched with the application of NLP and IR techniques. Inference engines and descriptive logics allow the implementation of tools that can relate information in different domains. Providing a mechanism that allows the creation of a rich and accurate mapping between the source code, and real world concepts being addressed.
