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Abst ract - -The  application of simulated annealing to the global optimization of a function on a 
compact subset of R d is discussed. For the Langevin algorithm the class of convergent schedules 
depends on some a priori knowledge about the form of the function. It is shown that this problem 
disappears by using the simplest annealing algorithm of jump type, which can also be improved by 
performing local searches between two consecutive jump times. The resulting algorithm is essentially 
a multistart technique controlled by an annealing schedule. 
1. INTRODUCTION 
The simulated annealing approach as been recently proposed to design stochastic algorithms for 
general combinatorial optimization problems, by Kirkpatrick et al. [1]. It has been successfully 
applied to some particular problems by Bonomi and Lutton [2], Cerny [3] and Kirkpatrick [4], 
and various convergence proofs have already been given by Gelfand and Mitter [5], Geman and 
Geman [6], Gidas [7], Hajek [8], Mitra et al. [9] and Tsitsiklis [10]. In this paper we are interested 
in exploiting the same ideas to propose a new stochastic algorithm for the most classic continuous 
optimization problem, namely finding a global minimum point of a function on a compact subset 
of R d. 
Let us start with a brief discussion of such approach for the discrete case. We will consider 
only continuous time algorithms because they allow a simpler analysis. Let K be a finite set and 
V any real function defined on it. For any r > 0, which we will call the temperature by analogy 
with statistical mechanics, let us define the Boltzmann distribution on K 
~rr(z) o¢ e -v(z)/r, z E K (1) 
If it is desired to simulate a sample from (1) a direct evaluation of V on the whole K is of 
course impractical when [K[ is large. This difficulty motivated Metropolis et ai. [11] to introduce 
the following algorithm for simulation. 
Let (X[, t >__ 0) be a homogeneous irreducible Markov process on K with transition function 
pr  and define the intensity matrix R r by 
d 
R'(x ,  y) = (t, x, {y})(0), x y 
Then, if the following detailed balance condition w.r.t. 7r  holds 
e-v(x) l rR~(x ,y )  = e-V(y)/rR~'(y,x),  x ¢ y (2) 
it results that r r is the limiting distribution of (XtT), as t ---* c~, for any initial distribution. The 
Metropolis' algorithm simulates a sample path of (Xt r) with R r obtained from any symmetric 
irreducible intensity matrix S by 
R~'(z, y) = e-[V(y)-v( ')]+/rS(z,  y), x :~ y (3) 
The author is grateful to Prof. S.K. Mitter for having addressed him to the problem and to Prof. J.S. Baras for 
having invited him to the Systems Research Center, University of Maryland at College Park, where the present 
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This has the meaning of decreasing the chance of transitions which increase the value of V, 
and r decreases; it is immediately seen that (2) is satisfied, so that it is expected that after a 
sufficiently long period of time, the distribution of (Xt r) will be close to (1). 
It is easy to verify that the distribution (1) converges weakly, as 7- ---, 0, to a uniform distribution 
over the set A of global minimum points of V. Therefore, for r small, the problem of sampling 
from (1) becomes nearly equivalent to the problem of finding a global minimum point for V. 
The idea of simulated annealing is to let the temperature  decrease to zero as the simulation of 
the Metropolis' algorithm proceeds. Let T be any temperature schedule, i.e. a function mapping 
[0, +oo) into (0, +oo). It is expected that if T(t) decreases slowly enough to zero as t ---* ¢x~, the 
distribution of the non-homogeneous Markov process (X T) with intensity R T(0 at time t > 0 
will have enough time to approach the Boltzmann distribution with temperature T(t) for t large 
and will finally reach a limit concentrated on A, as t ---* ~ .  
Necessary and sufficient conditions have been given on the schedule T to determine a process 
(X~) converging in probability to A. In particular local minimum points and their depths are 
defined in terms of the undirected graph induced by non-zero intensities of S. It turns out that T 
is convergent in the above sense if and only if fo +~ e -d*/T(t) dt = +oo, where d* is the maximum 
depth of a local minimum point which is not global [8]. Of course the set of convergent schedules 
enlarges as more non-zero intensities are allowed in S, but at the price of a growing complexity for 
the simulation of each jump. So in combinatorial optimization problems the one-jump transitions 
are usually contained within an a priori specified graph G; e.g., when K = {0, 1} ° for some 
finite set D, a reasonable choice will be to define (z, y) E G if and only if there exists a unique 
i E D such that x(i) ~ y(i). Once the graph induced by S is specified, the canonical choice 
is to take S(z, y) = IG[x]l -a, where G[x] = { y : (x, y) E G }. As a consequence, in order to 
prescribe convergent schedules for simulation, it is needed to analyze the" specific problem under 
investigation to get an upper estimate for d °. 
2. ANNEAL ING ANALYSIS OF  PURE RANDOM SEARCH 
In this section the simulated annealing approach will be applied to the problem of minimizing 
a continuous function V on a compact subset K of R d with dense interior. No assumption is 
made on the structure of the set A of global minimum points. Without losing any generality it is 
assumed that the minimum value of V in K is zero, and the Lebesgue measure (denoted by rn) 
of K is 1. 
For each r > 0 the corresponding Boltzmann distribution on K is defined by the density 
dTr r 
dm (x) oc e -V(~)/r (4) 
It is possible to show that again ~r tends to be concentrated on A, as v ---* 0; more precisely 
V(U r) converges, in probability, to zero, if U ~ is distributed according lr~. Moreover, under some 
regularity assumptions there is a weak limit of 7r ~ having A as support. This makes reasonable to 
follow the same argument of the previous ection to design stochastic algorithms for our global 
optimization problem. However, we will not rely on 7: for our convergence proof because a more 
general approach is possible. 
The basic step is again the choice of a family of Markov generators atisfying the general 
detailed balance condition (see Gardiner [12]) w.r.t, the distribution ~r" in (4). Of course we have 
the choice between a diffusion and a jump model. In the former case the canonical example is the 
Langevin algorithm, for which some convergence r sults have already been established by Chiang 
et al. [13], Geman and Hwang [14], Gidas [15] and Kushner [16]. In the next section we will show 
that, even if such a model is certainly interesting from a purely mathematical standpoint, it is 
not equally meaningful for application. 
For this reason, we devote our attention to the simplest family of generators of jump Markov 
processes on K, defined for any bounded measurable function f on K 
(Ar f ) (x)  =/K e-[V(y)-V(x)l+/r If(y) -- f(x)] dy 
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for r > 0, which is the most immediate xtension of (3) in our case, with the canonical choice 
S(z, V) - 1 corresponding to have the limiting jump process as r --, co distributed according a
Poisson measure on [0, +co) x K. Of course the underlying assumption is that the complexity 
of sampling uniformly in K is negligible, which makes the problem entirely different from the 
combinatorial optimization case. 
The rest of the section is devoted to prove that, when the temperature r in (5) is decreased to 
zero during the simulation, in any case the function V evaluated on the sample path of a Markov 
process with such a time-varying intensity will converge in probability to zero. Let us begin with 
the construction of a Markov process with intensity AT(O at time ~ > 0, on the probability space 
(f~,.~', P), a product of mutually independent random samples T/, Zi, i = 1 ,2 , . . . ,  respectively 
negative xponential with mean 1 and uniform in [0, 1], and Yi, i = 0, 1, 2 , . . . ,  uniform in K. Let 
us define X0 T = Y0, So = 0, Si = ~-~=l Tj, i = 1,2, . . . .  and consider the process (X T, t > 0) 
defined by 
xT  -~ xTo, ~i <_ $ < Si+l, i = 0, 1 , . . .  (6) 
Xs,+,r = xs  T, + (Y~+~ - x/ ,)t~ ,:,_-,- -,~(~,+,,-~c~, )l+/~c~,+,)~'(Z~+l) (7) 
It is easily verified that (X[)  is a non-homogeneous Markov process with intensity A T(*) at 
time t > 0, that is for each bounded measurable function f :  K --- R the process 
£ M[ = f (X  T) -- (AT(¢)f)(X~) d~ (8) 
is a martingale. From (8) the main result follows. 
THEOREM 1. For any schedule T such that T(t) ---* 0 as t ---* oo, the process V(X[) ,  (X[)  being 
defined in (6)-(7), converges to zero in probability. 
PROOF. We are going to show that for any 6 > 0 the function 
r6(o = v(v(x, T) > 6) 
converges to zero as t ~ oo. In fact, let us subst i tu te  f -- l v ,  in (8), where V6 = { y : V (y )  > 6 }. 
Since for any probability measure p on K 
~[v, (-1)Xv,(X)e-[V(v)-v(~)]+ /" (p x m) (dx, dy) 
(Ar lv6'P) = x(g \v~) ]u[ (K \V6)xV6]  
= ..Iv. __/KW, e+"(')/" 
<_ [ e-[V(')-°]/"dv(1 - p(V,)) - p(V,)(1 - re(V,)) 
av~ 
By taking expectations in (8) it is obtained that for t _> 0 
/: /: r6(0 _< r~(0/+ g(r(¢)) ~: - [g(T(~/) + (1 - m(V~))]r'(¢) de (9/ 
where g(r) = fv6 e-[V(v)-611rdy' which goes to zero as r --* 0 by bounded convergence theorem. 
By continuity of V it is m(l,~) < 1 for any 6 > 0, so that, by applying Gronwall's inequality, the 
proof is finished. 
The conclusion of the above theorem is not surprising if it is considered that the algorithm 
(6)-(7) has a limiting version when T(t) = 0, which is obtained by replacing (7) by 
0 = X °, + (Ys,+, - X°,)l{v:v(v)<_v(xg)}(Yi+x) (10) Xsi+z 
176 M. PIOOtON[ 
It is almost clear that V(X °) converges a.s. to zero as t ---* oo, because for b > 0 
p(v(x °) > = (11) 
As a consequence, for the algorithm (6)-(7) there is no problem connected with the effect of 
decreasing r too quickly, as actually stated in Theorem 1. Moreover, for any schedule T, for any 
t_0 
inf V(X T) = V(X °) (12) 
o<,<t 
which means that there is no need to choose positive temperatures once it is possible, as it 
is reasonable, to keep track of the minimum value of V along the observed sample path. The 
algorithm (6)-(10) is well known in the literature as the pure random search (see Dixon and Szeg5 
[17]). We leave to the last section the discussion of how to exploit also positive temperatures by 
modifying (6)-(7) to get, under additional smoothness, a more efficient algorithm. 
3. SPECTRAL  ANALYSIS AND THE LANGEVIN ALGORITHM 
The particularly simple structure of the generator (5) has allowed us not to use explicitly the 
detailed balance condition during the proof of Theorem 1. However, the fact that such a condition 
plays a fundamental role for the analysis of the Langevin algorithm, requires a brief digression. 
It is immediately verified that, since its intensity satisfies (2) the Markov generator A r has a 
continuous elf-adjoint extension on L2(r ~) (which will be called again At), the Hilbert space of 
measurable functions on K such that fK f2(x) e-v(~)/rdx < +oo, with the scalar product 
(f, g)r = a(r) -I :/¢ f(x)g(z)e -V(~)/rdz 
where a(r) = fK e-V(~)/~dx" By consequence, for fixed r > 0, ifX~" has an absolutely continuous 
distribution w.r.t, r ~ with density in L2(r~), the distribution of X~" will have the same property 
with density e'a'tpo. Since A r is a contraction and 7r  is an invariant measure, 0 is the first 
eigenvalue, with constant eigenvector. The rest of the spectrum is of course contained in the 
negative real axis, and is bounded from above by 
A(A ~) = inf{# < O: (A*f , f ) ,  < #llfll~,f E L2(rr ) , ( f ,  1), = O} (13) 
so that l ie  A ' t  - 1[1~ = O(e-X(A')t). It seems therefore useful to compute A(Ar), which is done in 
the next. 
THEOREM 2. For any r > 0 it is 
-A(A ' )  > a(r)  (14) 
moreover if there exists at least one global interior minimum ~ around which V is C 2, then 
~0") >_ o(rd/2) (15) 
PROOF. For (14) let us compute 
-(Arf, f)r = -o~(T) -I /K/K e-max(V('))V(Y))/r(f(~/)- f(x))f(x)d.d. 
= [20t(T)l--l:K :K (f(y) -- f('))2e--max(V(z)'V(Y))/r dyd. 
>_ E,o(->I-' f. f. (s(,)- :(.>)'.-',-,,':',.,",,,. 
= ~(r)(ll$11~ - (f, 1)~) 
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Now assume that Bp is a ball of radius p around ~ on which V is C 2, so that H(z) < ~I  on 
Bp, too; then by a Taylor series expansion there exists a map ~ of Bp into itself such that 
a(r) > [ e -vC=)/rdz =/a  e-(Z-~)rn(~(z))(~-z)/~rdx 
JBp # 
>_ = (27f )d/2( ff'/o))d/2xd( ~p2) 
where Xd is the distribution function of the chi-square random variable with d degrees of freedom. 
Since Xd(P) goes to 1 as /~ ---, or, (15) is established. 
It is very intuitive that the asymptotic behavior of A(AT(O), as t ---, oo, will play a major role 
also for the asymptotics of the simulated annealing jump algorithm (6)-(7). This could be made 
rigorous by following the same argument developed in [15] for both the discrete case and the 
Langevin algorithm. In fact, such analysis depends only on the fact that the detailed balance 
condition essentially implies the generation of a self-adjoint semigroup on L2(r r) (see Graham 
[18]). However, in our case, this leads to results weaker than Theorem 1. 
The Langevin algorithm has been considered up to now as the only stochastic algorithm for 
global optimization of R d based on the simulated annealing approach [5,16, 15]; it requires V to 
be C 2 and chooses the following diffusion for simulation 
d C, = + dW, (16) 
to which a normal reflection on the boundary must be added for the optimization on K [14]. 
The analogy with (6)-(7) is that for a fixed temperature T(t) - r > 0 the Markov generator .~r 
of (16) satisfies the detailed balance condition w.r.t, r r (of course, this has a different form for 
diffusions, see [12]). By consequence, the analysis at the beginning of the section is true also for 
fi.~ and so the computation of ,~(~r) is of major interest. 
However, it is not easy to obtain even an upper bound; the asymptotic behavior, as r --* 0, 
have been computed only in few cases, in particular when K = R 1 and there is a unique strong 
global minimum point by Matkowsky and Schuss [19]. It turns out that ,X(.4 r) = 0(e-d'/ ' ) ,  
where d ° is defined as in the discrete case; now it is in general impossible to have a tight estimate 
for it. This result has allowed to prove that, at least for the above case, schedules of the type 
T(t) = c/logt for large t, with c >_ d', guarantee that V(,YT) converges to zero in probability 
[15], which is the best convergence r sult for the Langevin algorithm up to now. In these cases it 
is generally believed that these are actually the convergent schedules more quickly converging to 
zero. Under weaker conditions the asymptotic behavior of A(A r) as given by Theorem 2 shows a 
better rate of convergence for r small, and by the results of [15], also for varying temperatures. 
So, even neglecting the difficulty of simulating the sample path of a reflected iffusion, the jump 
algorithm (6)-(7) seems to be more appropriate than (16) as an algorithm for global minimization. 
Moreover, even when K = R d it is easily checked that, by replacing the Lebesgue measure by a 
probability measure quivalent to it, Theorem 1 and 2 remain true. 
4. IMPROVEMENT OF THE PURE RANDOM SEARCH 
The pure random search was proposed for continuous function not necessarily differentiable. If 
V is C 2 then for any schedule T the algorithm (6)-(7) (or (6-10)) can be improved in the following 
way. Let ¢(t; x) be the flow of the vector field -VV ,  stopped at the exit time from K, if any. It 
is clear that 
V(¢(t; x)) < V(x), t > 0 (17) 
Now the annealing algorithm (6)-(7) is modified by allowing local searches along the above flow. 
More generally any vector field -HVV,  where H is positive-semidefinite valued will ensure (17), 
which is the unique property we are going to use. The resulting algorithm, once a schedule T is 
fixed, produces the following random process on the space (f2,J r, P): ~T = Y0 and 
2,  r = ¢(2sr  ;t - &) ,  _< t < s +l i = 0 ,1 , . . .  (18) 
-T  -T  (Y/+l -T  )1 -tv(Y,+,)-v(x~+,_ )]+]T(Si+,)} (Zi+I) (19) Xs~+~ = Xs'+~- + - Xs~+~- { ~:z<_e 
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Of course also zero temperatures can be equally well used, by defining for T(S~+I) = 0 
-T  -T  -T  Xs,+, = Xs,+,_ + (~+1 - Xs,+,_ )l{y:v@)<_v(Xsr +,_ )}(~+1) (20) 
A complete convergence analysis of this algorithm is not the object of the present paper. Any 
improvement on the rate (11) will of course depend on the form of V, and the following can be 
regarded as a worst-case analysis. It results that the algorithm (18)-(19)-(20) cannot perform 
worse than (6)-(7)-(10) as it is shown by the following. 
THEOREM 3. For any sample in (i2, 9:, P), for an T mapping [0, +~)  into itself, it is 
V(X, z) <_ V(XT) (21) 
PROOF. Of course it suffices to prove such a statement only for t = S~, i = 0, 1, . . .  For i = 0 this 
is guaranteed by X0 T = X0 T = Y0. Now suppose that (21) is true at time t = Sn, and show that 
it remains true for t = S,+1. By assumption V()(T +,_) _< V(X~+,_ ), because of (17). Now let 
T(S,+I)  = e and observe that either ~T = .~T in which case V()(sT +,) < V(Yn+I) and Sn+l 8,,+1- ' 
therefore v (xT  +,) _< v(xT . , ) ,  or 2 Ts.+, = Yn+I, in which case: 
a) either e = 0, so that 
v(Y.+,) = v(2L+,)= v(xL÷,) 
b) or it must be 
-[V(Y,t+a)-V(~+~. ) l+/~ ' --~ e-[V(Y,,+I)-V(X~+,_ ) ]+/ r  
Zi+, <_ e 
from which X T = Y.+x, too, and again V(X~,,+,) = V(2~.+1 ).S.+I 
As a consequence of the previous theorem and Theorem 1, the convergence in probability of 
V(X T) to zero is obtained for any schedule T such that T(t) --* 0 as t --* 0~. The choice of the 
schedule reflects the relative importance of local searches w.r.t, the proposals for jump. So the 
fact that it has to approach zero as the simulation proceeds is very intuitive. The optimal choice 
of T will rely on a more sharp convergence analysis, perhaps resulting in a Bayesian modelization 
of the a priori knowledge available on V, as suggested by Betrb [20]. 
The proposed algorithm resembles the behavior of one of the most used stochastic algorithm 
for global optimization, called multistart. Its simplest version is in fact a series of local searches 
started from points uniformly sampled in K, each one independently of the others [17]. In 
our algorithms these searches are stopped according to an annealing schedule, giving rise to 
a seemingly promising combination of both approaches. Of course, these conclusions must be 
validated by numerical results, which are currently under progress. These results will be compared 
with those obtained by Aluffi-Pentini et al. [21] by running the Langevin algorithm more than 
once, each time with a different constant emperature. 
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