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abstract
In this paper we demonstrate that signal propagation across a laminar sheet of recurrent neurons is max-
imisedwhentwoconditionsaremet.First,neuronsmustbeintheso-calledcentrecrossingconﬁguration.
Second, the network’s topology and weights must be such that the network comprises strongly coupled
nodes, yet lies within the weakly coupled regime. We develop tools from linear stability analysis with
which to describe this regime in terms of the connectivity and weight strengths of a network. We use
these results to examine the apparent tension between the sensitivity and instability of centre crossing
networks.
© 2008 Elsevier Ireland Ltd. All rights reserved.
1. Signal Propagation
Signal propagation is central to the control systems of all adap-
tive agents in that it is crucial for the effective transduction of
sensoryinputintomotoroutput.Biologicalsystemsseemtoachieve
successful signal propagation over extended networks of neurons
with relative ease. Feedforward neural architectures have been
employed to investigate how signals propagate across networks
and can construct complex mappings between input and output
(Litvaketal.,2003).However,ingeneral,biologicalneuralnetworks
are recurrent, even in systems that have previously been idealised
as feedforward in nature, e.g., the columns within the visual cor-
texhaverecurrentconnectionswithinandbetweenlayers(Carlson,
1991). Signal propagation across such recurrent networks is likely
tobemorecomplexthaninfeedforwardnetworks,whereitistaken
for granted.
There has been a deal of speculation in neuroscience concern-
ing mechanisms that could promote signal propagation across a
sequence of neurons (Turrigiano, 1999). One set of ideas involves
the behaviour of nodes that tend to interact at the centre of their
operating ranges. In general, networks of such neurons are thought
to be computationally rich. More speciﬁcally, in this regime, nodes
are maximally sensitive to input, potentially facilitating more efﬁ-
cient signal propagation across extended networks. Moreover,
Turrigiano (1999) describes how homeostatic processes (HPs) might
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actively “keep neurons at the centre of their operating ranges”
(Turrigiano, 1999).
Inspired by this work, Williams (2006) studied how an abstrac-
tion of these HPs affected the ability of a continuous time recurrent
neural network (CTRNN) to propagate signals. In this work, HP pro-
vided a simple feedback mechanism that altered the gain and bias
ofanodesuchthatitsinputtendedtolieatthecentreofitstransfer
function. He hypothesized that networks composed of such nodes
wouldbebetterablepropagatesignals,becauselocalHPatthelevel
of individual nodes would drive networks into the most sensitive
region of their dynamics.
Williams found that HP drove systems toward a conﬁguration
that has been identiﬁed as signiﬁcant within the CTRNN litera-
ture. In this so-called “centre crossing conﬁguration” all nodes in a
CTRNN interact at the centre of their sigmoid transfer functions
(Mathayomchan and Beer, 2002), a mathematical property that
bears close resemblance to the biological ideas highlighted by Tur-
rigiano, amongst others. Williams also demonstrated that signal
propagation was improved within such centre crossing networks.
However, this signal propagation was impoverished within
larger networks, and did not approach the performance achieved
by an equivalent feedforward architecture even for small networks
(personal communication). One possible reason for these results
can be induced from the original work on centre crossing CTRNNs
(Mathayomchan and Beer, 2002). Here, it was demonstrated that
the generation of rhythmic patterns evolved more readily in such
networks. This is due to the fact that centre crossing networks are
likely to produce oscillatory dynamics. Such oscillatory behaviour
is likely to corrupt the transmission of signals across extended net-
0303-2647/$ – see front matter © 2008 Elsevier Ireland Ltd. All rights reserved.
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works and explain why such networks would be outperformed by
feedforward networks that do not exhibit such autonomous oscil-
lations.
There seems to be a tension between these two accounts of the
utility of centre crossing networks. On the one hand, their sensitiv-
ity helps to prevent signal loss while, on the other, they are prone
to interfering reverberant activity. Here, we attempt to resolve this
conﬂict through the use of linear stability analysis and random
matrixtheory.Westartbybrieﬂyoutliningthetheoreticaltoolsthat
weemploybeforeapplyingthemtoasimplemodelofsignalpropa-
gationacrossalaminarCTRNN.First,weshowthattheMay-Wigner
stability theorem, originally derived for linear systems, constitutes
a bound on the stability of nonlinear CTRNNs. Then we go on to
demonstrate that signal propagation is maximised just below the
May-Wigner threshold for a number of CTRNN topologies. We con-
sidertheseresultsinrelationtothecentrecrossingideasdeveloped
within research on both natural and artiﬁcial neural networks.
2. Linear Stability Analysis
In this section, we show that it is possible to obtain insights
into the properties of an ensemble of nonlinear systems using lin-
ear stability analysis (LSA). Speciﬁcally, we claim that this type
of analysis allows us to demarcate stable and unstable regions in
the CTRNN parameter space. We start by demonstrating that the
absolute strength of the coupling around all CTRNN equilibria is
bounded by their weights. We then present results that allow us to
describe a stable region in the parameter space of linear networks
with weights that are normally distributed. Finally, we combine
these insights and argue that they allow us to numerically and
analytically calculate a bound for the stability of CTRNNs.
2.1. Coupling in a CTRNN at Equilibrium
TheCTRNN(Beer,1995)orleakyintegrator,equationforNnodes
is given by
˙ yi =− yi + tanh
⎛
⎝
N  
j=1
ωijyj +  i + Ii
⎞
⎠ (1)
where yi represents activation at the ith neuron, ωij is the weight
on the connection between neurons i and j,  i is the bias value at
the ith neuron, and Ii is the sensory input at node i and is assumed
to be zero unless speciﬁed. Note: in this work, for simplicity, we
neglecttheusualtimescaleparameter i.HenceeachCTRNNisfully
parameterized by the set of weights and biases [˝, ].
Analysis of the dynamics of these systems is difﬁcult even in
the two-node case, see Beer (1995). However progress can be made
by examining the dynamics around such a system’s equilibrium
positions(Strogatz,1994).Forexampleconsideratwo-nodeCTRNN
given by
˙ y1 =− y1 + tanh(ω11y1 + ω12y2 +  1)
˙ y2 =− y2 + tanh(ω21y1 + ω22y2 +  2)
(2)
Now the equilibrium positions of this system correspond to points
in phase space where both of the derivatives with respect to time
of the system are equal to zero. Setting the LHS of each of Eq. (2) to
zero gives the equations
y2 =
atanh(y1) − ω11y1
ω12
−
 1
ω12
y1 =
atanh(y2) − ω22y2
ω21
−
 2
ω21
(3)
where atanh(x) is just the inverse of the hyperbolic tangent func-
tion, tanh(x). Plotting the resulting curves, which are known as the
Fig. 1. A schematic of the nullclines of Eq. (2) plotted in phase space. The left-hand
panel shows both nullclines intersecting at three points. (A) is an unstable equilib-
riumand(B)and(C)arestableequilibria.Thedottedlinemarksthesystemtrajectory
through the phase space which starts from an initial condition very close to (A) and
then diverges toward (B). The right-hand panel shows an enlargement of the region
marked by the dotted box in the left-hand panel. In this region the nullclines are
approximately linear.
nullclines of the system, yields Fig. 1. The equilibrium positions of
the system are given by the intersection of the curves. In general
there may be multiple equilibria but let us inspect the dynamics
around one particular equilibrium (y1 = y∗
1,y 2 = y∗
2).
Inordertodeterminethedynamicsofthesystemletuscontinue
and linearize the system around a general equilibrium (y∗
1,y ∗
2). To
do this we construct the Jacobian (Strogatz, 1994; Murray, 1989) of
the system as
J =
 
ωeff
11 − 1 ωeff
12
ωeff
21 ωeff
22 − 1
 
y∗
1,y∗
2
(4)
wherefornotationaleasewehavemadethefollowingsubstitutions
ωeff
ij ≡ ωij
d[tanh(Ui)]
dUi
(5)
and
U1 = ω11y1 + ω12y2 +  1U2 = ω21y1 + ω22y2 +  2 (6)
The Jacobian consists of a set of effective weights (ωeff
ij ) that com-
prise a matrix that constitutes the operator of a linearised system
describing the dynamics in a local region around the equilibrium
(y∗
1,y ∗
2); see right-hand panel of Fig. 1. These effective weights
not only depend on the actual weights but are also modiﬁed by
the parameter  i and, more generally, by the equilibrium position
(y∗
1,y ∗
2) through Eqs. (5) and (6). Intuitively one can think of this
as a modiﬁcation of the linearised interaction of the variables that
depends on the slope of their transfer functions around the equi-
librium position. For example if the equilibrium of a system lies at
the extremities of two units’ transfer functions (e.g. y∗
1 = 0.9 and
y∗
2 = 0.9) then they would interact in a much weaker way than if
the equilibrium were at the centres of their transfer functions (e.g.
y∗
1 = 0 and y∗
2 = 0). Consequently the former would have low effec-
tive weights while the latter would have high effective weights.
This process is easily generalised to an N-node CTRNN. Specif-
ically its possible to linearise the dynamics of an N-node CTRNN
aroundthegeneralequilibriumy∗ ≡ (y∗
1,...,y ∗
N).ThisyieldsaJaco-
bian of the form
J =
⎛
⎝
ωeff
11 − 1 ... ω eff
1N
. . .
. . .
ωeff
N1 ... ω eff
NN − 1
⎞
⎠
y∗
(7)
where we have made the following substitutions
ωeff
ij ≡ ωij
d[tanh(Ui)]
dUi
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Fig. 2. A typical sigmoidal transfer function, here, the hyperbolic tangent (the
dashed line) and its ﬁrst derivative, in this case sech
2(x) (the solid line). By deﬁ-
nition, this derivative reaches a maximum coincident with the maximum gradient
of the sigmoidal transfer function which, for any canonical transfer function, will
occur for U = 0.
and
Ui =
N  
j=1
ωijyj +  i (9)
It can be shown that the stability of the system around y∗ is com-
pletely determined by the eigenvalues of the Jacobian (Strogatz,
1994). Speciﬁcally, a system is said be stable (i.e., it will quickly
return after small perturbations) if all the real parts of the eigen-
values of the Jacobian are negative. Conversely, it will be unstable
(i.e., small perturbations from equilibrium will diverge away) if
any of the real parts of the eigenvalues of the Jacobian are pos-
itive (Strogatz, 1994). Consequently, for any given equilibrium in
any given network it is possible to numerically calculate its stabil-
itybycalculating,andtheninspecting,itseigenvalues.Weshalluse
this technique extensively in later sections.
TheJacobianforthissystem,andhenceitsstability,isdependent
on y∗,   and ˝; see Eqs. (8) and (9). However, it is possible to
determine an upper bound on the absolute values of the entries
of the Jacobian in terms of only the weight values, ˝. Speciﬁcally,
the contribution of y∗ and   to the Jacobian is constrained by the
maximum value of the ﬁrst derivative of the transfer function (in
this case the hyperbolic tangent function). Now Fig. 2 shows how a
hyperbolic tangent function, and its ﬁrst derivative, sech
2(x), vary
with their arguments. The latter reaches a maximum value of unity
when x = 0 and tends towards zero on either side.
We can therefore deduce that the maximum absolute values of
the effective weights will be achieved when this function evaluates
to unity in which case they will equal the original network weights,
i.e.,
Max[|ωeff
ij |] =| ωij| (10)
Assuch,themaximumpossibleabsolutemagnitudeofthecoupling
aroundanyequilibriuminanonlinearsystemwithweights˝isjust
determinedbytheweightsthemselves.Variationintheequilibrium
position y∗ and the biases   may only reduce the coupling from
this value. Furthermore, it is centre crossing networks that achieve
thismaximumpossibleabsolutecoupling,since,forsuchnetworks,
nodes interact at the centre of their transfer functions, where the
derivative is maximal. We present a more detailed version of this
argument elsewhere (Buckley, 2007).
2.2. The May-Wigner Threshold
In order to characterise general conditions for stability in
CTRNNs,wewillmakeuseofworkoriginallycarriedoutbyGardner
andAshby(1970)andlaterformalizedbyMay(1972).Inanowclas-
Fig. 3. Curves represent the impact of variance in a network’s weight strengths,  2,
on the probability of network stability for three different classes of network, with
the vertical line indicating the prediction made by the May-Wigner threshold. First
(solid line), probability of stability in linear networks comprising N = 100 nodes of
the kind studied by Gardner and Ashby (1970). Each network is fully connected and
is deﬁned by a normally distributed weight matrix with variance  2 and zero mean,
normally distributed biases with variance var( ) and zero mean, and self-weights
ωii + ˇ,whereˇ =− 1(seetextfordetails).Theprobabilityofstabilityisdetermined
by inspection of the numerically calculated eigenvalues of the Jacobian. Second (cir-
cles), fully connected networks of 100 unbiased CTRNN nodes (i.e., var( ) = 0) with
connection weights speciﬁed by the same matrices. Third (squares), the same sam-
ple of CTRNNs with node biases drawn from a normal distribution with zero mean
and variance, var( ) = 4. The proportion of networks that do not exhibit oscillatory
behaviour is employed as a proxy for stability. Each data point is the average of 50
network realisations, and the error for all data points is less than 2%.
sic study, Gardner and Ashby (1970)1 investigated stability criteria
for large complex systems in terms of the effect of a network’s size,
connectivityandweightstrengthonitstendencytoexhibitastable
point attractor. Gardner and Ashby considered linear networks of
the following form
˙ yi =− yi +
N  
j=1
ωijyj (11)
They employed a numerical method of determining stability in
networks of varying size, N, and connectivity, C. For example con-
sider a network where the entries of ˝ are drawn from a normal
distributionwithzeromean,haveavariance, 2,andwhereasmall
negativevalueˇisaddedtoeachself-weighttostabilisethesystem.
Gardner and Ashby (1970) found that the probability of network
stability, p, falls with increasing network size. Furthermore, it was
observed that networks have a high probability of stability if either
 2 or C are low, and that this probability decreases with increasing
C or  2 (see Fig. 3, solid line).
Later, May (1972) was able formalize these ﬁndings using ana-
lytical results from random matrix theory (Wigner, 1959; Mehta,
1967). He was able to derive a critical threshold below which any
network has a high probability of stability. Consequently it is pos-
sible to show that in the limit of large system size (N   1 )as y s t e m
is almost certainly stable if
√
NC  < 1 − ˇ (12)
This result, often referred to as the May-Wigner stability theorem,
corresponds well with Gardner and Ashby’s original ﬁndings and
still holds as a very important threshold (Sinha and Sinha, 2005).
Note: here we have made a small amendment to May’s original
formulationbyincorporatingthetermˇtoaccountfortheinclusion
1 Solow et al. (1999) point out an error in this paper. However, this error only
constitutes a quantitative correction to the paper’s numerical results and does not
impact on the overall message of the paper.Please cite this article in press as: Buckley, C.L., Bullock, S., Sensitivity and stability: A signal propagation sweet spot in a sheet of recurrent centre
crossing neurons. BioSystems (2008), doi:10.1016/j.biosystems.2008.05.026
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of an additional self-weight term, see Buckley (2007).F r o mE q .(12)
wecanthendeterminecriticalthresholdsforboththevarianceand
connectivity. Speciﬁcally, a system is almost certainly stable if the
variance,  2, conforms to the following inequality
 2 <  2
MW ≡
(1 − ˇ)
2
NC
. (13)
Or, equivalently, a system is almost certainly stable if the connec-
tivity, C, conforms to
C<C MW ≡
(1 − ˇ)
2
N 2 . (14)
Fig.3reconﬁrmsthecanonicalresultthattheimpactofvariance
in a network’s weights on its probability of stability (as determined
numerically for a sample of networks) agrees well with the analyt-
ically derived May-Wigner threshold. In order to make use of this
powerful result, we will need to consider how it might be applied
to the nonlinear CTRNN.
Note: several papers have claimed that some of the conclusions
in May (1972) are incorrect. These concern the observations about
the stability of modular systems (Solow et al., 1999) or the fact that
there are exceptions to the prediction of instability in the limit of
large system size (Cohen and Newman, 1985). These criticisms do
not alter the overall message of the paper nor the derivation of the
May-Wigner threshold and consequently are not considered in the
work presented here
2.3. The Stability of CTRNNs
Given the results of the last two sections, it is now possible
to determine general conditions for the stability of CTRNNs with
normally distributed weights. We will achieve this by using linear
analysis tools to consider their (nonlinear) behaviour around an
arbitrary equilibrium, y∗. Consider a fully connected CTRNN with
N nodes and weights normally distributed with variance  2 and
ˇ =− 1. Here, the network biases,  , are similarly distributed nor-
mally with zero mean and variance var( ).
While the May-Wigner threshold applies directly to systems of
linearelements,thenonlineartransferfunctionsofaCTRNNrequire
us to employ the reasoning introduced in Section 2.1. Since the
absolute values of the effective weights associated with a partic-
ular equilibrium in a network’s dynamics cannot be greater than
that of their corresponding actual weights (|ωeff
ij |≤| ωij|), and these
weights are normally distributed with zero mean, the variance of
the effective weights cannot be greater than that of the actual
weights ( 2
eff ≤  2; see Appendix A). Hence, if the variance of a
network’s actual weights lies below the May-Wigner threshold
( 2
act <  2
MW), so will the variance of any set of effective weights
( 2
eff <  2
MW). There is a slight complication here, since the May-
Wigner threshold does not speak to weight distributions with
non-zero mean, or weight distributions that are non-normal. How-
ever, the crucial consideration is that each eigenvalue associated
with any network equilibrium is never more likely to have a pos-
itive real part than the equivalent eigenvalue associated with the
centre crossing equilibrium. Consequently, for any CTRNN where
 2
act <  2
MW, each and all of its equilibria will have a high probabil-
ity of stability. Furthermore, the maximum absolute coupling and
hence the least stable network equilibrium will occur for an equi-
librium at the centre crossing point, i.e., when all nodes intersect
at the centre of their sigmoidal functions such that ωeff
ij = ωij,∀i,j.
The network simulation results presented in Fig. 3 are con-
sistent with this line of reasoning, suggesting that it is valid to
co-opt these linear stability results in order to characterise the
onset of instability in nonlinear CTRNN systems. Here, networks of
100 nodes with weights and biases distributed as described above
Fig. 4. A laminar sheet of N CTRNN nodes arranged in an array with width, W, and
length, L, is driven by a square wave input signal at one corner node. The correlation
betweenthisinputsignalandtheoutputtakenfromthediametricallyopposednode
is measured for three different topologies: (a) a rectangular lattice, (b) the same
lattice randomly rewired such that every node is assigned k = 4 incoming edges at
random, but out degree is free to vary, (c) a fully connected network.
were forward integrated for 1000 time steps with a Euler step of
ıt = 0.05. As an indication of instability in these networks, oscilla-
tory behaviour is tested for by measuring the average deviation of
each variable from the mean after a transient period of 500 time
steps. The May-Wigner threshold and a numerical calculation of
stability around the centre crossing point (i.e., the point where the
coupling around equilibrium is maximal) are also presented. Both
for cases where nodes are unbiased (var( ) = 0, circles) and where
biases vary (var( ) = 0, squares), no simulated network below the
May-Wigner threshold exhibits oscillatory behaviour. Clearly, net-
works may be unstable in other ways, but the fact that we see
no oscillatory behaviour below the threshold can be taken as rea-
sonable evidence for the stability in that region. CTRNNs in this
stable region bounded by the May-Wigner threshold can be con-
sideredtobeexamplesofweaklycoupledsystemswhicharestudied
throughout neuroscience and are considered to be good models of
the dynamics of networks of neurons in many parts of the nervous
system (Hoppensteadt and Izhikevich, 1997).
3. Signal Propagation in a Recurrent Sheet of CTRNN Nodes
Here we examine signal propagation across laminar sheets of
CTRNN nodes utilising the tools developed within the previous
section. Each sheet consists of N = 60 nodes arranged in a L × W
rectangular array. The networks are connected according to vari-
ous topologies, see Fig. 4. Each connection within the network (i.e.,
the value of each entry in the weight matrix, ˝) is drawn from a
normal distribution with zero mean and variance  2. Similarly, the
biases of each network are drawn from a normal distribution with
zero mean and variance var( ). The self-weight parameter, ˇ,i ss e t
to negative one for all networks such that each node is intrinsically
stable. All networks are forward integrated with an Euler step of
ı = 0.05.
A square wave signal is applied to the input node i = 1. This
comprisesintervalsoflowstimulation,I1 = 0,forperiodsuniformly
distributed over the interval [50,400] time steps, and high stimu-
lation, I1 = 1, with length uniformly distributed over the interval
[50,200] time steps, see the top two panels of Fig. 5. We measure
thecorrelationbetweentheinputsignalandtheoutputsignalfrom
the diametrically opposite node, see Fig. 4. Note: calculating corre-
lation involves scaling each signal by its variance and is therefore
insensitive to the absolute magnitude of the signal. However, here
we apply a small magnitude noise signal to each node (≈10−6)a tPlease cite this article in press as: Buckley, C.L., Bullock, S., Sensitivity and stability: A signal propagation sweet spot in a sheet of recurrent centre
crossing neurons. BioSystems (2008), doi:10.1016/j.biosystems.2008.05.026
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Fig.5. PlotsofnetworkactivityovertimeforthelatticenetworkreportedinFig.4parameterisedbelowtheMay-Wignerthreshold(left-handpanels)andaboveit(right-hand
panels). The two top panels show the input signal and the scaled output signal, solid and dashed lines respectively. The bottom two panels show a representative selection
of the absolute activation values for all nodes. Note the difference in scale of y-axes on the bottom pair of graphs. The delay between the input and output signal is marked
on the top-left panel.
every time step, which effectively masks any correlation between
the input and extremely small output signals. Finally, the phase
delay between input and output signal imposed by the shortest
path length separating the input node from the output node is
corrected for such that, for every measurement, the correlation is
maximised, see the top left panel of Fig. 5.
Firstletusconsidersignalpropagationacrossnetworksinacen-
tre crossing conﬁguration. Unlike the more complicated criterion
forcentrecrossingconﬁgurationemployedby(Mathayomchanand
Beer, 2002), for the system described by Eq. (1) a centre cross-
ing conﬁguration can be straightforwardly obtained by setting
 i = 0,∀i. This condition ensures that there is a network equilib-
ria when all node activations are zero, y∗ = [0]. Note: for a given
parameter set there is only one centre crossing conﬁguration.
Fig. 5 shows typical traces of the input, output and inter
node activations for a lattice network (see Fig. 4a). The two left-
hand panels depict the dynamics of a lattice parameterised to lie
within the weakly coupled region below the May-Wigner thresh-
old. The output signal closely maps the input with some consistent
delay, but the absolute magnitudes of the node activations are
very small, since the signal is signiﬁcantly attenuated as it tra-
verses the lattice. As a result, signal propagation performance is
critically dependent on the scale of any noise within the sys-
tem. For systems with small weight values, the output signal is
so small that it is washed away by the internal noise injected
at each node. The two right-hand panels depict the dynamics
associated with a lattice parameterised to lie above the May-
Wigner threshold. Networks in this region exhibit high magnitude
complex dynamics unrelated to the input signal. In general the
absolute value of the propagated signal increases with weight
variance. Note the difference in scale on the y-axes of the lower
panels.
Fig. 6. The input/output correlation, corr(Input/Output), versus the log of the variance of the weights, log10( 2) for rectangular laminar networks with length (L = 15) and
width (W = 4) and all biases,  , set to zero. The solid line in the left-hand panel and the circles and squares in the right-hand panel show the correlation for a lattice network
(see Fig. 4a), randomly rewired lattice network (see Fig. 4b) and fully connected network (see Fig. 4c), respectively. The dot-dashed lines are the respective numerically
calculated probabilities of stability, and the vertical lines represent the analytically derived May-Wigner thresholds. Each data point is calculated as the average if 50 network
realisations. Error-bars are given for each measurement of correlation.Please cite this article in press as: Buckley, C.L., Bullock, S., Sensitivity and stability: A signal propagation sweet spot in a sheet of recurrent centre
crossing neurons. BioSystems (2008), doi:10.1016/j.biosystems.2008.05.026
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Fig. 6 shows how the input/output correlation,
corr(Input/Output), varies with the log of the variance of the
weights, log10( 2) in a lattice with L × W = 15 × 4 for the three
different network connection topologies given in Fig. 4. Note: the
connectivity, C, in each network is dictated by their structure.
Speciﬁcally for both the lattice and the rewired lattice each node
has k = 4 incoming connections which is equivalent to a connec-
tivity of C = Nk/(N2 − N) while the fully connected network has
connectivity of C = 1.
The left-hand panel presents results for a lattice network
(see Fig. 4a), and shows that the input/output correlation rises
and then falls with the variance of the weights. More speciﬁ-
cally, there is an intermediate region where the coupling between
nodes is high enough to resist signal attenuation, but low enough
to avoid instability. This “sweet spot” is located just below
the May-Wigner threshold (the vertical dashed line given by
Eq. (13)).
The right-hand panel of Fig. 6 presents results for a rewired
lattice (Fig. 4b) and a fully connected network (Fig. 4b). For these
topologies, the short path length between input and output nodes
ensures that the signal attenuation problem suffered by the lattice
isnotassigniﬁcant.Asaresult,highinput/outputcorrelationcanbe
achieved with low weight variance and furthermore the peak cor-
relationachievedisappreciablyhigherthaninthelattice.However,
the ﬁgure conﬁrms that signal propagation still falls sharply above
theMay-Wignerthresholdforthesenetworks,despitethepotential
advantage conferred by their short minimum path lengths. Inter-
estinglytheinput/outputcorrelationcanstillbeimpoverishedeven
ifadirectconnectionbetweeninputandoutputnodesexists.Thisis
becauseinanunstablenetworkconnectionsincidentontheoutput
node will act as a source of noise.
Across the different network topologies explored here, the fall
in performance associated with high weight variance is well pre-
dicted both by the numerically calculated probability of stability
and the analytically calculated May-Wigner threshold, further sup-
porting the arguments made in Section 2.3. Speciﬁcally, as the
weight variance exceeds this threshold, reverberant oscillation and
node saturation associated with the unstable regime destructively
interferes with the transmission of information.
ItisclearfromFig.6thatpathlengthaswellasnetworkstability
impacts on the signal propagation in CTRNNs. Consequently, here
we explore this relationship in more detail. To do this we start by
constructinga2-DlatticeofsizeL × W (seeFig.4a)whereeachnode
has k = 4 incoming connections (in degree). Each connection then
has a probability, pr, of being randomly rewired to another node
while preserving the in degree at each node. This rewiring process
altersthenetworkfromalattice(pr = 0),withalongminimumpath
between input and output, to a random graph (pr = 1) with a much
shorter minimum path. This method is similar to that employed
by Strogatz (1994) in investigating the small-world phenomenon.
Note: the rewiring process preserves both the connectivity and the
variance of the weights of each network and hence does not effect
their stability (see Sinha, 2005 for a detailed discussion of this).
Fig. 7 shows how the correlation between input and output
varieswithlogoftherewiringprobabilityforrewiredlatticesofsize
L × W = 15 × 4 (solid line), 30 × 2 (circles), and 60 × 1 (squares).
The variance of the weights,  2, is set according to Fig. 6 such that
it maximises signal propagation.
The dotted line gives an indication of the path length between
input and the output. This is calculated as the ratio between actual
path length,  , and the path length in the original lattice,  0 ≡
 (pr = 0).
The poorest signal propagation occurs in the longest lattice (i.e.,
L =× W = 60 × 1 and pr → 0) because this has the largest path
length between input and output and consequently the signal is
Fig. 7. The input/output correlation, corr(Input/Output), versus the log of the
rewiring probability, log10(pr), for randomly rewired lattices of size L × W = 15 × 4
(solid line), 30 × 2 (circles) and 60 × 1 (squares). All biases,  , are set to zero. The
dotted line gives an indication of the path length between input and output. This is
calculated as the ratio between shortest path length between input and output,  ,
and the path length between the input and output in a lattice,  0 (i.e., when pr = 0).
Each data point is calculated as the average over 50 network realisations. Error-bars
are given for each measurement of correlation.
highly attenuated. Both random rewiring and shorter lattice length
have a beneﬁcial effect on signal propagation because they reduce
thepathlengthbetweeninputandoutputandconsequentlyreduc-
ing signal attenuation.
Fig. 8. The input/output correlation, corr(Input/Output), versus the log of the con-
nectivity, log10(C), for two random graphs. The top and bottom panels present the
results for networks with variance  2 = 1 and  2 = 0.5, respectively. All biases,
 , are set to zero. The dot-dashed lines are the respective numerically calculated
probabilities of stability, and the vertical lines represent the analytically derived
May-Wigner thresholds. The dotted line gives the probability that a route between
input and output exists. This is calculated as the ratio between the number of net-
work with and without routes between input and output for a given connectivity, C.
Each data point is calculated as the average over 50 network realisations. Error-bars
are given for each measurement of correlation.Please cite this article in press as: Buckley, C.L., Bullock, S., Sensitivity and stability: A signal propagation sweet spot in a sheet of recurrent centre
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Fig. 9. The input/output correlation, corr(Input/Output), versus the log of the vari-
ance of the biases, log10( ), for networks of size, L × W = 15 × 4, connected as a
lattice (solid line), rewired lattice (circles) and fully connected (squares). All net-
works have weight variance,  2, which maximises the signal propagation across
unbiased networks. Each data point is calculated as the average of 50 network real-
isations and representative standard deviations are given by the error bars on the
solid line.
Fig. 8 shows how the correlation between input/output varies
with connectivity. Each network consists of N = 60 nodes where
each pair of nodes is connected with probability C. The top and
bottom panels show the results for network weights normally dis-
tributed with variance  2 = 1 and  2 = 0.5 respectively. In both
panels the input/output correlation rises and then falls with the
connectivity. Again the onset of the decline in signal propagation is
well predicted by both the numerical calculation of stability (dot-
dashed line) and the May-Wigner threshold (vertical dashed line
given by Eq. (14)).
The dotted line in both plots gives the probability that a path
exists between input and output. For an ensemble of networks
with a given connectivity this is calculated as the ratio between the
number of networks with and without a path between input and
output.FromFig.8wecanseethatthispropertyconstitutesalower
bound on the signal propagation across the network. For example,
for  2 = 1 (the top panel) the peak input/output correlation is less
than the equivalent value when  2 = 0.5 (the bottom panel). This
is because at the sweet spot just below the May-Wigner thresh-
old there is a lower probability of a path existing between input
and output for  2 = 1 (the top panel) than for  2 = 0.5 (the bottom
panel). Again there exists an intermediate region for which signal
propagation is maximised.
How do these results generalise to networks that are not in a
centre crossing conﬁguration? Fig. 9 shows how the input/output
correlation varies with the log of the variance of the biases,
log10(var( )), for the three different network topologies. In
each case, the variance of the weights,  2, is set according to
Fig. 6 such that it maximises signal propagation for unbiased
networks. In all cases, increasing variance damages signal prop-
agation. Nominally, this result is in line with Williams and Noble
(2007).
Theeffectivesignalpropagationinboththefullyconnectednet-
workandtherewiredlatticeismoreresistanttoincreasingvariance
in  . This is likely to stem from the involvement of fewer nodes in
thepathalongwhichthesignalpropagates.However,thekeyobser-
vation here is that departure from centre crossing conﬁgurations
does damage signal propagation.
4. Discussion and Conclusion
Here, we have suggested that not only is signal propagation
across CTRNNs, and recurrent networks in general, maximised
when they are in a centre crossing conﬁguration, but that they
must also lie within the weakly coupled regime bounded by the
May-Wigner threshold. Signal propagation in networks parame-
terised such that they lie above this threshold will suffer from
interference due to reverberative activity. However, networks that
lie too far below the May-Wigner threshold are also unlikely to
be effective for signal propagation. Such networks may lack a path
of connected nodes linking input and output as a consequence of
low connectivity, or, if such a path exists, may suffer from exces-
sive signal attenuation along it as a consequence of low weight
values. Of course, both of these problems may be minimised in
networks with low diameter, where the length of the minimum
path separating input and output is small. However, while such
networks may achieve high performance in signal propagation,
since we are interested in signal propagation as a proxy for signal
transduction, a requirement for the involvement of intermediate
nodes that can provide a substrate for successive computational
operations is implied, ruling out short path length as a solution
to signal transduction in general. These multiple considerations
combine to ensure that a region j ust below the May-Wigner
threshold is optimal for signal propagation in recurrent center-
crossing networks. This region combines stability (i.e., the absence
of reverberant oscillation) with signal strength (i.e., the ability to
resist signal attenuation over signiﬁcant path lengths, see Buckley
(2007)).
While this sweet spot may be associated with effective signal
p ropagation, one might be concerned that the class of networks
within the region are incapable of interesting signal transduction.
However, there is some suggestion that this worry is unfounded.
Echostatemachines,forexample,areaclassofneuralnetworkthat
makeuseofneuronslocatedwithintheregimethatwedeﬁnehere,
andhavebeenshowntobecapableofinterestingandefﬁcientcom-
putation (Jaeger, 2001). Such networks involve a large reservoir of
recurrent neurons parameterised at random, but constrained such
that they lie in the stable regime consistent with the May-Wigner
threshold. While each echo state machine exhibits only a single
transiently stable ﬁxed-point attractor, nevertheless, this class of
network has been shown to be a powerful computational architec-
ture (Jaeger and Haas, 2004).
The results presented here are founded on the conﬁrma-
tion that the weak coupling regime is well predicted by both
the numerical calculations of linear stability analysis and also
the analytical derivation of the May-Wigner threshold. That
linear tools such as these can be used to make headway
in understanding a class of nonlinear network is encourag-
ing, since there is real need to understand the dynamics of
CTRNNs.
While some models employ bio-inspired augmentation of
CTRNN-style networks (Husbands et al., 1998; Williams, 2004),
there is an increasing move in CTRNN research to treat them
as arbitrary dynamical systems. Indeed, this is founded on the
fact that they have been proven to be universal smooth func-
tion approximators (Funahashi and Nakamura, 1993). However,
it is one thing to demonstrate that a class of network is capable
of arbitrary behaviour in principle, and another to characterise
the type of behaviour that such networks are liable, likely, or
suitable to exhibit in practice (Bullock, 2006). Consequently, one
interesting task is to characterise the parts of CTRNN param-
eter space that readily enable adaptive behaviour of certain
kinds. In particular, how might speciﬁc bio-inspired mecha-
nisms (e.g., homeostatic plasticity, neuromodulatory gases, etc.)
be associated with regions within this space that scaffold generic
dynamics conducive to certain tasks. The work presented here
is intended as a contribution towards answering this style of
question.Please cite this article in press as: Buckley, C.L., Bullock, S., Sensitivity and stability: A signal propagation sweet spot in a sheet of recurrent centre
crossing neurons. BioSystems (2008), doi:10.1016/j.biosystems.2008.05.026
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Appendix A
Proof of a bounded variance. In this appendix we shall prove
that for a normal distribution with zero mean it is impossible
to increase the variance of a data set by any reduction of the
absolute magnitudes of any of the data points that comprise
it.
Consider a data set (S)o fN points with mean and variance given
by
¯ x =
1
N
N  
i=1
xi  2 =
1
N
N  
i=1
(xi − ¯ x)
2 (15)
respectively. Consider a transformation of this data set (S)t o
another (ˆ S) with mean and variance given by
¯ ˆ x =
1
N
N  
i=1
tixi ˆ  2 =
1
N
N  
i=1
(tixi − ¯ ˆ x)
2
(16)
respectively. Where now each data point is scaled by a value
ti which is constrained over the interval 0 ≤ ti ≤ 1. Conse-
quently, this transformation can only reduce absolute values
of data points. We can now restate the above conjecture
as
 2 − ˆ  2 ≥ 0
Substituting in Eqs. (15) and (16) we can obtain
1
N
N  
i=1
(xi − ¯ x)
2 −
1
N
N  
i=1
(tixi − ¯ ˆ x)
2
≥ 0
Collecting and rearranging terms gives
1
N
N  
i=1
x2
i (1 − t2
i ) − 2
¯ x
N
N  
i=1
xi + 2
¯ ˆ x
N
N  
i=1
tixi − ¯ ˆ x
2
+ ¯ x2 ≥ 0
Using Eqs. (15) and (16) this becomes
1
N
N  
i=1
x2
i (1 − t2
i ) − ¯ x2 + ¯ ˆ x
2
≥ 0
which can be rewritten as
1
N
N  
i=1
x2
i (1 − t2
i ) − (¯ x − ¯ ˆ x)(¯ x + ¯ ˆ x) ≥ 0
Now, again, using Eqs. (15) and (16) we can rewrite this as
1
N
N  
i=1
x2
i (1 − t2
i ) −
 
1
N
N  
i=1
xi(1 − ti)
  
1
N
N  
i=1
xi(1 + ti)
 
≥ 0
Using the substitutions
ai = xi(1 − ti) and bi = xi(1 + ti)
and rearranging we can and obtain
1
N
N  
i=1
aibi ≥
1
N2
 
N  
i=1
ai
  
N  
i=1
bi
 
which is always true by the Chebyshev sum inequality. 
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