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Abstract
optical techniques are used to characterise materials designed to emit and/ or detect in 
the infrared. Two tri-metal InGaAlAs quantum well (QW) laser structure samples 
grown on InP are compared at room temperature to a conventional benchmark InGaAsP 
QW structure also grown on InP. The spectroscopic methods used to characterise the 
samples include photo-modulated reflectance (PR), electro-modulated reflectance (ER) 
and surface photovoltage spectroscopy (SPS). The positions of the QW transitions are 
compared with a theoretical model of a QW to find the conduction band offset. The 
InGaAlAs material system is shown to have a much higher conduction band offset of 
-66% compared to that of -40% in the InGaAsP sample.
Having measured the QW bandgap and several higher order transitions successfully 
using conventional spectroscopic methods, a comparison with a novel spectroscopy 
teclinique, Fourier transform infra-red surface photovoltage spectroscopy (FTIR-SPS) is 
performed. The technique is designed to make use of the simplicity of SPS whilst 
avoiding the physical limitations of grating spectroscopy which occur towards the 
infrared. The technique is shown to be in good agreement with conventional, grating- 
based spectroscopic measurements on the same sample.
Four GalnSb/AlGalnSb type I QW laser structure samples grown on GaAs, aimed at 
emitting in the mid-infrared at -4  pm with increasingly strained QWs are analysed at 
room temperature using FTIR-SPS. FTIR-SPS detects both the barrier bandgap, the QW 
ground state and up to 5 excited state QW transitions. These results are compared to 
temperature dependent photoluminescence (PL) of the QWs, where possible, and to 
temperature dependent PR of the barrier. The behaviour of the laser structure samples is 
compared to similar measurements made on four analogous multi-QW samples designed 
to give clear PL. The FTIR-SPS results are compared to a theoretical prediction of the 
samples’ transition energies made using k.p theory. The theory and the experiment are 
shown to agree reasonably well if the theoretical QW energies are blue shifted by 
between 15 and 37 meV. The room temperature SPS measurements are also in good 
agreement with the temperature dependent PR of the barrier and PL of the QW.
A novel vertical cavity surface emitting laser (VCSEL) aimed at emitting at 2.3 |am at 
room temperature and a corollary sample with the top mirrors removed were studied 
using PR and reflectivity (R) measurements. Using PR it was possible to measure the 
position of the cavity mode (CM), QW and one higher order transition. These 
measurements were compared to device measurements made of the QW and CM 
temperature dependence. The behaviour of the QW was in good agreement with the 
device measuiements; however, there was some discrepancy in the energetic position of 
the CM in the two measurements. This is believed to be due mainly to effects of 
annealing the sample on the QW and CM. The measurements show that the device is 
strongly detuned at room temperature which is thought to account for its relatively poor 
behaviour.
Finally, an InAs QD LED and a dilute InAsN QD test structure were studied as a 
function of temperature using PL. The dilute nitride QD was found to give 
luminescence at up to 3.6 pm at room temperature. It is believed that this is the longest 
interband wavelength PL ever observed from QDs of this material system grown on InP. 
There is also a considerably reduced temperature dependence in the dilute nitride QD 
structure as compared to that of nitrogen-fiee InAs Qds.
This copy of the thesis has been supplied on the condition that anyone who consults 
it is understood to recognise that the copyright rests with its author and that no 
quotation from the thesis and no information derived from it may be published 
without the prior written consent of the author or the university (as may be 
appropriate).
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Chapter 1
Introduction
1. Introduction
This work mainly focuses upon studying and characterising a selection of topical and 
new semiconductor laser samples using a variety of spectroscopic techniques, most 
notably photo-modulated reflectance (PR), photoluminescence (PL) and surface-photo- 
voltage spectroscopy (SPS). This chapter gives a general introduction into the research 
area whilst explaining the purpose of this study; highlighting why and to whom it is 
interesting as well as the type of benefits that the data from the spectroscopy can result 
in.
1.1 Semiconductor Lasers
Over the past 50 years semiconductor lasers have become an integral part of many 
different facets of modern day life. The semiconductor industry is now a multibillion 
dollar industry; in 2008 worldwide sales totalled $250 billion dollars [1]. A major 
component of the industry is the telecommunications sector, where 1.3 pm and 1.55 pm 
lasers are used to emit light at the dispersion and absorption minimum of optical fibre 
which is used for high speed internet for example [2]. The dispersion minimum of 
optical fibre can be shifted to 1.55 pm [2,3] so having lasers that emit coherent light at 
this wavelength means that signals will travel further without degradation; making them 
higher quality and thereby reduce the need for boosting stations. This reduces the 
overall infrastructure cost and so the cost of communicating. Efficient, low power lasers 
operating at this wavelength are pivotal to having fast, cheap communication via the 
internet and telephone. These two things are relied upon by a large number of the 
world’s population both in a leisure capacity at home and in an economic capacity at 
work. Thus the benefits of improving laser performance and reducing laser cost in this 
wavelength range would be felt in a number of different ways and doing this requires 
research into the best laser design and the best laser production method.
The everyday uses of lasers, and so important aieas of laser research and development, 
are not limited to communication. Lasers are used to read data off disks such as CDs; 
information is etched into a disk and read off by a laser. The amount of information that 
can be stored in a fixed size is limited by the spot size of the laser beam reading off the 
data [4]; thus the shorter the wavelength, the smaller the spot size, the more information 
can be stored.
The development of this technology has seen the amount of data that it is possible to 
store on something the size of a CD say, which is approximately 700MB and is read by a 
laser operating at 780 nm [5], dramatically increase to the 5GB that DVDs can store, by 
having a mass-producible shorter wavelength 650 nm laser [5], to the current blu-ray 
DVDs, read by a 405 nm laser [5], and holding up to -25GB.
The development of efficient lasers working over 780 to 405 nm range to cheap, low 
cost, mass producible items has allowed the amount of information stored on a 
commonplace disc to increase by 35 times. The development of lasers with still shorter 
wavelengths which are cheap and readily available will see the amount of data stored on 
a disk increase even further.
From a medical point of view, lasers have a myriad of uses ranging from cancer 
treatment to cosmetic. Tattoos are removed by colour-matching the wavelength of the 
laser to one that the ink in the design will strongly absorb [6]. This causes the ink 
particles to fragment, allowing the body to remove them. In ophthalmology lasers are 
used to correct cataracts, reshape lenses and treat glaucoma. Many skin cancers can be 
treated by photodynamic therapy using lasers [7], and there are many more general laser 
uses. In surgery, for example, laser scalpels cut more finely than their traditional 
counterparts leading to less scarring and quicker healing times. Each of these 
applications would again be enhanced by having low cost, widely available lasers, which 
could be tailored specifically to the desired application rather than picking the laser 
which is the closest match to the desired specifications.
The laser structures studied in this work operate in the infrared, ranging in operating 
wavelength at room temperature from 1.3 pm, wavelengths ideal for 
telecommunications, to ~4 pm. Mid-infrared lasers operating in the 3-5 pm range can 
be used for many applications; this is the optical window of the Earth’s atmosphere (see 
Figure 1-1) and as such, lasers operating in this range are ideal for secure free space 
communication. This relies only on a detector and transmitter, making such 
infrastructure as underground fibre networks redundant. The potential savings from not 
needing to lay or replace underground cables are massive- one meter of optical fibre 
currently costs £3.80 [8] and Great Britain alone is just under 1000 km in length.
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F ig u re  1-1 Taken from R ef [9 ], shows the percentage o f  light transm itted through the atm osphere over a range o f  
wavelengths. The upper part o f  the plot shows the percentage transm ittance from the UV to the m icrowave spectrum. 
The bottom plot expands upon the transm ittance through the atm osphere o f  the infrared.
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This is not the only potential use of lasers operating at these wavelengths; 3.3 pm lasers 
are used in biomedical imaging [10,11,12] and lasers in this wavelength range can also 
be used for trace gas sensing. Many gaseous compounds have strong absorption lines in 
the range of 3-5 pm. For example, 3.55 pm lasers can be used to monitor the amount of 
HCl in the atmosphere and at 4.25 pm CO2 is strongly absorbing [10]. Being able to 
monitor trace gases such as these with a high degree of accuracy is highly important for 
monitoring the progress of global warming, for example. Precise measurements of the 
amount of CO2 in the atmosphere are vital to having correct models of climate change 
and more accurate predictions of its potential effects.
The uses listed above are but a few. It is clear that lasers have become integrated into 
modern life in a wide range of applications. Western society has become strongly reliant 
upon them and it is likely that their number of uses and types of use, and so our 
dependence upon them, will continue to increase. For these reasons, having lasers 
operational at room temperature, over a variety of wavelengths is extremely important. 
Improving devices is not easy- it is scientifically challenging, but it is of great 
importance technologically and socially and requires continued study. The remainder of 
this chapter discusses the samples studied in this work, the benefits of using optical 
spectroscopy and the type of information it can gather as well as what this information 
can be used for.
Of the samples studied in this work, 9 are laser structure devices, 5 are corollary samples 
designed to give strong PL and 1 is a light emitting diode structure (an LED). The 
samples studied are intended to develop and improve upon existing technologies for 
better operation over a range of wavelengths. They are designed to emit at 1.55 pm, 
2 pm, 3.9 pm and 4 pm. Spectroscopic techniques are used to study their band 
structure; the QW transition energies and the barrier bandgaps. A sound Imowledge and 
understanding of these things will improve current growth techniques and design 
procedures which will then lead on to the production of better, more efficient devices. 
The aim of this work is to characterise these samples and provide this information using, 
where possible, non destructive optical spectroscopy. Several different spectroscopic 
techniques are used in this work; reflectivity (R) measurements, photoluminescence 
(PL), modulation spectroscopy (MS) and surface photo-voltage spectroscopy (SPS). 
These techniques are discussed again in more detail in Chapter 2, which discusses the 
theoretical background to the techniques, and in Chapter 3 which talks about the 
methods of implementing the techniques in experiment.
1.2 Improving performance
In order to improve device performance simply characterising a sample is not enough, 
knowledge of how lasers work and what the characterisation information can be used for 
is necessary. This section discusses very simply how a generic semiconductor laser 
works and highlights information that would help to improve performance that 
spectroscopy could provide. (LEDs are not mentioned here as typically they have the 
same basic structure as a laser diode but tend to be less refined; with less optical 
confinement and less reflective mirrors either side of the gain medium [3].)
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1.2.1 Initial Lasers
An ideal laser emits coherent light at a single wavelength. In its simplest form, a laser 
consists of a gain medium in between two mirrors, often just the cleaved edges of the 
laser. These mirrors form an optical cavity. When light of a specific wavelength is 
emitted into the gain medium, it reflects back and forth between the two mirrors. As it 
journeys through the gain medium its intensity is amplified with each pass along the 
optical cavity by stimulated emission [13].
This occurs when an electron in an excited state is perturbed by a photon. The electron 
drops to a lower energy state, emitting a photon in the process which is coherent with the 
perturbing photon. The gain medium needs to have a population inversion for gain to 
happen, i.e. there needs to be a higher carrier density in the excited energy state than in 
the ground-state. This requires pumping (see Figure 1-2) to excite electrons from the 
low energy state to the high one. With sufficient pumping of the device, a population 
inversion is created and the intensity of the light in the gain medium increases. As real 
mirrors are never 100% reflective a proportion of light is continuously exiting the laser, 
when the intensity in the gain medium becomes sufficiently high, enough coherent light 
passes through the mirror to form a coherent laser beam [14].
Uj conductionband
c2 lightemissionpumping
"5 valenceband
electron wave number k
Figure 1-2, taken from R ef [15], shows the effect o f  pum ping on electrons in the valence band o f  a sem iconductor 
laser. The normally full valence band has electrons from it excited into the conduction band by a pump o f  energy 
higher than the bandgap. These electrons decay to a  state near the bottom  o f  the conduction band where they 
recom bine with corollary holes in the valence band, emitting light near the bandgap energy in the process.
The first working laser was demonstrated in 1960 by Theodore Maiman [16]. This laser 
was a solid-state ruby crystal-based laser, emitting light at 694 nm. It was highly 
inefficient, only worked at low temperatures and required a lot of power. The first 
semiconductor laser was demonstrated 2 years later [17]. Made from GaAs, it was 
essentially a p-n junction, with an applied a forward electrical bias which caused 
electrons and holes to be injected into the depletion region from opposite sides of the 
junction. When the electrons and holes met they recombined, emitting photons in the 
near infrared, at ~ 840 nm, in the process. This laser too was inefficient but over time 
performance has improved.
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1.2.2 Development of lasers
Ideal lasers do not exist. As mentioned in the previous section, initial lasers were very 
inefficient; the initial semiconductor laser could only be used in pulsed operation, when 
cooled to 77 K. This is starkly different to the lasers today which operate uncooled, at 
room temperature in continuous wave operation. It was improving laser design which 
has developed lasers sufficiently to allow this. A key part of laser design is to maximise 
the structure’s efficiency, and part of this means minimising loss and trying to ensure 
that all the power put into it is used to produce light. There are three main carrier 
recombination mechanisms within a laser; band to band recombination. Auger 
recombination and trap assisted or Shockley-Hall-Read recombination [18]. The latter 
two recombination methods are non-radiative and as such are considered as loss. 
Shockley-Hall-Read recombination occurs when electrons recombine with impurity 
states, not at the valence band edge. Thus any photon that is emitting cannot usefully 
contribute to lasing. In high quality crystals this type of recombination can be 
eliminated [19]. Auger recombination occurs when an electron from the conduction 
band moves to the valence band but instead of emitting a photon it transfers its energy to 
another electron (or hole), exciting it higher into the conduction (or valence) band (see 
Figure 1-3).
CONDUCTION BAND
HEAVY HOLE BAN!
UGHT H O L E BAND
S P L IT -O F F  BAND
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Figure 1-3 taken from [20] illustrates typical processes involved in Auger recombination. An electron 
from the conduction band recombines with a hole in the valence band. However, instead of emitting a 
photon, the resulting energy is transferred into exciting an electron (or hole) deeper into the conduction 
band (or valence band).
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In some devices, particularly those designed to work in the mid-inffared, non-radiative 
Auger recombination can account for 80% of the threshold current at room temperature 
[21] and can be responsible for the high temperature sensitivity of such devices [21]. 
For these reasons it is important to try to minimise non-radiative recombination 
wherever possible. Spectroscopy can provide information to understand the types of 
recombination processes occurring and help to decide how to maximise device 
performance.
Another method of improving laser performance is to improve the carrier confinement 
within the active region [13], i.e. to trap the carriers in the active region, reducing the 
number of carriers that escape into the surrounding regions of the device, meaning that 
many more electrons and holes can recombine and contribute to the light amplification 
process. It is also less likely for generated photons to be reabsorbed.
A major advance in laser performance was caused by the design of double-hetero­
structure lasers [22]. In these devices, the active region is sandwiched between two 
higher bandgap, bamer materials. This has a two-fold effect. Firstly, the barrier is a 
potential step and confines the electrons and holes to the active region more strongly. 
Secondly, light is also confined to the active region, due to the higher refractive index of 
the banier material.
If the active region is made thin enough, ~ a few monolayers, it becomes a quantum well 
(QW) (see Figure 1-4). This further confines the electrons and holes into a much smaller 
region. The volume of sample that then needs to be pumped to generate a population 
inversion is then also much smaller, making the threshold current density much lower 
[13].
Semiconductors lasers are “grown.” A wafer of laser is constructed by depositing 
different layers of material on top of one another i.e. a barrier layer is deposited on the 
wafer, then a QW layer and then another barrier layer etc. Until recently, all lasers have 
been edge emitters; the laser light has had to travel horizontally through the device’s 
gain medium to increase sufficiently in intensity. If the mirrors either side of the active 
region are highly reflective (-99%) it is possible for the light to travel vertically through 
the device (and a much smaller section of the active region) instead of horizontally and 
still have sufficient gain to lase [23]. Such a structure is knovm as a vertical cavity 
sui'face emitting laser or VCSEL.
VCSELs are composed of multiple distributed Bragg reflectors (DBRs) which are highly 
reflective (-99 % of light shone upon them is reflected) except at one wavelength known 
as the cavity mode (CM.) The device will only lase when the energetic position of QW 
bandgap and CM are overlapping. This creates several benefits; the CM has a higher 
temperature stability than the QW and as such VCSELs have better temperature 
stability, low threshold cuiTents, no mode hopping [23,24] and the ability to test devices 
on the full wafer (rather than having to cleave the wafer to measure edge emission.)
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Figure 1-4 shows a sim plified version o f  the changes in potential barriers as the design o f  lasers progressed from 
hom ojunctions to QW s. In the top part o f  the figure the hom ojunction can be seen; it has no real confinem ent and 
electrons or holes are free to m ove from one region to another. As such they are highly inefficient. The middle 
portion o f  the figure shows the next step in laser production, the doubie-hetero junction. These have a potential 
barrier to keep carriers in the active region, thereby increasing laser efficiency. The lower part shows the QW  laser, 
which confines carriers in one dim ension, concentrating carriers to regions where they can contribute to lasing.
1.2.3 Bandgap engineering
Having developed the QW laser, it is much easier to use lasers for the variety of 
different applications previously mentioned as they are less cumbersome, more efficient 
and work significantly better than their early predecessors. However, each of these 
applications is specific and requires specific characteristics e.g. a certain wavelength, to 
make it appropriate for the application it is desired for. Therefore it is necessary to tailor 
the design of a laser to make it match the end-users’ specifications and emit as 
efficiently as possible at its intended wavelength of operation.
Essentially, the emission wavelength of a semiconductor laser is controlled by the 
bandgap of its active region, though other factors like the well width have an effect on 
the lasing wavelength. There are several methods of altering the size of the bandgap 
and, in the process, the emission wavelength of the device. One is to change the 
temperature of the active region [25,26]. The wavelength a device emits at increases 
with temperature, staying approximately constant at low temperatures and increasing in 
an approximately linear fashion at high temperatures. Assuming that the laser emits 
over a wide range of temperatures, which is not always the case, changing the
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temperature of the device will allow its bandgap effectively to be tuned to a specific 
wavelength. The effect of changing the temperature on the bandgap of a material is 
discussed further in Chapter 2.
Another method of changing a device’s emission wavelength is to introduce strain into it 
[27]. This lifts the degeneracy of the light- and heavy-hole valence bands at A: = 0; the 
maxima of the bands in wave-vector space, and also changes the active region bandgap 
in the process [27]. The amount and type of strain introduced into the device affects the 
degree to which the bandgap alters; tensile strain makes the bandgap smaller whereas 
compressive strain makes the bandgap larger. However, highly strained devices have a 
tendency to be low quality devices as the strain introduces defects and dislocations into 
the structure [28].
A third method to alter the bandgap is to alter the composition of the active region [26]. 
Alloying with a material with a different bandgap causes the active region to have a 
combination attributes from each constituent element. The procedure for calculating the 
bandgap of a composite material is as follows:
The material parameter P (in this case the bandgap), of a given substance, made up of 
say two binary compounds AC and BC mixed together, in combination AxB\.xC, or rather 
can be calculated using the following formula [26]:
~  +  ( I  “  ^Wbc ~ ^ 0  -  x)c{x)
Equation 1
where c(%) is the empirically determined bowing parameter. The bowing parameter 
accounts for the non linear variation of material parameter as a material is changed from 
AB to AC. This is illustrated in Figure 1-5 which shows the effect on a material’s 
bandgap of changing the relative combinations of constituent elements. Often the 
material parameters have to be guessed at or extrapolated. Spectroscopy is a method of 
checking that the material parameters of a given material are what is expected. This is 
one of optical spectroscopy’s strengths- it is possible to perform many techniques on the 
wafer in a non-destructive way before the samples are processed- laser devices can still 
be made but the exact coefficients of the material are known.
The methods listed above are all simplistic methods for altering the bandgap of a 
material to a specific wavelength. There are more theoretical models, (some more 
physically realistic than others), which attempt to calculate the properties of a given 
structure.
The most straightforward of these is to treat the quantum well within the laser as 
perfectly square and calculate the energy levels of the well [29]. This usually gives a 
good approximation for the hmdamental QW transition but does not accurately take 
account of the curvature of the bands as a function of k which greatly affects the energy 
at which higher order transitions in a QW take place.
A more accurate and detailed approach, which takes the band curvature into account, can 
be achieved using kp  theory [26,30] a perturbation-based theory which is elaborated on 
in next chapter. However, whichever model is used to predict the QW band gap of a 
given material, at some point some material parameters will have to be inputted to the 
model and these are empirical quantities whose values need to be found and refined 
tlrrough spectroscopy.
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Figure 1-5 Talcen from  R e f [26], this figure show s the bandgap as a function o f  lattice constant for non-nitride III-V 
com pound sem iconductors (points) and their ternaiy alloys (lines) at zero tem perature, f ,  X  and L refer to the 
direction in /c-space along the lattice that is being travelled.
The aforementioned models will give estimates of any material’s bandgap but to 
rigorously test a model it is important to loiow that the input material parameters are 
correct. Only an experimental survey will give precise Imowledge on the characteristics 
of that device. Optical spectroscopy is a powerful tool for doing this which can fully 
characterise a device.
The behaviour of a real laser is complicated; all of the factors discussed above; 
temperature, band-structure, composition, affect and contribute to its overall 
performance. For a laser to operate effectively, it needs to be carefully designed to have 
low threshold current, minimal loss and an operating temperature of around room 
temperature. The knowledge necessary to create a laser that exhibits these qualities 
comes in large parts from spectroscopy and fi’om the techniques employed in this work. 
The first operational mid-infrared lasers typically had a high threshold current density, a 
low operating temperature and emitted at low powers [30]. Over the years a 
combination and comparison of mid-infrared laser spectroscopy with predicted QW 
transition energies from various models has refined laser design and improved device 
performance. However, room temperature, continuous wave operation is still not 
possible at many wavelengths and achieving it looks to be challenging [11,12]. A 
detailed knowledge of the material system; the QW bandgap, the barrier bandgap 
energies and the energy of any higher order transitions (HOTs) is particularly important 
to augment the design of mid-inhaied semiconductor lasers.
In order to continue to improve the quality of mid-infraied lasers it is necessary to have 
good characterisation information of narrow band gap materials’ electronic band 
structure. It is this that allows a laser to be designed to have specific qualities. 
Spectroscopic techniques like photoluminescence (PL), modulated reflectance (MR) and 
surface photo-voltage spectroscopy (SPS) are the tools which can provide the
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information necessary to do this as they can provided detailed information at a range of 
different temperatures without externally affecting the sample; most of the techniques 
used in this work are contactless and therefore non-destructive. Chapters 2 and 3 discuss 
the theoretical background and experimental implementation of the techniques used in 
this work.
In Chapter 4, three 1.55 pm laser samples are studied; two from a novel material, one 
from a conventional one. As discussed above, lasers of this wavelength are typically 
intended for use with fibre optics in the telecommunications industry. The novel 
material is designed to have a higher conduction band offset ratio which makes devices 
made from it more thermally stable than conventional lasers operating at this 
wavelength. This chapter demonstrates through the use of SPS and electro-modulated 
reflectance, ER, that the novel material does indeed have a higher conduction band 
offset ratio and therefore the aforementioned stability benefits.
Several of the above examples illustrate just how useful mid-infrared lasers are and how 
important it is to have lasers working in this range. However, until recently it’s been 
extremely difficult to optically characterise samples in the mid-infrared due to 
fundamental limitations of the characterisation techniques traditionally used [31] (see 
Chapter 3). This chapter goes on to discuss a novel technique developed here that 
overcomes these barriers, making optical measurements in the infra-red not only 
possible but also highly detailed and at room temperature.
In Chapter 5 a series of developing laser structure devices intended to lase at 3.9 pm at 
room temperature, that are eventually intended to be used for trace gas sensing are 
studied. There has yet to be a laser operating at room temperature at these wavelengths 
and these samples progressively come closer to achieving this. By using the novel 
technique discussed in chapters 3 and 4 the behaviour of these samples is characterised 
at room temperature, whilst more conventional techniques are used to characterise the 
samples’ temperature dependence. The QW transition energies are compared with a 
theoretical model and found to be in good agreement. However, the barrier bandgaps 
are found to be in considerable disagreement with literature values. With the 
information learned through characterisation the design and growth processes can be 
refined, which should make the next iteration of samples lase to higher temperatures.
Chapter 6 moves away from traditional edge emitting lasers to look at a vertical cavity 
surface emitting laser (VCSEL) designed to emit at 2.3 pm at room temperature and a 
corollary sample with its top mirrors removed. Temperature dependent PR, together 
with temperature dependent and angle dependent reflectivity measurements are used to 
gather information on the QW and CM behaviour in each sample. The samples are 
found to have a large detuning between the QW and CM at room temperature and this is 
thought to explain the relatively poor behaviour of devices made from this wafer.
Chapter 7 looks at a quantum dot (QD) InAs LED intended to emit at 2 pm and then at a 
dilute nitride QD InAs test structure which emits at 3.6 pm at room temperature. This is 
believed to be the longest wavelength PL emission observed from a material grown on 
InP.
Finally Chapter 8 concludes all the work studied in this thesis and suggests future work 
that could be done to continue to improve the knowledge and understanding of using 
optical spectroscopy to gain information on narrow band-gap semiconductors.
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Chapter 2:
Theory
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2. Theory
2.1. Light and matter
The basis of this work comes from the results of optical spectroscopy, or very simply, 
looking at how light interacts with matter taking information from the interaction.
When light falls on a material several things can happen to it; it can be reflected, 
refracted, transmitted, absorbed and re-emitted or scattered. Most likely is that a 
combination of these things will occur. Each of these things can be measured and can 
give infoiTnation about the material’s dielectric function, refractive index, layer 
thickness etc. and from this information we can learn and infer information about the 
band structure.
Reflection, refraction, absorption and transmittance of light can each form the basis of a 
spectroscopic technique. In this study, the aim of spectroscopy is to learn about the laser 
(or LED) stnicture sample to better understand it, and thereby to improve its design i.e. 
to learn more precisely about a sample’s material parameters and its band structure. 
Photo-modulated reflectance (PR), electro-modulated reflectance (ER), 
photoluminescence (PL) and surface-photo-voltage spectroscopy (SPS) all allow 
information about the band structure to be learned and are used to great effect in the 
following chapters.
The next sections discuss these techniques in more detail and look at what can be learnt 
from them with appropriate analysis.
2.1.1. Band structure and the dielectric function
An individual atom confined in a potential has discrete energy levels where an electron 
may or may not exist. These depend on several variables such as the width and depth of 
the potential it is confined in. When there are many atoms together these energy levels 
merge into bands (conduction and valence bands) [36]. Like in an individual atom, there 
are regions in these bands where an electron is forbidden to be, intercalated by the 
conduction and valence bands. The band structure can be thought of as a map of these 
forbidden regions. Its exact stmcture is dependent on the separation between the atoms 
in the substance and their confining potentials and so on the exact composition of the 
material.
The band structure can be defined by the amount of curvature of the energy-wavevector 
relationship in k-space as a function of A, the wavenumber, in a given direction (/", L or 
X). The curvature in each band is defined by the dispersion relations. These are derived 
from the relation between energy E, and momentum hk. In a semiconductor the 
electrons within the material can be thought of as nearly free [35] and near a critical 
point energy the energy-momentum relation can be written as follows:
£  = S^ A^ /2ffIeff 
Equation 2
Near the Brillouin zone centre, the above expression can be rearranged to be in terms of 
mass (see Equation 3) to give the dispersion relations. The mass in the dispersion 
relation, nieff, is an effective mass rather than an absolute mass, and its magnitude alters
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the behaviour of electrons (and holes) travelling under electric and magnetic fields 
where they can behave as nearly free electrons but with a different mass [35].
A"*d ‘E
2 y
Equation 3
When the effective mass of an electron is great the curvature of the band as a function of 
k is less. In a given semiconductor there is one conduction band (CB) and up to three 
valence bands (VB); the heavy hole VB, the light hole VB and the spin orbit VB. The 
bands differ in their amount of curvature as a function of k, the heavy hole band is a low 
curvature band, the light hole band is high curvature band (which when unstrained is 
degenerate at A: = 0 with the heavy hole band). The third band, the spin-split-off band is 
a second high curvature band, separated from the other two bands by an energy of Aq, 
the spin split-off energy. These bands interact with each other and this causes them to 
deviate from being parabolic [32].
The dispersion relations allow knowledge of the band-structure to be inferred from 
knowledge of an electron or hole’s effective mass. This information can come from 
spectroscopy, where as it will be discussed later, by using spectroscopic techniques to 
measure the energetic position of a material’s ground-state and higher order transitions.
One of the principle spectroscopic techniques used in this work is photomodulated 
reflectance (PR). In PR the complex dielectric function is perturbed (or modulated) and 
this causes a derivative-like change in the reflectivity spectrum around critical points 
(values of the wavevector k at which E(k) exhibits an extremum, e.g. a QW transition 
where the energy of a photon hm, is equal to the transition energy from the conduction 
band to the valence band Ecv.)
The complex dielectric function can be written in terms of its real and imaginary parts 
as:
£=£ : /  + \S2 
Equation 4
where the complex dielectric function s  , is composed of si and the real and 
imaginary parts of s  respectively, sj and S2 are related to the refractive index n and 
extinction coefficient (two quantities that can be directly measured by in experiment) 
in the following manner:
Si = and S2 = 'IriK 
Equation 5
£i and S2 are linked by causality. Because of this, the Kramers-Kronig transforms (see 
Equation 6 [36], where P  denotes the Cauchy principal value and cd the angular 
frequency of the electromagnetic wave) can relate the imaginary part of the dielectric 
function to the real part of the dielectric function. So knowing S2 allows us to calculate 
s\ and vice versa.
f  j (co) = —P 1^2
TV g { o ) '~ 0}
1 „ r^i(^ ')
7C (d -G )  
Equation 6
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The complex dielectric function s  can be shown to be [33]:
ff(®) = l + ~ f - ^ l  [d^k\Mcy\SQ\mco7r)
1 +
E cy ~  tico — /r  E qy — fico + zT
Equation 7
where \M^y\ is the matrix element of the perturbation, T is a phenomenological
broadening parameter describing broadening effects in interband transition processes 
and BZ denotes that the integral takes place over the 1®^ Brillouin zone.
From looking at the complex dielectric function, we can see that near a critical point s\ 
and E2 are expected to have the following form shown in Figure 2-1 [34].
ImR e
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Figure 2-1 shows a schematic of the real and imaginary parts o f the dielectric function S\ and S2 near a 
critical point transition energy (of frequency wCV)
2.1.2. TheJDOS
When an electron is excited from the valence band into the conduction band it leaves 
behind a hole. Holes can travel through the valence band in much the same way as 
electrons migrate through the conduction band and can conduct electricity and have 
many of the same properties as electrons [35]. It is easier to treat the valence band as 
empty with a few holes rather than full and lacking a few electrons and to then consider 
the availability of states in the CB and VB together, with a joint density of states (JDOS) 
[36].
In 3D bulk semiconductors the JDOS has a simple square root energy dependence near a 
critical point (if excitonic interactions and lattice perturbations dislocations, impurities 
and phonons are neglected) and can be expressed as [3]:
JDOS20 {Eye )  “ 2 * 3
Equation 8
where jti is the reduced effective mass ju^ = and mi^ and mh are the in-plane
effective masses for electrons and holes respectively. Eye is the transition from an 
electronic state in the VB to an electronic state in the CB and Eg is the material’s band 
gap. The JDOS for a bulk material is shown diagrammatically in Figure 2-2.
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Figure 2-2 amended from ref [37] shows the density o f states versus energy in semiconductor materials in 
(a) bulk material (b) quantum wells (c) quantum wfres and (d) quantum dots.
In a similarly simplified 2D model, such as a QW, the JDOS becomes a step like 
function, whilst in a OD system, such as quantum dot (QD) the JDOS becomes a series 
of spikes.
S2 can be shown to be approximately equal to a joint density of states (JDOS) i.e. the 
density of states available in both the conduction and valence bands for transitions to 
occur in [2,36]. The JDOS can be used to describe jointly the processes that occur 
simultaneously in the valence band and the conduction band e.g. the creation of a hole in 
the valence band and an electron the conduction band. It is a rapidly varying function of 
k  where V ^  {E^ = 0. £2 can be related to the JDOS in the following way [38]:
tie \M^y[ JDOS{Eyc)
Equation 9
The Kramers-Kronig transforms then allow the dielectric function to be expressed as the 
following function [39]:
E ( m )  = 1 + y  \w„(E)[T(nm-E)-T{na> + £)]cffi
^  c,v
Equation 10
In Equation 10 Wcy(E) represents the product of the transition probability at an energy E, 
averaged over the Brillouin zone, with the JDOS; 7" is a broadening function which 
represents the role of scattering and thermalisation in smearing out the energy levels.
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2.2. Spectroscopic techniques
In this work 3 main types of technique are used; photoluminescence (PL), modulated 
reflectance (MR) and surface photo-voltage spectroscopy (SPS).
2.2.1, Photoluininescence
PL is a good technique to provide information on the QW (or QD) ground-state 
transition of e.g. a laser sample. It is simple to implement; a laser of energy higher than 
the bandgap is used to excite carriers within the QW, which then emit photons 
approximately centred on the bandgap Eg, as they return to their lower energy state. The 
energy position of the maximum intensity of the PL peak Epl, is predicted from theory 
[9] to lie at an energy of Epl = Eg + O.SknT but typically Eg is much larger than ksT  [3]. 
For a detailed discussion of PL the reader is referred to Ref 9.
In this type of spectroscopy higher order carriers, the carriers involved in making higher 
order transitions, generally thermalise quickly and get to the lowest energy states much 
faster than recombination can happen so PL generally measures the lowest transition 
energies that occur [40]. In some samples excitons, i.e. a paired up electron and hole, 
lying slightly below the bandgap can give rise to peaks being seen a few of meV below 
the bandgap [41].
PL is a useful, relatively simple technique. However, it can often only observe the 
ground state transition and then often only at low temperatures. In addition to this, PL 
can be undetectable due, e.g., to absorbing caps, electron/hole separation in electric 
fields and defects or dislocation in the QWs [42,43]. Surface photo-voltage 
spectroscopy (SPS) and modulated reflectance techniques, like photo-modulated 
reflectance (PR) or electro-modulated reflectance (ER), are useful techniques which can 
provide ways around this. They are versatile techniques which can give detailed 
information on the semiconductor band-structure, and unlike typical PL, can give results 
at high temperature.
2.2.2. Modulation Spectroscopy
There are many different types of modulation spectroscopy, but in this work we use only 
photo-modulated reflectance (PR) and electro-modulated reflectance (ER). Despite 
slight differences in the application of each different technique the fondamental principle 
behind each type of MS is the same.
Modulation spectroscopy is classified into two different types; internal or external 
modulation [44]. When modulated internally it is the measurement conditions that are 
perturbed, e.g. the measuring wavelength could be modulated. External modulation 
changes the sample’s properties by applying for example, an electric field or modulating 
the temperature. It is external modulation that is the main focus of this work- the 
sample’s dielectric function is modulated by either an applied electric field in 
electromodulated reflectance (ER), or by a chopped laser beam in photomodulated 
reflectance (PR). This produces sharp derivative-like lineshapes wherever there is a 
critical point. The derivative-like nature of the spectra makes it much easier to see 
potential features in the spectra. As such MS has had great success in being able to 
measure not only the QW ground state, but also higher order transitions and the barrier 
bandgap, and often at room temperature [36,41] which has made the technique 
extremely valuable.
24
The modulated reflectance signal is defined by the Séraphin equation as:
AR I dR . I ÔR  ^ ^ — h--------- Asj — (xAs, + pAs-yR R d s ,  R d s ^  " ' '
Equation 11
where AR is the modulated component of the reflectivity R, Asj and As2 are the 
respective real and imaginary parts of the sample modulated dielectric function and a  
and p are the Séraphin coefficients.
In modulated reflectance techniques like ER and PR an external perturbation modulates 
the dielectric function. The fundamental difference between ER and PR is that ER uses 
an applied, modulating electric field to modulate the dielectric function whereas PR uses 
a chopped laser beam. PR is a contactless and completely non-destructive technique, 
which makes it certain that the measured results are of the behaviour of the sample alone 
and not an artefact of the contacts used to apply the field etc. This technique can reveal 
information on the QW transition energies and on the barrier bandgap energy.
In MS the Franz-Keldysh effect [45] can cause Franz-Keldysh oscillations (FKOs) to 
occur in bulk-like samples which have a moderately large internal electric field. These 
oscillations arise because the internal field causes the band profiles to tilt and the 
electron and hole wavefunctions then collect at opposite ends of the bands. For photons 
with an energy greater than the band gap, the oscillatory portion of the electron and hole 
wavefunctions overlap with different phases, causing the oscillatory component of the 
FKO [9]. The evanescent tail of the FKO arises as only the part of the wavefunctions of 
photons of energy less than the bandgap which has tunnelled in to the potential barrier 
can overlap [9]. As the energy of photons increases above the bandgap, the effect of the 
internal field upon them reduces. This causes the FKO lineshape to decay with 
increasing photon energy about the critical-point energy.
2.2.3. Surface Photovoltage Spectroscopy
SPS can be thought of as a type of absorption spectroscopy; electrons and holes are 
generated when photons of an energy hu greater than the bandgap energyfall on the 
sample [46]. The generated electrons and holes separate under the internal surface 
electric field, inducing a surface photovoltage which causes the photovoltage to peak 
wherever there is a QW transition. The SPS signal can be shown [46] to be 
approximately proportional to the absorption spectrum, a, of the sample.
SPS aOC(1~R) hv  
Equation 12
It is often assumed in SPS that the reflectivity, R, varies slowly with the photon energy 
hv^ so that the (1 -  R) term in Equation 12 is approximately constant. When this is so 
the (1 -  R) term has little effect on the overall form of the SPS spectra and can be 
neglected without affecting the proportionality of Equation 12. However, this is not 
generally the case in many mid-infrared laser structures which can show strong
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interference-related R oscillations [47]. In these cases the (1 -E )  term varies 
significantly and has a large effect upon the SPS spectra. If it is not accounted for 
spurious peaks can be seen in the SPS spectrum which can easily be mistaken for QW 
transitions. To remove the (1 -  R) term, a measurement of the absolute rather than 
relative reflectivity R, must be made. This measurement must then be used to form the 
(1 -  E) term which then must be divided into the measured SPS spectra to get a.
2.2.4. Relating spectroscopy to a sample
Chapter 1 briefly discussed the design of a laser. Typically a laser sample is composed 
of many different layers- a thin QW (or QD) layer (or layers), thicker barrier layers and 
a substrate layer. The bandgap of each of these layers can ideally be measured by a 
spectroscopic or range of spectroscopic techniques. In the case of the QW (or QD) it is 
often possible to observe higher order transitions (HOTs) in addition to the fundamental 
bandgap.
The energy levels of the QW can be approximately calculated in a simple manner by 
solving the Sclirodinger equation for a square well potential [29]. This calculation can 
be applied to a QW laser; the energy levels of the QW can be calculated with the 
potential that the barrier layers provide. If the sample composition and layers widths are 
known they can be related to the depth and width of the square well. Then a comparison 
between the predicted energy levels and measured energy levels gives a gauge the 
material parameters of the system which can then be compared to literature values. It is 
also possible to calculate many things about the sample e.g. the effective masses, the 
conduction band offset ratio.
Using a simple square well model will often give good results (see Chapter 4); however, 
it is an approximation. In the case of a QW the well is unlikely to be perfectly square (in 
QDs they’re unlikely to be completely uniform), there is often an internal field in the 
well and the assumption that the bands are perfectly parabolic in the F direction can be 
incorrect. Near the band edge the conduction and valence bands are nearly parabolic but 
further from the band edge this is less true. This has a big effect on the energy that 
higher order transitions (HOTs) will be predicted to have by the square well model. A 
better approach to describe real QWs is to use k p  theory, which accounts for the 
curvature of the bands and their interaction much better [48].
Caniers confined within a perfectly square well can have either a symmetric or anti­
symmetric wavefunction which decays exponentially in the barriers. Real quantum 
wells are not perfectly square and can have in-built electric fields. This causes the well 
to tilt and the energy levels to shift as a consequence (see Figure 2-3) and is known as 
the quantum confined Stark effect (QCSE). When the bands are tilted parity is no longer 
conserved and consequently non-diagonal and parity changing transitions can be 
observed in spectioscopy [41,49].
There are two different types of QW laser that can be designed; type I and type II. In 
this work type I QW laser structures are studied. Figure 2-4 illustrates the two types of 
QW laser, type I and type II. In type I QW structures (see Figure 2-4 I) the CB and VB 
edge of the QW are bofti within the CB and VB edge of the barrier, confining electrons 
and holes within the QW. Type II QW structures (see Figure 2-4 II) were proposed to 
reduce Auger recombination [50]. Type II QW structures have a staggered band edge
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alignment- only the CB edge of the QW is within the CB and VB edge of the banier; 
radiative recombination corresponds to a transition between the CB of the QW and the 
VB of the barrier. There is a fhrther sub-classification of type II QWs known as type III 
QWs in which the bottom edge of the QW CB lies below the top edge of the barrier VB. 
This can be seen in Figure 2-4 III.
1C
l i i l t
Figure 2-3, taken from [51], shows the effect o f the quantum confined Stark effect (QCSE). In (a) the 
band structure of a QW without an applied field can be seen and the effect upon the band structure when a 
field is applied can be seen in (b). This results in the interband transition (shown in the figure from the CB 
(1C) to the heavy hole VB (Ihh)) energies decreasing as greater fields are applied (IC ’-lh h ’).
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Figure 2-4 taken from [50] is a schematic showing the band alignment o f type I, II and II QW structures
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2.3. Analysis Methods
Having measured a sample with a particular spectroscopic technique, it is necessary to 
extract all the information that the data holds about the sample. Whilst for a rough guide 
estimates of the barrier bandgap or QW transition energies can initially be done by eye, a 
more rigorous treatment involving fitting the data with an appropriate line shape 
(depending on technique and temperature) is necessary. The parameters that vary in the 
line shape are related to the physical properties of the sample, such as the QW transition 
energy, and from this it is possible to extract information about the samples composition 
and internal structure.
The teclmiques for extracting information from spectra are different for each 
spectroscopic method used. However, there are several standard treatments used. In PL 
it is sometimes necessary to calibrate the data by dividing it by the system response (of 
the detector/ spectrometer etc). This is also necessary in SPS, though often an additional 
( I - R )  correction to the data is required as discussed in section 2.2.3 on page 25. In our 
PR setup, at the beginning of each scan a background measurement of the integrated PL 
caused by the laser is made and the background is subtracted automatically from 
subsequent measurements in that scan. To do this, the probe beam is mechanically 
blocked and the a.c, and d.c. components that the detector measures at that point are 
subtracted from each measurement of R and AR that is subsequently made. This should 
give a AR spectrum with derivative-like peaks and troughs around transition points upon 
a flat baseline. If, however, the laser power fluctuates this can cause a change to occur 
in the background that is unaccounted for and causes the baseline of the spectrum to drift 
upwards, or downwards, or in unfortunate cases to curve. If the baseline has a linear 
slope it is possible to subtract the unaccounted for background by performing a linear fit 
along the baseline and this must be done for the AR/R division takes place.
PL lineshapes can be described and fitted in several ways. Often Lorentzian lineshapes 
are used to fit PL spectra [52], however, in this work, any PL spectra measured were 
least-squares fitted with Gaussian peaks, varying in width, intensity and transition 
energy. In this method each peak energy represents a QW transition energy. The use of 
Gaussian forms is an approximation to the lineshape that PL typically produces which 
do not take proper account of the skewing produced by the Urbach tail. For a more 
physically realistic lineshape the reader is again referred to Ref [9].
The fitting was done using a program written by Dr Jeff Hosea, based on the Marquardt 
algoritlim [53], a method for least squares fitting non-linear functions. In this program 
each of the parameters were set at an initial approximate value, chosen through studying 
the spectioim and looking at the intensity of the peak, its width and its energy position. 
These fixed parameters were then allowed to vary in stages until a physically sensible, 
unconstrained fit was converged upon. The same least-squares fitting program was used 
to least squares-fit the measured PR (and analogously ER) spectra with an appropriate 
sum of several derivative-like functional forms (DLFFs) for each critical point; barrier 
bandgap or QW transition, given by:
{ E - E ^ + , T f—  = Re R
Equation 13
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Equation 13 is a rearrangement of Equation 11:
AR
R  ^ ■ As^  + ^  Ae  ^ = Re[(d' -  iP){As^ + iAs  ^)] = ReR ds^
Ce iff
{e -E ^+ iT}'
This DLFF in Equation 13 can be United to the Séraphin equation and coefficients. In 
Equation 13 is the photon energy, Eg the transition energy, C an amplitude, 0 a phase, 
and r  a broadening. The exponent n can take several different values. These vary 
according to the type of material i.e. whether it is an excitonic or bulk material. For 
example, when fitting a QW transition n=  2 is appropriate for the excitonic lineshapes 
which occur at low temperatures, whilst an exponent of « = 5 has been shown to mimic 
the correct lineshape at room temperature [54]. In this work, a compromise of « = 2.5 
was used for PR and ER of QWs.
When fitting the PR of VCSEL structures a different fitting-lineshape is necessary to 
account for the differences in shape between the VCSEL structure Séraphin coefficients 
and the traditional Séraphin coefficient seen in the modulated reflectance of a QW laser 
structure. The structure of the a VCSEL causes the a  coefficient to become sharper and 
the p coefficient to display side-lobes.
To do this, a hybrid fitting model proposed by S. Cripps et al. [36] is used when fitting 
the PR of VCSEL structures. This hybrid model contains an additional new term for 
each Séraphin coefficient.
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Equation 14
Here, C is a positive amplitude, Acm is the difference between energy of the photon and 
the energy of the cavity mode and y’ is the half width half maximum. Thus the Séraphin 
coefficients used in this hybrid model ay and pH become [36]:
~ n^ew + ACN
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Equation 15
These coefficients are substituted into the traditional model for PR to give [36]:
A/?
R \ ( ^ C A /  ^ y  CM ) ^ow ^y'QW )
Equation 16
In this equation Aqw is the difference in energy of the photon and QW transition energy 
(E-Eg) and (j) is a phase mixing term which accounts for the perturbation in lineshape that
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occurs when there is a rapidly changing QW absorption near the cavity mode energy. 
The use of this lineshape gives physically realistic fits which more closely match the 
VCSEL experimental PRdata (than the traditional PR lineshape does.)
SPS signals are essentially approximately proportional to the absorption spectrum, a, of 
the sample and, in the case of QWs, can yield simple peaks near the excitonic transitions 
[46]. Such signals can be analysed by several methods [46,55,56,57]. Two of these 
methods were used in this work.
Firstly, one can use the procedure recommended by Ref. [46], whereby the SPS was 
multiplied by the photon energy and then numerically differentiated to yield 
d(E xSPSydE. The derived spectrum may then also be fitted with Equation 13, as in 
MS analysis, only in this case with n - 2  [46]. This technique was initially used for SPS 
analysis and is used in the earlier results chapters.
An alternative to this is the process recommended by Ref. [57]. In this case the 
processed SPS spectra are fitted directly with the sum of Gaussian peaks, as used when 
fitting PL spectra. The advantage of this technique is that it is less sensitive to the effect 
of noise in the spectra which may be strongly highlighted by differentiation. This 
teclinique is used later in the work.
The banier bandgap energy Egs can also be measured fi*om the SPS signal by using the 
procedure recommended in reference [58]. In this case the SPS spectrum is fitted using 
Equation 16:
SPS^
Equation 17
The SPS spectrum is squared. This yields a relatively flat region over the QW region 
and highlights the sharp rising slope indicating the edge of the barrier. These two energy 
regions are fitted with straight lines. The two fits are extrapolated until they intersect 
and this intersection marks the energy of the barrier bandgap
A study of the change in transition energy with temperature can be useful for several 
reasons. It can tell us how any devices made from the sample might behave at higher (or 
lower) temperatures and from this whether it is possible to manipulate the emission 
wavelength to a more desirable one by altering the sample’s temperature [59]. The 
temperature dependence of III-V semiconductors has a characteristic form [25,26]; at 
low temperatures the variation in transition energy is small and decreases slowly as 
temperature increases. As the temperature of the sample increases further, the transition 
energy reduces in value more rapidly until at high temperature when there is a roughly 
linear decrease in transition energy with a given temperature increase. This temperature 
dependence can be fitted well with either a Bose-Einstein [59] or a Varshni curve [25].
In this work the temperature dependence of the QW transition or barrier bandgap, Eg(T), 
was fitted with a Bose-Einstein curve, given by the equation:
r
E f T )  = a - 6 e x p ( ^ / r ) - l  
Equation 18
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In this equation a, b, and 0, are the Bose-Einstein coefficients with a being the transition 
energy at zero Kelvin, b representing the phonon coupling interaction and 0 representing 
the average phonon temperature. The fitting was done to a Bose-Einstein curve because 
it has a physical basis- it arises from the phonon interactions whereas a Varshni curve is 
an empirically fitted function.
Plotting a transition energy’s temperature dependence and fitting it to one of these 
curves can an indication whether its Varshni or Bose-Einstein coefficients are correct. 
As stated in Chapter 1, much of laser design is semi-empirical and as such the correct 
Bose-Einstein and/or Varshni coefficients are often extrapolated or not known. A more 
accuiate laiowledge of these coefficients will allow better laser design and those designs 
to be tailored more accurately to the end user’s requirements.
Understanding how these techniques work in theory is good but the best method of 
implementing these techniques and the experimental setup is not always obvious just 
from having this laiowledge. In Chapter 3, the experimental application of each 
spectroscopic technique used in this thesis is discussed.
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3. Experimentation
Chapter 2 gave an overview of the spectroscopic techniques used in this work. This 
chapter is designed to explain how these techniques are actually implemented in 
experimental practice. In the visible to near-infrared range the techniques discussed are 
traditionally performed using a diffraction grating-based monochromator [60,61,62,63]. 
When working in the near to mid-infrared it starts to become advantageous to use a 
(Fourier transform infrared) FTIR spectrometer instead of a monochromator [31, 64]. 
This will be discussed in more detail in section FTIR Spectroscopy. All the 
spectroscopic techniques used in this work can be performed with either a 
monochromator or an FTIR spectrometer but here, unless specifically stated otherwise 
all the techniques used the grating-based monochromator.
3.1. Experimental setup
3.1.1. Diffraction grating spectrometer setup
Figure 3-1 shows a typical diffraction grating-based spectrometer that is used to provide 
or measure monochromatic light in many spectroscopic techniques, including the 
techniques discussed here, photoluminescence (PL), photo-modulated reflectance (PR), 
electro-modulated reflectance (ER) and surface photo-voltage spectroscopy (SPS), and 
others such as absorption, transmission and emission spectroscopies and fluorescent 
lifetime measurements [65, 66, 67, 68].
Broadband light enters the spectrometer through slit Si, and a collimation mirror reflects 
it onto the diffraction grating. The grating can rotate, and it sends the light falling upon 
it off at a specific angle which varies with wavelength. Thus, by changing the 
orientation of the diffraction grating, the wavelength of the light which falls on the 
focussing mirror, and thus exits at slit S2 , is almost monochromatic and can be chosen to 
within a narrow wavelength range via the width of the slits.
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Figure 3-1 taken from R ef.9, shows the inside o f  a typical monochrom ator. Light from a broadband source enters 
the spectrom eter via slit S, and is focussed onto a diffraction gration using a collim ating mirror. The angle o f  the 
diffraction grating alters the wavelength o f  light falling on the focussing m irror and then in turn the exit slit S2 .
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In some experiments, for example PL, it is desirable to know the wavelength of light that 
a sample is emitting. A monochromator such as the one depicted in Figure 3-1 can be 
used to do this too. If the broadband source is replaced with the source that you want to 
measure, i.e. the sample emitting light, then the diffraction grating within the 
monochromator will direct only light of a specific wavelength onto slit S2 . Placing a 
detector at this slit will allow the relative intensities of each constituent component of 
light to be measured as the angle of the diffraction grating is changed and thus a 
spectrum of the light emitted from the sample to be constructed.
The monochromator can also be used in the backwards direction instead of the forwards, 
i.e. the source is removed from Si and replaced at S2 and likewise, the detector is 
removed from slit S2 and placed by slit Si. Using the diffraction grating in this 
“backwards configuration” is less efficient, but it has the great advantage of having the 
possibility of placing a detector at slit SI. This allows different types of spectroscopic 
measurements to be performed on the exactly the same spot of a sample without altering 
any of the experimental optics, simply the place of the detector. This ensures that any 
valuations across the sample have no effect upon any features measured by different 
techniques as it is always the same spot of the sample under study [69], thus any 
variation in the QW (or QD) transition energies or barrier bandgap energies is down to 
the differences in techniques rather than measuring a slightly different part of the 
sample.
This is particularly important when studying samples that, for example, are composed of 
quantum dots (QDs) or are vertical cavity surface emitting lasers (VCSELs) which can 
often have large variations in composition as you move from spot to spot of the sample. 
QDs are often of different sizes and tend not to be completely uniform [69,70], so 
studying different parts of the sample can give different QD transition energies [69].
The cavity mode (CM) wavelength of a VCSEL is dependent on the cavity thickness 
[71] and this often varies from the centre of the wafer to the edges as part of the growing 
technique [72]. A different part of the sample may have a different cavity thickness and 
so a different overlap between the quantum well (QW) and CM wavelengths, giving a 
different amount of detuning and a different gain overlap [73]. Thus when comparing 
spectroscopic techniques it is important to perform any measurements on the same spot 
of the sample to ensure a fair comparison.
3.1.1.1. Photoluminescence Spectroscopy
A schematic of a typical PL setup can be seen in Figure 3-2. A chopped laser beam is 
shone onto the sample, exciting electrons from the valence band into the conduction 
band which emit light when they relax back to the valence band. The emitted light has a 
wavelength approximately centred on the bandgap (see chapter 2). The PL radiates out 
from the sample and some of the light emitted falls upon the lower mirror shown in the 
diagram in Figure 3-2. This is directed through a high pass filter into the 
monocliromator in the backwards configuration since typically PL measurements were 
perfomied in conjunction with PR or SPS thus measuring the same spot of the sample 
with the different techniques, as discussed in the previous section, was desirable.
34
The light falling upon the diffraction grating within the monochromator is governed by 
the following equation [74]:
d  sin 6,„ = m À 
Equation 19
where d  is the spacing in the grating and 0,„ is the angle at which a maximum of light of 
wavelength /L will occur for each successive order m, which is always an integer. From 
this equation it is clear that it is uncertain whether the light falling on the detector is light 
of wavelength À or second order light of wavelength 2( A/2). This can distort the 
measured spectrum and reproduce features in a higher order that are not really present. 
The filter in Figure 3-2 strongly attenuates any higher order light reaching the detector 
and acts to attenuate the laser light that reaches the detector [75]. Such a filter is ideally 
100% transparent over the wavelength range of the features(s) being measured and 
100% opaque outside of this region (i.e. a high pass or order-sorting filter.) The 
chopped PL from the monochromator is then detected with an appropriate detector, 
depending on the wavelength of light that the sample emits and the efficiency of the 
detector at the wavelength, and then measured with a lock-in amplifier.
The lock-in amplifier is designed to only measure signals that oscillate with the same 
frequency as the reference signal given to it [76]. In the case of PL, the reference signal 
comes directly from the chopping frequency of the laser beam. The signal measured by 
the lock-in amplifier is then fed into a computer which stores the signal strength at each 
particular wavelength and in this case displays it graphically.
The experimental apparatus is also surrounded by shields (not shown on the 
experimental set-up figures) to prevent stray external light from being picked up by the 
detector and becoming noise in the final spectrum and to contain any unintended 
specular reflections of the laser light. These shields are approximately A4 size sheets of 
metal with a matt, black coating on them.
In PL the type of the laser used in the experiment has quite an appreciable effect on its 
outcome. The photons must be of a higher energy than that of the band gap, i.e. shorter 
wavelength, in order to have sufficient energy to excite electrons from the valence band 
into the conduction band. Also, the more powerful the laser the more electrons it can 
excite [77], giving a better signal to noise ratio. Another effect to consider is the 
penetration depth of the laser into the material. It is possible that the laser light, if of too 
short a wavelength, could be entirely absorbed in the upper cladding regions of the 
sample if they are of wider bandgap than the active region, without actually penetrating 
significantly to the QW (or QDs) to excite electrons [78]. Sufficient laser light must 
reach the QW (or QDs) for there to be a measurable PL signal.
When measuring PL it is necessary to measure a system response to take account of the 
efficiency of the diffraction grating, the response of the detector and the transmissivity 
of both the filter and the cryostat window which have a distorting effect upon the 
detected PL spectrum. To do this, the sample is replaced by a calibrated light source and 
the light throughput of the experimental setup is measured. This measurement can then 
be divided by the light source’s emission curve to give a system response which can 
then, in turn, be divided out of the measured PL spectra.
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Often it is only possible to get a measurable PL signal at cryogenic temperatures; defects 
and dislocations can lead to weak signals [42,43,69,78]. For this reason the sample is 
mounted in a closed cycle helium cryostat which is capable of going down to 
temperatures as low as 9 K. At such low temperatures it is generally possible to see PL 
even in full laser structures where the upper cladding layers can vastly reduce the signal 
strength [69,78].
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Figure 3-2 shows a typical PL setup. The sam ple is m ounted in the cryostat and a chopped laser beam hits it. The 
luminescence generated from the laser beam is then focused into the spectrom eter and then onto the detector. The 
signal from the detector is put into a lock-in amplifier which locks into the chopping frequency o f  the laser beam.
Looking at the different techniques used (see Figure 3-2 to Figure 3-5), one can see how 
using the backwards configuration when doing PL experiments allows the same 
experimental optics to be used for modulated reflectance and SPS; the mirrors and the 
sample remain unmoved in each setup, ensuring that the same sample position is always 
studied.
3.1.2. Photo-modulated Reflectance Spectroscopy
A typical PR set up is shown in Figure 3-3. In it, one can see how broadband light, in 
this case from a 100 W quartz tungsten halogen lamp, from the spectrometer falls 
through a high pass filter onto mirrors which focus the light upon the sample. It is then 
reflected off the sample into the detector. A chopped laser beam is used as pump to 
modulate the dielectric ftmction, and so its reflectivity, as discussed in section 2.2.2. 
The frequency at which the laser is chopped is used as a reference signal by the lock-in 
amplifier to lock-in to signals modulated at the reference frequency.
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Figure 3-3 shows a typical PR setup. Light from the spectrom eter is reflected o ff  the sam ple into the detector via an 
array o f  focussing mirrors. The area o f  the sam ple with the spectrom eter light falling upon it is m odulated by a 
chopped laser beam. The chopping frequency o f  the laser allows the lock-in amplifier to lock into the m odulated 
reflectivity signal. The un-m odulated reflectivity is extracted from the d.c. com ponent o f  the signal in the lock-in 
amplifier.
As well as modulating the dielectric function, often the laser will excite unwanted PL 
which can be picked up by the detector [79,80]. If the PL is too strong it will swamp the 
PR signal and make it very difficult to measure. In such cases it is sometimes useful to 
put a neutral density (ND) filter in between the laser and the sample to reduce the 
strength of the laser and in turn the strength of the PL. This will also reduce the PR 
signal but the effect upon the PL is much greater [80] and the PR can sometimes then 
become more detectable. Using ND filters involves a delicate balance; too dense a filter 
may not allow enough laser light to pass through it to modulate the dielectric function 
and therefore no signal will be visible, PR or PL, but too weak a filter may mean that the 
PL dominates and no clear PR is visible. To get the best signal to noise ratio, trial and 
error with different strength ND filters is necessary to determine the most appropriate 
filter for that specific experiment.
The strength of the laser is not the only thing that must be carefully considered when 
performing PR. As in PL, here also the penetration depth of the laser must be 
considered as it has an effect on the amount of light actually modulating the dielectric 
constant in the QW (or QD) [79].
However, not all samples will give a measurable PR signal. One reason for this can be 
that the sample has a weak or no internal electric field to be modulated by the laser. In 
such cases ER (see Figure 3-4) may be a more appropriate technique to use. ER is a 
similar technique to PR, only using a physically applied voltage instead of a laser as 
pump and has been noted to have several advantages [81]. ER has the capacity to have
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an additional of a DC offset voltage applied to the sample. This offset voltage can act as 
a sample’s internal field and potentially reveal a signal where none would be visible in 
PR [41].
ER is performed by placing two electrodes on either side of the sample. In these 
experiments the sample was mounted on a copper back-plate with conducting silver 
paste. This mounting provided a good electrical contact, and by connecting the back- 
plate to a coaxial cable, it allowed the mounting back plate to act as the bottom 
electrode. The top electrode proved to be more troublesome as it was difficult to ensure 
complete reproducibility. As such, different types of top contact were used in each 
experiment as ideas for better top electrodes arose. This is discussed specifically in each 
results chapter. Like in PR, a probe light is needed for the ER experimental setup, and it 
was provided again by a 1OOW quartz tungsten halogen lamp and a monochromator.
Modulated spectroscopy techniques like PR and ER tend to work at higher temperatures 
than PL. Often they work at room temperature where no other comparable technique 
can [49,82]. For structures like VCSELs PL can be extremely misleading due to the 
modulation of the PL by the R spectrum, especially the cavity mode giving misleading 
dominant features [78]. Often, they also show higher order QW transitions that PL 
cannot detect [69]. This makes these techniques very powerful, especially when used as 
complimentary techniques to PL.
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Figure 3-4 shows the ER setup. This is very sim ilar to  the PR set-up shown in F ig u re  3 -3  but in this case the 
sample has top and bottom electrodes placed either side o f  it for applying an external field. This field is ac and the 
alternating frequency is used by the lock-in amplifier to measure the m odulated com ponent o f  the reflectivity. Again, 
the reflectivity itself is extracted from the d.c. com ponent o f  the signal.
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3.1.3. Surface Photo-voltage Spectroscopy
SPS can be thought of as a type of absorption spectroscopy. It uses the sample as a 
detector, measuring the surface voltage of the sample as a function of wavelength when 
light is shone upon it. A typical SPS setup is shown in Figure 3-5; the probe light is 
chopped and the measured SPS is connected to a pre-amplifier (or in some cases a unity 
gain amplifier), which amplifies the signal and alters the impedance so that it better 
matches the input impedance of the lock-in and can be more reliably measured [83,84]. 
The measured SPS signal is then corrected for the system response. This is obtained by 
measuring the light throughput with a detector in place of a sample and normalising it 
using the detector’s calibration curve, as supplied by the detector’s manufacturers. The 
system response can then be divided into the measured SPS spectrum to give a 
normalised SPS spectrum, free of a system response.
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Figure 3-5 shows the SPS setup. In this case the sam ple has electrodes placed either side o f  it to m onitor the voltage 
across the sample. Chopped light from the spectrom eter falls upon the sam ple generating a wavelength dependent 
voltage. This voltage is m easured by a lock-in amplifier, using the reference frequency that the spectrom eter light is 
chopped at.
As discussed in Chapter 2, when a sample’s reflectivity spectrum is slowly varying with 
wavelength the normalised SPS measurement is sufficient for the study and is accurately 
proportional to the absorption coefficient [56]. However, when the sample has a 
strongly wavelength dependant reflectivity it is necessary to measure the sample’s 
absolute reflectivity and divide this into the SPS spectrum before analysing the data (see 
Equation 12 on page 25) [85].
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To do this the reflectivity of the sample is measured, by reflecting the light shone onto 
the sample into a detector. At normal incidence this is done either with a beam splitter 
put in the beam at an angle of 45° or by placing a small quartz prism in the reflected 
beam. However, this reflectivity measurement also contains an inherent system 
response as well as the sample’s absolute reflectivity. To remove the system response 
from the measurement the sample is replaced by a calibrated aluminium mirror and the 
mirror’s reflectivity is measured.
This is a measurement of the system response and the mirror’s reflectivity but since the 
mirror is calibrated its reflectivity is known, allowing the system response to be 
extracted from this measurement. Dividing the system response into the measured 
reflectivity of the sample will give the absolute reflectivity provided that the sample and 
mirror are in exactly the same plane.
This is extremely difficult to achieve but was done by attaching the sample and the 
calibrated mirror to a gimbal at as near the same height as possible and placing the 
gimbal upon an x-y translator. When the sample was in an appropriate position to have 
its reflectivity measured the reflectivity signal detected was maximised using the gimbal. 
The sample’s reflectivity was then measured. Then, using the translator, the mirror was 
shifted into position and the gimbal was then used to maximise the mirror’s reflectivity. 
In this way it was considered that the sample and the mirror were in the same plane and 
the reflectivity measurement was as close to an absolute one as reasonably practicable.
3.2. FTIR Spectroscopy
Diffiaction gratings are designed to work efficiently near a particular wavelength, the 
blaze wavelength, [74,86] and become increasingly inefficient as you attempt to operate 
further from its blazed wavelength. This can mean that when studying a sample as a 
function of a large range of wavelengths it may be necessary to change grating part way 
through the measurement as the initial grating becomes more and more inefficient.
Another problem with grating-based spectroscopy is that of finding an appropriate high- 
pass order-sorting filter, as discussed earlier in the chapter, to eliminate higher order 
light [31]. This becomes trickier as you progress further into the infrared; finding filters 
which work over the desired wavelength range is difficult. They can often be bespoke 
pieces which tend to be very expensive.
Furthermore, a grating’s overall size is directly related to the spacing d  and the total 
number of its grooves [74] (see Equation 19). The groove spacing must be 
approximately the same as the blazed wavelength, meaning that at longer wavelengths 
gratings become increasingly large and cumbersome if the resolving power, which is 
directly related to the number of grooves, remains high [87].
The point-source-like nature of light coming from a diffraction grating can be improved 
by narrowing down the entrance slit of the monochromator, making and easier for the 
first mirror to collimate the light falling upon it [9]. However, this improved collimation 
results in a reduction of the signal to noise ratio [9]. Likewise, narrowing the exit slit 
improves the resolving power of the spectrometer but again reduces the signal to noise 
ratio [9].
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Figure 3 -6  From R ef 9 shows a FTIR interferometer. Collim ated light is passed through a beam -splitter on to one o f  
two mirrors (M , and M 2 ). By m oving M , while keeping M 2  fixed, when the light recom bines the resulting 
interference pattern is related to the source spectrum  by a Fourier transform.
The fundamental physical limitations make grating spectroscopy highly inefficient at 
longer wavelengths [31]. However, a FTIR interferometer avoids these problems and 
actually increases in efficiency the further into the IR probed [31]. Figure 3-6 shows a 
schematic of an FTIR interferometer, based on the Michelson interferometer.
The intended emission wavelength of some the samples analysed made grating based 
spectroscopy difficult and so, in order to obtain detailed room temperature information 
on these samples FTIR-SPS was used, being the simplest technique capable of 
producing such detailed information.
3.1.1. FTIR-SPS setup
FTIR-photocurrent spectroscopy has been used for a number of different applications 
ranging from measuring the optical absorption coefficient of thin films in 
microcrystalline silicon [88] to the aging of laser diode arrays [89]. However, as of yet 
the only report found of using FTIR-SPS to measure QW transitions has been that of our 
novel technique [64]. The technique is similar to conventional SPS [46] except that 
broadband output light from the FTIR is directed onto the sample which, sandwiched 
between two electrodes, generates an open-circuit voltage interferogram from which the 
SPS spectrum is obtained by conventional FT [64]. The use of the FTIR in this technique 
means that it is much easier to record measurable SPS signals far into the infrared.
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In Chapter 5 it will be shown that FTIR-SPS was the only technique capable of 
producing detailed information on the QW, higher order QW transitions and the barrier 
bandgap of mid-IR samples, as well as being the only technique to work at room 
temperature. FTIR-SPS has been an invaluable investigative tool. Further information 
on the usefulness of FTIR-SPS and fuller details of the FTIR setup and of our FTIR-SPS 
technique are given in refs. [64,90].
In this work, the FTIR-SPS measurements were performed using a commercial fast- 
scanning FTIR-spectrometer. The light from the output port (see Figure 3-6) was 
directed onto the sample which acts as the detector. Each sample was mounted with 
electrodes and then connected to a pre-amplifier before being connected to the computer 
and its corresponding electronics. For normalisation purposes, the system response was 
measured by an InSb detector; this was divided by the detector’s supplied calibration 
curve.
When necessary, the absolute sample reflectivity was measured at normal incidence. 
This was done in a similar manner to that discussed above; a beam splitter was put in the 
beam path at an angle of 45°, the beam reflected off the sample and passed via this beam 
splitter into an InSb detector. This gave a measure of the sample’s reflectivity combined 
with the system response. The sample was then replaced by a calibrated aluminium 
mirror and its reflectivity (convoluted with the system response) was also measured. As 
the mirror was calibrated, its reflectivity was known and the division of these two 
measurements (sample’s measured reflectivity/ [mirror’s measured reflectivity/ mirror’s 
calibrated reflectivity]) gave the sample’s absolute reflectivity.
The following chapters go on to demonstrate the types of results possible using the 
techniques listed above; PL, PR, ER and SPS. It is possible to gain detailed information 
about a sample by using one or more of these techniques upon it and from this 
information details about, for instance, the potential operating wavelengths, conduction 
band offset ratios and material composition can be learnt. Furthermore, these 
techniques are non-destructive, making them extremely useful and powerful tools.
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4. Room temperature characterisation of InGaAlAs quantum 
well laser structures
In this chapter, three laser structure samples designed to lase at 1.55 pm are studied. It 
was stated in the introduction that having lasers operating at this wavelength that are 
efficient, reliable and cheap is of great importance to the telecommunications industry 
and such lasers do exist. Typically devices lasing at this wavelength are made from the 
InGaAsP/lnP material. This potentially has the capacity to lase at wavelengths from 
0.92 pm to 1.63 pm [91], covering both of the useful transmission wavelengths of 
optical fibre; 1.55 pm and 1.3 pm. However, devices made from this material system 
suffer strongly from temperature sensitivity; their lasing threshold current increases 
rapidly with temperature [73,92] and a more temperature stable material could be of 
great benefit. The tri-metal quaternary system InGaAlAs/InP is an alternative material 
system which offers greater versatility; ranging in wavelength from 0.85 pm to 1.63 pm, 
but with the added advantage of a larger conduction band offset, which is expected to 
reduce device temperature sensitivity by increasing the carrier confinement in the 
conduction band [91,93].
4.1. Sample details
Of the thr ee laser structure samples studied and compared to each other, two were tri­
metal InGaAlAs samples and one was a conventional benchmark InGaAsP sample. The 
tri-metal samples are referred to as samples ‘A’ and ‘B’ and the benchmark sample as 
sample ‘C’. All three samples were designed to emit at 1.55 pm and have been grown 
by metal organic chemical vapour deposition (MOCVD) on InP [85].
Samples A and B are designed to nominally have 1% compressively-strained quaternary 
InGaAlAs QWs and InGaAlAs barriers lattice matched to the InP substrate. They are 
intended to have an identical layer structure as follows: (1) a lower n-type InP cladding 
region; (2) a 500 Â AllnAs carrier blocking layer; (3) a 1000 Â graded index InGaAlAs 
region; (4) a 200 Â InGaAlAs barrier matched to InP; (5) four 45 A InAlGaAs QWs 
separated by bamers of 150 A; (6) a 200 A barrier; (7) a 1000 A graded index InGaAlAs 
region ; (8) a 500 A AllnAs blocking layer; and (9) an upper p-type InP cladding.
The only intended difference between the Sample A and B is that in sample A the 
AllnAs blocking layers are intentionally doped (n- and p-type on respective sides of the 
active region, as per the InP cladding) whereas in sample B they are not. The target 
bandgaps of the InGaAlAs barriers and graded-index regions were -992 meV and from 
-992 meV to -1181 meV respectively. A pictorial representation of Samples A-C can 
be seen in Figure 4-1.
Sample C is based on the more conventional InGaAsP/lnP material system, and is also 
designed to emit at 1.55pm. It has a nominal composition of: (1) p-type cladding; 9 
repeats of: (2) a 1.0 % compressively-strained 65 A lno.80Gao.20Aso.74Po.26QW; (3) a 90 A 
lno.73Gao.27Aso.53Po.47 barrier with nominal slight tensile strain of -0.2% and target 
bandgap of -992meV, and (4) an n-type InP cladding. The alloy compositions of the 
samples were not provided for samples A and B but these were later deduced as will be 
explained later.
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Figure 4-1 shows a pictorial illustration o f Samples A-C as described in the text. Samples A and B are 
nominally the same, except that Sample A has intentionally doped blocking layers and sample B does not. 
Samples A, B and C all have a nominal 1.0% compressive strain in the QW. The barrier in Samples A and 
B is lattice matched to an InP but has a -0.2% tensile strain in Sample C.
4.2. Method
Initially, PR was attempted on all the samples with a 633 nm HeNe laser as a pump (see 
Figure 3-3, page 37) but only the benchmark sample C gave measurable PR (see Figure 
4-2 and Figure 4-16). It was then considered that perhaps the short wavelength HeNe 
laser was absorbed in the upper layers of the device before it was able to perturb the 
QW. However, a more penetrating 1064 nm Nd:YAG laser gave similar poor PR; again 
only the benchmark sample had a measurable PR signal. This led to the trial of other 
spectroscopic techniques, specifically ER and SPS, in an attempt to obtain a measurable 
signal from all three samples.
As described in Chapter 3 for ER and SPS each sample was mounted with conducting 
silver adhesive on a copper plate acting as earth. In this case, the top electrode was a 
sheet of glass coated with a fine layer of conducting indium tin oxide (ITO), held in 
place above the sample by two screws which were gently tightened until the ITO just 
touched the sample in soft-contact mode [46] and Newton’s Rings (a series of concentric 
rings caused by interference of reflected light from the glass and the sample) were 
visible, as is characteristic for this method.
The SPS was measured at normal incidence; chopped at a frequency of 333 ± I Hz and 
measured using a lock-in amplifier. The reflectivity spectrum had sufficiently slow 
variation with wavelength such that the (\-R) correction (see section 2.2.3) was not 
significant.
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Figure 4-2 shows the attempted PR of Sample A and its resulting lack of signal.
In the ER measurements, the sample was modulated at a frequency of 332 ± 1 Hz and 
the reflected signal was measured at an incidence angle of approximately 23°. The AR 
signal was detected by an InGaAs detector and measured by a lock-in amplifier; the R 
signal was taken from the DC component of the signal. All spectra were measured at 
room temperature. Initially, the sample was measured using ER over a range of different 
square-wave AC field amplitudes and DC offset biases (Figure 4-4-Figure 4-6) to see 
which gave the best signal to noise ratio.
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Figure 4-3 shows that, despite the change in signal strength as the DC offset voltage was varied from 0 to -4 V, (AC 
voltage 1.5 V) the form o f  the signal remained the same.
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F ig u r e  4 -4  shows some o f  the data from F ig u re  4 -3 , as the DC offset voltage was varied from 0 to -4 V (AC 
voltage 1.5 V). In this case the signals are superim posed to highlight the differences in signal strength. Though all 
voltages produce the same spectral form, at zero volts the signal is much weaker than at -2 volts, which is stronger 
than at -4 volts.
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F ig u r e  4 -5  The change in signal strength when the AC voltage was varied from 0 to 2 V, with a fixed DC bias o f
1.3 V superimposed to highlight the signal strength.
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When looking at the superimposed spectra in Figure 4-4, it is clear that as the offset 
voltage is decreased from 0 to -2 V there is a large increase in signal strength which 
decreases slightly when the offset voltage is decreased to -4 V. Between - IV  and -3 V 
there is a very slight change in signal strength; as the offset voltage moves from -1 V to - 
2 V there is a slight increase in the signal strength and then the signal remains fairly 
constant as the applied voltage passes -3 V before the decrease in signal strength 
observed in Figure 4-4 occurs at an offset voltage of -4 V. A value o f -1.3 V was chosen 
as the offset voltage as it lay in a range where there was a strong, easy to measure signal 
which changed little with variations in voltage, whilst being sufficiently low as to not 
damage the sample through, for example, heating effects 94.
Figure 4-5 and Figure 4-6 show the effect on the signal of varying the AC amplitude of 
the applied voltage to sample A with a fixed DC bias of -1.3 V. In Figure 4-5 it is clear 
that the signal becomes stronger as the AC amplitude increases. Figure 4-6 shows that at 
~3 V the signal dramatically deteriorates. However, the features of the spectra are 
clearer at the lower AC amplitude of 1 V, as can be clearly seen in Figure 4-6, 
particularly where the features are not strong at -0.9 eV. For this reason, a compromise 
is again applied, and an AC amplitude of 1.3 V was chosen.
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Figure 4-6 The change in signal strength when the AC voltage was varied from  0 to 3 V with a fixed DC bias o f
1.3 V, offset for clarity o f  signal form.
It was decided through these experiments that an AC field of amplitude 1.3 V and a 
reverse DC bias of -1.3 V gave a good signal to noise ratio whilst being sufficiently low 
voltage so as not to cause any permanent damage to the sample due to e.g. heating 
effects of the applied field [95].
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4.3. Analysis techniques
The measured ER spectra were least-squares fitted according to the procedure given in 
section 2.4, with an appropriate sum of several conventional derivative-like functional 
forms (DLFFs) as given by Equation 13.
The SPS was fitted by the procedure recommended by Ref. [46]; the SPS was multiplied 
by the photon energy, numerically differentiated to yield d(E x  SPS)/dE and fitted as 
described in section 2.3.
The measured transition energies extracted from fitting the ER and SPS spectra in this 
way were compared to each other and to those predicted by a simple theoretical model; 
for a square-well potential by solving the Schrodinger equation system [29]. By seeking 
a match between the measured QW transition energies and the model’s predicted 
energies it was possible to infer the material’s composition and conduction band offset 
ratio Qc.
Here, as in Figure 4-7, Qc is defined as Qc = AEc/(Æc + AEv,hh) where AEc is the depth 
of the QW conduction band (CB) confinement potential for electrons, and AE^hh the 
corresponding valence band (VB) confinement potential for heavy holes {hh).
B a r r i e r  c o n d u c tio n  B an d  
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Figure 4-7 Graphical illustration o f  the conduction band offset ratio Qc, where Qc =  AE/(AEc+AEyAA), AEg is the 
depth o f  the QW  conduction band, M^ vhh is the height o f  the QW  heavy hole valence band and Eg and Egg are the QW  
and barrier bandgap respectively.
This comparison was done using a program written by Dr Jeff Hosea. It generated 
theoretical QW transition energies for an inputted set of material parameters; the strained 
QW bandgap energy Eg, the barrier bandgap Egg, the associated electron and hole 
masses, and Qc. These parameters were initially calculated for each sample, taking 
account of the various alloys in each structure, using the tabulated recommended data of 
Vurgaftman et. al [26] and specifically calculated for the samples’ composition by a 
spreadsheet written by Dr Stuart Cripps [36]. This spreadsheet looks up the 
recommended material parameters of the constituent binary (and where appropriate 
tertiary) compounds making up the QW and the barrier. From there it calculates the 
expected material parameters of the QW and barrier from their compositions, taking into 
account the strain in the QW.
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To get the closest match between the predicted QW transition energies with those 
measured, a special program was written by Dr Jeff Hosea, henceforth referred to as the 
QW Monte Carlo (QWMC) program [41]. This program calculated possible QW 
transition energies of the laser samples.
Bound excitons produce changes in measured optical spectra [96]. The effect on the 
QW transition energies is typically a small red-shift of approximately ~3 to -4  meV. 
The QWMC calculations also took account of this according to the description of 
Mathieu et al [97,98] (see chapter 2).
As the precise composition of each sample was not known, the Monte Carlo part of the 
program then randomly varied the four parameters which have the largest effect upon 
the QW transition energies; the strained QW bandgap energy Eg, the barrier bandgap 
EgB, the CB offset Qc and the well width Lz, within pre-defined limits, set around the 
known growth targets, as deemed appropriate given the growth tolerances likely for the 
material system concerned.
For each generation of random choices of these four values, the square-well Schrodinger 
equation was solved and the predicted QW transition energies were compared to the 
measured ones. The QWMC program was then run for several thousand iterations to 
search for the four parameter values that gave the closest match to the experimental 
transition energies.
Having obtained the best match possible, the remaining material parameters, such as 
effective masses (which have a much smaller effect on the theoretical predictions of the 
QW transitions) were then updated using the tabulated literature data [26]. The material 
system that generates the QW and barrier bandgap, Eg and Egu, from the QWMC was 
found, and the system’s associated material parameters were put into the QWMC 
program. This process was repeated until it converged on consistent material parameters 
that gave the best match between the theoretical and measured transition energies.
4.4. Results Using the values chosen in section 4.4 for the DC and AC applied fields of 
-1.3 V and 1.3 V respectively, the ER and SPS spectra obtained for samples A and B can 
be seen in Figure 4-8 and Figure 4-9 respectively. Both ER and SPS in both graphs 
clearly show the ground state QW transition, near 0.80 eV, several higher order 
transitions, near -0.84 eV and 0.87 eV and the barrier, near 1.013 eV (indicated by the 
slight peak shown by the arrow in Figure 4-8).
Samples A and B have broadly similar spectra, with many features occurring in similar 
positions. Potential higher order QW transitions are most clearly visible as peaks in the 
SPS spectra in Figure 4-8; there is an obvious peak near 0.94 eV, another near 0.87 eV 
and a weaker shoulder below this at —0.84 eV. There are also clear features from the 
hairier in the SPS and ER spectra, with strong above-bandgap Franz-Keldysh 
oscillations (FKOs) in the ER.
Interference-related oscillations, probably due to the graded index region, can be seen in 
both the ER and SPS spectra between about 1.1 eV and 1.3 eV.
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Figure 4-8 Com parison o f  the ER (full curve) and SPS (dash-dot curve) o f  tri-metal sam ple A. The vertical arrow 
indicates the barrier bandgap transition feature in the SPS.
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Figure 4-9 Com parison o f  the ER (full curve) and SPS (dash-dot curve) o f  tri-m etal sam ple B.
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Examining Figure 4-8 and Figure 4-9 shows that the ER and SPS signal amplitudes of 
sample A are significantly higher than those of sample B. This difference is believed 
mainly to be due to the lack of doping in the AlInAs blocking layers in sample B (see 
section 3) resulting in a weaker built-in electric field, as any other intended differences 
in the growth of samples A and B were unknown. However, other causes are possible. 
For instance, the sample and the top electrode are separated by a small air gap. As the 
contact and air gap between sample and electrode will differ slightly from contact to 
contact, the contact resistance between the ITO electrode and the sample will differ. 
This may be partly responsible for any signal amplitude differences from sample to 
sample.
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F ig u re  4 -1 0  Com pares the ER spectra o f  tw o different types o f  electrode contact. The blue curve represents an 
annular ring contact on the front o f  the sample; whereas the red curve shows the ITO contact. Both samples had the 
same bottom electrode, o f  conducting silver paste on a copper backplate.
In order to clarify the effect of dissimilarities in individual contacts, other contacting 
methods were considered and tried- a direct contact between the sample and electrode 
was used, putting conducting silver paste in an annular ring around the sample. This had 
the effect, as can be seen in Figure 4-10, of changing the phase of the ER spectrum. 
However, despite this phase change it is also clear that the main features remained 
consistent between the two contacting techniques.
This method of making an annular ring top electrode was quickly abandoned as it was 
extremely difficult to consistently reproduce. The remaining results presented in this 
chapter use an ITO plate as the top electrode.
Using the procedure discussed in sections 2.3 and 4.3, the ER spectra and numerically- 
differentiated SPS spectra of both samples were then fitted with a sum of appropriate 
DLFFs.
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Figure 4-11 Detail o f  the derived SPS (small circles) o f  tri-m etal sample A over the energy-region o f  the confined 
QW  transitions, together with a fit (full curve). A lso shown underneath are the three constituent DLFFs. Beyond 
0.83eV, the data, fit and latter two DLFFs have been m agnified by two, for clarity.
The fitting to the differential SPS was fairly straightforward using three DLFFs to 
describe what was found to be the observed ground-state (denoted here and in tables as 
Hii as the first electron to the first heavy hole state transition) and two excited-state QW 
transitions, found to be the first electron to the second heavy hole state transition (Hi2) 
and the first light hole state transition (Ln). Both samples gave reasonably satisfactory 
fits, as shown in Figure 4-11 and Figure 4-12, with broadly similar fitted transition 
energies, as shown collated in Table 1 and Table 2.
Table 1 Fitted experimental and theoretical transition energies o f  tri-metal sam ple A. The first colum n shows the 
results o f  fitting the ER spectrum. The pair o f  nearly degenerate energies near SOOmeV are explained in the m ain text. 
The second colum n shows the results o f  fitting the differential SPS spectrum. The third column, labelled ‘Q W M C ’ is 
the final result o f  the M onte-Carlo process o f  m atching the fitted energies in the first colum n (ER) with theory. The 
fourth column indicates the corresponding identity o f  the QW  transition, where, e.g. H ,, refers to the first confined 
electron- to first heavy-hole-state transition and L ,, to the first confined electron- to first light-hole-state.
Sample A
Expt. (SPS) (meV) Expt. (ER) (meV) QWMC (meV) Transition
803±2 793±5/801±2 801±1 Hn
847±3 849±3 857±1 H i2
876±9 876±5 876±1 Li,
Table 2 Fitted experimental and theoretical transition energies, as in Table 1, only for tri-metal sam ple B.
Sample B
Expt. (SPS) (meV) Expt. (ER) (meV) QWMC (meV) Transition
803±2 802±6/802±2 802±1 Hii
861±8 856±3 857±1 Hi2
879±6 879±4 876±1 Lii
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F ig u re  4 -1 2  Detail o f  the derived SPS (small circles) o f  tri-m etal sam ple B over the energy-region o f  the confined 
QW transitions, together with a fit (full curve). Also shown underneath are the three constituent DLFFs. Beyond 
0.83eV, the data, fit and latter two DLFFs have been magnified by two, for clarity.
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F ig u r e  4 -1 3  Detail o f  the ER (small circles) o f  tri-metal sam ple A  over the energy-region o f  the confined QW  
transitions, together with a fit (full curve). Also shown underneath are the four constituent DLFFs. Beyond 0.83eV, 
the data, fit and latter two DLFFs have been magnified by two, for clarity.
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Fitting the ER was less straightforward than fitting the SPS, though as the results 
summarised in Table 1 and Table 2 show, the fitted transition energies of the ER and 
SPS agree to within < ~5 meV for a given sample and comparing samples A and B for 
either ER or SPS, the three fitted QW transition energies are generally equal to within 
the experimental uncertainty.
The reason that fitting the ER was less straightforward can be illustrated most easily in 
Figure 4-8 and Figure 4-9, where it can be seen that there is a weak additional feature 
near the QW ground-state transition, perhaps most clearly seen as a small trough near 
0.78 eV and in Figure 4-9 as a weak shoulder near 0.83 eV.
Fitting the spectra without accounting for this feature was very difficult and gave very 
different values for the QW transition energies in samples A and B. This seemed to be 
unphysical since the two spectra in Figure 4-8 and Figure 4-9 looked generally quite 
similar and the samples are of nominally identical composition.
The fits presented in Figure 4-13 and Figure 4-14 were accomplished by including an 
additional weak DLFF in the region of the QW. When left free to vary in the fits, the 
energy of this DLFF converged to a value very close to or slightly below (a few meV at 
most) the main QW ground-state transition.
This extra oscillator, which was always weaker and broader than the main QW ground- 
state transition, may be seen in the component oscillators displayed in both Figure 4-13 
and Figure 4-14. Including it allowed excellent overall fits to be obtained (see Figs. 12 
and 13). It may be seen, perhaps most clearly in Figure 4-14, that this extra feature not 
only accounts well for the trough near 0.78 eV, but also for a weak shoulder on the main 
QW ground-state feature near 0.83 eV, which is taken as further corroboration of its 
undoubted presence in these ER spectra.
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F ig u r e  4 -1 4  Detail o f  the ER (small circles) o f  tri-m etal sam ple B over the energy-region o f  the confined QW  
transitions, together with a fit (full curve). A lso shown underneath, are the four constituent DLFFs.
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The precise origin of this extra ER feature is not clear at this time but there are several 
possible explanations. It could arise from a shallow impurity state, or be an effect of the 
non-uniformity of the applied electric field in the sample, causing at least one of the four 
QWs to generate a slightly different phase ER signal. Parry et al. [99] have shown the 
effect of increasing the applied voltage on the wavelength of the absorption peaks of 
MQW structures; the peaks become progressively more red-shifted as the voltage 
increases, thus it is possible that if one of the QWs is experiencing a slightly different 
electric field it will modulate at a slightly different wavelength and phase. Additionally 
here is no extra feature manifestly present in either the SPS or the differential SPS 
spectra (see Figure 4-8-Figure 4-12), which makes the interpretation based on field non- 
uniformity is more appealing.
However, if this is the case, and the extra feature occurs from a QW phase difference, 
then the feature might be expected to be repeated for the higher order transitions. There 
is no evidence of this in the spectra or their fits; however, the higher-order transitions are 
already quite broad so it is feasible that any such extra transitions may be present at the 
same energies, but masked by their stronger counterparts.
The idea that at least one of the QWs is affected by differences in the applied electric 
field is further supported when observing of the effect of changing the contacting 
method in the ER, as briefly discussed earlier. Changing the type of top electrode is 
likely to change the field non-uniformity: when the ER of sample A was measured using 
a direct-contact annular electrode made of silver paste (see Figure 4-15), the trough near 
0.78 eV, though still present, became relatively much weaker and was much less 
pronounced.
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F ig u re  4 -1 5  Like Figure 4-10, compares the ER spectra o f  two different types o f  electrode contact. Figure 4-15 
shows a magnified graph o f  the QW  region o f  the ER spectra. The blue curve represents an annular ring contact on 
the front o f  the sample; whereas the red curve shows the ITO contact. Both samples had the same bottom  electrode, 
o f  conducting silver paste onto a copper backplate.
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It is also clear from Figure 4-15 that the phase of the other QW transitions is different 
too. However Table 3 clearly shows that, with the exception of the nearly degenerate 
fundamental transition energy, the QW transition energies remain are identical within 
their experimental error- only the phase of the QW transitions is changed. The fact that 
the shoulder is weaker when the annular ring contact is used, combined with the 
difference in the degenerate QW transitions being much less with this contact adds 
further weight to the argument that this doublet ground-state transition is caused by a 
field non-uniformity.
Table 3 Com parison o f  fitted experimental E R  and theoretical transition energies o f  tri-m etal sam ple A. The first 
colum n shows the results o f  fitting the E R  spectrum  w ith a top electrode o f  ITO. As before, the  pair o f  nearly 
degenerate energies near SOOmeV aie explained in the m ain text. The second column shows the results o f  fitting tlie 
E R  spectrum  with an annular ring as the top electrode. T he third and fourth colum ns are as before, the final result o f  
the M onte-Carlo process o f  m atching the fitted energies in the first colum n (ER) w ith theory and the corresponding 
identity o f  the QW  transition.
Sample A
ER expt (ITO) 
(meV)
ER expt. (ring) 
(meV) QWMC (meV) Transition
793±5/801±2 80162/80364 80161 Hu
84963 85063 85761 H12
87665 87665 87661 Lii
For both samples A and B, the three observed QW transition energies were then used in 
the QWMC program to find the alloy compositions that gave the best match between the 
experimental transitions and those generated by theory, as described in section 4.3. 
Since the ER and SPS results were very similar only the fitted ER values were used for 
this procedure.
Table 1 and Table 2 show the results; a satisfactory match was achieved for both 
samples A and B. The observed QW features were identified as transitions between the 
single confined electron state and either: first heavy hole Qih) state (Hu); second hh state 
(H12) and; single confined light-hole (Ih) state (Lu). The QW width needed to obtain the 
match was 49 ± 0.5 Â which is within acceptable growth tolerances of the target of 
45 Â.
The uncertainty in the results from the QWMC program shown in tables resulted from 
the fact that when left to run for a specific time, in this case one thousand iterations 
(which takes approximately two hours), the QWMC program would locate a small range 
of possible transition energies and parameter values that gave a good match with the 
experimental transition energies.
As the nominal QW and barrier compositions were not provided for samples A and B, 
they were deduced to be those that gave the best match in the QWMC program, 
assuming a 1 % strained QW and a lattice-matched barrier (that was provided by the 
growers). After refining the effective masses, as described in section 4.3, the best match 
yielded a strained QW bandgap of 690 ± 1 meV and a barrier bandgap of 1013 ± 1 meV, 
corresponding to compositions of In0 .680Ga0 .275Al0.045As and Ino.53oGao.276Alo. 1 9 4 A S , 
respectively.
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The deduced barrier bandgap is slightly off the 992 meV target mentioned in section 3, 
but the SPS, and its differential, clearly show the barrier feature is indeed located close 
to 1013 meV (see Figure 4-8). The CB offsets required to achieve the best match 
between theory and experiment were found to be 66 ± 1 % for both samples A and B, 
which, when compared to a value of ~63 % that would be expected for the above 
compositions using the literature data [26] gives a satisfactory agreement.
It was previously mentioned that in the SPS of Figure 4-8 and Figure 4-9, there is at least 
one other feature near 940 ± 15meV in samples A and B. No attempt has been made to 
fit this feature due to the close proximity of strong barrier signal (with additional FKOs 
in the case of the ER - see Figure 4-13 and Figure 4-14). This made it impossible to 
reliably perform the least-squares fits necessary to obtain the transition energy.
940 meV is a higher energy than any calculated confined-state transitions but the QW 
program predicted that several across-interface transitions may occur at such high 
energies, such as from the barrier valence band (VB) to the confined electron state (at 
-892 meV), or from the two hh confined states to the barrier CB (at -926 and 
-982 meV, respectively). Thus, it is believed that the observed high-energy feature(s) 
could arise from a combination of such across-interface transitions as they are in 
approximately the right energy range. It is also important to remember that there are two 
1000 Â InGaAlAs graded-index regions (see section 3), which may generate additional 
spectral contributions over the -990 meV to -1180 meV energy range.
A similar analysis was performed on the InGaAsP benchmark sample. This was the 
only sample to give PR and a strong PR signal was measurable (modulated using the 
HeNe laser), in addition to a similar ER AR/R signal, which was about 20 times weaker. 
As it was so much stronger the PR spectrum is shown, together with the SPS in Figure
4-16.
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Figure 4-16 Com parison o f  the PR (full curve) and SPS (dash-dot curve) o f  benchm ark InGaAsP sample C.
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Four distinct QW transitions are observed in the PR (see Figure 4-17), with fitted 
energies shown in Table 4. In this sample the differential SPS clearly revealed only the 
ground state transition, with a fit giving it a value of -784 meV, which is in fair 
agreement with the fitted PR result of 787 meV (see Figure 4-16 and Table 4). The 
values of the QW transition energies from the fitting of the PR rather than the SPS were 
used in the QWMC program since they contained higher order transitions as well as the 
ground-state. This made the predicted material parameters more reliable as there were 
four transitions to match instead of just one which could be matched with many different 
material systems.
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F ig u r e  4 -1 7  Detail o f  the PR (small circles) o f  benchm ark InGaAsP sample C over the energy-region o f  the confined 
QW  transitions, together with a fit (full curve). Also shown underneath are the four constituent DLFFs. Beyond 
0.81 eV, the data, fit and latter three DLFFs have been m agnified by two, for clarity.
Table 4 also gives the final results of the QWMC simulation showing that, in addition to 
H i i ,  Hi2 and L n ,  the H n  transition between the single confined electron state and third 
confined hh state is also predicted and observed in this sample. The match shown in 
Table 4 was obtained with a of 39 + 3 %, which is reasonably close to that expected 
(-34 %) for this structure’s composition [26]. As expected, this CB offset is 
significantly lower than the -66 % found for the tri-metal samples, showing that the 
electrons are indeed more poorly confined in this system.
T a b le  4 Fitted experimental and theoretical transition energies, as in Table 1, only for benchm ark InGaAsP 
sam ple C.
Sample C
Expt. (PR) (meV) QWMC (meV) Transition
787+2 780+3 H„
827+6 828+2 H i2
866+4 877+2 Lii
902+4 901+2 H,3
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The QWMC result for sample C for L: was 60 ± 1 Â, which is again within the growth 
tolerances of a nominal 65 Â. The QW and barrier bandgaps necessary to give the best 
match to the experimental transition energies were Eg= l\S  ±6  meV and Egg = 994 ± 
12 meV, respectively. The latter is in good agreement with the target barrier bandgap of 
-992 meV, but the result for the strained QW bandgap Eg is somewhat lower than would 
be expected (-770 meV) given the nominal QW composition of Section 3.1 [26]. 
However, this is perhaps unsurprising, since the measured QW ground-state transition at 
-787 meV in sample C corresponds to a wavelength of 1.58 pm, somewhat above the 
1.55 pm target.
InGaAlAs Sample A InGaAsP Sample CI I1000 ■-
I
Distance (A) Distance (A)
F ig u r e  4 -1 8  Schematic o f  band alignm ents resulting from QW M C calculations (see Tables 1 and 3) for InGaAlAs 
sample A and InGaAsP sample C, showing electron (e) and heavy-hole {hh) conduction and valence bands (CB and 
VB. respectively) in the barrier and QW , together with confined electron and hole energy-levels (solid horizontal 
lines). The dashed lines show the corresponding results for the light holes {Ih). As may be seen, the electron QW  is 
deeper in the tri-metal sam ple A, as intended, corresponding to a CB offset o f  ~ 6 6 %, in contrast to the -4 0 %  o f 
sam ple C. The observed transitions are shown by the vertical arrows, whose lengths are equal to the transition 
energies (not including the slight red-shifts due to excitonic binding energies.)
A comparison of the band alignment schematics is shown in Figure 4-18 for the tri-metal 
sample A and the benchmark sample. It is based on the final matches achieved with 
experiment using the QWMC program. This clearly shows the effect of using a tri-metal 
alloy in place of the usual InGaAsP quaternary, in particular on the electron confinement 
potential: while in the tri-metal samples the electron well has a depth o f -218 meV, it is 
only -110 meV in the benchmark sample. It also shows on the other hand, that the holes 
are less strongly confined in the InGaAlAs samples with hh and Ih well depths of 
-105 meV and -38 meV, respectively, compared to corresponding depths o f -169 meV 
and -96 meV, respectively, in the InGaAsP wells.
The combination of an increased CB offset, which reduces electron spill-over, coupled 
with the low VB offset, which reduces the QW hole density, both serve to reduce non- 
radiative loss processes such as Auger recombination in the InGaAlAs system, as has 
been reported elsewhere [93].
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4.5. FTIR-SPS
The above work was performed on a grating based system. However, as mentioned in 
section 3.2, as one progresses further into the IR it becomes increasingly difficult for 
grating spectroscopy to work and the use of an FTIR spectroscopy system can overcome 
these problems. As the samples just studied are designed to emit in a region that both 
grating- and FTIR-based system can potentially operate (though somewhat inefficiently) 
it seemed a good idea to get a comparison of the two methods. To do this, FTIR-SPS, as 
the simplest of the two spectroscopy techniques, was performed by Dr Tarun Sharma 
[64] on tri-metal Sample A as it gave the strongest SPS signal.
Figure 4-19 shows the different results produced by using the different techniques PR 
(Figure 4-19 a), SPS on a diffraction grating (Figure 4-19 b) and SPS on an FTIR 
(Figure 4-19 c). It is clear that there is a good match between all three techniques for the 
position of the ground-state transition.
It is also clear that the FTIR-SPS is the noisiest of the three techniques. However, in 
spite of this, FTIR-SPS clearly shows three QW transitions whereas the conventional 
grating-based SPS shows only the ground-state transition clearly- the higher order 
transitions only become evident upon performing the differential analysis.
0.87
E n e r g y  (eV)
0.86 0.83 0.80 0.78
S  -10
-20
1.40 1.45 1.50 1.55 1.60
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F ig u r e  4 -1 9  adapted from R ef 64, shows (a) ER and (b) SPS spectra for tri-metal sam ple A as seen in figure 8 , both 
obtained with a conventional grating based m onochrom ator and (c) FTIR-SPS spectrum  for the same sample, all 
recorded at RT.
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The thiee QW features visible in Figure 4-19 are due to the ground state Hn (labelled 
‘1’), and higher-order transitions Hn and Ln (labelled ‘2’ and ‘3’ respectively) as was 
discussed earlier in the chapter.
It is also worth stressing that, despite the fact that FTIR is not normally employed at 
such low wavelengths and has a poorer signal-to-noise ratio compared to the dispersive 
grating-based SPS, the higher-order transitions are actually significantly clearer in the 
FTIR-SPS, possibly because of the greater light flux at these wavelengths due to the 
broadband nature of the FTIR source. With this in mind it is clear that the new FTIR- 
SPS technique provides excellent results even for such wide-gap laser structures.
4.6. Conclusion
Modulated reflectance and surface photovoltage spectra have been measured at room 
temperature for two tri-metal InGaAlAs QW laser structures and compared to those of a 
benclimark InGaAsP QW structure, all designed to lase at 1.55pm. The tri-metal 
samples were found to exhibit three confined-state QW transitions, whereas the 
InGaAsP sample showed four confined QW transitions. This is due to the more deeply- 
confined heavy holes in this structure.
The SPS spectra corroborated the measured QW transition energies obtained in the ER 
or PR. The experimentally-determined transition energies were matched to those 
theoretically predicted by solving the Schrodinger equation for a square well, in which 
four key parameters (the strained QW bandgap energy, the barrier bandgap, the CB 
offset and the well width) were varied using a Monte-Carlo technique.
In the tri-metal samples, a close match was obtained between the theoretical and 
experimental transition energies. The resulting deduced barrier and QW bandgaps 
yielded the likely material compositions. The calculations also confirmed that both 
samples have a well width within ~5 Â of the target 45Â. The best match CB offset was 
Qc -66%, which lies close to the -63% expected using literature data [26], confirming 
that the electrons are indeed strongly confined in this system.
In the InGaAsP benchmark sample, the ground-state QW transition wavelength was 
found to be off the 1.55 pm, at -1.58 pm. While the fit to the spectra yielded QW 
transition energies that were consistent with more poorly confined electrons, as expected 
(with a Qc o f -40%), their energy positions confirmed that the QW had a somewhat 
smaller bandgap energy than nominally expected, possibly due to a slight compositional 
growth variations, though the fitted average well-width was again within -5  Â of the 
target 65Â.
The tri-metal laser stmctures have been clearly demonstrated to have a higher CB offset 
than the more conventional InGaAsP QW structures. Consequently, the electron 
confinement potential in the InGaAlAs wells is about twice as deep as that in the 
InGaAsP system. This confirms that these tri-metal QW laser structures will benefit 
from having a larger potential wavelength range and improved thermal performance.
SPS was performed on both a traditional grating-based spectroscopy and with an FTIR. 
It was demonstrated that FTIR-SPS, despite having a lower signal-to-noise ratio, more 
clearly showed the three confined QW transitions than its long-established, diffraction 
grating counterpart. FTIR-SPS has therefore been found to be a useful tool, even when 
used at very short wavelengths, approaching the limit of the machine’s capabilities.
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5. Mid-infrared laser samples
Having shown the useftiiness of using the FTIR system in Chapter 4, the FTIR-SPS 
technique is here used on foui' further laser samples, designed to lase further into the 
infrared at 3.9pm [49]. As discussed in Chapter 1, lasers operating in this region are 
important for many applications; ranging from secure free space communication to 
biomedical imaging to monitoring levels of trace gases in the atmosphere [10, II, 12].
Currently, designing mid-inffared lasers in the 3-4 pm range that operate in continuous 
wave mode at room temperature (RT) is difficult [11,12]. Much progress has recently 
been made in developing lasers working in this region- room temperature, continuous 
wave lasing has been reported at 3.8 pm from quantum cascade lasers [100], 3.75 pm 
from interband cascade lasers [101] and at 3.36 pm from compressively strained type I 
quantum wells (QWs) [102]. However, there still remains a great deal more possible 
development to the device engineering process that could be done. Full characterisation 
of material systems with the potential to lase in the region will continue to aid design 
progress and to further minimise loss and threshold.
One of the proposed methods of achieving RT lasing at this wavelength uses the material 
system AlxGaylni.x-ySb, epitaxially grown on GaAs. It has shown promise for potential 
high temperature lasing at between 3-5 pm; devices fabricated from this material system 
have recently been demonstrated, lasing at 3.3 pm at ~ 200 K [11,103,104].
A better understanding of the band structure of a sample composed of this material 
system; what the barrier and QW bandgap transition energies are together with the QW 
higher order transition (HOT) energies, will enable the design of lasers in this material 
system to be significantly improved.
In Section 1.2 the semi-empirical laser design process was discussed. This chapter looks 
at a composition of AlxGaylni.x.ySb which has not been well studied and as such, many 
of the material parameters used to predict the lasers’ behaviour have been extrapolated 
from quite different AlxGaylni-x-ySb compositions. This chapter uses FTIR-SPS, PL and 
PR to look into the validity of these extrapolations and will go on to show a large 
discrepancy between the measured barrier bandgap and that predicted using current 
literature.
When characterising a material it is important to do so at as close to the desired 
operating temperature (i.e. in this case room temperature) as possible. This makes using 
PL problematic as it typically only works at cryogenic temperatures. Furthermore, it is 
oflendifficult to measure PL in full laser structures as the upper layers and cladding of a 
laser sample often absorb much of the PL [78].
Multi-QW (MQW) samples are a method of avoiding the potential difficulties with 
measuring PL since they are specifically designed to give strong PL. However, MQW 
samples are not the same as the actual laser devices and as a consequence will have 
unintended growth differences. They may be a good approximation of the full laser 
devices but will never have a completely identical structure. Secondly, having multiple 
quantum wells changes the distribution of electrons [105] and alters the effect of the 
quantum confined Stark effect (QCSE) [106]. This may have a blue-shifting effect on 
the emission wavelength of the sample [105,106] as will be seen later in the chapter.
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Thus it is important to make, where possible, measurements on the full laser device 
structure.
Photo-modulated reflectance (PR) is a technique that has often given detailed 
information where PL has failed. However, using PR in the mid-IR has proved difficult 
and it has often failed to give the detailed information for which it is renowned in wider 
band-gap materials [49,59].
The FTIR-SPS demonstrated in Chapter 3 has thus proven to be invaluable tool. As will 
be shovm later in the chapter, it was the only technique that was capable of providing 
room temperature information and the only technique to give detailed information. As 
in Chapter 3, it detects the barrier bandgap, the fundamental QW transition energy and 
several higher order transitions (in this case up to 5.) This information not only gives an 
indication of the wavelength these devices would likely lase at if operating at room 
temperature but also helps to confirm the material parameters used in the theoretical 
models of the systems.
These measurements are compared to the traditional, temperature dependent, grating- 
based measurements of PR and PL of the four laser structure samples and of four 
corollary multi-QW samples, henceforth refened to as PL samples. They are denoted by 
the subscript PL. Comparing the behaviour of the laser and PL samples allows 
conclusions to be drawn about the validity of using MQW samples to approximate full 
laser structures.
5.1. Samples
The foui' laser structures, samples D-G, summarised in Table 5, were epitaxially grown 
at QinetiQ Malvern, onto semi-insulating GaAs substrates, have nominally identical 
layer structures consisting of AlJni-nSb cladding regions, AlpGaqIni.p.qSb baniers and 
two 10 nm wide Garlni-rSb QW active regions. Additional discussions of samples D-G 
are in refs. [11,103,104]. The actual layer composition and strains were determined by 
x-ray diffraction measurements on the complete laser structures [11,103]. The material 
system has the potential to provide sufficiently high compressive strain for low threshold 
laser operation whilst having band offsets capable of providing good electronic and 
optical confinement.
T a b le  5  Sum m ary o f  the nom inal properties o f  the four m id-infrared laser samples D-G
Sample Al„Ini.„Sbcladding
AlpGaqln -^p-qSb
barrier
Garlni.rSb
QWs
QW
strain
(%)
QW
thickness
(nm)
barrier
thickness
(nm)
D n=0.30 p=0.09 q=0.16 r=0.18 0.55 9.0 18.0
E n=0.30 p=0.11, q=0.17 r=0.19 0.62 13.0 16.0
F n=0.38 p=0.15, q=0.19 r=0.22 0.78 11.0 17.0
G n=0.41 p=0.18, q=0.20 r=0.25 0.81 10.0 17.0
The multi-QW, PL samples have nominally the same layer structure as the full laser 
structures, but with 15 repeats of the 10 nm QW/ barrier and no top cladding or capping 
layers. A summary of samples Dpl-Gpl can be seen in Table 6. Additional details of 
these samples and of complementary experiments performed upon them can be found in 
ref. [103].
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Figure 5-1 taken from ref. [11]. Part a) shows the schematic cross section of the QW laser. Part b) shows 
the calculated energy diagram of the diode under zero bias
Table 6  Summary of the nominal properties of the mid-infrared four laser samples Dj-Gi.
Sample Alnln|.„Sbcladding
AlpGaqlnj-p-qSb
barrier
Garin i.rSb
QWs
QW
strain
(%)
QW
thickness
(nm)
barrier
thickness
(nm)
Dpi. n=0.30 p=0.13, q=0.17 r=0.19 0.64 9.0 18.0
Epl n=0.28 p=0.14, q=0.15 r=0.18 0.71 13.0 16.0
Fpi. n=0.37 p=0.19, q=0.18 r=0.22 0.86 11.0 17.0
GpL n=0.43 p=0.21, q=0.20 r=0.25 0.94 10.0 17.0
5.2. Method
Due to its simplicity, initially temperature dependent PL (for setup see Figure 3-2, page 
36) was initially attempted on each laser structure sample using a 100 mW, 1064 nm 
Nd:YV0 4  laser chopped at a frequency of 812Hz. This was done on a traditional 
diffraction grating set-up. The chopped signal from the monochromator was then 
detected by a cooled InSb detector and lock-in amplifier. This gave a weak PL on the 
laser samples, at low temperatures (up to a maximum of -20 K).
Part way through the measurements on these laser structure samples, a 450 mW, 808 nm 
GaAlAs laser was acquired and used as a pump. This gave a PL signal that was up to six 
times stronger than with the Nd:YV0 4  laser (see Figure 5-2), up to a temperature of 
-200 K so the measurements were all repeated using this higher power laser. This laser 
was electrically modulated at a frequency of 812FIz and the PL was detected by the same 
detector. The temperature dependent measurements were performed in a closed cycle 
helium cryostat, with a cylindrical window providing near 360° optical access. The PL 
was normalised by dividing through by the system response. This was found using the 
techniques discussed in Chapter 3.
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The strongest PL came from Sample E and it is shown at 9 K, fitted with a Gaussian 
peak, in Figure 5-2. Despite the low temperature there is only one clear QW transition 
which has its energetic position indicated by the arrow. For these samples PL failed to 
give detailed information, and did not work beyond 200 K, 100 K below the desired 
operating temperature.
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Sample E0.0005
0.0004
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0.0000 QW
-0.0001030 032 034 036 038
Energy (eV)
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Figure 5-2 shows the 9 K PL spectrum o f sample E (curve), fitted with a Gaussian peak (dots), with the 
resulting QW ground-state transition energy indicated by the arrow.
Sample E
-1e-5
0.32 0.34 0.36 0.38 0.40 0.42
Energy (eV)
Figure 5-3 shows an example of a typical PL spectra obtained by the Condensed Matter Group at 
Lancaster at 4 K (small red circles) and 80 K (small blue circles)
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The condensed matter group in Lancaster were able to measure the PL of the MQW PL 
samples up to 180 K, after which the group were unable to measure it. Examples of the 
PL spectra they obtained are shown in Figure 5-3.
Though it is possible to fit these spectra, they are significantly noisier than our 
corresponding PL spectra of the full laser structures, at significantly lower temperatures 
than the desired operating temperature (the highest temperature PL spectrum to be 
measure by the group at Lancaster was 180 K.) As it is more desirable to have 
characterisation information at the desired operating temperature we tried, and 
succeeded, to measure room temperature PL of the four MQW PL samples using our set­
up (see Figure 3-2 on page 36.) Our room temperature PL spectrum of sample Epl is 
shown in Figure 5-4. Three potential QW transitions can be seen in Figure 5-4. As 
expected from a MQW sample, this is a more detailed PL spectrum than of the full laser 
sample, giving more detail at 300 K than even the 9 K spectrum of sample E (Figure
5-2). However, it is desirable wherever possible to have measurements made on the full 
laser structure and, as will soon be shown, the information from using FTIR-SPS on the 
full laser structures was still more detailed than the room temperature PL of the MQW 
samples.
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Figure 5-4 shows our 300 K measured PL spectrum o f sample E with the QW bandgap and two potential 
higher order transitions (HOTs) labelled by arrows.
Having measured the PL, PR was next tried using the 1064 nm Nd:YV0 4  laser as a 
pump, modulated at a frequency of 812 Hz (see Figure 3-3). The AR signal was detected 
by a cooled InSb detector and lock-in amplifier. The barrier was found to have 
measurable PR up to temperature of -200 K in the laser samples and up to room 
temperature in the PL samples. However, the QW PR signals were swamped by 
oscillations in the reflectivity spectrum, as is often typical for multilayer samples grown 
on GaAs [47], as can be seen in Figure 5-5.
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F ig u r e  5 -5  sh o w s th e  9 K  P R  an d  re fle c tiv ity  sp e c tru m  o f  S a m p le  D . O v e r  th e  Q W  re g io n  ( - 0 .3 7 - 0 .4  e V ) 
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Whilst the PL and PR techniques gave information on the barrier and QW neither 
technique worked on the laser samples beyond about 200 K. This led to the trial of 
FTIR-SPS. Using FTIR-SPS as a spectroscopy technique gave extremely detailed 
results with information on the barrier bandgap, QW bandgap and all of the predicted 
higher order QW transitions of laser samples. Unfortunately, due to the configuration of 
the FTIR, it was not possible to put the samples in a cryostat when using the FTIR and 
only room temperature measurements could be made.
Initially, when FTIR-SPS measurements were tried on the PL samples no signal could be 
measured. After subsequent testing of the set-up it was found that this was due to our 
electrical contacting method on the samples; the samples are grown onto a semi- 
insulating base and it was necessary for the bottom silver paste contact to expand 
slightly up the sample sides to “short out” enough of the lower layers at the sides of the 
sample to overcome this. It was eventually found after much trial and error that the most 
consistent and reliable method of contacting samples was to etch down to either side of 
the QW and evaporate a Au-Ti contact directly upon the sample. Contacting the 
samples in this way gave a consistent strong and reproducible signal for each sample. 
However, such a contact makes FTIR-SPS no longer a non-destructive technique and 
therefore could not be used until all the other measurements were over.
Hence, the FTIR-SPS measurements shown here were performed with each sample 
mounted upon a copper back plate acting as the earth, using the conducting silver 
adhesive slightly “lapped up” the sides of the sample. The top electrode was a thin wire 
directly attached to the front of the sample using a small dot of the same silver adhesive 
(see Figure 5-6.)
The sample was then connected, via its electrodes to an InSb pre-amplifier (which was 
found to give the best gain match between the SPS and the computer inputs) before 
being connected to the computer and its corresponding electronics. Due to strong
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interference oscillations in the QW region of the R spectra, it was also necessary to 
determine the additional -  R) normalisation term in Equation 12, which was obtained 
as described in section 2.3 and Ref. [49]. To do this, absolute reflectivity measurements 
of the samples were necessary and they were performed in the manner described in 
section 3.1.3 All FTIR-SPS spectra were measured at room temperature.
Coaxial
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Soldered to the b ase  plate
Adhered to the sam ple 
with conducting  silver 
paste
Coaxial 
f /  Cable
A dhered to the sam ple 
with conducting silver 
paste.^ Q W
3 ^
Soldered to the b ase  plate
E lectrodes
Figure 5-6 shows the contacting method used for the SPS measurements in this work. A fine wire is 
soldered to the inner wire in a coaxial cable. The other end of this wire is attached to the sample with 
conducting silver paint and acts as a top electrode. The sample itself is attached to a copper base-plate 
using the same conducting silver paint. This can be seen as if from above in figure A whilst figure B 
shows a cross-sectional view. Note the lapping of the bottom contact visible in figure B. The outer part of 
the coaxial cable is soldered to the base plate. This acts as a bottom electrode. Part C illustrates the 
reliable contacting method of etching away part o f the sample to below the QW and placing electrodes 
either side of the QW.
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5.3. Analysis Techniques
As discussed in Chapter 2, the temperature dependent PL spectra of the laser samples 
(see Figure 5-7) were least-squares fitted with a sum of Gaussian peaks, varying in 
width, intensity and transition energy, representing the various possible QW transitions.
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Figure 5-7 shows the temperature dependent PL spectra of sample E.
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Figure 5-8 shows the temperature dependent PR spectra of sample E in the region o f the barrier only.
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The measured temperature dependent PR spectra of the barrier features (see Figure 5-8) 
were least-squares fitted with a conventional derivative-like functional form (DLFF) 
given by Equation 13. The exponent n was taken to have the value « = 2.5 at all 
temperatures.
The SPS spectra (shown in the results section 5.4.2) were analysed using the procedure 
recommended by [57], whereby the spectra were divided by the absolute (I -R) spectra 
before being fitted with Gaussian peaks where each peak represented a QW transition. 
The barrier feature of the FTIR-SPS spectra results was fitted according to the procedure 
recommended in reference [58], using Equation 17 whereby the SPS spectra were 
squared over the region of the barrier bandgap and then fitted with two straight lines; 
one in the steeply sloping region of the barrier, the other in the flattish region. These 
two fits were extrapolated until they crossed, with the barrier bandgap energy being 
taken as the intersection of the two lines.
The measuied transition energies obtained in this way from the PL, PR and SPS were 
compared to those predicted by a detailed, theoretical model, written by Dr Aleksey 
Andreev [30, 107, 108, 109]. This is based on a full 8 band k.p theory as discussed in 
section 2.2.4 that takes account of anisotropy and strain. The composition and thickness 
of each layer in the samples was fixed in this model using the values measured by x-ray 
diffiaction (see Table 5). The barrier bandgaps were calculated from their known 
compositions using a version of a formula in Ref 108 modified to better match 
experimental data obtained through work on this material system done at the Advanced 
Teclinology Institute, University of Surrey, (however, see later comments on this.) To 
adjust the model to better match our experiment FTIR-SPS measurements of the QW 
transitions the conduction band offset ratio was varied between 50 % and 80 % to try to 
get the best match between theory and experiment. It was found that a conduction band 
offset ratio of 62 % gave this best match between the QW transition energies predicted 
by the theoretical model and measured by experiment (see later.)
The temperature dependent PL and PR measurements of the respective QW and barrier 
bandgap energies were fitted with Bose-Einstein curves, as discussed in section 2.3.
5.4. Results
5.4.2. 300 K FTIR-SPS
Figure 5-9 shows the normalised RT FTIR-SPS spectrum of laser structure sample D. 
The inset shows the aforementioned linear fits of the squared barrier SPS signal, giving a 
barrier bandgap energy of Egb = 477 ± 6 meV (represented on the graph by the solid 
arrow). The conesponding value predicted by the modified formula of Ref 108 is 
431 meV (and shown on the graph as an open arrow), some 46 meV smaller.
This represents a considerable disagreement between barrier bandgaps used in the model 
and these measured barrier bandgaps. Such a discrepancy was present in all four laser 
samples (see Table 7). Currently, Egb is not well known for AlGalnSb, particularly for 
the present compositions, and there is considerable disagreement between suggested 
literature values for our compositions (with predicted values differing from ~200 meV to 
-350 meV [108,109].) Because of these disagreements it was deemed preferable to use 
out measured Egb for each laser sample in the k.p model when calculating the QW 
transition energies.
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T a b le  7 sh o w s th e  e x p e rim e n ta lly  d e te rm in e d  b a rr ie r  b a n d g a p  e n e rg ie s  fro m  th e  3 0 0  K  F T IR -S P S  in eV  
fo r  e ac h  la se r sa m p le  c o m p a re d  w ith  th re e  d iffe re n t p re d ic te d  v a lu es; o n e  fro m  th e  in itia l m o d e l u se d  in 
th is  w o rk  an d  tw o  fro m  o th e r  l ite ra tu re  so u rces .
Sample Experiment Model Krijn et al.. 
[109]
Zbitnew et 
al. [108]
D 0.477 ± 6 0.431 0.359 0.564
E 0.528 ± 6 0.472 0.389 0.629
F 0.653 ± 6 0.591 0.482 0.818
G 0.725 ± 8 0.655 0.535 0.922
The main plot in Figure 5-9 shows the QW SPS spectrum, its fit and the component 
Gaussian oscillators.
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F ig u r e  5 -9  Main plot: the norm alised RT FTIR-SPS spectrum  o f  sample D over the QW  region (small, solid circles 
where for clarity not all data points are plotted). The fit and its five constituent Gaussian peaks are shown by the solid 
and dashed curves, respectively, with the fitted energies indicated by the vertical dotted lines (where the horizontal 
line shows the typical uncertainty). The predicted QW  transition energies (blue-shifted by 16 m eV) are shown by the 
open triangles and labelled according to the level from which the electron in the conduction band (e) is recom bining 
with in the heavy-hole valence band (h) where e |h , represents the QW  ground-state transition. Inset: the SPS^ signal 
in the barrier region and the linear fits. The resulting experimentally measured barrier bandgap is shown by the filled 
arrow, while the open arrow indicates the barrier bandgap predicted from the initial calculations.
Clearly, the fit is of a high quality and five QW transitions are evident with fitted 
energies of 316, 339, 381, 405 and 427 meV (see Table 8), respectively, with typical 
uncertainties (from the fitting algorithm) of ± 6 meV. The k.p model predicted six QW 
transitions at energies of 300, 333, 374, 381, 380 and 413 meV (see Table 8), 
corresponding to transitions cihi, Cih2 , ciha, e\\u, cihi and cihi, respectively (e„ and hm 
are the n**’ and m^*’ confined electron and heavy-hole states, respectively.) The model 
predicted no confined light-hole states.
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In Figure 5-9 the open triangles indicate the predicted QW transition energies, but bodily 
blue-shifted by 16 meV (see Table 8), so as to match the measured cihi. The validity of 
this blue-shifting will be discussed further towards the end of the section. This also 
yields a good agreement for cihg and a reasonable agreement for the remaining 
transitions (eili4 and czhi are nearly degenerate) within the uncertainties of the model and 
experiment. The model also predicts the ezhg and e2Îi4 transitions. However, the SPS 
spectrum is strongly rising in this energy region due to the proximity of the barrier 
feature and there is noise from water vapour absorption, thus obscuring any peaks that 
may be present representing these two predicted transitions.
Table 8 show s the fitted experimental transition energies o f  sam ple D  at 300 K  and com pares them  to their 
theoretically predicted counterparts. The first colum n indicates the identity o f  the QW  transition, where, e.g. e;h , 
refers to the first confined electron- to first heavy-hole-state transition. The second colum n show s the predicted values 
o f  the QW  transitions from the k.p m odel discussed earlier. The third colum n takes the values o f  colum n two and 
shifts their energies by 16 m eV so that the e,h] transition energy o f  theory and experim ent are the same. The final 
colum n shows the results o f  fitting the FTIR-SPS spectrum.
Sample D Transition Energies (in meV)
Predicted Predicted +16 meV Expt
eihi 300 316 316 + 6
eili2 333 349 339 + 6
eiha 374 390 381 + 6
Gih* 381 397 405 + 6
eshi 380 396
6 2 h2 413 429 427 + 6
Sample E gave similar results to sample D. Figure 5-10 shows the SPS spectrum and its 
fit. The slight differences observed between the fit and the data are believe to be due to 
the difficulty in accurately measuring the absolutely reflectivity and so in normalising 
out the reflectivity features in the SPS.
Transitions are observed in the FTIR-SPS spectra that are nominally forbidden, that is to 
say that are non-diagonal and/ or parity forbidden in the simple model. This, however, is 
a fairly common occurrence [41] in SPS and modulation spectroscopy. There are 
several possible reasons behind this. Firstly, the models used to predict the behaviour of 
the QW tend to assume a perfectly rectangular QW band profile. This is assumed by our 
theory. There are often imperfections in the QWs and these, together with in-built 
electric fields can lead to a non-zero overlap integral for nominally parity-forbidden 
transitions [see chapter 2]. A complete theory of SPS is needed to take into account 
these things and other things, including the carrier escape mechanisms which actually 
generate the observed photo-voltage. This could then help explain why e.g. the optical 
absorption strengths are not always strongest for the allowed transitions (i.e. to be able to 
explain why, for this sample only, in Figure 5-9 the strength of the ground state QW 
transition is much less than that of the eih2 transition.) Strong emission from forbidden 
transitions has been seen in InSb-based LEDs [110] which also have stronger emission 
ft'om forbidden than allowed transitions.
This fit also showed five clear transitions of energy 315, 341, 374, 403 and 432 ± 6 meV 
(see Table 9). Here, the predicted QW transitions are 282, 301, 331, 355, 380 and 
399 meV, with identities indicated in Figure 5-10, where they have been blue-shifted by 
33 meV to match the measured eihi.
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Figure 5-10 Main plot; the norm alised RT FTIR-SPS spectrum  o f  sample E over the QW  region (small, solid circles 
where for clarity not all data points are plotted). The fit and its five constituent Gaussian peaks are shown by the solid 
and dashed curves, respectively, with the fitted energies indicated by the vertical dashed lines (where the horizontal 
line shows the typical uncertainty). The predicted QW  transition energies (blue-shifted by 33 m eV) are shown by the 
open triangles. Inset: the SPS^ signal in the barrier region and the linear fits. The resulting m easured barrier bandgap 
is shown by the filled arrow, while the open arrow indicates the barrier bandgap assumed in the initial calculations.
Here, as with sample D, the parity allowed, diagonal transitions show good matches 
between the theoretical and experimental values, whilst the other transitions are in 
reasonable agreement. It is not certain as to whether the eihs and eilu transitions are 
combining here to make up the third observed peak or whether the eili4 and eihi are 
transitions combining in the fourth observed peak. However, since in sample D it is the 
eili4 and eihi transitions that are nearly degenerate and combined into one peak it is 
likely that this has similarly occurred here.
The measured barrier bandgap Egb = 528 ± 3 meV (Figure 5-10 inset, solid arrow) has a 
large disagreement (-56 meV) with that assumed in the initial model of Egb = 472 meV 
(inset, open arrow.) This is a significant difference and clearly shows that modified 
literature formula Ref 108 initially used in the model is in considerable error.
Table 9 shows the fitted experimental transition energies o f  sam ple E and com pares them  to their theoretically 
counterparts. The first colum n indicates the corresponding identity o f  the QW  transition, where, e.g. e ,h i refers to the 
first confined electron- to first heavy-hole-state transition. The second column shows the values predicted by the k.p 
model used to model the laser samples o f  the QW  transitions. The third column takes the values o f  colum n two and 
shifts their energies by 33 meV so that the e ,h , transition energy o f  theory and experim ent are the same. The final 
colum n shows the results o f  fitting the FTIR-SPS spectrum.
Sample E Transition Energies (in meV)
Predicted Predicted + 33 meV Expt
eihi 282 315 315 + 6
Cih2 301 334 341+6
Gihj 331 363 374 + 6
cih* 355 388 403 + 6
eihi 380 413
eihz 399 432 432 + 6
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Figure 5-11 M ain plot: the norm alised RT FTIR-SPS spectrum o f  sam ple F over the QW  region (small, solid circles 
where for clarity not all data points are plotted). The fit and its five constituent Gaussian peaks are shown by the solid 
and dashed curves, respectively, with the fitted energies indicated by the vertical dashed lines (where the horizontal 
line shows the typical uncertainty). The predicted QW  transition energies (blue-shifted by 25 m eV) are shown by the 
open triangles. Inset: the SPS^ signal in the barrier region and the linear fits. The resulting barrier bandgap is shown 
by the filled arrow, while the open arrow indicates the barrier bandgap assum ed in the initial calculations.
The SPS of sample F (see Figure 5-11) displayed six QW transitions; at 338, 364, 401, 
428, 454 and 495 meV (± 6 meV) and Egb = 653 ± 4 meV, compared to predictions of 
313, 339, 380, 401, 443 and 469 meV, and Egb = 591 meV (see Table 10). Here, after 
blue-shifting by 25 meV, the predicted eih, - eih# and e2hi transitions are in excellent 
agreement with experimentally determined transitions, while the remaining eihi 
transition is in reasonable agreement.
This sample has the closest match between theoretically predicted and experimentally 
determined QW transition energies. It is also the most highly strained sample so far, and 
the sample that produced devices which could lase closest to room temperature [11]. 
This suggests this sample is the sample the best optimised one and also well grown.
Table 10 shows the fitted experimental transition energies o f  sam ple F and compares them  to those theoretically 
predicted by the k.p model discussed earlier. The first colum n indicates the corresponding identity o f  the QW  
transition, where, e.g. e ,h , refers to the first confined electron- to first heavy-hole-state transition. The second column 
shows the predicted values o f  the QW  transitions. The third column takes the values o f  colum n two and shifts their 
energies by 25 meV so that the e ,h , transition energy o f  theory and experim ent are the same. The final colum n shows 
the results o f  fitting the FTIR-SPS spectrum.
Sample F Transition Energies (in meV)
Predicted Predicted + 25 meV Expt
eihi 313 338 338 ± 6
C|h2 339 364 364 ± 6
cihs 380 405 401 ± 6
Gihj 401 426 428 ± 6
e2hi 443 468 454 ± 6
e2h2 469 494 495 ± 6
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Figure 5-12 M ain plot: the norm alised RT FTIR-SPS spectrum  o f  sample G over the QW  region (small, solid circles 
where for clarity not all data points are plotted). The fit and its five constituent Gaussian peaks are shown by the solid 
and dashed curves, respectively, with the fitted energies indicated by the vertical dashed lines (where the horizontal 
line shows the typical uncertainty). The predicted QW  transition energies (blue-shifted by 39 m eV) are shown by the 
open triangles. Inset; the SPS^ signal in the barrier region and the linear fits. The resulting barrier bandgap is shown 
by the filled arrow, while the open arrow indicates the barrier bandgap assumed in the initial calculations.
The SPS of sample G (see Figure 5-12) also displayed six QW transitions; 372, 406, 
438, 473, 499 and 541 meV (± 8 meV) and Egb = 725 ± 6 meV, and predicted 333, 364, 
414, 426, 482 and 513 meV and Egb = 655 meV. The QW predictions are blue shifted 
by 39 meV in Figure 5-12, and the blue shifted predicted eihi, eih], eili4 and e2hi 
transitions are in good agreement with experiment, with eihg, and eihi transitions being 
somewhat outside of experimental error bars.
Table 11 shows the fitted experimental transition energies o f  sample G and compares them  to those theoretically 
predicted. The first colum n indicates the corresponding identity o f  the barrier or QW  transition, where, e.g. e ,h , refers 
to the first confined electron- to first heavy-hole-state transition. The second colum n shows the predicted values o f  
the barrier and QW  transitions. The third colum n takes the values o f  colum n two and shifts their energies by 39 meV 
so that the e ,h , transition energy o f  theory and experim ent are the same. The final colum n shows the results o f  fitting 
the FTIR-SPS spectrum.
Sample G Transition Energies (in meV)
Predicted Predicted + 39 meV Expt
eihi 333 372 372 + 8
eihi 364 403 406 + 8
Gib] 414 453 438 + 8
eih4 426 465 473 + 8
482 521 499 + 8
ezhz 513 551 541 + 8
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It is clear from Figure 5-9 - Figure 5-12 that as the QW strain, and the depths of the 
electron and hole confining potentials, steadily increase, the QW transitions become 
progressively more spaced out in energy. This is due to a combination of the electron 
and hole confining potentials increasing due to changing the barrier composition (see 
Table 5) and the increase in the QW strained bandgap, with the former having the more 
dominant effect.
Once the QW transition energies predicted by the 8-band k.p model have been blue- 
shifted so that the ground state transition matches its experimentally determined 
counterpart, it is seen that the predicted and measured transition energies are generally in 
good agreement, particularly with the diagonal eihi and Qjhi transitions. This required 
blue shift of between 16 and 39meV indicates that the model would benefit from 
refinements in several of its parameters, for example, the unstrained QW bandgap and 
deformation potentials, as well as from subtle additions to it such as the inclusion of e.g. 
the effect of excitonic binding energies and built-in electric fields and non-rectangular 
QW band profiles. However, such corrections would need to be performed in 
combination with a more precise experimental determination of the QW and barrier 
compositions and with a more accurate measure of the strain. The combining of such 
refinements should give a better match with the experimentally determined QW 
transitions here, thus enabling the model to be fully exploited to understand the 
properties of the devices fabricated from present and any potential future samples.
5.4,3. Temperature Dependent on the QW
The samples’ QW ground-states, measured at room temperature by FTIR-SPS, were 
then compared to the temperature dependent PL measurements of the QW ground-state 
(see Figure 5-13, where the open blue circles represent the QW ground-state extracted 
from fitting the PL spectra and the solid red circle the QW ground-state according to 
FTIR-SPS.) Figure 5-13 also shows temperature dependent results of fitting the PL of 
sample Dpl up to 300 K (green triangles). The data show that the temperature 
dependence of the QW ground-state transition energy of samples D and Dpl is 
essentially the same within experimental errors (of ±5 meV and ±8 meV in laser and PL 
sample respectively), though the transition energy is slightly higher (-10 meV) in 
sample Dpl than in sample D.
PL alone could only measure the QW ground-state transition of the laser sample up to a 
temperature of 100 K. In order to reliably fit the data as a function of temperature it was 
necessary to include the room temperature FTIR-SPS result. In this case the fit gives 
Bose Einstein coefficients of a = 0.370 eV, 6 = 3.33x10'^ eV and 2.41x10^ K. A 
cuiTent literature search has provided no Bose Einstein coefficients to compare these 
values with. However, Vurgaftman et al. [26] have suggested Varshni coefficients (for 
the bulk material) for this material system which gives a temperature dependence that 
can be seen in Figure 5-14, where the temperature dependence of a material with the 
same composition as the laser sample is shown by the red curve and of the PL sample by 
the blue curve. This temperature dependence exhibits a similar energy spacing between 
samples D and Dpl- However, as can be seen in Figure 5-15, the curves have both been 
necessarily blue-shifted by -81 meV to give a more reasonable match with our 
measurements 9 K and the temperature dependence is not as strong as the literature 
Varshni coefficients suggest but strictly speaking the Varshni coefficients are only valid 
for bulk materials. Furthermore, Egs evolves differently with temperature to Eg, as such 
the stiain and the conduction band offset will vary with temperature. These factors will
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contribute to differences between Vurgaftman’s predicted temperature dependence and 
that observed experimentally.
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Figure 5-13 shows the tem perature dependence o f  the QW  ground-state transition, taken from fitting the PL spectra 
a Gaussian, o f  laser sam ple D (blue, open circles) com pared to  the PL o f  analogous PL sam ple DpL (green, solid 
triangles). The vertical lines show the typical uncertainty for each spectroscopy type. No room tem perature PL was 
possible on sample D, so the FTIR-SPS result (red, solid circle) was used in this case. The solid black lines are the fit 
to the laser sam ple QW  tem perature dependent results (including the 300 K value) with a Bose Einstein curve, and this 
fit transposed to try to match the PL sam ple’s results.
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Figure 5-14 shows the predicted tem perature evolution o f  the bandgap o f  a bulk material with the same com position 
as the QW  o f  laser sam ple D (red curve) and M QW  sam ple Dp^ (blue curve) according to the Varshni param eters 
suggested by Vurgaftm an et al. [26].
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Figure 5-15 as Figure 5-13 but with Ref 26’s suggested temperature dependence for bulk material o f the 
same composition to sample D (dashed red curve) and sample Dpl (dashed blue curve) blue-shifted by 
80 meV.
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Figure 5-16 the tem perature dependent results o f  fitting the PL spectra o f  the QW  ground-state transition o f  laser 
sam ple E (open, blue circles) compared to the analogous PL result o f  PL sam ple Ept (solid, green triangles). The 
vertical lines show the typical uncertainty for each spectroscopy type. No room  tem perature PL was possible on 
sam ple E. so the FTIR-SPS result (solid, red circle) was used in this case. The PL results o f  sam ple E were fitted with 
a Bose-Einstein curve (equation top right, full curve) and the fitted param eters can be seen on the top left. The dashed 
blue curve represents the tem perature evolution o f  the bandgap o f  a bulk material with the same com position as the 
QW  o f  sample DpL (sam ple D has an identical tem perature dependence) according to the Varshni param eters 
suggested by Vurgaftman et al. but blue shifted by 6 8  meV [26].
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Figure 5-16 shows the results of fitting the temperature dependent PL spectra of Samples 
E and Epl. It is clear that the temperature dependence of the two samples is similar; 
within the experimental error of ±6 meV and ±8 meV in laser structure and MQW 
sample respectively it is the same. The resulting fit of the laser sample results with a 
Bose-Einstein curve from the combination of grating- and FTIR-based spectroscopies 
can also be seen on Figure 5-16. The resulting coefficients were a = 0.363 eV, 
6 = 2.61x10'^ eV and 2.24x10^ K. The blue line on Figure 5-16 shows the 
temperature dependence of the MQW and laser samples according to Vurgaftman et al. 
[26] (the two samples are expected to have nearly degenerate temperature dependences 
as is observed.) As with sample D, the literature temperature dependence is much 
stronger than that measured by experiment but because the compositions of sample E 
and EpL are more similar, the predicted energy spacing between the MQW and laser 
sample is much closer, similar to that observed in experiment. Sample E gave 
measurable PL up to a temperature 50 K higher than Sample D. This suggests that the 
additional strain in the sample allows the device to perform better.
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Figure 5-17 the tem perature dependent results from fitting the PL spectra o f  the QW  ground-state transition o f  laser 
sam ple F (open, blue circles) com pared to the fitted tem perature dependent PL results o f  analogous PL sam ple PpL 
(solid, green triangles). The vertical lines show the typical uncertainty for each spectroscopy type. No room 
tem perature PL was possible on sam ple F, so the FTIR-SPS result (solid, red circle) was used in this case. The dashed 
blue curve represents the tem perature evolution o f  the bandgap o f  a bulk material with the same com position as the 
QW  o f  sam ple DpL (sam ple D has an identical tem perature dependence) according to the Varshni param eters 
suggested by Vurgaftm an et al. blue-shifted by 81 meV [26].
Sample F gave weak PL, though only to a temperature of 75 K. The results of fitting the 
temperature dependent PL can be seen in Figure 5-17. In this case, without the inclusion 
of the room temperature FTIR-SPS data it would be impossible to reliably fit the 
temperature dependence of sample F which has Bose Einstein coefficients of 
a = 0.391 eV, b = 3.30x10'^ eV and 0= 2.44x10^ K. Figure 5-17 also shows the results 
of fitting the temperature dependent QW PL spectra of sample Frl, from 4 K up to 
300 K. The temperature dependent behaviour of MQW sample Frl is, within error bars, 
the same as sample F. The laser and MQW sample have a more similar composition that 
samples D and Drl say and because of this, this degenerate behaviour is also seen in the 
predicted temperature dependence of the samples according to Vurgaftman et al. [26] 
(shown by the blue line on Figure 5-17) which is again, predicted to be stronger than is 
observed through measurement.
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As with sample F, sample G gave weak PL at a low temperature (see Figure 5-18 for the 
results of the fit) but not above 10 K. However, Figure 5-18 also shows the results of 
fitting temperature dependent PL of the QW ground-state transition energy of sample 
Gpi up to 300 K. In this case weak PL of the laser sample makes it impossible to 
compare the behaviour of the PL and laser sample. Both samples appear to have a 
similar QW transition energy at low temperatures, but at room temperature there is no 
PL from the PL sample and thus it is difficult to constructively compare the two 
samples.
In this case, since there are so little data for the full laser sample, the PL sample result 
have been fitted, using the 300 K FTIR-SPS result from the full structure to give a more 
reliable fit, giving Bose-Einstein coefficients of « = 0.403 eV, 6 = 1.41x10'^ eV and 
0= 1.89x10^ K. Once again, the experiment shows a shallower temperature dependence 
than that predicted for the bulk by Vurgaftman et al. (where red line represents the laser 
sample and the blue line the MQW blue-shifted by 79 meV.)
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F ig u re  5 -1 8  the results o f  fitting the PL from the QW  o f  laser sam ple G (blue circle.) Here, PL was only seen at 
10 K F l'lR -SPS (red circle) gives a room tem perature QW  bandgap. The vertical lines show the typical uncertainty 
for each spectroscopy type. The PL results o f  the analogous PL sam ple Gp^ (green circles) are displayed for 
comparison purposes. A Bose-Einstein fit o f  the PL sam ple’s QW  tem perature is shown by the solid black line. The 
dashed red and blue curves represent the tem perature evolution o f  the bandgap o f  a bulk material with the same 
com position as the QW  o f  sam ples D and DpL respectively according to the Varshni param eters suggested by 
Vurgaftman et al. blue-shifted by 79 meV [ 26].
5.4.4. Temperature Dependent on the barrier
As shown in Figure 5-5, PR was able to reliably determine the position only of the 
barrier band gap. The results of the FTIR-SPS have shown that at room temperature the 
barrier bandgap predicted from literature disagrees with that measured experimentally. 
Using the temperature dependence coefficients of Vurgaftman, the value of EgB 
according to the unmodified formula of Ref 108 were calculated and compared to the 
9 K PR spectra in the barrier regions of samples D-G, with fits to obtain Egg(T=9K) with
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the difference between these “predicted” EgB and the measured Egg ranging from 
-85 meV to -200 meV for samples D-G. This can also be seen in Figure 5-19. The 
measured PR values are consistent with the Egg(T=300K) values measured in FTIR-SPS, 
with the with temperature in each sample being approximately 70 meV higher in energy 
at 9 K than at 300 K.
Figure 5-20 shows the barrier feature in the 9 K PR of sample D where a distinct 
shoulder can be seen at -0.53 eV. In order to fit the PR of sample D this feature had to 
be accounted for with a second Aspnes line-shape. The temperature dependence of the 
barrier bandgap shown in Figure 5-21 shows this resulting second feature below the 
barrier bandgap energy. The precise origin of this is currently unknown but it is possible 
that there is a slight growth variation in the composition of the barrier layers between the 
QWs, causing a slightly different barrier bandgap of one or more layer.
The full temperature dependence of the barrier bandgaps of samples D-G can be seen in 
Figure 5-21 to Figure 5-25 respectively. PR was able to measure the barrier bandgap. 
Egg, of laser sample D up to a temperature of 200K. In order to more accurately fit this 
Egg as a fimction of T the value of the barrier bandgap at room temperature was also 
included from the FTIR-SPS result. Figure 5-21 shows that the two spectroscopic 
techniques are in good agreement with each other, fitting nicely to a Bose-Einstein 
curve. The fit gives Bose Einstein coefficients of a = 0.545 eV, b = 6.68x10'^ eV and 
0= 2.85x10^ K. Sample Dpl has a barrier bandgap of approximately 15 meV larger than 
sample D. This gap is much smaller than that predicted by Vurgaftman et al. (see Figure 
5-22.) The measured temperature dependence of the barrier bandgap is also slightly 
weaker than expected by Vurgaftman et al. and this trend is seen throughout the samples.
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Figure 5-19 shows 9 K PR spectra of the barrier region o f Samples D-G (small, open circles) with fits 
using the Aspnes function [41] shown as full curves. The arrows indicate the energy position of the 
barrier bandgap obtained from the fits and the large, solid black circles labelled D-G indicate the predicted 
position of the barrier bandgap according to Ref [108].
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F ig u re  5 -21 the tem perature dependent results o f  fitting the PR o f  the barrier bandgap o f  laser sample D (blue open 
circles) is compared to the barrier bandgap o f  analogous PL sample DpL (green solid triangles). N o room tem perature 
PR was possible on sample D, so the FTIR result (red solid circle) was used in this case. The vertical lines show the 
typical uncertainty for each spectroscopy type. The PR results for sam ple D were fitted with a B ose-Einstein curve 
(equation top right, solid black line) and the fitted param eters can be seen on the top right. This fit was then 
transposed to try to match the second low energy feature in the barrier (open squares) and the barrier bandgap o f  the 
PL sample (green triangles.) The dashed red curves represent the tem perature evolution o f  the bandgap o f  a bulk 
material with the same compiosition as the barrier o f  sam ple D  according to the Varshni param eters suggested by 
Vurgaftman et al. [26], blue-shifted by 105 meV and 120 m eV to try to match the tem perature dependence o f  the 
barrier band-gap o f  the laser and PL samples respectively. .
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Figure 5-22 shows the predicted barrier bandgap temperature dependence according to Ref [26].
In Figure 5-22 the predicted temperature dependence of the Ege of the laser sample and 
MQW sample appears to be very similar, merely transposed in energy. As the spacing 
between the predicted barrier bandgap of the laser and MQW sample is so large, the 
measured barrier bandgap temperature dependence of the laser and MQW samples are 
aligned with a transposed version of the laser sample temperature dependence. This was 
done for all four sets of samples.
Figure 5-23 shows the temperature dependent PR results for the barrier bandgap. In this 
case, it was also possible to measure the barrier signal up to 200 K. The 300 K FTIR- 
SPS result for the barrier band gap is in good agreement with the PR results and was 
included in the Bose-Einstein fit to improve its reliability. The Bose-Einstein 
coefficients were found to be a = 0.595 eV, 6 = 5.54x10'^ eV and 2.54x10^ K.
Figure 5-23 also shows the barrier bandgap results from fitting the temperature 
dependent PR of the PL sample Epl, also up to 200 K. As Figure 5-23 shows, the two 
samples have almost identical barrier bandgaps and temperature dependences, within 
error bars of ± 4 meV for both laser and PL sample. This suggests that sample Epl is a 
much closer representation of sample E than sample Dpl is of sample D.
In sample F, PR allowed the barrier bandgap to be measured with an error of ±6 meV, 
up to 150 K (see in Figure 5-24.) The results of fitting the barrier bandgap were fitted, 
with the inclusion of the FTIR-SPS data, and was found to have the following Bose- 
Einstein coefficients a = 0.718 eV, 6 = 3.87x10'^ eV and 2.33x10^ K. PL sample 
FpL, shows a broadly similar temperature dependence to sample F, though again, the 
barrier bandgap is at a slightly higher energy than that of the laser sample (in this case 
10 meV.)
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Figure 5-23 the results o f  fitting the tem perature dependent PR o f  the barrier bandgap o f  laser sam ple E (open, blue 
circles) compared to the barrier bandgap o f  analogous PL sam ple EpL (solid, green triangles). The vertical lines show 
the typical uncertainty for each spectroscopy type. No room  tem perature PR was possible on sam ple E, so the FTIR- 
SPS result (solid, red circle) was used in this case. The PR results for sam ple E were fitted with a B ose-Einstein curve 
(equation top right, solid line) and the fitted param eters can be seen on the top left. The dashed red curves represent 
the tem perature evolution o f  the bandgap o f  a bulk material with the same com position as the barrier o f  sam ple D 
according to the Varshni param eters suggested by Vurgaftm an et al. [26], blue-shifted by 115 meV to try to m atch the 
tem perature dependence o f  the barrier band-gap o f  the laser and PL sam ples respectively.
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Figure 5-24 the results o f  fitting the tem perature dependent PR o f  the barrier bandgap o f  laser sam ple F (open, blue 
circles) fitted with a Bose-Einstein curve (equation top right) and the fitted param eters can be seen on the top left. The 
fit is shown by the solid black line. It has also been transposed to match the PL sam ple’s barrier bandgap tem perature 
dependence. The vertical lines show the typical uncertainty for each spectroscopy type. Room tem perature PR was 
not possible on sample F so to improve the fit the barrier bandgap at 300 K (solid, red circle) was taken from the 
FTIR-SPS results. The barrier bandgap o f  the PL sample FpL is denoted by the solid, green triangles. The dashed red 
curves represent the tem perature evolution o f  the bandgap o f  a  bulk material with the same com position as the barrier 
o f  sam ple D according to the Varshni param eters suggested by Vurgaftm an et al. [26], blue-shifted by 155 meV and 
162 meV to try to match the tem perature dependence o f  the barrier band-gap o f  the laser and PL samples respectively.
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F ig u r e  5 -2 5  the results o f  fitting the tem perature dependent PR o f  the barrier bandgap o f  laser sample G (open, blue 
circles), fitted with a Bose-Einstein curve (equation top right) and the fitted param eters can be seen on the top left. 
The fit is shown by the solid black line. It has also been transposed to try to match the PL sam ple’s barrier bandgap 
tem perature dependence. The vertical lines show the typical uncertainty for each spectroscopy type. Room 
tem perature PR was not possible on sample G so to improve the fit the barrier bandgap at 300 K (solid, red circle) was 
taken from the FTIR-SPS results. The barrier bandgap o f  the laser sample is com pared to its analogous PL sam ple 
GpL (solid, green triangles.) The dashed red curves represent the tem perature evolution o f  the bandgap o f  a bulk 
m aterial with the same com position as the barrier o f  sam ple D according to the Varshni param eters suggested by 
Vurgaftm an et al. [26], blue-shifted by 170 meV and 185 meV to try to match the tem perature dependence o f  the 
barrier band-gap o f  the laser and PL sam ples respectively. .
The barrier bandgap of sample G was measured by PR up to 150 K, to an accuracy of 
±4 meV, enabling a fit with the inclusion of the FTIR-SPS data, as in Figure 5-25. The 
fit of the temperature dependence of the barrier of sample G had coefficients of 
a = 0.802eV, è = 3.62x10*^ eV and 2.01x10^ K. Again the PL sample Gpl had a 
slightly higher barrier bandgap than sample G, in this case approximately 15 meV.
Table 12 and Table 13 show the collation of the Bose-Einstein coefficients used in 
fitting the temperature dependence of the QW ground-state transition and the barrier 
band gap of samples D-G. In Table 12 it can be seen that the Bose-Einstein coefficients 
of samples D and F are broadly very similar (despite having different alphas), sample E 
has somewhat lower Bose-Einstein coefficients and sample G has markedly lower 
coefficients.
This trend can be better understood by looking at Figure 5-26, where the temperature 
dependences of Eg of samples D-G are compared and the fitted temperature dependence 
of sample D is transposed to fit the other samples by -7 meV, 20 meV and 37 meV for 
samples E-G respectively. Here, it is clear that samples D and F have a very similar 
temperature dependence; the transposed fit matches sample F’s Eg very well. Looking at 
samples E and G, the temperature dependences of Eg are quite different at high 
temperatures, particularly that of sample G. This accounts for the observed differences 
in the QW Varshni coefficients of samples D-G.
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Table 12 shows the Bose-Einstein parameters of the curves that used to fit the temperature dependence of 
each sample’s ground-state QW transition.
QW D E F G
a  (eV) 0.370 0.363 0.391 0.403
3(10"^eV) 3.33 2.61 3.30 1.41
0(K) 241 224 244 189
In Table 13 there is a broad trend of p and 0 going down in energy and temperature 
respectively as a  goes up in energy.
Table 13 shows the Bose-Einstein parameters of the curves that used to fit the temperature dependence of 
each sample’s barrier band gap.
Barrier D E F G
a  (eV) 0.545 0.595 0.718 0.802
3 (lO'^eV) 5.86 5.54 3.87 3.62
0(K) 285 254 233 201
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Figure 5-26 shows the fitted temperature dependence of the Eg Sample D blue-shifted by 20 meV and 
37 meV to try to match the temperature dependences o f the Eg o f Samples F and G respectively and red- 
shifted by 7 meV to try to match the temperature dependence of Sample E
Table 14 and Table 15 show the difference in energy of the QW ground-state transition 
and the barrier bandgap respectively, at 300 K and at 9 K. Again here, samples D-F 
have similar differences in energy, corresponding to having similar temperature 
dependences, whereas sample G has a markedly lower temperature dependence than the 
other samples.
Table 14 shows the energy o f the QW ground-state of samples D-G at 300 K (taken from FTIR-SPS) and 
at 9 K (taken from PL) and then states the difference (in meV) between the two measurements.
QW Energy D E F G
300 K (meV) 316 315 338 372
9 K (meV) 370 363 391 403
Difference (meV) 54 48 53 31
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Table 15 shows the energy o f the banier bandgap o f samples D-G at 300 K (taken from FTIR-SPS) and at 
9 K (taken fr om PR) and then states the difference (in meV) between the two measurements.
Barrier D E F G
300K(meV) 477 528 653 725
9 K (meV) 545 595 718 802
Difference (meV) 68 67 65 77
5.5. Conclusion
Four increasingly strained GalnSb QW laser samples were studied at room and 
cryogenic temperatures using PR, PL and FTIR-SPS. Their behaviour was compared to 
that of four corollary MQW samples designed to give clear PL. It was shown that the 
novel FTIR-based SPS technique dramatically improves the capabilities to characterise 
these topical new mid-infrared laser structures. In contrast to PL spectroscopy, where 
one is typically able to measure only the ground state transition and only at low 
temperature, and to PR which can often provide information to higher temperatures that 
PL, only FTIR-SPS was measurable at room temperature. It also provided 
unambiguous, rich data on the ground-, as well as excited-state, QW transitions, and the 
barrier bandgap, at room temperature. It has been the only technique used here capable 
of providing such detailed information about the lasers structures; clearly yielding the 
barrier bandgaps and up to six electron-heavy-hole QW transitions, including non­
diagonal and parity-forbidden transitions in each case.
This is highly significant in view of the fact that no signature whatsoever of the QW 
layer in the mid-infrared laser structures could be obtained in any of the conventional 
spectroscopic techniques using grating based monochromators at room temperature. 
FTIR-SPS has succeeded where all conventional characterisation techniques have failed 
and has proven to be a powerful technique.
The theoretical k.p. model used to predict the QW transition energies is, in general, in 
good agreement with the diagonal, parity allowed, experimentally determined QW 
transition energies, and it is typically in reasonable agreement with the non-diagonal and 
parity forbidden transitions provided all the predicted QW transition energies are bodily 
blue-shifted by between 16 and 39 meV. This indicates that despite some refinements 
being necessary to the model, it gives a reasonable approximation of the energy position 
of the QW levels within the laser structures.
There is also some disagreement between the measured barrier bandgaps and those 
initially assumed in our model, ranging from -45 to 70meV. However, given the 
marked disagreement between literature values (by amounts ranging from -  - 170 meV 
to -  + 170 meV [108,109]) for the barrier bandgap of this material system it is clear that 
there is no clear consensus on the bandgap of bulk AlGalnSb in the region of the alloy 
compositions used in the present barriers. For this reason the measured barrier bandgaps 
were used in all of the final calculations of the QW transition energies. This discrepancy 
in values of the bandgap warrants further investigation, which is necessary before any 
completely conclusive statements can be made about the barrier bandgap as a function of 
composition.
89
The use of complementary spectroscopies such as PL and PR in conjunction with FTIR- 
SPS has given the complete temperature dependence, from 10 to 300 K, of the barrier 
bandgap of all samples and of the ground state QW transition energy in samples D-F. 
The three techniques used on the samples give good agreement for the temperature 
dependence of each sample. The temperature dependence of the measured ground-state 
QWs energy is slightly weaker than that predicted from literature values [26], whilst the 
hairier bandgap's temperature dependence is slightly stronger. Further investigation into 
the energetic position of the QW and barrier bandgaps as a function of material 
composition would allow more conclusive statements to be made, such as revised 
Varshni or Bose-Einstein parameters.
The measuied room temperature eihi energy, which gives an indication of the likely 
device lasing wavelength, were they to operate at RT, shows a trend for samples D-G 
from 3.92-3.33 pm (-315 meV to -  338 meV for sample D-F) which is consistent with 
the trend seen in the maximum wavelength in the measured laser intensity at 100 K 
( -  364-383 meV 3.4-3.2 pm) for lasers fabricated from samples D-F [104].
The laser structures were also compared to corollary MQW PL samples using PL and 
PR, over a range of temperatures from 4 K to 300 K. In general, the PL samples 
exhibited similar values and temperature dependences to the laser structures, with the 
QW and barrier bandgaps being either the same within error bars as, or very close to the 
respective QW and barrier bandgaps of the laser structures. This makes MQW samples 
a useful tool for obtaining spectroscopic information about the laser structures if 
conventional spectroscopic techniques fail to give the required information. However, 
the MQW and laser samples are not the same and differences in growth and the number 
of QWs within each structure have led to differences in QW and barrier bandgap 
behaviour. It is preferable therefore, to have measurements on the full laser structure at 
as close to the desired lasing temperature as possible and the use of FTIR-SPS has 
allowed us to achieve this.
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6. Vertical Cavity Surface Emitting Lasers
Trace gas sensing is becoming increasingly important in this environmentally conscious 
time. Chapter 5 looked at laser devices with the potential to be used for trace gas 
sensing in the 3-4 pm region. Whilst these devices are showing much promise and 
progressing well, there is still much development that needs to be done before they can 
be used commercially for this purpose. There are efficient detectors working in the 2- 
2.7 pm wavelength range which are becoming widely available and relatively cheap 
[111,112]. This could make it advantageous to work in this wavelength range instead of 
in some of the other possibly utilisable atmospheric windows e.g. at -3-5 pm (as 
discussed in Chapter 5.)
Lasers operating in the 2-2.7 pm range [113] could be used to do this. Around 2.3 pm 
there is an atmospheric window (see Figure 1-1 on page 10) in which it is possible to 
study many gaseous species such as CH4 , NH3 , CO and HF without water or carbon 
dioxide interference. Vertical cavity surface emitting lasers (VCSELs) are ideal for gas 
sensing as they typically have a single longitudinal and transverse mode emission, a 
large tunability and a cost effective production [1 1 1 , 1 1 2 ].
Traditional lasers are edge-emitting lasers (EELs); the photons stimulated in the gain 
medium travel longitudinally along it, reflecting at each end, to allow sufficient gain for 
lasing to occur. However, if the mirrors either side of the gain are sufficiently highly 
reflecting, it is possible for the photons to travel transversely through the gain medium 
and for lasing to occur. Vertical lasers such as these are known as VCSELs. They have 
multiple layers known as DBRs (distributed Bragg reflectors) either side of the quantum 
well (QW.) These are composed of highly reflective materials (-99% reflective) which 
alternate in high and low refractive index. The optical thickness of each layer of the 
DBRs is equal to a quarter of the desired lasing wavelength. This produces what is 
known as a stop band (see Figure 6-1)- a region of high reflectivity (-99%) with a dip in 
the reflectivity, ideally near the middle of the stop band, at the desired lasing 
wavelength. This dip is known as the cavity mode or CM.
One of the properties of the CM wavelength is that it has a much weaker temperature 
dependence than that of the QW ground state transition. In order for lasing to occur, the 
energy position of the QW (E q w )  and CM (E c m )  need to be closely overlapping in order 
to allow light to escape out at the CM position. This has the benefit of reducing mode- 
hopping, as it is only possible for lasing to occur at Ecm [113]. Another advantage of 
using VCSELs as opposed to EELs is that because they are vertical, it is possible to test 
“on wafer” before processing the material into devices. This potentially has many time 
and cost savings.
Laser absorption spectroscopy, a method for detecting trace amount of particular gases, 
is currently performed using distributed feedback lasers [114]. If these could be 
replaced with VCSELs, cheaper gas analysers with lower power consumption and 
without mode hopping could potentially be produced [114].
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Electrically pumped, GaSb-based VCSELs operating at ~2.4 pm at a temperature of 
50®C, with a large tunability (over a wavelength range of more than 10 nm) and single 
mode operation have been demonstrated recently [111]. These VCSELs use a buried 
tunnel junction (BTJ) as a current aperture, which minimises the use of p-doped material 
in the structure by replacing hole currents by electron currents [114]. The aim of this 
was to reduce resistive heating and absorption loss within the VCSEL, as n-doped 
material has lower free carrier absorption of laser radiation and a higher electrical 
conductivity [114]. Despite these modifications the inclusion of the BTJ in a VCSEL 
structure the device performance yielded quite poor performance; with a threshold 
current density of 2.6 kA/cm^, a differential efficiency of 2 % and a maximum power 
output of 87 pW [114]. It is possible that this relatively poor performance could be due 
to a large detuning between position of E c m  and E q w  at the desired operating 
temperature. Spectroscopy can help to interpret device performance, particularly 
through its ability to measure the wavelength position of the quantum well ground-state 
transition and the cavity mode to determine the amount of detuning between the CM and 
the QW ground-state transition. This chapter characterises a sample of unprocessed 
VCSEL wafer and a corollary sample with the top mirrors of the VCSEL removed to 
enable PL measurements.
6.1. Sample Details
The Walter Schottky Institute at the Technical University of Munich used molecular 
beam epitaxy (MBE) to grow two type I VCSEL GalnAsSb/AlGaAsSb/GaSb samples; a 
complete laser structure (henceforth referred to as sample H) and a sample designed to 
give strong PL by having its top layers removed (sample H pl) ,  both aimed at emitting at 
-2.33 pm. These were measured here using PR. The samples consist of the following 
layer structure: a GaSb substrate; a 24-pair n-doped bottom AlAs0 .0 9Sb0 .91/GaSb 
distributed Bragg reflector (DBR); five 11 nm Ga0 .6 3In0 .37As0 .0 3Sb0.97 QWs, separated by 
8  nm Al0 .3 3Ga0 .67As0 .0 3Sb0.97 barriers; for optical and current confinement a strongly 
doped p  ^GaSb/ n  ^InAsSb BTJ is positioned upon the active region at a node of optical 
field intensity; and in the case of the laser sample, a top DBR of a - Si/SiOi. A graphical 
illustration of sample H can be seen in Figure 6.1-1. The thickness of the layer, and so 
its effective optical length, and therefore the wavelength of the minimum in the dip in 
the CM, 1cm, was due to growth conditions varied across the 2.5 cm radius of the wafer, 
giving a variation in 1cm of approximately 25 nm blueshift from the centre to the outside
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of the wafer. To study this variation, sample H consisted of a strip from the edge to the 
centre of the wafer. However, sample Hpl was a smaller piece from the edge of its 
wafer. Two papers have been published on sample H by refs [111] and [117]; one 
presenting the concept and results of a 2.3pm aimed emission, GaSb-based VCSEL with 
BTJ, the other using hydrostatic pressure to study the gain peak- cavity mode alignment.
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Figure 6.1-1 taken from [111] illustrates the layer composition of sample H, a GaSb-based VCSEL 
structure with buried tunnel junction (BTJ.) The BTJ serves as current aperture, as depicted by the arrows. 
The structure is composed o f two DBRs, one epitaxially grown on the substrate and one consisting of 
dielectrics on top. The active region is placed between the AlAsSb/GaSb mirror and the BTJ.
6.2. Method
Initially, temperature dependent reflectivity measurements were made on both samples 
at an incidence angle of 45®±5. The effective optical thickness of the cavity of the CM 
changes with angle [36]; at angles away from normal incidence an incident beam travels 
through a longer portion of the cavity layer than at normal incidence. E c m  is dependent 
on the optical length of the cavity, while E q w  is not, so changing the angle of a 
measurement changes the relative overlap of E c m  and E q w . The dependence of the CM 
wavelength, Àcm, on incidence angle 0, is given by [115]:
Equation 20
sin^(^)
where is rieff is the effective refractive index of the cavity (assuming that this is 
wavelength independent.)
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It is important therefore, to account for this when comparing any measurements made at 
different angles. To do this, room temperature reflectivity measurements of the CM of 
sample H were made as a function of angle.
As the CM and QW start to overlap the CM feature in the reflectivity spectra also start to 
change shape- becoming deeper [36]. The changes in the shape of the CM feature for 
the present sample H can be seen in Figure 6.2-1.
The setup for the reflectivity measurements was similar to that shown in Figure 3-3 on 
page 37. This figure shows a typical PR setup. However, in this case for the present R 
measurements, the laser was not on; a mechanical chopper was placed just after the 
spectrometer exit slit, behind the filter, and connected to a lock-in amplifier. The 
chopper chopped the monochromatic light exiting the spectrometer at a frequency of 
333 Hz. By chopping the light that was to be reflected off the sample it was then 
possible to use lock-in amplification to detect the sample’s reflectivity with less 
background noise. All the remaining details of the experimental setup were the same as 
those described for PR, including the sample being placed in a closed cycle cryostat with 
a cylindrical window providing near 360° optical access for the temperature dependent 
measurements. The measurements were all made using a cooled InSb detector.
For VCSEL structures it is useful to have good quality R measurements free of the 
effects of the system used to measure them. Thus the reflectivity measurements need to 
be normalised. To do this the sample was replaced by a calibrated aluminium mirror and 
its reflectivity spectrum was measured. A system response can be obtained by dividing 
the mirror’s reflectivity measurement by its known reflectivity curve (included in the 
literature provided with the mirror when purchased.) Dividing the unnormalised sample
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measurements by the resulting system response provides the required normalised 
reflectivity measurements for the samples, e.g. as shown in Figure 6.2-1.
Temperature dependent PR was then measured on samples H and Hpl. This was done 
using an 808 nm, 450 mW GaAlAs laser as a pump, electrically modulated at a 
frequency of 812 Hz (see Figure 3-3). The AR signal was detected by the same cooled 
InSb detector and lock-in amplifier, and the temperature dependent measurements were 
performed in the same closed-cycle helium cryostat.
The PR measurements were difficult to make- the AR signal was not strong and the 
spectra suffered strongly fiom time-varying backgrounds, thought to be due to time 
variations in the laser power. This is because in addition to modulating the reflectivity, 
the laser also excited PL from the sample’s QW. Typically this appears as a constant 
fiat background in the AR spectrum that can be easily removed at some point in the data 
processing. However, as the laser power varied over time here, the PL background 
varied with it. This cannot be removed so easily without knowing exactly how the PL 
background was varying. Several different methods were tried to eliminate this 
problem. The most successful method was taking many rapid AR spectra (-200) of 
quite quick spectra (each spectrum taking approximately 5 minutes from start to end) 
and accumulating an average AR spectrum. It was hoped that in this relatively short 
time period any drift in laser power would be small and so give a relatively flat (and 
easier to remove) background.
6.3. Analysis Techniques
The normalised angle-dependent, reflectivity measurements of sample H were treated in two ways.
Firstly, the position of the dip of the CM was measured at each angle and then plotted as shown in
Figure 6.2-2. Here, the square of the wavelength of the position of the minimum dip of the CM is 
plotted against the square of the sine of the incidence angle. This is a straight line due to the form of
^cM(e) = A „ (0 ‘')
II
Equation 20. This graph therefore allowed the sample’s CM wavelength to be obtained 
at other larger or smaller angles by simple extrapolation [116]. This was particularly 
usefril as it allowed a comparison to be made between the published data on these 
samples [111,117], measured at normal incidence, and our PR measurements which, due 
to the experimental set-up used here, could only be measured at angles near 45°.
Having done this, a second analysis of the angle dependent R measurements was made; 
the width and depth of the CM were measured and plotted against angle (see Figure
6.4-1.) If E q w  to E c m  are in proximity then this may alter the shape of the CM in the R 
spectrum. This is because the QW absorbs more resonant photons when one of its 
transitions is in resonance with the CM, thereby reducing the average photon lifetime 
and altering the shape of the CM [36]. A maximum in the depth, width or integrated 
area of the CM is potentially evidence of a QW transition being in resonance with the 
CM at this angle. Further information on the effect of the detuning upon the shape of 
cavity mode can be found in section 3.6.3 of ref [36]. A similar analysis was made of 
the temperature dependent measurements of the reflectivity spectrum of sample Hpl (see 
Figure 6.4-2), examining the width, depth and integrated area of the CM dip. It may 
seem counter-intuitive that sample Hpl has a CM since its top DBR was removed; it is 
thought here that the CM observed in the PR and R spectra is that of the bottom DBR.
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F ig u r e  6 .2 -2  shows the m easurem ents o f  the CM  w avelength from Figure 6.2-1 plotted the squared wavelength 
position o f  the dip o f  the CM o f  sam ple H against the square o f  the sine o f  the angle o f  incidence o f  each 
measurement. The m easurem ent was made near to the centre o f  the wafer. The data have been least-squares fitted 
with a straight line. This shows the angle dependence o f  the cavity m ode o f  sample H at room temperature.
The PR measurements (see Figure 6.4-6 and Figure 6.4-7) were fitted with derivative 
like line-shapes using the model discussed in Section 2.3 which used new modulated 
reflectance Séraphin coefficients, and so line-shapes, calculated from reflectivity 
simulations of a VCSEL structure [36]; this calculation found the a  coefficient to be 
sharper than in a structure without DBRs and the (3 coefficient to display side-lobes. 
These two coefficients were forced to be Kramers-Kronig pairs as had been shown to be 
so for VCSELs, giving a model that is more appropriate for VCSELs. The model, 
discussed in greater detail in section 2.3, included a phase mixing term to take account 
of the energy-dependent CM broadening; however, in the fits here the phase mixing term 
was kept constant. This model is discussed further in Section 2.3 and in great detail in 
Ref [36]. In this model the exponent n was taken to have the value « = 2 at all 
temperatures. This model was developed for a VCSEL with a very high finesse cavity. 
As can be seen in Figure 6.4-2, the cavity does not have a very high finesse and is in fact 
quite broad. Despite this, using the stricter VCSEL fitting model was the most 
appropriate model available and more physically realistic than the conventional PR line- 
shape fitting model that is used in Chapters 4 and 5 and also discussed in Chapter 2.
These PR and R measurements were compared to the results of device measurements 
made by Barnabas Ikyo, Igor Marko and Stephen Sweeney of a fully processed laser 
made from the same wafer as the present VCSEL structure strip (sample H) and also 
device measurement on a corollary edge-emitting laser (EEL) which has the same QW 
composition as the VCSEL. Those measurements yielded the threshold current and 
lasing emission energy of the VCSEL as a function of temperature. The EEL emission 
energy measurements were assumed to represent the temperature dependence of the QW
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ground state transition energy when free from effects of interacting with the cavity 
mode. It was found that the threshold current of the VCSEL device was at a minimum at 
-260 K which was taken to indicate the temperature at which E q w  and E c m  are in 
resonance. For full details of these device measurements see Ref 117.
6.4. Results
Figure 6.4-1 shows the depth of the CM feature measured from the angle-dependent 
normalised reflectivity spectra of sample H at 300 K. At approximately 50° there is a 
peak in the depth of the CM feature. This is potential evidence that a QW transition 
(ground-state or an HOT- see later) is in resonance with the CM at this angle.
Next, the width, depth and integrated area of temperature dependent 45° reflectivity 
measurements of the CM in samples H and Hpl were looked at in order to try to better 
determine whether there were QW transitions observable in the R spectra at -300 K.
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Figure 6.4-1 shows the measured cavity depth (blue solid circles) and cavity depth (red solid circles) of 
the CM of sample H as a function of angle at 300 K.
Figure 6.4-2 and Figure 6.4-3 show the 45° temperature dependent reflectivity spectra of 
samples Hpl and H respectively. In Figure 6.4-2, despite having its top mirror removed, 
it is still possible to see two features, one corresponding to the energy position of the 
QW E q w  and one to the energy position of the bottom DBR’s CM, E cm - At 9 K, for 
example, the CM feature (shown on Figure 6.4-2 by the circles) can be clearly seen to 
have a double dip, where the E q w  and E c m  are beginning to cross-over each other. The 
dip corresponding to the E q w  can be seen throughout the spectra at the different 
temperatures (shown on Figure 6.4-2 by the triangles) and, as previously mentioned; its 
proximity to the CM feature affects the width, depth and integrated area of that CM dip.
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The QW feature in the temperature dependent reflectivity spectra of sample H is less 
obvious but is present (and is denoted on Figure 6.4-3 by the triangular symbols.) In 
Figure 6.4-3 it is visible at -0.57 eV at 9 K and it can be seen in the spectra up until a 
temperature of -100 K.
Figure 6.4-4 and Figure 6.4-5 shows the measured width, depth and the integrated area 
of the CM features in the R spectra at each temperature of sample H and Hpl 
respectively. Here it can be seen that there are clear peaks in the depth, width and 
integrated area of the CM at -175 K and some evidence of a second peak in the width of 
the CM at -300 K for both samples. As there appear to be two resonances between the 
CM and the QW it is more likely that the resonance seen in Figure 6.4-1 at 50° for 
sample H is in fact due to a QW HOT rather than the fundamental QW transition. This 
will be confirmed later by looking at the PR spectra, which clearly show a ground-state 
and higher order QW transition in the PR spectra of sample Hpl. This HOT was fitted in 
the PR of sample Hpl and the results of the fit can be seen on Figure 6.4-2 and Figure
6.4-3, where the fitted HOT energy is marked by the diamond symbols and can be 
compared with the QW ground-state transition.
Figure 6.4-6 and Figure 6.4-7 show the fitted, temperature dependent PR of samples Hpl 
and H respectively, measured at 45°. For sample Hpl, in Figure 6.4-6, at low 
temperatures (up until -150 K) the positions of E c m  and the E q w  are indistinguishable. 
Above this temperature the two features become progressively more separated in energy. 
At 175 K a higher order transition can just be seen in sample Hpl at -0.58 eV. This 
feature moves progressively closer in energy to the CM and overlaps at -250 K and 
becomes distinguishable from the CM again at -300 K. This supports the suggestion 
that the possible feature seen in Figure 6.4-1, where a resonance was seen in the cavity 
depth at an angle of -50° and 300 K, was associated with an HOT rather than the QW 
ground-state transition.
In sample H, in Figure 6.4-7, at 9 K the position of E c m  can be clearly seen at -0.55 eV 
and of E q w  transition at -0.57 eV. The QW can be seen to move closer to the CM until 
at 125 K when the two features become indistinguishable. Above 125 K the QW feature 
cannot be seen in the PR spectra as it is too weak to be discernable by PR. The PR of 
sample Hpl is much stronger and clearer than that of sample H; the QW ground-state 
transition can be seen up to room temperature in sample HpLas opposed to only 125 K in 
sample H.
The fits of the PR of sample H are not particularly good- they do not properly reproduce 
the dip of the CM feature, only the peak. This is likely to be a consequence of using a 
PR fitting model that is designed for VCSELs with a high finesse CM [36]. Testing this 
hypothesis was beyond the scope of this work but creating a VCSEL fitting model which 
is appropriate for cavities of different finesse would be a useful piece of future work.
99
Hp, Reflectivity
180 K
187 K
195 K
0.48 0.50 0.52 0.54 0.56 
energy (eV)
0.58 0.60 0.62 0.64
Figure 6.4-2 shows the normalised 45° reflectivity spectra of sample Hpl from a temperature of 9 K to 
325 K. Each spectrum is offset to allow the features within it to be viewed more clearly. The position of 
the CM, QW ground-state transition and QW higher order transition (HOT), taken from the later PR fits, 
at each temperature are shown by the colour-coded circles, triangles and diamonds respectively.
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Figure 6.4-3 shows the normalised, 45° reflectivity spectra o f sample H from a temperature of 9 K to 
325 K. Each spectrum is offset to allow the features within it to be viewed more clearly. The position of 
the CM, QW ground-state transition and QW HOT, taken from the later PR fits, at each temperature are 
shown by the colour-coded circles, triangles and diamonds respectively.
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Figure 6.4-4 shows the measured variation in cavity depth (red solid diamonds), cavity position (blue 
solid circles), cavity width (green solid squares) and the integrated area o f the cavity (yellow solid 
triangles) o f the CM of the R spectra of sample H as the temperature is varied from 10 K to 325 K.
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Figure 6.4-5 shows the measured variation in cavity depth (red solid diamonds), cavity position (blue 
solid circles), cavity width (green solid squaress) and the integrated area of the cavity (yellow solid 
triangles) o f the CM of the R spectra of sample Hpl as the temperature is varied from 10 K to 300 K.
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Figure 6.4-6 shows the fits (black curves) o f the 45° temperature dependent PR of sample Hpl (coloured 
curves.) The black circles represent the fitted position of Ecm at each temperature; the black triangles and 
diamonds represent the fitted position of the Eqw and Ehot at each temperature. Each spectrum is offset to 
allow the features within it to be viewed more clearly.
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Figure 6.4-7 shows the fits (black curves) o f the 45° temperature dependent PR of sample H (coloured 
curves.) The black circles represent the position o f the CM at each temperature; the black triangles 
represent the fitted position of the fitted Eqw at each temperature. Each spectrum has been offset for 
clarity
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Figure 6.4-8 summarises all the results from fitting the PR spectra of both samples, the R 
measurements of sample H and the device measurements made by A. B. Ikyo et. al. 
[117]. The results of fitting sample H are shown in blue and green whilst those of 
sample Hpl are shown in red. The change with temperature in the energy of the position 
of the CM (shifted to normal incidence using:
sin^(^)
Equation 20 and the gradient from the fit in Figure 6.2-2) is denoted by the open 
triangles when the measurements are from R spectra and by solid triangles when from 
the fitting to the PR. The QW transition energy is shown as circles. The temperature 
dependence of the QW ground-state transition of sample H (blue circles) is in good 
agreement with that of the QW of sample Hpl (red circles) and with the device 
measurements of the QW made by A. B. Ikyo et al. on a fully processed EEL (open 
black circles, labelled EEL on the figure). As the three measurements of the QW’s 
temperature dependence are in good agreement and the QW feature was not observable 
in the PR spectra of sample H beyond 125 K, all the QW measurements together (i.e. the 
measurements of the QW from the PL sample, VCSEL sample and EEL device) were 
fitted with a single Bose-Einstein curve. This curve was then transposed by up 35 meV 
to try to overlap the PR measurements of the HOT of sample Hpl (green circles), 
showing a reasonable agreement.
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Figure 6.4-8 shows a comparison o f the results o f the different spectroscopic techniques and the devices 
measurements. Measurements of Eqw and Ecm are denoted by circles and triangles respectively. The 
measurements of Ecm have been shifted to normal incidence; those with full triangles are from PR 
measurements, those with open triangles are from R measurements. Our measurements of Sample Hpt 
have red symbols (though the HOT is shown by green circles) and our measurements of Sample H have 
blue symbols. The device measurements made by A. B. Ikyo et. al. o f the EEL gain peak and VCSEL Etas 
are shown by the open black circles and triangles respectively. All o f the results for the QW of this 
sample have been fitted with the same Bose-Einstein curve. This curve has been transposed up to try to 
match the HOT of sample Hpc (green circles). The CM of the PL sample was fitted with a straight line 
and this fit was transposed to try to match the measurements of the VCSEL device emission energy (open 
black triangles.)
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Figure 6.4-8 indicates that the crossover of the normal incidence CM and QW of sample 
H occurs at 220 ± 2 K. The CM of sample Hpl occurs at a much higher energy 
(-15 meV) than the CM of sample H. However this is to be expected since the single 
sample supplied Hpl came from the near the edge of its wafer while the PR 
measurements on sample H were made near the centre of its supplied wafer strip.
This is further discussed in Figure 6.4-9, which shows the translational dependence of 
Ecm at room temperature, across the wafer strip of the VCSEL structure sample where a 
total variation of 7 meV can be observed in Ecm- Sample H and Hpl are also likely to 
have unintended growth differences due to being different samples; it is also possible 
that the etching process to remove the top DBR from sample Hpl had an effect upon 
E c m - However, this does not account for the difference seen between the measurements 
made here of the E c m  of sample H and those inferred from the measurements of the 
VCSEL emission energies by A. B. Ikyo et al. in Figure 6.4-8. In both Figure 6.4-8 and 
Figure 6.4-9 the VCSEL device measurements of E c m  are of significantly lower energy 
(15 meV lower) than can be explained by the experimental error bars (of ± 3 meV) 
shown on the graph. In order to account for this discrepancy, other causes for this lower 
than expected Ecm energy were considered. The first possibility considered was that the 
device could be lasing not out of the CM but a different dip in the reflectivity spectrum 
such as a dip outside the stop band.
Figure 6.4-10 shows the normalised 300 K reflectivity spectrum of sample H at normal 
incidence. The CM dip can be seen at -0.531 eV (2330 nm) in the middle of the broad 
stop band, surrounded on either side by oscillations in the R spectrum. The next dip in 
the spectrum occurs at an energy of 0.494 meV (2510 nm). This energy is much less 
than observed for the device emission peak (see green circle in Figure 6.4-9) so 
precludes this as an explanation of the discrepancy seen in Figure 6.4-9.
As the differences in our measured Ecm and that of A. B. Ikyo et al. could not be 
accounted for by changing the spot on the sample or by the lasing occurring out of a 
different dip in the reflectivity spectrum, it was then considered that the annealing 
techniques used to process the VCSEL wafer into a full device structure could have 
affected the device’s E c m  and E q w -
To investigate this possibility, a piece of sample H was cleaved off the edge end of the 
strip of unprocessed wafer (see Figure 6.4-9.) This cleaved sample had its 300 K 
reflectivity spectrum measured. It was then annealed by A. B. Ikyo under the same 
conditions as would occur if the wafer was being processed into laser devices; the 
structure was exposed to 580°C with the substrate temperature during this step being 
530^2 for approximately two hours. Its reflectivity spectrum was then re-measured. 
This resulted in a small red shift of 3 meV (12 nm) from 0.534 eV (2320 nm) to
0.531 eV (2332 nm) and a large broadening of the cavity mode (see Figure 6.4-11).
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Figure 6.4-9 shows the effect o f the altering the wafer position upon reflectivity measurements o f Ecm o f 
sample H across the wafer strip (zero is an arbitrary point). The red triangles indicate moving towards the 
edge of the wafer; the blue towards the centre. The black circle (and its error bar) shows the measured, 
room temperature Ecm from the PR fits. The green square shows the 300 K measurement made by A. B. 
Ikyo et al. The black line shows the extrapolation of the variation in CM position over to edge of the 
wafer strip. The length that the plot represents is approximately equal to the length of the laser structure 
strip
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Figure 6.4-10 shows the normal-incidence reflectivity spectrum of sample H near the centre of the wafer 
strip. NB this figure shows a relative reflectivity measurement and the units are arbitrary.
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Though the 3 meV shift of the E c m  i s  not sufficient in itself to account for the large 
difference (of 15 meV) observed between the spectroscopic measurements made of Ecm 
here and the device measurements of Etas made by A. B. Ikyo et al. (as seen in Figure 
6.4-8 and Figure 6.4-9), the broader cavity mode would have an effect on the amount of 
light exiting the device. In a device with a sharply defined CM (see Figure 6.4-12), 
lasing can only occur efficiently when the maximum of the QW gain peak, E q w , 
overlaps with E c m  as light as can easily exit the device at this point of low reflectivity in 
the stop-band. In this device the CM is broad, and so the range of wavelengths where 
the reflectivity is low enough to allow lasing to occur is broad.
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Figure 6.4-11 shows the 300 K normalised reflectivity spectrum of a cleaved piece of sample H before 
and after annealing it.
In this case. Figure 6.4-8 shows that at room temperature E q w , and so the maximum of 
the gain peak of the QW, occurs at 0.510 eV (2430 nm.) Figure 6.4-11 shows that at the 
energy of E q w  the reflectivity is moderately high reflectivity but the CM has not yet 
become the stop band. This is clearly not the ideal lasing setup, which is where Ecm and 
the gain peak are closely overlapping, as illustrated schematically in Figure 6.4-12. 
Thus it is possible that the emission energy of the VCSEL device, Elbs, measured by A. 
B. Ikyo et al. is not equivalent to measuring E c m  as we have earlier assumed because the 
breadth of the CM has made lasing at a longer wavelength more efficient.
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Figure 6.4-12 adapted from Ref [117] shows schematically the ideal alignment between gain peak and 
CM in a VCSEL.
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6.5. Conclusion
The use of PR and reflectivity measurements has allowed the energetic position of the 
QW and the CM (at normal incidence) to be found over a range of temperatures from 
10 K to 300 K as well as over a range of different incidence angles and positions on the 
samples. PR has shown that, as a function of temperature, the QW ground-state 
transition of the VCSEL and PL samples have almost identical behaviour and that this 
behaviour agrees well with the VCSEL device measurements made by A. B. Ikyo et al. 
The CM energy of the PL sample is at a higher energy (~15 meV higher) than that of the 
VCSEL structure. This can be accounted for, in part, by the different relative spots on 
which the measurements took place; the PL sample was supplied from close to the edge 
of its wafer whilst the VCSEL structure was measured close to the centre of its wafer 
strip (the difference energy of E c m  between the edge and centre of the wafer being 
7 meV.) It is also likely that the two samples had unintended growth differences and 
that the etching process that removed the top DBR had an effect upon the energy of the 
CM.
There is considerable disagreement between the position of the CM measured here using 
PR and that inferred from the VCSEL device measurements made by A. B. Ikyo et al. 
However, it is thought that the annealing used to process the wafer into devices has 
sufficiently broadened the sample’s CM as to account for this discrepancy.
The use of the stricter VCSEL PR fitting model developed in Ref [36] has allowed 
physically realistic fits of the PR spectra of samples H and Hpl to be made. Although 
there is clearly a significant discrepancy between the fitted line-shape and the measured 
data in certain regions of the spectra, the corollary data from the reflectivity 
measurements (showing the position of the CM and QW in their spectra) has given 
confidence in the results. It is thought that the differences between the fitted line-shapes 
and the measured data comes from the assumptions made in the model (i.e. that the 
cavity is of high finesse) not being strictly appropriate to these samples.
The results show clearly that there is a large detuning between the QW and CM at room 
temperature. The QW and CM are in resonance at a temperature of 221 ± 2K (at normal 
incidence) and at room temperature the detuning is 18 ± 2meV. The large detuning of 
the sample observed at room temperature helps to explain the poor device performance,
i.e. the high threshold current density, lower maximum power output and the low 
differential efficiency obsei*ved in Ref [112]. A VCSEL works at its optimum when the 
E q w  and E q m  are closely aligned; without this alignment the device will not lase 
efficiently and consequently will behave poorly. PR has proven here to be a valuable 
technique which has allowed the precise detuning of the sample to be determined over a 
range of temperatures and has shown that at the desired operating temperatuie Eqw and 
E c m  exhibit a large detuning.
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Chapter 7 :
Quantum Dots
110
7. NTU QDs
A spectroscopic study of InAs/InGaAsAnP quantum dot (QD) laser structures designed 
to emit at ~ 2 pm was published in 2008 by Sharma et al [118]. The study accurately 
determined the electronic transitions of the QDs over a range of temperatures using 
complementary spectroscopic techniques, PL, PR and SPS. This chapter builds upon the 
work of Sharma et al.
In QDs the excitons are confined in all thi*ee spatial dimensions, i.e. QDs have a zero 
dimensionality. As a result the QDs have properties that are between those of discrete 
molecules and bulk semiconductors; the electronic density of states in QDs consists of 
delta function peaks rather than the continuous spectrum of the bulk [119]. Self- 
assembled QDs are formed when a thin layer of semiconductor material is deposited on 
a material of very different lattice constant. The resulting high strain causes the 
spontaneous formation of semiconductor clusters that are of the quantum size i.e. 
quantum dots [120]. The energy spectrum of a QD can be controlled by altering the 
geometric size, shape and the strength of the confining potential [1 2 1 ].
Because of the increased confinement of excitons within the QD, ideal QD-based lasers 
are predicted to offer high gain, ultralow threshold current densities and temperature- 
insensitive operation [122]. However, to achieve better laser performance further study 
is needed. To this end, two InAs-based QD structures are looked at in this chapter; the 
first QD structure, sample J, is an LED sample designed to emit at ~2 pm. The second, 
sample K, is a dilute nitride QD test structure which is believed to give the longest 
wavelength emission recorded from a material grown on InP. These samples are studied 
using PL, as PR either gave no additional information, or no information, on the 
samples.
As stated in earlier chapters, having devices that emit in the 2-4 pm region is important 
for various different applications including trace gas sensing and free space 
communication. Typically, InAs QDs grown on InP emit at -1.55 pm at room 
temperature [69]. To extend the emission wavelength of the QDs into the longer 
wavelength range the QD confinement energy needs to be reduced and this can be done 
by sandwiching the QDs between graded index InGaAs barriers [69]. The incorporation 
of nitrogen in the QDs of sample K has allowed the bandgap of the QDs to be narrowed 
even further- producing long wavelength emission at -3.6 pm.
7.1. Sample Details
Sample J was grown by metal organic vapour phase epitaxy (MOVPE) at Nanyang 
Technological University (NTU), Singapore. It has the following structui'e: a 100 nm 
InP cap layer with a p^ doping of 1x10  ^cm" ;^ a p-doped (to 1x10^  ^cm'^), 600 nm InP 
buffer layer; a 500 nm Ino.53Gao.47As barrier layer; a 20 nm InP layer followed by an 
8  nm InP layer; an InAs QD layer; a 30 nm graded index (GI) In0 .5 3 .0 72Gao.47-0.28As 
layer; a 500 nm Ino.53Gao.47As barrier layer, lattice matched to a 200 nm, n-doped InP 
layer and a 500 nm, n-doped InP layer on an InP substrate.
I l l
p InP 1x1 cm'^ (lOOnm) 
p-InP 1x10 cm' (600nm)
i-Ino.53Gao.47As (500nm)
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InAs QD
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n-InP 2x10^^ cm'^ (SOOnm)
n-InP (100) substrate
Figure 7-1 shows the layer structure of sample J.
Sample K was also grown by MOVPE in NTU Singapore. Its composition (see Figure 
7-2) is as follows: an InP cap of approximately 80 nm, an -20 nm upper barrier layer of 
GaAsN, 10 nm high by 30 nm wide InAs QDs and a lower InGaAs barrier lattice 
matched to an InP buffer layer, on an InP substrate. The nitrogen in the barrier layer 
was designed to diffijse into the QD layer giving a dilute nitride QD structure. The 
targeted level of nitrogen in the upper barrier layer was 4 %, whilst in the dots it was 
6%.
InP cap (-80 nm)
GaAsN upper barrier (-20 nm)
InAs QDs (10 nm)
InGaAs barrier
InP buffer JN
InP (100) substrate
Figure 7-2 shows the layer structure of sample K, where the arrow marks the diffusion o f nitrogen from 
the barrier into the QDs.
7.2. M ethod
Initially temperature dependent PL was attempted on both the samples. The 
measurements were performed in the manner discussed in Chapter 3, with an 808 nm, 
450 mW GaAlAs pump laser, electrically chopped at a frequency of 812 Hz. The 
chopped PL signal was measured using a lock-in amplifier and a cooled InSb detector. 
The PL was normalised by dividing through by the system response. This was found 
using the tecliniques discussed in Chapter 3. The temperature dependent measurements 
were performed in a closed cycle helium cryostat, with a cylindrical window providing 
near 360° optical access.
Having measured the PL spectra of samples J and K, temperature dependent PR (see 
Figure 3-3) was also measured using initially the 808 nm laser as a pump, and then later 
with a more deeply penetrating 1064 nm, 100 mW Nd:YV0 4  laser. Both lasers were
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chopped at a frequency of 812 Hz and light from a 100 W quartz tungsten halogen lamp, 
dispersed by a monochromator and focussed down onto the sample surface was used as 
the probe beam. The AR signal was detected by a second cooled InSb detector and lock- 
in amplifier. Due to the use of the backwards configuration for the PL measurements 
(see section 3.1.1.1), the PL and PR measurements made with the 808 nm laser 
measured the exact same sample spot, ensuring that variations with position of the dot 
size, and so on the potential measuied signal strength, were minimal.
However, whilst PR was detected on sample J, it did not give any additional information 
to the PL. No PR was measureable on sample K.
7.3. Analysis Details
The PL of samples J and K (see Figure 7-3 and Figure 7-17 respectively) was analysed 
in the usual way discussed in Chapter 2.3; the normalised PL measurements were fitted 
with an appropriate number of Gaussian peaks, varying in width, intensity and transition 
energy.
Both samples exhibited a maximum of four peaks. The fits of samples J can be seen in 
Figure 7-4 to Figure 7-15 whilst sample K’s fits can be seen in Figure 7-18 to Figure 
7-29. In the low temperature fits of sample K (from 10 K to 75 K) one peak, peak 2 (the 
peak with the second lowest fitted transition energy), had to have its energetic position 
constrained in order to fit in a way that made physical sense. Given that the Gaussian 
line shape used is an approximation to the PL line shape this was deemed appropriate. It 
was not necessary to constrain the fits of sample J.
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7.4. Results
7.4.2. Sample J  PL
020
Sample J
/
150K
175K
250K
0.7 0.8
energy (eV)
Figure 7-3 shows the temperature dependent PL of sample J. The PL spectra have been scaled in size and 
offset to allow easy comparison between spectra.
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Figure 7-4 shows the fitted 9 K PL spectrum of sample J. The open, black circles represent the 
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the 
three Gaussian peaks used to fit the data.
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Figure 7-5 shows the fitted 50 K PL spectrum of sample J. The open, black circles represent the
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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Figure 7-6 shows the fitted 75 K PL spectrum of sample J. The open, black circles represent the 
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the 
three Gaussian peaks used to fit the data.
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Figure 7-7 shows the fitted 100 K PL spectrum o f sample J. The open, black circles represent the
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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Figure 7 -8  sh o w s th e  f itte d  125 K  P L  sp e c tru m  o f  sa m p le  J. T h e  o p en , b la c k  c irc le s  re p re se n t th e  
e x p e rim e n ta l d a ta  p o in ts ; th e  so lid  g re y  lin e  re p re se n ts  th e  re su ltin g  fit a n d  th e  d a sh e d  lin es re p re se n t th e  
th ree  G a u ss ia n  p e a k s  u se d  to  fit th e  da ta .
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Figure 7-9 shows the fitted 150 K PL spectrum o f sample J. The open, black circles represent the
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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F ig u r e  7 -1 0  sh o w s th e  fitted  175 K  PL  sp e c tru m  o f  sa m p le  J. T h e  o p en , b lac k  c irc le s  re p re se n t th e  
e x p e rim e n ta l d a ta  p o in ts ; th e  so lid  g rey  line  re p re se n ts  th e  re su ltin g  fit an d  th e  d a sh e d  lin e s re p re se n t th e  
th ree  G a u ss ia n  p e ak s  u sed  to  fit th e  da ta .
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Figure 7-11 shows the fitted 200 K PL spectrum of sample J. The open, black circles represent the
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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F ig u r e  7 -1 2  sh o w s th e  f itted  2 2 5  K  P L  sp e c tru m  o f  sa m p le  J. T h e  o p en , b lac k  c irc le s  re p re se n t th e  
e x p e rim e n ta l d a ta  p o in ts ; th e  so lid  g re y  lin e  re p re se n ts  th e  re su ltin g  fit a n d  th e  d a sh e d  lin es re p re se n t th e  
th ree  G a u ss ia n  p e a k s  u se d  to  fit th e  da ta .
1.2e-4
Sam ple J  250K PL
1.0e-4
8. Oe-5
6. Oe-53(0
Q l 4.0e-5
2.0e-5
0.0
-2. Oe-5 0.6 0.7 0.8 0.9 1.0
energy (eV)
Figure 7-13 shows the fitted 250 K PL spectrum o f sample J. The open, black circles represent the
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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Figure 7-14 shows the fitted 275 K PL spectrum of sample J. The open, black circles represent the 
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the 
three Gaussian peaks used to fit the data.
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Figure 7-15 shows the fitted 300 K PL spectrum of sample J. The open, black circles represent the
experimental data points; the solid grey line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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The PL spectra of sample J can be seen in Figure 7-3. At 9 K there are two clear peaks 
in the spectrum- one being the QD ground-state transition, the other coming from 
emission from the barrier bandgap. At higher temperatures (up to about 100 K) it is 
clear that there are in fact two peaks contained within the lower energy peak in the PL 
spectra. From 100 K a final peak starts to arise and the lower energy peaks start to 
disappear until at room temperature where only the two higher energy peaks remain. 
These spectra were fitted. The fitted peak energies can be seen in Figure 7-16.
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F ig u r e  7 -1 6  sh o w s th e  re su lts  o f  f ittin g  th e  P L  sp e c tra  o f  sam p le  J. T h e  Q D  g ro u n d -s ta te  tran s itio n  is 
sh o w n  b y  th e  tu rq u o ise  c irc le s  an d  re d  d iam o n d s . T h e  te m p e ra tu re  d e p en d e n ce  o f  th e  g ra d ed  in d ex  re g io n  
a c c o rd in g  to  R e f  2 6  is e n c lo se d  by  th e  d o tte d  lines m a rk e d  G I reg io n . T h e  te m p e ra tu re  d e p e n d e n c e  o f  th e  
e m iss io n  fro m  th e  G I re g io n  is sh o w n  b y  th e  b lu e  tr ia n g le s . T h e  te m p e ra tu re  d e p e n d e n c e  o f  th e  b a rrie r  
b a n d  g a p  is sh o w n  b y  th e  g re en  sq u a res , c lo se  to  th a t p re d ic te d  b y  R e f  2 6  fo r In G a A s /ln P  (sh o w n  b y  th e  
d o tte d  lin e  o f  th e  sam e  lab e l)
Figure 7-16 shows the temperature dependence of the energy of the peaks used in the fits 
of the PL. The fitted QD transitions are shown by the turquoise and red circles. The 
dotted lines labelled “GI region” show the predicted Varshni temperature dependence 
curves (according to Ref 26) for different concentrations of the graded index ((31) region 
(see Figure 7-1.) The lower dotted curve shows the predicted Varshni curve 
corresponding to a GI region of the following composition: Ino.72Gao.28As/Ino 53Gao 47As, 
while the upper curve shows that of a layer of Ino.63Gao.37As/Ino.53Gao.47As, a midway 
point in the GI region between the upper and lower indium concentrations. (The upper 
energetic limit on the behaviour of the GI region is almost commensurate with the 
barrier bandgap’s temperature dependent behaviour so is not displayed on the graph.) 
The measured transition seen enclosed between these two bounds (peak 3) is therefore 
likely to be emission arising from the GI region.
The barrier bandgap transition energy can be seen in the PL at approximately 0.78 eV (at 
10 K). This is slightly below that predicted by Ref [26] for Ino.53Gao 47As/InP (see dotted 
line labelled InGaAs/InP.)
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Table 16 shows the predicted energy position of the barrier and different compositions 
of the graded index region; the two composition extremities and a midpoint, according to 
Vurgaftman et al. [26] at 0 K and 300 K.
T a b le  16 sh o w s th e  p re d ic te d  en e rg y  o f  th e  b a n d g a p s  a t 0  K  an d  3 0 0  K  o f  d iffe re n t lay e rs  w ith in  sa m p le  J 
an d  th e ir  c o m p o s itio n  a c c o rd in g  to  R e f  [26 ] ta k in g  in to  a c c o u n t th e  e ffe c t o f  s tra in  o n  th e  p re d ic te d  
e n erg ies .
Top barrier | jPn f^Gan a tA s /InP
Graded index region I Inn esGao syAs/Ino ssGan AyAs
0.813 0.734
0.739 0.663
7.4.3. Sample K PL
Figure 7-17 shows the temperature dependent PL spectra of sample K. The fitted PL 
spectra can be individually seen in Figure 7-18 to Figure 7-29.
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F ig u r e  7 -1 7  ah o w s th e  te m p e ra tu re  d e p e n d e n t PL  sp e c tra  o f  sa m p le  K . T h e  sp e c tra  h a v e  b e en  sc a le d  to  
a llo w  easy  c o m p a riso n  o f  th e ir  re sp e c tiv e  fea tu res .
122
1.2
1.0
0.8
g  0.6 
à
ô! 0 .4
0.2
0.0
Sample K 9K PL
-0.2 
0 .26 0 .28 0 .30 0 .3 2  0 .34
energy (eV)
0 .36 0 .38 0 .4 0
F ig u r e  7 -1 8  sh o w s th e  f itte d  10 K  P L  sp e c tru m  o f  sa m p le  K  w h e re  p e a k  tw o  (b lu e  d a sh e d  lin e ) is 
c o n s tra in ed . T h e  o p en , b lac k  c irc le s  re p re se n t th e  e x p e rim e n ta l d a ta  p o in ts ; th e  so lid  re d  line  re p re se n ts  
th e  re su ltin g  fit an d  th e  d a sh e d  lin e s re p re se n t th e  th re e  G a u ss ia n  p e ak s  u se d  to  fit th e  da ta .
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Figure 7-19 shows the fitted 50 K PL spectrum of sample K where peak two (blue dashed line) is
constrained. The open, black circles represent the experimental data points; the solid red line represents
the resulting fit and the dashed lines represent the three Gaussian peaks used to fit the data.
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F ig u re  7 -2 0  sh o w s th e  fitted  75 K  PL  sp e c tru m  o f  sa m p le  K  w h e re  p e a k  tw o  (b lu e  d ash ed  lin e ) is 
co n stra in ed . T h e  o p en , b lac k  c irc le s  re p re se n t th e  e x p e rim e n ta l d a ta  p o in ts ; th e  so lid  re d  line  re p re se n ts  
th e  re su ltin g  fit an d  th e  d a sh e d  lines re p re se n t th e  th ree  G a u ss ia n  p e ak s  u se d  to  fit th e  d a ta .
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Figure 7-21 shows the fitted 100 K PL spectrum of sample K. The open, black circles represent the
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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F ig u r e  7 -2 2  sh o w s th e  fitte d  125 K  P L  sp e c tru m  o f  sa m p le  K . T h e  o p en , b lac k  c irc le s  re p re se n t th e  
e x p e rim e n ta l d a ta  p o in ts ; th e  so lid  red  lin e  re p re se n ts  th e  re su ltin g  fit an d  th e  d a sh e d  lin es re p re se n t th e  
th re e  G a u ss ia n  p e ak s  u se d  to  fit th e  da ta .
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Figure 7-23 shows the fitted 150 K PL spectrum of sample K. The open, black circles represent the
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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Figure 7-24 shows the fitted 175 K PL spectrum of sample K. The open, black circles represent the 
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the 
three Gaussian peaks used to fit the data.
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Figure 7-25 shows the fitted 200 K PL spectrum of sample K. The open, black circles represent the
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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Figure 7-26 shows the fitted 225 K PL spectrum of sample K. The open, black circles represent the 
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the 
three Gaussian peaks used to fit the data.
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Figure 7-27 shows the fitted 250 K PL spectrum o f sample K. The open, black circles represent the
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
127
0 005
0.004 ■ Sample K 275K PL
0 .003
3
S  0 002
_ iCL
0.001
0.000
- 0.001
0.26 0.28 0.30 0.32 0.34 0.36 0.38 0.420.40
energy (eV)
Figure 7-28 shows the fitted 275 K PL spectrum of sample K. The open, black circles represent the 
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the 
three Gaussian peaks used to fit the data.
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Figure 7-29 shows the fitted 300 K PL spectrum o f sample K. The open, black circles represent the
experimental data points; the solid red line represents the resulting fit and the dashed lines represent the
three Gaussian peaks used to fit the data.
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Four transitions are visible in the PL spectra and they have been labelled peaks 1 to 4 
respectively as they increase in energy. The constraint of the transition energy of peak 2 
in the low temperature fits has given fitted peaks energies that are more consistent with 
those at high energies and fits that appear to be sensible. Figure 7-30 shows the 
resulting fitted peak energies of the temperature dependent PL of sample K. Peak 1, the 
lowest energy peak can be seen at low temperatures at -0.31 eV. It is the lowest energy 
peak and the weakest of the features (see Figure 7-31), becoming narrower with 
increasing temperature (see Figure 7-32) until 75 K after which it dies away. This 
behaviour is most unlike the other features, making it likely to be a low lying impurity 
state.
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F ig u r e  7 -3 0  sh o w s th e  re su lts  o f  f ittin g  th e  te m p e ra tu re  d e p e n d e n t P L  o f  sa m p le  K . T h e  g re en  tr ia n g le s  
re p re se n t th e  fitted  tra n s it io n  e n e rg ie s  o f  p e a k  1 ; th e  b lu e  c irc le s , p e a k  2 ; th e  p in k  d ia m o n d s , p e a k  th re e  
an d  th e  b ro w n  sq u a re s  re p re se n t p e a k  4 . T h e  b lu e -, p in k -  a n d  b ro w n -c o lo u re d  c u rv e s  re p re se n t th e  
p re d ic te d  E . lev e l tra n s itio n  fo r th e  g ro u n d -s ta te  an d  tw o  h ig h e r  o rd e r  lev e ls  re sp e c tiv e ly  (se e  la te r.)
Peaks 2 and 3 are seen at 9 K at 0.338 and 0.35 eV respectively. These peaks have a 
similar temperature dependence to each other, are the strongest (see Figure 7-31) and 
generally the narrowest features (see Figure 7-32). This makes it likely that the features 
are associated with the E. level (see later) of the QDs and their first excited state 
respectively. At higher temperatures (-125 K) a second excited state transition occurs as 
carriers are thermally excited into higher-lying dot states. It can be seen in Figure 7-31 
that peak 3 is generally the strongest, with peak 2 at low temperatures the next strongest, 
however, at -225 K peak 4 becomes roughly equal in intensity to peak 3 and at higher 
temperatures peak 4 becomes the strongest peak.
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Figure 7-31 shows the variation in the logio of the fitted intensity of each of the PL peaks with 
temperature.
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Figure 7-32 shows the fitted broadening of each of the different PL peaks with temperature.
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7.4.4. The Band Anti- Crossing Model
Having fitted the PL of sample K, further analysis was required to determine the nature 
of all the transitions seen. The incorporation of nitrogen in the structure results in 
numerous effects including a dramatic reduction in the fundamental bandgap, an 
increase in the electron effective mass and a significant decrease in the electron mobility
[123]. The effect upon the QD bandgap was analysed to a first approximation using the 
band-anti-crossing model (BAG model) [123,124,125]. In this model, restructuring of 
the band gap occurs due to an anti-crossing interaction between highly localised states 
around the incoiporated nitrogen atoms and the extended states of the host 
semiconductor matrix. This forms new sub-bands, named the E+ and E. levels, which 
are governed by a simple equation [123,125]:
Equation 21
\  + E ^ ] ± ^ [ E A k ) - E j + 4 V ‘X
In this equation Er(/c) is the ground-state energy of the unperturbed lowest conduction 
band of the host QD material. En is the energy of the nitrogen level (above the valence 
band edge) V is the coupling parameter and x is the percentage of nitrogen contained in
the host. This is graphically represented
SO
Figure 7-34 adapted fi*om Ref 125, shows the effect on the band-structure of a bulk material when 
incorporating nitrogen into it; the conduction band (dashed curve) splits about the nitiogen level (En, dot- 
dashed line) and forms the B. and E+ levels.
This model has several limitations; it tends not to work well at low temperatures and it is 
entirely empirical [124]. However, developing an appropriate model for the present 
material system was beyond the scope of this work. Thus it was decided, as a first 
approximation, to investigate whether the transitions observed in the PL of sample K 
could be matched to those predicted using a simple application of the BAG mode.
For the calculation of the predicted E+ and E_, it is necessary to know the Ep energies of 
the unperturbed system. In this case, the Ep energies could be interpreted as being the 
Ep of the QDs of the present sample with the nitrogen removed. To estimate this, we 
have taken the Ep values of a similar sample but with the nitrogen content removed; 
from previously mentioned study of Sharma et al in 2007 [118], This study was
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performed on InAs QDs (from NTU) with no nitrogen in present in the structure. For 
the following calculations, the nitrogen percentage in Sample K was taken to be 6 % 
stated by the growers.
A literature search was conducted to find possible values for En and V in the InAsN 
material system. For the nitrogen level En this search found two values; that of 
Vurgaftman et al. [126] which suggests that En = 1.44 eV and that of Martin Merrick et 
al. [127] giving a value of En = 1.36 eV. Three potential values were found for the 
coupling parameter V:
V= 1.9-2.3 eV with a suggested optimum value of 2.0 eV from Vurgaftman et al. [126], 
V= 1.33 eV from Merrick et al.[127] and
V= 2.7 eV from Kudrawiec et al. [128] (the En value of Ref [128] is the same as in Ref
[126].)
Taking these various possible values of Ep, En, x  and V, Equation 21 was used to 
calculate the energy position of the E. and E+ level for different possible combinations of 
En and V. The E. values generated by Equation 21 were compared to those obtained 
from the fit of the different peaks from the 10 K PL of sample K.
Table 17 shows the different energy 9 K E. level produced for the different literature values of E r ,  and 
V  and compares them to the measured transition energies by varying the nitrogen content x .  The cells with 
the close matches between measured peak energy and predicted E. level are highlighted.
En and \/from Ref [126]
Ei(eV)_ En (6V) \/(eV) X E.(eV) E-(eV)
Measured 
transitions (eV)
0.602 1.44 2 0.065 1.681 0.361
0.602 1.44 2 0.0675 1.689 0.353 0.349
0.602 1.44 2 0.07 1.696 0.346
0.602 1.44 2 0.0725 1.703 0.339 0.338
0.602 1.44 2 0.075 1.711 0.331
En and \/from Ref [127]
Ei(eV). EN(eV) VieV) X E.(eV) E-(eV) Measured transitions (eV)
0.602 1.36 1.33 0.1425 1.6101 0.352
0.602 1.36 1.33 0.145 1.6136 0.348 0.349
0.602 1.36 1.33 0.1475 1.617 0.345
0.602 1.36 1.33 0.15 1.6205 0.341
0.602 1.36 1.33 0.1525 1.624 0.338 0.338
0.602 1.36 1.33 0.155 1.6274 0.335
En and \/from Ref [128]
E, (eV) En (6V) VieW) X E.(eV) E-(eV) Measured transitions (eV)
0.602 1.44 2.7 0.035 1.677 0.365
0.602 1.44 2.7 0.0375 1.691 0.351 0.349
0.602 1.44 2.7 0.04 1.704 0.338 0.338
0.602 1.44 2.7 0.0425 1.718 0.324
Using the values of En and V suggested by Ref [127] (En = 1.36 eV and V= 1.33eV) 
resulted in the calculated E. level always being too high in energy to be a transition seen 
in the PL unless the N concentration was unreasonably high (-15% ) and much higher 
than the 6 % N concentration stated by the grower (see Table 17.)
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Using the suggested En and V of Ref [128] (EN = 1.44 eV and F=2.7eV) gave a 
calculated E. level that was too low in energy (see Table 17.) unless the N concentration 
was rather low (~4 %.)
However, the En and V values of Ref 126 (i.e. 1.44 eV and 2.0 eV respectively) gave a 
reasonable match (see Table 17) between the predicted E. level and certain fitted peak 
energies of the PL of sample K at 9 K with a nitrogen concentration of x ~1 %.
T a b le  18 sh o w s th e  re su lts  o f  v a ry in g  V o n  th e  p re d ic te d  E . leve l a c c o rd in g  to  th e  B A C  m o d e l a t d iffe re n t 
te m p e ra tu re s , u s in g  E n =  1.4 4 eV , x = 0 .0 6  an d  Ep tak e n  fro m  R e f  [118] an d  c o m p a re s  it to  th e  
e x p e rim e n ta lly  m e a su re d  p eak s .
V =  2 .0  eV , E n = 1.44 eV  an d  x = 0 .0 6
Temp
(K) Er(eV) E-(eV)
Peak 2 
(eV)
Peak 3 
(eV)
Peak 4 
(eV)
10 0.602 0.376 0.338 0.349
50 0.6 0.375 0.336 0.348
100 0.592 0.368 0.332 0.343
150 0.582 0.360 0.329 0.341 0.369
200 0.571 0.351 0.326 0.339 0.367
250 0.556 0.338 0.322 0.337 0.366
300 0.541 0.326 0.321 0.336 0.363
V = 2 .0  eV , E n  = 1.44 eV  an d  x =  0 .0 6
Temp
(K) Er(eV) E-(eV)
Peak 2 
(eV)
Peak 3 
(eV)
Peak 4 
(eV)
10 0.602 0.358 0.338 0.349
50 0.6 0.356 0.336 0.348
100 0.592 0.349 0.332 0.343
150 0.582 0.341 0.329 0.341 0.369
200 0.571 0.332 0.326 0.339 0.367
250 0.556 0.320 0.322 0.337 0.366
300 0.541 0.307 0.321 0.336 0.363
V = 2 .0  eV , En =  1.44 e V  an d  x =  0 .0 6
Temp
(K) Er(eV) E-(eV)
Peak 2 
(eV)
Peak 3 
(eV)
Peak 4 
(eV)
10 0.602 0.338 0.338 0.349
50 0.6 0.337 0.336 0.348
100 0.592 0.330 0.332 0.343
150 0.582 0.322 0.329 0.341 0.369
200 0.571 0.313 0.326 0.339 0.367
250 0.556 0.301 0.322 0.337 0.366
300 0.541 0.289 0.321 0.336 0.363
Temp
(K) Er(eV) E-(eV)
Peak 2 
(eV)
Peak 3 
(eV)
Peak 4 
(eV)
10 0.602 0.319 0.338 0.349
50 0.6 0.317 0.336 0.348
100 0.592 0.311 0.332 0.343
150 0.582 0.303 0.329 0.341 0.369
200 0.571 0.294 0.326 0.339 0.367
250 0.556 0.282 0.322 0.337 0.366
300 0.541 0.270 0.321 0.336 0.363
The above literature search showed that there was considerable variation in suggested 
values of F, ranging from F being equal to 1.36 eV to 2.7 eV. Given the results of Table 
17, it was therefore decided that our data could be most usefully interpreted by giving a
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comparison value of K To do this, we treated the nitrogen content in the dots as being 
fixed (at the growers’ nominal 6 %) and En was fixed at 1.44 eV (according to Ref 126.) 
The Er values were fixed to those of Ref 118. The BAC calculation was then repeated 
with various fixed values of V for each temperature that PL was measured to try to get a 
good match between the predicted E. level and the fitted peak energies of sample K (see 
Table 18.) From the calculations it was found that a V approximately equal to 
2.2 ± 0.05 eV gave the best match for temperatures <150 K between the predicted BAC 
E- and the fitted transition energies of peak 2 measured in experiment. These results are 
contained in Table 18 and can be seen visually in Figure 7-30 where the blue-coloured 
curve represents the temperature dependence of the predicted E. ground-state transition. 
Figure 7-30 shows quite clearly that there is a good match between the predicted E. level 
and the fitted peak 2 transition energies up to -150 K.
The study of the InAs QDs by T. K. Sharma et. al. [118] showed two higher order dot 
transitions. These higher order transitions were also inputted into the BAC calculation 
as new values of Er (keeping x En and V fixed at 6 %, 1.44 eV and 2.2 eV respectively) 
to see if they matched either of our other observed peaks (i.e. peaks 3 and 4.) The 
results of this can be seen in Table 19 and graphically in Figure 7-30. It is clear that 
there is a poor match between the predicted higher order E. levels and those observed in 
experiment; with the predicted energies being much higher than those experimentally 
observed at low temperatures and conversely much lower than those observed at higher 
temperatures. The predicted E. levels have a much stronger temperature dependence 
than that observed experimentally.
Table 19 sh o w s th e  p re d ic te d  h ig h e r  o rd e r  E - leve l tra n s itio n s  a c c o rd in g  to  th e  BAC m o d e l w h e n  
=  1.4 4 eV , X =  0 .0 6  an d  V  = 2 .2  eV  an d  c o m p a re s  th em  to  th e  h ig h e r  e n e rg y  p e a k s  se e n  in  th e  P L  sp ec tra . .
Temp
(K) Er(eV) E-(eV)
Peak
2(eV)
HOT 1
Ep2(eV)
E-2
(eV)
Peak 3 
(eV)
H0T2
Era(eV) E-3(eV)
Peak
4
(eV)
0 0.602 0.338 0.338 0.635 0.365 0.349 0.661 0.386
50 0.600 0.337 0.336 0.63 0.361 0.348 0.659 0.384
100 0.592 0.330 o .m 0.623 0.355 0.343 0.656 0.382
150 0.582 0.322 0.329 0.61 0.345 0.341 0.65 0.377 0.369
200 0.571 0.313 0.326 0.588 0.327 0.339 0.632 0.362 0.367
250 0.556 0.301 0.322 0.566 0.309 0.337 0.614 0.348 0.366
300 0.541 0.289 0.321 0.548 0.294 0.336 0.596 0.334 0.363
In the above calculations we have assumed that V is temperature independent. However, 
this may not be the case, in e.g. Ref [129] a temperature dependent V is observed. Thus 
in a final calculation V was allowed to vary as a function of temperature to make the 
predicted E. level more closely match the experimentally observed fitted peak 2 
energies. The resulting temperature dependent V was then fitted with a Bose Einstein 
curve, which was then used to generate the predicted temperature dependent E- level, 
and associated HOTs. The results of this can be seen in Figure 7-35, where predicted E. 
and HOT transition energies have been calculated using the Er values given in Ref [118] 
and the coupling parameter with the temperature dependence needed to force this close 
match with the experimentally determined peak 2 energy values, shown in Figure 7-36.
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Figure 7-35 shows the results o f fitting the temperature dependent PL of sample K. The green triangles 
represent the fitted transition energies o f peak 1; the blue circles, peak 2; the pink diamonds, peak three 
and the brown squares represent peak 4. The blue-, pink- and brown-coloured lines represent the 
predicted E. level transition for the ground-state and two higher order levels respectively but with V forced 
to change with T in order to achieve the match between peak 2 energy and the E. level.
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Figure 7-36 shows the temperature dependence of V  needed in Figure 7-35 to force the predicted E. level 
to match the experimentally observed peak 2.
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Figure 7-35 shows a much doser match between the E- level and the fitted transition 
energies of peak 2. It also shows a more similar temperature dependence between the E. 
level that is predicted when using the Er of HOTs in Ref [118] and the fitted peak 3 and 
4 energies though the predicted values are still somewhat high. The temperature 
dependence of V used to achieve this match between the QD ground-state transition 
observed and that calculated was over the range V= 2.02-2.21 ± 0.05 eV which is within 
the suggested bounds of E= 1.9-2.3 ± 0.05 eV of Vurgaftman and Meyer [126]. This 
suggests that the proposed temperature dependence is believable.
7.5. Conclusion
QD samples J and K both gave strong PL up to 300 K. Sample J showed PL from the 
QD ground state, one excited state QD transition, the graded index region and from the 
baiTier. Four transitions were identified in Sample K. These are thought to be an 
impuiity state and the E. level and two excited states of the nitrogen-containing QDs. 
The coupling parameter F, was varied to try to obtain as good a match as possible 
between the ground-state transition feature in sample K and that predicted by the BAC 
model for the InAsN QDs at different temperatures assuming that V is independent of 
temperature. The best match constant V was found to be 2.2 ± 0.05 eV. This is in good 
agreement with the range suggested by Vurgaftman of 1.9-2.3 eV [126].
The measured temperature-dependence of the QD transitions is much weaker than that 
predicted by the somewhat crude BAC-based model. The predicted temperature 
dependence is essentially given by that of the unperturbed Ep level which has been 
assumed here to be given by the observed transitions in a similar, but nitrogen-free, QD 
structure. Within the model, allowing the coupling parameter V to be temperature- 
dependent and vary between 2 - 2.2 ± 0.05 eV achieves a better match with experiment 
for the ground-state E. transition. The temperature dependence of V needed to match 
with the QD ground-state transition is within the bounds of that suggested by 
Vurgaftman et al. [126] and further work is necessary to determine the precise nature of 
the coupling parameter. In addition to this, the HOTs predicted by our simple model are 
of a higher energy than that observed experimentally. Having a model that can account 
for this discrepancy would be desirable to help better understand the effect of adding 
nitrogen into InAs QDs.
The PL emission seen from Sample K is thought to be the longest wavelength emission 
seen from a sample grown on InP.
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Chapter 8 :
Conclusions and 
Future Work
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8 Conclusions and Future Work.
Several optical characterisation techniques have been successfully demonstrated in this 
work. Photo-modulated reflectance (PR), electro-modulated reflectance (ER), surface 
photo-voltage spectroscopy (SPS) and reflectivity (R) measurements have been 
successfully used to characterise narrow bandgap, mid-infrared materials.
Modulated reflectance and surface photovoltage spectra have been measured at room 
temperature for two tri-metal InGaAlAs QW laser structures and compared to those of a 
benchmark InGaAsP QW structure. The tri-metal laser structures have been clearly 
demonstrated to have a higher CB offset than the more conventional InGaAsP QW 
structmes. Consequently, the electron confinement potential in the InGaAlAs wells is 
about twice as deep as that in the InGaAsP system. This confirms that these tri-metal 
QW laser structures will benefit from having a larger potential wavelength range and 
improved thermal performance than their InGaAsP counterparts.
A new technique, Fourier Transform Infrared-SPS (FTIR-SPS), was demonstrated on 
these samples. Despite using the technique at a particularly short wavelength, FTIR-SPS 
was found to show more detailed information than conventional, grating-based SPS. 
This newly developed technique was then used to detect the QW ground- and excited- 
state transitions as well as the barrier bandgap of four novel InGaSb laser samples, 
designed to emit at 3.9 pm and it yielded unambiguous data on these transitions at room 
temperature. No other technique, PR or photoluminescence (PL) gave comparable 
information on the samples at room or at low temperatures. FTIR-SPS was also the only 
technique capable of measuring the QW and the barrier bandgaps simultaneously. 
FTIR-SPS therefore, makes it significantly easier to characterise material systems in the 
mid-inffared, where grating spectroscopy suffers from fundamental physical limitations.
The four InGaSb laser samples were found by FTIR-SPS to have up to six QW 
transitions, including off-diagonal and parity-forbidden transitions. These transition 
energies were compared to those predicted by an 8 band k.p model and were found to be 
in reasonable agreement when bodily blue-shifted by ~ 15 - 40 meV. This suggests that 
fiirther work needs to be done to refine the model; however, any refinements need to be 
made in conjunction with a more precise experimental determination of the QW and 
banier compositions and a more accurate measure of the strain. These refinements 
should give a better match with the experimentally determined QW transitions thus 
enabling the model to be fully exploited to understand the properties of the devices 
fabricated from present and any potential future samples.
The barrier bandgaps of the InGaSb samples have been shown to be in considerable 
disagreement with those suggested by literature [108, 109]. There is also considerable 
disagreement between the different literature sources in the suggested barrier bandgap 
for the material composition. A fuller study of the material system as a function of 
material composition would give a greater understanding of the material system and give 
results which could be used in the extrapolations of InGaSb of Ref 108 in the region 
with compositions similar to those seen in this work.
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The room temperature analysis of the FTIR-SPS data has been compared to temperature 
dependent measurements of the barrier and QW. It has been found that FTIR-SPS 
agrees well with the traditional techniques of PL and PR and is a good complementary 
technique. It has also been shown that the literature Varshni coefficients [26] of the 
InGaSb material system describe a slightly stronger temperature dependence for the 
bandgap than is observed here. This information is important for predicting the position 
of the QW transitions (and so the lasing behaviour) of the samples at different 
temperature
In addition to this, a comparison has been made between the temperature dependent 
measurements on the laser samples and those made on corollary multi-quantum well 
(MQW) samples, designed to emit clear PL. These measurements show that generally 
the behaviours of the MQW structures and the full laser structures are similar, with the 
temperature dependence of the bandgap energies being the same within error bars but 
often slightly offset. This offset can be accounted for by differences in the precise 
structure of each pair of corollary structures. The structure of the MQW samples is not 
identical to their full laser counterparts and this highlights the importance of, where 
possible, making measurements on the full laser structure.
Experimenting with SPS and ER has highlighted the effect of changing contact type can 
have on the resulting spectra; changing the phase of ER spectra in Chapter 4 and the 
strength of signal in SPS measurements in Chapter 5. Whilst, etching and evaporating 
contacts on a sample is a contacting method that gives repeatable SPS it also removes 
the non-destructive nature of the spectroscopy. A better understanding of the effect of 
different contacts on the resulting spectra and their phases is necessary and requires 
rigorous investigation of the different type of contact.
When studying the VCSEL (and its corollary PL sample) in Chapter 6 many difficulties i
arose from drift in the laser power. Thus creating a new experimental set-up that |
accurately takes account of this would be desirable. Despite these difficulties, j
reflectivity and PR measmements were made on the samples and successfully showed |
the temperature dependence of the energy position of the cavity mode (CM) and QW !
ground-state transition of the samples. These measurements have quantified the 
significant detuning of the CM and QW ground-state transition at room temperature 
which is thought to account for the relatively poor behaviom of the fully processed laser 
structures.
The VCSEL fitting model used in Chapter 6, though the most appropriate available, was Ï
not strictly appropriate for cavity modes as wide as those observed experimentally. |
Developing a broader model to account for differences in the CM finesse would greatly j
aid the analysis of such structures. |
The PL measurements made on the InAsN QD test structure K are to the best of our 
laiowledge, showing the longest wavelength luminescence known of from a material 
grovm on InP. A more rigorous analysis of the effect of incorporating nitrogen into such 
devices could potentially allow this wavelength to be pushed even further into the 
infrared. These measurements are performed far into the infrared where diffraction 
gratings become progressively more inefficient. It would therefore be extremely useful 
to create an experimental setup to allow PL and PR to be performed using the FTIR. 
Although these techniques are more difficult to perform than FTIR-SPS they could
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potentially give even more detailed information, especially if a cryostat could be 
included in the set-up for temperature dependent measurements.
Though beyond the scope of this work, the theoretical model of the QD used in Chapter 
7 would benefit from development to take account of e.g. nitrogen clustering or the 
differences between the observed and calculated higher order transition.
In spite of using the somewhat basic band anti-crossing (BAC) model, when using a 
temperature-dependent coupling parameter, V, of between 2.0 - 2.2 ±0.05 eV (within the 
range suggested for this material system by Vurgaftman and Meyer [126]), the 
calculated QD ground-state transition was in good agreement with that experimentally 
measured here.
It is hoped that such possible new work, together with the work already done here would 
provide a firm understanding of narrow bandgap semiconductors and some powerful 
spectroscopic techniques to study them with. The characterisation of narrow bandgap 
semiconductors will give knowledge to help to design more efficient lasers that work at 
higher temperatures and longer wavelengths, which will be invaluable for many different 
uses, such as the ones described in the introduction.
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