The paper presents the elements of a new methodology to control complex and hypercomplex socio-economic structures. The control process is iterative, combining the principles of System Dynamics, Control theory and the PROME-THEE Multicriteria Decision Aid (MCDA) methodology. It consists of three main stages: setting up and calibration of a quantitative model, de®nition of long-term strategies and short-term control. The purpose is to de®ne within a panel of decision makers appropriate strategies towards long-term goals, and to implement suitable control measures. These should in particular help cope with progressive and catastrophic variations in the behaviour of the system. Ó
Introduction
The modelling of a socio-economic system, for the sake of understanding and controlling it, undoubtfully belongs to the class of complex and even hypercomplex problems.
In the present paper, a problem will be called complex if its quantitative modelling requests an in®nite number of interrelated equations to adequately represent the real world situation. The problem is hypercomplex when each dierential neighbourhood is already a complex system, all the neighbourhoods being in addition partially independent. In such circumstances it seems hopeless to try to assist decision makers with quantitative models. However history has shown in many circumstances that the management of socio-economic systems by mere intuition and qualitative judgment has been insucient (Forrester, 1968) . Forecasts for future evolution must be made available for assisting policy makers. Although this is a hard task due to the hypercomplexity of the systems, it is necessary to provide the decision makers with assessments regarding the future.
This could be illustrated in the critical situation faced by the macro-economic system of the seventies. At that time the necessary political decisions were not taken to avoid the exponential increase of unemployment, public debt and social security expenses. The control methodology, based on System Dynamics and Multicriteria Decision Making, we propose in this paper, could have provided the adequate tool for the analysis of the very ®rst stage of the crisis. It could have been shown that unemployment, public debt and social security expenses were embedded in an exponential increasing positive feedback loop. It would have been necessary to detect the appropriate strategy to compensate this positive growth by adequate negative feedback loops in order to keep the system within reasonable limits. The whole European cultural and democratic process could then possibly have avoided its present major crisis.
In the past years, and even up to now, econometric models and regression analyses have often been used for such purposes. We believe that this approach is not satisfactory. Of course econometric models can accumulate the appropriate historical information providing a precise description of the past. The analysis of the collected data may provide the correct range of values of the important parameters and the correct interactions between variables during the observed period. But as soon as such models are used for predictions, they fail because of the rapid changes in the socio-economic structures. These changes make the predictions useless and decision-making hazardous (Meadows, 1980) . No control procedure can be applied.
We strongly believe that a harmonious combination of System Dynamics (see a review by Legasto et al., 1980) and the Multicriteria Decision Aid (MCDA) PROMETHEE procedure (Brans and Mareschal, 1994) supported by appropriate modelling and simulation can contribute signi®cantly to a proper control of socio-economic systems. It should act in real-time on the very dynamical structure system. Let us call this approach control of structure (Kunsch, 1996) .
The purpose is to help decision makers to express their mental representation of the system under study, to structure it, and to integrate it into a causal-loop diagram (Forrester, 1968 (Forrester, , 1992 . The in¯uence diagram is essential to understanding the relationships between the dierent elements of the system, in order to design and control for a desirable future. The formalized SD model will be derived from this representation. Once the model has been set up, several strategies can be simulated. These strategies have to be evaluated on several criteria. The PROMETHEE methodology is used to select an appropriate strategy to govern the system. In addition, the modelling approach must evolve in an iterative and interactive fashion, as requested by the basic idea of the control of structure. It must permit to enhance at regular time intervals the vision of the future. This is made possible by the continuous observation of the system. At each reassessment, the mental representation, the in¯uence diagram, and the quantitative model can be modi®ed. The control procedure associated with each reassessment period is called an iteration. Each iteration consists of 11 basic steps enumerated below and described in detail in Section 2. 1. Elaboration of a mental representation. 2. De®nition of the system variables, relationships between them and the decision variables to be considered for control; setting up the inuence diagram. 3. Identi®cation of the positive and negative feedback loops within the in¯uence diagram. 4. Positioning of watchdogs and control. 5. System dynamics modelling and validation. 6. Generating strategies. 7. Simulation of scenarios, strategic options and long-term test. 8. Ranking and selection using the MCDA PROMETHEE procedure.
9. Realization of the selected strategy. 10. De®nition of a socio-economic core and shortterm control. 11. Analysis of the deviations between plan and actual evolution. · Next iteration. Branching back.
The methodology: The basic steps of each iteration
The dynamic control of structure we propose to govern the evolution of socio-economic systems is based on the elaboration of a mental representation of the real world, its translation into an in¯u-ence diagram, the de®nition of strategic options, the simulation of these strategies with System Dynamics (SD) and the selection of an appropriate control policy by using the PROMETHEE multicriteria procedure.
The control procedure consists of a succession of iteration periods. Each of them includes the steps already enumerated, and described in more detail here.
Step 1: Elaboration of a mental representation
This is the very important step in the conceptualization of SD modelling as stressed by many authors (see e.g. Randers, 1980; Forrester, 1992) .
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The purpose is to obtain in a qualitative way a good view of the components of the system and the dynamic interactions. Also external in¯uences have to be considered. Continuous reference should be made to the intuitive thinking and to the mental data base accumulated from past experience and observation. Each decision maker has his own speci®c mental model, according to his perception of the relevant structures. It is the purpose of this ®rst step to aggregate these preferences into an overall mental representation.
Whichever representation is chosen, it will provide to the decision makers a better understanding of the problem. It should include an analysis of the structures of the system in the past (the basic mechanisms) and an educated guess about the expected behavior of the major variables (the reference mode). Together this constitutes the dynamic hypothesis of the study (Randers, 1980) . In addition, the decision makers should formulate their projects, which goals they want to attain and consequently which criteria they will use in evaluating the several possible strategies.
2.2.
Step 2: De®nition of the system and decision variables. In¯uence diagram
The mental representation should name all variables and parameters in order to be able to draw the causal-loop diagram, we name``in¯uence diagram''. We brie¯y recall some de®nitions which are essentially based on the System Dynamics Methodology (Forrester, 1968) .
System variables allow to describe the evolution of the system. Among them state variables have the nature of stocks (e.g. the public debt of a country). These variables accumulate variations in time induced by¯ow variables (e.g. the yearly expenditures and budget of that country). State variables can be said to represent the memory of the system up to the present time. Some system variables are neither stocks nor¯ows. They are called auxiliary variables and are connected with other system variables to express combinations or functional relationships.
Decision variables are the policy instruments through which the decision makers can``exogeneously'' in¯uence the system. They therefore represent a part of the degrees of freedom in controlling the system. They often have the nature of ows and auxialiary variables. In a simple microeconomic system, decision variables could be investment decision, changes in human resources, yearly marketing expenses, R and D expenses, etc.
As a general rule, the set variables as de®ned in the course of the ®rst iteration will be simpli®ed, 2 Several knowledge elicitation methods have been proposed in the SD-literature (see for instance Richardson and Andersen, 1995) . Methods from soft OR (Vennix et al., 1990; Eden, 1994) and the Soft System Methodology (Checkland, 1981) were also combined with the System Dynamics approach (see for instance Daellenbach, 1994) . In the present paper we are however not going into detail into the conceptualization phase. leaving out the less essential ones. This will permit to avoid too intricate in¯uence diagrams in which essential mechanisms are impossible to grasp. The GAMMA software is an excellent tool for simplifying the diagram (Schwaninger, 1997).
However after each iteration, ®ner tuning of the model to reality will increase the complexity (see step 11). The number of variables, parameters, connecting arrows and loops will in general increase as time unfolds. The learning feedbackloop due to the modelisation will ease the understanding of the decision makers facing the increased complexity of the model (Sterman, 1994) .
2.3.
Step 3: Identi®cation of positive and negative feedback loops
In order to control the future evolution of the system, it is crucial to detect ®rst the existence of cycles in the in¯uence diagram. Cycles are responsible for feedbacks, in which an action or an in¯u-ence exerted by one of the system components will ®nally aect the latter in return, either by ampli®-cation or by damping of this original action/in¯u-ence. (+) Feedback loops imply an ampli®cation of perturbations (increase or decrease) and herewith a divergence from attractors. They are vicious circles or destabilizing loops. (A) Feedback loops on the contrary imply attenuation of perturbations and herewith convergence to a stable attractor. They are goal-seeking loops or stabilizing loops, and they are the very instrument of control.
The main worry of socio-economic decision makers should be to establish the sustainable balance of both types of feedback loops. Indeed, although uncontrolled (+) loops in principle seem to indicate unlimited departure from stability, they will hit some limits in the course of the dynamic evolution.
The purpose of detecting and analyzing feedback loops is clearly to identify on one hand the needs for control, and on the other hand to ascertain the possibility of control mechanisms, in order to prevent all too risky and destructive dynamics. Most important, new connections between variables will have to be pondered, and corrective loops designed. Establishing well-balanced cycles is a must whenever detrimental loops are the alternative, prone to emerge by themselves through`s elf-organization''.
2.4.
Step 4: Positioning of watchdogs and control
As described above, (+) feedback loops must be properly monitored and brought to an adequate balance by the countervailing action, via intrinsic or extrinsic control loops, i.e. (A) feedback loops.
The monitoring of (+) loops has to be made by de®ning watchdogs, i.e. important variables which should signal the possible triggering of unfavourable``snowballing'' eects when passing some critical thresholds. As an example, a critical liquidity level in the ®rm would be self-reinforcing due to (+) loops between decreasing liquidity and declining sales ®gures on one hand, and reduced marketing actions or R and D investment on the other hand. Watchdog variables or parameters will be chosen among system variables representing critical assumptions (those assumptions, the non-materialization of which is likely to threaten a strategy) or belonging to critical (+) feedback loops. If necessary, additional auxiliary variables can be inserted to ful®l this function. Sensitivity analysis can be used to detect the thresholds.
The``¯ickering'' of any watchdog in the real system signals potential risk. It provides some information on the importance of this risk and on the priorities for undertaking control actions. Two cases are being considered for these control tasks, depending on the existence or not of a sucient intrinsic control in the system during a given iteration:
1. Existence of intrinsic control: in this case, intrinsic control loops are supposed to be available in the system. Simulations should show if and under which conditions the equilibrating action of the loops, thanks to appropriate values of some decision variables, would be sucient to dampen risky evolutions. In addition, extrinsic control would be necessary as described under 2; 2. Extrinsic control has to be built in: absent or insucient control calls for introducing additional (A) control loops into the system and its model. In this way snowballing (+) feedback loops are brought back into balance, and critical variables are kept within reasonable bounds. In practice the loops are equivalent to using adapted socioeconomic instruments, represented in the model by new decision variables. For example a new department for internal communication with all its in¯uences can be introduced into the model and the system.
Quite generally, the design of the control loop will evolve over time from iteration to iteration, as new information about the system is made available by observation, watchdogs are giving warning alarms, or exogeneous events impact the system. During the iteration periods, the structures of the system/model can be adapted and control loops be redesigned according to the modi®ed knowledge and state of aairs. In many cases both types of control will be conjointly applicable.
Step 5: System dynamics modelling and validation
By means of the qualitative representation of the in¯uence diagram, the socio-economic system can be visualized as an organized assembly of interrelated parameters and variables. Unfortunately this entangled loop structure makes a reliable judgement about the dynamic behaviour of the system at hand, on a merely intuitive basis unlikely (Forrester, 1987) . This``unpredictability'' is reinforced by the nonlinear character of many interactions within the diagram. The translation of the in¯uence diagram into a simulation model using the System Dynamics approach is necessary to simulate the future.
Model building is supported by software packages such as STELLA/ithink (High Performance, 1994) . The system of multiple dierential equations can be run from given initial conditions to a de®ned long-term horizon (T), in order to simulate future behaviour.
The validation of models is very important because model quality is essential to the conclusions on subject matters, strategies and their successful realization. Validating SD models is a sophisticated issue in itself. The use of historical and statistical data is part of the process, but validation, in this case, includes a whole set of tests (see in particular Forrester and Senge, 1980; Barlas, 1996) , namely 1. direct structure tests, 2. structure-oriented behaviour tests, 3. behaviour pattern tests.
Much of the validation procedures can be considered in step 5, but they should not be con®ned to it. In particular, the theoretical structure test should already start throughout steps 1±4.
Step 6: Generating strategies
In this step, the decision makers develop strategies to be possibly adopted. They may use the support of external consultants for some speci®c specialized or technical aspects.
Prior to the strategy, dierent scenarios of``virtual realities'' can be explored, of which the probable and desirable ones will be chosen for further pursuit. Then, a set of strategies apt to bring these scenarios about has to be designed. Generating scenarios and strategies goes``hand in hand'', interactively, with pertinent simulations (step 7). While working out scenarios and strategies, appropriate space should be given as much to intuition, foreseeing capabilities and creativity as to the mental representation and the quantitative model (Forrester, 1992; Randers, 1980) . Brainstorming meetings, supported by Group Decision Support technologies can enrich the procedure we propose (Vennix, 1996; Kenis, 1995) .
Assume N possible strategies, are proposed during the group session.
As argued before (step 4) these strategies can be a simple setting of the decision variables or a more fundamental change of the structure of the model. Advanced modelling tools, e.g. the VENSIM software, open space for parameter simulation, which actually involves a calculus of high numbers of variants (or``mutants''), without overloading decision makers with excessive complexity. Moreover, the PROMCALC software (see step 8) enables the user to cope with several strategies at one time.
2.7.
Step 7: Simulation of scenarios, strategic options, and long-term test
As mentioned, step 7 is executed in iterations with step 6. The dierential equations set up in step 5 are integrated for each scenario or strategy over a long-term horizon (0, T). T should be chosen large enough to be able to assess the long-term behaviours. The user-friendly System Dynamics computer packages, already named under step 5, are available for this purpose.
For each strategy the results of the simulations are made available in the form of the long-term time paths of the system variables. Some of those variables are interpreted as objectives or goals to be satis®ed in the long term, giving to decision makers the basis for comparing the merits of different strategies (see Fig. 1 ).
As an example of goals in systems, the convergence criterion of 3% de®ned by the Council of Ministers of the European Union in Maastricht (the yearly increase of the public debt must not be higher than 3% of the GNP) has nowadays (mid-1996) been accepted as a necessary condition for European countries to be able to join the European Monetary Union (EMU). It has therefore become an objective of major importance for most European countries. This imposed benchmark has changed many national options and strategies on a purely intuitive basis. A better understanding of the consequences of those intuitive decisions made by politicians in several countries could have averted some undesirable consequences showing up in present days, e.g. with respect to increasing unemployment.
To avoid risky or dangerous strategies, longterm test have to be performed (Kunsch, 1996) . These tests discard all paths which move into unacceptable directions, e.g. if some variable would miss by far the preset objectives, or if there is a risk of getting trapped in unfavourable attractor basins, like for instance high levels of public debt, etc.
It is well known that in nonlinear systems multiple stable solutions may co-exist (see Glendinning, 1994) . For a given set of parameters, the system may converge to dierent attractors depending on the initial conditions, or during¯uctu-ations which bring the system close to the interface between two basins (separatrix). The typology and stability character of attractors may also change if the system is submitted to bifurcation. The longterm test should identify the risk of getting trapped into unfavourable or irreversible attractor basins, either by crossing a separatrix or by variable bifurcations generating new attractors with detrimental properties (Kunsch and Chevalier, 1998) .
The long-term simulations and tests provide only trends or patterns of behaviour which can prove to be wrong, should some unexpected external event bring major changes. Therefore, the proposed control of structure must be sucientlȳ exible on a shorter term perspective, in order to cope with an uncertain future. The rapid dynamic evolution of socio-economic systems and the permanent evolution of their structures requires a short term monitoring and control, as well as the consideration of long-term objectives, at the same time. We shall revert to short-term control in step 10.
Step 8: Ranking and selection
The selection of strategies for controlling a complex socio-economic system can be handled as a multifactor and a multicriteria problem. On the one hand, there are several experts and decision makers; each of them might have dierent opinions on the respective importance or success of given strategies. For example, in the case of a ®rm, this could be the managers of production, ®-nance, human resources, marketing, etc. On the other hand, each actor will de®ne his own set of weights with respect to dierent evaluation criteria. In the same example of the ®rm, a non exhaustive list of criteria could be: revenues, R and D expenses, market share, environmental factors, long-term trends of some speci®c variables, social acceptability or the ecological compatibility of a strategy. On a macro-economic level, the set of criteria might include in¯ation, public debt, unemployment level, social security expenses, investment in public goods, GNP, distribution of wealth, environmental indicators, etc. Each of these criteria or objectives will be given a dierent weight by different political actors.
More formally, let f 1 XY f 2 XY F F F Y f u X be the K evaluation criteria the experts wish to take into account. Suppose, in addition, that all the evaluations are real numbers expressed on their particular criterion units or real number scores placed on numerical scales, such as 0±10 or 0± 100, etc. The criteria must be designed in order to be able to take also the patterns into account and not only the ®nal value at horizon T. One can include several other criteria such as the duration of transient behaviour or the time to reach a steady state (Gardiner and Ford, 1980) , the maximum point, the number of years from initial equilibrium to maximum, number of years from maximum to second minimum, etc. (Andersen and Rohrbaugh, 1992) .
In this case, the following dynamic evaluation table (see Table 1 ) can be set up.
A set of``good'' strategies must then be selected among the set of acceptable ones which have passed the long-term test in step 7. The test discards strategies, without any further analysis, on the basis of the suspicion of being unfavourable in the long term, as shown by simulation. Most acceptable strategies will be at the same time ecient, while the reverse is not necessarily true, as some strategies may take unfavourable values or trajectories with regard to certain criteria (although the long-term test in the previous step would have eliminated most undesired solutions). Because of the con¯ict between criteria, the selection is not straightforward. An appropriate Multicriteria Decision Aid (MCDA) approach is required. We propose to use the PROMETHEE-GAIA 3 MCDA methodology Brans et al., 1986; Mareschal and Brans, 1988) . The way it can be used with the PROMCALC software is now brie¯y described.
First, preference functions P k (S n ,S m ) are de®ned for the sake of comparing strategy pairs S n , S m for all criteria f k XY k 1Y F F F Y uX Each function for a given k is de®ned as being monotonously increasing, in function of the dierence of the scores being obtained by the two strategies on each particular criterion. Dierent shapes of the preference function with the possibility of multiple preference thresholds can be chosen by means of the PROMCALC software. In this way, a lot of¯exi-bility is provided to represent the preferences of strategy makers.
Suppose now that all pairwise comparisons have been performed, providing all function values.
An aggregated preference index over all the criteria is then calculated. 
where w j is a weight, measuring the relative importance allocated to criterion j. The weights are supposed to be normalized, so that
The following positive and negative dominancē ows express the dominating and the dominated character of a strategy S n , respectively, over all the other strategies.
while the balance of the dominance¯ow gives the net¯ow
The latter gives a quality measure of the strategy. The higher this value, the better the strategy. Accordingly, PROMETHEE II ranks the strategies in the order of their decreasing net¯ows. The associated PROMCALC software allows sensitivity analysis on the weights and graphical investigation of the con¯icts between the criteria based on Principal Components Analysis by means of GAIA (Brans and Mareschal, 1994) . The procedure, as described here, is a one step decision procedure in which all the criteria are considered at the same time. A more sophisticated`P ROMETHEE Group Decision Support System (GDSS)'' has been developed recently Mareschal et al., 1997) . It involves a twostep approach. The ®rst step consists of an individual analysis, performed by each decision maker, using his own evaluation criteria. The second step encompasses an analysis of the con¯icts between the decision makers. This procedure can be applied successfully for selecting, in each iteration, the best possible option.
The best compromised strategy chosen among the set of acceptable strategies from step 7, is selected by using either the classical PROMETHEE II procedure, or by the more sophisticated PROMETHEE GDSS technique. Remember that in both cases the selection takes into account the full time interval (0, T) in which dynamic paths have been simulated. Ranking is always subjective, but it must be consistent. PROMETHEE is a tool to foster consistency and to make subjectiveness transparent, at the same time.
2.9.
Step 9: Realization of the selected strategy This step concerns the tactical and operational measures to be taken to have the system perform eciently and eectively in practice. In a ®rm this will mean for instance that the operations function appropriately, in congruence with strategic objectives. In a macro-economic case it means that all the political decisions resulting from step 6 to 8 will be properly implemented, and pertinent goals will be achieved.
2.10.
Step 10: De®nition of the socio-economic core and short term control
Having discarded undesirable paths of evolution by using the long-term test, and having ranked desirable strategies by MCDA, will not be sucient. As the future is inherently uncertain, unexpected external events, or sudden changes in the socio-economic structure can make obsolete the whole future strategy. Progressive or catastrophic changes in the structure could be faced. Therefore, on the one hand strategy revisions are necessary, on the other hand short-term adjustments of tactical nature must supplement the long-term planning.
To provide tactical¯exibility, the long-term horizon of the model is divided into shorter time intervals as follows.
where i 1,F F Fn, and ns T. The length of one time interval s will be selected according to the nature of the system, and in function of the accuracy which is needed for an adequate control. For macro-economic problems, at the level of national policies, a time interval would typically be between one quarter and one year. For short-term control in ®rms, 1 month to 1 week intervals will be better adapted.
In the methodology proposed here, each elementary time interval s would correspond to one iteration period for reassessing the model after having observed the real system. There are occurences however, in which a warning signal issued by built-in watchdogs would call for an immediate reappraisal of the model. In such cases the current iteration period would be shorther than the basic time interval.
On notice, the decision makers must react without undue delays. The warning signal might mean some irreversible sliding into a non-appropriate attractor basin, or a bifurcation to instability by activation of a previously dormant (+) feedback loop. The sooner the problem is faced, the easier it is to avoid snowballing eects and their partly irreversible impetus to failure. If on the contrary delayed action is taken, it will require much more eort to escape from the unfavourable attractor basin. The whole system may in such cases face irreversible damage or structural instabilities (Kunsch and Chevalier, 1998) .
To sum up, a new iteration period will be initiated at the end of each interval s, or sooner in case some warning would be given by built-in watchdogs. Therefore we may say that in practice the control of structure must take place in real time, as continuous observation is followed by suitable action, if needed.
As any socio-economic system generally includes a large number of system variables, it is beyond the observation capacity to monitor, in real time, each one of them. For this reason it is adequate to de®ne a minimum set of critical or essential variables, we have called the socio-economic core. The latter should be de®ned in such a way that restricting the control to the variables belonging to the core will be sucient. In other words, to achieve the purpose of the control in conformity with long-term objectives, it is sucient to monitor the core variables. As the objectives depend on the preferences expressed by the decision makers, the size and content of the core are not entirely de®ned by``objective'' control necessities, but also partly by subjective judgements. Nevertheless several rules are applicable when de®ning the core. 1. All variables necessary to represent the objectives considered by the decision makers belong to the socio-economic core. 2. At least one system variable belonging to each one of the critical positive feedback loops must be selected in the core. 3. All watchdog variables and directly linked critical variables (in the meaning described below) belong to the core.
As the core includes a limited number of variables, it will provide a clear, synoptic and sucient representation of the system. It will help the decision makers and analysts in the real-time control of the system-in-focus.
By concentrating on the core monitoring, the decision makers will be liberated from the load of paying attention to hundreds of more or less important variables. Therefore it would be a rewarding task for further research to investigate the properties of the socio-economic core and to extend the rules for its construction in speci®c cases.
Among other ideas, the methodology of the cross-impact matrix is thought to be particularly helpful in this instance. Without going into detail, it can be said that this approach assigns the system variables to four groups, called``active '',``passive'',``critical'' and``inert'', according to the corresponding dynamic behaviour manifested in the system. The GAMMA software package has been used for providing this classi®cation of variables (Schwaninger, 1997) . It can be easily shown that the highly``critical'' and``active'' variables belong to the core.
At the beginning of a new iteration period the core might have to be modi®ed. Some variables would be withdrawn, while some new ones would be included, depending on the evolution of the structure observed in the system and the possible shifts in objectives as de®ned by the decision makers.
To ®x the idea, let us de®ne the following core variables.
Forecasts of their dynamic evolution in a given strategy will be provided by the simulations described in step 7.
2.11.
Step 11: Analysis of the deviations At the end of each iteration period, or as soon as a watchdog is giving a warning signal, the decision maker will observe the real time behaviour of the core variables and compare it with plans, assumptions and objectives, or predictions, respectively. Doing so the following Table 2 will be set up.
Technically, the use of advanced mathematical methods of time series analysis, e.g. based on Bayesian algorithms, as proposed under the term`C yberFilter'', could prove fertile (for details, see Beer, 1975; Espejo et al., 1996) . CyberFilter does not only analyse absolute deviations between values, but dynamic modes of a variable's behaviour, such as stable, transient, unstable, slope down or step up.
The case of monitoring and analysing deviations of the subset of variables and parameters concerning critical assumptions is what an early warning system is all about. Pertinent observation and provision of data must be an on-going task which can be delegated to those instances which can build up an appropriate expertise most eectively. For example, the best grasp on assumptions about exogeneous market forces is often with account managers or market researchers.
The observed deviations in the core variables can be explained in three dierent ways:
1. Inaccuracy of the mental representation which fails to capture the most important dynamic mechanisms of the real system.
2. Inaccuracy of the model. Socio-economic systems are complex or hypercomplex as said in the introduction. Any model, as sophisticated as it may be, will be a simpli®cation of the realityin-focus. Certain generative factors may therefore be inadequately represented.
3. The economic structures in¯uencing the system are in perpetual evolution. They may be experiencing signi®cant changes under the impact of other external variables or systems not represented in the model. Some of these changes may have been unpredictable before they did occur, even despite proper monitoring of critical assumptions.
A graphical display of the observed dierences will facilitate their interpretation in term of these three shortcomings of the model (see Fig. 2 ).
This step completes the current iteration period. A decision branching with three alternatives occurs as a consequence of the analysis of dierences.
A. The deviations observed in the critical variables of the core are considered to be non-signi®-cant: The system may be considered as being under control. Also the model is suciently accurate for further evaluations, and the same strategy could in principle continue being pursued at the end of the next period (at least if no watchdog gets active before that time). Eventually the economic core can be updated in this case due to the learning process, the decision makers have gone through, while observing the system. They can also reconsider some priorities in their objectives used in their evaluation of the strategies in the PROME- Table 2 Deviations between planned and observed values/patterns of the core variables THEE procedure. This would bring us back either to step 10 (de®nition of the core) or step 8 (selection of an appropriate strategy with the help of PROMETHEE II), before a strategy would be implemented in the next period. B. Major deviations of some critical variables in the core have been detected: This will be a frequent case in real time control. As a subsidiary branching, one has then to further investigate which one of the three causes for discrepancies has to be taken into consideration, as discussed above.
A.1. The mental representation is not suciently accurate: Branching back to step 1 will be necessary, following again the whole decision chain.
A.2. The model is not suciently accurate: Branching back to step 5 (modelling and validation) will be necessary, in order to make adjustments in the quantitative model. This may also impinge on the ensuing steps of strategy de®ni-tions; e.g. new levers of control or dierent thrusts may have to be found. New computations will then be necessary to update the input to the long-term test and the MCDA evaluations.
A.3. Some exogeneous occurrence has fundamentally changed the system structure: Again, the decision makers will have to redesign their shared mental representation and the model by tracking back to step 1 for the next iteration period, taking into account the changing environment and the new information.
Conclusion
The proposed methodology conveys a new path to controlling, under real time conditions, the evolution of hypercomplex socio-economic systems. It is an interactive approach combining the principles of System Dynamics, control theory and the PROMETHEE MCDA tool. The whole procedure is summarised in a``streamlined'' (i.e. slightly simpli®ed by abstracting from many possible feedback loops)¯ow chart (Fig. 3) .
Each iteration period consists of a long term planning phase, and a control phase in real time. The learning process is permanent, due to the observation of the system and continual adaptation: · in the planning phase, the progressive acquisition of experience contributes to enrich the mental representation and the in¯uence diagram by making them more accurate in representing the reality of the observed complex system. Also a speci®c long-term test discards strategies which are unacceptable due to the threat of evolutions towards risky attractor basins; · in the control phase, the observation of changing environment and structures will allow for exible responses in real time despite inherent limitations of knowledge (Kunsch, 1996; Kunsch and Chevalier, 1998) . The proposed approach seems to be well applicable in practice, as a considerable experience is available in SD and MCDA techniques, including GDSS, respectively. The methodologies combined in the mode proposed here are, in principle, highly complementary. Therefore, this methodology could be a signi®cant contribution to strategymaking at both the societal and the organizational levels. While some additional work on the theoretical foundations of process control is being accomplished by the authors, it is their aim to apply this new concept of control to real world applications in the micro-and macro-economic ®elds.
Forthcoming papers will document this ongoing research.
