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ABSTRACT 
Several new characterizations of Lyapunov diagonal stability are presented. One of 
the characterizations is used to derive a simple necessary and sufficient condition for 
Lyapunov diagonal stability of a 3 x 3 matrix. 
1. INTRODUCTION 
All matrices in this paper are square and real. For a given symmetric 
matrix F, positive definiteness is denoted by F > 0 and positive semidefinite- 
ness by F > 0. We make use of the following terminology (see also [l, 2, 4, 5, 
7, 9, 131). 
DEFINITION 1.1. A matrix A is said to be 
(a) Lyapunov diagonally stable, or simply, diagonally stable, if there exists 
a diagonal matrix D > 0 such that DA + ATD > 0; 
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(b) a P-matrix (I’,,-matrix) if all its principal minors are positive (nonnega- 
tive); 
(c) stable (semistable) if all its eigenvalues have positive (nonnegative) real 
part: 
(d) D-stable (D- semistable) if DA is stable (semistable) for all diagonal 
matrices D > 0. 
Diagonal stability plays an important role in some problems in mathemati- 
cal economics, ecology, dynamical systems (e.g. [l, 61) and numerical analysis 
[ll]. It is well known (e.g. [l]) that a diagonally stable matrix A is not only a 
P-matrix, but also a stable and even D-stable matrix. The main purpose of this 
paper is to present a new characterization of diagonal stability. In this new 
characterization we make use of the Hadamard product AQ B of two matrices 
A = (aij) and B = (bij) of the same size, defined by A0 B = (aijbij); see e.g. 
[8, lo]. Our main result is the following. 
THEOREM 1.2. The follozc;ing statements are equivalent for a matrix A: 
(Ll) A is diagonally stuble; 
(L2) A0 S is a P-matrix for all S = S?‘ = (sij) > 0, sii # 0; 
(L3) A0 S is a P-mat&for all S = S’ = (sij) > 0, sii = 1. 
Note that we can take siJ = 1 in (L2) [or (L3)], showing that (L2) [or (L3)] 
immediately implies that A itself is a P-matrix. Also note that the set of 
matrices S considered in (L3) is compact, whereas the larger set considered in 
(L2) is not. 
The organization of the paper is as follows. In Section 2 we give the proof 
of the above theorem. In Section 3 we extend the theorem in various ways. In 
particular, we reformulate it in terms of stability and D-stability (Theorem 
3. l), and we present some straightforward modifications of conditions (L2) and 
(L3) (Theorem 3.4). Finally, in Section 4, we use one of these modifications to 
derive a simple necessary and sufficient condition for diagonal stability of 
3 x 3 matrices, which improves similar conditions derived in [6] and [12]. 
2. THE PROOF OF THEOREM 1.2 
The proof of Theorem 1.2 is based on the following three results. 
THEOREM 2.1 [l]. A matrix A is diagonally stable if and only if 
(L4) AS has at least one positive diagonal element for all S = S’ > 0, 
s # 0. 
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THEOREM 2.2 [3, Theorem 6.2.31. ‘4 matrix A is a P-matrix if and only if 
for each real vector x = (x,) # 0 there exists an index i with xi( Ax)~ > 0. 
THEOREM 2.3. Let P = ( pij) and Q = (sij) be two symmetric matrices of 
the same size. If P > 0 and Q 2 0, yii f 0, then PO Q > 0. 
Proof. First note that there exist real vectors uj such that Q = xj~ju,r. 
Hence for any real vector x = (xi) we have 
x’( PO Q) x = c ( XO”J)~P( VV~) > 0, 
j 
where the Hadamard product x ovj is defined as the componentwise product 
of x and vj. Furthermore we have x“( P 0 Q) x = 0 if and only if x 0 vj = 0 for 
all j. Since Q has no zero diagonal elements, this is easily seen to be 
equivalent to x = 0. q 
We remark that Theorem 2.3 was already presented as a remark in [lo]. 
For completeness we have given the proof here. We emphasize that a weaker 
version of Theorem 2.3 (with P > 0 and Q > 0) has long been known and is 
attributed to I. Schur (see e.g. [S]). 
An immediate consequence of Theorem 2.3 is the following. 
COROLI.ARY 2.4. If A is diagonally stable, then so is A0 S for all S = ST = 
(Sij) 3 0, sii # 0. 
Proof. Suppose D > 0 is a diagonal matrix such that DA + ATO > 0. It 
follows from Theorem 2.3 that for any S as above we have D( A 0 S) + 
(Aa S)TD = (DA + ATD)o S > 0. n 
We are now in a position to prove Theorem 1.2. Since the implication 
(L2) =) (L3) is trivial, it is sufficient to prove the implications (Ll) * (L2) and 
(L3) * (Ll). 
(Ll) * (L2): This follows immediately from Corollary 2.4 and the fact that 
any diagonally stable matrix is a P-matrix. 
(L3) * (Ll): Suppose (L3) holds, and let S = ST = (sij) > 0, S # 0, be 
given. Introducing the diagonal matrix D = diag(di), d, = &, we can write 
S = D?D, where $ = ST = (gij) > 0, Zii = 1. In view of (L3) (with S replaced 
by s”), A0 5 is a P-matrix. Theorem 2.2 [with A replaced by A0 c and 
x = (di)] shows that there exists an index i with di Cj( Aa s)ijdj > 0, i.e. 
Cjajjsij > 0, i.e. (AS),, > 0. An application of Theorem 2.1 completes the 
proof. 
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3. MORE EQUIVALENT CONDITIONS FOR DIAGONAL STABILITY 
We present six more characterizations of diagonal stability. 
THEOREM 3.1. A matrix A is diagonally stable if and only if it satisfies one 
of the following equivalent conditions: 
(L5) A0.S is diagonally stable for all S = ST = (sij) 2 0, sii # 0; 
(L6) A0 S is diagonally stable for all S = ST = (sii) > 0, sii = 1; 
(L7) A0 S is D-stable for all S = ST = ( sij) 2 0, sii # 0; 
(L8) A0 S is D-stabZe for all S = ST = ( sij) > 0, sii = 1; 
(L9) A 0 S is stable for all S = ST = ( sij) > 0, sii # 0; 
(LlO) AoS is stable for all S = ST = (sij) > 0, sii = 1. 
Proof. First note that the implications (L5) * (L6), (L7) =) (L8), and 
(L9) * (LlO) are trivial. Further, since diagonal stability implies D-stability, 
and D-stability implies stability, we also have (L5) * (L7) * (L9) and (L6) * 
(L8) =$ (LlO). Finally, Corollary 2.4 shows that (Ll) * (L5). In view of Theo- 
rem 1.2, the proof is complete if we can show that (LlO) * (L3). Thus, assume 
that (LlO) holds. It is not difficult to prove-by choosing suitable matrices 
S-that then also a stronger version of (LlO) holds, where the phrase “A0 S is 
stable” is replaced by “all principal submatrices of A0 S are stable”. Since the 
determinant of a stable matrix is positive, we have proved (LlO) * (L3). n 
It is interesting to note that not only the class of positive definite matrices 
A = AT > 0 is closed under Hadamard multiplication with matrices S = S’ = 
(sij) 2 0, sii # 0 (Theorem 2.3), but also the class of diagonally stable matrices 
(Corollary 2.4 or Theorem 3.1). Furthermore it follows from Theorems 1.2 
and 3.1 that the largest subclass of the stable (respectively, D-stable or P-) 
matrices that is closed under Hadamard multiplication with these matrices S, 
is the class of diagonally stable matrices. 
REMARK 3.2. It is easy to see that the set of all diagonally stable matrices 
of a given size is open with respect to the usual topology. Without proof we 
mention that the closure of this set is given by any of the following ten 
equivalent conditions: 
(E) For any principal submatrix B of A there exists a diagonal matrix 
D 2 0, D # 0, such that DB + BTD > 0; - 
(L2) A0 S is a Po-matrix for all S = ST z 0; 
(E) A0 S is a PO-matrix for all S = ST = ( sij) > 0, sii = 1; 
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(E) for any principal submatrix B of A, the matrix BS has at least one 
nonnegative diagonal element for all S = ST 2 0; 
(E) A0 S satisfies (E) for all S = ST > 0; 
(L6) A0 S satisfies (E) for all S = ST = (sij) > 0, sii = 1; 
(B) A0 S is D-semistable for all S = ST > 0; 
(L8) A0 S is D-semistable for all S = ST = ( sij) 2 0, sii = 1; 
(z) A 0 S is semistable for all S = ST 2 0; 
(LlO) A0 S is semistable for all S = ST = (sij) 2 0, sii = 1. 
We remark that condition (E) is equivalent to 
(L1’) there exists a diagonal matrix D > 0 such that DA + ATO 2 0 
in the case that A is irreducible (see e.g. [7, Corollary 3.101). 
REMARK 3.3. In [S] the class of so-called Schur stable matrices was 
introduced (see also [9]). This class consists of all matrices A such that A 0 S is 
stable for all S = ST > 0. Obviously we have (L9) * Schur stability * (fi), so 
that the interior of the class of Schur stable matrices (of a given size) is the 
class of diagonally stable matrices, whereas the closure of both classes is the 
same, which is an improvement of results in [8]. Hence Schur stability is 
almost equivalent to diagonal stability, and it will become equivalent indeed if 
we take (L9) as the definition of Schur stability. Finally, we remark that 
neither of the implications in the sequence (L9) * Schur stability * (E) may 
be reversed if the order of the matrices is at least two. This follows from the 
counterexamples A = (aij) with aij = 1 and aij = 0, respectively. 
We conclude this section with some modifications of conditions (L2) and 
(L3), leading to four more characterizations of diagonal stability. The proof is 
straightforward and therefore omitted. 
THEOREM 3.4. A matrix A = (aij) is diagonally stable if and only if it 
satisfies one of the following equivalent conditions: 
(L2’) A is a P-matrix satisfying det( A0 S) > 0 for all S = ST = (sij) 2 0, 
sii # 0; 
(L3’) A is a P-matrix satisfying det( A 0 S) > 0 for all S = ST = (sij) 2 0, 
sii = 1; 
(L2”) aii > 0 and det( A0 S) > 0 for all S = ST = ( sij) 2 0, sii # 0; 
(L3”) aii > 0 and det(AoS) > 0 for all S = ST = (sij) 2 0, sii = 1. 
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4. CHARACTERIZATION OF DIAGONALLY STABLE 3 x 3 MATRICES 
It is well known that for 1 x 1 and 2 x 2 matrices A, diagonal stability is 
equivalent to A being a P-matrix (see e.g. [l]). We note that this also follows 
effortlessly from Theorem 3.4, by using criterion (L3’) or (L3”). For 3 x 3 
matrices, necessary and sufficient conditions for diagonal stability were de- 
rived in [6] and [12]. In the following theorem, we use criterion (L3’) to 
simplify these necessary and sufficient conditions, so that they clearly reflect 
the invariance under transposition ( AT), inversion ( A-‘), multiplication by 
diagonal matrices (D, AD, with D,D, > 0), and permutation of rows and 
corresponding columns ( PAPT). 
THEOREM 4.1. A 3 x 3 matrix A = ( aij) is diagonally stable if and only if 
(i) A is o P-matrix, and 
(ii) Each of the four numbers 1, wl, w2, wg is smaller than the sum of the 
other three {or, equioalently, max(1, wr, ws, ws) < i(l + w, + wp + ws)), 
where wi = &&FL, i = 1,2,3. 
Proof. By Theorem 3.4, A is diagonally stable iff (L3’) holds. It is easy to 
see that the matrix S = S, h, c defined by 
S 
is positive semidefinite if and only if (a, b, c) E a, where Q C I@ is given by 
Q= {(a,b,c): /a( <l, lb1 <l, (cl <l,a’+b’+c”-2abc<l). 
Hence it is sufficient to prove that for a P-matrix A, condition (ii) is equivalent 
to 
f(a> b, c) > 0 for all (a, b,c) EQ, (4.1) 
where f : s2 -+ G41 is defined by 
f(a,b,c) = det(A”S,,,,,c) 
= alla22a33 - a12a21a33a 
2 2 
- a,3a22a3,b2 - alla23a32c 
+(“12a23u3, + a13a21a32)abc. 
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A simple calculation shows that for any (a, b, c) E Q, the condition afjaa = 
aflab = af/ac = 0 implies 
f(a, b, C) = a33(a11u2p - ~,~a~~a’) 2 a33 min(+a,,, UII~ZZ - a~%) > 0. 
Hence (4.1) is equivalent to 
f(a, b, c) > 0 forall (a,b,c)~aQ, (4.2) 
where an denotes the boundary of 52. This boundary can be parametrized by 
a = cos CY, b = cos /3, c = COS((Y + p) (where (Y, /3 E [0, K]), and therefore also 
by a = cos cx, b = cos /3, c = COS(CY + P) (where (Y E [0, *] and /I E [ - 2, T]). 
Since 
f(cos a, cos p, cos( a + P)) = 
det A 
-p(% P)> 
where 
g( (Y, p) = c, + c, cos(2cr) + 
c, = 1 + Wf + w; + & 
c, = 1 - w: - w”z + C& 
it follows that (4.2) is equivalent to 
g(cG P) > 0 
Rewriting g( Q, p) as 
g( (Y, P) = c, + c, cos(2cr) 
c.3 cos(2p) + c, cos(2o + z/3), 
(for all (Y, /?). 
+ [c, + c, cos(2CY)] cos(2p) 
(4.3) 
- [C, sin(2cx)j sin(2p), 
252 
we see that for any fixed (Y we have 
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mjn g( o, 0) = C, + C, cos(2cx) - -J[ Cs + C, cos(2o)]’ + [C, sin(2cu)]’ 
= c, + c, cos(2a) - Jc,2 + c; + 2c,c, cos(2o) 
Hence (4.3) is equivalent to 
Jc3” + c,z + 2c,c,t < Cl + c,t (forall tE[-l,l]). 
Since Cr > 0, it is easy to see that we may replace the left- and right-hand 
sides of the above inequality by their squares, leading to the equivalent 
condition 
p(t) > 0 (for all t E [ - 1, l] ) , (4.4) 
where 
?J(t) = -i2t2 + -i1t + Yo7 
y2 = c,z = (1 - w; - w; + w$ 
y1 = 2(C,C, - CaC,) = 8( w; - w;w;), 
y0 = c: - c3’ - c,z = 8( GJ”3 + WTW;) - ys. 
Note that p( - 1) = yz - y1 + y. = lSw:w2, > 0 and p(l) = YZ + ~1 + YO = 
16~23 > 0. Hence (4.4) is fulfilled if yz = 0. If yz > 0, then P has a minimum 
f”,,=t fiyoy2 - y,2)/(4y2) at t = -yl /(2y2). We conclude that (4.4) is equiva- 
IYll < 27, * r: < 4YoY,. (4.5) 
Note that ) y1 1 < 2yais equivalent to -47, < yr - 27, < 0 and that 7: < 
4y,y, is equivalent to (rr - 2y,)” < 4y2(ya - y1 + TO). Using YZ - 71 + YO 
= 16wTwf once more, we see that (4.5) is equivalent to 
-47, < 9’1 - 272 < o =S yI - 27, > -Swrwz& 
which can be reduced to 
71 G -272 v ~1> 272 - 8w,w,Jy,. (4.6) 
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In the following we will show that (4.6) is equivalent to 
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(4.7) 
We distinguish two cases. 
Case 1: Suppose ys < 4 w:wi. Then (4.7) trivially holds. Furthermore, 
(4.6) holds as well, since yn < 4~f0; and yi 3 -2~2 imply y1 > 2~2 - 
%@,Jyz. 
Case 2: Suppose yZ > 4w:wi. Then y1 + 27, = 80: - 8~4~~ + 27, > 
8~: > 0, so that yi > -27,. Hence (4.6) reduces to yi > 27, - 8wiw:! vG, 
i.e. Fwz > 2(& - 2wrw,)‘, i.e. (4.7). 
Finally, to see that (4.7) is equivalent to (ii), one may square the left- and 
right-hand sides of (4.7) and reorder terms to obtain 
( W) + W‘J + W-J - l)(W) + W‘J - ws + 1) 
x (WI - w2 + ‘Ja + l)( -wr + wa + 0s + 1) > 0. (4.8) 
Note that the sum of any two factors of the above product is positive, implying 
that (4.8) is equivalent to the positivity of each of the four factors, i.e. (ii). n 
It is interesting to compare the necessary and sufficient conditions for 
diagonal stability, presented in Theorem 4.1, with those for D-stability. As 
already mentioned in Section 1, it is well known that diagonal stability implies 
D-stability. More precisely, since the set of all diagonally stable matrices (of a 
given size) is open, we see that this set must be contained in the interior of the 
D-stable matrices. For 3 x 3 matrices A = (aij) it follows from the results in 
[5] (see also [S]) that A is in the interior of the D-stable matrices if and only if 
A is a P-matrix satisfying 
(ii’) wi + wp + ws > 1. 
Note that condition (ii’) is obviously weaker than condition (ii) of Theorem 4.1, 
which is in complete agreement with the discussion above. 
To gain more insight into conditions (ii) and (ii’), it is important to know 
whether for 3 x 3 P-matrices the positive numbers w,, w2, wg are indepen- 
dent. That this is indeed the case follows from inspection of the matrix 
i 
1 w; - w; 1 - w: + w; - w; 
A= 1 4 w; - 4 (4.9) 
0 1 1 
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It is easy to verify that for any choice of positive numbers wl, 02, w3, the 
matrix in (4.9) is a P-matrix with aii( A- ‘)ii = WY, i = 1,2,3. 
REFERENCES 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
G. P. Barker, A. Berman, and R. J. Plemmons, Positive diagonal solutions 
to the Lyapunov equations, Linear and Multilinear Algebra 5:249-256 
(1978). 
A. Berman and D. Hershkowitz, Matrix diagonal stability and its implica- 
tions, SIAM J. Algebraic Discrete Methods 4:377-382 (1983). 
A. Berman and R. J. P!emmons, Nonnegative Matrices in the Mathematical 
Sciences, Academic, New York, 1979. 
A. Berman and R. C. Ward, dyy Y: Classes of stable and semipositive 
matrices, Linear Algebra Appl. 21:163-174 (1978). 
B. E. Cain, Real, 3 x 3, D-stable matrices, J. Res. Nat. Bur. Standards 
U.S. A. 80B:75-77 (1976). 
G. W. Cross, Three types of matrix stability, Linear Algebra Appl. 
20:253-263 (1978). 
D. Hershkowitz and D. Shasha, Cones of real positive semidefinite 
matrices associated with matrix stability, Linear and M&linear Algebra 
23:165-181 (1988). 
C. R. Johnson, Hadamard products of matrices, Linear and M&linear 
Algebra 1:295-307 (1974). 
C. R. Johnson, Sufficient conditions for D-stability, J. Econom. Theory 
9:53-62 (1974). 
C. R. Johnson and L. Elsner, The relationship between Hadamard and 
conventional multiplication for positive definite matrices, Linear Algebra 
Appl. 92:231-240 (1987). 
J. F. B. M. Kraaijevanger and J. Schneid, On the unique solvability of the 
Runge-Kutta equations, Numerical Analysis Report 90-6, Dept. of Mathe- 
matics, Massachusetts Inst. of Technology, Cambridge, 1990; submitted 
for publication. 
D. 0. Logofet, On the hierarchy of subsets of stable matrices, Soviet 
Math. Dokl. 34~247-250 (1987). 
D. Shasha and A. Berman, On the uniqueness of the Lyapunov scaling 
factors, Linear Algebra Appl. 91:53-63 (1987). 
Received 13 March 1990; final manuscript accepted 28 july 1990 
