Abstract-In fields ranging from radio astronomy to magnetic resonance imaging, Fourier inversion of data not falling on a Cartesian grid has been a prbblem. As a result, multiple algorithms have been created for reconstructing images from nonuniform frequency samples. In the technique known as gridding, the data samples are weighted for sampling density and convolved with a finite kernel, then resampled on a grid preparatory to a fast Fourier transform. This paper compares the utility of several convolution functions, including one that outperforms the "optimal" prolate spheroidal wave function in some situations.
I. INTRODUCTION N FIELDS ranging from radio astronomy to comput-I erized tomography and magnetic resonance imaging, spatial frequency data is used to generate images. In order to take advantage of the great computational speed afforded by the fast Fourier transform [ 11, the data must lie on a Cartesian grid. However, because of hardware constraints or practical considerations, this is not always feasible. Accordingly, many algorithms have been developed for reconstruction from nonuniform samples. Some methods use various interpolation schemes, such as nearest-neighbor, bilinear interpolation, and truncated sinc function finite impulse response
interpolators [2]-[4].
Other techniques include gradient descent methods [5] , or reconstruction using coordinate transformation [6] . For data on a polar grid, such as may be encountered in computerized tomography or diffraction tomography, filtered back-projection [7] may be used for reconstruction.
In this paper we consider the algorithm known as "gridding." In its earliest form, as first used by radio astronomers, the spatial frequency plane was divided into a grid, and the point in the center of each "cell" was then assigned a value equal to the sum of all of the data points falling within the grid [8] . Later improvements included the use of the average value of the data within the cell [9] , or weighting the sampling points based on the distance from array points, such as with a Gaussian function [lo] . To account for variations in the spectral sampling density, a further modification of the Gaussian weighting method normalizes the sum of the coefficients to be applied to the sampling points to unity. These cell summing, cell averaging, and Gaussian methods have been compared by Thompson and Bracewell [ 113. An overview of the gridding operation is given by O'Sullivan [ 121, who shows that the optimal gridding method is convolution with a sinc (sin T X / T X ) function of infinite extent, followed by sampling onto a Cartesian grid. Practical considerations require that the infinite sinc function be replaced with a finite convolving function. This paper compares the artifact introduced into the image for various convolving functions of different sizes, including the Kaiser-Bessel window and the zero-order prolate spheroidal wave function (PSWF). We also show a convolving function that improves upon the PSWF in some circumstances.
11. GRIDDING ALGORITHM Consider a two-dimensional function m ( x , y) with Fourier transform M ( u , U ) given by
(1) and a sampling function S consisting of P two-dimensional delta functions at positions uI , uJ ,
(2)
The sampled Fourier data is given by
In gridding, the sampled data is convolved with a function C(u, U ) [such as a Gaussian, a sinc, or a small finite window] and sampled onto a unit spaced grid,
where * denotes two-dimensional convolution, and the shah or comb function III(u, U ) is defined as a sum of equally spaced two-dimensional delta functions: 
(6)
Here we can observe the effect of S(u, U ) on the reconstructed image. First, the inverse Fourier transform of the original sampling function S(u, U ) , which we refer to as s (x, y), affects the aliasing of m (x, y) at a level that cannot be recovered. Thus, as expected, if the function M ( u , U ) is not sufficiently sampled, the aliasing cannot be corrected via postprocessing. We can, however, make a correction for a nonuniform sampling density in S(u, U ) by introducing an area densityfunction p (U, U ) . By defining P ( U , U ) = S(u, U ) * C(u, U ) , (7) areas that are oversampled will have a large area density, while areas that are undersampled will have a small area density. As discussed by Bracewell and Thompson [13] , the principal rransfer function (PTF) is given by S(u, v ) / p (U, U ) , and the principal response pattern by the twodimensional Fourier transform of the PTF. Introducing the area density function into the reconstruction, we generate the sampled, weighted, convolved, and sampled M , Note that the weighted and convolved Ms can be considered a moving weighted average where the sum of the weighting coefficients as determined by C(u, U ) has been normalized to one. The corresponding image is given by mswcs(x9 Y ) = ({m(x, Y ) * 1s *-I (s c>l} * c) * m (9) where *-I refers to a deconvolution.
We now consider the effect of C(u, U ) on the reconstructed image. As noted by O'Sullivan [12], the optimal convolution function is an infinite sinc, but this function is computationally impractical. A finite convolving function will contribute sidelobes, which will be aliased back into the image by the shah function. Also, any rolloff in the central lobe of c ( x , y) will show up as an attenuation towards the sides of the image. This rolloff can be corrected by dividing by c ( x , y). This flattens the response across the central lobe, but amplifies the effective amplitude of the aliasing sidelobes, as shown in Fig. 1 for a Hamming window. As is usually done, we will also limit the image to a finite region of interest containing only one "replication" of the object. This is represented mathematically by multiplying by a two-dimensional rect or boxcar function 'n (x, y) where We call the generated image m*,
and we refer to the method of generating this image as the gridding algorithm. The process is illustrated in Fig. 2 .
111. CONVOLUTION FUNCTION COMPARISON The utility of any convolution function is determined by the amplitude and placement of the aliasing sidelobes after the image has been corrected for rolloff near the edges. For example, gridding using a n(x) function will suffer from large aliased sidelobes in the image, but none of the sidelobes will alias into the center of the image. If m ( u , U ) .
Finally, the inverse Fourier transformed data are divided by c(x, y) to compensate for rolloff in the inverse Fourier transform of C ( u , 21) .
the inverse Fourier transform of the convolution function rolls off too much within the bounds of the image, the aliasing into the sides of the image will be greatly amplified when the rolloff is compensated.
We will compare one-dimensional inverse Fourier transforms from separable functions, so C ( u , U ) = C(u) C ( U ) , and c (x, y) = c (x) c ( y ) . For convenience in working with scale factors, we define the width of the desired image to be 1 unit. The inverse of this, 1 unit of spatial frequency, is the spacing between sampling points in the shah function.
The performance measure that we will use is the relative amount of aliasing energy, including the effect of the rolloff correction. The corresponding functional to be minimized is and this is the measure that we will use for comparison.
If all regions within the image are not of equal interest, the performance measure can include a spatially varying weight function, such as Schwab's w(x, y ) = [ l -(2x)']"[ 1 -(2y)']" (where CY is a design parameter) [ 141, which is included in the functional where A is the region of interest. Our equation (12) is similar to (13) where all regions within the image are of equal interest (so w(x, y) = I), except that (12) includes the rolloff correction effect on the image, and we are considering separable convolving functions, which simplifies the problem to one dimension.
We will consider the following convolving functions:
2) three-term cosine,
and W 5 ) prolate spheroidal wave function, see [ 151- [17] . The PSWF is quite difficult to compute, but the KaiserBessel function [I91 is a good approximation, and both it and its inverse transform are easily calculated. The function itself is based on Zo, the zero-order modified Bessel function of the first kind, and the inverse transform is given by sin J a 2 w 2 x ' -p' c(x) = (15) J T 2 w 2 x 2 -0'
For each of the functions, the parameters CY, p, and (T were varied to determine the best possible performance, as measured by J in (12), at each function width. The resulting values of J are shown in Fig. 3 for the parameter values given in Table I . The relatively poor results are because of the difficulty in generating a finite function whose inverse Fourier transform goes immediately from a near unity passband to a very low amplitude stopband, without allowing for a transition band. The consequence is relatively large errors from the aliasing sidelobes that appear near the edges of the image where the division by c(x), to make the passband uniform, also amplifies the corresponding portions of the sidelobes. A simple solution to this problem, alluded to by O'Sullivan [12], is to increase the image field-of-view by sampling onto a smaller grid, and then ignore the outer portion of the image. By doubling the image field-of-view, the central lobe of c(x) can be three times as wide (since it can partially alias around both sides of the image and still not enter the region of interest), which makes possible much smaller amplitude sidelobes [ 161. Additionally, c(x) does not taper as much within the region of interest, so less rolloff correction is needed. Conversely, if the former method required Fourier transformation of an N X N image, subsampling the data in the manner proposed will require transformation of a 2 N x 2 N image, in addition to computing Mswcs at four times as many points. The computation of Mswcs at each point may be somewhat easier, however, since the subsampling method permits the use of a smaller convolving function for any given error bound.
In addition to the functions previously discussed, we have added a convolving function of our own design. The function was generated in an iterative manner. Starting with any even function, the function was inverse Fourier showing the relative amount of unwanted sidelobe energy that will alias into the center region of an image. This center region contains the entire region of interest if the sampled data was gridded onto a 2 X subsampled grid.
Window Width
transformed and those portions of the transformed function that would alias into the region of interest were set to zero. The function was then Fourier transformed back to the original domain and spatially bounded. This process was then repeated many times. This is similar to the method used to generate the PSWF where an even function is repeatedly low-pass filtered and spatially bounded. The desired PSWF is the eigenfunction of this operation that has the largest eigenvalue. so all undesired portions of the function will gradually decay away relative to the desired function. In Fig. 4 our width 2.5 function is shown. For wider convolving functions. the sidelobes will be increasingly lower, and many more iterations will be required to generate the function. The function shown is the result after 1 000 000 iterations.
As seen in Fig. 5 . the reduction in aliased energy is rather dramatic when the gridding is performed on a subsampled grid. The parameters CY. P . and n for each of the function widths are given in Table 11 . Fig. 6 shows the effect that the convolving function has on a reconstructed image. Reconstructions were done using a width three Kaiser-Bessel window on a regular grid, a width three two-term cosine window on a subsampled grid, and a width three Kaiser-Bessel window on a subsampled grid. Improvements in the reconstruction error can be seen with each successive technique.
IV. CONCLUSION
The gridding algorithm can be implemented with virtually no adverse effects from aliasing sidelobes of the convolving function. This requires that the convolved data is sampled finely enough to yield an image field-of-view that is larger than the actual region of interest. We have found that oversampling by a factor of two in each direction is sufficient to yield excellent sidelobe suppression.
The selection of a convolving function requires two primary considerations. First, the performance of the function, and second, the computation time required to generate the function. Although a (discretized) version of a convolving function needs to be computed only once, this can still be a limiting consideration if the generating computation time is extremely long, as is the case with the PSWF and the authors' function. Only slightly poorer results are achieved with the easily computable Kaiser-Besse1 window. Use of the Kaiser-Bessel window requires selecting the free parameter, p. The best choice of p, in the sense of minimizing (12), is given in Table I1 for several window widths.
