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Water has been always considered just as a solvent with no special role in mediating molecular interactions at the nanoscale. However, recently, this vision is changing. For example, recent studies suggest that water promotes protein folding and unfolding. Active proteins in living cells adopt a single folded structure called the native structure. However, when the protein is first synthesized it is just a chain of aminoacids with no particular shape. How does the protein find its way to the native structure from the unfolded state? This is an old problem in biophysics. The usual approach is to consider the interaction energy among the different components of the protein without taking into account any water effect. However, this situation is changing nowadays and recent numerical studies seem to point towards the possibility of water mediating between the aminoacids in order to promote folding to the native state. Also a change in water structure could be the responsible for the cold denaturation found in some proteins and for the changes on shape found in some proteins such as collagen.
Another example of an interaction at the nanoscale promoted by water is the pumping up of protons inside the cell. Cells are charged by transporting protons across biological membranes using proton-pumps proteins. This energy gain in the cell is transformed into ATP by the ATP synthase. These proteins are basically channels of nanometric size placed across and along the membrane. Structural studies have shown that, actually, these channels are normally filled with a chain of hydrogen bonded water molecules. Some recent proposals are based on the idea that protons are jump conducted along chains of interfacial water molecules aligned along the membranes surfaces.
Water is also expected to control the concentration of potassium and sodium atoms inside the cell. Recent theories propose that potassium atoms fit in low density structured water while more hydrophilic (smaller) sodium atoms have a tendency to fit in more dense water structures. The change in water structure inside the cell, from high density liquid (HDL) to low density liquid (LDL) could balance this equilibrium towards an increment in potassium inside the cell and an increment of sodium outside the cell with no need of using ATP activated ion-pumps placed at the membrane. This balance is fundamental in order to get a functional cell. If the balance is broken, for example because of a failure of the sodium-potassium pump, there is no regulation in the amount of water inside the cell and the cell dies.
The field devoted to study nano-interactions mediated by water is hatching right now and there are huge expectations for possible applications in the Nanotechnology and Biotechnology world. Controlling the role of water at the nanoscale may allow us to control, at some extent, the basic mechanisms of proteins, cells and surfaces with specifically tailored bio-interactions. Potential applications in the world of medicine are enormous. However, many important questions need to be answered. For example, how is really the behaviour of water at the nanoscale? How does it behave when embedded inside nanometric reservoirs? How does water behave close to biomolecules and bio-surfaces? How does it behave when close to ions in biological environments?
Next "Trends in Nanotechnology" conference (TNT2007 -http://www.tnt2007.org) to be held in San Sebastian (Spain) this coming September has focused a new session devoted to deal with these questions. World renowned scientists will discuss these problems and present their main results on "water at the nanoscale" during the conference. This article summarizes some of their contributions.
Energy Dissipation due to Capillary Interactions: Hydrophobicity Maps in Force Microscopy
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Atomic Force Microscopy (AFM) has made possible the manipulation and acquisition of images with nanometer resolution. Recent improvements have allowed the study of not only hard inorganic substrates but also soft organic and biological samples and even living systems. In order to minimize sample deformations due to the tip interaction, AFM images are usually taken by using different dynamic operation modes [1] . Phase contrast images, obtained by recording the phase lag of the cantilever oscillation relative to the driving signal, often provides significantly more contrast than the topographic image. At fixed feedback amplitude, phase shift variations are directly related to energy dissipation processes [2] . However, most of the phase and energy dissipation images are purely qualitative, mainly due to the absence of simple relationships linking phase changes and energy dissipation with surface properties. The amplitude of the cantilever and particularly the phase contrast is strongly influenced by capillary forces [3] in air ambient condition. As a matter of fact, environment humidity has always represented a handicap for the correct observation of tip-sample interactions. When the tip approaches the sample, water in air can condensate inducing the formation of a nanometer-sized water bridge. Research analysis of the energy dissipation involved in the formation and rupture of capillary-condensed water bridges. Using a simple model for capillary forces, we predicted a quantitative relation between the energy dissipated U dis and tip and sample contact angles and relative humidity (RH). One could naively argue that the averaged power dissipated by capillary forces in amplitude modulated AFM (AM-AFM) would simply be given by P dis ≈ U dis ω/2π, i.e. the energy dissipated per oscillation times the number of oscillations per unit time. However, as we recently showed [7] , this is, in general, not true. The dissipation contrast is a result of a non-trivial interplay between the energy dissipated in each rupture process and the bi-stable motion of the cantilever [8] . AM-AFM presents two regimes of operation: the attractive (AR) and the repulsive (RR) regimes [1,9] (also known as low and high amplitude regimes). As we will see, only in the RR one can be sure that the tip hits the surface in each oscillation in presence of dissipative forces (capillary forces). The dissipated power is then a function of the tip and sample contact angles being independent of the elastic properties of the system. If dissipation is dominated by capillary processes, only when working in the RR, energy dissipation images can be regarded as surface hydrophobicity maps.
Let us consider the simplified model of the tip-neck-sample system sketched in Figure 1 . The homogeneous liquid meniscus is assumed to have a constant curvature radius. For a given tip radius R T and a tip-sample distance D , the pendular ring geometry of the bridge (see Fig 1) is characterized by the tip and sample contact angles θ 1 and θ 2 and the bridge width W. The hysteresis associated to the formation and rupture of a liquid bridge is sketched in Figure 2 . The "excess" grand potential [10] , ∆Ω tot to condense the water bridge is given by the sum of surface and vo-lume contributions as discussed in Refs. [7, 10] . Figure  2c shows typical ∆Ω tot vs W for different tip-sample distances. For D smaller than a critical distance D c , the grand potential presents a maximum corresponding to the nucleation free energy barrier and a minimum ∆Ω o (D) corresponding to a liquid bridge in mechanical equilibrium.
As the tip approaches the sample, the nucleation free energy barrier decreases and capillary condensation can take place. When the tip retracts, the condensed water bridge elongates and breaks at a critical distance D≈D c ≈r k Χ, where r k is the absolute value of the Kelvin radius over the logarithm of H -1 (r k =0.54/ln(1/H) nm for water at 20 o C) and Χ=(cosθ 1 + cosθ 2 ). Since the tip-sample contact corresponds to D=a o (being a o an intermolecular distance [11] ), the total energy dissipated by the tipcantilever system in each condensation-rupture cycle would be One important thing is that U dis depends on θ 1 and θ 2 because so does the volume and surface of the bridge. Then U dis is hydrophobicity sensitive. Let us now discuss the dynamic response of the AFM in the presence of capillary phenomena. The usual theoretical approach [1,7,12] describes the system as a driven anharmonic oscillator (Fig.2a) including the cantilever elastic response, the hydrodynamic damping with the medium and the tip-sample interaction forces F ts . For F ts , we include both van der Waals and Dejarguin-MullerToporov (DMT) [13] , plus the contribution of capillary forces, (1)
∆Ω tot (assuming that the neck evolves in thermodynamic equilibrium, the capillary force is simply given by F cap (D)= -δ∆Ω o /δD. While the amplitude, A, and phase, φ, of the cantilever can be acquired directly from the experiment, P dis must be calculated indirectly. The numerical results are in full agreement with the well known expression derived by Cleveland et al [2] . The results of the simulations are summarized in Figure   3 , where we plot the typical behaviour of the phase shift and dissipated power vs the normalized amplitude A/A 0 (being A 0 the free oscillation amplitude). By looking at the phase curves ( Fig. 3a and c φ. This region, where φ>90 0 , corresponds to the AR. The corresponding dissipated power, P dis (shown in Fig. 3b  and d) , presents a maximum with respect to the amplitude ratio in full agreement with recent experimental results [17] . The maximum in the dissipated power has been associated to the existence of hysteresis in the long range interaction forces [17] or to viscoelastic interactions. As shown in Fig. 3d capillary interactions (in gene-ral, any contact interaction leading to surface energy hysteresis) may also lead to a maximum in the AR: Dissipation takes place once the closest tip-surface distance goes below a critical distance (D min≤ a 0 in our model). Since the energy lost in each contact breaking process is constant, changes in the dissipated power arise as a consequence of a beating phenomenon [3] . After the breaking process, the cantilever has less energy than before and will not reach the same amplitude as before the impact. Then the tip may not hit the sample surface during the next swings. As D 0 decreases, the time delay between two contacts decreases and, as a consequence, dissipation increases. The maximum in the dissipated power correlates with a minimum in the averaged value of D min with respect to the amplitude ratio. In the AR, the maximum dissipated power depends not only on the capillary interactions but also on the elastic properties of both cantilever and sample. It will then be difficult to interpret power dissipation contrast in heterogeneous samples. Abrupt changes in the phase from values above to below 90 0 correspond to the transition from AR to RR. These jumps, and the associated hysteresis [13], arise as a consequence of the bi-stable motion of the cantilever [11] . The transition is usually marked by a discontinuous jump in the dissipated power. Although the oscillation is chaotic in the high amplitude regime, the tip, at the clo-sest distance, is always in (repulsive) contact with the sample and there is a condensation-rupture cycle for each oscillation. This is a very important result since, once the system is in the RR, P dis does not depend on the amplitude and saturates to the theoretical limit. In this regime, the energy dissipated per oscillation coincides with U dis and is independent on the amplitude and elastic properties of the system. This is a general result that does not depend on the details of the liquid bridge model. The dependence of U dis on RH and θ 1 and θ 2 could be experimentally checked by measuring the energy dissipated per oscillation in the RR. In summary, we have shown that capillary dissipation contrast in AM-AFM strongly depends on the operation regime. Only in the RR the energy dissipated per oscillation is independent on the amplitude and elastic properties of the system. For a given tip and RH, the dissipated power is just a function of the sample contact angle. As a consequence, only when working in the repulsive regime, energy dissipation images of biological samples in air can be regarded as surface hydrophobicity maps.
The combination of strong attachment of hydration layers to ions in aqueous salt solutions, together with the possible lability of these layers (covering some 14 orders of magnitude in exchange/relaxation rates) leads to interesting nanomechanical properties, including the longknown hydration repulsion. In recent years the central role of such hydrated ions in lubrication phenomena in both synthetic and especially biological systems has been pointed out 
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This shows two charged surfaces under substantial compressive load, between which are hydrated ions. The ions are trapped between the surfaces by the need for overall electroneutrality, while the pressure between them is supported by the repulsion arising from the hydration layers tenaciously attached to the ionic charges. The hydration layers may readily shear, however, due to the rapid exchange (for alkali and many transition metal ions) of the hydration water with surrounding water molecules, as indicated schematically in Fig. 1 , and this enables the very efficient lubrication. This concept of lubrication by hydration layers transfers also to lubrication by charged or hydrated polymer brushes [2] . In this case, in addition to the well-known entropic effects that lead to polymer brushes being excellent friction-reduction coatings, the ultimate lubricants at the hig-hest pressures -where configurational entropy effects are negligible -are again the hydration layers about the charged segments, as shown in Figure 2 .
Very recently we discovered [3] that boundary lubrication by surfactant layers, which classically takes place in an air or oil environment through shear at the interface between the layers, behaves in a very different manner when the surfactant-coated surfaces are immersed under water. In this case the polar headgroups become hydrated, and again it is the resulting hydration layers which act to lubricate the motion: in this case the slip plane shifts from the midplane to that between the hydrated head-groups and the solid substrates, as illustrated in Figure 3 The Puzzling Behavior of Liquid Water: Some Clues from the Nanoscale Introduction Water is perhaps the most ubiquitous, and the most essential, of any molecule on earth. Indeed, H 2 O challenges the imagination of even the most creative science fiction writers (such as K. Vonnegut) to picture what life would be like without water, and one often hears the adage "biology cannot be understood until water is understood"). Despite 300 years of research, however, the 63 anomalies (http://www.lsbu.ac.uk/water/anmlies.html) that distinguish water from other liquids lack a coherent explanation so sometimes water is called the prototype "complex fluid".
We will introduce some of the 63 anomalies of water, and will demonstrate some recent progress in solving them using concepts borrowed from various disciplines including chemistry and physics. In particular, we will present evidence from experiments designed to test the hypothesis that water displays a special transition point (which is not unlike the "tipping point" immortalized in Malcolm Gladwell's book of the same title). The general idea that when water is near this tipping point, it can separate into two distinct liquid phases distinguished by their density. This new concept of a critical point is also proving useful in understanding some of the anomalies of other liquids, such as silicon, silica, and carbon. We will also discuss two other water mysteries, such as the puzzling behavior of water near a protein, and the breakdown of the Stokes-Einstein relation in supercooled water.
What is the phenomenon?
We start with three thermodynamic functions. The first is the compressibility -the response of the volume to an infinitesimal change in pressure. In a typical liquid, this response function decreases when we lower the temperature. I understand this decrease via statistical physics. This thermodynamic response function is proportional to the thermal average of all the fluctuations in specific volume in the system. As we lower the temperature, we imagine that fluctuations of necessity decrease, thus the compressibility decreases. Water is unusual in three respects. First, the average compressibility of water is twice as large as what one would expect were water a typical fluid and were one to plug all the prefactors into the formulas that give compressibility in terms of volume fluctuations. Second, the magnitude of that factor of two actually increases as one lowers the temperature. That being the case, there is ultimately a minimum -which occurs at 46°C. Below that temperature, the compressibility increases dramatically. At the lowest attainable temperature (-40°C) the compressibility takes on a value that is twice of that at the minimum. This is not a tiny effect; it is huge (Figure 1 page 12) . The second thermodynamic function is the specific heat, and we observe three similar anomalies: it is twice as large as that of a typical liquid, the discrepancy gets bigger as the temperature is lowered, and a minimum occurs at 35°C. The third thermodynamic function is the coefficient of thermal expansion, the response of the volume to an infinitesimal change in temperature. This quantity we assume to always be positive because if there is a local region of the liquid in which the specific volume is larger than the average, then there will be more arrangements of the molecules and hence the entropy will be larger than the average. This is true of almost all liquids, but the magnitude of www.phantomsnet.net this cross-fluctuation of volume and entropy in water is approximately three times smaller than we would expect, and at 4°C the coefficient of thermal expansion passes through zero and actually becomes negative.
Why do we care about this anomalous behavior?
To begin with, if we do not understand water we will never understand biology. That is a major reason to care. Scientifically, water is the prototype complex fluid. It is not a simple, "bag-of-marbles" liquid, but a "bag of tetrahedra." These tetrahedra are not only irregularly shaped, but are charged. Two of the arms are positively-charged, corresponding to the protons on each water molecule, and two are negatively-charged, corresponding to the lone pairs. In addition to short-range forces, these "charged tetrahedra" interact with long-range Coulomb forces.
What do we do?
Our approach is based on the fact that water has a tetrahedral local geometry. In this sense water shares features with other liquids such as silicon. Because water is both tetrahedral and charged means that a simple LennardJones potential is not sufficient to describe its complexity. One way to modify the Lennard-Jones potential to provide at least a simplified description is to bifurcate the single minimum into two minima [3-6]. The first minimum, at a closer distance, corresponds to two pentamers (a water molecule and its four neighbors) of water interacting with each other in a rotated configuration. The second minimum, at a greater distance, occurs in the unrotated position. This second position is a deeper minimum because although the pentamers are farther apart there is the potential for hydrogen bonding between the molecules and we can see the beginnings of an ice-like hexagonal structure (Figure 2) . The important point is that there are two minima with the outer one corresponding to a larger specific volumebecause the distance is larger -and a lower entropy. The possibility is that liquid water could at low temperatures condense not into a single phase -as we anticipate when a gas with a simple interaction like a Lennard-Jones potential condenses into a fluid -but into two different phases. This possibility was first raised by Takahashi 
Figure 2: Physical arguments relating to the plausibility of the existence of the known liquid-gas critical point C and the hypothesized LDL-HDL critical point C'. (a) Idealized system characterized by a pair interaction potential with a single attractive well. At low enough T (T<T c ) and high enough P (P<P c ), the system condenses into the "liquid" well shown. (b) Idealized system characterized by a pair interaction potential whose attractive well has two sub-wells, the outer of which is deeper and narrower. For low enough T (T<T c' ) and low enough P (P<P c' ), the onephase liquid can "condense" into the narrow outer "LDL" subwell, thereby giving rise to a LDL phase, and leaving behind the high-density liquid phase occupying predominantly the inner subwell. (c) Two idealized interaction clusters of water molecules ("Walrafen pentamers") in configurations that may correspond to the two sub-wells of (b). This figure is courtesy of Dr.
O. Mishima. single component liquid separates into two different phases. The implications of this when applied to real water molecules produce a phase diagram of liquid water (Figure 3) . This was first uncovered by Poole, Sciortino, and Essmann [10] . At one atmosphere (the left axis) we see the melting temperature and the limit of supercooling around -40°C. At a very low temperature we see the presence of the glassy phase, not unlike that of any other liquid except that at high pressure this glassy phase shifts from a low-density form to a high-density form. In typical liquids we do not find two different glassy phases. These two forms correspond to the two different local arrangements characteristic of water tetrahedra. The order parameter jump between these two phases is not a trivial amount, but on the order of 30 percent [11] . Between the liquid and glassy phases of water we have a region in which water does not exist as a liquid. I like to call this a No Man's Land." The hypothesis that follows from the reasoning we have just described is that this first order phase transition line known to separate the two amorphous forms of solid water extends into this No Man's Land and ultimately terminates at a critical point. Just as the glassy water first-order transition line separates a lowdensity amorphous from a high-density amorphous phase of water, so also this extension of the line into the liquid region separates a low-density liquid from a high-density liquid. The power-law behavior uncovered over the years by Angell, Anisimov and collaborators corresponds to the fact that the extension of this first-order line beyond the critical point -the "Widom line" -has the effect where any experiment approaching that line looks as though it is going to diverge with critical exponents but does not. This phase diagram is hypothesized, but it has not been proved. What has been proved is that computer simulations using tried and tested models of liquid water confirm the broad features of this phase diagram (see Ref.
[12] and refs. therein). But computer models of water (like computer models of anything) are subject to the charge "garbage-in, garbage-out" -you get out what you put in. All computer models of complex systems such as liquid water are of necessity simplifications. Current experiments on this problem are of two sorts. The first is a set of experiments inspired by Mishima that involves probing the No Man's Land by studying the metastable extensions of the melting lines of the various high-pressure polymorphs of ice: ice III, ice V, ice IV, and ice XII [13, 14] . Two of these lines clearly display "kinks." Since the slope of any melting line is the difference of the volume change divided by the entropy change of the two phases that coexist at that line, if there is a change in slope there must be a change in these quantities. Since there is no change in the crystal part, there must be a change in the liquid part. This means the liquid must undergo a jump in either its volume or its entropy or both. That is the definition of a first-order phase transition. A second set of experiments is being carried out in the MIT group of Chen and the Messina group of Mallamace, which have stimulated much of our recent work.
Recent Work on Bulk and Nanoconfined Water
Next we describe, for two water models displaying a liquid-liquid critical point, the relation between changes in dynamic and thermodynamic anomalies arising from the presence of the liquid-liquid critical point. We find a correlation between the dynamic fragility transition and the locus of specific heat maxima C max P ("Widom line") emanating from the critical point. Our findings are consistent with a possible relation between the previously hypothesized liquid-liquid phase transition and the transition in the dynamics recently observed in neutron scattering experiments on confined water. More generally, we argue that this connection between C max P and dynamic crossover is not limited to the case of water, a hydrogen bonded network liquid, but is a more general feature of crossing the Widom line. Specifically, we also study the Jagla potential, a spherically symmetric two-scale potential known to possess a liquid-liquid critical point, in which the competition between two liquid structures is generated by repulsive and attractive ramp interactions. Using molecular dynamics simulations, we also investigate the relation between the dynamic transitions of biomolecules (lysozyme and DNA) and the dynamic and thermodynamic properties of hydration water. We find that the dynamic transition of the macromolecules, sometimes called a "protein glass transition", occurs at the temperature of dynamic crossover in the diffusivity of hydration water, and also coincides with the maxima of the isobaric specific heat C P and the temperature derivative of the orientational order parameter. We relate these findings to the hypothesis of a liquid-liquid critical point in water. Our simulations are consistent with the possibility that the protein glass transition results from a change in the behavior of hydration water, specifically from crossing the Widom line.
The Widom Line
By definition, in a first order phase transitions, thermodynamic state functions such as density ρ and enthalpy Η discontinuously change as we cool the system along a Our products are dedicated to help the TEM user (100-400 kv) to find in an easy way the true structure (crystal parameters, symmetry and atomic positions) of nanomaterials that are otherwise impossible to determine by X-ray diffractometry or high resolution TEM microscopy.
Our product "spinning star" takes control of the electron beam in a TEM and performs precession of a beam (Vincent-Midgley technique) in a way that one can obtain almost "kinematical" diffraction patterns. Figure 4(c), path α] experimentally-measured quantities will change dramatically but continuously in the vicinity of the Widom line (with huge fluctuations as measured by, e.g., C P ) from those resembling the high density liquid HDL to those resembling the low density liquid (LDL). For P 0 >P c [ Figure 4(d) , path β], experimentally-measured quantities will change discontinuously if the coexistence line is actually seen. However, the coexistence line can be difficult to detect in a pure system due to metastability, and changes will occur only when the spinodal is approached where the HDL phase is no longer stable. The changes in behavior may include not only static quantities like response functions For all three models, Xu et al. evaluated the loci of maxima of the relevant response functions, compressibility and specific heat, which coincide close to the critical point and give rise to the Widom line. They found evidence that, for all three potentials, the dynamic crossover occurs just when the Widom line is crossed (Figure 5 page 16) . These findings are consistent with the possibility that the observed dynamic crossover along path α is related to the behavior of C P , suggesting that enthalpy or entropy fluctuations may have a strong influence on the dynamic properties [21, 22, 37]. Indeed, as the thermodynamic properties change from the high-temperature side of the Widom line to the low-temperature side, (δS/δT) P =C P /T>0 implies that the entropy must decrease. The entropy decrease is most pronounced at the Widom line when C P =C max P . Since the configurational part of the entropy, S conf , makes the major contribution to S, we expect that S conf also decreases sharply on crossing the Widom line. 
Figure 4: (a) Schematic phase diagram for the critical region associated with a liquid-gas critical point. Shown are the two features displaying mathematical singularities, the critical point (closed circles) and the liquid-gas coexistence (bold dashed curve). (b) Same as (a) with the addition of the gas-liquid spinodal and the Widom line. Along the Widom line, thermodynamic response functions have extrema in their T dependence. The path α denotes a path along which the Widom line is crossed. Path β denotes a path meeting the coexistence line. (c) A hypothetical phase diagram for water of possible relevance to the recent neutron scattering experiments by Chen et al. [39, 40] on confined water. The liquid-liquid coexistence, which has a negative sloped coexistence line, generates a Widom line which extends below the critical point, suggesting that water may exhibit a dynamic crossover (non-Arrhenius-to-Arrhenius) transition for P<P c (path α), while no dynamic changes will occur above the critical point (path β). (d) A sketch of the P-T phase diagram for the two-scale Jagla model. For the Jagla potential, as well as for the double-step potential [41], the liquid-liquid phase transition line has a positive slope. Upon cooling at constant pressure above the critical point (path α), the liquid changes from a low density state (characterized by a non-glassy Arrhenius dynamics) to a high density state (characterized by glassy Arrhenius dynamics with much larger activation energy) as the path crosses the Widom line. Upon cooling at constant pressure below the critical point (path β), the liquid remains in the LDL phase as long as path β does not cross the LDL spinodal line. Thus one does not expect any change in the dynamic behavior along the path β, except upon approaching to glass transition where one can expect the non-Arrhenius behavior characterized by the Vogel-
(b) D as a function of T for P=100 MPa (path α). At high temperatures, D behaves like that of a non-Arrhenius liquid and can be fit by D~(T-T MCT ) γ (also shown in the inset) where T MCT =220 K and γ=1.942, while at low temperatures the dynamic behavior changes to that of a liquid where D is Arrhenius. (c) The same for the ST2 potential. The liquid-liquid critical point C is located at P c =246 MPa and T c =146 K. (d) D as a function of T for P=100 MPa (path α). At high temperatures, D behaves like that of a non-Arrhenius liquid and can be fit by D~(T-T MCT )
γ (also shown in the inset) where T MCT =239 K and γ=1. 57 
Outlook
It is possible that other phenomena that appear to occur on crossing the Widom line are in fact not coincidences, but are related to the changes in local structure that occur when the system changes from the "HDL-like" side to the "LDL-like" side. In this work we concentrated on reviewing the evidence for changes in dynamic transport properties, such as diffusion constant and relaxation time. Additional examples include: (1) a breakdown of the Stokes-Einstein relation for T<T w (P) [74] [75] [76] [77] [78] [79] , (2) systematic changes in the static structure factor S(q) and the corresponding pair correlation function g(r) revealing that for T<T w (P) the system more resembles the structure of LDL than HDL, (3) appearance for T<T w (P) of a shoulder in the dynamic structure factor S(q,ω) at a frequency ω≈60 Ph.D. research work will be devoted to the development of "soft" materials based on an appropriate blending of polymers and carbon nanotubes capable of actuation. Incorporation of other functionalities such as power storage, electron transport and force transfer within a single engineered structure will be also pursued. Ph.D. research project will deal with the following tasks: (1) designing efficient, long-term recording microelectrodes; (2) investigating the possibility to record signals from the surface of the cortex; (3) investigating the problem of input impedance and making attempts to reduce it without loss in signal-to-noise ratio; (4) studying how to minimize tissue reactions, such as glyosis.
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Phase Shift of Electrons Across A Quantum Dot
Mireille Lavagna, CEA/DRFMC/SPSMS (France) mireille.lavagna@cea.fr
Recent advances in mesoscopic physics have led to dramatically renewed interest in the Kondo effect. Coupling a quantum dot to a source and a drain, an experimental device is obtained which simulates an artificial isolated Kondo impurity. Recent experiments at the Weizmann Institute of Science (Israel) using quantum interferometry have given access to a key ingredient of the Kondo effect the phase shift after transmission through an impurity. We present here our interpretation of these results in the framework of the scattering theory. The experiments which consist in inserting a quantum dot into one arm of an Aharonov Bohm interferometer have enabled the evolution monitoring of the phase shift δ in the electronic wave function when the gate voltage V G is changed. V G controls the number of electrons in the dot. Figure 1 shows the intensity of the source-drain current as a function of magnetic field B and V G . The shift in the magneto-conductance oscillations as a function of V G corresponds to the phase shift δ. When these results came out five years ago, it was a great surprise among the scientific community. In the Kondo regime, i.e. when the dot electron population is close to 1, the measurements (Figure 2) show a monotonous increase of δ as a function of V G with a plateau at value . This value is twice as large as the theoretical prediction /2 predicted for metals more than 30 years ago. When V G still increases well above the plateau value, δ shows a phase lapse of value .
We have proposed an interpretation of these results on the basis of a one-dimensional scattering theory developed for an Anderson model. The quantum dot acts as a scattering center for the electron. Relying on theorems known in nuclear physics, we have shown that the phase shift an electron undergoes when it crosses the quantum dot is equal to times the total number of electrons inside the dot. Moreover, we have shown that the conductance varies as sin 2 δ σ where δ σ is the phase shift per spin channel. In the absence of magnetic field, δ σ is equal to half the total phase δ. This explains the factor of 2 difference observed between the experimental value at the plateau and value /2. Using the exact solution of the Anderson model, we then computed the average number of electrons in the dot as a function of the parameters of the model and henceforth deduced the phase shift as a function of V G at zero temperature (Fig. 2) . Our prediction shows a quantitative agreement with the experimental results, including the phase lapse.
Kondo effect
The Kondo effect is observed when the spin of a magnetic impurity is antiferromagnetically coupled to the spin of the conduction electrons of a metal. It corresponds to an impurity spin flip after each collision with a conduction electron. The spin flip frequency is related to a characteristic temperature scale, the so-called Kondo temperature T K . Above T K , the impurity spin is more or less free and below T K while it forms a spin singlet with the conduction electron. Each collision leads to a phase shift of the wave function. While its direct measurement was out of scope in bulk materials, its value could be evaluated theoretically and the predicted value was found to be equal to /2.
Quantum interferometry
An Aharonov Bohm quantum interferometer (ABI) is a device composed of two conducting arms which merge at two points called source and drain (Figure 3 page 26) . The obtained ring is submitted to a magnetic field B. The interferometer is thus the quantum equivalent of Young slits in optics. If the ring is small enough, the electrons flowing through each of the arms interfere coherently, which leads to periodical oscillations of the source-drain current as a function of B. This is the Aharonov Bohm effect. Quantum interferometry consists in inserting an object, typically a quantum dot, in one of the arms of the ring, the other acting as reference arm. The oscillations which remain periodical are shifted by the presence of the dot. The measurement of the shift in the magneto-conductance as a function of V G determines the phase shift associated with the quantum dot. Walter Kohn first demonstrated that all the properties of an electronic system could be determined through the electronic density, thereby providing the bases for the density functional theory (DFT). DFT should make possible the description of chemical reactivity by substituting the concept of electronic density for that molecular orbital, provided that new theoretical tools are developed. Our group has recently proposed an improvement of the DFT prediction of the selectivity of chemical reactions by using a parameter derived from the electronic density.
Don't lose the phase
Intuitively, it is convenient to consider molecules as assemblies of atoms linked together by chemical bonds, electrons being described by mathematical functions named orbitals. Unfortunately, atoms in molecules, chemical bonds and orbitals are not observable. They are products of the mind, non empirical objects that can be considered as noumena. In contrast, in the functional theory of electronic density, molecules are described as electronic densities stabilized and shaped by the electrostatic potential created by the nuclei (Figure 1) . Chemical reactions are described through topological modifications of the electronic and nuclear density. Chemical reactivity is thus studied with observable and quantifiable parameters. Substitution of the wave function by the electronic density (electronic density is the square of the wave function) nevertheless leads to a loss of information on the phase of the electronic wave. Indeed, molecular orbitals exhibit lobes of opposite signs. During a chemical reaction, interactions between molecular orbitals in phase opposition are destabilizing. Unfortunately, they are not taken into account by classical DFT-based descriptors. The dual descriptor (DD) we propose, defined as the second derivative of the electronic density with respect to the number of electrons, enables partial recovery of the missing information.
The best line of attack
This new function describes the differential response of the electronic density of loss or gain of electrons. The topological regions where DD exhibits a positive value tend to gain rather than to lose an electron. Conversely, a negative DD value means that a site will quite easily lose an electron. With this in mind, a convenient way to determine the best approach between two molecules during a reaction is to optimize the overlap between sites associated with opposite DD values. For example, in the reaction shown in Figure 2 , optimization of the interactions between the DD of each reactant led to the best addition angle. No preliminary hypothesis on the relative orientation of the molecules was required. During this optimization, destabilizing interactions between regions with DD of the same sign led to opening of the angle defined by the three atoms involved in the reaction. 
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The DD describes the response of the hardness of a molecule (see inset) when it undergoes a variation of electrical potential, for instance when another molecule comes closer. During a chemical reaction, application of the Pearson principle to the two interacting fragments shows that they will adopt a relative orientation in order to be as hard as possible. This condition is better fulfilled when regions of opposite DD overlap. Use of this criterion for numerous chemical organic reactions (cycloadditions, reductions, substitutions, etc.) allowed us to successfully rationalize their selectivity. Evaluation of this maximal hardness criterion only requires limited computer power since most of the calculations were performed on personal computers. The dual descriptor is thus a powerful and cheap tool for qualitative prediction of the reactivity and selectivity of molecules imagined by chemists before they actually synthesize them.
Hardness and softness
The Fermi level and the energy gap defined in solid semiconductors have equivalents at molecular level. These are respectively the chemical potential (µ) and the hardness (η) (see Figure 3) . These concepts have the same physical meanings. In particular hardness, which can be roughly calculated by the energy difference between the HOMO (Highest Occupied Molecular Orbital) and the LUMO (Lowest Unoccupied Molecular Orbital), describes the resistance of a molecule to charge transfer similar to electrical resistance. Chemical reactions always involve transfer of electrons between the reactants. Molecules of low hardness, referred to as soft molecules, are sensitive to charge transfer in contrast to hard molecules. The chemical stability is thus associated to hard molecules whereas soft ones are more reactive. Based on these physical considerations, the Pearson principle shows that molecules rearrange in order to be as hard as possible and thereby the least reactive. At present magnetic recording presents the most economical means of storing large amounts of data with fast access time for a period of at least 10 years. This technology is based on a magnetic medium optimized for maximum recording bit density, allowing for fast read/write access times and guaranteeing retention of the stored information for at least 10 years. The polycrystalline nature of the magnetic medium sets a limit for the maximum storage density of the written information. Indeed, at very high densities (>300 Gigabits per square inch), under the effect of thermal agitation, the small dimension of the grains (around 10nm) is not sufficient to stabilize the magnetization direction over a long time period. The consequence is a loss of the stored information and progressive erasure of the data. To overcome this problem, known as the superparamagnetic limit, each magnetic bit has to be physically separated in a two-dimensional patterned magnetic medium. SPINTEC is currently working on development and characterization of patterned media. The media are fabricated in two steps. The first step consists in fabricating a grid of silicon (Si) pillars on a Si wafer using a nanoimprint technique. The second step is to deposit a magnetic layer on these nano-pillar structures. The read and write testing is carried out using an experimental setup developed in the laboratory. This setup enables the performance of the discrete media to be determined under real working conditions (Figure 1 ). It uses a real magnetoresistive head and is also an effective magnetic microscopy tool which complements conventional near-field microscopy techniques. Patterned media: a new way towards ultra high densities In patterned media systems, the value of 0 and 1 bits is stored directly in the magnetization direction of each ma gnetic dot. The medium is usually patterned by standard lithography techniques on a Si substrate or directly in the magnetic layer. The preferred choice at SPINTEC was to decouple nanofabrication from magnetic material deposition. This allows all the existing expertise in deep Si etching to be used. The pattern is first transferred to the Si wafer by nano-imprinting. Co/Pt multilayers with magnetization perpendicular to the plane are then deposited on the patterned substrate. The medium is currently patterned to square pillars each with a 50nm side. Pillars of 25nm side length have already been fabricated, which corresponds to a storage density of 1 terabyte per square inch.
Bit writing and reading
In order to write the information bit, the magnetization direction of an individual bit has to be reversed in a time that is close to 1ns. The only way to perform such an experiment is to use write heads, which have micron-size electromagnets capable of generating very large magnetic fields on a small and localized area. The characteristic dimension of the generated magnetic field is 100nm. The field can be turned on and off at frequencies of 1 GHz with amplitudes in the Tesla range. A dedicated new test platform was developed using read/write heads in collaboration with two industrial companies: Seagate and Headway.
This setup enables precise magnetic configurations to be written with the electromagnet. The magnetic configuration is then imaged using the integrated magnetoresistive read head shown in Fig. 1 . The head sweeps the sample surface actuated by an XY piezoelectric actuator. This test platform is capable of sending pulse currents to the electromagnet, setting the magnetization direction of the pillars in predetermined configurations as shown in Figure  2 . In this image, two types of magnetic dots (black and white) correspond to the two possible magnetization directions of the dots.
A new magnetic microscopy
This setup using read/write heads is complementary to the classical Kerr and near-field magnetization microscopy techniques. The main advantage is the possibility to generate very localized magnetic fields to set the direction of the magnetization before imaging the pattern. This advantage is fundamental in studies concerning discrete media, where each dot must be addressed individually. It can also be used in other types of studies, looking for example at the magnetization dynamics of individual dots in the picosecond range. This gives valuable insight into the magnetization reversal process influenced by precession, damping and dot-to-dot interactions. Usually these processes can only be measured in large macroscopic arrays. Spintronics, which consists in manipulating both spins and charge carriers in microelectronics devices, is experiencing an unprecedented boom. Indeed, it enables memory and logic functions to be combined. One difficulty is to inject a spin-polarized carrier population into a semiconductor. Direct injection of polarized spins from a metal to a semiconductor is not possible: a tunnel barrier has to be inserted. Ferromagnetic metal / tunnel barrier / semiconductor diodes remain rather difficult to achieve. Recently we discovered a new ferromagnetic alloy with a Curie temperature exceeding 400 K. It consists of a thin film of GeMn (with 6% manganese) grown by molecular beam epitaxy on (001) oriented germanium. Our GeMn is made of self-assembled nanopillars with 3 nm diameter and 80 nm height (the thickness of the deposited layer) that are Mn-rich and spaced an average of 10 nm apart (see Figure 1) . Magneto-transport measurements in the plane of the sample on a nanopillar assembly enabled a pronounced extraordinary Hall effect (linked to the magntization of the columns) to be demonstrated. This observation is proof that the charge carriers (here the holes) are spin-polarized. A ferromagnetic material (iron...) is microscopically magnetized, but does not always have a macroscopic magnetization. This paradox was solved by Weiss: in a solid divided into magnetic domains, the magnetization direction varies between domains so that the resulting magnetization can vanish. When a magnetic field is applied, the magnetic domains that follow the external field grow, at the expense of the others. Magnetization reversal is a nucleation-growth process. In most ferromagnetic materials, this happens through propagation of the domain boundaries, called magnetic domain walls. These can be trapped by defects, hence the magnetic hysteresis effects. We have observed for the first time detrapping of an isolated domain wall on a defect by measuring the electronic transport in a nanostructure.
Domain wall propagation
When the external field remains close to the magnetic inversion field, the inversion dynamics are controlled by trapping of the domain walls by crystal defects. A wall thus propagates discontinuously, jumping from defect to defect. In a simple one-dimensional model, the wall can be seen as a particle jumping from one potential well to another under the influence of the field and the thermal activation. This trapping is the cause of the hysteresis: in a permanent magnet the domain walls are fixed; the solid cannot return to the demagnetized equilibrium state. Although the study of domain wall jumps goes back a long time (Barkhausen, 1919) , the study of domain wall pinning on defects only started in the 80's with the development of thin films that facilitate observation of domain walls, and then of lithographed structures that enable a single domain wall to be isolated.
A random propagation time
In collaboration with Orsay University, we made nanostructures by lithographing alloy thin films: FePt(40nm)/Pt/MgO. During growth, a defect array called "microtwins" appears, these microtwins being trapping sites for the domain walls (Figures 1 and 2) . The nanostructure consists of two magnetic Hall crosses linked by a central wire (Figure 3) . By electronic transport measurements, we measure the time needed by a domain wall to propagate from one cross to the other under the influence of the magnetic field. The result is surprising: for a given structure, in exactly the same conditions (fixed field and temperature), the propagation time of a domain wall is not identical from one measurement to the other. However, in experiments performed on other systems by other teams, the propagation time depends only on the temperature and on the field, and two conse-cutive mea- 
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