For certain Sheffer sequences (s n ) ∞ n=0 on C, Grabiner (1988) proved that, for each α ∈ [0, 1], the corresponding Sheffer operator z n → s n (z) extends to a linear self-homeomorphism of E α min (C), the Fréchet topological space of entire functions of exponential order α and minimal type. In particular, every function f ∈ E α min (C) admits a unique decomposition f (z) = ∞ n=0 c n s n (z), and the series converges in the topology of E α min (C). Within the context of a complex nuclear space Φ and its dual space Φ , in this work we generalize Grabiner's result to the case of Sheffer operators corresponding to Sheffer sequences on Φ . In particular, for Φ = Φ = C n with n ≥ 2, we obtain the multivariate extension of Grabiner's theorem. Furthermore, for an Appell sequence on a general co-nuclear space Φ , we find a sufficient condition for the corresponding Sheffer operator to extend to a linear self-homeomorphism of E α min (Φ ) when α > 1. The latter result is new even in the one-dimensional case.
where a(u) = ∞ n=0 a n u n and r(u) = ∞ n=0 r n u n are formal power series in u ∈ C satisfying a 0 = 0, a 1 = 1 and r 0 = 1. In the special case r(u) ≡ 1, (s n ) ∞ n=0 is called a polynomial sequence of binomial type, since it satisfies
In the special case a(u) ≡ u, the Sheffer sequence (s n ) ∞ n=0 is called an Appell sequence. The modern umbral calculus (e.g. [25, 34] ) studies Sheffer sequences and related operators.
Let P(C) denote the space of polynomials on C. A Sheffer sequence (s n ) ∞ n=0 forms a basis in P(C). Hence, we can define a linear operator S acting on P(C) by Sz n = s n (z). The operator S is called a Sheffer operator. In the special case where (s n ) ∞ n=0 is a polynomial sequence of binomial type, the operator S is called an umbral operator. The umbral, and more general Sheffer operators play a fundamental role in umbral calculus.
Grabiner [12] determined Banach and Fréchet spaces of entire functions between which Sheffer operators (in particular, umbral operators) can be extended as continuous linear operators, or even linear homeomorphisms.
Let us now briefly recall one of the central results of [12] . Recall that an entire function f : C → C is said to be of exponential order α > 0 and minimal type if sup z∈C |f (z)| exp(−t|z| α ) < ∞ for each t > 0.
We denote by E α min (C) the linear space of such functions. This space is endowed with a natural Fréchet topology. Note that E α 1 min (C) ⊂ E α 2 min (C) for α 1 < α 2 . We further denote E 0 min (C) := α>0 E α min (C), the Fréchet topological space of entire functions of exponential order 0. Note that P(C) is a dense subset of E α min (C) for each α ≥ 0. The following result is Theorem (3.13) and part of Theorem (6.6) in [12] . Theorem 1.1 ( [12] ). Assume that functions a(u) and r(u) are holomorphic on a neighborhood of zero. Let a Sheffer sequence (s n ) c n s n (z), c n ∈ C, (1.2) where the series on the right-hand side of formula (1.2) converges in the topology of E α min (C). Many extensions of umbral calculus to the case of polynomials of several, or even infinitely many variables were discussed e.g. in [2, 7, 8, [31] [32] [33] 35] , for a longer list of such papers see the introduction to [8] . However, in the multivariate case, no analog of Grabiner's results was proved for Sheffer sequences.
In infinite dimensional (stochastic) analysis, one often meets examples of sequences of polynomials defined on a co-nuclear space. More precisely, one considers a Gel'fand triple Φ ⊂ H 0 ⊂ Φ , where Φ is a nuclear space that is topologically (i.e., densely and continuously) embedded into a Hilbert space H 0 , and Φ is the dual of the space Φ (i.e., a co-nuclear space) and the dual pairing between elements of Φ and Φ is given by a continuous extension of the scalar product in H 0 . Usually, H 0 = L 2 (R d , dx) with d ∈ N, while Φ is either S, the Schwartz space of smooth rapidly decreasing functions on R d , or D, the space of smooth functions on R d with compact support. To study stochastic analysis related to a probability measure on Φ (called a generalized stochastic process), one uses sequences of polynomials on Φ .
In paper [10] , the definition of a Sheffer sequence on Φ was given and general properties of Sheffer sequences were studied. This research was motivated by numerous available examples of such polynomial sequences: Hermite polynomials in Gaussian white noise analysis (e.g. [3, 13, 14] ), Charlier polynomials in analysis related to the Poisson point process (e.g. [15, 18, 22] ), Laguerre polynomials in analysis related to the gamma random measure (e.g. [21, 22] ), Meixner polynomials in analysis related to the Meixner white noise measure (e.g. [28, 29] ), falling factorials on Φ appearing in the theory point processes (e.g. [4, 17, 19] ), and a class of polynomial sequences on Φ with a generating function of a certain exponential type appearing in biorthogonal analysis related to a rather general probability measures on Φ (e.g. [1, 23] ).
We assume that Φ is a complex co-nuclear space, in which case Φ = τ ∈T H −τ , a union of complex Hilbert spaces H −τ . By analogy with [ 2 It should be noted that, when the nuclear space Φ is countably-normed (i.e., the set T is countable), functions from E α min (Φ ) are entire on the space Φ equipped with the inductive limit topology of the H −τ spaces, see Corollary 3.9 below and its proof in the Appendix. If, however, T is not a countable set, functions from E α min (Φ ) are entire on each Hilbert space H −τ but it is not known wether they are continuous (hence entire) with respect to the inductive limit topology on Φ .
One of the central results of Gaussian white noise analysis is an internal description of the Hida test space of functions on Φ [3, Chapter 2, Section 5.4], see also [27, Section 3] and [26, 30] . By analogy with Theorem 1.1, this result can now be stated as follows: The Sheffer operator corresponding to the Hermite polynomial sequence on Φ extends by continuity to a linear self-homeomorphism of the space E 2 min (Φ ). (Note that Grabiner's paper [12] does not deal with spaces E α min (C) where α > 1.) Furthermore, in paper [23] (see also [20] ), for a class of Sheffer polynomials on Φ (which includes the Hermite and Charlier polynomials), a similar result was proved for a smaller space of test functions (which is nowadays referred to as the Kondratiev test space, cf. [16] ). Again by analogy with Theorem 1.1, this result can now be stated as follows: For each Sheffer sequence considered in [23] , the corresponding Sheffer operator extends by continuity to a linear self-homeomorphism of the space E 1 min (Φ ). The main result of the present paper (Theorem 5.2) is a direct extension of Theorem 1.1: If the infinite dimensional analogs of the functions a(u) and r(u) satisfy an assumption generalizing that of Theorem 1.1, then for each α ∈ [0, 1], the corresponding Sheffer operator extends by continuity to a linear self-homeomorphism of the space E α min (Φ ). In the special case Φ = H 0 = Φ = C, we recover Theorem 1.1. Furthermore, by choosing Φ = H 0 = Φ = C n with n ≥ 2, we obtain the (finite-dimensional) multivariate extension of Theorem 1.1.
Using the ideas from the proof of Theorem 5.2, we also obtain the following result regarding Appell sequences on Φ : Let α > 1 and assume that the infinite dimensional analog of the function r(u) satisfies a certain assumption, which depends on α. Then the corresponding Sheffer operator extends by continuity to a linear selfhomeomorphism of E α min (Φ ). This result contains the internal description of the Hida test space as a special case. It should be noted that this result is new even in the one-dimensional case Φ = C.
The paper is organized as follows. In Section 2, we first recall preliminaries on complex nuclear and co-nuclear spaces, and then we define and discuss holomorphic functions on these spaces. Here our standard reference for complex analysis on locally convex spaces is Dineen's book [9] . We prove a result on the Taylor formula for a holomorphic function f : U → E, where U is an open neighborhood of zero in Φ and E is either C or Φ In Section 3, we discuss the spaces E α min (Φ ). For each α > 0, we obtain a new useful representation of E α min (Φ ) as the projective limit of certain Banach spaces. The results from this section develop further the theory from [3, Chapter 2, Section 5.4] and [23, Section 2.2] . In Section 4, we recall the required definitions and results from [10] , regarding Sheffer sequences on Φ . In Section 5, we formulate and prove the main results of the paper.
Finally, in Section 6, we discuss some examples of Sheffer sequences on Φ . We show, in particular, that every Sheffer sequence on C satisfying the assumptions of Theorem 1.1 can be lifted to a Sheffer sequence on Φ = S or D that satisfies the assumption of our main result, Theorem 5.2.
2 Complex analysis on nuclear and co-nuclear spaces 2.1 Preliminaries on complex nuclear and co-nuclear spaces
Let us first recall the definition of a nuclear space, for details see e.g. [5, Chapter 14, Section 2.2]. Consider a family of real separable Hilbert spaces (H τ,R ) τ ∈T , where T is an arbitrary index set. Denote by · τ,R the norm on H τ,R . Assume that the set Φ R := τ ∈T H τ,R is dense in each Hilbert space H τ,R and the family (H τ,R ) τ ∈T is directed by embedding, i.e., for any τ 1 , τ 2 ∈ T , there exists a τ 3 ∈ T such that H τ 3 ,R ⊂ H τ 1 ,R and H τ 3 ,R ⊂ H τ 2 ,R and both embeddings are continuous. We introduce in Φ R the projective limit topology of the H τ,R spaces:
By definition, the sets {ϕ ∈ Φ R | ϕ − ψ τ,R < ε} with ψ ∈ Φ R , τ ∈ T , and ε > 0 form a system of base neighborhoods in this topology. Further assume that, for each τ 1 ∈ T , there exists a τ 2 ∈ T such that H τ 2 ,R ⊂ H τ 1 ,R , and the embedding operator is of Hilbert-Schmidt class. Then the linear topological space Φ R is called nuclear.
Let us assume that, for some τ 0 ∈ T , each Hilbert space H τ,R with τ ∈ T is continuously embedded into H 0,R := H τ 0 ,R . We will call H 0,R the center space. Let Φ R denote the dual space of Φ R with respect to the center space H 0,R , i.e., the dual pairing between Φ R and Φ R is obtained by continuously extending the inner product in H 0,R :
see e.g. [5, Chapter 14, Section 2.3] for details. The space Φ R is often called co-nuclear. We will use the notation (ω, ξ) H 0,R for the dual pairing between ω ∈ Φ R and ξ ∈ Φ R .
By the Schwartz theorem (e.g. [5, Chapter 14, Theorem 2.1]), Φ R = τ ∈T H −τ,R , where H −τ,R denotes the dual space of H τ,R with respect to the center space H 0,R . We endow Φ R with the topology of the inductive limit of the H −τ,R spaces, i.e., the strongest locally convex topology in Φ R with respect to which each H τ,R is continuously embedded into Φ R .
Thus, we obtain the real Gel'fand triple (also called the standard triple)
This construction can now be extended to the complex case. For each τ ∈ T , we define the Hilbert space H τ as the complexification of H τ,R . More precisely, elements of H τ are of the form ξ 1 +iξ 2 with ξ 1 , ξ 2 ∈ H τ,R , and for any
where we have extended the scalar product (·, ·) H τ,R by linearity to H τ × H τ . As a result, we obtain a complex nuclear space Φ that is the complexification of Φ R :
Similarly, we define complex Hilbert spaces H −τ and Φ = ind lim
Each ω ∈ Φ determines a linear continuous functional on Φ by the formula
Hence, Φ is the dual of the complex nuclear space Φ (i.e., a complex co-nuclear space). Thus, we get the complex Gel'fand triple
Below, we will denote by ⊗ the tensor product and by the symmetric tensor product. Let n ∈ N. Starting with Gel'fand triple (2.4), one constructs its nth symmetric tensor power as follows:
see e.g. [3, Section 2.1] for details. In particular, Φ n is a complex nuclear space and Φ n is its dual. We will also denote Φ (n ∈ N) will be denoted by · τ . Similarly, we will use the notation · −τ for the norms in H n −τ .
Holomorphic mappings on complex nuclear and co-nuclear spaces
is holomorphic on some neighborhood of zero in C. If additionally the mapping f : U → F is continuous, then f is called holomorphic. We note that, if F = C, the above definition of a Gâteaux holomorphic function f : U → C means that, for any ξ ∈ U and η ∈ E, the function z → f (ξ + zη) ∈ C is holomorphic on some neighborhood of zero in C.
A function f : E → C that is holomorphic on a whole locally convex space E is called entire.
In the case where U is an open subset of a locally convex space E and F is a normed vector space, a Gâteaux holomorphic function f : U → F is holomorphic if and only if it is locally bounded [9, Proposition 3.7] .
Below we will use the spaces Φ and Φ from the Gel'fand triple (2.4), see also (2.1) and (2.2).
The space Φ , equipped with the inductive limit topology, is a locally convex space. By using the results of [9, Section 3.1], it is not difficult to show that each entire function f : Φ → C has the property that, for each τ ∈ T , the restriction f H −τ is an entire function on H −τ . However, the converse statement is, generally speaking, not true. We will say that a function f : Φ → C is restricted-entire on Φ if its restriction is entire on H −τ for each τ ∈ T . (See Corollary 3.9 below which shows that, in the case of a countably-normed nuclear space Φ, the functions from the spaces appearing in this paper are actually entire on Φ .) Proposition 2.1. Let f : Φ → C be a restricted-entire function on Φ . Then there exist kernels ϕ (n) ∈ Φ n such that, for all ω ∈ Φ ,
Here ω ⊗0 := 1.
Proof. Let τ ∈ T . Choose τ ∈ T such that H τ ⊂ H τ and the embedding operator is of Hilbert-Schmidt class. Since the function f H −τ : H −τ → C is entire, it can be represented in the form
see [9, Section 3.1]. Here, for each n ∈ N, ψ (n) : H n −τ → C is a symmetric bounded nlinear form 3 . Obviously, we can identify
3 Note that, in the notation of [9] ,
for all ω ∈ H −τ . For each n ≥ 2, by using the kernel theorem, see e.g. [3, Chapter 1, Theorem 2.3], we conclude that there exists ϕ (n) ∈ H n τ such that
Hence formula (2.6) holds for all ω ∈ H −τ with kernels ϕ (n) ∈ H n τ . Note also that the kernels ϕ (n) are uniquely determined by the function f . Since τ ∈ T was arbitrary, we conclude that, for each n ∈ N, ϕ (n) ∈ τ ∈T H n τ = Φ n . From here the statement of the proposition follows.
Let E, F be complex locally convex linear topological spaces. We denote by L(E, F ) the space of continuous linear operators acting from E into F . We will also denote
Proposition 2.2. Let G be a separable complex Hilbert space. Let U be an open neighborhood of zero in Φ, and let F : U → G be holomorphic. Then there exist a U , an open neighborhood of zero in Φ that is a subset of U , τ ∈ T , and operators A n ∈ L(H n τ , G) (n ∈ N) such that, for all ξ ∈ U ,
where the series on the right-hand side of formula (2.8) converges in G. Furthermore, for some C 1 ≥ 0, we have
Proof. Without loss of generality, we may assume that G is the complexification of a real Hilbert space G R . Analogously to (2.5), for any g 1 , g 2 ∈ G, we denote
Since the function F is holomorphic, by [9, Section 3.1], there exist a U , an open neighborhood of zero in Φ that is a subset of U , and a symmetric continuous n-linear 10) where the series on the right-hand side of formula (2.10) converges uniformly on U in the G space. In particular, F (·) G is bounded on U . Denote C 2 := sup ξ∈U F (ξ) G . Choose τ ∈ T and r > 0 such that
Fix any ξ ∈ Φ with ξ τ = r and g ∈ G. Consider the holomorphic function
By Cauchy's integral formula, for each n ∈ N,
Therefore, for all ξ ∈ Φ and all g ∈ G, we get
By using a consequence of the polarization formula, see [9, Proposition 1.8], we conclude from (2.11) that, for any ξ 1 , . . . , ξ n ∈ Φ and g ∈ G,
Here we used that, by Stirling's formula, n n ≤ e n n! . In particular, formula (2.12) shows that Ψ (n) (ξ 1 , . . . , ξ n ), g extends to a bounded (n + 1)-linear form on H n τ × G. Note that this form is symmetric in the first n variables.
Let τ ∈ T be such that H τ ⊂ H τ and the embedding operator is of Hilbert-Schmidt class. By using the kernel theorem, see e.g. [3, Chapter 1, Theorem 2.3], we conclude that, for each n ∈ N, there exists
(On the right-hand side of formula (2.13), we used an obvious notation ·, · where the first variable is an element of H n −τ ⊗ G and the second variable is an element of H n τ ⊗ G.) Furthermore, it follows from (2.12) and the proof of the kernel theorem that, for all n ∈ N,
where c τ,τ is the Hilbert-Schmidt norm of the operator of embedding of
Note that
By (2.14), (2.16), and (2.17), 
Furthermore, for some C 3 ≥ 0, we have ρ
3 }, which is a neighborhood of zero in Φ. (Here and below we use the convention 0
. As easily seen, the function f is holomorphic.
Proof of Corollary 2.3.
and ρ
. Now the statement follows immediately from Proposition 2.2.
Corollary 2.5. Let U be an open neighborhood of zero in Φ and let F : U → Φ be holomorphic. Then there exist operators A n ∈ L(Φ n , Φ) (n ∈ N) for which the following statements hold:
(a) For each τ ∈ T , there exists a U τ , an open neighborhood of zero in Φ that is a subset of U , such that, for all ξ ∈ U τ ,
where the series on the right-hand side of formula (2.19) converges in the H τ space.
Proof. Let τ ∈ T . Since Φ ⊂ H τ , we may consider F as a function from U into H τ . Since F : U → Φ is holomorphic, the function F : U → H τ is also holomorphic. So we may apply Proposition 2.2 with G = H τ . Hence, there exist a U τ , an open neighborhood of zero in Φ that is a subset of U , τ ∈ T , and operators 20) and for some
does not depend on the choice of τ , and furthermore A n ϕ (n) ∈ Φ. Thus, for each n ∈ N, we have defined a linear operator A n : Φ n → Φ. In view of the definition of the projective limit topology, we get A n ∈ L(Φ n , Φ). It is now obvious that both statements (a) and (b) about the operators A n hold.
Remark 2.6. Below we will drop the upper index τ in the notation A τ n , hence we will use the same symbol A n for all extensions of the operator
Let us now fix arbitrary operators A n ∈ L(Φ n , Φ) (n ∈ N) and consider the formal power series F : Φ → Φ given by
where F (0) is a fixed element of Φ. Note that, for a fixed ξ ∈ Φ, formula (2.22) implies
which is a formal series in powers of z with coefficients from Φ. See [10] for further details on such formal power series. Assume that the operators A n satisfy the following condition:
(2.23)
What condition (QH) requires is that τ ∈ T can be chosen independently of n and furthermore estimate (2.23) holds.
For each τ ∈ T , let τ ∈ T be as in (QH) and denote
Define an open neighborhood of zero in Φ by
As easily seen, formula (2.22) determines a holomorphic function F : B τ → H τ . Denote B := τ ∈T B τ . If there exists a U , an open neighborhood of zero in Φ, such that U ⊂ B, then the function F : U → Φ is holomorphic. However, it may happen that such an open neighborhood of zero does not exist, in particular, it may happen that B = {0}. As a result of our considerations, we give the following definition.
Definition 2.8. We will say that a formal power series F : Φ → Φ given by (2.22) is quasi-holomorphic on a neighborhood of zero if the operators A n ∈ L(Φ n , Φ) satisfy condition (QH).
By Corollary 2.5, if
U is an open neighborhood of zero in Φ and a function F : U → Φ is holomorphic, then it is also quasi-holomorphic.
3 Spaces E α min (Φ )
Let α > 0. For τ ∈ T and l ∈ N 0 := {0, 1, 2, . . . }, we denote by E α l (H −τ ) the vector space of all entire functions f : H −τ → C that satisfy
The functional n τ,l,α (·) determines a norm on E α l (H −τ ). Functions from E α l (H −τ ) are called entire on H −τ of exponential growth α and type 2 −l . We now define E α min (Φ ) as the set of all functions f : Φ → C such that the restriction of f to each Hilbert space H −τ (τ ∈ T ) belongs to E α l (H −τ ) for all l ∈ N 0 . We call E α min (Φ ) the space of (restricted-)entire functions on Φ of exponential growth α and minimal type. We endow E α min (Φ ) with the topology of the projective limit:
compare with [3, 20, 23] .
For any 0 < α < α , we obviously have
, and the embedding is continuous. So, we also define
Recall that, by Proposition 2.1, each function f ∈ E α min (Φ ) with α ≥ 0 has a representation (2.6) with ϕ (n) ∈ Φ n . We will now derive an alternative description of E α min (Φ ). Let τ ∈ T , l ∈ N 0 , and
(Note that condition (3.4) guarantees that the function f (ω) given by (3.3) is indeed entire on H −τ .) The functional · τ,l,α determines a norm on E α l (H −τ ), which makes the latter a Banach space.
Theorem 3.1. For each α > 0, the following equality of topological spaces holds: 
Lemma 3.3. Let α > 0, τ ∈ T , and p > 1. Then the following equality of topological spaces holds:
Proof. Let f (ω) be of the form (3.3). Let l ∈ N 0 and choose l ∈ N 0 such that l ≥ (l + 1)p. We have, by the Hölder inequality,
Therefore,
Lemma 3.4. Let α > 0, τ ∈ T , and l ∈ N 0 . Then there exists l ∈ N 0 such that
and the embedding operator is continuous, i.e., there exists
Proof. Let f (ω) be of the form (3.3). Let r ∈ N and p, q ∈ (1, ∞) with
Furthermore, we assume q ≥ α. Choose r ∈ N such that r ≥ rp. We get, using the Hölder inequality, (3.3), and (3.6),
For the given α > 0 and l ∈ N 0 , choose r ∈ N such that 2 l ≤ α2 rα and define l := r +1. Then, by (3.1) and (3.8), formula (3.7) holds.
Lemma 3.5. Let α > 0, τ ∈ T , and l ∈ N 0 . Let τ ∈ T be such that the operator of embedding of H τ into H τ is of Hilbert-Schmidt class. Then there exists l ∈ N 0 such that 9) and the embedding operator is continuous, i.e., there exists
. Proof of Lemma 3.5. The proof is partially similar to the proof of Proposition 2.2. Let f : H −τ → C be an entire function and, likewise the proof of Proposition 2.1, f is of the form (3.3) with τ replaced by τ . Let l ∈ N 0 . By (3.1), for all ω ∈ H −τ ,
For a fixed ω ∈ H −τ , consider the entire function
Fix n ∈ N and let ρ n > 0. By Cauchy's integral formula,
Assume ω −τ = 1. By (3.11) and (3.12),
Let now ω ∈ H −τ be arbitrary. Denoteω := ω
By using a consequence of the polarization formula, see e.g. [9, Proposition 1.8], we conclude from (3.14) that, for any ω 1 , . . . , ω n ∈ H −τ , 
Now choose
Then, inequality (3.15) becomes
We distinguish two cases. First, assume α ≥ 1, so that 1 − 1 α ≥ 0. By Stirling's formula, n n ≤ e n n!. Hence, by (3.16),
By (3.4) and (3.17), inequality (3.10) holds for a sufficiently large l . Second, assume α ∈ (0, 1), so that 1
Again, by (3.4) and (3.18), inequality (3.10) holds for a sufficiently large l .
Finally, the statement of Theorem 3.1 follows from Lemmas 3.4 and 3.5. 
4).
Corollary 3.9. Assume T = N 0 and for each τ ∈ N 0 , the Hilbert space H τ +1 is continuously embedded into H τ (equivalently, Φ is a countably-normed nuclear space). Let α ≥ 0. Then, each function f ∈ E α min (Φ ) is entire on the space Φ equipped with the inductive limit topology.
The proof of Corollary 3.9 is a modification of the proof of Theorem 3.2 in [24] . For the reader's convenience, we present a complete proof of Corollary 3.9 in the Appendix.
Sheffer sequences on Φ
In this section, we will briefly recall some of the results from paper [10] that will be used in this paper. For proofs and more details, see [10] .
Remark 4.1. It should be noted that paper [10] deals with the real Gel'fand triple
where D is the nuclear space of all smooth compactly supported functions on R d . In fact, all the results of [10] can be immediately extended to the complexification of this real Gel'fand triple. Furthermore, it is easy to see that the results of [10] that we will use in the present paper hold true for an arbitrary complex Gel'fand triple (2.4).
A function p : Φ → C is called a polynomial on Φ if
where ϕ (k) ∈ Φ k , k = 0, 1, . . . , n, n ∈ N 0 . If ϕ (n) = 0, one says that the polynomial p is of degree n. We denote by P(Φ ) the linear space of all polynomials on Φ .
We will now define a topology on P(Φ ). Let F fin (Φ) denote the topological direct sum of the nuclear spaces Φ n , n ∈ N 0 . Hence, F fin (Φ) is also a nuclear space and it consists of all finite sequences ϕ = (ϕ (0) , ϕ (1) , . . . , ϕ (n) , 0, 0, . . . ), where ϕ (k) ∈ Φ k , k = 0, 1, . . . , n, n ∈ N 0 . The convergence in F fin (Φ) means the uniform finiteness of non-zero elements and the coordinate-wise convergence in each Φ k . We define a natural bijective mapping I :
Then, a nuclear space topology on P(Φ ) is defined as the image of the topology on F fin (Φ) under the mapping I.
For each n ∈ N 0 , we denote by P (n) (Φ ) the subspace of P(Φ ) that consists of all polynomials on Φ of degree ≤ n.
is linear and continuous if and only if it is of the form
where P (n) : Φ → Φ n is a continuous mapping of the form
Assume that, for each n ∈ N 0 , P (n) : Φ → Φ n is of the form (4.1) with U n,k ∈ L(Φ k , Φ n ). Furthermore, assume that, for each n ∈ N 0 , U n,n = 1, the identity operator on Φ n . Then we call (P (n) ) ∞ n=0 a monic polynomial sequence on Φ . By the definition of a monic polynomial sequence we get
where
e., V k,n is the adjoint of the operator U n,k . Note that each P (n) (ω) ∈ Φ n is completely determined by the values
In fact, formula (4.2) implies that
be a monic polynomial sequence on Φ . Define a linear mapping S : P(Φ ) → P(Φ ) by
Then S is a linear homeomorphism.
Obviously, Proposition 4.3 immediately implies the following result.
be monic polynomial sequences on Φ . Define a linear mapping I : P(Φ ) → P(Φ ) by
Then I is a linear homeomorphism.
Let (P (n) )
∞ n=0 be a monic polynomial sequence on Φ . We say that (P (n) ) ∞ n=0 is of binomial type if, for any n ∈ N and any ω, ζ ∈ Φ ,
or equivalently
The following characterization of a polynomials sequence on Φ of binomial type through its generating function holds. 
with A k ∈ L(Φ k , Φ), k ∈ N, and A 1 = 1, the identity operator on Φ.
Remark 4.6. We note that, in Theorem 4.5, formula (4.3) is understood as an equality of formal power series. More precisely, one replaces ξ ∈ Φ with zξ, where z ∈ C, and equates the coefficients by the powers of z.
Remark 4.7. For A(ξ) as in formula (4.4), there exists a formal power series
Hence, formula (4.3) implies
be a monic polynomials sequence on Φ . We call (S (n) ) ∞ n=0 a Sheffer sequence if it has generating function
where A(ξ) is as in Theorem 4.5 and
with ρ (n) ∈ Φ n , n ∈ N, and ρ (0) = 1. The polynomial sequence of binomial type, (P (n) ) ∞ n=0 , with generating function (4.3) is called the basic sequence for the Sheffer sequence (S (n) ) ∞ n=0 . Remark 4.8. Note that formula (4.6) should also be understood through formal power series.
Remark 4.9. We refer the reader to [10] for a full characterization of Sheffer sequences. 3) and (4.6), respectively. Then, for each n ∈ N,
Furthermore, we have
with generating function (4.6) in which A(ξ) = ξ is called an Appell sequence on Φ . Thus, in this case, the polynomial sequence (
has the generating function
where ρ(ξ) is given by (4.7). Equivalently, an Appell sequence is a Sheffer sequence for which the basic sequence is (ω ⊗n ) ∞ n=0 .
Umbral and Sheffer operators
Let (S (n) ) ∞ n=0 be a Sheffer sequence on Φ . Consider the corresponding linear homeomorphim S ∈ L(P(Φ )) given by
see Proposition 4.3. Then S is called the Sheffer operator corresponding to the Sheffer sequence (S (n) ) ∞ n=0 . In the special case where (S (n) ) ∞ n=0 is of binomial type, we will denote the corresponding Sheffer operator by U and call it an umbral operator.
Remark 5.1. For a more general definition of Sheffer and umbral operators acting on P(Φ ) and properties of such operators, we refer to [11] .
The following theorem is the main result of the paper. 
where ϕ (n) ∈ Φ n , n ∈ N 0 , and the series on the right-hand side of (5.1) converges in E α min (Φ ).
(ii) Let α ∈ (0, 1] and let f ∈ E α min (Φ ) be of the form (5.1). For each τ ∈ T and l ∈ N 0 , define
Then ||| · ||| τ,l,α determines a norm on E α min (Φ ), and we denote by E Remark 5.6. Note that we do not state that, for given α ∈ (0, 1], τ ∈ T , and l ∈ N 0 , E α l,τ consists of entire functions on H −τ . Nevertheless, for a given τ ∈ T , one can find τ ∈ T and l ∈ N 0 such that E α l ,τ consists of entire functions on H −τ . Proof of Theorem 5.2. In view of definition (3.2), it is sufficient to prove the result for α ∈ (0, 1] We divide the proof of this case into several steps.
Step 1. We will first prove the result for the umbral operator U corresponding to a polynomial sequence of binomial type, (P (n) ) ∞ n=0 . By (4.3) and (4.4), we have
Hence, for n ∈ N,
Then by (5.4) and the definition of U,
where we set ϕ (n) = 0 for n ≥ N + 1. Fix τ ∈ T and l ∈ N 0 . Then, by (3.3), (3.4), and (5.5),
By (QH), there exist τ ∈ T and a constant
We evidently have, for each l ∈ N 0 ,
By (5.7) and (5.8),
. Hence, by Theorem 3.1, U extends by continuity to U ∈ L(E α min (Φ )).
Step 2. By using formula (4.5) and analogously to (5.3), (5.4), we see that
Hence, analogously to (5.5), we find, for
This implies
Analogously to (5.6)-(5.10), we now conclude that U −1 can be extended by continuity to an operator U ∈ L(E α min (Φ )). Since U = U −1 on P(Φ ), we get UU p = U Up = p for each p ∈ P(Φ ). By continuity, this implies UU f = U Uf = f for all f ∈ E α min (Φ ). Therefore, U ∈ L(E α min (Φ )) is a bijective mapping and
. Thus, the statement of the theorem (hence also the statement of Corollary 5.5) are proved in the case of a polynomial sequence of binomial type.
Step 3. Let now (S (n) ) ∞ n=0 be a Sheffer sequence and let (P (n) ) ∞ n=0 be its basic sequence.
By Corollary 2.3, there exist τ ∈ T and C 9 ≥ 0 such that the function ρ extends by continuity to a holomorphic function ρ : U τ → C, where
is an open neighborhood of zero in H τ . Furthermore, by the definition of a quasiholomorphic formal power series, there exists an open neighborhood of zero in Φ, denoted by V , such that the formal power series A(ξ) determines a holomorphic function A : V → H τ . Without loss of generality, we may assume that A(V ) ⊂ U τ . Hence, the function ρ(A(·)) : V → C is holomorphic. This also implies that 1/ρ(A(·)) is holomorphic on a neighborhood of zero.
We define S ∈ L(P(Φ )) by
Let ||| · ||| τ,l,α (τ ∈ T , l ∈ N 0 ) denote the norms on E α min (Φ ) as defined in Corollary 5.5, (ii), but associated with the polynomial sequence (
fixed. In view of (4.10) and Corollary 2.3, without loss of generality we may assume that, for some C 10 ≥ 1, we have θ
Hence, by (5.11), we get for l, l ∈ N 0 ,
for sufficiently large l ∈ N. Hence, S extends by continuity to S ∈ L(E α min (Φ )).
Step 4. Finally, using formulas (4.9) and (4.11), analogously to Steps 2 and 3, we prove that S −1 extends by continuity to a linear continuous operator on E α min (Φ ). Therefore, S ∈ L(E α min (Φ )) is a homeomorphism, hence so is S = SU. Now a natural question arises as to whether it is possible to extend the result of Theorem 5.2 to α > 1. The following proposition, which deals with the one-dimensional case only, immediately implies that this not always possible.
be a Sheffer sequence on C, and let S be the corresponding Sheffer operator. Assume that, for some α > 1, S extends by continuity to S ∈ L(E α min (C)). Denote by
the generating function of (s n ) ∞ n=0 . Then, for all (u, z) ∈ C 2 , the series on the righthand side of (5.13) converges in C, and G :
be a polynomial sequence on C of binomial type, and let U be the corresponding umbral operator. Then, for each α > 1, U cannot be extended by continuity to U ∈ L(E α min (C)), unless p n (z) = z n (in which case U is the identity operator).
Proof. (i) Fix u ∈ C and define exp u (z) := e uz = ∞ n=0 14) and the series converges in E α min (C), in particular, it converges point-wise. Note that G(u, ·) ∈ E α min (C), in particular, G(u, ·) is an entire function on C. Furthermore, by (5.14), for each fixed z ∈ C, G(·, z) is an entire function on C. Hence, to prove that G : C 2 → C is an entire function, it suffices to show that G is continuous. Let (u k ) ∞ k=1 be a sequence in C and lim k→∞ u k = u. This implies exp u k → exp u in E α min (C) as k → ∞. By (5.14) and the continuity of S on E α min (C), we conclude that
is an entire function on C. By Remark 5.4 and the continuity of U, there exists
(we obviously dropped τ from the notation · τ,l,α ). Therefore,
As easily seen, there exists a constant C 13 > 0 such that Because a(u) is an entire function, a(0) = 0 and a (0) = 1, formula (5.19) implies that a(u) = u.
In the case of an Appell sequence, we will now find a sufficient condition for the corresponding Sheffer operator S to extend by continuity to a linear self-homeomorphism of E α min (Φ ) for α > 1. So let (S (n) ) ∞ n=0 be an Appell sequence. In this case, formulas (4.8), (4.9) become
where 20) and
be an Appell sequence with generating function (4.13), and let β ∈ (1, ∞). Assume that there exist τ ∈ T and a constant C 14 ≥ 1 such that
where θ (n) and ρ (n) are given by (5.20) and (4.7), respectively (see also (4.12)). Then, for each α ∈ [0, β], the corresponding Sheffer operator S ∈ L(P(Φ )) extends by continuity to a linear homeomorphism of E Proof of Theorem 5.8. Note that, when β is increasing, the right-hand side of the inequalities (5.21) is decreasing. Therefore, it is sufficient to prove the statement of the theorem only for the space E α min (Φ ) when α = β. To this end, we just need to slightly modify Steps 3 and 4 of the proof of Theorem 5.2. We will use the notations from that proof. So, analogously to (5.12), we obtain
where C 15 < ∞ for a sufficiently large l ∈ N 0 . Hence, S extends by continuity to S ∈ L(E α min (Φ )). The rest of the proof is similar to Step 4 of the proof of Theorem 5.2.
Let us now apply our results to the finite-dimensional setting. Let d ∈ N and choose
In particular, the index set T contains only one element. Note also the result from the multivariate complex analysis that is recalled in Remark 5.3. Hence, we get the following corollary. 
be an Appell sequence on C d with generating function (4.13). Assume that there exist β ∈ (1, ∞) and a constant C 16 ≥ 1 such that 
Examples
We will now consider several examples of application of our results.
Hermite polynomials on
be a symmetric, strictly positive linear operator. Let µ denote the centered Gaussian measure on R d with correlation operator C:
We extend C by linearity to a linear operator on C d , and consider the entire function ρ :
be the corresponding Appell sequence on C d with generating function (4.13). Then (S (n) ) ∞ n=0 is a sequence of multivariate Hermite polynomials. In particular, for any m, n
where δ m,n is the Kronecker symbol, see e.g.
By (6.1) and (6.3),
and similarly
It easily follows from (6.4) and (6.5) that the functions ρ(ξ) and 1/ρ(ξ) satisfy condition 
Infinite dimensional Hermite polynomials
The above considerations related to the multivariate Hermite polynomials admit a straightforward generalization to the case of a general Gel'fand triple (2.4). Let τ ∈ T and let C ∈ L(H τ,R , H −τ,R ) be such that, for each ξ ∈ H τ,R , ξ = 0, we have Cξ, ξ > 0. Let µ denote the Gaussian measure on Φ R (equipped with the cylinder σ-algebra) with correlation operator C:
(see e.g. [3, Chapter 2, Section 1.9]). Similarly to Subsection 6.1, we define an entire function ρ : Φ → C by formula (6.1). Let (S (n) ) ∞ n=0 be the corresponding Appell sequence on Φ with generating function (4.13). Then (S (n) ) ∞ n=0 is a sequence of Hermite polynomials on Φ . In particular, for any m, n
Consider the continuous bilinear form Cξ 1 , ξ 2 on H 2 τ . Let τ ∈ T be such that H τ ⊂ H τ and the embedding operator is of Hilbert-Schmidt class. Then, by the kernel theorem, there exists∆ ∈ H ⊗2 −τ such that formula (6.2) holds for all ξ 1 , ξ 2 ∈ H τ . Let ∆ ∈ H 2 −τ denote the symmetrization of∆. In particular, for all ξ ∈ Φ, formula (6.3) holds. Hence, analogously to Subsection 6.1, we conclude from Theorem 5.8, that, for each α ∈ [0, 2], the corresponding Sheffer operator S extends by continuity to a linear self-homeomorphism of E α min (Φ ). For α = 2, this result was shown in [3, Chapter 2, Section 5.4] and, in the case of the standard Gaussian measure (C = 1), it is a fundamental result of (Gaussian) white noise analysis, see also [26, 27, 30] . It gives an internal description of the space of test functions whose dual space is called the space of Hida distributions. For α = 1 and C = 1, this result was shown in [20, Theorem 9] . In this case, it gives an inner description of the space of test functions whose dual space is nowadays called the space of Kondratiev distributions.
Lifted Sheffer sequences
. By the nuclear space Φ we will now understand either D, the space of all complexvalued smooth functions on R d with compact support, or S, the Schwartz space of complex-valued rapidly decreasing smooth functions on R d . Let us briefly recall their construction.
Let T denote the set of all pairs (m, ϕ) with m ∈ N 0 and ϕ
Define S R := proj lim τ ∈ T H τ,R . Then D and S are the complexification of D R and S R , respectively. Both spaces D and S are nuclear, while S is additionally countablynormed. See [5, Chapter 14, Subsec. 4.3] for details. Let us now briefly recall the construction of lifting of a Sheffer sequence on C to a Sheffer sequence on Φ = D or S , see [10] for details. For each k ∈ N, we define an operator
(D 1 being the identity operator on Φ). In particular, for ξ ∈ Φ, we get
be a Sheffer sequence on C with generating function (1.1). We write the generating function in the form
where c(u) := log r(u) and λ(u) := −c(a(u)). We write a(u) = ∞ k=1 a k u k with a 1 = 1 and
be a Sheffer sequence on Φ . We say that (S (n) ) ∞ n=0 is the lifting of the Sheffer sequence (s n ) ∞ n=0 if the generating function of (S (n) ) ∞ n=0 is of the form
In view of formulas (6.7), (6.8), we get
But this, in turn, implies that, for any
Note also, that for any f 1 , f 2 , . . . , f k ∈ Φ (Φ = D or S), we have
and so
Let τ from T or T be such that H τ ⊂ H τ and the embedding operator is of HilbertSchmidt class. Now the statement of the lemma follows from the kernel theorem, analogously to the derivation of formula (2.14) in the proof of Proposition 2.2.
We can now finish the proof of Proposition 6.1. The function a(u) = ∞ k=1 a k u k is holomorphic on a neighborhood of zero in C. Hence, there exists a constant
Hence, by Lemma 6.3, for each τ from T or T , there exist τ from T or T , respectively, and a constant
By (6.7), this implies that the formal power series A(ξ) is quasi-holomorphic on a neighborhood of zero.
Let b(u) = ∞ k=1 b k u k be the compositional inverse of a(u). Note that b(u) is holomorphic on a neighborhood of zero. As easily seen, the formal power series
is the compositional inverse of A(ξ). We analogously conclude that B(ξ) is quasiholomorphic on a neighborhood of zero. Finally, since r(u) is holomorphic on a neighborhood of zero and r(0) = 1, the function c(u) is holomorphic on a neighborhood of zero. Therefore, the formal power series
k is quasi-holomorphic on a neighborhood of zero. By (6.8), this implies that the function ρ(ξ) = exp[C(ξ)] is holomorphic on a neighborhood of zero.
Let us now present several examples of lifted Sheffer sequences that are important for different applications of infinite dimensional analysis, and that satisfy the assumption of Proposition 6.1. For more details and references, see [10] .
Example 6.4 (Falling and rising factorials on Φ ). The falling factorials form the sequence of monic polynomials on C of binomial type that are explicitly given by
The generating function of the falling factorials is
The corresponding lifted polynomial sequence on Φ of binomial type has the generating function
Similarly, the rising factorials on C form the sequence of monic polynomials on C of binomial type that are explicitly given by
and their generating function is
The corresponding rising factorials on Φ are of binomial type and have the generating function
Remark 6.5. In the theory of point processes, the so-called K-transform is utilized to define the correlation measure of a point process, see e.g. [17] . This operator transforms functions defined on the space of finite configurations into functions defined on the space of infinite configurations in R d . In fact, the K-transform can also be understood as the umbral operator U corresponding to the falling factorials on Φ . Under this interpretation, the statement that the umbral operator U extends to a linear selfhomeomorphism of E 1 min (Φ ) becomes a stronger result than Theorem 5.1 in [19] . Example 6.6 (Charlier polynomials on Φ ). The classical Charlier polynomials on C (or rather R) is a Sheffer sequence with generating function In particular, for k = −1, this sequence is of binomial type. For k = 0, these polynomials are orthogonal with respect to the gamma random measure on R d .
Remark 6.8. Note that, in view of Proposition 5.7, for all the Sheffer polynomials on C appearing in Examples 6.4-6.7, the corresponding Sheffer operator S cannot be extended to S ∈ L(E α min (C)) with α > 1.
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Appendix: Proof of Corollary 3.9
Let f ∈ E α min (Φ ). Obviously, the function f : Φ → C is Gâteaux holomorphic on Φ . Hence, it suffices to prove that f is continuous. To this end, we will modify (or rather generalize) the proof of Proposition 2.2 in [24] , which is used to prove Theorem 3.2 in that paper.
Recall that we assume that T = N 0 , and for each τ ∈ N 0 , the Hilbert space H τ +1 is continuously embedded into H τ . Without loss of generality, we may also assume that, for each τ ∈ N 0 and ϕ ∈ H τ +1 , 2 ϕ τ ≤ ϕ τ +1 .
(A.1)
For each l, τ ∈ Z and β ∈ R, we define a weighted Fock space F Hence, we set ψ n,j := 
