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Abstract
We obtain a geometrical condition on vacuum, stationary, asymptotically flat
spacetimes which is necessary and sufficient for the spacetime to be locally iso-
metric to Kerr. Namely, we prove a theorem stating that an asymptotically flat,
stationary, vacuum spacetime such that the so-called Killing form is an eigenvec-
tor of the self-dual Weyl tensor must be locally isometric to Kerr. Asymptotic
flatness is a fundamental hypothesis of the theorem, as we demonstrate by writ-
ing down the family of metrics obtained when this requirement is dropped. This
result indicates why the Kerr metric plays such an important role in general rel-
ativity. It may also be of interest in order to extend the uniqueness theorems of
black holes to the non-connected and to the non-analytic case.
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1 Introduction
The Kerr metric is of fundamental importance in general relativity. Its relevance comes
mainly from the uniqueness theorem for black holes, which states that, under rather
general conditions, the Kerr spacetime is the only asymptotically flat, stationary, vac-
uum black hole. Therefore, the Kerr metric describes the exterior endstate of any
sufficiently massive collapsing isolated system which obeys the cosmic censorship con-
jecture (assuming that some equilibrium state is reached). Despite its importance,
a clear understanding of why the Kerr metric is so special remains incomplete. In
comparison, the Schwarzschild metric has nice uniqueness properties like Birkhoff’s
theorem or the conformal flatness of the hypersurfaces of constant static time (this
second property characterizes Schwarzschild among static, asymptotically flat, vacuum
spacetimes).
Obtaining a similar characterization for the Kerr metric has interest not only in
order to understand better the Kerr metric but also in order to try and generalize
the black hole uniqueness theorem. Indeed, the known proofs for this theorem (in the
non-static case) require hypotheses which are too strong both from the mathematical
and from the physical point of view. First of all, connectedness of the event horizon
(i.e. the existence of a single black hole) is a fundamental hypothesis. Dropping this
condition is necessary in order to exclude the existence of an equilibrium configuration
containing several black holes. In the static case, the non-connected case was solved
by G. L. Bunting and Masood-ul-Alam [1] by exploiting the conformal flatness of the
static slices of the Schwarzschild spacetime. Another requirement in the existing proofs
is the analyticity of the metric and of the event horizon (see Chrus´ciel [2]), which is
clearly a very strong and little justified assumption. Analyticity is used in order to
apply the Hawking rigidity theorem [3] which proves the existence of a second Killing
vector. Since this is an early step in the proof, relaxing the analyticity condition would
probably force a completely new approach to the problem. Although the black hole
uniqueness theorem is generally believed to be true when these two conditions are re-
laxed, few results in this direction are known at present (see, however, Weinstein [4],
[5] for some progress in the non-connected case). We believe that obtaining a suit-
able characterization of the Kerr metric among stationary, asymptotically flat, vacuum
metrics would be an important step forward in this problem.
Recently, using a characterization of the Kerr metric in terms of the so-called Simon
tensor [6] in the manifold of trajectories, we have been able [7] to find the following
geometric characterization of the Kerr metric. Let us consider the class of vacuum
spacetimes admitting a Killing vector (with no restriction on its causal character). From
the Killing vector ~ξ, we construct the so-called Killing form Fαβ ≡ ∇αξβ+ i2ηαβλµ∇λξµ
(ηαβλµ is the volume form) and the Ernst potential χ ≡ λ − iω where λ = −ξαξα
and ∇αω = ηαβµνξβ∇µξν (ω and hence χ are defined only locally). Fαβ is a self-dual
2-form, i.e. it satisfies F ⋆ = −iF where ⋆ is the Hodge dual operator. On the other
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hand, we consider the self-dual Weyl tensor from the right Cαβλµ ≡ Cαβλµ+ i2ηλµρσC ρσαβ
viewed as a symmetric tensor in the space of self-dual two forms (as is usually done
in obtaining the Petrov type of a spacetime, see e.g. [8]). Thus, we have at hand two
geometrical objects which are, in general, unrelated to each other. The theorem in
[7] states, roughly speaking, that the Kerr metric is characterized by the appropriate
“matching” of these two objects. More precisely,
Theorem 1 Let (M, g) be a smooth, vacuum spacetime admitting a Killing vector ~ξ.
Let the Killing form be defined as above and let M satisfy
1. There exists a non-empty region Mf where F2 ≡ FαβFαβ 6= 0.
2. The Killing form and the Weyl tensor are related by
C
αβ
γδ = H
(
F
αβ
F γδ − 1
3
I
αβ
γδF
2
)
(1)
where Iαβγδ is the identity on the space of self-dual 2-forms and H is a scalar
function.
Then, there exist two complex constants l and c such that H = −6/(c− χ) and F 2 =
−l(c− χ)4.
If, in addition, c = 1 and l is real and positive, then (M, g) is locally isometric to
the Kerr spacetime.
In reference [7], this theorem was stated in a different form. There, the hypotheses
included asymptotic flatness of the spacetime and the vanishing of the so-called space-
time Simon tensor. However, as it was noticed at the end of Remark 1, asymptotic
flatness was used only in order to prove Lemma 5 in that paper, which just fixes the
value of two complex constants. On the other hand, the vanishing of the spacetime
Simon tensor can be replaced by hypothesis 2 above by virtue of lemma 4 in [7]. It is
easy to see that theorem 1 holds following essentially the same steps as in the proof
of the theorem stated in [7]. We have preferred to state the theorem in this new form
in order to emphasize that asymptotic flatness plays no role in the characterization of
Kerr obtained in [7] (i.e. the characterization is purely local). If asymptotic flatness is
imposed on (M, g) then condition 1 in the theorem can be dropped and the constants
l and c appearing in condition 2 are fixed automatically to its values c = 1 and l > 0
by a suitable rescaling of the Killing vector.
Theorem 1 characterizes Kerr in a neat and geometrical way. However, it is “too
local” for our purposes. Indeed, the condition of asymptotic flatness on the spacetime
is of fundamental importance in the proof of the black hole uniqueness theorem (if this
condition is dropped, then the uniqueness of the Kerr black hole is not true). On the
other hand, the characterization of Kerr in theorem 1 does not use asymptotic flatness
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at all. This suggests very strongly that asymptotic flatness has not been exploited in
its full extent in order to characterize the Kerr metric among stationary, vacuum and
asymptotically flat spacetimes. It is plausible to believe that by employing asymptotic
flatness in a more essential way, the geometric condition (1) involving the Weyl tensor
and the Killing form can be relaxed significantly. In that case, we would certainly be
in a better position for generalizing the black hole uniqueness theorems.
In this paper we present a generalization of Theorem 1 along these lines. The main
theorem in this paper is described in the next subsection, while its proof is left for the
following sections.
1.1 Main result and discussion
The first task to consider is trying to guess which condition should replace (1). To do
that let us describe in some more detail the geometric content of (1). An arbitrary
self-dual 2-form like Fαβ can be algebraically classified by analyzing its associated
eigenvalue problem. At points where Fαβ is regular (i.e. F
2 6= 0), there exist two
principal null directions defined as the real eigenvectors of Fαβ, i.e.
F
α
βl
β ∝ lα. (2)
At points where Fαβ is singular (i.e F
2 = 0 with Fαβ 6= 0) there exists one prin-
cipal null direction. Similarly, the Petrov classification of the Weyl tensor is the al-
gebraic classification of the endomorphism of the space of self-dual 2-forms defined
by C (X )αβ = C
µν
αβ X µν . There exist four principal null directions of the Weyl ten-
sor (which degenerate when the Weyl tensor is algebraically special). A repeated
principal null direction of the Weyl tensor is a non-zero null vector field ~l satisfying
Cαβγδl
βlδ ∝ lαlγ. The Petrov classification of a Weyl tensor satisfying (1) is very sim-
ple. The Petrov type is D whenever HF2 6= 0, N when H 6= 0, F2 = 0 and 0 when
H = 0. Moreover, at points where Fαβ is regular, each principal null direction of Fαβ
is a double principal null direction of the Weyl tensor (this is an alternative way of
writing down the characterization of Kerr given in Theorem 1). So, Theorem 1 in-
volves a condition on the Weyl tensor that already determines its Petrov type. This is
a strong local condition. We would like to generalize it so that the Petrov type remains
undetermined. A possible way of doing this is by demanding
C
αβ
γδF
γδ ∝ Fαβ. (3)
This condition is obviously satisfied by (1) but it is much weaker than (1). Indeed,
while condition (1) restricts the full form of the Weyl tensor in the spacetime (and
therefore imposes strong conditions on the Petrov type), condition (3) demands just
that the Killing form is an eigenvector of the self-dual Weyl tensor. A priori, this
condition does not restrict the Petrov type of the spacetime whatsoever. Moreover,
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the essence of condition (1) (i.e. that the two geometrical objects Fαβ and Cαβγδ
“match” together) is retained. This indicates that (3) may be the generalization we
are seeking. The main objective of this paper is proving the validity of this result. The
precise theorem we prove is
Theorem 2 Let (M, g) be a smooth, vacuum spacetime with the following properties
1. (M, g) admits a Killing field ~ξ such that its Killing form Fαβ is an eigenvector
of the self-dual Weyl tensor Cαβγδ
C
αβ
γδF
γδ ∝ Fαβ. (4)
2. (M, g) contains a stationary, asymptotically flat four-endM∞, ~ξ tends to a time
translation at infinity in M∞ and the Komar mass of ~ξ in M∞ is non-zero.
Then (M, g) is locally isometric to a Kerr spacetime.
Remark 1. A stationary asymptotically flat four-end is an open submanifold
M∞ ⊂ M diffeomorphic to I ×
(
R
3 \B(R)
)
, (I ∈ R is an open interval and B(R)
is a closed ball of radius R), such that, in the local coordinates {t, xi} defined by the
diffeomorphism, the metric satisfies
|gµν − ηµν |+ |r∂igµν | ≤ Cr−α, ∂tgµν = 0
where C, α are positive constants, r =
√∑
(xi)2 and ηµν is the Minkowski metric.
Usually, the definition of asymptotically flat four-end requires I = R but we do not
need this restriction. The Einstein field equations together with the existence of a
timelike Killing vector force α ≥ 1 (Kennefick and O´ Murchadha [9]). Then, it is
well-known (see e.g. [10]) that the metric in the asymptotic region can be written in
the form
g00 = −1 + 2M
r
+O(r−2), g0i = −ǫijk 4S
jxk
r3
+O(r−3), gij = δij +O(r
−1), (5)
where M is the Komar mass [11] of ~ξ in the asymptotically flat end M∞ (and hence
non-zero by assumption) and ǫijl is the alternating Levi-Civita symbol.
Remark 2. The Kerr spacetime is understood to be the maximal analytic extension
of the Kerr metric, as described by Boyer and Lindquist [12] and Carter [13]. An
element of the Kerr family will be denoted by (MM,a, gM,a), where M denotes the
Komar mass and a the specific angular momentum. The particular case when a = 0
corresponds to the Kruskal extension of the Schwarzschild spacetime.
Remark 3. The conclusion of the theorem is that (M, g) is locally isometric to the
Kerr spacetime. This concept is standard; it means that for any point p ∈ M, there
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exists an open neighbourhood Up of p which is isometrically diffeomorphic to an open
submanifold ofMM,a. Despite the fact that the characterization of Kerr in the theorem
involves a local condition (4) and a global condition (asymptotic flatness), we should
not expect in principle that the local isometry extends to an isometric embedding of
(M, g) into (MM,a, gM,a). The reason is that there may exist suitable identifications
in the Kerr spacetime that define a spacetime which is still asymptotically flat in the
sense we are using (and the local condition 1 would obviously be still satisfied). Let
us emphasize, however, that Theorem 2 is “semi-local” because the existence of the
local isometry is shown everywhere. Actually, showing that the result holds everywhere
constitutes a substantial part of the proof.
While the methods in the proof of Theorem 2 are similar to those in Theorem 1
the complexity of the proof increases notably. The reason is, of course, that the local
assumptions are now much weaker and instead asymptotic flatness must be exploited in
a stronger way. In particular, the local condition (4) does not restrict the Petrov type
and several cases must be analyzed. Moreover, the interplay between different regions
where the Petrov type may change requires special care. We refer to Hall [14] (see also
[15] for a generalization to other continuous endomorphisms) for general restrictions
on the regions with different Petrov types.
Our main objective in this paper is obtaining a characterization of the Kerr metric
among stationary, vacuum, asymptotically flat spacetimes which uses the asymptotic
properties in a fundamental way. To show that Theorem 2 achieves this, we will prove
the theorem trying to separate the use of the local conditions from the use of asymptotic
flatness. This will be particularly so in Proposition 2 below where the local condition 1
is imposed but asymptotic flatness is not used at all. This proposition gives, essentially,
the local form of the metric on the region where the Petrov type is II (or D or 0). This
family of metrics is rather large and contains arbitrary functions in general. This shows
that the local condition 1 is weak (it is fulfilled by a large family of metrics) and only
when combined with asymptotic flatness gives a characterization of Kerr. We consider
it difficult to relax further the local condition 1 and still maintain the conclusion of
the theorem. So, in some sense, asymptotic flatness has been exploited “as much as
possible” to characterize Kerr. An eventual proof of the black hole uniqueness theorem
would require exploiting the existence of a regular black hole in order to try and prove
that the local condition 1 holds. This problem is under current investigation.
The paper is organized as follows. In section 2, we introduce our notation and write
down several identities which are valid on any vacuum spacetime admitting a Killing
vector ~ξ. These identities and definitions will be used thoroughly in this paper. We
also write down some of the consequences of (4) and discuss the different possibilities
for the Petrov type at points where F2 6= 0.
The strategy of the proof consists in defining first an open, connected and asymp-
totically flat subset Mf ⊂ M where F2 6= 0 everywhere and restricting the analysis
to
(
Mf , g|Mf
)
. The bulk of the proof is showing that the conclusion of the theorem
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holds on Mf . Afterwards, we prove that Mf = M. In section 3, we show that the
region Mf must be of Petrov type II, D or 0 (thus excluding Petrov types III, N and
I onMf). Actually, Petrov type III is easily seen to be incompatible with (4) onMf ,
so only Petrov types N and I must be studied. Petrov type N is dealt with easily but
excluding Petrov type I requires a rather involved argument that already uses several
properties of asymptotic flatness. In section 4 we analyze in detail the Petrov type II
(and its particularization to Petrov type D). First we find the local form of the metric
when the condition of asymptotic flatness is dropped. As discussed above, the resulting
family of metrics is rather large . The remaining part of section 4 is devoted to show
that
(
Mf , g|Mf
)
is locally isometric to Kerr. Finally we prove that Mf =M.
Before starting with the details, let us make two final comments. First, the proof of
the theorem uses, obviously, the Einstein vacuum equations extensively. Since our local
condition 1 involves directly the Weyl tensor, it turns out that the Newman-Penrose
(NP) formalism is well-adapted to the proof. However, using such a formalism requires
some care because we are not assuming analyticity of the spacetime and therefore
adapting the null tetrad so that some spin coefficients vanish requires an existence
proof which may be difficult. So, we will avoid adapting the tetrad except when this
existence issue is easily solved. Second, since the null tetrads in the NP formalism are
defined only locally (i.e. in a suitable neighbourhood of each point) we write explicitly
the domain of validity of the expressions involved (sometimes we indicate this domain
in the text immediately before the formulas). This makes the exposition more precise
but forces a slightly cumbersome notation. For the sake of clarity we have collected
the various definitions that we need, even though they may not be used immediately.
These definitions appear at the end of sections 3 and 4 and they should be looked at
for reference.
2 Notation, definitions and basic equations.
A Cn spacetime denotes a paracompact, Hausdorff and connected Cn+1 four-dimensio-
nal manifold endowed with a Cn metric of signature (−1, 1, 1, 1). Smooth means C∞.
In this paper, all spacetimes are assumed to be oriented with metric volume form ηαβγδ.
The conventions and notation for the Riemann and Ricci tensors follow [3]. Throughout
this paper (M, g) will denote a spacetime satisfying the hypotheses of Theorem 2. The
norm and twist of the Killing vector ~ξ are defined as λ = −ξαξα and ωα = ηαβγδξβ∇γξδ
respectively. As mentioned in the introduction, it is convenient to employ self-dual
2-forms, which are complex 2-forms B satisfying B⋆ = −iB, where ⋆ is the Hodge
dual operator. In particular, the 2-form F αβ = ∇αξβ and the so-called Killing form
Fαβ ≡ F αβ + iF ⋆αβ (which is self-dual by definition) will play a fundamental role. The
Ernst one-form is defined as χµ ≡ 2ξαFαµ = ∇µλ− iωµ.
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From the Killing equations ∇αξβ +∇βξα = 0 it follows ∇µ∇αξβ = ξνCνµαβ , where
Cαβγδ is the Weyl tensor. Consequently, we have
∇µFαβ = ξνCνµαβ , (6)
where Cνµαβ ≡ Cνµαβ + i2ηαβρσC ρσνµ is the so-called self-dual Weyl tensor from the
right. In vacuum, this tensor is a double symmetric, 2-form, trace-free and satisfies
the first and second Bianchi identities Cα[βγδ] = 0, ∇νCνµαβ = 0. Using well-known
identities involving self-dual 2-forms (see e.g. [7] for a brief summary) we easily find
χαχ
α = −λF2, ∇αχβ −∇βχα = 0, ∇αχα = −F2, (7)
where F2 ≡ FαβFαβ. The second expression shows that the Ernst one-form is closed
and hence locally exact. Similar, although longer calculations, allow us to establish the
following two identities, which will be useful in the following
∇µF2 = 2ξνCνµαβFαβ , (8)
∇α∇αF2 = −CαβλµFαβFλµ − λ
2
CαβλµC
αβλµ. (9)
Let us now define the subset Mˆf = {q ∈M ;F2|q 6= 0}. Since by assumption ~ξ tends
to a time translation at infinity, ~ξ can be normalized without loss of generality so that
λ→ 1 at the asymptotically flat endM∞. Then, the asymptotic form of the metric in
M∞ (see Remark 1 after Theorem 2) implies F2 = −4M2/r4 +O (r−5) which implies
that Mˆf is not empty (the Komar mass M is non-zero by hypothesis). Thus, we can
assume (perhaps after restricting M∞ to a proper subset) thatM∞ ⊂ Mˆf and hence
the spacetime (Mf , gf) can be defined as the connected component of Mˆf containing
M∞, with the induced metric. The scalar product of two vectors ~u and ~v on (Mf , gf)
will be denoted simply by (~u,~v).
By definition, the complex function F2 does not vanish anywhere on Mf . Let
us consider the eigenvalue problem FαβV
β ∝ Vα with V α real (so, we are actually
considering two different eigenvalue problems, namely the real and the imaginary parts
of the previous one). At points where Fαβ is regular (i.e. F
2 6= 0) this eigenvalue
problem is known to have two simple eigenvalues f and −f satisfying f 2 = −F2/4 (this
being a direct consequence of FµβF
β
ν = (1/4)gµνF
2, which is a standard property of
a self-dual 2-form). Moreover, simple roots of a polynomial depend smoothly on the
polynomial coefficients (see e.g. [16]). The characteristic polynomial of the eigenvalue
problem FαβV
β ∝ Vα (resp. F⋆αβV β ∝ Vα ) is biquadratic and has exactly two real
simple roots (whenever F2 6= 0) which correspond to the real (resp. imaginary) parts
of f and −f . Consequently f and −f depend smoothly on the coefficients of Fαβ and
therefore are smooth functions on Mf (this fact is not obvious a priory because Mf
need not be simply connected and therefore the square root ofF2 might not be globally
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defined in Mf). Let us also call ~k and ~l the two corresponding real eigenvectors, i.e.
Fαβk
β = fkα and Fαβl
β = −flα. These vectors are null and can be normalized,
without loss of generality, so that
(
~l,~k
)
= −1. Using the fact that Fαβ is self-dual we
can write
Fαβ|Mf = f
(
−kαlβ + kβlα − iηαβγδkγlδ
)∣∣∣
Mf
=⇒ (10)
χβ|Mf = 2f
[
−
(
~ξ,~k
)
lβ +
(
~ξ,~l
)
kβ − iηαβγδξαkγlδ
]∣∣∣
Mf
. (11)
This expression shows, in particular, that ~k and ~l are smooth vector fields on Mf .
A simple consequence of the first equation, together with the fact that £~ξFαβ = 0
(where £ denotes Lie derivative) and
(
~k,~l
)
= −1, is
[
~ξ,~k
]
= C1~k
∣∣∣
Mf
,
[
~ξ,~l
]
= −C1~l
∣∣∣
Mf
. (12)
where C1 is a smooth function on Mf . Let us define the self-dual 2-form W αβ |Mf ≡
f−1Fαβ |Mf which obviously satisfies W αβW αβ = −4. The space of self-dual 2-forms
at any point q ∈ Mf is a complex three-dimensional vector space. We can there-
fore complete W |q with two self-dual 2-forms U |q and V |q such that (U ,V ,W )|q
forms a basis. Furthermore, it is well-known that U |q and V |q can be chosen so that
UαβV
αβ|q = 2 and all the remaining contractions vanish. This choice of U and V
can be made locally smooth (i.e. given any point q ∈ Mf there exists an open neigh-
bourhood of q where U and V are smooth) but this choice may not exist globally
on Mf . So, all the expressions involving U and V should be understood to hold in
a neighbourhood of each point in Mf . Since Cαβγδ is a double, symmetric, self-dual
2-form, it can be expanded in this basis. The hypothesis 1 of the theorem implies the
existence of a function Ψ2 onM defined by CαβγδF γδ = −8Ψ2Fαβ (i.e. the eigenvalue
corresponding to the eigenvector Fαβ). Since 8Ψ2F
2 = −CαβγδFαβFγδ and F2 is
non-zero on Mf it follows that Ψ2 is smooth on Mf . Using the symmetries of Cαβγδ
we obtain the decomposition
Cαβγδ|Mf = 2Ψ0UαβU γδ + 2Ψ4V αβV γδ + 2Ψ2 (W αβW γδ +UαβV γδ + V αβU γδ)|Mf ,(13)
where Ψ0 and Ψ4 are locally smooth complex functions (i.e. they are smooth on
the same neighbourhood where (U ,V ,W ) is a smooth basis). The complex scalar
CαβγδC
αβγδ|Mf = 32(Ψ0Ψ4 + 3Ψ22)|Mf is obviously smooth everywhere and therefore
Ψ0Ψ4 is also a global smooth function on Mf . Let us now write down the identities
(8), (9) on Mf . In terms of f , (8) becomes simply
∇αf = Ψ2
f
χα
∣∣∣∣∣
Mf
, (14)
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which implies χ[α∇β]Ψ2|Mf = 0 because χα is a closed one-form. Since χα cannot van-
ish identically on any non-empty open subset of Mf (otherwise the third equation in
(7) would imply F2 = 0 which cannot happen onMf) it follows ∇αΨ2|Mf = G1χα|Mf
for some smooth complex function G1. Inserting this expression into (9) a short calcu-
lation gives us an explicit expression for G1, namely G1|Mf = (2f 2)−1(Ψ0Ψ4+3Ψ22)|Mf .
It turns out to be convenient to define a complex one-form Pα = (2f)
−1χα which will
be used thoroughly from now on. Notice that (14) implies that Pα is closed and hence
locally exact. In terms of Pα, the expressions discussed above take the form
χα = 2fPα|Mf , ∇αf = 2Ψ2Pα|Mf , ∇αΨ2 =
1
f
(
Ψ0Ψ4 + 3Ψ
2
2
)
Pα
∣∣∣∣∣
Mf
,
Pβ = −
(
~ξ,~k
)
lβ +
(
~ξ,~l
)
kβ − iηαβγδξαkγlδ
∣∣∣
Mf
. (15)
As discussed in the introduction, we will need to work on different subsets of Mf to
prove the theorem. The relevant definitions are
M1 = {p ∈Mf ; Ψ2|p = 0} , M2 = {p ∈Mf ; Ψ2|p 6= 0 and Ψ0Ψ4|p 6= 0} ,
M3 = {p ∈Mf ; Ψ2|p 6= 0 and Ψ0Ψ4|p = 0} . (16)
By definition, these three sets are a partition of Mf . A simple analysis of the Petrov
types compatible with the Weyl tensor (13) on Mf shows that Petrov type III is
impossible. The points where the Petrov type is N are contained in M1, the points
where the Petrov type is I are contained inM1 ∪M2 and the Petrov type onM3 is II
(or D wherever Ψ0 = Ψ4 = 0).
Given any subset U of Mf we will denote its interior in the topology of Mf by
o
U
(occasionally we will also use int (U)). The topological boundary of U is denoted by
∂U .
To conclude this section we introduce a concept that will be useful later in order to
write down several lemmas in a more compact form.
Definition 1 An open subset U ⊂ Mf will be called spatially bounded with re-
spect to M∞ if there exists an asymptotically flat, open, submanifold Mˆ∞ ⊂ M∞
such that U ∩ Mˆ∞ = ∅.
3 Excluding Petrov type I and N on Mf .
Let us start by proving two simple lemmas
Lemma 1 Let (Mf , gf) be constructed as in section 2. Then, the set of points {q ∈
Mf ; ∇αλ|q = 0} has empty interior.
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Proof: Assume that there exists a non-empty open set U ⊂ Mf where ∇αλ vanishes
identically. From the third identity in (7) it follows that F2 is purely imaginary. Then,
the first identity in (7) reads ωαω
α|U = λF2|U which immediately implies λ|U = 0 and
ωαω
α|U = 0. Since ξαωα = 0 everywhere and using the fact that the set of zeros of a
Killing vector has empty interior [17], it follows that there exists a smooth function S
on U such that ωα = Sξα|U . Using ~ξ (S) = 0, which follows from £~ξωα = 0, the third
identity in (7) implies
∇αχα = −i (ξα∇αS + S∇αξα) = 0 = −F2,
which is impossible on U ⊂Mf . ✷
Lemma 2 Let (M, g) be a spacetime satisfying the hypotheses of Theorem 2 and let
Mf and
oM1 be defined as in section 2. Then, the set
oM1 is spatially bounded with
respect to M∞.
Proof:
oM1 is open by definition. If
oM1 is empty the statement is trivial. If
oM1 is non-
empty, then equation (14) shows that f and hence F2 are constant on each connected
component of
oM1. As we discussed above, the asymptotic form of the metric in the
asymptotically flat end M∞ implies F2 = −4M2/r4 + O(r−5). Hence, there exists
an asymptotically flat open submanifold Mˆ∞ where ∇αF2 is nowhere zero. Thus
oM1 ∪Mˆ∞ = ∅ and the lemma is proven. ✷.
Take now an arbitrary point p ∈Mf and choose an open, connected neighbourhood
Up of p where the basis (U ,V ,W ) can be chosen smoothly. It is well-known [18] that
there exists a smooth complex vector ~m on Up such that
{
~k,~l, ~m, ~m
}
(the bar denotes
complex conjugate) is a positively oriented null tetrad (i.e. ηαβγδk
αlβmγmδ = −i) and
such that U ,V and W take the form
Uαβ |Up = −lαmβ + lβmα|Up , V αβ |Up = kαmβ − kβmα|Up ,
W αβ |Up = −kαlβ + kβlα +mαmβ −mβmα|Up . (17)
We shall use the Newman-Penrose (NP) notation to denote the Ricci rotation coeffi-
cients associated with this null basis. Our conventions will follow [8]. The names Ψ0,
Ψ2 and Ψ4 above were chosen precisely so that they correspond to the spin coefficients
of the Weyl tensor. In particular, (13) shows that Ψ1 = Ψ3 = 0. For completeness, let
us write down the Newman-Penrose equations. They are just the standard definition
of the curvature in terms of the connection when everything is expressed in the null
11
basis {~k,~l, ~m, ~m} and therefore they only hold on Up
Dρ− δκ = ρ2 + σσ + ρ (ǫ+ ǫ)− κτ − κ
(
3α+ β − π
)
(18)
Dσ − δκ = σ (ρ+ ρ) + (3ǫ− ǫ) σ − (τ − π + α+ 3β)κ +Ψ0 (19)
Dτ −∆κ = ρ (τ + π) + σ (τ + π) + τ (ǫ− ǫ)− κ (3γ + γ) + Ψ1 (20)
Dα− δǫ = α (ρ+ ǫ− 2ǫ) + σβ − βǫ− κλ− κγ + π (ǫ+ ρ) (21)
Dβ − δǫ = σ (α + π) + β (ρ− ǫ)− κ (µ+ γ)− ǫ (α− π) + Ψ1 (22)
Dγ −∆ǫ = α (τ + π) + β (τ + π)− γ (ǫ+ ǫ)− ǫ (γ + γ) + τπ − νκ +Ψ2 (23)
Dλ− δπ = ρ λ+ σµ+ π2 + π
(
α− β
)
− νκ− λ (3ǫ− ǫ) (24)
Dµ− δπ = ρµ+ σλ+ ππ − µ (ǫ+ ǫ)− π (α− β)− νκ +Ψ2 (25)
Dν −∆π = µ (π + τ) + λ (π + τ) + π (γ − γ)− ν (3ǫ+ ǫ) + Ψ3 (26)
∆λ− δν = −λ (µ+ µ)− λ (3γ − γ) + ν
(
3α + β + π − τ
)
−Ψ4 (27)
δρ− δσ = ρ (α + β)− σ
(
3α− β
)
+ τ (ρ− ρ) + κ (µ− µ)−Ψ1 (28)
δα− δβ = µρ− λσ + αα + ββ − 2αβ + γ (ρ− ρ) + ǫ (µ− µ)−Ψ2 (29)
δλ− δµ = ν (ρ− ρ) + π (µ− µ) + µ
(
α + β
)
+ λ (α− 3β) (30)
δν −∆µ = µ2 + λλ+ µ (γ + γ)− νπ + ν (τ − 3β − α) (31)
δγ −∆β = γ (τ − α− β) + µτ − σν − ǫν − β (γ − γ − µ) + αλ (32)
δτ −∆σ = µσ + λρ+ τ (τ + β − α)− σ (3γ − γ)− κν (33)
∆ρ− δτ = −ρµ − σλ+ τ
(
β − α− τ
)
+ ρ (γ + γ) + νκ−Ψ2 (34)
∆α− δγ = ν (ρ+ ǫ)− λ (τ + β) + α (γ − µ) + γ
(
β − τ
)
(35)
Taking into account the third equation in (15), the only non-trivial second Bianchi
identities for the Weyl tensor can be written on Up as
δΨ0 = Ψ0 (4α− π) + 3κΨ2, (36)
∆Ψ0 = Ψ0 (4γ − µ) + 3σΨ2, (37)
−DΨ4 = Ψ4 (4ǫ− ρ) + 3λΨ2, (38)
−δΨ4 = Ψ4 (4β − τ) + 3νΨ2, (39)
while the commutators on Up between the vectors
{
~k,~l, ~m, ~m
}
read
∆D −D∆ = (γ + γ)D + (ǫ+ ǫ)∆− (τ + π) δ − (τ + π) δ, (40)
δD −Dδ = (α + β − π)D + κ∆− σδ − (ρ+ ǫ− ǫ) δ, (41)
δ∆−∆δ = −νD + (τ − α− β)∆ + λδ + (µ− γ + γ) δ, (42)
δδ − δδ = (µ− µ)D + (ρ− ρ)∆− (α− β) δ −
(
β − α
)
δ. (43)
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Let us now exploit the identity (6) in order to obtain information on the NP spin
coefficients. In order to do that, we need to know the covariant derivative of the self-
dual 2-form W αβ. The following identity follows directly from the definition of the NP
spin coefficients in any spacetime
∇µW αβ ≡ 2 (νkµ + πlµ − µmµ − λmµ)V αβ + 2 (−κlµ − τkµ + ρmµ + σmµ)Uαβ |Up .
Inserting this identity into equation (6), it is straightforward to find the following
expressions (which hold on Up)
ν =
−
(
~ξ, ~m
)
Ψ4
f
, π =
(
~ξ, ~m
)
Ψ2
f
, µ =
(
~ξ,~l
)
Ψ2
f
, λ =
−
(
~ξ,~k
)
Ψ4
f
,
κ =
−
(
~ξ, ~m
)
Ψ0
f
, τ =
(
~ξ, ~m
)
Ψ2
f
, ρ =
(
~ξ,~k
)
Ψ2
f
, σ =
−
(
~ξ,~l
)
Ψ0
f
. (44)
These equations simplify the set of NP equation because the number of unknowns is
reduced considerably. Furthermore the condition
(
~ξ, ~ξ
)
= −λ can be rewritten in the
null basis as
(
~ξ,~k
) (
~ξ,~l
)
−
(
~ξ, ~m
) (
~ξ, ~m
)
=
λ
2
∣∣∣∣∣
Up
. (45)
In Lemma 2 we showed that the interior of the set M1 cannot extend to infinity. Our
next aim is to show that the same happens for M2.
Lemma 3 Let (M, g) be a spacetime satisfying the hypotheses of Theorem 2 and let
Mf and M2 be defined as in section 2. Then, M2 is spatially bounded with respect to
M∞.
Proof: M2 is open because Ψ2 and Ψ0Ψ4 are global smooth functions on Mf . If M2
is empty the proposition is trivial, so let us assume that M2 is non-empty and that
intersects every asymptotically flat open submanifold Mˆ∞. An immediate consequence
of (15) is the existence of a complex function G2 onMf such that ∇α (Ψ0Ψ4) = G2Pα.
Using this expression together with the Bianchi identities (38) and (39) and equation
(45), the combination Ψ0 × (25) + Ψ4 × (19) takes the simple form(
G2
4f
− 2Ψ0Ψ4Ψ2
f 2
)
λ
∣∣∣∣∣
M2
= −Ψ0Ψ4
∣∣∣∣
M2
. (46)
This equation implies, first of all, that neither G2f − 8Ψ0Ψ4Ψ2 nor λ can vanish any-
where onM2. Then, taking the gradient of (46) and using ∇αλ = 1/2(χα+χα) (which
follows from the definition of the Ernst one-form) and the fact that ∇αG2 ∝ Pα (which
follows from the definition of G2) we obtain
(G2f − 8Ψ0Ψ4Ψ2)χ[αχβ]
∣∣∣
M2
= 0 =⇒ ω[β∇α]λ
∣∣∣
M2
= 0.
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From Lemma 1 we have that ∇αλ cannot vanish on any open subset ofM2 and hence
there exists a real function L such that ωα = L∇αλ onM2. The identity χαχα = −λF2
becomes
4f 2λ(1− iL)−2
∣∣∣
M2
= ∇αλ∇αλ|M2 . (47)
Thus, 4f 2 (1− iL)−2 is real and, since it cannot vanish anywhere (because f 6= 0
on Mf), its sign must remain constant on any connected component of M2. Those
connected components where 4f 2 (1− iL)−2 < 0 are obviously spatially bounded with
respect toM∞ because λ is necessarily negative there (if λ > 0 then ∇αλ is spacelike –
from ξα∇αλ = 0 – and (47) implies 4f 2 (1− iL)−2 > 0). Thus we only need to consider
those connected componentsM{α}2 where 4f 2 (1− iL)−2 > 0 (i.e. where 2f (1− i L)−1
is real). Equation (11) reads, on M2
∇βλ|M2 =
2f
(1− iL)
[
−
(
~ξ,~k
)
lβ +
(
~ξ,~l
)
kβ − iηαβγδξαkγlδ
]∣∣∣∣∣
M2
.
The imaginary part of this equation tells us that, at every point on M{α}2 , ~ξ lies on
the two-plane generated by ~k and ~l and therefore (44) ν = π = κ = τ = 0. On M{α}2 ,
the one-form Pα defined in (15) takes the form Pα = (1− iL) (2f)−1∇αλ and there-
fore is real. Consider now an arbitrary point p ∈ M{α}2 and consider an open, simply
connected neighbourhood of Up of p in M{α}2 such that the basis {U ,V ,W } is well-
defined. We have the freedom to rescale U and V according to U ′ = QU V ′ = Q−1V
where Q is a non-zero, complex, smooth function defined on Up. This transformation
does not change any of the properties we have used of the basis {U ,V ,W } and there-
fore all the equations above still hold for {U ′,V ′,W } if all quantities are substituted
by primes (those which are invariant under this transformation will be written without
primes). Using (17) we find that the corresponding vectors ~k′, ~l′ and ~m′ are related to
~k, ~l and ~m by
~k′ =
1
|Q|
~k, ~l′ = |Q|~l, ~m′ = e−iϕ ~m, where Q = |Q|eiϕ.
Under such a transformation, Ψ0 and Ψ4 become Ψ
′
4 = Q
2Ψ4 and Ψ
′
0 = Q
−2Ψ0. Since
Ψ4 and Ψ0 are nowhere vanishing on Up, there exists a smooth choice of Q such that
Ψ′0 = Ψ
′
4|Up. This choice will be assumed from now on. Now, equation (46) allows us
to obtain G2 explicitly
G2
∣∣∣∣
Up
=
4Ψ′24 (2Ψ2λ− f 2)
fλ
∣∣∣∣∣
Up
=⇒ ∇αΨ′4
∣∣∣∣
Up
=
2Ψ′4 (2Ψ2λ− f 2)
fλ
Pα
∣∣∣∣∣
Up
.
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The Bianchi equations (36)-(39) immediately imply (recall that, on M{α}2 , ~ξ is a non-
lightlike linear combination of ~k′ and ~l′ from which (~ξ,~k′ ) 6= 0 and (~ξ,~l′ ) 6= 0)
α′|Up = β ′|Up = 0, γ′|Up =
f
4
(
~ξ,~k′
)
∣∣∣∣∣∣
Up
, ǫ′|Up =
f
4
(
~ξ,~l′
)
∣∣∣∣∣∣
Up
.
Combining equations (18), (23) and (31) in order to eliminate D
(
~ξ,~k′
)
and ∆
(
~ξ,~l′
)
we obtain, after dropping some non-zero factors,
(
Ψ
′
4f
[(
~ξ,~k′
)4
+
(
~ξ,~l′
)4]− 2fΨ′4 (~ξ,~k′ )2 (~ξ,~l′ )2
)∣∣∣∣
Up
= 0,
which is equivalent to
(
~ξ,~k′
)2∣∣∣∣
Up
=
(
~ξ,~l′
)2∣∣∣∣
Up
, fΨ
′
4|Up = fΨ′4
∣∣∣
Up
(48)
and therefore
(
~ξ,~k′
)∣∣∣
Up
= ±|λ/2|1/2
∣∣∣
Up
and
(
~ξ,~l′
)∣∣∣
Up
= ǫ1
(
~ξ,~k′
)∣∣∣
Up
, where ǫ1 =
sign(λ). Let us now define four functions Ai (i = 1, 2, 3, 4) on Up by the following
expressions
f ≡ λ
2
(A1 + iA2) , Ψ
′
0 = Ψ
′
4 ≡ fA3, Ψ2 ≡ f
(
A4 + i
A2
2
)
. (49)
A1 and A2 are real by definition, A3 is also real from (48). Furthermore, the NP
equation (34) becomes simply A4−A4 = 0 and therefore all Ai are real. The fact that
2f(1− iL)−1 is also real implies that A1|Up is nowhere zero and that L = −A2A−11 |Up.
It is now a matter of simple, if somewhat long, calculation to check that the full system
of Newman-Penrose equations (18)-(35) are satisfied on Up if and only if
∇αA2 = 2A2A4Pα, ∇αA1 =
(
2A1A4 −A21 − A22
)
Pα, (50)
∇αA3 = A3 (2A4 − A1)Pα, ∇αA4 =
(
A23 + A
2
4 −
1
4
A22
)
Pα, (51)
ωα = −A2λPα, ∇αλ = λA1Pα, (52)
4
(
A24 − A23
)
− 4A4A1 −A22 = 0. (53)
Let us now assume that M2 is not spatially bounded with respect to M∞. Then it
must intersect any asymptotically flat end Mˆ∞ and we can choose Up so that Up ⊂
Mˆ∞. Thus, we can coordinate Up with the asymptotically Minkowskian coordinates
described in Remark 1 after Theorem 2. We know from asymptotic flatness that
F2 = −4M2/r4+O(r−5) and therefore f = ǫ˜M/r2 +O(r−3) where ǫ˜ = ±1. Using the
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fact that λ = 1 − 2M/r + O(r−2) we deduce from the definition of A1 and A2 in (49)
that
A1 =
2Mǫ˜
r2
+O(r−3), A2 = O(r
−3)
Regarding A4, we can obtain its asymptotic behavior directly from the second equation
in (50) after using the second equation in (52) and the fact that A1 is non-zero on Up.
We find A4 = −ǫ˜/r+O(r−2). Finally, the constraint (53) fixes the asymptotic behaviour
of A3 which is A3 = ǫˆ/r + O(r
−2) where ǫˆ = ±1. A direct consequence of the first
equation in (51) and the second one in (52) is
λA1∇αA3 − A3 (2A4 −A1)∇αλ = 0.
Inserting the asymptotic expansions into this equation, we obtain 2Mǫˆǫ˜/r4+O(r−5) =
0. Choosing Up so that r takes values which are large enough this identity becomes
impossible. Thus M2 must be spatially bounded with respect to M∞. ✷
The main result in this section is Proposition 1 below. Before proving it, we must
discuss some of the basic properties of the set M3 (where the Petrov type is II or
D ). In the following section we will study M3 in detail, but, for now, we only need
to notice that inserting Ψ0Ψ4 = 0 and Ψ2 6= 0 (which define M3) into (15) we get
∇βΨ2|M3 = (3/2)Ψ2f−1∇βf |M3. This implies immediately that Ψ22/f 3 is constant on
any connected component of M3. Since Ψ2 is a smooth, globally defined complex
function on M3, it follows easily that f 1/2 defines a smooth, global function on M3.
Thus we can write
Ψ2|M3 = −
√
2
b
(
f 1/2
)3 ∣∣∣∣∣
M3
, (54)
where b is a nowhere zero, complex function onM3 which is constant on each connected
component of M3.
Proposition 1 Let (M, g) be a spacetime satisfying the hypotheses of Theorem 2 and
let Mf , M1, M2 and M3 be defined as in section 2. Then Mf =M3.
Proof: Trivial topological properties of M1, M2 and M3 together with the fact that
they constitute a partition of Mf show that ∂(M1 ∪M2) = ∂M3. Moreover, it is
clear that ∂(M1 ∪M2) ⊂ ∂M1 ∪ ∂M2 and therefore we have
∂M3 = ∂M3 ∩ ∂ (M1 ∪M2) ⊂ ∂M3 ∩ (∂M1 ∪ ∂M2) =
(∂M3 ∩ ∂M1) ∪ (∂M3 ∩ ∂M2) .
So, if we prove (∂M3 ∩ ∂M1) = (∂M3 ∩ ∂M2) = ∅ then we would have ∂M3 = ∅
which implies easily M3 =Mf (after using Lemmas 2 and 3 above). So, our aim is to
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show that both ∂M3 ∩ ∂M1 and ∂M3 ∩ ∂M2 are empty. Showing ∂M3 ∩ ∂M1 = ∅
is trivial because at any point q ∈ ∂M3 ∩ ∂M1 we would have Ψ2|q = 0 from the
continuity of Ψ2 and the definition of M2 and this is incompatible with the limit of
Ψ2 on q coming from M3 which is nonzero due to expression (54) after using the
constancy of b on any connected component ofM3 and the fact that f cannot become
zero anywhere onMf . So, we only need to show that ∂M3∩∂M2 = ∅. Assume, on the
contrary, that this set is non-empty and take an arbitrary point q ∈ ∂M3 ∩ ∂M2 and
a sufficiently small open, connected neighbourhood Uq of q such that the null tetrad
{~k,~l, ~m, ~m} is well-defined on Uq. In particular, Ψ0 and Ψ4 are smooth functions on
Uq. Let us now find an equation for the function Ψ0Ψ4λ
2f−2. On Uq ∩M2 we know
that the tetrad {~k′,~l′, ~m′, ~m′} introduced in the proof of the previous proposition is
well-defined. From (49) and (52) and the fact that Ψ0Ψ4 = Ψ
′
0Ψ
′
4, we obtain
∇α
(
Ψ0Ψ4λ
2
f 2
)
= ∇α
(
A23λ
2
)
= 4A23λ
2A4Pα = 4
(
Ψ0Ψ4λ
2
f 2
)
Re
(
Ψ2
f
)
Pα
∣∣∣∣∣
Uq∩M2
, (55)
where Re denotes real part. Take now a smooth curve γ entirely contained in Uq ∩M2
and with endpoint on q and such that λ is non-zero at least on one point r of γ. Since
λ cannot vanish on any open set (from Lemma 1) the existence of such a curve is
trivial to establish. Let us parametrize the curve γ such that γ(0) = r and γ(1) = q.
Integrating equation (55) along γ we obtain
Ψ0Ψ4λ
f 2
(s′) =
Ψ0Ψ4λ
f 2
(0) exp
(∫ s′
0
(
4Re
(
Ψ2
f
)
Pαγ˙
α
)∣∣∣∣∣
s
ds
)
,
where ~˙γ is the tangent vector of γ. Taking into account that Re (Ψ2f
−1) remains
bounded along γ we conclude that Ψ0Ψ4λ
2f−2 cannot vanish on q which is incompatible
with the fact that Ψ0Ψ4 vanishes on q. Thus, we have proven that Ω = ∅ and the proof
is completed. ✷
4 Analysis of the Petrov types II or D and proof of
the theorem.
In this section we will concentrate on the subset M3. From the previous section we
know that M3 = Mf and therefore M3 is open and connected. Thus the function b
appearing in (54) is constant throughout M3. The decomposition of b into real and
imaginary parts will be written as b = b1 + ib2. Equation (54) gives the form of Ψ2 on
M3. Inserting it into the second equation in (15) we obtain ∇αf = −2
√
2b−1(f 1/2)3Pα.
This equation implies first of all that Pα is exact on M3 and that Pα = ∇αP with P
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given by
P =
b√
2f 1/2
∣∣∣∣∣
M3
=⇒ Ψ2 = − b
2
2P 3
∣∣∣∣∣
M3
. (56)
Similarly, the first equation in (15) shows that the Ernst one-form χα is also exact on
M3 and that χα = ∇αχ with
χ = −b
2
P
+ c
∣∣∣∣∣
M3
, (57)
where c is a complex constant. Since the imaginary part of the Ernst potential (i.e. the
twist potential) is defined up to an arbitrary additive constant, we can assume without
loss of generality that c is real. Let us also define two smooth real functions y and Z
on M3 by
P = y + iZ, (58)
so that (15) becomes
∇βy|M3 = −
(
~ξ,~k
)
lβ +
(
~ξ,~l
)
kβ
∣∣∣
M3
, ∇βZ|M3 = −ηαβγδξαkγlδ
∣∣∣
M3
. (59)
In order to proceed, we still have to define the following subsets of M3.
Mk3 = int
{
p ∈ M3;
(
~ξ,~k
)
|p 6= 0 and Ψ0|p = 0
}
,
Mπ3 =
{
p ∈M3; ηαβλµξβkλlµ|p 6= 0
}
,
Ml3 = int
{
p ∈ M3;
(
~ξ,~l
)
|p 6= 0 and Ψ4|p = 0
}
,
MD3 = int {p ∈M3; Ψ0|p = Ψ4|p = 0} , (60)
M43 = {p ∈M3; Ψ4|p 6= 0} , M03 = {p ∈M3; Ψ0|p 6= 0} .
For later convenience, let us now write down two equations that hold locally onMk3 (i.e.
on a sufficiently small neighbourhood of any point of Mk3). The first one is obtained
directly from (24) after using Ψ0 = 0 and (18), and the second one follows directly
from (20)
Ψ4
(
~ξ,~k
)2∣∣∣∣
Mk
3
=
b2
2P 2
[ (
β − α
) (
~ξ, ~m
)
− δ
(
~ξ, ~m
)]∣∣∣∣∣
Mk
3
, (61)
D
[
(~ξ, ~m)P
]∣∣∣
Mk
3
= (~ξ, ~m)P (ǫ− ǫ)
∣∣∣
Mk
3
. (62)
The following proposition gives the local form of the metric in a certain subset ofM3.
As mentioned in the introduction, asymptotic flatness is not used anywhere in the
proof of this proposition.
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Proposition 2 Let (S, γ) be a two-dimensional Riemannian space of constant curva-
ture equal to 2c and denote by < , > the scalar product with respect to γ. Denote also by
∆γ the Laplace-Beltrami operator on (S, γ) and by ⋆γ the Hodge dual of (S, γ). Finally,
let V = R× R× S and {u, y} Cartesian coordinates of R× R.
Assume thatMπ3 ∩(Mk3∪Ml3) defined above is non-empty and let X be a connected
component of this set. Then, there exist three smooth real functions Z, A and B defined
on S satisfying the linear partial differential equations
∆γZ = −2cZ + 2b1b2, (63)
〈dZ, dA〉 − 〈⋆γdZ, dB〉+ 2Z −A (2cZ − 2b1b2) = 0, (64)
(b1 and b2 are the two constants defined above) such that (X, g|X) is locally isometric
to the spacetime (V, h) where
h = −
(
c− (b
2
1 − b22) y + 2b1b2Z
y2 + Z2
) [
du− BdZ − A ⋆γ dZ
]2
+
+2 (dy − ⋆γdZ) (du− BdZ − A ⋆γ dZ) +
(
y2 + Z2
)
γ. (65)
Remark. In the line-element (65) the objects Z, dZ, ⋆γdZ and γ denote the pull-back
with respect to the canonical projection πˆ : R×R× S → S of the same objects on S.
A precise notation should require giving different names to those pull-backs, but for
the sake of notational simplicity we have preferred not to do so.
Proof: Let p ∈ X be an arbitrary point and consider, as usual, an open, connected
neighbourhood Up ⊂ X of p such that null tetrad
{
~k,~l, ~m, ~m
}
is well-defined on Up.
Define π0 on Up as π0 ≡
(
~ξ, ~m
)
P . From the definition of Mπ3 we have that π0 is
nowhere vanishing on Up. In addition, from X ⊂Mk3∪Ml3 it follows that, by choosing
Up small enough, we can assume that either
(
~ξ,~k
)
6= 0 and Ψ0 = 0 everywhere on Up
or
(
~ξ,~l
)
6= 0 and Ψ4 = 0 everywhere on Up. We will make the proof explicitly only for
the case
(
~ξ,~k
)
6= 0 and Ψ0 = 0 on Up. The proof in the other case is identical step by
step after interchanging the roles of ~k ↔ ~l, ~m ↔ ~m and Ψ0 ↔ Ψ4. So, let us assume
from now on that
(
~ξ,~k
)
6= 0 and Ψ0 = 0 everywhere on Up. From the definition of
π0 it follows that we can choose the null tetrad globally and uniquely on Up such that
π0 is purely imaginary (i.e. π0 = −π0) and that
(
~ξ,~k
)
= 1. Our next aim is to write
down several consequences of the NP equations in this tetrad on Up. First, expression
(15) can be rewritten on Up as
DP = 1, ∆P = −
(
~ξ,~l
)
, δP =
π0
P
, δP =
π0
P
. (66)
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Equations (18) and (20) read, respectively ǫ+ ǫ = 0 and ǫπ0 + ~k (π0)− ǫπ0 = 0 which,
after using π0 = −π0, imply ǫ = 0, ~k (π0) = 0. Let us now define a complex function
α0 by
α0 ≡ −
(
αP +
π0
P
)∣∣∣∣
Up
.
Applying the commutator (41) to P we obtain β = (α0/P ), which introduced in (21)
gives simply ~k (α0) = 0. Equation (61) reads now Ψ4 = b
2/2(P−3δπ0 − 2P−4α0π0)|Up
and therefore provides an explicit expression for Ψ4. Similarly,
(
~ξ,~l
)
is obtained from
(45) as
(
~ξ,~l
)
= c/2− b2/(4P )− b2/(4P )−π20/(PP )|Up. Inserting these two expressions
into (25) the following partial differential equation for π0 is obtained
δπ0 =
2c
(
P − P
)
+ b2 − b2 − 8π0α0
4P
∣∣∣∣∣∣
Up
. (67)
The only NP spin coefficients that remain to be determined are γ and α0 (besides π0).
Regarding γ, we consider equation (26) together with the two equations obtained by
applying the commutators (40) and (42) on P . A straightforward combination of these
equations gives
γ =
b2
4P 2
+
π20
P 2P
− π0 (α0 + α0)
PP
∣∣∣∣∣
Up
, ~ξ (π0) |Up = 0.
Regarding α0, equations (30) and (27) give the following partial differential equations
δα0 =
(
b2 − b2 − 2cP + 2cP
)
(α0 − α0)− π0 (c+ 8α0α0)
4π0P
∣∣∣∣∣∣
Up
, ~ξ (α0) = 0
∣∣∣
Up
. (68)
It is straightforward, although lengthy, to check that the full set on NP equations
on Up are satisfied provided ~k (π0) = 0, ~k (α0) = 0, ~ξ (π0) = 0, (67) and (68) are
fulfilled. So, we must try and solve these non-linear partial differential equations.
In order to do that, let us define a complex vector field ~u ≡ P ~m. From (66) and
the decomposition (58) into real and imaginary parts we have ~k (y) = 1, ~ξ (y) = 0,
~u (y) = 0, ~k (Z) = 0, ~ξ (Z) = 0, ~u (Z) = −iπ0. From
(
~ξ,~k
)
|Up = 1 it follows that{
~k, ~ξ, ~u,~u
}
is a basis of vectors at every point in Up. The commutators between these
vectors can be easily computed from (40)-(43) after using the expressions above. The
result reads simply[
~k, ~ξ
]
=
[
~k, ~u
]
=
[
~ξ, ~u
]
= ~0
∣∣∣
Up
,
[
~u,~u
]
= −2iZ~ξ + 2α0~u− 2α0 ~u
∣∣∣
Up
. (69)
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Now, dy|Up is nowhere zero because ~k (y) = 1 and therefore Up can be foliated by the
family of hypersurfaces {Σy0} defined by y = y0 = const. Obviously, the three vector
fields ~ξ, ~u,~u are tangent to each hypersurface Σy0 . Since
~ξ and ~k commute, these two
vector fields are surface-forming. Moreover ~ξ and ~k have non-zero scalar product on
Up and hence the vector space they generate at each point q ∈ Up is two-dimensional.
We can consider the quotient space of Up with respect to the two-surfaces generated
by ~ξ and ~k. This quotient will be denoted by Sp = Up/(span
{
~ξ,~k
}
). By choosing
Up sufficiently small we can assume that Sp is a differentiable manifold. The triple
(Up, Sp, πp), where πp : Up → Sp is the canonical projection, is a bundle over Sp. After
restricting Up further if necessary, we can assume that this bundle is a trivial fiber
bundle, i.e. Up is diffeomorphic to Ip × Iˆp × Sp, where Ip, Iˆp are open intervals of the
real line. Any vector field ~v on Up satisfying
[
~ξ, ~v
]
=
[
~k,~v
]
= 0 defines a vector field π⋆~v
on Sp by projection. Similarly, scalar functions on Up which are constant along both
~ξ and ~k define scalar functions on Sp. In order to simplify the notation we will keep
the same symbol when a function is projected onto Sp. The meaning of the expression
should be clear from the context.
As
[
~u, ~ξ
]
=
[
~u,~k
]
= 0, we can define π⋆~u. Similarly, α0, π0 and Z can also be
projected onto Sp. Let us take an arbitrary coordinate system {x1, x2} on Sp and
define the complex vector field ~s on Sp by ~s = ∂x1 + i∂x2 . Since dZ is nowhere zero on
X (because ~u(Z) = −iπ0) it follows that ~s(Z) 6= 0 everywhere on Sp. It is convenient
to define a real function N on Sp by π0 = (i/2)N
√
~s(Z)~s(Z) where the square root is
defined with positive sign. Using ~u(Z) = −iπ0 we immediately have
π⋆~u =
N
√
~s (Z)~s (Z)
2~s (Z)
~s
∣∣∣∣∣∣
Sp
. (70)
Projecting equation (67) onto Sp we can obtain an expression for α0 in terms of N , Z
and their derivatives. It reads
α0 =

−1
4
~s(N)
~s(Z)
√
~s(Z)~s(Z)− N
8
√
~s(Z)~s(Z)
[
~s(~s(Z))+
+
~s(Z)
~s(Z)
~s(~s(Z)) +
8cZ
N2
+
2i
(
b2 − b2
)
N2




∣∣∣∣∣∣
Sp
. (71)
The projection of
[
~u,~u
]
on Sp is (see Eq. (69))
[
π⋆~u, π⋆~u
]
= 2α0(π⋆~u) − 2α0(π⋆~u)|Sp.
Inserting (70) and (71) into this commutator and using
[
~s,~s
]
= 0, we obtain after a
rather long calculation, the remarkably simple equation
~s
(
~s (Z)
)
= − 4
N2
[
cZ +
i
4
(
b2 − b2
)]
, (72)
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which is a second order, linear partial differential equation for Z. We still need to find
an equation for N . This is accomplished by projecting the equation for δα0 (see Eq.
(68)) onto Sp and using the expressions for α0 and π0 above. Now the calculation is
quite long, but the result is surprisingly simple, namely
N~s
(
~s (N)
)
− ~s (N)~s (N) = 2c. (73)
This is a non-linear partial differential equation which involves the function N only.
Moreover, this equation can be explicitly solved as follows. Let us introduce the fol-
lowing metric on Sp
dl2 = γAˆBˆdx
AˆdxBˆ =
2
N2
[
(dx1)2 + (dx2)2
]
, Aˆ, Bˆ = 1, 2, (74)
which has the Ricci scalar R(γ) = N (N,x1x1 +N,x2x2) − (N,x1)2 − (N,x2)2. Recalling
that ~s |Sp = ∂x1 + i∂x2 we have that equation (73) becomes R(γ) = 2c. Hence, the
two-dimensional space (Sp, γ) is a space of constant curvature equal to 2c. The local
form of the metric for such space is well-known and therefore N can be determined
explicitly. The still arbitrary coordinate system {x1, x2} on Sp can be chosen so that
N takes the standard form
N = 1 +
c
2
[
(x1)2 + (x2)2
]
. (75)
In terms of the metric γ, it is straightforward to check that the linear PDE for Z (72)
can be rewritten as equation (63) in the proposition.
The next task is to go from the quotient space Sp back to Up. To do that recall
that the fibre bundle (Up, Sp, πp) is trivial and therefore admits a global cross section
σˆ (i.e. σˆ : Sp → Up such that πp ◦ σˆ = Id|Sp). Let us construct a coordinate system
on Up as follows. Take an arbitrary point q ∈ Up and consider the hypersurface Σyq
where yq ≡ y(q). Consider the curve tangent to the vector field ~k passing through the
point σˆ ◦ πp(q). Since ~k is transversal to Σyq and the fiber bundle is trivial it follows
that this curve must intersect Σyq at a single point r. Now, r and q belong to the same
hypersurface Σyq and they project onto the same point on Sp. Since ~ξ is tangent to
Σyq , it follows that there exists an integral line of ~ξ that connects q with r. Choose
the parametrization uˆ associated to the tangent vector ~ξ on this curve (i.e. ~ξ = ∂uˆ
on this curve) and such that uˆ = 0 on r. We define a function u(q) as the value of
uˆ at q. Finally, let x1(q) and x2(q) be the values of the coordinates {x1, x2} of the
point πp(q) on Sp. It is easy to check that {u(q), y(q), x1(q), x2(q)} thus constructed is
a well-defined coordinate system on Up and that, in this coordinate system, ~ξ|Up = ∂u
and ~k|Up = ∂y. Regarding the vector field ~u, we know that ~u(y) = 0 and that its
projection onto Sp is given by (70). It follows that
~u|Up =
N
√
~s(Z)~s(Z)
2~s(Z)
(∂x1 + i∂x2) +
N (B − iA)
√
~s(Z)~s(Z)
2
∂u, (76)
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where A,B are real functions on Up which remain to be determined. From
[
~u, ~ξ
]
=[
~u,~k
]
= 0 it follows ~ξ(A) = ~ξ(B) = ~k(A) = ~k(B) = 0 and hence A, B define functions
on Sp. The last commutator in (69) on Up can be rewritten after a straightforward
calculation as
〈dZ, dA〉 − 〈⋆γdZ, dB〉+ 2Z −A (2cZ − 2b1b2) = 0,
where <,> denotes scalar product with respect to the metric (74) and ⋆γ is the Hodge
dual with respect to the same metric (recall that Z, b1 and b2 are defined by P = y+iZ
and b = b1 + ib2). This equation is exactly the linear partial differential equation for
A and B appearing in the proposition. So, we have constructed a coordinate system
on Up and have obtained the explicit form of ~ξ,~k, ~u and ~u in this coordinate system.
Moreover, the scalar products of these vectors can be determined directly from their
definition in terms of the null tetrad
{
~k,~l, ~m, ~m
}
. Thus, the spacetime metric on Up can
be explicitly written. After some algebra, it is not difficult to check that this metric can
be written in the compact form given in (65). This proves the local isometry claimed
in the proposition. ✷.
The explicit expression for Ψ4 for the metric (65) in the open set Mπ3 ∪Mk3 will
be needed later. Using the expressions obtained in the proof of Proposition 2 it is
straightforward to check that the following expression holds on Mπ3 ∪Mk3
Ψ4 =
i (b1 + ib2)
2
2 (y + iZ)4
[〈
dG
2G
, dZ + i ⋆γ dZ
〉
+ cZ − b1b2
]
, (77)
where G ≡ 〈dZ, dZ〉. The metric (65) contains several parameters and one function
Z defined on the two-surface S. The partial differential equation for Z is of elliptic
type but S may be non-compact (for instance, S could the hyperbolic plane). So, in
general, this metric contains arbitrary functions (which can be thought, for instance,
as the boundary conditions of the partial differential equation (63)). Thus, we are
far from having proven the local isometry with the Kerr metric which is claimed in
Theorem 2. The reason is, of course, that we have made no use of asymptotic flatness
in Proposition 2. This fact shows, in particular, that asymptotic flatness is an essential
ingredient of Theorem 2. The next lemma exploits the asymptotic conditions in order
to show that MD3 is either empty or that it covers the whole of M3.
Lemma 4 LetM3 andMD3 be defined as in (60). Then eitherMD3 = ∅ orMD3 =M3.
Proof: Since MD3 is open, the conclusion of the lemma is equivalent to ∂MD3 = ∅ in
the topology of M3. Thus, let us assume that ∂MD3 is non-empty and let us find a
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contradiction. From the fact that Ψ0 = Ψ4 = 0 on MD3 we find that the Weyl tensor
takes the form
Cαβγδ|MD
3
= 3Ψ2
(
W αβW γδ +
4
3
I
αβ
γδ
)∣∣∣∣
MD
3
, (78)
where we used (13) and the identity 4Iαβγδ = −W αβW γδ + 2
(
U
αβ
V γδ + V
αβ
U γδ
)
(recall that Iαβγδ is the identity on the space of self-dual two-forms). Thus, the
Weyl tensor on MD3 satisfies the hypotheses of Theorem 1. Furthermore, M3(=Mf)
contains the asymptotically flat end M∞. From the asymptotic conditions it follows
that F2 tends to zero at infinity. Using (56) we find that 1/P also tends to zero at
infinity (recall that F2 = −4f 2). Consequently, equation (57) implies that χ tends to
c at infinity. On the other hand, recall that the Killing vector ~ξ was normalized so that
its norm λ → 1 when we approach infinity in M∞. This implies c = 1. Moreover, a
simple consequence of (56) and (57) is F2 = −b−4(1−χ)4. The asymptotic behaviour
of F2 near infinity forces b4 = 4M2 > 0 where M is the Komar mass of ~ξ in M∞
(which is non-zero by hypothesis 2 of theorem 2). Thus, Theorem 1 can be applied to
conclude that MD3 is locally isometric to the Kerr spacetime.
On the other hand, the Kerr spacetime obviously satisfies all the hypotheses of
Theorem 2, and therefore the objects ~k, ~l, y, Z, . . . that we constructed on M3 can
also be defined on the Kerr spacetimeMM,a. The subscript Kerr will be used to denote
them. It is a matter of simple calculation using the Kerr geometry to find that yKerr
and ZKerr are yKerr = r and ZKerr = a cos θ where a is the specific angular momentum
and r and θ are standard Boyer-Lindquist coordinates of the Kerr spacetime.
From our assumption that ∂MD3 6= ∅ and the fact thatM43∪M03 ∪MD3 is dense in
M3, it follows that either M43 or M03 is non-empty. The case M03 6= ∅ can be treated
similarly to M43 6= ∅ just by interchanging ~k ↔ ~l, ~m ↔ ~m and Ψ0 ↔ Ψ4. So, we can
assume without loss of generality thatM43 is non-empty and therefore ∂MD3 ∩∂M43 6= ∅.
Take a point q ∈ ∂MD3 ∩ ∂M43 and a sufficiently small neighbourhood Uq of q such
that the null tetrad
{
~k,~l, ~m, ~m
}
is smooth on Uq (hence Ψ4 is also smooth on Uq).
Define Ξq ≡ Uq ∩ ∂MD3 ∩ ∂M43. Combining the general Bianchi equation (38) with the
expressions for the NP coefficients (44) we easily obtain
DΨ4 = −4Ψ4
(
ǫ+
(
~ξ,~k
)
/P
)∣∣∣
Uq
. (79)
Since ǫ+
(
~ξ,~k
)
/P is smooth on Uq, we can conclude that an integral line of ~k is either
contained in Ξq or else does not intersect Ξq (this follows from integrating equation
(79) along any integral curve of ~k, which shows that Ψ4 cannot become zero along
the curve). Moreover, we know that the Petrov type of any spacetime cannot change
along an integral curve of a Killing vector (see e.g. [14]). This implies that such a
curve is also either contained in Ξq or else does not intersect Ξq. In addition, since
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Ξq is the boundary of an open subset of Uq (namely Uq ∩ MD3 ) it follows that Ξq
cannot be contained in any two-dimensional surface. With this information at hand
we wish to show that there exists an open subset U ⊂ Uq with the following properties:
U ∩MD3 6= ∅, U ∩M43 6= ∅ and such that that
(
~ξ,~k
)
is non-zero everywhere on U ∩MD3
and on U ∩M43. Indeed, if there exists a point s ∈ Ξq where
(
~ξ,~k
)
|s 6= 0 the claim is
trivial (a suitable neighbourhood of s would do it). So, we only need to consider the
case when
(
~ξ,~k
)∣∣∣
Ξq
= 0. We know that the metric on MD3 is locally isometric to the
Kerr metric, so let us evaluate W1 ≡ (~ξ,~k)(~ξ,~l)(y2+Z2) in the regionMD3 ∩Uq where
the metric is known. We obtain
W1|MD
3
∩Uq
= 2
(
~ξ,~k
) (
~ξ,~l
)
(y2 + Z2)
∣∣∣
MD
3
∩Uq
= y2 − b2y + a2
∣∣∣
MD
3
∩Uq
. (80)
By assumption W1 vanishes at Ξq. This implies b
4 ≥ 4a2 and y|Ξq = y± ≡ (1/2)(b2 ±√
b4 − 4a2). So, the set Ξq must be contained on one of the event horizons of the Kerr
spacetime. Using standard properties of the Kerr metric, it is immediate to see that
the following expression holds
∇αW1|y± = ±
√
b4 − 4a2∇αy
∣∣∣
y±
. (81)
Furthermore∇αy vanishes in the Kerr spacetime at most on a two-surface (the bifurcate
horizon). So we can always find s ∈ Ξq so that ∇αy|s 6= 0 (here we use the fact that Ξq
cannot be contained in any two-surface). Take a neighbourhood of U ⊂ Uq of s where
∇αy|U is nowhere zero. If b4 − 4a2 6= 0 (i.e. the Kerr metric is non-extreme) then (81)
immediately implies that W1 changes sign across Ξq ∩ U 6= 0. It follows that
(
~ξ,~k
)
must be non-zero onM43∩U as claimed. On the other hand, if b4 = 4a2, the argument
can be repeated using W2 ≡ (W1)1/2 instead (in this case, W2|Uq∩MD3 = y2 − b2/2) and
the same conclusion follows. In any case, we have that
(
~ξ,~k
)
must be non-zero on
M43 ∩ U as claimed.
At this point two cases must be distinguished depending on whether a = 0 or a 6= 0.
The case a = 0 is very simple because then Z vanishes on MD3 ∩ U (and therefore the
metric on this open set is locally the Kruskal-Schwarzschild metric). Using the fact
that the vector field ~l is transversal to Ξq ∩ U (this follows from the geometry of the
event horizons of Schwarzschild) and the equation ~l(Z) = 0 (which holds everywhere
on Mf as a trivial consequence of (59)) we conclude that Z = 0 everywhere on U .
So, the Killing vector ~ξ is static on U (because P real implies (57) χ real). It is well-
known that Petrov type II is incompatible with a static Killing vector. This excludes
the case a = 0. Regarding a 6= 0, we know from the Kerr geometry that ~k and ~ξ are
linearly independent on the event horizon. Furthermore, from standard properties of
the Kerr geometry we find that ηαβλµξ
βkλlµ vanishes in the Kerr spacetime only at
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points where ~ξ = ~0 or at the axis of symmetry of the axial Killing, which is also a two-
dimensional surface. Thus, there exists a point p ∈ Ξq ∩ U where ~ξ and ~k are linearly
independent and that ηαβλµξ
βkλlµ|p 6= 0. Hence, there exists an open neighbourhood
Up ⊂ U of p where ηαβλµξβkλlµ|Up 6= 0 and such that the quotient Sp = Up/span{~ξ,~k}
is a differentiable manifold. As before, we will denote by πp the standard projection
of Up → Sp. As in Proposition 2 we endow Sp with a metric γ of constant curvature
equal to 2 (recall that c = 1 from asymptotic flatness). On the open region Up ∩M43,
Proposition 2 can be applied and therefore the local metric on Up∩M43 is given by (65).
Since c = 1 and b1b2 = 0 (recall that b
4 = 4M2) we have that Z satisfies ∆γZ = −2Z
on πp(Up∩M43). On the other hand, the metric onMD3 ∩Up is locally Kerr. Therefore
Z|MD
3
= a cos θ which clearly satisfies ∆γZ = −2Z on πp(MD3 ∩ Up). By construction
we have that πp(MD3 ∩ Up) and πp(M43 ∩ Up) are both non-empty and dense in Sp.
Since Z is smooth on Sp it follows that ∆γZ = −2Z holds everywhere on Sq. Now,
∆γZ = −2Z is a second order elliptic partial differential equation. Hence, [20] Z is
analytic on Sp. Since Z = a cos θ on the open non-empty subset of Sp we can conclude
that Z = a cos θ everywhere on Sp. This gives the contradiction we need because on the
one hand we have Ψ4 6= 0 on M43 ∩ Up and on the other hand substituting Z = a cos θ
into (77) we find Ψ4|Up = 0. Thus we can conclude that ∂M43 ∩ ∂MD3 = ∅ (and
∂M03 ∩ ∂MD3 = ∅ by a similar argument) and the proof of the lemma is completed. ✷
So, we already know that MD3 is either empty or covers M3 and that the metric
on MD3 is locally isometric to Kerr. In order to complete the proof of Theorem 2 we
need to show first thatMD3 = ∅ is impossible and second that Mf =M. Proving the
first claim uses asymptotic flatness in an essential way.
Proof of the Theorem
We must first exclude the possibility that MD3 = ∅. So, we suppose MD3 = ∅
and obtain a contradiction. Notice first that MD3 = ∅ does not imply yet that one
of Ψ0 or Ψ4 is everywhere zero. It is still possible that Ψ0 and Ψ4 are nonzero on
some (necessarily disjoint) regions of M3 (i.e. that M43 6= ∅ and M03 6= ∅). We know
that M3 = Mf and therefore there exists an asymptotically flat end M∞ ⊂ M3.
By restricting M∞ if necessary we can assume that ~ξ is timelike in M∞. It is well-
known [19] that a vacuum spacetime admitting a Killing vector field is analytic in the
region where the Killing vector is timelike. Consequently, in the strictly stationary
region (i.e. where ~ξ is timelike) the vector fields ~k and ~l are analytic. This follows
from the fact that they are the eigenvectors corresponding to simple eigenvalues of an
analytic endomorphism and therefore no multiplicity changes are permitted). Thus,
there exists (locally) an analytic null tetrad {~k,~l, ~m, ~m}. In the local neighbourhood
where this tetrad is analytic, Ψ0 and Ψ4 are also analytic. Thus, we can conclude
that in the asymptotically flat end M∞ (where ~ξ is timelike), either Ψ0 or Ψ4 vanish
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everywhere (because at least one of them vanishes on an open non-empty set). As
before, the two cases Ψ0 = 0 or Ψ4 = 0 are related to each other by a transformation
~k ↔ ~l, ~m ↔ ~m, Ψ0 ↔ Ψ4 and hence we can assume without loss of generality that
Ψ0 vanishes everywhere on M∞ (i.e. M∞ ⊂ M43). From the fact that
[
~ξ,~k
]
∝ ~k
(see (12)) and that {~ξ,~k} span a two-dimensional vector subspace at every point in
M∞, it follows that ~ξ and ~k are tangent to families of two-surfaces. Furthermore,
M∞ can be chosen to have topology R × R × S2 (S2 is the two-sphere). Using the
fact that ~k is a principal null direction of the Weyl tensor (this follows from (13) after
taking into account that Ψ0 = 0), asymptotic flatness implies (possibly after restricting
M∞) that M∞/span{~ξ,~k} ≃ S2. Let us introduce on S2 the round metric γ with
constant curvature R = 2. So (S2, γ) is a complete and simply connected Riemannian
space. Let us also define the canonical projection onto this quotient by π˜ :M∞ → S2.
Proposition 2 takes care of the local form of the metric at points where ηαβλµξ
βkλlµ 6= 0
(i.e. at points on Mπ3). So, we must analyze what happens on the set of points where
ηαβλµξ
βkλlµ = 0. To do that, we define the set T = {p ∈ M∞; ηαβλµξβkλlµ|p = 0 }
and prove that T must have empty interior. Indeed, suppose there exists a point p ∈ oT
and take a sufficiently small open neighbourhood Up ⊂
o
T of p where the null tetrad
{~k,~l, ~m, ~m} is well-defined. We have (from the definition of T ) that (~ξ, ~m)|Up = 0. Since
Up is open, equation (61) implies that Ψ4|Up = 0. Hence we have Ψ0| o
T
= Ψ4| o
T
= 0 and
therefore
o
T⊂ MD3 which we are assuming is empty. Therefore T has empty interior.
Thus, the setM∞∩Mπ3 is dense inM∞. Let us prove that its projection is also dense
on S2. Indeed, a trivial consequence of (12) is £~ξ (ηαβλµξ
βkλlµ)|M∞ = 0. Similarly,
taking into account that, locally, ηαβλµξ
βkλlµ = i
[(
~ξ , ~m
)
mα −
(
~ξ , ~m
)
mα
]
, equation
(62) shows that the vanishing of ηαβλµξ
βkλlµ at any point inM∞ implies its vanishing
everywhere along the integral lines of ~k. Putting these two things together, we can
conclude π˜−1 ◦ π˜ (T ) = T , i.e. the set T is the anti image of certain subset of S2.
Therefore π˜(M∞ ∩Mπ3 ) is dense in S2. Recalling that M∞ ⊂ Mk3, we observe that
Proposition 2 can be applied on π˜(M∞ ∩Mπ3 ). Taking into account that c = 1 and
b1b2 = 0, we find from Proposition 2 that Z fulfills ∆γZ = −2Z on a dense subset of
S2 and hence everywhere. Thus, Z satisfies the linear equation ∆γZ = −2Z on the
whole two-sphere. This equation is an eigenvalue equation (with eigenvalue equal to
−2) for the Laplacian on the round sphere. Since Z is defined in terms of P , which is a
smooth function on M3, the solution of this eigenvalue equation must be regular and
smooth everywhere on S2. The eigenvalues of the Laplace-Beltrami operator on the
sphere are well-known and the general regular solution of ∆γZ = −2Z can always be
written as Z = a cos θ where a is a real constant and θ is a suitably chosen colatitude
angle on the sphere. This expression for Z shows that Ψ4 (given in (77)) must be zero
everywhere on M∞ ⊂ M3. Since Ψ0 vanishes also on M∞, this contradicts the fact
that MD3 = ∅. Thus, Lemma 4 shows MD3 = M3. Since Proposition 1 tells us that
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M3 =Mf we conclude that (Mf , gf) is locally isometric to the Kerr spacetime.
The final part of the proof consists in showing that Mf = M. Assume that Mf
is a proper subset of M and take a point q on the topological boundary of Mf as a
subset of M. From the continuity of F2 and the fact that F2 = −b−4(1 − χ)4 on
Mf , we must have λ|q = 1, hence ~ξ is timelike in some neighbourhood of q. Consider
a smooth curve γp(s) defined on some interval s0 < s ≤ 1 such that γp(s) ∈ Mf ,
∀s ∈ (s0, 1), γp(1) = p and such that the tangent vector ~˙γ(s) is orthogonal to ~ξ and
of unit length (the existence of such a curve is easy to establish). Define the real
function Y (s) = (y ◦ γp)(s). Since χ → 1 at p we have from (57) that P diverges at
p. Taking into account that Z remains bounded, we find Y (s) → ∞ when s → 1. In
the Kerr metric we have ∇αy∇αy = (y2 − 2My + a2)/(y2 + a2 cos2 θ) and therefore
∇αy∇αy|γp(s) → 1 when s → 1. Hence we can assume that ∇αy|γp(s) is spacelike for
s ∈ (s0, 1). Then
(
dY
ds
(s)
)2
=
(
∇αy|γp(s)γ˙αp (s)
)2 ≤ ∇αy∇αy|γp(s),
where we have used the fact that {∇αy|γp(s), γ˙p(s)} define a spacelike two-plane and
we have applied the Schwarz inequality. Hence dY
ds
stays bounded, which contradicts
Y →∞ when s→ 1. This completes the proof of the theorem. ✷.
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