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Abstrakt
V práci je uveden rozbor sou£asné lokalizace a mapování (SLAM) v oblasti mobilní
robotiky. Na základ¥ tohoto rozboru je navrºen algoritmus vyuºívající roº²í°eného
Kalmanova estimátoru stav· pro odhad polohy robotu. Je zde uveden popis matem-
atického modelu robotu a sníma£e, který je pro úlohu SLAM vyuºíván. Lokaliza-
£ní metoda vyuºívá informací o pracovním prost°edí mobilního robotu, které jsou
získávány pomocí laserového sníma£e. Význa£né rysy popisující prost°edí a orienta£ní
body pro ur£ení hodnoty stavového vektoru (polohy robotu) jsou z nam¥°ených dat
získany pomocí Radonovy transformace, jejíº algoritmus je také sou£ástí práce.
Navrºená metoda SLAM byla otestována na datech získaných pomocí mobilního
robotu UTAR. V záv¥ru práce je uvedeno zhodnocení dosaºených výsledk· a moºnosti
roz²í°ení navrºených algoritm·.
Abstract
This work presents an overview of the simultaneous localisation and mapping (SLAM)
problem in the mobile robotics. The Extended Kalman ﬁlter (EKF) based algorithm
for localisation and mapping is proposed. For EKF algorithm the models of the skid
steering mobile robot and the laser scanner are presented. The EKF algortihm is fea-
ture based algorithm, therefore the method for the landmark position determination
was developed. This segmentation method is based on the clustering of the Radon
transform space.
Proposed SLAM algorithm was tested with real data measured with UTAR mobile
platform. Achievments of the work are summarized in the conclusion of the proposed
work and possible improvements of the components are suggested.
Seznam pouºitých symbol·
x x-ová sou°adnice polohy robotu
y y-ová sou°adnice polohy robotu
ϕ nato£ení robotu
xR stavový vektor robotu
ϑ ²umový vektor robotu
Q kovarian£ní matice vektoru ϑ
yR m¥°ení získané pomocí laserového sníma£e
w ²umový vektor m¥°ení
R kovarian£ní matice vektoru w
x˜R odhad stavového vektoru robotu
P kovarian£ní matice odhadu stavového vektoru
y˜R odhad m¥°ení
x˜(k+1|k) odhad stavového vektoru v kroku k + 1 ur£ený pomocí m¥°ení
získaných v kroku k
x˜(k+1|k+1) odhad stavového vektoru v kroku k + 1 ur£ený pomocí m¥°ení
získaných v kroku k + 1
∆x odchylka mezi stavovým vektorem a jeho odhadem
∆y vektor inovace
L Kalmanova váhová matice
χ∆4 kovarian£ní matice inova£ního vektoru
χx∆ vzájemná kovarian£ní matice pro odhad stavu a inova£ní vektor
f nelineární funkce popisující model systému (robotu)
h nelineární funkce popisující model sníma£e
∇fx matice jakobiánu funkce f vyjád°ený podle stavového vektoru x
∇fϑ matice jakobiánu funkce f vyjád°ený podle stavového vektoru ϑ
∇hx matice jakobiánu funkce h vyjád°ený podle stavového vektoru x
∇hϑ matice jakobiánu funkce h vyjád°ený podle stavového vektoru ϑ
M mapa prost°edí
m stavový vektor popisující polohu orienta£ního bodu
b poloha bodu odpovídajícímu p°ekáºce nacházející se v prostoru
(získaná m¥°ením pomocí sníma£e)
H Hough·v akumulátor
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Kapitola 1
Úvod
Robotika je obor lidské £innosti, který napl¬uje snahu £lov¥ka usnadnit si práci.
P°estoºe slovo robot pochází z pera £eského spisovatele Karla apka (Rossums Uni-
versal Robots 1920), snaha vyrobit stroj vykonávající lidskou práci, p°ípadn¥ stroj,
který se podobá £lov¥ku, je v lidské historii zaznamenaná mnohem d°íve. Za první
stroj spadající do kategorie robot jsou ozna£ovány vodní hodiny, které sestrojil Cte-
sibus z Alexandrie v roce 270 p°. n. l.1
Také praºský Golem, £lov¥k z hlíny, napl¬uje my²lenku vytvo°it stroj podobný
£lov¥ku a za £lov¥ka pracující. Karel apek, spolu se svým bratrem Josefem, byli
p°i vzniku dramatu R.U.R. inspirováni pov¥stí o hlin¥ném Golemovi a masov¥ se
rozvíjející pr·myslovou výrobou, která vyºadovala pracovníky vykonávající t¥ºkou,
stále se opakující £innost 2.
Prvním moderním robotem, který zastával lidskou práci byl v roce 1962 stacionární
robot UNIMATE, který pracoval v automobilovém závod¥ General Motors v New
Jersey. V roce 1969 byl na Stanfordské univerzit¥ p°edstaven první autonomní mobilní
robot Shakey. P°estoºe i dnes je v¥t²ina robot· stacionárních, mobilní roboty na²ly
své uplatn¥ní v celé °ad¥ odv¥tví, od pr·zkumu podmo°ských hlubin, pr·vodcovství v
muzeích, p°evoz materiálu v továrnách, aº po pr·zkum vesmírných t¥les. V neposlední
°ad¥ je nutné zmínit se o zábavním pr·myslu, ve kterém mobilní roboty mají svoji
nezastupitelnou pozici. Zp°ístupn¥ní mobilní robotiky mimo výzkumné laborato°e
umoºnilo její velký rozmach. Do skupiny robotických hra£ek pat°í nap°íklad roboty
Aibo a Qrio japonské ﬁrmy Sony3. Tyto mobilní roboty, a£ mohou slouºit jako hra£ky,
umoº¬ují svým uºivatel·m programování své £innosti a jsou proto vyuºívány jako
u£ební pom·cka na mnoha univerzitách. Mimo jiné jsou roboty Aibo vyuºívány jako
hrá£i robotického fotbalu na mezinárodních sout¥ºích, ve kterých mají svoji kategorii.
Mobilní robotika v sob¥ slu£uje celou ²kálu problém·; od návrhu mechanické kon-
1Tyto hodiny pohán¥né proudem vody byly také nazývány clepsydra. V p°ekladu toto slovo
znamená zlod¥j vody. P°edpokládá se, ºe Ctesibus byl první, který vyuºil energie proudící vody,
kterou pomocí ozubených kol a hnacích pás· p°evedl na pohyb postavi£ek a zvonu ohla²ujícího £asový
signál.
2Karel apek vnímal roboty jako souhrn psychických a fyzických vlastností, které se podobaly
vlastnostem lidským. Roboty nevnímal jako stroje a ve svém díle psal slovo robot s velkým R.
3Výroba a vývoj robot· Aibo a Qrio byla ﬁrmou Sony ukon£ena v roce 2006.
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strukce a pohonu robotu, p°es vybavení vhodnými sníma£i a následné zpracování
signálu, aº po mechanismy umoº¬ující jejich samostatné rozhodování se.
Tato práce se zabývá °e²ením jedné z podúloh, kterou je t°eba úsp¥²n¥ splnit
k tomu, aby mohl vzniknout samostatn¥ pracující stroj. Touto podúlohou je úloha
lokalizace. S lokalizací, jako sou£ástí naviga£ní úlohy, velmi úzce souvisí také vytvá°ení
mapy pracovního prostoru robotu. Kapitoly 3, 4 a 5 jsou v¥novány této problematice
s ohledem na r·zné p°ístupy vyuºívané pro vytvá°ení map, r·zné druhy robotických
map a následnou lokalizaci v t¥chto mapách.
Pro vytvo°ení lokaliza£n¥ mapovacího algoritmu byl zvolen pravd¥podobnostní
p°ístup vyuºívající roz²í°eného Kalmanova estimátoru stav·. Popis této problematiky
je uveden v kapitole 6. Byl navrºen a realizován algoritmus pro ur£ení polohy robotu.
Tento algoritmus vyuºívá pouze data získaná m¥°ením pomocí planárního laserového
sníma£e. Kv·li lokalizaci není tedy t°eba zásah £lov¥ka do pracovního prost°edí robotu.
Kapitoly 8 a 10 se zabývají návrhu algoritmu pro sou£asné mapování a lokalizaci. Je
uveden návrh matematického modelu pouºitého robotu a laserového sníma£e SICK. V
práci je také uvedena segmenta£ní metoda pro zpracování nam¥°ených dat z laserového
sníma£e zaloºená na Radonov¥ transformaci. Navrºená metoda pro sou£asnou lokalizaci
a mapování byla otestována na datech získaných pomocí robotu UTAR, který byl vyv-
inut v Laborato°i teleprezence a robotiky p°i VUT v Brn¥.
Kapitola 2
Cíle diserta£ní práce
Cíle diserta£ní práce jsou:
1. Shrnutí sou£asného stavu oblasti mobilní robotiky s ohledem na systémy a algo-
ritmy vyuºívané pro lokalizaci a tvorbu map prost°edí, ve kterém robot vykonává
svoji £innost. Hlavní pozornost bude v¥nována algoritm·m, které pro lokalizaci a
mapování, p°ípadn¥ sou£asnou lokalizaci a mapování, vyuºívají matematického
modelu robotu a okolního prost°edí.
2. Návrh vlastního algoritmu pro sou£asné mapování a lokalizaci mobilního robotu
s d·razem na geometrickou reprezentaci prost°edí. P°edpokladem je, ºe mobilní
robot bude pro získávání informací o pracovním okolí vybaven pouze planárním
laserovým dálkom¥rem. Sou£ástí návrhu algoritmu bude vytvo°ení matematick-
ého modelu robotu a pouºitého sníma£e.
3. Ov¥°ení navrºeného algoritmu p°i simulaci a s vyuºitím reálných dat.
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Kapitola 3
Navigace
V této kapitole je uveden rozbor naviga£ní úlohy. Je zde uveden historický vývoj
naviga£ních technik v lidské £innost v souvislosti s vývojem technických prost°edk·
vyuºívaných pro navigaci. Jelikoº jednou ze základních schopností robotických sys-
tém· provád¥jících samostatnou £innost je schopnost orientace v prostoru, jsou v
poslední £ásti kapitoly uvedeny základní poºadavky, které musí samostatn¥ pracující
robot spl¬ovat.
3.1 Historie navigace
Slovo navigace má základ v latinském slov¥ navigo, jehoº význam se dá stanovit jako
dosaºení cíle plavbou (navis - lo¤) [5]. Kaºdý cestovatel, od starov¥kého mo°eplavce
aº po pilota moderního letounu, pot°ebuje znát svoji polohu, cíl své cesty a zp·sob,
jakým se do cíle dostane. Tímto zp·sobem jsou navigace a její podúloha - lokalizace
deﬁnovány jako:
navigace stanovení p°esné polohy cestovatele v prostoru za ú£elem dosaºení poºado-
vaného cíle [1].
lokalizace stanovení p°esné polohy cestovatele v prostoru [1].
Nejstar²í podoba navigace byla zaloºena na znalosti p°esné polohy orienta£ních bod·
v krajin¥. V místech, kde nebyly viditelné ºádné orienta£ní body, byla tato metoda
roz²í°ena o tzv. navigaci výpo£tem (DR - Deduced/ Dead Reckoning1).
1První písemná zmínka o Dead reckoning pochází z roku 1613. Slovo dead (mrtvý) pravd¥podobn¥
ozna£uje plovák lodního rychlom¥ru, jehoº poloha v·£i vodní hladin¥ je nem¥nná. Ozna£ení Deduced
reckoning (odvozeno výpo£tem) se roz²í°ilo mezi leteckými navigátory zvlá²t¥ b¥hem 2. sv¥tové války.
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Obrázek 3.1: Dead reckoning
navigace výpo£tem metoda umoº¬ující stanovení polohy na základ¥ známé star-
tovní pozice, rychlosti a sm¥ru pohybu (azimutu) [65]. Uve-
dené veli£iny jsou zaznamenávány a s pomocí tohoto záznamu
je moºné stejnou cestu (trajektorii) kdykoliv opakovat.
Za nejstar²í dochovaný záznam cesty se povaºuje starov¥ký zápis z putování °eck-
ého kupce Pythease z Massalie (350 - 300 p°.n.l.). Tehdej²í cestovatelé vyuºívali pro
navigaci orienta£ních bod· v krajin¥. K navigaci byly vyuºívány také hv¥zdy, av²ak
o celestiální navigaci v dne²ním slova smyslu se hovo°í od okamºiku, kdy byl pln¥
pochopen systém pohybu Slunce, hv¥zd a planet 2. Pomocí kompasu bylo moºno ur£it
kurs plavby, rychlost se ur£ovala pomocí lodního rychlom¥ru a £as byl m¥°en pomocí
p°esýpacích hodin. Tento jednoduchý m¥°icí systém umoºnil p°esné ur£ení polohy
plavidla. Pro záznam námo°ních plaveb byly pouºívány tzv. lodivodské manuály, ve
kterých byly zaznamenány jednotlivé plavby, popsány orienta£ní body, mo°ské proudy,
skaliska apod.
Kolem roku 1730 za£al být pro ur£ování vý²ky hv¥zdných t¥les vyuºíván sextant.
S pomocí moderního sextantu je moºno stanovit polohu plavidla s p°esností aº 400
m.
Na konci 19. století Nikola Tesla svým objevem rádiových vln vnesl £erstvý vítr
do naviga£ních technik. P°esnou polohu, v této dob¥ jiº nejen lodí, ale také letadel,
umoºnil stanovit systém maják· tvo°ených vysíla£i rádiových stanic se známou polo-
hou.
Kolem roku 1960 byly vyvinuty systémy LORAN a DME pro námo°ní a leteckou
navigaci, které pro navigaci pouºívaly poloautomatické systémy se sm¥rovými anté-
nami pro m¥°ení doby letu radiového signálu. V roce 1974 byl jako sou£ást globálního
satelitního naviga£ního systému Námo°nictva Spojených stát· (GPS - Global Posi-
tioning System) vypu²t¥n první satelit. V dne²ní dob¥ se pro navigaci vyuºívá kom-
binace rádiových maják· a satelitních naviga£ních systém·. Naviga£ní systémy na²ly
své uplatn¥ní nejen v oblasti námo°ní a letecké navigace, ale také v civilním ºivot¥
v podob¥ osobních naviga£ních systém·, kontrolních dopravních systém·, zabezpe£o-
vacích systém· apod.
2Základy moderní celestiální navigace stanovil v roce 1837 Thomas H. Summer. Základy celestiálni
navigace jsou dodnes vyºadovány pro ud¥lení licence v Britském obchodním lo¤stvu. [1]
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3.2 Navigace v robotice
Jedním z cíl· mobilní robotiky je vytvo°ení autonomního mobilního robotu. Aby bylo
moºno robot povaºovat za autonomní, musí spl¬ovat následující poºadavky:
 schopnost dlouhodobé práce bez nutnosti zásahu £lov¥ka.
 schopnost samostatného pohybu v pracovním prost°edí.
 schopnost vyhnout se situacím, ve kterých by mohlo dojít k poran¥ní £lov¥ka
nebo zni£ení robotu.
 schopnost shromaº¤ovat informace o pracovním prost°edí.
Navigace je jedním ze základních prvk· mobilní robotiky. P°i kaºdém pohybu robotu
z místa na místo je nutné si poloºit otázku Kde jsem? a na tuto otázku získat co
nejp°esn¥j²í odpov¥¤ [3].
V p°ípad¥ systému, který je alespo¬ £áste£n¥ autonomní, tzn. bez operátora, který
by robotu sd¥loval, ve kterém míst¥ se nachází, je navíc hledání odpov¥di na tuto zdán-
liv¥ jednoduchou otázku omezené senzorickým vybavením robotu. Proces navigace lze
v oblasti robotiky rozd¥lit do n¥kolika díl£ích úloh:
 lokalizace - stanovení polohy robotu (odhad polohy robotu).
 mapování - reprezentace pracovního prost°edí robotu
soub¥ºné mapování a lokalizace - (Simultaneous Mapping and Localisation)
SLAM.
 plánování trajektorie.
V mobilní robotice lze úlohu navigace rozd¥lit na dva problémy, které jsou svou sloºi-
tostí srovnatelné. Jedná se o úlohu lokalizace, tedy stanovení polohy mobilního robotu
v globálním sou°adnicovém systému a úlohu plánování trajektorie, která vyuºívá dat
získaných p°i mapování. Z vý²e uvedeného rozd¥lení je patrné, ºe ve²kerá £innost mo-
bilního robotu je závislá na znalosti p°esné polohy robotu a na co nejp°esn¥j²ím a pro
danou £innost nejvhodn¥j²ím popisu pracovního prost°edí.
3.3 Záv¥r
V této kapitole jsou uvedeny základní £ásti naviga£ního systému autonomního mo-
bilního robotu. Lokaliza£ní a mapovací algoritmy budou podrobn¥ rozebrány v násle-
dujících kapitolách. Úloha plánování trajektorie zahrnuje ²irokou ²kálu otázek, je-
jichº °e²ení je postaveno na znalosti polohy robotu. Vzhledem k ²í°i samotné otázky
lokalizace a tvorby map, není plánování trajektorie p°edm¥tem této práce.
Kapitola 4
Lokalizace v robotice
Obrázek 4.1: Robot Shakey (1972) [27]
V této kapitole jsou popsány základní principy lokalizace v mobilní robotice tak,
jak byly postupn¥ vyvíjeny a vyuºívány p°i vývoji mobilních robotických systém· s
cílem vyrobit alespo¬ £áste£n¥ autonomní stroj. Jedním z prvních pokus· o vytvo°ení
autonomního mobilního robotu byl robot Shakey, který byl vyvíjen v letech 1966 -
1972 na Stanfordském výzkumném institutu (SRI) viz obr. 4.1. Tento robot byl vy-
baven videokamerou, bezdotykovými £idly vzdálenosti a sníma£i, které mu umoº¬o-
valy zp¥tnou vazbu p°i jednoduché manipulaci s p°edm¥ty. Robot byl také schopen,
by´ v omezené mí°e, ur£ovat svoji polohu. Robot Shakey byl zárove¬ schopen vytvo°it
jednoduchou mapu prost°edí.
Na lokalizaci mobilního robotu lze nahlíºet jako na problém transformace sou°ad-
ných systém·. e²ením tohoto problému je nalezení transformace, která umoº¬uje
ur£ení shody mezi £ástí globální mapy prost°edí a lokální mapou získanou m¥°ením
robotu.
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 lokální mapa - po£átek sou°adného systému je spjat s mobilním robotem, nap°.
st°ed laserového sníma£e,
 globální mapa - po£átek sou°adného systému je spjat s prost°edím, ve kterém
se robot pohybuje, nap°. roh místnosti, vstup do budovy apod.
V tabulce 4.1 jsou uvedeny veli£iny, které jsou vyuºívány v souvislostí s lokalizací.
Tabulka 4.1: Lokalizace ve známém prost°edí
veli£ina hodnota
poloha robotu neznámá
mapa prost°edí
poloha orienta£ních bod·
známá
V závislosti na veli£inách, které jsou známy p°i inicializaci a b¥hem lokaliza£ního
algoritmu lze lokalizaci rozd¥lit do n¥kolika skupin [66, 18]:
 lokální - startovní poloha robotu je známá (v okamºiku startu je známý vz-
tah mezi lokálním a globálním sou°adným systémem), poloha robotu v jed-
notlivých krocích je vyhodnocována na základ¥ znalosti polohy v p°ede²lém
kroku a m¥°ení ze sníma£· umíst¥ných na robotu. V zahrani£ní literatu°e je
tento druh lokalizace ozna£ován jako sledování polohy (Position Tracking).
 globální - lokaliza£ní algoritmus robotu odhaduje polohu pouze na základ¥ m¥°ení
v okamºiku odhadu. K dispozici není ºádná znalost o p°ede²lé poloze robotu. V
tomto p°ípad¥ nelze p°edpokládat ºádná omezení p°i stanovení polohy robotu.
(V p°edchozím p°ípad¥ je toto omezení dáno alespo¬ £áste£nou znalostí modelu
robotu, vlivu ²umového signálu sníma£· na ur£ení polohy apod.).
 unesený robot - v tomto p°ípad¥ lokaliza£ní algoritmus vychází z p°edpokladu,
ºe se robot nachází na jiném míst¥, neº je tomu ve skute£nosti. Tento zdánliv¥
nesmyslný p°ípad je vhodný obzvlá²t¥ pro testování robustnosti lokaliza£ních
algoritm· a jejich schopnosti vhodn¥ reagovat na kritická selhání p°i globální
lokalizaci. V zahrani£ní literatu°e se tato lokaliza£ní úloha nazývá kidnapped
robot.
Reálným p°íkladem tohoto stavu je extrémní hodnota prokluzu kol mobilního
robotu. P°estoºe je pomocí sníma£· m¥°en pohyb kol, který je vyhodnocován
jako pohyb daným sm¥rem, poloha robotu z·stává nem¥nná. Vyhodnocení polohy
a p°i°azení odpovídajících si orienta£ních bod·, které probíhá na základ¥ p°ed-
pokládané polohy robotu, m·ºe být p°í£inou selhání lokaliza£ního algoritmu.
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4.1 Sledování dráhy
Tyto robotické systémy se pohybují po p°edem dané trajektorii, kterou je senzorický
systém mobilního robotu schopen detekovat. Tato naviga£ní technika umoº¬uje pouºití
pom¥rn¥ jednoduchého senzorického systému a neklade zvlá²tní nároky na výpo£etní
výkon. Tato lokaliza£ní metoda je v zahrani£ní literatu°e ozna£ována jako Line Fol-
lowing. Nej£ast¥ji vyuºívanými typy drah jsou elektrické vodi£e, kterými protéká st°í-
davý elektrický proud, a ten je snímán pomocí cívky umíst¥né na mobilním robotu.
Trajektorie mobilního robotu je p°edem dána uloºením vodi£· v podlaze a robot není
schopen p°esn¥ ur£it vlastní polohu ve kterémkoliv okamºiku. Tento zp·sob lokalizace
také vyºaduje zásah do prost°edí (poloºení kabel·, namalování barevných pruh·, a
pod.), coº m·ºe být v n¥kterých p°ípadech nákladné nebo neproveditelné.
P°es uvedené nevýhody jsou tyto systémy vyuºívány pro dopravu materiálu v
automatizovaných provozech, nemocnicích a pod. V neposlední °ad¥ se vyuºívají také
jako vhodná výuková úloha pro studenty kurz· robotiky a v disciplín¥ Path Follower
jsou po°ádány mezinárodní studentské sout¥ºe. P°íkladem m·ºe být sout¥º Istrobot,
po°ádaná na TU Bratislava, ve které sledování dráhy tvo°í jednu z disciplín [6].
V sou£asné dob¥ se n¥která v¥decká pracovi²t¥ za£ínají zabývat systémy pro sle-
dování pachové stopy. Pachovou stopu vyuºívají pro svoji orientaci zví°ata a hmyz.
Výzkum v této oblasti se soust°edí na vývoj systému, který by umoº¬oval lokalizaci
a mapování míst úniku jedovatých látek v nebezpe£ných prost°edích [4, 13].
4.2 Odometrie, inerciální naviga£ní systém
Dal²í moºnou metodou lokalizace mobilního robotu je odometrie, metoda vyuºívající
m¥°ení otá£ek kol robotu. Pro ur£ení polohy robotu se vyuºívá znalosti rozm¥r· kol a
geometrického uspo°ádání podvozku. Tato metoda v²ak nezahrnuje vlivy prost°edí na
robot jako jsou nap°íklad prokluz kol, smýkání kol p°i zatá£ení apod. a je vyuºitelná
pouze u kolových podvozk·. Nezávislost na druhu robotického podvozku nabízí systém
inerciální navigace, který pro ur£ení polohy vyuºívá m¥°ení zrychlení ve v²ech stupních
volnosti a jejich následnou dvojí integraci.
Hlavní nevýhodou inerciálního naviga£ního systému je skute£nost, ºe s uºite£nou
informací, která odpovídá m¥°enému zrychlení, se integruje také chyba m¥°ení. Ob¥
zmín¥né metody jsou samostatn¥ nepouºitelné z d·vod· rostoucí chyby stanovované
polohy robotu.
4.3 Lokalizace pomocí orienta£ních bod·
Orienta£ní body (v anglické literatu°e ozna£ované jako landmarks) jsou místa s charak-
teristickými rysy v pracovní oblasti mobilního robotu, která je robot schopen deteko-
vat pomocí vlastních sníma£·. Tyto oblasti mohou mít podobu geometrických út-
var·, jako jsou £áry, kruhy, mnohoúhelníky apod., pop°ípad¥ mohou být vytvo°eny
um¥le, nap°íklad formou rádiových vysíla£· [12]. Základním p°edpokladem metody
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je nem¥nná poloha orienta£ních bod· b¥hem procesu lokalizace. Lokalizace pomocí
orienta£ních bod· je v zahrani£ní literatu°e ozna£ována jako Beacon Navigation. Ori-
enta£ní body lze rozd¥lit do následujících skupin:
Obrázek 4.2: Algoritmus lokalizace robotu pomocí orienta£ních bod·
p°irozené orienta£ní body orienta£ní body, které byly vytvo°eny za jiným ú£elem
neº je navigace robotu. Typickým p°íkladem jsou: rohy místností, dlouhé chodby,
okna atd.,
um¥lé orienta£ní body orienta£ní body, které byly navrºeny a vytvo°eny pouze za
ú£elem navigace robotu. Typickým p°íkladem jsou £ernobílé obrazce (kamerové
naviga£ní systémy), ter£e s vysokou odrazivostí (optické laserové systémy), ak-
tivních vysíla£· (rádiové systémy),
aktivní orienta£ní body vysíla£e, které vysílají signál umoº¬ující stanovení polohy
robotu (vysíla£e GPS),
pasivní orienta£ní body odraºe£e, ter£e s deﬁnovanými rozm¥ry a pod.
Navigace pomocí um¥lých orienta£ních bod·
Naprostá v¥t²ina lokaliza£ních systém· vyuºívá pro ur£ení polohy mobilního robotu
porovnávání polohy orienta£ních bod· s p°edem známou mapou, ve které jsou uloºeny
polohy t¥chto orienta£ních bod·. Za takovou mapu m·ºe být povaºována p°edem
daná statická mapa prost°edí nebo mapa získávaná b¥hem pohybu robotu pomocí
jeho senzorického vybavení [10].
Podle p°ístupu k m¥°eným dat·m lze metody rozd¥lit do dvou skupin. Jedná se o
metody triangula£ní a metody pro odhad polohy na základ¥ známého modelu robotu,
sníma£· a °ídicích signál· mobilního robotu.
Triangula£ní metoda
Pokud jsou k dispozici úhly mezi jednotlivými orienta£ními body a robotem, je moºné
na základ¥ jednoduchých geometrických pravidel ur£it p°esnou polohu robotu v okamºiku
m¥°ení. Tato metoda je vyuºívána pro navigaci podle hv¥zd, kdy m¥°íme úhel mezi
hv¥zdou, pozorovatelem a horizontem a ze známého pr·b¥hu polohy hv¥zd na obloze
je moºné ur£it polohu pozorovatele.
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Obrázek 4.3: Geometrické ur£ení polohy robotu v rovin¥ pomocí triangula£ní metody
Pro p°esné ur£ení polohy robotu xR, yR a jeho nato£ení ϕR je dosta£ující znalost
o vzájemné poloze nejmén¥ t°í orienta£ních bod· - maják· (M1,M2,M3) viz obr. 4.3.
Global Positioning System (GPS)
GPS systém vyuºívá tzv. trilatera£ní metodu, která je zaloºena na znalosti vzdáleností
mezi p°ijíma£em a jednotlivými satelity (vysíla£i). Kaºdý ze satelit· vysílá zprávu,
ve které je zakódována okamºik jejího vyslání. Vzdálenost satelitu od p°ijíma£e je
stanovena na základ¥ doby mezi vysláním a p°ijmutím zprávy a známé rychlosti ²í°ení
signálu (kaºdý ze satelit· obsahuje p°esný synchronizovaný zdroj hodinového signálu).
Na základ¥ geometrického pr·niku mnoºin moºných poloh p°ijíma£e signálu je
následn¥ moºné ur£it jeho polohu [7, 8]. Nevýhodou systému GPS je jeho nevhodnost
pro pouºití uvnit° budov, coº je zp·sobeno nízkým výkonem vysíla£e signálu. Systém
GPS také nelze vyuºít v místech, kde není v dosahu dostate£ný po£et satelit·. Pro
vyuºití v mobilní robotice m·ºe být omezujícím faktorem také p°esnost systému GPS.
Tabulka 4.2: Výrobcem udávaná p°esnost sníma£e °ady Garmin GPS 25LP
Reºim P°esnost m¥°ení polohy
GPS lep²í neº 15 m
DGPS (RTCM) lep²í neº 5 m
DGPS (Diﬀerential Global Positioning System) metoda umoº¬ující zp°esn¥ní m¥°ené
polohy. Pro zvý²ení p°esnosti ur£ované polohy jsou vyuºívaná data získána
m¥°ením pomocí p°ístroje, jehoº p°esná poloha je známá a u n¥jº se p°edpok-
ládá viditelnost podobné skupiny satelit· jako u pohyblivého p°ijíma£e (ur£ené
polohy obsahují stejné chyby). Informace o chyb¥ polohy jsou p°enesena do
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p°ijíma£e, jehoº p°esná (neznámá) poloha je ur£ena na základ¥ vyhodnocení
obou m¥°ení s v¥t²í p°esností. D·vodem nep°esností v m¥°ení polohy mohou
být nap°íklad atmosférické poruchy, odchylky v synchronizaci £asu vysíla£e a
p°ijíma£e apod.
P°íklademm·ºe být systémWAAS/EGNOS (pro vyuºití na území USA/Evropy).
Tento systém se skládá z citlivých p°ijíma£· GPS signálu. Tyto p°ijíma£e zpra-
covávají GPS signál, vyhodnocují chyby a informace o t¥chto chybách poskytují
pomocí geostacionárních druºic uºivatel·m. GPS p°ijíma£e proto musí být pro
tuto moºnost vybaveny také p°ijíma£em signálu z druºic WAAS/EGNOS. S
vyuºitím t¥chto systém· lze stanovit polohu s p°esností cca. 3m.
Dal²ím omezujícím prvkem p°i vyuºití GPS m·ºe být, zvlá²t¥ v p°ípad¥ rychle
se pohybujících robot·, nízká frekvence (5 Hz) aktualizace polohy satelit·. Toto
omezení je dáno ²í°kou pásma, ve kterém je GPS signál vysílán.
4.4 Odhad polohy mobilního robotu
Polohu mobilního robotu nelze ode£íst p°ímo na výstupu ze senzoru, který je vyuºíván
pro navigaci, proto je cílem získat alespo¬ její pravd¥podobný odhad. Pro odhad
polohy je vyuºíváno £áste£né znalosti matematického modelu robotu, pouºívaného
sníma£e (sníma£· m·ºe být libovolné mnoºství), °ídicích vstup· robotu a skute£ných
m¥°ení. Odhad polohy je následn¥ provád¥n na principu Bayesovy podmín¥né pravd¥podob-
nosti. Za nejznám¥j²í zástupce skupiny algoritm· pro odhad polohy mobilního robotu
(aproximace Bayesova ﬁltru) lze bezpochyby povaºovat Kalman·v ﬁltr a jeho modi-
ﬁkace [11], který provádí odhad polohy na základ¥ minimalizace st°ední kvadratické
chyby odhadu polohy robotu. Princip odhadu stavového vektoru pomocí Kalmanova
ﬁltru je uveden na obrázku 4.4.
Obrázek 4.4: Proces odhadu pomocí Kalmanova ﬁltru
Sou£asná lokalizace a mapování, SLAM
Sou£asná lokalizace a mapování (Simultaneous Localisation and Mapping - SLAM)
- proces, p°i kterém robot vytvá°í mapu prost°edí, kterou zárove¬ vyuºívá k ur£ení
své pozice. Jedná se o situaci, kdy je robot umíst¥n do zcela neznámého prost°edí
a v tomto prost°edí má být schopen vyvíjet n¥jakou, alespo¬ £áste£n¥ autonomní
£innost. Principem je kontinuální tvorba mapy prost°edí p°i vyuºití dat ze sníma£·
na robotu umíst¥ných. Shodná vstupní data jsou vyuºívána jak pro tvorbu mapy, tak
pro lokalizaci v této map¥.
KAPITOLA 4. LOKALIZACE V ROBOTICE 22
P°i této metod¥ vytvá°í robot tzv. lokální mapu prost°edí, kterou následn¥ porovnává
s globální mapou uloºenou v pam¥ti, a ur£uje svoji polohu. Kvalita odhadu polohy na
základ¥ mapy závisí na schopnosti získávat a efektivn¥ vyuºívat informace o svém
okolí [14, 15, 16].
Obrázek 4.5: Lokalizace na základ¥ mapy prost°edí
Kombinace naviga£ních metod
Ve v¥t²in¥ p°ípad· jsou tyto metody kombinovány a vyuºívány k vzájemnému zp°es¬ování
údaj· o poloze. P°íkladem vyuºívání informací z jednotlivých lokaliza£ních systém·
je st°ela Tomahawk, jejíº vývoj byl zahájen v roce 1972 (obdobn¥ jako robot Shakey).
Tento létající autonomní robot pro ur£ení své polohy vyuºívá kombinaci následujících
metod [28]:
 navigace výpo£tem (DR) - p°i zahájení mise je st°ela °ízena podle p°edpro-
gramovaných krok·,
 data ze sníma£·
data ze sníma£· jsou po zpracování porovnávána s p°edem vytvo°enou mapou.
Porovnání provádí jednotky:
 TERCOM - porovnávání geograﬁckých vlastností terénu (od roku 1976),
 DSMAC - porovnávání obrazových informací o prost°edí. Data jsou p°izp·-
sobena nap°íklad denní dob¥ mise,
 inerciální naviga£ní systém,
 GPS - DGPS - (od roku 1993).
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Obrázek 4.6: St°ela Tomahawk (1976) [28]
Obdobn¥ jako se vyvíjely p°ístupy pro lokalizaci, vyvíjely se i zp·soby pro popis
pracovního prost°edí robotu. Tyto dv¥ pod-úlohy, a£ jsou uvedeny odd¥len¥, spolu
velmi úzce souvisí a v¥t²inou jsou °e²eny soub¥ºn¥.
4.5 Záv¥r
V této kapitole jsou uvedeny základní lokaliza£ní metody, jejich principy, výhody a
nevýhody. Ve v¥t²in¥ reálných robotických systém· jsou jednotlivé druhy lokaliza£ních
p°ístup· kombinovány navzájem.
P°i volb¥ lokaliza£ní metody je t°eba brát z°etel na prost°edí, pro které je mo-
bilní robot ur£en. Lokaliza£ní metoda pro robot pohybující se v tovární hale nap°.
umoº¬uje vyuºití um¥lých orienta£ních bod·, zatímco pro lokalizaci v neznámém
prost°edí je nutné, aby robot spoléhal na m¥°ení získaná vlastním senzorickým sys-
témem. Návrh SLAM algoritmu, který je uveden v kapitole 10, tento p°edpoklad
zahrnuje, a pro lokalizaci jsou pouºívána pouze data z laserového sníma£e. Toto
prost°edí je v²ak strukturované (vnit°ní prost°edí budov), coº usnad¬uje nalezení
vhodných orienta£ních bod·.
Kapitola 5
Mapování v robotice
V této kapitole je uvedeno základní rozd¥lení a popis robotických map. V tabulce 5.1
jsou uvedeny veli£iny, které se vztahují k úloze tvorby mapy.
Tabulka 5.1: Veli£iny vyuºívané p°i tvorb¥ mapy prost°edí
veli£ina hodnota
poloha robotu známá
mapa prost°edí
poloha orienta£ních bod·
neznámá
5.1 Vývoj robotického mapování, druhy map
V 80. letech 20. století se problematika mapování v mobilní robotice rozd¥lila na dva
základní zp·soby [24]:
Geometrický - p°i tomto zp·sobu reprezentace je mapa ukládána jako sada geomet-
rických primitiv popisujících prost°edí. Na obrázku 5.1 je znázorn¥no kancelá°ské
Obrázek 5.1: Geometrická reprezentace prost°edí
prost°edí. Jednotlivé místnosti jsou ohrani£eny úse£kami a pr·chody mezi míst-
nostmi jsou ponechány volné.
Zásadním p°ínosem pro oblast geometrických map bylo vyuºití m°íºek obsazenosti.
Tento p°ístup popisuje prost°edí jako dostate£n¥ jemnou m°íºku, jejíº jednotlivé
bu¬ky obsahují informaci, zda je bu¬ka obsazená, £i nikoliv. M°íºky obsazenosti
(Occupancy grids) poprvé pro mapování v mobilní robotice zmi¬uje Alberto
Elfes v roce 1989 [25]. Tuto techniku rozvinul také Hans Moravec v [26]. Metoda
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umoº¬uje akumulovat informaci o obsazenosti bu¬ky v prostoru na základ¥
Bayesova teorému o podmín¥né pravd¥podobnosti. Kaºdá bu¬ka této mapy ob-
sahuje hodnotu pravd¥podobnosti toho, zda je obsazená p°ekáºkou, kterou je
moºno zjistit za pomocí pouºitých sníma£·. M¥°ení t¥mito sníma£i (v dob¥
vzniku metody byly vyuºívány ultrazvukové sníma£e) je popsáno pomocí pravd¥podob-
nostního modelu sníma£e.
Obrázek 5.2: Reprezentace prost°edí pomocí m°íºky obsazenosti
Tento zp·sob zobrazení prostoru je velmi podobný tomu, jak by danou oblast
zobrazil £lov¥k. Porozum¥ní tomuto druhu mapy je proto velmi intuitivní a
usnad¬uje jak vyuºití výsledk· robotického mapování, tak zadávání p°edem
stanovené mapy do naviga£ního systému robotu.
Z tohoto d·vodu jsou výsledky robotického mapování velmi £asto ºádány práv¥
v tomto formátu a to nejen v p°ípad¥ geodetických p°ístroj·, které jsou ur£eny
pro vytvá°ení map.
Topologický - tento p°ístup popisuje okolní prost°edí robotu pomocí vztah· mezi
jednotlivými, pro navigaci robotu d·leºitými, místy. Jednotlivá význa£ná místa
reprezentují uzly grafu. Spojnice mezi t¥mito uzly pak popisují zp·sob, kterým
se lze mezi body pohybovat. Na obrázku 5.3 uzly reprezentují jednotlivé míst-
nosti, spojnice pak reprezentují pr·chody mezi t¥mito místnostmi.
Obrázek 5.3: Topologická reprezentace prost°edí
T°etím zp·sobem, který je £áste£nou kombinací obou p°edchozích, dopln¥ným o dal²í
informace je p°ístup:
Znalostní - do mapy je zaznamenávána znalost o prost°edí (cognitive map). Na rozdíl
od geometrických a topologických reprezentací, které jsou primárn¥ ur£ené pro
navigaci robotu, jsou tyto mapy pokusem o vysv¥tlení toho, jaké objekty se
nachází v okolí robotu. Zatímco p°i geometrickém popisu prost°edí jsou typicky
vyuºívány rohy a st¥ny místností, p°i popisu znalostním jsou vyuºívány entity
typu: dve°e, st·l, sk°í¬, atd. [35].
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Ve skute£nosti nejsou první dv¥ skupiny odd¥leny ostrou hranicí. V¥t²ina topologick-
ých algoritm· pracuje s informacemi, které jsou vyuºívány pro tvorbu geometrických
map. Topologické mapy popisují pracovní prostor robotu a jsou dopln¥ny o geomet-
rický popis význa£ných oblastí prostoru. Tato místa jsou pak vyuºívána lokaliza£ním
algoritmem pro stanovení polohy, p°ípadn¥ její zp°esn¥ní. T¥mito orienta£ními body
jsou v¥t²inou mín¥ny rohy místnosti [31].
Obrázek 5.4: Topologická reprezentace prost°edí s
metrickými prvky
Obrázek 5.1 znázor¬uje hybridní mapu prost°edí, které je shodné jako prost°edí na
obr. 5.1. Globální mapa prost°edí je topologická a je shodná s topologickou mapou po-
psanou vý²e. Tato globální topologická mapa je dopln¥na o lokální geometrické mapy,
které jsou znázorn¥ny pomocí roh· (£ervená barva). Z kaºdého uzlu vede £ervená £ára,
která ukazuje, ºe k uzlu jsou p°íslu²né nejen topologické spojnice, tedy informace jak
se dostat do dal²ího uzlu, ale i informace o geometrických vlastnostech význa£ných
oblastí v prostoru, v zobrazeném p°ípad¥ se jedná o rohy místnosti. Tyto význa£né
oblasti jsou spolu taktéº spojeny topologickou vazbou (tenká £erná £ára), která °íká,
jakým zp·sobem jsou rohy místnosti uspo°ádány.
Dal²ím p°íkladem mapy, která v sob¥ zahrnuje jak geometrické, tak topologické
informace, mohou být mapy vytvo°ené £lov¥kem. P°estoºe nejsou vytvá°eny p°ímo
robotem, jsou k jejich tvorb¥ vyuºívány stroje (nap°. pro letecké snímkování) a jsou
vytvá°eny pomocí technik pouºívaných i v mobilní robotice (triangulace, trilaterace,
fotogrammetrie, apod.) [30]. Na t¥chto mapách jsou pomocí geometrických primitiv
zobrazeny uzly - (budovy, volná prostranství, lesy, vodní zdroje, . . . ) a spojnice -
(cesty, vodní toky, . . . ), které popisují zp·sob, jakým se lze dostat z jednoho místa
k druhému. Tyto informace jsou navíc £lov¥ku interpretovány pomocí barevného
odli²ení jednotlivých druh· uzl· i jejich spojnic.
Obrázek 5.5: Objektov¥ orientovaná znalostní mapa [35]
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Znalostní p°ístup k robotickému mapování se svým výsledkem nejvíce blíºí zp·-
sobu, jakým p°i pr·zkumu prost°edí postupují zví°ata a £lov¥k [35, 36]. lov¥k p°i
pr·zkumu prostoru vytvá°í mapu informací o jednotlivých objektech a jejich vzá-
jemných vazbách. Tyto informace vyuºívá k snadnému zapamatování a pochopení
zkoumaného prostoru. P°íklad znalostní mapy prost°edí je uveden na obrázku 5.5.
5.2 Vytvá°ení mapy robotem
K vytvo°ení mapy prost°edí musí být robot vybaven sníma£i, které mu umoº¬ují
získat pot°ebné informace o prost°edí. Nej£ast¥ji pouºívanými senzory pro vytvá°ení
robotických map jsou: kamery, laserové dálkom¥ry (planární nebo 3D), GPS p°ijíma£e,
radary apod. Výstupy z v¥t²iny t¥chto sníma£· jsou omezeny (nap°. p°ijíma£e GPS
signálu nefungují uvnit° budov) a výsledky m¥°ení jsou zatíºené chybami a ²umem.
Také pohyb robotu je zatíºen ²umem, reprezentovaným vlivy okolí robotu, které p°i
°ízení jeho pohybu nejsou brány v úvahu, z £ehoº vyplývá skute£nost, ºe polohu robotu
nelze ur£it z °ídicích signál·, které do robotu vstupují.
V p°ípad¥, ºe by oba ²umové signály byly na sob¥ nezávislé, p°esnost mapy by bylo
moºno zvý²it pomocí zvý²ení po£tu m¥°ení a jejich vhodnou statistickou analýzou. V
reálných robotických systémech jsou v²ak signály statisticky závislé. Odchylky polohy
zp·sobené °ídicím signálem, který je zatíºen ²umem, rostou v £ase a ovliv¬ují tak
polohu, která je ur£ována z m¥°ení jednotlivých sníma£·. Tyto vypo£ítané polohy
jsou zatíºené systematickou chybou.
Tvorba robotických map je komplikována obtíºností ur£ení, zda data nam¥°ená
v r·zných £asových okamºicích zobrazují stejná místa v prostoru. Tento problém
je v literatu°e velmi £asto zmi¬ován jako problém korespondence m¥°ení (correspon-
dence problem), nebo jako problém sdruºování dat (data association problem) [24, 33].
Hlavním d·sledkem problému sdruºování dat je skute£nost, ºe s rostoucím £asem a
po£tem m¥°ení m·ºe celková odchylka polohy p°ekro£it mez, která je pro lokaliza-
£ní a mapovací algoritmus p°ijatelná (závisí na typu aplikace). Výpo£etní náro£nost
ur£ení korespondujících bod· m¥°ení je proto omezujícím faktorem pro n¥které algo-
ritmy. Tyto algoritmy dokáºí zpracovat pouze omezený po£et prvk·, £ímº je omezena
velikost mapy, pro kterou je tato skupina SLAM algoritm· vyuºitelná [34].
Dal²ím d·leºitým aspektem p°i vytvá°ení robotické mapy je dynamika prost°edí.
Reálné prost°edí v¥t²inou prochází zm¥nami. P°i mapování kancelá°ského prost°edí
lze za takovou zm¥nu povaºovat nap°íklad: pohyb osob v kancelá°i, zm¥nu po£tu knih
v knihovn¥, nebo zm¥nu stavu dve°í z otev°ených na zav°ené. Tuto skute£nost pak
m·ºe lokaliza£ní algoritmus vyhodnotit dv¥ma zp·soby:
 poloha objekt· se zm¥nila a mapovací algortimus m·ºe aktualizovat mapu prost°edí,
 lokaliza£ní algoritmus ze zm¥n¥né polohy objekt· nesprávn¥ vyhodnotí polohu
a dojde k jeho selhání.
V¥t²ina sou£asných mapovacích algoritm· p°edpokládá statické prost°edí a v²echny
dynamické zm¥ny v prost°edí jsou vyhodnocovány jako ²umový signál. D·sledkem
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tohoto p°edpokladu je, ºe lokaliza£ní a mapovací algoritmy jsou funk£ní v relativn¥
krátkých £asových intervalech, ve kterých je prost°edí nem¥nné.
Také strategie pr·zkumu prost°edí je d·leºitým prvkem p°i robotickém mapování.
V neznámém prost°edí musí robot nejen vytvá°et mapu a lokalizovat se v ní, ale
zárove¬ musí v této map¥ být schopen naplánovat optimální trajektorii. Tato tra-
jektorie musí být naplánována nejen s ohledem na délku, energetickou a £asovou
náro£nost, ale také s ohledem na její vhodnost pro získání informací pro vytvo°ení
mapy a s uváºením rizika, ºe robot nebude schopen tuto informaci získat a ztratí se
ve zkoumaném prostoru. Z tohoto úhlu pohledu lze lokaliza£n¥ mapovací algoritmy
(LAM) rozd¥lit na aktivní a pasivní:
 pasivní algoritmy pro lokalizaci a mapování - data z lokaliza£ního algoritmu
nejsou vyuºívána pro plánování trajektorie. V tomto p°ípad¥ je LAM vyuºíván
pouze jako pozorovatel prost°edí,
 aktivní algoritmy pro lokalizaci a mapování - pro °ízení pohybu mobilního robotu
jsou vyuºívána data z LAM. Tento p°ístup umoº¬uje minimalizovat ztráty zp·-
sobené navedením robotu do riskantních oblastí, umoº¬uje aktivn¥ plánovat
proces navigace tak, aby p°i pr·zkumu byla prozkoumána celá oblast, umoº¬uje
£áste£né °e²ení lokalizace a mapování symetrických prost°edí, apod. [69].
5.3 Záv¥r
V této kapitole jsou uvedeny základní druhy map, které jsou pouºívány v mobilní
robotice spolu s jejich výhodami a nevýhodami. Také je zde uvedeno rozd¥lení LAM
algoritm·. Z uvedených moºností reprezentace pracovního prost°edí robotu je pro
£lov¥ka nejp°irozen¥j²í reprezentace geometrická. Tento druh mapy usnad¬uje komu-
nikaci mezi lidskou obsluhou a robotickým systémem. Geometrickou mapu lze vyuºít
nejen jako výstup z robotického systému, ale v p°ípad¥ známého prost°edí lze takovou
mapu snadno vytvo°it (plány budov, geodetické mapy, atp.) a usnadnit tak úlohu
lokalizace. Z tohoto d·vodu byl tento druh reprezentace zvolen také pro algoritmus
navrºený v kapitole 10.
Kapitola 6
Pravd¥podobnostní p°ístup
v robotice
P°i reálném provozu mobilního robotu jsme v¥t²inou nuceni se spolehnout na infor-
mace o okolním prost°edí, které si je robot schopen sám získat pomocí zabudovaných
sníma£·. Sníma£e umíst¥né na mobilním robotu nejsou ve v¥t²in¥ p°ípad· schopny
dodat p°esnou informaci o stavu robotu. Vzhledem k tomu, ºe hlavním tématem práce
je úloha lokalizace a mapování, stavem robotu je my²lena poloha robotu v prostoru
a poloha p°ekáºek, které se v prostoru nacházejí. Tato skute£nost je dána tím, ºe
jednotlivé principy m¥°ení mají svá omezení a výsledky m¥°ení jsou zatíºeny ²umem.
6.1 Stavové veli£iny
Jedním z moºných p°ístup· ke zpracování hodnot m¥°ených sníma£i je tzv. pravd¥podob-
nostní p°ístup (probabilistic robotics). Robot a prost°edí, ve kterém se pohybuje, je
popsán pomocí stavových veli£in. Stavové veli£iny lze rozd¥lit do dvou skupin v závis-
losti na tom, zda jsou v £ase konstantní, nebo prom¥nné:
 statické stavové veli£iny - veli£iny, které jsou b¥hem £innosti robotu konstantní.
Do této skupiny pat°í nap°íklad: teplota sledovaného objektu, barva objektu,
poloha objekt·, (zdi, sloupy, okna,. . . ) ,
 dynamické stavové veli£iny - veli£iny, které jsou prom¥nné b¥hem £innosti robotu.
Typickým zástupcem této skupiny je rychlost p°ekáºky pohybující se v pracov-
ním prost°edí robotu.
Mezi hlavní stavové veli£iny vyuºívané p°i lokalizaci a mapování pat°í:
 poloha robotu - stavová veli£ina popisující polohu robotu v globálním sou°adném
systému. V p°ípad¥, ºe se jedná o robot pohybující se v rovin¥, je poloha robotu
dána sou°adnicemi popisující polohu (x, y) a nato£ení robotu (ϕ),
29
KAPITOLA 6. PRAVDPODOBNOSTNÍ PÍSTUP V ROBOTICE 30
 poloha a stav objekt· (p°ekáºek) v pracovním prost°edí robotu. Ve v¥t²in¥ p°í-
pad· se jedná o statické veli£iny, které popisují polohu a stav význa£ných oblastí,
bod· v okolí robotu. Do této skupiny náleºí také poloha a rychlost pohybující
se p°ekáºky (nap°. osoby pohybující se v zorném poli robotu),
 význa£né oblasti - oblasti v pracovním prost°edí robotu, které jsou spolehliv¥
rozpoznatelné a snadno matematicky popsatelné.
Na tomto míst¥ by bylo moºno uvést nespo£etné mnoºství moºných veli£in popisu-
jících stav robotu a jeho prost°edí (stav napájecího systému, teplota pohonných jed-
notek, teplota okolního prost°edí, sloºení ovzdu²í, apod.). Tyto veli£iny v²ak nemají
p°ímý vztah k úloze lokalizace nebo mapování (pop°ípad¥ SLAM).
6.1.1 Stavové veli£iny s p°ímým vztahem k úloze mapování a
lokalizace
 xk = (x, y, ϕ) stavový vektor popisující polohu a orientaci mobilního robotu
v prostoru v kroku k. Sou°adnice x, y popisují polohu robotu v kartézském
sou°adném systému a ϕ je úhel nato£ení robotu,
 uk vektor °ídicí veli£iny, který zp·sobí p°echod systému do stavu xk. Tento
vektor m·ºe obsahovat poºadované hodnoty rychlosti otá£ení jednotlivých kol
robotu,
u kolových podvozk· je v praktických realizacích vstup uk velmi £asto nahra-
zován výstupem z inkrementálních sníma£· umíst¥ných na kolech robotu. Tímto
opat°ením lze eliminovat odchylky regulátoru pro °ízení motor· robotu,
 ok m¥°ení (pozorování - observation) orienta£ních bod· v prostoru provád¥né v
£asovém kroku k ,
 M = (m1,m2 · · ·mn)mapa, mnoºina stavových vektor· p°íslu²ejících jednotlivým
orienta£ním bod·m,
 mi vektor popisující polohu orienta£ního bodu. Poloha jednotlivých orienta£ních
bod· je £asov¥ konstantní mi = (xi, yi).
6.2 Poloha robotu jako náhodná veli£ina
Na vývoj polohy robotu, stejn¥ tak jako na m¥°ení provád¥ná robotem, lze pohlíºet
jako na náhodný proces. Hodnota stavového vektoru xt je závislá na vstupním °ídicím
signálu ut a p°edchozí hodnot¥ stavu systému xt−1 a lze ji vyjád°it jako p (xt | xt−1,ut).
Tato podmín¥ná pravd¥podobnost je nazývána pravd¥podobností p°echodu stav· a
popisuje pr·b¥h stavu xt v £ase [18].
Obdobným zp·sobem lze popsat také pravd¥podobnost m¥°ení, jako: p (ot | xt).
Z tohoto zápisu je patrné, ºe hodnota m¥°ení je závislá pouze na poloze robotu v
prostoru. Tato pravd¥podobnost je popisem p°edpisu, podle n¥hoº jsou generována
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m¥°ení oi na základ¥ polohy robotu xi. Zjednodu²en¥ lze o m¥°eních oi °íci, ºe se
jedná o projekci stavu xi, která je zatíºena ²umem.
Jelikoº polohu robotického systému nelze stanovit p°ímo, je nutné tuto polohu
odvodit z m¥°ených dat a p°edpokládaného stavu (polohy) robotu.
P°edpokládaný stav robotu je aposteriorní pravd¥podobnost vyjad°ující hodnotu
stavu po provedení ak£ního zásahu do robotického systému. V tomto p°ípad¥ je pro
ur£ení stavu robotu vyuºívána hodnota m¥°ení ot. Obdobn¥ lze stanovit také hod-
notu aposteriorní pravd¥podobnosti p°ed zapo£ítáním hodnoty pozorování ot jako
p (xt | o1:t−1,u1:t). Tyto dv¥ aposteriorní pravd¥podobnosti jsou v literatu°e ozna£ovány
jako (state of knowledge, information state), p°ípadn¥ (belief) a jsou vyjád°ením
vnit°ní znalosti stavu robotu.
 aposteriorní (hledaná) pravd¥podobnost zahrnující hodnotu m¥°ení:
p (xt | o1:t,u1:t) (6.1)
 aposteriorní pravd¥podobnost nezahrnující hodnotu m¥°ení. Tato pravd¥podob-
nost je nazývána predikcí stavu systému:
p (xt | o1:t−1,u1:t) (6.2)
P°echod od aposteriorní pravd¥podobnosti (6.2) k aposteriorní pravd¥podobnosti
(6.1) se pak nazývá aktualizací (korekcí) stavu systému. Zp·sob p°echodu mezi t¥mito
dv¥ma pravd¥podobnostmi je popsán v následujícím textu.
6.3 Bayes·v ﬁltr
Obecným zp·sobem výpo£tu aposteriorních pravd¥podobností je Bayes·v ﬁltr. Po-
mocí tohoto algoritmu lze ur£it hodnotu aposteriorní pravd¥podobnosti p (xt | o1:t,u1:t)
na základ¥ aposteriorní pravd¥podobnosti z p°edcházejícího kroku p (xt−1 | o1:t−1,u1:t−1).
Podle Bayesovy v¥ty [17] lze hledanou hodnotu vyjád°it jako:
p (xt | o1:t,u1:t) = p (ot | xt,o1:t−1,u1:t) p (xt | o1:t−1,u1:t)
p (ot | o1:t−1,u1:t) (6.3)
Na základ¥ p°edpokladu, ºe hodnoty p°edchozích stav·, °ídicí vstupy a m¥°ení neob-
sahuje ºádnou informaci, která by umoºnila zp°esnit predikci stavu, lze pro první £ást
£itatele zlomku napsat:
p (ot | xt,o1:t−1,u1:t) = p (ot | x1:t) (6.4)
po této úprav¥ je moºno psát:
p (xt | o1:t,u1:t) = p (ot | xt) p (xt | o1:t−1,u1:t)
p (ot | o1:t−1,u1:t) (6.5)
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Obrázek 6.1: Algoritmus Bayesova ﬁltru
druhou £ást £itatele (6.3) je pak moºné pomocí v¥ty o úplné pravd¥podobnosti [17]
vyjád°it jako:
p (xt | o1:t−1,u1:t) =
∫
p (xt | xt−1,o1:t−1,u1:t) p (xt−1 | o1:t−1,u1:t) dxt−1 (6.6)
za stejného p°edpokladu, který byl pouºitý pro zjednodu²ení rovnice (6.3), lze i tuto
rovnici zjednodu²it na tvar:
p (xt | o1:t−1,u1:t) =
∫
p (xt | xt−1,ut) p (xt−1 | o1:t−1,u1:t−1) dxt−1 (6.7)
algoritmizovaný výpo£et hledané hodnoty (stavu systému) je zobrazen na obrázku 6.1:
Pro zjednodu²ení 6.4, 6.6 je vyuºíváno p°edpokladu, ºe m¥°ená data a stav systému v
nadcházejícím £asovém okamºiku t+1 jsou závislá pouze na stavu systému v £asovém
okamºiku t. Tato skute£nost °íká, ºe na robotický systém je moºno nahlíºet jako na
Markov·v proces [17].
P°i vyuºití tohoto algoritmu je v²ak nutné si uv¥domit, ºe podmínka úplné stavové
reprezentace systému, která vyplývá z p°edpokladu, ºe se jedná o systém spl¬ující
vlastnosti Markovova procesu, je málokdy spln¥na. Nespln¥ní podmínky vyplývá z
faktu, ºe v reálném p°ípad¥ v¥t²inou nejsme schopni zahrnout v²echny vlivy, které na
systém (mobilní robot) p·sobí.
Bayes·v ﬁltr, tak jak byl uveden vý²e, není prakticky vyuºitelný z d·vodu, ºe
nelze implementovat na £íslicovém po£íta£i. Hlavní principy jsou v²ak shodné i pro
algoritmy, které pro výpo£et aposteriorní pravd¥podobnosti p (xt | o1:t,u1:t) vyuºívají
aproximace.
Základní vlastnosti algoritmu jsou:
 algoritmus je rekurzivní - pro ur£ení stavu systému xt vyuºívá hodnotu stavu
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xt−1,
 hodnota stavu xt je po£ítána jako aposteriorní pravd¥podobnost na základ¥
v¥ty o pravd¥podobnosti p°í£in [17]. Pro výpo£et jsou vyuºívány pouze hodnoty
p°edchozích stav· a vstupních signál· (°ídicí signál, vstup m¥°ení).
6.4 Aproximace Bayesova ﬁltru
Analytické vyjád°ení a výpo£et aposteriorní pravd¥podobnosti p (xt | o1:t,u1:t) jsou
moºné pouze v omezeném po£tu p°ípad·. Aby bylo moºno aplikovat Bayesovský
ﬁltr v reálném robotickém systému, je zapot°ebí vyuºít vhodné aproximace této
pravd¥podobnosti. Pro aproximaci se vyuºívá n¥kolik základních druh· popisu: [18,
19, 20].
6.4.1 Popis pomocí Gaussova rozd¥lení pravd¥podobnosti
U tohoto zp·sobu aproximace se k popisu aposteriorní pravd¥podobnosti p (xt | o1:t, u1:t)
vyuºívá n-rozm¥rného Gaussova rozd¥lení a jeho základních charakteristik:
p (x) = det (2piΣ)−
1
2 exp
{
−1
2
(x− µ)T Σ−1 (x− µ)
}
(6.8)
 Σ - kovarian£ní matice. Symetrická, pozitivn¥ deﬁnitní matice, jejíº prvky mají
hodnotu σij
µ - vektor st°edních hodnot. Algoritmy, které vyuºívají tohoto zjednodu²eného
popisu, jsou nazývány gaussovskými ﬁltry. Mezi nejznám¥j²í zástupce této skupiny
pat°í:
Kalman·v ﬁltr -KF pro parametrizaci Gaussova rozd¥lení je vyuºíváno jeho prvních
dvou moment· - st°edních hodnot a rozptyl·. Hlavní nevýhodou Kalmanova
ﬁltru (p°estoºe spl¬uje v²echny podmínky k tomu, aby ho moºno vyuºít jako
aproximaci Bayesovského ﬁltra£ního algoritmu) je, ºe tento algoritmus je vhodný
pouze pro spojité, lineární systémy.
Roz²í°ený Kalman·v ﬁltr - EKF (Extended Kalman Filter). Jelikoº funkce pro
p°echody mezi jednotlivými stavy a závislosti m¥°ení v¥t²inou nejsou lineární,
vyvstává pot°eba linearizace p°echodové funkce. Algoritmus EKF vyuºívá pro
aproximaci nelineární funkce Taylorova rozvoje, ze kterého vyuºívá pouze koe-
ﬁcienty pro první °ád.
Rozptylový Kalman·v ﬁltr - UKF (Unscented Kalman Filter). Tento algoritmus
aproximuje nelineární p°echodovou funkci p°ímým výpo£tem charakteristických
bod·. Charakteristické body odpovídají rozptylu rozd¥lení náhodné veli£iny.
Hodnoty t¥chto bod· jsou následn¥ dosazeny do nelineární funkce a výsledné
hodnoty pouºity pro rekonstrukci výsledného Gaussova rozd¥lení. Velkou výhodou
tohoto ﬁltra£ního algoritmu je, ºe odpadá nutnost výpo£tu matice jakobiánu p°i
linearizaci pomocí Taylorova rozvoje.
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Informa£ní ﬁltr - IF. Hlavní rozdíl mezi algoritmy vycházejícími z Kalmanova ﬁl-
tru a informa£ním ﬁltrem je zp·sob reprezentace aposteriorní pravd¥podobnosti
p (xt | o1:t,u1:t). Zatímco prvn¥ zmín¥né algoritmy vyuºívají pro popis mo-
ment· rozd¥lení pravd¥podobnosti (st°ední hodnoty a kovariance), informa£ní
ﬁltr vyuºívá kanonické parametrizace vícerozm¥rného Gaussovského rozd¥lení.
Tato parametrizace je deﬁnována pomocí matice Ω, která se nazývá informa£ní
matice (matice p°esnosti) a její hodnotu lze ur£it pomocí: Ω = Σ−1 a infor-
ma£ního vektoru ξ, který je vyjád°en jako: ξ = Σ−1µ. Tento algoritmus je duální
k algoritmu KF, z £ehoº vyplývá omezení vyuºití pouze pro lineární systémy.
Roz²í°ený informa£ní ﬁltr - EIF. Tento algoritmus je roz²í°ením algoritmu IF pro
nelineární systémy. Tento algoritmus je snadno vyuºitelný p°i slu£ování dat p°i
spolupráci více robot·. P°i takovéto spolupráci jsou data z jednotlivých robot·
slu£ována pomocí Bayesova vzorce. Jelikoº informa£ní ﬁltr vyuºívá kanonické
parametrizace, pravd¥podobnost je reprezentována v logaritmické podob¥, coº
umoº¬uje slu£ování dat pomocí jednoduché operace s£ítání. Mezi hlavní nevýhody
v²ak pat°í skute£nost, ºe v kroku aktualizace aposteriorního rozd¥lení pravd¥podob-
nosti, je pot°eba ur£it p°evrácenou hodnotu informa£ní matice, coº je u matic
s velkým po£tem prvk· velmi náro£né na výpo£etní £as.
ásticový ﬁltr - (Particle Filter). Algoritmus £ásticového ﬁltru pro popis hustoty
pravd¥podobnosti vyuºívá vícenásobných kopií stavových prom¥nnýchXt
(
x1t , x
2
t , . . . , x
n
t
)
.
P°i vytvá°ení kopie stavové veli£iny (£ástice) je kaºdé kopii p°i°azen váhový
koeﬁcient wnt , který popisuje pravd¥podobnost toho, ºe pro hodnotu £ástice
xnt nastane pozorování ot. Jedná se tedy o popis hustoty pravd¥podobnosti
p (xnt | o1:t,u1:t). Následn¥ jsou váhy jednotlivých £ástic nastaveny s ohledem
na model systému, ²um systému, apod. Tento krok se nazývá predikce. V kroku
nazývaném aktualizace jsou hodnoty p°epo£ítány v závislosti na hodnotách
získaných m¥°ením a £ástice s malými váhovými koeﬁcienty jsou odstran¥ny
(p°evzorkování). Fáze výpo£tu váhových koeﬁcient· jsou shodné s fázemi výpo£tu
Kalmanova ﬁltru, viz kapitola 6.5. Výhodou tohoto p°ístupu je moºnost aproxi-
mace nelineární hustoty pravd¥podobnosti stavové veli£iny a moºnost nastavení
po£tu £ástic. Nastavením po£tu £ástic lze velmi snadno ovlivnit rychlost a p°es-
nost výpo£tu. V n¥kterých p°ípadech m·ºe dojít k situaci, v niº jsou hodnoty
v²ech váhových koeﬁcient· natolik malé, ºe jsou v²echny £ástice odstran¥ny.
Tato skute£nost je jednou z hlavních nevýhod £ásticového ﬁltru [18, 67].
Souhrnný Kalman·v ﬁltr - EnKF (Ensemble Kalman Filter). Algoritmus, který
byl navrºen pro aplikace, v nichº stavový vektor a jeho kovarian£ní matice mají
vysoký po£et prvk·. Tento algoritmus je vyuºíván v oblasti zpracování dat z
model· vyuºívaných pro vytvá°ení p°edpov¥di po£así. Stavový vektor tvo°í tzv.
souhrn (ensemble). S tímto souhrnem je nakládáno jako s náhodnou veli£inou,
p°estoºe jednotlivé prvky souhrnu nejsou nezávislé veli£iny. V p°ípad¥, ºe jed-
notlivé £ástice p°edstavují nejlep²í moºný odhad stavové veli£iny (st°ední hod-
nota) a jejich váhové koeﬁcienty jsou nastaveny tak, aby p°edstavovaly rozptyl
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rozloºení náhodné veli£iny (viz kapitola 6.4.1), odpadá nutnost výpo£tu kovari-
an£ní matice. Jedná se v podstat¥ o £ásticový ﬁltr, který aproximuje gaussovské
rozloºení pravd¥podobnosti [68].
6.4.2 Aproximace rozd¥lení pravd¥podobnosti kone£ným po£tem
prvk·
Jedná se o rozd¥lení aposteriorní pravd¥podobnosti kone£ným po£tem prvk·. Hlavní
výhodou tohoto p°ístupu je moºnost volby po£tu prvk·, coº s sebou p°iná²í moºnost
volby p°esnosti a £asové náro£nosti výpo£t· [18]. Dv¥ základní metody jsou:
Diskrétní Bayes·v ﬁltr v p°ípad¥, ºe stav robotu xt nabývá pouze kone£ného
po£tu hodnot, je spojitý Bayes·v ﬁltr nahrazován ﬁltrem diskrétním. Typickou
robotickou aplikací je úloha mapování a lokalizace pomocí m°íºek obsazenosti.[18]
Pro predikci a aktualizaci kaºdé stavové veli£iny platí následující vztahy:
p˜ (xk,t) =
∑
i
p (Xt = xk | uk, Xt−1 = xi) p (xi,t−1) (6.9)
p (xk,t) =
p (ot | Xt = xk | uk, Xt−1 = xi) p˜ (xk,t)
p (ot | o1:t−1,u1:t) (6.10)
Tyto vztahy odpovídají fázi predikce a aktualizace stavového vektoru, obdobn¥
jako u 6.7, 6.5. V p°ípad¥, kdy se pomocí diskrétního Bayesova ﬁltru nahrazuje
spojitá stavová veli£ina, je takový ﬁltr nazýván histogramovým.
Algoritmus histogramového ﬁltru rozd¥luje stavový prostor na kone£ný po£et
oblastí. Pro kaºdou oblast je ur£ena souhrnná hodnota, která reprezentuje rozd¥lení
aposteriorní pravd¥podobnosti.
ásticový ﬁltr algoritmus £ásticového ﬁltru je uveden v sekci 6.4.
6.5 Kalman·v ﬁltr - KF
Pro úlohu sou£asného mapování a lokalizace byl jako vhodný aproxima£ní algoritmus
Bayesovského ﬁltru zvolen Kalman·v ﬁltr a jeho modiﬁkace pro nelineární p°ípady -
EKF. Tato volba byla provedena na základ¥ skute£nosti, ºe algoritmy vycházející z
KF jsou jednoduché a výpo£etn¥ efektivní. Zatímco výpo£etní náro£nost roz²í°eného
Kalmanova ﬁltru je kvadraticky závislá na rozm¥ru stavového vektoru, u £ásticového
ﬁltra£ního algoritmu je tato závislost exponenciální.
Vzhledem k tomu, ºe EKF tvo°í základní prvek lokaliza£ního algoritmu, je tento
estimátor stavu zevrubn¥ popsán v následujících kapitolách. Uvedený popis vychází
z [8, 11, 22, 18].
Hlavní my²lenkou algoritmu Kalmanova ﬁltru je spojení algoritmu zp¥tnovazeb-
ního estimátoru pro odhad stavu systému s rekurzivním výpo£tem minimalizace
odchylky metodou nejmen²ích £tverc·. Algoritmus Kalmanova ﬁltru p°edpokládá,
ºe model mobilního robotu je popsán stavovými rovnicemi. Tyto rovnice vyjad°ují
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lineární diskrétní popis systému:
x(k+1) = f
[
x(k),u(k), ϑ(k)
]
(6.11)
z tohoto popisu je patrné, ºe systém spl¬uje podmínku bayesovské ﬁltrace a to, ºe
hodnota stavu x(k+1) je závislá na hodnot¥ p°edchozího stavu x(k) a hodnot¥ vstup-
ního signálu u(k) (6.3). Veli£iny vstupující do výpo£t· jsou zatíºeny náhodnými d¥ji,
které zat¥ºují stavovou veli£inu, proto je pot°eba s t¥mito jevy uvaºovat i p°i návrhu
algoritmu ﬁltru.
Jednotlivé sloºky vektoru ²umu systému ϑ(k) jsou popsány Gaussovým rozd¥lením
s nulovou st°ední hodnotou µϑ. umovému vektoru také p°íslu²í kovarian£ní matice
Q(k).
ϑ(k) = N
(
0, Q(k)
)
(6.12)
E
[
ϑi(k)ϑ
T
j(k)
]
= Q(k) (6.13)
Vektor výstupu systému je:
y(k) = h
[
x(k),w(k)
]
(6.14)
Druhým ²umovým vektorem je vektor ²umu m¥°ení wk. Tento vektor v sob¥ zahrnuje
p°esnost sníma£·, které jsou vyuºívány pro lokalizaci mobilního robotu, a je popsán
rovnicí:
wk = N
(
0, R(k)
)
(6.15)
E
[
wi(k)wTj(k)
]
= R(k) (6.16)
D·leºitou vlastností obou ²umových signál· je, ºe jsou nezávislé navzájem a také
jsou nezávislé na prvcích stavového vektoru systému, z £ehoº vyplývá následující
skute£nost:
E
[
ϑi(k)xTj(k)
]
= 0∀i, j
E
[
wj(k)xTj(k)
]
= 0∀i, j
E
[
ϑj(k)wTj(k)
]
= 0∀i, j
kde E
[
ai(k)bj(k)
]
je matice vyjad°ující hodnotu kovariance obou vektor· [17].
Odhad skute£ného stavu sytému x(k+1) je ozna£ován jako x˜(k+1|k). Tento zápis
zna£í, ºe odhad je provád¥n v £asovém okamºiku k+1 na základ¥ posloupnosti m¥°ení
získaných v £ase k. Tuto posloupnost m¥°ení lze popsat jako: Y k+1 =
[
y(1), y(2), . . . , y(k)
]
1.
Pro odchylku mezi skute£nou hodnotou stavu x(k+1)a jeho odhadem x˜(k+1|k) platí:
∆x(k+1|k) = x(k+1) − x˜(k+1|k) (6.17)
1Jedná se o stejnou posloupnost výstup·, která je v kapitole 6.2 popsána písmenem O. Zm¥na
popisu byla provedena vzhledem ke konvencím pouºívaným pro zna£ení výstupu sytému v oblasti
simulace, modelování a °ízení.
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Kovarian£ní matice (rozptylová matice [17]) rozdílu mezi skute£ným stavem robotu a
jeho odhadem je vyjád°ena jako:
P(k+1|k) = E
[
∆x(k+1|k)∆xT(k+1|k)
]
(6.18)
Algortimus Kalmanova ﬁltru umoº¬uje najít takovou hodnotu odhadu stavového vek-
toru, pro niº bude tato odchylka minimální.
KF pro lineární systémy
Maticovým zápisem lze mobilní robot popsat jako dynamický systém:
x(k+1) = F(k)x(k) +G(k)u(k) + ϑ(k) (6.19)
y(k) = H(k)x(k) +w(k) (6.20)
rovnice matematického modelu mobilního robotu pro odhad stavového vektoru jeho
kovarian£ní matice jsou:
x˜(k+1|k) = F(k)x˜(k|k) +G(k)u(k) (6.21)
P(k+1|k) = F(k)P(k|k)FT(k) +Q(k) (6.22)
Význam jednotlivých prvk·, které jsou pouºity pro popis, je uveden v tabulce 6.1.
Tabulka 6.1: Popis veli£in
F matice soustavy
G matice buzení
H matice výstupu
x(k) stav systému
u(k) vstup °ízení
v(k) ²um systému
w(k) ²um m¥°ení
V p°ípad¥, ºe do rovnice pro odhad stavu systému vhodným zp·sobem zavedeme
dal²í £leny, jsme schopni rovnici m¥nit a ovliv¬ovat výpo£et stavu systému. len, vy-
povídající o kvalit¥ odhadu stavu, je obsaºen v rovnici pro výstupní hodnotu systému
systému (6.22), který je:
4y(k) = y(k) − y˜(k) (6.23)
a nazývá se vektorem inovace. Tento rozdíl je zaveden pomocí matice L do rovnice
pro odhad stavu (6.21). Vhodná volba matice L 2 umoºní ovlivnit odhad stavu tak,
aby jeho odchylka od stavu skute£ného byla minimální. Algoritmus výpo£tu matice
L je nazýván Kalmanovým ﬁltrem - estimátorem stavu.
2V literatu°e je tato matice n¥kdy ozna£ována písmenem W jako matice váhová. Ozna£ení L
vychází z Luenbergerova deterministického estimátoru stavu. Struktura Kalmanova estimátoru je
shodná s Luenbergerovým estimátorem, zp·sob výpo£tu váhové matice je v²ak odli²ný.
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x˜(k+1|k+1) = F x˜(k|k) +Gu(k) + L(k+1)
[
y(k|k) − y˜(k|k)
]
= F x˜(k|k) +Gu(k) + L(k+1)
[
y(k|k) −Hx˜(k|k)
]
= x˜(k+1|k) + L(k+1) 4 y(k) (6.24)
Návrh matice L je provád¥n metodou rekurzivní minimalizace £tverc· odchylek. Od-
chylka odhadu stavové veli£iny od skute£né hodnoty je dána rovnicí:
4x(k+1|k) = x(k+1) − x˜(k+1|k)
4x(k+1|k) = Fx(k) +Gu(k) + ϑ(k) −
{
F x˜(k|k) +Gu(k) + L(k+1) 4 y(k)
}
= Fx(k) − F x˜(k) + ϑ(k) − L(k+1) 4 y(k)
4x(k+1|k) = 4x(k|k) − L(k+1) 4 y(k) (6.25)
pro kovarian£ní matici vyjad°ující st°ední hodnotu chyby odhadu hodnoty stavových
veli£in platí:
P(k+1|k+1) =E
[
∆x(k+1|k+1)∆xT(k+1|k+1)
]
=E
{[4x(k|k) − L(k+1) 4 y(k)] [4x(k|k) − L(k+1) 4 y(k)]T}
=E
[
4x(k|k) 4 xT(k|k)
]
+ E
[
L(k+1) 4 y(k) 4 yT(k)LT(k+1)
]
−E
[
4x(k|k) 4 yT(k)LT(k+1)
]
− E [L(k+1) 4 y(k) 4 x(k|k)]
P(k+1|k+1) =P(k+1|k) + L(k+1)
[
4y(k) 4 yT(k)
]
LT(k+1)
−E
[
4x(k|k) 4 yT(k)
]
LT(k+1) − L(k+1)E
[4y(k) 4 x(k|k)] (6.26)
Pro zp°ehledn¥ní zápisu jsou zavedeny substitu£ní matice vyjad°ující hodnotu kovari-
an£ní matice inova£ního vektoru 6.27 a vzájemné kovariance pro chybu predikce stavu
a inova£ního vektoru 6.28:
χ∆∆(k+1|k) =E
[
4y(k) 4 yT(k)
]
(6.27)
χx∆(k+1|k) =E
[
4x(k|k) 4 yT(k)
]
=E
[
4y(k) 4 xT(k|k)
]
χx∆(k+1|k) =χTx∆(k+1|k) (6.28)
Pro hodnotu váhové matice L(k+1) platí:
L(k+1) = χx∆(k+1|k)χ−1∆∆(k+1|k) (6.29)
Hodnota této matice poskytuje optimální odhad stavového vektoru ve smyslu nej-
men²ích £tverc· odchylek. Váhová matice L je ur£ena z hodnoty kovarian£ní matice
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mezi chybou odhadu a matice stavového vektoru a kovariance vektoru inovace. Pro
aktualizovanou hodnotu stavového vektoru (po uváºení hodnot získaných m¥°ením) a
jeho kovarian£ní matici platí:
x˜(k+1|k+1) = x˜(k+1|k) + L(k+1) 4 y(k+1) (6.30)
P(k+1|k+1) = P(k+1|k) − L(k+1)χ∆∆(k+1|k)LT(k+1) (6.31)
Rovnice 6.26 aº 6.31 popisují zp·sob, jakým se projevuje vyuºití modelu systému v
algoritmu výpo£tu Kalmanova Fistru. Místo toho, aby se vyuºívalo p°ímé hodnoty
výstupu z modelu, je vyuºíván vektor inovace 6.23 a hodnota jeho kovarian£ní matice
6.27. Hodnoty vektor· vyuºitých pro substituci v aktualiza£ním kroku jsou:
4y(k+1) = y(k+1) − y˜(k+1|k)
= y(k+1) −H∆x(k+1|k) (6.32)
χ∆∆(k+1|k) = HP(k+1|k)HT +R(k+1)
χx∆(k+1|k) = P(k+1|k)HT (6.33)
KF shrnutí
 rovnice popisující lineární systém:
x(k+1) = Fx(k) +Gu(k) + ϑ(k)
y(k) = Hx(k) +w(k)
 odhad stavového vektoru a jeho kovarian£ní matice:
x˜(k+1|k) = F x˜(k|k) +Gu(k)
P(k+1|k) = FP(k|k)FT +Q(k)
 aktualizace stavového vektoru a kovarian£ní matice:
x˜(k+1|k+1) = x˜(k+1|k) + L(k+1) 4 y(k+1)
P(k+1|k+1) = P(k+1|k) − L(k+1)χ∆∆(k+1|k)LT(k+1) (6.34)
kde platí:
Tabulka 6.2: Pouºité substituce
vektor inovace 4y(k+1) = y(k+1) −H∆x(k+1|k)
kovariance vektoru inovace χ∆∆(k+1|k) = HP(k+1|k)HT +R(k+1)
váhová matice L(k+1) = P(k+1|k)HTχ−1∆∆(k+1|k) (z rovnice 6.33)
Kompletní odvození algoritmu Kalmanova ﬁltru lze nalézt v [8, 22, 18]. Vý²e uvedený
algoritmus Kalmanovy ﬁltrace je platný za n¥kolika podmínek, z nichº n¥které v
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mobilní robotice velmi £asto nejsou spln¥ny. Jednou z t¥chto podmínek je poºadavek
na linearitu systému. V p°ípad¥, ºe se nejedná o lineární systém, je nutné aplikovat
algoritmus tzv. roz²í°eného Kalmanova ﬁltru (EKF), který pro spln¥ní podmínky
lineárního systému vyuºívá linearizace pomocí Taylorova rozvoje prvního °ádu.
6.6 Roz²í°ený Kalman·v ﬁltr - EKF
P°edpokladem této metody je, ºe model systému je lokáln¥ lineární, hodnoty proces-
ního ϑ(k) a m¥°icího w(k) ²umu jsou dostate£n¥ malé a ºe lze provést odhad stavu
systému na základ¥ p°edchozích výstup·. Stavové rovnice systému a jeho výstupu
jsou:
x(k+1) = f
(
x(k),u(k), ϑ(k)
)
(6.35)
y(k) = h
(
x(k),w(k)
)
(6.36)
Linearizace modelu pomocí Taylorova rozvoje za p°edpokladu, ºe prvky vy²²ího °ádu
jsou zanedbatelné (vyuºíváme pouze lineární £ásti), umoº¬uje vyuºití algoritmu KF.
Linearizované modely systému a sníma£e lze popsat jako:
x(k+1) = f
(
x˜(k|k),u(k), 0
)
+5fx∆x(k|k) +5fϑϑ(k) (6.37)
y(k+1) = h
(
x˜(k+1|k), 0
)
+5hx∆x(k+1|k) +5hww(k+1) (6.38)
kde matice 5fx, 5fϑ, 5hx,5hϑ jsou matice Jakobián· funkcí fx a fy, jejichº rozvoj
je proveden podle x respektive ϑ a w a jejich hodnota je vyjád°ena pro ∆x(k|k),
∆x(k+1|k) respektive pro ϑ(k), w(k+1).
Rovnice umoº¬ující odhad stavu systému je:
x˜(k+1|k) = f
(
x˜(k|k),u(k), 0
) .
= E
[
f
(
x˜(k|k),u(k), 0
)
+5fx∆x(k|k) +5fϑϑ(k)
]
(6.39)
jestliºe platí, ºe hodnoty ∆x(k|k) a ϑ(k) jsou dostate£n¥ malé a mají nulovou st°ední
hodnotu, lze hodnotu odchylky vyjád°it jako:
∆x(k+1|k) = x(k+1) − x˜(k+1|k)
= 5fx∆x(k|k) +5fϑϑ(k)
kovarian£ní matice odhadu stavového vektoru odpovídá
P(k+1|k) = E
[
∆x(k+1|k)∆xT(k+1|k)
]
.= 5fxP(k|k) 5 fTx +5fϑQ(k) 5 fTϑ (6.40)
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Obdobným zp·sobem lze ur£it také vztah pro hodnotu vektoru odhad· výstupních
hodnot a inova£ního vektoru:
y˜(k+1) = h
(
x˜(k+1|k), 0
)
(6.41)
∆y(k+1) = y(k+1) − y˜(k+1)
.= 5hx∆x(k+1|k) +5hww(k) (6.42)
pro aktualizaci stavového vektoru a kovarian£ní matice (stejn¥ jako v 6.34):
x˜(k+1|k+1) = x˜(k+1|k) + L(k+1) 4 y(k+1)
P(k+1|k+1) = P(k+1|k) − L(k+1)χ∆∆(k+1|k)LT(k+1)
a hodnoty p°íslu²ných kovarian£ních matic:
χ∆∆(k+1|k)
.= 5hxP(k+1|k) 5 hTx +5hwR(k+1) 5 hTw (6.43)
χx∆(k+1|k)
.= P(k+1|k) 5 hTx
L(k+1) = P(k+1|k) 5 hTxχ∆∆(k+1|k)
= χx∆(k+1|k)χ∆∆(k+1|k) (6.44)
Tímto zp·sobem výpo£tu kovarian£ní matice inova£ního vektoru χ∆∆ a váhové mat-
ice L je zaru£eno, ºe odhad stavového vektoru robotu x˜R je neposunutý 3. Odhad
stavového vektoru x˜(i|j) je povaºován za neposunutý, pokud platí, ºe matice: P(i|j) −
E
[
∆x(i|j)∆xT(i|j)
]
je semideﬁnitn¥ pozitivní [8].
6.7 Záv¥r
V této kapitole byly popsány základní vlastnosti Kalmanova ﬁltru a jeho roz²í°ení
pro nelineární robotické systémy - EKF. V algoritmu SLAM je EKF vyuºíván jako
estimátor pro stanovení polohy mobilního robotu.
3V p°ípad¥ posunutého odhadu stavového vektoru hodnota x˜R nekonverguje k xR .
KAPITOLA 6. PRAVDPODOBNOSTNÍ PÍSTUP V ROBOTICE 42
Obrázek 6.2: asová posloupnost krok· pro algoritmus KF (EKF)
P°edpokládá se, ºe robot má k dispozici p°edem uloºené body, podle nichº se
lokalizuje. Tyto body nemusí být nutn¥ uloºeny v pam¥ti robotu p°ed zapo£etím
lokalizace. M·ºe se jednat o body, které byly získány p°i p°edchozím m¥°ení. Tyto
orienta£ní body taktéº nemusí mít podobu geometrických vlastností prost°edí, ale
m·ºe se (v obecném p°ípad¥) jednat o jakýkoliv druh charakteristiky popisující okolní
prost°edí (lokalizace pomocí pachové stopy). Vysv¥tlení £asové posloupnosti jednotlivých
krok· cyklu je uvedeno na obr. 6.2, platí jak pro KF, tak pro EKF [8].
Kapitola 7
Systémy pro tvorbu map a
lokalizaci
V této kapitole jsou uvedeny p°íklady systém·, které jsou vyvíjeny a testovány na
p°edních sv¥tových pracovi²tích. Z vyvíjených lokaliza£ních sytému byly vybrány sys-
témy, které pro lokalizaci vyuºívají 2D mapy.
7.1 Robotické mapování d·lních systém·
Jedním z nejvýznamn¥j²ích v¥deckých pracovi²´ zabývajícím se problematikou robotick-
ého mapování je laborato° um¥lé inteligence (Artiﬁcial Intelligence Laboratory) na
Stanfordské univerzit¥ (USA). Jako p°íklad výzkumu, kterým se tato laborato° zabývá,
byl zvolen robot Groundhog, který je ur£en pro robotické mapování vnit°ních prost°ední
d·lních systém·. Tento robot byl vyvinut ve spolupráci s robotickým institutem na
univerzit¥ Carnegie Mellon (USA) [40].
P°estoºe výsledná mapa d·lního systému je ve vytvá°ena ve 3D, pro samot-
nou lokalizaci mobilního robotu Groundhog bylo vyuºito 2D mapy. Tato mapa byla
vytvo°ena metodou porovnávání po sob¥ jdoucích snímk· získaných pomocí laserového
proximitního sníma£e (Scan Matching) [38]. Robot pro svou lokalizaci vyuºívá pouze
informace z laserových sníma£·, k dispozici nejsou data získaná odometrií. Na obrázku
7.1 je zobrazen robot Groundhog p°i mapování d·lního systému.
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Obrázek 7.1: Robot Groudhog p°i mapování d·lního systému [39]
Mobilní robot není autonomní, je °ízen pomocí kabelu, který slouºí zárove¬ jako
pojistka v p°ípad¥ selhání pohonného systému robotu.
Vzájemné pooto£ení a posunutí bylo vyhodnocováno na základ¥ algoritmu ICP
(Iterative Closest Point).
E (R, t) =
M∑
i=1
D∑
j=1
wi,j ‖mi − (Rdj + t)‖2 (7.1)
Tento iterativní algoritmus minimalizuje hodnotu odchylky mezi modelem (vzorem)
M = (m1, . . . ,mi) a novým snímkem - nam¥°enými daty D = (d1, . . . , dj).
Obrázek 7.2: 2D mapa d·lního systému [39]
V jednotlivých krocích algoritmu jsou nastavovány hodnoty transla£ní a rota£ní
matice tak, aby vzájemná odchylka byla minimální - lokální mapaD je transformována
tak, aby vyhovovala map¥ globální M [41]. Hodnota váhového vektoru wi,j ur£uje,
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zda se jedná o body mapy, které spolu korespondují (hodnota 1) nebo nekorespondují
(hodnota 0). Výsledek mapovacího algoritmu je zobrazen na obrázku 7.2. Na imple-
mentaci ICP algoritmu se podílela také skupina robotiky z n¥meckého Fraunhofer
Institutu [42], která se zabývá 3D mapováním. Tato skupina se specializuje na vývoj
metod pro minimalizaci chybové funkce (viz rovnice 7.1) metody ICP pro lokalizaci a
mapování (p°eváºn¥ v 3D) [43], [44].
7.2 Projekt PeLoTe
Jako zástupce £eských pracovi²´ zabývajících se lokalizací a mapováním v mobilní
robotice lze jist¥ povaºovat Gerstnerovu laborato° [45] p°i praºském VUT. Tato
laborato° se mimo jiné specializuje na spolupráci mezi £lov¥kem a mobilním robotem.
P°íkladem m·ºe být projekt PeLoTe, který si klade za cíl usnadnit práci hasi£ským
záchranným tým·m.
Pomocí mobilního robotu je prozkoumávána nebezpe£ná oblast, v níº se mohou
nacházet lidské ob¥ti. Pokud mobilní robot nalezne ob¥´, p°edá informaci do °ídícího
centra, které tuto informaci zpracuje a za²le ji lidskému záchraná°i, který je vybaven
digitálním za°ízením s digitální mapou prost°edí. Záchraná° na základ¥ této informace
m·ºe rychle a ú£inn¥ podniknout kroky nutné pro záchranu.
Pro lokalizaci a vytvá°ení robotických map je robot vybaven planárním laserovým
sníma£em SICK. Z dat získaných pomocí tohoto laserového sníma£e jsou na základ¥
algoritmu ICP vytvá°eny robotické mapy, v nichº je provád¥na lokalizace. Obdob-
ným systémem (PeNa - Personal Navigation) je vybaven také lidský záchraná°, je-
hoº poloha je ur£ována z inerciálního lokaliza£ního systému vybaveného optickým
gyroskopem (odometrie), systémem laserových sníma£· pro ur£ení délky kroku a
planárním laserovým sníma£em. Data z t¥chto jednotek jsou také vyuºívána pro au-
tomatickou tvorbu digitální mapy a lokalizaci v této map¥. P°íklad digitální mapy
získané tímto systémem je uveden na obrázku 7.3.
Obrázek 7.3: P°íklad mapy získané mapovacím systémem PeNa [46]
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7.3 Záv¥r
Úlohou robotického mapování a lokalizace se zabývají tém¥° v²echna pracovi²t¥, která
°e²í problematiku autonomních robotických systém·. V prvním p°ípad¥ se jedná o
pracovi²t¥, na kterém v roce 1972 vznikl robot Shakey (viz kapitola 3) a lze tedy
°íci, ºe s autonomní mobilní robotikou má nejdel²í zku²enosti. Druhé pracovi²t¥ bylo
zvoleno jako £eský tv·rce robotických systém· pro vytvá°ení map a lokalizaci pomocí
mobilních robot·.
Kapitola 8
Model robotu a sníma£e
Popsané algoritmy pro lokalizaci mobilního robotu vyuºívají odhadu polohy robotu a
odhadu m¥°ení získaného ze sníma£·, na robotu umíst¥ných. Aby bylo moºno provést
tyto odhady, je t°eba vytvo°it matematický model robotického systému a pouºitého
sníma£e. Algoritmus SLAM byl deﬁnován jako algoritmus, který stanovuje polohu
robotu a orienta£ních bod· v prostoru pouze na základ¥ m¥°ení, která jsou získávána
sníma£i umíst¥nými na robotu. Poloha robotu xR v prostoru je popsána sou°adnicemi
v globálním kartézském systému. 1
xR = [x, y, ϕ]
T (8.1)
Sou°adnice robotu zárove¬ reprezentují stavové veli£iny, které jsou vyuºity pro popis
robotu a jeho modelu.
Prost°edí, ve kterém se robot pohybuje, je popsáno mnoºinou bod· mN , kde
N ∈ R. Jednotlivé prvky mnoºiny mi jsou popsány sou°adnicemi xi a yi v globálním
kartézském systému. Tyto sou°adnice jsou zárove¬ stavovými veli£inami popisujícími
stav orienta£ního bodu. P°edpokladem je, ºe stav orienta£ních bod· je v £ase kon-
stantní.
8.1 Model robotu
Pro úlohu mapování a lokalizace je vyuºíván robot UTAR, který je vyvíjen na Ús-
tavu automatizace a m¥°icí techniky od roku 1999. Jedná se o £ty°kolový mobilní
robot, který je pohán¥n dv¥ma stejnosm¥rnými motory. Kola na kaºdé stran¥ robotu
jsou spojena °et¥zem, robot nemá oto£nou nápravu, proto p°i otá£ení robotu dochází
ke smyku. Hlavní výhodou této konstrukce mobilního podvozku je jeho jednoduchá
mechanická konstrukce a velká robustnost, coº umoº¬uje pohyb nejen ve vnit°ních
prostorách, ale i ve vn¥j²ím prost°edí.
1xR ozna£uje vektor stavových veli£in. Vzhledem k tomu, ºe stavové veli£iny odpovídají sou°ad-
nicím v kart. sou°. systému (x, y, ϕ), bylo z d·vodu v¥t²í p°ehlednosti zvoleno ozna£ení R. Jedná se
v²ak o prom¥nnou, která odpovídá prom¥nné x pouºité v kap. 6 pro popis stavového vektoru.
47
KAPITOLA 8. MODEL ROBOTU A SNÍMAE 48
Pro ú£ely mapovacího algoritmu byl vytvo°en jednoduchý matematický model
umoº¬ující stanovení stavových veli£in. Matematicky lze robot popsat na základ¥
sil na n¥j p·sobících, coº vede ke vzniku sloºitého dynamického modelu. Zatímco
ur£ení polohy robotu pomocí dynamického modelu je dáno °e²ením soustavy difer-
enciálních rovnic, u modelu kinematického se jedná o relativn¥ jednoduchý výpo£et.
P°i sestavování kinematického modelu jsou pro stanovení pr·b¥hu rychlosti pohybu
robotu pouºity pouze rychlosti jednotlivých kol. V takovém p°ípad¥ matematický
model robotu nezohled¬uje síly, které na n¥j p°i pohybu p·sobí. V p°ípad¥ robotu
UTAR se jedná o zvlá²t¥ smykové síly, které p·sobí na kola robotu b¥hem zatá£ení.
Jedním z p°edpoklad· pro sestavení kinematického modelu robotu je, ºe kola robotu
Obrázek 8.1: Schéma mobilního robotu UTAR
vykonávají £ist¥ rota£ní pohyb kolem své osy a nedochází k jeho smýkání. Z tohoto
p°edpokladu vyplývá skute£nost, ºe kinematický model smykem °ízeného robotu nelze
sestrojit [70, 63].
8.1.1 Kinematický model robotu
Idea náhrady jednotlivých robot· je zobrazena na obrázku 8.2. Poºadavkem je, aby
se st°ed otá£ení obou robot· nacházel ve stejném bodu. Aby bylo moºno provést
tuto zám¥nu obou typ· robotických podvozk·, je nutné, aby byly spln¥ny následující
podmínky:
 podklad, po kterém se robot pohybuje, je homogenní, jeho vlastnosti jsou pod
v²emi koly shodné (v reálném p°ípad¥ je nutné, aby podklad byl shodný alespo¬
p°ibliºn¥),
 kola robotu mají shodné vlastnosti (materiál pneumatik, tlak v pneumatikách,
míra opot°ebení, apod.),
 t¥ºi²t¥ smykem °ízeného mobilního robotu leºí v geometrickém st°edu robotu.
Pokud jsou spln¥ny uvedené podmínky, lze smykem °ízený mobilní robot popsat po-
mocí kinematického modelu pro robot °ízený zm¥nou rychlosti otá£ení kol.
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Obrázek 8.2: Náhrada robotu °ízeného smykem robotem °ízeným zm¥nou rychlosti
kol
Pro dop°ednou a úhlovou rychlost robotu lze psát:
∆v(k) =
vL(k) + vP (k)
2
(8.2)
∆ω(k) =
vL(k) − vP (k)
rdiff
(8.3)
rdiff = Krsmyk (8.4)
∆vL(k) = rr∆ωL(k) (8.5)
∆vP (k) = rr∆ωP (k)
jednotlivé stavové veli£iny odpovídající poloze robotu lze ur£it podle:
ϕ(k+1) = ϕ(k) +∆ω(k)
x(k+1) = x(k) +∆v(k) sin
(
ϕ(k+1)
)
(8.6)
y(k+1) = y(k+1) +∆v(k+1) cos
(
ϕ(k+1)
)
Tento model lze popsat nelineární p°enosovou funkcí v maticovém tvaru jako:
xR(k+1) = f
(
xR(k),u(k), ϑ(k)
)
=

x(k|k) +
(
∆vP (k)+∆vL(k)
2 + ϑv
)
cos
(
ϕ(k|k) +
vL(k)−vP (k)
rdiff
+ ϑϕ
)
y(k|k) +
(
∆vP (k)+∆vL(k)
2 + ϑv
)
sin
(
ϕ(k|k) +
vL(k)−vP (k)
rdiff
+ ϑϕ
)
ϕ(k|k) + ϑϕ +
(
vL(k)−vPk
rdiff
+ ϑv
)

(8.7)
kde ϑ(k) je ²umový vektor se sloºkou ϑv odpovídající rychlosti robotu a sloºkou ϑϕ ,
která odpovídá ²umu vná²enému do systému odchylkami úhlové rychlosti. P°edpok-
ladem je, ºe ²umové sloºky rychlostí jednotlivých kol ϑvL a ϑvP jsou shodné.
Platnost tohoto jednoduchého matematického modelu byla ov¥°ena pomocí simulace
a m¥°ení. Schéma modelu pro Matlab Simulink je zobrazeno na obrázku 8.3. Barevn¥
jsou ozna£eny jednotlivé £ásti modelu, modrá reprezentuje vstupn¥/výstupní £ást,
zelená barva reprezentuje samotný matematický model dvoukolového robotu. ervená
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barva ozna£uje konstantu nutnou pro p°epo£et vstupních hodnot pro mikroprocesor
regulátoru motor· a konstantu pro ur£ení pom¥ru mezi rozchody kol jednotlivých
druh· podvozk· 8.4.
Obrázek 8.3: Simula£ní schéma kinematického modelu pro Matlab Simulink
8.1.2 Ov¥°ení matematického modelu
Obrázek 8.4: M¥°ení a simulace pohybu t¥ºi²t¥ smykem °ízeného robotu a jeho matem-
atické náhrady
Cílem experimentu bylo stanovit, za jakých podmínek je moºné smykem °ízený mo-
bilní robot (skid steering) popsat pomocí kinematického modelu dvojkolového robotu,
°ízeného zm¥nou rychlosti jednotlivých kol (diﬀerential drive). P°i ov¥°ování matem-
atického modelu bylo vyuºito kamery, která byla zav¥²ená nad plochou, po níº se
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pohyboval robot. Na robotu byly umíst¥ny barevné ²títky, které umoºnily snadnou
identiﬁkaci bod· nacházejících se na robotu. títky byly umíst¥ny v t¥ºi²ti robotu
a v osách kol. Výstupem m¥°ení byla nejen poloha t¥chto ²títk·, ale také hodnota
odpovídající oto£ení kol robotu. Tato hodnota spolu s hodnotou °ídicího vstupu byla
vy£ítána p°ímo z °ídicí jednotky robotu UTAR.
Prvním krokem bylo zji²t¥ní koeﬁcientu pro p°epo£et mezi velikostí °ídicího signálu
regulátoru motoru, hodnotou m¥°enou na výstupu optických enkodér· a reálnou
vzdáleností ujetou robotem. V dal²ím kroku byl pro daný povrch (betonová podlaha
laborato°e) ur£en koeﬁcient K (rovnice 8.4). Výsledek m¥°ení v porovnání s modelem
je zobrazen na obrázku 8.4. Modré body p°edstavují výsledek m¥°ení polohy kamerou.
ervené body jsou výstupem ze simulace pomocí navrºeného matematického modelu.
Zelená £ára p°edstavuje ideální trajektorii robotu v p°ípad¥, ºe by nedocházelo k
prokluz·m pneumatik.
Vzhledem k tomu, ºe m¥°icí aparatura nebyla primárn¥ ur£ena pro stanovení mode-
lu robotu (jedná se o uspo°ádání pro robotický fotbal), jsou v pravém horním rohu
obrázku 8.4 patrné body, které leºí mimo p°edpokládanou kruºnici. Tato skute£nost
je zp·sobena nestejnými optickými vlastnostmi podlahy, po které se robot pohyboval.
V t¥chto místech vyhodnocovací algoritmus provedl ²patnou interpretaci barev ²títk·
umíst¥ných na robotu, z £ehoº vyplynulo ²patné ur£ení polohy t¥ºi²t¥ robotu.
Shrnutí
V p°edchozí £ásti kapitoly je uveden návrh matematického modelu mobilního robotu.
Jedná se o model, který je zaloºen na velikostech rychlostí, které jsou vyvíjeny jed-
notlivými koly mobilního robotu. Vzhledem k mechanické konstrukci robotu (robot
°ízený smykem) dochází p°i zatá£ení robotu ke smýkání kol. Tyto smykové síly jsou
v²ak v matematickém modelu zanedbány. Pro ov¥°ení správnosti navrºeného matem-
atického modelu bylo provedeno m¥°ení pomocí kamerového systému. Poloha t¥ºi²t¥
mobilního robotu odpovídá poloze t¥ºi²t¥ získané simulací matematického modelu (viz
obrázek 8.4). Na základ¥ t¥chto experiment· lze °íci, ºe pro dané prost°edí lze pro
výpo£et polohy t¥ºi²t¥ robotu °ízeného smykem pouºít navrºený kinematický model.
8.2 Proximitní sníma£
V sou£asné dob¥ se v mobilní robotice roz²i°uje vyuºívání laserových proximitních sen-
zor·. Tyto senzory se vlivem vyvíjející se technologie stávají p°ístupn¥j²í pro robotická
pracovi²t¥ a svými vlastnostmi dopl¬ují a roz²i°ují moºnosti stávajících senzorick-
ých systém· robotu. Jedná se v¥t²inou o senzory, které nejsou primárn¥ ur£ené pro
mobilní robotiku, ale pro vyuºití v pr·myslových aplikacích, jako jsou zabezpe£ení
nebezpe£ných provoz·, kontrola výroby apod. Mezi významné výrobce této skupiny
pat°í nap°íklad ﬁrma Keyence, Minolta a Sick. Tyto sníma£e ur£ují vzdálenost na
základ¥ známé rychlosti ²í°ení paprsku a doby letu. Proto je skupina t¥chto sníma£·
nazývána (TOF - Time Of Flight).
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S rozvojem mobilní robotiky se objevují také ﬁrmy, které vyvíjejí a vyráb¥jí
laserové sníma£e p°izp·sobené pot°ebám mobilní robotiky. Jedná se zvlá²t¥ o p°izp·-
sobení rozm¥r· a hmotnosti sníma£e robotickým platformám. Cílem je vyráb¥t co
nejmen²í a nejleh£í sníma£e tak, aby ²ly vyuºít nejen u robot· pozemních, ale nap°ík-
lad i u robot· létajících. Mezi nejvyuºívan¥j²í principy m¥°ení u t¥chto sníma£· pat°í
aktivní triangula£ní metoda a TOF. Vývojem a výrobou t¥chto sníma£· se mimo
jiné zabývají ﬁrmy Hokuyo a Mesa Imaging AG (3D proximitní kamera). Hmotnost
t¥chto sníma£· je v¥t²inou sníºena na úkor robustnosti a odolnosti proti nep°íznivým
vliv·m prost°edí, a proto nejsou ur£eny pro pouºití ve vn¥j²ím prost°edí. P°esto v²ak
jsou tyto sníma£e vyuºívány pro návrhy a testování naviga£ních algoritm· pro vn¥j²í
prost°edí.
8.3 Matematický model sníma£e
Pro snadnou dostupnost byl jako hlavní sníma£ pro získávání orienta£ních bod· zvolen
laserový proximitní sníma£ SICK LMS 200. Tento sníma£ pat°í do skupiny sníma£·
TOF (vlastní m¥°ení probíhá pomocí ur£ování fázového rozdílu signál·). Sníma£ m¥°í
vzdálenost p°ekáºek, které se nacházejí v kruhové výse£i p°ed sníma£em. Nastavením
sníma£e lze deﬁnovat úhel kruhové výse£e (max. 180°), maximální vzdálenost deteko-
vatelné p°ekáºky je 50 m. Výstupem ze sníma£e je sada hodnot odpovídajících m¥°ení
v jednotlivých krocích. Velikost kroku lze nastavit na 0,25°, 0,5° a 1° [47]. Výsledkem
Obrázek 8.5: Matematický model sníma£e
m¥°ení je mnoºina vzdáleností k p°ekáºce s = (s1, s2, . . . , sj).
Hodnota koeﬁcientu j závisí na nastavení parametr· sníma£e a odpovídá po£tu
krok·, na které je rozd¥len m¥°ený interval kruhové výse£e. Kaºdý prvek mnoºiny s
je deﬁnován sou°adnicemi si = (ri, ϕi) v polárním sou°adném systému s po£átkem ve
st°edu snímacího prvku proximitního sníma£e. Pro p°epo£et do kartézského sou°ad-
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ného systému s po£átkem ve st°edu snímacího prvku platí:
xj = rj cosϕj (8.8)
yj = rj sinϕj (8.9)
Výstup ze sníma£e lze zpracovat i v polárním sou°adném systému. Transformace
sou°adných systém· je provád¥na z d·vodu, ºe pohyb robotu a globální mapa prost°edí
je deﬁnován v kartézském sou°adném systému.
V rovnicích Kalmanova estimátoru stav· se vyskytuje ²um m¥°ení w, který má
v p°ípad¥ uvedeného laserového sníma£e dv¥ sloºky wr a wϕ. Hodnota t¥chto prvk·
²umového vektoru a jejich kovarian£ní matice R výrazn¥ ovliv¬uje kvalitu algoritmu
estimátoru.
R =
(
σ2r 0
0 σ2ϕ
)
(8.10)
V technických speciﬁkacích sníma£e SICK LMS 200 jsou uvedeny parametry
popisující chování sníma£e v r·zných podmínkách (odrazivost, závislost na teplot¥,. . . ).
Parametry, ze kterých by bylo moºno ur£it hodnoty vektoru w, zde v²ak uvedeny ne-
jsou. Základní parametr pro optické m¥°ení vzdálenosti - závislost chyby m¥°ení na
odrazivosti - je pro tyto materiály v katalogovém listu sníma£e uveden. Cílem m¥°ení
bylo zjistit, zda je p°esnost m¥°ené vzdálenosti závislá na barv¥ materiálu p°i jeho
konstantním sloºení [49].
8.3.1 Uspo°ádání experimentu
Obrázek 8.6: Prvky matice R
Experiment byl provád¥n v tmavé místnosti tak, aby odraºený paprsek nebyl
ovliv¬ován okolním sv¥tlem. Laserový sníma£ byl nastaven tak, aby bylo vyhodno-
cováno m¥°ení pouze jedním paprskem s90.
Pro stanovené vzdálenosti byla provedena sada m¥°ení pro jednotlivé stupn¥ ²edi a
barvy odrazové plochy. M¥°ené vzdálenosti byly stanoveny na základ¥ p°edpokladu, ºe
d·leºitost m¥°ených dat (vzdálenost p°ekáºky) klesá s rostoucí vzdáleností p°ekáºky.
Vzdálenosti byly stanoveny na: 1, 2, 3, 4, 5, 7, 9, 11, 13, 15m. Maximální hranice
byla stanovena s ohledem na p°edpoklad, ºe se robot pohybuje ve vnit°ním prost°edí
a m¥°ené vzdálenosti jsou omezeny velikostí zkoumaných prostor. Kaºdá sada m¥°ení
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pro jednotlivé barvy materiálu obsahovala 1900 hodnot, které byly podrobeny stati-
stické analýze. V této kapitole jsou uvedeny pouze vybrané sady m¥°ení, kompletní
p°ehled nam¥°ených hodnot je uveden v p°íloze. Na grafu 8.7 je zobrazeno rozloºení
nam¥°ených hodnot pro 18% st°ední odstín ²edé barvy. 2
Obrázek 8.7: Histogram m¥°ení vzdálenosti pro 18% st°edn¥ ²edou plochu p°i
vzdálenost 5m
Z grafu 8.7 je patrné, ºe p°estoºe rozptyl m¥°ení neodpovídá Gaussovu rozloºení,
lze jej aproximovat pomocí rozloºení s parametry, které jsou vypsány v grafu. Odrazné
plochy byly vyrobeny z matného papíru a odstíny ²edi byly zvoleny tak, aby ob-
sáhly pokrytí bílého papíru £erným inkoustem od 0 do 100%. Odrazivost odstínu
£. 3 (obrázek 8.8) odpovídá st°ední ²edé barv¥. Tato hodnota je deﬁnována v RGB
prostoru jako [127, 127, 127] [R, G, B].
Obrázek 8.8: Testované barvy a odstíny ²edé
Jako zástupce barevné ²kály bylo vybráno m¥°ení pro £ervenou barvu odrazné
plochy. Vzhledem k tomu, ºe vlnová délka m¥°icího laserového paprsku spadá do
infra£ervené oblasti (824 nm), je u £ervené odrazné plochy pro m¥°ení vzdálenosti
nejmen²í rozptyl.
218% st°ední ²edá - odstín ²edé barvy, který odráºí 18% dopadajícího sv¥tla, ve fotograﬁi je
pouºíván jako standard pro správné nastavení expozice [48].
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Obrázek 8.9: Histogram m¥°ení vzdálenosti pro plochu £ervené barvy, p°i vzdálenosti
5m
Závislost rozptylu na m¥°ené vzdálenosti lze ur£it z tabulky 8.1. V této tabulce
jsou uvedeny hodnoty rozptylu pro jednotlivé barvy odrazné plochy. V posledním
sloupci je uvedena pr·m¥rná hodnota rozptylu pro danou vzdálenost.
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Tabulka 8.1: Závislost rozptylu m¥°ení na vzdálenosti
rozptyl m¥°ené vzdálenosti
r [m] bílá ²edá3 ²edá2 ²edá1 £erná BW - pr·m.
1 13,62 23,01 5,28 1,57 9,63 10,62
2 5,88 11,30 2,59 0,99 0,49 4,25
3 0,37 0,71 0,71 0,79 0,99 0,71
4 3,06 12,62 12,85 25,87 25,28 15,94
5 2,19 6,72 22,75 1,14 20,69 10,70
7 80,41 60,05 10,36 80,56 7,97 47,87
9 24,65 35,27 35,53 25,43 10,82 26,34
11 8,85 13,56 14,14 16,69 22,26 15,16
13 27,87 37,98 24,40 23,25 22,94 25,29
15 21,84 21,48 25,52 24,80 20,16 22,76
18,87 21,27 15,41 20,14 14,12
r [m] £ervená ºlutá zelená modrá ﬁalová CL - pr·m.
1 1,54 3,96 17,76 15,66 9,56 9,70
2 2,44 3,19 1,44 1,75 2,51 2,27
3 1,53 2,31 2,98 0,91 1,24 1,79
4 5,42 16,61 10,03 6,96 3,98 8,60
5 17,40 76,02 3,24 2,84 18,86 23,67
7 51,87 12,87 65,06 63,27 62,98 51,21
9 23,51 5,30 9,98 26,97 32,87 19,73
11 5,76 13,13 6,05 11,44 10,03 9,28
13 14,41 15,17 12,78 21,71 20,00 16,41
15 15,62 20,07 17,59 22,18 21,49 19,39
13,95 16,67 14,69 17,37 18,35
Závislost rozptylu m¥°ení na vzdálenosti je graﬁcky znázorn¥na v 8.10. Rovnice
závislosti rozptylu na vzdálenosti je: Rr = 1, 12r + 9, 24 3.
3Výsledná sm¥rnice p°ímky a hodnota rozptylu pro nulovou vzdálenost byly ur£eny jako pr·m¥r
rozptyl· v²ech m¥°ení pro jednotlivé vzdálenosti.
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Obrázek 8.10: Závislost rozptylu m¥°ení na vzdálenosti
Druhým parametrem kovarian£ní matice R je prvek Rϕ. M¥°ení pro tuto hod-
notu parametru nebylo provedeno. Hodnota tohoto prvku byla odhadnuta z technické
dokumentace poskytované výrobcem sníma£e [47]. Pro dané rozli²ení m¥°ení 0,25°
byla stanovena na 0.1.
8.4 Záv¥r
V této kapitole jsou popsány dva základní prvky SLAM systému. Matematický model
robotu a planárního laserového sníma£e.
Kinematický model robotu usnad¬uje odhad polohy mobilního robotu. P°estoºe
p°i zatá£ení robotu UTAR dochází k smýkání jednotlivých kol, za ur£itých pod-
mínek je moºná náhrada dynamického modelu, v n¥mº jsou °e²eny soustavy difer-
enciálních rovnic, modelem kinematickým, kde je °e²ení ur£eno pomocí soustavy
jednoduchých trigonometrických funkcí. Pomocí kamerového m¥°icího systému bylo
provedeno ov¥°ení kinematického modelu. Tento praktický test také dává informaci o
chování mobilního robotu a usnad¬uje nastavení hodnoty rozptylové matice Q.
Také experimenty s laserovým sníma£em byly provedeny za ú£elem odhadu rozptyl·
²umové matice m¥°ení R a ov¥°ení závislosti rozptylu m¥°ení vzdálenosti na barv¥
plochy.
Kapitola 9
Detekce význa£ných znak·
zkoumané oblasti
Výstupem z proximitního sníma£e vzdálenosti je sada m¥°ení, která reprezentuje
vzdálenost p°ekáºek, které se nacházejí v polorovin¥ p°ed sníma£em. Kaºdý prvek
m¥°ení reprezentuje vzdálenost bodu v prostoru, který je popsán sou°adnicemi v
polárním sou°adnicovém systému. Jednotlivé sady m¥°ení reprezentují tzv. lokální
mapy viz obr. 9.1. Lokální mapa p°edstavuje vjem robotu v okamºiku m¥°ení bez vz-
tahu k po£átku globálního sou°adnicového systému. Po£átek sou°adnicového systému
lokální mapy je umíst¥n v ose rotace zrcátka, které rozmítá m¥°icí laserový paprsek.
Na lokální mapu lze pohlíºet také jako na binární obraz O = (B1, B2 . . . Bn), jehoº
kaºdý bod m·ºe nabývat hodnoty 1 nebo 0. Bu¬ka binárního obrazu nabývá hodnoty
1 v míst¥, které odpovídá p°ekáºce. V ostatních místech nabývá binární obraz hodnoty
0.
Obrázek 9.1: Lokální mapa po p°evedení do kartézského sou°. systému
Cílem algoritmu SLAM je nalezení globální mapy MG = (m1...mn) prost°edí,
která je vztaºena ke globálnímu sou°adnicovému systému. V kapitole 6 jsou uve-
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deny principy základních estimátor· polohy robotu. M¥°ená data, která jsou zatíºena
náhodným ²umovým signálem, jsou v t¥chto algoritmech porovnávána s daty, které
jsou získány odhadem z modelu sníma£e a modelu robotu. Aby odhad polohy robotu
(umoº¬uje vztaºení lokální mapy ke globálnímu sou°adnicovému systému) byl co ne-
jp°esn¥j²í, je t°eba zajistit, aby byla porovnávána data, která spolu vzájemn¥ kore-
spondují. Jednou z moºností, jak dosáhnout tohoto výsledku, je zpracování lokální
mapy tak, aby byly nalezeny význa£né rysy (features) prost°edí l = (l1...ln).
 význa£ný rys prost°edí - uspo°ádání £ástí nam¥°ených hodnot, které charakter-
izují zkoumané prost°edí. Znakem vhodného rysu je skute£nost, ºe je snadno
matematicky popsatelný a je detekovatelný v posloupnosti po sob¥ jdoucích
m¥°eních [70].
V d·sledku skute£nosti, ºe lokální mapa prost°edí odpovídá binárnímu obrazu, lze pro
nalezení význa£ných rys· oblasti pouºít algoritmy vyuºívané v oblasti po£íta£ového
vid¥ní. Mezi význa£né rysy, které lze vyuºít jako orienta£ní body p°i lokalizaci mobil-
ního robotu pat°í: [51, 52, 53]:
 geometrická primitiva - p°ímky, oblouky, £ásti kruºnic. Tyto geometrické út-
vary popisují p°ekáºky, které jsou tvo°eny rovnými nebo zak°ivenými souvis-
lými plochami, odpovídajícími nap°íklad st¥nám místnosti. Hlavním zdrojem
chyb p°i hledání geometrických prvk· je ²um, kterým jsou zatíºena výstupní
data ze sníma£e1,
 rohy místností - tato místa v obrazové funkci jsou vhodná jako orienta£ní body
p°i lokalizaci robotu z toho d·vodu, ºe jsou v¥t²inou detekovatelná v sekvenci
n¥kolika po sob¥ jdoucích obraz·. V obrazové funkci jsou deﬁnována jako místa,
v nichº je velké zak°ivení hranic zkoumaného prostoru. Detekci roh· místnosti
lze p°evést na hledání pr·se£ík· k°ivek. Pro hledání pr·se£ík· v obraze získaném
laserovým proximitním sníma£em nejsou vhodné metody, které jsou zaloºeny na
hledání rohu pomocí porovnávání obrazu a p°edem dané ²ablony. D·vodem je
klesající závislost hustoty bod· na vzdálenosti,
 statistický popis obrazu - momentové charakteristiky obrazové funkce, t¥ºi²t¥
obrazu, osy symetrie apod. Tyto charakteristiky umoº¬ují získat ucelen¥j²í popis
prost°edí. Pomocí momentových charakteristik je moºné charakterizovat velikost
prost°edí, jeho sloºitost (po£et p°ímek) apod.
Pro metodu SLAM byl navrºen algoritmus pro hledání £ástí p°ímek, které odpoví-
dají st¥nám. Tento algoritmus byl zvolen na základ¥ skute£nosti, ºe v¥t²inu vnit°ních
prost°edí (haly, chodby, skladi²t¥, apod.) lze charakterizovat pomocí £ástí p°ímek,
které jsou zárove¬ jednodu²e matematicky popsatelné.
Jako orienta£ní body pro lokaliza£ní algoritmus byly zvoleny rohy, které byly
ur£eny jako pr·se£íky nalezených p°ímek. V mobilní robotice jsou pro hledání p°ímek
1Tato skute£nost má za následek, ºe data reprezentující p°ímku neleºí na ideální p°ímce, z £ehoº
vyplývá nutnost nalezení vhodné aproximace.
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(úse£ek) v obraze získaném pomocí laserového sníma£e nejvyuºívan¥j²í následující
postupy [53]:
 rozd¥lování a slu£ování - (split and merge). P°ímka je postupn¥ skládána z
jednotlivých bod· obrazu. Po p°idání kaºdého nového bodu k p°ímce je ur£ena
vzdálenost v²ech bod· od p°ímky. V p°ípad¥, ºe se n¥který bod nachází ve v¥t²í
vzdálenosti, neº je p°edem stanovená hodnota, je poslední p°idaný bod z p°ímky
odstran¥n. Tento bod tvo°í po£átek nové hledané p°ímky. Na konci algoritmu
jsou v²echny segmenty leºící na jedné p°ímce slou£eny dohromady,
 regresní algoritmus - (line regression algorithm). Tento algoritmus je principem
obdobný jako algoritmus Houghovy transformace. Problém hledání p°ímek v
obraze je p°eveden na hledání objekt· v prostoru parametr· p°ímek pomocí
hierarchického shlukování. Prostor parametr· je získán volbou vhodného modelu
pro popis p°ímek,
 inkrementální algoritmus - (incremental algorithm, line tracking). K p°ímce,
která je na po£átku algoritmu deﬁnována prvními dv¥ma body jsou postupn¥
p°idávány dal²í body. Pro takto zvolenou mnoºinu bod· je metodou nejmen²ích
£tverc· vypo£tena rovnice p°ímky. Pokud je sou£et vzdáleností bod· od takto
ur£ené p°ímky men²í neº zvolená hranice, je k p°ímce p°i°azen dal²í bod. V
opa£ném p°ípad¥ je nový bod odebrán a vytvo°ena nová p°ímka.
 Ransac - (Random Sample Consensus). Dv¥ma náhodnými body obrazu je pro-
loºena p°ímka. Z ostatních obrazových bod· jsou na základ¥ vzdálenosti vybrány
body, které mohou p°íslu²et p°ímce (nacházejí se v dostate£né blízkosti p°ímky).
V p°ípad¥, ºe je takto nalezených bod· mén¥ neº p°edem ur£ený po£et, jsou vy-
brány nové body. Tento algoritmus lze pouºít pro jakýkoliv geometrický útvar
popisující prost°edí, pokud je znám jeho matematický popis.
 Radonova a Houghova transformace. Hledání parametr· p°ímek je p°evedeno
na hledání lokálních maxim v prostoru parametr· p°ímek. Prostor parametr·
p°ímek je vytvo°en na základ¥ normálové rovnice p°ímek a je popsán parame-
try H (r, α) viz obr. 9.2. Tento popis p°ímky tvo°í tzv. model, podle n¥hoº jsou
ur£ovány hodnoty prvk· akumulátoru. Obecná verze obou metod je vhodná
nejen k hledání p°ímek v obraze, ale umoº¬uje hledání i jiných geometrických
primitiv v závislosti na volb¥ modelu k°ivky.
Radonova transformace - pro kaºdý prvek z prostoru parametr· H (r, α) je
hledán po£et bod· binárního obrazu O spl¬ujících zvolený model.
Houghova transformace - pro kaºdý bod z binárního obrazu O jsou hledány
prvky z prostoru parametr· H (r, α), které vyhovují zvolenému modelu.
Mezi hlavní výhody Houghovy a Radonovy transformace pat°í skute£nost, ºe
nejsou citlivé na vzdálenost mezi body obrazu. Dal²í výhodou je, ºe chyb¥jící
body v obrazové funkci O nevedou ke ²patné interpretaci nalezených p°ímek.
Oproti p°edem uvedeným metodám je v²ak tento algoritmus výpo£etn¥ náro£ný
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Obrázek 9.2: Normálová reprezentace p°ímky
a jeho výsledkem jsou rovnice p°ímek, nikoliv úse£ky, které by p°ímo odpoví-
daly zdem ohrani£ujícím prostor. Je tedy nutné metodu doplnit o algoritmus
pro nalezení po£átk· a konc· úse£ek.
Vzhledem k tomu, ºe s rostoucí vzdáleností m¥°ených objekt· roste vzdálenost mezi
jednotlivými body obrazu a díky necitlivosti na chyb¥jící body, byla jako metoda
pro získávání geometrického popisu prost°edí zvolena metoda Radonovy a Houghovy
transformace. Byla navrºena modiﬁkace algoritmu, která umoº¬uje zpracování binárního
obrazu z laserového sníma£e.
9.1 Houghova transformace
Kaºdým bodem binárního obrazu O = (b1,b2 . . .bn) se sou°adnicemi bn = (xn, yn)
v kartézském sou°adném systému je proloºena p°ímka, která je reprezentována v nor-
málovém tvaru: ri = xn cosαj + yn sinαj . Pro kaºdou p°ímku je ur£en po£et bod·,
které na této p°ímce leºí. Takto ur£ená hodnota je uloºena do tzv. Houghova aku-
mulátoru H (α, r), coº je pole hodnot, jehoº jednotlivé prvky mají sou°adnice (ri, αi).
Velikost úhlu nato£ení normály αi je v rozsahu α ∈ (0, pi〉.
Lokální maxima v akumulátoruH (α, r) odpovídají parametr·m p°ímek, na kterých
leºí nejv¥t²í po£et bod· [54, 55, 56, 57].
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Obrázek 9.3: Binární obraz z proximitního sníma£e a obraz Houghova akumulátoru
Na obrázku 9.3 je zobrazen výstup ze sníma£e Hokuyo URG-04LX [37] a Hough·v
akumulátor pro p°ímky obsaºené v tomto obraze.
9.2 Radonova transformace
Radonova transformace je obdobou p°ede²lého algoritmu [59]. Porovnání obou metod
je uvedeno na obrázku 9.4.
Obrázek 9.4: Porovnání algoritmu Houghovy a Radonovy transformace
Pomocí této transformace, která je nej£ast¥ji vyuºívána ke zpracování obrazu v
medicínské technice, je moºno z binárního obrazu O získaného pomocí laserového
proximitního sníma£e ur£it skupiny bod·, které náleºí p°ímkám. Radonova transfor-
mace je deﬁnována jako:
Rf (r, α) =
∫ ∫
O (x, y) δ (r − x cos (α) + y sin (α)) dxdy (9.1)
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Obrazová funkce O (x, y), kde: (x, y) ∈ R2, je touto rovnicí transformována na funkci
Rf (r, α), kde r ∈ R a α ∈ (0, pi〉. Rovnice 9.1 je vyjád°ením spojité Radonovy
transformace. Mnoºina bod· nam¥°ených laserovým sníma£em je v²ak diskrétní. Pro
pouºitý laserový sníma£ SICK LMS 200 má krok mezi jednotlivými m¥°eními (v
polárních sou°adnicích sníma£e) velikost 0,25°, 0,5°, 1° [47]. Proto bylo vyuºito diskrétní
Radonovy transformace. Tento algoritmus je implementován v programu Matlab 6.5
(verze 13) ve funkci radon.m. V následujícím textu je uveden jeho princip [60, 50].
V kaºdém kroku je binární obraz pooto£en kolem svého st°edu a je ur£en po£et
bod· v kaºdém °ádku obrazu. Toto £íslo je uloºeno do akumulátoru H (α, r), který
má stejnou strukturu jako akumulátor u Houghovy transformace. Pooto£ení obrazu
je provád¥no v rozmezí α ∈ (0, pi〉. Velikost pooto£ení kα obrazu je nastavitelná,
coº umoº¬uje ovlivnit p°esnost hledaného parametru αi a zárove¬ ovliv¬uje rychlost
algoritmu.
P°i otá£ení obrazu O jsou sou°adnice kaºdého bodu (b1,b2 . . .bn) p°epo£ítány
pomocí rota£ní matice 9.2.(
x,n
y,n
)
=
(
cos kα − sin kα
sin kα cos kα
)(
xn
yn
)
(9.2)
Po provedení rotace je ur£en po£et bod· v kaºdém °ádku obrazu. Toto £íslo je
uloºeno do akumulátoru H (α, r). Parametry normálových rovnic hledaných p°ímek
jsou v tomto akumulátoru op¥t reprezentovány jako lokální maxima [58]. Obrázek 9.5
Obrázek 9.5: Akumulátor parametr· p°ímek pro Radonovu transformaci m¥°ení 9.1
zobrazuje Hough·v akumulátor pro m¥°ení, které je zobrazeno na obrázku 9.1.
KAPITOLA 9. DETEKCE VÝZNANÝCH ZNAK ZKOUMANÉ OBLASTI 64
9.3 Ur£ení parametr· hledaných p°ímek
Vzhledem k tomu, ºe v reálném p°ípad¥ neleºí v²echny body na jedné p°ímce, je
t°eba hodnoty v akumulátoru H (α, r) zpracovat takovým zp·sobem, aby nalezené
p°ímky byly nejvhodn¥j²í reprezentací pro zm¥°ené body. Na obrázku 9.6 je zobrazen
p°íklad binárního obrazu se zobrazenými p°ímkami a výsledným Houghovým aku-
mulátorem. Z tohoto obrázku je patrné, ºe v²echny body v Houghov¥ prostoru, které
popisují výstup Houghovy (Radonovy) transformace, reprezentují jednu p°ímku, která
se nachází v obraze. Z tohoto p°íkladu plyne nutnost návrhu algoritmu pro ur£ení
p°ímky, která nejlépe reprezentuje £ást obrazové funkce.
Obrázek 9.6: P°íklad binárního obrazu a jeho akumulátoru H (α, r)
P°i robotickém pr·zkumu v¥t²inou není p°edem známá struktura prost°edí, coº
znamená, ºe dop°edu nelze ur£it kolik a jak dlouhé jsou p°ímky, které prost°edí deﬁn-
ují. Z tohoto d·vodu není vhodné pouºít jednoduchou metodu, p°i níº by se ur£ila
prahová hodnota pro hledanou p°ímku. V takovém p°ípad¥ by byly ze sady nalezených
p°ímek odstran¥ny p°ímky odpovídající malému po£tu bod·. Pro hledání p°ímek byl
proto navrºen algoritmus na základ¥ shlukové analýzy parametr· p°ímek v Houghov¥
akumulátoru H (α, r).
9.3.1 Shlukování nalezených p°ímek
Základním principem shlukové analýzy je rozd¥lení objekt· (nalezené p°ímky) do
shluk· v závislosti na jejich podobnosti, resp. odli²nosti. Objekt je reprezentován
svými parametry: o = (p1, p2) kde p1 ≈ α a p2 ≈ r. Pro v²echny objekty (o1,o2, · · · ,on)
je ur£ena jejich vzájemná vzdálenost d. Na základ¥ této vzdálenosti a nastavené hod-
noty prahové T pro rozd¥lení objekt· do jednotlivých shluk· jsou potom parametry
p°ímek rozd¥leny do skupin, ze kterých je vybrána p°ímka s nejv¥t²í £etností bod·.
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9.3.2 Ur£ení vzdálenosti mezi jednotlivými objekty
Pro výpo£et vzájemných vzdáleností objekt· jsou vhodné tyto metody ur£ení vzdálenosti
mezi objekty:
Mahalanobisova vzdálenost - tento zp·sob ur£ení vzdálenosti mezi dv¥ma objekty je
vhodný zejména z toho d·vodu, ºe pomocí váhové matice A v rovnici
9.3 lze nastavit d·leºitost koeﬁcient· pro p°i°azení do shluku. Vzdálenost
mezi dv¥ma objekty je ur£ena podle:
dM (ok, ol) =
√
(ok − ol)T AS−1A (ok − ol) (9.3)
kde matice A je symetrická matice váhových koeﬁcient· pro jednotlivé
parametry a S je matice vzájemných kovariancí mezi jednotlivými parame-
try.
Euklidovská vzdálenost - v p°ípad¥, ºe váhová a rozptylová matice jsou matice jed-
notkové, Mahalanobisova vzdálenost p°echází ve výpo£etn¥ jednodu²²í
euklidovskou vzdálenost. Tento zp·sob v²ak neumoº¬uje váhování koe-
ﬁcient·. Pro výpo£et euklidovské vzdálenosti platí:
dE(ok, ol) =
√√√√ n∑
i=1
(pik − pil)2 (9.4)
Vzhledem k tomu, ºe Hough·v akumulátor je dvourozm¥rné pole, n = 2. V
tomto dvourozm¥rném p°ípad¥ lze nastavení váhy d·leºitosti jednotlivých
parametr· provést zm¥nou m¥°ítka jedné z os v H (α, r). Tohoto zp·sobu
nastavení citlivosti bylo vyuºito v navrºeném a otestovaném algoritmu.
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9.3.3 Rozd¥lení objekt· do shluk·
Obrázek 9.7: Algoritmus shlukování
Postup p°i vytvá°ení shluk·, z nichº kaºdý reprezentuje jednu z p°ímek v binárním
obraze, je uveden na obrázku 9.7. Pro rozd¥lení objekt· do shluk· je t°eba vytvo°it
matici vzdáleností mezi v²emi objekty nalezenými v Houghov¥ akumulátoru H (α, r).
Nastavením prahové hodnoty T pro rozd¥lení parametr· p°ímek do jednotlivých
shluk· je moºno nastavit citlivost algoritmu na vzájemnou vzdálenost úse£ek a rozptyl
úhlu jednotlivých úse£ek reprezentujících st¥ny a jejich nato£ení. P°i testování navrºeného
algoritmu se hodnoty parametr· pohybovaly v rozmezí α (0, pi〉 a hodnota rmax ≈
10m (viz obr.9.6). Aby byla citlivost na oba parametry (α, r) nastavena shodn¥, byly
hodnoty koeﬁcient· (α1 . . . αn) vynásobeny hodnotou z = rmaxpi . Pro výpo£et matice
vzdáleností byla vyuºita základní, euklidovská vzdálenost mezi objekty. Pro p°i°azení
nebo vylou£ení objektu ke shluku bylo pouºito vzájemné vzdálenosti nejbliº²ích prvk·
shluk·. Tímto nastavením bylo dosaºeno výsledku zobrazeného na obrázku 9.8.
V levé £ásti obrázku 9.8 je znázorn¥n výstup z laserového sníma£e, který byl získán
p°i reálném m¥°ení. Také jsou zde zobrazeny nalezené p°ímky, pr·se£íky p°ímek a
po£átky a konce p°ímek. Zelenou barvou jsou vyzna£eny pr·se£íky p°ímek, které
neodpovídají roh·m místnosti. Platné p°ímky jsou zobrazeny £árkovan¥. Konce a
po£átky úse£ek jsou ozna£eny £tvercovou zna£kou, zatímco pr·se£íky jsou zobrazeny
jako kruºnice.
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Obrázek 9.8: Data z laserového proximitního sníma£e, Hough·v akumulátor se
zvýrazn¥nými shluky
Obrázek 9.9: Lokální senzorická a geometrická mapa
V pravé £ásti obrázku je zobrazen Hough·v akumulátor H (α, r), pro toto m¥°ení
(pro v¥t²í názornost není m¥°ítko upraveno koeﬁcientem z). V H (α, r) jsou barevn¥
ohrani£eny shluky bod·. Kaºdý shluk reprezentuje jednu z p°ímek nalezených v
binárním obraze m¥°ení. V kaºdém shluku je následn¥ nalezen bod reprezentující
p°ímku, na níº leºí nejv¥t²í po£et bod· (lokální maximum hledané v oblasti shluku).
Sou°adnice tohoto bodu (α, r) jsou pouºity pro aproximaci m¥°ení.
Nalezené parametry mohou být vyuºity p°ímo jako jeden z hledaných znak·
popisující zkoumanou oblast nebo jako vstup do dal²í £ásti algoritmu, která body
leºící v okolí nalezené p°ímky aproximuje pomocí metody nejmen²ích £tverc·. Zárove¬
jsou ur£eny v²echny pr·se£íky p°ímek.
Jestliºe se pr·se£ík nachází v blízkém okolí bod· náleºejícím ob¥ma p°ímkám
(vzdálenost je stanovena podle rovnice 9.4), jedná se o roh místnosti. V opa£ném
p°ípad¥ pr·se£ík p°ímek neodpovídá reálnému orienta£nímu bodu. Jsou stanoveny
hranice úse£ek (po£átek, konec), které reprezentují zdi zkoumané oblasti.
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Na obrázku 9.9 jsou znázorn¥ny lokální mapy stejného prost°edí, levá £ást ukazuje
lokální mapu tak, jak byla získána m¥°ením. Pravá £ást zobrazuje geometrickou lokální
mapu prost°edí, která byla získána pomocí Radonovy transformace a následného zpra-
cování shlukovacím algoritmem. V geometrické map¥ jsou také zobrazeny orienta£ní
body xLi = (xLi, yLi), odpovídající roh·m místnosti. Pro model sníma£e, jehoº výs-
tupem je poloha oriena£ních bod· platí:
h
(
x(k),w(k)
)
=
(
ri
ϕi
)
=
 √(xR(k) − xLi)2 − (yR(k) − yLi)2
tan
(
yR(k)−yLi
xR(k)−xLi
)
− ϕR
+( wr(k)
wϕ(k)
)
(9.5)
Jedná se o model sníma£e 2, který deﬁnuje polohu orienta£ních bod· v polárních
sou°adnicích. Tento model byl zvolen z d·vodu snaz²ího zohledn¥ní ²umového signálu
w(k)(viz kapitola 8.2). V této práci jsou povaºovány sloºky ²umového signálu za
nezávislé na £ase. Ozna£ení £asové závislosti je uvedeno pro úplnost deﬁnice matemat-
ického modelu sníma£e. Funkce h
(
x(k),w(k)
)
je v podstat¥ p°evodním vztahem mezi
sou°adným systémem globální mapym a lokálním sou°adným systémem robotu, který
je pouºit pro reprezentaci nalezených orienta£ních bod·. Vzhledem k tomu, ºe sníma£
je nedílnou sou£ástí robotu, lze st°ed sou°adného systému sníma£e snadno odvodit ze
známých rozm¥r· robotu a sníma£e.
9.4 Simulátor pracovního prost°edí robotu
Pro ov¥°ení funk£nosti navrºených algoritm· pro detekci orienta£ních bod· byl v pro-
gramu Matlab navrºen simulátor. Jednoduchým nastavením lze zm¥nit matematický
model pouºitého sníma£e. Je moºné zde deﬁnovat prost°edí, ve kterém se robot pohy-
buje, zvolit trasu a body v nichº robot provádí m¥°ení. P°estoºe lze vytvá°et i globální
mapy prost°edí, byl simulátor vyuºit pouze pro testování detek£ních algoritm·. Hlavní
obrazovka simulátoru je zobrazena na obrázku 9.10.
2Vytvo°ený model sníma£e popisuje p°evodní vztah mezi lokálním sou°adnicovým systémem
robotu a globálním sou°adnicovým systémem, ve kterém je tvo°ena globální mapa prost°edí.
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Obrázek 9.10: Zobrazení výsledku simulace
9.5 Záv¥r
V kapitole je uveden vý£et zp·sob· pro segmentaci obrazové funkce O získané po-
mocí laserového sníma£e. Z t¥chto zp·sob· byl pro svoji univerzálnost a necitlivost
na rostoucí vzdálenost mezi body m¥°ení zvolen algoritmus Radonovy (Houghovy
transformace). Oba tyto algoritmy p°evádí problém hledání geometrických prvk· v
obraze na hledání lokálních maxim v Houghov¥ akumulátoru H. V p°ípad¥, ºe se
jedná o aproximaci pomocí p°ímek, je Hough·v akumulátor tvo°en maticí bun¥k pop-
saných parametry α, r, které jsou deﬁnovány normálovou rovnicí p°ímky viz obr. 9.2.
V této matici jsou pak shlukovou metodou hledány shluky bod·, jsou popisem jed-
notlivých p°ímek. V záv¥ru kapitoly je uveden matematický model laserového sníma£e
h
(
x(k),w(k)
)
. Tento matematický model byl vytvo°en za ú£elem výpo£tu inova£ního
vektoru p°i kroku aktualizace stavového vektoru (viz kapitola 6).
Kapitola 10
Sou£asná lokalizace a mapování
Výhodou tohoto p°ístupu k mapování a lokalizaci v mobilní robotice je skute£nost,
ºe mobilní robot je schopen pohybu v p°edem neznámém prost°edí. Pro orientaci
v prost°edí nepot°ebuje zásahu £lov¥ka a vytvo°ení um¥lých orienta£ních bod·. Pro
ur£ení polohy jsou vyuºívána m¥°ení ze sníma£·, tato data jsou sou£asn¥ vyuºívána i
pro vytvá°ení mapy, ve které se robot lokalizuje, coº £iní mobilní robot autonomním
(ve smyslu schopnosti samostatného pohybu prostorem) [64]. V tabulce 10.1 jsou
uvedeny veli£iny a jejich hodnoty vyuºívané pro algoritmus SLAM.
Tabulka 10.1: Veli£iny vyuºívané p°i tvorb¥ mapy prost°edí metodou SLAM
veli£ina hodnota
poloha robotu neznámá
mapa prost°edí
poloha orienta£ních bod·
neznámá
Z pravd¥podobnostního úhlu pohledu na metodu SLAM (kap. 6) existují dva zák-
ladní druhy tohoto algoritmu:
 Online SLAM - algoritmus, p°i n¥mº jsou pro ur£ení polohy robotu a orien-
ta£ních bod· vyuºívány pouze prom¥nné (poloha, poloha p°ekáºek, . . .), které
jsou aktuální v provád¥ném kroku k. Po té, co jsou tyto prom¥nné zpracov-
ány, nejsou ukládány v pam¥ti robotu. Tento algoritmus je inkrementální a
umoº¬uje vytvo°ení mapy prost°edí o tém¥° libovolné velikosti. Data mohou být
p°idávána do mapy v libovolném po£tu krok·. Jelikoº je výpo£etní náro£nost on-
line SLAMu kvadraticky závislá na po£tu orienta£ních bod·, je velikost globální
mapy omezena výpo£etním výkonem. Nevýhodou tohoto algoritmu je pot°eba
velmi robustního procesu pro rozhodování o tom, kterému orienta£nímu bodu
mapy m = {m1,m2, . . . ,mn} odpovídá orienta£ní bod mik získaný v kroku
k. P°i °e²ení online SLAMu se jedná o hledání aposteriorní pravd¥podobnosti:
p (xk,m | o1:k,u1:k) (viz kapitola 6.3),
 Celkový SLAM - pro lokalizaci robotu a vytvo°ení mapy je vyuºívána posloup-
nost v²ech stav· robotu a orienta£ních bod· získaných b¥hem robotického pr·zkumu.
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Tento algoritmus je vhodný pro zpracování sady dat (stav robotu, stav orien-
ta£ních bod·) o konstantní velikosti. Není vhodný pro p°idávání nových m¥°ení
v libovolném po£tu krok·. e²ení tohoto problému vede na vytvo°ení orien-
tovaného grafu. Tento algoritmus je proto nazýván jako GraphSLAM. Vzhle-
dem k tomu, ºe v²echna data získaná b¥hem pr·zkumu jsou ukládána v pam¥ti
robotu a vyhodnocení probíhá aº po skon£ení pr·zkumu, lze pro hledání kore-
spondujících orienta£ních bod· v tomto p°ípad¥ vyuºít iterativních metod. V
porovnání s metodou online SLAMu je pomocí GraphSLAMu moºno vytvo°it
mapu prost°edí s mnohem v¥t²í p°esností [18]. V p°ípad¥ GraphSLAMu je
hledána aposteriorní pravd¥podobnost: p (x1:k,m | o1:k,u1:k) (viz kapitola 6.3).
Obrázek 10.1: EKF SLAM
Navrºený algoritmus náleºí k online algoritm·m pro SLAM. Pro odhad polohy robotu
a vytvá°ení mapy je vyuºito roz²í°eného Kalmanova estimátoru stav·. Matematický
model robotu a laserového sníma£e jsou uvedené v p°edchozích kapitolách. Popis
t¥chto prvk· byl uveden s ohledem na jejich vyuºití pro algoritmus SLAM. Na obrázku
10.1 je zobrazeno schéma online SLAMu s vyuºitím EKF. Jsou zde nazna£eny jed-
notlivé fáze jednoho kroku algoritmu.
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10.1 Inicializace
St°ed globálního sou°adnicového systému je nastaven do bodu, kde se nachází robot
x0 = [0, 0, 0]
T . Díky tomuto nastavení lze na globální lokaliza£ní úlohu pohlíºet jako
na úlohu lokální, viz kapitola 4. V tomto okamºiku jsou také nastaveny hodnoty v²ech
kovarian£ních matic. Hodnota matice Q vyplývá z odhadu vlivu ²umových signál·
vstupujících do systému a ovliv¬ujících tak polohu mobilního robotu p°i pohybu.
Matice R pak zohled¬uje ²um v m¥°ení. Hodnoty t¥chto matic byly nastaveny na
základ¥ experiment·, které jsou popsány v kapitole 8.
P =
 0, 1 0 00 0, 1 0
0 0 0, 1
 (10.1)
Q =
 0, 1 0 00 0, 1 0
0 0 0, 1
 (10.2)
R =
(
0, 1 0
0 0, 1
)
(10.3)
V této poloze je provedeno první m¥°ení prost°edí a segmentace nam¥°ených dat
pomocí p°ímek a jejich pr·se£ík·. Tyto význa£né rysy jsou uloºeny do matice mG =
(m1, . . . ,mn), £ímº je vytvo°ena globální mapa pro k = 1.
10.2 Predikce stavového vektoru a hodnot m¥°ení
Na základ¥ °ídicího signálu uk = (vLk, vPk) se robot p°emístí do polohy xR(k+1) =(
x(k+1), y(k+1), ϕ(k+1)
)
. Odhad polohy robotu x˜R(k+1) je ur£en z matematického mode-
lu robotu, který byl deﬁnován v kapitole 8.1. Rovnice 10.4 popisuje p°enosovou funkci
f
(
x(k),u(k), 0
)
x˜R(k+1|k) =
 x˜(k+1|k)y˜(k+1|k)
ϕ˜(k+1|k)
 =
 x˜(k|k)y˜(k|k)
ϕ˜(k|k)
+

(
∆vPk+∆vLk
2
)
cos
(
ϕ˜(k+1|k)
)(
∆vPk+∆vLk
2
)
sin
(
ϕ˜(k+1|k)
)(
vLk−vPk
rdiff
)
 (10.4)
Vzhledem k tomu, ºe se jedná o nelineární p°echodovou funkci, je pro výpo£et ko-
varian£ních matic a Kalmanovy váhové matice pot°eba ur£it jakobiány této funkce a
vyjád°it jejich p°íslu²né hodnoty. Jakobián ∇fx funkce f vyjád°ený pro stav systému
x je deﬁnován rovnicí.
∇fx =
 1 0 −
(
vPk+vLk
2
)
sin (ϕk)
0 1
(
vPk+vLk
2
)
cos (ϕk)
0 0 1

x˜R(k+1|k)
(10.5)
Pro jakobián ∇fϑ funkce f vyjád°ený podle ²umového vektoru ϑ platí:
∇fϑ =

cos (ϕk)−
(
v
PK
+v
LK
2
)
sin (ϕk) −
(
v
PK
+v
LK
2
)
sin (ϕk)
sin (ϕk) +
(
v
PK
+v
LK
2
)
cos (ϕk)
(
v
PK
+v
LK
2
)
cos (ϕk)
1 1

u(k)
(10.6)
Na základ¥ odhadu polohy robotu x˜R(k+1|k) je z globální mapy mG ur£en odhad
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m¥°ení pro krok k + 1. Odhad polohy vychází z modelu deﬁnovaného v kapitole 8.2.
P°evod sou°adnic je provád¥n podle rovnice 9.5.
V poloze xR(k+1) je laserovým sníma£em získáno m¥°ení yR. Metodou Radonovy
transformace jsou z obrazu extrahovány p°ímky a orienta£ní body. Tyto orienta£ní
body tvo°í lokální mapu mL(k+1) =
(
xL1(k+1), . . . ,xLm(k+1)
)
. Po£et prvk· m lokální
mapy nemusí být nutn¥ shodný s po£tem prvk· n globální mapy.
10.3 Hledání korespondujících orienta£ních bod·
V okamºiku, kdy je na základ¥ modelu systému a sníma£e ur£ena p°edpokládaná
poloha orienta£ních bod· v prostoru, je nutné nalézt dvojice vzájemn¥ si odpoví-
dajících orienta£ních bod· z globální a lokální mapy. Pro kaºdou kombinaci prvk·
xLj a xGk je ur£ena jejich vzájemná euklidovská vzdálenost (viz rovnice 9.4). Jako
odpovídající si je vybrána dvojice bod·, pro jejichº vzájemnou vzdálenost platí:
dtE > min
j∈{1...m},k∈{1...n}
∣∣∣∣√(xLj − xGk)2 + (yLj − yGk)2∣∣∣∣ (10.7)
Kde hodnota dtE je prahová hodnota pro stanovení p°íslu²nosti bod·. Tato hodnota
je odhadnuta na základ¥ kovarian£ních matic systému a sníma£e.
V p°ípad¥, ºe orienta£ní body nep°edstavují reálné body v prostoru, je moºné
navzájem si odpovídající body nalézt pomocí inova£ního vektoru 6.42a jeho kovari-
an£ní matice 6.43. Jako odpovídající si je vybrána dvojice bod·, pro jejichº vzájemnou
vzdálenost platí:
dtM > min
∣∣∣√∆y(k+1)χ4∆(k+1|k)∆yT(k+1)∣∣∣ (10.8)
Kde hodnota dtM je prahová hodnota pro stanovení p°íslu²nosti bod·. Tento zp·sob
vyhodnocení shody orienta£ních bod· nebere v úvahu pouze hodnotu stavu (polohu)
orienta£ního bodu, ale pravd¥podobnost odhadu polohy orienta£ního bodu. P°i vy-
hodnocení shody je tedy brán z°etel i na rozptyl hustoty pravd¥podobnosti odhadu
stavu orienta£ního bodu. Výpo£et jakobián· nutných pro ur£ení hodnoty inova£ního
vektoru je uveden v následující podkapitole.
P°i vyhodnocování shody m·ºe nastat stav, ve kterém si n¥které z bod· globální
mapy m a lokální mapy l, nejsou navzájem p°i°azeny. Tento stav m·ºe nastat ve dvou
p°ípadech:
 orienta£ní bod globální mapy mG se nenachází v zorném poli sníma£e. Tento
bod není ve stávajícím kroku vyuºit pro lokalizaci,
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 v lokální map¥ mL byl nalezen nový orienta£ní bod, který není ve stávajícím
kroku vyuºit pro lokalizaci. V kroku mapování m·ºe být tento bod zanesen do
globální mapy mG jako nový orienta£ní bod.
Pro vyhodnocování vzájemné p°íslu²nosti bod· byl p°i realizaci algoritmu zvolen první
zp·sob, tzn. byla vyhodnocována pouze geometrická vzdálenost bod·.
10.4 Aktualizace stavového vektoru
Dvojice navzájem si p°íslu²ejících bod· jsou v kroku aktualizace stavu vyuºity pro
vytvo°ení inova£ního vektoru 4y(k+1) (viz rovnice 6.42). Pro vytvo°ení inova£ního
vektoru je vyuºito p°íslu²ných jakobián· výstupní p°enosové funkce h
(
x(k), w(k)
)
(viz
rovnice 9.5) vyjád°ených podle stavu systému x a ²umového signálu w.
∇hx =

2
(
xR − xL
) [(
xR − xL
)2 − (yR − yL)2]− 12 2 (xR − xL) [(xR − xL)2 − (yR − yL)2]− 12 0
1
cos2
yR−yL
xR−xL
−(yR−yL)(
xR−xL
) 1
cos2
yR−yL
xR−xL
(
xR−xL
)(
yR−yL
) 0
0 0 0

x˜R(k+1|k)
(10.9)
∇hw =
(
1
1
)
(10.10)
Pomocí t¥chto jakobián· je z rovnice 6.44 ur£ena aktualizovaná hodnota kovari-
an£ní matice stavového vektoru P(k+1|k+1) a následn¥ i aktualizovaný stavový vektor
xR(k+1|k+1). Popsaný krok aktualizace zpracovává polohy jednotlivých orienta£ních
bod· postupn¥. V kaºdém kroku je pro ur£ení polohy robotu vyuºit pouze jeden
orienta£ní bod. Tento zp·sob se nazývá sekven£ním krokem aktualizace (sequential
update step). Výhodou tohoto p°ístupu je jeho snadn¥j²í implementace a moºnost
nastavit váhy jednotlivých orienta£ních bod·.
Dal²í moºností je tzv. aktualizace po dávkách (batch update step), p°i níº jsou
jakobiány pro v²echny orienta£ní body slou£eny do jedné matice. Této matici je
pak vhodn¥ p°izp·sobena také kovarian£ní matice stavu robotu a krok aktualizace je
poveden ze v²ech poloh orienta£ních bod· naráz. Tento zp·sob aktualiza£ního kroku
umoº¬uje vyuºití stavových veli£in pro roz²í°ení globální mapy. V tomto p°ípad¥ by se
globální mapa robotu skládala nejen z orienta£ních bod·, p°ípadn¥ rys· charakterizu-
jících prost°edí, ale mohla by obsahovat také hodnoty stavového vektoru v jednotlivých
krocích. Vyuºití roz²í°ené globální mapy umoº¬uje nap°íklad slu£ování jednotlivých
map v systémech s v¥t²ím po£tem robot· [71].
10.5 Aktualizace globální mapy
V tomto kroku je poloha orienta£ních bod· z lokální mapy mL, které nebyly vyuºity
pro úlohu lokalizace (viz kapitola 10.3) p°epo£ítána podle rovnic 10.11 a 10.12 na
základ¥ aktualizovaného odhadu polohy robotu do globálních sou°adnic. Tyto body
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jsou pak p°idány do globální mapy mG.
xiG = ri cos
(
ϕi − ϕR(k+1|k+1)
)
+ xR(k+1|k+1) (10.11)
yiG = ri sin
(
ϕi − ϕR(k+1|k+1)
)
+ yR(k+1|k+1) (10.12)
Krokem aktualizace globální mapy je smy£ka algoritmu SLAM uzav°ena a lze pokra£o-
vat zpracováním m¥°ení v nové poloze robotu. Globální mapa prost°edí je tvo°ena
polohami jednotlivých orienta£ních bod·.
Obrázek 10.2: Globální mapa prost°edí
Na obrázku 10.2 je zobrazena globální mapa prost°edí, která je výsledkem reali-
zovaného algoritmu SLAM. Modrou barvou jsou v map¥ zobrazeny orienta£ní body.
ervenou £arou je vynesena trajektorie robotu a body, ve kterých bylo provád¥no
m¥°ení. V levém horním rohu obrázku je zobrazena elipsa, která odpovídá rozptylu
hustoty pravd¥podobnosti odhadnuté polohy mobilního robotu na konci mapování.
10.6 Experimentální ov¥°ení algoritmu SLAM
Navrºený algoritmus byl experimentáln¥ otestován v prost°edí budovy VUT v Brn¥.
Pro dané prost°edí byl vytvo°en p°íslu²ný model robotu. Materiál podlahy byl tvo°en
keramickými dlaºdicemi. Vzhledem k tomu, ºe se jednalo o vnit°ní prostory budovy,
byl spln¥n i p°edpoklad rovných zdí, které bylo moºno nahradit p°ímkami. Prost°edí
bylo snímáno z r·zných poloh pod r·znými úhly. Na obrázku 10.3 jsou nazna£ena
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místa a nato£ení robotu, p°i kterém byla provád¥na m¥°ení. Na základ¥ matematick-
ého modelu robotu byl proveden odhad polohy robotu, který byl následn¥ aktualizován
informací získané Radonovou transformací z m¥°ení.
Obrázek 10.3: Lokální senzorické mapy
Na obrázku 10.3 jsou zobrazeny lokální senzorické mapy získané p°i jednotlivých
m¥°eních. Poloha jednotlivých bod· m¥°ení je p°epo£ítána do globálního sou°adného
systému. Modrou barvou je vyneseno m¥°ení v polohách xR(1...k), které byly zji²t¥ny
p°esným m¥°ením (pomocí pásma a úhlom¥ru). Tyto polohy nebyly vyuºity pro kon-
struování mapy, ale pouze pro kontrolu p°esnosti algoritmu SLAM. ervené body
jsou lokální senzorické mapy p°epo£ítané na základ¥ odhadu polohy robotu x˜R(1...k).
V levém horním rohu obrázku 10.2 je zobrazena elipsa, která odpovídá rozptylu hus-
toty pravd¥podobnosti odhadu polohy mobilního robotu na konci mapování. Rozptylu
odhadu polohy x˜R(1...k) odpovídá p°ibliºn¥ 1% z rozm¥ru globální mapy.
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Obrázek 10.4: Globální geometrická mapa prost°edí
Na obrázku 10.4 je zobrazena globální geometrická mapa prost°edí. Tato mapa
byla vytvo°ena ru£n¥, pro její tvorbu lze v²ak vyuºít shodného algoritmu, který byl
popsán v kapitole 9.
10.7 Zhodnocení kvality globální mapy
Kvalitu získané globální mapy lze vyhodnotit pomocí posunutí odhadu stavového vek-
toru (odhad stavového vektoru - polohy robotu - je provád¥n na základ¥ globální mapy.
Shoda odhadu stavového vektoru (odhad není posunutý) je deﬁnována podmínkou
[72]:
E [xRk − x˜Rk] = 0
E
[
(xRk − x˜Rk) (xRk − x˜Rk)T
]
= Pk (10.13)
Tato podmínka je v²ak spln¥na pouze v p°ípad¥ lineárních systém·. P°estoºe je váhová
matice v kaºdém kroku ur£ena tak, aby odhad stavového vektoru byl neposunutý
(viz rovnice 6.44), je moºné, ºe linearizace pomocí Taylorova rozvoje prvního °ádu
nepopisuje aproximované funkce f a h dostate£n¥ p°esn¥.
P°estoºe není známá hustota pravd¥podobnosti popisující hodnotu stavového vek-
toru xRk, lze provést vyhodnocení kvality jeho odhadu. Vzhledem k tomu, ºe p°i ex-
perimentu byla zaznamenávána i data odpovídající skute£né poloze a nato£ení robotu.
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Kvalitu odhadu lze posoudit pomocí kritéria NEES (normalizovaný kvadrát odchylek
odhadu ), které je deﬁnované jako:
k =
(
xRk − x˜R(k|k)
)
P−1(k|k)
(
xRk − x˜R(k|k)
)T
(10.14)
a její pr·m¥rné hodnoty pro v²ech N krok· algoritmu SLAM:
¯ =
1
N
N∑
i=1
i (10.15)
Odhad stavového vektoru je neposunutý, pokud se hodnota ¯k proN jdoucí k nekone£nu
blíºí rozm¥ru stavového vektoru [73]. V grafu 10.5 je zobrazen vývoj kvadratické chyby
pro jednotlivé kroky m¥°ení. Kroky m¥°ení jsou ozna£eny na obrázku 10.2.
Obrázek 10.5: Kvadratická chyba odhadu polohy robotu v jednotlivých krocích
Z grafu je patrná klesající tendence hodnoty chyby v p°ípad¥ opakovaného po-
zorování orienta£ních bod· (kroky 2-4). Krok 5 odpovídá p°idání nových orienta£ních
bod· do globální mapy.
Hodnota koeﬁcientu ¯ pro N = 11 je: ¯ = 3, 76, coº odpovídá 92. percentilu.
Tato hodnota vyjad°uje, ºe navrºený Kalman·v estimátor je optimistický (nespl¬uje
podmínku deﬁnovanou 10.13) [73]. D·sledek této skute£nosti m·ºe p°i mapování ro-
zlehlých prostor vést k nedostate£né p°esnosti odhadu polohy a selhání algoritmu.
Nár·stu kvadratické chyby odhadu lze zabránit zvý²ením po£tu orienta£ních bod·,
£ehoº lze docílit vhodným nastavením segmenta£ního algoritmu viz kapitola 9 tak, aby
byly detekovány i krátké úse£ky, které se nacházejí v t¥sné blízkosti (odpovídající nap°.
zárubním dve°í). Druhou moºností je provád¥t aktualizaci odhadu stavového vektoru
pomocí dávkového algoritmu, který je popsán v 10.4. Nevýhodou tohoto postupu je
v²ak nutnost výpo£tu inverzních matic s mnoha prvky, coº p°i globálních mapách
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rozlehlých prost°edí m·ºe být neúm¥rn¥ výpo£etn¥ náro£né.
Kapitola 11
Shrnutí dosaºených cíl·
V práci je °e²ena problematika sou£asné lokalizace a mapování v oblasti mobilní
robotiky. První £ást práce je v¥nována popisu moºných zp·sob· lokalizace a r·zných
druh· map vyuºívaných pro navigaci mobilních robot·. P°estoºe jsou tyto dv¥ úlohy
popisovány odd¥len¥, ve v¥t²in¥ p°ípad· je v mobilní robotice vyuºívána jejich vzá-
jemná kombinace. Jedním z moºných p°ípad· je sou£asná lokalizace a mapování
(SLAM), p°i níº jsou shodná data vyuºívána jak pro tvorbu robotické mapy, tak i
pro lokalizaci v této map¥.
Omezujícím faktorem pro návrh algoritmu byl p°edpoklad, ºe lze vyuºívat pouze
data získaná ze sníma£· umíst¥ných na robotu. Z tohoto d·vodu byl zvolen pravd¥podob-
nostní p°ístup zpracování informací ze senzor· a matematického modelu robotu. Tento
zp·sob, zaloºený na principu podmín¥né pravd¥podobnosti, umoº¬uje slou£ení t¥chto
dvou zdroj· informace. V kapitole 6 je uveden popis pravd¥podobnostního p°ístupu
lokalizace a tvorby map. Jsou zde také uvedené zp·soby moºného °e²ení úlohy s
ohledem na popis polohy robotu a orienta£ních bod· pomocí Gaussova rozloºení
pravd¥podobnosti.
Pro °e²ení algoritmu SLAM byl zvolen roz²í°ený Kalman·v ﬁltr (EKF). Pomocí
tohoto algoritmu je na základ¥ matematického modelu robotu a sníma£e, které jsou
popsány v kapitole 8, ur£en odhad polohy robotu. Pro to, aby bylo moºno stanovit
odhad polohy mobilního robotu, byl vytvo°en matematický model umoº¬ující zám¥nu
robotického podvozku °ízeného smykem za podvozek °ízený zm¥nou rychlosti jed-
notlivých kol. Byly stanoveny podmínky, za kterých je moºné tuto zám¥nu provést.
Pro ov¥°ení správnosti p°edpokladu bylo provedeno experimentální ov¥°ení. Výsledky
experiment· byly vyuºity nejen pro ov¥°en vhodnosti navrºeného modelu, ale také
pro stanovení parametr· pot°ebných pro algoritmus EKF.
Vzhledem k tomu, ºe navrºený algoritmus SLAM pat°í do skupiny algoritm·, které
pro svoji funkci vyuºívají zji²´ování polohy orienta£ních bod·, je v kapitole 9 navrºen
vlastní zp·sob segmentace nam¥°ených dat vyuºívající Radonovy transformace, která
umoº¬uje získání parametr· geometrických prvk· vyuºívaných pro popis prost°edí.
Pracovní prost°edí robotu je snímáno pomocí laserového planárního sníma£e. Výstu-
pem segmenta£ního algoritmu je poloha orienta£ních bod· v lokálním sou°adnicovém
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systému robotu. Polohy t¥chto bod· jsou v mapovací £ásti navrºeného algoritmu in-
terpretovány jako informace o zkoumaném prost°edí.
Podrobný popis jednoho kroku navrºeného algoritmu, ve kterém je ur£en odhad
polohy a dopln¥ny nové orienta£ní body do globální mapy, je uveden v kapitole 10.
V této kapitole je také popsán experiment, který byl proveden za ú£elem ov¥°ení
navrºeného zp·sobu lokalizace a tvorby mapy. Výsledkem experimentu je globální
mapa zkoumaného prost°edí. V záv¥ru této kapitoly je také uvedeno zhodnocení
dosaºené kvality globální mapy.
V²echny navrºené algoritmy byly otestovány s vyuºitím reálných dat, která byla
získána pomocí laserového sníma£e SICK LMS 100 a robotu UTAR. Algoritmy byly
implementovány v prost°edí programu Matlab verze 6.5. Pro otestování funk£nosti
segmenta£ních algoritm· zaloºených na Houghov¥ a Radonov¥ transformaci byl v
témºe prost°edí navrºen a realizován simulátor, který umoº¬uje nastavení parametr·
prost°edí a simulaci r·zných model· sníma£e. Vyuºití simulátoru není omezeno na
laserové sníma£e (triangula£ní, TOF), lze simulovat také modely jiných druh· sní-
ma£·, nap°íklad radaru nebo ultrazvukových sníma£·.
Moºná roz²í°ení navrºené
metody
P°estoºe byla otestována funk£nost v²ech navrºených £ástí algoritmu SLAM a cíle
diserta£ní práce deﬁnované v kapitole 2 byly spln¥ny, pro dal²í výzkum v oblasti
lokalizace a mapování je mnoºství díl£ích úloh, které s °e²ením problému souvisí a
p°esto nebyly v práci °e²eny.
Prvním krokem k získání k autonomního mobilního robotu je implementace navrºeného
algoritmu v °ídicím systému vyuºívaném mobilním robotem UTAR. Tímto by bylo
zaru£ené zpracování nam¥°ených dat v reálném £ase a lokaliza£ní data by bylo moºno
vyuºít nap°íklad pro plánování trajektorie mobilního robotu.
P°esnost a robustnost navrºeného algoritmu by bylo moºné zvý²it zvlá²t¥ vyuºitím
v²ech dosaºitelných parametr· popisujících zkoumané prost°edí (viz kapitola 9). Im-
plementace t¥chto informací získaných z m¥°ení by umoºnila vyuºití algoritmu pro
mapování rozlehlých prostor, kde po£et m¥°ení nabývá °ádov¥ v¥t²ích hodnot. V testo-
vaném p°ípad¥ bylo za ú£elem vytvo°ení globální mapy prost°edí provedeno jedenáct
m¥°ení.
Vzhledem k tomu, ºe pouºitý laserový sníma£ nedokáºe rozpoznat opticky trans-
parentní prost°edí, je pro reálné vyuºití nutné tento sníma£ doplnit sníma£em pracu-
jícím na jiném principu (nap°. ultrazvukový sníma£ vzdálenosti) a m¥°ení z t¥chto
sníma£· vhodn¥ kombinovat.
Pro vyuºití algoritmu ve venkovním prost°edí je nutné robotický systém doplnit o
moºnost m¥°ení nerovnosti povrchu, po kterém se robot pohybuje. Také segmenta£ní
metoda zaloºená na Radonov¥ transformaci není vhodná pro nestrukturované vn¥j²í
prost°edí a musela by být nahrazena (dopln¥na) metodou jinou (nap°íklad orienta£ní
body deﬁnované pomocí GPS sou°adnic).
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Obrázek 12.1: M¥°ení polohy barevných ²títk· umíst¥ných na robotu
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Obrázek 12.2: M¥°ení polohy barevných ²títk· umíst¥ných na robotu
Obrázek 12.3: M¥°ení polohy barevných ²títk· umíst¥ných na robotu
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Obrázek 12.4: M¥°ení polohy barevných ²títk· umíst¥ných na robotu
Obrázek 12.5: M¥°ení polohy barevných ²títk· umíst¥ných na robotu
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Obrázek 12.6: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva £erná
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Obrázek 12.7: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva ²edá2 (viz
obrázek 8.8)
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Obrázek 12.8: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva ²edá3 (viz
obrázek 8.8)
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Obrázek 12.9: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - ²edá4 (viz
obrázek 8.8)
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Obrázek 12.10: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - bílá
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Obrázek 12.11: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - £ervená
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Obrázek 12.12: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - ﬁalová
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Obrázek 12.13: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - modrá
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Obrázek 12.14: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - ºlutá
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Obrázek 12.15: Tvar rozptylových funkcí pro jednotlivé vzdálenosti, barva - zelená
