We study distributed stochastic convex optimization under the delayed gradient model where the server nodes perform parameter updates, while the worker nodes compute stochastic gradients. We discuss, analyze, and experiment with a setup motivated by the behavior of real-world distributed computation networks, where the machines are differently slow at different time. Therefore, we allow the parameter updates to be sensitive to the actual delays experienced, rather than to worst-case bounds on the maximum delay. This sensitivity leads to larger stepsizes, that can help gain rapid initial convergence without having to wait too long for slower machines, while maintaining the same asymptotic complexity. We obtain encouraging improvements to overall convergence for distributed experiments on real datasets with up to billions of examples and features.
Introduction
We study the stochastic convex optimization problem min x∈X f (x) := E[F(x; ξ)], (1.1) where the constraint set X ⊂ R d is a compact convex set, and F(·, ξ) is a convex loss for each ξ ∼ P, where P is an unknown probability distribution from which we can draw i.i.d. samples. Problem (1.1) is broadly important in both optimization and machine learning [6, 12, [16] [17] [18] . It should be distinguished from (and is harder than) the finite-sum optimization problems [3, 15] , for which sharper results on the empirical loss are possible but not on the generalization error. A classic approach to solve (1.1) is via stochastic gradient descent (SGD) [14] (also called stochastic approximation [12] ). At each iteration SGD performs the update x(t + 1) ← Π X (x(t) − α t g(x(t))), where Π X denotes orthogonal projection onto X , scalar α t ≥ 0 is a suitable stepsize, and g(x(t)) is an unbiased stochastic gradient such that E[g(x(t))] ∈ ∂ f (x(t)).
Although much more scalable than gradient descent, SGD is still a sequential method that cannot be immediately used for truly large-scale problems requiring distributed optimization. Indeed, distributed optimization [2] is a central focus of real-world machine learning, and has attracted significant recent research interest, a large part of which is dedicated to scaling up SGD [1, 5, 7, 9, 13] .
Motivation. Our work is motivated by the need to more precisely model and exploit the delay properties of real-world cloud providers; indeed, the behavior of machines and delays in such settings are typically quite different from what one may observe on small clusters owned by individuals or small groups. In particular, cloud resources are shared by many users who run variegated tasks on
Problem Setup and Algorithm
We build on the groundwork laid by [1, 11] ; like them, we also consider optimizing (1.1) under a delayed gradient model. The computational framework that we use is the parameter-server [9] , so that a central server 1 maintains the global parameter, and the worker nodes compute stochastic gradients using their share of the data. The workers communicate their gradients back to the central server (in practice using various crucial communication saving techniques implemented in the work of [8] ), which updates the shared parameter and communicates it back.
To highlight our key ideas and avoid getting bogged down in unilluminating details, we consider only smooth stochastic optimization, i.e., f ∈ C 1 L in this paper. Straightforward, albeit laborious extensions are possible to nonsmooth problems, strongly convex costs, mirror descent versions, proximal splitting versions. Such details are relegated to a longer version of this paper.
Specifically, following [1, 6, 12] we also make the following standard assumptions: 2 Assumption 2.1 (Lipschitz gradients). The function f has a locally L-Lipschitz gradients. That is,
Assumption 2.2 (Bounded variance). There exists a constant σ < ∞ such that
Finally, an additional assumption, also made in [1] is that of bounded gradients.
These assumptions are typically reasonable for machine learning problems, for instance, logisticregression losses and least-squares costs, as long as the data samples ξ remain bounded, which is typically easy to satisfy. Exploring relaxed versions of these assumptions would also be interesting.
Notation:
We denote a random delay at time-point t by τ t ; step sizes are denoted α(t, τ t ), and delayed gradients as g(t − τ t ). For a differentiable convex function h, the corresponding Bregman divergence is D h (x, y) := h(x) − h(y) − ∇h(y), x − y . For simplicity, all norms are assumed to be Euclidean. We also interchangeably use x t and x(t) to refer to the same quantity.
Delay model
Assumption 2.5 (Delay). We consider the following two practical delay models: (A) Uniform: Here τ t ∼ U({0, 2τ}). This model is a reasonable approximation to observed delays after an initial startup time of the network. We could make a more refined assumption that for iterations 1 ≤ t ≤ T 1 , the delays are uniform on {0, . . . , T 1 − 1}, and the analysis easily extends to handle this case; we omit it for ease of presentation. Furthermore, the analysis also extends to delays having distributions with bounded support. Therefore, it indeed captures a wide spectrum of practical models.
(B) Scaled: For each t, there is a θ t ∈ (0, 1) such that τ t < θ t t. Moreover, assume that
t , are constants that do not grow with t (the subscript only indicates that each τ t is a random variable that may have a different distribution). This model allows delay processes that are richer than uniform as long as they have bounded first and second moments.
Remark: Our analysis seems general enough to cover many other delay distributions by combining our two delay models. For example, the Gaussian model (where τ t obeys a Gaussian distribution but its support must be truncated as t > 0) may be seen as a combination of the following: 1) When t ≥ C (a suitable constant), the Gaussian assumption indicates τ t < θt, which falls under our second delay model; 2) When 0 ≤ t ≤ C, our proof technique with bounded support (same as uniform model) applies. Of course, we believe a more refined analysis for specific delays may help tighten constants.
Algorithm
Under the above delay model, we consider the following projected stochastic gradient iteration:
where the stepsize α(t, τ t ) is sensitive to the actual delay observed. Iteration (2.1) generates a sequence {x(t)} t≥1 ; the server also maintains the averaged iteratē
Analysis
We use stepsizes of the form α(t, τ t ) = (L + η(t, τ t )) −1 , where the step offsets η(t, τ t ) are chosen to be sensitive to the actual delay of the incoming gradients. We typically use
for some constant c (to be chosen later). Actually, we can also consider time-varying c t multipliers in (3.1) (see Corollary 3.4), but initially for clarity of presentation we let c be independent of t. Thus, if there are no delays, then τ t = 0 and iteration (2.1) reduces to the usual synchronous SGD. The constant c is used to tradeoff contributions in the error bound from the noise variance σ, the radius bound R, and potentially bounds on gradient norms. Our convergence analysis builds heavily on [1] . But the key difference is that our step sizes α(t, τ t ) depend on the actual delay τ t experienced, rather than on a fixed worst-case bounds on the maximum possible network delay. These delay dependent step sizes necessitate a slightly more intricate analysis. The primary complexity arises from α(t, τ t ) being no longer independent of the actual delay τ t . This in turn raises another difficulty, namely that α(t, τ t ) are no longer monotonically decreasing, as is typically assumed in most convergence analyses of SGD. We highlight our theoretical result below, and due to space limitation, all the auxiliary lemmas are moved to appendix. Theorem 3.1. Let x(t) be generated according to (2.1). Under Assumption 2.5 (A) (uniform delay) we have
while under Assumption 2.5 (B) (scaled delay) we have
Proof Sketch. The proof begins by analyzing the difference f (x(t + 1)) − f (x * ); Lemma A.2 (provided in the supplement) bounds this difference, ultimately leading to an inequality of the form:
The random variables ∆(t), Γ(t), and Σ(t) are in turned given by
Once we bound these in expectation, we obtain the result claimed in the theorem. In particular, Lemma A.3 bounds (3.2) under Assumption 2.5(A), while Lemma A.4 provides a bound under the Assumption 2.5(B). Similarly, Lemmas A.5 and Lemma A.6 bounds (3.3), while Lemma A.7 bounds (3.4). Combining these bounds we obtain the theorem.
Theorem 3.1 has several implications. Corollaries 3.2 and 3.3 indicate both our delay models share a similar convergence rate, while Corollary 3.4 shows such results still hold even we replace the constant c with a bounded (away from zero, and from above) sequence {c t } (a setting of great practical importance). Finally, Corollary 3.5 mentions in passing a simple variant that considers η t = c t (t + τ t ) β for 0 < β < 1. It also highlights the known fact that for β = 0.5, the algorithm achieves the best theoretical convergence.
Corollary 3.2. Let τ t satisfy Assumption 2.5 (A). Then we have
where
The following corollary follows easily from combining Theorem 3.1 with Lemma A.6.
Corollary 3.3. Let τ t satisfy Assumption 2.5 (B); letτ t = τ, θ t = θ, and B t = B for all t. Then,
where If we wish to use step size offsets η t = c t (t + τ t ) β where 0 < β < 1, we get a result of the form (we report only the asymptotically worse term, as this result is of limited importance).
Experiments
We now evaluate the efficiency of AdaDelay in a distributed environment using real datasets.
Setup. We collected two click-through rate datasets for evaluation, which are shown in Table 1 . One is the Criteo dataset 3 , where the first 8 days are used for training while the following 2 days are used for validation. We applied one-hot encoding for category and string features. The other dataset, named CTR2, is collected from a large Internet company. We sampled 100 million examples from three weeks for training, and 20 millions examples from the next week for validation. We extracted 2 billion unique features using the on-production feature extraction module. These two datasets have comparable size, but different example-feature ratios. We adopt Logistic Regression as our classification model. training example test example unique feature non-zero entry Criteo 1.5 billion 400 million 360 million 58 billion CTR2 110 million 20 million 1.9 billion 13 billion Table 1 : Click-through rate datasets.
All experiments were carried on a cluster with 20 machines. Most machines are equipped with dual Intel Xeon 2.40GHz CPUs, 32 GB memory and 1 Gbit/s Ethernet.
Algorithm. We compare AdaDelay with two related methods AsyncAdaGrad [1] and AdaptiveRevision [10] . Their main difference lies in the choice of the learning rate at time t: α(t, τ t ) = (L + η(t, τ t )) −1 . Denote by η j (t, τ t ) the j-th element of η(t, τ t ), and similarly g j (t − τ t ) the delayed gradient on feature j.
AsyncAdaGrad adopts a scaled learning rate
It uses a non-decreasing learning rate based on
Similar to AsyncAdaGrad and AdaptiveRevision, we use a scaled learning rate in AdaDelay to better model the nonuniform sparsity of the dataset (this step size choice falls within the purview of Corollary 3.4). In other words, we set η j (t,
averages the weighted delayed gradients on feature j. We follow the common practice of fixing L to 1 while choosing the best α(t, τ t ) = α 0 (L + η(t, τ t )) −1 by a grid search over α 0 .
Implementation. We implemented these three methods in the parameter server framework [9] , which is a high-performance asynchronous communication library supporting various data consistency models. There are two groups of nodes in this framework: workers and servers. Worker nodes run independently from each other. At each time, a worker first reads a minibatch of data from a distributed filesystem, and then pulls the relevant recent working set of parameters, namely the weights of the features that appear in this minibatch, from the server nodes. It next computes the gradients and then pushes these gradients to the server nodes.
The server nodes maintain the weights. For each feature, both AsyncAdaGrad and AdaDelay store the weight and the accumulated gradient which is used to compute the scaled learning rate. While AdaptiveRevision needs two more entries for each feature.
To compute the actual delay τ for AdaDelay, we let the server nodes record the time t(w, i) when worker w is pulling the weight for minibatch i. Denote by t (w, i) the time when the server nodes are updating the weight by using the gradients of this minibatch. Then the actual delay of this minibatch can be obtained by t (w, i) − t(w, i).
AdaptiveRevision needs gradient components g bck j for each feature j to calculate its learning rate.
If we send g bck j over the network by following [10] , we increase the total network communication by 50%, which harms the system performance due to the limited network bandwidth. Instead, we store g bck j at the server node during while processing this minibatch. This incurs no extra network overhead, however, it increases the memory consumption of the server nodes.
The parameter server implements a node using an operation system process, which has its own communication and computation threads. In order to run thousands of workers on our limited hardware, we may combine server workers into a single process to reduce the system overhead.
Results. We first visualize the actual delays observed at server nodes. As noted from Figure 1 , delay τ t is around θt at the early stage of the training, while the constant θ varies for different tasks. For example, it is close to 0.2 when training the Criteo dataset with 1,600 workers, while it increases to 1 for the CTR2 dataset with 400 workers. After the delay hitting the value u, which is often half of the number of workers, it behaves as a Gaussian distribution with mean u, which are shown in the bottom of Figure 1 .
Next, we present the comparison results of these three algorithms by varying the number of workers. We use the AUC on the validation dataset as the criterion 4 , often 1% difference is significant for click-through rate estimation. We set the minibatch size to 10 5 and 10 4 for Criteo and CTR2, respectively, to reduce the communication frequency for better system performance 5 . We search α 0 in the range [10 −4 , 1] and report the best results for each algorithm in Figure 2 .
As can be seen, AdaptiveRevision only outperforms AsyncAdaGrad on the Criteo dataset with a large number of workers. The reason why it differs from [10] is probably due to the datasets we used are 1000 times larger than the ones reported by [10] , and we evaluated the algorithms in a distributed environment rather than a simulated setting where a large minibatch size is necessary for the former. However, as reported [10] , we also observed that AdaptiveRevision's best learning rate is insensitive to the number of workers.
On the other hand, AdaDelay improves AsyncAdaGrad when a large number of workers (greater than 400) is used, which means the delay adaptive learning rate takes effect when the delay can be large.
To further investigate this phenomenon, we simulated an overloaded cluster where several stragglers may produce large delays; we do this by slowing down half of the workers by a random factor in {1, 4} when computing gradients. The results are shown in Figure 3 . As can be seen, AdaDelay consistently outperforms AsyncAdaGrad, which shows that adaptive modeling of the actual delay is better than using a constant worst case delay when the variance of the delays is large.
Finally we report the system performance. We first present the speedup from 1 machine to 16 machines, where each machine runs 100 workers. We observed a near linear speedup of AdaDelay, which is shown in Figure 4 . The main reason is due to the asynchronous updating which removes the AdaDelay AsyncAdaGrad AdaptiveRevision Criteo 24GB 24 GB 55 GB CTR2
97 GB 97 GB 200 GB Table 2 : Total memory used by server nodes.
dependencies between worker nodes. In addition, using multiple workers within a machine can fully utilize the computational resources by hiding the overhead of reading data and communicating the parameters. In the parameter server framework, worker nodes only need to cache one or a few data minibatches. Most memory is used by the server nodes to store the model. We summarize the server memory usage for the three algorithms compared in Table 2 .
As expected, AdaDelay and AsyncAdaGrad have similar memory consumption because the extra storage needed by AdaDelay to track and compute the incurred delays τ t is tiny. However AdaptiveRevision doubles memory usage, because of the extra entries that it needs for each feature, and because of the cached delayed gradient g bak .
Conclusions
In real distributed computing environment, there are multiple factors contributing to delay, such as the CPU speed, I/O of disk, and network throughput. With the inevitable and sometimes unpredictable phenomenon of delay, we considered distributed convex optimization by developing and analyzing AdaDelay, an asynchronous SGD method that tolerates stale gradients.
A key component of our work that differs from existing approaches is the use of (server-side) updates sensitive to the actual delay observed in the network. This allows us to use larger stepsizes initially, which can lead to more rapid initial convergence, and stronger ability to adapt to the environment. We discussed details of two different realistic delay models: (i) uniform (more generally, bounded support) delays, and (ii) scaled delays with constant first and second moments but notnecessarily bounded support. Under both models, we obtain theoretically optimal convergence rates.
Adapting more closely to observed delays and incorporating server-side delay sensitive gradient aggregation that combines the benefits of the adaptive revision framework [10] with our delayed gradient methods is an important future direction. Extension of our analysis to handle constrained convex optimization problems (without requiring a projection oracle onto the constraint set) is also an important part of future work.
[ 
A Technical details of the convergence analysis
We collect below some basic tools and definitions from convex analysis.
The Bregman divergence generated by h is
-Prox operator:
-Moreau decomposition:
-Four-point identity: Bregman divergences satisfy the following four point identity:
A special case of (A.8) is the "three-point" identity
We start the analysis by bounding the gap f (x(t + 1)) − f (x * ). The lemma below is just a combination of several results of [1] . We present the details below in one place for easy reference. The impact of our delay sensitive step sizes shows up in subsequent lemmas, where we bound the individual terms that arise from Lemma A.2.
Lemma A.2. At any time-point t, let the gradient error due to delays be
Then, we have the following (deterministic) bound:
Proof. Using convexity of f we have
Now apply Lipschitz continuity of ∇ f to the second term to obtain
(A.13)
Using the definition (A.10) of the gradient error e t , we can rewrite (A.13) as
To complete the proof, we bound the terms T1 and T2 separately below. Bounding T1: Since x(t + 1) is a minimizer in (2.1), from the projection inequality (A.6) we have
Choose x = x * ; then rewrite the above inequality and identity (A.9) with h(x) = 1 2 x 2 to get
Plugging in this bound for T1 and collecting the x(t + 1) − x(t) 2 terms we obtain
(A.14)
Bounding T2: Adding and subtracting ∇ f (x(t − τ t )) we obtain
where the last inequality is an application of (A.5). Adding this inequality to (A.14) and using 1/α(t, τ t ) = L + η(t, τ t ), we obtain (A.11).
The next step is to take expectations over (A.11) and then further bound the resulting terms separately. Note that ∇ f (x(t − τ t )) − g(t − τ t ) is independent of x(t) given g (1), . . . , g(t − τ t − 1) (since x(t) is a function of gradients up to time t − τ t − 1). Thus, the third term in (A.11) has zero expectation. It remains to consider expectations over the following three quantities: Combining these bounds we obtain the theorem.
A.2 Bounding ∆, Γ, and Σ Lemma A.3. Let ∆(t) be given by (A.15), and let Assumption 2.5 (A) hold. Then,
Proof. Unlike the delay independent step sizes treated in [1] , bounding ∆(t) requires some more work because α(t, τ t ) depends on τ t , which in turn breaks the monotonically decreasing nature of α(t, τ t ) (we wish to avoid using a fixed worst case bound on the steps, to gain more precise insight into the impacts of being sensitive to delays), necessitating a more intricate analysis. Let r t = x(t) − x * 2 . Observe that although r t ⊥ ⊥ τ t , it is not independent of τ(t − 1). Thus, with 
where we dropped the terms with s ≥ l as they are non-positive. Consider now the inner summation above. We have
Thus, we now consider
Summing over t = 2 to T, we finally obtain the upper bound
Lemma A.4. Let Assumption (2.5) (B) hold. Then 
Lemma A.5.
Proof. This proof is an adaptation of Lemma 4 and Corollary 1 of Agarwal and Duchi [1] . First, we exploit convexity of f to help analyze the gradient differences using the four-point identity (A.8):
Since ∇ f is L-Lipschitz, we further have
By definition of a Bregman divergence, we also have
which, upon using using A.7, immediately yields the bound
Dropping the negative term D f (x(t + 1), x(t)) from (A.19) and summing over t, we then obtain
Notice that the first sum partially telescopes, leaving only the terms not received by the server within the first T iterations. Thus, we obtain the bound
We bound both each of the terms in (A.20) in turn below.
To bound the contribution of the first term in expectation, compute the expected cardinality From definition of a Bregman divergence we immediately see that 0 ≤ D f (x * , x(t)) ≤ − ∇ f (x(t)), x * − x(t) ≤ ∇ f (x(t)) x * − x(t) ≤ GR.
Thus, the contribution of the first term in (A.20) is bounded in expectation by byτGR.
To bound the contribution of the second term, use convexity of · 2 to obtain x(t + 1) − x(t − τ t ) = x(t + 1) − x(t) + x(t) − x(t − 1) + · · · + x(t − τ t + 1) − x(t − τ t ) Under the uniform or scaled assumptions on delays, we obtain similar bounds on the above quantity. 
