Introduction
Reverberation makes speech perception difficult for people with hearing impairments and for elderly people compared with young people having normal hearing (e.g. [1] ). Therefore, reducing the effect of reverberation may help us to build ''barrier-free listening environments'' in public spaces where speech signals will be intelligible for various types of people.
One electroacoustical approach to improving speech intelligibility in reverberant environments is preprocessing (i.e. speech signals are emitted over a loudspeaker in a room) [2] [3] [4] [5] . An example of preprocessing is steady-state suppression (SSS) [4, 5] , in which steady-state portions of speech (e.g. vowel nuclei) are suppressed. These portions have high energy and therefore cause a large amount of ''overlapmasking'' (i.e. reverberation tails mask the following phonemes) [6] , but these portions are relatively less important for syllable perception compared with spectral transitions [7] . Therefore, SSS reduces the effect of overlap-masking with little degradation of the information needed for speech perception. Several listening tests have shown that SSS significantly improves syllable identification for young people with normal hearing [8, 9] and for elderly people [10, 11] in diotic and dichotic listening environments.
The previous studies on SSS [8] [9] [10] [11] simulated the situations in which listeners hear processed electroacoustical sounds (e.g. recorded announcements over loudspeakers at a train station), and in which input to a public address (PA) system is dry speech. When a talker and listeners are present in the same enclosure (e.g. during lectures), the listeners hear both natural (unprocessed) sounds from the talker and processed electroacoustical sounds from the loudspeakers. Furthermore, the input to the PA system is not completely dry speech because speech signals picked up by a microphone close to the talker include electroacoustical (reverberant) sounds.
In this study, we investigated the effect of SSS in situations where listeners hear natural and electroacoustical sounds. We are interested in 1) how multiple-sound-source listeners hear (a single source as an electroacoutical path or two sources as natural and electroacoutical paths), and how 2) loudspeaker gain, and 3) the input to the PA system (dry or reverberant speech) affect the performance of SSS. These must be tested, to enable the practical application of SSS, from the following points of view. 1) The talker-listener distance (e.g. level differences between natural and electroacoutical sounds) would affect the performance of SSS. For example, when the sound level from a loudspeaker is much higher than that of natural sounds, a listener would benefit greatly from the processed sound. In contrast, when the sound level difference between natural and electroacoutical sounds is much smaller as the listener is closer to the talker, the effect of SSS would be much less compared with the previous situation because of the interaction of the two sounds.
2) The effect of SSS would increase nonlinearly as loudspeaker gain is increased. For example, the effect of SSS would increase when the gain is increased to a certain level, and then would remain the same when the gain is increased above that level. Studying the relationship between the gain and SSS allows us to find the appropriate gain and parameters of SSS in an enclosure.
3) The effect of the mixture of electroacoustical sounds with sounds from a talker at the talker microphone would be negligible on the performance of SSS because the level of electroacoustical sound is much larger compared with that of sound from a talker.
In order to verify these hypotheses, we carried out a listening test on young people with normal hearing using natural and steady-state suppressed speech under simulated reverberant environments in which PA systems were virtually installed on a computer. Diotic listening was used for simulated reverberant environments in order to compare the effect of SSS in this study with those in previous studies [8] [9] [10] [11] .
Listening test 2.1. Hypotheses
We investigated the effect of SSS on the listener side and the talker side in situations where a talker and listeners are present in the same enclosure. The hypotheses on the listener side were that 1) SSS improves speech intelligibility in situations where listeners receive sounds either from a single source (e.g. a talker) or from two sources (e.g. the talker and loudspeaker), the sound level from the loudspeaker being much higher than that from natural sounds, and 2) the improvement of speech intelligibility as a result of SSS increases as the loudspeaker gain increases. The hypothesis on the talker side was that 3) the effect of the mixture of electroacoustical sounds with sounds from a talker at the talker microphone is negligible when the talker-microphone distance is short (e.g. 15 cm). We simulated room conditions to test these hypotheses, as explained in the next section.
Room Simulation
Two simple rooms (one small and one large) of shoebox shape and 100% diffusion on the walls were simulated using the software CATT-Acoustic [12] . The small room had a volume of 500 m 3 and a reverberation time (RT) of 1.2 s, and the large room had a volume of 15,750 m 3 and RT of 1.8 s. Figure 1 shows the room simulation settings in a vertical section. Source and receiver directivities were a measured one [13] for the talker (T), a vertical array for the loudspeaker (L), a cardioid for a clip-on microphone at a 15 cm distance from the talker (R1) and omnidirectional for the listener (R2). R2 was slightly deviated from the main direction of the loudspeaker in order to avoid the situation of the speech intelligibility at R2 being too high. The PA system consisted of a SSS unit and loudspeaker gain. The input to the PA system (S R1 ) was either dry speech or speech captured by R1. Table 1 summarizes how our hypotheses relate to two inputs to the PA system, the number of sources R2 receives and three gain conditions used in the room simulation. The gain is set as a relative level to natural sounds. For hypotheses 1 and 2 on the listener side, we prepared two cases. Case 1 shown in Fig. 1(a) had a single source from T, dry speech as S R1 and gain 0 (no gain). Case 2 shown in Fig. 1(b) had two sources from T and L, speech from the talker microphone as S R1 and two gains (gain 1 and 2). Gain 0 was not included in case 2 since the sound level from L would be much larger than that from the natural sound when listeners simultaneously hear natural and electroacoustical sounds. For hypothesis 3 on the talker side, we used two inputs: dry speech and speech from the talker microphone.
Monaural impulse responses between T and R1 (IR T-R1 ), T and R2 (IR T-R2 ), L and R1 (IR L-R1 ), and L and R2 (IR L-R2 ) were calculated for each room using CATT-Acoustic, in which randomized tail-corrected cone-tracing was adopted [14] . After the impulse response calculations, the loudspeaker gains were included in IR L-R1 and IR L-R2 , resulting four conditions (two rooms Â two loudspeaker gains) for each of IR L-R1 and IR L-R2 .
Stimuli
Speech materials were 14 nonsense consonant-vowel syllables (vowel: /a/, and consonants: /p, t, k, b, d, g, s, S, h, dz, dZ, tS, m, n/) embedded in a Japanese carrier phrase obtained from the ATR speech database of Japanese, and were the same as those used in the previous studies [8] [9] [10] [11] . The speech materials were recorded by a 40-year-old male at a sampling frequency of 16,000 Hz. Each sentence was scaled so that the A-weighted energy was equal for all speech materials under all gain conditions and in both rooms.
Stimuli for testing hypotheses 1 and 2 were sounds from T (case 1) as specified by Eq. (1), and sounds from T and L (case 2) as given by Eq. (2).
TfsðtÞg Ã IR T-R2
ð1Þ
where TfsðtÞg ¼ sðtÞ (unprocessed condition)
PðsðtÞÞ ( processed condition)
; sðtÞ indicates a speech signal, G indicates the gain of the loudspeaker, S R1 indicates input to the PA system, PðsðtÞÞ indicates a processed signal whose amplitudes of steady-state portions of sðtÞ are suppressed to 40% and Ã indicates convolution. Note that no processing was applied for natural sounds in case 2. Also note that the processed condition in case 1 indicates ''a supertalker'' (i.e. a talker speaking steadystate suppressed speech), and it seems somewhat unrealistic. However, this condition arises when we use recorded sounds, and this condition was adopted in order to compare the results of processed sounds with those of natural sounds (natural in case 1) as well as to compare the situation of this study with those of previous ones [8] [9] [10] [11] by recreating the situation used in the previous studies [8] [9] [10] [11] (i.e. the input to the PA system was dry speech and sounds were sent from a single source) in these simulated reverberant conditions. For hypothesis 3, stimuli were dry speech, and speech captured by R1 in the large room with gain 2. Stimuli for speech captured by R1 are as given by
where sðtÞ, G, S R1 and Ã are the same parameters as in Eqs. (1) and (2).
Participants
Participants were 20 native speakers of Japanese (4 males and 16 females, 22 to 37 years old). They had normal hearing with air-conduction thresholds of less than 25 dB HL from 125 to 8 kHz for both ears.
Procedures
The listening test was conducted in a sound-treated room. The stimuli were presented over headphones (STAX, SR-303) through a digital audio amplifier (Onkyo, MA-500U) that was connected to a computer. Each participant could adjust the playback level to a comfortable level. In each trial, a stimulus was presented, after which a computer monitor displayed the 14 syllables used in the listening test. The participants were instructed to use the mouse to click on the syllable heard on the monitor. Trials with 168 stimuli for hypotheses 1 and 2 (natural/processed Â small/large rooms Â three gains Â 14 speech materials) were randomly presented first, followed by 28 stimuli for hypothesis 3 (two inputs Â 14 speech materials) presented randomly.
3. Results and discussion 3.1. Listener side Figure 2 shows the mean percent correct responses (mean scores) at the listener position for each room, gain, and processing condition. Separate repeated-measures ANOVAs were carried out for case 1, with room (small/large) and processing (natural/processed) as two factors, and for case 2 with room (small/large), processing (natural/processed) and gain (gain1/gain2) as three factors.
For case 1, the small room had significantly higher mean scores than the large room [p < 0:01]. Processed speech also had significantly higher mean scores than natural speech [p < 0:01]. These results were consistent with previous findings [8] [9] [10] [11] . No interaction was significant. Post-hoc analyses showed no significant difference between mean scores of natural and processed speech for the two room conditions.
For case 2, the small room had significantly higher mean scores than the large room [p < 0:01]. Processed speech also had significantly higher mean scores than natural speech and between room and processing [p ¼ 0:02] were also significant. Post-hoc analyses showed that gain 2 had significantly higher mean scores than gain 1 in the small room [p ¼ 0:02 for natural and p ¼ 0:01 for processed], while no significant difference was found between gain 1 and gain 2 in the large room. These interactions and further analyses showed that the mean scores increase mainly owing to loudspeaker gain in the small room, while the mean scores increase mainly as a result of SSS in the large room. Post-hoc analyses also showed that processed speech performed significantly better than natural speech at gain 1 [p ¼ 0:03] and gain 2 [p < 0:01] in the large room, indicating that introducing a loudspeaker changed the performance of SSS.
Processed speech had higher mean scores under all gain conditions in this study. This suggests that SSS improves syllable identification in both situations where a talker and a listener are either in the same room or in different rooms.
Talker side
A t-test showed no statistically significant difference in the mean percent correct responses between dry speech (100.0%) and speech captured by a talker microphone (99.7%). This indicates that the effect of SSS would be the same for the two inputs when the direct-to-reverberation ratio is high at the talker microphone. This would be useful for a practical use of SSS. For a recorded announcement as well as a live one in the same enclosure (e.g. an automatic announcement of the arrival of trains and a live announcement of a delayed train in a station), the maximum improvement in speech intelligibility would be obtained by SSS with the same parameters.
Conclusions
The effect of SSS was studied in the situation where a listener hears both natural and electroacoustical sounds.
Results from the listening test showed that 1) SSS improved syllable identification in cases when listeners receive sounds either from a single source (e.g. an electroacoustical path) or from two sources (e.g. natural and electroacoustical paths), 2) increasing the loudspeaker gain changed the performance of SSS, and 3) the effect of the mixture of electroacoustical sounds with sounds from a talker at the talker microphone is negligible when the direct-to-reverberation ratio is high. Previous studies [10, 11] indicated that SSS also might be effective for elderly people and people with hearing impairments, and therefore, future research should include tests on the effect of SSS under the current conditions with these populations in order to build ''barrier-free listening environments''. For a practical application of SSS, future research should be on the binaural listening condition as well as finding directivities and loudspeaker gains that are suitable for SSS.
