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Abstract
Oscillation and nonoscillation of the second order differential equation with delay depending on the unknown function
(r(t)x′(t))′ + f (t, x(t), x((t, x(t)))) = 0
in the case when
∫∞ ds/r(s)<∞ holds are consider. The results obtained in this paper can be conjugated with the theorems given
by Bainov et al. [J. Comput. Appl. Math. 91 (1998) 87–96].
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1. Introduction
Consider the second order differential equation with delay depending on the unknown function
(r(t)x′(t))′ + f (t, x(t), x((t, x(t)))) = 0, t0 (1.1)
under the following hypotheses:
(H1) r ∈ C(R+,R+) and r(t)> 0 for t ∈ R+, and ∫∞ ds/r(s)<∞;
(H2) f ∈ C(R+ × R2,R), there exists T ∈ R+ such that uf (t, u, v)> 0 for tT , uv > 0;
(H3)  ∈ C(R+×R,R), there exist∗,∗ ∈ C(R+,R) andT ∈ R+ such that limt→∞ ∗(t)=∞ and∗(t)(t, x)
∗(t) t for tT , x ∈ R;
(H4) for any positive constants l and L with l <L, there exist positive constants  and  depending possibly on l and
L such that:
l |u|L implies f (t, l, |v|) |f (t, u, v)|f (t, L, |v|),
and
l |v|L implies f (t, |u|, l) |f (t, u, v)|f (t, |u|, L);
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(H5) for any positive constants l and L with l <L, there exist positive constants  and  depending possibly on l and
L such that:
l |u|L implies f (t, lR(t), |v|) |f (t, uR(t), v)|f (t, LR(t), |v|),
and
l |v|L implies f (t, |u|, lR(t)) |f (t, u, vR(t))|f (t, |u|, LR(t)),
where R+ = [0,∞) and R(t) = ∫∞
t
ds/r(s).
Let T ∈ R+. Deﬁne T−1 = inf{(t, x) : tT , x ∈ R}. By a solution of (1.1) in the interval [T ,∞), we mean a
function x ∈ C1([T−1,∞),R) such that r(t)x′(t) is differentiable and satisﬁes (1.1) for tT . Our attention will be
restricted to those solutions x(t) of (1.1) which satisfy sup{|x(t)| : tT1}> 0 for every T1T . A nontrivial solution
is said to be oscillatory if it has arbitrarily large zeros, otherwise it is said to be nonoscillatory. Thus, a nonoscillatory
solution is either eventually positive or eventually negative.
Eq. (1.1) can be considered as a natural generalization of the second order ordinary differential equationwith deviating
argument
(r(t)x′(t))′ + f (t, x(t), x((t))) = 0. (1.2)
The oscillation and nonoscillation of (1.2) have been the object of intensive studies in the last decades. The monographs
[1,2,7] are devoted to the systematic investigation on this subject. However, the results for oscillation and nonoscillation
of (1.1) are relatively scarce in literature. Recently, under the assumptions that f (t, u, v) is nondecreasing in u and
v for each ﬁxed tT and
∫∞ ds/r(s) = ∞. Bainov et al. [5] studied the asymptotic behavior of the nonoscillatory
solutions of (1.1). But the case, when∫ ∞ ds
r(s)
<∞ (1.3)
holds, remains an interest and can produce either oscillation or nonoscillation of solutions of (1.1).
The purpose of the present paper is to study in detail the oscillatory and nonoscillatory behavior of solutions of
(1.1) dealing with the case (1.3). Motivated by Bainov et al. [5], we will establish criteria for (1.1) to have three types
of nonoscillatory solutions, as well as criteria for all solutions of (1.1) to be oscillatory. The results obtained here, in
conjunction with the results in [5] for (1.1), provide a complement for [5].
For other closely related results the reader is referred to the papers [3,4].
2. Existence of nonoscillation solutions
We begin by classifying all possible nonoscillatory solutions according to their asymptotic behavior at inﬁnity. The
classiﬁcation is based on the following lemma.
Lemma 2.1. Let assumptions (H1)–(H3) hold and x(t) be a nonoscillatory solution of (1.1) on [T ,∞), then there
exist positive constants c1 and c2 and T1T such that:
c1R(t) |x(t)|c2, tT1. (2.1)
Proof. We may assume that x(t)> 0 for tT , since a parallel argument holds if x(t)< 0. It follows from (H3) that
there exists T1T such that x((t, x(t)))> 0 for tT1. From (H2) and (1.1) we conclude that (r(t)x′(t))′ < 0 for
tT1, so that x′(t) is eventually a constant sign, that is, either x′(t)> 0 or x′(t)< 0 for tT1.
Suppose ﬁrst that x′(t)> 0 for tT1,we then have r(t)x′(t)< r(T1)x′(T1) for tT1,which implies that x′(t)< r(T1)
x′(T1)/r(t) for tT1, which follows that
x(t)x(T1) + r(T1)x′(T1)
∫ t
T1
ds
r(s)
x(T1) + r(T1)x′(T1)R(T1), tT1. (2.2)
This proves the second inequality in (2.1).
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Suppose next that x′(t)< 0 for tT1, then
−r(s)x′(s)> − r(t)x′(t), s tT1. (2.3)
Dividing (2.3) by r(s) and integrating the above over [t, ], we have
x(t)> x(t) − x() − r(t)x′(t)
∫ 
t
ds
r(s)
,  tT1,
which, in the limit as  → ∞, gives
x(t) − r(t)x′(t)R(t), tT1. (2.4)
Combining (2.4) with the inequality−r(t)x′(t)−r(T1)x′(T1) for tT1, (cf. (2.3)), we ﬁnd x(t)−r(T1)x′(T1)R(t)
for tT1, this proves the ﬁrst inequality in (2.1). 
Lemma 2.1 shows that the following three types of the asymptotic behavior at inﬁnite are possible for nonoscillatory
solution x(t) of (1.1).
(I) lim
t→∞ x(t) = const = 0;
(II) lim
t→∞ x(t) = 0, limt→∞
x(t)
R(t)
= const = 0;
(III) lim
t→∞ x(t) = 0, limt→∞
|x(t)|
R(t)
= ∞.
We start with characterizing the solutions of type (I) of (1.1).
Theorem 2.1. Let assumptions (H1)–(H4) hold. (1.1) has a nonoscillatory solution of type (I) if and only if there exists
a constant c = 0 such that:
∫ ∞ 1
r(t)
∫ t
|f (s, c, c)|ds dt <∞. (2.5)
Proof. (1) Let (1.1) have a nonoscillatory solution x(t) of type (I): limt→∞ x(t)=c = 0, there is no loss of generality in
assumption that limt→∞ x(t)> 0, so that there exist positive constants l, L and T1 such that lx(t), x((t, x(t)))L
for tT1. Hence, condition (H4) implies that for some constant > 0,
f (t, x(t), x((t, x(t))))2f (t, l, l), tT1. (2.6)
The derivative x′(t) is either positive or negative for tT1. Suppose ﬁrst that x′(t)> 0 for tT1. An integration of
(1.1) then shows
2
∫ ∞
T1
f (s, l, l) ds
∫ ∞
T1
f (s, x(s), x((s, x(s)))) dsr(T1)x′(T1), (2.7)
which follows that∫ ∞
T1
1
r(t)
∫ t
T1
f (s, l, l) ds dtR(T1)
∫ ∞
T1
f (s, l, l) ds <∞
from the above inequality that (2.5) follows immediately.
Next suppose that x′(t)< 0 for tT1. Again, an integration of (1.1) gives
∫ t
T1
f (s, x(s), x((s, x(s)))) ds = r(T1)x′(T1) − r(t)x′(t) − r(t)x′(t), tT1, (2.8)
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and consequently,
1
r(t)
∫ t
T1
f (s, x(s), x((s, x(s)))) ds − x′(t), tT1.
Integrating the above over [T1,∞) and noting that (2.6), we see that
2
∫ ∞
T1
1
r(s)
∫ s
T1
f (u, l, l) du dsx(T1)<∞,
which clearly implies the truth of (2.5).
(2) Suppose that (2.5) holds.Without loss of generalitywemay assume that the constant c in (2.5) is positive.By condi-
tion (H4) there exists a positive constant such that c/2x(t), x((t, x(t)))c impliesf (t, x(t), x((t, x(t))))2
f (t, c, c) for tT−1. Choose T >T−1 large enough so that
2
∫ ∞
T
1
r(s)
∫ s
T
f (u, c, c) duds c
2
.
Consider now the nonempty, closed, bounded, convex subset D of C([T−1,∞),R) given by
D =
{
x ∈ C([T−1,∞),R) : c2x(t)c, tT−1
}
and the operator S : D → C([T−1,∞),R) by the formula
Sx(t) =
⎧⎨
⎩
c, T−1 t < T ,
c −
∫ t
T
1
r(s)
∫ s
T
f (u, x(u), x((u, x(u)))) du ds, tT .
We can easily show that S(D) ⊂ D. In order to apply the operator, the Schauder–Tychonoff ﬁxed point theorem [6], it
is sufﬁcient to prove that S is continuous in D and that S(D) is relatively compact in C([T−1,∞),R).
Indeed, let {xn} ⊂ D, xn → x, x ∈ D, we need to prove that Sxn → Sx, e.g., the sequence {Sxn} tends, uniformly
on every compact set of [T−1,∞) to Sx.
For tT , we have
|(Sxn)(t) − (Sx)(t)|
∫ t
T
1
r(s)
∫ s
T
|f (u, xn(u), xn((u, xn(u)))) − f (u, x(u), x((u, x(u))))| du ds.
Hence from the continuity of the functions f and , we get that the sequence {Sxn} tends, uniformly on every compact
set of [T ,∞), to Sx.
For t ∈ [T−1, T ], the above assertion follows the deﬁnition of the operator S.
Concerning, compactness of S(D) in C([T−1,∞),R) it is sufﬁcient to show that if {xn} ⊂ D, then the sequence
{Sxn} is uniformly bounded and equicontinuous on every compact set of [T−1,∞).
Theuniformlyboundedness easily follows taking account thatS(D) ⊂ D andD is a bounded subset ofC([T−1,∞),R).
So we only prove the equicontinuity of the sequence {Sxn}.
For t1, t2 ∈ [T ,∞), we have
|(Sxn)(t2) − (Sxn)(t1)|
∣∣∣∣
∫ t2
t1
1
r(s)
∫ s
T
f (u, xn(u), xn((u, xn(u)))) du ds
∣∣∣∣ .
Since xn ∈ D, we get c/2xn(t), xn((t, xn(t))c. Taking into account (H4), we then obtain
|(Sxn)(t2) − (Sxn)(t1)|2
∫ t2
t1
1
r(s)
∫ s
T
|f (u, c, c)| du ds,
so that the equicontinuity of the sequence {Sxn} in [T ,∞) is proved.
For t ∈ [T−1, T ], the assertion follows from the deﬁnition of the operator S.
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For t1 ∈ [T−1, T ], t2 ∈ [T ,∞), or vice versa, in view of the fact
(Sxn)(t2) − (Sxn)(t1) = (Sxn)(t2) − (Sxn)(T ) + (Sxn)(T ) − (Sxn)(t1),
the assertion easily follows reasoning as in the above two cases. Hence the Schauder–Tychonoff ﬁxed point theorem
ensures the existence of a function x ∈ D such that x = Sx, i.e.,
x(t) = c −
∫ t
T
1
r(s)
∫ s
T
f (u, x(u),(u, x(u)))) du ds, tT .
Differentiation of this integral equation shows that x(t) is a positive solution of (1.1) on [T ,∞). It is clear that
limt→∞ x(t) = const ∈ [c/2, c], which implies that x(t) is a solution of type (I). This completes the proof. 
The next theorem concerns with the solutions of type (II) of (1.1).
Theorem 2.2. Let assumptions (H1)–(H3) and (H5) hold.
(1) (1.1) has a nonoscillatory solution of type (II), then there exists a constant c = 0 such that:∫ ∞
|f (s, cR(s), cR(∗(s)))| ds <∞. (2.9)
(2) If for some c = 0, we have∫ ∞
|f (s, cR(s), cR(∗(s)))| ds <∞, (2.10)
then (1.1) has a solution of type (II).
Proof. (1) Let x(t) be a solution of (1.1) of type (II) which is eventually positive. There exist constants c1 > 0 and
T1T such that x(t)c1R(t) for tT1, furthermore, x((t, x(t)))c1R(∗(t)) for tT1. We may suppose that
x′(t)< 0 for tT1, since a similar argument holds if x′(t)> 0. From (1.1) we have∫ t
T1
f (s, x(s), x((s, x(s)))) ds − r(t)x′(t), tT1,
(cf. (2.8)). Combining the above with the inequality −r(t)x′(t)x(t)/R(t) (cf. (2.4)), we obtain, by (H5), for some
> 0,

∫ t
T1
f (s, c1R(s), c1R(∗(s))) ds
∫ t
T1
f (s, x(s), x((s, x(s)))) ds x(t)
R(t)
c1, tT1,
which gives (2.9) in the limit as t → ∞. A similar argument holds if x(t) is an eventually negative solution of type (II)
of (1.1).
(2) Let inequality (2.10) be fulﬁlled with a constant c = 0, without loss of generality wemay assume that the constant
c in (2.10) is positive. Let k > 0 be a constant such that 2k < c. By (H5), there exists a positive constant  such that
kR(t)x(t)2kR(t), which implies
f (t, x(t), x((t, x(t))))2f (t, 2kR(t), 2kR(∗(t))), t > T−1,
since kR(∗(t))x((t, x(t)))2kR(∗(t)). Take T >T−1 large enough so that
2
∫ ∞
T
f (s, 2kR(s), 2kR(∗(s))) dsk.
Consider the set
D = {x ∈ C([T−1,∞),R) : kR(t)x(t)2kR(t), tT−1}
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and the operator S : D → C([T−1,∞),R) by the formula
Sx(t) =
⎧⎨
⎩
Sx(T ), T−1 t < T ,∫ ∞
t
1
r(s)
(
k +
∫ s
T
f (u, x(u), x((u, x(u)))) du
)
ds, tT .
(2.11)
If x ∈ D, then we obtain
k
∫ ∞
t
ds
r(s)
Sx(t)
∫ ∞
r
1
r(s)
(
k +2
∫ s
T
f (u, 2kR(u), 2kR(∗(u))) du
)
ds
2k
∫ ∞
t
ds
r(s)
= 2kR(t), tT ,
therefore, SD ⊂ D. As the proof of Theorem 2.1, it is routinely veriﬁed that S is a continuous operator and S(D)
is relatively compact in C([T−1,∞),R). Therefore, by the Schauder–Tychonoff ﬁxed point theorem, there exists a
function x ∈ D such that x = Sx, i.e.,
x(t) =
∫ ∞
t
1
r(s)
(
k +
∫ s
T
f (u, x(u), x((u, x(u)))) du
)
ds, tT . (2.12)
From this integral equation it follows that x(t) satisﬁes (1.1) on [T ,∞)with limt→∞ x(t)=0, and that, by L’Hospital’s
rule, limt→∞ x(t)/R(t) = const ∈ [k, 2k]. Thus x(t) is a solution of type (II) of (1.1). This completes the proof. 
Sufﬁcient conditions for the existence of solution of type (III) are given below.
Theorem 2.3. Let assumptions (H1)–(H5) hold. Then (1.1) has a nonoscillatory solution x(t) of type (III) if∫ ∞ 1
r(t)
∫ t
|f (s, c, c)| ds dt <∞, (2.13)
for some c = 0, and∫ ∞
|f (t, dR(t), dR(∗(t))| dt = ∞ (2.14)
for any constant d = 0 with cd > 0.
Proof. We only consider the case when c > 0 in (2.11), since a similar argument holds when c < 0. For some k > 0,
by (H4), there is a positive constant  such that kR(0)x(t), x((t, x(t)))c implies
f (t, x(t), x((t, x(t))))2f (t, c, c).
By (2.13), choose T >T−1 large enough so that
k(R(T ) + 1)c and 2
∫ ∞
T
1
r(t)
∫ t
T
|f (s, c, c)| ds dt < k.
Then it can be veriﬁed, via the Schauder–Tychonoff theorem, that the operator S deﬁned by (2.11) has a ﬁxed point in
the set
D = {x ∈ C([T−1,∞),R) : kR(t)x(t)c, tT−1}
In fact, if x ∈ D, then
(Sx)(x)
∫ ∞
t
1
r(s)
(
k +
∫ s
T
f (u, x(u),(u, x(u))) du
)
ds
kR(t) +2
∫ ∞
t
1
r(s)
∫ s
T
f (u, c, c) du ds
k(R(T ) + 1)< c, tT
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and so Sx ∈ D. The veriﬁcation of the continuity of S and the relative compactness of S(x) is routine. Therefore there
exists a ﬁxed element x ∈ D such that x(t)= (Sx)(t), which gives rise to a solution x(t) of (1.1) on [T ,∞) and deﬁnes
by (2.12) . It is obvious that x(t) → 0 as t → ∞. By L’Hospital’s rule and in view of (2.14) and (H5), we see that
lim
t→∞
x(t)
R(t)
= lim
t→∞
x′(t)
R′(t)
= lim
t→∞
(
k +
∫ t
T
f (s, x(s), x((s, x(s))))
)
ds
 lim
t→∞
(
k + 2
∫ t
T
f (s, kR(s), kR(∗(s)))
)
ds.
This completes the proof. 
3. Oscillation of all solutions
We are now interested in the situation in which (1.1) has no nonosciillatory solution, or equivalently, all proper
solutions of (1.1) are oscillatory, and show that a characterization for this solution can be obtained provided additional
hypothesis and placed on the nonlinearity of (1.1).
We say that Eq. (1.1) is strongly sublinear if there exists a constant  ∈ (0, 1) such that |u|−|f (t, u, v)| is a
nonincreasing function in |u| and |v| for each ﬁxed t ∈ R+. Eq. (1.1) is strongly superlinear if there exists a constant
> 1 such that |u|−|f (t, u, v)| is a nondecreasing function in |u| and |v| for each ﬁxed t ∈ R+.
Theorem 3.1. Let assumptions (H1)–(H4) hold, and (1.1) be strongly sublinear. Then (1.1) is oscillatory if and only if
∫ ∞ 1
r(t)
∫ t
|f (s, c, c)| ds dt = ∞ (3.1)
for each constant c = 0.
Proof. It sufﬁces to prove that “if” part, since the “only if” part of this theorem follows from Theorem 2.1. Without
loss of generality, we suppose that (3.1) holds and (1.1) has a nonoscillatory solution x(t) which is positive for tT .
Then either x′(t)> 0 or x′(t)< 0 for tT1T .
If x′(t)> 0 for tT1, then have
∫∞
T1
f (s, c1, c1) ds <∞ (cf. (2.7)), where c1 > 0 is a constant such that x(t)c1
and x((t, x(t)))c1 for tT1, and this, together with (H1), shows that
∫ ∞
T1
1
r(t)
∫ t
T1
f (s, c1, c1) ds dtR(T1)
∫ ∞
T1
f (s, c1, c1) ds <∞,
which contradicts (3.1).
If, on the other hand, x′(t)< 0 for tT1, then an integration of (1.1) gives
∫ t
T1
f (s, x(s), x((s, x(s)))) ds − r(t)x′(t), tT1,
(cf. (2.8)), and equivalently,
−x′(t) 1
r(t)
∫ t
T1
f (s, x(s), x((s, x(s)))) ds, tT1. (3.2)
Since x(t)c2 and x((t, x(t)))c2 for tT1 and some constant c2 > 0, the strong sublinearity of f (t, u, v) implies
(x(t))−f (t, x(t), x((t, x(t))))c−2 f (t, c2, c2), tT1, (3.3)
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for some  ∈ (0, 1). Combining (3.3) with (3.2) and using the decreasing property of x(t), we see that
−x′(t)c−2
1
r(t)
∫ t
T1
(x(s))f (s, c2, c2) ds
c−2
1
r(t)
(x(t))
∫ t
T1
f (s, c2, c2) ds, tT1. (3.4)
We now differentiate the function −(x(t))1− and use (3.4) to obtain
−(x(t)1−)′ = −(1 − )(x(t))−x′(t)(1 − )c−2
1
r(t)
∫ t
T1
f (s, c2, c2) ds, tT1,
from which we have by integration,∫ t
T1
1
r(s)
∫ s
T1
f (u, c2, c2) du ds
c2
1 −  (x(T1))
1−, tT1.
Letting t → ∞ in the above, we obtain that∫ ∞
T1
1
r(s)
∫ s
T1
f (u, c2, c2) du ds <∞,
which again contradicts (3.1). Hence, this completes the proof. 
Theorem 3.2. Let assumptions (H1)–(H3), and (H5) hold and (1.1) be strongly superlinear. Then (1.1) is oscillatory
if and only if∫ ∞
|f (t, cR(t), cR(∗(t))| dt = ∞ (3.5)
for each constant c = 0.
Proof. The “only if” part follows from Theorem 2.2 (1). To prove the “if” part, assume that (1.1) has a nonoscillatory
solution x(t), without loss of generality we may suppose that x(t) is eventually positive, i.e., x(t)> 0 for tT . Then,
either x′(t)> 0 or x′(t)< 0 for tT1T .
If x′(t)> 0 for tT1. As in the proof of Theorem 2.1, we have∫ ∞
T1
f (t, x(t), x((t, x(t)))) dt <∞.
By Lemma 2.1, for some c1 > 0, we obtain
x(t)c1R(t) and x((t, x(t)))c1R(∗(t)). (3.6)
By (H5), we get ∫∞
T1
f (t, c1R(t), c1R(∗(t))) dt <∞, which contradicts (3.5).
If x′(t)< 0 for tT1. Noting that (2.4) and (2.8), we have
x(t)
R(t)

∫ t
T1
f (s, x(s), x((s, x(s)))) ds, tT1. (3.7)
In view of (3.6) and the strong superlinearity of f (t, u, v), we have
f (t, x(t), x((t, x(t))))c−1 f (t, c1R(t), c1R(∗(t)))
(
x(t)
R(t)
)
, tT1.
Combining this with (3.7), we have
x(t)
R(t)
c−1
∫ t
T1
f (s, c1R(s), c1R(∗(s)))
(
x(s)
R(s)
)
ds, tT1.
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If we denote by Z(t) the right-hand side of the above inequality, we obtain
Z′(t)c−1 f (t, c1R(t), c1R(∗(t)))(Z(t)), tT1,
an integration of which yields
∫ ∞
T1
f (s, c1R(s), c1R(∗(s))) ds c

1
− 1 (Z(T1))
1− <∞,
which again contradicting (3.5). This completes the “if” part of Theorem 3.2. 
Remark 3.1. If f (t, u, v) is nondecreasing in u and v for each ﬁxed t ∈ R+, then it satisﬁes both conditions (H4) and
(H5).
Remark 3.2. Suppose that f (t, u, v) = q(t)g(u)h(v), where q ∈ C(R+, (0,∞)) and g, h ∈ C(R,R) are continuous
and sgn g(u)= sgn u, sgn h(u)= sgn u. Then f (t, u, v) clearly satisﬁes condition (H4). If in addition g and h have the
properties that
k1|g(u)g(v)| |g(uv)|K1|g(u)g(v)|, uv0,
and
k2|h(u)h(v)| |h(uv)|K2|h(u)h(v)|, uv0
for some positive constants ki and Ki , i = 1, 2, it is not difﬁcult to show that f (t, u, v) satisﬁes condition (H5).
Finally, we give two examples to illustrate our main results.
Example 3.1. Consider the equation
(et x′(t))′ + q(t)|x(t)|m−1|x((t, x(t)))|n−1x(t)x((t, x(t))) = 0, t0, (3.8)
where m, n> 0 are constants, (t, x) = (1 + x2)t/(2 + x2), and q(t) is a positive continuous function on R+. Note
that R(t) = e−t and t/2(t, x(t)) t . Hence, by Theorems 2.1, 2.3 and 3.2, we have the the following statements
hold:
(1) Eq. (3.8) possesses a nonoscillatory solution x(t) satisfying limt→∞ x(t) = const = 0 if and only if∫ ∞
e−t
∫ t
q(s) ds dt <∞. (3.9)
(2) Eq. (3.8) possesses a nonoscillatory solution x(t) satisfying limt→∞ x(t) = 0 and limt→∞ et x(t) = const = 0,
then ∫ ∞
e−(m+n)sq(s) ds <∞.
(3) Suppose that (3.9) holds. In addition, if∫ ∞
e−(m+n)sq(s) ds = ∞, (3.10)
then (3.8) possesses a nonoscillatory solution x(t) such that limt→∞ x(t) = 0 and limt→∞ et x(t) = ∞.
(4) All solutions of (3.8) with m> 1 are oscillatory if and only if (3.10) holds.
Example 3.2. Consider the equation
(et x′(t))′ + q(t)|x(t)|
−1/2x(t)
1 + x2(t) = 0, t ∈ R
+
, (3.11)
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where q(t) is a positive continuous function on R+. Note that R(t) = e−t and f (t, u, v) = q(t)|u|−1/2u/(1 + u2).
Clearly, f (t, u, v) satisﬁes conditions (H3) and (H4). Hence, by Theorem 3.1, (3.11) are oscillatory if and only if
∫ ∞
e−t
∫ t
q(s) ds dt = ∞.
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