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Zusammenfassung
Die Entwicklung moderner numerischer Algorithmen hat zu einem hohen Bedarf
an eﬃzienten, robusten iterativen Gleichungssystemlo¨sern gefu¨hrt. So entstand eine
Vielzahl von Verfahren, die man zur Gruppe der Projektionsmethoden und Krylov-
Unterraum-Methoden za¨hlt.
Gegenstand der Betrachtungen in dieser mehrteiligen Arbeit sind grundlegende Ab-
stiegsverfahren als Vertreter dieser Algorithmengruppe, die auf Minimierungsaufga-
ben nach Umformulierung eines regula¨ren linearen Gleichungssystems fu¨hren.
Unter bestimmten Voraussetzungen an die Matrix des Gleichungssystems werden ge-
eignete Funktionale konstruiert und damit der Weg des Abstiegs illustriert.
Das Verhalten der Abstiegsverfahren ist in den normalen gutartigen Fa¨llen hinrei-
chend bekannt und untersucht worden. Hier soll zuna¨chst eine Gegenu¨berstellung zu
anderen Situationen gemacht werden, wo man unter vera¨nderten Voraussetzungen
arbeitet, und damit der typische Charakter der Minimierungsaufgabe nicht mehr vor-
handen ist. Dabei ist teilweise noch mit zufrieden stellenden Ergebnissen zu rechnen,
es ko¨nnen aber auch starke Abweichungen vom Normalfall auftreten. Diese Darstel-
lungen ﬁndet der Leser in den Teilen I und II.
Des Weiteren betrachten wir in einem Teil III die Abstiegsverfahren als polynomia-
le Iterationsverfahren und untersuchen den Einﬂuss von Rundungsfehlern bei der
Implementation der Verfahren im Zusammenhang mit ihrer (eventuell) theoretischen
Endlichkeit sowie mit der Notation des Formelapparates und seiner numerischen Aus-
wertung (Fehlerverhalten und Fehlererinnerung).
Praktische Rechnungen mit kleindimensionierten Beispielen, wo man dies auch gut
illustrieren kann, demonstrieren die unterschiedlichen Situationen.
Eileen Caddy
Spuren auf dem Weg zum Licht
HŽrt auf zu versuĚen,
alles gedankliĚ auuarbeiten,
das bringt euĚ nirgendwohin.
Lebt aus der Intuition und Inspiration,
und lat euer ganzes Leben
eine OĎenbarung sein.
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Kapitel 4
Abstiegsverfahren – 2
4.1 Die quadratische Form R(x)
Im Abschnitt 2.1 haben wir zum LGS (1.1) die quadratische Form R(x) (2.19) unter
verschiedenen Gesichtspunkten schon betrachtet.
Das zugeho¨rige Minimierungsproblem ist
min
x∈Rn
R(x) ⇔ min
x∈Rn
‖r(x)‖2. (4.1)
Wie in den Beziehungen (2.16) unschwer zu erkennen ist, kommt man auf das Funk-
tional u¨ber das Normalgleichungssystem (Symmetrisierung) zu (1.1).
Ax = b, A = AT > 0 Ax = b, ∃A−1
ATAx = AT b, ATA spd
⇓ ⇓
Q(x) =
1
2
xTAx− xT b → min
x
R(x) =
1
2
xTATAx− xTAT b → min
x
 
‖e(x)‖A → min
x
‖e(x)‖ATA → min
x
(x∗ − x)TATA(x∗ − x) → min
(A(x∗ − x))T A(x∗ − x) → min
‖A(x∗ − x)‖2 → min
‖b− Ax‖2 → min
‖r(x)‖2 → min .
Egal, ob man von der Untersuchung der Norm ‖b−Ax‖2 kommt oder vom Normal-
gleichungssystem ATAx = AT b, die gemeinsame quadratische Form R(x) ha¨ngt mit
der Minimierung der Residuumnorm zusammen.
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Zum Funktional R(x) werden natu¨rlich auch sein Gradient und seine Hesse-Matrix
gebraucht. Wir haben also
R(x) =
1
2
xTATAx− xTAT b = xTBx− xT c,
B = ATA = BT > 0, c = AT b,
grad R(x) = ∇R(x) = Bx− c,
∇2R(x) = B > 0.
(4.2)
Dazu ergibt sich wie in (2.22) die Fehlerbetrachtung
0 ≤ ‖e(x)‖2ATA = 2R(x) + x∗T c,
...
‖r(x)‖22 = 2R(x) + x∗TAT b
= 2R(x) + (Ax∗)T b
= 2R(x) + bT b,
und die Beziehungen
R(x) =
1
2
(
‖r(x)‖22 − bT b
)
,
R(x∗) = min
x∈Rn
R(x) = −1
2
bT b,
x∗ = argmin
x∈Rn
R(x),
R(x∗ + ∆x)−R(x∗) = 1
2
‖∆x‖2ATA =
1
2
‖A∆x‖22 > 0, ∆x 	= 0.
(4.3)
Formal ist natu¨rlich der Fehler ‖e(x)‖ATA nicht so praktikabel und plausibel wie
‖r(x)‖2.
Die notwendige Bedingung am Minimum (Extremum) ∇R(x) = 0 liefert die einzige
globale Minimumstelle x∗ von R(x) und zugleich die eindeutige Lo¨sung des LGS
Bx = c bzw. von (1.1). Es triﬀt also die Aussage von Satz 3.1 zu.
Die Konstruktion einer Folge von Na¨herungen zur Minimumstelle von R(x) geht
von einem Startvektor x(0) als ersten Na¨herungswert zu x∗ aus. Weitere Iterierte
x(1), x(2), ... eines AV ﬁndet man mit der Bedingung
R(x(m+1)) < R(x(m)),
also ‖r(m+1)‖2 < ‖r(m)‖2, r(m) = r(x(m)).
Dazu betrachtet man AV als Folge “eindimensionaler Probleme“ mit einer Strahlen-
minimierung.
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Bezu¨glich geeigneter Suchrichtungen (Richtungsvektoren) p(x) haben wir in den bis-
herigen AV schon mehrere Varianten betrachtet, die auch hier verwendet werden
ko¨nnen.
(a) r(x) = b − Ax als Richtung des steilsten Abstiegs zum Funktional Q(x) im
Fall A = AT .
(b) r(x) = b− 1
2
(A + AT )x zum Funktional Q(x) im Fall A 	= AT (siehe (1.8)).
(c) rˆ(x) = AT (b − Ax) als Richtung des steilsten Abstiegs zum Funktional R(x)
im Fall A regula¨r. Damit ist man beim GV fu¨r das Normalgleichungssystem.
(d) p(x) als Abstiegsrichtung zum Funktional R(x) bei ihrer rekursiven Berechnung
aus r(x) und vorheriger Abstiegsrichtung analog zur Vorgehensweise im CG.
4.2 Verfahren der A-orthogonalen Residua
Man bezeichnet das Verfahren auch mit Orthomin(0).
Das zu minimierende Funktional R(x) mit seinen Merkmalen (4.2) verwendet als
Suchrichtung den negativen Gradienten von Q(x), der im Fall A = AT > 0 auch
Abstiegsrichtung ist.
p(x) = r(x), r(x) = b− Ax. (4.4)
Ausgehend von der Iterierten x(m) haben wir in einem Schritt die Beziehungen
x(m+1) = x(m) + αmp
(m),
R(x(m+1)) ≤ R(x(m)),
(4.5)
sowie die Minimierungsaufgabe in kompakter Form
R(x(m+1)) = min
α∈R
R(x(m) + αp(m))
x(m+1) = arg min
α∈R
R(x(m) + αp(m))
p(m) = r(m)
(4.6)
Vom Ansatz her wird somit das Konvergenzverhalten von Orthomin(0) dem des GV
a¨hneln.
Fu¨r die Bestimmung des optimalen Parameters α brauchen wir nur die skalare Funkti-
on f(α) und bezu¨glich α die notwendige Bedingung an ihrem Minimum auszuwerten.
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Es gilt
f(α) = R(x + αp)
=
1
2
(x + αp)TATA(x + αp)− (x + αp)TAT b
= R(x) + α(AT (Ax− b))Tp + 1
2
α2(Ap)T Ap
= R(x) + α(Ax− b)T Ap + 1
2
α2(Ap)T Ap,
0 = f ′(α) = (Ax− b)T Ap + α(Ap)T Ap, r = b− Ax,
α =
rTAp
(Ap)TAp
=
(r, Ap)
(Ap,Ap)
=
(Ap, r)
(Ap,Ap)
,
f ′′(α) = (Ap)T Ap = ‖Ap‖22 > 0, p 	= 0.
(4.7)
Somit gilt im Orthomin(0)
α = αm =
r(m)TAr(m)
(Ar(m))TAr(m)
=
(r(m), Ar(m))
(Ar(m), Ar(m))
=
r(m)TAr(m)
‖Ar(m)‖22
A=AT>0
=
‖r(m)‖2A
‖Ar(m)‖22
, (4.8)
wobei αm ≥ 0 fu¨r A spd.
Der Iterationsschritt als Aufdatierungsformel ist
x(m+1) = x(m) + αmr
(m). (4.9)
Die Iterierten r(m+1) kann man wieder rekursiv bestimmen. Unter Verwendung der
Ku¨rzel (3.14) erha¨lt man
r(m+1) = b− Ax(m+1) (direkte Berechnung),
= b− A(x(m) + αmr(m))
= b− (v(m) + αmw(m)), w(m) = Ar(m)
r(m+1) = b− v(m+1), wobei v(m+1) = v(m) + αmw(m)
(1. rekursive Berechnung),
= b− Ax(m) − αmAr(m)
= r(m) − αmAr(m)
r(m+1) = r(m) − αmw(m) (2. rekursive Berechnung).
(4.10)
Die Funktionswerte R(x(m)) bzw. ‖r(x(m))‖2 sind abnehmend und R(x∗) = −12bT b.
Neben der Wahl geeigneter Abbruchbedingungen ist im Fall beliebiger regula¨rer Ma-
trizen noch ein zusa¨tzlicher Test auf die Durchfu¨hrbarkeit der Berechnung von
αm =
r(m)TAr(m)
(Ar(m))TAr(m)
=
r(m)TAr(m)
‖Ar(m)‖22
mit Nenner 	= 0 zu machen.
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Wenn r(m) = 0 ist, ist die Iteration beendet. Fu¨r r(m) 	= 0 gilt theoretisch Ar(m) 	= 0,
aber in der numerischen Berechnung ko¨nnte dieses Produkt ein Nullvektor sein und
αm ist nicht auswertbar. Das Verfahren bricht dann ab.
Die Suchrichtungen r(m) erfu¨llen eine Orthogonalita¨tsbedingung. Es gilt fu¨r aufein-
ander folgende Richtungen r(m+1) ⊥ Ar(m), denn mit (4.10) haben wir
(r(m+1), Ar(m)) = (r(m) − αmAr(m), Ar(m))
= (r(m), Ar(m))− αm(Ar(m), Ar(m))
= (r(m), Ar(m))− (r
(m), Ar(m))
(Ar(m), Ar(m))
(Ar(m), Ar(m))
= 0.
Damit sind gema¨ß Satz 3.8 die Richtungen r(m+1) und r(m) linear unabha¨ngig. Die
A-Orthogonalita¨t und lineare Unabha¨ngigkeit von r(m+1) und r(m) sind noch relativ
schwache Eigenschaften, da dies zu den weiteren vorherigen Vektoren nicht gilt.
Die A-Orthogonalita¨t macht eigentlich nur Sinn fu¨r symmetrische Matrizen.
Ist A 	= AT , so gilt im Allgemeinen (r(m+1), AT r(m)) = (r(m), Ar(m+1)) 	= 0.
Zusammenfassung und Bewertung der Eigenschaften von Orthomin(0)
in der Skala {+,±,−} unter der Voraussetzung A = AT > 0
+ Der Fehler ‖r(m)‖2 = ‖b− Ax(m)‖2 wird sta¨ndig verkleinert.
+ Einfache Implementation des Algorithmus.
± Das Abstiegsszenario und die Minimierungsaufgabe sind dem
Problem nur teilweise angepasst.
± Hauptaufwand in einem Iterationsschritt ist eine Matrix-
Vektor-Multiplikation.
± Aufeinander folgende Residua r(m+1) und r(m) sind A-
orthogonal und damit linear unabha¨ngig.
− Die Suchrichtungen r(m) sind aus Q(x) abgeleitet und keine
Richtungen des steilsten Abstiegs zu R(x) (“schra¨ge“ oder
“schiefe“ Abstiegsrichtung zu R(x)).
− Konvergenzverhalten
Orthomin(0) ist i. Allg. ein unendliches Iterationsverfahren.
Die A-Orthogonalita¨t aufeinander folgender Residua r(m+1),
r(m) bedeutet nicht unbedingt dasselbe fu¨r r(m+1) und r(m−1).
(4.11)
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Die Implementierung von Orthomin(0) erfolgt in Maple.
Erga¨nzt um die zusa¨tzliche Abfrage des Nenners bei der Berechnung der Schritt-
zahl α, die Bestimmung von Werten der Funktionale sowie einige Ergebnisfelder und
Zwischenausgaben entsteht dann die erweiterte Prozedur, die wir in den Beispiel-
rechnungen verwenden.
> orthomin0:=proc(n::posint,A::matrix,b::vector,x0::vector,
maxiter::posint,etol::numeric,aus::name)
local i,k,m,x,r,r2,r20,w,v,
alpha,alphar,alphas,b2,Q,R,fh,fh1,fh2,xv1,rv1,xx;
global xv,rv,lp;
k:=0:
x:=evalm(x0):
v:=evalm(A&*x):
r:=evalm(b-v): lp:=evalm(r):
b2:=evalm(transpose(b)&*b):
r2:=evalm(transpose(r)&*r);
r20:=evalf(r2):
Q:=0.5*evalm(transpose(x)&*v)-evalm(transpose(x)&*b):
R:=0.5*evalm(transpose(v)&*v)-evalm(transpose(v)&*b):
# R:=0.5*(r2-b2):
fh2:=‘%+.16e‘; # Ausgabeformate einstellen
fh1:=‘%+.16e‘;
fh :=fh1;
for m from 2 to n do
fh:=cat(fh,‘ ‘,fh1);
end do;
xx:=matrix(n,0,[]):
xv1:=concat(xx,x);
xv:=evalm(xv1);
rv1:=concat(xx,r);
rv:=evalm(rv1);
if aus=ja then
printf(‘\n‘):
printf(‘Schritt k = %g\n‘,k);
printf(‘Startvektor x = [‘||fh||‘]\n‘,seq(x[i],i=1..n));
printf(‘Residuum/Suchr. r = b-Ax = [‘||fh||‘]\n‘,seq(r[i],i=1..n));
printf(‘Funktionswert Q(x) = ‘||fh2||‘\n‘,Q);
printf(‘Funktionswert R(x) = ‘||fh2||‘\n‘,R);
printf(‘Anfangsfehlerquadrat r’r = ‘||fh2||‘\n\n‘,r2);
end if;
if r20<etol then RETURN(x,0); end if;
while (r2/r20>etol) and (k<maxiter) do
w:=evalm(A&*r):
alphar:=evalm(transpose(w)&*r):
alphas:=evalm(transpose(w)&*w);
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if alphas=0 then
lprint(‘Abbruch wegen Nenner (Ar)’Ar=0‘):
RETURN(x,k);
end if;
if alphar=0 then
lprint(‘Abbruch wegen Zaehler (Ar)’r=0 -> alpha=0‘):
RETURN(x,k);
end if;
alpha:=alphar/alphas;
x:=evalm(x+alpha*r);
r:=evalm(r-alpha*w); # r:=evalm(b-A&*x);
lp:=evalm(r);
r2:=evalm(transpose(r)&*r);
k:=k+1;
v:=evalm(A&*x):
Q:=0.5*evalm(transpose(x)&*v)-evalm(transpose(x)&*b);
R:=0.5*evalm(transpose(v)&*v)-evalm(transpose(v)&*b):
# R:=0.5*(r2-b2):
xv1:=concat(xv,x);
xv:=evalm(xv1);
rv1:=concat(rv,r);
rv:=evalm(rv1);
if aus=ja then
printf(‘\n‘);
printf(‘Schritt k = %g\n‘,k);
printf(‘Suchschritt alpha = ‘||fh2||‘\n‘,alpha);
printf(‘Iterationsvektor x = [‘||fh||‘]\n‘,seq(x[i],i=1..n));
printf(‘Residuum/Suchr. r = b-Ax = [‘||fh||‘]\n‘,seq(r[i],i=1..n));
printf(‘Funktionswert Q(x) = ‘||fh2||‘\n‘,Q);
printf(‘Funktionswert R(x) = ‘||fh2||‘\n‘,R);
printf(‘Fehlernormquadrat r’r = ‘||fh2||‘\n\n‘,r2);
end if;
end do:
[x,k];
end:
4.2.1 Beispiele zum Verfahren der A-orthogonalen Residua
Fu¨r die Beispiele, die wir zum GV im Abschnitt 3.2.3 und CG im Abschnitt 3.6.6
betrachten haben, illustrieren wir nun den Iterationsverlauf von Orthomin(0) fu¨r das
LGS (1.1) unter der u¨blichen Voraussetzung A = AT > 0.
Dabei bieten sich insbesondere Vergleiche zum GV an.
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Beispiel 4.1
Gegeben sei das LGS mit der spd Tridiagonalmatrix
A = A(7, 7) = tridiag(−1, 2,−1) und b = (2,−7, 11,−13, 8, 2, 5)T .
Die exakte Lo¨sung des LGS ist x∗=(1, 0, 6, 1, 9, 9, 7)T .
Fu¨r die Funktionale Q(x) und R(x) gilt Q(x∗) = −90, R(x∗) = −218.
Der Startvektor sei x(0) = 0.
Die folgenden Rechnungen sind mit Maple bei Digits:=16 gemacht worden.
Orthomin(0) - Iterationsverlauf mit Funktionalen und verschiedenen Fehlern
m [x(m)[1],x(m)[2],x(m)[3],x(m)[4],x(m)[5],x(m)[6],x(m)[7]] R(x(m)) Q(x(m)) |e(m)|_A |e(m)|_2
-----------------------------------------------------------------------------------------------------
0 [ 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000] 0.000 0.000 13.416 15.780
1 [ 0.543, -1.900, 2.985, -3.528, 2.171, 0.543, 1.357] -202.976 -63.233 7.317 13.543
2 [ -0.070, -1.696, 2.738, -4.018, 2.590, 3.306, 3.117] -212.407 -76.060 5.280 11.333
3 [ 0.111, -2.079, 2.660, -3.870, 3.448, 3.752, 3.960] -214.911 -79.594 4.562 10.373
4 [ -0.049, -2.117, 2.517, -3.420, 3.971, 4.763, 4.401] -216.009 -82.290 3.927 9.340
5 [ -0.057, -2.238, 2.692, -3.286, 4.542, 5.108, 4.793] -216.622 -83.663 3.560 8.680
6 [ -0.124, -2.178, 2.742, -2.849, 4.942, 5.714, 5.076] -216.991 -84.956 3.176 7.900
7 [ -0.095, -2.189, 2.945, -2.690, 5.350, 5.959, 5.310] -217.225 -85.699 2.933 7.373
8 [ -0.094, -2.061, 3.074, -2.313, 5.668, 6.373, 5.499] -217.383 -86.476 2.655 6.726
9 [ -0.040, -2.018, 3.277, -2.157, 5.976, 6.552, 5.659] -217.497 -86.952 2.469 6.282
10 [ -0.004, -1.862, 3.432, -1.832, 6.230, 6.856, 5.793] -217.583 -87.479 2.246 5.729
20 [ 0.510, -0.889, 4.814, -0.263, 7.808, 8.103, 6.505] -217.921 -89.504 0.996 2.550
30 [ 0.781, -0.397, 5.471, 0.438, 8.471, 8.603, 6.781] -217.984 -89.902 0.443 1.134
40 [ 0.903, -0.177, 5.765, 0.750, 8.765, 8.823, 6.903] -217.997 -89.981 0.197 0.504
50 [ 0.957, -0.079, 5.895, 0.889, 8.895, 8.921, 6.957] -217.999 -89.996 0.088 0.224
60 [ 0.981, -0.035, 5.954, 0.951, 8.954, 8.965, 6.981] -218.000 -89.999 0.039 0.100
70 [ 0.991, -0.016, 5.979, 0.978, 8.979, 8.984, 6.991] -218.000 -90.000 0.017 0.044
80 [ 0.996, -0.007, 5.991, 0.990, 8.991, 8.993, 6.996] -218.000 -90.000 0.008 0.020
90 [ 0.998, -0.003, 5.996, 0.996, 8.996, 8.997, 6.998] -218.000 -90.000 0.003 0.009
100 [ 0.999, -0.001, 5.998, 0.998, 8.998, 8.999, 6.999] -218.000 -90.000 0.002 0.004
Orthomin(0) konvergiert linear und etwas langsamer als das GV (vergl. Beispiel
3.10). Verwendet man die Suchrichtung rˆ(x) = AT (b − Ax), was auf das GV fu¨r
das Normalgleichungssystem hinausla¨uft, so bemerkt man einen erheblichen Verlust
an Konvergenzgeschwindigkeit. Das korrespondiert auch mit der schlechteren spek-
tralen Kondition cond2(A
TA) = 638.782... im Vergleich mit cond2(A) = 25.274...
GV fuer A’Ax=A’b - Iterationsverlauf mit Funktionalen und verschiedenen Fehlern
m [x(m)[1],x(m)[2],x(m)[3],x(m)[4],x(m)[5],x(m)[6],x(m)[7]] R(x(m)) Q(x(m)) |e(m)|_A |e(m)|_2
-----------------------------------------------------------------------------------------------------
0 [ 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000] 0.000 0.000 13.416 15.780
1 [ 0.772, -1.895, 2.947, -3.158, 1.895, -0.632, 0.561] -193.427 -53.944 8.492 14.661
2 [ 0.212, -1.497, 3.185, -3.846, 1.393, 0.654, 0.689] -202.257 -60.436 7.689 14.199
3 [ 0.309, -1.571, 3.174, -4.197, 1.646, 0.559, 1.421] -205.205 -63.201 7.321 13.942
4 [ 0.309, -1.499, 2.905, -4.135, 1.383, 1.095, 1.614] -207.030 -65.281 7.031 13.719
10 [ 0.274, -1.807, 2.314, -4.629, 1.833, 2.271, 2.791] -211.989 -72.189 5.968 12.783
20 [ -0.127, -2.482, 1.787, -4.658, 2.596, 3.419, 3.682] -214.793 -77.223 5.055 11.847
100 [ -0.684, -3.112, 1.899, -3.453, 4.848, 5.815, 5.265] -217.076 -83.942 3.481 8.920
200 [ -0.249, -2.302, 2.983, -2.255, 5.983, 6.698, 5.750] -217.506 -86.763 2.544 6.521
300 [ 0.086, -1.683, 3.794, -1.380, 6.794, 7.317, 6.086] -217.736 -88.270 1.860 4.767
400 [ 0.332, -1.230, 4.387, -0.740, 7.387, 7.770, 6.332] -217.859 -89.075 1.360 3.485
500 [ 0.512, -0.899, 4.821, -0.272, 7.821, 8.101, 6.512] -217.925 -89.506 0.994 2.548
600 [ 0.643, -0.658, 5.138, 0.070, 8.138, 8.342, 6.643] -217.960 -89.736 0.727 1.863
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Beispiel 4.2
Sei
A(n, n) =


2 −1 0 · · · 0 1
−1 4 −1 · · · 0 0
0 −1 4 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · 4 −1
1 0 0 · · · −1 2

 , b =


n
4
6
· · ·
2(n− 1)
n + 2

 .
Damit ist x∗ = A−1b = (1, 2, ..., n)T .
Wir berechnen den Fehler ‖e(m)‖∞ = ‖x∗ − x(m)‖∞ und vergleichen diesen zwischen
GV fu¨r Ax = b, Orthomin(0) und GV fu¨r ATAx = AT b fu¨r ausgewa¨hlte Schritte m
(Rechnung mit 16 Mantissenstellen).
Bei n = 10 gilt cond2(A) = 8.835... und cond2(A
TA) = 78.070... sowie bei n = 100
cond2(A) = 8.998... und cond2(A
TA) = 80.973...
Der Startvektor fu¨r GV und Orthomin(0) ist der Nullvektor.
Fehler ||e(m)||_inf=||xs-x(m)||_inf
n=10 | n=100
m GV Ax=b Orthomin(0) GV A’Ax=A’b| GV Ax=b Orthomin(0) GV A’Ax=A’b
---------------------------------------------------------------------------
0 1.000e+01 1.000e+01 1.000e+01 | 1.000e+02 1.000e+02 1.000e+02
1 4.202e+00 4.436e+00 7.235e+00 | 4.936e+01 4.971e+01 7.544e+01
2 2.946e+00 3.333e+00 6.351e+00 | 3.518e+01 3.805e+01 6.462e+01
3 2.223e+00 2.439e+00 5.821e+00 | 2.670e+01 2.896e+01 6.096e+01
4 1.714e+00 1.933e+00 5.474e+00 | 2.072e+01 2.285e+01 5.790e+01
5 1.332e+00 1.478e+00 5.149e+00 | 1.606e+01 1.786e+01 5.589e+01
6 1.053e+00 1.191e+00 4.918e+00 | 1.269e+01 1.419e+01 5.393e+01
7 8.221e-01 9.207e-01 4.675e+00 | 9.837e+00 1.113e+01 5.233e+01
8 6.583e-01 7.465e-01 4.502e+00 | 7.850e+00 8.885e+00 5.078e+01
9 5.130e-01 5.781e-01 4.309e+00 | 6.079e+00 6.979e+00 4.937e+01
10 4.134e-01 4.698e-01 4.171e+00 | 4.880e+00 5.586e+00 4.802e+01
20 4.043e-02 4.657e-02 3.077e+00 | 4.683e-01 5.647e-01 3.699e+01
30 3.949e-03 4.616e-03 2.353e+00 | 4.599e-02 5.826e-02 2.875e+01
40 3.858e-04 4.575e-04 1.806e+00 | 4.558e-03 6.062e-03 2.238e+01
50 3.769e-05 4.535e-05 1.386e+00 | 4.541e-04 6.339e-04 1.744e+01
60 3.681e-06 4.495e-06 1.064e+00 | 4.539e-05 6.648e-05 1.359e+01
70 3.596e-07 4.455e-07 8.173e-01 | 4.547e-06 6.987e-06 1.059e+01
80 3.513e-08 4.416e-08 6.275e-01 | 4.562e-07 7.355e-07 8.259e+00
90 3.432e-09 4.377e-09 4.818e-01 | 4.582e-08 7.751e-08 6.440e+00
100 3.353e-10 4.338e-10 3.699e-01 | 4.607e-09 8.177e-09 5.022e+00
200 2.634e-02 | 4.193e-01
300 1.875e-03 | 3.511e-02
400 1.335e-04 | 2.944e-03
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Beispiel 4.3
Sei A eine Diagonalmatrix und b = 0.(
1 0
0 2
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
, x(0) =
(
9/2
3
)
.
Die Funktionale sind Q(x) = 1
2
x21 + x
2
2, R(x) =
1
2
x21 + 2x
2
2.
Am gemeinsamen eindeutigen Minimum an der Stelle x∗ = 0 gilt Q(x∗) = R(x∗) = 0.
Im Orthomin(0) werden wie im GV sehr viele Schritte ausgefu¨hrt.
Die Schritte des Orthomin(0) sind wie folgt.
x(0) = (9
2
, 3)T Startvektor,
r(0) = b− Ax(0) = (−9
2
,−6)T Anfangsresiduum, Such- und Abstiegsrichtung.
S1
w(0) = Ar(0) = (−9
2
,−12)T ,
α0 =
w(0)T r(0)
‖w(0)‖22
=
41
73
= 0.561...,
x(1) = x(0) + α0r
(0) =
9
73
(16,−3)T ,
r(1) = b− Ax(1) = −Ax(1) = r(0) − α0Ar(0) = 18
73
(−8, 3)T .
S2
w(1) =
18
73
(−8, 6)T , α1 = 41
50
= 0.82,
x(2) =
216
1825
(3, 2)T , r(2) = − 216
1825
(3, 4)T .
S3
w(2) = − 216
1825
(3, 8)T , α2 =
41
73
,
x(3) =
1296
133 225
(16,−3)T , r(3) = 2592
133 225
(−8, 3)T .
S4
w(3) =
5184
133 225
(−4, 3)T , α3 = 41
50
,
x(4) =
31 104
3 330 625
(3, 2)T , r(4) = − 31 104
3 330 625
(3, 4)T .
Dazu erhalten wir die Beziehungen
r(0) ‖ r(2) ‖ r(4) ‖ ..., r(1) ‖ r(3) ‖ r(5) ‖ ...,
r(1) ⊥ Ar(0), r(2) ⊥ Ar(1), r(2) 	⊥ Ar(0), ...
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Der Iterationsverlauf ist wie eine “Zick-Zack“-Kurve.
Orthomin(0) - Iterationsverlauf, x(0)=[9/2,3]
x*
x(2)
x(1)
x(0)
rd(x(0))
r(x(0))
–1
1
2
3
x2
–1 1 2 3 4 5
x1
Abb. 4.1 Datei abst301.ps
Ho¨henlinienbild mit Iterationsverlauf x(m) von Orthomin(0) zu R(x) = 1
2
x21 + 2x
2
2
mit Abstiegsrichtung r(x), r(x(0)), rˆ(x(0)) = AT r(x(0)),
contours=[28.125,2.219,1,0.1751,0.0138,0.00109,0] und contours=6
Fu¨r die Such- und Abstiegsrichtung gilt r(x) = b−Ax ⊥ Q(x)=const, 	⊥ R(x)=const,
dagegen gilt Richtung rˆ(x) = AT r(x) = AT (b − Ax) ⊥ R(x)=const, was fu¨r den
Vektor rˆ(x(0)) = rd(x(0)) in der Abbildung zu erkennen ist.
Berechnungen mit Maple und Ergebnisse x(m), ‖r(m)‖22, m = 0, 1, ..., 7
x(0): [4.5, 3 ] r(0)’r(0)=56.25
x(1): [1.9726027397260270, -0.36986301369863010 ] r(1)’r(1)= 4.438...
x(2): [0.35506849315068490, 0.23671232876712330 ] r(2)’r(2)= 0.350...
x(3): [0.15564646275098520, -0.029183711765809720 ] r(3)’r(3)= 0.027...
x(4): [0.028016363295177330, 0.018677575530118220 ] r(4)’r(4)= 0.002180...
x(5): [0.012281145554050340, -0.0023027147913844380] r(5)’r(5)= 0.000172...
x(6): [0.0022106061997290610, 0.0014737374664860400] r(6)’r(6)= 0.000013...
x(7): [0.0009690328546757526,-0.0001816936602517036] r(7)’r(7)= 0.000001...
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Orthomin(0) - Iterationsverlauf, x(0)=[9/2,3], Vergleich mit GV,CG
rd(x(1))
x* r(x(1))
r(x(0))
x(1)
x(0)
rd(x(0))
–1
1
2
3
x2
–1 2 3 4 5
x1
Abb. 4.2 Datei abst302.ps
Ho¨henlinienbild mit Iterationsverlauf x(m) von Orthomin(0) zu R(x) = 1
2
x21 + 2x
2
2
im Vergleich mit GV (dick gestrichelt) und CG (du¨nn gestrichelt),
Orthomin(0): contours=[28.125,2.219,1,0.1751,0.0138,0.00109,0] und
contours=6,
GV: contours=[19.125,1.976,0.204,0.021,0.0022,0],
zusa¨tzliche Ho¨henlinie Q(x) = Q(x(1)) = 2.082 379...
Die ellipsenfo¨rmigen Ho¨henlinien zum Funktional R(x) sind im Vergleich zu denen
von Q(x) lang gestreckter.
Die Such- und Abstiegsrichtung r(x) vom Funktional Q(x) (orthogonal zu den Ho¨hen-
linien von Q(x)) sind gu¨nstiger in der Strahlenminimierung als die zu den Ho¨hen-
linien von R(x) orthogonalen Richtungen rˆ(x). Deshalb wird in Orthomin(0) als
Suchrichtung r(x) genommen. Die ersten beiden Richtungen r(x(0)), r(x(1)) sowie
rˆ(x(0)), rˆ(x(1)) in der Abbildung machen dies schon deutlich.
Die Nachbarschaft der Iterationsfolgen von Orthomin(0) und des GV weisen auf ein
a¨hnliches Konvergenzverhalten hin. Das GV fu¨r das Normalgleichungssystem, also
mit dem Funktional R(x), weicht davon deutlich ab, denn bei gleichem Startvektor
ist schon seine erste Iterierte (864
265
,− 81
265
)T = (3.260...,−0.305...)T und ihr Residuum-
normqudrat gleich 12.124....
CG ist im ersten Schritt wie GV und bei exakter Rechnung mit seiner zweiten Ite-
rierten an der Lo¨sung x∗.
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Beispiel 4.4
Sei A eine Tridiagonalmatrix.
 4 −1 0−1 4 −1
0 −1 4



 x1x2
x3

 =

 26
2

 , x∗ =

 12
1

 , x(0) =

 00
0

 .
Die Funktionale sind
Q(x) = 2x21 − x1x2 + 2x22 − x2x3 + +2x23 − 2x1 − 6x2 − 2x3,
R(x) =
17
2
x21 − 8x1x2 + x1x3 + 9x22 − 8x2x3 +
17
2
x23 − 2x1 − 20x2 − 2x3.
Am gemeinsamen eindeutigen Minimum an der Stelle x∗ gilt Q(x∗) = −8 und
R(x∗) = −22.
Die ersten Schritte von Orthomin(0) sind wie folgt.
x(0) = (0, 0, 0)T Startvektor,
r(0) = b− Ax(0) = b = 2(1, 3, 1)T Anfangsresiduum, Abstiegsrichtung.
S1
α0 =
‖r(0)‖2A
‖Ar(0)‖22
=
16
51
= 0.313 725...
x(1) = x(0) + α0r
(0) =
32
51
(1, 3, 1)T ,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = 14
51
(5,−1, 5)T .
S2
α1 =
16
77
= 0.207 792...,
x(2) =
512
561
(1, 2, 1)T , r(2) =
512
561
(1, 3, 1)T .
S3
α2 =
16
51
= 0.313 725...,
x(3) =
32
28 611
(865, 1 779, 865)T , r(3) =
686
28 611
(5,−1, 5)T .
S4
α3 =
16
77
= 0.207 792...,
x(4) =
312 320
314 721
(1, 2, 1)T , r(4) =
4802
314 721
(1, 3, 1)T .
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Startvektor x(0) = (x
(0)
1 , x
(0)
2 , x
(0)
3 )
T und Iterierte x(k), k = 1, 2, ..., 10
k [x(k)[1], x(k)[2], x(k)[3] ]
---------------------------------------------------------------
0 [0, 0, 0 ]
1 [0.6274509803921568, 1.882352941176470, 0.6274509803921568]
2 [0.9126559714795008, 1.825311942959001, 0.9126559714795008]
3 [0.9674600678060884, 1.989724231938764, 0.9674600678060884]
4 [0.9923710206818101, 1.984742041363620, 0.9923710206818101]
5 [0.9971578312343998, 1.999102473021389, 0.9971578312343998]
6 [0.9993336542128496, 1.998667308425699, 0.9993336542128496]
7 [0.9997517535302772, 1.999921606377982, 0.9997517535302772]
8 [0.9999417986745625, 1.999883597349125, 0.9999417986745625]
9 [0.9999783171532683, 1.999993152785242, 0.9999783171532683]
10 [0.9999949164617709, 1.999989832923541, 0.9999949164617709]
Vergleich mit x(10) von GV
10 [0.9999995108519213, 1.999999021703844, 0.9999995108519213]
Dazu erhalten wir die Beziehungen
Ar(0) ⊥ r(1), Ar(1) ⊥ r(2), Ar(0) 	⊥ r(2), Ar(2) ⊥ r(3), ...,
r(0) ‖ r(2) ‖ r(4) ‖ ..., r(1) ‖ r(3) ‖ r(5) ‖ ...,
K2(A, r(0)) = span{r(0), r(1)} = span



 13
1

 ,

 5−1
5




= span{r(0), Ar(0)} = span



 13
1

 ,

 110
1



 ⊂ R3,
x∗ =
77
224
r(0) +
51
224
r(1) ∈ span{r(0), r(1)}.
Orthomin(0) konvergiert wie das GV nur langsam.
Bei den Abstiegsrichtungen gibt es keine und braucht man auch keine dritte linear
unabha¨ngige Richtung.
Beispiel 4.5
Wir nehmen das LGS aus Beispiel 3.7 mit A = I, b = (0, 0, 1)T = x∗ und dem
Startvektor x(0) = (0, 0, 0)T .
Der Ablauf des Iterationsprozesses von Orthomin(0) ist wie beim CG (Beispiel 3.14)
sehr kurz, denn mit
x(0) = 0,
r(0) = b− Ax(0) = b
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folgt
w(0) = Ar(0) = r(0) = b,
α0 =
w(0)T r(0)
‖w(0)‖22
= 1,
x(1) = x(0) + α0r
(0) = r(0) = b,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = 0 und vorzeitiger Stopp mit x(1) = x∗.
Beispiel 4.6
Sei A = AT > 0.(
2 1
1 3
)(
x1
x2
)
=
(
1
2
)
, x∗ =
(
1/5
3/5
)
, x(0) =
(
3/2
1
)
.
Die Funktionale sind
Q(x) = x21 + x1x2 +
3
2
x22 − x1 − 2x2, R(x) =
5
2
x21 + 5x1x2 + 5x
2
2 − 4x1 − 7x2.
Am gemeinsamen eindeutigen Minimum an der Stelle x∗ gilt Q(x∗) = − 7
10
und
R(x∗) = −5
2
.
Der erste Schritt von Orthomin(0) ist wie folgt.
x(0) = (3
2
, 1)T Startvektor,
r(0) = b− Ax(0) = (−3,−5
2
)T Anfangsresiduum, Abstiegsrichtung.
S1
w(0) = Ar(0) = −1
2
(17, 21)T ,
α0 =
w(0)T r(0)
‖w(0)‖22
=
207
730
= 0.283 561...
x(1) = x(0) + α0r
(0) =
1
1 460
(948, 425)T ,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = 41
1 460
(−21, 17)T .
Orthomin(0) - Iterationsverlauf mit Funktionalen und verschiedenen Fehlern
m [ x(m)[1], x(m)[2] ] R(x(m)) Q(x(m)) ||e(m)||_A ||e(m)||_2
---------------------------------------------------------------------------------------------------
0 [1.5000000000, 1.0000000000] 5.125000000000 1.750000000000 2.213594362118 1.360147050874
1 [0.6493150685, 0.2910958904] -2.212157534247 -0.493778617001 0.642217070777 0.545257535203
2 [0.2490747810, 0.6150999326] -2.489133995398 -0.696508628029 0.083562814344 0.051345322087
3 [0.2169615682, 0.5883389219] -2.499589810156 -0.699706124263 0.024243586256 0.020583380118
4 [0.2018525647, 0.6005700199] -2.499984515402 -0.699995024621 0.003154482167 0.001938277261
5 [0.2006402963, 0.5995597963] -2.499999415459 -0.699999581212 0.000915191298 0.000777019133
6 [0.2000699340, 0.6000215182] -2.499999977934 -0.699999992910 0.000119081171 0.000073169640
16 Abstiegsverfahren – 2
7 [0.2000241711, 0.5999833824] -2.499999999167 -0.699999999403 0.000034548317 0.000029332341
8 [0.2000026400, 0.6000008123] -2.499999999969 -0.699999999990 0.000004495294 0.000002762142
9 [0.2000009125, 0.5999993727] -2.499999999999 -0.699999999999 0.000001304193 0.000001107291
10 [0.2000000997, 0.6000000307] -2.500000000000 -0.700000000000 0.000000169697 0.000000104270
Vergleich mit x(10) von GV
10 [0.2000050793, 0.6000015628] -2.499999999884 -0.699999999963 0.000008648773 0.000015257781
Orthomin(0) - Iterationsverlauf, x(0)=[1.5,1]
rd(x(1))
x*
r(x(1))
r(x(0))
x(2)
x(1)
x(0)
rd(x(0))
–0.5
0
0.5
1
1.5
–0.5 0.5 1 1.5 2
Abb. 4.3 Datei abst303.ps
Ho¨henlinienbild mit Iterationsverlauf x(m) von Orthomin(0)
zu R(x) = 5
2
x21 + 5x1x2 + 5x
2
2 − 4x1 − 7x2 mit Abstiegsrichtung r(x),
r(x(0)), r(x(1)), rˆ(x(0)) = AT r(x(0)), rˆ(x(1)) = AT r(x(1)),
mit contours=[-1,2,7,13,20, 5.13,-2.21,-2.49,-2.5],
dazu Q(x) = x21 + x1x2 +
3
2
x22 − x1 − 2x2 mit contours=[1.75,-0.49,-0.6965]
In der obigen Abbildung mit den Ho¨henlinien der Funktionale R(x) und Q(x) er-
kennen wir erneut, dass die Such- und Abstiegsrichtungen r(x(m)) = r(x(m)) in der
Strahlenminimierung von Orthomin(0) orthogonal zu den Ho¨henlinien von Q(x), die
anderen auch eingezeichneten Richtungsvektoren rˆ(x(m)) = rd(x(m)) orthogonal zu
den Ho¨henlinien von R(x) sind.
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Orthomin(0) fu¨r das LGS Bx = ATAx = AT b = c hat a¨hnliches Verhalten, der
Iterationsverlauf ist wegen der Ausgeglichenheit der Elemente der Matrix B = ATA
sogar etwas gu¨nstiger.
Bx =
(
5 5
5 10
)
x =
(
4
7
)
= c, B=BT >0.
Orthomin(0) fuer A’Ax=A’b - Iterationsverlauf mit Funktionalen und verschiedenen Fehlern
m [ x(m)[1], x(m)[2] ] R(x(m)) Q(x(m)) ||e(m)||_B ||e(m)||_2
---------------------------------------------------------------------------------------------------
0 [1.5000000000, 1.0000000000] 58.750000000000 5.125000000000 3.905124837953 1.360147050874
1 [0.8493401015, 0.1962436548] -31.433375634518 -1.941673580870 1.056717955871 0.764631776555
2 [0.2151957444, 0.6046756137] -32.487532191375 -2.498958169416 0.045647137561 0.015898805316
3 [0.2075901586, 0.5952804783] -32.499854263359 -2.499923713897 0.012352012265 0.008937806942
4 [0.2001776236, 0.6000546534] -32.499998296479 -2.499999857651 0.000533570949 0.000185841678
5 [0.2000887216, 0.5999448333] -32.499999980087 -2.499999989577 0.000144383093 0.000104474331
6 [0.2000020762, 0.6000006388] -32.499999999767 -2.499999999981 0.000006236929 0.000002172310
7 [0.2000010371, 0.5999993552] -32.499999999997 -2.499999999999 0.000001687699 0.000001221204
8 [0.2000000243, 0.6000000075] -32.500000000000 -2.500000000000 0.000000072904 0.000000025392
9 [0.2000000121, 0.5999999925] -32.500000000000 -2.500000000000 0.000000019728 0.000000014275
10 [0.2000000003, 0.6000000001] -32.500000000000 -2.500000000000 0.000000000852 0.000000000297
Beispiel 4.7
Gegeben sei das LGS aus den Beispielen 1.7, 3.6, 3.16 mit der regula¨ren, aber nicht
deﬁniten Matrix A.
Wir nehmen hier Bezug auf einige Eigenschaften des Systems.(
0.780 0.563
0.913 0.659
)(
x1
x2
)
=
(
0.217
0.254
)
, x∗ =
(
1
−1
)
.
Die Funktionale sind
R(x) = 0.5(1.441 969x1 + 1.040 807x2)x1 + 0.5(1.040 807x1 + 0.751 250x2)x2
−0.401 162x1 − 0.289 557x2
= 0.720 984 5x21 + 1.040 807x1x2 + 0.375 625x
2
2 − 0.401 162x1 − 0.289 557x2,
Q(x) = 0.5(0.780x1 + 0.913x2)x1 + 0.5(0.563x1 + 0.659x2)x2 − 0.217x1 − 0.254x2
= 0.390x21 + 0.738x1x2 + 0.3295x
2
2 − 0.217x1 − 0.254x2.
Das Minimum von R(x) ist bei der Lo¨sung x∗ = (1,−1)T und R(x∗) = −0.055 802 5
sowie Q(x∗) = 0.018 5.
Aber Q(x) hat die Oberﬂa¨che eines Sattels mit dem Sattelpunkt bei
z =
(44 449
30 624
,−6 329
5 104
)T
= (1.451 443 312 434 691 7,−1.240 007 836 990 595 6)T ,
Q(z) = − 37
61 248 000
= −0.604 101 358 411 702 9 10−6,
und keine Minimumstelle.
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Die Durchfu¨hrung von Orthomin(0) mit der Suchrichtung r(x) von einer Sattel-
oberﬂa¨che Q(x) birgt natu¨rlich Probleme in sich. Man sieht das am Iterationsverlauf.
Egal, ob man in Maple exakt arbeitet oder wie genau man in Maple numerisch rech-
net, das Verfahren erzielt nach der 4. Iterierten keine Verbesserungen mehr, obwohl
man noch nicht an der Lo¨sung ist.
Orthomin(0) - Iterationsverlauf mit Funktionalen und Fehler
m [ x(m)[1], x(m)[2] ] R(x(m)) Q(x(m))
[ r(m)[1], r(m)[2] ] ||e(m)||_2
---------------------------------------------------------------------------------------------------
0 [ 1.20000000000000000000,-1.20000000000000000000] -0.0535704000000000000 0.0177600000000000000
[-4.3400000000000000e-02,-5.0800000000000000e-02] 0.2828427124746190098
1 [ 1.16984017373116808048,-1.23530228512572952791] -0.0558024999999808015 0.0299558971206173798
[-1.4898452537856358e-07, 1.2728129930141152e-07] 0.2901945037357245874
2 [ 1.16984017373032291028,-1.23530228512500747734] -0.0558024999999808015 0.0299558971206522670
[-1.4898427266027551e-07, 1.2728159511048197e-07] 0.2901945037346444705
3 [ 1.16984017373032290338,-1.23530228512500747144] -0.0558024999999808015 0.0299558971206522673
[-1.4898427265821248e-07, 1.2728159511289676e-07] 0.2901945037346444617
4 [ 1.16984017373032290338,-1.23530228512500747144] -0.0558024999999808015 0.0299558971206522673
[-1.4898427265821247e-07, 1.2728159511289678e-07] 0.2901945037346444617
5 [ 1.16984017373032290338,-1.23530228512500747144] -0.0558024999999808015 0.0299558971206522673
[-1.4898427265821247e-07, 1.2728159511289678e-07] 0.2901945037346444617
Orthomin(0) - Iterationsverlauf, x(0)=[1.2,–1.2]
x(1)
x(0) z
x*
–1.4
–1.2
–1
–0.8
–0.6
–0.4
–0.2
0
0.2
x2
–0.2 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
x1
Abb. 4.4 Datei abst304.ps
Ho¨henlinienbild mit Iterationsverlauf x(m) von Orthomin(0)
zu R(x) = 0.720 984 5x21 + 1.040 807x1x2 + 0.375 625x
2
2 − 0.401 162x1 − 0.289 557x2
mit contours=[0,-0.05357,-0.0558] und contours=5,
dazu Q(x) = 0.390x21 + 0.738x1x2 + 0.3295x
2
2 − 0.217x1 − 0.254x2 mit contours=
[-0.03018,-0.0259,-0.01,-0.005,0,0.005,0.01776,0.0185,0.0299,0.05,0.2]
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Die Abstiegsrichtungen r(m) stehen senkrecht auf den Ho¨henlinien von Q(x), damit
fast senkrecht auf der Tallinie von R(x) und sind fast parallel zu Tangenten an die
Ho¨henlinien von R(x). Damit sind aufeinander folgende r(m) “numerisch“ parallel
und es ﬁndet keine Fortbewegung in der Iterationsfolge mehr statt.
Um Orthomin(0) zu verwenden, muss man das LGS symmetrisieren.
Bx = ATAx =
(
1.441 969 1.040 807
1.040 807 0.751 250
)
x =
(
0.401 162
0.289 557
)
= AT b = c.
Die Matrix B hat eine sehr schlechte Kondition, ihre spektrale Konditionszahl ist
ungefa¨hr 0.5 · 1013. Daru¨ber hinaus verwenden wir im Algorithmus auch BTB.
Wir testen Orthomin(0) mit dem Startvektor x(0) = (1.2,−1.2)T .
In Maple wird erst ab Digits:=27,28,... die Konvergenz gegen x∗ = (1,−1)T sicht-
bar.
Orthomin(0) - Iterationsverlauf mit Funktionalen und Fehler
m [ x(m)[1], x(m)[2] ] R(x(m)) Q(x(m))
[ r(m)[1], r(m)[2] ] ||e(m)||_2
----------------------------------------------------------------------------------------------------
0 [ 1.20000000000000000000,-1.20000000000000000000] -0.1174916191166400000 -0.0535704000000000000
[-8.0232400000000000e-02,-5.7911400000000000e-02] 0.2828427124746190098
1 [ 1.16341797148391625296,-1.22640475027802150139] -0.1223871032465000000 -0.0558024999999822260
[-7.4510557989854300e-14, 1.0322943138741210e-13] 0.2792213178687675751
2 [ 1.00000001984505180306,-1.00000002749400180761] -0.1223871032465000000 -0.0558025000000000000
[ 3.5964205282060283e-17, 2.5977875119946671e-17] 0.0000000339079078751
3 [ 1.00000001984505181946,-1.00000002749400179577] -0.1223871032465000000 -0.0558025000000000000
[-9.0483676436093602e-21, 1.2535912654972169e-20] 0.0000000339079078751
4 [ 1.00000000000000239445,-1.00000000000000331735] -0.1223871032465000000 -0.0558025000000000000
[ 4.3673988884979544e-24, 3.1546851106156313e-24] 0.0000000000000040912
5 [ 1.00000000000000239445,-1.00000000000000331735] -0.1223871032465000000 -0.0558025000000000000
[-1.0988099877061574e-27, 1.5223282886857590e-27] 0.0000000000000040912
4.2.2 Verfahren der A-orthogonalen Residua als Projekti-
onsmethode
Betrachten wir Orthomin(0) als AV im Sinne einer Projektionsmethode, so haben
wir mit der Suchrichtung r(x) die Beziehungen
x(m) = x(m) + αm−1r(m−1) ∈ x(m) + K, K = span{r(m−1)},
x(m) ∈ x(0) + Km = x(0) +Rm = x(0) + span{r(0), ..., r(m−1)},
r(m) ⊥ ALm = span{Ar(m−1)} = L,
r(m) ⊥ Ar(m−1), r(m) 	⊥ Km.
Orthomin(0) stellt zumindest in jedem Schritt eine schiefe Projektionsmethode mit
K = span{r(m−1)} und L = span{Ar(m−1)} dar.
Wie beim GV ist das natu¨rlich recht wenig fu¨r ein gutes Konvergenzverhalten.
20 Abstiegsverfahren – 2
4.3 Verfahren der konjugierten Residua
Man bezeichnet das Verfahren auch mit CR (conjugate residual method).
Zuna¨chst ist die Vorgehensweise wie bei Orthomin(0), mit dem Unterschied, dass die
Suchrichtungen p(x(m)) gema¨ß der Forderung der generellen A-Orthogonalita¨t der
Residua r(x(m)) gewa¨hlt werden, d. h.
r(k)TAr(j) = 0 ∀ k 	= j, r(k) = r(x(k)). (4.12)
Dafu¨r ist mindestens die Symmetrie der Matrix A vorauszusetzen.
Falls r(k) 	= 0 und r(k)TAr(k) 	= 0 sind, bilden die Vektoren r(0), r(1), ..., r(m) nach Satz
3.8 ein System linear unabha¨ngiger Vektoren und spa¨testens gilt
span{r(0), r(1), ..., r(n−1)} = Rn.
Aus r(n)TAr(j) = r(j)TAr(n) = 0, j = 0, 1, ..., n− 1, folgt fu¨r r(n)
Ar(n) = 0,
r(n) = 0.
Damit erha¨lt man die Endlichkeit des CR.
Analogien zum CG sowie seine Anwendung auf das Normalgleichungssystem als
CGNR (conjugate gradient normal residual) sind insofern mo¨glich, wenn man die
Beziehungen
Ax = b ⇒ r(k) ⊥ r(j) ∀ k 	= j,
ATAx = AT b ⇒ r(k) ⊥ Ar(j) ∀ k 	= j
sieht.
Mit der Strahlenminimierung (4.7) ergeben sich fu¨r CR die Formeln
αm =
r(m)TAp(m)
(Ap(m))TAp(m)
=
r(m)TAp(m)
‖Ap(m)‖22
A=AT
=
p(m)TAr(m)
‖Ap(m)‖22
. (4.13)
Der Iterationsschritt als Aufdatierungsformel ist
x(m+1) = x(m) + αmp
(m). (4.14)
Die Iterierten r(m+1) kann man wieder rekursiv bestimmen. Unter Verwendung der
Ku¨rzel (3.14) bekommt man
r(m+1) = b− Ax(m+1) (direkte Berechnung),
= b− A(x(m) + αmp(m))
= b− (v(m) + αmw(m)), w(m) = Ap(m),
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r(m+1) = b− v(m+1), wobei v(m+1) = v(m) + αmw(m)
(1. rekursive Berechnung),
= b− Ax(m) − αmAp(m)
= r(m) − αmAp(m)
r(m+1) = r(m) − αmw(m) (2. rekursive Berechnung).
(4.15)
Die Funktionswerte R(x(m)) bzw. ‖r(x(m))‖2 sind abnehmend und R(x∗) = −12bT b.
Die Vektoren r(x(m)) sind keine Richtungen des steilsten Abstiegs zu R(x).
Die Berechnung der Suchrichtungen p(m) erfolgt analog zum CG mit dem Ansatz
p(0) = r(0) = b− Ax(0), x(0) gegeben,
p(m) = r(m) +
m−1∑
j=0
βjp
(j), m ≥ 1.
Bei der Bestimmung der Koeﬃzienten βj gehen wir wie im CG gleich von der verku¨rz-
ten Rekursion aus und erhalten
p(m) = r(m) + βm−1p(m−1),
p(m+1) = r(m+1) + βmp
(m),
Ap(m+1) = Ar(m+1) + βmAp
(m), das ist w(m+1) = Ar(m+1)︸ ︷︷ ︸
=t(m+1)
+ βmw
(m),
r(m)TAp(m+1) = r(m)TAr(m+1)︸ ︷︷ ︸
=0
+ βmr
(m)TAp(m),
r(m)TAp(m+1) = βmr
(m)TAp(m)
und somit
βm =
r(m)TAp(m+1)
r(m)TAp(m)
. (4.16)
Neben der Wahl geeigneter Abbruchbedingungen ist im Fall beliebiger regula¨rer Ma-
trizen noch ein zusa¨tzlicher Test auf die Durchfu¨hrbarkeit der Berechnung von βm
mit Nenner r(m)TAp(m) 	= 0 zu machen, d. h. in αm wu¨rde der Za¨hler verschwinden.
Fu¨r allgemeines A, insbesondere A indeﬁnit, kann der Nenner Null sein, so dass man
ein vorzeitiges Ende hat (x(m+1) = x(m)).
Die A-Orthogonalita¨t der Suchrichtungen p(m) kann man nicht erfu¨llen.
Trotzdem ist zu erwarten, dass neben den schon genannten Eigenschaften der A-
Orthogonalita¨t von r(m) und der Endlichkeit des CR noch andere abgeleitet werden
ko¨nnen, insbesondere wenn A spd ist.
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Vergleich
CG CR
r(m) orthogonal r(m) A-orthogonal
p(m) A-orthogonal p(m) ?
span{r(0), ..., r(m)} = span{p(0), ..., p(m)} ?
Durch Rekursivita¨t ergibt sich fu¨r die Unterra¨ume
span{p(0)} = span{r(0)} wegen p(0) = r(0) 	= 0,
p(1) = r(1) + β0p
(0), r(1) 	= 0
= r(1) + β0r
(0),
r(1) = p(1) − β0p(0), damit
span{p(0), p(1)} = span{r(0), r(1)},
p(2) = r(2) + β1p
(1), r(2) 	= 0
= r(2) + β0(γ1r
(1) + γ0r
(0)),
r(2) = p(2) − β1p(1), damit
span{p(0), p(1), p(2)} = span{r(0), r(1), r(2)},
allg. span{p(0), p(1), ..., p(m)} = span{r(0), r(1), ..., r(m)},
weiter
p(m) = r(m) + βm−1p(m−1) = r(m) + βm−1
m−1∑
j=0
γjr
(j), r(m) 	= 0,
r(m) = p(m) − βm−1p(m−1).
Nun ﬁndet man damit systematisch einfachere Darstellungen der Koeﬃzienten αm
und βm aus den Formeln (4.13) und (4.16).
• r(k)TAr(j) = 0, r(k)TAT r(j) = 0, k 	= j
• r(m)TAp(m) = r(m)TA
(
r(m) + βm−1
m−1∑
j=0
γjr
(j)
)
= r(m)TAr(m) + βm−1
m−1∑
j=0
γj r
(m)TAr(j)︸ ︷︷ ︸
=0
= r(m)TAr(m)
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• r(m+1)TAp(m) = r(m+1)TA
(
r(m) + βm−1
m−1∑
j=0
γjr
(j)
)
= r(m+1)TAr(m)︸ ︷︷ ︸
=0
+βm−1
m−1∑
j=0
γj r
(m)TAr(j)︸ ︷︷ ︸
=0
= 0
• r(m)TAp(m+1) = r(m)TA
(
r(m+1) + βm
m∑
j=0
γjr
(j)
)
= r(m)TAr(m+1)︸ ︷︷ ︸
=0
+βm
m∑
j=0
γj r
(m)TAr(j)︸ ︷︷ ︸
=0 fu¨r j≤m−1
= βmγm r
(m)TAr(m) → γm = 1
• p(m)TAr(m) =
(
r(m) + βm−1
m−1∑
j=0
γjr
(j)
)T
Ar(m)
= r(m)TAr(m)
• (Ap(m+1))TAp(m) = 1
αm+1
(r(m+1) − r(m+2))Ap(m)
=
1
αm+1
(r(m+1) − r(m+2))A
m∑
j=0
γjr
(j)
= 0
• (Ap(m))TAp(m+1) =
(
A
m∑
j=0
γjr
(j)
)T 1
αm+1
(r(m+1) − r(m+2))
= 0
• r(m)TAp(m+1) = (r(m+1) + αmAp(m))TAp(m+1)
= r(m+1)TAp(m+1) + αm (Ap
(m))TAp(m+1)︸ ︷︷ ︸
=0
= r(m+1)TAp(m+1)
= r(m+1)TAr(m+1)
Damit vereinfachen sich in den Fa¨llen A = AT bzw. A = AT > 0 die beiden Koeﬃ-
zienten (Schrittzahlen) zu
αm =
r(m)TAp(m)
(Ap(m))TAp(m)
=
r(m)TAr(m)
‖Ap(m)‖22
=
‖r(m)‖2A
‖Ap(m)‖22
=
‖r(m)‖2A
‖w(m)‖22
> 0,
βm =
r(m)TAp(m+1)
r(m)TAp(m)
=
r(m+1)TAr(m+1)
r(m)TAr(m)
=
‖r(m+1)‖2A
‖r(m)‖2A
≥ 0.
(4.17)
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Die Zusammenfassung der neuen Eigenschaften ergibt
r(m+1)TAp(m) = 0,
(Ap(m+1))TAp(m) = 0, p(m+1)TA2p(m) = 0 fu¨r A = AT ,
r(m)TAp(m) = r(m)TAr(m) = r(m−1)TAp(m).
(4.18)
Eine A-Orthogonalita¨t der Suchrichtungen p(m) sowie eine generelle Orthogonalita¨t
der Vektoren Ap(m) liegen nicht vor.
Aus der rekursiven Bildung der Unterra¨ume ergeben sich wie beim CG (siehe 3.87)
die polynomiale Darstellung der Residua und Suchrichtungen.
Als lineare Unterra¨ume der Vektoren des CR ko¨nnen wir alsoRm, Pm undKm(A, r(0))
gema¨ß der Formeln (3.88) verwenden.
Die Krylov-Unterra¨ume Km bilden, wenn kein vorzeitiges Ende eintritt, eine aufstei-
gende Folge von Unterra¨umen des Rn.
K1(A, r(0)) ⊂ K2(A, r(0)) ⊂ ... ⊂ Kn(A, r(0)).
Das gemeinsame gleichma¨ßige Anwachsen der Dimension der genannten Unterra¨ume
entspricht der Aussage, dass r(m) = 0 gdw. p(m) = 0 ist.
Die m-te Iterierte x(m) liegt im aﬃnen Unterraum x(0) +Km, also
x(m) = x(0) +
m−1∑
k=0
αkp
(k) = x(0) + δ(m) ∈ x(0) + Pm = x(0) +Km (4.19)
und ist so gewa¨hlt, dass das Residuum
r(m) = r(0) −
m−1∑
k=0
αkAp
(k) = r(0) − Aδ(m) ∈ Km+1 (4.20)
senkrecht auf span{Ar(0), Ar(1), ..., Ar(m−1)} steht.
Damit ist CR eine schiefe Projektionsmethode bzw. schiefe Krylov-Unterraum-Methode
mit Km = Km = Km(A, r(0)) und
Lm = span{Ar(0), Ar(1), ..., Ar(m−1)}
= A span{r(0), r(1), ..., r(m−1)}
= A span{p(0), p(1), ..., p(m−1)}
= A span{r(0), Ar(0), ..., Am−1r(0)}
= span{Ar(0), A2r(0), ..., Amr(0)}
= AKm
⊂ span{r(0), Ar(0), A2r(0), ..., Amr(0)} = Km+1.
Im Allgemeinen ist r(m) 	⊥ r(0).
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Zudem gilt
x(m) = arg min
x∈x(0)+Km
R(x), Km = Km(A, r(0)). (4.21)
Damit haben wir den Iterierten wieder eine geometrische Interpretation gegeben.
Zusammenfassung und Bewertung der Eigenschaften des CR
in der Skala {+,±,−} unter der Voraussetzung A = AT > 0
+ Bei exakter Rechnung ist spa¨testens x(n) = A−1b, damit erha¨lt
man die Optimalita¨t. Bei r(m) = 0, m ≤ n− 1, haben wir ein
vorzeitiges Ende des CR.
Es gilt r(m) = 0 gdw. p(m) = 0.
+ Der Fehler ‖r(m)‖2 = ‖b− Ax(m)‖2 wird sta¨ndig verkleinert.
+ Einfache Implementation des Algorithmus.
+ Die Residua r(m) sind orthogonal zum Unterraum APm =
A span{p(0), p(2), ..., p(m−1)} und untereinander A-orthogonal,
damit linear unabha¨ngig.
+ Das Abstiegsszenario und die Minimierungsaufgabe sind dem
Problem angepasst.
+ Nur die letzten zwei Suchrichtungen sind zu merken. Die
Suchrichtungen werden rekursiv im Iterationsverlauf erzeugt.
± Hauptaufwand in einem Iterationsschritt ist eine Matrix-
Vektor-Multiplikation.
± Aufeinander folgende Vektoren Ap(m+1) und Ap(m) sind or-
thogonal und damit linear unabha¨ngig.
± Die Suchrichtungen p(m) sind keine Richtungen des steilsten
Abstiegs zu R(x) (jedoch “schra¨ge“ oder “schiefe“ Abstiegs-
richtung zu R(x)).
− Bei numerischen Rechnungen kann der Fall r(n) 	= 0 eintreten,
so dass eine Fortsetzung des CR sinnvoll ist, mo¨glichst ver-
bunden mit genaueren Rechnungen (verbesserte Gleitpunkta-
rithmetik).
(4.22)
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Die Implementierung des CR erfolgt in Maple.
Erga¨nzt um die zusa¨tzliche Abfrage des Nenners bei der Berechnung des Parame-
ters β, die Bestimmung von Werten der Funktionale sowie einige Ergebnisfelder und
Zwischenausgaben entsteht dann die erweiterte Prozedur, die wir in den Beispiel-
rechnungen verwenden.
> cr:=proc(n::posint,A::matrix,b::vector,x0::vector,
maxiter::posint,etol::numeric,aus::name)
local k,i,x,p,t,v,w,r,r2,r20,alpha,alphar,alphas,beta,betar,
b2,Q,R,fh,fh1,fh2,xv1,rv1,pv1,xx;
global xv,rv,pv,lp,lr;
k:=0:
x:=evalm(x0):
v:=evalm(A&*x):
r:=evalm(b-v): lr:=evalm(r):
p:=evalm(r): lp:=evalm(p):
t:=evalm(A&*r):
w:=evalm(t): # w:=evalm(A&*p);
alphar:=evalm(transpose(t)&*r):
alphas:=evalm(transpose(w)&*w);
b2:=evalm(transpose(b)&*b):
r2:=evalm(transpose(r)&*r);
r20:=evalf(r2):
Q:=0.5*evalm(transpose(x)&*v)-evalm(transpose(x)&*b):
R:=0.5*evalm(transpose(v)&*v)-evalm(transpose(v)&*b):
# R:=0.5*(r2-b2):
xx:=matrix(n,0,[]):
xv1:=concat(xx,x);
xv:=evalm(xv1);
rv1:=concat(xx,r);
rv:=evalm(rv1);
pv1:=concat(xx,p);
pv:=evalm(pv1);
fh2:=‘%+.16e‘; # Ausgabeformate einstellen
fh1:=‘%+.16e‘;
fh :=fh1;
for i from 2 to n do fh:=cat(fh,‘ ‘,fh1); end do;
if aus=ja then
printf(‘\n‘):
printf(‘Schritt k = %g\n‘,k);
printf(‘Startvektor x = [‘||fh||‘]\n‘,seq(x[i],i=1..n));
printf(‘Residuum/Suchr. r = b-Ax = [‘||fh||‘]\n‘,seq(r[i],i=1..n));
printf(‘Funktionswert Q(x) = ‘||fh2||‘\n‘,Q);
printf(‘Funktionswert R(x) = ‘||fh2||‘\n‘,R);
printf(‘Anfangsfehlerquadrat r’r = ‘||fh2||‘\n\n‘,r2);
end if;
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if r20<etol then RETURN(x,0); end if;
while (r2/r20>etol) and (k<maxiter) do
if alphar=0 then
lprint(‘Abbruch wegen Nenner r’Ar=0‘):
RETURN(x,k);
end if;
alpha:=alphar/alphas;
x:=evalm(x+alpha*p);
r:=evalm(r-alpha*w); lr:=evalm(r):
r2:=evalm(transpose(r)&*r);
k:=k+1;
v:=evalm(A&*x):
Q:=0.5*evalm(transpose(x)&*v)-evalm(transpose(x)&*b);
R:=0.5*evalm(transpose(v)&*v)-evalm(transpose(v)&*b):
# R:=0.5*(r2-b2):
xv1:=concat(xv,x);
xv:=evalm(xv1);
rv1:=concat(rv,r);
rv:=evalm(rv1);
if aus=ja then
printf(‘\n‘);
printf(‘Schritt k = %g\n‘,k);
printf(‘Suchrichtung p = [‘||fh||‘]\n‘,seq(p[i],i=1..n));
printf(‘Suchschritt alpha = ‘||fh2||‘\n‘,alpha);
printf(‘Iterationsvektor x = [‘||fh||‘]\n‘,seq(x[i],i=1..n));
printf(‘Residuum r = b-Ax = [‘||fh||‘]\n‘,seq(r[i],i=1..n));
printf(‘Funktionswert Q(x) = ‘||fh2||‘\n‘,Q);
printf(‘Funktionswert R(x) = ‘||fh2||‘\n‘,R);
printf(‘Fehlernormquadrat r’r = ‘||fh2||‘\n\n‘,r2);
end if;
betar:=1/alphar;
t:=evalm(A&*r):
alphar:=evalm(transpose(t)&*r);
beta:=alphar*betar;
p:=evalm(r+beta*p); lp:=evalm(p);
w:=evalm(t+beta*w);
alphas:=evalm(transpose(w)&*w);
pv1:=concat(pv,p);
pv:=evalm(pv1);
if aus=ja then
printf(‘Schritt beta = ‘||fh2||‘\n‘,beta);
printf(‘neue Suchrichtung p = [‘||fh||‘]\n\n‘,seq(p[i],i=1..n));
end if;
end do:
[x,k];
end:
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4.3.1 Beispiele zum Verfahren der konjugierten Residua
In den Beispielen, die wir zum CG im Abschnitt 3.6.6 betrachtet haben, illustrieren
wir nun das CR fu¨r das LGS (1.1) unter der u¨blichen Voraussetzung A = AT > 0.
Dazu erfolgen zum Teil vergleichende Betrachtungen zu den anderen AV.
Beispiel 4.8
Gegeben sei das LGS mit der spd Tridiagonalmatrix
A = A(7, 7) = tridiag(−1, 2,−1) und b = (2,−7, 11,−13, 8, 2, 5)T .
Die exakte Lo¨sung des LGS ist x∗=(1, 0, 6, 1, 9, 9, 7)T .
Fu¨r die Funktionale Q(x) und R(x) gilt Q(x∗) = −90, R(x∗) = −218.
Der Startvektor sei x(0) = 0.
Bei exakter Rechnung mit dem CR werden genau n = 7 Schritte bis zu x∗ aus-
gefu¨hrt, wobei im letzten Schritt die entscheidende Fehlerverbesserung von x(6) =
(−0.174,−1.958, 3.768,−1.239, 6.958, 7.498, 6.244)T zu x(7) = x∗ auftritt (Angaben
in x(6) auf 3 Stellen nach dem Komma abgeschnitten).
CG war mit x(6) = (0.126,−1.141, 5.043, 0.541, 8.232, 8.540, 6.978)T jedoch etwas bes-
ser.
Im Iterationsverlauf bilden wie erwartet die Funktionswerte R(x(m)) sowie die Norm-
werte ‖r(m)‖2 = ‖b − Ax(m)‖2 monoton abnehmende Folgen. Hier gilt dies auch fu¨r
die Normen ‖e(m)‖A, ‖e(m)‖2 und Werte Q(x(m)).
Wenn bei numerischer Rechnung das CR auf Grund von Rundungsfehlern nicht mit
dem n-ten Schritt endet, werden jedoch die weiteren Iterierten in der Na¨he von x(n)
bleiben, vorausgesetzt die Kondition der Matrix A ist moderat. Bei schlechter Kon-
dition kann der Iterationsverlauf sich auch etwas “wegbewegen“, insbesondere bei
schwacher Gleitpunktarithmetik.
Die folgende Rechnung ist mit Maple bei Digits:=16 gemacht worden.
CR - Iterationsverlauf mit Funktionalen und verschiedenen Fehlern
m [x(m)[1],x(m)[2],x(m)[3],x(m)[4],x(m)[5],x(m)[6],x(m)[7]] R(x(m)) Q(x(m)) |e(m)|_A |e(m)|_2
---------------------------------------------------------------------------------------------------
0 [ 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000] 0.000 0.000 13.416 15.780
1 [ 0.543, -1.900, 2.985, -3.528, 2.171, 0.543, 1.357] -202.976 -63.233 7.317 13.543
2 [ -0.073, -1.779, 2.871, -4.214, 2.716, 3.467, 3.269] -212.866 -76.651 5.167 11.194
3 [ -0.036, -2.164, 2.348, -3.772, 4.100, 5.134, 5.179] -216.160 -82.800 3.795 9.173
4 [ -0.092, -2.539, 2.464, -2.919, 5.352, 6.358, 5.572] -217.119 -85.488 3.004 7.604
5 [ -0.335, -2.396, 2.892, -2.194, 6.275, 6.941, 5.851] -217.474 -86.883 2.497 6.354
6 [ -0.174, -1.958, 3.768, -1.239, 6.958, 7.499, 6.245] -217.657 -88.237 1.878 4.712
7 [ 1.000, -0.000, 6.000, 1.000, 9.000, 9.000, 7.000] -218.000 -90.000 0.000 0.000
8 [ 1.000, -0.000, 6.000, 1.000, 9.000, 9.000, 7.000] -218.000 -90.000 0.000 0.000
9 [ 1.000, -0.000, 6.000, 1.000, 9.000, 9.000, 7.000] -218.000 -90.000 0.000 0.000
10 [ 1.000, -0.000, 6.000, 1.000, 9.000, 9.000, 7.000] -218.000 -90.000 0.000 0.000
Die Iterierten x(7) ≈ x∗, x(8), x(9), x(10) liegen nahe beieinander.
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x(7) x(8) x(10) x∗
9.9999999999999480e−01 9.9999999999999680e−01 9.9999999999999680e−01 1
−3.0000000000000000e−15 −6.6917217813141610e−15 −6.8418502630509300e−15 0
5.9999999999999900e+00 5.9999999999999950e+00 5.9999999999999950e+00 6
9.9999999999999800e−01 9.9999999999999230e−01 9.9999999999999190e−01 1
8.9999999999999900e+00 8.9999999999999950e+00 8.9999999999999950e+00 9
9.0000000000000010e+00 8.9999999999999970e+00 8.9999999999999970e+00 9
6.9999999999999970e+00 6.9999999999999990e+00 6.9999999999999990e+00 7
Tab. 4.1 Iterierte x(7), x(8), x(10) des CR bei fortlaufender Rechnung
Im CR kann man bei mehr als n Iterationen einen Restart machen.
Dies bedeutet, dass die Iterierte x(n) mit r(n) 	= 0 als neuer Startvektor x(0)r genommen
wird und dann als na¨chstes vor einer neuen Schleife das Residuum r
(0)
r = b − Ax(0)r
ermittelt und die Anfangssuchrichtung p
(0)
r = r
(0)
r deﬁniert wird. Damit werden die
erste und auch weitere Iterierte nach dem Restart geringfu¨gig von den urspru¨nglichen
Iterationsvektoren bei fortlaufender Rechnung (vergl. Tabelle 4.1) abweichen.
x
(0)
r = x(7) x
(1)
r x
(3)
r x∗
9.9999999999999480e−01 9.9999999999999660e−01 9.9999999999999930e−01 1
−3.0000000000000000e−15 −5.3462017434620170e−15 −1.0018475064768060e−15 0
5.9999999999999900e+00 5.9999999999999950e+00 6.0000000000000000e+00 6
9.9999999999999800e−01 9.9999999999999280e−01 9.9999999999999620e−01 1
8.9999999999999900e+00 8.9999999999999950e+00 8.9999999999999980e+00 9
9.0000000000000010e+00 8.9999999999999980e+00 9.0000000000000020e+00 9
6.9999999999999970e+00 7.0000000000000000e+00 7.0000000000000030e+00 7
Tab. 4.2 Iterierte x
(0)
r = x(7), x
(1)
r , x
(3)
r des CR bei Restart nach n-tem Schritt
Beispiel 4.9
Sei
A(n, n) =


2 −1 0 · · · 0 1
−1 4 −1 · · · 0 0
0 −1 4 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · 4 −1
1 0 0 · · · −1 2

 , b =


n
4
6
· · ·
2(n− 1)
n + 2

 .
Damit ist x∗ = A−1b = (1, 2, ..., n)T .
Wir berechnen den Fehler ‖e(m)‖∞ = ‖x∗ − x(m)‖∞ und vergleichen diesen zwischen
CR und CG fu¨r ausgewa¨hlte Schritte m (Rechnung mit 16 Mantissenstellen). Der
Startvektor fu¨r CR und CG ist der Nullvektor.
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Fehler ||e(m)||_infinity
n=10 n=100
m CR CG CR CG
-------------------------------------------------------
0 1.000e+01 1.000e+01 1.000e+02 1.000e+02
1 4.436e+00 4.202e+00 4.971e+01 4.936e+01
2 3.111e+00 2.894e+00 3.770e+01 3.502e+01
3 2.163e+00 1.375e+00 2.642e+01 1.633e+01
4 7.783e-01 3.142e-01 9.400e+00 3.531e+00
5 1.404e-01 8.785e-02 1.212e+00 1.019e+00
6 2.000e-15 1.100e-14 2.548e-01 2.753e-01
7 2.000e-15 1.100e-14 6.861e-02 7.385e-02
8 1.841e-02 1.980e-02
9 4.936e-03 5.309e-03
10 1.324e-03 1.424e-03
20 2.541e-09 2.729e-09
30 9.000e-14 3.000e-13
Beispiel 4.10
Sei A eine Diagonalmatrix und b = 0.
(
1 0
0 2
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
, x(0) =
(
9/2
3
)
.
Die Funktionale sind Q(x) = 1
2
x21 + x
2
2, R(x) =
1
2
x21 + 2x
2
2.
Am gemeinsamen eindeutigen Minimum an der Stelle x∗ = 0 gilt Q(x∗) = R(x∗) = 0.
Als Suchrichtung und Abstiegsrichtung in einem Schritt nehmen wir eine Richtung
p(x), wo Ap(x) A-orthogonal zur vorherigen ist.
Im CR werden (theoretisch) endlich viele Schritte ausgefu¨hrt.
Die Schritte des CR sind wie folgt.
x(0) = (9
2
, 3)T Startvektor,
r(0) = b− Ax(0) = (−9
2
,−6)T = −3
2
(3, 4)T Anfangsresiduum,
p(0) = r(0) Abstiegsrichtung,
R(x(0)) = 225
8
= 28.125.
S1
t(0) = Ar(0) = (−9
2
,−12)T = −3
2
(3, 8)T ,
w(0) = Ap(0) = (−9
2
,−12)T ,
α0 =
‖r(0)‖2A
‖Ap(0)‖22
=
r(0)T t(0)
w(0)Tw(0)
=
41
73
= 0.561...,
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x(1) = x(0) + α0p
(0) =
9
73
(16,−3)T ,
r(1) = b− Ax(1) = r(0) − α0w(0) = 18
73
(−8, 3)T ,
R(x(1)) =
162
73
= 2.219...,
β0 =
‖r(1)‖2A
‖r(0)‖2A
=
288
5 329
= 0.054..., p(1) = r(1) + β0p
(0) =
738
5 329
(−16, 3)T .
S2
t(1) = Ar(1) =
36
73
(−4, 3)T ,
w(1) = Ap(1) = t(1) + β0w
(0) =
1476
5 329
(−8, 3)T ,
α1 =
‖r(1)‖2A
‖Ap(1)‖22
=
r(1)T t(1)
w(1)Tw(1)
=
73
82
= 0.890...,
x(2) = x(1) + α1p
(1) = (0, 0)T ,
r(2) = b− Ax(2) = r(1) − α1w(1) = (0, 0)T und Stopp mit x(2) = x∗,
R(x(2)) = 0,
β1 =
‖r(2)‖2A
‖r(1)‖2A
= 0, p(2) = r(2) + β1p
(1) = (0, 0)T .
Bei r(m) = 0 ist die Rechnung mit x(m) = x∗, βm−1 = 0, p(m) = 0 beendet.
Dann wa¨re auch αm = 0 und βm wegen verschwindenden Nenner nicht berechenbar.
Dazu erhalten wir weiterhin die Beziehungen
K1 = K1(A, r(0)) = span{r(0)} = span{p(0)},
L1 = span{Ar(0)},
r(1) ⊥ L1, r(1) ⊥ Ar(0), (Ap(1), Ap(0)) = 0,
K2 = K2(A, r(0)) = span{r(0), Ar(0)} = span{r(0), r(1)} = span{p(0), p(1)} = R2,
L2 = span{Ar(0), Ar(1)} = R2,
r(2) ⊥ L2, r(2) ⊥ Ar(0), Ar(1), (Ap(2), Ap(1)) = 0,
→ r(2) = 0, x(2) = x∗.
Dies sind auch die Ergebnisse aus Rechnungen mit Maple in der Rationalarithmetik.
Bei numerischen Rechnungen in Maple (Digits:=16) taucht in der Iterierten x(2)
ein Fehler in der Gro¨ßenordnung der Mantissengenauigkeit auf. Ist die Abbruchbe-
dingung moderat, so endet das CR. Nimmt man jedoch eine extrem kleine Toleranz,
beispielsweise ε = 10−40, so wird der Iterationsprozess fortgesetzt.
Aber nach der n-ten Iteration ist auch ein Restart mo¨glich, wobei sich die na¨chsten
Iterierten vom urspru¨nglichen Iterationslauf ganz wenig unterscheiden werden.
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Berechnungen mit Maple
Urspruengliche Iteration mit sehr kleiner Toleranz
x(0): [ 4.5, 3 ]
x(1): [ 1.972602739726027, -0.369863013698630 ]
x(2): [-0.1e-14, 0.9e-15 ] r(2)=[0.1e-14, -0.8e-15 ]
x(3): [-0.3595505617977530e-15, 0.3876404494382020e-15] r(3)=[0.359e-15, 0.224e-15]
x(4): [ 0, 0.5000000000000000e-15] r(4)=[0, 0 ]
-------------------------------------------------------
Restart mit x(2) --> x(0)
x(0): [-0.1e-14, 0.9e-15 ] r(0)=[0.1e-14, -0.18e-14 ]
x(1): [-0.4641833810888252e-15,-0.644699140401146e-16 ] r(1)=[0.464e-15, 0.128e-15]
x(2): [-0.1e-30, -0.16e-30 ] r(2)=[0.1e-30, 0.1e-30 ]
CR - Iterationsverlauf, x(0)=[9/2,3], Vergleich mit GV,CG,Orthomin(0)
rd(x(1))
x*
p(x(1))
p(x(0))=r(x(0))
x(1)
x(0)
rd(x(0))
–1
1
2
3
x2
–1 2 3 4 5
x1
Abb. 4.5 Datei abst401.ps
Ho¨henlinienbild mit Iterationsverlauf x(0), x(1), x(2) = x∗ von CR
zu R(x) = 1
2
x21 + 2x
2
2 mit Abstiegsrichtung p(x),
contours=[28.125,2.219,1,0.1751,0.0138,0] und contours=6,
im Vergleich mit GV, CG und Orthomin(0); Q(x) mit den Ho¨henlinien
contours=[19.125,2.0824,1.976,0.11907,0.2041,0.01296,1,5]
In der Abbildung 4.5 sind weitere Abstiegsrichtungen eingezeichnet.
Fu¨r die Suchrichtung und Abstiegsrichtung p(x) gelten p(0) = r(0) = b − Ax(0) ⊥
Q(x)=const und 	⊥ R(x)=const, weitere p(x) - gebildet aus r(x) ⊥ Q(x)=const und
palt - sind 	⊥ Q(x)=const, 	⊥ R(x)=const.
Der Vektor r(x) = b − Ax ⊥ Q(x)=const ist eine “schiefe“ Abstiegsrichtung bez.
R(x) und 	⊥ R(x)=const. Die Richtung rˆ(x) = AT r(x) = AT (b − Ax)=rd(x) ist
⊥ R(x)=const.
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Beispiel 4.11
Sei A eine Tridiagonalmatrix.
 4 −1 0−1 4 −1
0 −1 4



 x1x2
x3

 =

 26
2

 , x∗ =

 12
1

 , x(0) =

 00
0

 .
Die Funktionale sind
R(x) =
17
2
x21 − 8x1x2 + x1x3 + 9x22 − 8x2x3 +
17
2
x23 − 2x1 − 20x2 − 2x3,
Q(x) = 2x21 − x1x2 + 2x22 − x2x3 + +2x23 − 2x1 − 6x2 − 2x3.
Am gemeinsamen eindeutigen Minimum an der Stelle x∗ gilt R(x∗) = −22 und
Q(x∗) = −8.
Die Schritte des CR sind wie folgt.
x(0) = (0, 0, 0)T Startvektor,
r(0) = b− Ax(0) = b = 2(1, 3, 1)T Anfangsresiduum,
p(0) = r(0) Abstiegsrichtung,
R(x(0)) = 0.
S1
α0 =
16
51
= 0.313 725...,
x(1) =
32
51
(1, 3, 1)T ,
r(1) =
14
51
(5,−1, 5)T , R(x(1)) = −1 024
51
= −20.078...,
β0 =
343
2 601
= 0.131 872..., p(1) =
224
2 601
(19, 6, 19)T .
S2
α1 =
51
224
= 0.227 678...,
x(2) = (1, 2, 1)T ,
r(2) = 0 und vorzeitiger Stopp mit x(2) = x∗,
β1 = 0, p
(2) = r(2) = 0.
Bei numerischer Rechnung in Maple mit Digits:=16 ha¨ngt die Anzahl der aus-
gefu¨hrten Iterationen k von der Toleranz ε im Abbruchkriterium ab. Das triﬀt auch
fu¨r andere Maple-Genauigkeiten zu.
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Startvektor x(0) = (x
(0)
1 , x
(0)
2 , x
(0)
3 )
T , Iterierte x(i) und Residua r(i), i = 1, 2, ...,
in Abha¨ngigkeit von der Toleranz ε im Abbruchkriterium von CR
eps
k [x(k)[1], x(k)[2], x(k)[3] ]
[r(k)[1], r(k)[2], r(k)[3] ]
-------------------------------------------------------------------------
0 [0, 0, 0 ]
[2, 6, 2 ]
1 [0.6274509803921568, 1.882352941176470, 0.6274509803921568 ]
[1.372549019607843, -0.274509803921568, 1.372549019607843 ]
-------------------------------------------------------------------------
1e-10,1e-20,1e-30
2 [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[0.0, 0.1e-15, 0.0 ]
1e-35
3, [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[0.2222222222222e-16, 0.1111111111111e-16, 0.2222222222222e-16]
1e-40,1e-50,1e-60
4 [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[0.2e-31, 0.1e-31, 0.2e-31 ]
1e-65
5 [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[0.2e-46, 0.9999999999999e-32, 0.2e-46 ]
1e-70,1e-80,1e-90
6 [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[0.5499999999999e-47, 0.6e-47, 0.5499999999999e-47]
1e-96
7 [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[-0.467694566813e-48, 0.1151248164464e-47,-0.4676945668134e-48]
1e-100
8 [1.000000000000000, 2.000000000000000, 1.000000000000000 ]
[0.28e-62, 0.4e-62, 0.28e-62 ]
Schon x(2) ist sehr nahe bei x∗.
Aber es ist kein vorzeitiges Ende zu erwarten, die Iterationsanzahl geht u¨ber n hinaus.
In der Prozedur fu¨r CR wird im Abbruchkriterium u. a. der relative Fehler der
Residuumnorm einbezogen. Das Residuum r(k) selbst wird rekursiv berechnet. Aber
man bemerke, dass genau diese rekursive Formel (4.15) dazu fu¨hrt, dass sich im
Iterationsprozess die Norm ‖r(k)‖2 systematisch verkleinert, obwohl die Iterierten x(k)
sich nicht mehr vera¨ndern und numerisch gleich x∗ sind. Wu¨rde man die explizite
Formel r(k) = b − Ax(k) auswerten, ha¨tte man sofort den Nullvektor. Auf diesen
Sachverhalt werden wir in einem spa¨teren Kapitel noch eingehen.
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Beispiel 4.12
Wir nehmen das LGS aus Beispiel 3.7 mit A = I, b = (0, 0, 1)T = x∗ und dem
Startvektor x(0) = (0, 0, 0)T .
A¨hnlich zum CG in Beispiel 3.14 gilt fu¨r das CR p(0) = r(0) = b = (0, 0, 1)T .
Der Ablauf des Iterationsprozesses des CR ist ebenfalls sehr kurz, denn
α0 =
‖r(0)‖2A
‖Ap(0)‖22
= 1,
x(1) = x(0) + α0p
(0) = (0, 0, 1)T ,
r(1) = b− Ax(1) = r(0) − α0Ap(0) = 0 und vorzeitiger Stopp mit x(1) = x∗,
β0 = 0, p
(1) = r(1) = 0.
Dazu erhalten wir u. a. die Beziehungen
Ar(0) = r(0) = (0, 0, 1)T ,
r(1) ⊥ L1 = span{Ar(0)}, r(1) ⊥ Ar(0),
K1 = K1(A, r(0)) = span{r(0)} = span{p(0)}.
Beispiel 4.13
Sei A = AT > 0.(
2 1
1 3
)(
x1
x2
)
=
(
1
2
)
, x∗ =
(
1/5
3/5
)
, x(0) =
(
3/2
1
)
.
Die Funktionale sind
R(x) =
5
2
x21 + 5x1x2 + 5x
2
2 − 4x1 − 7x2, Q(x) = x21 + x1x2 +
3
2
x22 − x1 − 2x2.
Am gemeinsamen eindeutigen Minimum an der Stelle x∗ gilt R(x∗) = −5
2
und
Q(x∗) = − 7
10
.
Wir testen das CR nur fu¨r Ax = b.
Der Vorabschritt im CR ist wie folgt.
x(0) = (3
2
, 1)T Startvektor,
r(0) = b− Ax(0) = (−3,−5
2
)T Anfangsresiduum, Ar(0) = −1
2
(17, 21)T ,
p(0) = r(0) Abstiegsrichtung.
Bei exakter Rechnung haben wir zwei Schritte und die Iterationsvektoren x(i), r(i), p(i),
i = 0, 1, 2, sind die Spalten der folgenden Felder.
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m = 2
xv =
[
3
2
237
365
1
5
1 85292
3
5
]
rv =
[
−3 −8611460 0
−5
2
697
1460 0
]
pv =
[
−3 −1697426645 0
−5
2
93357
213160 0
]
Bei numerischen Rechnungen in Maple (Digits:=16) taucht in der Iterierten x(2) ein
Fehler in der Gro¨ßenordnung der Mantissengenauigkeit auf. Ist die Abbruchbedin-
gung moderat, so endet das CR spa¨testens beim n-ten Schritt. Nimmt man jedoch
eine extrem kleine Toleranz, z. B. ε = 10−40, so wird der Iterationsprozess fortgesetzt.
Aber nach der n-ten Iteration ist auch ein Restart mo¨glich, wobei sich die na¨chsten
Iterierten vom urspru¨nglichen Iterationslauf ganz wenig unterscheiden werden.
Berechnungen mit Maple
Urspruengliche Iteration mit sehr kleiner Toleranz
x(0): [ 1.5, 1 ]
x(1): [ 0.6493150684931508, 0.2910958904109590 ]
x(2): [ 0.1999999999999997, 0.5999999999999996 ] r(2)=[ 0.6e-15, 0.13e-14]
x(3): [ 0.1999999999999999, 0.6000000000000000 ] r(3)=[-0.9e-16, 0.5e-16 ]
x(4): [ 0.1999999999999998, 0.6000000000000000 ] r(4)=[-0.8e-31,-0.5e-31 ]
------------------------------------------------
Restart mit x(2) --> x(0)
x(0): [ 0.1999999999999997, 0.5999999999999996 ] r(0)=[ 0.1e-14, 0.1e-14 ]
x(1): [ 0.2000000000000000, 0.5999999999999996 ] r(1)=[ 0.16e-15,-0.12e-15]
x(2): [ 0.2000000000000001, 0.5999999999999998 ] r(2)=[ 0, 0]
Numerische Berechnung in Maple mit Digits:=16
Man bemerke die kleine Ungenauigkeit bei m = 2 mit R(x(2)) < R(x∗).
Iterationsverlauf mit Funktionalen und verschiedenen Fehlern
m [ x(m)[1], x(m)[2] ] R(x(m)) Q(x(m))
||e(m)||_A ||e(m)||_2
----------------------------------------------------------------------------------------------------
0 [1.5000000000000000, 1.0000000000000000] 5.125000000000000 1.750000000000000
2.213594362117866 1.360147050873544
1 [0.6493150684931508, 0.2910958904109590] -2.212157534246575 -0.493778617001314
0.642217070776987 0.545257535203323
2 [0.1999999999999997, 0.5999999999999996] -2.500000000000001 -0.700000000000000
0.000000000000001 0.000000000000001
3 [0.1999999999999999, 0.6000000000000000] -2.500000000000000 -0.700000000000000
0.000000000000000 0.000000000000000
4 [0.1999999999999998, 0.6000000000000000] -2.500000000000000 -0.700000000000000
0.000000000000000 0.000000000000000
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CR - Iterationsverlauf, x(0)=[3/2,1]
r(1)
rd(x(1)) rd(x(0))
p(1)
x* p(0)=r(0)
x(1)
x(0)
–0.5
0
0.5
1
1.5
–0.5 0.5 1 1.5 2
Abb. 4.6 Datei abst402.ps
Ho¨henlinienbild mit
Iterationsverlauf x(0), x(1), x∗
des CR zu R(x) mit
contours=[5.125,-2.212]
und [-2.5,-1,2,7,13,20],
dazu Q(x) mit
contours=[-0.494,1.75]
In der Abbildung 4.6 sind weitere Abstiegsrichtungen eingezeichnet.
Fu¨r die Suchrichtung und Abstiegsrichtung p(x) gelten p(0) = r(0) = b − Ax(0) ⊥
Q(x)=const und 	⊥ R(x)=const, weitere p(x) – gebildet aus r(x) ⊥ Q(x)=const und
palt – sind 	⊥ Q(x)=const, 	⊥ R(x)=const. Der Vektor r(x) = b − Ax ⊥ Q(x)=const
ist eine “schiefe“ Abstiegsrichtung bez. R(x) und 	⊥ R(x)=const. Die Richtung
rˆ(x) = AT r(x) = AT (b− Ax)=rd(x) ist ⊥ R(x)=const.
CR - Iterationsverlauf, x(0)=[3/2,1], Vergleich mit Orthomin(0)
r(1)
rd(x(1)) rd(x(0))x(3)
x(2)
p(1)
x*
p(0)=r(0)
x(1)
x(0)
0
0.2
0.4
0.6
0.8
1
0.2 0.4 0.6 0.8 1 1.2 1.5
Abb. 4.7 Datei abst403.ps
Ho¨henlinienbild mit Iterationsverlauf x(0), x(1), x∗ des CR
zu R(x) mit contours=[-2.4996,-2.489,-2.212,5.125,-1,2,7],
Vergleich mit Orthomin(0) (Iterierte x(0), x(1), x(2), x(3)),
dazu Q(x) mit contours=[-0.6997,-0.6965,-0.494,1.75]
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Beispiel 4.14
Gegeben sei das LGS aus den Beispielen 1.7, 3.6, 3.16, 4.7 mit der regula¨ren, aber
nicht symmetrischen und nicht deﬁniten Matrix A.
Wir nehmen hier Bezug auf die dort genannten Eigenschaften des Systems.(
0.780 0.563
0.913 0.659
)(
x1
x2
)
=
(
0.217
0.254
)
, x∗ =
(
1
−1
)
.
Die im Funktional R(x) verwendete Matrix B = ATA hat eine sehr schlechte Kondi-
tion, ihre spektrale Konditionszahl ist ungefa¨hr 0.5 · 1013.
Die AV GV und CG sind anwendbar auf das LGS ATAx = AT b und brauchen
fu¨r akzeptable Ergebnisse eine entsprechend starke Gleitpunktarithmetik. Ortho-
min(0) konvergiert nicht fu¨r Ax = b trotz hoher Genauigkeit – eine Grund mit
ist die ungu¨nstige Wahl von r(x) als Suchrichtung – und tut sich auch schwer fu¨r
ATAx = AT b.
Wie verha¨lt sich nun das CR mit der vera¨nderten Suchrichtung p(x)?
Wir testen den Iterationsverlauf des CR mit ausgewa¨hlten Startvektoren
x(0) =
(
1.2
−1.2
)
,
(
0.999
−1.001
)
,
(
0.341
−0.087
)
,
(
0.991 891 566 446 068 04
−1.005 852 632 339 509 328
)
.
Die Durchfu¨hrung des CR fu¨r Ax = b mit der Suchrichtung p(x), die von einer
Richtung auf der Satteloberﬂa¨che Q(x) mitbestimmt wird, birgt natu¨rlich Probleme
in sich. Man sieht das am Iterationsverlauf. Egal, ob man in Maple exakt arbeitet
oder wie genau man in Maple numerisch rechnet, das Verfahren erzielt nach der 4.
Iterierten keine Verbesserungen mehr, obwohl man noch nicht an der Lo¨sung ist.
Die Suchrichtungen unterliegen noch kleinen Vera¨nderungen, nicht aber die anderen
Vektoren.
Hier sind die ersten 10 Iterationen einer exakten Rechnung in Maple.
CR - Iterationsverlauf mit Funktionalen und Fehler
m [ x(m)[1], x(m)[2] ] R(x(m)) Q(x(m))
[ r(m)[1], r(m)[2] ] ||e(m)||_2
[ p(m)[1], p(m)[2] ]
---------------------------------------------------------------------------------------------------
0 [ 1.20000000000000000000,-1.20000000000000000000] -0.0535704000000000000 0.0177600000000000000
[-4.3400000000000000e-02,-5.0800000000000000e-02] 0.2828427124746190098
[-4.3400000000000000e-02,-5.0800000000000000e-02]
1 [ 1.16984017373116808048,-1.23530228512572952791] -0.0558024999999808015 0.0299558971206173798
[-1.4898452537856358e-07, 1.2728129930141152e-07] 0.2901945037357245874
[-1.4898452537874384e-07, 1.2728129930120051e-07]
2 [ 1.16984017373032291028,-1.23530228512500747734] -0.0558024999999808015 0.0299558971206522670
[-1.4898427266027551e-07, 1.2728159511048197e-07] 0.2901945037346444705
[-1.4898548886135021e-07, 1.2728263414223783e-07]
3 [ 1.16984017373032290338,-1.23530228512500747144] -0.0558024999999808015 0.0299558971206522673
[-1.4898427265821250e-07, 1.2728159511289674e-07] 0.2901945037346444617
[-1.4898670508515293e-07, 1.2728367320594260e-07]
4 [ 1.16984017373032290338,-1.23530228512500747144] -0.0558024999999808015 0.0299558971206522673
[-1.4898427265821247e-07, 1.2728159511289678e-07] 0.2901945037346444617
[-1.4898792130315400e-07, 1.2728471225633664e-07]
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5 [ 1.16984017373032290338,-1.23530228512500747144] -0.0558024999999808015 0.0299558971206522673
[-1.4898427265821247e-07, 1.2728159511289678e-07] 0.2901945037346444617
[-1.4898913752115485e-07, 1.2728575130673030e-07]
6 unveraendert
unveraendert
[-1.4899035373915570e-07, 1.2728679035712395e-07]
7 ...
[-1.4899156995715655e-07, 1.2728782940751760e-07]
8 ...
[-1.4899278617515740e-07, 1.2728886845791125e-07]
9 ...
[-1.4899400239315825e-07, 1.2728990750830490e-07]
10 ...
[-1.4899521861115910e-07, 1.2729094655869855e-07]
CR - Iterationsverlauf, x(0)=[1.2,–1.2]
x(1)
x(0) z
x*
–1.4
–1.2
–1
–0.8
–0.6
–0.4
–0.2
0
0.2
x2
–0.2 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
x1
Abb. 4.8 Datei abst404.ps
Ho¨henlinienbild mit Iterationsverlauf x(m) des CR
zu R(x) = 0.720 984 5x21 + 1.040 807x1x2 + 0.375 625x
2
2 − 0.401 162x1 − 0.289 557x2
mit contours=[0,-0.05357,-0.0558] und contours=5,
dazu Q(x) = 0.390x21 + 0.738x1x2 + 0.3295x
2
2 − 0.217x1 − 0.254x2 mit contours=
[-0.03018,-0.0259,-0.01,-0.005,0,0.005,0.01776,0.0185,0.0299,0.05,0.2]
Die Suchrichtungen p(m) stehen wie die Vektoren r(m), die senkrecht zu den Ho¨hen-
linien von Q(x) sind, fast senkrecht auf der Tallinie von R(x). Damit ﬁndet keine
Fortbewegung in der Iterationsfolge mehr statt (x∗ 	= x(2) ≈ x(1)).
Bei numerischen Rechnungen in Maple mit Digits:=k a¨ndert sich nur wenig am
Gesamtverhalten des CR.
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Wir wenden nun CR auf das symmetrisierte LGS Bx = c mit dem Startvektor
x(0) = (1.2,−1.2)T an.
Bei exakter Rechnung haben wir zwei Schritte und die Iterationsvektoren x(i), rˆ(i), p(i),
i = 0, 1, 2, sind die Spalten der folgenden Felder.
m = 2
xv =
[
6
5
6849130212700399614580066
5887076167445197367298925 1
−6
5
−7219938177003319170841344
5887076167445197367298925 −1
]
=
[
1.2 1.16341797148391625295701235051 1
−1.2 −1.22640475027802150139476414721 −1
]
(30 Dezimalstellen)
rv =
[ −200581
2500000
−6853895783829914
91985565116331208864045703125 0
−289557
5000000
607719525299752963
5887076167445197367298925000000 0
]
=
[ −0.0802324 −0.745105579898542854621338876337 · 10−13 0
−0.0579114 0.103229431387412095617712282320 · 10−12 0
]
pv =
[ −200581
2500000
−258236201748084525118476368884972160646021
3465766580130123351047149376029084393495030615562500000 0
−289557
5000000
357769113388328433218453459425056889438339
3465766580130123351047149376029084393495030615562500000 0
]
=
[ −0.0802324 −0.745105579898542854621339152454 · 10−13 0
−0.0579114 0.103229431387412095617712262390 · 10−12 0
]
Bei numerischen Rechnungen muss das CR auf Grund der schlechten Kondition der
Matrix B = ATA der Gro¨ßenordnung 1012 mit einer entsprechend starken Gleitpunk-
tarithmetik arbeiten, um relevante Ergebnisse zu erzielen. Es triﬀt das, was zum CG
gesagt wurde, auch hier zu.
Ergebnisse aus Berechnungen (9 Iterationen) mit Maple mit Digits:=13.
m [ x(m)[1], x(m)[2] ] [ rd(m)[1], rd(m)[2]] [ p(m)[1], p(m)[2] ]
----------------------------------------------------------------------------------------------------
0 [ 1.2, -1.2 ] [ -0.0802324, -0.0579114 ] [ -0.0802324, -0.0579114 ]
1 [ 1.163417971484, -1.226404750278 ] [ -0.8e-13, 0.1e-12 ] [ -0.8e-14, 0.1e-12 ]
2 [ 1.163417971484, -1.226404750278 ] [ -0.7485e-13, 0.1037e-12] [ -0.748...e-13, 0.103...e-12]
3 [ 1.146224816551, -1.202584775560 ] [ -0.9764e-13, 0.7339e-13] [ -0.343...e-01, 0.476...e-01]
4 [ 0.967862058594, -0.955475015798 ] [ 0.304e-23, 0.436e-23 ] [ -0.656...e-21, 0.918...e-21]
5 [ 0.967862058594, -0.955475015798 ] [ -0.1027e-23, 0.1423e-23] [ -0.102...e-23, 0.142...e-23]
6 [ 0.967862058594, -0.955475015798 ] [ -0.1020e-23, 0.1428e-23] [ -0.143...e-15, 0.198...e-15]
7 [ 0.967862058591, -0.955475015794 ] [ 0.1499e-29, 0.1070e-29] [ -0.638...e-23, 0.885...e-23]
8 [ 0.967862058591, -0.955475015794 ] [ 0.5337e-32, -0.7394e-32] [ 0.533...e-32, -0.739...e-32]
9 [ 0.967862058591, -0.955475015794 ] [ 0.5337e-32, -0.7394e-32] [ 0.640...e-32, -0.887...e-32]
Es gibt meistens einen Schritt, wo eine besonders gute Verbesserung der Iterierten
x(m) auftritt. Je ho¨her die Genauigkeit ist, desto fru¨her wird das eintreten.
In Maple, das standardma¨ßig mit dem Gleitpunktformat Digits:=10 arbeitet, ist
also die Genauigkeit deutlich zu erho¨hen.
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Ergebnisse aus Berechnungen (erste 3 Iterationen) mit Maple mit Digits:=24.
Startvektor x=[ 1.2000000000000000e+00 -1.2000000000000000e+00]
Residuum/SR p = rd = c-Bx=[-8.0232400000000000e-02 -5.7911400000000000e-02]
Funktionswert Q(x)= -5.3570400000000000e-02
Funktionswert R(x)= -1.1749161911664000e-01
Anfangsfehlerquadrat rd’rd= 9.7909682597200000e-03
Schritt k = 1
Suchrichtung p=[-8.0232400000000000e-02 -5.7911400000000000e-02]
Suchschritt alpha= 4.5595081932091957e-01
Iterationsvektor x=[ 1.1634179714839163e+00 -1.2264047502780215e+00]
Residuum rd = c-Bx=[-7.4510557989900000e-14 1.0322943138740000e-13]
Funktionswert Q(x)= -5.5802499999982226e-02
Funktionswert R(x)= -1.2238710324650000e-01
Fehlernormquadrat rd’rd= 1.6208138756532175e-26
Schritt beta= 3.4414661657875583e-37
neue Suchrichtung p=[-7.4510557989900000e-14 1.0322943138740000e-13]
Schritt k = 2
Suchrichtung p=[-7.4510557989900000e-14 1.0322943138740000e-13]
Suchschritt alpha= 5.7988106640981765e+11
Iterationsvektor x=[ 1.1202107096579425e+00 -1.1665439575202169e+00]
Residuum rd = c-Bx=[-9.2847817947022607e-15 1.0879588370821311e-13]
Funktionswert Q(x)= -5.5802499999990382e-02
Funktionswert R(x)= -1.2238710324650000e-01
Fehlernormquadrat rd’rd= 1.1922751484826265e-26
Schritt beta= 9.3554412140868651e+11
neue Suchrichtung p=[-6.9707914510341267e-02 9.6575687690952216e-02]
Schritt k = 3
Suchrichtung p=[-6.9707914510341267e-02 9.6575687690952216e-02]
Suchschritt alpha= 1.7244915516749652e+00
Iterationsvektor x=[ 9.9999999999997825e-01 -9.9999999999996986e-01]
Residuum rd = c-Bx=[ 9.4000000000000000e-37 0.0000000000000000e-01]
Funktionswert Q(x)= -5.5802500000000000e-02
Funktionswert R(x)= -1.2238710324650000e-01
Fehlernormquadrat rd’rd= 8.8360000000000000e-73
Schritt beta= 1.8428764083274434e-46
neue Suchrichtung p=[ 9.3999999998715369e-37 1.7797705646365491e-47]
Die Ergebnisse sind mit 16 Nachkommastellen angezeigt.
Die Iterierte x(2) ist noch nicht nahe bei x∗. Aber dann ist eine deutliche Verbes-
serung der Iterierten von x(2) zu x(3) zu bemerken. Weitere Rechnungen mit Maple
ko¨nnen den Einﬂuss des Gleitpunktformats mit Digits:=k deutlich machen.
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Im CR mit den anderen Startvektoren machen wir einige Iterationen mit Digits:=24.
Die Anwendung von CR auf das LGS Ax = b ergibt keine neuen Aspekte im Vergleich
mit den schon fu¨r x(0) = (1.2,−1.2)T gemachten Bemerkungen. Nach 3–4 Iterationen
stagniert das Verfahren und man kommt nicht in die Na¨he von x∗.
Wir verwenden somit CR fu¨r das LGS Bx = c, bilden also Q(x) mit der Matrix B
und R(x) mit BTB.
Auf graﬁsche Darstellungen verzichten wir.
Ergebnisse aus Berechnungen mit Maple fu¨r Startvektor x(0) = (0.999,−1.001)T
Startvektor x = [ 9.9900000000000000e-01, -1.0010000000000000e+00]
Residuum rd = c-Bx = [ 2.4827760000000000e-03, 1.7920570000000000e-03]
Funktionswert Q(x) = -5.5800362583500000e-02
Funktionswert R(x) = -1.2238241542402129e-01
Anfangsfehlerquadrat rd’rd = 9.3756449574250000e-06
k Iterationsvektor x Funktionswert Q(x)
Residuum rd=c-Bx Funktionswert R(x)
Fehlernormquadrat rd’rd
---------------------------------------------------------------------------------------
1 [ 1.0001320237513903e+00, -1.0001829101425802e+00] -5.5802500000000000e-02
[-6.019633762e-17, 8.339802937e-17] -1.2238710324650000e-01
1.0578830365660410e-32
2 [ 1.0001320199049709e+00, -1.0001829048136215e+00] -5.5802500000000000e-02
[-5.9744439550200098e-17, 8.3720511833648309e-17] -1.2238710324650000e-01
1.0578522158855560e-32
3 [ 9.9999999999999879e-01, -9.9999999999999832e-01] -5.5802500000000000e-02
[ 1.0340410000000000e-34, 7.3778500000000000e-35] -1.2238710324650000e-01
1.6135674959060000e-68
Ergebnisse aus Berechnungen mit Maple fu¨r Startvektor x(0) = (0.341,−0.087)T
Startvektor x = [ 3.4100000000000000e-01, -8.7000000000000000e-02]
Residuum rd = c-Bx = [ 7.8000000000000000e-07, 5.6300000000000000e-07]
Funktionswert Q(x) = -5.5802499999500000e-02
Funktionswert R(x) = -1.2238710324603732e-01
Anfangsfehlerquadrat rd’rd = 9.2536900000000000e-13
k Iterationsvektor x Funktionswert Q(x)
Residuum rd=c-Bx Funktionswert R(x)
Fehlernormquadrat rd’rd
---------------------------------------------------------------------------------------
1 [ 3.4100035564163907e-01, -8.6999743299688722e-02] -5.5802499999710961e-02
[ 3.0047142777738928e-13, -4.1628321508271681e-13] -1.2238710324650000e-01
2.6357479407018633e-25
2 [ 9.9999999989746502e-01, -9.9999999985794458e-01] -5.5802500000000000e-02
[-5.1925231216947019e-18, -3.7480392908169082e-18] -1.2238710324650000e-01
4.1010094894841404e-35
3 [ 1.0000000000000000e+00, -1.0000000000000000e+00] -5.5802500000000000e-02
[-7.7311000000000000e-37, 1.0710900000000000e-36] -1.2238710324650000e-01
1.7449328602000000e-72
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Ergebnisse aus Berechnungen mit Maple fu¨r Startvektor
x(0) = (0.991 891 566 446 068 04,−1.005 852 632 339 509 328)T
Der Vektor x∗ − x(0) ist orthogonal zur Tallinie t(x1) mit der Genauigkeitsordnung
O(10−17).
Somit muss der erste CR-Schritt, der ein Gradientenschritt ist, bis auf Ungenauig-
keiten in den letzten Dezimalstellen in das Minimum fu¨hren, also x(1) ≈ x∗. Weitere
Iterationen werden sich dann um die Minimumstelle bewegen, wobei die Situation
zwischenzeitlich sich verschlechtern kann.
Startvektor x = [ 9.9189156644606804e-01, -1.0058526323395093e+00]
Residuum rd = c-Bx = [ 1.7783570530717400e-02, 1.2836104447023644e-02]
Funktionswert Q(x) = -5.5692839050000023e-02
Funktionswert R(x) = -1.2214659276740205e-01
Anfangsfehlerquadrat rd’rd = 4.8102095819590051e-04
k Iterationsvektor x Funktionswert Q(x)
Residuum rd=c-Bx Funktionswert R(x)
Fehlernormquadrat rd’rd
---------------------------------------------------------------------------------------
1 [ 0.999999999999999998743683,-0.999999999999999998259454] -5.5802500000000000e-02
[ 1.4e-24, -1.9e-24] -1.2238710324650000e-01
5.5700000000000000e-48
2 [ 0.999999999999999998743684,-0.999999999999999998259455] -5.5802500000000000e-02
[ 1.3812042025493872e-24, -1.9135667254679633e-24] -1.2238710324650000e-01
5.5694626619582725e-48
3 [ 1.00000000000302928204366, -1.00000000000419686915943] -5.5802500000000000e-02
[-1.2274820475240600e-33, -8.8599124468583000e-34] -1.2238710324650000e-01
2.2916926626538050e-66
Zum Vergleich geben wir einige Iterationen des CR fu¨r Ax = b an, das u¨ber eine kleine
anfa¨ngliche Verbesserung nicht hinauskommt und nicht gegen den Lo¨sungsvektor x∗
konvergiert (Maple mit Digits:=24).
CR fuer Ax=b - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2] ]
-----------------------------------------------------------------------------------------------
0 [ 0.991891566446068040000000, -1.005852632339509328000000] [ 9.619610e-03, 1.125988e-02]
1 [ 0.998576496651265889142867, -0.998027830615791487431756] [ 1.248703e-09, -1.066799e-09]
2 [ 0.998576496651272972881763, -0.998027830615797539251489] [ 1.248701e-09, -1.066802e-09]
3 [ 0.998576496651272972939590, -0.998027830615797539300892] [ 1.248701e-09, -1.066802e-09]
4 [ 0.998576496651272972939591, -0.998027830615797539300893] [ 1.248701e-09, -1.066802e-09]
5 [ 0.998576496651272972939591, -0.998027830615797539300893] [ 1.248701e-09, -1.066802e-09]
Kapitel 5
Abstiegsverfahren unter
vera¨nderten Voraussetzungen
Wir betrachten die vier Basisvarianten von AV fu¨r (1.1) unter Voraussetzungen, die
vom Normalfall A = AT > 0 abweichen. Wir werden diese Annahme systematisch
abschwa¨chen. Dabei versuchen wir, insbesondere auf sich vera¨ndernde Eigenschaften
und Verhalten im Iterationsablauf einzugehen. Die Bezeichnungen der AV behalten
wir bei.
5.1 Gradientenverfahren
5.1.1 GV mit symmetrischer indefiniter Matrix
In Anlehnung an (2.13) haben wir die quadratische Form
δQ(x) = (x
∗ − x)TA(x∗ − x) = e(x)TAe(x) = 2Q(x) + x∗T b (5.1)
mit
δQ(x
∗) = 0,
Q(x) =
1
2
xTAx− xT b = 1
2
(δQ(x)− x∗T b) (indeﬁnit),
Q(x∗+∆x)−Q(x∗) = 1
2
(∆x)TA∆x >< 0, ∆x 	= 0.
(5.2)
Hier ko¨nnte der Gedanke entstehen, dass man eventuell die Gro¨ße |δQ(x)| mo¨glichst
klein machen sollte. Diese Idee wird sich gleich als irrelevant erweisen.
Welche neuen Aspekte treten nun auf?
1. Die Berechnung von
√
δQ(x) im Reellen ist fu¨r δQ(x) < 0 nicht mo¨glich.
Man kann jedoch auf die Gro¨ße
√|δQ(x)| = |√δQ(x)| ausweichen.
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2. Man gelangt zur Erkenntnis, dass δQ(x) = 0 nicht zwingend Ax = b nach sich
zieht. Es kann viele Stellen z geben, wo δQ(z) = 0 ist, aber die keine Lo¨sung des LGS
sind.
Beispiel 5.1
Sei Ax = b, A diagonal (damit symmetrisch) und indeﬁnit.(
1 0
0 −1
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Die Funktionale sind
Q(x) =
1
2
xTAx− xT b = 1
2
xTAx =
1
2
(x21 − x22), Q(x∗) = 0,
δQ(x) = (x
∗ − x)TA(x∗ − x) = xTAx = x21 − x22.
Es gilt δQ(x) = 0, falls |x1| = |x2|, so dass unendlich viele Lo¨sungen vorliegen. Die
uns interessierende ist der Sattelpunkt x∗ = (0, 0)T , durch den zwei Null-Ho¨henlinien
gehen und an welchem die Tangentialebene horizontal verla¨uft.
Man hat also keine typische Minimierungsaufgabe fu¨r Q(x) mehr. Aber die notwen-
dige Bedingung am Sattelpunkt ist genau wie die an der Minimumstelle, na¨mlich
dass der Gradient des Funktionals ∇Q(x) an dieser Stelle verschwindet. Das bedeu-
tet ∇Q(x) = (x1,−x2)T = 0 und fu¨hrt auf x∗.
3. Bei der Berechnung der Schrittzahl
α =
rT r
(Ar)T r
=
rT r
rTAr
=
‖r‖22
rTAr
(5.3)
kann der Nenner Null sein, also rTAr = 0.
Dann ist α nicht berechenbar, d. h. die Strahlenminimierung der Funktion f(α) =
Q(x + αp), p = r, ist geometrisch nicht durchfu¨hrbar bzw. die Gleichung f ′(α) = 0
nicht nach α auﬂo¨sbar. In der Suchrichtung r gibt es keine Stelle α, wo f ′(α) = 0
wird.
Falls dieser Sonderfall nicht auftritt, stellt der Vektor r entweder eine Abstiegs- oder
Anstiegsrichtung dar.
Beispiel 5.2
Sei Ax = b, A = AT und indeﬁnit aus Beispiel 1.4.(
1 0
0 −4
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Wir rechnen mit verschiedenen Startvektoren den ersten Schritt oder mehrere An-
fangsschritte des GV.
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(1) x(0) = (1, 2)T Startvektor,
r(0) = b− Ax(0) = (−1, 8)T Anfangsresiduum, Suchrichtung.
S1 α0 =
‖r(0)‖22
r(0)TAr(0)
=
65
−255 = −
13
51
,
x(1) = x(0) + α0r
(0) =
1
51
(64,−2)T ,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = − 8
51
(8, 1)T .
Das GV konvergiert mit Abstiegs- und Anstiegsrichtungen gegen x∗.
GV - Iterationsverlauf, x(0)=[1,2]
 x(0)
 x(1)
 x(2)
 x(3)
 Q(x)>0
 Q(x)<0
x*
–0.5
0.5
1
1.5
2
x2
–1.5 –1 –0.5 0.5 1 1.5
x1
Abb. 5.1 Datei gv 04.ps
Ho¨henlinienbild
bei “einschachtelndem“
Iterationsverlauf des GV mit
x(0) = (1, 2)T
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[-7.5,0.7843,
-0.0820,0.00858,0,-0.4,0.25]
und contours=7
GV fuer Ax=b, A diagonal und indefinit - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 1.0000000000, 2.0000000000] [-1.000e+00, 8.000e+00]
1 [ 1.2549019608,-0.0392156863] [-1.255e+00,-1.569e-01]
2 [-0.1045751634,-0.2091503268] [ 1.046e-01,-8.366e-01]
3 [-0.1312315776, 0.0041009868] [ 1.312e-01, 1.640e-02]
4 [ 0.0109359648, 0.0218719296] [-1.094e-02, 8.749e-02]
5 [ 0.0137235637,-0.0004288614] [-1.372e-02,-1.715e-03]
6 [-0.0011436303,-0.0022872606] [ 1.144e-03,-9.149e-03]
7 [-0.0014351439, 0.0000448482] [ 1.435e-03, 1.794e-04]
8 [ 0.0001195953, 0.0002391907] [-1.196e-04, 9.568e-04]
9 [ 0.0001500804,-0.0000046900] [-1.501e-04,-1.876e-05]
10 [-0.0000125067,-0.0000250134] [ 1.251e-05,-1.001e-04]
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(2) x(0) = (1, 0)T , r(0) = b− Ax(0) = (−1, 0)T .
S1
α0 =
‖r(0)‖22
r(0)TAr(0)
=
1
1
= 1,
x(1) = x(0) + α0r
(0) = (0, 0)T ,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = (0, 0)T ⇒ Stopp mit x(1) = x∗.
Das GV braucht nur endlich viele Schritte.
(3) x(0) = (0, 1)T , r(0) = (0, 4)T .
S1 α0 =
16
−64 = −
1
4
,
x(1) = (0, 0)T ,
r(1) = (0, 0)T ⇒ Stopp wie in (2).
(4) x(0) = (3, 1)T , r(0) = (−3, 4)T .
S1 α0 = − 5
11
,
x(1) =
3
11
(16,−3)T ,
r(1) = −12
11
(4, 3)T .
Das GV divergiert. Die ersten Iterierten sind
m = 4
xv =
[
3 48
11
108
11
1728
121
3888
121
1 −9
11
36
11
−324
121
1296
121
]
GV - Iterationsverlauf, x(0)=[3,1]
x*
 x(0)
 x(1)
 x(2)
 x(3)
 Q(x)>0 Q(x)<0
–5
0
5
10
15
20
x2
10 20 30
x1
Abb. 5.2 Datei gv 03.ps
Ho¨henlinienbild
bei divergentem “Zick-Zack“-
Iterationsverlauf des GV mit
x(0) = (3, 1)T
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[-8,0, 2.5,
8.18,26.78,87.63,286.8]
und contours=7
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(5) x(0) = (2, 1)T , r(0) = (−2, 4)T .
S1
α0 = −1
3
,
x(1) =
1
3
(8,−1)T ,
r(1) = −4
3
(2, 1)T .
In Richtung r(1) gelten fu¨r Q(x) die Beziehungen
Q(x + αr) = f(α) =
10
3
(2α + 1), f ′(α) =
20
3
	= 0
und man kann entlang der Geraden g(α) = x + αr kein Extremum ﬁnden. Der
Ausdruck r(1)TAr(1) ist Null und die na¨chste Schrittzahl α nicht berechenbar.
Startvektor x = [ 2.0000000000000000e+00 1.0000000000000000e+00]
Residuum r = b-Ax = [-2.0000000000000000e+00 4.0000000000000000e+00]
Funktionswert Q(x) = 0.0000000000000000e-01
Anfangsfehlerquadrat r’r = 2.0000000000000000e+01
Schritt k = 1
Suchrichtung p=r=b-Ax = [-2.6666666666666667e+00 -1.3333333333333333e+00]
Suchschritt alpha = -3.3333333333333333e-01
Iterationsvektor x = [ 2.6666666666666667e+00 -3.3333333333333333e-01]
Residuum r = b-Ax = [-2.6666666666666667e+00 -1.3333333333333333e+00]
Funktionswert Q(x) = 3.3333333333333333e+00
Fehlernormquadrat r’r = 8.8888888888888889e+00
Abbruch wegen Nenner r’Ar=0
GV - Iterationsverlauf, x(0)=[2,1]
x*
 x(0)
 x(1)
 Q(x)>0
 Q(x)<0
g
–2
–1
0
1
2
x2
–2 –1 1 2 3 4
x1
Abb. 5.3 Datei gv 02.ps
Ho¨henlinienbild
mit Abbruch bei x(1) des
Iterationsverlaufs des GV mit
g(α) und x(0) = (2, 1)T
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[3.333,1,0]
und contours=7
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(6) x(0) = (−8, 1)T , r(0) = (8, 4)T = 4(2, 1)T .
In Richtung des Vektors (2, 1)T war beim vorhergehenden Test gerade das Problem
der Nulldivision im ersten Schritt aufgetreten, was hier nun schon bei der Anfangs-
rechnung passiert. Das GV bricht ab.
x(0) = (−8, 1.1)T oder x(0) = (−8, 0.9)T .
Fu¨r beide Startvektoren ist die Rechnung durchfu¨hrbar, aber das GV divergiert.
GV - Iterationsverlaeufe, x(0)=[–8,1], [–8,1.1], [–8,0.9]
 x(0)  Q(x)>0
 Q(x)<0
–40
–20
0
20
40
x2
–80 –60 –40 –20 20 40 60 80
x1
Abb. 5.4 Datei gv 05.ps
Ho¨henlinienbild und Iterationsverlauf des GV mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 1.1)T , (−8, 0.9)T (Divergenz)
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[30, 29.58,288,2806, 30.38,-213,1496, 0] und contours=7
GV fuer Ax=b, A diagonal und indefinit - 2 divergente Iterationsverlaeufe
m [ x(m)[1], x(m)[2]] [ x(m)[1], x(m)[2]]
----------------------------------------------------
0 [ -8.000, 1.100] [ -8.000, 0.900]
1 [ -57.619, -26.190] [ 42.632, 23.684]
2 [ -77.916, 10.713] [ 56.131, -6.315]
3 [ -561.182, -255.083] [ -299.120, -166.178]
4 [ -758.867, 104.344] [ -393.838, 44.307]
5 [ -5465.651, -2484.387] [ 2098.740, 1165.967]
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Beispiel 5.3 Sei Ax = b, A = AT und indeﬁnit aus Beispiel 1.5.(
2 1
1 −3
)(
x1
x2
)
=
(
3
1
)
, x∗ =
(
10/7
1/7
)
, x(0) =
(
3/2
1
)
.
Die Funktionale sind zu Ax = b
Q(x1, x2) =
1
2
xTAx− xT b = x21 + x1x2 −
3
2
x22 − 3x1 − x2, Q(x∗) = −
31
14
,
und zu Bx = ATAx = AT b = c
R(x1, x2) =
1
2
(Ax)TAx− (Ax)T b = 5
2
x21 − x1x2 + 5x22 − 7x1, R(x∗) = −5.
x∗ ist Sattelpunkt von Q(x) und Minimumstelle von R(x).
Die Suchrichtung r(x) = b − Ax ⊥ Q(x)=const, 	⊥ R(x)=const, ist Anstiegs- bzw.
Abstiegsrichtung bezu¨glich Q(x).
Der Vektor rˆ(x) = AT r(x) = AT (b− Ax) ⊥ R(x)=const.
GV - Iterationsverlauf, x(0)=[3/2,1]
 x(0)
 x(1)
 x(2)
 x(3)  x
*
 Q(x)>–31/14
 Q(x)<–31/14
–0.5
0
0.5
1
1.5
x2
–0.5 0.5 1 2 2.5
x1
Abb. 5.5 Datei gv 002.ps
Ho¨henlinienbild bei “einschachtelndem“ Iterationsverlauf des GV mit x(0) = (3
2
, 1)T
zu Q(x) = x21 + x1x2 − 32x22 − 3x1 − x2, Q(x∗) = −3114 = −2.214 285...,
mit contours=[-2.5,0,-1.0, -3.25,-2.0417,-2.2431,-2.2095,-2.2151]
und contours=[-31/14]
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x(0) = (3
2
, 1)T ist ein gu¨nstiger Startvektor.
Die ersten Iterierten sowie die zugeho¨rigen und gegen den Nullvektor tendierenden
Residua sind
m = 5
xv =
[
3
2
11
6
17
12
49
36
103
72
311
216
1 1
6
0 5
36
1
6
31
216
]
rv =
[
−1 −5
6
1
6
5
36
−1
36
−5
216
5
2
−1
3
−5
12
1
18
5
72
−1
108
]
Andere Startvektoren werden wir nicht testen. Aber Situationen, wie sie in Beispiel
5.2 aufgetreten sind, ko¨nnen auch hier vorkommen.
5.1.2 GV mit nicht symmetrischer Matrix
In den einfu¨hrenden Beispielen dazu mit deﬁniter Matrix (Beispiel 1.6) bzw. indeﬁ-
niter Matrix (Beispiel 1.7) und mit den Beziehungen (1.8) und (1.9) haben wir die
sich vera¨ndernde Situation schon etwas beleuchtet.
Mit dem “nicht symmetrischen“ Funktional Qns(x) (2.15), in dem die exakte Lo¨sung
noch erscheint, kann man aber nicht weiter rechnen. Also muss man auch hier mit
Q(x), R(x) oder anderen Funktionalen arbeiten. Das werden wir im Weiteren auch
probieren.
(a) Der u¨bliche Zugang fu¨r A 	= AT geht u¨ber die Minimierung der Residuumnorm
‖r(x)‖2 (2.18), was konform ist mit der Symmetrisierung des LGS (Betrachtung des
Normalgleichungssystems ATAx = AT b, B = ATA = BT > 0) und der Minimierung
des Funktionals R(x) (2.19).
Aus der notwendigen Bedingung am Minimum∇R(x) = 0 (4.2) leitet man die Lo¨sung
des LGS (1.1) ab. Der Gradient ∇R(x) ist senkrecht zur Ho¨henlinie R(x) = const
und liefert die Abstiegsrichtung rˆ(x) = −∇R(x) = AT (b− Ax) ⊥ R(x) = const.
(b) Betrachten wir das Funktional Q(x) bei A 	= AT .
Fu¨r seinen Gradienten gilt
∇Q(x) = 1
2
A˜x− b, A˜ = A + AT = A˜T . (5.4)
Als Suchrichtung mu¨sste man dann
r˜(x) = b− 1
2
A˜x (5.5)
wa¨hlen. Damit ist r˜(x) orthogonal zu den Ho¨henlinien von Q(x), aber der Vektor
r(x) = b− Ax 	⊥ Q(x) = const.
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Fu¨hrt man das GV mit r˜(x) aus und gelangt an die Stelle, wo r˜(x) = 0 ist, dann
bedeutet das
0 = r˜(z) = b− 1
2
A˜z, (5.6)
z lo¨st das LGS 1
2
A˜x = b und damit ist
z =
(1
2
A˜
)−1
b (5.7)
und i. Allg. z 	= x∗ = A−1b.
Zum dem LGS 1
2
A˜x = b deﬁniert man formal das Funktional
T (x) = 1
2
xT
(
1
2
A˜
)
x− xT b
= 1
4
xT (A + AT )x− xT b
= 1
2
(
1
2
xTAx− xT b
)
+ 1
2
(
1
2
xTATx− xT b
)
= 1
2
(
1
2
xTAx− xT b
)
+ 1
2
(
1
2
xTAx− bTx︸︷︷︸
=xT b
)T
= 1
2
Q(x) + 1
2
Q(x)T , Q = QT
= Q(x).
(5.8)
Also spielen neben der Symmetrie von A˜ noch weitere Eigenschaften eine Rolle.
Wie steht es mit ihrer positiven Deﬁnitheit?
Wenn A > 0 ist, dann gilt auch A˜ > 0. Das fu¨hrt letztendlich auf die zwei Fa¨lle mit
A positiv deﬁnit oder nicht.
(c) Sei A˜ = A + AT = A˜T > 0.
Dann ist Q(x) = T (x) = 1
4
xT A˜x− xT b eine positive quadratische Form.
Diese hat an der Stelle z (5.7) ein Minimum und
∇Q(x) = 1
2
A˜x− b, ∇Q(z) = 0,
Q(z) = min
x∈Rn
Q(x),
z = arg min
x∈Rn
Q(x).
(5.9)
Mit dem GV und r˜(x) als Abstiegsrichtung gelangt man zu diesem Minimum bei z.
Das GV zu Q(x), jedoch mit r(x) als Suchrichtung liegt in der “Nachbarschaft“ vom
GV zu R(x) mit rˆ(x) als Abstiegsrichtung und kann damit zu x∗ konvergieren.
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(d) Sei A˜ = A˜T indeﬁnit.
Dann hat die quadratische Form Q(x) = T (x) an der Stelle z einen Sattelpunkt und
∇Q(x) = 1
2
A˜x− b,
∇Q(z) = 0.
Das GV zu Q(x) mit r(x) als Suchrichtung (Abstieg-/Anstiegsrichtung) hat mit dem
GV zu R(x) mit rˆ(x) als Abstiegsrichtung i. Allg. nichts zu tun und divergiert.
(e) Einige Beziehungen zwischen verschiedenen Funktionalen und ihren Funktions-
werten an ausgewa¨hlten Stellen.
LGS, Lo¨sung Funktional Eigenschaften
Ax = b Q(x) = 1
2
xTAx− xT b Q(x
2
) = 1
2
(1
4
xTAx− xT b)
Ax∗ = b = Q(x)T ∇Q(x) = 1
2
A˜x− b, A˜ = A + AT
∇Q(z) = 0, 1
2
A˜z = b
z Minimumstelle oder Sattelpunkt
z = (1
2
A˜)−1b 	= x∗ = A−1b
Q(z) >< Q(x
∗) = −1
2
x∗T b
∇Q(x∗) 	= 0,
weil mit Ax∗ = b, x∗TAT = bT folgen
x∗TAx∗ = x∗T b, x∗TATx∗ = bTx∗=x∗T b
x∗T (A + AT )x∗ = 2x∗T b
1
2
x∗T (A + AT )x∗ − x∗T b = 0
1
2
x∗T A˜x∗ − x∗T b = 0
x∗T (1
2
A˜x∗ − b) = 0
	→ 1
2
A˜x∗ − b = 0
1
2
A˜x = b T (x) = 1
2
xT (1
2
A˜)x− xT b ∇T (x) = ∇Q(x) = 1
2
A˜x− b
1
2
A˜z = b = Q(x)
ATAx=AT b R(x) = 1
2
xTATAx−xTAT b ∇R(x) = ATAx− AT b = AT (Ax− b)
ATAx∗=AT b ∇R(x∗) = 0
x∗ = A−1b absolute Minimumstelle
R(x) > R(x∗) = −1
2
‖b‖22 fu¨r x 	= x∗
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Wir deﬁnieren unter Verwendung der bisherigen Funktionale ein zusa¨tzliches S(x).
A˜x = b S(x) = 1
2
xT A˜x− xT b ∇S(x) = A˜x− b = 2∇Q(x) + b
A˜t = b = 2Q(x) + xT b ∇S(t) = 0, A˜t = b
t Minimumstelle oder Sattelpunkt
t = A˜−1b 	= x∗, z
0 = ∇S(t) = 2∇Q(t) + b
= 2(1
2
A˜t− b) + b
= A˜t− b
= 1
2
A˜(2t)− b
→ z = 2t, t = 1
2
z
S(t) = 2Q(t) + tT b
= 2Q(1
2
z) + (1
2
z)T b
= 2[1
2
(1
4
zTAz − zT b)] + 1
2
zT b
= 1
4
zTAz − 1
2
zT b
= 1
2
(1
2
zTAz − zT b)
= 1
2
Q(z)
d. h. mehrere Varianten zur Berechnung von S(t)
S(t) ><
1
2
Q(x∗)
S(0) = 0
S(x∗)= 1
2
x∗T A˜x∗ − x∗T b = 0
S(z) = 1
2
zT A˜z − zT b = zT (1
2
A˜z − b) = zT · 0 = 0
(f) Die Durchfu¨hrung der Strahlenmiminierung fu¨r Q(x) = T (x) = 1
2
xT (1
2
A˜)x− xT b
gema¨ß f(α) = Q(x+αr˜) → min
α
mit der Suchrichtung r˜(x) = −∇Q(x) = b− 1
2
A˜x ⊥
Q(x) = const bringt uns nicht zu x∗, sondern fu¨hrt zu z.
Nehmen wir jedoch alle Informationen vom “symmetrischen Fall“, also die Ausgangs-
matrix A,
r(x) = b− Ax 	⊥ Q(x) = const,
α =
rT r
rTAr
,
dann ist r(x) eine andere Suchrichtung bezu¨glich Q(x) und das Verfahren kann im
Fall A > 0 langsam gegen x∗ konvergieren oder sonst divergieren.
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Ein anderes Funktional anzugeben, das sein eindeutiges Minimum in x∗ besitzt und
nicht ganz so aufwa¨ndig wie R(x) zu berechnen ist, aber natu¨rlich eine gewisse
“Verwandtschaft“ zu diesem haben wird, und mit der Suchrichtung r(x) arbeitet,
ist nicht ohne Weiteres mo¨glich.
Und wie steht es um die Schrittzahl im nicht symmetrischen Fall?
In ( 3.10) wurde ihre Herleitung bei A = AT gemacht. Davon abweichend erha¨lt man
bei A 	= AT
f(α) = Q(x + αp) = 1
2
(x + αp)TA(x + αp)− (x + αp)T b
= Q(x) + 1
2
α(xTAp + xTATp) + 1
2
α2pTAp− αpT b,
= Q(x) + α[xT (1
2
(A + AT ))p− bTp] + 1
2
α2pTAp,
= Q(x) + α[xT (1
2
A˜)− bT ]p + 1
2
α2pTAp,
0 = f ′(α) = [xT (1
2
A˜)− bT ]p + αpTAp,
α¯ =
[bT − xT (1
2
A˜)]p
pTAp
=
(b− 1
2
A˜x)Tp
pTAp
,
f ′′(α) = pTAp.
(5.10)
Ein Iterationslauf mit der Suchrichtung r(x) und der Schrittzahl α¯ anstelle von α
bringt gar nichts, weder eine Konvergenz gegen x∗ noch gegen z. Was z betriﬀt, zeigt
sich dies auch dadurch, dass die Richtungen r(x) fast senkrecht zu den Suchrichtungen
r˜(x) stehen bzw. fast parallel zu den Ho¨henlinien von Q(x) verlaufen und damit sich
kein Fortschritt in Richtung der Stelle z einstellt. Außerdem werden die Schrittzahlen
α¯ betragsma¨ßig sehr klein.
Beispiel 5.4 Sei Ax = b, A 	= AT , A > 0, aus Beispiel 1.6.(
2 1
0 3
)(
x1
x2
)
=
(
3
3
)
, x∗ =
(
1
1
)
, x(0) =
(
1
−1
)
.
Die Funktionale sind zu Bx = ATAx = AT b = c
R(x1, x2) =
1
2
(Ax)TAx− (Ax)T b = 2x21 + 2x1x2 + 5x22 − 6x1 − 12x2
mit seinem Minimum bei x∗ = (1, 1)T und R(x∗) = −9,
zu Ax = b
Q(x1, x2) =
1
2
xTAx− xT b = x21 +
1
2
x1x2 +
3
2
x22 − 3x1 − 3x2, Q(x)T = Q(x),
wobei sein Minimum bei z = (30
23
, 18
23
)T = (1.304 347..., 0.782 608...)T liegt und
Q(z) = −72
23
= −3.130 434..., Q(x∗) = −3, R(z) = −4608
529
= −8.710 775... ist.
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Zum LGS 1
2
A˜x = 1
2
(A + AT )x = b haben wir das Funktional
T (x1, x2) =
1
4
xT (A + AT )x− xT b = 1
4
xT A˜x− xT b = Q(x1, x2), A˜ = A˜T > 0,
eingefu¨hrt, sowie zu A˜x = b das zusa¨tzliche Funktional
S(x1, x2) =
1
2
xT A˜x−xT b = 2x21 + x1x2 + 3x22 − 3x1 − 3x2 = 2Q(x1, x2) + xT b.
Das Minimum von S(x) ist bei t = z
2
= (15
23
, 9
23
)T und
S(t) = −36
23
= 1
2
Q(z) = 2Q(t) + tT b = −1.565 217..., Q(t) = −54
23
, R(t) = −3429
529
.
Auf der Ho¨henlinie S(x) = 0 liegen u. a. die Punkte x∗, z und 0.
GV - Hoehenlinien von  R(x),Q(x),S(x) in [–1,2]x[–1,2]
t
x*
z
S(x)=0
–1
–0.5
0
0.5
1
1.5
2
x2
–1 –0.5 0.5 1 1.5 2
x1
Abb. 5.6 Datei gv 0030.ps
Ho¨henlinienbilder (Ellipsenscharen) zu den Funktionalen
Q(x), Minimum bei z = (1
2
A˜)−1b 	= x∗, contours=[-3.130,-3.1,-3,-2.35,0],
R(x), Minimum bei x∗ = A−1b, contours=[-9,-8.7,-8,-6.45,-3.13,0] und
S(x), Minimum bei t = A˜−1b = z
2
, contours=[-1.565,-1.5,-1.1,0,2,5]
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Das GV fu¨r ATAx = AT b, also zum Funktional R(x), mit der Richtung des steilsten
Abstiegs rˆ(x) = AT (b−Ax) = rd(x) konvergiert. Dabei muss man aber die allgemein
schlechtere Kondition der spd Matrix ATA in Kauf nehmen.
GV fuer A’Ax=A’b - Iterationsverlauf, x(0)=[1,–1]
x*
x(0)
x(1)x(2)
–1
–0.5
0
0.5
1
1.5
x2
–1 –0.5 0.5 1 1.5 2
x1
Abb. 5.7 Datei gv 0031.ps
Ho¨henlinienbild und GV zu R(x),
Minimum bei x∗ = A−1b = (1, 1)T ,
R(x∗) = −9,
Abstiegsrichtung rˆ(x) = AT (b−Ax),
contours=[-9,-8.999,-8.9965,
-8.7372,-7.5,-5,0,11]
GV fuer A’Ax=A’b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rd(m)[1], rd(m)[2]]
-----------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 4.000e+00, 2.000e+01]
1 [ 1.3795620440, 0.8978102190] [-1.314e+00, 2.628e-01]
2 [ 1.0000000000, 0.9737226277] [ 5.255e-02, 2.628e-01]
3 [ 1.0049869470, 0.9986573605] [-1.726e-02, 3.453e-03]
4 [ 1.0000000000, 0.9996547499] [ 6.905e-04, 3.453e-03]
5 [ 1.0000655220, 0.9999823595] [-2.268e-04, 4.536e-05]
6 [ 1.0000000000, 0.9999954639] [ 9.072e-06, 4.536e-05]
Das GV fu¨r Ax = b, also zum Funktional Q(x), mit der Suchrichtung r(x) = b−Ax
konvergiert ebenfalls gegen x∗.
Dabei ist sowohl r(x) 	⊥ Q(x) = const als auch r(x) 	⊥ R(x) = const.
Ersteres ist sinnvoll, denn sonst wu¨rden wir mit r(x) zur Minimumstelle z kommen.
Die andere Bedingung bedeutet, dass r(x) eine “schra¨ge“ Abstiegsrichtung bez. R(x)
darstellt und sich nahe seiner Richtung des steilsten Abstiegs rˆ(x) = AT (b − Ax)
bewegt. Der Vektor rˆ(x) ist in der folgenden Abbildung nicht eingezeichnet.
Die Abstiegsrichtung r˜(x) = b − 1
2
A˜x = rs(x), senkrecht zu den Ho¨henlinien von
Q(x) = T (x), ist die Richtung des steilsten Abstiegs zum LGS 1
2
A˜x = b und liefert
eine gegen die Stelle z konvergierende Folge.
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GV fuer Ax=b und 1/2(A+A’)x=b - Iterationsverlaeufe, x(0)=[1,–1]
t
x*
z
S(x)=0
x(0)
x(1)
x(2)
r(0)
rs(0)
r(1)
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Abb. 5.8 Datei gv 003.ps
Ho¨henlinienbild und GV zu Q(x) mit den Iterierten x(m) und Grenzvektor x∗
(Iterationsverlauf fett gezeichnet), Such-/Abstiegsrichtung r(x) = b− Ax,
Q(x∗) = −3, Q(z) = −72
23
= −3.130 434, Ho¨henlinien zu Q(x) mit
contours=[2,0,-2,-2.9479,-2.9837,-3,-3.0017,-3.10265,-3.13,-3.1302].
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) = rs(x) ⊥ Q(x) = const in den ersten Iterierten,
– Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit Abstiegsrichtung r˜(x),
Konvergenz gegen z (du¨nn gestrichelt),
– Ho¨henlinien von R(x) an den Iterierten, contours=[11,-8.2969,-8.9653,-8.999],
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
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Berechnungen (2 Iterationsverla¨ufe) in Maple mit Digits:=10
GV fuer Ax=b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-----------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 2.000e+00, 6.000e+00]
1 [ 1.6250000000, 0.8750000000] [-1.125e+00, 3.750e-01]
2 [ 1.0000000000, 1.0833333330] [-8.333e-02,-2.500e-01]
3 [ 0.9739583334, 1.0052083330] [ 4.688e-02,-1.563e-02]
4 [ 1.0000000000, 0.9965277774] [ 3.472e-03, 1.042e-02]
5 [ 1.0010850690, 0.9997829858] [-1.953e-03, 6.510e-04]
6 [ 0.9999999995, 1.0001446760] [-1.447e-04,-4.340e-04]
GV fuer 1/2(A+A’)x=b, A<>A’, A>0 - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rs(m)[1], rs(m)[2]]
-----------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 1.500e+00, 5.500e+00]
1 [ 1.4710144930, 0.7270531400] [-3.056e-01, 8.333e-02]
2 [ 1.3026999920, 0.7729570952] [ 8.121e-03, 2.978e-02]
3 [ 1.3052502120, 0.7823079007] [-1.654e-03, 4.512e-04]
4 [ 1.3043389050, 0.7825564392] [ 4.397e-05, 1.612e-04]
5 [ 1.3043527130, 0.7826070673] [-8.957e-06, 2.443e-06]
6 [ 1.3043477790, 0.7826084130] [ 2.380e-07, 8.730e-07]
-----------------------------------------------------------
z [ 1.3043478260, 0.7826086956]
Wir machen noch einen Test mit dem modiﬁzierten GV fu¨r Ax = b, also zum Funk-
tional Q(x), mit der Suchrichtung r(x) = b−Ax und der Schrittzahl α¯ (5.10). Dieses
AV konvergiert weder gegen x∗ = (1, 1)T noch gegen z = (1.304 347..., 0.782 608...)T .
Modifiziertes GV fuer Ax=b, A<>A’, A>0 - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 2.000e+00, 6.000e+00]
1 [ 1.5625000000, 0.6875000000] [-8.125e-01, 9.375e-01]
2 [ 1.4284077020, 0.8422218826] [-6.990e-01, 4.733e-01]
3 [ 1.3858530230, 0.8710366422] [-6.427e-01, 3.869e-01]
4 [ 1.3765936480, 0.8766101947] [-6.298e-01, 3.702e-01]
5 [ 1.3747517940, 0.8776927618] [-6.272e-01, 3.669e-01]
6 [ 1.3743921230, 0.8779031764] [-6.267e-01, 3.663e-01]
7 [ 1.3743221420, 0.8779440793] [-6.266e-01, 3.662e-01]
8 [ 1.3743085360, 0.8779520307] [-6.266e-01, 3.661e-01]
9 [ 1.3743058910, 0.8779535765] [-6.266e-01, 3.661e-01]
10 [ 1.3743053770, 0.8779538768] [-6.266e-01, 3.661e-01]
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Modifiziertes GV - Iterationsverlauf, x(0)=[1,–1]
t
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Abb. 5.9 Datei lgs10 02.ps
Ho¨henlinienbild und modiﬁziertes GV zu Q(x) mit den Iterierten x(m)
(Iterationsverlauf fett gezeichnet), Suchrichtung r(x) = b− Ax, Schrittzahl α¯,
Q(x∗) = −3, Q(z) = −3.130 434, Ho¨henlinien zu Q(x) mit
contours=[2,0,-2,-3,-3.0625,-3.10265,-3.1060,-3.1085].
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) = rs(x) ⊥ Q(x) = const in den ersten Iterierten,
– Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit Abstiegsrichtung r˜(x),
Konvergenz gegen z (du¨nn gestrichelt),
– Ho¨henlinien von R(x) an den Iterierten, contours=[11,-8.230,-8.644,-8.719],
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
Im folgenden Beispiel erho¨hen wir unter Beibehaltung der Matrixeigenschaften die
Dimension des LGS um Eins.
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Beispiel 5.5 Sei Ax = b, A 	= AT , A > 0.
 2 1 00 3 1
1 2 4



 x1x2
x3

 =

 34
7

 , x∗ =

 11
1

 , x(0) =

 1−1
0

 .
Zu Bx = ATAx = AT b = c ist das Funktional R(x) mit seinem Minimum bei
x∗ = (1, 1, 1)T und R(x∗) = −37, zu Ax = b ist es Q(x), wobei sein Minimum bei
z = (38
37
, 16
37
, 54
37
)T = (1.027 027..., 0.432 432..., 1.459 459...)T liegt und
Q(z) = −278
37
= −7.513 513..., Q(x∗) = −7, R(z) = −49050
1369
= −35.829 072... sind.
Das GV konvergiert langsam zur Lo¨sung x∗.
Die Iterationsvektoren x(i), r(i), i = 0, 1, 2, 3, aus den ersten drei Schritten sind die
Spalten der folgenden Felder.
xv =


1 281203
3622049
2732264
1754920830948748060433
1696699048723738646552
−1 1029 103606559562924 247651939900413696913242385578389105520936
0 312203
2164383
2390731
2919010180273619953755
3393398097447477293104


rv =


2 −23203
−3513113
4781462
−153308095029176059601
1696699048723738646552
7 107
−212543
1366132
253200733698913948315
3393398097447477293104
8 −248203
−2176283
19125848
28166378998772096591
58506863749094436088


Rechnung mit Maple bei Digits:=16
GV fuer Ax=b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2], x(m)[3] ] [ r(m)[1], r(m)[2], r(m)[3]]
-------------------------------------------------------------------------------------------
0 [ 1.000000000000,-1.000000000000, 0.000000000000] [ 2.000e+00, 7.000e+00, 8.000e+00]
1 [ 1.384236453202, 0.344827586207, 1.536945812808] [-1.133e-01, 1.429e+00,-1.222e+00]
2 [ 1.325658501521, 1.083419150879, 0.905322681640] [-7.347e-01,-1.556e-01,-1.138e-01]
3 [ 1.034314737354, 1.021727206488, 0.860202692537] [-9.036e-02, 7.462e-02, 4.814e-01]
4 [ 1.012516415105, 1.039728053689, 0.976344076787] [-6.476e-02,-9.553e-02, 2.651e-03]
5 [ 0.991491148401, 1.008713858735, 0.977204805683] [ 8.304e-03,-3.346e-03, 8.226e-02]
6 [ 0.993591623354, 1.007867384386, 0.998013129492] [ 4.949e-03,-2.162e-02,-1.379e-03]
7 [ 0.995295473273, 1.000426193743, 0.997538431425] [ 8.983e-03, 1.183e-03, 1.370e-02]
8 [ 0.997501302204, 1.000716687839, 1.000902210652] [ 4.281e-03,-3.052e-03,-2.544e-03]
9 [ 0.999127090799, 0.999557451371, 0.999936195955] [ 2.188e-03, 1.391e-03, 2.013e-03]
10 [ 0.999624140102, 0.999873494891, 1.000393464272] [ 8.782e-04,-1.395e-05,-9.450e-04]
11 [ 0.999963102068, 0.999868111120, 1.000028734645] [ 2.057e-04, 3.669e-04, 1.857e-04]
12 [ 1.000009140699, 0.999950241892, 1.000070308377] [ 3.148e-05, 7.897e-05,-1.909e-04]
13 [ 1.000020818943, 0.999979539222, 0.999999497734] [-2.118e-05, 6.188e-05, 2.211e-05]
14 [ 1.000014762251, 0.999997238331, 1.000005821714] [-2.676e-05, 2.463e-06,-3.253e-05]
15 [ 1.000007135008, 0.999997940354, 0.999996552069] [-1.221e-05, 9.627e-06, 1.078e-05]
16 [ 1.000003172359, 1.000001064576, 1.000000049222] [-7.409e-06,-3.243e-06,-5.498e-06]
17 [ 1.000001310049, 1.000000249467, 0.999998667211] [-2.870e-06, 5.844e-07, 3.522e-06]
18 [ 1.000000331167, 1.000000448817, 0.999999868714] [-1.111e-06,-1.215e-06,-7.037e-07]
19 [ 1.000000068752, 1.000000161837, 0.999999702535] [-2.993e-07,-1.880e-07, 7.974e-07]
20 [ 0.999999965066, 1.000000096702, 0.999999978751] [-2.683e-08,-2.689e-07,-7.347e-08]
-------------------------------------------------------------------------------------------
25 [ 0.999999997792, 0.999999998586, 1.000000000282] [ 5.830e-09, 3.959e-09, 3.906e-09]
30 [ 1.000000000049, 0.999999999989, 1.000000000022] [-8.640e-11, 1.192e-11,-1.128e-10]
35 [ 1.000000000000, 1.000000000001, 0.999999999999] [-1.117e-12,-5.920e-13, 2.697e-12]
Die Residua genu¨gen der Beziehung r(k−1)T r(k) = 0.
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Ein bisschen komplizierter wird es fu¨r den allgemeinen Fall, wenn die Matrix nicht
symmetrisch und indeﬁnit ist. Die genannten Stellen z und t werden nun Sattelpunk-
te. Wir erla¨utern die Situation anhand des Beispiels 1.7.
Beispiel 5.6
Sei A 	= AT und A indeﬁnit aus Beispiel 1.7.(
0.780 0.563
0.913 0.659
)(
x1
x2
)
=
(
0.217
0.254
)
, x∗ =
(
1
−1
)
, x(0) =
(
1.2
−1.2
)
.
Die Funktionale Q(x) und R(x) haben wir im Beispiel 1.7 schon beschrieben. Dazu
kommt noch das Funktional S(x).
Wir fassen diese in einer U¨bersicht zusammen.
z= (1
2
A˜)−1b Sattelpunkt von Q
z= (44449
30624
,−6329
5104
)T
=
(
1.4514433124346917
−1.2400078369905956
)
Funktional x∗ = A−1b Lo¨sung t = A˜−1b Sattelpunkt von S
x∗ = (1,−1)T t = z
2
= (44449
61248
,− 6329
10208
)T
=
(
0.7257216562173458
−0.6200039184952978
)
Q(x) = 1
2
xTAx− xT b Q(x∗) = −1
2
x∗T b Q(z) = − 37
61248000
= 1
2
xT (1
2
A˜)x− xT b = 37
2000
= −0.6041013584117029 ·10−6
= T (x) = 0.018 5 Q(t) = − 37
81664000
= −0.4530760188087774 ·10−6
R(x) = 1
2
(Ax)TAx−(Ax)T b R(x∗) = −1
2
‖b‖22 R(z) = 357444929375131750400000
= − 22321
400000
= 0.952851707750301 ·10−6
= −0.055 802 5 R(t) = − 83733158005183
1500527001600000
= −0.0558024999989330
S(x) = 1
2
xT A˜x− xT b S(x∗) = 0 S(z) = 0
= 2Q(x) + xT b S(0) = 0 S(t) = 1
2
Q(z) = − 37
122496000
= −0.3020506792058516 ·10−6
Tab. 5.1
Funktionale Q(x), R(x) und S(x) und Funktionswerte an ausgewa¨hlten Stellen
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Im Ho¨henlinienbild mit den drei Funktionalen treten einige Besonderheiten auf.
Die Ho¨henlinie S(x) = 0 ist im Gegensatz zum Beispiel 5.4 keine Ellipse mehr.
Die Niveaulinien S(x) = S(t) = −0.000 000 302... sind sich kreuzenden Kurven
und S(x) = 0 zwei sich fast beru¨hrende Hyperbela¨ste. Sie sind lokal nur mit fei-
ner Auﬂo¨sung zu unterscheiden. Die Punkte 0 und x∗ liegen auf dem linken unteren
Ast, wa¨hrend der Punkt z auf dem rechten oberen sich beﬁndet.
Die Tallinie der sehr lang gestreckten Ellipsenschar zum Funktional R(x) liegt nahe
und fast parallel zu einem Zweig der Ho¨henlinien von S(x) = S(t) und R(t) >≈ R(x∗).
Mit dem anderen Zweig fa¨llt ein Ast der Ho¨henlinie Q(x) = Q(z) = −0.000 000 604...
fast zusammen.
GV - Hoehenlinien von  R(x),Q(x),S(x) in [–0.2,1.8]x[–1.8,0.2]
t
x*
z
Q>Q(z)
Q>Q(z)
Q<Q(z)
S<S(t)
S>S(t)
S>S(t)
S<S(t)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.10 Datei gv 0040.ps
Ho¨henlinienbilder zu den Funktionalen
Q(x) (Hyperbelschar), Sattel bei z = (1
2
A˜)−1b 	= x∗,
contours=[0.2,0.1,0.01776,0,-0.00000060410,-0.001,-0.01,-0.03],
R(x) (Ellipsenschar), Minimum bei x∗ = A−1b,
contours=[-0.0558025,-0.0558,-0.053,0] und contours=5,
S(x) (Hyperbelschar), Sattel bei t = A˜−1b = z
2
,
contours=[0.2,0.05,0,-0.00000030205,-0.0000261,-0.001,-0.00888]
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Das GV fu¨r ATAx = AT b, also zum Funktional R(x), mit der Richtung des steilsten
Abstiegs rˆ(x) = AT (b−Ax) konvergiert. Dabei muss man aber die allgemein schlech-
tere Kondition der spd Matrix ATA in Kauf nehmen.
GV fuer A’Ax=A’b - Iterationsverlauf, x(0)=[1.2,–1.2]
x*
zx(0)
x(1)
x(2)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.11 Datei gv 0041.ps
Ho¨henlinienbild und GV zu R(x),
Minimum bei x∗ = A−1b = (1,−1)T ,
R(x∗) = −0.0558 025,
Abstiegsrichtung rˆ(x) = AT (b−Ax),
contours=[0.05,0,-0.03,-0.05357,
-0.0558,-0.0558025],
dazu Ho¨henlinie
Q(x) = Q(z) = −0.000 000 604...
Berechnungen in Maple mit Digits:=24
GV fuer A’Ax=A’b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [rd(m)[1],rd(m)[2]]
----------------------------------------------------------------------------
0 [1.20000000000000000000000,-1.20000000000000000000000] [-8.0e-02,-5.7e-02]
1 [1.16341797148391625295701,-1.22640475027802150139476] [-7.4e-14, 1.0e-13]
2 [1.00000000000215594235871,-1.00000000000214027421180] [-8.8e-13,-6.3e-13]
3 [1.00000000000175416320875,-1.00000000000243027666798] [-1.0e-24, 2.0e-24]
4 [1.00000000000175416320873,-1.00000000000243027666794] [-1.2e-23,-6.0e-24]
5 [1.00000000000175416320872,-1.00000000000243027666794] [-1.0e-24, 2.0e-24]
6 [1.00000000000175416320870,-1.00000000000243027666790] [-1.2e-23,-6.0e-24]
Die schlechte Kondition der Matrix cond2(A
TA) ≈ 0.5 · 1013 gestattet keine weitere
signiﬁkante Verbesserung der Iterierten (nur Vera¨nderungen in den letzten Dezimal-
stellen). Im Beispiel 3.6, wo wir das GV fu¨r das Normalgleichungssystem testeten,
haben wir den Einﬂuss des Gleitpunktformats Digits:=k in Maple auf die numeri-
sche Rechnung verdeutlicht. Wir mussten schon u¨ber Digits:=16 hinausgehen, um
den Verlust von ungefa¨hr 12 Dezimalstellen durch die Matrixkondition zu kompen-
sieren und zumindest nach wenigen Schritten in den Iterierten einige Nullen nach
dem Komma zu garantieren.
Das GV divergiert fu¨r Ax = b, also zum Funktional Q(x), mit der Suchrichtung
r(x) = b− Ax, die sowohl 	⊥ Q(x) = const als auch 	⊥ R(x) = const ist.
Der Vektor r˜(x) = b − 1
2
A˜x ⊥ Ho¨henlinien von Q(x) = T (x) ist die Suchrichtung
(Abstieg/Anstieg) zum LGS 1
2
A˜x = b und liefert eine gegen z konvergierende Folge.
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GV fuer Ax=b und 1/2(A+A’)x=b - Iterationsverlauf, x(0)=[1.2,–1.2]
x*
zx(0)
x(1)
x(2)
x(3)
–1.5
–1
–0.5
0
0.5 1 1.5
x2
x1
Abb. 5.12 Datei gv 004.ps
Ho¨henlinienbild und GV zu Q(x) mit den Iterierten x(m)
(divergenter “Zick-Zack“- Iterationsverlauf fett gezeichnet),
Q(x∗) = 0.0185, Q(z) = −0.000 000 604..., Suchrichtung r(x) = b− Ax,
Vektor r˜(x) ⊥ Q(x) = const in den Iterierten eingetragen,
Ho¨henlinien zu Q(x) mit contours=[-0.0495,-0.000431,-0.000000604,
0.00000984,0.0114,0.01776,0.0185,0.02995,0.05397].
Zusa¨tzlich eingezeichnet:
– Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit Abstiegsrichtung r˜(x),
Konvergenz gegen z (du¨nn gestrichelt),
– Ho¨henlinien von R(x) an den Iterierten,
contours=[-0.0558025,-0.05357,-0.034405,0.14931],
– Funktional S(x) mit Ho¨henlinie S(x) = 0.
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Berechnungen (2 Iterationsverla¨ufe) in Maple mit Digits:=24
(Ausgabe der Iterierten mit 10 Nachkommastellen)
Divergenz des GV fu¨r Ax = b
GV fuer Ax=b, A<>A’, A indefinit - divergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 1.2000000000, -1.2000000000] [-4.340e-02,-5.080e-02]
1 [ 1.1698401737, -1.2353022851] [-1.490e-07, 1.273e-07]
2 [ 1.6192287222, -1.6192287222] [-1.344e-01,-1.573e-01]
3 [ 1.5258495688, -1.7285296668] [-4.613e-07, 3.941e-07]
4 [ 2.9172210521, -2.9172210521] [-4.160e-01,-4.870e-01]
5 [ 2.6281057829, -3.2556324733] [-1.428e-06, 1.220e-06]
6 [ 6.9359917117, -6.9359917117] [-1.288e+00,-1.508e+00]
7 [ 6.0408493179, -7.9837620713] [-4.422e-06, 3.778e-06]
8 [19.3786828140,-19.3786828140] [-3.988e+00,-4.668e+00]
------------------------------------------------------------
xs [ 1, -1 ]
Konvergenz des GV fu¨r 1
2
A˜x = b gegen z, r˜(x) = b− 1
2
A˜x = rs(x)
GV fuer 1/2(A+A’)x=b, A<>A’, A indefinit - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rs(m)[1], rs(m)[2]]
-------------------------------------------------------------
0 [ 1.2000000000, -1.2000000000] [ 1.666e-01, 1.592e-01]
1 [ 1.3141497896, -1.0909204892] [-2.938e-03, 3.074e-03]
2 [ 1.4575423387, -1.2409782698] [-4.041e-03,-3.862e-03]
3 [ 1.4547735136, -1.2436241099] [ 7.125e-05,-7.456e-05]
4 [ 1.4512953740, -1.2399842981] [ 9.802e-05, 9.367e-05]
5 [ 1.4513625348, -1.2399201204] [-1.728e-06, 1.809e-06]
6 [ 1.4514469008, -1.2400084080] [-2.378e-06,-2.272e-06]
7 [ 1.4514452718, -1.2400099646] [ 4.192e-08,-4.387e-08]
8 [ 1.4514432254, -1.2400078231] [ 5.767e-08, 5.511e-08]
9 [ 1.4514432649, -1.2400077854] [-1.017e-09, 1.064e-09]
10 [ 1.4514433145, -1.2400078373] [-1.399e-09,-1.337e-09]
11 [ 1.4514433136, -1.2400078382] [ 2.467e-11,-2.581e-11]
12 [ 1.4514433124, -1.2400078370] [ 3.393e-11, 3.242e-11]
-------------------------------------------------------------
z [ 1.4514433124, -1.2400078369]
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5.2 Verfahren der konjugierten Gradienten
5.2.1 CG mit symmetrischer indefiniter Matrix
Man bemerkt eine gewisse A¨hnlichkeit zu den Betrachtungen des GV im Kapitel
5.1.1. Das betriﬀt zuna¨chst die Geometrie und Sattelpunktsituation der Funktionale
Q(x) und δQ(x) an der Lo¨sung x
∗ sowie die Lo¨sungsmannigfaltigkeit.
Bei der Berechnung der Schrittzahl
α =
pT r
(Ap)Tp
=
rTp
pTAp
=
‖r‖22
pTAp
(5.11)
kann der Nenner Null sein, also pTAp = 0.
Dann ist α nicht berechenbar, d. h. die Strahlenminimierung der Funktion f(α) =
Q(x + αp), erstes p = r, weitere Suchrichtungen p = r + βpalt, ist geometrisch nicht
durchfu¨hrbar.
Dann ist auch in der Formel fu¨r die Gro¨ße
β = −p
TArneu
(Ap)Tp
= −p
TArneu
pTAp
=
‖rneu‖22
‖r‖22
(5.12)
der Nenner gleich Null. Das CG bricht ab.
Tritt dieser Sonderfall nicht auf, endet das CG normal und bei exakter Rechnung
spa¨testens nach n Schritten an der Lo¨sung x∗. Die Suchvektoren p sind A-orthogonal.
Der Vektor p stellt entweder eine Abstiegs- oder Anstiegsrichtung dar.
Beispiel 5.7
Sei Ax = b, A = AT und indeﬁnit aus den Beispielen 1.4, 5.2.(
1 0
0 −4
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Wir rechnen mit verschiedenen Startvektoren den ersten Schritt oder mehrere An-
fangsschritte des CG.
(1) x(0) = (1, 2)T Startvektor,
r(0) = b− Ax(0) = (−1, 8)T Anfangsresiduum,
p(0) = r(0) = (−1, 8)T Anfangssuchrichtung.
S1
α0 =
‖r(0)‖22
p(0)TAp(0)
=
65
−255 = −
13
51
,
x(1) = x(0) + α0p
(0) =
2
51
(32,−1)T = (1.254...,−0.039...)T ,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = − 8
51
(8, 1)T ,
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β0 =
‖r(1)‖22
‖r(0)‖22
=
64
2601
,
p(1) = r(1) + β0p
(0) =
104
2601
(−32, 1)T .
S2 α1 =
51
52
,
x(2) = (0, 0)T ,
r(2) = (0, 0)T → Stopp mit x(2) = x∗.
Das CG konvergiert mit Abstiegs- und Anstiegsrichtungen gegen x∗.
CG - Iterationsverlauf, x(0)=[1,2]
x =x(2)*
x(1)
x(0)
Q(x)>0
Q(x)<0
–0.5
0
0.5
1
1.5
2
x2
–1.5 –1 –0.5 0.5 1 1.5
x1
Abb. 5.13 Datei cg 04.ps
Ho¨henlinienbild
bei endlichem
Iterationsverlauf des CG mit
x(0) = (1, 2)T
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[-7.5,-0.5,0,
0.7843] und contours=7
Startvektor x=[ 1.0000000000000000e+00 2.0000000000000000e+00]
Residuum r = b-Ax=[-1.0000000000000000e+00 8.0000000000000000e+00]
Funktionswert Q(x)= -7.5000000000000000e+00
Anfangsfehlerquadrat r’r= 6.5000000000000000e+01
Schritt k = 1
Suchrichtung p=[-1.0000000000000000e+00 8.0000000000000000e+00]
Suchschritt alpha= -2.5490196078431373e-01
Iterationsvektor x=[ 1.2549019607843137e+00 -3.9215686274509804e-02]
Residuum r = b-Ax=[-1.2549019607843137e+00 -1.5686274509803922e-01]
Funktionswert Q(x)= 7.8431372549019608e-01
Fehlernormquadrat r’r= 1.5993848519800077e+00
Schritt beta= 2.4605920799692426e-02
neue Suchrichtung p=[-1.2795078815840062e+00 3.9984621299500192e-02]
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Schritt k = 2
Suchrichtung p=[-1.2795078815840062e+00 3.9984621299500192e-02]
Suchschritt alpha= 9.8076923076923077e-01
Iterationsvektor x=[ 0.0000000000000000e-01 0.0000000000000000e-01]
Residuum r = b-Ax=[ 0.0000000000000000e-01 0.0000000000000000e-01]
Funktionswert Q(x)= 0.0000000000000000e-01
Fehlernormquadrat r’r= 0.0000000000000000e-01
CG fuer Ax=b, A=A’ indefinit - konv. endlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2] ]
-------------------------------------------------------------
0 [ 1.0000000000, 2.0000000000] [-1.000e+00, 8.000e+00]
1 [ 1.2549019608, -0.0392156863] [-1.255e+00, -1.569e-01]
2 [ 0.0000000000, 0.0000000000] [ 0.000e-01, 0.000e-01]
(2) x(0) = (1, 0)T , r(0) = b− Ax(0) = (−1, 0)T = p(0).
S1
α0 =
‖r(0)‖22
p(0)TAp(0)
=
1
1
= 1,
x(1) = x(0) + α0p
(0) = (0, 0)T ,
r(1) = b− Ax(1) = r(0) − α0Ap(0) = (0, 0)T ⇒ Stopp mit x(1) = x∗.
Das CG braucht weniger als n = 2 Schritte.
(3) x(0) = (0, 1)T , r(0) = (0, 4)T = p(0).
S1 α0 =
16
−64 = −
1
4
,
x(1) = (0, 0)T ,
r(1) = (0, 0)T ⇒ Stopp wie in (2).
(4) x(0) = (3, 1)T , r(0) = (−3, 4)T = p(0).
S1 α0 = − 5
11
,
x(1) =
3
11
(16,−3)T = (4.363 636...,−0.818 181...)T ,
r(1) = −12
11
(4, 3)T ,
β0 =
144
121
, p(1) =
60
121
(−16, 3)T .
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S2
α1 =
11
20
,
x(2) = (0, 0)T , r(2) = (0, 0)T → Stopp mit x(2) = x∗.
Das CG konvergiert in n = 2 Schritten mit Anstiegs- und Abstiegsrichtung gegen x∗.
CG - Iterationsverlauf,  x(0)=[3,1]
Q(x)>0
Q(x)<0
x =x(2)*
x(1)
x(0)
–2
–1
0
1
2
x2
–1 1 2 3 4 5
x1
Abb. 5.14 Datei cg 03.ps
Ho¨henlinienbild
bei endlichem
Iterationsverlauf des CG mit
x(0) = (3, 1)T
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[-1.5,2.5,
8.1818] und contours=7
(5) x(0) = (2, 1)T , r(0) = 2(−1, 2)T = p(0).
S1
α0 = −1
3
,
x(1) =
1
3
(8,−1)T , r(1) = −4
3
(2, 1)T ,
β0 =
4
9
, p(1) =
4
9
(−8, 1)T .
S2
α1 =
3
4
,
x(2) = (0, 0)T , r(2) = (0, 0)T → Stopp mit x(2) = x∗.
Das CG konvergiert in n = 2 Schritten mit Anstiegs- und Abstiegsrichtung gegen x∗.
Notwendig zur Durchfu¨hrung des CG ist die Bedingung p(m)TAp(m) 	= 0.
Fu¨r p(0) = 2(−1, 2)T , p(1) = 4
9
(−8, 1)T erha¨lt man p(0)TAp(0) = −60, p(1)TAp(1) = 320
27
sowie die A-Orthogonalita¨t gema¨ß
p(0)TAp(1) = (p(0)TAp(1))T = p(1)TAp(0) = 2(−1, 2)T
(
1 0
0 −4
)( −8
1
)
4
9
= 0.
Das GV bricht nach dem ersten Schritt wegen r(1)TAr(1) = 0 ab.
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CG - Iterationsverlauf, x(0)=[2,1], Vergleich mit GV
Q(x)>0
Q(x)<0
x =x(2)*
x(1)
x(0)
–2
–1
0
1
2
x2
–1 1 2 3 4
x1
Abb. 5.15 Datei cg 02.ps
Ho¨henlinienbild
bei endlichem
Iterationsverlauf des CG mit
x(0) = (2, 1)T
zu Q(x) = 1
2
x21 − 2x22, Q(x∗) = 0,
mit contours=[-2.5,3.333]
und contours=7,
Abbruch von GV bei x(1)
(6) x(0) = (−8, 1)T , r(0) = 4(2, 1)T = p(0).
Beim GV mit dem Startvektor x(0) = (2, 1)T war von x(1) = 1
3
(8,−1)T aus in Rich-
tung des Vektors r(1) = −4
3
(2, 1)T das Problem der Nulldivision aufgetreten, was hier
nun schon bei der Anfangsrechnung passiert. Das CG bricht wegen p(0)TAp(0) = 0 im
Nenner von α0 ab. In Richtung p
(0) ist die Funktion f(α) = Q(x(0) + αp(0)) streng
monoton fallend und f ′(α) 	= 0.
x(0) = (−8, 1.1)T oder x(0) = (−8, 0.9)T .
Fu¨r beide Startvektoren ist die Rechnung durchfu¨hrbar und CG konvergiert.
CG - Iterationsverlauf, x(0)=[–8,1], [–8,1.1],[–8,0.9]
Q(x)>0
Q(x)<0
x(0)
x11(1)
x09(1)
x*
–30
–20
–10
0
10
20
30
x2
–60 –40 –20 20 40 60
x1
Abb. 5.16 Datei cg 05.ps
Ho¨henlinienbild und Iterationsverlauf des CG mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 1.1)T , (−8, 0.9)T (Konvergenz)
mit contours=[30, 29.58,288.09, 30.38,-213.16, 0] und contours=7
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CG fuer Ax=b, A=A’ indefinit - 2 konvergente Iterationsverlaeufe
m [x(m)[1],x(m)[2]] Q(x(m)) [x(m)[1],x(m)[2]] Q(x(m))
----------------------------------------------------------------------
0 [ -8.000, 1.100] 29.58 [ -8.000, 0.900] 30.38
1 x11(1)=[-57.619,-26.190] 288.095 x09(1)=[ 42.632, 23.684] -213.157
2 [ 0, 0 ] 0 [ 0, 0 ] 0
Beispiel 5.8 Sei Ax = b, A = AT und indeﬁnit aus den Beispielen 1.5, 5.3.(
2 1
1 −3
)(
x1
x2
)
=
(
3
1
)
, x∗ =
(
10/7
1/7
)
.
Wir testen das CG mit dem Startvektor x(0) = (3
2
, 1)T .
Bei Durchfu¨hrbarkeit (p(m)TAp(m) 	= 0) und exakter Arithmetik werden maximal
zwei Schritte gemacht, wobei p(0) = r(0) ⊥ Q(x)=const eine Anstiegs- und p(1) =
r(1) + β0p
(0) 	⊥ Q(x)=const eine Abstiegsrichtung bezu¨glich Q(x) sind.
CG - Iterationsverlauf, x(0)=[1.5,1], Vergleich mit GV
Q(x)>–31/14
Q(x)<–31/14
x =x(2)* x(1)
x(0)
p(0)
p(1)
–0.5
0
0.5
1
1.5
x2
–0.5 0.5 1 1.5 2 2.5
x1
Abb. 5.17 Datei cg 002.ps
Ho¨henlinienbild bei endlichem Iterationsverlauf des CG mit x(0) = (1.5, 1)T
zu Q(x) = x21 + x1x2 − 32x22 − 3x1 − x2, Q(x∗) = −3114 = −2.214 285...,
mit contours=[-2.5,0,-1.0, -3.25,-2.0417,-2.2431,-2.2095,-2.2151]
und contours=[-31/14], Vergleich mit GV (du¨nn gestrichelter Linienzug)
x(0) = (3
2
, 1)T ist ein gu¨nstiger Startvektor. Andere Startvektoren werden wir nicht
testen. Aber Situationen, wie sie in Beispiel 5.7 aufgetreten sind, ko¨nnen auch hier
vorkommen.
Das CG fu¨r Bx = ATAx = AT b = c, verbunden mit dem Funktional R(x) und seiner
Richtung des steilsten Abstiegs rˆ(x) = AT (b− Ax) liefert keine neuen Erkenntnisse.
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5.2.2 CG mit nicht symmetrischer Matrix
Auch hier kann man die Funktionale Q(x) = T (x), R(x), S(x) betrachten, die wir im
Kapitel 5.1.2 fu¨r das GV mit nicht symmetrischer Matrix verwendet haben.
Als erste Besonderheit ist wie zum CG fu¨r A = AT und indeﬁnit (Kap. 5.2.1) bei der
Berechnung der Schrittzahlen α und β gema¨ß (5.11) bzw. (5.12) die Durchfu¨hrbarkeit
zu beachten. Das bedeutet fu¨r die Gro¨ße im Nenner der Test
(Ap)Tp = 0 bzw. pTAp = 0.
Weiterhin gibt es fu¨r nicht symmetrische Matrizen Probleme bei der Konstruktion
der A-orthogonalen Suchvektoren p, die im Normalfall einen Vektorraum mit stetig
wachsender Dimension gebildet haben und die Endlichkeit des CG bewirkten sowie
letztendlich eine Vereinfachung der hergeleiteten Schrittzahlen in der Form
α =
‖r‖22
pTw
, w = Ap, β =
‖rneu‖22
‖r‖22
(5.13)
erlaubten.
Was passiert, wenn man bei A 	= AT im CG einfach mit diesen Werten rechnet?
Oder ist es zumindest sinnvoll, dann mit den originalen Formeln
α =
pT r
pTw
, β = −p
TArneu
pTw
, w = Ap, (5.14)
zu arbeiten, wie sie bei der Herleitung des Verfahrens in Kapitel 3.6.2 zuna¨chst dar-
gestellt worden sind.
Was bleibt dann von der A-Orthogonalita¨t der Suchrichtungen u¨brig? Nach den Be-
trachtungen zur Optimalita¨t von AV im Kapitel 3.4 sollte im Fall von A 	= AT und
(5.14) zumindest die Bedingung (3.59) in den abgeschwa¨chten Formen, also
p(j)TAp(m) = 0, j = 0, 1, ...,m− 1, bzw. p(m−1)TAp(m) = 0 (5.15)
erfu¨llt sein. Erha¨lt man dann die Endlichkeit des Verfahrens?
Diese Fragestellungen und Vergleiche zum GV in den Varianten A > 0 bzw. A in-
deﬁnit sollen an den schon mehrfach genannten Beispielen erla¨utert und illustriert
werden.
Dabei wird der Iterationsverlauf verfolgt. Neben der Suchrichtung p(x) – erste Such-
richtung p(x) = r(x) ist eine Richtung des steilsten Abstiegs/Anstiegs zu Q(x),
p(x) = r(x)+βpalt(x) sind weitere Suchrichtungen – werden auch andere Richtungs-
vektoren angezeigt. So sind die Vektoren
– r(x) = b− Ax 	⊥ zu Q(x) = const und 	⊥ zu R(x) = const,
– r˜(x) = b− 1
2
A˜x ⊥ zu Ho¨henlinien von Q(x), Richtung des steilsten Ab-/Anstiegs,
– rˆ(x) = AT (b− Ax) als Richtung des steilsten Abstiegs zu R(x)
von Interesse.
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Beispiel 5.9 Sei Ax = b, A 	= AT , A > 0 aus den Beispielen 1.6, 5.4.(
2 1
0 3
)(
x1
x2
)
=
(
3
3
)
, x∗ =
(
1
1
)
, x(0) =
(
1
−1
)
.
Wir erinnern uns an das Ho¨henlinienbild mit den verschiedenen Minimumstellen.
CG - Hoehenlinien von  R(x),Q(x),S(x) in [–1,2]x[–1,2]
t
x*
z
S(x)=0
–1
–0.5
0
0.5
1
1.5
2
x2
–1 –0.5 0.5 1 1.5 2
x1
Abb. 5.18 Datei cg 0030.ps
Ho¨henlinienbilder (Ellipsenscharen)
zu den Funktionalen
Q(x), Minimum bei z = (1
2
A˜)−1b 	= x∗,
R(x), Minimum bei x∗ = A−1b, und
S(x), Minimum bei t = A˜−1b = z
2
Das CG fu¨r ATAx = AT b, also zu R(x), mit der Abstiegsrichtung p(x) (1. Schritt
wie im GV) konvergiert (theoretisch) maximal nach zwei Schritten. Dabei muss man
aber die allgemein schlechtere Kondition der spd Matrix ATA in Kauf nehmen.
CG fuer A’Ax=A’b, A<>A’, A>0 - konv. endlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rd(m)[1], rd(m)[2]]
-----------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 4.000e+00, 2.000e+01]
1 [ 1.3795620440, 0.8978102190] [-1.314e+00, 2.628e-01]
2 [ 1, 1 ] [ 0, 0 ]
Das u¨bliche CG fu¨r Ax = b, also zum Funktional Q(x), mit der Suchrichtung p(x)
und den Schrittzahlen α und β gema¨ß (5.13) zeigt zwar einen anfa¨nglichen starken
Trend zur Lo¨sung x∗ hin, tut aber letztendlich nicht konvergieren.
Dabei ist sowohl p(x) 	⊥ Q(x) = const als auch p(x) 	⊥ R(x) = const.
Ersteres ist sinnvoll, denn sonst wu¨rden wir mit p(x) zur Minimumstelle z kom-
men. Die andere Bedingung bedeutet, dass p(x) eine “schra¨ge“ Abstiegsrichtung bez.
R(x) darstellt, aber sich nicht nahe genug seiner Richtung des steilsten Abstiegs
rˆ(x) = AT (b − Ax) bewegt. Der Vektor rˆ(x) ist in der folgenden Abbildung nicht
eingezeichnet.
Die Abstiegsrichtung r˜(x) = b − 1
2
A˜x = rs(x), senkrecht zu den Ho¨henlinien von
Q(x) = T (x), ist die Richtung des steilsten Abstiegs zum LGS 1
2
A˜x = b und liefert
eine gegen die Stelle z konvergierende Folge.
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CG fuer Ax=b und 1/2(A+A’)x=b - Iterationsverlauf,  x(0)=[1,–1]
t
x*
z
S(x)=0
x(0)
x(1)
x(2)
x(3)
x(4)
p(0)=r(0)
rs(0)
p(1)
rs(1)
–1
–0.5
0
0.5
1
1.5
2
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x1
Abb. 5.19 Datei cg 003.ps
Ho¨henlinienbild und CG zu Q(x) mit den Iterierten x(m) (Iterationsverlauf fett ge-
zeichnet), Suchrichtung p(x), Q(x∗) = −3, Q(z) = −3.130 434,
Ho¨henlinien zu Q(x) mit contours=[2,0,-2,-3,-2.875,-2.8874,-2.9408,
-3.0059,-3.0383,-3.0409,-3.0311,-3.10265,-3.1304].
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) = rs(x) ⊥ Q(x) = const in den ersten Iterierten,
– Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit Abstiegsrichtung r˜(x),
Konvergenz gegen z in 2 Schritten (du¨nn gestrichelt),
– Ho¨henlinien von R(x) an den Iterierten, contours=[11,-8.2969,-8.793,-8.962,
-8.9768,-8.9777,-8.9864,-8.9919,-8.9929],
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
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CG fuer Ax=b - divergenter  Iterationsverlauf, x(0)=[1,–1] ab x(2)
x*
z
S(x)=0
Q(x)=c
R(x)=c
x(2)
x(3)
x(4)
x(5) x(6)
x(7)
x(50)
x(100)
x(150)
x(200)
x(250)
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
x2
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
x1
Abb. 5.20 Datei cg 0031.ps
Ho¨henlinienbild und CG zu Q(x) mit den Iterierten x(m), m = 2, 3, ...,
bei lokaler Betrachtung, Suchrichtung p(x),
Q(x∗) = −3, Q(z) = −3.130 434, Ho¨henlinien zu Q(x) mit
contours=[-2.875,-2.8874,-2.9408,-3,-3.0059,-3.0383,-3.0409]
Zusa¨tzlich eingezeichnet:
– Ho¨henlinien von R(x) an den Iterierten,
contours=[-8.2969,-8.793,-8.962,-8.9768,-8.9777,-8.9864,-8.9919]
CG fuer Ax=b, A<>A’, A>0 - divergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2] ]
----------------------------------------------------------
0 [ 1.000000000,-1.000000000] [ 2.000e+00, 6.000e+00]
1 [ 1.625000000, 0.875000000] [-1.125e+00, 3.750e-01]
----------------------------------------------------------
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2 [ 1.062500000, 1.187500000] [-3.125e-01,-5.625e-01]
3 [ 0.887667521, 1.078069849] [ 1.466e-01,-2.342e-01]
4 [ 0.896524084, 0.992596330] [ 2.144e-01, 2.221e-02]
5 [ 0.968121823, 0.942340808] [ 1.214e-01, 1.730e-01]
6 [ 1.031071008, 0.945115413] [-7.257e-03, 1.647e-01]
7 [ 1.057521370, 0.967750713] [-8.279e-02, 9.675e-02]
----------------------------------------------------------
8 [ 1.062276737, 0.992504011] [-1.171e-01, 2.249e-02]
9 [ 1.052009082, 1.016941051] [-1.210e-01,-5.082e-02]
10 [ 1.028721803, 1.036815328] [-9.426e-02,-1.104e-01]
11 [ 0.999899098, 1.046381094] [-4.618e-02,-1.391e-01]
12 [ 0.974778094, 1.045463875] [ 4.980e-03,-1.364e-01]
13 [ 0.957104379, 1.038084017] [ 4.771e-02,-1.143e-01]
14 [ 0.946277135, 1.027687474] [ 7.976e-02,-8.306e-02]
15 [ 0.940791943, 1.015891492] [ 1.025e-01,-4.767e-02]
16 [ 0.939749721, 1.003214075] [ 1.173e-01,-9.642e-03]
17 [ 0.942985227, 0.989926815] [ 1.241e-01, 3.022e-02]
18 [ 0.950642324, 0.976604813] [ 1.221e-01, 7.019e-02]
19 [ 0.962567322, 0.964295108] [ 1.106e-01, 1.071e-01]
20 [ 0.977871179, 0.954258070] [ 9.000e-02, 1.372e-01]
30 [ 1.080384141, 0.988754254] [-1.495e-01, 3.374e-02]
40 [ 1.011543145, 1.075459799] [-9.855e-02,-2.264e-01]
50 [ 0.902263592, 1.065342300] [ 1.301e-01,-1.960e-01]
60 [ 0.871469759, 0.999551097] [ 2.575e-01, 1.347e-03]
70 [ 0.913108920, 0.917707117] [ 2.561e-01, 2.469e-01]
80 [ 1.018170478, 0.862819929] [ 1.008e-01, 4.115e-01]
90 [ 1.123113653, 0.865978369] [-1.122e-01, 4.021e-01]
100 [ 1.190017270, 0.906869275] [-2.869e-01, 2.794e-01]
150 [ 1.007722566, 1.234321962]
200 [ 0.623995852, 1.129342167]
250 [ 0.664786953, 0.793829157]
300 [ 1.106340551, 0.534751570]
Wir kontrollieren noch einige Eigenschaften der auftretenden Vektoren.
Bei exakter Rechnung haben wir aus den ersten drei Schritten die Iterationsvektoren
x(i), r(i), p(i), i = 0, 1, 2, 3, als Spalten der folgenden Felder.
m = 3
xv =
[
1 138
17
16
85841
96704
−1 78 1916 312761290112
]
rv =
[
2 −98
−5
16
42529
290112
6 38
−9
16
−22649
96704
]
pv =
[
2 −135128
−319
512
5339196521
168329945088
6 75128
−599
1536
−154583637359
504989835264
]
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Wegen A 	= AT ist die A-Orthogonalita¨t der Suchrichtungen p(i) nicht erfu¨llt.
p(0)TAp(1) = 7.5 p(1)TAp(0) = p(0)TATp(1) = 0
p(0)TAp(2) = −10.291... p(2)TAp(0) = −13.25
p(0)TAp(3) = −5.995... p(3)TAp(0) = −5.192...
p(1)TAp(2) = 1.040... p(2)TAp(1) = 0.263...
p(1)TAp(3) = −0.282... p(3)TAp(1) = −0.586...
p(2)TAp(3) = 0.509... p(3)TAp(2) = 0.306...
Genauso geht die Orthogonalita¨t der Vektoren r(i) verloren.
r(0)T r(1) = r(1)T r(0) = 0
r(0)T r(2) = r(2)T r(0) = −4
r(0)T r(3) = r(3)T r(0) = −1.112...
r(1)T r(2) = r(2)T r(1) = 0.140...
r(1)T r(3) = r(3)T r(1) = −0.252...
r(2)T r(3) = r(3)T r(2) = 0.085...
Wir testen noch zwei Versionen des CG mit kleinen Vera¨nderungen im Algorithmus.
Wir machen zuna¨chst eine Rechnung mit dem modiﬁzierten CG fu¨r Ax = b, also
zum Funktional Q(x), mit der Suchrichtung p(x) und der Schrittzahl α¯ (5.10), d. h.
α¯k =
(b− 1
2
A˜x(k))T p(k)
p(k)TAp(k)
.
Dieses AV konvergiert weder gegen x∗=(1, 1)T noch gegen z=(1.304 347.., 0.782 608..)T .
Modifiziertes CG fuer Ax=b, A<>A’, A>0 - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-----------------------------------------------------------
0 [ 1.000000000,-1.000000000] [ 2.000e+00, 6.000e+00]
1 [ 1.562500000, 0.687500000] [-8.125e-01, 9.375e-01]
2 [ 1.472667192, 0.830192474] [-7.755e-01, 5.094e-01]
3 [ 1.437257179, 0.864886870] [-7.394e-01, 4.053e-01]
4 [ 1.418492076, 0.879790509] [-7.168e-01, 3.606e-01]
5 [ 1.406976864, 0.887879530] [-7.018e-01, 3.364e-01]
6 [ 1.399220614, 0.892900365] [-6.913e-01, 3.213e-01]
7 [ 1.393647759, 0.896301993] [-6.836e-01, 3.111e-01]
8 [ 1.389450293, 0.898752698] [-6.777e-01, 3.037e-01]
9 [ 1.386173514, 0.900600225] [-6.729e-01, 2.982e-01]
10 [ 1.383542772, 0.902042258] [-6.691e-01, 2.939e-01]
100 [ 1.361040094, 0.912911116] [-6.350e-01, 2.613e-01]
200 [ 1.359484500, 0.913567388] [-6.325e-01, 2.593e-01]
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Modifiziertes CG - Iterationsverlauf, x(0)=[1,–1]
t
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Ho¨henlinienbild und modiﬁziertes CG zu Q(x) mit den Iterierten x(m)
(Iterationsverlauf fett gezeichnet), Suchrichtung p(x), Schrittzahl α¯,
Q(x∗) = −3, Q(z) = −3.130 434, Ho¨henlinien zu Q(x) mit
contours=[2,0,-2,-3,-3.0625,-3.0947,-3.0971,-3.0977,-3.0979,-3.10265].
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) ⊥ Q(x) = const in den ersten Iterierten,
– Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit Abstiegsrichtung r˜(x),
Konvergenz gegen z (du¨nn gestrichelt),
– Ho¨henlinien von R(x) an den Iterierten,
contours=[11,-8.2305,-8.5695,-8.6445,-8.6781,-8.6971,-8.7094]
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
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Als zweiter Versuch bleibt die Verwendung der Schrittzahlen α und β gema¨ß (5.14)
anstelle von (5.13).
Kann man dann im so “vera¨nderten“ CG die Konvergenz in einem unendlichen Pro-
zess oder vielleicht sogar nach endlich vielen Schritten erreichen? Wie steht es um
die A-Orthogonalita¨t der Suchrichtungen bzw. Orthogonalita¨t der Residua?
Unser Beispiel zeigt sowohl mit dem Startvektor (1,−1)T als auch mit anderen ein
gutartiges Verhalten und das “vera¨nderte“ CG konvergiert nach zwei Schritten.
Startvektor x=[ 1.0000000000000000e+00 -1.0000000000000000e+00]
Residuum r = b-Ax=[ 2.0000000000000000e+00 6.0000000000000000e+00]
Funktionswert Q(x)= 2.0000000000000000e+00
Anfangsfehlerquadrat r’r= 4.0000000000000000e+01
Schritt k = 1
Suchrichtung p=[ 2.0000000000000000e+00 6.0000000000000000e+00]
Suchschritt alpha= 3.1250000000000000e-01
Iterationsvektor x=[ 1.6250000000000000e+00 8.7500000000000000e-01]
Residuum r = b-Ax=[-1.1250000000000000e+00 3.7500000000000000e-01]
Funktionswert Q(x)= -3.0000000000000000e+00
Fehlernormquadrat r’r= 1.4062500000000000e+00
Schritt beta= -2.3437500000000000e-02
neue Suchrichtung p=[-1.1718750000000000e+00 2.3437500000000000e-01]
Schritt k = 2
Suchrichtung p=[-1.1718750000000000e+00 2.3437500000000000e-01]
Suchschritt alpha= 5.3333333330000000e-01
Iterationsvektor x=[ 1.0000000000000000e+00 1.0000000000000000e+00]
Residuum r = b-Ax=[ 0.0000000000000000e-01 0.0000000000000000e-01]
Funktionswert Q(x)= -3.0000000000000000e+00
Fehlernormquadrat r’r= 0.0000000000000000e-01
Es gilt x(2) = x∗ und r(2) = 0, p(2) = 0. Die Residua r(k), k = 0, 1, 2, sind orthogonal.
Die Suchrichtungen p(k) erfu¨llen jedoch nicht die allgemeine A-Orthogonalita¨t
p(j)TAp(k) = 0 fu¨r j 	= k. Es ist na¨mlich p(1)TAp(0) = −7.5, wa¨hrend alle anderen
Funktionalwerte verschwinden.
Unser LGS ist zu klein, um weiter gehende Aussagen zu treﬀen.
Aber schon mit einer Erho¨hung seiner Dimension um Eins ko¨nnen wir ausreichend
Informationen daru¨ber sammeln, wie der Iterationsverlauf ist, ob Konvergenz des CG
erreichbar ist und was von der A-Orthogonalita¨t der Suchrichtungen u¨brig bleibt.
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Beispiel 5.10 Sei Ax = b, A 	= AT , A > 0, aus Beispiel 5.5.
 2 1 00 3 1
1 2 4



 x1x2
x3

 =

 34
7

 , x∗ =

 11
1

 , x(0) =

 1−1
0

 .
Das “vera¨nderte“ CG konvergiert und sogar schneller als das GV (Beispiel 5.5), aber
die exakte Rechnung ist nicht nach n = 3 Schritten an der Lo¨sung.
Die Iterationsvektoren x(i), r(i), p(i), i = 0, 1, 2, 3, aus den ersten drei Schritten sind
die Spalten der folgenden Felder.
xv =


1 281203
51127
38842
307752202
307530877
−1 1029 1987619421 303984152307530877
0 312203
17076
19421
1225021983
1230123508


pv =


2 −557741209
−7041884395
10938081989
896385910462806051577900
54810329687894111410654869
7 79565887
−780172120
10938081989
1235253189047975624176975
31320188393082349377517068
8 −5397641209
5203880535
21876163978
1338156255041595013661325
36540219791929407607103246


rv =


2 −23203
−12740
19421
3104075
307530877
7 107
980
19421
1643525
42418052
8 −248203
4655
38842
11973650
307530877


Rechnung mit Maple bei Digits:=16
Veraendertes CG fuer Ax=b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2], x(m)[3] ] [ r(m)[1], r(m)[2], r(m)[3] ]
-------------------------------------------------------------------------------------------
0 [ 1.000000000000,-1.000000000000, 0.000000000000] [ 2.000e+00, 7.000e+00, 8.000e+00]
1 [ 1.384236453202, 0.344827586207, 1.536945812808] [-1.133e-01, 1.429e+00,-1.222e+00]
2 [ 1.316281344936, 1.023428247773, 0.879254415324] [-6.560e-01, 5.046e-02, 1.198e-01]
3 [ 1.000719683832, 0.988467093013, 0.995852835128] [ 1.009e-02, 3.875e-02, 3.893e-02]
4 [ 1.003879593648, 0.996087421607, 1.002928671053] [-3.847e-03, 8.809e-03,-7.769e-03]
5 [ 1.001861606144, 1.000417213000, 0.998839262541] [-4.140e-03,-9.090e-05, 1.947e-03]
6 [ 1.000011982757, 1.000109017964, 1.000017216368] [-1.330e-04,-3.443e-04,-2.989e-04]
7 [ 0.999954153391, 1.000034723333, 0.999977048900] [ 5.697e-05,-8.122e-05, 6.820e-05]
8 [ 0.999985509859, 0.999997684626, 1.000013167543] [ 3.130e-05,-6.221e-06,-3.355e-05]
9 [ 0.999997773168, 0.999994520624, 1.000001664840] [ 9.933e-06, 1.477e-05, 6.526e-06]
10 [ 1.000002627765, 0.999998062746, 1.000001493089] [-3.318e-06, 4.319e-06,-4.726e-06]
11 [ 1.000000730469, 0.999999647954, 0.999999426392] [-1.109e-06, 1.630e-06, 2.268e-06]
12 [ 1.000000192615, 1.000000286669, 0.999999776326] [-6.719e-07,-6.363e-07, 1.287e-07]
13 [ 0.999999856474, 1.000000082100, 0.999999865200] [ 2.050e-07,-1.115e-07, 5.185e-07]
14 [ 0.999999925841, 1.000000057680, 1.000000008411] [ 9.064e-08,-1.814e-07,-7.484e-08]
15 [ 0.999999980510, 0.999999980623, 1.000000020002] [ 5.836e-08, 3.813e-08,-2.176e-08]
16 [ 1.000000003749, 1.000000000982, 1.000000009867] [-8.480e-09,-1.281e-08,-4.518e-08]
17 [ 1.000000002415, 0.999999998680, 1.000000000161] [-3.511e-09, 3.799e-09,-4.185e-10]
18 [ 1.000000000439, 1.000000000630, 0.999999999444] [-1.508e-09,-1.335e-09, 5.238e-10]
19 [ 1.000000000024, 0.999999999938, 0.999999999712] [ 1.453e-11, 4.755e-10, 1.254e-09]
20 [ 1.000000000002, 0.999999999999, 1.000000000000] [-3.863e-12, 2.032e-12,-7.260e-13]
Die Suchrichtungen p(k) erfu¨llen die spezielle A-Orthogonalita¨t p(k−1)TAp(k) = 0, und
es ist p(k)TAp(k−1) = p(k−1)TATp(k) 	= 0.
Die Residua genu¨gen der Beziehung r(k−1)T r(k) = 0.
Damit sind die Bedingungen i. Allg. zu schwach fu¨r die Endlichkeit des CG.
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Beispiel 5.11
Sei A 	= AT und A indeﬁnit aus den Beispielen 1.7, 5.6.(
0.780 0.563
0.913 0.659
)(
x1
x2
)
=
(
0.217
0.254
)
, x∗ =
(
1
−1
)
, x(0) =
(
1.2
−1.2
)
.
Die Funktionale Q(x), R(x) und S(x) haben wir im Beispiel 5.6 schon beschrieben.
Wir erinnern uns an das Ho¨henlinienbild mit den verschiedenen Minimum- und Sat-
telpunktstellen zu diesen Funktionalen.
CG - Hoehenlinien von  R(x),Q(x),S(x) in [–0.2,1.8]x[–1.8,0.2]
t
x*
z
Q>Q(z)
Q>Q(z)
Q<Q(z)
S<S(t)
S>S(t)
S>S(t)
S<S(t)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.22 Datei cg 0040.ps
Ho¨henlinienbilder
zu den Funktionalen
Q(x), Sattelpunkt bei z=(1
2
A˜)−1b 	=x∗,
R(x), Minimum bei x∗ = A−1b, und
S(x), Sattelpunkt bei t = A˜−1b = z
2
Das CG fu¨r ATAx = AT b, also zu R(x), mit der Abstiegsrichtung p(x) – der 1. Schritt
ist wie im GV – konvergiert (theoretisch) maximal nach zwei Schritten. Dabei muss
man aber die allgemein schlechtere Kondition der spd Matrix ATA in Kauf nehmen.
Bei numerischen Rechnungen kann die Schrittzahl bei entsprechender Abbruchbe-
dingung und sehr kleiner Toleranz damit gro¨ßer als die Dimension n werden, obwohl
x(n) ≈ x∗ ist.
Rechnung mit Maple bei Digits:=22
CG fuer A’Ax=A’b, A<>A’, A indefinit - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rd(m)[1], rd(m)[2]]
----------------------------------------------------------------------------
0 [1.200000000000000000000,-1.200000000000000000000] [-8.023e-02,-5.791e-02]
1 [1.163417971483916252957,-1.226404750278021501395] [-7.451e-14, 1.032e-13]
2 [1.000000000120819184363,-1.000000000171221117411] [ 3.990e-12, 2.880e-12]
3 [1.000000000071868460864,-1.000000000099568981227] [ 0.000e-01, 0.000e-01]
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Das u¨bliche CG fu¨r Ax = b, also zum Funktional Q(x), mit der Suchrichtung p(x)
und den Schrittzahlen α und β gema¨ß (5.13) zeigt zwar einen anfa¨nglichen Trend zur
Lo¨sung x∗ hin, tut aber letztendlich nicht konvergieren.
Dabei ist sowohl p(x) 	⊥ Q(x) = const als auch p(x) 	⊥ R(x) = const.
Ersteres ist sinnvoll, denn sonst wu¨rden wir mit p(x) eventuell zum Sattelpunkt z
kommen. Die andere Bedingung bedeutet, dass p(x) eine “schra¨ge“ Abstiegsrichtung
bez. R(x) darstellt, aber sich nicht nahe genug seiner Richtung des steilsten Abstiegs
rˆ(x) = AT (b − Ax) bewegt. Der Vektor rˆ(x) ist in der Abbildung 5.23 nicht einge-
zeichnet.
Die Abstiegsrichtung r˜(x) = b − 1
2
A˜x = rs(x), senkrecht zu den Ho¨henlinien von
Q(x) = T (x), ist die Richtung des steilsten Abstiegs/Anstiegs zum LGS 1
2
A˜x = b
und liefert eine gegen die Stelle z konvergierende Folge.
Rechnungen mit Maple bei Digits:=22
CG fuer Ax=b, A<>A’, A indefinit - divergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
--------------------------------------------------------------------
0 [ 1.2000000000000000,-1.2000000000000000] [-4.340e-02,-5.080e-02]
1 [ 1.1698401737309086,-1.2353022851260331] [-1.490e-07, 1.273e-07]
2 [ 0.9554513923142095,-1.0521444532302245] [ 6.411e-02, 7.504e-02]
--------------------------------------------------------------------
3 [-26261.606990830694, 22435.818403333609] [ 7.853e+03, 9.192e+03]
4 [-1608604450.4136749, 1374277543.9722173] [ 4.810e+08, 5.630e+08]
5 [-68626430490127.186, 58629554541817.570] [ 2.052e+13, 2.402e+13]
--------------------------------------------------------------------
xs [ 1, -1 ]
Der Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit der Abstiegsrich-
tung r˜(x) fu¨hrt uns theoretisch in zwei Schritten zum Sattelpunkt z. Bei numerischer
Rechnung ko¨nnen es ein paar Schritte mehr sein.
CG fuer 1/2(A+A’)x=b, A<>A’, A indefinit - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rs(m)[1], rs(m)[2]]
------------------------------------------------------------------------
0 [ 1.200000000000000000,-1.200000000000000000] [ 1.666e-01, 1.592e-01]
1 [ 1.314149789593230163,-1.090920489176217035] [-2.938e-03, 3.074e-03]
2 [ 1.451443312434691745,-1.240007836990595611] [ 7.000e-22, 7.000e-22]
------------------------------------------------------------------------
3 [ 1.451443312434691745,-1.240007836990595611] [ 0.000e-01, 0.000e-01]
------------------------------------------------------------------------
z [ 1.451443312434691745037,-1.240007836990595611285]
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CG fuer Ax=b und 1/2(A+A’)x=b - Iterationsverlauf, x(0)=[1.2,–1.2]
t
x*
z
Q>Q(z)
Q>Q(z)
Q<Q(z)
S<S(t)
S>S(t)
S>S(t)
S<S(t)
x(0)
x(1)
x(2)
–1.5
–1
–0.5
0
0.5 1 1.5
x2
x1
+
Abb. 5.23 Datei cg 004.ps
Ho¨henlinienbild und CG zu Q(x) mit den Iterierten x(m) (Iterationsverlauf fett ge-
zeichnet), Suchrichtung p(x), Q(x∗) = 0.018 5, Q(z) = −0.604 101 · 10−6,
Ho¨henlinien zu Q(x) mit contours=[-0.000431,-0.000000604,
0.0185,0.0860,0.02995,0.038805,-0.0495].
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) ⊥ Q(x) = const in den ersten Iterierten,
– Iterationsverlauf fu¨r 1
2
A˜x = b (Funktional Q(x) = T (x)) mit Abstiegsrichtung r˜(x),
Konvergenz gegen z in 2 Schritten (du¨nn gestrichelt),
– Ho¨henlinien von R(x) an den Iterierten,
contours=[-0.05357,-0.0558025,-0.0509325,0.1393]
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
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Wir testen noch zwei Versionen des CG mit kleinen Vera¨nderungen im Algorithmus.
Eine Rechnung mit dem modiﬁzierten CG fu¨r Ax = b, also zum Funktional Q(x),
mit der Suchrichtung p(x) und der Schrittzahl α¯ (5.10) hat einen konvergenten Ite-
rationsverlauf mit dem Grenzvektor nahe (1.303 486,−1.078 869)T .
Dieses AV konvergiert also weder gegen die Lo¨sung x∗ = (1,−1)T noch gegen den
Sattelpunkt z = (1.451 443...,−1.240 007...)T .
Als zweiter Versuch bleibt die Verwendung der Schrittzahlen α und β gema¨ß (5.14)
anstelle von (5.13).
Kann man dann im so “vera¨nderten“ CG die Konvergenz in einem unendlichen Pro-
zess oder vielleicht sogar nach endlich vielen Schritten erreichen? Wie steht es um
die A-Orthogonalita¨t der Suchrichtungen bzw. Orthogonalita¨t der Residua?
Unser Beispiel zeigt sowohl mit dem Startvektor (1.2,−1.2)T als auch mit anderen
ein gutartiges Verhalten und das “vera¨nderte“ CG konvergiert nach zwei Schritten.
Bei exakter Rechnung haben wir aus den ersten zwei Schritten die Iterationsvektoren
x(i), r(i), p(i), i = 0, 1, 2, als Spalten der folgenden Felder.
xv =
[
6
5
939379507
802998160 1
−6
5
−495972731
401499080 −1
]
rv =
[ −217
5000
−59817
401499080000 0
−127
2500
102207
802998160000 0
]
pv =
[ −217
5000
−3044168046387
25792241798535424000 0
−127
2500
2108746363971
12896120899267712000 0
]
Numerische Rechnung mit Maple bei Digits:=22
Veraendertes CG fuer Ax=b, A<>A’, A indefinit - konv. Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
---------------------------------------------------------------
0 [ 1.200000000000,-1.200000000000] [-4.340e-02,-5.080e-02]
1 [ 1.169840173731,-1.235302285126] [-1.490e-07, 1.273e-07]
2 [ 1.000000000000,-1.000000000000] [ 0.000e-01, 0.000e-01]
In diesem zweidimensionalen Beispiel brauchen wir nur zwei Schritte auszufu¨hren.
Es gilt x(2) = x∗ und r(2) = 0, p(2) = 0. Die Residua r(k), k = 0, 1, 2, sind orthogonal.
Die Suchrichtungen p(k) erfu¨llen jedoch nicht die allgemeine A-Orthogonalita¨t
p(j)TAp(k) = 0 fu¨r j 	= k. Es ist na¨mlich p(1)TAp(0) = − 73592337
16059963200000000
, wa¨hrend alle
anderen Funktionalwerte verschwinden.
Wie schon am Beispiel 5.10 erkennbar ist, kann man jedoch auch hier fu¨r beliebi-
ge regula¨re LGS folgende weiter gehende Aussagen machen. Das “vera¨nderte“ CG
konvergiert i. Allg. in einem unendlichen Iterationsprozess. Die Suchrichtungen p(k)
erfu¨llen die spezielle A-Orthogonalita¨t p(k−1)TAp(k) = 0, und es ist p(k)TAp(k−1) =
p(k−1)TATp(k) 	= 0. Die Residua genu¨gen der Beziehung r(k−1)T r(k) = 0.
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5.3 Verfahren der A-orthogonalen Residua
Das auch mit Orthomin(0) bezeichnete Verfahren (vergl. Kapitel 4.2)
x(m+1) = x(m) + αmr
(m), m = 0, 1, ..., x(0) gegeben,
r(m) = b− Ax(m), αm = r
(m)TAr(m)
(Ar(m))TAr(m)
,
basiert auf dem zu minimierenden Funktional R(x) sowie der spd Matrix B = ATA
mit seinen Merkmalen (4.2), das sein eindeutiges absolutes Minimum an der Lo¨sung
x∗ besitzt. Das ist ein wichtiger Vorzug gegenu¨ber dem GV mit dem “schwa¨cheren“
Funktional Q(x) im Fall, dass die Bedingung A = AT > 0 nicht gegeben ist.
Als Suchrichtung verwendet Orthomin(0) den negativen Gradienten r(x) = b − Ax
vom Funktional Q(x). Unter der Voraussetzung A spd korrespondiert die Suchrich-
tung r(x) mit der Richtung rˆ(x) des steilsten Abstiegs fu¨r R(x) und man erha¨lt ein
(unendliches) konvergentes Iterationsverfahren.
Im Fall einer nicht spd Matrix A treten jedoch gewisse Probleme auf. Man kann
sich leicht vorstellen, dass eine solche ungu¨nstige Richtung verknu¨pft ist mit einem
Vektor auf oder fast parallel zu einer Tangente (Tangentialebene) an die Ho¨henlinien
von R(x). Im Beispiel 4.7 haben wir einen ersten Versuch mit Orthomin(0) fu¨r eine
nicht spd Matrix aufgezeigt, das Problem gesehen und kurz beschrieben.
Neben der Wahl geeigneter Abbruchbedingungen ist im Fall beliebiger regula¨rer Ma-
trizen noch ein zusa¨tzlicher Test auf die Durchfu¨hrbarkeit der Berechnung von
αm =
r(m)TAr(m)
(Ar(m))TAr(m)
=
r(m)TAr(m)
‖Ar(m)‖22
(5.16)
zu machen.
Wenn r(m) = 0 ist, gilt x∗ = x(m) und die Iteration ist vorzeitig beendet.
Fu¨r r(m) 	= 0 gilt theoretisch Ar(m) 	= 0 und fu¨r den Nenner ‖Ar(m)‖22 > 0. Aber in
der numerischen Berechnung ko¨nnte das Produkt Ar(m) ein Nullvektor sein. Dann
wa¨re auch der Za¨hler gleich Null und αm ist nicht auswertbar.
Unabha¨ngig davon kann fu¨r allgemeines A, insbesondere A indeﬁnit, der Za¨hler
r(m)TAr(m) bei r(m) 	= 0 trotzdem Null sein, so dass ein vorzeitiger Abbruch des
Verfahrens mit x(m+1) = x(m) eintritt.
In Ausnahmefa¨llen kann Orthomin(0) auch endlich sein.
Es ist also sinnvoll, diese Kontrollen in den Algorithmus mit entsprechenden Fehler-
meldungen einzubauen.
Die Suchrichtungen r(m) erfu¨llen eine Orthogonalita¨tsbedingung. Es gilt fu¨r aufein-
anderfolgende Richtungen die Beziehung r(m+1) ⊥ Ar(m), wobei diese spezielle A-
Orthogonalita¨t eigentlich nur Sinn fu¨r symmetrische Matrizen macht.
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5.3.1 Orthomin(0) mit symmetrischer indefiniter Matrix
Einige dieser beschriebenen Situationen des AV lassen sich an einem einfachen Bei-
spiel nachvollziehen.
Beispiel 5.12
Sei Ax = b, A diagonal (damit symmetrisch) und indeﬁnit aus Beispiel 5.1.(
1 0
0 −1
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Das zu minimierende Funktional ist R(x)= 1
2
xTATAx−xTAT b= 1
2
(x21+x
2
2), R(x
∗)=0,
und die Suchrichtungen werden aus der Satteloberﬂa¨che Q(x) = 1
2
xTAx − xT b =
1
2
(x21 − x22), Q(x∗) = 0, abgeleitet.
(1) Fu¨r den Startvektor x(0) = (1, 0)T erha¨lt man
r(0) = b− Ax(0) = (−1, 0)T , w(0) = Ar(0) = (−1, 0)T , α0 = r
(0)Tw(0)
w(0)Tw(0)
= 1
und mit x(1) = x(0)+α0r
(0) = (0, 0)T = x∗, r(1) = 0, einen endlichen Iterationsverlauf.
(2) Fu¨r den Startvektor x(0) = (1, 1)T haben wir eine Abbruchsituation.
Der Suchvektor r(0) = (−1, 1)T ist orthogonal zur Ho¨henlinie Q(x) = 0 im Punkt
(1, 1) und liegt gleichzeitig auf der Tangente zur Ho¨henlinie R(x) = 1.
Das AV kommt in der Suchrichtung nicht vorwa¨rts. Es ist
w(0) = (−1,−1)T , α0 = 0 und x(1) = x(0) = (1, 1)T .
(3) Mit dem Startvektor x(0) = (1, 1
2
)T la¨sst sich ein unendlicher konvergenter Itera-
tionsprozess beschreiben.
Die ersten Iterierten sowie die zugeho¨rigen und gegen den Nullvektor tendierenden
Residua sind
m = 5
xv =
[
1 2
5
16
25
32
125
256
625
512
3125
1
2
4
5
8
25
64
125
128
625
1024
3125
]
rv =
[
−1 −2
5
−16
25
−32
125
−256
625
−512
3125
1
2
4
5
8
25
64
125
128
625
1024
3125
]
Dazu erhalten wir die Beziehungen
r(0) ‖ r(2) ‖ r(4) ‖ ..., r(1) ‖ r(3) ‖ r(5) ‖ ...,
r(1) ⊥ Ar(0), r(2) ⊥ Ar(1), r(2) 	⊥ Ar(0), ...
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Der Iterationsverlauf fu¨r x(0) = (1, 1
2
)T ist wie eine “Zick-Zack“-Kurve.
Orthomin(0) - Hoehenlinien und Iterationsverlauf, x(0)=[1,1/2], [1,1], [1,0]
(1,0)
(1,1)
Q(x)<0
Q(x)>0
x*
x(1)
x(0)
x(2)
x(3)
x(4)
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x2
–0.4 0.2 0.4 0.6 0.8 1 1.2 1.4
x1
Abb. 5.24 Datei or 005.ps
Ho¨henlinienbild mit Iterationsverlauf x(m) von Orthomin(0) fu¨r 3 verschiedene Start-
vektoren zu R(x) = 1
2
(x21 + x
2
2) (Ho¨henlinien sind konzentrische Kreise),
contours=[2,1.5,1,0.625,0.4,0.256,0.16384,0.10486,0.06711,0.04295,
0.02749,0.01759,0.01126,0.00721],
mit Abstiegsrichtung r(x) von Q(x) = 1
2
(x21 − x22), contours=[0.5,-0.5,0.375,
-0.24,0.1536,-0.09830,0.06291,-0.04026,0.02577,-0.01649,0.010555]
Rechnung mit Maple bei Digits:=16
Orthomin(0) fuer Ax=b, A diagonal und indefinit - konv. Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-------------------------------------------------------------
0 [ 1.0000000000, 0.5000000000] [-1.000e+00, 5.000e-01]
1 [ 0.4000000000, 0.8000000000] [-4.000e-01, 8.000e-01]
2 [ 0.6400000000, 0.3200000000] [-6.400e-01, 3.200e-01]
3 [ 0.2560000000, 0.5120000000] [-2.560e-01, 5.120e-01]
4 [ 0.4096000000, 0.2048000000] [-4.096e-01, 2.048e-01]
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5 [ 0.1638400000, 0.3276800000] [-1.638e-01, 3.277e-01]
6 [ 0.2621440000, 0.1310720000] [-2.621e-01, 1.311e-01]
7 [ 0.1048576000, 0.2097152000] [-1.049e-01, 2.097e-01]
8 [ 0.1677721600, 0.0838860800] [-1.678e-01, 8.389e-02]
9 [ 0.0671088640, 0.1342177280] [-6.711e-02, 1.342e-01]
10 [ 0.1073741824, 0.0536870912] [-1.074e-01, 5.369e-02]
-------------------------------------------------------------
20 [ 0.0115292150, 0.0057646075] [-1.153e-02, 5.765e-03]
30 [ 0.0012379400, 0.0006189700] [-1.238e-03, 6.190e-04]
40 [ 0.0001329228, 0.0000664614] [-1.329e-04, 6.646e-05]
50 [ 0.0000142725, 0.0000071362] [-1.427e-05, 7.136e-06]
60 [ 0.0000015325, 0.0000007662] [-1.532e-06, 7.662e-07]
70 [ 0.0000001646, 0.0000000823] [-1.646e-07, 8.228e-08]
80 [ 0.0000000177, 0.0000000088] [-1.767e-08, 8.834e-09]
90 [ 0.0000000019, 0.0000000009] [-1.897e-09, 9.486e-10]
100 [ 0.0000000002, 0.0000000001] [-2.037e-10, 1.019e-10]
Die weiteren Beispiele sind wie im Abschnitt 5.1.1.
Beispiel 5.13
Sei Ax = b, A = AT und indeﬁnit aus den Beispielen 1.4, 5.2, 5.7.
(
1 0
0 −4
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Wir rechnen mit verschiedenen Startvektoren die ersten Schritte von Orthomin(0).
(1) x(0) = (1, 2)T Startvektor,
r(0) = b− Ax(0) = (−1, 8)T Anfangsresiduum, Suchrichtung,
w(0) = Ar(0) = −(1, 32)T .
S1
α0 =
r(0)Tw(0)
w(0)Tw(0)
= − 51
205
,
x(1) = x(0) + α0r
(0) =
2
205
(128, 1)T ,
r(1) = b− Ax(1) = r(0) − α0Ar(0) = 8
205
(−32, 1)T .
Orthomin(0) konvergiert mit Abstiegs- und Anstiegsrichtungen gegen x∗.
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Orthomin(0) - Iterationsverlauf, x(0)=[1,2], Vergleich mit GV
Q(x)<0
Q(x)>0
x =0*
x(2)
x(1)
x(0)
–0.5
0.5
1
1.5
2
2.5
x2
–1.5 –1 –0.5 0.5 1 1.5
x1
Abb. 5.25 Datei or 006.ps
Ho¨henlinienbild
bei “Zick-Zack“-Iterationsverlauf
von Orthomin(0) mit x(0)=(1, 2)T
zu R(x) = 1
2
x21 + 8x
2
2, R(x
∗) = 0,
mit contours=[50,15,7,4,
32.5,0.7805,0.0187],
dazu die Ho¨henlinien von Q(x)
an den Iterierten x(m),
Vergleich mit GV zu Q(x)
(dick gestrichelter Verlauf) mit
contours=[-7.5,0.7843,
-0.0820,0.00858]
Orthomin(0) fuer Ax=b, A diagonal und indefinit - konv. Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 1.0000000000, 2.0000000000] [-1.000e+00, 8.000e+00]
1 [ 1.2487804878, 0.0097560976] [-1.249e+00, 3.902e-02]
2 [ 0.0240150094, 0.0480300188] [-2.402e-02, 1.921e-01]
3 [ 0.0299894751, 0.0002342928] [-2.999e-02, 9.372e-04]
4 [ 0.0005767207, 0.0011534414] [-5.767e-04, 4.614e-03]
5 [ 0.0007201975, 0.0000056265] [-7.202e-04, 2.251e-05]
6 [ 0.0000138500, 0.0000276999] [-1.385e-05, 1.108e-04]
7 [ 0.0000172956, 0.0000001351] [-1.730e-05, 5.405e-07]
8 [ 0.0000003326, 0.0000006652] [-3.326e-07, 2.661e-06]
9 [ 0.0000004154, 0.0000000032] [-4.154e-07, 1.298e-08]
10 [ 0.0000000080, 0.0000000160] [-7.988e-09, 6.390e-08]
Orthomin(0) konvergiert etwas schneller als das GV.
(2) x(0) = (1, 0)T , r(0) = (−1, 0)T .
S1 α0 = 1,
x(1) = (0, 0)T ,
r(1) = (0, 0)T → Stopp mit x(1) = x∗.
Orthomin(0) braucht nur endlich viele Schritte.
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(3) x(0) = (0, 1)T , r(0) = (0, 4)T .
S1
α0 = −1
4
,
x(1) = (0, 0)T , r(1) = (0, 0)T → Stopp wie in (2).
(4) x(0) = (3, 1)T , r(0) = (−3, 4)T .
S1
α0 = −11
53
,
x(1) =
3
53
(64, 3)T , r(1) =
12
53
(16, 3)T .
Orthomin(0) konvergiert mit “Zick-Zack“-Verlauf, wa¨hrend das GV divergent war.
Die ersten Iterierten sind
xv =
[
3 192
53
432
265
27648
14045
62208
70225
3981312
3721925
1 9
53
144
265
1296
14045
20736
70225
186624
3721925
]
.
Berechnungen in Maple mit Digits:=20
Orthomin(0) fuer Ax=b, A diagonal und indefinit - konv. Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 3.0000000000, 1.0000000000] [-3.000e+00, 4.000e+00]
1 [ 3.6226415094, 0.1698113208] [-3.623e+00, 6.792e-01]
2 [ 1.6301886792, 0.5433962264] [-1.630e+00, 2.174e+00]
3 [ 1.9685297259, 0.0922748309] [-1.969e+00, 3.691e-01]
4 [ 0.8858383766, 0.2952794589] [-8.858e-01, 1.181e+00]
5 [ 1.0696916246, 0.0501417949] [-1.070e+00, 2.006e-01]
6 [ 0.4813612311, 0.1604537437] [-4.814e-01, 6.418e-01]
7 [ 0.5812663923, 0.0272468621] [-5.813e-01, 1.090e-01]
8 [ 0.2615698765, 0.0871899588] [-2.616e-01, 3.488e-01]
9 [ 0.3158579641, 0.0148058421] [-3.159e-01, 5.922e-02]
10 [ 0.1421360838, 0.0473786946] [-1.421e-01, 1.895e-01]
------------------------------------------------------------
20 [ 0.0067342221, 0.0022447407] [-6.734e-03, 8.979e-03]
30 [ 0.0003190587, 0.0001063529] [-3.191e-04, 4.254e-04]
40 [ 0.0000151166, 0.0000050389] [-1.512e-05, 2.016e-05]
50 [ 0.0000007162, 0.0000002387] [-7.162e-07, 9.549e-07]
60 [ 0.0000000339, 0.0000000113] [-3.393e-08, 4.524e-08]
70 [ 0.0000000016, 0.0000000005] [-1.608e-09, 2.144e-09]
80 [ 0.0000000001, 0.0000000000] [-7.617e-11, 1.016e-10]
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Orthomin(0)- Iterationsverlauf,  x(0)=[3,1], Vergleich mit CG
Q(x)<0
Q(x)>0
x* x(5)
x(4)
x(3)
x(2)
x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
x2
1 2 3 4
x1
Abb. 5.26 Datei or 007.ps
Ho¨henlinienbild bei konvergentem “Zick-Zack“-Iterationsverlauf von Orthomin(0)
mit x(0) = (3, 1)T zu R(x) = 1
2
x21 + 8x
2
2, R(x
∗) = 0,
contours=[12.5,6.792,3.691,2.005,1.0899,0.5922,0.3218,0.1749,0.0950,
0.0516, 25,18],
dazu auch die Ho¨henlinien von Q(x) an den Iterierten x(m) mit
contours=[2.5,8.18,6.504,0.738,1.9205,0.2179,0.567,0.0644,0.1674,-1,-3],
Vergleich mit CG zu Q(x) (dick gestrichelter Verlauf) mit 2 Schritten bis x∗
Das spa¨ter einbezogene Verfahren CR braucht wie CG auch nur 2 Schritte von x(0)
u¨ber x(1) und dann zu x(2) = x∗.
(5) x(0) = (2, 1)T , r(0) = 2(−1, 2)T .
S1 α0 = − 3
13
,
x(1) =
1
13
(32, 1)T , r(1) =
4
13
(−8, 1)T .
S2 α1 =
3
4
,
x(2) =
4
13
(2, 1)T , r(2) =
8
13
(−1, 2)T .
Orthomin(0) konvergiert mit “Zick-Zack“-Verlauf, wa¨hrend das GV abgebrochen ist.
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Die ersten Iterierten sind
xv =
[
2 32
13
8
13
128
169
32
169
512
2197
1 1
13
4
13
4
169
16
169
16
2197
]
.
Dazu erhalten wir die Beziehungen
r(0) ‖ r(2) ‖ r(4) ‖ ..., r(1) ‖ r(3) ‖ r(5) ‖ ..., r(m+1) ⊥ Ar(m).
Berechnungen in Maple mit Digits:=20
Orthomin(0) fuer Ax=b, A diagonal und indefinit - konv. Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 2.0000000000, 1.0000000000] [-2.000e+00, 4.000e+00]
1 [ 2.4615384615, 0.0769230769] [-2.462e+00, 3.077e-01]
2 [ 0.6153846154, 0.3076923077] [-6.154e-01, 1.231e+00]
3 [ 0.7573964497, 0.0236686391] [-7.574e-01, 9.467e-02]
4 [ 0.1893491124, 0.0946745562] [-1.893e-01, 3.787e-01]
5 [ 0.2330450614, 0.0072826582] [-2.330e-01, 2.913e-02]
6 [ 0.0582612654, 0.0291306327] [-5.826e-02, 1.165e-01]
7 [ 0.0717061728, 0.0022408179] [-7.171e-02, 8.963e-03]
8 [ 0.0179265432, 0.0089632716] [-1.793e-02, 3.585e-02]
9 [ 0.0220634378, 0.0006894824] [-2.206e-02, 2.758e-03]
10 [ 0.0055158594, 0.0027579297] [-5.516e-03, 1.103e-02]
------------------------------------------------------------
20 [ 0.0000152124, 0.0000076062] [-1.521e-05, 3.042e-05]
30 [ 0.0000000420, 0.0000000210] [-4.195e-08, 8.391e-08]
40 [ 0.0000000001, 0.0000000001] [-1.157e-10, 2.314e-10]
Orthomin(0) - Iterationsverlauf, x(0)=[2,1], Vergleich mit GV,CG
Q(x)<0
Q(x)>0
g
x* x(3)
x(2)
x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
x2
1 2 3x1
Abb. 5.27 Datei or 008.ps
Ho¨henlinienbild bei konv. “Zick-Zack“-
Iterationsverlauf von Orthomin(0)
mit x(0) = (2, 1)T zu R(x), R(x∗) = 0,
contours=[10,3.0769,0.9467,0.2913,
0.0896,0.02758,0.0085],
dazu auch die Ho¨henlinien von Q(x)
an den Iterierten x(m) mit contours=
[3.333,3.0177,0.2857,0.027,0,-1,-3],
Vergleich mit CG zu Q(x) (dick gestri-
chelter Verlauf) mit 2 Schritten bis x∗,
sowie mit GV (Abbruch nach 1. Schritt)
CR braucht nur 2 Schritte von x(0) u¨ber x(1) und dann zu x(2) = x∗.
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(6) x(0) = (−8, 1)T , r(0) = (8, 4)T = 4(2, 1)T .
In Richtung des Vektors (2, 1)T tritt bei der Berechnung der Schrittzahl α das Pro-
blem der Null im Za¨hler auf. Das fu¨hrt zum Abbruch von Orthomin(0).
Die Suchrichtung im Punkt x(0) ist senkrecht zur Ho¨henlinie Q(x) = 30 und gleich-
zeitig tangential zur Ho¨henlinie R(x) = 40. Entlang der Geraden g(α) = x(0) + αr(0)
la¨sst sich kein kleinerer Wert des Funktionals R(x) ﬁnden.
Schritt k = 0
Startvektor x = [-8.0000000000e+00 1.0000000000e+00]
Residuum/Suchr. r = b-Ax = [ 8.0000000000e+00 4.0000000000e+00]
Funktionswert Q(x) = 3.0000000000000000e+01
Funktionswert R(x) = 4.0000000000000000e+01
Anfangsfehlerquadrat r’r = 8.0000000000000000e+01
Abbruch wegen Zaehler (Ar)’r=0 -> alpha=0
x(0) = (−8, 1.1)T oder x(0) = (−8, 0.9)T .
Fu¨r beide Startvektoren ist die Rechnung durchfu¨hrbar, aber Orthomin(0) konver-
giert sehr langsam. In der nachfolgenden Abbildung ist nur der anfa¨ngliche “Zick-
Zack“-Iterationsverlauf von Orthomin(0) eingezeichnet.
Orthomin(0) - Iterationsverlauf,  x(0) = [–8,1], [–8,1.1], [–8,0.9]
x*
x(0)
g
Q(x)>0
Q(x)<0
Q(x)=0
–6
–4
–2
0
2
4
6
x2
–10 –8 –6 –4 –2 2 4 6 8 10
x1
Abb. 5.28 Datei or 05.ps
Ho¨henlinienbild und Iterationsverlauf von Orthomin(0) zu R(x), R(x∗) = 0, mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 1.1)T , (−8, 0.9)T (Konvergenz),
mit contours=[40,41.68,38.48] und contours=6,
dazu die Ho¨henlinien von Q(x) bei x(0) mit contours=[30,29.58,30.38]
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Orthomin(0) fuer Ax=b, A diagonal, indefinit - 2 konv. Iterationsverlaeufe
m [ x(m)[1], x(m)[2]] [ x(m)[1], x(m)[2]]
-----------------------------------------------------
0 [-8.000000, 1.100000] [-8.000000, 0.900000]
R(x(0)) = 41.68 R(x(0)) = 38.48
Q(x(0)) = 29.58 Q(x(0)) = 30.38
-----------------------------------------------------
1 [-8.287671, 0.941781] [-7.641509, 1.061321]
2 [-7.953619, 1.093623] [-7.943357, 0.893628]
3 [-8.239623, 0.936321] [-7.587405, 1.053806]
4 [-7.907507, 1.087282] [-7.887115, 0.887300]
5 [-8.191853, 0.930892] [-7.533683, 1.046345]
6 [-7.861663, 1.080979] [-7.831271, 0.881018]
7 [-8.144360, 0.925495] [-7.480342, 1.038936]
8 [-7.816084, 1.074712] [-7.775823, 0.874780]
9 [-8.097142, 0.920130] [-7.427378, 1.031580]
10 [-7.770770, 1.068481] [-7.720767, 0.868586]
20 [-7.548107, 1.037865] [-7.451281, 0.838269]
30 [-7.331825, 1.008126] [-7.191201, 0.809010]
40 [-7.121741, 0.979239] [-6.940198, 0.780772]
50 [-6.917676, 0.951180] [-6.697957, 0.753520]
60 [-6.719458, 0.923925] [-6.464171, 0.727219]
70 [-6.526920, 0.897451] [-6.238545, 0.701836]
80 [-6.339899, 0.871736] [-6.020794, 0.677339]
90 [-6.158237, 0.846758] [-5.810644, 0.653697]
100 [-5.981780, 0.822495] [-5.607828, 0.630881]
-----------------------------------------------------
200 [-4.472711, 0.614998] [-3.930967, 0.442234]
300 [-3.344347, 0.459848] [-2.755524, 0.309996]
400 [-2.500643, 0.343838] [-1.931563, 0.217301]
500 [-1.869787, 0.257096] [-1.353984, 0.152323]
600 [-1.398082, 0.192236] [-0.949114, 0.106775]
700 [-1.045377, 0.143739] [-0.665309, 0.074847]
800 [-0.781652, 0.107477] [-0.466367, 0.052466]
900 [-0.584459, 0.080363] [-0.326913, 0.036778]
1000 [-0.437013, 0.060089] [-0.229159, 0.025780]
-----------------------------------------------------
1100 [-0.326764, 0.044930] [-0.160635, 0.018071]
1200 [-0.244329, 0.033595] [-0.112602, 0.012667]
1300 [-0.182690, 0.025119] [-0.078931, 0.008879]
1400 [-0.136601, 0.018782] [-0.055329, 0.006224]
1500 [-0.102140, 0.014044] [-0.038784, 0.004363]
2000 [-0.023872, 0.003282] [-0.006564, 0.000738]
2500 [-0.005579, 0.000767] [-0.001110, 0.000124]
3000 [-0.001304, 0.000179] [-0.000188, 0.000021]
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Wir wollen den anfa¨nglichen konvergenten, aber sehr spitzen “Zick-Zack“-Iterations-
verlauf von Orthomin(0) fu¨r die Startvektoren x(0) = (−8, 1.1)T bzw. x(0) = (−8, 0.9)T
noch etwas besser auﬂo¨sen.
Orthomin(0) - Iterationsverlauf, x(0)=[–8,1], [–8,1.1]
 x(0)
x*
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x2
–8 –6 –4 –2
x1
Abb. 5.29 Datei or 06.ps
Ho¨henlinienbild und Iterationsverlauf von Orthomin(0) zu R(x), R(x∗) = 0, mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 1.1)T (Konvergenz),
mit contours=[40,41.68,41.43,38.48,38.20] und contours=4,
dazu Ho¨henlinien von Q(x) bei x(0) mit contours=[30,29.58,30.38] und Q(x) = 0
Orthomin(0) - Iterationsverlauf, x(0)=[–8,1], [–8,0.9]
 x(0)
x*
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x2
–8 –6 –4 –2
x1
Abb. 5.30 Datei or 07.ps
Ho¨henlinienbild und Iterationsverlauf von Orthomin(0) zu R(x), R(x∗) = 0, mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 0.9)T (Konvergenz),
mit contours=[40,41.68,41.43,38.48,38.20] und contours=4,
dazu Ho¨henlinien von Q(x) bei x(0) mit contours=[30,29.58,30.38] und Q(x) = 0
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Beispiel 5.14 Sei Ax = b, A = AT und indeﬁnit aus den Beispielen 1.5, 5.3, 5.8.(
2 1
1 −3
)(
x1
x2
)
=
(
3
1
)
, x∗ =
(
10/7
1/7
)
, x(0) =
(
3/2
1
)
.
Die Funktionale sind R(x1, x2) =
5
2
x21−x1x2+5x22−7x1, R(x∗) = −5, und Q(x1, x2) =
x21 + x1x2 − 32x22 − 3x1 − x2, Q(x∗) = −3114 = −2.214 285....
x∗ ist Minimumstelle von R(x) und Sattelpunkt von Q(x).
Die Suchrichtung r(x) = b− Ax ⊥ Q(x) = const, 	⊥ R(x) = const ist eine “schra¨ge“
Abstiegsrichtung bez. R(x) und die Richtung rˆ(x) = AT r(x) = AT (b−Ax) ⊥ R(x) =
const.
Orthomin(0) - Iterationsverlauf, x(0)=[3/2,1]
 x(0)
 x(1) x(2)
 x(3)x*
 Q(x)>–31/14
 Q(x)<–31/14
r(0)rd(0)
–0.5
0
0.5
1
1.5
–0.5 0.5 1 1.5 2 2.5
x2
x1
Abb. 5.31 Datei or 002.ps
Ho¨henlinienbild bei “Zick-Zack“-Iterationsverlauf von Orthomin(0) zu R(x)
mit x(0) = (3
2
, 1)T , contours=[-4.996,-4.964,-4.6375,-4.2,-3,-1.375,0,3]
und in den Iterierten x(m) eingezeichneten Richtungen rˆ(x) ⊥ R(x) (du¨nne Striche),
Ho¨henlinien zu Q(x) mit contours=[-3.25,-2.054,-2.225,-2.214,-2.213,0]
x(0) = (3
2
, 1)T ist ein gu¨nstiger Startvektor. Die ersten Iterierten sowie die zugeho¨rigen
und gegen den Nullvektor tendierenden Residua sind
xv =
[
3
2
9
5
201
140
513
350
2001
1400
5013
3500
1 1
4
8
35
43
280
53
350
403
2800
]
, rv =
[
−1 −17
20
−1
10
−17
200
−1
100
−17
2000
5
2
−1
20
1
4
−1
200
1
40
−1
2000
]
.
Andere Startvektoren werden nicht getestet. Aber Situationen, wie sie in Beispiel
5.13 aufgetreten sind, ko¨nnen auch hier vorkommen.
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5.3.2 Orthomin(0) mit nicht symmetrischer Matrix
Wir betrachten hier das zu minimierende Funktional R(x) sowie die Funktionale
Q(x) = T (x), S(x), die wir in den Kapiteln 5.1.2 und 5.2.2 fu¨r das GV bzw. CG mit
nicht symmetrischer Matrix verwendet haben.
Das entscheidende Problem wird jedoch bei einer nicht spd Matrix A das Verhalten
der Suchrichtung r(x) = b−Ax sein, mo¨glichst a¨hnlich zur Abstiegsrichtung rˆ(x) fu¨r
R(x) und die nicht in Richtung einer Tangente an eine Ho¨henlinie von R(x) zeigen
sollte.
Beispiel 5.15 Sei Ax = b, A 	= AT , A > 0 aus den Beispielen 1.6, 5.4, 5.9.(
2 1
0 3
)(
x1
x2
)
=
(
3
3
)
, x∗ =
(
1
1
)
, x(0) =
(
1
−1
)
.
Wir erinnern uns an das Ho¨henlinienbild mit den verschiedenen Minimumstellen.
Orthomin(0)  - Hoehenlinien von  R(x),Q(x),S(x) in [–1,2]x[–1,2]
t
x*
z
S(x)=0
–1
–0.5
0
0.5
1
1.5
2
x2
–1 –0.5 0.5 1 1.5 2
x1
Abb. 5.32 Datei or 0030.ps
Ho¨henlinienbilder (Ellipsenscharen)
zu den Funktionalen
R(x), Minimum bei x∗ = A−1b, und
Q(x), Minimum bei z = (1
2
A˜)−1b 	= x∗,
S(x), Minimum bei t = A˜−1b = z
2
x∗ ist Minimumstelle von R(x), R(x∗) = −9, und Stelle mit S(x∗) = 0.
Die Suchrichtung r(x) = b−Ax ist eine “schra¨ge“ Abstiegsrichtung bez. R(x), es gilt
r(x) 	⊥ Q(x) = const und 	⊥ R(x) = const. Weitere Richtungen sind rˆ(x) = AT r(x) =
AT (b−Ax) ⊥ R(x) = const sowie r˜(x) = b− 1
2
A˜x = b− 1
2
(A+AT )x ⊥ Q(x) = const.
Fu¨r den Startvektor x(0) = (1,−1)T sind die Richtungsvektoren
r(0) = b− Ax(0) = 2(1, 3)T ,
rˆ(0) = AT (b− Ax(0)) = AT r(0) = 4(1, 5)T ,
r˜(0) = b− 1
2
A˜x(0) = 1
2
(3, 11)T .
In der Abbildung 5.34 sind neben der Suchrichtung r(0) = r(0) auch die beiden
anderen Richtungen eingetragen. rˆ(0) = rd(0) ist als dicker Strich gezeichnet und
r˜(0) = rs(0) liegt zwischen diesem und r(0).
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Um die Konvergenz von Orthomin(0) zu erzwingen, kann man das LGS gema¨ß Bx =
ATAx = AT b = c symmetrisieren. Das zugeho¨rige Funktional ist
RB(x) =
1
2
(Bx)TBx− (Bx)T c.
Die Abstiegsrichtung ist die Richtung des steilsten Abstiegs rˆ(x) = AT (b − Ax) =
c − Bx = rd(x) zum Funktional R(x). Dabei muss man aber die allgemein sehr
schlechte Kondition der spd Matrix (ATA)2 in Kauf nehmen.
Orthomin(0) fuer A’Ax=A’b - Iterationsverlauf, x(0)=[1,–1]
x*
x(2) x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
x2
–1 –0.5 0.5 1 1.5 2
x1
Abb. 5.33 Datei or 0031.ps
Ho¨henlinienbild und Orthomin(0) zu RB(x),
Minimum bei x∗ = B−1c = A−1b = (1,−1)T ,
RB(x
∗) = −90,
Abstiegsrichtung rˆ(x)=AT (b−Ax)=c−Bx,
contours=[118,0,-50,-75,
-89.1062,-89.9961,-89.99998],
dazu Ho¨henlinien von R(x), R(x∗) = −9,
contours=[11,0,-5,-7.5,
-8.7368,-8.9996,-8.99999]
Berechnungen in Maple mit Digits:=16
Orthomin(0) fuer A’Ax=A’b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rd(m)[1], rd(m)[2]]
------------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 4.000e+00, 2.000e+01]
1 [ 1.3779310345, 0.8896551724] [-1.291e+00, 3.476e-01]
2 [ 1.0000000000, 0.9914058355] [ 1.719e-02, 8.594e-02]
3 [ 1.0016240007, 0.9995258392] [-5.548e-03, 1.494e-03]
4 [ 1.0000000000, 0.9999630702] [ 7.386e-05, 3.693e-04]
5 [ 1.0000069785, 0.9999979625] [-2.384e-05, 6.418e-06]
6 [ 1.0000000000, 0.9999998413] [ 3.174e-07, 1.587e-06]
7 [ 1.0000000300, 0.9999999912] [-1.024e-07, 2.758e-08]
8 [ 1.0000000000, 0.9999999993] [ 1.364e-09, 6.819e-09]
9 [ 1.0000000001, 1.0000000000] [-4.402e-10, 1.185e-10]
10 [ 1.0000000000, 1.0000000000] [ 5.860e-12, 2.930e-11]
Orthomin(0) fu¨r Ax = b, also zum Funktional R(x), mit der Suchrichtung
rˆ(x) = AT (b− Ax) konvergiert ebenfalls gegen x∗.
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Orthomin(0) - Iterationsverlauf, x(0)=[1,–1]
rs(1)
rd(1)
r(1)
rs(0)
rd(0) r(0)
z
t
S(x)=0
x*
x(2)
x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
–1 –0.5 0.5 1 1.5 2
x1
x2
Abb. 5.34 Datei or 003.ps
Ho¨henlinienbild und Orthomin(0) zu R(x) mit den Iterierten x(m) (Iterationsverlauf
fett gezeichnet), Suchrichtung r(x), R(x∗) = −9, R(z) = −4608
529
= −8.710 775,
Ho¨henlinien zu R(x) mit contours=[11,-3,-7,-8.32,-8.92,-8.999] und
contours=5.
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) ⊥ Q(x) = const in den ersten Iterierten (du¨nner Strich),
– Vektor rˆ(x) ⊥ R(x) = const in den ersten Iterierten (dicker Strich),
– Ho¨henlinien von Q(x), Q(x∗) = −3, Q(z) = −72
23
= −3.130 434, an den Iterierten,
contours=[2,0,-2,-2.7,-3.13,-3.0352,-2.9825,-3.003],
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
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Orthomin(0) fuer Ax=b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
------------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 2.000e+00, 6.000e+00]
1 [ 1.6037735849, 0.8113207547] [-1.019e+00, 5.660e-01]
2 [ 1.1072694186, 1.0871564026] [-3.017e-01,-2.615e-01]
3 [ 1.0041379894, 0.9977758307] [-6.052e-03, 6.673e-03]
4 [ 1.0017966647, 1.0003572913] [-3.951e-03,-1.072e-03]
5 [ 1.0001053942, 0.9998984194] [-1.092e-04, 3.047e-04]
6 [ 1.0000705342, 0.9999956953] [-1.368e-04, 1.291e-05]
7 [ 0.9999993299, 1.0000024188] [-1.079e-06,-7.257e-06]
8 [ 0.9999990075, 1.0000002501] [ 1.735e-06,-7.502e-07]
9 [ 0.9999998994, 0.9999998644] [ 3.367e-07, 4.069e-07]
10 [ 1.0000000085, 0.9999999961] [-1.311e-08, 1.160e-08]
Wir kontrollieren noch einige Eigenschaften der auftretenden Vektoren.
Bei exakter Rechnung haben wir aus den ersten drei Schritten die Iterationsvektoren
x(i), r(i), i = 0, 1, 2, 3, als Spalten der folgenden Felder.
m = 3
xv =
[
1 8553
11561
10441
3533177
3518617
−1 4353 1135110441 35107913518617
]
rv =
[
2 −5453
−3150
10441
−21294
3518617
6 3053
−2730
10441
23478
3518617
]
Trotz A 	= AT ist die A-Orthogonalita¨t aufeinander folgender Suchrichtungen r(i)
erfu¨llt im Sinne von r(k+1)TAr(k) = 0, mehr aber nicht.
Weiter ist z. B.
r(2)TAr(0) = −80640
10441
, r(0)TAr(1) = −384
53
, r(0)TAr(2) = −67200
10441
,
r(1)TAr(2) = 241920
553373
, r(2)TAr(3) = − 132088320
36737880097
.
Unser LGS ist zu klein, um weiter gehende Aussagen zu treﬀen.
Auch eine Erho¨hung seiner Dimension um Eins liefert außer Informationen zur Kon-
vergenzgeschwindigkeit keine neuen Erkenntnisse.
Beispiel 5.16 Sei Ax = b, A 	= AT , A > 0 aus den Beispielen 5.5, 5.10.
 2 1 00 3 1
1 2 4



 x1x2
x3

 =

 34
7

 , x∗ =

 11
1

 , x(0) =

 1−1
0

 .
Orthomin(0) basiert auf dem Funktional R(x) mit seinem Minimum bei x∗ = (1, 1, 1)T
und R(x∗) = −37, und der Suchrichtung r(x) = b − Ax von Q(x), wobei sein Mini-
mum bei z = (38
37
, 16
37
, 54
37
)T = (1.027 027..., 0.432 432..., 1.459 459...)T liegt.
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Weiter sind Q(z) =−278
37
=−7.513 513..., Q(x∗) =−7, R(z) =−49050
1369
=−35.829 072...
Orthomin(0) konvergiert fast so langsam zur Lo¨sung x∗ wie das GV.
Die Iterationsvektoren x(i), r(i), i = 0, 1, 2, 3, aus den ersten drei Schritten sind die
Spalten der folgenden Felder.
xv =


1 22421633
408103387253
301565213483
59478566174796329302643921999848306
49718239186648330433881354938383401
−1 9973266 2405221494726223062042 9425336993742035791577371344431511799436478373296660867762709876766802
0 24361633
339718136268
301565213483
47328318999310746449086899186439446
49718239186648330433881354938383401


rv =


2 −1673266
−376223211895
603130426966
−33858199516715692523061271813407935
99436478373296660867762709876766802
7 52013266
73482603985
603130426966
20329165682304076825555900801242965
99436478373296660867762709876766802
8 −15521633
−209220381725
301565213483
4982462197078640022404252378762600
49718239186648330433881354938383401


Rechnung mit Maple bei Digits:=16 und Vergleich
Orthomin(0) fuer Ax=b, A<>A’, A>0 - konvergenter Iterationsverlauf
m [ x(m)[1], x(m)[2], x(m)[3] ] [ r(m)[1], r(m)[2], r(m)[3]]
-------------------------------------------------------------------------------------------
0 [ 1.000000000000,-1.000000000000, 0.000000000000] [ 2.000e+00, 7.000e+00, 8.000e+00]
1 [ 1.372933251684, 0.305266380894, 1.491733006736] [-5.113e-02, 1.592e+00,-9.504e-01]
2 [ 1.353284029479, 0.917216109563, 1.126516325754] [-6.238e-01, 1.218e-01,-6.938e-01]
3 [ 1.196312804874, 0.947875181013, 0.951930715439] [-3.405e-01, 2.044e-01, 1.002e-01]
4 [ 1.069868608831, 1.023794900539, 0.989144946309] [-1.635e-01,-6.053e-02,-7.404e-02]
5 [ 1.033823523832, 1.010453201499, 0.972825748181] [-7.810e-02,-4.185e-03, 5.397e-02]
6 [ 0.999643435074, 1.008621507906, 0.996444105605] [-7.908e-03,-2.231e-02,-2.663e-03]
7 [ 0.998088915538, 1.004236386219, 0.995920674815] [-4.142e-04,-8.630e-03, 9.756e-03]
8 [ 0.997908208247, 1.000471517287, 1.000176678541] [ 3.712e-03,-1.591e-03, 4.420e-04]
9 [ 0.999797972299, 0.999661442834, 1.000401716821] [ 7.426e-04, 6.140e-04,-7.277e-04]
10 [ 1.000130757283, 0.999936572701, 1.000075603251] [-1.981e-04, 1.147e-04,-3.063e-04]
11 [ 1.000074758090, 0.999968992310, 0.999989007925] [-1.185e-04, 1.040e-04, 3.123e-05]
12 [ 1.000036781803, 1.000002324175, 0.999999014229] [-7.589e-05,-5.987e-06,-3.749e-05]
13 [ 1.000017729245, 1.000000821127, 0.999989602641] [-3.628e-05, 7.934e-06, 2.222e-05]
14 [ 1.000003751538, 1.000003877907, 0.999998162704] [-1.138e-05,-9.796e-06,-4.158e-06]
15 [ 1.000001458020, 1.000001903712, 0.999997324742] [-4.820e-06,-3.036e-06, 5.436e-06]
16 [ 0.999999291273, 1.000000538916, 0.999999768341] [ 8.785e-07,-1.385e-06, 5.575e-07]
17 [ 0.999999657337, 0.999999961785, 1.000000000650] [ 7.235e-07, 1.140e-07, 4.165e-07]
18 [ 0.999999826504, 0.999999988437, 1.000000098027] [ 3.586e-07,-6.334e-08,-1.955e-07]
19 [ 0.999999976014, 0.999999962026, 1.000000016513] [ 8.595e-08, 9.741e-08, 3.388e-08]
20 [ 0.999999992857, 0.999999981116, 1.000000023153] [ 3.317e-08, 3.350e-08,-4.770e-08]
-------------------------------------------------------------------------------------------
25 [ 0.999999999972, 0.999999999958, 1.000000000022] [ 9.780e-11, 1.028e-10, 2.400e-11]
30 [ 1.000000000000, 1.000000000000, 1.000000000000] [-7.808e-13,-1.040e-12,-3.048e-13]
35 [ 1.000000000000, 1.000000000000, 1.000000000000] [ 1.962e-15, 6.133e-15,-7.160e-15]
-------------------------------------------------------------------------------------------
GV
20 [ 0.999999965066, 1.000000096702, 0.999999978751] [-2.683e-08,-2.689e-07,-7.347e-08]
-------------------------------------------------------------------------------------------
CG
20 [ 1.000000000002, 0.999999999999, 1.000000000000] [-3.863e-12, 2.032e-12,-7.260e-13]
Die Suchrichtungen und Residua genu¨gen der Beziehung r(k+1)TAr(k) = 0.
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Beispiel 5.17
Sei A 	= AT und A indeﬁnit aus den Beispielen 1.7, 5.6, 5.11.(
0.780 0.563
0.913 0.659
)(
x1
x2
)
=
(
0.217
0.254
)
, x∗ =
(
1
−1
)
, x(0) =
(
1.2
−1.2
)
.
Die Funktionale R(x), Q(x) und S(x) haben wir im Beispiel 5.6 schon beschrieben.
R(x) hat sein Minimum bei x∗ = (1,−1)T und R(x∗) = −0.0558025. Die Suchrichtun-
gen r(x) = b−Ax nehmen wir von der Sattelpunktﬂa¨che Q(x), wobei der Sattelpunkt
bei z = (44449
30624
,−6329
5104
)T = (1.4514433124346917,−1.2400078369905956)T liegt und
Q(z) = − 37
61248000
= −0.6041013584117029 ·10−6, Q(x∗) = 0.0185, sind. Weiterhin ist
R(z) = 0.952851707750301 · 10−6.
Wir erinnern uns an das Ho¨henlinienbild mit den verschiedenen Minimum- und Sat-
telpunktstellen zu diesen Funktionalen.
Hoehenlinien von  R(x),Q(x),S(x) in [–0.2,1.8]x[–1.8,0.2]
t
x*
z
Q>Q(z)
Q>Q(z)
Q<Q(z)
S<S(t)
S>S(t)
S>S(t)
S<S(t)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.35 Datei or 0040.ps
Ho¨henlinienbilder
zu den Funktionalen
R(x), Minimum bei x∗ = A−1b,
Q(x), Sattelpunkt bei z=(1
2
A˜)−1b 	=x∗,
S(x), Sattelpunkt bei t = A˜−1b = z
2
Wa¨hrend die Verfahren GV und CG divergierten, tritt bei Orthomin(0) eine andere
Situation auf. Abstiegsrichtung r(x) = b − Ax von Q(x) steht senkrecht auf seiner
Ho¨henlinie und fast senkrecht auf Tallinie von R(x), damit sind aufeinander folgende
r(x) numerisch parallel und es ﬁndet keine Fortbewegung in der Iterationsfolge statt.
Rechnungen mit Maple bei Digits:=42
Orthomin(0) fuer Ax=b, A<>A’, A indefinit - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2] ]
------------------------------------------------------------------------
0 [ 1.2000000000000000000000000000000000000000,
-1.2000000000000000000000000000000000000000] [-4.340e-02,-5.080e-02]
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1 [ 1.1698401737311680804846441523551893907368,
-1.2353022851257295279119833424045248606123] [-1.490e-07, 1.273e-07]
2 [ 1.1698401737303229102782684402708033731191,
-1.2353022851250074773384422266204371505730] [-1.490e-07, 1.273e-07]
3 [ 1.1698401737303229033788188763531772365449,
-1.2353022851250074714440418969814363952947] [-1.490e-07, 1.273e-07]
4 [ 1.1698401737303229033787625533963593140732,
-1.2353022851250074714439937786421153971384] [-1.490e-07, 1.273e-07]
5 [ 1.1698401737303229033787625529365725679902,
-1.2353022851250074714439937782493062139338] [-1.490e-07, 1.273e-07]
6 [ 1.1698401737303229033787625529365688145677,
-1.2353022851250074714439937782493030072758] [-1.490e-07, 1.273e-07]
7 [ 1.1698401737303229033787625529365688145371,
-1.2353022851250074714439937782493030072497] [-1.490e-07, 1.273e-07]
8 [ 1.1698401737303229033787625529365688145371,
-1.2353022851250074714439937782493030072497] [-1.490e-07, 1.273e-07]
Orthomin(0) - Iterationsverlauf, x(0)=[1.2,–1.2]
t
z
x*
x(1) x(0)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.36 Datei or 004.ps
Ho¨henlinienbild und Orthomin(0)
zu R(x) mit den Iterierten
x(0), x(1), x(2,3,...) ≈ x(1), (nicht gegen x∗
konvergierender Iterationsverlauf fett
gezeichnet),
Suchrichtung r(x) von Q(x),
Ho¨henlinien zu R(x) mit contours=5
und contours=[-0.053,-0.0558,0],
R(x∗) = −0.055 802 5, R(z) ≈ 0.9 · 10−6,
Q(x∗) = 0.018 5, Q(z) ≈ −0.6 · 10−6
Zusa¨tzlich sind in der Abbildung 5.36 eingezeichnet:
– Ho¨henlinien zu Q(x) mit contours=[-0.03018,-0.0259,-0.01,-0.005, 0,
0.005,0.01776,0.0185,0.0299,0.05,0.2],
– Sattelpunkt z von Funktional Q(x), Minimumstelle t = z
2
von Funktional S(x).
Die Suchrichtungen und Residua genu¨gen der Beziehung r(k+1)TAr(k) = 0.
Orthomin(0) fu¨r ATAx = AT b mit der Abstiegsrichtung rˆ(x) konvergiert.
Dabei muss man aber die sehr schlechte Kondition der spd Matrix (ATA)2 in Kauf
nehmen und bei numerischen Rechnungen in Maple wird die Konvergenz so ab
Digits:=24,25,..., mit grober Genauigkeit erst bei spa¨teren Iterierten, erkennbar.
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Rechnung mit Maple bei Digits:=27
Orthomin(0) fuer A’Ax=A’b, A<>A’, A indefinit - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ rd(m)[1], rd(m)[2]]
--------------------------------------------------------
0 [ 1.2000000000000000000000000,
-1.2000000000000000000000000] [-8.023e-02,-5.791e-02]
1 [ 1.1634179714839162529570124,
-1.2264047502780215013947642] [-7.451e-14, 1.032e-13]
2 [ 1.0000000198450518030645532,
-1.0000000274940018076140880] [ 3.596e-17, 2.598e-17]
3 [ 1.0000000198450518194624621,
-1.0000000274940017957694545] [-9.048e-21, 1.254e-20]
4 [ 1.0000000000000023944482834,
-1.0000000000000033173491349] [ 4.367e-24, 3.155e-24]
5 [ 1.0000000000000023944482854,
-1.0000000000000033173491335] [-1.099e-27, 1.522e-27]
6 [ 0.9999999999999999845176356,
-0.9999999999999999785502120] [ 5.304e-31, 3.831e-31]
7 [ 0.9999999999999999845176356,
-0.9999999999999999785502120] [-1.334e-34, 1.849e-34]
8 [ 0.9999999999999999845173429,
-0.9999999999999999785498065] [ 6.441e-38, 4.652e-38]
Berechnung von x(10), x(100) und ev. x(200) zu Orthomin(0) fu¨r ATAx = AT b bei
x(0) = (1.2,−1.2)T und verschiedenen Genauigkeiten von Maple
Digits [ x(10)[1], x(10)[2] ]
[ x(100)[1], x(100)[2] ]
ev. [ x(200)[1], x(200)[2] ]
-----------------------------------------------------------------------
22 [ 1.163124778171131158080, -1.225998550408069406742 ]
[ 1.160509596690955248782, -1.222375390087484944836 ]
23 [ 1.1628865231094641596490, -1.2256684638377278687512 ]
[ 1.1581805911646708903331, -1.2191487075519809587076 ]
[ 1.1531110635798911919781, -1.2121252136459111459074 ]
-----------------------------------------------------------------------
24 [ 1.03519788304360539061793, -1.04876433019234296359013 ]
[ 1.00000003511287863639610, -1.00000004864656222954178 ]
[ 0.999999999999953667237807, -0.999999999999935809033912 ]
25 [ 1.000000753684912837040224, -1.000001044180410082575306 ]
[ 0.9999999999999932959319929, -0.9999999999999907119588591 ]
26 [ 1.0000000000000003141670834, -1.0000000000000004352576367 ]
[ 1.0000000000000003141670565, -1.0000000000000004352575995 ]
27 [ 0.999999999999999984517635589,-0.999999999999999978550211973]
[ 0.999999999999999984517342933,-0.999999999999999978549806518]
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5.4 Verfahren der konjugierten Residua
Das mit CR bezeichnete (theoretisch) endliche AV (vergl. Kapitel 4.3)
x(0) gegeben, p(0) = r(0) = b− Ax(0),
m = 0, 1, ...
x(m+1) = x(m) + αmp
(m),
αm =
r(m)TAp(m)
(Ap(m))TAp(m)
=
r(m)TAr(m)
(Ap(m))TAp(m)
,
p(m+1) = r(m+1) + βmp
(m),
βm =
r(m)TAp(m+1)
r(m)TAp(m)
=
r(m+1)TAr(m+1)
r(m)TAr(m)
,
(5.17)
basiert auf der spd Matrix B = ATA sowie dem zu minimierenden Funktional
R(x) sowie mit seinen Merkmalen (4.2), das sein eindeutiges absolutes Minimum
an der Lo¨sung x∗ besitzt. Das ist ein wichtiger Vorzug gegenu¨ber dem CG mit dem
“schwa¨cheren“ Funktional Q(x) im Fall, dass die Bedingung A = AT > 0 nicht ge-
geben ist.
Als Such- und Abstiegsrichtung verwendet CR im Gegensatz zu Orthomin(0), das
den negativen Gradienten r(x) = b−Ax vom Funktional Q(x) benutzt, einen Vektor,
der in Analogie zum CG konstruiert wird. So ist der erste Suchvektor p = r, weitere
Suchrichtungen entstehen rekursiv gema¨ß p = r + βpalt.
Bei der Berechnung der Schrittzahlen α und β kann der Ausdruck rTAr Null sein, so
dass in β der Nenner Null wird, d. h. in α wu¨rde der Za¨hler verschwinden. Damit wird
ein vorzeitiges Ende der Iteration mit x(m+1) = x(m) signalisiert, ohne Konvergenz zu
haben. Geometrisch bedeutet dies, wenn p – gebildet als Richtung des “optimalsten“
Abstiegs aus r ⊥ Q(x) = const und palt – eine Tangente zu R(x) = const ist, dann
bleibt die Iteration am Ort stehen.
Neben der Wahl anderer geeigneter Abbruchbedingungen ist also ein zusa¨tzlicher
Test auf die Durchfu¨hrbarkeit der Berechnung zu machen.
Tritt der Sonderfall des Abbruchs nicht auf, endet das CR normal sowie bei exakter
Rechnung und A = AT spa¨testens nach n Schritten an der Lo¨sung x∗. Die Residua r
sind dabei A-orthogonal.
Fu¨r nicht symmetrische Matrizen besteht natu¨rlich auch die Gefahr eines vorzeitigen
Abbruchs des CR. Mehr jedoch interessieren uns wie beim CG die Fragen, ob End-
lichkeit, langsame Konvergenz in unendlichen vielen Schritten oder Divergenz des
CR vorkommen.
Die Residua r(m) erfu¨llen eine A-Orthogonalita¨tsbedingung, wobei die A-Orthogonali-
ta¨t eigentlich nur Sinn fu¨r symmetrische Matrizen macht. Fu¨r die Suchrichtungen p(m)
gilt dann bei aufeinander folgenden Richtungen die Beziehung (Ap(m+1))TAp(m) = 0.
Andere Eigenschaften ﬁndet man noch in den Formeln (4.18).
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5.4.1 CR mit symmetrischer indefiniter Matrix
Im symmetrischen Fall ist im Allgemeinen ein endlicher konvergenter Iterationsver-
lauf des CR zu erwarten. Die Suchrichtungen p sind dabei Abstiegsrichtungen.
Die Besonderheit besteht in der Gefahr eines vorzeitigen Abbruchs, falls rTAr = 0
ist.
Beispiel 5.18
Sei Ax = b, A diagonal (damit symmetrisch) und indeﬁnit aus den Beispielen 5.1,
5.12. (
1 0
0 −1
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Das zu minimierende Funktional ist R(x)= 1
2
xTATAx−xTAT b= 1
2
(x21+x
2
2), R(x
∗)=0,
und die Suchrichtungen werden als Linearkombination aus der letzten und dem Re-
siduum abgeleitet.
(1) Fu¨r den Startvektor x(0) = (1, 0)T erha¨lt man
p(0)=r(0)=b−Ax(0)=(−1, 0)T , w(0)= t(0)=Ar(0)=(−1, 0)T , α0= r
(0)T t(0)
w(0)Tw(0)
=1
und mit x(1) = x(0)+α0p
(0) = (0, 0)T = x∗, r(1) = 0, einen endlichen Iterationsverlauf.
(2) Fu¨r den Startvektor x(0) = (1, 1)T haben wir eine Abbruchsituation.
Der Suchvektor p(0) = r(0) = (−1, 1)T ist orthogonal zur Ho¨henlinie Q(x) = 0 im
Punkt (1, 1) und liegt gleichzeitig auf der Tangente zur Ho¨henlinie R(x) = 1.
Das AV kommt in der Suchrichtung nicht vorwa¨rts. Es ist
w(0) = t(0) = Ar(0) = (−1,−1)T , α0 = 0 und x(1) = x(0) = (1, 1)T .
(3) Mit dem Startvektor x(0) = (1, 1
2
)T la¨sst sich ein endlicher konvergenter Iterati-
onsprozess beschreiben.
Die beiden Iterierten, die zugeho¨rigen gegen den Nullvektor tendierenden Residua
sowie die Suchrichtungen sind
m = 2
xv =
[
1 2
5
0
1
2
4
5
0
]
rv =
[
−1 −2
5
0
1
2
4
5
0
]
pv =
[
−1 6
25
0
1
2
12
25
0
]
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Dazu erhalten wir unter Beru¨cksichtigung von (4.18) sowie p(0) = r(0), ATA = I und
r(2) = p(2) = 0 die Beziehungen
r(k)TAr(j) = 0 ∀ k 	= j, (Ap(1))TAp(0) = p(1)TATAp(0) = p(1)Tp(0) = 0,
r(1)TAp(0) = 0, r(1)TAr(1) = r(1)TAp(1) = r(0)TAp(1) = −12
25
.
Damit sind die ersten beiden Suchrichtungen selber orthogonal.
Der Iterationsverlauf fu¨r x(0) = (1, 1
2
)T fu¨hrt mit zwei Schritten x(1) und x(2) = x∗
zum Minimum von R(x) und damit zur Lo¨sung des LGS.
CR - Hoehenlinien und Iterationsverlauf, x(0)=[1,1/2], [1,1], [1,0]
(1,0)
(1,1)
Q(x)<0
Q(x)>0
x =x(2)*
p(1)
p(0)=r(0)
x(1)
x(0)
(-2/3,4/3)
–1
–0.5
0
0.5
1
1.5
x2
–1 –0.5 0.5 1 1.5
x1
Abb. 5.37 Datei cr 005.ps
Ho¨henlinienbild mit Iterationsverlauf x(m), m = 0, 1, 2, von CR fu¨r 3 verschiedene
Startvektoren zu R(x) = 1
2
(x21 + x
2
2) (Ho¨henlinien sind konzentrische Kreise),
contours=[2,1.5,1.111,1,0.625,0.4,0.16], Abstiegsrichtung p(x),
dazu Ho¨henlinien von Q(x)= 1
2
(x21−x22), contours=[-0.667,0.5,-0.5,0.375,-0.24]
und Vergleich mit Verlauf des CG gema¨ß x(0), (−2
3
, 4
3
)T , x(2) = x∗
Rechnung mit Maple bei Digits:=16
CR fuer Ax=b, A diagonal und indefinit - konv. endlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-----------------------------------------------------------
0 [ 1.0000000000, 0.5000000000] [-1.000e+00, 5.000e-01]
1 [ 0.4000000000, 0.8000000000] [-4.000e-01, 8.000e-01]
2 [ 0.0000000000,-0.0000000000] [-3.000e-16,-3.000e-16]
5.4 Verfahren der konjugierten Residua 109
Beispiel 5.19
Sei Ax = b, A = AT und indeﬁnit aus den Beispielen 1.4, 5.2, 5.7, 5.13.
(
1 0
0 −4
)(
x1
x2
)
=
(
0
0
)
, x∗ =
(
0
0
)
.
Wir rechnen mit verschiedenen Startvektoren die ersten Schritte des CR.
(1) x(0) = (1, 2)T Startvektor,
r(0) = b− Ax(0) = (−1, 8)T Anfangsresiduum,
p(0) = r(0) = (−1, 8)T 1. Suchrichtung,
t(0) = Ar(0) = −(1, 32)T , w(0) = Ap(0) = −(1, 32)T .
S1
α0 =
r(0)T t(0)
w(0)Tw(0)
= − 51
205
= −0.248 780...,
x(1) = x(0) + α0p
(0) =
2
205
(128, 1)T ,
r(1) = b− Ax(1) = r(0) − α0Aw(0) = 8
205
(−32, 1)T ,
β0 =
r(1)TAr(1)
r(0)TAr(0)
= − 256
42025
= −0.006 091...,
p(1) = r(1) + β0p
(0) = − 408
42025
(128, 1)T .
S2
α1 =
r(1)T t(1)
w(1)Tw(1)
=
205
204
= 1.004 901...,
x(2) = (0, 0)T ,
r(2) = (0, 0)T , β1 = 0, p
(2) = (0, 0)T → Stopp mit x(2) = x∗.
CR konvergiert in zwei Schritten mit Abstiegsrichtungen gegen x∗.
Rechnung mit Maple bei Digits:=16
CR fuer Ax=b, A diagonal und indefinit - konv. endlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-----------------------------------------------------------
0 [ 1.0000000000, 2.0000000000] [-1.000e+00, 8.000e+00]
1 [ 1.2487804878, 0.0097560976] [-1.249e+00, 3.902e-02]
2 [ 0.0000000000, 0.0000000000] [ 0.000e-01, 0.000e-01]
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CR - Iterationsverlauf, x(0)=[1,2], Vergleich mit CG
Q(x)<0
Q(x)>0
(64/51,–2/51)
x =x(2)* x(1)
x(0)
–0.5
0
0.5
1
1.5
2
2.5
x2
–1.5 –1 –0.5 0.5 1
x1
Abb. 5.38 Datei cr 006.ps
Ho¨henlinienbild bei endlichem
Iterationsverlauf des CR mit
x(0) = (1, 2)T
zu R(x) = 1
2
x21 + 8x
2
2, R(x
∗) = 0,
mit contours=[32.5,0.7805,0]
und contours=6,
dazu die Ho¨henlinien von Q(x)
an den Iterierten x(m),
Vergleich mit CG zu Q(x) gema¨ß
x(0), (64
51
,− 2
51
)T , x(2) = x∗
(dick gestrichelter Verlauf), mit
contours=[-7.5,-3,-0.75,0,
0.3,0.7795,0.7843]
(2) x(0) = (1, 0)T , r(0) = (−1, 0)T = p(0).
S1 α0 = 1,
x(1) = (0, 0)T ,
r(1) = (0, 0)T , β0 = 0, p
(1) = (0, 0)T → Stopp mit x(1) = x∗.
CR braucht nur einen Schritt.
(3) x(0) = (0, 1)T , r(0) = (0, 4)T = p(0).
S1 α0 = −1
4
,
x(1) = (0, 0)T , r(1) = (0, 0)T → Stopp wie in (2).
(4) x(0) = (3, 1)T , r(0) = (−3, 4)T = p(0).
S1 α0 = −11
53
= −0.207 547...,
x(1) =
3
53
(64, 3)T , r(1) =
12
53
(−16, 3)T ,
β0 = − 576
2809
= −0.205 055...,
p(1) = − 132
2809
(64, 3)T .
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S2
α1 =
53
44
= 1.204 545...,
x(2) = (0, 0)T ,
r(2) = (0, 0)T , β1 = 0, p
(2) = (0, 0)T → Stopp mit x(2) = x∗.
CR konvergiert in zwei Schritten mit Abstiegsrichtungen gegen x∗.
Rechnung mit Maple bei Digits:=16
CR fuer Ax=b, A diagonal und indefinit - konv. endlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-----------------------------------------------------------
0 [ 3.0000000000, 1.0000000000] [-3.000e+00, 4.000e+00]
1 [ 3.6226415094, 0.1698113208] [-3.623e+00, 6.792e-01]
2 [ 0.0000000000, 0.0000000000] [ 0.000e-01, 0.000e-01]
CR- Iterationsverlauf,  x(0)=[3,1], Vergleich mit CG,Orthomin(0)
(48/11,–9/11)
Q(x)<0
Q(x)>0
x =x(2)* x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
x2
1 2 3 4
x1
Abb. 5.39 Datei cr 007.ps
Ho¨henlinienbild bei konvergentem endlichem Iterationsverlauf des CR
mit x(0) = (3, 1)T zu R(x) = 1
2
x21 + 8x
2
2, R(x
∗) = 0, contours=[12.5,6.792,3.691,
2.005,1.0899,0.5922,0.3218,0.1749,0.0950,0.0516, 25,18],
dazu auch die Ho¨henlinien von Q(x) an den Iterierten x(m) mit
contours=[2.5,8.18,6.504,0.738,1.9205,0.2179,0.567,0.0644,0.1674,-1,-3],
Vergleich mit CG zu Q(x) gema¨ß x(0), (48
11
,− 9
11
)T , x(2)=x∗ (dick gestrichelter Verlauf),
sowie mit Orthomin(0) zu R(x) bei konvergentem “Zick-Zack“-Iterationsverlauf
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(5) x(0) = (2, 1)T , r(0) = 2(−1, 2)T = p(0).
S1
α0 = − 3
13
= −0.230 769...,
x(1) =
1
13
(32, 1)T , r(1) =
4
13
(−8, 1)T ,
β0 = − 16
169
= −0.094 674...,
p(1) = − 12
169
(32, 1)T .
S2
α1 =
13
12
= 1.083 333...,
x(2) = (0, 0)T ,
r(2) = (0, 0)T , β1 = 0, p
(2) = (0, 0)T → Stopp mit x(2) = x∗.
CR konvergiert in zwei Schritten mit Abstiegsrichtungen gegen x∗.
Berechnungen in Maple mit Digits:=16
CR fuer Ax=b, A diagonal und indefinit - konv. endlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
-----------------------------------------------------------
0 [ 2.0000000000, 1.0000000000] [-2.000e+00, 4.000e+00]
1 [ 2.4615384615, 0.0769230769] [-2.462e+00, 3.077e-01]
2 [ 0.0000000000, 0.0000000000] [ 0.000e-01, 0.000e-01]
CR - Iterationsverlauf, x(0)=[2,1], Vergleich mit GV,CG,Orthomin(0)
(8/3,–1/3)
Q(x)<0
Q(x)>0
g
x =x(2)* x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
x2
1 2 3
x1
Abb. 5.40 Datei cr 008.ps
Ho¨henlinienbild bei endlichem
Iterationsverlauf des CR
mit x(0) = (2, 1)T zu R(x), R(x∗) = 0,
contours=[10,3.0769,0.9467,0.2913,
0.0896,0.02758,0.0085],
dazu auch die Ho¨henlinien von Q(x)
an den Iterierten x(m) mit contours=
[3.333,3.0177,0.2857,0.027,0,-1,-3],
Vergleich mit GV (Abbruch nach 1. Schritt),
mit CG zu Q(x) gema¨ß x(0), (8
3
,−1
3
)T , x∗
(dick gestrichelter Verlauf), sowie mit
Orthomin(0) (konv. “Zick-Zack“-Iteration)
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(6) x(0) = (−8, 1)T Startvektor,
r(0) = b− Ax(0) = 4(2, 1)T Anfangsresiduum,
p(0) = r(0) = 4(2, 1)T 1. Suchrichtung,
t(0) = Ar(0) = 8(1,−2)T , w(0) = Ap(0) = 8(1,−2)T .
S1 α0 =
r(0)T t(0)
w(0)Tw(0)
= 0,
x(1) = x(0) + α0p
(0) = x(0), r(1) = b− Ax(1) = r(0),
β0 =
r(1)TAr(1)
r(0)TAr(0)
=
...
0
,
→ Abbruch mit x(0) wegen r(0)TAr(0) = 0.
In Richtung des Vektors (2, 1)T tritt bei der Berechnung der Schrittzahlen α und β
das Problem der Null im Za¨hler bzw. Nenner auf. Das fu¨hrt zum Abbruch von CR.
Die erste Suchrichtung im Punkt x(0) ist senkrecht zur Ho¨henlinie Q(x) = 30 und
gleichzeitig tangential zur Ho¨henlinie R(x) = 40. Entlang der Geraden g(α) = x(0) +
αp(0) la¨sst sich kein kleinerer Wert des Funktionals R(x) ﬁnden.
Schritt k = 0
Startvektor x = [-8.0000000000e+00 1.0000000000e+00]
Residuum/Suchr. r = b-Ax = [ 8.0000000000e+00 4.0000000000e+00]
Funktionswert Q(x) = 3.0000000000000000e+01
Funktionswert R(x) = 4.0000000000000000e+01
Anfangsfehlerquadrat r’r = 8.0000000000000000e+01
Abbruch wegen Nenner r’Ar=0
x(0) = (−8, 1.1)T oder x(0) = (−8, 0.9)T .
Fu¨r beide Startvektoren ist die Rechnung durchfu¨hrbar und endet nach zwei Schrit-
ten.
CR fuer Ax=b, A diagonal, indefinit - 2 konv. endliche Iterationsverlaeufe
m [ x(m)[1], x(m)[2]] [ x(m)[1], x(m)[2]]
--------------------------------------------------
0 [-8.000000, 1.100000] [-8.000000, 0.900000]
R(x(0)) = 41.68 R(x(0)) = 38.48
Q(x(0)) = 29.58 Q(x(0)) = 30.38
--------------------------------------------------
1 [-8.287671, 0.941781] [-7.641509, 1.061321]
R(x(1)) = 41.44 R(x(1)) = 38.21
Q(x(1)) = 32.57 Q(x(1)) = 26.94
--------------------------------------------------
2 [ 0, 0 ] [ 0, 0 ]
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CR - Iterationsverlauf, x(0)=[–8,1],[–8,1.1],[–8,0.9]
Q(x)<0
Q(x)>0Q(x)=0
g
x *
x(0)
–4
–2
0
2
4
x2
–10 –8 –6 –4 –2 2 4 6 8 10
x1
Abb. 5.41 Datei cr 05.ps
Ho¨henlinienbild und Iterationsverlauf von CR zu R(x), R(x∗) = 0, mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 1.1)T , (−8, 0.9)T (Konvergenz),
mit contours=[40,41.68,38.48] und contours=6,
dazu Ho¨henlinien von Q(x) bei x(0) mit contours=[30,29.58,30.38] und Q(x) = 0
Wir wollen den konvergenten endlichen Iterationsverlauf des CR fu¨r die Startvekto-
ren x(0) = (−8, 1.1)T bzw. x(0) = (−8, 0.9)T noch etwas besser auﬂo¨sen.
CR - Iterationsverlauf, x(0)=[–8,1],[–8,1.1],[–8,0.9]
x*
x(0)
x(0)
Q(x)>0
Q(x)=0
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x2
–8 –6 –4 –2
x1
Abb. 5.42 Datei cr 06.ps
Ho¨henlinienbild und Iterationsverlauf von CR zu R(x), R(x∗) = 0, mit
x(0) = (−8, 1)T (Abbruch), x(0) = (−8, 1.1)T , (−8, 0.9)T (Konvergenz),
mit contours=[40,41.68,41.43,38.48,38.20] und contours=4,
dazu Ho¨henlinien von Q(x) bei x(0) mit contours=[30,29.58,30.38] und Q(x) = 0
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Beispiel 5.20
Sei Ax = b, A = AT und indeﬁnit aus den Beispielen 1.5, 5.3, 5.8, 5.14.(
2 1
1 −3
)(
x1
x2
)
=
(
3
1
)
, x∗ =
(
10/7
1/7
)
, x(0) =
(
3/2
1
)
.
Die Funktionale sind R(x1, x2) =
5
2
x21−x1x2+5x22−7x1, R(x∗) = −5, und Q(x1, x2) =
x21 + x1x2 − 32x22 − 3x1 − x2, Q(x∗) = −3114 = −2.214 285....
x∗ ist Minimumstelle von R(x) und Sattelpunkt von Q(x).
Die Richtungen (Anstieg/Abstieg bez. Q(x)) r(x) = b − Ax ⊥ Q(x) = const,
	⊥ R(x) = const sind A-orthogonal. Die Richtung (Abstieg) rˆ(x) = AT r(x) = AT (b−
Ax) ⊥ R(x) = const. Die Such- und Abstiegsrichtungen sind p(0) = r(0) ⊥ Q(x) =
const, 	⊥ R(x) = const, und weiter p(x), gebildet aus r(x) ⊥ Q(x) = const und palt,
die 	⊥ Q(x) = const, 	⊥ R(x) = const sind.
CR - Iterationsverlauf, x(0)=[3/2,1]
 x(0)
 x(1)
 x =x(2)*
 Q(x)>–31/14
 Q(x)<–31/14
p(0)=r(0)rd(0)
p(1)
rd(1)
r(1)
–0.5
0
0.5
1
1.5
–0.5 0.5 1 1.5 2 2.5
x2
x1
Abb. 5.43 Datei cr 002.ps
Ho¨henlinienbild bei endlichem Iterationsverlauf des CR zu R(x) mit x(0) = (3
2
, 1)T ,
contours=[-4.6375,-4,-3,-1.375,0,3] und in den Iterierten x(m) eingezeichneten
Richtungen r(x) ⊥ Q(x) (du¨nne Striche), rˆ(x) ⊥ R(x) (ganz du¨nne Striche),
Ho¨henlinien zu Q(x) mit contours=[-3.25,-2.054,-2.214,0]
x(0) = (3
2
, 1)T ist ein gu¨nstiger Startvektor mit endlichem Iterationsverlauf. Die Ite-
rierten, die zugeho¨rigen Residua und Suchrichtungen sind
xv =
[
3
2
9
5
10
7
1 1
4
1
7
]
, rv =
[
−1 −17
20
0
5
2
−1
20
0
]
, pv =
[
−1 −39
50
0
5
2
−9
40
0
]
.
Andere Startvektoren werden nicht getestet. Aber Situationen mit Abbruch, wie sie
in Beispiel 5.19 aufgetreten sind, ko¨nnen auch hier vorkommen.
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5.4.2 CR mit nicht symmetrischer Matrix
Auch hier betrachtet man die Funktionale R(x), Q(x) und S(x).
Als erste Besonderheit ist wie zum CR fu¨r A = AT und indeﬁnit (Kap. 5.4.1) bei
der Berechnung der Schrittzahlen α und β gema¨ß (4.17) die Durchfu¨hrbarkeit zu
beachten. Das bedeutet fu¨r die Gro¨ßen der Test
rTAp = rTAr = 0 bzw. (Ap)T r = 0.
Weiterhin gibt es fu¨r nicht symmetrische Matrizen Probleme bei der Konstrukti-
on der A-orthogonalen Residua r, die im Normalfall einen Vektorraum mit stetig
wachsender Dimension gebildet haben und die Endlichkeit des CR bewirkten sowie
letztendlich eine Vereinfachung der hergeleiteten Schrittzahlen in der Form
α =
‖r‖2A
‖w‖22
, w = Ap, β =
‖rneu‖2A
‖r‖2A
(5.18)
erlaubten. Man rechnet im CR, auch bei A 	= AT , einfach mit den Skalarprodukten
und nicht mit den Normen. Mit den originalen Formeln
α =
wT r
wTw
, β =
wTneur
wT r
, w = Ap, (5.19)
zu arbeiten, ohne die weitergehenden Beziehungen zwischen den Gro¨ßen zu verwen-
den, ist nicht mo¨glich. Denn das bedeutet, dass z. B. βm die Gro¨ße w
(m+1) = Ap(m+1)
und damit p(m+1) braucht, aber p(m+1) eine rekursive Darstellung hat, in deren rechte
Seite wiederum das βm auftaucht. Also gehen wir davon aus, dass die dritte Bedin-
gung in (4.18) rTAw = rTAr zutriﬀt.
Was bleibt aber dann von der A-Orthogonalita¨t der Residua u¨brig? Nach den Be-
trachtungen im Kapitel 4.3 sollten im Fall von A 	= AT und (5.19) zumindest die
A-Orthogonalita¨t der Residua und die Bedingungen (4.18) in abgeschwa¨chten For-
men erfu¨llt sein, also beispielsweise
r(j)TAr(m) = 0, j = 0, 1, ...,m− 1, bzw. r(m−1)TAr(m) = 0. (5.20)
Erha¨lt man dann die Endlichkeit des Verfahrens?
Diese Fragestellungen und Vergleiche zum CG und Orthomin(0) in den Varianten
A > 0 bzw. A indeﬁnit werden an den schon mehrfach genannten Beispielen erla¨utert
und illustriert.
Dabei wird der Iterationsverlauf verfolgt. Neben der Suchrichtung p(x) – erste Such-
richtung p(x) = r(x) ist eine Abstiegsrichtung zu R(x), p(x) = r(x) + βpalt(x) sind
weitere Such-/Abstiegsrichtungen – werden auch andere Richtungsvektoren ange-
zeigt. So sind die Vektoren
– r(x) = b− Ax 	⊥ zu Q(x) = const und 	⊥ zu R(x) = const,
– r˜(x) = b− 1
2
A˜x ⊥ zu Ho¨henlinien von Q(x), Richtung des steilsten Ab-/Anstiegs,
– rˆ(x) = AT (b− Ax) als Richtung des steilsten Abstiegs zu R(x)
von Interesse.
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Beispiel 5.21 Sei Ax = b, A 	= AT , A > 0 aus den Beispielen 1.6, 5.4, 5.9, 5.15.(
2 1
0 3
)(
x1
x2
)
=
(
3
3
)
, x∗ =
(
1
1
)
, x(0) =
(
1
−1
)
.
Wir erinnern uns wiederum an die Funktionale R(x), Q(x) und S(x) sowie an das
Ho¨henlinienbild mit den verschiedenen Minimumstellen.
Hoehenlinien von  R(x),Q(x),S(x) in [–1,2]x[–1,2]
t
x*
z
S(x)=0
–1
–0.5
0
0.5
1
1.5
2
x2
–1 –0.5 0.5 1 1.5 2
x1
Abb. 5.44 Datei cr 0030.ps
Ho¨henlinienbilder (Ellipsenscharen)
zu den Funktionalen
R(x), Minimum bei x∗ = A−1b, und
Q(x), Minimum bei z = (1
2
A˜)−1b 	= x∗,
S(x), Minimum bei t = A˜−1b = z
2
x∗ ist Minimumstelle von R(x), R(x∗) = −9, und Stelle mit S(x∗) = 0.
Die Suchrichtung p(x) ist eine “schra¨ge“ Abstiegsrichtung bez. R(x), es gilt p(x) 	⊥
Q(x) = const und 	⊥ R(x) = const. Weitere Richtungen sind rˆ(x) = AT r(x) =
AT (b−Ax) ⊥ R(x) = const sowie r˜(x) = b− 1
2
A˜x = b− 1
2
(A+AT )x ⊥ Q(x) = const.
Fu¨r den Startvektor x(0) = (1,−1)T sind die Richtungsvektoren
p(0) = r(0) = b− Ax(0) = 2(1, 3)T ,
rˆ(0) = AT (b− Ax(0)) = AT r(0) = 4(1, 5)T ,
r˜(0) = b− 1
2
A˜x(0) = 1
2
(3, 11)T .
In der Abbildung 5.45 sind neben der Suchrichtung p(0) = p(0) auch die beiden
anderen Richtungen eingetragen. rˆ(0) = rd(0) ist als dicker Strich gezeichnet und
r˜(0) = rs(0) liegt zwischen diesem und r(0).
Um die Konvergenz mit endlich vielen Schritten von CR zu erzwingen, kann man das
LGS gema¨ß Bx = ATAx = AT b = c symmetrisieren. Das zugeho¨rige Funktional ist
RB(x) =
1
2
(Bx)TBx− (Bx)T c.
Die Iterierten sind x(0) = (1,−1)T , x(1) = (999
725
, 129
145
)T , x(2) = x∗.
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CR - Iterationsverlauf, x(0)=[1,–1]
rs(1)
rd(1)
p(1)
rs(0)
rd(0) p(0)=r(0)
z
t
S(x)=0
x*
x(4)
x(3) x(2)
x(1)
x(0)
–1
–0.5
0
0.5
1
1.5
2
–1 –0.5 0.5 1 1.5 2
x1
x2
Abb. 5.45 Datei cr 003.ps
Ho¨henlinienbild und CR zu R(x) mit den Iterierten x(m) (Iterationsverlauf fett ge-
zeichnet), Suchrichtung p(x), R(x∗) = −9, R(z) = −4608
529
= −8.710 775,
Ho¨henlinien zu R(x) mit contours=[11,-3,-7,-8.3207,-8.841,-8.969,-8.9867,
-8.999] und contours=5.
Zusa¨tzlich eingezeichnet:
– Vektor r˜(x) ⊥ Q(x) = const in den ersten Iterierten (du¨nner Strich),
– Vektor rˆ(x) ⊥ R(x) = const in den ersten Iterierten (dicker Strich),
– Ho¨henlinien von Q(x), Q(x∗) = −3, Q(z) = −72
23
= −3.130 434, an den Iterierten,
contours=[2,0,-2,-2.7,-3.13,-3.0352,-2.9846,-1.9211,-2.9364,-2.9651],
– Funktional S(x) mit Minimumstelle t = z
2
und Ho¨henlinie S(x) = 0.
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Der anfa¨ngliche Iterationsverlauf ist
x(0) = (1,−1)T , r(0) = 2(1, 3)T = p(0).
S1
α0 =
16
53
= 0.301 886...,
x(1) =
1
53
(85, 43)T , r(1) =
6
53
(−9, 5)T ,
β0 =
54
2809
= 0.019 223...,
p(1) =
6
2809
(−459, 319)T .
S2
α1 =
5088
12025
= 0.423 118...,
x(2) =
1
12025
(14297, 13223)T , r(2) = − 6
12025
(957, 599)T ,
β0 =
50932788
144600625
= 0.352 230...,
p(2) = − 6
144600625
(19830513, 1418867)T .
Es ist zu vermuten, dass das CR in unendlich vielen Schritten mit Abstiegsrichtungen
sehr langsam gegen x∗ konvergiert.
Rechnung mit Maple bei Digits:=16
CR fuer Ax=b, A<>A’, A>0 - unendlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
--------------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 2.000e+00, 6.000e+00]
1 [ 1.6037735849, 0.8113207547] [-1.019e+00, 5.660e-01]
2 [ 1.1889397089, 1.0996257796] [-4.775e-01,-2.989e-01]
3 [ 0.9460911484, 1.0822500411] [ 2.557e-02,-2.468e-01]
4 [ 0.9178424233, 1.0311555678] [ 1.332e-01,-9.347e-02]
5 [ 0.9365512816, 0.9981077835] [ 1.288e-01, 5.677e-03]
6 [ 0.9724291360, 0.9779929077] [ 7.715e-02, 6.602e-02]
7 [ 1.0055052182, 0.9740116788] [ 1.498e-02, 7.796e-02]
8 [ 1.0229506387, 0.9796942203] [-2.560e-02, 6.092e-02]
9 [ 1.0288296762, 0.9872299135] [-4.489e-02, 3.831e-02]
10 [ 1.0288143829, 0.9942597001] [-5.189e-02, 1.722e-02]
--------------------------------------------------------------
20 [ 0.9826216317, 1.0040612486] [ 3.070e-02,-1.218e-02]
30 [ 1.0040085494, 0.9908411451] [ 1.142e-03, 2.748e-02]
40 [ 1.0132735398, 0.9974517616] [-2.400e-02, 7.645e-03]
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m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]] [p(m)[1..2]]
--------------------------------------------------------------------------
50 [ 1.0067196129, 1.0050729770] [-1.851e-02,-1.522e-02]
60 [ 0.9951366715, 1.0075811293] [ 2.146e-03,-2.274e-02]
70 [ 0.9893002930, 1.0050022394] [ 1.640e-02,-1.501e-02]
80 [ 0.9885651480, 1.0013680650] [ 2.150e-02,-4.104e-03]
90 [ 0.9909058208, 0.9977078629] [ 2.048e-02, 6.876e-03]
100 [ 0.9956567545, 0.9946558460] [ 1.403e-02, 1.603e-02]
200 [ 1.0021868339, 1.0057745764] [-1.015e-02,-1.732e-02]
300 [ 0.9897520187, 1.0010786756] [ 1.942e-02,-3.236e-03]
400 [ 0.9999308268, 0.9938503695] [ 6.288e-03, 1.845e-02]
500 [ 1.0091878583, 0.9954956515] [-1.387e-02, 1.351e-02]
600 [ 1.0096815644, 0.9999449109] [-1.931e-02, 1.653e-04]
700 [ 1.0051148974, 1.0042369158] [-1.447e-02,-1.271e-02]
800 [ 0.9979998170, 1.0063539394] [-2.354e-03,-1.906e-02]
900 [ 0.9926896981, 1.0056469053] [ 8.974e-03,-1.694e-02]
1000 [ 0.9903269700, 1.0036622729] [ 1.568e-02,-1.099e-02] [ -1.25, -2.31]
1001 [ 0.9903149903, 1.0036401444] [ 1.573e-02,-1.092e-02]
1500 [ 1.0005161843, 0.9938713133] [ 5.096e-03, 1.839e-02]
2000 [ 1.0099488711, 0.9972198752] [-1.712e-02, 8.340e-03] [ 1.12, 4.97]
2001 [ 1.0099515496, 0.9972316732] [-1.713e-02, 8.305e-03]
3000 [ 0.9974316980, 1.0063225757] [-1.186e-03,-1.897e-02] [-16.34, 0.64]
4000 [ 0.9899958672, 1.0018528944] [ 1.816e-02,-5.559e-03] [ 0.45,-10.62]
5000 [ 0.9949672511, 0.9958204193] [ 1.425e-02, 1.254e-02] [ 24.27,-13.31]
6000 [ 1.0044624232, 0.9937400117] [-2.665e-03, 1.878e-02] [ 28.99, 2.89]
7000 [ 1.0093042717, 0.9959495710] [-1.456e-02, 1.215e-02] [ 11.37, 15.15]
8000 [ 1.0098273773, 0.9991209240] [-1.878e-02, 2.637e-03] [ -6.53, 22.52]
9000 [ 1.0076032590, 1.0023686682] [-1.758e-02,-7.106e-03] [-30.33, 27.38]
10000 [ 1.0031877016, 1.0050430976] [-1.142e-02,-1.513e-02] [-54.54, 21.91]
Um den Konvergenzverlauf noch besser zu erfassen, betrachten wir das Verhalten
von Fehlernormen und kontrollieren u. a., ob wie im Normalfall des CR (Kap. 4.3)
der Fehler ‖r(m)‖2 = ‖b − Ax(m)‖2 eine stetig abnehmende Folge bildet. Das ist der
Fall, wa¨hrend dasselbe auf den Fehler ‖x(m) − x∗‖2 nicht zutriﬀt.
Normen von Fehlern zum Iterationsverlauf
m ||x(m)-xs||_2 ||r(m)||_2
------------------------------------
0 2.0000000000 6.3245553203
500 0.0102325899 0.0193653622
1000 0.0103431017 0.0191491870
1500 0.0061503859 0.0190792993
2000 0.0103300112 0.0190413937
2500 0.0073503427 0.0190230653
3000 0.0068243049 0.0190047677
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3500 0.0098369125 0.0189933714
4000 0.0101742759 0.0189872710
4500 0.0087362196 0.0189824485
5000 0.0065419765 0.0189774160
5500 0.0059796733 0.0189723428
6000 0.0076876963 0.0189680929
6500 0.0093298790 0.0189650416
7000 0.0101476819 0.0189629236
7500 0.0102663455 0.0189613360
8000 0.0098666164 0.0189599862
8500 0.0090610520 0.0189586998
9000 0.0079636760 0.0189573856
9500 0.0067968279 0.0189560167
10000 0.0059660938 0.0189546211
Die langsamen Vera¨nderungen der Iterierten korrespondieren natu¨rlich auch mit den
entsprechenden Schrittzahlen α und β.
So ist im Schritt
x(10000) = x(9999) + α9999p
(9999)
der Parameter α9999 = 0.940... · 10−7 und fu¨r
p(10000) = r(10000) + β9999p
(9999)
der Wert β9999 = 1.000 119..., so dass die Iterierten x
(m) nur geringfu¨gig sich vera¨ndern
und die Suchrichtung p(m) kaum noch von r(m) beeinﬂusst sondern durch die vorhe-
rige Richtung p(m−1) dominiert wird.
Hier noch ein Hinweis auf den Iterationsverlauf unter Verwendung der “Restart-
Variante“.
Wir machen nach jeweils 1000 Iterationen einen Neustart des CR mit dem jeweils
letzten Iterationsvektor. Damit wird im Algorithmus zuna¨chst die u¨bliche fortlau-
fende rekursive Residuumberechnung r(m+1) = r(m) − αmw(m) beim Neustart durch
die explizite Formel r(m+1) = b − Ax(m+1) ersetzt. Das ist jedoch nicht ausschlagge-
bend, zumindest solange man nicht sehr große Genauigkeiten (z. B. abgeleitet von
der Mantissenla¨nge) fordert. Viel wichtiger ist, dass der erste Suchvektor p(0) als r(0)
deﬁniert ist und damit seine rekursive Ermittlung p(m+1) = r(m+1) + βmp
(m) an der
Stelle unterbrochen wird.
Das hat eine positive Auswirkung, denn im Ergebnis erha¨lt man eine schneller kon-
vergierende Iterationsfolge x(m). Wenn schon der Iterationsprozess nicht endlich ist,
dann mo¨chte man in einem solchen Fall eigentlich nicht viel schlechter als Ortho-
min(0) sein, was bedeutet, dass man gelegentlich als Suchrichtung eben den Vektor
r(x) nehmen sollte. In welchen Absta¨nden das zu erfolgen hat, ist sicher schwierig
festzustellen und wurde nicht weiter getestet.
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“Restart-Variante“ von CR nach jeweils 1000 Iterationen
CR fuer Ax=b, A<>A’, A>0 - konvergenter unendlicher Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2]]
--------------------------------------------------------------
0 [ 1.0000000000,-1.0000000000] [ 2.000e+00, 6.000e+00]
1000 [ 0.9903269700, 1.0036622729] [ 1.568e-02,-1.099e-02]
1001 [ 0.9974471570, 0.9986744340] [ 6.431e-03, 3.977e-03]
1500 [ 0.9999242146, 1.0000077520] [ 1.438e-04,-2.326e-05]
2000 [ 1.0000720856, 0.9999998366] [-1.440e-04, 4.902e-07]
2001 [ 0.9999999596, 1.0000000821] [-1.260e-09,-2.463e-07]
3000 [ 1.0000000008, 0.9999999996] [-1.202e-09, 1.097e-09]
Wir kontrollieren noch einige Eigenschaften der auftretenden Vektoren.
Bei exakter Rechnung haben wir die folgenden ersten Iterierten, die zugeho¨rigen
Suchrichtungen sowie die gegen den Nullvektor tendierenden Residua.
xv =
[
1 8553
14297
12025
67098761437
70922089853
811824582678250508529191705
884492329020045639594713401
−1 4353 1322312025 7675543465970922089853 912049189734288504939824231884492329020045639594713401
]
pv =
[
2 −27542809
−118983078
144600625
−719750607702127705674
5029942829117005561609
0.731562...·1053
0.782326...·1054
6 19142809
−8513202
144600625
−1301838511449496488222
5029942829117005561609
−0.129224...·1054
0.782326...·1054
]
rv =
[
2 −5453
−5742
12025
1813312026
70922089853
117778631969347396785932562
884492329020045639594713401
6 3053
−3594
12025
−17500034418
70922089853
−82670582142728596035332490
884492329020045639594713401
]
Bezu¨glich von Orthogonalita¨tseigenschaften der verschiedenen Vektoren ist, von Aus-
nahmen abgesehen, weder die A-Orthogonalita¨t der Residua r(k), also r(k)TAr(j) = 0,
k 	= j, noch die Orthogonalita¨t von Ap(k), also (Ap(k+1))TAp(k) = (Ap(k))TAp(k+1) = 0
in irgendeiner Weise erfu¨llt.
r(0)TAr(1) = 384
53
, r(0)TAr(2) = −7296
925
, r(0)TAr(3) = −342747440256
70922089853
,
r(1)TAr(2) = 490752
637325
, r(1)TAr(3) = −15581866752
70922089853
,
r(2)TAr(3) = 268346493416448
852838130482325
,
r(1)TAr(0) = 0, r(2)TAr(0) = −122112
12025
, r(3)TAr(0) = −296867499264
70922089853
,
r(2)TAr(1) = 124416
637325
, r(3)TAr(1) = −1716441435648
3758870762209
,
r(3)TAr(2) = 161344252366848
852838130482325
,
(Ap(1))TAp(0) = 24, (Ap(2))TAp(1) = 5112
2809
, (Ap(3))TAp(2) = 154162584
144600625
.
Die fehlende Symmetrie der Matrix A ist also entscheidend fu¨r diese Bedingungen.
Im Gegensatz zum CG, das hier divergierte, und dem “vera¨nderten“ CG, das in
zwei Schritten an der Lo¨sung war, haben wir im CR bei nicht eintretendem Abbruch
wahrscheinlich eine sehr langsame Konvergenz. Die Konvergenzgeschwindigkeit des
CR wa¨re noch genauer zu untersuchen.
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Beispiel 5.22 Sei Ax = b, A 	= AT , A > 0 aus den Beispielen 5.5, 5.10, 5.16.
 2 1 00 3 1
1 2 4



 x1x2
x3

 =

 34
7

 , x∗ =

 11
1

 , x(0) =

 1−1
0

 .
CR basiert auf dem Funktional R(x) mit seinem Minimum bei x∗ = (1, 1, 1)T und
R(x∗) = −37, und der Suchrichtung p(x) als Linearkombination der vorhergehen-
den und des Residuum r(x) von Q(x), wobei sein Minimum bei z = (38
37
, 16
37
, 54
37
)T =
(1.027 027..., 0.432 432..., 1.459 459...)T liegt.
Weiter sind Q(z) =−278
37
=−7.513 513..., Q(x∗) =−7, R(z) =−49050
1369
=−35.829 072...
CR bleibt zwar nahe der Lo¨sung, konvergiert aber nicht wie die anderen Abstiegs-
verfahren GV, “vera¨ndertes“ CG oder Orthomin(0).
Die Iterationsvektoren x(i), p(i), r(i), i = 0, 1, 2, 3, aus den ersten drei Schritten sind
die Spalten der folgenden Felder.
m = 3
xv =


1 22421633
469762071419
344631242141
2009610009788004601400421437498658092
1619204409443714629596642426099338045
−1 9973266 597217475021689262484282 17886310595113716280106855685057352661619204409443714629596642426099338045
0 24361633
414088758300
344631242141
297472673126683073305900420432606239
323840881888742925919328485219867609


pv =


2 −1561855333378
−72454786261754341277323
118770693059648574263881
−2.027859...·1072
2.621822...·1072
7 44505372666689
282956947354186452764627
237541386119297148527762
0.345761...·1072
2.621822...·1072
8 −23013642666689
−168082709968414005298405
118770693059648574263881
−0.058473...·1072
0.104872...·1072


rv =


2 −1673266
−408478307851
689262484282
−190047570151247388404320233041007463
323840881888742925919328485219867609
7 52013266
137219995465
689262484282
−376438906392671732174989103282884813
1619204409443714629596642426099338045
8 −15521633
−310915884653
344631242141
−201894725238406916363304000466887089
1619204409443714629596642426099338045


Rechnung mit Maple bei Digits:=16 und Vergleich
CR fuer Ax=b, A<>A’, A>0 - unendlicher Iterationsverlauf
m [ x(m)[1], x(m)[2], x(m)[3] ] [ r(m)[1], r(m)[2], r(m)[3]]
---------------------------------------------------------------------------------------------
0 [ 1.000000000000,-1.000000000000, 0.000000000000] [ 2.000e+00, 7.000e+00, 8.000e+00]
1 [ 1.372933251684, 0.305266380894, 1.491733006736] [-5.113e-02, 1.592e+00,-9.504e-01]
2 [ 1.363086145355, 0.866458698449, 1.201541554177] [-5.926e-01, 1.991e-01,-9.022e-01]
3 [ 1.241109521483, 1.104635739058, 0.918576652187] [-5.869e-01,-2.325e-01,-1.247e-01]
4 [ 1.142991093940, 1.121365474300, 0.847845244778] [-4.073e-01,-2.119e-01, 2.229e-01]
5 [ 1.050436147318, 1.101917369679, 0.845792856391] [-2.028e-01,-1.515e-01, 3.626e-01]
6 [ 0.957961724704, 1.070921830182, 0.882708569369] [ 1.315e-02,-9.547e-02, 3.694e-01]
7 [ 0.892327848715, 1.041312616162, 0.937451121666] [ 1.740e-01,-6.139e-02, 2.752e-01]
8 [ 0.864176387870, 1.020521458280, 0.985245251674] [ 2.511e-01,-4.681e-02, 1.538e-01]
9 [ 0.861100168980, 1.006742671729, 1.019208005961] [ 2.711e-01,-3.944e-02, 4.858e-02]
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10 [ 0.871658829044, 0.996221591888, 1.042898477660] [ 2.605e-01,-3.156e-02,-3.570e-02]
---------------------------------------------------------------------------------------------
20 [ 1.091490822787, 0.962120446514, 1.008099119971] [-1.451e-01, 1.055e-01,-4.813e-02]
30 [ 1.013459681907, 1.044836155917, 0.944409425260] [-7.176e-02,-7.892e-02, 1.192e-01]
40 [ 0.933926526240, 1.040154058951, 0.984271858761] [ 9.199e-02,-1.047e-01, 4.868e-02]
50 [ 0.932098070163, 0.996294038181, 1.024323641332] [ 1.395e-01,-1.321e-02,-2.198e-02]
60 [ 0.967351822392, 0.964629356921, 1.043652703355] [ 1.007e-01, 6.246e-02,-7.122e-02]
70 [ 1.007722560048, 0.953917827433, 1.044443454334] [ 3.064e-02, 9.380e-02,-9.333e-02]
80 [ 1.038615477752, 0.957629812204, 1.034086737282] [-3.486e-02, 9.302e-02,-9.022e-02]
90 [ 1.057614845980, 0.968277028013, 1.018999111315] [-8.351e-02, 7.617e-02,-7.017e-02]
100 [ 1.066235779571, 0.981203623095, 1.003202641041] [-1.137e-01, 5.319e-02,-4.145e-02]
---------------------------------------------------------------------------------------------
200 [ 0.964960335156, 1.038322533614, 0.965947179582] [ 3.176e-02,-8.091e-02, 9.461e-02]
300 [ 0.937912487833, 1.001009721145, 1.020509887612] [ 1.232e-01,-2.354e-02,-2.197e-02]
400 [ 0.983607303330, 0.966461470752, 1.043810552524] [ 6.632e-02, 5.681e-02,-9.177e-02]
500 [ 1.033667456227, 0.959251459001, 1.033376578380] [-2.659e-02, 8.887e-02,-8.568e-02]
600 [ 1.059736267584, 0.971671055711, 1.010476035054] [-9.114e-02, 7.451e-02,-4.498e-02]
700 [ 1.064418213786, 0.990696244437, 0.988508286192] [-1.195e-01, 3.940e-02, 1.562e-04]
800 [ 1.054942162153, 1.009595300419, 0.971677076844] [-1.195e-01,-4.630e-04, 3.916e-02]
900 [ 1.037015652270, 1.025078368632, 0.961188955022] [-9.911e-02,-3.642e-02, 6.807e-02]
1000 [ 1.015390469375, 1.035565838223, 0.957007149249] [-6.635e-02,-6.370e-02, 8.545e-02]
---------------------------------------------------------------------------------------------
1500 [ 0.941127323226, 1.027496594492, 0.988394181655] [ 9.025e-02,-7.088e-02, 5.030e-02]
2000 [ 0.943643350484, 0.991867887106, 1.026314643853] [ 1.208e-01,-1.918e-03,-3.264e-02]
---------------------------------------------------------------------------------------------
2500 [ 0.979574411548, 0.967262672213, 1.042612477251] [ 7.359e-02, 5.560e-02,-8.455e-02]
3000 [ 1.019141775884, 0.959601106610, 1.038968491746] [ 2.115e-03, 8.223e-02,-9.422e-02]
---------------------------------------------------------------------------------------------
3500 [ 1.047142692842, 0.964703806514, 1.024437404003] [-5.899e-02, 8.145e-02,-7.430e-02]
4000 [ 1.061223297729, 0.976112345416, 1.007076013984] [-9.856e-02, 6.459e-02,-4.175e-02]
---------------------------------------------------------------------------------------------
4500 [ 1.064256519602, 0.989575990654, 0.990894996463] [-1.181e-01, 4.038e-02,-6.988e-03]
5000 [ 1.059357126646, 1.002943794635, 0.977410588520] [-1.217e-01, 1.376e-02, 2.511e-02]
---------------------------------------------------------------------------------------------
5500 [ 1.048913950719, 1.015054019937, 0.967200201213] [-1.129e-01,-1.236e-02, 5.218e-02]
6000 [ 1.034876847801, 1.025159564757, 0.960477374690] [-9.491e-02,-3.596e-02, 7.289e-02]
6500 [ 1.018990315083, 1.032795550425, 0.957181575943] [-7.078e-02,-5.557e-02, 8.669e-02]
7000 [ 1.002785462103, 1.037789830168, 0.956981786060] [-4.336e-02,-7.035e-02, 9.371e-02]
7500 [ 0.987467614351, 1.040249605989, 0.959338325369] [-1.518e-02,-8.009e-02, 9.468e-02]
8000 [ 0.973842405703, 1.040486832952, 0.963617378549] [ 1.183e-02,-8.508e-02, 9.071e-02]
8500 [ 0.962333352333, 1.038914806803, 0.969204007734] [ 3.642e-02,-8.595e-02, 8.302e-02]
9000 [ 0.953067302847, 1.035958119954, 0.975574898971] [ 5.791e-02,-8.345e-02, 7.272e-02]
9500 [ 0.945979815602, 1.031996880985, 0.982324630275] [ 7.604e-02,-7.832e-02, 6.073e-02]
10000 [ 0.940905565260, 1.027344159804, 0.989159324130] [ 9.084e-02,-7.119e-02, 4.777e-02]
---------------------------------------------------------------------------------------------
GV
20 [ 0.999999965066, 1.000000096702, 0.999999978751] [-2.683e-08,-2.689e-07,-7.347e-08]
---------------------------------------------------------------------------------------------
Veraendertes CG
20 [ 1.000000000002, 0.999999999999, 1.000000000000] [-3.863e-12, 2.032e-12,-7.260e-13]
---------------------------------------------------------------------------------------------
Orthomin(0)
20 [ 0.999999992857, 0.999999981116, 1.000000023153] [ 3.317e-08, 3.350e-08,-4.770e-08]
---------------------------------------------------------------------------------------------
Bezu¨glich von Orthogonalita¨tseigenschaften der verschiedenen Vektoren des CR ist
weder die A-Orthogonalita¨t der Residua r(k), ausgenommen r(1)TAr(0) = 0, noch die
Orthogonalita¨t von Ap(k) erfu¨llt.
Von den Bedingungen in (4.18) gelten noch r(k+1)TAp(k) = 0 und r(k)TAr(k) =
r(k)TAp(k).
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Wir betrachten auch das Verhalten von Fehlernormen. Dabei stellen wir fest, dass
der Fehler ‖r(m)‖2 = ‖b−Ax(m)‖2 eine stetig abnehmende aber nicht gegen Null ten-
dierende Folge bildet. Die Fehlerwerte ‖x(m)−x∗‖2 zeigen kein monotones Verhalten.
Normen von Fehlern zum Iterationsverlauf
m ||x(m)-xs||_2 ||r(m)||_2
------------------------------------
0 2.2360679775 10.8166538264
1 0.9292660338 1.8552155838
2 0.4362153439 1.0976135684
3 0.2751585012 0.6434238761
4 0.2415100429 0.5104257550
5 0.1916006220 0.4421963381
6 0.1433680658 0.3817268679
7 0.1311959854 0.3313820002
8 0.1381552983 0.2981771885
9 0.1403836678 0.2781858148
10 0.1353736013 0.2647833836
500 0.0625134960 0.1262736594
1000 0.0578807447 0.1255458266
1500 0.0660056800 0.1252986145
2000 0.0627268976 0.1251899075
2500 0.0574870465 0.1251208174
3000 0.0593044814 0.1250718709
3500 0.0637608146 0.1250379836
4000 0.0660982768 0.1250142877
4500 0.0657302166 0.1249966504
5000 0.0635784234 0.1249824916
6000 0.0584075006 0.1249599036
7000 0.0573271035 0.1249423724
8000 0.0603912123 0.1249290205
9000 0.0639706965 0.1249190664
9500 0.0652257573 0.1249150594
9990 0.0659993349 0.1249116116
------------------------------------
9991 0.0660004517 0.1249116050
9992 0.0660015667 0.1249115984
9993 0.0660026798 0.1249115918
9994 0.0660037911 0.1249115851
9995 0.0660049005 0.1249115785
9996 0.0660060081 0.1249115719
9997 0.0660071138 0.1249115653
9998 0.0660082177 0.1249115587
9999 0.0660093198 0.1249115521
10000 0.0660104200 0.1249115455
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Beispiel 5.23
Sei A 	= AT und A indeﬁnit aus den Beispielen 1.7, 5.6, 5.11, 5.17.(
0.780 0.563
0.913 0.659
)(
x1
x2
)
=
(
0.217
0.254
)
, x∗ =
(
1
−1
)
, x(0) =
(
1.2
−1.2
)
.
Die Funktionale R(x), Q(x) und S(x) haben wir im Beispiel 5.6 schon beschrieben.
R(x) hat sein Minimum bei x∗ = (1,−1)T und R(x∗) = −0.0558025. Die Suchrich-
tungen p(x) ergeben sich rekursiv als Linearkombination.
Q(x) ist eine Sattelpunktﬂa¨che, wobei der Sattelpunkt bei z = (44449
30624
,−6329
5104
)T =
(1.4514433124346917,−1.2400078369905956)T liegt und
Q(z) = − 37
61248000
= −0.6041013584117029 · 10−6, Q(x∗) = 0.0185, sind.
Weiterhin ist R(z) = 0.952851707750301 · 10−6.
Wir erinnern uns an das Ho¨henlinienbild mit den verschiedenen Minimum- und Sat-
telpunktstellen zu diesen Funktionalen.
Hoehenlinien von  R(x),Q(x),S(x) in [–0.2,1.8]x[–1.8,0.2]
t
x*
z
Q>Q(z)
Q>Q(z)
Q<Q(z)
S<S(t)
S>S(t)
S>S(t)
S<S(t)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.46 Datei cr 0040.ps
Ho¨henlinienbilder
zu den Funktionalen
R(x), Minimum bei x∗ = A−1b,
Q(x), Sattelpunkt bei z=(1
2
A˜)−1b 	=x∗,
S(x), Sattelpunkt bei t = A˜−1b = z
2
Die Verfahren GV und CG divergierten. Bei Orthomin(0) fand nach dem ersten
Schritt keine signiﬁkante Fortbewegung in der Iterationsfolge mehr statt. Genauso
und aus denselben Gru¨nden, wie in Beispiel 5.17 genannt, verha¨lt sich CR.
Rechnungen mit Maple bei Digits:=42
CR fuer Ax=b, A<>A’, A indefinit - Iterationsverlauf
m [ x(m)[1], x(m)[2] ] [ r(m)[1], r(m)[2] ]
------------------------------------------------------------------------
0 [ 1.2000000000000000000000000000000000000000,
-1.2000000000000000000000000000000000000000] [-4.340e-02,-5.080e-02]
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1 [ 1.1698401737311680804846441523551893907368,
-1.2353022851257295279119833424045248606123] [-1.490e-07, 1.273e-07]
2 [ 1.1698401737303229102782772604952379553070,
-1.2353022851250074773384518326433555373394] [-1.490e-07, 1.273e-07]
3 [ 1.1698401737303229033788790976345162922435,
-1.2353022851250074714440954166149440792810] [-1.490e-07, 1.273e-07]
4 [ 1.1698401737303229033787664548187828934225,
-1.2353022851250074714439991825829301990139] [-1.490e-07, 1.273e-07]
5 [ 1.1698401737303229033787664520602126936962,
-1.2353022851250074714439991802262034856006] [-1.490e-07, 1.273e-07]
6 [ 1.1698401737303229033787664520601226195730,
-1.2353022851250074714439991802261265326586] [-1.490e-07, 1.273e-07]
7 [ 1.1698401737303229033787664520601226158966,
-1.2353022851250074714439991802261265295178] [-1.490e-07, 1.273e-07]
8 [ 1.1698401737303229033787664520601226158964,
-1.2353022851250074714439991802261265295176] [-1.490e-07, 1.273e-07]
9 [ 1.1698401737303229033787664520601226158964,
-1.2353022851250074714439991802261265295176] [-1.490e-07, 1.273e-07]
CR - Iterationsverlauf, x(0)=[1.2,–1.2]
t
z
x*
x(1) x(0)
–1.5
–1
–0.5
0
x2
0.5 1 1.5
x1
Abb. 5.47 Datei cr 004.ps
Ho¨henlinienbild und CR
zu R(x) mit den Iterierten
x(0), x(1), x(2,3,...) ≈ x(1), (nicht gegen x∗
konvergierender Iterationsverlauf fett
gezeichnet),
Suchrichtung p(x),
Ho¨henlinien zu R(x) mit contours=5
und contours=[-0.05357,-0.0558,0],
R(x∗) = −0.055 802 5, R(z) ≈ 0.9 · 10−6,
Q(x∗) = 0.018 5, Q(z) ≈ −0.6 · 10−6
Zusa¨tzlich sind in der Abbildung 5.47 eingezeichnet:
– Ho¨henlinien zu Q(x) mit contours=[-0.03018,-0.0259,-0.01,-0.005, 0,
0.005,0.01776,0.0185,0.0299,0.05,0.2],
– Sattelpunkt z von Funktional Q(x), Minimumstelle t = z
2
von Funktional S(x).
Bezu¨glich von Orthogonalita¨tseigenschaften der verschiedenen Vektoren ist, von Aus-
nahmen abgesehen, weder die A-Orthogonalita¨t der Residua r(k) noch die Orthogo-
nalita¨t aufeinander folgender Vektoren Ap(k) erfu¨llt.
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CR fu¨r ATAx = AT b konvergiert bei exakter Rechnung nach ho¨chstens zwei Schritten.
Die Iterationsvektoren x(i), p(i), r(i), i = 0, 1, 2, sind die Spalten der folgenden Felder.
xv =
[
6
5
6849130212700399614580066
5887076167445197367298925 1
−6
5
−7219938177003319170841344
5887076167445197367298925 −1
]
pv =
[ −200581
2500000
−258236201748084525118476368884972160646021
3465766580130123351047149376029084393495030615562500000 0
−289557
5000000
357769113388328433218453459425056889438339
3465766580130123351047149376029084393495030615562500000 0
]
rv =
[ −200581
2500000
−6853895783829914
91985565116331208864045703125 0
−289557
5000000
607719525299752963
5887076167445197367298925000000 0
]
Bei numerischen Rechnungen in Maple muss man aber die sehr schlechte Konditi-
on der spd Matrix (ATA)2 in Kauf nehmen und je nach Rechengenauigkeit gema¨ß
Digits:=... und geforderter Toleranz werden einige zusa¨tzliche Schritte ausgefu¨hrt.
Wir vergleichen zu CR fu¨r ATAx = AT b bei x(0) = (1.2,−1.2)T einige Ergebnisse bei
Digits:=40,30,27,24,22,20,16 mit dem exakten Iterationsverlauf, insbesondere
betrachten wir die zweiten und folgenden Iterierten. Die schlechte Kondition der Ko-
eﬃzientenmatrix gestattet bei geringer Genauigkeit schon nach wenigen Iterationen
keine Verbesserung mehr.
Rechnung mit Maple bei Digits:=k
Lo¨sungsvektoren x(m), m = 1, 2, ..., im Vergleich mit exakten Vektoren (Ausgabe mit
40 Dezimalstellen)
Digits [ x(1)[1], x(1)[2]]
[ x(2)[1], x(2)[2]]
ev. [ x(3..5)[1], x(3..5)[2]]
-------------------------------------------------------------------------------------------------
exakt [ 1.1634179714839162529570123505095126912516314526096,
-1.2264047502780215013947641472111442102174466960398]
[ 1, -1]
-------------------------------------------------------------------------------------------------
40 [ 1.163417971483916252957012350509512691252, -1.226404750278021501394764147211144210217]
[ 0.9999999999999999999999999999862343805436, -1.000000000000000000000000000022087647505]
[ 1.000000000000000000000000000005738521252, -1.000000000000000000000000000007950340217]
30 [ 1.16341797148391625295701235051, -1.22640475027802150139476414721]
[ 1.00000000000039349612022076008, -1.00000000000054516290451946210]
[ 0.999999999999999999989988150507, -0.999999999999999999986129247212]
[ 0.999999999999999999989988150507, -0.999999999999999999986129247212]
27 [ 1.16341797148391625295701235, -1.22640475027802150139476415]
[ 1.00000001984505194960573694, -1.00000002749400201063716934]
[ 0.999999999999999984517312345, -0.999999999999999978549764145]
[ 0.999999999999999984517312345, -0.999999999999999978549764145]
24 [ 1.16341797148391625295701, -1.22640475027802150139476]
[ 1.12021070965794248159583, -1.166543957520216886956439
[ 0.999999999999978246157013, -0.999999999999969861494763]
[ 0.999999999999978246157013, -0.999999999999969861494763]
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22 [ 1.163417971483916252957, -1.226404750278021501395]
[ 1.163359290693805217227, -1.226323451939100309358]
[ 0.9999999999971970229558, -0.9999999999961166613942]
[ 0.9999999999971970229558, -0.9999999999961166613942]
20 [ 1.1634179714839162530, -1.2264047502780215014]
[ 1.1634179713989770726, -1.2264047501603439037]
[ 1.0000000001060539199, -1.0000000001469306651]
[ 1.0000000001060416638, -1.0000000001469136850]
16 [ 1.163417971483916, -1.226404750278022]
[ 1.163417971483882, -1.226404750277975]
[ 1.050895801380833, -1.070512753873915]
[ 0.9999913593210549, -0.9999880289129711]
[ 0.9999913593210549, -0.9999880289129711]
Rechnung mit Maple bei Digits:=k
Suchrichtungen p(m), m = 1, 2, ..., im Vergleich mit exakten Vektoren
Digits [ p(1)[1], p(1)[2]]
[ p(2)[1], p(2)[2]]
ev. [ p(3..5)[1], p(3..5)[2]]
---------------------------------------------------------------------------------------------------------
exakt [-0.74510557989854285462133915245419722901523360261488e-13,
0.10322943138741209561771226239004073232663822546242e-12]
[ 0, 0]
---------------------------------------------------------------------------------------------------------
40 [-0.7451055798985428546213391525170899997005e-13, 0.1032294313874120956177122623799876286779e-12]
[ 0.4277685198037973613397129151831758224860e-28, 0.3100621095267177374383128885247764250438e-28]
[-0.1406358574064109999999999999999999999816e-52, 0.1948416437133888000000000000000000000133e-52]
30 [-0.745105579898542855000000276117e-13, 0.103229431387412095599999980070e-12]
[-0.863023189250376236369647432558e-12, 0.119566167070574108953372004521e-11]
[-0.281250000000000000000000000035e-43, 0.389660000000000000000000000049e-43]
[-0.282106499379293962986222886040e-43, 0.390839826022819321756365675116e-43]
27 [-0.745105579898543000000000276e-13, 0.103229431387412099999999980e-12]
[-0.435245397403030601722338710e-7, 0.603003603200808914913946707e-7]
[ 0.271699999999999999999996228e-39, -0.376399999999999999999994774e-39]
[ 0.271760790876227269121436587e-39, -0.376506533736685715482100192e-39]
24 [-0.745105579899000000000000e-13, 0.103229431387400000000000e-12]
[-0.697079145103412673411715e-1, 0.965756876909522157878581e-1]
[ 0.939999999987153692887519e-36, 0.177977056463654907358192e-46]
[ 0.321981069833789830779931e-36, -0.446083396140699746415336e-36]
22 [-0.7451055799e-13, 0.10322943139e-12]
[-0.1286536097520820240828e-3, 0.1782410350819506058073e-3]
[ 0.2112435726242018024379e-29, 0.1586413736049549473837e-29]
[-0.2911010067894562565503e-31, 0.4033011189000964660932e-31]
20 [-0.74510557e-13, 0.103229432e-12]
[-0.18629022663871805915e-9, 0.25809274132084113494e-9]
[-0.26880359232491349243e-13, 0.37241012719033692240e-13]
[-0.46507558288473930181e-24, 0.64433097215519388966e-24]
16 [-0.7452e-13, 0.10322e-12]
[-0.7451076249605385e-13, 0.1032297147172050e-12]
[-0.7686931333716254e-1, 0.1064973303248034e0]
[-0.2959534991598842e-18, 0.4102215820596198e-18]
[-0.1005458482592268e-21, 0.1392995973225947e-21]
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Rechnung mit Maple bei Digits:=k
Residua r(m), m = 1, 2, ..., im Vergleich mit exakten Vektoren
Digits [ r(1)[1], r(1)[2]]
[ r(2)[1], r(2)[2]]
ev. [ r(3..5)[1], r(3..5)[2]]
------------------------------------------------------------------------------------
exakt [-0.74510557989854285462133887633710722931475493741532e-13,
0.10322943138741209561771228232005310364876532146333e-12]
[ 0, 0]
------------------------------------------------------------------------------------
40 [-0.7451055798985428546213388764e-13, 0.10322943138741209561771228231e-12]
[ 0.4283857465959084379242420e-28, 0.309206982783533520223733e-28]
[-0.1406358574064110e-52, 0.1948416437133888e-52]
30 [-0.745105579898542855e-13, 0.1032294313874120956e-12]
[ 0.1601855785928863501505458e-18, 0.115621637262274468907464e-18]
[-0.28125e-43, 0.38966e-43]
[-0.281253235350605373785439903517e-43, 0.389657664737774714936891552557e-43]
27 [-0.745105579898543e-13, 0.1032294313874121e-12]
[ 0.359642054148115266612624e-16, 0.25977875215906741431281e-16]
[ 0.2717e-39, -0.3764e-39]
[ 0.271689408900298343553406132e-39, -0.376407644609929559487228410e-39]
24 [-0.745105579899e-13, 0.1032294313874e-12]
[-0.92847817947022606914699e-14, 0.108795883708213109725770e-12]
[ 0.94e-36, 0.0]
[ 0.321981069833688020316187e-36, -0.446083396140699746415338e-36]
22 [-0.7451055799e-13, 0.10322943139e-12]
[-0.7643959871645731616090e-13, 0.1017806780324014303368e-12]
[ 0.211259e-29, 0.15862e-29]
[-0.29110100678945781381e-31, 0.40330111890009529661e-31]
20 [-0.74510557e-13, 0.103229432e-12]
[-0.74512910896632868559e-13, 0.10322773288596192863e-12]
[ 0.28269827577606e-19, 0.2040603131610e-19]
[-0.465075582880789e-24, 0.644330972149721e-24]
16 [-0.7452e-13, 0.10322e-12]
[-0.7450931625397471e-13, 0.1032277114817325e-12]
[-0.7101298775523313e-13, -0.23516409892245e-14]
[-0.674631e-23, 0.207003699e-21]
[-0.1005458481235698e-21, 0.1392995971345603e-21]
Die Resultate sind auch ein Hinweis darauf, dass Berechnungen mit Tools in ho¨heren
Programmiersprachen wie Pascal oder C bei einer Gleitpunktarithmetik double oder
extended zu “schwach“ sind.
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