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Le but de ce projet de recherche est de développer un modèle de régression bayésien
non paramétrique issu de partitions aléatoires dans un contexte d’analyse de survie. Notre
objectif final est de construire un système de prévision qui dans un premier temps consiste
à regrouper les observations ayant des caractéristiques semblables. Une fois les sous-groupes
formés, la survie au sein de chaque sous-groupe est évaluée à l’aide d’un modèle bayésien
non paramétrique.
Le nombre de sous-groupes dans la population est aléatoire. Nous proposons l’utilisation
du modèle de classification de Potts (Murua, Stanberry et Stuetzle [29]) appliqué à
l’espace des covariables afin de générer la formation des partitions aléatoires d’individus.
Pour toute partition donnée, le modèle proposé dans ce projet suppose une régression de
Cox par intervalles avec taux de risque de base Weibull au sein de chaque grappe. Cette
méthodologie a été inspiré du travail de Ibrahim [18].
Les estimations et l’inférence sont effectuées à l’aide de méthodes MCMC. Nous utilisons
également la méthode d’approximation de Laplace (Shun et McCullagh [36]) pour esti-
mer certaines constantes et proposer des mises à jour de paramètres dans l’application de
l’algorithme MCMC.
Finalement, nous comparons les performances de notre modèle à celles d’une régression
de Cox classique et au modèle bayésien non paramétrique de partition-produit indexé par des
covariables, PPMx tout ceci à l’aide de nombreuses simulations. En général, notre modèle a
offert des résultats comparables à ceux de ses compétiteurs et s’est avéré dans certains cas
le meilleur choix.
Mots-clés : analyse de survie, modèle de Cox, classification, inférence bayé-




The goal of this research project is to develop a non-parametric Bayesian regression
model derived from random partitions in a survival analysis context. Our final objective is
to build a forecasting system that initially consists of grouping observations with similar
characteristics. Once subgroups are formed, survival within each subgroup is assessed using
a non-parametric Bayesian model.
The number of subgroups in the population is random. We propose the use of the Potts
classification model ([29]) applied to the covariate space to generate the formation of random
partitions of individuals.
For any given partition, the model proposed in this project assumes a interval-wise Wei-
bull distribution for the baseline hazard rate inpired from the model first proposed by Ibra-
him [18]. Estimates and inference are made using MCMC methods. We also use the Laplace
approximation method ([36]) to estimate some constants and propose parameter updates in
the application of the MCMC algorithm.
Finally, we compare the performance of our model with that of a classical Cox regression
and the non-parametric Bayesian model of product partition indexed by covariates, PPMx,
all this with the help of numerous simulations. In general, our model has delivered results
comparable to those of its competitors and has in some cases proven to be the best choice.
Key words : Cox model, Clustering, non parametric Bayesian inference, Ran-
dom Partition Models, Potts model, Proportional hazards models, Cox regres-
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Dans divers contextes, on s’intéresse à développer des systèmes de prévision sur la base
d’une analyse rationnelle. Par exemple, en analyse de survie, on cherche à prédire le temps
écoulé avant la réalisation d’un certain évènement futur.
On sait également que dans certaines situations, il serait convenable de classer les ob-
servations en sous-groupes a priori afin d’appliquer un système de prévision différent sur
chaque sous-groupe. On s’attend à ce que ceci aide à mieux caractériser les observations et
prédire les réponses. Par exemple, en oncologie, les groupes de risque sont habituellement
constitués en divisant la population en blocs de patients ayant des conditions de santé et
des niveaux démographiques similaires. Un modèle de prévision au sein de chaque groupe de
risque avec des paramètres différents qui s’adaptent mieux à la sous-population en question
est donc appliqué.
Il existe diverses façon de construire des tels sous-groupes. Beaucoup de méthodes de
regroupement dont l’objectif est de former des groupes d’observations similaires tout en
séparant les observations dissemblables, on été proposées. Pour un aperçu complet des mé-
thodes de regroupement, voir Xu et Wunsch [44]. Cependant la plupart de ces méthodes
sont purement algorithmiques. On propose ici l’application d’un modèle de partition aléatoire
pour la formation de grappes a priori, développé dans un contexte d’inférence bayésienne
non paramétrique (voir Orbanz et Teh [32]).
Une fois cette première étape franchie, on procède à l’application du système de pronos-
tique au sein de chaque sous-ensemble. Ce projet de recherche s’attaque à développer un
système de pronostique dans un contexte d’analyse de survie. Nous nous sommes inspirés
en partie du travail de Ibrahim [18], cependant notre modèle inclut des détails substantiel-
lement différents, car on adopte une approche bayésienne pour la construction de la vrai-
semblance. Pour l’incorporation du modèle de classification aléatoire indexée aux covariables
décrivant les caractéristiques des observations nous avons suivi une approche similaire à celle
de Murua et Quintana [28].
Le reste du travail est organisé comme suit. Dans le premier chapitre, les concepts prin-
cipaux en analyse de survie sont révisés, incluant une brève description du modèle original
de Ibrahim.
Le chapitre deux est dédié aux modèles de partition aléatoire, on met l’accent sur la
présentation du modèle de Potts, qui est le modèle choisi pour le développement du présent
projet de recherche. Nous y effectuons un survol du cadre de travail de l’analyse bayésienne
classique et bayésienne non paramétrique (BNP). On présente également une brève descrip-
tion des différences entre cette dernière par rapport à la statistique paramétrique classique.
Des méthodes numériques qui permettent de développer des inférences dans le contexte bayé-
sien seront aussi discutées, le fonctionnement des MCMC, notamment par la présentation
de l’algorithme fondateur de Metropolis-Hastings.
Suite à cette mise en contexte, on présente le modèle proposé dans le chapitre trois, qui
sera désigné par le nom de modèle Cox-Potts. Les détails de la construction et les principaux
résultats de base sont présentés.
La flexibilité du modèle Cox-Potts est évaluée et comparée à des alternatives compétitives
dans un exercice de simulation présenté au chapitre quatre.
Finalement, dans le chapitre cinq nous résumons les points importants de cette recherche
et formulons certaines pistes d’exploration futures. Les preuves des résultats techniques sont
données dans les annexes.
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Chapitre 1
NOTIONS PRÉLIMINAIRES EN ANALYSE DE
SURVIE
Nous abordons dans ce chapitre quelques résultats classiques de l’analyse de survie pour le
cas des variables aléatoires continues. Les fonctions de base dans un tel contexte ainsi que les
liens entre elles sont mentionnés à la section 1.2. Le concept de censure ainsi que les différents
types de censure sont définis à la section 1.3. Nous introduisons ensuite brièvement les
modèles de régression dont le but est de mesurer la dépendance entre la survie et un ensemble
de variables indépendantes. On décrit plus en détail le modèle à risques proportionnels de
Cox [4] à la section 1.5 et le modèle exponentiel par intervalles de Ibrahim [18] à la section
1.6, car notre recherche est en grande partie basée sur ces deux classes de modèles.
1.1. Introduction
Soit Y , le temps écoulé jusqu’à l’occurrence d’un événement spécifique. Cet événement
peut être la mort, l’apparition d’une tumeur, le développement d’une certaine maladie, la
panne d’une machine, etc. Comme nous nous intéressons à un lapse de temps avant la
survenance d’un certain événement, on aura Y > 0. Nous discuterons dans cette section
de trois fonctions qui caractérisent la distribution de Y , à savoir la fonction de survie, la
fonction de risque, et la fonction de densité de probabilité. Si nous connaissons l’une de ces
fonctions, alors les deux autres peuvent être déterminées de manière unique.
1.2. Fonctions de base
1.2.1. Fonction de Survie
La fonction de base employée pour décrire ce type de données est la fonction de survie,
S(y), définie comme la probabilité pour un individu de survivre au-delà du temps y. Si Y
est une variable aléatoire continue,




où π(·) est la fonction de densité associée à Y . Notons que π(y) est non-négative et que l’aire
sous sa courbe est égale à un. La fonction de survie est le complément de la fonction de
répartition, c’est-à-dire S(y) = 1− F (y), où F (y) = P (Y ≤ y). De (1.2.1), on peut écrire la




La fonction de survie S(y) a les propriétés suivantes,
1. S est une fonction monotone, non croissante,




4. S est continue à droite.
1.2.2. Fonction de Risque
Une autre quantité fondamentale en analyse de survie est la fonction de risque, aussi
appelée taux de panne, définie comme
h(y) = lim
∆y→0
P (y ≤ Y < y + ∆y | Y ≥ y)
∆y
. (1.2.2)
La quantité h(y)∆y peut être considérée comme la probabilité approximative pour un
individu d’âge y de réaliser l’événement d’intérêt dans l’instant suivant. Si Y est une variable
aléatoire continue, en notant que
P (y ≤ Y < y + ∆y | Y ≥ y) = P (y ≤ Y < y + ∆y)
P (Y ≥ y) =
F (y + ∆y)− F (y)
S(y) ,
nous pouvons réécrire (1.2.2) ainsi
h(y) = 1
S(y) lim∆y→0

















h(t)dt = − log(S(y)). (1.2.4)













La fonction de risque est généralement plus informative que la fonction de survie, car son
analyse (intervalles de croissance et de décroissance de la fonction) nous renseigne sur le type
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de phénomène étudié. Pour cette raison, elle est plus souvent utilisée dans la description des




∞. À titre d’exemple considérons la distribution de Weibull. Supposons que Y possède la
fonction de densité suivante
π(y) =
 αλyα−1 exp(−λyα) si y > 0, α > 0, λ > 0,0 sinon. (1.2.5)
De (1.2.1) on trouve que la fonction de survie de Y est S(y) = exp(−λyα). De (1.2.3), la
fonction de risque est h(y) = αλyα−1, qui est monotone croissante quand α > 1 et monotone
décroissante si 0 < α < 1. Finalement de (1.2.4) la fonction de risque cumulé est donnée par
H(y) = λyα.
1.2.3. Relations entre fonctions
Les relations entre les diverses quantités discutées précédemment, pour une durée de vie
















π(y) = − d
dy
S(y) = h(y)S(y), (1.2.7)





Une caractéristique particulière, souvent présente dans les données de survie, est connue
sous le nom de censure. Quand une donnée est censurée, on sait uniquement que l’occurrence
de l’événement d’intérêt est située dans un certain intervalle. Il existe différentes catégories de
censure : la censure à droite, la censure à gauche et la censure par intervalle. La vraisemblance
du modèle utilisé sera différente selon le type de censure présent dans les données.
1.3.1. Censure à droite
Il y a trois types différents de censure à droite. Nous commençons par décrire la censure
de type I, où l’événement d’intérêt est observé seulement s’il se produit avant un certain
temps prédéfini à l’avance. Par exemple, une étude clinique commence avec un nombre fixe
de patients auxquels un traitement est appliqué. À cause des limitations budgétaires ou
temporelles, le chercheur mettra fin à l’étude ou rapportera les résultats avant que tous les
patients ne subissent l’événement d’intérêt. Dans ce cas, s’il n’y a pas de pertes de sujets,
toutes les observations censurées ont des temps de survie égaux à la durée de la période
d’étude. Soit Cr (Cr pour right), le temps de fin de l’étude. La durée de vie exacte d’un
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individu, dénoté par la lettre T , sera connue si, et seulement si, T est inférieure ou égale à
Cr. Si T est supérieure à Cr, le temps de survie, Y est censuré à Cr. Les données censurées
à droite peuvent être facilement représentées par des paires de variables aléatoires (Y, ν),
où ν indique si la durée de vie Y est observée, (ν = 1) ou censurée (ν = 0). Le temps de
survie, Y est égal à T , si la durée de vie est observée, et à Cr si elle est censurée, c’est-à-dire
Y = min{T,Cr}. Dans ce mémoire nous nous concentrons à développer un modèle qui tient
compte de ce type de censure.
La censure de type II, quant à elle, consiste à poursuivre l’étude jusqu’à la mort des pre-
miers r individus, où r est un entier déterminé à l’avance et qui est inférieur au nombre total
d’individus dans l’étude (r < n). Les expériences où l’on observe la censure de type II sont
souvent utilisées pour tester la durée de vie d’équipements spécialisés. Une telle expérience
peut aider à économiser du temps et de l’argent, car cela peut prendre longtemps avant que
tous les individus sous étude éprouvent l’événement d’intérêt. Il est à noter que l’inférence
statistique concernant des données censurées de type II est plus simple, car l’échantillon est
composé des r plus petites durées de vie parmi n individus choisis aléatoirement, de sorte que
la théorie des statistiques d’ordre est directement applicable à toute technique d’inférence
utilisée. Il est à noter aussi que le temps de censure ici T(r), correspond à la durée de vie
ordonnée de la r-ième observation, qui est une quantité aléatoire.
Le troisième type de censure à droite, dite censure aléatoire, survient lorsque le temps
d’entrée et de sortie des individus étudiées ne sont pas fixes, mais aléatoires. Dans ce cas-là,
le temps de censure peut varier d’une observation à l’autre.
1.3.2. Censure à gauche et censure par intervalle
Une durée de vie Y est censurée à gauche si l’événement d’intérêt a déjà eu lieu pour
l’individu avant que cette personne ne soit observée dans l’étude au temps Cl (Cl pour
left). Pour ces individus, nous savons qu’ils ont éprouvé l’événement avant le temps Cl,
mais le temps exact est inconnu. La durée de vie exacte sera connue si, et seulement si, T
est supérieure ou égale à Cl. Les données d’un schéma d’échantillonnage censuré à gauche
peuvent être représentées par des paires de variables aléatoires (Y, ε), où ε indique si la durée
de vie exacte T est observée (ε = 1) ou non (ε = 0). Notez que, pour la censure à gauche,
contrairement à la censure à droite, Y = max{T,Cl}.
Un type de censure plus général se produit lorsque la durée de vie d’un individu n’est
connue que dans un intervalle. Un tel type de censure peut survenir lorsque les patients ont
un suivi périodique et le temps où le patient subit l’événement n’est alors connu que dans un
intervalle (Li, Ri]. Ce type de censure peut, par exemple, se produire dans des expériences
industrielles où il y a une inspection périodique des équipements (T. et John [40]).
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1.3.2.1. Hypothèse de censure indépendante
La conception des expériences dans un contexte d’analyse de survie avec des données
censurées doit être soigneusement prise en compte lors de la construction de la vraisemblance.
Une hypothèse de base est que les durées de vie et les temps de censure sont indépendants.
1.4. Modèles de régression pour données de survie
Il est souvent d’intérêt de connaître la relation entre le temps de survie, Y et une ou
plusieurs variables explicatives. Ce serait le cas si, par exemple, l’on comparait les fonctions
de survie de deux groupes recevant des traitements différents ou bien, si l’on cherchait à
identifier les facteurs de risque d’une maladie particulière. Un autre problème important
est de prédire la distribution du temps de l’événement à partir d’un ensemble de variables
indépendantes.
Considérons le temps de survie, Y > 0, et un vecteur x′ = (x1, . . . , xp) de variables
explicatives associées à une certaine réalisation de la variable Y . Le vecteur x peut inclure
des variables quantitatives ou qualitatives. Deux approches de modélisation des effets des
covariables sont devenues populaires dans la littérature statistique. La première est analogue
à l’approche de régression linéaire classique : le logarithme naturel du temps de survie,
W = log(Y ), est modélisé comme
W = µ+ x′β + σw,
où β est le vecteur de coefficients et w est une v.a. Des choix communs pour w sont la
distribution normale standard, qui mène à un modèle de régression log-normal, la distribution
des valeurs extrêmes, qui mène à un modèle de régression Weibull et la distribution logistique
qui mène à une régression log-logistique.
L’estimation des coefficients de régression est effectuée à l’aide de la méthode du maxi-
mum de vraisemblance. Le taux de risque d’un individu avec une valeur de covariable x pour
cette classe de modèles est lié à un taux de risque de base h0 donné par





La deuxième approche de modélisation consiste à exprimer le taux de risque conditionnel
en fonction des variables indépendantes à travers deux classes générales de modèles : la famille
des modèles multiplicatifs et la famille des modèles additifs. Pour la famille des modèles
multiplicatifs, le taux de risque conditionnel d’un individu avec le vecteur des covariables x
est le produit d’un taux de risque de base h0(y) et une fonction non-négative des covariables,
c(x′β),
h(y | x) = h0(y)c(x′β).
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Ceci est un modèle semi-paramétrique parce qu’une forme paramétrique est supposée
seulement pour l’effet des covariables. Comme h(y | x) doit être positive, la plupart des
applications utilisent le modèle de Cox [4], avec c(x′β) = exp(x′β). Alors, nous pouvons
réécrire (1.2.6) comme















En continuation à l’exemple introduit en (1.2.5), considérons le modèle de Cox pour la
distribution Weibull, le taux de risque de base est alors donné par h0(y) = αλyα−1, on obtient
donc que le taux de risque est exprimé comme h(y | x) = αλyα−1 exp(x′β). Ainsi, la fonction
de survie devient












et la fonction de répartition est donnée par, F (y | x) = 1−S(y | x). La deuxième classe des
modèles est la famille des modèles à taux de risque additif. Ici, nous spécifions la fonction
de risque conditionnel par




Les coefficients de régression pour cette classe des modèles sont des fonctions du temps.
Les p fonctions de régression peuvent être positives ou négatives, mais leur valeurs sont
contraintes, car (1.4.2) doit être positif. L’estimation de cette classe de modèles est généra-
lement faite par des méthodes non paramétriques des moindres carrés (Klein et Moesch-
berger [20]).
Un exemple de modèle qui utilise une taux de risque additif est le modèle de régression
de Cox avec fonction de risque par intervalles de loi exponentielle, qui sera détaillé plus tard
dans la section 1.6. Pour cette classe de modèle on a que,




1.5. Modèle de régression de Cox
Dans la section 1.4, nous avons introduit des modèles qui nous permettent de quantifier
la relation entre le temps écoulé avant la réalisation d’un événement et un ensemble de
variables explicatives. Dans cette section, nous examinerons plus en détail le modèle à risques
multiplicatifs largement utilisé, dû à Cox [4].
Comme précédemment, considérons un temps de défaillance Y > 0 et un vecteur x ∈ Rp
de variables explicatives associées à Y . Nous allons considérer ici le cas des covariables fixes
dans le temps. Soit h(y | x) le taux de risque au temps y pour un individu avec vecteur de
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covariables x. Le modèle de Cox est défini par la relation suivante
h(y | x) = h0(y) exp(x′β). (1.5.1)
Le modèle de Cox est souvent appelé modèle à risques proportionnels, car si nous exami-
nons deux individus avec des valeurs de covariables x1 et x2 respectivement, le rapport de












qui ne dépend pas du temps.
1.5.1. Vraisemblance partielle de Cox
D’un côté, une observation correspondant à un temps de survie exact fournit des in-
formations sur la probabilité que l’événement se produise à ce moment précis, ce qui est
approximativement égal à la fonction de densité de Y pour ce temps observé. D’un autre
côté, une observation censurée à droite nous indique que le vrai temps de réalisation de
l’événement d’intérêt est plus grand que le temps de censure, donc l’information fournie par
cette observation-là est quantifiée par la fonction de survie évaluée au temps de censure Cr.














Définissons Dn = (Y n, Xn,νn), l’ensemble de donnés complets, où Xn = (x1, . . . ,xn), xi ∈
Rp, correspond au vecteur de covariables pour la i-ième observation, Y n = (y1, . . . , yn) est le
vecteur de temps de défaillance et finalement, νn ∈ Rn est le vecteur de variables indicatrices
de censure. Si nous considérons maintenant le modèle de Cox, l’expression ci-dessus peut être
réécrite comme
L(β, h0(y) | Dn) ∝
n∏
i=1












qui est la vraisemblance de Cox.
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1.6. Régression de Cox avec fonction de risque par intervalles
de loi exponentielle
Dans cette section nous faisons une brève description du modèle premièrement présenté
par Ibrahim, Chen et Kim [19], duquel nous nous sommes en partie inspirés pour le déve-
loppement de ce mémoire. Il s’agit d’un modèle qui permet l’utilisation de différents taux de
risque. On divise l’axe du temps en J sous-intervalles, (0,s1], (s2, s3], . . . , (sJ−1, sJ ], et dans
chacun des ces intervalles on suppose une fonction de risque, h(y) différente pour les obser-
vations qui s’y trouvent. Un choix judicieux des points de séparation devrait nous permettre
d’approcher raisonnablement bien à la fonction de risque objectif. Il serait avantageux d’uti-
liser des intervalles étroits où le risque varie rapidement et des intervalles plus larges où le
risque change plus lentement.
Plus spécifiquement, dans le j-ième intervalle, nous supposons une fonction de risque de
base, h0(y) = λj constante pour y ∈ Ij = (sj−1, sj].








λ2dx+ · · ·+
∫ y
sj−1




















où δij = 1 si yj ∈ (sj−1, sj] et 0 sinon. Notons que la variable indicatrice δij est indispen-
sable pour définir la vraisemblance sur les J intervalles. Remarquons également que si J = 1,
ce modèle est réduit au modèle paramétrique exponentielle avec taux de risque λ = λ1.
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Chapitre 2
MODÈLES DE PARTITIONS ALÉATOIRES
2.1. Introduction
Les algorithmes de classification visent à diviser un ensemble de données en différents
sous-ensembles homogènes. Habituellement le nombre de sous-ensembles ainsi que leur taille
n’est pas connu a priori. Nous nous concentrons ici dans les modèles de partition aléatoire,
qui sont des modèles probabilistes pour générer des partitions, de sorte que les procédures
algorithmiques classiques sont évités.
Dans ce chapitre, on présente une brève description des processus les plus populaires en
statistique bayésienne non paramétrique. On établit les différences entre l’approche bayé-
sienne classique et l’approche bayésienne non paramétrique, ainsi que les avantages de cette
dernière sur la statistique paramétrique classique. Nous introduisons aussi le processus de
Dirichlet, qui servira comme concept de base pour la construction de certains modèles de
partition aléatoire. Dans la section 2.5 on détaille le modèle de Potts, qui est le modèle
de partition aléatoire employé dans ce mémoire. On présente également des méthodes nu-
mériques pour l’implémentation : l’échantillonnage de Gibbs et l’algorithme classique de
Metropolis-Hastings, qui sont brièvement décrits dans la section 2.6.
2.2. Le paradigme bayésien
Dans le cadre de l’inférence bayésienne, on considère que l’incertitude sur le paramètre θ
d’un certain modèle peut être décrite par une distribution de probabilité π(·) sur θ, appelée
distribution a priori. La loi de θ conditionnelle au vecteur d’observations Y n, est écrite comme
π(θ | Y n), et est appelée distribution a posteriori. Pour obtenir une telle loi, le théorème de
Bayes est appliqué,
π(θ | Y n) = L(Y
n | θ)π(θ)∫
θ L(Y n | θ)π(θ)dθ
θ ∈ Θ, (2.2.1)
où Θ représente le support des paramètres et comme avant, L(Y n | θ) dénote la fonc-
tion de vraisemblance. Nous supposerons par la suite que toutes ces lois sont continues.
Dans le paradigme bayésien, le paramètre inconnu θ n’est plus considéré comme inconnu et
déterministe, mais comme une variable aléatoire.
Cette approche d’inférence statistique est moderne et apte à répondre aux problèmes de
modélisation les plus avancés dans nombreuses disciplines. Cependant, les deux difficultés
majeures liées à l’approche bayésienne sont le choix de l’a priori et le calcul de l’intégral au
dénominateur en (2.2.1), car souvent cette quantité n’a pas une solution analytique connue.
Pour répondre à cette dernière difficulté, des méthodes numériques, mieux connues sous le
nom de MCMC (de l’anglais Markov chain Monte Carlo), ont été développées. Cette classe
d’algorithmes sera présenté plus en détail dans la section 2.6.
2.3. Introduction à la statistique bayésienne non paramétrique
L’approche bayésienne non paramétrique, BNP, est une méthode alternative à la statis-
tique paramétrique classique. Les modèles traditionnels paramétriques utilisent un nombre
fixe et fini de paramètres, et ceci peut causer un sur-ajustement ou un sous-ajustement quand
les données et la complexité du modèle ne sont pas en accord (Teh [41]). D’un autre côté,
les modèles BNP utilisent un espace de paramètres de dimension infinie et seulement un
sous-ensemble des paramètres disponibles est utilisé pour décrire les données (Orbanz et
Teh [32]).
L’inférence bayésienne non paramétrique nous permet de supposer une incertitude quant
au choix du modèle et en même temps de garder une méthode réalisable. Un modèle BNP
est défini comme un modèle de probabilité sur un espace paramétrique infini, comme par
exemple un espace fonctionnel (Müller et Quintana [27]). Effectivement, l’inférence BNP
se distingue de l’inférence bayésienne classique à cause de la loi a posteriori sur laquelle elle
est basée. La loi a posteriori dans un contexte BNP est donc indexée par un ensemble infini
de paramètres. Pour illustrer les affirmations précédentes, considérons l’exemple suivant :
un problème typique en inférence consiste à construire une approximation de la loi ayant
généré un échantillon d’observations. Dans ce cas-là, on aura les observations y1, . . . , yn in-
dépendantes et identiquement distribuées, i.i.d. avec distribution F , yi ∼ F . Dans l’approche
bayésienne classique, on assignerait une distribution a priori à F et après on estimerait la loi
a posteriori avec les données fournies. D’habitude, cette loi a priori appartient à une famille
paramétrique, qui dans certains cas est restreinte et réduit donc les types d’inférences qui
peuvent être effectués. L’inférence BNP utilise une loi a priori provenant d’une famille de
distributions avec grand support, habituellement l’espace de toutes les distributions (Teh
[41]).
2.3.1. Processus de Dirichlet
Le processus de Dirichlet, DP, introduit par Ferguson [9], est un processus stochastique
utilisé dans la modélisation bayésienne non paramétrique, il est l’un des modèles les plus
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populaires dans ce contexte. Grâce à sa flexibilité, il admet diverses représentations. Il s’agit
d’une distribution de distributions, autrement dit, chaque tirage d’un DP est considérée une
distribution. Ce processus doit son nom au fait que ses lois marginales (de dimensions finies)
ont une distribution de Dirichlet. Les distributions tirées d’un DP sont discrètes, mais elles ne
peuvent pas être caractérisées en utilisant un nombre fini de paramètres, d’où la classification
de non paramétrique (Ferguson [10]).
2.3.1.1. Représentation Stick-breaking du Processus de Dirichlet
Cette représentation est due à Sethuraman [35]. Soit ϕθ(·) une masse ponctuelle en θ,





où θh ∼ G∗, i.i.d. et πh = vh
∏
`<h(1−v`) avec vh ∼ Beta(1, α) i.i.d. De façon générale, on écrit
G ∼ DP (α,G∗) pour dénoter un DP sur une mesure de probabilité aléatoire. Le paramètre α
est appelé paramètre de masse totale et détermine l’incertitude de G, tandis que le paramètre
G∗ est appelé mesure de base et il spécifie la moyenne du processus E(G) = G∗. Une propriété
intéressante des DP est la simplicité de la loi a posteriori (Teh et Jordan [42]). Soit
y1, . . . , yn | F ∼ F et F ∼ DP (α,G0),
la loi a posteriori de F est
F | y1, . . . , yn ∼ DP (α + n,G1),




i=1 ϕθi . Remarquons ainsi que le processus de Dirichlet est un
processus discret qui peut être représenté comme la somme de masses ponctuelles (Müller
et Quintana [27]).
2.3.2. Processus de Dirichlet Mixtes
L’une des applications importantes du processus de Dirichlet est dans l’estimation de la
densité. Ici, nous sommes intéressés à la modélisation de la loi correspondant à une suite
de tirages observés. Afin de ne pas nous limiter à une seule classe paramétrique, on utilise
encore une loi a priori non paramétrique ayant comme support toutes les densités.
Dans la section précédente, on a mentionné le fait que les tirages provenant d’une DP sont
discrets, de sorte que si nous sommes intéressés à estimer la densité, yi ∼ G, i = 1, . . . , n, il
serait inapproprié d’assumer que G ∼ DP , si la distribution que nous cherchons est en fait
continue. Afin d’être en mesure de modéliser une loi continue à travers un processus discret,





avec G ∼ DP (α,G0) et π(y | θ) dénote une famille de densités indexée par θ (Escobar [8]).
Autrement dit, la distribution inconnue est écrite comme un mélange de distributions avec
un DP comme a priori. Ce modèle est connu sous le nom de Processus de Dirichlet Mixte,
DPM (MacEachern [22]).
Une autre application populaire du DP est en classification. Dans les problèmes de clas-
sification, on modélise une suite d’observations, y1, y2, . . . , yn à l’aide d’un ensemble de pa-
ramètres latents {θ1, . . . , θn}. Chaque θi est tiré de façon indépendante de la loi G, tandis
que chaque yi suit la loi F (θi) paramétrée par θi
yi | θi ∼ F (θi)
θi | G ∼ G
G | α,G0 ∼ DP (α,G0). (2.3.2)
Ici, la loi G est discrète, ce qui implique que plusieurs variables θi peuvent prendre la
même valeur, de sorte que ce modèle peut être vu comme un modèle de mélange, où les
observations yi issues de la même valeur de θi appartiennent au même sous-ensemble. La
représentation en (2.3.2) est le modèle hiérarchique équivalent à un DPM, puisque lorsque
l’on marginalise par rapport à θi, le modèle résultant est encore yi ∼
∫
π(y | θ)G(θ)dθ, i.i.d.
(Müller et Mitra [25]).
2.4. Quelques exemples populaires de modèles de partition aléa-
toire
Cette section a pour but d’introduire le concept de partition aléatoire, ainsi que de donner
quelques exemples de modèles qui génèrent de telles partitions aléatoires. On commence
d’abord par introduire quelques notations de base. Soit U = {1,2, . . . ,n} l’ensemble des unités
étudiées, une partition de U est alors une famille de sous-ensembles ρn = {U1, . . . ,UK}, où⋃K
k=1 Uk = U , et Uk1 ∩ Uk2 = ∅ si k1 6= k2. Quand ρn est issue d’un processus aléatoire, on
dit que π(ρn) est une partition aléatoire. Ainsi, les modèles de partition aléatoire, RPM (de
l’anglais random partition models), sont des modèles probabilistes pour générer des partitions.
Tel qu’illustré dans la section précédente, il n’est pas rare que dans plusieurs applications
les chercheurs s’intéressent à la partition induite par un modèle, plutôt qu’à la mesure aléa-
toire, G associée. Comme exemple d’introduction, on décrit le modèle d’échantillonnage par
espèce, SSMs (de l’anglais Species Sampling Model).
2.4.1. Modèle d’échantillonnage par espèce
Le modèle d’échantillonnage par espèces, SSMs, (Pitman [33]) génère une mesure de
probabilité aléatoire de façon indirecte à travers l’établissement d’une règle de prévision pour
θn+1 | θ1, . . . , θn. On considère que dans une échantillon aléatoire θi ∼ G, quand la mesure
14
de probabilité G est discrète, certaines observations dans l’échantillon peuvent être liées
entre elles, comme nous l’avons vu précédemment. On utilise ces groupes d’observations liées
pour former une partition. Pour mieux décrire l’énoncé précédent, introduisons la notation
suivante :
1. Soit K le nombre de valeurs uniques parmi (θ1, . . . , θn),
2. les quantités θ∗k, k = 1, . . . , K, indiquent ces valeurs uniques,
3. nk dénote le nombre de θi égaux à la k-ième valeur unique θ∗k,
4. n = (n1, . . . , nK) est le vecteur de tailles des sous-ensembles générés par les observa-
tions liées.
Ainsi, les sous-ensembles sont définis comme Uk = {i : θi = θ∗k}. Autrement dit, les
partitions sont formées à l’aide des K ≤ n valeurs uniques de l’échantillon. Remarquons
le fait que n’importe quel modèle de probabilité avec mesure aléatoire discrète, G, génère
une partition aléatoire π(ρn) en regroupant les échantillons aléatoires comme décrit ci-haut.
Cette affirmation reste valide quand G est une mesure de probabilité aléatoire discrète avec
a priori, π(G). Des choix courants pour π(G) sont les DP décrits dans la première section
de ce chapitre.
En particulier, la version mixte du Processus de Dirichlet, DPM, révisée dans la section
précédente fonctionne de façon similaire aux SSMs, car les paramètres latents θi en (2.3.2)
introduisent des liens qui définissent de nouvelles partitions. Soit θ∗k, k = 1, . . . , K les K
valeurs uniques parmi les θi, i = 1, . . . , n, alors les sous-ensembles de la partition sont définis
de la même façon que dans le SSMs, c’est-à-dire, Uk = {i : θi = θ∗k}, pour k = 1, . . . , K. Une
autre propriété intéressante des DPM dans ce contexte est la simplicité de la loi a priori de




(nk − 1)!, (2.4.1)
donc, ceci est un modèle qui dépend du cardinal de chaque sous-ensemble generé Uk. Ici,
comme avant, nk indique la taille du k-ième grappe, Uk, et α est le paramètre de masse totale
introduit dans la section 2.3.1.1. Remarquons que (2.4.1) peut être vu comme un produit de
fonctions c(Uk) = α(nk − 1)!, où chaque terme dépend d’un seul sous-ensemble. Les modèles
de partition aléatoire de la forme π(ρn) ∝
∏K
k=1 c(Uk) pour une certaine fonction c(Uk) sont
connus sous le nom de modèles partition-produit, Product Partition Models, PPM (Barry
et Hartigan [1]). Dans la section suivante, on décrit plus en détail cette classe de modèles.
2.4.2. Modèles partition-produit
Une autre classe de modèles de partitions aléatoire est la classe des modèles partition-
produit, PPM (Hartigan [15] ; Barry et Hartigan [1] ; Crowley [5]). Les PPM sont
définis sous une loi de probabilités π(ρn) sur toutes les partitions possibles. Cette classe
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de modèles utilise une fonction non-négative c(Uk), mieux connue sous le nom de fonction
de cohésion, afin de déterminer la probabilité associée à une certaine partition. En effet,
la fonction de cohésion décrit à quel point l’utilisateur pense que les éléments de U sont
regroupés a priori. On dit qu’une partition aléatoire π(ρn), est issue d’un PPM si elle peut





où Z est la constante de normalisation pour cette loi. Soit yi la réponse pour la i-ième ob-
servation, y∗k = {yi, i ∈ Uk} les réponses ordonnés par sous-groupes et soit Y n = (y1, . . . , yn)
les données au complet. Les PPM combinent la loi a priori, π(ρn) avec un modèle π(Y n | ρn)
qui favorise le regroupement des observations similaires et assume que les partitions sont
échangeables, c’est-à-dire,




où π(y∗k) est la loi marginale de yi, i ∈ Uk sous la partition ρn. De façon plus formelle,
une séquence de variables aléatoires, v.a. X1, X2, . . . , Xn sous un espace de probabilité est
dite échangeable si la loi de distribution conjointe est invariante sous une permutation de
variables, c’est-à-dire, si P est la distribution conjointe et σ est une permutation de U =
{1,2, . . . , n}, alors,
P (X1 = x1, X2 = x2, . . . , Xn = xn) = P (X1 = xσ(1), X2 = xσ(2), . . . , Xn = xσ(n)).
Pour un modèle échangeable π(y∗k), conditionné à une certaine partition, le PPM assume
indépendance entre partitions. On a donc,




où µ∗k dénote les paramètres de la partition. Plusieurs applications des PPM utilisent souvent
l’interchangeabilité de yi à travers i ∈ Uk en assumant que les yi, i ∈ Uk sachant µ∗k sont
indépendantes. Une autre propriété intéressante des PPM est que la loi a posteriori π(ρn | Y n)
est encore un PPM, avec fonction de cohésion c(Uk)π(y∗k) (Quintana et Iglesias [34]).
2.4.2.1. Modèles partition-produit avec covariables
Müller, Quintana et Rosner [31] ont introduit une version alternative du PPM
dépendante des covariables associées aux observations, connue sous le nom de PPMx. Cette
version modifie l’a priori en (2.4.2) par





avec constante de normalisation ∑ρn ∏Kk=1 c(Uk)g(x∗k). Ici, g(x∗k) est une mesure de similarité
pour x∗k. Rappelons nous que x∗k = {xi : i ∈ Uk} est l’ensemble de covariables associées
aux individus appartenant au k-ième sous-ensemble, k = 1, . . . , K et Xn = (x1 . . . ,xn). Des
grandes valeurs de la fonction g(·) indiquent des valeurs des covariables homogènes au sein
du sous-ensemble correspondant. Nous clarifions que la notation «| Xn» ne fait pas référence
à un conditionnement, mais plutôt à une indexation de la distribution résultante due a l’effet
des covariables. Sous ce modèle, deux individus i1 et i2 avec vecteurs de covariables similaires
xi1 et xi2 devraient être plus susceptibles de se trouver dans le même sous-ensemble a priori.
2.5. Modèle de Potts
Le modèle présenté dans cette section est un modèle probabiliste de classification, pre-
mièrement introduit dans un contexte statistique par Murua et collab. [29]. Il est inspiré du
modèle de Potts, largement utilisé en physique pour décrire les phénomènes de ferromagné-
tisme. Ce modèle est appliqué à un système de particules, représentées par des observations,
et leurs interactions, représentées par une mesure de similarité entre observations. La dis-
tribution d’un tel système dépend d’une température donnée, T . Pour chaque température
il existe une probabilité associée à chaque partition possible. Un des grands avantages de
ce modèle, est qu’il prend en considération l’information des covariables et qu’il a donc la
propriété d’encourager le regroupement d’individus avec caractéristiques similaires.
2.5.1. Le modèle de Potts appliqué à un graphe
Pour faciliter le développement à venir, nous considérons que nos données, (Xn, Y n) sont
représentées au moyen du graphe G = {(Xn, Y n), E}, avec n sommets ((x1, y1), . . . , (xn, yn))
et un ensemble d’arêtes, E, qui représente en quelque sorte un lien de proximité entre les
covariables. Afin de faciliter la compréhension, on fera référence au graphe GX = {Xn, E}
avec sommets (x1, . . . ,xn) mais dont la structure est exactement la même que G.
La loi de probabilité associée au modèle de Potts dépend des paramètres T et σ, ainsi
que de Xn. Le paramètre σ > 0 est appelé paramètre de largeur de bande. On introduit
également les variables {zij} qui représentent l’ensemble des étiquettes de couleur dont la
fonctionnalité est décrite comme suit. Soit r > 1, un entier indiquant le nombre de couleurs
différentes possibles dans le graphe, et soit zji la variable indicatrice de l’étiquette de couleur,
zji =
1 si xj est assignée à la couleur i0 sinon.
Nous définissons également,
αij =
1 si xi et xj sont voisins dans le graphe GX0 sinon,
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c’est-à-dire, αij = 1 s’il y a une arête entre xi et xj, et 0 sinon. Finalement, soit γij
γij =
1 si xi et xj ont la même étiquette de couleur0 sinon.








− 1T ∑αij=1 kij(σ)(1− γij)
 . (2.5.1)
Ici Z est la constante de normalisation. Les similitudes entre les paires de vecteurs de
covariables sont définies par κij = K(xi,xj), où K( · , · ) est une fonction noyau qui mesure
la similarité entre observations, pour ce projet on a considéré la distance ||xi−xj||, en donc
la fonction κij aurait la forme κij = κij(σ) = K(||xi − xj||/σ).
Afin de tirer des échantillons provenant de la loi associée au Potts en (2.5.1), Swendsen
et Wang [38], ont proposé un algorithme basé sur l’augmentation du modèle en introduisant
un ensemble de variables binaires latentes, appelés liens, b. Leur fonctionnement est décrit
comme suit. Si xi et xj sont des points voisins et possèdent la même étiquette de couleur,
c’est-à dire si αij = γij = 1, le lien bij pourra prendre la valeur de 1 avec probabilité
pij = 1 − exp{− 1T κij(σ)}. Autrement la valeur de bij = 0. La fonction de distribution
conjointe des étiquettes de couleur zij et des liens bij est donnée par
π
(







(1− pij)(1− bij) + pijbijγij
}
. (2.5.2)
Ceci est connu comme le modèle de Fortuin-Kasteleyn-Swendsen-Wang (Sokal [37]). En
marginalisant par b dans (2.5.2) on obtient l’équation (2.5.1).
Tout comme pour le paramètre de largeur de bande, la température T doit être estimée.
Notre approche considère l’estimation du vecteur (σ, T ) à partir du mode d’une loi a priori
de ces deux paramètres, tel que suggéré par Murua et Wicker [30].
Le graphe de départ est établi selon le contexte d’application et selon un certain critère
de proximité, par exemple, pour assigner les valeurs des αij dans le graphe de départ on
peut établir des arêtes entre xi et ses k plus proches voisin. Les valeurs de k recommandées
dans la littérature oscillent entre 10 ≤ k ≤ 30 (Murua et collab. [29] ; Blatt, Wiseman
et Domany [3]).
Le modèle de partition aléatoire associé, π(b | Xn) est obtenu en marginalisant par {zij}
dans (2.5.2). La distribution de probabilité pour les partitions est donc donnée par
π(ρn | Xn) =
∑
b⇒ρn
π(b | Xn). (2.5.3)
Ici, la notation b ⇒ ρn indique que la partition ρn provient des composantes connexes du
graphe dont les arêtes sont induites par b. Swendsen et Wang [39] ont utilisé la loi conjointe
18
en (2.5.2) pour proposer une stratégie de simulation qui s’apparente à l’échantillonnage
de Gibbs. Cette stratégie a pour but de générer des observations provenant du modèle de
partition aléatoire, π(b | Xn) et par conséquent des partitions issues du modèle de Potts
associé. L’algorithme en question est le suivant,
0. Les étiquettes de couleur sont tirées de façon indépendante d’une loi uniforme discrète
ayant comme support toutes les valeurs de {0, 1, . . . , r}.
1. Mettre à jour les liens. Étant donné les étiquettes de couleur, {zij}, chaque lien bij
peut prendre la valeur de 1, indépendemment des autres, avec probabilité pij = 1 −
exp{− 1
T
κij(σ)} si αij = γij = 1, c’est à dire, si les points xi et xj sont voisins dans le
graphe et possèdent la même couleur. Dans le cas contraire, bij vaut 0.
Les liens permis entre deux points sont établis avec probabilité pij. Ainsi, la formation
de partitions est dictée par les liens, dont la distribution est à son tour déterminée par
les similitudes entre les vecteurs de covariables xi et xj. En conséquence, le modèle
privilégie a priori les partitions formées par des sous-ensembles d’individus ayant des
valeurs de covariables similaires.
2. Mettre à jour les couleurs. Étant donné les liens résultant de l’étape précédente, {bij}
chaque composante connexe du graphe, (sous-ensemble connecté par ces liens) se voit
assigner la même étiquette de couleur tirée aléatoirement selon une loi uniforme.
3. Répéter les étapes 1 et 2.
Remarquons le fait qu’à la fin de l’étape 2, tous les sommets d’une même composante
connexe partagent la même étiquette de couleur. En assignant une nouvelle couleur aux som-
mets dans cette composante connexe, les sommets voisins avec la même couleur deviennent
des candidats pour former une nouvelle composante connexe dans l’itération suivante (ils se
fusionnent). Au contraire, les sommets liés durant une itération donnée, ont une probabilité
1 − pij de ne plus l’être, en conséquent ils ne feront possiblement plus partie de la même
composante (ils se fragmentent).
Donc, les liens peuvent être vus comme un sous-ensemble des arêtes qui aident à sépa-
rer ou fusionner des composantes dans le graphe, au fil des itérations. Chaque composante
connexe générée par les bij à la fin de l’étape 1 forme un sous-ensemble différent, qui tous
ensembles déterminent une nouvelle partition des données. Ainsi, chaque itération génère
une partition de donnés différente. (Murua et Quintana [28]).
Les partitions aléatoires issues du modèle de Potts correspondent donc au composantes
connexes générés dans le graphe au fil des itérations.
2.6. Méthodes de Monte-Carlo par chaînes de Markov
Dans la section 2.2 on a introduit le besoin de calculer une solution approximative à
m(Y n) =
∫
Θ L(Y n | θ)π(θ)dθ, car souvent cette quantité n’a pas une solution analytique.
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Les méthodes de Monte-Carlo par chaînes de Markov, MCMC, sont une classe de méthodes
d’échantillonnage à partir de distributions de probabilité visant à calculer des intégrales en




où π(θ) est la densité de θ avec support en Θ. Notons que (2.6.1) correspond à l’espérance
a posteriori de h(θ), Eπ(h(θ)). Donc, la stratégie consiste à générer n variables aléatoires,






Dans le cadre des MCMC, les variables θi ne seront pas indépendantes, mais proviendront
plutôt d’une chaîne de Markov ergodique avec distribution stationnaire π(·). La convergence
du processus peut être justifiée de façon formelle à l’aide du théorème ergodique pour les
chaînes de Markov (Foguel [12]).








Eπ(h(θ)) = π(h), (2.6.3)
où p.s. dénote la convergence presque sûre. Ici, on suppose que la suite de variables aléatoires
{θi}i≥0 est une chaîne de Markov avec distribution stationnaire π(·).
Afin de générer cette chaîne de Markov, plusieurs algorithmes ont été développés, on
décrit dans les sections suivantes l’échantillonnage de Gibbs et l’algorithme de Metropolis-
Hastings, MH, dû à Metropolis [24] et à Hastings [16].
2.6.1. Échantillonnage de Gibbs
L’échantillonnage de Gibbs, formellement introduit par Geman et Geman [14] est décrit
comme suit. Soit θ = (θ1, θ2, . . . ,θp) le vecteur de paramètres de dimension p et soit π(θ | Y p)
la distribution a posteriori de θ.
0. Choisir un point de départ arbitraire θ0 = (θ(0)1 ,θ
(0)
2 , . . . , θ
(0)
p )′, et i = 0
1. Générer θ(i+1) = (θ(i+1)1 ,θ
(i+1)
2 , · · · ,θ(i+1)p , Y p), comme suit
Générer θ(i+1)1 ∼π(θ1 | θ
(i)








3 , · · · ,θ(i)p , Y p);
...








2. i = i+ 1 et répéter le pas 1
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Gelfand et Smith [13] ont montré que sous certaines conditions de régularité la dis-
tribution stationnaire du vecteur {θ(i), i = 1,2, . . . } est π(θ | Y p). Cet algorithme est un
outil qui nous permet d’échantillonner de la loi π(θ | Y p) sans avoir besoin de connaître la
constante de normalisation.
2.6.2. Algorithme de Metropolis-Hastings
À partir d’une densité cible π(·) donnée, l’algorithme de Metropolis-Hastings, (Hastings
[16]) ne nécessite qu’une valeur de départ θ(0) pour la chaîne et le choix d’une distribution
instrumentale conditionnelle q(θ,θ̌) = q(θ̌ | θ) à partir de laquelle on va proposer, basé sur
l’état actuel de la chaîne, {θ(i)}, un candidat pour l’état suivante. La version générale de
l’algorithme MH pour échantillonner de la loi a posteriori π(θ | Y n) est décrit comme suit
1. À partir de la valeur θ(i), générer une valeur candidate θ̌(i+1) ∼ q(θ(i), · )
2. Calculer la probabilité d’acceptation,








(i+1) avec probabilité α(θ(i), θ̌(i+1));
θ(i) avec probabilité 1− α(θ(i), θ̌(i+1))
3. i = i+ 1 et répéter 1.
En recommençant ces étapes pour i = 0, . . . , p, on construit un échantillon à partir duquel
il sera possible d’estimer (2.6.1) avec (2.6.2). Il faut remarquer le fait qu’on a besoin d’un
grand nombre d’itérations pour que le processus converge vers la distribution stationnaire






L’objectif du modèle présenté dans ce chapitre est d’étudier la relation entre le temps de
survie d’un certain individu, yi et l’ensemble de variables indépendantes associées à celui-
ci, xi. Un autre objectif primaire est de prédire la réponse yn+1 associée à une nouvelle
observation xn+1. Dans les paragraphes suivants, nous introduisons le modèle que nous avons
développé à partir de celui de Murua et Quintana [28]. On considère que nos données
sont partitionnées a priori à l’aide du modèle de partition aléatoire associé à Potts, qui
a été introduit dans la section 2.5. Une fois la partition établie, on applique un modèle
bayésien semi-paramétrique au sein de chaque grappe générée. Les détails de l’inférence
associés à un tel modèle sont décrits dans la section 3.4. Dans les sections suivantes, on
présente l’approche que nous avons adoptée, ainsi que les principaux résultats théoriques
que nous avons développés avec la grande contribution de la direction de ce projet.
3.2. Régression de Cox avec partitions latentes issues du modèle
de Potts
On emploie ici la même notation que celle introduite dans la section 2.4 du chapitre
précédent. On dénote par U l’ensemble des n unités étudiées et ρn = {U1, . . . , UK} dénote
une partition de cet ensemble. Soit K le nombre de composantes dans la partition. On va
considérer un modèle hiérarchique avec une structure similaire à celle introduite en (2.3.2).
Soit ϑ = (ϑ1, . . . , ϑK), où chacune des entrées ϑk = (α, λ,β), k = 1, . . . , K, représente
le vecteur de paramètres associés au modèle de prévision appliqué au sein de la k-ième
composante, qui sera décrit dans les prochaines sections. On introduit également la variable
indicatrice ui qui prend la valeur de k si l’observation xi appartient au k-ième sous-ensemble,
c’est-à dire ui = k si xi ∈ Uk. Le modèle en question est représenté par les lois de probabilité
suivantes
yi | xi, ϑui , ρn
ind.∼ π(yi | xi, ϑui) ϑk | ρn
ind.∼ π(ϑ | ρn)
ρn ∼ π(ρn | Xn), (3.2.1)
où la loi π(yi | xi, ϑui) dans la première ligne correspond à un modèle de régression de Cox
avec fonction de risque par intervalles de loi Weibull, qui est détaillé dans la section suivante
(comme nous l’avons mentionné avant, on suppose des paramètres différents sur chaque sous-
intervalle de l’axe du temps). On détaille également dans les sections qui suivent l’obtention
de la loi π(ϑ | ρn). Finalement,
π(ρn | Xn) =
∑
b⇒ρn
π(b | Xn), (3.2.2)
fait référence au modèle de partition aléatoire associé au modèle de Potts, (voir équation
(2.5.3) dans la section 2.5 du chapitre 2). On remarque encore que la notation « | Xn » dans
cette dernière expression fait référence à une indexation de la distribution résultante due à
l’effet des covariables. Ainsi, on s’attend à ce que deux individus avec vecteurs de covariables
similaires soient plus susceptibles de se trouver dans le même sous-ensemble a priori. La
vraisemblance complète associée à (3.2.1) sera donc,





π(yi | xi, ϑk). (3.2.3)
Ne perdons pas toutefois de vue que l’un des objectifs finals est de trouver la loi π(Y n+1 |
xn+1, X
n,νn) (où νn est la variable indicatrice de censure) et un système de pronostique
pour celle-ci.
3.3. Simulation a posteriori dans le cas général
Notre approche générale de modélisation s’exprime comme (3.2.1) conjointement avec
(3.2.2). La distribution a posteriori de ϑ est un élément crucial pour notre objectif d’inférence
prédictive. Afin de déterminer les paramètres optimaux ainsi que l’espérance a posteriori de
notre modèle nous avons choisi d’effectuer un échantillonnage des réalisations de la loi a
posteriori à l’aide des méthodes MCMC.
Pour faciliter les développements à venir on écrira ϑ = (ϑ1, . . . , ϑK) comme (ρn, ϑρn),
où ϑρn correspond à l’ensemble de paramètres optimaux pour la partition ρn, c’est-à-dire
ϑρn = (ϑ̂1, . . . , ϑ̂K) et K, (le nombre de composantes dans la partition) est variable d’une
partition à l’autre. Pour obtenir des échantillons a posteriori de ces partitions nous utilisons
l’algorithme proposé par Swendsen et Wang [39] decrit dans la section 2.5.1 dans le cadre
de notre approche MCMC pour échantillonner de la distribution cible π(ϑ | Y n, Xn).
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Une autre difficulté importante à considérer est que le fait d’incorporer le modèle de
Potts dans notre vraisemblance a comme conséquence l’utilisation d’une partition aléatoire.
Il faudrait donc dans une étape MCMC donnée, changer la partition, disons de ρn à ρ′n et
ceci implique de changer la dimension du vecteur des paramètres ϑ de K à K ′. Il est donc
nécessaire de recourir à une méthode MCMC multidimensionnelle (Murua et Quintana
[28]). Nous avons choisi de suivre la méthodologie proposée par Besag [2]. L’approche de
Besag évite la spécification d’une bijection entre les différentes dimensions. Pour ce faire,
on insère le problème dans un espace à très haute dimension. L’idée est la suivante, soit
Ω = {ρ(1), ρ(2), . . . , ρ(Bn)} la collection de toutes les partitions possibles de (Xn, Y n), dans
le modèle de Potts associé à un graphe, ceci représente toutes les partitions possibles avec n
sommets dans le graphe correspondant. La notation Bn fait référence au nombre de Bell. Ap-
pelons encore ϑ = (ϑρ(1),ϑρ(2), . . . ,ϑρ(Bn)) la collection des paramètres associés aux éléments
de Ω, et Lρ l’espace de paramètres associé à la partition ρ ∈ Ω. Aussi, pour chaque ρ ∈ Ω,
on denotera π0(ϑρ | ρ, Y n, Xn) une distribution quelconque de support Lρ. La distribution
cible est donc exprimé comme,
π̃(ρ,ϑ | Y n, Xn) = π(ρ,ϑρ | Y n, Xn)
∏
R 6=ρ
π0(ϑR | R, Y n, Xn)
La loi marginale de (ρ,ϑρ) sous cette densité est exactement π(ρ,ϑρ | Y n, Xn). Le problème
est donc réduit à échantillonner de la loi π̃(ρ,ϑ | Y n, Xn). Besag [2] a considéré deux
différents types de procédures pour l’échantillonnage :
1. À partir de l’état présent (ρ,ϑρ), proposer un vecteur de paramètres mis à jour ϑ′ρ
et laisser donc les ϑR inchangés, pour R 6= ρ. Cela conduit à un rapport Metropolis-
Hastings égal à
π̃(ρ,ϑ′ | Y n, Xn)q(ϑ′ρ,ϑρ)
π̃(ρ,ϑ | Y n, Xn)q(ϑρ,ϑ′ρ)
=
π(ρ,ϑ′ρ | Y n, Xn)q(ϑ′ρ,ϑρ)
π(ρ,ϑρ | Y n, Xn)q(ϑρ,ϑ′ρ)
=
π(ϑ′ρ | ρ, Y n, Xn)q(ϑ′ρ,ϑρ)
π(ϑρ | ρ, Y n, Xn)q(ϑρ,ϑ′ρ)
.
On choisira q(ϑρ,ϑ′ρ) = π(ϑ′ρ | ρ, Y n, Xn), de tel sorte que le rapport devient 1, et la
mise à jour est toujours acceptée.
2. La deuxième procédure consiste à proposer une certaine nouvelle partition ρ′ 6= ρ et
forcement donc, un autre vecteur de paramètres ϑ′ρ′ 6= ϑρ. Afin de simplifier le seuil
d’acceptation, on génère la mise à jour avec une proposition π0(ϑ′ρ | ρ, Y n, Xn)π(ρ′ |
Xn)qρρ′(ϑρ,ϑ′ρ′). Ceci mène à un ratio d’acceptation de Metropolis-Hastings qui est
exprimé comme,
π(ρ′,ϑ′ρ′ | Y n, Xn)π0(ϑ′ρ | ρ, Y n, Xn)
π(ρ,ϑρ | Y n, Xn)π0(ϑρ′ | ρ′, Y n, Xn)
π0(ϑρ′ | ρ′, Y n, Xn)π(ρ | Xn)qρ′ρ(ϑ′ρ′ ,ϑρ)
π0(ϑ′ρ | ρ, Y n, Xn)π(ρ′ | Xn)qρρ′(ϑρ,ϑ′ρ′)
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=
π(ρ′,ϑ′ρ′ | Y n, Xn)π(ρ | Xn)qρ′ρ(ϑ′ρ′ ,ϑρ)
π(ρ,ϑρ | Y n, Xn)π(ρ′ | Xn)qρρ′(ϑρ,ϑ′ρ′)
=
π(ϑ′ρ′ | ρ′, Xn, Y n)qρ′ρ(ϑ′ρ′ ,ϑρ)
π(ϑρ | ρ,Xn, Y n)qρρ′(ϑρ,ϑ′ρ′)
.
Dans cette dernière expression, si nous fixons qρρ′(ϑρ,ϑ′ρ) = π(ϑ′ρ′ | ρ′, Y n, Xn), le
ratio d’acceptation devient,
π(Y n | ρ′, Xn)
π(Y n | ρ,Xn) .
Notons que l’astuce pour simplifier le seuil d’acceptation en (1.) consiste à générer un
nouveau vecteur de paramètres ϑ′ρ pour l’ancienne partition ρ, tandis que en (2.) on consi-
dère une nouvelle partition ρ′ et on génère aussi de paramètres ϑ′ρ et ϑ′ρ′ pour l’ancienne
partition et la nouvelle partition. Remarquons cependant qu’il n’est pas nécessaire de générer
réellement ϑ′ρ, ni aucun des autres ϑ′R, R 6= ρ′. La proposition est réduite à la génération
d’une nouvelle partition ρ′ de π(ρ′ | Xn). Si la proposition est acceptée, alors on génère (et
automatiquement accepte) une mise à jour de ϑ′ρ′ de π(ϑρ′ | ρ′, Y n, Xn). Si la partition n’est
pas acceptée, il n’est pas nécessaire de générer ϑ′ρ′ . La mise en oeuvre pratique du schéma
de simulation a posteriori décrit ci-dessus nécessite donc de calculer π(ϑρ | ρ, Y n, Xn).
3.4. Inférence au sein de chaque sous-ensemble
3.4.1. Vraisemblance du modèle
Les résultats décrits dans cette section sont appliqués de façon indépendante sur chacun
des sous-ensembles de la partition induite à l’aide du modèle de partition aléatoire associé
au modèle de Potts. Dans les développements à venir, on reprend la notation introduite lors
du premier chapitre. Soit Yi = min{Ci, Ti}, le minimum entre le temps de censure, Ci et
le temps exact de survie, Ti, pour i = 1, 2, . . . , n où n est le nombre total d’observations,
et soit xi ∈ Rp le vecteur des covariables associées à la variable réponse yi pour le i-ième
sujet. On dénote par β ∈ Rp le vecteur de coefficients de régression et par νi = 1{Ti≤Ci}
la variable indicatrice de censure pour le i-ième sujet. Tel que décrit dans la section 1.6,
nous divisons d’abord l’axe du temps en J sous-intervalles, (s0, s1], (s1, s2], . . . ,(sJ−1, sJ ], où
0 = s0 < s1 < s2 < ... < sJ . Les équations (1.2.6) et (1.5.1) impliquent que la fonction de
survie associée à ce modèle est
S(yi | xi,ϑui) = exp
{
−H0(yi | α, λ) exp(x′iβ)
}
. (3.4.1)
Rappelons que ui = k si yi ∈ Uk. Le vecteur ϑk = (α, λ,β), de taille 2J + p contient
l’information complète sur les paramètres associés à la régression de Cox. Ici, α = (α1, . . . , αJ)
et λ = (λ1, . . . , λJ), αj > 0, λj > 0, j = 1, . . . , J , dénotent les vecteurs de paramètres associés
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à la fonction de risque de base, qui suit une loi de Weibull, c’est-à dire,
h0(yi | α, λ) =
 αjλjy
αj−1
i si yi ∈ (sj−1, sj],
0 si yi < s0 ou yi > sJ .
La fonction de risque cumulé de base, H0(yi | α, λ), est donc donnée par
H0(yi | α, λ) =
∫ yi
0







g−1), pour sj−1 < yi ≤ sj.
Le code avec la fonction numérique pour évaluer H(y | α, λ) peut être consulté dans
la section E.4 de l’annexe E. En utilisant (1.5.3), on obtient la fonction de vraisemblance
suivante














Ici, on utilise la notation Dk = (Y n, Xn,νn) pour dénoter l’ensemble complet de données
qui composent le k-ième sous-ensemble, où νn ∈ Rn est le vecteur de variables indicatrices
de censure, Xn = {x1, . . . ,xn}, Y n = {y1, . . . , yn}. Rappelons aussi que δij est une variable
indicatrice d’intervalle,
δij =
1 si yi ∈ Ij,0 sinon.
La log-vraisemblance pour (3.4.2), est donc donnée par





δijνi[ ln(αj) + ln(λj) + (αj − 1) ln(yi) + x′iβ]
− δij exp(x′iβ)






À partir de cette expression, nous allons mener le développement de l’inférence de notre
modèle.
3.5. Densité a priori et a posteriori des paramètres
Nous spécifions tout d’abord une distribution a priori pour le vecteur de paramètres
ϑk = (α, λ,β). Afin d’alléger la notation de cette séction, nous omettrons l’indice k désignant
le sous-ensemble sur lequel l’inférence actuelle s’applique. Conditionnellement à Xn, nous
proposons une loi a priori semi-conjuguée comme suit,


















π(α, λ | θ)π(θ). (3.5.1)
Ceci est une loi augmentée, car la distribution π(θ) est incorporée dans l’expression afin
de modéliser l’a priori du vecteur (α, λ). Les variables a0 et Y n0 son des paramètres auxiliaires
a priori, plus précisément Y n0 = (y01, y02, . . . , y0n), où chaque entrée y0i peut être vu comme
une prévision de la moyenne marginale de yi. De son côté, a0 > 0 est un scalaire qui peut
être vu comme un paramètre de précision qui quantifie la qualité du choix antérieur de Y n0 .
Ainsi, a0 ne contrôle que la précision de la loi a priori de β.
La variable δ0ij = 1 si sj−1 < y0i ≤ sj et 0 sinon. La distribution π(α, λ | θ) est une
distribution initiale pour (α, λ). On supposera également que chaque composante du vecteur
θ = (θ1, θ2) ∈ R2 suit une loi gamma avec des paramètres fixes respectifs pj et qj. La densité





−qjθj où pj > 0, qj > 0 et θj > 0, j = 1, 2.
La densité a priori en (3.5.1) est appelée semi-conjuguée car, en ignorant les termes
π(α, λ | θ)π(θ), cette fonction a une forme identique à celle donnée en (3.4.2). Pour plus de
détailles sur l’utilisation de cette type de lois, voir Fink [11].
Pour ce modèle de Weibull par intervalles, nous considérons que toutes les y0i prennent
la même valeur, c’est-à dire y0 = y01 = · · · = y0n, avec s0 < y0 ≤ s1. Sur cette spécification
de Y n0 , la densité semi-conjuguée en (3.5.1) est réduite à
π(ϑ, θ | Xn, Y n0 , a0) = cn(ϑ,Xn, Y n0 , a0)ψ(ϑ | Xn, Y n0 , a0)π(α, λ | θ)π(θ), (3.5.2)
où cn(ϑ, θ,Xn, Y n0 , a0) est l’inverse de la constante de normalisation de
η(ϑ, θ | Xn, Y n0 , a0) = ψ(ϑ | Xn, Y n0 , a0)π(α, λ | θ)π(θ), (3.5.3)
avec








)a0 exp(−a0 exp(x′iβ)λ1yα10 )
]
. (3.5.4)
La loi a priori ψ(ϑ | Xn, Y n0 , a0) est une loi augmentée, car on s’en sert des paramètres
auxiliaires a0 et Y n0 .
3.5.1. Densité a priori de α et λ
Dans de but d’établir des a prioris associés aux paramètres, on propose de prendre la
valeur absolue de la différence entre λj+1 et λj ainsi que la valeur absolue de la différence
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entre αj+1 et αj de loi double exponentielle, |λj+1 − λj| ∼ DE(θ1) et |αj+1 − αj| ∼ DE(θ2).
Cette loi est associée a la pénalisation lasso de fusion, la motivation étant que les paramètres
provenant d’intervalles consécutifs soient égales si leur différence est petite. Tibshirani,
Saunders, Rosset, Zhu et Knight [43]. Les valeurs initiales de λ1 et α1 seront de loi
exponentielle λ1 ∼ Exp(θ1), α1 ∼ Exp(θ2), la densité conjointe des vecteurs α et λ peut être
obtenue comme










j=1 |λj+1−λj |θ1dλ1 . . . dλJ
,
et de façon similaire,










j=1 |αj+1−αj |θ2dα1 . . . dαJ
.
Le calcul des densités a priori marginales pour différentes valeurs de J (différents nombres
d’intervalles sur l’axe du temps), peut être consulté dans l’annexe A. Ainsi, en supposant
l’indépendance entre α et λ, et à l’aide des équations (A.0.1) et (A.0.2), la fonction de
distribution conjointe de α et λ est donné par l’expression suivante
π(α, λ | θ) = K2JθJ1 θJ2 exp
−θ1λ1 − θ2α1 −
J−1∑
j=1





où KJ est une constante qui dépend du nombre d’intervalles considérés (voir annexe A).
3.5.2. Méthode d’intégration de Laplace
Une fois la fonction de densité a priori établie, on cherche à déterminer la densité a
posteriori. À cette fin, la méthode de Laplace [21] pour estimer des intégrales sans solution
analytique a été appliquée. Nous sommes intéressés à la densité a posteriori des paramètres
ϑ = (α, λ,β). Selon la règle de Bayes décrite en (2.2.1),
π(ϑ, θ | Dk, Y n0 , a0) =
L(ϑ | Dk)η(ϑ, θ | Xn, Y n0 , a0)∫
L(ϑ | Dk)η(ϑ, θ | Xn, Y n0 , a0) dϑ dθ
, (3.5.6)
où la fonction η est celle présentée dans l’équation (3.5.3). Le dénominateur en (3.5.6) peut
être exprimé de la façon suivante,∫
L(ϑ | Dk)η(ϑ, θ | Xn, Y n0 , a0) dϑ dθ
=
∫





ln(L(ϑ | Dk)) + ln(ψ(ϑ | Xn, Y n0 , a0))
}





π(α, λ | θ)π(θ) dθ, (3.5.8)
l’intégrale (3.5.7) peut être exprimée comme∫
eg(ϑ)`(ϑ(α,λ)) dϑ,
avec g(ϑ) = ln(L(ϑ | Dk))+ln(ψ(ϑ | Xn, Y n0 , a0)). On utilisera la notation ϑ(a,b) pour indiquer
le sous-vecteur de variables en ϑ, ainsi ϑ(α,λ) = (α, λ). En utilisant la méthode de Laplace,
on obtient l’approximation suivante pour le dénominateur en (3.5.6).∫





où d = 2J + p et ϑ̂ maximise g(ϑ). Ainsi, la fonction à optimiser est






δijνi[ ln(αj) + ln(λj) + (αj − 1) ln(yi) + x′iβ]
− δij exp(x′iβ)










[a0x′iβ − a0 exp(x′iβ)λ1yα10 ]. (3.5.10)






π(α | θ2)π(θ2)π(λ | θ1)π(θ1)dθ1dθ2.
où la solution pour
∫ ∞
0
π(λ | θ1)π(θ1)dθ1 est
∫ ∞
0





































Ainsi, `(ϑ(α,λ)) est égale à
`(ϑ(α,λ)) = γ
[












où γi dénote la constante γi = KJq
pi
i Γ(J+pi)
Γ(pi) , i = 1,2 et





2 Γ(J + p1)Γ(J + p2)
Γ(p1)Γ(p2)
.
Le calcul détaillé du gradient et de la matrice hessienne de g(ϑ) est inclus dans l’annexe
B. L’application de la méthode d’approximation de Laplace exige que la fonction `(ϑ(α,λ))
soit dérivable, on introduit dans la section suivante une approximation lisse de cette fonction.




log(1 + cosh(κw)) + log(2)
)
, w ∈ R, κ ∈ R+,
dont la dérivée est donnée par ξ′(w) = sinh(κw)/(1 + cosh(κw)), Herty, Klar, Singh
et Spellucci [17] montrent que
∣∣∣ξ(w) − |w|∣∣∣ ≤ 8/3κ−1e−κ|w|. Cette condition garantit que
l’erreur d’approximation est petit pour des grands valeurs de la constante κ. Ainsi, on peut
remplacer la fonction `(α, λ) par une nouvelle version lisse, L (α, λ), qui est donnée par
L (α, λ) = γ
[












Autrement dit, on remplace |λj+1 − λj| par ξ(λj+1 − λj) en 3.5.11. Les détails du calcul
du gradient et de la matrice hessienne de L (α, λ) sont inclus dans la section B.2 de l’annexe
B.
En considérant la fonction L dans l’approximation de Laplace en (3.5.9), la fonction
g(ϑ) sera remplacée par g̃(ϑ) = ln(L(ϑ | Dk)) + ln(ψ(ϑ | Xn, Y n0 , a0)) + ln(L (α, λ)) et
l’approximation de l’intégrale en considérant cette fonction est alors donnée par∫








où ϑ∗ maximise la fonction g̃(ϑ). Les dérivés qui servent à construire le gradient et la
matrice hesienne de g̃(ϑ) peuvent être consultés dans l’annexe C.
3.6. Échantillonnage de la loi a posteriori
Dans le but d’estimer les paramètres du modèle, nous avons besoin de tirer un échantillon
de la loi a posteriori π(ϑ, θ | Dk, Y n0 , a0) établie en (3.5.6). À cette fin, on utilise les résultats
de l’approximation de Laplace introduite précédemment. À partir des expressions (3.5.6) et
(3.5.13) et à l’aide d’une approximation par séries de Taylor de la fonction g̃(ϑ) autour de
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ϑ∗, on a
π(ϑ, θ | Dk, Y n0 , a0) ∝
∫



















où H est la matrice qui dénote le négatif de la matrice hessienne de g̃(ϑ) évaluée en ϑ∗.
Nous allons indiquer par H(a,b) la sous-matrice de H composée des lignes et colonnes indicées
par a et b respectivement. Par exemple, Hβ,(α,λ) indique la sous-matrice composée des lignes




























 Hβ,(α,λ) = − (∂2g̃(ϑ∗)∂β∂α ∂2g̃(ϑ∗)∂β∂λ )
Ainsi, l’approximation établie en 3.6.1 nous permet de générer des observations provenant
de la loi a posteriori associé aux paramètres ϑ = (α, λ,β).
3.6.1. Échantillonnage de la loi de β
Soit S = H−1. De l’expression (3.6.1) ci-dessus, on remarque que le vecteur (β | α, λ)
suit approximativement une loi normale. Des résultats de la loi normale multivariée condi-





alors que la matrice de précision est donnée par
Sβ,β − Sβ,(α,λ)S−1(α,λ),(α,λ)S(α,λ),β
Par conséquent, étant données des valeurs de (α, λ), on peut proposer une stratégie
d’échantillonnage à l’aide des méthodes MCMC et échantillonner une nouvelle valeur de β
à l’aide de cette distribution normale. Tout comme précédemment, la notation ∗ est utilisée
pour indiquer les paramètres optimaux.
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3.6.2. Échantillonnage du vecteur (α, λ)
La loi de probabilité approximative du vecteur (α, λ) est plus compliquée que celle de β.
Notons qu’une approximation de la distribution de ces variables peut être obtenue à partir
de (3.6.1) en intégrant par rapport à β. Ceci mène à

























car sous cette approximation le terme dans l’intégrale (3.6.2) suit approximativement une
loi normale multivariée (ceci est comme si on marginalisait une vecteur normal multivariée).
La complexité de cette densité est due au terme `(ϑ∗(α,λ)). Une stratégie pour l’esti-
mer consiste à tirer un échantillon aléatoire (ϑ(1)(α,λ), . . . , ϑ
(M)
(α,λ)) provenant d’une loi normale
de moyenne ϑ∗(α,λ) et de matrice de covariances 12S(α,λ),(α,λ). Remarquons également que la
quantité










converge vers la valeur attendue sur ϑ̃(α,λ) de `(α, λ)φ
(
α, λ | ϑ̃(α,λ), 12S(α,λ),(α,λ)
)
sous la
distribution normale supposée, en raison de la propriété reproductrice du noyau de la loi
normale. Ici, on utilise la notation φ pour indiquer la densité d’une loi normale multivariée
de paramètres spécifiés.
Ainsi, l’estimateur π̂(α, λ) converge vers `(α, λ)φ
(
α, λ | ϑ̂(α,λ), 12S(α,λ),(α,λ)
)
, de sorte que
nous pourrions prélever des échantillons de π̂(α, λ). Cependant, cette expression est encore
complexe en raison de l’évaluation de la fonction `. L’astuce consiste à exploiter le fait qu’il
n’y a presque pas de poids loin du ϑ(m)(α,λ), (car c’est la moyenne de la distribution normale
supposé) ainsi on peut considérer l’option de remplacer les termes
`(α, λ)φ
(












L’échantillonnage se fait en tirant un nombre m parmi {1, . . . ,M} avec poids proportion-
nels au `(ϑ(m)(α,λ)), et après on tire une valeur de (α, λ) à l’aide de la loi normale avec moyenne
ϑ
(m)
(α,λ) et matrice de variances 12S(α,λ),(α,λ).
Notons qu’un problème potentiel avec la méthode décrite ci-dessus est que les tirages
peuvent mener à des valeurs négatives, ce qui n’est pas souhaitable car les composantes de
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α et λ doivent être positives. Une façon possible de contourner ce problème est d’envisager
un tirage pour (log(α), log(λ)). Soit θ = (log(α), log(λ),β) et θ̂ = (log(ϑ̂(α,λ)), β̂). Dans ce
cas, on aura
π(log(α), log(λ) | Y n0 , Xn, a0, Dn) ∝
∫
β










































Encore une fois on obtient le résultat (3.6.3) grâce aux propriétés de la loi normale
multivariée. Remarquons que le terme [∏i αiλi] apparaît dans l’expression ci-dessus lors de
l’application du théorème de changement de variable. La notation H̃ fait référence au négatif
de la matrice de dérivées secondes de g(ϑ) par rapport à θ. Comme le gradient de g(ϑ) en


























3.7. Inférence prédictive a posteriori
Le but de cette section est de présenter une expression explicite pour la distribution de
prévision π(yn+1 | Dk,xn+1, νn+1). Les développements qui suivent proviennent du travail
de Murua et Quintana [28]. Soit ρn+1 une partition quelconque des données complètes
Dk = (Xn, Y n,ν) au sein du k-ième grappe plus une nouvelle observation (xn+1, yn+1, νn+1).
Si nous conditionnons π(yn+1 | Dk,xn+1, νn+1) sur cette partition, nous avons,
π(yn+1 | Dk,xn+1, νn+1, ρn+1) =
π(Y n, yn+1 | Xn,xn+1, νn+1, ρn+1)
π(Y n | Xn,xn+1, νn+1, ρn+1)
. (3.7.1)
34
Une façon d’exprimer ce rapport est d’utiliser la fonction de vraisemblance et la fonction η
(voir équation (3.5.6)).∫
L(ϑ | Dk,xn+1, νn+1, yn+1, ρn+1)η(ϑ, θ | Xn,xn+1, νn+1, Y n0 , a0, ρn+1) dϑ dθ∫
yn+1
∫
L(ϑ | Dk,xn+1, νn+1, yn+1, ρn+1)η(ϑ, θ | Xn,xn+1, νn+1, Y n0 , a0, ρn+1) dϑ dθ dyn+1
.
(3.7.2)
Si on marginalise sur toutes les partitions possibles ρn+1, la loi de prévision a posteriori
peut s’exprimer comme
π(yn+1 | Dk,xn+1, νn+1) =
∑
ρn+1
π(Y n, yn+1 | Xn,xn+1, νn+1, ρn+1)
π(Y n | Xn,xn+1, νn+1, ρn+1)
π(ρn+1 | Dk,xn+1, νn+1).
(3.7.3)
On reprend maintenant les concepts introduits dans la section 2.5.1. Considérons une
partition, ρn a posteriori des données (Xn, Y n) et soit A (ρn+1) la collection de toutes les
partitions ρn donnant lieu à ρn+1, en générant des liens appropriés bn+1 de xn+1 dans le
graphe associé aux données, G = {(Xn, Y n), E}. On peut aussi penser à ρn comme une
partition des données originales qui survient en marginalisant tous les liens de xn+1. Nous
avons ainsi,
π(ρn+1 | Dk,xn+1, νn+1) =
∑
ρn∈A (ρn+1)







p(bn+1 | Xn,xn+1, νn+1, ρn).
(3.7.4)
La dernière égalité survient de l’expression (3.2.2). Remarquons que le modèle de Potts
qui est appliqué dans cette partie permet la formation de liens entre les points du graphe
GX et le nouveau point xn+1 avec probabilité pn+1,j si le nouveau point xn+1 est voisin avec
xj et s’ils partagent la même étiquette de couleur.
Considérons maintenant [ρn, bn+1], une partition de Xn ∪ {xn+1} générée de ρn par les
liens bn+1 associés à xn+1. Les équations (3.7.3) et (3.7.4) ci-dessus nous permettent d’écrire




π(ρn | Dk) π(bn+1 | Xn,xn+1, νn+1, ρn)
π(Y n, yn+1 | Xn,xn+1, νn+1, [ρn, bn+1])
π(Y n | Xn,xn+1, νn+1, [ρn, bn+1])
.
Par conséquent, étant donné un échantillon a posteriori de partitions {ρn,m : m =
1, . . . ,M} et liens {bn+1,m : m = 1, . . . ,M}, on peut estimer la loi de prévision a poste-
riori à l’aide de l’expression suivante,
π̂(yn+1 | Dk,xn+1, νn+1) =
M∑
m=1
π(Y n, yn+1 | Xn,xn+1, νn+1, [ρn,m, bn+1,m])
π(Y n | Xn,xn+1, νn+1, [ρn,m, bn+1,m])
. (3.7.5)
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Il est nécessaire, pour utiliser cette estimation, de calculer les intégrales du côté droit de
l’expression ci-haut (celles qui correspondent à (3.7.2)). Nous utiliserons l’approximation de
Laplace pour réaliser les calculs en question. Le développement détaillé peut être consulté
en annexe D. Soit,
























si sj−1 < y ≤ sj, j > 1 et





















si j = 1. L’approximation résultante est donc,
π̂(yn+1 | Dk,xn+1, νn+1) =
M∑
m=1
fn+1(yn+1 | ϑ∗m,k(xn+1), y0,xn+1, νn+1, a0, [ρn,m, bn+1,m])∫
yn+1
fn+1(yn+1 | ϑ∗m,k(xn+1), y0,xn+1, νn+1, a0, [ρn,m, bn+1,m]) dyn+1
.
(3.7.8)
La notation k(xn+1) indique le grappe dans la partition, [ρn,m, bn+1,m] où se trouve l’ob-
















pour j ∈ {1, . . . , J}. Notons que ces constantes dépendent de la partition. Alors, une ap-














si ν = 1. En particulier, quand J = 1 et ν = 1 la loi de prévision a posteriori est approxi-
mativement un mélange de lois Weibull par intervalles tronquées.












Nous notons que pour calculer la prévision moyenne à partir d’un ensemble de paramètres
{ϑk}j, on aura






















G(sαjj ; 1 + (1/αj), λjex











où G(w; a, b) est la fonction de distribution de la loi gamma avec paramètre de forme a et





Afin de comprendre les scénarios dans lesquels notre modèle donne les meilleurs ou les
pires résultats, on a effectué plusieurs simulations en considérant divers choix d’hyperpa-
ramètres. Dans ce chapitre, nous étudierons le comportement du modèle présenté dans ce
mémoire en pratique et le comparerons à d’autres techniques proposées pour résoudre le
même genre de problème. Plus spécifiquement, nous comparerons notre modèle au modèle
PPMx présenté dans la section 2.4.2.1 et à un modèle de régression de Cox traditionnel, tel
qu’introduit dans la section 1.5.
On a généré artificiellement différentes populations de grande taille issues d’un mélange
de lois gaussiennes, puis différents hyper-paramètres pour cette simulation ont été considérés.
Ensuite, on a tiré 100 échantillons de taille 1000 chaque population que nous avons utilisés
comme ensembles d’entraînement afin d’optimiser nos paramètres. Nous avons également
créé un échantillon indépendant de taille 100 pour évaluer la qualité de l’ajustement des
modèles entraînés. Les détails des choix de l’implémentation ainsi que les résultats de cette
expérience sont présentés dans les prochaines sections. Le code pour l’implémentation du
modèle à été réalisé en C/C++ avec la contribution de la direction de ce projet.
4.1. Génération de populations artificielles issues d’un mélange
gaussien
On a considéré la génération de clusters de données, car notre objectif est de regrouper les
individus avec des caractéristiques similaires pour ensuite appliquer l’inférence décrite dans
la section 3.4 sur chacun des clusters. Cette simulation a été effectuée à l’aide de la librairie
statistique MixSim de R (Melnykov, Chen et Maitra [23]), qui permet la génération





où f est une densité gaussienne paramétrée par (µk,Σk), k = 1, . . . , K et ξ1, . . . , ξK sont
des probabilités satisfaisant ξk ≥ 0, k = 1, . . . , K et
∑K
k=1 ξk = 1. On emploie la notation
Υ pour dénoter le vecteur de paramètres Υ = (ξ1, . . . , ξK , µ1, . . . , µK ,Σ1, . . . ,ΣK). On peut
interpréter une variable aléatoire issue d’une distribution de mélange gaussien comme une
variable générée aléatoirement d’une population de K groupes avec proportions ξk, k =
1, . . . ,K.
La librairie MixSim de R nous permet également de construire des jeux de données
à partir d’un v.a. issue du modèle de mélange tout en considérant différents niveaux de
chevauchement entre les composantes de ce mélange. On a tout d’abord simulé n = 10000
observations du vecteur Xn = (x1, . . . ,xn) pour différentes valeurs de p (dimension du
vecteur xi) et pour différents valeurs de K (nombre de sous-groupes dans la population).
Les détails de toutes les différentes populations simulées sont résumés dans le tableau suivant.
Tableau 4. I. Hyper-paramètres choisis pour la génération de populations issues
d’un modèle de mélange gaussien.
Hyper-paramètre Description Valeur
N taille de chaque population 10000
p dimension du vecteur de covariables 2, 5, 10
K nombre de clusters simulés dans chaque population 3,6,10
M nombre d’échantillons générés de chaque population 100
n taille de chaque échantillon 1000
Nous avons également généré séparément un ensemble de test de taille 100 pour chaque
population artificielle afin de mesurer la performance de notre modèle. On a répété cette
même expérience trois fois, en faisant varier le paramètre qui contrôle le degré de chevauche-
ment entre les composantes du mélange. Ce paramètre est défini comme la somme de deux
probabilités d’erreurs de classification, plus précisément le chevauchement entre la i-ième et
la j-ième composante du mélange est défini comme,
ωij = ωi|j + ωj|i,
où ωj|i est la probabilité de mal classer une observation provenant de la i-ème composante
comme provenant de la j-ième composante, c’est-à dire,
ωj|i = P (ξif(z;µi,Σi) < ξjf(z;µj,Σj) | Z ∼ Np(µi,Σi)).
Ainsi, ce paramètre ωij mesure le degré d’interaction entre les composantes du modèle
de mélange et peut être facilement utilisé pour contrôler la complexité de regroupement des
données simulées. Un exemple de deux échantillons avec chevauchements modéré et élevé
est représenté dans la figure 4.1. Les détails des paramètres de chevauchement choisis pour
chaque dimension, p et nombre de clusters, K au sein de chaque population générée peuvent
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être consultés en annexe E dans le tableau E. I. La différence entre le choix de ces paramètres
est due à la complexité ajoutée par le nombre de sous-ensembles.
Additionnellement, on a considéré une transformation de Box-Cox inversée (Daimon
[6]) de la forme, x = (υx∗ + 1) 1υ − 1 afin de générer des données qui ne sont pas forcément
distribués selon la loi normale. Ici x et x∗ représentent l’observation originale et l’observation
transformée respectivement, cette dernière suit la loi normale pour un υ quelconque. Dans le
cadre de cette expérience, on a choisi υ = 0,5 pour la génération de tous nos jeux de données.
Il est important de mentionner aussi que la taille de chaque grappe peut être également
contrôlée à partir des paramètres ξ1, . . . , ξK . On a choisi ces paramètres de sorte que la taille
de tous les sous-ensembles soient à peu près équilibrée, mais pas exactement identique.
Figure 4.1. Échantillon de 1000 observations générées d’une mélange gaussien
et une transformation de Box-Cox avec paramètre υ = 0,5 ; K = 3 et p = 2.
Pour l’échantillon ci-haut, le paramètre de chevauchement est ω̄ = 0,005 et pour
l’échantillon avec chevauchement modéré, ω̄ = 0,05.
4.2. Génération de la variable réponse
La prochaine étape consiste à générer des réponses y correspondant aux covariables gé-
nérées selon la description de la section précédente. Pour ce faire, nous avons appliqué la
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méthode de la transformée inverse (Devroye [7]) sur la fonction de distribution du modèle
décrit dans la section 3.4, définie comme
1− S(yi | xi,ϑ) = 1− exp
{
−H0(yi | α, λ) exp(x′iβ)
}
.
Les détails techniques de l’inversion de la vraisemblance peuvent être consultés dans l’an-
nexe E. Pour la génération de ces variables réponse y, différents choix d’hyperparamètres
s’imposent également, notamment le nombre d’intervalles J , ainsi que les valeurs de départ
de α, λ et β. De plus, étant donné le nombre d’intervalles, il faut choisir une partition a
priori de l’axe du temps (vecteur S dans la notation du chapitre 3). Le choix de la partition
a priori, S n’est pas évident, car celle-ci vient influencer la dispersion des y tout comme le
paramètre λ. Pour cette simulation on a considéré S = (0, 60) pour J = 1, S = (0, 30, 60)
pour J = 2 et S = (0, 20, 40, 60) pour J = 3. On a également fixé le paramètre α = 1. Le
résumé des valeurs du reste des hyperparamètres choisis pour chacune des populations peut
être consulté dans la section E.5 de l’annexe E.
Une fois les données générées, on a tiré M = 100 échantillons de taille n = 1000 de
chaque population à partir d’un plan stratifié en prenant comme strates chacun des grappe
présents dans la population. Ainsi, les proportions établies par les ξ1, . . . , ξK sont respectées
dans les échantillons. La figure 4.1 correspond à un exemple d’échantillon tiré de l’une des
populations générées lors de cette expérience.
4.3. Évaluation de la prévision
On présente dans cette section des résultats qui comparent la réponse moyenne E(yi | xi)
prédite par le modèle de Cox-Potts avec la vraie réponse moyenne générée. Notre mesure
de performance est la racine carrée de l’erreur quadratique moyenne (RMSE, Root Mean
Squared Error). On considère également la comparaison du modèle Cox-Potts avec ces deux
modèles compétiteurs : le modèle de régression de Cox et le modèle PPMx. Les résultats
sont présentés sous forme de carré hyper-greco-latin, car ceci nous permet d’avoir un aperçu
général du comportement des modèles sous une diversité de scénarios. On a fait varier cinq
différents facteurs : à savoir, le nombre de clusters dans la population (K3, K6, K10), la
dimension des covariables (p2, p5, p10), le paramètre de chevauchement entre les composantes
du mélange gaussienne dont les données sont issues (HO, MO, LO), le nombre d’intervalles
théoriques, (J1, J2, J3) c’est-à-dire, le nombre d’intervalles choisis dans la simulation et
finalement le nombre d’intervalles a priori qui est choisi par l’utilisateur (I1, I2, I3). Ce
dernier facteur est propre au modèle de Cox-Potts et n’a pas donc d’effet sur ses deux
compétiteurs.
Dans un premier temps on a roulé des simulations du modèle Cox-Potts sous trois scé-
narios différents. Le premier où on fait varier I comme étant un facteur du carré latin, le
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deuxième en fixant I = J et le troisième en fixant I = 1. Les résultats de cette première
comparaison sont présentées dans le tableu suivant.
Tableau 4. II. Carré hyper-greco-latin qui résume les résultats mesurant la per-
formance du modèle de Cox-Potts pour des différents valeurs de I.
clusters modèle J = 1 J = 2 J = 3
Moy. É-type Moy. É-type Moy. É-type
K = 3
p5LOI2 p2MOI1 p10HOI3
I facteur 7,3791 0,4192 3,0816 0,2238 5,2427 0,4461
I = J 5,5292 0,1333 5,0460 0,5162 5,2427 0,4461
I = 1 5,5292 0,1333 3,0816 0,2238 3,9394 0,1489
K = 6
p2HOI3 p10LOI2 p5MOI1
I facteur 7,0570 0,6210 8,7602 0,3253 3,8504 0,2327
I = J 5,4515 0,2765 8,7602 0,3253 5,1848 0,6188
I = 1 5,4515 0,2765 6,6559 0,1646 3,8504 0,2327
K = 10
p10MOI1 p5HOI3 p2LOI2
I facteur 6,5046 0,1642 7,3675 0,8072 7,4848 0,7197
I = J 6,5046 0,1642 7,6673 0,6570 6,7106 0,9302
I = 1 6,5046 0,1642 4,1336 0,2877 4,0625 0,2126
K = 3
p2LOI1 p10MOI3 p5HOI2
I facteur 3,5747 0,1621 5,2519 0,5714 5,0141 0,4906
I = J 3,5747 0,1621 6,0577 0,5594 4,1740 0,4205
I = 1 3,5747 0,1621 4,3437 0,1636 3,7849 0,1860
K = 6
p10HOI2 p5LOI1 p2MOI3
I facteur 9,4553 0,4358 4,5099 0,2274 6,3624 0,9384
I = J 7,5147 0,0859 7,8042 0,7836 6,3624 0,9384
I = 1 7,5147 0,0859 4,5099 0,2274 4,9601 0,1921
K = 10
p5MOI3 p2HOI2 p10LOI1
I facteur 9,7067 0,6684 6,7747 0,4765 4,2943 0,3452
I = J 8,2176 0,3449 6,7747 0,4765 6,3624 0,9384
J = 1 8,2176 0,3449 4,2979 0,3553 4,2943 0,3452
Notre mesure de performance est la racine carré de l’erreur quadratique
moyenne (RMSE, Root Mean Squared Error).
Le tableau 4. II suggère que quand le nombre d’intervalles a priori I est différent de
1, le modèle de Cox-Potts est pénalisé. Remarquons que quand le nombre d’intervalles réel
J = 1 est combiné avec I = 3 ou encore avec I = 2, l’erreur associée est considérablement
plus grande. Ainsi, le choix a priori de I = 1 semble favoriser notre modèle. On prend
donc l’hyper-paramètre I = 1 fixe afin de réaliser la comparaison avec les deux modèles
compétiteurs. On a basé cette étude comparative sur l’application des fonctions incluses
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dans la librairie ppmx de R. Cette librairie contient les fonctions qui correspondent au
modèle décrit dans Muller, Quintana et Rosner [26] et qui a été également présenté
dans la section 2.4.2.1 de ce mémoire. L’ajustement du modèle de régression de Cox a été
généré avec la librairie survival du paquet statistique R. Les résultats sont présentés dans
le tableau suivant.
Tableau 4. III. Carré hyper-greco-latin qui résume les résultats mesurant la per-
formance du modèle de Cox-Potts et ses compétiteurs : PPMx et Cox. L’hyper-
paramètre I est fixé à 1.
clusters modèle J = 1 J = 2 J = 3
Moy. É-type Moy. É-type Moy. É-type
K = 3
p5LO p2MO p10HO
cox-potts 5,5292 0,1333 3,0816 0,2238 3,9394 0,1489
ppmx 6,1082 0,4264 4,4406 0,5589 4,7775 0,6286
cox 5,9554 0,8094 9,7992 2,4878 7,4582 1,6066
K = 6
p2HO p10LO p5MO
cox-potts 5,4515 0,2765 6,6559 0,1646 3,8504 0,2327
ppmx 6,5765 0,3440 6,9299 0,4779 5,5737 0,6549
cox 5,0389 0,1421 14,4463 1,7846 4,0123 0,3989
K = 10
p10MO p5HO p2LO
cox-potts 6,5046 0,1642 4,1336 0,2877 4,0625 0,2126
ppmx 7,2829 0,9569 4,8549 1,0136 5,2072 0,2756
cox 12,3686 2,0414 5,1129 1,0192 5,1491 0,7032
K = 3
p2LO p10MO p5HO
cox-potts 3,5747 0,1621 4,3437 0,1636 3,7849 0,1860
ppmx 5,5543 0,7312 6,3436 1,2444 4,6826 0,7354
cox 11,7727 1,3618 5,8641 1,3015 8,6412 0,3299
K = 6
p10HO p5LO p2MO
cox-potts 7,5147 0,0859 4,5099 0,2274 4,9601 0,1921
ppmx 7,3671 0,6394 4,2474 0,7873 4,1679 0,2172
cox 12,5032 1,7922 4,6391 1,2277 4,0671 0,2879
K = 10
p5MO p2HO p10LO
cox-potts 8,2176 0,3449 4,2979 0,3553 4,2943 0,3452
ppmx 7,5294 0,7000 6,2631 0,7290 4,6012 0,6846
cox 6,2751 0,4493 4,1466 0,6186 5,1980 1,4811
Notre mesure de performance est la racine carrée de l’erreur quadratique
moyenne (RMSE, Root Mean Squared Error).
Notons que dans 11 des 18 configurations testées, c’est le modèle de Cox-Potts qui s’avère
le plus performant et même dans les cas où il est battu par ses compétiteurs, les différences
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des erreurs sont relativement faibles. D’ailleurs les écart-types du RMSE associés à Cox-
Potts sont toujours plus petits. Afin de mieux apprécier l’effet de chacun des facteurs, les
résultats présentés dans le tableau 4. III ont été regroupés par facteurs, puis les erreurs ont
été recalculées, les résultats sont illustrés par les graphiques suivants.
(a) résultats selon la dimension (b) résultats selon le nombre de clusters
(c) résultats selon le chevauchement (d) résultats selon le nombre d’intervalles J
Figure 4.2. Résultats de la simulation (en fixant I = 1) selon les facteurs dimen-
sion, nombre de clusters, chevauchement et nombre d’intervalles.
La figure 4.2 ci-haut nous permet d’observer qu’en fixant I = 1, c’est le modèle cox-potts
qui offre les meilleurs résultats pour chacun des facteurs. Tel qu’on s’y attendait, c’est le
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modèle PPMx qui le suit en termes de performance, pour laisser loin derrière le modèle de
régression de Cox traditionnel.
Quand au nombre d’intervalles J , on voit bien que les erreurs décroissent avec l’augmen-
tation de la valeur de J . Effectivement, les plus petites erreurs sont produites pour le niveau
J = 3 et ceci s’applique pour les trois modèles testés. Les erreurs des modèles de Cox-Potts
et de PPMx ont tendance à augmenter avec la dimension, mais le modèle de Cox a un
comportement différent accompagné des erreurs les plus grandes dans les trois niveaux de
ce facteur. Contrairement à ce que l’on s’attendrait à voir, un paramètre de chevauchement
elevé et un nombre de clusters élevé ne sont pas forcement liés a une erreur plus élevée.
Un autre avantage de notre modèle par rapport à ses compétiteurs est que l’on observe en
général des écart-types du RMSE moins élevés.
Les moyennes et écart-types des erreurs representés dans la figure 4.2 sont presentés en
forme de tableau en 4. IV.
Tableau 4. IV. Résultats des effets séparés selon les quatre facteurs différents
considérés. Le facteur nombre d’intervalles I est fixé à 1.
modèle p1 p5 p10
Moy. É-type Moy. É-type Moy. É-type
cox-potts 4,2381 0,1002 5,0043 0,1000 5,5421 0,0799
ppmx 5,3683 0,2121 5,4994 0,3023 6,2171 0,3319
cox 6,6623 0,5007 5,7727 0,3193 9,6397 0,6878
K3 K6 K10
cox-potts 4,0423 0,0702 5,4904 0,0840 5,2518 0,1201
ppmx 5,3178 0,3124 5,8104 0,2268 5,9565 0,3122
cox 8,2485 0,6028 7,4512 0,4763 6,3750 0,4853
HO MO LO
cox-potts 4,8537 0,0985 5,1597 0,0934 4,7711 0,0893
ppmx 5,7536 0,2897 5,8897 0,3224 5,4414 0,2421
cox 7,1502 0,4516 7,0644 0,5891 7,8601 0,5241
J = 1 J = 2 J = 3
cox-potts 6,1321 0,0872 4,5038 0,1006 4,1486 0.0931
ppmx 6,7364 0,2713 5,5133 0,3443 4,8351 0,2331
cox 8,9857 0,5300 7,3347 0,6235 5,7543 0,3951
Notre mesure de performance est la racine carré de l’erreur quadra-




Le but principal de ce travail de recherche était le développement et l’utilisation d’un
modèle bayésien semi-paramétrique avec une dépendance des covariables indexées à travers
une régression de Cox par intervalles. La discussion a porté sur un exemple particulier : le
modèle de Potts, introduit dans la littérature statistique par Murua et collab. [29].
Le premier chapitre de ce mémoire résume les concepts principaux en analyse de survie.
C’est dans ce chapitre que nous avons introduit les détails du modèle de régression de Cox
et du modèle original de Ibrahim.
Le chapitre deux est dédié aux modèles de partition aléatoire, incluant la présentation du
modèle de partition aléatoire de Potts et du modèle de partition aléatoire avec covariables,
PPMx. Un survol du cadre de travail de l’analyse bayésienne classique et non paramétrique
fut également inclut.
Les développements et descriptions techniques du modèle proposé dans ce travail de re-
cherche se trouvent dans le chapitre trois. Nous avons présenté et justifié de façon détaillée
l’inférence effectuée au sein de chaque sous-ensemble ainsi que l’inférence prédictive a poste-
riori.
Finalement, la performance du modèle fut évaluée et comparée à des alternatives com-
pétitives dans un exercice de simulation présenté au chapitre quatre. Dans nos exemples de
simulation, les covariables étaient toutes de type continu, mais cela ne doit pas être considéré
comme une restriction de la méthode car tout type de covariable peut être utilisé.
Globalement, on a observé que le modèle de Cox-Potts possède des écart-types du RMSE
plus faibles par rapport aux deux modèles compétiteurs et dans la plupart des cas il semble
être le modèle le plus performant. Cependant le fait de mal choisir le paramètre I pénalise
le modèle et fait augmenter les erreurs.
Nous avons découvert que fixer la valeur I = 1 était la meilleur option pour produire des
erreurs plus faibles. En effet, lors de nos exercices de simulation, on a constaté que le choix
du paramètre I = 1 fonctionne mieux que d’essayer de deviner la vraie valeur de J . La figure
4.2 montre que le modèle de Cox-Potts est le plus performante lorsque I = 1 et ceci est
vrai pour tous les niveaux des quatre facteurs considérés. Ceci suggère que l’incorporation
du modèle de Ibrahim dans la vraisemblance du modèle n’a pas vraiment de gain en termes
de performance. Il serait donc naturel d’envisager, dans des travaux futurs, effectuer plus
de simulations en faisant varier le paramètre α (propre á la fonction de risque de base de
chaque sous-intervalle) et augmenter la valeur de J et de I afin de confirmer ou infirmer
cette hypothèse.
Il faut aussi considérer que l’incorporation de plusieurs intervalles, J introduit une com-
plexité considérablement plus grande par rapport aux modèles alternatifs. Même si en termes
de performance, le modèle de Cox-Potts semble être supérieur au modèle PPMx quand I = 1,
la complexité de calcul le désavantage, car le temps d’exécution et le coût computationnel
sont considérablement plus grands.
On pourrait d’autre part envisager dans des travaux futurs, de mesurer la performance
du modèle de Cox-Potts sous des scénarios plus complexes. Par exemple, l’incorporation de
variables de type catégoriel et discret dans nos jeux de données. Il serait également intéressant
d’appliquer le modèle sur de vraies données.
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Annexe A
CALCUL DES DENSITÉS A PRIORI
MARGINALES DES PARAMÈTRES ALPHA ET
LAMBDA SELON LE NOMBRE D’INTERVALLES J


















pour n ∈ N+ {0}, λ > 0, θ > 0.













et donc, la densité conjointe de λ = (λ1,λ2) est donnée par



























et donc, la densité conjointe de λ = (λ1,λ2,λ3) est donnée par

































et la densité conjointe de λ = (λ1, . . . ,λ4) est donnée par
π(λ1,λ2, λ3, λ4 | θ) =
θe−θλ1−θ|λ4−λ3|−θ|λ3−λ2|−θ|λ2−λ1|∫∞
0 · · ·
∫∞
0 θe
−θλ1−θ|λ4−λ3|−θ|λ3−λ2|−θ|λ2−λ1|dλ1 · · · dλ4
= 835θ
4e−θλ1−θ|λ4−λ3|−θ|λ3−λ2|−θ|λ2−λ1|.



















et la densité conjointe de λ = (λ1, . . . ,λ5) est donnée par



































et la densité conjointe de λ = (λ1, . . . ,λ6) est donnée par





































et la densité conjointe de λ = (λ1, . . . ,λ7) est donnée par








































et la densité conjointe de λ = (λ1, . . . ,λ8) est donnée par









































et la densité conjointe de λ = (λ1, · · · ,λ9) est donnée par










































et la densité conjointe de λ = (λ1, · · · ,λ10) est donné par














En général, on peut écrire la densité conjointe de λ ∈ RJ comme






où KJ est une constante qui change en fonction de J . Les mêmes résultats ci-dessus s’ap-
pliquent pour trouver les densités conjointes de α, ainsi, on a que pour α ∈ RJ









CALCUL DU GRADIENT ET DE LA MATRICE
HESSIENNE DE LA FONCTION G(·)
B.1. Le gradient
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δijνix′i − δij exp(x′iβ)x′i











i − a0λ1yα10 exp(x′iβ)x′i
B.2. Le matrice hessienne
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CALCUL DU GRADIENT ET LA MATRICE
HESSIENNE DE LA FONCTION L , DOUCE
Dans la section 3.5.3 on a introduit une approximation douce de la fonction `(α, λ). Pour
simplifier la notation, considérons




où q peut être remplace par q1 ou q2 et θj par αj ou encore λj. Rappelons que la fonction
ξ(·) est définie comme








2 Γ(J + p1)Γ(J + p2)
Γ(p1)Γ(p2)
.
Ainsi, on peut réécrire la fonction L (α,λ) comme








= 1− ξ′(α2 − α1)
∂ϕ(α)
∂αk
= ξ′(αk − αk−1)− 1{k<J}ξ′(αk+1 − αk), k 6= 1.
∂ϕ(λ)
∂λ1
= 1− ξ′(λ2 − λ1)
∂ϕ(λ)
∂λk
= ξ′(λk − λk−1)− 1{k<J}ξ′(λk+1 − λk), k 6= 1.







[1− ξ′(α2 − α1)]







[1− ξ′(λ2 − λ1)]
= −L (α, λ)(J + p1)ϕ(λ)−1 [1− ξ′(λ2 − λ1)]







ξ′(αk − αk−1)− 1{k<J}ξ′(αk+1 − αk)
]
= −L (α, λ)(J + p2)ϕ(α)−1
[








ξ′(λk − λk−1)− 1{k<J}ξ′(λk+1 − λk)
]
= −L (α, λ)(J + p1)ϕ(λ)−1
[
ξ′(λk − λk−1)− 1{k<J}ξ′(λk+1 − λk)
]
.
Maintenant, pour la construction de la matrice hessienne et afin de simplifier la notation
et les calculs, nous écrirons
∆ξ(λ)k =
 ξ′(λk − λk−1)− 1{k<J}ξ′(λk+1 − λk), si k > 11− ξ′(λ2 − λ1), si k = 1,
et
∆ξ(α)k =
 ξ′(αk − αk−1)− 1{k<J}ξ′(αk+1 − αk), si k > 11− ξ′(α2 − α1), si k = 1,




= ξ′′(α2 − α1)
∂2ϕ(α)
∂α2k




















′′(λk − λk−1) + 1{j=k+1,k<J}ξ′′(λk+1 − λk)
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∆ξ(α)1(J + p2)ϕ(α)−1 + L (α, λ)(J + p2)ϕ(α)−2 [∆ξ(α)1]2
−L (α, λ)(J + p2)ϕ(α)−1ξ′′(α2 − α1)
= L (α, λ)(J + p2)ϕ(α)−1
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∆ξ(α)1(J + p2)ϕ(α)−1 + L (α, λ)(J + p2)ϕ(α)−2∆ξ(α)1∆ξ(α)k
+ L (α, λ)(J + p2)ϕ(α)−11{k=2}ξ′′(α2 − α1)
= L (α, λ)(J + p2)ϕ(α)−1
[










∆ξ(α)k(J + p2)ϕ(α)−1 + L (α, λ)(J + p2)ϕ(α)−2 [∆ξ(α)k]2
−L (α, λ)(J + p2)ϕ(α)−1
[
ξ′′(αk − αk−1) + 1{k<J}ξ′′(αk+1 − αk)
]
= L (α, λ)(J + p2)ϕ(α)−1
[
(J + p2 + 1)ϕ(α)−1 [∆ξ(α)k]2 − ξ′′(αk − αk−1)




= L (α, λ)(J + p2)ϕ(α)−1
[
(J + p2 + 1)ϕ(α)−1 [∆ξ(α)k] [∆ξ(α)j]
+ 1{j=k−1,k>1}ξ′′(αk − αk−1) + 1{j=k+1,k<J}ξ′′(αk+1 − αk)− 1{j=k,k>1}ξ′′(αk − αk−1)
− 1{j=k,k<J}ξ′′(αk+1 − αk)
]
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∆ξ(λ)1(J + p1)ϕ(λ)−1 + L (α, λ)(J + p1)ϕ(λ)−2 [∆ξ(λ)1]2
−L (α, λ)(J + p1)ϕ(λ)−1ξ′′(λ2 − λ1)
= L (α, λ)(J + p1)ϕ(λ)−1
[











∆ξ(λ)1(J + p1)ϕ(λ)−1 + L (α, λ)(J + p1)ϕ(λ)−2∆ξ(λ)1∆ξ(λ)k
+ L (α, λ)(J + p1)ϕ(λ)−11{k=2}ξ′′(λ2 − λ1)
= L (α, λ)(J + p1)ϕ(λ)−1
[










∆ξ(λ)k(J + p1)ϕ(λ)−1 + L (α, λ)(J + p1)ϕ(λ)−2 [∆ξ(λ)k]2
−L (α, λ)(J + p1)ϕ(λ)−1
[
ξ′′(λk − λk−1) + 1{k<J}ξ′′(λk+1 − λk)
]
= L (α, λ)(J + p1)ϕ(λ)−1
[
(J + p1 + 1)ϕ(λ)−1 [∆ξ(λ)k]2 − ξ′′(λk − λk−1)




= L (α, λ)(J + p1)ϕ(λ)−1
[
(J + p1 + 1)ϕ(λ)−1 [∆ξ(λ)k] [∆ξ(λ)j]
+ 1{j=k−1,k>1}ξ′′(λk − λk−1) + 1{j=k+1,k<J}ξ′′(λk+1 − λk)− 1{j=k,k>1}ξ′′(λk − λk−1)
− 1{j=k,k<J}ξ′′(λk+1 − λk)
]
.
Finalement, on a que
∂2L (α, λ)
∂αj∂λk
= L (α, λ)(J + p1)(J + p2)ϕ(λ)−1ϕ(α)−1 [∆ξ(λ)k] [∆ξ(α)j]
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Annexe D
OBTENTION DES INTÉGRALES DANS LA LOI
PRÉDICTIVE A POSTERIORI
L’équation (D.0.1) ci-dessus nous permet d’approximer la distribution de prévision a
posteriori pour une observation future yn+1.
π̂(yn+1 | Y n, Xn,xn+1) =
M∑
m=1
π(Y n, yn+1 | Xn,xn+1, [ρn,m, bn+1,m])
π(Y n | Xn,xn+1, [ρn,m, bn+1,m])
. (D.0.1)
Afin de donner une expression explicite pour le résultat des intégrales contenues dans cette
équation, on introduit les expressions suivantes. Pour une partition donnée, [ρn,m, bn+1,m],
on va dénoter par k le grappe dans la partition qui contient le point xn+1, et j est tel
que sj−1 < yn+1 ≤ sj (j est donc, l’intervalle dans lequel la nouvelle observation présente
l’évènement d’intérêt ou est censuré). Par simplicité, nous n’utiliserons pas l’indice k lorsque
la liaison est sous-entendu. Des expressions (3.4.2) et (3.5.4), nous avons


























On définie également la fonction fn+1 comme le produit des parties ajoutés due à l’ob-
servation xn+1 et aux liens, bn+1 des deux expressions ci-haut, c’est-à-dire
























si sj−1 < y ≤ sj, j > 1 et





















si j = 1. On aura ainsi que le numérateur dans l’expression désignant la loi de prévision
a posteriori, donné par π(Y n, yn+1 | Xn,xn+1, ρn+1) est égale à∫
ϑ
L(ϑ | Xn, Y n, ρn)ψ(ϑ | Xn,xn+1, Y n0 , a0, ρn)π(α, λ | θ)π(θ)×




L(ϑ | Xn, Y n, ρn)ψ(ϑ | Xn,xn+1, Y n0 , a0, ρn)`(α, λ)
fn+1(yn+1 | ϑ, y0,xn+1, νn+1, a0, [ρn, bn+1]) dϑ,
En utilisant l’approximation de Laplace, nous pouvons estimer cette dernière integrale. Nous
obtenons ainsi






∣∣∣∣∣ fn+1(yn+1 | ϑ∗, y0,xn+1, νn+1, a0, [ρn, bn+1]).
En procédant de la même manière, nous obtenons l’approximation suivante pour le dé-
nominateur









fn+1(yn+1 | ϑ∗, y0,xn+1, νn+1, a0, [ρn, bn+1]) dyn+1.
Par conséquent, la loi de prévision a posteriori peut être estimé comme
π̂(yn+1 | Y n, Xn,xn+1) =
M∑
m=1
fn+1(yn+1 | ϑ∗m,k(xn+1), y0,xn+1, νn+1, a0, [ρn,m, bn+1,m])∫
yn+1
fn+1(yn+1 | ϑ∗m,k(xn+1), y0,xn+1, νn+1, a0, [ρn,m, bn+1,m]) dyn+1
,
(D.0.4)




DÉTAILS DE LA SIMULATION
E.1. Génération de données à partir d’un modèle de régression
de Cox aux risques par intervalles selon la loi weibull
Dans le chapitre 4, nous avons présenté divers résultats produits à partir de scénarios
générés artificiellement à l’aide de simulation de données. Nous détaillions ici la démarche
suivie pour générer de telles données. Plus particulièrement, on décrit la démarche suivie
pour générer des variables réponses yi à partir un ensemble de covariables xi et un ensemble
d’hyperparamètres. On a appliqué la méthode de la transformée inverse (Devroye [7]).
Pour un rappel de la notation, veuillez vous référer au chapitre 3. Les détails théoriques sont
les suivantes.
Dans la section 3.4, nous avons étudié les principales fonctions qui caractérisent le modèle
de régression de Cox par intervalles proposé dans ce projet de recherche. La fonction de survie
associé à un tel modèle est donnée par
S(yi | xi,ϑ) = exp
{
−H0(yi | α, λ) exp(x′iβ)
}
,
Ceci implique que la fonction de répartition est






−H0(yi | α, λ) exp(x′iβ)
}]
,
Nous avons aussi introduit la fonction de risque cumulé de base, H0(yi | α, λ),







g−1), pour sj−1 < yi ≤ sj.
Ainsi, on aura par exemple pour 0 < y < s1, une fonction de répartition et une fonction
de répartition inverse comme suit














où Z est la constante de normalisation. Si s1 < y < s2






[λ2sα21 − λ2yα2 − λ1sα11 ] exp(x′iβ)
}]
F−1(y | xi,ϑ) =
[




D’ailleurs, si s2 < y < s3
F (y | xi,ϑ) =
1
Z






F−1(y | xi,ϑ) =
[
[λ3sα32 − λ2(sα22 − sα21 )− λ1sα21 ] exp(x′iβ)− ln(1− yZ)
λ3 exp(x′iβ)
]1/α3
Comme dernier exemple, si s3 < y < s4 on aura
F (y | xi,ϑ) =
1
Z










g=1 λg(sαgg − s
αg
g−1)] exp(x′iβ)− ln(1− yZ)
λ4 exp(x′iβ)
]1/α4
En général, si sj−1 < y < sj
F (y | xi,ϑ) =
1
Z






F−1(y | xi,ϑ) =
 [λjsαjj−1 −∑j−1g=1 λg(sαgg − sαgg−1)] exp(x′iβ)− ln(1− yZ)
λj exp(x′iβ)
1/αj
La constante de normalisation, Z est donné par












Rappelons-nous que λ1 ∼ Exp(θ1) et α1 ∼ Exp(θ2). Maintenant on montre le code source
contenant toutes les fonctions R utilisées dans cette partie, suivi d’un exemple de code
utilisant ces fonctions pour exécuter l’une des simulations rapportées dans ce mémoire.
E.2. Paramètres de chevauchement choisis pour la génération
des jeux de données issus d’un modèle de mélange gussienne
Tableau E. I. Chevauchement appliqué à la génération des population artificiels.
Pour chaque valeur de K, on a généré des populations de dimension p = 2, p = 5 et
p = 10.








































ω̄ - chevauchement moyen,
ω̌ - chevauchement maximal
HO - niveau de chevauchement élevé
MO - niveau de chevauchement modéré
HO - niveau de chevauchement bas
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E.3. Simulation des populations issues d’une mélange gaussienne
1
2 # -------------------------------------------------#
3 # fonctions requises pour effecteur la simulation #
4 # -------------------------------------------------#
5
6 library (" MixSim ")
7 library (" broman ")
8 library (" graphics ")
9 library (" xtable ")
10
11 # -------------------------------------------#
12 # génération des populations artificielles #
13 # -------------------------------------------#
14 conditions <- function (p_dim , K_clust , lam ){
15 x <- 0
16 if( -5 > lam || lam > 5 ){
17 print (" lambda must be between -5 and 5")
18 x <- x + 1
19 }
20 if( p_dim!=2 && p_dim!=5 && p_dim!=10){
21 print (" choose other value of p")
22 x <- x+1
23 }
24 if( K_ clust !=3 && K_ clust !=6 && K_ clust !=10 ){
25 print (" choose other value of K")
26 x <- x+1
27 }
28 if(x!=0){






35 not_ isolated _ clusters <- function (M, K_ clust ){
36 M_ind <- matrix (0, nrow=K_clust , ncol=K_ clust )
37 for(i in 1:K_ clust ){
38 for( j in 1:K_ clust ){
39 if( M[i,j]==0 ){








48 MixData <- function (p_dim , K_clust , mean_overlap , N_size , lam ){
49
50 if( conditions (p_dim , K_clust , lam )== FALSE ){
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51 stop(" conditions in the parameters not satisfied ")
52 } else {
53 pi_min <- 1/K_clust - 0.05
54
55 if(K_ clust ==3){
56 max_ ovelp <- mean_ overlap *(K_ clust *(K_clust -1)/2) - (mean_ overlap /2)
57 Mix_HO <- MixSim ( BarOmega = mean_ overlap *10,
58 MaxOmega = max_ ovelp *10, K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
59 Mix_MO <- MixSim ( BarOmega = mean_overlap ,
60 MaxOmega = max_ovelp , K = K_clust , p = p_dim , PiLow = pi_min)
61 Mix_LO <- MixSim ( BarOmega = mean_ overlap *(1/10) ,
62 MaxOmega = max_ ovelp *(1/10) , K = K_clust , p = p_dim , PiLow = pi_min)
63 }
64
65 if(K_ clust ==6){
66 max_ ovelp <- mean_ overlap *(K_ clust *(K_clust -1)/2) - 10*mean_ overlap
67 Mix_HO <- MixSim ( BarOmega = mean_ overlap *2,
68 MaxOmega = max_ ovelp *2, K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
69 Mix_MO <- MixSim ( BarOmega = mean_overlap ,
70 MaxOmega = max_ovelp , K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
71 Mix_LO <- MixSim ( BarOmega = mean_ overlap *(1/2),
72 MaxOmega = max_ ovelp *(1/2), K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
73 }
74
75 if(K_ clust ==10){
76 repeat {
77 max_ ovelp <- mean_ overlap *(K_ clust *(K_clust -1)/2) - 25*mean_ overlap
78 Mix_HO <- MixSim ( BarOmega = mean_ overlap *(5/2),
79 MaxOmega = max_ ovelp *(5/4), K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
80 Mix_MO <- MixSim ( BarOmega = mean_overlap ,
81 MaxOmega = max_ovelp , K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
82 Mix_LO <- MixSim ( BarOmega = mean_ overlap *(2/5),
83 MaxOmega = max_ ovelp *(4/5), K = K_clust , p = p_dim , PiLow = pi_min , resN =1000)
84
85 if(not_ isolated _ clusters (M = Mix_MO$OmegaMap , K_ clust ) > (K_ clust ^2-K_ clust )/2){
86 mean_ overlap <- mean_ overlap + 0.001






93 dataset _HO <- simdataset (n = N_size , Pi = Mix_HO$Pi , Mu = Mix_HO$Mu , S = Mix_HO$S,
94 = rep(lam , p_dim ))
95 dataset _MO <- simdataset (n = N_size , Pi = Mix_MO$Pi , Mu = Mix_MO$Mu , S = Mix_MO$S,
96 lambda = rep(lam , p_dim ))
97 dataset _LO <- simdataset (n = N_size , Pi = Mix_LO$Pi , Mu = Mix_LO$Mu , S = Mix_LO$S,
98 lambda = rep(lam , p_dim ))
99
100 if(p_dim ==2){
101 colors <- c(" tomato ", " lightpink ", " lightskyblue ", " darkolivegreen3 ",
102 " lightsteelblue1 ",
103 "red", " magenta ", "blue", " brown ", " green ")
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104 x11 ()
105 par( mfrow =c(3 ,1) , mar= c(1, 2, 2, 2))
106 plot( dataset _HO$X, col = colors [ dataset _HO$id], pch =19 , cex =0.8 , xlab="", ylab
107 main="High overlap ", xaxt=’n’, yaxt=’n’)
108 plot( dataset _MO$X, col = colors [ dataset _MO$id], pch =19 , cex =0.8 , xlab="", ylab="",
109 main=" Moderated overlap ", xaxt=’n’, yaxt=’n’)
110 plot( dataset _LO$X, col = colors [ dataset _LO$id], pch =19 , cex =0.8 , xlab="", ylab="",
111 main="Low overlap ", xaxt=’n’, yaxt=’n’)
112 }
113
114 dataset _H <- data. frame ( dataset _HO$X, dataset _HO$id)
115 dataset _M <- data. frame ( dataset _MO$X, dataset _MO$id)
116 dataset _L <- data. frame ( dataset _LO$X, dataset _LO$id)
117
118 # create the labels
119 x_p <- rep (0, p_dim)
120 for(i in 1:p_dim ){
121 x_p[i] <- paste ("x", i, sep = "_")
122 }
123
124 colnames ( dataset _H) <- colnames ( dataset _M) <- colnames ( dataset _L) <- c(x_p, " label ")
125 mix_data <- vector ("list", 3)
126 mix_data [[1]] <- dataset _H
127 mix_data [[2]] <- dataset _M




E.4. Simulation de la variable réponse
1 # fonction de risque cumulé de base #
2 H <- function (j, y, S, alpha , lambda ){
3 if(j ==1){
4 H_out <- lambda [j]*(y^( alpha [j]) - S[j]^( alpha [j]))
5 } else {
6 H_sum <- 0
7 for(g in seq (1 ,(j -1))){
8 H_sum <- H_sum + lambda [g]*(S[g +1]^( alpha [g]) - S[g]^( alpha [g]))
9 }





15 # constant de normalisation #
16 normalizedF <- function (S, alpha , lambda , u){
17 GI <- length (S)





22 # fonction de répartition #
23 F_dist <- function (j, y, S, alpha , lambda , x, beta ){
24 w <- (1- exp(-H(j, y, S, alpha , lambda )*exp(x%*%beta )))/ normalizedF (S, alpha ,




29 H_inv <- function (j, alpha , lambda , S){
30 if(j == 1){
31 if(S[1] > 0){
32 H_i <- lambda [1]*exp( alpha [1]*log(S [1]))
33 } else {
34 H_i <- 0
35 }
36 } else {
37 H_sum <- 0
38 for(g in seq (1, (j -1))){
39 H_sum <- H_sum + lambda [g]*(S[g+1]^ alpha [g] - S[g]^ alpha [g])
40 }





46 # fonction de répartition inverse #
47 F_inv <- function (j, alpha , lambda , S, beta , x, U){
48 uN <- normalizedF ( S, alpha , lambda , exp( x%*% beta) )
49 logU <- log (1 - U *uN )
50 Hj <- H_inv(j, alpha , lambda , S)*exp(x%*%beta)
51 #cat (" uN=", uN , " log =", log(uN), " j=", j, " Hj=", Hj , "\n")





57 simulation _one <- function (alpha , lambda , beta , S, x){
58 U <- runif (1)
59 J <- length ( alpha )
60 F_d <- rep (0,J)
61 for(j in seq (1,J)){
62 F_d[j] <- F_dist(j, S[j+1] , S, alpha , lambda , x, beta)
63 }
64 # normalized , make sure last term is 1
65 F_d <- c(0, F_d) /F_d[J]
66 # print (F_d)
67 y <- 0
68 if(J > 1){
69 for(i in seq (1,J)){
70 #cat ("U=", U, " F[", i, "]=" , F_d[i], ", ", F_d[i+1] , "\n")
71 if(F_d[i] <= U & U < F_d[i +1]){
72 #cat (" Found between Fd[", i, "]=" , F_d[i]," and Fd[", i+1, "]=" , F_d[i+1] , "\n")




76 } else {




E.5. Paramètres utilisés pour les simulations de la variable ré-
ponse y
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Tableau E. II. Choix de paramètres de départ pour les populations de dimension
p = 2 et J = 1. Le nombre de sous-populations est K = 3 (haut) et K = 6 (bas) Le
paramètre α = 1.
Chevauchement grappe β1 β2 E(x′β) λ
HO
C1 1,00 2,00 19,697 0,003
C2 -1,00 1,00 0,562 0,045
C3 0,00 1,00 1,367 0,012
MO
C1 1,00 2,00 10,750 0,005
C2 -1,00 1,00 0,410 0,061
C3 0,00 1,00 3,263 0,005
LO
C1 1,00 2,00 21,923 0,002
C2 -1,00 1,00 2,977 0,008
C3 0,00 1,00 2,057 0,008
HO
C1 1,00 2,00 10,787 0,009
C2 -1,00 1,00 0,371 0,135
C3 0,00 1,00 3,169 0,011
C4 1,00 0,00 1,226 0,020
C5 1,00 -1,00 0,905 0,022
C6 2,00 1,00 2,343 0,007
MO
C1 1,00 2,00 4,254 0,024
C2 -1,00 1,00 1,193 0,042
C3 0,00 1,00 1,316 0,025
C4 1,00 0,00 1,308 0,019
C5 1,00 -1,00 1,712 0,012
C6 2,00 1,00 1,767 0,009
LO
C1 1,00 2,00 4,577 0,022
C2 -1,00 1,00 1,389 0,036
C3 0,00 1,00 1,356 0,025
C4 1,00 0,00 2,523 0,010
C5 1,00 -1,00 0,955 0,021
C6 2,00 1,00 1,556 0,011
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Tableau E. III. Choix de paramètres de départ pour les populations de dimension
p = 2, J = 1 et K = 10. Le paramètre α = 1.
Chevauchement grappe β1 β2 E(x′β) λ
HO
C1 1,00 2,00 15,718 0,013
C2 -1,00 1,00 2,737 0,037
C3 0,00 1,00 1,218 0,055
C4 1,00 0,00 2,138 0,023
C5 1,00 -1,00 2,876 0,014
C6 2,00 1,00 20,645 0,002
C7 -1,00 0,00 0,450 0,063
C8 0,00 -1,00 0,958 0,026
C9 2,00 -1,00 7,342 0,003
C10 -2,00 1,00 1,113 0,018
MO
C1 1,00 2,00 5,689 0,035
C2 -1,00 1,00 1,547 0,065
C3 0,00 1,00 1,453 0,046
C4 1,00 0,00 1,447 0,035
C5 1,00 -1,00 0,951 0,042
C6 2,00 1,00 4,057 0,008
C7 -1,00 0,00 0,667 0,043
C8 0,00 -1,00 0,672 0,037
C9 2,00 -1,00 3,661 0,006
C10 -2,00 1,00 0,651 0,031
LO
C1 1,00 2,00 1,375 0,145
C2 -1,00 1,00 1,047 0,096
C3 0,00 1,00 2,677 0,025
C4 1,00 0,00 1,537 0,033
C5 1,00 -1,00 1,501 0,027
C6 2,00 1,00 24,061 0,001
C7 -1,00 0,00 0,586 0,049
C8 0,00 -1,00 0,776 0,032
C9 2,00 -1,00 1,195 0,019
C10 -2,00 1,00 1,471 0,014
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Tableau E. IV. Choix de paramètres de départ pour les populations de dimension
p = 2, J = 2 , K = 3 (haut) et K = 6 (bas). Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 E(x′β) λ1 λ2
HO
C1 1,00 2,00 19,70 0,003 0,001
C2 -1,00 1,00 0,56 0,059 0,036
C3 0,00 1,00 1,37 0,018 0,012
MO
C1 1,00 2,00 10,750 0,005 0,002
C2 -1,00 1,00 0,410 0,081 0,049
C3 0,00 1,00 3,263 0,008 0,005
LO
C1 1,00 2,00 21,923 0,002 0,001
C2 -1,00 1,00 2,977 0,011 0,007
C3 0,00 1,00 2,057 0,012 0,008
HO
C1 1,00 2,00 10,787 0,009 0,003
C2 -1,00 1,00 0,371 0,135 0,067
C3 0,00 1,00 3,169 0,011 0,006
C4 1,00 0,00 1,226 0,020 0,014
C5 1,00 -1,00 0,905 0,022 0,016
C6 2,00 1,00 2,343 0,007 0,005
MO
C1 1,00 2,00 4,254 0,024 0,008
C2 -1,00 1,00 1,193 0,042 0,021
C3 0,00 1,00 1,316 0,025 0,015
C4 1,00 0,00 1,308 0,019 0,013
C5 1,00 -1,00 1,712 0,012 0,008
C6 2,00 1,00 1,767 0,009 0,007
LO
C1 1,00 2,00 4,577 0,022 0,007
C2 -1,00 1,00 1,389 0,036 0,018
C3 0,00 1,00 1,356 0,025 0,015
C4 1,00 0,00 2,523 0,010 0,007
C5 1,00 -1,00 0,955 0,021 0,015
C6 2,00 1,00 1,556 0,011 0,008
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Tableau E. V. Choix de paramètres de départ pour les populations de dimension
p = 2, J = 2 et K = 10. Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 E(x′β) λ1 λ2
HO
C1 1,00 2,00 15,718 0,006 0,002
C2 -1,00 1,00 2,737 0,018 0,009
C3 0,00 1,00 1,218 0,027 0,016
C4 1,00 0,00 0,797 0,012 0,008
C5 1,00 -1,00 1,001 0,007 0,005
C6 2,00 1,00 2,607 0,001 0,001
C7 -1,00 0,00 3,127 0,032 0,025
C8 0,00 -1,00 0,691 0,013 0,010
C9 2,00 -1,00 1,452 0,002 0,001
C10 -2,00 1,00 2,779 0,009 0,007
MO
C1 1,00 2,00 5,689 0,018 0,006
C2 -1,00 1,00 1,547 0,032 0,016
C3 0,00 1,00 1,453 0,023 0,014
C4 1,00 0,00 0,812 0,017 0,012
C5 1,00 -1,00 2,976 0,021 0,015
C6 2,00 1,00 1,387 0,004 0,003
C7 -1,00 0,00 3,091 0,021 0,017
C8 0,00 -1,00 1,168 0,019 0,015
C9 2,00 -1,00 1,438 0,003 0,002
C10 -2,00 1,00 3,007 0,015 0,013
LO
C1 1,00 2,00 1,375 0,073 0,024
C2 -1,00 1,00 1,047 0,048 0,024
C3 0,00 1,00 2,677 0,012 0,007
C4 1,00 0,00 1,564 0,016 0,011
C5 1,00 -1,00 1,618 0,013 0,010
C6 2,00 1,00 2,993 0,001 0,001
C7 -1,00 0,00 1,214 0,024 0,019
C8 0,00 -1,00 0,461 0,016 0,013
C9 2,00 -1,00 1,299 0,009 0,008
C10 -2,00 1,00 1,807 0,007 0,006
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Tableau E. VI. Choix de paramètres de départ pour les populations de dimension
p = 2 et J = 3. Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 E(x′β) λ1 λ2 λ3
HO
C1 1,00 2,00 19,697 0,003 0,001 0,001
C2 -1,00 1,00 0,562 0,059 0,036 0,025
C3 0,00 1,00 1,367 0,018 0,012 0,009
MO
C1 1,00 2,00 10,750 0,005 0,002 0,002
C2 -1,00 1,00 0,410 0,081 0,049 0,035
C3 0,00 1,00 3,263 0,008 0,005 0,004
LO
C1 1,00 2,000 21,923 0,002 0,001 0,001
C2 -1,00 1,000 2,977 0,011 0,007 0,005
C3 0,00 1,000 2,057 0,012 0,008 0,006
HO
C1 1,00 2,00 10,787 0,009 0,003 0,002
C2 -1,00 1,00 0,371 0,135 0,067 0,045
C3 0,00 1,00 3,169 0,011 0,006 0,005
C4 1,00 0,00 1,226 0,020 0,014 0,010
C5 1,00 -1,00 0,905 0,022 0,016 0,012
C6 2,00 1,00 2,343 0,007 0,005 0,004
MO
C1 1,00 2,00 4,254 0,024 0,008 0,005
C2 -1,00 1,00 1,193 0,042 0,021 0,014
C3 0,00 1,00 1,316 0,025 0,015 0,011
C4 1,00 0,00 1,308 0,019 0,013 0,010
C5 1,00 -1,00 1,712 0,012 0,008 0,006
C6 2,00 1,00 1,767 0,009 0,007 0,006
LO
C1 1,00 2,00 4,577 0,022 0,007 0,004
C2 -1,00 1,00 1,389 0,036 0,018 0,012
C3 0,00 1,00 1,356 0,025 0,015 0,011
C4 1,00 0,00 2,523 0,010 0,007 0,005
C5 1,00 -1,00 0,955 0,021 0,015 0,012
C6 2,00 1,00 1,556 0,011 0,008 0,006
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Tableau E. VII. Choix de paramètres de départ pour les populations de dimension
p = 2, J = 3 et K = 10. Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 E(x′β) λ1 λ2 λ3
HO
C1 1,00 2,00 15,718 0,006 0,002 0,001
C2 -1,00 1,00 2,737 0,018 0,009 0,006
C3 0,00 1,00 1,218 0,027 0,016 0,012
C4 1,00 0,00 0,797 0,012 0,008 0,006
C5 1,00 -1,00 1,001 0,007 0,005 0,004
C6 2,00 1,00 2,607 0,001 0,001 0,000
C7 -1,00 0,00 3,127 0,032 0,025 0,020
C8 0,00 -1,00 0,691 0,013 0,010 0,009
C9 2,00 -1,00 1,452 0,002 0,001 0,001
C10 -2,00 1,00 2,779 0,009 0,007 0,006
MO
C1 1,00 2,00 5,689 0,018 0,006 0,004
C2 -1,00 1,00 1,547 0,032 0,016 0,011
C3 0,00 1,00 1,453 0,023 0,014 0,010
C4 1,00 0,00 0,812 0,017 0,012 0,009
C5 1,00 -1,00 2,976 0,021 0,015 0,012
C6 2,00 1,00 1,387 0,004 0,003 0,002
C7 -1,00 0,00 3,091 0,021 0,017 0,014
C8 0,00 -1,00 1,168 0,019 0,015 0,012
C9 2,00 -1,00 1,438 0,003 0,002 0,002
C10 -2,00 1,00 3,007 0,015 0,013 0,010
LO
C1 1,00 2,00 1,375 0,073 0,024 0,015
C2 -1,00 1,00 1,047 0,048 0,024 0,016
C3 0,00 1,00 2,677 0,012 0,007 0,005
C4 1,00 0,00 1,564 0,016 0,011 0,008
C5 1,00 -1,00 1,618 0,013 0,010 0,007
C6 2,00 1,00 2,993 0,001 0,001 0,000
C7 -1,00 0,00 1,214 0,024 0,019 0,016
C8 0,00 -1,00 0,461 0,016 0,013 0,011
C9 2,00 -1,00 1,299 0,009 0,008 0,006
C10 -2,00 1,00 1,807 0,007 0,006 0,005
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Tableau E. VIII. Choix de paramètres de départ pour les populations de dimen-
sion p = 5 et J = 1. Le paramètre α = 1.
Chevauchement grappe β1 β2 β3 β4 β5 E(x′β) λ1
HO
C1 1,00 2,00 0,00 -2,00 1,00 1,641 0,0300
C2 -1,00 1,00 2,00 0,00 1,00 5,515 0,0050
C3 0,00 -1,00 -1,00 2,00 1,00 1,208 0,0140
MO
C1 1,00 2,00 0,00 -2,00 1,00 25,755 0,0020
C2 -1,00 1,00 2,00 0,00 1,00 16,327 0,0020
C3 0,00 -1,00 -1,00 2,00 1,00 9,556 0,0020
LO
C1 1,00 2,00 0,00 -2,00 1,00 0,252 0,1980
C2 -1,00 1,00 2,00 0,00 1,00 10,583 0,0020
C3 0,00 -1,00 -1,00 2,00 1,00 0,277 0,0600
HO
C1 1,00 2,00 0,00 -2,00 1,00 58,745 0,0020
C2 -1,00 1,00 2,00 0,00 1,00 27,584 0,0020
C3 0,00 1,00 -1,00 2,00 1,00 19,696 0,0020
C4 1,00 0,00 0,00 -2,00 1,00 11,294 0,0010
C5 1,00 -1,00 2,00 0,00 1,00 248,954 0,0010
C6 2,00 1,00 -1,00 2,00 1,00 1789,898 0,0010
MO
C1 1,00 2,00 0,00 -2,00 1,00 6,2649 0,0160
C2 -1,00 1,00 2,00 0,00 1,00 77,7953 0,0006
C3 0,00 1,00 -1,00 2,00 1,00 256,1611 0,0001
C4 1,00 0,00 0,00 -2,00 1,00 27,1663 0,0009
C5 1,00 -1,00 2,00 0,00 1,00 690,2736 0,0000
C6 2,00 1,00 -1,00 2,00 1,00 1061,6418 0,0000
LO
C1 1,00 2,00 0,00 -2,00 1,00 2,3784 0,0420
C2 -1,00 1,00 2,00 0,00 1,00 16,0673 0,0031
C3 0,00 1,00 -1,00 2,00 1,00 45,2778 0,0007
C4 1,00 0,00 0,00 -2,00 1,00 14,0929 0,0018
C5 1,00 -1,00 2,00 0,00 1,00 327,9262 0,0001
C6 2,00 1,00 -1,00 2,00 1,00 2415,7653 0,0000
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Tableau E. IX. Choix de paramètres de départ pour les populations de dimension
p = 5 et J = 1. Le paramètre α = 1.
Chevauchement grappe β1 β2 β3 β4 β5 E(x′β) λ1
HO
C1 1,00 2,00 0,00 -2,00 1,00 15,4957 0,0129
C2 -1,00 1,00 2,00 0,00 1,00 2,7163 0,0368
C3 0,00 1,00 -1,00 2,00 1,00 1,4542 0,0458
C4 1,00 0,00 0,00 -2,00 1,00 0,1864 0,2682
C5 1,00 -1,00 2,00 0,00 1,00 1,1091 0,0361
C6 2,00 1,00 -1,00 2,00 1,00 16,9033 0,0020
C7 -1,00 0,00 1,00 -2,00 1,00 0,2021 0,1414
C8 0,00 -1,00 2,00 0,00 1,00 4,4483 0,0056
C9 2,00 -1,00 3,00 1,00 1,00 17,4026 0,0013
C10 -2,00 1,00 -1,00 2,00 1,00 0,8264 0,0242
MO
C1 1,00 2,00 0,00 -2,00 1,00 8,6765 0,0231
C2 -1,00 1,00 2,00 0,00 1,00 1,9880 0,0503
C3 0,00 1,00 -1,00 2,00 1,00 2,1735 0,0307
C4 1,00 0,00 0,00 -2,00 1,00 0,4741 0,1055
C5 1,00 -1,00 2,00 0,00 1,00 22,0231 0,0018
C6 2,00 1,00 -1,00 2,00 1,00 19,4945 0,0017
C7 -1,00 0,00 1,00 -2,00 1,00 0,2980 0,0959
C8 0,00 -1,00 2,00 0,00 1,00 1,4902 0,0168
C9 2,00 -1,00 3,00 1,00 1,00 238,8376 0,0001
C10 -2,00 1,00 -1,00 2,00 1,00 8,3831 0,0024
LO
C1 1,00 2,00 0,00 -2,00 1,00 34,7089 0,0058
C2 -1,00 1,00 2,00 0,00 1,00 5,8469 0,0171
C3 0,00 1,00 -1,00 2,00 1,00 4,0488 0,0165
C4 1,00 0,00 0,00 -2,00 1,00 0,8001 0,0625
C5 1,00 -1,00 2,00 0,00 1,00 13,0957 0,0031
C6 2,00 1,00 -1,00 2,00 1,00 48,5122 0,0007
C7 -1,00 0,00 1,00 -2,00 1,00 2,6819 0,0107
C8 0,00 -1,00 2,00 0,00 1,00 3,4990 0,0071
C9 2,00 -1,00 3,00 1,00 1,00 6,4226 0,0035
C10 -2,00 1,00 -1,00 2,00 1,00 0,2010 0,0995
E-xvi
Tableau E. X. Choix de paramètres de départ pour les populations de dimension
p = 5, J = 2, K = 3 (haut) et K = 6 (bas). Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 β3 β4 β5 E(x′β) λ1 λ2
HO
C1 1,00 2,00 0,00 -2,00 1,00 1,641 0,030 0,015
C2 -1,00 1,00 2,00 0,00 1,00 5,515 0,006 0,004
C3 0,00 -1,00 -1,00 2,00 1,00 1,208 0,021 0,014
MO
C1 1,00 2,00 0,00 -2,00 1,00 25,755 0,002 0,001
C2 -1,00 1,00 2,00 0,00 1,00 16,327 0,002 0,001
C3 0,00 -1,00 -1,00 2,00 1,00 9,556 0,003 0,002
LO
C1 1,00 2,00 0,00 -2,00 1,00 0,252 0,198 0,099
C2 -1,00 1,00 2,00 0,00 1,00 10,583 0,003 0,002
C3 0,00 -1,00 -1,00 2,00 1,00 0,277 0,090 0,060
HO
C1 1,00 2,00 0,00 -2,00 1,00 58,745 0,002 0,001
C2 -1,00 1,00 2,00 0,00 1,00 27,584 0,002 0,001
C3 0,00 1,00 -1,00 2,00 1,00 19,696 0,002 0,001
C4 -1,00 1,00 2,00 0,00 1,00 11,294 0,002 0,001
C5 0,00 1,00 -1,00 2,00 1,00 248,954 0,001 0,001
C6 0,00 1,00 -1,00 2,00 1,00 1789,898 0,001 0,001
MO
C1 1,00 2,00 0,00 -2,00 1,00 6,2649 0,016 0,005
C2 -1,00 1,00 2,00 0,00 1,00 77,7953 0,001 0,000
C3 0,00 1,00 -1,00 2,00 1,00 256,1611 0,000 0,000
C4 -1,00 1,00 2,00 0,00 1,00 27,1663 0,001 0,000
C5 0,00 1,00 -1,00 2,00 1,00 690,2736 0,000 0,000
C6 0,00 1,00 -1,00 2,00 1,00 1061,6418 0,000 0,000
LO
C1 1,00 2,00 0,00 -2,00 1,00 2,3784 0,042 0,014
C2 -1,00 1,00 2,00 0,00 1,00 16,0673 0,003 0,002
C3 0,00 1,00 -1,00 2,00 1,00 45,2778 0,001 0,000
C4 -1,00 1,00 2,00 0,00 1,00 14,0929 0,002 0,001
C5 0,00 1,00 -1,00 2,00 1,00 327,9262 0,000 0,000
C6 0,00 1,00 -1,00 2,00 1,00 2415,7653 0,000 0,000
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Tableau E. XI. Choix de paramètres de départ pour les populations de dimension
p = 5 et J = 2. Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 β3 β4 β5 E(x′β) λ1 λ2
HO
C1 1,00 2,00 0,00 -2,00 1,00 15,4957 0,0065 0,0022
C2 -1,00 1,00 2,00 0,00 1,00 2,7163 0,0184 0,0092
C3 0,00 1,00 -1,00 2,00 1,00 1,4542 0,0229 0,0138
C4 1,00 0,00 0,00 -2,00 1,00 0,1864 0,1341 0,0894
C5 1,00 -1,00 2,00 0,00 1,00 1,1091 0,0180 0,0129
C6 2,00 1,00 -1,00 2,00 1,00 16,9033 0,0010 0,0007
C7 -1,00 0,00 1,00 -2,00 1,00 0,2021 0,0707 0,0550
C8 0,00 -1,00 2,00 0,00 1,00 4,4483 0,0028 0,0022
C9 2,00 -1,00 3,00 1,00 1,00 17,4026 0,0006 0,0005
C10 -2,00 1,00 -1,00 2,00 1,00 0,8264 0,0121 0,0101
MO
C1 1,00 2,00 0,00 -2,00 1,00 8,6765 0,0115 0,0038
C2 -1,00 1,00 2,00 0,00 1,00 1,9880 0,0252 0,0126
C3 0,00 1,00 -1,00 2,00 1,00 2,1735 0,0153 0,0092
C4 1,00 0,00 0,00 -2,00 1,00 0,4741 0,0527 0,0352
C5 1,00 -1,00 2,00 0,00 1,00 22,0231 0,0009 0,0006
C6 2,00 1,00 -1,00 2,00 1,00 19,4945 0,0009 0,0006
C7 -1,00 0,00 1,00 -2,00 1,00 0,2980 0,0479 0,0373
C8 0,00 -1,00 2,00 0,00 1,00 1,4902 0,0084 0,0067
C9 2,00 -1,00 3,00 1,00 1,00 238,8376 0,0000 0,0000
C10 -2,00 1,00 -1,00 2,00 1,00 8,3831 0,0012 0,0010
LO
C1 1,00 2,00 0,00 -2,00 1,00 34,7089 0,0029 0,0010
C2 -1,00 1,00 2,00 0,00 1,00 5,8469 0,0086 0,0043
C3 0,00 1,00 -1,00 2,00 1,00 4,0488 0,0082 0,0049
C4 1,00 0,00 0,00 -2,00 1,00 0,8001 0,0312 0,0208
C5 1,00 -1,00 2,00 0,00 1,00 13,0957 0,0015 0,0011
C6 2,00 1,00 -1,00 2,00 1,00 48,5122 0,0003 0,0003
C7 -1,00 0,00 1,00 -2,00 1,00 2,6819 0,0053 0,0041
C8 0,00 -1,00 2,00 0,00 1,00 3,4990 0,0036 0,0029
C9 2,00 -1,00 3,00 1,00 1,00 6,4226 0,0017 0,0014
C10 -2,00 1,00 -1,00 2,00 1,00 0,2010 0,0498 0,0415
E-xviii
Tableau E. XII. Choix de paramètres de départ pour les populations de dimension
p = 5 et J = 3. Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 β3 β4 β5 E(x′β) λ1 λ2 λ3
HO
C1 1,00 2,00 0,00 -2,00 1,00 1,64 0,030 0,015 0,010
C2 -1,00 1,00 2,00 0,00 1,00 5,52 0,006 0,004 0,003
C3 0,00 -1,00 -1,00 2,00 1,00 1,21 0,021 0,014 0,010
MO
C1 1,00 2,00 0,00 -2,00 1,00 25,755 0,002 0,001 0,001
C2 -1,00 1,00 2,00 0,00 1,00 16,327 0,002 0,001 0,001
C3 0,00 -1,00 -1,00 2,00 1,00 9,556 0,003 0,002 0,001
LO
C1 1,00 2,00 0,00 -2,00 1,00 0,252 0,198 0,099 0,066
C2 -1,00 1,00 2,00 0,00 1,00 10,583 0,003 0,002 0,001
C3 0,00 -1,00 -1,00 2,00 1,00 0,277 0,090 0,060 0,045
HO
C1 1,00 2,00 0,00 -2,00 1,00 58,745 0,002 0,001 0,001
C2 -1,00 1,00 2,00 0,00 1,00 27,584 0,002 0,001 0,001
C3 0,00 1,00 -1,00 2,00 1,00 19,696 0,002 0,001 0,001
C4 -1,00 1,00 2,00 0,00 1,00 11,294 0,002 0,001 0,001
C5 0,00 1,00 -1,00 2,00 1,00 248,954 0,001 0,001 0,001
C6 0,00 1,00 -1,00 2,00 1,00 1789,898 0,001 0,001 0,001
MO
C1 1,00 2,00 0,00 -2,00 1,00 6,2649 0,0160 0,0053 0,0032
C2 -1,00 1,00 2,00 0,00 1,00 77,7953 0,0006 0,0003 0,0002
C3 0,00 1,00 -1,00 2,00 1,00 256,1611 0,0001 0,0001 0,0001
C4 -1,00 1,00 2,00 0,00 1,00 27,1663 0,0009 0,0006 0,0005
C5 0,00 1,00 -1,00 2,00 1,00 690,2736 0,0000 0,0000 0,0000
C6 0,00 1,00 -1,00 2,00 1,00 1061,6418 0,0000 0,0000 0,0000
LO
C1 1,00 2,00 0,00 -2,00 1,00 2,3784 0,0420 0,0140 0,0084
C2 -1,00 1,00 2,00 0,00 1,00 16,0673 0,0031 0,0016 0,0010
C3 0,00 1,00 -1,00 2,00 1,00 45,2778 0,0007 0,0004 0,0003
C4 -1,00 1,00 2,00 0,00 1,00 14,0929 0,0018 0,0012 0,0009
C5 0,00 1,00 -1,00 2,00 1,00 327,9262 0,0001 0,0000 0,0000
C6 0,00 1,00 -1,00 2,00 1,00 2415,7653 0,0000 0,0000 0,0000
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Tableau E. XIII. Choix de paramètres de départ pour les populations de dimen-
sion p = 5 et J = 3. Le paramètre α = 1.
β λ
Chevauchement grappe β1 β2 β3 β4 β5 E(x′β) λ1 λ2 λ3
HO
C1 1,00 2,00 0,00 -2,00 1,00 15,4957 0,0065 0,0022 0,0013
C2 -1,00 1,00 2,00 0,00 1,00 2,7163 0,0184 0,0092 0,0061
C3 0,00 1,00 -1,00 2,00 1,00 1,4542 0,0229 0,0138 0,0098
C4 1,00 0,00 0,00 -2,00 1,00 0,1864 0,1341 0,0894 0,0671
C5 1,00 -1,00 2,00 0,00 1,00 1,1091 0,0180 0,0129 0,0100
C6 2,00 1,00 -1,00 2,00 1,00 16,9033 0,0010 0,0007 0,0006
C7 -1,00 0,00 1,00 -2,00 1,00 0,2021 0,0707 0,0550 0,0450
C8 0,00 -1,00 2,00 0,00 1,00 4,4483 0,0028 0,0022 0,0019
C9 2,00 -1,00 3,00 1,00 1,00 17,4026 0,0006 0,0005 0,0004
C10 -2,00 1,00 -1,00 2,00 1,00 0,8264 0,0121 0,0101 0,0086
MO
C1 1,00 2,00 0,00 -2,00 1,00 8,6765 0,0115 0,0038 0,0023
C2 -1,00 1,00 2,00 0,00 1,00 1,9880 0,0252 0,0126 0,0084
C3 0,00 1,00 -1,00 2,00 1,00 2,1735 0,0153 0,0092 0,0066
C4 1,00 0,00 0,00 -2,00 1,00 0,4741 0,0527 0,0352 0,0264
C5 1,00 -1,00 2,00 0,00 1,00 22,0231 0,0009 0,0006 0,0005
C6 2,00 1,00 -1,00 2,00 1,00 19,4945 0,0009 0,0006 0,0005
C7 -1,00 0,00 1,00 -2,00 1,00 0,2980 0,0479 0,0373 0,0305
C8 0,00 -1,00 2,00 0,00 1,00 1,4902 0,0084 0,0067 0,0056
C9 2,00 -1,00 3,00 1,00 1,00 238,8376 0,0000 0,0000 0,0000
C10 -2,00 1,00 -1,00 2,00 1,00 8,3831 0,0012 0,0010 0,0009
LO
C1 1,00 2,00 0,00 -2,00 1,00 34,7089 0,0029 0,0010 0,0006
C2 -1,00 1,00 2,00 0,00 1,00 5,8469 0,0086 0,0043 0,0029
C3 0,00 1,00 -1,00 2,00 1,00 4,0488 0,0082 0,0049 0,0035
C4 1,00 0,00 0,00 -2,00 1,00 0,8001 0,0312 0,0208 0,0156
C5 1,00 -1,00 2,00 0,00 1,00 13,0957 0,0015 0,0011 0,0008
C6 2,00 1,00 -1,00 2,00 1,00 48,5122 0,0003 0,0003 0,0002
C7 -1,00 0,00 1,00 -2,00 1,00 2,6819 0,0053 0,0041 0,0034
C8 0,00 -1,00 2,00 0,00 1,00 3,4990 0,0036 0,0029 0,0024
C9 2,00 -1,00 3,00 1,00 1,00 6,4226 0,0017 0,0014 0,0012




F.1. Approximation de Laplace : cas général
La méthode de Laplace, due à Pierre-Simon de Laplace, est une méthode pour l’évaluation
numérique d’intégrales de la forme ∫
B
e−λg(ϑ)h(ϑ)dϑ
où g est une fonction deux fois dérivable, λ est un grand nombre réel et les bornes peuvent
éventuellement être infinies. Soit ϑ∗ le point qui minimise la fonction g, considérons l’expan-
sion de Taylor de la fonction autour de ϑ∗
g(ϑ) ≈ g(ϑ∗) + ∂g(ϑ
∗)
∂ϑ





le vecteur de premiers dérives s’annule, car ϑ∗ minimise g, ainsi, on obtient que l’intégrale

















La deuxième intégrale peut être estimée à l’aide d’une intégrale de Gauss en remplaçant les
bornes par −∞ et ∞
F.2. Rappel sur les lois conditionnelles de la distribution Nor-
male multivariée
Proposition : Soit X = (X1, X2) ∼ Np(µ,Σ) où Xi représente un vecteur aléatoire de



















µ2 + Σ21Σ−111 (X1 − µ1), Σ22 − Σ21Σ−111 Σ12
)
.
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