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a b s t r a c t
We examine the p-ary linear codes from incidence matrices of the three uniform subset
graphs with vertex set the set of subsets of size 3 of a set of size n, with adjacency
defined by two vertices as 3-sets being adjacent if they have zero, one or two elements in
common, respectively. All themain parameters of the codes and the nature of theminimum
words are obtained, and it is shown that the codes can be used for full error-correction by
permutation decoding.Weexamine also the binary codes of the line graphs of these graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The main properties of the binary and ternary codes formed from the span over F2 or F3, respectively, of an adjacency
matrix of each of the three graphs with vertex set Ω{3}, the set of subsets of size 3 of a set Ω of n ≥ 7 elements, and with
adjacency defined by two vertices as 3-sets being adjacent if they have zero, one or two elements in common, respectively,
were examined in [17,18]. Herewe look at the same graphs but consider codes from the row span of their incidencematrices,
and consequently, in the binary case, the codes from the row span of adjacency matrices of their line graphs. In a series of
recent papers (see [8–10,19,21]), codes from incidence matrices of some classes of graphs have been shown to have some
useful common properties; the classes we now study share these properties, i.e. that the minimumweight is the valency of
the graph and the minimum words are the non-zero scalar multiples of the rows of the incidence matrix. The graphs can
thus be retrieved from the codes. Our main result is the following:
Theorem 1. Let Ω be a set of size n, where n ≥ 3. The set Ω{3} of subsets of Ω of size 3 is the vertex set of the three graphs Ai(n),
for i = 0, 1, 2, with adjacency defined by two vertices (as 3-sets) being adjacent if the 3-sets meet in i elements, for i = 0, 1, 2,
respectively. Let vi denote the valency of Ai(n) for i = 0, 1, 2, respectively, so v0 =

n−3
3

, v1 = 3

n−3
2

, v2 = 3(n − 3). If
Gi(n) denotes a
 n
3
× 12vi  n3  incidence matrix for Ai(n) and Cp(Gi(n)) the linear code from the row span of Gi(n) over the field
Fp, where p is a prime, then, letting εp = 0 if p is odd, εp = 1 if p = 2,
Cp(Gi(n)) =
[
1
2
vi
n
3

,
n
3

− εp, vi
]
p
and the words of minimum weight are the non-zero scalar multiples of the rows of Gi(n) for n ≥ 7 for i = 0, n ≥ 6 for
i = 1, n ≥ 5 for i = 2.
Furthermore, Cp(Gi(n))⊥ has minimum weight 4 for p odd, 3 for p = 2 for n ≥ 9 for i = 0, n ≥ 6 for i = 1, n ≥ 5 for i = 2.
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Apart from some anomalies for small n,Aut(Cp(Gi)) = Aut(Ai(n)) = Sn, the symmetric group of degree n, and any subgroup
acting transitively on the edges will form a PD-set for the code in any of the cases, for full error correction.
Weprove this theorem,which is a combination of Propositions 8–10 and 12 in the following sections, mostly in Section 6.
The binary codes of the line graphs are discussed in Section 7, and the application to permutation decoding is in Section 8.
In the final section, Section 9, we comment on the general case of incidence matrices of uniform subset graphs.
Any computations have been done using Magma [2,3].
2. Background, terminology, and previous results
The notation for designs and codes is as in [1]. An incidence structureD = (P ,B,J), with point setP , block setB and
incidence J is a t-(v, k, λ) design, if |P | = v, every block B ∈ B is incident with precisely k points, and every t distinct
points are together incident with precisely λ blocks. The design is symmetric if it has the same number of points and blocks.
The code CF (D) of the designD over the finite field F is the space spanned by the incidence vectors of the blocks over F . If
Q is any subset of P , then we will denote the incidence vector ofQ by vQ, and ifQ = {P}where P ∈ P , then we will write
vP instead of v{P}. Thus CF (D) =

vB | B ∈ B, and is a subspace of FP , the full vector space of functions from P to F . For
anyw ∈ FP and P ∈ P ,w(P) denotes the value ofw at P . If F = Fp then the p-rank of the design, written rankp(D), is the
dimension of its code CF (D); for F = Fp we usually write Cp(D) for CF (D).
All the codes here are linear codes, and the notation [n, k, d]q will be used for a q-ary code C of length n, dimension k,
and minimum weight d, where the weight wt(v) of a vector v is the number of non-zero coordinate entries. The support,
Supp(v), of a vector v is the set of coordinate positions where the entry in v is non-zero. So |Supp(v)| = wt(v). The distance
d(u, v) between two vectors u, v is the number of coordinate positions in which they differ, i.e., wt(u − v). A generator
matrix for C is a k × n matrix made up of a basis for C , and the dual code C⊥ is the orthogonal under the standard inner
product (, ), i.e. C⊥ = {v ∈ F n | (v, c) = 0 for all c ∈ C}. If C = Cp(D), where D is a design, then C ∩ C⊥ is the hull of
D at p, or simply the hull ofD or C if p andD are clear from the context. A check matrix for C is a generator matrix for C⊥.
The all-one vector will be denoted by ȷ, and is the vector with all entries equal to 1. If we need to specify the lengthm of the
all-one vector, we write ȷm. We call two linear codes isomorphic if they can be obtained from one another by permuting the
coordinate positions. An automorphism of a code C is an isomorphism from C to C . The automorphism groupwill be denoted
by Aut(C). Any code is isomorphic to a code with a generator matrix in so-called standard form, i.e. the form [Ik | A]; a check
matrix then is given by [−AT | In−k]. The set of the first k coordinates in the standard form is called an information set for
the code, and the set of the last n− k coordinates is the corresponding check set.
The graphs, Γ = (V , E)with vertex set V and edge set E, are simple. If x, y ∈ V and x and y are adjacent, we write x ∼ y,
and [x, y] for the edge in E that they define. The valency of a vertex is the number of vertices adjacent to it. A path from vertex
x to vertex y is a sequence xi, for 0 ≤ i ≤ r − 1, of distinct vertices with x = x0, y = xr−1, and xi−1 ∼ xi for 1 ≤ i ≤ r − 1. It
is closed of length r if x ∼ y, in which case we write it (x0, . . . , xr−1). The graph is connected if there is a path between any
two vertices. If there is a closed path that passes once through every vertex of Γ then Γ is Hamiltonian. A perfect matching
is a set S of disjoint edges such that every vertex is on exactly one member of S. Γ is regular if all the vertices have the same
valency. An adjacency matrix A is a |V | × |V | matrix with entries aij such that aij = 1 if vertices xi and xj are adjacent, and
aij = 0 otherwise. An incidence matrix is a |V | × |E| matrix B with bi,j = 1 if the vertex labeled by i is on the edge labeled
by j, and bi,j = 0 otherwise. If Γ is regular with valency k, then the 1 − (|E|, k, 2) design with incidence matrix B is called
the incidence design of Γ . The neighborhood design of a regular graph is the 1-design formed by taking the points to be the
vertices of the graph and the blocks to be the sets of neighbors of a vertex, for each vertex, i.e. an adjacency matrix as an
incidence matrix for the design. The line graph of Γ is the graph L(Γ )with E as vertex set and where adjacency is defined so
that e and f in E, as vertices, are adjacent in L(Γ ) if e and f as edges of Γ share a vertex in Γ . The code of Γ over a finite field
F is the row span of an adjacency matrix A over the field F , denoted by CF (Γ ) or CF (A). The dimension of the code is the rank
of the matrix over F , also written rankp(A) if F = Fp, in which case we will speak of the p-rank of A or Γ , and write Cp(Γ ) or
Cp(A) for the code. It is also the code over Fp of the neighborhood design. Similarly, if B is an incidence matrix for Γ , Cp(B)
denotes the row span of B over Fp and is the code of the design with blocks the rows of B, in the case that Γ is regular. IfM
is an adjacency matrix for L(Γ )where Γ is regular of valency k, then
BTB = M + 2I|E| and BBT = A+ kI|V |, (1)
where A is an adjacency matrix for Γ , and B an incidence matrix, with BT its transpose.
We will need the following results from [9]:
Result 1. Let Γ = (V , E) be a graph, L(Γ ) its line graph, G a |V | × |E| incidence matrix for Γ , γ = (P,Q , R, S) a closed path
of length 4 and τ = (X, Y , Z) a closed path of length 3, in Γ . Let
u(γ ) = v[P,Q ] + v[R,S] − v[P,S] − v[Q ,R] and t(τ ) = v[X,Y ] + v[Y ,Z] + v[Z,X]. (2)
Then
1. for any prime p, u(γ ) ∈ Cp(G)⊥; t(τ ) ∈ C2(G)⊥; for p an odd prime, u(γ ) ∈ Cp(L(Γ ));
2. if Γ is regular with valency k and G the 1-(|E|, k, 2) incidence design for Γ , then Aut(Γ ) = Aut(G).
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Note: If the words of weight k in Cp(G) are the non-zero scalar multiples of the rows of G, then it also follows that
Aut(Cp(G)) = Aut(Γ ).
For a regular graph Γ = (V , E) of valency k, the incidence design G of Γ has a block of size k defined for each vertex P
which we will denote by P¯ where
P¯ = {[P,Q ] | Q ∈ V }, (3)
i.e. corresponding to the set of k edges through P .
The following is from [10,20].
Result 2. Let Γ = (V , E) be a graph, G an incidence matrix for Γ , Cp(G) the row-span of G over Fp. If Γ is connected then
dim(C2(G)) = |V | − 1, and if Γ is connected and has a closed path of odd length≥ 3, then dim(Cp(G)) = |V | for odd p.
Permutation decoding was first developed by MacWilliams [24] and involves finding a set of automorphisms of a code
called a PD-set. The method is described fully in [25, Chapter 16, p. 513] and [14, Section 8]. In [15,22] the definition of
PD-sets was extended to that of s-PD-sets for s-error-correction:
Definition 1. If C is a t-error-correcting code with information set I and check set C, then a PD-set for C is a set S of
automorphisms of C which is such that every t-set of coordinate positions is moved by at least one member of S into the
check positions C.
The algorithm for permutation decoding is given in [14] and requires that the generator matrix is in standard form.
Furthermore, there is a combinatorial bound on the minimum size of S (see [13,26,14]).
3. The graphs
We define here the graphs whose incidence matrices we will be examining. They are members of the class of uniform
subset graphs:
Definition 2. LetΩ be a set of size n. The uniform subset graph Γ (n, k, r) for n ≥ k > r ≥ 0 is the graph defined on the set
Ω{k} of subsets ofΩ of size k, where a, b ∈ Ω{k} are adjacent if |a ∩ b| = r .
We can take n ≥ 2k, since Γ (n, k, r) ∼= Γ (n, n − k, n − 2k + r) (see [7, Lemma 4.1.1]). Γ (n, k, r) is regular of valency
n−k
k−r
 
k
r

. Note that Γ (n, 1, 0) = Kn, the complete graph on n vertices.
We will consider here k = 3 and will need results for k = 2. We also need a further class of bipartite graphs, Γ (n, k, l, i),
to be defined below in Section 3.3.
3.1. Graphs Ai(n) on 3-sets
Let Ai(n) = Γ (n, 3, i) for i = 0, 1, 2, vi its valency and ei the number of edges. Then, avoiding null cases,
• for n ≥ 6, A0(n) has
 n
3

vertices, v0 =

n−3
3

, and e0 = 12

n−3
3
  n
3

;
• for n ≥ 5, A1(n) has
 n
3

vertices, v1 = 3

n−3
2

, and e1 = 32

n−3
2
  n
3

;
• for n ≥ 4, A2(n) has
 n
3

vertices, v2 = 3(n− 3), and e2 = 32 (n− 3)
 n
3

.
3.2. Triangular graph Tn and complement T cn
Let Tn = Γ (n, 2, 1), the triangular graph, and T cn = Γ (n, 2, 0) its complement. Tn is L(Kn), the line graph of the complete
graph Kn. Then, taking n ≥ 4,
• Tn has
 n
2

vertices, valency 2(n− 2), and (n− 2)  n2  edges;
• T cn has
 n
2

vertices, valency

n−2
2

, and 12

n−2
2
  n
2

edges.
3.3. Bipartite graphs Γ (n, k, l, i)
ForΩ a set of size n, n ≥ k, l, and k, l ≥ i, let Γ (n, k, l, i) denote the bipartite graph on two disjoint sets An = Ω{k} and
Bn = Ω{l}, i.e. of
 n
k
 +  nl  vertices from the distinct sets An and Bn, where a ∈ An is on an edge with b ∈ Bn if |a ∩ b| = i
as subsets of the same set Ω . For vertices in An the valency is

k
i
 
n−k
l−i

; for vertices in Bn it is

l
i
 
n−l
k−i

. The number of
edges is
 n
k
  k
i
 
n−k
l−i

=  nl   li  n−lk−i.
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4. Codes from incidence matrices for Γ (n, k, l, i)
We first examine the codes from incidence matrices from those of the Γ (n, k, l, i) that we will need for the codes from
the graphs Ai(n). The results we obtain aremost likely true for the general case, but somany cases are involvedwhen proved
by our method below that we leave the general case to future work.1
An incidence matrix for Γ (n, k, l, i) is the
 n
k
+  nl ×  nk   ki   n−kl−i matrix
M(n, k, l, i) =
[
A(n, k, l, i)
B(n, k, l, i)
]
(4)
where the top
 n
k

rows correspond to the vertices in An and the lower
 n
l

to the vertices in Bn.
By ordering the vertices such that we have first An−1, then Bn−1, then k-subsets of An that contain n, followed by the
l-subsets of Bn that contain n, it is easy to see that the edges can be ordered so thatM(n, k, l, i) has the equivalent form A(n− 1, k, l, i) A(n− 1, k, l− 1, i) 0 0B(n− 1, k, l, i) 0 B(n− 1, k− 1, l, i) 00 0 A(n− 1, k− 1, l, i) A(n− 1, k− 1, l− 1, i− 1)
0 B(n− 1, k, l− 1, i) 0 B(n− 1, k− 1, l− 1, i− 1)
 . (5)
Using this notation, we have:
Lemma 1. 1. For n > k,Γ (n, k, l, i) ∼= Γ (n, n− k, l, l− i).
2. For all p, dim(Cp(M(n, k, l, i))) ≤
 n
k
+  nl − 1, with equality if Γ (n, k, l, i) is connected.
Proof. For (1), the congruence is from the correspondence a → ac (the complement of a inΩ), for a ∈ An, and b → b for
b ∈ Bn, since [a, b] is an edge in Γ (n, k, l, i) if and only if [ac, b] is an edge in Γ (n, n− k, l, l− i).
For (2), since the sum of the rows of A(n, k, l, i) is equal to the sum of the rows of B(n, k, l, i), the result follows by
Result 2. 
The incidence matrices that we will consider here are M(n, k, l, i) for k ≥ l ≥ i in the cases (k, 1, i) for i = 0, 1, all
k ≥ 1; and (k, 2, i) for k = 2, 3 and i = 0, 1. The first case we consider is M(n, 1, 1, 0) and the proof of the proposition
here will be using combinatorial properties of the design of weight-4 vectors in the dual code. For all the other cases we
will use induction on n, and consider possible weights of sums of rows of the matrix. The arguments are very similar for all
of these but they differ sufficiently to need individual attention. For these we will use the partition of the incidence matrix
M(n, k, l, i) as shown in Eq. (5) and we will denote the four parts of the row partition by Rj for 1 ≤ j ≤ 4, and the three (for
i = 0) or four parts of the column partition by Cj, j = 1, 2, 3 and possibly 4, similarly. In the proof in each case, when we
say we considerm rows of R1, t rows of R2, for example, we imply thatm, t > 0. We will considerw ∈ Cp(M(n, k, l, i)) as a
concatenation of words from the span of the parts of the rows in the column sets Cj, and so write w = (w1, w2, w3, w4) (if
there are four column partitions), wherewj is in the span for Cj.
4.1. M(n, 1, 1, 0)
M(n, 1, 1, 0) is 2n×n(n−1)with each row ofweight n−1. For the blocks of the incidence design defined by the vertices,
we write, following Eq. (3),
ai = {[ai, bj] | j ≠ i}, bi = {[aj, bi] | j ≠ i},
where we write ai for the vertices of An, and bi for those of Bn. The points of the incidence design are the edges [ai, bj], i ≠ j
of Γ (n, 1, 1, 0).
Since for n ≥ 4, γ = (ai, bj, ak, bl) is a closed path of length 4 if |{i, j, k, l}| = 4, Cp(M(n, 1, 1, 0))⊥ has words of weight
4 for all p by Result 1.
Lemma 2. For n ≥ 4 let Bn be the set of supports of words u(γ ) of Cp(M(n, 1, 1, 0))⊥ where γ = (ai, bj, ak, bl) is a path of
length 4 in Γ (n, 1, 1, 0). ThenBn is the block set of a 1− (n(n− 1), 4, r) design where r = (n− 2)(n− 3).
Further, two distinct points X = [ai, bj] and Y = [ak, bl] of the incidence design are together on
• one block of Bn if |{i, j, k, l}| = 4;
• (n− 3) blocks of Bn if i = k and j ≠ l, or j = l and i ≠ k;
• no blocks of Bn if i = l and j = k.
1 See comment in Section 9.
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Proof. For the point X = [ai, bj], k can be chosen in n− 2 ways, and l in n− 3 ways, so r = (n− 2)(n− 3).
If |{i, j, k, l}| = 4 then u([ai, bj], [al, bk]) is unique; if Y = [ai, bl]where l ≠ i, j, then X and Y are on u([ai, bj], [am, bl]) for
m ≠ i, j, l, i.e. (n−3) blocks, and similarly for other possibilities for Y of this type; if Y = [aj, bi], there is no block containing
both X and Y . 
Proposition 1. For n ≥ 4 and all p, Cp(M(n, 1, 1, 0)) = [n(n − 1), 2n − 1, n − 1]p and the words of weight n − 1 are the
non-zero scalar multiples of the rows of M(n, 1, 1, 0).
Proof. Γ (n, 1, 1, 0) is connected (for n ≥ 3) and thus dim(Cp(M(n, 1, 1, 0))) = 2n− 1 by Lemma 1.
Now let w ∈ Cp(M(n, 1, 1, 0)), S = Supp(w) and |S| = s. Suppose X = [a1, b2] ∈ S. Count blocks of Bn meeting S.
Suppose there are zi blocks ofBn passing through X that meet S in i points. So z0 = z1 = zi for i ≥ 5, and r = z2 + z3 + z4.
Suppose there are k points in S that are on n− 3 blocks with X, l that are on one block with X and m that are on no blocks
with X . So s = 1+ k+ l+m. Counting incidences gives r ≤ z2 + 2z3 + 3z4 = (n− 3)k+ l so
r = (n− 2)(n− 3) ≤ (n− 3)(s− l−m− 1)+ l = (n− 3)(s− 1)− l(n− 4)−m(n− 3) ≤ (n− 3)(s− 1),
and hence s ≥ n − 1 since n ≥ 4. Thus n − 1 is the minimum weight. If s = n − 1 then we have r = (n − 2)(n − 3) ≤
(n − 3)(n − 2) − l(n − 4) − m(n − 3), so if n > 4, l = m = 0 and k = n − 2 and all the other points of S are of the type
Y = [a1, bj] or [aj, b2]. The same applies to all points of S. Suppose Y = [a1, bi] and Z = [aj, b2] are in S, where i ≠ 2 and
j ≠ 1. Since there must be n− 3 > 1 (for n > 4) blocks through any two points, we have a contradiction, i.e. all the points
of S are [a1, bj] for 2 ≤ j ≤ n, or [aj, b2] for j ≠ 2. Thus S = a1 or b2. Since n − 1 is the minimum weight it follows that
w = αa1 or αb2, for some α ∈ Fp.
We still need to consider the case n = 4. We have, as in Eq. (4),
M(4, 1, 1, 0) =
[
A(4, 1, 1, 0)
B(4, 1, 1, 0)
]
=

1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1

,
an 8×12matrix; the top four rows are denoted by ri, the bottom four by si. Then, using the four equivalent columnpartitions,
w ∈ Cp(M(4, 1, 1, 0)) can be written w = (w1, w2, w3, w4) and let w = ∑4i=1 xiri + ∑4i=1 yisi, where xi, yi ∈ Fp. If
wt(w) = 1, 2 then at least two of the wi are 0, say w3 = w4 = 0 and it follows that yi = −x3 = −x4, 1 ≤ i ≤ 4,
and that w1, w2 have weight 3 or 0. Thus wt(w) ≥ 3. If wt(w) = 3 then at least one of the wi is zero, so suppose w1 =
(0, 0, 0) = (x1 + y2, x1 + y3, x1 + y4), so x1 = −y2 = −y3 = −y4 = −y say, and it follows thatw2 = (x2 + y1, a, a), w3 =
(x3 + y1, b, b), w4 = (x4 + y1, c, c)where a = x2 + y, b = x3 + y, c = x4 + y. Since wt(w) = 3, at least two of a, b, c must
be 0, so suppose a = b = 0, so x2 = x3 = −y. Then w2 = (−y + y1, 0, 0), w3 = (−y + y1, 0, 0), w4 = (x4 + y1, c, c). If
also c = 0 then x4 = −y and w = (y1 − y)s1. If c ≠ 0 then we must have y1 = y and then w = (x4 + y)r4. This covers all
cases and the proposition is proved. 
4.2. M(n, k, 1, 1) and M(n, k, 1, 0)
The graph Γ (n, k, 1, 1) for n ≥ k has  nk  vertices of valency k and n vertices of valency  n−1k−1. If k = n the smaller
valency is 1, but if k ≤ n− 1 then k ≤

n−1
k−1

so k is the smaller valency.
If n > k then
M(n, k, 1, 1) =

A(n− 1, k, 1, 1) 0 0
B(n− 1, k, 1, 1) B(n− 1, k− 1, 1, 1) 0
0 A(n− 1, k− 1, 1, 1) I(n−1k−1)
0 0 (1 . . . 1)
 , (6)
where
• A(n− 1, k, 1, 1) is

n−1
k

× k

n−1
k

, rows of weight k;
• B(n− 1, k, 1, 1) is (n− 1)× k

n−1
k

, rows of weight

n−2
k−1

;
• B(n− 1, k− 1, 1, 1) is (n− 1)× (n− 1)

n−2
k−2

, rows of weight

n−2
k−2

;
• A(n− 1, k− 1, 1, 1) is

n−1
k−1

× (k− 1)

n−1
k−1

, rows of weight k− 1.
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Then for all n
M(n, n, 1, 1) =
[
(1 . . . 1)
In
]
and M(n, 1, 1, 1) =
[
In
In
]
. (7)
By Lemma 1, Γ (n, n− 1, 1, 1) ∼= Γ (n, 1, 1, 0), the graph considered in Section 4.1.
Proposition 2. For all n ≥ 4 and n ≥ k, all primes p, C = Cp(M(n, k, 1, 1)) has minimum weight k if n > k, 1 if n = k,
and the minimum words are the non-zero scalar multiples of the rows of M(n, k, 1, 1) of weight k or 1, respectively. For n > k,
C = k  nk  ,  nk + n− 1, kp for all p.
Proof. Since Γ (n, k, 1, 1) is connected for k ≥ 2, n ≥ 3, the dimension is as stated by Lemma 1.
We use induction on n, the statement being that the result is true for all k ≤ n. We need to start with n = 4, so we
need to prove our assertion for M(4, k, 1, 1) for 1 ≤ k ≤ 4. Clearly it is true for k = 1, 4, from Eq. (7). Also, by Lemma 1,
Γ (4, 3, 1, 1) ∼= Γ (4, 1, 1, 0), so we can use Proposition 1. Thus we only need to prove it is true for M(4, 2, 1, 1), i.e. that
the minimum weight is 2 and the vectors of weight 2 are the non-zero scalar multiples of the rows of weight 2. Then
M(4, 2, 1, 1) =
 A(3, 2, 1, 1) 0 0B(3, 2, 1, 1) B(3, 1, 1, 1) 00 A(3, 1, 1, 1) I3
0 0 (1, 1, 1)
 =

1 1
1 1
1 1
1 1 1
1 1 1
1 1 1
1 1
1 1
1 1
1 1 1

.
Considering w = (w1, w2, w3) ∈ C = Cp(M(4, 2, 1, 1)) as a combination of multiples of rows, it is clear the rows from
Ri for any i satisfy the assertion. If w is a sum of m rows from R1 and l rows of R2, then since it is easy to check that
Cp(M(3, 2, 1, 1)) ∼ Cp(M(3, 1, 1, 0)) has minimum weight 2, we have wt(w) = wt(w1) + l. If w1 ≠ 0 then wt(w) ≥ 3.
If w1 = 0 then all the rows are taken and so l = 3 = wt(w). Taking rows from R1 and R3 or R4 clearly gives weight ≥ 3.
Similarly rows from R2 and R3 or R4. Takingm rows from R3 and R4 gives wt(w) = m+wt(w3) ≥ m+ (3−m) = 3. Taking
m rows of R1, l rows of R2 and t rows of R3,wt(w) = wt(w1) + wt(w2) + t . If w1 ≠ 0 then wt(w1) ≥ 2, so wt(w) ≥ 3. If
w1 = 0 thenm = l = 3 and the contribution from R2 is a constant vector. As before wt(w) ≥ 3− t + t = 3. Now takingm
rows of R1, l rows of R2 and R4, clearly the weight is at least 3. Takingm rows of R1, l rows of R3 and R4, clearly we get weight
at least 3. Takingm rows of R2, l rows of R3 and R4,wt(w) = 2m+wt(w2)+wt(w3) ≥ 2m+wt(w2)+ 3− l. Ifm > 1 then
wt(w) ≥ 4. Suppose m = 1. Then if wt(w) = 2 then l = 3, and then wt(w2) ≥ 2, so we cannot get weight 2 in this way.
Finally take m rows of R1, l rows of R2, t of R3 and R4, we have wt(w) = wt(w1) + wt(w2) + wt(w3). Again wt(w1) ≥ 2
unless it is 0. If wt(w1) = 2 = wt(w) then w2 = 0 and w3 = 0. The latter implies that t = 3 and all the coefficients are
the same, andw2 = 0 then implies that l = 3 and that the contribution tow1 from R2 is a multiple of ȷ6. This shows thatw
is a multiple of a row of R1. Suppose w1 = 0. Then m = 3 = l, and the contribution to w2 from R2 is a multiple of ȷ3. Thus
wt(w) ≥ 3− t + 3− t = 6− 2t = 2 only if t = 2 and then equality occurs only if all the coefficients in the R3 rows are the
same, and hencew is then a row of R3. This covers all cases and completes the proof forM(4, 2, 1, 1).
Suppose it is true for n− 1 ≥ 4, i.e. for all k ≤ n− 1 the minimum weight and words are as stated. Now consider n ≥ 5
and k ≤ n. If k = n or k = 1 then by Eq. (7) the minimum weight is 1 and the statement is clearly true. If k = n − 1 then
we can use Proposition 1. Thus suppose 2 ≤ k ≤ n − 2. It follows easily that k ≤

n−1
k−1

, so we wish to show that the
minimumweight is k and that the minimumwords are the rows from R1 and R3. We proceed in the same way as we did for
M(4, 2, 1, 1). Letw = (w1, w2, w3) ∈ Cp(M(n, k, 1, 1)). Codewords from Ri for i = 1, 2, 3, 4 clearly satisfy the proposition.
Takem rows from R1 and l rows from R2. Then wt(w) = wt(w1)+ l

n−2
k−2

. If w1 ≠ 0 then wt(w1) ≥ k by induction, since
k < n−1, and sowt(w) > k. Ifw1 = 0 then all the rows have been taken andwt(w2) = (n−2)

n−2
k−2

≥ k

n−2
k−2

> k since
n−2
k−2

> 1. Taking rows from R1 and R3 or R4 clearly gives weight>k. Similarly for rows from R2 and R3 or R4. Takingm rows
from R3 and R4 gives wt(w) = m(k−1)+wt(w3) ≥ m(k−1)+

n−1
k−1

−m ≥ m(k−1)+k−m > k for k > 2. If k = 2 then
wt(w) ≥ m+ (n−1)−m > 2 for n ≥ 4. Takingm rows of R1, l rows of R2 and t rows of R3,wt(w) = wt(w1)+wt(w2)+ t .
If w1 ≠ 0 then wt(w1) ≥ k, so wt(w) ≥ k + 1. If w1 = 0 then m =

n−1
k

, l = n − 1 and the contribution from R2 is a
constant vector. As before wt(w) ≥ 3 − t + t = 3. By induction wt(w2) ≥ k − 1 unless w2 = 0. If wt(w2) = k − 1 then
by induction we have a row of R3 and t = 1. If w2 = 0 then t =

n−1
k−1

= wt(w) > k. Now taking m rows of R1, l rows of
R2 and R4, clearly the weight is at least

n−1
k−1

> k. Taking m rows of R1, l rows of R3 and R4, clearly we get weight at least
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mk + l(k − 1) ≥ k + k − 1 > k. Taking m rows of R2, l rows of R3 and R4,wt(w) = m

n−2
k−1

+ wt(w2) + wt(w3). Since
k ≤ n− 2, k ≤

n−2
k−1

, so wt(w) ≥ mk+ wt(w2)+ wt(w3) = k only ifm = 1 andw2 = 0, w3 = 0. This is possible only if
all the rows of R2 and R3 are taken, and thenm ≠ 1. Thus this does not arise.
Finally takem rows of R1, l rows of R2, t of R3 and R4; wt(w1) ≥ k unless it is 0. If wt(w1) = k = wt(w) thenw2 = 0 and
w3 = 0. The latter implies that t =

n−1
k−1

and all the coefficients are the same, andw2 = 0 then implies that l = n− 1 and
that the contribution tow1 from R2 is a multiple of ȷ. This shows thatw is a multiple of a row of R1. Supposew1 = 0. Then all
the rows of R1 and R2 are taken and the contribution tow2 from R2 is ȷ. Thuswt(w) ≥ (k−1)

n−1
k−1

−t(k−1)+

n−1
k−1

−t > k
if t <

n−1
k−1

− 1. If t =

n−1
k−1

then w = 0; if t =

n−1
k−1

− 1 then, as in the case n = 4, we can get equality only if the
coefficients of the R3 rows are all the same and thenw is the row of R3 that we left out. This covers all cases and completes
the proof of the proposition. 
Corollary 1. For all n ≥ 4 and n > k, Cp(M(n, k, 1, 0)) = [(n− k)
 n
k

,
 n
k
+n−1, n− k]p for all primes p, and the minimum
words are the non-zero scalar multiples of the rows of M(n, k, 1, 0) of weight n− k.
Proof. This follows since Γ (n, k, 1, 0) ∼= Γ (n, n− k, 1, 1) by Lemma 1. 
4.3. M(n, 2, 2, 0)
Note: The proofs of the proposition in this and the next three subsections are entirely similar to that of Proposition 2 and, in
order to focus on the main issue, the reader may wish to pass on to the main results in Section 5 and later.
For Cp(G0(n)), we need, for n ≥ 5:
M(n, 2, 2, 0) =
 A(n− 1, 2, 2, 0) A(n− 1, 2, 1, 0) 0B(n− 1, 2, 2, 0) 0 B(n− 1, 1, 2, 0)0 0 A(n− 1, 1, 2, 0)
0 B(n− 1, 2, 1, 0) 0
 , (8)
where
• A(n− 1, 2, 2, 0) is

n−1
2

×

n−3
2
 
n−1
2

, rows of weight

n−3
2

;
• A(n− 1, 2, 1, 0) is

n−1
2

× (n− 3)

n−1
2

, rows of weight n− 3;
• B(n− 1, 2, 2, 0) is

n−1
2

×

n−3
2
 
n−1
2

, rows of weight

n−3
2

;
• B(n− 1, 2, 1, 0) is (n− 1)× (n− 1)

n−2
2

, rows of weight

n−2
2

;
• A(n− 1, 1, 2, 0) ∼ B(n− 1, 2, 1, 0), B(n− 1, 1, 2, 0) ∼ A(n− 1, 2, 1, 0), so we replace them in the matrix.
We already haveM(n, 2, 1, 0) (∼ M(n, 1, 2, 0)) for n ≥ 4 from Corollary 1.
Proposition 3. For n ≥ 5, all primes p, Cp(M(n, 2, 2, 0)) =
 n
2
  n−2
2

, n(n− 1)− 1,

n−2
2

p
and the words of minimum
weight are the non-zero scalar multiples of the rows of M(n, 2, 2, 0).
Proof. For n ≥ 5,Γ (n, 2, 2, 0) is connected and thus the dimension is as stated by Lemma 1.
Γ (n, 2, 2, 0) has n(n− 1) vertices, valency

n−2
2

, and
 n
2
  n−2
2

edges. We need to start our induction at n = 5 where
M(5, 2, 2, 0) =
 I6 A(4, 2, 1, 0) 0I6 0 A(4, 2, 1, 0)0 0 B(4, 2, 1, 0)
0 B(4, 2, 1, 0) 0
 ,
using Eq. (8). The matrixM(5, 2, 2, 0) is 20 × 30, with all rows of weight 3, and A(4, 2, 1, 0) is 6 × 12, with row weight 2,
while B(4, 2, 1, 0) is 4 × 12, of row weight 3. We look at vectors w = (w1, w2, w3) ∈ C = Cp(M(5, 2, 2, 0)). Clearly any
sum of vectors from one of the Ri will only give weight 3 if a single row is taken. Suppose we have a sum of k rows from R1
and l rows from R2. Then wt(w) ≥ 4, and similarly for R1 and R3. For k rows from R1 and l from R4,wt(w) = k + wt(w2).
If w2 = 0 then k = 6; if w2 ≠ 0 then wt(w2) ≥ 2 with equality only if it is a row of A(4, 2, 1, 0), (by Corollary 1), which is
not possible. Similarly for from R2 and R3. Rows from R2 and R4, or R3 and R4 clearly give weight>3. Taking k rows from R1,
l rows from R2 andm from R3,wt(w) = wt(w1)+ 2k+ wt(w3) > 3 if k > 1. So take k = 1. Then if w3 ≠ 0,wt(w) ≥ 4. If
w3 = 0 then all rows of R2 have been taken, and hence wt(w1) ≥ 5. Taking k rows from R1, l rows from R3 and m from R4,
wt(w) = k+wt(w2)+ 3l ≥ 4. Similarly for k rows from R2, l rows from R3 andm from R4. So finally take k rows from R1, l
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rows from R2,m from R3, and t rows from R4. Then wt(w) = wt(w1)+wt(w2)+wt(w3) ≥ 1+ 2+ 2 > 3 if none of thewi
are 0. If w2 = 0 then k = 6 and t = 4, so wt(w) ≥ 6 − l + wt(w3). If l = 6 and w3 ≠ 0 then it has weight 3m = 3 only if
m = 1 and we have a row of R3. Ifw3 = 0 then l = 6 andm = 4, and wt(w1) = 6 or 0. So ifw3 ≠ 0,wt(w) ≥ 6− l+ 2 ≥ 3
with equality only if l = 5 and thenm = 4, and we get a row of R2. Assuming initially thatw3 = 0 gives the same argument.
So suppose we havew1 = 0. Then wt(w2) ≥ 3 and wt(w3) ≥ 3. This completes the argument for n = 5.
Now argue by induction, assuming it is true for n − 1 ≥ 5. In Eq. (8), the code spanned by the rows of C1 has minimum
weight

n−3
2

, by the induction hypothesis, and that by C2 and C3 minimumweight n− 3. Ifw = (w1, w2, w3) ∈ C is from
a sum of vectors in any of the Ri then clearly only a row will give weight

n−2
2

. Suppose we have a sum of k rows from R1
and l rows from R2. Then wt(w) = wt(w1)+ k(n− 3)+ l(n− 3) ≥

n−3
2

+ (k+ l)(n− 3) >

n−2
2

ifw1 ≠ 0. Ifw1 = 0
then k = l =

n−1
2

, so wt(w) >

n−2
2

. Rows from R1 and R3 clearly give weight >

n−2
2

. Taking k rows from R1 and l
from R4 gives wt(w) = k

n−3
2

+ wt(w2). If w2 ≠ 0 then wt(w2) ≥ (n − 3) and so wt(w) =

n−2
2

only if k = 1, we
have a row of R1; but this cannot happen since l ≥ 1. If w2 = 0 then k =

n−1
2

and wt(w) =

n−3
2
 
n−1
2

>

n−2
2

.
Taking rows from R2 and R3 is the same as the previous case, since B(n − 1, 2, 2, 0) ∼ A(n − 1, 2, 2, 0), and R2 and R4 is
clear as well. For k rows for R3 and l from R4,wt(w) = (k + l)

n−2
2

>

n−2
2

. Taking k rows from R1, l rows from R2 and
m rows from R3,wt(w) = wt(w1) + k(n − 3) + wt(w3). If w1 = 0 then k =

n−1
2

and wt(w) >

n−2
2

. If w1 ≠ 0
then wt(w) ≥

n−3
2

+ k(n − 3) + wt(w3) ≥

n−2
2

with equality only if k = 1, w3 = 0, so that l =

n−2
2

and this is
impossible. Taking k rows from R1, l rows from R3 and m rows from R4, wt(w) = k

n−3
2

+ wt(w2) + l

n−2
2

>

n−2
2

.
Next, k rows from R2, l rows from R3 and m rows from R4, is ruled out similarly. Finally, k rows from R1, l from R2,m from
R3, and t from R4,wt(w) = wt(w1) + wt(w2) + wt(w3). If w1 = 0 then all the rows of R1 and R2 have been taken, so
wt(w2)+wt(w3) ≥ 2

n−2
2

. Ifw1 ≠ 0 then wt(w) ≥

n−3
2

+wt(w2)+wt(w3). Ifw2 ≠ 0 andw3 = 0 then all the rows
of R2 and R3 have been taken and we get wt(w) ≥

n−2
2

with equality only if t = n−1 and all but one row of R1 is taken. If
bothw2 = 0 andw3 = 0 then we either get 0 or wt(w) = wt(w1) =

n−3
2
 
n−1
2

>

n−2
2

. This completes the proof. 
4.4. M(n, 3, 2, 0)
For Cp(G0(n)), we need, for n ≥ 6:
M(n, 3, 2, 0) =
 A(n− 1, 3, 2, 0) A(n− 1, 3, 1, 0) 0B(n− 1, 3, 2, 0) 0 B(n− 1, 2, 2, 0)0 0 A(n− 1, 2, 2, 0)
0 B(n− 1, 3, 1, 0) 0
 , (9)
where
• A(n− 1, 3, 2, 0) is

n−1
3

×

n−4
2
 
n−1
3

, rows of weight

n−4
2

;
• A(n− 1, 3, 1, 0) is

n−1
3

× (n− 4)

n−1
3

, rows of weight n− 4;
• B(n− 1, 3, 2, 0) is

n−1
2

×

n−3
3
 
n−1
2

, rows of weight

n−3
3

;
• A(n− 1, 2, 2, 0) and B(n− 1, 2, 2, 0) are

n−1
2

×

n−1
2
 
n−3
2

, rows of weight

n−3
2

;
• B(n− 1, 3, 1, 0) is n− 1× (n− 1)

n−2
3

, rows of weight

n−2
3

.
We haveM(n, 3, 1, 0) (for n ≥ 4) fromCorollary 1 andM(n, 2, 2, 0) fromProposition 3. Further,Γ (n, 3, 2, 0) has valency
n−3
2

and

n−2
3

, and

n−3
2

<

n−2
3

for n ≥ 6.
Proposition 4. For n ≥ 6, all primes p, Cp(M(n, 3, 2, 0)) =

n−3
2
  n
3

,

n+1
3

− 1,

n−3
2

p
and the minimum words are
the non-zero scalar multiples of the rows of M(n, 3, 2, 0) of this weight.
Proof. For n ≥ 6,Γ (n, 3, 2, 0) is connected and thus the dimension is as stated by Lemma 1.
We need look first at M(6, 3, 2, 0) to establish an induction base. We need to show that the minimum weight is 3 and
that the rows of R1 and R3 give all the minimumwords. The code spanned by rows of C1, i.e. Cp(M(5, 3, 2, 0)), has minimum
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weight 1; that spanned by the rows of C2 has minimumweight 2, and that by rows of C3 minimumweight 3, and the words
of the minimum weight are the non-zero scalar multiples of the rows, by Corollary 1 and Proposition 3 respectively. Let
w = (w1, w2, w3) ∈ Cp(M(6, 3, 2, 0)). Clearly any sum of vectors from one of the Ri will only give weight 3 or 4 if a single
row is taken. Suppose we have a sum of k rows from R1 and l rows from R2. Then wt(w) = wt(w1) + 2k + 3l > 3.
Taking k rows from R1 and l rows from R3, wt(w) = k + 2k + 3l > 3. Taking k rows from R1 and l rows from R4,
wt(w) = k + wt(w2) ≥ k + 2 ≥ 3 if w2 ≠ 0, and equality is impossible. If w2 = 0 then k = 10. Taking k rows from
R1, l rows from R2 and m rows from R3,wt(w) = wt(w1) + 2k + wt(w3). If w3 ≠ 0 then wt(w3) ≥ 3 and wt(w) > 3.
If w1 = 0 then l = 10 and wt(w) ≥ 10 − k + 2k > 3. Taking k rows from R1, l rows from R3 and m rows from
R4,wt(w) = k+wt(w2)+3m > 3. Taking k rows fromR2, l rows fromR3 andm rows fromR4,wt(w) = k+4m+wt(w3) > 3.
Finally, taking k rows from R1, l rows from R2,m rows from R3, and t from R4,wt(w) = wt(w1)+wt(w2)+wt(w3) ≠ 0,
so they are not all 0. If both w2 = 0 and w3 = 0 then wt(w) = wt(w1) = 10. If w3 = 0, then we can get a weight-3 vector
from a row of R1 if t = 5 and k = 9, and this is the only way to get weight-3. Ifw2 = 0 then wt(w) ≥ 10− l+ 3 which is 3
only if l = 10 andm = 1, giving a row of R3. This completes the induction base.
Now suppose the assertion is true for n − 1 ≥ 6. Let C = Cp(M(n, 3, 2, 0)). Thus suppose the code spanned by C1
has minimum weight

n−4
2

and the words of this weight are the multiples of the rows of A(n − 1, 3, 2, 0). As in the
case n = 6, we know that the code spanned by C2 has minimum weight n − 4, and that by C3 minimum weight

n−3
2

.
Let w = (w1, w2, w3) ∈ C and again we can start at a sum of k rows from R1 and l rows from R2. Then wt(w) =
wt(w1)+ k(n− 4)+ l

n−3
2

>

n−3
2

. Taking k rows from R1 and l rows from R3,wt(w) = k

n−3
2

+ l

n−3
2

>

n−3
2

.
Taking k rows from R1 and l rows from R4,wt(w) = k

n−4
2

+ wt(w2). If w2 = 0 then k =

n−1
3

, so wt(w) >

n−3
2

. If
w2 ≠ 0 thenwt(w2) ≥ n−4 and thus wt(w) ≥ k

n−4
2

+ (n−4) >

n−3
2

unless k = 1 andwt(w2) = n−4, andwe have
a row of R1, but this cannot be obtained in this way. Taking k rows from R2 and l rows from R3,wt(w) = k

n−3
3

+wt(w3).
If w3 = 0 then k =

n−1
2

, making w too large; otherwise wt(w3) ≥

n−3
2

so again w is too large. Taking k rows from
R2 and l rows from R4,wt(w) = k

n−2
3

+ l

n−2
3

>

n−3
2

. Clearly rows from R3 and R4 will also give vectors of weight
larger than

n−3
2

.
Next take k rows from R1, l rows from R2, andm rows from R3. Thenwt(w) = wt(w1)+k(n−4)+wt(w3). Ifw1 = 0 then
k =

n−1
3

and wt(w) >

n−3
2

since n ≥ 4. If w1 ≠ 0 then wt(w1) ≥

n−4
2

, and wt(w) ≥

n−4
2

+ k(n − 4) ≥

n−3
2

with equality only if we have just one row. This cannot happen in this situation. Taking rows from R1, R3 and R4 clearly give
weight>

n−3
2

, and R2, R3 and R4 similarly.
Finally, taking k rows fromR1, l rows fromR2,m rows fromR3, and t fromR4,wt(w) = wt(w1)+wt(w2)+wt(w3) ≠ 0, so
they are not all 0. If bothw2 = 0 andw3 = 0 then wt(w) = wt(w1) =

n−4
2
 
n−1
3

>

n−3
2

. Ifw3 = 0, then all the rows
of R2 and R3 have been taken, andwt(w) ≥

n−4
2

+ (n−4) ≥

n−3
2

unless k =

n−1
3

−1 and t = n−1 andwe get a row
of R1. Ifw2 = 0 thenwt(w) ≥

n−3
3

+

n−3
2

>

n−3
2

. Ifw1 = 0 andw2, w3 ≠ 0, thenwt(w) ≥ n−4+

n−3
2

>

n−3
2

.
This completes all the cases and proves the proposition. 
4.5. M(n, 2, 2, 1)
For Cp(G1(n)), we need, for n ≥ 4:
M(n, 2, 2, 1) =
 A(n− 1, 2, 2, 1) A(n− 1, 2, 1, 1) 0 0B(n− 1, 2, 2, 1) 0 B(n− 1, 1, 2, 1) 00 0 A(n− 1, 1, 2, 1) A(n− 1, 1, 1, 0)
0 B(n− 1, 2, 1, 1) 0 B(n− 1, 1, 1, 0)
 , (10)
where
• A(n− 1, 2, 2, 1) and B(n− 1, 2, 2, 1) are

n−1
2

× 2(n− 3)

n−1
2

, rows of weight 2(n− 3);
• A(n− 1, 2, 1, 1) and B(n− 1, 1, 2, 1) are

n−1
2

× 2

n−1
2

, rows of weight 2;
• A(n− 1, 1, 2, 1) and B(n− 1, 2, 1, 1) are (n− 1)× 2

n−1
2

, rows of weight n− 2;
• A(n− 1, 1, 1, 0) and B(n− 1, 1, 1, 0) are (n− 1)× (n− 1)(n− 2), rows of weight n− 2.
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Proposition 5. For n ≥ 4, all primes p, Cp(M(n, 2, 2, 1)) = [n(n − 1)(n − 2), n(n − 1) − 1, 2(n − 2)]p, and the minimum
words are the non-zero scalar multiples of the rows of M(n, 2, 2, 1).
Proof. For n ≥ 4,Γ (n, 2, 2, 1) is connected and thus the dimension is as stated by Lemma 1.
Consider the 12×24matrixM(4, 2, 2, 1) and notice that each of its four column blocks have essentially the samematrix
entry with minimum weight 2. It is routine to check that the minimum weight is 4 and the weight-4 vectors are only the
multiples of the rows of the matrix.
Suppose the result is true for n− 1 ≥ 4. Thus all the column blocks in the matrix of Eq. (10) have the asserted property,
as mentioned above, and by the induction hypothesis. Thus the minimumweights of the codes spanned by the four column
blocks are 2(n− 3), 2, 2, n− 2. Let C = Cp(M(n, 2, 2, 1)).
Let w = (w1, w2, w3, w4) ∈ C and consider w as a sum of multiples of rows from Ri, 1 ≤ i ≤ 4. Clearly any row
block satisfies the lemma, so take k rows from R1, and m rows from R2. Then wt(w) = wt(w1) + 2k + 2m. If w1 ≠ 0
then wt(w) ≥ 2(n − 3) + 4 = 2n − 2 > 2n − 4. If w1 = 0 then m = k =

n−1
2

and w2, w3 are both ȷ of
length 2

n−1
2

. But 4

n−1
2

> 2(n − 2) for n ≥ 3. Taking R1 and R3 is clear, so now take k rows from R1, and m rows
from R4. Then wt(w) = 2k(n − 3) + wt(w2) + m(n − 2) ≥ 2(n − 3) + (n − 2) > 2(n − 2) for n > 4. Taking
k rows from R2, and m rows from R3 is the same case, and R2 and R4 is clear. Taking k rows from R3, and m rows from
R4,wt(w) = m(n− 2)+ k(n− 2)+ wt(w4) > 2(n− 2) if at least one of k,m > 1. If k = m = 1 then w4 ≠ 0 and so has
weight at least n− 2. So we cannot get weight 2(n− 2) from this combination.
Now take k rows from R1, l rows from R2 andm from R3. Then wt(w) = wt(w1)+ 2k+wt(w3)+m(n− 2) > 2(n− 2)
if m > 1. So take m = 1. If w1 = 0 then k =

n−1
2

, so 2k = (n − 1)(n − 2) > 2(n − 2) for n ≥ 4. If
w1 ≠ 0 then wt(w1) ≥ 2(n − 3) and wt(w) ≥ 2(n − 3) + 2k + (n − 2) > 2(n − 2). Next take k rows from R1, l
rows from R2 and m from R4. Then wt(w) = wt(w1) + wt(w2) + 2l + m(n − 2) > 2(n − 2) if m > 1. Thus take
m = 1. If w1 = 0 then l =

n−1
2

and wt(w) ≥ (n − 1)(n − 2) + (n − 2) > 2(n − 2) for n ≥ 3. If w1 ≠ 0
then wt(w) ≥ 2(n − 3) + 2l + (n − 2) > 2(n − 2) for n ≥ 3. Taking k rows from R1, l rows from R3 and m from
R4,wt(w) = 2(n − 3)k + wt(w2) + l(n − 2) + wt(w4) > 2(n − 2) for n ≥ 5. Now taking k rows from R2, l rows from R3
andm from R4,wt(w) = 2k(n− 3)+m(n− 2)+wt(w3)+wt(w4) ≥ 2(n− 3)+ (n− 2) > 2(n− 2) for n > 4.
Finally, take k rows from R1, l rows from R2 and m from R3, t rows from R4. Then if none of the wi = 0 then wt(w) ≥
2(n − 3) + 2 + 2 + (n − 2) > 2(n − 2). Suppose w1 = 0. Then k = l =

n−1
2

, so wt(w2),wt(w3) ≥ n − 2 and
wt(w) ≥ 2(n−2)+wt(w4) > 2(n−2) unlessw4 = 0. But then all the rows are taken andw = 0. Thus we assumew1 ≠ 0,
and hence has weight at least 2(n − 3). If w4 ≠ 0 then wt(w4) ≥ n − 2, so wt(w) ≥ 2(n − 3) + (n − 2) > 2(n − 2) for
n > 4. Suppose w4 = 0. Then m = t = n− 1. Since w1 ≠ 0, we cannot have both w2 = 0 and w3 = 0. If neither is 0 then
wt(w) > 2(n− 3)+ 4 > 2(n− 2). Supposew2 = 0. Then all the rows of R1 were taken, and wt(w1) = 2(n− 3) only if all
but one of the rows of R2 are taken, in which case we just get a multiple of that row. Similarly ifw3 = 0. This completes the
proof. 
4.6. M(n, 3, 2, 1)
Also for Cp(G1(n)), we need, for n ≥ 5:
M(n, 3, 2, 1) =
 A(n− 1, 3, 2, 1) A(n− 1, 3, 1, 1) 0 0B(n− 1, 3, 2, 1) 0 B(n− 1, 2, 2, 1) 00 0 A(n− 1, 2, 2, 1) A(n− 1, 2, 1, 0)
0 B(n− 1, 3, 1, 1) 0 B(n− 1, 2, 1, 0)
 . (11)
Here
• A(n− 1, 3, 2, 1) is

n−1
3

× 3(n− 4)

n−1
3

, rows of weight 3(n− 4);
• A(n− 1, 3, 1, 1) is

n−1
3

× 3

n−1
3

, rows of weight 3;
• B(n− 1, 3, 2, 1)

n−1
2

× 3(n− 4)

n−1
3

, rows of weight 2

n−3
2

;
• A(n− 1, 2, 2, 1) and B(n− 1, 2, 2, 1) are

n−1
2

× 2(n− 3)

n−1
2

, rows of weight 2(n− 3);
• A(n− 1, 2, 1, 0) is

n−1
2

× (n− 3)

n−1
2

, rows of weight n− 3;
• B(n− 1, 2, 1, 0) is (n− 1)× (n− 3)

n−1
2

, rows of weight

n−2
2

;
• B(n− 1, 3, 1, 1) is (n− 1)× 3

n−1
3

, rows of weight

n−2
2

.
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For n − 1 ≥ 4,M(n − 1, 3, 1, 1) has been dealt with in Proposition 2; for n − 1 ≥ 4,M(n − 1, 2, 1, 0) is dealt with in
Corollary 1; for n ≥ 4,M(n, 2, 2, 1) is covered by Proposition 5.
Proposition 6. For n ≥ 5, all primes p, Cp(M(n, 3, 2, 1)) = [3(n − 3)
 n
3

,

n+1
3

− 1, 3(n − 3)]p and the minimum words
are the non-zero scalar multiples of the rows of M(n, 3, 2, 1) of this weight.
Proof. For n ≥ 5,Γ (n, 3, 2, 1) is connected and thus the dimension is as stated by Lemma 1.
Consider the matrixM(n, 3, 2, 1) from Eq. (11), n ≥ 5. Let C = Cp(M(n, 3, 2, 1)). The rows ofM(n, 3, 2, 1) have weight
3(n − 3) and (n − 2)(n − 3). For n = 5 we have Γ (5, 3, 2, 1) ∼= Γ (5, 2, 2, 1), by Lemma 1, and this was covered by
Proposition 5. Thus we can use induction and suppose the result is true for n − 1 where n − 1 ≥ 5. Thus all the column
blocks in the matrix of Eq. (11) have the asserted property, as mentioned before, and by the induction hypothesis. Thus
the minimum weights of the codes spanned by the four column blocks are 3(n − 4), 3, 2(n − 3) and n − 3, respectively.
Let w = (w1, w2, w3, w4) ∈ C and consider w as a sum of multiples of rows from Ri, 1 ≤ i ≤ 4. Clearly any row block
satisfies the lemma, so take k rows from R1, and m rows from R2. Then wt(w) = wt(w1) + 3k + 2m(n − 3) > 3(n − 3)
if m ≥ 2. Suppose m = 1. If w1 ≠ 0 then wt(w1) ≥ 3(n − 4) so wt(w) ≥ 3(n − 4) + 3 + 2(n − 3) > 3(n − 3). If
w1 = 0 then all the rows of R2 have been taken, contradictingm = 1. So we cannot get vectors of weight 3(n− 3) or less in
this way. Taking rows from R1 and R3 clearly gives weight >3(n − 3). Similarly k rows from R1, and m rows from R4 gives
wt(w) = 3k(n− 4)+ wt(w2)+ m

n−2
2

≥ 3(n− 4)+

n−2
2

> 3(n− 3) for n > 5. Taking k rows from R2, and m rows
from R3 gives wt(w) = 2k

n−3
2

+ wt(w3) + m(n − 3) > 3(n − 3) if k ≥ 2 for n ≥ 5. So suppose k = 1. Then w3 ≠ 0,
so wt(w3) ≥ 3 and wt(w) ≥ 2

n−3
2

+ 3+ (n− 3) > 3(n− 3) for all n ≥ 3. Rows from R2 and R4 clearly give vectors of
weight>3(n− 3). Taking k rows from R3, andm rows from R4 gives wt(w) = m

n−2
2

+ 2k(n− 3)+wt(w4) > 3(n− 3)
for n ≥ 5.
Now take k rows from R1, l rows from R2 andm from R3. Thenwt(w) = wt(w1)+3k+wt(w3)+m(n−3). Ifw1 = 0 then
k =

n−1
3

and 3k = 12 (n−1)(n−2)(n−3) > 3(n−3) for n > 4. Ifw1 ≠ 0 thenwt(w) ≥ 3(n−4)+3k+m(n−3) > 3(n−3).
Take k rows from R1, l rows from R2 and m from R4. Then wt(w) = wt(w1) + wt(w2) + 2l(n − 3) + m

n−2
2

> 3(n − 3)
for n ≥ 5. Take k rows from R1, l rows from R3 and m from R4. Then wt(w) = 3k(n − 4) + wt(w2) + 2l(n − 3) +
wt(w4) ≥ 3(n − 4) + 2(n − 3) > 3(n − 3) for n ≥ 5. Take k rows from R2, l rows from R3 and m from R4. Then
wt(w) = 2k

n−3
2

+m

n−2
2

+wt(w3)+wt(w4) ≥ 2

n−3
2

+

n−2
2

> 3(n− 3) for n ≥ 6.
Finally, take k rows from R1, l rows from R2 and m from R3, t rows from R4. If none of the wi = 0 then wt(w) ≥
3(n−4)+3+2(n−3)+ (n−3) > 3(n−3). Ifw1 = 0 then all the rows of R1 and R2 are taken and hence wt(w2) ≥

n−2
2

unless w2 = 0. If w2 ≠ 0 and w3 = 0 then all the rows of R3 were taken, so wt(w4) ≥

n−2
2

since not all the rows of R4
have been taken (since w2 ≠ 0). Then wt(w) ≥ 2

n−2
2

= (n − 2)(n − 3) > 3(n − 3) for n ≥ 6. If w2 ≠ 0 and w3 ≠ 0
then wt(w) ≥

n−2
2

+ 2(n− 3) > 3(n− 3) for n ≥ 5. If w2 = 0 then all the rows of R4 are taken and wt(w) ≥ 3(n− 3)
with equality only if it is a row of R3. Now suppose w1 ≠ 0, so wt(w) ≥ 3(n − 4) + wt(w2) + wt(w3) + wt(w4). Not
all the wi for i = 2, 3, 4 are 0 since w ≠ 0. If w3 ≠ 0 then wt(w) ≥ 3(n − 4) + 2(n − 3) > 3(n − 3) for n ≥ 5. So
suppose w3 = 0. Then all the rows of R2 and R3 have been taken and either w4 = 0 or wt(w4) ≥

n−2
2

. If the latter then
wt(w) ≥ 3(n − 4) +

n−2
2

> 3(n − 3) for n ≥ 6; if w4 = 0 then all rows of R4 have been taken and the only way to get
wt(w) = 3(n− 3) is to take all but one of the rows of R1. This covers all cases and proves the result. 
5. Codes from incidence matrices for Tn and T cn
Next we consider incidence matrices of the triangular graph Tn = Γ (n, 2, 1) and its complement T cn = Γ (n, 2, 0), as
defined in Section 3.2. Codes from incidence matrices for Tn were considered in [11,19]. The result obtained is:
Result 3. Let Gn be a
 n
2
×  n2  (n− 2) incidence matrix for the triangular graph Tn. Then
1. for n ≥ 3, C2(Gn) =
 n
2

(n− 2),  n2 − 1, 2(n− 2)2 and the words of weight 2(n− 2) are the rows of Gn;
2. for n ≥ 4 and p odd, Cp(Gn) =
 n
2

(n− 2),  n2  , 2(n− 2)p; for n ≥ 5 the words of weight 2(n − 2) are the non-zero
scalar multiples of the rows of Gn.
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We consider now the graph T cn and denote an incidence matrix for T
c
n by Gn, which is
 n
2
 × 3  n4 . We order the rows
such that the vertices not containing n are taken for the first set, R1, of rows, followed by the set R2 for vertices containing
n. Thus Gn can be written as
Gn =
[
Gn−1 A(n− 1, 2, 1, 0)
0 B(n− 1, 2, 1, 0)
]
=
[
Gn−1
0 M(n− 1, 2, 1, 0)
]
, (12)
whereM(n− 1, 2, 1, 0) is as defined in Section 4.
Lemma 3. If G5 is a 10× 15 incidence matrix for T c5 , then Cp(G5) = [15, 10, 3]p for p odd, and C2(G5) = [15, 9, 3]2.
Proof. We can use Magma for p = 2. Thus take p odd. Since ({1, 2}, {3, 4}, {1, 5}, {2, 3}, {4, 5}) is a closed path of odd
length and G5 is connected, dim(Cp(G5)) = 10 for p odd, by Result 2.
For w ∈ Cp(G5), write w = (w1, w2) where w1 has length 3, w2 has length 12. If w is a sum of k rows ri of R1 then
wt(w) = wt(w1)+ 2k. If k ≥ 2 then wt(w) ≥ 4. If k = 1 then we have just one row of weight 3. Ifw is a sum of l rows si of
R2 then wt(w) = 3l ≥ 3.
Ifw is a sum of k rows of R1 and l rows of R2 then wt(w2) ≥ 2 unlessw2 = 0 which happens when k = 6 and l = 4 and
the top six rows have coefficient a, the bottom four −a. Then wt(w1) = 3. If wt(w2) = 2 then w2 is a row of A(4, 2, 1, 0),
say the first, and thenw =∑4i=1 si −∑6i=2 ri and we get wt(w) ≥ 3. 
Note: For p odd, there are more words of weight 3 in Cp(G5) than scalar multiples of the rows of G5: for example,∑6
i=1 ri −
∑4
j=1 sj = (2, 2, 2, 0, . . . , 0). For p = 2, by Magma, the rows of G5 give the only words of weight 3.
Proposition 7. Let Gn denote a
 n
2
 × 3  n4  incidence matrix for the graph T cn . For n ≥ 6, letting εp = 0 if p is odd, εp = 1 if
p = 2,
Cp(Gn) =
[
3
n
4

,
n
2

− εp,

n− 2
2
]
p
and the words of weight

n−2
2

are the non-zero scalar multiples of the rows of Gn.
Proof. From the form of Gn shown in Eq. (12), we can use Corollary 1 (which holds for n ≥ 5) for the induction, and Lemma 3
for the induction base. The rank is as stated, by Result 2, since T cn is connected and has closed paths of odd length.
Letw = (w1, w2) ∈ Cp(Gn). First take p odd,Gn as in Eq. (12), and n ≥ 6. From Lemma 3, theminimumweight of Cp((G5))
is

n−2
2

= 3 for n = 5, so we assume it is

n−3
2

for Gn−1, n− 1 ≥ 5, and use induction to show that the minimumweight
for Gn is

n−2
2

and at the same time show that the only words of this weight are the multiples of the rows for n ≥ 6. Note
thatw1 has length 3

n−1
4

andw2 has length 3

n−1
3

.
Ifw is a sum of k rows of R1 then wt(w) = wt(w1)+ k(n− 3) ≥

n−3
2

+ k(n− 3) =

n−2
2

+ (k− 1)(n− 3) ≥

n−2
2

with equality only if k = 1. If w is a sum of k rows of R2 then wt(w) = wt(w2) = k

n−2
2

≥

n−2
2

with equality only if
k = 1.
If w is a sum of k rows of R1 and l rows of R2 then wt(w1) ≥

n−3
2

and wt(w2) ≥ n − 3 or w2 = 0. If w2 = 0 then all
the rows of R1, R2 are taken and hence w1 = 2ȷ of weight 18 (n − 1)(n − 2)(n − 3)(n − 4) >

n−2
2

for n > 5. If w2 ≠ 0
then wt(w) ≥

n−3
2

+ (n− 3) ≥

n−2
2

with equality only ifw2 is a row of R1. This can only happen here if l = n− 1 and
k =

n−1
2

− 1, with coefficients α and−α. This is a scalar multiple of a row of Gn, since the rows of Gn−1 sum to 2ȷ.
Now take p = 2, so that, by Magma, we know the words of weight

n−2
2

are the rows for n = 5, 6. Assume the result is
true forn−1 ≥ 5. Ifw is a sumof k rows ofR1 thenwt(w) = wt(w1)+k(n−3) ≥

n−3
2

+k(n−3) =

n−2
2

+(k−1)(n−3) ≥
n−2
2

with equality only if k = 1, unless w1 = 0. If w1 = 0 then k =

n−1
2

and so wt(w) = (n − 3)

n−1
2

>

n−2
2

for n ≥ 4. If w is a sum of k rows of R2 then we can use the same argument as for p odd. If w is a sum of k rows of R1 and l
rows of R2 then if w1 = 0 all the rows of R1 are taken, and we get wt(w2) ≥

n−2
2

with equality only ifw is a row of R2. If
w1 ≠ 0 then wt(w1) ≥

n−3
2

and wt(w) ≥

n−3
2

+ (n− 3) since we cannot havew2 = 0 unlessw1 = 0. We get equality
only if we have a row of R1, by the induction hypothesis. 
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6. Incidence matrices of graphs on 3-sets
Weconsider now the codes from incidencematricesGi(n), for i = 0, 1, 2, of the graphs Ai(n) = Γ (n, 3, i), respectively, as
defined in Section 3.1. Apart from trivial small cases, Aut(Ai(n)) = Sn, the symmetric group of degree n. In all cases we order
the rows of Gi(n) such that the 3-sets not containing n are taken first. These rows are denoted by R1, and those containing
n are denoted by R2. We order the columns such that the edges between members of R1 are taken first, followed by edges
(if any) between members of R2; finally take edges between members of R1 and R2.
6.1. Graph A0(n)
Taking n ≥ 6 to avoid null cases, A0(n) has
 n
3

vertices, valency v0 =

n−3
3

, and e0 = 12

n−3
3
  n
3

edges. Thus, for
n ≥ 7, if G0(n) denotes a
 n
3
× 12  n−33   n3  incidence matrix for A0(n),
G0(n) =
[
G0(n− 1) A(n− 1, 3, 2, 0)
0 B(n− 1, 3, 2, 0)
]
=
[
G0(n− 1)
0 M(n− 1, 3, 2, 0)
]
, (13)
whereM(n− 1, 3, 2, 0) is as defined in Section 4, and
• G0(n− 1) is

n−1
3

× 12

n−4
3
 
n−1
3

, rows of weight

n−4
3

;
• A(n− 1, 3, 2, 0) is

n−1
3

×

n−4
2
 
n−1
3

, rows of weight

n−4
2

, one non-zero entry per column;
• B(n− 1, 3, 2, 0) is

n−1
2

×

n−3
3
 
n−1
2

, rows of weight

n−3
3

, one non-zero entry per column.
Proposition 8. Let G0(n) denote a
 n
3
 × 12  n−33   n3  incidence matrix for the graph A0(n). For n ≥ 7, letting εp = 0 if p is
odd, εp = 1 if p = 2,
Cp(G0(n)) =
[
1
2

n− 3
3
n
3

,
n
3

− εp,

n− 3
3
]
p
and the words of minimum weight are the non-zero scalar multiples of the rows of G0(n). For n = 8, Cp(G0(n))⊥ has minimum
weight 4 for all p; for n ≥ 9Cp(G0(n))⊥ has minimum weight 4 for p odd, 3 for p = 2.
Proof. For n ≥ 7, A0(n) is connected and has closed paths of length 7, for example:
({1, 2, 3}, {4, 5, 6}, {1, 2, 7}, {3, 4, 5}, {1, 6, 7}, {2, 3, 4}, {5, 6, 7}),
so rankp(G0(n)) =
 n
3
− εp by Result 2.
We prove the statement about the minimum words by induction, starting with the induction base at n = 7. Let
C = Cp(G0(n)) and take n = 7. Then

n−3
3

= 4 is the valency of A0(7), and
G0(7) =
[
G0(6) A(6, 3, 2, 0)
0 B(6, 3, 2, 0)
]
=
[
G0(6)
0 M(6, 3, 2, 0)
]
, G0(6) =
[
I10
I10
]
, (14)
and M(6, 3, 2, 0) has minimum weight 3 by Proposition 4. The rows of B(6, 3, 2, 0) have weight 4. If w = (w1, w2) ∈
Cp(G0(6)) is a sum of rows in R1 or rows in R2 then clearly the assertion is true. Letw be a sum of k rows from R1 and l rows
from R2. Then wt(w) = wt(w1)+ wt(w2). If w2 = 0 then k = 20 and w1 = 0 if p = 2, and w1 = 2ȷ10 if p is odd. So either
w = 0 or it has weight 10. If w2 ≠ 0 then wt(w2) ≥ 3 with equality only if it is a row of A. So wt(w) ≥ wt(w1) + 3 ≥ 4
with equality only if it is a row of R1. This gives the induction base.
Now assume the assertion is true for n − 1 ≥ 7. So G0(n − 1) has minimum weight

n−4
3

and the rows of the matrix
give the minimum vectors, and M(n − 1, 3, 2, 0) has minimum weight

n−4
3

and the rows of A(n − 1, 3, 2, 0) give the
minimum vectors, by Proposition 4. Let w ∈ C be a sum of k rows of R1. Then wt(w) = wt(w1)+ k

n−4
2

. If w1 ≠ 0, then
wt(w) ≥

n−4
3

+ k

n−4
2

≥

n−3
3

with equality only if k = 1 and we have a row. If w1 = 0 then p = 2 and k =

n−1
3

,
so wt(w) =

n−1
3
 
n−4
2

>

n−3
3

. Ifw is a sum of k rows of R2 then wt(w) = k

n−3
3

=

n−3
3

only if k = 1.
Now take w to be a sum of k rows of R1 and l rows of R2. So wt(w) = wt(w1) + wt(w2) ≥

n−4
2

+

n−4
3

≥

n−3
3

if w1 ≠ 0 and w2 ≠ 0. If p is odd we cannot have equality since this sum cannot be one row in this case. If p = 2 we
can get one row by taking all but one of all the rows of G0(n). If w1 = 0 (so p = 2) then all the rows of R1 are taken and
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wt(w2) = l

n−3
3

=

n−3
3

only if l = 1 and we have a row. If w2 = 0 then w1 = 0 if p = 2 and if p is odd, w1 is a scalar
multiple of ȷ of length 12

n−4
3
 
n−1
3

>

n−3
3

. This completes the proof concerning the minimum weight.
For the dual code, for n ≥ 8 there are closed paths of length 4, but none of length 3 unless n ≥ 9. Thus Result 1 gives the
statement, since it is easy to show that there cannot be words of smaller weight. 
Note: There are no closed paths of length 4 in A0(7), so we cannot produce weight-4 vectors as in Result 1; however, it has
paths of length 6, for example:
({1, 2, 6}, {4, 5, 7}, {1, 3, 6}, {2, 5, 7}, {1, 4, 6}, {3, 5, 7}).
Writing this path as (X1, . . . , X6) then
3−
i=1
v[X2i−1,X2i] −
2−
i=1
v[X2i,X2i+1] − v[X6,X1] ∈ Cp(G0(7))⊥
for all p. This construction applies to any path of even length, giving a word in the dual code. Magma confirmed that the
minimum weight is 6 for all values of p tested.
6.2. Graph A1(n)
Taking n ≥ 5 to avoid null cases, A1(n) has
 n
3

vertices, valency v1 = 3

n−3
2

, and e1 = 32

n−3
2
  n
3

edges. Thus, for
n ≥ 6, if G1(n) denotes a
 n
3
× 32  n−32   n3  incidence matrix for A1(n),
G1(n) =
[
G1(n− 1) 0 A(n− 1, 3, 2, 1)
0 Nn−1 B(n− 1, 3, 2, 1)
]
=
[
G1(n− 1) 0
0 Nn−1
M(n− 1, 3, 2, 1)
]
, (15)
whereM(n− 1, 3, 2, 1) is as defined in Section 4, and
• G1(n− 1) is

n−1
3

× 32

n−4
2
 
n−1
3

, rows of weight 3

n−4
2

;
• Nn−1 is an incidence matrix for T cn−1 and is

n−1
2

× 12

n−3
2
 
n−1
2

, rows of weight

n−3
2

;
• A(n− 1, 3, 2, 1) is

n−1
3

× 3(n− 4)

n−1
3

, rows of weight 3(n− 4), one non-zero entry per column;
• B(n− 1, 3, 2, 1) is

n−1
2

× 2

n−3
2
 
n−1
2

, rows of weight 2

n−3
2

, one non-zero entry per column.
Proposition 9. Let G1(n) denote a
 n
3
 × 32  n−32   n3  incidence matrix for the graph A1(n). For n ≥ 6, letting εp = 0 if p is
odd, εp = 1 if p = 2,
Cp(G1(n)) =
[
3
2

n− 3
2
n
3

,
n
3

− εp, 3

n− 3
2
]
p
and the words of minimum weight are the non-zero scalar multiples of the rows of G1(n). Further, Cp(G1(n))⊥ has minimum
weight 4 for p odd, 3 for p = 2.
Proof. For n ≥ 5, A1(n) is connected and has closed paths of length 5, e.g.
({1, 2, 3}, {1, 4, 5}, {2, 3, 5}, {1, 2, 4}, {3, 4, 5}).
So for n ≥ 5, rankp(G1(n)) =
 n
3
− εp by Result 2.
We prove the statement about the minimum words by induction, starting with the induction base at n = 6. Let
C = Cp(G1(n)) and take n = 6. We have
G1(6) =
[
G1(5) 0 A(5, 3, 2, 1)
0 N5 B(5, 3, 2, 1)
]
=
[
G1(5) 0
0 N5
M(5, 3, 2, 1)
]
. (16)
Note that A1(5) = Γ (5, 3, 1) = T c5 , so G1(5) ∼ N5 is dealt with in Lemma 3, and the minimumweight of the code is 3 in all
cases. By Proposition 6, M(5, 3, 2, 1), which comprises the third column set C3 of G1(6), gives codes of minimum weight 6
for all p and the rows give the minimum words. Note that G1(6) is 20× 90, rows of weight 9; G1(5) ∼ N5 is 10× 15, rows
of weight 3; and A(5, 3, 2, 1) ∼ B(5, 3, 2, 1) is 10× 60, rows of weight 6.
If w = (w1, w2, w3) is a sum of k rows from R1 then wt(w) = wt(w1)+ 6k. If w1 = 0 (possible only in the case p = 2)
then k = 10 and wt(w) = 60. Otherwise wt(w1) ≥ 3 and wt(w) ≥ 3+ 6k = 9 only if k = 1. Similarly for R2. Taking k from
R1 and l from R2,wt(w) = wt(w1)+ wt(w2)+ wt(w3) ≥ 3+ 3+ 6 if none of the wi are 0. If p is odd then w1 and w2 are
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not 0, and if w3 = 0 then all the rows have been taken so wt(w) = 30. If p = 2 then not both w1 and w2 are zero unless
w = 0; ifw1 = 0 thenw3 = ȷ and wt(w) = 9 only if all but one of the rows of R2 are taken, and thenw is just this row. This
completes the proof for n = 6.
Now assume by induction that the proposition is true for n− 1 ≥ 6, and consider G1(n). The words of minimumweight
of the span of the rows restricted to Ci for each i, are the rows of the corresponding matrix of the minimum weight. If
w ∈ C is a sum of k rows of R1 then wt(w) = wt(w1) + 3(n − 4)k ≥ 3

n−4
2

+ 3(n − 4) ≥ 3

n−3
2

if w1 ≠ 0,
with equality only if k = 1. If w1 = 0 (in case p = 2) then k =

n−1
3

and wt(w) = 3(n − 4)

n−1
3

> 3

n−3
2

.
If w ∈ C is a sum of k rows of R2 then wt(w) = wt(w2) + 2

n−3
2

k ≥

n−3
2

+ 2

n−3
2

k ≥ 3

n−3
2

if w2 ≠ 0,
with equality only if k = 1. If w2 = 0 (in case p = 2) then k =

n−1
2

and wt(w) = 2

n−3
2
 
n−1
2

> 3

n−3
2

.
Taking k from R1 and l from R2,wt(w) = wt(w1) + wt(w2) + wt(w3) ≥ 3

n−4
2

+

n−3
2

+ 3(n − 4) > 3

n−3
2

if none of the wi are 0, which proves the result if p is odd. For p = 2, assume w ≠ 0. Then w3 ≠ 0. If w1 = 0 then
wt(w) = wt(w2) + 2

n−3
2
 
n−1
2

− 2l

n−3
2

= wt(w2) + 2

n−3
2
 
n−1
2

− l

> 3

n−3
2

if

n−1
2

− l ≥ 2. If
n−1
2

− l = 0 thenw = 0; if

n−1
2

− l = 1 then all but one of the rows of R2 are taken andw is the row of R2 not taken. If
w2 = 0 (andw1 ≠ 0), then wt(w) = wt(w1)+ 3(n− 4)

n−1
3

− k

> 3

n−3
2

if

n−1
3

− k ≥ 2. If

n−1
3

− k = 0 then
w = 0; if

n−1
3

− k = 1 then all but one of the rows of R1 are taken and w is the row of R1 not taken. This completes the
proof concerning the minimum words.
For the dual codes, for n ≥ 6, A1(n) has closed paths of length 4 and 3, e.g.
({1, 2, 3}, {1, 4, 5}, {2, 3, 5}, {1, 5, 6}) and ({1, 2, 3}, {1, 4, 5}, {2, 5, 6}).
Thus Result 1 gives the statement, since it is easy to show that there cannot be words of smaller weight. 
6.3. Graph A2(n)
Taking n ≥ 4 to avoid null cases, A2(n) has
 n
3

vertices, valency v2 = 3(n − 3), and e2 = 32 (n − 3)
 n
3

edges. Thus, for
n ≥ 5, if G2(n) denotes a
 n
3
× 32 (n− 3)  n3  incidence matrix for A2(n),
G2(n) =
[
G2(n− 1) 0 A(n− 1, 3, 2, 2)
0 Mn−1 B(n− 1, 3, 2, 2)
]
=
[
G2(n− 1) 0
0 Mn−1
M(n− 1, 3, 2, 2)
]
, (17)
whereM(n− 1, 3, 2, 2) is as defined in Section 4, and
• G2(n− 1) is

n−1
3

× 32 (n− 4)

n−1
3

, rows of weight 3(n− 4);
• Mn−1 is an incidence matrix for Tn−1 and is

n−1
2

× (n− 3)

n−1
2

, rows of weight 2(n− 3);
• A(n− 1, 3, 2, 2) is

n−1
3

× 3

n−1
3

, rows of weight 3, one non-zero entry per column;
• B(n− 1, 3, 2, 2) is

n−1
2

× (n− 3)

n−1
2

, rows of weight (n− 3), one non-zero entry per column.
Proposition 10. Let G2(n) denote a
 n
3
× 32 (n− 3)  n3  incidence matrix for the graph A2(n). For n ≥ 5, letting εp = 0 if p is
odd, εp = 1 if p = 2,
Cp(G2(n)) =
[
3
2
(n− 3)
n
3

,
n
3

− εp, 3(n− 3)
]
p
and the words of minimum weight are the non-zero scalar multiples of the rows of G2(n). Further, Cp(G2(n))⊥ has minimum
weight 4 for p odd, 3 for p = 2.
Proof. For n ≥ 4, A2(n) is connected with closed paths of length 3 and 4, so for n ≥ 4, rankp(G1(n)) =
 n
3
− εp by Result 2.
We prove the statement about the minimum words by induction, starting with the induction base at n = 5. Since
A2(5) = Γ (5, 3, 2) ∼= Γ (5, 2, 1) = T5, using the equivalence pointed out in Section 3, we have the result for n = 5
from Result 3.
Suppose the result is true for n − 1 where n − 1 ≥ 5. First take p odd. Let w = (w1, w2, w3) be a sum of k rows of R1.
Then wt(w) = wt(w1) + 3k ≥ 3(n − 4) + 3k ≥ 3(n − 3) with equality if and only if k = 1. If w is a sum of k rows of R2
then wt(w) = 2(n− 3)+ (n− 3)k ≥ 3(n− 3)with equality if and only if k = 1. Now take k rows from R1 and l rows from
R2, so wt(w) = wt(w1)+wt(w2)+wt(w3) ≥ 3(n− 4)+ 2(n− 3) > 3(n− 3) for n ≥ 5. This completes the case p odd.
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Now take p = 2. Taking k rows from R1, ifw1 ≠ 0 then the same argument as for p odd holds. Ifw1 = 0 then k =

n−1
3

and wt(w) = wt(w3) = 3

n−1
3

> 3(n − 3) since n ≥ 6. Taking k rows of R2, if w2 ≠ 0 then the same argument as
for p odd holds. If w2 = 0 then k =

n−1
2

and wt(w) = (n − 3)

n−1
2

> 3(n − 3) since n ≥ 6. Now take k rows
from R1 and l rows from R2, so wt(w) = wt(w1) + wt(w2) + wt(w3). If w1, w2 ≠ 0 then the same argument as for p
odd holds. If w1 = 0 and w2 = 0 then k =

n−1
3

, l =

n−1
2

and w = 0. If w1 = 0, w2 ≠ 0, then k =

n−1
3

and
wt(w) ≥ 2(n−3)+3

n−1
3

− l(n−3) > 3(n−3) if l <

n−1
2

−1. If l =

n−1
2

−1 thenw is a row of R2, and if l =

n−1
2

thenw = 0.
Finally, ifw1 ≠ 0 andw2 = 0, then l =

n−1
2

andwt(w) ≥ 3(n−4)+(n−3)

n−1
2

−3k < 3(n−3) for k <

n−1
3

−1.
As in the previous case, if k =

n−1
3

− 1 then we get a row of R1 and if k =

n−1
3

, we get w = 0. This completes all the
cases, and the induction follows.
For n ≥ 4, A2(n) has closed paths of length 3 and 4: e.g. ({1, 2, 3}, {1, 2, 4}, {1, 3, 4}) and ({1, 2, 3}, {1, 2, 4}, {2, 3, 4},
{1, 3, 4}), so rankp(G2(n)) =
 n
3

for n ≥ 4 and p odd, and Cp(G2(n))⊥ has words of weight 4 for all p.
For the dual codes, for n ≥ 4, A2(n) has closed paths of length 4 and 3, so Result 1 gives the statement, since it is easy to
show that there cannot be words of smaller weight. 
7. Binary codes of the line graphs L(Ai(n))
From Result 1(1), if the graph Ai(n) has a closed path of length 4, for p odd the p-ary code of the corresponding line graph
(i.e. from the adjacencymatrix of the line graph) will have minimumweight at most 4, and will thus not be of any particular
use or interest. As noted before, closed paths of length 4 exist for A0(n) for n ≥ 8, for A1(n) for n ≥ 6, and for A2(n) for n ≥ 4.
Thus for the codes from the adjacency matrices of line graphs of Ai(n), we restrict our attention to the binary case.
Let Gi(n) denote an incidence matrix for Ai(n), and Li(n) an adjacency matrix for L(Ai(n)). For binary codes, recall that
(Gi(n))TGi(n) = Li(n),
so C2(Li(n)) ⊆ Ei(n) ⊆ C2(Gi(n)), where Ei(n) is the binary code spanned by the differences of all pairs of rows of Gi(n).
Lemma 4. With notation as above, let Vi(n) denote the row span of Gi(n)T over F2. Then if ȷ( n3 ) ∈ Vi(n), dim(C2(Li(n))) = n
3
− 2; if ȷ( n3 ) ∉ Vi(n), then C2(Li(n)) = C2(Gi(n)).
Proof. Let G = Gi(n), L = Li(n), C = C2(L), V = Vi(n). Then dim(V ) =
 n
3
 − 1. The map τ : V → C is defined by
τ : v = (v1, . . . , v( n3 )) →

v1, . . . , v( n3 )

G, so that Vτ = C and dim(C)+ dim ker(τ ) = dim(V ) =  n3 − 1. A vector v is
in the kernel if and only if v ∈ V and vG = 0, and since ȷ( n3 )G = 0, the statement of the lemma follows. 
Thus we need to determine when ȷ( n3 ) ∈ Vi(n). Recall that the term perfect matching is defined in Section 2.
Lemma 5. Let Γ be a graph on N vertices and G an incidence matrix for Γ . If Γ has a perfect matching then ȷN is in the row span
of GT over F2.
Proof. It is clear that if S is a set of disjoint edges covering every vertex of Γ exactly once, and if R is the set of rows of GT
labeled by the edges in S, then
∑
x∈R x = ȷN . 
Result 4. The graphs Ai(n) have perfect matchings if n ≢ 3 (mod 4).
Proof. This follows from Chen and Lih [4] who showed that the graphs are Hamiltonian (apart from some small values of
n), so that if they have an even number of vertices, they have a perfect matching. Also, A0(6) and A1(5) both have perfect
matchings, as can be seen by direct construction, but are not Hamiltonian. 
Lemma 6. With notation as above, ȷ( n3 ) ∈ Vi(n) if and only if n ≢ 3 (mod 4).
Proof. If n ≡ 3 (mod 4) then  n3  is odd. Thus Vi(n) is a binary code of odd length, spanned by vectors of weight 2. So all its
vectors have even weight. Thus ȷ( n3 ), of odd length
 n
3

, is not in Vi(n).
If n ≢ 3 (mod 4), then by Lemma 5 and Result 4, ȷ( n3 ) ∈ Vi(n). 
Thus we have the following:
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Proposition 11. If Gi(n) denotes an incidence matrix for Ai(n), i = 0, 1, 2, where Ai(n) has valency vi and if Ei(n) denotes the
binary code spanned by the differences of all pairs of rows of Gi(n), then C2(L(Ai(n))) = Ei(n) and
C2(L(Ai(n))) =

C2(Gi(n)) =
[
1
2
vi
n
3

,
n
3

− 1, vi
]
2
for n ≡ 3 (mod 4)
Ei(n) =
[
1
2
vi
n
3

,
n
3

− 2, di
]
2
for n ≢ 3 (mod 4)
,
where vi < di ≤ 2vi − 2.
Proof. If we write rj for the row of Gi(n) indexed by the vertex vj then if [vj, vk] is an edge, rj − rk ∈ C2(L(Ai(n))). If vj ≁ vl
then there is a path from vj to vl (since the graphs are connected) and thus rj−rl ∈ C2(L(Ai(n))) again. So C2(L(Ai(n))) = Ei(n)
in each case.
If n ≡ 3 (mod 4)we have the result from Lemmas 4 and 6, and Propositions 8–10.
If n ≢ 3 (mod 4) then by Lemma 6, ȷ( n3 ) ∈ Vi(n), so dim(C2(L(Ai(n)))) = dim(C2(Gi(n))) − 1, from Lemma 4. Clearly
vi < di ≤ 2vi − 2, since C2(L(Ai(n))) ≠ C2(Gi(n)), and then we can apply Propositions 8–10. 
Note: When, for any p, the row span Ei(n) over Fp of the differences of pairs of rows of Gi(n) is not Cp(Gi(n)), its minimum
weight must be in the range (vi, 2vi − 2]. In fact, computationally (with Magma) we have found that there are no words
in the open interval (vi, 2vi − 2), and that the minimum weight is 2vi − 2. Thus there appears to be a gap in the weight
enumerator of Cp(Gi(n)), between vi and 2vi − 2. This property has occurred in the other classes of graphs whose incidence
matrices have been studied: see [8–10,19,21]. This recalls a similar gap in the codes from Desarguesian projective planes:
see [5,23,12] for further results and a full bibliography of this property.
8. Permutation decoding
In [16, Lemma 7] the following was proved:
Result 5. Let C be a code with minimum weight d, I an information set, C the corresponding check set and P = I ∪ C. Let G
be an automorphism group of C, and n the maximum of |O ∩ I|/|O|, where O is a G-orbit. If s = min  1n− 1,  d−12 , then
G is an s-PD-set for C.
This result holds for any information set. If the group G is transitive then |O| is the degree of the group and |O ∩ I| is the
dimension of the code. This is applicable to codes from incidence matrices of connected regular graphs with automorphism
groups transitive on edges:
Proposition 12. Let Γ = (V , E) be a regular graph of valency k with automorphism group A transitive on edges. Let M be an
incidence matrix for Γ . If, for p a prime, C = Cp(M) = [|E|, |V | − ε, k]p, where ε ∈ {0, 1, . . . , |V | − 1}, then any transitive
subgroup of A will serve as a PD-set for full error correction for C.
Proof. Since |E| = 12k|V |, if n is the parameter defined in Result 5 for a transitive subgroup K of A, then 1n = k|V |2(|V |−ε) =
1
2k

1+ ε|V |−ε

. Now it is easy to show that
 1
n
− 1 ≥  k−12  for any of the ε. Thus K can be used as a PD-set to correct all
errors up to the code’s capability. 
For the codes from the three graphs Ai(n), for i = 0, 1, 2,Aut(Ai(n)) = Sn. Thus Sn is certainly in Aut(Cp(Gi(n))), for
i = 0, 1, 2, and when the words of weight the valency vi are the non-zero scalar multiples of the rows of Gi(n), we have
Aut(Cp(Gi(n))) = Sn. This always acts transitively on edges, so we need only find small subgroups transitive on edges for
each of the Ai(n). However, in general the only suitable subgroup is An, the alternating group.
The proof of Theorem 1 now follows from Propositions 8–10 and 12.
9. Uniform subset graphs
For the general uniform subset graph Γ (n, k, r) (see Definition 2), if we denote an incidence matrix of Γ (n, k, r) by
G(n, k, r) then, if n > k, ordering the rows and columns as described at the beginning of Section 6, we can write:
G(n, k, r) =
[
G(n− 1, k, r) 0 A(n− 1, k, k− 1, r)
0 G(n− 1, k− 1, r − 1) B(n− 1, k, k− 1, r)
]
=
[
G(n− 1, k, r) 0
0 G(n− 1, k− 1, r − 1) M(n− 1, k, k− 1, r)
]
.
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Since the bipartite graphs Γ (n, k, l, i) appear to share the properties we mention in the first paragraph of Section 1,2 it
seems highly likely that these uniform subset graphs will share them for all the parameters. Induction arguments seem to
be applicable, with the induction base being the case we have covered here, i.e. k = 3, and using the previously studied
cases of k = 1, 2.
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