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Abstrakt
Tato bakalářská práce se zabývá analýzou, návrhem a implementací systému pro sledování
odezev sítě a služeb. Práce se věnuje dvěma způsobům sledování odezev, aktivnímu a pa-
sivnímu. Aktivní způsob simuluje reálné požadavky na služby v síti a měří čas potřebný
pro danou operaci. Pasivní způsob zjišťuje odezvy služeb nasloucháním na síti a analyzová-
ním síťového provozu. Oba způsoby pak ukládají konsolidovaná data do databází. Správu
monitorování a zobrazení naměřených odezev zajišťuje webové rozhraní umožňující kaž-
dému uživateli sledovat jím monitorované objekty a srovnávat odezvy naměřené aktivním
a pasivním monitorováním.
Abstract
This bachelor’s thesis deals with analysis, design and implementation of a system for ne-
twork and services responses monitoring. The work is dedicated to two ways of tracking
responses, an active one and a passive one. The active mode simulates the realistic requi-
rements for services in the network and it measures time required for the operation. The
passive method examines the response of services by means of listening on the network
and by network traffic analyzing. Then, both of the methods store all consolidated data
in databases. Management of monitoring and display of measured responses is provided by
a web interface that allows each user to see monitored objects and to compare responses
obtained by the active and the passive monitoring.
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Kapitola 1
Úvod
V dnešní době je kladen vysoký důraz na spolehlivost a dostupnost služeb. Jejich omezená
funkčnost či nedostupnost může mít v určitých odvětvích nedozírné následky kdy mohou
být v ohrožení i lidské životy (např. ve zdravotnictví, dopravě). Další ztrátou způsobe-
nou nedostupností služeb mohou být ušlé zisky firem, jejichž obchodní činnost je v dnešní
době doslova závislá na funkčnosti služeb jako je správný chod internetového obchodu,
elektronické pošty. Monitorování dostupnosti služeb je tak nezbytnou součástí každé firmy
či jednotlivce, který IT služby poskytuje dalším stranám. Často je na míru dostupnosti
nahlíženo s větší pozorností a je upřednostňována před cenou poskytované služby.
Úkolem monitorovacího systému je tak s pravidelnou četností sledovat funkčnost a do-
stupnost služeb a v případě náznaku chybovosti či výpadku okamžitě zareagovat a potlačit
tyto stavy dříve, než si nestandardní situace všimne uživatel, pro kterého služby poskytu-
jeme – toto je špatně, bohužel v dnešní době ještě častý případ.
Tématem této bakalářské práce je porovnání technik a způsobů, jak získávat informaci
o dostupnosti služby a její odezvy – zabývám se aktivním a pasivním monitorováním, mož-
nostmi ukládání naměřených dat a porovnáním výstupů obou dvou metod.
Aktivní způsob monitorování je řešen vlastní implementací nástrojů, které simulují re-
álné požadavky na služby. Pro pasivní monitorování je použita aplikace PasTmon [11], která
naslouchá na síti a analyzuje síťový provoz (odezvy služeb).
Cílem celé práce je analýza požadavků, návrh a implementace monitorovacího systému,
který prostřednictvím webového portálu poskytne správu, zobrazení a porovnání naměře-
ných odezev oběma výše uvedenými způsoby s použitím aplikace PasTmon.
V závěru práce je pak shrnut výsledný implementovaný systém a rozebrány možnosti
dalšího rozšíření celé aplikace.
V této práci jsou používány pojmy sledování, monitorování, měření. Jejich užitím má
autor namysli stejný význam těchto slov a to zjištění doby odezvy sledovaného objektu
a zapsáním odezvy a stavu služby (dostupná, nedostupná) do databáze.
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Kapitola 2
Monitorování sítě a služeb
Monitorování sítě a služeb můžeme rozdělit na dvě části: monitorování dostupnosti a fy-
zického stavu zařízení na kterých běží síťové služby a monitorování aplikační pro měření
konkrétní služby z pohledu síťové architektury na nejvyšší, tedy aplikační úrovni.
2.1 Monitorování dostupnosti a fyzického stavu zařízení
Již v počátcích vzniku počítačových sítí existovaly nástroje umožňující základní monito-
rování dostupnosti síťových zařízení. Máme namysli protokoly ICMP a SNMP, které se
používají dodnes.
2.1.1 Protokol ICMP
Základním a historicky jedním z nejstarších protokolů umožňující monitorování stavu síťo-
vých prvků je protokol ICMP (Internet Control Message Protocol). Tento protokol je po-
psán v RFC dokumentu číslo 792 [22] z roku 1981. Jeho hlavní funkcí je odesílání chybo-
vých zpráv o nedostupnosti, nedosažitelnosti síťového zařízení, apod. ICMP zprávy jsou
generovány při chybách v IP datagramech nebo slouží pro routovací a diagnostické účely.
Příkladem aplikací, které jsou přímo založeny na odesílání a přijímání ICMP zpráv jsou
traceroute pro trasování cesty k cíli či ping sloužící ke zjištění odezvy a dostupnosti
cílového zařízení pomocí ICMP zpráv Echo Request a očekávané odpovědi Echo Reply,
jenž patří mezi nejpoužívanější. Protokol ICMP definuje celkem 11 zpráv, zbylými jsou:
Destination Unreachable, Source Quench, Redirect, Time Exceeded, Parameter Problem,
Timestamp, Timestamp Reply, Information Request, a Information Reply.
2.1.2 Protokol SNMP
Protokol SNMP (Simple Network Management Protocol) je oproti protokolu ICMP mladší
a více zaměřený na monitorování. Je definován v RFC dokumentu 1157 [12] z roku 1990.
Jeho postupným rozvíjením vznikaly nové verze, aktuálně je k dispozici SNMPv1, SNMPv2c
a SNMPv3. Jeho úkolem je získávání a nastavování hodnot síťových zařízení. Protokol
SNMP rozlišuje stranu monitorovanou (koncové zařízení) a stranu monitorovací (stroj sbí-
tající data z koncových zařízení). Na monitorované straně běží agent, schraňující informace
o stavu systému či zařízení, na straně monitorovací manažer. Manažer posílá dotazy agen-
tům (požadavek na odeslání nasbíraných dat), agent na tyto zprávy reaguje a realizuje
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přenos. Komunikace mezi agentem a manažerem se nazývá SNMP operace. Druhou mož-
ností fungování SNMP je automatické odesílání SNMP zpráv agentem aniž by byl vyzván
manažerem. V praxi se tak děje například při změně konfigurace, počínající chybovosti
zařízení, apod. Tato konfigurace agenta se nazývá SNMP TRAP.
Monitorování prostřednictvím SNMP v režimu SNMP TRAP se používá například pro
sledování hardware serverů (hlídání stavu teploty, disků a diskového pole, napájení, chybo-
vostí pamětí).
2.2 Aplikační monitorování
Aplikační monitorování je specifický druh monitorování služeb při němž je pro každou
službu přesně daný způsob měření vycházející z protokolu a průběhu komunikace obou
stran. Všechny služby měřené aplikačním monitorováním vycházejí z modelu klient – server.
2.2.1 Aktivní monitorování
Aktivní monitorování je způsob pravidelného navazování spojení se službami, které moni-
torujeme. Simulujeme tak reálné požadavky uživatelů na konkrétní služby. Správce si sám
definuje služby, které chce monitorovat.
2.2.2 Pasivní monitorování
Pasivní monitorování funguje na principu naslouchání na síti a odchytáváním síťového pro-
vozu. Jeho analyzováním tak získáme podrobný přehled o provozu na počítačové síti, výčet
služeb, které uživatelé používájí včetně jejich odezev. Pasivní monitorování se tak hodí pro
shromažďování statických dat o datovém toku v síti, historii procházení webu, diagnostice
problémů v síti, apod.
2.2.3 Porovnání aktivního a pasivního monitorování
Výhodou aktivního monitorování je pravidelné sledování odezev jenž umožňuje odhalit
výpadek dříve, než si jej stačí všimnout uživatelé. V případě pasivního monitorování zjistí
systém výpadek služby ve stejném časovém okamžiku jako uživatelé, jejiž požadavek je
odchycen – nevýhoda pasivního monitorování. Odezvy měření aktivním monitorování máme
k dispozici okamžitě po změření v reálném čase, data pasivního monitorování jsou vždy
zpožděná. Pro pasivní monitorování zase hovoří automatické odchycení všech služeb, které
po síti probíhají. U aktivního monitorování musíme měření ručně přidat.
Oba způsoby monitorování tak představují výhody i nevýhody. Ideálním nástrojem pro
administrátora je tak kombinace obou dvou způsobů měření.
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Kapitola 3
Návrh systému
3.1 Analýza požadavků
Základními požadavky, kterými se musíme zabývat u systému pro sledování odezev a služeb
jsou jednoduchá, přehledná rozhraní pro správu a zobrazení naměřených hodnot, způsob
ukládání naměřených hodnot, široká škála služeb které můžeme sledovat, použití standard-
ních nástrojů k implementaci měření a snadná rozšiřitelnost a konfigurovatelnost systému.
Detailní analýzou výše uvedený předpokladů se zabývám v jednotlivých následujících
podkapitolách.
3.1.1 Sledování služeb
Pro zjištění odpovídajícího stavu služby (dostupnost a odezva) musí být způsob měření
odezev a sledování služeb podobný reálným požadavkům uživatelů, kteří tyto služby vyu-
žívají.
U služeb, které jsou tzv. bezstavové, je nasimulování reálného požadavku uživatele
a zjištění aktuálního stavu služby, velmi jednoduché. Příkladem můžeme uvést webový ser-
ver a způsob komunikace mezi internetovým prohlížečem uživatele a zmiňovaným webovým
serverem protokolem HTTP. Uživatel zadá pokyn prohlížeči na zobrazení webové stránky,
prohlížeč dotaz zpracuje a předá jej konkrétnímu webovému serveru. Server obdrží pokyn
pro odeslání konkrétního obsahu a pošle jej zpět prohlížeči, který se postará o jeho zob-
razení. Žádná z výše jmenovaných stran (prohlížeč uživatele a webový server na straně
druhé) nemají ponětí o stavu, v kterém se právě nacházejí, proto bezstavová komunikace.
Techniku měření lze napodobit stejně jako požadavek uživatele vytvořený prostřednictvím
internetového prohlížeče a správce služby přesně ví, kterou stránku chce sledovat a zadat
do systému pro měření.
Druhou skupinou jsou služby, které nefungují na principu
”
dotaz – odpověď“ a komu-
nikace je dokončena způsobem vzájemného vyměňování posloupnosti příkazů definovaných
standardem v RFC dokumentech1. Příkladem služeb, které patří do této skupiny jsou slu-
žby FTP, SSH, SMTP a další. Přesný sled komunikace a požadavků uživatelů tedy nelze
přesně specifikovat: uživatel A použije službu MySQL pro přidání jednoho řádku do ta-
bulky – výpočetně méně náročná operace oproti uživateli B, který bude chtít tzv.
”
vylisto-
vat“ obsah celé tabulky čítající několik tisíc záznamů. U této skupiny služeb proto nelze
přesně simuluvat všechny požadavky ze strany uživatelů a musíme zvolit kompromis. Ode-
zva služby může být v určitých případech mírně zkreslená.
1RFC dokumenty jsou dostupné na http://www.ietf.org/rfc.html
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3.1.2 Ukládání naměřených odezev
Vzhledem ke způsobu, ke kterému je systém pro sledování odezev služeb vyvíjen (sledování
v dlouhodobém horizontu) je nutné počítat s velkými objemy dat, které bude muset systém
ukládat. Ukládání do souboru tak nepřichází v úvahu, je zapotřebí použít databázi.
Zmínil jsem dlouhodobé ukládání dat – v aktuálním čase sledování odezev potřebujeme
vzorků určitě více, než v historii, kde nám bude stačit hrubší
”
rastr“ – tyto data nám spíše
slouží pro porovnání dlouhodobé výkonnosti služby. Nutností bude data v databázi konso-
lidovat tak, abychom nemuseli ukládat velké objemy do databáze ale zároveň měli možnost
zobrazit odezvy dané služby 1 rok nazpět na vhodném vzorku dat.
3.1.3 Zobrazování naměřených odezev
Pro zobrazení naměřených odezev lze použít 2 metody: pomocí tabulky a grafické znázor-
nění prostřednictvím grafů. Jak už jsem zmiňoval v sekci 3.1.2 této kapitoly a vzhledem
k množství dat se kterými v systému budeme pracovat, je zobrazení formou tabulky z dů-
vodu nepřehlednosti nepřípustné. Využijeme tedy grafické znázornění pomocí lineárního
grafu. Předpokladem je použití některé z volně dostupných knihoven pro generování grafů.
Součásti grafu by pak určitě měly být informace o minimální, průměrné a maximální
naměřené odezvě konkrétní služby.
3.1.4 Rozhraní, přístup k systému
Dostupnost systému pro sledování odezev a přístup k němu by měla být široká přes všechny
dnes existující platformy z důvodu pravidelného sledování a možnosti rychle zasáhnout při
lokalizaci nedostupnosti služby. V dnešní době již to není pouze počítač, ale tablet, chytrý
telefon . . . , které standardní PC již plně nahrazují.
Z tohoto vyplývá důležitý požadavek na rozhraní – multiplatformost a minimální poža-
davky na softwarové vybavení klientského zařízení. Vhodným řešením se tedy jeví použití
webového rozhraní, pro které je potřeba pouze internetový prohlížeč, jenž je v dnešní době
součástí každého pc, tabletu, chytrého telefonu.
Rozlišování uživatelů přistupujících k systému – další důležitá vlastnost, kterou je nutné
zohlednit při návrhu. Každý uživatel má definována práva pro přístup k jednotlivým mo-
dulům a svůj vlastní prostor pro správu vlastního monitorování.
3.1.5 Pravidelné sledování
Nejdůležitější částí systému pro sledování odezev sítě a služeb kterou musíme zohlednit při
analýze a návrhu systému je automatizované měření odezev služeb. Měření musí probíhat
na pozadí nezávisle na jakémkoliv uživatelském zásahu a v případě měření velkého množství
objektů vložených do systému je nutné počítat s vyšší výpočetní náročností této operace
v čase a velkou četností spouštění této úlohy.
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3.2 Návrh systému
V této podkapitole se zabývám návrhem konkrétních řešení jednotlivých částí systému
rozebíraných v podkapitole 3.1.
3.2.1 Výkonná (monitorovací) součást – backend
Výkonná (monitorovací) součást se skládá ze dvou podčástí, první tvoří skript, který je au-
tomatizovaně spouštěn prostřednictvím Cronu (viz. kapitola 3.2.4) a druhá tvořená vlastní
implementací měřícího systému. Pro obě podčásti byl zvolen skriptovací jazyk PHP, jenž
umí spouštět skripty přímo z příkazové řádky prostřednictvím svého php-cli (command-line
interface, prostředí příkazového řádku). Samotné php-cli rozhraní má vlastní konfigurační
soubor, což je důležité pro nastavení dlouhé doby běhu skriptu v případě, kdy je v sys-
tému mnoho objektů k monitorování a zpracování trvá dlouhou dobu. Není tak ovlivněna
konfigurace PHP pro webové prostředí (skripty spouštěné prostřednictvím webového ser-
veru). Důležitou částí měřícího systému je přítomnost logování měření informující o průběhu
měření a v případě chyby podávající detailní informace. Logování je zabezpečeno několika
úrovněmi a to prostřednictvím e-mailové zprávy, systémového a aplikačního log souboru
(seřazeny sestupně podle závažnosti chyby).
3.2.2 RRD databáze
RRDtool (Round-Robin Database Tool) [21] je nástroj pro ukládání časově závislých dat
(např. zatížení sítě, spotřeba paměti RAM . . . ) do tzv. round-robin (nebo-li cyklické) da-
tabáze, která má konstatní velikost v čase. Při vytváření této databáze však musíme znát
počet hodnot, které budeme chtít mít uložené v databázi a od kterého časového okamžiku
budeme hodnoty do databáze vkládat (definice počátečního časového intervalu). RRDtool
splňuje podmínku, která vyplývá z analýzy pro systém sledování odezev, konsolidaci dat.
Způsob konsolidace se definuje při vytváření databáze určením vzorku dat, který bude kon-
solidován a počet konsolidovaných hodnot, které chceme v databázi uchovat. V čase jsou
pak automaticky při přidávání nových hodnot staré záznamy odmazávány. Mírně omezující
je skutečnost znalosti množství dat, které budeme chtít v databázi uchovávat. Tuto nevý-
hodu ale převáží automatizovaná archivace námi zvoleného rozsahu dat zahrnující postupné
odmazávaní nejstarších hodnot a přímé vykreslení grafů do grafického formátu png s množ-
stvím konfiguračních parametrů s nimiž můžeme ovlivnit podobu výsledného vykresleného
grafu.
3.2.3 SQL databáze
Kromě zaznamenávání naměřených odezev potřebujeme ukládát konfiguraci systému jako
takového kam patří uživatelé a jejich role – tabulka [puser], nastavení jednotlivých měření
odezev – tabulka [active check control] a seznam služeb podporovaných systémem – tabulka
[active check services]. Celé databázové schéma a vazby mezi tabulkami pro aktivní monito-
rování je zobrazeno na obrázku 3.1 pomocí ER diagramu. Tabulka [p user] je pak společná
pro aktivní a pasivní monitorování.
Vhodným kandidátem je použití databázového systému PostgreSQL, který využívá apli-
kace PasTmon, s kterou je tento systém integrován. Více informací o integraci popisuji
v kapitole 3.2.6.
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active_check_control active_check_devices active_check_type
  device                 <FK>   address   check_name   name
  check_id             <FK>   credentials_required   password
  created               <FK>
  login   email
  password   superuser
  database   role
  timeout
  active
  last_check
  check_status
  check_interval
puser
  object_id             <PK>   device_id              <PK>   check_id        <PK>   user_id            <PK>
  fullname
Legenda:
PK … primární klíč
FK … cizí klíč
1
0..n
0..n
11
0..n
Obrázek 3.1: ER diagram pro aktivní monitorování
3.2.4 Cron
Měření odezev služeb je nutné sledovat v přesných a periodicky se opakujících intervalech,
bez výpadku. V úvahu tak připadá použití systémového plánovače úloh. V unix systé-
mech je pro tyto případy dostupný plánovač úloh Cron [18], který pravidelně spouští na
pozadí uživatelem definované skripty. Umožňuje konfigurovat uživatele, pod kterým bude
skript spouštěn, výstupy skriptu přesměrovávat do souboru (pro potřeby logování). Splňuje
i podmínku na pravidelnost spouštění – 1 minuta, což je dostatečná minimální doba pro
pravidelné monitorování a adekvátní výstupy odezev.
Spouštění úloh pomocí plánovače Cron
Každý příkaz, který chceme provádět prostřednictvím plánovače Cron, musí být zapsán
v cron tabulce uživatele, pod kterým chceme úlohu spouštět. Jednotlivé úlohy jsou v ta-
bulce reprezentovány samostatným řádkem se šesti parametry, který musí splňovat násle-
dující syntaxi (oddělení mezerami nebo tabelátory):
[MINUTA] [HODINA] [DEN] [MĚSÍC] [DEN V TÝDNU] [CO SPUSTIT]
Vysvětlení:
• [MINUTA] určuje minutu spouštění úlohy, rozsah hodnot 0 – 59
• [HODINA] určuje hodinu spouštění úlohy, rozsah hodnot 0 – 23
• [DEN] určuje den v měsíci spouštění úlohy, rozsah hodnot 1 – 31
• [MĚSÍC] určuje měsíc v roce spouštění úlohy, rozsah lze zadat číslem 1 – 12 nebo
názvem měsíce (anglicky) Jan – Dec
• [DEN V TÝDNU] určuje den v týdnu spouštění úlohy, rozsah lze zadat číslem 0 – 6 nebo
názvem dne (anglicky) Sun – Sat přičemž nula odpovídá neděli (Sunday)
Jednotlivé časové parametry lze i zadat výčtem (0,5,10,15), intervalem (1 – 15), lomítkem
(*/2, každou druhou jednotku dané kategorie) nebo zástupným znakem * (každou jednotku
dané kategorie).
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Úpravy cron tabulky provádí příkaz crontab [-u user] {-e | -r}:
• -e přidání, editace cron tabulky
• -r odebrání celé cron tabulky
• -u user specifikuje cron tabulku uživatele
Příklady:
* 1 * * * /var/www/make backup.sh vytvoří zálohu každý den v 1 hodinu ráno
*/5 * * * * php /home/www/upload/sync.php denně po 5 minutách spustí skript php
0,10,20,30,40,50 * * * * /bin/delete tmp smaže dočasné soubory každých 10 minut
3.2.5 Webové rozhraní – frontend
Webové rozhraní je rozděleno do čtyř základních částí, svým názvem přesně definující je-
jich funkcionalitu. Jsou jimi
”
Uživatelé“,
”
Aktivní monitorování“,
”
Grafy aktivního a pa-
sivního monitorování“ a
”
Můj účet“. Při návrhu webového rozhraní byl kladen důraz na
jednoduchost, intuitivnost, a přehlednost. Tyto požadavky byly zohledněny i při návrhu
rozcestníku – menu webového rozhraní viz. obrázek 3.2. Jednotlivé části prezentují jeden
blok v menu a zároveň každý blok odděluje stupeň oprávnění přístupu.
Obrázek 3.2: Webové rozhraní systému – rozcestník
Rozhraní využívá ACL2 pro definici zdrojů a přístupových práv a definuje 3 skupiny
oprávnění:
• Čtenář má oprávnění zobrazit grafy odezev, zobrazit a modifikovat svůj účet
• Editor dědí práva čtenáře a přidává oprávnění manipulovat s aktivním měřením
objektů (vytvořit, editovat, smazat, aktivovovat/deaktivovat)
• Administrátor plné oprávnění v celém systému
Nejnižší oprávnění pro přístup k systému je tak
”
přihlášený uživatel“, pouhý návštěvník
má právo jediné, přihlásit se.
Skupiny oprávnění a jejich práva včetně všech funkcí celého systému ilustruje diagram
případů užití uvedený na obrázku 3.3.
2Access control list
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Obrázek 3.3: Diagram případů užití
Detailní popis jednotlivých částí rozhraní
• Uživatelé – umožňuje administrátorům přidat, odstraňovat a modifikovat údaje, role
uživatele.
• Aktivní monitorování – poskytuje správu všech aktivně monitorovaných objektů,
jejich přidávání, modifikování a mazání včetně naměřených odezev. Všechny objekty
jsou vázány na uživatele, pod kterým byly vytvořeny, uživatel s oprávněním editor
má tedy možnost pouze spravovat své monitorované objekty. Výjimku tvoří uživatelé
s administrátorským oprávněním, kteří vidí všechny objekty v systému nezávisle na
jejich autorovi. U aktivně monitorovaných objektů lze aktivovat resp. deaktivovat
jejich měření aniž bychom je museli mazat z databáze. Tato funkcionalita se hodí
např. při větší odstávce služby kdy zamezí ukládání chybových zpráv do log souboru
informujících o nedostupnosti služby.
• Grafy aktivního a pasivního monitorování – podle předem zadaných parametrů
od uživatele generuje a zobrazuje grafy odezev jednotlivých monitorovaných objektů
a umožní porovnat naměřené odezvy aktivním a pasivním způsobem.
• Můj účet – funkcionalita pro každého uživatele umožňující mu změmit údaje o sobě
včetně změny hesla.
Každá výše jmenovaná část umožňuje uživateli vyhledávat (případně filtrovat) data
podle vlastností dané entity – např. u uživatelů podle přihlašovacího jména, role, . . . ).
Technologie
Webové rozhraní poběží v prostředí Nette frameworku [9] podporovaný knihovnou pro
přístup k databázi dibi [7], knihovnou pro generování grafů odezev pasivního monitorovaní
JpGraph [3]. Dynamický obsah zajistí PHP skripty, grafická část využívá jQuery UI [4].
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3.2.6 Integrace s pasivním monitorováním (PasTmon)
Systém PasTmon [11] můžeme rozdělit na 3 základní části: výkonná (monitorovací část),
část ukládající naměřené odezvy a webové rozhraní pro grafické znázornění naměřených
odezev. Pro ukládání naměřených odezev a konfiguraci aplikace používá PasTmon databá-
zový systém PostgreSQL [10], webové rozhraní je postaveno na skriptovacím jazyku PHP
[5] a knihovně pro grafické znázorňování odezev JpGraph.
Integrací s aktivním monitorováním použijeme v nezměněné podobě výkonnou (monito-
rovací) část, část ukládájící naměřené odezvy – celé schéma databáze PostgreSQL k němuž
přidáme tabulky využívající aktivní monitorování.
Pro zobrazení a možnost porovnání naměřených odezev oběma technikami bude pasivní
monitorování využívat nové webové rozhraní aktivního monitorování s využitím knihovny
JpGraph pro grafické znázorňování odezev.
3.2.7 Shrnutí požadavků na programové vybavení
Z návrhu systému vyplývají požadavky na programové vybavení na straně serveru, které
budeme potřebovat pro běh systému. Základ bude tvořit operační systém Linux s webovým
serverem Apache [6], podporou skriptů PHP (včetně rozšíření pro RRDtool), databázo-
vým serverem PostgreSQL a sadou standardních unixových nástrojů dostupných v každé
distribuci.
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Kapitola 4
Implementace
Kapitola detailně popisuje technické řešení monitorování všech typů služeb, které systém
umožňuje měřit aktivním způsobem, implementaci výkonné (monitorovací) součásti, webo-
vého rozhraní a integraci aktivního a pasivního monitorování. Při implementaci byla mým
dobrým rádcem kniha
”
Mistrovství v PHP 5 “ [15].
4.1 Výkonná (monitorovací) součást – backend
Výkonnou (monitovací) součást tvoří skript Cron.php, který po spuštění z databáze na-
čte seznam objektů u nichž je rozdíl aktuálního časového razítka (v čase spuštění skriptu)
a časového razítka posledního měření větší nebo roven měřenému intervalu, změří odezvu
příslušnými metodami podle typu služby a je-li měření úspěšné, uloží odezvu do RRD data-
báze a výsledek do SQL databáze. Jádro aktivního měření zajišťují 4 na sobě závislé skripty
definující třídy, jejichž názvy reprezentují jména skriptů – zpřehledňuje celou implementaci.
Tyto třídy a jejich metody zajišťují kontrolu správného nastavení parametrů monitorovací
součásti, komunikaci s RRD a SQL databází, vlastní obslužnou rutinu na zpracování chyb
a samotné měření odezev služeb.
Výkonná (monitorovací) součást implementuje vlastní obslužnou rutinu zpracovávající
chyby E USER ERROR, E USER WARNING a E USER NOTICE, které jsou vyvolávány
v případě problémů s měřením, konfigurací a apod., nikoliv s během aplikace jako takové.
Způsob obsluhy je tak prováděn formou logování do log souboru aplikace specifikovaného
v konfiguraci, systémového logu (syslogu) a zasílání e-mailových notifikací.
Nastavení monitorovací součásti je načítáno ze souboru Config.php. Jednotlivé konfi-
gurační parametry jsou uloženy v poli pod příslušnými klíči. Konfigurace je tak rozdělena
do tří částí, přístup k databázi, aplikační nastavení (prostředí, úplná cesta k hlavnímu ad-
resáři apod.) a globální nastavení jednotlivých monitorovaných služeb. Vždy při každém
spuštění skriptu (měření) je správnost a úplnost konfigurace prověřována a v případě chyby
vygeneruje příslušný chybový kód úrovně E USER ERROR, při němž je posílána e-mailová
notifikace s výpisem chyby a měření neproběhne.
4.2 Monitorované služby – aktivní monitorování
Základními požadavky na systém pro sledování odezev byla široká škála služeb, které bude
možné monitorovat. Na tento požadavek bylo nahlíženo s velkým důrazem a celkem bylo
implementováno 14 nejrozšířenějších služeb včetně jejich zabezpečených variant.
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Jsou jimi: ICMP, DNS, HTTP, HTTPS, POP3, POP3S, IMAP, IMAPS, FTP, FTPS,
SSH, MYSQL, PostgreSQL, SMTP. V této kapitole jsou všechny služby podrobně popsány
od protokolu až po způsob, jakým je jejich odezva měřena.
4.2.1 ICMP
Protokol ICMP (Internet Control Message Protocol) [22] je základní protokol využívaný
pro zjištění dostupnosti zařízení v síti. Ke zjištění dostupnosti cíle je vysílán dotazova-
nou stranou ICMP datagram Echo Request a očekáván datagram Echo Reply v případě
dosažitelnosti a dostupnosti koncového prvku. V opačném případě může přijít datagram
Destination Unreachable s upřesňující informací (cílová síť nedostupná, cílový prvek ne-
dostupný, apod.) nebo datagram Time Exceeded – časový limit vypršel.
Zasílání ICMP zpráv Echo Request umožňuje nástroj ping dostupný v každém operač-
ním systému jenž je použit v implementaci měření služby ICMP. Jelikož se jedná o externí
program který není součástí skriptovacího jazyka PHP, voláme jej prostřednictvím zabu-
dované PHP funkce exec() následovně:
ping -c 1 -W $timeout $device
Parametr -c 1 určuje počet ICMP datagramů typu Echo Request poslaných cílovému
zařízení a parametr -W čas vypršení požadavku (timeout).
Naměřená odezva je výstupem nástroje ping, měření služby tímto způsobem je přesné
bez další režie způsobené voláním PHP funkce exec().
4.2.2 DNS
Systém DNS (Domain Name System) [19] slouží k překladům IP adres na doménová jména
a obráceně. Je základním kamenem pro fungování celé sítě Internet, narušením jeho fun-
kčnosti by došlo k zhroucení celé internetové sítě. Ke komunikaci mezi klienty a servery
využívá DNS protokolu UDP1 založený na nespolehlivém a nespojovaném přenosu jehož
hlavní předností je rychlost. K přenosu informací (replikaci) mezi jednotlivými DNS ser-
very je pak používán protokol TCP2 – jeho výhodou je spolehlivý a spojovaný přenos. Díky
vyšší režii kontroly je ale oproti UDP pomalejší. U obou protokolů probíhá komunikace na
portu 53. Součástí každého operačního systému je resolver – nástroj, který se při DNS dotazu
klienta obrací na lokální DNS server (konfigurovaný správcem sítě) s dotazem o překlad.
V implementaci měření služby DNS je použit Dig [1] – rozšířený nástroj pro dotazování
DNS serverů který přímo měří dobu mezi dotazem a odpovědí a předává na výstup. Stejně
jako u měření odezvy ICMP a použitého externího nástroje ping, není dig součástí skripto-
vacího jazyka PHP. Pro jeho volání využijeme PHP funkci shell exec(), která umožňuje
spouštět externí nástroje stejně jako exec(), oproti ní však jako návratovou hodnotu vrací
celý výstup spoštěného programu. Dig je volán následujícím způsobem:
dig @$server $query +retry=$retry
Proměnná $server definuje dotazovaný DNS server (zavináč před jeho adresou kvůli od-
dělení od DNS dotazu), $query obsahuje dotaz pro DNS server, který je pro všechny měření
1User Datagram Protocol
2Transmission Control Protocol
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stejný – uložený v konfiguračním souboru a $retry udává počet opakování v případě neú-
spěšné odpovědi – definováno uživatelem při vytváření každého monitorování.
Tím, že je naměřená hodnota odezvy výstupem nástroje dig, odpovídá skutečné realitě
bez režie vzniklé spouštěním nástroje dig.
4.2.3 HTTP, HTTPS
HTTP (Hypertext Transfer Protocol) [14] je bezstavový protokol určený pro stahování hy-
pertextových dokumentů ve formátu HTML. Standardně jeho komunikace probíhá pomocí
protokolu TCP na portu 80 (u zabezpečené varianty HTTPS na portu 443) formou dotazu –
odpovědi mezi klientem a webovým serverem. Dotaz v sobě zahrnuje cestu k souboru který
chceme získat, verzi protokolu, adresu hosta (www stránky), jméno klienta a očekávané kó-
dování. Odpovědí je stavový kód zpracování požadavku, datum a čas vyřízení požadavku,
jméno serveru který odpovídá, MIME informace o typu dokumentu a kódování. Poslední
řádek hlavičky je oddělen řádkem prázdným za nímž následuje samotný obsah dokumentu
(souboru). Pomocí rozšíření MIME3 jím lze stahovat i jiné soubory než hypertextové. Sa-
motný protokol HTTP šifrování neumožňuje, jeho zabezpečená varianta využívá šifrovacích
protokolů TLS4 nebo staršího SSL5 nad protokolem TCP.
Odezvu služby měříme od odeslání dotazu na webový server do úspěšného přijetí od-
povědi získáním aktuálních časových razítek a jejich odečtením. Měření služeb HTTP
a HTTPS je možné řešit dvojím způsobem:
1. vytvořením vlastního klienta pomocí soketů
2. využitím některého z nástrojů podporujícho protokol HTTP (např. Wget)
Porovnáním těchto dvou variant dojdeme k závěru, že přesnější odezvy bude podávat va-
rianta první z důvodu odpadnutí režie způsobené spouštěním externího programu. Pro
variantu 2 ale zase hovoří
”
přidané funkce“ – ověření validity certifikátu u zabezpečených
spojení, stabilnost a odladěnost externího programu.
Nakonec byla pro implementaci vybrána varianta druhá, použití externího programu
Wget [2], který je standardně dostupný v operačním systému Linux.
Volání programu je opět zajištěno zabudovanou PHP funkcí exec() jako v případě
měření ICMP (viz. kapitola 4.2.1) způsobem následujícím:
wget --output-document=/dev/null --user-agent=$this->config[app][name]
--timeout=$timeout $server 2>&1
Výstup (stažený soubor) je posílán do roury /dev/null6, parametr --user-agent defi-
nuje jméno klienta – je vyžadovánou většinou webových serverů, hodnota načtena z konfigu-
račního souboru; $timeout udává dobu pro vypršení dotazu určující uživatel při vytváření
každého monitorování a klauzule 2>&1 přesměrovává chybový výstup na výstup standardní.
Při měření odezev zabezpečené služby HTTP volíme v konfiguračním souboru možnost
ověřovat certifikát poskytnutý webovým serverem. Pokud zvolíme ano, je nutné aby tento
3Multipurpose Internet Mail Extensions
4Transport Layer Security
5Secure Sockets Layer
6Cokoliv pošleme do této roury, bude nenávratně smazáno
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certifikát byl důvěryhodný pro server, z kterého měření odezev probíhá. V opačném při-
padě bude vrácena chyba a odezva nebude uložena do databáze. Logovací soubor poskytne
informaci o nastalé chybě.
Jak již bylo zmíněno výše, výsledná naměřená odezva služby je zvýšená o režii způ-
sobenou spouštěním externího programu. Z pohledu funkce tohoto systému (dlouhodobé
sledování odezev) je důležitá stabilnost služby. Drobné navýšení odezvy o režii tak nehraje
zásadní roli a omezení při měření služeb HTTP a HTTPS.
4.2.4 POP3, POP3S, IMAP, IMAPS
Protokol POP3 (Post Office Protocol) [20] slouží ke stahování pošty ze serveru do klient-
ského poštovního programu. Komunikace probíhá prostřednictvím TCP protokolu na portu
110 (při zabezpečené komunikaci POP3S na portu 995). Po úspěšném navázání relace se
serverem jsou staženy veškeré zprávy, které se nacházejí v poštovní schránce uživatele.
Protokol IMAP (Internet Message Access Protocol) [13] je navržen pro vzdálený přístup
k elektronické poště umožňující synchronizaci složek a zpráv v nich uložených. Komunikace
probíhá prostřednicvím TCP protokolu na portu 143 (při zabezpečené komunikaci IMAPS
na portu 993). Po úspěšném navázání relace se serverem jsou synchronizovány veškeré
zprávy a složky, které se nacházejí v poštovní schránce uživatele.
Oba protokoly samotné šifrování neumožňují, veškerá komunikace probíhá nešifrovaně.
Pro zabezpečení přenášených dat je možné použít šifrovací protokoly TLS nebo starší SSL.
Implementace využívá rozšíření imap jazyka PHP, které umožňuje připojení k poštov-
nímu serveru pomocí protokolu POP3 nebo IMAP. Odezva služby je počítána rozdílem
získáného aktuálního časového razítka před vytvořením a po ukončení relace. Průběh ko-
munikace probíhá následovně:
1. nastavení času vypršení (timeoutu) pro vytvoření spojení, čtení schránky a ukončení
2. vytvoření a sestavení spojení s POP3/IMAP serverem, přihlášení
3. vylistování informací o schránce
4. uzavření spojení
Implementace měření této služby počítá s výchozím názvem mailové schránky
”
INBOX“,
jenž je výchozím nastavením u většiny poštovních serverů. Pokud bude výchozí název jiný,
měření odezvy selže. Čas vypršení definuje uživatel při každém vytváření monitorování.
Jako u předchozí služby HTTP (viz. kapitola 4.2.3) i zabezpečená verze POP3S/IMAPS
služby umožňuje ověřovat certifikát serveru. Nutností je i v tomto případě důvěra serveru
který měření provádí vůči certifikační autoritě, která certifikát vydala. V opačném případě
bude vrácena chyba a odezva nebude uložena do databáze. Logovací soubor poskytne in-
formaci o nastalé chybě.
4.2.5 FTP, FTPS
Protokol FTP (File Transfer Protocol) [23] byl vytvořen pro přenos souborů mezi dvěmi
počítači. Využívá protokolu TCP na portech 20 a 21. Na portu 21 FTP server naslouchá
a inicializuje komunikaci s klientem. Jsou jím také zasílany komunikační a řídící příkazy
přenosu. Samotný přenos souborů probíhá na portu 20. Protokol rozlišuje 2 režimy způsobu
přenosu, aktivní a pasivní. U aktivního režimu inicializuje datový přenos server, klient
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naslouchá. Problém tohoto režimu nastává u klientů, jejiž PC je připojeno v privátní síti
a jejich adresa je překládána technologií NAT7 [25]. Pro tyto případy je možné použít
pasivní režim, u kterého je inicializátorem datového přenosu klient. IP adresu a port, na
který se má klient připojit, zašle server při inicializaci spojení.
Protokol FTP samotné šifrování neumožňuje, veškerá komunikace probíhá nešifrovaně.
Pro zabezpečené spojení je možné použít SFTP, tunelované FTP spojení prostřednictvím
již navázané SSH relace nebo použitím šifrovacích protokolů TLS či SSL – vytvoří FTPS
službu. Princip FTP komunikace u služeb SFTP a FTPS je stejný avšak způsob zapouzdření
a šifrování je odlišný. Jedná se tedy o dvě různé služby které nejsou kompatibilní!
Implementace využívá rozšíření ftp jazyka PHP, které umožňuje připojení k serveru
pomocí protokolu FTP. Odezva služby je počítána rozdílem získáného aktuálního časového
razítka před vytvořením a po ukončení relace. Průběh komunikace probíhá následovně:
1. vytvoření a sestavení spojení s FTP serverem, nastavení času vypršení, přihlášení
2. v případě potřeby přeputí na pasivní režim
3. vylistování aktuální adresářové struktury
4. uzavření spojení
Čas vypršení definuje uživatel při každém vytváření monitorování. Zabezpečená verze FTPS
a php funkce ftp ssl connect použitá pro navázání spojení neumožňuje ověřovat certifikát
serveru.
4.2.6 SSH
SSH (Secure Shell) [26] je protokol a zároveň služba sloužící k zabezpečenému vzdálenému
přístupu zprostředkovávající příkazový řádek na vzdáleném počítači, možnost přenášet sou-
bory, přesměrovávat TCP a X11 porty a další. Je následníkem nezabezpečených protokolů
telnet, rsh, rlogin. Komunikuje prostřednictvím TCP protokolu na portu 22.
Implementace využívá rozšíření ssh jazyka PHP, které umožňuje připojení k vzdálenému
serveru pomocí protokolu SSH. Odezva služby je počítána rozdílem získáného aktuálního
časového razítka před vytvořením a po ukončení relace. Průběh komunikace probíhá násle-
dovně:
1. vytvoření a sestavení spojení se vzdáleným serverem, přihlášení
2. sestavení streamu, vylistování aktuální adresářové struktury pomocí unixového pří-
kazu ls -l
3. nastavení časového limitu streamu
4. nastavení blokování streamu
5. přijmutí výstupu standardního a chybového ze streamu
6. uzavření streamu
7. ukončení spojení
7Network address translation
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Časový limit streamu definuje uživatel při každém vytváření monitorování. Pro úspěšné
přihlášení je nutné, aby měl SSH server povolenou pouze metodu autentifikace heslem.
Pokud je povolena jiná autentifikace např. metoda
”
keyboard-interactive“, přihlášení skončí
s chybou. Funkce ssh2 auth password použitá při implementaci přihlašování ze standardní
distribuce PHP tento způsob neumožňuje.
4.2.7 MySQL
MySQL [8] je nejrozšířenější multiplatformní databázový systém. Jak již z názvu vyplývá,
s webovými aplikacemi komunikuje jazykem SQL. Využívá TCP protokol a naslouchá na
portu 3306.
Implementace využívá standardní zabudované funkce PHP pro přístup k databázi. Ode-
zva služby je počítána rozdílem získného aktuálního časového razítka před vytvořením a po
ukončení relace. Průběh komunikace probíhá následovně:
1. vytvoření a sestavení spojení s databázovým serverem, přihlášení
2. výběr databáze
3. provedení dotazu SHOW TABLE STATUS FROM [DATABASE] nad zvolenou databází
4. ukončení spojení
Časový limit vypršení pro ustavení spojení definuje uživatel při každém vytváření moni-
torování a je nastavován funkcí ini set("mysql.connect timeout", $timeout); přímo
v prostředí PHP.
4.2.8 PostgreSQL
PostgreSQL [10] je objektově – relační multiplatformní databázový systém. Stejně jako u MySQL
s webovými aplikacemi komunikuje jazykem SQL. Využívá TCP protokol a naslouchá na
portu 5432.
Implementace využívá standardní zabudované funkce PHP pro přístup k databázi. Ode-
zva služby je počítána rozdílem získaného aktuálního časového razítka před vytvořením a po
ukončení relace. Průběh komunikace probíhá následovně:
1. vytvoření a sestavení spojení s databázovým serverem, přihlášení
2. provedení dotazu SELECT * FROM pg tables nad zvolenou databází
3. ukončení spojení
Časový limit vypršení pro ustavení spojení definuje uživatel při každém vytváření monito-
rování a je nastavován v řetezci pro připojení k POstgreSQL serveru.
4.2.9 SMTP
Protokol SMTP (Simple Mail Transfer Protocol) [16] [17] má na starosti přenos zpráv mezi
jednotlivými poštovními servery s cílem doručení zprávy do schránky adresáta. Komunikuje
ale nejen se servery, slouží i pro doručení e-mailové zprávy z poštovního programu uživatele
na poštovní server. Využívá protokolu TCP na portu 25.
Implementace je řešena pomocí soketů vytvořením relace na portu 25. Jakmile je spojení
ustaveno, čeká na stavový kód odpovědi 220 (Service ready) od serveru. Vyhodnotí odpověď
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a začíná-li stavovým kódem 220, odešle poštovnímu serveru uvítání HELO mamon.local
a očekává odpověď 250 (Requested mail action okay, completed). Reagujeme příkazem NOOP
a čekáme opět na potvrzení 250. Pokud odpovídal server tak jak jsme požadovali a dostali
jsme se až do tohoto bodu, spojení ukončíme a prohlásíme za úspěšné. Odezva služby je
počítána rozdílem získáného aktuálního časového razítka před vytvořením a po ukončení
relace. Průběh komunikace probíhá následovně (souhrn výše uvedeného v bodech):
1. vytvoření soketu, nastavení času vypršení
2. ustavení spojení, očekávám od serveru odpověď 220, v případě odpovědi 421 chyba
3. klient pošle HELO mamon.local
4. očekáváno potvrzení 250, jinak ukončení s chybou
5. klient pošle NOOP
6. očekáváno potvrzení 250, jinak ukončení s chybou
7. klient pošle QUIT a ukončí spojení (zavře soket)
Časový limit vypršení definuje uživatel při každém vytváření monitorování.
4.2.10 Obecné chybové stavy při měření odezev služeb
V průběhu měření odezvy implementovaných služeb může nastat chyba. Tyto chyby lze
až na výjimky přesně identifikovat a popsat podle toho, v jakém kroku se objeví. Správná
identifikace chyby je důležitá pro logování. V tabulce 4.1 uvádím všechny známé chybové
stavy s vysvětlujícím komentářem chyby, které mohou během měření nastat a jenž jsou
následně uloženy do log souboru.
Kód chyby Hlášení do log souboru Vysvětlující komentář
TIMEOUT timeout druhá strana včas neodpověděla
NOT FOUND not found adresa mon. objektu nenalezena
NOT FOUND TIMEOUT not found timeout nepodařilo se vytvořit soket
BAD INPUT bad input chyba vstupních parametrů
GENERIC ERROR unspecified error obecná nespecifikovaná chyba
PERMISSION DENIED permission denied nedostatečná oprávnění
LOGIN FAILED login failed špatné přihlašovací údaje
SSL problem with certificate certifikát není důvěryhodný
Tabulka 4.1: Seznam chybových kódů
4.3 Webové rozhraní – frontend
Z návrhu systému můžeme webové rozhraní rozdělit na 4 základní části: část řídící přihla-
šování do systému a oprávnění přístupu, část spravující uživatele, monitorované objekty
a část zobrazující naměřené odezvy. Jednotlivé části budou níže postupně rozebrány.
Velký důraz při implementaci webového rozhraní byl kladen na přehlednost kódu, snadné
rozšiřování systému a bezpečnost. Tyto požadavky v plném rozsahu splňuje softwarová
20
architektura MVC (Model – View – Controller) [24] podle níž byl systém navržen a rozdělen.
MVC odděluje výkonnou část (kód obsluhy, controller) od aplikační logiky (zpracování
dat, model) a části zobrazující data (view). Celá implementace systému je díky tomu vůči
webovému serveru skryta.
Webové rozhraní – frontend má svůj vlastní konfigurační soubor definující přístup k da-
tabázi, cestu k úložišti systému a další parametry nezbytné pro běh.
Rozcestník systému (obrázek 3.2) je tvořen
”
rozbalovacím“ způsobem najetím myši na
konkrétní blok. Tímto způsobem šetříme místo a nezahltíme uživatele hromadou akcí, které
mohou provést, což přispívá k přehlednosti.
Technologie použité při implementaci systému byly diskutovány v části 3.2.5.
4.3.1 Přihlašování a oprávnění přístupu
Pokud se podíváme na smysl a funkci vytvářeného systému je autentifikace s autorizací uži-
vatelů nezbytnou částí, kterou musí obsahovat. Je implementována v samostatných třech
vrstvách architektury MVC, název každé z nich je reprezentován jménem Login. Při pro-
cesu přihlášení je uživatelské jméno a heslo porovnáváno s údaji v databázi. Shodují-li se
tyto údaje (před porovnáním je proveden otisk zadaného hesla algoritmem sha1) je uživatel
úspěšně ověřen a přesměrován na úvodní část systému zobrazující statistiku počtu uživa-
telů, monitorovaných objektů, unikátních adres apod. Přihlašování využívá cookies, které je
nutné mít ve webovém prohlížeči povolené, alespoň pro adresu tohoto systému. Přihlášený
uživatel je automaticky odhlášen po 15 minutách neaktivity nebo zavření webového pro-
hlížeče. V případě zaškrtnutí
”
Zapamatuj si mě“ na úvodní přihlašovací stránce (obrázek
4.1) je interval prodloužen na 14 dní. Systém sleduje pohyb uživatele po jednotlivých strán-
kách a pokud v rámci neaktivity dojde k automatickému odhlášení, po opětovném přihlášení
je přesměrován zpět na původní stránku.
Obrázek 4.1: Přihlášení do systému
Řízení oprávnění přístupu zabezpečuje samostatná třída (autentifikátor) Acl v adresáři
libs/Mamon/Security. Třída definuje druh oprávnění a zdroje – představují je 4 základní
části systému, jejich propojením vzniká oprávnění. Při každé vyvolané akci je pak volán
autentifikátor pro ověření oprávnění aktuálně přihlášeného uživatele. V případě rozšiřování
systému, přidávání dalších funkcí, je změna nastavení práv snadná na jednom místě v rámci
této třídy.
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4.3.2 Uživatelé
Část spravující uživatele má samostatný model a kontrolér pojmenovaný User zajišťující
všechny operace nad uživateli. Webové rozhraní umožňuje uživatele přidávat, editovat a ma-
zat. Data jsou uložena v databázové tabulce puser sdílené s aplikací PasTmon (pasivní
monitorování). U každého uživatele specifikujeme přihlašovací jméno [po vytvoření nelze
měnit], heslo, celé jméno, e-mail a roli v systému. Z hesla je vytvořený otisk algoritmem
sha1 k němuž přidáme
”
sůl“ – náhodně generovaný řetezec znaků uložený v konfiguračním
souboru webového rozhraní nepřístupný přes webový prohlížeč. Správu uživatelů povoluje
pouze oprávnění
”
Administrátor“, každý uživatel má právo měnit údaje svého účtu přes
kartu v menu
”
Můj účet“. Obrázek 4.2 ilustruje formulář pro vytvoření nového uživatele,
správa uživatelů je zobrazena na obrázku 4.3.
Obrázek 4.2: Přidání uživatele do systému
Obrázek 4.3: Správa uživatelů systému
4.3.3 Aktivní monitorování
Část systému spravující aktivní monitorování je řešena v samostatném modelu a kontroléru
dle architektury MVC pojmenované Monitoring. V rámci aktivního monitorování můžeme
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přidávat nové objekty k monitorování (ilustruje obrázek 4.5), částečně modifikovat nasta-
vení monitorování, aktivovat/deaktivovat probíhající měření a mazat monitorované objekty
(včetně naměřených odezev) v zobrazení všech monitorovaných objektů (obrázek 4.4). U ka-
ždého monitorovaného objektu je také vidět jeho stav dostupnosti a čas posledního měření.
Oprávnění pracovat s objekty aktivního monitorování má uživatel s rolí
”
Editor“ a to pouze
s těmi, která sám vytvořil. Všechny monitorované objekty v rámci celého systému vidí pouze
administrátor.
Při vytváření nového monitorování definujeme službu, kterou chceme monitorovat, ad-
resu monitorového objektu (lze zadat IP adresou nebo doménovým jménem), interval měření
a čas vypršení. U služeb, které vyžadují přihlášení a případně jméno databáze (týká se
POP3, IMAP, MySQL, SSH, FTP, PostgreSQL a jejich zabezpečených variant) je po vý-
běru dané služby odkryta další část formuláře pro doplnění potřebných údajů (viz. obrázek
4.5).
V procesu přidání nového monitorování je zároveň vytvářena RRD databáze – její vy-
tváření a mazání má na starosti samostatná třída RRD uložená v adresáři libs/Mamon/RRD.
Úložiště RRD databází určuje administrátor systému v konfiguračním souboru webového
rozhraní. Na struktuře složek a RRD souborů včetně jejich zanoření se podílí adresa moni-
torovaného objektu, autor a služba, která je měřena.
U monitorovaných objektů, které jsou v systému vloženy lze modifikovat pouze čas
vypršení a přihlašovací údaje ke službě. Pro modifikaci ostatních atributů musíme objekt
odstranit a znovu vytvořit. Smazáním monitorování bude i odstraněna databáze odezev!
Důvodem takto omezených atributů, které je možné změnit je způsob ukládání dat do RRD
databází a nemožnost změnit parametry již vytvořené RRD databáze.
Obrázek 4.4: Aktivní monitorování – správa monitorovaných objektů
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Obrázek 4.5: Aktivní monitorování – přidání nového monitorování
4.3.4 Zobrazení a porovnání odezev aktivního a pasivního monitorování
Poslední část zobrazující a porovnávající odezvy aktivního a pasivního monitorování za-
jišťuje samostatný kontrolér Stats. Jedná se o nejdůležitější část systému jelikož její výstup
je cílem tohoto systému z hlediska funkčnosti: zobrazovat a porovnávat odezvy prostřed-
nictvím grafů naměřené aktivním a pasivním způsobem měření.
Aby systém věděl co má vykreslit, je potřeba před generováním grafů nastavit jejich
parametry, kterými jsou: adresa monitorovaného objektu, služba(y), jejichž odezvy chceme
zobrazit a časový interval měření. Vzhled formuláře, umožňující nastavit parametry grafů
a provést jejich vykreslení, je vyobrazen na obrázku 4.7.
Při načtení stránky pro zobrazení a porovnání odezev je na pozadí z databáze načten
unikátní seznam všech adres objektů aktivně monitorovaných a pasivním monitorováním
(PasTmonem) změřených, vložen do select boxu vedle popisku
”
Monitorovaný objekt“.
V případě rozsáhlého seznamu lze tyto adresy filtrovat (viz. obrázek 4.6) pomocí nástroje
nad formulářem pro nastavení parametrů grafů. Nápověda jak je možné filtrovat je připnuta
na stejném místě. Pokud jsou v seznamu monitorovaných objektů (select boxu) přítomny
pouze adresy aktivního nebo pasivního monitorování, hlásí systém výstrahu o nastalé situ-
aci.
Kliknutím na tlačítko
”
Vygenerovat grafy“ jsou odezvy hledány v zadaném intervalu
v úložištích pro aktivní a pasivní monitorování (RRD a Postgre databází). Grafy obou
způsobů měření jsou pak vykresleny v oddělených záložkách pojmenovaných stejně jako
způsob měření.
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Výše uvedená možnost porovnání naměřených hodnot je plně funkční za následujícího
předpokladu:
Pokud je monitorovaný objekt zadán jako FQDN8, musí souhlasit jeho A zá-
znam se záznamem PTR v systému DNS. V případě nekorespondence nemusí
být objekt nalezen v databázi objektů detekovaných pasivním monitoringem
(i když je změřen, pouze se prezentuje jiným jménem odlišným od A záznamu
v DNS).
Pro vykreslení odezev aktivního monitorování se postará přímo nástroj RRDtool [21], vy-
kreslení grafů pasivního monitorování řeší knihovna JpGraph [3]. V případě vykreslování
hodnot za poslední hodinu, půlhodinu je nutné počítat se zpožděním ukládání dat naměře-
ných pasivním monitorováním. Zpoždění je vlastností aplikace PasTmon.
Oprávnění generovat grafy a zobrazovat odezvy prostřednictvím nich má uživatel s úrovní
role minimálně
”
Čtenář“, což je každý uživatel, který má uživatelský přístup k systému.
Obrázek 4.6: Zobrazení a porovnání odezev – filtrování monitorovaných adres
Obrázek 4.7: Zobrazení a porovnání odezev – nastavení parametrů grafu
8Fully Qualified Domain Name, plně specifikované doménové jméno
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Obrázek 4.8: Zobrazení a porovnání odezev – graf aktivního monitorování
4.3.5 Konsolidace dat
Vzhledem k počtu měření v čase, je nutné provádět konsolidaci naměřených hodnot. Konso-
lidace je způsob redukce dat, která jsou po určité době zprůměrována z předem definovaného
vzorku hodnot. U aktivního monitorování je způsob konsolidace nastavován při vytváření
databáze a je prováděno automatizovaně při vkládání nových hodnot, u pasivního monito-
rování obsahuje PasTmon skript, který je prostřednictvím cronu automatizovaně spoušten
1x denně a jenž konsolidaci provádí. U obou způsobů měření je princip uchovávání nastaven
totožně, 1 měsíc nazpět jsou všechny naměřené odezvy nekonsolidovány a po jednom měsíci
jsou zprůměrovány vzorky za 1 hodinu měření.
4.3.6 Šifrování hesel
Hesla, která musíme uložit do databáze pro měření služeb vyžadující přihlášení, je nutné
nějakým způsobem zabezpečit proti odcizení a zneužití. Pro tento účel je vytvořena třída
Encryption v adresáři libs/Mamon/Security jejímž úkolem je šifrování a dešifrování hesel
podle předem definovaného šifrovacího klíče. Ten je uložen v konfiguračním souboru webo-
vého rozhraní na místě, kam webový server nevidí, bezpečnost je tedy zajištěna. Třída pro
práci využívá standardní funkce jazyka PHP s podporou rozšíření MCRYPT.
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Obrázek 4.9: Zobrazení a porovnání odezev – graf pasivního monitorování
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Kapitola 5
Závěr
Cílem této práce bylo prostudovat možnosti monitorování odezev sítě, síťových prvků a apli-
kací, analyzovat požadavky pro systém umožňující sledování a přehledné zobrazení časových
odezev sítě, serverů a služeb, navrhout zvolené řešení které integruje aktivní a pasivní způ-
sob monitorování, ten následně implementovat v podobě webového rozhraní. Dosažené vý-
sledky práce korespondují s cílem, systém je vytvořen podle požadavků zadání a otestován
měřením odezev různých serverů a služeb.
Implementovaný systém využívá dvou způsobů, jak monitorovat odezvy služeb, aktivní
a pasivní. Aktivní způsob simuluje reálné požadavky uživatelů na poskytované služby a pa-
sivní formou sondy na síťovém rozhraní v promiskuitním módu sleduje datové toky z nichž
analyzuje provozované služby a jejich odezvy. Oba způsoby jsou navzájem kombinovány tak,
že můžeme výstupy aktivního a pasivního monitorování porovnat. Aktivní monitorování má
výhodu v tom, že odezvy služeb vidíme ihned, u pasivního monitorování jsou naměřené ode-
zvy zpožděny v čase 15 minut. Odezvy obou řešení jsou prezentovány v grafické podobě
formou grafů včetně statistik s minimální, průměrnou a maximální odezvou.
Uživatelské rozhraní systému je řešeno formou webového prostředí s autentifikací a au-
torizací uživatelů. Jsou definovány 3 uživatelské role, čtenář, editor a administrátor, jejich
oprávnění zobrazuje diagram případů užití na obrázku 3.3.
Součástí práce je testování systému a ukázka výstupů na vzorku dat. Pro potřeby ukázky
byl systém nonstop testován v časovém intervalu od 03.05.2012 do 06.05.2012, viz. ukázka
na grafu 4.8.
5.1 Rozšíření systému
Přestože byl systém implementován dle požadavků v zadání, lze se dále zabývat otázkou
jeho dalšího rozvíjení a rozšíření.
Jedním z možných rozšíření je přidání nových zásuvných modulů (pluginů) do aplikace
PasTmon a rozšířit tak seznam služeb, které je možné měřit pasivním monitorováním.
Vhodnými kandidáty jsou služby POP3S, IMAP, IMAPS, FTPS, které aktivní monitorování
již změřit umí, pasivní ale nikoliv.
Další možností je implemetace měření služeb běžících na protokolu IPv6, který se v po-
slední době masivně rozvíjí především z důvodu ubývajích IP adres IPv4. Současná im-
plementace měří odezvu služeb, které fungují na starším protokolu IPv4. Toto rozšíření by
se týkalo především výkonné části systému – backendu a systému pasivního měření odezev
PasTmon. Úprava webové rozhraní by byla v tomto případě minimální.
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V úvahu připadá i užitečné rozšíření webového rozhraní a tím je možnost nastavení
notifikací upozorňující uživatele na nedostupnost služby. Notifikace je možné řešit formou
krátkých zpráv zasílaných elektronickou poštou. Ty se dají přesměrovávat do schránek uži-
vatelů mobilních telefonů, které jsou doručeny prostřednictvím krátkých textových zpráv
(SMS) přímo na telefon administrátora zodpovědného za běh služby. Informace o nedostup-
nosti služby by tak odpovědného člověka
”
zastihla“ ihned a v dnešní době chytrých telefonů
není problém zasáhnout okamžitě přímo z něj.
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Příloha A
Nasazení monitorovacího systému
A.1 Požadavky na programové vybavení
Typ aplikace Název programu Požadovaná verze
webový server Apache 2.2
skriptovací jazyk PHP 5.3
databázový systém PostgreSQL 8.4
cyklická databáze RRDtool 1.2
jednoduchý stahovač souborů Wget 1.12
dns prohledávač Dig 9.7
Tabulka A.1: Požadavky na programové vybavení
A.2 Požadavky na konfiguraci jednotlivých programů
A.2.1 Apache
– globálně na úrovni webového serveru Apache je nutné mít povolený a načtený mód
mod rewrite. Jinak vyhovuje výchozí nastavení Apache.
– na úrovni
”
VirtualHosta“ je potřebné mít povolenou direktivu AllowOverride All
pro adresář aplikace
A.2.2 PHP
– povolené rozšíření pgsql
– povolené rozšíření mcrypt
– povolené rozšíření ssh
– povolené rozšíření gd
– povolené rozšíření imap
– povolené rozšíření ftp
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– doinstalované a povolené rozšíření rrdtool
– doinstalované cli rozšíření
– zkonfigurované odesílání emailů
– atribut max execution time z konfigurace php nastavený pro php-cli dostatečně velký
(ideálně 5 minut, závisí na počtu měření v systému)
A.3 Instalace systému
A.3.1 Předinstalační upozornění
» Před instalací zkontrolujte prostředí pro běh aplikace!
» Minimální požadavky pro správné fungování aplikace je popsáno v kapitole A.2
» Před instalací aplikace MaMon musí být již nainstalována a zkonfigurována aplikace
PasTmon, kterou tato aplikace využívá.
» Tento dokument popisuje pouze konfiguraci a první spuštění aplikace MaMon, nikoliv
aplikace PasTmon, kterou využívá pro pasivní monitorování. Instalaci a konfiguraci
aplikace PasTmon najdete v její dokumentaci [11] [?].
Následující kroky již předpokládají správné nastavení prostředí pro běh systému.
A.3.2 Postup instalace
Kopírování souborů
Nakopírujte celou aplikaci (vyjma adresáře www) na server do umístění, kam webový server
nevidí.
Obrázek A.1: Typická adresářová struktura
Pokud nemůžete zajistit stromovou strukturu výše uvedenou, je potřeba upravit kon-
figuraci souboru bootstrap.php v adresáři [app] a index.php v adresáři [www]. Pokud
dodržíte tuto adresářovou strukturu, není potřeba ve výše zmíněných souborech dělat žádné
úpravy.
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Úprava konfiguračních souborů
Aplikace má 2 hlavní konfigurační soubory pro backend, frontend a knihovnu JpGraph, které
je nutné upravit pro prostředí, ve kterém aplikace bude bežet. Komentáře jak jednotlivé
parametry nastavit, je uvedeno vždy v poznámce nad nebo vedle konfiguračního parametru.
» Backend: Konfigurační soubor pro backend najdete v adresáři [backend], soubor
Config.php
» Frontend: Konfigurační soubor pro frontend najdete v adresáři [app/config], sou-
bor config.neon
» JpGraph: Konfigurační soubor pro JpGraph najdete v adresáři [libs/jpgraph],
soubor jpg-config.inc. V tomto souboru je potřeba nastavit úplne cesty k TTF
fontům (řádky 39 a 40, parametry TTF DIR a MBTTF DIR). Ve výchozím stavu jsou
TTF fonty součástí adresáře [libs/jpgraph/ttf], takže stačí pouze přidat absolutní
cestu.
Nastavení zvláštního oprávnění pro zápis jednotlivým adresářům
Adresářům, kam bude zapisovat aplikace, je nutné přidělit zvláštní oprávnění 777.
Obecně to platí pro adresáře kam se budou ukládat:
• RRD databáze
• generované grafy pasivního monitorování (JpGraph)
• log soubory aplikace
• temp adresář pro cache
Je uvedeno pouze takto obecně, jelikož si v konfiguračních souborech administrátor
systému můze sám určit jména a umístění těchto adresářů.
Ve výchozím stavu jsou tyto adresáře předpřipravené v hlavním (root) adresáři aplikace
a jmenují se:
– [ {root dir} /databases ]
– [ {root dir} /log ]
– [ {root dir} /temp ]
– [ {root dir} /www/rrdgraph temp ]
– [ {root dir} /www/jpgraph temp ]
34
Nastavení CRONu
Pro aktivní monitorování je nutné nastavit v CRONu periodické spouštění skriptu Cron.php,
který se nachází v adresáři [backend]. K nastavení použijte příkaz
CRONTAB -e -u $mamon user
a konfigurujte následující příkaz, kde $root dir je hlavní adresář celé aplikace a $mamon user
jméno uživatele, pod kterým se bude příkaz spouštěn.
» Pozor!!! Tento uživatel musí mít přístup do níže zmíněného adresáře a do všech adre-
sářů uvedených v části A.3.2.
Doporučení: vytvořte speciálního uživatele např. mamon, kterému přímo deklarujete
oprávnění přístupu do hlavního adresáře celé aplikace. Vyhnete se tak problémům s konfi-
gurací.
Nasledující řádek (mezi uvozujícími závorkami, které pouze přesně vymezují začátek
a konec) po správném dosazení za zástupné proměnné přidejte do editoru, který se Vám po
zadání příkazu crontab otevře.
• {root dir} kořenový adresář celé aplikace – odpovídá cestě, kterou jste nastavovali
v konfiguračních souborech v předchozím kroku.
• {log dir} adresář pro ukládání logů, konfigurovaný viz. výše v souboru Config.php
v adresáři [backend]
"* * * * * php {root dir}/backend/Cron.php >>
{root dir}/{log dir}/cron log.log 2>&1"
Vysvětlení periodického spouštění:
Skript je spouštěn přímo php interpretem každou minutu – nutné, aktivní monitorování
umožňuje definovat měření s minutovým intervalem.
Vytvoření databázového schéma a naplnění základním daty
K předpřipravení databáze je vytvořen soubor create database mamon.sql v adresáři
[sql], který je potřeba nad danou databází spustit např. přes nástroj phpPgAdmin.
A.4 První spuštění
Pokud vše správně proběhlo bez jakékoliv chyby či varovné zprávy, nyní se můžete přes
webový prohlížeč k aplikaci přihlásit. Výchozí uživatelské účty jsou:
Uživatelské jméno Heslo
a admin admin
a editor 123456789
a editor2 123456789
a reader 123456789
Tabulka A.2: Seznam uživatelských účtů
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Příloha B
Virtuální stroj
Virtuální stroj je předinstalovaný operační systém Ubuntu Linux 10.04.4 LTS, 32bit, ser-
verová edice – pouze konzole, bez X11 window system s již nasazenou aplikací PasTmon
a MaMon (aktivní monitorování) ve formátu VHD obrazu pro virtualizační nástroj Virtu-
alBox1. Virtuální stroj stačí tedy pouze spustit, bez provádění kroků nasazení uvedených
v příloze A, více informací o spuštění najdete v sekci B.2. Virtuální stroj otestován a plně
funkční na VirtualBoxu verze 4.0.4, linux variantě.
Software předinstalovaný z distribučního kanálu této verze:
• webový server Apache
• skriptovací jazyk PHP s potřebnými rozšířeními
• databázový systém PostgreSQL
• systém pro správu databáze phpPgAdmin
• systém pro uchování, konsolidaci a tvorbu grafů RRDTool
• knihovna JpGraph
• ssh server openSSH
• jednoduchý SMTP klient msmtp
Uživatelské účty vytvořené ve virtuálním prostředí:
Uživatelské jméno Heslo Zvláštní oprávnění
Uživatelé unix
mercury merUser.88 sudo
mamon mamon88
Uživatelé PostgreSQL
mamon mamon88
Tabulka B.1: Seznam uživatelských účtů virtuálního stroje
1VirtualBox je virtualizační nástroj firmy Oracle, ke stažení na http://www.virtualbox.org
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B.1 Konfigurace virtuálního stroje
Virtuální stroj má mapované dvě síťové karty, na jedné nastavený překlad adres (NAT2) pro
přístup na internet a druhou pro přímou komunikaci hypervizor (Váš PC) – virtualizovaný
linux. Obě rozhraní jsou konfigurovány pro nastavení IP adresy z DHCP serveru, jejich roz-
sah a třídy jsou dané konfigurací VirtualBoxu na úrovni celé aplikace. Ve výchozí instalaci
VirtualBoxu, je pro
”
natované“ síťové připojení obdržená IP adresa z rozsahu 10.0.2.x
a pro rozhraní pro přímou komunikaci adresa z podsítě 192.168.56.x.
Pro přístup k virtuálnímu pc (ssh, http, https) tak použijte právě IP adresu z rozsahu
pro přímou komunikaci s hypervizorem. K webovému rozhraní aplikace MaMon se pak
dostanete jakýmkoliv prohlížečem zadáním této IP.
Pro správnou funkčnost virtuálního pc je zapotřebí přesná konfigurace, která je při-
ložena v adresáři [virtual image] na DVD (soubor xbuben02 virt linux.vbox). Jedná
se o XML soubor, který je přenositelný mezi platformami Linux/Windows.
B.2 Instalace a spuštění virtuálního stroje
• spusťte soubor
”
xbuben02 virt linux.vbox“ pomocí VirtualBoxu, virtuální stroj
bude naimportován. Pozor, virtuální image musí být ve stejném adresáři jako konfigu-
rační soubor, jinak VirtualBox nahlásí chybu a budete muset provést změnu nastavení
cest ručně.
» Doplňující informace: konfigurační soubor byl vygenerován na linuxu. Pokud virtu-
alní stroj spouštíte pod Windows, při spuštění virtuálního pc Vám nejspíš bude hlásit
problém se síťovým rozhraním vboxnet0, které se používá pro komunikaci mezi hy-
pervizorem a virtuálním pc. Pro opravu stačí pouze spustit dialogové okno nastavení
virtuálního pc a stisknout Ok. VirtualBox si sám opraví chybné nastavení a spuštění
již proběhne bez chyby.
• spusťte virtuální stroj
• po nastartovaní se přihlašte pod uživatelem mercury, přihlašovací heslo najdete v ta-
bulce B.1
• příkazem "sudo /etc/init.d/pastmon start" po zopakování hesla uživatele mer-
cury spustíte sondu pasivního monitorování na všech rozhraních (eth0, eth1, lo)
• příkazem ifconfig zjistíte IP adresy jednotlivých rozhraní
• nyní se již můžete webovým prohlížečem připojit k webovému rozhraní aplikace Ma-
Mon zadáním IP adresy z kroku 5). Přihlašovací údaje naleznete v tabulce A.2.
2Network address translation, překlad síťových adres
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B.3 Závěrečné informace po úspěšném spuštění virtuálního
stroje
• webový server Apache naslouchá na všech rozhraních na portu 80 (HTTP) a 443
(HTTPS).
• přístup k webovému rozhraní aplikace MaMon: http://ip adresa rozhrani pro
komunikaci s hypervizorem, v konfiguraci virt. stroje eth1/
• přístup k webovému rozhraní aplikace PasTmon: http://ip adresa rozhrani pro
komunikaci s hypervizorem, v konfiguraci virt. stroje eth1/pastmon/
• přístup k webové správě databáze PostgreSQL: https://ip adresa rozhrani pro
komunikaci s hypervizorem, v konfiguraci virt. stroje eth1/phppgadmin/
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Příloha C
Obsah DVD
Přiložené DVD médium obsahuje:
• zdrojové soubory systému – adresář [src]
• technickou zprávu v elektronické podobě – adresář [doc]
• zdrojové soubory potřebné pro vytvoření technické zprávy – adresář [src doc]
• virtuální image s nasazeným systémem a konfiguračním souborem virtuálního pc pro
VirtualBox – adresář [virtual image]
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