Fischer Matrices for Generalised Symmetric Groups—A Combinatorial Approach  by Almestady, Mohammed & Morris, Alun O.
29
⁄ 0001-8708/02 $35.00© 2002 Elsevier Science (USA)All rights reserved.
Advances in Mathematics 168, 29–55 (2002)
doi:10.1006/aima.2001.2043
Fischer Matrices for Generalised Symmetric Groups—
A Combinatorial Approach
Mohammed Almestady
Department of Mathematics, King Abdul Aziz University, P.O. Box 7732,
Jeddah 21472, Saudi Arabia
and
Alun O. Morris
Department of Mathematics, University of Wales, Aberystwyth,
Ceredigion SY23 3BZ, Wales, United Kingdom
Communicated by Alain Lascoux
Received November 20, 2000; accepted September 29, 2001
The main aim of this article is to give a combinatorial method for computing the
Fischer matrices of the generalised symmetric group. It is shown that generalised
Young tableaux and tabloids play a crucial role in the calculation of the Fischer
matrices. In particular, a recursive method which is similar to the Murnaghan–
Nakayama formula involved in the calculation of irreducible characters of the
symmetric group is proved. © 2002 Elsevier Science (USA)
1. INTRODUCTION
If N and G are groups, then Fischer [6] has presented a powerful and
interesting method for calculating the irreducible characters of an extension
of N by G under certain conditions. This essentially reduces the calculation
to knowledge about the character table of the group G and its subgroups
and also the determination of a certain matrix, now called a Fischer matrix,
corresponding to each conjugacy class of H. List and Mahmoud [11] have
applied this method to the particular case of the wreath product N 6 Sn and
have given an explicit form for the Fischer matrices in this case; indeed
they essentially reduce the calculation to determining the Fischer matrix
corresponding to the identity class (1n) of Sn. However, the resulting cal-
culation continues to be formidable in any special case.
There are well known combinatorial methods for calculating the irre-
ducible characters of Sn in terms of standard Young tableaux. Our aim in
this paper is to develop a combinatorial approach to the calculation of the
Fischer matrices. Indeed, it is shown that a recursive formula similar to the
Murnaghan–Nakayama formula for the irreducible characters of Sn is
available. Furthermore, the main result can be interpreted in terms of
generalised Young tabloids corresponding to weak m-compositions of n.
The results obtained are presented for the particular case where N is the
cyclic group Zm, which is the generalised symmetric group Z
n
m z Sn. The
results can be presented more explicitly in this case in that we can use
the more explicit values of the characters of the cyclic group Zm.
The structure of the paper is as follows. In Section 2, the combinatorial
results required later are presented. In this section, as throughout the
paper, we choose to present the special case pertaining to the class (1n)
first, not only is this case very much easier but it also assists in the motiva-
tion for the harder case which corresponds to an arbitrary class of Sn.
There is a class of matrices which arise later in the calculations which is a
natural generalisation of magic squares; this leads to the definition of magic
matrices followed by generalised magic matrices. However, these are not
easily enumerated which leads to their interpretation in terms of tabloids
and generalised tabloids. In Section 3, the basic information on group
extensions and their characters is briefly presented; in particular this is
where Fischer matrices are presented. It is in Section 4 that all of this is
applied to the calculation of the Fischer matrices F(m; 1n12n2 · · · nnn) of the
generalised symmetric groups Znm z Sn. Here again, the necessary back-
ground information about these groups is first given. In Theorem 4.1, the
general element of the Fischer matrix for the class (1n) is given with the
general case dealt with in Theorem 4.10. As corollaries, we interpret these
in terms of tabloids and generalised tabloids, respectively. It is shown that
these are more easily calculated as certain multinomial expansions
(Corollary 4.5) and by a Murnaghan–Nakayama recursion type formula
(Theorem 4.7). Some special cases are also obtained. The text is inter-
spersed with examples to illustrate at relevant points. An Appendix con-
tains a few examples of Fischer matrices.
Recently, the representation theory of the Hecke algebras of the
generalised symmetric groups has become a subject of some significance
[2] and the calculation of the Fischer matrices in this context is of interest.
Also, all this work has been in [4] extended to the projective representa-
tions of generalised symmetric groups.
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2. COMBINATORIAL BACKGROUND
2.1. Magic Matrices
Let Z+ be the set of non-negative integers and let N be the set of natural
numbers. If n ¥N, then a=(a1, ..., am) is a weak composition of n if n=
a1+·· ·+am, where ai ¥ Z+, 1 [ i [ m. If a composition a has m sum-
mands, that is, a has m parts, a is called a weak m-composition of n. Thus if
A(n, m) is the set of all weak m-compositions of n, then
A(n, m)={a=(a1, ..., am) | ai ¥ Z+, 1 [ i [ m, a1+·· ·+am=n}.
If N(n, m)=#(n, m), then [13]
N(n, m)=1n+m−1
m−1
2 .
Example 2.1.
A(4, 3)={(4, 0, 0), (0, 4, 0), (0, 0, 4), (3, 1, 0), (3, 0, 1), (1, 3, 0), (1, 0, 3),
(0, 1, 3), (2, 2, 0), (2, 0, 2), (0, 2, 2), (2, 1, 1), (1, 2, 1), (1, 1, 2)}.
Now, let a=(a1, ..., am), k=(k1, ..., km) ¥ A(n, m). Let
Ra={R=(rij) ¥Mm(Z+) | ri=(ri1, ..., rim) ¥ A(ai, m) 1 [ i [ m},
Ck={R=(rij) ¥Mm(Z+) | cj=(r1j, ..., rmj) ¥ A(kj, m) 1 [ j [ m},
and
Ra, k=Ra 5 Ck.
The matrices R ¥Ra, k are generalisations of magic squares which corre-
spond to the special case where a=k=(a, ..., a) ¥ A(ma, n). In that case,
in [13] the magnitude of Ra, k has been considered. For example, it is
shown that |Ra, k | is a polynomial of degree (m−1)2 in a and generating
functions are obtained for small values of m and a.
Question. What is |Ra, k | in the general case?
The elements of Ra, k index the double cosets of the symmetric group
modulo the two Young subgroups corresponding to a and k [9, p. 19].
However, in view of the above, we shall refer to the elements of Ra, k as
magic matrices.
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Example 2.2. If n=5, a=(3, 0, 2), k=(2, 1, 2), then
Ra, k=˛R2 1 00 0 0
0 0 2
S , R2 0 10 0 0
0 1 1
S , R1 0 20 0 0
1 1 0
S , R0 1 20 0 0
2 0 0
S , R1 1 10 0 0
1 0 1
Sˇ .
If a=(a1, ..., am), and
1n
a
2= n!
a1! · · · am!
is the corresponding multinomial coefficient, then it is well known that [1]
1n
a
2=Cm
i=1
1 n−1
(a−1)i
2 , (1)
where (a−1)i=(a1, ..., ai−1, ..., am).
For each R ¥Ra, let
1 a
R
2=Dm
i=1
1ai
ri
2 .
However, for application later in this paper, all of the above is
generalised. If m, n ¥N the ai and ki, 1 [ i [ m, are replaced by vectors
ai=(ai1, ..., ain) and ki=(ki1, ..., kin), respectively, where aij, kij ¥ Z+. Let
n=(n1, ..., nn), ni ¥N, a=(a1, ..., am), k=(k1, ..., km),
ai=(ai1, ..., ain), 1 [ i [ m
ki=(ki1, ..., kin), 1 [ i [ m,
where aij, kij ¥ Z+and
(a1j, ..., amj), (k1j, ..., kmj) ¥ A(nj, m), 1 [ j [ n.
For 1 [ l [ n, let
Ra, nl={R=(r
l
ij) ¥Mm(Z+) | r li=(r li1, ..., r lim) ¥ A(ail, m), 1 [ i [ m},
and
Ck, nl={R=(r
l
ij) ¥Mm(Z+) | c lj=(r l1j, ..., r lmj) ¥ A(kjl, m), 1 [ j [ m}.
Then, put
Ra, k, nl=Ra, nl 5 Ck, nl
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and let
Ra, k, n=(Ra, k, n1 | · · · |Ra, k, nn ).
Hence, the matrices in Ra, k, n are m×mn matrices partitioned into n blocks
of m×m matrices. However, in practice, if nl ] 0 for some l, then the cor-
responding component Ra, k, nl is omitted.
This is illustrated with an example.
Example 2.3. If n=(2, 4, 2, 2) and a=(a1, a2, a3, a4, a5), k=(k1, k2,
k3, k4, k5), where
a1=(1, 1, 1, 0), a2=(0, 0, 0, 2), a3=(0, 0, 1, 0), a4=(1, 1, 0, 0),
a5=(0, 2, 0, 0)
k1=(1, 1, 0, 1), k2=(1, 0, 0, 0), k3=(0, 0, 1, 0), k4=(0, 2, 0, 1),
k5=(0, 1, 1, 0).
Then, we list four of the (as will be seen later) 28 elements of Ra, k, n,R1 0 0 0 00 0 0 0 00 0 0 0 0
0 1 0 0 0
0 0 0 0 0
: 1 0 0 0 00 0 0 0 00 0 0 0 0
0 0 0 1 0
0 0 0 1 1
: 0 0 1 0 00 0 0 0 00 0 0 0 1
0 0 0 0 0
0 0 0 0 0
: 0 0 0 0 01 0 0 1 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
S
R1 0 0 0 00 0 0 0 00 0 0 0 0
0 1 0 0 0
0 0 0 0 0
: 1 0 0 0 00 0 0 0 00 0 0 0 0
0 0 0 0 1
0 0 0 2 0
: 0 0 1 0 00 0 0 0 00 0 0 0 1
0 0 0 0 0
0 0 0 0 0
: 0 0 0 0 01 0 0 1 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
S
R1 0 0 0 00 0 0 0 00 0 0 0 0
0 1 0 0 0
0 0 0 0 0
: 1 0 0 0 00 0 0 0 00 0 0 0 0
0 0 0 1 0
0 0 0 1 1
: 0 0 0 0 10 0 0 0 00 0 1 0 0
0 0 0 0 0
0 0 0 0 0
: 0 0 0 0 01 0 0 1 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
S
R1 0 0 0 00 0 0 0 00 0 0 0 0
0 1 0 0 0
0 0 0 0 0
: 1 0 0 0 00 0 0 0 00 0 0 0 0
0 0 0 0 1
0 0 0 2 0
: 0 0 0 0 10 0 0 0 00 0 1 0 0
0 0 0 0 0
0 0 0 0 0
: 0 0 0 0 01 0 0 1 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
S .
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2.2. Generalised Tabloids
Let a=(a1, ..., am), k=(k1, ..., km) ¥ A(n, m). Then a can be represented
graphically by its Young diagram Ya having ai squares in its i th row
1 [ i [ m. A Young tableau of shape a and content k is the Young diagram
Ya with its squares filled by the integers 1, ..., m with the integer i appearing
ki times 1 [ i [ m. Let Ya, k be the set all Young tableaux of shape a and
content k. If t1, t2 ¥Ya, k, then t1 and t2 are row equivalent, written t1 ’ t2,
if the rows of t1 and t2 contain the same elements; that is, t2 is obtained
from t1 by reordering the elements in each row. If t ¥Ya, k the correspond-
ing equivalence class is denoted by t and is called a tabloid. Each tabloid
can be represented by a Young tableau in which the numbers in each row
are non-decreasing. We will not distinguish between a tabloid and such a
representative element except that the numbers are bold 1, 2, .... Let La, k
denote the set of tabloids of shape a and content k.
Example 2.4. If a=(3, 0, 2), k=(2, 1, 2) then
: 1 : 2 : 1 :
:
: 3 : 3 :
¥Ya, k,
: 1 : 1 : 2 :
:
: 3 : 3 :
=˛ : 1 : 1 : 2 ::
: 3 : 3 :
: 1 : 2 : 1 :
:
: 3 : 3 :
: 2 : 1 : 1 :
:
: 3 : 3 :
ˇ
La, k=˛ : 1 : 1 : 2 ::: 3 : 3 : : 1 : 1 : 3 ::: 2 : 3 : : 1 : 3 : 3 ::: 1 : 2 :
: 2 : 3 : 3 :
:
: 1 : 1 :
: 1 : 2 : 3 :
:
: 1 : 3 :
ˇ
It is clear that
|Ya, k |=1nk2 .
Now, let t ¥La, k. Suppose that in the ith row of t, there are rij copies of j,
1 [ i, j [ m. Then ;mj=1 rij=ai, 1 [ i [ m, and ;mi=1 rij=kj, 1 [ j [ m. It
follows that
|t|=D
m
i=1
1 ai
ati
2 , (2)
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where rti=(ri1, ..., rim), 1 [ i [ m, corresponds to the i th row of the tabloid
t, and so, if Rt=(rij) then Rt ¥Ra, k. The converse is also true in that, given
a matrix R=(rij) ¥Ra, k, then the corresponding tabloid in La, k is con-
structed by placing in the ith row rij squares filled with the number j. Thus,
we have established the following theorem.
Theorem 2.1. (i) There is a 1–1 correspondence between the elements
of Ra, k andLa, k.
(ii) ; t ¥La, k <mi=1 ( airti )=(
n
k).
Hence, in order to find the magic matrices in the set Ra, k it is necessary
to find the tabloids in the set La, k. This relationship will be used later to
considerably simplify some calculations involving magic matrices.
This work is now generalised. As before, if m, n ¥N, let n=(n1, ..., nn),
where nl ¥ Z+ and ;nl=1 lnl=n. Let a=(a1, ..., am), k=(k1, ..., km), where
ai=(ai1, ..., ain), 1 [ i [ m, ki=(ki1, ..., kin), 1 [ i [ m, where aij, kij ¥ Z+
and a −j=(a1j, ..., amj), k
−
l=(k1l, ..., kml) ¥ A(nl, m), 1 [ l [ n. In addition,
let ai=;nj=1 jaij, ki=;nj=1 jkij. We now define generalised Young tableau
of shape a and content k. In these, the squares in Young tableaux and
tabloids are replaced by bricks consisting of a single row of square cells. A
brick consisting of l square cells is called an l-brick.
A generalised Young tableau t of shape a and content k corresponding to
each (a, k, n) is a diagram consisting of m rows made up of nj l-bricks,
1 [ l [ n, such that there are ail l-bricks in the ith row, 1 [ i [ m. These
bricks are filled with the integers 1, ..., m with each l-brick filled with l
copies of the same integer such that kil of the l-bricks are filled with the
integer i, 1 [ i [ m. The set of all generalised Young tableau is denoted by
Ya, k, n. Furthermore, if we add the restriction that the numbers in each row
are non-decreasing we obtain the corresponding generalised tabloid. The set
of all generalised tabloids corresponding to (a, k, n) is denoted byLa, k, n.
As the components of k −l give the number of the l-bricks which are filled
with the integers 1, ..., m, respectively, it follows that
|Ya, k, n |=D
n
l=1
1 nl
k −l
2 . (3)
If the generalised tabloid t ¥La, k, n, then it has m rows with nl bricks of
length l of which ail are in the ith row and for some non-negative integer
r lij of these are filled with the integer j. Thus, it follows that r
l
i=(r
l
i1, ..., r
l
im) ¥
A(ail, m), (r
l
1j, ..., r
l
mj) ¥ A(kjl, m) and ;mi=1 ail=nl, ;mj=1 kjl=nl. It
follows that
|t|=D
m
i=1
D
n
l=1
1ail
rli
2 . (4)
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TABLE I
Generalised tabloids
We illustrate this with a large example. In view of the theorem which
follows, we will use the same (a, k, n) as in Example 2.4.
Example 2.5. If n=(2, 4, 2, 2) and a=(a1, a2, a3, a4, a5), k=(k1, k2,
k3, k4, k5), where
a1=(1, 1, 1, 0), a2=(0, 0, 0, 2), a3=(0, 0, 1, 0), a4=(1, 1, 0, 0),
a5=(0, 2, 0, 0)
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k1=(1, 1, 0, 1), k2=(1, 0, 0, 0), k3=(0, 0, 1, 0), k4=(0, 2, 0, 1),
k5=(0, 1, 1, 0), then for the corresponding generalised tabloid
n=(2, 4, 2, 2)S two 1-bricks, four 2-bricks, two 3-bricks and two
4-bricks,
a1=(1, 1, 1, 0)S one 1-brick, one 2-brick, one 3-brick in the first
row, etc., and
k1=(1, 1, 0, 1)S one 1-brick, one 2-brick, and one 4-brick is filled
with 1, etc.
Then Table I gives a complete set consisting of the 28 generalised
tabloids inLa, k, n.
The importance of generalised tabloids in this context comes through the
following theorem.
Theorem 2.2. (i) There is a 1–1 correspondence between the sets Ra, k, n
andLa, k, n.
(ii)
C
t ¥La, k, n
D
m
i=1
D
n
l=1
1ail
rli
2=Dn
l=1
1 nl
k −l
2 .
Proof. The proof is immediate as one easily sets up a bijection between
the two sets as in Theorem 2.1. That is, given n, a, k and ai, ki, 1 [ i [ m,
used in the definitions of both Ra, k, n and La, k, n with the same restrictions
in both cases; for every element of R ¥Ra, k, n a generalised tabloid
tR ¥La, k, n can be constructed. The converse is also true, in that given a
t ¥La, k, n, then a matrix Rt ¥Ra, k, n is easily constructed.
This is illustrated with an example.
Example 2.6. Using the same a, k, n as in Example 2.4 then corre-
sponding to the generalised tabloid
: 1 : 1 1 : 3 3 3 :
: 1 1 1 1 : 4 4 4 4 :
: 5 5 5 :
: 2 : 4 4 :
: 4 4 : 5 5 :
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is the unique matrixR1 0 0 0 00 0 0 0 00 0 0 0 0
0 1 0 0 0
0 0 0 0 0
: 1 0 0 0 00 0 0 0 00 0 0 0 0
0 0 0 1 0
0 0 0 1 1
: 0 0 1 0 00 0 0 0 00 0 0 0 1
0 0 0 0 0
0 0 0 0 0
: 0 0 0 0 01 0 0 1 00 0 0 0 0
0 0 0 0 0
0 0 0 0 0
S .
The first block in the matrix is obtained from the 1-bricks, that is, in the
first column there is a 1 in the first position since the 1 appears in the first
row of the tabloid and there is a 1 in the fourth position in the second
column since the 2 appears in the fourth row of the tabloid.
This example shows that not only are the tabloids far easier to enu-
merate, but also, they carry the same information in a more efficient
manner.
3. GROUP EXTENSIONS AND FISCHER MATRICES
Let H=N.G be the group extension of the group N by the group G ;
thus N eH and H/N 5 G. Let h ¥ Irr(N), where Irr(N) is the set of irre-
ducible characters of N. An action of H on Irr(N) is defined by
hh(n)=h(hnh−1)
for h ¥H, n ¥N. Then Ih={h ¥H | hh=h} is the inertia group of h.
Clearly, N e Ih, and the factor group I¯h=Ih/N is called the inertia factor
of Ih. A character h ¥ Irr(N) is said to be extended to a character h˜ ¥Irr(I¯h)
if h˜=hN.
The extensions that we shall consider are split extensions, that is, H con-
tains a subgroup GŒ 5 G such that H=N.GŒ and N 5 GŒ={e}. The group
H is then also called a semi-direct product of N and G, written as
H=N z G, where G has been identified with GŒ. Then, every element h ¥H
can be uniquely expressed as h=ng, where n ¥N and g ¥ G and where
multiplication in H is (n1 g1)(n2 g2)=n1n
g1
2 g1 g2, where n
g=gng−1. If in
addition, N is an abelian subgroup of H and h ¥ Irr(N) has the property
that hh=h for all h ¥H, then a well known theorem due to Mackey (see,
for example, [8]) that the extended character h˜ ¥ Irr(H) is defined by
h˜(ng)=h(n)
for all n ¥N and g ¥ G.
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Fischer [6] has presented a method for determining the irreducible
characters of H if each h ¥ Irr(N) can be extended to a h˜ ¥ Irr(I¯t). In this
method, certain matrices now called Fischer matrix, are crucial. These
matrices are now briefly described mainly following List and Mahmoud
[11].
Let C be a class of conjugate elements of G. Let C1, C2, ..., Ct be the
classes of H which map onto the class C under the homomorphism
HQ G 5H/N. Let L1,L2, ...,Lr be the classes of I¯h which fuse to C. If
h ¥ Irr(N) let h˜ ¥ Irr(I¯h) be an extension of h to Ih. Then by Clifford’s
theorem [5, 8], every irreducible character of H is of the form (h˜ .b)H,
where b ¥ Irr(Ih) is such that N ı ker(b) (b also denotes the corresponding
irreducible character of Irr(I¯h)). The evaluation of (h˜ .b)H on an element
h ¥H which maps onto an element in the class C involves a matrix FCh ,
which is called the Fischer matrix of h at the class C. For the evaluation of
the irreducible characters of H it is necessary to determine a Fischer matrix
(h˜ .b)H for each class C of G and for each h which is a representative of the
orbit of H acting on Irr(N).
More precisely, the Fischer matrices are defined as follows. If h ¥H is
mapped onto an element in the class C, let li ¥Li, 1 [ i [ r, let Lji,
1 [ j [ s be the classes of Ih which map to Li under the homomorphism Ih
to I¯h and let lji ¥Lji, 1 [ j [ s, then
(h˜ .b)H (h)=C
r
i=1
C
s
k=1
|CH(h)|
|CIh (lki)|
(h˜ .b)(lki) (5)
=C
r
i=1
1 Cs
k=1
|CH(h)|
|CIh (lki)|
h˜(lki)2 b(li), (6)
since b(lki)=b(li) as N ı ker(b). Then the Fischer sub-matrix FCh corre-
sponding to h is the r×t matrix with element in the ith row corresponding
to the class Cj given by
1 Cs
k=1
|CH(h)|
|CIh (lki)|
h˜(lki)2 . (7)
Let h1, ..., hp be representatives of the orbits of H acting on Irr(N) such
that I¯hk contains a conjugate of h, 1 [ k [ p. Then the Fischer matrixF
C is
the matrix
FC=RFCh1FCh2
x
FChp
S . (8)
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(The character table of H is now obtained as follows. Let Xk be the
fragment of the character table of I¯hk consisting of the columns corre-
sponding to the classes that fuse to C. Then, the characters of H at the
classes C1, ..., Ct are given by the matrix Xk .F
C
hk
.)
4. THE GENERALISED SYMMETRIC GROUP
The above is now applied to the special case where N is the abelian
group N=Znm=Zm× · · · ×Zm (n copies) of order m
n, where Zm is the cyclic
group of order m and G is the symmetric group Sn of order n!. This group
is the wreath product Zm 6 Sn, or the semi-direct product Znm z Sn of order
mnn!; in the sequel, this is denoted by Bmn (when m=2, we have the Weyl
group of type Bn).
The classes of Sn are parametrised by the partitions (1n12n2 · · · nnn) of n,
where ni > 0, 1 [ i [ n. The cyclic group Zm has m irreducible characters
which are denoted by q1, q2, ..., qm. Then,
{qk11 q
k2
2 · · ·q
km
m | k=(k1, ..., km) ¥ A(n, m)}
are representatives of the orbits of Bmn acting on Irr(N). Following List and
Mahmoud [11], we will denote the Fischer matrix corresponding to the
class (1n12n2 · · · nnn) by F(Zm; 1n12n2 · · · nnn) or F(m; 1n12n2 · · · nnn). (In fact,
List and Mahmoud had a suitable finite group in place of Zm; most of what
follows is true in the more general context but we are only interested in this
special case here). They proved two results
F(m; ka)=F(m; 1a), a, k \ 1 (9)
F(m; 1n12n2 · · · nnn)=F(m; 1n1) éF(m; 2n2) é · · · éF(m; nnn) (10)
which reduces the calculation of Fischer matrices to determining the
matrices F(m; 1n) for n ¥ Z+. Our initial aim will be to develop a combi-
natorial method for determining the Fischer matrices in this case; however,
we shall show that these combinatorial methods can be extended to the
general case and are more useful in practice than using (10).
In order to do this, it is necessary to give some detailed information (see,
for example, [9] about the group Bmn , in particular about its classes of
conjugate elements). Let z be a primitive mth root of unity. The elements
of Bmn permute the set {1, 2, ..., n} and multiply each of the elements of this
set by a power of z. Thus the elements of Bmn are of the form
r=1 1
zq1b1
2
zq2b2
· · ·
· · ·
n
zqnbn
2 ,
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where {b1, b2, bn} is a permutation of the set {1, 2, ..., n} and 1 [ qi [ m,
1 [ i [ n. The element r can be expressed uniquely (up to order) as a
product of disjoint cycles r=h1 · · ·hr, for some r, where
hi=1 bi1
zqi1bi2
bi2
zqi2bi3
· · ·
· · ·
bili
zqilibi1
2 , 1 [ i [ r.
Then l1+·· ·+lr=n and for 1 [ i [ r, let f(hi)=; lij=1 qij. Let apq be the
number of cycles of r of length q such that f(hi) — p−1(mod m) for
1 [ p [ m, 1 [ q [ n. The m×n matrix (apq) which corresponds to the
element r of Bmn is said to be the type of r, which is written as
(1a112a12 · · · na1n ; 1a212a22 · · · na2n ; · · · ; 1am12am2 · · · namn);
this will be used to denote the class of conjugate elements of Bmn which
contains this element. It is these classes of Bmn which fuse to the class
(1n12n2 · · · nnn) of Sn under the natural homomorphism B
m
n Q Sn, where
;ni=1 aij=nj, 1 [ j [ m. The order of this class is
mnn!
<mi=1 <nj=1 aij!(jm)aij
. (11)
We now revert to the special case (1n). This is considerably simpler than
the general case and it will illustrate the general case which is considered
later. If h=qk11 q
k2
2 · · ·q
km
m , then the inertia group of h is Ih=B
m
k1 × · · · ×B
m
km
and the corresponding inertia factor is the Young subgroup of Sn,
I¯h=Sk1 × · · · ×Skm . In this case, the classes of B
m
n which map onto (1
n) are
of the form (1a1 ; · · · ; 1am), where ;mi=1 ai=n. Also, there is only one class
of I¯h, namely (1k1 : · · · : 1km), which fuses to the class (1n) (here, and later,
the : are used to separate the classes of the components of the direct pro-
ducts). Thus, the classes of Ih which map onto this class will correspond to
the m-partitions of n of the form
((1r11 ; 1 r21 ; · · · ; 1 rm1) : · · · : (1 r1m ; 1 r2m ; · · · ; 1 rmm)), (12)
such that ;mi=1 rij=kj, 1 [ j [ m and ;mj=1 rij=ai, 1 [ i [ m. Thus, a=
(a1, ..., am), k=(k1, ..., km) ¥ A(n, m), and if R=(rij), then R ¥Ra, k
(which was defined in Section 2). There is therefore an entry in F(m, 1n)
corresponding to a row indexed by k ¥ A(n, m) and a column indexed by
a ¥ A(n, m); we denote this element by fn(a, k).
We now calculate this element using (7). By (11) we compute the order
of the centralizers corresponding to the class (1a1 ; · · · ; 1am) of Bmn and the
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class of Bmk1 × · · · ×B
m
km corresponding to the class (12); the relevant quotient
is
mn<mi=1 ai!
mn<mi, j=1 rij!
=D
m
i=1
1ai
ri
2 ,
where ri=(ri1, ..., rim) is the i th row of the matrix R. In addition, we need
to compute the extended character h˜. For this, we need to be more precise
about the values of the characters of the cyclic group Zm. Let x be a
generator of Zm. Then we put qi(x j−1)=z (i−1)(j−1), 1 [ i, j [ m. Then the
value of h˜ on an element in the class corresponding to the m-partition (12)
is
D
m
i=1
D
m
j=1
(qi(x j−1)) rij=z (;
m
i=1 ;mj=1 (i−1)(j−1) rij). (13)
Thus, by substituting these in (7), we have proved the following theorem
Theorem 4.1. If a, k ¥ A(n, m), then the entry fn(a, k) in F(m; 1n) is
given by
fn(a, k)= C
R ¥Ra, k
1Dm
i=1
1ai
ri
22 (z (;mi=1 ;mj=1 (i−1)(j−1) rij)), (14)
where ri=(ri1, ..., rim) is the ith row of the matrix R.
As tabloids are easier to enumerate than magic matrices, using the
one–one correspondence established in Theorem 2.1, the summation in the
formula for fn(a, k) can be taken over all tabloids t ¥La, k. We also note
that by (2), the coefficient in the above expression is the number of Young
tableau in the tabloid t corresponding to the matrix R. Thus, we have the
following corollary.
Corollary 4.1. If a, k ¥ A(n, m), then the entry fn(a, k) in F(m; 1n) is
given by
fn(a, k)= C
t ¥La, k
|t| (z (;
m
i=1 ;mj=1 (i−1)(j−1) rij)), (15)
where rij is the number of j in the ith row of the tabloid t.
Remark. (i) The matrix F(m; 1n) is a square matrix with ( n+m−1m−1 )
rows and columns.
(ii) The element in the first column of F(m; 1n), namely, fn(1n, k)
is ( nk).
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The following example shows how to apply these results in a simple case.
Example 4.1. If a=(2, 1, 1), k=(1, 2, 1), then
La, k=˛ : 1 : 2 :: 2 :: 3 : : 1 : 2 :: 3 :: 2 : : 1 : 3 :: 2 :: 2 : : 2 : 2 :: 1 :: 3 : : 2 : 2 :: 3 :: 1 :
: 2 : 3 :
: 1 :
: 2 :
: 2 : 3 :
: 2 :
: 1 :
ˇ
and
f4((2, 1, 1), (1, 2, 1))
=1 2
1, 1, 0
2 1 1
0, 1, 0
2 1 1
0, 0, 1
2 w0+1+4
+1 2
1, 1, 0
2 1 1
0, 0, 1
2 1 1
0, 1, 0
2 w0+2+2
+1 2
1, 0, 1
2 1 1
0, 1, 0
2 1 1
0, 1, 0
2 w0+1+2
+1 2
0, 2, 0
2 1 1
1, 0, 0
2 1 1
0, 0, 1
2 w0+0+4
+1 2
0, 2, 0
2 1 1
0, 0, 1
2 1 1
1, 0, 0
2 w0+2+0
+1 2
0, 1, 1
2 1 1
1, 0, 0
2 1 1
0, 1, 0
2 w0+0+2
+1 2
0, 1, 1
2 1 1
0, 1, 0
2 1 1
1, 0, 0
2 w0+1+0
=2w5+2w4+2w3+1w4+1w2+2w2+2w
=−3.
Alternatively, using the above corollary, the relevant coefficients are easily
seen to be 2, 2, 2, 1, 1, 2, 2, respectively, these are, in this case, the number
of tableau in the tabloids listed above.
However, we are able to give a more direct combinatorial formula for
the calculation of fn(a, k) as in the following corollary to the above
theorem.
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Corollary 4.2. If a, k ¥ A(n, m), then the entry fn(a, k) in F(m; 1n) is
the coefficient of xk11 x
k2
2 · · · x
km
m in
D
m
i=1
11 Cm
j=1
z (i−1)(j−1)xj 2ai 2 .
Proof. By means of the multinomial theorem (see, for example, [13]),
we have
D
m
i=1
11 Cm
j=1
z (i−1)(j−1)xj 2ai 2=Dm
i=1
1 C
ri ¥ A(ai, m)
1ai
ri
2 1Dm
i=1
z (i−1)(j−1) rijx rijj 22
=D
m
i=1
1 C
ri ¥ A(ai, m)
1ai
ri
2 z;mj=1 (i−1)(j−1) rij Dm
j=1
x rijj 2 ,
where ri=(ri1, ..., rim) The coefficient of x
k1
1 x
k2
2 · · · x
km
m in this adds the
restriction ;mi=1 rij=kj, 1 [ j [ m, that is, R=(rij) ¥Ra, k and so the result
follows.
As an application of this corollary, we show how the Fischer matrix
F(3; 14) may be calculated.
Example 4.2. Let w denote a primitive cube root of unity. Then
C
k1+k2+k3=4
f4((1, 2, 1), (k1, k2, k3)) x
k1
1 x
k2
2 x
k3
3
=(x1+x2+x3)(x1+wx2+w2x3)2 (x1+w2x2+wx3)
=x41+wx
3
1x2+w
2x31x3+0.x
2
1x
2
2−3x
2
1x2x3+0.x
2
1x
2
3
+x1x
3
2−3wx1x
2
2x3−3w
2x1x2x
2
3+x1x
3
3
+wx42+w
2x32x3+0.x
2
2x
2
3+wx2x
3
3+w
2x43.
This gives the elements in the third column indexed by (1223) in the table
for F(3; 14) given in the Appendix. The remaining elements in that table
are obtained using similar calculations.
However, this is not the most efficient way of calculating such tables. We
now present the Murnaghan–Nakayama type formula mentioned in the
Introduction. We only give the details for the special case where single cells
or 1-bricks are removed from the tabloids; later we mention without giving
the details the generalisation where l-bricks are removed from generalised
tabloids. This corresponds to the removal of l-hooks in the classical
Murnaghan–Nakayama formula. This results in a more efficient recursive
method for the calculation. Hence, the entries of the Fischer matrix
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F(m; 1n) can be calculated from the Fischer matrix F(m; 1n−1) as in the
following theorem. The proof is best seen in terms of tabloids.
Theorem 4.2. For each 1 [ i [ m,
fn((a1, ..., am), (k1, ..., km))
=C
m
j=1
z (i−1)(j−1)fn−1((a1, ..., ai−1, ..., am), (k1, ..., kj−1, ..., km)),
where fn−1((a1, ..., ai−1, ..., am), (k1, ..., kj−1, ..., km)) is the entry in
F(m; 1n−1) which is in the column indexed by (1a1 · · · iai −1 · · ·mam) and the
row indexed by (1k1 · · · jkj −1 · · ·mkm).
Proof. Let t ¥La, k and suppose that the ith row of t is
1 1 · · · 1
{ri1
2 2 · · · 2
{ri2
· · · m m · · · m
{rim
(with the boxes left out). For 1 [ j [ m, let tj be the tabloid obtained from t
by removing the last j and moving all the remaining integers to the left if
necessary. Then tj ¥L(a−1)i, (k−1)j , where, for example, as defined earlier,
(a−1)i=(a1, ..., ai−1, ..., am). Furthermore,
|t|=C
m
j=1
|tj |,
where this is equivalent to the multinomial identity (1). Then, from
Corollary 4.1 we have
fn(a, k)= C
t ¥La, k
1 Cm
j=1
|tj |2 z (i−1)(j−1)z (;mi=1 ;mj=1 (i−1)(j−1)(rij −1))
=C
m
j=1
z (i−1)(j−1) 1 C
tj ¥L(a−1)i, (k−1)j
|tj |2 z (;mi=1 ;mj=1 (i−1)(j−1)(rij −1))
=C
m
j=1
z (i−1)(j−1)fn−1((a−1)i, (k−1)j),
as required.
This is illustrated with an example.
Example 4.3. The value of f4((2, 1, 1), (1, 2, 1)) in the Fischer matrix
F(3; 14) is computed. Assuming knowledge of F(3; 13) as given in the
Appendix, we have
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f4((2, 1, 1), (1, 2, 1))
=w (1−1)(3−1)f3((2, 1, 0), (0, 2, 1))+w (2−1)(3−1)f3((2, 1, 0), (1, 1, 1))
+w (3−1)(3−1)f3((2, 1, 0), (1, 2, 0))
=w0(w−1)+w2(0)+w4(1+2w)=−3.
Furthermore, this may be interpreted as paths in the corresponding
Hasse diagram. This is illustrated in the following diagram. The first
column corresponds to a, where the diagram descends by systematically
decreasing from right to left. The right section corresponds to k and as the
diagram descends all possible decreases by 1 are given. Each edge is
weighted with i−1, where i is the part which has been decreased. In the
right diagram, the product (i−1)(j−1) is given (mod n) between
parentheses. Then, there is an element of fn(a, k) corresponding to each
path which has weight z raised to the power the sum of the individual
weights.
Example 4.4. If a=(2, 1, 1), k=(1, 2, 1), then the corresponding
Hasse diagram is given in Fig. 1. There are 12 paths in the righthand side
diagram, and it is seen that
f4((1, 2, 1), (2, 1, 1))=w+w+w2+w2+w2+w+w2+w2+1+1+w+w
=−3.
We now prove the same sequence of results in the general case corre-
sponding to the class (1n12n2 · · · nnn) of Sn. The conjugacy classes of B
m
n
which map onto the class (1n12n2 · · · nnn) of Sn correspond to the
m-partitions
(1a112a12 · · · na1n ; 1a212a22 · · · na2n ; · · · ; 1am12am2 · · · namn), (16)
where ;mi=1 aij=nj, 1 [ j [ n. If h is as in the previous case, then Ih=
Bmk1 × · · · ×B
m
km and the corresponding inertia factor is I¯h=Sk1 × · · · ×Skm .
The classes of I¯h which fuse to (1n12n2 · · · nnn) correspond to the partitions
(1k112k12 · · · nk1n : 1k212k22 · · · nk2n : · · · : 1km12km2 · · · nkmn),
where ;mi=1 kij=nj, 1 [ j [ n and where ;nj=1 jkij=ki, 1 [ i [ m. Thus,
the classes of Ih which map onto this class correspond to the m-partitions
of n of the form
(1 r
1
112 r
2
11 · · · n r
n
11); · · · ; (1 r
1
m12 r
2
m1 · · · n r
n
m1)) : · · · :
(1 r
1
1m2 r
2
1m · · · n r
n
1m); · · · ; (1 r
1
mm2 r
2
mm · · · n r
n
mm)), (17)
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FIG. 1. Hasse diagram for f4((1, 2, 1), (2, 1, 1)).
where
C
m
j=1
r lij=ail (1 [ i [ m, 1 [ l [ n),
C
m
i=1
r lij=kil (1 [ j [ m, 1 [ l [ n).
Now, let ai=(ai1, ai2, ..., ain), 1 [ i [ m, and kj=(kj1, kj2, ..., kjn), 1 [
j [ m. Then the Fischer sub-matrix corresponding to the character h has its
columns indexed by 1a12a2 · · · nan and its rows indexed by 1k12k2 · · · nkn. The
general entry of this matrix is denoted by
f(n1, n2, ..., nn)((a1, a2, ..., am), (k1, k2, ..., km))
which will be abbreviated to fn(a, k). This element is now computed. The
value of the extended character h˜ on the class (16) is
D
m
i=1
D
m
j=1
(qi(x j−1)) (;
n
l=1 r
l
ij)=(z (;
m
i=1 ;mj=1 (i−1)(j−1) ;nl=1 rlij)). (18)
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Then, by means of (11), the order of the centralizer of an element in the
class (16) is
m (;
m
i=1 ;nj=1 aij) D
n
l=1
1 l (;mi=1 ail) Dm
i=1
ail!2
and the order of the centralizer of an element in the class (16) is
m (;
m
i=1 ;mj=1 ;nl=1 rlij) D
n
l=1
1 l (;mi=1 ;mj=1 rlij) Dm
i=1
D
m
j=1
r lij!2 .
By taking the quotient of these two orders and the value of the extended
character h˜, we find that there is an element of the form
1Dm
i=1
D
n
l=1
1 ail
r li1, ..., r
l
im
22 (z (;mi=1 ;mj=1 (i−1)(j−1);nl=1 rlij))
corresponding to every matrix R ¥ Ra, k, n. Thus, we have proved the
following theorem.
Theorem 4.3. If n=(n1, n2, ..., nn), a=(a1, a2, ..., am), k=(k1, k2, ...,
km), the entry fn(a, k) of the Fischer matrixF(m; 1n12n2 · · · nnn) is
fn(a, k)= C
R ¥Ra, k, n
1Dm
i=1
D
n
l=1
1ail
rli
22 (z (;mi=1 ;mj=1 (i−1)(j−1);nl=1 rlij)),
where rli=(r
l
i1, ..., r
l
im) is the i th row of the lth component of the matrix R.
As in the earlier case, using the one–one correspondence established in
Theorem 2.2, the actual enumeration of the generalised magic matrices
involved in the summation is done by means of the corresponding
generalised tabloids. Thus, if t ¥La, k, n, then ail denotes the number of
l-bricks in the ith row and kji denotes the number of l-bricks filled by j
in t.
We illustrate this with an example.
Example 4.5. We determine the entry
f(2, 4, 2)(((1, 0, 2), (0, 2, 0), (1, 2, 0)), ((2, 1, 1), (0, 2, 1), (0, 1, 0)))
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in the Fischer matrix F(3; 122432). In order to do this, we must therefore
construct all the generalised tabloids containing two 1-bricks, four 2-bricks,
and two 3-bricks such that there are one 1-brick and two 3-bricks in the
first row; two 2-bricks in the second row and one 1-brick and two 2-bricks
in the third row with the further restriction that the two 1-bricks must be
filled with 1; of the four 2-bricks, one must be filled with 1, two with 2, and
one with 3 and of the two 3-bricks, one must be filled with 1 and one with
2. Thus, we see that only four tabloids are possible, namely
: 1 : 1 1 1 : 2 2 2 :
: 1 1 : 2 2 :
: 1 : 2 2 : 3 3 :
: 1 : 1 1 1 : 2 2 2 :
: 1 1 : 3 3 :
: 1 : 2 2 : 2 2 :
: 1 : 1 1 1 : 2 2 2 :
: 2 2 : 2 2 :
: 1 : 1 1 : 3 3 :
: 1 : 1 1 1 : 2 2 2 :
: 2 2 : 3 3 :
: 1 : 1 1 : 2 2 :
This results in the four elements
1 1
1, 0, 0
2 1 2
1, 1, 0
2 1 2
1, 1, 0
2 1 1
1, 0, 0
2 1 2
0, 1, 1
2 w1+2+4
1 1
1, 0, 0
2 1 2
1, 1, 0
2 1 2
1, 0, 1
2 1 1
1, 0, 0
2 1 2
0, 2, 0
2 w2+4
1 1
1, 0, 0
2 1 2
1, 1, 0
2 1 2
0, 2, 0
2 1 1
1, 0, 0
2 1 2
1, 0, 1
2 w2+4
1 1
1, 0, 0
2 1 2
1, 1, 0
2 1 2
0, 1, 1
2 1 1
1, 0, 0
2 1 2
1, 1, 0
2 w1+2+3,
which implies that
f(2, 4, 2)(((1, 0, 2), (0, 2, 0), (1, 2, 0)), ((2, 1, 1), (0, 2, 1), (0, 1, 0)))
=8w7+8w6+8w5=0.
Again, in this more general case, it is more practical to note that the
number of generalised Young tableaux corresponding to each of the above
tabloids is 8, 4, 4, 8, respectively.
There are a number of special cases which are of interest which we state
in the following corollaries (in addition, Theorem 4.1 could be given as a
corollary of this more general result).
Corollary 4.3.
F(m; ka)=F(m; 1a), a, k \ 1. (19)
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Proof. In the Fischer matrix F(m; ka), there will be an entry corre-
sponding to all generalised tabloids consisting of a k-bricks which are dis-
tributed over m rows. This is clearly equivalent to dealing with the particu-
lar case of tabloids, that is, where all the bricks are 1-bricks. (This gives a
shorter and more direct proof of (9) than the one given by List and
Mahmoud [11]).
Corollary 4.4. The Fischer matrix F(m; n) is the character table of
the cyclic group Zm.
Proof. In this case, there will be an entry for all generalised tabloids
consisting of one n-brick. However, this n-brick can be placed in any of the
m rows and can be filled with any one of the m integers 1, ..., m. Thus if
ei=(0, ..., 1, ..., 0) where the 1 appears in the i th position (1 [ i [ m),
then the general entry of F(m; n) is fn(ei, ej) (1 [ i, j [ m), which is easily
seen to be z (i−1)(j−1) which is the character table of Zm.
The next corollary will be of particular interest when this work is applied
[4] to the projective representations of Znm z Sn.
Corollary 4.5. If (l1, ..., lr) is a partition of n with r distinct parts,
that is, l1 > · · · > lr > 0, then the Fischer matrix F(m; (l1, ..., lr)) is the
m r×m r matrix with general element
z;
r
l=1 (il −1)(jl −1),
where the ll-brick appears in the ilth row and is filled with jl, 1 [ l [ r, in the
generalised tabloid corresponding to that element.
Proof. In this case, there will be an entry for all generalised tabloids
consisting of q bricks of length l1, ..., lr, respectively, which can be dis-
tributed over m rows. As the multiplicity of each non-zero part ll, 1 [ l [ r
in this case is one, it follows that rllij=1 for a unique choice i=il, j=jl.
Thus, it follows that the ai, ki, 1 [ i [ m, can only take the values ej,
1 [ j [ m, defined in the previous corollary, and as there are r non-zero
parts, r of these are non-zero. Thus, there is a unique generalised tabloid
corresponding to this choice and the resulting Fischer matrix is m r×m r.
Substitution in Theorem 4.3 now shows that the general element is
z;
r
i=1(il −1)(jl −1)
as required.
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Example 4.6. In the Fischer matrix F(3; 31), corresponding to the
row indexed by (133) and the column indexed by (233) is the unique
generalised tabloid
: 3 :
:
: 2 2 2 :
Thus, the relevant coordinates are (1, 3) and (3, 2) and so the entry is
w0+2=w2.
In the Fischer matrix F(5; 532), corresponding to the row indexed by
(2753) and the column indexed by (153243) is the generalised tabloid. Thus,
: 2 2 2 2 2 :
:
: 2 2 :
: 3 3 3 :
:
and the relevant element in the Fischer matrix is z0.1+2.1+3.2 which equals z3,
as z is a primitive fifth root of unity in this case.
It would have been possible to extend the results obtained in
Corollary 4.2 which would give these matrices in this general case as a
suitable multinomial expansion and also a Murnaghan–Nakayama type
formula has been obtained. However, for the sake of brevity, these have
not been included.
APPENDIX
Fischer MatricesF(3; 12),F(3; 13),F(3; 14),F(3; 122),F(3; 22),
F(3; 13),F(3; 4)
TABLE II
F(3; 1)=F(3; 4)
Type 1 2 3
1 1 1 1
2 1 w w2
3 1 w2 w
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TABLE III
F(3; 12)=F(3; 22)
Type 12 12 13 22 23 32
12 1 1 1 1 1 1
12 2 1+w 1+w2 2+w w+w2 2w2
13 2 1+w2 1+w 2w2 w+w2 2w
22 1 w w2 w2 1 w
23 2 w+w2 w+w2 2 w+w2 2
32 1 w2 w w 1 w2
TABLE IV
F(3; 13)
Type 13 122 123 122 132 123 23 223 232 33
13 1 1 1 1 1 1 1 1 1 1
122 3 2+w 2+w2 1+2w 1+2w2 0 3w w2+2w w+2w2 3w2
123 3 2+w2 2+w 1+2w2 1+2w 0 3w2 w+2w2 2w+w2 3w
122 3 1+2w 1+2w2 2w+w2 w+2w2 0 3w2 2+w2 2+w 3w
132 3 1+2w2 1+2w 2w2+w 2w+w2 0 3w 2+w 2+w2 3w2
123 6 0 0 0 0 −3 6 0 0 6
23 1 w w2 w2 w 1 1 w w2 1
223 3 2w+w2 w+2w2 2+w2 2+w 0 3w 1+2w2 1+2w 3w2
232 3 w+2w2 2w+w2 2+w 2+w2 0 3w2 1+2w 1+2w2 3w
33 1 w2 w w w2 1 1 w2 w 1
TABLE V
F(3; 31)
Type 14 132 133 123 133 24 233 233 34
14 1 1 1 1 1 1 1 1 1
132 1 w w2 1 1 w w2 w w2
133 1 w2 w 1 1 w2 w w2 w
123 1 1 1 w w2 w w w2 w2
133 1 1 1 w2 w w2 w2 w w
24 1 w w2 w w2 w2 1 1 w
233 1 w2 w w w2 1 w2 w 1
233 1 w w2 w2 w 1 w w2 1
34 1 w2 w w2 w w 1 1 w2
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3
12
22
12
22
12
23
12
32
12
32
12
3
12
2 3
12
32
13
3
24
23
3
22
32
22
32
23
3
34
14
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
13
2
2
w
2
−
w
2
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−
1
2
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2
−
w
2
−
w
−
w
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−
1
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2w
2
−
1
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2
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3
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−
w
−
w
2
2
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2
−
1
2
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w
−
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w
−
w
2
2w
2
−
1
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1
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1
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w
1
1
w
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1
w
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w
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w
w
2
w
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w
w
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1
−
1
2
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1
2
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1
−
1
−
1
−
1
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−
1
2
2
−
1
2
12
32
1
1
1
w
2
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1
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2
w
2
w
w
2
w
2
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w
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2
w
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w
1
w
1
1
w
2
w
2
w
w
2
w
w
1
w
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2
1
w
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12
3
2
−
w
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−
w
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1
2w
2
2w
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1
−
w
2
−
w
−
1
2w
2
−
w
2
2
−
w
2
2w
12
2 3
2
w
−
w
2
2w
2w
2
−
1
2w
2
2w
−
w
2
−
1
−
1
−
w
2
−
w
2w
2w
2
−
w
2
2
12
32
2
−
w
2
−
w
2w
2
2w
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1
2w
2w
2
−
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1
−
1
−
w
2
2
−
w
2
2w
2
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−
w
2
13
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−
w
−
w
2
2w
2
2w
2
−
1
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1
−
w
−
w
2
−
1
2w
−
w
2
2
2
−
w
2w
2
24
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w
w
2
w
w
2
1
w
2
w
w
2
1
1
w
1
w
w
w
2
w
2
1
23
3
2
−
1
−
1
2w
2
−
1
2w
2
2
−
w
−
w
−
w
2
−
w
2
2w
−
w
2w
2
2w
−
w
2
2w
2
22
32
1
w
w
2
w
2
w
2
1
w
w
1
w
w
2
1
w
w
2
1
1
w
w
2
22
32
1
w
2
w
w
w
1
w
2
w
2
1
w
2
w
1
w
2
w
1
1
w
2
w
23
3
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−
1
−
1
2w
2
2
−
1
2w
2
−
w
2
−
w
2
−
w
−
w
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2
−
w
2
2w
2w
2
−
w
2w
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1
w
2
w
w
2
w
1
w
w
2
w
1
1
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w
2
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