As both speculative and hedging financial flows into commodity futures are expected to link commodity price formation more strongly to equity indices, we investigate whether these processes also create increased correlation amongst the commodities themselves. Considering U.S. oil and gas futures, using the large approximate factor models methodology we investigate whether common factors derived from a large international dataset of real and nominal macro variables are able to explain both returns and whether, beyond these fundamental common factors, the residuals remain correlated. We further investigate a possible explanation for this residual correlation by using some proxies for hedging and speculative activity, showing that speculation increases and hedging reduces the inter-commodity correlations.
Introduction
Whilst the evolution and volatility of commodity prices have always presented hedging and risk management concerns to producers and consumers, the so-called "financialization" of commodities through the active involvement of investors and speculators adds a new ingredient to the complexity of their price formations. This theme of increased investment and speculative activity in commodities became especially topical in relation to oil price behavior in the first decade of this century, with a view emerging that the financial effects may be substantial in linking commodity price indices to speculative volumes and to equity indices, but only alongside the changes in global economic fundamentals (Hamilton, 2009; Kilian, 2009; Tang and Xiong, 2012) . For the individual commodities, however, whilst questions still remain on the relative effects of fundamental drivers and financial market activity, there is, in addition, a more subtle aspect relating to the changes in the relationships amongst the commodities themselves. If two or more commodities are part of the same asset class, traded perhaps as part of a commodity index, then it is plausible to expect that extra financial activity will further increase their correlation beyond that already attributable to their product fundamentals. This expectation now appears to follow as a conjecture from various strands of theoretical and empirical research. Thus, as a result of information frictions and adaptive learning from prices, more financial trading may increase the link between commodities and equity market indices, inducing a pro-cyclical tendency (e.g. Singleton, 2013) , which would plausibly also manifest a greater co-movement amongst the commodities involved. Furthermore, capital frictions have been shown to influence risk premia in commodity futures (e.g. Acharya et al, 2013) and the consequent limits to arbitrage may again influence the correlations amongst commodities in the same asset class. More directly, it has been shown in 1 general that as the objective function of investors becomes compromised by a need to outperform benchmark indices, index-focussed trading increases the correlations between asset prices comprising the indices (e.g. Basak and Pavlova, 2013) .
In order to test whether co-movement amongst heavily traded commodities is being significantly influenced by financial factors, it is therefore clearly necessary to do so in the context of a comprehensive representation of the underlying fundamental factors which may link their price behavior. With commodities being primary goods, global economic factors must therefore be fully specified in the modeling. We approach this methodological challenge by means of a filtration of commodity returns through a large approximate factor model, to explore common fundamental factors, followed by analysis of the effects of hedging and speculative trading proxies on the residual co-movements. As an application area, energy commodities are particularly amenable to this research question and we analyse an important pair of energy products, crude oil and natural gas, which are of substantial economic impact and predominate within the commodity indices (e.g. GSCI).
As a topical area, the fundamental aspects of the link between oil and gas prices have engaged substantial commentary and analysis. In general, the conventional view was one of strong linkage, as in Serletis and Herbert (1999) , mainly because of the history of product substitution between gas and fuel oil (e.g. for power generation, industrial boilers). Furthermore, especially within Continental Europe and South-East Asia, as well as elsewhere, the development of gas pipelines by the upstream oil producers had generally been associated with long-term gas contracts, index-linked to crude oil prices. Against this, there are some different market features. Oil markets are part of broader international markets, while natural gas markets are essentially regional. Surplus production of natural gas may arise since it is a co-product of oil. Gas supply is more inelastic than oil in the short-term, partly because of 2 production and delivery logistics (Villar and Joutz (2006) ); likewise gas demand is less elastic because of its substantial component of residential heating (Ewing et al. (2002) ) compared to the high transportation component for oil. Finally, more recent data suggests that linkages may have weakened with the advent of shale gas and, looking beyond the US, with the continuing deregulation of energy markets worldwide (Ramberg and Parsons (2012) ).
In such a changing and multifaceted context of fundamental influences, empirical analysis has unsurprisingly revealed mixed results concerning the existence of a long-term relationship between gas and oil. From a cointegration framework, Serletis and Herbert (1999) identified shared trends among the U.S. Henry Hub natural gas price and the fuel oil price during 1996-1997, as did Villar and Joutz (2006) for the Henry Hub natural gas price and the West Texas Intermediate (WTI) crude oil price during 1989-2005. They identified a stable relationship between oil and gas prices, despite periods where they may have appeared to 'decouple'. By using error correction models, Bachmeier and Griffin (2006) also found evidence of market integration among primary energy fuels in the U. S. during 1990-2004 . Their analysis confirmed that oil and natural gas prices were cointegrated in the long run and exhibited strong evidence of market integration. Furthermore, Brown and Yücel (2008) showed that movements in crude oil prices had a prominent role in shaping natural gas prices in the U.S., once other drivers such as weather, seasonality, storage, and production disruptions have been taken into account. Yet, also based on vector error-correction models and common cycle tests, Serletis and Rangel-Ruiz (2004) claimed that Henry Hub and WTI did not have common price cycles, and that progressive decoupling of US energy prices was a result of deregulation. Furthermore, Hartley et al. (2008) found evidence that the link between natural gas and crude oil prices in the U.S. was indirect, acting through competition at the margin between natural gas and residual fuel oil (being the price of the main competitive oil product). More precisely, the residual fuel oil price caused movements in the natural gas price, while the converse was not true. 1
Despite this large body of work on market integration between gas and oil, the cointegration approach appears too restrictive for our purposes. In seeking to go beyond tests for linkage and dynamic error correction, we a looking to identify what may be the common underlying factors of co-movement in these two commodities, amongst an extensive set of global macro variables, as well as with regard to financial hedging and speculative proxies. To find the common factors, we use the large approximate factor model methodology following Stock and Watson (1999 , 2002a ,b, 2006 ; Bai and Ng (2008) . Large approximate factor models have been used in a number of financial applications, with, in particular, Ludvigson and Ng (2007 , 2009 , 2010 investigating the risk-return trade-off and the bond premium. Thus, in our study, we extract from a large dataset of macroeconomic and financial variables the factors that are able to explain oil and gas returns in the U.S. futures markets. We show that a few factors can explain a significant proportion of both returns, which is an indication of similar fundamentals for oil and gas dynamics. This appears to be the first study aiming at explaining oil and gas returns with factors extracted from a large dataset. Furthermore, compared to the wellknown dataset by Stock and Watson (2002a,b) , ours also includes variables from emerging economies known to contribute to the price formation of market for energy commodities.
Indeed, we find that the factor with the highest explanatory power for oil is mostly connected with real macroeconomic variables from emerging countries. Furthermore, we show that the correlation between the unexplained parts of the returns (residuals after filtration by the factors) can be explained by trading activity proxies, which would be consistent with the 1 Several cointegration studies have also investigated the relationship between oil and gas prices in the UK, where a fully liberalized, actively traded, gas market has existed since the early 1990s. Panagiotidis and Rutledge (2007) found a linear relationship between UK gas prices and Brent oil price during 1996-2003. 4 financialization conjecture for related energy commodities. In particular, we find that the speculative activities increase the correlations, whereas the hedging activities reduce it.
The remainder of the paper is structured as follows. Section 2 presents the dataset and Section 3 reviews the approximate factor modeling methodology. Section 4 reports the empirical analysis of oil and gas returns using this methodology and Section 5 contains the analysis of residual autocorrelation. Section 6 focuses on the trading activity proxies and Section 7 concludes.
Data
We look at the main global oil and natural gas prices from the U.S. The natural gas futures are Descriptive statistics for returns are reported in Table 1 . These statistics show evidence of excess kurtosis for each return series. Returns also record a negative skewness for crude oil but not natural gas. The Jarque-Bera test rejects the hypothesis of a Gaussian distribution for each return. Heteroskedasticity is present in the data, which may explain the non-normality.
Oil and gas prices have unit roots and are cointegrated. The raw correlation between U.S. crude oil and natural gas returns is positive and significant (as judged by the p-value).
Whilst the cointegration tests established the linkages, to understand the common macro drivers more explicitly, factors are extracted from 187 macroeconomic and financial variables representative of developed and emerging countries. Our dataset differs in its composition from the widely known large factor datasets of Stock and Watson (2005) Boivin and Ng (2006) in the Euro area.
Thus, inclusion in our dataset followed two principles: (i) to gather, as far as possible, a balanced panel between developed and developing countries, and (ii) to limit the dimensionality of the dataset so as to avoid measurement error problems in the factor analysis. All data are extracted from Thomson Financial DataStream. The list of the 187 time series is given in the Appendix, where a coding system indicates how the data are transformed to ensure stationarity. All of the raw data are standardized prior to estimation.
The large approximate factor methodology
With a sample of i = {1, . . . , N} cross-section units and t = {1, . . . , T } time series observations, we formulate:
The original dataset in Stock and Watson (2005) 
where Σ and Ω denote, respectively, the population covariance matrices of X t and e t .
In classical factor analysis, F t and e t are assumed to be serially and cross-sectionally uncorrelated. Moreover the number of observations N is fixed. The 'large dimensional approximate factor model' initiated by Stock and Watson (2002a,b) differs from previous factor models in two ways (at least): (i) the sample size tends to infinity in both directions, and (ii) the idiosyncratic errors are allowed to be 'weakly correlated' 4 across i and t.
We assume k factors, and use the principal components method to estimate the T × k matrix of factors F k and the corresponding N × T loadings matrix Λ k . These estimates solve the following optimization problem :
If we define X as the T ×N matrix with t th row X t , this classical principal component problem is solved by settingΛ k equal to the eigenvectors of the largest k eigenvalues of X X. The principal components estimator of F k is given by: (2002a) and Bai and Ng (2002) . Bai (2003) gives the asymptotic distribution of the principal component estimator.
We use the information criteria by Bai and Ng (2002) and the sequential test by Kapetanios (2010) to determine the number of factors. The information criteria by Bai and Ng (2002) can be seen as an extension to factor models of usual information criteria. If we noteŜ(k) =
2 the sum of squared residuals (divided by NT ) when k factors are considered, the information criteria have the following general expressions:
whereσ 2 is equal toŜ(k max ) for a pre-specified value k max , and g i (N, T ) is a penalty function.
We allow a maximum of k max = 20 factors, and apply the four penalty functions g i (N, T ), i = 1, .., 4 proposed by Bai and Ng (2002) . The estimated number of factors minimizes the aforementioned information criteria.
We also apply the sequential test by Kapetanios (2010) to determine the number of factors.
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This test is based on the property that if the true number of factors is k 0 , then, under some regularity conditions, the k 0 eigenvalues (in decreasing order) of the population covariance matrix Σ will increase at rate N while the others will remain bounded. If we denote byλ k , k = 1, ..., N the N eigenvalues of the sample covariance matrix Σ, the differenceλ k −λ k max +1 will tend to infinity for k = 1, ..., k 0 but remain bounded for k = k 0 + 1, ..., k max where k max is some finite number such that k 0 < k max . The null hypothesis that the true number of factors
properly normalized by a sequence of constant τ N,T should converge to a law limit. In the presence of factors, it should tend to infinity. The law limit and the rate of convergence τ N,T → ∞ have to be estimated by resampling technique. The test procedure is sequential.
In a first step, we test (
If we reject the null hypothesis, then we consider the null (H 0,k : k 0 = k + 1 = 1). We stop once we cannot reject the null hypothesis. Kapetanios (2010) refers to this algorithm as MED (maximal eigenvalue distribution).
The estimated numbers of factors are displayed in Table 2 , where it is evident that there is clearly no agreement on the optimal number of factors. This result is similar to previous empirical studies, which also show substantial variations in determining the number of factors.
According to the information criteria by Bai and Ng (2002) , the optimal number of factors runs from the 2 to 9. The sequential test by Kapetanios (2009) selects 2 factors.
Additional information on the autocorrelation and the explanatory power of the estimated factors F t is displayed in Table 3 . We notice that the first 3 factors only explain 20% of the variance of the 187 time series, while we reach 36% with 9 factors. Hence, we choose to consider the set of the first 9 factors as potential set of regressors. The factor autocorrelations 9 (up to 3 lags) provided in Table 3 show that most factors are persistent.
Factor analysis of oil and gas returns
We consider the first 9 factors to comprise the set of potential regressors. Since a preliminary analysis factor-by-factor shows that factors 3 and 9 have low explanatory powers (compared to the others), we choose to exclude them from our set of regressors. We then consider all combinations of the 7 remaining factors, and select the subset which minimizes the multivariate BIC criterion (as in Stock and Watson (2002) and Ludvigson and Ng (2009)). All results are reported in Table 4 .
Following this process, we choose the setF t = (F 1 t ,F 2 t ,F 7 t ) and estimate the following SUR regression:
We consider extra explanatory variables by adding for each energy market monthly stock/inventories changes computed as Δs it = log(S i,t /S i,t−1 ), where S i,t stands for the stock level at date t (see Brown and Yücel (2008) The minimization of the BIC criterion leads us to select the same set of factors as previously, and to estimate:
These data are extracted from the US Department of Energy website.
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The results of these estimations are reported in Table 4 . Firstly, we find a higher explanatory power for crude oil than for natural gas. The R 2 associated with regression (1.a) is equal to 0.34 for oil, and to 0.07 for gas in regression (1.b). This distinction applies across all regressions (1.a) to (3.b). This result may be explained by the fact that gas markets are more regional and hence international factors are less likely to have a good explanatory power for these series (compared to oil).
Regarding the estimated coefficients, the first factor F 1 appears to be statistically significant only for oil returns. This finding is stable across the regressions (1.a), (2.a) and (3.a).
Concerning the factors F 2 and F 7 , we notice the remarkable stability of the signs obtained across all regressions, as well as their statistical significance (except F 7 in regression (3.a)).
The coefficient estimates for the extra explanatory variables are not significant, except for changes in stock/inventories. With the significant negative sign for stocks, as in other studies (e.g. Brown and Yücel (2008) ), this is intuitively consistent with conventional fundamental expectations for the effect of stocks on price movements.
In order to interpret the factors, we follow Ludvigson and Ng (2009), by regressing each original variable on each single factor and then, for graphical convenience, as in Figure 3 , sorting the variables along the horizontal axis (in our case, beginning with real variables and then with nominal variables), to show the variables for which high marginal R 2 are obtained. Thus, we classify our 187 series into four categories according to the characteristics real/nominal variables and developed/emerging countries. A finer classification would be difficult to illustrate and is relevant, in our opinion, only when a single country is under consideration. 6
Factor F 1 can easily be interpreted as a real factor, since it records its highest explanatory power for real variables. More particularly, F 1 is mostly associated with real variables from emerging countries. 7 It is significant for oil market returns, but does not indicate any effect on gas returns. The association of F 1 with crude oil returns can be interpreted as an evidence of the growing weight of emerging countries in oil imports during the time period considered.
This finding is consistent with the rather weak support of previous studies to the popular view that oil prices have been driven more by financial activities, rather than real supply and demand variables, and in this respect supports the findings by Hamilton (2009) and Kilian (2009) that real demand from emerging economies has been partly responsible for the rise in oil prices over the recent period. More importantly, because we include in our database a number of Asian variables, it seems that their explanatory power is rather large and supports the view of the demand-shock-based dynamics.
Unlike F 1 , the other factors indicate common macro effects on both gas an oil returns. F 7 has its highest factor loadings for a small set of real economic activity variable from developed countries (most notably western housing starts and car registrations) and is significant across all variables, including both oil and gas. Factor F 2 is a significant, more broadly loaded factor for both oil and gas (with relatively higher loadings on Asia-Pacific economies than F 7 ). Evidently there is a substantial basis from factors 2 and 7 for asserting that gas has a linkage with oil due to common economic and other global drivers, but, from the first factor, oil also has its own distinct global economic driver linked to the growth of the emerging economies.
Correcting residual correlation for heteroscedasticity
In this section, we proceed, as in Kallberg and Pasquariello (2008) , to correct the residual correlations for the heteroscedasticity. The main idea is to compute the sample correlation, and then to correct it for the effect of change in volatility by using Forbes and Rigobon Having estimated the commodities returns' conditional mean equation, we use the residualŝ u i,t to compute the residuals correlation coefficient:
Boyer et al. (1999) , Loretan and English (2000) and Forbes and Rigobon (2002) show that the correlation coefficient is conditional on returns volatility. Hence, in the presence of heteroscedasticity, the usual sample correlation may be biased upward or downward. These authors propose a correction for this bias, and define an unconditional correlation measure under the assumption of no omitted variables or endogeneity. The unconditional correlation is defined as:ρ * ij,t =ρ
where the ratioδ i,t = var(û i,t ) var(û i,t ) LT − 1 corrects the conditional correlationρ ij,t by the relative difference between short-term volatility var(û i,t ) and the long-term volatility var(û i,t ) LT of the i ith return. As we do not make any ex ante assumption on the direction of propagation of shocks from one commodity to another, we alternatively assume that the source of these shocks is commodity i (inρ * ij,t ) or commodity j (inρ * ji,t ). Therefore,ρ * ij,t andρ * ji,t may be different.
As we have only two returns, we compute the two unbiased measures of correlation, by using the change in volatility in oil and gas residuals that is to say, if the source of shock is 1:
and, if the source of shock is 2:ρ * * 12,t =ρ
Besides, we compute the mean of excess squared correlation coefficients:
In this analysis, we treat the covariance matrix of returns residuals as observable, and construct time series of rolling excess squared correlations for each commodity i. We consider a time-varying model: Some descriptive statistics are given in Table 5 . We notice that the average squared correlation μ for raw returnsρ * 2ret t is significant (at the 5% level). Reassuringly, the percentage rate of significant squared correlations F ρ * 2 is lower for the estimated OLS residualsρ * 2OLS t than for the raw returnsρ * 2ret
6 Financial Impacts on the US oil-gas residual correlation
We now seek to test the financialization conjecture as an explanation for the remaining residual correlation in the filtered oil and gas returns for the U.S. More particularly, we investigate the potential impact of trading activity variables in the oil and gas futures markets on the relationship between oil and gas futures returns. Trading and speculative activities By regressing the unconditional average squared residual correlation (i.e. theρ * 2 t ) on the four exogenous regressors Han oil, Han gas, DeRonnetal oil and DeRonnetal gas, we obtain the estimation results reported in Table 6 . Thus, it appears that a higher hedging activity, which is by nature more specifically related to one market or another, is associated with a lower residual correlation. Conversely, when the speculative activity is strong, the impact on residual correlation is detected on both oil and gas markets, as agents in this case tend to invest in energy futures markets through commodity indices (Tang and Xiong (2012)), and the consequent explanation of residual returns co-movement is consistent with the financialization conjecture. Finally, as judged by the R 2 of 19%, this analysis of financial trading has explained a substantial part of the remaining residual correlation present in our filtered series for the U.S.
Conclusion
A consequence of the streams of research that have suggested that increased financial engagement in commodity futures will link commodity returns more closely to equity indices (Tang and Xiong, 2012; Büyüksahin and Harris, 2011; Singleton, 2013) and that index-focused investment by itself may increase the correlations amongst the assets within the index (Basak and Pavlova, 2013) , is the expectation that financial flows into commodities may also manifest increased correlations between actively traded commodities. We tested this on U.S. oil and gas futures and find support for the conjecture. Moreover we find significant evidence that speculation, with its focus on index trading, increases the correlation between oil and gas, whilst hedging, which is based more on individual forward contracts, actually decreases this correlation. Both of these are plausible effects and consistent with the "financialization" observations. Expanding the set of commodities to include coal futures is an obvious extension.
The methodological challenge in obtaining these results is substantial. Since commodities are global products, they generally have a complex set of fundamental drivers, and this is certainly the case for oil and gas. Oil itself requires careful structural modeling (Hamilton, 2009; Kilian, 2009 ) and the theme of oil-gas linkage has been a lengthy and on-going debate amongst energy economists (Ramberg and Parsons, 2012) . We therefore undertook a comprehensive fundamental filtration of oil and gas returns before seeking to associate financial activity with the residual correlations. From a large dataset of macroeconomic and financial variables we found that two factors can explain a significant proportion of both returns, which is an indication of similar economic fundamentals for oil and gas dynamics. This appears to be the first study explaining oil and gas returns with factors extracted from a large dataset in the Stock and Watson (2002a,b) tradition, but ours also includes more international variables from emerging economies. Indeed, we find that the factor with the highest explanatory power for oil is mostly connected with real macroeconomic variables from emerging countries, and this was the one key factor that was not shared in common with gas. Given that gas markets tend to be more local with lower gas penetration in developing countries, this is a consistent result.
Whilst the large dataset factor filtration was effective, it is an area for further methodological refinement, as it is crucial for the subsequent residual estimations. Thus, we considered, as in most of the factor-models literature, the factors as if they were observed, whilst they are actually estimated. Despite this, the assumption should only have a limited impact on our results. However it could be relevant to investigate the small sample case using some simulation techniques as in Ludvigson and Ng (2007 , 2009 and 2010 and Gospodinov and Ng (2013) .
The evolving nature of these fundamentals is more challenging, as dynamic representations may become necessary. Overall, however, the analysis undertaken here appears to give robust and consistent results to the subtle question of estimating the financial effects on commodity inter-correlations in the context of complex global fundamentals. Note:(i) monthly returns are computed as log difference of raw prices. Commodity prices are cash prices except crude oil where the current month contract price is taken as a proxy for the cash price. (ii) '*' denotes a rejection of the null hypothesis of a Gaussian distribution at the 5% level. (iii) The p-value is computed by transforming the residual correlation to create a t-statistic having (N − 2) degrees of freedom, with N the number of observations. Note: MED denotes the number of factors given by the Maximum Eigenvalue Distribution algorithm. ICi and P CPi denote, respectively, the number of factors given by the information criteria IC and P CP estimated with the penalty function gi(N, T ). , and the benchmark squared unconditional correlation of raw returnsρ * 2ret t . F ρ * 2 is the mean percentage of squared unconditional correlation significant at the 5% level using the t-square ratio testt 
t is the unconditional average squared residual correlation. Han oil and Han gas are the speculative trading activity proxies computed from CFTC futures data for oil and gas, respectively. DeRonnetal oil and DeRonnetal gas are the proxy for hedging pressure in futures markets for oil and gas, respectively. N is the number of observations. * denotes significance at the 5% level. Note: 'conditional squared gross returns correlation' is the squared correlation of raw returns not corrected for heteroskedasticity. 'unconditional average square gross returns correlation' is the ρ * 2 t computed from raw returns. 'unconditional average square residual correlation' is ρ * 2 t computed from OLS residuals. The confidence band represents the minimal value above which squared correlation is significant at the 5% level. It is computed from the t-squared ratio test 
