Operadores essencialmente normais e a teoria de Brown-Douglas-Fillmore by Mortari, Fernando de Lacerda
Universidade Federal de Santa Catarina
Curso de Po´s-Graduac¸a˜o em Matema´tica e
Computac¸a˜o Cient´ıfica
Operadores Essencialmente
Normais e a Teoria de
Brown-Douglas-Fillmore
Fernando de Lacerda Mortari
Orientador: Prof. Dr. Ruy Exel Filho
Floriano´polis
Marc¸o de 2005
Universidade Federal de Santa Catarina
Curso de Po´s-Graduac¸a˜o em Matema´tica e
Computac¸a˜o Cient´ıfica
Operadores Essencialmente Normais e a Teoria de
Brown-Douglas-Fillmore
Dissertac¸a˜o apresentada ao Curso de Po´s-
Graduac¸a˜o em Matema´tica e Computac¸a˜o
Cient´ıfica, do Centro de Cieˆncias F´ısicas e
Matema´ticas da Universidade Federal de
Santa Catarina, para a obtenc¸a˜o do grau
de Mestre em Matema´tica, com A´rea de
Concentrac¸a˜o em Ana´lise.
Fernando de Lacerda Mortari
Floriano´polis
Marc¸o de 2005
Operadores Essencialmente Normais e a Teoria de
Brown-Douglas-Fillmore
por
Fernando de Lacerda Mortari
Esta Dissertac¸a˜o foi julgada para a obtenc¸a˜o do T´ıtulo de “Mestre”,
A´rea de Concentrac¸a˜o em Ana´lise, e aprovada em sua forma
final pelo Curso de Po´s-Graduac¸a˜o em Matema´tica e
Computac¸a˜o Cient´ıfica.
Prof. Dr. Igor Mozolevsky
Coordenador
Comissa˜o Examinadora
Prof. Dr. Ruy Exel Filho (UFSC-Orientador)
Prof. Dr. Eliezer Batista (UFSC)
Prof. Dr. Ivan Pontual Costa e Silva (UFSC)
Prof. Dr. Severino Toscano do Reˆgo Melo (IME-USP)
Floriano´polis, Marc¸o de 2005.
ii
Aos meus pais
iii
Agradecimentos
Em primeiro lugar, gostaria de agradecer aos meus pais, pela educac¸a˜o que me deram
e por todo o apoio e dedicac¸a˜o; obrigado por terem acreditado em mim e na minha
escolha. Obrigado a minha famı´lia pelo suporte e carinho.
Ao professor Eliezer Batista, o meu sincero obrigado, por ter me aberto os olhos
para uma de minhas vocac¸o˜es, com a matema´tica, e por ter sempre incentivado a
curiosidade e criatividade em seus alunos; na˜o fosse por ele e pelo Programa Avanc¸ado
de Matema´tica da UFSC (PAM), minha vida acadeˆmica definitivamente teria tomado
um rumo bastante diferente.
Ao professor Ruy Exel, por ter me ensinado a trilhar com rigor os caminhos da
matema´tica, e por ter sido um excepcional orientador e colega, meus agradecimentos.
E´ para mim uma honra ter tido a oportunidade de trabalhar com o professor Ruy.
Agradec¸o aos amigos, em particular Erwin Dassen e Gilles Castro, por todo o
apoio. Juntos compartilhamos inu´meros momentos e superamos dificuldades, envolvi-
dos ou na˜o em assuntos matema´ticos; devo em grande parte a minha atual condic¸a˜o
na matema´tica a estes momentos, que jamais sera˜o esquecidos.
Ao meu amor, Alda Dayana Mattos, uma pessoa maravilhosa, que acompanhou
de perto o desenvolvimento dos meus trabalhos no mestrado e sempre me deu muito
apoio em todas as horas, meu profundo agradecimento. Os meus dias sa˜o mais felizes
por tua causa. Obrigado por tudo.
Agradec¸o ao CNPq, pelo suporte financeiro que possibilitou a realizac¸a˜o deste
trabalho.
iv
Resumo
Um operador limitado T em um espac¸o de Hilbert H e´ dito essencialmente normal
quando T ∗T − TT ∗ e´ um operador compacto. Dois operadores sa˜o ditos unitaria-
mente equivalentes mo´dulo os compactos quando um e´ unitariamente equivalente a
uma perturbac¸a˜o compacta do outro.
O objetivo deste trabalho e´ provar um teorema, que da´ condic¸o˜es necessa´rias e su-
ficientes para que dois operadores essencialmente normais sejam unitariamente equiva-
lentes mo´dulo os compactos. Para alcanc¸armos este objetivo, desenvolveremos a teoria
de Brown-Douglas-Fillmore, que fornece um funtor covariante da categoria dos espac¸os
me´tricos compactos na categoria dos grupos abelianos, chamado de funtor Ext, e uma
transformac¸a˜o natural que, a cada espac¸o me´trico compacto X, associa um homomor-
fismo de grupos γX : Ext(X) −→ Hom(pi1(X),Z), onde pi1(X) e´ o primeiro grupo
de cohomotopia de X. O teorema de classificac¸a˜o dos operadores essencialmente nor-
mais sera´ consequ¨eˆncia do fato que γX e´ um isomorfismo de grupos quando X e´ um
subconjunto compacto do plano complexo C.
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Abstract
A bounded operator T on a Hilbert spaceH is said essentially normal when T ∗T−TT ∗
is a compact operator. Two operators are said unitarily equivalent modulo the compact
operators when one is unitarily equivalent to a compact perturbation of the other.
The goal of this work is to prove a theorem, that gives necessary and sufficient con-
ditions for any two given essentially normal operators to be unitarily equivalent modulo
the compact operators. In order to reach this objective, we will develop the Brown-
Douglas-Fillmore theory, that gives us a covariant functor on the category of compact
metric spaces to the category of abelian groups, called the Ext functor, and a natural
transformation that, to each compact metric space X, gives a group homomorphism
γX : Ext(X) −→ Hom(pi1(X),Z), where pi1(X) denotes the first cohomotopy group
of X. The classification theorem for essentially normal operators will follow from the
fact that γX is a group isomorphism when X is a compact subset of the complex plane
C.
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Introduc¸a˜o
Gostar´ıamos inicialmente de fixar as notac¸o˜es mais ba´sicas que sera˜o utilizadas no
decorrer do trabalho:
• H = `2(N∗); todos os espac¸os de Hilbert considerados sera˜o de dimensa˜o infinita
separa´veis, a menos que se diga o contra´rio explicitamente;
• B(H) denotara´ a C*-a´lgebra dos operadores lineares limitados no espac¸o H;
• K(H) denotara´ o ideal de B(H) dos operadores compactos em H;
• Q(H) denotara´ a a´lgebra de Calkin B(H)/K(H);
• Para todo espac¸o de Hilbert H˜, pi : B(H˜) −→ Q(H˜) denotara´ a aplicac¸a˜o quoci-
ente; ou seja, pi sempre deve ser interpretado de acordo com o espac¸o de Hilbert
que esta´ sendo trabalhado no momento;
• Dada uma C*-a´lgebra A e um elemento a ∈ A, denotaremos o espectro de a por
σ(a);
• Dado T ∈ B(H), o espectro essencial de T e´ o espectro do elemento pi(T ) ∈ Q(H);
denotaremos o espectro essencial de T por σe(T );
• O s´ımbolo X sera´ usado para denotar um espac¸o me´trico compacto qualquer, a
menos que dito em contra´rio.
O objetivo principal deste trabalho e´ desenvolver uma se´rie de ferramentas que
permitiram-nos responder, na de´cada de 1970, a uma questa˜o oriunda da teoria de
operadores; para introduzir o problema adequadamente, um pouco de terminologia:
Dados operadores T1, T2 ∈ B(H), dizemos que T1 e´ unitariamente equivalente a T2
quando existir um operador unita´rio U ∈ B(H) tal que T1 = AdU(T2), ou seja,
T1 = UT2U
∗.
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Diremos tambe´m que T1 e´ unitariamente equivalente a T2 mo´dulo os compactos quando
T2 e´ unitariamente equivalente a uma perturbac¸a˜o compacta de T1, ou seja, quando
existirem um operador unita´rio U ∈ B(H) e um operador compacto K ∈ K(H) tais
que
T1 +K = UT2U
∗.
Utilizando propriedades elementares dos operadores compactos, e´ poss´ıvel verificar
facilmente que “equivaleˆncia unita´ria mo´dulo os compactos” e´ uma relac¸a˜o de equi-
valeˆncia. De agora em diante, denotaremos esta relac¸a˜o de equivaleˆncia em B(H) por
∼K . Uma primeira pergunta que pode ser feita e´ a seguinte:
Dados operadores T1, T2 ∈ B(H), como decidir se T1 ∼K T2?
Na verdade, gostar´ıamos de algo mais forte: Dados operadores T1, T2 ∈ B(H), quais
sa˜o, caso existam, condic¸o˜es necessa´rias e suficientes para que T1 ∼K T2?
Resultados de Weyl e von Neumann responderam a questa˜o para operadores auto-
adjuntos: em 1909, Weyl, motivado pelo estudo da estabilidade de um operador dife-
rencial sob alterac¸o˜es de condic¸o˜es de fronteira, provou que uma perturbac¸a˜o compacta
de um operador auto-adjunto preserva o espectro do operador, a menos possivelmente
dos autovalores isolados de multiplicidade finita. Este resultado, ajustado para a
questa˜o em estudo e usando terminologia atual, diz que se T1, T2 ∈ B(H) sa˜o auto-
adjuntos e T1 ∼K T2, enta˜o σe(T1) = σe(T2) (note que isto e´ elementar do ponto
de vista da teoria de operadores atual). A rec´ıproca deste resultado, nem um pouco
elementar, foi provada em 1935 por von Neumann; vemos assim que, no caso de opera-
dores auto-adjuntos, o espectro essencial e´ um invariante completo para se caracterizar
equivaleˆncia unita´ria mo´dulo os compactos.
Ainda no caso auto-adjunto, observe que podemos reinterpretar o problema em
termos da a´lgebra de Calkin (algo que e´ sugerido pelo fato de termos espectros essen-
ciais desempenhando pape´is nesta histo´ria): se t ∈ Q(H) e´ um elemento auto-adjunto,
enta˜o existe um operador auto-adjunto T ∈ B(H) tal que t = pi(T ); de fato, tome
qualquer S ∈ B(H) tal que t = pi(S). Enta˜o, e´ trivial verificar que t = pi(Re(S)), onde
Re(S) =
S + S∗
2
,
e portanto T = Re(S) e´ como desejado.
Suponha que t1, t2 ∈ Q(H) sa˜o auto-adjuntos com σ(t1) = σ(t2), e tome T1, T2 ∈
B(H) operadores auto-adjuntos tais que t1 = pi(T1), t2 = pi(T2); assim, em particular
σe(T1) = σ(pi(T1)) = σ(t1) = σ(t2) = σ(pi(T2)) = σe(T2),
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e portanto T1 ∼K T2, pelo resultado de von Neumann. Logo, existem um operador
unita´rio U ∈ B(H) e um operador compacto K ∈ K(H) tais que T1+K = UT2U∗. Se
denotarmos u = pi(U), teremos que u e´ elemento unita´rio de Q(H) e, ainda,
t1 = pi(T1) = pi(T1 +K) = pi(UT2U
∗) = pi(U)pi(T2)pi(U)∗ = ut2u∗.
A equac¸a˜o acima nos diz que t1 e´ unitariamente equivalente a t2, ou seja, existe
um elemento unita´rio u ∈ Q(H) tal que t1 = ut2u∗.
Resumindo, se t1, t2 ∈ Q(H) sa˜o auto-adjuntos com σ(t1) = σ(t2), enta˜o t1 e t2 sa˜o
unitariamente equivalentes; a rec´ıproca e´ obviamente verdadeira, e da´ı vemos que o
espectro e´ um invariante completo para classificar elementos auto-adjuntos da a´lgebra
de Calkin, via equivaleˆncia unita´ria.
Observe que o uso feito acima do resultado de Weyl e von Neumann sugere uma
outra noc¸a˜o de equivaleˆncia unita´ria na a´lgebra de Calkin: diremos que elementos
t1, t2 ∈ Q(H) sa˜o fortemente unitariamente equivalentes quando existe um operador
unita´rio U ∈ B(H) tal que t1 = pi(U)t2pi(U)∗. Esta noc¸a˜o de equivaleˆncia e´ a pri-
ori mais forte que a noc¸a˜o de equivaleˆncia usual pois, dado um elemento unita´rio
u ∈ Q(H), na˜o e´ verdade em geral que existe um operador unita´rio U ∈ B(H) tal
que u = pi(U); agora, o que provamos acima mostra tambe´m que dois elementos auto-
adjuntos t1, t2 ∈ Q(H) sa˜o tais que σ(t1) = σ(t2) se, e somente se, t1 e t2 sa˜o fortemente
unitariamente equivalentes. Em outras palavras, vemos que, pelo menos se nos res-
tringirmos aos elementos auto-adjuntos da a´lgebra de Calkin, temos que estas duas
noc¸o˜es de equivaleˆncia coincidem.
Retornando ao problema no contexto dos operadores: se um resultado e´ va´lido
para operadores auto-adjuntos, um dos primeiros questionamentos relevantes sobre o
resultado e´ se ele pode ser estendido para operadores normais. Sem du´vida, a im-
plicac¸a˜o de Weyl e´ va´lida se considerarmos operadores normais no lugar de operadores
auto-adjuntos. A poss´ıvel extensa˜o da rec´ıproca de von Neumann, pore´m, resistiu ate´
1971, quando um resultado obtido independentemente por Berg e Sikonia foi sufici-
ente para responder o problema afirmativamente; no´s apresentaremos a prova deste
resultado no apeˆndice B (Teorema B.2.6), mas o enunciaremos aqui por clareza:
Teorema (Weyl-von Neumann-Berg). Sejam T1, T2 ∈ B(H) operadores normais.
Enta˜o, T1 ∼K T2 se, e somente se, σe(T1) = σe(T2).
Poder´ıamos agora, assim como no caso auto-adjunto, tentar reinterpretar o pro-
blema no caso normal em termos da a´lgebra de Calkin. Uma primeira tentativa seria
aplicar o teorema acima de modo similar ao que fizemos no caso auto-adjunto, mas
um problema te´cnico aparece: vimos que todo elemento auto-adjunto de Q(H) pode
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ser levantado para um operador auto-adjunto, e este ingrediente foi crucial para esta-
belecer o fato de que, no caso auto-adjunto, o espectro e´ um invariante completo para
se caracterizar a equivaleˆncia unita´ria; agora, dado um elemento normal n ∈ Q(H),
na˜o e´ verdade em geral que existe um operador normal N ∈ B(H) tal que n = pi(N).
Veremos um exemplo disto na sec¸a˜o 1.1.
Com isto, realmente cai por terra a tentativa de generalizac¸a˜o do resultado utili-
zando diretamente o teorema acima. Pore´m, temos uma indicac¸a˜o de que investigar os
operadores que determinam elementos normais na a´lgebra de Calkin pode ser algo de
considera´vel relevaˆncia para o problema da generalizac¸a˜o. Dizemos que um operador
T ∈ B(H) e´ essencialmente normal quando pi(T ) e´ um elemento normal de Q(H).
E´ claro que os poss´ıveis invariantes para o caso normal podem ser diferentes do
que encontramos para o caso auto-adjunto; investigando um exemplo em particular
(exemplo 1.1.4), veremos que na verdade o espectro na˜o e´ um invariante completo
para caracterizar a equivaleˆncia unita´ria na a´lgebra de Calkin, no caso normal. Vol-
tando ao contexto de operadores, em particular isto mostra que o teorema de Weyl-von
Neumann-Berg na˜o vale se substituirmos operadores normais por operadores essenci-
almente normais; e´ necessa´rio algo mais e, conforme sugerido no exemplo 1.1.4, a teoria
de ı´ndices de Fredholm e´ o ingrediente adicional necessa´rio para resolver a questa˜o (as
definic¸o˜es, notac¸o˜es e resultados desta teoria que utilizaremos podem ser encontradas
na sec¸a˜o A.3). O teorema que classifica os operadores essencialmente normais a menos
de equivaleˆncia unita´ria mo´dulo os compactos, respondendo a questa˜o feita no in´ıcio
da introduc¸a˜o para estes operadores, e´ o seguinte:
Teorema (Brown-Douglas-Fillmore). Sejam T1, T2 ∈ B(H) operadores essencial-
mente normais. Enta˜o, T1 ∼K T2 se, e somente se, σe(T1) = σe(T2) e
ind(T1 − λI) = ind(T2 − λI) ∀λ ∈ C\σe(T1).
Aqui, ind denota o ı´ndice de Fredholm, como visto na sec¸a˜o A.3. Publicado em
1973 por Brown, Douglas e Fillmore em [6], este resultado trouxe consigo um arsenal
de novas ferramentas que revolucionou o estudo da teoria de C*-a´lgebras naquela
e´poca. De maneira surpreendente, a prova envolve na˜o apenas teoria de operadores,
mas utiliza de maneira sofisticada conceitos topolo´gicos e de a´lgebra homolo´gica. A
chamada teoria de Brown-Douglas-Fillmore (comumente abreviada BDF) foi o marco
inicial para o desenvolvimento de um grande nu´mero de ferramentas para o estudo de
C*-a´lgebras.
O objetivo deste trabalho, portanto, e´ desenvolver as fundac¸o˜es da teoria de Brown-
Douglas-Fillmore, e demonstrar o teorema de classificac¸a˜o,via equivaleˆncia unita´ria
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mo´dulo os compactos, dos operadores essencialmente normais. O que segue e´ uma
breve exposic¸a˜o do conteu´do de cada cap´ıtulo do texto:
O cap´ıtulo 1 e´ dividido em duas sec¸o˜es: a primeira sec¸a˜o destina-se a uma pre´via
da teoria de Brown-Douglas-Fillmore que trataremos mais adiante; discutiremos bre-
vemente as definic¸o˜es e conceitos envolvidos, e daremos a ide´ia da conexa˜o entre teoria
de operadores e a´lgebra homolo´gica, atrave´s do conceito de extenso˜es de C*-a´lgebras,
originando um funtor, que chamaremos de Ext. Ainda na primeira sec¸a˜o, faremos um
primeiro exemplo, classificando, via equivaleˆncia unita´ria mo´dulo os compactos, os
operadores essencialmente normais que possuem espectro essencial contido em R. Na
sequ¨eˆncia, a segunda sec¸a˜o e´ reservada para um segundo exemplo importante, consis-
tindo na classificac¸a˜o dos operadores essencialmente normais cujo espectro essencial e´
S1. Estes resultados nos dara˜o a classificac¸a˜o, via equivaleˆncia unita´ria, dos elementos
unita´rios da a´lgebra de Calkin.
O cap´ıtulo 2, dividido em quatro sec¸o˜es, e´ dedicado ao estudo formal de extenso˜es
de K por C(X): a primeira sec¸a˜o conte´m definic¸o˜es e observac¸o˜es que estabelecem a
linguagem de extenso˜es que estaremos usando daquele ponto em diante. A segunda
sec¸a˜o e´ dedicada aos invariantes de Busby de extenso˜es; em particular, provaremos que
os conceitos mencionados acima de equivaleˆncia unita´ria e equivaleˆncia unita´ria forte
na a´lgebra de Calkin coincidem nos elementos normais. Voltaremos tambe´m a falar do
conjunto Ext(X), introduzido informalmente no cap´ıtulo 1. Na terceira sec¸a˜o, faremos
um estudo de dois conceitos de soma de extenso˜es, denominados “soma-chape´u” e
“soma disjunta”, e veremos que a soma-chape´u de extenso˜es induz uma operac¸a˜o
bina´ria associativa e comutativa em Ext(X), que chamaremos de “soma”. Na quarta
sec¸a˜o, introduziremos as extenso˜es triviais, e veremos que elas determinam o elemento
neutro para a operac¸a˜o de soma obtida em Ext(X); isto da´ a Ext(X) uma estrutura
de semigrupo abeliano.
O cap´ıtulo 3, em suas duas sec¸o˜es, estabelece Ext como um funtor covariante
da categoria dos espac¸os me´tricos compactos na categoria dos grupos abelianos; em
outras palavras, para todo espac¸o me´trico compacto X, Ext(X) e´ um grupo abeliano,
e dados espac¸os me´tricos compactos X, Y e f : X −→ Y cont´ınua, podemos obter um
homomorfismo de grupos Ext(f) : Ext(X) −→ Ext(Y ) de maneira funtorial. Como
exemplo, calcularemos Ext(S1), algo que sera´ de grande importaˆncia no cap´ıtulo 5.
O cap´ıtulo 4, o mais te´cnico do trabalho, em treˆs sec¸o˜es, destina-se ao estudo de
algumas propriedades do funtor Ext. Na primeira sec¸a˜o introduziremos o conceito
de cisa˜o de um elemento de Ext(X) por uma projec¸a˜o da a´lgebra de Calkin; va´rios
resultados u´teis sera˜o obtidos a partir deste conceito. A segunda sec¸a˜o tem duas
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preocupac¸o˜es: uma delas e´ estabelecer uma sequ¨eˆncia exata
Ext(A)
i∗−→ Ext(X) p∗−→ Ext(X/A)
para X espac¸o me´trico compacto e A subconjunto fechado de X; a outra e´ obter uma
sequ¨eˆncia rudimentar de Mayer-Vietoris
Ext(B ∩ C) α−→ Ext(B)× Ext(C) β−→ Ext(X)
para B,C ⊆ X fechados com X = B ∪ C. Na terceira e u´ltima sec¸a˜o, discutiremos
como Ext se comporta com limites projetivos; mais especificamente, dado (Xk, pk) um
sistema projetivo de espac¸os me´tricos compactos (na˜o vazios), podemos de maneira
padra˜o obter um sistema projetivo de grupos (Ext(Xk), pk∗), e um homomorfismo
ψ : Ext
(
lim←−Xk
) −→ lim←−Ext(Xk).
O resultado principal desta sec¸a˜o e´ demonstrar que o homomorfismo ψ e´ sempre so-
brejetor.
O cap´ıtulo 5, dividido em treˆs sec¸o˜es, finaliza o estudo da teoria de Brown-Douglas-
Fillmore neste trabalho. Dado um espac¸o me´trico compacto X, definiremos uma
aplicac¸a˜o
γX : Ext(X) −→ Hom(pi1(X),Z),
onde aqui pi1(X) denota o primeiro grupo de cohomotopia de X. Na primeira sec¸a˜o,
provaremos que γX e´ um homomorfismo de grupos, e que a correspondeˆncia X
γ7−→
γX define uma transformac¸a˜o natural entre os funtores Ext e Hom(pi
1(−),Z). Na
segunda sec¸a˜o, analisaremos em detalhes o caso X ⊆ C e provaremos que, neste
caso, γX e´ um isomorfismo de grupos. A terceira e u´ltima sec¸a˜o e´ curta e, destina-se
a aplicac¸a˜o da teoria BDF para solucionar treˆs problemas da teoria de operadores.
Um deles e´ o Teorema de Brown-Douglas-Fillmore enunciado acima. A prova deste
resultado, como veremos, e´ uma consequ¨eˆncia relativamente elementar do fato de
γX ser isomorfismo para X ⊆ C. O segundo resultado da´ condic¸o˜es necessa´rias e
suficientes para um operador ser perturbac¸a˜o compacta de um operador normal; o
terceiro diz que o conjunto dos operadores da forma N +K, com N ∈ B(H) normal
e K ∈ K(H), e´ fechado na norma, resultado este que, aparentemente, ate´ hoje na˜o
possui uma prova elementar via teoria de operadores.
Ainda neste trabalho esta˜o inclu´ıdos cinco apeˆndices:
O apeˆndice A e´ simplesmente um apanhado de definic¸o˜es e resultados das teorias
de medidas espectrais, integrais espectrais e teorema espectral, operadores compactos,
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de Fredholm, de shift e de Toeplitz, que sa˜o utilizados inu´meras vezes durante o texto,
estando aqui inclu´ıdos a t´ıtulo de refereˆncia; a maioria das provas sera˜o omitidas neste
apeˆndice.
O apeˆndice B e´ dedicado ao estudo do espectro essencial de operadores normais, e
ao teorema de Weyl-von Neumann-Berg enunciado acima. Provaremos uma se´rie de
resultados auxiliares, que nos permitira˜o fazer a demonstrac¸a˜o deste resultado.
O apeˆndice C trata de resultados sobre sequ¨eˆncias de operadores. Introduziremos
o conceito de joint spectrum (espectro conjunto) de uma famı´lia de elementos de uma
C*-a´lgebra que comutam entre si; entre outros, provaremos um teorema sobre dia-
gonalizac¸a˜o parcial simultaˆnea mo´dulo os compactos para uma famı´lia de operadores
satisfazendo hipo´teses apropriadas, que e´ de vital importaˆncia em diversos pontos do
texto principal.
O apeˆndice D destina-se a uma discussa˜o sobre aplicac¸o˜es positivas e completa-
mente positivas, com dois resultados principais. O primeiro deles e´ o teorema de
Stinespring, que diz essencialmente que toda aplicac¸a˜o completamente positiva e´ o
“canto” de alguma *-representac¸a˜o; o segundo diz que, para X um espac¸o me´trico
compacto, toda aplicac¸a˜o unital positiva de C(X) em um quociente B/J de uma C*-
a´lgebra B por um ideal bilateral fechado J pode ser levantada para uma aplicac¸a˜o
unital positiva de C(X) em B. Utilizaremos estes resultados na prova de que Ext(X)
e´ sempre um grupo abeliano.
O apeˆndice E traz resultados auxiliares de topologia, em particular sobre espac¸os
topolo´gicos totalmente desconexos. Introduziremos, sem demonstrac¸o˜es, os conceitos
e resultados ba´sicos da teoria de espac¸os topolo´gicos totalmente desconexos, por re-
fereˆncia. Em seguida, demonstraremos resultados te´cnicos envolvendo estes espac¸os
que nos sera˜o u´teis no decorrer do texto principal.
Para a leitura deste trabalho, recomenda-se que o leitor tenha algum conhecimento
das teorias de operadores limitados em espac¸os de Hilbert, C*-a´lgebras, operadores
compactos, operadores de Fredholm e ı´ndice de Fredholm, operadores de Toeplitz; sa˜o
deseja´veis conhecimentos de topologia geral, espac¸os me´tricos, teoria da homotopia, te-
oria da medida e teoria espectral de operadores, bem como noc¸o˜es gerais dos conceitos
fundamentais da teoria de categorias (categoria, funtor, transformac¸a˜o natural).
A estrutura deste trabalho e´ baseada em parte no material publicado por Brown,
Douglas e Fillmore em [6] e [7]; com o passar dos anos, demonstrac¸o˜es mais simples
ou mais esclarecedoras de certos resultados foram obtidas, e sempre que poss´ıvel op-
tamos por trabalhar com estas novas demonstrac¸o˜es. As refereˆncias relevantes sera˜o
mencionadas em tempo.
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Convencionaremos que, a menos que dito em contra´rio, todas as C*-a´lgebras que
tomarmos sera˜o C*-a´lgebras com unidade, e todos os *-homomorfismos de C*-a´lgebras
sera˜o unitais. Tambe´m, todos os espac¸os topolo´gicos (e em particular os espac¸os
me´tricos) considerados sera˜o na˜o vazios.
Finalmente, faremos aqui uma lista de outras notac¸o˜es utilizadas no texto, que na˜o
sa˜o introduzidas em nenhum outro momento:
• Um operador D ∈ B(H) diagonal com respeito a` base canoˆnica de H sera´ deno-
tado por D = diagk(λk), onde λk refere-se ao k-e´simo coeficiente da diagonal;
• A unidade de uma C*-a´lgebra A qualquer sera´ denotada por 1, ou por 1A quando
a distinc¸a˜o se fizer necessa´ria; no caso particular de B(H), a unidade e´ o operador
identidade, que denotaremos por I;
• Dados conjuntos A,B e f : A −→ B uma func¸a˜o, denotaremos a imagem de f
por ran(f);
• Para X ∈ C compacto denotaremos por ζ : X −→ C a func¸a˜o “identidade”
ζ(x) = x ∀x ∈ X;
• Para X espac¸o me´trico compacto e Y ⊆ X, denotaremos por 1Y : X −→ C a
func¸a˜o caracter´ıstica do conjunto Y ;
• Dados espac¸os me´tricos compactos X, Y e f : X −→ Y uma func¸a˜o cont´ınua,
denotaremos por f ∗ : C(Y ) −→ C(X) o *-homomorfismo dual a f , dado por
f ∗(g) = g ◦ f ∀g ∈ C(Y );
• O s´ımbolo B1(H) denota a bola unita´ria no espac¸o de Hilbert H;
• Para toda C*-a´lgebra A, denotaremos por idA : A −→ A o *-isomorfismo identi-
dade idA(a) = a ∀a ∈ A;
• Dada uma projec¸a˜o P ∈ B(H), por vezes denotaremos I − P por P⊥ e ran(P )
por PH.
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Cap´ıtulo 1
Resultados Preliminares
Este cap´ıtulo conte´m as primeiras ide´ias do estudo da Teoria de Brown-Douglas-
Fillmore; em particular, comec¸aremos o estudo das extenso˜es dos compactos por C(X),
que sera˜o o principal objeto de estudo do cap´ıtulo 2.
Novamente lembramos que e´ essencial o conhecimento das teorias de operadores
compactos e de Fredholm para o que segue, visto que muitas vezes utilizaremos pro-
priedades destes operadores sem menciona´-las explicitamente. A caracterizac¸a˜o do
espectro essencial de um operador normal (teorema B.1.4) sera´ eventualmente utili-
zada, em particular no teorema 1.2.5. Os operadores de shift (sec¸a˜o A.4 do apeˆndice)
sa˜o boas fontes de exemplos e contra-exemplos, e sera˜o mencionados diversas vezes ao
longo do texto.
1.1 Uma Pre´via da Teoria de Brown-Douglas-Fillmore
Conforme visto na introduc¸a˜o, o problema que queremos solucionar neste trabalho e´ o
de classificac¸a˜o, via equivaleˆncia unita´ria mo´dulo os compactos, de uma classe especial
de operadores. La´ fizemos uma abordagem histo´rica do problema, mas aqui faremos
a exposic¸a˜o em uma ordem mais direta, concentrando-se no objetivo. Relembrando:
Definic¸a˜o 1.1.1. Dois operadores T1, T2 ∈ B(H) sa˜o ditos unitariamente equivalentes
mo´dulo os compactos quando T2 e´ unitariamente equivalente a uma perturbac¸a˜o com-
pacta de T1, ou seja, quando existirem um operador unita´rio U ∈ B(H) e um operador
compacto K ∈ K(H) tais que
T1 +K = UT2U
∗.
A relac¸a˜o de “equivaleˆncia unita´ria mo´dulo os compactos” e´ uma relac¸a˜o de equi-
valeˆncia (devido a propriedades dos operadores compactos), e utilizaremos o s´ımbolo
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∼K para indica´-la.
Tudo o que e´ visto “mo´dulo os compactos” deve de alguma forma tentar ser reinter-
pretado em termos da a´lgebra de Calkin, para sintetizar o problema e possivelmente
entender melhor suas implicac¸o˜es. De certo modo, classificar operadores via “equi-
valeˆncia unita´ria mo´dulo os compactos” sugere que temos em ma˜os precisamente o
problema de classificac¸a˜o de elementos da a´lgebra de Calkin, via equivaleˆncia unita´ria
(lembrando que elementos a1, a2 de uma C*-a´lgebra A com unidade sa˜o ditos unitaria-
mente equivalentes quando existe um elemento unita´rio u ∈ A tal que a1 = ua2u∗). Isto
na˜o e´ em geral verdade, mas sera´ verdade se restringirmos um pouco os elementos que
gostar´ıamos de classificar. Como visto na introduc¸a˜o, podemos considerar um outro
tipo de equivaleˆncia unita´ria na a´lgebra de Calkin, que denominaremos de equivaleˆncia
unita´ria forte, onde elementos t1, t2 ∈ Q(H) sa˜o ditos fortemente unitariamente equiva-
lentes quando existe um operador unita´rio U ∈ B(H) tal que t1 = pi(U)t2pi(U)∗. Fica
claro enta˜o que o problema de classificac¸a˜o de operadores via equivaleˆncia unita´ria
mo´dulo os compactos e´ equivalente a classificar elementos da a´lgebra de Calkin, via
equivaleˆncia unita´ria forte.
A questa˜o enta˜o seria se podemos voltar nossa atenc¸a˜o a uma classe restrita de
elementos da a´lgebra de Calkin, de modo que as duas noc¸o˜es de equivaleˆncia coincidam
e possamos portanto esquecer a equivaleˆncia unita´ria forte e, nesta classe restrita,
relacionar adequadamente o problema de classificac¸a˜o de operadores (via equivaleˆncia
unita´ria mo´dulo os compactos) e o problema de classificac¸a˜o de elementos da a´lgebra
de Calkin (via equivaleˆncia unita´ria). Ja´ vimos na introduc¸a˜o que estas noc¸o˜es de
equivaleˆncia coincidem nos elementos auto-adjuntos da a´lgebra de Calkin; veremos,
futuramente (corola´rio 2.2.13), que estas duas noc¸o˜es de equivaleˆncia ainda coincidem,
se restringirmos nosso estudo aos elementos normais da a´lgebra de Calkin.
Estudaremos portanto, no decorrer do trabalho, o problema de classificar, via equi-
valeˆncia unita´ria, elementos normais da a´lgebra de Calkin. Ja´ que restringimos nossa
atenc¸a˜o a uma classe restrita de elementos da a´lgebra de Calkin, se quisermos reinter-
pretar o problema no contexto inicial de classificac¸a˜o de operadores via equivaleˆncia
unita´ria mo´dulo os compactos, devemos tambe´m restringir a atenc¸a˜o a uma classe res-
trita de operadores. Obviamente, queremos nos restringir a classe de operadores que
determinam elementos normais da a´lgebra de Calkin. Poder´ıamos nos perguntar se
esta e´ precisamente a classe dos operadores normais; este na˜o e´ o caso pois, conforme
mencionamos na introduc¸a˜o, dado um elemento normal n ∈ Q(H), na˜o e´ verdade
em geral que existe um operador normal N ∈ B(H) tal que n = pi(N). Vejamos um
exemplo cla´ssico:
Exemplo 1.1.2. Um operador de shift unilateral S ∈ B(H) (ver sec¸a˜o A.4) na˜o
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e´ normal, mas ainda assim s = pi(S) e´ um elemento normal (na verdade unita´rio)
de Q(H). Suponha por absurdo que exista um operador normal N ∈ B(H) tal que
s = pi(N). Enta˜o, existe um operador compacto K ∈ K(H) tal que N = S +K. Ora,
mas S e´ um operador de Fredholm com ı´ndice de Fredholm -1; portanto, N tambe´m
sera´ Fredholm com ı´ndice -1, visto que N e´ perturbac¸a˜o compacta de S. Por outro
lado, e´ sabido que todo operador de Fredholm normal possui ı´ndice de Fredholm zero,
de onde temos um absurdo.
Isto motiva a seguinte definic¸a˜o:
Definic¸a˜o 1.1.3. Um operador T ∈ B(H) e´ dito essencialmente normal quando pi(T )
e´ um elemento normal da a´lgebra de Calkin, ou, equivalentemente, TT ∗−T ∗T ∈ K(H).
A classe de operadores que gostar´ıamos de estudar, portanto, e´ a dos operado-
res essencialmente normais. E´ trivial verificar que uma perturbac¸a˜o compacta de um
operador normal constitui um operador essencialmente normal, e com isto consegui-
mos produzir uma enormidade de exemplos de operadores essencialmente normais;
mas o importante e´ saber que nem todos os operadores essencialmente normais sa˜o
perturbac¸o˜es compactas de operadores normais, como visto com o exemplo do shift
unilateral acima.
Queremos condic¸o˜es necessa´rias e suficientes para que dois operadores essencial-
mente normais T1, T2 ∈ B(H) sejam tais que T1 ∼K T2. Sem du´vida a igualdade do
espectro essencial e´ uma condic¸a˜o necessa´ria, mas e´ preciso algo mais; o espectro essen-
cial na˜o e´ um invariante completo para classificar operadores essencialmente normais.
Vejamos um exemplo que ilustra este fato (utilizando a interpretac¸a˜o na a´lgebra de
Calkin, para praticar):
Exemplo 1.1.4. Sejam S,B ∈ B(H) shifts unilateral e bilateral, respectivamente (ver
sec¸a˜o A.4). E´ fato que S e B sa˜o operadores de Fredholm, ind(S) = −1, ind(B) = 0,
e que s = pi(S), b = pi(B) sa˜o elementos normais de Q(H) com σ(s) = σ(b) = S1.
Suponha por absurdo que exista um unita´rio u ∈ Q(H) tal que bu = us. Escrevendo
u = pi(T ), temos que existe um operador compacto K ∈ K(H) tal que BT = TS +K.
Agora, T e´ operador de Fredholm (visto que pi(T ) e´ invers´ıvel), logo das propriedades
de operadores de Fredholm e do ı´ndice de Fredholm,
0 + ind(T ) = ind(BT ) = ind(TS +K) = ind(TS) = ind(T )− 1,
o que implicaria em 0 = −1, absurdo.
Conforme visto na introduc¸a˜o, este problema de classificac¸a˜o de operadores essen-
cialmente normais foi resolvido em 1973 por Brown, Douglas e Fillmore:
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Teorema (Brown-Douglas-Fillmore). Sejam T1 ∈ B(H1) e T2 ∈ B(H2) operadores
essencialmente normais Enta˜o, T1 ∼K T2 se, e somente se, σe(T1) = σe(T2) e
ind(T1 − λI) = ind(T2 − λI) ∀λ ∈ C\σe(T1).
O que veremos a seguir e´ uma ide´ia geral de como este resultado foi obtido, atrave´s
de uma reinterpretac¸a˜o em termos de um outro problema de classificac¸a˜o aparente-
mente em nada relacionado ao nosso problema. O passo inicial e´ a introduc¸a˜o do
conceito de extensa˜o de C*-a´lgebras.
Dadas A,B duas C*-a´lgebras, normalmente dizemos que uma extensa˜o de A por
B e´ uma sequ¨eˆncia exata curta
0 −→ A ψ−→ E ϕ−→ B −→ 0
de C*-a´lgebras e *-homomorfismos. Para evitar confuso˜es, denominaremos uma tal
extensa˜o de A porB por extensa˜o generalizada de A porB; queremos reservar o termo
extensa˜o para um outro objeto que definiremos mais a` frente. A raza˜o de empregarmos
“normalmente” na definic¸a˜o anterior e´ que na˜o ha´ uniformidade na literatura para esta
definic¸a˜o e, por vezes, o que acabamos de definir e´ considerado por alguns autores como
uma extensa˜o generalizada de B por A.
Para os efeitos deste trabalho, estaremos interessados em uma classe particular de
extenso˜es generalizadas de C*-a´lgebras: dado um espac¸o me´trico compactoX, dizemos
que uma extensa˜o dos compactos por C(X) e´ uma extensa˜o da forma
0 −→ K(H) ↪−→ E ϕ−→ C(X) −→ 0
onde E e´ uma sub-C*-a´lgebra de B(H) que conte´m o operador identidade I e o ideal dos
compactos K(H), e a seta “↪−→” indica a inclusa˜o. Por enquanto, codificaremos uma
tal extensa˜o em uma tripla (X,E, ϕ). Veremos agora que o estudo destas extenso˜es
esta´ intimamente relacionado com o estudo de operadores essencialmente normais.
Para a discussa˜o que segue, dado um espac¸o me´trico compacto X arbitra´rio, um
ponto importante e´ verificar se existem extenso˜es dos compactos por C(X); demons-
traremos este fato com a proposic¸a˜o 2.1.6. E´ seguro assumir, por enquanto, que as
extenso˜es consideradas existem.
Seja (X,E, ϕ) extensa˜o. A primeira conexa˜o do conceito de extensa˜o dos compactos
por C(X) e os operadores essencialmente normais reside no fato de que todo operador
T ∈ E e´ essencialmente normal. Isto e´ imediato, pois como C(X) e´ uma C*-a´lgebra
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comutativa, temos
ϕ(TT ∗ − T ∗T ) = ϕ(T )ϕ(T )∗ − ϕ(T )∗ϕ(T ) = ϕ(T )ϕ(T )∗ − ϕ(T )ϕ(T )∗ = 0,
de onde tiramos que TT ∗−T ∗T ∈ ker(ϕ) = K(H), o que prova que T e´ essencialmente
normal.
Temos falado de espac¸os me´tricos compactos, mas ate´ o momento pode na˜o estar
claro que papel eles desempenham nesta teoria. Lembremos que o espectro de qual-
quer elemento de uma C*-a´lgebra e´ um subconjunto compacto e na˜o vazio de C; logo,
podemos veˆ-lo como um subespac¸o me´trico compacto na˜o vazio de C. A segunda co-
nexa˜o do conceito de extensa˜o dos compactos por C(X) e os operadores essencialmente
normais e´ dada a seguir:
Proposic¸a˜o 1.1.5. Seja T ∈ B(H) essencialmente normal, e X = σe(T ). Enta˜o,
existe (X,E, ϕ) extensa˜o dos compactos por C(X) tal que E = C∗(I, T,K(H)).
Demonstrac¸a˜o. O elemento t = pi(T ) ∈ Q(H) e´ normal e σ(t) = X, logo podemos
falar do ca´lculo funcional cont´ınuo de t, dado por um *-isomorfismo
η : C(X) −→ C∗(1, t)
f 7−→ f(t).
Defina E := C∗(I, T,K(H)) ⊆ B(H); enta˜o, como pi : B(H) −→ Q(H) e´
*-homomorfismo, temos que ran(pi|E) = C∗(1, pi(T )) = C∗(1, t). Assim, podemos
fazer a composic¸a˜o ϕ := η−1 ◦ pi|E, que e´ claramente um *-homomorfismo sobrejetor
cujo nu´cleo e´ K(H). Segue-se que a tripla (X,E, ϕ) e´ extensa˜o dos compactos por
C(X) como desejado.

Vemos portanto da proposic¸a˜o acima que todo operador essencialmente normal
determina, de maneira simples, uma extensa˜o dos compactos por C(X), onde X e´ o
espectro essencial do operador. Nos referiremos a extensa˜o como na prova da pro-
posic¸a˜o acima por extensa˜o determinada por T . Fac¸amos uma definic¸a˜o para efeito de
organizac¸a˜o.
Definic¸a˜o 1.1.6. Seja T ∈ B(H) essencialmente normal, e X = σe(T ). Enta˜o, a
extensa˜o determinada por T e´ a extensa˜o (X,E, ϕ) dos compactos por C(X), onde
E = C∗(I, T,K(H)) e ϕ = η−1 ◦ pi|E, onde η : C(X) −→ C∗(1, pi(T )) e´ o ca´lculo
funcional cont´ınuo de pi(T ).
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Poder´ıamos nos perguntar se qualquer extensa˜o (X,E, ϕ) dos compactos por C(X)
com X ⊆ C compacto e´ determinada por um operador essencialmente normal, como
na definic¸a˜o acima. Isto e´ de fato verdade, como mostra a proposic¸a˜o seguinte:
Proposic¸a˜o 1.1.7. Seja X ⊆ C compacto e (X,E, ϕ) extensa˜o dos compactos por
C(X). Enta˜o, existe um operador essencialmente normal T ∈ B(H) tal que (X,E, ϕ)
e´ a extensa˜o determinada por T .
Demonstrac¸a˜o. Visto que ϕ e´ sobrejetor, podemos tomar T ∈ E tal que ϕ(T ) = ζ
(relembrando, ζ : X −→ C e´ a func¸a˜o “identidade” ζ(x) = x ∀x ∈ X). E´ fato que
σ(ζ) = X; considerando o *-isomorfismo induzido por ϕ no quociente,
ϕ˜ : E/K(H) −→ C(X)
pi(S) 7−→ ϕ(S),
vemos em particular que
σe(T ) = σ(pi(T )) = σ(ϕ˜(pi(T ))) = σ(ϕ(T )) = σ(ζ) = X.
Afirmamos que E = C∗(I, T,K(H)). De fato, para na˜o carregar a notac¸a˜o escreva
A = C∗(I, T,K(H)). Naturalmente, A ⊆ E; precisamos provar a outra inclusa˜o. Para
tanto, observe que ϕ|A ainda e´ sobrejetora, pois e´ claro que {1, ζ} ⊆ ran(ϕ|A), e como
1 e ζ geram C(X), temos C(X) ⊆ ran(ϕ|A).
Dado S ∈ E arbitra´rio, existe portanto S ′ ∈ A tal que ϕ(S) = ϕ(S ′), ou seja, K :=
S−S ′ ∈ ker(ϕ) = K(H). Da´ı, S = S ′+K ∈ E, provando que E = A = C∗(I, T,K(H))
como quer´ıamos.
Precisamos agora provar que ϕ = η−1 ◦ pi|E, onde η : C(X) −→ C∗(1, pi(T )) e´ o
ca´lculo funcional cont´ınuo de pi(T ); basta para isto provar que η◦ϕ = pi|E nos geradores
da C*-a´lgebra E: e´ claro que η◦ϕ e pi|E coincidem nos operadores compactos; tambe´m,
η ◦ ϕ(I) = η(1) = 1(pi(T )) = pi(1(T )) = pi(I) = pi|E(I),
η ◦ ϕ(T ) = η(ζ) = ζ(pi(T )) = pi(ζ(T )) = pi(T ) = pi|E(T ),
o que verifica o desejado. Segue-se que (X,E, ϕ) e´ a extensa˜o determinada por T ,
como quer´ıamos.

Observe que, na proposic¸a˜o anterior, na˜o ha´ unicidade na escolha do T que de-
termina a extensa˜o; A nossa escolha feita de modo que ϕ(T ) = ζ mostra que na
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verdade qualquer perturbac¸a˜o compacta de T teria funcionado igualmente para os
nossos propo´sitos.
Existe portanto uma correspondeˆncia (embora na˜o 1-1) entre operadores essenci-
almente normais e extenso˜es dos compactos por C(X) com X ⊆ C compacto. Em
particular, o que observamos no para´grafo anterior sobre a escolha de T mo´dulo os
compactos nos diz que podemos considerar uma correspondeˆncia 1-1 entre elemen-
tos normais da a´lgebra de Calkin e extenso˜es dos compactos por C(X) com X ⊆ C
compacto. No momento, pore´m, estamos mais interessados no contexto de operadores
essencialmente normais.
A ide´ia agora e´ tentar tirar vantagem da correspondeˆncia acima e, de alguma
forma, interpretar o problema de classificac¸a˜o de operadores essencialmente normais
em termos de um problema envolvendo a linguagem de extenso˜es; ou seja, precisamos
de um conceito adequado de equivaleˆncia de extenso˜es, para que o problema de classi-
ficac¸a˜o, via equivaleˆncia unita´ria mo´dulo os compactos, dos operadores essencialmente
normais, seja equivalente ao problema de classificac¸a˜o, via esta poss´ıvel equivaleˆncia,
das extenso˜es dos compactos por C(X) com X ⊆ C compacto. De fato, existe um
tal conceito de equivaleˆncia entre extenso˜es, que definiremos a seguir (na˜o entraremos
muito em detalhes sobre as tecnicalidades desta definic¸a˜o, por enquanto; isto sera´ feito
no cap´ıtulo 2).
Definic¸a˜o 1.1.8. DadoX espac¸o me´trico compacto, dizemos que extenso˜es (X,E1, ϕ1),
(X,E2, ϕ2) dos compactos por C(X) sa˜o equivalentes quando existir um operador
U ∈ B(H) unita´rio tal que E2 = UE1U∗ e ϕ1(T ) = ϕ2 ◦ AdU(T ),∀T ∈ E1.
A relac¸a˜o definida acima e´ claramente uma relac¸a˜o de equivaleˆncia. O teorema a
seguir dara´ a equivaleˆncia entre os dois problemas de classificac¸a˜o.
Teorema 1.1.9. Sejam T1, T2 ∈ B(H) essencialmente normais. Enta˜o, T1 ∼K T2 se,
e somente se, as extenso˜es determinadas por T1 e por T2 sa˜o equivalentes.
Demonstrac¸a˜o. (⇒) Suponha que T1 ∼K T2. Tome U ∈ B(H) unita´rio e K ∈ K(H)
tais que T2 = AdU(T1)+K. Sejam (X,E1, ϕ1) e (X,E2, ϕ2) as extenso˜es determinadas
por T1 e T2, respectivamente.
Afirmamos que E2 = UE1U
∗: de fato, AdU e´ um *-automorfismo de B(H) e
AdU(I) = I, AdU(K(H)) = K(H). Ale´m disso,
AdU(T1 − U∗KU) = AdU(T1) + AdU(U∗KU) = AdU(T1) +K = T2.
Como E1 = C
∗(I, T1,K(H)) = C∗(I, T1−U∗KU,K(H)), vemos do observado acima
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que
UE1U
∗ = AdU(E2) = AdU(C∗(I, T1 − U∗KU,K(H))) = C∗(I, T2,K(H)) = E2.
Vamos agora provar que ϕ1(T ) = ϕ2◦AdU(T ),∀T ∈ E1: basta para isso provar que
ϕ1 coincide com ϕ2◦AdU nos geradores de E1, pois ambos sa˜o *-homomorfismos. Ora,
claramente estas duas func¸o˜es coincidem emK(H), e ϕ1(I) = 1 = ϕ2(I) = ϕ2◦AdU(I).
Ale´m disso,
ϕ1(T1) = ζ = ϕ2(T2) = ϕ2(AdU(T1) +K) = ϕ2(AdU(T1)),
verificando o afirmado. Segue-se que as extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2) sa˜o equiva-
lentes.
(⇐) Seja U ∈ B(H) o operador unita´rio que implementa a equivaleˆncia entre as
extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2). Enta˜o,
ϕ2(T2) = ζ = ϕ1(T1) = ϕ2 ◦ AdU(T1),
de onde vem que T2 − AdU(T1) ∈ ker(ϕ2) = K(H), provando assim que T1 ∼K T2.

Portanto, para resolver o problema de classificac¸a˜o dos operadores essencialmente
normais, e´ suficiente solucionar o problema de classificac¸a˜o de extenso˜es dos compactos
por C(X) para os subconjuntos compactos X de C; ou seja, se para um dado X ⊆ C
compacto sabemos classificar as extenso˜es dos compactos por C(X), enta˜o saberemos
classificar os operadores essencialmente normais cujo espectro essencial e´ X.
Agora, abordar o problema do ponto de vista de extenso˜es e´ bastante vantajoso,
por uma se´rie de razo˜es; vejamos a seguir uma delas:
Sabemos que se dois espac¸os me´tricos compactos X, Y sa˜o homeomorfos, enta˜o as
C*-a´lgebras C(X), C(Y ) sa˜o *-isomorfas. Digamos que η : C(Y ) −→ C(X) e´ um tal
*-isomorfismo. Enta˜o, dadas duas extenso˜es (Y,E1, ϕ1), (Y,E2, ϕ2) dos compactos por
C(Y ), e´ fa´cil ver que estas extenso˜es sa˜o equivalentes se, e somente se, as extenso˜es
(X,E1, η ◦ ϕ1) e (X,E2, η ◦ ϕ2) dos compactos por C(X) sa˜o equivalentes. Assim,
em particular, se X1, X2 ⊆ C sa˜o homeomorfos e tivermos classificado os operadores
essencialmente normais com espectro essencial X1, enta˜o teremos tambe´m classificado
os operadores essencialmente normais com espectro essencial X2, utilizando a teoria
de extenso˜es.
Antes de continuarmos, gostar´ıamos de fazer agora a classificac¸a˜o dos operadores
essencialmente normais cujo espectro essencial e´ um conjunto X ⊆ R. Este caso e´
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bastante simples, e nos sera´ muito u´til no futuro. Na demonstrac¸a˜o, utilizaremos o te-
orema de Weyl-von Neumann-Berg mencionado na proposic¸a˜o; sua prova e´ encontrada
no apeˆndice B (Teorema B.2.6).
Proposic¸a˜o 1.1.10. Seja X ⊆ R compacto. Enta˜o, todos os operadores essencial-
mente normais com espectro essencial X sa˜o equivalentes.
Demonstrac¸a˜o. Primeiramente, considere um operador essencialmente normal T ∈
B(H) com σe(T ) = X qualquer. O elemento pi(T ) ∈ Q(H) e´ normal e σ(pi(T )) =
X ⊆ R, logo pi(T ) e´ auto-adjunto, ou seja, pi(T ) = pi(T )∗. Portanto, T − T ∗ ∈
K(H). Ora, mas T − T ∗ = 2iIm(T), e portanto Im(T) ∈ K(H), de onde temos
T = Re(T) + iIm(T) = Re(T) +K, para K = iIm(T) compacto.
Agora, tome arbitrariamente operadores essencialmente normais T1, T2 tais que
σe(T1) = σe(T2) = X. Conforme observado acima, existem operadores compactos
K1, K2 tais que T1 = Re(T1) + K1, T2 = Re(T2) + K2. Em particular, temos que
T1 ∼K Re(T1), T2 ∼K Re(T2). Ora, mas tambe´m
σe(Re(T1)) = σe(T1) = X = σe(T2) = σe(Re(T2)),
e portanto como Re(T1) e Re(T2) sa˜o auto-adjuntos conclu´ımos do teorema de Weyl-
von Neumann-Berg que Re(T1) ∼K Re(T2). De imediato temos
T1 ∼K Re(T1) ∼K Re(T2) ∼K T2,
o que completa a demonstrac¸a˜o.

Conforme observamos apo´s o teorema 1.1.9, temos como corola´rio da proposic¸a˜o
anterior a classificac¸a˜o dos operadores essencialmente normais cujo espectro essencial
X ⊆ C e´ homeomorfo a um subconjunto compacto de R. No´s o enunciaremos aqui
por completeza.
Corola´rio 1.1.11. Seja X ⊆ C compacto homeomorfo a um subconjunto compacto de
R. Enta˜o, todos os operadores essencialmente normais com espectro essencial X sa˜o
equivalentes.
Interpretando estes resultados no contexto de extenso˜es vemos que, se X ⊆ C e´
homeomorfo a um subconjunto de R, enta˜o existe apenas uma extensa˜o dos compactos
por C(X), a menos de equivaleˆncia.
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A outra grande vantagem da formulac¸a˜o do problema original no contexto de ex-
tenso˜es e´ que podemos introduzir os conceitos e te´cnicas da a´lgebra homolo´gica para o
estudo do problema. Vejamos brevemente como isto sera´ feito nos cap´ıtulos seguintes:
Dado X um espac¸o me´trico compacto, denotaremos por Ext(X) o conjunto das
classes de equivaleˆncia de extenso˜es dos compactos por C(X); mais precisamente, na
sec¸a˜o 2.2, definiremos o invariante de Busby de uma extensa˜o dos compactos por C(X),
e na sec¸a˜o 2.3 definiremos Ext(X) como o conjunto das classes de equivaleˆncia dos
invariantes de Busby de extenso˜es dos compactos por C(X) (deixaremos as sutilezas
oriundas da teoria de conjuntos nesta definic¸a˜o para a sec¸a˜o 2.3). O primeiro grande
objetivo sera´ demonstrar que Ext(X) possui uma estrutura de grupo abeliano; para
isto, precisamos de um estudo detalhado das extenso˜es dos compactos por C(X) e
de seus invariantes de Busby, algo que sera´ feito no cap´ıtulo 2. Na sec¸a˜o 2.3 no´s
definiremos o conceito de soma-chape´u de extenso˜es, e veremos como esta operac¸a˜o
pode ser levada ao quociente Ext(X). Um ponto importante na verificac¸a˜o de que
Ext(X) e´ grupo e´ identificar o elemento neutro da operac¸a˜o considerada. Veremos que
o elemento neutro e´ dado pelo correspondente dos invariantes de Busby da classe das
extenso˜es triviais, ou seja, das extenso˜es que cindem (a` direita). Para relembrar, dada
uma sequ¨eˆncia exata de C*-a´lgebras,
0 −→ A ψ−→ E ϕ−→ B −→ 0
dizemos que esta sequ¨eˆncia cinde (a` direita) quando existe um *-homomorfismo
η : B −→ E tal que ϕ ◦ η : B −→ B e´ a func¸a˜o identidade. Observe que ϕ e´
uma inversa a` esquerda para um tal η, e portanto este η e´ necessariamente injetor.
Um problema que temos em ma˜os, evidentemente, e´ o de verificar que extenso˜es
triviais sempre existem, para qualquer espac¸o me´trico compacto X. Isto sera´ feito na
sec¸a˜o 2.4, juntamente com um estudo aprofundado das extenso˜es triviais.
Uma vez que tenhamos em ma˜os o fato de que Ext(X) e´ grupo para todo espac¸o
me´trico compacto X, comec¸aremos a colher alguns resultados. Dados dois espac¸os
me´tricos compactos X, Y e uma func¸a˜o cont´ınua f : X −→ Y , obteremos um ho-
momorfismo de grupos Ext(f) : Ext(X) −→ Ext(Y ), de modo que Ext, o objeto
matema´tico que faz corresponder a cada espac¸o me´trico compacto X um grupo abe-
liano, e a cada func¸a˜o cont´ınua f : X −→ Y entre espac¸os me´tricos compactos um
homomorfismo de grupos Ext(f) : Ext(X) −→ Ext(Y ), e´ um funtor ; mais especifi-
camente, conforme mencionado brevemente na introduc¸a˜o, provaremos que Ext e´ um
funtor covariante da categoria dos espac¸os me´tricos compactos na categoria dos grupos
abelianos.
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O que vira´ na sequ¨eˆncia sera´ uma incursa˜o na parte mais te´cnica da teoria do
funtor Ext. Precisaremos construir uma maquinaria bastante pesada para conseguir-
mos atingir o objetivo final do problema de classificac¸a˜o de operadores essencialmente
normais. Em algum momento (cap´ıtulo 5), a teoria de ı´ndices de Fredholm entrara´
em cena, de uma maneira bastante interessante, em termos de um homomorfismo de
grupos
γX : Ext(X) −→ Hom(pi1(X),Z),
onde X e´ espac¸o me´trico compacto e, como mencionado na introduc¸a˜o, pi1(X) denota
o primeiro grupo de cohomotopia de X. Nesta parte, o objetivo principal sera´ provar
que γX e´ sempre um isomorfismo de grupos quando X ⊆ C; no final, sera´ exatamente
este o resultado que utilizaremos para provar o teorema de Brown-Douglas-Fillmore
de classificac¸a˜o de operadores essencialmente normais.
1.2 Classificac¸a˜o dos Elementos Unita´rios da A´lgebra
de Calkin
Na sec¸a˜o anterior, vimos a classificac¸a˜o dos operadores essencialmente normais cujo
espectro essencial e´ homeomorfo a um subconjunto compacto de R. Nesta sec¸a˜o,
estaremos interessados nos operadores essencialmente normais cujo espectro essencial
e´ homeomorfo a S1. Sem du´vida isto ja´ nos sera´ u´til a t´ıtulo de exemplo, mas vejamos
mais uma motivac¸a˜o deste estudo em termos de classificac¸a˜o de elementos unita´rios
da a´lgebra de Calkin:
E´ sabido da teoria de C*-a´lgebras que os elementos unita´rios de uma C*-a´lgebra A,
com unidade, sa˜o precisamente os elementos normais cujo espectro e´ um subconjunto
de S1. Se t = pi(T ) e´ um elemento unita´rio da a´lgebra de Calkin com espectro contido
propriamente em S1, enta˜o o espectro essencial do operador T e´ homeomorfo a um
subconjunto de R; portanto, em virtude do corola´rio 1.1.11 ja´ temos a classificac¸a˜o,
via equivaleˆncia unita´ria (forte), deste tipo de elemento unita´rio da a´lgebra de Calkin.
Para conseguirmos classificar todos os elementos unita´rios da a´lgebra de Calkin via
equivaleˆncia unita´ria forte, falta portanto considerarmos aqueles elementos unita´rios
cujo espectro e´ precisamente o c´ırculo S1 inteiro, ou seja, precisamos ainda classificar
os operadores essencialmente normais com espectro essencial S1.
Algo interessante que veremos com o estudo deste exemplo e´ que o ı´ndice de
Fredholm fara´ mais uma aparic¸a˜o, reforc¸ando a esperanc¸a de que ele, juntamente
com o espectro essencial, fornec¸a a classificac¸a˜o geral dos operadores essencialmente
normais.
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Para a compreensa˜o deste cap´ıtulo, e´ necessa´rio o conhecimento dos conceitos e re-
sultados do apeˆndice C sobre sequ¨eˆncias de operadores. As tecnicalidades das demons-
trac¸o˜es la´ contidas na˜o sera˜o necessa´rias para a compreensa˜o desta sec¸a˜o, portanto o
leitor que quiser simplesmente acompanhar o exemplo pode assumir os resultados uti-
lizados daquele apeˆndice sem maiores problemas.
Demonstraremos antes mais treˆs propriedades sobre a equivaleˆncia unita´ria mo´dulo
os compactos. As duas primeiras (proposic¸a˜o 1.2.1 e lema 1.2.4) sa˜o triviais, a terceira
nem tanto (teorema 1.2.5).
Vejamos a primeira delas.
Proposic¸a˜o 1.2.1. Sejam T, S ∈ B(H) operadores de Fredholm tais que T ∼K S.
Enta˜o, ind(T ) = ind(S).
Demonstrac¸a˜o. Suponha que UTU∗ = S +K, para um operador unita´rio U ∈ B(H)
e um operador compacto K ∈ K(H). Enta˜o,
ind(S) = ind(S +K) = ind(UTU∗) = ind(U) + ind(T )− ind(U) = ind(T ).

Observac¸a˜o 1.2.2. Gostar´ıamos de observar que, a partir desta sec¸a˜o, trabalhare-
mos muito simultaneamente com a´lgebras de operadores lineares limitados em diversos
espac¸os de Hilbert de dimensa˜o infinita separa´veis. A priori os espac¸os de Hilbert em
questa˜o sa˜o distintos, mas e´ sabido da teoria cla´ssica de ana´lise funcional que todos
os espac¸os de Hilbert de dimensa˜o infinita separa´veis sa˜o isometricamente isomorfos;
ou seja, todos sa˜o essencialmente o espac¸o H = `2(N∗), apenas interpretado de ma-
neiras diferentes. Mais formalmente, se H1,H2 sa˜o espac¸os de Hilbert de dimensa˜o
infinita separa´veis, enta˜o existe um operador unita´rio V : H1 −→ H2, o que imple-
menta portanto um isomorfismo isome´trico entre estes espac¸os. Desta forma, sempre
que estudarmos um conceito que involve “um” espac¸o de Hilbert de dimensa˜o infinita
separa´vel (isto e´, sem se preocupar com a caracterizac¸a˜o em particular do espac¸o,
apenas com sua estrutura), e em algum momento no estudo deste conceito precise-
mos considerar diversos tais espac¸os de Hilbert, podemos sem perda de generalidade
assumir que todos sa˜o o mesmo espac¸o de Hilbert, H.
Por vezes, pore´m, e´ vantajoso separarmos as coisas e fazer distinc¸a˜o entre os espac¸os
de Hilbert considerados. Tendo isto em mente, precisamos a rigor de definic¸o˜es formais
dos conceitos apresentados ate´ agora, levando em considerac¸a˜o o fato de que podemos
estar trabalhando em espac¸os de Hilbert “distintos”. Isto pode ser feito facilmente,
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ao substituirmos o conceito de equivaleˆncia unita´ria mo´dulo os compactos apresen-
tada anteriormente por uma versa˜o ligeiramente modificada (sem nenhuma perda de
generalidade, pelo observado acima), e reinterpretando todos os resultados obtidos em
termos desta outra interpretac¸a˜o da equivaleˆncia:
Definic¸a˜o 1.2.3. Operadores T1 ∈ B(H1) e T2 ∈ B(H2) sa˜o ditos unitariamente
equivalentes mo´dulo os compactos quando T2 e´ unitariamente equivalente a uma per-
turbac¸a˜o compacta de T1, ou seja, quando existirem um operador unita´rio
U : H2 −→ H1 e um operador compacto K ∈ K(H1) tais que
T1 +K = UT2U
∗.
Tendo observado isto, vejamos agora as duas novas propriedades da equivaleˆncia
unita´ria mo´dulo os compactos.
Lema 1.2.4. Suponha que H = H1⊕H2, onde H1,H2 sa˜o tambe´m espac¸os de Hilbert
de dimensa˜o infinita separa´veis, e considere operadores T, S ∈ B(H1) tais que T ∼K S.
Se R ∈ B(H2), enta˜o T⊕R ∼K S⊕R.
Demonstrac¸a˜o. Tome um operador unita´rio U ∈ B(H1) e um operador compacto
K ∈ K(H1) tais que S = U(T +K)U∗. Enta˜o, os operadores U˜ , K˜ ∈ B(H) definidos
por U˜ = U⊕IH2 , K˜ = K⊕0H2 sa˜o tais que U˜ e´ unita´rio, K˜ e´ compacto, e
U˜(T⊕R + K˜)U˜∗ = (U⊕IH2)((T +K)⊕R)(U∗⊕IH2) =
= (U(T +K)U∗)⊕(IH2RIH2) =
= S⊕R,
provando que T⊕R ∼K S⊕R, como quer´ıamos.

Antes de vermos o pro´ximo resultado, lembremos da teoria de operadores em
espac¸os de Hilbert que, dados operadores T1 ∈ B(H1), T2 ∈ B(H2), temos que o
operador T1⊕T2 e´ unitariamente equivalente ao operador T2⊕T1; isto e´ obtido atrave´s
do operador unita´rio U entre os espac¸os H1⊕H2 e H2⊕H1 dado por
U : H1⊕H2 −→ H2⊕H1
(ξ1, ξ2) 7−→ (ξ2, ξ1).
Portanto, em particular, T1⊕T2 ∼K T2⊕T1. Usaremos este resultado diversas vezes
no decorrer do texto, comec¸ando com o teorema a seguir.
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Teorema 1.2.5. Sejam operadores T ∈ B(H1) essencialmente normal e N ∈ B(H2)
normal tais que σe(N) ⊆ σe(T ). Enta˜o, N⊕T ∼K T⊕N ∼K T .
Demonstrac¸a˜o. Ja´ sabemos que N⊕T ∼K T⊕N pela observac¸a˜o acima; basta, por-
tanto, verificarmos a outra equivaleˆncia.
Tome Λ ⊆ σe(T ) enumera´vel e denso. Considere uma sequ¨eˆncia {λ(r)}r ⊆ Λ onde
cada x ∈ Λ aparece infinitas vezes na sequ¨eˆncia {λ(r)}r; em particular, note que esta
sequ¨eˆncia satisfaz σe(T ) = {λ(r)}r. Utilizando o corola´rio C.2.5 para o operador T e a
sequ¨eˆncia {λ(r)}r, temos que
T = D⊕R + L,
onde L ∈ B(H1) e´ compacto e D e´ um operador diagonal com sequ¨eˆncia de autovalores
{λ(r)}r.
Afirmamos que σe(D) = σe(T ): de fato, por um lado temos
σe(D) ⊆ σe(D) ∪ σe(R) = σe(D⊕R) = σe(T ).
Por outro lado, cada λ(r) e´ um autovalor de multiplicidade infinita de D, e portanto
pertence a σe(D), visto que D e´ normal (ver teorema B.1.4); assim, {λ(r)}r ⊆ σe(D),
de onde segue que σe(T ) = {λ(r)}r ⊆ σe(D), verificando o afirmado.
A hipo´tese σe(N) ⊆ σe(T ) nos garante agora que
σe(D⊕N) = σe(D) ∪ σe(N) = σe(T ) ∪ σe(N) = σe(T ) = σe(D),
e como N e D⊕N sa˜o operadores normais, temos pelo teorema de Weyl-von Neumann-
Berg que D⊕N ∼K D. Logo, pelo lema 1.2.4, D⊕N⊕R ∼K D⊕R. Utilizando nova-
mente a observac¸a˜o que antecede este teorema obtemos finalmente
T ∼K D⊕R ∼K D⊕R⊕N ∼K T⊕N,
concluindo a demonstrac¸a˜o.

Para provarmos o nosso resultado de classificac¸a˜o de operadores essencialmente
normais com espectro essencial S1, precisamos de um teorema de estrutura para iso-
metrias conhecido como o teorema da decomposic¸a˜o de Wold-von Neumann. No´s o
enunciaremos aqui por refereˆncia; a prova do mesmo pode ser encontrada por exemplo
em [17], teorema 3.5.17.
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Teorema 1.2.6 (Wold-von Neumann). Seja T ∈ B(H) uma isometria. Enta˜o, ou
T e´ unita´rio, ou T e´ um shift de alguma multiplicidade, ou T e´ soma direta de um
unita´rio com um shift de alguma multiplicidade.
Por shift de alguma multiplicidade, entenda-se um operador que e´ soma direta
de co´pias de um shift unilateral, onde a multiplicidade (um valor n ∈ N∗ ∪ {∞})
determina o nu´mero de fatores da soma direta; por exemplo, um shift de multiplicidade
7 e´ uma soma direta de sete co´pias de um shift unilateral, enquanto que um shift de
multiplicidade infinita e´ uma soma direta de uma quantidade infinita (enumera´vel) de
co´pias de um shift unilateral.
E´ consequ¨eˆncia elementar das teorias pertinentes (espectro essencial e ı´ndice de
Fredholm) que um shift de multiplicidade n possui espectro essencial S1 e, caso n <
∞, enta˜o ele e´ um operador de Fredholm com ı´ndice de Fredholm −n, e e´ tambe´m
essencialmente normal, visto que a soma direta finita de operadores essencialmente
normais e´ essencialmente normal.
Dado n ∈ N∗, denotaremos por Sn o operador que e´ soma direta de n co´pias do
operador de shift unilateral fixado S, e por Rn o adjunto de Sn. Claramente, qualquer
shift de multiplicidade n e´ unitariamente equivalente a Sn, e o adjunto de qualquer
shift de multiplicidade n e´ unitariamente equivalente a Rn.
Estamos agora em condic¸o˜es de enunciar e demonstrar o resultado principal da
sec¸a˜o.
Teorema 1.2.7. Seja T ∈ B(H) essencialmente normal tal que pi(T ) e´ um elemento
unita´rio da a´lgebra de Calkin. Enta˜o,
• se ind(T ) = 0, enta˜o T e´ perturbac¸a˜o compacta de um operador unita´rio;
• se ind(T ) = −n < 0, enta˜o T ∼K Sn;
• se ind(T ) = n > 0, enta˜o T ∼K Rn;
Demonstrac¸a˜o. Como ind(T ∗) = −ind(T ), podemos supor sem perda de generalidade
que ind(T ) ≤ 0.
Como pi(T ) e´ unita´rio, temos T ∗T − I ∈ K(H). Denotando |T | = (T ∗T )1/2,
podemos escrever T ∗T − I = (|T | − I)(|T | + I). Agora, |T | + I e´ invers´ıvel; de
fato, isto e´ consequ¨eˆncia direta do teorema do mapeamento espectral, pois como |T | e´
um operador positivo, logo σ(|T |) ⊆ [0,+∞) e portanto
σ(|T |+ I) = {λ+ 1 : λ ∈ σ(|T |)} ⊆ [1,+∞),
provando desta forma que 0 /∈ σ(|T |+ I), ou seja, |T |+ I e´ invers´ıvel.
23
Conclu´ımos desta forma que |T | − I = (T ∗T − I)(|T | + I)−1 ∈ K(H). Denote
K ′ = |T | − I, para simplificar a notac¸a˜o. Considere agora T = W |T | a decomposic¸a˜o
polar do operador T. Enta˜o,
T = W |T | = W (I +K ′) =W +WK ′ = W +K,
onde K = WK ′ ∈ K(H). Tiramos da equac¸a˜o acima que W e´ operador de Fredholm,
pois e´ perturbac¸a˜o compacta de T , e ainda ind(W ) = ind(T ) ≤ 0. Logo,
dim kerW ≤ dimkerW ∗ = dim(ran(W ))⊥.
Tome portanto L ∈ B(H) uma isometria parcial cujo espac¸o inicial e´ ker(W ) e´ cujo
espac¸o final esta´ contido em (ran(W ))⊥. Note em particular que L e´ compacto, pois e´
de posto finito.
Denote V = W + L; observe que V e´ uma isometria, pois W e´ isometria em
(ker(W ))⊥ e zero em ker(W ), e L e´ isometria em ker(W ) e zero em (ker(W ))⊥. Denote
tambe´m K˜ = K − L, observando que K˜ e´ claramente compacto. Ale´m disso,
T = W +K = W + L− L+K = V + K˜.
Portanto, em particular V e´ um operador de Fredholm com ind(V ) = ind(T ).
Analisemos separadamente os casos ind(T ) = 0 e ind(T ) < 0:
No caso ind(T ) = 0, temos ind(V ) = 0 e assim, pelo teorema da decomposic¸a˜o
de Wold-von Neumann, V e´ unita´rio, visto que as isometrias com um somando de
shift possuem ı´ndice na˜o trivial. Temos de imediato que T e´ perturbac¸a˜o compacta
do unita´rio V , demonstrando o que quer´ıamos para este caso.
No caso ind(T ) = −n < 0, temos ind(V ) = −n < 0 e assim, pelo teorema da
decomposic¸a˜o de Wold-von Neumann, existem duas possibilidades: na primeira delas,
V e´ um shift de alguma multiplicidade; esta multiplicidade e´ na verdade n = −ind(V ).
Portanto, T ∼K V , com V um shift de multiplicidade n, de onde T ∼K Sn pela ob-
servac¸a˜o que antecede o teorema, como desejado. Na segunda possibilidade, V = U⊕S,
onde U e´ um operador unita´rio e S e´ um shift alguma multiplicidade (−ind(S)); mas
ind(U) = 0, logo
ind(S) = ind(U) + ind(S) = ind(U⊕S) = ind(V ),
ou seja, S tem multiplicidade −ind(S) = −ind(V ) = n.
Observe agora que U e´ um operador unita´rio, logo e´ normal, e σe(U) ⊆ S1 = σe(S);
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portanto, pelo teorema 1.2.5, V = U⊕S ∼K S, de onde segue que
T = V + K˜ ∼K V ∼K S,
ou seja, T ∼K S onde S e´ shift de multiplicidade n = −ind(T ), e portanto T ∼K Sn,
concluindo assim a demonstrac¸a˜o.

Podemos agora classificar os operadores essencialmente normais cujo espectro es-
sencial e´ precisamente S1. Como esperado, o ı´ndice de Fredholm definira´ a classificac¸a˜o,
em virtude do teorema anterior.
Corola´rio 1.2.8. Sejam T, V ∈ B(H) operadores essencialmente normais tais que
σe(T ) = σe(V ) = S1. Enta˜o, T ∼K V se, e somente se, ind(T ) = ind(V ).
Demonstrac¸a˜o. (⇒) Consequ¨eˆncia imediata da proposic¸a˜o 1.2.1.
(⇐) Escreva ind(T ) = ind(V ) = −n. Se n > 0, enta˜o do teorema 1.2.7,
T ∼K Sn ∼K V,
e portanto T ∼K V . O caso n > 0 e´ ana´logo. Se n = 0, enta˜o existem operadores
unita´rios U1, U2 ∈ B(H) tais que T ∼K U1, V ∼K U2. Ora, mas assim
σe(U1) = σe(T ) = σe(V ) = σe(U2),
e como U1, U2 sa˜o unita´rios, e portanto normais, segue-se do teorema de Weyl-von
Neumann-Berg que U1 ∼K U2. Logo,
T ∼K U1 ∼K U2 ∼K V,
provando o corola´rio.

Uma consequ¨eˆncia interessante do corola´rio acima e´ a seguinte: sabemos que, para
cada inteiro n ∈ Z, existe um operador essencialmente normal com espectro essencial
S1 e ı´ndice de Fredholm n (basta tomar S−n caso n < 0, Rn caso n > 0, e um shift
bilateral caso n = 0). Portanto, vemos que existe uma bijec¸a˜o entre o conjunto Z e o
conjunto de classes de equivaleˆncia de operadores essencialmente normais com espec-
tro essencial S1, bijec¸a˜o esta implementada pelo ı´ndice de Fredholm. Em particular,
utilizando a linguagem de extenso˜es introduzida na sec¸a˜o anterior, produzimos uma
bijec¸a˜o entre Ext(S1) e Z.
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Cap´ıtulo 2
Extenso˜es e Invariantes de Busby
Neste cap´ıtulo faremos um estudo detalhado das extenso˜es dos compactos por C(X), e
dos invariantes de Busby destas extenso˜es. Definiremos o conjunto Ext(X), e daremos
a ele uma estrutura de semigrupo abeliano.
2.1 Extenso˜es de K por C(X)
Comec¸aremos esta sec¸a˜o definindo novamente os conceitos de extenso˜es generalizadas
de C*-a´lgebras e de extenso˜es dos compactos por C(X), mencionados na sec¸a˜o 1.1.
Definic¸a˜o 2.1.1. Sejam A,B duas C*-a´lgebras. Uma extensa˜o generalizada de A por
B e´ uma sequ¨eˆncia exata curta de C*-a´lgebras e *-homomorfismos
0 −→ A ψ−→ E ϕ−→ B −→ 0.
Definic¸a˜o 2.1.2. Seja X um espac¸o me´trico compacto. Uma extensa˜o de K(H) por
C(X) e´ uma extensa˜o da forma
0 −→ K(H) ↪−→ E ϕ−→ C(X) −→ 0,
onde E e´ uma sub-C*-a´lgebra de B(H) que conte´m o operador identidade I e o ideal
dos compactos K(H), ϕ e´ unital, e a seta “↪−→” indica a inclusa˜o.
Observac¸a˜o 2.1.3. Na definic¸a˜o anterior no´s fizemos uso expl´ıcito do espac¸o de Hil-
bert fixado H, mas naturalmente estaremos interessados em extenso˜es de K(H˜) por
C(X) onde H˜ e´ um espac¸o de Hilbert qualquer de dimensa˜o infinita separa´vel; por
mais que todos estes espac¸os sejam isometricamente isomorfos (ver observac¸a˜o 1.2.2),
existem momentos em que e´ u´til e dida´tico fazermos distinc¸a˜o entre eles. Utilizaremos
o s´ımbolo K para indicar o ideal dos operadores compactos em algum dado espac¸o de
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Hilbert, sempre que na˜o for necessa´rio explicitar o espac¸o de Hilbert em questa˜o; nestes
casos evitaremos o uso do s´ımbolo K(H˜), e utilizaremos simplesmente a terminologia
“extensa˜o dos compactos por C(X)”.
No contexto das extenso˜es generalizadas de C*-a´lgebras, e´ poss´ıvel definir diver-
sas noc¸o˜es de equivaleˆncia de extenso˜es generalizadas; no´s estaremos interessados em
apenas uma delas, dada pela definic¸a˜o a seguir.
Definic¸a˜o 2.1.4. Sejam A,B C*-a´lgebras. Dadas duas extenso˜es generalizadas de A
por B, digamos,
0 −→ A ψ−→ E ϕ−→ B −→ 0
0 −→ A ψ′−→ E′ ϕ′−→ B −→ 0,
dizemos que elas sa˜o equivalentes quando existir um *-isomorfismo η : E −→ E′ tal
que o diagrama a seguir comute:
0 −−−→ A ψ−−−→ E ϕ−−−→ B −−−→ 0∥∥∥ yη ∥∥∥
0 −−−→ A ψ′−−−→ E′ ϕ′−−−→ B −−−→ 0
A relac¸a˜o definida acima e´ obviamente uma relac¸a˜o de equivaleˆncia.
Neste trabalho na˜o estudaremos as extenso˜es generalizadas dos compactos por
C(X). Estamos interessados apenas nas extenso˜es dos compactos por C(X) como
definidas em 2.1.2, pois estas extenso˜es esta˜o intimamente relacionadas com o nosso
problema de teoria de operadores, como visto no cap´ıtulo anterior.
Fac¸amos, pore´m, uma breve discussa˜o para mostrar que, ao contra´rio do que possa
parecer, se avaliarmos o problema das extenso˜es generalizadas dos compactos por C(X)
puramente do ponto de vista da a´lgebra homolo´gica, na˜o ha´ uma perda de generali-
dade considera´vel envolvida no estudo da classe restrita de extenso˜es dos compactos
por C(X), de acordo com a definic¸a˜o 2.1.2, no lugar da definic¸a˜o usual de extensa˜o
generalizada. Esta discussa˜o tem cara´ter ilustrativo e na˜o e´ necessa´ria para o estudo
principal; o conhecimento dos resultados ba´sicos da teoria de representac¸o˜es de K(H)
(ver sec¸a˜o A.2) e´ indicado para uma melhor compreensa˜o do que segue.
Consideremos uma extensa˜o generalizada arbitra´ria usual proto´tipo de K(H) por
C(X),
0 −→ K(H) ψ−→ E ϕ−→ C(X) −→ 0.
O espac¸o X e´ me´trico, logo C(X) e´ separa´vel; como K(H) e´ separa´vel e a sequ¨eˆncia
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e´ exata, temos que E e´ separa´vel. Podemos encontrar uma *-representac¸a˜o fiel de E
em B(H), digamos, η : E −→ B(H), e assim construir um diagrama comutativo
0 // K(H) ψ // E
η

ϕ // C(X) // 0
0 // K(H) η◦ψ // ran(η) ϕ◦η
−1
// C(X) // 0
E´ claro que a linha de baixo do diagrama e´ exata, sendo portanto uma outra extensa˜o
dos compactos por C(X) equivalente a` primeira. Estudando as extenso˜es mo´dulo
a relac¸a˜o de equivaleˆncia, conclu´ımos da´ı que, sem perda de generalidade, podemos
considerar inicialmente E ⊆ B(H).
Se supusermos portanto E ⊆ B(H), temos que ψ define uma *-representac¸a˜o de
K(H) emH. Lembremos rapidamente os conceitos ba´sicos de teoria de *-representac¸o˜es
de C*-a´lgebras que sera˜o utilizados: Se Ψ : A −→ B(H) e´ uma *-representac¸a˜o de uma
C*-a´lgebra A, definimos o espac¸o nulo e o espac¸o essencial da representac¸a˜o Ψ como
os subespac¸os de Hilbert de H dados respectivamente por
H0(Ψ) = {ξ ∈ H : T (ξ) = 0 ∀T ∈ ran(Ψ)},
Hess(Ψ) = span {T (ξ) : T ∈ ran(Ψ), ξ ∈ H}.
Estes espac¸os sa˜o naturalmente ran(Ψ)-invariantes e H = H0(Ψ)⊕Hess(Ψ). Logo,
de acordo com esta decomposic¸a˜o de H podemos escrever Ψ = 0⊕Ψ′, a soma direta
das representac¸o˜es 0 : A −→ B(H0(Ψ)) e Ψ′ : A −→ B(Hess(Ψ)), induzidas por Ψ.
Representac¸o˜es que possuem espac¸o nulo diferente de zero sa˜o chamadas representac¸o˜es
degeneradas ; as que possuem espac¸o nulo zero sa˜o denominadas representac¸o˜es na˜o-
degeneradas. Agora, a subrepresentac¸a˜o nula de Ψ sobre o seu espac¸o nulo na˜o carrega
informac¸a˜o alguma sobre a representac¸a˜o Ψ, e a subrepresentac¸a˜o Ψ′ mencionada
acima e´ na˜o-degenerada; e´ razoa´vel, portanto, sempre que tivermos uma representac¸a˜o
degenerada Ψ, desconsiderarmos seu somando direto nulo e olharmos para Ψ como uma
representac¸a˜o na˜o-degenerada sobre o espac¸o essencial Hess(Ψ) apenas. Na˜o ha´ perda
essencial de generalidade neste processo, e ganhamos em simplicidade e clareza.
Voltando ao nosso problema, na˜o havera´ portanto perda essencial de generalidade
em consideraremos apenas as ψ que sa˜o representac¸o˜es na˜o-degeneradas do ideal dos
compactos. Neste caso, temos enta˜o da teoria de representac¸o˜es do ideal dos compactos
(ver sec¸a˜o A.2) que existe uma decomposic¸a˜o H = ⊕k∈ΛHk, e operadores unita´rios
Uk : H −→ Hk, tais que ψ = ⊕kAdUk com relac¸a˜o a` decomposic¸a˜o de H dada.
Afirmamos que os espac¸os Hk sa˜o E-invariantes para todo k ∈ Λ. Tome portanto
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arbitrariamente T ∈ E, m ∈ Λ e ξ ∈ Hm. Precisamos provar que Tξ ∈ Hm.
Considere P ∈ B(H) a projec¸a˜o ortogonal sobre o subespac¸o de H gerado por U∗mξ;
P e´ um operador compacto, pois tem posto 1. Note que ran(ψ) e´ um ideal bilateral
fechado de E, visto que ran(ψ) = ker(ϕ). Portanto, dado um operador compacto
K ∈ K(H), existe um operador compacto K ′ ∈ K(H) tal que
Tψ(K) = ψ(K ′).
Assim, em particular existe um operador compacto K ∈ K(H) tal que Tψ(P ) = ψ(K).
Desta forma, podemos escrever (omitindo as incluso˜es de Hm em H)
Tξ = TUmU
∗
mξ = TUmPU
∗
mξ = T (⊕kUkPU∗k )ξ =
= Tψ(P )ξ = ψ(K)ξ = (⊕kUkKU∗k )ξ =
= UmKU
∗
mξ ∈ Hm,
e o afirmado segue. Temos com isto que cada T ∈ E pode ser escrito como uma soma
direta de operadores relativa a` decomposic¸a˜o H = ⊕k∈ΛHk, ou seja,
T = ⊕k∈ΛTk.
Tome arbitrariamente um m ∈ Λ e T ∈ E, e defina T ′ = U∗mTmUm. Vamos provar
agora que na definic¸a˜o de T ′ poder´ıamos ter tomado qualquer outro ı´ndice de Λ, isto
e´, T ′ independe do m ∈ Λ escolhido. Para tanto, note que, como observado acima,
dado um operador compacto K ∈ K(H) existe um operador K ′ ∈ K(H) tal que
Tψ(K) = ψ(K ′), o que implica em
⊕kUkK ′U∗k = ψ(K ′) = Tψ(K) =
= (⊕kTk)(⊕kUkKU∗k ) =
= ⊕kTkUkKU∗k ,
e portanto TkUkKU
∗
k = UkK
′U∗k , ou seja,
U∗kTkUkK = K
′ ∀k ∈ Λ.
Assim, dado ξ ∈ H arbitra´rio, basta tomarmos K ∈ K(H) como sendo a projec¸a˜o
ortogonal sobre o subespac¸o de H gerado por ξ, para que tenhamos, para todo k ∈ Λ,
U∗kTkUkξ = U
∗
kTkUkKξ = K
′ξ = U∗mTmUmKξ = U
∗
mTmUmξ = T
′ξ,
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provando com isto que U∗kTkUk = T
′ ∀k ∈ Λ, como desejado. Deste modo, temos que
Tk = UkT
′U∗k ∀k ∈ Λ, o que nos permite escrever, para todo T ∈ E,
T = ⊕kUkT ′U∗k .
O operador T ′ esta´ unicamente determinado por T . Podemos enta˜o definir uma
aplicac¸a˜o η : E −→ B(H) por η(T ) = T ′. E´ imediato da definic¸a˜o de T ′ que η e´
um *-homomorfismo injetor. Denote E′ = ran(η), que e´ uma sub-C*-a´lgebra de B(H)
*-isomorfa a E, via η.
Observe que, para K ∈ K(H),
η ◦ ψ(K) = η(⊕UkKU∗k ) = K,
ou seja, η ◦ ψ = ι, onde ι : K(H) −→ E′ e´ a inclusa˜o. Defina agora ϕ′ : E′ −→ C(X)
por ϕ′ = ϕ◦η−1, ou seja, ϕ′(T ′) = ϕ(T ). E´ imediato ver que ϕ′ e´ um *-homomorfismo
sobrejetor; as definic¸o˜es de ι e ϕ′ implicam tambe´m em
K(H) = ran(ι) = η(ran(ψ)) = η(ker(ϕ)) = ker(ϕ′),
de onde obtemos uma extensa˜o
0 −→ K(H) ι↪−→ E′ ϕ′−→ C(X) −→ 0,
que por construc¸a˜o e´ tal que o diagrama abaixo comuta:
0 // K(H) ψ // E
η

ϕ // C(X) // 0
0 // K(H)   ι // E′ ϕ
′
// C(X) // 0
Em outras palavras, a extensa˜o obtida e´ equivalente a que t´ınhamos originalmente;
portanto, na nossa convenc¸a˜o de que as representac¸o˜es ψ sa˜o na˜o degeneradas podemos
tomar, sem perda de generalidade, ψ como sendo a inclusa˜o.
Estamos agora praticamente nos moldes da definic¸a˜o 2.1.2. O u´nico detalhe que
ainda na˜o cuidamos foi o fato de E conter o operador identidade. Isto pode em geral
na˜o ser verdade; pore´m, em todo caso, existe uma projec¸a˜o P ∈ E tal que ϕ(P ) = 1
(ver por exemplo [8]). Denotando H′ = ran(P ) (note que H′ tem dimensa˜o infinita,
pois caso contra´rio P seria compacto e estaria portanto no nu´cleo de ϕ) e tomando
H = (H′)⊥⊕H′, os operadores T ∈ E podem ser escritos nesta decomposic¸a˜o como
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T =
(
T11 T12
T21 T22
)
;
em particular,
P =
(
0 0
0 IH′
)
.
Assim, para um T ∈ E arbitra´rio,
ϕ(T ) = ϕ(T ) · 1 = ϕ(T )ϕ(P ) = ϕ(TP ),
de onde segue que (
T11 T12
T21 0
)
= T − TP ∈ K(H).
Vemos desta forma que apenas o elemento T22 carrega para C(X) alguma in-
formac¸a˜o sobre E, via ϕ, visto que o resto constitui um operador compacto, estando
portanto no nu´cleo de ϕ. Podemos enta˜o, sem perda essencial de generalidade, consi-
derar, para todos os efeitos, apenas a coordenada T22 dos operadores de E e, neste caso,
o operador P age como a identidade desejada. O requerimento de que ϕ seja unital e´
puramente te´cnico e comum quando se trabalha com C*-a´lgebras com unidade, e este
sera´ sempre o caso para as extenso˜es determinadas por operadores essencialmente nor-
mais. Vemos assim que o estudo da teoria de extenso˜es generalizadas dos compactos
por C(X), na classe restrita da definic¸a˜o 2.1.2, adequada para as nossas necessidades
em teoria de operadores, na˜o envolve uma grande perda de generalidade do ponto de
vista da a´lgebra homolo´gica.
A partir de agora, deixaremos de lado o contexto geral de extenso˜es generalizadas
de C*-a´lgebras e trabalharemos apenas com as extenso˜es dos compactos por C(X), de
acordo com a definic¸a˜o 2.1.2.
Conforme mencionado e utilizado na sec¸a˜o 1.1, dado um espac¸o me´trico compacto
X e uma extensa˜o
0 −→ K ↪−→ E ϕ−→ C(X) −→ 0,
podemos codificar toda a informac¸a˜o sobre esta extensa˜o em uma tripla (X,E, ϕ) (o
espac¸o de Hilbert em questa˜o estara´ subentendido por E); para efeitos de organizac¸a˜o,
fac¸amos uma definic¸a˜o.
Definic¸a˜o 2.1.5. Dado X um espac¸o me´trico compacto, uma extensa˜o dos compactos
por C(X) e´ uma tripla (X,E, ϕ), onde X indica o espac¸o me´trico em questa˜o, E e´
uma sub-C*-a´lgebra de B(H), para algum espac¸o de Hilbert separa´vel H, contendo
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o ideal dos compactos K(H) e o operador identidade I, e ϕ : E −→ C(X) e´ um
*-homomorfismo unital sobrejetor.
Um problema de o´bvia relevaˆncia, ao se introduzir um novo objeto matema´tico, e´
decidir sobre a existeˆncia do objeto. Isto e´ o que faremos agora, para as extenso˜es dos
compactos por C(X), com X um espac¸o me´trico compacto.
Proposic¸a˜o 2.1.6. Seja X um espac¸o me´trico compacto. Enta˜o, existe uma extensa˜o
(X,E, ϕ).
Demonstrac¸a˜o. Seja Λ ⊆ X enumera´vel e denso. Tome uma sequ¨eˆncia {xk}k∈N∗ ⊆ X
formada por todos os elementos de Λ, onde cada ponto isolado de X (que com certeza
esta´ em Λ) aparece infinitas vezes nesta sequ¨eˆncia; tal sequ¨eˆncia existe, pois Λ e´
enumera´vel. Enta˜o, esta sequ¨eˆncia tem naturalmente a propriedade que, para todo
n ∈ N∗, o conjunto {xk}k≥n e´ denso em X. Defina
ψ : C(X) −→ B(H)
f 7−→ diagk(f(xk))
A compacidade de X, implicando na limitac¸a˜o de todas as func¸o˜es de C(X), ga-
rante que ψ esta´ bem definida. E´ trivial verificar que ψ e´ um *-homomorfismo uni-
tal; ale´m disso, ψ e´ injetor pois Λ e´ denso em X: de fato, se ψ(f) = 0, temos
f(xk) = 0 ∀k ∈ N∗, e a densidade de Λ implica portanto em f = 0.
Assim, a imagem de ψ, ran(ψ), e´ uma sub-C*-a´lgebra de B(H). Temos enta˜o
que E := ran(ψ) + K(H) e´ tambe´m uma sub-C*-a´lgebra de B(H), pois observe que
ran(ψ) + K(H) = pi−1(pi(ran(ψ))), onde pi e´ a projec¸a˜o na a´lgebra de Calkin, como
fixado na introduc¸a˜o. Na verdade, E = C∗(ran(ψ),K(H)).
Observe que ran(ψ) ∩ K(H) = {0}: de fato, se f ∈ C(X) e´ tal que ψ(f) =
diagk(f(xk)) e´ um operador compacto, enta˜o limk→∞f(xk) = 0; dado ε > 0 arbitra´rio
tome n ∈ N∗ tal que |f(xk)| < ε para todo k ≥ n. Agora, o conjunto {xk}k≥n e´ denso
em X, logo |f(x)| ≤ ε ∀x ∈ X. Como ε foi tomado arbitrariamente segue-se que
f = 0, e assim ψ(f) = 0.
Portanto, todo elemento T ∈ E escreve-se de maneira u´nica como T = Tψ + TK,
com Tψ ∈ ran(ψ) e TK ∈ K(H). Devido a este fato, estara´ bem definida uma aplicac¸a˜o
ϕ : E −→ C(X)
T 7−→ ψ−1(Tψ).
Facilmente verifica-se que ϕ e´ um *-homomorfismo; para dar a ide´ia, provaremos que
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ϕ separa produtos: dados T, S ∈ E, T = Tψ + TK, S = Sψ + SK,
TS = (Tψ + TK)(Sψ + SK) = TψSψ + TψSK + TKSψ + TKSK = TψSψ +K,
onde K = (TψSK + TKSψ + TKSK) ∈ K(H). De imediato temos
ϕ(TS) = ϕ(TψSψ +K) = ψ
−1(TψSψ) = ψ−1(Tψ)ψ−1(Sψ) = ϕ(T )ϕ(S).
Os outros axiomas de *-homomorfismo sa˜o verificados analogamente.
Dado f ∈ C(X) arbitra´rio, e´ claro que o operador ψ(f) e´ um elemento de E tal
que ϕ(T ) = f . Assim, vemos que ϕ e´ sobrejetor. Finalmente, se T = Tψ + TK e´ um
elemento de E, temos
ϕ(T ) = 0 ⇐⇒ ψ−1(Tψ) = 0 ⇐⇒ Tψ = 0 ⇐⇒ T = TK ∈ K(H),
de onde conclu´ımos que ker(ϕ) = K(H). Produzimos desta forma uma sequ¨eˆncia exata
0 −→ K(H) ↪−→ E ϕ−→ C(X) −→ 0
provando com isto que existe uma extensa˜o dos compactos por C(X), como desejado.

Definimos no in´ıcio desta sec¸a˜o o conceito de equivaleˆncia de extenso˜es em que
estamos interessados. Traduzindo para o universo reduzido de extenso˜es que estamos
considerando, temos a definic¸a˜o de equivaleˆncia de extenso˜es dos compactos por C(X),
como segue: dado X um espac¸o me´trico compacto, e duas extenso˜es dos compactos
por C(X), (X,E1, ϕ1) e (X,E2, ϕ2), dizemos que elas sa˜o equivalentes quando existir
um *-isomorfismo η : E1 −→ E2 tal que ϕ1 = ϕ2 ◦ η.
O leitor pode perceber que hav´ıamos definido a equivaleˆncia de extenso˜es dos com-
pactos por C(X) de outra forma, na sec¸a˜o 1.1 (definic¸a˜o 1.1.8); la´, no´s dissemos que
as extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2) eram equivalentes quando havia um operador
unita´rio U ∈ B(H) (la´ hav´ıamos assumindo as extenso˜es sobre o mesmo espac¸o de
Hilbert H) tal que E2 = UE1U∗ e ϕ1(T ) = ϕ2 ◦ AdU(T ),∀T ∈ E1. Em geral, rein-
terpretando esta equivaleˆncia se tive´ssemos E1 ⊆ B(H1) e E2 ⊆ B(H2), a definic¸a˜o
adequada envolveria um unita´rio U : H1 −→ H2.
Aquela noc¸a˜o de equivaleˆncia, reinterpretada no caso de estarmos trabalhando
com espac¸os de Hilbert distintos, e a que acabamos de definir acima envolvendo um *-
isomorfismo η, sa˜o na verdade a mesma. Vejamos porque isto e´ verdade: obviamente,
se extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2) sa˜o equivalentes de acordo com a definic¸a˜o 1.1.8,
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enta˜o AdU : E1 −→ E2 e´ um *-isomorfismo tal que ϕ1 = ϕ2 ◦ AdU . Por outro lado,
se extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2) sa˜o equivalentes de acordo com a definic¸a˜o dada
acima, considere η : E1 −→ E2 um *-isomorfismo tal que ϕ1 = ϕ2 ◦ η, e suponha
E1 ⊆ B(H1), E2 ⊆ B(H2). Temos de imediato que η(ker(ϕ1)) ⊆ ker(ϕ2); usando que
ϕ1◦η−1 = ϕ2 temos do mesmo modo que η−1(ker(ϕ2)) ⊆ ker(ϕ1), ou equivalentemente,
ker(ϕ2) ⊆ η(ker(ϕ1)). Segue-se da´ı que η(ker(ϕ1)) = ker(ϕ2), ou seja, η(K(H1)) =
K(H2). Portanto, η|K(H1) : K(H1) −→ K(H2) e´ um *-isomorfismo.
Agora, e´ sabido da teoria de operadores compactos que todo *-isomorfismo en-
tre ideais dos compactos e´ implementado por um operador unita´rio; logo, existe um
operador unita´rio U : H1 −→ H2 tal que η(K) = UKU∗ ∀K ∈ K(H1).
Afirmamos que η = AdU em todo E1; de fato, tome arbitrariamente T ∈ E1,
e ξ ∈ H2. Denotando por P ∈ B(H1) a projec¸a˜o ortogonal sobre o subespac¸o de
H1 gerado por U∗ξ, temos que P e´ de posto 1 e portanto compacto, de onde temos
η(P ) = UPU∗ e assim, como TP e´ um operador compacto,
η(T )ξ = η(T )UU∗ξ = η(T )UPU∗ξ = η(T )η(P )ξ =
= η(TP )ξ = UTPU∗ξ = UTU∗UPU∗ξ =
= UTU∗UU∗ξ = UTU∗ξ,
e da´ı segue η(T ) = AdU(T ), como hav´ıamos afirmado. Isto prova que as duas noc¸o˜es
de equivaleˆncia coincidem; a t´ıtulo de refereˆncia, colocaremos a seguir a definic¸a˜o de
equivaleˆncia mais pra´tica para os nossos propo´sitos, mas e´ u´til saber a motivac¸a˜o para
a definic¸a˜o no seu contexto mais geral, como visto acima.
Definic¸a˜o 2.1.7. Sejam X um espac¸o me´trico compacto, e (X,E1, ϕ1), (X,E2, ϕ2) ex-
tenso˜es dos compactos por C(X). Suponha E1 ⊆ B(H1), E2 ⊆ B(H2); enta˜o, dizemos
que estas extenso˜es sa˜o equivalentes se existir um operador unita´rio U : H1 −→ H2
tal que AdU : E1 −→ E2 e´ um *-isomorfismo e ϕ1 = ϕ2 ◦ AdU .
2.2 Invariantes de Busby
Esta sec¸a˜o e´ dedicada a um conceito que nos sera´ de vital importaˆncia no estudo
aprofundado da teoria de Brown-Douglas-Fillmore. Tome (X,E, ϕ) uma extensa˜o dos
compactos por C(X), com E ⊆ B(H). Lembrando-se de que ϕ : E −→ C(X) e´
um *-homomorfismo unital sobrejetor cujo nu´cleo e´ K(H), ϕ induz um *-isomorfismo
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unital
ϕ˜ : E/K(H) −→ C(X)
pi(T ) 7−→ ϕ(T );
visto que E/K(H) ⊆ Q(H), podemos definir τ : C(X) −→ Q(H) por τ = (ϕ˜)−1, que
sera´ portanto um *-homomorfismo unital injetor. A definic¸a˜o seguinte faz uso dos
objetos e notac¸a˜o que acabamos de utilizar.
Definic¸a˜o 2.2.1. O *-homomorfismo unital injetor τ : C(X) −→ Q(H) como acima
e´ o chamado invariante de Busby da extensa˜o (X,E, ϕ).
Pelo que foi visto acima, toda extensa˜o (X,E, ϕ) possui um invariante de Busby
τ : C(X) −→ Q(H) associado. Podemos nos perguntar se, por outro lado, para cada
*-homomorfismo unital injetor τ : C(X) −→ Q(H) existe uma extensa˜o (X,E, ϕ) tal
que τ e´ o invariante de Busby desta extensa˜o. Verificaremos que na˜o so´ ela existe,
como e´ tambe´m u´nica; deste modo, teremos uma correspondeˆncia 1-1 entre extenso˜es
dos compactos por C(X) e *-homomorfismos unitais injetores τ : C(X) −→ Q(H).
Para chegarmos a esta conclusa˜o, precisamos primeiro de um lema.
Lema 2.2.2. Seja (X,E, ϕ) uma extensa˜o dos compactos por C(X), e seja
τ : C(X) −→ Q(H) o invariante de Busby desta extensa˜o. Enta˜o, τ e´ o u´nico *-
homomorfismo unital injetor que satisfaz τ ◦ ϕ = pi|E, ou seja, tal que o diagrama
abaixo comuta:
0 // K(H)   // E _

ϕ // C(X)
τ

// 0
0 // K(H)   // B(H) pi // Q(H) // 0
Demonstrac¸a˜o. Naturalmente, para T ∈ E tomado arbitrariamente,
ϕ˜ ◦ pi|E(T ) = ϕ˜(pi(T )) = ϕ(T ),
de onde temos ϕ˜ ◦ pi|E = ϕ, e portanto de imediato pi|E = τ ◦ ϕ. Suponha agora que
τ ′ : C(X) −→ Q(H) seja um outro *-homomorfismo unital injetor tal que τ ′ ◦ϕ = pi|E.
Enta˜o, dado um f ∈ C(X) arbitra´rio, devido a` sobrejetividade de ϕ existe T ∈ E tal
que f = ϕ(T ); podemos portanto escrever
τ ′(f) = τ ′(ϕ(T )) = pi|E(T ) = τ(ϕ(T )) = τ(f),
de onde τ ′ = τ .
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Fica assim provado que τ , o invariante de Busby da extensa˜o (X,E, ϕ), e´ o u´nico
*-homomorfismo unital injetor que satisfaz τ ◦ ϕ = pi|E, como quer´ıamos.

Teorema 2.2.3. Seja τ : C(X) −→ Q(H) um *-homomorfismo unital injetor; enta˜o,
existe uma u´nica extensa˜o (X,E, ϕ) dos compactos por C(X) tal que τ e´ o invariante
de Busby desta extensa˜o.
Demonstrac¸a˜o. Defina E := pi−1(ran(τ)) ⊆ B(H). Como ran(τ) e´ sub-C*-a´lgebra
de Q(H) e pi e´ *-homomorfismo, temos que E e´ sub-C*-a´lgebra de B(H). Note que
K(H) ⊆ E, pois K(H) = pi−1(0), e tambe´m I ∈ E pois I = pi−1(τ(1)).
Defina ϕ : E −→ C(X) por ϕ = τ−1 ◦ pi|E; esta composic¸a˜o esta´ bem definida
porque pi(E) = pi(pi−1(ran(τ))) = ran(τ), e τ e´ um *-isomorfismo unital entre C(X)
e ran(τ), de onde podemos mencionar o *-isomorfismo unital τ−1 : ran(τ) −→ C(X).
Por definic¸a˜o, ϕ e´ um *-homomorfismo unital sobrejetor, e ker(ϕ) = ker(pi|E) = K(H).
Isto nos da´ portanto uma extensa˜o (X,E, ϕ) dos compactos por C(X).
Observe agora que a definic¸a˜o de ϕ implica imediatamente em τ ◦ ϕ = pi|E. Logo,
pelo lema 2.2.2, τ e´ o invariante de Busby desta extensa˜o.
Verifiquemos a unicidade da extensa˜o (X,E, ϕ): suponha que (X,E′, ϕ′) e´ uma
extensa˜o tal que τ e´ o invariante de Busby desta extensa˜o; portanto, do lema 2.2.2,
τ ◦ ϕ′ = pi|E′ . Assim, temos
pi(E′) = pi|E′(E′) = τ ◦ ϕ′(E′) = τ(C(X)) = ran(τ),
o que implica em E′ ⊆ pi−1(ran(τ)) = E. Queremos provar a outra inclusa˜o, E ⊆ E′;
tome para isso T ∈ E arbitrariamente, e denote f = ϕ(T ). A sobrejetividade de ϕ′
implica em haver um T ′ ∈ E′ tal que ϕ′(T ′) = f = ϕ(T ). Da´ı,
pi(T ′) = pi|E′(T ′) = τ ◦ ϕ′(T ′) = τ ◦ ϕ(T ) = pi|E(T ) = pi(T ),
de onde T − T ′ = K ∈ K(H); em particular, K ∈ E′, pois K(H) ⊆ E′. Logo,
T = T ′ +K ∈ E′, provando a outra inclusa˜o desejada. Conclu´ımos desta forma que
E = E′.
Falta-nos apenas verificar que ϕ′ = ϕ. Isto segue da injetividade de τ , pois se
T ∈ E e´ arbitra´rio,
τ ◦ ϕ′(T ) = pi|E(T ) = τ ◦ ϕ(T ),
de onde τ(ϕ′(T )− ϕ(T )) = 0, e portanto ϕ′(T )− ϕ(T ) = 0, ou seja, ϕ′(T ) = ϕ(T ).

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Estabelecemos assim uma correspondeˆncia 1-1 entre extenso˜es dos compactos por
C(X) e *-homomorfismos unitais injetores, atrave´s dos invariantes de Busby. A partir
de agora, utilizaremos eventualmente a terminologia invariante de Busby para nos
referirmos a algum *-homomorfismo unital injetor de C(X) em Q(H).
Observac¸a˜o 2.2.4. Quando X ⊆ C e´ compacto, podemos caracterizar de outra forma
o invariante de Busby de uma dada extensa˜o dos compactos por C(X), como segue:
seja (X,E, ϕ) uma extensa˜o dos compactos por C(X); de acordo com a definic¸a˜o 1.1.6
e a proposic¸a˜o 1.1.7, considere T ∈ B(H) um operador essencialmente normal tal que
(X,E, ϕ) e´ a extensa˜o determinada por T . Enta˜o, E = C∗(I, T,K(H)) e ϕ = η−1 ◦pi|E,
onde η : C(X) −→ C∗(1, pi(T )) e´ o ca´lculo funcional cont´ınuo de pi(T ). Considere o
contra-domı´nio de η como sendo Q(H). Assim, η ◦ ϕ = pi|E; como η e´ obviamente
um *-homomorfismo unital injetor, temos do lema 2.2.2 que η e´ o invariante de Busby
da extensa˜o (X,E, ϕ). Em outras palavras, o invariante de Busby de uma extensa˜o
e´ o ca´lculo funcional cont´ınuo da classe, na a´lgebra de Calkin, de um operador que
determine a extensa˜o.
Da mesma forma que reinterpretamos o problema de classificar operadores essen-
cialmente normais utilizando linguagem de extenso˜es dos compactos por C(X), na
sec¸a˜o 1.1, aproveitando a correspondeˆncia que ha´ entre estes conceitos, aqui pode-
mos proceder da mesma forma; ou seja, se conseguirmos uma definic¸a˜o adequada de
equivaleˆncia entre invariantes de Busby, podemos reformular o problema de classificar
extenso˜es dos compactos por C(X) para um problema envolvendo a classificac¸a˜o de
invariantes de Busby.
Na pra´tica, queremos que dois invariantes de Busby sejam equivalentes se, e so-
mente se, suas extenso˜es associadas sa˜o equivalentes. Poder´ıamos fazer uma pre´via
investigac¸a˜o para verificar quando isto acontece, antes de fazermos a definic¸a˜o; aqui,
pore´m, faremos uma abordagem mais formal, definindo primeiro e provando o dese-
jado em seguida. Por uma questa˜o dida´tica, definiremos equivaleˆncia de invariantes
de Busby sobre o mesmo espac¸o de Hilbert H, e observaremos na sequ¨eˆncia a versa˜o
da definic¸a˜o caso tenha-se espac¸os de Hilbert distintos.
Definic¸a˜o 2.2.5. Sejam τ1 : C(X) −→ Q(H) e τ2 : C(X) −→ Q(H) invariantes
de Busby. Dizemos que τ1 e τ2 sa˜o equivalentes quando existir um operador unita´rio
U ∈ B(H) tal que o *-isomorfismo µ := Adpi(U) : Q(H) −→ Q(H) satisfaz µ◦ τ1 = τ2,
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ou seja, tal que o diagrama abaixo comuta:
C(X)
τ1

τ2
$$H
HH
HH
HH
HH
Q(H) µ // Q(H)
Denotaremos esta equivaleˆncia por τ1 ∼ τ2.
Observac¸a˜o 2.2.6. Caso tenhamos invariantes sobre espac¸os de Hilbert distintos, a
definic¸a˜o precisa ser ligeiramente modificada: sejam τ1 : C(X) −→ Q(H1) e
τ2 : C(X) −→ Q(H2) invariantes de Busby. Enta˜o, dizemos que τ1 e τ2 sa˜o equi-
valentes quando existir um operador unita´rio U : H1 −→ H2 tal que o *-isomorfismo
induzido µ,
µ : Q(H1) −→ Q(H2)
pi(T ) 7−→ pi(UTU∗)
(que esta´ bem definido) satisfaz µ ◦ τ1 = τ2. Como o leitor pode observar, a u´nica
diferenc¸a essencial aqui e´ na definic¸a˜o do *-isomorfismo µ; isto se faz necessa´rio pois,
como o operador U tem por domı´nio e contra-domı´nio espac¸os de Hilbert distintos,
na˜o faz sentido em falarmos pi(U), e portanto na˜o podemos definir µ como sendo
Adpi(U). A coereˆncia entre as duas definic¸o˜es naturalmente deve existir, ou seja,
as duas definic¸o˜es devem coincidir no caso de espac¸os de Hilbert iguais; isto segue
claramente do fato de pi ser *-homomorfismo.
O motivo de termos escolhido a definic¸a˜o 2.2.5 naqueles termos e´ atentar para
o fato de que pi(U) e´ um elemento unita´rio da a´lgebra de Calkin, e o problema de
equivaleˆncia dos invariantes pode ser portanto visualmente relacionado com o problema
de equivaleˆncia unita´ria (forte) de elementos na a´lgebra de Calkin. Investigaremos isto
mais a fundo em instantes; apenas gostar´ıamos de referir o in´ıcio da sec¸a˜o 1.1 para o
leitor, onde introduzimos os conceitos de equivaleˆncia unita´ria e equivaleˆncia unita´ria
forte de elementos na a´lgebra de Calkin, apontando a relac¸a˜o desta noc¸a˜o u´ltima com
o problema de classificar operadores essencialmente normais via equivaleˆncia unita´ria
mo´dulo os compactos.
Vejamos agora que a relac¸a˜o de equivaleˆncia introduzida para invariantes de Busby
e´ adequada para efetuarmos a reformulac¸a˜o do nosso problema original em termos
desta nova linguagem. No que segue podemos sem perda de generalidade assumir
que todas as extenso˜es e invariantes sa˜o sobre o mesmo espac¸o de Hilbert H, pela
observac¸a˜o 1.2.2.
38
Teorema 2.2.7. Sejam (X,E1, ϕ1), (X,E2, ϕ2) extenso˜es dos compactos por C(X), e
sejam τ1 : C(X) −→ Q(H) e τ2 : C(X) −→ Q(H) os respectivos invariantes de Busby
destas extenso˜es. Enta˜o, as extenso˜es (X,E1, ϕ1), (X,E2, ϕ2) sa˜o equivalentes se, e
somente se, os invariantes de Busby τ1, τ2 sa˜o equivalentes.
Demonstrac¸a˜o. (⇒) Suponha que as extenso˜es (X,E1, ϕ1), (X,E2, ϕ2) sa˜o equiva-
lentes; seja U ∈ B(H) um operador unita´rio implementando a equivaleˆncia entre as
extenso˜es, ou seja, AdU : E1 −→ E2 e´ um *-isomorfismo e ϕ1 = ϕ2 ◦ AdU . Enta˜o,
µ := Adpi(U) : Q(H) −→ Q(H) e´ um *-isomorfismo; vamos provar que µ ◦ τ1 = τ2:
De fato, tome f ∈ C(X) arbitra´rio. Como τ1 e´ o invariante de Busby da extensa˜o
(X,E1, ϕ1), temos E1 = pi
−1(ran(τ1)); logo, existe T ∈ E1 tal que pi(T ) = τ1(f).
Lembremos agora que τ1 = (ϕ˜1)
−1 e τ2 = (ϕ˜2)−1, o que implica portanto em
ϕ˜2 ◦ µ ◦ τ1(f) = ϕ˜2 ◦ µ(pi(T )) = ϕ˜2(pi(U)pi(T )pi(U)∗) = ϕ˜2(pi(UTU∗)) =
= ϕ2(UTU
∗) = ϕ2 ◦ AdU(T ) = ϕ1(T ) = ϕ˜1(pi(T )) = f,
e da´ı segue-se que µ ◦ τ1 = (ϕ˜2)−1 = τ2, como quer´ıamos, de onde os invariantes de
Busby τ1 e τ2 sa˜o equivalentes.
(⇐) Suponha que os invariantes de Busby τ1 e τ2 sa˜o equivalentes. Seja U ∈ B(H)
um operador unita´rio tal que µ := Adpi(U) : Q(H) −→ Q(H) e´ um *-isomorfismo
e µ ◦ τ1 = τ2. Afirmamos que este operador U implementa a equivaleˆncia entre as
extenso˜es. Precisamos verificar que AdU : E1 −→ E2 e´ um *-isomorfismo e ϕ1 =
ϕ2 ◦ AdU .
Afirmamos que E2 = AdU(E1). De fato, dado T ∈ E1 arbitra´rio, como E1 =
pi−1(ran(τ1)), existe f ∈ C(X) tal que pi(T ) = τ1(f). Agora,
pi(UTU∗) = Adpi(U)(pi(T )) = µ(pi(T )) = µ(τ1(f)) = τ2(f),
logo
UTU∗ ∈ pi−1(pi(UTU∗)) = pi−1(τ2(f)) ⊆ pi−1(ran(τ2)) = E2,
o que prova AdU(E1) ⊆ E2. A outra inclusa˜o e´ ana´loga, usando µ−1◦τ2 = τ1. Segue-se
da´ı o afirmado, e portanto AdU : E1 −→ E2 tem contra-domı´nio bem definido e e´ um
*-isomorfismo.
Falta apenas verificar ϕ1 = ϕ2 ◦AdU ; seja T ∈ E1 arbitra´rio. Devido a` injetividade
de τ1, para verificarmos ϕ1(T ) = ϕ2 ◦ AdU(T ) basta provarmos que τ1 ◦ ϕ1(T ) =
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τ1 ◦ ϕ2 ◦ AdU(T ). Isto segue de τ1 = µ−1 ◦ τ2, pois
τ1 ◦ ϕ2 ◦ AdU(T ) = µ−1 ◦ τ2 ◦ ϕ2 ◦ AdU(T ) = µ−1 ◦ (ϕ˜2)−1 ◦ ϕ2 ◦ AdU(T ) =
= µ−1 ◦ (ϕ˜2)−1 ◦ ϕ˜2(pi(UTU∗)) = µ−1(pi(UTU∗)) =
= pi(T ) = τ1 ◦ ϕ1(T ).
Ficou assim provado que as extenso˜es (X,E1, ϕ1), (X,E2, ϕ2) sa˜o equivalentes,
como quer´ıamos.

Observac¸a˜o 2.2.8. Ja´ hav´ıamos visto, na sec¸a˜o 1.1, que o problema de classificar
operadores essencialmente normais via equivaleˆncia unita´ria mo´dulo os compactos e´
equivalente ao problema de classificar extenso˜es dos compactos por C(X); o teorema
anterior mostra portanto que estes problemas sa˜o equivalentes ao problema de classi-
ficac¸a˜o dos invariantes de Busby; mais precisamente, da observac¸a˜o 2.2.4 vemos que
dois operadores essencialmente normais T1, T2 com o mesmo espectro essencial sa˜o tais
que T1 ∼K T2 se, e somente se, os invariantes de Busby dados pelos ca´lculos funcionais
cont´ınuos de pi(T1) e pi(T2) sa˜o equivalentes.
Ja´ estamos finalmente em condic¸o˜es de retomar um problema introduzido na in-
troduc¸a˜o. Relembrando: elementos t1, t2 ∈ Q(H) sa˜o unitariamente equivalentes
quando existe um elemento unita´rio u ∈ Q(H) tal que t1 = ut2u∗. E´ fato que nem todo
elemento unita´rio da a´lgebra de Calkin e´ da forma pi(U), para algum operador unita´rio
U ∈ B(H). Dizemos que elementos t1, t2 ∈ Q(H) sa˜o fortemente unitariamente equi-
valentes quando existe um operador unita´rio U ∈ B(H) tal que t1 = pi(U)t2pi(U)∗.
Assim, vemos claramente que a equivaleˆncia unita´ria forte implica na equivaleˆncia
unita´ria, mas o contra´rio na˜o e´ em geral va´lido; o que hav´ıamos dito e´ que, no caso
de nos restringirmos apenas aos elementos normais da a´lgebra de Calkin, enta˜o os
dois conceitos de equivaleˆncia coincidem. Provar este fato (corola´rio 2.2.13) sera´ o
nosso pro´ximo objetivo, mas precisamos antes de uma definic¸a˜o e alguns resultados
auxiliares.
Definic¸a˜o 2.2.9. Dois invariantes de Busby τ1 : C(X) −→ Q(H), τ2 : C(X) −→
Q(H) sa˜o ditos fracamente equivalentes se existe um elemento unita´rio u ∈ Q(H) tal
que o *-isomorfismo µ := Ad(u) satisfaz µ ◦ τ1 = τ2. Denotaremos esta equivaleˆncia
fraca por τ1 ∼w τ2.
A u´nica diferenc¸a entre a definic¸a˜o 2.2.5 e esta que acabamos de fazer e´ que, na
equivaleˆncia fraca, o elemento unita´rio que implementa o *-isomorfismo µ na˜o pre-
cisa ser necessariamente da forma pi(U) para algum operador unita´rio U ∈ B(H).
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A definic¸a˜o modificada para admitir espac¸os de Hilbert distintos e´ como segue: dois
invariantes de Busby τ1 : C(X) −→ Q(H1), τ2 : C(X) −→ Q(H2) sa˜o ditos fra-
camente equivalentes quando existir algum operador (na˜o necessariamente unita´rio)
V : H1 −→ H2 induzindo um *-isomorfismo µ,
µ : Q(H1) −→ Q(H2)
pi(T ) 7−→ pi(V TV ∗)
satisfazendo µ ◦ τ1 = τ2.
Naturalmente, invariantes equivalentes sa˜o fracamente equivalentes. A surpresa
vira´ com o teorema 2.2.11, provando que estas duas noc¸o˜es de equivaleˆncia entre
invariantes de Busby coincidem. Precisamos antes de um lema te´cnico.
Lema 2.2.10. Sejam τ : C(X) −→ Q(H) um invariante de Busby, e n ∈ Z. Enta˜o,
existe um elemento unita´rio s ∈ Q(H) com ind(s) = n tal que s comuta com todos os
elementos de ran(τ), ou seja, s ∈ (ran(τ))′, o comutante de ran(τ).
Demonstrac¸a˜o. Considere {fk}k∈N∗ ⊆ C(X) denso e enumera´vel, e para cada k ∈ N∗
fixe Tk ∈ B(H) tal que τ(fk) = pi(Tk). Como C(X) e´ comutativa, ran(τ) e´ comutativa,
logo todos os pi(Tk) comutam entre si. Portanto, podemos falar do joint spectrum
da famı´lia {pi(Tk)}k∈N∗ , que sera´ denotado por Jspeck(pi(Tk)). Fixe arbitrariamente
λ = (λk)k ∈ Jspeck(pi(Tk)), e para cada r ∈ N∗ escreva λ(r) = λ. Enta˜o, pelo teorema
C.2.3, existe {ξr}r∈N∗ ⊆ H ortonormal tal que
Tk = (Dk⊕Rk) + Lk ∀k ≥ 1,
decomposic¸a˜o em soma direta esta relativa a H = H1⊕H⊥1 , onde H1 = span{ξr}r, Lk
e´ compacto, e Dk = diagr(λ
(r)
k ) com relac¸a˜o a` base {ξr}r de H1. Ora, mas neste caso,
λ
(r)
k = λk ∀r,∀k, logo Dk = λkIH1 ∀k.
Tome V ∈ B(H1) uma poteˆncia de um shift unilateral ou de o adjunto de um shift
unilateral, de modo que ind(V ) = n, e defina S = V⊕IH⊥1 relativo a` decomposic¸a˜o
H = H1⊕H⊥1 . Denote s = pi(S) ∈ Q(H).
Afirmamos que s e´ um elemento unita´rio de Q(H). Para ver isto, note que por
construc¸a˜o V ∗V = I +K para algum compacto K ∈ K(H1), e assim
s∗s = pi(S∗S) = pi(V ∗V⊕I) = pi(I⊕I +K⊕0) = pi(IH) = 1;
da mesma forma prova-se que ss∗ = 1. Ale´m disso, s tem ı´ndice de Fredholm n, pois
ind(s) = ind(S) = ind(V⊕I) = ind(V ) + ind(I) = ind(V ) = n.
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Observe agora que, para todo k ∈ N∗,
STk − TkS = (V⊕I)(λkI⊕Rk + Lk)− (λkI⊕Rk + Lk)(V⊕I) =
= (λkV⊕Rk)− (λkV⊕Rk) + (V⊕I)Lk − Lk(V⊕I) =
= SLk − LkS ∈ K(H),
de onde pi(STk) = pi(TkS). Da´ı,
sτ(fk) = pi(S)pi(Tk) = pi(STk) = pi(TkS) = pi(Tk)pi(S) = τ(fk)s, ∀k ∈ N∗;
como {fk}k∈N∗ e´ denso em C(X), temos automaticamente que sτ(f) = τ(f)s para
todo f ∈ C(X), o que conclui a demonstrac¸a˜o.

Para o pro´ximo teorema, como sempre, suporemos sem perda de generalidade os
invariantes sobre o mesmo espac¸o de Hilbert H. A demonstrac¸a˜o sera´ relativamente
simples, visto que concentramos todas as dificuldades te´cnicas no lema anterior.
Teorema 2.2.11. Sejam τ1 : C(X) −→ Q(H) e τ2 : C(X) −→ Q(H) dois invariantes
de Busby fracamente equivalentes. Enta˜o, τ1 e τ2 sa˜o equivalentes.
Demonstrac¸a˜o. Seja v ∈ Q(H) um elemento unita´rio de Q(H) que implementa a
equivaleˆncia fraca entre τ1 e τ2, via µ := Adv : Q(H) −→ Q(H), isto e´, µ ◦ τ1 = τ2.
Denote n = −ind(v). Enta˜o, pelo lema 2.2.10, existe um elemento unita´rio
s ∈ Q(H) tal que ind(s) = n e s ∈ (ran(τ1))′. Portanto vs e´ um elemento unita´rio de
Q(H), e ainda ind(vs) = ind(v) + ind(s) = −n + n = 0. Assim, segue-se do teorema
1.2.7 que existe um operador unita´rio U ∈ B(H) tal que vs = pi(U) (para ver isto,
escreva vs = pi(T ); enta˜o, T e´ essencialmente normal com ı´ndice de Fredholm zero, e
portanto e´ perturbac¸a˜o compacta de um unita´rio U).
Defina µ˜ := Ad(vs) : Q(H) −→ Q(H); como vs e´ unita´rio, µ˜ e´ um *-isomorfismo.
Ale´m disso, µ˜ ◦ τ1 = τ2 pois, dado f ∈ C(X) arbitra´rio, e usando que s ∈ (ran(τ1))′,
µ˜ ◦ τ1(f) = (vs)τ1(f)(vs)∗ = (vs)τ1(f)(s∗v) =
= vτ1(f)ss
∗v = vτ1(f)v =
= µ ◦ τ1(f) = τ2(f).
Finalmente, como vs = pi(U), conclu´ımos que µ˜ implementa uma equivaleˆncia
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entre os invariantes τ1 e τ2, ou seja, estes invariantes sa˜o equivalentes, como quer´ıamos
demonstrar.

Corola´rio 2.2.12. Sejam T1, T2 ∈ B(H) essencialmente normais. Suponha que exista
um operador V ∈ B(H) tal que pi(V ) e´ unita´rio e V T1V ∗ − T2 ∈ K(H). Enta˜o, existe
um operador unita´rio U ∈ B(H) tal que UT1U∗ − T2 ∈ K(H).
Demonstrac¸a˜o. Como pi(V ) e´ unita´rio e V T1V
∗ − T2 ∈ K(H), temos de imediato que
σe(T1) = σe(T2). Denote X = σe(T1) = σe(T2). Sejam (X,E1, ϕ1) e (X,E2, ϕ2) as
extenso˜es dos compactos por C(X) determinadas por T1 e T2, respectivamente, de
acordo com a definic¸a˜o 1.1.6. Ainda, denote por τ1 : C(X) −→ Q(H) e τ2 : C(X) −→
Q(H) os respectivos invariantes de Busby destas extenso˜es. Sabemos, da observac¸a˜o
2.2.4, que τ1 e´ o ca´lculo funcional cont´ınuo de pi(T1) e, da mesma forma, τ2 e´ o ca´lculo
funcional cont´ınuo de pi(T2). Portanto, em particular, τ1(ζ) = pi(T1), τ2(ζ) = pi(T2).
Defina µ := Adpi(V ) : Q(H) −→ Q(H), que e´ um *-isomorfismo pois, por hipo´tese,
pi(V ) e´ um elemento unita´rio da a´lgebra de Calkin. Note que µ ◦ τ1(1) = τ2(1), e que
µ ◦ τ1(ζ) = µ(pi(T1)) = pi(V )pi(T1)pi(V )∗ = pi(V T1V ∗) = pi(T2) = τ2(ζ);
como C(X) = C∗(1, ζ) (pois X ∈ C), conclu´ımos que µ◦τ1 = τ2, e assim os invariantes
τ1 e τ2 sa˜o fracamente equivalentes; logo, pelo teorema 2.2.11, os invariantes τ1 e τ2 sa˜o
equivalentes, e portanto existe um operador unita´rio U ∈ B(H) tal que o *-isomorfismo
µ˜ := Adpi(U) : Q(H) −→ Q(H) satisfaz µ˜ ◦ τ1 = τ2. Em particular,
pi(UT1U
∗) = µ˜(pi(T1)) = µ˜ ◦ τ1(ζ) = τ2(ζ) = pi(T2),
de onde segue que UT1U
∗ − T2 ∈ K(H), demonstrando o corola´rio.

Finalmente, o resultado prometido de que a equivaleˆncia unita´ria forte coincide com
a equivaleˆncia unita´ria usual na a´lgebra de Calkin, se nos restringirmos aos elementos
normais.
Corola´rio 2.2.13. Sejam t1, t2 ∈ Q(H) normais. Enta˜o, t1 e t2 sa˜o unitariamente
equivalentes se, e somente se, sa˜o fortemente unitariamente equivalentes.
Demonstrac¸a˜o. E´ o´bvio que a equivaleˆncia unita´ria forte sempre implica na equi-
valeˆncia unita´ria usual; basta verificarmos a rec´ıproca, portanto.
43
Sejam T1, T2 ∈ B(H) tais que t1 = pi(T1) e t2 = pi(T2), e suponha que t1 e t2 sa˜o
unitariamente equivalentes. Enta˜o, existe um elemento unita´rio v ∈ Q(H) tal que
vt1v
∗ = t2. Se v = pi(V ), enta˜o temos como consequ¨eˆncia V T1V ∗ − T2 ∈ K(H); logo,
pelo corola´rio 2.2.12, existe um operador unita´rio U ∈ B(H) tal que UT1U∗ − T2 ∈
K(H), o que implica em pi(U)t1pi(U)∗ = t2, ou seja, t1 e t2 sa˜o fortemente unitariamente
equivalentes.

2.3 O Conjunto Ext(X), e Somas de Extenso˜es
Como vimos na sec¸a˜o anterior, os problemas de classificac¸a˜o dos invariantes de Busby
e de classificac¸a˜o dos operadores essencialmente normais sa˜o o mesmo problema. O
que faremos a partir desta sec¸a˜o, ate´ o final do cap´ıtulo 5, e´ estudar o problema
de classificac¸a˜o dos invariantes de Busby. Sabemos que ha´ uma correspondeˆncia 1-1
que preserva equivaleˆncias entre extenso˜es dos compactos por C(X), e invariantes de
Busby com domı´nio C(X). Por esta raza˜o, historicamente os pro´prios invariantes de
Busby sa˜o chamados de extenso˜es dos compactos por C(X), e no´s adotaremos aqui
esta terminologia; portanto, de agora em diante, o termo “extensa˜o” para no´s tambe´m
significa “invariante de Busby”. Esta convenc¸a˜o na˜o causara´ problemas, pois nas raras
ocasio˜es em que utilizarmos as extenso˜es no contexto de sequ¨eˆncias exatas, deixaremos
isto claro com a nossa notac¸a˜o usual de uma tripla (X,E, ϕ).
Considerando a relac¸a˜o de equivaleˆncia entre extenso˜es dos compactos por C(X)
(invariantes de Busby) introduzida com a definic¸a˜o 2.2.5, podemos de algum modo
tentar considerar um “conjunto quociente” de classes de equivaleˆncia de extenso˜es
dos compactos por C(X). A priori ha´ uma obstruc¸a˜o te´cnica em fazermos tal con-
siderac¸a˜o, porque a classe das extenso˜es dos compactos por C(X) certamente na˜o
e´ um conjunto (pois a classe dos espac¸os de Hilbert de dimensa˜o infinita separa´veis
na˜o e´ um conjunto), e portanto na˜o podemos simplesmente tomar o quociente pela
relac¸a˜o de equivaleˆncia, no contexto de conjuntos. Pore´m, dada qualquer extensa˜o τ˜ :
C(X) −→ B(H˜), e´ o´bvio que τ˜ e´ equivalente a uma extensa˜o τ : C(X) −→ Q(H) sobre
o nosso espac¸o de Hilbert fixado H, equivaleˆncia esta implementada por um unita´rio
U : H˜ −→ H, que existe pela observac¸a˜o 1.2.2; mais precisamente, τ := Adpi(U) ◦ τ˜ .
Agora, a classe das extenso˜es dos compactos por C(X) sobre um mesmo espac¸o
de Hilbert fixado H constitui um conjunto (na verdade, um subconjunto do conjunto
F(C(X),Q(H)) das func¸o˜es de C(X) em Q(H)).
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Definic¸a˜o 2.3.1. Para o espac¸o de Hilbert H fixado, ext(X) e´ o conjunto de todas as
extenso˜es τ : C(X) −→ Q(H).
Definic¸a˜o 2.3.2. O conjunto Ext(X) e´ o conjunto quociente de ext(X) pela relac¸a˜o
de equivaleˆncia dada em 2.2.5. A classe de uma extensa˜o τ ∈ ext(X) em Ext(X) sera´
denotada comumente por [τ ].
Portanto, Ext(X) definido deste modo e´ um conjunto leg´ıtimo e bem determinado;
ale´m disto, em virtude do que acabamos de ver acima, podemos associar a uma ex-
tensa˜o qualquer τ˜ : C(X) −→ B(H˜) uma classe em Ext(X), a saber a classe das
extenso˜es τ : C(X) −→ Q(H) que sa˜o equivalentes a τ˜ . Denotaremos esta classe sim-
plesmente por [τ˜ ], abandonando de uma vez por todas as tecnicalidades conjuntistas
envolvidas com a classe de todas as extenso˜es dos compactos por C(X).
O primeiro objetivo principal, a longo prazo, sera´ demonstrar que Ext(X) e´ um
grupo abeliano para todo espac¸o me´trico compactoX. Isto sera´ feito na sec¸a˜o 3.1; para
atingirmos este objetivo, precisamos primeiro introduzir em Ext(X) uma operac¸a˜o
bina´ria que e´ associativa e comutativa. Isto e´ o que sera´ feito na presente sec¸a˜o.
Identificaremos o elemento neutro desta operac¸a˜o na sec¸a˜o 2.4, e finalmente provaremos
a existeˆncia de inversos no grupo para esta operac¸a˜o na sec¸a˜o 3.1.
Comec¸aremos estabelecendo, com os pro´ximos para´grafos, o conceito da soma-
chape´u de *-homomorfismos ψ : C(X) −→ Q(H˜). Para tanto, sejam H1,H2 dois
espac¸os de Hilbert. Defina aplicac¸o˜es Υ1,Υ2,
Υ1 : Q(H1) −→ Q(H1⊕H2)
pi(T ) 7−→ pi(T⊕0)
Υ2 : Q(H2) −→ Q(H1⊕H2)
pi(T ) 7−→ pi(0⊕T ).
Note que Υ1,Υ2 esta˜o bem definidas e sa˜o *-homomorfismos injetores. Provemos
isto para Υ1, o argumento para Υ2 e´ ana´logo: defina
ι1 : B(H1) −→ B(H1⊕H2)
T 7−→ T⊕0,
que e´ obviamente um *-homomorfismo injetor, e seja Υ˜1 : B(H1) −→ Q(H1⊕H2) dado
por Υ˜1 = pi◦ι1. Logo, por definic¸a˜o Υ˜1 e´ um *-homomorfismo com ker(Υ˜1) = K(H1), e
portanto Υ˜1 induz um *-homomorfismo injetor no quociente B(H1)/ker(Υ˜1) = Q(H1),
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e e´ imediato ver que este *-homomorfismo induzido e´ precisamente o que chamamos
de Υ1; fica assim provado que Υ1 esta´ bem definido e e´ um *-homomorfismo injetor.
Defina agora
+ˆ : Q(H1)×Q(H2) −→ Q(H1⊕H2)
(t1, t2) 7−→ Υ1(t1) + Υ2(t2).
Observe que, se t1 = pi(T1) e t2 = pi(T2), enta˜o +ˆ(t1, t2) = pi(T1⊕T2). Considerando
Q(H1)×Q(H2) como uma C*-a´lgebra com as operac¸o˜es usuais (e a norma do ma´ximo),
vemos de imediato que +ˆ e´ um *-homomorfismo, sendo portanto em particular uma
func¸a˜o cont´ınua. Denotaremos usualmente +ˆ(t1, t2) por t1+ˆt2.
Por um momento, vamos carregar um pouco a notac¸a˜o para sermos precisos. De-
notaremos a operac¸a˜o +ˆ definida acima por +ˆ1,2, para enfatizar os ı´ndices dos espac¸os
de Hilbert envolvidos. Se considerarmos um terceiro espac¸o de Hilbert H3, podemos
definir exatamente como acima aplicac¸o˜es
+ˆ(1,2),3 : Q(H1⊕H2)×Q(H3) −→ Q(H1⊕H2⊕H3),
+ˆ1,(2,3) : Q(H1)×Q(H2⊕H3) −→ Q(H1⊕H2⊕H3).
Afirmamos que, para t1 ∈ Q(H1), t2 ∈ Q(H2) e t3 ∈ Q(H3) tomados arbitraria-
mente,
(t1+ˆ1,2t2)+ˆ(1,2),3t3 = t1+ˆ1,(2,3)(t2+ˆ2,3t3),
ou seja,
+ˆ(1,2),3(+ˆ1,2(t1, t2), t3) = +ˆ1,(2,3)(t1, +ˆ2,3(t2, t3));
a raza˜o para isto e´ simples: escrevendo t1 = pi(T1), t2 = pi(T2), t3 = pi(T3), temos
+ˆ(1,2),3(+ˆ1,2(t1, t2), t3) = +ˆ(1,2),3(+ˆ1,2(pi(T1), pi(T2)), pi(T3)) =
= +ˆ(1,2),3(pi(T1⊕T2), pi(T3)) =
= pi(T1⊕T2⊕T3) =
= +ˆ1,(2,3)(pi(T1), pi(T2⊕T3)) =
= +ˆ1,(2,3)(t1, +ˆ2,3(t2, t3)).
A conclusa˜o que tiramos disto e´ que, se concordarmos em abandonar os ı´ndices
destes *-homomorfismos, imaginando-os todos como apenas uma operac¸a˜o +ˆ, enta˜o
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esta operac¸a˜o e´ associativa. Nos termos acima, podemos enta˜o denotar
t1+ˆt2+ˆt3 := (t1+ˆt2)+ˆt3 = t1+ˆ(t2+ˆt3),
e o mesmo procedimento pode ser adotado recursivamente para definir a operac¸a˜o em
qualquer quantidade finita de termos.
Observac¸a˜o 2.3.3. Para esta observac¸a˜o, utilizaremos a teoria de operadores de
Fredholm exposta na sec¸a˜o A.3: dados elementos invers´ıveis t1, t2 ∈ Q(H), note que
ind(t1+ˆt2) = ind(t1) + ind(t2);
de fato, denotando t1 = pi(T1), t2 = pi(T2), temos
ind(t1+ˆt2) = ind(pi(T1⊕T2)) = ind(T1⊕T2) = ind(T1) + ind(T2) =
= ind(pi(T1)) + ind(pi(T2)) = ind(t1) + ind(t2),
verificando o desejado.
A pro´xima definic¸a˜o e´ uma extensa˜o desta operac¸a˜o para certos *-homomorfismos.
Definic¸a˜o 2.3.4. Dados *-homomorfismos ψ1 : C(X) −→ Q(H1) e ψ2 : C(X) −→
Q(H2) definimos a sua soma-chape´u, ψ1+ˆψ2, como o *-homomorfismo
ψ1+ˆψ2 : C(X) −→ Q(H1⊕H2)
f 7−→ ψ1(f)+ˆψ2(f).
E´ fa´cil ver que ψ1+ˆψ2 definido como acima e´ de fato um *-homomorfismo, pois ele
e´ composic¸a˜o de *-homomorfismos,
ψ1+ˆψ2 : C(X) −→ Q(H1)×Q(H2) −→ Q(H1⊕H2)
f 7−→ (ψ1(f), ψ2(f)) 7−→ ψ1(f)+ˆψ2(f).
Ale´m disto, temos como consequ¨eˆncia da discussa˜o acima que a soma-chape´u de
*-homomorfismos pode ser vista como uma operac¸a˜o associativa. Vejamos agora como
a soma-chape´u se comporta em relac¸a˜o a`s extenso˜es, comec¸ando com um lema.
Lema 2.3.5. Sejam ψ1 : C(X) −→ Q(H1) e ψ2 : C(X) −→ Q(H2) *-homomorfismos,
e suponha que ψ1 ou ψ2 e´ injetor. Enta˜o, a soma-chape´u ψ1+ˆψ2 e´ tambe´m injetora.
Demonstrac¸a˜o. Podemos supor sem perda de generalidade que ψ1 e´ injetor, a prova do
outro caso e´ ana´loga. Seja f ∈ C(X) tal que (ψ1+ˆψ2)(f) = 0. Denote ψ1(f) = pi(T1),
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ψ2(f) = pi(T2). Enta˜o,
0 = (ψ1+ˆψ2)(f) = ψ1(f)+ˆψ2(f) = pi(T1⊕T2),
de onde T1⊕T2 ∈ K(H1⊕H2), e portanto T1 ∈ K(H1), T2 ∈ K(H2); logo, particular
ψ1(f) = pi(T1) = 0, e a injetividade de ψ1 implica portanto em f = 0, estabelecendo
deste modo a injetividade de ψ1+ˆψ2, como quer´ıamos.

Proposic¸a˜o 2.3.6. Sejam τ : C(X) −→ Q(H1) uma extensa˜o e ψ : C(X) −→ Q(H2)
um *-homomorfismo unital. Enta˜o, as somas-chape´u τ+ˆψ e ψ+ˆτ sa˜o extenso˜es.
Demonstrac¸a˜o. Ja´ sabemos que τ+ˆψ e´ um *-homomorfismo injetor, pelo lema 2.3.5.
Precisamos portanto mostrar apenas que τ+ˆψ e´ unital.
Ora, mas τ(1) = 1Q(H1) = pi(IH1), e da mesma forma ψ(1) = 1Q(H2) = pi(IH2).
Portanto,
(τ+ˆψ)(1) = τ(1)+ˆψ(1) = pi(IH1⊕IH2) = pi(IH1⊕H2) = 1Q(H1⊕H2),
de onde temos que τ+ˆψ e´ unital e portanto uma extensa˜o, como quer´ıamos provar. A
prova de que ψ+ˆτ e´ uma extensa˜o e´ ana´loga.

Corola´rio 2.3.7. Sejam τ1 : C(X) −→ Q(H1) e τ2 : C(X) −→ Q(H2) extenso˜es.
Enta˜o, a soma-chape´u τ1+ˆτ2 e´ tambe´m uma extensa˜o.
Demonstrac¸a˜o. O´bvio da proposic¸a˜o 2.3.6.

Devido a` associatividade da soma-chape´u, podemos opera´-la de forma natural em
qualquer quantidade finita de *-homomorfismos, como segue: dados n ∈ N∗ e *-
homomorfismos ψi : C(X) −→ Q(Hi) para i = 1, . . . , n, enta˜o definimos ψ1+ˆ · · · +ˆψn :
C(X) −→ Q(H1⊕ · · ·⊕Hn) como sendo o *-homomorfismo dado por
(ψ1+ˆ · · · +ˆψn)(f) = ψ1(f)+ˆ · · · +ˆψn(f) ∀f ∈ C(X).
No´s iremos agora mostrar que a soma-chape´u induz uma operac¸a˜o leg´ıtima de soma
em Ext(X), utilizando o pro´ximo resultado.
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Proposic¸a˜o 2.3.8. Sejam τ1, τ
′
1, τ2, τ
′
2 ∈ ext(X) tais que τ1 ∼ τ ′1, τ2 ∼ τ ′2. Enta˜o,
(τ1+ˆτ2) ∼ (τ ′1+ˆτ ′2).
Demonstrac¸a˜o. Considere U ∈ B(H) um operador unita´rio implementando a equi-
valeˆncia τ1 ∼ τ ′1, ou seja, Adpi(U)◦τ1 = τ ′1; considere tambe´m U ′ ∈ B(H) um operador
unita´rio implementando a equivaleˆncia τ2 ∼ τ ′2, ou seja, Adpi(U ′) ◦ τ2 = τ ′2. Enta˜o,
o operador U˜ := U⊕U ′ ∈ B(H⊕H) e´ claramente unita´rio, e ainda, para f ∈ C(X)
arbitra´rio, se denotarmos τ1(f) = pi(T1), τ2(f) = pi(T2) temos
Adpi(U˜) ◦ (τ1+ˆτ2)(f) = Adpi(U˜)(τ1(f)+ˆτ2(f)) = Adpi(U˜)(pi(T1⊕T2)) =
= pi(U⊕U ′)pi(T1⊕T2)pi(U⊕U ′)∗ = pi((UT1U∗)⊕(U ′T2U ′∗)) =
= pi(UT1U
∗)+ˆpi(U ′T2U ′∗) = Adpi(U)(pi(T1))+ˆAdpi(U ′)(pi(T2)) =
= (Adpi(U) ◦ τ1)(f)+ˆ(Adpi(U ′) ◦ τ2)(f) =
= τ ′1(f)+ˆτ
′
2(f) = (τ
′
1+ˆτ
′
2)(f),
de onde segue que (τ1+ˆτ2) ∼ (τ ′1+ˆτ ′2), como desejado.

Observac¸a˜o 2.3.9. Um resultado u´til e de demonstrac¸a˜o similar ao da proposic¸a˜o
2.3.8 e´ o seguinte: dadas extenso˜es τ1 : C(X) −→ Q(H1), τ2 : C(X) −→ Q(H2) tais
que τ1 ∼ τ2, e um *-homomorfismo unital ψ : C(X) −→ Q(H3), enta˜o temos τ1+ˆψ ∼
τ2+ˆψ e ψ+ˆτ1 ∼ ψ+ˆτ2. De fato, se U : H1 −→ H2 e´ um unita´rio implementando a
equivaleˆncia entre τ1 e τ2, enta˜o o unita´rio U⊕IH3 : H1⊕H3 −→ H2⊕H3 implementa
a equivaleˆncia entre τ1+ˆψ e τ2+ˆψ; da mesma forma prova-se que ψ+ˆτ1 ∼ ψ+ˆτ2.
O conteu´do da proposic¸a˜o 2.3.8 nos diz precisamente que, se [τ1] = [τ
′
1] e [τ2] = [τ
′
2],
enta˜o [τ1+ˆτ2] = [τ
′
1+ˆτ
′
2]. Em outras palavras, a seguinte operac¸a˜o em Ext(X) estara´
bem definida:
+ : Ext(X)× Ext(X) −→ Ext(X)
([τ1], [τ2]) 7−→ [τ1+ˆτ2].
Definic¸a˜o 2.3.10. A operac¸a˜o “+” e´ a chamada operac¸a˜o de soma em Ext(X).
Para simplificar a notac¸a˜o, denotaremos +([τ1], [τ2]) simplesmente por [τ1] + [τ2],
como de costume. E´ consequ¨eˆncia trivial do que foi exposto acima sobre a soma-chape´u
que esta operac¸a˜o de soma em Ext(X) e´ associativa: dados [τ1], [τ2], [τ3] ∈ Ext(X),
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temos
([τ1] + [τ2]) + [τ3] = [τ1+ˆτ2] + [τ3] = [(τ1+ˆτ2)+ˆτ3] = [τ1+ˆ(τ2+ˆτ3)] =
= [τ1] + [τ2+ˆτ3] = [τ1] + ([τ2] + [τ3]).
Queremos verificar agora que a soma em Ext(X) e´ tambe´m comutativa. Para tanto,
basta provarmos que, para τ1, τ2 ∈ ext(X) arbitra´rios, (τ1+ˆτ2) ∼ (τ2+ˆτ1): considere o
unita´rio U ∈ B(H⊕H) dado por
U : H⊕H −→ H⊕H
(ξ, η) 7−→ (η, ξ).
Logo, para f ∈ C(X) arbitra´rio, se denotarmos τ1(f) = pi(T1), τ2(f) = pi(T2), temos
Adpi(U) ◦ (τ1+ˆτ2)(f) = Adpi(U)(pi(T1⊕T2)) = pi(U(T1⊕T2)U∗) =
= pi(T2⊕T1) = τ2(f)+ˆτ1(f) = (τ2+ˆτ1)(f),
provando com isto que (τ1+ˆτ2) ∼ (τ2+ˆτ1), e portanto a soma em Ext(X) e´ comutativa.
Observac¸a˜o 2.3.11. Observe que o argumento que acabamos de utilizar para provar
que (τ1+ˆτ2) ∼ (τ2+ˆτ1) pode ser estendido para provar que, para todo n ∈ N∗, quaisquer
τ1, . . . , τn ∈ ext(X) e qualquer permutac¸a˜o σ ∈ Sn temos
(τ1+ˆ · · · +ˆτn) ∼ (τσ(1)+ˆ · · · +ˆτσ(n));
isto tambe´m pode ser visto como consequ¨eˆncia da comutatividade da soma em Ext(X).
No´s utilizaremos este fato muitas vezes nos pro´ximos cap´ıtulos, e em particular no
caso em que temos extenso˜es sobre espac¸os de Hilbert distintos; e´ imediato ver que o
resultado tambe´m e´ va´lido neste caso.
Naturalmente, a soma-chape´u de extenso˜es pode ser interpretada em termos das
extenso˜es (X,E, ϕ): dadas extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2), com E1 ⊆ B(H1) e
E2 ⊆ B(H2), denotando os invariantes de Busby respectivos por τ1 e τ2, podemos
definir a soma-chape´u de (X,E1, ϕ1) e (X,E2, ϕ2) como sendo a extensa˜o associada ao
invariante τ1+ˆτ2. No´s na˜o precisaremos usar esta interpretac¸a˜o em nenhum momento;
analisando a relac¸a˜o entre extenso˜es e invariantes de Busby, e´ fa´cil verificar que a soma
chape´u das extenso˜es (X,E1, ϕ1) e (X,E2, ϕ2) e´ a extensa˜o (X,E, ϕ) dada por
E = {(T1⊕T2) +K : T1 ∈ E1, T2 ∈ E2, ϕ1(T1) = ϕ2(T2), K ∈ K(H1⊕H2)},
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ϕ : E −→ C(X)
(T1⊕T2) +K 7−→ ϕ(T1) = ϕ(T2).
Ale´m da soma-chape´u de extenso˜es, existe um outro tipo de operac¸a˜o com extenso˜es
que nos sera´ de grande valia, que chamaremos de soma disjunta. O primeiro fato
importante sobre a soma disjunta e´ que ela age sobre extenso˜es sobre espac¸os me´tricos
compactos possivelmente distintos:
Sejam X1, X2 espac¸os me´tricos compactos. Denote por X1∨X2 a reunia˜o disjunta
dos espac¸os me´tricos X1 e X2. E´ fa´cil verificar que X1∨X2 com a topologia da reunia˜o
disjunta (a topologia final das incluso˜es ι1 : X1 −→ X1∨X2 e ι2 : X2 −→ X1∨X2)
e´ tambe´m um espac¸o compacto metriza´vel; se d1 e d2 sa˜o me´tricas sobre X1 e X2,
respectivamente, ambas limitadas por 1, enta˜o uma me´trica que gera a topologia da
reunia˜o disjunta em X1∨X2 e´ dada por d : (X1∨X2)× (X1∨X2) −→ R, onde d(x, y) =
di(x, y) caso x, y ∈ Xi, i = 1, 2, e d(x, y) = 1 caso contra´rio.
Definic¸a˜o 2.3.12. Dadas extenso˜es τ1 : C(X1) −→ Q(H1) e τ2 : C(X2) −→ Q(H2),
definimos a sua soma disjunta como a extensa˜o τ1∨τ2 : C(X1∨X2) −→ Q(H1⊕H2)
dado por
(τ1∨τ2)(f) = τ1(f |X1)+ˆτ2(f |X2), ∀f ∈ C(X1∨X2).
Precisamos justificar que τ1∨τ2 e´ realmente uma extensa˜o; se considerarmos os
*-homomorfismos %1 : C(X1∨X2) −→ C(X1) e %2 : C(X1∨X2) −→ C(X2) dados
respectivamente por %1(f) = f |X1 , %2(f) = f |X2 ∀f ∈ C(X1∨X2), enta˜o podemos
escrever τ1∨τ2 = (τ1 ◦%1)+ˆ(τ2 ◦%2), de onde podemos concluir de imediato que τ1∨τ2 e´
um *-homomorfismo unital. Verifiquemos a injetividade: suponha que f ∈ C(X1∨X2)
e´ tal que (τ1∨τ2)(f) = 0, e denote τ1(f |X1) = pi(T1), τ2(f |X2) = pi(T2). Ora, mas
0 = (τ1∨τ2)(f) = τ1(f |X1)+ˆτ2(f |X2) = pi(T1⊕T2)
implica em T1⊕T2 ∈ K(H1⊕H2), logo T1 ∈ K(H1) e T2 ∈ K(H2), e portanto τ1(f |X1) =
0, τ2(f |X2) = 0. A injetividade destas extenso˜es nos da´ f |X1 = 0, f |X2 = 0, de onde
segue que f = 0, estabelecendo a injetividade de τ1∨τ2, como desejado.
E´ consequ¨eˆncia direta da associatividade da soma-chape´u de extenso˜es que a soma
disjunta de extenso˜es e´ tambe´m associativa, e pode portanto ser estendida da maneira
usual para operar um nu´mero qualquer finito de extenso˜es: se n ∈ N∗ e temos espac¸os
me´tricos compactos Xi e extenso˜es τi : C(Xi) −→ Q(Hi) para i = 1, . . . , n, enta˜o
definimos τ1∨ · · · ∨τn : C(X1∨ · · · ∨Xn) −→ Q(H1⊕ · · ·⊕Hn) como sendo a extensa˜o
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dada por
(τ1∨ · · · ∨τn)(f) = τ1(f |X1)+ˆ · · · +ˆτn(f |Xn) ∀f ∈ C(X1∨ · · · ∨Xn).
O pro´ximo passo e´ ver como a soma disjunta de extenso˜es se comporta com relac¸a˜o
a` equivaleˆncia de extenso˜es. Este e´ o conteu´do da pro´xima proposic¸a˜o.
Proposic¸a˜o 2.3.13. Sejam τ1, τ
′
1 ∈ ext(X1) e τ2, τ ′2 ∈ ext(X2) tais que τ1 ∼ τ ′1,
τ2 ∼ τ ′2. Enta˜o, (τ1∨τ2) ∼ (τ ′1∨τ ′2).
Demonstrac¸a˜o. A prova e´ ana´loga a` da proposic¸a˜o 2.3.8: sejam U,U ′ ∈ B(H) opera-
dores unita´rios tais que Adpi(U) ◦ τ1 = τ ′1 e Adpi(U ′) ◦ τ2 = τ ′2; considere o operador
unita´rio U˜ := U⊕U ′ ∈ B(H⊕H), e tome f ∈ C(X1∨X2) arbitra´rio. Enta˜o, denotando
τ1(f |X1) = pi(T1), τ2(f |X2) = pi(T2), temos
Adpi(U˜) ◦ (τ1∨τ2)(f) = Adpi(U˜)(τ1(f |X1)+ˆτ2(f |X2)) =
= pi(U⊕U ′)(pi(T1⊕T2))pi(U∗⊕U ′∗) = pi((UT1U∗)⊕(U ′T2U ′∗)) =
= (Adpi(U) ◦ τ1(f |X1))+ˆ(Adpi(U ′) ◦ τ2(f |X2)) =
= τ ′1(f |X1)+ˆτ ′2(f |X2) = (τ ′1∨τ ′2)(f),
provando com isto que (τ1∨τ2) ∼ (τ ′1∨τ ′2), como quer´ıamos.

Como consequ¨eˆncia da proposic¸a˜o anterior, esta´ bem definida uma func¸a˜o
λ : Ext(X1)× Ext(X2) −→ Ext(X1∨X2)
([τ1], [τ2]) 7−→ [τ1∨τ2].
Denotaremos λ([τ1], [τ2]) por [τ1]∨[τ2]. Esta func¸a˜o e´ tambe´m denominada de soma
disjunta. Quando tivermos provado que Ext(X) e´ grupo abeliano para X espac¸o
me´trico compacto qualquer (sec¸a˜o 3.1), veremos em particular com o teorema 3.1.5
que esta func¸a˜o de soma disjunta e´ na verdade um isomorfismo de grupos entre o grupo
produto direto Ext(X1)× Ext(X2) e o grupo Ext(X1∨X2).
2.4 Extenso˜es Triviais
Ja´ sabemos que Ext(X) e´ um conjunto com uma operac¸a˜o bina´ria, chamada de soma,
que e´ associativa e comutativa; nesta sec¸a˜o, no´s identificaremos um elemento em
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Ext(X) que age como elemento neutro para esta soma, provando com isto que Ext(X)
possui estrutura de semigrupo abeliano. Como sugerido pelo nome da sec¸a˜o, o elemento
neutro da soma esta´ relacionado com as chamadas extenso˜es triviais. Comecemos por-
tanto definindo o conceito de extensa˜o trivial, primeiro no contexto de sequ¨eˆncias
exatas, e depois identificando o conceito correspondente em termos de invariantes de
Busby.
Definic¸a˜o 2.4.1. Uma extensa˜o (X,E, ϕ) e´ dita ser trivial quando ela cinde a` direita,
ou seja, quando existe um *-homomorfismo unital injetor ψ : C(X) −→ E tal que
ϕ ◦ ψ = idC(X).
Vejamos o que isto quer dizer no contexto dos invariantes de Busby: se (X,E, ϕ) e´
uma extensa˜o trivial, tome ψ : C(X) −→ E um *-homomorfismo unital injetor tal que
ϕ ◦ ψ = idC(X). Considere τ : C(X) −→ Q(H) o invariante de Busby desta extensa˜o.
Sabemos pelo lema 2.2.2 que τ e´ o u´nico *-homomorfismo unital injetor satisfazendo
τ ◦ ϕ = pi|E; logo, compondo as duas igualdades temos
pi ◦ ψ = pi|E ◦ ψ = τ ◦ ϕ ◦ ψ = τ ◦ idC(X) = τ,
ou seja, τ se levanta para um *-homomorfismo unital injetor ψ : C(X) −→ E. Isto
nos da´ a seguinte definic¸a˜o:
Definic¸a˜o 2.4.2. Uma extensa˜o τ : C(X) −→ Q(H) e´ dita ser trivial quando existe
um *-homomorfismo unital injetor ψ : C(X) −→ B(H) tal que τ = pi ◦ ψ.
Observac¸a˜o 2.4.3. Gostar´ıamos de observar que, para verificarmos que uma dada
extensa˜o τ : C(X) −→ Q(H) e´ trivial, basta provarmos que existe um *-homomorfismo
injetor ψ : C(X) −→ B(H), na˜o necessariamente unital, tal que τ = pi ◦ ψ; provemos
isto: se ψ e´ um tal *-homomorfismo injetor, enta˜o P = ψ(1) e´ uma projec¸a˜o em B(H).
Fixe arbitrariamente x0 ∈ X, e defina
ψ′ : C(X) −→ B(H)
f 7−→ ψ(f) + f(x0)(I − P ).
Usando o fato que ψ(f)(I − P ) = ψ(f) − ψ(f)P = ψ(f) − ψ(f) = 0 ∀f ∈ C(X), e´
fa´cil verificar que ψ′ e´ um *-homomorfismo unital, e ele e´ injetor pois se ψ′(f) = 0,
enta˜o ψ(f) = f(x0)(P − I), o que implica em
ψ(f) = ψ(1 · f) = ψ(1)ψ(f) = f(x0)P (P − I) = 0,
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e portanto f = 0, pela injetividade de ψ. Ademais, pi ◦ ψ′ = τ , porque
pi ◦ ψ′(f) = pi(ψ(f) + f(x0)(I − P )) = τ(f) + f(x0)(1Q(H) − pi(P )) =
= τ(f) + f(x0)(1− pi(ψ(1))) = τ(f) + f(x0)(1Q(H) − τ(1)) = τ(f),
o que prova que τ e´ trivial.
Antes de falarmos mais qualquer coisa sobre extenso˜es triviais, vamos provar sua
existeˆncia.
Proposic¸a˜o 2.4.4. Seja X um espac¸o me´trico compacto. Enta˜o, existe uma extensa˜o
trivial dos compactos por C(X).
Demonstrac¸a˜o. O trabalho foi feito essencialmente na proposic¸a˜o 2.1.6; relembrando:
seja Λ ⊆ X enumera´vel e denso. Tome uma sequ¨eˆncia {xk}k∈N∗ ⊆ X formada por
todos os elementos de Λ, onde cada ponto isolado de X (que com certeza esta´ em
Λ) aparece infinitas vezes nesta sequ¨eˆncia; tal sequ¨eˆncia existe, pois Λ e´ enumera´vel.
Enta˜o, esta sequ¨eˆncia tem naturalmente a propriedade que, para todo n ∈ N∗, o
conjunto {xk}k≥n e´ denso em X. Defina
ψ : C(X) −→ B(H)
f 7−→ diagk(f(xk));
foi provado na proposic¸a˜o 2.1.6 que ψ e´ um *-homomorfismo unital injetor, cuja ima-
gem na˜o conte´m nenhum operador compacto. Assim, se definirmos τ : C(X) −→
Q(H) como τ := pi ◦ ψ, τ sera´ um *-homomorfismo unital injetor, e portanto uma
extensa˜o; observe que τ e´ trivial por construc¸a˜o. Ficou assim provada a existeˆncia de
extenso˜es triviais, como quer´ıamos.

Observac¸a˜o 2.4.5. Uma propriedade importante das extenso˜es triviais e´ que a soma-
chape´u de quaisquer duas extenso˜es triviais e´ ainda uma extensa˜o trivial; de fato,
se τ1 : C(X) −→ Q(H1) e τ2 : C(X) −→ Q(H2) sa˜o extenso˜es triviais, tome *-
homomorfismos unitais injetores ψ1 : C(X) −→ B(H1) e ψ2 : C(X) −→ B(H2) tais
que τ1 = pi ◦ ψ1, τ2 = pi ◦ ψ2. Enta˜o, e´ claro que ψ1⊕ψ2 : C(X) −→ B(H1⊕H2) e´ um
*-homomorfismo unital injetor e ainda, para todo f ∈ C(X),
(τ1+ˆτ2)(f) = pi(ψ1(f))+ˆpi(ψ2(f)) = pi(ψ1(f)⊕ψ2(f)) = pi ◦ (ψ1⊕ψ2)(f),
provando desta forma que τ1+ˆτ2 e´ uma extensa˜o trivial, como desejado.
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Observac¸a˜o 2.4.6. Suponha que τ : C(X) −→ Q(H1) e´ uma extensa˜o trivial, e
ϕ : C(X) −→ B(H2) e´ um *-homomorfismo unital; enta˜o, τ+ˆ(pi ◦ ϕ) e (pi ◦ ϕ)+ˆτ sa˜o
extenso˜es triviais, usando argumento ana´logo ao da observac¸a˜o anterior, e a proposic¸a˜o
2.3.6.
Vejamos com o pro´ximo resultado que a propriedade de uma extensa˜o “ser trivial”
e´ preservada por equivaleˆncia de extenso˜es.
Proposic¸a˜o 2.4.7. Sejam τ, τ ′ ∈ ext(X) tais que τ ∼ τ ′, e suponha que τ e´ trivial.
Enta˜o, τ ′ e´ trivial.
Demonstrac¸a˜o. Seja U ∈ B(H) um operador unita´rio tal que Adpi(U) ◦ τ = τ ′. A
extensa˜o τ e´ trivial, logo existe um *-homomorfismo unital injetor ψ : C(X) −→ B(H)
tal que τ = pi ◦ ψ. Dado f ∈ C(X) arbitra´rio, temos enta˜o que
τ ′(f) = Adpi(U) ◦ τ(f) = Adpi(U)pi(ψ(f)) = pi(Uψ(f)U∗) = pi ◦ AdU ◦ ψ(f),
de onde τ ′ = pi ◦ (AdU ◦ ψ); como AdU ◦ ψ e´ claramente um *-homomorfismo unital
injetor, segue-se que τ ′ e´ uma extensa˜o trivial, como quer´ıamos provar.

O pro´ximo objetivo e´ provar, com o teorema 2.4.12, que quaisquer duas extenso˜es
triviais dos compactos por C(X) sa˜o equivalentes; em [9], teorema IX.2.1, uma prova
indireta e´ dada, envolvendo um resultado bastante te´cnico sobre equivaleˆncias entre
diversas noc¸o˜es de equivaleˆncia de representac¸o˜es de C(X); optamos aqui por uma
versa˜o modificada e mais completa da prova apresentada originalmente em [6] (teorema
5.3), que e´ mais construtiva e ilustrativa para os nossos propo´sitos. Veremos primeiro
mais alguns resultados auxiliares que sera˜o necessa´rios na prova do teorema 2.4.12.
Lema 2.4.8. Seja X um espac¸o topolo´gico compacto Hausdorff. Se existe uma famı´lia
enumera´vel {ek}k∈N∗ ⊆ C(X) de idempotentes tal que C(X) = C∗({ek}k), enta˜o existe
h ∈ C(X) uma func¸a˜o real tal que C(X) = C∗(1, h).
Demonstrac¸a˜o. Observe que o caso em que X e´ um conjunto unita´rio e´ trivial, logo
faremos apenas o caso em que X possui mais de um elemento. Dado x ∈ X arbitra´rio,
note que 2ek(x)− 1 = ±1 para todo k ∈ N∗. Logo,∥∥∥∥2ek − 13k
∥∥∥∥ = 13k ,
de onde a se´rie
∑∞
k=1
2ek−1
3k
converge absolutamente, e portanto uniformemente. Assim,
h :=
∑∞
k=1
2ek−1
3k
e´ uma func¸a˜o bem definida e cont´ınua, que e´ obviamente real.
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Afirmamos que h separa pontos de X. De fato, dados x1, x2 ∈ X distintos; a
famı´lia {ek}k gera C(X), logo ela separa pontos. Portanto, existe um menor nu´mero
natural n tal que en(x1) 6= en(x2); agora, e´ o´bvio que |ek(x1) − ek(x2)| ≤ 1 ∀k ∈ N∗,
de onde podemos ver que∣∣∣∣∣
∞∑
k=n+1
ek(x1)− ek(x2)
3k
∣∣∣∣∣ ≤
∞∑
k=n+1
|ek(x1)− ek(x2)|
3k
≤
∞∑
k=n+1
1
3k
.
Portanto,
|h(x2)− h(x1)| =
∣∣∣∣∣
∞∑
k=1
2ek(x2)− 1− 2ek(x1) + 1
3k
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
k=n
2(ek(x2)− ek(x1))
3k
∣∣∣∣∣ =
=
∣∣∣∣∣2(en(x2)− en(x1))3n − 2
∞∑
k=n+1
ek(x2)− ek(x1)
3k
∣∣∣∣∣ ≥
≥ 2
∣∣∣∣(en(x2)− en(x1))3n
∣∣∣∣− 2
∣∣∣∣∣
∞∑
k=n+1
ek(x2)− ek(x1)
3k
∣∣∣∣∣ ≥
≥ 2
3n
− 2
∞∑
k=n+1
1
3k
=
2
3n
− 2
1
3n+1
1− 1
3
=
2
3n
− 1
3n
=
1
3n
,
o que prova que h(x1) 6= h(x2), e assim h separa pontos de X, como afirmado.
Pelo observado acima sobre a func¸a˜o h, temos que a sub-C*-a´lgebra C∗(1, h) ⊆
C(X) satisfaz as hipo´teses do teorema de Stone-Weierstrass, de onde segue-se que
C∗(1, h) = C(X), concluindo a demonstrac¸a˜o.

O resultado acima pode ser prontamente generalizado para C*-a´lgebras comutati-
vas com unidade, como segue.
Corola´rio 2.4.9. Seja A uma C*-a´lgebra comutativa com unidade gerada por uma
famı´lia enumera´vel de projec¸o˜es. Enta˜o, existe um elemento a ∈ A auto-adjunto tal
que A = C∗(1, a).
Demonstrac¸a˜o. A e´ *-isomorfa a C(Â), via a transformada de Gelfand Γ : A −→ C(Â);
logo, da hipo´tese e pelo lema A.1.1, C(Â) e´ gerada por uma famı´lia enumera´vel de
idempotentes. Portanto, do lema 2.4.8, existe h ∈ C(Â) auto-adjunto tal que C(Â) =
C∗(1, h). Enta˜o, a := Γ−1(h) e´ auto adjunto e, novamente pelo lema A.1.1, temos
A = C∗(1, a).

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Observac¸a˜o 2.4.10. Antes de continuarmos, gostar´ıamos de escrever algumas pala-
vras sobre o ca´lculo funcional cont´ınuo de um operador diagonal. Dado um operador
diagonal D = diagk(xk), podemos definir uma func¸a˜o
η : C(σ(D)) −→ B(H)
f 7−→ diagk(f(xk)).
E´ trivial verificar que η e´ um *-homomorfismo unital, e ele e´ injetor pois se f, g ∈
C(σ(D)) sa˜o tais que η(f) = η(g), enta˜o f(xk) = g(xk) para todo k; como o conjunto
{xk}k e´ denso em σ(D), segue-se que f = g. E´ claro que η(1) = I, η(ζ) = D. Sabemos
que existe apenas um *-homomorfismo satisfazendo a todas estas propriedades, a saber
o ca´lculo funcional cont´ınuo de D (para uma prova deste fato ver por exemplo [21],
proposic¸a˜o 3.3.10). Em outras palavras, o ca´lculo funcional cont´ınuo de um operador
diagonal D e´ dado pela definic¸a˜o de η acima.
Exibimos na proposic¸a˜o 2.4.4 uma extensa˜o trivial, constru´ıda de modo espec´ıfico
a partir de uma sequ¨eˆncia densa em X especial; o pro´ximo lema e´ a chave para
a demonstrac¸a˜o do teorema 2.4.12, mostrando que, na verdade, todas as extenso˜es
triviais sa˜o daquela forma.
Lema 2.4.11. Sejam X um espac¸o me´trico compacto, e τ : C(X) −→ Q(H) uma
extensa˜o trivial. Enta˜o, existem uma sequ¨eˆncia {xk}k∈N∗ ⊆ X densa em X tal que
todos os elementos isolados de X figuram nela infinitas vezes, e uma base ortonormal
{ξk}k∈N∗ de H, de modo que τ e´ dada por
τ : C(X) −→ Q(H)
f 7−→ pi(diagk(f(xk))),
onde diagk(f(xk)) e´ escrito com relac¸a˜o a` base {ξk}k∈N∗.
Demonstrac¸a˜o. Seja ψ : C(X) −→ B(H) *-homomorfismo unital injetor tal que
τ = pi ◦ ψ. Observe que ψ e´ uma *-representac¸a˜o de C(X), logo podemos associar a
ela uma medida espectral E definida nos subconjuntos Borelianos de X, como descrito
na sec¸a˜o A.1, ou seja,
ψ(f) =
∫
X
f dE ∀f ∈ C(X).
Tome {Un}n∈N∗ base enumera´vel de abertos para X, e seja A = C∗(I, {E (Un)}n);
enta˜o, e´ sabido da sec¸a˜o A.1 que A e´ uma C*-a´lgebra comutativa com unidade, pois
todos os E (Un) comutam entre si; tambe´m, da proposic¸a˜o A.1.2 vemos que ran(ψ) ⊆ A;
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como A e´ gerada por uma famı´lia enumera´vel de projec¸o˜es, temos do corola´rio 2.4.9
que existe um operador auto-adjunto T tal que A = C∗(I, T ).
Sejam Λ = σ(T ) e η : C(Λ) −→ A o *-isomorfismo dado pelo ca´lculo funcional
cont´ınuo de T . Como ran(ψ) ⊆ A, podemos fazer a composic¸a˜o η−1 ◦ ψ : C(X) −→
C(Λ), que e´ um *-homomorfismo unital injetor, e portanto dual a uma sobrejec¸a˜o
cont´ınua p : Λ −→ X, isto e´,
η−1 ◦ ψ(f) = p∗(f) = f ◦ p ∀f ∈ C(X).
Note que, entre outras coisas, a existeˆncia da sobrejec¸a˜o cont´ınua p mostra que o
espac¸o me´trico compacto X e´ o quociente de um subconjunto de R, neste caso, Λ; em
particular, vemos que, para todo f ∈ C(X), ψ(f) = η(f ◦ p) = (f ◦ p)(T ). O operador
T e´ auto adjunto, e portanto tambe´m normal. Assim, pelo corola´rio B.2.4, podemos
escrever T = D +K com D diagonal, K compacto e σ(D) = σ(T ) = Λ.
Para cada f ∈ C(X) note que
pi ◦ ψ(f) = pi((f ◦ p)(T )) = f ◦ p(pi(T )) = f ◦ p(pi(D)) = pi((f ◦ p)(D)),
de onde vemos que existe um operador compacto Kf tal que ψ(f) = (f ◦ p)(D) +Kf .
Escrevendo D = diagk(λk) temos que {λk}k∈N∗ e´ denso em Λ, pois Λ = σ(D) = {λk}k.
Denote xk = p(λk) para todo k; a sobrejetividade e continuidade de p nos garantem,
portanto, que {xk}k∈N∗ e´ denso em X.
Seja % : C(Λ) −→ C∗(I,D) o ca´lculo funcional cont´ınuo de D, que sabemos pela
observac¸a˜o 2.4.10 ser dado por %(g) = diagk(g(λk)) ∀g ∈ C(Λ). Em particular, para
todo f ∈ C(X) temos
(f ◦ p)(D) = %(f ◦ p) = diagk((f ◦ p)(λk)) = diagk(f(xk)),
e da´ı temos de imediato que
τ(f) = pi ◦ ψ(f) = pi((f ◦ p)(D) +Kf ) + pi((f ◦ p)(D)) = pi(diagk(f(xk))).
Note que {xk}k∈N∗ e´ tal que todos os elementos isolados de X figuram nela infinitas
vezes: de fato, se um dado elemento isolado x de X aparecesse nela apenas um nu´mero
finito de vezes, ter´ıamos que a func¸a˜o caracter´ıstica 1{x} : X −→ C, que e´ cont´ınua
pois x e´ isolado, seria tal que diagk(1{x}(xk)) e´ compacto, e logo τ(1{x}) = 0, o que
contradiz o fato de τ ser injetora. O lema fica assim provado.

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Finalmente, faremos a prova de que quaisquer duas extenso˜es triviais sa˜o equiva-
lentes; precisamos apenas juntar as pec¸as apresentadas ate´ agora.
Teorema 2.4.12. Sejam X um espac¸o me´trico compacto, e τ1 : C(X) −→ Q(H1),
τ2 : C(X) −→ Q(H2) duas extenso˜es triviais. Enta˜o, τ1 ∼ τ2.
Demonstrac¸a˜o. Sejam {xk}k∈N∗ e {yk}k∈N∗ sequ¨eˆncias densas em X como no lema
2.4.11, de modo que τ1(f) = pi(diagk(f(xk))), τ2(f) = pi(diagk(f(yk))), para todo
f ∈ C(X), com relac¸a˜o a` bases ortonormais {ξk}k∈N∗ , {ωk}k∈N∗ deH1 eH2, respectiva-
mente. Pelo lema B.2.5, tome α : N∗ −→ N∗ uma permutac¸a˜o tal que limk→∞d(xk, yα(k)) =
0, onde d e´ a me´trica em X.
Considere o operador U : H1 −→ H2 determinado por Uξk = ωα(k) ∀k ∈ N∗, que e´
claramente unita´rio. Podemos enta˜o definir um *-isomorfismo unital η por
η : Q(H1) −→ Q(H2)
pi(T ) 7−→ pi(UTU∗).
Note que, para todo f ∈ C(X) e k ∈ N∗,
U ◦ diagk(f(xk))ξk = U(f(xk)ξk) = f(xk)ωα(k),
diagk(f(yk)) ◦ Uξk = diagk(f(yk))ωα(k) = f(yα(k))ωα(k).
Para cada f ∈ C(X), defina Tf : H1 −→ H2 por
Tf = U ◦ diagk(f(xk))− diagk(f(yk)) ◦ U.
Afirmamos que Tf e´ um operador compacto: de fato, tome ε > 0 arbitra´rio; como f
e´ uniformemente cont´ınua, existe δ > 0 tal que d(x, y) < δ implica em |f(x)−f(y)| < ε.
Tome k0 ∈ N∗ tal que k ≥ k0 implica em d(xk, yα(k)) < δ. Como consequ¨eˆncia temos
que k ≥ k0 implica em |f(xk)− f(yα(k))| < ε. Defina agora F0 : H1 −→ H2 por
F0(
∞∑
k=1
λkξk) =
k0∑
k=1
λk(f(xk)− f(yα(k)))ωα(k).
Obviamente, F0 tem posto finito; ainda, para um vetor ξ =
∑∞
k=1 λkξk deH1 arbitra´rio,
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temos
‖(Tf − F0)ξ‖2 = ‖(Tf − F0)
∑∞
k=1 λkξk‖2 =
=
∥∥∑
k>k0
λk(f(xk)− f(yα(k)))ωα(k)
∥∥2 =
=
∑
k>k0
|λk|2 · |f(xk)− f(yα(k))|2 <
<
∑
k>k0
|λk|2 · ε2 = ε2
∑
k>k0
|λk|2 ≤
≤ ε2‖∑∞k=1λkξk‖2 = ε2‖ξ‖2,
e da´ı segue que ‖Tf − F0‖ ≤ ε, de onde Tf e´ um operador compacto, como afirmado.
Logo, o operador TfU
∗ ∈ B(H2) e´ compacto. Enta˜o,
0 = pi(TfU
∗) = pi((U ◦ diagk(f(xk))− diagk(f(yk)) ◦ U)U∗) =
= pi(U ◦ diagk(f(xk))U∗ − diagk(f(yk))) =
= η ◦ τ1(f)− τ2(f),
o que implica em η ◦ τ1(f) = τ2(f). Como f havia sido tomado arbitrariamente, temos
η ◦ τ1 = τ2, ou seja, τ1 ∼ τ2, e o teorema esta´ demonstrado.

Portanto, as extenso˜es triviais dos compactos por C(X) definem uma u´nica classe
em Ext(X) e, pelo que vimos na proposic¸a˜o 2.4.7, todas as extenso˜es desta classe sa˜o
triviais. O pro´ximo objetivo sera´ demonstrar, com o teorema 2.4.14, que a classe em
Ext(X) das extenso˜es triviais age como um elemento neutro para a soma em Ext(X)
definida na sec¸a˜o 2.3.
Observac¸a˜o 2.4.13. Queremos introduzir agora um tipo especial de *-isomorfismo
que nos sera´ bastante u´til no teorema 2.4.14, bem como no resto do texto: considere
P ∈ B(H) uma projec¸a˜o, seja PH = ran(P ), e p = pi(P ). Denote por ι : PH −→ H a
inclusa˜o; enta˜o, ι∗ι = IPH e ιι∗ = P . Defina
αP : pQ(H)p −→ Q(PH)
ppi(T )p 7−→ pi(ι∗Tι)
(e´ claro que pQ(H)p e´ uma sub-C*-a´lgebra de Q(H)). Note que αP esta´ bem definida
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e e´ injetora, pois
ppi(T )p = ppi(S)p ⇐⇒ pi(PTP ) = pi(PSP ) ⇐⇒ pi(P (T − S)P ) = 0 ⇐⇒
⇐⇒ ιι∗(T − S)ιι∗ ∈ K(H) ⇐⇒ ι∗(T − S)ι ∈ K(PH) ⇐⇒
⇐⇒ pi(ι∗(T − S)ι) = 0 ⇐⇒ pi(ι∗Tι) = pi(ι∗Sι).
Tambe´m, αP e´ sobrejetora, pois dado pi(T ) ∈ B(PH) arbitra´rio, temos que ιT ι∗ ∈
B(H) e´ tal que αP (ppi(ιT ι∗)p) = pi(ι∗(ιT ι∗)ι) = pi(T ). E´ fa´cil verificar que αP e´ um
*-homomorfismo, mostraremos apenas que αP separa produtos:
αP (ppi(T )p)αP (ppi(S)p) = pi(ι
∗Tιι∗Sι) = pi(ι∗TPSι) = pi(ι∗TPPSι) =
= αP (ppi(TPPS)p) = αP (ppi(T )pi(P )pi(P )pi(S)p) =
= αP (ppi(T )pppi(S)p).
Provamos com isto que αP e´ um *-isomorfismo. Note ainda que αP (ppp) = αP (p) =
αP (pi(ιι
∗)) = pi(ι∗ιι∗ι) = pi(IPH) = 1Q(PH).
Considere agora o *-homomorfismo
ΥP : Q(PH) −→ Q(H)
pi(T ) 7−→ pi(T⊕0P⊥H).
Afirmamos que, para todo t ∈ Q(PH), temos ΥP (t) = α−1P (t). De fato, tome
t = pi(T ) ∈ Q(PH) arbitra´rio e observe que, relativo a` decomposic¸a˜o H = PH⊕P⊥H,
temos P = IPH⊕0; tambe´m, ι∗(T⊕0P⊥H)ι = T , e portanto
ιT ι∗ = ιι∗(T⊕0)ιι∗ = P (T⊕0)P = (I⊕0)(T⊕0)(I⊕0) = T⊕0.
Vemos assim que ΥP (t) = ΥP (pi(T )) = pi(T⊕0) = pi(ιT ι∗) = α−1P (pi(T )) = α−1P (t), e o
afirmado segue.
Teorema 2.4.14. Seja X um espac¸o me´trico compacto. Enta˜o, a classe em Ext(X)
das extenso˜es triviais e´ um elemento neutro para a operac¸a˜o de soma em Ext(X).
Demonstrac¸a˜o. Seja τ ∈ ext(X) representando uma classe a ∈ Ext(X) arbitra´ria,
isto e´, a = [τ ]. Tome uma sequ¨eˆncia {fk}k∈N∗ densa em C(X); tome tambe´m uma
sequ¨eˆncia {xr}r∈N∗ densa em X, onde os elementos isolados de X figuram infinitas
vezes nesta sequ¨eˆncia. Denote τ(fk) = pi(Tk) ∀k ∈ N∗, e fk(xr) = λ(r)k ∀k, r ∈ N∗;
defina, para todo r ∈ N∗, λ(r) = (λ(r)k )k∈N∗ .
Como τ e´ um *-isomorfismo entre C(X) e ran(τ), e τ(fk) = pi(Tk) ∀k ∈ N∗, temos
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que
Jspeck(fk) = Jspeck(τ(fk)) = Jspeck(pi(Tk)).
Observe que λ(r) ∈ Jspeck(pi(Tk)) ∀r ∈ N∗, pois
λ(r) = (fk(xr))k = (xˆr(fk))k ∈ Jspeck(fk) = Jspeck(pi(Tk)).
Assim, pelo teorema C.2.3, existe {ξr}r∈N∗ ⊆ H ortonormal tal que
Tk = (Dk⊕Rk) + Lk ∀k ∈ N∗,
decomposic¸a˜o em soma direta esta relativa a H = H1⊕H⊥1 , onde H1 = span{ξr}r,
Lk e´ compacto, e Dk = diagr(λ
(r)
k ) com relac¸a˜o a` base {ξr}r de H1. Observe que
Dk = diagr(λ
(r)
k ) = diagr(fk(xr)).
Tome P ∈ B(H) a projec¸a˜o ortogonal sobre o subespac¸o H1, e denote p = pi(P );
seja ι : H⊥1 −→ H a inclusa˜o. Enta˜o, ιι∗ = I − P , e ι∗ι = IH⊥1 ; considere α := α(I−P ),
onde
α(I−P ) : (1− p)Q(H)(1− p) −→ Q(H⊥1 )
e´ um *-isomorfismo como na observac¸a˜o 2.4.13. Podemos enta˜o definir
η : C(X) −→ Q(H⊥1 )
f 7−→ α((1− p)τ(f)(1− p)).
Afirmamos que η e´ um *-homomorfismo: de fato, e´ trivial verificar que η preserva as
estruturas de soma, produto por escalar e involuc¸a˜o; para provarmos que η preserva
produtos, note que, para todo k ∈ N∗,
pτ(fk) = pi(P (Dk⊕Rk)) = pi((Dk⊕Rk)P ) = τ(fk)p,
logo a continuidade de τ e a densidade de {fk}k garantem que pτ(f) = τ(f)p ∀f ∈
C(X), ou seja, p comuta com ran(τ). Portanto, (1−p) comuta com ran(τ); da´ı, dados
f, g ∈ C(X) arbitra´rios, temos
η(f)η(g) = α((1− p)τ(f)(1− p))α((1− p)τ(g)(1− p)) =
= α((1− p)τ(f)(1− p)(1− p)τ(g)(1− p)) =
= α((1− p)2τ(f)τ(g)(1− p)2) =
= α((1− p)τ(fg)(1− p)) =
= η(fg),
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provando com isto que η e´ um *-homomorfismo, como desejado. Observe ainda que η
e´ unital, pois
η(1) = α((1− p)τ(1)(1− p)) = α(1− p) = 1Q(H⊥1 ).
Defina agora
τ ′ : C(X) −→ Q(H1)
f 7−→ pi(diagr(f(xr))),
onde o operador diagonal da definic¸a˜o de τ ′ refere-se a` base {ξr}r de H1. Sabemos
da prova da proposic¸a˜o 2.4.4 que τ ′ e´ uma extensa˜o trivial. Note tambe´m que, em
particular,
τ ′(fk) = pi(diagr(fk(xr))) = pi(Dk) ∀k ∈ N∗.
Para k ∈ N∗, se escrevermos o operador Lk matricialmente com relac¸a˜o a` H =
H1⊕H⊥1 como
Lk =
(
L
(11)
k L
(12)
k
L
(21)
k L
(22)
k
)
,
podemos observar que os L
(ij)
k sa˜o todos compactos, visto que Lk e´ compacto. Tambe´m,
ι∗Tkι = Rk + L
(22)
k , de onde Rk = ι
∗Tkι− L(22)k , e portanto
Tk = (Dk⊕Rk) + Lk = Dk⊕(ι∗Tkι− L(22)k ) + Lk =
= Dk⊕ι∗Tkι+ 0⊕(−L(22)k ) + Lk =
= Dk⊕ι∗Tkι+ L˜k,
onde
L˜k =
(
L
(11)
k L
(12)
k
L
(21)
k 0
)
,
que e´ um operador compacto, pois suas componentes sa˜o operadores compactos.
Enta˜o,
τ(fk) = pi(Tk) = pi(Dk⊕ι∗Tkι+ L˜k) = pi(Dk⊕ι∗Tkι) = pi(Dk)+ˆpi(ι∗Tkι) =
= τ ′(fk)+ˆα((1− p)pi(Tk)(1− p)) = τ ′(fk)+ˆα((1− p)τ(fk)(1− p)) =
= τ ′(fk)+ˆη(fk) = (τ ′+ˆη)(fk).
Note que τ ′+ˆη e´ uma extensa˜o, pela proposic¸a˜o 2.3.6; logo, temos que as extenso˜es τ
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e τ ′+ˆη coincidem em um subconjunto denso de C(X), e por continuidade segue que
τ = τ ′+ˆη. Agora, sabemos da observac¸a˜o 2.4.5 que τ ′+ˆτ ′ e´ uma extensa˜o trivial, e
enta˜o τ ′ ∼ τ ′+ˆτ ′, pelo teorema 2.4.12. Segue-se portanto da observac¸a˜o 2.3.9 que
τ ′+ˆη ∼ τ ′+ˆτ ′+ˆη, de onde temos
τ = τ ′+ˆη ∼ τ ′+ˆτ ′η = τ ′+ˆτ,
e enta˜o a = [τ ] = [τ ′+ˆτ ] = [τ ′] + [τ ] = [τ ′] + a; como a ∈ Ext(X) foi tomado
arbitrariamente, conclu´ımos que [τ ′] , a classe das extenso˜es triviais dos compactos
por C(X), e´ o elemento neutro para a operac¸a˜o de soma em Ext(X), e o teorema esta´
provado.

Conclu´ımos portanto que Ext(X) com a operac¸a˜o de soma dada e´ um semigrupo
abeliano. A classe em Ext(X) das extenso˜es triviais sera´ denotada simplesmente por
0, indicando que ela e´ o elemento neutro da soma.
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Cap´ıtulo 3
O Funtor Ext
Antes de entrarmos propriamente no assunto principal deste cap´ıtulo, gostar´ıamos de
escrever umas poucas palavras sobre os conceitos de categoria e funtor, que utilizare-
mos mais a` frente; para uma exposic¸a˜o cla´ssica da teoria de categorias, ver [15]. Os
termos na˜o definidos da teoria, objeto e morfismo, podem ser no nosso caso interpre-
tados respectivamente em termos de conjuntos e func¸o˜es, ambos satisfazendo algumas
propriedades, ja´ que estaremos interessados apenas em categorias desta forma.
Uma categoria consiste em
• Uma classe de objetos C ;
• Para quaisquer dois objetos A,B de C , um conjunto de morfismos de A em B,
denotado por M(A,B); elementos de M(A,B) sa˜o denotados por f : A −→ B;
• Para cada treˆs objetos A,B,C e morfismos f : A −→ B, g : B −→ C, um
morfismo g ◦ f : A −→ C,
de modo que os seguintes axiomas sejam satisfeitos:
• Para quaisquer objetos A,B,C,D e morfismos f : A −→ B, g : B −→ C,
h : C −→ D,
h ◦ (g ◦ f) = (h ◦ g) ◦ f ;
• Para cada objeto A existe um morfismo idA : A −→ A tal que para quaisquer
objetos B,C e morfismo f : B −→ C,
f ◦ idB = idC ◦ f = f ;
Dadas duas categorias C , D , um funtor covariante de C em D consiste em um
par de aplicac¸o˜es F = (Fo, Fm), tais que
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• Fo associa a cada objeto A de C , um objeto Fo(A) de D ;
• Fm associa a cada morfismo f : A −→ B entre objetos de C , um morfismo
Fm(f) : Fo(A) −→ F(B),
de modo que os seguintes axiomas sejam satisfeitos:
• Para cada objeto A de C ,
Fm(idA) = idFo(A);
• Para quaisquer objetos A,B,C de C e morfismos f : A −→ B, g : B −→ C,
Fm(g ◦ f) = Fm(g) ◦ Fm(f).
E´ padra˜o abandonar os ı´ndices o e m e denotar as aplicac¸o˜es simplesmente por F .
Neste cap´ıtulo no´s introduziremos o funtor Ext, que e´ um funtor covariante da categoria
dos espac¸os me´tricos compactos na categoria dos grupos abelianos. Para a compreensa˜o
deste cap´ıtulo, e´ imprescind´ıvel familiaridade com os resultados discutidos no apeˆndice
D, sobre aplicac¸o˜es positivas, em particular o teorema de Stinespring (teorema D.1.11)
e o teorema D.2.14 sobre o levantamento de aplicac¸o˜es positivas de C(X) em quocientes
de C*-a´lgebras. Para o exemplo do ca´lculo de Ext(S1), e´ necessa´rio o conhecimento
do material sobre operadores de Toeplitz exposto na sec¸a˜o A.5.
3.1 Ext(X) e´ Grupo Abeliano
Faremos agora a prova de que Ext(X) e´ um grupo abeliano. Precisaremos em algum
momento do fato de que se T ∈ B(H) e´ tal que T ∗T e´ um operador compacto, enta˜o T e´
um operador compacto. Isto e´ verdade, pois qualquer polinoˆmio em T ∗T e´ obviamente
um operador compacto, e portanto f(T ∗T ) e´ compacto para todo f ∈ C(X), visto que
f(T ∗T ) sera´ o limite, na norma, de polinoˆmios em T ∗T ; em particular, |T | = (T ∗T )1/2
e´ compacto, de onde temos que T e´ compacto (ver sec¸a˜o A.2).
Teorema 3.1.1. Seja X um espac¸o me´trico compacto. Enta˜o, Ext(X) e´ um grupo
abeliano.
Demonstrac¸a˜o. Tome a ∈ Ext(X) arbitra´rio, e seja τ : C(X) −→ Q(H) tal que
a = [τ ]. Observe que τ e´ uma aplicac¸a˜o unital e positiva, pois e´ um *-homomorfismo
unital. Visto que Q(H) = B(H)/K(H), podemos ver que do teorema D.2.14 existe
uma aplicac¸a˜o unital positiva τ˜ : C(X) −→ B(H) tal que τ = pi ◦ τ˜ .
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Sabemos da proposic¸a˜o D.1.10 que τ˜ e´ completamente positiva. Enta˜o, como C(X)
e´ separa´vel, pelo teorema de Stinespring (teorema D.1.11) existe um espac¸o de Hilbert
separa´vel H˜ com H ⊆ H˜, e ϕ : C(X) −→ B(H˜) uma *-representac¸a˜o tais que τ˜ =
ι∗ ◦ ϕ ◦ ι, onde ι : H −→ H˜ e´ a inclusa˜o. Portanto, para cada f ∈ C(X) podemos
escrever, relativo a` decomposic¸a˜o H˜ = H⊕H⊥,
ϕ(f) =
(
τ˜(f) ϕ12(f)
ϕ21(f) ϕ22(f)
)
.
Afirmamos que ϕ12(f) e ϕ21(f) sa˜o operadores compactos. De fato: como ϕ(f) =
ϕ(f)∗, observe que
ϕ(f) =
(
τ˜(f) ϕ21(f)
∗
ϕ12(f)
∗ ϕ22(f)∗
)
,
e assim
ϕ(f)ϕ(f) =
(
τ˜(f)τ˜(f) + ϕ12(f)ϕ12(f)
∗ τ˜(f)ϕ21(f)∗ + ϕ12(f)ϕ22(f)∗
ϕ21(f)τ˜(f) + ϕ22(f)ϕ12(f)
∗ ϕ21(f)ϕ21(f)∗ + ϕ22(f)ϕ22(f)∗
)
.
Da´ı temos que
τ˜(ff) = (ϕ(ff))11 = (ϕ(f)ϕ(f))11 = τ˜(f)τ˜(f) + ϕ12(f)ϕ12(f)
∗,
e portanto
τ(ff) = pi(τ˜(ff)) = pi(τ˜(f)τ˜(f) + ϕ12(f)ϕ12(f)
∗) = pi(τ˜(f)τ˜(f)) + pi(ϕ12(f)ϕ12(f)∗) =
= pi(τ˜(f))pi(τ˜(f)) + pi(ϕ12(f)ϕ12(f)
∗) = τ(f)τ(f) + pi(ϕ12(f)ϕ12(f)∗) =
= τ(ff) + pi(ϕ12(f)ϕ12(f)
∗),
de onde segue-se que pi(ϕ12(f)ϕ12(f)
∗) = 0. Logo, o operador ϕ12(f)ϕ12(f)∗ e´ com-
pacto, e portanto ϕ12(f) e´ um operador compacto, pela observac¸a˜o que precede este
teorema. Usando f no lugar de f provamos que ϕ12(f) = ϕ21(f)
∗ e´ compacto, de onde
ϕ21(f) e´ um operador compacto, provando o afirmado. Defina agora
ψ′ : C(X) −→ Q(H⊥)
f 7−→ pi(ϕ22(f)).
Afirmamos que ψ′ e´ um *-homomorfismo unital. De fato, e´ o´bvio que ψ′ e´ unital e
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linear; ela preserva a involuc¸a˜o pois, para todo f ∈ C(X)
ψ′(f)∗ = (pi(ϕ22(f)))∗ = pi(ϕ22(f)∗) = pi(ϕ22(f)) = ψ′(f).
Tambe´m, para quaisquer f, g ∈ C(X), ϕ21(f) e ϕ12(g) sa˜o compactos, logo ϕ21(f)ϕ12(g)
e´ compacto; enta˜o, pi(ϕ21(f)ϕ12(g)) = 0, e portanto
ψ′(fg) = pi(ϕ22(fg)) = pi((ϕ(fg))22) = pi((ϕ(f)ϕ(g))22) =
= pi(ϕ22(f)ϕ22(g) + ϕ21(f)ϕ12(g)) =
= pi(ϕ22(f))pi(ϕ22(g)) + pi(ϕ21(f)ϕ12(g)) =
= ψ′(f)ψ′(g),
provando desta forma que ψ′ e´ um *-homomorfismo, como afirmado.
Para f ∈ C(X) qualquer, como ϕ12(f) e ϕ21(f) sa˜o operadores compactos, vemos
que o *-homomorfismo pi ◦ ϕ : C(X) −→ Q(H˜) e´ tal que
pi(ϕ(f)) = pi
((
τ˜(f) ϕ12(f)
ϕ21(f) ϕ22(f)
))
= pi
((
τ˜(f) 0
0 ϕ22(f)
))
=
= pi(τ˜(f)⊕ϕ22(f)) = pi(τ˜(f))+ˆpi(ϕ22(f)) =
= τ(f)+ˆψ′(f) = (τ+ˆψ′)(f),
ou em outras palavras, pi ◦ ϕ = τ+ˆψ′. Considere γ ∈ ext(X) uma extensa˜o trivial,
e defina ψ := ψ′+ˆγ. Enta˜o, ψ e´ uma extensa˜o pela proposic¸a˜o 2.3.6; se escrevermos
γ = pi ◦ γ′ com γ′ : C(X) −→ B(H) um *-homomorfismo unital injetor, enta˜o ϕ22⊕γ′
e´ um *-homomorfismo unital injetor, e ainda
ψ = ψ′+ˆγ = (pi ◦ ϕ22)+ˆ(pi ◦ γ′) = pi(ϕ22⊕γ′),
provando com isto que ψ e´ uma extensa˜o trivial. Ademais,
τ+ˆψ = τ+ˆ(ψ′+ˆγ) = (τ+ˆψ′)+ˆγ = (pi ◦ ϕ)+ˆpi(γ′) = pi(ϕ⊕γ′),
de onde τ+ˆψ e´ uma extensa˜o trivial. Segue-se da´ı que
a+ [ψ] = [τ ] + [ψ] = [τ+ˆψ] = 0,
ou seja, [ψ] e´ o inverso de a em Ext(X). Como a havia sido tomado arbitrariamente,
vemos que todo elemento de Ext(X) possui um inverso com relac¸a˜o a` operac¸a˜o de
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soma, provando desta forma que Ext(X) com a soma e´ um grupo abeliano, como
quer´ıamos.

Provas alternativas de que Ext(X) e´ grupo abeliano podem ser encontradas em
[7] e [1], ale´m e´ claro da prova original encontrada em [6], que e´ muito mais dif´ıcil
e indireta, envolvendo em particular todo o material do cap´ıtulo 4, feitas as devidas
modificac¸o˜es, visto que na e´poca a teoria de Brown-Douglas-Fillmore foi desenvolvida
sem o conhecimento de que Ext(X) era grupo (e de fato foi utilizada para provar este
fato).
Calcular o grupo Ext(X) para um dado espac¸o me´trico compacto X e´ em geral
uma tarefa complicada; O primeiro exemplo que faremos agora pode na˜o ser muito
empolgante, mas ele nos sera´ u´til futuramente.
Exemplo 3.1.2. Considere X como sendo um espac¸o me´trico com apenas um ele-
mento, que chamaremos de x. Seja τ ∈ Ext(X) qualquer e observe que, dado f ∈ C(X)
arbitra´rio, temos f = f(x)1 e
τ(f) = τ(f(x)1) = f(x)τ(1) = f(x)pi(I) = pi(f(x)I),
de onde vemos que τ e´ trivial, visto que τ = pi ◦ ψ, onde ψ : C(X) −→ B(H) e´ dada
por ψ(f) = f(x)I. Em outras palavras, todas as extenso˜es dos compactos por C(X)
sa˜o triviais, logo o quociente Ext(X) possui um u´nico elemento. Segue-se da´ı que
Ext(X) = 0, o grupo nulo.
O trabalho realizado no cap´ıtulo 1 nos permitira´, com um pouco mais de esforc¸o,
calcular o grupo Ext(X) quando X e´ um espac¸o me´trico compacto homeomorfo a um
subconjunto de R, e quando X = S1; veremos que eles sa˜o, respectivamente, 0 e Z. O
primeiro destes sera´ feito na sec¸a˜o 3.2, apo´s termos estabelecido o funtor Ext.
Como primeira consequ¨eˆncia do fato de Ext(X) ser um grupo abeliano, gostar´ıamos
de retomar a discussa˜o sobre a soma disjunta de extenso˜es, iniciada no final da sec¸a˜o
2.3. Precisaremos de um resultado te´cnico que diz que toda projec¸a˜o p ∈ Q(H) e´
da forma p = pi(P ), para alguma projec¸a˜o P ∈ B(H); demonstraremos isto com a
proposic¸a˜o 3.1.4 mas, para tanto, introduziremos mais um conceito.
Definic¸a˜o 3.1.3. uma sub-C*-a´lgebra B de uma C*-a´lgebra A e´ dita heredita´ria
quando para quaisquer a ∈ A, b ∈ B satisfazendo 0 ≤ a ≤ b, temos a ∈ B.
E´ um fato, que na˜o provaremos aqui, que qualquer ideal J de uma C*-a´lgebra
A e´ heredita´rio; para uma prova deste fato ver por exemplo [9], teorema I.5.3. Em
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particular, K(H) e´ heredita´rio em B(H). Precisaremos disto na prova da proposic¸a˜o
3.1.4.
Proposic¸a˜o 3.1.4. Seja p ∈ Q(H) uma projec¸a˜o. Enta˜o, existe P ∈ B(H) uma
projec¸a˜o tal que p = pi(P ).
Demonstrac¸a˜o. Naturalmente 0 ≤ p ≤ 1Q(H) = pi(I), logo pelo corola´rio D.2.2 existe
T ∈ B(H) tal que pi(T ) = p e 0 ≤ T ≤ I. Como pi(T ) = p = p2 = pi(T )2 = pi(T 2),
vemos que T −T 2 e´ um operador compacto. Ainda, do fato de 0 ≤ T ≤ I, conclu´ımos
que ‖T‖ ≤ 1 e portanto σ(T ) ⊆ [0, 1].
Considere f ∈ C(σ(T )), f(x) = x−x2. Obviamente ran(f) ⊆ [0, 1], de onde temos
σ(T − T 2) = σ(f(T )) = f(σ(T )) = ran(f) ⊆ [0, 1].
Ademais, T − T 2 e´ compacto, logo σ(T ) ⊆ 0 ∪ {θn}n∈N∗ , onde {θn}n e´ uma sequ¨eˆncia
em [0, 1] convergindo para zero. Assim, podemos escrever
σ(T ) ⊆ f−1(σ(T − T 2)) ⊆ {0, 1} ∪ {λn}n∈N∗ ∪ {µn}n∈N∗ ,
onde {λn}n e {µn}n sa˜o duas sequ¨eˆncias em [0, 1], com f(λn) = f(µn) = θn para todo
n, a primeira convergindo para zero e a segunda convergindo para 1.
Denote por B a reunia˜o disjunta
B = {0} ∪ {1} ∪ {λ1} ∪ {λ2} ∪ · · · ∪ {µ1} ∪ {µ2} · · ·
e seja E a medida espectral associada ao operador T , pelo teorema espectral (T e´
normal, pois e´ positivo). Enta˜o, considerando a extensa˜o padra˜o da medida espectral
para todos os Borelianos de C, temos E (B) = E (B ∩ σ(T )) = E (σ(T )), e enta˜o
I = E (σ(T )) = E (B) = G0 +G1 +
∞∑
j=1
Ej +
∞∑
i=1
Fi,
onde as projec¸o˜es envolvidas sa˜o dadas por G0 = E ({0}), G1 = E ({1}), Ej = E ({λj}),
Fi = E ({µi}).
Afirmamos que Ej e Fi teˆm posto finito para todo i, j ∈ N∗. De fato, observe que
T = 0G0 + 1G1 +
∑
j
λjEj +
∑
i
µiFi,
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e da ortogonalidade destas projec¸o˜es obtemos
T − T 2 =
∑
j
(λj − λ2j)Ej +
∑
i
(µi − µ2i )Fi.
Agora, λj − λ2j > 0 e µj − µ2j > 0, logo da positividade das projec¸o˜es Ej e Fi podemos
ver que 0 ≤ (λj − λ2j)Ej ≤ T − T 2, 0 ≤ (µi − µ2i )Fi ≤ T − T 2. Usando que T − T 2 e´
compacto e o K(H) e´ heredita´rio em B(H), segue-se que (λj − λ2j)Ej e (µi−µ2i )Fi sa˜o
compactos, de onde Ej e Fi sa˜o compactos, e portanto necessariamente sa˜o de posto
finito, pois projec¸o˜es possuem imagem fechada; fica assim provado o afirmado.
Como λj −→ 0 e (µi−1) −→ 0, podemos ver que as se´ries
∑
j λjEj e
∑
i(µi−1)Fi
convergem em norma, sendo portanto operadores compactos. Agora, defina P =
G1 +
∑
i Fi; o operador P e´ uma projec¸a˜o, pois e´ soma de projec¸o˜es ortogonais duas
a duas. Ale´m disto,
T − P = G1 +
∑
j
λjEj +
∑
i
µiFi − P =
∑
j
λjEj +
∑
i
(µi − 1)Fi ∈ K(H),
de onde temos que pi(T − P ) = 0, ou seja, pi(P ) = pi(T ) = p, o que completa a
demonstrac¸a˜o da proposic¸a˜o.

Teorema 3.1.5. Sejam X1, X2 espac¸os me´tricos compactos. Enta˜o, a func¸a˜o
λ : Ext(X1)× Ext(X2) −→ Ext(X1∨X2)
([τ1], [τ2]) 7−→ [τ1∨τ2]
e´ um isomorfismo de grupos.
Demonstrac¸a˜o. Comec¸aremos provando que λ e´ um homomorfismo de grupos. Tome
arbitrariamente a, b ∈ Ext(X1)×Ext(X2), a = ([τ1], [τ2]), b = ([τ ′1], [τ ′2]), considerando
extenso˜es τ1, τ
′
1 ∈ ext(X1), τ2, τ ′2 ∈ ext(X2). Precisamos provar que
[(τ1+ˆτ
′
1)∨(τ2+ˆτ ′2)] = λ(a+ b) = λ(a) + λ(b) = [(τ1∨τ2)+ˆ(τ ′1∨τ ′2)].
Denotando H4 = H⊕H⊕H⊕H, seja U ∈ B(H4) o operador unita´rio dado por
U : H4 −→ H4
(ξ1, ξ2, ξ3, ξ4) 7−→ (ξ1, ξ3, ξ2, ξ4).
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Observe que se T ∈ B(H4) e´ dado na decomposic¸a˜o H4 = H⊕H⊕H⊕H por T =
T1⊕T2⊕T3⊕T4, enta˜o AdU(T ) = T1⊕T3⊕T2⊕T4.
Seja µ : Q(H4) −→ Q(H4) o *-isomorfismo unital dado por µ = Adpi(U). Afir-
mamos que µ((τ1∨τ2)+ˆ(τ ′1∨τ ′2)) = (τ1+ˆτ ′1)∨(τ2+ˆτ ′2). De fato, dado f ∈ C(X1∨X2)
arbitra´rio, denote τ1(f |X1) = pi(T1), τ2(f |X2) = pi(T2), τ ′1(f |X1) = pi(T ′1), τ ′2(f |X2) =
pi(T ′2). Enta˜o,
((τ1+ˆτ
′
1)∨(τ2+ˆτ ′2))(f) = (τ1+ˆτ ′1)(f |X1)+ˆ(τ2+ˆτ ′2)(f |X2) = pi(T1⊕T ′1)+ˆpi(T2⊕T ′2) =
= pi(T1⊕T ′1⊕T2⊕T ′2) = pi(U(T1⊕T2⊕T ′1⊕T ′2)U∗) = µ(pi(T1⊕T2⊕T ′1⊕T ′2)) =
= µ(τ1(f |X1)+ˆτ2(f |X2)+ˆτ ′1(f |X1)+ˆτ ′2(f |X2)) = µ((τ1∨τ2)(f)+ˆ(τ ′1∨τ ′2)(f)) =
= µ((τ1∨τ2)+ˆ(τ ′1∨τ ′2))(f),
de onde ((τ1+ˆτ
′
1)∨(τ2+ˆτ ′2)) ∼ ((τ1∨τ2)+ˆ(τ ′1∨τ ′2)), ou seja,
[(τ1+ˆτ
′
1)∨(τ2+ˆτ ′2)] = [(τ1∨τ2)+ˆ(τ ′1∨τ ′2)];
conclu´ımos deste modo que λ(a + b) = λ(a) + λ(b), de onde λ e´ homomorfismo de
grupos, como desejado.
Para mostrarmos que λ e´ um isomorfismo, construiremos explicitamente sua in-
versa. Tome τ ∈ ext(X1∨X2) representante de uma classe arbitra´ria a ∈ Ext(X1∨X2);
o conjuntoX1 e´ disjunto deX2 emX1∨X2, logo a func¸a˜o caracter´ıstica 1X1 : X1∨X2 −→
C e´ cont´ınua. Denote p = τ(1X1), observando que p e´ uma projec¸a˜o de Q(H). Pela
proposic¸a˜o 3.1.4, podemos tomar uma projec¸a˜o P ∈ B(H) tal que p = pi(P ). Defina
ε1 : C(X1) −→ C(X1∨X2), onde ε1(f)|X1 = f , ε1(f)|X2 = 0 para todo f ∈ C(X1), e
da mesma forma defina ε2 : C(X2) −→ C(X1∨X2), onde ε2(g)|X1 = 0, ε2(g)|X2 = g
para todo g ∈ C(X2). Claramente, ε1 e ε2 sa˜o *-homomorfismos injetores. Dado
f ∈ C(X1), note que
ε1(f) = 1X1ε1(f)1X1 ,
e portanto τ(ε1(f)) = pτ(ε1(f))p ∈ pQ(H)p. Da mesma forma, dado g ∈ C(X2),
temos τ(ε2(g)) = (1− p)τ(ε2(g))(1− p) ∈ (1− p)Q(H)(1− p). Pela observac¸a˜o 2.4.13,
podemos definir *-homomorfismos
τ1 : C(X1) −→ Q(PH),
τ2 : C(X2) −→ Q(P⊥H)
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por τ1 = αP ◦ τ ◦ ε1, τ2 = α(I−P ) ◦ τ ◦ ε2. Estes *-homomorfismos sa˜o injetores pois sa˜o
composic¸a˜o de injetores, e sa˜o unitais visto que
τ1(1) = αP ◦ τ ◦ ε1(1) = αP ◦ τ(1X1) = αP (p) = 1Q(PH),
a prova para τ2 sendo ana´loga. Em outras palavras, τ1 e τ2 sa˜o extenso˜es.
Queremos provar agora que, se tive´ssemos escolhido uma outra projec¸a˜o P˜ ∈ B(H)
tal que pi(P˜ ) = p, a mesma construc¸a˜o teria produzido extenso˜es τ ′1 e τ
′
2 tais que
τ1 ∼ τ ′1, τ2 ∼ τ ′2. Vejamos como provar isto: tome uma outra projec¸a˜o P˜ ∈ B(H) tal
que pi(P˜ ) = p, e construa como acima extenso˜es
τ ′1 : C(X1) −→ Q(P˜H),
τ ′2 : C(X2) −→ Q(P˜
⊥H)
dadas por τ ′1 = αP˜ ◦ τ ◦ ε1, τ ′2 = α(I−P˜ ) ◦ τ ◦ ε2; para provarmos que τ1 ∼ τ ′1, τ2 ∼ τ ′2, e´
suficiente verificarmos que τ1 ∼w τ ′1 e τ2 ∼w τ ′2, , pelo teorema 2.2.11.
Denote por ι : PH −→ H e ν : P˜H −→ H as incluso˜es, e defina U : PH −→ P˜H
por U = ν∗ι. Afirmamos que pi(U∗U) = 1Q(PH), pi(UU∗) = 1Q(P˜H). De fato, observe
que P (P˜ − I)P ∈ K(H), pois pi(P (P˜ − I)P ) = p(p − 1)p = 0. Portanto, temos que
ι∗P (P˜ − I)Pι ∈ K(PH); observando-se que
ι∗P (P˜ − I)Pι = ι∗ιι∗(P˜ − I)ιι∗ι = IPHι∗(P˜ − I)ιIPH = ι∗(P˜ − I)ι,
provamos que ι∗(P˜ − I)ι ∈ K(PH). De modo completamente ana´logo prova-se que
ν∗(P − I)ν ∈ K(P˜H). Agora
U∗U = ι∗νν∗ι = ι∗P˜ ι = ι∗Iι+ ι∗(P˜ − I)ι = IPH + ι∗(P˜ − I)ι,
UU∗ = ν∗ιι∗ν = ν∗Pν = ν∗Iν + ν∗(P − I)ν = IP˜H + ν∗(P − I)ν,
de onde temos de imediato que pi(U ∗ U) = pi(IPH) = 1Q(PH) e pi(UU∗) = pi(IP˜H) =
1Q(P˜H), provando o afirmado.
Defina agora
µ : Q(PH) −→ Q(P˜H)
pi(T ) 7−→ pi(UTU∗).
Afirmamos que µ e´ um *-isomorfismo unital. De fato, e´ imediato verificar que µ e´
linear e preserva a involuc¸a˜o. Quanto ao produto, tome arbitrariamente pi(T1), pi(T2) ∈
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Q(PH); sabemos que IPH − U∗U ∈ K(PH), logo UT1(IPH − U∗U)T2U∗ ∈ K(P˜H).
Enta˜o,
0 = UT1(IPH − U∗U)T2U∗ = pi(UT1T2U∗ − UT1U∗UT2U∗),
de onde pi(UT1T2U
∗) = pi(UT1U∗UT2U∗), e portanto
µ(pi(T1)pi(T2)) = µ(pi(T1T2))pi(UT1T2U
∗) = pi(UT1U∗UT2U∗) =
= pi(UT1U
∗)pi(UT2U∗) = µ(pi(T1))µ(pi(T2)).
Provamos portanto que µ e´ um *-homomorfismo. Naturalmente µ e´ unital, pois
µ(1Q(PH)) = pi(UIPHU∗) = pi(UU∗) = 1Q(P˜H), e µ e´ invers´ıvel pois a aplicac¸a˜o
ς : Q(P˜H) −→ Q(PH)
pi(T ) 7−→ pi(U∗TU)
e´ claramente uma inversa para µ. Fica assim provado que µ e´ um *-isomorfismo unital,
como quer´ıamos.
Vamos provar agora que µ ◦ τ1 = τ ′1: tome arbitrariamente f ∈ C(X1), e denote
τ1(f) = pi(T ); assim, αP ◦ τ ◦ ε1(f) = τ1(f) = pi(T ), e enta˜o τ ◦ ε1(f) = α−1P (pi(T )) =
pi(ιT ι∗). Portanto,
τ ′1(f) = αP˜ ◦ τ ◦ ε1(f) = αP˜ (pi(ιT ι∗)) = pi(ν∗ιT ι∗ν) =
= pi(UTU∗) = µ(pi(T )) = µ ◦ τ1(f),
de onde µ ◦ τ1 = τ ′1, como afirmado. Segue-se que τ1 ∼w τ ′1. De maneira ana´loga
prova-se que τ2 ∼w τ ′2.
Assim, vemos que as classes [τ1] ∈ Ext(X1) e [τ2] ∈ Ext(X2) dependem ta˜o so-
mente da extensa˜o τ , na˜o importando a escolha da projec¸a˜o P tal que pi(P ) = p.
Temos deste modo bem definida uma aplicac¸a˜o ext(X1∨X2) 3 τ 7−→ ([τ1], [τ2]) ∈
Ext(X1)× Ext(X2). O pro´ximo passo agora e´ mostrar que esta aplicac¸a˜o e´ levada
para o quociente Ext(X1∨X2). Suponha enta˜o que τ, τ ′ ∈ Ext(X1∨X2) sa˜o tais que
τ ∼ τ ′; considere um operador unita´rio U ∈ B(H) de modo que Adpi(U) e´ tal que
Adpi(U) ◦ τ = τ ′. Denote p = τ(1X1), p′ = τ ′(1X1). Se P ∈ B(H) e´ uma projec¸a˜o
com p = pi(P ), enta˜o P ′ = UPU∗ e´ uma projec¸a˜o, visto que P ′2 = UPU∗UPU∗ =
UP 2U∗ = UPU∗ = P ′, e P ′∗ = (UPU∗)∗ = UP ∗U∗ = UPU∗ = P ′; ale´m disso,
p′ = τ ′(1X1) = Adpi(U)(τ(1X1)) = Adpi(U)(p) = Adpi(U)(pi(P )) = pi(UPU
∗) = pi(P ′).
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Podemos enta˜o definir extenso˜es τ ′1 : C(X1) −→ Q(P ′H), τ ′2 : C(X2) −→ Q(P ′⊥H)
por τ ′1 = αP ′ ◦ τ ′ ◦ ε1, τ ′2 = α(I−P ′) ◦ τ ′ ◦ ε2, como visto anteriormente.
Sejam ι : PH −→ H, ν : P ′H −→ H as incluso˜es, e defina V : PH −→ P ′H por
V = ν∗Uι. Observe que pi(V V ∗) = 1Q(P ′H), visto que
pi(V V ∗) = pi(ν∗Uιι∗U∗ν) = pi(ν∗UPU∗ν) = αP ′(p′pi(UPU∗)p′) =
= αP ′(p
′p′p′) = αP ′(p′) = 1Q(P ′H),
e da mesma forma pi(V ∗V ) = 1Q(PH). Deste modo, a aplicac¸a˜o
µ˜ : Q(PH) −→ Q(P ′H)
pi(T ) 7−→ pi(V TV ∗)
e´ um *-isomorfismo unital (pela mesma argumentac¸a˜o utilizada ha´ pouco na prova de
que µ era um *-isomorfismo unital).
Afirmamos que µ˜ ◦ τ1 = τ ′1; de fato, tome f ∈ C(X1) arbitra´rio, e denote τ1(f) =
pi(T ). Enta˜o, τ ◦ ε1(f) = α−1P ◦ τ1 = α−1P (pi(T )) = pi(ιT ι∗); logo,
τ ′1(f) = αP ′ ◦ τ ′ ◦ ε1(f) = αP ′ ◦ Adpi(U) ◦ τ ◦ ε1(f) = αP ′ ◦ Adpi(U)(pi(ιT ι∗)) =
= αP ′(pi(UιT ι
∗U∗)) = pi(ν∗UιT ι∗U∗ν) = pi(V TV ∗) = µ˜(pi(T )) = µ˜ ◦ τ1(f),
de onde µ˜ ◦ τ1 = τ ′1 como desejado. Segue-se que τ1 ∼w τ ′1, e portanto τ1 ∼ τ ′1, pelo
teorema 2.2.11. De modo ana´logo prova-se que τ2 ∼ τ ′2; conclu´ımos da´ı que esta´ bem
definida uma aplicac¸a˜o
η : Ext(X1∨X2) −→ Ext(X1)× Ext(X2)
[τ ] 7−→ ([τ1], [τ2]),
onde τ1 e τ2 sa˜o definidas a partir de τ como acima.
Vamos provar que η = λ−1. Para tanto, tome τ ∈ ext(X1∨X2) uma extensa˜o
representando uma classe arbitra´ria a ∈ Ext(X1∨X2). Seja P ∈ B(H) projec¸a˜o tal
que pi(P ) = p = τ(1X1), e considere os *-homomorfismos
ΥP : Q(PH) −→ Q(H)
pi(T ) 7−→ pi(T⊕0P⊥H)
75
ΥP⊥ : Q(P⊥H) −→ Q(H)
pi(T ) 7−→ pi(0PH⊕T ).
Em virtude do que foi discutido na observac¸a˜o 2.4.13 sabemos que ΥP (t) = α
−1
P (t)
para todo t ∈ Q(PH), e que tambe´m ΥP⊥(t) = α−1P⊥(t) para todo t ∈ Q(P⊥H).
Dado f ∈ C(X1∨X2) arbitra´rio, e´ o´bvio que f = ε1(f |X1) + ε2(f |X2). Portanto,
se nos lembrarmos de como a soma chape´u de elementos em a´lgebras de Calkin foi
definida, no nosso caso
+ˆ : Q(PH)×Q(P⊥H) −→ Q(PH⊕P⊥H) = Q(H)
(t, t′) 7−→ ΥP (t) + ΥP⊥(t′),
podemos ver que
τ1∨τ2(f) = τ1(f |X1)+ˆτ2(f |X2) = ΥP (τ1(f |X1)) + ΥP⊥(τ2(f |X2)) =
= α−1P (τ1(f |X1)) + α−1P⊥(τ2(f |X2)) = τ ◦ ε1(fX1) + τ ◦ ε2(fX2) =
= τ(ε1(f |X1) + ε2(f |X2)) = τ(f);
provamos com isto que
a = [τ ] = [τ1∨τ2] = λ([τ1], [τ2]) = λ ◦ η([τ ]) = λ ◦ η(a),
de onde temos λ ◦ η = idExt(X1∨X2).
Por outro lado, seja ([τ1], [τ2]) ∈ Ext(X1)× Ext(X2) arbitra´rio. Denote τ = τ1∨τ2;
enta˜o, p = τ(1X1) e´ tal que
p = (τ1∨τ2)(1X1) = τ1(1X1|X1)+ˆτ2(1X1|X2) = τ1(1)+ˆτ2(0) =
= 1Q(H)+ˆ0 = pi(I)+ˆpi(0) = pi(IH⊕0),
de onde vemos que P = I⊕0 ∈ B(H⊕H) e´ uma projec¸a˜o tal que pi(P ) = p, e
logo podemos usa´-la para definir η([τ ]). Seja portanto η([τ ]) = ([τ ′1], [τ
′
2]), onde
τ ′1 = αP ◦ τ ◦ ε1, τ ′2 = αP⊥ ◦ τ ◦ ε2. Vamos provar que τ ′1 = τ1, τ ′2 = τ2. De fato,
tomando f ∈ C(X1) arbitra´rio, e denotando τ1(f) = pi(T ), temos
τ ◦ ε1(f) = (τ1∨τ2)(ε1(f)) = τ1(ε1(f)|X1)+ˆτ2(ε1(f)|X2) =
= τ1(f)+ˆ0 = pi(T )+ˆpi(0) = pi(T⊕0),
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e assim
τ ′1(f) = αP ◦ τ ◦ ε1(f) = αP (pi(T⊕0)) = pi(T ) = τ1(f),
de onde τ ′1 = τ1; prova-se de maneira ana´loga que τ
′
2 = τ2. Enta˜o,
η ◦ λ([τ1], [τ2]) = η([τ1∨τ2]) = η([τ ]) = ([τ ′1], [τ ′1]) = ([τ1], [τ2]),
ou seja, η ◦ λ = idExt(X1)×Ext(X2). Assim, λ e´ invers´ıvel e portanto um isomorfismo de
grupos, o que conclui a demonstrac¸a˜o do teorema.

3.2 Funtorialidade de Ext
Nesta sec¸a˜o, X e Y denotam espac¸os me´tricos compactos, e f : X −→ Y denota uma
func¸a˜o cont´ınua.
Ja´ sabemos que Ext(X) e Ext(Y ) sa˜o grupos abelianos. Nesta sec¸a˜o, veremos
como construir, a partir de uma func¸a˜o cont´ınua f : X −→ Y , um homomorfismo de
grupos Ext(f) : Ext(X) −→ Ext(Y ), e discutiremos suas propriedades. Na sequ¨eˆncia,
definiremos finalmente o funtor Ext.
Lembremo-nos do *-homomorfismo dual a f mencionado na introduc¸a˜o,
f ∗ : C(Y ) −→ C(X)
g 7−→ g ◦ f.
Assumiremos os fatos de que f ∗ e´ injetor se, e somente se, f e´ sobrejetora, e que f ∗ e´
sobrejetor se, e somente se, f e´ injetora. Em particular, f ∗ e´ um *-isomorfismo se, e
somente se, f e´ um homeomorfismo.
Dada τ ∈ ext(X) uma extensa˜o, vemos que τ ◦ f ∗ : C(Y ) −→ Q(H) e´ um *-
homomorfismo unital, mas na˜o necessariamente injetor, pois f pode na˜o ser sobreje-
tora. Agora, se considerarmos uma extensa˜o trivial τY ∈ ext(Y ), enta˜o (τ ◦ f ∗)+ˆτY e´
uma extensa˜o, pela proposic¸a˜o 2.3.6; ainda, se τ ′Y ∈ ext(Y ) e´ outra extensa˜o trivial,
enta˜o τY ∼ τ ′Y , e portanto (τ ◦ f ∗)+ˆτY ∼ (τ ◦ f ∗)+ˆτ ′Y , devido a` observac¸a˜o 2.3.9.
Assim, vemos que a classe [(τ ◦ f ∗)+ˆτY ] ∈ Ext(Y ) independe da escolha da extensa˜o
trivial τY . Fica portanto bem definida uma aplicac¸a˜o
%f : ext(X) −→ Ext(Y )
τ 7−→ [(τ ◦ f ∗)+ˆτY ].
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Observac¸a˜o 3.2.1. Conforme mencionado acima, se f e´ sobrejetora, enta˜o f ∗ e´ in-
jetora, e portanto em particular vemos que τ ◦ f ∗ e´ uma extensa˜o; assim, neste caso
podemos escrever
%f (τ) = [(τ ◦ f ∗)+ˆτY ] = [τ ◦ f ∗] + [τY ] = [τ ◦ f ∗] + 0 = [τ ◦ f ∗].
No´s provaremos futuramente que esta aplicac¸a˜o %f passa ao quociente Ext(X), e a
aplicac¸a˜o resultante e´ o que chamaremos de Ext(f), mas antes, gostar´ıamos de explorar
algumas propriedades de %f . Comecemos com uma se´rie de proposic¸o˜es simples, para
organizar as ide´ias.
Proposic¸a˜o 3.2.2. Seja τ ∈ ext(X) uma extensa˜o trivial. Enta˜o, %f (τ) = 0 ∈
Ext(Y ), ou seja, (τ ◦ f ∗)+ˆτY ∈ ext(Y ) e´ uma extensa˜o trivial, para toda extensa˜o
trivial τY ∈ ext(Y ).
Demonstrac¸a˜o. Isto segue da observac¸a˜o 2.4.6. De fato, escrevendo τ = pi◦ψ, τY = pi◦ϕ
para *-homomorfismos unitais injetores ψ : C(X) −→ B(H), ϕ : C(Y ) −→ B(H), e´
imediato ver que (ψ ◦ f ∗)⊕ϕ : C(Y ) −→ B(H⊕H) e´ um *-homomorfismo unital injetor
e ainda
(τ ◦ f ∗)+ˆτY = (pi ◦ ψ ◦ f ∗)+ˆ(pi ◦ ϕ) = pi((ψ ◦ f ∗)⊕ϕ),
provando com isto que (τ ◦ f ∗)+ˆτY e´ trivial, e portanto %f (τ) = 0 ∈ Ext(Y ), como
quer´ıamos.

Proposic¸a˜o 3.2.3. Seja idX : X −→ X a func¸a˜o identidade; enta˜o, para quaisquer
extensa˜o τ ∈ ext(X) temos %idX (τ) = [τ ]; em outras palavras, (τ ◦ idX∗)+ˆτX ∼ τ para
qualquer τX ∈ ext(X) trivial.
Demonstrac¸a˜o. Obviamente τ ◦ idX∗ = τ , e portanto
%idX (τ) = [(τ ◦ idX∗)+ˆτX ] = [τ+ˆτX ] = [τ ] + [τX ] = [τ ] + 0 = [τ ],
de onde em particular (τ ◦ idX∗)+ˆτX ∼ τ , como desejado.

Proposic¸a˜o 3.2.4. Sejam X, Y, Z espac¸os me´tricos compactos, f : X −→ Y ,
g : Y −→ Z func¸o˜es cont´ınuas, e τ ∈ ext(X) extensa˜o. Se τ ′ = (τ ◦ f ∗)+ˆτY com
τY ∈ ext(Y ) trivial, enta˜o %g(τ ′) = %g◦f (τ).
78
Demonstrac¸a˜o. Se τZ ∈ ext(Z) e´ uma extensa˜o trivial, enta˜o (τY ◦ g∗)+ˆτZ e´ trivial
pela proposic¸a˜o 3.2.2; logo, (τY ◦ g∗)+ˆτZ ∼ τZ , e portanto
(((τ ◦ f ∗)+ˆτY ) ◦ g∗)+ˆτZ = (τ ◦ f ∗ ◦ g∗)+ˆ((τY ◦ g∗)+ˆτZ) ∼ (τ ◦ (g ◦ f)∗)+ˆτZ ,
de onde segue o resultado.

Observe que em particular a proposic¸a˜o 3.2.4 nos diz que, para quaisquer extenso˜es
τ ∈ ext(X), τY ∈ ext(Y ) e τZ ∈ ext(Z) com τY e τZ triviais, temos
(((τ ◦ f ∗)+ˆτY ) ◦ g∗)+ˆτZ ∼ (τ ◦ (g ◦ f)∗)+ˆτZ .
Proposic¸a˜o 3.2.5. Sejam τ, τ ′ ∈ ext(X) e extenso˜es. Enta˜o, %f (τ) + %f (τ ′) =
%f (τ+ˆτ
′); em particular, ((τ ◦ f ∗)+ˆτY )+ˆ((τ ′ ◦ f ∗)+ˆτ ′Y ) ∼ ((τ+ˆτ ′) ◦ f ∗)+ˆτY para quais-
quer τY , τ
′
Y ∈ ext(Y ) triviais.
Demonstrac¸a˜o. Por argumento similar ao utilizado no comenta´rio que antecede a
observac¸a˜o 2.3.11, podemos ver que
((τ ◦ f ∗)+ˆτY )+ˆ((τ ′ ◦ f ∗)+ˆτ ′Y ) = (τ ◦ f ∗)+ˆτY +ˆ(τ ′ ◦ f ∗)+ˆτ ′Y ∼
∼ (τ ◦ f ∗)+ˆ(τ ′ ◦ f ∗)+ˆτY +ˆτ ′Y = ((τ+ˆτ ′) ◦ f ∗)+ˆτY +ˆτ ′Y ,
e como τY +ˆτ
′
Y ∼ τY , temos
((τ ◦ f ∗)+ˆτY )+ˆ((τ ′ ◦ f ∗)+ˆτ ′Y ) ∼ ((τ+ˆτ ′) ◦ f ∗)+ˆτY ,
e o resultado segue.

Proposic¸a˜o 3.2.6. Se f : X −→ Y e´ uma func¸a˜o constante, enta˜o para todo τ ∈
ext(X), temos que %f (τ) = 0; em outras palavras, (τ ◦ f ∗)+ˆτY e´ trivial, para toda
extensa˜o trivial τY ∈ ext(Y ).
Demonstrac¸a˜o. Seja y0 ∈ Y tal que f(x) = y ∀x ∈ X. Enta˜o, considerando o espac¸o
me´trico Y ′ = {y0}, podemos escrever f = h ◦ g, onde g : X −→ Y ′ e h : Y ′ −→ Y sa˜o
as func¸o˜es o´bvias, que sa˜o cont´ınuas.
Seja τ ′ ∈ ext(Y ′) uma extensa˜o representando a classe %g(τ) ∈ Ext(Y ′). Sabemos
do exemplo 3.1.2 que Ext(Y ′) = 0, logo %g(τ) = 0, e portanto τ ′ e´ trivial. Segue-se
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enta˜o da proposic¸a˜o 3.2.2 que %h(τ
′) = 0 ∈ Ext(Y ). Logo, da proposic¸a˜o 3.2.4 temos
que %f (τ) = %h◦g(τ) = %h(τ ′) = 0, de onde em particular (τ ◦ f ∗)+ˆτY e´ trivial.

Provemos agora que %f passa ao quociente.
Proposic¸a˜o 3.2.7. Sejam τ, τ ′ ∈ ext(X) tais que τ ∼ τ ′. Enta˜o, %f (τ) = %f (τ ′).
Demonstrac¸a˜o. Seja U ∈ B(H) unita´rio tal que Adpi(U) ◦ τ = τ ′. Enta˜o, obviamente
Adpi(U) ◦ τ ◦ f ∗ = τ ′ ◦ f ∗. Observe que U⊕I ∈ B(H⊕H) e´ unita´rio e que, dada uma
extensa˜o trivial τY ∈ ext(Y ), temos
Adpi(U⊕I) ◦ ((τ ◦ f ∗)+ˆτY ) = (Adpi(U) ◦ τ ◦ f ∗)+ˆτY = (τ ′ ◦ f ∗)+ˆτY ,
de onde segue de imediato que (τ ◦ f ∗)+ˆτY ∼ (τ ′ ◦ f ∗)+ˆτY , e da´ı
%f (τ) = [(τ ◦ f ∗)+ˆτY ] = [(τ ′ ◦ f ∗)+ˆτY ] = %f (τ ′),
como quer´ıamos demonstrar.

Fica portanto bem definida uma aplicac¸a˜o
Ext(f) : Ext(X) −→ Ext(Y )
[τ ] 7−→ %f (τ).
Observe que Ext(f) e´ um homomorfismo de grupos, pois dados [τ ], [τ ′] ∈ Ext(X)
quaisquer, temos da proposic¸a˜o 3.2.5 que
Ext(f)([τ ] + [τ ′]) = Ext(f)([τ+ˆτ ′]) = %f (τ+ˆτ ′) = %f (τ) + %f (τ ′) =
= Ext(f)([τ ]) + Ext(f)([τ ′]).
Observac¸a˜o 3.2.8. Se f : X −→ Y e´ uma func¸a˜o constante, a proposic¸a˜o 3.2.6
garante enta˜o que Ext(f) : Ext(X) −→ Ext(Y ) e´ o homomorfismo nulo, visto que,
para um [τ ] ∈ Ext(X) arbitra´rio, tem-se que Ext(f)([τ ]) = %f (τ) = 0.
Finalmente, considereM a categoria dos espac¸os me´tricos compactos, e Grp a ca-
tegoria dos grupos abelianos; lembremos que emM os objetos sa˜o os espac¸os me´tricos
compactos, e os morfismos sa˜o func¸o˜es cont´ınuas entre estes espac¸os. Em Grp, os
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objetos sa˜o os grupos abelianos, e os morfismos sa˜o homomorfismos de grupos entre
estes grupos.
Seja Ext : M −→ Grp o par de aplicac¸o˜es que faz a correspondeˆncia X 7−→
Ext(X) entre os objetos destas categorias, e a correspondeˆncia f 7−→ Ext(f) nos mor-
fismos. Chegamos ao resultado principal da sec¸a˜o. O trabalho para a demonstrac¸a˜o
ja´ esta´ todo feito com as proposic¸o˜es anteriores.
Teorema 3.2.9. Ext :M −→ Grp e´ um funtor covariante.
Demonstrac¸a˜o. Dado X espac¸o me´trico compacto, temos que Ext(idX) = idExt(X),
pela proposic¸a˜o 3.2.3, pois dado a = [τ ] ∈ Ext(X) arbitra´rio, temos
Ext(idX)(a) = Ext(idX)([τ ]) = %idX (τ) = [τ ] = a = idExt(X)(a).
Tambe´m, dados X,Y, Z espac¸os me´tricos compactos, e f : X −→ Y , g : Y −→ Z
func¸o˜es cont´ınuas, temos da proposic¸a˜o 3.2.4 que Ext(g ◦ f) = Ext(g) ◦ Ext(f), pois
dado a = [τ ] ∈ Ext(X) arbitra´rio e τ ′ = (τ ◦ f ∗)+ˆτY com τY ∈ ext(Y ) trivial, temos
que
Ext(f)(a) = Ext(f)([τ ]) = %f (τ) = [τ
′],
e portanto
Ext(g ◦ f)(a) = Ext(g ◦ f)([τ ]) = %g◦f (τ) = %g(τ ′) = Ext(g)([τ ′]) =
= Ext(g) ◦ Ext(f)(a),
provando o desejado.

Por uma questa˜o de simplicidade, de agora em diante denotaremos o homomorfismo
Ext(f) : Ext(X) −→ Ext(Y ) por f∗. Uma propriedade simples pore´m importante de
funtores e´ que eles levam isomorfismos em isomorfismos; no´s provaremos aqui o que
isto quer dizer, no nosso caso.
Proposic¸a˜o 3.2.10. Seja f : X −→ Y um homeomorfismo. Enta˜o, f∗ : Ext(X) −→
Ext(Y ) e´ um isomorfismo de grupos.
Demonstrac¸a˜o. seja f−1 : Y −→ X a func¸a˜o inversa de f , que e´ cont´ınua pois f e´
homeomorfismo. Como f−1 ◦ f = idX e f ◦ f−1 = idY , a funtorialidade de Ext nos da´
(f−1)∗ ◦ f∗ = (f−1 ◦ f)∗ = (idX)∗ = idExt(X),
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f∗ ◦ (f−1)∗ = (f ◦ f−1)∗ = (idY )∗ = idExt(Y ),
de onde f∗ e´ invers´ıvel, e portanto um isomorfismo, como quer´ıamos provar.

Em outras palavras, se X e Y sa˜o espac¸os me´tricos compactos homeomorfos, enta˜o
os grupos Ext(X) e Ext(Y ) sa˜o isomorfos. Estamos agora em condic¸o˜es de calcular o
grupo Ext(X) para mais uma classe particular de espac¸os me´tricos compactos.
Exemplo 3.2.11. Suponha que X e´ um espac¸o me´trico compacto homeomorfo a um
subconjunto Λ de R. Sabemos da proposic¸a˜o 1.1.10 que todos os operadores essenci-
almente normais com espectro essencial Λ sa˜o unitariamente equivalentes mo´dulo os
compactos. Portanto, da correspondeˆncia entre operadores essencialmente normais e
extenso˜es e do teorema 1.1.9, temos em particular que todas as extenso˜es dos com-
pactos por C(Λ) sa˜o equivalentes. Logo, ha´ apenas uma classe em Ext(Λ), e portanto
Ext(Λ) = 0, o grupo nulo. Segue-se enta˜o da proposic¸a˜o 3.2.10 que Ext(X) = 0.
Ate´ agora vimos apenas exemplos triviais de grupos Ext(X), mas gostar´ıamos de
observar que Ext(X) na˜o e´ um objeto trivial. Por exemplo, o que foi visto no final
da sec¸a˜o 1.2, se reinterpretado no contexto de extenso˜es, mostra que ha´ uma bijec¸a˜o
entre Ext(S1) e Z. No´s provaremos agora que estes grupos sa˜o na verdade isomorfos,
o que nos dara´ mais um importante exemplo da teoria.
Teorema 3.2.12. Ext(S1) e´ isomorfo a Z.
Demonstrac¸a˜o. A func¸a˜o ζ ∈ C(S1) e´ invers´ıvel, logo para todo τ ∈ ext(S1) temos
que τ(ζ) e´ um elemento invers´ıvel de Q(H), e portanto podemos associar a τ(ζ) o
nu´mero inteiro ind(τ(ζ)). Ainda, se τ, τ ′ ∈ ext(S1) sa˜o tais que τ ∼ τ ′, enta˜o tomando
U ∈ B(H) unita´rio tal que Adpi(U) ◦ τ = τ ′, e denotando τ(ζ) = pi(T ), vemos que
ind(τ ′(ζ)) = ind(Adpi(U) ◦ τ(ζ)) = ind(pi(UTU∗)) =
= ind(U) + ind(T )− ind(U) = ind(T ) = ind(τ(ζ)).
Fica portanto bem definida uma aplicac¸a˜o
ϕ : Ext(S1) −→ Z
[τ ] 7−→ ind(τ(ζ)).
Observe que ϕ e´ um homomorfismo de grupos pela observac¸a˜o 2.3.3, pois dados
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[τ ], [τ ′] ∈ Ext(S1),
ϕ([τ ] + [τ ′]) = ϕ([τ+ˆτ ′]) = ind((τ+ˆτ ′)(ζ)) = ind((τ(ζ))+ˆ(τ ′(ζ))) =
= ind(τ(ζ)) + ind(τ ′(ζ)) = ϕ([τ ]) + ϕ([τ ′]).
Afirmamos que ϕ e´ injetor. De fato, suponha que ϕ([τ ]) = 0. Denotando τ(ζ) =
pi(T ), temos que pi(T ) e´ um elemento unita´rio de Q(H), e ind(pi(T )) = ind(τ(ζ)) =
ϕ([τ ]) = 0. Logo, pelo teorema 1.2.7, existe um operador unita´rio U ∈ B(H) tal que
pi(T ) = pi(U). Observe que σ(U) = S1, visto que
S1 = ran(ζ) = σ(ζ) = σ(τ(ζ)) = σ(pi(T )) = σ(pi(U)) = σe(U) ⊆ σ(U) ⊆ S1.
Usando o ca´lculo funcional cont´ınuo de U , podemos definir enta˜o ψ : C(S1) −→ B(H)
por ψ(f) = f(U) ∀f ∈ C(S1), que e´ um *-homomorfismo unital injetor. Note que
pi(ψ(1)) = pi(1) = 1Q(H) = τ(1), e que
pi ◦ ψ(ζ) = pi(ζ(U)) = pi(U) = pi(T ) = τ(ζ);
como C(S1) = C∗(1, ζ), vemos de imediato que τ(f) = pi ◦ ψ(f) para toda f ∈ C(S1),
ou seja, τ = pi ◦ ψ. Segue-se da´ı que τ e´ trivial, e portanto [τ ] = 0, estabelecendo a
injetividade de ϕ, como quer´ıamos.
Vamos provar agora que ϕ e´ sobrejetor: seja ρ : C(S1) −→ Q(H2) a extensa˜o de
Toeplitz definida na sec¸a˜o A.5, ou seja, ρ(f) = pi(Tf ), onde Tf e´ o operador de Toeplitz
com s´ımbolo f . Esta extensa˜o e´ tal que
ϕ([ρ]) = ind(ρ(ζ)) = ind(Tζ) = −wn(ζ) = −1,
e como −1 gera o grupo Z, temos de imediato que ϕ e´ sobrejetor.
Ficou assim provado que ϕ e´ um isomorfismo de grupos, e o teorema esta´ demons-
trado.

Gostar´ıamos de concluir esta sec¸a˜o retomando momentaneamente a discussa˜o sobre
extenso˜es triviais, provando o teorema 3.2.14 que da´ uma condic¸a˜o suficiente para uma
extensa˜o ser trivial. Poder´ıamos ter feito a demonstrac¸a˜o deste teorema anteriormente,
mas optamos por fazeˆ-la agora, visto que o final da demonstrac¸a˜o fica simplificado com
a interpretac¸a˜o de Ext como um funtor. Precisamos de um lema.
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Lema 3.2.13. Sejam A, B C*-a´lgebras, com A separa´vel, e ϕ : A −→ B um *-
homomorfismo injetor. Suponha que ran(ϕ) ⊆ C, onde C e´ uma sub-C*-a´lgebra de B
gerada por uma famı´lia de projec¸o˜es. Enta˜o, existe C′ uma sub-C*-a´lgebra de C tal
que C′ e´ gerada por uma famı´lia enumera´vel de projec¸o˜es, e ran(ϕ) ⊆ C′.
Demonstrac¸a˜o. Seja {pi}i∈I ⊆ B uma famı´lia de projec¸o˜es tal que C = C∗({pi}i);
note que ran(ϕ) e´ separa´vel, logo podemos tomar um subconjunto enumera´vel e denso
{an}n∈N∗ ⊆ ran(ϕ).
Observe que, para cada n ∈ N∗, an ∈ C, logo ha´ uma sub-famı´lia enumera´vel
{c(n)m }m∈N∗ ⊆ {pi}i∈I envolvida em uma aproximac¸a˜o de an como elemento de C, visto
que an ∈ C implica em an ser o limite de uma sequ¨eˆncia de combinac¸o˜es lineares finitas
de produtos finitos de elementos de {pi}i ∪ {p∗i }i = {pi}i.
Tomando enta˜o V = ∪n∈N∗{c(n)m }m∈N∗ , vemos que V e´ enumera´vel, e se definirmos
C′ := C∗(V ), temos C′ ⊆ C. Ademais, naturalmente temos an ∈ C′ para todo n ∈ N∗,
de onde ran(τ) = {an}n ⊆ C′, e o resultado segue.

Teorema 3.2.14. Se τ ∈ ext(X) e´ uma extensa˜o tal que ran(τ) ⊆ C, onde C e´ uma
sub-C*-a´lgebra comutativa de Q(H) gerada por projec¸o˜es, enta˜o τ e´ trivial.
Demonstrac¸a˜o. Pelo lema 3.2.13, podemos escrever ran(τ) ⊆ C′, onde C′ e´ uma sub-
C*-a´lgebra comutativa de Q(H) gerada por uma famı´lia enumera´vel de projec¸o˜es, que
tem unidade pois 1Q(H) = τ(1) ∈ ran(τ).
Logo, pelo corola´rio 2.4.9, existe a ∈ C′ auto-adjunto tal que C′ = C∗(1, a);
enta˜o, existe um *-isomorfismo unital ψ : C(σ(a)) −→ C′, dado pelo ca´lculo funci-
onal cont´ınuo de a. Enta˜o, a composic¸a˜o ψ−1 ◦ τ : C(X) −→ C(σ(a)) e´ injetora, e
portanto dual a uma sobrejec¸a˜o cont´ınua g : σ(a) −→ X, ou seja, ψ−1 ◦ τ = g∗; assim,
em particular τ = ψ ◦ g∗. Portanto, da observac¸a˜o 3.2.1, e notando que podemos ver
ψ ∈ ext(σ(a)), temos
g∗([ψ]) = [ψ ◦ g∗] = [τ ].
Agora, a e´ auto-adjunto, logo σ(a) ⊆ R; logo, do exemplo 3.2.11, temos Ext(σ(a)) =
0, e portanto [ψ] = 0. Como g∗ e´ um homomorfismo, segue-se da´ı que
[τ ] = g∗([ψ]) = g∗(0) = 0,
o que prova que τ e´ trivial, como quer´ıamos.

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Como consequ¨eˆncia deste fato, podemos calcular o grupo Ext(X) para mais uma
classe de espac¸os me´tricos compactos: os espac¸os me´tricos compactos totalmente des-
conexos (ver sec¸a˜o E.2). Este sera´ um importante exemplo que usaremos adiante.
Corola´rio 3.2.15. Seja X um espac¸o me´trico compacto totalmente desconexo. Enta˜o,
Ext(X) = 0, o grupo nulo.
Demonstrac¸a˜o. Seja τ ∈ ext(X) extensa˜o arbitra´ria. Em virtude da proposic¸a˜o
E.2.2, o fato de X ser totalmente desconexo implica em C(X) ser gerado por uma
famı´lia de idempotentes; logo, de imediato temos que ran(τ) e´ gerada por uma famı´lia
de projec¸o˜es, e ran(τ) e´ obviamente comutativa, de onde τ e´ uma extensa˜o trivial,
pela proposic¸a˜o 3.2.14. Como τ foi tomada arbitrariamente, fica assim provado que
Ext(X) = 0, como quer´ıamos.

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Cap´ıtulo 4
Propriedades de Ext
O objetivo deste cap´ıtulo e´ desenvolver resultados te´cnicos sobre o funtor Ext, que sa˜o
necessa´rios para a teoria que sera´ vista no cap´ıtulo 5. O apeˆndice E conte´m resultados
e conceitos de topologia que utilizaremos no decorrer deste cap´ıtulo.
4.1 Cisa˜o de elementos de Ext(X)
Comec¸aremos esta sec¸a˜o motivados pelo teorema 3.1.5: sejam X1, X2 espac¸os me´tricos
compactos, e denote X˜ = X1∨X2, que e´ tambe´m um espac¸o me´trico compacto. Ana-
lisando o isomorfismo λ : Ext(X1)× Ext(X2) −→ Ext(X˜) dado naquele teorema ve-
mos que, dado qualquer elemento a ∈ Ext(X˜), existem elementos a1 ∈ Ext(X1) e
a2 ∈ Ext(X2) tais que a = a1∨a2 (relembrando a notac¸a˜o, a1∨a2 denota λ(a1, a2)). No´s
dizemos enta˜o que o elemento a ∈ Ext(X˜) cinde em a1 ∈ Ext(X1) e a2 ∈ Ext(X2). Em
outras palavras portanto, segue-se do teorema 3.1.5 que todo elemento de Ext(X1∨X2)
cinde em elementos de Ext(X1) e Ext(X2).
O objetivo desta sec¸a˜o e´ estender, de um certo modo, esta ide´ia de cisa˜o de ele-
mentos do grupo Ext(X˜), para grupos Ext(X) com espac¸os me´tricos compactos X
arbitra´rios. O primeiro fato que precisamos considerar e´ que, em geral, na˜o e´ poss´ıvel
escrever um dado espac¸o me´trico compacto como a reunia˜o disjunta de dois outros
espac¸os me´tricos compactos (na˜o vazios). Analisemos o exemplo acima mais um pouco:
denotando por i1 : X1 −→ X˜ e i2 : X2 −→ X˜ as incluso˜es, observe que
a = (i1)∗a1 + (i2)∗a2.
De fato, se a1 = [τ1], a2 = [τ2], sabemos que a = a1∨a2 = [τ1∨τ2]; dado f ∈ C(X˜)
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arbitra´rio, temos
(τ1∨τ2)(f) = τ1(f |X1)+ˆτ2(f |X2) = τ1(f ◦ i1)+ˆτ2(f ◦ i2) = ((τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2))(f),
provando que τ1∨τ2 = (τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2); portanto, se τX˜ ∈ ext(X˜) e´ uma extensa˜o
trivial,
a = [τ1∨τ2] = [(τ1∨τ2)+ˆτX˜+ˆτX˜ ] = [(τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2)+ˆτX˜+ˆτX˜ ] =
= [(τ1 ◦ i∗1)+ˆτX˜+ˆ(τ2 ◦ i∗2)+ˆτX˜ ] = [(τ1 ◦ i∗1)+ˆτX˜ ] + [(τ2 ◦ i∗2)+ˆτX˜ ] =
= (i1)∗[τ1] + (i2)∗[τ2] = (i1)∗a1 + (i2)∗a2.
No´s caracterizamos portanto a cisa˜o do elemento a ∈ Ext(X˜) de outra forma:
existem elementos a1 ∈ Ext(X1) e a2 ∈ Ext(X2) tais que a = (i1)∗a1 + (i2)∗a2. Esta
sera´ a versa˜o de cisa˜o que motivara´ a construc¸a˜o da observac¸a˜o 4.1.2.
Observac¸a˜o 4.1.1. Gostar´ıamos de fixar mais uma notac¸a˜o: dado S ⊆ X um sub-
conjunto fechado, denotaremos por I(S) o subconjunto de C(X) dado por
I(S) = {f ∈ C(X) : f |S = 0}.
E´ fato que I(S) e´ um ideal bilateral fechado de C(X) para todo S ⊆ X fechado; mais
ainda, qualquer ideal bilateral fechado de C(X) e´ da forma I(S), para algum subcon-
junto fechado S ⊆ X, e este subconjunto fechado S esta´ unicamente determinado pelo
ideal. (Ver por exemplo [21], exerc´ıcio 3.2.3(5)).
A partir de agora, para toda C*-a´lgebra A e b ∈ A, denotaremos por Adb : A −→ A
a func¸a˜o dada por Adb(a) = bab∗, ∀a ∈ A. Note que nem sempre Adb e´ um *-
homomorfismo. Quando b e´ unita´rio, temos b∗ = b−1, e a func¸a˜o Adb e´ portanto o
*-homomorfismo usual, dado por Adb(a) = bab−1, ∀a ∈ A.
Observac¸a˜o 4.1.2. Faremos agora uma construc¸a˜o bastante u´til: seja τ ∈ ext(X)
uma extensa˜o, e suponha que exista p ∈ Q(H) uma projec¸a˜o tal que p comuta com
ran(τ). Pela proposic¸a˜o 3.1.4, escolha P ∈ B(H) uma projec¸a˜o tal que
p = pi(P ). Podemos enta˜o definir uma aplicac¸a˜o τ˜ 1 : C(X) −→ Q(PH) por
τ˜ 1 = αP ◦ Adp ◦ τ (ver a observac¸a˜o 2.4.13 para a definic¸a˜o de αP ), que e´ um *-
homomorfismo pois p comuta com ran(τ), e e´ claramente unital. Temos enta˜o uma
aplicac¸a˜o τ ′1 induzida por τ˜ 1 no quociente de C(X) pelo nu´cleo de τ˜ 1,
τ ′1 : C(X)/ker(τ˜ 1) −→ Q(PH)
[f ] 7−→ τ˜ 1(f),
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que e´ um *-homomorfismo unital injetor. O nu´cleo de τ˜ 1 e´ um ideal bilateral fechado
de C(X); logo, pela observac¸a˜o 4.1.1, existe um subconjunto fechado X1 ⊆ X tal que
ker(τ˜ 1) = I(X1).
Afirmamos que C(X)/ker(τ˜ 1) e´ *-isomorfo a C(X1). De fato, considere a aplicac¸a˜o
ϕ : C(X) −→ C(X1)
f 7−→ f |X1 ;
e´ imediato verificar que ϕ e´ um *-homomorfismo unital, e ale´m disso ϕ e´ sobrejetora,
pelo teorema de extensa˜o de Tietze (pode ser encontrado em diversos livros de topo-
logia, por exemplo [23], teorema 15.8, ou [21], teorema A.4.24). Obviamente temos
ker(ϕ) = ker(τ˜ 1); segue-se da´ı que a aplicac¸a˜o induzida por ϕ no quociente,
ϕ1 : C(X)/ker(τ˜ 1) −→ C(X1)
[f ] 7−→ ϕ(f),
e´ um *-isomorfismo, provando o afirmado.
Se definirmos τ1 : C(X1) −→ Q(PH) por τ1 = τ ′1 ◦ ϕ−11 , vemos que τ1 e´ um
*-homomorfismo unital injetor, e portanto uma extensa˜o dos compactos por C(X1).
Vejamos melhor quem e´ esta extensa˜o: dado f ∈ C(X1) arbitra´rio, considere f˜ ∈ C(X)
uma extensa˜o cont´ınua qualquer de f , pelo teorema de extensa˜o de Tietze. E´ fa´cil ver
que ϕ−11 (f) = [f˜ ]. Enta˜o,
τ1(f) = τ
′
1 ◦ ϕ−11 (f) = τ ′1([f˜ ]) = τ˜ 1(f˜) = αP ◦ Adp ◦ τ(f˜).
Se definirmos τ˜ 2 : C(X) −→ Q(P⊥H) como o *-homomorfismo unital dado por
τ˜ 2 = αP⊥◦Ad(1− p)◦τ , e tomando um subconjunto fechadoX2 ⊆ X tal que ker(τ˜ 2) =
I(X2), podemos analogamente definir uma extensa˜o τ2 : C(X2) −→ Q(P⊥H) por
τ2(f) = αP⊥ ◦Ad(1− p) ◦ τ(f˜), para todo f ∈ C(X2), onde f˜ ∈ C(X) e´ uma extensa˜o
cont´ınua qualquer de f .
Sejam i1 : X1 −→ X e i2 : X2 −→ X as incluso˜es. Queremos provar agora que
τ = (τ1◦i∗1)+ˆ(τ2◦i∗2). Tome arbitrariamente f ∈ C(X), e denote τ(f) = pi(T ). Do fato
que p comuta com ran(τ) temos que pi(TP ) = τ(f)p = pτ(f) = pi(PT ), e portanto
PT = TP + K, para algum operador compacto K. Enta˜o, K˜ = K(P − P⊥) e´ um
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operador compacto, e
PTP + P⊥TP⊥ = (TP +K)P + (TP⊥ −K)P⊥ = TP + TP⊥ +K(P − P⊥) =
= T (P + P⊥) + K˜ = T + K˜,
de onde temos pi(PTP + P⊥TP⊥) = pi(T ) = τ(f).
Sejam ι : PH −→ H e ν : P⊥H −→ H as incluso˜es. Observando que
(ι∗Tι)⊕(ν∗Tν) = PTP + P⊥TP⊥, e que f e´ uma extensa˜o cont´ınua de f |X1 e f |X2 ,
temos enta˜o
((τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2))(f) = (τ1 ◦ i∗1)(f)+ˆ(τ2 ◦ i∗2)(f) = τ1(f ◦ i1)+ˆτ2(f ◦ i2) =
= τ1(f |X1)+ˆτ2(fX2) = (αP ◦ Adp ◦ τ(f))+ˆ(αP⊥ ◦ Ad(1− p) ◦ τ(f)) =
= (αP (ppi(T )p))+ˆ(αP⊥((1− p)pi(T )(1− p))) = pi(ι∗Tι)+ˆpi(ν∗Tν) =
= pi((ι∗Tι)⊕(ν∗Tν)) = pi(PTP + P⊥TP⊥) = pi(T ) = τ(f),
provando deste modo que τ = (τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2), como desejado. Segue-se da´ı que, se
tomarmos a1 = [τ1] ∈ ext(X1), a2 = [τ2] ∈ ext(X2), temos
[τ ] = (i1)∗a1 + (i2)∗a2.
Observac¸a˜o 4.1.3. Observe que a construc¸a˜o da cisa˜o na observac¸a˜o 4.1.2 foi baseada
na escolha da projec¸a˜o P ∈ B(H) tal que p = pi(P ). Queremos provar que, na
verdade, a cisa˜o independe desta escolha: afirmamos que, se tomarmos no lugar de
P uma outra projec¸a˜o P˜ ∈ B(H) tal que pi(P˜ ) = p e fizermos a mesma construc¸a˜o
da observac¸a˜o 4.1.2, obteremos os mesmos subconjuntos fechados X1 e X2 de X, e
extenso˜es ρ1 : C(X1) −→ Q(P˜H), ρ2 : C(X2) −→ Q(P˜⊥H) tais que τ1 ∼ ρ1, τ2 ∼ ρ2:
De fato, seja ρ˜1 : C(X) −→ Q(P˜H) o *-homomorfismo dado por ρ˜1 = αP˜ ◦Adp◦τ .
Observe que, como αP e αP˜ sa˜o *-isomorfismos, para f ∈ C(X) temos que
f ∈ ker(ρ˜1) ⇐⇒ αP˜ ◦ Adp ◦ τ(f) = 0 ⇐⇒ Adp ◦ τ(f) = 0 ⇐⇒
⇐⇒ αP ◦ Adp ◦ τ(f) = 0 ⇐⇒ τ˜ 1(f) = 0 ⇐⇒ f ∈ ker(τ˜ 1),
de onde ker(ρ˜1) = ker(τ˜ 1) = I(X1), e portanto X1 independe da escolha da projec¸a˜o
P . Da mesma forma prova-se que X2 independe da escolha da projec¸a˜o P . Quanto a`s
extenso˜es, temos que as extenso˜es ρ1 : C(X1) −→ Q(P˜H), ρ2 : C(X2) −→ Q(P˜⊥H)
sa˜o dadas por
ρ1(f) = ρ˜1(f˜) = αP˜ ◦ Adp ◦ τ(f˜) ∀f ∈ C(X1),
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ρ2(g) = ρ˜2(g˜) = αP˜⊥ ◦ Ad(1− p) ◦ τ(g˜) ∀g ∈ C(X2),
onde f˜ , g˜ ∈ C(X) sa˜o extenso˜es cont´ınuas quaisquer de f e g, respectivamente. A
prova de que τ1 ∼ ρ1 e τ2 ∼ ρ2 e´ completamente ana´loga a uma prova utilizada
no teorema 3.1.4: denotando por ι : PH −→ H e ν : P˜H −→ H as incluso˜es, e
definindo U : PH −→ P˜H como sendo U = ν∗ι, temos que pi(U∗U) = 1Q(PH) e
pi(UU∗) = 1Q(P˜H); isto implica na aplicac¸a˜o
µ : Q(PH) −→ Q(P˜H)
pi(T ) 7−→ pi(UTU∗)
ser um *-isomorfismo unital. Tomando arbitrariamente f ∈ C(X1), e denotando
τ1(f) = pi(T ), temos αP ◦Adp◦τ(f˜) = τ1(f) = pi(T ), e enta˜o Adp◦τ(f˜) = α−1P (pi(T )) =
pi(ιT ι∗). Portanto,
ρ1(f) = αP˜ ◦ Adp ◦ τ(f˜) = αP˜ (pi(ιT ι∗)) = pi(ν∗ιT ι∗ν) =
= pi(UTU∗) = µ(pi(T )) = µ ◦ τ1(f),
de onde µ ◦ τ1 = ρ1, e da´ı τ1 ∼w ρ1, o que implica em τ1 ∼ ρ1. De maneira ana´loga
prova-se que τ2 ∼ ρ2, o que verifica a afirmac¸a˜o; da´ı segue-se de imediato que a cisa˜o
[τ ] = (i1)∗a1 + (i2)∗a2 independe da escolha da projec¸a˜o P ∈ B(H) tal que p = pi(T ).
Observac¸a˜o 4.1.4. Impl´ıcito no conteu´do da observac¸a˜o 4.1.2 esta´ mais uma caracte-
rizac¸a˜o de cisa˜o de um elemento a ∈ Ext(X); em um contexto geral, sejam X1, X2 sub-
conjuntos fechados de um espac¸o me´trico compacto X, e i1 : X1 −→ X, i2 : X2 −→ X
as incluso˜es. Considere p : X1∨X2 −→ X a func¸a˜o de identificac¸a˜o canoˆnica, que e´
cont´ınua, e tome a1 ∈ Ext(X1) e a2 ∈ Ext(X2) arbitra´rios. Enta˜o,
p∗(a1∨a2) = (i1)∗a1 + (i2)∗a2.
De fato, se a1 = [τ1], a2 = [τ2], dado f ∈ C(X) arbitra´rio temos
(τ1∨τ2) ◦ p∗(f) = (τ1∨τ2)(f ◦ p) = τ1((f ◦ p)|X1)+ˆτ2((f ◦ p)|X2) =
= τ1(f ◦ i1)+ˆτ2(f ◦ i2) = ((τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2))(f),
de onde (τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2) = (τ1∨τ2) ◦ p∗, e da´ı segue que p∗(a1∨a2) = (i1)∗a1+(i2)∗a2,
como desejado.
Temos portanto a seguinte definic¸a˜o.
Definic¸a˜o 4.1.5. Sejam X espac¸o me´trico compacto e X1, X2 subconjuntos fechados
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de X. Dizemos que um elemento a ∈ Ext(X) cinde em a1 ∈ Ext(X1) e a2 ∈ Ext(X2)
quando
a = p∗(a1∨a2) = (i1)∗a1 + (i2)∗a2,
onde i1 : X1 −→ X, i2 : X2 −→ X sa˜o as incluso˜es, e p : X1∨X2 −→ X e´ a func¸a˜o de
identificac¸a˜o canoˆnica.
Observe que no caso em que X = X1∨X2, como no teorema 3.1.5, temos p = idX ,
e portanto a = p∗(a1∨a2) = idExt(X)(a1∨a2) = a1∨a2, o que nos da´ a versa˜o particular
de cisa˜o apresentada no in´ıcio desta sec¸a˜o, e que motivou esta discussa˜o.
Observac¸a˜o 4.1.6. Complementando a observac¸a˜o 4.1.4: dados X1, X2 ⊆ X fecha-
dos, podemos definir uma aplicac¸a˜o
β : Ext(X1)× Ext(X2) −→ Ext(X)
(a1, a2) 7−→ p∗(a1∨a2) = (i1)∗a1 + (i2)∗a2,
que e´ claramente um homomorfismo de grupos.
No caso em que X = X1∨X2, a aplicac¸a˜o β e´ precisamente o isomorfismo λ do
teorema 3.1.5. E´ natural tentar encontrar outras condic¸o˜es suficientes para que β seja
ainda um isomorfismo. Daremos mais um exemplo disto com o teorema 4.1.8, mas
precisamos antes do lema 4.1.7, conhecido na literatura como o first splitting lemma.
Gostar´ıamos apenas de lembrar que, dada uma extensa˜o trivial τ ∈ ext(X), se
escrevermos τ = pi ◦ ψ para ψ : C(X) −→ B(H) um *-homomorfismo unital injetor,
enta˜o ψ e´ uma *-representac¸a˜o de C(X); logo, podemos associar a ψ uma medida
espectral E agindo nos subconjuntos Borelianos de X, tal que, para todo f ∈ C(X),
ψ(f) =
∫
X
f dE .
Portanto, dada uma extensa˜o trivial τ ∈ ext(X), existe uma medida espectral E agindo
nos subconjuntos Borelianos de X tal que, para todo f ∈ C(X),
τ(f) = pi ◦ ψ(f) = pi
(∫
X
f dE
)
.
Lema 4.1.7. Sejam X,Y espac¸os me´tricos compactos, p : X −→ Y uma func¸a˜o
cont´ınua e sobrejetora, e τ ∈ ext(X) uma extensa˜o tal que τ ◦ p∗ ∈ ext(Y ) e´ uma
extensa˜o trivial. Escreva τ ◦ p∗ = pi ◦ψ para ψ : C(Y ) −→ B(H) um *-homomorfismo
unital injetor, e seja E a medida espectral associada a ψ como acima. Suponha que
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C ⊆ Y e´ fechado e tal que ∂C e´ disjunto do conjunto dos pontos em Y com pre´-imagem
mu´ltipla em X por p. Enta˜o, a projec¸a˜o p = pi(E (C)) comuta com ran(τ).
Demonstrac¸a˜o. Seja f ∈ C(X) arbitra´rio. Queremos provar que pτ(f) = τ(f)p.
Denote A = p−1(∂C), U = p−1(int(C)), V = p−1(Y \C). Pela continuidade de p
vemos que A e´ fechado (e portanto compacto), e U, V sa˜o abertos.
Em virtude da hipo´tese sobre ∂C, observe que p|A e´ injetora; logo, se restringirmos
seu contra-domı´nio, temos que p|A : A −→ ∂C e´ bijetora; ale´m disto, p|A e´ claramente
cont´ınua. Como A e´ compacto e ∂C e´ Hausdorff, segue-se que p|A e´ portanto um
homeomorfismo.
Afirmamos que existe g ∈ C(Y ) tal que (g ◦p)|A = f |A. De fato, defina g˜ : ∂C −→
C por g˜ = f |A ◦ (p|A)−1; enta˜o, g˜ e´ cont´ınua. Como ∂C e´ fechado em Y , pelo teorema
de extensa˜o de Tietze existe g ∈ C(Y ) uma extensa˜o de g˜. Visto que ran(p|A ⊆ ∂C),
temos naturalmente
(g ◦ p)|A = g˜ ◦ (p|A) = f |A ◦ (p|A)−1 ◦ (p|A) = fA,
verificando o afirmado.
Considere ψ˜ : B(Y ) −→ B(H) a extensa˜o da *-representac¸a˜o ψ para as func¸o˜es
Borel-mensura´veis e limitadas de Y , como mencionado na sec¸a˜o A.1. Observe que
ψ˜(g) = ψ(g), logo τ(g ◦ p) = (τ ◦ p∗)(g) = pi ◦ ψ(g) = pi ◦ ψ˜(g); Note ainda que
E (C) = ψ˜(1C), e portanto
pτ(g ◦ p) = pi(ψ˜(1C))pi(ψ˜(g)) = pi(ψ˜(1C)ψ˜(g)) = pi(ψ˜(1C · g)) =
= pi(ψ˜(g · 1C)) = pi(ψ˜(g)ψ˜(1C)) = pi(ψ˜(g))pi(ψ˜(1C)) = τ(g ◦ p)p,
provando deste modo que p comuta com τ(g ◦ p).
Agora, f = (f − g ◦ p) + g ◦ p; logo, se provarmos que τ((f − g ◦ p)) comuta com p,
teremos provado automaticamente que τ(f) comuta com p. Observe que (f−g◦p)|A =
0. Portanto, para provarmos o lema basta verificarmos que τ(h) comuta com p, para
uma func¸a˜o h ∈ C(X) tal que h|A = 0; mais ainda, em virtude da proposic¸a˜o E.1.2,
podemos supor sem perda de generalidade que h se anula em uma vizinhanc¸a aberta
A′ de A. Seja portanto h ∈ C(X) tal que h se anula em uma vizinhanc¸a aberta A′ de
A. Defina func¸o˜es h1 : X −→ C, h2 : X −→ C por
h1(x) =
{
h(x) se x ∈ U
0 se x ∈ X\U
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h2(x) =
{
h(x) se x ∈ V
0 se x ∈ X\V .
E´ imediato verificar que h = h1+h2. Afirmamos que h1 e h2 sa˜o func¸o˜es cont´ınuas.
De fato, para isto basta verificarmos que supp(h1) ⊆ U , supp(h2) ⊆ V .
Como h1 se anula fora de U , temos que supp(h1) = {x ∈ U : f(x) 6= 0}. Note que
Y = int(C) ∪˙ ∂C ∪˙ (Y \C), logo X = U ∪˙ A ∪˙ V , de onde (X\U) = (V ∪ A), e
portanto X\(U\A′) = (X\U)∪A′ = (V ∪A)∪A′ = V ∪A′, que e´ um conjunto aberto;
segue-se da´ı que U\A′ e´ um subconjunto fechado de X.
Se x ∈ U ∩ A′, enta˜o f(x) = 0; logo, se x ∈ U e´ tal que f(x) 6= 0, temos
necessariamente x ∈ U\A′; conclu´ımos da´ı que
F = {x ∈ U : f(x) 6= 0} ⊆ U\A′ = U\A′ ⊆ U.
De maneira ana´loga prova-se que supp(h2) ⊆ V . Segue-se que h1, h2 ∈ C(X), como
afirmado.
Denote K1 = p(supp(h1)), que e´ um subconjunto compacto de Y . Pelo que vimos
acima, temos K1 ⊆ p(U) = int(C). Em virtude da proposic¸a˜o E.1.3, podemos enta˜o
tomar g1 ∈ C(Y ) tal que g1|K1 = 1 e supp(g1) ⊆ int(C); logo, a func¸a˜o g1 e´ tal que
1Cg1 = g1 = g11C , de onde temos de imediato
pτ(g1 ◦ p) = τ(g1 ◦ p) = τ(g1 ◦ p)p.
Tambe´m, a func¸a˜o g1 e´ tal que h1 = h1 · (g1 ◦ p) = (g1 ◦ p) · h1. Assim,
pτ(h1) = pτ((g1 ◦ p) · h1) = pτ(g1 ◦ p)τ(h1) = τ(g1 ◦ p)τ(h1) = τ((g1 ◦ p) · h1) = τ(h1),
τ(h1)p = τ(h1 · (g1 ◦ p))p = τ(h1)τ(g1 ◦ p)p = τ(h1)τ(g1 ◦ p) = τ(h1 · (g1 ◦ p)) = τ(h1),
de onde temos que pτ(h1) = τ(h1)p. Da mesma maneira prova-se que pτ(h2) = τ(h2)p.
Como h = h1+h2, segue-se da´ı que p comuta com τ(h), e isto conclui a demonstrac¸a˜o.

Teorema 4.1.8. Se A,B ⊆ X sa˜o fechados tais que X = A∪B e A∩B = {x0}, para
algum x0 ∈ X, enta˜o β : Ext(A)× Ext(B) −→ Ext(X) e´ um isomorfismo.
Demonstrac¸a˜o. Comec¸aremos com a sobrejetividade. Seja [τ ] ∈ Ext(X) arbitra´rio.
Pela proposic¸a˜o E.1.4, considere uma func¸a˜o cont´ınua p : X −→ [−1, 1] tal que p(x0) =
0, p < 0 em A\{x0}, e p > 0 em B\{x0}.
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Defina Y = ran(p), que e´ um espac¸o me´trico compacto, e C = Y ∩ [0, 1], que e´
um subconjunto fechado de Y . Restrinja o contra-domı´nio de p para a sua imagem,
p : X −→ Y .
Queremos provar que a extensa˜o τ , a func¸a˜o p, e o conjunto C satisfazem as
hipo´teses do lema 4.1.7. E´ fa´cil ver que ∂C = {0} ou ∂C = ∅ e, em ambos os casos,
∂C e´ disjunto do conjunto dos pontos em Y com pre´-imagem mu´ltipla em X por p.
Em virtude do que foi visto no exemplo 3.2.11 temos que Ext(Y ) = 0, visto que
Y ⊆ R. Logo, temos [τ ◦ p∗] = p∗([τ ]) = 0, e portanto τ ◦ p∗ e´ uma extensa˜o trivial.
Segue-se que todas as hipo´teses do lema esta˜o satisfeitas; logo, escrevendo τ ◦p∗ = pi◦ψ
para ψ : C(Y ) −→ B(H) um *-homomorfismo unital injetor, e sendo E a medida
espectral associada a ψ, conclu´ımos que a projec¸a˜o p = pi(E (C)) comuta com ran(τ).
Tome portanto subconjuntos fechados X1, X2 ⊆ X e a1 ∈ Ext(X1), a2 ∈ Ext(X2) tais
que
[τ ] = (i1)∗a1 + (i2)∗a2,
onde i1 : X1 −→ X e i2 : X2 −→ X sa˜o as incluso˜es, como na observac¸a˜o 4.1.2.
Queremos provar que X1 ⊆ B, X2 ⊆ A. Denote P = E (C); enta˜o, P ∈ B(H)
e´ uma projec¸a˜o tal que pi(P ) = p. Voltando ao conteu´do da observac¸a˜o 4.1.2, e
considerando a observac¸a˜o 4.1.3, note que X1 era determinado por ker(τ˜ 1) = I(X1),
onde τ˜ 1 : C(X) −→ Q(PH) e´ o *-homomorfismo dado por τ˜ 1 = αP ◦ Adp ◦ τ .
Considere g : Y −→ [−1, 1] dada por
g(y) =
{
y se y ∈ [−1, 0] ∩ Y
0 se y ∈ C = [0, 1] ∩ Y ,
que e´ claramente uma func¸a˜o cont´ınua. Defina f ∈ C(X) por f := g ◦ p, e note que f
e´ dada por
f(x) =
{
0 se x ∈ B
p(x) se x ∈ A\{x0}.
Observe que, em particular, f < 0 em A\{x0}.
Considere agora ψ˜ : B(Y ) −→ B(H) a extensa˜o da *-representac¸a˜o ψ para as
func¸o˜es Borel-mensura´veis e limitadas de Y . Note que 1C ·g = 0, por construc¸a˜o; logo,
pτ(f) = pi(E (C))τ(g ◦ p) = pi(ψ˜(1C))pi(ψ˜(g)) = pi(ψ˜(1C)ψ˜(g)) = pi(ψ˜(1C · g)) = 0,
de onde
τ˜ 1(f) = αP ◦ Adp ◦ τ(f) = αP (pτ(f)p) = αP (0) = 0,
e portanto f ∈ ker(τ˜ 1) = I(X1). Vemos da´ı que f |X1 = 0. Agora, por construc¸a˜o a
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func¸a˜o f na˜o se anula em nenhum ponto de A\{x0}, e tambe´m f |B = 0; isto implica
de imediato em X1 ⊆ B. De maneira similar prova-se que X2 ⊆ A.
Considerando os diagramas comutativos de incluso˜es,
X1
i′1

i1
  B
BB
BB
BB
B
B
j
// X
X2
i′2

i2
  B
BB
BB
BB
B
A
i
// X
defina a = (i′2)∗a2 ∈ Ext(A), b = (i′1)∗a1 ∈ Ext(B). Enta˜o,
[τ ] = (i1)∗a1 + (i2)∗a2 = (j ◦ i′1)∗a1 + (i ◦ i′2)∗a2 = j∗(i′1)∗a1 + i∗(i′2)∗a2 =
= j∗b+ i∗a = i∗a+ j∗b = β(a, b),
o que estabelece a sobrejetividade de β.
Vejamos agora a injetividade: defina func¸o˜es r : X −→ A e s : X −→ B por
r(x) =
{
x se x ∈ A
x0 se x ∈ B
s(x) =
{
x0 se x ∈ A
x se x ∈ B.
E´ claro que r e s sa˜o func¸o˜es cont´ınuas (retrac¸o˜es, inclusive). Defina portanto uma
aplicac¸a˜o
µ : Ext(X) −→ Ext(A)× Ext(B)
a 7−→ (r∗(a), s∗(a)).
Afirmamos que µ ◦ β = idExt(A)×Ext(B). De fato, tome (a, b) ∈ Ext(A) × Ext(B)
arbitra´rio. Observe que r ◦ j : B −→ A e´ a func¸a˜o constante igual a x0. Logo, pela
observac¸a˜o 3.2.8, (r ◦ j)∗ : Ext(B) −→ Ext(A) e´ o homomorfismo nulo. Ademais,
r ◦ i = idA, e assim (r ◦ i)∗ = idExt(A). Denotando c = β(a, b) = i∗a + j∗b, temos
portanto
r∗(c) = r∗(i∗a+ j∗b) = r∗i∗a+ r∗j∗b = (r ◦ i)∗a+ (r ◦ j)∗b = a+ 0 = a;
de maneira ana´loga prova-se que s∗(c) = b, e da´ı segue-se que µ ◦ β(a, b) = µ(c) =
(r∗(c), s∗(c)) = (a, b), provando que µ ◦ β = idExt(A)×Ext(B), como desejado.
Em outras palavras, foi provado que µ e´ uma inversa a` esquerda para β, o que im-
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plica em β ser injetora. Conclu´ımos assim que β e´ bijetora e portanto um isomorfismo,
e o teorema esta´ provado.

4.2 Ext e Sequ¨eˆncias Exatas
Nesta sec¸a˜o no´s obteremos dois importantes resultados envolvendo o funtor Ext e
sequ¨eˆncias exatas, dados pelos teoremas 4.2.6 e 4.2.7. O teorema 4.2.7 em particular
sera´ u´til na prova da injetividade da aplicac¸a˜o γX , que sera´ introduzida no cap´ıtulo 5.
O primeiro objetivo da sec¸a˜o e´ provar o teorema 4.2.4, que e´ o resultado mais ex-
tenso deste trabalho. Precisamos de alguns resultados auxiliares envolvendo projec¸o˜es
de B(H).
Proposic¸a˜o 4.2.1. Seja {Pn}n∈N∗ ⊆ B(H) uma sequ¨eˆncia de projec¸o˜es convergindo
para zero fortemente (isto e´, na strong operator topology). Enta˜o, para todo K ∈ K(H)
temos ‖PnK‖ −→ 0, ‖KPn‖ −→ 0.
Demonstrac¸a˜o. Consideraremos inicialmente o caso em que K ∈ K(H) tem posto 1.
Neste caso, existem ξ, η ∈ H tais que K(ω) = 〈ω, ξ〉η ∀ω ∈ H, e ‖K‖ = ‖ξ‖ · ‖η‖.
Enta˜o, para um ω ∈ H arbitra´rio,
‖PnK(ω)‖ = ‖Pn(〈ω, ξ〉η)‖ = ‖〈ω, ξ〉Pn(η)‖ = |〈ω, ξ〉| · ‖Pn(η)‖ ≤ ‖ξ‖ · ‖Pn(η)‖ · ‖ω‖,
o que implica em ‖PnK‖ ≤ ‖ξ‖ · ‖Pn(η)‖. Agora ‖ξ‖‖Pn(η)‖ −→ 0, visto que Pn
converge para zero fortemente; segue-se da´ı que ‖PnK‖ −→ 0.
Como todo operador de posto finito e´ uma soma de operadores de posto 1, tiramos
de imediato que ‖PnK‖ −→ 0 para todo operador K ∈ K(H) de posto finito.
Para cada n ∈ N∗ considere a func¸a˜o
fn : K(H) −→ K(H)
K 7−→ PnK.
Obviamente, esta func¸a˜o e´ cont´ınua; tambe´m, dados n ∈ N∗ eK,K ′ ∈ K(H) quaisquer,
‖fn(K)− fn(K ′)‖ = ‖Pn(K −K ′)‖ ≤ ‖Pn‖ · ‖K −K ′‖ ≤ ‖K −K ′‖,
o que implica em a famı´lia {fn}n∈N∗ ⊆ C(K(H),K(H)) ser equicont´ınua. Agora, o
conjunto D ⊆ K(H) dos operadores de posto finito e´ denso em K(H), e no´s provamos
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acima precisamente que fn −→ 0 pontualmente em D. Portanto, segue-se da pro-
posic¸a˜o E.1.6 que fn −→ 0 pontualmente para qualquer operador compacto, ou seja,
‖PnK‖ −→ 0 ∀K ∈ K(H). Ale´m disso, como ‖KPn‖ = ‖(PnK)∗‖ = ‖PnK‖, ficou
tambe´m provado que ‖KPn‖ −→ 0 ∀K ∈ K(H), e isto completa a demonstrac¸a˜o.

Para o pro´ximo resultado, dada uma projec¸a˜o P ∈ B(H) e H˜ um subespac¸o de
H contendo PH, lembremos que P e´ dita ser de codimensa˜o finita em H˜ quando o
subespac¸o de H˜ ortogonal a ran(P ) tem dimensa˜o finita. A pro´xima proposic¸a˜o utiliza
em particular conceitos e fatos das sec¸o˜es A.1 e A.2.
Proposic¸a˜o 4.2.2. Sejam K ∈ K(H) um operador normal, e ε > 0. Enta˜o, existe
P ∈ B(H) uma projec¸a˜o de codimensa˜o finita em H tal que, relativo a` H = PH⊕P⊥H,
K e´ dado por K = K1⊕K2, com ‖K1‖ < ε.
Demonstrac¸a˜o. Seja K =
∑∞
n=1 λnPn a decomposic¸a˜o espectral de K. Considere
n0 ∈ N∗ tal que n ≥ n0 implica em |λn| < ε/2, e defina P :=
∑
n≥n0 Pn. Enta˜o, P
e´ uma projec¸a˜o que comuta com K, de onde temos K = K1⊕K2, decomposic¸a˜o esta
relativa a` H = PH⊕P⊥H; ademais, como ∑∞n=1 Pn = IH e cada Pn tem posto finito,
e´ o´bvio que P e´ uma projec¸a˜o de codimensa˜o finita em H.
Afirmamos que ‖K1‖ < ε. De fato, tome ξ ∈ PH arbitra´rio e note que
‖ξ‖2 = ‖Pξ‖2 = ∥∥(∑n≥n0 Pn)ξ∥∥2 =∑n≥n0 ‖Pnξ‖2,
de onde
‖K1ξ‖2 =
∥∥∑
n≥n0λnPnξ
∥∥2 =∑n≥n0|λn|2‖Pnξ‖2 < (ε2)2∑n≥n0‖Pnξ‖2 = (ε2)2‖ξ‖2,
e portanto ‖K1‖ ≤ ε/2 < ε, como desejado.

Corola´rio 4.2.3. Se T ∈ B(H) e´ da forma T = λI + K, com λ ∈ C e K ∈ K(H)
normal, enta˜o dado ε > 0 existe P ∈ B(H) uma projec¸a˜o de codimensa˜o finita em
H tal que, relativo a` H = PH⊕P⊥H, T e´ dado por T = (λIPH + K ′)⊕T ′, onde
K ′ ∈ K(PH) e ‖K ′‖ < ε.
Demonstrac¸a˜o. Aplique a proposic¸a˜o 4.2.2 para o compacto K, obtendo K = K1⊕K2
e ‖K1‖ < ε. Enta˜o, denotando K ′ = K1 e T ′ = λIP⊥H +K2 temos
T = λI +K = (λIPH)⊕(λIP⊥H) +K1⊕K2 = (λIPH +K1)⊕(λIP⊥H +K2) =
= (λIPH +K ′)⊕T ′,
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provando o corola´rio.

No pro´ximo teorema, usaremos notac¸o˜es e resultados discutidos no apeˆndice E, em
particular as noc¸o˜es de conjuntos clopen e espac¸os quocientes da forma X/A, para
A ⊆ X fechado.
Teorema 4.2.4. Seja X um espac¸o me´trico compacto, A ⊆ X fechado tal que o
espac¸o X/A e´ totalmente desconexo, e seja i : A −→ X a inclusa˜o. Enta˜o, a aplicac¸a˜o
i∗ : Ext(A) −→ Ext(X) e´ um isomorfismo.
Demonstrac¸a˜o. Em virtude do corola´rio E.2.5 e da observac¸a˜o E.2.6, escreva
X = A ∪˙
(⋃˙
n∈N∗Xn
)
,
onde os conjuntos Xn sa˜o clopen, diam(Xn) −→ 0, e dist(Xn, A) −→ 0 (o caso finito
e´ similar, pore´m mais simples). Para cada n ∈ N∗, fixe an ∈ A tal que dist(an, Xn) =
dist(∂A,Xn). Observe que, para quaisquer n ∈ N∗, a ∈ ∂A, x ∈ Xn vale
d(an, a) ≤ 2d(x, a) + diam(Xn);
de fato, tome um xn ∈ X tal que d(an, xn) = dist(an, Xn). Obviamente d(an, xn) ≤
d(x, a), e d(xn, x) ≤ diam(Xn). Logo,
d(an, a) ≤ d(an, xn) + d(xn, x) + d(x, a) ≤ 2d(x, a) + diam(Xn),
como observado.
Defina uma aplicac¸a˜o r : X −→ A por r(x) = x caso x ∈ A, e r(x) = an caso
x ∈ Xn. Afirmamos que r e´ cont´ınua. De fato, a continuidade de r em um ponto
x /∈ ∂A e´ evidente. Verificaremos enta˜o apenas que r e´ cont´ınua em todo ponto
a ∈ ∂A: sejam a ∈ ∂A e ε > 0 arbitra´rios. Tome n0 ∈ N∗ tal que n ≥ n0 implica em
diam(Xn) < ε/2. O conjunto X
′ = X1 ∪˙ · · · ∪˙ Xn0−1 e´ fechado, logo dist(a,X ′) > 0.
Tome portanto um δ > 0 suficientemente pequeno de modo que X ′ ∩B(a, δ) = ∅; sem
perda de generalidade, podemos supor δ < ε/4.
Considere agora x ∈ X tal que d(x, a) < δ. Enta˜o, ou x ∈ A, ou x ∈ Xm para
algum m ≥ n0; se x ∈ A temos
d(r(x), r(a)) = d(x, a) < δ < ε/4 < ε,
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e se x ∈ Xm para algum m ≥ n0, o observado acima nos da´
d(r(x), r(a)) = d(am, a) ≤ 2d(x, a) + diam(Xm) < 2 · ε
4
+
ε
2
= ε,
provando deste modo que r e´ cont´ınua no ponto a. Segue-se da´ı que r e´ uma func¸a˜o
cont´ınua, como afirmado.
E´ claro que a func¸a˜o r satisfaz r ◦ i = idA, logo temos r∗ ◦ i∗ = idExt(A), ou seja,
r∗ e´ uma inversa a` esquerda para i∗. No´s iremos provar adiante que r∗ e´ tambe´m
uma inversa a` direita para i∗, o que implicara´ em i∗ ser invers´ıvel e portanto um
isomorfismo; isto, pore´m, dara´ algum trabalho.
Fixe arbitrariamente uma extensa˜o τ : C(X) −→ Q(H). Afirmamos que existe
uma famı´lia {En}n∈N∗ ⊆ B(H) de projec¸o˜es mutuamente ortogonais satisfazendo en =
pi(En) = τ(1Xn) tais que, se denotarmos E∞ =
∑∞
n=1En e E0 = E
⊥
∞ as projec¸o˜es,
temos que
1. τ ′ : C(A) −→ Q(E0H) dada por τ ′ = αE0 ◦ Adpi(E0) ◦ τ ◦ r∗ e´ uma extensa˜o
2. Denotando In = IHn , para todo n ∈ N∗, temos
τ(g ◦ r) = τ ′(g)+ˆpi(⊕∞n=1g(an)In) ∀g ∈ C(A).
A prova desta afirmac¸a˜o e´ a parte mais longa do resultado; no´s iremos assumi-la
por enquanto, e demonstrar o resto do teorema usando esta afirmac¸a˜o.
Primeiramente, note que, como espac¸o vetorial, C(X) = I(A)⊕r∗C(A) (a notac¸a˜o
I(A) foi introduzida com a observac¸a˜o 4.1.1). Isto e´ verdade pois, dado f ∈ C(X),
f = (f − f ◦ i ◦ r) + f ◦ i ◦ r e´ tal que (f − f ◦ i ◦ r) ∈ I(A), f ◦ i ◦ r ∈ r∗C(A);
ale´m disso, se f ∈ r∗C(A) ∩ I(A), enta˜o f = g ◦ r para algum g ∈ C(A), e f |A = 0.
Ora, mas dado a ∈ A arbitra´rio, g(a) = g(r(a)) = f(a) = 0, de onde g = 0 e portanto
f = 0, provando que a soma e´ de fato direta.
Para cada n ∈ N∗ denote por εn : C(Xn) −→ C(X) a func¸a˜o que estende as
func¸o˜es de C(Xn) como zero fora de Xn, ou seja, εn(f)|Xn = f , εn(f)|X\Xn = 0 para
toda f ∈ C(Xn). E´ claro que εn e´ um *-homomorfismo injetor, para todo n. Denote
por ιn : EnH −→ H as incluso˜es, e αn = αEn . Como en = pi(En) = τ(1Xn), vemos que
naturalmente en comuta com ran(τ ◦ εn), de onde ficam bem definidas extenso˜es
τn : C(Xn) −→ Q(EnH)
por τn = αn ◦ τ ◦εn, para cada n ∈ N∗ (os detalhes da prova de que as τn sa˜o extenso˜es
sa˜o ana´logos aos apresentados na prova de que τ1 e´ extensa˜o no teorema 3.1.5).
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Para n ∈ N∗ arbitra´rio, note que por si so´ o conjunto Xn e´ um espac¸o me´trico com-
pacto com a topologia induzida de X, logo temos pelo corola´rio 3.2.15 que Ext(Xn) =
0, e da´ı segue-se que a extensa˜o τn e´ triviais. Assim, existe ψn : C(Xn) −→ B(EnH)
um *-homomorfismo unital injetor tal que τn = pi ◦ ψn.
Para cada n denote por pn : I(A) −→ C(Xn) a func¸a˜o dada por pn(f) = f |Xn ,
para todo f ∈ I(A), que e´ claramente um *-homomorfismo; defina tambe´m aplicac¸o˜es
ϕ′n : I(A) −→ B(EnH) por ϕ′n = ψn ◦ pn. E´ claro que as ϕ′n sa˜o *-homomorfismos e
portanto *-representac¸o˜es de I(A). Considere enta˜o
ϕ1 : I(A) −→ B(
⊕∞
n=1(EnH)) = B(E∞H)
a *-representac¸a˜o soma direta ϕ1 =
⊕∞
n=1ϕ
′
n (ver por exemplo [21], exerc´ıcio 3.4.3) tal
que, para cada f ∈ I(A),
ϕ1(f) = (
⊕∞
n=1ϕ
′
n)(f) =
⊕∞
n=1(ϕ
′
n(f)) =
⊕∞
n=1ψn(f |Xn).
Sejam ιn : EnH −→ H as incluso˜es. Enta˜o, ι∗nιn = IEnH, ιnι∗n = En. Relativo a`
decomposic¸a˜o H = E0H⊕E∞H = E0H⊕(
⊕∞
m=1EmH), a projec¸a˜o En se escreve como
En = 0 ⊕E˜n = 0 ⊕(0 ⊕ · · ·⊕ 0 ⊕
n-e´sima︷︸︸︷
IEnH ⊕ 0 ⊕ · · · );
em particular, observe que ϕ1(1Xn) = E˜n.
Antes de prosseguirmos, provemos que, para todo f ∈ I(A), a se´rie ∑∞n=1 f · 1Xn
converge em norma para f : de fato, dado ε > 0, em virtude da continuidade uniforme
de f e do fato que f |A = 0, existe V ⊆ X aberto contendo A tal que |f(x)| < ε ∀x ∈
V . Agora, como dist(Xn, A) −→ 0 e tambe´m diam(Xn) −→ 0, temos que existe
um n0 ∈ N∗ a partir do qual todos os Xn esta˜o contidos em V , o que implica em
|f(x)| < ε ∀x ∈ Xn,∀n ≥ n0. Assim, para quaisquer l,m ∈ N∗ com n0 < l < m
teremos
∣∣∑m
n=l+1 f(x)1Xn(x)
∣∣ ={ 0 se x /∈ Xl+1 ∪ · · · ∪Xm|f(x)| < ε caso contra´rio,
de onde
∥∥∑m
n=l+1 f · 1Xn
∥∥ ≤ ε, o que prova que a sequ¨eˆncia das somas parciais e´ de
Cauchy na norma, e portanto converge. Claramente, o limite sera´ f .
Seja 00 : I(A) −→ B(E0H) a *-representac¸a˜o nula. Queremos provar agora que
pi(00⊕ϕ1) : I(A) −→ Q(E0H⊕E∞H) = Q(H) e´ tal que pi(00⊕ϕ1) = τ |I(A). De fato:
100
considere inicialmente f ∈ I(A) tal que f = f · 1Xk , para algum k ∈ N∗. Enta˜o,
(00⊕ϕ1)(f) = 0 ⊕(
⊕
nψn((f · 1Xk)|Xn)) = 0 ⊕(0 ⊕ · · ·⊕ 0 ⊕
k-e´sima︷ ︸︸ ︷
ψk(f |Xk)⊕ 0 ⊕ · · · ) =
= ιkψk(f |Xk)ι∗k,
e portanto, como α−1k ◦ pi ◦ ψk = α−1k ◦ τk = α−1k ◦ αk ◦ τ ◦ εk = τ ◦ εk, temos
pi(00⊕ϕ1)(f) = pi(ιkψk(f |Xk)ι∗k) = α−1k (pi(ψk(f |Xk))) = τ ◦ εk(f |Xk) = τ(f · 1Xk) = τ(f).
No caso geral, se f ∈ I(A) e´ arbitra´ria, sabemos que f =∑∞n=1 f · 1Xn , esta se´rie
convergindo na normal. Obviamente, para cada n a func¸a˜o f · 1Xn pertence a I(A)
e satisfaz (f · 1Xn) · 1Xn = f · 1Xn . Logo, do caso anterior, e usando a linearidade e
continuidade de τ e pi(00⊕ϕ1) temos
pi(00⊕ϕ1)(f) = pi(00⊕ϕ1)(
∑∞
n=1 f · 1Xn) =
∑∞
n=1 pi(00⊕ϕ1)(f · 1Xn) =
=
∑∞
n=1 τ(f · 1Xn) = τ(
∑∞
n=1 f · 1Xn) = τ(f),
de onde fica estabelecido que pi(00⊕ϕ1) = τ |I(A), como afirmado.
Observe que, se f ∈ r∗C(A), enta˜o existe uma u´nica g ∈ C(A) tal que f = r∗(g) =
g ◦ r, devido a` sobrejetividade de r. Esta´ bem definida portanto a aplicac¸a˜o
ϕ2 : r
∗C(A) −→ B(E∞H)
g ◦ r 7−→ ⊕∞n=1g(an)In.
Defina tambe´m
ϕ : C(X) −→ B(E∞H)
f 7−→ ϕ1(f − f ◦ i ◦ r) + ϕ2(f ◦ i ◦ r).
Note que a func¸a˜o ϕ e´ claramente linear e preserva a involuc¸a˜o; no´s queremos provar
que ϕ preserva produtos mas, para tanto, verificaremos antes que, para quaisquer
f ∈ I(A) e g ∈ r∗C(A) temos ϕ1(f · g) = ϕ1(f)ϕ2(g) = ϕ2(g)ϕ1(f) (o fato de I(A)
ser ideal implica em f · g ∈ I(A)).
Tome arbitrariamente f ∈ I(A), g ∈ r∗C(A). Devido a` linearidade e continuidade
das func¸o˜es em questa˜o, e ao fato de que f =
∑∞
n=1 f · 1Xn em norma, podemos supor
sem perda de generalidade que f = f · 1Xn para algum n ∈ N∗. Escreva g = h ◦ r para
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algum h ∈ C(A); enta˜o, lembrando que r(x) = an para todo x ∈ Xn,
f · g = g · f = (h ◦ r) · f · 1Xn = h(an)f · 1Xn = h(an)f,
e portanto ϕ1(f · g) = h(an)ϕ1(f). Por outro lado, lembrando que E˜n = ϕ1(1Xn)
vemos de imediato que E˜nϕ1(f) = ϕ1(f) = ϕ1(f)E˜n, logo
ϕ1(f)ϕ2(g) = ϕ1(f)E˜nϕ2(h ◦ r) = ϕ1(f)E˜n(
⊕∞
m=1h(am)Im) = ϕ1(f)h(an)E˜n =
= h(an)ϕ1(f)E˜n = h(an)ϕ1(f) = ϕ1(h(an)f) = ϕ1(f · g),
provando assim que ϕ1(f · g) = ϕ1(f)ϕ2(g). Analogamente prova-se que ϕ1(f · g) =
ϕ2(g)ϕ1(f), e isto conclui a afirmac¸a˜o. Podemos agora provar que a aplicac¸a˜o ϕ
preserva produtos:
Sejam f, g ∈ C(X) arbitra´rios, e escreva f = f1 + f2, g = g1 + g2 segundo a
decomposic¸a˜o C(X) = I(A)⊕r∗C(A). Observe que f1 · g1, f1 · g2, f2 · g1 ∈ I(A), e que
f2 · g2 ∈ r∗C(A), o que implica em ϕ(f1 · g1) = ϕ1(f1 · g1), ϕ(f1 · g2) = ϕ1(f1 · g2),
ϕ(f2 · g1) = ϕ1(f2 · g1), ϕ(f2 · g2) = ϕ2(f2 · g2). Portanto,
ϕ(f · g) = ϕ((f1 + f2)(g1 + g2)) = ϕ(f1 · g1) + ϕ(f1 · g2) + ϕ(f2 · g1) + ϕ(f2 · g2) =
= ϕ1(f1 · g1) + ϕ1(f1 · g2) + ϕ1(f2 · g1) + ϕ2(f2 · g2) =
= ϕ1(f1)ϕ1(g1) + ϕ1(f1)ϕ2(g2) + ϕ2(f2)ϕ1(g1) + ϕ2(f2)ϕ2(g2) =
= (ϕ1(f1) + ϕ2(f2))(ϕ1(g1) + ϕ2(g2)) = ϕ(f)ϕ(g),
provando deste modo que ϕ preserva produtos, como desejado. Segue-se da´ı que ϕ e´
um *-homomorfismo.
Finalmente, estamos em condic¸o˜es de provar que i∗ ◦ r∗ = idExt(X): note que o item
2 da afirmac¸a˜o ainda na˜o demonstrada diz precisamente que
τ ◦ r∗(g) = τ ′(g)+ˆ(pi ◦ ϕ2(g ◦ r)) = (τ ′+ˆ(pi ◦ ϕ2 ◦ r∗))(g) ∀g ∈ C(A);
tomando τA ∈ ext(A) uma extensa˜o trivial arbitra´ria, sabemos que a extensa˜o
(pi ◦ ϕ2 ◦ r∗)+ˆτA e´ trivial, pela observac¸a˜o 2.4.6, e enta˜o (pi ◦ ϕ2 ◦ r∗)+ˆτA ∼ τA.
Tambe´m, τ ◦ r∗ e´ uma extensa˜o, devido a` sobrejetividade de r. Assim,
r∗[τ ] = [τ ◦ r∗] = [τ ◦ r∗] + 0 = [τ ′+ˆ(pi ◦ ϕ2 ◦ r∗)] + [τA] = [τ ′+ˆ(pi ◦ ϕ2 ◦ r∗)+ˆτA] =
= [τ ′+ˆτA] = [τ ′] + [τA] = [τ ′] + 0 = [τ ′].
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Tambe´m, para f ∈ C(X) arbitra´rio temos
((τ ′ ◦ i∗)+ˆ(pi ◦ ϕ))(f) = τ ′(f ◦ i)+ˆ(pi ◦ ϕ)(f) =
= τ ′(f ◦ i)+ˆ(pi ◦ ϕ1(f − f ◦ i ◦ r) + pi ◦ ϕ2(f ◦ i ◦ r)) =
= 0+ˆ(pi ◦ ϕ1)(f − f ◦ i ◦ r) + τ ′(f ◦ i)+ˆ(pi ◦ ϕ2)(f ◦ i ◦ r) =
= pi(0⊕ϕ1)(f − f ◦ i ◦ r) + τ ◦ r∗(f ◦ i) =
= τ(f − f ◦ i ◦ r) + τ(f ◦ i ◦ r) = τ(f),
provando que (τ ′◦i∗)+ˆ(pi◦ϕ) = τ ; como para toda extensa˜o trivial τX ∈ ext(X) temos
que (pi ◦ ϕ)+ˆτX e´ trivial, vemos que
i∗[τ ′] = [(τ ′ ◦ i∗)+ˆ(pi ◦ ϕ)+ˆτX ] = [τ+ˆτX ] = [τ ],
de onde temos de imediato i∗ ◦ r∗[τ ] = i∗[τ ′] = [τ ], provando deste modo que i∗ ◦ r∗ =
idExt(X), como quer´ıamos. Fica estabelecido desta forma que i∗ e´ bijetor, e portanto
um isomorfismo de grupos.
Falta-nos portanto apenas provar a afirmac¸a˜o do in´ıcio, sobre a existeˆncia das
projec¸o˜es En satisfazendo as condic¸o˜es 1 e 2. Reformularemos a afirmac¸a˜o, para ajusta´-
la a` ordem em que demonstraremos os fatos. Denote por CR(A) o subconjunto de C(A)
das func¸o˜es reais (isto e´, dos elementos auto-adjuntos de C(A)). Fixe {gm}m∈N∗ ⊆
CR(A) um subconjunto denso. Afirmamos que existe uma famı´lia {En}n∈N∗ ⊆ B(H)
de projec¸o˜es mutuamente ortogonais satisfazendo en = pi(En) = τ(1Xn) tais que, se
denotarmos por E∞ =
∑∞
n=1En e E0 = E
⊥
∞ as projec¸o˜es, e por τ
′ : C(A) −→ Q(E0H)
a aplicac¸a˜o dada por τ ′ = αE0 ◦ Adpi(E0) ◦ τ ◦ r∗, enta˜o
τ ◦ r∗(gm) = τ ′(gm)+ˆpi(
⊕∞
n=1gm(an)In) ∀m ∈ N∗, (4.1)
e ainda τ ′ e´ uma extensa˜o. Provemos isto:
Observe que τ◦r∗(gm) e´ auto-adjunto, logo podemos fixar para cadam um operador
auto-adjunto Hm tal que pi(Hm) = τ ◦ r∗(gm). O pro´ximo passo e´ construir recursi-
vamente uma famı´lia {Fn}n∈N∗ ⊆ B(H) de projec¸o˜es mutuamente ortogonais tais que
pi(Fn) = τ(1Xn), para todo n. Para tanto, pela proposic¸a˜o 3.1.4 seja F1 ∈ B(H)
uma projec¸a˜o qualquer tal que pi(F1) = τ(1X1), e tome T ∈ B(H) auto-adjunto tal
que pi(T ) = τ(1X2). Claramente o operador F
⊥
1 TF
⊥
1 e´ tal que pi(F
⊥
1 TF
⊥
1 ) = τ(1X2),
logo p := αF⊥1 (pi(F
⊥
1 TF
⊥
1 )) e´ uma projec¸a˜o em Q(F⊥1 H). Enta˜o, novamente pela pro-
posic¸a˜o 3.1.4, existe F ′2 ∈ B(F⊥1 H) uma projec¸a˜o tal que pi(F ′2) = p. Ora, mas assim
a projec¸a˜o F2 ∈ B(H) dada por F2 = 0F1H⊕F ′2 e´ ortogonal a F1 por construc¸a˜o e, em
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virtude da observac¸a˜o 2.4.13, temos
pi(F2) = pi(0F1H⊕F ′2) = α−1F⊥1 (pi(F
′
2)) = α
−1
F⊥1
◦ αF⊥1 (pi(F⊥1 TF⊥1 )) = τ(1X2).
Prosseguindo recursivamente deste modo, obtemos a famı´lia {Fm}m de projec¸o˜es como
desejado.
Note que, para todo m,n ∈ N∗,
pi(HmFn − gm(an)Fn) = τ((gm ◦ r)1Xn − gm(an)1Xn) = 0,
de onde HmFn − gm(an)Fn e´ compacto, e portanto tambe´m o operador FnHmFn −
gm(an)Fn e´ compacto. Ademais, denotando [Hm, Fn] = HmFn − FnHm, temos
pi([Hm, Fn]) = pi(HmFn − FnHm) = τ((gm ◦ r)1Xn − 1Xn(gm ◦ r)) = 0,
seguindo-se da´ı enta˜o que tambe´m o operador [Hm, Fn] e´ compacto.
Para simplificar a notac¸a˜o no que segue, por um momento fixaremos m,n e denota-
remos H = Hm, F = Fn, λ = gm(an). Escrevendo o operador H em sua decomposic¸a˜o
matricial relativa a` H = FH⊕F⊥H como
H =
(
H11 H12
H21 H22
)
,
podemos ver que
[H,F ] =
(
0 −H12
H21 0
)
.
Como o operador [H,F ] e´ compacto, segue-se queH12 eH21 sa˜o operadores compactos.
Agora, FHF −λF e´ compacto, logo H11−λIFH e´ compacto, e portanto sera´ tambe´m
compacto o operador H ′ = H − λF − F⊥HF⊥, ou seja, o operador
H ′ =
(
H11 − λIFH H12
H21 0
)
.
Fixe agora uma sequ¨eˆncia {F (k)}k∈N∗ ⊆ B(H) de subprojec¸o˜es de F convergindo
fortemente para zero, tal que F (k) tem codimensa˜o k em FH para todo k (tal sequ¨eˆncia
pode ser constru´ıda recursivamente, tomando uma base ortonormal {ξl}l∈N∗ de FH
e definindo F (k) como a projec¸a˜o ortogonal sobre span{ξl : l > k}); observando que
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F (k)F⊥ = F⊥F (k) = 0 e que F (k)F = FF (k) = F (k), temos
[H ′, F (k)] = F (k)(H − λF − F⊥HF⊥)− (H − λF − F⊥HF⊥)F (k) =
= F (k)H −HF (k) − λF (k) + λF (k) − F (k)F⊥HF⊥ + F⊥HF⊥F (k) =
= F (k)H −HF⊥ = [H,F (k)].
Afirmamos que
∥∥[H,F (k)]∥∥ −→ 0; de fato, em virtude da proposic¸a˜o 4.2.1, temos que∥∥H ′F (k)∥∥ −→ 0, ∥∥F (k)H ′∥∥ −→ 0, e da´ı
∥∥[H,F (k)]∥∥ = ∥∥[H ′, F (k)]∥∥ = ∥∥H ′F (k) − F (k)H ′∥∥ ≤ ∥∥H ′F (k)∥∥+ ∥∥F (k)H ′∥∥ −→ 0,
provando o afirmado.
Retomando o problema original: fixe n ∈ N∗ arbitra´rio, e considere uma sequ¨eˆncia
{F (k)n }k∈N∗ ⊆ B(H) de subprojec¸o˜es de Fn convergindo fortemente para zero, tal que
F
(k)
n tem codimensa˜o k em FnH para todo k . Para cada m ≤ n, o que foi provado
acima mostra que existe um km ∈ N∗ tal que, para todo k ≥ km, temos
∥∥∥[Hm, F (k)n ]∥∥∥ ≤
2−n. Denote k0 = max{k1, . . . , kn}. Enta˜o, a subprojec¸a˜o F ′n = F (k0)n de Fn e´ tal que
‖[Hm, F ′n]‖ ≤ 2−n para todo m ≤ n.
Organizando melhor as ide´ias, acabamos de provar que, para cada n ∈ N∗, existe
uma subprojec¸a˜o F ′n ∈ B(H) de Fn, de codimensa˜o finita em FnH, tal que
‖[Hm, F ′n]‖ ≤ 2−n ∀m ≤ n.
E´ o´bvio que as projec¸o˜es F ′n sa˜o todas mutuamente ortogonais, pois as Fn o sa˜o, e
como F ′n e´ de codimensa˜o finita em FnH, vemos que o operador Fn − F ′n e´ de posto
finito, e portanto compacto. Segue-se que pi(F ′n) = pi(Fn) = τ(1Xn), para todo n ∈ N∗.
Em particular, prova-se que [Hm, F
′
n] e´ compacto para todo m,n ∈ N∗, da mesma
forma que provamos que [Hm, Fn] e´ compacto para todo m,n ∈ N∗.
Seja F ′0 = IH −
∑∞
n=1 F
′
n, e considere a matriz de Hm relativa a` decomposic¸a˜o
H = ⊕∞n=0F ′nH. Observe que, para n > k ≥ 0 arbitra´rios temos que F ′kF ′n = 0, e
portanto
F ′k[Hm, F
′
n]F
′
n = F
′
kHmF
′
n − F ′kF ′nHmF ′n = F ′kHmF ′n,
de onde as entradas desta matriz que esta˜o acima da diagonal sa˜o compactas. Afir-
mamos que o operador R, formado zerando-se todas as entradas diagonais e abaixo
da diagonal da matriz de Hm e´ um operador compacto. De fato, observe que a matriz
de R possui apenas um nu´mero finito de entradas na˜o nulas em suas m− 1 primeiras
colunas, e que todas estas entradas sa˜o compactas. Logo, basta provarmos que e´ com-
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pacto o operador R′ formado zerando-se as m−1 primeiras colunas de R; no´s faremos
isto provando que R′ e´ o limite, na norma, de operadores compactos.
Para p > m, denote por Tp o operador formado zerando-se todas as entradas de
Hm, exceto pelas entradas acima da diagonal, da coluna m (inclusive) ate´ a coluna
p (inclusive). Obviamente o operador Tp e´ compacto, pois sua matriz possui apenas
um nu´mero finito de entradas na˜o nulas, todas elas compactas. Considere a sequ¨eˆncia
{Tp}p>m. Observe que o operador Tp− Tp−1 possui apenas a p-e´sima coluna na˜o nula;
assim,
‖Tp − Tp−1‖ ≤
∑p−1
k=1‖(Tp − Tp−1)kp‖ =
∑p−1
k=1‖(Hm)kp‖ =
∑p−1
k=1
∥∥F ′kHmF ′p∥∥ =
=
∑p−1
k=1
∥∥F ′k[Hm, F ′p]F ′p∥∥ ≤∑p−1k=1‖F ′k‖ · ∥∥[Hm, F ′p]∥∥ · ∥∥F ′p∥∥ =
=
∑p−1
k=1
∥∥[Hm, F ′p]∥∥ ≤∑p−1k=12−p = (p− 1)2−p,
onde aqui naturalmente (Tp−Tp−1)kp denota a entrada (k, p) da matriz de Tp−Tp−1 e
assim por diante, e tambe´m usamos o fato de que ‖F ′n‖ = 1 para todo n (ver por exem-
plo [21], exerc´ıcio 4.4.14(5)). Como consequ¨eˆncia, temos que limp→∞‖Tp − Tp−1‖ = 0,
de onde a sequ¨eˆncia {Tp}p>m e´ de Cauchy, e portanto converge. E´ o´bvio que o limite
desta sequ¨eˆncia e´ o operador R′; segue-se que R′ e´ compacto, e portanto R e´ compacto,
como quer´ıamos provar.
Em outras palavras, a parte de Hm acima da diagonal e´ compacta; agora, como
Hm e´ um operador auto-adjunto, temos que tambe´m a parte abaixo da diagonal e´
compacta. Logo, podemos escrever
Hm = (
⊕∞
n=0H
(n)
m ) +K
′
m, (4.2)
onde H
(n)
m ∈ B(F ′nH) e´ a n-e´sima entrada da diagonal de Hm (ou seja, a entrada
determinada por F ′nHmF
′
n), e K
′
m e´ o operador compacto formado a partir de Hm,
zerando-se a sua diagonal.
Observe que o operador F ′nHmF
′
n−gm(an)F ′n e´ compacto para quaisquerm,n ∈ N∗,
pela mesma raza˜o que o operador FnHmFn − gm(an)Fn e´ compacto, como provado
anteriormente. Portanto, podemos escrever, para quaisquer m,n ∈ N∗
H(n)m = gm(an)I
′
n + K˜
(n)
m , (4.3)
onde K˜
(n)
m e´ compacto e I
′
n = IF ′nH. Assim, pelo corola´rio 4.2.3, para todo m,n ∈ N∗
existe P
(m)
n ∈ B(F ′nH) uma projec¸a˜o de codimensa˜o finita em F ′nH tal que, relativo a`
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F ′nH = P (m)n (F ′nH)⊕(P (m)n )⊥(F ′nH), o operador H(n)m se escreve como
H(n)m = (gm(an)I
(m)
n + Kˆ
(n)
m )⊕H˜
(n)
m ,
onde I
(m)
n = IP (m)n (F ′nH), Kˆ
(n)
m ∈ K(P (m)n (F ′nH)) e ||Kˆ(n)m || < 1/n.
Denotando K
(n)
m = Kˆ
(n)
m ⊕ 0(P (m)n )⊥(F ′nH), vemos que K
(n)
m ∈ K(F ′nH), ||K(n)m || < 1/n,
e
H(n)m = (gm(an)I
(m)
n )⊕H˜
(n)
m +K
(n)
m . (4.4)
Denote por F
(m)
n ∈ B(H) a projec¸a˜o determinada por P (m)n , ou seja,
F
(m)
n = P
(m)
n ⊕ 0 relativo a` H = F ′nH⊕F ′n⊥H. Observe que F (m)n e´ uma subprojec¸a˜o
de F ′n que e´ de codimensa˜o finita em FnH, visto que F (m)n e´ de codimensa˜o finita em
F ′nH e F ′n e´ de codimensa˜o finita em FnH.
Para cada n ∈ N∗ seja F ′′n ∈ B(H) a projec¸a˜o ortogonal sobre a intersecc¸a˜o das
imagens de F
(1)
n , . . . , F
(n)
n . Naturalmente, F ′′n e´ subprojec¸a˜o de F
′
n, pois todas as F
(k)
n
o sa˜o. Como cada F kn e´ de codimensa˜o finita em FnH, e a codimensa˜o da intersecc¸a˜o
de espac¸os e´ menor ou igual a` soma das codimenso˜es dos mesmos espac¸os, temos que
F ′′n tambe´m sera´ de codimensa˜o finita em FnH.
Momentaneamente, fixe um m ≥ 1 arbitra´rio. Para cada n com 1 ≤ n < m
(observe que este passo e´ ignorado caso m = 1), usando que F ′′n e´ subprojec¸a˜o de F
′
n
e a equac¸a˜o 4.3, podemos escrever
H(n)m = (gm(an)I
′′
n⊕gm(an)I ′′n⊥) + K˜
(n)
m ,
onde I ′′n = IF ′′nH, e I
′′
n
⊥ e´ o operador identidade no subespac¸o de F ′nH ortogonal a F ′′nH.
Obviamente, I ′′n
⊥ age em um subespac¸o de H que e´ ortogonal a F ′′kH, para todo k 6= n,
visto que F ′k ⊥ F ′n e F ′′k e´ subprojec¸a˜o de F ′k.
Para n ≥ m, observe que F ′′n e´ subprojec¸a˜o de F (m)n por definic¸a˜o. Usando que
P
(m)
n (F ′nH) = F (m)n H e a equac¸a˜o 4.4, podemos enta˜o escrever
H(n)m = (gm(an)I
′′
n⊕Hˆ(n)m ) +K(n)m ,
onde Hˆ
(n)
m = gm(an)Jn⊕H˜(n)m , e aqui Jn denota o operador identidade no subespac¸o de
F
(m)
n H ortogonal a F ′′nH. Note que Hˆ(n)m age em um subespac¸o de H ortogonal a F ′′kH,
para todo k 6= n, pela mesma raza˜o que no caso anterior I ′′n⊥ foi visto ter a mesma
propriedade.
Defina operadores H ′′m, K
′′
m ∈ B(H) por
H ′′m = H
(0)
m ⊕(
⊕m−1
n=1 (gm(an)I
′′
n⊕gm(an)I ′′n⊥))⊕(
⊕∞
n=m(gm(an)I
′′
n⊕Hˆ(n)m )),
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K ′m = 0F ′0H⊕(
⊕m−1
n=1 K˜
(n)
m )⊕(
⊕∞
n=mK
(n)
m ).
Observe que
⊕∞
n=mK
(n)
m e´ um operador compacto, visto que limn→∞||K(n)m || =
0; como
⊕m−1
n=1 K˜
(n)
m e´ compacto, conclu´ımos que o operador K
′′
m e´ compacto. Note
tambe´m que
⊕∞
n=0H
(n)
m = H ′′m +K
′′
m, pois⊕∞
n=0H
(n)
m = H
(0)
m ⊕(
⊕m−1
n=1H
(n)
m )⊕(
⊕∞
n=mH
(n)
m ) =
= H(0)m ⊕(
⊕m−1
n=1 [(gm(an)I
′′
n⊕gm(an)I ′′n⊥) + K˜
(n)
m ])⊕(
⊕∞
n=m[(gm(an)I
′′
n⊕Hˆ(n)m ) +K(n)m ]) =
= H ′′m +K
′′
m.
Se reordenarmos os fatores de H ′′m segundo a decomposic¸a˜o do espac¸o H dada por
H = (⊕∞n=1F ′′nH)⊥⊕(⊕∞n=1F ′′nH), podemos escrever
H ′′m = H
′
m⊕(
⊕∞
n=1gm(an)I
′′
n),
onde H ′m ∈ B((
⊕∞
n=1F
′′
nH)⊥) e´ dado por
H ′m = H
(0)
m ⊕(
⊕m−1
n=1 gm(an)I
′′
n
⊥
)⊕(⊕∞n=mHˆ(n)m )
relativamente a` decomposic¸a˜o de (
⊕∞
n=1F
′′
nH)⊥ impl´ıcita na notac¸a˜o.
Assim, em virtude da equac¸a˜o 4.2, denotando Km = K
′′
m+K
′
m, que e´ um operador
compacto, temos, para todo m ∈ N∗,
Hm = (H
′′
m +K
′′
m) +K
′
m = H
′
m⊕(
⊕∞
n=1gm(an)I
′′
n) +Km. (4.5)
Finalmente, para cada n ∈ N∗ seja En ∈ B(H) uma subprojec¸a˜o de F ′′n de codi-
mensa˜o 1 em F ′′nH. E´ claro enta˜o que as projec¸o˜es En sa˜o mutuamente ortogonais,
e En e´ de codimensa˜o finita em FnH para todo n, de onde Fn − En e´ compacto e
portanto pi(En) = pi(Fn) = τ(1Xn). Denote E∞ =
∑∞
n=1En, E0 = E
⊥
∞, e0 = pi(E0),
observando que E∞H =
⊕∞
n=1EnH.
Dado um m ∈ N∗ qualquer, escrevemos
gm(an)I
′′
n = gm(an)I
⊥
n ⊕gm(an)In,
onde In = IEnH, e I
⊥
n e´ o operador identidade no subespac¸o de F
′′
nH ortogonal a EnH
(subespac¸o este que possui dimensa˜o 1). Substituindo na equac¸a˜o 4.5 e efetuando uma
nova reordenac¸a˜o dos termos, segundo a decomposic¸a˜o H = E0H⊕E∞H, escrevemos
Hm −Km = H˜m⊕(
⊕∞
n=1gm(an)In),
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onde
H˜m = H
′
m⊕(
⊕∞
n=1gm(an)I
⊥
n ) = H
′
m⊕(diagn(gm(an))),
e aqui usamos que
⊕∞
n=1gm(an)I
⊥
n = diagn(gm(an)), visto que cada projec¸a˜o En e´ de
codimensa˜o 1 em F ′′nH. Observe enta˜o que, em particular,
(Hm −Km)E0 = H˜m⊕ 0 = E0(Hm −Km),
e da´ı temos que
(τ ◦ r∗)(gm)e0 = pi(Hm)pi(E0) = pi(Hm −Km)pi(E0) = pi(E0)pi(Hm −Km) =
= e0(τ ◦ r∗)(gm);
a densidade em CR(A) da famı´lia {gm}m, o fato que todo elemento de C(A) pode
ser decomposto em suas partes real e imagina´ria (que sa˜o func¸o˜es reais), e a line-
aridade e continuidade das aplicac¸o˜es envolvidas implicam portanto que e0 comuta
com ran(τ ◦ r∗), de onde temos que a aplicac¸a˜o τ ′ : C(A) −→ Q(E0H) dada por
τ ′ = αE0 ◦ Ade0 ◦ τ ◦ r∗ e´ um *-homomorfismo unital. Provaremos adiante que τ ′
e´ injetora e portanto uma extensa˜o, mas antes nos preocuparemos em estabelecer a
outra parte da afirmac¸a˜o.
Se ι0 : E0H −→ H denota a inclusa˜o, enta˜o ι0ι∗0 = E0, H˜m = ι∗0(Hm − Km)ι0, e
assim
pi(H˜m) = pi(ι
∗
0(Hm −Km)ι0) = αE0(pi(ιι∗0(Hm −Km)ι0ι∗)) =
= αE0(pi(E0(Hm −Km)E0)) = αE0(e0pi(Hm −Km)e0) =
= αE0(e0pi(Hm)e0) = τ
′(gm),
de onde podemos escrever
τ ◦ r∗(gm) = pi(Hm) = pi(Hm −Km) = pi(H˜m⊕(
⊕∞
n=1gm(an)In)) =
= pi(H˜m)+ˆpi(
⊕∞
n=1gm(an)In) = τ
′(gm)+ˆpi(
⊕∞
n=1gm(an)In),
demonstrando finalmente uma das partes da afirmac¸a˜o.
Por linearidade, continuidade e densidade note que, em particular, ficou provado
que
τ ◦ r∗(g) = τ ′(g)+ˆpi(⊕∞n=1g(an)In) ∀g ∈ C(A),
que e´ precisamente o que usamos no in´ıcio do teorema para provar que i∗ era isomor-
fismo.
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Falta-nos agora apenas provar que o *-homomorfismo τ ′ e´ injetor: da decomposic¸a˜o
H˜m = H
′
m⊕(diagn(gm(an))), podemos ver que σ(H˜m) = σ(H ′m) ∪ {gm(an)}n, de onde
em particular σ(τ ′(gm)) = σ(pi(H˜m)) = σe(H˜m) conte´m todos os pontos de acumulac¸a˜o
da sequ¨eˆncia {gm(an)}n, pela caracterizac¸a˜o do espectro essencial de um operador
normal dada pelo teorema B.1.4. Dois destes pontos de acumulac¸a˜o sa˜o lim infn gm(an)
e lim supn gm(an), logo se denotarmos por r(τ
′(gm)) o raio espectral de τ ′(gm), temos
| lim inf
n
gm(an)| ≤ r(τ ′(gm)) ≤ ‖τ ′(gm)‖,
| lim sup
n
gm(an)| ≤ r(τ ′(gm)) ≤ ‖τ ′(gm)‖,
e portanto
lim sup
n
|gm(an)| = max{| lim inf
n
gm(an)|, | lim sup
n
gm(an)|} ≤ ‖τ ′(gm)‖,
de onde por densidade e continuidade conclu´ımos que
lim sup
n
|g(an)| ≤ ‖τ ′(g)‖ ∀g ∈ CR(A).
Tome arbitrariamente g ∈ ker(τ ′); como enta˜o tambe´m temos Re(g), Im(g) ∈
ker(τ ′), sem perda de generalidade podemos supor que g ∈ CR(A). Pelo observado
acima, lim supn |g(an)| ≤ ‖τ ′(g)‖ = 0 ≤ lim infn |g(an)|, de onde limn→∞|g(an)| = 0, e
portanto limn→∞g(an) = 0.
Defina f : X −→ R por f = ∑∞n=1 g(an)1Xn . Afirmamos que f e´ cont´ınua: de
fato, dado ε > 0 arbitra´rio, pelo que acabamos de ver podemos tomar n0 ∈ N∗ tal que
n ≥ n0 implica em |g(an)| < ε. A func¸a˜o f0 =
∑n0
n=1 g(an)1Xn e´ combinac¸a˜o linear
finita de func¸o˜es cont´ınuas, e portanto cont´ınua. E´ fa´cil ver que ||f − f0|| ≤ ε, logo f
e´ limite uniforme de func¸o˜es cont´ınuas, sendo portanto cont´ınua, como afirmado.
Assim, tambe´m sera´ cont´ınua a func¸a˜o h := (g ◦ r)−f . Se x ∈ X\A, enta˜o x ∈ Xk
para algum k, e portanto
h(x) = (g ◦ r)(x)− f(x) = g(ak)− g(ak) = 0,
provando desta forma que h se anula fora de A; por continuidade, h tambe´m se anula
em ∂A. Ora, mas f se anula em ∂A por definic¸a˜o, logo temos que g ◦ r = h + f se
anula em ∂A. Em particular, g(an) = (g ◦ r)(an) = 0, para todo n ∈ N∗. Segue-se da´ı
que
τ ◦ r∗(g) = τ ′(g)+ˆpi(⊕∞n=1g(an)In) = 0+ˆ0 = 0,
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e da injetividade de τ ◦ r∗ temos de imediato g = 0, o que estabelece a injetividade de
τ ′, e o teorema esta´ finalmente demonstrado.

A primeira aplicac¸a˜o do teorema 4.2.4 e´ na prova do seguinte lema, que sera´ ne-
cessa´rio para a demonstrac¸a˜o do teorema 4.2.6. Neste lema, usaremos em particular o
conceito de espectro de C*-a´lgebras e o teorema de Gelfand para C*-a´lgebras comuta-
tivas, algo presente em qualquer literatura cla´ssica sobre C*-a´lgebras; ver por exemplo
[21] teorema 3.3.6., [18] teorema 1.1.7, [2] teorema 1.1.1., [9] teorema I.3.1.
Lema 4.2.5. Sejam X, Y espac¸os me´tricos compactos, p : X −→ Y cont´ınua e sobre-
jetora, B ⊆ Y fechado que conte´m todos os pontos com pre´-imagem mu´ltipla em X
por p, A = p−1(B), p′ : A −→ B a restric¸a˜o de p, e i : A −→ X, j : B −→ Y as
incluso˜es. Enta˜o, ker(p∗) ⊆ i∗(ker(p′∗)).
Demonstrac¸a˜o. Temos o seguinte diagrama comutativo:
X
p // Y
A
i
OO
p′ // B
j
OO
Seja [τ ] ∈ ker(p∗) arbitra´rio. A sobrejetividade de p garante enta˜o que τ : C(X) −→
Q(H) e´ tal que τ ◦ p∗ : C(Y ) −→ Q(H) e´ uma extensa˜o trivial, e portanto existe
ψ : C(Y ) −→ B(H) um *-homomorfismo unital injetor satisfazendo τ ◦ p∗ = pi ◦ ψ.
Seja E a medida espectral associada a` *-representac¸a˜o ψ, e ψ˜ : B(Y ) −→ B(H) a
extensa˜o de ψ para as func¸o˜es limitadas e Borel-mensura´veis, como visto na sec¸a˜o
A.1.
Note inicialmente que se U ⊆ X e´ tal que U ∩A = ∅, enta˜o P (U)∩B = ∅; de fato,
se tive´ssemos y ∈ p(B)∩B, enta˜o por um lado y ∈ B, o que implica em p−1(y) ⊆ A e
por outro lado y ∈ p(U), ou seja, y = p(x) para algum x ∈ U , de onde x ∈ p−1(y) ⊆ A,
e portanto x ∈ U ∩ A = ∅, gerando um absurdo. Note que em particular isto prova
que se U ⊆ X e´ tal que U ∩ A = ∅, enta˜o p−1(p(U)) = U .
Tome {Un}n∈N∗ uma base para a topologia de X\A induzida da topologia de X,
tal que Cn := Un e´ disjunto de A para todo n, como segue: visto que X\A e´ separa´vel,
para cada ponto de um subconjunto denso e enumera´vel de X\A considere um sistema
fundamental de vizinhanc¸as para este ponto, formado por bolas centradas neste ponto
e com raios racionais pequenos o suficiente para que o fecho destas bolas na˜o intersecte
A, o que e´ sempre poss´ıvel visto que A e´ fechado e portanto a distaˆncia do ponto ate´
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A e´ positiva. A reunia˜o de tais sistemas fundamentais de vizinhanc¸as e´ claramente
uma base de X\A como desejado. Em particular, os conjuntos Cn sa˜o fechados em
X, e portanto compactos. Ademais, o que provamos acima mostra que p(Cn)∩B = ∅
para todo n ∈ N∗.
Para cada n ∈ N∗ o conjunto p(Cn) e´ compacto e portanto mensura´vel, logo pode-
mos definir en := pi(E (p(Cn))) = pi(ψ˜(1p(Cn))), que e´ uma projec¸a˜o em Q(H), e note
que todas as projec¸o˜es en comutam entre si por definic¸a˜o. SejaM = C
∗(ran(τ), {en}n),
que e´ uma sub-C*-a´lgebra com unidade de Q(H).
Observe que ∂p(Cn) ⊆ p(Cn), visto que p(Cn) e´ compacto e portanto fechado, de
onde conclu´ımos que ∂p(Cn) ∩ B ⊆ p(Cn) ∩ B = ∅. Em outras palavras, ∂p(Cn) e´
disjunto do conjunto dos pontos em Y com pre´-imagem mu´ltipla em X por p. Assim,
pelo lema 4.1.7, todas as projec¸o˜es en comutam com ran(τ), de onde podemos concluir
de imediato que M e´ uma C*-a´lgebra comutativa.
Em virtude do teorema de Gelfand, a transformada de Gelfand Γ : M −→ C(M̂)
e´ um *-isomorfismo. Como ran(τ) ⊆ M, vemos que o *-homomorfismo dado pela
composic¸a˜o Γ ◦ τ : C(X) −→ C(M̂) esta´ bem definido e e´ injetor, sendo portanto
dual a uma sobrejec¸a˜o cont´ınua u : M̂ −→ X, ou seja, Γ ◦ τ = u∗. Logo, para todo
f ∈ C(X),
τ̂(f) = Γ ◦ τ(f) = u∗(f) = f ◦ u,
e portanto para todo ϕ ∈ M̂ tem-se
ϕ(τ(f)) = τ̂(f)(ϕ) = (f ◦ u)(ϕ);
em particular, para todo g ∈ C(Y ), temos p∗(g) = g ◦ p ∈ C(Y ), e assim
ϕ(τ ◦ p∗(g)) = ϕ(τ(g ◦ p)) = ̂τ(g ◦ p)(ϕ) = (g ◦ p ◦ u)(ϕ).
Ademais, note que se ϕ1, ϕ2 ∈ M̂ sa˜o tais que u(ϕ1) = u(ϕ2), enta˜o ϕ1|ran(τ) =
ϕ2|ran(τ) pois, para f ∈ C(X) qualquer temos
ϕ1(τ(f)) = f(u(ϕ1)) = f(u(ϕ2)) = ϕ2(τ(f)).
Afirmamos que se ϕ ∈ M̂ e´ tal que u(ϕ) /∈ Cn, para algum n, enta˜o ϕ(en) = 0. De
fato, se u(ϕ) /∈ Cn, enta˜o p(u(ϕ)) /∈ p(Cn), visto que cada ponto de p(Cn) possui apenas
uma pre´-imagem, que esta´ portanto necessariamente em Cn. Pelo lema de Urysohn,
tome enta˜o g ∈ C(Y ) com g(p(u(ϕ))) = 1 e g|p(Cn)=0. Obviamente, g · 1p(Cn) = 0;
assim,
τ(g ◦ p)en = pi(ψ˜(g))pi(ψ˜(1p(Cn))) = pi(ψ˜(g · 1p(Cn))) = 0,
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e da´ı
0 = ϕ(0) = ϕ(τ(g ◦ p)en) = ϕ(τ(g ◦ p))ϕ(en) = (g ◦ p ◦ u)(ϕ) · ϕ(en) = 1 · ϕ(en) = ϕ(en),
o que verifica o afirmado.
Queremos provar agora que u′ : u−1(A) −→ A dada pela restric¸a˜o de u e´ um
homeomorfismo: claramente u′ e´ cont´ınua. Como u−1(A) e compacto e A e´ Hausdorff,
para provarmos que u′ e´ homeomorfismo basta verificarmos que u′ e´ bijetora. A func¸a˜o
u′ e´ sobrejetora por definic¸a˜o, falta apenas ver a injetividade. Suponha que ϕ1, ϕ2 ∈
u−1(A) sa˜o tais que u′(ϕ1) = u′(ϕ2). Enta˜o, em particular u(ϕ1) = u(ϕ2), e da´ı
vem que ϕ1|ran(τ) = ϕ2|ran(τ), conforme mostrado anteriormente. Ale´m disso, u′(ϕ1) =
u′(ϕ2) ∈ A, e como A ∩ Cn = ∅ para todo n, conclu´ımos do que foi visto acima que
ϕ1(en) = ϕ2(en) = 0, para todo n. Provamos deste modo que ϕ1 e ϕ2 coincidem
nos geradores da C*-a´lgebra M, o que implica enta˜o em ϕ1 = ϕ2, estabelecendo a
injetividade de u′, como desejado. Segue-se que u′ e´ homeomorfismo.
Afirmamos agora que p(Un) e´ aberto em Y , para todo n: como X e´ compacto e Y e´
Hausdorff, a continuidade de p implica em p ser uma aplicac¸a˜o fechada; segue-se disto
e da sobrejetividade de p que a topologia em Y e´ a topologia quociente da aplicac¸a˜o
p (para a prova deste fato ver por exemplo [23], teorema 9.2). Logo, p(Un) e´ aberto
em Y se, e somente se, p−1(p(Un)) e´ aberto em X. Ora, mas Un ∩ A = ∅, e ja´ vimos
que neste caso p−1(p(Un)) = Un; o conjunto Un e´ aberto em X\A, e portanto aberto
em X, visto que X\A e´ aberto em X. Fica assim provado que p(Un) e´ aberto em Y ,
para todo n, como quer´ıamos.
Vamos provar que, se ϕ ∈ M̂ e´ tal que u(ϕ) ∈ Un, para algum n, enta˜o ϕ(en) = 1:
naturalmente, u(ϕ) ∈ Un implica em p(u(ϕ)) ∈ p(Un). Como acabamos de ver, o
conjunto p(Un) e´ aberto em Y , logo Y \p(Un) e´ fechado em Y ; pelo lema de Urysohn,
existe enta˜o uma func¸a˜o g ∈ C(Y ) tal que g(p(u(ϕ))) = 0 e g|Y \p(Un) = 1. Observando
que p(Un) ⊆ p(Cn), e´ fa´cil verificar que 1Y \p(Cn) = g · 1Y \p(Cn). Agora,
1Q(H) − en = pi(ψ˜(1− 1p(Cn))) = pi(ψ˜(1Y \p(Cn))),
logo
ϕ(1− en) = ϕ(pi(ψ˜(1Y \p(Cn)))) = ϕ(pi(ψ˜(g · 1Y \p(Cn)))) =
= ϕ(pi(ψ˜(g)))ϕ(pi(ψ˜(1Y \p(Cn)))) = ϕ(τ(g ◦ p))ϕ(1− en) =
= g(p(u(ϕ))) · ϕ(1− en) = 0 · ϕ(1− en) = 0,
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de onde segue que
1 = ϕ(1Q(H)) = ϕ(en + (1− en)) = ϕ(en) + ϕ(1− en) = ϕ(en) + 0 = ϕ(en),
como quer´ıamos provar.
O pro´ximo passo e´ provar que M̂\u−1(A) e´ totalmente desconexo. Para tanto, con-
sidere o espac¸o quociente M = M̂/u−1(A), que e´ compacto pois e´ imagem cont´ınua
da aplicac¸a˜o quociente q : M̂ −→ M . Observe que basta provarmos que M e´ total-
mente desconexo, visto que o espac¸o M̂\u−1(A) e´ homeomorfo a um subespac¸o de M ,
e subespac¸os de espac¸os totalmente desconexos sa˜o totalmente desconexos.
Denote por a ∈M o ponto a = q(u−1(A)). Para cada n, se ϕ1, ϕ2 ∈ u−1(A), enta˜o
ja´ vimos que ên(ϕ1) = 0 = ên(ϕ2); como ên ∈ C(M̂), ela induz portanto uma func¸a˜o
no quociente, fn ∈ C(M), dada por fn([ϕ]) = ên(ϕ) para todo [ϕ] ∈ M . Note que,
por definic¸a˜o, fn(a) = 0.
Afirmamos que C(M) = C∗(1, {fn}n); de fato, por Stone-Weierstrass e´ suficiente
provar que C∗(1, {fn}n) separa pontos de M . Para tanto, sejam a1, a2 ∈ M distintos
tomados arbitrariamente. Temos dois casos poss´ıveis:
No primeiro caso, a1, a2 ∈ M\{a}; enta˜o, estas classes possuem apenas um ele-
mento cada, que denotaremos respectivamente por ϕ1 e ϕ2. Aqui, temos duas pos-
sibilidades: caso u(ϕ1) 6= u(ϕ2), tome um Ck tal que u(ϕ1) ∈ Uk e u(ϕ2) /∈ Ck (que
certamente existe visto que u(ϕ1), u(ϕ2) ∈ X\A, d(u(ϕ1), u(ϕ2)) > 0 e {Un}n e´ uma
base de X\A). Enta˜o, para este k correspondente, êk(ϕ1) = 1, êk(ϕ2) = 0, e portanto
fk(a1) = 1 6= 0 = fk(a2), de onde fk separa os pontos a1, a2. Agora, se tive´ssemos
u(ϕ1) = u(ϕ2), enta˜o sabemos que ϕ1 e ϕ2 coincidem em ran(τ); como ran(τ), os en
geram M̂, e ϕ1 6= ϕ2, necessariamente existe um k ∈ N∗ tal que êk(ϕ1) 6= êk(ϕ2), e
aqui o fk correspondente separa enta˜o os pontos a1 e a2.
No segundo caso, a1 6= a, a2 = a; enta˜o, a classe a1 possui apenas um elemento, que
denotaremos por ϕ1, e observe que ϕ1 ∈ M̂\u−1(A), de onde temos que u(ϕ1) ∈ X\A.
Tome portanto k ∈ N∗ tal que u(ϕ1) ∈ Uk. Vimos anteriormente que neste caso temos
êk(ϕ1) = 1, e como Ck∩A = ∅, sabemos tambe´m que êk(ϕ) = 0, para todo ϕ ∈ u−1(A).
Segue-se da´ı que fk(a1) = 1 e fk(a2) = fk(a) = 0, provando que fk separa os pontos
a1, a2.
Fica provado deste modo que C(M) = C∗(1, {fn}n), como afirmado; ora, mas note
que C(M) e´ gerado por uma famı´lia de idempotentes, logoM e´ totalmente desconexo,
pela proposic¸a˜o E.2.2, de onde temos pelo que foi observado anteriormente que o espac¸o
M̂\u−1(A) e´ totalmente desconexo.
Considere agora a C*-a´lgebra N = C∗(ran(τ ◦ p∗), {en}n) . Observe que N ⊆ M
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e que 1Q(H) ∈ N, logo N e´ uma sub-C*-a´lgebra comutativa com unidade de Q(H).
Denote por Γ′ : N −→ C(N̂) o *-isomorfismo de Gelfand, e seja η : C(N̂) −→ C(M̂) o
*-homomorfismo dado por η = Γ◦(Γ′)−1.Temos enta˜o o seguinte diagrama comutativo:
C(X) τ // ran(τ) 
 //
M̂
Γ // C(M̂)
C(Y )
p∗
OO
τ◦p∗ // ran(τ ◦ p∗)?

OO
  //
N̂
?
OO
Γ′ // C(N̂)
η
OO
Sabemos que Γ ◦ τ = u∗, e similarmente a injetividade de η e de Γ′ ◦ τ ◦ p∗ implica em
haver sobrejec¸o˜es cont´ınuas p˜ : M̂ −→ N̂ e v : N̂ −→ Y tais que η = p˜∗, Γ′◦τ ◦p∗ = v∗.
A comutatividade do diagrama implica enta˜o em (p ◦u)∗ = u∗ ◦ p∗ = p˜∗ ◦ v∗ = (v ◦ p˜)∗,
de onde conclu´ımos que p ◦ u = v ◦ p˜.
Similarmente ao que vimos com a aplicac¸a˜o u, prova-se na mesma linha de ra-
cioc´ınio que a aplicac¸a˜o v′ : v−1(B) −→ B dada pela restric¸a˜o de v e´ um homeomor-
fismo, e que o espac¸o N̂\v−1(B) e´ totalmente desconexo.
Podemos enta˜o definir aplicac¸o˜es r : A −→ M̂ e s : B −→ N̂ por r = u−1 ◦ i,
s = v−1 ◦ j, ja´ que u−1 esta´ bem definida em ran(i) = A ⊆ X, e tambe´m v−1 esta´ bem
definida em ran(j) = B ⊆ Y ; estas aplicac¸o˜es sa˜o claramente cont´ınuas.
Observe que, se denotarmos por i′ : u−1(A) −→ M̂ a inclusa˜o, temos que
(u−1 ◦ i)(x) = ((i′) ◦ (u′)−1)(x) para todo x ∈ A, de onde podemos alternativamente
definir a func¸a˜o r como r = (i′) ◦ (u′)−1. Agora, a aplicac¸a˜o (u′)∗ e´ um isomorfirmo,
visto que u′ e´ um homeomorfismo, e ale´m disso tambe´m (i′)∗ e´ um isomorfismo, pelo te-
orema 4.2.4; vemos da´ı que r∗ : Ext(A) −→ Ext(M̂) e´ um isomorfismo. Analogamente
prova-se que s∗ : Ext(B) −→ Ext(N̂) e´ um isomorfismo.
Obtivemos um diagrama comutativo
M̂
p˜ //
u

N̂
v

X
p // Y
A
r
GG i
>>}}}}}}}} p′ // B
s
WW//////////////j
``@@@@@@@
Observe que Γ−1 : C(M̂) −→ M ⊆ Q(H) e´ em particular uma extensa˜o; ainda,
como Γ ◦ τ = u∗, temos τ = Γ−1 ◦ u∗; denotando τ˜ = Γ−1, vemos portanto que
[τ ] = u∗[τ˜ ].
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Agora, [τ˜ ] ∈ Ext(M̂), e como r∗ e´ isomorfismo, existe [τ ′] ∈ Ext(A) tal que r∗[τ ′] = [τ˜ ].
Observe enta˜o que
[τ ] = u∗[τ˜ ] = u∗ ◦ r∗[τ ′] = (u ◦ r)∗[τ ′] = i∗[τ ′].
Provaremos agora que [τ ′] ∈ ker(p′∗): de fato, note do diagrama acima que
s ◦ p′ = v−1 ◦ j ◦ p′ = v−1 ◦ j ◦ u ◦ r = v−1 ◦ v ◦ p˜ ◦ r =
= p˜ ◦ r = p˜ ◦ u−1 ◦ i = v−1 ◦ p ◦ i,
e assim, visto que s∗ e´ um isomorfismo, e p∗[τ ] = 0,
p′∗[τ
′] = s−1∗ ◦ s∗ ◦ p′∗[τ ′] = s−1∗ ◦ (s ◦ p′)∗[τ ′] = s−1∗ ◦ (v−1 ◦ p ◦ i)∗[τ ′] =
= s−1∗ ◦ (v−1)∗ ◦ p∗ ◦ i∗[τ ′] = s−1∗ ◦ (v−1)∗ ◦ p∗[τ ] = s−1∗ ◦ (v−1)∗ ◦ p∗[τ ] =
= s−1∗ ◦ (v−1)∗(0) = 0,
de onde [τ ′] ∈ ker(p′∗), como afirmado.
Lembrando que [τ ] ∈ ker(p∗) havia sido tomado arbitrariamente, verificamos que
ker(p∗) ⊆ i∗(ker(p′∗)) como desejado, e o lema esta´ provado.

Note que, em particular, o lema 4.2.5 prova que ker(p∗) ⊆ ran(i∗). Estamos fi-
nalmente em condic¸o˜es de provar os resultados principais da sec¸a˜o. Em particular, a
demonstrac¸a˜o do teorema 4.2.6 e´ agora imediata.
Teorema 4.2.6. Se A ⊆ X e´ fechado, enta˜o a sequ¨eˆncia
Ext(A)
i∗−→ Ext(X) p∗−→ Ext(X/A)
e´ exata, onde i : A −→ X e´ a inclusa˜o e p : X −→ X/A e´ a aplicac¸a˜o quociente.
Demonstrac¸a˜o. DenotandoB = p(A), sabemos do lema 4.2.5 que ker(p∗) ⊆ i∗(ker(p′∗)) ⊆
ran(i∗), logo basta provarmos que ran(i∗) ⊆ ker(p∗).
Naturalmente, a aplicac¸a˜o p ◦ i : A −→ X/A e´ uma func¸a˜o constante, logo pela
observac¸a˜o 3.2.8 vemos que p∗ ◦ i∗ = (p ◦ i)∗ = 0, o homomorfismo nulo. Da´ı segue de
imediato que ran(i∗) ⊆ ker(p∗), como quer´ıamos provar.

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A sequ¨eˆncia exata do pro´ximo teorema e´ uma sequ¨eˆncia rudimentar de Mayer-
Vietoris, introduzida por Brown, Douglas e Fillmore em [6]. Tempos mais tarde, foi
verificado que esta construc¸a˜o da´ de fato origem a uma sequ¨eˆncia exata longa natural
de Mayer-Vietoris para Ext utilizando-se suspenso˜es dos espac¸os me´tricos compactos;
no´s na˜o discutiremos aqui esta teoria, o leitor interessado pode encontrar os detalhes
em [9] teorema IX.10.5, ou em [7] teorema 2.21.
Teorema 4.2.7. Sejam B,C ⊆ X fechados com X = B ∪ C, e i1 : B ∩ C −→ B,
i2 : B ∩ C −→ C, j1 : B −→ X, j2 : C −→ X as incluso˜es. Considere os homomor-
fismos
α : Ext(B ∩ C) −→ Ext(B)× Ext(C)
a 7−→ ((i1)∗(a), (i2)∗(−a))
β : Ext(B)× Ext(C) −→ Ext(X)
(b, c) 7−→ (j1)∗(b) + (j2)∗(c).
Enta˜o, a sequ¨eˆncia
Ext(B ∩ C) α−→ Ext(B)× Ext(C) β−→ Ext(X)
e´ exata.
Demonstrac¸a˜o. Denote A = B ∩ C. Temos um diagrama comutativo de incluso˜es,
B
j1 // X
A
i1
OO
i2 // C
j2
OO
Claramente temos ran(α) ⊆ ker(β), pois dado a ∈ Ext(A) arbitra´rio, em virtude
do diagrama acima,
β(α(a)) = β((i1)∗(a), (i2)∗(−a)) = (j1)∗ ◦ (i1)∗(a) + (j2)∗ ◦ (i2)∗(−a) =
= (j1 ◦ i1)∗(a) + (j2 ◦ i2)∗(−a) = (j1 ◦ i1)∗(a) + (j1 ◦ i1)∗(−a) =
= (j1 ◦ i1)∗(a− a) = (j1 ◦ i1)∗(0) = 0.
Falta-nos apenas provar que ker(β) ⊆ ran(α). Tome arbitrariamente (b, c) ∈ ker β.
Enta˜o, se denotarmos por p : B∨C −→ X a aplicac¸a˜o de identificac¸a˜o canoˆnica, que
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e´ cont´ınua e neste caso sobrejetora, temos da observac¸a˜o 4.1.6 que
0 = β(b, c) = p∗(b∨c).
Em outras palavras, b∨c ∈ Ext(B∨C) e´ tal que b∨c ∈ ker(p∗).
Denote por p′ : A∨A −→ X a restric¸a˜o de p. Observe que A = B ∩ C ⊆ X e´ um
fechado que conte´m todos os pontos de X com pre´-imagem mu´ltipla em B∨C por p,
e A∨A = p−1(A). Se i : A∨A −→ B∨C e´ a inclusa˜o, enta˜o do lema 4.2.5 temos que
ker(p∗) ⊆ i∗(ker(p′∗)). Assim, existe um d ∈ Ext(A∨A) tal que p′∗(d) = 0 e i∗(d) = b∨c.
Agora, do isomorfismo λ : Ext(A)× Ext(A) −→ Ext(A∨A) dado pelo teorema 3.1.5,
vemos que existe (a1, a2) ∈ Ext(A)× Ext(A) tal que d = a1∨a.
Para evitar confuso˜es no que segue, denotaremos o primeiro A de A∨A por A1, e o
segundo por A2. Enta˜o, a1 ∈ Ext(A1), a2 ∈ Ext(A2). Sejam τ1 ∈ ext(A1), τ2 ∈ ext(A2)
extenso˜es tais que a1 = [τ1], a2 = [τ2]. Dado f ∈ C(A) arbitra´rio,
(τ1∨τ2) ◦ (p′)∗(f) = (τ1∨τ2)(f ◦ p′) = τ1((f ◦ p′)|A1)+ˆτ2((f ◦ p′)|A2) = τ1(f)+ˆτ2(f),
logo (τ1∨τ2) ◦ (p′)∗ = τ1+ˆτ2, e da´ı
0 = p′∗(d) = p
′
∗(a1∨a2) = [(τ1∨τ2) ◦ (p′)∗] = [τ1+ˆτ2] = [τ1] + [τ2] = a1 + a2,
de onde podemos concluir que a2 = −a1. Ademais, para f ∈ C(B∨C) arbitra´rio,
(τ1∨τ2) ◦ i∗(f) = τ1((f ◦ i)|A1)+ˆτ2((f ◦ i)|A2) = τ1((f ◦ i1)|A1)+ˆτ2((f ◦ i2)|A2) =
= (τ1 ◦ i∗1)(f |A1)+ˆ(τ2 ◦ i∗2)(f |A2) = ((τ1 ◦ i∗1)∨(τ2 ◦ i∗2))(f),
provando que (τ1∨τ2) ◦ i∗ = (τ1 ◦ i∗1)∨(τ2 ◦ i∗2), e da´ı
i∗(a1∨a2) = (i1)∗(a1)∨(i2)∗(a2).
Se considerarmos agora o isomorfismo λ : Ext(B)× Ext(C) −→ Ext(B∨C) dado pelo
teorema 3.1.5, temos enta˜o
λ(b, c) = b∨c = i∗(d) = i∗(a1∨a2) = (i1)∗(a1)∨(i2)∗(a2) = λ((i1)∗(a1), (i2)∗(a2)),
e como λ e´ isomorfismo conclu´ımos que (b, c) = ((i1)∗(a1), (i2)∗(a2)). Da´ı,
α(a1) = ((i1)∗(a1), (i2)∗(−a1)) = ((i1)∗(a1), (i2)∗(a2)) = (b, c),
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de onde (b, c) ∈ ran(α), provando que ker(β) ⊆ ran(α), como desejado. Segue-se que
a sequ¨eˆncia do enunciado e´ exata, o que completa a demonstrac¸a˜o.

Gostar´ıamos de concluir esta sec¸a˜o com mais dois resultados sobre o homomor-
fismo β, introduzido na observac¸a˜o 4.1.6 e mencionado no teorema anterior. Aqui,
veremos condic¸o˜es que garantem a sobrejetividade de β, em casos particulares que nos
sera˜o u´teis no cap´ıtulo 5. Para o que segue, lembremos que um subespac¸o A de um
espac¸o topolo´gico X e´ dito ser um retrato de X quando existe uma func¸a˜o cont´ınua e
sobrejetora r : X −→ A tal que r|A = idA; uma tal func¸a˜o e´ chamada de uma retrac¸a˜o
de X.
Proposic¸a˜o 4.2.8. Sejam X um espac¸o me´trico compacto, e B,C ⊆ X fechados tais
que X = B ∪ C e B ∩ C e´ um retrato de C. Enta˜o, o homomorfismo
β : Ext(B)× Ext(C) −→ Ext(X) e´ sobrejetor.
Demonstrac¸a˜o. Seja r0 : C −→ B ∩ C uma retrac¸a˜o de C. Defina r : X −→ B por
r(x) =
{
x se x ∈ B
r0(x) se x ∈ C.
Claramente, a func¸a˜o r esta´ bem definida e e´ cont´ınua. Sejam i : B −→ X, j : C −→ X
as incluso˜es, e q : X −→ X/C a aplicac¸a˜o quociente. E´ fa´cil ver que q ◦ i ◦ r = q; ale´m
disso, sabemos do teorema 4.2.6 que ker(q∗) = ran(j∗).
Tome a ∈ Ext(X) arbitra´rio. Pelo observado acima temos q∗ ◦ i∗ ◦ r∗(a) = q∗(a), e
portanto q∗(a− i∗ ◦ r∗(a)) = 0, ou seja, a− i∗ ◦ r∗(a) ∈ ker(q∗) = ran(j∗); logo, existe
c ∈ Ext(C) tal que j∗(c) = a − i∗ ◦ r∗(a). Enta˜o, (r∗(a), c) ∈ Ext(B) × Ext(C) e´ tal
que
β(r∗(a), c) = i∗(r∗(a)) + j∗(c) = i∗(r∗(a)) + a− i∗ ◦ r∗(a) = a,
de onde temos que β e´ sobrejetora, como quer´ıamos demonstrar.

Proposic¸a˜o 4.2.9. Sejam X ⊆ C compacto, L ⊆ C uma reta dividindo C em dois
semi-planos fechados C− e C+, X− = X ∩ C−, X+ = X ∩ C+, e J ⊆ L um seg-
mento de reta compacto que contenha a projec¸a˜o ortogonal de X+ sobre L. Enta˜o, o
homomorfismo β : Ext(X− ∪ J)× Ext(X+ ∪ J) −→ Ext(X ∪ J) e´ sobrejetor.
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Demonstrac¸a˜o. Temos uma retrac¸a˜o r+ : C+ −→ L dada pela projec¸a˜o ortogonal.
Note que r+(X+ ∪ J) = J ; portanto, restringindo o domı´nio e o contra-domı´nio de r+
obtemos uma retrac¸a˜o r : X+ ∪ J −→ J .
Observe que X−, X+ e J sa˜o subconjuntos fechados de X ∪ J . De fato, estes
conjuntos sa˜o fechados em C, eX− = X−∩(X∪J),X+ = X+∩(X∪J), J = J∩(X∪J).
Naturalmente, X ∪ J = (X− ∪ J)∪ (X+ ∪ J), e (X− ∪ J)∩ (X+ ∪ J) = J ; denotando
B = (X−∪J), C = (X+∪J), em outras palavras temos que X∪J = B∪C, e B∩C =
J e´ um retrato de C. Segue-se portanto da proposic¸a˜o 4.2.8 que o homomorfismo
β : Ext(X− ∪ J)× Ext(X+ ∪ J) −→ Ext(X ∪ J) e´ sobrejetor, provando o resultado.

4.3 Ext e Limites Projetivos
Nesta sec¸a˜o no´s discutiremos como o funtor Ext se comporta com relac¸a˜o a limites
projetivos de espac¸os me´tricos compactos e grupos abelianos. Comec¸aremos com uma
breve exposic¸a˜o do conceito de limites projetivos. Poder´ıamos ter adotado uma postura
mais geral e abstrata nesta exposic¸a˜o, mas optamos por uma abordagem mais direta,
baseada em [9].
Um sistema projetivo de espac¸os me´tricos compactos consiste em uma sequ¨eˆncia
{Xk}k∈N∗ de espac¸os me´tricos compactos, todos na˜o vazios, e {pk}k∈N∗ uma sequ¨eˆncia
de func¸o˜es cont´ınuas, pk : Xk+1 −→ Xk; denotaremos tal sistema projetivo por
(Xk, pk). O limite projetivo de (Xk, pk) e´ o subespac¸o do espac¸o
∏
k∈N∗ Xk (com a topo-
logia produto), formado pelas sequ¨eˆncias (xk)k que satisfazem a relac¸a˜o pk(xk+1) = xk,
para todo k ∈ N∗. Denotamos o limite projetivo de (Xk, pk) por lim←−(Xk, pk), ou sim-
plesmente por lim←−Xk, quando na˜o houver possibilidade de confusa˜o sobre as func¸o˜es
pk.
Note que existem aplicac¸o˜es qn : lim←−(Xk, pk) −→ Xn dadas pelas func¸o˜es coorde-
nadas, que sa˜o naturalmente cont´ınuas, e elas satisfazem
pn ◦ qn+1 = qn, ∀n ∈ N∗.
Observe que as func¸o˜es coordenadas qn na˜o sa˜o necessariamente sobrejetoras, pois a
priori nada nos garante que qualquer x ∈ Xn fac¸a parte de alguma sequ¨eˆncia que se
constitui em um elemento de lim←−(Xk, pk); agora, e´ fa´cil ver que se todas as pk sa˜o
sobrejetoras, enta˜o tambe´m todas as qn sera˜o sobrejetoras.
O espac¸o lim←−(Xk, pk) satisfaz a propriedade universal que, se Y e´ um outro espac¸o
me´trico compacto e {fk}k∈N∗ e´ uma sequ¨eˆncia de func¸o˜es cont´ınuas, fk : Y −→ Xk,
120
tais que pn ◦ fn+1 = fn para todo n ∈ N∗, enta˜o existe uma u´nica aplicac¸a˜o
f : Y −→ lim←−(Xk, pk)
tal que qn ◦ f = fn, para todo n ∈ N∗; em outras palavras, podemos dizer que uma tal
sequ¨eˆncia de aplicac¸o˜es {fk}k se fatora pelo limite projetivo via f , isto e´, o seguinte
diagrama comuta para todo n ∈ N∗:
Y
fn //
f

Xn
Z
qn
>>}}}}}}}}
Todo limite projetivo de uma sequ¨eˆncia de espac¸os me´tricos compactos na˜o vazios
e´ um espac¸o me´trico compacto na˜o vazio; para uma prova deste fato, ver por exemplo
[23], teorema 29.11.
Exemplo 4.3.1. Suponha que o sistema projetivo (Xk, pk) e´ tal que X1 ⊇ X2 ⊇ · · · ,
e pk : Xk+1 −→ Xk e´ a inclusa˜o, para todo k ∈ N∗. Neste caso, note que, se (xk)k ∈
lim←−(Xk, pk), enta˜o xk = pk(xk+1) = xk+1 para todo k, visto que as pk sa˜o incluso˜es.
Isto implica portanto em
lim←−(Xk, pk) = {(x, x, x, . . .) : x ∈
⋂
k∈N∗Xk},
de onde vemos que, neste caso, lim←−(Xk, pk) e´ (homeomorfo a) o espac¸o
⋂
k∈N∗ Xk.
Similarmente, define-se o limite projetivo na categoria dos grupos, trocando os
espac¸os e subespac¸os acima por grupos e subgrupos, e as func¸o˜es cont´ınuas por homo-
morfismos de grupos.
Tendo feito esta breve exposic¸a˜o no conceito de limites projetivos, vejamos como
Ext interage com limites projetivos: tome uma sequ¨eˆncia {Xk}k∈N∗ de espac¸os me´tricos
compactos, todos na˜o vazios, e seja {pk}k∈N∗ uma sequ¨eˆncia de func¸o˜es cont´ınuas,
pk : Xk+1 −→ Xk. Denote X = lim←−(Xk, pk), e sejam qn : X −→ Xn as func¸o˜es
coordenadas, que satisfazem pn ◦ qn+1 = qn.
Temos enta˜o tambe´m uma sequ¨eˆncia de grupos {Ext(Xk)}k∈N∗ , e uma sequ¨eˆncia de
homomorfismos de grupos, (pk)∗ : Ext(Xk+1) −→ Ext(Xk), de onde podemos conside-
rar o grupo lim←−Ext(Xk) = lim←−(Ext(Xk), (pk)∗). Denote por q˜n : lim←−Ext(Xk) −→
Ext(Xn) as func¸o˜es coordenadas, que sa˜o homomorfismos de grupos e satisfazem
(pn)∗ ◦ q˜n+1 = q˜n para todo n.
Observe agora que, para todo n, (qn)∗ : Ext(X) −→ Ext(Xn) e´ um homomorfismo
de grupos tal que (pn)∗◦(qn+1)∗ = (pn◦qn+1) = (qn)∗. Logo, pela propriedade universal
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do limite projetivo de grupos, existe um u´nico homomorfismo de grupos
ψX : Ext(X) −→ lim←−Ext(Xk)
satisfazendo q˜n ◦ ψX = (qn)∗ para todo n, ou seja, ψX(a) = ((qk)∗a)k para todo
a ∈ Ext(X).
O nosso objetivo nesta sec¸a˜o e´ provar que o homomorfismo ψX e´ sempre sobrejetor;
faremos isto primeiro em um caso particular, com o pro´ximo lema.
Lema 4.3.2. Na notac¸a˜o acima, se as func¸o˜es pk : Xk+1 −→ Xk sa˜o sobrejetoras para
todo k ∈ N∗, enta˜o ψX : Ext(X) −→ lim←−Ext(Xk) e´ sobrejetor.
Demonstrac¸a˜o. Sejam (ak)k ∈ lim←−Ext(Xk) arbitra´rio, e τ1 ∈ ext(X1) tal que a1 = [τ1].
Tome arbitrariamente τ ′2 ∈ ext(X2) tal que a2 = [τ ′2]. Observe que τ ′2 ◦ p∗1 e´ uma
extensa˜o, visto que p1 e´ sobrejetora; enta˜o, como (p1)∗[τ2] = (p1)∗(a2) = a1 = [τ1],
vemos que τ ′2 ◦ p∗1 ∼ τ1, e portanto existe um operador unita´rio U ∈ B(H) tal que
Adpi(U) ◦ τ ′2 ◦ p∗1 = τ1. Definindo τ2 := Adpi(U) ◦ τ ′2, vemos que τ2 e´ uma extensa˜o tal
que τ2 ◦ p∗1 = τ1; Ademais, τ2 ∼ τ ′2 por definic¸a˜o, e portanto [τ2] = a2.
Prosseguindo recursivamente deste modo, obtemos uma sequ¨eˆncia de extenso˜es
{τk}k com ak = [τk] e τk+1 ◦ p∗k = τk, para todo k ∈ N∗.
E´ fa´cil ver que Ak = {f ◦ qk : f ∈ C(Xk)} e´ uma sub-C*-a´lgebra com unidade
de C(X). Ale´m disso, Ak ⊆ Ak+1 para todo k, pois para f ∈ C(Xk) qualquer,
f ◦ qk = f ◦ pk ◦ qk+1, e f ◦ pk ∈ C(Xk+1). Assim, A = ∪k∈N∗Ak e´ uma *-sub-a´lgebra
com unidade de C(X).
Afirmamos que A separa pontos de X: de fato, tome dois elementos distintos de
X, digamos, x = (xk)k e x
′ = (x′k)k. Como x 6= x′, existe um m ∈ N∗ tal que
xm 6= x′m, ou seja, qm(x) 6= qm(x′). Agora, xm, x′m ∈ Xm, logo existe f ∈ C(Xm)
tal que f(xm) 6= f(x′m), ou em outras palavras, f ◦ qm(x) 6= f ◦ qm(x′). Visto que
f ◦ qm ∈ Am ⊆ A, segue-se que A separa pontos de X, como afirmado; da´ı, por
Stone-Weierstrass conclu´ımos que A e´ densa em C(X). Defina
τ : A −→ Q(H)
f ◦ qk 7−→ τk(f).
Precisamos verificar que τ esta´ bem definida: se m < n e fm ∈ C(Xm), fn ∈ C(Xn)
sa˜o tais que fm ◦ qm = fn ◦ qn, enta˜o
fn ◦ qn = fm ◦ qm = fm ◦ pm ◦ qm+1 = fm ◦ pm ◦ pm+1 ◦ qm+2 = · · ·
· · · = fm ◦ pm ◦ pm+1 ◦ · · · ◦ pn−1 ◦ qn,
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ou seja, a func¸a˜o g = fm ◦ pm ◦ pm+1 ◦ · · · ◦ pn−1 ∈ C(Xn) e´ tal que fn ◦ qn = g ◦ qn; foi
observado acima que as aplicac¸o˜es qn sa˜o sobrejetoras no caso em que todas as func¸o˜es
pk sa˜o sobrejetoras, logo temos de imediato fn = g. Assim,
τn(fn) = τn(g) = τn(fm ◦ pm ◦ pm+1 ◦ · · · ◦ pn−1) = τn ◦ p∗n−1(fm ◦ pm ◦ · · · ◦ pn−2) = · · ·
· · · = τn ◦ p∗n−1 ◦ · · · ◦ p∗m(fm) = τn−1 ◦ p∗n−2 ◦ · · · ◦ p∗m(fm) = · · · = τm(fm),
provando deste modo que τ esta´ bem definida.
E´ fa´cil verificar que τ e´ um *-homomorfismo unital; observe agora que τ |Ak e´
injetor para cada k, e portanto isome´trico, visto que Ak e´ uma C*-a´lgebra. Logo, τ
e´ isome´trico, e portanto cont´ınuo, e portanto pela densidade de A em C(X) podemos
estender τ por continuidade a um *-homomorfismo unital τ˜ : C(X) −→ Q(H), que
sera´ tambe´m isome´trico, e portanto injetor; ou seja, provamos que τ˜ e´ uma extensa˜o.
A extensa˜o τ˜ satisfaz τ˜ ◦ q∗n = τn, para todo n por construc¸a˜o visto que, para todo
f ∈ C(Xn),
τ˜ ◦ q∗n(f) = τ˜(f ◦ qn) = τ(f ◦ qn) = τn(f).
Assim, (qn)∗[τ ] = [τn] = an, para todo n, de onde temos
ψX([τ ]) = ((qk)∗[τ ])k = (ak)k,
e portanto ψX e´ de fato sobrejetor, concluindo a prova do lema.

O pro´ximo teorema e´ a extensa˜o do resultado do lema 4.3.2 para o caso geral em
que na˜o e´ necessa´rio supor que todas as pk sejam sobrejetoras. isto sera´ feito de uma
maneira bastante engenhosa, envolvendo o conjunto de Cantor.
E´ fato que todo espac¸o me´trico compacto e´ imagem cont´ınua do conjunto de Cantor,
ou seja, dado um espac¸o me´trico compactoX, existe uma func¸a˜o cont´ınua e sobrejetora
do conjunto de Cantor sobre X. Para uma prova deste fato ver por exemplo [23],
teorema 30.7.
Teorema 4.3.3. Sejam {Xk}k∈N∗ uma sequ¨eˆncia de espac¸os me´tricos compactos na˜o
vazios, {pk}k∈N∗ uma sequ¨eˆncia de func¸o˜es cont´ınuas, pk : Xk+1 −→ Xk, e denote
X = lim←−(Xk, pk). Enta˜o, o homomorfismo induzido ψX : Ext(X) −→ lim←−Ext(Xk) e´
sobrejetor.
Demonstrac¸a˜o. Denote o conjunto de Cantor por C. Para cada n ∈ N∗, defina
Yn := Xn∨C, que e´ um espac¸o me´trico compacto, e tome gn : C −→ Yn uma sobrejec¸a˜o
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cont´ınua. Defina p′n : Yn+1 −→ Yn por p′n|Xn+1 = pn, p′n|C = gn. Assim, p′n e´ cont´ınua
e sobrejetora por definic¸a˜o.
Seja Y = lim←−(Yk, p
′
k), e sejam q
′
n : Y −→ Yn as func¸o˜es coordenadas, que sa˜o
cont´ınuas e satisfazem p′n ◦ q′n+1 = q′n, para todo n.
Para cada n denote por jn : Xn −→ Yn a inclusa˜o. Naturalmente, p′n◦jn+1 = jn◦pn;
portanto, as func¸o˜es jn ◦ qn : X −→ Yn sa˜o tais que
p′n ◦ (jn+1 ◦ qn+1) = jn ◦ pn ◦ qn+1 = jn ◦ pn,
e enta˜o, pela propriedade universal do limite projetivo de espac¸os me´tricos compactos,
existe uma u´nica func¸a˜o cont´ınua j : X −→ Y tal que q′n ◦ j = jn ◦ qn, para todo
n ∈ N∗.
Afirmamos que j e´ injetora: de fato, suponha que x = (xk)k e x
′ = (x′k)k sa˜o
elementos de X tais que j(x) = j(x′). Enta˜o, para cada n ∈ N∗,
jn(xn) = jn ◦ qn(x) = q′n ◦ j(x) = q′n ◦ j(x′) = jn ◦ qn(x′) = jn(x′n),
de onde xn = x
′
n, pela injetividade de jn, e portanto x = x
′, estabelecendo a injetivi-
dade de j, como hav´ıamos afirmado.
Para cada n temos p′n(jn+1(Xn+1)) ⊆ jn(Xn), logo estara´ bem definida uma aplicac¸a˜o
pn : Yn+1/jn+1(Xn+1) −→ Yn/jn(Xn)
[x] 7−→ [p′n(x)].
Se hn : Yn −→ Yn/jn(Xn) e´ a aplicac¸a˜o quociente, enta˜o pn ◦ hn+1 = hn ◦ p′n, o que
implica de imediato em p ser cont´ınua.
Note que q′n(j(X)) ⊆ jn(qn(X)) ⊆ jn(Xn), logo tambe´m estara´ definida uma func¸a˜o
rn : Y/j(X) −→ Yn/jn(Xn)
[y] 7−→ [q′n(y)],
que e´ tambe´m cont´ınua pois, se h : Y −→ Y/j(X) e´ a aplicac¸a˜o quociente, enta˜o
rn ◦ h = hn ◦ q′n, que e´ cont´ınua. Observe que
pn ◦ rn+1 ◦ h = pn ◦ hn+1 ◦ q′n+1 = hn ◦ p′n ◦ q′n+1 = hn ◦ q′n = rn ◦ h,
e da sobrejetividade de h temos enta˜o pn◦rn+1 = rn, para todo n. Logo, da propriedade
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universal dos limites projetivos, existe uma u´nica func¸a˜o cont´ınua
r : Y/j(X) −→ lim←−(Yk/jk(Xk), pk)
satisfazendo pn ◦ r = rn, para todo n.
Afirmamos que y ∈ j(X) se, e somente se, q′n(y) ∈ jn(Xn) ∀n ∈ N∗. De fato, se
y ∈ j(X), como q′n(j(X)) ⊆ jn(Xn) para todo n, e´ o´bvio que q′n(y) ∈ jn(Xn) ∀n ∈ N∗;
por outro lado, suponha que q′n(y) ∈ jn(Xn) ∀n ∈ N∗. Note que, se escrevermos, para
todo k ∈ N∗, q′k(y) = jk(xk), com xk ∈ Xk, enta˜o
jn ◦ pn(xn+1) = p′n ◦ jn+1(xn+1) = p′n ◦ q′n+1(y) = q′n(y) = jn(xn),
de onde pn(xn+1) = xn, visto que jn e´ injetora. Como n era arbitra´rio, vemos que
x := (xk)k ∈ X = lim←−(Xk, pk), e note que x satisfaz, para todo n,
q′n ◦ j(x) = jn ◦ qn(x) = jn(xn) = q′n(y);
a sobrejetividade de q′n garante portanto que j(x) = q
′
n(y), provando que y ∈ j(X),
concluindo a afirmac¸a˜o.
Note tambe´m que, se q′n(y) = jn(xn) para algum n > 1, enta˜o
q′n−1(y) = p
′
n−1 ◦ q′n(y) = p′n−1 ◦ jn(xn) = jn−1 ◦ pn−1(xn),
de onde q′n−1(y) ∈ jn−1(Xn−1); aplicando este racioc´ınio recursivamente, isto prova
que se q′n(y) ∈ jn(Xn) para algum n > 1, enta˜o q′m(y) ∈ jm(Xm) para todo m com
1 ≤ m < n. Em particular, isto mostra que se existe um n ∈ N∗ tal que q′n(y) /∈ jn(Xn),
enta˜o q′m(y) /∈ jm(Xm) para todo m > n.
Queremos provar agora que a func¸a˜o r : Y/j(X) −→ lim←−(Yk/jk(Xk), pk) definida
acima e´ injetora: suponha que [y], [y′] ∈ Y/j(X) sa˜o tais que r([y]) = r([y′]). Enta˜o,
para todo n, rn([y]) = pn ◦ r([y])pn ◦ r([y′]) = rn([y′]), ou seja, [q′n(y)] = [q′n(y′)].
Provaremos que [y] = [y′] em dois casos: no primeiro, suponha que q′n(y) ∈ jn(Xn)
para todo n. Como [q′n(y)] = [q
′
n(y
′)] ∀n ∈ N∗, teremos tambe´m que q′n(y′) ∈ jn(Xn)
para todo n, e portanto, pela que foi provado acima, temos que y, y′ ∈ j(X), de onde
[y] = [y′].
No segundo caso, suponha que exista um m ∈ N∗ tal que q′m(y) /∈ jm(Xm). Enta˜o,
a classe [q′m(y)] ∈ Ym/jm(Xm) possui apenas o elemento q′m(y). Logo, como [q′m(y′)] =
[q′m(y)], vemos que q
′
m(y
′) = q′m(y); note enta˜o que
q′m−1(y
′) = p′m−1 ◦ q′m(y′) = p′m−1 ◦ q′m(y) = q′m−1(y),
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e prosseguindo recursivamente prova-se que q′n(y
′) = q′n(y) para todo n < m. Ale´m
disso, em virtude do que foi observado acima sabemos que q′n(y) /∈ jn(Xn) para todo
n > m, e portanto para todo n > m vemos que a classe [q′n(y)] possui apenas o
elemento q′n(y); segue-se enta˜o de [q
′
n(y
′)] = [q′n(y)] que q
′
n(y
′) = q′n(y). Ficou assim
provado que q′n(y
′) = q′n(y) para todo n ∈ N∗, de onde temos y = y′, e portanto
[y] = [y′], e a injetividade de r esta´ provada.
Em, virtude do fato de Y/j(X) ser compacto e lim←−(Yk/jk(Xk), pk) ser Hausdorff,
vemos que r e´ portanto um homeomorfismo entre Y/j(X) e ran(r), que e´ um subespac¸o
de lim←−(Yk/jk(Xk), pk); este, por sua vez, e´ um subespac¸o de
∏
k∈N∗ Yk/jk(Xk).
Agora, note que cada Yk/jk(Xk) e´ a reunia˜o disjunta do conjunto de Cantor com um
ponto, e portanto totalmente desconexo. Segue-se que
∏
k∈N∗ Yk/jk(Xk) e´ totalmente
desconexo, de onde temos que ran(r) tambe´m o e´, e portanto Y/j(X) e´ totalmente
desconexo.
Segue-se portanto do teorema 4.2.4 que os homomorfismos j∗ : Ext(X) −→ Ext(Y )
e (jn)∗ : Ext(Xn) −→ Ext(Yn), para todo n ∈ N∗, sa˜o na verdade isomorfismos.
Para cada n ∈ N∗, denote por q˜n : lim←−Ext(Xk) −→ Ext(Xn) o respectivo homomor-
fismo dado pela func¸a˜o coordenada do limite projetivo, e considere o homomorfismo
(jn)∗ ◦ q˜n : lim←−Ext(Xk) −→ Ext(Yn);
enta˜o,
(p′n)∗ ◦ (jn+1)∗ ◦ q˜n+1 = (p′n ◦ jn+1)∗ ◦ q˜n+1 = (jn ◦ pn)∗ ◦ q˜n+1 =
= (jn)∗ ◦ (pn)∗ ◦ q˜n+1 = (jn)∗ ◦ q˜n,
e da propriedade universal dos limites projetivos temos que existe um u´nico homomor-
fismo de grupos
η : lim←−Ext(Xk) −→ lim←−Ext(Yk)
tal que q̂n ◦ η = (jn)∗ ◦ q˜n para todo n, onde aqui q̂n : lim←−Ext(Yk) −→ Ext(Xn)
e´ o homomorfismo dado pela func¸a˜o coordenada. Em outras palavras, para todo
(ak)k ∈ lim←−Ext(Xk), η((ak)k) = ((jk)∗(ak))k.
Afirmamos que η e´ um isomorfismo; de fato, para tanto basta verificarmos que η e´
invers´ıvel, e isto e´ o que faremos, apontando explicitamente a sua inversa: considere a
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func¸a˜o
s : lim←−Ext(Yk) −→
∏
k∈N∗
Ext(Xk)
(bk)k 7−→ ((jk)−1∗ (bk))k.
Como para todo n temos p′n ◦ jn=1 = jn ◦ pn, enta˜o (jn)−1∗ ◦ (p′n)∗ = (pn)∗ ◦ (jn+1)−1∗ , e
portanto, dado (bk)k ∈ lim←−Ext(Yk) arbitra´rio,
(pn)∗((jn+1)−1∗ (bn+1)) = (jn)
−1
∗ ◦ (p′n)∗(bn+1) = (jn)−1∗ (bn),
de onde vemos que s((bk)k) ∈ lim←−Ext(Xk), e portanto ran(s) ⊆ lim←−Ext(Xk). Restrin-
gindo o contra-domı´nio de s, e´ fa´cil verificar agora que s e´ uma inversa para η; logo,
η e´ um isomorfismo, como afirmado.
Considere agora o diagrama
Ext(X)
j∗

ψX // lim←−Ext(Xk)
η

Ext(Y )
ψY // lim←−Ext(Yk)
Lembremos que q˜n ◦ ψX = (qn)∗, q̂n ◦ ψY = (q′n)∗, para todo n ∈ N∗. Afirmamos
que o diagrama acima e´ comutativo. De fato, para a ∈ Ext(X) e n ∈ N∗ arbitra´rios,
q̂n ◦ ψY ◦ j∗(a) = (q′n)∗ ◦ j∗(a) = (jn)∗ ◦ (qn)∗(a) = (jn)∗ ◦ q˜n ◦ ψX(a) = q̂n ◦ η ◦ ψX(a),
de onde ψY ◦ j∗ = η ◦ ψX , como afirmado.
Ora, mas η e´ um isomorfismo, logo podemos escrever ψX = η
−1 ◦ ψY ◦ j∗; observe
que o homomorfismo ψY e´ sobrejetor, pelo lema 4.3.2; assim, visto que tambe´m j∗ e´
um isomorfismo, segue-se que ψX e´ sobrejetor, como quer´ıamos provar.

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Cap´ıtulo 5
O Homomorfismo γX
Neste cap´ıtulo, no´s concluiremos a exposic¸a˜o sobre os conceitos da teoria de Brown-
Douglas-Fillmore necessa´rios para a resoluc¸a˜o do problema de classificac¸a˜o de opera-
dores essencialmente normais, resultado este que sera´ provado na sec¸a˜o 5.3.
5.1 Definic¸a˜o e Naturalidade de γX
Usaremos no que segue algumas propriedades elementares da teoria de homotopia;
para exposic¸o˜es mais cuidadosas sobre teoria de homotopia, ver por exemplo [23], ou
[14].
Dada uma C*-a´lgebra A, denotaremos por A−1 o subconjunto de A formado pe-
los seus elementos invers´ıveis. Dizemos que elementos invers´ıveis a1, a2 ∈ A sa˜o
homoto´picos por invers´ıveis, e denotaremos a1 ∼h a2, quando existir uma curva
cont´ınua de elementos invers´ıveis de A ligando a1 a a2, ou seja, uma func¸a˜o cont´ınua
H : [0, 1] −→ A−1 tal que H(0) = a1, H(1) = a2.
Dado X um espac¸o me´trico compacto, denotaremos por pi1(X) o conjunto formado
pelas classes de homotopia por invers´ıveis de elementos de C(X)−1. Este conjunto tem
naturalmente uma estrutura de grupo, dada por [f ] · [g] = [f · g]. Na verdade, pi1(X)
e´ o chamado primeiro grupo de cohomotopia de X.
Exemplo 5.1.1. Se X ⊆ C e´ compacto, enta˜o o grupo pi1(X) e´ precisamente o grupo
livre abeliano gerado por {[ζ − λn1] : n ∈ Λ}, onde {λn}n∈Λ ⊆ C e´ um conjunto com
exatamente um ponto λn em cada componente conexa limitada de C\X; para uma
prova deste fato, ver por exemplo [9], teorema IX.7.1.
Voltando ao assunto principal: no´s vimos com o teorema 3.2.12 que o grupo Ext(S1)
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e´ isomorfo a Z; relembrando, o isomorfismo era dado pela aplicac¸a˜o
ϕ : Ext(S1) −→ Z
[τ ] 7−→ ind(τ(ζ)).
Na verdade, ha´ um conceito mais profundo por detra´s deste isomorfismo, que pode
ser aplicado para qualquer espac¸o me´trico compacto X. Vejamos a seguir como isto e´
feito.
Dado um espac¸o me´trico compacto X, e uma extensa˜o qualquer τ ∈ ext(X),
observe que para todo f ∈ C(X) invers´ıvel, temos que τ(f) e´ invers´ıvel, e portanto
podemos falar do ı´ndice ind(τ(f)); este ı´ndice independe do representante da classe
[τ ] ∈ Ext(X): de fato, para qualquer f ∈ C(X) invers´ıvel, se τ, τ ′ ∈ ext(X) sa˜o tais
que τ ∼ τ ′, enta˜o tomando U ∈ B(H) unita´rio tal que Adpi(U) ◦ τ = τ ′, e denotando
τ(f) = pi(T ), vemos que
ind(τ ′(f)) = ind(Adpi(U) ◦ τ(f)) = ind(pi(UTU∗)) =
= ind(U) + ind(T )− ind(U) = ind(T ) = ind(τ(f)).
Observe agora que, como ind e´ uma func¸a˜o cont´ınua com valores nos inteiros, vemos
que o ı´ndice de Fredholm e´ invariante por homotopia; em particular vemos, passando
ao quociente na a´lgebra de Calkin, que se t1, t2 ∈ Q(H) sa˜o invers´ıveis e homoto´picos,
enta˜o ind(t1) = ind(t2).
Assim, note que se f, f ′ ∈ C(X)−1 sa˜o homoto´picos, enta˜o τ(f) e τ(f ′) sa˜o ho-
moto´picos, e o que foi visto acima implica em ind(τ(f)) = ind(τ(f ′)); isto mostra que,
fixado [τ ] ∈ Ext(X) arbitrariamente, temos bem definida uma aplicac¸a˜o
ϕ[τ ] : pi
1(X) −→ Z
[f ] 7−→ ind(τ(f)).
Afirmamos que ϕ[τ ] e´ um homomorfismo de grupos: de fato, dados [f ], [g] ∈ pi1(X)
arbitra´rios,
ϕ[τ ]([f ] · [g]) = ϕ[τ ]([f · g]) = ind(τ(f · g)) = ϕ[τ ](τ(f)τ(g)) = ind(τ(f)τ(g)) =
= ind(τ(f)) + ind(τ(g)) = ϕ[τ ]([f ]) + ϕ[τ ]([g]),
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o que prova o afirmado. Logo, podemos definir uma aplicac¸a˜o
γX : Ext(X) −→ Hom(pi1(X),Z)
[τ ] 7−→ ϕ[τ ].
Esta aplicac¸a˜o e´ um homomorfismo de grupos, pois se [τ ], [τ ′] ∈ Ext(X) e [f ] ∈ pi1(X)
sa˜o arbitra´rios,
γX([τ ] + [τ
′])([f ]) = γX([τ+ˆτ ′])([f ]) = ind((τ+ˆτ ′)(f)) = ind(τ(f)+ˆτ ′(f)) =
= ind(τ(f)) + ind(τ ′(f)) = (γX([τ ]) + γX([τ ′]))(f),
de onde γX([τ ] + [τ
′]) = γX([τ ]) + γX([τ ′]).
Este homomorfismo γX e´ a chave para resolver o problema de classificac¸a˜o dos ope-
radores essencialmente normais; no´s deduziremos a seguir uma propriedade importante
de γX , mas, antes, fac¸amos algumas considerac¸o˜es sobre Hom(pi
1(X),Z):
Dados espac¸os me´tricos compactos X,Y e uma func¸a˜o cont´ınua h : X −→ Y ,
sabemos que h e´ dual a um *-homomorfismo h∗ : C(Y ) −→ C(X), dado por h∗(g) =
g◦h, para todo g ∈ C(Y ). Este *-homomorfismo e´ unital, e portanto manda elementos
invers´ıveis em elementos invers´ıveis; ademais, e´ imediato ver que, se g1, g2 ∈ C(Y ) sa˜o
homoto´picos, enta˜o tambe´m h∗(g1) e h∗(g2) sa˜o homoto´picos. Portanto, h∗ induz um
homomorfismo de grupos
h˜ : pi1(Y ) −→ pi1(X)
[g] 7−→ [g ◦ h].
Ora, mas um homomorfismo de grupos entre pi1(Y ) e pi1(X) induz um homomorfismo
de grupos entre Hom(pi1(X),Z) e Hom(pi1(Y ),Z) pela composic¸a˜o; denote por
h# : Hom(pi
1(X),Z) −→ Hom(pi1(Y ),Z)
o homomorfismo induzido por h˜, isto e´, h#(ϕ) = ϕ◦ h˜, para todo ϕ ∈ Hom(pi1(X),Z).
Dado [f ] ∈ pi1(X), vemos enta˜o que
h#(ϕ)([f ]) = ϕ ◦ h˜([f ]) = ϕ([f ◦ h]).
E´ rotina verificar que, se tivermos X, Y, Z espac¸os me´tricos compactos e f : X −→
Y , g : Y −→ Z, enta˜o (g ◦ f)# = g# ◦ f#, e tambe´m que (idX)# = idHom(pi1(X),Z). Em
outras palavras, o que isto diz e´ que o par de aplicac¸o˜es F : M −→ Grp que faz a
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correspondeˆncia X 7−→ Hom(pi1(X),Z) nos objetos, e f 7−→ f# nos morfismos, e´ um
funtor covariante. O funtor F e´ comumente denotado por Hom(pi1(−),Z).
Retornando brevemente a` teoria de categorias: Dadas categorias B, C , e funtores
covariantes F : B −→ C , G : B −→ C , dizemos que uma transformac¸a˜o natural
entre os funtores F e G e´ uma regra denotada por Ψ : F −→ G, que associa a cada
objeto b de B um morfismo Ψb : F (b) −→ G(b), de modo que, para quaisquer objetos
b, b′ de B e morfismo h : b −→ b′, o diagrama abaixo comute:
F (b)
F (h)

Ψb // G(b)
G(h)

F (b′)
Ψb′ // G(b′)
No´s queremos provar agora que a regra γ : Ext −→ Hom(pi1(−),Z) determinada
por X 7−→ γX e´ uma transformac¸a˜o natural entre os funtores Ext e Hom(pi1(−),Z);
em outra palavras afirmamos que, para quaisquer espac¸os me´tricos compactos X, Y e
func¸a˜o cont´ınua h : X −→ Y , o diagrama abaixo comuta:
Ext(X)
h∗

γX // Hom(pi1(X),Z)
h#

Ext(Y )
γy // Hom(pi1(Y ),Z)
De fato, se tomarmos arbitrariamente [τ ] ∈ Ext(X), [f ] ∈ pi1(Y ), e τY ∈ ext(Y ) uma
extensa˜o trivial, temos
(γY ◦ h∗([τ ]))([f ]) = γY ([(τ ◦ h∗)+ˆτY ])(f) = ind(((τ ◦ h∗)+ˆτY )(f)) =
ind(τ ◦ h∗(f))+ind(τY (f)) = ind(τ(f ◦ h))+0 = γX([τ ])([f◦h]) = (h#◦γX([τ ]))([f ]),
de onde segue que γY ◦ h∗ = h# ◦ γX , como desejado.
Exemplo 5.1.2. Gostar´ıamos agora de ilustrar esta exposic¸a˜o com um exemplo im-
portante: no caso em que X = S1, o homomorfismo γS1 : Ext(S1) −→ Hom(pi1(S1),Z)
e´ injetor. De fato, isto segue do isomorfismo ϕ : Ext(S1) −→ Z obtido no teorema
3.2.12 pois, se [τ ] ∈ ker(γS1), enta˜o ind(τ(f)) = 0 para qualquer f ∈ C(S1); em parti-
cular, ind(τ(ζ)) = 0, e portanto ϕ([τ ]) = 0, de onde temos pela injetividade de ϕ que
[τ ] = 0, provando a injetividade de γS1, como quer´ıamos.
Observac¸a˜o 5.1.3. Um outro caso onde o homomorfismo γx e´ injetor e´ o caso trivial
em que Ext(X) = 0; no´s usaremos isto adiante.
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5.2 Bijetividade de γX para X ⊆ C
Esta sec¸a˜o e´ destinada a estudar o caso importante dos espac¸os me´tricos compactos
que sa˜o subconjuntos de C; como visto na sec¸a˜o 1.1, o nosso interesse nestes espac¸os
e´ justificado pelo fato de que o espectro de elementos de uma dada C*-a´lgebra e´ um
subconjunto compacto e na˜o vazio de C. Como veremos com o corola´rio 5.2.9, o
homomorfismo γX e´ sempre um isomorfismo, para X ⊆ C compacto; isto nos permi-
tira´ provar o teorema de Brown-Douglas-Fillmore sobre a classificac¸a˜o de operadores
essencialmente normais, na pro´xima sec¸a˜o.
O primeiro objetivo aqui sera´ provar a injetividade de γX para X ⊆ C compacto,
com o teorema 5.2.6, mas, para isto, precisamos de resultados auxiliares; inicialmente
estudaremos o comportamento do homomorfismo γX em outro caso, dado pelo teorema
a seguir.
Teorema 5.2.1. Sejam J = [a, b] um intervalo fechado de R, A ⊆ J fechado, e
X = J/A. Enta˜o, o homomorfismo γX e´ injetor.
Demonstrac¸a˜o. Precisamos escrever X de uma maneira adequada, faremos isto como
segue: o conjunto J\A e´ aberto, logo podemos escrever J\A = ⋃˙n∈ΛIn, onde os In sa˜o
intervalos abertos, e Λ e´ um conjunto de ı´ndices finito, ou Λ = N∗. Consideraremos
apenas o caso Λ = N∗, visto que o caso finito e´ similar, pore´m mais fa´cil, visto que os
argumentos na˜o precisam ser levados ao limite.
Denotaremos por q : J −→ J/A a aplicac¸a˜o quociente, e x0 = q(A). Para n ∈ N∗,
escreva In = (an, bn). Queremos ver o que acontece com In no quociente, e temos
essencialmente dois casos poss´ıveis:
No primeiro caso, temos an, bn ∈ A; neste caso, note que os extremos de In sa˜o
identificados no quociente, tornando-se o ponto x0, ou seja, q(In) sera´ uma curva
fechada simples, e portanto homeomorfa a S1.
No segundo caso, apenas um dos extremos de In esta´ em A; neste caso, na˜o havera´
identificac¸a˜o das pontas no quociente, de onde vemos que q(In) e´ uma curva aberta
simples, e portanto homeomorfa a um intervalo fechado de R.
Para todo n ∈ N∗, denote Xn = q(In). Naturalmente x0 ∈ Xn, e Xn\{x0} = q(In),
de onde vemos que Xn\{x0} e´ aberto, visto que a topologia em J/A e´ a topologia
quociente da aplicac¸a˜o q; observe ainda que Xn = q(In) ∪˙ {x0}.
Como os intervalos In sa˜o todos disjuntos, vemos que, se k 6= m, enta˜o
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q(Ik) ∩ q(Im) = ∅, e portanto Xk ∩Xm = {x0}. Ademais,
X = J/A = q(J\A) ∪˙ {x0} = q(
⋃˙
n∈N∗In) ∪˙ {x0} = (
⋃˙
n∈N∗q(In)) ∪˙ {x0} =
=
⋃
n∈N∗(q(In) ∪ {x0}) =
⋃
n∈N∗Xn.
Outro detalhe importante e´ que, como J e´ compacto, e J\A = ⋃˙n∈N∗In, necessa-
riamente diam(In) = diam(In) −→ 0. Em virtude da proposic¸a˜o E.1.5, temos enta˜o
que diam(Xn) −→ 0 (observe que este detalhe e´ particular do caso infinito Λ = N∗
que estamos considerando).
Conclu´ımos da´ı que X e´ a reunia˜o de uma sequ¨eˆncia {Xn}n∈N∗ de subconjuntos
fechados cujos diaˆmetros tendem para zero, cada Xn e´ homeomorfo a S1 ou a um
intervalo de R, e Xk ∩Xm = {x0} sempre que k 6= m.
Feita esta caracterizac¸a˜o deX, voltemos ao problema: seja [τ ] ∈ ker(γX) arbitra´rio.
Queremos provar que [τ ] = 0, ou seja, que a extensa˜o τ ∈ ext(X) e´ trivial.
Para cada n ∈ N∗ defina Yn ⊆ X por Yn :=
⋃
k>nXk, que e´ fechado pois
X\Yn = (X1\{x0}) ∪ · · · ∪ (Xn\{x0}),
que e´ aberto. Tambe´m para cada n ∈ N∗ sejam in : Xn −→ X e jn : Yn −→ X as
incluso˜es.
Observando que Yn−1 = Xn ∪ Yn para todo n ≥ 2, podemos definir tambe´m para
tais n incluso˜es rn : Xn −→ Yn−1 e sn : Yn −→ Yn−1, e tambe´m qn : Xn∨Yn −→
Yn−1 a func¸a˜o de identificac¸a˜o padra˜o. Finalmente, para cada n ∈ N∗, seja pn :
X1∨X2∨ · · · ∨Xn∨Yn −→ X a func¸a˜o de identificac¸a˜o padra˜o.
O que faremos a seguir e´ uma construc¸a˜o recursiva: observe que X = X1 ∪ Y1, e
X1∩Y1 = {x0}; logo, em virtude do teorema 4.1.8, existem d1 ∈ Ext(X1), d′1 ∈ Ext(Y1),
tais que
[τ ] = (i1)∗(d1) + (j1)∗(d′1) = (p1)∗(d1∨d′1).
Portanto, se d1 = [τ1], d
′
1 = [τ
′
1], para τ1 : C(X1) −→ Q(H1) e τ ′1 : C(Y1) −→ Q(H′1)
extenso˜es, temos τ ∼ (τ1∨τ ′1)p∗1 = (τ1◦i∗1)+ˆ(τ ′1◦j∗1), e portanto existe um *-isomorfismo
µ1 : Q(H1⊕H′1) −→ Q(H) induzido por um operador unita´rio U1 : H1⊕H′1 −→ H, tal
que
τ = µ1((τ1 ◦ i∗1)+ˆ(τ ′1 ◦ j∗1)). (5.1)
Agora, note que Y1 = X2 ∪ Y2, e X2 ∩ Y2 = {x0}, de onde novamente pelo teorema
4.1.8, existem d2 ∈ Ext(X2), d′2 ∈ Ext(Y2) tais que
[τ ′1] = (r2)∗(d2) + (s2)∗(d
′
2) = (q2)∗(d2∨d′2).
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Portanto, se d2 = [τ2], d
′
2 = [τ
′
2], para τ2 : C(X2) −→ Q(H2) e τ ′2 : C(Y2) −→ Q(H′2)
extenso˜es, temos τ ′1 ∼ (τ2∨τ ′2)q∗2 = (τ2◦r∗2)+ˆ(τ ′2◦s∗2), e portanto existe um *-isomorfismo
µ2 : Q(H2⊕H′2) −→ Q(H′1) induzido por um operador unita´rio U2 : H2⊕H′2 −→ H′1,
tal que
τ ′1 = µ2((τ2 ◦ r∗2)+ˆ(τ ′2 ◦ s∗2)). (5.2)
Observando que r∗2 ◦ j∗1 = (j1 ◦ r2)∗ = i∗2, e s∗2 ◦ j∗1 = (j1 ◦ s2)∗ = j∗2 , e substituindo a
equac¸a˜o 5.2 na equac¸a˜o 5.1, temos
τ = µ1((τ1 ◦ i∗1)+ˆ(τ ′1 ◦ j∗1)) = µ1((τ1 ◦ i∗1)+ˆ((µ2((τ2 ◦ r∗2)+ˆ(τ ′2 ◦ s∗2))) ◦ j∗1)) =
= µ1((τ1 ◦ i∗1)+ˆµ2((τ2 ◦ r∗2 ◦ j∗1)+ˆ(τ ′2 ◦ s∗2 ◦ j∗1))) = µ1((τ1 ◦ i∗1)+ˆµ2((τ2 ◦ i∗2)+ˆ(τ ′2 ◦ j∗2))).
Prosseguindo recursivamente deste modo vemos que existem, para todo n ∈ N∗,
extenso˜es τn : C(Xn) −→ Q(Hn), τ ′n : C(Yn) −→ Q(H′n), e um *-isomorfismo µn :
Q(Hn⊕H′n) −→ Q(H′n−1) induzido por um operador unita´rio Un : Hn⊕H′n −→ H′n−1,
tal que
τ = µ1((τ1 ◦ i∗1)+ˆµ2((τ2 ◦ i∗2)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))))).
Queremos provar agora que, para todo n ∈ N∗, [τn] ∈ ker(γXn). De fato, fixe
n ∈ N∗ arbitrariamente, e tome g ∈ C(Xn)−1 qualquer. Defina f : X −→ C por
f(x) =
{
g(x) se x ∈ Xn
g(x0) se x ∈ X\Xn.
Obviamente f esta´ bem definida, e´ cont´ınua, e e´ invers´ıvel. Ale´m disso, f e´ constante
igual a g(x0) fora de Xn; portanto, se m 6= n, observe que τm(f |Xm) = g(x0)1Q(Hm), e
assim ind(τm(f |Xm)) = 0; da mesma forma, ind(τ ′n(f |Yn)) = 0.
Lembrando-se que [τ ] ∈ ker(γX) por hipo´tese, segue-se da´ı que
0 =γX([τ ])([f ]) = ind(τ(f)) =
= ind(µ1((τ1 ◦ i∗1)+ˆµ2((τ2 ◦ i∗2)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n)))))(f)) =
= ind((τ1 ◦ i∗1)+ˆµ2((τ2 ◦ i∗2)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))))(f)) =
= ind(τ1(f |X1)) + ind(µ2((τ2 ◦ i∗2)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))))) =
= ind(µ2((τ2 ◦ i∗2)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))))) =
= ind((τ2 ◦ i∗2)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n)))) =
= ind(τ2(f |X2)) + ind(µ3((τ3 ◦ i∗3)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))))) =
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= ind(µ3((τ3 ◦ i∗3)+ˆ(· · · +ˆµn((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))))) = · · ·
· · · = ind(((τn ◦ i∗n)+ˆ(τ ′n ◦ j∗n))(f)) =
= ind(τn(f |Xn)) + ind(τ ′n(f |Yn)) =
= ind(τn(g)) = γXn([τn])([g]),
ou seja, γXn([τn])([g]) = 0, o que prova que [τn] ∈ ker(γXn), como desejado.
Agora, sabemos do exemplo 5.1.2 que γS1 e´ injetora, e da observac¸a˜o 5.1.3 que γZ
e´ injetora para todo Z ⊆ R compacto; mas os conjuntos Xn sa˜o homeomorfos a S1
ou a um subconjunto compacto de R, logo podemos concluir que γXn e´ injetora, para
todo n ∈ N∗. Como [τn] ∈ ker(γXn), isto implica de imediato em [τn] = 0, e da´ı τn
e´ trivial, para todo n ∈ N∗. Fixe portanto ϕn : C(Xn) −→ B(Hn) *-homomorfismos
unitais injetores tais que τn = pi ◦ ϕn.
Afirmamos agora que diam(Yn) −→ 0. De fato, dado δ > 0 qualquer, escolha
n0 ∈ N∗ tal que n > n0 implica em diam(Xn) < δ/4. Agora, para n > n0, se x, x′ ∈ Yn,
enta˜o d(x, x′) ≤ d(x, x0)+d(x0, x′) ≤ δ/4+δ/4 = δ/2, e portanto diam(Yn) ≤ δ/2 < δ.
Em outras palavras, diam(Yn) < δ para todo n > n0, e isto prova o afirmado.
Para cada n ∈ N∗, defina An := {f ∈ C(X) : f constante em Yn}. E´ imediato
verificar que os An sa˜o sub-C*-a´lgebras de C(X), e que An ⊆ An+1; assim, vemos que
A := ∪n∈N∗An e´ uma *-sub-a´lgebra de C(X). Observe que A e´ densa em C(X): de
fato, se tomarmos f ∈ C(X) e ε > 0 arbitrariamente, seja δ > 0 da continuidade
uniforme de f , para o ε dado. Escolha n0 ∈ N∗ tal que diam(Yn0) < δ. Defina f ′ ∈ A
por f ′|Yn0 = f(x0), e f ′ = f em X\Yn0 . Naturalmente, ‖f − f ′‖ ≤ ε, provando o
observado.
Iremos finalmente provar que τ e´ trivial. Se f ∈ C(X) e´ constante em algum Yn,
defina ϕ(n)(f) ∈ B(H) por
ϕ(n)(f) = AdU1((ϕ1 ◦ i∗1)(f)⊕AdU2((ϕ2 ◦ i∗2)(f)⊕(· · · ⊕AdUn((ϕn ◦ i∗n)(f)⊕f(x0)IH′n)))).
Afirmamos que ϕ(n+1)(f) = ϕ(n)(f): para simplificar a notac¸a˜o, vamos supor que
f e´ constante em Y1, e provar que ϕ
(2)(f) = ϕ(1)(f); o leitor podera´ observar que a
demonstrac¸a˜o e´ exatamente a mesma para inteiros maiores.
Como X2 ⊆ Y1, temos que f e´ constante igual a f(x0) em X2; ainda, observando
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que IH′1 = AdU2(IH2⊕H′2),
ϕ(2)(f) = AdU1((ϕ1 ◦ i∗1)(f)⊕AdU2((ϕ2 ◦ i∗2)(f)⊕f(x0)IH′2)) =
= AdU1((ϕ1 ◦ i∗1)(f)⊕AdU2(ϕ2(f |X2)⊕f(x0)IH′2)) =
= AdU1((ϕ1 ◦ i∗1)(f)⊕AdU2(f(x0)IH2⊕f(x0)IH′2)) =
= AdU1((ϕ1 ◦ i∗1)(f)⊕f(x0)AdU2(IH2⊕IH′2)) =
= AdU1((ϕ1 ◦ i∗1)(f)⊕f(x0)IH′1) = ϕ(1)(f),
e isto prova o afirmado.
Em virtude do que acabamos de provar, segue-se que se m ∈ N∗ e´ o menor natural
tal que f e´ constante em Yn, enta˜o ϕ
(n) = ϕ(m) para todo n > m; podemos enta˜o
associar a cada f ∈ A um operador ϕ(f) ∈ B(H) dado por ϕ(f) = ϕ(n)(f), onde
n ∈ N∗ e´ qualquer natural tal que f seja constante em Yn. Em outras palavras, esta´
bem definida uma aplicac¸a˜o
ϕ : A −→ B(H)
f 7−→ ϕ(f).
E´ fa´cil verificar que ϕ e´ um *-homomorfismo unital; mais ainda, observe que ϕ|An
e´ injetor para todo n ∈ N∗. Provaremos isto para n = 1 para simplificar a notac¸a˜o, os
outros casos sa˜o ideˆnticos:
Se f ∈ A1 e´ tal que ϕ(f) = 0, enta˜o AdU1((ϕ1 ◦ i∗1)(f)⊕f(x0)IH′1) = 0, o que
implica em (ϕ1 ◦ i∗1)(f)⊕f(x0)IH′1 = 0. Assim, ϕ1(f |X1) = 0, e da injetividade de ϕ1
segue-se que f |X1 = 0; em particular, f(x0) = 0, e como f e´ constante igual a f(x0)
em Y1, conclu´ımos de X = X1 ∪ Y1 que f = 0, e portanto ϕ|A1 e´ injetor.
Agora, An e´ uma C*-a´lgebra, logo ϕ|An ser injetor implica em ϕ|An ser isome´trico;
logo, temos que ϕ e´ isome´trico.
Considere ϕ˜ : C(X) −→ B(H) a extensa˜o cont´ınua de ϕ para C(X). Enta˜o, ϕ˜ e´
um *-homomorfismo unital; em virtude do observado acima, vemos que ϕ˜ e´ isome´trico,
e portanto injetor.
Afirmamos que τ(f) = pi ◦ ϕ˜(f) para todo f ∈ A1: de fato, observe que neste caso
ϕ˜(f) = ϕ(f), e que (τ ′1 ◦ j∗1)(f) = τ ′1(f |Y1) = τ ′1(f(x0) · 1) = f(x0)1Q(H′1); portanto,
lembrando que τ1 = pi ◦ ϕ1,
pi ◦ ϕ˜(f) = pi(AdU1((ϕ1 ◦ i∗1)(f)⊕f(x0)IH′1)) = µ1(pi((ϕ1 ◦ i∗1)(f)⊕f(x0)IH′1)) =
µ1(pi(ϕ1 ◦ i∗1)(f)+ˆf(x0)pi(IH′1)) = µ1((τ1 ◦ i∗1)(f)+ˆ(τ ′1 ◦ j∗1)(f)) = τ(f),
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de onde τ(f) = pi ◦ ϕ˜(f), como afirmado.
De maneira ideˆntica prova-se que τ(f) = pi ◦ ϕ˜(f) para todo f ∈ An, para qualquer
n > 2; em outras palavras, vemos assim que τ(f) = pi ◦ ϕ˜(f) para todo f ∈ A; logo,
por continuidade e densidade, segue-se que τ = pi ◦ ϕ˜, e portanto τ e´ trivial, como
quer´ıamos demonstrar.
Em virtude disto, temos ker(γX) = 0, de onde γX e´ injetora, e o teorema esta´
provado.

Proposic¸a˜o 5.2.2. Sejam X, Y espac¸os me´tricos compactos, e f : X −→ Y cont´ınua.
Enta˜o, f∗(ker(γX)) ⊆ ker(γY ).
Demonstrac¸a˜o. Tome [τ ] ∈ ker(γX) e [g] ∈ pi1(Y ) arbitra´rios. Enta˜o, pela naturalidade
de γ,
γY (f∗[τ ])([g]) = (f# ◦ γX([τ ]))([g]) = (f#(0))([g]) = 0,
de onde f∗[τ ] ∈ ker(γY ), e portanto f∗(ker(γX)) ⊆ ker(γY ), como quer´ıamos provar.

Na pro´xima proposic¸a˜o, o homomorfismo β : Ext(B)× Ext(C) −→ Ext(X) e´
conforme definido na observac¸a˜o 4.1.6.
Proposic¸a˜o 5.2.3. Sejam X ⊆ C compacto, L ⊆ C uma reta dividindo C em dois
semi-planos fechados C− e C+, B = X ∩C−, e C = X ∩C+. Enta˜o, o homomorfismo
β : Ext(B)× Ext(C) −→ Ext(X) e´ tal que
ker(γX ◦ β) ⊆ ker(γB)× ker(γC).
Demonstrac¸a˜o. Seja ([τ1], [τ2]) ∈ Ext(B) × Ext(C) tal que β([τ1], [τ2]) ∈ ker(γX).
Precisamos provar que [τ1] ∈ ker(γB), [τ2] ∈ ker(γC).
Denote por i1 : B −→ X, i2 : C −→ X as incluso˜es. Agora, para [f ] ∈ pi1(X)
arbitra´rio, e tomando τx ∈ ext(X) trivial qualquer,
0 = (γX ◦ β([τ1], [τ2]))([f ]) = ind(((τ1 ◦ i∗1)+ˆ(τ2 ◦ i∗2)+ˆτX)(f)) =
= ind(τ1(f |B)+ˆτ2(f |C)+ˆτX(f)) = ind(τ1(f |B)) + ind(τ2(f |C)) + ind(τX(f)) =
= ind(τ1(f |B)) + ind(τ2(f |C)).
Tome arbitrariamente g ∈ C(B)−1. O conjunto B ∩ L e´ fechado em L, logo
o seu complementar em L e´ uma reunia˜o disjunta de intervalos abertos, digamos,
L\(B ∩ L) = ⋃˙n∈ΛIn.
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Queremos encontrar uma extensa˜o cont´ınua invers´ıvel de g para B ∪ L. Como
B ∪L = B ∪˙ L\(B ∩L), basta definirmos a extensa˜o g′ em L\(B ∩L), e portanto em
cada intervalo aberto In como acima.
Digamos que, para cada n ∈ Λ, In = [an, bn]. Os pontos an, bn esta˜o em B ∩ L,
logo g(an) e g(bn) esta˜o definidos. Parametrizando In linearmente, via an(1− t) + bnt,
t ∈ [0, 1], podemos definir g′|In por
g′(an(1− t) + bnt) := g(an)(1− t) + g(bn)t, ∀t ∈ [0, 1],
ou eventualmente usando uma outra curva cont´ınua ligando g(an) a g(bn), na˜o pas-
sando pelo zero, pois precisamos que g′ seja invers´ıvel.
Fazendo o procedimento acima para todo n ∈ λ, e´ imediato que a g′|L\(B∩L) obtida
assim e´ cont´ınua; da´ı, segue-se que a func¸a˜o g′ : B ∪ L −→ C dada por g′|B = g, e
g′|L\(B∩L) como acima e´ cont´ınua, e ela e´ invers´ıvel por construc¸a˜o.
Seja p : X −→ B ∪ L, onde p|B = id, e p|C e´ a projec¸a˜o ortogonal de C sobre L; a
func¸a˜o p e´ cont´ınua, logo f := g′ ◦ p e´ cont´ınua e invers´ıvel, ou seja, f ∈ C(X)−1.
Observe agora que L e´ um espac¸o contra´til, logo a func¸a˜o idL e´ homoto´pica a
uma func¸a˜o constante, e podemos supor que esta func¸a˜o constante e´ invers´ıvel; agora,
como p|C = idL ◦ p|C , temos que tambe´m a func¸a˜o p|C e´ homoto´pica a uma func¸a˜o
constante invers´ıvel, e da´ı segue-se que a func¸a˜o f |C = g′ ◦ p|C e´ homoto´pica a uma
func¸a˜o constante e invers´ıvel. Portanto, ind(τ2(f |C)) = 0 e assim, pelo que vimos
acima, observando-se que f |B = g,
0 = ind(τ1(f |B)) + ind(τ2(f |C)) = ind(τ1(f |B)) = ind(τ1(g)),
ou seja, γB([τ1])([g]) = 0; segue-se da´ı que [τ1] ∈ ker(γB), e da mesma forma prova-se
que [τ2] ∈ ker(γC).

Proposic¸a˜o 5.2.4. Sejam X ⊆ C compacto, L ⊆ C uma reta dividindo C em dois
semi-planos fechados C− e C+, X− = X ∩C−, e X+ = X ∩C+. Se a ∈ Ext(X) e´ tal
que a ∈ ker(γX), enta˜o a cinde em b ∈ Ext(X−) e c ∈ Ext(X+) tais que a ∈ ker(γX−),
b ∈ ker(γX+).
Demonstrac¸a˜o. Seja J ⊆ L um segmento de reta compacto que contenha a projec¸a˜o
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ortogonal de X+ sobre L, e considere o seguinte diagrama de incluso˜es:
J
j3

X− ∪ J i
′
1 // X ∪ J X+ ∪ Ji
′
2oo
X−
j1
OO
i1 // X
j
OO
X+
i2oo
j2
OO
Como a ∈ ker(γX), sabemos da proposic¸a˜o 5.2.2 que j∗(a) ∈ ker(γ(X∪J)) ⊆
Ext(X ∪ J). Sabemos tambe´m da proposic¸a˜o 4.2.9 que o homomorfismo
β : Ext(X− ∪ J)× Ext(X+ ∪ J) −→ Ext(X ∪ J)
e´ sobrejetor, e portanto existe (b′, c′) ∈ Ext(X− ∪ J) × Ext(X+ ∪ J) tal que j∗(a) =
β(b′, c′). Ademais, observando-se que (X ∪J)∩C− = X−∪J , (X ∪J)∩C+ = X+∪J ,
temos da proposic¸a˜o 5.2.3 que
ker(γ(X∪J) ◦ β) ⊆ ker(γ(X−∪J))× ker(γ(X+∪J)),
e portanto b′ ∈ ker(γ(X−∪J)), c′ ∈ ker(γ(X+∪J)).
Denote A− = (X− ∪ J)/X−, A+ = (X+ ∪ J)/X+, e por p : X− ∪ J −→ A−, q :
X+ ∪ J −→ A+ as aplicac¸o˜es quocientes. Enta˜o, novamente da proposic¸a˜o proposic¸a˜o
5.2.2 vemos que p∗(b′) ∈ ker(γA−), q∗(c′) ∈ ker(γA+).
Afirmamos que os homomorfismos γA− e γA+ sa˜o injetores: de fato, note que
X− ∩ X+ = X ∩ L ⊆ J , ou seja, X− ∩ X+ e´ um subconjunto fechado de J , e as-
sim, se denotarmos A = J/(X−∩X+), temos pelo teorema 5.2.1 que o homomorfismo
γA e´ injetor.
Observe que X− ∪ J = X− ∪˙ (J\X−), e que X− ∩X+ = J ∩X−; logo,
J = (J ∩X−) ∪˙ (J\X−) = (X− ∩X+) ∪˙ (J\X−),
e da´ı segue-se que A− e´ homeomorfo a A, visto que
A− = (X− ∪ (X− ∩X+) ∪˙ (J\X−))/X− = (X− ∪˙ (J\X−))/X− ∼ (J\X−),
e
A = ((X− ∩X+) ∪˙ (J\X−))/(X− ∩X+) ∼ (J\X−).
Se f : A− −→ A e´ um homeomorfismo, enta˜o podemos ver pela proposic¸a˜o 5.2.2 que
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f∗(ker(γA−)) ⊆ ker(γA), e assim ker(γA−) ⊆ (f)−1∗ (ker(γA)). Ora, mas γA e´ injetor,
logo temos (f)−1∗ (ker(γA)) = {0}, e portanto ker(γ)A−) = {0}, de onde fica provado
que γA− e´ injetor. Analogamente prova-se que γA+ e´ injetor.
Assim, temos p∗(b′) = 0, q∗(c′) = 0, ou seja, b′ ∈ ker(p∗), c′ ∈ ker(q∗). Agora,
sabemos do teorema 4.2.6 que ker(p∗) = ran((j1)∗), ker(q∗) = ran((j2)∗), logo existem
b ∈ Ext(X−) e c ∈ Ext(X+) tais que b′ = (j1)∗(b), c′ = (j2)∗(c).
Considere a sequ¨eˆncia de Mayer-Vietoris do teorema 4.2.7,
Ext(X ∩ J) −→ Ext(X)× Ext(J) ϕ−→ Ext(X ∪ J),
ou seja, esta e´ uma sequ¨eˆncia exata e ϕ e´ dada por ϕ(x, y) = j∗(x)+ (j3)∗(y). Observe
que Ext(X ∩ J) = 0, visto que X∩J esta´ contido em um segmento de reta e e´ portanto
homeomorfo a um subconjunto de R; logo, isto implica em ϕ ser injetor.
Suponha agora que x ∈ Ext(X) e´ tal que j∗(x) = 0. Enta˜o,
ϕ(x, 0) = j∗(x) + (j3)∗(0) = 0 + 0 = 0,
e da injetividade de ϕ vem que (x, 0) = (0, 0), de onde obtemos x = 0, provando deste
modo que j∗ e´ injetor.
Usando a comutatividade dos quadrados do diagrama acima, vemos que
j∗(a) = β(b′, c′) = β((j1)∗(b), (j2)∗(c)) = (i′1)∗ ◦ (j1)∗(b) + (i′2)∗ ◦ (j2)∗(c) =
= j∗ ◦ (i1)∗(b) + j∗ ◦ (i2)∗(c) = j∗((i1)∗(b) + (i2)∗(c)),
e a injetividade de j∗ nos da´ enta˜o
a = (i1)∗(b) + (i2)∗(c),
ou seja, conclu´ımos que a cinde em b e c.
Se denotarmos por β′ : Ext(X−)× Ext(X+) −→ Ext(X) o homomorfismo da
observac¸a˜o 4.1.6, vemos enta˜o que a = β′(b, c). Agora, sabemos da proposic¸a˜o 5.2.3
que
ker(γX ◦ β′) ⊆ ker(γX−)× ker(γX+);
como a ∈ ker(gx), de imediato temos b ∈ ker(γX−), c ∈ ker(γX+), e a proposic¸a˜o esta´
provada.

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Proposic¸a˜o 5.2.5. Sejam X, Y espac¸os me´tricos compactos, b ∈ ker(γX), c ∈ ker(γY ).
Enta˜o, b∨c ∈ ker(γ(X∨Y )).
Demonstrac¸a˜o. Denote b = [τ ], c = [τ ′]. Tomando arbitrariamente f ∈ C(X∨Y )−1,
claramente temos f |X ∈ C(X)−1, f |Y ∈ C(Y )−1, e assim
γ(X∨Y )(b∨c)([f ]) = ind((τ∨τ ′)(f)) = ind(τ(f |X)+ˆτ ′(f |Y )) =
= ind(τ(f |X)) + ind(τ ′(f |Y )) = γX(b)([f |X ]) + γY (c)([f |Y ]) = 0 + 0 = 0,
de onde b∨c ∈ ker(γ(X∨Y )), como desejado.

Estamos finalmente em condic¸o˜es de provar a injetividade de γX para X ⊆ C
arbitra´rio.
Teorema 5.2.6. Se X ⊆ C e´ compacto, enta˜o γX : Ext(X) −→ Hom(pi1(X),Z) e´
injetor.
Demonstrac¸a˜o. O primeiro passo e´ determinar um sistema projetivo de espac¸os me´tricos
compactos adequado aos nossos futuros propo´sitos. Isto sera´ feito da seguinte forma:
Considere um quadrado S ⊆ C grande o suficiente, de modo que X ⊆ S.
Para cada k ∈ N, divida S em 2k retaˆngulos iguais, utilizando retas paralelas aos
lados do quadrado S, de modo que o diaˆmetro dos retaˆngulos tenda para zero quando k
tende ao infinito, e defina Xk como sendo o espac¸o me´trico dado pela reunia˜o disjunta
das intersecc¸o˜es de X com cada um dos 2k retaˆngulos; denote por pk : Xk+1 −→ Xk a
aplicac¸a˜o natural de identificac¸a˜o de pontos, que e´ cont´ınua e claramente sobrejetora.
Observe que X0 = X.
Isto define um sistema projetivo (Xk, pk); denotaremos Y = lim←−(Xk, pk), e por
qn : Y −→ Xn as func¸o˜es coordenadas, que sa˜o sobrejetoras neste caso pois todas as
pk sa˜o sobrejetoras.
Tome arbitrariamente a ∈ Ext(X) tal que a ∈ ker(γX). Queremos provar que
a = 0. Inicialmente, afirmamos que existe (ak)k ∈ lim←−(Ext(Xk), (pk)∗) tal que a0 = a,
e ak ∈ ker(γXk) para todo k ∈ N. Estes ak sera˜o constru´ıdos recursivamente, como
segue:
Seja a0 = a. Considere X1 = X
−∨X+, obtido ao cortar-se X com uma linha reta;
logo, sabemos da proposic¸a˜o 5.2.4 que existem b ∈ ker(γX−), C ∈ ker(γX+) tais que
a cinde em b e c, ou seja, a = (p0)∗(b∨c), onde p0 : X−∨X+ −→ X e´ a func¸a˜o de
identificac¸a˜o definida acima.
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Defina a1 = b∨c. Logo, (p0) ∗ (a1) = a0, e ainda a1 ∈ ker(γX1), pela proposic¸a˜o
5.2.5.
Ao passarmos para X2, os conjuntos X
− e X+ sa˜o possivelmente ambos divi-
didos em dois pedac¸os cada um; escreveremos X2 = X
−−∨X−+∨X+−∨X++, onde
X−−∨X−+ define a divisa˜o de X−, e X+−∨X++ define a divisa˜o de X+.
Aplicando a proposic¸a˜o 5.2.4 separadamente para b e c, obtemos uma cisa˜o de
b em b− ∈ ker(γX−−) e b+ ∈ ker(γX−+), e uma cisa˜o de c em c− ∈ ker(γX+−) e
c+ ∈ ker(γX++).
Defina a2 = b
−∨b+∨c−∨c+ ∈ Ext(X2). Enta˜o, por aplicac¸o˜es repetidas da pro-
posic¸a˜o 5.2.5, vemos que a2 ∈ ker(γX2).
Queremos provar agora que (p1)∗(a2) = a1, ou seja, (p1)∗(b−∨b+∨c−∨c+) = b∨c;
para tanto, precisamos ter uma visa˜o mais precisa dos espac¸os que estamos traba-
lhando, algo que e´ dado com o seguinte diagrama comutativo de incluso˜es, mais a
aplicac¸a˜o de identificac¸a˜o p1:
X1
X−
u
<<yyyyyyyy
X+
v
bbEEEEEEEE
X−−
i′−
77nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
r−
44jjjjjjjjjjjjjjjjjjj
i−
++WWWW
WWWWW
WWWWW
WWWWW
WWWWW
WWWWW X
−+
i′+
EE
r+
OO
i+ ""E
EE
EE
EE
E X
+−
j′−
YY333333333333333
s−
OO
j−||yy
yy
yy
yy
X++
j+
ssggggg
ggggg
ggggg
ggggg
ggggg
gggg
s+
jjTTTTTTTTTTTTTTTTTTT
j′+
ggPPPPPPPPPPPPPPPPPPPPPPPPPPPPPPP
X2
p1
OO
Tendo em vista o diagrama acima, vemos que
b∨c = u∗(b) + v∗(c), b = (r−)∗(b−) + (r+)∗(b+), c = (s−)∗(c−) + (s+)∗(c+),
e tambe´m que
b−∨b+∨c−∨c+ = (i−)∗(b−) + (i+)∗(b+) + (j−)∗(c−) + (j+)∗(c+).
Portanto,
(p1)∗(b−∨b+∨c−∨c+) = (p1)∗((i−)∗(b−) + (i+)∗(b+) + (j−)∗(c−) + (j+)∗(c+)) =
= (p1)∗ ◦ (i−)∗(b−) + (p1)∗ ◦ (i+)∗(b+) + (p1)∗ ◦ (j−)∗(c−) + (p1)∗ ◦ (j+)∗(c+) =
= (p1 ◦ i−)∗(b−) + (p1 ◦ i+)∗(b+) + (p1 ◦ j−)∗(c−) + (p1 ◦ j+)∗(c+) =
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= (i′−)∗(b
−) + (i′+)∗(b
+) + (j′−)∗(c
−) + (j′+)∗(c
+) =
= (u ◦ r−)∗(b−) + (u ◦ r+)∗(b+) + (v ◦ s−)∗(c−) + (v ◦ s+)∗(c+) =
= u∗ ◦ (r−)∗(b−) + u∗ ◦ (r+)∗(b+) + v∗ ◦ (s−)∗(c−) + v∗ ◦ (s+)∗(c+) =
= u∗((r−)∗(b−) + (r+)∗(b+)) + v∗((s−)∗(c−) + (s+)∗(c+)) =
= u∗(b) + v∗(c) = b∨c,
de onde temos (p1)∗(a2) = a1, como desejado.
Os ak ∈ Ext(Xk) tais que (pk−1)∗(ak) = ak−1 e ak ∈ ker(γXk) para k ≥ 3 sa˜o cons-
tru´ıdos recursivamente de maneira completamente ana´loga, utilizando a proposic¸a˜o
5.2.4 em cada um dos fatores obtidos no passo anterior, e usando a proposic¸a˜o 5.2.5
repetidas vezes.
Segue-se da´ı portanto que (ak)k ∈ lim←−(Ext(Xk), (pk)∗), e ele e´ tal que a0 = a, e
ak ∈ ker(γXk) para todo k ∈ N, provando o afirmado.
Agora, e´ sabido do teorema 4.3.3 que o homomorfismo ψY : Ext(Y ) −→ lim←−Ext(Xk)
e´ sobrejetor; relembrando, este homomorfismo era dado por ψY (d) = ((qk)∗(d))k, para
todo d ∈ Ext(Y ).
Logo, existe d ∈ Ext(Y ) tal que ψY (d) = (ak)k, ou seja, ((qk)∗(d))k = (ak)k; em
particular, vemos que (q0)∗(d) = a0 = a.
Observe que o diaˆmetro das componentes conexas dos espac¸os Xk tendem para
zero quando k −→∞, por construc¸a˜o; assim, da observac¸a˜o E.2.7 vemos que o espac¸o
Y e´ totalmente desconexo, e enta˜o Ext(Y ) = 0, de onde temos de imediato d = 0, e
portanto
a = a0 = (q0)∗(d) = (q0)∗(0) = 0,
provando que a = 0. Como a ∈ ker(γX) havia sido tomado arbitrariamente, conclu´ımos
que ker(γX) = {0}, ou seja, γX e´ injetor, como quer´ıamos provar.

O pro´ximo passo e´ estabelecer a sobrejetividade de γX para todo X ⊆ C compacto.
Aqui, tambe´m provaremos este resultado primeiro em um caso particular, e depois
faremos o caso geral, recorrendo novamente a um argumento via limites projetivos.
Precisamos de mais um conceito:
Tome X ⊆ C compacto, e Γ ⊆ C uma curva fechada simples, suave por partes e
com orientac¸a˜o positiva, isto e´, a parametrizac¸a˜o de Γ e´ tal que a componente limitada
de C que e´ limitada por Γ fica a` “esquerda” de Γ; a grosso modo, a curva Γ e´ desenhada
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no sentido anti-hora´rio. Considere f ∈ C(X) tal que f |Γ ∈ C(Γ) e´ invers´ıvel. Enta˜o,
tomando um homeomorfismo g : S1 −→ Γ que preserva orientac¸a˜o, podemos definir o
ı´ndice de f com relac¸a˜o a` curva Γ, denotado indΓ(f), como sendo o inteiro
indΓ(f) = wn(f ◦ g).
Aqui, wn(f ◦ g) denota o winding number da func¸a˜o f ◦g, como visto na sec¸a˜o A.5. O
inteiro indΓ(f) independe do homeomorfismo g : S1 −→ Γ que preserva orientac¸a˜o. Se
Γ consiste em uma reunia˜o disjunta de curvas Γ1, . . . ,Γn fechadas simples, orientadas
e suaves por partes, podemos tambe´m definir indΓ(f) como sendo
indΓ(f) =
∑n
i=1εi · indΓi(f),
onde εi = 1 caso Γi tenha orientac¸a˜o positiva, e εi = −1 caso Γi tenha orientac¸a˜o
negativa.
Proposic¸a˜o 5.2.7. Seja X ⊆ C compacto cuja fronteira ∂X consiste em uma quan-
tidade finita de curvas fechadas simples, suaves por partes, e disjuntas. Enta˜o, o
homomorfismo γX : Ext(X) −→ Hom(pi1(X),Z) e´ sobrejetor.
Demonstrac¸a˜o. A hipo´tese sobre a fronteira de X implica em haver apenas uma
quantidade finita de componentes limitadas em C\X; denotaremos tais componentes
por Ok, k = 1, . . . ,m.
Para cada k = 1, . . . ,m, fixe λk ∈ Ok arbitrariamente. Enta˜o, sabemos do exemplo
5.1.1 que pi1(X) e´ o grupo livre abeliano gerado por {[ζ−λk1] : k = 1, . . . ,m}. Logo, o
grupo Hom(pi1(X),Z) e´ gerado pelos homomorfismos hj : pi1(X) −→ Z, j = 1, . . . ,m,
tais que
hj([ζ − λk1]) = δj,k,
ou seja, hj([ζ − λk1]) = 1 caso j = k, e hj([ζ − λk1]) = 0 caso contra´rio.
Como para obtermos a sobrejetividade de γX basta encontrarmos elementos de
Ext(X) que atinjam os geradores de Hom(pi1(X),Z) acima explicitados (pois γX e´
um homomorfismo), sera´ suficiente construir extenso˜es τj : C(X) −→ Q(Hj) para
j = 1, . . . ,m tais que ind(τj(ζ − λk1)) = δj,k para todo k = 1, . . . ,m, visto que, da´ı,
γX([τj])([ζ − λk1]) = ind(τj(ζ − λk1)) = δj,k = hj([ζ − λk1]),
e potanto γX([τj]) = hj. Isto e´ o que faremos.
Fixe um j = 1, . . . ,m arbitrariamente. A fronteira de Oj consiste em algumas das
curvas que constituem a fronteira de X; mais precisamente, Oj possui uma fronteira
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exterior, que separa Oj da componente na˜o limitada de C\Oj, e possivelmente alguns
buracos. Denotaremos por Γ0 a curva que determina a fronteira exterior de Oj, e
por Γ1, . . . ,Γp, as curvas que determinam as fronteiras dos poss´ıveis p buracos de Oj.
Queremos considerar a orientac¸a˜o positiva padra˜o em ∂Oj; isto e´ feito considerando-
se Γ0 como estando orientada positivamente, e as curvas Γ1, . . . ,Γp, estando contidas
na regia˜o limitada do plano limitada pela curva Γ0, possuem orientac¸a˜o contra´ria a
orientac¸a˜o da curva Γ0. Dado λ ∈ C\∂Oj, teremos portanto que
ind∂Oj(ζ − λ1) = indΓ0(ζ − λ1)−
∑p
i=1indΓi(ζ − λ1) =
{
1 se λ ∈ Oj
0 se λ ∈ C\Oj.
Em particular, para k = 1, . . . ,m temos ind∂Oj(ζ − λk1) = δj,k.
Tome agora g0 : S1 −→ Γ0 um homeomorfismo que inverte a orientac¸a˜o, e
gi : S1 −→ Γi um homeomorfismo que preserva a orientac¸a˜o, para cada i = 1, . . . , p.
Estes gi podem ser vistos como elementos de C(S1), logo podemos considerar os
operadores de Toeplitz Tg0 , Tg1 , . . . , Tg1 . Pela exposic¸a˜o da sec¸a˜o A.5, estes operadores
sa˜o essencialmente normais, e ainda σe(Tgi) = ran(gi) = Γi, i = 0, 1, . . . , p. Ademais,
para todo k = 1, . . . ,m, o ponto λk ∈ Ok na˜o esta´ em Γ0 = ran(g0), e assim a func¸a˜o
g0 − λk1 e´ invers´ıvel. Portanto, o operador Tg0 − λkI = Tg0 − λkT1 = T(g0−λk1) e´ de
Fredholm, e
ind(Tg0 − λkI) = ind(T(g0−λk1)) = −wn(g0 − λk1) =
= −wn((ζ − λk1) ◦ g0) = indΓ0(ζ − λk1),
onde houve a troca de sinal na u´ltima igualdade devido ao fato que g0 inverte a
orientac¸a˜o. Do mesmo modo, prova-se que, para todo i = 1, . . . , p e todo k = 1, . . . ,m,
o operador Tgi−λkI e´ de Fredholm, e ind(Tgi − λkI) = −indΓi(ζ−λk1) (note a diferenc¸a
de sinal ocasionada pelo fato de gi preservar a orientac¸a˜o).
Pela proposic¸a˜o B.1.5, seja N ∈ B(H) um operador normal tal que σ(N) =
σe(N) = X. Para todo k = 1, . . . ,m, observando que λk /∈ X, denotando f =
(ζ − λk1) ∈ C(X), temos que f e´ invers´ıvel; como
σ(pi(N − λkI)) = σ(pi(f(N))) = σ(f(pi(N))) = f(σ(pi(N))) = f(X) = ran(f),
vemos que 0 /∈ σ(pi(N − λkI)), o que implica em pi(N − λkI) ser invers´ıvel, e da´ı
conclu´ımos que o operador N − λkI e´ de Fredholm. Como este operador e´ normal,
temos ind(N − λkI) = 0.
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Defina um operador Tj por
Tj = (⊕pi=0Tgi)⊕N.
Note que Tj e´ essencialmente normal por definic¸a˜o, e tambe´m σe(Tj) =X, visto que
Γi ⊆ ∂X ⊆ X para todo i, e assim
σe(Tj) = (
⋃p
i=01σe(Tgi)) ∪ σe(N) = (
⋃p
i=01Γi) ∪X = X.
Ale´m disso, para k = 1, . . . ,m, o operador Tj − λkI e´ de Fredholm, pois
Tj − λkI = (⊕pi=0(Tgi − λkI))⊕(N − λkI),
e cada uma das componentes desta soma direta e´ sabida ser um operador de Fredholm.
Calculando o ı´ndice de Fredholm do operador Tj − λkI, temos
ind(Tj − λkI) = ind((⊕pi=0(Tgi − λkI))⊕(N − λkI)) =
=
∑∞
n=0ind(Tgi − λkI) + ind(N − λkI) =
= indΓ0(ζ − λk1)−
∑p
i=1indΓi(ζ − λk1) + 0 =
= ind∂Oj(ζ − λk1) = δj,k.
Seja Hj o espac¸o de Hilbert onde Tj age. Observando agora que σ(pi(Tj)) =
σe(Tj) = X, e que pi(Tj) e´ normal, pois Tj e´ essencialmente normal, podemos definir
uma extensa˜o τj : C(X) −→ Q(Hj) atrave´s do ca´lculo funcional cont´ınuo de pi(Tj),
isto e´, τj(f) = f(pi(Tj)),∀f ∈ C(X). Em virtude do que acabamos de ver acima,
ind(τ(ζ − λk1)) = ind((ζ − λk1)(pi(Tj))) = ind(pi(Tj)− λk1Q(Hj)) =
= ind(pi(Tj − λkI)) = ind(Tj − λkI) = δj,k.
Como j e k haviam sido tomados arbitrariamente, segue-se do que havia sido
observado no in´ıcio que o homomorfismo γX e´ sobrejetor, e o resultado esta´ portanto
provado.

Fac¸amos agora a prova da sobrejetividade no caso geral.
Teorema 5.2.8. Se X ⊆ C e´ compacto, enta˜o o homomorfismo γX : Ext(X) −→
Hom(pi1(X),Z) e´ sobrejetor.
146
Demonstrac¸a˜o. Novamente, precisamos de um sistema projetivo de espac¸os me´tricos
compactos adequado: para cada k ∈ N∗, considere um nu´mero finito nk de bolas
fechadas Bk1 , . . . , B
k
nk
de raio 1/k, que formam uma cobertura deX, e tais que Bki ∩X 6=
∅, para todo i = 1, . . . , nk. Seja Yk = Bk1 ∪ · · · ∪Bknk , e defina
Xk = Y1 ∩ · · · ∩ Yk.
E´ fa´cil ver que, por construc¸a˜o, o conjunto Xk e´ compacto, e a fronteira de Xk consiste
em uma quantidade finita de curvas fechadas simples, suaves por partes, e disjuntas,
pois Xk e´ determinado por uma quantidade finita de operac¸o˜es (isto e´, reunia˜o e
intersecc¸a˜o) em uma quantidade finita de bolas fechadas.
Tambe´m por construc¸a˜o obtemos X1 ⊇ X2 ⊇ X3 ⊇ · · · . Dado k ∈ N∗, como
Bki ∩X 6= ∅ para todo i = 1, . . . , nk, e os raios das bolas Bki sa˜o iguais a 1/k, vemos
que diam(Yk) ≤ diam(X) + 4/k, e portanto diam(Xk) ≤ diam(X) + 4/k. Logo, um
elemento x ∈ Xk na˜o pode distar de X mais do que 4/k. Agora, se x ∈
⋂
k∈N∗ Xk,
enta˜o x na˜o pode distar de X mais do que 4/k, para todo k ∈ N∗, o que implica em
dist(x,X) = 0, e portanto x ∈ X, ou seja, ⋂k∈N∗ Xk ⊆ X. Como temos tambe´m
obviamente X ⊆ ⋂k∈N∗ Xk, segue-se que ⋂k∈N∗ Xk = X.
Para cada k ∈ N∗, seja pk : Xk+1 −→ Xk a inclusa˜o. Obtemos desta forma
um sistema projetivo (Xk, pk), e sabemos do exemplo 4.3.1 que, neste caso, o limite
projetivo lim←−(Xk, pk) e´ (homeomorfo a) o espac¸o
⋂
k∈N∗ Xk = X. Para simplificar a
notac¸a˜o, sem perda de generalidade suporemos portanto que lim←−(Xk, pk) = X. Assim,
em particular as func¸o˜es coordenadas qn : X −→ Xn do limite projetivo ficam sendo
simplesmente as incluso˜es.
Seja h ∈ Hom(pi1(X),Z) arbitra´rio. Queremos provar que existe a ∈ Ext(X) tal
que γX(a) = h. Faremos isto como segue:
Considere, para cada k ∈ N∗, hk = (qk)#(h) ∈ Hom(pi1(Xk),Z), e note que
(pk)#(hk+1) = (pk)# ◦ (qk+1)#(h) = (pk ◦ qk+1)#(h) = (qk)#(h) = hk.
Sabemos da proposic¸a˜o 5.2.7 que o homomorfismo γXk : Ext(Xk) −→ Hom(pi1(Xk),Z)
e´ sobrejetor, logo existe ak ∈ Ext(Xk) tal que hk = γXk(ak). Observe que, pela natu-
ralidade de γ,
γXk((pk)∗(ak+1)) = (pk)# ◦ γXk+1(ak+1) = (pk)#(hk+1) = hk = γXk(ak),
de onde a injetividade de γXk , assegurada pelo teorema 5.2.6, nos da´ (pk)∗(ak+1) = ak.
Em outras palavras, vemos que (ak)k ∈ lim←−Ext(Xk).
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Agora, e´ sabido do teorema 4.3.3 que o homomorfismo ψX : Ext(X) −→ lim←−Ext(Xk)
e´ sobrejetor (relembrando, ψX(x) = ((qk)∗(x))k ∀x ∈ Ext(X)). Assim, existe a ∈
Ext(X) tal que ψX(a) = (ak)k, ou seja, tal que (qk)∗(a) = ak, para todo k ∈ N∗.
Afirmamos que γX(a) = h. De fato, tome arbitrariamente f ∈ C(X)−1. Seja
D ⊆ C uma bola fechada contendo X1. Assim, X ⊆ D, e pelo teorema de extensa˜o
de Tietze podemos considerar F ∈ C(D) uma extensa˜o de f . Agora, F |X = f na˜o se
anula em nenhum ponto de X, logo pela continuidade uniforme de F vemos que existe
uma vizinhanc¸a aberta A de X tal que F na˜o se anula em nenhum ponto de A. Tome
um n ∈ N∗ suficientemente grande, de forma que Xn ⊆ A. Assim, vemos que a func¸a˜o
fn := F |Xn e´ invers´ıvel, ou seja, fn ∈ C(Xn)−1. Observando que f = fn ◦ qn, temos
novamente da naturalidade de γ que
γX(a)([f ]) = γX(a)([fn ◦ qn]) = (qn)#(γX(a))([fn]) = γXn ◦ (qn)∗(a)([fn]) =
= γXn(an)([fn]) = hn([fn]) = (qn)#(h)([fn]) = h([fn ◦ qn]) = h([f ]),
e a arbitrariedade de f implica portanto em γX(a) = h, verificando o afirmado.
Segue-se que o homomorfismo γX : Ext(X) −→ Hom(pi1(X),Z) e´ sobrejetor, como
quer´ıamos provar.

Por refereˆncia, agrupamos os resultados obtidos nesta sec¸a˜o com o seguinte co-
rola´rio.
Corola´rio 5.2.9. Se X ⊆ C e´ compacto, enta˜o γX : Ext(X) −→ Hom(pi1(X),Z) e´
um isomorfismo.
Demonstrac¸a˜o. Consequ¨eˆncia imediata dos teoremas 5.2.6 e 5.2.8.

Uma prova do corola´rio 5.2.9 que envolva apenas te´cnicas de teoria de operadores
foi encontrada so´ quase vinte anos mais tarde, e publicada em 1991 com o artigo [4],
de I. D. Berg e K. R. Davidson.
5.3 Aplicac¸o˜es a` Teoria de Operadores
Apo´s todos os aspectos da teoria de Brown-Douglas-Fillmore estudados nas sec¸o˜es e
cap´ıtulos anteriores, estamos finalmente em uma posic¸a˜o onde podemos atacar, com
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sucesso, o problema de classificac¸a˜o de operadores essencialmente normais, via equi-
valeˆncia unita´ria mo´dulo os compactos. Utilizaremos em particular a injetividade do
homomorfismo γX , obtida na sec¸a˜o anterior.
Teorema (Brown-Douglas-Fillmore). Sejam T1 ∈ B(H1) e T2 ∈ B(H2) operadores
essencialmente normais. Enta˜o, T1 ∼K T2 se, e somente se, σe(T1) = σe(T2) e
ind(T1 − λI) = ind(T2 − λI) ∀λ ∈ C\σe(T1).
Demonstrac¸a˜o. (⇒) Se T1 ∼K T2, enta˜o existe U : H1 −→ H2 unita´rio e K ∈ K(H2)
tais que T2 = UT1U
∗ +K. Assim,
σe(T2) = σ(pi(T2)) = σ(pi(UT1U
∗ +K)) = σ(pi(UT1U∗)) = σ(pi(T1)) = σe(T1),
e para todo λ ∈ C\σe(T1) temos
ind(T2 − λIH2) = ind(UT1U∗ +K − λIH2) = ind(U(T1 − λIH1)U∗ +K) =
= ind(U(T1 − λIH1)U∗) = ind(U) + ind(T1 − λIH1)− ind(U) = ind(T1 − λIH1).
(⇐) Denote X = σe(T1) = σe(T2). Os elementos pi(T1) ∈ Q(H1) e pi(T2) ∈
Q(H2) sa˜o normais, e σ(pi(T1)) = σ(pi(T2)) = X, logo eles determinam extenso˜es
τ1 : C(X) −→ Q(H1), τ2 : C(X) −→ Q(H2) via ca´lculo funcional cont´ınuo, ou seja,
τ1(f) = f(pi(T1)), τ2(f) = f(pi(T2)), para todo f ∈ C(X).
Considere {λn}n∈Λ ⊆ C um conjunto com exatamente um ponto λn em cada com-
ponente limitada de C\X. Sabemos enta˜o do exemplo 5.1.1 que grupo pi1(X) e´ o
grupo livre abeliano gerado por {[ζ − λn1] : n ∈ Λ}. Agora, para todo n ∈ Λ temos
λn /∈ X, logo ind(T1 − λnI) = ind(T2 − λnI) por hipo´tese, e enta˜o
γX([τ1])([ζ − λn1]) = ind(τ1(ζ − λn1)) = ind((ζ − λn1)(pi(T1))) =
= ind(pi(T1)− λn1Q(H1)) = ind(pi(T1 − λnI)) =
= ind(T1 − λnI) = ind(T2 − λnI) =
= ind(pi(T2 − λnI)) = ind(pi(T2)− λn1Q(H2)) =
= ind((ζ − λn1)(pi(T2))) = ind(τ2(ζ − λn1)) =
= γX([τ2])([ζ − λn1]),
ou seja, γX([τ1]) e γX([τ1]) coincidem nos geradores de pi
1(X), de onde temos γX([τ1]) =
γX([τ2]). A injetividade do homomorfismo γX implica enta˜o em [τ1] = [τ2], de onde te-
mos que as extenso˜es τ1 e τ2 sa˜o equivalentes, e portanto que T1 e T2 sa˜o unitariamente
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equivalentes mo´dulo os compactos, em virtude da observac¸a˜o 2.2.8.

Encerra-se aqui portanto o objetivo principal deste trabalho. Para concluir, veja-
mos dois corola´rios deste teorema; aparentemente, o corola´rio 5.3.2, ate´ os dias de hoje,
ainda na˜o possui uma prova direta que envolva apenas conceitos da teoria cla´ssica de
operadores.
Corola´rio 5.3.1. Um operador T ∈ B(H) e´ da forma T = N + K para N ∈ B(H)
normal e K ∈ K(H) se, e somente se, T e´ essencialmente normal e ind(T − λI) = 0
para todo λ /∈ σe(T ).
Demonstrac¸a˜o. (⇒) Se T = N +K para N ∈ B(H) normal e K ∈ K(H), enta˜o T e´
claramente essencialmente normal; ainda, para todo λ /∈ σe(T ),
ind(T − λI) = ind(N +K − λI) = ind(N − λI) = 0,
pois todo operador normal de Fredholm possui ı´ndice zero.
(⇐) Pela proposic¸a˜o B.1.5, seja N˜ ∈ B(H) um operador normal tal que σ(N˜) =
σe(N˜) = σe(T ). E´ o´bvio que ind(N˜ − λI) = 0 para todo λ /∈ σe(N˜), logo o teorema de
Brown-Douglas-Fillmore implica em T ∼K N˜ . Se um operador unita´rio U eK ∈ K(H)
sa˜o tais que T = UN˜U∗+K, enta˜o N = UN˜U∗ e´ um operador normal, e T = N +K.

Corola´rio 5.3.2. O subconjunto de B(H) formado pelos operadores da forma N +K,
com N ∈ B(H) normal e K ∈ K(H), e´ fechado na topologia da norma.
Demonstrac¸a˜o. Suponha que {Tk}k∈N∗ e´ uma sequ¨eˆncia de operadores que sa˜o per-
turbac¸o˜es compactas de operadores normais, e tais que Tk −→ T na topologia da
norma, para algum T ∈ B(H). Queremos provar que T tambe´m e´ perturbac¸a˜o com-
pacta de um operador normal.
Os operadores Tk sa˜o essencialmente normais, logo T
∗
kTk − TkT ∗k e´ compacto para
todo k ∈ N∗; ademais, como
lim
k→∞
T ∗kTk − TkT ∗k = T ∗T − TT ∗,
vemos que tambe´m T ∗T − TT ∗ e´ compacto, ou seja, T e´ essencialmente normal.
Se λ /∈ σe(T ), enta˜o T − λI e´ de Fredholm; como Tk − λI converge para T − λI,
do fato de o subconjunto de B(H) formado pelos operadores de Fredholm ser aberto,
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vemos que existe um k0 ∈ N∗ tal que Tk−λI e´ de Fredholm para todo k > k0. Portanto,
em particular λ /∈ σe(Tk) para todo k > k0, e o corola´rio 5.3.1 nos diz portanto que
ind(Tk − λI) = 0 para todo k > k0.
Agora, o ı´ndice de Fredholm e´ uma func¸a˜o cont´ınua, logo
ind(T − λI) = ind( lim
k→∞
(Tk − λI)) = lim
k→∞
ind(Tk − λI) = 0,
de onde vemos, aplicando novamente o corola´rio 5.3.1, que o operador T e´ perturbac¸a˜o
compacta de um operador normal, como quer´ıamos demonstrar.

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Apeˆndice A
Teorema Espectral, Operadores
Especiais
A.1 Medidas Espectrais e o Teorema Espectral
Esta sec¸a˜o conte´m um mı´nimo de informac¸o˜es sobre os conceitos de medida espectral,
integrais espectrais e o Teorema Espectral para operadores normais, bem como a
relac¸a˜o entre medidas espectrais e *-representac¸o˜es, que sera˜o assumidos e utilizados
no texto principal. Maiores informac¸o˜es sobre este assunto e demonstrac¸o˜es podem ser
encontradas por exemplo em [10] ou [21]. Para estudar esta teoria e´ indispensa´vel o
conhecimento de noc¸o˜es da teoria geral da medida; os conceitos e resultados necessa´rios
sobre teoria da medida esta˜o expostos nas refereˆncias acima citadas, e tambe´m em [16].
Denotaremos por P(H) o subconjunto de B(H) formado pelas projec¸o˜es. Dado um
espac¸o topolo´gico X, denotaremos por BX a σ-a´lgebra de Borel de X.
Uma medida espectral sobre o espac¸o mensura´vel (X,BX) e´ uma aplicac¸a˜o
E : BX −→ P(H)
que satisfaz os seguintes axiomas:
1. E (∅) = 0, E (X) = I;
2. Se {Xn}n e´ uma colec¸a˜o enumera´vel de subconjuntos borelianos de X disjuntos
dois a dois tal que Y =
⋃
nXn, enta˜o E (Y ) =
∑
n E (Xn), onde esta soma e´
interpretada na topologia pontual forte de operadores (strong operator topology).
Na definic¸a˜o acima, podemos equivalentemente interpretar a soma do item 2 na
topologia pontual fraca de operadores (weak operator topology), ou poder´ıamos ter
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substitu´ıdo o item 2 por outro equivalente, requerendo que, para {Xn}n como acima,
as projec¸o˜es E (Xn) sa˜o ortogonais duas a duas, e a imagem de E (Y ) e´ a soma direta
das imagens dos E (Xn); para mais detalhes sobre isto, ver por exemplo [21], proposic¸a˜o
2.5.4 e definic¸a˜o 3.5.11.
Considere X um espac¸o me´trico compacto. Denotaremos por B(X) a C*-a´lgebra
das func¸o˜es f : X −→ C limitadas e Borel-mensura´veis (com a norma do supremo).
Seja E uma medida espectral sobre (X,BX). Dada f ∈ B(X), e´ poss´ıvel associar a f ,
utilizando E , um operador ϕ(f) ∈ B(H) de modo que a correspondeˆncia
ϕ : B(X) −→ B(H)
f 7−→ ϕ(f)
define uma *-representac¸a˜o de B(X). O operador ϕ(f) e´ a chamada integral espectral
de f com respeito a medida espectral E , tambe´m denotado por
ϕ(f) =
∫
X
f dE .
Uma propriedade da integral espectral que estaremos utilizando e´ que, para todo
Y ∈ BX ,
E (Y ) = ϕ(1Y ) =
∫
X
1Y dE ,
onde 1Y : X −→ C denota a func¸a˜o caracter´ıstica do subconjunto Y de X. Em
particular, dados Y, Z ∈ BX , vemos que E (Y ) comuta com E (Z), pois
E (Y )E (Z) = ϕ(1Y )ϕ(1Z) = ϕ(1Y 1Z) = ϕ(1Y ∩Z) =
= ϕ(1Z∩Y ) = ϕ(1Z1Y ) = ϕ(1Z)ϕ(1Y ) = E (Z)E (Y ).
Para X um espac¸o me´trico compacto, dada agora uma *-representac¸a˜o
ϕ : C(X) −→ B(H), e´ fato que existe uma medida espectral E sobre (X,BX) tal
que, para todo f ∈ C(X), ϕ(f) = ∫
X
f dE ; esta medida e´ dita ser a medida es-
pectral associada a ϕ. Diremos que a extensa˜o da *-representac¸a˜o ϕ para B(X) e´ a
*-representac¸a˜o ϕ˜ de B(X) dada por
ϕ˜ : B(X) −→ B(H)
f 7−→
∫
X
f dE .
Esta representac¸a˜o e´ tal que, para qualquer f ∈ C(X), ϕ˜(f) = ϕ(f).
Por refereˆncia, enunciaremos aqui a versa˜o do teorema espectral para operadores
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normais de B(H) que estaremos utilizando:
Teorema (Teorema Espectral). Seja X ⊆ C compacto. Enta˜o, existe uma cor-
respondeˆncia 1-1 entre operadores normais T ∈ B(H) com σ(T ) ⊆ X, e medidas
espectrais E : BX −→ P(H); esta correspondeˆncia e´ dada por
〈Tξ, η〉 =
∫
X
ζ(x) dµξ,η(x) ∀ξ, η ∈ H,
onde a medida µξ,η e´ definida por µξ,η(Y ) = 〈E (Y )ξ, η〉.
A proposic¸a˜o A.1.2 e´ te´cnica e sera´ necessa´ria para a prova do teorema 2.4.4. No
pro´ximo lema, estaremos usando o fato de que, se A,B sa˜o C*-a´lgebras e C e´ uma
sub-C*-a´lgebra de A, enta˜o dado um *-homomorfismo ϕ : A −→ B temos que ϕ(C) e´
uma sub-C*-a´lgebra de B; para uma prova deste fato ver por exemplo [5], proposic¸a˜o
2.3.1.
Lema A.1.1. Se A,B sa˜o C*-a´lgebras e ϕ : A −→ B e´ um *-homomorfismo, enta˜o
dado um subconjunto D ⊆ A temos ϕ(C∗(D)) = C∗(ϕ(D)).
Demonstrac¸a˜o. Pelo observado acima, ϕ(C∗(D)) e´ uma sub-C*-a´lgebra de B; como
D ⊆ C∗(D), temos ϕ(D) ⊆ ϕ(C∗(D)), de onde segue C∗(ϕ(D)) ⊆ ϕ(C∗(D)).
Por outro lado, dado um elemento de C∗(D) da forma
∑m
i=1
∏n
j=1 dij,
onde dij ∈ (D ∪D∗) ∀i, j, temos
ϕ(
∑
i
∏
j dij) =
∑
i
∏
j ϕ(dij) ∈ C∗(ϕ(D));
a densidade de elementos em C∗(D) desta forma e a continuidade de ϕ nos da˜o
ϕ(C∗(D)) ⊆ C∗(ϕ(D)), o que estabelece a igualdade desejada.

Para a proposic¸a˜o seguinte, utilizaremos o fato de que todo espac¸o me´trico com-
pacto possui uma base enumera´vel de abertos.
Proposic¸a˜o A.1.2. Sejam X um espac¸o me´trico compacto, ϕ : C(X) −→ B(H) uma
*-representac¸a˜o de C(X), {Un}n∈N∗ uma base de abertos de X, e E a medida espectral
associada a ϕ. Enta˜o, ran(ϕ) ⊆ C∗(I, {E (Un)}n).
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Demonstrac¸a˜o. Seja ϕ˜ a extensa˜o de ϕ para B(X), e lembremos que E (Un) = ϕ˜(1Un).
Enta˜o, se provarmos que C(X) ⊆ C∗(1, {1Un}n) teremos pelo lema A.1.1 que
ran(ϕ) = ϕ(C(X)) = ϕ˜(C(X)) ⊆ ϕ˜(C∗(1, {1Un}n)) =
= C∗(I, ϕ˜({1Un}n)) = C∗(I, {E (Un)}n).
Basta portanto provarmos que C(X) ⊆ C∗(1, {1Un}n); para tanto, sejam f ∈ C(X) e
ε > 0 arbitra´rios. A compacidade de X implica na continuidade uniforme de f , logo
para cada x ∈ X podemos tomar Vx ∈ {Un}n tal que x ∈ Vx e
|f(y)− f(x)| < ε/2, ∀y ∈ Vx.
Obviamente X = ∪x∈XVx, logo podemos tomar uma subcobertura finita de aber-
tos Vx1 , . . . , Vxm que e´ minimal no sentido que, para todo j ∈ {1, . . . ,m}, a famı´lia
{Vxi}mi=1\{Vxj} na˜o cobre X; por simplicidade denotaremos Bi = Vxi . Defina agora
g : X −→ C,
g = f(x1)1B1 + f(x2)1B2\B1 + f(x3)1B3\(B1∪B2) + . . .
. . .+ f(xm)1Bm\(B1∪···∪Bm−1).
E´ fa´cil ver que, para todo j ∈ {1, . . . ,m},
1Bj\(B1∪···∪Bj−1) = 1Bj · (1− 1B1) · (1− 1B2) · · · (1− 1Bj−1),
e da´ı conclu´ımos que g ∈ C∗(1, {1Un}n). Finalmente, dado x ∈ X arbitra´rio, existe
um j ∈ {1, . . . ,m} tal que x ∈ Bj\(B1∪· · ·∪Bj−1); temos enta˜o g(x) = f(xj), e como
Bj = Vxj , segue-se que
|f(x)− g(x)| = |f(x)− f(xj)| < ε/2.
Como x foi tomado arbitrariamente, temos que ||f − g|| ≤ ε/2 < ε, e o fato de
C∗(1, {1Un}n) ser fechado implica enta˜o em f ∈ C∗(1, {1Un}n), de onde C(X) ⊆
C∗(1, {1Un}n), concluindo a demonstrac¸a˜o.

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A.2 Operadores Compactos
A teoria de operadores compactos pode ser feita para espac¸os normados sobre C ar-
bitra´rios, mas nos restringiremos nesta discussa˜o a` teoria de operadores compactos
em espac¸os de Hilbert. As demonstrac¸o˜es da maioria dos resultados aqui expostos
podem ser encontradas por exemplo em [21] ou [17]. Assumiremos que o leitor esta´
acostumado com a teoria exposta na sec¸a˜o A.1.
Existem va´rias formas, todas equivalentes, de se definir um operador compacto;
vejamos algumas delas. Um operador linear T : H1 −→ H2 e´ dito ser compacto se
satisfaz a uma das seguintes condic¸o˜es equivalentes (e portanto a todas):
1. Para todo subconjunto limitado B ⊆ H1, T (B) e´ totalmente limitado em H2;
2. Para todo subconjunto limitado B ⊆ H1, T (B) e´ relativamente compacto em
H2 (ou seja, T (B) possui fecho compacto);
3. T (B1(H1)) e´ relativamente compacto;
4. Para toda sequ¨eˆncia limitada {ξn}n ⊆ H1, a sequ¨eˆncia {T (ξn)}n possui uma
subsequ¨eˆncia convergente na topologia da norma.
O conjunto dos operadores compactos de H1 em H2 e´ denotado por K(H1,H2).
Todo operador compacto e´ limitado; na verdade, K(H1,H2) e´ um subespac¸o vetorial
de B(H1,H2), fechado na topologia da norma em B(H1,H2).
Dados operadores T ∈ B(H1,H2) e S ∈ B(H2,H3), se T ou S e´ compacto enta˜o o
operador ST ∈ B(H1,H3) e´ compacto. Em particular, no caso H1 = H2 = H3 = H,
conclui-se da´ı que K(H) := K(H,H) e´ um ideal bilateral fechado de B(H).
Outro fato importante e´ que um operador T ∈ B(H1,H2) e´ compacto se, e so-
mente se, o operador |T | := (T ∗T )1/2 ∈ B(H1) e´ compacto; isto e´ consequ¨eˆncia da
decomposic¸a˜o polar. Em particular, T e´ compacto se, e somente se, T ∗ ∈ B(H2,H1) e´
compacto.
Lembremos que um operador T ∈ B(H1,H2) e´ dito ter posto finito quando sua
imagem possui dimensa˜o finita; neste caso, a dimensa˜o da imagem e´ o chamado posto
do operador. Um teorema importante na teoria de operadores compactos diz que
T ∈ B(H1,H2) e´ um operador compacto se, e somente se, e´ o limite na norma de uma
sequ¨eˆncia de operadores de posto finito. Em outras palavras, K(H1,H2) e´ o fecho na
norma do subconjunto de B(H1,H2) dos operadores de posto finito.
Finalmente, um operador T ∈ B(H1,H2) e´ compacto se, e somente se, ran(T ) na˜o
conte´m nenhum subespac¸o fechado de dimensa˜o infinita de H2.
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No que segue consideraremos apenas o ideal K(H) dos operadores compactos no
espac¸o de Hilbert H.
A teoria espectral de operadores compactos normais e´ bastante elegante e u´til.
Dado T ∈ K(H) normal, enta˜o σ(T ) e´ um conjunto enumera´vel, e seu u´nico poss´ıvel
ponto de acumulac¸a˜o e´ o zero. Todo elemento de σ(T )\{0} e´ um autovalor de T com
multiplicidade finita. Ale´m disso, se E e´ a medida espectral associada ao operador T
pelo teorema espectral, enta˜o podemos escrever
T =
∑
λ∈σ(T )
λE({λ}),
onde esta soma, lembramos, deve ser interpretada na topologia pontual forte de ope-
radores em H (strong operator topology), ou, equivalentemente, na topologia pontual
fraca de operadores em H (weak operator topology). As projec¸o˜es E({λ}) que apa-
recem na soma sa˜o as chamadas projec¸o˜es espectrais do operador T . Em particular,∑
λ∈σ(T )E({λ}) = IH.
A teoria de *-representac¸o˜es do ideal dos operadores compactos K(H) e´ bastante
trata´vel; uma exposic¸a˜o detalhada do assunto pode ser encontrada em [2], por exemplo.
Gostar´ıamos de citar abaixo os dois resultados desta teoria que utilizaremos no texto
principal, cujas demonstrac¸o˜es podem ser encontradas na refereˆncia citada; a definic¸a˜o
de uma representac¸a˜o na˜o degenerada e´ dada na discussa˜o que segue a definic¸a˜o 2.1.4.
• Seja ψ : K(H) −→ B(H) uma *-representac¸a˜o na˜o degenerada; enta˜o, existe
uma decomposic¸a˜o H = ⊕k∈ΛHk, e operadores unita´rios Uk : H −→ Hk, tais
que ψ = ⊕kAdUk com relac¸a˜o a` decomposic¸a˜o de H dada.
• Seja ψ : K(H1) −→ K(H2) um *-isomorfismo. Enta˜o, existe um operador
unita´rio U : H1 −→ H2 tal que ψ = AdU .
A.3 Operadores de Fredholm e I´ndice de Fredholm
Operadores de Fredholm podem ser definidos e estudados em espac¸os de Banach em
geral, mas estaremos interessados apenas na teoria de operadores de Fredholm em
espac¸os de Hilbert. Uma boa parte das demonstrac¸o˜es dos fatos aqui descritos podem
ser encontradas por exemplo em [21].
Assim como no caso dos operadores compactos, existem va´rias maneiras, todas
equivalentes, de se definir um operador de Fredholm. Um operador T ∈ B(H1,H2) e´
dito um operador de Fredholm se ele satisfaz a qualquer uma das seguintes condic¸o˜es
equivalentes seguintes:
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1. Existem operadores S1, S2 ∈ B(H2,H1) e operadores compactos K1 ∈ K(H1),
K2 ∈ K(H2), tais que
S1T = IH1 +K1 e TS2 = IH2 +K2;
2. ran(T ) e´ fechado, e os espac¸os ker(T ) e ker(T ∗) teˆm dimensa˜o finita;
3. Existem S ∈ B(H2,H1) e subespac¸os de dimensa˜o finita N i ⊆ Hi, i = 1, 2, tais
que
ST = IH1 − PN 1 e TS = IH2 − PN 2 ,
onde PN i , i = 1, 2 denota a projec¸a˜o ortogonal no subespac¸o N i.
O Teorema que demonstra a equivaleˆncia destas condic¸o˜es e´ conhecido como te-
orema de Atkinson ([21], proposic¸a˜o 4.4.4). Naturalmente, um operador T e´ de
Fredholm se, e somente se, T ∗ e´ de Fredholm. Tambe´m, se o operador T possui
decomposic¸a˜o polar T = U |T |, enta˜o T e´ de Fredholm se, e somente se, U e |T | sa˜o de
Fredholm.
E´ consequ¨eˆncia da definic¸a˜o de operador de Fredholm (mais visivelmente, das
condic¸o˜es 1 e 3 acima) que um operador T ∈ B(H) e´ de Fredholm se, e somente
se, pi(T ) ∈ Q(H) e´ um elemento invers´ıvel da a´lgebra de Calkin.
Conforme mencionado acima, se T e´ um operador de Fredholm, enta˜o os espac¸os
ker(T ) e ker(T ∗) teˆm dimensa˜o finita; podemos enta˜o associar a T um nu´mero inteiro,
ind(T ) = dimker(T )− dimker(T ∗),
chamado de ı´ndice de Fredholm do operador T , ou, simplesmente, o ı´ndice de T .
Todo operador normal de Fredholm possui ı´ndice de Fredholm zero.
Denote por F(H) o subconjunto de B(H) dos operadores de Fredholm. Podemos
enta˜o definir uma func¸a˜o
ind : F(H) −→ C
T 7−→ ind(T ).
Um teorema importante desta teoria e´ que F(H) e´ um subconjunto aberto de B(H),
e que a func¸a˜o ind definida acima e´ localmente constante, e portanto em particular
cont´ınua. Um outro resultado de grande importaˆncia diz que, se T ∈ B(H) e´ de
Fredholm eK ∈ B(H) e´ compacto, enta˜o T+K e´ de Fredholm, e ind(T +K) = ind(T ).
Como consequ¨eˆncia deste resultado, podemos associar a cada elemento invers´ıvel t =
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pi(T ) ∈ Q(H) um ı´ndice, ind(t) = ind(T ), que independe do representante T .
A func¸a˜o ind definida acima para os operadores de Fredholm satisfaz algumas
propriedades u´teis: naturalmente, se T ∈ B(H) e´ de Fredholm, enta˜o ind(T ∗) =
−ind(T ), pela pro´pria definic¸a˜o do ı´ndice. Se T, S ∈ B(H) sa˜o de Fredholm, enta˜o e´
fato que o operador TS e´ tambe´m de Fredholm, e
ind(TS) = ind(T ) + ind(S).
Por fim, dados operadores T ∈ B(H1) e S ∈ B(H2), enta˜o T, S sa˜o de Fredholm se, e
somente se, o operador T⊕S ∈ B(H1⊕H2) e´ de Fredholm; neste caso, temos
ind(T⊕S) = ind(T ) + ind(S).
A.4 Operadores de Shift
Um operador T ∈ B(H) e´ dito ser um operador de shift unilateral quando existir uma
base ortonormal {ξn}n∈N∗ ⊆ B(H) tal que T e´ o operador determinado por
T (ξn) = ξn+1, ∀n ∈ N∗.
Gostar´ıamos de fixar um operador de shift unilateral em particular, e referirmo-nos
a ele como o operador de shift unilateral S. Para no´s, o operador de shift unilateral
sera´ o operador S ∈ B(H) = B(`2(N∗)) determinado por {en}n∈N∗ , a base canoˆnica de
`2(N∗), isto e´,
S(en) = en+1, ∀n ∈ N∗.
Evidentemente, todos os operadores de shift unilateral sa˜o unitariamente equiva-
lentes; como estamos interessados apenas em propriedades destes operadores que sa˜o
invariantes por equivaleˆncia unita´ria, como espectro, espectro essencial e ı´ndice de
Fredholm, tudo o que fizermos a seguir para o shift S valera´ para qualquer shift uni-
lateral. Estes operadores sa˜o de Fredholm com ı´ndice de Fredholm −1 (pois S o e´). E´
fa´cil verificar diretamente que pi(S) e´ um elemento unita´rio da a´lgebra de Calkin.
E´ fato que o σ(S) = D, onde D denota o disco unita´rio. Para ver isto, devido
a simetria do disco, basta provar que σ(S∗) = D: naturalmente, ||S∗|| = 1, logo
σ(S∗) ⊆ D. Obviamente, 0 ∈ σ(S∗). Agora, se λ ∈ C e´ tal que 0 < |λ| < 1, enta˜o e´
fa´cil ver que λ e´ autovalor de S∗, com autovetor associado v = ∑n∈N∗ λnen, de onde
temos λ ∈ σ(S∗), ou seja, int(D) ⊆ σ(S∗) ⊆ D; como o espectro e´ fechado, temos de
imediato o desejado.
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Vejamos agora que σe(S) = S1: pi(S) e´ um elemento unita´rio da a´lgebra de Calkin,
logo σe(S) ⊆ S1. Agora, dado λ ∈ S1 arbitra´rio, o operador Uλ ∈ B(H) dado por Uλ =
diagn∈N∗(λ
n) e´ um operador unita´rio tal que λSUλ = UλS, ou seja, λS = UλSU
−1
λ .
Assim, temos que
λσ(pi(S)) = σ(λpi(S)) = σ(pi(Uλ)pi(S)pi(Uλ)−1) = σ(pi(S));
segue-se da´ı que σe(S) = σ(pi(S)) e´ um subconjunto de S1 que e´ invariante por rotac¸o˜es
arbitra´rias, o que implica automaticamente σe(S) = S1, como quer´ıamos.
Um operador T ∈ B(H) e´ dito ser um operador de shift bilateral quando existir
uma base ortonormal {ξn}n∈Z tal que T e´ o operador determinado por
T (ξn) = ξn+1, ∀n ∈ Z.
Os operadores de shift bilateral sa˜o invers´ıveis, e portanto de Fredholm com ı´ndice
zero. Com argumentos ana´logos aos utilizados no caso dos shifts unilaterais, prova-se
que os shifts bilaterais possuem como espectro essencial o c´ırculo S1.
A.5 Operadores de Toeplitz
A teoria de operadores de Toeplitz e´ vasta, estaremos aqui interessados apenas nos
resultados mais elementares da teoria, envolvendo em particular operadores de Toeplitz
com s´ımbolo cont´ınuo. Uma boa refereˆncia adequada para estes propo´sitos e´ [17], que
conte´m as demonstrac¸o˜es de tudo o que discutimos aqui.
Considere o espac¸o L2(S1), a medida subjacente sendo a medida de Haar norma-
lizada do S1. Sabemos que L2(S1) e´ espac¸o de Hilbert com o produto interno dado
por
〈f, g〉 =
∫
S1
f · g dλ ∀f, g ∈ L2(S1).
Para cada n ∈ Z, defina
εn : S1 −→ S1
eiθ 7−→ einθ.
E´ fato que o conjunto {εn}n∈Z constitui uma base ortonormal para o espac¸o L2(S1).
Considere H2 = span{εn}n∈N. Este subespac¸o de L2(S1) e´ chamado de espac¸o de
Hardy.
Lembremos que, dado ϕ ∈ L∞(S1), podemos definir Mϕ ∈ B(L2(S1)), o opera-
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dor de multiplicac¸a˜o por ϕ, dado por Mϕ(f) = ϕ · f , para todo f ∈ L2(S1). Seja
ι : H2 −→ L2(S1) a inclusa˜o. Enta˜o, ι∗ι = IH2 , e ιι∗ = P , onde P ∈ B(L2(S1)) e´
a projec¸a˜o ortogonal sobre o espac¸o H2. Podemos enta˜o definir Tϕ ∈ B(H2) como
Tϕ = ι
∗Mϕι. O operador Tϕ assim definido e´ o chamado operador de Toeplitz com
s´ımbolo ϕ.
E´ trivial verificar que, para ϕ, ψ ∈ L∞(S1) e λ ∈ C, temos que
Tλϕ+ψ = λTϕ + Tψ e que (Tϕ)
∗ = Tϕ.
Em geral na˜o e´ verdade que TϕTψ = Tϕψ, mas dados ϕ ∈ C(S1) e ψ ∈ L∞(S1), os
operadores TϕTψ − Tϕψ e TψTϕ − Tψϕ sa˜o sempre compactos. Em particular, dado
ϕ ∈ C(S1), isto implica em o operador Tϕ ser essencialmente normal.
Outra propriedade importante dos operadores de Toeplitz e´ que Tϕ e´ um operador
compacto se, e somente se, ϕ = 0. Se definirmos enta˜o
τ : C(S1) −→ Q(H2)
f 7−→ pi(Tf ),
vemos das propriedades acima citadas que τ e´ um *-homomorfismo, que e´ obviamente
unital; ademais, τ e´ injetor, visto que se pi(Tf ) = 0, enta˜o Tf e´ compacto, e portanto
f = 0. Usando a terminologia do texto principal, τ e´ uma extensa˜o dos compactos por
C(S1) (mais precisamente, o invariante de Busby de uma extensa˜o dos compactos por
C(S1)); esta extensa˜o e´ a chamada extensa˜o de Toeplitz.
Dado f ∈ C(S1), e´ evidente da definic¸a˜o do operador Tf que ‖Tf‖ ≤ ‖f‖. Tambe´m,
do fato da extensa˜o de Toeplitz ser injetora, e portanto isome´trica, temos ‖f‖ =
‖τ(f)‖ = ‖pi(Tf )‖ ≤ ‖Tf‖, de onde ‖Tf‖ = ‖f‖. E´ poss´ıvel provar que ‖Tϕ‖ = ‖ϕ‖
para toda ϕ ∈ L∞(S1) (ver por exemplo [17], teorema 3.5.7), mas na˜o precisaremos
disto aqui. Uma outra consequ¨eˆncia que podemos tirar da extensa˜o de Toeplitz e´ que,
para toda f ∈ C(S1),
σe(Tf ) = σ(pi(Tf )) = σ(τ(f)) = σ(f) = ran(f).
Finalmente, vejamos a relac¸a˜o entre operadores de Toeplitz e operadores de Fredholm:
dada uma func¸a˜o cont´ınua f ∈ C(S1), temos que Tf e´ um operador de Fredholm se, e
somente se, f e´ invers´ıvel.
Logo, quando f e´ invers´ıvel, podemos associar a Tf um ı´ndice de Fredholm; para
vermos explicitamente quem e´ o ı´ndice de Fredholm de Tf , precisamos do seguinte
fato: se f ∈ C(S1) e´ invers´ıvel, enta˜o existe um u´nico inteiro n ∈ Z tal que f = εneg,
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para alguma g ∈ C(S1). Tal inteiro n e´ o chamado winding number da func¸a˜o f , e
denotado por wn(f). A grosso modo, geometricamente falando, ran(f) e´ uma curva
fechada no plano complexo, que na˜o passa pela origem. Considerando ran(f) como
uma curva com orientac¸a˜o usual dada pelo sentido crescente do paraˆmetro da func¸a˜o,
o winding number de f indica o nu´mero de voltas que a curva ran(f) da´ em torno da
origem; a sinal do ı´ndice depende da orientac¸a˜o da curva, algo que e´ mais complicado
de se definir precisamente para uma func¸a˜o cont´ınua f arbitra´ria. Em outras palavras,
o winding number de f e´ simplesmente o ı´ndice da curva ran(f) em relac¸a˜o a` origem
do plano complexo.
Um teorema ce´lebre da teoria de operadores de Toeplitz estabelece enta˜o que, se
f ∈ C(S1) e´ invers´ıvel,
ind(Tf ) = −wn(f).
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Apeˆndice B
Operadores Normais
B.1 O Espectro Essencial de um Operador Normal
O objetivo principal desta sec¸a˜o e´ provar o teorema B.1.4. Comec¸aremos com treˆs
lemas.
Lema B.1.1. Sejam N ∈ B(H) um operador normal, e λ ∈ σ(N) isolado. Enta˜o, λ
e´ um autovalor de N .
Demonstrac¸a˜o. O ponto λ ∈ σ(N) e´ isolado, logo a func¸a˜o caracter´ıstica 1{λ} :
σ(N) −→ C e´ uma func¸a˜o cont´ınua e idempotente, pelo lema E.2.1. Pelo ca´lculo
funcional cont´ınuo de N , como 1{λ} 6= 0, temos que P = 1{λ}(N) ∈ B(H) e´ uma
projec¸a˜o na˜o nula, e portanto ran(P ) 6= {0}.
Naturalmente, P comuta com N , logo ran(P ) e´ N -invariante. Note que ζ · 1{λ} −
λ1{λ} = 0, logo NP − λP = 0. Assim, dado ξ ∈ ran(P )\{0}, temos
(N − λI)ξ = (N − λI)Pξ = (NP − λP )ξ = 0ξ = 0,
ou seja, Nξ = λξ, provando que λ e´ autovalor de N como desejado.

Lema B.1.2. Sejam N ∈ B(H) normal, e F ⊆ σ(N) fechado. Enta˜o, denotando
P = 1F (N), ι : PH −→ H a inclusa˜o, e N ′ = ι∗Nι ∈ B(PH), temos que σ(N ′) ⊆ F .
Demonstrac¸a˜o. Observe que ι∗ι = IPH, e ιι∗ = P . Vamos provar que µ /∈ F implica
em µIPH −N ′ ser invers´ıvel.
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Seja portanto µ /∈ F . O conjunto F e´ fechado, logo dist(µ, F ) > 0 e assim a func¸a˜o
ϕ : σ(N) −→ C dada por
ϕ(x) =
{
1
µ−x se x ∈ F
0 se x /∈ F
e´ limitada e mensura´vel. Note que ϕ1F = 1Fϕ = ϕ. Usando o ca´lculo funcional
mensura´vel de N , seja S = ι∗ϕ(N)ι ∈ B(PH). Como
(µ1F − ζ)1Fϕ = 1F ,
temos que (µP −N)Pϕ(N) = P , e portanto
IPH = ι∗Pι = ι∗(µP −N)Pϕ(N)ι = ι∗Pι = ι∗(µP −N)ιι∗ϕ(N)ι = (µIPH −N ′)S,
de onde µIPH −N ′ e´ invers´ıvel. O resultado segue.

Lema B.1.3. Sejam N ∈ B(H) normal, λ ∈ σ(N) um ponto de acumulac¸a˜o de σ(N),
V ⊆ σ(N) um aberto tal que λ ∈ V , P = 1V (N), ι : PH −→ H a inclusa˜o, e
N ′ = ι∗Nι ∈ B(PH). Enta˜o, V ⊆ σ(N ′).
Demonstrac¸a˜o. Seja µ ∈ V , e suponha por absurdo que µ /∈ σ(N ′), ou seja, que
µIPH −N ′ e´ invers´ıvel.
Denote F = σ(N)\V , que e´ fechado em σ(N), e observe que P⊥ = I−P = 1F (N).
Se j : P⊥H −→ H e´ a inclusa˜o e N˜ = j∗Nj ∈ B(P⊥H), enta˜o do lema B.1.2, visto que
µ /∈ F temos que µIP⊥H − N˜ e´ invers´ıvel. Note que P comuta com N , logo podemos
escrever N = (ι∗Nι)⊕(j∗Nj) = N ′⊕N˜ relativo a` H = PH⊕P⊥H. Ora, mas enta˜o
sera´ invers´ıvel o operador
(µIPH −N ′)⊕(IP⊥H − N˜) = µIH −N ′⊕N˜ = µI −N,
de onde temos µ /∈ σ(N), absurdo.

Teorema B.1.4. Seja N ∈ B(H) normal. Enta˜o, o espectro essencial de N , σe(N),
e´ precisamente o conjunto formado pela reunia˜o dos pontos de acumulac¸a˜o de σ(N)
com os autovalores isolados de N com multiplicidade infinita.
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Demonstrac¸a˜o. Denote por A o conjunto formado pela reunia˜o dos pontos de acu-
mulac¸a˜o de σ(N) com os autovalores isolados de N com multiplicidade infinita.
Provemos que σe(N) ⊆ A: seja λ ∈ σe(N) arbitra´rio, e suponha por absurdo que
λ /∈ A; assim, λ e´ um ponto isolado de σ(N) e, em virtude do lema B.1.1, λ e´ um
autovalor isolado de N ; ademais, λ /∈ A implica portanto em particular que λ e´ um
autovalor de N com multiplicidade finita.
Denote Hλ = ker(N − λI). Enta˜o, relativo a` decomposic¸a˜o H = Hλ⊕H⊥λ podemos
escrever N = λI⊕N1. Note que λ /∈ σ(N1), pois caso contra´rio λ seria ponto isolado
de σ(N1), logo um autovalor de N1, e assim haveria um ξ ∈ H⊥λ na˜o nulo com N1ξ =
λξ; ora, mas isto implicaria em Nξ = (λI⊕N1)(0 + ξ) = N1ξ = λξ, ou seja, ξ ∈
ker(N − λI) = Hλ, absurdo.
Como dim(Hλ) <∞, se tomarmos um µ ∈ σ(N1) qualquer, enta˜o µI⊕N1 ∈ B(H)
sera´ perturbac¸a˜o compacta de N , e assim
λ ∈ σe(N) = σe(µI⊕N1) = σe(µI) ∪ σe(N1) ⊆ σ(µI) ∪ σ(N1) = {µ} ∪ σ(N1) = σ(N1),
gerando um absurdo. Ficou assim provado que σe(N) ⊆ A.
Fac¸amos a outra inclusa˜o: seja λ ∈ A arbitra´rio. Queremos provar que λ ∈ σe(N),
ou seja, que N − λI na˜o e´ operador de Fredholm.
Se λ e´ um autovalor isolado de N com multiplicidade infinita, enta˜o teremos que
dim(ker(N − λI)) =∞, de modo que N − λI na˜o e´ de Fredholm. Logo, basta consi-
derarmos o caso em que λ e´ um ponto de acumulac¸a˜o de σ(N).
Queremos provar agora que, para todo r > 0, existe um subespac¸o de Hilbert Hr
de H tal que H e´ (N − λI)-invariante, dim(Hr) =∞, e ||(N − λI)|Hr || < r.
De fato, tome r > 0 arbitra´rio, seja Vr = B(λ, r) ⊆ σ(N), e denote Pr = 1Vr(N) ∈
B(H). Note que a projec¸a˜o Pr tem posto infinito. De fato, λ e´ um ponto de acumulac¸a˜o
de σ(N), logo Vr e´ um conjunto infinito. Seja ι : PrH −→ H a inclusa˜o, e N ′ = ι∗nι.
Sabemos enta˜o pelo lema B.1.3 que Vr ⊆ σ(N ′), e portanto em particular σ(N ′) e´
um conjunto infinito; logo, de imediato temos dim(PrH) = ∞, ou seja, Pr tem posto
infinito, pois caso contra´rio ter´ıamos que σ(N ′) seria finito.
Seja Hr = PrH. Enta˜o, Hr tem dimensa˜o infinita; tambe´m, Hr e´ (N − λI)-
invariante, visto que Pr comuta com N .
Agora, e´ fa´cil ver que supσ(N) |ζ · 1Vr − λ1Vr | < r, logo ‖(N − λI)Pr‖ < r. Enta˜o,
tomando ξ ∈ Hr com norma 1 arbitrariamente, temos
||(N − λI)|Hrξ|| = ||(N − λI)Prξ|| ≤ ||(N − λI)Pr|| · ||ξ|| < r,
e isto prova que Hr e´ como desejado.
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Suponha por absurdo que N − λI e´ um operador de Fredholm. Denote H′ =
(ker(N − λI))⊥, e defina N1 : H′ −→ ran(N − λI) por N1 = (N − λI)|H′ . Natu-
ralmente, N1 e´ invers´ıvel, logo existe uma constante c > 0 tal que ‖N1ξ‖ ≥ c‖ξ‖,
∀ξ ∈ H′.
Tome r com 0 < r < c. Pelo que provamos anteriormente, existe um subespac¸o de
Hilbert Hr de H tal que H e´ (N − λI)-invariante, dim(Hr) =∞, e ||(N − λI)|Hr || <
r. Como H = H′⊕ker(N − λI) e dim(ker(N − λI)) < ∞ (pois este operador e´ de
Fredholm pela hipo´tese de absurdo), vemos que Hr ∩ H′ 6= {0}. Considere enta˜o
ξ ∈ Hr ∩H′ na˜o nulo. Logo, por um lado temos, como ξ ∈ Hr,
‖(N − λI)ξ‖ ≤ r‖ξ‖ < c‖ξ‖,
e por outro lado, como ξ ∈ H′, temos
‖(N − λI)ξ‖ = ‖N1ξ‖ ≥ c‖ξ‖,
gerando um absurdo. Segue-se que N − λI na˜o e´ de Fredholm.
Fica assim provado que σe(N) = A, como quer´ıamos.

Uma demonstrac¸a˜o alternativa do teorema B.1.4 pode ser encontrada em [11].
Para concluir a sec¸a˜o, um resultado simples, pore´m bastante u´til.
Proposic¸a˜o B.1.5. Seja X ⊆ C compacto. Enta˜o, existe um operador normal
N ∈ B(H) tal que σ(N) = σe(N) = X.
Demonstrac¸a˜o. Seja {xn}n∈N∗ ⊆ X uma sequ¨eˆncia densa em X tal que cada elemento
da sequ¨eˆncia figura na sequ¨eˆncia infinitas vezes, e definaN ∈ B(H) porN = diagn(xn),
relativo a` base canoˆnica de H. Por construc¸a˜o, o operador N e´ normal, e σ(N) =
σe(N) = X, pois todos os seus autovalores possuem multiplicidade infinita.

B.2 O Teorema de Weyl-von Neumann-Berg
O objetivo desta sec¸a˜o e´ provar um resultado que e´ conhecido como teorema de Weyl-
von Neumann-Berg, dado pelo teorema B.2.6. Este e´ o resultado que da´ a classificac¸a˜o,
via equivaleˆncia unita´ria mo´dulo os compactos, dos operadores normais.
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E´ importante ressaltar que existe um outro resultado na literatura que e´ tambe´m
conhecido como teorema de Weyl-von Neumann-Berg, dado por uma versa˜o mais forte
do corola´rio B.2.2, e garantindo que todo operador normal N pode ser escrito como
D + K, para D diagonal e K compacto com norma ta˜o pequena quanto quisermos;
mais ainda, esta decomposic¸a˜o pode ser feita simultaneamente, em um certo sentido,
para qualquer famı´lia finita de operadores auto adjuntos que comutam entre si. Para
uma prova deste resultado, ver por exemplo [9], corola´rio II.4.2. Na˜o precisaremos
dele aqui.
Para o pro´ximo teorema precisaremos do fato que, dada A uma sub-C*-a´lgebra
comutativa de B(H), existe uma famı´lia {En}n∈N∗ ⊆ B(H) de projec¸o˜es que comutam
duas a duas, tais que A ⊆ C∗({En}n). Para uma prova deste fato ver por exemplo [9],
lema II.2.8.
Teorema B.2.1. Seja A uma sub-C*-a´lgebra comutativa de B(H). Enta˜o, existe uma
base ortonormal {ξk}k∈N∗ de H tal que A esta´ contida em D+K, onde D e´ a C*-a´lgebra
de operadores diagonais com respeito a esta base.
Demonstrac¸a˜o. Pelo que foi observado acima, existe uma famı´lia {En}n∈N∗ ⊆ B(H)
de projec¸o˜es que comutam duas a duas, tais que A ⊆ E = C∗({En}n).
Fixe {ηn}n∈N∗uma base ortonormal de H; para cada i ∈ N∗, denote E(−1)i = E⊥i , e
E
(1)
i = Ei. Para todo k ∈ N∗, defina
Lk = span{
∏k
i=1E
(εi)
i ηj : 1 ≤ j ≤ k, εi = ±1}.
Claramente os espac¸os Lk teˆm dimensa˜o finita, e ainda Lk ⊆ Lk+1. Tambe´m, observe
que para todo k ∈ N∗, temos η1, . . . , ηk ∈ Lk: de fato, seja k ∈ N∗, e fixe j com
1 ≤ j ≤ k. Enta˜o, esta˜o em Lk os vetores
E1E2 · · ·Ek−1Ekηj, E1E2 · · ·Ek−1E⊥k ηj;
se efetuarmos a soma, vemos que
E1E2 · · ·Ek−1(Ek + E⊥k )ηj = E1E2 · · ·Ek−1ηj ∈ Lk.
Aplicando este racioc´ınio recursivamente podemos concluir que E1ηj ∈ Lk, e da mesma
forma E⊥1 ηj ∈ Lk, de onde temos ηj ∈ Lk, como desejado.
Segue-se destas observac¸o˜es que L = ⋃k∈N∗ Lk e´ um subespac¸o vetorial denso em
H; denotando por Fk ∈ B(H) a projec¸a˜o ortogonal sobre o espac¸o Lk, vemos enta˜o
que a sequ¨eˆncia {Fk}k∈N∗ converge fortemente para a identidade I. Como cada Fk e´
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de posto finito, temos que {Fk}k ⊆ K(H). Observe agora que, se n ≤ k, enta˜o Lk e´
En-invariante, e assim Fk comuta com En, para todo n ≤ k.
Denote Dn = EnF
⊥
n para n ∈ N∗. Note que Dn e´ uma projec¸a˜o para todo n, pois
En comuta com Fn e portanto com F
⊥
n . Observe que, para todo n ∈ N∗, Dn comuta
com Fk para todo k ∈ N∗; isto segue do fato que FrFs = FsFr = Fmin{r,s}, e do que foi
observado acima sobre as projec¸o˜es pertinentes. Tambe´m, as projec¸o˜es Dn comutam
todas entre si.
Seja D′ = C∗({Dn}n∈N∗). Vemos enta˜o que D′ e´ uma sub-C*-a´lgebra comutativa
de B(H). Ale´m disso,
A ⊆ E ⊆ D′ +K(H),
pois {En}n ⊆ D′ + K(H): de fato, para todo n ∈ N∗ temos que Dn = EnF⊥n implica
em En = Dn + EnFn, e o operador EnFn e´ compacto visto que Fn e´ compacto.
Queremos agora mostrar que a C*-a´lgebra D′ e´ diagonaliza´vel, ou seja, que existe
uma base ortonormal {ξn}n∈N∗ ⊆ H tal que todos os elementos de D′ sejam operadores
diagonais com relac¸a˜o a esta base. Isto segue do teorema espectral para espac¸os de
dimensa˜o finita: sabemos que Fk comuta com todos os elementos de D
′, para todo
k ∈ N∗, logo os espac¸osH1 = L1 eHk = Lk	Lk−1 para k > 1 sa˜o todosD′-invariantes.
Observe que todos estes espac¸os sa˜o de dimensa˜o finita; para cada k, e lembrando que
D′ e´ uma C*-a´lgebra comutativa, vemos que a restric¸a˜o dos elementos de D′ ao espac¸o
Hk constitui uma famı´lia de operadores normais de Hk que comutam dois a dois,
e esta famı´lia e´ conjuntamente diagonaliza´vel, pelo teorema espectral em dimensa˜o
finita. Escolha portanto uma base ortonormal para Hk que efetua esta diagonalizac¸a˜o.
Lembrando-se que a reunia˜o destes espac¸os e´ densa em H, ao juntarmos as bases
dos espac¸os Hk, para todo k, obtemos uma base ortonormal para H, denotada por
{ξn}n∈N∗ , que claramente diagonaliza D′, ou seja, D′e´ diagonaliza´vel.
Como D′ esta´ portanto obviamente contida na sub-C*-a´lgebra de H formada por
todos os operadores diagonais com respeito a` base {ξn}n∈N∗ deH, obtemos de imediato
A ⊆ E ⊆ D′ +K(H) ⊆ D+K(H),
e o teorema esta´ provado.

Corola´rio B.2.2. Seja N ∈ B(H) um operador normal. Enta˜o, podemos escrever
N = D +K, com D ∈ B(H) um operador diagonal e K ∈ K(H).
Demonstrac¸a˜o. Obviamente C∗({N}) e´ uma sub-C*-a´lgebra comutativa de B(H),
logo pelo teorema B.2.1, C∗({N}) ⊆ D + K, com relac¸a˜o a alguma base de H; como
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N ∈ C∗({N}), temos em particular que N = D+K para algum operador diagonal D
e algum operador compacto K.

A prova original do corola´rio B.2.2 pode ser encontrada no artigo [3], publicado
por I. D. Berg em 1971. Uma outra prova pode ser encontrada em [12], usando o
fato de que todo espac¸o me´trico compacto e´ imagem cont´ınua do conjunto de Cantor,
resultados sobre a existeˆncia de sec¸o˜es de certas func¸o˜es cont´ınuas, teoria da medida
e o teorema espectral.
Corola´rio B.2.3. Seja N ∈ B(H) um operador normal. Enta˜o, podemos escrever
N = D +K com D diagonal, K compacto e σ(D) = σe(D) = σe(N).
Demonstrac¸a˜o. Pelo corola´rio B.2.2, escreva N = D′ + K ′, onde D′ e´ diagonal e
K ′ e´ compacto, observando que σe(D′) = σe(N). Pela compacidade de σ(D′) e a
continuidade da me´trica em σ(D′) induzida da me´trica padra˜o em C, para cada x ∈
σ(D′)\σe(D′) fixe x′ ∈ σe(D′) tal que |x − x′| = dist(x, σe(D′)). Defina uma func¸a˜o
r : σ(D′) −→ σe(D′) por
r(x) =
{
x se x ∈ σe(D′)
x′ se x ∈ σ(D′)\σe(D′).
Afirmamos que a func¸a˜o r e´ cont´ınua; de fato, e´ evidente que r e´ cont´ınua em
qualquer ponto no interior de σe(D
′). Tambe´m, pelo teorema B.1.4, qualquer ele-
mento em σ(D′)\σe(D′) e´ isolado, logo r e´ tambe´m cont´ınua em qualquer elemento
de σ(D′)\σe(D′). Basta enta˜o verificarmos a continuidade de r nos elementos de
∂(σe(D
′)).
Tome portanto x ∈ ∂(σe(D′)) arbitra´rio, e considere uma sequ¨eˆncia {xk}k∈N∗ ∈
σ(D′) tal que xk −→ x. Agora, σe(D′) e´ compacto, e em particular fechado, logo
x ∈ σe(D′), e portanto r(x) = x. Naturalmente, temos dist(xk, σe(D′)) −→ 0; assim,
|r(x)− r(xk)| ≤ |r(x)− xk|+ |xk, r(xk)| = |x− xk|+ dist(xk, σe(D′)) −→ 0,
de onde r(xk) −→ r(x), o que prova a continuidade de r em x, como quer´ıamos.
Usando o ca´lculo funcional cont´ınuo de D′ podemos enta˜o definir D := r(D′).
Observe que D e´ um operador diagonal, pois se com relac¸a˜o a uma dada base de H
temos D′ = diagk(λk), enta˜o D = diagk(r(λk)), pela observac¸a˜o 2.4.10. Ale´m disto,
pelo teorema do mapeamento espectral, temos
σ(D) = σ(r(D′)) = r(σ(D′)) = σe(D′).
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Afirmamos que dist(λk, σe(D
′)) −→ 0. De fato: note que a sequ¨eˆncia {λk}k∈N∗ e´ a
sequ¨eˆncia de autovalores (a diagonal) de D′; como todos os autovalores de D′ esta˜o em
σe(D
′), com excec¸a˜o dos autovalores isolados de D′ com multiplicidade finita, basta
provarmos que dist(λkm , σe(D
′)) −→ 0, onde {λkm}m e´ a subsequ¨eˆncia de {λk}k∈N∗
formada pelos autovalores isolados de D′ com multiplicidade finita (ignoraremos aqui
o caso em que ha´ apenas uma quantidade finita de autovalores isolados de D′ com
multiplicidade finita, visto que este caso e´ trivial).
Para provarmos isto, dado ε > 0 arbitra´rio, considere o conjunto
Hε = {λ ∈ C : dist(λ, σe(D′)) < ε};
o conjunto Hε e´ claramente aberto, logo Gε = σ(D
′) ∩ Hε e´ aberto em σ(D′); se
Fε = σ(D
′)\Gε, enta˜o Fε e´ fechado em σ(D′), e portanto compacto; e´ fa´cil ver que
Fε = {λkm : dist(λkm , σe(D′)) ≥ ε};
como Fε e´ discreto, visto que todos os elementos de Fε sa˜o isolados, temos enta˜o neces-
sariamente que Fε e´ finito. Segue-se da´ı que dist(λkm , σe(D
′)) −→ 0, como desejado.
Como consequ¨eˆncia do fato de que dist(λk, σe(D
′)) −→ 0, temos que
(r(λk)− λk) −→ 0,
o que implica de imediato em K˜ := D − D′ = diagk(r(λk) − λk) ser compacto, e
em particular σe(D) = σe(D
′) = σe(N). Denotando K = K ′ − K˜, vemos que K e´
compacto e
N = D′ +K ′ = D −D +D′ +K ′ = D − K˜ +K ′ = D +K;
ale´m disso, provamos acima que σ(D) = σe(D
′) = σe(N) = σe(D), o que conclui a
prova do corola´rio.

Corola´rio B.2.4. Seja N ∈ B(H) um operador normal. Enta˜o, podemos escrever
N = D +K com D diagonal, K compacto e σ(D) = σ(N).
Demonstrac¸a˜o. Pelo corola´rio B.2.3 escreva N = D′ +K ′ com D′ diagonal, K ′ com-
pacto e σ(D′) = σe(D′) = σe(N). Denote D′ = diagk(λk) relativo a uma base {ξk}k∈N∗
de H. Para simplificar a notac¸a˜o, seja {µn}n∈Λ uma enumerac¸a˜o dos autovalores iso-
lados de multiplicidade finita de N .
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Sabemos que {λk}k = σ(D′) = σe(D′), logo para cada n ∈ Λ existe um kn ∈ N∗ tal
que |λkn − µn| ≤ 2 · dist(µn, σe(D′)). Defina D como sendo o operador diagonal com
relac¸a˜o a base {ξk}k∈N∗ de H dado por
D(ξk) =
{
D′(ξk) se k 6= kn ∀n ∈ Λ
µnξkn se k = kn para algum n ∈ Λ.
Afirmamos que o operador diagonal D −D′ e´ tal que sua sequ¨eˆncia diagonal con-
verge para zero: de fato, isto e´ o´bvio caso D′ possua apenas uma quantidade finita
de autovalores isolados com multiplicidade finita; caso contra´rio, vimos na demons-
trac¸a˜o do corola´rio B.2.3 que dist(µn, σe(D
′)) −→ 0, de onde temos |λkn − µn| −→ 0;
como todas as outras entradas de D−D′ sa˜o zero, o afirmado segue. Da´ı, conclu´ımos
que D − D′ e´ um operador compacto, e em particular σe(D) = σe(D′). Segue-se da´ı
tambe´m que N = D +K, onde K = D′ −D +K ′ e´ um operador compacto. Agora,
todos os µn figuram na diagonal de D, logo {µn}n ⊆ σ(D), e portanto, do teorema
B.1.4, temos
σ(N) = σe(N) ∪ {µn}n = σe(D′) ∪ {µn}n = σe(D) ∪ {µn}n ⊆ σ(D).
Por outro lado, sendo H1 = span{ξkn}n∈Λ, podemos escrever D = D1⊕D2, D′ =
D′1⊕D′2 relativamente a decomposic¸a˜o H = H1⊕H⊥1 , observando que D1 = diagn(µn)
e D2 = D
′
2. Enta˜o, temos
σ(D) = σ(D1) ∪ σ(D2) = σ(D1) ∪ σ(D′2) ⊆ σ(D1) ∪ σ(D′) = {µn}n ∪ σe(N) = σ(N),
provando desta forma que σ(D) = σ(N), e o corola´rio esta´ demonstrado.

Lema B.2.5. Seja X um espac¸o me´trico compacto, com me´trica d, e sejam {xn}n∈N∗,
{yn}n∈N∗ sequ¨eˆncias densas em X tais que cada termo isolado da sequ¨eˆncia {xn}n
figura nela infinitas vezes, e tambe´m cada termo isolado da sequ¨eˆncia {yn}n figura
nela infinitas vezes. Enta˜o, existe uma permutac¸a˜o α : N∗ −→ N∗ tal que
lim
n→∞
d(xn, yα(n)) = 0.
Demonstrac¸a˜o. Construiremos α indutivamente. Por densidade, escolha m1 ∈ N∗ tal
que d(x1, ym1) < 1, e n2 ∈ N∗ tal que d(xn2 , y1) < 1/2. Denote M1 = {m1,m2}, N1 =
{n1, n2}, onde m2 = 1, n1 = 1. Estes conjuntos sa˜o portanto tais que d(xni , ymi) <
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1/i, para i = 1, 2, e 1 ∈ M1 ∩ N1. Podemos adicionalmente supor, sem perda de
generalidade, que 2 /∈M1, 2 /∈ N1.
Por hipo´tese de induc¸a˜o, suponha que tenham sido encontrados Mk, Nk ⊆ N∗,
Mk = {m1,m2, . . . ,m2k}, Nk = {n1, n2, . . . , n2k}, tais que d(xni , ymi) < 1/i para
i = 1, 2, . . . , 2k, tais que 1, 2, . . . , 2k ∈Mk ∩Nk, e tais que k + 1 /∈Mk ∪Nk.
Denote N = {xn}n, M = {ym}m. Observe que o conjunto M\{ym1 , . . . , ym2k}
ainda e´ denso em X, em virtude da hipo´tese sobre os termos isolados. Logo, existe
m2k+1 ∈ N∗\Mk tal que d(xk+1, ym2k+1) < 1/(2k + 1). Analogamente, existe n2k+2 ∈
N∗\Nk tal que d(xn2k+2 , yk+1) < 1/(2k+2). Podemos tomar sem perda de generalidade
m2k+1 6= k + 2, n2k+2 6= k + 2.
Denote Mk+1 = Mk ∪ {m2k+1,m2k+2}, Nk+1 = Nk ∪ {n2k+1, n2k+2}, onde m2k+2 =
k + 1, n2k+1 = k + 1. Enta˜o, e´ imediato que os conjuntos Mk+1 e Nk+1 satisfazem o
desejado.
Portanto, podemos definir permutac¸o˜es β : N∗ −→ N∗ e γ : N∗ −→ N∗ por
β(l) = nl, γ(l) = ml, ∀l ∈ N∗, e elas sera˜o portanto por construc¸a˜o tais que
lim
n→∞
d(xβ(n), yγ(n)) = 0.
Defina uma permutac¸a˜o α : N∗ −→ N∗ por α = γ ◦ β−1. Enta˜o, observando-se que
β−1(n) −→∞ se, e somente se, n −→∞, vemos que
lim
n→∞
d(xn, yα(n)) = lim
n→∞
d(xn, yγ◦β−1(n)) = lim
n→∞
d(xβ(β−1(n)), yγ◦β−1(n)) =
= lim
β−1(n)→∞
d(xβ(β−1(n)), yγ◦β−1(n)) = lim
m→∞
d(xβ(m), yγ(m)) = 0,
e o lema esta´ provado.

Teorema B.2.6. Sejam N1 ∈ B(H1) e N2 ∈ B(H2) operadores normais Enta˜o,
N1 ∼K N2 se, e somente se, σe(N1) = σe(N2).
Demonstrac¸a˜o. (⇒) O´bvio.
(⇐) Pelo corola´rio B.2.3, escreva, para i = 1, 2, Ni = Di +Ki, com Di diagonal,
Ki compacto e σ(Di) = σe(Ni). Denote por {ξk}k∈N∗ uma base ortonormal de H na
qual D1 e´ diagonal, e por {ηk}k∈N∗ uma base ortonormal de H na qual D2 e´ diagonal.
Seja V ∈ B(H) o operador unita´rio tal que V (ηk) = ξk ∀k ∈ N∗. Nas respectivas bases
fixadas, denote D1 = diagk(λk), D2 = diagk(µk). Todos os autovalores isolados de
D1 e D2 possuem multiplicidade infinita, visto que D1 e D2 sa˜o operadores normais,
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σ(D1) = σe(N1) = σe(D1), e similarmente σ(D2) = σe(D2). Isto implica em todos os
termos da sequ¨eˆncia {λk}k∈N∗ figurarem infinitas vezes nesta sequ¨eˆncia, e em todos os
termos da sequ¨eˆncia {µk}k∈N∗ figurarem infinitas vezes nesta sequ¨eˆncia. Ale´m disso,
da hipo´tese σe(N1) = σe(N2),
{λk}k = σ(D1) = σe(D1) = σe(N1) = σe(N2) = σe(D2) = σ(D2) = {µk}k;
segue-se portanto do lema B.2.5 que existe uma permutac¸a˜o α : N∗ −→ N∗ tal que
|λα(k) − µk| −→ 0.
Seja U ′ ∈ B(H) o unita´rio determinado por U ′(ηk) = ηα(k) ∀k ∈ N∗, e denote U =
V U ′. Enta˜o, o operador U e´ unita´rio e U(ηk) = V U ′(ηk) = V ηα(k) = ξα(k) ∀k ∈ N∗.
Assim, para todo k ∈ N∗ tem-se
(D1 − UD2U−1)ξα(k) = D1ξα(k) − UD2(ηk) = λα(k)ξα(k) − µkξα(k) = (λα(k) − µk)ξα(k),
provando que o operador D1−UD2U−1 e´ diagonal e sua diagonal converge para zero;
logo, D1−UD2U−1 e´ compacto, de onde D1 ∼K D2, e portanto de imediato N1 ∼K N2,
o que prova o teorema.

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Apeˆndice C
Sequ¨eˆncias de Operadores
C.1 O Joint Spectrum
Definic¸a˜o C.1.1. Seja A uma C*-a´lgebra comutativa com unidade. Dada uma famı´lia
{ak}k∈Λ ⊆ A, onde Λ e´ um conjunto finito ou Λ = N∗, definimos o joint spectrum desta
famı´lia como sendo o conjunto
Jspeck(ak) = {(ϕ(ak))k∈Λ : ϕ ∈ Â}.
Lembrando-se que â(Â) = σ(a) para todo a ∈ A (ver por exemplo [21], lema
3.2.8(b)), podemos ver que Jspeck(ak) ⊆
∏
k∈Λ σ(ak). Em particular, caso Λ seja um
conjunto unita´rio, ou seja, se tivermos uma famı´lia formada por apenas um elemento
a ∈ A, enta˜o Jspec(a) = σ(a).
Com o exemplo a seguir, veremos que o joint spectrum Jspeck(ak) pode ser um
subconjunto pro´prio de
∏
k∈Λ σ(ak).
Exemplo C.1.2. Seja X = [0, 2pi], A = C(X), e f, g ∈ C(X) as func¸o˜es seno e
cosseno, respectivamente. Enta˜o, σ(f) = σ(g) = [−1, 1]. Ale´m disso, Â neste caso
e´ homeomorfo a X, homeomorfismo este dado por r : X −→ Â, onde r(x) e´ tal que
r(x)(h) = h(x), para todo h ∈ C(X). Assim, vemos que
Jspec(f, g) = {(f(x), g(x)) : x ∈ X} = {(sin(x), cos(x)) : x ∈ [0, 2pi]} = S1.
Observe que, a rigor, a definic¸a˜o do joint spectrum Jspeck(ak) depende da C*-
a´lgebra ambiente A; por enquanto, denotaremos esta dependeˆncia por JspecAk (ak). O
que queremos provar agora e´ que o joint spectrum independe da C*-a´lgebra comutativa
com unidade que conte´m a famı´lia {ak}k. Precisamos de um lema.
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Lema C.1.3. Sejam A, B C*-a´lgebras comutativas com unidade, tais que A ⊆ B e
1A = 1B. Enta˜o, dado ϕ ∈ Â, existe ψ ∈ B̂ tal que ψ|A = ϕ.
Demonstrac¸a˜o. Seja i : A −→ B a inclusa˜o, e denote por ΓA : A −→ C(Â),
ΓB : B −→ C(B̂) as transformadas de Gelfand. Enta˜o, o *-homomorfismo de C(Â)
em C(B̂) dado por ΓB ◦ i ◦ Γ−1A e´ injetor, e portanto dual a uma sobrejec¸a˜o cont´ınua
u : B̂ −→ Â, isto e´, ΓB ◦ i ◦ Γ−1A = u∗.
Assim, dado ϕ ∈ Â, existe ψ ∈ B̂ tal que u(ψ) = ϕ. Afirmamos que ψ|A = ϕ: de
fato, dado a ∈ A arbitra´rio,
ϕ(a) = ΓA(a)(ϕ) = ΓA(a)(u(ψ)) = u
∗(ΓA(a))(ψ) = ΓB ◦ i ◦ Γ−1A (ΓA(a))(ψ) =
= ΓB ◦ i(a)(ψ) = ΓB(a)(ψ) = ψ(a),
provando o afirmado.

A pro´xima proposic¸a˜o mostra que o joint spectrum independe da C*-a´lgebra am-
biente.
Proposic¸a˜o C.1.4. Seja A uma C*-a´lgebra comutativa com unidade, {ak}k∈Λ, onde
Λ e´ um conjunto finito ou Λ = N∗, e A0 = C∗(1A, {ak}k). Enta˜o, JspecAk (ak) =
JspecA0k (ak).
Demonstrac¸a˜o. Que JspecAk (ak) ⊆ JspecA0k (ak) e´ o´bvio, e a outra inclusa˜o segue do
lema C.1.3.

Em particular, vemos que A e´ uma C*-a´lgebra com unidade e {ak}k ⊆ A e´ tal que
ak e´ normal para todo k, e aiaj = ajai para todo i, j, enta˜o podemos falar no joint
spectrum Jspeck(ak), mesmo que A na˜o seja comutativa, visto que C
∗(1, {ak}k) sera´
comutativa, e podemos portanto usa´-la para definir o joint spectrum.
A pro´xima proposic¸a˜o sera´ u´til na sec¸a˜o seguinte. Se a ∈ A, denotamos Re(a) =
(a+ a∗)/2, Im(a) = (a− a∗)/(2i).
Proposic¸a˜o C.1.5. Sejam A uma C*-a´lgebra com unidade, e {ak}k ⊆ A tal que ak e´
normal para todo k, e aiaj = ajai para todo i, j. Enta˜o,
(x1 + iy1, x2 + iy2, . . .) ∈ Jspeck(ak) ⇐⇒
⇐⇒ (x1, y1, x2, y2, . . .) ∈ Jspec(Re(a1), Im(a1),Re(a2), Im(a2), . . .).
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Demonstrac¸a˜o. Observe inicialmente que C∗(1, {ak}k) = C∗(1, {Re(ak)}k, {Im(ak)}k).
Denote A0 = C
∗(1, {ak}k). Seja (x1 + iy1, x2 + iy2, . . .) ∈ Jspeck(ak). Enta˜o existe
ϕ ∈ Â0 tal que xk + iyk = ϕ(ak), para todo k, ou seja, xk = Re(ϕ(ak)) = ϕ(Re(ak)),
yk = Im(ϕ(ak)) = ϕ(Im(ak)), para todo k. Segue-se da´ı de imediato que
(x1, y1, x2, y2, . . .) ∈ Jspec(Re(a1), Im(a1),Re(a2), Im(a2), . . .).
O argumento acima claramente pode ser revertido, verificando a implicac¸a˜o contra´ria,
e isto conclui a prova.

Observac¸a˜o C.1.6. A proposic¸a˜o anterior garante em particular que se a ∈ A e´
normal, enta˜o x+ iy ∈ σ(a) se, e somente se, (x, y) ∈ Jspec(Re(a), Im(a)).
C.2 Diagonalizac¸a˜o Parcial Simultaˆnea Mo´dulo os
Compactos
Temos como objetivo nesta sec¸a˜o provar o teorema C.2.3, que e´ essencialmente um
teorema sobre diagonalizac¸a˜o parcial simultaˆnea de operadores mo´dulo os operadores
compactos. Este teorema e´ utilizado va´rias vezes no texto principal.
Faremos antes alguns resultados preparato´rios. Para o pro´ximo lema, precisaremos
do teorema de Fuglede ([17], exerc´ıcio 2.8): seja A uma C*-a´lgebra, e a, b ∈ A tais que
a e´ normal, e ba = ab; enta˜o, tambe´m temos b∗a = ab∗.
Lema C.2.1. Seja {Tk}k∈N∗ ⊆ B(H) tal que T ∗i Tj − TjT ∗i ∈ K(H)∀i, j. Enta˜o,
C∗(1, {pi(Tk)}k) e´ uma sub-C*-a´lgebra comutativa de Q(H), com unidade.
Demonstrac¸a˜o. Obviamente da hipo´tese, pi(Tk) e´ normal para todo k ∈ N∗. Tambe´m
da hipo´tese, para todo i, j temos pi(Ti)
∗pi(Tj) = pi(Tj)pi(Ti)∗, logo pelo teorema de
Fuglede vemos que pi(Ti)pi(Tj) = pi(Tj)pi(Ti). O resultado segue.

Como consequ¨eˆncia do lema, podemos enta˜o falar do joint spectrum Jspeck(pi(Tk)).
Lema C.2.2. Nas condic¸o˜es do lema C.2.1, tome (λk)k ∈ Jspeck(pi(Tk)). Enta˜o,
existe {ηn}n∈N∗ ⊆ H ortonormal tal que limn→∞‖(Tk − λkI)ηn‖ = 0 ∀k.
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Demonstrac¸a˜o. Para todo k tal que Tk 6= λkI, note que∥∥∥∥(Tk − λkI)∗(Tk − λkI)2k‖Tk − λkI‖2
∥∥∥∥ = 12k ,
e assim vemos que a se´rie
S =
∞∑
k=1
(Tk − λkI)∗(Tk − λkI)
2k‖Tk − λkI‖2
,
converge absolutamente, e portanto converge (visto que B(H) e´ de Banach). Portanto,
esta se´rie define um operador S ∈ B(H). E´ fa´cil ver que S∗ = S, e portanto em
particular S e´ um operador normal.
Denote A0 = C
∗(1, {pi(Tk)}k). Por hipo´tese, sabemos que existe ϕ ∈ Â0 tal que
ϕ(pi(Tk)) = λk, para todo k. Observe enta˜o que, por continuidade e linearidade,
ϕ(pi(S)) =
∞∑
k=1
ϕ
(
(pi(Tk)− λk1)∗(pi(Tk)− λk1)
2k‖Tk − λkI‖2
)
= 0,
de onde conclu´ımos que 0 ∈ σ(pi(S)) = σe(S) ⊆ σ(S).
Afirmamos que existe {ηn}n∈N∗ ⊆ H ortonormal tal que limn→∞‖Sηn‖ = 0. De
fato, considere E a medida espectral associada ao operador S, pelo teorema espectral,
e para cada n ∈ N∗ defina
An := {z ∈ C : 1/(n+ 1) < |z| ≤ 1/n} ∩ σ(S),
que e´ claramente um subconjunto Boreliano de σ(S) (pode ser vazio), e ainda Ai∩Aj =
∅ caso i 6= j.
Temos dois casos poss´ıveis:
No primeiro caso, E (An) 6= 0 para uma quantidade infinita de An’s. Neste caso,
descartando os Ak para os quais E (Ak) = 0 e renumerando, podemos supor sem perda
de generalidade que E (An) 6= 0 para todo n ∈ N∗.
Para cada i ∈ N∗ tome ηi ∈ ran(E (Ai)) tal que ‖ηi‖ = 1. Como Ai ∩ Aj = ∅ caso
i 6= j, temos que ran(E (Ai)) ⊥ ran(E (Aj)), e portanto a sequ¨eˆncia {ηn}n∈N∗ ⊆ H
assim obtida e´ ortonormal.
Note que |(ζ · 1An)(z)| ≤ 1/n para todo z ∈ σ(S), logo ‖ζ · 1An‖ ≤ 1/n e portanto,
pelo ca´lculo funcional mensura´vel de S, ‖SE (An)‖ ≤ 1/n. Em particular, isto nos da´,
para todo n,
‖Sηn‖ = ‖SE (An)ηn‖ ≤ ‖SE (An)‖‖ηn‖ = ‖SE (An)‖ ≤ 1/n,
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de onde podemos concluir que limn→∞‖Sηn‖ = 0, como desejado.
No segundo caso, E (An) 6= 0 apenas para uma quantidade finita de An’s. Neste
caso, existe um n0 ∈ N∗ tal que E (An) = 0 para todo n ≥ n0. Lembrando que
Ai ∩ Aj = ∅ caso i 6= j, vemos que E (
⋃˙
n≥n0An) =
∑
n≥n0 E (an) = 0. Como σ(S) e´ o
suporte da medida espectral E , temos que
(⋃˙
n≥n0An
)
∩ σ(S) = ∅.
Agora,
⋃˙
n≥n0An = (BF (0, 1/n0)\{0}) ∩ σ(S). Provamos acima que 0 ∈ σ(S);
logo, vemos da´ı que 0 e´ um ponto isolado de σ(S), e portanto um autovalor isolado
de S; mais ainda, como provamos que 0 ∈ σe(S), vemos que na verdade 0 e´ um
autovalor de S com multiplicidade infinita, pelo teorema B.1.4. Enta˜o, dim(ker(S)) =
∞, de onde podemos tomar uma sequ¨eˆncia ortonormal {ηn}n ⊆ ker(S). Obviamente,
limn→∞‖Sηn‖ = 0.
Isto verifica o afirmado. Defina agora, para todo k ∈ N∗,
Pk =
Tk − λkI
‖Tk − λkI‖ .
Enta˜o, S =
∑∞
k=1(P
∗
kPk)/2
k, e portanto P ∗kPk ≤ 2kS, para todo k ∈ N∗.
Finalmente, queremos provar que limn→∞‖(Tk − λkI)ηn‖ = 0 ∀k. De fato, para
um k ∈ N∗ fixado,
‖Pkηn‖2 = 〈Pkηn, Pkηn〉 = 〈P ∗kPkηn, ηn〉 ≤ 〈2kSηn, ηn〉 ≤
≤ 2k‖Sηn‖‖ηn‖ ≤ 2k‖Sηn‖ −→ 0,
e como Tk − λkI = ‖Tk − λkI‖Pk, o resultado segue.

No teorema a seguir, usaremos o conceito de operador de Hilbert-Schmidt. Para
definic¸o˜es e resultados sobre estes operadores, ver por exemplo [21], sec¸a˜o 4.3.
Teorema C.2.3. Seja {Tk}k∈N∗ ⊆ B(H) tal que T ∗i Tj−TjT ∗i ∈ K(H)∀i, j. Tome, para
cada r ∈ N∗, λ(r) = (λ(r)k )k ∈ Jspeck(pi(Tk)). Enta˜o, existe {ξr}r∈N∗ ⊆ H ortonormal
tal que
Tk = (Dk⊕Rk) + Lk ∀k ≥ 1,
decomposic¸a˜o em soma direta esta relativa a H = H1⊕H⊥1 , onde H1 = span{ξr}r, Lk
e´ compacto, e Dk = diagr(λ
(r)
k ) com relac¸a˜o a` base {ξr}r de H1.
Demonstrac¸a˜o. Provaremos primeiro o resultado no caso em que os operadores Tk sa˜o
todos auto-adjuntos.
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Vamos mostrar inicialmente que existe {ξr}r∈N∗ ⊆ H ortonormal tal que, para todo
r ∈ N∗, ||(Tk − λ(r)k I)ξr|| < 1/2r, ∀k ≤ r, usando induc¸a˜o sobre r.
r = 1: queremos provar que existe ξ1 ∈ H de norma 1 tal que
||(T1 − λ(1)I1 )ξ1|| < 1/2.
Note que λ
(1)
1 ∈ σ(T1) ⊆ R, pois T1 e´ auto-adjunto. Tomando δ > 0 suficientemente
pequeno, considere pelo lema de Urysohn uma func¸a˜o cont´ınua h : σ(T1) −→ [0, 1]
tal que h(λ
(1)
1 ) = 1, h se anula em σ(T1)\(λ(1)1 − δ, λ(1)1 + δ), e ||(ζ − λ(1)1 1) · h|| <
1. Pelo ca´lculo fumcional cont´ınuo de T1, denotando S = h(T1), temos portanto
||(T1 − λ(1)1 I)S|| < 1.
Obviamente ‖h‖ = 1, logo ‖S‖ = 1; tome enta˜o ω ∈ H tal que ‖ω‖ = 1 e
‖Sω‖ > 1/2. Definindo ξ1 = (Sω)/‖Sω‖, temos assim que ‖ξ1‖ = 1, e ainda
||(T1 − λ(1)1 I)ξ1|| =
1
‖Sω‖||(T1 − λ
(1)
1 I)Sω|| ≤
1
‖Sω‖||(T1 − λ
(1)
1 I)S|| · ||ω|| <
1
2
.
Como hipo´tese de induc¸a˜o, suponha que existam ξ1, . . . ξs−1 ∈ H ortonormais tais
que ||(Tk−λ(r)k I)ξr|| < 1/2r, ∀r < s, ∀k ≤ r. Vamos encontrar ξs ∈ H unita´rio tal que
ξs e´ ortogonal a ξr para todo r < s, e ||(Tk − λ(s)k I)ξs|| < 1/2s, para todo k ≤ s.
Usando o lema C.2.1 para o elemento (λ
(s)
k )k ∈ Jspeck(pi(Tk)), temos que existe
{ηn}n ⊆ H ortonormal tal que limn→∞||(Tk − λ(s)k I)ηn|| = 0 ∀k.
A sequ¨eˆncia {ηn}n e´ ortonormal, logo converge fracamente para zero. Defina
M = maxk≤s{1 + ‖Tk‖ + |λ(s)k |}, e tome δ > 0 com δ < 1/(M2s + 2). Enta˜o, existe
n0 ∈ N∗ tal que
|〈ηn0 , ξr〉| <
δ
s− 1 ∀r < s, ||(Tk − λ
(s)
k )ηn0|| < δ ∀k ≤ s.
Denote η = ηn0 , defina ξ = η −
∑s−1
r=1 〈η, ξr〉ξr, e fac¸a ξs = ξ/‖ξ‖. Obviamente por
construc¸a˜o, ‖ξs‖ = 1, e ξs e´ ortogonal a ξr ∀r < s.
Note que ‖η‖ = ‖η − ξ + ξ‖ ≤ ‖η − ξ‖ + ‖ξ‖ implica em ‖ξ‖ ≥ ‖η‖ − ‖η − ξ‖.
Ora, mas
‖η − ξ‖ ≤∑s−1r=1|〈η, ξr〉| <∑s−1r=1δ/(s− 1) = δ,
e portanto −‖η − ξ‖ > −δ. Ainda, ‖η‖ = 1, logo podemos escrever ‖η‖ > 1 − δ.
Juntando,
‖ξ‖ ≥ ‖η‖ − ‖η − ξ‖ > 1− δ − δ = 1− 2δ,
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de onde temos
1
‖ξ‖ <
1
1− 2δ .
Observando-se que 1− 2δ > (M2s−1)/(M2s−1+1), vemos enta˜o que, para todo k ≤ s,
||(Tk − λ(s)k I)ξs|| =
1
‖ξ‖||(Tk − λ
(s)
k I)ξ|| ≤
≤ 1‖ξ‖
[
||(Tk − λ(s)k I)η||+
∑s−1
r=1|〈η, ξr〉| · ||Tk − λ(s)k I|| · ||ξr||
]
<
<
1
1− 2δ
[
δ +
∑s−1
r=1
δ
s− 1(‖Tk‖+ |λ
(s)
k |)
]
=
δ
1− 2δ (1 + ‖Tk‖+ |λ
(s)
k |) ≤
=
δ
1− 2δM <
1
2(M2s−1 + 1)
· (M2
s−1 + 1)
M2s−1
·M = 1
2s
,
como quer´ıamos. A sequ¨eˆncia {ξr}r∈N∗ ⊆ H ortonormal assim obtida e´ portanto tal
que, para todo r ∈ N∗, ||(Tk − λ(r)k I)ξr|| < 1/2r, ∀k ≤ r.
De acordo com a decomposic¸a˜o H = H1⊕H⊥1 , onde H1 = span{ξr}r, podemos
escrever cada Tk matricialmente como
Tk =
(
Xk Y
∗
k
Yk Rk
)
,
visto que os Tk sa˜o auto-adjuntos.
Seja Dk ∈ B(H1) o operador D1 = diagr(λ(r)k ), relativo a base {ξr}r de H1. Enta˜o,
podemos escrever
Tk −Dk⊕Rk =
(
Xk −Dk Y ∗k
Yk 0
)
.
Dado r ≥ 1, temos
‖(Tk −Dk⊕Rk)ξr‖2 = ‖(Xk −Dk)ξr + Ykξr‖2 = ‖(Xk −Dk)ξr‖2 + ‖Ykξr‖2,
e por outro lado
‖(Tk −Dk⊕Rk)ξr‖2 = ‖Tkξr −Dkξr‖2 = ||(Tk − λ(r)k )ξr||2 <
(
1
2r
)2
,
de onde vemos que
‖(Xk −Dk)ξr‖2 <
(
1
2r
)2
, ‖Ykξr‖2 <
(
1
2r
)2
,
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e assim ∑∞
r=1‖(Xk −Dk)ξr‖2 <∞,
∑∞
r=1‖Ykξr‖2 <∞,
provando deste modo que os operadores (Xk − Dk) e Yk sa˜o operadores de Hilbert-
Schmidt. Assim, Lk := Tk − (Dk⊕Rk) e´ um operador de Hilbert-Schmidt (pois cada
componente da matriz de Lk dada acima e´ de Hilbert-Schmidt), e portanto em par-
ticular compacto. O resultado para o caso de operadores auto-adjuntos fica enta˜o
provado.
Faremos agora o caso geral, reduzindo ao caso auto-adjunto que acabamos de
provar.
Note que Re(Tk) e Im(Tk) sa˜o auto-adjuntos, para todo k. Denotando λ
(r)
k =
x
(r)
k + iy
(r)
k , e observando que Re(pi(Tk)) = pi(Re(Tk)), Im(pi(Tk)) = pi(Im(Tk)), vemos
da proposic¸a˜o C.1.5 que
λ˜
(r)
:= (x
(r)
1 , y
(r)
1 , x
(r)
2 , y
(r)
2 , . . .) ∈ Jspec(pi(Re(T1)), pi(Im(T1)), pi(Re(T2)), . . .).
Enta˜o, pelo caso auto-adjunto ja´ estabelecido, aplicado a` sequ¨eˆncia de operadores
{T ′k}k dada por T ′2k−1 = Re(Tk), T ′2k = Im(Tk), e aos λ˜
(r)
acima definidos, existe
{ξr}r ⊆ H ortonormal tal que
Re(Tk) = (Ek⊕Sk) +Mk, Im(Tk) = (E ′k⊕S ′k) +M ′k, ∀k ∈ N∗,
relativo a` decomposic¸a˜o H = H1⊕H⊥1 , onde H1 = span{ξr}r, os operadores Mk e
M ′k sa˜o compactos, e Ek = diagk(λ˜
(r)
2k−1) = diagk(x
(r)
k ), E
′
k = diagk(λ˜
(r)
2k ) = diagk(y
(r)
k )
relativos a` base {ξr}r de H1.
Denotando Dk = Ek + iE
′
k, Rk = Sk + iS
′
k, e Lk =Mk + iM
′
k, vemos que
Dk = diagk(x
(r)
k + iy
(r)
k ) = diagk(λ
(r)
k ),
os operadores Lk sa˜o compactos,
Tk = Re(Tk) + iIm(Tk) = (Ek + iE
′
k)⊕(Sk + iS ′k) + (Mk + iM ′k) = (Dk⊕Rk) + Lk,
e o teorema esta´ portanto provado.

Observac¸a˜o C.2.4. E´ poss´ıvel refinar ainda mais a decomposic¸a˜o dada pelo teorema
C.2.3, de forma que σe(Rk) = σe(Tk) para todo k, mas na˜o precisaremos deste fato.
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Um caso particular do teorema C.2.3 de relevaˆncia para no´s e´ o caso em que a
famı´lia de operadores {Tk}k e´ na verdade uma famı´lia unita´ria, isto e´, ela consiste em
um u´nico operador T . E´ fa´cil ver que Jspec(pi(T )) = σ(pi(T )) = σe(T ). Portanto,
neste caso particular temos o corola´rio seguinte.
Corola´rio C.2.5. Seja T ∈ B(H) essencialmente normal. Tome, para cada r ∈ N∗,
λ(r) ∈ σe(T ). Enta˜o, existe {ξr}r∈N∗ ⊆ H ortonormal tal que
T = (D⊕R) + L,
decomposic¸a˜o em soma direta esta relativa a H = H1⊕H⊥1 , onde H1 = span{ξr}r, L
e´ compacto, e D = diagr(λ
(r)) com relac¸a˜o a` base {ξr}r de H1.
Demonstrac¸a˜o. O´bvio do teorema C.2.3.

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Apeˆndice D
Aplicac¸o˜es Positivas
No decorrer de todo este apeˆndice, A e B denotam C*-a´lgebras comutativas com
unidade, L um ideal bilateral fechado de A, e J um ideal bilateral fechado de B. As
aplicac¸o˜es de projec¸a˜o nos quocientes, A −→ A/L e B −→ B/J, sera˜o denotadas
simplesmente por pi. O conjunto dos elementos positivos de A sera´ denotado por A+.
Esta discussa˜o e´ baseada no texto contido em [9] sobre aplicac¸o˜es positivas.
D.1 O Teorema de Stinespring
Definic¸a˜o D.1.1. Uma aplicac¸a˜o linear φ : A −→ B e´ dita ser positiva quando
ϕ(a) ≥ 0 ∀a ∈ A+. O conjunto das aplicac¸o˜es positivas de A em B sera´ denotado
por P(A,B), e o subonjunto destas aplicac¸o˜es tais que ϕ(1) = 1 sera´ denotado por
P1(A,B).
Dada uma aplicac¸a˜o linear φ : A −→ B e n ∈ N∗, defina ϕ(n) :Mn(A) −→Mn(B)
por
ϕ(n)([aij]ij) = [ϕ(aij)]ij ∀[aij]ij ∈Mn(A),
que e´ claramente linear, e unital se ϕ o for.
Definic¸a˜o D.1.2. Dado n ∈ N∗, dizemos que uma aplicac¸a˜o linear φ : A −→ B e´
n-positiva quando ϕ(n) e´ positiva. Diremos que ϕ e´ completamente positiva se ϕ e´
n-positiva para todo n ∈ N∗.
Um importante resultado e´ dado pela proposic¸a˜o D.1.10. No´s faremos alguns lemas
antes.
Lema D.1.3. Se a ∈ A+ e 0 ≤ a ≤ c · 1, para algum c ∈ R, enta˜o ‖a‖ ≤ c.
Demonstrac¸a˜o. Usando o teorema do mapeamento espectral, e o fato que a e c · 1− a
sa˜o positivos, vemos que {c−λ : λ ∈ σ(a)} ⊆ R+, e assim de imediato ‖a‖ = r(a) ≤ c.
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Lema D.1.4. Se a ∈ A e´ auto-adjunto, enta˜o podemos escrever a = a+ − a−, onde
a+, a− ∈ A+. Ademais, se ‖a‖ ≤ 1, enta˜o podemos tomar a+ ≤ 1, a− ≤ 1.
Demonstrac¸a˜o. Ver por exemplo [21], proposic¸a˜o 3.3.11(f).

Lema D.1.5. Seja ϕ ∈ P(A,B). Enta˜o, ‖ϕ‖ ≤ 4‖φ(1)‖.
Demonstrac¸a˜o. Tome a ∈ A auto-adjunto com ‖a‖ ≤ 1 arbitrariamente. Escreva
a = a+ − a− com a+, a− ∈ A+ e a+ ≤ 1, a− ≤ 1, pelo lema D.1.4. A positividade de
ϕ implica enta˜o em
0 ≤ ϕ(a−) ≤ ϕ(1) ≤ ‖ϕ(1)‖ · 1,
e da mesma forma 0 ≤ ϕ(a+) ≤ ‖ϕ(1)‖ · 1. Em virtude do lema D.1.3, vem que
‖ϕ(a−)‖ ≤ ‖ϕ(1)‖, ‖ϕ(a+)‖ ≤ ‖ϕ(1)‖.
Se tomarmos agora um a ∈ A com ‖a‖ ≤ 1 arbitra´rio, escrevendo a em suas partes
real e imagina´ria, usando a linearidade de ϕ e a desigualdade triangular, teremos
‖ϕ(a)‖ ≤ 4‖ϕ(1)‖, e o resultado segue.

Se % : A −→ A e´ um *-automorfismo unital, enta˜o sabemos que σ(a) = σ(%(a)),
para todo a ∈ A. Esta observac¸a˜o nos permite enunciar o lema seguinte.
Lema D.1.6. Seja % : A −→ A um *-automorfismo unital. Enta˜o, o ca´lculo funci-
onal cont´ınuo comuta com %, isto e´, f(%(a)) = %(f(a)), para todo a ∈ A normal e
f ∈ C(σ(a)) = C(σ(%(a))).
Demonstrac¸a˜o. Tome a ∈ A normal arbitra´rio. As aplicac¸o˜es η1 : C(σ(%(a))) −→ A
e η2 : C(σ(a)) −→ A dadas respectivamente por η1(f) = %(f(a)) ∀f ∈ C(σ(a)) e
η2(f) = f(%(a)) ∀f ∈ C(σ(%(a))) sa˜o obviamente *-homomorfismos (η1 e´ % composta
com o ca´lculo funcional cont´ınuo de a, e η2 e´ o ca´lculo funcional cont´ınuo de a). Agora,
note que, para 1, ζ ∈ C(σ(a)) = C(σ(%(a))), temos
η2(1) = 1(%(a)) = 1A = %(1A) = %(1(a)) = η1(1),
η2(ζ) = ζ(%(a)) = %(a) = %(ζ(a)) = η1(ζ).
Em outras palavras, η1 e η2 coincidem nos geradores de C(σ(a)) = C(σ(%(a))), de
onde η1 = η2, e o resultado segue de imediato.
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Observac¸a˜o D.1.7. Se % : A −→ B e´ simplesmente um *-homomorfismo unital,
lembremos que % contrai espectro, ou seja, σ(%(a)) ⊆ σ(a), ∀a ∈ A. Assim, dado
f ∈ C(σ(a)), podemos considerar f como um elemento de C(σ(%(a))), fazendo a
restric¸a˜o. Nestes termos, nota-se que o lema D.1.6 generaliza-se de imediato, e temos
que f(%(a)) = %(f(a)), para todo a ∈ A normal e f ∈ C(σ(a)).
Lema D.1.8. Sejam X ⊆ C compacto. Enta˜o, para quaisquer f ∈ C(X) e ε > 0
existe um δ > 0 tal que, para quaisquer a, b ∈ A normais com σ(a) ∪ σ(b) ⊆ X e
‖a− b‖ < δ, tenhamos ‖f(a)− f(b)‖ < ε.
Demonstrac¸a˜o. Considere F ⊆ C(X) o conjunto formado por todos elementos f ∈
C(X) que satisfazem a seguinte propriedade: para todo ε > 0 existe um δ > 0 tal
que, para quaisquer a, b ∈ A normais com σ(a) ∪ σ(b) ⊆ X e ‖a− b‖ < δ, tenhamos
‖f(a)− f(b)‖ < ε.
No´s iremos mostrar que F = C(X). Provemos que F e´ uma *-sub-a´lgebra de
C(X):
Sejam f, g ∈ F e α ∈ C\{0} arbitra´rios. Dado ε > 0, tome δf > 0 associado
a f com ε′ = ε/(2|α|), e δg > 0 associado a g com ε′′ = ε/2, pela propriedade
acima mencionada. Enta˜o, tomando δ = min{δf , δg}, para a, b ∈ A normais com
σ(a) ∪ σ(b) ⊆ X e ‖a− b‖ < δ teremos
‖(αf + g)(a)− (αf + g)(b)‖ ≤ |α|·‖f(a)− f(b)‖+‖g(a)− g(b)‖ < |α|·ε′+ε′′ = ε,
provando deste modo que αf + g ∈ F .
Observe agora que, para todo h ∈ C(X), e para todo c ∈ A normal com σ(c) ⊆ X
temos
‖h(c)‖ = ‖h‖C(σ(c)) = sup
t∈σ(c)
|h(t)| ≤ sup
t∈X
|h(t)| = ‖h‖C(X).
Enta˜o, para quaisquer f, g ∈ C(X) e ε > 0, tome δf associado a f com ε′ = ε/(2 ·
‖g‖C(X)), e tome δg associado a g com ε′′ = ε/(2 · ‖f‖C(X)); fac¸a δ = min{δf , δg}.
Enta˜o, para a, b ∈ A normais com σ(a) ∪ σ(b) ⊆ X e ‖a− b‖ < δ teremos
‖(f · g)(a)− (f · g)(b)‖ ≤ ‖f(a)g(a)− f(a)g(b)‖+ ‖f(a)g(b)− f(b)g(b)‖ ≤
≤ ‖f(a)‖ · ‖g(a)− g(b)‖+ ‖f(a)− f(b)‖ · ‖g(b)‖ < ‖f‖C(X) · ε′′ + ‖g‖C(X) · ε′ = ε,
provando que f · g ∈ F .
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Finalmente, dado f ∈ F e ε > 0, para δ > 0 associado a f e o ε dado, vemos que
para para a, b ∈ A normais com σ(a) ∪ σ(b) ⊆ X e ‖a− b‖ < δ temos
∥∥f(a)− f(b)∥∥ = ‖(f(a))∗ − (f(b))∗‖ = ‖(f(a)− f(b))∗‖ = ‖f(a)− f(b)‖ < ε,
de onde segue que f ∈ F , e portanto F e´ uma *-sub-a´lgebra de C(X), como afirmado.
Como para quaisquer a, b ∈ A normais temos 1(a) = 1(b) = 1A, e´ o´bvio que F
conte´m a func¸a˜o 1 ∈ C(X), e portanto tambe´m as func¸o˜es constantes.
Afirmamos agora que ζ ∈ F . De fato, dado ε > 0 tome δ = ε; enta˜o, para a, b ∈ A
normais com σ(a) ∪ σ(b) ⊆ X e ‖a− b‖ < δ temos
‖ζ(a)− ζ(b)‖ = ‖a− b‖ < δ = ε,
e assim ζ ∈ F , verificando o afirmado.
Em particular, isto mostra que a *-sub-a´lgebra F separa pontos de X. Assim, por
Stone-Weierstrass, conclu´ımos que F e´ densa em C(X).
Agora, tome f ∈ C(X) e ε > 0 arbitrariamente. Por densidade, seja f ∈ F com
‖f − g‖C(X) < ε/3, e seja δ > 0 associado a g com ε′ = ε/3. Enta˜o, para a, b ∈ A
normais com σ(a) ∪ σ(b) ⊆ X e ‖a− b‖ < δ temos
‖f(a)− f(b)‖ ≤ ‖f(a)− g(a)‖+ ‖g(a)− g(b)‖+ ‖g(b)− f(b)‖ ≤
≤ ‖f − g‖C(X) +
ε
3
+ ‖g − f‖C(X) <
ε
3
+
ε
3
+
ε
3
= ε,
e isto implica em f ∈ F , de onde C(X) = F , e o lema esta´ provado.

Lema D.1.9. Seja X um espac¸o topolo´gico compacto e Hausdorff. Enta˜o,
C(X,Mn(C)+) = C(X,Mn(C))+.
Demonstrac¸a˜o. Tome F ∈ C(X,Mn(C))+ arbitra´rio. Enta˜o, existe F˜ ∈ C(X,Mn(C))
tal que F = F˜
∗
F˜ , e assim vemos que F (x) = F˜
∗
(x)F˜ (x) ≥ 0 ∀x ∈ X, de onde temos
de imediato que C(X,Mn(C))+ ⊆ C(X,Mn(C)+).
Por outro lado, tome F ∈ C(X,Mn(C)+) arbitra´rio. Para cada x ∈ X, temos
F (x) ≥ 0; podemos definir portanto uma aplicac¸a˜o
F˜ : X −→ Mn(C)
x 7−→ (F (x))1/2.
186
Se λ ∈ σ(F (x)), enta˜o F (x)− λI e´ na˜o invers´ıvel, e portanto a func¸a˜o F − λ1 na˜o
e´ invers´ıvel; em outras palavras, σ(F (x)) ⊆ σ(F ), para todo x ∈ X. Segue-se enta˜o
do lema D.1.8 que F˜ e´ uma func¸a˜o cont´ınua: de fato, sejam x ∈ X e ε > 0 arbitra´rios.
Considere um δ > 0 associado a func¸a˜o f : X −→ C dada pela raiz quadrada, e ao
ε dado, como no lema D.1.8. Pela continuidade de F , seja V ⊆ X uma vizinhanc¸a
aberta de X tal que y ∈ V implica em ‖F (y)− F (x)‖ < δ. Assim, usando o fato
provado acima que σ(F (x)) ⊆ σ(F ), σ(F (y)) ⊆ σ(F ), temos de imediato pelo lema
D.1.8 que∥∥∥F˜ (y)− F˜ (x)∥∥∥ = ∥∥(F (y))1/2 − (F (x))1/2∥∥ = ‖f(F (y))− f(F (x))‖ < ε,
estabelecendo a continuidade de F˜ em x. Como x foi tomado arbitrariamente, isto
mostra que F˜ e´ cont´ınua, como desejado.
Assim, vemos que F˜ ∈ C(X,Mn(C)) e´ tal que F (x) = F˜ ∗(x)F˜ (x) ≥ 0 ∀x ∈ X, de
onde temos que F = F˜
∗
F˜ ≥ 0, ou seja, F ∈ C(X,Mn(C))+. Fica assim provado que
C(X,Mn(C)+) = C(X,Mn(C))+, como quer´ıamos.

Na proposic¸a˜o seguinte, sera´ utilizado o conceito de partic¸a˜o da unidade. Para uma
exposic¸a˜o rigorosa e adequada sobre este conceito, ver por exemplo [22].
Proposic¸a˜o D.1.10. Seja X um espac¸o topolo´gico compacto e Hausdorff, e seja
ϕ : C(X) −→ B uma aplicac¸a˜o positiva. Enta˜o, ϕ e´ completamente positiva.
Demonstrac¸a˜o. Note inicialmente que, para todo n ∈ N∗, Mn(C(X)) e´ obviamente *-
isomorfo a C(X,Mn(C)). Sem perda de generalidade faremos uma identificac¸a˜o entre
estas duas a´lgebras, portanto.
Suponha que F ∈Mn(C(X)) e´ da forma F = f ·T , com f ∈ C(X) e T ∈Mn(C)+.
Se T = [tij]ij, enta˜o f · T = [f · tij], e assim
ϕ(n)(F ) = ϕ(n)([f · tij]ij) = [ϕ(f · tij)]ij = [ϕ(f) · tij]ij = ϕ(f)[tij]ij = ϕ(f) · T.
Em particular, se f ≥ 0 enta˜o ϕ(f) ≥ 0 e portanto ϕ(n)(F ) ≥ 0: de fato, se escrevermos
T = M∗M , com M = [aij]ij, para aij ∈ C, e ϕ(f) = b∗b para algum b ∈ B, enta˜o
M∗ = [aji]ij, e
ϕ(n)(F ) = ϕ(f) · T = b∗b[aji]ij[aij]ij = b∗b[
∑
kakiakj]ij = [
∑
kb
∗bakiakj]ij =
= [
∑
k(akib
∗)(akjb)]ij = [ajib∗]ij[aijb]ij = ([aijb]ij)∗[aijb]ij ≥ 0,
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como afirmado.
Agora, tome ε > 0 e F ∈ Mn(C(X))+ = C(X,Mn(C))+ = C(X,Mn(C)+). A
func¸a˜o ϕ(n) e´ cont´ınua, logo em particular cont´ınua em F ; tome um δ > 0 associado
por tal continuidade ao ε dado. Para cada x ∈ X tome Vx ⊆ X uma vizinhanc¸a
aberta de x tal que y ∈ Vx implica em ‖F (x)− F (y)‖ < δ/2. Note que {Vx}x e´
uma cobertura de abertos de X, logo podemos selecionar uma sub-cobertura finita
U1, . . . Uk. Usando desigualdade triangular vemos que, para todo i = 1, . . . k, se y, y
′ ∈
Ui, enta˜o ‖F (y)− F (y′)‖ < δ.
Para cada i = 1, . . . , k, fixe xi ∈ Ui, e denote Ti = F (xi). Tome {pi}ki=1 uma
partic¸a˜o da unidade subordinada a cobertura {Ui}ki=1. Enta˜o, definindoG ∈Mn(C(X))
por G =
∑k
i=1 pi · Ti, e observando que pi(x) > 0 implica em x ∈ Ui, e portanto
‖F (x)− Ti‖ = ‖F (x)− F (xi)‖ < δ,
vemos que, para todo x ∈ X,
‖F (x)−G(x)‖ = ‖F (x) · 1−G(X)‖ =
∥∥∥F (x)∑ki=1pi(x)−∑ki=1pi(x) · Ti∥∥∥ =
=
∥∥∥∑ki=1pi(x)(F (x)− Ti)∥∥∥ ≤∑ki=1pi(x)‖F (x)− Ti‖ < δ,
e assim ‖F −G‖ ≤ δ. Segue-se por continuidade que ∥∥ϕ(n)(F )− ϕ(n)(G)∥∥ ≤ ε.
Observe agora que ϕ(n)(G) =
∑k
i=1 ϕ(pi) · Ti e´ positivo, visto que e´ soma de po-
sitivos. Provamos portanto que ϕ(n)(F ) e´ limite de positivos, e portanto positivo, de
onde temos que ϕ e´ uma aplicac¸a˜o n-positiva; como o n ∈ N∗ havia sido tomado
arbitrariamente, fica estabelecido que ϕ e´ completamente positiva, como quer´ıamos
provar.

O teorema D.1.11, provado por Stinespring em [20], e´ conhecido como teorema
de Stinespring. Este teorema, juntamente com a proposic¸a˜o D.1.10, sa˜o usados na
prova de que Ext(X) e´ um grupo abeliano. Enfatizamos que, assim como no resto do
trabalho, H e´ um espac¸o de Hilbert de dimensa˜o infinita separa´vel.
Teorema D.1.11. Seja ϕ : A −→ B(H) uma aplicac¸a˜o unital e completamente po-
sitiva. Enta˜o, existem H˜ um espac¸o de Hilbert com H ⊆ H˜, e ψ : A −→ B(H˜) uma
*-representac¸a˜o tais que ϕ = ι∗◦ψ◦ι, onde ι : H −→ H˜ e´ a inclusa˜o. Se A e´ separa´vel,
enta˜o H˜ pode ser tomado separa´vel.
Demonstrac¸a˜o. Considere o espac¸o vetorial sobre C dado pelo produto tensorial
alge´brico A⊗H. E´ fa´cil verificar, usando a propriedade universal do produto tensorial,
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que a aplicac¸a˜o T : (A⊗H)× (A⊗H) −→ C dada por
T (
∑m
i=1ai⊗ξi,
∑n
j=1bj⊗ηj) =
∑m
i=1
∑n
j=1〈ϕ(b∗jai)ξi, ηj〉
esta´ bem definida e e´ uma forma sesquilinear (linear na primeira e anti-linear na
segunda entradas). No´s queremos provar que esta forma T e´ semidefinida positiva: de
fato, dado
∑n
i=1 ai⊗ξi ∈ A⊗H arbitra´rio, denote ξ = (ξ1, . . . , ξn) ∈ Hn e observe que
[a∗i aj]
n
i,j=1 =

a1 · · · an
· · · 0 · · ·
. . .
...
. . .

∗
n×n
·

a1 · · · an
· · · 0 · · ·
. . .
...
. . .

n×n
≥ 0.
Como ϕ e´ completamente positiva, temos ϕ(n)([a∗i aj]ij) ≥ 0, e assim
T (
∑n
j=1aj⊗ξj,
∑n
i=1ai⊗ξi) =
∑n
j=1
∑n
i=1〈ϕ(a∗i aj)ξj, ξi〉 =
=
∑n
i=1〈
∑n
j=1ϕ(a
∗
i aj)ξj, ξi〉 = 〈ϕ(n)([a∗i aj]ij)ξ, ξ〉 ≥ 0,
de onde vemos que T e´ semidefinida positiva, como desejado.
Denote N = {v ∈ A⊗H : T (v, v) = 0}. Usando a desigualdade de Cauchy-
Schwarz (que e´ va´lida para qualquer forma sesquilinear semidefinida positiva - ver [21],
observac¸a˜o 2.1.5(1)), e´ fa´cil verificar que N = {v ∈ A⊗H : T (v, u) = 0 ∀u ∈ A⊗H},
de onde vemos que N e´ um subespac¸o vetorial de A⊗H.
E´ padra˜o enta˜o que T induz um produto interno 〈, 〉 (na˜o degenerado) no espac¸o
(A⊗H)/N , dado por
〈[g], [h]〉 = T (g, h) ∀[g], [h] ∈ (A⊗H)/N .
Seja H˜ o completamento de (A⊗H)/N na norma induzida pelo produto interno
dado acima. Enta˜o, H˜ e´ um espac¸o de Hilbert.
No´s iremos agora construir a *-representac¸a˜o ψ como no enunciado. Fixado a ∈
A, e novamente utilizando a propriedade universal do produto tensorial, verifica-se
facilmente que esta´ bem definida uma aplicac¸a˜o linear Fa : A⊗H −→ A⊗H dada por
Fa(
∑n
i=1bi⊗ξi) =
∑n
i=1abi⊗ξi.
E´ fa´cil ver que TaTb = Tab, para quaisquer a, b ∈ A. Observe que T (Fa(v), w) =
T (v, Fa∗(w)), para quaisquer a ∈ A e v, w ∈ A⊗H. De fato, tomando arbitrariamente
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a ∈ A e v, w ∈ A⊗H, se denotarmos v =∑nj=1 bj⊗ξj, w =∑mi=1 ci⊗ηi, enta˜o
T (Fa(v), w) = T (
∑n
j=1abj⊗ξj,
∑m
i=1ci⊗ηi) =
∑m
i=1
∑n
j=1〈ϕ(c∗i abj)ξj, ηi〉 =
=
∑m
i=1
∑n
j=1〈ϕ((a∗ci)∗bj)ξj, ηi〉 = T (
∑n
j=1bj⊗ξj,
∑m
i=1(a
∗ci)⊗ηi) = T (v, Fa∗(w)),
como desejado.
Afirmamos que para quaisquer a ∈ A e v ∈ A⊗H temos
T (Fa(v), Fa(v)) ≤ ‖a‖2T (v, v).
De fato, escrevendo v =
∑n
j=1 bj⊗ξj, denotando ξ = (ξ1, . . . ξn) ∈ Hn, e C = [cij]ij,
onde cij = b
∗
i a
∗abj, temos, pelo que acabamos de provar, que
T (Fa(v), Fa(v)) = T (Fa∗(Fa(v)), v) = T (Fa∗a(v), v) =
= T (
∑n
j=1a
∗abj⊗ξj,
∑n
i=1bi⊗ξi) =
∑n
i=1〈
∑n
j=1ϕ(b
∗
i a
∗abj)ξj, ξi〉 = 〈ϕ(n)(C)ξ, ξ〉.
Seja A ∈Mn(A) a matriz diagonal cujas entradas diagonais sa˜o todas iguais a a∗a;
enta˜o, obviamente temos
C =

b∗1
... . .
.
... 0 · · ·
b∗n
...
. . .
 · A ·

b1 · · · bn
· · · 0 · · ·
. . .
...
. . .
.
Ademais, como ‖A‖ = ‖a∗a‖ = ‖a‖2, temos 0 ≤ A ≤ ‖a‖2 · I, e portanto
0 ≤ C ≤

b∗1
... . .
.
... 0 · · ·
b∗n
...
. . .
 · ‖a‖2 · I ·

b1 · · · bn
· · · 0 · · ·
. . .
...
. . .
 = ‖a‖2[b∗i bj]ij.
Segue-se enta˜o da positividade de ϕ(n) que 0 ≤ ϕ(n)(C) ≤ ‖a‖2ϕ(n)([b∗i bj]ij), e portanto
T (Fa(v), Fa(v)) = 〈ϕ(n)(C)ξ, ξ〉 ≤ ‖a‖2〈ϕ(n)([b∗i bj]ij)ξ, ξ〉 =
= ‖a‖2∑ni=1〈∑nj=1ϕ(b∗i bj)ξj, ξi〉 = ‖a‖2T (v, v),
provando o afirmado.
Note que isto prova em particular que N e´ um subespac¸o Fa-invariante, para todo
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a ∈ A, visto que, para a ∈ A e v ∈ N arbitra´rios,
T (Fa(v), Fa(v)) ≤ ‖a‖2T (v, v) = ‖a‖2 · 0 = 0,
o que implica em Fa(v) ∈ N . Naturalmente, fica portanto bem definida uma aplicac¸a˜o
ψ : A −→ L(H˜), onde para todo a ∈ A, ψ(a) e´ dada por ψ(a)([v]) = [Fa(v)], ∀[v] ∈ H˜.
Observe agora que ψ(a) e´ um operador limitado, pois para [v] ∈ H˜ arbitra´rio temos
‖ψ(a)[v]‖2 = ‖[Fa(v)]‖2 = T (Fa(v), Fa(v)) ≤ ‖a‖2T (v, v) = ‖a‖2 · ‖[v]‖2,
e portanto ‖ψ(a)[v]‖ ≤ ‖a‖ · ‖[v]‖; em outras palavras, podemos restringir o contra-
domı´nio de ψ e considerar ψ : A −→ B(H˜). Usando as propriedades acima verificadas
de Fa, e´ imediato provar que ψ e´ uma *-representac¸a˜o de A sobre H˜.
Provemos que existe uma co´pia isome´trica de H dentro de H˜: defina
ι : H −→ H˜
ξ 7−→ [1⊗ξ].
E´ o´bvio que ι e´ linear; mais ainda, ι e´ isometria, pois
‖ι(ξ)‖2 = 〈[1⊗ξ], [1⊗ξ]〉 = T (1⊗ξ, 1⊗ξ) = 〈ϕ(1∗1)ξ, ξ〉 = 〈Iξ, ξ〉 = ‖ξ‖2.
Observe agora que, para a ∈ A e ξ, η ∈ H arbitra´rios,
〈ι∗ψ(a)ι(ξ), η〉 = 〈ψ(a)ι(ξ), ι(η)〉 = 〈ψ(a)[1⊗ξ], [1⊗η]〉 =
= 〈[a⊗ξ], [1⊗η]〉 = 〈ϕ(1∗a)ξ, η〉 = 〈ϕ(a)ξ, η〉,
provando com isto que ϕ = Adι ◦ ψ.
Falta-nos apenas provar que, se A e´ separa´vel, enta˜o H˜ pode ser tomado separa´vel.
Para tanto, tome F = {ai}i∈N∗ denso em A, e G = {ξj}j∈N∗ denso em H. Considere
o subconjunto E ⊆ H˜ dado por somas finitas de elementos da forma [ai⊗ξj], para
quaisquer i, j ∈ N∗. No´s provaremos que E e´ denso em H˜.
Primeiro observe que, para qualquer elemento de H˜ da forma [a⊗ξ], o fato de
a∗a ≤ ‖a‖2 · 1 implica em
〈[a⊗ξ], [a⊗ξ]〉 = T (a⊗ξ, a⊗ξ) = 〈ϕ(a∗a)ξ, xi〉 ≤ ‖a‖2〈ϕ(1)ξ, ξ〉 = ‖a‖2 · ‖ξ‖2.
Tome agora ε > 0 qualquer, e um elemento de H˜ da forma [b⊗η]. Por densidade,
tome ξj ∈ G tal que ‖η − ξj‖ < ε/(2 · ‖b‖), e ai ∈ F tal que ‖b− ai‖ < ε/(2 · ‖ξj‖).
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Enta˜o, temos [ai⊗ξj] ∈ E e, em virtude do que acabamos de observar acima,
‖[b⊗η]− [ai⊗ξj]‖ = ‖[b⊗(η − ξj + ξj)]− [ai⊗ξj]‖ = ‖[b⊗(η − ξj)]− [(b− ai)⊗ξj]‖ ≤
≤ ‖[b⊗(η − ξj)]‖+ ‖[(b− ai)⊗ξj]‖ ≤ ‖b‖ · ‖η − ξj‖+ ‖ξj‖ · ‖b− ai‖ < ε.
Em outras palavras, provamos que um elemento de H˜ da forma [b⊗η] pode ser
aproximado arbitrariamente por elementos de E. O caso para um elemento arbitra´rio
[
∑n
k=1 bl⊗ηk] ∈ H˜ e´ agora uma consequ¨eˆncia direta da desigualdade triangular. O
teorema fica assim provado.

D.2 Levantamento de Aplicac¸o˜es Positivas
Esta sec¸a˜o conte´m uma se´rie de resultados importantes sobre que sa˜o utilizados no
texto principal. Dado um espac¸o topolo´gico compacto Hausdorff X, e ϕ : C(X) −→
B/J uma aplicac¸a˜o linear, unital e positiva, enta˜o uma aplicac¸a˜o linear, unital e
positiva ψ : C(X) −→ B tal que ϕ = pi ◦ψ e´ dita ser um levantamento unital positivo
de ϕ. O nosso objetivo principal nesta sec¸a˜o e´ provar, com o teorema D.2.14, que se X
e´ um espac¸o me´trico, enta˜o toda aplicac¸a˜o linear, unital e positiva ϕ : C(X) −→ B/J
possui um levantamente unital positivo. Este teorema sera´ em particular usado na
prova de que Ext(X) e´ um grupo abeliano.
Proposic¸a˜o D.2.1. Sejam a ∈ A com a ≥ 0, e y ∈ A/L tais que yy∗ ≤ pi(a). Enta˜o,
existe y ∈ A tal que pi(y) = y e yy∗ ≤ a.
Demonstrac¸a˜o. Seja w ∈ A tal que pi(w) = y. Denote b = ww∗ + |a− ww∗|. Natural-
mente, ww∗ ≤ b. Como a−ww∗ ≤ |a−ww∗|, temos tambe´m a = ww∗+ (a−ww∗) ≤
ww∗ + |a− ww∗| = b. Ainda,
pi(b) = yy∗ + |pi(a)− yy∗| = yy∗ + pi(a)− yy∗ = pi(a).
Considere a sequ¨eˆncia {yn}n∈N∗ ∈ A, onde yn e´ dado por
yn = a
1/2(b+
1
n
· 1)−1/2w.
Afirmamos que esta sequ¨eˆncia e´ de Cauchy; de fato, para m,n ∈ N∗ com m < n,
denote
dnm = (b+
1
n
· 1)−1/2 − (b+ 1
m
· 1)−1/2.
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Enta˜o,
(yn − ym)(yn − ym)∗ = a1/2dnmww∗dnma1/2 ≤ a1/2dnmbdnma1/2,
pois ww∗ ≤ b. Assim, pelo lema D.1.3, e observando que dnm comuta com b, vemos
que
‖yn − ym‖2 = ‖(yn − ym)(yn − ym)∗‖ ≤
∥∥a1/2dnmbdnma1/2∥∥ =
=
∥∥(b1/2dnma1/2)∗(b1/2dnma1/2)∥∥ = ∥∥(b1/2dnma1/2)(b1/2dnma1/2)∗∥∥ =
=
∥∥b1/2dnmadnmb1/2∥∥ ≤ ∥∥b1/2dnmbdnmb1/2∥∥ = ∥∥b2d2nm∥∥ = ‖fnm(b)‖,
onde fmn ∈ C(σ(b)) e´ a func¸a˜o dada por
fmn(x) = x
2
[
(x+
1
n
)−1/2 − (x+ 1
m
)−1/2
]2
∀x ∈ σ(b).
Agora, observe que, para x ∈ σ(b) arbitra´rio,
fmn(x) = x
2
[
(x+ 1
m
)1/2 − (x+ 1
n
)1/2
]2
(x+ 1
n
)(x+ 1
m
)
=
= x2
{[
(x+ 1
m
)1/2 − (x+ 1
n
)1/2
][
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
]}2
(x+ 1
n
)(x+ 1
m
)
[
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
]2 =
= x2
[
(x+ 1
m
)− (x− 1
n
)
]2
(x+ 1
n
)(x+ 1
m
)
[
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
]2 =
= x2
(
1
m
− 1
n
)2
(x+ 1
n
)(x+ 1
m
)
[
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
]2 <
< x2
m−2
(x+ 1
n
)(x+ 1
m
)
[
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
]2 =
=
x
(x+ 1
n
)
[
x1/2
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
]2
m−2
(x+ 1
m
)
≤ 1
4m
,
visto que x
(x+ 1
n
)
≤ 1, que
x1/2
(x+ 1
m
)1/2 + (x+ 1
n
)1/2
≤ x
1/2
x1/2 + x1/2
=
1
2
,
(caso x 6= 0; a relac¸a˜o e´ trivialmente satisfeita caso x = 0), e tambe´m
m−2
(x+ 1
m
)
=
m
m2(mx+ 1)
=
1
m(mx+ 1)
<
1
m
,
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visto que σ(b) ⊆ R+.
Segue-se que ‖fnm‖ ≤ 1/(4m), e portanto ‖fnm(b)‖ ≤ 1/(4m), de onde temos
de imediato ‖yn − ym‖2 ≤ 1/(4m), provando deste modo que a sequ¨eˆncia {yn}n e´ de
Cauchy, como afirmado.
Seja y ∈ A o limite desta sequ¨eˆncia. Note que para todo n ∈ N∗ temos
b ≤ b+ 1
n
· 1 =
(
b+
1
n
· 1
)1/2(
b+
1
n
· 1
)1/2
,
logo
yny
∗
n = a
1/2
(
b+
1
n
· 1
)−1/2
ww∗
(
b+
1
n
· 1
)−1/2
a1/2 ≤
≤ a1/2
(
b+
1
n
· 1
)−1/2
b
(
b+
1
n
· 1
)−1/2
a1/2 ≤
≤ a1/2
(
b+
1
n
· 1
)−1/2(
b+
1
n
· 1
)1/2(
b+
1
n
· 1
)1/2(
b+
1
n
· 1
)−1/2
a1/2 =
= a1/2a1/2 = a,
e isto implica portanto em yy∗ ≤ a.
Finalmente, visto que pi(a)1/2(pi(a) + 1/n)−1/2 −→ 1, e que pi(b) = pi(a), temos
pi(yn) = pi(a)
1/2
(
pi(a) +
1
n
)−1/2
pi(w) −→ pi(w) = y,
e da unicidade do limite vem que pi(y) = y, provando a proposic¸a˜o.

Corola´rio D.2.2. Sejam a ∈ A com a ≥ 0, e b ∈ A/L tais que 0 ≤ b ≤ pi(a). Enta˜o,
existe b ∈ A tal que b = pi(b) e 0 ≤ b ≤ a.
Demonstrac¸a˜o. Tome y = b1/2 e aplique a proposic¸a˜o D.2.1.

Corola´rio D.2.3. Seja X um conjunto finito discreto, e seja ϕ : C(X) −→ A/L uma
aplicac¸a˜o linear, unital e positiva. Enta˜o, existe uma aplicac¸a˜o linear, unital e positiva
ψ : C(X) −→ A tal que ϕ = pi ◦ ψ.
Demonstrac¸a˜o. Seja X = {x1, . . . , xn}; para i = 1, . . . , n, denote por δi ∈ C(X) a
func¸a˜o caracter´ıstica do conjunto {xi}. E´ fa´cil ver que todo elemento de C(X) se
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escreve como combinac¸a˜o linear das δi, e que f ∈ C(X)+ se, e somente se, f · δi ∈
C(X)+, para todo i.
Denote ai = ϕ(δi). Como ϕ e´ unital, temos∑n
i=1ai =
∑n
i=1ϕ(δi) = ϕ(
∑n
i=1δi) = ϕ(1) = 1.
Faremos agora um argumento recursivo: temos 0 ≤ a1 ≤ pi(1) = 1; logo, pelo
corola´rio D.2.2, existe a1 ∈ A tal que pi(a1) = a1 e 0 ≤ a1 ≤ 1. Agora, lembrando que
1 =
∑n
i=1ai,
0 ≤ a2 ≤ 1− a1 = pi(1− a1),
e assim novamente pelo corola´rio D.2.2, existe a2 ∈ A tal que pi(a2) = a2, e tambe´m
0 ≤ a2 ≤ 1− a1.
Prosseguindo desta forma, no k-e´simo esta´gio encontraremos ak ∈ A tal que
pi(ak) = ak, e 0 ≤ ak ≤ 1 −
∑k−1
i=1 ai. Para o u´ltimo termo, tome an = 1 −
∑n−1
i=1 ai.
Obviamente, pi(an) = 1−
∑n−1
i=1 ai = an.
Definindo enta˜o
ψ : C(X) −→ A
f 7−→ ∑ni=1f(xi)ai,
temos de imediato que ψ e´ uma aplicac¸a˜o linear unital positiva tal que ϕ = pi ◦ ψ,
provando o desejado.

Proposic¸a˜o D.2.4. Seja X um espac¸o me´trico compacto. Enta˜o, idC(X) e´ o limite
pontual de uma sequ¨eˆncia de aplicac¸o˜es αk ◦ βk : C(X) −→ C(X), onde
βk : C(X) −→ C(Yk) e´ um *-homomorfismo sobrejetor, Yk e´ um espac¸o finito dis-
creto, e αk : C(Yk) −→ C(X) e´ uma aplicac¸a˜o linear unital e positiva.
Demonstrac¸a˜o. Fixe k ∈ N∗ arbitrariamente. Seja Yk = yki ∈ X : 1 ≤ i ≤ nk ⊆ X tal
que as bolas abertas com centro nos yki e raio 1/k cobremX. Seja βk : C(X) −→ C(Yk)
o *-homomorfismo dado pela restric¸a˜o, que e´ obviamente sobrejetor, pelo teorema de
extensa˜o de Tietze.
Tome {fki }nki=1 uma partic¸a˜o da unidade subordinada a` cobertura das bolas centra-
das nos yki e de raio 1/k. Defina enta˜o αk : C(Yk) −→ C(X) por
αk(g) =
∑nk
i=qg(y
k
i ) · fki ∀g ∈ C(Yk),
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que e´ claramente uma aplicac¸a˜o linear, unital e positiva.
Vamos provar que αk ◦ βk converge para idC(X) pontualmente: Sejam ε > 0 e
h ∈ C(X) arbitra´rios. A continuidade uniforme de h implica em existir um k ∈ N∗ tal
que, para quaisquer x, y ∈ X com d(x, y) < 1/k, tenhamos |h(x)− h(y)| < ε/2.
Agora, note que se x ∈ X e i ∈ {1, . . . , nk} sa˜o tais que fki (x) > 0, enta˜o d(x, yki ) <
1/k, e portanto |h(x)− h(yki )| < ε/2. Assim, para um x ∈ X arbitra´rio temos
|h(x)− αk ◦ βk(x)| = |h(x)−
∑nk
i=1h(y
k
i ) · fki (x)| ≤
∑nk
i=1|h(x)− h(yki )| · fki (x) <
ε
2
,
de onde ‖h− αk ◦ βk‖ ≤ ε/2 < ε, e o resultado segue.

Proposic¸a˜o D.2.5. Suponha que A e´ separa´vel. Enta˜o, P1(A,B), com a topologia
da convergeˆncia pontual na norma, e´ completo e metriza´vel.
Demonstrac¸a˜o. Que P1(A,B) com a topologia da convergeˆncia pontual na norma e´
completo segue-se facilmente do fato de que B e´ completo. Denote por BA a bola fe-
chada unita´ria de A, e tome {ak}k∈N∗ ⊆ BA denso. Defina d : P1(A,B)× P1(A,B) −→
R por
d(ϕ, ψ) =
∑
n≥1
1
2n
‖ϕ(an)− ψ(an)‖,
observando que esta se´rie e´ obviamente soma´vel pois ‖an‖ ≤ 1 ∀n ∈ N∗, e assim
‖ϕ(an)− ψ(an)‖ ≤ ‖ϕ(an)‖+ ‖ψ(an)‖ ≤ (‖ϕ‖+ ‖ψ‖)‖an‖ ≤ (‖ϕ‖+ ‖ψ‖).
Obviamente, d(ϕ, ϕ) = 0 ∀ϕ ∈ P1(A,B). Se ϕ, ψ ∈ P1(A,B) forem tais que
d(ϕ, ψ) = 0, enta˜o ‖ϕ(an)− ψ(an)‖ = 0 ∀n ∈ N∗, o que implica em ϕ(an) = ψ(an)
para todo n, e por densidade e linearidade temos ϕ = ψ.
A simetria e desigualdade triangular para d sa˜o obviamente satisfeitas, logo vemos
que d e´ uma me´trica sobre P1(A,B).
Defina, para cada n ∈ N∗, o espac¸o me´trico Mn = {ϕ(an) : ϕ ∈ P1(A,B)}, com
a me´trica dn determinada por dn(ϕ(an), ψ(an)) = ‖ϕ(an)− ψ(an)‖. Claramente, a
convergeˆncia em Mn na me´trica dn e´ equivalente a` convergeˆncia em Mn na me´trica d
′
n
determinada por d′n(ϕ(an), ψ(an)) = min{1, dn(ϕ(an), ψ(an))}.
Observe que a me´trica d em P1(A,B) pode ser escrita como
d(ϕ, ψ) =
∑
n≥1
1
2n
dn(ϕ(an), ψ(an)).
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Defina agora uma me´trica d′ em P1(A,B) determinada por
d′(ϕ, ψ) =
∑
n≥1
1
2n
d′n(ϕ(an), ψ(an)).
E´ fa´cil ver que a convergeˆncia em d′ implica na convergeˆncia em d.
Afirmamos que se uma net {ϕλ}λ ∈ P1(A,B) e´ tal que ϕλ −→ ϕ pontualmente,
para algum ϕ ∈ P1(A,B), enta˜o ϕλ −→ ϕ na me´trica d: de fato, em virtude do
observado acima, basta provarmos que ϕλ −→ ϕ na me´trica d′.
Seja ε > 0 arbitra´rio, e tome N ∈ N∗ tal que ∑n=N+1 2−n < ε/2. A convergeˆncia
pontual implica em particular que ϕλ(an) −→ ϕ(an) na norma para todo n ∈ N∗, e
portanto ϕλ(an) −→ ϕ(an) no espac¸o (Mn, d′n), para todo n. Assim, para n = 1, . . . , N ,
existe λn tal que λ ≥ λn implica em d′n(ϕ(an), ψ(an)) < ε/N .
Tome λ0 tal que λ0 ≥ λn, ∀n ∈ {1, . . . , N}. Assim, para λ ≥ λ0,
d′(ϕ, ϕλ) =
∑
n≥12
−nd′n(ϕ(an), ϕλ(an)) =
∑N
n=12
−nd′n(ϕ(an), ϕλ(an))+
+
∑
n≥N+12
−nd′n(ϕ(an), ϕλ(an)) <
∑N
n=12
−1 ε
N
+
∑
n≥N+12
−n < ε,
provando deste modo que ϕλ −→ ϕ na me´trica d′, e portanto ϕλ −→ ϕ na me´trica d,
como afirmado.
Observe agora que P1(A,B) ⊆ C(A,B) e´ equicont´ınuo, pois para quaisquer a, b ∈
A e ϕ ∈ P1(A,B), temos
‖ϕ(a)− ϕ(b)‖ ≤ ‖ϕ‖ · ‖a− b‖ ≤ 4‖ϕ(1)‖ · ‖a− b‖ = 4‖1‖ · ‖a− b‖,
em virtude do lema D.1.5. Assim, pela proposic¸a˜o E.1.6, temos que a topologia sobre
P1(A,B) da convergeˆncia pontual e´ equivalente a` topologia sobre P1(A,B) da con-
vergeˆncia pontual no subconjunto D = {α · an : α ∈ C, n ∈ N∗} ⊆ A, que e´ denso em
A.
Finalmente, suponha que uma net {ϕλ}λ ∈ P1(A,B) e ϕ ∈ P1(A,B) sa˜o tais que
ϕλ −→ ϕ na me´trica d. Afirmamos que ϕλ −→ ϕ pontualmente em A:
De fato, se ϕλ −→ ϕ na me´trica d, enta˜o obviamente ϕλ(an) −→ ϕ(an), ∀n ∈ N∗.
Dados α ∈ C e n ∈ N∗ quaisquer, como
‖ϕ(α · an)− ϕλ(α · an)‖ = |α| · ‖ϕ(an)− ϕλ(an)‖,
vemos que ϕλ(α · an) −→ ϕ(α · an), de onde ϕλ −→ ϕ pontualmente em D, e portanto
ϕλ −→ ϕ pontualmente em A, pelo observado acima, provando o afirmado.
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Fica assim provado que a topologia sobre P1(A,B) da convergeˆncia pontual e´
equivalente a topologia sobre P1(A,B) dada pela me´trica d. O resultado segue.

Antes de prosseguirmos, gostar´ıamos de fazer mais um resultado te´cnico sobre
decomposic¸a˜o de elementos positivos de C*-a´lgebras.
Lema D.2.6. Seja a ∈ A+ com ‖a‖ ≤ 1. Enta˜o, a pode ser escrito como combinac¸a˜o
linear de dois elementos unita´rios de A.
Demonstrac¸a˜o. A hipo´tese garante que σ(a) ⊆ [0, 1]. Note que, para qualquer t ∈ [0, 1],
vale a igualdade
t =
1
2
[
(t+ i
√
1− t2) + (t− i
√
1− t2)
]
.
Naturalmente, tomando as func¸o˜es f1, f2 ∈ C(σ(a)) determinadas por
f1(t) = t+ i
√
1− t2, f2(t) = t− i
√
1− t2,
vemos que ‖f1‖ = ‖f2‖ = 1, f ∗1 = f2, f1 · f1 = f1 · f ∗1 = 1. Segue-se pelo ca´lculo
funcional cont´ınuo de a que os elementos f1(a), f2(a) ∈ A sa˜o unita´rios, e ainda
a =
1
2
[f1(a) + f2(a)],
provando o lema.

Observac¸a˜o D.2.7. Como todo elemento auto-adjunto de A pode ser escrito como
combinac¸a˜o linear de dois positivos, e qualquer elemento de A e´ combinac¸a˜o linear de
dois auto-adjuntos, escalonando quando necessa´rio temos pelo lema D.2.6 que todo
elemento de A pode ser escrito como combinac¸a˜o linear de oito elementos unita´rios de
A.
Para o resultado seguinte, lembremos que uma identidade aproximada para uma
C*-a´lgebra A e´ uma net {eλ}λ∈Λ ⊆ A tal que 0 ≥ eλ, ‖eλ‖ ≤ 1 para todo λ, tal que
λ ≤ µ implica em eλ ≤ eµ, e tal que
lim
λ∈Λ
eλa = lim
λ∈Λ
aeλ = a ∀a ∈ A.
Toda C*-a´lgebra possui uma identidade aproximada; a prova deste fato pode ser en-
contrada em diversos livros cla´ssicos da teoria de C*-a´lgebras, como [18], [17], [9].
198
Lembremos tambe´m que uma identidade aproximada quase-central para um ideal
bilateral fechado L de uma C*-a´lgebra A, e´ uma identidade aproximada {eλ}λ para L
que satisfaz adicionalmente
lim
λ
‖eλa− aeλ‖ = 0 ∀a ∈ A.
Todo ideal L de A possui uma identidade aproximada quase-central; para uma prova
deste fato, ver por exemplo [9], teorema I.9.16.
A observac¸a˜o seguinte sera´ u´til.
Observac¸a˜o D.2.8. Seja {eλ}λ uma identidade aproximada quase-central para L.
Denotando por f ∈ C([0, 1]) a func¸a˜o raiz quadrada, e observando que o fato de eλ e
1 − eλ serem positivos, e ‖eλ‖ ≤ 1 e ‖1− eλ‖ ≤ 1, implicam em σ(eλ) ∪ σ(1− eλ) ⊆
[0, 1], temos que
||e1/2λ || = ||f(eλ)|| = ||f ||C(σ(eλ)) ≤ 1,
e da mesma forma ||(1− eλ)1/2|| ≤ 1. Em particular, dado j ∈ L arbitra´rio, podemos
ver que
||(1− eλ)1/2j(1− eλ)1/2||2 = ||(1− eλ)1/2j(1− eλ)1/2(1− eλ)1/2j∗(1− eλ)1/2|| ≤
≤ ||(1− eλ)1/2||2 · ||j(1− eλ)|| · ||j∗|| ≤ ||j∗|| · ||j(1− eλ)|| −→ 0,
e portanto ||(1− eλ)1/2j(1− eλ)1/2|| −→ 0.
Lema D.2.9. Sejam {eλ}λ uma identidade aproximada quase-central para L, e a ∈ A.
Enta˜o, ||e1/2λ a− ae1/2λ || −→ 0, e tambe´m ||(1− eλ)1/2a− a(1− eλ)1/2|| −→ 0.
Demonstrac¸a˜o. Em virtude da observac¸a˜o D.2.7, basta considerarmos o caso em que
a e´ unita´rio. Neste caso, e´ fato que Ad(a) : A −→ A e´ um *-automorfismo unital, e
que ‖a∗b‖ = ‖b‖ ∀b ∈ A. Seja f ∈ C(R+) a func¸a˜o raiz quadrada. Portanto, do lema
D.1.6 temos em particular que
||e1/2λ a− ae1/2λ || = ||a∗(e1/2λ a− ae1/2λ )|| = ||Ad(a)(f(eλ))− f(eλ)|| =
||f(Ad(a)(eλ))− f(eλ)|| = ||(f(a∗eλa))− f(eλ)||.
Tome ε > 0 arbitra´rio. Os elementos a e a∗eλa = Ad(a)eλ sa˜o positivos, logo sa˜o
normais, e em particular σ(eλ) = σ(a
∗eλa) ⊆ R; assim, pelo lema D.1.8, existe um
δ > 0 tal que para quaisquer c, d ∈ A normais com σ(c) ∪ σ(d) ⊆ R+ e ‖c− d‖ < δ,
temos ‖f(c)− f(d)‖ < ε.
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Usando que {eλ}λ e´ uma identidade aproximada quase-central para L, existe λ0
tal que λ ≥ λ0 implica em
‖a∗eλa− eλ‖ = ‖eλa− aeλ‖ < δ.
Agora, vimos acima que a e a∗eλa sa˜o normais e σ(eλ) = σ(a∗eλa) ⊆ R; portanto,
temos de imediato que, para todo λ ≥ λ0,
||e1/2λ a− ae1/2λ || = ||(f(a∗eλa))− f(eλ)|| < ε,
e a primeira parte do lema esta´ provada.
Para o segundo limite, observe que a definic¸a˜o de identidade aproximada nos diz
que (1 − eλ) e´ positivo para todo λ, logo a∗(1 − eλ)a tambe´m o e´, e em particular
sa˜o todos normais, com σ(1− eλ) = σ(a∗(1− eλ)a) ⊆ R. Assim, tambe´m para todo
λ ≥ λ0, teremos
‖a∗(1− eλ)a− (1− eλ)‖ = ‖a∗(eλ − 1)a+ (1− eλ)‖ =
= ‖a∗eλa− a∗a+ 1− eλ‖ = ‖a∗eλa− eλ‖ < δ,
e portanto
||(1− eλ)1/2a− a(1− eλ)1/2|| = ||a∗(1− eλ)1/2a− (1− eλ)1/2|| =
= ||f(a∗(1− eλ)a)− f(1− eλ)|| < ε,
e o lema esta´ demonstrado.

Fac¸amos agora um lema simples envolvendo limites inferiores de nets em R.
Lema D.2.10. Sejam {aλ}λ, {bλ}λ ⊆ R nets, com aλ −→ 0. Enta˜o,
lim inf
λ
(aλ + bλ) ≤ lim inf
λ
(bλ).
Demonstrac¸a˜o. Dado ε > 0 arbitra´rio, tome λ0 tal que λ ≥ λ0 implica em aλ < ε.
Assim, para λ ≥ λ0 temos aλ + bλ ≤ ε + bλ, e como para efeitos de ca´lculo do limite
inferior na˜o interessa o que acontece para λ < λ0, vemos que
lim inf
λ
(aλ + bλ) ≤ lim inf
λ
(ε+ bλ) = ε+ lim inf
λ
(bλ).
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Como ε foi tomado arbitrariamente, o resultado segue.

Para os pro´ximos resultados, lembremos da notac¸a˜o fixada no in´ıcio deste apeˆndice:
A e B denotam C*-a´lgebras comutativas com unidade, L e´ um ideal bilateral fechado
de A, e J e´ um ideal bilateral fechado de B. As aplicac¸o˜es de projec¸a˜o nos quocientes,
A −→ A/L e B −→ B/J, sa˜o ambas denotadas por pi.
Lema D.2.11. Dado b ∈ B/J, existe b ∈ B tal que pi(b) = b e ‖b‖ = ‖b‖.
Demonstrac¸a˜o. Como b∗b = b∗(b∗)∗ ≤ ‖b‖2·1B/J = pi(‖b‖2·1B), temos pela proposic¸a˜o
D.2.1 que existe b′ ∈ B tal que pi(b′) = b∗, e b′(b′)∗ ≤ ‖b‖2 · 1B. Fazendo b = (b′)∗,
teremos enta˜o que pi(b) = b, e ainda b∗b ≤ ‖b‖2 · 1B, de onde
‖b‖2 = ‖b∗b‖ ≤ ∥∥‖b‖2 · 1B∥∥ = ‖b‖2,
ou seja, ‖b‖ ≤ ‖b‖.
A outra desigualdade e´ o´bvia, pois pi e´ contrativo, e o resultado segue.

Na pro´xima proposic¸a˜o, visto que A sera´ tomado separa´vel, os espac¸os P1(A,B) e
P1(A,B/J) sera˜o metriza´veis, pela proposic¸a˜o D.2.5. As me´tricas sobre estes espac¸os
sera˜o denotadas por d e d′, respectivamente.
Proposic¸a˜o D.2.12. Suponha que A e´ separa´vel, e sejam ϕ, ψ ∈ P1(A,B). Enta˜o,
pi ◦ ϕ, pi ◦ ψ ∈ P1(A,B/J), e
d′(pi ◦ ϕ, pi ◦ ψ) = inf
pi◦ψ′=pi◦ψ
d(ϕ, ψ′).
Demonstrac¸a˜o. E´ o´bvio que pi ◦ ϕ, pi ◦ ψ ∈ P1(A,B/J). Ale´m disso, se ψ′ ∈ P1(A,B)
e´ tal que pi ◦ ψ′ = pi ◦ ψ, enta˜o
d′(pi ◦ ϕ, pi ◦ ψ) =∑n≥12−n‖pi(ϕ(an))− pi(ψ′(an))‖ ≤
≤∑n≥12−n‖ϕ(an)− ψ′(an)‖ = d(ϕ, ψ′),
visto que pi e´ contrativo.
Seja {eλ}λ∈Λ ⊆ J identidade aproximada quase-central para J. Para cada λ defina
ψλ : A −→ B por
ψλ(a) = e
1/2
λ ϕ(a)e
1/2
λ + (1− eλ)1/2ψ(a)(1− eλ)1/2 ∀a ∈ A.
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E´ imediato verificar que ψλ e´ uma aplicac¸a˜o linear, unital e positiva, visto que ϕ e ψ
o sa˜o. Tambe´m, visto que pi(eλ) = 0 pois eλ ∈ J, vemos que, para todo a ∈ A,
pi(ψλ(a)) = pi(eλ)
1/2pi(ϕ(a))pi(eλ)
1/2 + (pi(1− eλ))1/2pi(ψ(a))pi((1− eλ))1/2 = pi(ψ(a)),
o que implica portanto em pi ◦ ψλ = pi ◦ ψ.
Dado b ∈ B arbitra´rio, defina nets {bλ}λ∈Λ, {b′λ}λ∈Λ ⊆ B por
bλ = e
1/2
λ be
1/2
λ + (1− eλ)1/2b(1− eλ)1/2,
b′λ = (1− eλ)1/2b(1− eλ)1/2.
Afirmamos que bλ −→ b. De fato, isto segue da observac¸a˜o D.2.8 e do lema D.2.9,
visto que
||b− bλ|| = ||b(eλ + 1− eλ)− e1/2λ be1/2λ − (1− eλ)1/2b(1− eλ)1/2|| =
= ||(e1/2λ b− be1/2λ )e1/2λ − ((1− eλ)1/2b− b(1− eλ)1/2)(1− eλ)1/2|| ≤
≤ ||e1/2λ || · ||e1/2λ b− be1/2λ ||+ ||(1− eλ)1/2|| · ||(1− eλ)1/2b− b(1− eλ)1/2|| ≤
≤ ||e1/2λ b− be1/2λ ||+ ||(1− eλ)1/2b− b(1− eλ)1/2|| −→ 0,
provando que bλ −→ b, como afirmado.
Para cada λ defina ϕλ : A −→ B por
ϕλ(a) = e
1/2
λ ϕ(a)e
1/2
λ + (1− eλ)1/2ϕ(a)(1− eλ)1/2 ∀a ∈ A,
observando que ϕλ ∈ P1(A,B). Enta˜o, em virtude do que acabamos de provar acima,
vemos que ϕλ −→ ϕ, na topologia sobre P1(A,B) da convergeˆncia pontual, que e´
equivalente a` convergeˆncia na me´trica d, pela proposic¸a˜o D.2.5. Em outras palavras,
a net {d(ϕ, ϕλ)}λ ⊆ R e´ tal que d(ϕ, ϕλ) −→ 0. Agora, como
d(ϕ, ψλ) ≤ d(ϕ, ϕλ) + d(ϕλ, ψλ),
podemos concluir pelo lema D.2.10 que
inf
λ
d(ϕ, ψλ) ≤ lim inf
λ
d(ϕ, ψλ) ≤ lim inf
λ
(d(ϕ, ϕλ) + d(ϕλ, ψλ)) ≤ lim inf
λ
d(ϕλ, ψλ).
Afirmamos agora que limλ ‖b′λ‖ = ‖pi(b)‖. De fato, pelo lema D.2.11, tome c ∈ B
tal que pi(c) = pi(b) e ‖c‖ = ‖pi(b)‖. Escreva b = c + j, para algum j ∈ J, e considere
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a net {jλ}λ∈Λ dada por
jλ = (1− eλ)1/2j(1− eλ)1/2.
Sabemos da observac¸a˜o D.2.8 que jλ −→ 0; logo,
‖b′λ‖ = ||(1− eλ)1/2(c+ j)(1− eλ)1/2|| ≤ ||(1− eλ)1/2c(1− eλ)1/2||+ ‖jλ‖ ≤
≤ ||(1− eλ)1/2||2 · ‖c‖+ ‖jλ‖ ≤ ‖c‖+ ‖jλ‖ −→ ‖c‖ = ‖pi(b)‖,
e portanto
lim sup
λ
‖b′λ‖ ≤ lim sup
λ
(‖c‖+ ‖jλ‖) = lim
λ
(‖c‖+ ‖jλ‖) = ‖c‖ = ‖pi(b)‖.
Por outro lado, usando a observac¸a˜o D.1.7 para o *-homomorfismo pi : B −→ B/J,
e que pi(1− eλ) = 1, temos
‖b′λ‖ ≥ ‖pi(b′λ)‖ = ||(pi(1− eλ))1/2pi(b)(pi(1− eλ))1/2|| = ‖pi(b)‖,
logo pi(b) ≤ lim infλ ‖b′λ‖, e portanto
lim sup
λ
‖b′λ‖ ≤ pi(b) ≤ lim inf
λ
pi(b′λ),
de onde segue de imediato que pi(b) = limλ ‖b′λ‖, estabelecendo o afirmado.
Seja ε > 0 arbitra´rio. Tome N ∈ N∗ tal que
∑
n>N
1
2n
<
ε
4(‖ϕ‖+ ‖ψ‖+ 1) .
Para cada n tal que 1 ≤ n ≤ N , usando a afirmac¸a˜o que acabamos de provar para
bn = ϕ(an)−ψ(an), podemos tomar um λ0 tal que, para qualquer λ ≥ λ0 e 1 ≤ n ≤ N
tenhamos
||(1− eλ)1/2(ϕ(an)− ψ(an))(1− eλ)1/2|| < ‖pi(ϕ(an)− ψ(an))‖+ ε
2N
.
Assim, para λ ≥ λ0 teremos
d(ϕλ, ψλ) =
∑
n≥12
−n‖ϕλ(an)− ψλ(an)‖ =
=
∑
n≥12
−n||e1/2λ (ϕ(an)− ϕ(an))e1/2λ + (1− eλ)1/2(ϕ(an)− ψ(an))(1− eλ)1/2|| =
=
∑
n≥12
−n||(1− eλ)1/2(ϕ(an)− ψ(an))(1− eλ)1/2|| =
=
∑N
n=12
−n||(1− eλ)1/2(ϕ(an)− ψ(an))(1− eλ)1/2||+
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+
∑
n>N2
−n||(1− eλ)1/2(ϕ(an)− ψ(an))(1− eλ)1/2|| ≤
≤∑Nn=12−n||(1− eλ)1/2(ϕ(an)− ψ(an))(1− eλ)1/2||+
+
∑
n>N2
−n||(1− eλ)1/2||2 · ||(ϕ(an)− ψ(an))|| <
<
∑N
n=12
−n(‖pi(ϕ(an)− ψ(an))‖+ ε
2N
) +
∑
n>N2
−n(‖ϕ‖+ ‖ψ‖) <
<
∑N
n=12
−n‖pi(ϕ(an)− ψ(an))‖+ ε
4
+
ε
4(‖ϕ‖+ ‖ψ‖+ 1)(‖ϕ‖+ ‖ψ‖) <
< d′(pi ◦ ϕ, pi ◦ ψ) + ε
2
.
Portanto,
inf
λ
d(ϕ, ψλ) ≤ lim inf
λ
d(ϕλ, ψλ) ≤ lim inf
λ
(d′(pi ◦ ϕ, pi ◦ ψ) + ε
2
) =
= d′(pi ◦ ϕ, pi ◦ ψ) + ε
2
< d′(pi ◦ ϕ, pi ◦ ψ) + ε.
Assim, vemos que existe λ′ tal que ψ′ := ψλ′ e´ tal que
d(ϕ, ψ′) < d′(pi ◦ ϕ, pi ◦ ψ) + ε,
e como pi ◦ ψ′ = pi ◦ ψ, segue-se de imediato que
d′(pi ◦ ϕ, pi ◦ ψ) = inf
pi◦ψ′=pi◦ψ
d(ϕ, ψ′),
como quer´ıamos provar.

Corola´rio D.2.13. Suponha que A e´ separa´vel. Enta˜o, o subconjunto de P1(A,B/J)
formado pelas aplicac¸o˜es que possuem levantamento unital positivo, e´ fechado na to-
pologia da convergeˆncia pontual.
Demonstrac¸a˜o. Sabemos que P1(A,B/J) com a topologia da convergeˆncia pontual e´
metriza´vel (denotemos a me´trica padra˜o deste espac¸o por d′, como de costume), logo
esta topologia pode ser descrita usando apenas sequ¨eˆncias. Suponha que {ϕk}k∈N∗ ⊆
P1(A,B/J) e´ uma sequ¨eˆncia de aplicac¸o˜es que possuem levantamento unital positivo,
e que convergem pontualmente para algum ϕ ∈ P1(A,B/J).
Tomando uma subsequ¨eˆncia se necessa´rio, podemos supor sem perda de generali-
dade que d′(ϕk, ϕk+1) < 2−k, para todo k ∈ N∗. Seja ψ1 ∈ P1(A,B) um levantamento
de ϕ1, isto e´, ϕ1 = pi ◦ ψ1. Enta˜o, pela proposic¸a˜o D.2.12,
d′(ϕ2, ϕ1) = inf
pi◦ψ′=ϕ2
d(ψ1, ψ
′),
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e portanto existe ψ2 ∈ P1(A,B) tal que pi ◦ ψ2 = ϕ2 e d(ψ1, ψ2) < 2−1. Prosseguindo
recursivamente desta forma, obtemos uma sequ¨eˆncia {ψk}k∈N∗ ⊆ P1(A,B) tal que
pi ◦ ψk = ϕk e d(ψk, ψk+1) < 2−k, para todo k ∈ N∗. Em particular, vemos que esta
sequ¨eˆncia {ψk}k e´ de Cauchy, e portanto possui um limite ψ ∈ P1(A,B) na me´trica d
(lembrando que (P1(A,B), d) e´ completo, pela proposic¸a˜o D.2.5).
Considere a aplicac¸a˜o η : (P1(A,B), d) −→ (P1(A,B/J), d′) dada por η(%) = pi◦%;
como d′(pi ◦%1, pi ◦%2) ≤ d(%1, %2) ∀%1, %2 ∈ P1(A,B), vemos que a func¸a˜o η e´ cont´ınua,
e portanto
pi ◦ ψ = η(ψ) = η(lim
k
ψk) = lim
k
η(ψk) = lim
k
ϕk = ϕ,
de onde ϕ possui um levantamento unital positivo, e o resultado segue.

Finalmente, o resultado principal da sec¸a˜o.
Teorema D.2.14. Seja X um espac¸o me´trico compacto, e J um ideal bilateral fechado
de B. Se ϕ : C(X) −→ B/J e´ uma aplicac¸a˜o unital positiva, enta˜o ϕ possui um
levantamento unital positivo.
Demonstrac¸a˜o. Como X e´ me´trico, temos que C(X) e´ separa´vel. Tome arbitra-
riamente ϕ ∈ P1(C(X),B/J). Considere as aplicac¸o˜es ϕk : C(X) −→ B/J da-
das por ϕk = ϕ ◦ αk ◦ βk, onde αk e βk sa˜o como na proposic¸a˜o D.2.4. Enta˜o, e´
claro que ϕk −→ ϕ pontualmente, pois αk ◦ βk −→ idC(X) pontualmente. Ademais,
ϕ ◦αk ∈ P1(C(Yk),B/J), para todo k. Enta˜o, pelo corola´rio D.2.3, para todo k existe
ψk ∈ P1(C(Yk),B) tal que ϕ ◦ αk = pi ◦ ψk.
Ora, mas βk e´ um *-homomorfismo unital, e portanto em particular positivo; logo,
ψk ◦ βk ∈ P1(C(X),B). Observe ainda que
pi ◦ (ψk ◦ βk) = (pi ◦ ψk) ◦ βk = ϕ ◦ α ◦ βk = ϕk,
de onde vemos que ϕk possui levantamento unital positivo. Temos agora de imediato
do corola´rio D.2.13 que ϕ tambe´m tera´ levantamento unital positivo, e o teorema esta´
demonstrado.

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Apeˆndice E
Topologia Geral
E.1 Resultados Auxiliares
Nesta sec¸a˜o, X denota um espac¸o me´trico compacto, a menos que dito em contra´rio.
No texto principal, em alguns momentos precisamos de resultados u´teis de topologia
geral, e em particular sobre espac¸os me´tricos compactos. Por completeza, inclu´ımos
alguns deles aqui.
Proposic¸a˜o E.1.1. Sejam A, V ⊆ X, com V aberto e A ( V . Enta˜o, existe U ⊆ X
aberto contendo A e tal que U ( V .
Demonstrac¸a˜o. Para cada x ∈ A, tome Vx ⊆ X um aberto tal que x ∈ Vx e Vx ( V ,
como por exemplo uma bola aberta com centro em x e raio suficientemente pequeno.
A famı´lia {Vx}x forma uma cobertura de abertos de A, e podemos portanto extrair
uma subcobertura finita V1, . . . , Vn. Enta˜o, U = V1∪· · ·∪Vn e´ aberto, A ⊆ U , e ainda
U = V1 ∪ · · · ∪ Vn ⊆ V1 ∪ · · · ∪ Vn ( V,
provando o desejado.

Proposic¸a˜o E.1.2. Sejam A ⊆ X fechado, e f ∈ C(X) tal que f |A = 0. Enta˜o, f e´
um limite uniforme de func¸o˜es que se anulam em vizinhanc¸as abertas de A.
Demonstrac¸a˜o. Seja ε > 0 arbitra´rio. Pela continuidade uniforme de f (X e´ compacto),
existe um aberto V ⊆ X tal que A ⊆ V , e |f(x)| < ε, ∀x ∈ V . Da proposic¸a˜o E.1.1,
tome U ⊆ X aberto contendo A e tal que U ( V . Pelo lema de Urysohn, tome
h ∈ C(X) tal que ran(h) ⊆ [0, 1], h|U = 0, e h|X\V = 1.
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Defina g := hf , e observe que g se anula em uma vizinhanc¸a aberta U de A. Dado
x ∈ X, temos 2 casos para analisar: se x ∈ X\V , enta˜o
|f(x)− g(x)| = |f(x)| · |1− h(x)| = |f(x)| · |1− 1| = 0;
no outro caso, se x ∈ V , enta˜o |f(x)| < ε, e portanto
|f(x)− g(x)| = |f(x)| · |1− h(x)| = |f(x)| · |1− 0| < ε.
Segue-se da´ı que ‖f − g‖ ≤ ε, o que prova o desejado.

Proposic¸a˜o E.1.3. Sejam A, V ⊆ X, com V aberto e A ( V . Enta˜o, existe f ∈ C(X)
tal que f |A = 1 e supp(f) ⊆ V .
Demonstrac¸a˜o. Em virtude da proposic¸a˜o E.1.1, tome U ⊆ X aberto contendo A e
tal que U ( V . Pelo lema de Urysohn, existe uma func¸a˜o f ∈ C(X) tal que f |A = 1
e f |X\U = 0. Portanto, supp(f) ⊆ U ⊆ V , de onde f e´ como quer´ıamos.

Para a pro´xima proposic¸a˜o, precisamos do conceito de espac¸o topolo´gico perfei-
tamente normal : dado X um espac¸o topolo´gico T1, dizemos que X e´ perfeitamente
normal quando para cada par de subconjuntos A,B ⊆ X, existe uma func¸a˜o cont´ınua
f : X −→ [0, 1] tal que A = f−1(0) e B = f−1(−1).
E´ fato que todo espac¸o me´trico e´ perfeitamente normal; ver por exemplo [23],
exerc´ıcio 15C.2.
Proposic¸a˜o E.1.4. Sejam A,B ⊆ X fechados tal que X = A ∪ B, e A ∩ B = {x0},
para algum x0 ∈ X. Enta˜o, existe uma func¸a˜o cont´ınua p : X −→ [−1, 1] tal que
p(x0) = 0, p < 0 em A\{x0}, e p > 0 em B\{x0}.
Demonstrac¸a˜o. O conjunto B, com a topologia induzida de X, e´ um espac¸o me´trico
compacto, e portanto perfeitamente normal. Tome um r > 0. Enta˜o, existe uma
func¸a˜o cont´ınua p2 : B −→ [0, 1] tal que {x0} = p−12 (0), B\B(x0, r) = p−12 (1). Em
particular, p2 > 0 em B\{x0}, e p2(x0) = 0.
Similarmente, existe p˜1 : A −→ [0, 1] cont´ınua tal que {x0} = p˜−11 (1), A\B(x0, r) =
p˜−11 (0); definindo p1 : A −→ [−1, 0] por p1 := p˜1 − 1, temos enta˜o que p1(x0) = 0 e
p1 < 0 em A\{x0}.
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Temos X = A∪B, as func¸o˜es p1, p2 sa˜o cont´ınuas, e p1(A∩B) = p1(x0) = p2(x0) =
p2(A ∩ B); logo, estara´ bem definida e sera´ cont´ınua a func¸a˜o p : X −→ [−1, 1] dada
por
p(x) =
{
p1(x) se x ∈ A
p2(x) se x ∈ B.
Por construc¸a˜o, p e´ tal que p(x0) = 0, p < 0 em A\{x0}, e p > 0 em B\{x0}, e a
proposic¸a˜o esta´ provada.

Dado X um espac¸o topolo´gico, e A ⊆ X fechado, denotaremos por X/A o espac¸o
quociente obtido ao colapsarmos A em um ponto a. Em outras palavras, X/A =
(X\A) ∪˙ {a} com a topologia quociente da aplicac¸a˜o p : X −→ X/A dada por
p(x) =
{
x se x ∈ X\A
a se x ∈ A.
Proposic¸a˜o E.1.5. Seja X espac¸o me´trico compacto com me´trica d, e A ⊆ X fechado.
Enta˜o, X/A e´ um espac¸o me´trico compacto, com a me´trica d′ dada por
d′([x], [y]) =

d(x, y) se x, y ∈ X\A
dist(x,A) se y ∈ A
dist(A, y) se x ∈ A.
Demonstrac¸a˜o. E´ fa´cil verificar que d′ como acima esta´ bem definida e satisfaz os
axiomas de me´trica. Queremos provar que a topologia sobre X/A induzida por d′ e´
equivalente a topologia quociente da aplicac¸a˜o p : X −→ X/A mencionada acima.
Tome {Vλ}λ∈Λ uma base de abertos de X/A na topologia quociente. Dado Vλ
arbitra´rio, afirmamos que Vλ conte´m uma bola aberta da topologia induzida por d
′.
De fato, temos dois casos para analisar: caso a /∈ Vλ, enta˜o Vλ e´ homeomorfo (via
p) a um aberto V ′λ ∈ X\A. Considere B = B(x, r) ⊆ X uma bola aberta contida
em V ′λ; enta˜o, e´ imediato ver que p(B) = Bd′([x], r), e ainda p(B) ⊆ Vλ, verificando
o afirmado neste caso. Conclu´ımos da´ı que a topologia da me´trica e´ mais fina que a
topologia quociente.
Caso a ∈ Vλ, enta˜o p−1(Vλ) ⊆ X e´ um aberto tal que A ⊆ p−1(Vλ). Logo, existe um
r > 0 tal que o conjunto W = {x ∈ X : dist(x,A) < r} satisfaz W ∈ p−1(Vλ). E´ claro
que p(W ) = {[x] ∈ X/A : d′([x], a) < r} = Bd′(a, r), e tambe´m p(W ) ⊆ p(p−1(Vλ)) ⊆
Vλ, de onde segue o afirmado.
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Por outro lado, tome arbitrariamente [x] ∈ X/A com [x] 6= a, e 0 < r < dist(x,A).
Enta˜o, Bd′([x], r) = {[y] ∈ X/A : d′([y], [x]) < r} e´ tal que p−1(Bd′([x], r)) = Bd(x, r),
e de onde Bd′([x], r) e´ aberto na topologia quociente. Tambe´m, para todo r > 0
temos que p−1(Bd′(a, r)) = {y ∈ X : dist(y, A) < r}, que e´ um conjunto aberto de
X, e portanto Bd′(a, r) e´ aberto na topologia quociente. Como a colec¸a˜o de todas
estas bolas consideradas constitui-se em uma base de abertos para o espac¸o me´trico
(X/A, d′), vemos que a topologia quociente e´ mais fina que a topologia da me´trica.
Fica assim provado que as topologias sa˜o equivalentes, como quer´ıamos. Ale´m
disso, e´ o´bvio que X/A e´ compacto, visto que e´ imagem cont´ınua de um compacto.

Lembremos que dados X um espac¸o topolo´gico Hausdorff e Y um espac¸o me´trico,
dizemos que um subconjunto F ⊆ C(X, Y ) e´ equicont´ınuo quando para quaisquer
ε > 0 e x ∈ X existe um aberto V ⊆ X com x ∈ V , tal que d(g(y), g(x)) < ε, para
todo y ∈ V e g ∈ F .
Proposic¸a˜o E.1.6. Sejam X um espac¸o topolo´gico Hausdorff, Y um espac¸o me´trico,
D ⊆ X denso em X, e F ⊆ C(X, Y ) equicont´ınuo. Enta˜o, a topologia sobre F da
convergeˆncia pontual coincide com a topologia da convergeˆncia pontual em D.
Demonstrac¸a˜o. Se {fλ}λ ⊆ F e f ∈ F sa˜o tais que fλ −→ f pontualmente, enta˜o
obviamente fλ −→ f pontualmente em D, ou seja, fλ(d) −→ f(d) ∀d ∈ D.
Por outro lado, suponha que {fλ}λ ⊆ F e f ∈ F sa˜o tais que fλ −→ f pontu-
almente em D. Dado x ∈ X e ε > 0 arbitra´rios, tome V ⊆ X aberto com x ∈ V
resultante da equicontinuidade de F para ε′ = ε/3. Por densidade, tome d ∈ V ∩D.
Da equicontinuidade temos portanto d(f(d), f(x)) < ε/3. A convergeˆncia pontual em
D nos garante a existeˆncia de um λ0 tal que λ ≥ λ0 implica em d(fλ(d), f(d)) < ε/3.
Enta˜o, para todo λ ≥ λ0,
d(fλ(x), f(x)) ≤ (fλ(x), fλ(d)) + d(fλ(d), f(d)) + d(f(d), f(x)) < ε/3 + ε/3 + ε/3 = ε,
e o resultado segue.

E.2 Espac¸os Topolo´gicos Totalmente Desconexos
Os fundamentos da teoria de espac¸os topolo´gicos totalmente desconexos sa˜o discutidos
com mais detalhes por exemplo em [23]; no´s faremos aqui um apanhado dos resultados
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sobre estes espac¸os, nos restringindo apenas aos espac¸os me´tricos compactos que sa˜o
totalmente desconexos. Para estes espac¸os, existe uma grande quantidade de maneiras,
todas equivalentes, de se definir um espac¸o totalmente desconexo.
Dado um espac¸o topolo´gico X, dizemos que um subconjunto A ⊆ X e´ clopen
quando A e´ um conjunto que e´ simultaneamente aberto e fechado na topologia de X.
Um espac¸o me´trico compacto X e´ dito ser totalmente desconexo se ele satisfaz a
qualquer uma das condic¸o˜es equivalentes:
• Os u´nicos subconjuntos conexos e na˜o vazios de X sa˜o os conjuntos formados
por um u´nico ponto;
• Cada ponto de X possui um sistema fundamental de vizinhanc¸as clopen;
• X possui uma base enumera´vel de conjuntos clopen;
• Para cada A ⊆ X fechado e x ∈ X\A, existe B ⊆ X clopen tal que x ∈ B e
A ∩B = ∅;
• Para quaisquer x, y ∈ X distintos, existe A ⊆ X clopen tal que A conte´m x e
na˜o y;
E´ fato que subespac¸os de espac¸os topolo´gicos totalmente desconexos sa˜o tambe´m
totalmente desconexos, e que produtos de espac¸os topolo´gicos totalmente desconexos
sa˜o tambe´m totalmente desconexos. Exemplos de espac¸os totalmente desconexos in-
cluem qualquer espac¸o discreto, o conjunto de Cantor, e o conjunto Q dos racionais
(estes dois u´ltimos com as topologias induzidas de R).
Lema E.2.1. Seja X um espac¸o me´trico compacto. Enta˜o, os idempotentes de C(X)
sa˜o precisamente as func¸o˜es caracter´ısticas de subconjuntos clopen de X.
Demonstrac¸a˜o. Seja f ∈ C(X) um idempotente. Enta˜o, f = 1f−1({1}). Obviamente
f−1 ({1}) e´ fechado, pois e´ imagem inversa de um fechado por uma func¸a˜o cont´ınua,
e e´ aberto pois e´ o complementar de f−1 ({0}), que e´ fechado pela mesma raza˜o de
f−1 ({1}) ser fechado.
Por outro lado, se U e´ um subconjunto clopen de X, afirmamos que 1U e´ cont´ınua:
de fato, seja V um aberto de C. Se 1 ∈ V enta˜o (1U)−1 (V ) = U , que e´ aberto, e se
1 /∈ V enta˜o (1U)−1 (V ) = UC , que tambe´m e´ aberto. Desta forma, fica provado que
1U e´ um idempotente de C(X), e o resultado segue.

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Proposic¸a˜o E.2.2. Seja X um espac¸o me´trico compacto. Enta˜o, X e´ totalmente
desconexo se, e somente se, C(X) e´ gerado por uma famı´lia de idempotentes.
Demonstrac¸a˜o. (⇒) Seja A a sub-C*-a´lgebra de C(X) gerada por todos os seus idem-
potentes. Queremos mostrar que A = C(X). De fato, A conte´m a identidade da
a´lgebra C(X), visto que e´ um idempotente; consequ¨entemente, A conte´m as func¸o˜es
constantes. Provaremos agora que A separa pontos de X: sejam x, y ∈ X distintos.
Como X e´ totalmente desconexo por hipo´tese, existe uma vizinhanc¸a clopen V de x
que na˜o conte´m y. Pelo lema E.2.1, a func¸a˜o caracter´ıstica de V e´ um idempotente
de C(X), que evidentemente separa os pontos x e y. Segue-se que A = C(X), por
Stone-Weierstrass.
(⇐) Denote por P a famı´lia de idempotentes que gera C(X). Enta˜o, P separa
pontos de X, pois caso contra´rio C(X) = C∗(P ) na˜o separaria pontos de X. Dados
x, y ∈ X distintos, existe portanto um idempotente f ∈ P separando x e y. Como
f = 1U para algum subconjunto clopen U de X, vemos que existe um subconjunto
clopen de X que conte´m x e na˜o conte´m y, de onde conclu´ımos que X e´ totalmente
desconexo.

Lema E.2.3. Sejam X um espac¸o me´trico compacto totalmente desconexo, e
ε > 0. Enta˜o, existe uma cobertura disjunta e finita de X por subconjuntos clopen
com diaˆmetros menores que ε.
Demonstrac¸a˜o. Pela compacidade e o fato de X ser totalmente desconexo, tome
U1, . . . , Un uma cobertura finita de X por subconjuntos clopen com diaˆmetros me-
nores que ε. Definindo conjuntos V1, . . . , Vn por V1 = U1, e Vi = Ui\(U1 ∪ · · · ∪ Ui−1),
para i = 2, . . . , n, e´ trivial verificar que V1, . . . , Vn e´ uma cobertura como desejado.

Proposic¸a˜o E.2.4. Sejam X um espac¸o me´trico compacto totalmente desconexo, e
a ∈ X. Enta˜o, podemos escrever X\{a} ou como a reunia˜o disjunta de uma famı´lia
finita de subconjuntos clopen de X, ou como a reunia˜o disjunta de uma famı´lia enu-
mera´vel de subconjuntos clopen de X, cujos diaˆmetros tendem para zero.
Demonstrac¸a˜o. Pelo lema E.2.3 seja V
(1)
1 , . . . , V
(1)
n1 uma cobertura disjunta para X de
subconjuntos clopen cujos diaˆmetros sa˜o menores que 1/(diam(X)+1), e suponha sem
perda de generalidade que a ∈ V (1)n1 . No caso em que {a} = V (1)n1 na˜o ha´ mais nada
o que fazer, visto que existe portanto uma famı´lia finita como no enunciado. Caso
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contra´rio, observe que V
(1)
n1 e´ por si so´ um espac¸o me´trico compacto com a topologia
induzida, que e´ totalmente desconexo; logo, podemos repetir o argumento para V
(1)
n1
e a ∈ V (1)n1 , e tomar V (2)1 , . . . , V (2)n2 uma cobertura disjunta para V (1)n1 de subconjuntos
clopen de V
(1)
n1 cujos diaˆmetros sa˜o menores que
min
{
1
2
,
1
diam(V
(1)
n1 ) + 1
}
,
e a ∈ V (2)n2 . Prosseguindo desta forma, pode ou na˜o existir um r ∈ N∗ tal que
{a} = V (r)nr ; caso ele exista o resultado esta´ automaticamente demonstrado, conforme
visto no caso r = 1. Assumamos portanto que o argumento acima seja realizado
para cada k ∈ N∗, tomando V (k)1 , . . . , V (k)nk uma cobertura disjunta para V (k−1)nk−1 de
subconjuntos clopen de V
(k−1)
nk−1 cujos diaˆmetros sa˜o menores que
min
{
1
2k−1
,
1
diam(V
(k−1)
nk−1 ) + 1
}
,
e a ∈ V (k)nk . Isto nos dara´ uma famı´lia de subconjuntos clopen de X, disjuntos dois a
dois, cujos diaˆmetros tendem para zero,
V
(1)
1 , . . . , V
(1)
n1−1, V
(2)
1 , . . . , V
(2)
n2−1, V
(3)
1 , . . .
que denotaremos por {Vm}m∈N∗ , a enumerac¸a˜o dada como acima. Observe que
X =
(⋃˙
mVm
)
∪˙
(
X\
(⋃˙
mVm
))
=
(⋃˙
mVm
)
∪˙
(⋂
k V
(k)
nk
)
.
Por construc¸a˜o, o conjunto V = ∩k∈N∗V (k)nk e´ na˜o vazio, visto que a ∈ V (k)nk
para todo k. Na verdade, observando que os diaˆmetros dos conjuntos V
(k)
nk ten-
dem para zero, temos que diam(V ) = 0, e portanto V = {a}. Segue-se da´ı que
X = (
⋃˙
mVm) ∪˙ (
⋂
k V
(k)
nk ) = (
⋃˙
mVm) ∪˙ {a}, e a proposic¸a˜o esta´ demonstrada.

Corola´rio E.2.5. Sejam X um espac¸o me´trico compacto totalmente desconexo, e
A ⊆ X fechado. Enta˜o, podemos escrever X\A ou como a reunia˜o disjunta de uma
famı´lia finita de subconjuntos clopen de X, ou como a reunia˜o disjunta de uma famı´lia
enumera´vel de subconjuntos clopen de X, cujos diaˆmetros tendem para zero.
Demonstrac¸a˜o. Vejamos apenas o caso infinito; o caso finito segue da mesma maneira,
pore´m sem as complicac¸o˜es adicionais envolvendo diaˆmetros tendendo para zero.
212
Pela proposic¸a˜o E.1.5 o espac¸o X/A e´ me´trico e compacto, e tambe´m e´ totalmente
desconexo pois e´ o quociente de um espac¸o totalmente desconexo. Denote a = p(A), e
aplique a proposic¸a˜o E.2.4 para o espac¸o X/A e o ponto a. Logo, (X/A)\{a} = X\A
e´ escrito como a reunia˜o disjunta de subconjuntos clopen de X/A cujos diaˆmetros
tendem para zero, que denotaremos por X1, X2, . . .. Observe que Xi e´ clopen em X
para todo i, visto que p−1(Xi) = Xi e pela definic¸a˜o da topologia quociente em X/A.
O requerimento dos diaˆmetros dos conjuntos clopen tenderem para zero e´ consequ¨eˆncia
da definic¸a˜o da me´trica em X/A, dada na proposic¸a˜o E.1.5.

Observac¸a˜o E.2.6. Observe que esta´ impl´ıcito na demonstrac¸a˜o do caso infinito da
proposic¸a˜o E.2.4 que a famı´lia {Xi}i de subconjuntos clopen de X satisfaz
dist(Xi, a) −→ 0, e portanto tambe´m no caso infinito do corola´rio E.2.5 temos
dist(Xi, A) −→ 0.
Observac¸a˜o E.2.7. Complementando a discussa˜o da sec¸a˜o 4.3, e´ um fato da teoria de
limites projetivos de espac¸os me´tricos compactos que, se o diaˆmetro das componentes
conexas dos espac¸os Xk tendem para zero quando k −→ ∞, enta˜o as componentes
conexas do limite projetivo lim←−(Xk, pk) teˆm diaˆmetro zero, e portanto neste caso o
espac¸o lim←−(Xk, pk) e´ totalmente desconexo.
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