The effect of nonstationarity in time series columns of input data in principal components analysis is examined. This usually happens when indexing economic indicators for monitoring purposes. The first component averages all the variables without reducing dimensionality. As an alternative, sparse principal components analysis can be used but attainment of sparsity among the loadings is influenced by the choice of a parameter (λ).
Introduction
Principal Components Analysis (PCA) is commonly used in dimension reduction and also a popular tool in index construction. The main use of PCA is to detect possible structures in the relationships between variables, particularly by reducing the dimensionality of the data using components that capture the information in the data brought about by the different variables, (Jollife, 2002) . PCA finds orthogonal linear combinations of the p original variables, of which a smaller number (less than p) explains most of the variability among the original variables. The linear combinations, called the principal components (PCs), are uncorrelated, hence characterization of the PCs, in terms of explained variance, is quite easily implemented. The technique is commonly employed to cross-sectional data as a descriptive technique. (Jollife, 2002) discussed some issues in PCA of time series data following the usual assumption of stationarity and using frequency domain analysis.
Unlike Factor Analysis that assumes a joint distribution of the multivariate observations, PCA may be defined without having to impose such assumption.
The interpretability of the first few principal components often limits the applications of PCA as a descriptive tool. Note that given the input data matrix, PCA is affected primarily by the dependencies between columns and minimally by the dependence within a column (variance) . If the input data were observed over time, each column of the data matrix is time series and the temporal dependence in the data is summarized in the diagonal (variances) and off-diagonal (cross-covariances) elements of the variance-covariance matrix. Given that the time series columns of the data matrix are stationary, PCs could still be properly defined since ill-conditioning need not manifest in the variance-covariance matrix. In non-stationary time series however, simultaneous drifting of the series may register as correlations of the columns. Consider the following illustrations: In Figure 1 where the four time series are stationary, the patterns may not necessarily indicate correlations. In Figure 2 , however, although the time series may not be cointegrated, empirical correlations can be present since the time series drift simultaneously in the same direction, thus potentially influencing the components. The component may result to possibly combining all variables into a single component since variance patterns are clearly similar. PCA usually combine together into the same component variables with similar variability pattern, with similar loadings indicating the equal importance of the variables. Hence, if the variables have similar variance pattern, this will be taken as similarity in the importance of the variables, resulting to the first few components usually "averaging" the variables, and failure to achieve dimension-reduction.
Interpretability and sparsity are among the main issues in dimensionality reduction even for cross-sectional data. (Jollife and Uddin, 2000) used both cross-sectional models and pooled time series models to assess and improve new and existing methodologies. In many applications, the number of indicators may exceed the number of observations. Also, current techniques for generating components from time-dependent variables assume stationarity of the time series, see for example, (Jollife, 2002) , (Zuur et. al., 2003) , (Heaton and Solo, 2004), and (Fernandez-Macho, 1997 ).
In monitoring, several indicators are used to ensure appropriate assessment of the state/status of a phenomenon being monitored. Oftentimes, an intervention is implemented pushing the indicators to drift, resulting to non-stationarity. But because of the varying patterns among the indicators, a summary is needed so that the state of the phenomenon can be reported. This will require index construction, and principal component analysis needs to be applied to a set of nonstationary time series.
Some PCA and Related Methods for Time Series
The use of PCA on time series data is common in the literature. (Jollife, 2002) gave several examples applying PCA on time series data. The techniques were dichotomized into time domain and frequency domain. In both cases however, stationarity is assumed. Other applications were discussed in (Lendasse et. al., 2001 ) which used PCA as a pre-process for forecasting a financial market index.
Dynamic Factor Analysis (DFA) is another dimension reduction technique intended for time series data. DFA can determine whether there exist any underlying common patterns in a set of multiple time series. It also assesses the interactions between the responses and the predictor variables, (Zuur et. al., 2003) . In general, instead of modeling individually a set of time series for a response variable, a linear combination of N M common trends and the explanatory variables is estimated, with M taken to be ideally much smaller than . Several models can be applied, that is, in terms including a number of common trends, or including explanatory variables and their interactions. (Fernandez-Macho, 1997) used a dynamic factor model that handles nonstationarity via unobserved factors. (Heaton and Solo, 2004) contributed to the identification of a class of dynamic factor model and provided conditions under which the model is identified.
N
To assess the dimension-reducing effect of a method, (Gervini and Rousson, 2004) proposed some criteria and recommended the one based on the corrected sum of variances (CSV). Sparsity and simplicity was used interchangeably by (Vines, 2000) and proposed a series of "simplicity" preserving linear transformations, resulting to components with integer loadings and usually small values for the first few components. (Rousson and Gasser, 2004) proposed some optimality constraints on the loadings to induce sparsity and hence, interpretability. The resulting components are "sub-optimal" since it explains smaller proportion of variance of the original data, correlated components, but are easy to interpret. (Chipman and Gu, 2005) introduced two classes of constraints: homogeneity and sparsity. Some data illustrates the ability of the procedure to induce sparsity of components in a large set of variables.
The least absolute shrinkage and selection operator (LASSO) was introduced by (Tibshirani, 1996) as a variable selection procedure in regression analysis. The LASSO is a penalized least squares method where the penalty function is an L 1 -norm in the regression coefficients. (Zou and Hastie, 2003) identified some drawbacks of the LASSO, e.g., not
well defined unless the bound on the L 1 -norm of the coefficients is smaller than a certain value. They proposed the elastic net as an alternative to the L 1 -norm regularization and pointed out the advantage specially when p>>n. (Jollife et. al., 2003) , developed the simplified component technique-LASSO (SCoTLASS) which is inclusion of the LASSO constraint to the objective function of PCA. Using simulated and actual data, SCoTLASS was preferred over rotated components, and has more interpretable results compared to ordinary principal components. (Trendafilov and Jollife, 2006 ) developed a globally convergent algorithm for SCoTLASS based on the projected gradient approach. They considered the LASSO constraint as an exterior penalty function. (Tibshirani et. al., 2005) proposed the fused LASSO that included in the penalty function both the L 1 -norm of the coefficients and the successive differences. Sparsity of the coefficients and their differences is attained, especially when p>>n. (Zou et. al., 2006) proposed an optimization problem that will also help obtain sparse loadings. Let denote the i th row vector of the data matrix X. Let
subject to . Whereas the same 
Effect of Nonstationarity in PCA
Consider the first order autoregressive model:
where μ is some constant, ε is a white noise, and φ is the autoregressive parameter that controls the behavior of the moments of the distribution of y t .
, the time series is said to be non-stationary (drift in mean). Otherwise, the series is stationary.
Consider the following lemma on the eigenvalues of a matrix:
Lemma: The eigenvalues of a row-unordered n x p matrix X are also the eigenvalues of the row-sequenced matrix X .
The lemma follows from the characteristic equation of a matrix. This suggests that the singular value decomposition (SVD) of an input data (where columns are time series) is equivalent to the SVD of the different permutations (with respect to the time points/observations) of the input data. That is, the SVD is invariant to the row ordering of the input data. Hence, the eigenvalues remain the same for any row permutation of the input data even for time series columns.
The following theorem presents the consequences of non-stationarity on ordinary principal components.
Theorem: Let X be an matrix with columns of a time series following the representation in Equation 1, i.e. 
U and V can be found by first diagonalizing
But with the existence of p p x matrices Γ and B , where
and Γ is diagonal,
This implies that
Γ is diagonal and hence symmetric.
since S is orthonormal and
is diagonal, see (Magnus and Neudecker, 1999) .
That is,
. From (Arnold, 1981) , this implies that I a
for some real number . And hence,
The above theorem applied on non-stationary time series gives the following corollaries:
Corollary 1: Let X be an matrix of non-stationary (drift in mean) time series, i.e.
, is the i th time series measured across the time points . Then the eigenvalues of n t ,..., 2 , 1 = X are undefined.
Corollary 2: Let X be an matrix of non-stationary (drift in mean) time series, i.e.
, with the i th time series measured across the time points
The corollaries suggest that the PCA of the non-stationary ( 
Simulations
The effect of non-stationarity on PCA and SPCA are assessed using simulated data.
Different scenarios on non-stationarity and/or stationarity of the variables and on the level of interdependence among the variables are considered. The simulated data were constructed so that the number of variables exceeds the number of observations. Result of SPCA is then be compared to that of PCA and rotated factor analysis.
Given the non-stationary model, φ were set to 1.3, 1, and 0.7, where λ may result to divergence of the algorithm. Contributions to the algorithm of (Zou et. al., 2006) focuses on (1) computational tractability for any type of time series, particularly on the number of variables (series) and the number of observations (data points); and (2) sparsity and interpretability (similar variance patterns captured in same component). Tables 1-11 Table . 1 Data 1 to Data 5 are replications of the simulation process for 20 time points of 33 time series. Factor rotation was not applicable since in all 5 data sets, the PCA resulted to only 1 PC. This is not surprising, it is quite expected that PCA will give only a single component because of the high cross-correlations between groups. PCA cannot differentiate the 3 groups because of high correlations. Although possibly, the correlations within groups are also high, stationary time series may not exhibit within group empirical correlations, and thus resulting to clustering of all the series in a single component.
Also, large values of λ yield more zero loadings (sparsity), but the more sparse the PCs are, the lower the predicted variances. It can be noted that, for data under such scenario, to obtain sparsity and at least 75% variance explained by the SPCs, λ should be at least 7.7. The results of the PCA and SPCA are summarized in . Factor rotation was not applicable since in all the data sets, the PCA resulted to only 1 PC. This is again not surprising because the between-group cross-correlations (lag 0) are high.
2 Table Table 2 σ ranging from 700 to 6500. The results of the PCA and SPCA are summarized in . 3 Table   Table 3 Table Table 6 The results of the PCA and SPCA are summarized in . Factor rotation was not applicable since in any case, the PCA resulted to only 1 PC. This is not surprising because the group correlations are high. Also, just as in the previous cases, large values of 7 Table   λ give higher number of zero loadings, but at the expense of decreasing the predicted variance. σ ranging from 560 to 2400. The results of the PCA and SPCA are summarized in Table 8 . Table 10 . Results suggest 2 or 3 components to be retained. Though in some cases, there were 3 components generated via ordinary PCA, the SPCA zeroes almost every loading in the 3 rd SPC. Table 11 . Results suggest 2 principal components to be retained. 
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