In this note we consider a multi-slit Loewner equation with constant coefficients that describes the growth of multiple SLE curves connecting N points on R to infinity within the upper halfplane. For every N ∈ N, this equation provides a measure valued process t → {α N,t }, and we are interested in the limit behaviour as N → ∞. We prove tightness of the sequence {α N,t } N ∈N under certain assumptions and address some further problems.
Introduction
In [dMS16] , the second and third author noted that the conformal mappings for a certain multiple SLE (Schramm-Loewner evolution) process for N simple curves in the upper half-plane H converges as N → ∞. The deterministic limit has a simple description: The conformal mappings f t : H → H satisfy the Loewner PDE
where M t satisfies the complex Burgers equation
see Section 2.5 for more details. In several situations, partial differential equations of this type appear to describe the limit of N -particle systems; see [Cha92, RS93, CL97] .
In Section 2, we consider again the same multiple SLE measure for N curves connecting N points on R with ∞. We describe the growth of these curves by a Loewner equation with weights that correspond to the speed for these curves in the growth process, and we obtain an abstract differential equation for limit points as N → ∞ (Corollary 2.7). Furthermore, in Section 3 we see that an equation of a similar type also appears in the limit behaviour of a Loewner equation describing the growth of trajectories of a certain quadratic differential.
2 Tightness of a multiple SLE process
Geometry and Loewner Theory
In this section we briefly recall the general background of hulls in the upper half-plane and the chordal Loewner equation.
A domain D Ĉ is said to be a Jordan domain if ∂D is homeomorphically equivalent to the unit circle T = ∂D. Let For z ∈ H fixed, the solution t → g t (z) of (2.1) may have a finite lifetime T (z) > 0, namely g t (z) ∈ H for all t < T (z) and Im(g t (z)) → 0 as t ↑ T (z). If we fix a time t > 0 and let K t = {z ∈ H | T (z) ≤ t}, then K t is a (not necessarily bounded) hull and the mapping z → g t (z) is the conformal mapping from H \ K t onto H with hydrodynamic normalization. Furthermore, the hulls K t are strictly growing, i.e. K s K t whenever s < t, and hcap(K t ) = 2t.
When the hull A is a slit Γ, equation (2.1) necessarily has the form
with a unique, continuous driving function U : [0, T ] → R (see [dMG16] , and the references therein, for more details). In this case, we obtain a parametrization γ of Γ by setting γ(0, t] = K t , which is equivalent to requiring hcap(γ(0, t]) = 2t. We call γ the parametrization by half-plane capacity of Γ.
More generally, if A is the union of n slits Γ 1 , ..., Γ n with pairwise disjoint closures, i.e. Γ j ∩ Γ k = ∅ whenever j = k, then (2.1) must have the form 
It is worth noting that, for n > 1, a representation of A by (2.3) is not unique. For example, we could first generate slit Γ k only, i.e. λ k (t) = 1 = 1 − λ j (t) for j = k and t small enough. 
Single and Multiple SLE
In what follows, κ ∈ (0, 4] is a fixed parameter and D C is a Jordan domain. Fix two points x, y ∈ ∂D and assume that ∂D is analytic in neighbourhoods of x and y. The chordal Schramm-Loewner evolution (SLE) of a random curve Γ ⊂ D for the data D, x, y, κ can be viewed as a certain probability measure µ D,κ (x, y) on the space of all chords connecting the points x and y within D. As one property of SLE is conformal invariance, it suffices to describe the SLE when D = H, x = 0, and y = ∞. In this setting, the evolution of Γ can be described efficiently as follows. Let γ be a parametrization of Γ with γ(0) = 0 and assume that γ[0, T ] is parametrized by half-plane capacity for every T > 0. The random conformal mapping g t := g γ(0,t] then satisfies the Loewner equation
where B t is a standard one-dimensional Brownian motion. Notice that one may also consider SLE for κ > 4. But then the measure is no longer supported on simple curves, and we are not interested in such a case here. For further information and a thorough treatment of SLE we refer to [Law05] .
Next, we describe multiple SLE as it was introduced in [KL07] .
Let N ∈ N and fix 2N pairwise distinct points p 1 , ..., p 2N ∈ ∂D in counter-clockwise order. Assume that ∂D is analytic in a neighbourhood of p k , k = 1, . . . , 2N . We call the pair (x, y) of two tuples x = (x 1 , ..., x N ), y = (y 1 , ..., y N ) a configuration for these points if
The points in x can be thought of as the starting points of these chords. Then y represents the end points and the assumption in c) just prevents us from getting a new configuration by exchanging a starting point of one curve with its endpoint. A simple combinatorial calculation gives that there exist 
for some probability measure µ D,κ (x, y).
Thus, one may view Q D,κ (x, y) as a probability measure for the underlying configuration with weight H D,κ (x, y). Then we may use such weights as partition functions to combine multiple SLE for different configurations. Namely, if p = (p 1 , ..., p 2N ) and S(p) is the set of all configurations, then the probability for (x, y) ∈ S(p) will be given by [Koz09] ). The probability p for obtaining configuration C 1 is given by
. Remark 2.3. Notice that one may consider Q H,κ (x, y) also for a configuration where y j = y k (or x j = x k , or both) for certain j = k. This is done by considering the disjoint case y j = y k first and then taking a scaled limit.
See [BBK05, Section 4.6], and the references therein, for more details.
The chordal Loewner equation for
, ∞) can be described by a Loewner equation as follows:
Next, we define N random processes V N,1 , ..., V N,N on R as the solution of the SDE system
where B N,1 , ..., B N,N are N independent standard Brownian motions and κ ∈ [0, 4]. Although multiple SLE was only defined for κ ∈ (0, 4], in this particular case one may also consider the deterministic case κ = 0. The corresponding N -slit Loewner equation We are interested in the limit N → ∞ of the growing curves, i.e. the convergence of
To be more precise, we would like to answer the following question once that some t > 0 has been fixed: under which conditions does the sequence
of domains converge to a (simply connected) domain H \ K t with respect to kernel convergence (check Figure 1) ? According to Carathéodory's Kernel Theorem (Theorem 1.8 in [Pom75] ), the above question is equivalent to asking for locally uniform convergence of the mappings g N,t to a conformal mapping g t : H \ K t → H. Also, we would like to be able to describe g t again by a Loewner equation.
Let δ x be the point measure in x with mass 1 and define
Then equation (2.8) can be written as
where we denoted with " w −→" the weak convergence and where α is again a probability measure. We wish to know whether the sequence {α N,t } N ∈N of stochastic measure-valued processes converges.
In what follows, we show that, under certain assumptions for x N,k and λ N,k , this sequence is tight and that each limit process satisfies the same differential equation. Definition 2.4. Fix T > 0 and let P(R) be the space of probability measures on R endowed with the topology of weak convergence (which is a metric space due to the well-known Lévy-Prokhorov metric). We denote by M(T ) = C([0, T ], P(R)) the space of all continuous measurevalued processes on [0, T ] endowed with the topology of uniform convergence.
For every N ∈ N, α N,t can be regarded as a random element from M(T ).
Tightness
We call a sequence {µ N } N ∈N of random elements from C([0, T ], R) (or M(T )) tight if there exists a subsequence which converges in distribution. By Prohorov's Theorem ([Bil99, Section 5]), this coincides with the usual definition of tightness. We are now going to list certain conditions that guarantee tightness of the sequence {α N,t } N ∈N defined in (2.9). First of all, we make the following assumption:
there exists C > 0 such that for every N ∈ N it holds max
Now, we introduce the "empirical distribution"
and we let
Next, we extend L N to the entire unit interval [0, 1] by linear interpolation. Then the family {L N } N ∈N is uniformly bounded by 1 and equicontinuous by (a). The Ascoli-Arzelà Theorem implies that it is precompact. We will hence assume that the limit exists:
are the cumulative distribution functions, we have that
Finally, the last assumption is rather a technical condition. Namely, we assume that µ N,0 converges weakly to a probability measure µ in such a way that there exists a C 2 -function ϕ : 
where G t is the cumulative distribution function of µ t ; 
µ t satisfies the (distributional) differential equation
dB N,k (t).
As f and f are bounded and λ N,k ≤ C/N , it is easy to see that A N (t) is uniformly bounded and that B N (t), C N (t), D N (t) all converge to 0 as N → ∞. By the "stochastic Ascoli-Arzelà Theorem" ([Bil99, Thm. 7.3]), we conclude that
Plus, in view of the boundedness of both ϕ and ϕ , thanks to assumption (c), the same reasoning also implies tightness of the sequence
Hence, µ N,t is tight and each limit process satisfies equation (2.14). Finally, it follows from (2.12) and assumption (b) that the subsequence α N k ,t converges provided the convergence of µ N k ,t . In particular, it follows that relation (2.13) holds for the limit processes. Now we can easily show that if µ N k ,t is a converging subsequence, then g N k ,t converges as well. 
is also a distribution function, which corresponds to a measureβ. In this way, we obtain a map L : C → C defined as
The limit of the Loewner equation can now be described as follows.
Corollary 2.7. Let µ N k ,t be a converging subsequence with limit µ t . Then g N k ,t converges in distribution with respect to locally uniform convergence to g t , the solution of the Loewner equation
15) 
5).
In order to prove the above corollary, we will need the following control-theoretic result. 
Then h N,t converges locally uniformly to h t , where h s , s ∈ [0, t], is the solution to
A proof of the above theorem can be found in [JVST12, Proposition 1] or [MS13, Theorem 1.1].
Notice that even though both results consider the radial Loewner equation, the proofs can be easily adapted to the chordal case.
Proof of Corollary 2.7. For
, where α t is the limit of α N k ,t , and Theorem 2.5 implies
Furthermore, let g t be the solution to
Fix some t > 0. The canonical mapping M(t) α s → α s × λ ∈ N (t) is continuous. It follows from the Continuous Mapping Theorem (see [Bil99] , p. 20) that α N k ,s × λ converges in distribution with respect to weak convergence to α s × λ. Hence, Theorem 2.9 and again the Continuous Mapping Theorem imply that g N k ,t , which is the solution to (2.10), converges in distribution to g t with respect to locally uniform convergence.
The simultaneous case
In the case λ N,k = 1 N for all k, which we call the simultaneous case, equation (2.7) becomes 
and the the limit of g N k ,t satisfies
If we put f t = g −1 t , we obtain the Loewner PDE mentioned in Section 1: 
Obviously, V t , and hence also M t , is uniquely determined.
Remark 2.11. Transforms like µ t → V t (z) appear in free probability theory, which was introduced by D. Voiculescu in the 1980's (in [AEPA09, p. 3059], V t (z) − z is called Voiculescu transform).
We notice that Wigner's semicircle law appears here as follows:
, which is 2 times the Cauchy transform of the centred semicircle law with variance 4t. [Bau04, Sch16] .
For relations between the chordal (and radial) Loewner equation to non-commutative probability theory, we refer to
Remark 2.12. In [dMS16] , the authors prove some geometric properties of the solution g t of (2.19), under the assumption that the support of α 0 is bounded. We mention one property of this case, which will be needed later on.
The measures α t "grow" continuously in the following sense: supp α s ⊂ supp α t for all s ≤ t and for each x ∈ R \ supp α s there exists T > s such that x ∈ supp α t for all t ≤ T. This is actually a consequence of the theory of the real Burgers equation (see [dMS16, Section 3.4]).
Remark 2.13. Let M t be a solution of (2.18) and c > 0.
z when c → ∞, we obtain together with Remark 2.11 the long time behaviour
Examples
In the following we consider three examples. In all three cases we assume that κ = 0, i.e. we look at the deterministic case to make the differential equations somewhat simpler.
The proof of Theorem 2.5 shows that the sequence
, as a sequence of functions on [0, T ], is uniformly bounded. In general, this is not true for α N,t .
Example 2.14.
Obviously, 
Proof. Note that
. Now assume that f (x) = 1 for all x ∈ [0, 1]. It is easy to see that the first two terms are uniformly bounded. However, Proof. We show that V N,N (t) → +∞ as N → ∞ for every t > 0. As V N,N carries the mass 1/2, this proves that {α N,t } N is not tight. First, we need an upper bound for
As the function N,1 , . ..W N,N −1 is a simultaneous multiple SLE process for N − 1 curves, each growing with "speed" 1 2(N −1) . From Remark 2.12 we conclude that there exists T 0 > 0 and a bound B 1 ∈ (1, 2) such that
This upper bound now gives us also a lower bound as follows: As
of measurevalued processes converges as N → ∞. This does not imply that Y N,1 (t) is bounded from below, but we can conclude that, for example, Y N, N/2 is bounded from below, i.e. there exists
Even though {α N,t } N is not tight in this example, it is easy to see that g N,t converges as N → ∞.
, then it can easily be shown that β N,t converges to a process β t and that P t (z) = R 2 z−u dβ t (u) satisfies a Burgers equation. Example 2.18. Assume that N = 2K + 1, K ∈ N, and let
Assume that x N,K+1 = 0. The coefficients λ N,k are chosen as
As N → ∞, the sequence L N converges pointwise, but not uniformly, to 
.
The term 
Problems and Remarks
1. As already mentioned in Remark 2.8, the convergence of g N,t from Corollary 2.7 follows as soon as we know that equation (2.16) has only one solution.
2. Example 2.14 suggests that the process α t might not in general be differentiable (in the distributional sense) at t = 0. Question: Is it always differentiable for t > 0? Also, we notice that in [BBCL99] it is shown that, for a special case, α t has a density with respect to the Lebesgue measure for t > 0. Question: Is this always true for α t under the assumptions made in Theorem 2.5?
3. Fix a parameter κ ∈ (0, 4]. For each N ∈ N, we consider 2N boundary points 0 < p N,1 < p N,2 < ... < p N,2N = 1 for multiple SLE on H. We set p N := (p N,1 , ..., p N,2N ). Recall that S(p N ) is the set of all C N configurations for these points, endowed with the probabilities given by formula (2.5).
Now we can ask for the limit of S(p N ) as N → ∞ by using an idea from combinatorics, to encode configurations into Dyck paths.
An N -Dyck path is a continuous function d : [0, 2N ] → [0, ∞) defined as follows: 
2] and [MM03]).
Furthermore, we note that the probabilities for configurations are also considered for κ > 4, e.g. in [KP15] . Question: What can be said about the limit of the probabilities for the set S(p N ) as κ → 0? 4. The above questions can be extended to different settings like radial multiple SLE or multiple SLE in multiply connected domains (refer to [Law11] ). For instance, in [Car03] , the author describes the Loewner equation for radial SLE where N simple curves grow from the boundary of the unit disc D within D towards the interior point 0. The radial analogue of Theorem 2.10, i.e. the coefficients in the Loewner equation are 1 N , can be obtained simply by using the main result of [CL01] .
Trajectories of a certain quadratic differential
Finally, we take a look at a Loewner equation that describes the growth of N trajectories of a certain quadratic differential. By using the methods from the previous section, we obtain again an abstract differential equation for the limit case N → ∞, which reduces to the Burgers equation in a special case. N points x N,1 < x N,2 < ... < x N,N on R and the quadratic differential
Consider again
where M N ∈ N ∪ {0}, s N,j ∈ H and α N,j ∈ Z.
Then, R is a trajectory of Q(z)dz 2 and, for every k, there is exactly one trajectory starting from x N,k and going into the upper half-plane. As Q has a zero of order 2 at z = x N,k , this trajectory will form a 90
• -angle with R (see [Pom75, ).
Choose N coefficients λ N,k ∈ [0, 1] such that Note that this is equation (2.18) with the 2 replaced by 1. The limit g t of g N,t satisfies ∂ ∂t g t = M t (g t ) and a simple calculation shows that ∂ ∂t M t (g t (z)) = 0, which implies that t → g t (z 0 ), for z 0 ∈ H fixed, describes a straight line, and that M t (g t (z)) = M 0 (z). 
