Abstract. We classify pointed spaces according to the first fundamental group of their reduced suspension. A pointed space is either of so-called totally path disconnected type or of horseshoe type. These two camps are defined topologically but a characterization is given in terms of fundamental groups. Among totally path disconnected spaces the fundamental group is shown to be a complete invariant for a notion of topological equivalence weaker than that of homeomorphism.
Introduction
In general, the calculation of homotopy groups of suspensions and reduced suspensions is an amazingly difficult endeavour, and little is known, even for simple spaces like spheres. A great deal of research has been devoted to this, beginning with Freudenthal's celebrated stabilization theorem [F] . For the fundamental group only, on the other hand, the situation is more clearly laid out as long as one only considers CW-complexes: π 1 ΣX is just a free group with the number of connected components of X minus one as its rank.
This however belies the rich structure and great variety of groups that can be attained if arbitrary spaces are considered. For example, the Hawaiian earring with its rather complicated fundamental group is the reduced suspension of ω + 1, i.e. a countable set with one limit point. An observer might be inclined to assume that π 1 ΣX is at least completely determined by the path components π 0 X, as is true for the ordinary suspension, perhaps additionally equipped with an appropriate topology -but even that cannot capture the entire variability. As a second example, the reduced suspension of the topologist's sine curve (which has two path components) is known as the harmonic archipelago and its fundamental group contains the rationals Q as a subgroup (this space is homotopy equivalent to that mentioned in [BS] of the same name).
In this article we offer a criterion that relates algebraic properties of π 1 ΣX, such as not containing divisible elements, or being isomorphic to some π 1 ΣY with Y a totally path disconnected space, and a topological condition on X to each other (Theorem B). For the case of totally path disconnected spaces we provide a topological characterization that precisely determines the isomorphism classes of these groups in Theorem A. Definition 1.1. We will call a pointed space (X, x) a horseshoe space if there exists a neighbourhood U of x, and sequences (x n ) n , (y n ) n converging to x, so that x n and y n are in the same path-component of X but every path connecting the two points has to leave U .
Theorem B. For a pointed Hausdorff space (X, x) which is first countable at the distinguished point the following properties are equivalent:
(1) (X, x) is a horseshoe space (2) The fundamental group π 1 (HA) of the harmonic archipelago embeds into π 1 (Σ(X, x)) (3) The group of rationals Q embeds into π 1 (Σ(X, x)) (4) π 1 (Σ(X, x)) contains an infinitely divisible element (5) X is not of tpd-type, i.e. there is no totally path disconnected space Y such that π 1 (Σ(X, x)) ≃ π 1 (Σ(Y, y))
In Section 2 we give some necessary preliminaries and establish notation. Theorem A is proved in Section 3 and Theorem B is proved in Section 4.
We point out that this interesting behavior of reduced suspensions is not limited to the first homotopy group. We illustrate this using a modification of the Warsaw circle. Let X 0 = {(x, sin(π x)) ∶ x ∈ (0, 1]} ⊂ R 2 and X 1 = {0} × [−1, 1], so that X 0 ∪ X 1 is the topologist's sine curve. Let X 2 be an arc beginning at (0, −1) and ending at (1, 0) such that X 2 ∩ (X 0 ∪ X 1 ) = {(0, −1), (1, 0)} and X 2 never enters the upper half plane in R 2 , so that the Warsaw circle W S is given by W S = X 0 ∪X 1 ∪X 2 . Define the Polish sausage to be the quotient space P S = W × S 1 {(0, y, t) ∼ (0, y, t ′ )} (0,y)∈X1;t,t ′ ∈S 1 of W × S 1 which identifies each circle above the limit arc X 1 to a point without identifying points on circles above different points of the limit arc. Thus P S is essentially a two dimensional tube which approaches and thins towards a limiting arc from the side and also tapers to the limiting arc from beloẃ a la the Warsaw circle (see Figure 1 ). This space is path connected and all points except those on the limit arc have a neighborhood which is homeomorphic to R 2 . We claim, without formal proof, that the Polish sausage has trivial homotopy groups for every dimension n ≥ 1. One can roughly see this by noticing that for any compact path connected, locally path connected subset Y ⊂ P S there exists a homotopy H ∶ P S × [0, 1] → P S such that H(z, 0) = z for all z ∈ P S and H(Y, 1) ⊆ X 1 . However, the second homotopy group of the reduced suspension π 2 ΣP S will be nontrivial. We sketch why this is the case. Let z denote the point [(0, 0)×S 1 ] in P S. The set of disjoint circles {(
, 0) × S 1 } n∈ω limits to z. Taking one of these circles
, 0) × S 1 together with the point z and computing the reduced suspension Σ(C n ∪ {z}, z) we get the quotient space of a 2-dimensional sphere obtained by identifying the north and south poles. This reduced suspension includes into the reduced suspension ι n ∶ Σ(C n ∪ {z}, z) → Σ(P S, z) of the entire space. For each n ∈ ω let ρ n ∶ [0, 1] 2 → Σ(C n ∪ {z}, z) be a representative of any nontrivial element of π 2 (Σ(C n ∪ {z}, z)). Each f n = ι n ○ ρ n is nulhomotopic in the space Σ(P S, z), but the infinite concatenation f 0 * f 1 * f 2 * ⋯ ∶ [0, 1] 2 → Σ(P S, z) will not be.
Notation and Preliminaries
Let us first establish some notation. Set canonically embeds into Σ(X, x), as doesX ∶= X × {0}, a homeomorphic copy of X. We shall occasionally refer to subsets of Σ(X, x) of the form X ×([−1, a)∪(a, 1]) and consider that x belongs to this set. Lastly, let χ ∶ Σ(X, x) → X be the noncontinuous map that takes x to itself and a point inX to its projection in X.
Lemma 2.2. Every based loop in Σ(X, x) is homotopic to a reduced loop.
Proof. Let γ ∶ I → Σ(X, x) be a loop at x. Let Λ be the set of open intervals (a, b) in I ∖ γ −1 (x) such that γ((a, b)) ∩X = ∅. Notice that for each λ ∈ Λ we have that γ(λ) is either entirely contained in the open upper half ofX or the open bottom half. Let Λ + be the set of all λ ∈ Λ with each element of γ(λ) having strictly positive second coordinate and define Λ − similarly. Define a homotopy H ∶ I 2 → Σ(X, x) by letting
The check that H is continuous and that H(t, 1) is reduced is straightforward.
Lemma 2.3. If two reduced loops in Σ(X, x) are homotopic the homotopy can be chosen to be reduced.
Proof. Let γ 0 and γ 1 be reduced loops and H be a homotopy from γ 0 to γ 1 in Σ(X, x). Let H ′ (t, s) = H(t, s) whenever (t, s) is in a component K of I 2 ∖ H −1 (x) which intersectsX and let H ′ (t, s) = x otherwise. This new map H ′ is continuous and reduced.
We now define and discuss the topologist product operator on groups, which was first defined in [E1] . Although this construction is fairly general it is sufficient for our purposes to only consider the topologist product of countably many groups.
If (G n ) n is a sequence of groups we define the topologist product ⊛ n G n in the following manner. Call a map W ∶ W → ⊔ n∈N G n a word if W is a countable totally ordered set and for each n ∈ N the set {i ∈ W ∶ W (i) ∈ G n } is finite. We consider two words W 0 , W 1 to be equal provided there exists an order isomorphism f ∶ W 0 → W 1 such that W 1 (f (i)) = W 0 (i). Let W(G n ) n denote the collection of words. For each N ∈ N define a map p N via the restriction p N (W ) = W ↾ {i ∈ W ∶ (∃n ≤ N )W (i) ∈ G n }. Thus p N maps elements of W(G n ) n to finite words which only utilize elements of the set ⋃ n≤N G n . Define an equivalence ∼ on words by letting 
is the equivalence class of the empty word and the inverse of an element is given by
, where W −1 is the word having the same domain as W under the reversed order and W −1 (i) = (W (i)) −1 . The word map p N induces a group homomorphism denoted p N by abuse of notation which is a retraction of ⊛ n G n to the free product subgroup * n≤N G n . If the groups G n are trivial for all n > N then p N is an isomorphism of the group ⊛ n G n with itself. Given N ∈ N let ⊛ n>N G n denote the subgroup of ⊛ n G n consisting of those elements having a word representative
tained by considering a word W ∈ W(G n ) n as a finite concatenation of equivalence classes in * n≤N G n and equivalence classes in ⊛ n>N G n . Let p N denote the retraction from ⊛ n G n to ⊛ n>N G n . In all examples that we consider in this paper the groups G n will be free groups.
The canonical example of a topologist product has G n ≃ Z, in which case ⊛ n G n ≃ ⊛ n Z. Letting a n be a choice of generator for G n ≃ Z, any word W ∈ W(Z) n is ∼ to a word W 0 where im(W 0 ) ⊆ {a ±1 n } n∈N . This particular topologist product is isomorphic to the fundamental group of the Hawaiian earring mentioned in the introduction. We give a description of a class of homomorphisms called realizations from ⊛ n Z to the fundamental group of a space. Suppose (Z, z) is a Hausdorff space which is first countable at z and that (γ n ) n is a sequence of loops such that for any neighborhood U of z there is an N ∈ N such that im(γ n ) ⊆ U for all n ≥ N . Let I denote the set of closed intervals in I whose endpoints are elements of the Cantor ternary set and whose interiors contain no element of the ternary set. The set I has a natural order given by letting I 0 < I 1 if and only if all points in the interior of I 0 are less than all points in I 1 , and the order type is isomorphic to that of Q. Thus given a word W ∈ W(Z) n with im(W ) ⊆ {a ±1 n } n∈N there exists an order embedding ι ∶ W → I and we let R ι (W ) ∶ I → Z be given by
The check that the homotopy class of R ι (W ) does not depend on the order embedding ι is straightforward, so that one can write R(W ) as a loop well defined up to a homotopy taking place entirely in the range of R ι (W ) for any embedding
For example, the Hawaiian earring is formally the subspace
of R 2 where C(p, r) denotes the circle centered at p of radius r. Thus E is a shrinking wedge of countably many circles in the plane with wedge point (0, 0). For each n ∈ N we let γ n ∶ I → E be the loop γ n (t) = (
cos (2πt)). Thus the homotopy class [γ n ] generates the fundamental group π 1 (C((0,
The associated realization map is an isomorphism. The retraction map p N ∶ ⊛ n Z → * n≤N Z is the induced map of the topological retraction which fixes the outer circles
) and sends all other points to (0, 0). We note that if (r n ) n is a sequence of finite natural numbers which is not eventually 0 then ⊛ n Z ≃ ⊛ n F (r n ) by enumerating the disjoint union ⊔ ∞ n=0 r n via a bijection g ∶ N → ⊔ ∞ n=0 r n and defining an isomorphism by mapping a m to the free generator g(m).
Proof of Theorem A
We give the proof of Theorem A, beginning with the reverse direction. Let f ∶ (X, x) → (Y, y) be a bijective map between totally path disconnected spaces, with f continuous at x and f −1 continuous at y. Then there is an induced map ϕ ∶ Σ(X, x) → Σ(Y, y) defined by ϕ((p, t)) ∶= (f (p), t) if (p, t) ∈X, and ϕ(x) ∶= y. This map is well-defined, however it need not be continuous, for neither is f . Nevertheless, it will suffice in a more specific setting:
Recall that a Peano continuum is a path connected, locally path connected compact metric space. The classical Hahn-Mazurkiewicz theorem states that a Hausdorff space is a Peano continuum if and only if it is the continuous image of the closed interval I. Peano continua are obviously closed under continuous Hausdorff images.
Lemma 3.1. If a continuous map g from a Peano continuum Z to Σ(X, x) is reduced, the composite map ϕ ○ g ∶ Z → Σ(Y, y) is also continuous.
Proof. As Z is first countable, it suffices to show that whenever a sequence (z n ) n converges to z ∈ Z, the image sequence (ϕ○g(z n )) n converges to ϕ○g(z). We study two possibilities:
First assume T ∶= {χ ○ g(z n ) ∶ n ∈ N} ∪ {x} is finite. Then the sequence (g(z n )) n and its limit g(z) are contained in Σ(T, x) ⊆ Σ(X, x), a bouquet of finitely many circles. Clearly, ϕ induces a homeomorphism from Σ(T, x) to Σ(f (T ), y), so the sequence ϕ ○ g(z n ) converges to ϕ ○ g(z).
Otherwise consider an infinite subsequence (z n k ) k of (z n ) n so that χ ○ g(z n k ) are all distinct and not equal to x. Because g is reduced, we may choose to each z n k an m k in the same component of Z ∖ g −1 (x) with g(m k ) ∈X, or more precisely, g(m k ) = (χ ○ g(z n k ), 0). As Z is compact, there is a subsequence (z n k i ) i such that the corresponding m ki converge. Z is even a Peano continuum, hence there is a path ρ with ρ 1 − 1 i+1 = m ki . Since these points are in different components in Z, the path g ○ ρ in Σ(X, x) hits the base point x on each subinterval 1 −
, so g ○ ρ(1) has to be x. This then implies the sequence (g(m ki )) i converges to x, which in turn requires χ ○ g(z n k i ) = χ ○ g(m ki ) to converge to x. In particular this shows that
and so also does ϕ ○ g(z n k i ).
Combining this with the argument from the first case shows that every subsequence (z n k ) k of (z n ) n has a sub-subsequence (z n k i ) i with ϕ ○ g(z n k i ) → y. Fortunately this property is adequate evidence for (ϕ ○ g(z n )) n converging to ϕ ○ g(z) = y.
We return to the proof of the theorem. By virtue of ϕ, every reduced loop γ in Σ(X, x) is matched up with a reduced loop ϕ ○ γ in Σ(Y, y). Now by Lemma 2.2 any element in π 1 (Σ(X, x)) can be represented by a reduced loop. Supposing two reduced loops γ, δ represent the same class, then by Lemma 2.3 there is a reduced homotopy H between them. Clearly, ϕ ○ H is a homotopy between ϕ ○ γ and ϕ ○ δ, continuous again thanks to the previous lemma.
Hence, the map
, evidently by construction, thus ψ is a homomorphism. Since it is invertible, it actually is an isomorphism, π 1 (Σ(X, x)) ≃ π 1 (Σ(Y, y)). This completes the proof of the reverse direction of Theorem A.
For the forward direction of Theorem A we build up some notation and develop some machinery about sequences of cardinal numbers. Then we characterize the fundamental group of (X, x), a totally path disconnected Hausdorff space which is first countable at the distinguished point.
If (λ n ) n and (µ n ) n are two sequences of cardinal numbers we write
The relation ≈ is an equivalence relation. We remark that if g ∶ N → N is a bijection then given any sequence of cardinals (λ n ) n we have
Lemma 3.2. (λ n ) n ≈ (µ n ) n if and only if the following hold:
(
µ n and since f is onto we have that µ n = 0 for n ≥ M ′ . Thus (1) holds. If without loss of generality we have
λ n for any L ∈ N, a contradiction. Thus (2) holds. That (3) holds is clear from the existence of f .
(⇐) Suppose the sequences (λ n ) n and (µ n ) n satisfy (1)-(3). We treat cases. If one, and therefore both, is eventually zero then we can select M such that
Next, suppose that both sequences are eventually finite and not eventually zero. If the λ n are all finite then the µ n must all be finite as well, by (3). In this case we have ∑ n λ n = ℵ 0 = ∑ n µ n and any bijection f ∶ ⊔
The case where all the µ n are finite is symmetric. In case the λ n (and therefore also the µ n ) are not all finite, select M such that n ≥ M implies λ n and µ n are both finite. By assumption we have ∑ 
In our last case we suppose that both sequences are not eventually finite. We first modify the sequences to make the proof simpler. Let n 0 < n 1 < n 2 < ⋯ be the subsequence in N such that λ n k is infinite for each k ∈ N. We notice that the sequence (λ
Making the same modification to the µ n , the conditions (1)- (3) are preserved for the pair of sequences (λ ′ n ) n and (µ ′ n ) n . Thus we may assume that the λ n and µ n are always infinite. Let κ be the least infinite cardinal such that (λ n ) n is eventually strictly less than κ, so that by (2) we know that κ satisfies the same condition for (µ n ) n . Note also that we may assume that κ > λ n , µ n for n ≥ 1. This is because we may select M large enough that λ n , µ n < κ for all n > M and letting
. We may also assume that λ 1 ≤ λ 2 ≤ λ 3 < ⋯ and similarly µ 1 ≤ µ 2 ≤ µ 3 ≤ ⋯. This we can do by noticing that since κ > λ n for all n ≥ 1 we may select a subsequence starting n 0 = 0, n 1 = 1 and letting n 2 be the least index > 1 such that λ n2 ≥ λ n1 . In general for k ≥ 1 we let n k+1 be the least index such that λ n k+1 ≥ λ n k . Such selections are always possible since κ was chosen to be the smallest cardinal which was eventually strictly larger than the (λ n ) n and the
Performing the same modifications on the sequence (µ n ) n gives us new sequences (λ (3) with respect to each other. Thus we may assume that (λ n ) n ≈ (µ n ) n , that all λ n and µ n are infinite, that κ is the least cardinal greater than λ n and than µ n for n ≥ 1, and that λ 1 ≤ λ 2 ≤ ⋯ and µ 1 ≤ µ 2 ≤ ⋯. It is possible that λ 0 > λ 1 and that µ 0 > µ 1 . We treat subcases.
Subcase 1 If (λ n ) n is eventually constant then κ is a successor cardinal, say κ = η + , and this implies that (µ n ) n also stabilizes at η. If in addition we have λ 0 ≥ κ then by (3) we know that
If instead λ 0 < κ then by (3) we know that µ 0 < κ as well. Letting λ ′ k = η for all k ∈ N we get once more that (λ n ) n ≈ (λ ′ k ) k ≈ (µ n ) n and so we are done with this subcase.
Subcase 2 If (λ n ) n is not eventually constant then κ is a limit cardinal. Then (µ n ) n cannot stabilize either and we have κ = sup{λ n }
. If in addition we have λ 0 ≥ κ then by (3) we have µ 0 = λ 0 ≥ κ. By gathering finite segments as before we may assume that
(such an f is defined by induction). This gives (λ n ) n ≈ (µ n ) n . Finally, if λ 0 < κ then µ 0 < κ as well (by (3)) and we perform a similar back-and-forth argument to obtain (λ n ) n ≈ (µ n ) n . Lemma 3.3. If γ ∶ I → Σ(X, x) is a based loop then the only limit point of γ(I)∩X in Σ(X, x) can be x.
Proof. The space Σ(X, x) is Hausdorff since X is Hausdorff. Then γ(I) is a Peano continuum, and in particular is locally path connected and compact. The setX is closed in Σ(X, x) and soX ∩γ(I) is compact. ThusX ∩γ(I) is closed in Σ(X, x). If x ′ is a limit point ofX ∩γ(I) in Σ(X, x) then x ′ ∈X ∩γ(I), and if x ′ ≠ x then x ′ ∈X. As γ(I) is locally path connected there exists a path connected neighborhood of x ′ insideX ∩ γ(I). This is impossible since any neighborhood inX of x ′ contains a point in γ(I) ∩X ∖ {x ′ } and such a point cannot be connected to x ′ by a path in X since X is totally path disconnected.
If x ∈ K ⊆ X we may consider Σ(K, x) to be a subspace of Σ(X, x). There is a map
. It is straightforward to prove that this map is a welldefined homomorphism. Moreover, this map composes with the homomorphism
induced by inclusion to give the identity map on π 1 (Σ(K, x)). Thus p K is a group theoretic retraction, so that we may write
Let K X be the set of all countable compact subsets of X which contain x and whose set of limit points is included in {x}. Alternatively K ∈ K X if and only if x ∈ K and for any neighborhood U of x the set K ∖ U is finite. The set K X is a directed set under set inclusion and upper bounds of finite subsets of K X are given by unions.
Proof. That the expression even makes sense and that the inclusion ⊇ holds follows from the discussion above. Any reduced loop γ in Σ(X, x) is a representative of an element of π 1 (Σ(χ(γ(I) ∩X), x)), and so the other inclusion holds by Lemma 2.2.
Lemma 3.5. If x is not a limit point of X then π 1 (Σ(X, x)) is a free group of rank card(X) − 1.
Proof. There exists an obvious homorphism φ ∶ F (X ∖ {x}) → π 1 (Σ(X, x)) which takes each generator x ′ ∈ X∖{x} to a loop that traverses a generator of π 1 (Σ({x, x ′ }, x)). By Lemma 3.4 this map is necessarily onto, since each K ∈ K X is finite and Σ(K, x) is a finite wedge of card(K) − 1 many circles whose fundamental group is mapped onto isomorphically from the free subgroup F (K ∖ {x}) ≤ F (X ∖ {x}) via the restriction of φ. In fact the kernel of φ is trivial since the restriction of φ to any subgroup F (K ∖ {x}) is an injection for K ∈ K X . Let X = U 0 ⊇ U 1 ⊇ ⋯ be a basis of neighborhoods of x. Define a sequence of cardinal numbers (λ n ) n by letting λ n = card(U n ∖ U n+1 ). We now give another characterization of π 1 (Σ(X, x)).
Proof. Since F (λ n ) ≃ F (U n ∖ U n+1 ) we are really showing that π 1 (Σ(X, x)) ≃ ⊛ n F (U n ∖ U n+1 ). We use the characterization in Lemma 3.4 to define a homomorphism, and prove that this homomorphism is an isomorphism.
For each K ∈ K X let K n = K ∩ (U n ∖ (U n+1 ∖ {x})) (each K n is finite). The space Σ(K, x) is either a finite wedge of circles or a homeomorph of the Hawaiian earring. For each x ′ ∈ X ∖ {x} let γ x ′ be a loop that traverses the circle Σ({x, x ′ }, x) exactly once by passing through the negative coordinates first and then the positives. By the discussion in Section 2 we have an induced isomorphism
, where the codomain we have written contains the codomain of each φ K . As each φ K is injective we know φ is injective.
For surjectivity of φ,
is finite. Then for each n ∈ N there exists a finite set K n ⊆ U n ∖ U n+1 such that each letter in F (U n ∖ U n+1 ) used in the word W is actually in F (K n ). Letting K = ⋃ n K n we see that our choice of notation K n matches the K n for K as defined in the previous paragraph. Moreover, W is a representative of an element in ⊛ n F (K n ), and φ K is onto ⊛ n F (K n ), so [W ] is in the image of φ.
We state two results: the first is due to G. Higman [Hi] , the second was proved by K. Eda [E2] .
Theorem 3.7. If φ ∶ ⊛ n Z → F is a homomorphism with F a free group, then for some N ∈ ω we have φ ○ p N = φ where p N is the retraction to * n<N Z.
Theorem 3.8. Let (G n ) n and H j (j ∈ J) be groups and φ ∶ ⊛ n G n → * j∈J H j be a homomorphism to the free product of the groups H j . Then there exist N ∈ ω and j ∈ J such that φ(⊛ n≥N G n ) is contained in a subgroup which is conjugate to H j .
From Theorem 3.7 we obtain the following: Lemma 3.9. If φ ∶ ⊛ n F (κ n ) → F is a homomorphism with F a free group then for some N we have φ ○ p N = φ.
Proof. Suppose for contradiction that for
Let now Y = V 0 ⊇ V 1 ⊇ ⋯ be a basis of neighborhoods of y and define the sequence (µ n ) n of cardinal numbers by µ n = card(V n ∖ V n+1 ). For the forward direction of Theorem A we assume that π 1 (Σ(X, x)) ≃ π 1 (Σ(Y, y)). By Lemma 3.6 we have an isomorphism ψ ∶ ⊛ n F (λ n ) ≃ ⊛ n F (µ n ). If we can show that (λ n ) n ≈ (µ n ) n we will be done, for a witness
) and by extending f to have f (x) = y we obtain a bijective map f with f continuous at x and f −1 continuous at y. We check conditions (1)-(3) of Lemma 3.2. To avoid confusion we let p N,X and p N X be the distinguished retractions on ⊛ n F (λ n ) for each N ∈ N and similarly for p N,Y and p
To see that (1) holds we suppose without loss of generality that (µ n ) n is eventually 0. Then ⊛ n F (µ n ) ≃ * n≤M F (µ n ) ≃ F (∑ n≤M µ n ). Then the image of ψ is a free group, so by Lemma 3.9 we have N such that ψ ○ p N,X = ψ. But ψ is injective, so p N,X has trivial kernel, so that in fact λ n = 0 for n > N .
To see that (2) holds suppose that n ≥ M implies µ n < κ with κ an infinite cardinal. As ψ ∶ ⊛ n F (λ n ) → ( * n≤M F (µ n )) * (⊛ n>M F (µ n )), we know by Theorem 3.8 that there is some N such that ψ(⊛ n>N F (λ n )) is a subgroup of either a conjugate of * n≤M F (µ n ) or a conjugate of ⊛ n>M F (µ n ). By composing the isomorphism ψ by conjugation in the group ⊛ n F (µ n ) we may assume that ei-
, we know since ψ is an isomorphism that in fact ⊛ n>N F (λ n ) is a free group, so applying Lemma 3.9 gives us an M ′ > N such that
. Thus in particular we have λ N ′ < κ for every N ′ > N and we are done in this case as well.
To see that condition (3) holds we let M ∈ N be given. For the homomorphism
be that the rank of
we obtain an M 
The proof of Theorem B
We remind the reader of the statement of Theorem B:
We present the proof in a sequence of propositions. The implication (2) ⇒ (3) follows from the fact that Q embeds as a subgroup of π 1 (HA) (see [CHM] for an explicit construction of such an embedding, or [Ho] ). The (3) ⇒ (4) claim is trivial. We present (4) ⇒ (5) in Proposition 4.1. The (5) ⇒ (1) will be the content of Proposition 4.5. Finally, (1) ⇒ (2) will be shown in Proposition 4.8.
Proposition 4.1. If (Y, y) is totally path disconnected, Hausdorff and first countable at y then π 1 (Y, y) has no infinitely divisible elements.
Proof. We saw in Lemma 3.6 that π 1 (Σ(Y, y) ) ≃ ⊛ n F (µ n ) for some sequence (µ n ) n of cardinals. By the definition of the topologist product we know g ∈ ⊛ n F (µ n ) is not identity if and only if for some N ∈ N we have p N (g) ≠ 1. If g is infinitely divisible then so is p N (g), but p N (g) is in the free subgroup * n≤N F (µ n ) and free groups have no infinitely divisible elements.
We build towards Proposition 4.5, first giving a construction of a graph and then proving a lemma.
Suppose (X, x) is Hausdorff and also first countable at the basepoint. Let X = U 0 ⊇ U 1 ⊇ ⋯ be a nesting basis of open neighborhoods of x, so in particular ⋂ n U n = {x}. For z ∈ X ∖ {x} let g 0 (z) be the maximum n such that z ∈ U n and g 1 (z) be the minimum n such that z ∉ U n (we are using the Hausdorff condition here). Thus g 0 (z) < g 1 (z). Letι ∶ X →X be the mapι(z) = (z, 0) ∈X. Thusι is a homeomorphism and χ ↾X is the inverse homeomorphism. 
z (here we are using the fact that Peano continua are locally path connected).
Notice that any two points z 0 , z 1 ∈ O z can be connected by a path in U g0(z) ∖ U g1(z) since there is a path fromι
We define an open cover O of K ∖ {x} by induction. As K ∖ U 1 is compact and {O z } z∈K∖U1 is an open cover, select a finite subcover O 0 . The set K ∖ (U 2 ∪ ⋃ O 0 ) is compact and covered by {O z } z∈K∖(U2∪⋃ O0) so we pick a finite subcover O 1 . Assuming O n has been defined, notice that K ∖ (U n+2 ∪ ⋃ n j=0 O j ) is compact and covered by {O z } z∈K∖(Un+1∪⋃ n j=0 Oj ) so we pick a finite subcover O n+1 . Let O = ⋃ n O n . Define the graph Γ Y to have vertex set O and to have an edge between O z0 and
is an infinite component then we can pick a tree T ⊆ C such that T has the same set of vertices as C and all edges of T are also edges in C. Then T would also be of finite valence, so by the König Infinity Lemma there exists in T , and therefore in Γ Y , an infinite path
,g0(zn+1)} be a path from z n to z n+1 . By pasting these paths together we obtain a path ρ ∶ I → X by letting
. That ρ is indeed continuous follows from the pasting lemma and from the fact that for any n ∈ N we have ρ(t) eventually in U n .
Lemma 4.4. Suppose (X, x) is Hausdorff and also first countable at x. Let Y ⊆ X be a selection from π 0 (X) with x ∈ Y . Then the homomorphism induced by inclusion ι * ∶ π 1 (Σ(Y, x) ) → π 1 (Σ(X, x) ) is injective.
Proof. Assume the hypotheses and let X = U 0 ⊇ U 1 ⊇ ⋯ be a basis of open neighborhoods at x. Since (Y, x) is totally path disconnected, Hausdorff, and first countable at x we know by Lemma 3.4 that π 1 (Σ(Y, x)) = ⋃ K∈K Y π 1 (Σ(K, x) ) in the notation of that lemma. Thus it suffices to show that ι * ↾ π 1 (Σ(K, x) ) is injective for any K ∈ K Y , so fixing K ∈ K Y we may simply assume Y = K. We have by Lemma 3.6 an isomorphism of π 1 (Σ(K, x) ) with ⊛ n F (λ n ), where
) is a realization of [W ] (see Section 2) then we have by assumption a nulhomotopy H ∶ I 2 → Σ(X, x) of γ. We may assume without loss of generality that
is homotopic to the retraction associated with p N . This would imply that p N ([W ]) = 1 giving a contradiction.
Perform Construction 4.2 of the vertex set O and graph Γ H(I 2 ) for the Peano continuum H(I 2 ).
That f is continuous is geometrically clear. Finally, we note that
Suppose that (X, x) is Hausdorff and first countable at x and not a horseshoe space. Then for each path component C ∈ π 0 (X) with x ∉ C there exists a minimal n such that U n+1 ∩ C = ∅. Were this not the case we would get a sequence (x n ) n with x n ∈ C ∩U n . We let sequence (y n ) n be defined by letting y 0 = x 0 and y n+1 = x n , and since (X, x) is not horseshoe we have for each k ∈ N an n k ∈ N such that n ≥ n k implies there exists a path in U k from x n to y n (else we could pick a subsequence and use U = U k to witness that (X, x) is horseshoe). This implies the existence of a path from x 0 to x, which contradicts x ∉ C.
We say a section Y ⊆ X of π 0 (X) with x ∈ Y is tight if z ∈ Y ∖ U n implies C ∩ U n = ∅ where z ∈ C ∈ π 0 (X). We note that (X, x) Hausdorff, first countable at x and not a horseshoe space implies that X has a tight section by selecting for each C ∈ π 0 (X) with x ∉ C the n with C ∩ U n ≠ ∅ and C ∩ U n+1 = ∅ and picking x C ∈ C ∩ U n .
Proposition 4.5. Let (X, x) be Hausdorff and first countable at x and not horseshoe and let Y be a tight section. Then (a) the map
Proof. We have already seen by Lemma 4.4 that part (a) holds even if the section is not tight. Let Y be a tight section and let f ∶ π 0 (X) → Y be given by Y ∩ C = {f (C)}. To prove part (b) we let γ be a loop in Σ(X, x). Let Λ be the set of components of I ∖ γ −1 (x). Then Λ is a countable collection of open intervals in I. To simplify notation, let γ 1 , γ 2 denote the projection of γ to X and D ○ 1 , respectively, on these intervals (γ 1 = χ ○ γ). We have a trichotomy on Λ, depending on how the ends of the interval are mapped to the basepoint,
To each λ ∈ Λ 0 we can assign a unique component
. Let µ λ be the midpoint of the interval λ, i.e. µ λ ∶= 1 2 (sup(λ) + inf(λ)). Then there is a function u assigning to each λ ∈ Λ 0 the maximal k ∈ N so that U k contains a path connecting the point γ 1 (µ λ ) to f (C λ ). Applying that (X, x) is not a horseshoe space to the sequences (γ(µ λ )) λ and (f (C λ )) λ elucidates that the map u ∶ Λ 0 → N is finite-to-one.
Next observe that every λ ∈ Λ + ∪ Λ − has to be mapped to the path component of x. Extend u by setting u(λ) to be the maximal k so that
. Trivially, the map u defined globally on Λ is still finite-to-one.
The desired homotopy is constructed in two steps. First we move the image of each λ ∈ Λ 0 into a single circle in Σ(X, x) by changing its X-coordinate, whilst that of each λ ∈ Λ + ∪ Λ − is pulled towards an end of D 1 and thus to the base point. For
For s = 0 this coincides with the original path, H(t, 0) = γ(t). Moving up along s, the map traces back each point in the interval λ ∈ Λ 0 to the midpoint µ n with respect to γ 1 . Clearly, H is continuous on each block λ × [0,
2
). By the continuity of γ it is also continuous at the remaining points mapped to x.
Next the image of each λ ∈ Λ 0 is to be moved to the the circle passing through f (C λ ). To each λ let δ λ be a path connecting γ 1 (µ λ ) to f (C λ ) with image in U u(λ) . Then for
The definition of H(⋅,
) matches up precisely with the one from the first half. Again H is continuous on each block λ × [
, 1])) contains the image of all but finitely many of them, H is continuous everywhere. Finally notice that H(⋅, 1) corresponds to a loop in Σ(Y, x), and we have constructed the desired homotopy.
Next we provide a couple of lemmas towards Proposition 4.8.
Lemma 4.6. If (X, x) is a horseshoe space there exists a neighborhood U of x and sequences (x n ) n and (y n ) n in U converging to x such that (1) There exists a path in X from x n to y n (2) There does not exist a path in U from x n to (i) y m for any m ∈ N (ii) x m for m ≠ n (iii) x (3) There does not exist a path in U from y n to (i) x m for any m ∈ N (ii) y m for m ≠ n (iii) x (4) Exactly one of the following holds:
(i) For m ≠ n there is no path in X from x n to x m (ii) All elements in {x n } n∈N ∪ {y n } n∈N are in the same path component in X Proof. By definition of horseshoe space there exists a neighborhood V and sequences (x ′ n ) n and (y ′ n ) n in V such that there exists a path from x ′ n to y ′ n in X but no such path exists in V . Let U 0 = X ⊇ U 1 = V ⊇ U 2 ⊇ U 3 ⊇ ⋯ be a nesting neighborhood basis at x consisting of open sets. We start with condition (4). Define an equivalence relation R on N by letting (m, n) ∈ R if and only if there is a path in X from x ′ m to x ′ n . By Ramsey's Theorem there exists an infinite subset T ⊆ N such that exactly one of the following holds:
(i) For all m, n ∈ T we have (m, n) ∈ R.
(ii) For distinct m, n ∈ T we have (m, n) ∉ R.
Thus by passing to the subsequence given by T we may without loss of generality assume that (4) holds for the pair of sequences (x ′ n ) n and (y ′ n ) n . If (4) (i) holds then for at most one n we have x n connected to x via a path in X. Then by passing to a further subsequence we get all x n in different path components from x in the space X. Furthermore, conditions (1) -(3) obviously follow for U = V and (x n ) = (x ′ n ) n and (y n ) n = (y ′ n ) n . Now we are left with the case where (4) (ii) holds for the sequences (x ′ n ) n and (y ′ n ) n , so all elements in the set S = {x ′ n } n∈N ∪ {y ′ n } n∈N are in the same path component in X. Define h ∶ S × S → N ∪ {∞} by letting h(z 0 , z 1 ) = sup{n ∈ N ∶ ∃ a path in U n from z 0 to z 1 } Were there to exist a sequence (z n ) n in S such that lim inf h(z n , z n+1 ) = ∞ we would have paths ρ n in U h(zn,zn+1) from z n to z n+1 (here we define U ∞ = {x}). By letting
we get a path ρ from z 0 to x within the open set U min{h(zn,zn+1)} which passes through all the points in {z n } n∈N . We treat further cases. Suppose there is no subsequence n k in N for which lim inf h(x
We claim there exists an infinite set T ⊆ N and an m ∈ N such that h(x ′ n , x ′ n ′ ) ≤ m for distinct n, n ′ ∈ T . Supposing not, we define a symmetric relation R m = {(n, n ′ ) ∈ N × N ∶ h(x ′ n , x ′ n ′ ) ≥ m} and notice that N × N = R 0 ⊇ R 1 ⊃ R 2 ⊇ ⋯. Ramsey's Theorem states that there exists an infinite set T 1 ⊆ N such that one of the following occurs: (a) n, n ′ ∈ T 1 ⇒ (n, n ′ ) ∈ R 1 (b) For distinct n, n ′ ∈ T 1 we have (n, n ′ ) ∉ R 1 and by our assumption we know it is (a) that holds. As T 1 is infinite there exists by Ramsey's Theorem an infinite subset T 2 ⊆ T 1 such that n, n ′ ∈ T 2 ⇒ (n, n ′ ) ∈ R 2 (again, by assumption). Continuing in this way we get a sequence of infinite sets N ⊇ T 1 ⊇ T 2 ⊇ ⋯. with n, n ′ ∈ T m implying (n, n ′ ) ∈ R m . But now we select n 1 ∈ T 1 , n 2 > n 1 with n 2 ∈ T 2 , n 3 > n 2 with n 3 ∈ T 3 , etc. and obtain lim h(x ′ n k , x ′ n k+1 ) = ∞, a contradiction. Thus by passing to a subsequence and letting U = U m we may assume that (x ′ n ) n is a sequence in U such that there is no path in U connecting x ′ n to x ′ n ′ for n ≠ n ′ . Moreover there is at most one k for which x ′ k connects to x by a path within U , so by passing to a further subsequence we may assume that none of the x ′ n connect to x via a path in U . We now let x n = x ′ 2n and y n = x ′ 2n+1 and the conditions (1) -(4) are straightforward to check. In case there is no subsequence n k in N for which lim inf h(x ′ n k , x ′ n k+1 ) = ∞ the same proof would yield U and sequences (x n ) n and (y n ) n as desired. Now suppose that for some subsequence n k in the naturals we have lim inf h(x z otherwise is homotopic to the identity map.
Proof. The map H ∶ Σ(Z, z) × [ , 1] → Σ(Z, z) given by H((z 0 , l), t) = f t (z 0 , l) is a homotopy from f to the identity map f 1 .
We note that π 1 (HA), the fundamental group of the harmonic archipelago, is isomorphic to the group ⊛ n Z ⟨⟨{a n } n∈N ⟩⟩. This follows by combining Theorem 5 and Proposition 13 of [CHM] .
Proposition 4.8. If (X, x) is a horseshoe space then the fundamental group of the harmonic archipelago embeds into π 1 (X, x).
Proof. Since (X, x) is a horseshoe space we select an open neighborhood U of x and sequences (x n ) n and (y n ) n in U satisfying the conclusion of Lemma 4.6 . Let γ xn , γ yn ∶ I → Σ(X, x) be given by γ xn (t) = (x n , 2t − 1) and similarly γ yn (t) = (y n , 2t−1), and γ n ∶ I → Σ(X, x) be given by γ xn * γ −1 yn . Let R ∶ ⊛ n Z → π 1 (Σ(X, x) ) be the realization map associated with the sequence (γ n ) n (see Section 2). We notice that each γ n is nulhomotopic in Σ(X, x) since γ xn is homotopic to γ yn via the homotopy H(t, s) = (ρ(s), 2t − 1) where ρ is a path from x n to y n in X. Thus a n ∈ ker(R) for each n and ⟨⟨{a n } n∈N ⟩⟩ ≤ ker(R). We shall be done if we show ⟨⟨{a n } n∈N ⟩⟩ ≥ ker(R).
Suppose that [W ] ∈ ker(R) and fix a representative word W ∈ [W ] and order embedding ι ∶ W → I. By assumption there exists a nulhomotopy H ∶ I 2 → Σ(X, x) of the loop γ = R ι (W ). That is, for all s, t ∈ I 2 we have H(t, 0) = γ(t) H(0, s) = H(1, s) = H(t, 1) = x Lemma 4.9. There exists N ∈ N such that for any n ≥ N , any path in H(I 2 ) from ι(x n ) orι(y n ) to (X ∖ U ) × [− 
