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I. INTRODUCTION 
The purpose of the present paper is to introduce a group of problems 
which represent abstractions from a variety of fairly realistic sequential 
sampling situations. Their common element is the desideratum of an open- 
ended sequential sampling strategy such that the sequence of observations 
generated shall be as large as possible. In two cases (Theorems 1 and 2) 
we exhibit strategies which are asymptotically optimal with only minimal 
information about the unknown probability distributions involved. The first 
of these, discussed in Section II, derives from the problem introduced in 
[l] which has come to be known as the problem of the “two-armed bandit,” 
and has been studied from several different points of view [2-81. The passage 
from two to finitely many arms presents no new difficulty in principle, but 
problems arise when the number of possibilities at every stage is infinite. 
In later sections we discuss a variety of related problems. 
II. THE FIXED CASE 
Let F,, F,, ‘*. be a fixed sequence of distribution functions, having expecta- 
tions t.+ ps, *‘.. We consider an experimenter who can take observations 
sequentially; at each stage, say the nth, he can choose which of the Ft he 
would like to have generate the next observation, X,; he can repeat a 
previously-chosen Ft or choose a new one. Given his choice of t, the observa- 
tion generated is assumed to be independent of all previous choices and 
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observations, but the current choice is allowed to depend on all previous 
choices and observations. We are interested in the existence and construction 
of strategies that guarantee that the observations generated are as large as 
possible, in some sense. Various situations arise depending on the nature 
of the experimenter’s knowledge of the sequence {F,}. Theorem 1 below 
asserts that even when the F, are unknown to the experimenter, there exists 
a strategy that will ensure that 
(1) 
(where& is the mean of the first n observations X1, .“, X,), provided only 
that for some r > 1 the absolute moments of the F, of order r are uniformly 
bounded in t. It is not necessary to know r or an explicit bound. Of course, 
if we make more assumptions it will become possible to compare strategies 
as to their efficiency, or even to ask for an optimal strategy; see Section IV. 
It seems intuitively reasonable that one way to get a good strategy will be 
to choose t at any stage if and only if the mean of the observations generated 
by F, up to that stage is the largest such mean; that is, always to choose the 
leader. However, we must build in a provision for eventually selecting every 
F,, since otherwise there will always remain the possibility of never selecting 
the best one, if such a one exists uniquely. Also, we must arrange that every 
Ft is chosen infinitely often, since otherwise (in general) there will always 
be a small but positive probability of choosing a uniquely best one only 
finitely often because of an unrepresentative sample. 
The simplest way to satisfy these requirements is as in [l] to build into 
the strategy a predetermined sequence of inspection epochs, as follows. 
Let hl, k12, ... be any increasing sequence of positive integers with K,, = 1. 
Let h,, h, ... be a disjoint sequence. Let kar, Kas, 1.. be a third sequence, 
disjoint from the first two, and so on. Whenever n = Ktj for some t,i, we shall 
choose F, for the n-th observation; otherwise, we shall choose the leader. 
Let k(n) be the total number of forced choices up to the n-th stage, i.e. 
the total number of integers /z,~ which are < n. 
THEOREM 1. A. If for some A < 00 and r > 1, 
(i) -” J 1 x I7 dF,(x) < A, t = 1, 2, . . . . --m 
and if we choose the k,, so that 
n=i 
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then when the strategy described above is used, 
(iii) 
B. If moreover 
s 
m 
xT dF*(x) < A, t = 1,2, -a-, 
0 
C. The conditions (i), (ii), (iv) can be replaced by 
(i’> F,(-c) = 0, 
(ii’) 44 = 44, 
(iv’) F,(c) = 1, 
respectively, for some c > 0. 
t = 1, 2, -, 
t = 1, 2, *a-, 
Notice that the choice k(n) = log n satisfies (ii) for all r > 1, so that it is 
possible to construct a suitable strategy even when r is unknown. 
We shall need the following lemma, which is proved in [9]. 
LEMMA 1. I f  Z,, Z,, *** is a sequence of random variables satisfying for 
some r > 1 
(4 E(Z, I Zl, *-y -G--d = 0 (n > 11, 
and 
(b) E(I Zn I’> < A -=c 03 (n 2 11, 
then 
(4 p 1 lipn-lgZ* = 01 = 1, 
i=l 
PROBLEMS OF OPTIMAL SAMPLING STRATEGY 93 
PROOF OF THEOREM 1: A. From (ii) we can define a nondecreasing 
sequence {c,J such that 
c, > 0, 2 c,-’ < 00) n-%(n) c, -+ 0 
R 
(2) 
(see, e.g., [lo]). 
Then by the Markov inequality, from (i), 
F&-c,) < AC, t = 1,2, . . . . 
Hence for any strategy whatsoever, if T, denotes the index of the F, chosen 
at the nth stage, 
P{X, < -cm} = 2 P{ T, = t}. F,(-c,) < AC,: 
t 
and so xc, P {X, < -c,J converges. Hence by the Borel-Cantelli lemma, 
with probability 1 (w.p.1) X,, < -c, only finitely often, so that w.p.1 there 
exists Nr so large that X, > -c,, for all n > Ni. 
We shall prove that (iii) holds by showing that for every t, 
P{lim>f Xn > pt} = 1. (3) 
To see this, choose any t’ and any E > 0. By the strong law of large numbers, 
w.p.1 there exists Ns so large that for all n > N,, the mean of the observations 
generated by Fv exceeds t.+ - E. Set N, = max (N,, NJ and X = min 
(Xl, 42, -..9 XN,). Now for any n > N,, and any t, let Dt be the index of the 
last occasion i such that N, < i < n on which F, was chosen freely, assuming 
that such an occasion exists. Then the sum of all the observations for 
i = 1, 2, .‘., n coming from F, is at least 
(N@t) - l)(~t, - 6) - (N&l - NtPt) + 1) cn 
= Nt(4(~v - ~1 - (N,(n) - NtPt) + lbt, - E + 4 (4) 
where N,(m) is the number of times F, is chosen up to the mth observation. 
If  Ft was never chosen freely on any occasion i with Na < i < n, the sum of 
the observations for i = 1, 2, *.., n coming from Ft is at least 
NdN,) X - W,(n) - NtW,)) cm 
(5) 
= N&G,, - l )-(N,(~)--N,(N,))(~(L,, -•E + 4 + NtP,JW - PFL~’ + 6). 
Now consider the sum (over t) of the coefficients of (pt’ - E + c,J in 
(4) and (5). This certainly does not exceed the number of forced observations 
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between N,, and n, plus the number of last free observations; and the number 
of last free observations cannot exceed the number of different t’s chosen 
up to the nth stage, which in turn cannot exceed K(n). Thus summing (4) 
and (5) over t we have 
r~z??~ 2 n(/~, - c) - 2&z) (pt’ - E + c,) - N&s - E - X)+. 
Now dividing by n and letting n + 00, we have by (2) 
and the result (3) follows. 
B. When (iv) also holds, if we write 
z, = xn - tLT,,> 
then 
E(Z, 1 z,, *a*, z,-,) = E(Z, 1 7-J = 0. 
so that (using the Minkowski inequality) 
E I Z,, lr = E[E(l Z, IT I Z,, ***p Zn-I)] 
G E’[E1”(l -&z 1’ lT,t) + -WI PT, I’ I Tn)l 
< [(2/I)‘/’ + (2A)‘/‘]’ = 2r+lA. 
Hence, by the lemma, L?,, --t 0 w.p.1. Now X,, < sup pt + .%, so that 
P{lip sup X, ,( s’/p pt} = 1. 
Together with (iii), this proves the result (v). 
To prove (vi), observe that (by Minkowski) no matter what strategy is 
used, 
PROBLEMS OF OPTIMAL SAMPLING STRATEGY 95 
so that for any a > 0, 
i’ 1 xn 1 dP < a. j (I .%z l/4T dp lX,l>a lx,l>a 
< 2TA/aT-l + 0 as a--too. 
Thus the random variablesxr, Xe, ... are uniformly integrable [l 1, p. 1621. 
Now using (v), it follows (lot. cit.) that Xn --f supt pt in absolute mean, 
from which (vi) follows immediately. 
(C) If (i’) is given, the argument in A. goes through with c, replaced by c 
throughout, except that at the final stage we require only (ii’); the argument 
in B. holds good if we put r = 2 and A = c2. 
III. A RANDOM CASE 
Suppose now that the experimenter is presented with a class of distribution 
functions (Fe) indexed by a parameter 0 lying in a space D. We suppose 
that there is a sequence PI, Pz, ... of probability measures over Sz. At each 
stage, say the nth, the experimenter has to choose a value of 8,0, say; he can 
either choose it at random, in which case it is generated according to the 
measure P,, or he can choose to set 0, equal to any previously chosen value. 
In either case, he then obtains an observation X,, distributed according to 
Fe,, but otherwise independent of all previous choices and observations. 
There are several interesting possibilities regarding {FB} and the sequence 
PI, Pz, ..‘. 
A particularly simple version of the problem arises when P, is independent 
of 71 and each Fo assigns probability one to the single value 0. Changing the 
notation slightly we have the following formulation of a sequential decision 
problem. 
There is a distribution function Q(y) on the real line; a sequence of “obser- 
vations” Yi, Ys, ... is to be generated according to the following rule. 
Y, is generated according to (2, and at each stage after the first the experi- 
menter can either choose a new observation (generated according to Q) or 
can repeat any one of the previous observations. It is desired that the cumula- 
tive totals of the observations generated shall have the largest possible 
expectations. 
Suppose first that Q is known. Without loss of generality we can assume 
that 
.I-, m Y dQW = 0. (8) 
96 MALLOWS AND ROBBINS 
Then we can derive the best strategy for exactly n observations by the 
dynamic programming technique, as follows. For 1 < K < n, let &2(x, k) 
be the expectation of the sum of the last k observations (out of n) using the 
best strategy, when the largest observation so far (i.e., at epochs 1, 2, ..., 
n - K) is X. M(x, k) is evidently independent of n. We write M(n) for M(0, n), 
and this can be shown to be the maximum expected sum of n observations 
starting from scratch when the first observation is necessarily taken from Q. 
We have 
M(x, k) = max x + M(x, K - I), 
I 
s z -03 m(x, k - 1) ~Q(Y) + jm M(Y, h - 1) dQ(y)}, z 
where the two terms on the right arise from the two possibilities: (i) repeat X, 
(ii) choose a new value of y (generated according to Q). It follows easily 
that the experimenter should choose to repeat x if and only if 
x > s O” (M(y, K - 1) - M(x, K - 1)) dQ(y). 2 
By induction it can be established that for each k, M(x, K) is a convex function 
of X, and is nondecreasing in each argument; further, that x should be 
repeated if and only if x > TV, where 71c satisfies the equation 
2-k = (k - 1) j (Y - 4 ~Q(Y). 
1.k 
(9) 
It is easily seen that (9) has a unique solution, with 0 = or < 7s < .*.. 
The sequence {TV} defined by (9) yields the optimal strategy for any fixed n. 
Further, 
M(x, n) = nx for x 3 T9l, 
M(x, n) = M(0, n) for x < 0. 
It is rather remarkable that in some cases we can obtain an asymptotic for- 
mula for M(n) as n ---f co. Let v(n) be the expectation of I’, = max (Z,, *.. Z,), 
where Z,, Z,, ... is a sequence of independent random variables distributed 
according to Q; then for every m such that 1 < m < n we have 
(n - m) v(m) < M(n) < n v(n). 
Here the left-hand expression is the expected sum of observations using the 
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strategy: first take m independent observations, and then repeat the largest 
of these n - m times. Hence if as n + 03, 
we shall have 
M(n) - m(n). (10) 
This is so, for example, whenever 
44 - W(log n)W (11) 
for some LX, W > 0, as is the case when Q is normal, logistic, or gamma. 
Turning now to the problem of specifying an open-ended sequential 
strategy, we shall show that in certain cases it is easy to find one for which both 
lip E( Yi + *** + YJilqn) = 1, (12) 
and 
P{lip (Yi + ..* + Y,)/M(n) = 1) = 1. (13) 
In fact, consider the strategy defined by a single sequence of integers 
1 = K, < K, < ... (cf. Section II). Here, whenever rr = ki for some j, 
a new value of Y is generated (according to Q), while otherwise the largest 
value observed so far is repeated. Let k(n) be the number of terms Ki not 
exceeding n. Theorem 2 below establishes the existence of a strategy of this 
kind for which (12) and (13) will both hold for any Q satisfying certain 
fairly qualitative conditions. This is somewhat surprising when we recall 
the very detailed knowledge required (9) before we can attain an expected 
return of exactly il4(n) for just one n. 
To state the theorem, we need to define v(n) as above and u(n) as the smallest 
solution of the equation Q(u(n)) = 1 - l/n. In the proof, we shall use the 
following 
LEMMA. Equation (16) below implies V&(n) -+ 1 w.p.1. 
THEOREM 2. If  we use the strategy described above with 
k(n) = 44, 
log (n/K(n)) = O(loglog n), 
(14) 
(15) 
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and if Q satisjies the following conditions as n 4 03: 
u(n) - u(n log n), W) 
u(n) - +>, (17) 
tken (12) and (13) both hold. 
Notice that the choice k(n) = n/log n satisfies (14) and (15); thus a suitable 
sequence is the sequence of primes (!). Also, a sufficient condition for (16) 
and (17) is (11). 
PROOF OF THEOREM 2: From (15) and (16) we have 
44 - W9) ; W 
also (16) and (17) imply the relations preceeding (10) and hence (10). Put 
L = m=(Yk19 Yk,, -*, YkkJ 
Then 
y1+ -a* + Y&au(n) <L&(n) -+ 1 w.p.1 
by the lemma and (18); also 
NY1 + *.. + YJ44 < ~(QW44 - 1 
using (17) and (18). Conversely, we have 
where we shall take m = [n/log rr]. On dividing by nu(n) and letting n in- 
crease indefinitely, w.p.1 the first two terms on the right approach zero, 
while the last term approaches 1. Using (lo), this proves (13). On taking 
expectations in (19), only the last term remains; the result (12) follows using 
(16), (17), and (10). 
It is possible to obtain as estimate of the rate of approach to the limit in 
(12) ; we state without proof that if (11) holds and if k(n) = O(n loglog n/log n) 
then 
E(Y, + 4.. + Y,)/&?(n) = 1 - O(loglog n/log a). 
IV. SOME VARIATIONS 
1. There are several interesting modifications of each of the problems 
considered above. First, in the fixed case of Section I, if we suppose that the 
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F, are allowed to be completely arbitrary (subject only to having finite 
expectations), and are unknown to the experimenter, then no strategy can 
ensure that (1) holds. For, in this case, to have any chance of achieving (l), 
the strategy must arrange (w.p.1) to continue to choose new F, infinitely 
often, and must eventually (w.p.1) h c oose each at least once; otherwise it 
might never choose the one with the largest expectation, if such a one exists 
uniquely. Given any such strategy, it is not difficult to construct a sequence 
{F,} such that (1) fails to hold, but we do not know whether convergence in 
probability or in expectation can be achieved. 
2. Suppose now that all the F, are completely known. Then if sup pt is 
attained for some t, the optimum strategy is trivial; it is not difficult to show 
that in the contrary case it is still possible to construct a strategy to ensure 
that (1) holds. In fact, it is sufficient to consider strategies of the form 
for n = 1, ..*, nl, choose Ftl, 
for n = n, + 1, **o, n2, choose F,,, etc., 
where t,, t,, ... is a sequence chosen to make pt, converge to sup, pt. 
3. Suppose we constrain the experimenter in such a way that he cannot 
choose any F, until he has chosen each of F,, F,, ‘.., F,-, at least once. This 
makes no difference in the case of partial knowledge considered in Section II, 
but it raises different problems when more is known. Thus in the case of 
perfect knowledge considered just above it is not difficult to adjust the strategy 
we constructed so that (1) continues to hold; but now it is legitimate to 
expect that more can be achieved. For any one n it is not hard to specify a 
sampling strategy that maximizes the expectation of the sum of the first n 
observations; suppose this maximum is M,. We remark that M, is necessarily 
a convex function of n. Now for a sequential strategy, it is natural to compute 
an index of merit 
and to seek a strategy that will make these ratios large, in some sense. But 
in what sense ? It is obviously possible to make R, = 1 for any one chosen n, 
or to make R”, --+ 1 for some suitable subsequence {n,} ; but in general 
we are unable to ensure even that lim,inf R, > 0. Is there some better basis 
for comparison than R,? 
4. We return to the random case considered in Section III, but we now 
suppose that there is given a constant 8 > 0 and that at the nth stage the 
experimenter is limited to either choosing Y, = Y,-r - 6 or to choosing 
Y, = a new (independent) observation generated according to the fixed 
distribution Q. We may call this the random-discount case. 
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To arrive at an optimum open-ended sampling scheme for this situation, 
we convert it into a closed-end situation by making use of the concept of a 
regeneration event, familiar from the theory of renewal processes. Here, 
whenever the experimenter chooses to observe a new Y, he effectively starts 
afresh; let us take as our regeneration event the event that the experimenter 
chooses to observe a new Y. It is apparent that this decision should depend 
only on the value of Y,-l; in fact there must exist a number A such that 
(a) if Ymml - S < A the experimenter chooses a new Y, (distributed 
according to Q), 
(b) if Y,-r - S > A he puts Y, = Y,-r - S. 
Let the sampling variable N be the first index for which the choice (a) is 
made; then obviously 
Q(A + ns> - Q(A + (n - 1) S) 'tN = n, = !Q(A + 6) (a 3 3, (n = 1). 
Now E(N) and E( Yi + **. + YN) can be written down; when (8) holds 
it can be verified that E(Y, + ... + Y,)/E(N) is a maximum when 
and that the maximum value is then simply A. The right-hand side of (20) 
is bounded as follows: 
1 -. 
2s 1: (y - A - S)2 dQ(y) < r.h.s. < & ,y (y - A)2 dQ(y). 
Comparison of these results with Eqs. (17) and (19) of [12] is interesting. 
A fairly simple modification of the above model is obtained by letting S 
become a random variable; a much more fundamental difficulty is introduced 
when we suppose that the Y’s are not directly observable. 
5. One way of bringing an opponent into the picture is to suppose that in 
the fixed case, whenever the experimenter decides to use a fresh distribution 
F,, an opponent can present him with any one in the allowed set {FL}. There 
is now a conceptual difficulty; it is not obvious that we can discuss probabili- 
ties of various events before the opponent’s strategy has been fully specified. 
However, it may be possible to prove that a certain experimenter’s strategy 
is “good” in some sense (that of (l), say) against all possible opponent’s 
strategies; such a strategy might be called “unbeatable.” We shall show below 
that the strategy considered in Theorem 1 is unbeatable in the situations 
considered there. 
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An intriguing situation now arises; it is possible to have a strategy that is 
“good” against any fixed sequence of F, drawn from a certain class, without 
the strategy being unbeatable. TO show this, we consider the simplest possible 
class, as follows. There are just two types of distributions; those of type 0 
assign probability one to the event X = 0, while those of type 1 assign 
probability one to the event X = 1. For this class, the optimum strategy is 
obvious, unique, and is trivially unbeatable in any sense. We shall describe 
another strategy which is good in the sense that when it is applied to any 
fixed sequence F,, F,, ... of these two types it ensures that -& + 1 w.p.1. 
(provided only that the sequence contains at least one of type l), but which 
is nevertheless beatable, in the sense that if an opponent knows the strategy, 
then by judicious manipulation of the sequence presented to the experimen- 
ter, the opponent can ensure that.??, -+ 1 with probability 0, or even that 
P{l$Xw = Q} = 1. (21) 
Without loss of generality we may assume that Fl and F2 consist of one 
of each type. Now we work in cycles, starting with K = 1. In the Kth cycle 
we frrst observe ki’s (that is, we choose to repeat a previously chosen distribu- 
tion of type 1, k times). Then we toss a fair coin to obtain a number Y, 
with P(Y = 0) = * = P(Y = 1). W e call for a fresh distribution, and 
observe the outcome. If this distribution was of type Y, we observe one 
distribution of type 0, and toss another fair coin, obtaining Y’. We call for 
another fresh distribution; if it is of type Y’, we observe another 0. We conti- 
nue in this way until a mismatch is observed; this terminates this cycle of the 
strategy. 
Evidently this strategy does ensure that xn -+ 1 w.p.1, and ;as it stands 
it is unbeatable, unless the opponent can observe the outcomes of the coin 
tosses and hence choose the new distribution suitably. To arrange for this, 
we insert into the strategy, immediately after every coin toss, a move whose 
whole purpose is to inform the opponent of the outcome of that toss: we choose 
to observe at this point an identified distribution of the corresponding type. 
Then the opponent, knowing the strategy and observing only the experimen- 
ter’s choices, can ensure that (21) holds by presenting as each fresh distri- 
bution the one just observed, so that a mismatch never occurs. 
The strategy described here is randomized, and this seems to be essential 
for the class of distributions considered; but this would be unnecessary if 
non-degenerate random variables were introduced. 
Our purpose in discussing this idiotic strategy is merely to point out that 
good but beatable strategies do exist. It would appear that by proceeding 
as in the above example, given any unbeatable strategy, a good but beatable 
strategy can always be constructed. The following are open questions: 
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(i) Does there exist a class of distributions such that a good strategy 
exists, but such that every good strategy is beatable? 
(ii) Alternatively, is there any useful way of making a good, beatable 
strategy unbeatable, in general? In the above strategy, it is only necessary 
to delete the signalling move. Must every good, beatable strategy contain 
signals ? 
(iii) Are there any useful criteria for unbeatability 7 
We conclude by establishing that the strategy described in Section II is 
unbeatable under the conditions of Theorem 1. Here, all the opponent can 
do is to choose which distribution to present to the experimenter whenever 
n = K,, for some t; this choice is allowed to depend on all the previous 
choices and observations. We assume that the opponent has a strategy, so 
that everything remains measurable. We must now interpret sup tag as being 
the supremum of the expecttitions of all those distributions that are eventually 
presented to the experimenter ; this may be a nondegenerate random variable. 
Correspondingly, we replace (3) by 
P{limninf x, 2 pt 1 Ft is presented at some time} = 1. (22) 
The proof given in Section II will establish (22). 
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