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Abstract
The growth in transport demand of the last years is a trend expected to continue in the coming years. In railways, the diﬃculties
in building new infrastructures due to high costs or physical obstacles have translated into the need to utilize the already existing
infrastructures at their full capacity. During the daily operations disturbances may happen, creating overlapping requests for the
same tracks at the same time by multiple trains. Traﬃc controllers are thus required to solve these problems, taking decisions on
how to answer the overlapping requests. This may lead to the creation of consecutive delays on the network, which in turn may
create new conﬂicting requests and so on, impoverishing the quality of the service oﬀered. In order to minimize the propagation
of consecutive delays, thus recovering the quality of the service, real-time traﬃc adjustments are necessary. A stream of research
focuses on the real-time railway traﬃc management problem. In this problem both routing and scheduling decisions are considered
simultaneously. The problem dimension and the computational time required to ﬁnd a solution of acceptable quality are strongly
aﬀected by the characteristics of the rail network and traﬃc ﬂows, and in particular by the number of routing combinations that can
be assigned to the trains. This paper presents a new ﬁltering method for the selection of a set of possible routings for each train,
whose maximum dimension is a parameter to be set, in order to facilitate the computation of a good solution for the subsequent train
routing and scheduling problem. We call this the routing selection problem. It represents a ﬁrst step in the solution process of the
real-time railway traﬃc management problem. We model this problem using a N-partite graph in which each partition represents
the set of alternative routings for a train. To solve the routing selection problem we use ant colony optimization, a meta-heuristic
based on ant colonies’ behaviour. Each ant builds a solution by assigning one routing to each train based on heuristic information
and pheromone trails. The heuristic information is a greedy measure of the eﬀect of a particular assignment on the overall solution
quality. The pheromone trail represents the shared knowledge on the quality of the previously built solutions which include the
assignment itself. A pool of good quality solutions are generated and the corresponding combination of routings is released as
input to the real-time railway traﬃc management solver.
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1. Introduction
Nowadays, due to the increasing traﬃc demand in transports in general and railways in particular, railway compa-
nies face the challenge of expanding their oﬀer and appropriately address this growth. Infrastructures are thus often
used at their full capacity. To maintain a satisfactory quality of service and reduce passengers’ inconvenience (Ginkel
and Scho¨bel (2007)), an eﬃcient management of traﬃc situations that may aﬀect the normal course of daily operations
is required. Dispatchers manage at the best of their capacity railway traﬃc, intervening in case of unexpected events
to minimize the disturbances they may provoke. However, it is not easy to immediately judge the eﬀects a particular
decision may have. In some cases, new delays may be caused, creating new problems for the traﬃc such as concurrent
conﬂicting requests of the same tracks by multiple trains. Therefore, the delays may propagate in the network. Still,
few decision support tools are available to help controllers evaluate the eﬀectiveness of their decisions.
We call real-time Railway Traﬃc Management Problem (rtRTMP) the detection and resolution of conﬂicting re-
quests in disturbed operations. The problem is well studied in the literature and diﬀerent characteristics and ap-
proaches can be found. Two diﬀerent granularities are mainly used to model the infrastructures: macroscopic, where
resources model groups of block sections (Dessouky et al. (2006), Kecman et al. (2013), To¨rnquist and Persson (2007))
or microscopic, where each resource represents a single block section (D’Ariano et al. (2014))) or a single track circuit
(Caimi et al. (2012), Corman et al. (2009a), Pellegrini et al. (2014), Rodriguez (2007)). In Lamorgese and Mannino
(2015) where the problem is tackled with a decomposition algorithm, both granularities are considered: a microscopic
model is used for stations while a macroscopic one for the overall network. A number of objective functions are used
in the problem. While an agreement on the most important does not exist, most of the objective functions in the lit-
erature deal with delay minimization. We call primary delays the delays caused by unexpected events in the network
and secondary delays the additional delays due to primary delay propagation. In this problem, to recover feasibility,
both routing and scheduling decisions may be taken. In both cases these decisions may cause secondary delays due
to increasing travel times: for routing decisions, when an alternative routing requires a higher travel time compared to
the previously planned one; for scheduling decisions, when two trains require the same resource at the same time and
one has to wait for the other to complete its operations before beginning its own.
The high number of routing possibilities signiﬁcantly aﬀects the complexity of the problem. In order to limit it,
diﬀerent approaches have been considered. A line of research does not take into consideration re-routing possibili-
ties, leaving to each train its planned routing and studying scheduling decisions optimization (Corman et al. (2014),
D’Ariano et al. (2007), Liu and Kozan (2009), To¨rnquist Krasemann (2012)). In other cases, a certain number of
alternative routing is selected based on a-priori (Caimi et al. (2011)) or random decisions (Pellegrini et al. (2015)).
Furthermore, iterative methods have been considered where a scheduling solution is found for a combination of rout-
ings which varies throughout the iterations of the algorithm (Corman et al. (2009b), Lusby et al. (2013)), or where
decomposition is used to simultaneously solve the routing and scheduling problem (Meng and Zhou (2014)). To the
best of our knowledge, no formal methods to select suitable subsets of the available routings have been studied in the
literature.
We call Routing Selection Problem (RSP) the problem of choosing a number of promising routings for each train.
It is a sub-problem of the rtRTMP. Indeed, considering only the so selected routings reduces the number of variables
of the overall problem, simplifying the search of a solution. Thus, the RSP represents the ﬁrst step in the solution
process of the rtRTMP and its performance shall be evaluated based on how the selected routings improve the rtRTMP
optimization process. From now on we consider the rtRTMP as microscopically modelled on a track circuit level,
using as objective function the minimization of the total secondary delays at end stations, including all possible re-
routing decisions.
In this paper, we develop a ﬁlter for tackling the RSP. It uses an algorithm based on Ant Colony Optimization
(ACO), a meta-heuristic inspired by the foraging behaviour of ant colonies (Dorigo and Stu¨tzle (2004)). Originally
successfully applied to the traveling salesman problem, in railways it has been used in the rolling stock problem (Tsuji
et al. (2012)), the timetabling problem (Huang (2006)) and the re-scheduling problem (Fan et al. (2012)).
Section 2 presents a model formalization of the RSP. In Section 3, the meta-heuristic used and its speciﬁc charac-
teristics are detailed, while Section 4 shows the evaluation of the ﬁlter performance on a practical French case study.
Section 5 reports the paper conclusions and outlines future research directions.
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2. Model Formalization
A number of distinct routings exist in a network, where a routing is a sequence of sub-sequent track circuits that
leads from an entry point to an exit point in the network. Each train can traverse the network using one routing in a
set of possible alternatives. Alternative routings must have the same entry and exit points unless they correspond to
a station platform. In this case the other platforms of the same station may be substitute extremes of the alternative
routings as well. Moreover, the alternative routings have to pass in the stations where the train is required to stop,
according to its timetable. We recall that the RSP is the problem of choosing a limited number of alternative routings
for each train. The objective of the problem is to assign to each train a set of routings that introduce minimum potential
secondary delays, which is an estimation on the actual secondary delay that will be precisely computed and minimized
in the resolution of the rtRTMP. We model the RSP using a construction graph G = (C, L), as shown in Figure 1. Each
component ci ∈ C represents a single assignment of a routing to a train. This graph is N-partite, with n disjoint subsets
Tt, each one representing the set of routings train t can use, with t = 1, . . . , n and n the total number of trains travelling
in the network,
⋃n
t=1 Tt = C. Considering components ci ∈ Tt and c j ∈ Tv, a link {ci, c j} = li j ∈ L exists if and only
if t  v and, in case a rolling stock constraint exists between t and v, if and only if i and j are coherent, that is, if
the destination of the ﬁrst train corresponds to the origin of the second. The set of feasible solutions is formed by
all possible cliques of size n present in the graph such that the routings assigned to the trains using the same rolling-
stock are coherent. As stated in Section 1, the aim of the RSP is ﬁnding good routing combinations to simplify the
resolution of the rtRTMP. The relation between RSP and rtRTMP is in how to assess the best routing for each train. To
properly do so, one needs to suitably deﬁne components and links costs. Let ui be the cost associated with component
ci and wi j with link li j , they indicate respectively the undesirability of choosing a particular component for itself or
in combination with another. The RSP objective is to ﬁnd the minimum cost feasible clique, i.e., the most promising
coherent routing combination, computed as:
∑
li j∈L
wi jyi j +
∑
ci∈C
uixi
. Here xi is a binary variable stating if component ci has been selected in the solution (xi = 1) or not (xi = 0) and yi j a
binary variable stating if link li j, and thus both ci and c j, are selected (yi j = 1) or not (yi j = 0).
Fig. 1. Example of a construction graph G = (C, L)
Since we aim to minimize the potential secondary delays, the costs have to be linked with the causes of these
delays. As already stated, secondary delays are inﬂuenced by scheduling and routing decisions, i.e., by decisions
taken on the order in which trains use common resources and on the selection of a diﬀerent routing with respect to the
one of the timetable. For potential secondary delays due to scheduling decisions, we evaluate the duration of resource
conﬂicting requests, i.e., the time-overlap in which pairs of trains request the use of the same resource. To compute
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these potential secondary delays we consider the planned running times of trains. We compute for each pair {ci,c j} the
potential secondary delay caused by two time-conﬂicting requests on the same resources and use it to represents the
cost wi j. In detail, for each couple of alternative routings of two trains, we ﬁrst determine if they use the sequences of
common resources in the same order or not, that is, if the trains travel in the same or in opposite directions. If the order
of use is not the same, the potential secondary delay equals the shortest use time overlap along a sequence of common
consecutive resources. If the order of use is the same, we try to simulate the scheduling decision giving priority to the
train which would suﬀer the most otherwise, conservatively focusing on the location where this scheduling decision
would have the highest impact. We consider two possible strategies to assess the potential secondary delay and deﬁne
the cost of the link:
• Potential secondary delays are computed on all conﬂicting resources. For each train concerned by the link,
the maximum potential secondary delay on a the common resources is computed, and the minimum between
these two maximum is selected. This corresponds to simulating the scheduling decision which gives priority
to the train which would suﬀer the most otherwise, thus evaluating the minimum maximum secondary delay it
propagates;
• Potential secondary delays are computed only on one resource per conﬂict. The selection of which resource to
consider is made in two steps: ﬁrst we ﬁnd the resource with the maximum use time for each train; second, we
either select the resource which results for both trains, if it is the same, or the one with the minimum use time.
This strategy is computationally lighter than the former, still keeping the conservative spirit of considering the
minimum maximum potential secondary delay.
Fig. 2. Figurative example for cost computation. p, r, k indicate where the overlapping resources between A and B begin while q, k, z where they
end. h and n indicate where the overlapping of common consecutive resources between B and C respectively begin while o and m where they end.
Let us introduce a ﬁgurative example as an additional explanation in Figure 2. We study a network on which three
trains (s, t, v) can use respectively routings (A, A and B, C), shown in the ﬁgure. Since trains s and v do not have
common resources on routings A and C, the cost of choosing link lsAvC is null (wsAvC = 0). Same goes for wtAvC = 0.
However, routing B shares resources with C and thus we must check if t and v require them at overlapping times for
assessing the corresponding potential secondary delay. Remark that B and C occupy resources in opposite directions.
Suppose btBh = 15 and bvCn = 12 are the times trains t and v start using respectively routings B and C when entering
common resources, t in h and v in n. Suppose also etBo = 22 and evCm = 20 are the times trains t and v end using
respectively routings B and C when leaving the common resources, t in o and v in m. If train t is scheduled before v, v
will have a potential secondary delay of 10 (etBo − bvCn = 22 − 12). Otherwise, train t will have a potential secondary
delay of 5 (evCm − btBh = 20 − 15). The cost associated to the link between ctB ∈ Tt and cvC ∈ Tv is the minimum
between those two values, thus 5 (wtBvC = 5). For what concerns the assignments sA and tB, observe that the trains
travel in the same direction and have three conﬂicting resources (1, 2, 3 in Figure 2). Suppose for resource 1 btBp = 10,
bsAp = 17, etBq = 14, esAq = 18, for resource 2 btBr = 38, bsAr = 33, etBk = 49, esAk = 40, for resource 3 btBk = 49,
bsAk = 40, etBz = 63, esAz = 46. Since the trains travel in the same direction, let us consider the two strategies described
above:
538   Marcella Sama` et al. /  Transportation Research Procedia  10 ( 2015 )  534 – 543 
• In the ﬁrst, we look at all conﬂicting resources. For each train, we compute the potential secondary delays
on these resources and then take the maximum. For train t, delayt1 = 18 − 10 = 8, delayt2 = 40 − 38 = 2,
delayt3 = max(0, 46 − 49) = 0. Hence delayt = max(8, 2, 0) = 8. For train s, delays1 = max(14 − 17, 0) = 0,
delays2 = 49 − 33 = 14, delays3 = 63 − 40 = 23, and delays = max(0, 14, 23) = 23. Between the two train
delays we take the minimum, thus wsAtB = min(8, 23) = 8;
• In the second, we ﬁrst select which resource to consider for each conﬂict. In the example two potential conﬂicts
arise. In the ﬁrst, there is only one resource, and thus it is selected. In the second, we have two resources.
The occupation times of train t are tocc2 = 11 and tocc3 = 12. We select the resource with the maximum
occupation time, i.e., resource 3. The occupation times of train s are socc2 = 7 and socc3 = 6, we select
resource 2, being the one with the maximum use time. Since for the two trains we have selected two diﬀerent
resources, we consider the one with the minimum occupation time min(tocc3 = 12, socc2 = 7) = 7, i.e., resource
2. At this point we evaluate the potential secondary delays. For resource 1, if train s is scheduled before
train t delayt1 = 18 − 10 = 8, otherwise delays1 = max(14 − 17, 0) = 0, while for resource 2, if s ≺ t
delayt2 = 40 − 38 = 2, otherwise delays2 = 49 − 33 = 14. For each resource we take the minimum, thus
delay1 = min(0, 8) = 0 and delay2 = min(2, 14) = 2. Afterwards, we take the maximum: wsAtB = max(0, 2) = 2.
We compute potential secondary delays due to routing decisions as the positive diﬀerence between the total travel
times of the alternative and default routings. We consider these potential secondary delays in three diﬀerent ways: we
ignore them; we consider them in wi j on all the links incident on component ci, representing the routing; we consider
them as ui on the component ci, representing the routing.
In the ﬁgurative example in Figure 2, suppose for train t that its default routing is A and its travel time is 40. The
travel time on alternative routing B is 52. The secondary delay due to choosing routing B instead of A for train t is 12
(52 − 40). Considering the three cases stated above we may:
• Not consider it. All component costs are null and link costs relates only to scheduling decisions;
• Consider it on link costs. wtBvC = 5 + 12 = 17 and wsAtB = 8 + 12 = 20 or wsAtB = 2 + 12 = 14;
• Consider it on component costs. utB = 12.
Combining the diﬀerent possibilities shown above, we obtain six diﬀerent combinations of cost constructions, as
shown in Table 1. On the rows there are the two possibilities for the scheduling decisions, while on the columns
the three for the routing decisions. In Section 4, we show how we select the best combination through experimental
analysis.
Table 1. Combination of cost constructions
No routing delays considered On wi j On ui
All Resources AllNoLR AllWLR AllULR
Maximum Resource MaxNoLR MaxWLR MaxULR
3. The meta-heuristic algorithm
To solve the RSP we implement an algorithm based on ant colony optimization, a meta-heuristic inspired by the
foraging behaviour of ant colonies. The meta-heuristic incrementally constructs solutions, one for each ant. At each
step an ant selects a new solution component probabilistically, considering pheromone trails (representing the colony’s
shared knowledge on the quality of the component) and heuristic information (greedy measure of the quality of the
component). Once all ants have built a solution, the best feasible one is chosen and the pheromone trails are updated
accordingly. This process is repeated iteratively until the available computation time has elapsed.
We consider the ACO algorithm for the subset selection problem, in particular for the maximum clique problem
(Solnon and Bridge (2006a)), because of the good performance obtained when compared with other heuristic ap-
proaches for the same problem (Solnon and Bridge (2006b)) and of the nature of the RSP: ACO is a population-based
meta-heuristic where multiple solutions are quickly built, making it particularly adapt to our scope of ﬁnding multiple
good quality solutions.
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After randomly choosing the ﬁrst component ci, a set of Candidates is created, including all the components linked
to ci. The component to be added to the solution under construction is chosen among these candidates using a random
proportional rule, which takes into consideration both pheromone trails and heuristic informations associated to the
links. The pheromone trails follow the clique pheromone strategy (Solnon and Bridge (2006a)), in which pheromone
is added on all links belonging to the clique. For each link, the value of its associated heuristic information is 11+wi j .
After each addition, the set of candidates is updated, eliminating all elements not connected to the last component
added to the solution. A solution is complete when the candidate set is empty. It is feasible if the clique cardinality is
n, where n is the number of trains in the network.
Among the diﬀerent solutions found by the ants, the best one is selected and improved using a local search, which
operates as follows: a solution component is selected and, for the train to which the component belongs, we search the
best alternative such that, between all the train routings, we choose the one that minimizes the clique cost. To select
the component for the local search, we consider two possible strategies: choosing it randomly or consider the one that
impacts the most the value of the solution found.
At the end of each iteration an update of the pheromone is required. The algorithm is based on the MAX-MIN Ant
System (Stu¨tzle and Hoos (2000)) where an upper and lower bounds are imposed on the pheromone trails, in our case
τMin = 0.01 and τMax = 6 (Solnon and Bridge (2006a)). While the evaporation phase is applied to all the arcs of
the graph, additional pheromone is deposited only on the arcs belonging to the best solution clique.
We store the r better solutions found, where r is the desired cardinality of the train routing subsets. The computation
ends when a given time limit is reached or all r solutions have cost zero. Possible duplicate choices are replaced by
randomly chosen routings that were discarded by the ACO-Filter. For each train, its default routing is always present
in its routing subset. The so obtained routing subset, of cardinality r for each train, is returned.
The parameters taken into consideration in ACO are:
• α, determining the inﬂuence of the pheromone trail in the random proportional rule;
• β, determining the inﬂuence of the heuristic information in the random proportional rule;
• nAnts, indicating the number of ants of the colony;
• ρ, the pheromone evaporation rate;
• localS earch, the strategy used to select the component on which to perform the local search.
4. Experimental Analysis
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Fig. 3. Rouen network
This section presents computational results for the ACO-Filter of Section 3. A ﬁrst round of tests is dedicated to the
selection of the costs deﬁnition among the six combinations described in Table 1. A second round is proposed for the
tuning of the ACO parameters explained in Section 3. A third, instead, evaluates the performance of the ACO-Filter.
All tests have been performed in a laboratory environment using real-world data of the French network around the city
of Rouen, shown in Figure 3. Starting from a one-day timetable, we created 20 random scenarios. In each of them,
20% of the trains, randomly selected, are aﬀected by a random delay between 5 and 15 minutes at their entrance in the
network. From each of these 20 scenarios we generate 10 instances by considering all the trains entering the network
within one hour horizon, starting from ten randomly drawn time instants between 5:00 am and 9:00 pm. The ﬁrst and
second rounds of tests have been conducted on 30 instances while the third on the remaining 140. In all instances,
each train can have a maximum of 192 routings. In the construction graph, the average number of components and
links for all instances are |C| = 597 and |L| = 152441, while the average number of trains is 13. All tests have been
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performed with an Intel Xeon twelve core 2.67GHz processor with 24 GB RAM, under Linux Ubuntu distribution
version 12.04. For the rtRTMP, the RECIFE-MILP algorithm of Pellegrini et al. (2015) has been used.
4.1. Costs Deﬁnition
To select one among the possible costs deﬁnitions presented in Section 2, we perform an experimental analysis.
For each of the 30 instances considered, we compute 50 diﬀerent RSP solutions for each possible costs deﬁnition and
we assess them with the RECIFE-MILP solver of the rtRTMP. For each cost deﬁnition, the rankings of the solutions
are produced considering ﬁrst the objective function value of the RSP and then of the rtRTMP. We compare the two
rankings using Wilcoxon rank-sum test with a conﬁdence level of 0.95.
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Fig. 4. Boxplots of the absolute value of the diﬀerence between the RSP and rtRTMP rankings
Figure 4 shows the distribution of the absolute value of the diﬀerence between the RSP and the rtRTMP rankings
through boxplots: each box represents the distribution of the corresponding costs deﬁnition. The horizontal line
within the box represents the median of the distribution, while the extremes of the box the ﬁrst and third quartiles,
respectively; the whiskers show the smallest and the largest non-outliers in the data-set and the dots correspond to the
outliers.
All costs deﬁnitions result statistically diﬀerent from the rtRTMP. Comparing instead the costs deﬁnitions, from
Figure 4 it is possible to see how the bests are the two in which the potential secondary delays due to routing decisions
are considered in the component costs: AllURL is closer to the rtRTMP for the bottom part of the ranking distribution,
MaxULR for the top part. We thus consider the costs deﬁnition for which the pseudo-median value is minimum, which
in this case is MaxULR (its value is 6.5 against 7 of AllULR). From now on the costs deﬁnition used in the tests is
MaxULR.
4.2. ACO parameter tuning
Chosen the costs deﬁnition for the ACO-Filter, we need to tune the ACO parameters. For this purpose we use
IRACE (Iterated Racing for Automatic Algorithm Conﬁguration, Lo´pez-Iba´n˜ez et al. (2011)), where the appropriate
parameter settings are selected through an iterated racing procedure. We set to 10000 the maximum number of runs to
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be performed. Table 2 presents for each parameter the possible values tested in the tuning phase. We have highlighted
in bold the ones chosen by IRACE and hence adopted by the ACO-Filter in the third round of tests.
Table 2. Parameters values considered during the parameters tuning
α β nAnts ρ localS earch
1, 2, 3, 4 2, 3, 4, 5 25, 50, 100, 150, 200 0.02, 0.05, 0.2, 0.7 cost, random
4.3. ACO-Filter performance
After choosing the costs deﬁnition and the ACO parameter settings, the ACO-Filter is set and ready for use. As
already said in Section 1, we ﬁrst solve the RSP and then use the routing subsets obtained to solve the overall rtRTMP.
We consider a time limit of 180 seconds for the whole procedure (Pellegrini et al. (2014)). We compare two diﬀerent
solution approaches for the RSP:
• The ACO-Filter. The computation time is divided between the two steps, allowing 30 seconds to the ACO-Filter
and the remaining 150 to the rtRTMP solver;
• A random approach. In the rtRTMP solver, routing subsets are randomly chosen (always including the default
routing) and then used to ﬁnd a solution in 180 seconds.
Next, we study how diﬀerent routing subset sizes aﬀect the quality of the rtRTMP solutions and the relative perfor-
mance of the two approaches.
Table 3. Test Results considering for the ACO-Filter and the random approach the number of optimal solutions, of comparatively better solutions
and average value of the objective function.
Size sets Opt. Sol. Opt. Sol. Better Sol. Better Sol. Avg. Obj. Avg. Obj.
Routings ACO-Filter Random ACO-Filter Random ACO-Filter (sec) Random (sec)
10 53 21 81 43 198.9 235.7
20 68 47 61 34 185.6 188.0
30 65 60 47 44 179.8 192.7
40 75 65 46 38 179.3 185.5
50 83 62 59 26 175.8 190.6
60 80 81 32 38 180.1 188.4
70 77 71 37 37 206.1 210.6
80 84 82 35 31 181.2 207.7
90 83 81 41 23 182.4 249.9
100 76 78 38 36 220.5 204.3
110 81 70 46 28 198.2 255.3
120 77 82 40 30 193.7 231.1
130 78 84 33 36 233.4 234.0
140 77 83 38 30 212.3 257.6
150 74 75 46 34 206.7 246.6
160 74 75 46 31 210.9 445.0
170 75 77 40 32 223.7 307.6
180 79 71 47 27 220.3 293.1
190 72 79 41 33 213.5 287.3
192 80 75 48 29 211.0 268.8
Each row of Table 3 reports the average results of the tests on 140 instances and it is divided in four areas. Column 1
presents the size of the routing subsets. Columns 2-3 show the number of rtRTMP solutions found using the ACO-
Filter or the random approach that are optimal for the rtRTMP when no ﬁlter is applied. The optimal values for not
ﬁltered instances were obtained by running the formulation in Pellegrini et al. (2015) with no time limit. Columns
4-5 show the number of strictly better overall solutions found comparing the ACO-Filter with the random approach
and viceversa. Columns 6-7 present the average values of the objective function on the 140 instances when using the
ACO-Filter or the random selection. Recall that the objective function considered is the total delay at end stations. In
bold, the best values for each area have been highlighted.
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For smaller subset sizes (up to 90) the choice of which routings should be considered has a big impact on the
quality of a solution. When the size increases over the 140 routings threshold, the number of optimal solutions
decreases and stabilizes because, even if the optimal routing combinations are more frequently present, the time to
compute the optimal solution may be not enough for the rtRTMP solver. Better performance is thus obtained when
smaller routings subsets are considered. This is even more evident when considering the values of columns 4-5. The
ACO-Filter presents better performance than the random selection in 17 cases. In some of these cases the number of
better solutions for the ACO-Filter is almost twice the number of the better solutions found by the random approach,
as in the case of 10 routings (81 for ACO-Filter, 43 for the random selection), 90 routings (41 for ACO-Filter, 23
for random), 110 routings (46 for the ﬁrst, 28 for the second) and even 180 routings (47 for the ACO-Filter, 27 for
the random approach). Of the remaining 3 cases, one presents an equal number of better solutions for each the two
approaches (case 70 routings, 37 better solutions each with respect to the other) while in the others, 60 and 130
routings, the random approach is able to ﬁnd a higher number of better solutions, respectively 32 and 33 for the ACO-
Filter versus 38 and 36 for the random approach. However, in none of those three cases this reﬂects better performance
of the random approach in terms of average objective function. In fact, when considering also the average values of
the objective function, the usefulness of the ACO-Filter is clear: in both cases, at the growing of the subset size the
performance in terms of objective function of the rtRTMP solver worsens.
Apparently, considering too few routings could still be counterproductive, as indicated by the low number of
optimal solutions and the high mean value of the objective function found by randomly choosing a subset of size 10.
However, limiting the number of alternative routings leads to better quality solutions than using all possible re-routing
alternatives. Considering two groups of subset sizes, one in the higher part of the table (20-60 routings) and the other
in the lower part (150-190 routings), comparing the average objective function values on the fourth area of the table
reveals how, both with the ACO-Filter and with the random selection, smaller size subsets allow ﬁnding better quality
solutions than bigger ones. In fact the average objective function value for the ACO-Filter is around 180 seconds when
considering smaller sizes and 215 for the bigger, while for the random selection the gap is even larger: 190 seconds
versus 315.
When comparing the two approaches, apart from the outlier for the 130 routings case, the average performance
on the objective function value are always better when using the ACO-Filter. Hence, selecting routings according to
optimization criteria broadens the advantage of limiting their number. This is due to two reasons: on the one hand, the
bad combination that may still be picked by the random approach are here easily discarded. On the other hand, during
the solution process RECIFE-MILP computes an initial upper bound to simplify the search in the solution space. This
initial upper bound is found solving ﬁrst the problem ﬁxing one routing for each train. While the random approach is
not able to give any evaluation of the routings chosen, the ACO-Filter can. In the random approach the default routings
are used for the initial upper bound, while with the ACO-Filter the most promising combination, i.e., the minimum
cost clique found, is used. The advantage that this brings is visible when all possible routings are considered in the
200 routings case. Here the ACO-Filter is able to ﬁnd 5 additional optimal solution, 48 better solutions and to decrease
the average objective function value of more than 50 seconds compared to the random approach.
The best average value in terms of rtRTMP objective function (175.8) is found using the ACO-Filter to ﬁnd subsets
of 50 routings, that in terms of number of optimal solutions found corresponds to 83, only one less than the maximum
found. Also, the number of better solutions found in this case by the ACO-Filter is more than twice the number found
by the random approach, which translates in an average improvement of 15 seconds in terms of rtRTMP objective
function. Hence, a subset size of 50 is our recommendation after these experiments.
To conﬁrm these results, we have used the Wilcoxon test with conﬁdence level of 0.95 to compare for the diﬀerent
subset sizes, the solution values found in the 140 instances. For 11 cases the two approaches are not statistically
diﬀerent, but on the other 9 the better performance of the ACO-Filter is statistically signiﬁcant.
5. Conclusions and Future Research
We have developed a ﬁlter for the Routing Selection Problem, where combination of routings assigned to trains are
evaluated in terms of how they may inﬂuence each other. This inﬂuence is based on potential introduction of secondary
delays due to the scheduling and routing decisions they allow to make. The ﬁlter uses an algorithm based on the ACO
meta-heuristic to ﬁnd the best combinations. The limitation on the number of possible alternative routings proves to be
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a valuable strategy to simplify the search of better quality solutions for the rtRTMP. Even if basic random approaches
can be eﬀective, considering intelligence in the process adds to this advantage: the ACO-Filter has statistically better
performance on almost half of the cases considered.
Ongoing research is dedicated to study other possible costs deﬁnitions that could better predict the routing com-
bination inﬂuence on the quality of the rtRTMP solution. Also, we want to analyse the ACO-Filter behaviour when
the problem considers other delay based objective functions. In addition, a wider experimentation will be performed,
considering also other networks.
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