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Abstract
We show that infinite dendrites (= dendritic generalized Peano continua) are characterized as inverse limits of trees with proper
bonding maps. As a consequence we derive that the proper homotopy type of an infinite dendrite is determined by its Freudenthal
ends. We conclude this paper with a description of a universal space in the category of infinite dendrites and proper maps.
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1. Introduction
By a dendritic space we mean a space X in which each two points can be separated by the omission of some third
point. A dendrite is a dendritic Peano continuum. Recall that a continuum (i.e., a compact connected and metrizable
space) is termed a Peano continuum if it is locally connected in addition. Similarly, by a generalized Peano continuum
we mean a locally connected generalized continuum (i.e., a locally compact connected and metrizable space). It is
known that any generalized Peano continuum is arcwise connected [13, 4.2.5] and separable [5, 4.4 F(c)]. In this
paper by an infinite dendrite we mean a dendritic generalized Peano continuum.
As extensions of the usual class of dendrites in continuum theory [11,9,17], larger families of dendritic spaces
has been also considered in the literature. For instance, E. Ward characterized in [15] the dendritic spaces within the
family of connected, locally arcwise connected, separable Hausdorff spaces as those spaces which contain no simple
closed curve. In addition if spaces are required to be locally compact, Ward showed also that dendritic spaces are
characterized alternatively as those spaces for which any subcontinuum is dendritic. Hence, as a particular case of
Ward’s results we have
Proposition 1. A generalized Peano continuum X is dendritic if and only if one of the following conditions holds:
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(b) Each subcontinuum of X is a dendrite.
Another well-known result in continuum theory states that a Peano continuum is a dendrite if and only if it is
a tree-like space (i.e. it is the inverse limit of a sequence of compact trees); see [11, 10.50] for a proof. Here by a tree
we denote a locally compact contractible graph.
The aim of the note is to extend this third characterization to describe infinite dendrites as inverse limits of se-
quences of trees with proper bonding maps (Theorem 10). In spite of its simple statement, this result seems to be new
in the literature. As an addendum of this theorem we show that the proper homotopy type of an infinite dendrite is
determined by its space of Freudenthal ends (Corollary 12). We also observe in Section 4 that necessity in Theorem 10
can be alternatively derived from a proper analogue of a classical theorem due to Freudenthal. We conclude this work
in Section 5 by giving an infinite dendrite U which is universal for proper maps (Theorem 17).
Recall that a continuous map f :X → Y is said to be proper if f−1(K) is compact for each compact subset K ⊂ Y .
Proper homotopies and proper homotopy equivalences are defined in the obvious way.
2. Infinite dendrites and inverse limits
In order to apply ideas and results on dendrites we will use the Freudenthal compactification of a generalized
continuum X. For this recall that any generalized continuum is σ -compact [5, 3.8.c(b)] and the following lemma
holds; see [1] for a proof.
Lemma 2. Let X be a generalized Peano continuum then there exists an increasing sequence in X of compact con-
nected subspaces Xi such that X =⋃∞i=1 Xi with Xi ⊆ intXi+1 and X − Xi has only ( finitely many) unbounded
components.
The above sequence {Xi}i1 will be called an exhausting sequence. As an immediate consequence of Proposi-
tion 1(b) and Lemma 2 we have
Corollary 3. Any infinite dendrite admits an exhausting sequence consisting of dendrites.
Given an exhausting sequence in X {Xn}n1, a Freudenthal end of X is a sequence ε = (Cn)n1 of components
Cn ⊆ X − Xn with Cn+1 ⊆ Cn. We denote by F(X) the set of Freudenthal ends of X. The set X̂ = X ∪ F(X)
admits a compact topology whose basis consists of the open sets of X together with the sets Ĉn = Cn ∪ {ε ∈
F(X); Cn appears in ε} (n  1). This topology (which does not depend on the exhausting sequence) is called the
Freudenthal topology and X̂ is called the Freudenthal compactification of X. Moreover the subspace F(X) turns out
to be homeomorphic to a closed subset of the Cantor set; see [8].
If X and Y are generalized continua any proper map f :X → Y extends to a continuous map fˆ : X̂ → Ŷ which
restricts to a continuous map f∗ :F(X) →F(Y ). Namely if ε = (Cn)n1, fˆ (ε) = f∗(ε) = (Dk)k1 where f (Cnk ) ⊂
Dk for some increasing subsequence (Cnk )k1 of ε.
The crucial point in this section is the fact that infinite dendrites behave nicely with respect to the Freudenthal
compactification. Namely
Proposition 4. The Freudenthal compactification D̂ of a generalized Peano continuum D is a dendrite if and only if
D is dendritic.
Proof. If D̂ is a dendrite then D is open in D̂ and hence a locally compact and locally connected set. Moreover D
is arcwise connected. Indeed, as D̂ is arcwise connected, given d , d ′ ∈ D we can find an arc γ in D̂ from d to d ′.
The intersection F = γ (I) ∩F(D) is homeomorphic to a closed subset of the middle-third Cantor set and it can be
covered by finitely many disjoint open sets W1, . . . ,Wk in D̂ such that W ′i = Wi ∩ D are connected components of
the complement D − K of certain compact set K ⊆ D which can be assume to contain d and d ′. Furthermore, the
intersections Fi = F ∩ Wi are also closed in F , and hence compact subsets. Let xi, yi denote the first and the last
elements in Fi , respectively. We choose x′  xi and y′  yi points in Wi ∩ γ and replace the arcs between x′ and y′i i i i
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dendritic by Proposition 1(a).
Conversely, D̂ is a Peano continuum by [2, 2.1] so we check next that D̂ is dendritic. Assume on the contrary
that there exists a cycle Σ ⊆ D̂ with F = Σ ∩ F(D) = ∅. In particular, F = Σ and if p ∈ Σ − F we can identify
F ⊆ Σ − {p} ∼= R with a compact set of the real line. We proceed as in the proof of the arcwise connectedness of D
above to replace Σ − {p} by a new “line” Σ ′ which coincides with Σ − {p} outside a compact set F containing F
and such that Σ ′ ∩F(D)= ∅, from which we obtain a cycle Σ ′ ∪ {p} ⊆ D which is a contradiction. 
As a consequence of Proposition 4 we can apply [17, V.1.3(ii)] to D̂ to get
Corollary 5. Any connected subset of an infinite dendrite D is arcwise connected.
This corollary allows us to obtain easily the following extensions of well-known characterizations of dendrites.
Proposition 6. Let D be a generalized Peano continuum. Then the following statements are equivalent:
(a) D is dendritic.
(b) The intersection K1 ∩K2 of two subcontinua of D is a subcontinuum.
(c) The intersection C1 ∩C2 of two connected subsets of D is connected.
(d) The intersection X1 ∩X2 of two generalized subcontinua of D is a generalized subcontinuum.
(e) D is hereditarily unicoherent; that is if A∪B ⊆ D is connected with A and B closed and connected then A∩B
is connected.
Proof. If D is dendritic, by Corollary 3 we can find a dendrite D0 ⊆ D with K1 ∪K2 ⊆ D0. Then we apply [9, VI.51,
VI.1] to D0 to show that K1 ∩K2 is a continuum. Moreover if (b) holds Corollary 5 shows that Ci is actually arcwise
connected and given a, b ∈ C1 ∩ C2 we apply (b) to the union Γ1 ∪ Γ2 of two arcs Γi ⊆ Ci (i = 1,2) joining a to b.
We derive (d) from (c) since clearly, X1 ∩X2 is locally compact and so it is a generalized continuum. The implication
(d) ⇒ (e) is obvious since any closed connected subset in D is a generalized continuum. Finally (a) follows from (e)
by observing that any cycle is not unicoherent. 
Remark 7. Any dendritic locally connected Hausdorff space X is endowed with a natural partial order which char-
acterizes the space; see [15] for a proof. The order is given by choosing a point x0 ∈ X and setting x  y if x
separates x0 from y. Ward considered in [15] compactifications of dendritic spaces without the assumption of local
compactness. Namely he showed that a convex, dendritic, connected, locally connected and metrizable space admits
a compactification as a dendrite. Recall that a partially ordered topological space X is convex if for each x ∈ X the
sets L(x) = {a: a  x} and M(x) = {a: x  a} form a subbasis for the closed sets of X.
Notice that convexity is not required to attaining dendrites as Freudenthal compactifications of infinite dendrites.
In fact there are simple examples of such spaces which are not convex as we show in the following:
Example 8. Consider X = Δ ∪ {(x, y) ∈ R2; y = x
n
, 0  x  1
n
} where Δ = {(x, y) ∈ R2; y = x, x  0}. Let
{xn}n1 ⊂ X be the sequence xn = ( 1n , 1n2 ). Denote x0 = (0,0) and consider the closed set F = {xn}n0. Clearly X is
an infinite dendrite whose natural partial order  is defined as follows: given x = (a1, a2) and y = (b1, b2) both in X
we have x  y if a1  b1 whenever x, y ∈ Δ or x and y belong to the same segment 〈x0, xi〉 for some i  2.
Next we show that X is not convex. Indeed, assume that the closed set F =⋂Fα can be written as an intersection
of finite unions Fα = (⋃i∈Iα L(zi)) ∪ (⋃j∈Jα M(yj )). Notice that each L(zi) contains at most two points of F , and
hence we can assume without loss of generality that F ⊆⋃j∈Jα M(yj ) for each α. Therefore for each α we find
jα ∈ Jα such that x0 ∈M(yjα ) and so M(yjα ) = M(x0) = X ⊆ F which is a contradiction.
In order to prove Theorem 10 below we need the following:
Lemma 9. Let X be a generalized Peano continuum. Then there exists a tree T ⊆ X such that the inclusion yields
a homeomorphism F(T ) ∼=F(X).
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Proof. Let {Kn}n0 be an exhausting sequence in X with K0 = ∅. Let {Cjn; j ∈ Jn} denote the family of all arcwise
connected components of X−Kn. Notice that J0 = ∅. For each n 1 and j ∈ Jn we choose a point xjn ∈ Cjn ∩ FrKn+1
and take any point x1 ∈ intK1. With these data we construct an increasing sequence of compact trees T1 ⊆ · · · ⊆
Ts ⊆ · · · ⊆ X and an increasing subsequence ns  s for s  0 such that Jns−1 ⊆ Ts ⊆ Kns as follows. We start with
T1 = {x1}, n0 = 0 and n1 = 1. Assume the construction has been carried out for s  1. In order to obtain Ts+1 we
consider the set Jns = {j1, . . . , jk} and choose an arc Γ1 in X − Kns−1 that joins xj1ns with a point of Ts − Kns−1 .
Then we set T 1 = Ts ∪ Γ1. Now for xj2ns we choose an arc Γ2 in X − Kns−1 that joins xj2ns to T 1 − Kns−1 and take
T 2 = T 1 ∪ Γ2. Reiterate the process until finishing with the tree Ts+1 = T k−1 ∪ Γk . Then we choose ns+1  s + 1
large enough to get Ts+1 ⊆ Kns+1 .
One readily checks that the closed set T =⋃∞s=1 Ts is a tree and the inclusion i :T ⊆ X induces a continuous
surjection i∗ :F(T ) → F(X). Moreover, one also observes that for any point x ∈ Cjns the unique arc in T from x
to x1 contains the unique arc in Ts − Ts−1 joining xj
′
ns−1 to Ts−1 where C
j
ns ⊆ Cj
′
ns−1 . Thus two arbitrary points in
T ∩ Cjns are always connected in T − Ts−1. From this it is not hard to derive that i∗ is in fact injective and hence
a homeomorphism. 
We are now ready to prove the main result of this section. For this we will use the notation lim←−p Xi to denote theinverse limit of a sequence {X1 ←X2 ← ·· ·} where the bonding maps are proper. We have:
Theorem 10. The generalized Peano continuum D is dendritic if and only if it is an inverse limit D = lim←−p Ti wherefor each integer non-negative i  0, Ti is a tree and the bonding maps induce homeomorphisms F(Ti) ∼= F(Ti′) for
all i′, i  0.
The proof given here is based on the proof for dendrites which can be found in [11]. We will present an alternative
proof in Section 4 below.
Proof of Theorem 10. Sufficiency. Assume D = lim←−p Ti for a sequence of trees {Ti}
∞
i=0. We only need to proof that
D has no cycles. For this, let A ⊆ D be any subcontinuum. If pi :D → Ti is the corresponding bonding map we have
that pi(A) ⊆ Ti for all i  0, so each pi(A) is connected and hence a compact subtree of Tj . Thus A = lim←− pi (A) is
a dendrite by the compact version of Theorem 10 [11, 10.50] and the result follows from Proposition 1(b).
Necessity. Let T ↪→ D be a tree of Freudenthal ends of D as in Lemma 9; then T̂ ⊆ D̂ and F(T ) = F(D). Now
we proceed as in [11, 10.27] for the dendrite D̂ (see Proposition 4) with the only difference that here we do not begin
the inductive construction with a single vertex but with the whole compactification T̂ . More precisely, for a countable
dense set {xn}n1 ⊆ D̂, we construct an increasing sequence of compact sets T̂ = A0 ⊆ A1 ⊆ A2 ⊆ · · · ⊆ Ai ⊆ · · ·
where Ai+1 −Ai is the unique arc γi+1 running from the first xn /∈ Ai to some point in Ai . Observe that for each i,
Ti = Ai −F(T ) is a tree in D with F(Ti) =F(T ) due to the fact that D̂ is dendritic.
Notice that by the density of {xn}n1, D̂ =⋃∞i=0 Ai . Moreover, by [11, 10.32] we also know that D̂ = lim←−Ai
where the bonding maps rˆ i+1i :Ai+1 → Ai are the natural retractions that, by definition, verify that, for each i  0,
(rˆ i+1i )−1(F(T )) =F(T ). This means that the restrictions ri+1i :Ti+1 → Ti are proper maps and D = lim←−p Ti . 
3. Proper homotopy types of infinite dendrites
In this section we extend the known result that all dendrites are contractible spaces to show that the proper homo-
topy type of an infinite dendrite is completely determined by the homeomorphism type of its space of ends. For this
we use the retractions ri : D̂ → Ai ⊆ D̂ given by the well-known first point map for dendrites. Namely, rˆi (x) = x if
x ∈ Ai and rˆi (x) = γx ∩ Ai where γx is the unique arc from x /∈ Ai to Ai . In fact the sequence {ri}i1 converges
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Theorem 10.
Theorem 11. Every infinite dendrite D has the same proper homotopy type as any tree of ends T ⊆ D. In fact T is
a proper strong deformation retract of D.
Proof. With the notation of the proof of Theorem 10 let jˆ i+1i :Ai ↪→ Ai+1 and jˆi :Ai ↪→ D̂ denote the inclusions
for the retractions rˆ i+1i :Ai+1 → Ai and rˆi : D̂ → Ai , respectively. Let Ĥi :Ai × I → Ai be the obvious homotopy
Ĥi(x, t) = x if x ∈Ai−1 and Ĥi(γi(s), t) = γi(st) if x = γi(s).
Under these conditions we next define a homotopy Ĥ : D̂ × [0,1] → D̂ such that Ĥ (x,1)= idD̂ , Ĥ (x,0) ∈ T̂ and
Ĥ (x, t) = x for all x ∈ T̂ as follows. We decompose [0,1) =⋃∞i=1[ i−1i , ii+1 ] and if t ∈ [ i−1i , ii+1 ] then we define
Ĥ (x, t) = jˆi Ĥi(rˆi (x), ξi(t)) with ξi(t) = (i + 1)[it − (i − 1)] ∈ [0,1]. For t = 1 we set Ĥ (x,1) = x. Note that
Ĥ
(
x,
i − 1
i
)
= jˆi Ĥi
(
rˆi (x),0
)= jˆi−1rˆi−1(x) and Ĥ(x, i
i + 1
)
= jˆi Ĥi
(
ri(x),1
)= jˆi rˆi (x).
One uses that {rˆi} converges uniformly to the identity idD̂ to show that Ĥ is continuous at each (x,1). Moreover
it is easily checked that Ĥ−1(F(D)) = F(D) × I since Ĥ (x, t) = ε ∈ F(D) if and only if x = ε and hence the
restriction H = Ĥ |D :D × I → D is the desired proper homotopy. 
The previous theorem and [3, 2.7]; yield
Corollary 12. Two infinite dendrites are properly homotopy equivalent if and only if they have the same space of
Freudenthal ends.
Also Theorem 11 yields that any infinite dendrite is contractible. In fact both conditions are equivalent and any
of them determines dendritic spaces among the 1-dimensional generalized Peano continua. More explicitly we have
the following characterizations of homotopical nature; compare [12, 3]. We refer to [6] for the basic definitions of
homotopy theory used here.
Theorem 13. Let D be a 1-dimensional generalized Peano continuum. Then the following conditions are equivalent:
(a) D is a dendritic space.
(b) D is a proper strong deformation retract of any tree of ends T ⊆ D.
(c) D is contractible.
(d) The Poincaré fundamental group π1(D,d0) = 0 is trivial.
(e) D is non-coverable; that is the only covering spaces (i.e. fibre spaces with discrete fibres) of D are the trivial
ones.
Remark 14. Recall that all infinite dendrites are 1-dimensional spaces. This follows from Theorem 10 and [5, 7.3.I].
Alternatively, one can use Corollary 5 as follows. Let x ∈ D and U be an open neighbourhood of x. It is clear that
each component in FrU reduces to a point (and hence dim FrU = 0; see [5, 6.2.9]) since, otherwise, any non-trivial
connected component C is arcwise connected by Corollary 5, and then it is easy to find a cycle in the union of arcs
Γ ∪ α ∪ β where Γ ⊆ C and α and β are arcs in D joining x /∈ Γ with the extremes of Γ .
Proof of Theorem 13. Observe that (a) ⇒ (b) is Theorem 11 while (b) ⇒ (c) ⇒ (d) are obvious. Moreover (d) ⇒ (e)
is a well-known fact in homotopy theory (see [6, 3.4.32]). Finally, we will show that condition (e) yields that no
cycle appears in D. For this, suppose on the contrary that there exists an embedding i :S1 ⊆ D. As dimD = 1 there
exists an extension of i to all D, g :D → S1 [5, 7.4.13]. Moreover, by using the so-called pull back construction we
obtain from g and the standard covering space p :R → S1 (i.e., the exponential map p(t) = e2πit ) a covering space
q : D˜ = {(x, t) ∈ D × R; g(x) = e2πit } → D with q(x, t) = x and a map g˜ : D˜ → R given by g˜(x, t) = t such that
p ◦ g˜ = g ◦q . As the covering space q : D˜ → D is necessarily trivial there exists a section s :D → D˜ and the composite
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This is not possible and the result follows. 
4. Infinite dendrites and nerves of covers
As an alternative approach to Theorem 10 we give here a proof which is essentially an application of a proper
analogue of a theorem due to Freudenthal (Theorem 16). For this recall that given a coverW = {Wj }j∈J of a space X
the nerve of W , N (W), is the abstract simplicial complex whose vertices {pj }j∈J are in 1 − 1 correspondence with
W in such a way that 〈pj0 ,pj1, . . . , pjm〉 ∈N (W) is declared a simplex if and only if Wj0 ∩ Wj1 ∩ · · · ∩ Wjm = ∅.
Notice that N (W) is a locally finite simplicial complex if W is a locally finite cover. We start with the following:
Proposition 15. Let X be a generalized Peano continuum and {Kj }j1 an exhausting sequence in X. Let U =
{Ui}i1 be a locally finite countable cover by open sets with compact closure and such that U refines the family
C = {Ckj }j0,k∈Ij of unbounded components Ckj ⊆ Vj = X −Kj . Then F(N(U)) ∼=F(X) for the nerve of X related
to U .
Proof. We will show that the standard map (see [5]) l :X →N(U) induces a continuous bijection between the spaces
of ends. Recall that given x ∈⋂kj=1 Uij and x /∈Uij if j = 1,2, . . . , k = k(x) the map l is given by
l(x) = l1(x)pi1 + · · · + lk(x)pik
with
lj (x) =
ρ(x,X −Uij )∑k
r=1 ρ(x,X −Uir )
, j = 1, . . . , k
where ρ is a metric on X. Note that l(x) ∈ 〈pi1, . . . , pik 〉 ⊆N (U). Moreover, since the cover U is locally finite and
the closures of all U ∈ U are compact it follows that l is a proper map.
To show that the (continuous) induced map l∗ :F(X) →F(N (U)) is bijective, for each index i we choose a point
pi ∈ Ui −⋃j =i Uj and we identify it with the vertex in N (U) represented by Ui . Each one of these points will be
call a distinctive point. In case Ui ⊆⋃j =i Uj we simply delete Ui from the cover U .
Firstly we observe that any end ε ∈ F(X) can be attained by a ray r : [0,∞) → X with r(n) a distinctive point
for each n 0. Indeed, let r ′ : [0,∞) → X be any ray with r∗(∞) = ε. As U is a locally finite family and U refines
V = {Vj }j1 it is not hard to find a locally finite family of arcs {γn}n0 joining r ′(n) with a distinctive point tn.
Then we define r : [0,∞) → X by r = H1 where H : [0,∞)× I → X is the composite r˜ ◦ρ where ρ : [0,∞)× I →
[0,∞)× 0 ∪N× I is given by copies of a fixed retraction [0,1] × I → [0,1] × {0} ∪ {0,1} × I , and r˜ is the union of
r ′ and the locally finite family of arcs {γn}n0.
In order to prove that l∗ is injective, let ε, ε′ ∈F(X) be ends with l∗(ε) = l∗(ε′), by the previous remark there exist
rays r, r ′ : [0,∞) → X with r∗(∞) = ε and r ′∗(∞) = ε′ for which r(n) and r ′(n) are distinctive points for all n 0.
By the proper cellular approximation theorem [7] we can assume that the rays l ◦ r and l ◦ r ′ are simplicial. Moreover,
since they both define the same end, there exists a locally finite family of simplicial arcs {τn}n1 joining the vertices
l ◦ r(n) = r(n) and l ◦ r ′(n) = r ′(n) in N(U). For each n 0 let j (n) the smallest positive integer j  1 such that Vj
contains the Ui ’s whose distinctive point lie in τn. Notice that j (n) → ∞ if n → ∞ since the family of arcs {τn}n0 is
locally finite. For each 1-simplex 〈v,w〉 in τn the sets Ui(v) and Ui(w) whose distinctive points are v and w meet and
hence they belong to the same component Ck(n)j (n) ⊆ Vj(n). Inductively all distinctive points in γn belong to the same
component Ck(n)
j (n)
and so ε = ε′.
Finally, to check that l∗ is onto we start with a sequence {vn}n0 of vertices of N(U) defining an end ε ∈F(N(U)).
Since each vn determines an open set U(vn) of the cover U , the distinctive points of these sets define at least an end
e ∈F(X) for which l∗(e) = ε. 
Together with Proposition 15 the other ingredient in the alternative proof of Theorem 10 is the following proper
version of a classical theorem due to Freudenthal Theorem [11, 2.13].
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Given any sequence of locally finite open refinements U1 > U2 > U3 > · · · such that mesh Ui  1i and ord Ui  n
there exist proper piecewise linear maps f i+1i :Pi+1 → Pi for which X = lim←−p Pi . Here Pi denotes the underlyingpolyhedron of the nerve N(Ui ).
Recall that given a cover U of a space X, we denote by mesh U the least upper bound of the diameters of all
members of U and by ord U we mean the largest integer n such that U contains n+ 1 sets with a non-empty intersec-
tion.
Proof of necessity in 10 (alternative). We start with any locally finite cover U = {Uj }j1 of D consisting of open
sets with compact closure. Given an exhausting sequence {Ki}i1 of D, let U ′0 = {Uj ∩Vi}j,i1 where Vi = D−Ki .
Since dimD  1 we find a refinement U1 < U ′0 with mesh U1  1, and ord U1  2. Hence if U1,U2,U3 ∈ U1 then
U1 ∩ U2 ∩ U3 = ∅ and so N(U1) has no 2-simplices; that is dimN(U1)  1. Moreover, one easily derives from this
fact and Proposition 6(c) that N(U1) has no cycles and so N(U1) is a tree. Furthermore, F(N(U1)) is homeomorphic
to F(D) by Proposition 15. Inductively we construct in this way a sequence of refinements as in Theorem 16 with the
further property that each nerve N(Ui ) is a tree with its space of ends F(N(Ui )) homeomorphic to F(D). Now the
result follows from Theorem 16. 
5. A universal infinite dendrite
Given a topological category C a universal space in C is a space in which every space of C can be embedded.
Well-known examples of universal spaces can be found in the literature; see [4] for some examples in the class of
dendrites.
In this section we describe a universal space U in the categoryD of infinite dendrites and proper maps (Theorem 17
below). The space U will be a suitable open subset of the well-known universal dendrite W given by Wazewski in
[16]; see also [10,11].
For our purpose we will describe W in a slightly different way. For this we recall that given a tree T with root
vertex v0 ∈ T the nth level of T Ln ⊆ T is the set of vertices Ln = {v ∈ T ; |v| = n}. Here |v| denotes the num-
ber of vertices in the unique arc γv from v0 to v. Moreover we write v  w if v appears in γw; compare with
Remark 7.
If I = [0,1], we start constructing the following tree TU ⊆ I 2 in the unit square I 2 = I × I . The root vertex
u0 ∈ TU is the point u0 = ( 12 ,0) and there are (n + 1)! vertices in TU at the level n  1 located at the straight line
y = n
n+1 . Moreover each vertex u with |u| = n has n + 1 successors. Clearly the space of ends F(TU ) ⊆ I × {1} is
homeomorphic to the Cantor set.
Next we modify the description of the universal dendrite W in [11] as follows. For this observe that the edges
emanating from a vertex u ∈ TU are naturally ordered from left to right.
Consider the star W1 = S ⊆ I 2 as the point-union at the root vertex u0 of countably many straight line arcs
Γ1,Γ2, . . . ,Γn, . . . with diameters δ(Γi) → 0 and such that Γ1 and Γ2 consist of the closures (i.e. the rays and the
ends defined by them) of the rays emanating from u0 and obtained by “turning left” at each level Ln of TU . Moreover
Γi ⊆ {(x, y) ∈ I 2; 0 < y  12 } for i  3. Then W2 is the result of attaching a copy of the star S at an interior point
of each arc of W1 such that for the two first arcs of W1 the interior points are chosen to be the vertices at the level
L1 and the two first arcs Γ u1 and Γ
u
2 of the copy attached at u ∈ L1 are the closures of the rays emanating from u
through the edges at the right to the one in W1 containing u and then “turning to left” at each u′ ∈ Ln with n  2.
Moreover
Γ ui ⊆
{
(x, y) ∈ I 2; 1
2
< y  2
3
}
for i  3
(see Fig. 1).
In the following step we attach a copy of the star S at the interior point of each arc of W2 such that for the (four)
arcs emanating from vertices at L1 the interior points are chosen to be vertices at L2. And now the three first arcs
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Γ U1 ,Γ
U
2 and Γ
U
3 of the copy Su attached at u ∈ L2 are the closure of the rays emanating from u through the edges at
the right of the one in W2 containing u and then “turning left” at each u′ ∈ Ln for n 3. Moreover
Γ Ui ⊆
{
(x, y) ∈ I 2; 2
3
< y  3
4
}
for i  4.
We proceed inductively to obtain an increasing sequence W1 ⊆ W2 ⊆ · · · ⊆ Wi ⊆ · · · of dendrites such
that the closure W = ⋃∞i=1 Wi is topologically equivalent to the Wazewski universal dendrite as described in
[11].
Alternatively we can readily check that W coincides with the closure W =⋃∞i=0 Ωi where Ω0 = T̂U ⊆ I 2 is the
Freudenthal compactification of TU and Ωi (i  1) is obtained from Ωi−1 by attaching at each vertex v ∈ Li a copy
of the star S above as well as at each middle-point of arcs in Ωi−1 ∩ {(x, y) ∈ I 2; y  ii+1 }.
Let U = W − (I × {1}) be the open connected set of W (and hence an infinite dendrite) obtained by deleting the
Freudenthal ends F(TU )⊆ W from W . We now prove
Theorem 17. U is universal in the category D.
Remark 18. As U is embeddable as a closed set in R2 we derive from Theorem 17 that all infinite dendrites are
properly planar.
Proof of Theorem 17. Given D ∈ D let T ⊆ D be a tree of ends of D; see Lemma 9. We start constructing a
(closed) embedding φ0 :T ↪→ TU as follows. We choose a root vertex v0 ∈ T and we write n(v) for the num-
ber of successors of v ∈ T for the ordering on T induced by v0 and let nj = max{n(v); |v| = j}. For v0 we
choose φ0(v0) ∈ TU such that |φ0(v0)| m0 = n0, where the ordering on TU is induced by the root vertex u0 ∈ TU
given above. For each v ∈ T with |v| = 1 we choose m1 > max{n0, n1, n2} and φ0(v) ∈ TU with |φ0(v)| = m1 and
φ0(v) = φ0(v′) if v = v′. This is possible since m1 > n0. If v ∈ T and |v| = 2 we choose m2 > max{ni; 0 i  3}
and φ0(v) ∈ TU with |φ0(v)| = m2 and φ0(v) = φ0(v′) if v = v′ and φ0(v)  φ0(w) if v  w. These both condi-
tions are fulfilled since m1  n2. We proceed inductively to get an embedding φ0 :T ↪→ TU inducing an embedding
φˆ0 : T̂ ↪→ T̂U .
We modify φ0 to get a more convenient embedding ϕ0. For this, for any (ordered) arc γv,v′ we consider a dense set
Ev,v′ ⊆ γv,v′ that contains all the branch points between v and v′. Let Eφ(v),φ(v′) be the dense set in the arc γφ0(v),φ0(v′),
consisting of the (countable) set of branch points between φ0(v) and φ0(v′) in TU . We consider a homeomorphism
ϕv,v′ :γv,v′ → γφ0(v),φ0(v′) with ϕv,v′(Ev,v′) = Eφ(v),φ(v′), ϕv,v′(v) = φ0(v) and ϕv,v′(v′) = φ0(v′) (see [6, 4.3.H(a)]).
Then ϕ0 is defined as the union ϕ0 =⋃ ′ ϕv,v′ .v<v
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D D̂
ϕˆ
T
ϕ0
T̂
ϕˆ0
TU T̂U W = Û
Following [11] we extend ϕˆ0 to an embedding ϕˆ : D̂ ↪→ Û with ϕˆ(F(D)) = ϕˆ0(F(T )) ⊆ F(TU ) = F(U) and
hence the restriction ϕ :D ↪→ U will be the required closed embedding. For this we recall from the proof of The-
orem 10 that D̂ = lim←−Aj where {Aj }j0 is constructed from a countable dense set {xn}n1 ⊆ D̂ as an increasing
sequence of compact dendrites T̂ = A0 ⊆ A1 ⊆ · · · ⊆ Aj ⊆ · · · such that for each j , γj+1 = Aj+1 −Aj is the unique
arc running from the first xn /∈ Aj to some point in Aj and the natural retractions rˆ j+1j :Aj+1 → Aj are the bonding
maps in the inverse system. Now we construct a commutative diagram:
T̂ = A0
ϕˆ0
A1
rˆ10
ϕˆ1
. . .
rˆ21 Aj
rˆ
j
j−1
ϕˆj
. . .
rˆ
j+1
j
T̂U = Ω0 Ωn(1)
g
n(1)
0
. . .
g
n(2)
n(1)
Ωn(j)
g
n(j)
n(j−1)
. . .
g
n(j+1)
n(j)
where for each j  0 we define the map gj+1j :Ωj+1 → Ωj such that is the identity on Ωj and maps each star S in
Ωj+1 −Ωj to the attaching point; and then we denote gjk = gk+1k ◦ · · · ◦gjj−1 :Ωj → Ωk if j > k. Hence, because of
ϕˆj is an embedding for each j  0, it is readily checked that the induced map ϕˆ : D̂ ↪→ Û is also an embedding.
We sketch the construction of ϕˆj . For this we use B , the countable set of all branch points of D̂. Let p0 and p1 be
the extreme points of γ1 with {p0} = A0 ∩ γ1. Then we choose a countable dense subset E in γ ′1 = γ − {p0,p1} with
B ∩ γ ′1 ⊂ E and use [5, 4.3.H(a)] to map homeomorphically E to the (dense) set of branch points of an edge in TU
containing ϕ0(p0) (as a branch point). This way we extend ϕˆ0 to an embedding ϕˆ1 :A1 → Ωn(1) for some n(1) > 0
such that ϕˆ1(B ∩ γ ′1) are branch points in Ωn(1), ϕˆ1(p0) = ϕˆ0(p0) and ϕˆ1(γ1 − {p0}) ⊆ Ωn(1) − Ω0. Proceeding
inductively we obtain ϕˆj for all j  0. 
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