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Recent angle-resolved photoemission experiments have observed a proximity-induced supercon-
ducting gap in the helical surface states of a thin film of the 3D topological insulator Bi2Se3 grown
on a superconducting NbSe2 substrate. The superconducting coherence peaks in the electronic den-
sity of states are strongly suppressed when the topological insulator is doped with magnetic Mn
impurities, which was interpreted as the complete destruction of helical superconductivity in the
topological surface states. Motivated by these experiments, we explore a different possibility: gapless
helical superconductivity, where a gapless electronic density of states coexists with a nonzero helical
superconducting order parameter. We study a model of superconducting Dirac fermions coupled
to random magnetic impurities within the Abrikosov-Gor’kov framework, and find finite regions of
gapless helical superconductivity in the phase diagram of the system for both proximity-induced
and intrinsic superconductivity. For the latter, we derive universal rates of supression of the super-
conducting transition temperature due to magnetic scattering and, for a Fermi level at the Dirac
point, a universal rate of increase of the quantum critical attraction strength.
PACS numbers: 74.62.En, 75.30.Hx, 73.20.-r, 71.70.Ej
I. INTRODUCTION
The interplay between topological and conventional
forms of order is a central theme of current research in
condensed matter physics. In particular, superconduc-
tivity on the 2D boundary of a 3D topological insula-
tor, sometimes referred to as helical superconductivity,
is qualitatively distinct from conventional 2D s-wave su-
perconductivity. By contrast with the latter, vortices in
a helical superconductor are predicted to support Majo-
rana fermions [1], and the quantum phase transition be-
tween a semimetal and a helical superconductor is conjec-
tured to exhibit an emergent supersymmetry [2–4]. On
the experimental side, tremendous effort has been ex-
pended in the past few years to induce helical supercon-
ductivity in the topological surface states. The obser-
vation of a proximity-induced superconducting gap has
been reported in Bi2Se3 topological insulator films grown
on conventional s-wave superconducting substrates such
as W [5], NbSe2 [6, 7], and Sn [8], as well as on a high-
temperature d-wave superconducting Bi2Sr2CaCu2O8+δ
substrate [9]. Observations of a Josephson supercur-
rent flowing through the topological surface state have
been reported in a variety of topological insulator-
superconductor junctions involving the topological insu-
lator materials Bi2Se3 [10–16], Bi2Te3 [17–19], HgTe [20–
23], and Bi1.5Sb0.5Te1.7Se1.3 [24]. There is also evidence
that intrinsic, as opposed to proximity-induced, super-
conductivity may coexist with topological surface states
in the topological insulator SbTe3 [25, 26] and the lay-
ered superconductor β-PdBi2 [27]. In a recent experi-
ment [7], spin- and angle-resolved photoemission spec-
troscopy (ARPES) measurements provided essentially di-
rect experimental evidence for proximity-induced helical
superconductivity in Bi2Se3 thin films on a superconduct-
ing NbSe2 substrate. A unique, spin-momentum-locked
Fermi surface was observed above the superconducting
transition temperature of NbSe2 (Tc = 7.2 K), and be-
low Tc a relatively isotropic spectral gap (leading-edge
shifts) of ∼0.7 meV and coherence peaks were seen to
form.
An important question in this context is the role of
time-reversal-symmetry-breaking perturbations on heli-
cal superconductivity. One expects such perturbations
to be particularly detrimental to this type of supercon-
ductivity for two reasons. First, the topological surface
states owe their very existence to time-reversal symme-
try, which protects the bulk topology of the normal state.
Time-reversal-symmetry-breaking perturbations can in
principle gap out the surface states and destroy the par-
ent metallic state necessary for helical superconductivity.
Second, superconductivity itself is triggered by the for-
mation of Cooper pairs, in which electrons occupy two
time-reversed single-particle eigenstates that are degen-
erate by Kramers’ theorem. While the latter holds in
the presence of time-reversal invariant forms of disorder,
such as nonmagnetic impurities, time-reversal-symmetry-
breaking forms of disorder such as magnetic impurities
destroy Kramers’ degeneracy and suppress superconduc-
tivity [28]. In the ARPES experiment mentioned ear-
lier [7], the superconducting coherence peaks were found
to be strongly suppressed upon doping the topological
Bi2Se3 layer with magnetic Mn impurities (4% and 10%
concentration). This was interpreted as the complete
suppression of superconductivity in the topological sur-
face states, with the magnetic doping driving a phase
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2transition from a helical superconductor to a normal
Dirac metallic state.
In this paper we suggest another possible scenario:
that in certain parameter regimes, magnetic impurities
might induce a gapless superconductor in the topologi-
cal surface states, rather than destroy superconductivity
altogether. In this gapless helical superconductor, co-
herence peaks in the density of states are suppressed by
disorder, but the helical superconducting order parame-
ter itself (i.e., the presence of Cooper pairs) is nonzero.
To demonstrate these ideas, we organize the rest of the
paper as follows. In Sec. II, we review the basic principles
of superconductivity in the topological surface states in
the clean limit, and introduce a theoretical framework to
study the effect of magnetic impurities in this system. In
Sec. III and IV, respectively, we apply these ideas to sep-
arately investigate the effect of magnetic impurities on
proximity-induced and intrinsic superconductivity. We
briefly conclude in Sec. V.
II. HELICAL SUPERCONDUCTIVITY AND
MAGNETIC IMPURITIES
A. Clean limit
In order to study the effects of magnetic impurities
on superconducting surfaces of 3D topological insulators,
we begin with a brief review of the Bardeen-Cooper-
Schrieffer (BCS) theory of superconductivity applied to
the Dirac surface states without any impurities. The ef-
fective Hamiltonian for noninteracting Dirac electrons on
the surface is given by
H0 =
∑
kσσ′
c†kσ [vF zˆ · (σ × k)σσ′ − µδσσ′ ] ckσ′ , (1)
where c†kσ (ckσ) creates (annihilates) an electron with
spin σ =↑, ↓ and momentum k, µ is the chemical po-
tential, vF is the Dirac velocity, σ is a vector of Pauli
matrices representing spin, and zˆ is a vector normal to
the surface. The Hamiltonian (1) is diagonal in the he-
licity basis described by the operators d†k± that create
electrons on the upper (+)/lower (−) branch of the Dirac
spectrum,
d†kη =
1√
2
(c†k↑ + ηe
iθkc†k↓), η = ±1, (2)
where eiθk = (ky−ikx)/|k|. These operators create eigen-
states of the noninteracting Hamiltonian (1) with energy
eigenvalues ±k − µ as measured from the chemical po-
tential, where k = vF |k|.
An attractive interaction leading to intrinsic supercon-
ductivity can be introduced via the reduced BCS inter-
action Hamiltonian,
Hint = −g
′∑
kk′σσ′
c†kσck′σc
†
−kσ′c−k′σ′
= −2g
′∑
kk′
c†k↑c
†
−k↓c−k′↓ck′↑, (3)
where g is positive and only s-wave interactions in the
Cooper channel are kept. In going from the first line
to the second we have used Fermi statistics, which im-
plies that fermions of the same spin cannot interact via a
contact interaction. The prime on the sum signifies that
the latter is restricted to momenta within a shell of width
Λ/vF around the Fermi surface, where Λ is a high-energy
cutoff. Assuming that attractive interactions are medi-
ated by electron-phonon coupling, the cutoff Λ would be
given roughly by the Debye frequency ωD of the phonons.
In this paper we will be interested in two separate lim-
its: the limit of large chemical potential µ Λ, and the
limit of zero chemical potential µ = 0. In the former only
electrons on the upper branch of the Dirac spectrum pair,
assuming µ > 0 without loss of generality, while in the
latter there is pairing of electrons on both branches. To
take both cases into account in a unified framework it
turns out to be convenient to work in the basis of helic-
ity eigenstates (2). In the µ  Λ limit, we can discard
the negative-helicity operators dk−, d
†
k− entirely, and the
interaction Hamiltonian (3) becomes [29–31]
Hint = −g
2
′∑
kk′
(
e−iθkd†k+d
†
−k+
)(
eiθk′d−k′+dk′+
)
,
µ Λ. (4)
Decoupling this interaction in the particle-particle chan-
nel, we obtain the mean-field interaction Hamiltonian
HMFint = −
1
2
′∑
k
(
∆e−iθkd†k+d
†
−k+ + h.c.
)
, µ Λ,
(5)
where the helical order parameter ∆ [1] obeys the self-
consistency condition
∆ = g
′∑
k
eiθk〈d−k+dk+〉MF, µ Λ. (6)
For zero chemical potential, only spin-singlet pairing is
allowed [31], and the interaction term (3) is decoupled
using the ansatz
c†k↑c
†
−k↓c−k′↓ck′↑ ≈ 〈c†k↑c†−k↓〉c−k′↓ck′↑
+〈c−k′↓ck′↑〉c†k↑c†−k↓. (7)
However, fermions of both helicities must be kept. In
the helicity basis, the mean-field interaction Hamiltonian
3becomes
HMFint = −
1
2
′∑
kη
(
∆e−iθkηd†kηd
†
−kη + h.c.
)
, µ = 0,
(8)
where the self-consistency condition obeyed by the order
parameter ∆ is
∆ = g
′∑
kη
eiθkη〈d−kηdkη〉MF, µ = 0. (9)
Using Eq. (2), we can show that Eq. (9) is equivalent to
the standard self-consistency condition for spin-singlet
pairing, ∆ = 2g
∑
k〈ck↑c−k↓〉MF. This shows that pure
spin-singlet pairing, relevant for µ = 0, is equivalent to a
pairing amplitude that is equal in magnitude and oppo-
site in sign for fermions of opposite helicity. Working in
the helicity basis allows us to treat the µ Λ and µ = 0
limits in a unified manner: the µ  Λ Eqs. (5)-(6) cor-
respond simply to dropping the negative-helicity parts of
the µ = 0 Eqs. (8)-(9). Of course, the value of µ also en-
ters the normal-state Hamiltonian (1). In both Eqs. (6)
and (9), the average 〈· · · 〉MF is taken in the grand canon-
ical ensemble governed by the mean-field Hamiltonian
HMF = H0 +H
MF
int , (10)
at temperature T and chemical potential µ.
In the case of proximity-induced superconductivity, the
parameter ∆ is imposed by the bulk superconductor.
Strictly speaking, the proximity effect causes ∆ to be
frequency-dependent, but this frequency dependence can
be neglected if we are only interested in the behavior of
the system for frequencies ω much less than the gap ∆0 of
the bulk superconductor [32, 33]. This is a self-consistent
procedure if the proximity effect is weak ∆  ∆0, and
we are interested (as will be the case here) in frequencies
that are on the order of ∆ at the most.
We now introduce Nambu spinors Ψk, in terms of
which the mean-field Hamiltonian (10) can be written
as
HMF =
1
2
∑
k
Ψ†kHMF(k)Ψk, (11)
whereHMF(k) is the mean-field Hamiltonian matrix. For
µ Λ, a two-component Nambu spinor is sufficient,
Ψk =
(
dk+, d
†
−k+
)T
, µ Λ, (12)
and the Hamiltonian matrix is
HMF(k) = (k − µ)τ3 −∆τ · kˆ, µ Λ, (13)
where the Pauli matrices τ1,2,3 act on particle-hole indices
and kˆ = (cos θk, sin θk) = (ky,−kx)/|k| is a unit vector
perpendicular to k. For µ = 0, we must keep fermions
of both helicities and a four-component Nambu spinor is
necessary,
Ψk =
(
dk+, d
†
−k+, dk−, d
†
−k−
)T
, µ = 0. (14)
In this case, the mean-field Hamiltonian matrix is given
by
HMF(k) = kσ3 ⊗ τ3 −∆σ3 ⊗ τ · kˆ, µ = 0, (15)
where here the Pauli matrices σ1,2,3 act on helicity in-
dices. Finally, we introduce an imaginary-time Nambu
Green’s function
G(0)(k, τ) = −〈T Ψk(τ)Ψ†k(0)〉, (16)
where T is the time-ordering operator in imaginary time
and the superscript (0) signifies that the Green’s func-
tion of the clean system (16) will act as the unperturbed
Green’s function for the system with disorder to be con-
sidered in the following sections. Fourier transforming to
the fermionic Matsubara frequencies ωn = (2n + 1)piT
where T is the temperature and n ∈ Z, the Green’s func-
tion G(0)(k, iωn) is given by the solution of the Dyson
equation,
G(0)(k, iωn) = (iωn −HMF(k))−1. (17)
The anomalous propagator or Gor’kov function
Fη(k, τ) = −〈T dkη(τ)d−k′η(0)〉 for electrons with
helicity η can be extracted from the Nambu Green’s
function (16) as F+(k, τ) = G(0)12 (k, τ) and, for µ = 0,
also as F−(k, τ) = G(0)34 (k, τ). These are then used in
the self-consistency conditions (6) and (9). Calculating
Eq. (17) explicitly, the self-consistency conditions (6)
and (9) can be expressed as
1 = gT
∑
k
∑
iωn
D(µ)
ω2n + ξ
2
k + ∆
2
, (18)
where ξk = k − µ and D(µ) is a multiplicity factor that
takes on the values D(µ) = 1 for µ Λ and D(µ) = 2 for
µ = 0. This multiplicity factor appears due to the fact
that fermions of only one helicity pair in the µ Λ limit,
while both pair with equal amplitude for µ = 0. The
superconducting transition temperature T 0c for the clean
system is obtained by setting the order parameter ∆ to
zero in Eq. (18) and performing the sum over Matsubara
frequencies, which gives
1 = gD(µ)
∫ Λ
−Λ
dξ N(ξ)
tanh(|ξ|/2T 0c )
2|ξ| . (19)
For µ Λ, this gives the BCS-like expression
T 0c
Λ
≈ 2e
γ
pi
e−1/gN(0), µ Λ, (20)
where N(0) is the density of states at the Fermi level and
γ ≈ 0.577 is Euler’s constant. The black line in Fig. 1
4FIG. 1. Superconducting transition temperature T 0c of the
clean system with chemical potential µ, as a function of gN(0)
for µ  Λ (black) and g/g0c for µ = 0 (red). SM: semimetal,
SC: helical superconductor. Here g is the BCS coupling, Λ
is the pairing energy scale (high-energy cutoff), N(0) is the
density of states at the Fermi level for nonzero µ, and g0c is
the critical BCS coupling for µ = 0.
depicts Tc as a function of g: there is a nonzero critical
temperature for an arbitrarily weak attraction strength.
For µ = 0 the density of states N() = ||/2piv2F vanishes
at the Fermi level, and its energy dependence must be
kept in Eq. (19). We obtain the relation
piv2F
g
= 2T 0c ln cosh
(
Λ
2T 0c
)
, µ = 0. (21)
The curve of T 0c versus g deriving from this relation is
plotted as a red line in Fig. 1. As is well-known for Dirac
fermions, the critical temperature vanishes for a critical
value g0c of the BCS coupling [31, 34–39],
g0c =
piv2F
Λ
, (22)
which corresponds to a quantum critical point between
the Dirac semimetal for g < g0c and the helical super-
conductor for g > g0c . There has been much interest in
this quantum critical point recently, owing to the fact
that it is predicted to display an emergent supersymme-
try [2–4, 40]. In the present mean-field theory, the critical
temperature vanishes linearly near the critical point,
T 0c
Λ
≈ 1
2 ln 2
g − g0c
g0c
, µ = 0. (23)
In general, near a quantum critical point with dynamic
critical exponent z = 1, one has T 0c ∼ (g − g0c )ν where
ν is the correlation length exponent [41]; here mean-field
theory predicts ν = 1, but fluctuations are known to
reduce this value below one somewhat [42–45].
B. Magnetic impurities: Abrikosov-Gor’kov
formalism
Having established the properties of the clean system,
we now introduce impurities. The scattering of electrons
off a collection of Nimp magnetic impurities at random
positions {Ri}, i = 1, . . . , Nimp, can be described by the
following exchange Hamiltonian
Himp =
J
V
Nimp∑
i=1
∑
kk′σσ′
e−i(k−k
′)·RiSi · c†kσσσσ′ck′σ′ , (24)
where V is the area of the topological insulator surface, J
is the exchange coupling between the magnetic impurities
and the electron spin, and Si is the impurity spin. In the
helicity basis, the Hamiltonian reads
Himp =
J
2V
Nimp∑
i=1
∑
kk′ηη′
e−i(k−k
′)·RiSi · d†kηmkk
′
ηη′ dk′η′ ,
(25)
where we define the vectormkk
′
= (mkk
′
x ,m
kk′
y ,m
kk′
z ) of
2× 2 matrices with matrix elements
(mkk
′
ηη′ )x = ηe
−iθk + η′eiθk′ , (26)
(mkk
′
ηη′ )y = iηe
−iθk − iη′eiθk′ , (27)
(mkk
′
ηη′ )z = 1− ηη′e−i(θk−θk′ ). (28)
In the Nambu basis, we have
Himp =
1
2
∑
kk′
Ψ†kHimp(k,k′)Ψk′ , (29)
where the Hamiltonian matrix Himp(k,k′) is
Himp(k,k′) = J
2V
Nimp∑
i=1
e−i(k−k
′)·RiSi ·Mkk
′
, (30)
and we define the vectorMkk′ = (Mkk′x ,Mkk
′
y ,Mkk
′
z )
of Nambu matrices,
Mkk′ =

mkk
′
++ 0 m
kk′
+− 0
0 −m−k′,−k++ 0 −m−k
′,−k
−+
mkk
′
−+ 0 m
kk′
−− 0
0 −m−k′,−k+− 0 −m−k
′,−k
−−
 ,
(31)
for µ = 0. For µ  Λ, one only keeps the top left 2 × 2
block of Eq. (31). Hermiticity of the impurity Hamilto-
nian (29) requiresMkk′ = (Mk′k)†, which is satisfied
since mkk
′
α = (m
k′k
α )
†, α = x, y, z, as can be checked
explicitly from Eq. (26)-(28).
To study the effect of magnetic impurity scattering on
the superconducting properties of the system, we adapt
the Abrikosov-Gor’kov formalism [46] to helical super-
conductivity. This was done previously in the µ  Λ
5limit only, for potential scattering [29, 30, 47] and for
scattering on polarized magnetic impurities [30], i.e.,
magnetic impurities whose positions are random but
whose spin orientation is fixed. Here we will consider
both the µ Λ and µ = 0 limits, and consider magnetic
impurities whose positions and spin orientations are both
random. To study the µ  Λ limit, we simply omit all
terms involving a negative helicity.
Treating impurity scattering perturbatively, the
impurity-averaged Green’s function G(k, iωn) obeys a
translationally invariant Dyson equation
G(k, iωn)−1 = G(0)(k, iωn)−1 − Σ(k, iωn), (32)
where the self-energy Σ(k, iωn) can be computed order
by order in the exchange coupling J and the impurity
concentration nimp = Nimp/V . To leading order in nimp,
we have
1
V
〈
e−iq·Rie−iq
′·Rj
〉
imp
= nimpδijδq+q′,0. (33)
Because the spin orientation of the impurities is random,
we also have〈
Sαi S
β
j
〉
imp
=
1
3
S(S + 1)δijδαβ , (34)
where S is the spin of the impurity. To first order in J ,
the self-energy is proportional to the impurity average of
a single spin operator, which vanishes. To second order
in J , the self-energy is given by
Σ(2)(k, iωn) =
∑
p
〈
Himp(k,p)G(0)(p, iωn)Himp(p,k)
〉
imp
=
S(S + 1)nimpJ
2
12V
∑
pα
Mkpα G(0)(p, iωn)Mpkα .
(35)
An explicit evaluation of the sum over p in Eq. (35) re-
veals that the effect of the second-order self-energy is
simply to replace ωn and ∆ in the clean Green’s func-
tion (17) by renormalized parameters ω˜n and ∆˜n which
depend on the Matsubara frequency ωn but not on the
momentum k. Since the original form of the Green’s
function is preserved, one can thus immediately promote
the second-order result to the self-consistent Born ap-
proximation, in which the self-energy has the form of
Eq. (35) but with the internal Green’s function replaced
by the full disorder-averaged Green’s function,
Σ(k, iωn) =
S(S + 1)nimpJ
2
12V
∑
pα
Mkpα G(p, iωn)Mpkα .
(36)
In other words, we use an ansatz of the form
G(k, iωn) =
(
iω˜n −HMF(k, ∆˜n)
)−1
, (37)
FIG. 2. Density of states for the superconducting surface
state in (a) the µ Λ regime and (b) the µ = 0 regime, as a
function of disorder strength Γ or γ, respectively [see Eq. (40)
and (48)], and for a fixed superconducting order parameter ∆.
The quantities ∆,Γ, ω are given in units of Λ.
where HMF(k, ∆˜n) is the mean-field Hamiltonian ma-
trix (13) or (15), but with ∆ replaced by the frequency-
dependent quantity ∆˜n. Upon substituting (37) in the
Dyson equation (32), and using Eq. (36), we obtain self-
consistent equations for the functions ω˜n and ∆˜n.
III. PROXIMITY-INDUCED
SUPERCONDUCTIVITY
We will start by studying proximity-induced supercon-
ductivity. As argued before, the parameter ∆ appearing
in the mean-field Hamiltonians (13) and (15) is a con-
stant imposed by the bulk superconductor. It should be
viewed as the maximal possible value of the pair ampli-
tude that can be induced on the topological surface; the
actual pair amplitude ∆eff is reduced relative to ∆ by
disorder (see Fig. 5). We will treat ∆ as a tuning param-
eter, which can in principle be varied by choosing a bulk
superconductor with a different gap.
A. Chemical potential away from the Dirac point
For µ  Λ, the ansatz (37) for the disorder-averaged
Green’s function becomes
G(k, iωn) = −iω˜n − ξkτ3 + ∆˜nτ · kˆ
ω˜2n + ξ
2
k + ∆˜
2
n
. (38)
Performing the sum over p in Eq. (36), the self-energy in
the self-consistent Born approximation is given by
Σ(k, iωn) =
Γ
2
−iω˜n + ∆˜nτ · kˆ√
ω˜2n + ∆˜
2
n
, (39)
6FIG. 3. Phase diagram of the surface state in the µ  Λ
regime with respect to the maximal proximity-induced super-
conducting order parameter ∆ and impurity scattering rate
Γ in units of Λ. A phase transition from a gapped helical su-
perconductor (SC) to a gapless helical superconductor (GSC)
is observed for Γ > ∆. In the absence of superconductivity
(∆ = 0), the disordered surface state is in the universality
class of the integer quantum Hall plateau transition (IQHP).
where
Γ = S(S + 1)pinimpJ
2N(0) (40)
is the impurity scattering rate, with units of inverse time.
Substituting (38) and (39) in the Dyson equation (32),
we obtain the self-consistency conditions
ω˜n = ωn +
Γ
2
ω˜n√
ω˜2n + ∆˜
2
n
, (41)
∆˜n = ∆− Γ
2
∆˜n√
ω˜2n + ∆˜
2
n
, (42)
which have precisely the same form as for a conven-
tional s-wave superconductor doped with magnetic im-
purities [48]. Defining two new parameters u˜n = ω˜n/∆˜n
and un = ωn/∆, Eq. (41) and (42) combine into a single
self-consistency equation
u˜n = un +
Γ
∆
u˜n√
1 + u˜2n
. (43)
The density of states Ns(ω) of the superconducting sur-
face state can be determined from the electron compo-
nent of the Nambu Green’s function (38) analytically con-
tinued to real frequencies,
Ns(ω) = − 1
pi
Im
∑
k
G11(k, ω + iδ), (44)
where δ is a positive infinitesimal. Using the self-
consistency condition (43), we obtain
Ns(ω)
N(0)
=
∆
Γ
Im
(
iu˜n|iωn→ω+iδ
)
, (45)
FIG. 4. Phase diagram of the surface state in the µ = 0
regime. Here γ is a dimensionless measure of the disorder
strength; notations are otherwise the same as in Fig. (3).
where N(0) is the density of states at the Fermi level in
the normal (i.e., metallic) state.
In a clean superconductor, the superconducting gap is
dictated by ∆, but in a dirty superconductor this one-to-
one correspondence can break down [46]. In Fig. 2(a) we
plot the density of states of the superconducting surface
in the µ  Λ regime, for various disorder strengths and
a fixed value of ∆/Λ = 0.05 [49]. For the smallest scat-
tering rate, corresponding to weak disorder, a hard gap
of magnitude ≈ 2∆ is flanked by well-formed BCS co-
herence peaks. As the scattering rate increases, first the
coherence peaks smear out while the gap is reduced below
2∆. Eventually, at a critical value of the scattering rate
Γc = ∆ the gap closes. For stronger disorder still, i.e.,
Γ > ∆, the density of states at the Fermi level becomes
nonzero and is given by Ns(0)/N(0) =
√
1− (∆/Γ)2,
although ∆ is still non-vanishing. One thus obtains a
gapless helical superconductor for Γ > ∆, giving rise to
the phase diagram shown in Fig. 3.
For ∆ = 0, we have a non-superconducting topologi-
cal surface with quenched magnetic disorder, which can
be mapped to a single flavor of 2D Dirac fermions with
a random gauge field and a random mass [50, 51]. Al-
though we have not explicitly included a random scalar
potential (i.e., a random chemical potential) in our impu-
rity Hamiltonian (24), in the presence of a random gauge
field and random mass this type of disorder will be gen-
erated by renormalization [51–53]. In the presence of all
three types of disorder, one is in class A (unitary class) of
the Altland-Zirnbauer classification [54]. The system is
believed to flow at low energies to the critical point of the
integer quantum Hall plateau transition (IQHP) [52, 55],
which is characterized by a nonzero density of states [56].
This conclusion is expected to hold for both the doped
surface (µ Λ) and for a chemical potential at the Dirac
point (µ = 0).
7B. Chemical potential at the Dirac point
For µ = 0, we must retain the full 4×4 structure of the
Nambu propagators with two helicities, and the disorder-
averaged Green’s function (37) in the self-consistent Born
approximation is given by
G(k, iωn) = −iω˜n − kσ3 ⊗ τ3 + ∆˜nσ3 ⊗ τ · kˆ
ω˜2n + 
2
k + ∆˜
2
n
. (46)
Unlike the doped case µ  Λ, because here the normal-
state density of states N() = ||/2piv2F vanishes at the
Fermi level we must retain its energy dependence when
performing the sum over p in Eq. (36). The self-energy
becomes
Σ(k, iωn) =
γ
2
ln
(
1 +
Λ2
ω˜2n + ∆˜
2
n
)
×
(
−iω˜n + ∆˜nσ3 ⊗ τ · kˆ
)
, (47)
where the parameter
γ =
S(S + 1)nimpJ
2
piv2F
(48)
is similar to the impurity scattering rate (40), but is a di-
mensionless measure of the disorder strength appropriate
for 2D Dirac systems with a vanishing density of states
at the Fermi level [57]. Inserting Eq. (46) and (47) in
the Dyson equation (32), we obtain the self-consistency
conditions
ω˜n = ωn +
γω˜n
2
ln
(
1 +
Λ2
ω˜2n + ∆˜
2
n
)
, (49)
∆˜n = ∆− γ∆˜n
2
ln
(
1 +
Λ2
ω˜2n + ∆˜
2
n
)
. (50)
The density of states in the superconducting state is
Ns(ω) = − 1
pi
∑
k
[G11(k, ω + iδ) + G33(k, ω + iδ)]
=
1
(pivF )2
Im
(
iω˜nXn|iωn→ω+iδ
)
, (51)
where we define
Xn ≡ ln
(
1 +
Λ2
ω˜2n + ∆˜
2
n
)
. (52)
Expressing Eq. (49)-(50) as a function of Xn,
∆˜n =
∆
1 + γXn/2
, ω˜n =
ωn
1− γXn/2 , (53)
and substituting Eq. (53) back into Eq. (52), we combine
the two self-consistent equations (49)-(50) into a single
equation for the parameter Xn. For a given value of ∆
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FIG. 5. In the presence of disorder, the true pair amplitude
∆eff is reduced relative to the induced pair amplitude ∆ in
the clean limit, for both (a) large doping and (b) zero doping.
Plots are shown for ∆/Λ = 0.05 and zero temperature.
and γ one can obtain Xn for each (analytically contin-
ued) Matsubara frequency iωn = ω+iδ and calculate the
density of states from
Ns(ω) =
1
(pivF )2
Im
[
(ω + iδ)
Xn
1− γXn/2
∣∣∣∣
iωn→ω+iδ
]
.
(54)
In Fig. 2(b) we plot the density of states (in units of
Λ/(pivF )
2) of the superconducting surface with chemical
potential at the Dirac point, again for a fixed value of
∆/Λ = 0.05 and for various values of the dimensionless
disorder strength γ. For µ = 0, there are no BCS co-
herence peaks even for very small γ due to the vanishing
density of states at the Fermi level in the clean semimetal,
but there is still a hard gap of magnitude ≈ 2∆. As
the disorder strength increases, the gap decreases until it
closes at the Fermi level at a critical value of the disorder
strength. Beyond this critical value one has a gapless he-
lical superconductor, as shown in the phase diagram of
Fig. 4. By contrast with the µ Λ case, here the critical
disorder strength depends nonlinearly on the supercon-
ducting order parameter.
Figures 3 and 4 suggest that some form of proximity-
induced superconductivity, either gapped or gapless, per-
sists on the topological insulator surface regardless of
the strength of disorder. However, when interpreting
these phase diagrams two caveats are in order. First,
our study is perturbative in the disorder strength; for
sufficiently strong disorder localization effects may be-
come important and our conclusions may not hold. Sec-
ond, in these phase diagrams ∆ should be interpreted
as an external tuning parameter rather than an actual
measure of the superconducting correlations in the sys-
tem. Indeed, the true (impurity-averaged) pair ampli-
tude ∆eff ∝ 〈ψ↑(r)ψ↓(r)〉 is gradually weakened with in-
creasing disorder strength relative to the clean-limit value
∆ (see Fig. 5 and Appendix A). Thus for sufficiently large
disorder the system may still have nonzero superconduct-
ing correlations, but the latter may be too small to be
observable.
8FIG. 6. Superconducting transition temperature Tc of the
disordered system as a function of interaction strength g in the
µ  Λ regime, for various values of the impurity scattering
rate Γ. Here no distinction is made between the gapless and
gapped helical superconductor regions.
IV. INTRINSIC SUPERCONDUCTIVITY
In the previous section we treated the pair amplitude
∆ appearing in the Hamiltonian as a constant imposed
by the bulk superconductor. This parameter could be
interpreted as the induced pair amplitude in the clean
limit, while the actual pair amplitude ∆eff was somewhat
reduced by disorder relative to ∆ (Fig. 5). However, if
we are dealing with an intrinsic superconductor, ∆ is
not an externally imposed parameter but depends on the
temperature T and the interaction strength g. The main
question thus becomes how magnetic impurities modify
the superconducting transition temperature Tc from its
value in the clean limit [see Eq. (20) and (23)] and, in
the case of a Fermi level at the Dirac point, the critical
interaction strength (22). To address these questions,
one needs to supplement the self-consistency conditions
(43) in the µ  Λ limit or (49)-(50) in the µ = 0 limit
with a self-consistency equation for the superconducting
order parameter itself.
A. Chemical potential away from the Dirac point
In the µ  Λ limit, the self-consistency equation for
the order parameter ∆ is obtained by evaluating the
right-hand side of Eq. (6) with the disorder-averaged
Green’s function (38),
∆ = pigTN(0)
∑
iωn
1√
1 + u˜2n
. (55)
In conjunction with Eq. (43), this equation can be used
to determine the superconducting transition temperature
Tc in the disordered system, defined as the temperature
above which the order parameter ∆ vanishes. Solving
Eq. (55) and (43) simultaneously in the limit ∆→ 0, we
FIG. 7. Superconducting order parameter ∆ and quasiparti-
cle gap Eg as a function of interaction strength g near zero
temperature, in the µ  Λ regime and for an impurity scat-
tering rate Γ = 0.05. All energies are in units of Λ.
obtain the relation
ln
(
T 0c
Tc
)
= ψ
(
1
2
+
Γ
2piTc
)
− ψ
(
1
2
)
, (56)
where ψ(z) is the digamma function, which is precisely
the Abrikosov-Gor’kov result for a conventional s-wave
superconductor with magnetic impurities [46]. In the
limit of Γ→ 0 we recover Eq. (20). The right-hand side is
always positive, indicating that disorder always leads to
a reduction in the transition temperature Tc. For weak
disorder Γ  T 0c , Eq. (56) predicts a linear reduction in
Tc, which can be expressed in the form
dTc
dΓ
= −pi
4
, (57)
i.e., the suppression rate is universal, which has been
observed experimentally in conventional superconduc-
tors [58].
For generic values of the disorder strength, the crit-
ical temperature can be determined from Eq. (56) nu-
merically (Fig. 6). With increasing disorder, the critical
temperature is reduced at a fixed interaction strength
g, and the critical interaction strength g is increased at
a fixed temperature. In particular, at zero temperature
and in the presence of disorder there exists a finite crit-
ical interaction strength gc one must exceed to develop
superconductivity. In the weak disorder limit, the value
of gc can be determined from Eq. (57),
gcN(0) =
1
ln
(
8eγ
pi2
Λ
Γ
) . (58)
In this expression γ denotes Euler’s constant, not to
be confused with the dimensionless disorder strength in
Eq. (48).
In Fig. 6, we did not make a distinction between
gapped and gapless superconducting regions. To deter-
mine what type of superconductor develops below Tc,
9FIG. 8. Phase diagram with respect to interaction strength
g and temperature T , in the µ = 0 regime and for γ = 0.25,
showing the semimetallic (SM), gapless (GSC, blue hatched
region) and gapped (SC) helical superconductor regions. The
value of the superconducting order parameter ∆ at the GSC-
SC phase transition is 0.05. All energies are in units of Λ.
we can use Eq. (45) to calculate the density of states
of the superconductor, based on the value of the super-
conducting order parameter ∆ found from the solution
of Eq. (55). In Fig. 7 we plot ∆ as well as the quasi-
particle gap Eg determined from the electronic density
of states, as a function of the BCS interaction strength
g. One clearly sees the gapless superconducting region
(GSC) where Eg = 0 while ∆ 6= 0. Since the interac-
tion strength only indirectly affects the density of states
through ∆, the phase diagram in the Γ-∆ plane and the
density of states in the superconducting phases for the
same values of Γ and ∆ are the same as in Sec. III A.
B. Chemical potential at the Dirac point
In the µ = 0 limit, we evaluate the right-hand side
of Eq. (9) with the disordered-averaged Green’s function
(46), to obtain
∆ =
g
g0c
T
Λ
∑
iωn
∆˜n ln
(
1 +
Λ2
ω˜2n + ∆˜
2
n
)
, (59)
where g0c is the critical interaction strength at zero tem-
perature, defined in Eq. (22). As in the previous section,
to determine the phase diagram of the disordered super-
conductor we must solve Eq. (59) together with the self-
consistency conditions (49)-(50). In Sec. III B we showed
these two equations can be combined into a single equa-
tion for the parameter Xn defined in Eq. (52). Using
Eq. (53), the self-consistent equation (59) for the super-
conducting order parameter can be expressed in terms of
Xn alone as
g0c
g
=
T
Λ
∑
iωn
Xn
1 + γXn/2
. (60)
FIG. 9. Superconducting order parameter ∆ and quasiparti-
cle gap Eg as a function of interaction strength g near zero
temperature, in the µ = 0 regime and for disorder strength
γ = 0.25. All energies are in units of Λ.
The phase diagram for γ = 0.25 in the g-T plane, shown
in Fig. 8, depicts the ∆ = 0 line in red separating the
semimetallic (SM) and helical superconducting phases.
In addition, the green line, corresponding to ∆ = 0.05,
separates the helical superconducting phase into gapped
(SC) and gapless (GSC) regions. With increasing disor-
der strength (not shown), the transition temperature is
lowered for a fixed interaction strength g, and the criti-
cal interaction increases for a fixed temperature. In par-
ticular, pairing at zero temperature remains a quantum
critical phenomenon in the disordered system, but the
quantum critical interaction strength gc is larger than
that [Eq. (22)] in the clean system. In Fig. 9 we plot
the superconducting order parameter ∆ and the quasi-
particle gap Eg obtained from the density of states. Here
again, one clearly sees the gapless superconducting region
(GSC) where Eg = 0 but ∆ 6= 0. As for µ Λ, the form
of the density of states Ns(ω) for the intrinsic supercon-
ductor for any given values of the disorder strength γ and
the order parameter ∆, as well as the phase diagram in
the γ-∆ plane, are the same as for the proximity-induced
superconductor (Sec. III B).
What is the µ = 0 analog of the universal Abrikosov-
Gor’kov Tc suppression rate (57)? The first difference
between the µ  Λ and µ = 0 regimes is that in the
clean limit, one has the infinitesimal Cooper instability
for µ Λ while pairing requires overcoming a threshold
interaction strength for µ = 0. A first question one may
thus ask is whether the current theory predicts a univer-
sal rate of increase of the zero-temperature critical BCS
coupling (22) with disorder strength. Solving Eq. (59) at
T = 0, and for weak disorder, we find the universal rate
d ln gc
dγ
= 3 ln 2, (61)
which can be interpreted as a quantum critical version of
(57). The second difference between the two regimes of
chemical potential is that in the µ Λ regime the impu-
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rity scattering rate Γ and the superconducting transition
temperature Tc have the same units of energy (we are
working in units in which ~ = kB = 1), thus dTc/dΓ is di-
mensionless and can be universal, while here the disorder
strength γ is dimensionless and thus dTc/dγ is not. This
is directly related to the different scaling of the normal-
state density of states with energy near the Fermi level
in both regimes. Although the ratio dTc/dγ cannot be
universal, perhaps d lnTc/dγ can.
In order to derive an analytical expression for the sup-
pression of Tc at zero chemical potential, we first invoke
the following simple argument. Assume that in the dis-
ordered system Tc vanishes linearly near gc, as it does in
the clean system [Eq. (23)],
Tc
Λ
= α
(
g − gc
gc
)
,
g − gc
gc
 1, (62)
where we consider g > gc and α is a constant that de-
pends on the disorder strength γ. This linear vanishing
is expected from mean-field theory and is consistent with
our numerical observations (see, e.g., Fig. 8). Consider-
ing an infinitesimal amount of disorder dγ, we can write
Tc = T
0
c + dTc, gc = g0c + dgc, and α = α0 + α′0dγ,
where dgc = 3 ln 2 · g0cdγ from Eq. (61) and α0, α′0 are
constants to be determined. Keeping only terms to lead-
ing order in dγ and (g − gc)/gc, we obtain d lnTc/dγ =
−3 ln 2 · gc/(g − gc) + α′0 · 2 ln 2. To determine the un-
known constant α′0, we expand Eq. (59) to leading order
in γ and (g − gc)/gc and find precisely the same result,
but with α′0 = 0. We thus obtain
d lnTc
dγ
= −3 ln 2
(
g − gc
gc
)−1
,
g − gc
gc
 1, (63)
which can be thought of as the Dirac analog of the
Abrikosov-Gor’kov formula (57). Just like the latter, this
formula is universal in the sense that it does not depend
on material-specific parameters such as the Fermi veloc-
ity vF and the pairing scale Λ. It depends, however, on
the dimensionless parameter (g − gc)/gc specifying the
distance to the quantum critical point. Of course, very
close to the latter we expect fluctuation corrections to
Eq. (63), since the linear dependence of Tc on g− gc is a
mean-field result.
V. CONCLUSION
In this paper we have studied the effect of random
magnetic impurities on helical superconductivity in the
Dirac surface states of 3D topological insulators. Such
impurities disturb both the topological protection of the
surface states and the formation of Cooper pairs by virtue
of breaking time-reversal symmetry; thus one would dou-
bly expect that they lead to the complete suppression
of helical superconductivity. Contrary to this expecta-
tion, however, we find there exist parameter regimes in
which helical superconductivity survives in the form of
a gapless helical superconductor. In this gapless helical
superconductor, the usual correspondence between su-
perconducting order parameter and superconducting gap
breaks down: the gap closes and the usual BCS coherence
peaks disappear, but the order parameter (and thus the
existence of Cooper pairs) remains. Our results indicate
that in the presence of magnetic impurities, one cannot
unambiguously infer the presence or absence of helical
superconductivity in the topological surface states from
the existence of a gap in the electronic density of states
or lack thereof, as is well-known for conventional bulk
superconductors [46]. It is also known that conventional
gapless superconductors exhibit a Meissner effect, and
thus can support persistent currents [48]; we speculate
that the same is true of the gapless helical superconduc-
tor, and suggest attempting to perform measurements of
the latter in Mn-doped Bi2Se3 films grown on NbSe2 (or
indeed, in any other superconducting topological insula-
tor doped with magnetic impurities) to test some of the
ideas put forward here.
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Appendix A: Reduction of pair amplitude due to
disorder
In this Appendix we explain how Fig. 5 was obtained.
For proximity-induced superconductivity, the parame-
ter ∆ appearing in the mean-field Hamiltonians (13)
and (15) is a constant imposed by the bulk supercon-
ductor, independent of the disorder strength. However,
the actual superconducting correlations on the topolog-
ical insulator surface are affected by disorder. We con-
sider the impurity-averaged local pair amplitude ∆eff ∝
〈ψ↑(r)ψ↓(r)〉 in the presence of disorder. This is deter-
mined by the anomalous Green’s function F and thus
depends on the renormalized quantity ∆˜n. Focussing on
the limit of zero temperature, where the Matsubara fre-
quency ωn becomes continuous (we then call it ω), we
have
∆eff ∝
∫
dω
2pi
∑
k
F(k, iω)
∝
∫
dω
2pi
∫ Λ
−Λ
dξ N(ξ)
∆˜(ω)
ξ2 + Ω˜2(ω) + ∆˜2(ω)
, (A1)
where ξ is the normal-state single-particle energy mea-
sured with respect to the Fermi level, Λ ∼ ωD is a cutoff
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for pairing interactions, N(ξ) is the normal-state density
of states, and we denote by Ω˜(ω) and ∆˜(ω) the zero-
temperature versions of ω˜n and ∆˜n, respectively. In the
absence of disorder Ω˜(ω) and ∆˜(ω) reduce to ω and ∆,
respectively. One can study the ratio between the disor-
dered and clean pair amplitudes,
∆eff
∆
=
∫
dω
2pi
∫ Λ
−Λ dξ N(ξ)
∆˜(ω)
ξ2+Ω˜2(ω)+∆˜2(ω)∫
dω
2pi
∫ Λ
−Λ dξ N(ξ)
∆
ξ2+ω2+∆2
=
∫
dω
2pi
∫ Λ
−Λ dξ N(ξ)
∆˜(ω)
ξ2+Ω˜2(ω)+∆˜2(ω)
1
2
∫ Λ
−Λ dξ N(ξ)
∆√
ξ2+∆2
, (A2)
which goes to one in the limit of vanishing disorder.
Let us first focus on the highly doped limit µ Λ. In
this case the denominator of Eq. (A2) is
1
2
∫ Λ
−Λ
dξ N(ξ)
∆√
ξ2 + ∆2
≈ N(0)
2
∫ Λ
−Λ
dξ
∆√
ξ2 + ∆2
= N(0)∆ ln
Λ
∆
+
√(
Λ
∆
)2
+ 1
 , (A3)
while the numerator is∫
dω
2pi
∫ Λ
−Λ
dξ N(ξ)
∆˜(ω)
ξ2 + Ω˜2(ω) + ∆˜2(ω)
≈ N(0)
∫
dω
2pi
∫ Λ
−Λ
dξ
∆˜(ω)
ξ2 + Ω˜2(ω) + ∆˜2(ω)
=
N(0)
pi
∫
dω
∆˜(ω)√
Ω˜2(ω) + ∆˜2(ω)
× tan−1
 Λ√
Ω˜2(ω) + ∆˜2(ω)
 . (A4)
Taking the ratio, we obtain
∆eff(Γ)
∆
=
1
pi∆ ln
[
Λ
∆ +
√(
Λ
∆
)2
+ 1
]
×
∫
dω
∆˜(ω)√
Ω˜2(ω) + ∆˜2(ω)
× tan−1
 Λ√
Ω˜2(ω) + ∆˜2(ω)
 , (A5)
where Γ is the disorder strength. Solving the zero-
temperature self-consistency conditions
Ω˜(ω) = ω +
Γ
2
Ω˜(ω)√
Ω˜2(ω) + ∆˜2(ω)
, (A6)
∆˜(ω) = ∆− Γ
2
∆˜(ω)√
Ω˜2(ω) + ∆˜2(ω)
, (A7)
and performing the integral over all frequencies in
Eq. (A5), we obtain Fig. 5(a). In practice, for every value
of ω we solve the self-consistency conditions numerically
by iteration, i.e.,
Ω˜(k+1)(ω) = ω +
Γ
2
Ω˜(k)(ω)√
Ω˜(k)(ω)2 + ∆˜(k)(ω)2
, (A8)
∆˜(k+1)(ω) = ∆− Γ
2
∆˜(k)(ω)√
Ω˜(k)(ω)2 + ∆˜(k)(ω)2
, (A9)
for k = 0, 1, 2, . . ., with the initial conditions Ω˜(0)(ω) = ω
and ∆˜(0)(ω) = ∆. The procedure is repeated until two
successive iterations produce values that differ by less
than a fixed tolerance. The frequency integral in Eq. (A5)
is then also performed numerically.
We now turn to the undoped limit µ = 0. In this case
the denominator of Eq. (A2) is
1
2
∫ Λ
−Λ
dξ N(ξ)
∆√
ξ2 + ∆2
=
1
2
∫ Λ
−Λ
d
||
2piv2F
∆√
2 + ∆2
=
∆2
2piv2F
√(Λ
∆
)2
+ 1− 1
 ,
(A10)
and the numerator is∫
dω
2pi
∫ Λ
−Λ
dξ N(ξ)
∆˜(ω)
ξ2 + Ω˜2(ω) + ∆˜2(ω)
=
∫
dω
2pi
∫ Λ
−Λ
d
||
2piv2F
∆˜(ω)
2 + Ω˜2(ω) + ∆˜2(ω)
=
1
2piv2F
∫
dω
2pi
∆˜(ω) ln
(
1 +
Λ2
Ω˜2(ω) + ∆˜2(ω)
)
,
(A11)
thus the dimensionless ratio of amplitudes is
∆eff(γ)
∆
=
1
∆2
(√(
Λ
∆
)2
+ 1− 1
)
×
∫
dω
2pi
∆˜(ω) ln
(
1 +
Λ2
Ω˜2(ω) + ∆˜2(ω)
)
. (A12)
In the undoped limit the self-consistency conditions for
Ω˜(ω) and ∆˜(ω) are
Ω˜(ω) = ω +
γΩ˜(ω)
2
ln
(
1 +
Λ2
Ω˜2(ω) + ∆˜2(ω)
)
, (A13)
∆˜(ω) = ∆− γ∆˜(ω)
2
ln
(
1 +
Λ2
Ω˜2(ω) + ∆˜2(ω)
)
, (A14)
which we solve by iteration as in Eq. (A8)-(A9). Per-
forming the integral in Eq. (A12) numerically, we obtain
the result plotted in Fig. 5(b).
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