We study the effect of the nonlinear dependence of the iterate x k of Conjugate Gradients method (CG) from the data b in the GCV procedure to stop the iterations. We compare two versions of using GCV to stop CG. In one version we compute the GCV function with the iterate x k depending linearly from the data b and the other one depending nonlinearly. We have tested the two versions in a large scale problem: positron emission tomography (PET). Our results suggest the necessity of considering the nonlinearity for the GCV function to obtain a reasonable stopping criterion.
Introduction
We consider the problem of estimating a solution x of
where A is a real m × n matrix, b is an m-vector of observations and is an error vector. We assume that the components of are random with zero mean, #647/05. Received: 11/XI/05. Accepted: 30/XI/05.
112
GCV APPLIED TO CONJUGATE GRADIENTS uncorrelated and with variance σ 2 (unknown); i.e.;
where E denotes the expectation and I is the identity matrix. If A is a full rank matrix, the Gauss-Markov Theorem states that the least squares solution of (1.1), i.e.,x = (A t A) −1 A t b, is the best unbiased linear estimator of x, meaning that it is the minimum variance estimator (see, for example [26] ). But, if A is ill-conditioned, this minimum variance is still large. It is well known that, if we allow the estimator to be biased the variance could be drastically reduced (see [28, 29] ). One way to do this, is by considering solutions of regularized problems of the form minimize || Ax − b|| 2 + λx t Bx , (
for a positive real number λ, where B is an n × n matrix, that introduces a priori information on the problem. For example, B could be the matrix associated to the discretization of derivatives enforcing smoothness of x. Another way is to apply an iterative method that is convergent to the solution of minimize ||Ax − b|| (1.4) In this case, a regularization effect is obtained by choosing as 'solution' an early iterate of the method (See [31, 9] and the references therein, or see [14, Chapter 7] ). Here the iteration number k plays the role of the parameter λ of the fi rst approach. For stationary iterative methods in [10] and [23] it is shown that this approach is equivalent in some sense to the fi rst one. A crucial point in both approaches is the choice of the regularization parameter λ in (1.3) or the iteration number k in the second approach. A possibility is to approximate a value of λ, such that, the average of the mean square error is minimum, i.e., λ solves the problem minimize E T (λ) , (1.5) where 6) where x λ is the solution of (1.3) and x is one solution of (1.1). Probably, the most popular of these methods is Generalized Cross-Validation (GCV) (See [33, 16] ). If x λ is a estimator for x (the solution of (1.3) or one iterate of a iterative method convergent to the solution of (1.4)), the influence operator A λ is defi ned as
For the solution of (1.3), the influence operator is given by
If A λ is given by (1.8), in [6, 13] the GCV function V (λ) was defi ned as
GCV chooses the regularization parameter by minimizing V (λ). This estimate is a rotationally invariant version of Allen's PRESS, or Cross-Validation [1] . In [6, 13] was proven that, if A λ is given by (1.8), then
where
Tr A 2 λ , whenever 0 < µ 1 < 1. In [8] Eldén presents a method to compute the trace-term of the GCV function using bidiagonalization. In [12] , Golub and Von Matt proposed an iterative method to approximate the trace-term of the GCV function for large scale problems. In [21] , Golub, Nguyen and Milanfar extended the derivation of the GCV function to underdetermined systems with applications to superresolution reconstruction.
Another approach is to apply an iterative method directly to the least square problem minimize ||Ax − b|| 2 and take as as a 'solution' an early iterate of the method. In [10] and [23] , it is proven that this approach is equivalent, in some sense, to (1.3). Now, the role of the parameter λ is played by the iteration number k and the GCV functional can be used to choose this number, that is, as a stopping rule, as shown in [32, 25] for stationary linear iterative methods. It is well known that the Conjugate Gradients method applied to the normal equations (CGLS) associated to the problem (1.1) can achieve its best accuracy signifi cantly faster than stationary methods and that CGLS can be used as a regularizing algorithm (see [22] ). However, the iterations of CG are a nonlinear function of the data vector b, and, as pointed out in [15] , a very good stopping rule should be used. In [15] , Hanke and Hansen suggest a Monte Carlo GCV procedure to stop CGLS and the ν-method ( [15] , pages 298-299). But the nonlinearity of the influence operator in the case of CGLS is not taken into account. While for the ν-method the influence operator is linear or affi ne, for CGLS it is nonlinear. However they observe that the application of their procedure " can suffer severely from the nonlinearity of CGLS". Also in [15] another even more crude approximation is used. In the later case the denominator of the GCV functional is approximated by the expression 1 − n− p+k m
2
, where p is the matrix rank; and this is the same for every value of b ( [15] , page 307).
The main goal of this paper is to compare a Monte Carlo GCV procedure deduced in Section 2 that takes into account nonlinearity with another one that linearizes the influence operator for large scale problems like that arising in Positron Emission Tomography (PET).
Another alternative to GCV can be the use of the L-curve (see [15] ), that is not considered in this article because of the fact that we wanted to make explicit the importance of considering the nonlinear part of CG and because of the lack in that approach (the L-curve) of most of the statistical information provided by the problem.
In Section 2 we derive an inequality like (1.10), when A λ is a nonlinear function of b. We also show how to use a Monte Carlo approach, as in [11] , in order to compute the denominator of our GCV functional. In Section 3 we describe the implementation of our procedure applied to a preconditioned Conjugate Gradients Method (PCCGLS). In Section 4 we present numerical experiments simulating a PET problem and in Section 5 some concluding remarks.
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GCV for a nonlinear influence operator
We would like to obtain a good estimate for
using the relative residual defi ned by
and our information on the error (1.2).
The next result is a technical lemma.
Lemma 1. Let F(λ), g(λ), G(λ), r(λ) and H (λ) be real valued functions with
λ in R and α real number. If
and
then the following expression is valid:
3) e (2.4) we have that
that implies (2.5).
GCV APPLIED TO CONJUGATE GRADIENTS
Throughout this paper we will assume that the influence operator, defi ned by 
Proof. Expanding the square of the residual of (1.1) and (1.6), at x λ we get that
Now, expanding A λ (·) at Ax + around the point Ax in Taylor formula:
where O λ ( t ) satisfi es the hypothesis. Using (1.1) and (2.10) above we obtain
Dividing (2.9) by m, applying the expectation and using (1.2), (2.11) we obtain Let we introduce the GCV function for nonlinear influence operators. For Ax ∈ , we defi ne the GCV functional by
In spite of the fact that we do not know the value of Ax, we will show bellow how we can obtain a good approximation for the denominator of (2.13) for large scale problems.
Theorem 3.
Let {x λ } be a family of estimators for the solution of (1.1), for which (1.2) is valid. and for V (λ) given by (2.13) the following equality holds
14)
Proof. By Proposition 2 the inequality (2.8) holds. Applying Lemma 1 we get (2.14).
The next Proposition is the basis of our approximation scheme. 
Proof. Expanding A λ (·) at Ax + + δw and Ax + + δw around the point Ax up to the fi rst order:
Thus, we obtain
and the result follows using a slight extension of the Theorem 2.2 of [11] .
For the sake of consistency with the usual mathematical notation for the iterations of an algorithm, in what follows, the parameter λ will be substituted by k.
Monte Carlo Implementation of GCV for Conjugate Gradients
Our main goal in this section is to apply our Monte Carlo Implementation of GCV as stopping rule for Conjugate Gradients method for solving (1.1). Now, each iterate x k is an estimate of the solution of (1.1) and k plays the role of λ.
In Section 2 we showed that GCV is applicable to influence operators that are continuously differentiable in an open set that contains Ax. The Conjugate Gradients method of Hestenes and Stiefel [3] applied to the normal equations (CGLS) can be written as: (for a given x 0 )
and for k = 0, 1, . . . 
For each k > 0, the operator T (k)(b) = x k is nonlinear and it is continuously differentiable outside the termination set (closed)
where P U denotes the orthogonal projection onto the subspace U (i.e.,
, as pointed out by Eicke, Louis and Plato in [7] in the infi nite dimensional context. The same arguments of [7] can be easily used to understand the behavior of the method in the discrete case.
2 u l , where u l is the singular vector associated to the singular value σ l . From the fact that b l ∈ M k it follows that Taking into account the results of the preceding section we describe the algorithm for calculating an approximation of the GCV functional (2.13) by using central differences to approximate the direcional derivative.
Algorithm 1.
(i) Generate a pseudo-random vector w = (w 1 , . . . , w m ) t ∈ R m from a normal distribution with standard deviation equal to one, i.e., w ∼ N (0, I m×m ) .
(ii) For each k, compute the iterates x k x k 1 and x k 2 corresponding to b, b − δw e b + δw, respectively, where δ = 10 −4 . Take 19) as an approximation for
(iii) For each k take
Positron emission tomography
The goal of positron emission tomography (PET) is the quantitative determination of the moment-to-moment changes in the chemistry and flow physiology of radioactive labelled components inside the body. The mathematical problem consists of reconstructing a function representing the distribution of radioactivity in a body cross-section from measured data that are the total activity along lines of known location. One of the main differences between this problem and that arising in X-ray tomography [17] is that here measurements tend to be much more noisy, so, direct inversion using convolution backprojection (CBP) doesn't necessarily give the best results (see [30] ). In positron emission tomography (PET) [27] , the isotope used emits positrons which annihilate with nearly electrons generating two photons travelling away from each other in (nearly) opposite directions; the number of such photons pairs (detected in time coincidence) for each line or pair of detectors is related to the integral of the concentration of isotope along the line.
Suppose now that we discretize the problem by subdividing the reconstruction region into n small square-shaped picture elements (pixels, for short) and we assume that the activity in each pixel j is a constant, denoted by x j . If we count b i coincidences along m lines and a i j denotes the probability that a photon emitted by pixel j is detected by pair i, then y i is a sample from a Poisson distribution whose expected value is n j=1 a i j x j . It is well known that ART, with small relaxation parameters [18] , approximates a weighted least squares solution of (1.1). This fact suggests that the application of Conjugate Gradients to the system (4.21) could give similar or better results [24] and it is a reasonable example to test the capability of GCV as a stopping rule for CG.
With the objetive of comparing the GCV procedures in Computerized Tomography we apply the Conjugate Gradients method " preconditioned" with a symmetric ART (from algebraic reconstruction technique) method, as presented recently in [24] , i.e. we apply CG to solve the generalized least squares problem (CGGLS) min ||C −1
where This corresponds to apply CG to the system
In the ART method, ω is the relaxation parameter. Here it has a different role, it is the weight of the lower triangular part of A in the preconditioning. When ω is zero, this corresponds to a diagonal scaling.
The Conjugate Gradients method applied to (4.21) can be written as:
and for k = 0, 1, . . .
The elements of the matrix L are not explicitly known, but in [2] was shown an effi cient way to compute the products A t C −t ω r and C −1
ω Aw.
In our numerical experiments we used the programming system SNARK93, developed by the Medical Image Processing Group of the University of Pennsylvania [5] . The images to be reconstructed (phantom) were obtained from a computerized atlas based on typical values inside the brain, as in [18] . The data collection geometry was a divergent one simulating a typical PET data acquisition [5] . We used a discretization with n = 95 × 95 pixels and the divergent geometry had 300 views, of 101 rays each, a total number of m = 30292 equations (8 rays were not considered because their lack of intersection with the image region). The starting point was a uniform image x 0 = (a, . . . , a) t , where a is an approximation of the average density of the phantom given by
The choice of a uniform non-zero starting point was advocated by L. Kaufman [20] and it is widely accepted as the best choice for many researchers in PET. The vector b was taken from a pseudorandom number generator with a Poisson distribution (see [19] ). The total photon count was 2 022 085, 991 179, 514 925 and 238 172 (monotonically increasing noise). We have performed experiments applying Algorithm 1 with photon counts 2 022 085, 991 179, 514 925 and 238 172 and with six values of ω, between 0.0 and 0.025. For each value ω and each photon count we repeated the experiments ten times. The ten tests gave very similar results.
We plotted, for one of the tests, in Figure 1 Iterative methods in Emission Computed Tomography, like RAMLA [4] , that are being used nowadays by PET scanners (see for example http: / / www. medical.philips.com/us/products/pet/products/cpet/), are fast and produce high quality pictures (because they take into account the Poisson nature of the noise) in few iterations. So it was not our goal in this paper to compare Conjugate Gradient with those methods, but to show that our approximation of GCV is applicable as a stopping rule to the Conjugate Gradient method for large scale ill-posed problems, similar to Positron Emission Tomography (very large scale, not severely ill-posed and relatively large noise in the data). Some authors (see, for example, [15, 9] ) have suggested the use of other approximations to GCV. Our experimental results show ( Further research is needed to extend these applications of GCV to more general nonlinear methods and nonlinear problems. We also need more specifi c asymptotic theoretical results.
