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1. Introduction    
RoboCup competitions were first proposed by Mackworth in 1993. The main goal of this 
scientific competition is to exploit, improve and integrate the methods and techniques from 
robotics, machine vision and artificial intelligence (AI) disciplines to create an autonomous 
team of soccer playing robots. At the time of preparing this chapter, RoboCup is organized 
in several different leagues including soccer simulator (2D and 3D), small size, middle size 
and legged robots, (Kitano, 1997a, Kitano et. al, 1997. Kitano, et. al, 1998). These leagues are 
designed to break down the problem into several venues so that the challenges can be 
addressed efficiently. Robots in middle-size league should operate autonomously only with 
local resources including local sensors, batteries and local vision. Each team can have a 
maximum number of four robots with a maximum footprint of 2000cm2. They can 
communicate with each other through a central computer via a radio link. The rules in the 
competition are the same as the international soccer rules as far as they are practical for 
robots (Kitano, 1997b). 
Recently, most conventional mobile robots have used a wheeled mechanism. Such 
mechanism consists of two independent driving wheels responsible for all needed robot 
motions (front-steering and rear-wheel driving mechanism). Motion restriction is a major 
problem in the use of such mechanism in mobile robots. There are also other suggested 
mechanisms such as universal wheel mechanisms, ball wheel, crawler and offset steered 
wheel mechanisms (Watanabe, 1998, West, 1992, Nakano, 1993).
Source: Robotic Soccer, Book edited by: Pedro Lima, ISBN 978-3-902613-21-9,
pp. 598, December 2007, Itech Education and Publishing, Vienna, Austria
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Omni directional mobile robots have been popularly employed in several applications 
especially in soccer player robots considered in Robocup competitions. Such robots can 
reach to any position with no rotation through a straight line, so they can provide high 
mobility with no motion restriction. In these robots, providing high speed with an 
acceptable error is a very important factor in the competitive and dynamic environments 
(see Fig. 1). An omni directional robot can respond more quickly and it would be capable for 
more sophisticated behaviors such as ball passing or goal keeping.   
Control and self- localization of omni directional mobile robots are important issues and 
different teams in the Robocup competitions have used different techniques to tackle it. 
Setting the PID controllers coefficients heuristically with no prior estimation based on just 
trials and errors is generally very time consuming. On the other hand, solving the set of 
coupled differential equations is very complicated and may not be practical for a real time 
control (Kalmar-Nagy, et. al, 2002). Some teams decoupled the mathematical model of the 
system while the others use fault tolerant control strategy for their systems (Jung, et. al, 
2001). Real-time path generation based on the polynomial spline-interpolation with 
prediction of velocities of spline functions is also proposed and used (Paromatchik, et. al, 
1994).  A fuzzy model of the omni directional robot control was studied analytically in 
(Watanabe, 1998). In this chapter, we propose a calibration method for the robot controller 
in dynamic environments based on a simple motion to estimate initial values for the PID 
coefficients. For reliable and robust control, we propose a combined feedback from the 
odometry and vision mechanisms.
We show that the accuracy of the vision based self localization is not uniform everywhere in 
the field. Thus, we apply the sensitivity analysis method to evaluate the performance of the 
vision self-localization for feedback generation and we suggest techniques to improve the 
accuracy of the location feedback. By combining these strategies and utilizing the 
comprehensive omni directional robot (Samani, et. al, 2004), Persia Middle Size team won 
the 1st place in world Robocup technical challenge competitions in Portugal 2004 and 3rd
place in Italy 2003. 
Fig. 1. A comprehensive omni directional robot having omni directional vision, motion and 
kicking systems 
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Another significant subject in the robots’ soccer competition is artificial intelligence (AI), 
since soccer needs cooperative behavior and coordination between agents which need some 
form of intelligence. In this chapter, we propose a comprehensive AI architecture for this 
purpose in three well defined, distinct layers which provides the team with fully dynamic 
and flexible team work with little computational or architectural complexity cost.   
This chapter is organized as follow. Sections 2, 3 and 4 describe the kinematics, dynamics 
and control of the robot respectively. Feedback generation and self localization using both 
omni-vision and odometry is presented in section 5. The omni directional kicking 
mechanism is described in section 6. The artificial intelligence algorithms in our robot are 
explained in details in section 7 and the experimental results is explained in section 8. We 
finally conclude this chapter in section 9.  
2. Robot Kinematics 
2.1 Omni Directional Wheels and Robot Chassis 
Omni directional robots usually use special wheels. These wheels are known as omni 
directional poly roller wheel. The most common wheels consist of six spindle like rollers 
which can freely rotate about their longitudinal axis (Fig. 2a) (Asama, 1995, Watanabe, 1998).  
        
                                         (a)                                                                                           (b) 
Fig. 2. (a) Omni directional poly-roller wheel, (b) Omni directional small-roller wheel 
The surface shape and size of the poly rollers are designed such that all six rollers form a 
complete circle and generate a low vibration while rotating similar to a normal wheel. 
However, since the wheel has a low surface contact on the field compared with a normal 
wheel, the slippage is more severe. Due to the low vibration, this wheel is suitable for the 
actuating mechanism and is connected to DC motors while it is not proper for feedback 
generation considering its slippage. In order to avoid the slippage effects of this wheel, we 
design another type of omni directional wheel which consist of small cylindrical rollers 
mounted on the main body of the wheel in a feedback mechanism (Fig. 2b). As shown in 
Fig. 2b, this wheel covers a polygonal shape, so the wheel vibration is considerable. In fact, it 
should be mounted on the system with a flexible structure such as a flat spring (Fig. 3). Shaft 
encoders are mounted on these wheels. 
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Fig. 3. Omni directional small-roller wheel connected to the body via a flat spring 
A robot with three omni directional wheels can essentially follow any 2D trajectory. Our 
robot structure includes three big black omni-directional wheels for motion system (Fig. 5a), 
and three small free wheels on which shaft encoders are mounted as feedback mechanism  
(Fig. 4b) (Asama, et. al, 1995, Watanabe, 1998). 
Fig. 4. (a) Three black omni directional poly-roller wheels act as actuators, (b) three free 
omni directional small-roller wheels used in a feedback mechanism 
2.2 Kinematics Equations 
Using omni directional wheels, the schematic view of robot kinematics can be shown as 
follows (Fig. 5) (Kalmar-Nagy, et. all, 2002). 
Fig. 5. Robot kinematics diagram 
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In the figure above, O is the robot center of mass, Po is defined as the vector connecting O to 
the origin and Di is the drive direction vector of each wheel. Using unitary rotation matrix, 
)(θR  is defined as:
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where L is the distance of wheels from the robot center of mass (O). The drive directions can 
be obtained by:
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Using the above notations, the wheel position and velocity vectors can be expressed with the 
use of rotation matrix )(θR as:
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The vector [ ]T
o
yx=P  is the position of the center of mass with respect to Cartesian 
coordinates. The angular velocity of each wheel can be expressed as:
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where r is the radius of odometry wheels. Substituting for 
i
V from equation (6) yields:
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Note that the second term in the right hand side is the tangential velocity of the wheel. This 
tangential velocity could be also written as:
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From the kinematics model of the robot, it is clear that the wheel velocity is a function of 
linear and angular velocities of robot center of mass, i.e.:  
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Or in a equivalent vector form:  
                                                                      SWĳ  ×=
r
1  (11) 
where L is the distance of wheels from the robot center of gravity (O) and r is the main 
wheel radius. 
3. Robot Dynamics 
Linear and angular momentum balance for the robot can be written as: 
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where
oP
  is the acceleration vector, 
if  is the magnitude of the force produced by the ith 
motor, m is the mass of the robot and J is its moment of inertia about its center of gravity. 
Assuming no-slip condition, the force generated by a DC motor can be written as:
                                                                     VUf ȕĮ +=  (13) 
where, }3,2,1),({ == itViV  is the velocity of each wheel. The constants α  and β  are motor 
characteristic coefficients and can be determined either from experiments or from motor 
catalogue. Note that }3,2,1),({ == itU iU  is the voltage applied by supplier to the DC 
motors. Substituting equation (13) into equation (12) yields:  
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This system of differential equations can be written in the matrix form as: 
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and
                                                                 [ ]TtUtUtU )()()( 321=U  . (17) 
4. Robot Controller 
PID controllers are used for controlling the robot position and orientation. In this chapter we 
propose a controller that is robust enough for controlling a soccer player robot (Jung, et. al, 
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2001). For obtaining the PID controller coefficients, one needs to first obtain the whole 
transfer functions of the system and then solve it accordingly. Since the equations, even if 
derived properly, are a set of coupled nonlinear differential equations, it is very difficult to 
solve them. Even though we derive and solve the equations, the results (PID coefficients) are 
not reliable since they depend on many other parameters such as ground surface friction 
factor, characteristics of batteries and so on. So the equations will be decoupled with these 
assumptions: 
1. Omni directional mechanism is a mechanism which can reach to any position with no 
rotation ( 0=θ ) through a straight line, this specification help the robot to reach the 
desired position in the least time compared with a 2 wheel mechanism. It is also true 
that every curve can be divided into some straight lines and at the end of each line the 
robot did not need to rotate to follow the next line. 
2. Whenever it is necessary to rotate (for example when the robot kicker should be in a 
particular position) the robot rotates while it is moving in a straight line to reach the 
right position. This can be regarded as a pure rotation in addition to the first 
assumption. 
3. The pure rotation in our robot is obtained by applying equal voltages to each motor. 
4. In order to find PID coefficients for the robot position controller, moving through a 
straight line is very similar to move through an axis like X Direction (Y=0 in equation 
15) The voltage obtained from position controller is then added to the voltage found by 
orientation controller.  
Based on the above assumption, the robot position is not depend onθ , so for position 
control, we assume that θ =0. In the cases where rotation is required, the voltage obtained 
from orientation control for each motor equally added to the position controller output.  
For PID tuning in position controller, a simple movement was considered, i.e., θ =0, Y=0 (or 
a constant value) in equation 15. Similarly, for orientation control, a pure rotation is 
considered, i.e., X=0 (or constant), Y =0 (or constant).  
4.1 Position Controller Architecture 
Figure 6 illustrates the overall block diagram of the system. As it is clear from Fig. 6, the 
omni directional robot control loop contains a PID and PD controller (with the transfer 
function HPID), a plant transfer function (HP which is obtained from the system dynamics) 
and a self-localization transfer function (as a feedback function that only senses the robot’s 
position).  
A noise node, N, is also included that has an additive effect on the system position input. 
The input of the system is considered to be a step function and the output is the robot 
position and orientation.  
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Fig. 6. Control diagram of the omni directional robot 
4.1.1 HPID Transfer Function 
HPID can be written in a general form as follows:  
                                                        sK
s
K
KsH D
I
PPID ++=)(   (18) 
Here Pk , Ik and Dk are proportional, integral and derivate gains respectively.
Experiments showed that the system overall performance is satisfactory and thus this type 
of controller is robust enough for controlling a soccer player robot (Kalmar-Nagy, et. al, 
2002).
4.1.2 HP Transfer Function 
As it is mentioned in section 4, two simple motions were considered and solved, namely 
straight line motion of the robot in x direction and pure rotation about the z axis. The former 
means that one motor is turned off and the other two are turned on with the same angular 
velocity while the latter means that all three motors are turning with the same angular 
velocities.  
We will study the orientation separately in section 4.2. The output voltage from the 
orientation controller (w) is then added to the voltage obtained from the position controller 
output ( iv ). The assumption of summing up these voltages is valid while motors are 
operating in their linear regions.  In order to apply the straight line motion, one can consider 
equation (15) with: 0=θ  and 01 ==== θθϕ  y  and 32 ϕϕ  −= . Equation (15) 
reduces then to: 
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Applying Laplace transfer function to equation (19) with the initial 
conditions: 0)0(,0)0( == XX  , one obtains: 
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It should be noted that for ideal case (in absence of noise) the complete transfer function for 
position control will be obtained as follows ( 1=onLocalizatiSelfH ):
                     
IpD
IPD
PPID
PPID
Total
kskskms
ksksk
HH
HH
sH
ααα
β
α
33)3
2
3
(
)(3
1
)(
23
2
++++
++
=
+
=
 (21) 
Figure 7 shows the step and noise response curves with various kp, kI, kD values.  
                        
Fig. 7. (a) System step in addition noise, (b)  Step response of the PD response for different 
values of DIp kkk ,,  controller for orientation control 
The following observations can be deducted. The dotted line in Fig. 7a shows a step function 
with an added noise of Gaussian distribution. In this curve the noise is applied to the system 
every 40 micro seconds due to the robot processing time. The mean value and standard 
deviation of the noise are 0. In Fig. 7a, by increasing Pk , Ik  (dash-dotted line & solid line), 
the system response delay time will increase too. Also, there are some overshoots in these 
curves. However, by increasing the Dk  value, this effect will reduce drastically. In order to 
find optimum values for the PID coefficients, different combinations of the parameters were 
selected and examined. Eventually, the proper PID coefficients were obtained for our system 
as 10,1,1 === dIp KKK . The response of the system for these values is depicted by thick 
solid line in Fig. 7a. 
4.2 Orientation Control 
It is also necessary to apply a controller for the robot rotation control. Assume that the robot 
only rotates about its vertical axis, i.e., Z-axis. We then derive: 
321321 , UUU ==== ϕϕϕ  .
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Substituting these values into the third equation in relation (15) leads us to: 
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Applying Laplace transform to the above equation yields 
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and considering a PD controller for this case, we obtain the total transfer function for 
orientation control as: 
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Figure 7b shows the step response of the control system. Since the experience showed that 
residual error for orientation control is not of great importance in our scenario, a PD 
controller will result in desired system response.  Therefore, there is no need to apply the 
Integrator controller for the orientation or robot.  
The optimum parameters for this case are kp=100, and kD=10. The step response for these 
parameter values is shown by solid line in Fig. 7b.  The slight overshoot is desirable since we 
did not consider the effects of friction that damps the response in our model. 
4.3 Final Robot Controller 
In order to implement the position controller, the position error vector is determined as 
follows: 
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while the vector [x y] and [x’ y’] are the initial and the desired position of robot in the field 
respectively. Thus, the position control output can be written as: 
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where V expresses the output of the position controller for the driving units whose 
components on each driving wheel are extracted with: 
                                                                            
i
T
i DV ⋅=V   (27) 
In this equation, vector Di is the drive direction of ith motor. The output of the position 
controller for each motor is 
iv . Considering the PD controller for orientation control, 
assuming that the head angle of the robot is δ and the desired head angle is Ʀ, the error 
angle is then determined as: 
                                                                           δ−= ǻeǻ  (28) 
The orientation controller output is thus given by: 
                                                                 
dt
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The voltage from the orientation controller output is then added to the voltage obtained 
from the position control output. The final applicable voltages on the motors are then 
computed as:  
                                                                           wvu ii +=   (30) 
This voltage is applied to each motor to reach the desired point. Since the system sensitive 
parts such as electronic control board, computer, batteries, etc., may be damaged by rapid 
rotation of the robot, we need to apply an upper and a lower threshold for the orientation 
controller output. Practically we set the threshold to be ± 10v.
The PID and PD coefficients were obtained from the two previous cases, used as a first 
estimation. This is due to the robot working conditions such as friction, gear boxes 
clearances and tolerances, motors mechanical time constant and etc that are not considered 
in modelling. The proper coefficients were then tuned experimentally in each competition. 
The results showed that for real cases, the maximum changes in the calculated values were 
around 10%. Therefore, such simplification is a good approximation for control model. 
Therefore, such simplification is a good approximation for control model. 
5. Feedback Generation and Self-Localization 
The position control method described in the former sections, calls for some form of position 
feedback in order to work properly. The performance of this feedback lies in its reliability, 
accuracy and real time computability. There have been plenty of algorithms and methods 
proposed by different researchers in the literature (Borenstein 1997, Olson 2001, et. al, 
Talhuri, et. al, 1993). Among them self- localization by visual information and odometry 
approach are dominant due to their special characteristics which will be discussed in the 
following paragraphs. 
In this work, a compound novel method was developed and optimized for RoboCup MSL 
(Middle Size League) in which both visual and odometry information are used to ameliorate 
a real time, accurate and reliable method. Although optimized for soccer player robots, the 
self-localization method proposed here has enough modularity and flexibility to be 
applicable in most robotics applications involving self-localization. 
Each of these complementary methods (vision/odometry self-localization) operates 
autonomously and has its own advantage and drawbacks in providing position feedback for 
robot control. For example, odometry method is known to have memory-based operation, 
accumulative error, low jitter, simplicity of implementation, cheap hardware, etc.  
On the other hand, vision-based self- localization algorithms often have memoryless 
implementations (although there exists memory-based ones), no error accumulation, high 
jitter, relatively high computation complexity and expensive hardware. That is why 
amalgamating these methods can bring us to a global novel algorithm with good 
performance in vast and diverse conditions.  
In the first subsection, the vision self-localization is explored in details and its different 
aspects are inspected. The second subsection describes a sensitivity analysis on the proposed 
method that demonstrates its performance in different locations in the field. Then using the 
evidence of sensitivity, slight modifications are presented for further robustness of the 
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overall algorithm. Next, odometry self- localization is proposed in brief and at last, the 
fusing algorithm of both visual and odometry outputs is described together with an 
Additive White Gaussian Noise (AWGN) model for the jitter. 
5.1 Vision-Based Self-Localization Using Omni Vision Sensor 
5.1.1  Hyperboloidal Omni-vision Sensor 
The hyperboloidal mirror is a specific solution among the family of polynomial mirror 
shapes. These mirrors do not provide a central perspective projection, except for the 
hyperbolic one, but still guarantee a linear mapping between the angle of elevation Ǘ and 
the radial distance from the center of the image plane ǒ (Fig. 8) (Gaechter, S., 2001).
Fig. 8. Schematic diagram of the omni vision sensor 
Another required specification is to guarantee a uniform resolution for the panoramic 
image. The resolution in the omni directional image increases with growing eccentricity, 
( ρ ), when using a camera with an images of homogenous pixel density. (see Fig. 9) 
Fig. 9. (a) Input omni directional image, (b) perspective and (c) panorama image (Yachida, 
M., 1998) 
Searching through the literature, we found that the following hyperbolic curve is commonly 
used for omni directional vision mirror (Ishiguro H., 1998): 
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However, this equation is suitable for the mirror with large size and wide view. For our 
soccer player robot, we need an image with a diameter of 3.5m on the field. To design a 
compact mirror with wide view, the above curve scaled down by a factor of 2.5 to yields: 
                                                         25.6
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  (32)
Next, a special three stages process was considered for the mirror manufacturing: 
1) Curve fabrication , 2) Polishing, 3) Coating 
In the first stage the curve was fabricated on steel 2045 with CNC machining. Then, the 
work-piece was polished by a special process and finally Ni-P electroless plating was 
employed.
5.1.2 Vision-Based Self-Localization 
Vision module was designed with several goals in mind; preparing spatial information of 
ball, opponents, team mates and self-localization raw data, exploited by self-localization 
module, are the key prospects. Our robot platforms were equipped with omni directional 
cameras (Talluri, et. al, 1993), with which the projection of the whole field area was available 
to the camera with a hyper-parabolic mirror described in section 5.1.1. Since the omni 
directional mirror introduces a map with very high non-linearity between pixel separation 
in the scene and the real physical distance (of such pixels) in the field itself, it is not reliable 
enough to develop algorithms which use distances as their input data with such mirrors.
Instead angles are preserved completely in a linear manner if the center of mirror and 
camera are aligned perfectly. Therefore, the algorithms with angles as their input data are 
more reliable and can perform more efficiently.
Our approach in vision-based self-localization is based on arcs. In basic geometry, there is a 
fact that having an angle of observationω to a fixed and spatially known object in a 2D 
plane, can provide us with possible loci of the observation point. Actually, the points are 
located on the circumference of two circles (
21,CC ). This simple idea is illustrated 
graphically in Fig. 10. 
Fig. 10. Angle of observationω and the two related arcs 
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The proposed algorithm here employs three different observation angles to constrain the 
unique position of observer (robot) in the field (assuming the ideal case with no visual 
noise). A good set of observation angles should have the following properties: 
• Availability from different locations in the field.  
• Extractable from visual data with low computational effort.  
• The arcs resulting from these angles must be independent which means they 
should leave no location ambiguity at any point in the filed. 
• The greater the angles magnitude, results in the lower sensitivity to visual noise 
(that will be discussed later).  
Since goals are fixed landmarks and at least one of them has reasonable observation angle 
within the whole field area, their use for self-localization is popular in Robocup Middle Size 
League (Stroupe, et. al, 2002). An insightful examination through different combinations of 
possible observation angles for this purpose revealed that the following three angles are 
suitable regarding the above characteristics: 
1. The observation angle from the robot itself to the nearest goal ( Goalα ).
2. Angle between the center of the farthest goal and left side of the nearest one ( Goalβ ).
3. Angle between the center of the farthest goal and right side of the nearest one ( Goalγ ).
These angles are depicted for an arbitrary location of the robot in the field in Fig. 11.  
Assume that the intersection points between Arc(j), and Arc(k) to be defined as: 
                                      kj
iP
,                                   { }2
};,,{
1,i
kj3,32,211,j,k
∈
≠′′′∈
  (33) 
where the superscripts denote intersecting arcs and a subscript denotes the index of 
intersection. Note that the robot position is always on one point located on Arc (1).
First, a list of intersection points pairs are made using equation 33. In order to find the exact 
location of the robot, the Euclidian distances of different pairs of intersections are computed 
and the one which has zero norm is selected as the answer. In other words, there is only one 
point that is located on the intersection of three arcs and this point is the real position of the 
robot in ideal case, i.e., with no noise.
                         { }jtis
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 (34) 
Considering imperfectness in visual information extraction, the intersection of Arc(1) with 
other two arcs may not coincide. In such a case, the set that yields the minimum distance 
introduces the possible position of the robot. The final position is simply computed by 
averaging over the neighboring intersection points that satisfy the above criteria (Fig. 11).  
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Fig. 11.  (a) Angles observed by the robot, (b) The arcs and possible intersection positions 
5.2 Sensitivity Analysis 
The performance of vision-based self-localization method, developed in this work, relies on 
accurate visual information obtained from the vision module by means of image processing 
algorithms and techniques. Since goals are of two distinct colors in the play field (Yellow 
and Blue), the pixels representing them are distinguished by their position in RGB color 
space, and then their position and angle of observation are extracted with special region 
growing algorithms.  
As mentioned before, although the angles are preserved linearly in the omni directional 
filed of view projected by the hyperbolic mirror, there is always the possibility that some 
error would exist in the detection procedure.
The sensitivity analysis of vision-based self-localization method reveals the regions in which 
the method is most sensitive to visual noise. The sensitivity of some performance 
characteristic y regarding parameter xi, is defined as the measure of its change yΔ , resulting 
from a change
ixΔ  in the parameter xi. Suppose:  
                                                                  ),...,,( 21 nxxxyy =  (35) 
The variation of y is defined as: 
                                                      
i
i
n
i
y
x
i
i
n
i i
i
x
dx
Sy
x
dx
x
y
y
x
ydy
i¦¦
==
=»¼
º
«¬
ª
∂
∂
=
11
 (36) 
where y
xi
S denotes the sensitivity of y with respect to parameter xi , and is computed as: 
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Applying the above analysis on the proposed self- localization method in section 5.1 shows 
that in certain areas near the corner posts, the sensitivity increases and the accuracy of the 
method degrades drastically. Therefore, the proposed algorithm may be prone to severe 
errors in these regions (see Fig. 12). Since there are flags in the corner posts (that are of good 
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visibility and detectibly in that region by vision module), these landmarks are proper 
candidates for self-localization in these regions.  
Fig. 12. Sensitivity of vision-based self-localization method at different location in the field 
5.3. Localization Using Flags 
For achieving better performance in the regions in which the sensitivity of the vision-based 
self-localization method is high, flags are used instead of goals to determine the position of 
robot. The procedure can be summarized as follow.
• By using visual data of goals and previous location of robot from its memory, the 
location of robot is roughly determined as Front-Left, Front-Right, Back-Left, Back-
Right, where Front and Back show opponent and own side fields respectively.  
• The nearest flag is then detected and the distance of robot to the flag base is 
approximated by a non-linear map constructed experimentally.  
• Since the exact position of flag is known and the relative position of robot from flag 
is also available (R), then calculating the final robot position is a trivial task, i.e.:  
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Since the method of localization changes in these regions, and in order to avoid bouncing 
and confusion between these two methods, a hystersis strip (the grey area between two arcs 
near the flag in Fig. 13) is defined. Therefore, once the method changes to usage of flag 
(robot crosses the inner ring), it sticks to the new algorithm till the robots moves out of the 
outer ring in the hystersis strip.  
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Fig. 13. The schematic view of the robot and flag near the corners (the grey strip is where the  
hystersis occurred) 
5.4. Self-Localization Using Odometry 
As it can be seen in Fig. 4b, three free rotating omni directional wheels are placed 60 degrees 
apart from the main driving wheels. These wheels are only passive, attached to three 
independent shaft encoders and have the role of odometry wheels. In reference (Samani, et. 
al, 2004) the direct method for position extraction using the data of shaft encoders is 
described. We only state the results here: 
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³ ++= dtL3ș 321
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where [ ]Tyx θ  is vector containing the position and orientation of the robot. Further 
simplification of the third equation in (39) results in: 
                                    [ ] )(
L3
dtdtdt
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321321 ϕϕϕϕϕϕθ ++=++= ³ ³³ rr  . (40) 
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5.5 Final Position Estimator 
In order to obtain the final position estimation for the robot, both visual and odometry 
outputs must be fused in an appropriate fashion that would take advantage of each method 
to make flaws from the other one ineffective. For example, due to the inherent nature of 
vision-based self-localization, there is undesired jitter at its output, but, in return, odometry 
self-localization has smooth changes that can be used as a low-pass filter for vision-based 
self-localization results. Having this in mind, we came up with the following procedure for 
estimating the final position: 
Step 1: Vision-based self-localization estimates the current position of the robot based on 
visual information from the current frame. 
Step 2: Odometry utilizes the last computed position and determines the new position 
using the equation set (39). 
Step 3: The position of robot is then computed as a weighted average of odometry and 
vision-based self-localization as: 
                                                      
VisionOdometry PPP 1.09.0 +=  (41) 
Using these coefficients results in smoothing the variation (due to jitter in vision-
based self localization) of final position estimation. The coefficients in equation 
(41) were obtained by carrying on tests on the robot position. 
Step 4: The initial position for odometry in step 2 is then set to the computed robot 
position in the step 3 and the calculation continues for the next frame.  
Since the outputs of both odometry and vision-based self- localization are prone to errors, 
and due to inherent random nature of these errors, a 2D Additive White Gaussian Noise 
(AWGN) is added to the output of a perfect self-localization block in the feedback path as 
shown in Fig. 6. The noise can be formulated as:  
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where
xσ  and yσ are noise deviation in X and Y directions, respectively. These values are 
then added to the position obtained from the self-localization module, (x0,y0), to obtain the 
probabilistic location of the robot, i.e. (x,y) as:  
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6. Omni Directional Kicking System 
For a soccer player robot, usually one direction is used for directing the ball to the goal or 
other destinations. Therefore, the ball handler and kicking mechanism is added in this 
direction which help the robot to get a suitable form for directing the ball.  
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7. Artificial Intelligence 
Artificial Intelligence has been of researchers' interest for many years since the need for 
autonomous systems emerged. Several approaches to this specific issue have been studied 
widely in different areas ranging from pure cognitive science outlook to pure engineering 
perspective; each having its own methodology. Although these approaches have different 
standpoints, it has shown that amalgamating the findings of each, results in very interesting 
achievements. In this section we will follow the engineering approach in general, for that its 
applications in practical engineering problems are more dominating.  
From the early days of utilizing machines, systems able to make some simple decisions 
when needed, became necessary in some applications. Engineers overcame this type of 
criteria in their design with simple logics which were implemented mechanically or 
electronically. 
But in the past few decades the need for complicated tasks by robots has called for 
sophisticated methods in artificial intelligence. For example, in situations where robots had 
to be utilized on another celestial body in the space, the remote control of such robots were 
not practical, so the robot needed to have its own intelligence in order to accomplish its 
mission successfully. As another example, assume a robot which has to perform like 
humans in a particular task (i.e. ping-pong player robot); as humans decide intelligently for 
such behaviors, such robots has to be able to decide intelligently as well.   
From the discussion above, it's pretty much clear that in the field of concentration of this 
chapter (soccer player robots), artificial intelligence is of great importance in both agent level 
and team level behavior. In the following subsections the principle ideas have been 
developed and explored in detail. This section is organized as following, firstly the local and 
global world models will be discussed, and then the architecture of the proposed AI 
hierarchy and its modules will be explored in details. Next a discussion on communication 
protocols, used as a medium for transmitting data between agents, will be considered. And 
finally a brief discussion on trajectory computation will be carried out.  
7.1 World Model Construction 
Although each agent tries to extract the real world map from the fusion of visual and non-
visual data as accurate as possible, but "noisy data" and "non-global optimized" algorithms 
reduce the reliability of processed data. First, let us clarify what is meant by "noise" and 
"optimized algorithms" with a few examples in a mobile robot. The flaws of color space 
modeling result in wrong color classification, which in turn makes the object detection 
algorithms prone to errors. As a result, a robot may not see an opponent because of its poor 
color table for the opponent's tag color, or it may see an orange T-shirt in the spectators' area 
as a ball!  These wrong outputs are referred as "noise". By this classification, the CCD noise 
pattern or faulty shaft encoder samples due to motors noise are excluded. There is a trade 
off between speed and reliability in most algorithms. Middle size league in Robocup has a 
well-defined environment (e.g. distinct colors, defined sizes and etc), which can be very 
helpful in simplifying the design of a fast algorithm.  
Since a predefined environment is assumed, any changes in this environment can more or 
less result in wrong movements. For example, for self-localization the width of goals are 
assumed to be fully viewable in close situations; when an object taller than a robot (like a 
human) cuts or occludes a part of a goal in the image, the output of the vision self-
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localization module will not be reliable anymore. Detection of such a situation can be a very 
cumbersome task and making the algorithm very complicated and therefore slow. 
From the discussion above, it is apparent that multi agent data fusion algorithms are 
necessary for constructing a better approximation of the real world. In addition to the 
software which resides on each robot, stand alone software for network communication, 
world model construction, cooperative behavior management and game monitoring need 
also to be developed. The world model module receives different data sets from every agent. 
Each data set contains different environmental information like self, ball and opponents' 
positions. Each data carries a 'confidence' factor; a larger confidence factor means a more 
reliable piece of information. The most recent data sets are then chosen for data fusion, in 
which the following rules and facts are applied: 
• Closer object are of assumed to be of more accuracy. 
• Objects further than a specific distance could be said to be totally inaccurate. 
(This distance is heuristically obtained) 
• An object in the field cannot move faster than an extreme value. 
With respect to the above facts, the module filters unwanted duplicates of objects, (e.g. 
many opponents close to each other seen by different agents), calculates the best 
approximation for ball and opponents' positions with first order Kalman filtering, gives 
every object a confidence factor, applies a low pass filter on data and finally constructs a 
complete world model. This new world model contains information about the objects which 
may not have been seen by each agent correctly and also enhances approximations of all 
environmental information. The constructed world model is then sent back to all agents so 
they will have a better view of the world around them! 
7.2 Artificial Intelligence Architecture 
The architecture proposed and used for the purpose of a soccer player team has a 3 layer 
hierarchical framework, namely AI Core, Role Engine and Behavior Engine (Murphy, R., 
2000). These layers are completely independent with well defined interfaces to avoid 
complexities in further developments (i.e. adding new behaviors in order to accomplish a 
certain role more effective must not influence the AI Core layer). This particular 3 layer 
architecture enables us to decentralize the whole AI routines among a ground machine and 
robots in the field accordingly, which in practice means that AI Core, resides in and runs on 
a ground machine outside the field (along with the monitoring module), while Role and 
Behavior Engines run as local processes in individual robots' processing units. The 
following diagram shows the building blocks and their interaction in the proposed 
architecture.
The interaction between the modules on different machines is provided by a communication 
protocol which bundles commands and parameters generating command packets and 
interprets the incoming packets for other modules. In the following, each layer, its interface 
and parameters will be discussed in details. Finally the communication protocol designed 
for performing the interactions will be described briefly.  
Robotic Soccer 368
7.2.1 AI Core 
As it can be seen from Fig. 15, AI Core is the topmost layer in our proposed architecture. 
This core has been implemented using case based reasoning method in which all the 
possible cases had been anticipated during the design process, these cases will be discussed 
shortly. Although no adaptation or learning takes place in this layer, clever design and 
useful parameter definition can give enough flexibility to this layer, while avoiding 
convergence problem in adaptive designs.  
The objective of this layer can be simply stated as following: 
• Collecting data from World Model Constructor (WMC) module.  
• Collecting parameter values set by human supervisor before the game. 
• Extraction of GameState from the above parameters and setting it to a member 
of the following set: GameState={HighDefence ,MedDefence, LowDefence, 
LowAttack, MedAttack, HighAttack} 
• Assigning each necessary role for each GameState to the robot which can 
execute the role better. 
• Sending the role and its parameters along with world model information to 
selected robots. Now let's take a closer look at the algorithms performing the 
above steps. The GameState is uniquely derived from the following table.  
                  Ball Region 
Ball Ownership  
Region 1 Region 2 Region 3 Region 4 
Own Team MedDefence LowDefence MedAttack HighAttack 
Opponent Team HighDefence LowDefence LowAttack MedAttack 
Table 1. Derivation of GameState from world model information 
Fig. 15. AI core visual module and the defined regions 
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In order to avoid undesirable sudden changes of GameState, which can result in sudden 
changes in roles assigned to robots, GameState determination was implemented memory 
based. This means that the current GameState is selected as the most dominant GameState in a 
pool of GameStates from the last few seconds. In AI Core, roles are changed in a manner in 
which a continuity exists between current and previous assigned roles, therefore, robots 
never experiment sudden changes in roles (for example the role defense never changes to 
attack in the next cycle). Four roles are assigned for each GameState manually based on the 
evaluation of the opponent team strategy. For example, MedAttack might be associated with 
the following roles: Goal Keeper, CenterDefence, Supporter and Attacker. In a more conservative 
situation Supporter might be substituted with a CenterFieldSupporter.
7.2.2 Role Engine  
After assignment of each necessary role to the robot which can perform it better by AI Core, 
the role, along with its optional parameters are sent to the agent through the communication 
layer. The task of the Role Engine is to: 
• Initiate the new assigned role (i.e. by proper termination of the previous role)    
• Initiate a thread to feed the Behaviour Layer with necessary behaviours in order to 
accomplish the assigned role.  
• Determining the essential behaviours according to the parameters received from 
the AI Core, and feeding them sequentially to the Behaviour Layer.  
• Watching the results of each behaviour returned from the Behaviour Layer (i.e. 
success or fail) and deciding the action to take according to results returned.  
7.2.3 Behaviour Layer 
Behaviours are the building blocks of the robot's performance which includes simple actions 
like rotating (behRotate), or catching the ball (behCatchBall) and etc. The Behaviour Layer is 
the lowest layer in our architecture.  
This layer receives a sequence of behaviours along with some parameters from the upper 
layer (Role Engine) and executes the essential subroutines in order to accomplish a certain 
behaviour. These subroutines use world model information and trajectory data in order to 
perform necessary movements.   
7.3 Cooperative Behaviour  
Here we give an example of how all these layers and modules cooperate in a synchronous 
fashion to finally show an intelligent set of behaviours. Assume in a certain point of time 
during the match, AI Core evaluates the robots’ positions, the ball location and the team 
possessing it from the global world model reported by WMC, and then concludes the state 
of the play to be MedAttack from table 1. This defines the strategy of the game which 
consequently requires some certain roles to be present in the field like Attacker, Supporter 
and Defender. The AI Core then assigns each role to the robot which is most qualified to 
perform that role. In order to avoid unwanted bouncing between roles of a single robot, 
there exists a First In Last Out (FILO) queue for each robot in the AI Core. This queue acts as 
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an intermediate between AI Core and each single robot, for that it fetches the roles assigned 
by the AI Core to each single robot and then from the previous values of its memory, 
determines if the new role has enough credibility to be assigned to the robot or if the current 
role is still the winner of the queue (having the majority of positions in the queue). This way 
the roles are somehow low pass filtered before assignment.
Now suppose the role Attacker is finally decided to be assigned to a robot by the FILO 
queue in the AI core; this role along with some parameters (i.e. shooting distance) is passed 
to the robot’s Role Engine. The Role Engine evaluates the state of the robot by checking its 
global world model and determines if the robot possesses the ball or not. In case of no 
possession, it sends the Behaviour Layer a command to start behCatchBall behaviour. This 
routine gets the rudder of the robot, fetches the best path to the destinations from trajectory 
module and then issues appropriate commands for the control module to move the robot to 
its destination (i.e. behind ball in this example). If the behaviour was successfully finished, 
which means complete possession of the ball, it returns a success code to the role which has 
called behCatchBall. Having the possession of the ball, now, the role Attacker calls another 
behaviour behDribbleBall which is again a subroutine in the Behaviour Layer. The intent of 
this behaviour could be moving the ball toward the opponent’s goal while avoiding 
obstacles (like opponent’s robots). When this subroutine got the robot to the desired 
shooting distance (which was previously passed to the Role Engine by the AI Core), it 
returns the success code to Attacker role. This role then sends a request to the Behavior 
Layer to perform the behShootToGoal behaviour, and this process repeats as many times as 
needed. The key point here is that the Role Engine evaluates the state of the robot and 
selects which behaviour is needed; the rest is left to the Behaviour Layer to watch over 
proper execution of the behaviour.   
8. Experimental Results 
In order to evaluate the performance of the position controller suggested in section 4.1 and 
self-localization error, four experiments were designed.
First, PID position control was applied. The robot tracked on a straight line of 1m length 
near the center of the field with no rotation. Second, the PD orientation control was 
employed with just rotation about the Z-axis of the robot. Third, the robot was programmed 
to follow a sinusoidal curve (“A” in Fig. 16) with the wave-length of 5m and amplitude of 
3.5m near the center of the field. Finally, the robot pursued two sinusoidal curves similar to 
curve A, but far from the center of the field (“B” and “C” in Fig. 16). 
In the first experiment, the PID constants were set as those calculated in section 1.C.  The 
maximum deviation from the straight-line tracking and the final position error were 
measured to be 8 cm and 4 cm respectively (right line in Fig. 16). 
In the second experiment, again the PD controller parameters are set to the calculated values 
for orientation control (section 4.2). The maximum error from the set point angle was 
0.03π radians.
These two experiments show that the final error for both tracking and pure rotating are in 
an acceptable level and the PID and PD controller parameters are selected properly. 
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In the third experiment, the robot had to track the sinusoidal curve (“A” in Fig. 16) while 
rotating about its Z-axis. 
Fig. 16. A, B and C depict the robot trajectories. The numbers shows each robot position on 
each curve. The right picture illustrates the straight line followed by the robot 
The measured errors were between 10 to 12 cm and occurred at points 4, 10, 13 and 17 in 
curve “A” in Fig. 16. The maximum deviation was measured to be around 12 cm that 
occurred in point 4. 
In the last experiment, the curves were located near the edges of the field (“B, C” in Fig. 16) 
The maximum deviation between the real and desirable path was measured to be around 23 
cm that is less than 7% for this case study.  
Figure 16 shows the position of the three robots on the field at different times while Fig. 17. 
is a picture of the robot tracking on the curves “A”, “B”, and “C” in the competition field. 
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Fig. 17. Notations “A”, “B”, “C” are the robots that followed the corresponding “A”, “B”, 
and “C” curves in Fig. 21 
9. Conclusion 
1. In this study, we propose PID and PD controllers for position and orientation 
controls respectively. Then, the controller parameters were estimated using a 
simplified model by taking into account the effect of noise. By using these 
parameters in the real robot, it was shown that the strategy was appropriate for an 
omni directional robot. 
2. Self-localization method utilized in this study used a combination of the odometry 
system (using a shaft encoder) and vision-based localization. Using the geometrical 
properties of circles, we managed to calculate the exact position of the robot in the 
field. Next, a sensitivity analysis was carried out to determine the inaccurate points 
in the field. For those regions, we used the flags as our landmarks in the corners to 
overcome such difficulty. An algorithm, employing the above techniques, was 
developed and tested on the real field.
The test results showed that the asymmetric errors for omni directional mobile 
robots were reduced drastically on those areas. The improvement of performance 
was more than 80% in position and orientation in comparison with the time when 
only the original localization was used. 
3. For the first time, omni directional navigation system, omni-vision system and 
omni-kick mechanism have been combined to create a comprehensive omni 
directional robot. This causes great reduction in robot rotation during soccer play. 
4. The idea of separating odometry sensors from the driving wheels was successfully 
implemented. Three separate omni directional wheels coupled with shaft encoders 
placed 60 apart of the main driving wheels. The result was reducing errors such as 
slippage in the time of acceleration. 
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Many papers in the book concern advanced research on (multi-)robot subsystems, naturally motivated by the
challenges posed by robot soccer, but certainly applicable to other domains: reasoning, multi-criteria decision-
making, behavior and team coordination, cooperative perception, localization, mobility systems (namely omni-
directional wheeled motion, as well as quadruped and biped locomotion, all strongly developed within
RoboCup), and even a couple of papers on a topic apparently solved before Soccer Robotics - color
segmentation - but for which several new algorithms were introduced since the mid-nineties by researchers on
the field, to solve dynamic illumination and fast color segmentation problems, among others. This book is
certainly a small sample of the research activity on Soccer Robotics going on around the globe as you read it,
but it surely covers a good deal of what has been done in the field recently, and as such it works as a valuable
source for researchers interested in the involved subjects, whether they are currently "soccer roboticists" or
not.
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