We propose the use of metaheuristics for the resource-capacitated multilevel lot-sizing problem with general product structures, setup costs, setup times, and lead times. Initially, we develop a heuristic which moves production in time in order to obtain feasible solutions with good quality. Strategies for the short-term memory and long-term memory of tabu search are then included to guide the search of the subordinate heuristic for new, feasible, and better solutions. Simulated annealing components are embedded into tabu search in order to improve its performance. For small problems, the solutions provided by tabu search and the hybrid metaheuristic are compared to optimal solutions and for larger problems, the quality of the solutions is evaluated against a lower bound generated by Lagrangean relaxation.
Introduction
This article considers the multilevel lot-sizing problem for general product structures and multiple capacity-constrained resources. Component safety lead times, setup costs, and setup times are also taken into account. The determination of how much to produce of each component in each time period, in a synchronized way, arises in one of the planning steps in Materials Requirement Planning (MRP) systems. It is well known that most computerized MRP systems ignore capacity constraints and disregard setup, production, and inventory costs when deciding lot sizes. As a result, the production plans generated by such systems are likely to be capacity infeasible
Problem Formulation
In this section, the MLCSLP is formulated as a mixed-integer programming model using the concept of echelon stock (Clark and Scarf, 1960; Afentakis et al., 1984) number of components i needed by one unit of the successor component j. L (i) leadtimeofcomponen ti, ensuring that the lot x it is available for consumption only at the beginning of period t + L(i). T (i) + 1 the period at which, on a rolling horizon of T periods, production planning of component i must start in order to satisfy the demand for its immediate successor at periods t ≥ T (i) + 1 + L(i) and eventually with that of the end-item. The lot x it belongs to one of the following three categories: (1) 
if t ≤ T (i) then x it is known from previous rolling horizon applications of the model and has a fixed value; (2) if T (i) + 1 ≤ t ≤ T (i) + T then x it is a model decision variable; (3) if t > T (i) +
T then x it is beyond the planning horizon and will enter the model only in a future rolling horizon application. Let T max = max {T (i) | i = 1, . . . , N}.
In order to illustrate the concept of T (i), consider the following example of a general product structure in Figure 1 .
Assume that the lead times of the components are L(1) = L(5) = 0, L(2) = L(3) = L(4) = 1. It follows that T (1) = 2, T (2) = T (3) = T (5) = 1, T (4) = 0. Further details about T (i) and how it is determined can be found in Clark and Armentano (1993) .
Echelon stock is defined as In words, E it is the total system stock of component i at the end of period t, both as a stand-alone component, I i,L(i)+t , and as part of the successor components r ij E j,L(i)+t , j ∈ S(i).
Similarly, echelon demand is defined as the total demand of a component, i.e. its own independent demand plus the echelon demand of the successor components:
The following mathematical model has been proposed by Clark and Armentano (1993) .
e it E it (2.1) subject to
(2.5)
The objective function consists of the minimization of setup, production, and inventory costs involving only the decision periods of each component. Due to the fact that the model is applied on a rolling horizon basis, the variables are those between T (i) + 1 to T (i) + T . The values of x it , y it , and E it for t ≤ T (i) are fixed, as they were decided in the previous application of the model. Fixing the variables for t ≤ T (i) makes the synchronization clearer and is adopted to conform to the common practice used in industry, which is the incorporation of MRP back schedule logic in multi-stage lot-sizing models (Clark and Armentano, 1993; Vollmann et al., 1988) . This logic consists of starting the production of a given component as late as possible, in contrast with front schedule logic, which begins component production as early as possible from period 1 onwards. This is not strictly necessary, since constraints on inventory can limit the feasible actions (i.e. the values of x it for t < T (i)). However, the idea behind the proposed model was that it would be closer to industry practice. It is shown (Clark and Armentano, 1993 ) that the constant term i|P (i) =
T (i)
t=1 e it E it results from the equivalence between models using conventional and echelon stocks. Constraints (2.2) represent the inventory balance equations. The inter-echelon constraints (2.3) follow from the definition of echelon stock and the non-negativity of the conventional stock I it . The capacity constraints in (2.4) state that the fixed and variable amounts of resources used for production are limited to the resource available in period t. It is important to say that Clark and Armentano (1995a) assume that production capacity is only consumed in the period t, but is not required in periods t + 1, . . . , t + L(i). Constraints (2.5) provide an upper bound for x it , if y it = 1, and ensure that x it = 0, if y it = 0. It can be easily shown that E it ≥ 0 in (2.6) is redundant and follows from (2.3).
A lower bound on the optimal solution value for model ME can be easily obtained by Lagrangean relaxation of the inter-echelon stock constraints (2.3) and the capacity constraints (2.4). The resulting Lagrangean problem decomposes into a set of N independent, uncapacitated, single item lot-sizing problems solvable by the WagnerWithin algorithm. The subgradient method of Camerini et al. (1975) is then used to optimize the dual function.
The Heuristic Method
The method consists of four procedures, which interact according to the diagram shown in Figure 2 .
Initially, procedure P1 is applied to the conventional inventory stock model (Katok et al., 1998; Tempelmeier and Derstroff, 1996; Clark and Armentano, 1995a) without capacity constraints by applying the optimal Wagner-Whitin algorithm to each component, starting from the final-items, and then applying it to their predecessors. As the solution found in P1 is likely to be capacity infeasible, the smoothing procedure P2 tries to find a feasible solution by shifting production amounts between time periods. Starting from the solution found in P2 or a possible feasible solution yielded in P1, the improvement procedure P3 searches for a lower cost solution. The improved solution from P3 is then perturbed in order to direct the search to new regions of the solution space. In case procedure P2 fails to produce a feasible solution, procedure P4 is also activated. If the perturbed solution turns out to be feasible then an attempt is made to improve it. Otherwise, procedure P2 tries to render it feasible. In the following, the procedures P2, P3, and P4 are described in detail.
Smoothing procedure P2
Initially calculate
Then Excess(t) = max{0, ∆(t)} represents the capacity exceeded in period t. Procedure P2 consists of production shifts from periods with Excess(t) > 0 to other periods with the objective of finding a feasible solution. A shift can be represented by (q, i, t, τ ) , which means that a quantity q of component i is moved from period t to period τ .
Procedure P2 is divided into a backward step in time, where periods t = T max + T, . . . , 2 are analyzed in that order with τ < t, and a forward step where periods are analyzed in the order t = 1, 2, . . . , T max + T − 1 with τ > t. In each of these steps and at each period where Excess(t) > 0, the procedure analyzes shifts (q, i, t, τ ) for those components i which are produced in period t. The periods τ are those between t and t , where
, last period before t in which there is production of component i} if τ < t min{T max + T , first period after t in which there is production of component i} if τ > t
The amount of the component to be shifted is determined in such a way as to satisfy constraints (2.2) and (2.3). For each component i that is produced in an infeasible period t, first determine M i,t,τ which represents the maximum amount of component i that can be moved from period t to τ in such a way that the inter-echelon feasibility is preserved. Whether there is an amount Q itk smaller than M i,t,τ that reduces Excess(t) to zero for a given resource is also checked. The choice between these two quantities is based on a cost index R(q, i, t, τ ) calculated as a function of the variation of the total cost and of the overuse of resources caused by the shift per unit of overload eliminated.
The calculation of M i,t,τ , Q itk , and R(q, i, t, τ ) are detailed below:
From constraints (2.2), it follows that a shift (q, i, t, τ ) with τ > t causes the echelon stock level of component i in periods t to τ − 1 to be reduced by q. From (2.3), we can write
Thus,
Similarly, constraints (2.2) show that a shift (q, i, t, τ ) with τ < t adds by q the echelon stock of component i in periods τ to t − 1. In order to ensure that constraints (2.3) are satisfied after the shift, we must have
The quantity that reduces the overload of resource k in a given period t can be expressed by
where a + = max{0, a}.
• R (q, i, t, τ ) As mentioned earlier, the choice of the amount to be shifted is based on the calculation of the cost index R(q, i, t, τ ) for each one of the candidate shifts (q, i, t, τ ).
∆cost is the ratio Additional cost/Total cost, where Additional cost is the cost change due to the shift (q, i, t, τ ) and Total cost corresponds to the current production and inventory cost for all components. The expression for Additional cost is as follows: where
The Penalty term is a non-negative quantity which can be interpreted as a cost for overuse of resources in periods t and τ , and β is a control parameter. Penalty is defined as
Penalty = Excess after(t) + [Excess after(τ ) − Excess before(τ )] ,
where Excess before(t) = Excess(t) before the move, Excess after(t) = Excess(t) after the move. The cost index denominator Excess decrease is given by Excess decrease = Excess before(t) − Excess after(t).
By cycle we mean a sequence of a backward and a forward step. During the first cycle β = 1, and if a feasible solution is not found, β is increased by 1 in the subsequent cycles. In this way, the increase of parameter β in the smoothing procedure gives greater importance to the overuse of resources. If no feasible solution is found after a prespecified number of cycles, the procedure fails.
The shift (q, i, t, τ ) that yields the smallest value of R(q, i, t, τ ) is performed and new shifts are executed while Excess(t) is greater than zero.
For a given infeasible period t, it may occur that no shifts are allowed because M i,t,τ = 0, for any i and τ . In this case, procedure P2 calls a new routine which tries to perform specific shifts in periods other than t. This routine, detailed in Armentano et al. (2001) , tries to alter the echelon stock of other components in specific periods so that M i,t,τ > 0 for some i and τ .
The backward and forward steps are performed consecutively until a feasible solution has been found or a stopping criterion has been reached.
Improvement procedure P3
Starting from a feasible solution yielded by P1, P2, or P4, procedure P3 is applied in an attempt to find a lower cost solution. This procedure, also employing the backward and forward steps, is similar to procedure P2. However, we only allow feasible and improving moves, i.e. shifts to periods with capacity slack.
For each period t we consider moving a quantity q of the production x it of each component i to a period τ . For each i and τ , we examine two quantities in period t: q = F i,t,τ and q sampled from the uniform distribution U [1, F i,t,τ ], where
and G i,k,τ = maximum quantity of item i that can be moved from period t to period τ so as not to violate the amount of resource k available in period τ .
Computational tests have shown that the inclusion of this random quantity leads to better solutions. Another reason for considering this random quantity is to avoid cycling, which always occurs when procedure P3 is initiated from the same solution. Among all candidate shifts (q, i, τ ) in a given period t, we choose the one which minimizes the ratio ∆cost as defined in (3.4). As the procedure searches for improving solutions, only negative values of ∆cost are accepted. The backward and forward steps are performed consecutively until no improving solution is found.
Perturbation procedure P4
In this procedure, for each component we transfer a quantity q ∈ U [1, M i,t ,τ ] from the most loaded period t to the least one τ . The aim of such a shift is twofold. If the solution from P2 is infeasible, then this perturbation is a crude attempt to obtain a feasible solution or at least to reduce the overuse of resources in period t . If, however, the solution from P2 turns out to be feasible then this perturbation is likely to produce an infeasible solution without a large overuse of resources in period τ .
For each period t we compute −∆(t) which, if positive, represents the capacity slack in t. The periods are then arranged in decreasing order of −∆(t) and for each component we search the most loaded period t and the least loaded period τ such that M i,t ,τ > 0. After the shift of one component, the quantities −∆(t ) and −∆(τ ) are recalculated and the periods are rearranged in decreasing order of −∆(t).
Inclusion of Metaheuristics
Although the perturbation mechanism introduced by procedure P4 extends the ability of the method in producing good quality solutions, there are circumstances in which the method may lead to unsatisfactory production plans. When the output of procedure P2 is an infeasible solution, say IS, procedure P4 performs a small perturbation on this solution in an attempt to make it feasible. If the solution turns out to be infeasible, procedure P2 is called again and it may happen that it produces the same solution IS or an infeasible solution "close" to IS in such a way that procedure P2 is unable again to produce a feasible solution. An analogous situation occurs when procedure P2 yields a feasible solution, say FS. Assume that starting from FS, the improvement procedure P3 is able to produce a better solution. The perturbation on such a solution performed in P4 may lead to an infeasible solution so that procedure P2 yields the same solution FS or a feasible solution "close" to FS which in turn leads procedure P3 to produce the same or a "close" solution.
The performance of the heuristic, in terms of finding a feasible solution as well as high quality solutions, can be improved by guiding it through a master process called metaheuristic. Since the heuristic procedures consist of production shifts, we chose to use metaheuristics based on local search such as tabu search (Glover and Laguna, 1998) and simulated annealing (Kirkpatrick et al., 1983) . Initially, tabu search with short-and long-term memory strategies is implemented. Next, concepts of simulated annealing are incorporated into tabu search in an attempt to obtain better solutions. 
Tabu search
Tabu search is a metaheuristic that guides a local heuristic search procedure to explore the solution space beyond local optimality. The local procedure is a search that uses an operation called move to define the neighborhood of any solution. Tabu search reduces the neighborhood by classifying certain moves as forbidden or tabu. This mechanism prevents cycling, i.e. the indefinite execution of the same sequence of moves, and directs the search to unexplored regions. An aspiration criterion removes the tabu condition of a move if it is considered attractive at that moment of the search.
One of the main features of tabu search is the use of adaptive memory to store key elements of the history of the search. The short-term memory keeps track of solution attributes that have changed during the recent past. This is the kind of memory encountered in most applications of tabu search in the literature. However, in general, higher quality solutions are produced when using long-term memory associated to diversification and intensification strategies in order to explore new regions of the solution space and exploit some attractive regions.
In what follows, we identify the components for the short-term memory and the long-term memory of the tabu search method applied to our problem.
Short-term memory
Local search and neighborhood structure. A local search starts with a solution (s) and repeatedly replaces with another one (s ) from N (s), which represents a set of solutions which are neighbors of s. N (s) is a set of solutions obtainable from s by some perturbation or movement. In our heuristic, an movement represents the transference of quantity q of component i from period t to period τ which we symbolize as (q, i, t, τ ) . The choice of a move depends on the heuristic procedure as explained before.
Solution attribute and tabu activation rule. The solution attribute is represented by (i, t) which means that component i is produced in period t. Several rules were tested in order to assign the tabu status to certain moves and the best one corresponds to forbidding the move of any amount of component i from period t for a certain number of production shifts.
Tabu tenure. The number of production shifts that a move, characterized by (i, t), remains tabu is selected from an interval [a, b] with a uniform distribution. A new value is chosen after each shift. This type of tabu tenure is found in many applications of tabu search and is motivated by the fact that a fixed tabu tenure, in general, does not allow a balance between exploitation of a region and exploration of new regions. Fixed ranges such as [10, 30] and ranges which depend on the problem size were tested but none turned out to be satisfactory for all problems. Good results were achieved from the number of shifts performed during the first execution of procedures P2, P3, and P4, denoted by sh, and after extensive tests the range was defined as [sh, 4sh] .
The data structure used for the short-term memory is a matrix where its element (i, t) stores the last production shift in which production amount of component i is forbidden to be moved from period t. Suppose that n is the number of the current shift involving the move (q, i, t, τ ) . Then, tabu tenure [i, t] = n + r, where r ∈ [sh, 4sh].
Aspiration criterion. Computational tests revealed that the neighborhood of a solution is small because production shifts cannot violate the non-negativity of the echelon stock. In addition, it was not uncommon to have a neighborhood composed only of tabu moves. Due to this kind of restriction, the standard aspiration criterion of removing the tabu status of a move if it results in a better solution than the incumbent, did not work well. Better results were achieved by applying an aspiration criterion only when all moves are tabu, in which case we choose the move which yields the least increase in the objective function.
Long-term memory
The diversification and intensification strategies are based on the residence frequency of two sets of solutions, one for each strategy. Diversification and intensification are achieved by a restart from procedure P1 where the setup costs are altered in such a way as to reduce or increase the likelihood of occurrence of component setups in certain periods. For this we construct two residence matrices of dimension N × T max , where the numerator of the element (i, t) represents the number of times that the component i is produced in period t(y it = 1) in a given set of solutions and the denominator is the largest element of the matrix. Figure 3 illustrates the setup matrix of four solutions and shows the corresponding residence matrix.
The elements of this matrix are normalized in the range [1, 10] as follows. For diversification, the largest matrix element is assigned the value 10, the smallest element is assigned the value 1 and the remaining elements are linearly interpolated. For intensification, the largest and smallest elements are assigned the values 1 and 10, respectively. Figure 4 shows the normalized diversification matrix (M2) and the normalized intensification matrix (M3) associated to the residence matrix of Figure 3 .
The setup costs are multiplied by the elements of the normalized residence matrix. For diversification, for example, high setup costs are assigned to those binary variables that very frequently take on the value 1, thereby reducing its likelihood of assuming the value 1 in a Wagner-Whitin solution.
The diversification and intensification matrices are denoted by R b and R e , respectively. Matrix R b uses the solutions produced by procedure P1. In this case, the aim is to obtain different initial solutions. In order to build R e , we use the 20 best solutions produced by procedure P3. The objective here is to obtain an initial solution with a setup configuration which is "close" to the best solutions.
In order to explain the alternation of diversification and intensification in the heuristic, we define an iteration as a sequence of procedures P2, P3, and P4, in case P2 succeeds or P2 and P4, when P2 fails. A new restart occurs after five iterations (q it ) without updating the incumbent solution. The diversification and intensification strategies alternate every five restarts without updating the incumbent solution.
Simulated annealing-based strategy
Simulated annealing is a random metaheuristic in which an improving solution is always accepted and a non-improving one is accepted according to an acceptance probability. Martin and Otto (1996) propose a combination of local search methods with simulated annealing for minimizing a given function f . Let S o be a local optimum and suppose that it is perturbed so that the local search is reinitiated from another point until it reaches a new local optimum S o . The simulated annealing acceptance function is then applied to ∆f = f (S o ) − f (S o ). If S o is accepted, the local search proceeds from S o , otherwise, it continues from S o .
This idea is used in our method in the following way; see Figure 5 . A random perturbation, as defined in procedure P4, is applied to a local optimum obtained in procedure P3, leading most of the time to an infeasible solution. Procedure P2 is then applied to this solution and if it succeeds in finding a feasible solution, a new local optimum is produced by P3, which most likely is different from the previous one due to a random amount of production shifts performed in procedures P3. The acceptance function is then applied to the new local optimum.
In order to specify a cooling schedule, we need to define an initial temperature T 1 and the temperature T i associated with the acceptance of the ith new local optimum S i . Good results were obtained by setting T i as function of the variation of the local optimal costs, namely where S 0 is the first local optimum and
Regarding the acceptance function, computational tests have shown that the deterministic acceptance function proposed by Moscato and Fontanari (1990) performs better than the classical probabilistic acceptance function e −∆f/T . The deterministic function F is given by F = 0 if ∆f > T; 1, otherwise. The diagram in Figure 6 illustrates the functioning of the complete heuristic.
Computational Results
The heuristic was coded in C language and tests were conducted on a SUN SPARCstation 20. The performance of the heuristic methods proposed in this article is analyzed using two different groups of randomly generated test problems. The first group (G1) contains problems used to make comparisons of the heuristics with a lower bound provided by Lagrangean relaxation and subgradient optimization applied to model ME. The other group (G2) is composed of small-scale problems used to evaluate the performance of the heuristics relative to optimal solutions obtained by CPLEX. We also present a comparative study showing the behavior of the heuristic methods with and without the addition of metaheuristcs in order to emphasize the role they play in the achievement of the quality of the solution.
The tests end with the application of the CPLEX LP-solver to the binary solution yielded by the heuristics. The goal of this test is to estimate the suboptimality degree attained by the heuristic solutions with respect to the binary variables and continuous variables separately.
The only paper that presents computational results that include lead time is Clark and Armentano (1995a) . The computational results present a comparison with their approach.
Test problems generation
Different problem characteristics were simulated by means of three control factors: problem dimension, product structure, and setup cost pattern. Table 1 summarizes the features of groups G1 and G2.
The data used to generate the problems come from uniform distributions as shown in Table 2 . The ranges are the same as those used in Clark and Armentano (1995a) .
The number of resources K used in all problems and the parameter r ij were chosen equal to 1, and the lead times L(i) were randomly selected as 0 or 1. Three types of structures are used: flat, serial, and general. A flat product structure is a two-level assembly structure. The general product structures used in the test problems are shown in Figure 7 . The 20-item general structure was replaced by the 17-item general structure that was taken from Maes et al. (1991) . The 40-item structure was taken from Clark and Armentano (1995a) .
The capacities were generated in the following way. After obtaining the lot-for-lot solution -the production in each period t is equal to its corresponding demandthe capacities are calculated in such a way that the availability of a resource k is the same in all periods. However, due to the existence of lead times, the capacity in a given period t should be proportional to the number of components such that t is a planning period. Formally, we have
The stopping criterion for all heuristic versions which execute the four procedures is N * T seconds. Computational experiments have shown that using more than six cycles does not significantly improve the ability of P2 to find feasible solutions and, therefore, the maximum number of cycles allowed was six.
Computational results without metaheuristics
First, we evaluate some heuristics without the addition of metaheuristics. The aim here is to construct a reference which allows the analysis of the importance of the inclusion of metaheuristics. We also compare the proposed heuristics to the method of Clark and Armentano (1995a) . In this part of the computational experiments, the test problem group used was G1. Table 3 shows the four heuristic versions used in comparisons.
The heuristics' performance are evaluated with respect to three indexes calculated for each heuristic solution:
EXC: Average percentage of overuse of the resources, given by
Such a percentage can be viewed as a measure of the capacity infeasibility degree of a solution. FEA: Average percentage of feasible solutions that the heuristic was able to find with respect to the total number of problems. GAP: Average relative deviation between a heuristic solution and the lower bound provided by the Lagrangean relaxation.
We first compare the effectiveness of HP2 in finding feasible solutions relative to the heuristic of Clark and Armentano (1995a) which only uses a single backward step. Table 4 shows the average performance attained by the heuristics with respect to the indexes EXC and FEA when applied to all problems of G1 and it shows the cost effectiveness of the solutions considering the two setup cost patterns. In Table 4 , Table 3 . Description of the heuristics used in comparisons.
HP1
Heuristic composed by P1 (only the initial solution obtained by our heuristic) HCA Heuristic by Clark and Armentano (1995a) 
HP2
Heuristic composed by P1 and P2 HP4
Heuristic composed by P1, P2, P3, and P4 the heuristic HCA found feasible solutions for problems which are a subset of the problems for which the heuristic HP2 found feasible solutions. The average gap is computed only for the problems for which the heuristic HCA found a feasible solution.
While HP2 improves substantially over HCA relative to the feasibility indexes EXC and FEA, the same is not true with respect to cost effectiveness. HCA employs a smoothing procedure quite similar to our procedure P2. The difference is that HCA conducts the search for feasible solutions exclusively guided by cost improvements while HP2 is oriented by the ratio R(q, i, t, τ ) shown in (3.4), which combines cost and feasibility aspects. So it is expected that HCA will outperform HP2 in solution cost. However, the cost degradation observed in HP2 is more than compensated by its gain in terms of capacity feasibility, which proves the superiority of the combined ratio R(q, i, t, τ ) over the cost-oriented ratio.
The next comparison evaluates the cost performance of HP2 against HP4 taking into account different setup costs. The results shown in Table 5 clearly demonstrate the effectiveness of procedures P3 and P4 in finding lower cost solutions. Table 5 does not have FEA since that would be a repetition from Table 4 . Heuristics HP2 and HP4 found the same percentage of feasible solutions. Note that embedded into GAP we may have a duality gap. We will return to this later when another experiment will compare the solutions found by metaheuristics to optimal solutions given by CPLEX, which allows us to evaluate the extent of the duality gaps.
Computational results with addition of metaheuristics
The evaluation of how the inclusion of tabu search and simulated annealing affect the heuristic's performance is exclusively done with respect to solution cost since they have not increased the number of feasible solutions found (FEA) and the degree of infeasibility (EXC). The computational experiments used group G1, and were first conducted in such a way that the effect of tabu search could be evaluated separately and then in conjunction with simulated annealing. Table 6 shows the values of GAP as a function of product structure, problem size, and setup cost pattern. Consider the additional notation:
HT: Heuristic incorporating of tabu search. HTS: Heuristic with the inclusion of tabu search and simulated annealing. The analysis of the results shown in Table 6 indicates that the addition of tabu search improved the average cost performance for almost all product structures and problem sizes. The combination with simulated annealing caused a positive effect as well, a especially in problems with flat and general structures. For serial problems, the average gap reduction was larger. However, for instances with 40 items, the heuristic was able to find a feasible solution only in 5% of them. This 5% represents just one instance in 20. It is difficult to conclude anything in instances with serial structure, 40 items, and high setup cost. In an overall evaluation, it is possible to say that HT and HTS obtained the smallest gaps for problems with flat structure and with low setup cost. However, we emphasize that this result depends on duality gaps. This point is clarified in the next section where the heuristic HTS is compared to optimal solutions. Moreover, the behavior of the heuristics is affected by the problem dimension.
The graphs showing the dynamic behavior of the incumbent solution when a heuristic is executed are also helpful in the comparative analysis. We selected ten replications of a problem of size 10 × 12 to perform this test. Figure 8 shows the evolution of the mean gap attained by heuristics HP4, HT, and HTS for a flat structure. Figures 9 and 10 show the same results for serial and general structures, respectively. Two points deserve comments. As expected, the metaheuristic methods yield better solutions during all execution time. Moreover, HTS is able to attain good solutions much faster than HP4, particularly for flat and serial structures.
Comparisons with optimal solutions
In this section, the performance of HTS is compared to optimal solutions. The commercial package CPLEX was applied to optimally solve the set of small-sized problems of group G2. The number of binary variables present in model ME ranges from 18 to 60. Additional experiments have shown that larger problems cannot be solved in a reasonable time by the CPLEX/MIP-solver. In fact, the CPLEX succeeded in finding optimal solutions only for 95 of the 120 problems. Table 7 shows the average deviation from optimum achieved by heuristic HTS separated by problem sizes, product structures, and setup cost patterns. The number in parentheses represents the number of problems that CPLEX was able to solve to optimality using default parameters. We chose to report two indexes, in order to emphasize the role played by the duality gap in the previous results using group G1. GAPopt stands for the average cost deviation of HTS from the optimum while GAPlb stands for the average cost deviation from the Lagrangean lower bound. The averages were only calculated over the problems actually solved by CPLEX. The last column shows the averages attained by each product structure and setup cost profile.
With regard to the product structure and dimension, the results in Table 7 confirm the analysis made when comparisons were performed using group G1, namely, HTS performs better for flat structures.
Relative to the setup cost profiles, Table 7 shows that if we use GAPopt as the comparative index, HTS attains better results in problems with high setup costs. On the other hand, if we use GAPlb the conclusion is the opposite. A possible explanation for that resides in the Lagrangean/subgradient method, which generates greater duality gaps when solving problems with high setup costs. The most important observation, however, is concerned with the magnitude of the duality gaps embedded in the lower bounds. Note that the average deviation from the Lagrangean bound is 5.7% while the real average deviation of HTS is 1.7%. In short, this limited computational test shows that about 75% of the deviation from the lower bound is due to the duality gap.
LP-based refinements
Another experiment takes the binary solutions yielded by the application of the HTS heuristic, fixes them in model ME and solves it using the CPLEX LP-solver. This procedure can be viewed as a final refinement of heuristic HTS. As stated before, this test also aims to estimate the suboptimality degree attained by the heuristic solutions with respect to the binary variables and continuous variables taken separately. We first compare the solutions obtained by CPLEX to the optimal solutions using group G2. Moreover, the same test is applied to problems from group G1. In Table 8 , the values in column GAPlb-LP represent the deviations of CPLEX solutions relative to the Lagrangean bound and column GAPopt -LP shows the CPLEX values with respect to the optimum.
For problems with flat structure, the results show that the gap reduction with the application of the LP solver is small. For serial and general problems the refinement proved to be of great importance. For these classes, it can be stated that the heuristic HTS is able to find binary solutions very near to the optimal ones. Restricting the analysis to the eight replications of the 10 × 6 problem, which were solved to optimality, we observed that the deviations from the optimal solutions are always below 2%. Taking the problems from group G1, we also applied the CPLEX LP-solver to the binary solutions obtained by HP4 and HTS. The aim is to check, in terms of quality of the solutions, if it is worth including metaheuristics instead of just using the simpler heuristic HP4, since both run in N * T seconds. In this test only part of the problems from group G1, namely the problems with 10 and 20 items, and 12 periods were solved, totalling 120 problems. The results are shown in Table 9 .
The overall means shows that the use of metaheuristics is important to finding good binary solutions. On the average, it can be observed that the final gap of the LP solutions provided by HTS is reduced by about 40% when compared to the gap found using HP4. The greatest improvement occurs in problems with serial structure.
Conclusions
In this paper, several heuristics were proposed for solving the multilevel constrained lot-sizing problem with setup and lead times. Initially, a basic heuristic method HP4 built upon a mathematical formulation of the problem in terms of echelon stock was developed. This method is composed of four procedures and the computational results on a series of randomly generated problems have proved that it is able to find a greater number of capacity feasible solutions when compared to a previous heuristic proposed by Clark and Armentano (1995a) . The inclusion of metaheuristics such as tabu search and simulated annealing was tested on a set of medium to large-sized problems. Comparisons to a Lagrangean lower bound showed that the metaheuristic HTS reduced the gap with respect to heuristic HP4. For small-sized problems, the metaheuristic produced solutions very close to the optimal ones. We have also shown that the application of the CPLEX LP-solver to the metaheuristic binary solution reduced substantially the gap in comparison with the application of the LP-solver to the binary solution yielded by the basic heuristic HP4.
We believe that the heuristic HTS is a practical and efficient way to improve the performance of lot-sizing tasks embedded in MRP systems as it takes into consideration some crucial practical issues such as finite capacity, non-zero lead times, and cost optimization.
