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In this study, we have studied the quantum tunneling of a single spin-orbit-coupled atom held in a
periodically modulated optical lattice with an impurity. At the pseudocollapse points of quasienergy
bands, where the dynamical localization takes place globally, two types of local second-order tun-
neling processes appear beyond expectation between the two nearest-neighbor sites of the impurity
with the spin unchanged and with impurity site population negligible all the time, when the im-
purity potential is far off-resonant with the driving field. Though tunneling behaviors of the two
types seem to be the same, they are believed to involve two distinct mechanisms: one is related to
spin-independent process, while the other is to spin-dependent tunneling process. The two types of
second-order processes can be identified by means of resonant tunneling with or without spin-flipping
by tuning the impurity potential to be in resonance with the driving field. In the Floquet picture, the
second-order processes are manifested as subtle and fine avoided crossings of quasienergy spectrums
near the pseudocollapse region. These results are confirmed analytically on the basis of effective
three-site model and multiple-time-scale asymptotic perturbative method, and may be exploited for
engineering the spin-dependent quantum transport in realistic experiments.
I. INTRODUCTION
Spin-orbit coupling (SOC) effect, ubiquitous in con-
densed matter physics, lies at the heart of fundamen-
tal phenomena such as spin Hall effect[1], topological
insulators[2], Majorana fermions[3], as well as practi-
cal applications such as spintronic devices[4]. Recently,
artificial spin-orbit coupling (SOC) has been success-
fully engineered in the laboratory with both neutral
bosonic and fermionic ultracold atoms[5–10], which not
only exhibits many exotic phases[11–18] (some of which
have no direct analog in conventional condensed mat-
ter systems), but also provides an ideal platform to
recreate and explore novel SOC physics with an un-
precedented level of tunability of experimental param-
eters. Motivated by the ongoing experimental achieve-
ments, scholars have put extensive efforts toward under-
standing the static properties of the SO-coupled atomic
gases[17–26], as well as gaining insight into their in-
triguing dynamics, including unconventional collective
dipole oscillations[27, 28], relativistic dynamics with
analogs of Zitterbewegung[29] and Klein tunneling[30],
spin Josephson effects in a double-well potential[31–
33], spin-dependent tunneling and spin transportation
in Floquet systems of SO-coupled ultracold atoms[34,
35], nonequilibrium dynamics of SO-coupled lattice
bosons[36], tunable Landau-Zener transitions[37] and
chaos-driven dynamics[38] in SO-coupled atomic gases,
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localization of a SO-coupled particle or Bose-Einstein
condensate moving in a 1D quasiperiodic potential[39, 40]
and random potential[41, 42], entanglement[43, 44] and
dynamical phase transition[44] in a SO-coupled Bose-
Einstein condensate, and so on.
When SOC is combined with optical lattices, a spin-
flip term is produced in Bose-Hubbard Models, in ad-
dition to the standard spin-conserving tunneling be-
tween nearest-neighbor lattice sites. In recent experi-
ments, SO-coupled bosonic gases in an optical lattice
have been successfully realized[45], which promises a
testbed for theoretical studies of diverse new phases and
SOC-related spin-dependent transportations. Typically,
defects play a prominent role in the dynamical proper-
ties of the realistic lattice systems. A large number of
papers have been devoted to theoretical investigation of
the behaviors of quantum particles without SOC hopping
on a defective lattice, such as the existences of bound
state in the continuum (BIC)[46] and Floquet bound
states[47] in the one-dimensional two-particle Hubbard
model with an impurity, the resonant tunneling of a single
particle[48] and correlated pair tunneling[49, 50] in driven
one-dimensional lattices with an impurity, to name only
a few. By contrast, the physics of a single SO-coupled
ultracold atom in a driven one-dimensional optical lat-
tice with an impurity remains an unexplored frontier.
On the other hand, for controlling more favorably spin-
dependent tunneling and spin transportation in lattices,
disorder and external driving field may be intentionally
introduced. From this point of view, it would be worth-
while to study the dynamics of a SO-coupled particle
moving in a periodically driven lattice with an impurity.
This paper is principally aimed to understand how the
2interplay between impurity, SOC and periodic driving
determines the novel tunneling dynamics of a single SO-
coupled atom moving in an optical lattice. As we find it,
the dynamical localization (DL) is not destroyed when
considering tunneling dynamics of a single SO-coupled
atom with only spin-conserving coupling or with only
spin-flipping coupling in the driven optical lattice with an
impurity, but the local dynamics of the system is remark-
ably affected when the competition among impurity, SOC
and periodic driving is introduced. Specifically, there are
two scenarios. In the resonant regime, where the im-
purity potential is equal to a multiple of the driving fre-
quency, the dynamics of the system is dominated by reso-
nant tunneling between the impurity and its two nearest-
neighbor sites. Such a system with only coupling between
states with the same spin will exhibit resonant tunneling
without spin flipping, while the one with only coupling
between states with different spins demonstrates reso-
nant tunneling with spin flipping. In the non-resonant
regime, where the impurity potential is far off-resonant
with the driving field, the second-order tunneling process
emerges surprisingly even under the DL conditions when
either only the spin-conserving tunneling term or only the
spin-flipping tunneling term is presented; in either case,
a single spin-up (down) atom tunnels back and forth be-
tween the two nearest-neighbor sites of the impurity in
such a way that the spin remains unchanged and the im-
purity site population is negligible over all the evolution
time. For the single SO-coupled atom with either only
spin-conserving coupling or with only spin-flipping cou-
pling term, the second-order tunneling processes exhibit
remarkable resemblance, though, they are generated via
different virtual intermediate states and therefore should
be interpreted in the context of two distinct mechanisms.
The first mechanism involves a spin-independent tunnel-
ing process in which the virtual intermediate state with-
out spin-flipping is eliminated, thereby yielding a spin-
independent effective tunneling rate. The second one
stems from a second-order transition via elimination of
the virtual intermediate state with spin-flipping and ac-
tually involves a spin-dependent tunneling process, thus
second-order transition of this type has a spin-dependent
effective tunneling rate.
II. MODEL SYSTEM AND FLOQUET
QUASIENERGY SPECTRUM
We consider a single ultracold atom with internal up
and down pseudospin states | ↑〉 and | ↓〉 trapped in
a spin-independent one-dimensional periodically driven
optical lattice with an impurity at site n = 0. The effec-
tive spin-orbit coupling can be implemented simultane-
ously experimentally using two counter-propagating Ra-
man lasers which generate a momentum-sensitive cou-
pling between the two internal hyperfine states of the
same atom. In the most general tight-binding descrip-
tion, the single-particle Hamiltonian governing this sys-
tem is of the following form[34, 35, 39]
H =
∑
n
[−(cˆ†nTˆ cˆn+1 + h.c.) + ε′(t)ncˆ†ncˆn +
Ω
2
cˆ†nσˆz cˆn]
+ε0cˆ
†
0cˆ0, (1)
where cˆ†n = (cˆ
†
n↑, cˆ
†
n↓), cˆn = (cˆn↑, cˆn↓)
T (hereafter super-
script T stands for the transpose) and cˆ†nσ(cˆnσ) creates
(annihilates) a boson with pseudo-spin σ =↑, ↓ at site
n (n = 0,±1,±2, ...), σˆx,y,z are the usual 2 × 2 Pauli
matrices, Ω is the effective Zeeman field intensity, and
ε0 the impurity potential strength. Tˆ ≡ v exp(−iασˆy) =
v(cosα−iσˆy sinα) is the hopping matrix obtained by the
Peierls substitution, where v represents the hopping am-
plitude in the absence of synthetic SO coupling, and the
dimensionless parameter α = πkr/klat characterizes the
strength of SO coupling with kr and klat being the wave
vector of the Raman laser and the lattice respectively.
For convenience, we will refer to dressed pseudo-spin as
spin hereafter. The diagonal terms of Tˆ describe spin-
conserving hopping while off-diagonal spin-flip terms de-
scribe the SO coupling arising from a two-photon Ra-
man process. In our model, we assume that the driv-
ing field take the form ε′(t) = F cos(ωt) with ampli-
tude F and frequency ω. In the numerical simulations
below, we take the size of lattice to be N = 21, i.e.,
n = 0,±1,±2, ...,±10, unless explicitly stated otherwise.
For simplicity, we have set ~ = 1 and adopted the
parameter v as a unit to scale the other parameters
Ω, F, ω, ε0 so that they become dimensionless. In re-
alistic experiment, the Zeeman field Ω is on order of
recoil frequency Er/~ = ~k
2
r/(2m) = 22.5kHz[5], v ∼
0.1Er/~, and the driving frequency ω can be adjusted
between 0 ∼ 30kHz[51]. Thus, the system parameters
can be tuned experimentally in a wide range as follows
Ω ∼ 10v, F ∼ ε0 ∼ ω ∈ [0, 10]v. In our discussion,
what is essential is the ratios between these parameters
v,Ω, F, ω, ε0.
In Hilbert space with a complete set of Fock basis
{|n, σ〉}, where |n, σ〉 represents the state of a spin-σ
(σ =↑, ↓) particle occupying a lattice site n, the state
vector of the SO-coupled system at any time t can be
expanded as
|ψ(t)〉 =
∑
n,σ
an,σ(t)|n, σ〉, (2)
where an,σ(t) indicates the time-dependent probability
amplitude of the atom being in state |n, σ〉, and the cor-
responding probabilities read Pn,σ = |an,σ(t)|2, conserv-
ing the normalization condition
∑
n,σ Pn,σ = 1. Sub-
stituting Eqs. (1) and (2) into Schro¨dinger equation
i∂t|ψ(t)〉 = H |ψ(t)〉, one obtains the following coupled
equations for the probability amplitude an,σ
ia˙n,↑ = −υ[cosα(an+1,↑ + an−1,↑)
+ sinα(−an+1,↓ + an−1,↓)]
3+ε′(t)nan,↑ + ε0δn,0an,↑ +
Ω
2
an,↑, (3)
ia˙n,↓ = −υ[cosα(an+1,↓ + an−1,↓)
+ sinα(an+1,↑ − an−1,↑)]
+ε′(t)nan,↓ + ε0δn,0an,↓ − Ω
2
an,↓. (4)
Throughout our paper, the overdot represents a deriva-
tive with respect to the time variable t, unless stated
otherwise. From Eqs. (3) and (4), it is easy to observe
that the couplings between states with the same (differ-
ent) spin are proportional to cosine (sine) functions of
the SOC strength. The terms proportional to cosα are
the usual spin-conserving tunneling, while those propor-
tional to sinα are the spin-flipping tunnelling. When
α = lπ, l = 0, 1, 2, ...., only the usual tunneling is pre-
sented; When α = (2l + 1)π/2, l = 0, 1, 2, ...., the usual
tunneling vanishes and only the spin-flipping tunneling
is kept. Otherwise, the spin-conserving and spin-flipping
tunnelings will coexist. Thus the quantum transport
with or without spin-flipping can be manipulated by ad-
justing the SO coupling strength α. In what follows, we
will illustrate how the tunneling dynamics of a single SO-
coupled atom in an optical lattice is governed by inter-
play between impurity and periodic driving, with focus
on the usual spin-conserving tunneling (sinα = 0) and
the purely spin-flipping tunneling (cosα = 0) case.
FIG. 1: (Color online) Numerically computed quasienergy
spectrum versus the driving parameter F/ω for the usual spin-
conserving tunneling [sinα = 0, upper row (a) and (b)] and
the purely spin-flipping tunneling [cosα = 0, lower row (c)
and (d)] case. Left [(a) and (c)]: the resonant case ε0/ω = 1;
Right [(b) and (d)]: the nonresonant case ε0/ω = 1.2. The
other parameters are set as v = 1, ω = 20,Ω = 20. Hereafter,
all variables and parameters are dimensionless. The insets in
(b) and (d ) highlight the subtle avoided crossings near the
collapse points for the nonresonant case.
Before investigating the corresponding quantum tun-
neling dynamics, we first discuss the quasienergies and
Floquet states of the considered system (1). According
to Floquet theory, the time-periodicity of Hamiltonian
allows to write solutions of the Schro¨dinger equation (3)
and (4) in the form of an,σ(t) = a˜n,σ(t) exp(−iεt), where
ε are the quasienergies and a˜n,σ(t), to which we shall refer
as Floquet modes, are periodic with the driving period
T˜ = 2π/ω.
In Fig. 1, we plot quasienergy spectrum versus the driv-
ing parameter F/ω for the usual spin-conserving tunnel-
ing sinα = 0 (upper row) and the purely spin-flipping
tunneling cosα = 0 (lower row) cases, by direct diag-
onalization of the evolution operator over one period
U(T, 0) = T exp[−i ∫ T˜0 H(t)dt], where T is the time-
ordering operator. In all the numerical calculations, we
have set the size of lattice to be N = 21 and Ω = ω.
As can be seen in the left column of Fig. 1, in the res-
onant case of ε0 = ω , for sinα = 0 (upper left), the
quasienergies make up a miniband and exhibit a set of
band collapses at F/ω = 2.405, 5.5201, ..., the zeros of
Bessel J0 function, while two pairs of doubly-degenerate
quasienergies deviate from the rest of miniband near the
collapse regions; however, for cosα = 0 (lower left), the
quasienergy band shows a similar set of collapses when
F/ω = 3.8317, 7.0156, ..., the zeros of Bessel J1 function,
accompanied by four non-degenerate quasienergies devi-
ating from the rest in the vicinity of the collapse regions.
It is obvious that the quasienergy spectrums corre-
sponding to the case sinα = 0, for which only the spin-
conserving couplings are presented, have the same struc-
ture of that in the case of their spinless atom counterpart
reported in Ref. [48], where the band collapses have been
observed at the zeros of Bessel J0 function. It is be-
cause in this situation the results are spin-independent
and thus the quasienergy band corresponding to the spin-
up states is exactly the same as that corresponding to the
spin-down states. By contrast, for cosα = 0 (only the
spin-flipping couplings are presented), the spin-flipping
tunneling is associated with an energy cost of Ω, and
therefore, when the energy shift Ω induced by the spin-
flipping tunneling matches a multiple of the driving fre-
quency, that is, when Ω = mω with positive integer m,
the driven SO-coupled system behaves approximately, in
a time-averaged sense, like an undriven one with the
rescaled hopping matrix element vJm(F/ω). In our case,
where Ω = ω, the collapses of quasienergy band accord-
ingly become located at the zeros of Bessel J1 function,
rather than the zeros of Bessel J0 function as in the
spin-independent tunneling case. Due to the existence
of an impurity, there is a corresponding energy differ-
ence created by a static tilt between the impurity and
its two nearest-neighbor sites, which results in four asso-
ciated quasienergies distinguished from quasienergy flat-
ness (narrrowing) in the vicinity of the collapse point,
in stark contrast to the case of perfect optical lattice
in which all the quasienergies will collapse into a single
value.
As shown in the right column of Fig. 1, in the off-
resonant case of ε0 = 1.2ω, except that two quasienergy
levels (which for the usual spin-conserving tunneling
4sinα = 0 case are identical and exactly overlapped, as
shown in Fig. 1(b)) remain isolated from the rest of the
miniband for all the values of F/ω, there also exist a se-
ries of band collapses just as in the resonant case. The
quasienergy levels separated markedly from the rest cor-
respond to localized states for which an atom with spin
up or down is captured by the impurity. Particularly in-
teresting, the region of the level collapse is in fact a region
with several avoided crossings as shown in the insets of
Figs. 1 (b) and (d). As we shall show in the next section,
these fine structures of avoided level crossings near the
pseudocollapse points can be conveniently exploited for
engineering the spin-dependent transportation.
To gain more insight into the behaviors of quasiener-
gies at the collapse points, we plot in Fig. 2 quasiener-
gies within one Brillouin zone 0 ≤ ε ≤ ω versus ε0/ω,
by choosing F/w = 2.4045 [Fig. 2 (a)] for usual spin-
conserving tunneling, and F/w = 3.8317 [Fig. 2 (b)] for
the purely spin-flipping tunneling case respectively. It is
shown in Fig. 2 that close approaches of two branches oc-
cur whenever ε0 = m
′ω with m′ being positive integers.
At the points of close approach, the curves will not actu-
ally cross, but their separations decrease with increasing
integer value of ε0/ω. Other quasienergies are degener-
ate, representing the quasienergy flatness (collapse) as
shown in Fig. 1. These close approaches (avoided level
crossings) at values of ε0 = m
′ω indicate the presence
of multiple-photon resonances which will be discussed
later in detail. The levels which make close approaches
(avoided crossings) at values of ε0 = m
′ω, correspond
to the four quasienergies differentiating from the rest
of the miniband, each two of which will be coincident
(or nearly coincident) at the collapse point as shown in
Figs. 1 (a) and (c). However, the fine and subtle struc-
tures of avoided level crossings for the off-resonant case
depicted in the insets of Figs. 1 (b) and (d) are too small
to be visible in the scale of Fig. 2.
III. TUNNELING DYNAMICS WITH OR
WITHOUT SPIN FLIPPING
In this section, we will present a comprehensive anal-
ysis of the tunneling physics underlying the quasienergy
spectrum of the considered system (1). As is well known,
the crossing (collapse) of the quasienergies of the under-
lying time-periodic system is always associated with a
celebrated quantum phenomenon called dynamical local-
ization (DL)[52], in which a localized particle periodically
returns to its initial state following the periodic change
of the field. Upon occurrence of DL, the initial local-
ized quantum state will not diffuse. To study the sys-
tem’s time-evolution quantitatively, we have plotted the
time dependence of the mean-square displacement 〈n2〉
(=
∑
n,σ n
2|an,σ|2), as illustrated in Fig. 3, by numeri-
cally solving equations (3) and (4) with the size of lattice
N = 21. Clearly, for the off-resonance case, if we start the
system with a single spin-up (or spin-down) atom in the
FIG. 2: One Brillouin zone 0 ≤ ε ≤ ω of quasienergies as
functions of ε0/ω. (a): The usual spin-conserving tunneling
(sinα = 0) case, F/w = 2.4045. (b): The purely spin-flipping
tunneling (cosα = 0) case, F/w = 3.8317. The other param-
eters are v = 1, ω = 20,Ω = 20.
impurity site (site n = 0), the system will be frozen in the
initial state, which is suggested by the structure of two
levels isolated from the rest of miniband in Figs. 1 (b) and
(d). The frozen dynamics arises from the fact the parti-
cle is captured by impurity. Thus, in order to illustrate
the physical significance of the miniband collapses, we
assume in the following calculations that the system be
initialized in state |−1, ↑〉, that is, with a spin-up atom in
the left-side neighbor of impurity site (site −1). For this
initial state, if there is a diffusive (spatially delocalized)
propagation through the whole optical lattice, the mean-
square displacement 〈n2〉 will increase without bound.
By comparison of Figs. 3 (a)-(b) and (c)-(d), it can be
readily seen that the behaviors of time-dependence of the
mean-square displacement are similar between the usual
spin-conserving tunneling sinα = 0 (top) and the purely
spin-flipping tunneling cosα = 0 (bottom) case, whether
the driving parameters are located on (the solid lines)
or off (the dashed lines) the band collapse points. As is
apparent in Fig. 3, for both F/ω = 2.405 (solid lines in
the top row) and F/ω = 3.8317 (solid lines in the bottom
row) corresponding to the collapse points in the cases of
sinα = 0 and cosα = 0 respectively, the mean-square
displacements are seen to be bounded and the celebrated
dynamical localization (DL)[52] occurs, whereas in the
case of F/ω = 1.5 (dashed lines) the mean-square dis-
placements grow without bound and the particle initially
occupying site -1 delocalizes. Detailed examination of
the bounded solutions (evidence of DL) reveals that the
mean-square displacement varies between 1 and 0.5 for
the resonant case (see insets in left column), indicating
that the particle propagates through several lattice spac-
ings and returns repeatedly to the initial location, while
the mean-square displacement remains near unity for the
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FIG. 3: Numerically computed time evolution of the mean-
square displacement 〈n2〉, defined by 〈n2〉 =
∑
n,σ
n2|an,σ|
2,
for the usual spin-conserving tunneling (sinα = 0) case [up-
per row (a)-(b)] and for the purely spin-flipping tunneling
(cosα = 0) case [lower row (c)-(d)], respectively. The total
number of lattice sites is chosen as N = 21. In upper row (a)-
(b), the solid lines are for F/ω = 2.405 and the dashed lines
for F/ω = 1.5; while in the lower row (c)-(d), the solid lines
are for F/ω = 3.8317, and the dashed lines are for F/ω = 1.5.
Left column [(a) and (c)]: the resonant case ε0/ω = 1; Right
column [(b) and (d)]: the nonresonant case ε0/ω = 1.2. The
insets show enlargement of the localized dynamics at the first
quasienergy band collapse point F/ω = 2.405 [upper row (a)-
(b)] and F/ω = 3.8317 [lower row (c)-(d)]. In all plots, the
other parameters are the same as in Fig. 1, and the system
is initialized in state | − 1, ↑〉, that is, with an initial spin-up
atom in the left-side neighbor of impurity site (site −1).
off-resonant case (see insets in right column), seeming to
be a frozen dynamics. The seemingly frozen dynamics, as
we will show below, is actually a second-order tunneling
between the two nearest-neighbor sites of the impurity.
For a clearer observation of the tunneling dynamics
presented above, we show in Fig. 4 the time evolution
of occupation probabilities Pn,σ for the resonant case
ε0/ω = 1 via direct integration of equations (3) and (4)
with the size of lattice N = 21, assuming that a spin-
up atom is initially prepared in the site −1 and that the
driving parameters are properly set at the band collapse
points. Under such assumptions, though the dynami-
cal localization dominates globally, resonant oscillations
with (without) spin flipping can take place between the
impurity and its two nearest-neighbor sites, as depicted
in Fig. 4 (a) and (b) respectively. For the same set of
parameters as in inset of Fig. 3 (a), where sinα = 0 and
F/ω = 2.405, the occupation probabilities P−1,↑ (P1,↑)
oscillate between 1 and −1, at the same time, the occu-
pation probability P0,↑ varies between 0 and 0.5, which
indicates that the dynamics of system is dominated by
the spin-conserving tunneling only between the impurity
and its two nearest neighbor sites and thus can be under-
FIG. 4: (Color online) Time evolution of occupation probabil-
ities Pn,σ given by equations (3) and (4) for the resonant case
ε0/ω = 1, starting the system with a spin-up particle in site
n = −1. (a): The usual spin-conserving tunneling (sinα = 0)
case at the first collapse point F/ω = 2.405. (b): The purely
spin-flipping tunneling (cosα = 0) case at the first collapse
point F/ω = 3.8317. The total number of lattice sites is set
as N = 21, and other parameters are v = 1, ω = 20,Ω = 20.
stood in an effective three-site model with three localized
basis functions |0, ↑〉 and |±1, ↑〉, see Fig. 4 (a) and its in-
set. Likewise, for the same values of the parameters as in
inset of Fig. 3 (c), where cosα = 0 and F/ω = 3.8317, a
complete oscillation between the sites 0 and ±1, same as
in Fig. 4 (a) but with spin flipping and longer oscillation
period, is observed in Fig. 4 (b), in which case the sys-
tem dynamics is limited in a subspace spanned by states
|0, ↓〉 and |±1, ↑〉 and thus can be described in an effective
three-site model [the inset in Fig. 4 (b)]. These resonant
oscillations (shown in Figs. 4 (a) and (b)) between the
impurity and its two nearest-neighbor sites are strongly
reminiscent of multiple-photon resonances, which man-
ifest themselves in the avoided crossings of quasienergy
spectrum at the band collapse points (shown in Figs. 1
(a) and (c)) and under the circumstances the system will
exchange energy of an integer number of photons with
the oscillating field to overcome the energy offset created
by the impurity, thus offering a possible means for con-
trol of single-spin transportation with or without spin
flipping. Noticing that the results are physically similar
if we instead start the system with a single spin-down
atom in the site −1, without loss of generality we restrict
ourselves to the case of initial spin-up atom throughout
our paper.
Now we turn to the off-resonant case with the same set
of parameters and initial conditions as in insets of Figs. 3
(b) and (d) where the dynamical localization takes place
globally. In this case, the transition between the im-
purity and its two nearest-neighbor sites is nonresonant
and is therefore suppressed when the strength of the im-
purity potential is comparatively far from any integer
multiple of ω. To our surprise, the considered system
6actually performs Rabi oscillation between the localized
states | − 1, ↑〉 and |1, ↑〉 with negligible population at all
the remaining sites (n 6= ±1) for both the usual spin-
conserving tunneling [Fig. 5 (a)] and the purely spin-
flipping tunneling [Fig. 5 (b)] cases. These two Rabi
oscillations shown in Figs. 5 (a) and (b) correspond to
the very similar observable tunneling behaviors where a
single spin-up atom tunnels back and forth between the
two nearest-neighbor sites of the impurity in a manner
that the spin (↑) remains unchanged and the impurity
site population is negligible over all the evolution time,
and thus their corresponding mean-square displacements
as illustrated in the insets of Figs. 3 (b) and (d) appar-
ently will keep unchanged because of the symmetry of
lattice. Obviously, the tight-binding model (1) can only
give rise to the first-order transition between two adja-
cent sites, so that these tunneling processes between the
two sites −1 and 1 are possible only due to the second-
order transition. As we shall show in the next section
in detail, two distinct physical mechanisms are believed
to be involved. The first one is due to the second-order
transition | − 1, ↑〉 → |1, ↑〉 via the virtual intermediate
state |0, ↑〉. The second one is induced by the second-
order transition | − 1, ↑〉 → |1, ↑〉 via a different virtual
intermediate state |0, ↓〉. The respective tunneling dy-
namics can be summarized schematically in lower panels
in Figs. 5 (c) and (d), where crosses indicate suppression
of tunneling through that barrier, the dashed-line arrows
indicate the virtual first-order tunneling process, whereas
the solid-line arrows indicate the second-order tunneling
allowed.
In a nutshell, there are two types of second-order tun-
neling processes despite of very similar observable tunnel-
ing behaviors, which are interpreted in the context of two
different mechanisms as schematically shown in Figs. 5
(c) and (d). Actually, the aforementioned second-order
tunneling processes are the direct consequences of the
subtle avoided level crossings presented in the insets of
Figs. 1 (b) and (d), which can not be captured by the
first-order perturbation and needs to be explained in the
framework of the second-order perturbative theory.
IV. ANALYSIS OF THE TUNNELING
DYNAMICS
According to the above numerical results, we prelimi-
narily come to a conclusion that the dynamical localiza-
tion of the two-component atomic gas with SO coupling
is non-destroyed by the impurity for both the usual spin-
conserving tunneling and the purely spin-flipping tunnel-
ing cases, however, the local dynamics of the system are
dramatically tuned by the ratio of the impurity potential
to the driving frequency. Under the dynamical local-
ization (DL) condition, in other words, when the driv-
ing parameters are properly chosen at the band collapse
points, the occurrences of resonant tunneling as well as
the second-order tunneling have been observed, in which
FIG. 5: (Color online) Upper row (a) and (b): Time evolu-
tion of occupation probabilities Pn,σ given by equations (3)
and (4) (with the size of lattice N = 21) for the nonresonant
case ε0/ω = 1.2. (a): The usual spin-conserving tunneling
(sinα = 0) case at the first collapse point F/ω = 2.405. (b):
The purely spin-flipping tunneling (cosα = 0) case at the
first collapse point F/ω = 3.8317. The circles in (a) and
(b), respectively, represent the second-order perturbative re-
sults from equation (10) and (16). Lower panels in (c) and
(d) are schematic representations of the tunneling dynam-
ics presented in (a) and (b) respectively. Red crosses indi-
cate suppression of tunneling through that barrier, and the
dashed-line arrows indicate the virtual first-order tunneling
process, whereas the solid-line arrows indicate the allowed
second-order tunneling which actually occurs. The other sys-
tem parameters and initial state are the same as in Fig. 4.
the single atom can move only among the three sites 0
and ±1 while all other inter-site tunneling passages are
shut off. In both cases, the tunneling dynamics can be
understood by an effective three-site model and the time
evolution of quantum state of a spin-1/2 particle should
be confined in the truncated Hilbert spaces spanned by
six Fock states. Next, we will try to substantiate our
numerical calculations by the analytical method.
To proceed, we begin with Eqs. (3) and (4) and intro-
duce the following new amplitudes:
bn,↑(t) = an,↑(t) exp{i[nΦ(t) + Ω
2
t+ ε0δn,0t]}, (5)
bn,↓(t) = an,↓(t) exp{i[nΦ(t)− Ω
2
t+ ε0δn,0t]}, (6)
where we have set Φ(t) =
∫ t
0 dτε
′(τ) = F
ω
sinωt.
In terms of the new amplitudes bn,σ(σ =↑, ↓), we can
rewrite equations (3) and (4) in the form
ib˙n,↑ =− υ cosα[bn+1,↑e−iΦ(t) + bn−1,↑eiΦ(t)]
− υ sinα[bn−1,↓eiΦ(t)+iΩt − bn+1,↓e−iΦ(t)+iΩt],
(n 6= −1, 0, 1),
ib˙n,↓ =− υ cosα[bn+1,↓e−iΦ(t) + bn−1,↓eiΦ(t)]
7− υ sinα[bn+1,↑e−iΦ(t)−iΩt − bn−1,↑eiΦ(t)−iΩt],
(n 6= −1, 0, 1),
ib˙−1,↑ =− υ cosα[b0,↑e−iΦ(t)−iε0t + b−2,↑eiΦ(t)]
− υ sinα[b−2,↓eiΦ(t)+iΩt − b0,↓e−iΦ(t)+i(Ω−ε0)t],
ib˙−1,↓ =− υ cosα[b0,↓e−iΦ(t)−iε0t + b−2,↓eiΦ(t)]
− υ sinα[b0,↑e−iΦ(t)−i(Ω+ε0)t − b−2,↑eiΦ(t)−iΩt],
ib˙0,↑ =− υ cosα[b1,↑e−iΦ(t)+iε0t + b−1,↑eiΦ(t)+iε0t]
− υ sinα[b−1,↓eiΦ(t)+i(Ω+ε0)t − b1,↓e−iΦ(t)+i(Ω+ε0)t],
ib˙0,↓ =− υ cosα[b1,↓e−iΦ(t)+iε0t + b−1,↓eiΦ(t)+iε0t]
− υ sinα[b1,↑e−iΦ(t)−i(Ω−ε0)t − b−1,↑eiΦ(t)−i(Ω−ε0)t],
ib˙1,↑ =− υ cosα[b2,↑e−iΦ(t) + b0,↑eiΦ(t)−iε0t]
− υ sinα[b0,↓eiΦ(t)+i(Ω−ε0)t − b2,↓e−iΦ(t)+iΩt],
ib˙1,↓ =− υ cosα[b2,↓e−iΦ(t) + b0,↓eiΦ(t)−iε0t]
− υ sinα[b2,↑e−iΦ(t)−iΩt − b0,↑eiΦ(t)−i(Ω+ε0)t].
(7)
Given the on-site energy at site n = 0 modified by the
impurity, as can be seen in Eq. (7), the equations of mo-
tion describing the system with a spin-1/2 particle in
sites n = 0,±1 are in form different from those in other
sites, which will lead to a remarkable change in the lo-
cal dynamics of the sites n = 0,±1. For obtaining a
close correspondence in analytic and numerical results,
here we typically assume that the model (1) is in high-
frequency (ω ≫ v) limits and Ω = mω, ε0 = m′ω + u
for |u| ≤ ω/2, m,m′ = 1, 2, ... with u being the reduced
impurity strength.
By means of high-frequency approximation method,
in which the rapidly oscillating exponential func-
tions in the equation (7) are replaced by their
time average and the formula exp [ ±iF sin (ωt) /ω] =∑
k Jk (F/ω) exp ( ±ikωt) is utilized, we easily figure out
that the hopping amplitude v between the states with
the same (different) spins and across the neighboring
sites i and j (i, j 6= 0) is renormalized by vJ0(F/ω) and
vJm(F/ω) respectively. Nevertheless, the effective hop-
ping amplitudes between the neighboring sites i and j
(either i = 0 or j = 0) are determined by the reduced im-
purity strength as well as the ratio of the impurity poten-
tial to the driving frequency. Thus, the dynamical local-
ization (DL), also referred to as coherent destruction of
tunneling (CDT) in the high-frequency limit[53], occurs
at distinct values of the scaled driving amplitude F/ω,
which satisfies either J0(F/ω) = 0 for the usual spin-
conserving tunneling (sinα = 0) case or Jm(F/ω) = 0
for the purely spin-flipping tunneling (cosα = 0) case.
When DL (CDT) occurs, the dynamics of sites 0,±1 is
decoupled from that of other sites, and only tunneling
among sites 0,±1 is allowed.
A. Tunneling dynamics with only spin-conserving
coupling
In this subsection, we will analyze the case of the usual
spin-conserving tunneling (sinα = 0), where the DL con-
dition is given by J0(F/ω) = 0. Under the DL con-
dition J0(F/ω) = 0, the system dynamics of spin-1/2
particle will be limited in two independent subspaces:
{| − 1, ↑〉, |0, ↑〉, |1, ↑〉} and {| − 1, ↓〉, |0, ↓〉, |1, ↓〉}. In this
case, however, the tunneling dynamics among sites 0,±1
are partially restored and tuned by the value of the im-
purity potential relative to the driving frequency.
Let us first consider the resonant case, namely, ε0 =
m′ω,m′ = 1, 2, .... By averaging the rapidly oscillating
exponential terms in equations of bn,σ(t)(n = 0,±1), we
have the effective three-site model in the truncated sub-
spaces
ib˙−1,σ =− υ cosαJ−m′(F
ω
)b0,σ,
ib˙0,σ =− υ cosα[Jm′(F
ω
)b1,σ + J−m′(
F
ω
)b−1,σ],
ib˙1,σ =− υ cosαJm′(F
ω
)b0,σ, (8)
with cosα = ±1. As can be seen in equation (8), the
hopping matrix for nearest neighbors is spin indepen-
dent and the dynamics of the system in the subspace
{| − 1, ↓〉, |0, ↓〉, |1, ↓〉} is exactly the same as in the sub-
space {| − 1, ↑〉, |0, ↑〉, |1, ↑〉}. It explains why in this case
the quasienergies corresponding to the Floquet states
with spin up are exactly overlapped with those with
spin down. The combined actions of the impurity and
the high-frequency periodic driving are expected to cre-
ate Floquet-quasienergy spectrum, in which the hopping
matrix between the impurity and any one of its near-
est neighbors is renormalized to an effective hopping pa-
rameter vJ±m′(F/ω) rather than to vJ0(F/ω) such that
avoided level crossings appear at the band collapse points
J0(F/ω) = 0 as shown in Fig. 1 (a). In the resonant case,
the system dynamics is dominated by the resonant tun-
neling between the impurity and its two nearest-neighbor
sites as shown in Fig. 4 (a) despite in the presence of
strong tilt, which is the familiar m′-photon assisted tun-
neling for m′ = 1, 2, .....
It should be born in mind that the commonly used
high-frequency (averaging) approximation, which has
also been exploited for derivation of the above equa-
tion (8), corresponds to the first-order perturbation ap-
proximation. In this perturbation approximation treat-
ment, for relatively strong values of the reduced impu-
rity strength u, the oscillation of the functions e±iut in
equation (7) becomes moderately fast and should be re-
placed by their average value (zero) such that the first-
order transitions between sites 0 and −1 (or 1) are frozen
approximately. Obviously, this remarkable second-order
tunneling effect on the basis of the numerical result is
missed in the high-frequency approximation analysis. A
8more accurate perturbative analysis is therefore needed
for the correct study of the dynamical behaviors.
Now we continue with the off-resonant regime, ε0 =
m′ω + u,m′ = 1, 2, ... with moderate value of |u|, so
as to investigate the tunneling dynamics of the sys-
tem with only spin-conserving coupling at the collapse
point J0(F/ω) = 0, by means of the multiple-time-scale
asymptotic analysis[54–56]. Equipped with the effective
three-site model in a truncated Hilbert space spanned by
the Fock basis set {| − 1, σ〉, |0, σ〉, |1, σ〉} (σ =↑, ↓), we
start by introducing ǫ = υ/ω as a small parameter for
high-frequency driving and the normalized time variable
τ = ωt, and by writing bn,σ (n = 0,±1, σ =↑, ↓) as a
power-series expansion in ǫ,
bn,σ(τ) = b
(0)
n,σ(τ) + ǫb
(1)
n,σ(τ) + ǫ
2b(2)n,σ(τ) + · · ·. (9)
Because the high-order terms can be neglected in the
high-frequency regime, the probability amplitudes bn,σ
can be approximately rewritten as the zeroth order
bn,σ(τ) = b
(0)
n,σ(τ) = An,σ(τ). By definition, |An,σ|2
(n = 0,±1) refers to the occupation probability for a
single particle with spin σ in site n. According to the
perturbation analysis in the appendix A, we obtain the
following equations for the amplitudes An,σ (n = 0,±1)
up to the second-order ǫ2 for the usual spin-conserving
tunneling (sinα = 0) case
i
dA−1,σ
dτ
= −ǫ2(χ1A1,σ + χ2A−1,σ)
i
dA0,σ
dτ
= 2ǫ2χ2A0,σ
i
dA1,σ
dτ
= −ǫ2(χ2A1,σ + χ1A−1,σ), (10)
where we have set
χ1 =
∑
p
Jp(
F
ω
)J−p(
F
ω
)
−p+m′ + u′ , χ2 =
∑
p
J2p (
F
ω
)
p+m′ + u′
.
(11)
Equation (10) provides a correct description of the dy-
namics of the original system with only spin-conserving
coupling under DL condition up to the second-order long
time scale ∼ 1/ǫ2. In deriving Eq. (10), the interme-
diate state |0, σ〉 is eliminated and accordingly an effec-
tive tunneling rate between states | − 1, σ〉 and |1, σ〉 is
given by ωǫ2χ1 ≡ v2χ1/ω ≪ v, through returning to
the original time variable t. From equation (10), we im-
mediately note that the dynamics of the impurity is de-
coupled from that of its two neighbors and therefore the
particle will be captured by the impurity if the system is
initially prepared with a single particle in the impurity
site. Considering that the temporal evolution equations
for amplitude An,σ (n = 0,±1) are the same for any
spin, as can be seen from equation (10), we thus have
the spin-independent second-order tunneling between the
two nearest-neighbor sites of the impurity with zero pop-
ulation at the impurity site. In Fig. 5(a), we have calcu-
lated the time evolution of occupation probabilities Pn,σ
via integration of equation (10)–the second-order pertur-
bative results, and compared them (circles) with the nu-
merical results obtained from the original model (1) for
the usual spin-conserving tunneling (sinα = 0) case with
the initial state |ψ(t = 0)〉 = | − 1, ↑〉. A good agreement
is found.
According to the Floquet theorem, we can construct
the analytical Floquet solutions of the system by set-
ting an,σ = a˜n,σ(t) exp(−iεt) = An,σ(t) exp{−i[nΦ(t) +
(−1)k Ω2 t + ε0δn,0t]} = A′n,σ exp{−i[nΦ(t) + (−1)k Ω2 t +
ε0δn,0t]} exp(−iEt) (k = 0, 1 for σ =↑, ↓, respectively)
with the help of Eqs. (5) and (6), where constants A′n,σ
and E are the eigenvector components and the eigen-
value of the time-independent version of equation (10)
respectively. By inserting An,σ(t) = A
′
n,σ exp(−iEt) into
Eq. (10), and employing the transformations (5) and (6),
we obtain the quasienergies for the off-resonant case with
moderate value of u
ε1,σ =
−v2χ2 + v2χ1
ω
+ (−1)kΩ
2
,
ε2,σ =
2v2χ2
ω
+ u+ (−1)kΩ
2
,
ε3,σ =
−v2χ2 − v2χ1
ω
+ (−1)kΩ
2
, (12)
with the corresponding Floquet modes
|ε1,σ(t)〉 = ( 1√
2
exp[iΦ(t)], 0,− 1√
2
exp[−iΦ(t)])T ,
|ε2,σ(t)〉 = (0, exp(im′ωt), 0)T ,
|ε3,σ(t)〉 = ( 1√
2
exp[iΦ(t)], 0,
1√
2
exp[−iΦ(t)])T , (13)
where we have decomposed ε0 into a form of ε0 =
m′ω + u,m′ = 1, 2, · · ·, and formulated the Floquet
modes |εj,σ(t)〉 ≡ (a˜−1,σ, a˜0,σ, a˜1,σ)T for j = 1, 2, 3. Note
that the functions of exp[±iΦ(t)] and exp(im′ωt) are
T -periodic and hence that the Floquet modes inherit
the period of the driving. The two sets of quasiener-
gies (k = 0, 1) are for different spins σ =↑, ↓ respec-
tively, which are almost equal but displaced by a con-
stant amount Ω. Due to the fact that the quasienergies
possess Brillouin zonelike structure with one zone width
being ω, when Ω = mω,m = 1, 2, · · ·, the two sets of
quasienergies can be mapped to one Brillouin zone and
become identical if one set of quasienergies are all shifted
by a constant amount Ω. In this case, when falling into
one Brillouin zone, 0 < ε ≤ ω, the two sets of quasiener-
gies for different spins are equal to each other and given
by
ε1,σ =
−v2χ2 + v2χ1
ω
+
ω
2
,
ε2,σ =
2v2χ2
ω
+ u+
ω
2
,
ε3,σ =
−v2χ2 − v2χ1
ω
+
ω
2
. (14)
9B. Tunneling dynamics with only spin-flipping
coupling
Now we are in a position to consider the case of the
purely spin-flipping tunneling (cosα = 0), where the
DL condition is given by Jm(F/ω) = 0 when Ω = mω
with m positive integers. In this case, when the DL
condition Jm(F/ω) = 0 is satisfied, the system dynam-
ics of spin-1/2 particle will be limited in the following
two independent subspaces: {| − 1, ↑〉, |0, ↓〉, |1, ↑〉} and
{| − 1, ↓〉, |0, ↑〉, |1, ↓〉}. Next, we will perform qualita-
tive analysis on the resonant tunneling and second-order
tunneling for the system with only spin-flipping coupling
under DL condition, as follows.
When the impurity potential strength is in resonance
with the driving field, ε0 = m
′ω,m′ = 1, 2, ..., the high-
frequency averaging approximation method yields the
temporal evolution equation governing the local dynam-
ics of the three sites 0,±1,
ib˙−1,↑ =υ sinαJm−m′(
F
ω
)b0,↓,
ib˙0,↓ =− υ sinα[J−m+m′(F
ω
)b1,↑ − Jm−m′(F
ω
)b−1,↑],
ib˙1,↑ =− υ sinαJ−m+m′(F
ω
)b0,↓,
ib˙−1,↓ =− υ sinαJ−m−m′(F
ω
)b0,↑,
ib˙0,↑ =− υ sinα[−Jm+m′(F
ω
)b1,↓ + J−m−m′(
F
ω
)b−1,↓],
ib˙1,↓ =υ sinαJm+m′(
F
ω
)b0,↑, (15)
with sinα = ±1. We again encounter the familiar
multiphoton resonances, for which the system is able
to exchange energy of an integer number of photons
with the oscillating field to bridge the energy difference
created by both the impurity potential and the spin-
flipping tunneling due to SOC, and thus the tunneling
is partly restored. This is witnessed by the fact we have
nonzero renormalized tunneling rate (Jm−m′(F/ω) 6= 0
and Jm+m′(F/ω) 6= 0 in Eq. (15)) even at the col-
lapse points corresponding to the zeros of Jm(F/ω). As
the effective hopping rates are distinct when the dy-
namics is confined in the two independent subspaces:
{| − 1, ↑〉, |0, ↓〉, |1, ↑〉} and {| − 1, ↓〉, |0, ↑〉, |1, ↓〉} respec-
tively, Eq. (15) describes the spin-dependent resonant
tunneling with spin flipping among the three sites 0,±1,
which is consistent with the numerical results presented
in Fig. 4 where we have set m = m′ = 1 and the initial
state | − 1, ↑〉.
Turning to the off-resonant case, ε0 = m
′ω + u,m′ =
1, 2, ..., with moderate value of |u|, where the second-
order tunneling between the two nearest-neighbor sites
of the impurity will emerge even under the DL condi-
tion. In the truncated Hilbert space, we still proceed
with expanding the amplitudes bn,σ (n = 0,±1, σ =↑, ↓)
as a power-series of ǫ, bn,σ(τ) = b
(0)
n,σ(τ) + ǫb
(1)
n,σ(τ) +
ǫ2b
(2)
n,σ(τ) + · · ·, where τ = ωt, ǫ = v/ω, and approxi-
mate the probability amplitudes bn,σ as the leading or-
der bn,σ(τ) = b
(0)
n,σ(τ) = An,σ(τ). It should be noted that
the other amplitudes bn,σ (n 6= 0,±1) do not change
in time, due to the frozen dynamics of lattice sites for
n 6= 0,±1 under the DL condition. According to the
standard multiple-time-scale asymptotic analysis method
(see the details in the Appendix B), we obtain the evolu-
tion equations for the amplitudes An,σ (n = 0,±1) up to
the second-order ǫ2 for the purely spin-flipping tunneling
(cosα = 0) case
i
dA−1,↑
dτ
= ǫ2(χ3A1,↑ − χ4A−1,↑)
i
dA0,↓
dτ
= 2ǫ2χ4A0,↓
i
dA1,↑
dτ
= −ǫ2(χ4A1,↑ − χ3A−1,↑)
i
dA−1,↓
dτ
= ǫ2(χ5A1,↓ − χ6A−1,↓)
i
dA0,↑
dτ
= 2ǫ2χ6A0,↑
i
dA1,↓
dτ
= −ǫ2(χ6A1,↓ − χ5A−1,↓), (16)
where we have set
χ3 =
∑
p
Jp(
F
ω
)J−p(
F
ω
)
p−m+m′ + u′ ,
χ4 =
∑
p
J2p (
F
ω
)
−p−m+m′ + u′ ,
χ5 =
∑
p
Jp(
F
ω
)J−p(
F
ω
)
−p+m+m′ + u′ ,
χ6 =
∑
p
J2p (
F
ω
)
p+m+m′ + u′
. (17)
From equation (16), we observe that the dynamics of a
particle initially occupying the impurity site is frozen in
the second-order approximation, whereas the transition
| − 1, ↑〉 → |1, ↑〉 (or | − 1, ↓〉 → |1, ↓〉) is generated by a
second-order transition process via the virtual interme-
diate state |0, ↓〉 (or |0, ↑〉). This second-order transition
describes such a physical process, in which a single spin-
up (down) particle can only tunnel back and forth be-
tween the two nearest-neighbor sites of the impurity in
a manner that the spin is nonetheless kept unchanged.
This spin-invariant behavior exhibits remarkable resem-
blance to the usual spin-conserving tunneling case. How-
ever, in contrast to the usual spin-conserving tunneling
case, the second-order tunneling process described by
equation (16) is essentially spin-dependent and has dis-
tinct physical mechanisms, which can be viewed from the
fact that two types of second-order transition processes
| − 1, ↑〉 → |0, ↓〉 → |1, ↑〉 and | − 1, ↓〉 → |0, ↑〉 → |1, ↓〉
are generated through elimination of different virtual in-
termediate states (|0, ↓〉 or |0, ↑〉) and thus have distinct
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effective tunneling rates given by ωǫ2χ3 and ωǫ
2χ5 re-
spectively. Clearly, the tunneling dynamics (circles in
Fig. 5 (b)) obtained from the second-order perturbative
results (equation (16)) are in consistency with those on
the basis of a full numerical analysis of the original model
(1) for the purely spin-flipping tunneling (cosα = 0) case,
see the curves in Fig. 5 (b).
Following the same procedure as in subsection A,
we can analytically calculate the quasienergies corre-
sponding to the purely spin-flipping tunneling (cosα =
0) case under DL condition in the far-off-resonant
regime. Substituting An,σ(t) = A
′
n,σ exp(−iEt) into
Eq. (16), we have the resulting time-independent form
of equation (16) which gives the eigenvector compo-
nents A′n,σ and the eigenvalue E. With the help
of Eqs. (5) and (6), the analytical Floquet solu-
tions of the considered system can be constructed as
an,σ = a˜n,σ(t) exp(−iεt) = An,σ(t) exp{−i[nΦ(t) +
(−1)k Ω2 t + ε0δn,0t]} = A′n,σ exp{−i[nΦ(t) + (−1)k Ω2 t +
ε0δn,0t]} exp(−iEt) (k = 0, 1 for σ =↑, ↓, respectively).
Imposing the T -periodic boundary condition on these
states a˜n,σ(t) reveals the corresponding quasienergies
(modulo ω) to be
ε1 =
−v2χ4 + v2χ3
ω
+
ω
2
,
ε2 =
2v2χ4
ω
+ u+
ω
2
,
ε3 =
−v2χ4 − v2χ3
ω
+
ω
2
,
ε4 =
−v2χ6 + v2χ5
ω
+
ω
2
,
ε5 =
2v2χ6
ω
+ u+
ω
2
,
ε6 =
−v2χ6 − v2χ5
ω
+
ω
2
,
(18)
where the identities Ω = mω, ε0 = m
′ω + u, m,m′ =
1, 2, ..., have been used.
Our analytical quasienergies based on the second-order
perturbative results of equations (14) and (18) are plot-
ted as open circles in Figs. 6 (a) and (b), corresponding
to the usual spin-conserving tunneling (sinα = 0) and
the purely spin-flipping tunneling (cosα = 0) case re-
spectively. For clarity, we have only plotted a portion of
the quasienergy levels. The two quasienergies (the ana-
lytical correspondences ε2,σ in equation (14) and ε2, ε5 in
equation (18) ), not depicted here, are separated widely
from the rest of the band, corresponding to the localized
Floquet states in which the particle is captured by the
impurity. It is clearly shown that the other four analyti-
cal quasienergies given by equations (14) and (18) match
very well with the direct numerical results obtained from
the original model (1). As shown in Fig. 6, the four an-
alytical quasienergies for the usual spin-conserving tun-
neling case are doubly degenerate and this degeneracy
FIG. 6: (Color online) Comparison between the numerically
computed quasienegies (solid lines) from the original model
(1) and the analytical quasienegies (open circles) based on the
second-order perturbative results (equations (14) and (18))
for the nonresonant case ε0/ω = 1.2, at (a) sinα = 0 and (b)
cosα = 0. The other parameters are v = 1, ω = 20,Ω = 20.
For clarity, we have only plotted a portion of the quasienergy
levels.
breaks up for the purely spin-flipping tunneling case. Un-
der the DL conditions, all the other quasienergies col-
lapse into one single value (the value is ω/2 for our se-
lected parameters), and thus the analytical quasienergies
(see open circles in Fig. 6) again verify the existence of
avoided level crossings for the off-resonant case with mod-
erate reduced impurity strength u.
V. DISCUSSION AND EXPERIMENTAL
ASPECTS
Here, we first justify the validity of the effective
three-site model approximation and the multiple-time-
scale asymptotic perturbative approximation used in this
work. To this end, we define two related variables: one is
the time-averaged total probability of finding the single
particle in sites 0,±1, 〈S1〉 = 1∆t
∫ ∆t
0
∑
σ
(P−1,σ + P0,σ +
P1,σ)dt; the other is the time-averaged total probabil-
ity of finding the single particle in sites ±1, 〈S2〉 =
1
∆t
∫ ∆t
0
∑
σ
(P−1,σ + P1,σ)dt. The former is used to quan-
tify the validity of the effective three-site model approx-
imation: if 〈S1〉 ≈ 1 lasts for a long-enough averaging
time interval ∆t, the effective three-site model approxi-
mation is valid, otherwise it breaks down. The latter is
to measure the validity of the multiple-time-scale asymp-
totic analysis. If the average of the occupation proba-
bilities of sites ±1 over a long-enough time interval ∆t
is approximately equal to one, 〈S2〉 ≈ 1, it means that
the single atom only tunnels between the two nearest-
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neighbor sites of the impurity with negligible impurity
site population. When 〈S2〉 ≈ 1, the second-order tun-
neling occurs and the validity of the multiple-time-scale
asymptotic analysis can be justified. To delineate the
validity regime of the effective three-site model approx-
imation and the multiple-time-scale asymptotic pertur-
bative approximation, we numerically give 〈S1〉 (solid
lines) and 〈S2〉 (dashed lines) as the function of the driv-
ing frequency ω, for the usual spin-conserving tunnel-
ing (sinα = 0) case with the parameters v = 1, ε0 =
1.2ω,Ω = ω, F/ω = 2.405, as in figure 7 (a), and for the
purely spin-flipping tunneling (cosα = 0) case with the
parameters v = 1, ε0 = 1.2ω,Ω = ω, F/ω = 3.8317, as
in figure 7 (b). In our numerical calculations we have al-
ways assumed that the system is initialized in |−1, ↑〉 and
we have shown the second variable 〈S2〉 by actually com-
puting 〈S2〉 = 1∆t
∫ ∆t
0
(P−1,↑ + P1,↑)dt for ∆t = 200(v
−1)
because of P−1,↓ = P1,↓ = 0. It can be seen from Fig. 7
that the driving frequency ω on the order of or larger
than 10v can be regarded safe for observing our theoret-
ical predictions.
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FIG. 7: (Color online) Two quantities 〈S1〉 and 〈S2〉 versus the
driving frequency ω with the system initialized in state |−1, ↑
〉. Here, 〈S1〉 denotes the time-averaged total probability of
finding the single particle in sites 0,±1, and 〈S2〉 denotes
the time-averaged total probability of finding the single spin-
up particle in sites ±1. (a) sinα = 0, F/ω = 2.405; and
(b) cosα = 0, F/ω = 3.8317. The time used for averaging
is 200 in dimensionless unit. In the two plots, we have set
v = 1, ε0 = 1.2ω,Ω = ω and the size of the lattice to be
N = 21.
In the numerical calculations above, we have set that
the size of the lattice is N = 21. Our numerical re-
sults (not shown) demonstrate that the magnitude of
the driving frequency for validity of both approximations
employed will decrease with the decrease of lattice size,
and the effective three-site model approximation and the
second-order perturbative approximation are still appli-
cable even when the driving frequency is much smaller
than 10v if we treat relatively small systems of up to
N > 3. This indicates that our results are more real-
istic in the systems of up to relatively small numbers of
sites, because the validity of single-band tight-binding de-
scription of the original model requires moderately small
driving frequency.
Before concluding, we present some remarks on ex-
perimental aspects of our theoretical predictions. In
our work, we only address the tunneling dynamics of
the usual spin-conserving tunneling (sinα = 0) and the
purely spin-flipping tunneling (cosα = 0) case. For the
coexistence of the spin-conserving tunneling and the spin-
flipping tunneling case, the simultaneous dynamical lo-
calization does not occur, because the collapse of these
two quasienergy bands corresponding to the couplings be-
tween states with the same (different) spins respectively
occurs at distinct values of the scaled driving amplitude
F/ω. It renders this problem more complicated, which
deserves further studies in future. As already noted, pos-
sible experimental identification of our theoretical pre-
dictions requires precise control of the dimensionless SO-
coupling strength α = πkr/klat. In experiment, the SOC
strength is determined by the wavelength of the Raman
beams and the angle at which they intersect. More re-
cently, the techniques for tuning SO coupling have been
successfully realized in experiments[57, 58]: for example,
the SO-coupling strength can be tuned by the method of
shaking[57, 59]. In addition, the momentum-independent
Zeeman field can be produced by the Raman beams and
the parameter Ω can be tuned by changing the intensity
of Raman beams. With the growing state-of-the-art ex-
perimental creation of artificial SO-coupled bosonic gases
in an optical lattice, we hope the present work can con-
tribute to the detailed checks of our current understand-
ing of the novel tunneling dynamics of a SO-coupled par-
ticle loaded into a periodically driven optical lattice with
an impurity.
VI. CONCLUSION
In summary, we have identified two types of second-
order tunneling process for a single SO-coupled atom
placed in a driven optical lattice with an impurity, pro-
vided that the impurity potential strength is in far-off-
resonance with the driving field. The two types of second-
order tunneling seem to show up in the same way that an
initially spin-up (down) atom only tunnels between the
two nearest-neighbor sites of the impurity, in which the
spin remains unchanged and the impurity site population
is negligible during all the evolution time. Nevertheless,
it has been found that two distinct mechanisms are re-
sponsible for the two second-order tunneling processes:
one is related to a spin-independent tunneling process in
which the virtual intermediate state without spin-flipping
is eliminated, the other is to a spin-dependent tunnel-
ing process in which the second-order transition is gener-
ated via elimination of a virtual intermediate state with
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spin-flipping. Fortunately, the two types of second-order
tunneling processes can be distinguished by tuning the
ratio of the impurity potential to the driving frequency.
When the ratio becomes an integer, the spin-independent
second-order tunneling is tuned to the resonant oscil-
lation without spin-flipping between the impurity and
its two nearest-neighbor sites, while the spin-dependent
second-order tunneling is to the resonant oscillation with
spin-flipping.
By means of the direct quasienergy-band computation,
we evidence that all the resonant and second-order tun-
neling processes are reflected by the avoided level cross-
ings near the pseudocollapse points of quasienergy bands.
Furthermore, the very subtle and fine avoided level cross-
ing in the quasienergy spectrum, which manifests itself
dynamically in the second-order tunneling and is easily
neglected in exact numerical simulations, has been fully
understood in the framework of the second-order pertur-
bative theory. These results may be relevant to engi-
neering the spin-dependent quantum transport in exper-
iments and find some possible applications in the design
of novel spintronics devices.
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Appendix A
In Appendix A, we will give the detailed derivations
to equation (10) in the main text for the amplitudes
An,σ (n = 0,±1) up to the second-order ǫ2 for the
usual spin-conserving tunneling (sinα = 0) case. In
the high-frequency regime and when the DL condition
J0(F/ω) = 0 is satisfied, truncating the Hilbert space to
two independent subspaces: {| − 1, ↑〉, |0, ↑〉, |1, ↑〉} and
{| − 1, ↓〉, |0, ↓〉, |1, ↓〉} is assumed to produce an effec-
tive three-site model. Under such assumptions, taking
ǫ ≡ v/ω as a small parameter and introducing the nor-
malized time variable τ = ωt, we rewrite equation (7) in
the truncated space as
i
db−1,σ
dτ
=− ǫ cosα[b0,↑e−iΦ(τ)−i(m
′+u′)τ ],
i
db0,σ
dτ
=− ǫ cosα[b1,σe−iΦ(τ)+i(m
′+u′)τ
+ b−1,σe
iΦ(τ)+i(m′+u′)τ ],
i
db1,σ
dτ
=− ǫ cosα[b0,σeiΦ(τ)−i(m
′+u′)τ ], (A.1)
where we have set u′ = u/ω. Let us look for the solution
bn,σ(n = −1, 0, 1, σ =↑, ↓) to Eq. (A.1) as a power-series
expansion in the smallness parameter ǫ
bn,σ(τ) = b
(0)
n,σ(τ) + ǫb
(1)
n,σ(τ) + ǫ
2b(2)n,σ(τ) + · · ·, (A.2)
and Let us introduce multiple time scales τk = ǫ
kτ, k =
0, 1, 2, ....
By using the derivative rule d/dτ = ∂τ0+ǫ∂τ1+ǫ
2∂τ2+··
·, and substituting equation (A.2) into equation (A.1), we
obtain a hierarchy of equations for successive corrections
to bn,σ(n = −1, 0, 1, σ =↑, ↓) at different orders in ǫ. In
the calculation process, we take ε0 far from any integer
multiple of ω, namely, the reduced impurity potential |u|
is sufficiently large. At the leading order ǫ0, we find
∂τ0b
(0)
n,σ(τ) = 0, b
(0)
n,σ(τ) = An,σ(τ1, τ2, · · ·), (A.3)
where the amplitudes An,σ(τ1, τ2, · · ·) are functions of the
slow time variables τ1, τ2, ..., but independent of the fast
time variable τ0. At order ǫ
1, one obtains
i
∂b
(1)
−1,σ
∂τ0
=− i∂τ1A−1,σ − cosα[A0,σe−iΦ(τ0)−i(m
′+u′)τ0 ],
i
∂b
(1)
0,σ
∂τ0
=− i∂τ1A0,σ − cosα[A1,σe−iΦ(τ0)+i(m
′+u′)τ0
+A−1,σe
iΦ(τ0)+i(m
′+u′)τ0 ],
i
∂b
(1)
1,σ
∂τ0
=− i∂τ1A1,σ − cosα[A0,σeiΦ(τ0)−i(m
′+u′)τ0 ].
(A.4)
For the convenience of our discussion, we simplify equa-
tion (A.4) as
i
∂b
(1)
n,σ
∂τ0
= −i∂τ1An,σ +K(1)n,σ(τ0). (A.5)
To avoid the occurrence of secularly growing terms in the
solution b
(1)
n,σ, the solvability condition
i∂τ1An,σ = K
(1)
n,σ(τ0) (A.6)
must be satisfied. Throughout our paper, the overline
denotes the time average with respect to the fast time
variable τ0. Obviously, we have
i∂τ1An,σ = K
(1)
n,σ(τ0) = 0, (A.7)
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which represents that the dc component of the driving
term K
(1)
n,σ(τ0) is zero. According to b
(1)
n,σ = −i
∫
[K
(1)
n,σ −
K
(1)
n,σ(τ0)]dτ0, the amplitudes bn,σ at order ǫ are given by
b
(1)
−1,σ = − cosαF ∗0 (τ0)A0,σ,
b
(1)
0,σ = cosα[F1(τ0)A1,σ + F0(τ0)A−1,σ],
b
(1)
1,σ = − cosαF ∗1 (τ0)A0,σ, (A.8)
where
F0(τ0) =
∑
p
Jp(
F
ω
)ei(p+m
′+u′)τ0
p+m′ + u′
,
F1(τ0) =
∑
p
Jp(
F
ω
)e−i(p−m
′−u′)τ0
−(p−m′ − u′) . (A.9)
At the next order ǫ2, we find
i
∂b
(2)
n,σ
∂τ0
= −i∂τ2An,σ − i∂τ1b(1)n,σ +K(2)n,σ(τ0), (A.10)
with
K
(2)
−1,σ(τ0) =− cosα[b(1)0,σe−iΦ(τ0)−i(m
′+u′)τ0 ],
K
(2)
0,σ(τ0) =− cosα[b(1)1,σe−iΦ(τ0)+i(m
′+u′)τ0
+ b
(1)
−1,σe
iΦ(τ0)+i(m
′+u′)τ0 ],
K
(2)
1,σ(τ0) =− cosα[b(1)0,σeiΦ(τ0)−i(m
′+u′)τ0 ]. (A.11)
In order to avoid the occurrence of secularly growing
terms in solution b
(2)
n,σ, the following solvability condition
must be satisfied:
i∂τ2A−1,σ = −i
∂b
(1)
−1,σ
∂τ1
+K
(2)
−1,σ = −(χ1A1,σ + χ2A−1,σ)
i∂τ2A0,σ = −i
∂b
(1)
0,σ
∂τ1
+K
(2)
0,σ = 2χ2A0,σ
i∂τ2A1,σ = −i
∂b
(1)
1,σ
∂τ1
+K
(2)
1,σ = −(χ2A1,σ + χ1A−1,σ),
(A.12)
where we have set
χ1 =
∑
p
Jp(
F
ω
)J−p(
F
ω
)
−p+m′ + u′ ,
χ2 =
∑
p
J2p (
F
ω
)
p+m′ + u′
. (A.13)
Thus the evolution of the amplitudes An,σ (n = 0,±1)
up to the second-order long time scale is given by
dAn,σ
dτ
= (
∂
∂τ0
+ ǫ
∂
∂τ1
+ ǫ2
∂
∂τ2
)An,σ. (A.14)
Substituting equation (A.3), equation (A.7) and (A.12)
into equation (A.14), we obtain the set of coupled equa-
tions, equation (10) in the main text.
Appendix B
This Appendix will give the derivation of the evolu-
tion equation (16) for the amplitudes An,σ (n = 0,±1)
on the second-order long time scale for the purely spin-
flipping tunneling (cosα = 0) case. In the high-frequency
limit and under the DL condition, the system described
by Hamiltonian (1) can be truncated into the effective
three-site system with the dynamics confined in two in-
dependent subspaces: {|− 1, ↑〉, |0, ↓〉, |1, ↑〉} and {|− 1, ↓
〉, |0, ↑〉, |1, ↓〉}. In the frame of effective three-site model,
let τ = ωt, ǫ = υ/ω, u′ = u/ω, equation (7) can be rewrit-
ten as
i
db−1,↑
dτ
=− ǫ sinα[−b0,↓e−iΦ(τ)+i(m−m
′−u′)τ ],
i
db0,↓
dτ
=− ǫ sinα[b1,↑e−iΦ(τ)−i(m−m
′−u′)τ
− b−1,↑eiΦ(τ)−i(m−m
′−u′)τ ],
i
db1,↑
dτ
=− ǫ sinα[b0,↓eiΦ(τ)+i(m−m
′−u′)τ ],
i
db−1,↓
dτ
=− ǫ sinα[b0,↑e−iΦ(τ)−i(m+m
′+u′)τ ],
i
db0,↑
dτ
=− ǫ sinα[−b1,↓e−iΦ(τ)+i(m+m
′+u′)τ
+ b−1,↓e
iΦ(τ)+i(m+m′+u′)τ ],
i
db1,↓
dτ
=− ǫ sinα[−b0,↑eiΦ(τ)−i(m+m
′+u′)τ ]. (B.1)
Following the same procedure as outlined in Appendix
A, we perform a multiple-scale asymptotic analysis of
equation (B.1) by introducing the multiple-time-scale
variables τk = ǫ
kτ, k = 0, 1, 2, ... and writing the solu-
tion as an expansion in powers of ǫ, and thus derive a
hierarchy of approximation equations of different orders
in ǫ. At the leading order ǫ0, we also have
∂τ0b
(0)
n,σ(τ) = 0, b
(0)
n,σ(τ) = An,σ(τ1, τ2, · · ·). (B.2)
At the next order ǫ1, we arrive at the coupled equations
i
∂b
(1)
n,σ
∂τ0
= −i∂τ1An,σ +G(1)n,σ(τ0), (B.3)
with
G
(1)
−1,↑ =− sinα[−A0,↓e−iΦ(τ0)+i(m−m
′−u′)τ0 ],
G
(1)
0,↓ =− sinα[A1,↑e−iΦ(τ0)−i(m−m
′−u′)τ0
−A−1,↑eiΦ(τ0)−i(m−m
′−u′)τ0 ],
G
(1)
1,↑ =− sinα[A0,↓eiΦ(τ0)+i(m−m
′−u′)τ0 ],
G
(1)
−1,↓ =− sinα[A0,↑e−iΦ(τ0)−i(m+m
′+u′)τ0 ],
G
(1)
0,↑ =− sinα[−A1,↓e−iΦ(τ0)+i(m+m
′+u′)τ0
+A−1,↓e
iΦ(τ0)+i(m+m
′+u′)τ0 ],
G
(1)
1,↓ =− sinα[−A0,↑eiΦ(τ0)−i(m+m
′+u′)τ0 ]. (B.4)
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The avoidance of secularly growing terms in b
(1)
n,σ requires
i∂τ1An,σ = G
(1)
n,σ, (B.5)
where the average value G
(1)
n,σ over the fast time variable
τ0 denotes the dc component of the driving term G
(1)
n,σ.
According to the expressions (B.4), it is obvious that
i∂τ1An,σ = 0. (B.6)
The correction of bn,σ at order ǫ
1 can be then calculated
as
b(1)n,σ = −i
∫
(G(1)n,σ −G(1)n,σ)dτ, (B.7)
and the solutions of order ǫ1 read
b
(1)
−1,↑ = sinαF
∗
2 (τ0)A0,↓,
b
(1)
0,↓ = sinα[F3(τ0)A1,↑ − F2(τ0)A−1,↑],
b
(1)
1,↑ = − sinαF ∗3 (τ0)A0,↓,
b
(1)
−1,↓ = − sinαF ∗4 (τ0)A0,↑
b
(1)
0,↑ = sinα[−F5(τ0)A1,↓ + F4(τ0)A−1,↓],
b
(1)
1,↓ = sinαF
∗
5 (τ0)A0,↑, (B.8)
where
F2(τ0) =
∑
p
Jp(
F
ω
)ei(p−m+m
′+u′)τ0
p−m+m′ + u′ ,
F3(τ0) =
∑
p
Jp(
F
ω
)e−i(p+m−m
′−u′)τ0
−(p+m−m′ − u′) ,
F4(τ0) =
∑
p
Jp(
F
ω
)ei(p+m+m
′+u′)τ0
p+m+m′ + u′
,
F5(τ0) =
∑
p
Jp(
F
ω
)e−i(p−m−m
′−u′)τ0
−(p−m−m′ − u′) . (B.9)
Next, we consider the asymptotic analysis up to the order
ǫ2:
i
∂b
(2)
n,σ
∂τ0
= −i∂τ2An,σ − i∂τ1b(1)n,σ +G(2)n,σ, (B.10)
where
G
(2)
−1,↑ =− sinα[−b(1)0,↓e−iΦ(τ0)+i(m−m
′−u′)τ0 ],
G
(2)
0,↓ =− sinα[b(1)1,↑e−iΦ(τ0)−i(m−m
′−u′)τ0
− b(1)−1,↑eiΦ(τ0)−i(m−m
′−u′)τ0 ],
G
(2)
1,↑ =− sinα[b(1)0,↓eiΦ(τ0)+i(m−m
′−u′)τ0 ],
G
(2)
−1,↓ =− sinα[b(1)0,↑e−iΦ(τ0)−i(m+m
′+u′)τ0 ],
G
(2)
0,↑ =− sinα[−b(1)1,↓e−iΦ(τ0)+i(m+m
′+u′)τ0
+ b
(1)
−1,↓e
iΦ(τ0)+i(m+m
′+u′)τ0 ],
G
(2)
1,↓ =− sinα[−b(1)0,↑eiΦ(τ0)−i(m+m
′+u′)τ0 ]. (B.11)
Given the fact that −i∂τ1b(1)n,σ = 0, the solvability condi-
tion at order ǫ2 then yields
i∂τ2A−1,↑ = G
(2)
−1,↑ = χ3A1,↑ − χ4A−1,↑,
i∂τ2A0,↓ = G
(2)
0,↓ = 2χ4A0,↓,
i∂τ2A1,↑ = G
(2)
1,↑ = −(χ4A1,↑ − χ3A−1,↑),
i∂τ2A−1,↓ = G
(2)
−1,↓ = χ5A1,↓ − χ6A−1,↓,
i∂τ2A0,↑ = G
(2)
0,↑ = 2χ6A0,↑,
i∂τ2A1,↓ = G
(2)
1,↓ = −(χ6A1,↓ − χ5A−1,↓), (B.12)
where we have set
χ3 =
∑
p
Jp(
F
ω
)J−p(
F
ω
)
p−m+m′ + u′ ,
χ4 =
∑
p
J2p (
F
ω
)
−p−m+m′ + u′ ,
χ5 =
∑
p
Jp(
F
ω
)J−p(
F
ω
)
−p+m+m′ + u′ ,
χ6 =
∑
p
J2p (
F
ω
)
p+m+m′ + u′
. (B.13)
To sum up, the evolution of the amplitudes An,σ (n =
0,±1) up to the second-order long time scale is given by
dAn,σ
dτ
= (
∂
∂τ0
+ ǫ
∂
∂τ1
+ ǫ2
∂
∂τ2
)An,σ. (B.14)
Substitution of equations (B.2), (B.6) and (B.12) into
equation (B.14) yields the evolution equation (16) for the
amplitudes An,σ (n = 0,±1) on the second-order long
time scale for the purely spin-flipping tunneling (cosα =
0) case.
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