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In this work we investigate the effects of the Gribov prescription to get rid of zero-modes of the
Faddeev-Popov operator, at one-loop order in perturbation theory, in the Landau-DeWitt gauge.
Quantum fluctuations are taken around a transverse background gauge field. The one-loop effective
action is explicitly computed, and the behavior of the gauge and ghost fields propagators are carefully
investigated. At one-loop and for generic transverse background configurations the effective action is
found to be not background invariant, as expected, due to a non-vanishing background contribution.
The gauge field propagator has the same form as in the case where the background is a trivial field,
i.e. with complex conjugate poles, which are modified by the corresponding gap equation. The
ghost-anti-ghost propagator still displays its enhanced ∼ p−4 behavior.
I. INTRODUCTION
The description of all elementary forces of nature with
the exception of gravity is encoded in the quantum-
field-theoretic setting of the Standard Model of Parti-
cle Physics. The tiles of the particle physics mosaic are
the Yang-Mills theories. Such theories display a remark-
able property of being asymptotically free at high en-
ergies and perturbation theory is a very effective com-
putational tool. Conversely, at low energies, Yang-Mills
theories become non-perturbative and relying on pertur-
bative calculations turns out to be impossible due to the
appearance of an infrared (IR) Landau pole, signaling the
breakdown of perturbation theory. Nevertheless, many
different frameworks to deal with the strongly-correlated
regime of Yang-Mills theories were developed in the last
decades and much progress has been achieved [1]. Con-
cretely, lattice methods [2], effective models [3–5], holo-
graphic dualities [6, 7], the reformulation of the gauge-
fixing procedure at the non-perturbative level [8], func-
tional methods [9–11], are different frameworks that aim
at grasping properties of Yang-Mills theories in the IR
regime. Successfully, the interplay of such approaches
have brought key new insights in the past years and is
paving the way for a clearer understanding behind, e.g.,
color confinement.
The path integral formulation of gauge theories, when
treated in a continuum space(time), often requires the
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introduction of a gauge-fixing term in order to remove
the overcounting of gauge equivalent field configurations.
The celebrated method to achieve a proper gauge-fixing
of the path integral in consistency with perturbative uni-
tarity is the so-called Faddeev-Popov (FP) method [12].
Such a procedure involves the assumption that there is
a choice of gauge condition that selects one gauge field
representative per gauge orbit, i.e., if a given gauge field
satisfies the gauge condition then all the other gauge field
configurations that belong to the same gauge orbit do
not satisfy the same gauge constraint. Next to that, the
gauge condition is inserted in the path integral at the
price of introducing the FP determinant. Another as-
sumption behind the FP method is that such a determi-
nant is well-defined in the sense that zero-modes are ab-
sent1. For practical purposes, we often choose gauge con-
ditions that contain differential operators and, with very
few exceptions, that are Lorentz invariant. The problem
is: in his seminal work, Gribov showed that the famous
Landau gauge condition actually does not satisfy all the
assumptions underlying the FP method [13]. In the same
year, Singer proved that this is not a particular pathol-
ogy of the Landau gauge but a feature of the non-trivial
geometric structure of Yang-Mills theories [14]. Explic-
itly, such gauges are not ideal in the sense that more than
one gauge field representative in a given gauge orbit sat-
isfy the gauge fixing condition. The existence of such
spurious field configuration after gauge fixing is what is
referred to as the Gribov problem and such configura-
tions are known as Gribov copies. Reviews on the topic
can be found in [8, 15, 16].
1 More precisely, the standard Faddeev-Popov procedure assumes
the positivity of the Faddeev-Popov operator.
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2Nevertheless, in perturbation theory, i.e., for small
fluctuations around the trivial vacuum Aaµ = 0 (with
Aaµ being the gauge field), the assumptions of the FP
method are met. However, at the non-perturbative level,
those assumptions are not satisfied anymore suggesting
that Gribov copies can play a role non-perturbatively and
therefore should be taken into account in order to cap-
ture the correct IR behavior of Yang-Mills theories. In
[13], Gribov proposed to restrict the path integral do-
main to a region which is free of a large set of copies; the
infinitesimal ones. Such copies are connected to the orig-
inal configuration through an infinitesimal gauge trans-
formation. This region, known as the Gribov region, is
defined by the set of transverse field configurations which
lead to a positive FP operator in the Landau gauge. It
features remarkable geometric properties: it is bounded
in every direction; it is convex; and all gauge orbits cross
it at least once, ensuring that such a restriction does not
remove any physical content of the theory [17]. However,
the theory is not completely free of copies due to the pres-
ence of those generated by large gauge transformations,
see [18]. Ideally, one would restrict the path integral to
the so-called “Fundamental Modular Region”, which is
by definition free of all Gribov copies. In practice, how-
ever, it is only known how to implement the restriction
of the path integral to the Gribov region, so far. The
restriction is imposed, formally, by demanding that the
FP ghosts two-point function does not develop any non-
trivial pole. This can be implemented order by order in
the coupling constant. In [13], this was implemented at
leading order, and in [19] Zwanziger proposed an all or-
der approach to implement the restriction by means of a
different method. The equivalence of those approaches,
i.e., the one obtained by Gribov’s prescription up to all
orders and the one derived by Zwanziger, was established
in [20]. We will not revisit the original construction in
the Landau gauge since the reader can find it in details
in [8].
Although the main idea of this (partial) solution of the
Gribov problem could be extended to different gauges,
technical challenges show up. In particular, the FP op-
erator in the Landau gauge is Hermitian, a feature which
ensures the reality of its eigenvalues and, therefore, an
order relation between them. Hence, it is meaningful to
look for a region where the FP operator is “positive”.
Nonetheless, this is not a general property and a sim-
ple departure from the Landau gauge to linear covari-
ant gauges (LCG) – where the longitudinal part of the
gauge field is fixed but non-vanishing – already spoils this
feature. A prominent exception is the maximal Abelian
gauge (MAG) which features a Hermitian FP operator
and allows for an explicit construction of a Gribov-region
analogue, see [21–24].
Effectively, the restriction to the Gribov region is im-
plemented by the introduction of a non-local term known
as the horizon function. Such a non-locality can be cast in
a local form through the introduction of localizing fields.
The resulting action is the so-called Gribov-Zwanziger
(GZ) action [19]. It is local, renormalizable at all or-
ders in perturbation theory and effectively implements
the restriction to the Gribov region [8, 19]. Next to the
horizon function, a mass parameter known as the Gri-
bov parameter naturally emerges. Such a parameter is
consistently fixed by a gap equation and therefore it is
not a new free parameter. We refer the reader not fa-
miliar with all those details to [8]. More recently, it was
observed that the theory defined by the GZ action suf-
fers from infrared instabilities and favor the formation
of lower-dimensional condensates, see [25–27]. They are
associated to the gluon field as well as to the localizing
auxiliary fields. In order to take into account the ex-
istence of such condensates in the starting point theory,
the refined Gribov-Zwanziger (RGZ) action was proposed
[26]. Such a refined theory features a gluon propagator
which is finite at zero momentum at tree level. In fact,
such a propagator fits well very recent gauge-fixed lattice
data [28–31] for the gluon propagator and puts the RGZ
action as a suitable candidate description of the strongly-
correlated regime of Yang-Mills theories. Recently, the
one-loop corrections to the ghost-gluon vertex was com-
puted in the soft gluon configuration and, again, the re-
sults qualitatively agree with lattice simulations, see [32]
and [33].
The (R)GZ action has an intriguing property: it ex-
plicitly breaks the BRST invariance in a soft way. This
means that the break vanishes in the deep ultraviolet
(UV) regime, restoring the well-known properties of the
BRST-invariant FP quantization. Such a breaking of
the BRST symmetry was intensively studied in the past
decade [3, 34–48]. Later on, it was shown that the RGZ
action can be expressed in a BRST-invariant form pro-
vided that a gauge-invariant dressed field is introduced
together with a Stueckelberg-like field [49–56]. Hence, it
is possible to reconcile the restriction of the path integral
to the Gribov region with BRST invariance. This allowed
for a “non-perturbative” BRST quantization rule which
implements the restriction to a region free of a large
set of Gribov copies in LCG and Curci-Ferrari gauges,
[54, 57], giving a universal meaning to the horizon func-
tion [55]. Moreover, the BRST-invariant construction
was extended to the MAG as well, [58]. For LCG, it
was proved that the local and BRST-invariant action
is renormalizable at all orders in perturbation theory,
[54]. In addition, BRST-invariance ensures the indepen-
dence of correlation function of BRST-closed operators
from gauge parameters, [52], a non-trivial issue in the
BRST non-invariant setting. Hence, the state-of-the-art
of the quantization of Yang-Mills theories by restricting
the configuration space of the path integral to the Gri-
bov region in covariant gauges is summarized by a local,
renormalizable and BRST-invariant setup.
In practical calculations using functional techniques
and/or at finite-temperature, c.f., [59–62] the use of the
background field method (BFM) is very frequent, [63, 64].
Such a method consists in splitting the gauge field in a
fixed background part and a fluctuation piece. Its power
3consists in retaining explicit gauge invariance at the level
of the effective action. However, the splitting is an artifi-
cial tool and observables should not depend on the choice
of the background, i.e., the theory must be background
independent. To illustrate such a fact, in the Yang-Mills
action, the background A¯aµ and fluctuation a
a
µ fields al-
ways appear as a sum Aaµ = A¯
a
µ + a
a
µ. In the FP gauge-
fixing procedure, background and fluctuation fields are
not treated as a sum, but such split enters as a BRST-
exact term. Then, a natural question arises at this point:
How does Gribov copies manifest themselves in the BFM
and what are their effects to background independence?
The study of Gribov copies in the background Landau
gauge, the so-called Landau-DeWitt (LDW) gauge, was
performed in recent papers, see [65–68]. The existence of
infinitesimal Gribov copies is conditioned to the existence
of zero-modes of the FP operator which depends on the
choice of background. Hence, it is perfectly conceivable
that the (partial) resolution of the Gribov problem for a
given background will bring background-dependent infor-
mation to the new effective action. In other words, the
resolution will potentially spoils background gauge in-
variance. Such a fact was identified and dealt with in [67].
In fact, as it is known, background invariance is related
to (anti-)BRST symmetry (c.f. [69]) and the authors
of [67] made use of the BRST-invariant reformulation of
the refined Gribov-Zwanziger action, [54], to propose an
action that preserves background gauge invariance while
takes into account the existence of infinitesimal Gribov
copies in the Landau-DeWitt gauge. A different path
was followed in [68]. In all these works, the authors have
explicitly chosen a constant background configuration,
although their main outcome is not restricted to that
particular case. However, the GZ action in the Landau-
DeWitt gauges was not actually derived in the sense of
the standard Gribov-Zwanziger action but rather a pro-
posal was made and different consistency checks were
made. The main goal of this work is to derive the lead-
ing order effective action, while taking into account the
existence of infinitesimal Gribov copies in the Landau-
DeWitt gauge, for a generic transverse background A¯aµ,
by following Gribov’s original prescription. Along the
derivation, we make explicit several subtle points about
the imposition of the no-pole condition in this case (some
of them, very similar to those found out in the case of
the maximal Abelian gauge, [21]). Not surprisingly, we
find that the vacuum energy depends on the choice of the
background, just in agreement with [65–68]. Such a de-
pendence, however, vanishes when the background is cho-
sen to be constant. We also discuss how the restriction
to the Gribov region in the Landau-DeWitt gauge affects
the propagators of the gluon and ghost fields. This work
can be viewed as a stepping stone towards the derivation
of the Gribov-Zwanziger action in the Landau-DeWitt
gauge, which should, naturally, be connected/equivalent
to the results of [67] due to the requirement of back-
ground independence. Moreover, the explicit derivation
of the no-pole condition can be seen as an inspiration
to the case of quantum gravity where a Gribov problem
is expected to exist and the use of the background field
method is ubiquitous.
The paper is organized as follows: in Sect. II we set
up our conventions and state the Gribov problem in the
Landau-DeWitt gauge; in Sect. III, the no-pole condition
is worked out at leading order and the gap equation which
fixes the Gribov parameter is derived. Sect. IV is devoted
to a discussion about the gluon and ghost propagators in
the presence of the Gribov restriction. At the end of
Sect. IV the constant background configuration is inves-
tigated as a first exercise. Conclusions and an outlook is
presented afterwards. Important but lengthy derivations
and Feynman rules are collected in the appendices.
II. THE GRIBOV PROBLEM IN THE
LANDAU-DEWITT GAUGE
In this section we set up definitions, conventions and
notations employed to describe Yang-Mills theories in the
Landau-DeWitt gauge. The Faddeev-Popov quantiza-
tion is performed and the Gribov problem in this gauge
is stated.
A. Preliminaries
The basic ingredients of Yang-Mills theories is a lo-
cal gauge symmetry defined by a semi-simple Lie group
G and a gauge field. For our purposes, we consider
the SU(N) group2. The scenario of the model is a
four-dimensional flat Euclidean space-time. The Lie
algebra-valued gauge field is represented by Aaµ, where
Greek indices refer to space-time indices running through
{0, 1, 2, 3}, and lower case Latin indices are associated to
the adjoint-representation of the gauge group and run
through {1, 2, . . . , N2 − 1}. Throughout this paper the
notation of integrals will be simplified according to∫
d4x →
∫
x
and
∫
d4k
(2pi)4
→
∫
k4
,
and ∫
ddk
(2pi)d
→
∫
kd
.
The standard (explicit) notation will be used whenever
ambiguity or confusion is possible.
The Yang-Mills action describing the dynamics of the
gauge field is
SYM =
1
4
∫
x
F aµνF
a
µν , (1)
2 At some point we will consider the particular case N = 2.
4with F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν being the field
strength. The parameter g stands for the coupling con-
stant, and fabc represents the structure constants of the
gauge group. The action (1) is invariant under infinites-
imal gauge transformations3 of the form
δAaµ = −Dabµ ξb , (2)
with ξa being the infinitesimal gauge parameter and the
covariant derivative in the adjoint representation is de-
fined as Dabµ = δ
ab∂µ − gfabcAcµ.
In order to employ the BFM and implement the LDW
condition, the gauge field is decomposed in a classical
background A¯µ and a fluctuation aµ, i.e.,
Aaµ = A¯
a
µ + a
a
µ . (3)
The field strength F aµν decomposes as
F aµν = F¯
a
µν + D¯
ab
µ a
b
ν − D¯abν abµ + gfabcabµacν , (4)
where D¯abµ = δ
ab∂µ − gfabcA¯cµ is the covariant deriva-
tive with respect to the background field A¯µ and F¯
a
µν =
∂µA¯
a
ν − ∂νA¯aµ + gfabcA¯bµA¯cν is the background field
strength. Within decomposition (3), the gauge trans-
formations (2) become
δA¯aµ = 0 ,
δaaµ = −Dabµ ξb , (5)
with Dabµ = δ
ab∂µ − gfabc(A¯cµ + acµ).
The LDW gauge fixing amounts to impose the con-
straint
D¯abµ a
b
µ = 0 , (6)
to the fluctuation field while maintaining covariance with
respect to the background. At the quantum level, this
condition can be implemented by the FP quantization
method which is straightforward and leads to the gauge
fixed partition function
Z = N
∫
[da] det(Mab) exp (−SYM − Sgf) , (7)
with N being a normalization constant, Sgf the gauge
fixing action given by
Sgf = −
∫
x
(
D¯µaµ
)2
2α
, (8)
and with
Mab = −D¯acµ Dcbµ (9)
3 The action (1) is also invariant under large gauge transforma-
tions. Nevertheless, large gauge transformations will not be con-
sidered in this work.
standing for the FP operator. An important feature of
the FP operator is that it is Hermitian (See App. A).
Such a procedure relies on the positivity condition of the
FP operator Mab.
Within the standard FP gauge fixing procedure, the
functional determinant of Mab, in equation (7), can be
rewritten in a functional integral form to obtain a con-
tribution to the Boltzmann factor, by means of the in-
troduction of a pair of anti-commuting ghosts, (ca, c¯a),
known as FP ghosts:
detMab =
∫
[dc¯][dc] e−Sgh (10)
with
Sgh = −
∫
x
c¯a(x)Mabcb(x) . (11)
In order to effectively implement the LDW gauge con-
dition, (6), the limit α → 0 must be taken. After gauge
fixing, the gauge symmetry (5) is no longer valid. Nev-
ertheless, background gauge transformations of the form
δBA¯
a
µ = D¯
ab
µ ω
b ,
δB(other fields)
a = gfabc(other fields)bωc , (12)
are still manifest, [64].
B. The Gribov problem
Besides assuming the positivity of the FP operator,
it is assumed that there is only one field configuration
satisfying the gauge condition (6). In Gribov’s seminal
work [13] it was shown that this is not true. Indeed, two
gauge configurations connected by an infinitesimal gauge
transformation,
a˜aµ = a
a
µ −Dabµ ξb . (13)
i.e., two configurations belonging to the same gauge orbit.
By applying the operator D¯µ in both sides and impos-
ing the LDW gauge condition to both configurations one
easily finds
Mabξb = 0 . (14)
Equation (14) is called Gribov (infinitesimal) copies
equation and a˜aµ is a Gribov copy of the field a
a
µ. A
nontrivial and normalizable solution of the Gribov copies
equation implies that the FP procedure is not complete.
Moreover, equation (14) states that infinitesimal copies
of a configuration aaµ exist as the normalizable zero modes
of the FP operator. Thence, the functional integral (7)
still considers several spurious configurations after the
implementation of the FP gauge-fixing procedure.
To eliminate them (at least at infinitesimal level) the
prescription of [13] will be followed. To do so, the fact
thatM is Hermitian is crucial: the equation (14) can be
5treated as an eigenvalue equation for the FP operator.
The eigenvalues will be necessarily real and thus obey an
order relation. For each configuration aaµ, an eigenvalue
spectrum will be defined. Whenever the spectrum has a
zero mode, a region of infinitesimal copies is identified.
In order to eliminate these infinitesimal Gribov copies we
will impose the restriction to the region Ω where the FP
operator is positive definite:
Ω =
{
aµ; D¯µaµ = 0; Mab > 0
}
. (15)
The standard procedure is to implement a restriction on
the functional integral domain up to the Gribov horizon
in order to eliminate infinitesimal Gribov copies. In the
Landau gauge, this is motivated by two facts: first, that
for a given configuration close enough to the horizon its
corresponding gauge copy lies on the other side of that
horizon [13]; and second, that every gauge orbit inter-
sects the horizon at least once [17]. Hence, every config-
uration outside the first Gribov region is redundant (i.e.,
it can be mapped to an equivalent gauge configuration
inside this region, by means of consecutive infinitesimal
gauge transformations). The proof of these features re-
lies on two properties, namely: the hermiticity of the FP
operator; and the existence of a minimizing functional
defining the gauge fixing and the first Gribov region. In
the Landau gauge, this functional is the norm 12
∫
x
AaµA
a
µ
along the gauge orbit. Another gauge displaying these
properties is the maximal Abelian gauge [70], with the
minimizing functional being 12
∫
x
AiµA
i
µ with the index i
running only through the off-diagonal components of the
gauge field. It turns out that, besides the fact that the
LDW Faddeev-Popov operator is Hermitian, there is a
minimizing functional defining the LDW gauge condition
as well as the Gribov region, namely
F [a] = 1
2
∫
x
aaµa
a
µ . (16)
The first variation of (16) along the gauge orbit leads to
the gauge condition (6). The second variation and the
requirement that the result is a minimum of (16) leads
to Mab ≥ 0, which is the definition of the Gribov region
in the LDW gauge. Thence, one has all the necessary
elements to check if every configuration outside Ω is re-
dundant. We leave that for future investigation.
Once proven the fact that every gauge field configu-
rations lying outside Ω can be continuously mapped to
a configuration inside Ω (aka gauge redundancy), the
functional restriction to Ω should suffice to get rid of in-
finitesimal Gribov copies. Thus, in the search for gauge
field configurations associated to positive eigenvalues of
the FP operator, one may realize that such a chase is
closely related to the analysis of the poles of the anti-
ghost-ghost two-point function. From the ghosts action
(11) it is possible to see that the FP operator eigenvalues
can be tracked down by the inverse of the anti-ghost-
ghost propagator. Following [13], we will develop such
investigation of the anti-ghost-ghost propagator at first
order in perturbation theory.
As a consequence, one ends up with a consistency con-
dition imposed to the poles of the anti-ghost-ghost propa-
gator, known as the no-pole condition. Such a condition
will effectively impose the restriction to Ω, and with a
new mass parameter analogous to the Gribov parame-
ter in the Landau gauge that must satisfy its own gap
equation. Functionally, such a no-pole condition will be
imposed by means of a modification to the functional
measure which, essentially, corresponds to the insertion
of a Heaviside step function θ(x). Schematically,
ZG = N
∫
[da] θ(npc) exp
(−S[A¯, a]) , (17)
with S = SYM +Sgf +Sgh and npc stands for the no-pole
condition to be imposed.
III. THE GAP EQUATION AND THE
EFFECTIVE ACTION
The first goal of this section is to investigate, up to one-
loop order, the no-pole condition for the anti-ghost-ghost
propagator in the LDW gauge, by following Gribov’s pre-
scription4 [13]. In the sequence, the Gribov restriction is
implemented, so that one ends up with the correspond-
ing one-loop gap equation. Our second goal, which is
the central point of this paper, is to derive the effective
action at leading order to verify its background depen-
dence, within Gribov’s prescription.
A. The no-pole condition and gap equation
According to [13], the no-pole condition is related to
the trace of the two-point Green’s function of the ghost
fields, while keeping the fluctuation gauge field aµ as an
external field5:
δab
V (N2 − 1)
〈
c¯a(p)cb(−p)〉[A¯, a] = G[p2, A¯, a] . (18)
In Section IV the fluctuation gauge field will be quantized
in order to actually compute the gauge and ghosts two-
point Green’s function.
Namely, we will compute the following object,
G[p2, A¯, a] = 1
p2
[
1 + F (p2, A¯, a) + σ(p2, A¯, a)
]
. (19)
The ghost form factor, in (19), is split up into two fac-
tors, F (p2, A¯, a) and σ(p2, A¯, a), denoting, respectively,
4 We refer the reader to [15] for a detailed derivation of the no-pole
condition in the Landau gauge.
5 Divergences appearing in the diagrams will be regularized by
means of the dimensional regularization prescription. Therefore,
arbitrary dimension will be denoted by d.
6the factor that does not contribute to non-trivial poles
(p2 6= 0) and the factor that actually does. In other
words, (1/p2)F ∼ 1/p4 as we shall see, and the positivity
of the FP operator will be determined by σ. These fac-
tors will be computed up to leading order, while keeping
the fluctuation field aµ as an external field.
One can read off the one-loop contributing diagrams
from the ghost action,
Sgh =
∫
x
{
c¯a∂2ca+
+ gface
[
(∂µA¯
e
µ)c¯
acc + 2A¯eµ(∂µc¯
a)cc + aeµ(∂µc¯
a)cc
]
− g2facefabd[c¯bA¯dµA¯eµcc + c¯bA¯dµaeµcc]} , (20)
within perturbation theory. The one-loop two-point
function of the ghost fields (with aµ as an external field)
is diagrammatically depicted in Figure 1 (cf., Appendix
B for the Feynman rules of the model.). Diagrams (II)
and (III) do not contribute to the propagator for two
reasons: by conservation of energy; and by taking the
trace in the color space. Notice that the diagrams linear
in aµ are kept, although they do not contribute to any
two-point Green function.
In order to derive the explicit expression of the dia-
grams of Figure 1 the background was considered to be
transverse, ∂µA¯µ = 0 and independent of negative pow-
ers of the coupling constant. Furthermore, the LDW
gauge condition (6) implies that ∂µa
a
µ = gf
abcA¯cµa
b
µ,
which means that the fluctuation aµ can be considered
transverse at zeroth order in the coupling constant g (see
the full gauge field two-point function in Appendix B 2)6.
Therefore, at arbitrary dimension we have
aaµ(k)a
b
ν(−k) = δab
1
d− 1a
a
λ(k)a
a
λ(−k) Tµν (21)
and
A¯aµ(k)a
b
ν(−k) = δab
1
d− 1 A¯
a
λ(k)a
a
λ(−k) Tµν , (22)
with Tµν standing for the transverse projector,
Tµν = δµν − kµkν
k2
. (23)
Thence, the two-point function G[p2, A¯, a], given by
equation (19), can be rewritten as
G[p2, A¯, a] = 1
p2
[
1 + FIV(p
2, A¯, a)+
+ FV(p
2, A¯, a) + σVI(p
2, A¯, a)+
+ σVII(p
2, A¯, a) + σVIII(p
2, A¯, a)
]
, (24)
6 The transversality of aµ at 0th order in g relies on the assumption
that A¯µ must be independent of g−n with n > 0.
with each term explicitly written in the Appendix B. In
particular, the σ-terms will be treated collectively and
denoted by σ(p2, A¯, a), just as in eq.(19):
σ(p2, A¯, a) =
=
g2N
4V (d− 1)(N2 − 1)
pµpν
p2
∫
kd
[
adµ(k)a
d
µ(−k)
(p+ k)2
+ 2
A¯µ(k)aµ(−k)
(p+ k)2
+ 4
A¯dµ(k)A¯
d
µ(−k)
(p+ k)2
]
Tµν . (25)
The F -terms will be collectively treated as
F (p2, A¯, a) =
g2N
V (N2 − 1)
1
p2
∫
kd
[
A¯aµ(k)A¯
a
µ(−k)+
+
∫
k4
A¯aµ(k)a
a
µ(−k)
]
. (26)
From (25) and (26) one is able to see that the two-point
function (24) is a monotonically decreasing function of p2,
so that its highest value is obtained at p2 = 0. Nonethe-
less, as can be seen form (26) the diagrams of F (p2, A, a)
only contribute to the pole of G[p2, A¯, a] at p2 = 0, and
this is why those diagrams will not be taken into account
in the ghost form factor in Gribov’s prescription 7. Such
strategy in dealing with the no-pole condition was first
employed in the MAG, [21]. We also note that these di-
agrams are not well-behaved at the limit p2 → 0, which
will be taken bellow. Thence, the possibility of their
disregard avoids external momentum dependence on the
implementation of Gribov’s restriction.
According to Gribov, [13], G[p2, A¯, a] can be seen as a
first-order approximation of
G[p2, A¯, a] ≈ 1
p2
1[
1− σ(p2, A¯, a)]+
+
1
p2
FIV(p
2, A¯, a) +
1
p2
FV(p
2, A¯, a) . (27)
Thus, since the goal is to avoid poles other than p2 = 0
of G[p2, A¯, a], and σ(p2, A¯, a) is a decreasing function of
p2, then it suffices to ensure that
σ(0, A¯, a) < 1 , (28)
what has being called as Gribov’s no-pole condition.
As will become clear, in the thermodynamic limit
where the microcanonical and the Boltzmann canonical
ensembles become equivalent, [34], such no-pole condi-
tion boils down to the identity
σ(0, A¯, a) = 1 . (29)
7 Remember that the Gribov approach relies on the assumption
that, in the thermodynamic limit, the only allowed pole for the
anti-ghost-ghost propagator is at p2 = 0, [8, 13].
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FIG. 1: Anti-ghost-ghost two-point Green’s function as a function of the external momentum p2, the background A¯µ, and of
the fluctuation aµ - which is taken as an external field for this calculation. Diagrams with linear dependence on the
fluctuation field, aµ, are kept, although they do not contribute to the vacuum expectation value.
The factor σ(0, A¯, a) computed at one-loop order reads
σ(0, A¯, a) =
g2N
V d(N2 − 2)
∫
kd
[
aaµ(k)a
a
µ(−k)
k2
+ 2
A¯aµ(k)a
a
µ(−k)
k2
+ 4
A¯aµ(k)A¯
a
µ(−k)
k2
]
. (30)
1. The gap equation
Before taking the thermodynamic limit, Gribov’s no-
pole condition, (28), can be functionally implemented by
means of introducing the Heaviside step function, which
leads us to Gribov’s partition function,
Z¯G =
∫
[dφ]θ
(
1− σ(0, A¯, a)) e−S[A¯,φ] , (31)
with S[A¯, φ] = SYM + Sgf + Sgh, which is given by the
equations (1), (8) and (11), and φ = aaµ, c¯
a, ca. With the
integral representation of the θ-function, one can write
the generating functional (31) as,
Z¯G[J ] =
∫
[dφ]
∫
dβ
2piiβ
exp
{
− S[A¯, φ]+
+ β(1− σ(0, A¯, a))−
∫
k4
J i(k)φi(k)
}
, (32)
where we introduced the sources J i associated to the field
φi and the contraction J
iφi indicates a sum over the i-
index that is counting for every source of each quantum
field: Jaµa
a
µ; J¯
a
c c
a; and c¯aJac¯ .
Considering only quadratic terms in the fields, the ac-
tion S[A¯, φ] reads
S[A¯, φ] =
∫
k4
1
2
[
aaµ(k)Q
ab
µνa
b
ν(−k) + 2A¯aµ(k)Qabµνabν(−k)
+ A¯aµ(k)Q
ab
µνA¯
b
ν(−k) + c¯a(k)P abcb(−k)
]
+
3g2Nβ
2V (N2 − 1)
∫
k4
A¯aµ(k)A¯
a
µ(−k)
k2
, (33)
with P ab = δabk2 and
Qabµν =
[(
k2 +
g2Nβ
2V (N2 − 1)
1
k2
)
δµν
−
(
1− 1
α
)
kµkν
k2
]
δab . (34)
In order to write the action (33) we considered that the
background is transverse, i.e. kµA¯µ = 0, so that we could
freely add the term 12α
kµkν
k2 A¯µ. Besides, we conveniently
factored out the last term of (33).
By redefining the source Jbν = J˜
b
ν(k) − A¯aµQabµν , one is
able to integrate out the quantum fields in the partition
function (32) with the action (33). Namely, we have,
Z¯G[J˜ ] =
∫
dβ
2pii
e−f(β) . (35)
In the thermodynamic limit the β-integral converges to
the function e−f(β
∗) with β∗ satisfying the saddle point
equation, which is the the Gribov gap equation8,
df(β)
dβ
∣∣∣∣∣
β=β∗, J=0
= 0 . (36)
8 Cf., [34] for more details concerning the physical and mathemat-
ical aspects of the thermodynamic limit.
8The explicit expression of the gap equation reads,
(d− 1)g2N
V d
∫
kd
1
k4 + γ∗4
= 1− σ¯[A¯] , (37)
with σ¯[A¯] a constant (functional of A¯µ) defined by
σ¯[A¯] =
4g2N
V d(N2 − 1)
∫
kd
A¯aµ(k)A¯
a
µ(−k)
k2
. (38)
Besides, in the equation (37) we have defined γ∗4 =
2g2Nβ∗
d(N2−1) in order to simplify the notation, keeping in mind
that here β∗ stands for the intensive Gribov parameter
that solves equation (37). It is then clear that the Gri-
bov parameter is not free but depends of g. Moreover, at
one-loop, there is a background-dependent contribution
arising from eq.(38). For backgrounds with an intrin-
sic mass scale, this integral is not necessarily vanishing.
Thus, the Gribov parameter, which is taken as a physi-
cal parameter in the standard RGZ setup, receives non-
physical contributions from the background field already
at one-loop order. This is related to the already reported
issues reported in [67].
Finally, the function f(β∗) can be identified with
the generating functional of connected Green’s functions
W¯ [A¯, J ],
Z¯G[J˜ ] =
∫
dβ
2pii
e−f(β) ≈ e−f(β∗) = e−W¯ [A¯,J˜] , (39)
that explicitly reads,
W¯ [A¯, J˜ ] =
1
2
∫
k4
[
A¯aµ(k)Q
ab
µνA¯
b
ν(−k)+
+ J˜aµ(k)Q
−1ab
µν J˜
b
ν(−k)
]
+
1
2
ln detQabµν + β
∗
(
3
2
σ¯[A¯]− 1
)
+ [gh.contrib.] , (40)
with [gh.contrib.] standing for∫
k4
J˜ac¯ (k)P
−1abJ˜bc (−k)− ln detP ab . (41)
It must be clear that the one-loop gap equation de-
rived here, in the Yang-Mills theory in the BFM, differs
from the usual one (with the trivial background A¯µ = 0)
by a constant that depends on the configuration of the
background. Such a constant may be something quite
intricate to be computed, depending on the analytic ex-
pression of the background. For the particular case where
A¯aµ is in a constant configuration, such as in the Cartan
sub-algebra of SU(2), which is quite useful in YM theory
at finite temperature, [62, 67, 71, 72], the contribution
to the gap equation is identically zero by dimensional
regularization.
B. The effective action
To evaluate the effective action, it is convenient to
rewrite down the connected generating functional, (40),
in terms of the (tree-level) connected vacuum expectation
value (v.e.v.) of the quantum fields φc:
ac
a
µ(k) =
δW¯ [J ]
δJ¯aµ(k)
= −Q−1 abµν J¯bν(k) , (42)
c¯c
a
µ(k) =
δW¯ [J ]
δJac¯ µ(k)
= −1
2
P−1 abJbc (k) , (43)
cc
a
µ(k) =
δW¯ [J ]
δJac µ(k)
= −1
2
Jbc¯ (k)P
−1 ba , (44)
where the subscript “c” stands for “connected v.e.v.”.
The connected generating function can, then, be
rewritten as
W¯ [J ] =
1
2
∫
k4
[
A¯aµ(k) + ac
a
µ(k)
]
Qabµν
[
A¯bν(−k) + acbν(−k)
]
+
1
2
ln detQabµν + lnβ
∗ + β∗
(
3
2
σ¯[A¯]− 1
)
+ [gh.contrib.] +
∫
k4
J i(k)φci(k) , (45)
where we used Jbν = J˜
b
ν(k) − A¯aµQabµν , and the equations
(42) – (44) in order to derive the following relation
−J˜aµ(k)Q−1abµν J˜bν(−k) = 2A¯aµQabµνacbν + acaµQabµνacbν
+ 2Jaµac
a
µ . (46)
An equivalent manipulation was carried out on the ghost
sector, [gh.contrib.] in equation (41).
Finally, given the formal definition of the effective ac-
tion,
Γ¯[A¯, ac] = W¯ [J ]−
∫
k4
J i(k)φci(k) , (47)
one is able to derive its explicit expression at one-loop
order in the BFM,
Γ¯[A¯, ac] =
=
1
2
∫
k4
[
A¯aµ(k) + ac
a
µ(k)
]
Qabµν
[
A¯bν(−k) + acbν(−k)
]
+
1
2
ln detQabµν + β
∗
(
3
2
σ¯[A¯]− 1
)
+ [gh.contrib.] . (48)
Notice that, at one-loop order for the vacuum energy,
we could explicitly verify that the effective action can be
rewritten in terms of the “total” gauge field Aµ = A¯µ+aµ
as follows,
Γ¯[A¯, ac] = Γ[A¯+ ac] +
3β∗
2
σ¯[A¯]
= Γ[A] +
3β∗
2
σ¯[A¯] , (49)
9where Γ stands for the effective action obtained in the
absence of the background.
Therefore, it is immediate to verify that at one-loop,
the vacuum energy of Yang-Mills theory in the BFM,
within Gribov’s prescription, is not background indepen-
dent by a constant term proportional to the Gribov pa-
rameter β∗. Hence, it is clear that the background in-
dependence violation is a direct consequence of Gribov’s
procedure, at least at leading order. Of course, that may
not be the case at higher loops (or may be, which would
be in agreement with [67, 68]), and that is a matter of
future investigation.
In the next section the propagator of the gauge and
ghost fields is derived. In particular, the IR behavior of
the ghost field propagator will be investigated at one-
loop.
IV. THE TWO-POINT GREEN’S FUNCTIONS
In this section we investigate the effects on the propa-
gators of the gauge and (anti-)ghost fields, due to the re-
striction of the path integral to the Gribov region, within
the Yang-Mills BFM.
Since the zero modes of the FP operator (and there-
fore infinitesimal Gribov copies) seem to be generated at
sufficiently large values of g aµ, it is expected that their
removal will bring non-perturbative effects to the dynam-
ics of Yang-Mills theories even if a perturbative expansion
is performed.
The procedure developed in this section is the one com-
monly used in works devoted to the investigation of Gri-
bov ambiguities (see [8] for a detailed review and ref-
erences therein). In summary, one should compute the
inverse of Qabµν in order to derive the gauge field two-
point Green’s function, and compute
〈
σ(p2, A¯, a)
〉
and〈
F (p2, A¯, a)
〉
with equations (25) and (26), respectively,
in order to derive the ghost two-point Green’s function.
At this point, one should keep in mind that A¯µ is a clas-
sical field, so that
〈
A¯µ
〉
= A¯µ, and that tadpole-like dia-
grams (those with just one insertion of aµ) vanish.
The investigation of the IR physics of the gauge and
(anti-)ghost propagators has been the subject of numer-
ous works, ranging from applications of Dyson-Schwinger
equation, [59, 73–76], functional renormalization group
[10] to lattice quantum field theory [28–31, 77].
A. The gauge field propagator
The connected two-point Green’s function, at tree-
level, of the (fluctuating) gauge field can be easily read
off from equation (40). In summary, one should compute
the inverse of the Qµν operator, which reads,(
Q−1
)ab
µν
= δab
(
k2
k4 + γ∗4
δµν−
− k
4(1− α)
(k4 + γ∗4)(α(k4 + γ∗4)− k2α+ k2)
kµkν
k2
)
.
(50)
Taking the LDW gauge limit, α→ 0, we have
(
Q−1
)ab
µν
= δab
k2
k4 + γ∗4
(
δµν − kµkν
k2
)
, (51)
where terms proportional to g2 have been neglected9. In
the above equation, (51), remind that γ∗4 = 2g
2Nβ∗
d(N2−1) ,
with β∗ the Gribov parameter that solves the gap equa-
tion, (37).
Therefore, notice that the gauge field propagator, given
by equation (51), has the same tree-level expression as
the one obtained in the absence of the background, [8].
However, by solving the gap equation, (37), one can
verify that the Gribov parameter depends on the back-
ground configuration,
β∗ =
3
g2
µ¯2e
1
3− 32pi
2
3g2
(1−σ¯[A¯])
, (52)
which brings a possible background dependence to the
propagator of the gauge field. Notice that the above ex-
pression for the Gribov parameter, (52), differs from the
usual result ∼ e 13− 32pi
2
3g2 by the presence of the functional
σ¯[A¯].
From (52) one can foresee two particular scenarios that
deserve special attention:
i. σ¯[A¯] = 0
In this case the behavior of the gauge field propa-
gator is equivalent to the usual behavior obtained
by Gribov in [13]. Namely,
β∗ =
3
g2
µ¯2e
1
3− 32pi
2
3g2 . (53)
This specific scenario can be obtained for constant
configurations for the background (making sure
that A¯µ does not depend on non-negative powers of
g). At the end of this section a few words are ded-
icated to the constant background configuration,
where the vanishing of σ¯[A¯] is investigated.
A particularly interesting constant configuration is
the one where the background is set up in the SU(2)
Cartan sub-algebra, A¯aµ = A¯δ
3aδ0µ with A¯ just
9 A detailed discussion concerning the non-transversality feature
of the gauge field propagator can be found in Appendix B 2 and
briefly above equation (21).
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a constant. Such a configuration is useful in the
probe of the (de)confinement phase transition at fi-
nite temperature, since it can mimic the Polyakov
loop, [62, 65, 71].
ii. σ¯[A¯] = 1
In this case the Gribov parameter behaves like
β∗ =
3
g2
µ¯2e
1
3 , (54)
making clear that the behavior of the Gribov pa-
rameter depends on the configuration of the back-
ground. Notice that in cases where β∗ behaves
like (54) the Gribov parameter becomes larger in
the deep UV regime (at least in the one-loop ap-
proximation). That is drastically different from the
standard scenario given by (53) but it is also a case
which requires a lot of fine tuning in the background
sector to exactly cancel the constant part of the ar-
gument of the exponential in (52).
B. Ghost propagator
Let us now investigate the IR behavior of the anti-
ghost-ghost two-point function at one-loo order10. For
that, consider the v.e.v. of G[p2, A¯, a], in equation (24),
where the Gribov no-pole condition is satisfied in order
to validate the (first order) approximation,
〈c¯a(p)ca(−p)〉 ≈ 1
p2
1[
1− 〈σ(p2, A¯, a)〉]+
+
1
p2
〈
FIV(p
2, A¯, a)
〉
, (55)
with
〈
σ(p2, A¯, a)
〉
given by〈
σ(p2, A¯, a)
〉
=
=
g2N
V (d− 1)(N2 − 1)
pµpν
p2
∫
kd
k2
(p+ k)2
Tµν(k)
k4 + γ4
+
d
d− 1
pµpν
p2
σ¯µν [A¯] , (56)
where we have defined
σ¯µν [A¯] =
4g2N
V d(N2 − 1)
∫
kd
A¯aα(k)A¯
a
α(−k)
k2
Tµν , (57)
and 〈
FIV(p
2, A¯, a)
〉
=
=
g2N
V (N2 − 1)
1
p2
∫
kd
A¯aµ(k)A¯
a
µ(−k) . (58)
After some manipulations we get
〈c¯a(p)ca(−p)〉 ≈ 1
p4
(
d(d− 1)(d+ 2)
[d(d− 3) + 2](Idγ + IdA¯)
+
g2N
V (N2 − 1)
∫
kd
A¯aµ(k)A¯
a
µ(−k)
)
, (59)
with,
Idγ =
g2N
V (N2 − 1)
∫
kd
1
k2(k4 + γ4)
, (60)
and
IdA¯ =
4g2N
V (N2 − 1)
∫
kd
A¯aµ(k)A¯
a
µ(−k)
k4
. (61)
Notice that the gauge field propagator (51) was used to
write down the equation (56), as well as the gap equation
(37) was employed to derive (59). At the end, with the
factors Idγ and I
d
A¯
given, respectively, by equations (60)
and (61), one can verify that the IR behavior of the ghost
two-point function is enhanced (∼ p−4), regardless of the
background configuration.
10 Notice that the tree-level ghost propagator is not changed by the
Gribov prescription, so that one must go to the next order to see
any effect.
C. The constant background
As was shown in equation (49), the vacuum energy is
background-dependent, by a constant term proportional
to the Gribov parameter:
I = 3β
∗
2
σ¯[A¯] , (62)
with σ¯[A¯] given by equation (38). Let us investigate the
constant background configuration.
When the background configuration is constant the
function σ¯[A¯] of equation (62) reduces to
σ¯[A¯] =
4g2NA¯aµA¯
a
µ
V d(N2 − 1)
∫
kd
1
k2
, (63)
Since there is no mass scale involved in the integrand,
the result must be purely infinite. That is, once the reg-
ularization scheme is chosen, the finite part of the result
can be canceled. Particularly, this sort of divergent in-
tegral is zero by means of the dimensional regularization
scheme.
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V. CONCLUSIONS
In this paper we investigate the background depen-
dence of Yang-Mills theories at one-loop order within the
Landau-DeWitt gauge by taking into account the exis-
tence of gauge copies. As a consequence of the FP proce-
dure to impose the LDW gauge condition, the existence
of zero modes of the FP operator was dealt with by fol-
lowing the original perturbative approach of V. N. Gri-
bov, [13], within the the BFM. The background field,
A¯µ, was considered to be transverse and independent of
g−n (with n > 0), and the fluctuation field, aµ, could be
treated as transverse at 0th order in the coupling con-
stant expansion, as a consequence of the LDW condition
combined with A¯µ depending on non-negative powers of
g. At higher order of loop corrections (or for A¯µ ∝ g−1),
longitudinal contributions of aµ should be taken into ac-
count. After investigating which diagrams contribute to
the poles of the anti-ghost-ghost two-point Green’s func-
tion, which is computed as a function of A¯µ and aµ, the
one-loop no-pole condition was determined, as can be
seen in equation (28) with the ghost form factor given in
equation (25). As a consequence of imposing the no-pole
condition to the functional measure we could verify that
the vacuum energy is not background independent any-
more, in agreement with the works [65–68]. At leading
order we could verify that the background independence
of the effective action is lost due to a constant factor σ¯[A¯]
that depends on the configuration of A¯µ. Namely, this
functional reads,
σ¯[A¯] =
4g2N
V d(N2 − 1)
∫
kd
A¯aµ(k)A¯
a
µ(−k)
k2
. (64)
An immediate side effect of the background depen-
dence (at leading order, at least) is that the behavior
of the Gribov parameter strongly depends on the config-
uration of the background. By solving the gap equation
(37) we could identify two important scenarios:
i. if σ¯[A¯] = 0, where the Gribov parameter behaves
just as in the standard YM theory (i.e. in the ab-
sence of the background). This is the case of con-
stant configurations of the background, as e.g. in
the Cartan subalgebra of SU(2) settings, used by
the authors of [65–68];
ii. if σ¯[A¯] = 1, where the Gribov parameter behaves
drastically different from the standard YM case.
In this second scenario, β becomes more relevant
in the UV regime, so that the usual perturbative
features of the standard YM theory cannot be re-
covered anymore.
Furthermore, We could also verify that whenever
A¯aµ(k)A¯
a
µ(−k) is a function of k2 without a mass parame-
ter, then the constant σ¯[A¯] is zero by dimensional regular-
ization. The trivial case is the constant configuration of
the background, and in particular when the background
is in the Cartan subalgebra of SU(2). Thus, at one-loop
the constant background configuration is a very special
case where the vacuum energy does not receive any con-
tributions from the background.
This background independence for the special case of
constant configurations of the background seems to be in
disagreement with the results of [65–68]. It must be clear
that here we are imposing a different (perturbative) no-
pole condition. In contrast to [65–68], we are perturba-
tively building up the horizon function, which is given by
means of the ghost form factor in equation (30), rather
than proposing an ad hoc expression (either perturba-
tive a` la Gribov [65, 66] or at all orders a` la Zwanziger
[67, 68]) with the compromise of being able to recover the
usual results in the absence of the background. However,
we have no particular reason to expect that at higher
orders, a non-trivial background-dependent contribution
to the vacuum energy will not arise and therefore, we do
expect that background independence will be spoiled by
the restriction to the Gribov region even for a constant
background.
It must be clear that our approach strongly relies on
the assumption that the background field must be pro-
portional to some non-negative power g. We pointed out
that even the constant background configuration must
satisfy such a condition. The Henyey configuration, [78],
is another possibility for the background, which satisfy
the hypothesis that A¯µ is independent of g
−n, n > 0.
Such a configuration is of particular interest in the study
of zero modes of the FP operator in the Landau gauge,
[15, 79]. The investigation of Henyey’s configuration
within the BFM is the subject of future work. In prin-
ciple, one must be careful when considering instanton
configurations, since it may violate the assumption that
A¯µ is independent of g
−n. A suitable YM-BFM approach
for instantons is currently being developed.
Our results strongly relies on the assumption that all
gauge field configuration that lies outside the Gribov re-
gion Ω (given by equation (15)) can be mapped to a gauge
field configuration within Ω by successive infinitesimal
gauge transformations. Further investigation to under-
pin such a statement is a matter of future work, along
side with a recursive construction of an all order Gribov
horizon, a` la [20], as well as the investigation of renor-
malization aspects of this model.
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Appendix A: Hermiticity of the FP operator
The Gribov method for eliminating copious configura-
tions relies on the restriction of the functional integration
to the so called first Gribov region, which is defined as
the set of all gauge field configurations for which the FP
operator M is strictly positive. More precisely, if
MabA˜bµ = ωA˜aµ, (A1)
for some positive and real eigenvalue ω, then we say that
the configuration A˜aµ belongs to the first Gribov region.
It is, therefore, crucial that M be a hermitian operator,
within Gribov and Zwanziger’s approach [8, 13, 19].
It shall be proven in what follows that, indeed, M is
Hermitian in the LDW gauge. We first note that the
operator in (9) can be written as
Mab = −D¯acµ D¯cbµ + gf cbdD¯acµ
(
adµ·
)
. (A2)
For this operator to be hermitian we must show that
∫
x
ψaMabφb =
∫
x
φaMabψb (A3)
for general Lie-algebra valued configurations ψ and φ.
One may easily verify that the first term of (A2) is Hermi-
tian, since it is the product of two anti-Hermitian opera-
tors. More precisely, such non-Hermitian operator satisfy
the following identity,∫
x
ψaD¯abµ φ
b = −
∫
x
φaD¯abµ ψ
b. (A4)
As for the second term in (A2) one has∫
x
ψaD¯acµ
(
gf cbdadµφ
b
)
=
= −
∫
x
D¯caµ ψ
a
(
gf cbdadµφ
b
)
, (A5)
where use has been made of equation (A4). Expanding
D¯acµ in (A5) lead us to∫
x
ψaD¯acµ
(
gf cbdadµφ
b
)
=
=
∫
x
φb
[
∂µ
(
gf bcdψcadµ
)
+ gf cbdψc∂µa
d
µ
+ g2f caef cbdadµψ
aA¯eµ
]
, (A6)
where integration by parts was used. Now we use the
definition of D¯abµ and the LDW gauge condition to rewrite
the left-hand-side of equation (A6)∫
x
φaD¯acµ
(
gf cbdψbadµ
)
+
∫
x
φb
(
g2f bcef cadψaadµA¯
e
µ
+ g2fabcf cdeψaadµA¯
e
µ + g
2f caef cbdψaadµA¯
e
µ
)
, (A7)
where we have renamed dummy indices. Notice that the
second integral vanishes by virtue of the Jacobi identity.
We are, thus, left with∫
x
ψaD¯acµ
(
gf cbdadµφ
b
)
=
=
∫
x
φaD¯abµ
(
gf bcdψcadµ
)
, (A8)
just as we meant to show. This concludes the proof of
the Hermiticity ofM given by (9). Hence, it makes sense
defining the region where M > 0.
Appendix B: The Feynman rules and diagrams
1. The Feynman rules
Here we present the Feynman rules, which can easily
be read off the action (20), and that are useful to com-
pute the diagrams that contribute to the one-loop ghost
two-point function (and are depicted in the Figure 1).
Namely,
c¯a p c
b =
1
p2
δab (B1)
c¯a cb
A¯dµ
p p
k
= igface(2p+ k)µδ
4(k) (B2)
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c¯a cb
A¯dµ
p p
k
= igfacepµδ
4(k) (B3)
c¯a cb
A¯eµ A¯dν
p p
k k
= −1
2
g2
(
fabdface
+ fabefacd
)
δµν (B4)
c¯a cb
A¯eµ adν
p p
k k
= −g2fabdfaceδµν (B5)
2. The one-loop contributing diagrams
Here one may find the explicit expression of each dia-
gram that contributes to the two-point Green’s function
of the ghost fields at one-loop, including those diagrams
that are linear in aµ.
In order to derive each expression we made use of three
important assumptions:
1. The background is supposed to be transverse,
∂µA¯µ = 0;
2. The background field must not depend on non-
negative powers of g. That is, if
A¯µ ∝ gn
then n ≥ 0.
3. The LDW gauge implies that ∂µa
a
µ = gf
abcA¯cµa
b
µ
(with A¯µ satisfying the assumption 2 stated above),
so that two-point composite operator aaµ(k)a
b
ν(−k)
can be decomposed as
aaµ(k)a
b
ν(−k) = δab
[
1
d− 1a
a
λ(k)a
a
λ(−k) Tµν+
+
g2
k2
fabcfadeA¯cλ(k)A¯
e
ρ(−k)abλ(k)adρ(−k)
(
Lµν − 1
d− 1Tµν
)]
, (B6)
with Tµν and Lµν standing for the transversal and
longitudinal projectors,
Tµν = δµν − kµkν
k2
and Lµν =
kµkν
k2
. (B7)
Therefore, as mentioned in Section III, the longi-
tudinal contribution of aaµ(k)a
b
ν(−k) does only con-
tribute to the next order in perturbation theory.
Thus, at first order one is allowed to take into ac-
count only the transverse contribution. Namely,
aaµ(k)a
b
ν(−k) =
δab
d− 1a
a
λ(k)a
a
λ(−k)
(
δµν − kµkν
k2
)
.
The diagrams are related bellow,
14
(IV) =
p p
k k
= FIV(p
2, A¯, a)
=
g2N
V (N2 − 1)
1
p2
∫
kd
A¯dµ(k)A¯
d
µ(−k) (B8)
(V) =
p p
k k
= FV(p
2, A¯, a)
=
g2N
V (N2 − 1)
1
p2
∫
kd
A¯dµ(k)a
d
µ(−k) (B9)
(VI) =
p p+ k p
k k
= σVI(p
2, A¯, a)
=
g2N
V (N2 − 1)
pµpν
p2
∫
kd
adµ(k)a
d
ν(−k)
(p+ k)2
(B10)
(VII) =
p p+ k p
k k
= σVII(p
2, A¯, a)
=
4g2N
V (N2 − 1)
∫
kd
A¯dµ(k)A¯
d
ν(−k)
(p+ k)2
(B11)
(VIII) =
p p+ k p
k k
= σVIII(p
2, A¯, a)
=
2g2N
4V (N2 − 1)
∫
kd
A¯µ(k)aµ(−k)
(p+ k)2
(B12)
[1] N. Brambilla et al., Eur. Phys. J. C74, 2981 (2014),
arXiv:1404.3723 [hep-ph].
[2] A. Maas, Phys. Rept. 524, 203 (2013), arXiv:1106.3942
[hep-ph].
[3] M. Tissier and N. Wschebor, Phys. Rev. D82, 101701
(2010), arXiv:1004.1607 [hep-ph].
[4] U. Reinosa, J. Serreau, M. Tissier, and N. Wschebor,
Phys. Rev. D 96, 014005 (2017), arXiv:1703.04041 [hep-
th].
[5] L. E. Oxman, Phys. Rev. D98, 036018 (2018),
arXiv:1805.06354 [hep-th].
[6] E. Witten, Adv. Theor. Math. Phys. 2, 505 (1998),
arXiv:hep-th/9803131.
[7] D. Dudal and S. Mahapatra, JHEP 07, 120 (2018),
arXiv:1805.02938 [hep-th].
[8] N. Vandersickel and D. Zwanziger, Phys. Rept. 520, 175
(2012), arXiv:1202.1491 [hep-th].
[9] D. Binosi and J. Papavassiliou, Phys. Rept. 479, 1
(2009), arXiv:0909.2536 [hep-ph].
[10] A. K. Cyrol, L. Fister, M. Mitter, J. M. Pawlowski,
and N. Strodthoff, Phys. Rev. D94, 054005 (2016),
arXiv:1605.01856 [hep-ph].
[11] M. Q. Huber, Nonperturbative properties of Yang-Mills
theories, habilitation, Graz U. (2018), arXiv:1808.05227
[hep-ph].
[12] L. Faddeev and V. Popov, Phys. Lett. B 25, 29 (1967).
[13] V. N. Gribov, Nucl. Phys. B139, 1 (1978), [,1(1977)].
[14] I. M. Singer, Commun. Math. Phys. 60, 7 (1978).
[15] R. F. Sobreiro and S. P. Sorella, in 13th Jorge An-
dre Swieca Summer School (2005) arXiv:hep-th/0504095
[hep-th].
[16] A. D. Pereira, Exploring new horizons of the Gribov prob-
lem in Yang-Mills theories, Ph.D. thesis, Niteroi, Flumi-
nense U. (2016), arXiv:1607.00365 [hep-th].
[17] G. Dell’Antonio and D. Zwanziger, Commun. Math.
Phys. 138, 291 (1991).
[18] P. van Baal, Nucl. Phys. B369, 259 (1992).
[19] D. Zwanziger, Nucl. Phys. B323, 513 (1989).
[20] M. A. L. Capri, D. Dudal, M. S. Guimaraes, L. F. Pal-
hares, and S. P. Sorella, Phys. Lett. B719, 448 (2013),
arXiv:1212.2419 [hep-th].
[21] M. A. L. Capri, V. E. R. Lemes, R. F. Sobreiro, S. P.
Sorella, and R. Thibes, Phys. Rev. D72, 085021 (2005),
arXiv:hep-th/0507052 [hep-th].
[22] M. A. L. Capri, V. E. R. Lemes, R. F. Sobreiro, S. P.
Sorella, and R. Thibes, Phys. Rev. D74, 105007 (2006),
arXiv:hep-th/0609212 [hep-th].
[23] M. A. L. Capri, V. E. R. Lemes, R. F. Sobreiro, S. P.
Sorella, and R. Thibes, Phys. Rev. D77, 105023 (2008),
arXiv:0801.0566 [hep-th].
[24] M. A. L. Capri, A. J. Gomez, M. S. Guimaraes, V. E. R.
Lemes, and S. P. Sorella, J. Phys. A43, 245402 (2010),
arXiv:1002.1659 [hep-th].
[25] D. Dudal, S. P. Sorella, N. Vandersickel, and H. Ver-
schelde, Phys. Rev. D77, 071501 (2008), arXiv:0711.4496
[hep-th].
15
[26] D. Dudal, J. A. Gracey, S. P. Sorella, N. Vandersickel,
and H. Verschelde, Phys. Rev. D78, 065047 (2008),
arXiv:0806.4348 [hep-th].
[27] D. Dudal, S. P. Sorella, and N. Vandersickel, Phys. Rev.
D84, 065039 (2011), arXiv:1105.3371 [hep-th].
[28] A. Cucchieri and T. Mendes, Phys. Rev. Lett. 100,
241601 (2008), arXiv:0712.3517 [hep-lat].
[29] I. L. Bogolubsky, E. M. Ilgenfritz, M. Muller-Preussker,
and A. Sternbeck, Phys. Lett. B676, 69 (2009),
arXiv:0901.0736 [hep-lat].
[30] A. Cucchieri and T. Mendes, Proceedings, Interna-
tional Workshop on QCD Green’s functions, confine-
ment and phenomenology (QCD-TNT09): Trento, Italy,
September 7-11, 2009, PoS QCD-TNT09, 026 (2009),
arXiv:1001.2584 [hep-lat].
[31] A. Cucchieri, D. Dudal, T. Mendes, and N. Vandersickel,
Phys. Rev. D 93, 094513 (2016), arXiv:1602.01646 [hep-
lat].
[32] B. Mintz, L. Palhares, S. Sorella, and A. Pereira, Phys.
Rev. D 97, 034020 (2018), arXiv:1712.09633 [hep-th].
[33] J. Gracey, Phys. Rev. D 86, 105029 (2012),
arXiv:1210.5962 [hep-th].
[34] D. Dudal, S. Sorella, N. Vandersickel, and H. Verschelde,
Phys. Rev. D 79, 121701 (2009), arXiv:0904.0641 [hep-
th].
[35] S. Sorella, Phys. Rev. D 80, 025013 (2009),
arXiv:0905.1010 [hep-th].
[36] L. Baulieu and S. Sorella, Phys. Lett. B 671, 481 (2009),
arXiv:0808.1356 [hep-th].
[37] M. Capri, A. Gomez, M. Guimaraes, V. Lemes, S. Sorella,
and D. Tedesco, Phys. Rev. D 82, 105019 (2010),
arXiv:1009.4135 [hep-th].
[38] D. Dudal and S. P. Sorella, Phys. Rev. D 86, 045005
(2012), arXiv:1205.3934 [hep-th].
[39] D. Dudal, M. Guimaraes, I. Justo, and S. Sorella, Eur.
Phys. J. C 75, 83 (2015), arXiv:1411.2500 [hep-th].
[40] A. D. Pereira and R. F. Sobreiro, Eur. Phys. J. C73,
2584 (2013), arXiv:1308.4159 [hep-th].
[41] J. Pereira, Antnio D. and R. F. Sobreiro, Eur. Phys. J.
C 74, 2984 (2014), arXiv:1402.3477 [hep-th].
[42] M. Capri, M. Guimaraes, I. Justo, L. Palhares,
and S. Sorella, Phys. Rev. D 90, 085010 (2014),
arXiv:1408.3597 [hep-th].
[43] J. Serreau and M. Tissier, Phys. Lett. B 712, 97 (2012),
arXiv:1202.3432 [hep-th].
[44] J. Serreau, M. Tissier, and A. Tresmontant, Phys. Rev.
D92, 105003 (2015), arXiv:1505.07270 [hep-th].
[45] P. M. Lavrov and O. Lechtenfeld, Phys. Lett. B725, 386
(2013), arXiv:1305.2931 [hep-th].
[46] P. Y. Moshin and A. A. Reshetnyak, Int. J. Mod. Phys.
A 31, 1650111 (2016), arXiv:1506.04660 [hep-th].
[47] M. Schaden and D. Zwanziger, Phys. Rev. D 92, 025001
(2015), arXiv:1412.4823 [hep-ph].
[48] A. Cucchieri, D. Dudal, T. Mendes, and N. Vandersickel,
Phys. Rev. D 90, 051501 (2014), arXiv:1405.1547 [hep-
lat].
[49] M. A. L. Capri, D. Dudal, D. Fiorentini, M. S.
Guimaraes, I. F. Justo, A. D. Pereira, B. W. Mintz, L. F.
Palhares, R. F. Sobreiro, and S. P. Sorella, Phys. Rev.
D92, 045039 (2015), arXiv:1506.06995 [hep-th].
[50] M. A. L. Capri, D. Fiorentini, M. S. Guimaraes, B. W.
Mintz, L. F. Palhares, S. P. Sorella, D. Dudal, I. F. Justo,
A. D. Pereira, and R. F. Sobreiro, Phys. Rev. D93,
065019 (2016), arXiv:1512.05833 [hep-th].
[51] M. Capri, D. Dudal, D. Fiorentini, M. Guimaraes,
I. Justo, A. Pereira, B. Mintz, L. Palhares, R. So-
breiro, and S. Sorella, Phys. Rev. D 94, 025035 (2016),
arXiv:1605.02610 [hep-th].
[52] M. Capri, D. Dudal, A. Pereira, D. Fiorentini,
M. Guimaraes, B. Mintz, L. Palhares, and S. Sorella,
Phys. Rev. D 95, 045011 (2017), arXiv:1611.10077 [hep-
th].
[53] M. Capri, D. Fiorentini, A. Pereira, and S. Sorella, Eur.
Phys. J. C 77, 546 (2017), arXiv:1703.03264 [hep-th].
[54] M. Capri, D. Fiorentini, A. Pereira, and S. Sorella, Phys.
Rev. D 96, 054022 (2017), arXiv:1708.01543 [hep-th].
[55] M. A. L. Capri, D. Dudal, M. S. Guimaraes, A. D.
Pereira, B. W. Mintz, L. F. Palhares, and S. P. Sorella,
Phys. Lett. B781, 48 (2018), arXiv:1802.04582 [hep-th].
[56] B. W. Mintz, L. F. Palhares, G. Peruzzo, and
S. P. Sorella, Phys. Rev. D 99, 034002 (2019),
arXiv:1812.03166 [hep-th].
[57] A. D. Pereira, R. F. Sobreiro, and S. P. Sorella, Eur.
Phys. J. C76, 528 (2016), arXiv:1605.09747 [hep-th].
[58] M. Capri, D. Fiorentini, and S. Sorella, Phys. Lett. B
751, 262 (2015), arXiv:1507.05481 [hep-th].
[59] A. C. Aguilar, D. Binosi, and J. Papavassiliou, Phys.
Rev. D78, 025010 (2008), arXiv:0802.1870 [hep-ph].
[60] J. Braun, H. Gies, and J. M. Pawlowski, Phys. Lett. B
684, 262 (2010), arXiv:0708.2413 [hep-th].
[61] J. Braun, A. Eichhorn, H. Gies, and J. M. Pawlowski,
Eur. Phys. J. C 70, 689 (2010), arXiv:1007.2619 [hep-ph].
[62] U. Reinosa, J. Serreau, M. Tissier, and N. Wschebor,
Phys. Lett. B742, 61 (2015), arXiv:1407.6469 [hep-ph].
[63] L. Abbott, Acta Phys. Polon. B 13, 33 (1982).
[64] S. Weinberg, The quantum theory of fields. Vol. 2: Mod-
ern applications (Cambridge University Press, 2013).
[65] F. Canfora, D. Dudal, I. Justo, P. Pais, L. Rosa,
and D. Vercauteren, Eur. Phys. J. C 75, 326 (2015),
arXiv:1505.02287 [hep-th].
[66] F. Canfora, D. Hidalgo, and P. Pais, Phys. Lett. B 763,
94 (2016), [Erratum: Phys.Lett.B 772, 880–881 (2017)],
arXiv:1610.08067 [hep-th].
[67] D. Dudal and D. Vercauteren, Phys. Lett. B779, 275
(2018), arXiv:1711.10142 [hep-th].
[68] D. Kroff and U. Reinosa, Phys. Rev. D 98, 034029 (2018),
arXiv:1803.10188 [hep-th].
[69] D. Binosi and A. Quadri, Phys. Rev. D 88, 085036 (2013),
arXiv:1309.1021 [hep-th].
[70] M. A. L. Capri, A. J. Gomez, V. E. R. Lemes, R. F.
Sobreiro, and S. P. Sorella, Phys. Rev. D79, 025019
(2009), arXiv:0811.2760 [hep-th].
[71] U. Reinosa, J. Serreau, M. Tissier, and N. Wschebor,
Phys. Rev. D91, 045035 (2015), arXiv:1412.5672 [hep-
th].
[72] F. Canfora, D. Dudal, I. Justo, P. S. Pais, L. Rosa, and
D. Vercauteren, Proceedings, 18th Hellenic School and
Workshops on Elementary Particle Physics and Gravity
(CORFU2018): Corfu, Greece, August 18-September 28,
2018, PoS CORFU2018, 185 (2019), arXiv:1910.01138
[hep-th].
[73] J. M. Cornwall, Phys. Rev. D 26, 1453 (1982).
[74] R. Alkofer and L. von Smekal, Phys. Rept. 353, 281
(2001), arXiv:hep-ph/0007355 [hep-ph].
[75] C. S. Fischer, J. Phys. G32, R253 (2006), arXiv:hep-
ph/0605173 [hep-ph].
[76] R. Alkofer, M. Q. Huber, and K. Schwenzer, Phys. Rev.
D81, 105010 (2010), arXiv:0801.2762 [hep-th].
16
[77] O. Oliveira and P. J. Silva, Eur. Phys. J. C62, 525 (2009),
arXiv:0705.0964 [hep-lat].
[78] F. S. Henyey, Phys. Rev. D 20, 1460 (1979).
[79] M. Capri, M. Guimaraes, S. Sorella, and D. Tedesco,
Eur. Phys. J. C 72, 1939 (2012), arXiv:1201.2445 [hep-
th].
