We focus on the problem of constructing an equivalent function for a given neural network, when the training/test data are not available. The unknown function captured by the neural net is represented as the Taylor series expansion in terms of the inputs, and the relevant coefficients are computed from the weights of the network. We argue that such deconstruction of a neural network can be a useful tool in complexity reduction.
Introduction
Neural networks (a.k.a. Artificial Neural Networks or ANNs) are one of the best-known function approximators with wide ranging applications in Artificial Intelligence and Machine Learning. While traditionally ANNs are learned from supervised data, with pre-specified topology, there has also been a significant body of work on evolving the topology besides learning the parameters of the network. This sheds light on one of the main limitations of ANNs, viz.; the proper topology is often unknown (unless significant domain knowledge is assumed/ available). An improper topology can significantly affect the accuracy of the learned function and its capability to generalize (over-fitting), so it is often worthwhile to learn the topology as well. A complementary approach to this problem has been to learn the weights (parameters) for a complex network and then simplify it iteratively while preserving the functionality. Such constructive and destructive approaches have met with mixed success, primarily due to the added burden of computation that they impose on time-critical applications, such as a video game.
In this paper, we address the problem of simplifying an ANN, but in a radically different way compared to existing literature. We attempt to infer the underlying function captured by an ANN directly in terms of the weights of the network. Our main motivation is that a complex network with possibly 100's of hidden units might have actually captured a very simple function that can be expressed simply in terms of 10's of parameters. We intend to acquire this simple representation of the underlying function making the bulky ANN dispensable.
Another possibility is that the number of inputs is large even if the number of hidden units is small, so that the network still has a very large number of weights. In classification tasks with such networks, if the number of examples (training/test) is relatively small (as it is in most real-world applications), the input space is sparse, which means the data may be linearly separable. This indicates that the underlying function may be rather simple and that the bulky network with a plethora of weights is rather wasteful. A second possible application of our approach could be the following: an ANN usually does not yield an idea of the analytic nature of the function it represents. Suppose the training data are unavailable (this is a likely scenario since the whole point of inductive learning is to extract a model from the training data so that the latter is no longer necessary to maintain) or corrupted. How does one recover the analytic function with access to the ANN only? Our method retrieves an analytic approximation that can be made arbitrarily close to the actual function with sufficient computation time, requiring no access to the training data. The two main assumptions behind our work are 1. The ANN has been learned and the training data are not available any more. We only have access to the weights and the topology of the ANN and can only use this information to infer the underlying function.
2. The underlying function can be expressed as an infinite series using Taylor's series expansion of a function.
We derive the coefficients in the Taylor series expansion of the underlying function in terms of the weights of the given network, and show that the error of approximating this function with a finite number of terms of the infinite series decreases very fast. This means a finite truncation can often produce a very close approximation. We show experiments that the inferred model can exhibit very similar behavior to the ANN that it approximates.
Related Work
The literature on learning the structure of a neural network can be broadly divided into two categories: constructive, and destructive. Constructive approaches iteratively complexify the topology [1, 2, 3, 4] , while destructive approaches progressively prune a complex network until the accuracy of the network is affected beyond a certain tolerance. Since we propose a fundamentally deconstructive method to simplify a given neural network, the destructive methods are of greater relevance to us. In this section we review some of the most common methods of this type. The magnitude based pruning algorithm [1] deals with removing weights starting with the weights with the smallest value. This method considers that weights with smaller values have lesser effect on the accuracy of the network, so removing them must be least disruptive to the functionality of the network in general. Optimal Brain Damage (OBD) [1] calculates a certain value named "saliency" of a weight, and then the weight with the least saliency value is removed from the network. If the error is not significantly large, the network is then retrained and the procedure is repeated. This algorithm assumes that the network was trained at first and that the error has reached a local minimum. Optimal Brain Surgeon (OBS) [1, 5] is an enhancement to the OBD algorithm. It does not require retraining of the network after each weight removal. It works on only removing the weights that need to be removed thus reducing the error because the weight removed was found of least effect to the network. Peter Morgan, Bruce Curry and Malcom Beynon [6] have explored variance reduction techniques for pruning neural networks. They construct an approximation to the estimated variance of errors having a certain number α as input. α is used as a learning rate parameter in this algorithm. The network weights are then fitted using a minimization algorithm using the previously constructed function as the objective function. Along with this process, the number α is reduced successively. Rule Extraction from Function Approximating Neural Networks (REFANN) [7] extracts rules from the network trying to keep them as accurate as the network itself. It works on networks with a single hidden layer and one linear output unit. The hidden activation function is approximated by a three piece linear function. The whole idea focuses on extracting the knowledge of the network to obtain a better understanding of the network. Our approach is most closely related to this work. Instead of extracting rules, however, we extract polynomial terms from the Taylor series expansion of the underlying function. Furthermore, instead of using an approximation of the activation function, we use approximations for the third and higher order derivatives of the activation function.
Deconstructing a Neural Network
Neural network structures can grow to be very large and complex, with many connections (and consequently many weights to store). Large networks require large memory space for storage. We have seen several ways to prune networks that try to minimize this complexity without sacrificing accuracy significantly. These methods can be quite complex and often leave us with large networks. In this paper, we propose a different approach to this process of simplification. We extract an analytic function of minimal complexity that has the same behavior as the network, to a certain error-tolerance level. We show that the resulting expression can involve significantly fewer parameters than the given network, leading to a compact equivalent function. When viewed as a network, our equivalent function can be very different from the original network. It uses only the polynomial terms (in inputs) that are indispensable in capturing the functionality of the original network. Since it is based on the original network's parameters (and not on the training data), any inaccuracies in the latter will be translated to our representation as well. However, any redundancy in the original network will be eliminated in our representation.
Our Approach
The function captured by a given neural network can be represented in many ways. We use a Taylor series representation of the function and calculate progressively higher order terms of the series from the weights of the given network. We first illustrate our approach with functions that are quadratic in their inputs. In section 3.2 we extend this approach to higher order polynomials, making way to a more general Taylor series representation for an arbitrary unknown function. In this paper we focus on networks with a single hidden layer, and using a sigmoid activation function. Since such networks can capture any bounded, continuous function [9] , our approach has a wide applicability. The activation function, σ, and its first two derivatives are given by O # of output nodes N # of hidden nodes
M # of input nodes
The functional form of the output of the network is where where Our representation of the output using a quadratic function is (1) where Our task is to compute the values of all the constants in the above equation. From now on, we will assume that the network has a single output node. If there is more than one output node, our approach simply needs to replicated on each additional output, which is a straightforward extension. In the following, method i) stands for the first method of computing the output (of the network) using the sigmoid activation function, and method ii) stands for the second method of computing the output (of the equivalent function) from equation (1).
1-
To find this value, we find the output using both functions with all inputs set to zero. therefore 2-To find this value, we first differentiate the output function with respect to and then set all inputs to zero. therefore
3-
To find this value, we find the second derivative of the output function with respect to and then again we set all inputs to zero. therefore
4-
To find this value, we find the derivative of the output with respect to and then with respect to , and then again we set all inputs to zero.
therefore Thus all the coefficients in equation 1 can be computed from the known weights of the network, producing the equivalent quadratic function of the inputs.
Extending our Approach
It is possible to extend the above method to any polynomial function. We note that the number of constants to be calculated depends on the number of inputs we have, and the degree of the polynomial we want to use to capture the network's functionality. The number of constants, A, needed for a polynomial of degree P given a network of M inputs, is:
where Now suppose we want to compute the coefficient for , it is given by (2) where
Taylor Series representation
In general, an arbitrary function taking a vector as input can be represented as the Taylor Series expansion (3)
Where
To apply this formula on our network, we set f to be our network output function which is the same as . Then we set the vector . Now, we calculate each term j = 0, 1, 2… in the following way: For j=0, we get , as before.
For j=1, we get
For j=2, we get and similarly for j = 3, 4,... In the end, we will get our network output function as a polynomial.
It can be shown that the above expression for the j th term of the Taylor series is the same as equation (2), under the following approximation for the k th derivative of the sigmoid function:
Although this approximation is valid for lower order terms (first and second), it deviates from the true value increasingly for higher order terms. For instance, the third derivative of s is actually This is slightly different from the approximation that we use which is Despite this discrepancy, this approximation serves to simplify our algorithm and works well with our intended applications, which seeks mostly lower order terms. Applications with many inputs seldom require higher order terms (linearly separable), and for those that do, the Taylor series will have many more terms than weights in the network, defeating the purpose of our approach. Consequently, it is important to note that although our approach applies to a wide variety of problems where a neural net has been acquired, it cannot be applied beneficially in many problems where a neural network is a more succinct representation of a function compared to its analytical form.
Multinomial Expansion
In order to compute the j th term in the above Taylor series expansion, we use the Multinomial Expansion theorem:
where Now, we can replace in the formula (3) by:
The above representation looks so hard and almost impossible to code. This is why we elaborated the previous formula into a new one that would be simpler to code. 
Experiments
The first point of note is that we have ignored bias weights of a neural network in all of the above steps, for simplicity. It is a straightforward matter to incorporate the bias weights in the above equations. Secondly, the equivalent function computed by the above procedure can be very different from the original network. It uses only the polynomial terms (in inputs) that are indispensable in capturing the functionality of the original network, while the latter is not limited to polynomials. It is also noteworthy that since our method is based on the original network's parameters (and not on the training data), any inaccuracies in the latter will be translated to our representation as well. However, any redundancy in the original network will be eliminated in our representation.
It is also important to state that the number of constants in the equation is proportional to the number of inputs and outputs in the network and has nothing to do with the number of hidden nodes. Given a network with 5 inputs and 3 outputs and n hidden nodes: On the other hand, the approximation will require much more constants with every power increment. Given now the same network (5 inputs and 3 outputs) but this time 10 hidden nodes (80 float numbers or weights using a neural network):
Number
Power Number Of Constants 1 6*3 2 21*3 3 56*3 4 126*3 5 252*3
As you can see, the number of constants grew quickly every time we increased the power (degree) of the polynomial. In most cases, a second degree polynomial gave us acceptable results. We tested our approach in another way. We took an arbitrary neural network with M input nodes, N hidden nodes and O output nodes. We initialized all weights between all nodes to a random value ranging between -1 & 1. We used the resultant network as input to our algorithm and tested for results for random values to check the error margin between the outputs of the two algorithms. The average margin of error was around 0.0001 using a 2 nd degree polynomial. At times, the error was as low as 0.0000001. A drawback occurred with every high degree polynomials i.e. degree 10. While using high degree polynomials, we noticed that at time the network will sometimes generate results of an error margin of 10 or 100 at times. After looking at the problem and analyzing it, we figured out that precision for small values multiplied at high degrees can result in such abnormalities especially that the derivative approximation can result in errors. Further studies for the program can be done to improve the stability of the program. Until now, the program has proved useful in many cases.
Example
Two tests were made on a point going from 0 to 1; one with an increment of 0.01 (a total of 10000 points) and the other with an increment of 0.001 (a total of 1000000 points). The results came as follows: The tables above show some good results. The error term is minimal in many of the cases but still, there are some cases where the error is large but as shown the maximum error was about 0.6%. In both graphs, x-axis is in red, y-axis is in green, z-axis is in blue, original's network output in white and polynomial output in black.
The graph representing the reached polynomial (in black) using a 0.01 increment on points going from 0 to 1 is compared to the original network's function (in white) in the following figure:
The graph representing the reached polynomial (in black) using a 0.001 increment on points going from 0 to 1 is compared to the original network's function (in white) in the following figure:
Both graphs show that our result and the result generated from the network are really close in values in this particular case.
Drawbacks
In this section, we will focus on the drawbacks of our algorithm; that is illustrating the points where our algorithm has failed. It is noticeable that the algorithm fails every time we compute results that are far from the origin of approximation (in our case ). The following example shows clearly the flaws of this algorithm at some of its points. We considered a more complicated neural network with 3 inputs, 10 hidden nodes and 1 output node. To draw the above graph in 2D, we set one of the inputs to a certain value and we draw the variation of the other two variables. Below are some graphs to more illustrate the error:
One of the weights is fixed at 0.0. Largest error is 1.228560
One of the weights fixed to 0.5. Largest error is 0.910438
One of the weights fixed to 1.0. Largest error is 0.659660
As shown in this example, our approximation failed at several points in the network thus resulting in large errors. This can be due to the fact that the degree of the polynomial used cannot approximate the network's original function. We should have used a higher order polynomial.
A solution to this problem may be dissecting our space into smaller partitions where each partition has its own approximation function at a certain point. Currently, our algorithm approximates the neural network at the point . This has resulted in all the errors in our program. We think that if we approximate the network at several points in space and then for each given point, we calculate its result using the function that gives us the best result. In other words, we group our points into partitions, and we associate to each partition a polynomial that best represents the network within this partition. The drawback of this method is storage space since we now have to store more constants to represent all polynomials around our space.
Conclusions
In conclusion, we find that our algorithm holds a new and nice representation of the neural network. It proved to be memory efficient for those interested in saving memory space. It proved to give results close enough to the actual neural network with a tolerance to the error resulted. As you can notice, the error term gradually increased when we started getting farther from the origin. This is due to the fact that the Taylor Series approximation was done at the vector . This means that the function will lose precision far from that point. Nevertheless this algorithm has proved to be useful in several cases where the problem concentrates around the origin.
If we go back to the example in 4.1, its computational needs are as follows:
i) 12 multiplications ii) 12 additions iii) 5 divisions iv) 5 exponentials
In our approach this computational needs will be reduced to:
The difference is clearly seen now. Not only our approach is memory efficient, but it needs fewer computations to achieve an acceptable result. It's still true that our approach will fail once we get far from the origin where we originally approximated our function. Throughout this paper, we have looked at several methods to better improve the representation of our neural networks as well as find better ways to find the best topology for any given network. Our approach dealt with the problem from another window where we tried simplifying the network to a simple polynomial that can be read by anyone. Our experiments succeeded at times with flying numbers but also fell into problems in several other cases. Further work will continue to improve more the efficiency of this algorithm.
Future Directions
This approach approximates the sigmoid function using the Taylor series at the origin. Our future work includes expanding the representation and test among differences in approximations across other points. This approach deals with approximating a neural network whose activation function is the regular sigmoid function . An expansion to that approximation could done by using an approximation for any sigmoid function , where n is a scaling value for the network. Another thing to do is apply this algorithm to a more complex problem such as a game. Currently, neural networks are not included much in games due to their complexity and high storage space that they require when modeling complex agent behaviors. This approach could be used to help enter the neural networks more into the gaming world because of its simplicity to program and the results would still be the same. Another approach to be added to the program would be working on neural networks that use different activation functions. But, since the sigmoid function is the most commonly used as an activation function for neural networks, we have decided to use it here. As mentioned in section 4.2, one of the most innovative ideas to be touched in the future is dissecting our space (any dimension) into several partitions. Since in our approach the error tends to increase when we get farther from the origin of approximation, we can create an area around this origin where this polynomial will be used. Then we approximate the network at another point in space being in the center of the next partition. In this way, we think we can guarantee good results along our entire network's space. The drawback of this method is storage space because then we will have to save multiple polynomials representing each region in space, but runtime computations will be the same all over the regions.
