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CONVOLUTION OF VALUATIONS ON MANIFOLDS
SEMYON ALESKER AND ANDREAS BERNIG
Abstract. We introduce the new notion of convolution of a (smooth
or generalized) valuation on a group G and a valuation on a manifold
M acted upon by the group. In the case of a transitive group action, we
prove that the spaces of smooth and generalized valuations on M are
modules over the algebra of compactly supported generalized valuations
on G satisfying some technical condition of tameness.
The case of a vector space acting on itself is studied in detail. We
prove explicit formulas in this case and show that the new convolution
is an extension of the convolution on smooth translation invariant valu-
ations introduced by J. Fu and the second named author.
1. Introduction
1.1. General background. A convex valuation on a finite-dimensional
vector space V is a map µ on the space K(V ) of compact convex bodies
in V with values in some abelian semi-group such that
µ(K ∩ L) + µ(K ∪ L) = µ(K) + µ(L)
whenever K,L,K ∪ L ∈ K(V ).
Examples of real valued valuations are any measure on V , the Euler char-
acteristic (which equals 1 on each non-empty K ∈ K(V )) and the intrinsic
volumes in euclidean vector spaces. Examples of valuations with values in
other semi-groups are Minkowski valuations [1, 2, 33, 37, 42, 43], tensor
valuations [3, 26, 35, 36, 38], curvature measures [25, 29, 41, 46] and area
measures [40, 44, 45]. In this paper, we will only consider scalar-valued
valuations.
The space of translation invariant and continuous (with respect to Haus-
dorff metric on K(V )) valuations is denoted by Val. This space carries a
surprisingly rich algebraic structure which is moreover very closely related
to geometric formulas in Crofton style integral geometry.
Suppose that V is a Euclidean vector space and G a subgroup of SO(V )
acting transitively on the unit sphere in V . Then the vector space ValG of
G-invariant elements in Val is finite-dimensional. Let G¯ denote the group
generated by G and translations, endowed with a Haar measure (normalized
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in an appropriate way). If φ1, . . . , φN is a basis of Val
G, then there exist
kinematic formulas of the following type:
∫
G¯
φi(K ∩ g¯L)dg¯ =
N∑
k,l=1
cik,lφk(K)φl(L),
∫
G
φi(K + gL)dg =
N∑
k,l=1
c˜ik,lφk(K)φl(L).
The first formula is called intersectional kinematic formula, the second
one is called additive kinematic formula. In the case where G = SO(V ), a
basis of ValG is given by the intrinsic volumes, and the coefficients c, c˜ in
the above formulas may easily be found by plugging in convenient sets K,L
(template method). For smaller groups, this method is not strong enough
and a more algebraic approach becomes useful.
The space Val contains a certain dense subspace Val∞ of smooth valua-
tions. The first named author has constructed a product structure on Val∞
[6]. If φ1, φ2 ∈ Val
∞ are given by
φi(K) = voln(K +Ai), i = 1, 2,
with smooth convex bodies Ai with positive curvatures, then
φ1 · φ2(K) = vol2n(∆(K) +A1 ×A2),
where ∆ : V → V × V denotes the diagonal embedding.
In the case of a group G as above, ValG becomes a subalgebra. J. Fu
and the second named author have shown in [23] that the intersectional
kinematic formulas and the product structure on ValG mutually determine
each other. They also introduced a convolution product on Val∞⊗Dens(V ∗)
(with Dens(V ∗) denoting the one-dimensional vector space of densities on
V ∗). If
φi(K) = voln(K +Ai)⊗ vol
∗
n, i = 1, 2,
with smooth convex bodies Ai with positive curvatures, then
φ1 ∗ φ2(K) = voln(K +A1 +A2)⊗ vol
∗
n . (1)
The additive kinematic formulas and the convolution product structure
on ValG⊗Dens(V ∗) mutually determine each other [23]. Moreover, the
first named author constructed a Fourier-type transform F : Val∞(V ) →
Val∞(V ∗)⊗Dens(V ) which intertwines product and convolution and which,
in the case of G-invariant valuations, gives a direct link between intersec-
tional and additive kinematic formulas [12]. J. Fu coined the name algebraic
integral geometry for this area of integral geometry exploiting the links be-
tween geometric formulas and algebraic structures [31].
One success of algebraic integral geometry was the recent determination
of intersectional and additive kinematic formulas on hermitian vector spaces
under the unitary group U(V ). The first named author constructed a basis
of ValU(V ) [5], J. Fu explicitly computed the algebra structure [30] and J.
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Fu and the second named author translated this algebra structure to a more
or less complete set of kinematic formulas [24]. Results for other transitive
group actions are also available, see [17, 19, 20, 27, 28]. Wannerer [44, 45]
studied the space of area measures and showed that it is a module over the
algebra of smooth and translation invariant valuations, endowed with the
convolution product. He determined completely the local additive kinematic
formulas for area measures invariant under the group U(n).
Kinematic formulas do not only exist on affine spaces, but also on some
Riemannian manifolds. For instance, on the sphere, one can prove analogues
of the classical kinematic formulas which apply to spherically convex bodies
moving by the rotation group. On more general Riemannian manifolds,
geodesic convexity does not seem to be the right notion. Replacing convexity
by a more flexible condition (manifolds with corners), the first named author
introduced and studied the space V(M) of (smooth) valuations on manifolds
in a series of papers [7, 8, 9, 10, 16]. An important feature of this space is
the existence of a product structure. Very recently, it was shown by J.
Fu, G. Solanes and the second named author that the product structure
and the kinematic formulas determine each other in the case of isotropic
manifolds, i.e. Riemannian manifolds with a subgroup of isometries which
acts transitively on the sphere bundle. Using this, they established the full
array of kinematic formulas on the complex projective space under its full
isometry group [25].
Another salient feature of the product structure on V(M) is a Poincare´
duality which makes it possible to define a space V−∞(M) of generalized
valuations. For instance, a compact submanifold with corners determines a
generalized valuation. In [14], we constructed a partial product structure
on V−∞(M). The relation between intersectional kinematic formulas and
the product structure is most easily understood in terms of generalized val-
uations. In fact, the product of two generalized valuations corresponding
to compact submanifolds with corners is (under some additional conditions
of transversality) the intersection of these submanifolds with corners. Fur-
thermore, generalized valuations appeared naturally in the recent study of
valuations which are translation invariant and invariant under the Lorentz
group [15].
In the case of a finite-dimensional vector space, Faifman and the second
named author extended the convolution of smooth translation invariant val-
uations to a partially defined convolution on a certain space of generalized
translation invariant valuations. This partial algebra contains McMullen’s
polytope algebra as a subalgebra (see [22] for the precise statement).
1.2. Results of the present paper. As we pointed out in the previous
subsection, there are deep connections between algebraic structures on val-
uations (product, convolution, Fourier transform) and integral-geometric
formulas (global and local kinematic formulas on affine and isotropic spaces,
additive kinematic formulas). In this paper, we introduce a new type of
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algebraic structure, which is also called convolution product, which applies
to compactly supported valuations on a Lie group, or more generally on a
manifold with a transitive Lie group action. We think that it will become a
useful tool in the future study of integral geometric formulas on Lie groups
and homogeneous spaces.
Let us explain the results in more detail. We consider the action of a
Lie group G on a smooth manifold M . The convolution of a compactly
supported valuation µ on G with a valuation ψ onM is defined as the push-
forward (if it exists) under the multiplication map a : G ×M → M of the
exterior product of µ and ψ (see the next section for exterior product and
push-forward):
µ ∗ ψ := a∗(µ ⊠ ψ).
We will define some special class of generalized valuations, called tame
valuations. The precise definition requires the more technical notion of wave
front set of a generalized valuation and is contained in Section 5.
The space of compactly supported tame valuations on G is denoted by
V−∞c,t (G). It contains the space of compactly supported smooth valuations,
but is considerably larger. Our main theorem shows that under the assump-
tion that the action of G on M is transitive, the convolution of a tame
valuation on G with an arbitrary generalized valuation on M is defined.
More precisely, our main theorem is the following.
Theorem 1. Let G act transitively on M . If µ is a compactly supported
tame generalized valuation on G and ψ a generalized valuation on M , then
the convolution µ ∗ ψ ∈ V−∞c (M) is well-defined. Moreover, V
−∞
c,t (G) is
an algebra, the spaces V−∞(M), V∞(M), V−∞t (M) are modules over this
algebra and the map (µ,ψ) 7→ µ ∗ ψ is jointly sequentially continuous in the
appropriate topologies.
We expect that the assumption on the transitivity of the action can be
weakened and that µ ∗ ψ can be defined under more general assumptions.
In the affine case, we can describe the convolution product more explicitly.
Moreover, we show that it extends the convolution product of [23].
Theorem 2. Let G = V be a finite-dimensional vector space acting on itself
by addition. Let smooth compactly supported valuations φi on V be given by
φi(K) = µi(K +Ai), i = 1, 2,
where µi are compactly supported smooth measures on V and Ai ⊂ R
n are
smooth compact convex bodies with positive curvature. Then
φ1 ∗ φ2(K) = µ1 ∗ µ2(K +A1 +A2). (2)
The convolution product on V∞c (V ) is uniquely characterized by joint sequen-
tial continuity, bilinearity and (2). Moreover, there is a natural surjective
homomorphism
F : (V∞c (V ), ∗)→ (Val
∞(V )⊗Dens(V ∗), ∗).
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1.3. Plan of the paper. In Section 2 we collect some well-known facts
about currents and wave front sets. Section 3 contains the definition and
some important properties of generalized valuations. Basic operations such
as exterior product, product and push-forward are presented in Section 4.
Some results on the push-forward appear here for the first time. Section 5 is
the heart of the paper. We define the convolution of a generalized valuation
on a group and a generalized valuation on a manifold acted upon by the
group as the push-forward under the group action of the exterior product.
Then we introduce the notion of a tame generalized valuation and prove
existence of the convolution in the case of a transitive group action under
the assumption that the valuation on the group is tame. In the final Section
6 we prove Theorem 2, give examples of tame valuations on Rn and study
in detail the convolution of smooth valuations on R.
Thanks. We wish to thank the Universities of Frankfurt and Tel Aviv for
hosting our mutual visits as we worked out this material and Dmitry Faifman
and Thomas Wannerer for useful comments.
2. Currents and wavefronts
2.1. Currents. Let X be a smooth manifold of dimension n. Let Ωk(X)
denote the space of differential k-forms and Ωkc (X) the subspace of compactly
supported k-forms. We set Dk(X) := Ω
k
c (X)
∗. Elements of this space are
called k-currents. The boundary of a k-current T is the (k − 1)-current ∂T
such that 〈∂T, ω〉 = 〈T, dω〉, ω ∈ Ωk−1c (X). If ∂T = 0, then T is called a
cycle. A k-dimensional closed oriented submanifold Y ⊂ X (possibly with
boundary) defines a current [[Y ]] ∈ Dk(X) by 〈[[Y ]], ω〉 :=
∫
Y
ω. By Stokes’
theorem, ∂[[Y ]] = [[∂Y ]]. If T ∈ Dk(X) and φ ∈ Ω
l(X), the current Txφ is
defined by 〈Txφ, ω〉 := 〈T, φ ∧ ω〉.
If f : X → Y is a smooth map between smooth manifolds X,Y and
T ∈ Dk(X) such that f |sptT is proper, then the push-forward f∗T ∈ Dk(Y )
is defined by 〈f∗T, φ〉 := 〈T, ζf
∗φ〉, where ζ ∈ C∞c (X) is equal to 1 in a
neighborhood of sptT ∩ spt f∗φ.
If X and Y are smooth manifolds, T ∈ Dk(X), S ∈ Dl(Y ), then there
is a unique current T ⊠ S ∈ Dk+l(X × Y ) such that 〈T ⊠ S, π
∗
1ω ∧ π
∗
2φ〉 =
〈T, ω〉 · 〈S, φ〉, for all ω ∈ Ωk(X), φ ∈ Ωl(Y ). Here π1, π2 are the projections
from X × Y to X and Y respectively.
2.2. Wave fronts and operations on currents. Let X be an oriented
manifold of dimension n. Let PX := P+(T
∗X) denote the cosphere bundle,
i.e. the (2n−1)-dimensional manifold of all tuples (x, [ξ]), where x ∈ X, ξ ∈
T ∗xX \{0} and where the equivalence class [ξ] is with respect to the relation
ξ ≡ λξ for all λ > 0. We denote by s : PX → PX the involution (x, [ξ]) 7→
(x, [−ξ]).
The wave front set of a current T on X is a closed conical set WF(T ) ⊂
T ∗X \ 0 (cotangent bundle of X with the zero section deleted) describing
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points and directions of singularities of T . In particular, WF(T ) = ∅ if
and only if T is smooth. We refer to [32, 34] for the precise definition of
WF. Several operations on currents like pull-back and intersection are only
defined under some condition on wave fronts.
If Λ ⊂ T ∗X \ 0 is a closed conical subset, we let Λ¯ := Λ ∪ 0 ⊂ T ∗X.
Definition 2.1. Let Γ ⊂ T ∗X \ 0 be a closed conical set. Then we set
Dk,Γ(X) := {T ∈ Dk(X) : WF(T ) ⊂ Γ}.
This space has a natural linear locally convex topology (called sometimes
Ho¨rmander topology).
Proposition 2.2 ([34, Thm. 8.2.3]). Given T ∈ Dk,Γ(X), there exists a
sequence of compactly supported smooth k-forms ωi ∈ Ω
n−k
c (X) such that
[[X]]xωi → T in Dk,Γ(X). In other words, compactly supported smooth
forms are dense in Dk,Γ(X).
Proposition 2.3 (Exterior product). Let X,Y be smooth manifolds, Γ1 ⊂
T ∗X \ 0,Γ2 ⊂ T
∗Y \ 0 closed conical subsets. Set
Γ¯ := Γ¯1 × Γ¯2 ⊂ T
∗(X × Y ).
Then the exterior product is a jointly sequentially continuous bilinear map
⊠ : Dk,Γ1(X)×Dl,Γ2(Y )→ Dk+l,Γ(X × Y ).
The joint sequential continuity means explicitly that for sequences φi → φ
and ψi → ψ we have φi ⊠ ψi → φ⊠ ψ.
Proposition 2.4 (Push-forward). Let f : X → Y be a smooth and proper
map between smooth manifolds and Γ ⊂ T ∗X \ 0 be a closed conical set. Let
f∗Γ := {(y, η) ∈ T
∗Y \ 0 : ∃x ∈ f−1(y), (x, df∗x (η)) ∈ Γ}
Then the push-forward map f∗ of currents is a sequentially continuous map
f∗ : Dk,Γ(X)→ Dk,f∗Γ(Y ).
Proposition 2.5 (Pull-back). Let f : X → Y be a smooth map between
smooth manifolds, where X may have a boundary N . Let Γ ⊂ T ∗Y \ 0 be a
closed conical set satisfying the following transversality conditions:
• if x ∈ X, (f(x), η) ∈ Γ, then df∗x(η) 6= 0;
• if x ∈ N , (f(x), η) ∈ Γ, then (df |N )
∗
x(η) 6= 0.
Define
f∗Γ := {((x, df∗x (η)) ∈ T
∗X \ 0 : x ∈ X, (f(x), η) ∈ Γ}.
Then there exists a unique sequentially continuous map
f∗ : DΓ(Y )→ D(f∗Γ¯+T ∗
N
X)\{0}(X)
extending the pull-back of smooth forms. It is called pull-back.
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The intersection T1∩T2 of two currents T1, T2 on X is defined as the pull-
back (provided it exists) of the current T1⊠T2 under the diagonal embedding
∆ : X → X × X. From Propositions 2.3 and 2.5 we obtain the following
description of the intersection.
Proposition 2.6 ([34, Thm. 8.2.10]). Let X be a smooth manifold of di-
mension n, Γ1,Γ2 ⊂ T
∗X \ 0 closed conical sets such that the following
transversality condition is satisfied:
Γ1 ∩ sΓ2 = ∅.
Set
Γ¯ := Γ¯1 + Γ¯2 =
{
(x, ξ1 + ξ2) : (x, ξ1) ∈ Γ¯1, (x, ξ2) ∈ Γ¯2
}
.
Then the intersection is a jointly sequentially continuous map
∩ : Dk1,Γ1(X)×Dk2,Γ2(X)→ Dk1+k2−n,Γ(X).
Let us finally collect some known results which will be important in later
sections.
Proposition 2.7. Let Y ⊂ X be a compact oriented k-dimensional sub-
manifold and [[Y ]] the k-dimensional current integration against Y . Then
WF([[Y ]]) = NXY = {(x, ξ) ∈ T
∗X : ξ|TxY = 0, ∀x ∈ Y }.
In particular, with δx being the delta-distribution at x ∈ X, we get WF(δx) =
T ∗xX.
Proposition 2.8. Let T be a k-dimensional current on X and φ an l-form
on X. Then
WF(Txφ) ⊂WF(T ).
Proposition 2.9 ([34, (8.1.11)]). Let P be a differential operator on X with
infinitely smooth coefficients. Then for any current T on X,
WF(PT ) ⊂WF(T ).
3. Generalized valuations on manifolds
We assume that X is an oriented n-dimensional smooth manifold. The
orientability is not necessary and can be easily omitted, but it simplifies
some formulas. Let P(X) denote the space of all compact submanifolds
with corners. Every P ∈ P(X) admits a conormal cycle N(P ), which is a
closed Legendrian (n − 1)-dimensional Lipschitz submanifold of PX . The
orientation of N(P ) is fixed in such a way that
π∗N(P ) = ∂P, (3)
where π : PX → X is the projection map.
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Definition 3.1 ([7, 8]). A smooth valuation µ on X is a functional µ :
P(X)→ C which can be represented in the form
µ(P ) =
∫
N(P )
ω +
∫
P
φ
with differential forms ω ∈ Ωn−1(PX) and φ ∈ Ω
n(X). The space of smooth
valuations is denoted by V∞(X) or simply V∞ if there is no risk of confusion.
The forms ω, φ are not uniquely defined by µ. In [21] it was shown that
a pair (ω, φ) induces the trivial valuation if and only if
i) Dω + π∗φ = 0
ii) π∗ω = 0.
Here D : Ωn−1(PX) → Ω
n(PX) denotes the Rumin operator [39]. Let us
recall its definition. A form ξ on a contact manifold is called vertical if for a
contact form α one has ξ∧α = 0. Equivalently, ξ is a multiple of α: ξ = α∧η
for some form η. Given ω ∈ Ωn−1(PX), there exists a unique vertical form
ξ ∈ Ωn−1(PX) such that d(ω + ξ) is vertical. Then Dω := d(ω + ξ).
The support of a valuation is defined in the obvious way, the space of
compactly supported valuations is denoted by V∞c . It admits a natural
topology of Fre´chet space. If µ is compactly supported, then by [10, Lemma
2.1.1], one can choose ω and φ to be compactly supported as well.
The space V∞(X) carries a natural commutative and associative product.
Its construction is involved: first a product on smooth valuations on an
affine space is constructed in [6] and [7] (using the solution of P. McMullen’s
conjecture [4]). Then it is shown in [16] that the product can be extended
to smooth valuations on an arbitrary manifold X by using local charts. The
hard part of this construction is to show that the result is independent of all
choices. In [14] we gave another construction which works directly on the
level of pairs (ω, φ).
The integration functional ∫
: V∞c (X)→ C
is, slightly oversimplifying, defined by
∫
µ = µ(X).
The first named author proved the following Poincare´ duality: the pairing
V∞(X)× V∞c (X)→ C,
(µ1, µ2) 7→
∫
µ1 · µ2
is perfect [10].
Definition 3.2 ([10]). Elements of the space
V−∞(X) := (V∞c (X))
∗
are called generalized valuations on X.
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Note that V∞(X) is a sequentially dense subset of V−∞(X) [14]. There
is also a canonical injection with dense image
P(X)→ V−∞(X),
P 7→ [µ 7→ µ(P )].
Proposition 3.3 ([14]). The space V−∞(X) of generalized valuations is
in one-to-one correspondence with the space of pairs of currents (T,C) ∈
Dn−1(PX)×Dn(X) such that T is a Legendrian cycle and π∗T = ∂C.
More precisely, given (T,C) as above, we may define a generalized valu-
ation ψ by setting
〈ψ, µ〉 := 〈T, ω〉+ 〈C,φ〉
for each compactly supported smooth valuation represented by compactly
supported forms ω, φ.
An element P ∈ P(X) ⊂ V−∞(X) corresponds to the pair of currents
(N(P ), [[P ]]). A smooth valuation, represented by the forms (ω, φ) ∈ Ωn−1(PX)×
Ωn(X), corresponds to the pair of currents
T = [[PX ]]xs
∗(Dω + π∗φ) ∈ Dn−1(PX),
C = [[X]]xπ∗ω ∈ Dn(X).
Definition 3.4. The wave front of a generalized valuation given by a pair
(C, T ) is defined as the tuple (WF(C),WF(T )). Given closed conic sets
Λ ⊂ T ∗X \ 0,Γ ⊂ T ∗ PX \0, we denote by V
−∞
Λ,Γ the space of generalized
valuations ψ such that WF(ψ) ⊂ (Λ,Γ),where the inclusion of pairs of sets
is componentwise.
4. Operations on generalized valuations
In this section, we collect some known results on exterior product, product
and push-forward of generalized valuations and refer to [11] for more details.
We will also prove a new statement about push-forward (Proposition 4.5)
which simplifies the construction from [11, Subsection 3.6.] and which will
be used in the sequel.
4.1. Exterior product. Let X1,X2 be smooth manifolds without bound-
ary of dimensions n1, n2, X := X1 ×X2. Let
M1 := PX1 ×X2 = {(x1, x2, [ξ1 : 0]), x1 ∈ X2, x2 ∈ X2, ξ1 ∈ T
∗
x1
X1 \ {0}} ⊂ PX
M2 := X1 × PX2 = {(x1, x2, [0 : ξ2]), x1 ∈ X2, x2 ∈ X2, ξ2 ∈ T
∗
x2
X2 \ {0}} ⊂ PX .
Let F : PˆX → PX be the oriented blow-up of PX along M :=M1 ∪M2.
Let us give an explicit description of F .
Let us consider the fiber bundle over X consisting of tuples (x1, x2, [ξ1 :
ξ2], [ξ
′
1], [ξ
′
2]) where [ξ1 : ξ2] ∈ P+ T
∗
(x1,x2)
X, [ξ′1] ∈ P+ T
∗
x1
X1, [ξ
′
2] ∈ P+ T
∗
x2
X2.
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Then PˆX is the closure of the set of all such tuples with ξ1 6= 0, ξ2 6= 0 and
[ξ1] = [ξ
′
1], [ξ2] = [ξ
′
2]. Note that PˆX is a manifold of dimension 2(n1+n2)−1
with boundary N := N1 ∪ N2, where
N1 = {(x1, x2, [ξ1 : 0], [ξ1], [η2])}
N2 = {(x1, x2, [0 : ξ2], [η1], [ξ2])}
Then F is given by
F : PˆX → PX
(x1, x2, [ξ1 : ξ2], [ξ
′
1], [ξ
′
2]) 7→ (x1, x2, [ξ1 : ξ2]).
In particular,
F (N ) =M =M1 ∪M2 ⊂ PX .
Let Φ be the map defined by
Φ : PˆX → PX1 ×PX2
(x1, x2, [ξ1 : ξ2], [ξ
′
1], [ξ
′
2]) 7→ ((x1, [ξ
′
1]), (x2, [ξ
′
2])).
Let
p1 : PX1 ×X2 → PX1
p2 : X1 × PX2 → PX2
p˜i : X1 ×X2 → Xi, i = 1, 2
qi : PX1 ×PX2 → PXi , i = 1, 2
be the natural projections.
Moreover, the inclusions i1 : PX1 ×X2 → PX , i2 : X1 × PX2 → PX are
defined by i1(x1, [ξ1], x2) = (x1, x2, [ξ1 : 0]) and i2(x1, x2, [ξ2]) = (x1, x2, [0 :
ξ2]).
Note that
M = im i1 ∪ im i2
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The relevant diagram is given by
PX1 PX1 ×PX2
q1
oooo
q2
// // PX2
PˆX
Φ
OOOO
F

PX1 ×X2
p1

  i1 // PX
πX

X1 × PX2?
_i2oo
p2

PX1
πX1

PX2
πX2

X1 X1 ×X2
p˜1
oooo
p˜2
// // X2
Now suppose that generalized valuations ψi ∈ V
−∞(Xi) are given by pairs
of currents (Ci, Ti). Then the generalized valuation ψ1 ⊠ ψ2 ∈ V
−∞(X) is
defined in [11, (2.1.12), (2.1.13)] by the pair of currents
C := C1 ⊠ C2 (4)
T := F∗Φ
∗(T1 ⊠ T2) + (p˜1 ◦ πX)
∗C1 ∩ (i2∗p
∗
2T2) + (i1∗p
∗
1T1) ∩ (p˜2 ◦ πX)
∗C2.
(5)
From this it is easily obtained that
spt(ψ1 ⊠ ψ2) ⊂ spt(ψ1)× spt(ψ2). (6)
It was shown in ([11, Claim 2.1.9.], [13]) that the exterior product
V−∞(X1)× V
−∞(X2)→ V
−∞(X1 ×X2)
is jointly sequentially continuous. We need the following refinement of this
statement.
Proposition 4.1 (Sequential continuity of the exterior product). Let Λi ⊂
T ∗Xi \ 0,Γi ⊂ T
∗
PXi \0 be closed conical sets. Let
Λ¯ := Λ¯1 × Λ¯2 ⊂ T
∗(X1 ×X2)
Γ¯ := F∗(Φ
∗(Γ¯1 × Γ¯2) + T
∗
N PˆX)
∪ [(p˜1 ◦ πX)
∗Λ¯1 + i2∗p
∗
2Γ¯2] ∪ [i1∗p
∗
1Γ¯1 + (p˜2 ◦ πX)
∗Λ¯2] ⊂ T
∗
PX .
Then the exterior product is a jointly sequentially continuous map
V−∞Λ1,Γ1(X1)× V
−∞
Λ2,Γ2
(X2)→ V
−∞
Λ,Γ (X1 ×X2).
Proof. This follows from (4), (5) and Propositions 2.3, 2.4, 2.5 and 2.6. 
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4.2. Product of generalized valuations. Let us recall the product of
generalized valuations from [14].
Theorem 4.2 ([14]). Let Λi ⊂ T
∗X \ 0,Γi ⊂ T
∗
PX \0 for i = 1, 2 be closed
conical sets. Suppose that the following conditions are satisfied:
(a) Λ1 ∩ s(Λ2) = ∅.
(b) Γ1 ∩ s(π
∗Λ2) = ∅, where π = πX : PX → X is the natural projection
map.
(c) Γ2 ∩ s(π
∗Λ1) = ∅.
(d) If for some (x, [ξ]) ∈ PX we have that η1 ∈ Γ1|(x,[ξ]) and η2 ∈ Γ2|(x,[ξ])
vanish on the fibers of π, then η1 6= −η2.
(e) Let (x, [ξ], η1) ∈ Γ1 with (x, [ξ]) ∈ PX and η1 ∈ T
∗
(x,[ξ]) PX \{0} and
(x, [−ξ], η2) ∈ Γ2 with (x, [−ξ]) ∈ PX and η2 ∈ T
∗
(x,[−ξ]) PX \{0}.
Let τ˜ : PX ×X PX → PX ×PX be the natural embedding. Set
ζ := dτ˜ |∗(x,[ξ],[−ξ])(η1 × η2) ∈ T
∗
(x,[ξ],[−ξ])PX ×X PX . Then
dθ∗(ζ) /∈ T ∗∆(PX ×X PX)|(x,[ξ],[ξ]),
where θ(x, [ξ1], [ξ2]) := (x, [ξ1], [−ξ2]) and ∆ is the diagonal in PX ×X PX .
Then the product of smooth valuations extends to a unique jointly sequen-
tially continuous bilinear map
V−∞Λ1,Γ1(X)× V
−∞
Λ2,Γ2
(X)→ V−∞(X).
Proposition 4.3. Let Λ ⊂ T ∗X \ 0,Γ ⊂ T ∗ PX \0 be closed conical sets
such that
π∗(Λ) ⊂ Γ and π∗π∗Γ ⊂ Γ. (7)
Then the multiplication map
V∞(X) × V−∞Λ,Γ (X)→ V
−∞
Λ,Γ (X)
is well-defined and jointly sequentially continuous.
Proof. In [14] we considered the fibre bundle over X consisting of tuples
(x, [ξ : η], [ξ′], [η′], [ζ]), x ∈ X, [ξ : η] ∈ P+(T
∗
(x,x)(X×X)), [ξ
′], [η′], [ζ] ∈ P+(T
∗
xX).
and defined P¯ as the closure of the set of all tuples with ξ, η, ξ + η 6= 0 and
[ξ′] = [ξ], [η′] = [η], [ξ + η] = [ζ].
Then P¯ is a (3n− 1)-dimensional manifold whose boundary N consists of
the three manifolds
N 0 := {(x, [ξ : −ξ], [ξ], [−ξ], [ζ]), x ∈ X, ξ, ζ ∈ T
∗
xX \ {0}}
N 1 := {(x, [ξ : 0], [ξ], [η
′], [ξ]), x ∈ X, ξ, η′ ∈ T ∗xX \ {0}}
N 2 := {(x, [0 : η], [ξ
′], [η], [η]), x ∈ X, η, ξ′ ∈ T ∗xX \ {0}}
The map Φ¯ : P¯→ PX ×X PX is defined by
Φ¯(x, [ξ : η], [ξ′], [η′], [ζ]) = ((x, [ξ′]), (x, [η′]))
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and the map p¯ : Φ¯→ PX by
p¯(x, [ξ : η], [ξ′], [η′], [ζ]) := (x, [ζ]).
Together with the natural projections q1, q2 we obtain the following diagram.
PX
P¯
p¯
OO
Φ¯

PX PX ×X PX
q1
oo
q2
// PX
Let φ1 ∈ V
∞(X), φ2 ∈ V
−∞
Λ,Γ (X). Let (Ci, Ti) be the currents correspond-
ing to φi. Then the currents associated to the product φ1 · φ2 are given
by
C := C1 ∩C2 ∈ Dn(X)
T := (−1)np¯∗Φ¯
∗(q∗1T1 ∩ q
∗
2T2) + π
∗C1 ∩ T2 + T1 ∩ π
∗C2 ∈ Dn−1(PX).
With δ : X → X ×X being the diagonal embedding, we have
WF(C) ⊂ δ∗(0× Λ¯) = Λ¯.
Hence, since C1, T1 are smooth we obtain
WF(π∗C1 ∩ T2) ⊂ Γ,WF(T1 ∩ π
∗C2) ⊂ π
∗Λ ⊂ Γ.
Since T1 is smooth, we have
WF(Φ¯∗(q∗1T1 ∩ q
∗
2T2)) ⊂
(
(q2 ◦ Φ¯)
∗Γ¯ + T ∗N¯ P¯
)
\ 0
provided Φ¯∗(q∗1T1 ∩ q
∗
2T2) is well defined. Thus in order to prove the propo-
sition we have to show that
(q2 ◦ Φ¯)
∗Γ ∩ T ∗N¯ P¯ = ∅, (8)
p¯∗
(
(q2 ◦ Φ¯)
∗Γ + T ∗N¯ P¯
)
⊂ Γ. (9)
It order to show (8)-(9) let us fix a point ρ¯ ∈ P¯. Set
ρ := p¯(ρ¯) ∈ PX , ρ2 := (q2 ◦ Φ¯)(ρ¯) ∈ PX .
Next fix
ζ¯ ∈
(
Φ¯∗(q∗2Γ) + T
∗
N¯ P¯
)
|ρ¯, (10)
ζ ∈ T ∗ρPX such that dp¯
∗(ζ) = ζ¯. (11)
In order to check (8)-(9) we have to show that
ζ¯ 6= 0, (12)
ζ ∈ Γ|ρ. (13)
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We consider several cases according to which subset of P¯ the point ρ¯
belongs. Below we denote by π¯ : P¯→ X the obvious map.
Case 1. Let ρ¯ ∈ P¯\N¯ . The condition (12) is satisfied since d(q2◦Φ¯) : Tρ¯P¯→
Tρ2 PX is onto. It is easy to see that
Ker
(
d(q2 ◦ Φ¯) : Tρ¯P¯→ Tρ2 PX
)
+Ker
(
dp¯ : Tρ¯P¯→ Tρ PX
)
= (14)
Ker(dπ¯ : Tρ¯P¯→ Tπ¯(ρ¯)X). (15)
Next there exists γ ∈ Γ|ρ2 such that
ζ¯ = d(q2 ◦ Φ¯)
∗γ. (16)
By (14)-(16) and (11) we get that ζ¯ ∈ dπ¯∗(T ∗X). This and (16) imply
that
γ ∈ Γ|ρ2 ∩ dπ
∗(T ∗X)|ρ2 .
Hence, using the surjectivity of the map dp¯|ρ¯, one gets ζ ∈ (π∗π∗Γ)|ρ ⊂ Γ|ρ,
where the last inclusion is by the assumption of the proposition. Thus the
inclusion (13) is proved.
Case 2. Let ρ¯ ∈ N¯0. We can write
ζ¯ = d(q2 ◦ Φ¯)
∗(γ) + n = dp¯∗(ζ),
where γ ∈ Γ|ρ, n ∈ T
∗
N¯0
P¯|ρ¯, ζ ∈ T
∗
ρ PX .
It is easy to see that the restriction
(q2 ◦ Φ¯)|N¯0 : N¯0 → PX
is a submersion. Hence
ζ¯|Tρ¯N¯0 = d(q2 ◦ Φ¯)
∗(γ)|Tρ¯N¯0 6= 0. (17)
This implies (12). Next it is easy to see that
Ker
(
d(q2 ◦ Φ¯)|Tρ¯N¯0 : Tρ¯N¯0 → Tρ2 PX
)
+Ker
(
dp¯|Tρ¯N¯0 : Tρ¯N¯0 → Tρ PX
)
= (18)
Ker(dπ¯|Tρ¯N¯0 : Tρ¯N¯0 → Tπ¯(ρ¯)X).(19)
Clearly (11) and (17)-(19) imply that ζ¯|Tρ¯N¯0 ∈ dπ¯
∗(T ∗X)|Tρ¯N¯0 . This and
(17) imply that
γ ∈ Γ|ρ2 ∩ dπ
∗(T ∗X)|ρ2 .
Hence, using the surjectivity of the map dp¯|ρ¯ : Tρ¯N¯0 → Tρ PX , one gets
ζ ∈ (π∗π∗Γ)|ρ ⊂ Γ|ρ, where the last inclusion is by the assumption of the
proposition. Thus the inclusion (13) is proved.
Case 3. Let ρ¯ ∈ N¯1. The argument is similar to Case 2. We can write
again
ζ¯ = d(q2 ◦ Φ¯)
∗(γ) + n = dp¯∗(ζ),
where γ ∈ Γ|ρ, n ∈ (T
∗
N¯1
P¯)|ρ¯, ζ ∈ T
∗
ρ PX .
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It is easy to see that the restriction
(q2 ◦ Φ¯)|N¯1 : N¯1 → PX
is a submersion. Hence
ζ¯|Tρ¯N¯1 = d(q2 ◦ Φ¯)
∗(γ)|Tρ¯N¯1 6= 0. (20)
This proves (12). It is easy to see that
Ker
(
d(q2 ◦ Φ¯)|Tρ¯N¯1 : Tρ¯N¯1 → Tρ PX
)
+Ker
(
dp¯|Tρ¯N¯1 : Tρ¯N¯1 → Tρ2 PX
)
= (21)
Ker(dπ¯|Tρ¯N¯1 : Tρ¯N¯1 → Tπ¯(ρ¯)X).(22)
Clearly (11) and (20)-(22) imply that ζ¯|Tρ¯N¯1 ∈ dπ¯
∗(T ∗X)|Tρ¯N¯1 . This and
(20) imply that
γ ∈ Γ|ρ2 ∩ dπ
∗(T ∗X)|ρ2
and hence ζ ∈ (π∗π∗Γ)|ρ ⊂ Γ|ρ as in Case 2. Thus the inclusion (13) is
proved.
Case 4. Let ρ¯ ∈ N¯2. We can write again
ζ¯ = d(q2 ◦ Φ¯)
∗(γ) + n = dp¯∗(ζ),
where γ ∈ Γ|ρ, n ∈ (T
∗
N¯2
P¯)|ρ¯, ζ ∈ T
∗
ρ PX . It is easy to see that the restric-
tions to N¯2
p¯|N¯2 , (q2 ◦ Φ¯)|N¯2 : N¯2 → PX
are equal to each other and are submersions. Hence
ζ¯|Tρ¯N¯2 = d(q2 ◦ Φ¯)
∗(γ)|Tρ¯N¯2 6= 0, (23)
ζ = γ. (24)
Clearly (23) implies (12), and (24) implies (13).

Proposition 4.4. Let Λ ⊂ T ∗X \0,Γ ⊂ T ∗ PX \0 be closed cones satisfying
(7). Then V∞(X) is sequentially dense in V−∞Λ,Γ (X).
Proof. If X = Rn, this was shown in ([14, Lemma 8.2]). In this case, Con-
dition (7) is not needed. In the general case, there exist a locally finite
open covering {Uα} of the manifold X and open sets {Oα} diffeomorphic
to Rn such that the closure of Uα in X is compact and is contained in Oα.
By [10, Prop. 6.2.1], there exists a partition of unity in valuations subordi-
nate to the covering {Uα}, namely there exist smooth valuations {φα} with
supp(φα) ⊂ Uα such that ∑
α
φα = χ,
where χ is the Euler characteristic.
Let ζ ∈ V−∞Λ,Γ (X). Then
ζ =
∑
α
φα · ζ.
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By Proposition 4.3 φα · ζ ∈ V
−∞
Λ,Γ (X). Hence we may replace ζ by φα · ζ
for some fixed α and assume that ζ ∈ V−∞Λ,Γ (X) is a compactly supported
valuation with support contained in an open subset O ⊂ X diffeomorphic to
R
n. Then, by the case of Rn, there exists a sequence {ζi} ⊂ V
∞(O) which
converges to ζ|O in V
−∞
Λ,Γ (O).
Let us choose a smooth compactly supported valuation τ on O which is
equal to the Euler characteristic χ in a neighborhood of supp(ζ). Then by
Proposition 4.3
τ · ζi → τ · ζ|O = ζ|O in V
−∞
Λ,Γ (O)
and supp(τ · ζi) ⊂ supp(τ).
Let ζ˜i ∈ V
∞(X) be the extension by zero of τ · ζi from O to X. Then
clearly ζ˜i → ζ in V
−∞
Λ,Γ (X). 
4.3. Push forward. We take up the opportunity to clarify some facts about
the push-forward of valuations. Let f : X → Y be a smooth proper submer-
sion between smooth manifolds without boundary. Suppose first that ψ is a
smooth valuation on X. Then the push-forward of ψ under f is defined by
f∗ψ(P ) := ψ(f
−1P ), P ∈ P(Y ). (25)
Under some conditions on Λ and Γ to be specified below, there is a se-
quentially continuous map
f∗ : V
−∞
Λ,Γ (X)→ V
−∞(Y ) (26)
which extends the push-forward on smooth valuations and which is also
called push-forward.
The push-forward f∗ψ ∈ V
−∞(Y ) of a generalized valuation ψ ∈ V−∞Λ,Γ (X),
if it exists, is defined by the equation∫
Y
f∗ψ · φ =
∫
X
ψ · f∗φ, φ ∈ V∞(Y ). (27)
Here f∗ : V∞(Y )→ V−∞∅,T ∗
X×f,piY
PY
PX \0
(X) denotes the pull-back of a smooth
valuation (see [11, Section 3.6.]). The product on the right hand side is
the (partially defined) product of generalized valuations, see Subsection 4.2.
The push-forward exists if and only if the right hand side is well-defined for
each φ.
The equation (27) implies that
spt f∗ψ ⊂ f(sptφ). (28)
The map df∗ : X×f,πY PY → PX is injective and we will consider X×f,πY
PY as a subset of PX .
Proposition 4.5. Let ψ ∈ V−∞Λ,Γ (X) and f : X → Y . The push-forward
f∗ψ ∈ V
−∞(Y ) is well-defined provided that
Γ ∩ T ∗X×f,piY PY
PX = ∅. (29)
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The map
f∗ : V
−∞
Λ,Γ (X)→ V
−∞(Y )
is sequentially continuous.
Proof. We have to show that ψ · f∗φ is defined for every φ ∈ V∞(Y ). This
amounts to showing that conditions (a)-(e) in Theorem 4.2 (with (Λ1,Γ1) :=
(Λ,Γ) and (Λ2,Γ2) := (∅, T
∗
X×f,piY PY
PX \0)) are equivalent to (29).
Since Λ2 = ∅, conditions (a) and (b) are trivially satisfied.
Since π ◦ df∗ : X ×f,πY PY → X is a submersion, it follows that if η ∈
T ∗X×f,piY PY
PX vanishes on the fiber of PX , then η = 0. This in turn implies
conditions (c) and (d).
For condition (e), note first that Γ2 is closed under ds
∗.
Let (x, [ξ], η1) ∈ Γ1, (x, [−ξ], η2) ∈ Γ2 and ζ := dτ˜
∗(η1 × η2). Then
dθ∗(ζ) = dθ∗ ◦ dτ˜∗(η1 × η2) = dτ˜
∗(η1 × η
′
2)
with η′2 = ds
∗(η2) ∈ Γ2|x,[ξ].
Now dτ˜∗(η1 × η
′
2) ∈ T
∗
∆(PX ×X PX)|x,[ξ],[ξ] if and only if η1 = −η
′
2. Hence
(e) is equivalent to
Γ ∩ T ∗X×f,piY PY
PX = ∅.

We will need a description of the push-forward in terms of currents.
Let p : X ×f,πY PY → PY be the canonical projection map. We have a
diagram
PX X ×f,πY PY
p
// //_?
df∗
oo PY
(x, [(dxf)
∗η]) (x, [η]), η ∈ T ∗
f(x)Y \ {0}
✤oo ✤ // (f(x), [η])
Proposition 4.6. Let f : X → Y be a proper submersion. Suppose Λ,Γ
satisfy condition (29). Let ψ ∈ V−∞Λ,Γ (X) be represented by the pair of cur-
rents (C, T ). Let the push-forward f∗ψ be represented by the pair of currents
(C ′, T ′). Then
T ′ = p∗(df
∗)∗T. (30)
Remark: we do not have a simple description of C ′. However, in some
situations C ′ is uniquely determined by the relation π∗T
′ + ∂C ′ = 0.
Proof. i) Let us first assume that ψ is smooth, say ψ is represented by a
pair (ω, φ) of smooth forms. Then C = (πX)∗ω and T = Dω+ π
∗
Xφ.
By [11, Prop. 3.2.3], the push-forward f∗ψ is represented by the
pair (f∗φ, p∗(df
∗)∗ω). In the language of currents this means that
f∗ψ is represented by the currents C
′ := (πY )∗p∗(df
∗)∗ω and T ′ :=
D(p∗(df
∗)∗ω) + π∗Y f∗φ.
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We have a commuting diagram
PX
πX
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
X ×f,πY PY
p
//
df∗
oo
π1

PY
πY

X
f
// Y
where the right hand square is a cartesian square. It follows that
p∗(df
∗)∗π∗Xφ = p∗π
∗
1φ = π
∗
Y f∗φ. (31)
ii) We next claim that
D(p∗(df
∗)∗ω) = p∗(df
∗)∗Dω (32)
Since d and p∗(df
∗)∗ commute, it is enough to show that p∗(df
∗)∗
maps vertical forms to vertical forms. Let (x, [ξ]) ∈ X×f,πY PY , i. e.
x ∈ X, ξ ∈ T ∗
f(x)Y with ξ 6= 0. Let v˜ ∈ T(x,[ξ])(X ×f,πY PY ).
We have p(x, [ξ]) = (f(x), [ξ]) ∈ PY . Then p∗v˜ is horizontal (i.e.
belongs to the contact distribution) if and only if
〈ξ, df |x((π1)∗v˜)〉 = 0.
On the other hand, df∗(x, [ξ]) = (x, [df |∗x(ξ)]) ∈ PX and (df
∗)∗v˜ is
horizontal if and only if
〈df |∗x(ξ), (π1)∗v˜〉 = 0.
Since these conditions are equivalent, we obtain that (df∗)∗(v˜)
is horizontal in PX if (and only if) p∗(v˜) is horizontal in PY . In
particular, this is the case if v˜ is tangent to the fiber of p. From
these facts it follows that p∗(df
∗)∗ω is vertical for all vertical forms
ω.
From (31) and (32) it follows that
p∗(df
∗)∗T = p∗(df
∗)∗(Dω + π∗Xφ) = D(p∗(df
∗)∗ω) + π∗Y f∗φ = T
′.
iii) Fix Λ,Γ satisfying condition (29) and ψ ∈ V−∞Λ,Γ (X). We approxi-
mate ψ by a sequence of smooth valuations ψi ∈ V
∞(X) (see Propo-
sition 4.4). Let (Ci, Ti) be the corresponding (smooth) currents and
(C ′i, T
′
i ) the currents corresponding to f∗ψi.
Since the map f∗ : V
−∞
Λ,Γ (X)→ V
−∞(Y ) is sequentially continuous
by Proposition 4.5, f∗ψ is the limit in V
−∞(Y ) of the sequence f∗ψi.
In particular, T ′i converges in D(Y ) to T
′.
On the other hand, by what we have already shown, T ′i = p∗(df
∗)∗Ti.
The map p∗(df
∗)∗ : DΓ(X) → D(Y ) is sequentially continuous,
compare Section 2. More precisely, the transversality condition in
Proposition 2.5 is equivalent to condition (29). We therefore obtain
that T ′i = p∗(df
∗)∗Ti → p∗(df
∗)∗T in D(Y ). Finally we get T ′ =
p∗(df
∗)∗T .

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Corollary 4.7. In the same situation as in Proposition 4.6, the push-
forward map is a continuous map
f∗ : V
−∞
Λ,Γ (X)→ V
−∞
Λ′,Γ′(X),
where Λ′ := T ∗Y \ 0 and Γ′ := p∗(df
∗)∗Γ ⊂ T ∗ PY \0.
Proof. This follows at once from (30), taking into account Propositions 2.4
and 2.5. 
Remark: Suppose that Γ,Λ satisfy condition (29). Set Γ˜ := π∗(Λ) ∪
Γ. Then Γ˜ also satisfies condition (29). This follows from the proof of
Proposition 4.5.
Proposition 4.8. Let f : X → Y, g : Y → Z be smooth proper submersions
between smooth manifolds. Let Λ ⊂ T ∗X \ 0,Γ ⊂ T ∗ PX \0 be closed conical
sets satisfying condition (29). Let Λ′ := T ∗Y \ 0 and Γ′ := p∗(df
∗)∗Γ ⊂
T ∗ PY \0 and suppose that Γ
′ satisfies (29) (with respect to the map g : Y →
Z). Then
g∗ ◦ f∗ = (g ◦ f)∗ on V
−∞
Λ,Γ (X).
In particular, both sides of this equation are well-defined maps.
Proof. i) Let us first show that (g ◦ f)∗ is defined on V
−∞
Λ,Γ .
We have the following commutative diagram:
PZ
X ×Z PZ
q

f×id
//
d(g◦f)∗
zztt
tt
tt
tt
tt
pXZ
88♣♣♣♣♣♣♣♣♣♣♣♣
Y ×Z PZ
dg∗

pY Z
OO
PX X ×Y PY pXY
//
df∗
oo PY
Here the inclusion q is defined by q(x, [η]) := (x, [dg|∗
f(x)η]).
We have to show that Γ ∩ T ∗X×ZPZ PX = ∅. We set
S := (df∗)∗Γ ⊂ T ∗(X ×Y PY ).
Since T ∗X×ZPZ PX = ker(d(g ◦ f)
∗)∗ = ker(df∗ ◦ q)∗ = ker q∗ ◦ (df∗)∗,
this amounts to showing that q∗(ξ) 6= 0 for all ξ ∈ S.
If this is not the case, then there exists (x, [η]) ∈ X ×Z PZ and
ξ ∈ T ∗
q(x,[η])(X ×Y PY ) with ξ 6= 0, (q(x, [η]), ξ) ∈ S and dq|
∗
x,[η]ξ = 0.
The kernel of the map dpXY |q(x,[η]) : Tq(x,[η])(X×Y PY )→ TpXY ◦q(x,[η]) PY
consists of the vectors of the form (v, 0) with df |x(v) = 0. Such vec-
tors are tangent to the image of q and thus in the kernel of ξ. It
follows that ξ = dpXY |
∗
q(x,[η])ξ
′ with ξ′ ∈ T ∗
pXY ◦q(x,[η])
Y . This implies
that (f(x), [dg|∗
f(x)η], ξ
′) ∈ pXY ∗S = Γ
′.
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Since Γ′∩T ∗Y×ZPZ PY = ∅ by our assumption, we have (d|(f(x),[η])(dg
∗))∗ξ′ 6=
0. Since f is a submersion, we obtain that
(d|(x,[η])(f × id))
∗ ◦ (d|(f(x),[η])(dg
∗))∗ξ′ 6= 0.
This is a contradiction, since the inner square in the above diagram
commutes and
dq|∗(x,[η]) ◦ dpXY |
∗
q(x,[η])ξ
′ = dq|∗(x,[η])ξ = 0.
It follows that (g ◦ f)∗ψ is well-defined for ψ ∈ V
−∞
Λ,Γ (X).
ii) We want to approximate a generalized valuation ψ ∈ V−∞Λ,Γ (X) by
a sequence of smooth ones using Proposition 4.4. For this, we need
(7), which is not satisfied by Λ,Γ in general. However, setting Γ˜ :=
Γ ∪ π∗(Λ) and Γ˜′ := Γ′ ∪ π∗(Λ′), the remark following Corollary 4.7
implies that the maps
f∗ : V
−∞
Λ,Γ˜
(X)→ V−∞
Λ′,Γ˜′
(Y )
g∗ : V
−∞
Λ′,Γ˜′
(Y )→ V−∞(Z)
(g ◦ f)∗ : V
−∞
Λ,Γ˜
(X)→ V−∞(Z)
are well-defined and continuous.
Let ψ ∈ V−∞Λ,Γ (X). By Proposition 4.4, we may approximate ψ
in V−∞
Λ,Γ˜
(X) by a sequence of smooth valuations φi ∈ V∞(X). Then
g∗ ◦ f∗φi → g∗ ◦ f∗ψ and (g ◦ f)∗φi → (g ◦ f)∗ψ in V
−∞(Z).
Since g∗ ◦ f∗φi = (g ◦ f)∗φi by (25), it follows that g∗ ◦ f∗ψ =
(g ◦ f)∗ψ.

5. Convolution of generalized valuations
Definition 5.1. Let G be a Lie group acting on a smooth manifold M by
a smooth map a : G×M → M . Let µ be a generalized valuation on G and
ψ a generalized valuation on M . The convolution µ ∗ ψ is defined as the
generalized valuation a∗(µ ⊠ ψ), provided that the push-forward exists.
In this section, we will show that in the case of a transitive group action
and under some extra condition of tameness of µ, the convolution µ ∗ φ is
always defined.
First we need some technical lemmas. Let G be a Lie group which acts
smoothly and transitively on a smooth manifold M by a : G×M →M .
We use the same notation as in Subsection 4.1, with X1 := G,X2 :=
M,X := G×M . Recall that
M1 = PG×M = {(g, x, [ξ1 : 0])|g ∈ G,x ∈M, ξ1 ∈ T
∗
gG \ {0}} ⊂ PG×M
M2 = G× PM = {(g, x, [0 : ξ2]|g ∈ G,x ∈M, ξ2 ∈ T
∗
xM \ {0}} ⊂ PG×M
and M =M1 ∪M2.
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The relevant diagram is
PG PG×PM
q1
oooo
q2
// // PM
PˆG×M
Φ
OOOO
F

(G×M)×a,πM PM
I
i
da∗
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
p
// //
r
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
PM
PG×M
p1

  i1 // PG×M
πG×M

G× PM?
_i2oo
p2

PG
πG

PM
πM

G G×M
p˜1
oooo
p˜2
// // M
(33)
where the map r will be defined below.
Lemma 5.2. Let G act transitively on M . Let da∗ : (G×M)×a,πM PM →
PG×M . Then
da∗((G ×M)×(a,πM ) PM ) ∩M = ∅.
Proof. Let (g, x, [τ ]) ∈ G × M ×a,πM PM (i.e. τ ∈ T
∗
gxM \ {0}). Then
da∗(g, x, [τ ]) = (g, x, [da|∗g,x(τ)]). Now suppose that (g, x, [da|
∗
g,x(τ)]) ∈ M1,
i.e. [da|∗g,x(τ)] = [ξ : 0] for some ξ ∈ T
∗
gG.
Let v ∈ TxM . Then 0 = 〈da|
∗
g,xτ, (0, v)〉 = 〈τ, da|g,x(0, v)〉. However, the
map TxM → TgxM,v 7→ da|g,x(0, v) is an isomorphism, since G acts by
diffeomorphisms. Hence τ = 0, which is a contradiction.
Next, suppose that (g, x, [da|∗g,x(τ)]) ∈ M2, i.e. [da|
∗
g,x(τ)] = [0 : η] for
some η ∈ T ∗xM .
Let u ∈ TgG. Then 0 = 〈da|
∗
g,xτ, (u, 0)〉 = 〈τ, da|g,x(u, 0)〉. However, the
map TgG→ TgxM,u 7→ da|g,x(u, 0) is onto, since G acts transitively. Hence
τ = 0, which is a contradiction. 
By the above lemma, we may define the map
r := Φ ◦ F−1 ◦ da∗ : (G×M)×a,πM PM → PG×PM .
Lemma 5.3. The map
((πG ◦ q1)× q2) ◦ r : (G×M)×a,πM PM → G× PM
is a diffeomorphism.
Proof. For g ∈ G let ιg : M → G ×M,x 7→ (g, x). Then a ◦ ιg = ag, i.e.
multiplication by g. In particular da|(g,x) ◦ dιg|x = dag|x is an isomorphism,
from which we deduce that dιg|
∗
x ◦ da|
∗
(g,x) = dag|
∗
x is an isomorphism.
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If (g, x, [ξ]) ∈ (G×M)×a,πM PM , then
((πG ◦ q1)× q2) ◦ r(g, x, [ξ]) = ((πG ◦ q1)× q2) ◦ Φ ◦ F
−1 ◦ da∗(g, x, [ξ])
= ((πG ◦ q1)× q2) ◦ Φ ◦ F
−1(g, x, [da|∗(g,x)ξ])
= (g, x, [dιg |
∗
xda|
∗
g,xξ])
= (g, x, [dag |
∗
xξ]).
From this the statement follows. 
Definition 5.4. Let M be a smooth manifold. We define
V−∞t (M) := V
−∞
T ∗M\0,dπ∗
M
(T ∗M)\0(M).
Such generalized valuations are called tame. We also write V−∞c,t (M) for the
subspace of compactly supported elements in V−∞t (M).
Note that smooth valuations are tame. Tame valuations appear in a
natural way, compare Proposition 6.5.
Proposition 5.5. Let G act transitively on M .
i) The convolution product
∗ : V−∞c,t (G)× V
−∞(M)→ V−∞(M) (34)
is well-defined and jointly sequentially continuous.
ii) Let µ ∈ V−∞c,t (G) and ψ ∈ V
−∞(M). Let (C1, T1), (C2, T2) be the
currents corresponding to µ and ψ respectively. Let (C, T ) be the
currents corresponding to µ ∗ ψ. Then
T = p∗r
∗(T1 ⊠ T2). (35)
iii) spt(µ ∗ ψ) ⊂ a(sptµ× sptψ).
Proof. i) Let µ ∈ V−∞c,t (G) and ψ ∈ V
−∞(M). Let (C1, T1), (C2, T2) be
the corresponding currents. By Subsection 4.1, the exterior product
µ⊠ ψ corresponds to currents
C ′ := C1 ⊠ C2
T ′ := F∗Φ
∗(T1 ⊠ T2) + (p˜1 ◦ πX)
∗C1 · (i2∗p
∗
2T2) + (i1∗p
∗
1T1) · (p˜2 ◦ πX)
∗C2.
The convolution of µ and ψ is defined as the push-forward of µ⊠ψ
(if it exists) under the map a. By Proposition 4.6, it corresponds to
the currents (C, T ) with
T = p∗ ◦ (da
∗)∗T ′
provided the condition (29) is satisfied by (C ′, T ′). Let us check it.
Since µ ∈ V−∞c,t (G), we have
WF(T1 ⊠ T2) ⊂WF(T1)×WF(T2) ⊂ dπ
∗
G(T
∗G)×WF(T2).
Since Φ is a submersion, Φ∗(T1 ⊠ T2) is well-defined.
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For a point q ∈ Pˆ \ N we get
WF(Φ∗(T1 ⊠ T2))|q ⊂ dΦ
∗(WF(T1 ⊠ T2)|Φ(q))
⊂ dΦ∗(dπ∗G(T
∗G)×WF(T2)).
We thus obtain that for u ∈ PG×M \M
WF(F∗Φ
∗(T1 ⊠ T2))|u ⊂ {d(Φ ◦ F
−1)|∗u(β1, β2) :
β1 = dπ
∗
Gα1, α1 ∈ T
∗
πG◦q1◦Φ◦F−1(u)
G,
β2 ∈WF(T2)|q2◦Φ◦F−1(u)}. (36)
Let us set
A := {d(Φ◦F−1)|∗u(β1, β2) : u ∈ PG×M \M, β1 = dπ
∗
Gα1, α1 ∈ T
∗G}∪T ∗M PG×M .
From Propositions 2.3, 2.4 and 2.5, we deduce that the map
(T1, T2) 7→ F∗Φ
∗(T1⊠T2) is jointly sequentially continuous as a map
from Ddπ∗
G
(T ∗G)(PG)×D(PM )→ DA(PG×M ).
Since i2∗p
∗
2T2 is supported on M2, we obtain
WF((p˜1 ◦ πX)
∗C1 ∩ (i2∗p
∗
2T2)) ⊂ T
∗
M2 PG×M ⊂ A. (37)
The map (C1, T2) 7→ (p˜1 ◦πX)
∗C1∩ (i2∗p
∗
2T2) is a jointly sequentially
continuous map D(G)×D(PM )→ DA(PG×M ).
Similarly, since i1∗p
∗
1T1 is supported on M1 we get
WF((i1∗p
∗
1T1) ∩ (p˜2 ◦ πX)
∗C2)|r ⊂ T
∗
M1 PG×M ⊂ A. (38)
The map (T1, C2) 7→ (i1∗p
∗
1T1)∩ (p˜2 ◦ πX)
∗C2) is a jointly sequen-
tially continuous map Ddπ∗
G
(T ∗G)(PG)×D(M)→ DA(PG×M ).
We thus obtain
WF(T ′) ⊂ A. (39)
Summarizing this step, we find that the exterior product is a
jointly sequentially continuous map
⊠ : V−∞c,t (G) × V
−∞(M)→ V−∞
T ∗(G×M)\0,A\0(G×M). (40)
By Lemma 5.2, the image of da∗ is disjoint from M.
Take an element λ ∈ A\T ∗M(PG×M ). Then λ = d(Φ◦F
−1)|∗u(dπ
∗
Gα1, β2)
with u ∈ PG×M \M, α1 ∈ T
∗
πG◦q1◦Φ◦F−1(u)
G and β2 ∈WF(T2)|q2◦Φ◦F−1(u).
We then obtain
(da∗)∗λ = d(Φ ◦ F−1 ◦ da∗)∗(dπ∗Gα1, β2)
= dr∗ ◦ d((πG ◦ q1)× q2)
∗(α1, β2)
= d(((πG ◦ q1)× q2) ◦ r)
∗(α1, β2).
If λ 6= 0, then (α1, β1) 6= (0, 0) and by Lemma 5.3 we get that
(da∗)∗λ 6= 0.
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By Proposition 4.5, the map
a∗ : V
−∞
T ∗(G×M)\0,A\0(G×M)→ V
−∞(M) (41)
is defined and sequentially continuous.
From (40) and (41), it follows that the convolution product (34)
is well-defined and jointly sequentially continuous.
ii) The images of i1, i2 are contained in M, while the image of (da
∗)∗
is disjoint from M. Hence the second and third summand in the
formula for T ′ are in the kernel of (da∗)∗ and the formula follows by
observing that outside M, the map F is a diffeomorphism.
iii) The statement about the support of µ ∗ φ follows from (6) and (28).

Proposition 5.6. Let µ ∈ V−∞c,t (G). If ψ ∈ V
−∞(M) is smooth or belongs
to V−∞t (M), then the same holds true for µ ∗ ψ. The maps
∗ :V−∞c,t (G) × V
∞(M)→ V∞(M)
∗ :V−∞c,t (G) × V
−∞
t (M)→ V
−∞
t (M)
are jointly sequentially continuous. In particular, if G acts on itself by mul-
tiplication, then V−∞c,t (G) is closed under convolution.
Proof. We keep the same notation as in the previous proof. The currents
corresponding to µ∗ψ are (C, T ) with T := p∗(da
∗)∗T ′, which is well-defined
by Proposition 5.5. Let us compute its wave front.
For s ∈ G×M ×a,πM PM we have
WF((da∗)∗T ′)|s ⊂ {dr|
∗
s(dπ
∗
Gα1, β2) :
α1 ∈ T
∗
πG◦q1◦r(s)
G,
β2 ∈WF(T2)|q2◦r(s)}.
The push-forward T = p∗(da
∗)∗T ′ thus satisfies for t ∈ PM
WF(T ))|t = WF(p∗(da
∗)∗T ′))|t (42)
⊂ {η ∈ T ∗t PM : ∃s ∈ p
−1(t),∃α1 ∈ T
∗
πG◦q1◦r(s)
G,
∃β2 ∈WF(T2)|q2◦r(s)
such that dp|∗s(η) = dr|
∗
s(dπ
∗
Gα1, β2)}. (43)
If ψ is smooth, then T2 is smooth and hence WF(T2) = 0.
Take η in the right hand side of (43). Then there are s = (g, x, [ξ]) ∈
p−1(t) and α1 ∈ T
∗
gG with
dp|∗s(η) = dr|
∗
s(dπ
∗
Gα1, 0).
Let v ∈ Tt PM . Since πG ◦ q1 ◦ r : G×M ×a,πM Pm → G is the projection
on the first factor, while p is projection on the last factor, we may chose a
lift v˜ ∈ Ts(G×M ×a,πm PM ) such that dp|sv˜ = v and d(πG ◦ q1 ◦ r)|sv˜ = 0.
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Then
〈η, v〉 = 〈η, dp|s(v˜)〉
= 〈dp|∗s(η), v˜〉
= 〈dr|∗s(dπ
∗
Gα1, 0), v˜〉
= 〈d(πG ◦ q1 ◦ r)
∗α1, v˜〉
= 〈α1, d(πG ◦ q1 ◦ r)|sv˜〉
= 0.
We conclude that η = 0, which means that T is smooth.
Next, if ψ ∈ V−∞t (M), then by definition WF(T2) ⊂ dπ
∗
M (T
∗M). Let
η ∈ T ∗t PM be in the right hand side of (43). Then there are s = (g, x, [ξ]) ∈
p−1(t), α1 ∈ T
∗
gG, α2 ∈ T
∗
xM with
dp|∗s(η) = dr|
∗
s(dπ
∗
Gα1, dπ
∗
Mα2) = d(Φ ◦ F
−1 ◦ da∗)|∗s(dπ
∗
Gα1, dπ
∗
Mα2).
Outside M we have (πG, πM ) ◦ Φ ◦ F
−1 = πG×M . Using Lemma 5.2 we
therefore get
dp|∗s(η) = (da
∗)∗dπ∗G×M (α1, α2).
Take a vector v ∈ Tt PM with dπM (t) = 0. Since p : G×M ×a,πM PM →
PM is the projection on the last factor and πG×M ◦ da
∗ : G × M ×a,πM
PM → G×M is the projection on the first two factors, we may choose a lift
v˜ ∈ Ts(G ×M ×a,πM PM ) such that dp|s(v˜) = v and d(πG×M ◦ da
∗)|sv˜ = 0.
Then
〈η, v〉 = 〈η, dp|s(v˜)〉
= 〈dp|∗sη, v˜〉
= 〈[(α1, α2), d(πG×M ◦ da
∗)|sv˜]〉
= 0.
It follows that η ∈ dπ∗M (T
∗M). We thus get that φ ∗ ψ ∈ V−∞t (M). 
Proposition 5.7. Let G act transitively on M . Let µ1, µ2 ∈ V
−∞
c,t (G) and
φ ∈ V−∞(M). Then
µ1 ∗ (µ2 ∗ φ) = (µ1 ∗ µ2) ∗ φ.
Proof. We need the two actions m : G×G→ G and a : G×M →M of G as
well as the map a˜ : G×G×M →M, (g1, g2, x) 7→ g1g2x. Correspondingly,
we will write rG : (G×G)×m,πG PG → PG×PG, rM : (G×M)×a,πM PM →
PG×PM , pG : (G×G)×m,πG PG → PG, pM : (G×M)×a,πM PM → PM for
the maps in Diagram (33).
Define maps r1 : (G × G ×M) ×a˜,πM PM → PG×((G ×M) ×a,πM PM )
and r2 : (G × G × M) ×a˜,πM PM → ((G × G) ×m,πG PG) × PM as fol-
lows. Let (g1, g2, x, [τ ]) ∈ (G × G × M) ×π PM , i.e. τ ∈ T
∗
g1g2x
M \
{0}. If da|∗g1,g2x(τ) = (ξ1, ξ2) ∈ T
∗
g1
G × T ∗g2xM , then r1(g1, g2, x, [τ ]) :=
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((g1, [ξ1]), (g2, x, [ξ2])). If da|
∗
g1g2,x
(τ) = (ξ1, ξ2) ∈ T
∗
g1g2
G × T ∗xM , then
r2(g1, g2, x, [τ ]) := (g1, g2, [ξ1], x, [ξ2]).
Define maps p1, p2 : (G × G ×M) ×a˜,πM PM → (G ×M) ×a,πM PM as
follows. Let (g1, g2, x, [τ ]) ∈ (G × G ×M) ×π PM , i.e. τ ∈ T
∗
g1g2x
M \ {0}.
Then p1(g1, g2, x, [τ ]) := (g1, g2x, [τ ]), p2(g1, g2, x, [τ ]) := (g1g2, x, [τ ]).
We set
r˜1 := (id × rM ) ◦ r1,
r˜2 := (rG × id) ◦ r2,
p˜1 := pM ◦ p1
p˜2 := pM ◦ p2.
We then obtain the following two commuting diagrams, where the middle
squares are cartesian squares.
(G×G×M)×a˜,πM PM
p1

r1 // PG×((G ×M)×a,πM PM )
id×pM

id×rM // PG×PG×PM
(G×M)×a,πM PM
pM

rM // PG×PM
PM
(G×G×M)×a˜,πM PM
p2

r2 // ((G×G)×m,πG PG)× PM
pG×id

rG×id // PG×PG×PM
(G×M)×a,πM PM
pM

rM // PG×PM
PM
Let (T1, C1), (T2, C2), (T3, C3) be the currents representing µ1, µ2, φ re-
spectively. Let (T,C) be the currents representing µ1 ∗ (µ2 ∗ φ). By (35)
T = (pM )∗r
∗
M (id × pM )∗(id× rM )
∗(T1 ⊠ T2 ⊠ T3)
= (pM )∗(p1)∗r
∗
1(id× rM )
∗(T1 ⊠ T2 ⊠ T3)
= (p˜1) ∗ (r˜1)
∗(T1 ⊠ T2 ⊠ T3).
Let (T ′, C ′) be the currents representing (µ1 ∗ µ2) ∗ φ. Then
T ′ = (pM ) ∗ r
∗
M (pG × id)∗(rG × id)
∗(T1 ⊠ T2 ⊠ T3)
= (pM )∗(p2)∗r
∗
2(rG × id)
∗(T1 ⊠ T2 ⊠ T3)
= (p˜2) ∗ (r˜2)
∗(T1 ⊠ T2 ⊠ T3).
Since p˜1 = p˜2 and r˜1 = r˜2, we deduce that T = T
′. Hence µ1 ∗ (µ2 ∗ φ)−
(µ1 ∗ µ2) ∗ φ is represented by a pair of currents of the form (0, C˜).
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Suppose first that µ1, µ2, φ are smooth. Then C˜ is smooth and µ1 ∗ (µ2 ∗
φ) − (µ1 ∗ µ2) ∗ φ is a multiple of the Euler characteristic valuation on M .
We want to show that µ1 ∗ (µ2 ∗ φ) = (µ1 ∗ µ2) ∗ φ. By a partition of unity
argument, it is enough to prove this under the additional assumption that
the supports of the valuations µ1, µ2, φ are contained in small open sets
U1, U2 ⊂ G, U3 ⊂M such that a˜(U1 × U2 × U3) 6=M . Then µ1 ∗ (µ2 ∗ φ)−
(µ1 ∗ µ2) ∗ φ is a multiple of Euler characteristic and supported in a proper
subset of M , hence it must vanish.
The case of generalized valuations follows by approximation as follows.
Let µ1, µ2 ∈ V
−∞
c,t (G), φ ∈ V
−∞(M). By Proposition 4.4, there exist se-
quences (µi1), (µ
i
2) in V
∞
c (G) and (φ
i) in V∞(M) converging to µ1, µ2, φ in
the corresponding topologies. By jointly sequential continuity from Propo-
sitions 5.5 and 5.6, (µi1 ∗µ
i
2)∗φ
i converges to (µ1 ∗µ2)∗φ, while µ
i
1 ∗(µ
i
2 ∗φ
i)
converges to µ1 ∗ (µ2 ∗ φ). This finishes the proof. 
Corollary 5.8. The space
(V−∞c,t (G), ∗)
is an algebra.
Example: For a Lie group G let us denote by V−∞{e},t(G) the subspace of
V−∞c,t (G) of generalized valuations supported at identity element e ∈ G. By
Proposition 5.5, V−∞{e},t(G) is a subalgebra of V
−∞
c,t (G). Furthermore V
−∞
{e},t(G)
contains the subalgebra of generalized densities (measures) supported at e
with respect to the convolution. It is well known that the latter algebra is
isomorphic to the universal enveloping algebra U(g) of the Lie algebra g of
G, i.e.
U(g) ⊂ V−∞{e},t(G).
Proposition 5.9. The spaces V−∞(M), V∞(M) and V−∞t (M) are V
−∞
c,t (G)-
modules.
Proof. This follows from Proposition 5.7 and Corollary 5.8. 
6. Convolution on vector spaces
In this section, we study the exterior product as well as the push-forward
under the addition map a : V × V → V for a finite-dimensional real vector
space V .
6.1. Proof of Theorem 2. A compact convex body A ⊂ V defines a gen-
eralized valuation Γ(A) by
〈Γ(A), µ〉 := µ(A), µ ∈ V∞c (V ).
Definition 6.1. Let µ be a compactly supported (signed) measure on V ,
A ⊂ V a compact convex body. We define the generalized valuation ψµ,A by
ψµ,A :=
∫
V
Γ(y −A)dµ(y) ∈ V−∞(V ).
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Note that, with µ fixed, the map A 7→ ψµ,A is a continuous map from
K(V ) to V−∞(V ).
Proposition 6.2. Let µ be a smooth compactly supported signed measure,
A a smooth compact convex body. Then the image of the smooth valuation τ
with τ(K) = µ(K +A) under the injection V∞(V ) →֒ V−∞(V ) equals ψµ,A.
Proof. This follows by the definition of the product and the Poincare´ pairing.
If ν ∈ V∞c (V ), then
〈τ, ν〉 =
∫
V
τ · ν =
∫
V
ν(y −A)dµ(y) =
∫
V
〈Γ(y −A), ν〉dµ(y) = 〈ψµ,A, ν〉.

Proposition 6.3. Let V1, V2 be affine spaces. Let µ1, µ2 be compactly sup-
ported signed measures and Ai ∈ K(Vi), i = 1, 2. Then
ψµ1,A1 ⊠ ψµ2,A2 = ψµ1⊠µ2,A1×A2 .
Proof. Using Γ((y1 − A1) × (y2 − A2)) = Γ(y1 − A1) ⊠ Γ(y2 − A2) ([11,
Claim 2.1.11]), we compute
ψµ1⊠µ2,A1×A2 =
∫
V×V
Γ((y1, y2)−A1 ×A2)d(µ1 ⊠ µ2)(y1, y2)
=
∫
V
∫
V
Γ((y1 −A1)× (y2 −A2))dµ1(y1)dµ2(y2)
=
∫
V
Γ(y1 −A1)dµ1(y1)⊠
∫
V
Γ((y2 −A2)dµ2(y2)
= ψµ1,A1 ⊠ ψµ2,A2 .

Proposition 6.4. Let a : V × V → V be the addition map. Let µ be a
compactly supported smooth signed measure, A1, A2 ∈ K(V ) smooth convex
bodies with positive curvature. Then
a∗ψµ,A1×A2 = ψa∗µ,A1+A2 .
Proof. Let (Bi) be a sequence of smooth convex bodies with positive curva-
ture in V ×V converging to A := A1×A2. It was shown in [11, Prop. 3.6.5.]
that
a∗ψµ,Bi = ψa∗µ,a(Bi).
From a(Bi)→ A1+A2, it follows that a∗ψµ,Bi = ψa∗µ,a(Bi) → ψa∗µ,A1+A2
in V−∞(V ).
The set M of Lemma 5.2 is of the form M = V × V × S ⊂ PV×V with
S := {[ξ1 : 0] : ξ1 ∈ V
∗ \ {0}} ∪ {[0 : ξ2] : ξ2 ∈ V
∗ \ {0}} ⊂ P+((V × V )
∗).
Let Λ ⊂ T ∗(V × V ) \ 0 be the conic set generated by M. We let Γ :=
π∗V×V Λ ⊂ T
∗
PV×V \0. By Lemma 5.2,
Γ ∩ T ∗(V ×V )×(a,pi)PV PV×V = ∅.
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By Proposition 4.5, the push-forward map a∗ : V
−∞
Λ,Γ (V × V )→ V
−∞(V )
is a sequentially continuous map. If we can chose Bi such that ψµ,Bi →
ψµ,A1×A2 in V
−∞
Λ,Γ , then a∗ψµ,Bi → a∗ψµ,A1×A2 in the weak topology, and
hence a∗ψµ,A1×A2 = ψa∗µ,A1+A2 , as claimed.
In order to define Bi, we endow V with a Euclidean scalar product and
take a sequence of smooth probability measures ρi on SO(2n) whose sup-
ports shrink to the unit element. Then we define Bi by
h(Bi, ξ) :=
∫
SO(2n)
h(g(A1 ×A2), ξ)dρi(g).
Bi is thus the Minkowski integral of the rotated copies of A1 ×A2. Clearly
Bi is a smooth convex body with positive curvature and Bi → A1 × A2 as
i→∞.
Let (C, T ) be the currents corresponding to ψµ,A1×A2 and (Ci, Ti) the
(smooth) currents corresponding to ψµ,Bi . Note that Ci → C, Ti → T
weakly.
In order to prove convergence of ψµ,Bi to ψµ,A1×A2 in V
−∞
Λ,Γ , we first de-
scribe (Ci, Ti).
Since Bi is smooth, the normal cycle of K + Bi is given by (τi)∗N(K),
where τi : PV×V → PV×V is given by τi(x1, x2, [ξ1 : ξ2]) = ((x1, x2) +
d(ξ1,ξ2)hBi , [ξ1 : ξ2]) ([18, Eq. (11)]).
Let κ ∈ Ω2n−1(V × V ) with dκ = µ. Then
ψµ,Bi(K) =
∫
K+Bi
µ =
∫
∂(K+Bi)
κ =
∫
N(K+Bi)
π∗κ =
∫
N(K)
τ∗i π
∗κ.
We thus have Ti = D(τ
∗
i π
∗κ) = τ∗i π
∗µ.
The support function of A1 ×A2 is given by
hA1×A2(ξ1, ξ2) = hA1(ξ1) + hA2(ξ2), ξ1, ξ2 ∈ V
∗.
It is smooth outside S and
hBi |(V×V )∗\S → hA1×A2 |(V×V )∗\S
in C∞((V × V )∗ \ S). Therefore τi converges in C
∞(PV×V \M,PV×V \M).
Hence the currents Ti converge smoothly to T outside Γ.
The current Ci is given by the smooth function 1Bi ∗ µ ∈ C
∞
c (V ), which
converges in C∞c (V ) = Dn,∅(V ) to the function 1A1×A2 ∗ µ.
It follows that ψµ,Bi → ψµ,A1×A2 in V
−∞
Λ,Γ (V × V ). 
Proof of Theorem 2. Equation (2) is immediate from Propositions 6.3 and
6.4. Valuations of the type K 7→ µ(K + A) with µ a compactly supported
smooth measure and A a compact convex body with smooth boundary and
positive curvature span a dense subset in V∞c (V ) (see [7, Corollary 3.1.7.]),
which implies the uniqueness statement.
The map F : V∞c (V )→ Val
∞(V )⊗Dens(V ∗) was introduced in [22]:
F (φ) =
∫
V
φ(·+ x)d vol(x)⊗ vol∗ .
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If φ(K) = µ(K + A) with a smooth measure µ and a smooth compact
convex body A with positive curvature, then one easily checks that Fφ(K) =
µ(V ) vol(K +A)⊗ vol∗.
Let us show that F is surjective. Start with a smooth translation invariant
valuation µ. Write µ in terms of forms (ω, φ). Take a smooth compactly sup-
ported function f on V . Then the valuation represented by forms (π∗fω, fφ)
has compact support, and it is mapped to µ times
∫
f(x)d vol(x) ⊗ vol∗.
Hence it is enough to choose f such that its integral is non-zero.
Let now φi(K) = µi(K +Ai), i = 1, 2 as above. Then
F (φ1 ∗ φ2) = F ((µ1 ∗ µ2)(·+A1 +A2))
= (µ1 ∗ µ2)(V ) vol(·+A1 +A2)⊗ vol
∗
= [µ1(V ) vol(·+A1)⊗ vol
∗] ∗ [µ2(V ) vol(·+A2)⊗ vol
∗]
= F (φ1) ∗ F (φ2).
This shows that F is indeed a homomorphism of algebras and finishes the
proof.

6.2. Tame valuations on a vector space.
Proposition 6.5. Let K ⊂ Rn be a smooth compact convex body. Then the
generalized valuation τK given by
〈τK , µ〉 :=
d
dt
∣∣∣∣
t=0
µ(tK), µ ∈ V∞c (R
n)
is tame.
Proof. Let us assume that n ≥ 2. Let us do computations in coordinates,
identifying (Rn)∗ and Rn.
Let hK : R
n → R be the support function of K. By assumption, h is
smooth outside the origin. Let g = (g1, . . . , gn) := gradh|Sn−1 : S
n−1 → Rn
and set
Gt := (tg, id) : S
n−1 → Rn × Sn−1.
Then
N(tK) = (Gt)∗S
n−1.
Let µ ∈ V∞c (R
n) be represented by the pair (ω, φ) of compactly supported
forms. Then
µ(tK) =
∫
N(tK)
ω +
∫
tK
φ
=
∫
(Gt)∗(Sn−1)
ω +
∫
tK
φ
=
∫
Sn−1
G∗tω +
∫
tK
φ
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Let us decompose
ω =
∑
I,j
fIdxI ∧ κI ,
where I ranges over all multi-indices of order ≤ n − 1 in {1, . . . , n}, κI ∈
Ωn−1−#I(Sn−1) and fI ∈ C
∞
c (R
n × Sn−1).
Then
µ(tK) =
∫
Sn−1
fI(tg, ·)
∧
i∈I
d(tgi) ∧ κI +
∫
tK
φ
=
∫
Sn−1
t#IfI(tg, ·)
∧
i∈I
dgi ∧ κI +
∫
tK
φ.
Taking the derivative at t = 0 gives us
〈τK , µ〉 =
d
dt
∣∣∣∣
t=0
µ(K)
=
n∑
j=1
∫
Sn−1
∂f∅
∂xj
(0, ·)gjκ∅ +
n∑
i=1
∫
Sn−1
f{i}(0, ·)dgi ∧ κ{i}. (44)
If ρ is any smooth (n − 1)-form on the unit sphere and j ∈ {1, . . . , n},
then the distribution
T (f) :=
∫
Sn−1
∂f(0, ·)
∂xj
ρ =
∫
{0}×Sn−1
∂f
∂xj
π∗2ρ, f ∈ C
∞
c (R
n × Sn−1)
equals ± ∂
∂xj
([[{0} × Sn−1]]xπ∗2ρ). By Propositions 2.7, 2.8 and 2.9
WF(T ) ⊂WF([[{0} × Sn−1]]xπ∗2ρ)
⊂WF
(
[[{0} × Sn−1]]
)
= N{0}×Sn−1(R
n × Sn−1)
= dπ|∗(0,v)(T
∗
0R
n).
For similar reasons, the wave front coming from the second term in (44) is
contained in dπ∗(T ∗0R
n). We deduce that τK ∈ V
−∞
t (R
n). 
The smoothness assumption in the previous proposition can not be dropped,
as is shown by the following example.
Proposition 6.6. Let Q = [−1, 1] × [−1, 1] ⊂ R2 = C. Then τQ is not
tame.
Proof. Let µ(K) :=
∫
N(K) ω, where ω := a1dx1 + a2dx2 with smooth func-
tions a1, a2 on C× S
1. Then
µ(tQ) =
∫
N(tQ)
ω =
∫ t
−t
a1(s, t,−i)ds+
∫ t
−t
a2(t, s, 1)ds−
∫ t
−t
a1(s, t, i)ds−
∫ t
−t
a2(t, s,−1)ds
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and therefore
d
dt
∣∣∣∣
t=0
µ(tK) = 2a1(0,−i) + 2a2(0, 1) − 2a1(0, i) − 2a2(0,−1)
= 2(δ(0,−i) − δ(0,i))a1 + 2(δ(0,1) − δ(0,−1))a2.
By Proposition 2.7,
T ∗(0,1) PR2 ∪T
∗
(0,−1) PR2 ∪T
∗
(0,i) PR2 ∪T
∗
(0,−i) PR2 ⊂WF(τQ),
which implies that τQ 6∈ V
−∞
t (R
n). 
6.3. Convolution on R. Now let us work out in more detail the special
case n = 1, i.e. G = R acting on itself by multiplication.
It is easy to check that each φ ∈ V∞(R) has the form
φ([a, b]) = g(b)− f(a)
with f, g ∈ C∞(R). These functions are unique up to an addition of the same
constant. The support of φ is compact if and only if there are c1, c2 ∈ R
with f(x) = g(x) = c1 for all x near −∞ and f(x) = g(x) = c2 for all x near
+∞. In this case,
∫
R
φ = c2 − c1. Note that f, g can not be chosen to be
compactly supported in general. However, we can achieve that c1 = 0 and
we will do this in the following.
In this case, the convolutions f1 ∗ f2, g1 ∗ g2 are defined in the usual way,
e.g.
f1 ∗ f2(x) :=
∫
R
f1(y)f2(x− y)dy.
Note that f1 ∗ f2, g1 ∗ g2 vanish near −∞.
Proposition 6.7. Let φi ∈ V
∞
c (R), i = 1, 2 correspond to the pair (fi, gi)
with fi, gi ∈ C
∞(R), fi = gi = 0 near −∞ and fi = gi = const near ∞.
Then φ1 ∗ φ2 corresponds to the pair
((f1 ∗ f2)
′, (g1 ∗ g2)
′).
Proof. Suppose first that
∫
R
φ1 =
∫
R
φ2 = 0. Then fi, gi are compactly sup-
ported functions. Define compactly supported measures γi := gi(x)dx, ηi :=
fi(x)dx. By our assumption, γi, ηi are compactly supported, hence the con-
volutions γ1 ∗γ2, γ1 ∗η2, η1 ∗γ2, η1 ∗η2 are well-defined and admit g1 ∗g2, g1 ∗
f2, f1 ∗ g2, f1 ∗ f2 as densities.
Let ǫ, ǫ1, ǫ2 > 0.
We have
φi([a, b]) = gi(b)− fi(a)
=
d
dǫ
∣∣∣∣
ǫ=0
∫ b+ǫ
a
gi(x)dx−
d
dǫ
∣∣∣∣
ǫ=0
∫ b
a−ǫ
fi(x)dx
=
d
dǫ
∣∣∣∣
ǫ=0
γi([a, b] + [0, ǫ]) −
d
dǫ
∣∣∣∣
ǫ=0
ηi([a, b] + [−ǫ, 0]).
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By Theorem 2 it follows that
φ1 ∗ φ2([a, b]) =
d
dǫ1
∣∣∣∣
ǫ1=0
d
dǫ2
∣∣∣∣
ǫ2=0
γ1 ∗ γ2([a, b+ ǫ1 + ǫ2])
−
d
dǫ1
∣∣∣∣
ǫ1=0
d
dǫ2
∣∣∣∣
ǫ2=0
γ1 ∗ η2([a− ǫ2, b+ ǫ1])
−
d
dǫ1
∣∣∣∣
ǫ1=0
d
dǫ2
∣∣∣∣
ǫ2=0
η1 ∗ γ2([a− ǫ1, b+ ǫ2])
+
d
dǫ1
∣∣∣∣
ǫ1=0
d
dǫ2
∣∣∣∣
ǫ2=0
η1 ∗ η2([a− ǫ1 − ǫ2, b])
=
d
dǫ1
∣∣∣∣
ǫ1=0
g1 ∗ g2(b+ ǫ1) +
d
dǫ1
∣∣∣∣
ǫ1=0
f1 ∗ f2(a− ǫ1)
= (g1 ∗ g2)
′(b)− (f1 ∗ f2)
′(a).
Next let φ1, φ2 be arbitrary. We want to show that
φ1 ∗ φ2([a, b]) = (g1 ∗ g2)
′(b)− (f1 ∗ f2)
′(a)
for all a < b.
Let N0 be such that sptφ1, sptφ2 ⊂ [N0,∞) and fix N1 > N0 such that
N0 +N1 > b.
Let g˜i, f˜i be compactly supported smooth functions which agree with gi, fi
on (−∞, N1] and define the corresponding valuations φ˜i ∈ V
∞
c (R). Note
that
∫
R
φ˜i = 0.
Then, using Proposition 5.5,
spt(φ1 ∗ φ2 − φ˜1 ∗ φ˜2) = spt((φ1 − φ˜1) ∗ φ2 + φ˜1 ∗ (φ2 − φ˜2))
⊂ (spt(φ1 − φ˜1) + sptφ2) ∪ (spt φ˜1 + spt(φ2 − φ˜2))
⊂ [N0 +N1,∞).
Since b < N0+N1, we have in particular φ1 ∗φ2([a, b]) = φ˜1 ∗ φ˜2([a, b]). In a
similar way, one gets (f1∗f2)
′(a) = (f˜1∗f˜2)
′(a) and (g1∗g2)
′(b) = (g˜1∗g˜2)
′(b).
By the case which we have already treated, it follows that
φ1 ∗ φ2([a, b]) = φ˜1 ∗ φ˜2([a, b])
= (g˜1 ∗ g˜2)
′(b)− (f˜1 ∗ f˜2)
′(a)
= (g1 ∗ g2)
′(b)− (f1 ∗ f2)
′(a).

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