A new method for minimizing a proper closed convex function f is proposed and its convergence properties are studied. The convergence rate depends on both the growth speed off at minimizers and the choice of proximal parameters. An application of the method extends the corresponding results given by Kort and Bertsekas for proximal minimization algorithms to the case in which the iteration points are calculated approximately. In particular, it relaxes the convergence conditions of Rockafellar's results for the proximal point algorithm.
Euclidean norm on R , (see Martinet [15] which is the case -= based on [16] ). The algorithm is globally convergent, and its local speed of convergence depends on: (i) The growth speed off at the minimizers;
(ii) The choice of ); and (iii) The choice of -(see [1, 2, 11] ). For a survey of results of the proximal type minimization we refer the reader to [3] [4] [5] [6] [8] [9] [10] 14, [20] [21] [22] [23] [24] , especially to [3, 5, 9, 20] . Rockafellar [20] made a nice extension for the proximal point algorithm. In his algorithm, the iteration points are calculated approximately. A question is: do corresponding results of Kort and Bertsekas [11] hold for the algorithm of Rockafellar [20] when it is applied to a proper closed convex function?
In the next section, a new method for solving nonsmooth convex optimization problems is presented. This algorithm is globally convergent, and its local speed of convergence depends on both the growth speed at the minimizers and the choice of proximal parameters. These results are similar to those in [1, 2, 11] . Furthermore, a general proximal point algorithm introduced in [20] can be regarded as a special case of this method. In Section 3, an application of this algorithm relaxes a key condition of Rockafellar [20] By (ii) of Theorem 2.1 and the compactness of X*, we havef(xk)f* and (4).
Local Convergence
We from now on assume that inf{tg} > 0. Like [3, 11] , we need the following key assumption which was used to analyze the convergence rate of the proximal minimization algorithm for quadratic as well as certain types of nonquadratic proximal terms (see [3, 11] 
Proof Since for any g Of(x) and any x* X, f* f(x*) >_f(x) + gT(x* x).
So we have f*-f(x) > max{gT(x *-x)" x* X*} > max{-Ilgllllx* xll" x* x*)
_llgllp(x;X*). 
then xk tends to X*superlinearly under any of the above conditions ((a),
Proof The fact, f (xk + l) --+ f*, implies that
In case (b) with t t, < + , from (7), we have
Hence f(x) tends to f* linearly.
For (c), using 
But from the proof of the Lemma 2.1, We now prove the second conclusion. Let Ilxk--X*ll denote p(xk; X*). By (5) and (9) we have k3 > kl such that for all k > k3,
This yields thatf(xk) tends to f* superlinearly if and only if Xk tends to X* superlinearly. The second conclusion follows from (11).
COROLLARY 2.2 Suppose that X* is singleton, i.e., X*= {x*}, {Xk}kZ=l
is generated by Algorithm 1. (i) Assume that (5) and (9) This is a contradiction. So the first conclusion of (i) follows.
We now prove the second conclusion of (i). If the conclusion is false, then we have a positive number 7" 2 < -[-OQ and K such that for all k E K, x* Ilxz+,-I1>_.
Using this inequality, similarly to the proof of the first conclusion, we have for all k E K, (5) holds. We prove the first conclusion.
similarly to the proof of (i), if the conclusion is false, we have
Using conclusion (c) of Theorem 2.2, we have f(x) tends to f* superlinearly which contradicts our assumption that the conclusion is false. Hence, the conclusion follows.
Similarly to the proof of the first conclusion of (ii) and the proof of the second conclusion of (i), we can prove the second conclusion of (ii).
If (9) 
By (19), (21) and (20) 
and It should be noted that the condition oz2(f; X*)> 0 is weaker than (25). In fact, oz2(f;x*)>0 does not imply the uniqueness of the minimizers off, but the following proposition holds. Furthermore, let K(y*) {kj: jl < j2 implies kj, <_ kj2 } and N be the set of natural numbers. IfN\K(y*) is an infinite set, then there exists an infinite set KI(y*) c_ K(y*) such that for all kiE KI(y*), ki+ lK(y*). Let ll be the smallest number in N\K(y*).
In general, suppose that we have {/1, 12,...,/j}. Then Therefore, the first conclusion follows Theorem 3.3. [13, 17, 7] for more details on this topic).
The benefit of Algorithm B can be explained by using the univariate functionf(x)-1/2]xl 3. For this function, the algorithm given in [12] [20] cannot be applied.
The results of Corollaries 2.2 and 3.1 are important for constructing a good algorithm in the spirit of the variable metric methods (see [12] ).
In [12] , the authors gave a way to construct Ck such that Ck + . It is not very hard to give a partial proximal minimization algorithm (see [3] ) by a way similar to Algorithm 1. In fact, in Algorithm 1, if we let gk + be the vector with components zero for E I (where I is a subset of the index set { 1,..., n}, see [3] ) then one of the special cases of the PPM algorithm given by [3] is contained in the Algorithm 1. The reader can go into this direction in details by following [3] .
