It is hypothesized that the circulation of the tropical Pacific Ocean and atmosphere satisfies the equations of a simple coupled model to within errors having specified covariances, and that the Tropical Atmosphere-Ocean array (TAO) measures the circulation to within errors also having specified covariances. This hypothesis is tested by finding the circulation that is the weighted least squares best fit to the dynamics of the simple model, to its initial and boundary conditions, and to a year of monthly mean TAO data for sea surface temperature, for the depth of the 20ЊC isotherm, and for surface winds. The fit is defined over the entire tropical Pacific and from 1 April 1994 to 31 March 1995. The best-fit circulation or state estimate is calculated using variational methods. Posterior error covariances are estimated using statistical simulation. The best fit is also subjected to a significance test.
Introduction
The Tropical Ocean Global Atmosphere (TOGA) Tropical Atmosphere-Ocean (TAO) array is providing an unprecedented in situ data stream for real-time monitoring of tropical Pacific surface wind, SST, thermocline depth, and upper-ocean current variations. The data are of sufficient accuracy and resolution to allow for a coherent description of the basin-scale evolution of these key oceanographic variables. They are critical for improved detection, understanding, and prediction of seasonal to interannual climate variations originating in the Tropics, most notably those related to the El Niño-Southern Oscillation (ENSO) . TAO data are available from the Pacific Marine Environmental Laboratory (PMEL) via Internet. The PMELdistributed TAO display software provides gridded SST and 20Њ isotherm depth (Z20) using an objective analysis procedure. The first-guess fields are those of Reynolds and Smith (1995) for SST: a combination of Kessler (1990) expendable bathythermographs (XBT) analyses and Kessler and McCreary (1993) conductivity, temperature, and depth analyses for Z20; and Comprehensive Ocean-Atmosphere Data Set analyses (Woodruff et al. 1987 ) for surface winds. The procedure is univariate and involves bilinear interpolation followed by smoothing with a gappy running mean filter (Soreide et al. 1996) .
Our formal objective is a reanalysis of the TAO data from April 1994 to March 1995. This interval includes a substantial ENSO event. The reanalysis is multivariate and involves a modified version of the simple coupled atmosphere-ocean model of Zebiak and Cane (1987) as a weak constraint on the analysis. In addition to producing dynamically consistent maps of SST, winds, and Z20, the procedure identifies major deficiencies in the modified Zebiak-Cane model. The procedure also provides an assessment of the efficiency of the TAO array in providing a basic description of the tropical Pacific ocean-atmosphere system. In a few words, the analyzed fields are weighted, least squares best fits to the TAO data and to the modified Zebiak-Cane model. The weights are inverses of prior estimates of covariances of errors in the model dynamics and in the data. Our choices for these covariances constitute a formal hypothesis about the coupled atmosphere-ocean, and the fitting procedure is in effect a statistical test of the hypothesis.
B E N N E T T E T A L .
FIG. 1. A reduced gravity, two and one-half-layer ocean model coupled to a reduced-gravity, one and one-half-layer atmospheric model.
Choosing the fitting criterion or penalty functional or estimator (here, least squares), and choosing its parameters (here, covariances) is a scientific matter. Finding the best fit is a mathematical matter. The fitting technique used here is described in comprehensive detail elsewhere for an analogous problem, and so only a brief summary is given here (section 6).
There is substantial literature on the assimilation of tropical Pacific data into simple dynamical models using complex methods. Some of the most recent studies include: Yu and O'Brien (1995) , Miller et al. (1995) , and Kleeman et al. (1995) . There is also the ongoing operational assimilation of tropical Pacific data into relatively complex models, using relatively simple methods, at the National Centers for Environmental Prediction (Ji and Leetma 1997) . Finally, a strikingly effective yet simple scheme, using a simple model, has been reported by Chen et al. (1995) . We shall not attempt to provide a detailed review here of all this work. The variational assimilation studies exemplified by Kleeman et al. (1995) vary initial conditions and dynamical parameters in order to fit the data. The external forcing is not varied; that is, the detailed form of the dynamics is assumed to be correct, with only parameters being unknown. The Kalman filter schemes exemplified by Miller et al. (1995) do not assume such ''perfect'' dynamics but admit dynamical errors or ''system noise'' in addition to initial errors or ''initial noise.'' The system noise is assumed to be correlated in space, but is assumed uncorrelated in time in the interests of computational efficiency. Nevertheless, the scheme requires that the error covariance matrix for the solution or state estimate be time stepped, and this is only feasible if the number of synoptic degrees of freedom in the model is heavily reduced.
The ''generalized inversion'' scheme used here admits dynamical errors that are correlated in space and time, and permits many degrees of freedom (here, 10 5 at any instant in time). The posterior error covariance matrix for the state estimate is estimated independently using a Monte Carlo approach.
The structure of this paper is as follows. A modification of the Zebiak-Cane (1987) model is described in section 2. This modified version facilitates the use of variational assimilation, as the ocean current fields are continuous up to the boundaries. Also, the diagnostic model of the atmosphere has been replaced with a prognostic model to make adjoint algorithms easier. The TAO data are briefly described in section 3. Examples of recent climate-related analyses based on TAO data prior to 1994 can be found in Kessler and McPhaden (1995a,b) , Zhang and McPhaden (1995) , and Esbensen and McPhaden (1996) . The least squares estimator is defined schematically in section 4. The fundamental scientific problem of choosing the prior error covariances is discussed in detail in section 5. The discussion emphasizes the difficulties and uncertainties in making these choices. The minimization method is very briefly outlined in section 6. Comprehensive details for a similar problem are available elsewhere . The results of an inversion are described and analyzed in section 7. Posterior error statistics are given in section 8. A ''strong-constraint'' inversion is described in section 9. The study is summarized in section 10.
The model
We use a variant of the Zebiak-Cane coupled model (Zebiak and Cane 1987 ) (see Fig. 1 ).
a. The ocean
The ocean component has ''two and one-half-layer'' linear reduced-gravity dynamics:
is the horizontal velocity anomaly in the ith layer (i ϭ 1, 2); (i) ϭ (i) (x, t) is the thickness anomaly in the ith layer, g (ij) are reduced gravitational The reduced values of g are
The mean temperature gradient is (S. accelerations (see Table 1 ), (1) ϭ (1) (x, t) is the wind stress anomaly, (2) ϵ 0, H (i) is the mean depth of the ith layer, K H is an eddy viscosity, K D is a coefficient of ''divergence diffusion'' that damps short wavelength inertia-gravity waves (Talagrand 1972; Bennett et al. 1997) , ⑀ is a damping coefficient, and 1 is the density of the upper layer. Values are given in Table 1. Residuals  are denoted and . That is, the circulation fields
and (i) may not satisfy the dynamics exactly. The coordinate system is Cartesian: x increases zonally, y meridionally. The unit vertical is denoted k , and ␤ 0 is the equatorial value of the meridional gradient of the Coriolis parameter. Time is denoted by t; subscripted t, x, and y denote partial derivatives; x ϵ (x, y), ١ ϵ ‫,‪x‬ץ/ץ(‬ ‫,)‪y‬ץ/ץ‬ and ٌ 2 ϵ ١ · ١. The anomalous temperature T ϭ T(x, t) in the upper layer satisfies (1) (1)
where r T ϭ r T (x, t) is a residual, and T ϭ T(x, t) and u (1) ϭ u (1) (x, t) are annual cycles. Again, T is an anomaly: the total temperature field is T ϩ T, etc. The mixing
is the vertical velocity at the base of the upper layer. Note that M ϵ M(w). The value of the decay rate ␣ S is given in Table 1 . The vertical gradient of the temperature anomaly is approximated by
H where ϭ (1) ϩ (2) is the total thickness anomaly, and T e is given in Table 2 . The mean gradient T z is given numerically in Table 2 . The boundary conditions are as follows. No slip is allowed on rigid meridional boundaries:
Free slip is allowed on rigid zonal boundaries:
The initial conditions are, at t ϭ 0, Note also that we admit residuals in all equations; that is, our model is inexact or weak.
As a consequence of (1) and (3), the flow in the upper layer is not determined by the local wind stress. In particular, the flow in both layers satisfies rigid boundary conditions, and so no boundary conditions are needed for the purely advected temperature field. We do not impose these mechanically rational conditions in order to embellish the Zebiak-Cane model. Rather, we wish to involve our model in the calculus of variations, which does not tolerate flow discontinuities. Also, we abandon the longwave approximation because the associated diagnostic problem leads to numerically awkward EulerLagrange equations. Instead, we include friction (K H ϭ 10 4 m 2 s Ϫ1 ). Our grid is fine enough (1/3Њ) at x w and at x e to resolve the Munk layers [(K H /␤ 0 ) 1/3 ϭ 76 km]. These changes have negligible effect in the interior of our domain for the timescales of interest. They will influence the reflective properties of the meridional boundaries, but the solution in the interior is controlled more by the assimilated data.
b. The atmosphere
We use a weak, time-dependent Gill model (Gill 1980; Zebiak and Cane 1987) :
where u a ϭ u a (x, t) is the air velocity, ϭ (x, t) the atmospheric geopotential, c a the mean gravity wave speed, the atmospheric momentum residual, and 
where T ϭ T(x, t) is the local value of the climatological annual cycle in SST. The heating anomaly owing to atmospheric convergence is
where c ϭ Ϫ١ · u a . The values of the parameters ␥, T ref , b, and ␤ appearing in (2.13) and (2.14) are given in Table 1 .
By including local rates of change, we simplify the numerical algorithm for the corresponding Euler-Lagrange equations.
Our strong boundary conditions are 1) u a , a periodic in x with the period being the equatorial circumference; 2) free slip on zonal boundaries: 
The air density a and drag coefficient C D are given in Table 1 .
We integrate first our ocean dynamics (2.1), (2.2), with constant wind stress (1) , in 1-h time steps for 24 h. The computed upper-layer current u
(1) at the end of the 24 h is then applied steadily to the temperature equation (2.3), which is integrated in 1-h steps over the same 24 h. Finally, the computed SST at the end of the 24 h is applied steadily [via Q S (T)] to the atmospheric dynamics (2.11), (2.12), which are integrated in half-hour steps over the same 24 h. The computed wind stress at the end of the 24 h is then applied steadily to the ocean dynamics for the next 24 h, and so on.
In summary, our simple, coupled ocean-atmosphere model is based closely on Zebiak and Cane (1987) , with some details following Battisti (1988) . We have allowed residuals in all equations of motions and in all initial conditions, but not in any boundary conditions. (There would be no technical difficulties with weak boundary conditions, but our boundaries are such idealizations that any attempt to make prior estimates of moments of the boundary residuals would be futile). Our purely prognostic model leads to relatively simple Euler-Lagrange equations.
Our coupled model has evolved through several life forms, differing principally in the atmospheric component. In the first form the atmospheric dynamics were time independent, as in Zebiak and Cane (1987) . That is, the local rates of change in (2.11) and (2.12) were excluded. The ocean dynamics and SST were updated simultaneously, subject to steady wind stress, in 1-h steps. At the end of 10 days, the atmospheric state was
The TAO array: diamonds mark ''Atlas'' moorings (surface winds, surface, and subsurface temperature); squares mark ''current meter'' moorings, which also measure subsurface currents.
rediagnosed, using the current SST. When run in ''forward'' mode-that is, as an initial-boundary value problem with all residuals set to zero-the behavior of the first form of our coupled model was very similar to that of Mantua and Battisti (1995) . A singular-value-decomposition of our first model's SST and wind stress Wallace et al. 1992 ) yielded four leading modes closely resembling those of Mantua and Battisti (1995, see their Figs. 5 and 6) , as did time series of expansion coefficients and time-averaged correlation coefficients (again, see their Figs. 5 and 6). In particular our first model supported a regular 2.5-yr oscillation, with no tendency to produce the vacillations found by Zebiak and Cane (1987) . It would be very awkward to derive the Euler-Lagrange or adjoint equations for the atmospheric diagnostic solver, so in our second form of the model we resorted to including local rates of change in the atmospheric dynamics (2.11), (2.12), and integrating these equations in half-hour time steps for 10 days with fixed SST. In spite of the 17-h decay timescale ⑀ Ϫ1 , the atmosphere did not come close to a steady state after 10 days, owing to the activity of the atmospheric heat source Q 1 . In this second form, the forward coupled model supported only a regular annual cycle. The loss of the interannual oscillation may owe to the adjustment and dispersion introduced by the local accelerations. These processes would tend to suppress delayed-oscillator mechanisms. The numerics are of high order (fourth in space, third in time) and so numerical dissipation is unlikely to be a factor. We were not deterred as our objective was a hindcast of the tropical Pacific, rather than a forecast. The construction of adjoint equations was further facilitated by adopting the third and final form of the model, in which the atmosphere is updated every 24 h. Solutions of the second and third forms are quite similar.
The data
The dataset is a year of monthly means of SST, surface winds, and the depths of the 20Њ isotherm (Z20), from Reynolds and Smith (1995) . These SST and Z20 plots were prepared from the TAO data using univariate bilinear interpolation (Soreide 1996) . The principal anomalous SST feature is the warm pool just east of the date line, reaching a maximum of about 2.5Њ in November 1994 and fading entirely by March 1995. The westerly wind anomalies west of this pool and the thermocline deepening are entirely consistent with simple, equatorial reduced-gravity dynamics in both the ocean and atmosphere. Time sequences of the data (centered symbols) may be seen in We identify the model variables T, u a , and ϵ
(1) ϩ (2) , with anomalous SST, winds, and Z20, respectively. However, we require only that the model fields approximate the data-that is, the fields fit the data weakly. The data are being smoothed, rather than interpolated.
The climatologies of Reynolds and Smith (1995) include only SST. We use instead the climatologies of Rasmussen and Carpenter (1982) , which include winds as well as SST. Zebiak and Cane (1996, personal communication) have extrapolated these data over the landmasses in our domain. For consistency, we assimilate monthly mean anomalies relative to Rasmussen and Carpenter (1982) , rather than those relative to Reynolds and Smith (1995) . The differences are minor.
The estimator
We seek the smallest dynamical residuals and initial residuals that lead to fields in close agreement with the data. To express the fitting criterion concisely, let the ''state'' U ϭ U(x, t) be a vector field having 10 scalar components:
Then the weak dynamics and boundary conditions may be expressed as
where we write D(U) rather than DU, as the anomalous wind stress and the ocean thermodynamics are nonlinear. The residuals are collectively denoted by R ϭ R(x, t). Note that there is no external forcing in this coupled model. The weak initial conditions are, at t ϭ 0
where S(x) denotes the initial residuals. We assume that given U I , S, and R, there is a unique solution for U in the domain: The data are expressed in terms of linear measurement functionals:
where d, L, and ⑀ have M components, one for each datum. For example, consider an SST measurement:
In (4.5), d m is a scaled SST datum, 1 Յ m Յ 689, t 0 is one month, T(x m , t) is the model SST at some mooring at location x m , and ⑀ m is the residual. The scale factor S T is the square root of the prior estimate of the variance of the SST anomaly near the equator (see Table 3 ). Other values of m, for 690 Յ m Յ M ϭ 2624, are associated with wind components or with Z20.
The fitting criterion is the penalty functional
In (4.6) the solid circle denotes an integration over time and space: 
,
, (2 respective dimensions of the matrices are 10 ϫ 10, 10 ϫ 10, and M ϫ M. We choose them to be the inverses of the covariances of the residuals:
where the I symbols denote unit matrices and the ␦ symbols denote Dirac delta functions. That is, we assume the real ocean-atmosphere anomaly fields U and data d are random, and yield random residuals R, S, and ⑀ having as first and second moments
Note that we tacitly assume all cross covariances vanish: C RS ϵ 0, etc. Once we specify the covariances C RR , C SS , C ⑀⑀ in functional or in tabular form, (4.12)-(4.14) becomes a null hypothesis H 0 . The alternative hypothesis is that (4.12)-(4.14) is incorrect. The null hypothesis asserts that the real ocean-atmosphere conforms to the model and data to within residuals having the moments prescribed in H 0 . Note that (4.6) is quadratic in R, S, and ⑀, yet we have written J ϭ J [U, d]. Given a vector field U ϭ U(x, t) and a data vector d, the residuals R, S, and ⑀ may all be evaluated, hence the single number
We have thus extended the definition of our model. It not only includes dynamical equations, initial conditions, and boundary conditions, it also includes first and second moments for the errors in those equations and conditions. The penalty functional (4.6) encapsulates all our dynamical and observational knowledge. Further, J being quadratic in the residuals R, S, and ⑀ invites us to assume them to be normally distributed, since J is then the estimator of maximum likelihood.
We shall take Û , the minimizer of J [U, d] for fixed d, to be our estimate of the state of the tropical oceanatmosphere. Specifying the form for the estimator (here, quadratic) and its parameters (here, the covariances) is a scientific problem. Finding its minimum is a mathematical problem.
It may be shown (e.g., see Bennett 1992 ) that if the dynamics were linear, and the prior estimates of error covariances were correct (i.e., H 0 , were true), and the residuals were Gaussian, then
In words, the minimum or reduced value of the penalty functional would be the chi-squared random variable having as many degrees of freedom as there are data. The first two moments of are It may also be proved that, if the model were linear, then minimizing J would be exactly equivalent to multivariate optimal interpolation of the data in space and time. The interpolating or state covariance would be that of the response of the coupled model to random forcing and initial values having the covariances specified in H 0 . The proof may be found in, for example, Bennett (1992) . Optimal interpolation of the TAO data requires inhomogeneous and nonstationary covariances. Our procedure effectively generates these state covariances from inhomogeneous and nonstationary residual covariances; the model itself imposes its internal dynamical scales and structures in the process (see Bennett et al. 1997) . The bathymetry and coastline are also imposed; both are maximally simple for this reduced-gravity model in its rectangular domain.
Covariances a. Forms
As already mentioned, the choice of a least squares estimator (4.6) for the residuals R, S, and ⑀ is a tacit assumption that they are normally distributed. Histograms of zonal and meridional wind anomalies indicate significant nonnormality at many locations. Wind shears and hence advection processes neglected in the Gill model of the atmosphere are therefore unlikely to be VOLUME 11
normal, yet we have virtually no information about the higher moments of residuals. Indeed, it will be seen below that we have only the scantest real information about the first two moments of any of the residuals in (2.1)-(2.3) and (2.11)-(2.12). Thus we use a least squares estimator for residuals in this atmospheric model. Similar remarks apply to SST and Z20, and the residuals in the ocean model. It may be noted that Ĵ, the reduced value of J as defined in (4.15), is always a sum of M random numbers and so, like , is asymptotically
Simple forms are adopted here for the covariances appearing in H 0 . Space--time covariances C RR for the model residuals R(x, t) are assumed to be separable in space and time, and to have the same spatial form as the covariances C SS for the initial residuals S(x). The spatial form is assumed to have a waveguidelike meridional distribution of variance, with a simple bell shape for the lags:
where x ϭ (x, y), the zonal and meridional decorrelation scales and are given in Table 3 , and
In (5.2), V 0 is the prior estimate of error variance at or near the equator, while L is preferably the first internal radius of deformation for the ocean or for the atmosphere according to context. Note that the wavelike dynamics of the model will induce dynamically consistent zero crossings in the state covariances implicit in our circulation estimate. The temporal form of C RR is
where is the decorrelation timescale. The regression analysis of Chan et al. (1996) finds that the simple form (5.3), with a timescale of one month, optimally models the differences between tropical Pacific tide gauge data and Kalman filter estimates of sea level. The latter variable is analogous to Z20. This ''innovation sequence'' of differences is closely related to the temporal structure to our dynamical residuals, so (5.3) seems a reasonable choice. Note the assumptions of stationarity, and timereflection invariance. The latter is suspect if the residuals are influenced by the ␤ effect, for example. The data errors are assumed independent, homogeneous, and stationary. Thus C ⑀⑀ is diagonal.
b. Field variances
These are assumed zonally uniform and stationary, as in (5.2). Such is known not to be the case, but the variances are used here only in crude estimates of dynamical residual variances and as initial residual variances. The chosen values for standard deviations are listed in Table 3 . Again, the values are standard deviations of anomalies at or near the equator. The variances are assumed to be meridionally inhomogeneous, with the waveguidelike profile (5.2). The variance length scale L in (5.2) is preferably evaluated as (C/␤) 1/2 , where C is the lowest-mode phase speed, yielding values of 1600 km for the atmosphere and 350 km for the ocean. Since the upper ocean layer is principally wind driven, the SST anomalies especially have a meridional scale greatly in excess of 350 km, so we chose a compromise scale of L ϭ 800 km for both oceanic layers. If we were to set the decorrelation scale to 400 km in the lower layer, it would amount to imposing the deep dynamics as strong constraints. The significant anomalies in the Z20 data poleward of 4Њ would then have little impact on the inversion.
c. Data error variances
As stated in (a), we assume that all TAO measurement errors are uncorrelated so C ⑀⑀ is diagonal. It remains to specify the diagonal elements. We assume that the TAO SST error variance is (0 .3Њ) 2 , that the TAO wind component error variance is (0.5 m s Ϫ1 ) 2 for each component, and that the TAO Z20 error variance is (3 m) 2 . These are all essentially sensor errors; none takes into account monthly averaging, which could be expected to reduce error variances. The SST error estimate is extremely conservative and is chosen in part for computational reasons. The Z20 error is based on the accuracy of the sensors, mooring motions, and vertical interpolation between sensors spaced 20-25 m apart. The error in identifying Z20 with the combined thicknesses of the two and one-half-layer model is likely to be substantial. We have no convincing estimate of this error, which properly belongs in the thickness equations-that is, in the residuals . The residuals for a primitive equation model are principally the unresolved and poorly parameterized Reynolds-averaged stress divergences. The scales for the stress divergences should lie between those of the individual unresolved eddies, and those of the resolved mean fields. In the Zebiak-Cane model and in our variant of it, resolvable mean advection of mean momentum is neglected, along with other linearizations. So here the dynamical residuals also include such errors of omission. Their scales are those of the mean fields themselves. Properly, these errors should be treated as biases rather than random variables, but we do not do so owing to the difficulty of estimating the biases. That is, we estimate variances for the residuals using scale estimates for the fields in the neglected but resolvable processes. The wind scales of Harrison (1987) and Harrison and Luther (1990) are used for the winds and for the upper- ocean (mixed) layer currents and thickness. The TAOderived, ''low-pass-filtered'' scales of Kessler et al. (1996) are used for the upper-layer temperature and for lower-ocean-layer currents and thicknesses. Kessler et al. (1996) removed the mean annual cycle, and then applied a low-pass filter having a half-power point at a period of 150 day. Hence their low-passed data had timescales typically of 100 day or more for both SST and Z20, indicating low-frequency ENSO variability. The spatial scales are listed in Table 3 .
e. Initial residual variances
We do not use the PMEL analyses of SST, wind, and Z20 as initial fields, since analyses of atmospheric pressure, ocean currents, and ocean layer thicknesses are not available. In any event the simple, univariate analyses would be far from a state of adjustment. Instead, we derive initial values from a spinup calculation, as in Zebiak and Cane (1987) . We must assume that these initial anomalies are substantially in error. They are too small, but at least they are dynamically adjusted. Their error variances are set equal to the variances of the anomaly fields themselves (see Table 3 ).
f. Dynamical residual variances

1) OCEAN, UPPER LAYER
The pressure is determined hydrostatically and the horizontal component of the earth's rotation is neglected, as is advection of momentum and of thickness anomalies. The wind stress is calculated using a quadratic drag law, and the stress is distributed over the mean depth of the layer. Selecting this last, linearizing approximation as the major source of error, the momentum residual is about 15 m (50 m) Ϫ1 or 30% of the wind stress. The parameters listed in Table 1 and variances  listed in Table 3 
r bility waves are not supported by this model; their neglected contribution to heat advection is estimated to be 25% of Ty, so r T ϳ 0.25 ϫ 10 Ϫ6 K s Ϫ1 .
2) OCEAN, LOWER LAYER
Here u (2) · ١u (2) , the advection of momentum, is neglected so ϳ 0.5 ϫ 10 Ϫ6 m s Ϫ2 . The neglected di- All the residual scales are listed in Table 4 . The optimistically small estimates of atmospheric residuals are rejected a posteriori (see section 7).
Minimization
The dynamics and boundary conditions of our modified Zebiak-Cane model are such that if the state U is smooth, then so is the residual R. The mixing function M ϭ M(w) is a smooth function of w save at w ϭ 0: M Ј ϭ 0 for w Ͻ 0, but M Ј ϭ 1 for w Ͼ 0. However, we may smooth this kink in a small interval around w ϭ 0. It follows that we may then use the calculus of variations (Courant and Hilbert 1953) to find local extrema of J. That is, we seek Û satisfying the EulerLagrange condition:
This abstract notation becomes concrete once the field U(x, t) is replaced with gridded values. Thus, in practice (6.1) represents a system of N equations, where N is the number of computational grid points in space and time multiplied by the number of state variables at each point. Their number is finite, but potentially large: N ഡ 4 ϫ 10 7 here. The system is nonlinear, since the coupled model is nonlinear. The mathematical method used to solve (6.1) is described in comprehensive detail for a global numerical weather prediction model in Bennett et al. (1996 Bennett et al. ( , 1997 . The solution algorithm is highly intricate, and only a verbal description will be offered here.
Two layers of iteration are involved. The outer layer replaces (6.1) with a sequence of systems of linear Euler-Lagrange equations for least squares assimilation with linear, coupled models. The inner layer solves each system of linear Euler-Lagrange equations iteratively but with high accuracy. Each system can be solved with just one ''backward'' and one ''forward'' integration, once M real numbers have been determined by solving an M ϫ M linear system of equations. Recall that M is the number of data. Thus a search must be made for these M numbers in R | M , which is the ''data space.'' VOLUME 11
Techniques for accelerating the search are described in Egbert and Bennett (1996) and Bennett et al. (1997) . The inner layer of iteration is a very efficient implementation of the representer algorithm described in, for example, Bennett (1992) .
It may be noted that the algorithm does not require inversion of the covariances. That is, the weights are not explicitly used. However, the covariances must be convolved with certain ''adjoint'' fields. Efficient convolution schemes are described in Egbert et al. (1994) and in Bennett et al. (1997) .
Results
a. The fields
Time series of oceanic and atmospheric fields that minimize J are shown for TAO moorings along 155Њ in Figs. 5-8. Note that all data in any one panel in Figs. 5-8 are assigned the same error bar, even though only one is shown. The computed fields are stored daily; the data are centered, 30-day averages from April 1994 to March 1995. The mooring locations are shown in Fig.  2 . The SST time series fit the data closely, seemingly much closer than the prior estimate of 0.3 K for SST error, save at a few extrema where the fit is of that order. However, the root-mean-square (rms) misfit for all 689 SST data is 0.23K. The Z20 time series would also appear to fit the data better than the prior error estimate of 3 m. The rms misfit for all 820 Z20 data is 3.3 m. The zonal and meridional winds also fit the data more closely than the prior estimate of 0.5 m s Ϫ1 , except in some cases (e.g., at 2ЊS) where the fit is of that order. The rms misfit for all 1248 wind components is 0.41 m s Ϫ1 . In summary, the inverse conforms closely to the data, to within about the prior standard errors. It may be proved that the inverse conforms precisely with the data (i.e., it interpolates the data, rather than smoothing them) in the limit of vanishingly small prior error variances for the data, relative to prior dynamical error variances and relative to prior initial error variances. Thus, the good fits in Figs. 5-8 reflect our lack of confidence in the dynamics and initial conditions.
Monthly mean inverse fields of anomalous SST, winds, and Z20 for November 1994 and March 1995 are shown in Figs. 9 and 10. They may be compared with corresponding PMEL bilinear univariate analyses (Figs. 3 and 4) . As a preliminary, we remark that the April 1994 maps (not shown) reveal a normal western Pacific and a cool, equatorial eastern Pacific, with atmospheric outflow over the cool water. There is little Z20 anomaly anywhere. The November 1994 maps in Fig. 9 show an equatorial warm pool just east of the date line, with strong westerly wind anomalies to the west. There is an area of warm water in the east, but in the inverse estimates the structures are complex. These are waves that are supported by the dynamics and are consistent with the data. The details in these fields should not be taken too seriously, owing to the simplicity of the model. The inverse estimates of SST anomaly poleward of 8ЊN or 8ЊS are extrapolations beyond the limits of the TAO array, so the estimated anomalies of 1K as far south as 15Њ should be viewed with caution. Nevertheless, climate summaries based on XBT data (NOAA 1994/95) do indicate just such anomalies, including a major equatorial Z20 anomaly (a deepening) centered at 120ЊW. The inverse estimates of Z20 also show structure richer than the PMEL maps, yet this structure fits the data closely. The March 1995 maps in Fig. 10 show a return to mostly normal conditions save for Z20 in the northwest, around (5ЊN, 120ЊE) .
b. The residuals
The measurement functionals (4.5) are scaled by standard anomalies such as S T . The data error covariances are scaled by , etc. These scales cancel out of the third 2 S T term in (4.6)-that is, out of the data penalty. The prior data penalty or misfit is about 35 700 or about 14 M (where M ϭ 2624 is the number of data), indicating that the standard anomaly is about four times the standard data error. The posterior total misfit is about 3800 or about 1.4 M. It is a combination of posterior data misfit, initial misfit, and dynamical misfit.
The initial residuals for SST, Z20, and u (2) are shown in Fig. 11 . All are as large in places as a standard error, here equal to the anomaly standard deviation. In fact the initial residuals for SST and Z20 resemble the PMEL maps, as they should, since the prior initials values T I , , etc. are all small.
(1)
I
The dynamical residual r T for the SST equations (2)-(3) is shown in Fig. 12 , for day 30 (the end of April 1994), day 180 (the end of September 1994), and day 330 (the end of February 1995). The quantity plotted is the equivalent surface heat flux 1 C p H
(1) r T , where C p is the heat capacity of seawater. The contour interval is 20 W m Ϫ2 . The prior estimate of 50 W m Ϫ2 is very significantly exceeded over large regions, mostly on the equator. The zonal scale of 30Њ and timescale of 100 days are those of the corresponding covariance (see Table 3 ). These residuals are the sources and sinks that must be admitted in the model if the local rate of change of model SST is to be consistent with the TAO data. There are two candidates for r T : the unresolved advective heat fluxes (both horizontal and vertical), and the missing source or sink owing to heat exchange with the atmosphere. The latter may include radiative feedback from clouds. Recall that the atmospheric model (2.11), (2.12) does include a representation Q S for heat exchange with the ocean. Now (2.13) shows that Q S ϭ KT, where K is a positive constant of proportionality. It should be noted that geopotential decreases as the atmosphere warms; hence the sign convention in (2.12) is correct: The region of significant and positive r T on day 180 coincides with positive T anomalies. Hence both the ocean and the atmosphere are gaining heat locally. It must be concluded that r T represents mostly an unresolved convergence of heat flux, rather than an exchange with the atmosphere. On day 330, the region of significantly negative r T coincides with negative T, yielding the same conclusion. On day 270 (not shown), negative r T coincides with positive T, possibly representing a loss by the ocean to the atmosphere rather than an oceanic heat flux divergence. There is no clear evidence for a gain by the ocean from the atmosphere. In principle, both candidates for r T should be accepted. However, a scale analysis shows that an oceanic temperature source of strength a KT( 1 C p ) Ϫ1 , where C p is the heat capacity of seawater, is more than two orders of magnitude smaller than the prior standard deviation for the residual r T . Thus, only oceanic heat flux convergence is a credible candidate for r T . The convergence may be vertical or horizontal. The simple parameterization of vertical heat flux, using the mixing function M, is almost certainly significantly in error. The linear momentum equations in the model ocean and atmosphere do not support eddies or instabilities, such as tropical instability waves, that could produce eddy heat fluxes. It should, however, be pointed out that such waves tend to be weakest during the El Niño events (and 1994-95 is no exception), and that they tend to be strongest east of 150ЊW. Yet, Fig.  12 shows that the maximum SST residuals r T are near 160ЊW. Nevertheless, the oceanic momentum equations should include advection so that tropical instability waves and other nonlinearities are supported (McCreary and Yu 1992) , and the numerical grid should resolve these waves at all longitudes.
The 20Њ isotherm depth Z20 is identified here with ϵ (1) ϩ (2) , which is not a prognostic variable. The residuals are typically Ϯ2 ϫ 10 Ϫ6 m s Ϫ1 , whereas
(1) r the prior estimate is 7.5 ϫ 10 Ϫ6 m s Ϫ1 . The maps of are shown in Fig. 13 ; these are daily values as in while the prior estimate is only 8 ϫ 10 Ϫ6 m s Ϫ1 . We should not expect the amplitudes to exceed two standard errors over more than 5% of the area, yet this does seem to be the case. A quantitative assessment (Table 5) VOLUME 11 a r discussed later. These largest residuals are positive, and presumably are substituting for the anomaly divergence (2) ١ · u (2) neglected in the linear continuity equation (2.2) (i ϭ 2). The nonlinear continuity equations themselves are simplifications of the real stratified shear flow. Inspection of the data indicates that the total Z20 varies appreciably about the normal mean value of
ϭ 150 m. See the time series (Fig. 6 ) for Z20 at 8ЊS, and the residual in Fig. 13b , day 180.
(2) r The dynamical residuals for the momentum equa-
r u tions in the oceanic upper layer are not shown; they are at most about one standard error but typically far smaller. The dynamical residuals for the oceanic lower (2) r u layer at day 180 are shown in Fig. 14a . The zonal residuals (Fig. 14b) can be as large as ϩ2 standard errors on the equator. The meridional residuals (Fig. 14b) have an equatorial extremum of about Ϫ2 standard errors. The coherent pattern persists for about 240 days. It is meridionally symmetric and so contributes to the symmetry of the meridional velocity, to the antisymmetry of the zonal velocity (recall that the Coriolis parameter is antisymmetric), and to the antisymmetry of the pressure field that may be related to the equatorial undercurrent. The undercurrent is not resolved by the two and one-half-layer ocean model, but the pressure antisymmetry is manifest in the Z20 data. A control experiment, in which the residual was forced to vanish by giving infinite weight to the lower-layer meridional momentum only, yielded a somewhat worse fit to Z20. Such thicknesses could also be supported by antisymmetric residuals in the continuity equations. We recover almost symmetric residuals for those equations. However, the residuals are linear combinations of error covariances, which we have assumed to be a symmetric [see (5.1)]. Thus an antisymmetric residual would require a nontrivial combination, with spatially varying coefficients. Evidently there is less penalty incurred by a symmetric residual in the meridional momentum equation than by an antisymmetric residual in the thickness equation. The situation highlights the intricacy of this multivariate, dynamically constrained analysis scheme.
The largest residuals in the atmospheric momentum equations occur in the meridional equation, around day 180 (see Fig. 14) . The magnitude of the extreme value is about 7 ϫ 10 Ϫ6 m s Ϫ2 . The adopted prior estimate is 4 ϫ 10 Ϫ6 m s Ϫ2 . We know that the neglected horizontal advection is about 2 ϫ 10 Ϫ5 m s Ϫ2 . The largest values are in the eastern equatorial Pacific, where Harrison (1987) reports large shears in the zonal velocity. However, the significant residuals are found in the meridional momentum equation and not the zonal equation. This is most likely a consequence of anisotropic weighting; the prior for each residual is 25% of the horizontal momentum advection. On the other hand, the Gill model does not include processes that can both inhibit and enhance the vertical mixing of wind momentum in the eastern Pacific. These processes inhibit surface meridional winds over the cold tongue, and enhance them northward toward the intertropical convergence zone (Hayes et al. 1989; Wallace et al. 1989) . The lack of this boundary layer physics may account for some of the residuals in the meridional momentum balance. What is remarkable is the fact that the inverse is able to fit the winds without introducing realistically large residuals (2 ϫ 10 Ϫ5 m s Ϫ2 ) into the atmospheric momentum equation. The residuals in the atmospheric mass equation (not shown) are generally small, and at most 4 ϫ 10 Ϫ3 m 2 s Ϫ3 ; the prior estimate is 4.5 ϫ 10 Ϫ3 m 2 s Ϫ3 . Our options are to include vertical mixing processes in the Gill model, replace the Gill model with a full atmospheric general circulation model, or abandon the atmospheric model entirely. In the last case, the ocean model could be driven by specified, analyzed winds and other surface fluxes.
In summary there are very significant residuals, but only in the initial conditions, and in prognostic equations for variables for which data are included in the inversion. The exception is : it exceeds prior esti-
r mates, even though meridional velocities were not assimilated. The hypothesis of no cross correlations of residuals for different equations, or between residuals and data, would weaken the multivariate impact of data upon residuals. The residuals are consistent with the obvious shortcomings of the simple coupled model: the linearization of the dynamics, and the crude parameterizations. We must also concede the extremely coarse vertical ''resolution'' of our two and one-half-layer ocean and one and one-half-layer atmosphere. The layered equations of motion can be derived only from the continuously stratified primitive equations of motion by the admission of significant dynamical residuals. Our crude estimates of residuals did not include the effect of this coarse layering.
Error statistics
The hypothesis H 0 prescribes the first and second moments for the prior errors R, S, and ⑀ in the model; the initial conditions; and data, respectively. This information determines the prior error covariance for the coupled circulation-that is, the two-point covariance of errors in the first guess U F :
where A ϵ (x, t) and B ϵ (y, s). It also determines the posterior error covariance-that is, the two-point covariance of errors in the inverse estimate Û :
These covariances were estimated with relative efficiency using Monte Carlo methods, or statistical simulation. Samples of R, S, and ⑀ consistent with H 0 were generated using pseudorandom numbers and by convolving with the covariances in H 0 . Solving the forward model yielded samples of U; measuring U and adding ⑀ yielded the data d; inversion yielded samples of Û . It should be mentioned that the integrations and inversions were all linearizations about the converged inverse estimate Û based on the actual TAO data. A major advantage of the Monte Carlo method is that not every covariance need be estimated. The sample estimates of prior covariances were checked for reliability against certain solutions of the Euler-Lagrange equations known as representers (see Bennett 1992) . It may be shown that the Euler-Lagrange equations are closely related to the equations for second moments of the state U(x, t). Thus representers, which are certain solutions of special forms of the Euler-Lagrange equations, are in fact prior covariances. The value at A of a representer for, say, an SST measurement at B is the covariance of the state U(A) with the SST of the state at B. Thus the representer is a field over A, and may also be ''measured.'' An example is shown in Fig. 15 . The solid line joins some 110 SST measurements of the representer for an SST measurement at (165ЊE, 5ЊS), computed from the Euler-Lagrange equations; the thin line is the Monte Carlo estimate based on 3550 samples. The cross representers are all equally as accurate, save for SST-Z20. Those fields have only a weak correlation a priori. A further indication of sampling accuracy is given in Fig.  16a , which shows equatorial sections of initial variance. The specified prior initial SST variance is 4 K 2 ; the estimates converge slowly after 100 samples. Fluctuations clearly remain even after 2025 samples, owing to long correlation scales in these fields. Meridional sections are shown in Fig. 16b . Also shown in Fig. 16 are the posterior variances. Evidently, assimilating the data has reduced most of the prior variance in these initial fields. Similar results (not shown) hold for Z20. However, there is little reduction of initial variance in u (1) , (2) , u a , and : the prior and posterior variances do not differ significantly (results not shown). This is a little surprising in the case of u a , which was measured. Encouraged by these validations of the sample estimates, it is reasonable to trust estimates of zonal sections of prior and posterior variances at day 240 (the end of November) (see Figs. 17 and 18) . The posterior variances are close to the specified data error variances, indicating maximal reduction of prior variance. The data explain only the variance of the winds over the Pacific; there is no reduction elsewhere (see Figs. 18a,b) . There is no reduction anywhere in the error variance for the unmeasured atmospheric geopotential (see Fig. 18c ). Many such statistics may be estimated, depending on available computer storage. Again in most cases, the data evidently reduce most of the prior variance; that is, the posterior variance is about that of the data error variance. These posterior estimates indicate that the observing system is well able to identify the dynamical signal. However, the posteriors follow from the priorsthat is, from the hypothesis H 0 . It is therefore essential to perform a significance test on H 0 before drawing conclusions about these theoretical estimates of posterior error variance. The significance test involves the posterior or reduced penalty functional Ĵ, which is the test statistic if H 0 is true. Table 5 . These values are calculated using variational methods not relying upon Monte Carlo estimation. Note that J F consists entirely of data misfit and is about 35 700 or about 14M where M ϭ 2624 is the number of (scaled) data. The expected or mean value of J F is about 160 000. Thus, the prior data misfits are considerably smaller than expected, and there is no reason a priori to reject H 0 . The expected or mean value of the posterior Ĵ is M; the variance is 2M ϭ 5248 so the standard deviation is about 70. The actual value of Ĵ is about 3702, which indicates that H 0 is likely optimistic: the true variances must be about 40% larger than the prior estimates in Table 3 . The expected value for Ĵ dyn (including the initial misfit) and Ĵ data may be shown to be 1015 and 1609, respectively; thus the error variances of both data and dynamics are underestimated by H 0 . In particular, it appears that the error variance for Z20 (9 m 2 ) is too small. We conclude that the fault lies in our nominal selection of Z20 as the total thickness of the two and one-half-layer model, and our failing to admit the coarse vertical resolution when estimating the variances of and .
r r Thus, the overconstrained dynamics were unable to track the Z20 data satisfactorily.
Perfect dynamics
It is straightforward to repeat the inverse calculation with vanishing dynamical error covariances: C RR → 0, corresponding to a hypothesis of a perfect model. It may be shown that as the corresponding dynamical weights W RR in the penalty functional (4.6) become unbounded, the weighted residual W RR • R T becomes the usual Lagrange multiplier for the ''strong-constraint'' dynamics. Only the initial residuals S remain as control variables, for fitting the state U to the data d. Just such a ''strongconstraint'' variational assimilation was performed, with the same initial error covariances and data error covariances as the ''weak-constraint'' inversion of section 7. Selected time series are shown in Fig. 19 . The first panel (a) indicates that there are sufficient effective degrees of freedom in the initial fields to permit almost as good a fit to SST data as the weak-constraint inversion. However, this one time series is misleading. Panel (b) is far more representative of the SST fits. Initial conditions alone are unable to fit data after 100 days. Similar conclusions may be drawn for Z20 in panels (c) and (d), u a in panel (e), and a in panel (f ). The strongconstraint maps (not shown) of anomalous SST resemble neither the weak-constraint maps, nor the PMEL quick-look analyses. In particular, the 2Њ-K warm pool at 170ЊW in November is not recovered. The strongconstraint maps of Z20, u a , and a are even less recognizable. The reduced cost function for the strongconstraint inversion is 25 000 or about 10M. The expected value is M ϭ 2624, with standard deviation 2M ͙ ഠ 70. The reduced data misfits are the following: (Table  5) 3354 (SST), 10 960 (Z20), 4934 (u a ), and 3707 ( a ). The reduced initial misfit is 2580, which exceeds the combined dynamical and initial misfits (1614) in the weak constraint inversion. The expected values were not computed, as an economy. Recall that the initial error variance at the equator is assumed to be the anomaly variance. Thus the strong-constraint estimates of initial conditions are highly unrealistic. Repeating the strong-constraint inverse, with the initial error variance increased by a factor of 9, did not greatly improve the 1-yr fit. Evidently the first 100 days of data determine the initial residual regardless of the inflated prior. Nevertheless, the strong constraint inversion is obliged to include large initial residuals, in order to fit even the first 100 days of data. As a hypothesis, the perfect model is clearly rejected.
Summary
We have used variational methods to find a weighted, least squares best fit to a modified Zebiak-Cane model, and to a year of monthly mean TAO data for SST, Z20, and surface winds. The fit to data is generally within hypothesized or prior estimates of standard errors, but the fit to dynamics significantly exceeds the hypothesized standard errors. The fit is poorest in the prognostic equations for those variables (SST, winds, and Z20) that are involved in data fits. Nevertheless, the best fit, or generalized inverse of the overdetermined system of model plus data, yields maps of SST, Z20, and wind that possess much richer structure than do the quicklook bilinear spline interpolation fields produced by PMEL. This structure is loosely consistent with the large-scale oceanic and atmospheric dynamics of the region. Analyses of the residuals in the oceanic ther-modynamics reveals that in some situations they must represent unrepresented or unresolved heat advection. In other situations they may represent the oceanic exchanges with the atmosphere that, while being included in the atmospheric thermodynamics, are not included in the oceanic thermodynamics. Scale analysis indicates that these exchanges would have only a minor impact on the ocean. The neglect of momentum advection in the oceanic momentum balance prevents the model from supporting tropical instability waves; there is evidence that these do contribute significant heat flux convergence. The crude parameterization of vertical mixing is almost certainly a significant dynamical error, as is the crude vertical resolution. Strong-constraint inversions were unable to fit more than the first 3 months of 30-day-averaged data.
These inversions have been repeated, replacing the 30-day-averaged TAO data with 5-day-averaged data. The latter number 15 945 values. The inverse estimates are not altered greatly, nor are the dynamical residuals. However, the data misfits are significantly larger, as the inverse smooths the 5-day-averaged data heavily, especially the winds. Recall that the assumed timescale for the dynamical residuals is 100 days. This is a consequence of the linearized dynamics of the model: resolvable processes are neglected. If the anomalous advection of anomalous momentum and layer thickness were included, then the dynamical residuals would have to be attributed to unresolved processes, and so would be assigned to much shorter decorrelation timescales. It may be expected that the corresponding inverse would be better able to interpolate the 5-day-averaged data.
It would also be desirable to compare the impacts of TAO Z20 data, volunteer observing ship XBT data, and altimeter data, once the obvious improvements have been made to the model. The theoretical posterior errors being so much smaller than the priors, it may be inferred that the TAO array (monthly mean data) is entirely adequate for sampling fields consistent with our hypothetical dynamics. This assessment can be refined by an analysis of the ''array modes'' that may be constructed during the inversion process (Bennett 1990 ). The immediate and pressing scientific challenge for data assimilation is the better estimation of dynamical error moments.
The above-mentioned developments will be reported in subsequent articles.
