Abstract-We present discrete adaptive bit loading algorithms for multicarrier systems with uniform (nonadaptive) power allocation operating in a frequency selective fading environment. The algorithms try to maximize the overall throughput of the system while guaranteeing that the mean bit error rate (BER) remains below a prescribed threshold. We also study the impact of imperfect subcarrier signal-to-noise ratio information on throughput performance. Results show that the proposed algorithms have approximately the same throughput and mean BER as the optimal allocation while having a significantly lower computational complexity relative to other algorithms with near-optimal allocations. Moreover, when compared with algorithms that employ approximations to water filling, the computational complexity is comparable while the overall throughput is closer to the optimum.
I. INTRODUCTION

M
ULTICARRIER modulation is the method of choice for many data transmission systems, including wireless local area networks (WLAN) applications [1] , [2] . In conventional wireless orthogonal frequency division multiplexing systems, all subcarriers employ the same signal constellation. However, the overall error probability is dominated by the subcarriers with the worst performance. To improve performance, adaptive bit and power allocation (i.e., "loading") algorithms can be employed, where the signal constellation size and power distribution vary according to the measured signal-to-noise ratio (SNR) values across the subcarriers. In extreme situations, some subcarriers can be "turned off" or nulled if the subcarrier SNR values are poor.
Most published proposals of bit and power allocation algorithms are variants of three basic types of algorithms: incremental (i.e., "greedy") allocation [3] , [4] , bit loading based on channel capacity approximations [5] , [6] , and bit loading based on probability of bit error expressions [7] , [8] . The first type incrementally allocates an integer number of bits at the cost of high computational complexity. The other two types of algorithms use closed-form expressions of performance measures in order to determine a bit allocation but require rounding to integer values, which may lead to allocations that are far from the optimum. Therefore, the implementation of loading algorithms is usually a tradeoff between how close they come to the optimum allocation and how quickly they reach their final allocation.
Common choices for objective functions that loading algorithms are attempting to optimize are the maximization of the overall throughput given a total power constraint, known as rate-adaptive loading, and the minimization of the energy given a fixed throughput, known as margin-adaptive loading [5] .
In this work, we propose two discrete rate-adaptive loading algorithms that try to balance the implementation tradeoffs while coming close to the maximum throughput. The details of these algorithms are presented in Sections II and III. As in other studies, we consider only uncoded systems for the sake of straightforward comparison. However, the introduction of coding would improve the performance relative to an uncoded system and can be accounted for by a nonlinear modification of the SNR values in relationship to the coding gain. 1 Many adaptive allocation algorithms can perform both adaptive bit and power loading; the algorithms studied and evaluated in this paper employ only adaptive bit loading and uniform power allocation. 2 
II. PROPOSED INCREMENTAL ALLOCATION
The adaptive bit loading algorithms proposed in this paper try to solve
where b i is the number of bits for subcarrier i,P is the mean bit error rate (BER), P T is the specified BER threshold, and P i is the BER for subcarrier i, which is determined from the subcarrier SNR value γ i . As in other studies [5] - [9] , these SNR values are assumed to be known at both the transmitter and the receiver using data-assisted channel estimation techniques.
To compute the probability of bit error, closed-form expressions of all the modulation schemes that can be employed by the system [binary phase-shift keying (BPSK), quaternary phase-shift keying (QPSK), rectangular 16-quadraticamplitude modulation (QAM), and 4-QAM] are used. For instance, the probability of bit error for BPSK is given by [11] 
while the probability of symbol error for QPSK (M i = 4), rectangular 16-QAM (M i = 16), and rectangular 64-QAM (M i = 64) is given by [11] 
from which the probability of bit error is obtained using the approximation
Using an incremental bit allocation algorithm, the signal constellation configuration for the subcarriers can be determined via the following algorithm. 1) Initialization: set the modulation scheme of all the subcarriers to 64-QAM. 2) Determine P i , i = 1, . . . , N, given the subcarrier SNR values, using (2) or (3). 3) CompareP with P T . IfP is less than P T , the current configuration is kept and the algorithm ends. 4) Search for the subcarrier with the worst P i and reduce the constellation size. If b i = 1, null the subcarrier (i.e., set b i = 0). 5) Recompute P i of all subcarriers with changed allocations and return to Step 3. Although this bit loading algorithm does not perform power allocation, it can be easily modified to include it [9] , [10] . Furthermore, optimality can only be guaranteed if the algorithm achievesP ≤ P T while removing the fewest number of bits. For example, suppose the two subcarriers with the worst BER i and j employ 64-QAM and QPSK modulation, respectively. Decreasing the signal constellation size of either subcarrier will result inP ≤ P T . If subcarrier i is chosen, the allocation is not optimal since it is reduced by 2 bits per symbol epoch while subcarrier j is reduced by just 1 bit per symbol epoch. 3 
III. PROPOSED PEAK BER-CONSTRAINED ALLOCATION
A. Bit Allocation
Although the first proposed bit allocation algorithm usually attains near-optimal solutions, its computational complexity is still rather high at low SNR values (see Section VI). What is needed is an algorithm that accurately determines the final bit allocation in an iterative low computational complexity fashion.
It is straightforward to allocate bits to each subcarrier so that the subcarrier BER P i is below some peak BER constraintP : we first have to evaluate P M i ,i for all possible i and M i , and pick for each subcarrier the constellation size M i = 2 b i that is maximum while still having P M i ,i ≤P . We then choose to use this peak BER constraintP as a proxy to satisfy an average BER constraintP . A first guess onP is taken, the bits b i are allocated accordingly, and the resultingP is computed. IfP is below (respectively above) P T ,P is increased (respectively decreased) by an amount δ in the logarithmic domain at every iteration. The value ofP is adjusted in this way untilP exceeds (respectively goes below) P T , in which case δ is reduced.
The complete operation of the proposed algorithm is described as follows. 1a) CalculateP for the case when all subcarriers employ the largest signal constellation. 1b) If the resultingP is below P T , set the final allocation to the largest signal constellation for all subcarriers and end the algorithm. 4 1c) Calculate P i for all the subcarriers employing the smallest nonnulled signal constellation. 1d) If the smallest P i is above P T , P T cannot be achieved; end the algorithm. 2) Find the largest signal constellation for each subcarrier for which P i is belowP . 3) Compute the current value ofP . 4) If the current and previous values ofP are either both above or both below P T , go to Step 5, else go to Step 6. 5) If both current and previousP values are above P T , reduceP by a factor δ and go to Step 2, else increasê P by a factor δ and go to Step 2. 6) If the previous and current allocations differ by one signal constellation level, make the allocation withP below P T the final allocation and end the algorithm, else go to Step 7. 7) Reduce δ by half. 8) If the current allocation gives aP that is above P T , reduceP by a factor δ and go to Step 2, else increasê P by a factor δ and go to Step 2.
B. Initial Peak BER Threshold Calculation
The speed at which the algorithm in Section III-A reaches its final allocation depends on the choice of the initialP and the δ it uses. This section describes how to estimate the initial values forP and δ using the subcarrier SNR values.
One approach to this problem is to determine how much any given subcarrier can individually exceed P T whileP remains below it. Given that a subcarrier can support B possible modulation schemes, resulting in B possible values for P i , we define the largest P i value that is below P T as β i and the smallest value of P i above P T as α i . Therefore, knowing that the mean of β i is below P T , we incrementally replace the smallest β i with the corresponding α i untilP > P T .
The algorithm for finding the initial peak BERP estimate is as follows.
1) Given the subcarrier SNR values γ i , calculate P i for all the different modulation schemes that could potentially be employed in the system. 2) Find β i , the largest P i that does not exceed P T . 3) Find α i , the smallest P i that exceeds P T . 4) Find all values of β i that are within an order of magnitude of max i β i and assign their indices to a set S (β i not within an order of magnitude can be neglected). 5) Given β i , i ∈ S, we need to solve for ∆P given
in order to determine by how much several subcarriers can violate the condition P i ≤ P T while the system still satisfiesP ≤ P T . 6) Sort the values of α i in increasing order. Find the largest value of I for which
is true, where 0 ≤ I < N, and set α I as the initialP for the algorithm described in Section III-A. The initial value of δ is proportional to the average SNR of the systemγ. It has been observed in several simulations that for lowγ values, small values for δ resulted in the algorithm converging quickly to a final solution, while for highγ values, large values of δ resulted in quickly obtaining the solution. Thus, choosing the values for δ between the two extremes, δ decreases linearly as a function ofγ.
Using these values of δ in conjunction with theP "smart" initialization algorithm, the number of iterations required to find the finalP can be reduced by as much as a factor of two when compared to a scheme using a fixed initialization.
IV. BIT LOADING WITH IMPERFECT SUBCARRIER SNR INFORMATION
Although many studies on adaptive bit loading algorithms make the assumption that the subcarrier SNR values are perfectly known, this is not the case in reality. Therefore, it is necessary to investigate the impact of imperfect subcarrier SNR information on the throughput of these systems. In particular, two sources of error in subcarrier SNR information are studied: 1) channel estimation error and 2) quantization error.
A. Models for Imperfect SNR Information 1) Gaussian Subcarrier SNR Noise Model:
Channel estimation in multicarrier systems, especially WLAN systems [1] , uses predefined training symbols across the subcarriers intermittently to extract channel characteristics. From these characteristics, subcarrier SNR values are computed and used by the adaptive bit loading algorithms.
The errors accompanying the channel estimates also get translated into subcarrier SNR values, resulting in a corrupted SNR value for subcarrier i. This can be modeled byγ i = γ i + i , where γ i is the actual SNR value for subcarrier i and i is the error due to the channel estimation process. A similar expression was used by Leke and Cioffi [12] .
In this work, we assume that i has a normal distribution with zero mean and variance σ 2 . However, it is essential to avoid a negativeγ i . Therefore, when γ i + i < 0 occurs, we setγ i = 0.
2) SNR Quantization Noise Model:
Since the adaptive bit loading algorithms require the translation of subcarrier SNR values into P i values, a look-up table is employed. However, this implies that the subcarrier SNR values must be quantized. 6 We must determine where to place the quantizer reproduction levels d k in order to minimize the quantization error for all the modulation schemes. Since we want adequate resolution of the BER waterfall curves around P T , the output levels should be concentrated at that point. Given q bits to represent a quantizer reproduction level, the number of levels is defined as 2 q . The following algorithm tries to achieve this through a suboptimal placement of d k .
1) Determine the pair of SNR values to obtain the probability of bit error values P i that are two orders of magnitude above and below P T for each modulation scheme, thus forming regions Q k , for k = 1, . . . , B, where B is the number of modulation schemes. 2) For the B modulation schemes, put 2 q /B output levels uniformly in Q k for all k. In the case of overlapping regions, combine them and their allocation of output levels, distributing the levels uniformly across the combined region.
q − 1, in this way, the BER waterfall curves are ensured of quantization with enough resolution.
V. SIMULATION SETUP
The IEEE Std. 802.11a [1] , a WLAN standard that employs conventional multicarrier modulation, is referred to for realistic operating parameters. The system employs the proposed loading algorithms based on the parameters of the standard system. 7 However, unlike the standard, where the same modulation scheme is employed across all the subcarriers, the proposed algorithms can use a different modulation scheme for each subcarrier. In addition, subcarriers can be turned off. Multicarrier systems operating at P T = 10 −3 and 10 −5 , employing the optimization algorithm of Fox [3] , 8 the algorithm of Leke and Cioffi [5] , 9 and the two proposed algorithms, were studied. 10 Furthermore, an exhaustive search algorithm to find the optimal bit allocation was also employed for the subcarriers over a portion of the band (to keep the complexity manageable). 6 SNR estimation is performed at the receiver while bit allocation is normally performed at the transmitter. Therefore, a feedback channel is employed to transmit quantized SNR values. 7 These parameters are: N = 52 subcarriers, an operating frequency of 5.15-5.25 GHz, a signal bandwidth of 16.6 MHz, and the possible modulation schemes are BPSK, QPSK, 16-QAM, and 64-QAM. 8 With the power allocation set to be uniform across all subcarriers, the algorithm starts with zero bits across all subcarriers as an initial allocation and allocates to subcarrier i for which ∆b i /∆P i is a maximum. The incremental allocation continues untilP > P T . 9 To obtain a constant uniform power allocation across all subcarriers, the expression for the noise-to-signal ratio (NSR) in [5] was modified to NSR = ( sc/Γ)+(1/Non)
Non n=1
(1/gn), where sc is the subcarrier power (a constant value across all subcarriers), Non is the number of subcarriers that are "on", and gn is the SNR of subchannel n. 10 We have not implemented any probability of error-based algorithms since the bit loading component of the probability of error-based algorithms is heavily dependent on adaptive power allocation. Furthermore, any bit allocations would have to be rounded to integer values, thus adversely affecting the performance. Fig. 1 . Throughput results for an eight-subcarrier system employing an exhaustive bit allocation algorithm (no marker, dotted line), the optimization algorithm of Fox [3] (triangular marker, solid line), the algorithm of Leke and Cioffi [5] (circular marker, solid line), the proposed incremental algorithm (asterisk marker, solid line), and the proposed peak BER algorithm (no marker, solid line) given a P T of 10 −3 . Note how close the results are for all but one of the algorithms.
The statistical indoor propagation modeling technique employing a Rayleigh fading statistic due to Saleh and Valenzuela [13] was used. We used a mean cluster arrival time of 100 µs, a mean ray arrival time of 1 µs, a cluster power-decay time constant of 20 µs, and a ray power-decay time constant of 6 µs. For each time-invariant channel realization, the algorithms were operated at 70 different average SNR values ranging from −11 to 59 dB. The trials were repeated for 10 000 different channel realizations and the results averaged.
VI. SIMULATION RESULTS
In Fig. 1 , the bit allocation algorithms are compared for the case of eight subcarriers and P T = 10 −3 . All the algorithms, except one, approach the optimal throughput results (determined using exhaustive search). The algorithm of Leke and Cioffi does not reach the same throughput as the other systems until high SNR values of 49 dB. Moreover, since Leke and Cioffi's algorithm does not check if the bit allocation exceeds P T , there is a possibility that P T may be violated. 11 Thus, those allocations were not included in the results since they would result in throughputs that are greater than the maximum possible throughput givenP ≤ P T .
When 52 subcarriers are employed for a P T = 10 −5 , as shown in Fig. 2 , the algorithms achieve nearly the same throughput. When noisy subcarrier SNR values on throughput performance are employed by the algorithms, the throughput of the system decreases as the variance increases, except for Leke and Cioffi's algorithm, which is already far from the optimal allocation. In Fig. 3 , quantized subcarrier SNR values are employed. An increase in the quantizer output levels results 11 At SNR values of 0, 5, and 10 dB, the number of violations of P T as a percentage of the total number of channel realizations was 8.23, 3.53, and 9.66% for eight subcarriers and P T = 10 −3 . For 52 subcarriers and P T = 10 −5 , given the same SNR values, these percentages are 54.95, 96.84, and 99.94%. Fig. 2 . Throughput results for a 52-subcarrier system employing the optimization algorithm of Fox [3] (triangular marker), the algorithm of Leke and Cioffi [5] (circular marker), the proposed incremental algorithm (asterisk marker), and the proposed peak BER algorithm (no marker) given a P T of 10 −5 and different amounts of Gaussian noise added to the known subcarrier SNR values. Results for the following cases were obtained: no noise added (solid line), σ 2 = 10 1 (dashed line), σ 2 = 10 2 (dash-dotted line), σ 2 = 10 3 (dotted line), and σ 2 = 10 4 (dash-dot-dotted line). Note that for Fox and the proposed incremental algorithm, only the "no noise" results are presented. in a decrease of granular error that corresponds to improved throughput performance.
Since most of the algorithms are close to the maximum achievable throughput given the maximum error constraint, the addition of Gaussian or quantization noise to the subcarrier SNR values can cause the system to either violate the constraint (whenγ i > γ i ) or decrease in throughput (whenγ i ≤ γ i ). Since we are working under the assumption thatP > P T is not acceptable, when the former occurs, we record the number of times this occurs (see Fig. 4 ). Moreover, these allocations are not considered in the throughput results. In practice, an error margin would be employed by the algorithm such that only a small fraction of cases would violateP ≤ P T at the cost of some throughput. A summary of mean and worst case computation times for a 52-subcarrier system with a P T of 10 −5 is shown in Table I for several SNR values. Furthermore, the cumulative density functions of the computation times at SNR values of 10 and 40 dB are shown in Fig. 5 . For a fair comparison, all algorithms were programmed in C and executed on the same workstation. It should be noted that although the algorithms may vary in execution time, all the worst case execution times are of the same order of magnitude. This is due to the fact that the worst case computational complexity of all the algorithms under study is of O(N 2 ). From these results, the two proposed algorithms achieved near-optimal performance while achieving low computational complexity. Although both perform similarly in terms of throughput and complexity at high SNR values, at low SNR values the proposed peak BER algorithm executes faster than the proposed incremental (both mean and worst cases).
VII. CONCLUSION
Two new bit allocation algorithms that have high system throughput while guaranteeing a mean BER below a given target value for multicarrier systems are presented. Results showed that both proposed bit allocation algorithms come close to the optimal solution while achieving a low computational complexity. A study of sensitivity to quantization and channel estimation errors has been carried out. When compared to the case of perfect SNR information, the results show that even with Fig. 5 . Cumulative density function of the computational time for a 52-subcarrier system employing the optimization algorithm of Fox [3] (dash-dotted line), the algorithm of Leke and Cioffi [5] (solid line), the proposed incremental algorithm (dotted line), and the proposed peak BER algorithm (dashed line) given a P T of 10 −5 at SNR values of 10 (without circles) and 40 dB (with circles). Note that perfectly known subcarrier SNR information was used by the algorithms. moderate quantization, the bit allocations are closer to optimal. Moreover, depending on how the output levels for the quantizer are positioned, as the number of output levels increases, the quantization error introduced to the SNR information quickly diminishes.
