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1. Introduction 
The Gaussian binomial coefficient [ 51 is defined (see [ 1, p. 2181) by 
n 4 
qn -lqn-Ll -- l qn+l-r_l 
= q-l q2-1 l . qr-1 ’ 
if O<rSn, 
r 1, if r = 0, 
0, ifr<Oorr>n, 
where q is a variable. From this definition, it is easy to deduce the following 
properties 
(i) Iii [r ]= (:), binomial coefficient. 
69 [;I = [/A* 
The purpose of this note is to establish an identity containing Gaussian 
binomial coefficients. From this result, we shall deduce a generalization of a 
combinatorial identity obtained in [2]. 
Throughout the paper, the function A(XI, X2, . . . , Xn) is defined by 
4X,,X,,.-,X,)=~ 
nl 
(k 1 1 ! l l l (k,)! 
(ST’. . .(y, 
1 
where the sum is overall nonnegative integral values of kl to k, such that 
kl+2k2+a**+nk,,=n. 
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2. Preliminary results 
First of all, we define the function [tin by 
[I t,= 
i 
t(t-lj(t-$-f)~=~(t-q~~~l), ifnal, 
G if n = 0, 
and let 
fJ = 3 Sq(n, r)[t],, 12 31, 
r=O 
(1) 
(2) 
From these notions, we have 
lim [t]* = t(t - 1) . l l (t - r + 1) = (t),, 
Q-+1 
the factorial function and 
,““: Sq(n, r) = S(n, r), + 
the Stirling numbers of the second kind. Now from (2), we obtain Sq(n, m) = 1 
and Sq(n, 0) = 0 for all It. Also Sq(n, r) = 0 for r > n and r < 0. Moreover, Sq(n, r) 
obeys the recurrence relation 
‘-1 
S,(n+l,r)=S,(n,r-1)+4-- 
q-1 
Sq(4 r). (3) 
Now we are in position to prove two results which are used in the next section. 
Lemma 1. Let k and n be any positive integers. Then 
S,(k + n, k + i) + 2 (-l,i-I( "f' 1') l l l (““i-‘l ‘)S,(k + n, k + i) 
i=2 
= S,(k + n - 1, k). 
Proof. Using (3), the left member of the above equation is equal to 
x S,(k + n - 1, k + i - 1) 
,a% aiu 
‘Vl(? ‘.r+ y)bs “? = [+p C+q 
l ,($x)...(,_,, 
OV +-a*+ 
(f=+)4,-x),x 
( 14 x 
uayi ‘Ov + l l l + ,_uxI-uv + ,x”v = (x)4 la? l JOOJd 
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and thus the coefficient of x in (4) is 
S,(k +j, k + 1) + f: (-1)+1(4;l; ‘) l l l (4y-l; l)sq(k +j, k + i), 
i=2 
- 
which is equal to S’(k+j- 1, k) by Lemma 1. q 
3. PrincipJ theorem 
Theorem 1. Let n, r by any positive integers. 
Then 
Let f be any polynomial of degree m. 
(;)f”+(O)A(T,. . . . F 1;)] 
1y+l(4" - l)..qq _ l)m-y+l fN+j+r-U(o) 
(4 -1) 
j=l (n+j+r_l)!s~(n+jal'n)y 
where T, = ;=I 
c ( 
q-l m 
- \ q’- 11 
, lsmsr, and in the case m-n-r<<, the empty 
sum is to be interpreted as meaning 0. 
Proof. Since f(x) is a polynomial of degree m, then we have 
= bmxm-n-r + l l l + bn+r + h(x) 
x’(x - 1) l l . (X-S)’ 
where the degree of h(x) is C n + r. But from the partial expansion 
(-l)“(q” - 1) 9 9 9 (q - l)h(x) 
xr(x - 1) l ..(x_!e) 
Cl + c2 
=- cr D* 
-T+~=~+-+- .’ 
x x xr x-l + l +(x ;-J 
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we can write, for 1 S i S n, 
Di= lim 1 (-l)“(q” - 1) l l l (q - l)h(X)(X -$$) x+(q’-l/q-l) xyx - 1) l l l (x_k2)...(x_&J I 
(-4 1 I2 qtw*yq - Q+2) i = 
( 1 d - 1 ‘-lqi(n-*) l q-1 
Then we have 
= (-l)“(q” - 1) l l ’ (4 - l)h(X) 
( 
2 Cj 
x~(x_l~... x 4”-l) j=lxi’ 
q-l, 
(6) 
However from (S), we have f Substituting this fact in (6) 
and using this new equation, Eq. (5), becomes, when x tends to 0, 
$1) 
i+l 
n 
i=l -1 r 
4 
i(n-1) 
( > 
4’ 
q-1 
= (-ly+l(q” - 1) l l . (q - l)b,+, 
To evaluate this limit we use the expansion 
(-v%!” - 1) l l l (4 - llf(x) 
x r++ - 1) . . . (x -5) 
= d,,,x m-n-r-l Al 
A 
+ .“+dn+,+l+-++=*++++(x), 
x x 
(7) 
(8) 
where R(x) denotes the sum of the fractions corresponding to (x - 1) l l 9 
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(X-S). It is easy to prove that Aj+l = Ci, for j = 1,2, . . . , r. Therefore 
from (8) we get 
Now from Leibniz’s rule, we obtain 
A (-l)“(q” - 1) l l l (q - 1) r 
1 
= 
r ! z (Jf “-“(o) .- 
)( ieo 
I ( 
(x _ q-1. . . @ -q-y}, 
q-1 c-9 
and using the derivative of composite functions [3], we have 
A (4 - ‘) 
1 = 
?-! 
{f”‘(O)+ i (:)f@-j)(O)A(T,, . . . , a,), 
j=l J 
(10) 
where T, is defined in the statement of the Theorem. To complete the proof, we 
note that b,+, is the coefficient of x in the expression 
f(x) 
x r-yx_~)...(x_~)’ 
which, from Lemma 2, is equal to 
m--n-r+1 
b n+r = 
f 
@+i+r-l)(O) 
j=l (n+j+r-l)!sq'*+j-l~n). c (11) 
Substituting (10) and (11) in (7), we get the result. Cl 
Now we shall obtain some consequences of this result. The first of them which 
is stated in [l, p. 2201 is 
ary 1. Let n be a positive integer. Then 
xi = (1 +x)(1 + qx) * l l (1 + q”-‘x). 
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proof. Let j, 1 ~j s n be a fixed integer, let f(x) =x(1 + (4 - l).@’ and let 
r = 1. Then from Theorem 1 we get 
or 
$Jj$i(iD1+$j)i=*, for j= 1,2,. . . , n. 
Then -1, -l/q,. . . , -l/q”-’ are the zeros of the equation zFEO [y]qf’(i-l)~i = 0, 
and thus we have the results. Cl 
The next results is a generalization of Theorem 1 of [2]. 
Corollary 2. Let n, r be any positive integers. Let f be any polynomial of degree 
m. Then 
n 
c 
(-l)‘fl( Y)f (i) 
’ r 
i=l 1 
= ; [f “‘(0) + 2 (‘)f “-“(O)A(T;, . . . , Tf)} 
i=l 1 
m--n--t+1 
+ (-ly+‘n! C f 
(n+i+r-l)(O) 
j=l (n+j+r-l)!S’n+j-l’n” 
where for lsmsr, T~=&l/j” and S(m, k) are Stirling numbers of the 
second kind. 
Proof. If we let 4 approach 1 in the equation of the Theorem 1, we get the 
result. El 
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