The problem of the centralized caching is studied in a two-layer network. The first layer of the network is constructed by a server and K1 helpers, and the second layer consists of K1 orthogonal sub-networks, each of which contains a helper and K2 users. The pioneer caching design in the two-layer network is to directly apply the Maddah-Ali & Niesen (MAU) centralized caching [1] into individual layers, such that single-layer multicast opportunities (SMO) are deployed. In this paper, a joint caching (JC) algorithm is developed by exploiting both the SMO and the correlations of caching contents across two layers, namely, cross-layer storage correlations (CSC). Furthermore, cross-layer multicast opportunities (CMO) can also be created by applying the MAU scheme between the server and users. In order to simultaneously obtain the caching gains from SMO, CSC, and CMO, a hybrid caching scheme is proposed and demonstrated to be order-optimal when the storage sizes at both helpers and users are limited. In other words, the achievable rate region lies within a constant multiplicative and additive gap of the informationtheoretic bounds. In particular, the multiplicative and additive factors can be carefully characterized to be 1 48 and 4, respectively.
I. INTRODUCTION
With the arise of various multimedia applications, e.g., YouTube and Netflix, video streaming demands have been explosively increasing in recent years. Huge amount of requests can easily cause traffic congestion for data service, thus leads to large delay to compromise user experience in the rush hour. To accommodate the enormous internet traffic, storage capacity of terminals can be utilized for content caching, which consists of placement and delivery phases in a proper sequence. In other words, if requested files are placed in the memories of terminals advanced to actual requests, these contents can be accessed locally. Otherwise, an extra delivery from a server to a terminal is necessary to complete the entire requested service. In this way, the average traffic from the server is reduced with the help of content caching.
Recently, Maddah-Ali and Niesen proposed novel caching schemes [1] , [2] to further leverage the storage capacity for traffic reduction from a file server. This is achieved by carefully designing placement and delivery phases, such that singlelayer multicast opportunities (SMO) between the server and users can be created even if users request distinct files. Centralized and decentralized caching schemes are presented in Lin [1] and [2] , respectively. The fundamental difference of these two caching schemes comes from the essential distinction in the placement phase. In [1] , contents are carefully selected in a deterministic fashion and then placed into distributed storages in a centralized manner, while in [2] contents are chosen randomly for placement. By adopting the transmission rate in the delivery phase to evaluate the caching algorithm performance, we observe that the former scheme leads to a smaller delivery rate. This can be understood as the coding gain from centralization. Therefore, a trade-off appears between the transmission rate and the cost of centralized-processing in the caching network.
In this paper, we consider a two-layer caching network in the centralized manner. The first layer of the network is constructed by a server and K 1 helpers, and the second layer consists of K 1 orthogonal sub-networks, each of which contains a helper and K 2 users. In particular, helpers are capable of both caching and transceiving data in this twolayer network. A straightforward approach of caching design in the two-layer network is to directly apply the Maddah-Ali & Niesen (MAU) scheme into individual layers, such that the SMO between the server (each helper) and the helper (the attached users) can be exploited. To obtain more caching gains, the MAU scheme is also applied between the server and users to create cross-layer multicast opportunities (CMO) in [3] . However, these approaches just ignore the correlations of the storages across two layers, namely, cross-layer storages correlations (CSC), and might not be optimal from the network information theory perspective [4] . Therefore, a caching scheme exploiting the CSC is expected to reduce transmission rates of both layers. The main contributions of our work can be summarized as follows:
1) We propose a joint caching (JC) scheme to exploit both SMO and CSC. Compared with the approach that directly applies the MAU scheme into individual layers, the proposed JC scheme is able to reduce the transmission rate in the first layer without compromising the rate in the second layer.
2) In order to simultaneously obtain the caching gains from SMO, CMO, and CSC, we propose a hybrid caching scheme and derive the achievable rates of both layers in closed form.
3) We study the limit of hybrid caching scheme when the storage sizes at both helpers and users are small or medium, and demonstrate its order-optimality. Specifically, the achievable rate region lies within a constant multiplicative and additive gap of the information-theoretic lower bound. In particular, we carefully quantify the constant multiplicative and additive factors as c 1 = 1 48 and c 2 = 4, respectively.
II. SYSTEM MODEL
We consider a two-layer caching network consisting of a server, K 1 helpers, and K 1 K 2 users. Specifically, the server is connected to K 1 helpers H i (i ∈ [1 : K 1 ]), each of which is connected to K 2 orthogonal users U i,j (j ∈ [1 : K 2 ]). In this network, the server hosts N files S = {f n : n ∈ [1 : N ]} each with size F bites. Each helper and each user are equipped with the storage capacity of M 1 and M 2 files (M 1 , M 2 ≤ N ), i.e., M 1 F and M 2 F bits, respectively.
We consider a two-phase caching protocol which consists of a placement phase and a delivery phase in proper sequence. In the placement phase, the server places contents into the memories of K 1 helpers by using K 1 placement functions
, and meanwhile feeds the caches of K 1 K 2 users by using
Sequentially, combing the received message Y S from the server, the placement functions P Hi and P Ui,j , and the requests set
Then, each user U i,j recovers the requested file f di,j from the received message Y Hi and the placement function P Ui,j .
We denote the normalized (by the file size) delivery rates of the server and each helper as
, respectively. Besides, we define an achievable tuple (M 1 , M 2 , R 1 , R 2 ) if the requests set D can be satisfied when the server and each helper transmit messages with rates R 1 and R 2 , respectively.
Definition 1: For normalized memory sizes M 1 , M 2 ≥ 0, the feasible rate region is defined as
III. MAIN RESULTS
In what follows, we present the main results including the JC caching scheme and the hybrid caching scheme.
A. JC Caching Scheme 1) Principle of the JC scheme :
In the considered twolayer caching network, if we directly apply the MAU scheme in individual layers, all the requested files will be recovered at helpers from the server delivery without considering the cached contents in users. Thus, the server delivery simply neglects the existence of user memories. To deal with this problem, we develop a JC scheme to consider the caches of both layers such that the unnecessary delivery data can be removed from the MAU scheme. Therefore, the delivery rate will be further reduced.
Let us briefly introduce the main idea of the proposed JC scheme as follows. In the placement phase, server places files according to the MAU method to each helper. Let S Hi (|S Hi | = M 1 F ) represent the partial content in the cache of H i afterwards. Clearly, S Hi ⊆ S. Then, the placement at users attached to a helper H i (i ∈ [1 : K 1 ]) are accomplished in the following steps. Denote the contents that are not cached in helper H i as SH i (|SH i | = (N − M 1 )F ), and hence S = S Hi ∪ SH i . After that, we introduce a parameter λ (λ ∈ [0, 1]) to control the the proportion of repeated contents cached in the helper and the attached users. Specifically, we split each user memory M 2 into two parts, the first λM 2 part referred as M memory with the MAU placement, respectively. In the delivery phase of the JC scheme, the requested contents which are cached in neither of users nor the helper H i , are first transmitted from the server to helper H i with the MAU delivery. Then, helper H i obtains all the requested contents that are not cached in users. After that, helper H i adopts the MAU delivery scheme to satisfy the attached users. In this way, each user obtains the requested file.
2) Achieved rates of the JC scheme: We provide the achievable rates of the JC scheme in Lemma 1 as follows, Lemma 1: In the considered two-layer caching network, we assume the normalized memory size at each helper as M 1 ∈ {0, N/K 1 , 2N/K 1 , · · · , N} and that at each user as M 2 ∈ {0, N/K 2 , 2N/K 2 , · · · , N}. Then, the delivery rates from the server and each helper of the JC scheme with λ = M 1 /N are
respectively. For general 0 ≤ M 1 ≤ N and 0 ≤ M 2 ≤ N , the lower convex envelop of the points in (R JC 1 , R JC 2 ) is achievable.
Proof: Detailed proof is provided in section IV. Remark 1 (Rates comparison): If we directly apply the MAU scheme into individual layers, it is straightforward to obtain the transmission rates from the server and each helper as R MAU
from the results in [1] . By comparing the transmission rates of two caching schemes, we have R JC
. This comparison indicates that the JC scheme is able to reduce the transmission rate in the first layer without compromising the rate in the second layer, compared with directly applying the MAU scheme into individual layers. Fig. 1 . The hybrid caching scheme with K 1 = 2 and K 2 = 2. For a given α and β, the system is split into two subsystems. We use the JC scheme for delivering the first parts of requested files over the first subsystem and use the MAU scheme between the server and users in the second subsystem for delivering the second parts of requested files.
B. Hybrid Caching Scheme
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1) Principle of the hybrid scheme :
We split each file into two parts with size αF (0 ≤ α ≤ 1) and (1 − α)F bits, respectively, and partition the memory of each user into two parts of size βM 2 (0 ≤ β ≤ 1)and (1 − β)M 2 , respectively. Then, the hybrid caching scheme divides the system into two subsystems as shown in Fig. 1 . Specifically, the first subsystem consists of a server hosting the first fraction α parts of each file, K 1 helpers with normalized memory size M 1 , and K 1 K 2 users each with the first βM 2 memory. The second subsystem consists of the server hosting the second fraction 1 − α parts of each file, K 1 helpers without caching ability, and K 1 K 2 users each with the second (1 − β)M 2 memory. In the first subsystem, to exploit both SMO and CSC, we adopt the JC scheme to place and deliver the first fraction α parts of each file. In the second subsystem, to exploit CMO, we directly apply the MAU scheme between the server and users to place and deliver the second fraction 1 − α parts of each file. Note that there is neither caching ability at helpers nor direct link between the server and users in the second subsystem. Thus, the server first transmits contents to helpers. Then, each helper only forwards the contents, which are relevant to the requested files of the attached users. In this way, we simultaneously exploit SMO, CSC, and CMO in the considered two-layer network, and obtain the achievable rates of the server and each helper by calculating the summation of the transmission rates of the server and each helper in two subsystems.
2) Achieved rate of the hybrid scheme: In the following, we first give the achievable rates of the hybrid caching scheme and then provide the performance limit.
Lemma 2: In the considered two-layer caching network, we assume the normalized memory size at each helper as M 1 and that at each user as M 2 . Then, the transmission rates from the server and each helper with the hybrid caching scheme can be achieved as in (3) and (4), respectively.
Proof: R H 1 (α, β) and R H 2 (α, β) can be obtained by applying the JC scheme and the MAU scheme between the server and users in a memory-sharing manner with factor α and β. The proof will be omitted for space limitation.
Definition 2: For memory size M 1 , M 2 ≥ 0, define
as the achievable rate region of the hybrid caching scheme, where R 2 + denotes the positive quadrant and the addition corresponds to the Minkowski sum between sets.
Theorem 1: In the considered two-layer caching network, the achievable rate region R H (M 1 , M 2 ) of the optimal centralized caching scheme for M 1 , M 2 ≤ N/2 can be bounded as follows:
is the feasible rate region in Definition 1 and can be obtained based on the cut-set bound argument [3] . Sketches of the proof: Since the detailed proof is similar to the proof in [5] and quite complicated, we provide the sketches of the proof here. In general, the proof consists of three steps. Firstly, let R lb 1 (M 1 , M 2 ) and R lb 2 (M 1 , M 2 ) represent the information-theoretic lower bounds of the transmission rates R 1 and R 2 , respectively. Then, both R lb 1 (M 1 , M 2 ) and R lb 2 (M 1 , M 2 ) can be obtained by cut-set theorem (Eqn. (25) and Eqn. (26) in [3] ). Secondly, we carefully choose (α * , β * ) and obtain the upper bounds R ub
In particular, we divide the feasible region of (M 1 , M 2 ) into Region I and Region II. Region I denotes small memory aggregation when the total memory in a sub-network is smaller than the file number, i.e., M 1 + K 2 M 2 < N, and Region II denotes large memory aggregation, i.e., M 1 + K 2 M 2 ≥ N . Then, we design different (α * , β * ) and upper bound the achievable rates of the server and each helper in both regions, respectively. Thirdly, we prove that R lb
can be satisfied in both Region I and Region II simultaneously.
Remark 2 (Performance comparison with [3] ): Similar to the definition in (5), we define R D (M 1 , M 2 ) as the achievable rate region for the decentralized two-layer caching network in [3] . Then, R D (M 1 , M 2 ) can be bounded as follows:
By comparing the multiplicative and additive factors in (6) and (7), the gap of achievable rates and the lower bounds has been decreased with the hybrid caching scheme. The improvement reason of the multiplicative and additive factors is three-fold. The first one is the gain from centralization. The second one is the gain of exploiting the CSC. The third one is the optimization of the proof approach compared with that in [3] .
IV. JC SCHEME IN TWO-LAYER NETWORKS
In this section, we provide the detailed proof of Lemma 1. The JC placement and JC delivery are presented sequentially.
B. JC Delivery
From the placement scheme in the previous subsection, we can divide each file in {f di,j ,T1 :
wherefH i,Ui,j di,j ,T1 denotes the requested contents by user U i,j that are not cached in helper H i but cached in user U i,j , and fH i ,Ūi,j di,j ,T1 denotes the requested contents by user U i,j that are cached in neither user U i,j nor helper H i . Then, from subplacement B, we have
1) JC delivery from the server to helpers: As shown in Fig.  2-(b) , in this delivery, helper H i expects to obtainfH i,Ūi,j di,j ,T1 . Based on MAU, the server needs to transmit {⊕ i∈S1fd i,j ,S1\i :
}, such that each helper can recover the requested files of the attached users. We can carefully select these broadcast data and filter out unnecessary content for reducing delivery rate further. It is observed thatf di,j ,S1\i ∈ {f di,j ,T1 :
S1\i can be divided into two parts, i.e.,f di,j ,S1\i = {fH i,Ui,j di,j ,S1\i ,fH i,Ūi,j di,j ,S1\i } with fH i ,Ui,j di,j ,S1\i =
from (8) and (9). Becausê fH i ,Ui,j di,j ,S1\i has been cached in user U i,j , the helper H i does not need to recoverfH i ,Ui,j di,j ,S1\i from the server delivery. Therefore, the server only needs to transmit {⊕ i∈S1fH i ,Ūi,j di,j ,S1\i : S 1 ⊆ [1 : 
.
can be obtained as shown in (1).
2) JC delivery from helper H i to the attached users:
The delivery scheme from helper H i to the attached users consists of two sub-deliveries, i.e., sub-delivery A and sub-delivery B as shown in Fig. 2-( 
• Sub-delivery B: From the result in [1] , helper H i needs to transmit {⊕ j∈S3fd i,j ,S3\j,T1 :
, |S 3 | = t 3 + 1} has been cached in neither helper H i nor user U i,j in the placement phase, it must be in {fH i ,Ūi,j di,j ,T1 : T 1 ⊆ [1 : K 1 ], |T 1 | = t 1 , j ∈ [1 : K 2 ]} and has been recovered at helper H i . Then, helper H i has all the contents in {⊕ j∈S3fd i,j ,S3\j,T1 : T 1 ⊆ [1 :
, |S 3 | = t 3 + 1} and each user U i,j (j ∈ [1 : K 2 ]) can recover fH i di,j . Thus, the transmission rate in sub-delivery B is
The actual transmission rate of each helper is the summation of R A 2 (M 2 ) in sub-delivery A and R B 2 (M 2 ) in sub-delivery B, i.e., R JC 2 (M 2 ) = R A 2 + R B 2 as shown in (2) . The proof of Lemma 1 is completed here.
V. CONCLUSION
We studied the centralized caching in a two-layer network. Instead of directly applying the MAU centralized caching [1] into individual layers and leveraging SMO, we developed a joint caching algorithm by exploiting both SMO and SC. To obtain more caching gains, we also applied the MAU scheme between the server and users to create CMO. In order to simultaneously obtain the caching gains from SMO, CSC, and CMO, we proposed a hybrid caching scheme and derive the achievable rates in closed form. Furthermore, we demonstrated the order-optimality of the hybrid caching scheme when storage sizes at both helpers and users are small or medium. In other words, the achievable rate region lies within a constant multiplicative and additive gap of the informationtheoretic bounds. In particular, we carefully characterize the multiplicative and additive factors as 1 48 and 4, respectively.
