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ABSTRACT
Calibrating models of queuing processes typically requires the collection of data on the arrival 
and departure of individual vehicles.  In this paper an alternative procedure is described which 
uses Bayesian Monte Carlo methods to update prior estimates of model parameters using 
observations of changes in queue length over time.  Substantial reductions in parameter 
uncertainty can be achieved by this calibration procedure.  The procedure is most effective at 
reducing uncertainty in arrival rates when service rates are already well characterized.  A number 
of transportation systems, including toll plazas and inspections stations at ports-of-entry, have 
well-characterized service capacities, indicating that this method may be appropriate for use with 
these systems.  In general, posterior uncertainties for arrival rates and service rates are higher 
than for conventional calibration procedures.  This procedure is likely to be useful in cases, such 
as international ports-of-entry, where security and access concerns render the collection of data 
on individual vehicles infeasible, but abundant information is available on queue lengths.
INTRODUCTION
A variety of important transportation systems have elements that can be described as queuing 
systems (1), including toll plazas (2-3), international ports-of-entry (4-5) and freeway on-ramp 
traffic signals (6-9).  Modeling the performance of these systems requires calibrating parameters
for the arrival rates (trip demand), queue length, and service rates (departure rates).  These 
quantities are related as queue length is the resultant of arrival rate and service rate (although 
feedback relationships may complicate this).  Knowledge of any two of these variables allows 
determination of the third.  
For calibrating models of queuing systems, transportation researchers have relied on a 
variety of data collection techniques to record the arrival and departure of individual vehicles, 
including traffic detectors, video recording, manual observations, etc.  This information can be 
used to inform estimates of arrival rates and service rates, and the calibrated model will then 
predict queue length.  Unfortunately, collecting this information will generally require 
specialized monitoring equipment and a dedicated data collection effort.  Using this approach to 
calibrate a performance model of a toll plaza would involve collecting information on all arrivals 
and departures at all lanes, a cumbersome and time-consuming task.  Obtaining performance data 
for inspections stations at international ports-of-entry is even more problematic.  The data 
requirements are roughly the same as for a toll plaza, but conducting the monitoring is more
problematic.  In the aftermath of the September 11 terrorist attacks, security concerns generally 
prevent the Department of Homeland Security from sharing archived data or allowing access to 
ports-of-entry for the collection of such data (L. Garcia, personal communication 2004).
However, in many transportation systems, estimates of queue lengths may be obtained 
more easily, and may even be available as part of routine monitoring.  For ports-of-entry, waiting 
time information is publicized in order to inform prospective border crossers of the current wait 
times.  Wait times are commonly reported on local radio stations and on websites (such as 10).  
Photographs that allow the determination of queue length are also posted online (11). For other 
systems, routine video monitoring for security surveillance may provide a record of queue 
lengths over time.  Even if archival data is not available, recording data on queue length is 
expected to require less effort than documenting the arrival and departure of individual vehicles, 
since a single photograph can capture queue length information for multiple lanes.
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It would, therefore, be desirable to calibrate a model based on observations of queue 
length over time.  Unfortunately, queue length alone is not sufficient to calibrate a model, 
because a given queue length can be produced by an infinite number of combinations of arrival 
rates and services rates.  Nevertheless, if some prior estimates of arrival rates and service rates 
are available, then queue length changes can be used to inform judgments as to the relative 
plausibility of different prior estimates.  For example, if queue length is observed to grow during 
an observation period, estimates in which the arrival rate exceeds the service rate would appear 
more plausible and estimates with a lower arrival rate than service rate would appear less 
plausible. In many cases such prior estimates of arrival rates and service rates will be available 
from literature studies of similar transportation systems.  
In this paper, an approach is developed to calibrate parameters for transportation system 
queuing models that uses a combination of informed prior estimates of arrival and service rates 
and observations of changes in queue length of time.  The performance of this calibration 
strategy is evaluated under a range of different scenarios using simulation methods and 
compared to more conventional approaches.
BAYESIAN MONTE CARLO
Bayesian Monte Carlo analysis is a model calibration technique developed in the field of risk 
assessment (12).  The approach uses a Bayesian statistical framework to update prior estimates 
of model parameters by comparing predicted values with observed values.  Bayesian statistics is 
generally associated with a subjectivist approach to probability.  Model parameters are viewed as 
random variables with probability distributions describing the uncertainty in the true values of 
the parameters (by describing the probability that the true value is in a given range).  Parameters 
are assigned prior probability distributions, which may be either diffuse (information-less) or 
informed.  The prior distributions are then updated based on additional information from 
observed values (data).  The updated distribution is referred to as a posterior distribution.  The 
updated values reflect a combination of both the prior knowledge and the information gained 
from the observations.  Bayes’ rule is the mathematical formula used to carry out this updating:
Prob [ | x] = Prob [x | ] Prob [] /  Prob [x | ] Prob [] d (1)
where x indicates the observed data and  the model parameters (bold is used to indicate that 
both are typically vectors).  Prob [] is the prior probability of the model parameters.  Prob [x| ] 
is the probability of the data, given a value of the parameters and is known as the likelihood 
function.  Prob [| x] is the updated probability of the model parameters, once the data, x, has 
been observed and (as described above) is known as the posterior probability of the parameters.
The Bayesian Monte Carlo approach begins with a Monte Carlo simulation based on 
prior knowledge that is generally highly uncertain.  The model outputs from the Monte Carlo 
simulation are then compared to actual observations of the model outputs and updated 
distributions of both the model inputs and outputs developed using Bayes’ rule.  The strategy 
proposed here is to develop prior distributions for arrival and service rates based on literature 
information, and then use Bayesian Monte Carlo methods to update these estimates given 
observations of queue length.  The mathematical details of this procedure are given in the 
following section.  
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SIMULATION METHODOLOGY
For this case a simple queuing model was used in which both arrivals and departures are Poisson 
distributed (an M/M/1 system).  The model is specified by two parameters, the mean number of 
arrivals, A, and the mean number of departures, D for a time interval of a specified length. A 
lognormal distribution is used to represent prior uncertainty in the true values of the mean 
number of arrivals, as this constrains the arrival rate to be non-negative for all choices of 
parameter values:
ln A ~ N (µA, A2) (2)
where µA is the log-mean (or median) of the distribution for the number of arrivals and A is the 
log-standard deviation of the number of arrivals.  Uncertainty in the departures is modeled in an 
analogous fashion.    
Changes in queue length over the time interval, denoted by Q, are determined by the 
difference in arrivals and departures:
Q = A – D (3)
Once A and D have been specified, the mean (or expectation) and variance of Q can be 
readily determined using the properties of the expectation and variance operators without the 
need for simulation methods:
E[Q] = A - D (4)
Var [Q] = Var [A] + Var [D] (5)
given that A and D are independent.
Monte Carlo simulation methods are used to sample the prior distributions of A and D
and calculate the corresponding values of E[Q].  The model results presented here are based on 
1000 realizations (1000 samples of A and D and corresponding computations of E[Q]).  A 
second set of 1000 realizations was generated and found to give similar results indicating that 
sample variability had little influence on the results reported here.
In accordance with the Bayesian Monte Carlo framework, the simulated values of A, D, 
and E[Q] are treated as a discrete prior distribution for these parameters with each set having 
prior probability of 1/N where N is the number of Monte Carlo samples taken.  
INCORPORATION OF DATA
The goal of Bayesian Monte Carlo analysis is to update the results of a Monte Carlo simulation 
based on prior distributions, using actual observations of predicted variables.  In this case, it was 
assumed that 1000 observations of changes in queue length over a fixed time interval are 
available.  As the goal of this study was simply to test the effectiveness of the approach under a 
range of known conditions, synthetic observations were generated using Microsoft Excel’s 
random number generator.  The true A was fixed at 95 and the true D at 70.  Thus, the true 
E[Q] was 25.  However, to simulate the situation in which the true parameters of the 
observations are unknown, an estimate of E[Q], denoted by Qave, was obtained by averaging 
the 1000 queue length changes.  The standard error of this estimate was in turn estimated by the 
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s/n where s is the sample standard deviation and n is the number of queue length changes 
observed.
Information from this sample was then used to calculate updated, or posterior,
probabilities for each of the 1000 sets of parameters obtained from the Monte Carlo samples 
from the prior distributions.  As shown in Equation 1, in order to calculate these posterior 
probabilities, one needs both the prior probability (simply 0.001 for all parameters sets here) and 
the likelihood, Prob [x | ], which is the joint probability of observing the data, Qave, given 
particular parameter values. The distribution describing the probability of obtaining a particular
Qave value, given sampled values of A and D, can be assumed to be roughly normal (given the 
sample size, the central limit theorem can be applied) with mean A - D and a standard deviation 
equal to s/n, the standard error of the estimate (12).  [While the error due to sampling variability 
could in this case be calculated analytically as {(A+D)/n}0.5, in general the error term should 
include all sources of measurement error, not just sampling variability.  The authors feel it is best 
practice to estimate the error term from the data as this should include random variation 
introduced from the measurement process.]
The only term remaining to be calculated in Equation 1 is the denominator.  This is 
shown as an integral but in this case the distribution of , the model parameters, is a discrete 
distribution and the integral can be replaced by a sum:
i Prob [x | i] Prob [i] (6)
where i indexes the different discrete samples of model parameters.  Equation 1 can now be 
simplified and made specific to this application by substituting the appropriate likelihood 
functions and canceling out Prob [i] which has a constant value of 0.001:
Prob [A, D, E[Q] | Qave] = f(Qave|µ= A- D, =s/n ) / i f(Qave|µ= Ai-Di, =s/n ) (7)
where f(Qave) is the probability density function for a normal distribution.  The result of this 
procedure is to develop a discrete posterior distribution for the model parameters.  Moments and 
other quantities can be determined using standard procedures for discrete distributions.  For 
example, the posterior mean and variance of A can be found by:
E [A| Qave] = i Prob [Ai ] Aj (8)
Var [A| Qave] = i Prob [Ai] (Ai - E [A| Qave ])2 (9)
Where Prob [Ai ] is simply the posterior probability of each value of Ai as calculated by 
Equation 7.
PERFORMANCE OF ESTIMATION METHOD
This method allows for both forward updating (reducing the uncertainty of outputs of the Monte 
Carlo simulation, in this case E[Q]) and backward updating (reducing the uncertainty in inputs 
of the Monte Carlo simulation, in this case A and D).  Thus the procedure updates estimates not 
only of changes in queue length, which are directly observed, but also of arrivals and departures, 
which are not directly observed. Table 1 summarizes the results of one simulation of the 
updating procedure.  In all cases, the prior means are close to the true means.  While the 
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posterior means differ somewhat from the true mean values due to sample variability, they are in 
all cases within one posterior standard deviation of the true value.  The most notable differences 
are between the prior and posterior standard deviations.  In all cases the posterior standard 
deviation is lower than the prior, reflecting the additional information gained by observing the 
data.  The reduction in uncertainty of the parameters is substantial for A and D, as the posterior 
standard deviations are 60% and 45% lower, respectively.  For E[Q] the difference between 
prior and posterior standard deviations is dramatic (21 compared to 0.42).  As differences in 
queue length are directly observed, much more information is gained through the updating 
process for this parameter.  These results show that this calibration method has the potential to 
substantially reduce uncertainty for all model parameters.  However, direct observation of 
arrivals and departures would produce dramatically lower uncertainties.  For example, observing 
1000 time intervals with Poisson distributed arrivals with a mean and variance of 95 (that is, the 
true distribution of A) would produce a standard error of 0.3, far lower than the posterior 
standard deviation of 6.7 that was obtained here for A.
The results in Table 1 are specific to a given set of input parameters.  In order to 
generalize these results, a range of different scenarios were explored and the performance of the 
Bayesian Monte Carlo method characterized for each scenario.  Based on trends observed in 
these scenarios, qualitative conclusions about the performance of the method under different 
circumstances are developed.  The first step in the procedure is to consider the possible attributes 
of different scenarios under which one might apply the Bayesian Monte Carlo procedure.  In 
very general terms, each of these scenarios has three attributes:
The amount of information contained in the prior distributions.  In cases where A and D
are believed to be well known, their prior distributions will have small variances, and will be 
tightly concentrated around the best estimates.  Conversely, in cases of great uncertainty, the 
prior distributions will be diffuse, with large variances.  Prior distributions with smaller 
variances have more influence on the posterior estimates.  Figures 1 shows the prior and 
posterior distributions for A when the prior distribution is fairly diffuse (prior standard deviation 
of 37).  Figure 2 shows the prior and posterior distributions using the same set of observations 
but a more informative prior distribution (standard deviation of 4.6).  In both cases the posterior 
distribution has lower variance than the respective prior, but the posterior is much more tightly 
concentrated (indicating less uncertainty) in the case where the prior is more informative.
The degree of bias in the prior distributions. Prior information may be accurate or inaccurate.  
In this paper “bias” is used to refer to a difference between the central tendency of the prior 
distribution and the true central tendency of the distribution that produces the observed data.  The 
updating process should partially correct for biases that may be present in the prior.  Figure 3 
shows a case where the prior has a median of 110 and the true median is 95 (as in Figure 1, the 
prior standard deviation is 37).  In this case the posterior distribution has a median of 96, 
indicating that the upward bias in the prior has been mostly, but not completely, eliminated.
The amount of information in the data. The larger the sample size, the more information is 
contained in the data. Consequently, a larger sample size will result in the posterior distribution 
being influenced less by the prior and more by the data.  In the limiting case, as the sample size 
becomes very large, the influence of the prior will become negligible.
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PERFORMANCE UNDER ALTERNATIVE SCENARIOS
In order to gain insight into the conditions under which this calibration strategy would be most 
successful, 25 different scenarios were considered.  These scenarios represent combinations of 
five different levels of prior uncertainty and five different levels of bias in the prior distributions.  
The third attribute described above, the amount of data, was not varied in these scenarios but was 
kept constant at 1000 observations of changes in queue length in order to reduce the number of 
scenarios to a manageable number.  This is also in keeping with the assumption that this method 
will generally be used when observations of queue length changes are easily obtained so that a 
large sample size is available.  The true values of A and D were also maintained at 95 and 70.  
Table 2 summarizes the five levels of uncertainty, and Table 3 summarizes the five levels of bias.
Uncertainties are presented as log-standard deviations for mathematical clarity.  To provide some 
intuitive insight into the level of uncertainty, one can note that the high uncertainty value 
corresponds roughly to an uncertainty factor of 2 (95% probability that a given value will be 
between ½ and 2 times the nominal value), the medium scenario corresponds to an uncertainty 
factor of 1.4, and the low uncertainty scenario corresponds to an uncertainty factor 1.1.
The effectiveness of the calibration approach can be measured by the fractional reduction 
in uncertainty between the prior and posterior distribution of the model parameters.  These 
values are shown in Tables 4, 5, and 6 for A, D, E[Q], respectively. A number of general 
trends can be noted that may help establish reasonable guidelines for the circumstances under 
which this method should be used, and the performance that should be expected from it.  
Reductions in uncertainty are greater for E[Q] than for the other parameters.  As discussed 
above, this is to be expected as changes in queue length are observed directly, while arrivals and 
departures are not.  Uncertainty reductions for the other parameters vary greatly depending on 
the exact scenario.  In cases where uncertainty in arrival and departures is similar, the uncertainty 
reductions tend to fall into the range of 20-75%.  This is broad range, but still one may conclude 
that this calibration method may noticeably reduce uncertainty under a range of different 
scenarios.
Uncertainty reductions are greatest in cases where initial uncertainty is high.  For 
example, if no bias is present and prior uncertainty is high, then the calibration procedure 
reduces uncertainty in A by 56%.  If prior uncertainty is low, then only a 45% reduction in 
uncertainty is achieved.  An interesting effect is observed when uncertainty levels differ between 
the two parameters.  Little improvement is seen in the estimate of the parameter which is 
relatively well characterized, while a large reduction in uncertainty is achieved for the parameter 
with high uncertainty.  In Tables 4 and 5, the two right columns show the results for unequal 
levels of uncertainty.  When A has low uncertainty and D has high uncertainty, the calibration 
process reduces uncertainty in A by only 2-17% but by 82-89% for D.
Several results merit discussion as apparent anomalies.  In two cases there is a negative 
reduction in uncertainty in D. Updating does typically reduce uncertainty, but there is no 
inherent requirement that the variance of the posterior be smaller than the variance of the prior.
In both cases prior uncertainty in D is low and the prior is biased.  The apparent increase in 
uncertainty in these cases is really an indication that the prior was not appropriately chosen.  
Thus something has in fact been learned through the updating process, and the posterior 
distribution can still be considered a more accurate representation of parameter uncertainty than
the prior, despite the fact that the posterior actually has a higher variance.
In the scenario of high uncertainty in A, low uncertainty in D, and high bias in both 
parameters, the posterior uncertainty of D increases by 20%.  The combination of 
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overconfidence coupled with the bias, means that the posterior distribution must be re-centered 
(moved away from the prior mean towards the mean of the data), and in the process it is rendered 
more diffuse.  The prior is clearly inappropriate as the true value of D is 70, more than 5 
standard deviations from the prior value of 95.  The initial variance of the prior was too small, 
given the amount of bias present.  When the variance of the prior is underestimated, then one is 
overconfident in the prior information, a common problem in making subjective probability 
judgments (13).  
Another apparently anomalous result is the 100% reduction in uncertainty in the case of
low uncertainty, arrival biased high, and departure biased low (indicated by the asterisk).  In this 
particular case 999 of the 1000 prior samples had negligible likelihood.  Thus the entire posterior 
distribution is reduced to a single discrete value which has zero variance (interpreted as zero 
uncertainty). This result is an artifact of the discrete nature of the Bayesian Monte Carlo process 
and the finite sample size employed.  The result is shown here to illustrate the conditions under 
which such anomalies may occur.  In this case, the anomaly is primarily the result of mis-
specification of the prior distributions.  The bias of both prior distributions is such that very low 
probability is put on the true parameter values.  The true value of each parameter is more than 
two standard deviations away from its respective prior mean.  It is very unlikely that any of the 
parameters in the sample from the prior distribution will correspond to likely values once the 
data is observed.  Under ordinary circumstances, 1000 samples will characterize both the prior 
and posterior distribution relatively well, but in this case a much larger sample size would be 
needed to yield enough samples with non-negligible likelihood.  
DISCUSSION
The results presented here suggest that Bayesian Monte Carlo methods may allow information 
on queue length over time, coupled with informed prior estimates of arrival rates and service 
rates, to be used to calibrate models of queuing processes.  Substantial reductions in prior 
uncertainty of the arrival and service rates may be achieved, but posterior uncertainties are 
generally much higher than for calibration by direct observation of arrivals and departures.  
Posterior uncertainties in queue length changes are small, because direct observations of this 
parameter are used in the calibration procedure.  The use of this calibration procedure may be 
justified under a variety of conditions.  In some cases, it may be fluctuations in queue length that 
are of primary interest, such as when the primary use of the model is to forecast delays caused by 
the queue.  In other cases it may be impractical or prohibitively expensive to collect data on 
arrivals and departures, such as with some ports-of-entry where security and access issues 
prohibit direct observation of individual arrivals and departures. 
This method offers the greatest reduction in uncertainty of a given parameter when the 
other parameter is well characterized.  Fortunately, this may be the case in many transportation 
systems.  Both toll plazas and border inspections stations have inherent capacities that are fairly 
well characterized in the literature (14-15).  Thus the prior distribution for D would have a fairly 
low variance, which would permit a more accurate estimate of A to be obtained. Similarly 
many systems have a relatively constant and well-characterized service capacity but are subject 
to large variations in demand over time.  This calibration procedure may provide a convenient 
way to estimate the many arrival-rate parameters needed to calibrate time-varying demand 
functions for these systems.
Further evaluation of the method is clearly needed.  In particular this study did not 
consider the effects of sample size, which is clearly an important variable.  It is expected that this 
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method will only yield good results when fairly large amounts of data on changes in queue 
length are available from routine monitoring records, but efforts to find the lower bound on the 
data requirements of this procedure would be of interest.  Perhaps the highest priority for further 
research is to apply this method to a transportation dataset as a case study.  Efforts are currently 
underway to pilot test this method for queuing processes at the international ports-of-entry in the 
El Paso area.
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TABLE 1.  Inputs and results of a simulation showing the performance of the Bayesian Monte 
Carlo procedure.  A simulated dataset of 1000 changes in queue length was used.  True values 
refer to the values of the parameter used to generate the simulated data.  
Parameters
A D E[Q]
True value 95 70 25
Prior mean 96 71 25
Posterior mean 91 66 25
Prior standard 
deviation
17 12 21
Posterior standard 
deviation
6.7 6.7 0.42
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TABLE 2.  Levels of uncertainty considered in scenarios.  
Description
Prior Log-Standard 
Deviation of A
Prior Log-Standard 
Deviation of D
High uncertainty (factor of 2) 0.35 0.35
Medium uncertainty (factor of 1.4) 0.17 0.17
Low Uncertainty (factor of 1.1) 0.05 0.05
High arrival uncertainty (factor of 2) 
Low departure uncertainty (factor of 1.1) 0.35 0.05
Low arrival uncertainty (factor of 1.1)
High departure uncertainty (factor of 2) 0.05 0.35
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TABLE 3.  Levels of bias considered in scenarios.  In all cases the data for updating was 
generated using a true mean of 95 for A and a true mean of 70 for D.
Scenario Name Prior Mean of A Prior Mean of D
No bias 95 70
Arrival and departure biased low 80 55
Arrival and departure biased high 110 95
Arrival biased high
Departure unbiased 110 70
Arrival biased low
Departure biased high 85 85
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TABLE 4.  Fractional reduction in prior uncertainty in A.
High 
uncertainty 
Medium 
uncertainty 
Low 
uncertainty 
High arrival,
low departure 
uncertainty 
Low arrival, 
high departure 
uncertainty
No bias
0.56 0.54 0.45 0.94 0.13
Arrival and 
departure biased 
low
0.59 0.48 0.46 0.94 0.02
Arrival and 
departure biased 
high
0.47 0.29 0.25 0.87 0.12
Arrival biased 
high
Departure 
unbiased
0.75 0.52 0.42 0.94 0.17
Arrival biased low
Departure biased 
high
0.48 0.41 1.0* 0.84 0.16
*Result is an anomaly created by the finite sample size of the Bayesian Monte Carlo procedure
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TABLE 5. Fractional reduction in prior uncertainty in D.
High 
uncertainty 
Medium 
uncertainty 
Low 
uncertainty 
High arrival,
low departure 
uncertainty 
Low arrival, 
high departure 
uncertainty
No bias 0.40 0.38 0.26 0.32 0.85
Arrival and 
departure biased 
low 0.41 0.24 0.22 0.23 0.82
Arrival and 
departure biased 
high 0.39 0.19 0.13 -0.20 0.87
Arrival biased high
Departure unbiased 0.60 0.25 0.12 0.22 0.84
Arrival biased low
Departure biased 
high 0.48 0.41 1* -0.28 0.89
*Result is an anomaly created by the finite sample size of the Bayesian Monte Carlo procedure
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TABLE 6. Fractional reduction in prior uncertainty in E[Q] 
 
High 
uncertainty 
Medium 
uncertainty 
Low 
uncertainty 
High arrival,
low departure 
uncertainty 
Low arrival, 
high departure 
uncertainty
No bias 0.99 0.98 0.93 0.99 0.98
Arrival and 
departure biased 
low 0.99 0.98 0.91 0.99 0.98
Arrival and 
departure biased 
high 0.99 0.98 0.94 0.99 0.99
Arrival biased high
Departure unbiased 0.99 0.98 0.93 0.99 0.98
Arrival biased low
Departure biased 
high 0.99 0.98 1* 0.99 0.98
*Result is an anomaly created by the finite sample size of the Bayesian Monte Carlo procedure
Gurian, Castro, and Chiu 17
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
50 70 90 110 130 150 170 190
arrivals
cu
m
u
la
tiv
e 
pr
o
ba
bi
lit
y
Prior distribution Posterior distribution
FIGURE 1.  Prior and posterior distributions for A.  Prior uncertainty is high (prior standard 
deviation = 37), and prior is unbiased.
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FIGURE 2.  Prior and posterior distributions for A.  Prior uncertainty is low (standard deviation 
= 4.6), and prior is unbiased.
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FIGURE 3.  Prior and posterior distributions for A.  Prior uncertainty high (standard deviation 
= 37), and prior is biased high (prior median is 110, true median is 95).  
