Recognition of specular objects is particularly difficult because their appearance is much more sensitive to lighting changes than that of Lambertian objects. We consider an approach in which we use a 3D model to deduce the lighting that best matches the model to the image. In this case, an important constraint is that incident lighting should be non-negative everywhere. In this paper, we propose a new method to enforce this constraint and explore its usefulness in specular object recognition, using the spherical harmonic representation of lighting. The method follows from a novel extension of Szego's eigenvalue distribution theorem to spherical harmonics, and uses semidefinite programming to perform a constrained optimization. The new method is faster as well as more accurate than previous methods. Experiments on both synthetic and real data indicate that the constraint can improve recognition of specular objects by better separating the correct and incorrect models.
Introduction
The appearance of an object varies significantly with a change in incident lighting. Model based recognition approaches simulate this change to reduce sensitivity to lighting variations. This approach has been successful for objects with diffuse or Lambertian reflectances. However, recognizing shiny or specular objects is still difficult because their appearance changes dramatically with even a minor change in lighting. We will explain why it is important to enforce a non-negative lighting constraint when solving this problem for specular objects. We will then describe a new exact and fast method to enforce it.
Model based object recognition is performed by comparing the image to an object model. A model includes a structural description (eg: regularly sampled surface normals) and an optical description (surface albedo, BRDF, etc. . . ). The comparison is an optimization over all possible lighting conditions and produces an image from the model that is as close as possible to the query image. The object whose model produces the closest image is the most likely one to have produced the query image.
Since lighting intensity is a function of direction, and reflected light is a function of the surface normal, both can be represented as functions on the surface of a sphere. Spherical harmonics provide a basis for these functions that is analogous to a Fourier series expansion for 1D functions (eg., [1] ). With this representation, the set of images that an object can produce lie in a linear subspace, with a dimension that depends on the number of harmonics we use. [1] show that only nine harmonics are needed to recognize convex Lambertian objects, because Lambertian reflectance acts as a low-pass filter. However, specular objects reflect higher frequency light (Thornber and Jacobs [16] ), so modeling their appearance requires many more harmonics.
Lighting is everywhere non-negative. With this constraint, a model's images form a convex subset of a linear subspace, making the matching problem more complex. When we use a low-dimensional subspace to represent Lambertian objects, ignoring the non-negative lighting constraint is not too serious. However, as the number of harmonics we use grows, the difference between the images produced by non-negative lighting and linear lighting models grows exponentially.
For example, suppose we try to incorrectly match a uniform albedo sphere to an image of a sphere that has a black dot on it. With low frequency harmonics, which suffice for Lambertian objects, we can never approximate this black dot; it has too many high frequencies. With a high-dimensional representation of light, which we need for specular objects, low frequency lighting can produce smooth shading on a sphere, and high frequencies can create a negative specular highlight that darkens the image in a small spot. To prevent this we must ensure that our optimization does not allow negative light (see Figure 1) .
To enforce non-negative light we want a constraint on the first few spherical harmonic coefficients of light that will ensure that it is non-negative everywhere. The lower order coefficients need not correspond to a non-negative function, Figure 1 . Two different albedo models (both 4% mirror and 96% Lambertian) and images generated from them while trying to best match the query image (lower left). If negative light is allowed, we can get the query image from the uniform albedo exactly.
but there should exist a way to add higher order harmonics that will make the function non-negative. Looking at the problem more generally, we want to control the range of the function using only the first few coefficients.
In the analogous 1D case, i.e for a Fourier series, an interesting theorem of Szego [4] addresses this problem. It describes a Toeplitz matrix (see section 3.1) of the first few Fourier coefficients whose eigenvalues are contained in the range of the function. Also, the Szego Eigenvalue distribution theorem states that as we use more harmonics, the eigenvalues mimic the values taken by the function itself. The smallest and largest eigenvalues converge to the minimum and maximum values of the function. Negative eigenvalues mean that the coefficients can't be extended to correspond to a non-negative function. So, if we constrain the eigenvalues to be non-negative (i.e the matrix to be positive semidefinite), we can exclude all those coefficient sets that can't be extended to become non-negative. In the limit, non-negative eigenvalues also ensure a low-frequency function that can become non-negative by adding appropriate high frequencies. Since we use many harmonics to model specular reflection, we also find that this constraint does not exclude valid lighting.
We extend this theorem to spherical harmonics. In this case, we obtain a much more complicated matrix whose eigenvalues are similar to the function values. To constrain this matrix to be positive semidefinite while minimizing the error between the query and generated images, we use semidefinite programming.
Next, we perform experiments on both synthetic and real data to explore the usefulness of imposing this constraint. We observe that imposing this constraint results in a significantly greater mismatch between the query and incorrect models, for most specular objects. This can improve recognition since now it is harder for the algorithm to get confused by noise in the model or query image. This paper is divided as follows. First, in section 2, we review some earlier work that has used the non-negativity constraint. In section 3, we present the extension of Szego's eigenvalue distribution theorem to spherical harmonics: the key ingredient in our algorithm. Next, in section 4, we review recovering lighting from an image given an object model, and formulate the problem as a semidefinite program. Finally, section 5 describes some experiments on synthetic as well as real data, which demonstrate the usefulness of the constraint.
Past work
Various approaches to object recognition have used low dimensional linear subspace representations of the set of images produced by an object. For example, Hallinan [6] , Murase and Nayar [8] and Yuille et al [20] have used PCA to model lighting variation and Basri and Jacobs [1] and Ramamoorthi and Hanrahan [12] have used a spherical harmonic representation for an analytic computation of the linear subspace of images. We also use a spherical harmonic representation for images and lighting.
Belhumeur and Kriegman [2] have shown that the set of all possible images of an object under arbitrary lighting is a convex cone, the illumination cone. Lighting is represented as a convex combination (to ensure non-negativity) of the extreme rays of the convex cone. Computation and memory requirements can be reduced by projecting the image, the illumination cone and the extreme rays into a low dimensional subspace, although this makes the representation approximate. Calculation of the extremal rays can be avoided by further approximating lighting as a convex combination of rays uniformly sampled from the illumination sphere. They use a non-negative least squares routine to perform the convex optimization.
For Lambertian objects, Basri and Jacobs [1] build on this by expressing the uniformly sampled rays in terms of spherical harmonics. This approach works well for Lambertian objects since they only reflect the diffused (low frequency) components of the incident lighting which are well approximated by a few delta functions. However, since specular objects reflect many more components of light, a very large number of delta functions are needed to represent lighting accurately for them. This method is also approximate since the delta functions are approximated by a few low frequency harmonics and are no longer just positive peaks. Non-negativity of lighting was also enforced by Ramamoorthi et al [11] using a regularization term during optimization. This clearly cannot guarantee that the solution will be non-negative.
There have been many other attempts at recognizing specular objects. Osadchy et al [10] have used specular reflection in recognition by decoupling Lambertian reflection and highlights and using them as separate cues. Sato et al [14] use a physics-based simulator to predict specular features and analyze their detectability and reliability for recognition. Specularity detection is performed using a set of aspects generated from the model by deformable template matching. Gremban et al [3] use multiple views of an object to remove ambiguities due to specularities.
In this paper, we will describe a new, exact method for enforcing non-negativity, as a direct constraint on the spherical harmonic coefficients of light.
The non-negativity constraint
We need a condition on the first few spherical harmonic coefficients f lm of a function f (u) : S 2 → R that implies that we can complete the spherical harmonic expansion of f such that f (u) ≥ 0 for all u. Here, u := (θ, φ) is a point on the surface of the unit sphere, denoted as S 2 . This problem is easier to deal with in 1D, when we need a condition on the Fourier series coefficients f m of a function f (θ) : S 1 → R (θ is a point on the unit circle S 1 ). The condition for nonnegativity that we obtain in these two cases is completely analogous; but the expressions are simpler for S 1 and the more familiar Fourier series will help us to understand the method better.
The Fourier case
We will now develop some intuitive ideas about the nonnegativity condition. First, let's represent the time domain product of two functions f and g, using only their Fourier series coefficients, as a product of a matrix (composed of the coefficients of f ) and the vector of coefficients of g, denoted asĝ. We can do this using the convolution theorem, if we consider only the first n coefficients of f and g. Then, the result will be the first n coefficients of the time domain product f g. We denote the matrix of coefficients of f by Q n [f ]Q n . In this notation, the first Q n indicates that we are considering only the first n coefficients of f , which is equivalent to applying an ideal low pass filter to f or projecting f into a low dimensional subspace spanned by the first n Fourier basis functions. The resulting time domain function is f n . The second Q n indicates the same for the function g.ĝ n = Q nĝ is a vector of the first n Fourier coefficients of g. Thus, we have,
Using the convolution theorem, we arrive at the following form for the matrix Q n [f ]Q n , called a Toeplitz matrix.
Now ifĝ n is an eigenvector of the matrix Q n [f ]Q n , with the eigenvalue λ.
In the time domain, we have
It is clear from this equation that λ lies in the range of values taken by f n . Actually, we can show that λ lies in the range of f too. Also, although this is not obvious from our crude treatment, the eigenvalues λ are representative of the values taken by the function f itself. These ideas are made concrete in Szego's eigenvalue distribution theorem [4] . This theorem states that the mean value of any continuous function is the same whether it is applied to the eigenvalues of Q n [f ]Q n or to the values of the function f , i.e the eigenvalues are "distributed" in the same way as the values of f . Hence, we can constrain the range of f by constraining the eigenvalues.
Before stating the theorem, we need this definition: the essential lower bound of a function f (x) is the largest number m for which the inequality f (x) ≥ m holds everywhere, except perhaps in a set of measure zero. The essential upper bound is defined similarly.
be a real valued function and T n (f ) be the Toeplitz matrix of its Fourier series coefficients. λ (n) i , i = 1, . . . , n + 1 are the eigenvalues of T n (f ) arranged in non-decreasing order. Let m and M be the essential lower and upper bounds of f (θ) respectively. Then,
Theorem (Szego: Eigenvalue Distribution Theorem).
With notation and conditions as above, and with m and M finite, let F (λ) be any continuous function defined in the
Corollary. With notation and conditions as above,
The proofs of these theorems and the corollary are somewhat technical and the interested reader should refer to Grenander and Szego [4] or the accompanying technical report [15] . The first theorem and the corollary imply that if the function f (θ) is non-negative everywhere, then the matrix T n (f ) is positive semidefinite (A matrix M is positive semidefinite if x t M x ≥ 0 for all nonzero vectors x.) for all n. Also, if T n (f ) is positive semidefinite, then in the limit, for large n, there exists a function f with the projection Q n f which is non-negative everywhere (except perhaps in a set of measure zero points). Thus, even though the projection Q n f that we obtain may not be non-negative everywhere, we are guaranteed that it is the projection of a function that is non-negative everywhere. While this guarantee is only true in the limit, we find in practice that for the large number of harmonics we use, this constraint always holds. Also, if T n (f ) is not positive semidefinite, we are guaranteed that the projection Q n f cannot be extended into a nonnegative function f . Thus, using this constraint rules out all those lighting function projections and only those projections that do not correspond to a physical lighting function.
Spherical harmonics
Next, we extend the theorem to the case of spherical harmonics, i.e to functions on S 2 . Let P L denote the process of ideal low pass filtering the function f , so that we only retain spherical harmonic components of order at most L. We will consider only functions belonging to H 1 2 (S 2 ), a Sobolev space of functions defined on S 2 . A function is said to belong to a Sobolev space H if it has finite norm and also if the norm of some derivative of the function is finite (see [15, 9] for details). C(S 2 ) is the space of continuous functions defined on S 2 . Most well-behaved and smooth functions satisfy the theorems below.
be a real valued function. Let m and M be the essential lower and upper bounds of f (u), respectively, λ i , i = 1, . . . , (L + 1)
2 are the eigenvalues of the matrix
be a real valued function. Let m and M be the essential lower and upper bounds of f (u), respectively and assume that m and M are finite. λ
This is a novel result. The proof of this theorem closely follows the proof of Szego's original theorem and uses Okikiolu's [9] extension of a key lemma used in the theorem's proof -the Szego limit theorem. Since it is rather involved, it is given in the accompanying technical report [15] . We also have the corresponding corollary :
All we need to do now is calculate the matrix
We will use something similar to the convolution theorem and calculate the (l 1 , m 1 )th coefficient of the time domain product f g, where g ∈ L 2 (S 2 ) is any real valued function.
Both these coefficients are real constants that arise naturally during the evaluation of integrals of products of spherical harmonics.
For more details, please see [13, 7] . Thus the term in position (
The choice of the subscripts was made so that 1 corresponds to the row number and 2 to the column number in the matrix. The size of the matrix is (L + 1)
2 spherical harmonics of degree less than or equal to L. It can be shown that this matrix is Hermitian.
0) iff the coefficients in T L (f ) ensure that the function f is non-negative everywhere.
Recovering lighting from an image: semidefinite programming
The problem of recovering lighting from the image of an object using its model, can be treated as an optimization problem. We assume a geometric model in the form of surface normals at the various pixel locations and a reflectance model. If we have several models from several different objects, the model that gives the least error corresponds to the object that created the image.
We represent lighting in terms of spherical harmonics and analytically compute the image when the object is illuminated by each individual harmonic. If these images are treated as vectors and stacked as columns of a matrix, we obtain the model matrix M . In rendering the images, we can use any reflectance model, or even a mixture of models. Now if the lighting is described by the spherical harmonic coefficient vector a, the resulting image (as a vector I) is given by I = M a. If the image has N pixels and we use spherical harmonics up to order L to describe the image, M has size N × (L + 1)
2 and a and I are column vectors of lengths (L + 1) 2 and N respectively. Then, given the query image r = I + noise, a can be found by minimizing ||M a − r|| subject to T L (a) 0. Since we model frequencies only up to L, the error will usually be non-zero even in the absence of noise. The problem size here is the number of pixels in the image, which can be pretty large. We can reduce this by transforming the problem from the image space to the space of spherical harmonics basis images (see [1] ). First, compute the QR decomposition of the matrix M , i.e M = QR. Q is an N × (L + 1)
2 matrix with orthonormal columns (Q T Q = I) and R is an (L + 1) 2 × (L + 1) 2 upper triangular matrix. Next we project both M a and f into the low ((L + 1)
2 ) dimensional subspace by multiplying with Q T . We now need to solve the size (L + 1) 2 problem:
This is an optimization problem with a quadratic objective function and a matrix positive semi-definiteness constraint. Such problems are called semidefinite programming (SDP) problems. The matrix constraint itself is considered linear in SDP since each element of the matrix depends linearly on the vector a (see section 5.1). We can convert this into a linear problem (see [17] ) by introducing a slack variable q.
Now, the Schur complement property (see [17] ) is used to convert the quadratic constraint into the following equivalent linear constraint.
(1 + q)I
This can be readily converted to a second order cone program (SOCP), which can be solved faster. In an SOCP, the constraint is of the form
So the final problem to be solved is :
This is a mixed SOCP-SDP problem and can be solved using standard SDP software.
Experiments

Implementation
The entries of the matrix T L (a) are linear combinations of the entries of the vector a and are given by:
where G(ll 2 l 1 ; m 1 − m 2 , m 2 , m 1 ) are the Gaunt coefficients. Since each element of T L is a linear combination of Gaunt coefficients, we can write it as a linear combination of a matrices of Gaunt coefficients, with the elements of a as coefficients.
where
To speed up computation, the matrices G lm are precomputed and stored. Since SDP solvers usually deal only with real valued problems, we use real versions of spherical harmonics instead of the normal complex versions, as described in [7] . The flowchart (2) describes the whole object recognition algorithm. The SDP is solved in MATLAB 6.5 using the SDPT3 [18] package. Since implementing it directly in SDPT3 is difficult, YALMIP [19] is used for formulating the problem. This is a problem translator that can convert the problem description in its format to that of a wide variety of SDP solvers available for MATLAB. SDPT3 uses a polynomial time predictor-corrector primal-dual infeasible path following algorithm to solve SDP and SOCP problems, and is one of the fastest solvers available for small to medium scale problems. Table (1) compares the times for recovering lighting from an image, using our algorithm (SDP) and the Basri and Jacobs [1] algorithm (Delta), as the number of harmonics used increases. The computer used was a 2.66GHz Pentium 4 with 512MB RAM. [1] use a nonnegative combination of delta functions to represent lighting. As the number of delta functions increases, we find that this method produces the same solution as SDP. In this comparison, the number of delta functions is set to obtain less than 1% error. The image size used was 26 × 51. Increasing image size just adds the same small time (for the QR decomposition) to both methods. From the table, we see that the time for SDP increases more slowly than that of Delta, and SDP overtakes Delta at around L = 6. In our experiments, we have found using L = 10 to be sufficiently accurate for a lot of common specular objects. In this case, our method is 35 times faster than Delta, while being exact as well. 
Experiments on synthetic images
In these experiments, we evaluate the effect of using the non-negativity constraint (SDP). If the constraint is not imposed, the problem is reduced to simply solving a system of linear equations (LIN).
Variation of error with model specularity and query image frequency. In this experiment, we investigate the effect of the frequency content of the query image and the specularity of the object on the importance of the nonnegativity constraint. The model is a varying linear combination of a mirror and a uniform Lambertian albedo (α is the proportion of mirror). The query images are composed of individual harmonics (Y l0 for l = 1, . . . , 30) . These elementary query images will enable us to predict SDP's behavior qualitatively on normal images, which are a linear combination of individual harmonics. The optimization procedure uses spherical harmonics up to degree L = 10. Mirror reflection causes image harmonics of order up to double that of incident light harmonics (i.e up to order 20).
Since the images are not produced by any object, we don't expect any model to have zero error. The magnitude of error will give us an idea of how well the two methods can avoid choosing the wrong model : a larger error means that it is more difficult to fool. The results are shown in figure (3) . Firstly, note that SDP has higher error than LIN (which is almost zero) for L ≤ 20. This is the range of image frequencies that are modeled by the algorithm and the use of SDP should reduce recognition errors here. However, SDP error decreases as the model becomes more specular, and hence the advantage of using SDP decreases. For mirrors and almost-mirrors, using SDP is not likely to help significantly in recognition. Also, we can use the spherical harmonic content of the image to guide us in choosing the number of harmonics required to represent lighting. For example, if most of the harmonic content of the image is of order less than 20, L = 10 in the recognition algorithm should suffice. Fooling LIN. We can use the conclusions drawn from the previous experiment to construct synthetic examples that will clearly show that it is possible for LIN to make a mistake between two objects. Take a sphere with uniform albedo. Obtain a non-negative image from this sphere using low frequency lighting that is negative at some places. Use this image as the albedo of a second sphere. Under low frequency lighting, LIN cannot distinguish between these two objects but SDP can. The example is shown in figure (1).
Experiments on real images
Experiments were performed on two real objects to support the results of the synthetic experiments. The first object was a shiny rubber ball, chosen because it was easy to construct its structural model. The second object was a painted ceramic salt shaker. In both these experiments, it is assumed that the the object can be fairly well represented by the mirror + Lambertian model, and that α is constant for the whole surface. These assumptions are not necessary for our method, but they make model construction easier. The first experiment shows that SDP is more robust to noisy models than LIN or a method that simply ignores specularity.
Shiny rubber ball
The experiment consisted of comparing the error difference when lighting is recovered by the correct model, and when it is recovered by a uniform albedo model. The albedo and α for the ball were measured in a separate experiment. A value of α = 0.04 was obtained. Next, we repeated the experiment using noisy versions of the albedo, to find out which method gets confused first. Noisy albedos were obtained by adding Gaussian noise (with σ as a percentage of correct albedo standard deviation) to the model albedo. Noise was increased till the error became the same as that of the uniform model. For comparison, the same experiments were also done assuming a Lambertian model (LAMB), i.e not using the non-negativity constraint and only using a 9D subspace (L = 2). since it is a specular object, LAMB has a large error even for the correct albedo. The results are shown in table (2) and the corresponding images are shown in figure (4) . The error difference with SDP is larger than that with LIN or LAMB. Since it is a specular object, LAMB has a much higher error than LIN or SDP, even with the correct model. A more noisy model is needed to confuse SDP, as compared to LIN or LAMB.
Ceramic shaker
The albedo pattern and α of the shaker were obtained exactly as that of the ball. The measured value of α was 0.0031. Although this does not seem much, the shaker was specular enough so that the entire room could be seen in it under normal room lighting. The 3D model of the shaker was also obtained using its cylindrical symmetry. A query image was obtained by using almost uniform lighting (to give a low frequency image). The errors obtained when lighting recovery was attempted using LIN and SDP for a uniform model, as well as the measured model are shown in figure (5), along with the generated images. We can see that SDP produces an error difference between the correct and uniform (incorrect) models that is larger than that produced by LIN. We can expect that in this case too, a noisy model will fool LIN more easily than SDP.
Conclusion and future Work
We have introduced a new method for enforcing the nonnegativity constraint of light in lighting recovery and object recognition. The method is based on the extension of Szego's eigenvalue distribution theorem to spherical harmonics. It is exact and faster than the previous method. From the experiments on synthetic as well as real data, it is clear that the non-negativity constraint is indeed helpful in recognition. The SDP method enables better discrimination between the correct and incorrect models, especially in the presence of noise.
The non-negativity constraint enables better recognition by reducing the space of lighting conditions that are possible. We would like to theoretically quantify this reduction in the space of images. Also, we would like to apply this method to various other problems, like environment map creation in computer graphics. . SDP has a higher error difference than LIN between correct and wrong models, and so should be harder to fool.
