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Abstract
The Invariant Subspace Problem is one of the most studied problems on Operator
Theory in the last decades. In fact, it is still open in the Hilbert space setting. The purpo-
se of this work is to present the most classic results concerning this problem and to study
the approach based on universal operators.
The text is organized as follows:
In the first chapter we introduce the theory Banach algebras, focusing on spectral theory
and Gelfand transform, two tools that will be fundamental in the development of the text.
In the second chapter we provide a classical view of the invariant subspace problem in
Hilbert spaces. We show two of the most important results on the existence of hyperin-
variant subspaces: Lomonosov theorem and spectral theorem for normal operators. In the
third chapter we study the tools to calculate invariant subspaces lattices for some classical
operators, emphasizing on the need to use models to characterize these lattices.
In chapter four we introduce the universal operators and we prove that the characte-
rization of the invariant subspaces lattice of the hyperbolic automorphism composition
operator in H2 would solve the invariant subspace problem. Finally, in chapter five we
present the closest result to date: the characterization of the lattice of the parabolic non-
automorphism composition operator in H2.
3
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Resumen
El Problema del Subespacio Invariante es uno de los problemas ma´s estudiados en
Teor´ıa de Operadores en las u´ltimas de´cadas. De hecho, sigue abierto para operadores
definidos en espacios de Hilbert. El objetivo de este trabajo es presentar los resultados
ma´s cla´sicos en este problema y estudiar el enfoque basado en los operadores universales.
El trabajo esta´ organizado como sigue:
En el primer cap´ıtulo, introducimos la teor´ıa de a´lgebras de Banach, haciendo hinca-
pie´ en la teor´ıa espectral y en la transformada de Gelfand, dos herramientas que sera´n dos
elementos fundamentales en el desarrollo del texto.
En el cap´ıtulo segundo proporcionamos una visio´n cla´sica del problema del subespacio
invariante en espacios de Hilbert. Demostramos dos de los resultados ma´s importantes de
existencia de subespacios h´ıperinvariantes: el teorema de Lomonosov y el teorema espec-
tral para operadores normales. En el tercer cap´ıtulo, estudiamos las herramientas para
calcular los ret´ıculos de subespacios invariantes de algunos operadores cla´sicos, enfatizan-
do la necesidad del uso de modelos para caracterizar dichos ret´ıculos.
En el cap´ıtulo cuarto introducimos los operadores universales y probamos que la carac-
terizacio´n del ret´ıculo de subespacios invariantes del operador de composicio´n hiperbo´lico
automorfismo en H2 resolver´ıa el problema del subespacio invariante. Finalmente, en el
quinto cap´ıtulo presentamos el resultado ma´s cercano hasta la fecha: la caracterizacio´n del
ret´ıculo del operador de composicio´n parabo´lico no automorfismo en H2.
5
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Introduccio´n
Denotaremos por X a un espacio de Banach complejo y por B(X) al espacio de los
operadores lineales y acotados T : X → X. Cuando X sea un espacio de Hilbert, lo deno-
taremos por H. Adema´s, llamaremos subespacio a cualquier variedad lineal cerrada en
X.
Antes de enunciar el problema del subespacio invariante, debemos introducir algunas de-
finiciones. Llamamos subespacio invariante a cualquier subespacio M ⊆ X tal que
T (M) ⊆ M . Diremos adema´s que es no trivial si M 6= {0}, H. El problema se enuncia
como sigue:
¿Tiene todo operador T ∈ B(H) un subespacio invariante no trivial?
A pesar de su aparente sencillez, el problema del subespacio invariante lleva abierto desde
que fue propuesto por John von Neumann en la de´cada de los an˜os 30.
Una Introduccio´n Histo´rica al Problema del Subespacio In-
variante
Presentamos ahora una exposicio´n histo´rica documentada gracias a [24]. A principios de
los an˜os treinta, John von Neumann empezo´ a trabajar en lo que conocemos actualmente
como el problema del subespacio invariante. Von Neumann se preguntaba si todo
operador T lineal y acotado en un espacio de Banach complejo X ten´ıa un subespacio
invariante no trivial. Es decir, si para todo T ∈ B(X) existe M subespacio cerrado propio
y de dimensio´n no nula tal que T (M) ⊂M .
Antes de comentar el desarrollo histo´rico del problema, observemos que el problema es
trivial si nuestro espacio de Banach X tiene dimensio´n finita o es no separable. Si X es
de dimensio´n finita n ∈ N es isomorfo a Cn. As´ı, todo operador T ∈ B(X) es semejante a
una matriz cuadrada n×n. Ahora, esta´ claro por el teorema fundamental del a´lgebra que
todas estas matrices tienen autovalores, y por tanto autovectores que generan subespacios
invariantes no triviales.
En el caso en el que X es no separable, basta tomar x ∈ X no nulo y considerar la o´rbita
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de x por T . Es decir, el conjunto
span{Tnx : n ∈ N}.
Obtenemos un subespacio cerrado, invariante y propio, ya que es separable y por tanto no
puede coincidir con X.
Por tanto, podemos suponer que X es un espacio de Banach complejo y separable. El
primer resultado parcial positivo del problema fue probado por Aronszajn y Smith en [2]
en 1956, donde aseguraban que von Neumann les comunico´ que probo´ la hipo´tesis para
operadores compactos en espacios de Hilbert pero que nunca lo publico´. Los dos autores
prueban en dicho art´ıculo este resultado para operadores compactos en espacios de Ba-
nach. Diez an˜os ma´s tarde, Bernstein y Robinson consiguieron demostrar en [4] que todo
operador polinomialmente compacto (aquellos operadores T tales que existe p polinomio
con p(T ) compacto) tiene un subespacio invariante no trivial, pero su prueba inclu´ıa me´to-
dos de ana´lisis no-esta´ndar. Inmediatamente despue´s, Halmos probaba el mismo resultado
en [14] utilizando te´cnicas esta´ndar.
Pocos an˜os ma´s tarde, en 1973, Victor Lomonosov probaba en [19] su famoso teorema sobre
supespacios invariantes. Concretamente, Lomonosov demostraba que cualquier operador
no escalar que conmute con un operador compacto no nulo tiene un subespacio h´ıperin-
variante (es decir, invariante para todos los operadores que conmutan con e´l). Con este
resultado, probaba de una sola vez todos los resultados parciales que se hab´ıan obtenido
hasta entonces y ampliaba de forma espectacular la clase de operadores con subespacios
invariantes. Nosotros probaremos este resultado en su forma ma´s general en el segundo
cap´ıtulo.
El primer resultado negativo no se hizo esperar demasiado. En un seminario de Maurey-
Schwarz en 1976, Per Enflo esbozo´ una idea para construir un operador en un espacio de
Banach que no tuviera subespacios invariantes. Once an˜os ma´s tarde, Enflo publico´ su
resultado, demostrando que la hipo´tesis de von Neumann es falsa para espacios de Ba-
nach en general. Con respecto a la idea de su construccio´n, Enflo construyo´ un espacio
de polinomios con una norma adecuada y encontro´ un operador de tipo ’shift’ que no
ten´ıa subespacios invariantes. Podemos considerar que construyo´ un espacio de Banach
complicado pero un operador simple. Por otro lado, basa´ndose en las ideas que Enflo co-
munico´ en su seminario, Read publico´ dos an˜os antes, en 1985, un ejemplo de un operador
complicado sin subespacios invariantes en `1 en [26]. Desde entonces se han proporcionado
muchos contraejemplos al problema, aunque siempre para operadores que no son adjuntos
de ningu´n operador. Por tanto, la versio´n ma´s general del problema que continu´a abierto
es la conjetura de Lomonosov:
Dado un espacio de Banach complejo X y T ∈ B(X), tiene T ∗ un subespacio invariante
no trivial?
En consecuencia, el problema continu´a abierto en espacios de Banach reflexivos y, en
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concreto, en espacios de Hilbert. Es muy remarcable tambie´n el resultado de Argyros y
Haydon en 2011 en [1] en el que construyen un espacio de Banach separable donde todo
operador es suma de un operador compacto y un mu´ltiplo escalar de la identidad, por
tanto todo operador en este espacio tiene un subespacio invariante no trivial por una apli-
cacio´n directa del teorema de Lomonosov.
El enfoque que tomaremos es el estudio del problema del subespacio invariante en espacios
de Hilbert. Como el problema sigue abierto en espacios de Banach reflexivos, la mayor ri-
queza geome´trica de los espacios de Hilbert proporciona herramientas ma´s potentes para
enfrentar al problema del subespacio invariante.
Enfoque del Problema
Es nuestro objetivo proporcionar una introduccio´n completa al problema del subespa-
cio invariante, y mostrar las te´cnicas desarrolladas en las u´ltimas de´cadas relacionadas con
los operadores universales. Exponemos a continuacio´n las ideas y resultados principales
que estudiaremos en cada cap´ıtulo.
En el cap´ıtulo 1, introducimos las nociones generales de a´lgebras de Banach, centra´ndonos
especialmente en la teor´ıa espectral y la transformada de Gelfand. Un a´lgebra de Ba-
nach es un espacio de Banach A con una multiplicacio´n (x, y) 7→ xy que es continua en la
topolog´ıa de la norma. Es trivial probar que B(X) es un a´lgebra de Banach para cualquier
espacio de Banach X. Desde este enfoque abstracto obtendremos una gran cantidad de
resultados para B(X) que tambie´n podremos aplicar para otras a´lgebras de Banach que
manejaremos en el texto, como el a´lgebra de Sobolev W 1,2[0,∞).
Si A tiene unidad (es decir, existe 1 ∈ A tal que a1 = 1a = a) diremos que a ∈ A es
invertible si existe b ∈ A con ab = ba = 1. Esto nos lleva a la definicio´n de espectro de
un elemento a ∈ A, que se define como
σ(a) = {λ ∈ C : a− λ1 no es invertible}.
El estudio del espectro de los operadores y sus propiedades es una herramienta completa-
mente indispensable en el estudio de subespacios invariantes. Estudiaremos su descomposi-
cio´n para el caso particular de los operadores y veremos sus propiedades ma´s importantes.
Finalmente, introduciremos el espectro de A y la transformada de Gelfand. Dada un
a´lgebra conmutativa A definimos
Ω(A) = {κ : A→ C : κ(ab) = κ(a)κ(b) ∀a, b ∈ A,κ 6= 0}.
Veremos que el espectro Ω(A) es un subconjunto de A∗ que es localmente compacto y
Hausdorff (T2) con la topolog´ıa de´bil*. As´ı, definiremos la transformada de Gelfand
como
A→ C0(Ω(A))
a 7→ aˆ,
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donde aˆ(κ) = κ(a). Esta aplicacio´n definira´ un homomorfismo de a´lgebras que nos permi-
tira´ entender cada elemento de un a´lgebra de Banach como una funcio´n continua definida
sobre el espectro. Finalmente, utilizaremos la transformada de Gelfand para estudiar cier-
tas propiedades de los ideales maximales regulares de las a´lgebras conmutativas, que sera´n
imprescindibles en el cap´ıtulo 5.
En el cap´ıtulo 2 comenzamos el estudio propiamente dicho del problema del subespacio
invariante. Empezamos con la definiciones ba´sicas necesarias para enunciar el problema,
centra´ndonos principalmente en el ret´ıculo de subespacios invariantes de un operador
T ∈ B(H), que se define como sigue:
Lat T = {M ⊆ H : M es invariante por T}.
Veremos que podemos dotar a Lat T de una estructura de orden que efectivamente lo
convierte en ret´ıculo. Este concepto es uno de los ma´s importantes en este trabajo, pues
los cap´ıtulos 3 y 5 esta´n completamente dedicados a obtener caracterizaciones expl´ıcitas
de los ret´ıculos de ciertos operadores.
A continuacio´n, definimos el concepto de semejanza. Dos operadores T ∈ B(H1), S ∈
B(H2) son semejantes si existe un isomorfismo Φ : H1 → H2 tal que
T = Φ−1SΦ.
Veremos que establecer una semejanza entre dos operadores es muy u´til para estudiar sus
subespacios invariantes, pues podemos ponerlos en correspondencia biyectiva.
Finalizamos el cap´ıtulo presentando dos de los teoremas ma´s importantes de existencia de
subespacios h´ıperinvariantes. Diremos que un subespacio M es h´ıperinvariante por T si es
invariante para todos los operadores S que conmutan con T . El teorema de Lomonosov
([19]) afirma lo siguiente:
Teorema de Lomonosov: Sea X un espacio de Banach complejo y T ∈ B(X) un opera-
dor no escalar. Supongamos que T conmuta con un operador compacto no nulo K ∈ B(X).
Entonces T tiene un subespacio h´ıperinvariante.
Como comentamos en la introduccio´n histo´rica, este teorema nos proporciona una cla-
se ampl´ısima de operadores con subespacios invariantes y resuelve de un solo golpe una
gran cantidad de problemas parciales. Nosotros presentaremos la prueba original basada
en un argumento de punto fijo. Tambie´n probaremos el siguiente teorema:
Teorema: Sea H un espacio de Hilbert complejo y T ∈ B(H) un operador normal no
escalar. Entonces T tiene un subespacio h´ıperinvariante.
Con este resultado ampliamos au´n ma´s el conjunto de operadores con subespacios in-
variantes. Para la demostracio´n de este teorema nos valdremos del teorema espectral para
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operadores normales, que nos permitira´ representar todo operador normal como una inte-
gral respecto a una medida espectral.
Una vez establecidas las nociones ba´sicas del problema y probada la existencia de una
amplia variedad de operadores con subespacios invariantes, en el cap´ıtulo 3 nuestro intere´s
se dirige a a caracterizar los ret´ıculos de algunos operadores cla´sicos. Ante la imposibilidad
de un ca´lculo directo, nuestra estrategia consistira´ en encontrar un modelo para nuestro
operador. Es decir, hallar un operador semejante en otro espacio de Hilbert cuyo ret´ıculo
pueda caracterizarse ma´s fa´cilmente, y as´ı obtener el ret´ıculo del operador inicial.
Primero, estudiamos el ret´ıculo del operador shift en `2, definido como
S(a1, a2, a3, · · · ) = (0, a1, a2, a3, · · · ).
Este operador tiene una representacio´n muy sencilla en el espacio de HardyH2, que es el es-
pacio de funciones anal´ıticas en el disco f(z) = ∑∞n=0 fˆ(n)zn tales que ∑∞n=0 |fˆ(n)|2 <∞.
Veremos que H2 es un espacio de Hilbert y estudiaremos sus propiedades ma´s ba´sicas.
Tendremos de forma trivial que S es unitariamente equivalente al operador de multiplica-
cio´n Mz ∈ B(H2), definido como Mzf(z) = zf(z). Entonces, caracterizaremos el ret´ıculo
de Mz. Para ello, introduciremos los productos de Blaschke y las funciones interiores, y
probaremos el teorema de Beurling:
Teorema de Beurling: Un subespacio cerrado Y de H2 es invariante para Mz si y
solo si existe φ funcio´n interior tal que Y = φH2.
Finalmente, estudiaremos algunas propiedades de orden del ret´ıculo de Mz estudiando
las funciones interiores que caracterizan a los subespacios invariantes.
Acto seguido, caracterizamos el ret´ıculo del operador de Volterra V ∈ B(L2(0, 1)), definido
como
V f(x) =
∫ x
0
f(t)dt.
En este caso, el ret´ıculo de V vendra´ dado por
Lat V = {L2(a, 1) : a ∈ (0, 1)}.
El modelo que consideramos en este caso es algo ma´s complejo. Si ϕ(z) = exp
(
z+1
z−1
)
,
Y = (ϕH2)⊥ y P es la proyeccio´n ortogonal sobre Y , definimos T = P ◦ S|Y ∈ B(Y ).
Probaremos entonces que W = (I −V )(I +V )−1 es semejante a T . Con ayuda de algunos
resultados teo´ricos sobre ca´lculo funcional anal´ıtico, veremos que Lat W = Lat V , as´ı que
la caracterizacio´n del ret´ıculo de T nos dara´ el ret´ıculo de V . Finalmente, aplicaremos los
resultados obtenidos para el shift para deducir el ret´ıculo de T .
Para finalizar este cap´ıtulo caracterizamos el ret´ıculo del a´lgebra de traslaciones en L2(R).
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Es decir, caracterizamos los subespacios de L2(R) que son invariantes por todas las tras-
laciones Tα ∈ B(L2(R)) definidas como
Tαf(t) = f(t− α)
para todo α ∈ R. Para ello, nos valdremos de la transformada de Fourier F y de la pro-
piedad FTα = MαF , donde Mαf(t) = e−iαtf(t). As´ı, convertiremos nuestras traslaciones
en operadores de multiplicacio´n para probar que⋂
α∈R
Lat Tα = {{f ∈ L2(R) : Ff = 0 en casi todo E} : E es medible Lebesgue}.
En el cap´ıtulo 4, presentamos el concepto de operador universal, introducido por Rota en
[28]. Diremos que un operador U ∈ B(H) es universal si dado T ∈ B(H) existe λ ∈ C y
M ∈ Lat U de forma que λT es semejante a U|M . Mostraremos el primer ejemplo dado por
el propio Rota para probar la existencia de estos operadores. El intere´s de los operadores
universales radica en el siguiente teorema:
Teorema: Un operador universal U ∈ B(H) tiene todos sus subespacios invariantes mini-
males de dimensio´n 1 si y solo si todo operador T ∈ B(H) tiene un subespacio invariante
no trivial.
Es decir, la caracterizacio´n completa del ret´ıculo de cualquier operador universal resolver´ıa
el problema del subespacio invariante en espacios de Hilbert. Acto seguido, demostramos
el teorema de Caradus ([6]), que afirma que todo operador sobreyectivo y con nu´cleo de
dimensio´n infinita es universal, y probamos que la universalidad se conserva bajo semejan-
zas. Con estas herramientas, dedicamos el resto del cap´ıtulo a proporcionar un operador
universal en H2 ([22]):
Teorema: Sea ϕ una transformacio´n de Mo¨bius hiperbo´lica automorfismo, sea Cϕ ∈
B(H2) el operador de composicio´n que induce y λ ∈ σp(Cϕ). Entonces Cϕ − λI es un
operador universal.
Inmediatamente deducimos que la caracterizacio´n del ret´ıculo de Cϕ resolver´ıa el pro-
blema del subespacio invariante.
Para poder comprender la definicio´n de Cϕ, introducimos el concepto de operador de com-
posicio´n. Dado ϕ ∈ H(D) con ϕ(D) ⊂ D se define Cϕ : H2 → H2 como Cϕf = f ◦ ϕ.
Veremos que estos operadores son siempre acotados. Nosotros estamos interesados en los
operadores de composicio´n inducidos por las transformaciones de Mo¨bius ϕ(z) = az+bcz+d ,
donde ϕ : D→ D. Veremos entonces una clasificacio´n completa de estas transformaciones
en funcio´n de sus puntos fijos (parabo´licas, hiperbo´licas, el´ıpticas y loxodro´micas) y dare-
mos los modelos cano´nicos de cada uno de los tipos.
Finalmente, probaremos que Cϕ − λI es universal estableciendo una semejanza con un
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operador de multiplicacio´n en H2 y probando la universalidad de este gracias al teorema
de Caradus.
Finalizaremos el texto presentando un resultado que nos puede ayudar a entender la
estructura del ret´ıculo del operador universal anteriormente descrito. En el cap´ıtulo 5,
cacaterizaremos el ret´ıculo de un operador de composicio´n inducido por una transforma-
cio´n de Mo¨bius, pero inducido por una transformacio´n parabo´lica no automorfismo ([20]).
Para ello, construiremos un isomorfismo de H2 en el a´lgebra de Sobolev W 1,2[0,∞) y
veremos que C∗ϕ es semejante al operador de multiplicacio´n Mψ, donde ψ es un elemento
c´ıclico en el a´lgebra W 1,2[0,∞) bajo este isomorfismo.
A continuacio´n, gracias a las herramientas que introducimos en el cap´ıtulo 1 con la trans-
formada de Gelfand, veremos que los subespacios invariantes de Mψ vienen dados por
la interseccio´n de kerκ, donde κ ∈ Ω(W 1,2[0,∞)). As´ı, caracterizando el espectro de
W 1,2[0,∞), obtenemos que
Lat Cϕ = {span{et : t ∈ F} : F es cerrado en [0,∞)},
donde et(z) = exp
(
t z+1z−1
)
son autofunciones de Cϕ.
Finalizamos este cap´ıtulo mostrando una aplicacio´n de la semejanza de C∗ϕ y Mψ. Utiliza-
remos este resultado para probar que el conmutante de Cϕ es minimal ([17]), en el sentido
de que coincide con la clausura en la topolog´ıa de´bil de operadores del a´lgebra generada
por Cϕ.
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Cap´ıtulo 1
Teor´ıa Espectral
Este cap´ıtulo esta´ basado en la presentacio´n que puede encontrarse en [21], aunque
an˜adiremos algunos elementos de [3] por completitud.
1.1. A´lgebras de Banach
De ahora en adelante todos los espacios vectoriales que consideraremos sera´n complejos.
Comenzamos exponiendo las definiciones ba´sicas:
Definicio´n 1.1.1. Un a´lgebra es un espacio vectorial A equipado con una aplicacio´n
bilineal
A×A→ A
(a, b) 7→ ab,
que adema´s es asociativa. Es decir,
(ab)c = a(bc), para todo a, b, c ∈ A.
Llamaremos multiplicacio´n a esta aplicacio´n. Una suba´lgebra B es un subespacio vec-
torial B de A de forma que bb′ ∈ B para todo b, b′ ∈ B.
Esta´ claro que toda suba´lgebra es un a´lgebra con la multiplicacio´n inducida. Es muy
usual que las a´lgebras tengan definidas una norma. Introducimos ahora las definiciones
sobre a´lgebras que involucran esta situacio´n:
Definicio´n 1.1.2. Una norma en un a´lgebra A se dice submultiplicativa si
‖ab‖ ≤ ‖a‖ ‖b‖ para todo a, b ∈ A.
En ese caso, diremos que el par (A, ‖·‖) es un a´lgebra normada. Si adema´s A admite
una unidad 1, es decir, un elemento 1 ∈ A tal que a1 = 1a = a para todo a ∈ A y tal que
‖1‖ = 1, diremos que A es un a´lgebra normada unitaria.
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Ya podemos presentar la definicio´n de a´lgebra de Banach:
Definicio´n 1.1.3. Un a´lgebra de Banach es un a´lgebra normada y completa. Si este
a´lgebra tiene unidad lo llamaremos a´lgebra de Banach unitaria.
De nuevo, esta´ claro que cualquier suba´lgebra de un a´lgebra normada es tambie´n un
a´lgebra normada. Adema´s, cualquier suba´lgebra cerrada en un a´lgebra de Banach es, a su
vez, un a´lgebra de Banach.
Nota 1.1.4. Es importante remarcar que la multiplicacio´n en un a´lgebra normada A es
compatible con la topolog´ıa inducida por la norma, en el sentido de que es una aplicacio´n
continua. Para probarlo, basta tomar a, a′, b, b′ ∈ A y estudiar la siguiente desigualdad:∥∥ab− a′b′∥∥ = ∥∥ab− a′b′ + ab′ − ab′∥∥ ≤ ‖a‖ ∥∥b− b′∥∥+ ∥∥b′∥∥ ∥∥a− a′∥∥ .
Es primordial proporcionar algunos ejemplos sobre a´lgebras de Banach para mostrar
el intere´s de este concepto:
Ejemplos 1.1.5. (a) Si (Ω, µ) es un espacio de medida, entonces el conjunto de clases
de funciones esencialmente acotadas L∞(Ω, µ) equipada con la norma esencial ‖·‖∞
es un a´lgebra de Banach unitaria con la suma, producto por escalar y multiplicacio´n
puntual, donde la funcio´n constante 1 es la unidad.
(b) Si Ω es un espacio topolo´gico de Hausdorff compacto, entonces el conjunto de fun-
ciones continuas complejas definidas sobre C(Ω) es una a´lgebra de Banach unitaria.
(c) Si X es un espacio normado y denotamos por B(X) al conjunto de endomorfismos
acotados de X, entonces B(X) es un a´lgebra unitaria con la suma y producto por
escalar habituales, con la composicio´n como multiplicacio´n y el operador identidad
como unidad. Si adema´s X es completo, B(X) es un a´lgebra de Banach. Por tanto,
en particular B(H) es un a´lgebra de Banach unitaria, que sera´ principalmente el
a´lgebra que estudiemos en este trabajo.
Merece la pena resaltar que en los ejemplos (a) y (b) las dos a´lgebras presentadas son
conmutativas, cuando el a´lgebra B(X) no es conmutativa en general.
Consideremos ahora un a´lgebra A, y sea (Bλ)λ∈Λ una familia de suba´lgebras de A. Es
rutinario comprobar que ⋂
λ∈Λ
Bλ
es tambie´n una suba´lgebra. Por tanto, dado cualquier subconjunto S de A, existe la mı´nima
suba´lgebra B que contiene a S, que es la interseccio´n de todas las suba´lgebras que contienen
a S, que denominaremos suba´lgebra generada por S. Si S es un subconjunto unitario
{a}, entonces B es el subespacio engendrado por todas las potencias an, n ∈ N. Adema´s,
si A es un a´lgebra normada, el suba´lgebra cerrada generada por S es la mı´nima
suba´lgebra cerrada que contiene a S, que coincide con B.
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Definicio´n 1.1.6. Un homomorfismo de un a´lgebra A a un a´lgebra B es una aplicacio´n
lineal
ϕ : A→ B
tal que ϕ(ab) = ϕ(a)ϕ(b) para todo a, b ∈ A. Diremos que ϕ es unitario si ϕ(1) = 1.
1.2. Teor´ıa Espectral Elemental
Denotemos por C[z] al a´lgebra de todos los polinomios con coeficientes complejos en
la indeterminada z. Si p ∈ C[z] es el polinomio
p(z) = λ0 + λ1z + · · ·+ λnzn
entonces definimos
p(a) = λ01 + λ1a+ · · ·+ λnan
para todo a ∈ A.
Proposicio´n 1.2.1. Dada un a´lgebra A y a ∈ A, la aplicacio´n
ϕ :C[z]→ A
p→ p(a)
es un homomorfismo unitario.
Demostracio´n.
Esta´ claro que ϕ es homomorfismo. Basta entonces notar que la unidad en C[z] es el poli-
nomio constante p(z) = 1, entonces esta´ claro que p(1) = 1. 
Definicio´n 1.2.2. Dada un a´lgebra A, diremos que a ∈ A es invertible si existe b ∈ A
tal que ab = ba = 1. En este caso, b es u´nico y lo denotamos por a−1.
Denotaremos
Inv A = {a ∈ A : a es invertible}.
Es trivial ver que Inv A es un grupo multiplicativo.
Definicio´n 1.2.3. Dado un a´lgebra A y a ∈ A, definimos su espectro σ(a) como
σA(a) = σ(a) = {λ ∈ C : a− λ1 /∈ Inv A}.
Llamaremos conjunto resolvente a ρ(a) := C r σ(a). A partir de ahora y cuando no
haya lugar a confusio´n, escribiremos λ en lugar de λ1.
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Veamos un par de ejemplos de ca´lculo de espectro:
Ejemplos 1.2.4. (a) Consideremos Ω un espacio topolo´gico de Hausdorff compacto, y
sea f ∈ C(Ω). Tenemos que f − λ no sera´ invertible si se anula en algu´n punto, es
decir, si λ ∈ f(Ω). Por tanto, se tiene que σ(f) = f(Ω).
(b) Consideremos ahora Mn(C), el espacio de matrices cuadradas de dimensio´n n con
coeficientes complejos. Esta´ claro que este espacio conforma un a´lgebra unitaria no
conmutitativa con la suma, producto por escalar y multiplicacio´n usuales y con la
matriz identidad como unidad.
Dada A ∈ Mn(C) es bien conocido que A − λI es no invertible si y solo si λ es un
autovalor de A. Por tanto, σ(A) es el conjunto de autovalores de A.
Podemos entender por tanto el espectro de un elemento a de un a´lgebra como una ge-
neralizacio´n del concepto de autovalor de una matriz cuadrada o de rango de una funcio´n
continua.
En el caso del a´lgebra de Banach B(X) donde X es un espacio de Banach, se suele des-
componer el espectro en subconjuntos ma´s pequen˜os que muestran la causa de la no inver-
tibilidad del operador T − λI. Nosotros presentamos aqu´ı los casos que sera´n interesantes
en este trabajo, aunque obviamente no es una descripcio´n exhaustiva de la descomposicio´n
total del espectro.
Definicio´n 1.2.5. Se llama espectro puntual del operador T ∈ B(X) al conjunto de
autovalores de T y lo denotamos por σp(T ).
Observemos que todo autovalor esta´ en el espectro, ya que T −λI no sera´ un operador
inyectivo y por tanto, no sera´ invertible.
Definicio´n 1.2.6. Se llama espectro puntual aproximado al conjunto de λ ∈ C tales
que T − λI no esta´ acotado inferiormente. Es decir, al conjunto de λ ∈ C tales que no
existe C > 0 tal que ‖Tx− λx‖ ≥ C ‖x‖ . Denotamos a este conjunto por σap(T ).
De nuevo, esta´ claro que σap(T ) ⊂ σ(T ), ya que la acotacio´n inferior es una condicio´n
necesaria para la invertibilidad de cualquier operador definido entre espacios de Banach.
Definicio´n 1.2.7. Dado un operador T ∈ B(H) se llama espectro de compresio´n y lo
denotamos por Γ(T ) al conjunto de λ ∈ C tales que el rango de T − λI no es denso.
Estos dos u´ltimos subconjuntos del espectro cubren completamente al espectro:
Proposicio´n 1.2.8. Si T ∈ B(X), entonces σ(T ) = σap(T ) ∪ Γ(T ).
Demostracio´n.
Veamos que si λ /∈ σap(T ) y λ /∈ Γ(T ) entonces λ /∈ σ(T ). Observemos que si λ /∈
σap(T ) entonces T − λI esta´ acotado inferiormente. Es decir, existe C > 0 de forma que
1.2. TEORI´A ESPECTRAL ELEMENTAL 19
‖(T − λI)x‖ ≥ C ‖x‖ para todo x ∈ X. Veamos que Im(T − λI) es cerrado. Para ello, sea
((T − λI)xn)n sucesio´n en Im(T − λI) convergiendo a y ∈ X. Veamos que (xn) es una
sucesio´n convergente. Su l´ımite x ∈ X cumplira´ que (T − λI)x = y, lo que probara´ lo que
queremos. Para ello, basta ver que es de Cauchy, ya que
‖xn − xm‖ ≤ 1
C
‖(T − λI)(xn − xm)‖ = ‖(T − λI)xn − (T − λI)xm‖ .
Como ((T−λI)xn) es convergente es de Cauchy, y por tanto tambie´n (xn), como quer´ıamos.
As´ı, Im(T − λI) es cerrado. Adema´s, sabemos que es denso, ya que λ /∈ Γ(T ). Por tanto,
T −λI es sobreyectivo. Adema´s, como esta´ acotado inferiormente se tiene que es inyectivo
y por tanto invertible. As´ı, λ /∈ σ(T ). 
Proposicio´n 1.2.9. Si T ∈ B(X), entonces ∂σ(T ) ⊂ σap(T ).
Demostracio´n.
Primero, como σ(T ) es cerrado, se tiene que ∂σ(T ) = σ(T ) ∩ ρ(T ). Supongamos que
λ ∈ ∂σ(T ) y λ /∈ σap(T ). Tomemos (λn) ⊂ ρ(T ) convergiendo a λ. Veamos que existen
k,N ∈ N tales que si n ≥ N entonces ‖(T − λn)x‖ ≥ (1/k) ‖x‖ para todo x ∈ X.
Razonamos por reduccio´n al absurdo. Para todo m,N ∈ N existe n ≥ N y un vector xm
de norma 1 con ‖(T − λ)xm‖ ≤ ‖(A− λn)xm‖ + ‖(λ− λn)xm‖ ≤ 1m + |λ − λn|, lo que
implica que λ ∈ σap(T ), que es contradiccio´n. Por tanto, existen dichos k,N ∈ N.
Vamos a probar que λ /∈ Γ(A). Este hecho, junto con el resultado anterior, probara´ lo que
queremos. Dado x ∈ X, para cada n ∈ N existe yn ∈ X de forma que (T − λn)yn = x.
Como ‖(T − λn)yn‖ ≥ (1/k) ‖yn‖, se deduce que ‖yn‖ ≤ k ‖x‖ para n ≥ N . Por tanto,
‖(T − λ)yn − x‖ ≤ ‖(T − λn)yn − x‖+ ‖(λn − λ)yn‖ = 0 + |λn − λ| ‖yn‖
≤ k ‖x‖ |λn − λ|.
Si n→∞ entonces k ‖x‖ |λn − λ| → 0, lo que implica que λ /∈ Γ(T ), como quer´ıamos.

Sera´ tambie´n u´til hablar del espectro total:
Definicio´n 1.2.10. Llamamos espectro total de un operador T ∈ B(X) y lo denotamos
por η(σ(T )) a la unio´n de σ(T ) con las componentes conexas acotadas de ρ(T ). Es decir,
η(σ(T )) es el menor conjunto simplemente conexo que contiene a σ(T ).
Nota 1.2.11. Si A es un a´lgebra unitaria y a, b ∈ A, entonces 1 − ab es invertible si y
solo si lo es 1− ba, ya que si 1− ab tiene inversa c, entonces 1− ba tiene inversa 1 + bca.
Como consecuencia se deduce que σA(ab)r {0} = σA(ba)r {0}.
Veamos ahora algunos de los resultados ma´s importantes y conocidos de la teor´ıa
espectral:
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Teorema 1.2.12. [Teorema de la Aplicacio´n Espectral] Sea A un a´lgebra unitaria, y sea
a ∈ A. Si σ(a) es no vac´ıo y p ∈ C[z], entonces
σ(p(a)) = p(σ(a)) = {p(λ) : λ ∈ σ(a)}.
Demostracio´n.
Si p = α constante, entonces esta´ claro que σ(p(a)) = α = p(σ(a)), as´ı que podemos
suponer que p es no constante. Tomemos µ ∈ C. Esta´ claro que
p(z)− µ = λ(z − λ1) · · · (z − λn),
as´ı que
p(a)− µ = λ(a− λ1) · · · (a− λn).
Esta´ claro que p(a) − µ es invertible si y solo si (a − λk) lo son para todo k = 1, ..., n.
Por tanto, se tiene que µ ∈ σ(p(a)) si y solo si µ = p(λ) para algu´n λ ∈ σ(a), as´ı que
σ(p(a)) = p(σ(a)), como quer´ıamos probar. 
Teorema 1.2.13. Sea A un a´lgebra de Banach unitaria y sea a ∈ A tal que ‖a‖ < 1.
Entonces (1− a) ∈ Inv A y
(1− a)−1 =
∞∑
n=0
an.
Demostracio´n.
Tenemos que
∞∑
n=0
‖an‖ ≤
∞∑
n=0
‖a‖n = 11− ‖a‖ <∞,
por lo que la serie ∑∞n=0 an es absolutamente convergente y, por tanto, convergente, ya
que A es completo. Llamemos b = ∑∞n=0 an. Ahora, observemos que(
n∑
k=0
ak
)
(1− a) = (1− a)
n∑
k=0
ak = 1− an+1
y si tomamos l´ımite cuando n → ∞ en la triple igualdad obtenemos que (1 − a)b =
b(1− a) = 1, como quer´ıamos. 
Teorema 1.2.14. Si A es un a´lgebra de Banach unitaria, entonces Inv A es abierto en
A y la aplicacio´n
ϕ : Inv A→ A
a 7→ a−1
es diferenciable en el sentido de Fre´chet.
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Demostracio´n.
Sea a ∈ Inv A y sea b ∈ A de forma que ‖b− a‖ < ∥∥a−1∥∥−1. Entonces ∥∥ba−1 − 1∥∥ ≤
‖b− a‖ ∥∥a−1∥∥ < 1, as´ı que por el teorema anterior ba−1 ∈ Inv A y por tanto b ∈ Inv A.
Para ver la diferenciabilidad, tomemos b ∈ A tal que ‖b‖ < 1. Entonces (1 + b) ∈ Inv A y
‖(1 + b)−1 − 1 + b‖ = ‖
∞∑
n=0
(−1)nbn − 1 + b‖ = ‖
∞∑
n=2
(−1)nbn‖
≤
∞∑
n=2
‖b‖n = ‖b‖
2
1− ‖b‖ .
Tomemos ahora a ∈ Inv A y elijamos c ∈ A de forma que ‖c‖ < 12‖a−1‖ . Entonces esta´
claro que
∥∥a−1c∥∥ < 1/2 < 1, as´ı que escribiendo b = a−1c tenemos∥∥∥(1− a−1c)−1 − 1 + a−1c∥∥∥ ≤ ∥∥∥a−1c∥∥∥2 /(1− ∥∥∥a−1c∥∥∥) ≤ 2 ∥∥∥a−1c∥∥∥2 ,
ya que 1− ∥∥a−1c∥∥ > 1/2. Ahora definimos el operador U : A→ A como U(b) = a−1ba−1.
Entonces ∥∥∥(a+ c)−1 − a−1 − U(c)∥∥∥ = ∥∥∥(1 + a−1c)−1a−1 − a−1 + a−1ca−1∥∥∥
≤
∥∥∥(1 + a−1c)−1 − 1 + a−1c∥∥∥ ∥∥∥a−1∥∥∥ ≤ 2(∥∥∥a−1∥∥∥3 ‖c‖2) .
Por tanto,
l´ım
c→0
∥∥(a+ c)−1 − a−1 − U(c)∥∥
‖c‖ = 0,
lo que prueba que ϕ es diferenciable con derivada Dϕ(a) = U . 
Lema 1.2.15. Sea A un a´lgebra de Banach unitaria y sea a ∈ A. El espectro σ(a) de a
es un subconjunto cerrado del disco cerrado de centro el origen y radio ‖a‖, y adema´s la
aplicacio´n
ϕ : ρ(a)→ A
λ 7→ (a− λ)−1
es diferenciable (en el sentido de Fre´chet).
Demostracio´n.
Comencemos observando que la diferenciabilidad de ϕ se sigue inmediatamente del teo-
rema (1.2.14). Si λ > ‖a‖, entonces ∥∥λ−1a∥∥ < 1 y (1 − λ−1a) es invertible, y por tanto,
tambie´n lo es λ−a. Por tanto, λ ∈ ρ(a), lo que prueba que si λ ∈ σ(a), entonces |λ| ≤ ‖a‖.
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Finalmente, para ver que el espectro σ(a) es cerrado basta probar que ρ(a) es abierto.
Para ello, observemos que ρ(a) = ϕ−1(Inv A). Como Inv A es un conjunto abierto y ϕ es
diferenciable por ser continua, se sigue el resultado. 
El siguiente resultado puede entenderse como una generalizacio´n del teorema fundamental
del a´lgebra para a´lgebras de Banach.
Teorema 1.2.16 (Teorema de Gelfand). Sea A un a´lgebra de Banach unitaria y sea
a ∈ A. Entonces, el espectro σ(a) es no vac´ıo.
Demostracio´n.
Razonamos por reduccio´n al absurdo. Supongamos que σ(a) = ∅. Si |λ| > 2 ‖a‖, entonces∥∥λ−1a∥∥ < 12 y por tanto, 1− ∥∥λ−1a∥∥ > 12 . As´ı,
‖(1− λ−1a)−1 − 1‖ = ‖
∞∑
n=1
(λ−1a)n‖ ≤
∥∥λ−1a∥∥
1− ‖λ−1a‖
≤ 2
∥∥∥λ−1a∥∥∥ < 1.
En consecuencia,
∥∥(1− λ−1a)−1∥∥ ≤ ‖(1− λ−1a)−1 − 1‖+ ‖1‖ < 2, y por tanto∥∥∥(a− λ)−1∥∥∥ = ∥∥∥λ−1(1− λ−1a)−1∥∥∥ < 2/|λ| < ‖a‖−1 ,
ya que a 6= 0 porque σ(a) = ∅. Es ma´s, como la aplicacio´n λ 7→ (a − λ)−1 es continua,
esta´ acotada en el compacto 2 ‖a‖D. Por tanto, hemos probado que esta aplicacio´n esta´
acotada en todo el plano complejo; es decir, existe M > 0 de forma que
∥∥(a− λ)−1∥∥ ≤M
para todo λ ∈ C.
Si τ ∈ A∗(donde A∗ denota el dual de A), la aplicacio´n λ 7→ τ((a − λ)−1) es entera y
acotada por M ‖τ‖, as´ı que gracias al teorema de Liouville, es constante. En particular,
τ(a−1) = τ((a − 1)−1). Como esto es cierto para todo τ ∈ A∗, deducimos que a = a − 1,
lo cual es una contradiccio´n. 
Teorema 1.2.17 (Teorema de Gelfand-Mazur). Si A es un a´lgebra de Banach unitaria
donde todo elemento no nulo es invertible, entonces A = 1C. Es decir, A es isome´trica-
mente isomorfo a C.
Demostracio´n.
Definimos θ : C→ A con θ(λ) = λ1. Claramente, θ un isomorfismo de C en la suba´lgebra
C1. Vamos a probar que θ es sobreyectivo en A, lo que terminara´ la prueba. Dado a ∈ A,
tenemos por el teorema de Gelfand que existe λ ∈ σ(a) de forma que a−λ no es invertible,
as´ı que x− λ = 0 por hipo´tesis. Esto prueba que a = θ(λ), como quer´ıamos. 
Definicio´n 1.2.18. Si A es un a´lgebra de Banach unitaria y a ∈ A, definimos su radio
espectral como
r(a) = sup
λ∈σ(a)
|λ|.
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Esta´ claro por la nota 1.2.11 que r(ab) = r(ba) para todo a, b ∈ A.
El siguiente teorema nos proporciona una sencilla fo´rmula para calcular el radio espectral
de cualquier elemento de un a´lgebra de Banach unitaria:
Teorema 1.2.19 (Teorema de Beurling). Sea A un a´lgebra de Banach unitaria y a ∈ A.
Entonces
r(a) = ı´nf
n∈N
‖an‖1/n = l´ım
n→∞ ‖a
n‖1/n .
Demostracio´n.
Sea λ ∈ σ(a). Entonces, por el teorema de la aplicacio´n espectral 1.2.12, se tiene que
λn ∈ σ(an). Por tanto, tenemos que |λ|n ≤ ‖an‖ y se sigue que
|λ| ≤ ı´nf
n∈N
‖an‖1/n ≤ l´ım inf
n→∞ ‖a
n‖1/n .
Veamos que efectivamente el l´ımite existe y que se tiene la igualdad. Para ello, llamamos
∆ al disco abierto en C centrado en 0 y con radio 1/r(a) (tomamos el convenio 1/0 =∞.)
Si tomamos λ ∈ ∆, entonces 1− λa ∈ Inv A. Si τ ∈ A∗, entonces la aplicacio´n
f : ∆→ C
λ 7→ τ((1− λa)−1)
es anal´ıtica, as´ı que existe una sucesio´n de nu´meros complejos {λn}n∈N de forma que
f(λ) =
∞∑
n=0
λnλ
n
para todo λ ∈ ∆. Adema´s, si |λ| ≤ 1/ ‖a‖, como ‖a‖ ≥ r(a), se sigue que |λ| < 1/r(a) y
por tanto ‖λa‖ < 1, as´ı que
(1− λa)−1 =
∞∑
n=0
λnan,
y por tanto
f(λ) =
∞∑
n=0
λnτ(an).
Ahora, por la unicidad de coeficientes de series de potencias, se sigue que λn = τ(an) para
todo n ∈ N. As´ı, la sucesio´n λnτ(an) converge a 0 para cada λ ∈ ∆, y en concreto la
sucesio´n esta´ acotada. Como esto es cierto para todo τ ∈ A∗, se tiene por el principio de
acotacio´n uniforme que la sucesio´n (λnan)n∈N esta´ acotada. Por tanto, existe una constante
M > 0 que depende de λ tal que ‖λnan‖ ≤ M para todo n ∈ N y, en consecuencia,
‖an‖1/n ≤M1/n/|λ| si λ 6= 0. Por tanto, l´ım supn→∞ ‖an‖1/n ≤ 1/|λ| para todo λ ∈ ∆ tal
que r(a) < 1/|λ|. Por tanto, deducimos que
l´ım sup
n→∞
‖an‖1/n ≤ r(a),
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y recordando que r(a) ≤ l´ım inf
n→∞ ‖a
n‖1/n, se sigue que
r(a) = l´ım
n→∞ ‖a
n‖1/n ,
como quer´ıamos probar. 
Vamos a finalizar esta seccio´n estudiando co´mo podemos an˜adir una unidad a un a´lgebra
no unitaria. Aunque es una herramienta muy u´til, esto no reduce la teor´ıa de las a´lgebras
a las unitarias, ya que puede haber casos en el que esta unidad an˜adida sea demasiado
artificiosa.
Tomemos un a´lgebra A y tomemos
Aˆ = A⊕ C
como espacio vectorial. Ahora, definimos la multiplicacio´n en Aˆ como
(a, λ)(b, µ) = (ab+ λb+ µa, λµ).
Esta multiplicacio´n esta´ bien definida y convierte a Aˆ en un a´lgebra unitaria, donde (0, 1)
es la unidad. Llamaremos al a´lgebra Aˆ unitizacio´n de A. La aplicacio´n
A→ Aˆ
a 7→ (a, 0)
es un homomorfismo claramente inyectivo, que usaremos para identificar A como un ideal
de Aˆ.
A partir de ahora, escribiremos (a, λ) ∈ Aˆ como a+ λ cuando no haya lugar a confusio´n.
La aplicacio´n
Aˆ→ C
a+ λ 7→ λ
es un homomorfismo unitario con nu´cleo A, y lo llamaremos homomorfismo cano´nico.
Es fa´cil ver que si A es abeliana, entonces Aˆ tambie´n lo es.
Si A es un a´lgebra normada, Aˆ tambie´n lo sera´ con la norma
‖a+ λ‖ = ‖a‖+ |λ|.
Observemos que si A es a´lgebra de Banach, entonces tambie´n lo es Aˆ. Adema´s, A es una
suba´lgebra cerrada de Aˆ. Finalmente, si A es un a´lgebra no-unitaria, definimos para a ∈ A
σA(a) = σAˆ(a) y r(a) = sup
λ∈σ(a)
|λ|.
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1.3. La Representacio´n de Gelfand
En esta seccio´n vamos a desarrollar las ideas ba´sicas sobre ideales en un a´lgebra de
Banach, y vamos a estudiar las ideas necesarias para introducir la transformada de
Gelfand, una herramienta muy potente que nos permitira´ representar cualquier a´lgebra de
Banach conmutativa como un a´lgebra de funciones continuas sobre un espacio de Hausdorff
localmente compacto.
Definicio´n 1.3.1. Un ideal por la derecha (respectivamente, por la izquierda) en un
a´lgebra A es un subespacio vectorial I de forma que ab ∈ I, para todo a ∈ A, b ∈ I (res-
pectivamente, ba ∈ I.) Un ideal en A es un subespacio vectorial que es simulta´neamente
ideal por la derecha y por la izquierda.
Obviamente, {0} y A son ideales, que llamaremos ideales triviales de A.
Definicio´n 1.3.2. Diremos que un ideal propio I es maximal si no esta´ contenido en otro
ideal propio de A. Los ideales maximales por la derecha se definen de manera equivalente.
Por las caracter´ısticas de los ideales, son los conjuntos ido´neos para construir espacios
cociente, ya que la propiedad de ’absorcio´n’ de la multiplicacio´n es indispensable para que
las operaciones este´n bien definidas.
Proposicio´n 1.3.3. Sea I un ideal en el a´lgebra A. Entonces A/I es un a´lgebra con la
multiplicacio´n
(a+ I)(b+ I) = ab+ I (a, b ∈ A).
Demostracio´n.
Esta´ claro que A/I es un espacio vectorial con las operaciones habituales de cociente
de espacios vectoriales. Adema´s, como A es un anillo con la suma y la multiplicacio´n, se
sigue que la multiplicacio´n en A/I esta´ bien definida. Esto prueba que A/I es un a´lgebra. 
Sera´ importante en el desarrollo de este trabajo el concepto de ideal regular :
Definicio´n 1.3.4. Un ideal I de un a´lgebra A es regular si A/I es un a´lgebra unitaria.
Proposicio´n 1.3.5. Un ideal I es regular si y solo si existe u ∈ A de forma que a − au
y a− ua pertenecen a I para todo a ∈ A.
Demostracio´n.
Supongamos que A/I es unitario, sea u+I la unidad. Entonces, se tiene que (a−au)+I =
(a + I) − (a + I)(u + I) = 0 + I, por lo que a − au ∈ I. De la misma forma se prueba
que a − ua ∈ I. Rec´ıprocamente, si u ∈ A es tal que a − au y a − ua pertenecen a I, se
comprueba de la misma forma que u+ I es unidad en A/I. 
Puede probarse usando el lema de Zorn que todo ideal regular esta´ contenido en un ideal
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maximal. Este resultado puede encontrarse en [15], Corolario 2.6. Por tanto, si A es uni-
tario, esta´ claro que todas las a´lgebras A/I son unitarias y por tanto todos sus ideales
regulares, as´ı que todas las a´lgebras unitarias tienen ideales maximales.
Consideremos ahora un a´lgebra A y (Iλ)λ∈Λ una familia de ideales de A. Como en el caso
de las suba´lgebras que ya estudiamos, se tiene que⋂
λ∈Λ
Iλ
constituye tambie´n un ideal. Por tanto, dado cualquier subconjunto S ⊂ A, existe el
mı´nimo ideal I conteniendo a S, dado por la interseccio´n de todos los ideales que contienen
a S. Llamaremos a este ideal el ideal generado por S.
Consideremos ahora A un a´lgebra normada. Es trivial comprobar que dado cualquier ideal
I, su clausura I es tambie´n un ideal. Dado cualquier subconjunto S, existe el mı´nimo ideal
cerrado conteniendo a S, que viene dado por la clausura del ideal generado por S.
Proposicio´n 1.3.6. Sea A un a´lgebra normada y sea I un ideal. Entonces A/I es un
a´lgebra normada con la norma dada por
‖a+ I‖ = ı´nf
b∈I
‖a− b‖ .
Demostracio´n.
Esta´ claro que es una norma para A/I, ya que es la norma definida en el espacio vectorial
cociente, Falta ver que es submultiplicativa. Tomemos ε > 0 y sean a, b ∈ A. Entonces
existen a′, b′ ∈ I de forma que ‖a+ I‖ + ε > ‖a+ a′‖, ‖b+ I‖ + ε > ‖b+ b′‖ . Por tanto,
si tomamos c = a′b+ ab′ + a′b′ ∈ I se tiene
(‖a+ I‖+ ε)(‖b+ I‖+ ε) > ∥∥a+ a′∥∥ ∥∥b+ b′∥∥ ≥ ‖ab+ c‖ .
Entonces (‖a+ I‖+ ε)(‖b+ I‖+ ε) ≥ ‖ab+ I‖. Finalmente, tomando ε→ 0, se sigue que
‖a+ I‖ ‖b+ I‖ ≥ ‖ab+ I‖ ,
es decir, la norma es submultiplicativa, como quer´ıamos. 
Antes de continuar estudiando propiedades, vamos a ver un sencillo ejemplo de ideal.
Tomemos A y B dos a´lgebras y sea ϕ : A → B un homomorfismo. Entonces kerϕ es cla-
ramente un ideal, ya que dado a ∈ kerϕ, b ∈ A se tiene que ϕ(ab) = ϕ(a)ϕ(b) = 0, as´ı que
ab ∈ I. El manejo de los nu´cleos de homomorfismos como ideales sera´n una herramienta
importante en algunas secciones de este trabajo.
Teorema 1.3.7. Sea I un ideal regular en un a´lgebra de Banach A. Si I es propio, tambie´n
lo es I. Si adema´s I es maximal, I es cerrado.
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Demostracio´n.
Como I es regular, entonces existe u ∈ A tal que a − au, a − ua ∈ I para todo a ∈ A.
Ahora, si b ∈ I es tal que ‖u− b‖ < 1, entonces el elemento v = 1 − u + b es invertible
en Aˆ. Si a ∈ A, entonces av = a − au + ab ∈ I, por tanto A = A = Av ⊆ I, lo cual es
imposible ya que I es propio. Por tanto, se sigue que ‖u− b‖ ≥ 1 para todo b ∈ I, por lo
tanto u /∈ I, lo que demuestra que es propio.
Finalmente, si I es maximal, se tiene que I = I, por tanto es cerrado. 
Lema 1.3.8. Sea I un ideal regular maximal en un a´lgebra unitaria y conmutativa A.
Entonces A/I es un cuerpo.
Demostracio´n.
Tenemos que el a´lgebra A/I es conmutativa y unitaria, con unidad u+ I. Si J es un ideal
en A/I, y pi es la aplicacio´n de paso al cociente de A a A/I, entonces esta´ claro que pi−1(J)
es un ideal en A que contiene a I. Entonces, como I es un ideal maximal, se sigue que
pi−1(J) es A o I. Por tanto, A/I solo tiene los ideales triviales. Ahora supongamos que pi(a)
es un elemento no nulo de A/I. Entonces, J = pi(a)(A/I) es un ideal no nulo en A/I, por
lo tanto J = A/I. Por tanto, existe un elemento b ∈ A de forma que (a+I)(b+I) = u+I,
as´ı que a+ I es invertible. Eso prueba que A/I es un cuerpo. 
Ahora introducimos el concepto de cara´cter, que sera´n los elementos sobre los que cons-
truiremos la transformada de Gelfand.
Definicio´n 1.3.9. Un cara´cter en un a´lgebra A es un homomorfismo κ : A→ C no nulo.
El conjunto de caracteres se denota por Ω(A).
Antes de enunciar las principales caracter´ısticas del espectro de un a´lgebra, merece la
pena detenernos en dos detalles:
Nota 1.3.10. 1. Si ϕ : A → B es un homomorfismo de a´lgebras y B es unitaria,
entonces existe un u´nico homomorfismo unitario
ϕˆ : Aˆ→ B
a+ λ 7→ ϕ(a) + λ1
que extiende a ϕ.
2. Si ϕ : A→ B es un homomorfismo unitario entre a´lgebras unitarias, entonces
ϕ(Inv A) ⊆ Inv B,
por tanto σ(ϕ(a)) ⊂ σ(a) para todo a ∈ A.
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Teorema 1.3.11. Sea A un a´lgebra de Banach abeliana y unitaria. Se tiene:
(a) Si κ ∈ Ω(A), entonces κ ∈ A∗ y ‖κ‖ = 1.
(b) Ω(A) es no vac´ıo, y la aplicacio´n
κ 7→ kerκ
define una biyeccio´n de Ω(A) al conjunto de ideales maximales de A.
Demostracio´n.
(a) Sea κ ∈ Ω(A). Observemos que κ es un homomorfismo unitario, ya que κ(1) =
κ(1)2 = 1. Entonces, por el apartado (2) de la nota anterior, se sigue que σ(κ(a)) ⊂
σ(a). Ahora, esta´ claro que κ(a) ∈ σ(κ(a)), por lo tanto κ(a) ∈ σ(a). De aqu´ı
deducimos por tanto que |κ(a)| ≤ r(a) ≤ ‖a‖. As´ı, se tiene que κ es acotado y
‖κ‖ ≤ 1. Finalmente, como κ(1) = 1, se sigue que ‖κ‖ = 1.
(b) Llamemos I al ideal cerrado kerκ. Es un ideal propio, ya que κ 6= 0 y adema´s
I + C1 = A, pues a − κ(a) ∈ I para todo a ∈ A, de donde se sigue claramente que
I es maximal. Ahora, si κ1,κ2 ∈ Ω(A) y kerκ1 = kerκ2, entonces para cada a ∈ A
tenemos κ1(a−κ2(a)) = 0, as´ı que κ1(a) = κ2(a) y κ1 = κ2, por tanto la aplicacio´n
es inyectiva.
Veamos ahora que es sobre. Tomemos I un ideal maximal cualquiera de A. Entonces,
por el teorema 1.3.7, sabemos que I es cerrado. Como A es unitario, I es regular y
por tanto A/I es un cuerpo por el lema 1.3.8. Entonces, por el teorema de Gelfand-
Mazur, se tiene que A/I = C(1 + I), de donde deducimos que A = I ⊕ C1. Ahora,
definimos κ : A → C como κ(a + λ) = λ, con a ∈ I y λ ∈ C. Entonces, κ es un
cara´cter y kerκ = I, lo que prueba que la aplicacio´n define una biyeccio´n entre Ω(A)
y los ideales maximales de A.
Finalmente, como ya hemos visto, A admite ideales maximales porque es unitario,
as´ı que Ω(A) 6= ∅. 
En ciertos momentos del trabajo tendremos que trabajar con a´lgebras de Banach no uni-
tarias, as´ı que vamos a presentar una versio´n algo ma´s de´bil del teorema anterior, en el
que el concepto de ideal regular juega un papel determinante.
Teorema 1.3.12. Sea A un a´lgebra de Banach abeliana. Se tiene:
(a) Si κ ∈ Ω(A), entonces κ ∈ A∗ y ‖κ‖ ≤ 1.
(b) La aplicacio´n
κ 7→ kerκ
define una biyeccio´n de Ω(A) sobre conjunto de ideales maximales regulares de A,
que denotaremos por M.
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Demostracio´n.
(a) Sea κ ∈ Ω(A), y denotemos por M a kerκ. Entonces, por el primer teorema de
isomorf´ıa, A/M ∼= C, de donde deducimos que M es regular. De nuevo, M es tambie´n
maximal porque tiene codimensio´n 1, y por tanto es cerrado. Denotemos ahora por
‖·‖′ a la norma inducida en C por A/M . Se tiene claramente que ‖λ‖′ = ‖1‖′ |λ|
para todo λ ∈ C. Como ‖1‖′ ≥ 1, se sigue que |λ| ≤ ‖λ‖′ para todo λ ∈ C, y por
tanto deducimos que para cualquier a ∈ A, |κ(a)| ≤ ‖κ(a)‖′ ≤ ‖a‖, lo que prueba
el enunciado.
(b) Tomemos κ ∈ Ω(A). Observemos que κ esta´ completamente determinado por su
nu´cleo M = kerκ, que es un ideal regular maximal, pues si a ∈M entonces κ(a) = 0
y si a /∈M entonces κ(a) es el u´nico nu´mero complejo tal que a2−κ(a)a ∈M . Esto
prueba que la aplicacio´n es inyectiva.
Por otro lado, si M es un ideal maximal regular de A, el cociente A/M es un cuerpo.
Como M es cerrado, entonces A/M es tambie´n un a´lgebra de Banach, y por tanto
A/M ∼= C. Por tanto, la aplicacio´n de paso al cociente pi : A→M es un cara´cter, lo
que prueba que la aplicacio´n κ 7→ kerκ es una biyeccio´n. 
Teorema 1.3.13. Sea A un a´lgebra de Banach conmutativa.
(a) Si A es unitaria, entonces
σ(a) = {κ(a) : κ ∈ Ω(A)} (a ∈ A).
(b) Si A es no unitaria, entonces
σ(a) = {κ(a) : κ ∈ Ω(A)} ∪ {0} (a ∈ A).
Demostracio´n.
(a) Supongamos que A es unitaria y sea a ∈ A. Entonces, si λ ∈ σ(a), se sigue que el
ideal I = (a − λ)A es propio, as´ı que I esta´ contenido en un ideal maximal ker(κ).
As´ı, κ(a− λ) = 0 y por tanto κ(a) = λ. Hemos probado entonces que
σ(a) ⊂ {κ(a) : κ ∈ Ω(A)}.
Para la otra inclusio´n, supongamos que a− κ(a) es invertible. Entonces tenemos
1 = κ(1) = κ(a− κ(a))κ(a− κ(a))−1,
pero κ(a− κ(a)) = 0, y llegamos a contradiccio´n. Por lo tanto, κ(a) ∈ σ(a).
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(b) Ahora supongamos que A es un a´lgebra no unitaria y tomemos κ∞ : Aˆ → C el
homomorfismo cano´nico. Entonces Ω(Aˆ) = {κˆ : κ ∈ Ω(A)} ∪ {κ∞}, donde κˆ es el
u´nico cara´cter que extiende κ a Aˆ. Entonces, tenemos por (a) que
σ(a) = σAˆ(a) = {κ(a) : κ ∈ Ω(Aˆ)} = {κ(a) : κ ∈ Ω(A)} ∪ {0},
lo que prueba el resultado. 
Notemos que si A es un a´lgebra de Banach abeliana, entonces por el teorema 1.3.12
deducimos que Ω(A) esta´ contenida en la bola unidad cerrada de A∗. Dotaremos por tanto
a Ω(A) de la topolog´ıa de´bil* relativa, y llamaremos al espacio topolo´gico Ω(A) espacio
de caracteres o espectro de A.
Teorema 1.3.14. Si A es un a´lgebra de Banach abeliana, entonces Ω(A) es un espacio
T2 localmente compacto. Es ma´s, si A es unitaria, Ω(A) es compacto.
Demostracio´n.
Veamos primero que Ω(A) ∪ {0} es de´bil cerrado en la bola unidad cerrada BA∗ de A∗.
Tomemos entonces una red (κα) en Ω(A)∪{0} convergiendo a κ ∈ BA∗ . Tomemos a, b ∈ A.
Tenemos que
κ(ab) = l´ım
α
κα(ab) = l´ım
α
κα(a)κα(b) = κ(a)κ(b),
lo que prueba que κ es un homomorfismo y por tanto pertenece a Ω(A) ∪ {0}. Ahora,
como BA∗ es de´bil* compacto por el teorema de Banach-Alaoglu, se sigue que Ω(A)∪ {0}
es de´bil* compacta y, por tanto, Ω(A) es localmente compacto. En el caso en el que A es
unitaria, se sigue que Ω(A) es de´bil* cerrado, y por tanto es compacto. 
Dado un espacio topolo´gico T2 Ω, diremos que una funcio´n continua f : Ω→ C se desva-
nece en el infinito si para cada ε > 0 el conjunto {x ∈ Ω : |f(x)| ≥ ε} es compacto en Ω.
El a´lgebra constituida por estas funciones se denota por C0(Ω), y es un a´lgebra de Banach
abeliana y unitaria con la norma infinito.
Podemos entonces presentar la idea central de esta seccio´n, la transformada de Gelfand,
que nos permitira´ entender cada elemento de un a´lgebra de Banach como una funcio´n
continua que se desvanece en el infinito definida sobre su espectro:
Definicio´n 1.3.15. Sea A un a´lgebra de Banach abeliana con Ω(A) no vac´ıo. Dado a ∈ A,
definimos la funcio´n aˆ como
aˆ : Ω(A)→ C
κ 7→ κ(a).
Llamamos transformada de Gelfand de a a la funcio´n aˆ.
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Teorema 1.3.16 (Teorema de Representacio´n de Gelfand). Sea A un a´lgebra de Banach
abeliana con Ω(A) no vac´ıo. Entonces la aplicacio´n
A→ C0(Ω(A))
a 7→ aˆ,
l lamada representacio´n de Gelfand, es un homomorfismo decreciente en norma, y
r(a) = ‖aˆ‖∞.
Adema´s, si A es unitario, σ(a) = aˆ(Ω(A)), y si A es no unitario, σ(a) = aˆ(Ω(A)) ∪ {0},
para todo a ∈ A.
Demostracio´n.
Veamos primero que la aplicacio´n esta´ bien definida. Es decir, que aˆ ∈ C0(Ω(A)) para todo
a ∈ A. Observemos que la topolog´ıa de´bil* es la topolog´ıa menos fina que hace continuas a
todas las funciones aˆ, lo que en cierta manera justifica la eleccio´n de la topolog´ıa. Adema´s,
para cada ε > 0, el conjunto {κ ∈ Ω(A) : |κ(a)| ≥ ε} es de´bil* cerrado en la bola unidad
cerrada de A∗, y de nuevo por Banach-Alaoglu se sigue que son conjuntos compactos para
todo a ∈ A. Esto prueba que aˆ ∈ C0(Ω(A)).
Ahora, por el teorema 1.3.11 se tiene que σ(A) es el rango de aˆ si A es unitario (σ(a)∪{0} si
es no unitario). Por tanto, r(a) = ‖aˆ‖∞, lo que implica que la aplicacio´n es decreciente en
norma. Finalmente, el hecho de que la aplicacio´n es homomorfismo se sigue inmediatamente
de la definicio´n de la transformada de Gelfand. 
Definicio´n 1.3.17. Sea A un a´lgebra de Banach abeliana con Ω(A) no vac´ıo. Llamaremos
radical de A al nu´cleo de la representacio´n de Gelfand. Si el radical de A es {0}, diremos
que A es semisimple.
Es trivial ver que los elementos del radical de A son aquellos tales que r(a) = 0. Por
tanto, el radical contiene a todos los elementos nilpotentes.
Proposicio´n 1.3.18. Sea A un a´lgebra de Banach abeliana con espectro no vac´ıo. Son
equivalentes:
(a) A es semisimple.
(b) Ω(A) separa puntos.
(c) ⋂κ∈Ω(A) kerκ = {0}.
Demostracio´n.
Sea A es semisimple, y razonemos por reduccio´n al absurdo. Supongamos que Ω(A) no
separa puntos. Es decir, existe a ∈ A no nulo tal que κ(a) = 0 para todo κ ∈ Ω(A). Es
decir, aˆ(κ) = 0 para todo κ ∈ Ω(A), lo que implica que aˆ = 0, que contradice el hecho de
que A es semisimple.
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Supongamos ahora que Ω(A) separa puntos. Entonces, esta´ claro que dado κ1 ∈ Ω(A), y
x ∈ kerκ1 no nulo, existe κ2 tal que κ2(x) 6= 0, por lo tanto x /∈ kerκ2. Adema´s, esta´
claro que 0 ∈ kerκ para todo κ ∈ Ω(A), lo que prueba que⋂
κ∈Ω(A)
kerκ = {0}.
Finalmente, supongamos que la interseccio´n de todos los nu´cleos de los caracteres es cero.
Supongamos que A no es semisimple: existe a ∈ A no nulo de forma que aˆ = 0, es decir,
0 = aˆ(κ) = κ(a) para todo κ ∈ Ω(A). Es decir, a ∈ ⋂κ∈Ω(A) kerκ, y obtenemos de nuevo
una contradiccio´n. 
Como vimos en el teorema 1.3.12, los ideales maximales regulares de cualquier a´lgebra
de Banach abeliana son precisamente los nu´cleos de los caracteres definidos en A, as´ı
que tenemos una biyeccio´n Ω(A) → M. Identificaremos por tanto Ω(A) con M. Es ma´s,
podemos ver entonces a M como un espacio topolo´gico, ya que Ω(A) esta´ equipado con
la topolog´ıa de´bil* relativa a la bola unidad cerrada de A∗. As´ı, podemos entender la
transformada de Gelfand como
aˆ : M→ C
M 7→ aˆ(M),
donde definimos aˆ(M) = κ(a), donde M = kerκ, y podemos entonces definir la represen-
tacio´n de Gelfand como la aplicacio´n
A : → C0(M)
a→ aˆ.
Lidiaremos con ambas definiciones, entendiendo que en realidad estamos trabajando exac-
tamente con las mismas ideas en ambos casos.
Finalizamos la seccio´n introduciendo el concepto de a´lgebra de Banach regular, que sera´
una idea crucial en ciertos momentos del trabajo. Para ello, debemos hablar primero de
ciertas ideas que de nuevo pondra´n en juego a los ideales maximales regulares.
Definicio´n 1.3.19. Sea A un a´lgebra de Banach abeliana. Dado un ideal I de A, definimos
su cierre h(I) como el conjunto de todos los ideales maximales regulares que contienen a
I.
Es fa´cil ver entonces, gracias a nuestra definicio´n alternativa de la transformada de
Gelfand que
Proposicio´n 1.3.20. Dado un ideal I en un a´lgebra de Banach abeliana A, h(I) es el
conjunto de M ∈M tales que aˆ(M) = 0 para todo a ∈ I. En consecuencia, h(I) es cerrado.
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Demostracio´n.
Llamemos B = {M ∈M : aˆ(M) = 0 ∀a ∈ I}, y veamos que h(I) = B.
Sea M ∈ h(I). Entonces M es un ideal maximal regular con I ⊂M . Es decir, M = kerκ
con κ ∈ Ω(A) con I ⊂ kerκ. Entonces, para todo a ∈ I, se tiene que κ(a) = 0, es decir,
aˆ(M) = 0, por lo tanto M ∈ B.
Tomemos ahora M = kerκ ∈ B. Se tiene por tanto que aˆ(M) = 0 para todo a ∈ I, es
decir, κ(a) = 0 para todo a ∈ I. Por tanto, I ⊂ M , que por definicio´n quiere decir que
M ∈ h(I). 
Definicio´n 1.3.21. Dada un a´lgebra de Banach abeliana A, definimos el nu´cleo de un
conjunto E ⊂M como el ideal
k(E) =
⋂
M∈E
M.
De nuevo, podemos relacionar esta definicio´n con la transformada de Gelfand:
Proposicio´n 1.3.22. Dada un a´lgebra de Banach abeliana A, se tiene que
k(E) = {a ∈ A : aˆ(M) = 0 ∀ M ∈ E}.
En consecuencia, k(E) es cerrado.
Demostracio´n.
Llamemos C = {a ∈ A : aˆ(M) = 0 ∀ M ∈ E} y veamos que k(E) = C.
Sea a ∈ k(E). Entonces a ∈ M para todo M ∈ E. Es decir, si kerκ = M ∈ E, entonces
κ(a) = 0. Es decir, aˆ(M) = 0 para todo M ∈ E, por lo tanto a ∈ C.
Por otro lado, sea a ∈ C. Si M = kerκ, entonces κ(a) = 0, as´ı que a ∈ M para todo
M ∈ E, es decir, a ∈ k(E). 
Definicio´n 1.3.23. Diremos que un a´lgebra de Banach abeliana A es regular si todo
punto M ∈M tiene un entorno U de forma que k(U) es un ideal regular.
Dado un conjunto cerrado F en M, definimos J(F,∞) como la unio´n de los idea-
les k(U), donde U es cualquier conjunto abierto tal que F ⊂ U y con complementario
compacto. Se tiene
Proposicio´n 1.3.24. Dada A un a´lgebra abeliana y F cerrado en M, se tiene J(F,∞)
es el menor ideal con cierre igual a F .
La demostracio´n de este resultado es bastante te´cnica y las herramientas presentadas
en este cap´ıtulo no son suficientes para poder plantearla. Dicha prueba puede encontrarse
en ([27], p. 91).
Gracias a este resultado, tenemos para cualquier ideal cerrado I que
J(h(I),∞) ⊂ I ⊂ k(h(I)).
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Finalmente, damos una condicio´n necesaria y suficiente para poder expresar todo ideal
cerrado I de un a´lgebra de Banach abeliana A semisimple y regular como la interseccio´n
de ideales regulares maximales:
Lema 1.3.25. Sea A un a´lgebra de Banach abeliana, semisimple y regular. Entonces los
conjuntos cerrados deM son exactamente los cierres de los ideales cerrados. Adema´s, todo
ideal cerrado I de A es interseccio´n de ideales maximales regulares si y solo si
J(h(I),∞) = k(h(I)).
En ese caso, se tiene que
J(h(I),∞) = I = k(h(I)).
De nuevo, la prueba es bastante a´rida, pero el lector interesado puede encontrarla en
([27], p. 92).
Cap´ıtulo 2
El Problema del Subespacio
Invariante
En este cap´ıtulo ofrecemos el planteamiento general del problema del subespacio in-
variante, enfoca´ndonos en la estructura del ret´ıculo de los subespacios invariantes de un
operador, y proporcionando algunas herramientas ba´sicas tales como la semejanza. A con-
tinuacio´n, enunciamos y demostramos el teorema de Lomonosov y el teorema espectral
para operadores normales, los dos resultados ma´s importantes que prueban la existencia
de subespacios invariantes para una gran clase de operadores.
2.1. El Problema del Subespacio Invariante en Espacios de
Hilbert
Durante el resto del texto consideraremos espacios de Hilbert H complejos, separables
y de dimensio´n infinita.
El problema del subespacio invariante en espacios de Hilbert tiene un sencillo enunciado:
¿tiene todo operador T ∈ B(H) un subespacio invariante no trivial?
Vamos a comenzar presentando las definiciones ba´sicas necesarias para comprender el
problema.
Definicio´n 2.1.1. Dado un operador T ∈ B(H), diremos que un subespacio M ⊆ H es
invariante por T si
Tx ∈M para todo x ∈M.
Esta´ claro que todo operador acotado tiene siempre dos subespacios invariantes: {0} y
H, que llamaremos subespacios invariantes triviales.
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Definicio´n 2.1.2. Dado un operador T ∈ B(H), llamamos ret´ıculo de subespacios
invariantes o ret´ıculo de T al conjunto de subespacios invariantes por T y lo denotamos
por Lat T . Adema´s, si S es una familia de operadores acotados, definimos
Lat S =
⋂
T∈S
Lat T.
Usar el te´rmino ret´ıculo para referirnos al conjunto de subespacios invariantes de un
operador no es casual. La coleccio´n de estos subespacios cumple ciertas propiedades de
orden que hacen que constituyan un ret´ıculo en el lenguaje de la teor´ıa algebraica de orden.
Vamos a comentar ciertos aspectos de este punto de vista de estudio de los ret´ıculos para
deducir propiedades sobre subespacios invariantes.
Definicio´n 2.1.3. Una relacio´n binaria definida en un conjunto A ≤ es una relacio´n
parcial de orden en A si cumple para todo a, b, c ∈ A:
(i) a ≤ a (Reflexividad)
(ii) Si a ≤ b y b ≤ a, entonces a = b. (Antisimetr´ıa)
(iii) Si a ≤ b y b ≤ c entonces a ≤ c.
Si adema´s se cumple que para todo a, b ∈ A
1. a ≤ b o´ b ≤ a,
diremos que es una relacio´n de orden total. A cualquier conjunto con una relacio´n
parcial de orden lo llamaremos conjunto parcialmente ordenado y si esta relacio´n es
total lo llamaremos conjunto totalmente ordenado. Adema´s, si a ≤ b pero a 6= b, lo
denotaremos por a < b.
Podemos generalizar muchos de los conceptos de orden que aplicamos a los nu´meros
reales a los conjuntos parcialmente ordenados:
Definicio´n 2.1.4. Sea A un subconjunto de un conjunto parcialmente ordenado P . Un
elemento p ∈ P es una cota superior para A si a ≤ p para todo a ∈ A. Un elemento
p ∈ P es el supremo de A (supA) si p es cota superior de A y p ≤ p′ para todo p′ ∈ P
cota superior de A. Si a, b ∈ A, definimos el intervalo cerrado [a, b] como el conjunto de
los elementos c ∈ P tales que a ≤ c ≤ b, y el intervalo abierto (a, b) como los elementos
c ∈ P tales que a < c < b.
De igual manera, podemos definir los conceptos de cota inferior e ı´nfimo.
Introducimos entonces el concepto algebraico de ret´ıculo:
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Definicio´n 2.1.5. Dado un conjunto parcialmente ordenado A diremos que es un ret´ıculo
si para todo a, b ∈ A los elementos sup{a, b} e ı´nf{a, b} existen y pertenecen a A. Adema´s
se definen las operaciones:
∨ : A×A→ A
(a, b) 7→ sup{a, b}.
∧ : A×A→ A
(a, b) 7→ ı´nf{a, b}.
Puede ser interesante considerar aplicaciones entre conjuntos parcialmente ordenados
que conserven el orden definido:
Definicio´n 2.1.6. Sean dos conjuntos parcialmente ordenados A1 y A2 y α : A1 → A2
una aplicacio´n. Diremos que α preserva el orden si para todos a, b ∈ A1 tales que a ≤ b
se cumple que α(a) ≤ α(b). En cambio, si α(b) ≤ α(a) para todo a ≤ b, diremos que α
invierte el orden.
Finalmente, tambie´n podemos hablar de isomorfismo en el sentido de la teor´ıa de orden:
Definicio´n 2.1.7. Dos ret´ıculos A1 y A2 son isomorfos si existe una aplicacio´n biyectiva
α : A1 → A2 de forma que α y α−1 preservan el orden. A esta aplicacio´n se le denomina
isomorfismo. Si α es una aplicacio´n biyectiva tal que α y α−1 invierten el orden, diremos
que α es un anti-isomorfismo.
Una vez sentadas las bases teo´ricas del concepto de ret´ıculo, veamos que dado un
operador T ∈ B(H) el conjunto de sus subespacios invariantes Lat T conforma un ret´ıculo:
Proposicio´n 2.1.8. Dado T ∈ B(H) se tiene que Lat T es un ret´ıculo, donde A ≤ B si
A ⊆ B.
Demostracio´n.
Esta´ claro que la inclusio´n de conjuntos es una relacio´n parcial de orden. Ahora, basta
observar que A ∧ B = A ∩ B, y que A ∨ B = span A ∪ B. Veamos que A ∧ B ∈ Lat T .
Para ello, sea x ∈ A∩B. Tenemos que Tx ∈ A y Tx ∈ B, ya que A,B ∈ Lat T , por lo que
Tx ∈ A ∩B, y entonces A ∩B es invariante por T . Ahora, sea x ∈ spanA ∪B. Entonces,
x = αx1 + βx2, con x1 ∈ A, x2 ∈ B y α, β ∈ C. Ahora, como A,B ∈ Lat T , se sigue que
Tx1 ∈ A y Tx2 ∈ B, por lo tanto αTx1 + βTx2 ∈ spanA ∪B, as´ı que spanA ∪B tambie´n
es invariante por T , y por la continuidad de T tambie´n lo es spanA ∪B. 
Definicio´n 2.1.9. Dado T ∈ B(H), diremos que M ∈ Lat T es minimal si para todo
N ≤M se tiene que N = M o N = {0}.
Nota 2.1.10. De la misma forma, dada una familia de operadores S ⊆ B(H) se tiene que
Lat S es un ret´ıculo, donde A ≤ B si A ⊆ B y donde las aplicaciones ∨ y ∧ se definen de
manera ana´loga. La misma definicio´n es va´lida adema´s para los subespacios minimales.
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Es natural preguntarse por propiedades adicionales de invariancia de subespacios por
accio´n de operadores de B(H). Una de las ma´s estudiadas es la hiperinvariancia, relacio-
nada con el conmutante de un operador, que pasamos a definir.
Definicio´n 2.1.11. Dados dos operadores T, S ∈ B(H) definimos su conmutador como
[T, S] = TS − ST . Diremos que T y S conmutan si [T, S] = 0, es decir, si TS = ST .
Llamamos conmutante de T al conjunto de los operadores que conmutan con T , y lo
denotamos por {T}′:
{T}′ := {S ∈ B(H) : TS = ST}.
Esta´ claro que {T}′ es una suba´lgebra de B(H).
Definicio´n 2.1.12. Dado T ∈ B(H), diremos que un subespacio M ⊆ H es h´ıperinva-
riante por T si M ∈ Lat S para todo S ∈ {T}′.
El problema de decidir si todos los operadores de B(H) que no son un mu´ltiplo escalar
de la identidad son h´ıperinvariantes es un problema que continu´a abierto, aunque ha
recibido algunas respuestas parciales, como el teorema de Lomonosov (que probaremos
en la siguiente seccio´n), que asegura que todo operador no escalar que conmuta con un
operador compacto posee subespacios hiperinvariantes no triviales.
Definicio´n 2.1.13. Dados T ∈ B(H) y M subespacio de H, diremos que M reduce a T
si M y M⊥ pertenecen a Lat T . Tambie´n llamaremos a M espacio reductor.
Veamos algunos resultados de cara´cter general que nos ayudara´n a decidir que´ subes-
pacios son invariantes para un operador concreto:
Proposicio´n 2.1.14. Si T ∈ B(H) y P es una proyeccio´n sobre M , entonces M ∈ Lat T
si y solo si TP = PTP .
Demostracio´n.
Si que M ∈ Lat T y x ∈ H, entonces TPx esta´ contenido en TM , y como TM ⊆ M ,
se sigue que P (TPx) = TPx. Para la otra implicacio´n, observemos que si TP = PTP y
x ∈ M , entonces Px = x y Tx = PTx. Como P (Tx) = Tx, se sigue que Tx ∈ M , y por
tanto M ∈ Lat T . 
Proposicio´n 2.1.15. Dado T ∈ B(H), se tiene que Lat T ∗ = {M : M⊥ ∈ Lat T}.
Demostracio´n.
Vamos a probar la doble inclusio´n. Tomemos primero M ∈ Lat T ∗. Tomemos x ∈ M⊥.
Se tiene para todo y ∈ M que 0 = 〈x, T ∗y〉 = 〈Tx, y〉, por lo que Tx ∈ M⊥. As´ı,
M⊥ ∈ Lat T . Ahora, si M⊥ ∈ Lat T , como M es cerrado se tiene que (M⊥)⊥ = M , por
tanto M ∈ Lat T ∗. 
Podemos deducir entonces que:
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Corolario 2.1.16. El subespacio M reduce a T si y solo si M ∈ (Lat T ) ∩ (Lat T ∗).
Tambie´n sera´ muy importante el concepto de semejanza:
Definicio´n 2.1.17. Sean H1, H2 espacios de Hilbert complejos. Diremos que dos opera-
dores T ∈ B(H1) y S ∈ B(H2) son semejantes si existe un isomorfismo Φ : H1 → H2 de
forma que
T = Φ−1SΦ.
Cuando queramos enfatizar el isomorfismo Φ diremos que son semejantes bajo Φ.
Adema´s, si Φ es unitario, diremos que T y S son unitariamente equivalentes.
La relacio´n ’ser semejantes’ es una relacio´n de equivalencia sobre los operadores aco-
tados. Esta propiedad va a ser fundamental en nuestro trabajo, pues la semejanza entre
operadores conserva muchas propiedades que juegan un papel crucial en la teor´ıa de los
subespacios invariantes. Por ejemplo, si conocemos el ret´ıculo de un operador, conoceremos
tambie´n el ret´ıculo de todos los operadores semejantes a e´l:
Proposicio´n 2.1.18. Sean T ∈ B(H1) y S ∈ B(H2) dos operadores semejantes bajo
Φ : H1 → H2. Entonces M ∈ Lat T si y solo si Φ(M) ∈ Lat S. Es decir:
Lat S = {Φ(M) : M ∈ Lat T}.
Demostracio´n.
Veremos solo una de las implicaciones, la otra es ana´loga. Supongamos que M ∈ Lat T . Por
tanto, para todo x ∈M , se tiene que Tx ∈M . Es decir, Φ−1SΦx ∈M , o sea, Φ−1Sy ∈M
para todo y ∈ Φ(M). Ahora, Φ−1(Sy) ∈M si y solo si Sy ∈ Φ(M), por lo que deducimos
que Sy ∈ Φ(M) para todo y ∈ Φ(M), es decir, Φ(M) ∈ Lat S. 
Proposicio´n 2.1.19. Sean T ∈ B(H1) y S ∈ B(H2) dos operadores semejantes bajo
Φ : H1 → H2. Entonces σ(T ) = σ(S) y σp(T ) = σp(S).
Demostracio´n.
Sea λ ∈ σ(T ). Entonces, T − λI no es invertible. Entonces, esta´ claro que Φ−1(T − λI)Φ
tampoco es invertible. Adema´s tenemos que
Φ−1(T − λI)Φ = S − λI
as´ı que S − λI no es invertible y λ ∈ σ(S). La otra contencio´n es ana´loga.
Consideremos ahora λ ∈ σp(T ). Es decir, existe x ∈ H1 de forma que Tx = λx. Entonces,
se tiene que Φ−1SΦx = λx. Si despejamos obtenemos S(Φx) = λ(Φx). Como Φ es isomor-
fismo se sigue que Φx 6= 0 y por tanto λ ∈ σp(S). De nuevo, la otra contencio´n es ana´loga.

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2.2. El Teorema de Lomonosov
El objetivo de esta seccio´n es probar el teorema de Lomonosov, (ver [19]) uno de
los resultados ma´s potentes en la teor´ıa de subespacios invariantes:
Teorema 2.2.1 (Teorema de Lomonosov). Sea X un espacio de Banach complejo, sea
T ∈ B(X), y supongamos que no es un mu´ltiplo escalar de la identidad. Entonces, si T
conmuta con un operador compacto no nulo, T tiene un subespacio h´ıperinvariante no
trivial.
Como comentamos en la anterior seccio´n, nuestro objetivo es estudiar el problema del
subespacio invariante en espacios de Hilbert por su mayor riqueza geome´trica. A pesar de
ello, la demostracio´n para el teorema de Lomonosov es un resultado relativamente sencillo
de probar en el marco general de un espacio de Banach complejo X, aunque es necesa-
rio aplicar herramientas propias del Ana´lisis Funcional no Lineal. Adema´s, responde a
varias preguntas cla´sicas sobre el problema del subespacio invariante, que veremos como
corolarios directos. Por este motivo, enunciamos y probamos el resultado para espacios de
Banach.
Como hemos comentado, necesitaremos utilizar dos resultados cla´sicos de Ana´lisis Funcio-
nal: el teorema de Mazur sobre el cierre convexo de un compacto en un espacio de Banach
y el teorema de punto fijo de Schauder. Por completitud, vamos a ofrecer la prueba de
ambos.
Teorema 2.2.2 (Teorema de Punto Fijo de Schauder). Sea X un espacio de Banach y sea
K ⊂ X un compacto, convexo no vac´ıo. Entonces, dada f : K → K aplicacio´n continua,
existe x ∈ K de forma que f(x) = x.
Demostracio´n.
La idea de la prueba esta´ basada en reducirnos al caso finito-dimensional y aplicar entonces
el teorema de punto fijo de Brower. Tomemos ε > 0. Entonces, la familia de bolas abiertas
{B(x, ε) : x ∈ K} forma un recubrimiento abierto para K. Como K es compacto, podemos
seleccionar entonces x1, ..., xn ∈ K de forma que
K ⊂
n⋃
i=1
B(xi, ε).
Tomemos entonces Kε ⊂ K el cierre convexo y cerrado de x1, ..., xn. Veamos que es
compacto. Consideramos el s´ımplice esta´ndar en Rn dado por
S = {(t1, .., tn) ∈ Rn : t1, ..., tn ≥ 0,
n∑
i=1
ti = 1}
esta´ claro que S es compacto. Ahora, si definimos ϕ : S → X de forma que ϕ(t1, ..., tn) =∑n
i=1 tixi, esta´ claro que ϕ es continua y que su imagen es Kε. Entonces, como S es
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compacto, se sigue que Kε tambie´n lo es.
Consideremos ahora Vε un espacio af´ın de dimensio´n n − 1 conteniendo a Kε. Ahora,
definimos Fi : K → R como
ϕi(x) = ma´x{0, 1− ‖x− xi‖ /ε}
para 1 ≤ i ≤ n. Observemos que esta´n bien definidas y son continuas, y ∑ni=1 ϕi(x) > 0
para todo x ∈ K. Ponemos ahora Πε : K → Kε como
Πε(x) =
n∑
i=1
xiϕi(x)∑n
i=1 ϕi(x)
.
De nuevo, Πε esta´ bien definido y adema´s, para todo x ∈ K se tiene que
‖Π(x)− x‖ < ε. (2.1)
Definimos entonces
fε : Kε → Kε
x 7→ piε(f(x)).
Es una funcio´n continua definida en un convexo compacto Kε contenido en un espacio
vectorial finito dimensional Vε. Entonces podemos aplicar el teorema del punto fijo de
Brouwer y se sigue que existe un punto fijo xε ∈ Kε para fε. Es decir,
fε(x) = x.
Ahora, como K es compacto, podemos encontrar una sucesio´n εk → 0 tal que xk := xεk
converge a cierto punto x ∈ K. Veamos que x es el punto fijo que buscamos para f . Es
decir, vamos a probar que f(x) = x.
Claramente se tiene que fεk(xk) = xk → x. Basta entonces ver que fεk(xk) → f(x). Es
decir, que ‖fεk(xk)− f(x)‖ → 0. Tenemos
‖fεk(xk)− f(x)‖ = ‖piεk(f(xk))− f(x)‖ ≤ ‖piεk(f(xk))− f(xk)‖+ ‖f(xk)− f(x)‖
≤ εk + ‖f(xk)− f(x)‖ → 0.
Falta justificar que existe k0 ≥ 0 de forma que ‖piεk(f(xk))− f(xk)‖ ≤ εk para todo
k ≥ k0. Para ello, basta recordar la propiedad (2.1) para deducir lo que queremos. Esto
prueba por tanto que f tiene un punto fijo y acaba la demostracio´n. 
Antes de ver el teorema de Mazur, recordemos que dado A ⊂ X un subconjunto de-
notamos por co(A) al cierre convexo de A.
Teorema 2.2.3 (Teorema de Mazur). Sea X un espacio de Banach y sea A ⊂ X un
compacto. Entonces, co(A) es compacto.
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Demostracio´n.
Observemos que como X es completo, se sigue que co(A) es completo, ya que es cerrado.
Por tanto, para probar que es compacto bastara´ ver que es totalmente acotado. Es decir,
que para todo ε > 0 existen x1, ..., xn ∈ co(A) de forma que
co(K) ⊆
n⋃
i=1
B(xi, ε).
Tomemos entonces ε > 0. Como A es compacto, se sigue que existen z1, ..., zn ∈ A de
forma que A ⊆ ⋃ni=1B(zi, ε/4). Tomemos K = co({z1, ..., zn}), que es compacto usando el
mismo razonamiento que en la prueba anterior. Ahora,
co(A) ⊆
⋃
y∈co(A)
B(y, ε/4).
Pero si y ∈ co(A), entonces y = ∑mi=1 aiyi, donde yi ∈ A, ai ≥ 0 y ∑mi1 ai = 1. Definimos
ahora v : A → {1, ..., n} de forma que
∥∥∥x− zv(x)∥∥∥ < ε/4. Esta´ bien definida porque
A ⊆ ⋃ni=1B(zi, ε/4). Si x estuviera contenida en ma´s de una bola, seleccionamos v(x) de
forma que sea el mı´nimo ı´ndice. Se tiene que
‖y −
m∑
i=1
aizy(i)‖ = ‖
n∑
i=1
ai(yi − yv(y))‖ < ε/4,
y por tanto
co(A) ⊂
⋃
y∈K
B(y, ε/2).
Ahora, como K es compacto, podemos extraer un subrecubrimiento finito de bolas de
forma que K ⊆ ⋃Ni=1B(yi, ε/2) con yi ∈ K. Por tanto, se sigue que
co(A) ⊆
N⋃
i=1
B(yi, ε),
lo que prueba que es totalmente acotado, como quer´ıamos. 
Vamos a usar estos dos teoremas para probar el Lema de Lomonosov, del cual deducire-
mos fa´cilmente el teorema de Lomonosov como corolario. Llamamos a´lgebra transitiva
a cualquier a´lgebra A ⊂ B(X) tal que Lat A = {{0}, X}.
Teorema 2.2.4 (Lema de Lomonosov). Sea A una suba´lgebra transitiva de B(X), y sea
K ∈ K(X) un operador compacto no nulo. Entonces, existe A ∈ A de forma que 1 es
autovalor para AK, es decir, 1 ∈ σp(AK).
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Demostracio´n.
La idea de la prueba consiste en encontrar un operador compacto en un conjunto convexo
y compacto para aplicar el teorema de punto fijo de Schauder. Este punto fijo sera´ entonces
un autovector para AK, con A ∈ A que iremos construyendo a lo largo de la prueba.
Comencemos suponiendo sin pe´rdida de generalidad que ‖K‖ = 1. Elijamos x0 ∈ X de
forma que ‖Kx0‖ > 1, lo que implica que ‖x0‖ > 1. Llamemos B = B(x0, 1). Ahora, para
cada A ∈ A definimos
u(A) := {y ∈ X : ‖Ay − x0‖ < 1} = A−1(B(x0, 1)).
Esta´ claro que cada u(A) es un conjunto abierto. Veamos que
X r {0} =
⋃
A∈A
u(A).
Tomemos primero x ∈ X no nulo. Entonces, como el a´lgebra A es transitiva, se sigue que
todo vector no nulo es c´ıclico para el a´lgebra. Es decir, el conjunto
{Ax : A ∈ A}
es denso para todo x ∈ X r {0}. As´ı, como el conjunto es denso, existe A ∈ A de
forma que ‖Ax− x0‖ < 1, as´ı que x ∈ ⋃A∈A u(A). Rec´ıprocamente, tenemos que ver que
0 /∈ ⋃A∈A u(A). Si 0 ∈ u(A), se sigue que ‖x0‖ < 1, lo cual es absurdo.
Ahora, tenemos que KB ⊂ Xr{0}, ya que para todo x ∈ B ‖Kx−Kx0‖ ≤ ‖x− x0‖ < 1.
As´ı que si 0 ∈ KB, se tendr´ıa de nuevo que ‖x0‖ < 1 y volver´ıamos a llegar a contradiccio´n.
As´ı se tiene
KB ⊂
⋃
A∈A
u(A).
Como K es compacto, podemos entonces tomar A1, ..., An ∈ A de forma que KB ⊂⋃n
i=1 u(Ai). Definimos ahora para cada i ∈ {1, ..., n} las aplicaciones αi : KB → R como
αi(y) = ma´x{0, 1− ‖Aiy − x0‖}.
Observemos que son aplicaciones continuas por ser el ma´ximo de dos aplicaciones con-
tinuas. Tambie´n es claro que para todo y ∈ KB 0 ≤ αi(y) ≤ 1. Adema´s, para cada y
siempre existe i ∈ {1, ..., n} de forma que ‖Aiy − x0‖ < 1, por tanto αi(y) > 0. Por tanto,
si definimos las aplicaciones
βi(y) =
αi(y)∑n
i=1 αi(y)
esta´n bien definidas y vuelven a ser aplicaciones continuas. Merece la pena sen˜alar que∑n
i=1 βi(y) = 1 para todo y ∈ KB. Con estos elementos a mano, podemos ya definir la
funcio´n continua que nos dara´ el punto fijo que buscamos. Se define
ψ : B → X
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como
ψ(x) =
n∑
i=1
βi(Kx)AiK(x).
Obviamente esta´ bien definida, ya que Kx ∈ KB para todo x ∈ B y es una aplicacio´n
continua por ser composicio´n y suma de continuas. Veamos primero que ψ(B) ⊂ B. Dado
x ∈ B se tiene
‖ψ(x)− x0‖ = ‖
n∑
i=1
βi(Kx)AiK(x)− x0‖ = ‖
n∑
i=1
βi(Kx)AiK(x)−
n∑
i=1
βi(Kx)x0‖
= ‖
n∑
i=1
βi(Kx)(AiKx− x0)‖ ≤
n∑
i=1
βi(Kx) ‖AiKx− x0‖ .
Ahora obervemos que si ‖AiKx− x0‖ > 1 entonces por definicio´n βi(Kx) = 0, as´ı que
tenemos que
‖ψ(x)− x0‖ ≤
n∑
i=1
βi(Kx) = 1,
lo que prueba que ψ(x) ∈ B. No podemos aplicar au´n el teorema de Schauder, porque
aunque B es un conjunto cerrado y convexo, no es compacto. Vamos a buscar algu´n com-
pacto que sea invariante por ψ dentro de la bola B. Observemos que como los operadores
compactos conforman un ideal, los operadores AiK es compactos. Por tanto, el conjunto
n⋃
i=1
AiKB
es compacto. Entonces, por el teorema de Mazur, se sigue que C := co(⋃ni=1AiKB) es
un conjunto compacto. Ahora, como βi(y) ≥ 0 y ∑ni=1 βi(y) = 1 para todo y ∈ KB,
se sigue que ψ(y) es combinacio´n convexa de AiK(y) ∈ KB. Por tanto, ψ(B) ⊂ C ∩ B.
As´ı, ψ(C ∩ B) ⊂ C ∩ B. Adema´s, C ∩ B es un conjunto no vac´ıo porque contiene a ψ(B).
Finalmente, como es la interseccio´n de dos conjuntos compactos y convexos, podemos
aplicar el teorema de punto fijo de Schauder, y se sigue que existe x ∈ C ∩ B tal que
ψ(x) = x, es decir,
n∑
i=1
βi(Kx)AiK(x) = x.
Entonces, llamando A = ∑ni=1 βi(Kx)Ai ∈ A se tiene que AKx = x, as´ı que x es autovec-
tor de AK asociado al autovalor 1. Esto termina la demostracio´n. 
Podemos entonces probar el teorema de Lomonosov:
Demostracio´n del teorema 2.2.1:
Razonamos por reduccio´n al absurdo. Supongamos que T ∈ B(X) no tiene subespacios
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h´ıperinvariantes. Es decir, el a´lgebra {T}′ es un a´lgebra transitiva, pues solo tiene subes-
pacios invariantes triviales. Tomemos K un operador compacto que conmute con T . As´ı,
por el lema de Lomonosov, existe A ∈ {T}′ de forma que 1 es autovalor para AK. Es
decir, el subespacio N := ker(AK − I) tiene dimensio´n mayor estricta que 0. Adema´s,
como AK|N es la identidad y AK es compacto, se sigue que N tiene dimensio´n finita, pues
la bola unidad en N es compacta por ser AK compacto. Ahora, como A y K conmutan
con T , se tiene que dado x ∈ N
AK(Tx) = T (AKx) = Tx,
por tanto Tx ∈ N para todo x ∈ N , lo que prueba que N es invariante por T . Como
N tiene dimensio´n finita, podemos extraer un autovalor λ para T . As´ı, el subespacio
M := ker(T −λI) es un subespacio cerrado claramente invariante por T , y dado cualquier
B ∈ {T}′ se tiene que M es invariante por B, ya que dado x ∈M
T (Bx) = B(Tx) = B(λx) = λBx.
As´ı, Bx ∈M y M es invariante por B, por lo tanto M es h´ıperinvariante para T y llegamos
a contradiccio´n. 
Como corolarios inmediatos vamos a enunciar algunos resultados que se mantuvieron como
problemas abiertos durante decenas de an˜os desde que se postulo´ el problema del subespa-
cio invariante hasta que fueron resueltos por diferentes matema´ticos en la segunda mitad
del siglo XX:
Corolario 2.2.5. Todo operador compacto posee un subespacio h´ıperinvariante (en parti-
cular, invariante).
Demostracio´n.
Basta observar que todo operador compacto conmuta consigo mismo y aplicar el teorema
de Lomonosov. 
Definicio´n 2.2.6. Diremos que un operador T ∈ B(X) es polinomialmente compacto
si existe un polinomio p ∈ C[z] de forma que p(T ) es compacto.
Teorema 2.2.7. Todo operador polinomialmente compacto tiene un subespacio h´ıperin-
variante (en particular, invariante).
Demostracio´n.
Sea T ∈ B(X) con p(T ) compacto. Entonces, p(T ) es un operador compacto que conmuta
con T y por el teorema de Lomonosov tiene un subespacio h´ıperinvariante. 
Nota 2.2.8. Observemos que no hemos utilizado en ningu´n momento la hipo´tesis de que
X sea un espacio reflexivo, as´ı que merece la pena remarcar que el teorema de Lomonosov
es va´lido en cualquier espacio de Banach complejo X.
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2.3. El Teorema Espectral para Operadores Normales
En esta seccio´n vamos a presentar el teorema espectral para operadores normales en
espacios de Hilbert y veremos como aplicacio´n que todo operador normal posee un subes-
pacio h´ıperinvariante no trivial. Las demostraciones de los resultados que no probaremos
pueden consultarse en [25].
Comencemos recordando la definicio´n de operador normal:
Definicio´n 2.3.1. Diremos que T ∈ B(H) es normal si conmuta con su adjunto. Es
decir, si
TT ∗ = T ∗T.
El resultado principal de esta seccio´n es el siguiente:
Teorema 2.3.2. Sea T ∈ B(H) un operador normal no escalar. Entonces T tiene un
espacio h´ıperinvariante.
Como ya hemos comentado, obtendremos este resultado como consecuencia del teorema
espectral. Comencemos definiendo el concepto de medida espectral:
Definicio´n 2.3.3. Sea (Ω,Σ) un espacio medible. Diremos que E : Σ → B(H) es una
medida espectral si cumple las siguientes propiedades:
(a) E(∅) = 0, E(Ω) = I.
(b) E(A) es una proyeccio´n autoadjunta (ortogonal), para todo A ∈ Σ.
(c) E(A1 ∩A2) = E(A1) ◦ E(A2) = E(A2) ◦ E(A1), para todos A1, A2 ∈ Σ.
(d) Si A1 ∩A2 = ∅, entonces E(A1 ∪A2) = E(A1) + E(A2).
(e) Para todos x, y ∈ H, si denotamos Ex,y(A) = 〈E(A)x, y〉 para todo A ∈ Σ, entonces
Ex,y es una medida compleja en Σ.
Es decir, una medida espectral es una aplicacio´n E que asocia a cada conjunto medible
una proyeccio´n ortogonal definida en H. Notemos que las propiedades exigidas a E recuer-
dan a las propiedades de una medida de probabilidad µ. Podemos entender la propiedad
(a) como una equivalencia con la propiedad de µ(∅) = 0, µ(Ω) = 1. Adema´s, la propiedad
(d) puede entenderse como aditividad finita. Observemos que en esta analog´ıa no es com-
pleta, pues no reclamamos la aditividad numerable para E. Finalmente, la propiedad (e)
nos permite generar medidas complejas Ex,y para cada x, y ∈ H. Se cumplen las siguientes
propiedades adicionales:
Proposicio´n 2.3.4. Sea E medida espectral en B(H) definida en (Ω,Σ). Entonces:
(a) Ex,x es una medida positiva para todo x ∈ H.
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(b) Para cada x ∈ H, la aplicacio´n x→ E(A)H es una medida vectorial numerablemente
aditiva.
(c) Si {An} ⊂ Σ y E(An) = 0 para todo n ∈ N, entonces E (∪∞n=1An) = 0.
Como ocurre con las medidas positivas y las medidas complejas, las medidas espectra-
les nos permiten construir una teor´ıa de integracio´n. A nosotros nos bastara´ con definir
las integrales para funciones E-esencialmente acotadas, concepto que definimos a conti-
nuacio´n:
Definicio´n 2.3.5. Sea E una medida espectral definida en (Ω,Σ). Definimos L∞(E) como
el espacio de funciones medibles f : Ω → C tales que E({|f | > C}) = 0. Si f ∈ L∞(E)
diremos que esta´ E- esencialmente acotada.
Notemos la analog´ıa en la definicio´n de este espacio con los espacios L∞(µ), donde µ
es una medida positiva o compleja cualquiera. Como en dichos casos, L∞(E) es un espacio
de Banach (tomando clases de equivalencia de funciones) con la siguiente norma:
‖f‖L∞(E) = mı´n{C > 0 : E({|f | > C}) = 0}.
Observemos ademas que si f : Ω → C es acotada en el sentido usual (existe M > 0
tal que |f | ≤ M) entonces f ∈ L∞(E), con ‖f‖L∞(E) ≤ M . El siguiente resultado nos
abre la puerta para definir las integrales de funciones de L∞(E) con respecto a la medida
espectral:
Proposicio´n 2.3.6. Sea E una medida espectral en B(H) definida en (Ω,Σ). Entonces,
dada f ∈ L∞(E) existe un u´nico operador T ∈ B(H) de forma que
〈Tx, y〉 =
∫
Ω
fdEx,y
para todo x, y ∈ H.
Definicio´n 2.3.7. Sea E una medida espectral en B(H) definida en (Ω,Σ), y sea f ∈
L∞(E). Definimos la integral de f con respecto a E∫
Ω
fdE
como el u´nico operador T ∈ B(H) que cumple que
〈Tx, y〉 =
∫
Ω
fdEx,y
para todo x, y ∈ H.
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Es decir, la integral de una funcio´n en L∞(Ω) nos definira´ un operador acotado T ∈
B(H). Como veremos ma´s adelante, esta definicio´n nos permitira´ representar todo operador
normal T como la integral de la funcio´n identidad z 7→ z definida sobre su espectro σ(T ).
Esta representacio´n es una herramienta muy potente gracias a las siguientes propiedades:
Proposicio´n 2.3.8. Sea E una medida espectral en B(H) definida en (Ω,Σ), f, g ∈
L∞(E) y T =
∫
fdE, g =
∫
gdE. Se tiene:
(a) T ∗ =
∫
fdE.
(b) T ◦ S = S ◦ T = ∫ fgdE.
(c) ‖T‖ = ‖f‖L∞(E) .
(d) σ(T ) es el E-rango esencial de f . Es decir, Cr σ(T ) es el abierto ma´s grande G tal
que E(f−1(G)) = 0.
(e) Si A ∈ Σ entonces E(A) = ∫Ω χAdE.
Enunciamos ahora el teorema espectral:
Teorema 2.3.9 (Teorema espectral para operadores normales). Sea T ∈ B(H) un ope-
rador normal. Entonces existe una u´nica medida espectral E definida en la σ−a´lgebra de
Borel de σ(T ) tal que ∫
σ(T )
zdE(z) = T.
Es ma´s, T conmuta con todas las proyecciones E(A), para todo Borel A ∈ σ(T ).
Esta representacio´n nos permitira´ extender el ca´lculo funcional anal´ıtico para opera-
dores normales. Es decir, nos permitira´ definir f(T ) para cualquier funcio´n f : σ(T )→ C
acotada, lo cual ampl´ıa enormemente la clase de las funciones disponibles para el ca´lculo
anal´ıtico.
Definicio´n 2.3.10. Sea T ∈ B(H) un operador normal y E la medida espectral que lo
representa. Sea f : σ(T )→ C medible Borel y acotada. Definimos entonces
f˜(T ) =
∫
σ(T )
f(z)dE(z).
Se tienen las siguientes propiedades:
Proposicio´n 2.3.11. Sea T ∈ B(H) un operador normal, f, g, fn : σ(T ) → C funciones
medibles y acotadas. Se tienen:
(a) f˜g(T ) = f˜(T ) ◦ g˜(T ) y f˜ + g(T ) = f˜(T ) + g˜(T ).
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(b) Si g = f , entonces g˜(T ) = (f˜(T ))∗.
(c) Si f es continua, entonces σ(f˜(T )) = {f(λ) : λ ∈ σ(T )}.
(d) Si fn → f uniformemente en σ(T ), entonces
∥∥∥f˜n(T )− f˜(T )∥∥∥→ 0.
(e) Si S ∈ {T}′, entonces S ∈ {f˜(T )}′.
Demostracio´n del teorema 2.3.2.
Veamos que como T no es mu´ltiplo escalar de la identidad, σ(T ) tiene al menos 2 puntos
distintos. Razonamos por reduccio´n al absurdo. Supongamos que el espectro se reduce
a un punto. Es decir, existe λ0 ∈ C tal que σ(T ) = {λ0}. Entonces se tiene para todo
x, y ∈ H que
〈Tx, y〉 =
∫
{λ0}
zdEx,y(Z) =
∫
σ(T )
λ0dEx,y(z) = λ0Ex,y(σ(T ))
= λ0 〈E(σ(T ))x, y〉 = 〈λ0x, y〉 .
As´ı, se tiene que T = λI, lo cual es absurdo.
Tomemos entonces a, b ∈ σ(T ) con a 6= b. Entonces, existe ε > 0 de forma que B(a, ε) ∩
B(b, ε) = ∅. Definamos entonces A = B(a, ε)∩σ(T ). Se tiene por tanto que A y B = σ(T )r
A son conjuntos de Borel. Observemos que ambos son no vac´ıos, y al menos uno de ellos es
abierto. Por tanto, se sigue que E(A) y E(B) son proyecciones no triviales. Adema´s, como
A∪B = σ(T ) y A∩B = ∅, se tiene que E(A) +E(B) = I y E(A)E(B) = E(B)E(A) = 0,
de donde se sigue que P = E(A) 6= I y E(B) = I − P . Ahora, definimos
M = P (H).
Observemos que M es un subespacio cerrado y no trivial de H. Veamos que es h´ıperin-
variante para T . Para ello, observemos que P = E(A) =
∫
σ(T ) χA(z)dE(z) = χ˜A(T ). Por
tanto, gracias a la propiedad (e) de la proposicio´n 2.3.11 se sigue que si S conmuta con
T , entonces S conmuta con P . Tomemos entonces S ∈ {T}′. As´ı, PS = SP . Tomemos
x ∈M , y veamos que Sx ∈M . Tenemos que Px = x, as´ı que
Sx = SPx = PSx = P (Sx) ∈M,
lo que prueba que M ∈ Lat S, y por tanto M es h´ıperinvariante por T . 
Si observamos detenidamente la prueba, realmente hemos probado un resultado ma´s fuer-
te, que resumimos en el siguiente corolario:
Corolario 2.3.12. Sea T ∈ B(H) un operador normal no escalar. Entonces existe un
subespacio cerrado M que reduce a todo operador S ∈ {T}′.
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Demostracio´n.
Retomemos la notacio´n de la prueba anterior. El subespacio M es invariante para todo
operador S ∈ {T}′. Ahora, el mismo razonamiento utilizado es va´lido para el espacio
M⊥ = (I−P )(H) = E(B)(H). Entonces, M⊥ es invariante para todo operador S ∈ {T}′,
por lo tanto M reduce a todos los operadores S que conmutan con T , como quer´ıamos. 
Cap´ıtulo 3
Ca´lculo de Ret´ıculos Cla´sicos
En este cap´ıtulo vamos a presentar el ca´lculo expl´ıcito del ret´ıculo de subespacios in-
variantes de dos operadores cla´sicos (el shift y el operador de Volterra) y el ret´ıculo de
la familia de las traslaciones en L2(R). Es decir, vamos a proporcionar una descripcio´n
expl´ıcita de sus subespacios invariantes y trataremos de estudiar las propiedades de orden
de estos ret´ıculos.
Es de vital importancia notar que las pruebas que vamos a presentar en los dos prime-
ros casos se basan fuertemente en la utilizacio´n de modelos que representen a nuestros
operadores. La caracterizacio´n de los ret´ıculos de muchos operadores puede resultar una
tarea inabarcable sin el uso de modelos. La estrategia a seguir sera´ tratar de encontrar
un espacio de Hilbert separable en el que podamos representar por semejanza al operador
que queremos estudiar de forma ma´s sencilla y caracterizar sus subespacios invariantes en
este nuevo espacio.
3.1. El Ret´ıculo del Operador Shift
Vamos a comenzar ofreciendo una caracterizacio´n completa del ret´ıculo de subespacios
invariantes del operador shift, gracias al teorema de Beurling. Vamos a seguir las ideas
que se exponen sobre este tema en el libro de Rudin [29]. El operador shift se define de la
siguiente forma:
S : `2 → `2
(a0, a1, ...) 7→ (0, a0, a1, ...).
Claramente es un operador acotado y es, de hecho, una isometr´ıa. Observamos ra´pidamente
que los subespacios
Mk := {(an)n≥0 ∈ `2 : an = 0 para todo n = 0, ..., k.} (3.1)
son claramente invariantes por S, pero cuesta mucho decidir si estos son sus u´nicos subes-
pacios invariantes. Por ello, vamos a presentar un modelo de nuestro operador en el
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espacio de Hardy H2, que es un espacio de Hilbert separable (que recordemos es siempre
isome´tricamente isomorfo a `2). Estudiaremos entonces el operador shift en este espacio,
que tomara´ una forma ma´s sencilla de manejar como operador de multiplicacio´n. Para
ello, vamos a recordar los conceptos ma´s ba´sicos del espacio de Hardy.
3.1.1. El Espacio de Hardy H2
Las pruebas de los resultados que vamos a exponer en esta seccio´n pueden encontrarse
con todo detalle en [12].
Definimos el espacio de Hardy H2 como el espacio de las funciones anal´ıticas definidas
en el disco unidad D del plano complejo C cuyos sucesio´n de coeficientes de la serie de
potencias centrada en el 0 esta´n en `2. Es decir:
H2 := {f(z) =
∞∑
n=0
fˆ(n)zn ∈ H(D) :
∞∑
n=0
|fˆ(n)|2 <∞}.
Podemos dotar a H2 del producto escalar definido como sigue. Si f(z) = ∑∞n=0 fˆ(n)zn y
g(z) = ∑∞n=0 gˆ(n)zn son funciones de H2, entonces
〈f, g〉 =
∞∑
n=0
fˆ(n)gˆ(n). (3.2)
Claramente este producto escalar induce una norma en H2 definida como
‖f‖H2 =
( ∞∑
n=0
|fˆ(n)|2
)1/2
.
Como ya hemos comentado, se tiene que
Teorema 3.1.1. El espacio H2 es un espacio de Hilbert separable con el producto escalar
definido en (3.2).
Por tanto, H2 es isome´tricamente isomorfo a `2, donde este isomorfismo viene dado por
T : `2 → H2, donde T (a0, a1, a2, ...) = ∑∞n=0 anzn. Como los elementos de `2 son sucesiones
acotadas, entonces la serie de potencias que engendra tiene radio de convergencia al menos
1, as´ı que T esta´ bien definida. Adema´s, por definicio´n la sucesio´n de coeficientes de
cualquier funcio´n de H2 esta´ en `2. Estos hechos, junto con la unicidad de series de
potencias, prueban que esta identificacio´n es un isomorfismo isome´trico.
Es muy u´til, e imprescindible en muchos casos, la siguiente caracterizacio´n de la norma en
H2:
Teorema 3.1.2. Sea f ∈ H2. Se tiene que
‖f‖2 = l´ım
r→1−
1
2pi
∫ pi
−pi
|f(reiθ)|2dθ = sup
0≤r<1
1
2pi
∫ pi
−pi
|f(reiθ)|2dθ.
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Se deduce fa´cilmente de este resultado que el espacio de funciones holomorfas acotadas
en el disco, que se denota por H∞, esta´ contenido en el espacio de Hardy.
Es tambie´n primordial hablar del l´ımite radial de una funcio´n del espacio de H2. Dada
f ∈ H2 definimos la familia de funciones fr como
fr(eiθ) = f(reiθ) para todo eiθ ∈ T,
con 0 ≤ r < 1, donde T es el toro, es decir, la frontera del disco unidad. Se sigue que
fr ∈ L2(T) para todo 0 ≤ r < 1. Definimos tambie´n el valor frontera de f como la
funcio´n f∗ cuya serie de Fourier viene dada por
∞∑
n=0
fˆ(n)eiθ.
Se tiene
Teorema 3.1.3. [Teorema del l´ımite radial]. Sea f ∈ H2. Entonces
(a) f∗ ∈ L2(T) y ‖f∗‖L2(T) = ‖f‖H2 .
(b) ‖fr − f∗‖L2(T) → 0 si r → 1−.
(c) fr → f∗ en casi todo T.
Gracias a este teorema, tenemos que el valor frontera de f coincide con su l´ımite radial.
Cuando no haya lugar a confusio´n, usaremos ambos te´rminos indistintamente.
Este teorema nos permite entonces identificar H2 con el subespacio de L2(T) de funciones
con coeficientes de Fourier de ı´ndices negativos nulos.
Como consecuencia del teorema, podemos recuperar cualquier funcio´n del espacio de Hardy
mediante la integral de Poisson de su funcio´n radial:
Corolario 3.1.4. Sea f ∈ H2. Entonces
f = P [f∗],
donde P [f∗] denota la integral de Poisson de f∗.
En cierta manera, el l´ımite radial f∗ recoge el comportamiento de f en la frontera del
disco en la que no tiene por que´ estar definida. De ahora en adelante y cuando no haya
lugar a confusio´n, tomaremos el convenio de escribir f en vez de f∗.
Una vez expuestos los resultados ma´s ba´sicos sobre H2, retomamos el estudio del operador
shift S. Recordemos que se define como S(a0, a1, ...) = (0, a0, a1, ...). Por el isomorfismo
isome´trico que hemos descrito, el shift en el espacio de Hardy vendra´ definido como
S
( ∞∑
n=0
fˆ(n)zn
)
=
∞∑
n=1
fˆ(n− 1)zn.
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Es decir, Sf(z) = zf(z) para todo z ∈ D. Como ya hemos comentado, el operador shift se
convierte en un operador de multiplicacio´n en H2. Recordemos cua´l es su definicio´n:
Definicio´n 3.1.5. Dada b ∈ H∞, definimos el operador de multiplicacio´n
Mb : H2 → H2
como Mbf = bf para todo f ∈ H2.
Proposicio´n 3.1.6. Dada b ∈ H∞, el operador de multiplicacio´n Mb esta´ bien definido,
es acotado y ‖Mb‖ ≤ ‖b‖∞ .
As´ı, tenemos que si T es el isomorfismo isome´trico de `2 → H2 se sigue que S =
T−1MzT . Es decir, S es unitariamente equivalente al operador de multiplicacio´n Mz.
Cuando no haya lugar a confusio´n, llamaremos indistintamente S al shift en `2 y al shift
Mz en H2.
Entonces, si logramos caracterizar los subespacios invariantes asociados al operador Mz
obtendremos la descripcio´n completa para el shift definido en `2. Para ello, sera´ necesario
estudiar las funciones interiores del espacio H2.
3.1.2. Productos de Blaschke y Funciones Interiores
Como ya hemos visto, los subespacios Mk que definimos en 3.1 son invariantes para S.
Si traducimos estos espacios al lenguaje de los espacios de Hardy, tenemos que
Mk :=
{ ∞∑
n=k
fˆ(n)zn ∈ H2
}
.
Es decir, los subespacios de funciones de H2 con un cero de orden k en el origen. Obser-
vemos que gracias a la expresio´n del shift como operador de multiplicacio´n Mz, si f tiene
ceros en {α1, ..., αn} ⊂ D, entonces Sf tambie´n se anulara´ en estos puntos. Por tanto, las
variedades formadas por estas funciones tambie´n sera´n invariantes por S. Vamos entonces
a estudiar la construccio´n de funciones con unos ceros determinados en el disco unidad:
Teorema 3.1.7. Si {αn}n∈N es una sucesio´n en D de forma que αn 6= 0 para todo n ∈ N
y
∞∑
n=1
(1− |αn|) <∞,
si k ∈ N ∪ {0} y definimos
B(z) = zk
∞∏
n=1
αn − z
1− αnz
|αn|
αn
(z ∈ D) (3.3)
entonces B ∈ H∞ y solo se anula en los puntos αn.
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A la funcio´n B la llamamos producto de Blaschke. Cabe destacar que si alguno de
los αn se repite, entonces B tendra´ un cero mu´ltiple en ese punto. Adema´s, cada factor del
producto que define a B tiene mo´dulo 1 en T. Para poder realizar la prueba, necesitamos
recordar el siguiente resultado:
Proposicio´n 3.1.8. Sea Ω una regio´n en C, y sean fn ∈ H(Ω) no ide´nticamente nulas.
Si ∞∑
n=1
|1− fn(z)|
converge uniformemente en compactos de Ω, entonces el producto
f(z) =
∞∏
n=1
fn(z)
converge uniformemente en compactos de Ω, y en consecuencia f ∈ H(Ω).
Es ma´s, tenemos
m(f ; z) =
∞∑
n=1
m(fn; z),
donde m(f ; z) es la multiplicidad del cero de f en z (Si f(z) 6= 0, entonces m(f ; z) = 0).
Demostracio´n.
Ver [29].
Probamos entonces el resultado:
Demostracio´n del teorema 3.1.7.
Vamos a aplicar la proposicio´n anterior para probar el teorema. Consideramos la serie
∞∑
n=1
∣∣∣∣1− αn − z1− αnz |αn|αn
∣∣∣∣ .
Su n-e´simo te´rmino viene dado por∣∣∣∣ αn + |αn|z(1− αnz)αn (1− |αn|)
∣∣∣∣ ≤ 1 + r1− r (1− |αn|),
si |z| ≤ r. Por tanto, se sigue que B ∈ H(D) y que solo tiene los ceros prescritos. Adema´s,
como cada factor del producto tiene mo´dulo menor que 1, se sigue que |B(z)| < 1 para
todo z ∈ D, por lo que B ∈ H∞. 
Cabe destacar que como B ∈ H∞, entonces B ∈ H2, por lo que podemos hablar de
su l´ımite radial B∗. El siguiente resultado muestra que podemos manejar bien el compor-
tamiento de los productos de Blashcke en la frontera:
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Proposicio´n 3.1.9. Si B es un producto de Blashcke, entonces |B∗| = 1 en casi todo T.
Demostracio´n.
Observemos primero que como |B| < 1 en D se sigue que |B∗| ≤ 1 en casi todo T. Usamos
el hecho de que las cantidades
M1(r, f) =
1
2pi
∫ pi
−pi
|B(reiθ)|dθ
son finitas para todo f ∈ H∞, y son no decrecientes respecto r (consultar [10], teorema
1.5). Entonces, aplicando el teorema de la convergencia dominada de Lebesgue y que fr
converge en casi todo a f∗ que
1
2pi
∫ pi
−pi
|f(reiθ)|dθ ≤ 12pi
∫ pi
−pi
|f∗(eiθ)|dθ.
Ahora, aplicamos esta desigualdad a la funcio´n f = B/Bn, donde B esta´ definida como
en 3.1.7 y Bn se define como
Bn(z) =
n∏
k=1
αn − z
1− αnz
|αn|
αn
.
Ahora, observemos que cada Bn esta´ bien definida en el disco cerrado, y se tiene para cada
factor que ∣∣∣∣∣ αn − eiθ1− αneiθ |αn|αn
∣∣∣∣∣ =
∣∣∣∣∣ αn − eiθeiθ(eiθ − αn)
∣∣∣∣∣ = |e−iθ|
∣∣∣∣ωω
∣∣∣∣ = 1
para todo eiθ ∈ T, por lo tanto |Bn| = 1 en T. As´ı, obtenemos que
1
2pi
∫ pi
−pi
∣∣∣∣∣ B(reiθ)Bn(reiθ)
∣∣∣∣∣ dθ ≤ 12pi
∫ pi
−pi
|B∗(eiθ)|dθ,
pero adema´s Bn converge uniformemente a B en cada compacto del disco, por tanto
tambie´n lo hace en rT para todo 0 < r < 1, as´ı que se sigue que
1 ≤ 12pi
∫ pi
−pi
|B∗(eiθ)|dθ,
que junto al hecho de que |B∗| ≤ 1 en casi todo prueba que |B∗| = 1 en casi todo T. 
Recordemos que la variedad Y de funciones con ceros en {α1, ..., αk} ⊂ D era una variedad
invariante por S. Vamos a formalizar esta idea usando productos finitos de Blaschke. Si
B es el producto asociado a los ceros {α1, ..., αk}, entonces f ∈ Y si y solo si f/B ∈ H2,
ya que f y B tienen el mismo nu´mero de ceros. Por tanto, f ∈ Y si y solo si f ∈MBH2.
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Es decir, las variedades lineales MBH2 son invariantes por S, donde MB denota el ope-
rador de multiplicacio´n por B. Cabe preguntarse entonces ahora si este razonamiento
puede ampliarse a los productos de Blaschke infinitos. Veremos ma´s au´n: vamos a intro-
ducir el concepto de funcio´n interior, que podemos entender como una generalizacio´n
de productos de Blaschke. Vamos a probar que si φ es una funcio´n interior, entonces las
variedades MφH2 son variedades cerradas y por tanto subespacios y que adema´s son los
u´nicos subespacios invariantes de S, lo que caracterizara´ su ret´ıculo, como quer´ıamos.
Definicio´n 3.1.10. Una funcio´n interior es una funcio´n φ ∈ H∞ tal que |φ∗| = 1 en
casi todo T.
Gracias al resultado anterior, sabemos que todos los productos de Blaschke son funcio-
nes interiores, as´ı que en efecto podemos entender a estas funciones como generalizaciones
de los productos de Blaschke.
Con el siguiente resultado vamos a ofrecer una caracterizacio´n de las funciones interiores
en funcio´n de sus ceros y de las medidas singulares respecto a la medida de Lebesgue, cuya
definicio´n recordamos a continuacio´n.
Definicio´n 3.1.11. Dado un espacio de medida (X,Σ, µ) y A ∈ Σ, diremos que A es
soporte de la medida µ si µ(M) = µ(A∩M) para todo M ∈ Σ. Adema´s, decimos que dos
medidas µ, ν definidas sobre el mismo espacio medible son singulares si tienen soportes
disjuntos.
Se tiene:
Teorema 3.1.12. Sea θ ∈ R, B un producto de Blaschke, µ una medida de Borel finita y
positiva en T que es singular con respecto a la medida de Lebesgue, y
φ(z) = eiθB(z) exp
(
−
∫ pi
−pi
eit + z
eit − z dµ(t)
)
(z ∈ D). (3.4)
Entonces φ es una funcio´n interior, y toda funcio´n interior es de esta forma.
Necesitaremos algunos resultados previos para la prueba. Las demostraciones pueden
ser consultadas en [29]. Primero, definimos la integral de Poisson de una medida de Borel
positiva µ en T como
P [dµ](z) =
∫
T
P (z, eit)dµ(eit) (z ∈ D),
donde P (z, eit) = 1−|z|
2
|eit−z|2 es el nu´cleo de Poisson.
Proposicio´n 3.1.13. Si µ una medida de Borel positiva en T y la derivada de Radon-
Nykodim de µ respecto a la medida de Lebesgue es 0 en eiθ ∈ T, entonces la integral de
Poisson de la medida u = P [dµ] tiene l´ımite no tangencial 0 en eiθ.
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Proposicio´n 3.1.14. Sea u una funcio´n armo´nica en D y sea ur(eiθ) = u(reiθ) para
0 < r < 1. Supongamos que
sup
0<r<1
‖ur‖1 <∞.
Entonces existe una u´nica medida de Borel compleja µ en T tal que u = P [dµ]. Adema´s,
toda funcio´n armo´nica positiva en D es la integral de Poisson de una u´nica medida de
Borel positiva en T.
Demostracio´n del teorema 3.1.12.
Si (3.4) se cumple y g = φ/B, entonces log |g| es la integral de Poisson de la medida real
−µ, por lo tanto log |g| ≤ 0, as´ı que g ∈ H∞ y se sigue entonces que φ ∈ H∞. Adema´s, la
derivada de Radon-Nykodim de µ con respecto a la medida de Lebesgue m es 0 porque µ
es singular con respecto a m, as´ı que los l´ımites radiales de log |g| son 0 en casi todo por
la proposicio´n 3.1.13. Como |B∗| = 1 en casi todo, se sigue por tanto que |φ∗| = 1 en casi
todo, as´ı que es una funcio´n interior.
Ahora, supongamos que B es el producto de Blaschke formado por los ceros de la funcio´n
φ y sea g = φ/B. Entonces log |g| es armo´nica en U . Se sigue entonces que |g| ≤ 1 en D y
|g∗| = 1 en casi todo T, as´ı que log |g| ≤ 0. Concluimos entonces por la proposicio´n 3.1.14
que log |g| es la integral de Poisson de −dµ, donde µ es una medida positiva en T. Como
log |g∗| = 0 en casi todo T, se sigue que la derivada de Radon-Nykodim de µ con respecto
a la medida de Lebesgue es 0 en casi todo T, as´ı que µ es singular. Finalmente, log |g| es
la parte real de
h(z) =
∫
T
eit + z
eit − z dµ(t),
y esto implica que g = c exp(h) para alguna constante c con c ∈ T. Por tanto, φ es de la
forma (3.4), como quer´ıamos. 
Ejemplo 3.1.15. Podemos entonces definir de forma sencilla funciones interiores que no
sean productos de Blaschke. Por ejemplo, bastar´ıa con tomar c = 1 y µ la medida delta
de Dirac en 1. Entonces obtendr´ıamos
φ(z) = exp
(
z + 1
z − 1
)
.
Esta funcio´n interior sera´ de gran importancia cuando estudiemos el ret´ıculo del operador
de Volterra.
3.1.3. El Teorema de Beurling
Podemos entonces caracterizar el ret´ıculo del operador S gracias al teorema de Beur-
ling:
Teorema 3.1.16 (Teorema de Beurling). Se tiene:
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(i) Para cada funcio´n interior φ el espacio MφH2 es un subespacio invariante de S en
H2.
(ii) Cada subespacio invariante Y de H2 diferente de {0} contiene una funcio´n interior
φ de forma que Y = MφH2.
Demostracio´n.
(i) Tomemos φ funcio´n interior. Por definicio´n, sabemos que |φ∗| = 1 en casi todo T.
Ahora, recordemos que para toda f ∈ H2 tenemos que su norma en H2 coincide con
la norma en L2(T) de su l´ımite radial. Es decir,
‖f‖2H2 =
1
2pi
∫ pi
−pi
|f∗(eiθ)|2dθ.
Gracias a esta propiedad, se sigue que el operador de multiplicacio´n Mφ es una
isometr´ıa, ya que
‖Mφf‖2H2 =
1
2pi
∫ pi
−pi
|φ∗(eiθ)|2|f∗(eiθ)|2dθ = 12pi
∫ pi
−pi
|f∗(eiθ)|2dθ = ‖f‖2H2 .
Veamos entonces gracias a que Mφ es isometr´ıa que MφH2 es cerrado. Para ello,
tomamos una sucesio´n (φ · fn)n∈N y digamos que converge a g ∈ H2. Entonces, la
sucesio´n (φ·fn)n∈N es una sucesio´n de Cauchy, y por tanto tambie´n lo es (fn)n∈N. Por
completitued, fn → f ∈ H2, y as´ı se tiene que φ · fn → φ · f ∈MφH2, lo que prueba
que es cerrado. Ahora basta ver que MφH2 es invariante por S, que recordemos que
se expresa como el operador de multiplicacio´n Mz. Esto es muy sencillo, ya que Mφ
y Mz conmutan por ser operadores de multiplicacio´n. Entonces, dada Mφf se tiene
MzMφf = Mφ(Mzf) ∈MφH2,
lo que prueba que MφH2 es un subespacio invariante, como quer´ıamos.
(ii) Consideremos ahora Y un subespacio invariante por S no trivial. Entonces, existe
un mı´nimo k ∈ N ∪ {0} de forma que Y contiene a una funcio´n f de la forma
f(z) =
∞∑
n=k
fˆ(n)zn z ∈ D
tal que fˆ(k) = 1. Por la construccio´n de f , esta´ claro entonces que f /∈MzY . Se sigue
adema´s que MzY es un subespacio cerrado y propio de Y , as´ı que el complemento
ortogonal de MzY en Y no se reduce solo al 0, por lo que existe φ ∈ Y con ‖φ‖H2 = 1
y tal que φ ⊥MzY. En particular, se tiene que φ ⊥ znφ para todo n ∈ N. Ahora, por
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polarizacio´n y por el teorema 3.1.3, tenemos que el producto escalar en H2 puede
ser escrito como
〈f, g〉 = 12pi
∫ pi
−pi
f∗(eiθ)g∗(eiθ)dθ
para todo f, g ∈ H2. As´ı, se sigue que
0 = 〈φ, znφ〉 = 12pi
∫ pi
−pi
|φ∗(eiθ)|2e−inθdθ
para todo n ∈ N. Si conjugamos en la igualdad anterior obtenemos que
1
2pi
∫ pi
−pi
|φ∗(eiθ)|2einθdθ = 0
para todo n ∈ N. Es decir, todos los coeficientes de Fourier de la funcio´n |φ∗|2 son
nulos excepto si n = 0, que es igual a 1. Como los coeficientes de Fourier determinan
completamente a las funciones integrables, se sigue que |φ∗|2 = 1 en casi todo T,
as´ı que deducimos lo mismo para |φ∗|. Adema´s, recordemos que φ ∈ H2 y φ es la
integral de Poisson de φ∗, por lo que |φ| ≤ 1 en D. Por tanto, φ ∈ H∞ y φ es una
funcio´n interior.
Ahora, recordemos que Y es invariante por S, as´ı que tenemos que znφ ∈ Y para
todo n ≥ 0, as´ı que pφ ∈ Y para cualquier polinomio p. Como los polinomios son
densos en H2, Y es cerrado y φ ∈ H∞, se sigue que MφH2 ⊆ Y . Tenemos que probar
que la inclusio´n no es propia, es decir, que MφH2 = Y . Como MφH2 es cerrado,
basta entonces probar que para cualquier h ∈ Y tal que h ⊥ MφH2 se tiene que
h = 0.
Tomemos entonces h ∈ Y de forma que h ⊥ MφH2. Se tiene entonces que h ⊥ znφ
para todo n ≥ 0, es decir:
1
2pi
∫ pi
−pi
h∗(eiθ)φ∗(eiθ)e−inθdθ = 0.
Ahora, como h ∈ Y , tenemos por invariancia sobre S que znh ∈ Y para todo n ∈ N,
y por nuestra eleccio´n de φ se tiene que znh ⊥ φ, o lo que es lo mismo
1
2pi
∫ pi
−pi
h∗(eiθ)einθφ(eiθ)dθ = 0
para todo n ≥ 0. As´ı, tenemos que todos los coeficientes de Fourier de la funcio´n
h∗φ∗ son nulos, por lo tanto h∗φ∗ = 0 en casi todo T. Finalmente, como sabemos
que |φ∗| = 1 en casi todo, se sigue que h∗ = 0 en casi todo T, y por tanto
‖h‖H2 = ‖h∗‖L2(T) = 0,
lo que prueba que h = 0, como quer´ıamos. 
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Este teorema proporciona expl´ıcitamente la caracterizacio´n del ret´ıculo del operador
shift en H2, como quer´ıamos. Observemos no obstante que nuestro problema inicial
era caracterizar el ret´ıculo del operador shift en `2. Sabemos que si T : `2 → H2 es
el isomorfismo isome´trico que presentamos anteriormente, entonces los subespacios
invariantes de S en `2 vienen dador por
Lat S = {T−1(φH2) : φ es interior}.
Esta descripcio´n puede no resultar del todo satisfactoria, pero por el momento no es
conocida ninguna caracterizacio´n de los coeficientes de Taylor de las funciones del
subespacio φH2 cuando φ es una funcio´n interior, por tanto la descripcio´n obtenida
es la mejor que podemos proporcionar.
Finalicemos esta seccio´n mostrando algunas propiedades de orden de los ret´ıculos:
Corolario 3.1.17. Sean φ1 y φ2 funciones interiores.
(i) Mφ1H2 ⊂Mφ2H2 si y solo si φ1/φ2 es interior.
(ii) Mφ1H2 = Mφ2H2 si y solo si φ1/φ2 es constante. Es decir, cualquier subespacio
M ∈ Lat S viene representado un´ıvocamente por una funcio´n interior salvo
producto por un nu´mero complejo de mo´dulo 1.
Demostracio´n.
(i) Si Mφ1H2 ⊂ Mφ2H2, entonces φ1 ∈ Mφ2H2, es decir, existe f ∈ H2 de forma que
φ1 = φ2 · f , por lo que φ1/φ2 ∈ H2. Adema´s, como φ1 y φ2 son acotadas en D y
esta´n en H∞, se sigue que φ1/φ2 esta´ acotada, como quer´ıamos.
Supongamos ahora que φ3 = φ1/φ2 es interior. Entonces φ1f = φ2(φ3f) para todo
f ∈ H2, y por tanto φ1H2 ⊂ φ2H2.
(ii) Supongamos que Mφ1H2 = Mφ2H2. Entonces, φ1 ∈Mφ2H2, es decir, existe f ∈ H2
de forma que φ1 = φ2 · f , por lo que φ1/φ2 ∈ H2. De igual forma, se sigue que
φ2/φ1 ∈ H2. Veamos que cualquiera de estos dos cocientes es constante. Llamemos
φ = φ1/φ2 y sea h = φ + 1/φ. Entonces tenemos que h ∈ H2, y como |φ∗| = 1 en
casi todo T, se sigue que h es real en casi todo T, ya que se tiene que
h∗ = φ∗ + 1/φ∗ = φ∗ + φ∗,
que claramente es real en casi todo el toro. Ahora, recordemos que por el corolario
3.1.4 se tiene que h es la integral de Poisson de h∗, as´ı que deducimos que h es una
funcio´n real en D, por tanto h es constante. Esto implica que φ es constante. Adema´s,
como |φ∗| = 1, se sigue que φ ∈ T, como quer´ıamos.
Supongamos ahora que φ1/φ2 es constante. Entonces φ2/φ1 tambie´n lo es. Basta
aplicar el apartado (i) para obtener φ1H2 = φ2H2.
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
Gracias al teorema 3.1.12 podemos caracterizar estas propiedades de orden en funcio´n
de los ceros de las funciones interiores y de las medidas que las representan:
Corolario 3.1.18. Sean φ1 y φ2 dos funciones interiores, y denotemos por µ1 y µ2 las
dos medidas que representan a estas funciones respectivamente como en (3.4). Entonces:
(a) Mφ1H2 ⊂Mφ2H2 si y solo si todos los ceros de φ2 son ceros de φ1 y µ1−µ2 es una
medida positiva.
(b) Mφ1H2 = Mφ2 si y solo si φ1 y φ2 tienen los mismos ceros y µ1 = µ2.
Demostracio´n.
(a) Sabemos que Mφ1H2 ⊂Mφ2H2 si y solo si φ1/φ2 es una funcio´n interior. Si ponemos
φ1(z) = eiθ1B1(z) exp
(
−
∫ pi
−pi
eit + z
eit − z dµ1(t)
)
y
φ2(z) = eiθ2B2(z) exp
(
−
∫ pi
−pi
eit + z
eit − z dµ2(t)
)
,
donde B1 y B2 son los productos de Blaschke con los ceros de φ1 y φ2 respectiva-
mente. Entonces,
φ1(z)
φ2(z)
= ei(θ1−θ2)B1(z)
B2(z)
exp
(
−
∫ pi
−pi
eit + z
eit − z d(µ1 − µ2)(t)
)
sera´ interior si y solo si B1/B2 es un producto de Blaschke y µ1 − µ2 es una medida
positiva finita singular respecto a la medida de Lebesgue. Esta´ claro que B1/B2 sera´
un producto de Blaschke si y solo si los ceros de φ2 son todos ceros de φ1, y la medida
µ1 − µ2 es claramente finita y singular respecto a la medida de Lebesgue. Entonces,
solo necesitamos exigir que µ1 − µ2 sea positiva, lo que prueba el resultado.
(a) Sabemos que Mφ1H2 = Mφ2H2 si y solo si φ1/φ2 es constante. Con la notacio´n de
la demostracio´n del apartado anterior, se tiene
φ1(z)
φ2(z)
= ei(θ1−θ2)B1(z)
B2(z)
exp
(
−
∫ pi
−pi
eit + z
eit − z d(µ1 − µ2)(t)
)
,
que sera´ constante si y solo si µ1 = µ2 y B1 = B2, lo que prueba que φ1 y φ2 tienen
exactamente los mismo ceros.

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3.2. El Ret´ıculo del Operador de Volterra
En esta seccio´n caracterizaremos el ret´ıculo del operador de Volterra en L2(0, 1) y
probaremos es un operador con ret´ıculo totalmente ordenado, que denominamos operador
unicelular. Es decir, el ret´ıculo del operador de Volterra es pequen˜o en el sentido del
orden.
La caracterizacio´n de su ret´ıculo utilizando las te´cnicas que nosotros vamos a mostrar la
realizo´ Donald Sarason en [30].
Se define el operador de Volterra V ∈ B(L2(0, 1)) como
V f(x) =
∫ x
0
f(t)dt.
Esta´ claro que este operador esta´ bien definido y es lineal. Para ver que es acotado, basta
ver que:
‖V f‖2L2 =
∫ 1
0
∣∣∣∣∫ x0 f(t)dt
∣∣∣∣2 dx ≤ ‖f‖2 ∫ 10 ‖f‖2L2 xdx = 12 ‖f‖2 .
As´ı, ‖V ‖ ≤ 1√2 .
El resultado principal de esta seccio´n es el siguiente:
Teorema 3.2.1. Si definimos Ma := {f ∈ L2(0, 1) : f = 0 en casi todo [0, a]} para
a ∈ [0, 1] se tiene que
Lat V = {Ma : a ∈ [0, 1]}.
Ahora, consideramos la funcio´n interior
ψ(z) = exp(z + 1
z − 1).
Sabemos que es interior gracias al ejemplo 3.1.15. Ahora, denotamos por Y = (ψH2)⊥
y por P : H2 → Y a la proyeccio´n ortogonal. Entonces, definimos T = P ◦ S|Y , donde
S ∈ B(H2) es el operador shift. La estrategia de la prueba consiste en:
(1) Probaremos que T es unitariamente equivalente a W = f(V ), donde f(z) = 1−z1+z .
(2) A continuacio´n, demostraremos un resultado general que nos permitira´ deducir que
Lat W = Lat V .
(3) Finalmente, valie´ndonos del teorema de Beurling, caracterizaremos el ret´ıculo de T .
As´ı, obtendremos el ret´ıculo de W y por tanto el de V , como queremos.
Empecemos por tanto con nuestra construccio´n. Se tiene:
Teorema 3.2.2. El operador W = (I − V )(V + I)−1 es unitariamente equivalente a T .
64 CAPI´TULO 3. CA´LCULO DE RETI´CULOS CLA´SICOS
Debemos presentar el espacio de Hardy en el semiplano superior para poder realizar
la prueba. Consideramos el semiplano superior
Π := {z ∈ C : =(z) > 0}.
Entonces, se define el espacio de Hardy en el semiplano superior como
H2(Π) := {f ∈ H(Π) : ‖f‖H2(Π) <∞},
donde
‖f‖2H2(Π) = sup
y>0
∫
R
|f(x+ iy)|2dx.
Se tiene que H2(Π) es un espacio de Hilbert con la norma definida anteriormente y el
producto escalar asociado, como deduciremos de la siguiente proposicio´n:
Proposicio´n 3.2.3. La aplicacio´n
U2 : H2(Π)→ H2
f → U2f(z) = 2
√
pi
1− z f
(
i
1 + z
1− z
)
es un isomorfismo isome´trico.
Una demostracio´n de este resultado puede encontrarse en ([13], p. 106).
Sera´ imprescindible utilizar el siguiente resultado, que afirma que gracias la fo´rmula de in-
versio´n de Fourier podemos encontrar un isomorfismo isome´trico entre H2(Π) y L2(0,+∞):
Teorema 3.2.4 (Teorema de Paley Wiener). Sea f ∈ H2(Π). Entonces existe F ∈
L2(0,+∞) de forma que
f(z) = 1√
2pi
∫
R
F (t)eitzdt (z ∈ Π), (3.5)
donde
F (t) = ety · 1√
2pi
∫ ∞
−∞
f(x+ iy)e−itxdx.
Adema´s, ‖f‖H2(Π) = ‖F‖L2(0,+∞) .
La prueba de este resultado puede encontrarse en ([29], p. 372). Ya podemos demostrar
el teorema anterior:
Demostracio´n del teorema 3.2.2.
Sera´ conveniente a lo largo de la prueba considerar L2(0, 1) como subespacio de L2(0,∞)
de L2. Consideramos Q : L2(0,∞) → L2(0, 1) la proyeccio´n ortogonal. Observemos que
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Q es el operador de multiplicacio´n en L2(0,∞) con s´ımbolo χ[0,1]. Ahora, definimos el
operador K ∈ B(L2(0,∞))
(Kf)(x) =
∫ x
0
f(t)et−xdt.
Observemos que como ‖V ‖ ≤ 1/√2, (V + I) es invertible. Probaremos primero que
(V + I)−1 = Q(I −K)|L2(0,1).
Para ello, tomemos f ∈ L2(0, 1). Tenemos que ver que (I + V )Q(1 −K)f = f . Fijemos
s ∈ [0, 1]. Se tiene
(QKf)(s) = χ[0,1]
∫ s
0
f(t)et−sdt =
∫ s
0
f(t)et−sdt,
y se sigue que
[(I + V )Q(I −K)f ](s) = f(s) +
∫ s
0
f(t)dt−
∫ s
0
f(t)et−sdt−
∫ s
0
∫ x
0
f(t)et−xdtdx.
Ahora, por el teorema de Fubini se tiene que∫ s
0
∫ x
0
f(t)et−xdtdx =
∫ s
0
f(t)
(∫ s
t
et−xdx
)
dt =
∫ s
0
(f(t)− f(t)et−s)dt.
As´ı,
[(I + V )Q(I −K)f ](s) = f(s)
y
(I + V )−1 = Q(1−K)|L2(0,1).
Se sigue entonces que
W = (I − V )(I + V )−1 = 2(I + V )−1 − I = Q(I − 2K)|L2(0,1).
Basta entonces probar que (I − 2K) es unitariamente equivalente a S.
Vamos a contruir un isomorfismo isome´trico de L2(0,∞) a H2. Sabemos por el teorema
de Paley-Wiener que la aplicacio´n
U1 : L2(0,∞)→ H2(Π)
definida por (Uf)(w) = 1√2pi
∫∞
0 f(t)eiwtdt es un isomorfismo isome´trico. Ahora, la aplica-
cio´n U1 dada en la proposicio´n anterior por
U2f(z) =
2
√
pi
1− z f
(
i
1 + z
1− z
)
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tambie´n es un isomorfismo isome´trico. Por tanto, la composicio´n U2U1 es una isometr´ıa
de L2(0,∞) a H2. En otras palabras, el operador U = U2U1 : L2(0,∞)→ H2 definido por
(Uf)(z) =
√
2
1− z
∫ ∞
0
f(t)e−
1+z
1−z tdt
es un isomorfismo isome´trico.
Veamos que SU = U(I − 2K). Para ello, tomemos f ∈ L2(0,∞). Entonces,
U(I − 2K)(f)(z) = (Uf)(z)− 2(UKf)(z),
y
(UKf)(z) =
√
2
1− z
∫ ∞
0
(∫ t
0
f(s)es−tds
)
e−
1+z
1−z tdt =
√
2
1− z
∫ ∞
0
(∫ ∞
s
e(−
1+z
1−z−1)tdt
)
f(s)esds
=
√
2
1− z
∫ ∞
0
1− z
2 e
(− 1+z1−z−1)sf(s)esds =
√
2
2
∫ ∞
0
f(s)e−
1+z
1−z sds.
Por tanto
U(I − 2K)(f)(z) = (Uf)(z)−√2
∫ ∞
0
f(s)e−
1+z
1−z sds = (Uf)(z)− (1− z)(Uf)(z)
= z(Uf)(z) = (SUf)(z).
Se sigue por tanto que SU = U(I − 2K), o lo que es lo mismo, U−1SU = 1 − 2K, como
quer´ıamos. 
El siguiente paso es probar un teorema que nos de condiciones suficientes para asegu-
rar que el ret´ıculo de un operador coincide con el ret´ıculo de una funcio´n anal´ıtica de
dicho operador. Para ello, recordemos que el espectro total η(σ(T )) de un operador es el
menor conjunto simplemente conexo conteniendo a σ(T ).
Teorema 3.2.5. Sea H un espacio de Hilbert complejo y separable y sea T ∈ B(H). Si
f es una funcio´n holomorfa y biyectiva en un conjunto abierto que contiene a η(σ(T )),
entonces Lat T = Lat f(T ).
Debemos presentar algunos resultados previos para realizar la prueba de este teorema.
Primero, veamos la relacio´n entre el espectro de un operador restringido a uno de sus
subespacios invariantes y el espectro total:
Proposicio´n 3.2.6. Si M ∈ Lat T , entonces σ(T|M ) ⊂ η(σ(T )).
Demostracio´n.
Primero, notemos que si λ ∈ σap(T|M ) implica que existe una sucesio´n (xn) de vectores
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unitarios tales que ‖(T − λ)xn‖ converge a 0. Entonces, σap(T|M ) ⊂ σap(T ). Ahora, por el
teorema 1.2.9,
∂σ(T|M ) ⊂ σap(T|M ) ⊂ σ(T ).
Ahora, si σ(T|M ) contiene puntos de la componente no acotada de ρ(T ), entonces ∂σ(T|M )
corta a la componente no acotada de ρ(T ) y eso es imposible por lo anterior. 
Proposicio´n 3.2.7. Sea T ∈ B(H) y M ∈ Lat T . Si f es anal´ıtica en un abierto conte-
niendo a σ(T ) ∪ σ(T|M ), entonces M ∈ Lat f(T ) y f(T|M ) = f(T )|M .
Demostracio´n.
Comencemos tomando una curva γ : [a, b] → C en el abierto en el que f es holomorfa de
forma que γ rodee a σ(T ) ∪ σ(T|M ). Entonces se tiene que
f(T ) = 12pii
∫
γ
(z − T )−1f(z)dz.
Ahora, veamos que como la imagen de γ esta´ contenida en ρ(T ) ∩ ρ(T|M ), se tiene que
(z − T|M )−1 = (z − T )−1|M y M ∈ Lat (z − T )−1 para todo z ∈ γ([a, b]).
Para ello, observemos que si x ∈M , y ponemos (z − T|M )x = u, (z − T )−1x = v podemos
aplicar (z − T ) para obtener x = (z − T )u = (z − T )v, de donde deducimos que u = v y
por tanto (z − T|M )−1 = (z − T )−1|M . As´ı, dado x ∈M se tiene que
(z − T )−1x = (z − T|M )−1x = y,
de donde deducimos que x = zy − Tx, as´ı que zy = x − Tx ∈ M , lo que prueba que
M ∈ Lat (z − T )−1.
Esto prueba el resultado, ya que f(A) es l´ımite uniforme de funciones simples simples de
la forma ∑nj=1 αj(zj − T )−1 con zj ∈ γ([a, b]). 
Corolario 3.2.8. Si f es anal´ıtica en un abierto conteniendo a η(σ(T )), entonces Lat T ⊂
Lat f(T ).
Demostracio´n.
Sea M ∈ Lat T . Por la proposicio´n 3.2.6 tenemos que σ(T|M ) ⊂ η(σ(T )). Por tanto, f es
anal´ıtica en un abierto que contiene a σ(T ) ∪ σ(T|M ) y M ∈ Lat f(T ) por el resultado
anterior. 
Ya podemos probar nuestro resultado:
Demostracio´n del teorema 3.2.5.
Primero, observemos que por el corolario anterior se tiene que Lat T ⊂ Lat f(T ). Deno-
temos por U un abierto que contenga a η(σ(T )) y tal que U esta´ contenido en el abierto
en el que f es anal´ıtica. Entonces, f(U) es abierto, y f(U) contiene a σ(f(T )). Para ello,
basta aproximar f(T ) uniformemente por polinomios y aplicar el teorema de la aplicacio´n
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espectral. Ahora, como f|U es un homeomorfismo, se sigue que η(σ(f(T ))) ⊂ f(U). De-
notemos ahora por g a la inversa de f , que es una funcio´n anal´ıtica que lleva f(U) en U .
Entonces, g(f(T )) = T y por el corolario anterior se sigue que Lat f(T ) ⊂ Lat T , lo que
concluye la prueba. 
Para poder aplicar el teorema 3.2.5 a nuestro operador W = f(V ) debemos compro-
bar que se cumplen las hipo´tesis del teorema. Para ello vamos a demostrar que V es un
operador cuasinilpotente, que definimos a continuacio´n:
Definicio´n 3.2.9. Diremos que un operador T ∈ B(H) es cuasinilpotente si σ(T ) = {0}.
Esta´ claro por tanto que si V es cuasinilpotente se cumplira´n las hipo´tesis del teorema
3.2.5, ya que f es holomorfa y biyectiva en D. Para probar que el espectro de V se reduce a
{0}, debemos valernos del siguiente teorema sobre el espectro de los operadores compactos:
Teorema 3.2.10. Sea T ∈ B(H) un operador compacto. Entonces, todo elemento no nulo
del espectro de T es un autovalor para T . Es decir, σp(T ) ⊇ σ(T )r {0}.
La prueba de este resultado puede consultarse en ([21], teorema 1.4.11). Se tiene:
Proposicio´n 3.2.11. El operador de Volterra V es compacto y cuasinilpotente.
Demostracio´n.
Para probar que V es compacto, vamos a ver que es l´ımite en la topolog´ıa de la norma
de operadores de una sucesio´n de operadores de rango finito. Tomemos n ∈ N. Definimos
para cada 1 ≤ k < n
αn,k(f) =
∫ k/n
0
f(t)dt
para todo f ∈ L2[0, 1]. Ahora, definimos
Vn(f) =
n−1∑
k=1
αn,kχ[k/n,(k+1)/n].
Observemos que Im(Vn) = span{χ[k/n,(k+1)/n] : k = 1, · · · , n}. Por tanto, son operadores
de rango finito y acotados. Ahora tomemos f ∈ L2(0, 1) y k/n ≤ x ≤ (k + 1)/n. Se tiene
que
|Vnf(x)− V f(x)| =
∣∣∣∣∣
∫ x
k/n
f(t)dt
∣∣∣∣∣ ≤ √x− k/n ‖f‖L2(0,1) ≤ 1√n ‖f‖L2(0,1) .
As´ı, ‖Vnf − V f‖ ≤ 1√n para todo f ∈ L2(0, 1), por lo que ‖Vn − V ‖ ≤ 1/
√
n. Por tanto,
Vn → V en la norma de operadores y V es compacto por ser l´ımite de operadores de rango
finito.
Ahora, por el teorema , sabemos que si λ ∈ σ(V ) es no nulo, entonces es autovalor para
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V . Vamos a probar que 0 ∈ σ(T ) y que no tiene autovalores, lo que terminara´ la prueba
del teorema.
Observemos que por el teorema fundamental del ca´lculo V f es continua para todo f ∈
L2(0, 1), lo que prueba que V no es sobreyectivo, por lo que no es invertible. As´ı, 0 ∈ σ(T ).
Supongamos ahora que λ 6= 0 es autovalor para V . Es decir, existe una autofuncio´n
f ∈ L2(0, 1) tal que V f = λf . Observemos que V f es continua, as´ı que tambie´n lo es
f . Ahora, por el primer teorema fundamental del ca´lculo, V f es derivable y por tanto
tambie´n lo es f . Si derivamos, tenemos que f = λf ′ y f(0) = 0. Por tanto, f es la u´nica
solucio´n de la edo {
y′ = 1λy
y(0) = 0.
Ahora, la u´nica solucio´n de esta ecuacio´n es y ≡ 0, asi que deducimos que f ≡ 0, lo que
contradice el hecho de que f es autofuncio´n. As´ı, se sigue que V no tiene autovalores no
nulos, por tanto σ(T ) = {0}, como quer´ıamos. 
Finalmente, vamos a caracterizar el ret´ıculo del operador T = P ◦ S|Y . La equivalencia
unitaria de este operador con W = f(V ) nos dara´ finalmente el ret´ıculo buscado.
Teorema 3.2.12. Sean φ(z) = exp
(
z+1
z−1
)
, Y = (φH2)⊥, P : H2 → Y la proyeccio´n
ortogonal y T = P ◦ S, donde S es el operador shift en H2. Entonces
Lat T = {P (ψaH2) : ψ(z) = exp
(
a
z + 1
z + 1
)
, a ∈ [0, 1]}.
Veamos un par de lemas que sera´n necesarios para la prueba:
Lema 3.2.13. Sea M un subespacio cerrado de un espacio de Hilbert complejo y separable
H, sea S ∈ B(H) y supongamos que M ∈ Lat S. Consideramos P : H →M⊥ la proyeccio´n
ortogonal y sea T = PS|M⊥ . Entonces Y ∈ Lat T si y solo si Y ⊕M ∈ Lat S.
Demostracio´n.
Tomemos primero Y ∈ Lat T y tomemos f ∈ Y , g ∈ M . Entonces S(f + g) = Sf + Sg.
Ahora Sg ∈ M , y Sf = PSf + (I − P )Sf = Tf + (I − P )Sf . Entonces se sigue que
(I − P )Sf ∈ M , y por tanto S(f + g) ∈ Y ⊕M . Por tanto, Y ⊕M ∈ Lat S. Ahora, sea
Y ⊕M ∈ Lat S y f ∈ Y . Se tiene que f ∈ Y ⊕M y por tanto Sf ∈ Y ⊕M . Finalmente,
PSf ∈M⊥, por lo que PSf ∈ Y . 
Lema 3.2.14. Sea φ(z) = exp
(
z+1
z−1
)
. El cociente φ/ψ es interior si y solo si
ψ(z) = eiθ exp
(
a
z + 1
z − 1
)
con a ∈ [0, 1] y θ ∈ R.
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Demostracio´n.
Sabemos por el teorema 3.1.12 que φ/ψ es interior si y solo si todos los ceros de ψ son
ceros de φ y la diferencia de las medidas que las representan es una medida positiva. Ob-
servemos que como φ no tiene ceros, se sigue que ψ tampoco los tiene. Adema´s, la medida
que representa a φ es la medida que vale 1 en todos los conjuntos que contienen a 1 y 0 en
el resto. Por tanto, φ/ψ sera´ interior si y solo si la medida que representa a ψ vale a ∈ [0, 1]
en 1 y 0 en el resto de T. As´ı, se tiene que ψ(z) = eiθ exp
(
a z+1z−1
)
, como quer´ıamos. 
Ya podemos completar la prueba del teorema 3.2.12.
Demostracio´n.
Sabemos por el lema 3.2.13 que M ∈ Lat T si y solo si M⊕(φH2) ∈ Lat S. Ahora, sabemos
por el teorema de Beurling que existe ψ interior de forma que M⊕(φH2) = ψH2. Adema´s,
por el corolario 3.1.17 se sigue que M = ψH2, donde φ/ψ es interior. Entonces, por el
lema 3.2.14 tenemos por tanto que Lat T = {P (ψaH2) : ψa(z) = exp
(
a z+1z+1
)
, a ∈ [0, 1]},
como quer´ıamos. 
Podemos entonces probar la caracterizacio´n del ret´ıculo de Volterra:
Demostracio´n.
Como V es un operador cuasinilpotente por la proposicio´n 3.2.11 podemos aplicar el teo-
rema 3.2.5 a W = f(V ), donde f(z) = 1−z1+z . Por tanto, Lat V = Lat W . Ahora, sabemos
que T es unitariamente equivalente a W mediante el operador U construido en la prueba
de 3.2.2. Adema´s, por la proposicio´n 2.1.18, se tiene que
Lat V = U−1(Lat T ) = {U−1(ψaH2) : ψ(z) = exp
(
a
z + 1
z + 1
)
, a ∈ [0, 1]}.
Basta entonces computar los subespacios U−1(ψaH2) para lograr nuestro resultado. Vamos
a probar que U(Ma) = ψaH2. Para ello, tomemos f ∈ L2(0,∞) de forma que f = 0 en
casi todo [0, a]. Entonces
(Uf)(z)
ψa(z)
= e−a
z+1
z−1
√
2
1− z
∫ ∞
0
f(t)e−t
1+z
1−z dt =
√
2
1− z
∫ ∞
a
f(t)e−
1+z
1−z (t−a)dt
=
√
2
1− z
∫ ∞
0
f(t+ a)e−
1+z
1−z tdt.
As´ı, se deduce que (Uf/ψa) pertenece a H2, y por lo tanto Uf ∈ ψaH2, lo que prueba que
UMa ∈ ψaH2 para todo a ∈ [0, 1]. Para la otra inclusio´n, tomemos ψag ∈ ψaH2. Entonces
g = Uf para alguna f ∈ L2(0,∞). Es decir,
g(z) =
√
2
1− z
∫ ∞
0
f(t)e−t
1+z
1−z dt.
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Se sigue por tanto que
ψa(z)g(z) =
√
2
1− z
∫ ∞
0
f(t)e−
1+z
1−z (t+a)dt =
√
2
1− z
∫ ∞
a
f(t− a)e−t 1+z1−z dt.
Ahora, si definimos h(t) = f(t − a)χ[a,∞)(t) para todo t ≥ 0, se sigue que h ∈ Ma y
ψag = Uh, como quer´ıamos. 
Terminamos esta seccio´n demostrando que V es unicelular, como enunciamos al comienzo
de nuestro estudio:
Corolario 3.2.15. V es un operador unicelular. Es ma´s, Lat V es anti-isomorfo a [0, 1]
en el sentido del orden.
Demostracio´n.
Como Lat V = {Ma : a ∈ [0, 1]}, es obvio que la aplicacio´n α : Lat V → [0, 1] definida por
Ma 7→ a es una aplicacio´n biyectiva. Ahora, observemos que si a ≤ b entonces Mb ⊂ Ma,
por lo tanto α es un anti-isomorfismo, como quer´ıamos probar. 
3.3. El Ret´ıculo de las Traslaciones en L2(R)
En esta u´ltima seccio´n no vamos a caracterizar el ret´ıculo de un solo operador, sino
que caracterizaremos el ret´ıculo de subespacios invariantes de la de operadores en L2(R)
constituida por las traslaciones Tα definidas por
f 7→ Tαf(x) = f(x− α)
para α ∈ R. Es decir, si
A = {Tα ∈ B(L2(R)) : α ∈ R} ⊂ B(L2(R))
vamos a ofrecer la caracterizacio´n completa de Lat A, que recordemos se define como
Lat A =
⋂
α∈R
Lat Tα.
La exposicio´n que vamos a presentar esta´ basada en la que se puede encontrar en [29].
Sera´ fundamental utilizar la transformada de Fourier en nuestro estudio. Nosotros
utilizaremos la siguiente definicio´n de la transformada de Fourier F . Para cada funcio´n
f ∈ L1(R), definimos
Ff(t) = 1√
2pi
∫
R
f(x)e−ixtdx
para todo t ∈ R. Como es habitual, denotaremos Ff ≡ fˆ .
Extenderemos la transformada de Fourier de la forma usual a L2(R), obteniendo as´ı la
identidad de Plancherel:
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Teorema 3.3.1 (Identidad de Plancherel). Si f ∈ L2(R) se tiene que
‖Ff‖2 = ‖f‖2 .
Necesitaremos recordar adema´s la siguiente propiedad, que nos permite transformar
las traslaciones en multiplicaciones:
Proposicio´n 3.3.2. Dada f ∈ L2(R) y α ∈ R se tiene que
F(Tαf)(t) = e−iαtFf(t).
Es decir, si Mα denota al operador de multiplicacio´n por eα(t) = e−iαt, se cumple
FTα = MαF .
Necesitaremos introducir algo de notacio´n antes de enunciar el teorema que describe
Lat A. Dado cualquier conjunto medible Lebesgue E ⊆ R denotamos por el subespacio
ME como
ME := {f ∈ L2(R) : Ff = 0 en casi todo E}.
Esta´ claro que ME es un subespacio cerrado de L2(R), ya que ME = ker(MχEF), donde
MχE es el operador de multiplicacio´n en L2 por χE . Tenemos entonces:
Teorema 3.3.3. El ret´ıculo de A es
Lat A = {ME ⊆ L2(R) : E es medible Lebesgue}.
Demostracio´n.
Comencemos tomando E ⊆ R medible, y veamos que ME es invariante para todas las
traslaciones. Es decir, tomemos α ∈ R y veamos que para todo f ∈ ME se tiene que
Tαf ∈ ME . Tenemos que ver que F(Tαf) = 0 en casi todo E. Ahora, sabemos por la
proposicio´n 3.3.2 que F(Tαf) = MαF(f). Como f ∈ ME , se tiene que F(f) = 0 en casi
todo E, de donde se sigue entonces que MαF(f) = 0 en casi todo E. Esto prueba que
ME ∈ Lat Tα para todo α ∈ R, como quer´ıamos.
Tomemos ahora M ∈ Lat A. Vamos a contruir E medible Lebesgue de forma que M = ME .
Para ello, consideremos Mˆ = F(M), que claramente es un subespacio cerrado por ser F
una isometr´ıa. Consideremos P : L2(R) → Mˆ la proyeccio´n ortogonal. Se tiene entonces
que para todo f, g ∈ L2(R)
f − Pf ⊥ Pg.
Adema´s, como Mˆ es invariante por Mα, tenemos igualmente que
f − Pf ⊥ (Pg)eα
para todo α ∈ R. Es decir, se tiene por la definicio´n de producto escalar en L2(R) que∫
R
(f − Pf) · Pg · e−αdm = 0
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para todo f, g ∈ L2(R), α ∈ R. Observemos que lo obtenido en la ecuacio´n anterior muestra
precisamente que la transformada de Fourier de (f −Pf) ·Pg en α es 0 para todo α ∈ R.
Notemos tambie´n que el producto (f −Pf) ·Pg es una multiplicacio´n de dos funciones en
L2(R). Por tanto, (f − Pf) · Pg pertenece a L1(R) por la desigualdad de Ho¨lder. Ahora,
gracias al teorema de inversio´n en L1(R) podemos deducir que el producto (f − Pf) · Pg
es 0 en casi todo R. Observemos que la conjugacio´n de la segunda funcio´n no juega ningu´n
papel, as´ı que deducimos que (f − Pf)Pg = 0 en casi todo. Por tanto,
fPg = (Pf)(Pg)
en casi todo. De igual forma, obtenemos que gPf = (Pf)(Pg). Combinando ambas igual-
dades, obtenemos que
fPg = gPf (3.6)
para todo f, g ∈ L2(R).
Ahora, tomemos g una funcio´n positiva cualquiera en L2(R). Para fijar ideas, definamos
g(t) = e−|t| y definamos
ϕ(t) = (Pg)(t)
g(t) .
Con esta eleccio´n de g, la igualdad (3.6) nos da
Pf = ϕ · f
para todo f ∈ L2(R). Ahora, si f ∈ Mˆ tenemos que Pf = f , por lo tanto f = ϕ · f .
Adema´s, tenemos que ϕ2 = ϕ, ya que
ϕ2 · g = ϕ · Pg = P 2g = Pg = ϕ · g.
Por tanto, deducimos que ϕ = 0 o´ ϕ = 1 en casi todo. Definamos entonces
E := {t ∈ R : ϕ(t) = 0}.
Entonces, f ∈ Mˆ si y solo si f = Pf = ϕ · f . Es decir, si y solo si f = 0 en casi todo E.
Basta aplicar la transformada de Fourier de nuevo para obtener que f ∈ M si y solo si
fˆ = 0 en casi todo E, lo que termina la demostracio´n. 
palabra
Cap´ıtulo 4
Operadores Universales
4.1. El Operador Universal de Rota
En este cap´ıtulo presentaremos el concepto de operador universal, que fue introducido
por G.C. Rota en [28], y proporcionaremos un primer ejemplo expuesto en el mismo
art´ıculo. Despue´s demostraremos una condicio´n suficiente dada por S.R. Caradus para la
universalidad de operadores en [6], que nos ayudara´ a probar algunos ejemplos ma´s.
Definicio´n 4.1.1. Diremos que un operador U ∈ B(H) es universal si para cada operador
T ∈ B(H) existe un subespacio invariante M de U (M ∈ LatU) tal que T es semejante a
un mu´ltiplo escalar de U|M . Es decir, si existe un isomorfismo X ∈ B(H,M) y λ ∈ C de
forma que
T = λX−1U|MX.
Es decir, si encontramos un operador universal U podemos estudiar todas las pro-
piedades que se conservan bajo semejanza para los operadores de B(H), tales como la
existencia de subespacios invariantes, limita´ndonos al estudio de las restricciones de U a
sus subespacios invariantes.
Podemos entender en cierta forma que los operadores universales ’contienen’ toda la in-
formacio´n sobre la existencia de subespacios invariantes para los operadores de B(H).
Eso s´ı, es imprescindible primero aportar al menos un ejemplo de operador universal en
un espacio de Hilbert complejo y separable en dimensio´n infinita. Como bien es sabido,
todos estos espacios son isome´tricamente isomorfos, por lo que existe un u´nico espacio de
este tipo salvo relacio´n de equivalencia. As´ı, si conseguimos construir un ejemplo en un
espacio de Hilbert concreto deduciremos que este tipo de operadores existen en todos los
espacios de Hilbert con los que vayamos a trabajar.
Vamos a presentar el ejemplo que dio Rota en el ya mencionado art´ıculo [28]. Prime-
ro, consideremos H un espacio de Hilbert complejo, separable y de dimensio´n infinita y
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definamos el siguiente espacio:
`2(H) := {(xn)n∈N : xn ∈ H para todo n ∈ N,
∞∑
n=1
‖xk‖2 <∞}.
Observemos que si consideramos la sucesio´n de espacios de Hilbert (Hn)n∈N donde Hn = H
para todo n ∈ N, se tiene que
`2(H) =
⊕
`2
Hn,
as´ı que gracias al Teorema 3.3.2. de [12] se tiene que `2(H) es un espacio de Hilbert con
el producto escalar
〈(xn)n∈N, (yn)n∈N〉 =
∞∑
n=1
〈xn, yn〉
y la norma inducida
‖(xn)n∈N‖2 =
∞∑
n=1
‖xn‖2 .
Una vez que sabemos que `2(H) es un espacio de Hilbert complejo, separable y de dimen-
sio´n infinita podemos ya enunciar el resultado:
Teorema 4.1.2. Consideremos el espacio `2(H) y definamos el ’backward shift’ U : H →
H como
U(x1, x2, x3, ...) = (x2, x3, ...).
Entonces, U es un operador universal.
Demostracio´n.
Notemos para empezar que U es acotado y, que de hecho, es una contraccio´n. Es decir,
‖U‖ ≤ 1. Tomemos ahora T ∈ B(`2(H)) cualquiera. Como H y `2(H) son isome´tricamente
isomorfos, consideramos V : `2(H) → H un isomorfimo isome´trico, y definimos A :=
V TV −1 ∈ B(H). Sabemos por el teorema de Gelfland 1.2.16 que el espectro de A es no
vac´ıo y por el lema 1.2.15 que el espectro de A es un conjunto cerrado y acotado en el disco
de radio ‖A‖ y centrado en el origen. Ahora, consideremos S = A2‖A‖ . Esta´ claro entonces
que el espectro de S esta´ contenido en D. Sabemos tambie´n por el teorema de Beurling
1.2.19 que
l´ım
n→∞ ‖S
n‖1/n = r(S) < 1,
donde r(S) denota el radio espectral de S. Ahora definimos la funcio´n
f(z) =
∞∑
n=0
‖Sn‖ zn,
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que es holomorfa en la regio´n |z| < r(S)−1, que contiene estrictamente al disco ya que
r(S)−1 > 1. Por lo tanto, f es holomorfa y acotada en el disco, as´ı que f ∈ H2 y por lo
tanto ∞∑
n=0
‖Sn‖2 = ‖f‖2H2 <∞.
Ahora, consideramos el conjunto
M(S) := {y = (Snx)n≥0 : x ∈ H}.
Primero, observemos que esta´ contenido en `2(H), ya que dado x ∈ H se tiene que
‖(Snx)n∈N‖2 =
∞∑
n=1
‖Snx‖2 ≤ ‖x‖2
∞∑
n=1
‖Sn‖2 = ‖x‖2 ‖f‖2H2 <∞. (4.1)
Adema´s, esta´ claro que M(S) constituye un subespacio vectorial de `2(H). Veamos que
es cerrado. Para ello, consideramos una sucesio´n de Cauchy (yn)n∈N en `2(H). Ahora,
tenemos que para cada n ∈ N existe xn ∈ H de forma que yn = (Skxn)k≥0. La sucesio´n
(xn)n∈N tambie´n es de Cauchy, ya que
‖xn − xm‖2 ≤
∞∑
k=0
∥∥∥Skxn − Skxm∥∥∥2 = ‖yn − ym‖2 .
Por tanto, la sucesio´n (xn)n∈N es convergente, digamos a x ∈ H. Veamos finalmente que
(yn)n∈N converge a y = (Skx)k≥0. Basta observar que
‖yn − y‖2 =
∞∑
k=0
∥∥∥Skxn − Skx∥∥∥2 ≤ ‖xn − x‖2 ∞∑
k=0
‖Sk‖2
≤ ‖f‖2H2 ‖xn − x‖2 ,
lo que prueba que M(S) es completo y por tanto cerrado. Finalmente, esta´ claro que M(S)
es un subespacio invariante por U , ya que dado (Snx)n≥0 ∈M(S) se tiene que
U(Snx)n≥0 = (Snx)n≥1 = (Sn(Sx))n≥0 ∈M(S).
Ahora, definimos el operador IS : H →M(S) como ISx = (Snx)n≥0, que claramente esta´
bien definido. Adema´s, es acotado por (4.1) e inyectivo. Es ma´s, si xn es una sucesio´n en
H que converge a 0, entonces ISx tambie´n converge a 0, por tanto gracias al teorema del
grafo cerrado IS es invertible y I−1S es tambie´n acotado.
Finalmente, tenemos que dado x ∈ H
I−1S UISx = I
−1
S U(S
nx)n≥0 = I−1S (Snx)n≥1 = Sx,
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por lo que se tiene que I−1S UIS = S. Por tanto, 2 ‖A‖ I−1S UIS = A y si componemos con
el isomorfismo isome´trico V y con su inversa obtenemos
2 ‖A‖V −1I−1S UISV = V −1AV = T,
as´ı que tomando X = ISV se tiene 2 ‖A‖X−1UX = T , lo que prueba que U es universal.

Por tanto, hemos probado que los operadores universales existen. Como ya hemos comen-
tado, la importancia de esta clase de operadores radica en que basta estudiar la restriccio´n
de estos operadores a sus subespacios invariantes para poder estudiar propiedades que se
conservan por semejanza. Obviamente, la propiedad que nos interesa a nosotros es tener
subespacios invariantes no triviales. El siguiente resultado nos muestra la potencia de los
operadores universales, pues caracterizar su ret´ıculo o al menos sus subespacios invariantes
minimales resolver´ıa el problema del subespacio invariante.
Teorema 4.1.3. Sea U ∈ B(H) un operador universal. Las siguientes condiciones son
equivalentes:
(i) Todos los subespacios invariantes minimales de U son de dimensio´n 1.
(ii) Todo operador T ∈ B(H) tiene subespacios invariantes no triviales.
Demostracio´n.
Supongamos primero que U tiene todos sus subespacios invariantes minimales de dimen-
sio´n 1. Tomemos T ∈ B(H) y supongamos que no tiene subespacios invariantes no triviales.
Tenemos que T es semejante a un mu´ltiplo escalar de U|M , con M ∈ Lat T . Ahora, como
H es de dimensio´n infinita, M debe tener tambie´n dimensio´n infinita. Como T no tiene
subespacios invariantes no triviales, obtenemos que M es un subespacio invariante mini-
mal, lo cual es absurdo.
Supongamos ahora que todo operador T ∈ B(H) tiene subespacios invariantes no triviales.
Tomemos M ∈ Lat U un subespacio invariante minimal para U . Ahora, si M es minimal
y tiene dimensio´n mayor o igual que 2, el operador U|M tiene un subespacio invariante
no trivial N con N ( M , lo que contradice el hecho de que M es minimal. Por tanto,
dim(M) = 1, como quer´ıamos. 
4.2. El Teorema de Caradus
El objetivo de esta seccio´n es enunciar y demostrar el teorema de Caradus ([6]), que
nos proporciona una condicio´n suficiente para probar que un operador es universal. Como
ya hemos expuesto, podemos reducir el problema del subespacio invariante a estudiar
este tipo de operadores, por lo que tener una amplia familia de operadores universales en
diferentes espacios de Hilbert nos abre la puerta a poder abordar dicho problema desde
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varias perspectivas muy diferentes. La capacidad de obtener operadores universales en
diversos espacios de Hilbert nos permite afrontar el problema del subespacio invariante
con una amplia gama de herramientas, como puede ser la teor´ıa de la medida o la variable
compleja en espacios de funciones anal´ıticas, y es aqu´ı donde radica la importancia de este
resultado.
Teorema 4.2.1 (Teorema de Caradus). Sea U ∈ B(H) y supongamos que satisface las
siguientes condiciones:
(i) U es sobreyectivo.
(ii) kerU tiene dimensio´n infinita.
Entonces, U es universal.
Demostracio´n.
Comenzaremos la prueba construyendo sendos operadores V,W ∈ B(H) tales que UV = I,
UW = 0, ker(W ) = 0, Im(W ) es cerrada y Im(W ) ⊥ Im(V ). Para ello, denotamos por
U = U|ker(U)⊥ . Veamos que U es invertible. Esta´ claro que es inyectivo, ya que ker(U) =
{0}. Para probar que es sobreyectivo, tomemos y ∈ H. Como U es sobre, existe x ∈ H
tal que Ux = y. Ahora, si P es la proyeccio´n ortogonal sobre ker(U) y Q sobre ker(U)⊥
tenemos que x = Px+Qx, por lo tanto y = Ux = U(Qx) = U(Qx), lo que prueba que U es
sobreyectivo. Denotemos entonces V = U−1. Ahora tomemos (en)n∈N una base ortonormal
de H y fn una base ortonormal de ker(U). Definimos entonces Wen = fn y extendemos
la definicio´n por linealidad y continuidad y todo H. Es obvio que V y W cumplen las
propiedades deseadas. Ahora tomemos T ∈ B(H) cualquiera, y elijamos λ ∈ C de forma
que |λ| ‖V ‖ ‖T‖ < 1. Entonces definimos
Φ =
∞∑
k=0
λkV kWT k.
Para ver que Φ esta´ bien definida, basta obervar que ‖W‖ = 1 por ser isometr´ıa, y tenemos
∞∑
k=0
∥∥∥λkV kWT k∥∥∥ ≤ ∞∑
k=0
(|λ| ‖V ‖ ‖T‖)k.
Entonces, gracias a la eleccio´n de λ y a la serie geome´trica, la serie es absolutamente
convergente y Φ esta´ bien definido. Si recordamos que UV = I, UW = 0, se deduce
fa´cilmente que
UΦ = λΦT (4.2)
y
Φ = λV ΦT +W. (4.3)
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Ahora, si conseguimos probar que Φ es un homeomorfismo sobre su imagen podremos
escribir por (4.2)
T = λ−1Φ−1U|Im(Φ)Φ.
Si adema´s demostramos que Im(Φ) es cerrado y que es invariante por U , se seguira´ que U
es universal. Comencemos probando que Φ es inyectivo. Para ello, sea x ∈ ker Φ. Entonces,
gracias a la expresio´n (4.3) y al hecho de que Im(V ) ⊥ Im(W ), se sique que V ΦTx = Wx =
0, pero como W es isometr´ıa deducimos que x = 0, por lo tanto Φ es homeomorfismo
sobre su imagen. Veamos ahora que Im(Φ) es cerrada. Tomemos la sucesio´n (Φ(xn))n∈N
y supongamos que converge a y ∈ H. De nuevo gracias a (4.3), se sigue que λV ΦTxn +
Wxn → y. Por tanto, usando que Im(V ) ⊥ Im(W ) se sigue que Wxn → Py, donde P es
la proyeccio´n ortogonal sobre Im(W ). Ahora, como Im(W ) es cerrada, existe x ∈ Im(Φ)
de forma que Wxn → Wx y por tanto xn → x gracias a que W es isometr´ıa. As´ı,
Φ(xn)→ Φ(x) = y ∈ Im(Φ), lo que prueba que Im(Φ) es un subespacio vectorial cerrado.
Finalmente, para ver que es invariante por U , basta remitirnos a la igualdad (4.2). Dada
x ∈ H se tiene que U(Φx) ∈ Im(Φ), ya que
U(Φx) = λΦ(Tx) ∈ Im(Φ),
por tanto Im(Φ) es invariante por U , lo que prueba que U es universal. 
La combinacio´n del teorema de Caradus, con la siguiente proposicio´n, nos otorga una
herramienta potent´ısima para encontrar diferentes modelos de operadores universales en
diversos espacios de Hilbert, lo que nos permite transformar el problema del subespacio
invariante en un problema de ca´lculo expl´ıcito de ret´ıculos gracias al teorema 4.1.3.
Proposicio´n 4.2.2. Sean U1 ∈ B(H1), U2 ∈ B(H2) dos operadores semejantes. Entonces
U1 es universal si y solo si lo es U2.
Demostracio´n.
Esta´ claro que basta probar una de las implicaciones, la otra es ana´loga. Supongamos que
U1 es universal. Veamos que U2 tambie´n lo es. Para ello, tomemos T ∈ B(H2). Como U1 y
U2 son semejantes, existe Φ ∈ B(H1, H2) isomorfismo tal que U2 = ΦU1Φ−1. Consideremos
entonces el operador S = Φ−1TΦ ∈ B(H1). Como U1 es universal, existe λ ∈ C, M ∈
Lat U1 y un isomorfismo X ∈ B(H1,M) de forma que
S = λX−1U1|MX.
Por tanto, se tiene que Φ−1TΦ = λX−1U1|MX. Observemos que Φ(M) es un subespacio
invariante para U1. Si llamamos Ψ = Φ−1|Φ(M), se tiene que Ψ es un isomorfismo de Φ(M)
a H1. Adema´s, tenemos que U2|Φ(M) = Ψ−1U1|MΨ. As´ı, se sigue que
Φ−1TΦ = λX−1ΨU2|Φ(M)Ψ−1X.
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As´ı, obtenemos que
T = λΦX−1ΨU2|Φ(M)Ψ−1XΦ−1,
lo que prueba que U2 es universal. 
4.3. Un Operador de Composicio´n Universal en H2
El objetivo de esta seccio´n es probar el siguiente resultado, que fue probado en [22]
por Nordgren, Rosenthal y Wintrobe:
Teorema 4.3.1 (Nordgren, Rosenthal y Wintrobe). Sea ϕ una transformacio´n de Mo¨bius
hiperbo´lica automorfismo, y consideremos el operador de composicio´n inducido Cϕ en H2.
Sea λ ∈ σp(Cϕ). Entonces el operador Cϕ − λI ∈ B(H2) es universal.
Se sigue inmediatamente el siguiente resultado:
Corolario 4.3.2. El operador de composicio´n Cϕ ∈ B(H2) tiene todos sus subespacios in-
variantes minimales de dimensio´n 1 si y solo si todo operador tiene subespacios invariantes
no triviales.
Demostracio´n.
Observemos que dado λ ∈ σ(Cϕ) el operador Cϕ tiene el mismo ret´ıculo de subespacios
invariantes que el operador Cϕ− λI. Entonces basta remitirse al teorema 4.1.3 para obte-
ner el resultado. 
Obtenemos as´ı un modelo muy potente para estudiar el problema del subespacio inva-
riante, pues tenemos a nuestra disposicio´n toda la maquinaria del ana´lisis complejo y la
teor´ıa de funciones holomorfas para tratar de caracterizar el ret´ıculo de subespacios inva-
riantes de Cϕ, lo que resolver´ıa el problema del subespacio invariante gracias al corolario
anterior.
Antes de probar el resultado, introduciremos el concepto de operador de composicio´n en
H2 y estudiando sus propiedades ma´s elementales. A continuacio´n, hablaremos sobre las
transformaciones de Mo¨bius del disco unidad D, para poder definir la transformacio´n hi-
perbo´lica automorfismo que inducira´ el operador de composicio´n universal.
Finalmente, probaremos el resultado. No seguiremos la prueba original de [22], si no que
seguiremos una demostracio´n alternativa que recientemente publicaron C. Cowen y E.
Gallardo-Gutie´rrez en [18].
4.3.1. Operadores de Composicio´n en H2
Vamos a introducir en este apartado el concepto de operador de composicio´n, una
clase de operadores crucial para el estudio de la teor´ıa de subespacios invariantes, como
ya podemos deducir del teorema 4.3.1. Las pruebas omitidas de esta presentacio´n pueden
consultarse en [12].
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Definicio´n 4.3.3. Sea ϕ ∈ H(D) tal que ϕ(D) ⊂ D. Definimos el operador de compo-
sicio´n de s´ımbolo ϕ como
Cϕ :H2 → H2
f 7→ f ◦ ϕ.
Veamos que estos operadores son acotados. Para ello, comencemos enunciando el prin-
cipio de subordinacio´n de Littlewood que nos proporcionara´ la acotacio´n del operador
cuando fije el 0:
Teorema 4.3.4 (Principio de Subordinacio´n de Littlewood). Sea ϕ ∈ H(D) con ϕ(D) ⊆ D
y tal que ϕ(0) = 0. Entonces Cϕ ∈ B(H2) y ‖Cϕ‖ = 1.
Gracias a esta primera propiedad podemos obtener la continuidad de cualquier ope-
rador de composicio´n, pues podemos expresar cualquier operador de composicio´n como
Cϕ = CψCαϕ(0) , donde ψ lleva el disco en si mismo y fija el cero y αϕ(0) es el automorfismo
del disco que intercambia el cero con el punto ϕ(0). Estudiando la acotacio´n de Cαϕ(0) se
obtiene
Teorema 4.3.5 (Teorema de Littlewood). Sea ϕ ∈ H(D) tal que ϕ(D) ⊆ D. Entonces
Cϕ ∈ B(H2) y
‖Cϕ‖ ≤
√
1 + |ϕ(0)|
1− |ϕ(0)| .
Sera´n muy importantes los nu´cleos reproductores, unas funciones que nos ayudara´n a
tratar con los adjuntos de los operadores de composicio´n:
Definicio´n 4.3.6. Para cada p ∈ D, llamamos nu´cleo reproductor para p a la funcio´n
kp(z) =
1
1− pz =
∞∑
n=0
pnzn.
Proposicio´n 4.3.7. Sea p ∈ D. Se tiene
(i) kp ∈ H2.
(ii) Para cada f ∈ H2 tenemos
〈f, kp〉 = f(p)
(iii) Sea ϕ ∈ H(D) con ϕ(D) ⊆ D. Entonces
C∗ϕkp = kϕ(p).
Veamos ahora que podemos conseguir una amplia clase de operadores universales usan-
do los operadores de composicio´n. El resultado es el siguiente:
4.3. UN OPERADOR DE COMPOSICIO´N UNIVERSAL EN H2 83
Teorema 4.3.8. Sea Cϕ ∈ B(H2) un operador inducido por una funcio´n interior no
automorfismo tal que ϕ(0) = 0. Entonces, C∗ϕ es universal.
Necesitaremos un par de resultados te´cnicos para probar este teorema.
Proposicio´n 4.3.9. Sea ϕ ∈ H(D) con ϕ(D) ⊂ D. Supongamos adema´s que ϕ es una
funcio´n interior con ϕ(0) = 0. Entonces, el operador de composicio´n Cϕ ∈ B(H2) es una
isometr´ıa.
Demostracio´n.
Si ϕ es una funcio´n interior con ϕ(0) = 0, entonces su sucesio´n de potencias 1, ϕ, ϕ2, ...
forma una sucesio´n ortonormal, pues gracias al hecho de que |ϕ| = 1 en casi todo T
tenemos
〈ϕn, ϕm〉 =
∫
T
ϕnϕmdm =
∫
T
ϕn−mdm =
〈
ϕn−m, 1
〉
.
Por tanto, junto al hecho de que ϕ(0) = 0 se sigue que 〈ϕn, ϕm〉 = δn,m para n ≥ m. Por
tanto, dada f(z) = ∑∞n=0 fˆ(n)zn tenemos que
‖Cϕf‖2 =
∥∥∥∥∥
∞∑
n=0
fˆ(n)ϕn
∥∥∥∥∥
2
=
∞∑
n=0
|fˆ(n)|2 = ‖f‖2 ,
as´ı que Cϕ es una isometr´ıa. 
Proposicio´n 4.3.10. Sea ϕ ∈ H(D) con ϕ(D) ⊆ D, y supongamos que es una funcio´n
interior no automorfismo con ϕ(0) = 0. Entonces ϕ no es inyectiva.
Demostracio´n.
Razonamos por reduccio´n al absurdo. Supongamos que ϕ es inyectiva. Como ϕ no es
automorfismo no puede ser sobreyectiva, as´ı que existe a ∈ Drϕ(D). Consideramos ahora
ϕa el automorfismo del disco que lleva a en 0, y definimos
g = ϕa ◦ ϕ.
Entonces, esta´ claro que g es inyectiva por composicio´n de inyectivas, g(z) 6= 0 para todo
z ∈ D por construccio´n, g ∈ H∞(D) y adema´s |g∗| = 1 en casi todo T, por lo que g tambie´n
es interior.
Observemos que como g es no nulo en D y el disco es simplemente conexo podemos definir
su ra´ız cuadrada. Es decir, existe f ∈ H(D) de forma que f2 = g. Inmediatamente se
sigue que f es tambie´n inyectiva, acotada e interior. Observemos adema´s que, como f es
abierta, existen b ∈ D y 0 < ε < |b| tales que B(−b, ε) ⊂ f(D). Adema´s, observemos que
si f(z1) = a y f(z2) = −a se sigue que g(z1) = g(z2). Como g es inyectiva, se tiene que
z1 = z2. As´ı, deducimos que
B(b, ε) ∩ f(D) = ∅.
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Si consideramos ahora ϕb el automorfismo del disco que lleva b en 0, podemos definir
u(z) = − log |ϕb(f(z))|.
Observemos primero que de nuevo ϕb◦f es interior. Adema´s, como u es la parte real de una
funcio´n holomorfa, u es armo´nica y u(z) > 0 por construccio´n. Es ma´s, como |f(z)−b| ≥ ε
para todo z ∈ D, se sigue que existe δ > 0 de forma que |ϕb(f(z))| ≥ δ para todo z ∈ D,
de donde deducimos por tanto que u(z) > 0 para todo z ∈ D, ya que δ ≤ |ϕb(f(z))| < 1.
Ahora, como u es armo´nica, sabemos por el teorema del valor medio que
u(0) = 12pi
∫ 2pi
0
u(reiθ)dθ
para todo 0 < r < 1. Finalmente, podemos aplicar el teorema de la convergencia dominada
a las funciones ur(eiθ) = u(reiθ), pues son funciones uniformemente acotadas. Adema´s,
como el l´ımite radial de ϕb ◦ f tiene mo´dulo 1 en casi todo, se sigue que ur → 0 en casi
todo cuando r → 1−. Por tanto, se sigue que u(0)→ 0 cuando r → 1−, lo que contradice
el hecho de que u(z) > 0 para todo z ∈ D.
Por tanto, deducimos que ϕ no es inyectiva, lo que prueba el resultado. 
Ya podemos entonces probar el teorema 4.3.8
Demostracio´n del teorema 4.3.8.
Veamos que Cϕ cumple las hipo´tesis del teorema de Caradus. Primero, veamos que como
Cϕ es isometr´ıa se tiene que C∗ϕ es sobreyectivo. Para ello, tomemos f ∈ H2. Observemos
que como Cϕ es isometr´ıa, entonces es un isomorfismo sobre su imagen y podemos definir
C−1ϕ : Cϕ(H2) → H2 que es un operador acotado por ser Cϕ isometr´ıa. Ahora, definimos
el operador Λ : Cϕ(H2) → C como Λ(g) =
〈
f, C−1ϕ g
〉
. Este operador es claramente
acotado por ser composicio´n de operadores acotados. Por tanto, podemos extenderlo a un
operador definido en todo H2 por el teorema de Hahn-Banach. Adema´s, por el teorema de
representacio´n de Riesz, existe h ∈ H2 que representa a Λ. Veamos que C∗ϕh = f . Tenemos
para todo g ∈ H2 〈
C∗ϕh, g
〉
= 〈h,Cϕg〉 =
〈
f, C−1ϕ Cϕg
〉
= 〈f, g〉 ,
as´ı que C∗ϕh = f , como quer´ıamos.
Ahora, veamos que kerC∗ϕ tiene dimensio´n infinita, que es equivalente a probar que Im(Cϕ)
tiene codimensio´n infinita. FijemosN ∈ N. Observemos que como ϕ no es automorfismo del
disco podemos aplicar la proposicio´n 4.3.10 para deducir que ϕ no es inyectiva. Por tanto,
podemos encontrar 2N puntos en D w1, ..., wN y w′1, ..., w′N de forma que ϕ(wj) = ϕ(w′j)
para todo j = 1, ..., N . Entonces, consideramos las funciones hj = kwj−kw′j que claramente
son linealmente independientes. Tenemos que para todo f ∈ H2
〈Cϕf, hj〉 = f(ϕ(wj))− f(ϕ(w′j)) = 0,
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por lo que todas las hj son ortogonales a Cϕ. Finalmente, como N ∈ N es arbitrario, se
sigue que Im(Cϕ) tiene dimensio´n infinita y por tanto C∗ϕ es universal. 
Con este resultado tenemos un buen ejemplo de una clase muy amplia de operadores uni-
versales que esta´n definidos en un espacio ma´s natural, como puede ser H2. Caracterizar
el ret´ıculo de subespacios invariantes (o al menos los subespacios minimales) de alguno de
estos operadores resolver´ıa el problema del subespacio invariante gracias al teorema 4.1.3.
4.3.2. Las Transformaciones de Mo¨bius de D
Definicio´n 4.3.11. Vamos a comenzar estudiando las transformaciones de Mo¨bius del
disco, enfatizando el estudio de sus puntos fijos, para poder introducir las transformaciones
hiperbo´licas. Esta presentacio´n puede consultarse en el cap´ıtulo 0 de [31].
Una transformacio´n de Mo¨bius o transformacio´n fraccional lineal es una aplicacio´n
ϕ(z) = az + b
cz + d,
donde a, b, c, d ∈ C, ad− bc 6= 0 y que lleva la esfera de Riemann Cˆ en s´ı misma.
Es bien sabido que estas transformaciones son biyecciones de Cˆ en Cˆ y que forman un
grupo con la composicio´n, que denotaremos por LFT (Cˆ).
Cada matriz no singular
A =
(
a b
c d
)
,
donde a, b, c, d ∈ C define claramente una transformacio´n de Mo¨bius ϕA dada por la
definicio´n anterior. Esta´ claro adema´s que ϕA = ϕλA para cualquier λ ∈ C diferente
de 0, por lo tanto varias matrices diferentes pueden darnos la misma transformacio´n.
Por ello, normalizaremos todas las matrices para que tengan determinante +1, y diremos
entonces que ϕ esta´ en forma esta´ndar. De ahora en adelante, salvo que se especifique
expl´ıcitamente lo contrario, consideraremos que todas nuestras transformaciones esta´n en
forma esta´ndar. Observemos que aunque nuestra transformacio´n este´ en forma esta´ndar,
esto no determina de manera u´nica nuestros coeficientes a, b, c, d, ya que puede haber
cambios de signo entre ellos que permitan nuestra condicio´n ad− bc = 1.
Puntos Fijos
Vamos a centrar nuestra atencio´n en el estudio de los puntos fijos de estas transfor-
maciones. Comencemos notando que ϕ fija el ∞ si y solo si c = 0, por tanto, si ϕ esta´ en
forma esta´ndar, el punto ∞ sera´ el u´nico punto fijo de ϕ si y solo si a = d y b 6= 0. Si
c 6= 0, y z ∈ C es un punto fijo para una transformacio´n ϕ, se tiene que
az + b
cz + d = z =⇒ −cz
2 + (a− d)z + b = 0.
86 CAPI´TULO 4. OPERADORES UNIVERSALES
Es decir, en el caso en el que ϕ no es la aplicacio´n identidad (todos los puntos son fijos)
los puntos fijos α, β de ϕ vienen determinados por una ecuacio´n cuadra´tica, por lo que ϕ
tendra´ uno o dos puntos fijos, dados por la siguiente igualdad:
α, β = (a− d)± [(a− d) + 4bc]
1/2
2c .
Vamos a caracterizar la ecuacio´n anterior en te´rminos de la traza de ϕ, que viene dada
por
χ(ϕ) = ±(a+ d).
Observemos que la traza de ϕ es precisamente la traza de la matriz que define la transfor-
macio´n ϕ. Si nuestra transformacio´n esta´ en forma esta´ndar, sus puntos fijos sera´n
α, β = (a− d)± [χ(ϕ)
2 − 4]1/2
2c . (4.4)
Notemos entonces que ϕ tendra´ un u´nico punto fijo si y solo si |χ(ϕ)| = 2. Podemos
resumir esta informacio´n en el siguiente resultado:
Proposicio´n 4.3.12. Sea ϕ ∈ LFT (Cˆ) con ϕ(z) = az+bcz+d . Entonces ϕ tiene un u´nico
punto fijo si y solo si |χ(ϕ)| = 2.
Estudiar las derivadas de ϕ puede darnos tambie´n informacio´n u´til sobre los puntos
fijos. Se tiene el siguiente resultado:
Proposicio´n 4.3.13. Sea ϕ ∈ LFT (Cˆ). Las siguientes condiciones son equivalentes:
(a) |χ(ϕ)| = 2.
(b) ϕ′ = 1 en un punto fijo de ϕ.
(c) T tiene un u´nico punto fijo en Cˆ. Si ϕ tiene dos puntos fijos distintos, entonces sus
derivadas en estos puntos son inversas y su suma es χ(ϕ)2 − 2.
Demostracio´n.
Como ϕ esta´ en forma esta´ndar, se tiene que
ϕ′(z) = ad− bc(cz + d)2 =
1
(cz + d)2 .
Adema´s, gracias a la expresio´n de 4.4, si α, β son los puntos fijos de ϕ se tiene que
ϕ′(α), ϕ′(β) = 14
(
χ(ϕ)± [χ(ϕ)2 − 4]1/2
)2
.
Por tanto, deducimos que
ϕ′(α) = 1
ϕ′(β)
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ϕ′(α) + ϕ′(β) = χ(ϕ)2 − 2.
En el caso no contemplado en el que ϕ tiene un punto fijo en ∞ y otro α ∈ C, esta´
claro que ϕ(z) = z + b por estar en forma esta´ndar. Por tanto, se sigue trivialmente que
ϕ′(α) = 1/ϕ′(∞) = 1. Observemos por tanto que se tienen automa´ticamente las tres
equivalencias y el resultado queda probado. 
Clasificacio´n de Puntos Fijos
Nuestro pro´ximo objetivo es clasificar las transformaciones de Mo¨bius en funcio´n de su
nu´mero de puntos fijos y de sus caracter´ısticas. Dividiremos los elementos de LFT (Cˆ) en
transformaciones parabo´licas, hiperbo´licas, el´ıpticas y loxodro´micas. Ya hemos estudiado
las propiedades de la primera, que definimos a continuacio´n:
Definicio´n 4.3.14. Diremos que una transformacio´n ϕ ∈ LFT (Cˆ) es parabo´lica si tiene
un u´nico punto fijo.
Si el punto fijo de ϕ es ∞, esta´ claro que ϕ(z) = z + r, con r ∈ C no nulo. Es decir,
ϕ es una traslacio´n. Si α ∈ C es su punto fijo, y tomamos S ∈ LFT (Cˆ) que lleve α a ∞,
entonces
V = S ◦ ϕ ◦ S−1 ∈ LFT (Cˆ)
fija solamente el∞. Por tanto, V (z) = z+τ con τ un nu´mero complejo no nulo. Por tanto,
tenemos que
ϕ = S−1 ◦ V ◦ S,
por lo que deducimos que ϕ es conjugado a una traslacio´n.
Supongamos ahora que ϕ no es parabo´lica, as´ı que tiene dos puntos fijos α, β ∈ Cˆ. Tomemos
S ∈ LFT (Cˆ) de forma que lleve α a 0 y β a ∞. Entonces, la aplicacio´n V = S ◦ϕ ◦S−1 ∈
LFT (Cˆ) tiene a 0 y a ∞ como puntos fijos, por lo tanto V (z) = λz para algu´n λ ∈ C, que
llamaremos el multiplicador de ϕ. Por tanto,
ϕ(z) = S−1(λS(z)) ∀ z ∈ C.
Ahora, si derivamos, obtenemos que
ϕ′(α) = λ y ϕ′(β) = 1
λ
.
Observemos que la igualdad anterior asegura que, si |λ| 6= 1, uno de los puntos fijos de ϕ
es atractivo. Por ejemplo, si |λ| < 1 el punto fijo atractivo es α, y
ϕn(z)→ α (z ∈ Cˆ r {β}),
donde la convergencia se da uniformemente en compactos.
Notemos ahora que puede haber ambigu¨edad en la definicio´n de multiplicador. Si cambia-
mos los papeles de α y β, entonces obtendr´ıamos que el multiplicador es 1/λ. Es mucho
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ma´s apropiado pensar en el par {λ, 1/λ} como el multiplicador de ϕ. La proposicio´n 4.3.2
nos muestra que
λ+ 1
λ
= χ(T )2 − 2, (4.5)
que es una cantidad que elimina toda posible ambigu¨edad para el multiplicador.
Ya podemos definir entonces el resto de tipos de transformaciones:
Definicio´n 4.3.15. Sea ϕ ∈ LFT (Cˆ) una transformacio´n no parabo´lica diferente de la
identidad. Sea λ 6= 1 el multiplicador de ϕ. Entonces diremos que ϕ es:
(a) El´ıptica si |λ| = 1.
(b) Hiperbo´lica si λ > 0.
(c) Loxodro´mica si no es el´ıptica ni parabo´lica.
El siguiente resultado clasifica las transformaciones de Mo¨bius segu´n las propiedades
de conjugacio´n expuestas anteriormente:
Proposicio´n 4.3.16. Las transformaciones parabo´licas son conjugadas de traslaciones,
las el´ıpticas a rotaciones, las hiperbo´licas a dilataciones positivas y las loxodro´micas a
dilataciones complejas.
Finalmente, podemos establecer una caracterizacio´n total en funcio´n de la traza gracias
a la igualdad 4.5:
Proposicio´n 4.3.17. Sea ϕ ∈ LFT (Cˆ) diferente de la identidad. Entonces ϕ es lo-
xodro´mica si y solo si χ(ϕ) no es real. Si χ(ϕ) es real, entonces:
(a) ϕ es hiperbo´lica si y solo si |χ(ϕ)| > 2,
(b) ϕ es parabo´lica si y solo si |χ(ϕ)| = 2,
(c) ϕ es el´ıptica si y solo si |χ(ϕ)| < 2.
Transformaciones de Mo¨bius en D
Queremos centrarnos en estudiar las transformaciones de Mo¨bius que lleven el disco
D en si mismo. Es decir, nuestro objetivo es estudiar las transformaciones ϕ tales que
ϕ(D) ⊆ D. Denotaremos por LFT (D) a este subgrupo de transformaciones de Mo¨bius.
Podemos conseguir informacio´n extra sobre la distribucio´n de los puntos fijos en el espacio,
como vemos en el siguiente resultado:
Teorema 4.3.18. Sea ϕ ∈ LFT (D) distinta de la identidad. Se tiene:
(a) Si ϕ es parabo´lica, entonces su u´nico punto fijo esta´ en T.
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(b) Si ϕ es hiperbo´lica, entonces tiene uno de sus puntos fijos en D. Adema´s, ambos
esta´n en T si y solo si ϕ es automorfismo.
(c) Si ϕ es loxodro´mica o el´ıptica, entonces tienen un punto fijo en D y otro fuera de
D. Las transformaciones el´ıpticas son precisamente los automorfismos de D con esta
configuracio´n de puntos fijos.
Demostracio´n.
(a) Sea ϕ una transformacio´n parabo´lica, y sea α su u´nico punto fijo. Hemos visto
que ϕ = S−1 ◦ V ◦ S, donde V es una traslacio´n y S(α) = ∞. Ahora, S lleva el
disco D en otro disco o en un semiplano, que denotamos por A. Adema´s, como
ϕ(D) ⊆ D, se sigue que V (A) ⊂ A, y como A es una traslacio´n, esta´ claro que A es
un hiperplano. Finalmente, como ∞ es el punto fijo de V y S−1 lleva ∂A en T, se
sigue que S−1(∞) = α ∈ T, como quer´ıamos.
(b) Sea ϕ transformacio´n hiperbo´lica y sean α y β sus puntos fijos. Entonces, ϕ =
S−1◦V ◦S, donde S manda α a 0 y β a∞, y V es homotecia positiva. Sea V (z) = λz
con 0 < λ < +∞. Podemos suponer sin pe´rdida de generalidad que λ < 1 y que α
es el punto fijo atractivo. Si no fuera as´ı, bastar´ıa conjugar con la transformacio´n
z 7→ 1/z. En estas condiciones, 0 es punto fijo atractivo para V . Es este caso,
S(D) = A puede ser cualquier disco o semiplano que contenga a 0 en su clausura.
En el primer caso obtendr´ıamos que α ∈ D, mientras que β ∈ Cˆ r D. Observemos
adema´s que en este caso ϕ no puede ser automorfismo. En el caso del semiplano,
obtendr´ıamos que α ∈ D y β ∈ T, ya que ∞ esta´ en la frontera del semiplano. En
este caso, tenemos que ϕ es automorfismo si y solo si 0 esta´ en la frontera de A, por
lo que se sigue que α ∈ T si ϕ es automorfismo y α ∈ D sino lo es.
(c) Finalmente, sea ϕ transformacio´n el´ıptica o loxodro´mica, y sean α y β sus puntos
fijos. Entonces, ϕ = S−1 ◦ V ◦ S, donde S manda α a 0 y β a ∞, y V = λz, con
|z| = 1 en el caso el´ıptico y z ∈ C r R en el caso loxodro´mico. Distingamos ambos
casos:
(i) Si ϕ es el´ıptico, esta´ claro que S(D) = A es otro disco, pues V es una rotacio´n.
Entonces, se tiene que V (A) = A. Los puntos fijos son 0 ∈ A y ∞ ∈ CˆrA, por
lo que esta´ claro que α ∈ D y β ∈ CˆrD. Adema´s, gracias a los apartados (a) y
(b), se sigue que si ϕ es un automorfismo con esta configuracio´n de puntos fijos
debe ser el´ıptico.
(ii) Sea ϕ loxodro´mico. Entonces, λ = reiθ, con r 6= 1, θ 6= 0. Ahora, sea S(D) = A.
Se sigue entonces que A debe ser un disco y r < 1. Razonando como en el caso
anterior, se sigue que α ∈ D y β ∈ Cˆ r D.

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Finalmente, vamos a estudiar las formas cano´nicas de estas transformaciones. Es de-
cir, daremos expl´ıcitamente las fo´rmulas para cada uno de los tipos de transformacio´n de
Mo¨bius asumiendo algunas hipo´tesis extra de sobre los puntos fijos. Estas formas cano´nicas
sera´n esenciales para nosotros, pues las transformaciones de Mo¨bius con las que trabaja-
raremos sera´n conjugadas de alguno de estos modelos. Esto es debido a que podemos
componer con traslaciones y rotaciones para obtener los puntos fijos deseados para el
s´ımbolo, obteniendo as´ı que nuestro operador de composicio´n es semejante al operador
inducido por la transformacio´n cano´nica asociada.
Teorema 4.3.19. Sea ϕ ∈ LFT (D).
(a) Supongamos que ϕ es parabo´lico y que 1 es su punto fijo. Entonces
ϕ(z) = (2− a)z + a2 + a− az ,
donde <(a) ≥ 0. Adema´s, ϕ es automorfismo si y solo si <(a) = 0.
(b) Supongamos que ϕ es automorfismo hiperbo´lico, y que −1 y 1 son sus puntos fijos.
Entonces
ϕ(z) = r + z1 + rz ,
con 0 < r < 1.
(c) Supongamos que ϕ es no-automorfismo hiperbo´lico. Distinguimos dos posibles casos:
(i) Sean 0 y 1 los puntos fijos de ϕ. Entonces
ϕ(z) = rz1− (1− r)z ,
con 0 < r < 1.
(ii) Sean 1 y ∞ los puntos fijos de ϕ. Entonces
ϕ(z) = rz + (1− r),
con 0 < r < 1.
(d) Supongamos que ϕ es el´ıptico y que fija a 0 y ∞. Entonces
ϕ(z) = ωz,
donde ω ∈ T r {1}.
(e) Supongamos que ϕ es loxodro´mico y que fija a 0. Entonces
ϕ(z) = z
az + b ,
donde |b| > 1 y |a| < |b| − 1.
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Demostracio´n.
(a) Sea ϕ parabo´lica fijando al 1. Entonces, podemos mandar 1 a ∞ con la transfor-
macio´n S(z) = 1+z1−z . Obtenemos entonces que S(D) = A es el semiplano <(z) ≥ 0.
Sabemos ahora que S ◦ ϕ ◦ S−1 = V es una traslacio´n que cumple que V (A) ⊂ A,
por lo tanto V (z) = z + a, donde <(a) ≥ 0. Esta´ claro que V sera´ automorfismo si
y solo si <(a) = 0. Basta entonces despejar en nuestra fo´rmula para obtener
ϕ(z) = (2− a)z + a2 + a− az .
(b) Sea ϕ automorfismo hiperbo´lico con −1 y 1 sus puntos fijos. Entonces, podemos
mandar −1 a 0 y 1 a ∞ con la aplicacio´n S(z) = z+1z−1 . De nuevo, obtenemos que
S(D) = A es el semiplano <(z) ≥ 0. Sabemos adema´s que V = S ◦ ϕ ◦ S−1 es una
homotecia positiva, es decir, V (z) = λz con λ > 0 y diferente de 1. Podemos suponer
sin pe´rdida de generalidad que λ > 1. Despejando, obtenemos que
ϕ(z) = z(λ+ 1) + (λ− 1)
z(λ− 1) + (λ+ 1) .
Basta entonces poner r = λ−1λ+1 ∈ (0, 1) y dividir en la ecuacio´n de ϕ por (λ+ 1) para
obtener
ϕ(z) = r + z1 + rz ,
como quer´ıamos.
(c) Sea ϕ no-automorfismo hiperbo´lico.
(i) Con la transformacio´n S(z) = z1−z dejamos fijo el 0 y llevamos el 1 a ∞.
Entonces, S(D) = A es un semiplano y V = S ◦ ϕ ◦ S−1 es una homotecia
positiva de para´metro 0 < r < 1. As´ı, Tenemos que ϕ = S−1 ◦ V ◦ S. Como
S−1(z) = z1+z , obtenemos que
ϕ(z) = rz1− (1− r)z .
(ii) Ponemos S(z) = z − 1 para llevar 1 a 0 y dejar fijo ∞. Entonces S(D) es un
disco y entonces V = S ◦ ϕ ◦ S−1 es una homotecia V (z) = rz con 0 < r < 1.
Basta despejar para obtener
ϕ(z) = rz + (1− r)
como queremos.
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(d) Esta´ claro que si ϕ es el´ıptico y fija 0 e ∞, se tiene que ϕ es una rotacio´n. Como ϕ
es distinto de la identidad, se sigue que ϕ(z) = ωz, con ω ∈ T diferente de 1.
(e) Finalmente, consideremos ϕ loxodro´mico fijando el 0. Entonces esta´ claro que ϕ(z) =
z
az+b . Veamos que condiciones tienen que cumplir a, b ∈ C para que ϕ sea efectiva-
mente loxodro´mico. Primero, como ϕ(D) ⊂ D, se tiene que cumplir que |ϕ(z)| < 1
para todo z ∈ D. Entonces, |z| ≤ |az+b| ≤ |a|+ |b| para todo z ∈ D. As´ı, |a| < |b|−1.
Ahora, por el lema de Schwarz, tenemos que |ϕ′(0)| ≤ 1, de donde deducimos que
|b| ≥ 1. Ahora, por la condicio´n anterior, |b| 6= 1, as´ı que |b| > 1. Finalmente, es una
mera comprobacio´n ver que estas condiciones son suficientes.

Nota 4.3.20. Hemos enunciado en el teorema anterior la forma cano´nica para la transfor-
macio´n hiperbo´lica automorfismo ma´s conocida en la literatura. Sin embargo, para nuestro
desarrollo posterior sera´ ma´s u´til utilizar la expresio´n hallada en la prueba. Es decir,
ϕ(z) = z(λ+ 1) + (λ− 1)
z(λ− 1) + (λ+ 1) ,
donde λ > 0 es el multiplicador. Es ma´s, nosotros pondremos λ = e−t para t ∈ R no nulo,
obteniendo as´ı que
ϕt(z) =
z(e−t + 1) + (e−t − 1)
z(e−t − 1) + (e−t + 1) .
Nota 4.3.21. A pesar de que la clasificacio´n anterior es esta´ndar en la literatura, tenemos
algunas dudas sobre su exhaustividad para el caso del no-automorfismo hiperbo´lico. De
todas formas, en esta memoria trabajaremos exclusivamente con los casos hiperbo´lico
automorfismo y parabo´lico no automorfismo, as´ı que la clasificacio´n anterior basta para
cubrir el posterior desarrollo del texto.
4.3.3. El Operador de Composicio´n Hiperbo´lico Automorfismo
A lo largo de este apartado denotaremos por ϕ al automorfismo hiperbo´lico del disco
en si mismo. Adema´s, podemos suponer sin pe´rdida de generalidad que ϕ tiene la forma
ϕt(z) =
z(e−t + 1) + (e−t − 1)
z(e−t − 1) + (e−t + 1) ,
donde t ∈ R no nulo, ya que todo operador de composicio´n hiperbo´lico automorfismo es
semejante a uno de esta clase. Cuando no haya lugar a confusio´n escribiremos ϕ en lugar
de ϕt.
El objetivo de esta seccio´n es demostrar el teorema 4.3.1 construyendo un operador de
multiplicacio´n cuyo adjunto sea semejante a nuestro operador de composicio´n, y probando
a continuacio´n la universalidad.
Primero, caracterizaremos el espectro de Cϕ:
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Teorema 4.3.22. Sea ϕt(z) = z(e
−t+1)+(e−t−1)
z(e−t−1)+(e−t+1) el automorfismo hiperbo´lico de D que fija
−1 y 1. Entonces
σ(Cϕt) = {λ ∈ C : e−|t|/2 ≤ |λ| ≤ e|t|/2}.
Adema´s
σp(Cϕt) = {λ ∈ C : e−|t|/2 < |λ| < e|t|/2},
donde las funciones wλ(z) =
(
1+z
1−z
)λ
son autofunciones asociadas al autovalor e−tλ para
todo −1/2 < Re(λ) < 1/2. Es ma´s, todo automorfismo hiperbo´lico del disco es conjugado
con ϕt para algu´n t ∈ R y por tanto Cϕ y Cϕt comparten espectro y espectro puntual.
Antes de presentar la demostracio´n de este resultado, necesitamos exponer un par de
resultados que sera´n imprescindibles en la prueba.
Lema 4.3.23. Sea ϕ ∈ H(D) con ϕ(D) ⊂ D. Entonces, para todo f ∈ H2 se tiene que
‖Cϕf‖H2 = ‖f‖L2(mϕ∗ ) ,
donde mϕ∗ denota la medida imagen de la medida de Lebesgue normalizada en T respecto
a ϕ∗.
La prueba de este resultado puede consultarse en [12].
Proposicio´n 4.3.24. Sea ϕ ∈ H(D) con ϕ(D) ⊂ D funcio´n interior, y sea a = ϕ(0).
Entonces, mϕ∗ coincide con la medida de densidad respecto de m del nu´cleo de Poisson
en a dado por
Pa(eit) =
1− |a|2
|a− eit|2 .
Demostracio´n.
Primero observemos que la medida imagen mϕ∗ esta´ soportada en todo T porque ϕ es
una funcio´n interior. Para probar este resultado basta ver que los coeficientes de Fourier
de ambas medidas coinciden, pues tienen el mismo soporte. Tenemos, si m ≥ 0, usando el
teorema de la media que∫
T
zmdmϕ∗ =
∫
T
[ϕ(z)]mdm = ϕ(0)m = am.
Como ϕ es interior, basta observar que ϕ(z)−m = ϕ(z)m para obtener que∫
T
zmdmϕ∗ = a|m|
si m < 0.
Para la medida de densidad, observemos que integrando zm contra el nu´cleo de Poisson
en el toro recuperamos la funcio´n holomorfa con zm como funcio´n radial, por lo tanto
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obtenemos los mismos coeficientes de Fourier para la medida de densidad.
Como estos coeficientes determinan las medidas de manera u´nica, se sigue que ambas me-
didas coinciden.
Ya podemos probar entonces la caracterizacio´n del espectro:
Demostracio´n del teorema 4.3.22.
Como vimos en el teorema de Littlewood, se tiene que
‖Cϕt‖ ≤
√
1 + |ϕ(0)|
1− |ϕ(0)|
,
de donde se sigue que ‖Cϕ‖ ≤ e|t|/2. As´ı, tenemos por tanto que σ(Cϕ) ⊆ B(0, e|t|/2).
Adema´s, como ϕ−1(z) = z(e
−t+1)+(1−e−t)
(e−t+1)+(1−e−t)z se tiene que
∥∥∥C−1ϕ ∥∥∥ ≤ e|t|/2. Ahora, si λ ∈
B(0, e−|t|/2) ∩ σ(Cϕ), se sigue que 1/λ ∈ σ(C−1ϕ ), pero 1/|λ| > e|t|/2, lo cual es absurdo.
As´ı, σ(Cϕ) esta´ contenido en el anillo {z ∈ C : e−|t|/2 ≤ ‖z‖ ≤ e|t|/2}. Para ver que
la anterior contencio´n es una igualdad, basta probar entonces que el espectro puntual
coincide con el interior de este anillo, como hemos enunciado. Observemos primero que
{z ∈ C : e−|t|/2 < |z| < e|t|/2} = {e−tλ ∈ C : −1/2 < Re(λ) < 1/2}.
Comencemos viendo que las funciones wλ(z) =
(
1+z
1−z
)λ
son autofunciones asociadas al
autovalor e−tλ para −1/2 < Re(λ) < 1/2. Tenemos
Cϕt(wλ)(z) = wλ(ϕ(z)) =
1 + z(e−t+1)+(e−t−1)z(e−t−1)+(e−t+1)
1− z(e−t+1)+(e−t−1)z(e−t−1)+(e−t+1)
λ = (1 + z1− z
)λ
e−tλ = wλ(z)e−tλ,
como quer´ıamos. Esto prueba por tanto que
σp(Cϕt) ⊆ {λ ∈ C : e−|t|/2 < |λ| < e|t|/2}.
Veamos que la contencio´n anterior es una igualdad. Para ello, Para ello, veamos que para
todo f ∈ H2 se tiene que
‖Cϕtf‖ < e|t|/2 ‖f‖ .
Esto obviamente impide que existan autovectores asociados a autovalores con |λ| = e|t|/2.
Con el mismo argumento aplicado a C−1ϕ , se obtiene que no puede haber autovalores con
|λ| = e−|t|/2, lo que cerrara´ la demostracio´n. Para ello, tenemos gracias a la proposicio´n
4.3.24 y al lema 4.3.23 que
‖Cϕf‖H2 = ‖f‖L2(mϕ∗ ) =
∫
T
|f(eit)|2Pa(eit)dm <
∫
T
|f(eit)|2 ‖Pa‖∞ dm(eit)
= e|t|/2 ‖f‖L2(mϕ∗ ) = e
|t|/2 ‖f‖H2 ,
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donde hemos usado que ‖Pa‖∞ = e|t|/2 y que solo se alcanza en un solo punto. Esto ter-
mina la demostracio´n. 
El conocimiento del espectro y en particular de las autofunciones descritas anteriormente
son cruciales para la construccio´n necesaria para la prueba.
Ahora, vamos a construir el operador de multiplicacio´n cuyo adjunto sera´ semejante a Cϕ.
Para ello, definimos
ψt(z) = exp
(
ti
pi
log
(1− z
1 + z
))
=
(1− z
1 + z
) ti
pi
(z ∈ D)
para todo t ∈ R. Observemos que esta funcio´n esta´ bien definida, ya que la aplicacio´n
z 7→ 1−z1+z lleva el disco D en el semiplano derecho Re(z) > 0. As´ı, podemos tomar la rama
natural del logaritmo tal que log(1) = 0. Observemos entonces que ψ es holomorfa en
D. Veamos que´ conjunto es ψt(D). Dado z ∈ D, pongamos reiθ = 1−z1+z , donde r > 0 y
θ ∈ (−pi/2, pi/2). Entonces, log
(
1−z
1+z
)
= log r + iθ. As´ı,
ψt(z) = exp
(
ti
pi
(log r + iθ)
)
= exp
(
ti log r
pi
)
exp
(
− tθ
pi
)
. (4.6)
Observemos que la primera exponencial tiene exponente imaginario puro, as´ı que es un
nu´mero complejo de mo´dulo 1. La segunda exponencial nos dara´ el mo´dulo de ψt(z). Como
θ ∈ (−pi/2, pi/2), observemos entonces que e−|t|/2 < e−tθ/pi < e|t|/2. Por tanto, se tiene que
ψt(D) = {z ∈ C : e−|t|/2 < |z| < e|t|/2}.
As´ı, ψt ∈ H∞ para todo t ∈ R, y el operador de multiplicacio´n esta´ bien definido. Obser-
vemos adema´s que ψ(D) coincide exactamente con el espectro puntual σp(Cϕt) de nuestro
operador de composicio´n.
Con la siguiente proposicio´n vamos a estudiar de forma parcial el espectro puntual de M∗ψt .
Adema´s, vamos a dar una forma expl´ıcita de las autofunciones asociadas a los autovalores
λ de la misma forma en la que las vimos para Cϕ, lo que nos permitira´ comparar las
autofunciones de ambos operadores.
Proposicio´n 4.3.25. Dada t ∈ R se tiene que
{z ∈ C : e−|t|/2 < |z| < e|t|/2} ⊆ σp(M∗ψt),
donde las funciones vλ(z) =
(
1− i sin(λpi/2)cos(λpi/2) z
)−1
son autofunciones asociadas al autovalor
e−tλ para −1/2 < Re(λ) < 1/2.
Demostracio´n.
Comencemos tomando α ∈ D y consideremos el nu´cleo reproductor en α dado por kα(z) =
1
1−αz . Dada f ∈ H2, tenemos que〈
M∗ψtkα, f
〉
= 〈kα, ψt · f〉 = 〈ψt · f, kα〉 = ψtαf(α) =
〈
ψt(α)kα, f
〉
.
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Por tanto, para todo α ∈ D, se tiene que kα es autofuncio´n para M∗ψt asociada al autovalor
ψt(α). Como ψt(D) = {z ∈ C : e−|t|/2 < |z| < e|t|/2}, se sigue entonces que
{z ∈ C : e−|t|/2 < |z| < e|t|/2} ⊆ σp(M∗ψt).
Vamos ahora a expresar nuestro autovalor ψt(α) y la autofuncio´n kα asociada en funcio´n
de λ con −1/2 < Re(λ) < 1/2 para obtener la forma enunciada. Para ello, observemos que
ψt(α) =
(1− α
1 + α
)− ti
pi
.
Ahora, ponemos
e−λt =
(1− α
1 + α
)− ti
pi
y despejamos α en funcio´n de λ. Tenemos entonces que
e−iλpi = 1− α1 + α.
Por tanto,
α = 1− e
−iλpi
1 + e−iλpi =
eipiλ/2 − e−ipiλ/2
eipiλ/2 + e−ipiλ/2
= i
sin(piλ2 )
cos(piλ2 )
.
As´ı, los autovalores e−λt = ψt(α) esta´n asociados a las autofunciones kα(z) = (1−αz)−1 =(
1− i sin(λpi/2)cos(λpi/2) z
)−1
para −1/2 < Re(λ) < 1/2, como quer´ıamos. 
Las autofunciones descritas para Cϕt y M∗ψt tienen propiedades muy u´tiles:
Proposicio´n 4.3.26. Definamos vλ, wλ ∈ H2 como anteriormente. Entonces, los subes-
pacios span{vλ : −1/2 < λ < 1/2} y span{wλ : −1/2 < λ < 1/2} son densos en H2.
Demostracio´n.
Comencemos probando el resultado para las funciones vλ. Tomemos f ∈ H2 tal que
f ⊥ span{vλ : −1/2 < λ < 1/2}. Recordemos que las funciones vλ son los nu´cleos
reproductores en α = −i sin(
piλ
2 )
cos(piλ2 )
. Por tanto, se tiene que
0 = 〈f, kα〉 = f(α).
Entonces, se sigue que f(−i sin(
piλ
2 )
cos(piλ2 )
) = 0 para todo −1/2 < λ < 1/2. Es decir, f es
ide´nticamente nula en la interseccio´n del eje imaginario con el disco unidad D. Por tanto,
gracias al principio de prolongacio´n anal´ıtica, deducimos que f = 0, lo que prueba la
densidad de span{vλ : −1/2 < λ < 1/2}.
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Para las funciones wλ, esta´ claro que basta probar la densidad de span{wλ : 0 < λ < 1/2}.
Para ello, vamos a considerar el isomorfismo isome´trico U : L2(0,∞) → H2 dado por
(Uf)(z) =
√
2
1−z
∫∞
0 f(x)e
− 1+z1−zxdx que introdujimos en la prueba de la proposicio´n 3.2.2.
Vamos a probar que span{U−1(wλ) : 0 < λ < 1/2} es denso en L2(0,∞), lo que probara´
el resultado. Tomemos las funciones de L2(0,∞)
eλ(x) =
∫ x
0
tλ−1e−(x−t)dt (x > 0).
Vamos a ver que U(eλ) = γλwλ para todo 0 < λ < 1/2, donde γλ ∈ C es una constante
que dependera´ de λ. Entonces, bastara´ probar la densidad de span{wλ : 0 < λ < 1/2}.
Tenemos, aplicando el teorema de Fubini:
(Ueλ)(z) =
√
2
1− z
∫ ∞
0
(
∫ x
0
tλ−1e−(x−t)dt)e−
1+z
1−z xdx
=
√
2
1− z
∫ ∞
0
tλ−1et(
∫ ∞
t
exp
(
−x(1 + 1 + z1− z )
)
dx)dt
=
√
2
1− z
1
1 + 1+z1−z
∫ ∞
0
tλ−1 exp
(
−1 + z1− z t
)
dt
=
√
2
2
∫ ∞
0
tλ−1 exp
(
−1 + z1− z t
)
dt.
Observemos que obtenemos una integral que puede transformarse en una funcio´n Γ. Si
ponemos 1+z1−z t = w, la integral queda:
(Ueλ)(z) =
√
2
2
1− z
1 + z
∫ ∞
0
(1− z
1 + zw
)λ−1
e−wdw
=
√
2
2
(1− z
1 + z
)−λ ∫ ∞
0
wλ−1e−wdw
=
√
2
2
(1− z
1 + z
)−λ
Γ(λ)
= γλwλ(z).
Como λ > 0, Γ(λ) esta´ bien definida y obtenemos que U(eλ) = γλwλ, como quer´ıamos.
Veamos por tanto que span{eλ : 0 < λ < 1/2} es denso en L2(0,∞). Para ello, tomemos
f ∈ L2(0,∞) ortogonal a este subespacio. Es decir, supongamos que∫ ∞
0
eλ(x)f(x)dx = 0
para todo 0 < λ < 1/2. Aplicando de nuevo el teorema de Fubini, obtenemos que∫ ∞
0
tλ−1
(∫ ∞
t
e−(x−t)f(x)dx
)
dt = 0. (4.7)
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Definimos entonces la funcio´n continua F ∈ L2(0,∞) dada por
F (t) =
∫ ∞
t
e−(x−t)f(x)dx (t ∈ (0,∞)).
Observemos que la funcio´n F˜ (λ) =
∫∞
0 t
λ−1F (t)dt es una funcio´n anal´ıtica en la regio´n
0 < Re(λ) < 1/2. Ahora, por la condicio´n obtenida en (4.7), tenemos que F˜ (λ) = 0 para
todo 0 < λ < 1/2. Por tanto, deducimos por el principio de prolongacio´n anal´ıtica que
F˜ ≡ 0, lo que implica por tanto que F = 0 en (0,∞). As´ı, se sigue que f = 0 en casi todo
(0,∞), lo que prueba por tanto la densidad de span{eλ : 0 < λ < 1/2} y en consecuencia
la de span{wλ : 0 < λ < 1/2}, como quer´ıamos. 
La densidad de estas funciones nos permitira´ definir un isomorfismo de H2 en s´ı mis-
mo, que nos dara´ la semejanza buscada entre Cϕt y M∗ψt , como vemos en el siguiente
teorema:
Teorema 4.3.27. Consideremos las funciones vλ y wλ para 0 < λ < 1/2. Se tiene:
(a) Si definimos
S : span{vλ : −1/2 < λ < 1/2} → span{wλ : −1/2 < λ < 1/2}
como S(vλ) = 1√2wλ, entonces S puede ser extendido a un operador en B(H2) con
inversa acotada.
(c) Para todo t ∈ R se tiene que CϕtS = SM∗ψt. Es decir, Cϕt y M∗ψt son semejantes.
Demostracio´n.
(a) Definimos el producto escalar 〈〈·, ·〉〉 en H2 como
〈〈f, g〉〉 = 〈f, g〉 − 12f(0)g(0) =
1
2
ˆf(0) ˆg(0) +
∞∑
n=1
fˆ(n)g(n)
para todo f, g ∈ H2. Adema´s, denotaremos por ‖‖f‖‖ a la norma inducida por el
producto escalar. Tenemos que
1
2 ‖f‖
2 = 12
∞∑
n=0
|fˆ(n)|2 ≤ ‖‖f‖‖2 ≤ ‖f‖H2 ,
por lo que son normas equivalentes. Denotemos entonces por K2 al espacio de Hilbert
de funciones anal´ıticas en el disco con norma ‖‖·‖‖ finita. Observemos que K2 y
H2 contienen exactamente a las mismas funciones, pero tienen productos escalares
diferentes. Consideremos ahora A : H2 ↪→ K2 la inyeccio´n cano´nica. Es decir, Af = f
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para todo f ∈ H2. Como 1√2 ‖f‖ ≤ ‖‖Af‖‖ ≤ ‖f‖, se sigue que A es un operador
acotado de H2 a K2 con inversa acotada.
Ahora, definimos
V : span{vλ : −1/2 < λ < 1/2} ⊂ K2 → span{wλ : −1/2 < λ < 1/2} ⊂ H2
como V (vλ) = 1√2wλ y extendiendo por linealidad. Veamos que V es una isometr´ıa.
Para ello, observemos que vλ(0) = 1 para todo −1/2 < λ < 1/2. Adema´s, dados
−1/2 < λ, µ < 1/2 se tiene que
2 〈vλ, vµ〉 = 〈wλ, wµ〉+ 1.
Omitimos este ca´lculo por ser bastante farragoso. Para el lector interesado, pueden
encontrarse en [18], colorario 2. Se tiene por tanto que
〈V vλ, V vµ〉 =
〈 1√
2
wλ,
1√
2
wµ
〉
= 12 〈wλ, wµ〉 =
1
2(2 〈vλ, vµ〉 − 1)
= 〈vλ, vµ〉 − 12vλ(0)vµ(0) = 〈〈vλ, vµ〉〉 .
Por tanto, S es isometr´ıa. Ahora, como span{vλ : −1/2 < λ < 1/2} y span{wλ :
−1/2 < λ < 1/2} son densos en H2 (y en K2), podemos extender V a un isomorfismo
isome´trico de K2 en H2. Finalmente, definimos S = V ◦A : H2 7→ H2. As´ı, tenemos
S(vλ) = 1√2wλ, como quer´ıamos.
(b) Sea −1/2 < λ < 1/2. Entonces S(M∗ψtvλ) = S(e−λtvλ) = e
−λt√
2 wλ. Por otro lado,
Cϕt(Svλ) = Cϕt( 1√2wλ). Como CϕtS = SM
∗
ψt
coinciden sobre un conjunto total, se
sigue que los dos operadores son iguales.

Necesitamos introducir ahora los operadores de Toeplitz. Dada una funcio´n f ∈ L∞(T),
e´sta induce un operador de multiplicacio´n Mf ∈ B(L2(T)) definido como Mfg = fg para
todo g ∈ L2(T). Nuestro objetivo es convertir estos operadores de multiplicacio´n en L2(T)
en operadores acotados definidos en H2. Recordemos que podemos identificar H2 con el
subespacio cerrado de L2(T) de funciones cuyos coeficientes de Fourier de ı´ndice negativo
son nulos. Por tanto, existe una proyeccio´n ortogonal P : L2(T)→ H2.
Definicio´n 4.3.28. Se define el operador de Toeplitz de s´ımbolo f Tf como
Tf = P ◦Mf |H2 .
Observemos que es un operador bien definido y automa´ticamente acotado, pues ‖Tf‖ ≤
‖P‖ ‖Mf‖ ≤ ‖f‖L∞(T) .
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Observemos que para toda funcio´n f ∈ H∞ se tiene que su l´ımite radial f∗ es una
funcio´n acotada en T, as´ı que f∗ induce un operador de Toeplitz Tf . Veamos que en este
caso, el operador de Toeplitz inducido por f y el operador de multiplicacio´n usual Mf
coinciden.
Proposicio´n 4.3.29. Sea f ∈ H∞. Entonces, Tf = Mf .
Demostracio´n.
Sea g ∈ H2. Observemos que Tfg = P (f∗g∗). Ahora, como f ∈ H∞, se sigue que fg ∈ H2,
por lo que su l´ımite radial f∗g∗ tiene sus coeficientes de Fourier de ı´ndices negativos nulos.
As´ı, P (f∗g∗) = f∗g∗, y por tanto Tfg = fg = Mfg, como quer´ıamos. 
Ya podemos entonces probar la universalidad de Cϕ :
Demostracio´n del teorema 4.3.1:
Sea ϕ un automorfismo hiperbo´lico del disco, y sea λ ∈ σp(Cϕ). Ahora, Cϕ es semejante
a Cϕt para algu´n t ∈ R. Adema´s, sabemos por el teorema 4.3.27 que Cϕt es semejante
a M∗ψt . Entonces, gracias a la proposicio´n 4.2.2 basta probar que M
∗
ψt
− λI es universal.
Para ello, nos valdremos del teorema de Caradus. Tenemos que probar que M∗ψt−λI tiene
nu´cleo de dimensio´n infinita y que es sobreyectivo.
Comencemos estudiando la primera propiedad. Recordemos que ψt(D) = σp(Cϕt). Vamos
a probar que ψt toma cada valor en una cantidad infinita de puntos. Para ello, tomemos
z ∈ D y pongamos reiθ = 1−z1+z , con r > 0 y θ ∈ (−pi/2, pi/2). Como vimos en la igualdad
4.6, se tiene que
ψt(z) = exp
(
ti log r
pi
)
exp
(
− tθ
pi
)
.
Ahora, pongamos λ = ρeiα, donde e−|t|/2 < ρ < e|t|/2. Entonces, esta´ claro que existe
θ0 ∈ (−pi/2, pi/2) tal que exp
(
− tθpi
)
= ρ. Ma´s au´n, observemos que el argumento de ψt(z)
viene dado por exp
(
ti log r
pi
)
. Como r ∈ (0,∞), podemos elegir una cantidad infinita rn
(n ∈ N) de forma que exp
(
ti log rn
pi
)
= eiα gracias a la periodicidad de t 7→ eit. Finalmente,
basta ver que como la transformacio´n z 7→ 1−z1+z es una biyeccio´n del disco en el semiplano
derecho, existe un nu´mero infinito de zn ∈ D tales que ψt(zn) = λ. Ahora, consideramos
los nu´cleos reproductores kzn . Esta´ claro que son funciones linealmente independientes
para todo n ∈ N. Tenemos entonces para todo n ∈ N que
M∗ψtkzn = ψt(zn)kzn = λkzn .
As´ı,
(M∗ψt − λI)kzn = 0
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para todo n ∈ N, lo que prueba que ker(M∗ψt − λI) tiene dimensio´n infinita.
Veamos la sobreyectividad. Notemos que ψt − λ es una funcio´n anal´ıtica acotada en el
disco. Adema´s, se tiene que Mψt − λI = Mψt−λ, as´ı que M∗ψt − λI = M∗ψt−λ. Observemos
ahora que como M∗ψt es semejante a Cϕt , su espectro y su espectro puntual coinciden. Por
tanto, se tiene que λ ∈ σp(M∗ψt). Veamos que existe ` > 0 de forma que
|ψt(eiθ)− λ| ≥ `
en casi todo eiθ ∈ T. Para ello, observemos que ψt lleva la frontera de D en la frontera del
espectro
∂σ(M∗ψt) = {λ ∈ C : |λ| = e−|t|/2} ∪ {λ ∈ C : |λ| = e|t|/2}.
Entonces, como λ esta´ en el interior del espectro, basta tomar ` su distancia a la frontera.
As´ı, obtenemos que ft = 1ψt−λ es una funcio´n acotada en L
∞(T), y por lo tanto induce
un operador de Toeplitz Tf . Veamos que Tf es la inversa por la izquierda de Mψt−λ. Sea
g ∈ H2. Si P 2L(T)→ H2 es la proyeccio´n ortogonal, se tiene que
TfMψt−λg = Tf ((ψt − λ)) = P (f · (ψt − λ)) = P (1) = 1.
Entonces, se tiene que TfMψt−λ = I. Basta tomar adjuntos para obtener que M
∗
ψt−λT
∗
f =
I. Por tanto, T ∗f es la inversa por la derecha de M∗ψt−λ, por lo que deducimos que es
sobreyectivo.
As´ı, M∗ψt − λI verifica las hipo´tesis del teorema de Caradus y es un operador universal,
como quer´ıamos demostrar. 
palabra
Cap´ıtulo 5
El Ret´ıculo de Cierto Operador de
Composicio´n
5.1. Formulacio´n del Problema
En este u´ltimo cap´ıtulo vamos a presentar el ret´ıculo de subespacios invariantes del
operador de composicio´n inducido por una transformacio´n parabo´lica no automorfismo.
Ma´s alla´ del intere´s propio que tiene conocer el ret´ıculo de este operador, el atractivo de
esta caracterizacio´n radica en que es el u´nico ret´ıculo no trivial conocido de un operador
de composicio´n inducido por una transformacio´n de Mo¨bius. Por tanto, su estudio puede
aportarnos ideas y me´todos aprovechables para el estudio del operador de composicio´n
hiperbo´lico automorfismo, que resolver´ıa el problema del subespacio invariante en espacios
de Hilbert.
Como ya comentamos en el cap´ıtulo anterior en la seccio´n de transformaciones de Mo¨bius,
nosotros estamos interesados en aquellas transformaciones que llevan al disco unidad D
dentro de s´ı mismo. Todas estas aplicaciones tienen uno o dos puntos fijos. Vamos a
estudiar el caso en el que ϕ tiene solo un punto fijo, es decir, en el que ϕ es parabo´lico.
Como ya comentamos, este punto fijo debe estar en el toro T. Por tanto, podemos suponer
sin pe´rdida de generalidad que este punto fijo es 1, ya que basta componer con un giro
para recuperar la aplicacio´n inicial. Vamos a proporcionar una forma cano´nica para las
transformaciones parabo´licas. Observemos que la aplicacio´n τ(z) = 1+z1−z transforma el
disco unidad en el semiplano H = {z ∈ C : <(z) > 0} y manda al punto 1 a ∞. Por tanto,
la aplicacio´n Φ(w) = τ ◦ϕ ◦ τ−1 es una traslacio´n de H en s´ı mismo, as´ı que tiene la forma
Φ(w) = w + a, donde <(a) ≥ 0. Por tanto, obtenemos que
ϕ(z) = (2− a)z + a2 + a− az . (5.1)
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Observemos adema´s que ϕ sera´ automorfismo si y solo si <(a) = 0, por lo tanto hemos
encontrado la forma cano´nica para la transformacio´n parabo´lica no automorfismo:
ϕa(z) =
(2− a)z + a
2 + a− az <(a) > 0. (5.2)
El resultado general que probaremos en este cap´ıtulo fue publicado originalmente por
Montes-Rodr´ıguez, Ponce-Escudero y Shkarin en [20]. Vamos a tratar de seguir su cons-
truccio´n en la medida de lo posible, intentando aclarar los detalles que sean necesarios.
Antes de enunciar el teorema, vamos a ver algunas caracter´ısticas del espectro de Cϕa :
Proposicio´n 5.1.1. Sea ϕa la transfromacio´n parabo´lica no automorfismo descrita ante-
riormente. Entonces
{e−at : t ≥ 0} ⊆ σp(Cϕa).
Adema´s, las funciones interiores et dadas por
et(z) = exp
(
t
z + 1
z − 1
)
t ≥ 0
son autofunciones asociadas al autovalor correspondiente e−at.
Demostracio´n.
Tomemos t ≥ 0 y comprobemos que Cϕaet = et ◦ ϕa = e−atet. Sea z ∈ D. Se tiene:
et ◦ ϕa(z) = et
(
(2− a)z + a
2 + a− az
)
= exp
(
t
(2−a)z+a
2+a−az + 1
(2−a)z+a
2+a−az − 1
)
= exp
(
t
z + 1− a(z − 1)
z − 1
)
= exp
(
− at+ tz + 1
z − 1
)
= e−at exp
(
t
z + 1
z − 1
)
= e−atet,
como quer´ıamos. 
Nota 5.1.2. De hecho, Carl C. Cowen demostro´ en [7] que se tiene
σ(Cϕa) = {0} ∪ {e−at : t ≥ 0}.
De todas formas, la prueba de este resultado involucra ciertos resultados te´cnicos que
no queremos desarrollar para no emborronar las ideas que nos parecen ma´s importantes
relacionadas con el resultado que queremos probar. Es ma´s, cuando hayamos probado el
teorema central de este cap´ıtulo ofreceremos una prueba de este hecho como corolario.
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El resultado principal es el siguiente:
Teorema 5.1.3. [Montes-Rodr´ıguez, Ponce-Escudero, Shkarin, 2010] Sea ϕ una transfro-
macio´n parabo´lica no automorfismo. Entonces
Lat Cϕ = {span{et : t ∈ F} : F ∈ F[0,∞)},
donde F[0,∞) denota a la familia de todos los conjuntos cerrados de [0,∞).
En particular, se tiene que todo subespacio invariante no trivial de Cϕ contiene una
autofuncio´n de Cϕ. Como consecuencia, tambie´n probaremos que
Teorema 5.1.4. Sea ϕ una transformacio´n parabo´lica no automorfismo. Entonces Cϕ no
tiene espacios reductores no triviales.
El resto del trabajo de este cap´ıtulo estara´ dirigido a demostrar el teorema 5.1.3. La
idea principal consiste en proporcionar un isomorfismo de H2 a W 1,2[0,∞) tal que C∗ϕ sea
similar a un operador de multiplicacio´n por un vector c´ıclico Mψ bajo dicho isomorfismo, y
a continuacio´n caracterizar el ret´ıculo de este operador. En realidad, veremos un resultado
ma´s general, pues caracterizaremos el ret´ıculo de subespacios invariantes de cualquier
operador de multiplicacio´n por un elemento c´ıclico en un a´lgebra de Banach, que estara´
constituido exactamente por los ideales cerrados del a´lgebra. Adema´s, proporcionaremos
una condicio´n para expresar estos ideales como interseccio´n de ideales maximales regulares
cuando el a´lgebra sea semisimple y regular. Finalmente, veremos que el espacio de Sobolev
W 1,2[0,∞) cumple las condicio´n anterior y as´ı obtendremos una caracterizacio´n de los
subespacios invariantes de C∗ϕ, lo cual caracterizara´ completamente el ret´ıculo de Cϕ.
5.2. A´lgebras de Banach con un elemento c´ıclico.
Comenzaremos entonces mostrando la caracterizacio´n general enunciada. Para el tra-
bajo de esta seccio´n nos valdremos fuertemente de los resultados sobre ideales en a´lgebras
de Banach presentados en el cap´ıtulo 1. De ahora en adelante, consideraremos A un a´lgebra
de Banach compleja.
Definicio´n 5.2.1. Un elemento a ∈ A es c´ıclico si la suba´lgebra generada por a es densa
en A. Es decir, si
A = span{an : n ≥ 1}.
Si A tiene un elemento c´ıclico, se desprende trivialmente de la definicio´n que A es
separable y conmutativa. Si a ∈ A, el operador de multiplicacio´n por a se define como
Max = ax, x ∈ A
. Esta´ claro que Ma ∈ B(A) para todo a ∈ A. Esta´ claro que todo ideal cerrado es un subes-
pacio invariante para cualquier operador de multiplicacio´n. Veamos que si multiplicamos
por un elemento c´ıclico, el rec´ıproco tambie´n es cierto:
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Teorema 5.2.2. Sea A un a´lgebra de Banach y a ∈ A un elemento c´ıclico. Entonces
Lat Ma = {I ⊂ A : Ies un ideal cerrado}.
Demostracio´n.
Primero, observemos que como A tiene un elemento c´ıclico entonces es conmutativa. Sea
L un subespacio invariante de Ma. Entonces, el conjunto
ML := {b ∈ A : bx ∈ L para todo x ∈ L}.
es claramente una suba´lgebra cerrada de A. Ahora, como L ∈ Lat Ma, se sigue que ax ∈ L
para todo x ∈ L, as´ı que a ∈ ML. As´ı, ML contiene a la suba´lgebra generada por A, y
como es cerrado y a c´ıclico, se sigue que ML = A. Es decir, L es un ideal por la izquierda, y
como A es conmutativo, es un ideal de A. Finalmente, todo ideal cerrado es un subespacio
invariante para Ma, as´ı que el teorema queda demostrado. 
As´ı, hemos conseguido la caracterizacio´n anunciada para los operadores de multiplica-
cio´n por elementos c´ıclicos. Como ya hemos comentado, podemos dar una condicio´n para
expresar los ideales cerrados de un a´lgebra semisimple y regular como interseccio´n de idea-
les maximales regulares de A.
Recordemos que el espectro Ω(A) es el conjunto de homomorfismos complejos no nulos
definidos sobre A, y que existe una biyeccio´n entre Ω(A) y el conjunto de ideales maxi-
males regulares M. Es decir, todo ideal M ∈M es precisamente el nu´cleo de un cara´cter
κ ∈ Ω(A). Recordemos adema´s que se define la transformada de Gelfand aˆ de cualquier
elemento a ∈ A como la aplicacio´n
aˆ :M→ C
kerκ 7→ κ(a).
Adema´s, dado x ∈ A denotaremos por h(x) al cierre del ideal generado por x.
El resultado es
Teorema 5.2.3. Sea A un a´lgebra de Banach semisimple y regular con a ∈ A elemento
c´ıclico. Entonces
Lat Ma =
{ ⋂
κ∈F
kerκ : F es cerrado en Ω(A)
}
si y solo si para cada x ∈ A existe una sucesio´n (xn) convergiendo a x en A tal que xˆn se
anula en un entorno Un de h(x) con complementario compacto.
Demostracio´n.
La prueba de este teorema esta´ profundamente basada en el lema 1.3.25. Observemos que
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por la definicio´n de J(h(I),∞), la igualdad requerida en el lema es equivalente a que
para cada ideal cerrado I y cada x ∈ k(h(I)) existan conjuntos abiertos Un ⊃ h(I) con
complementario compacto y xn ∈ h(Un) tal que xn → x. Adema´s, es trivial comprobar que
h({x}) coincide con el cierre del ideal generado por x. Por tanto, la igualdad J(h(I),∞) =
k(h(I)) es equivalente a la condicio´n de nuestro teorema.
Ahora, gracias al lema 1.3.25, sabemos que si I es un ideal cerrado, entonces I = k(h(I)).
Adema´s, h(I) es un conjunto cerrado F de M. Por tanto, I = k(h(I)) = ⋂M∈F M . As´ı,
tenemos gracias al teorema 5.2.2 que
Lat Ma =
{ ⋂
M∈F
M : F es cerrado en M
}
.
Finalmente, gracias a la identificacio´n de todo ideal maximal regular con los nu´cleos de
los elementos del espectro de A, deducimos que
Lat Ma =
{ ⋂
x∈F
kerκ : F es cerrado en Ω(A)
}
,
como quer´ıamos. 
5.3. Un isomorfismo de H2 a W 1,2[0,+∞)
En esta seccio´n vamos a proporcionar un isomorfismo entre los espaciosH2 yW 1,2[0,+∞),
el cual nos permitira´ representar el adjunto de nuestro operador Cϕ como un operador
de multiplicacio´n por un vector c´ıclico. Comenzamos repasando las nociones ba´sicas de
espacios de Sobolev, las pruebas de los resultados pueden encontrarse en [5].
Se define el espacio de Sobolev W 1,2[0,∞) como el espacio de las funciones f ∈ L2[0,+∞)
tales que f es absolutamente continua en cada subintervalo acotado de [0,+∞) y f ′ ∈
L2[0,+∞), donde f ′ denota la derivada de´bil de f . Este espacio conforma un espacio de
Hilbert con el producto escalar
〈f, g〉1,2 :=
∫ +∞
0
f(x)g(x) + f ′(x)g′(x)dx.
De igual forma, podemos definir equivalentemente los espacios W 1,2(−∞, 0] y W 1,2(R).
Adema´s, denotaremos por W 1,20 [0,+∞) al subespacio de funciones de W 1,2[0,+∞) que se
anulan en (−∞, 0].
Definamos entonces el isomorfismo buscado. Recordemos que denotamos et = exp
(
t z+1z−1
)
.
Entonces, podemos definir
Φ : H2 −→W 1,2[0,+∞)
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dado por
(Φf)(t) = 〈f, et〉H2 .
La clave para probar que Φ es un isomorfismo es considerar el operador
Ψ : L2(T)→W 1,2(R)
definido de nuevo por
(Ψf)(t) = 〈f, et〉L2(T) .
El resultado principal es
Teorema 5.3.1. El operador Ψ es un isomorfismo de L2(T) a W 1,2(R) que cumple
‖Ψf‖W 1,2(R) = 2 ‖f‖L2(T)
para todo f ∈ L2(T). Adema´s, Ψ(zH2) = W 1,20 [0,+∞) y Ψ(zH2) = W 1,20 (−∞, 0].
En el enunciado anterior,H2 es el espacio de funciones del espacio de Hardy conjugadas.
Aunque Ψ este´ definido sobre L2(T), podemos entender a Ψ como un operador definido en
H2, identificando este espacio con el subespacio de L2(T) donde los coeficientes de Fourier
de ı´ndices negativos son nulos. De igual forma, identificamos H2 con el subespacio de L2(T)
de funciones con coeficientes de Fourier de ı´ndices positivos nulos. Estas identificaciones
son posibles gracias al teorema 3.1.3.
Veamos ahora los resultados que necesitaremos para probar el teorema anterior.
Primero, definiremos la transformada de Fourier F : L1(R) → L1(R) de una forma
ligeramente diferente a como hicimos en el cap´ıtulo 2:
F(f)(x) =
∫
R
f(t)e−itxdt.
Recordamos las siguientes propiedades, que utilizaremos en la prueba del teorema:
Proposicio´n 5.3.2. Sea f ∈ L1(R). Se tiene:
(a) (F(Ff))(x) = 2pif(−x) para todo x ∈ R.
(b) Si f es derivable en x ∈ R, se tiene que (Ff ′)(x) = ix(Ff)(x).
(b) (Teorema de Plancherel) Si f ∈ L1(R), entonces ‖f‖L2(R) = 1√2pi ‖Ff‖L2(R) .
Adema´s necesitaremos el siguiente isomorfismo que pone en juego al espacio de Hardy
del plano superior:
Proposicio´n 5.3.3. La aplicacio´n
M : H2 → H2(Π)
f →Mf(z) = 1√
pi(z + i)f
(
z − i
z + i
)
es un isomorfismo isome´trico.
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Demostracio´n.
Basta observer que M es la inversa del isomorfismo isome´trico descrito en 3.2.3.
Ya tenemos todo lo necesario para presentar la prueba del teorema 5.3.1:
Demostracio´n.
Para cada f ∈ H2 tenemos que
(Ψf)(t) = 12pi
∫ 2pi
0
f(eiθ) exp
(
t
1 + eiθ
1− eiθ
)
dθ, t ∈ R.
Mediante el cambio de variable x = i1+eiθ1−eiθ la integral se transforma en
(Ψf)(t) = 1
pi
∫ ∞
−∞
f
(
x− i
x+ i
)
e−itx
1 + x2dx, t ∈ R. (5.3)
Por tanto, podemos expresar la aplicacio´n como Ψ = FMT , donde F es la transformada
de Fourier que definimos anteriormente,
(Mg)(y) = 1√
pi
g(y)√
1 + y2
y (Tf)(x) = 1√
pi
1√
1 + x2
f
(
x− i
x+ i
)
,
donde T : L2(T)→ L2(R) y M : L2(R)→ L2(R).
Comencemos observando que T es un isomorfismo iso´metrico, lo cual es trivial gracias al
cambio de variable que aplicamos anteriormente. En efecto, dada f ∈ L2(T)
‖f‖2L2(T) =
1
2pi
∫ 2pi
0
|f(eiθ)|2dθ = 1
pi
∫ ∞
−∞
∣∣∣∣f (x− ix+ i
)∣∣∣∣2 11 + x2dx = ‖Tf‖2L2(R) .
Esta igualdad prueba que T es isometr´ıa. Para ver que es sobreyectiva, observemos que la
transformacio´n x 7→ x−ix+i es una biyeccio´n de R a T, y su inversa es eiθ 7→ i1+w1−w . Entonces,
dada f ∈ L2(R), se tiene que θ 7→ f
(
i1+e
iθ
1−eiθ
)
es una funcio´n de L2(T). Por tanto, si
tomamos
g(eiθ) =
√
pi
√√√√1 + (i1 + eiθ1− eiθ
)2
f
(
i
1 + eiθ
1− eiθ
)
obtenemos que Tg(x) = f(x), lo que prueba que T es sobreyectiva y por tanto isomorfismo
isome´trico.
Veamos ahora que FM es un isomorfismo de L2(R) a W 1,2(R) que cumple la propiedad
enunciada para las normas, lo que probara´ la primera afirmacio´n del teorema. Podemos
componer F yM , ya queMf es el producto de dos funciones de L2(R), y por la desigualdad
de Ho¨lder se sigue que Mf ∈ L1(R). Comencemos viendo que si f ∈ L2(R), entonces
FMf ∈W 1,2(R). Para ello, recordemos que
‖g‖2W 1,2(R) =
∫
R
|g(t)|2 + |g′(t)|2dt = ‖g‖2L2(R) +
∥∥g′∥∥2L2(R) .
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Ahora, por el teorema de Plancherel (proposicio´n 5.3.2) tenemos para todo g ∈ L2(R) que
‖g‖2L2(R) =
1
2pi ‖F(f)‖
2
L2(R) .
Gracias adema´s a que F(g′)(x) = ixF(g)(x) (proposicio´n 5.3.2), se tiene
∥∥g′∥∥2L2(R) = 12pi ∥∥F(g′)∥∥2L2(R) = 12pi ‖ixF(g)‖2L2(R) .
As´ı, para toda g ∈ L2(R), se sigue que
‖g‖2W 1,2(R) =
1
2pi
∫
R
(1 + x2)|(Fg)(x)|2dx.
Es decir, g ∈W 1,2(R) si y solo si √1 + x2(Fg)(x) ∈ L2(R). Veamos entonces que
FMf := g ∈W 1,2(R).
Por lo razonado anteriormente, g ∈W 1,2(R) si y solo si √1 + x2(Fg)(x) ∈ L2(R). Ahora,
gracias a la proposicio´n 5.3.2, se tiene que F(FMf)(x) = 2piMf(−x). As´ı, FMf ∈
W 1,2(R) si y solo si
2pi
√
(1 + x2)Mf(−x) = 2pi√
pi
f(−x) ∈ L2(R),
lo que prueba que FMf ∈W 1,2(R). Veamos que, adema´s, esta aplicacio´n es un isomorfismo
isome´trico. En efecto, dada f ∈ L2(R) tenemos
‖FMf‖2W 1,2(R) =
1
2pi
∫
R
(1 + x2)|F(FMf)(x)|2dx = 12pi
∫
R
(1 + x2)4pi2|Mf(−x)|2dx
= 2pi
∫
R
1
pi
|f(−x)|2dx = 2 ‖f‖2L2(R) .
lo que prueba en particular que FM es un operador continuo e inyectivo. Para ver que es so-
breyectivo, tomemos f ∈ W 1,2(R). Definimos entonces g(x) = √pi√1 + x2(Ff)(−x). Ob-
servemos que g ∈ L2(R), ya que como f(−x) ∈W 1,2, se sigue que √1 + x2(Ff)(−x) perte-
nece a L2(R) por el razonamiento anterior. Adema´s, esta´ claro que (Mg)(x) = (Ff)(−x),
as´ı que (FMg)(x) = f(x), lo que prueba la sobreyectividad. As´ı, hemos probado que FM
es un isomorfismo que cumple que
‖FMf‖W 1,2(R) = 2 ‖f‖L2(R)
para todo f ∈ L2(R). Por tanto, tenemos que Ψ = FMT es un isomorfismo que cumple
que
‖Ψf‖W 1,2(R) = 2 ‖f‖L2(T)
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para todo f ∈ L2(T), como quer´ıamos.
Probemos la segunda parte del teorema. Tomemos f ∈ zH2, es decir, f(z) = zg(z), con
g ∈ H2. Usando de nuevo el cambio de variable x = i1+eiθ1−eiθ tenemos
(Ψf)(t) = 1
pi
∫ ∞
−∞
g
(
x− i
x+ i
)
e−itx
(x+ i)2dx, para todo t ∈ R.
Veamos que gracias a la fo´rmula anterior podemos deducir que Ψf es la transformada de
Fourier de una funcio´n de H2(Π). Es decir, tenemos que probar que
z ∈ Π 7→ g
(
z − i
z + i
) 1
(z + i)2 ∈ H
2(Π).
Ahora, observemos que gracias a la proposicio´n 5.3.3 se sigue que z ∈ Π 7→ g
(
z−i
z+i
)
1
(z+i) ∈
H2(Π). Basta probar entonces que el operador de multiplicacio´n por (w+ i)−1, que deno-
taremos por M : H2(Π)→ H2(Π), es acotado en H2(Π). Como ocurr´ıa con los operadores
de multiplicacio´n en H2, bastara´ conque la funcio´n de multiplicacio´n sea acotada, que es
justo lo que ocurre en nuestro caso. En efecto, dada w ∈ Π, tenemos que |w + i| ≥ 1, por
lo tanto |(w + i)|−1 ≤ 1. As´ı,
‖Mf‖H2(Π) = sup
y>0
∫
R
|f(x+ iy)|2 1|x+ iy + i|2dx ≤ supy>0
∫
R
|f(x+ iy)|2dx = ‖f‖H2(Π) ,
lo que prueba que el operador esta´ bien definido y es acotado. Por tanto, deducimos que
Ψf es la transformada de Fourier del valor frontera de una funcio´n de H2(Π), que en
concreto es una funcio´n continua, ya que es la transformada de una funcio´n integrable,
como vimos anteriormente. Por tanto, Ψf es una funcio´n continua (es la transformada de
Fourier de una funcio´n continua) se anula en el intervalo (−∞, 0], lo que prueba por tanto
que
Ψ(zH2) ⊂W 1,20 [0,+∞).
Con el mismo razonamiento, se prueba que Ψ(zH2) ⊆W 1,20 (−∞, 0].
Nos falta probar que estas contenciones son en realidad igualdades. Para ello, notemos que
podemos descomponer ortogonalmente W 1,2(R) como
W 1,2(R) = W 1,20 (−∞, 0]⊕
〈
e−|t|
〉
⊕W 1,20 [0,∞),
donde
〈
e−|t|
〉
denota el subespacio de dimensio´n 1 generado por e−|t|. Esta´ claro que
los tres subespacios son ortogonales entre s´ı (basta realizar una sencilla integracio´n por
partes.) Adema´s, dada f ∈W 1,2(R), se tiene que
f(t) = (f(t)− f(0)e−|t|)χ(−∞,0](t) + f(0)e−|t| + (f(t)− f(0)e−t)χ[0,∞)(t),
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lo que prueba que la descomposicio´n enunciada es va´lida. Adema´s, esta´ claro que
L2(T) = zH2 ⊕ 〈1〉 ⊕ zH2.
Observemos que el isomorfismo Ψ conserva la ortogonalidad gracias a la identidad de
polarizacio´n: si f ⊥ g ∈ L2(T) tenemos
〈Ψf,Ψg〉W1,2(R) = 2 〈f, g〉L2(T) = 0.
Por tanto, Ψ conserva las descomposiciones ortogonales. Finalmente, gracias al hecho de
que Ψ(1) = e−|t|, se sigue que Ψ(zH2) = W 1,20 [0,∞) y Ψ(zH2) = W 1,20 (−∞, 0], como
quer´ıamos probar. 
Ya podemos ver entonces que el operador Φ que definimos al comienzo de la seccio´n
es un isomorfismo:
Corolario 5.3.4. El operador Φ : H2 →W 1,2[0,∞) es un isomorfimo.
Demostracio´n.
Gracias al teorema 5.3.1, los operadores Φ y Ψ coinciden en el subespacio zH2, por lo
tanto Φ define un isomorfismo de zH2 a W 1,20 [0,∞) cumpliendo ‖Φf‖W 1,2(R) = 2 ‖f‖H2
para todo f ∈ zH2 y, por polarizacio´n,
〈Φf,Φg〉W 1,2(R) = 2 〈f, g〉H2
para todo f, g ∈ H2. Ahora, por el mismo razonamiento que en la prueba anterior, se sigue
que W 1,2[0,∞) =
〈
e−tχ[0,∞)
〉
⊕W 1,20 [0,∞) = 〈Φ1〉⊕Φ(zH2) = Φ(H2), lo que prueba que
efectivamente Φ es un isomorfismo. 
Gracias a este resultado, vamos a ver con la siguiente proposicio´n que el adjunto de nuestro
operador de composicio´n Cϕa puede ser estudiado como un operador de multiplicacio´n en
el espacio de Sobolev W 1,2[0,∞) :
Proposicio´n 5.3.5. Sea ϕa definido como en (5.1) con <(a) ≥ 0. Entonces C∗ϕa : H2 →
H2 es semejante bajo Φ al operador de multiplicacio´n Mψ : W 1,2[0,∞) → W 1,2[0,∞),
donde ψ(t) = e−at.
Demostracio´n.
Recordemos que la proposicio´n 5.1.1 aseguraba que e−at son autovalores para Cϕa si t ≥ 0
asociados a los autovectores et = exp
(
t z+1z−1
)
. Tenemos, dada f ∈ H2
(ΦC∗ϕaf)(t) =
〈
C∗ϕaf, et
〉
H2
= 〈f, Cϕaet〉H2 =
〈
f, e−atet
〉
= e−at 〈f, et〉H2 = e−at(Φf)(t)
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para cada t ≥ 0. As´ı, C∗ϕa = Φ−1MψΦ, como quer´ıamos. Esto prueba el resultado. 
Para completar todo lo enunciado al comienzo de la seccio´n, solo nos falta probar que
Mψ es c´ıclico con ψ vector c´ıclico. Vamos a dar las definiciones formales de estos concep-
tos:
Definicio´n 5.3.6. Dado un espacio de Banach X, diremos que un operador T ∈ B(X) es
c´ıclico si existe x ∈ X tal que su o´rbita bajo T es densa en H. Es decir, si
X = span{Tnx : n ≥ 0}.
En tal caso, diremos que x es un vector c´ıclico asociado a T .
Observemos que un elemento a ∈ A en un a´lgebra de Banach es c´ıclico si y solo si el
operador de multiplicacio´n Ma ∈ B(A) es c´ıclico y a es vector c´ıclico para Ma.
Adema´s, necesitaremos poner en juego los nu´cleos reproductores del espacio H2:
Definicio´n 5.3.7. Para cada α ∈ D, definimos el nu´cleo reproductor en α como la
funcio´n kα ∈ H2 dada por
kα(z) =
1
1− αz =
∞∑
n=0
αnzn.
Proposicio´n 5.3.8. Sea α ∈ D. Se cumple:
(a) Para cada f ∈ H2 se tiene 〈f, kα〉H2 = f(α).
(b) Sea ϕ ∈ H(D) con ϕ(D) ⊆ D. Entonces C∗ϕkα = kϕ(α).
La prueba de este resultado puede encontrarse en ([12], p. 65). Se tiene:
Proposicio´n 5.3.9. El operador de multiplicacio´n Mψ ∈ B(W 1,2[0,∞)), donde ψ(t) =
e−at y <(a) > 0, es c´ıclico con vector c´ıclico ψ.
Demostracio´n.
Tomemos α = a−1a+1 ∈ D, y sea kα el nu´cleo reproductor asociado a α. Tenemos que
(Φkα)(t) = 〈kα, et〉H2 = et(α) = ψ(t) para todo t ≥ 0. As´ı, como C∗ϕa y Φ son similares,
basta probar que C∗ϕa es c´ıclico con vector c´ıclico kα. Para ello, tomemos f ∈ H2 y
supongamos que es ortogonal a la o´rbita de kα bajo C∗ϕa . Para todo n ≥ 0, tenemos
0 =
〈
(C∗ϕa)
nkα, f
〉
H2
= 〈kα, (Cϕa)nf〉H2 = 〈kα, Cϕnaf〉H2
= 〈kα, f ◦ ϕna〉 = f(ϕna(α)).
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Si probamos que (ϕna(α)) no es una sucesio´n de Blaschke, entonces f = 0 y se seguira´ el
resultado.
Para ello, tenemos que probar que
∞∑
n=0
1− |ϕna(α)| =∞.
Comencemos calculando ϕna(α). Como α = a−1a+1 , tenemos que
ϕna(α) =
(2− na)a−1a+1 + na
−naa−1a+1 + 2 + na
= a(n+ 1)− 1
a(n+ 1) + 1 .
Esta´ claro que obtenemos una sucesio´n en D que converge a 1. Debemos afinar un poco
para probar que la serie que queremos estudiar diverge. Ahora, observemos que
(1− |ϕna(α)|2) ≤ (1− |ϕna(α)|)(1 + |ϕna(α)|) ≤ 2(1− |ϕna(α)|).
Por lo tanto, tenemos que
∞∑
n=0
1− |ϕna(α)| ≥ 12
∑
1− |ϕna(α)|2,
as´ı que bastara´ con estudiar la segunda serie para obtener la divergencia. Tenemos
1− |ϕna(α)|2 = 1− a(n+ 1)− 1
a(n+ 1) + 1 ·
a(n+ 1)− 1
a(n+ 1) + 1 = 1−
|a|2(n+ 1)2 − 2(n+ 1)<(a) + 1
|a|2(n+ 1)2 + 2(n+ 1)<(a) + 1
= 4(n+ 1)<(a)|a|2(n+ 1)2 + 2(n+ 1)<(a) + 1 ≥
4(n+ 1)<(a)
(|a|2 + 2<(a))(n+ 1)2
= 4<(a)|a|2 + 2<(a) ·
1
n+ 1 .
Observando que 4<(a)|a|2+2<(a) es un nu´mero real positivo, se sigue que
∞∑
n=0
1− |ϕna(α)| ≥ 12
4<(a)
|a|2 + 2<(a)
∞∑
n=0
1
n+ 1 =∞,
como quer´ıamos. Esto prueba que (ϕna(α)) no es sucesio´n de Blaschke, y por tanto f = 0.
Esto termina la demostracio´n. 
5.4. El Espacio de Sobolev W 1,2[0,∞) como A´lgebra de Ba-
nach.
En esta seccio´n vamos a probar que el espacio de Sobolev W 1,2[0,∞) es un a´lgebra de
Banach con el producto puntual como multiplicacio´n. Adema´s, caracterizamos su espectro
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y veremos que es un a´lgebra semisimple y regular. Finalmente, con la ayuda del teorema
5.2.3 lograremos una caracterizacio´n del ret´ıculo de Mψ en funcio´n de los conjuntos cerra-
dos de [0,∞), y en consecuencia, del ret´ıculo de C∗ϕ, con lo que obtendremos la prueba del
teorema 5.1.3.
Comencemos viendo algunas propiedades ba´sicas del Espacio de Sobolev W 1,2[0,∞). La
prueba del siguiente resultado esta´ extra´ıda de [17].
Proposicio´n 5.4.1. Si f ∈W 1,2[0,∞), entonces f ∈ L∞[0,∞), con ‖f‖∞ ≤ ‖f‖W 1,2[0,∞).
En particular, la convergencia en norma W 1,2[0,∞) implica la convergencia uniforme.
Demostracio´n.
Sea t0 ≥ 0 y tomemos t > t0. Por definicio´n, f es absolutamente continua en el intervalo
[t0, t], por lo tanto tambie´n lo es f2. As´ı, para cada s ∈ [t0, t] tenemos
f(t0)2 − f(s)2 = −
∫ s
t0
(f2)′(σ)dσ = −2
∫ s
t0
f(σ)f ′(σ)dσ.
Entonces, aplicando la desigualdad de Cauchy-Schwarz obtenemos
|f(t0)2 − f(s)2| = 2
∣∣∣∣∫ s
t0
f(σ)f ′(σ)dσ
∣∣∣∣ ≤ 2 ‖f‖2 ∥∥f ′∥∥2 .
Por lo tanto, tenemos
|f(t0)|2 ≤ |f(t0)2 − f(s)2|+ |f(s)|2 ≤ 2 ‖f‖2
∥∥f ′∥∥2 + |f(s)|2.
Tomando la media integral en el intervalo [t0, t] en ambos lados de esta desigualdad,
obtenemos
|f(t0)|2 ≤ 2 ‖f‖2
∥∥f ′∥∥2 + 1t− t0
∫ t
t0
|f(σ)|2dσ ≤ 2 ‖f‖2
∥∥f ′∥∥2 + ‖f‖22t− t0 .
Por tanto, tomando l´ımite con t→ +∞, se sigue que |f(t0)|2 ≤ 2 ‖f‖2 ‖f ′‖2 . Como t0 ≥ 0
es arbitrario, obtenemos finalmente
‖f‖2∞ ≤ 2 ‖f‖2
∥∥f ′∥∥2 ≤ ‖f‖22 + ∥∥f ′∥∥22 = ‖f‖2W 1,2[0,∞) ,
como quer´ıamos. 
Como consecuencia de este resultado, obtenemos fa´cilmente nuestro primer objetivo: el
espacio de Sobolev W 1,2[0,∞) es un a´lgebra de Banach.
Proposicio´n 5.4.2. El espacio W 1,2[0,∞) con la multiplicacio´n puntual es un a´lgebra de
Banach conmutativa sin unidad.
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Demostracio´n.
Sean f, g ∈W 1,2[0,∞). Gracias a la proposicio´n 5.4.1, tenemos
‖fg‖2 ≤ ‖f‖2 ‖g‖∞ ≤ ‖f‖W 1,2[0,∞) ‖g‖W 1,2[0,∞)
y ∥∥(fg)′∥∥2 = ∥∥f ′g + fg′∥∥2 ≤ ∥∥f ′∥∥2 ‖g‖∞ + ∥∥g′∥∥2 ‖f‖∞ ≤ 2 ‖f‖W 1,2[0,∞) ‖g‖W 1,2[0,∞) ,
por lo tanto
‖fg‖W 1,2[0,∞) ≤ 3 ‖f‖W 1,2[0,∞) ‖g‖W 1,2[0,∞) ,
lo que prueba que fg ∈W 1,2[0,∞). 
Como es habitual cuando se trabaja con espacio tipo Sobolev, simplifica mucho algu-
nos razonamientos contar con un subespacio denso compuesto de funciones mucho ma´s
regulares. Denotaremos por C∞c [0,∞) al espacio de funciones infinitamente diferenciables
con soporte compacto en [0,∞). Se tiene
Proposicio´n 5.4.3. El espacio C∞c [0,∞) es denso en W 1,2[0,∞).
Demostracio´n.
Tomemos f ∈ W 1,2[0,∞) de forma que 〈f, g〉C∞c [0,∞) = 0 para todo g ∈ C∞c [0,∞). Es
decir, ∫ ∞
0
f(t)g(t)dt+
∫ ∞
0
f ′(t)g′(t)dt = 0
para todo g ∈ C∞c [0,∞). Veamos entonces que f = 0, lo que probara´ que C∞c [0,∞) es
denso en W 1,2[0,∞).
Como g tiene soporte compacto, si integramos por partes en la identidad anterior tenemos
que ∫ ∞
0
[
f ′(x)−
(∫ x
0
f(t)dt
)]
g′(x)dx = 0, para cada g ∈ C∞c [0,∞).
Observemos ahora que como g′ tiene soporte compacto, la integral obtenida en realidad
es una integral sobre un intervalo de medida finita. Tomemos entonces a > 0. Como el
conjunto de funciones g′ con g ∈ C∞c [0, a) es denso en L2[0, a], se tiene
f ′(x)−
∫ x
0
f(t)dt = 0, para cada 0 ≤ x ≤ a.
Por tanto, se sigue que f(x) = c1ex + c2e−x para 0 ≤ x ≤ a, donde c1, c2 ∈ C. Como
a es arbitrario, se sigue que f(x) = c1ex + c2e−x para todo x ≥ 0. Finalmente, como
f ∈ W 1,2[0,∞), se sigue que c1 = 0, y como f ′(0) = 0, se tiene c2 = 0. As´ı, obtenemos
que f es la funcio´n nula y se sigue el resultado. 
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El siguiente paso entonces es caracterizar el espectro Ω(W 1,2[0,∞)). Para cada t ≥ 0,
denotamos por δt ∈W 1,2[0,∞) al nu´cleo reproductor en t, es decir,
f(t) = 〈f, δt〉W 1,2[0,∞) .
Observemos que δt puede ser caracterizado mediante el isomorfismo que definimos en el
apartado anterior, ya que
〈f, δt〉W 1,2[0,∞) = f(t) = Φ(Φ−1f)(t) =
〈
Φ−1f, et
〉
H2
.
Recordemos que el espectro Ω(W 1,2[0,∞)) es el espacio de caracteres (homomorfismo
complejos no nulos) equipado con la topolog´ıa de´bil*. Notemos que como W 1,2[0,∞) es
un espacio de Hilbert, esta topolog´ıa coincide con la topolog´ıa de´bil. Tenemos
Proposicio´n 5.4.4. El espectro del a´lgebra de Banach W 1,2[0,∞) es
Ω(W 1,2[0,∞)) = {δt : t ≥ 0}.
Es ma´s, la aplicacio´n t 7→ δt es un homeomorfismo de [0,+∞) a Ω(W 1,2[0,∞)).
Para poder dar la prueba de este resultado, vamos a basarnos fuertemente en el es-
pectro del espacio C1[0, 1], con la norma ‖f‖C1[0,1] = ma´x{‖f‖∞ , ‖f ′‖∞} definida para
todo f ∈ C1[0, 1]. Es trivial comprobar que este espacio constituye un a´lgebra de Banach
conmutativa con el producto puntual.
Lema 5.4.5. Definimos para cada 0 ≤ s ≤ 1 las aplicaciones κs : C1[0, 1] → C como
κs(f) = f(s). Entonces
Ω(C1[0, 1]) = {κs : 0 ≤ s ≤ 1}.
La prueba de este resultado puede encontrarse, en un enunciado mucho ma´s general,
en ([16], p. 219).
Demostracio´n de la proposicio´n 5.4.4.
Claramente, para cada t ≥ 0, el funcional δt es un cara´cter en W 1,2[0,∞), ya que es
claramente un homomorfismo complejo. Es decir, δt ∈ Ω(W 1,2[0,∞)) para todo t ≥ 0.
Hay que probar por tanto que todo cara´cter en W 1,2[0,∞) es de la forma δt para algu´n
t ≥ 0. Consideramos entonces el a´lgebra C1[0, 1] descrita anteriormente y su suba´lgebra
A0 := {f ∈ C1[0, 1] : f(1) = 0}. Definimos entonces el operador
T : A0 →W 1,2[0,∞)
f 7→ (Tf)(x) = f
(
x
1 + x
)
.
Veamos que esta´ bien definido. Tenemos
‖Tf‖2W 1,2[0,∞) =
∫ ∞
0
∣∣∣∣f ( x1 + x
)∣∣∣∣2 + 1(1 + x)4
∣∣∣∣f ′ ( x1 + x
)∣∣∣∣2 dx
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Con el cambio de variable x1+x = y, la integral anterior queda como∫ 1
0
1
y2 − 2y + 1 |f(y)|
2 + (y2 − 2y + 1)|f ′(y)|2dy.
Ahora, basta observar, aplicando consecutivamente la regla de L’Hoˆpital que
l´ım
y→1
|f(y)|2
y2 − 2y + 1 = l´ımy→1
f ′(y)f(y) + f(y)f ′(y)
2y − 2 ≤
∥∥f ′∥∥∞ l´ımy→1 f(y) + f(y)2y − 2
=
∥∥f ′∥∥∞<(f ′(1)) ≤ ∥∥f ′∥∥2∞ .
Por tanto, la funcio´n 1
y2−2y+1 |f(y)|2 + (y2 − 2y + 1)|f ′(y)|2 es una funcio´n acotada en el
intervalo [0, 1], por tanto su integral es finita y se sigue que Tf ∈ W 1,2[0,∞). Ahora,
observamos que T es claramente es homomorfismo de a´lgebras, y gracias al razonamiento
anterior, es un operador acotado. Ahora, si κ es un cara´cter en W 1,2[0,∞), es trivial
comprobar que el funcional κ˜ en C1[0, 1] definido como κ˜(f) = κ(T (f − f(1))) + f(1)
es tambie´n un cara´cter. Ahora, sabemos por el lema 5.4.5 que todo cara´cter definido en
C1[0, 1] consiste en una evaluacio´n puntual, as´ı que existe 0 ≤ s ≤ 1 tal que κ˜(f) = f(s)
para todo f ∈ C1[0, 1]. Si s = 1, tenemos para cada f ∈ A0 que
0 = f(1) = κ˜(f) = κ(T (f − f(1))) + f(1) = κ(Tf)
de donde deducimos que κ(Tf) = 0. Por lo tanto, κ se anula en todo el rango de T ,
que es denso porque contiene al espacio C∞c [0,∞), que como probamos en 5.4.3 es un
subespacio denso. Por tanto, se sigue que κ es el funcional nulo. Ahora, si s 6= 1, tomamos
t = s/(1− s) ≥ 0 y observamos que, si f ∈ A0 tenemos
δt(Tf) = (Tf)(t) = f(s) = κ˜(f) = κ(T (f − f(1))) + f(1) = κ(Tf).
As´ı, tenemos que δt y κ coinciden en T (A0), que como ya hemos comentado es un conjunto
denso, lo que implica que κ = δt. Por tanto, hemos probado que Ω(W 1,2[0,∞)) = {δt :
t ≥ 0}, como quer´ıamos.
Falta entonces probar que la aplicacio´n t 7→ δt es un homeomorfismo. Comencemos pro-
bando que es continua. Tomemos tn → t0. Tenemos que para cada f ∈W 1,2[0,∞)
〈f, δtn〉 = f(tn)→ f(t0) = 〈f, δt0〉 ,
por ser f continua. Esto prueba que δtn converge de´bilmente a δt0 , por lo tanto t 7→ δt es
continua. Veamos ahora que la inversa δt 7→ t tambie´n es una aplicacio´n continua. Para
ello, observemos que como W 1,2[0,∞) es un espacio de Hilbert, su topolog´ıa de´bil coincide
con su topolog´ıa de´bil*. Adema´s, como es separable, se sigue que su topolog´ıa de´bil es
metrizable en conjuntos acotados. Tenemos que para cada f ∈W 1,2[0,∞) y t ≥ 0
| 〈f, δt〉 | = |f(t)| ≤ ‖f‖∞ ≤ C ‖f‖1,2 .
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As´ı, obtenemos que ‖δt‖W 1,2[0,∞) ≤ 1 para todo t ≥ 0, por lo tanto Ω(W 1,2[0,∞)) esta´
acotado en norma en el espacio dual, y por lo tanto la topolog´ıa en Ω(W 1,2[0,∞)) es
metrizable. As´ı, deducimos que para probar que nuestra aplicacio´n es efectivamente ho-
meomorfismo basta probar que tn → t si δtn → δt. Razonemos por reduccio´n al absurdo.
Supongamos que existe ε > 0 tal que |tn − t0| > ε para cada n ∈ N. Consideramos ahora
f ∈W 1,2[0,∞) definida como
f(t) = (ε− |t0 − t|)χ[t0−ε,t0+ε].
Entonces, tenemos que δtn(f) = 0 y δt0(f) = ε, por lo que δtn no puede converger a δt0 ,
lo cual es una contradiccio´n. Por tanto, t 7→ δt es homeomorfismo y el resultado queda
probado. 
Con esta caracterizacio´n en mano, vamos a probar a continuacio´n que W 1,2[0,∞) es un
a´lgebra semisimple y regular, y caracterizaremos los ideales cerrados del a´lgebra en fun-
cio´n de los conjuntos cerrados de [0,∞), que denotamos por F[0,∞). Recordemos que
el ret´ıculo de Mψ coincide exactamente con los ideales cerrados de W 1,2[0,∞) gracias al
teorema 5.2.2, y as´ı caracterizaremos su ret´ıculo en funcio´n de F[0,∞). Con esto en mano,
probaremos finalmente el teorema 5.1.3.
Proposicio´n 5.4.6. El A´lgebra de Banach W 1,2[0,∞) es semisimple y regular y la apli-
cacio´n
F 7→
⋂
t∈F
ker δt
es una biyeccio´n de F[0,∞) a Lat Mψ, donde ψ(t) = e−at.
Demostracio´n.
Comencemos notando que los caracteres δt separan puntos, as´ı que gracias a la proposicio´n
5.4.4, el espectro Ω(W 1,2[0,∞)) separa puntos. Adema´s, gracias a la proposicio´n 1.3.18, se
sigue que W 1,2[0,∞) es semisimple. Para ver que es regular, tomemos M = ker δt un ideal
regular maximal. Tenemos que encontrar un entorno abierto U de δt de forma que k(U)
sea ideal regular, es decir, tal que W 1,2[0,∞)/k(U) sea un a´lgebra unitaria. Supongamos
que t ∈ [0, b) ⊂ [0,∞) con 0 < b < ∞ y sea U la imagen de [0, b) por el homeomorfismo
dado por la proposicio´n anterior. Esta´ claro entonces que U es entorno abierto de δt, ya
que [0, b) es abierto en la topolog´ıa relativa de [0,∞). Ahora, tenemos por definicio´n
k(U) =
⋂
0≤t<b
ker δt = {f ∈W 1,2[0,∞) : f ≡ 0 en [0, b)},
que como ya sabemos es un ideal cerrado. Basta entonces ver que W 1,2[0,∞)/k(U) es un
a´lgebra unitaria, lo que probara´ que k(U) es regular, como queremos. Ya sabemos que
W 1,2[0,∞)/k(U) es un a´lgebra de Banach. Vamos a buscar la unidad. Observemos que, si
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f ∈W 1,2[0,∞), entonces la clase de equivalencia f+k(U) esta´ compuesta por las funciones
que coinciden con f en el intervalo [0, b). Tomemos entonces la funcio´n
g(t) =

1 si 0 ≤ t < b
b+ 1− t si b ≤ t < b+ 1
0 si b+ 1 ≤ t.
Esta´ claro que g ∈W 1,2[0,∞), pues es una funcio´n absolutamente continua tal que tanto
ella como su derivada son acotadas y tienen soporte compacto, as´ı que son trivialmente
de cuadrado integrable. Tomemos g + k(U). Dada cualquier f ∈W 1,2[0,∞) tenemos
(f + k(U))(g + k(U)) = (fg + k(U)) = f + k(U),
ya que fg(t) = f(t) para todo ∈ [0, b), gracias a nuestra definicio´n de g. As´ı, g + k(U) es
efectivamente unidad, como quer´ıamos. Por tanto, k(U) es un ideal regular y deducimos
que W 1,2[0,∞) es un a´lgebra de Banach regular.
Para probar la u´ltima afirmacio´n de la proposicio´n, basta demostrar que se satisfacen las
hipo´tesis del teorema 5.2.3. Para ello, observemos que dada f ∈W 1,2[0,∞) y t ≥ 0
fˆ(δt) = δt(f) = f(t).
Es decir, la transformada de Gelfand de f se anulara´ en un subconjunto de Ω(W 1,2[0,∞))
si y solo s´ı f se anula en la preimagen del subconjunto por el isomorfismo dado en la
proposicio´n anterior. Llamemos
E := {t ∈ [0,∞) : f(t) = 0}.
Buscamos entonces una sucesio´n (fn) que converja a f que cumpla que cada conjunto
En = {t ∈ [0,∞) : fn(t) = 0}
contenga un entorno abierto Un de E y tenga complemento compacto. Para ello, definimos
las funciones
ϕn(x) = mı´n{1, nd(x, (E ∪ [n,∞)) + [− 1
n
,
1
n
])} (n ∈ N).
Observemos que ϕn es continua para cada n ∈ N. Es ma´s, cada ϕn es ide´nticamente nula
en el conjunto E ∪ [n,+∞) + [−1n , 1n ], es lineal con pendiente ±n en el compacto
Kn = (E ∪ [n,+∞) + [−2
n
,
2
n
])r (E ∪ [n,+∞) + [−1
n
,
1
n
])
y constantemente 1 en el resto de [0,∞). Es importante remarcar que cada componente
conexa de Kn tiene medida 1/n. Como Kn ⊂ [0, n], se sigue que el nu´mero de componentes
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conexas es finito. Adema´s, se tiene que m(Kn) → 0 cuando n → ∞. As´ı, se tiene que
cada ϕn es una funcio´n acotada con ‖ϕn‖∞ = 1 con soporte compacto, por lo tanto
ϕn ∈ L2[0,∞). Adema´s, tenemos que |ϕ′n| = nχKn , por lo que de nuevo es una funcio´n
acotada de soporte compacto. Por lo tanto, ϕ′n ∈ L2[0,∞) y ϕn ∈ W 1,2[0,∞). Ahora, si
ponemos
fn := ϕn · f
tenemos que fn ∈W 1,2[0,∞), ya que es un a´lgebra. Observemos adema´s que
En = E ∪ [n,+∞) + [−1
n
,
1
n
],
que claramente tiene complementario compacto y contiene un entorno abierto Un de E.
Falta entonces demostrar que fn → f en W 1,2[0,∞). Tenemos que probar entonces que
ϕnf → f en L2[0,∞) y (ϕnf)′ → f ′ en L2[0,∞). Primero, observemos que |ϕnf | ≤ |f |,
ya que ‖ϕn‖ ≤ 1 para todo n ∈ N. Adema´s, ϕn → 1 puntualmente en [0,∞), se sigue
que ϕnf → f puntualmente. Por tanto, como f ∈ L2[0,∞), basta aplicar el teorema de la
convergencia dominada para obtener ϕnf → f en L2[0,∞).
Para la convergencia de la derivada, observemos que (ϕnf)′ = ϕnf ′+ϕ′nf. Podemos aplicar
de nuevo el teorema de la convergencia dominada para obtener que ϕnf ′ → f ′ en L2[0,∞),
por lo basta probar que ϕ′nf → 0 en L2[0,∞). Es decir, tenemos que ver que∫ ∞
0
|ϕ′n|2|f |2 → 0.
Ahora, como |ϕ′n| = nχKn , basta estudiar la integral∫
Kn
n2|f(t)|2dt.
Ahora, observemos que si definimos
Kˆn = (E ∪ [n,+∞) + [−2
n
,
2
n
])r (E ∪ [n,+∞))
se tiene que Kn ⊂ Kˆn. Al igual que Kn, estos conjuntos tienen un nu´mero finito de
componentes conexas de medida 2/n y m(Kˆn) → 0. Elegimos estos conjuntos porque si
ponemos
Kˆn =
N⋃
k=1
[ak, bk]
como la unio´n de sus componentes conexas, se tiene que ak o´ bk esta´ en E. As´ı, f se
anula en uno de los extremos de cada intervalo. Adema´s, |bk−ak| = 2/n. Tomemos [ak, bk]
uno de estos intervalos y supongamos sin pe´rdida de generalidad que f(ak) = 0. Vamos a
estudiar la integral ∫ bk
ak
n2|f(t)|2dt.
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Como f es absolutamente continua en cada subconjunto acotado de [0,∞), tenemos que
f(t) = f(ak) +
∫ t
ak
f ′(t)dt =
∫ t
ak
f ′(t)dt
para todo t ∈ [ak, bk]. Entonces tenemos, usando Cauchy-Schwarz se tiene
|f(t)| ≤
∫ t
ak
|f ′(x)|dx ≤ √t− ak
(∫ t
ak
|f ′(x)|2dx
)1/2
≤
√
2
n
(∫ bk
ak
|f ′(x)|2dx
)1/2
.
As´ı, tenemos que∫ bk
ak
n2|f(t)|2dt ≤ n2
∫ bk
ak
2
n
(∫ bk
ak
|f ′(x)|2dx
)
dt = n2|bk − ak| 2
n
(∫ bk
ak
|f ′(x)|2dx
)
= 4
∫ bk
ak
|f ′(x)|2dx.
Por tanto, tenemos que
∫
Kˆn
n2|f(t)|2dt =
N∑
k=1
∫ bk
ak
n2|f(t)|2dt ≤ 4
N∑
k=1
∫ bk
ak
|f ′(x)|2dx
= 4
∫
Kˆn
|f ′(t)|2dt.
Ahora, como f ′ ∈ L2[0,∞) y m(Kˆn)→ 0 se sigue por la continuidad absoluta de la integral
de Lebesgue que ∫
Kˆn
|f ′(t)|2dt→ 0
cuando n→∞. As´ı, como Kn ⊂ Kˆn, se sigue que∫
Kn
|f ′(t)|2dt→ 0,
y por tanto ϕ′nf → 0 en L2[0,∞). As´ı, ϕn · f → f en W 1,2[0,∞), como quer´ıamos.
La existencia de esta sucesio´n, junto con el hecho de que W 1,2[0,∞) es semisimple y
regular, se satisfacen las hipo´tesis requeridas. Por tanto, como ψ es un elemento c´ıclico en
W 1,2[0,∞) gracias a la proposicio´n 5.3.9, deducimos que
Lat Mψ =
{⋂
t∈F
ker δt : F ∈ F[0,∞)
}
,
por lo que la aplicacio´n F 7→ ⋂t∈F ker δt es sobreyectiva. Ahora, como ⋂t∈F ker δt 6=⋂
t∈G ker δt si F 6= G, se sigue que la aplicacio´n es biyectiva, como quer´ıamos. 
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Ya tenemos por tanto toda la maquinaria necesaria para probar el teorema 5.1.3:
Demostracio´n del teorema 5.1.3.
Tenemos gracias a la proposicio´n 5.4.6 que la aplicacio´n F 7→ ⋂t∈F ker δt es una biyeccio´n
de F[0,∞) a Lat Mψ. Ahora, observemos que dado F ∈ F[0,∞) se tiene que⋂
t∈F
ker δt = {f ∈W 1,2[0,∞) : f ≡ 0 en F},
por lo que la aplicacio´n
F 7→ {f ∈W 1,2[0,∞) : f ≡ 0 en F}
es de nuevo una biyeccio´n de F[0,∞) a Lat Mψ. Ahora, recordemos que por la proposicio´n
5.3.5, se tiene que Mψ = ΦC∗ϕaΦ−1. Gracias a la proposicio´n 2.1.18, tenemos que
Lat C∗ϕa = {Φ−1(Y ) : Y ∈ Lat Mψ}.
Observemos ahora que, dado F ∈ F[0,∞),
Φ−1({f ∈W 1,2[0,∞) : f ≡ 0 en F}) = {f ∈ H2 : 〈f, et〉H2 = 0 para t ∈ F},
as´ı que la aplicacio´n
F 7→ JF := {f ∈ H2 : 〈f, et〉H2 = 0 para t ∈ F}
es una biyeccio´n de F[0,∞) a Lat C∗ϕa . Finalmente, gracias a la proposicio´n 2.1.15, sabemos
que Lat Cϕa consiste exactamente en los complementos ortogonales de Lat Cϕa , por lo
que la aplicacio´n
F 7→ J⊥F
es una biyeccio´n de F[0,∞) a Lat Cϕa . Notemos ahora que
{f ∈ H2 : 〈f, et〉H2 = 0 para t ∈ F}⊥ = span{et : t ∈ F},
por lo que obtenemos que
Lat Cϕa = {span{et : t ∈ F} : F ∈ F[0,∞)} ,
como quer´ıamos probar. 
Podemos presentar inmediatamente el siguiente corolario:
Corolario 5.4.7. Todos los operadores de composicio´n inducidos por una transformacio´n
de Mo¨bius parabo´lica no automorfismo tienen exactamente el mismo ret´ıculo de subespacios
invariantes salvo isomorfismo.
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Demostracio´n.
Basta observar que todo operador de composicio´n inducido por una transformacio´n pa-
rabo´lica no automorfismo es semejante a Cϕa para algu´n a ∈ C con parte real positiva.
Ahora, por el teorema 5.1.3 sabemos que este ret´ıculo es independiente de a, lo que prueba
el resultado. 
Como comentamos en la nota 5.1.2, podemos calcular el espectro puntual de Cϕa gra-
cias a nuestra caracterizacio´n:
Teorema 5.4.8. Se tiene que
σp(Cϕa) = {e−at : t ≥ 0}.
Es ma´s, si f es una autofuncio´n asociada al autovalor e−at, entonces f ∈ 〈et〉.
Demostracio´n.
Sabemos por la proposicio´n 5.1.1 que las funciones et son autovectores asociados a los au-
tovalores e−at. Veamos que son los u´nicos. Supongamos que f ∈ H2 es una autofuncio´n no
nula para Cϕa . Por tanto, el subespacio unidimensional cerrado 〈f〉 es un subespacio inva-
riante por Cϕa . Por tanto, es de la forma span{et : t ∈ F}, donde F es un conjunto cerrado
de [0,∞). Como es un subespacio unidimensional, se sigue que existe t ∈ [0,∞) de for-
ma que 〈f〉 = 〈et〉, as´ı que f ∈ 〈et〉. Por tanto, Cϕaf = e−atf , lo que prueba el resultado. 
Adema´s, tambie´n tenemos las herramientas para probar el teorema 5.1.4:
Demostracio´n.
Sea ϕa una transformacio´n de Mo¨bius no automorfismo y consideremos Cϕa el operador
de composicio´n inducido. Tomemos F ∈ F[0,∞) de forma que NF = span{et : t ∈ F} sea
no trivial. Tenemos que probar que su complemento ortogonal N⊥F no es invariante para
Cϕ. Necesitamos la siguiente fo´rmula, que se verifica fa´cilmente con un sencillo ca´lculo:
〈et, es〉H2 = e−|t−s|, t, s ≥ 0.
Primero, supongamos que 0 /∈ F , y pongamos t0 = mı´nF . Definimos ft0 = 1 − e−t0et0 .
Tomemos ahora t ≥ t0. Se tiene que
〈ft0 , et〉 = 〈1, et〉 − e−t0 〈et0 , et〉 = et(0)− e−t0e−(t−t0) = e−t − e−t = 0.
Es decir, ft0 ∈ N⊥F . Supongamos por reduccio´n al absurdo que N⊥F ∈ Lat Cϕa . Entonces,
tendr´ıamos que ft0 − Cϕaft0 ∈ N⊥F . Ahora, recordando que 1 y et0 son autofunciones de
Cϕa , tenemos que
Cϕa(1− e−t0et0) = Cϕa1− e−t0Cϕaet0 = 1− e−t0e−at0et0 .
Por tanto, ft0 −Cϕaft0 = e−t0(1− e−at0)et0 , que observamos que pertenece tambie´n a NF .
As´ı, deducimos que ft0 − Cϕaft0 = 0, es decir, ft0 es un punto fijo para Cϕa , lo cual es
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contradiccio´n, ya que por el teorema 5.4.8 sabemos que el u´nico punto fijo de Cϕa es la
funcio´n 1. Por tanto, deducimos que N⊥F no es invariante para Cϕa .
Supongamos ahora que 0 ∈ F . Tomemos s > 0 y consideremos el operador de multiplica-
cio´n por es, que denotamos por Mes . Tenemos
Mes(NF ) = esspan{et : t ∈ F} = span{es+t : t ∈ F} = Ns+F .
Como es es una funcio´n interior, se sigue que Mes es una isometr´ıa, por lo tanto preserva
el producto escalar en H2. Por tanto,
Mes(N⊥F ) = (Mes(NF ))⊥.
Volvemos a razonar por contradiccio´n: supongamos que N⊥F es invariante para Cϕa . En-
tonces
Mes(Cϕa(N⊥F )) ⊆Mes(N⊥F ).
Ahora, para cada f ∈ H2, tenemos que
Cϕa(Mesf) = Cϕa(esf) = e−asesCϕaf = e−asMes(Cϕaf),
por lo que se sigue que
Cϕa(Mes(N⊥F )) ⊆Mes(N⊥F ).
As´ı, tenemos que
Cϕa(N⊥s+F ) = Cϕa((Mes(NF ))⊥) = Cϕa(Mes(N⊥F ))
⊆Mes(N⊥F ) = (Mes(NF ))⊥ = N⊥s+F ,
es decir, Cϕa(N⊥s+F ) ⊂ N⊥s+F , pero s + F es un cerrado que no contiene a 0 y Ns+F es
invariante por Cϕa , as´ı que el caso probado anteriormente nos da la contradiccio´n. Esto
prueba el resultado. 
5.5. El Conmutante de Cϕ
Caracterizar el conmutante de un operador T ∈ B(H) es una pregunta muy estudiada
en el campo de la teor´ıa de operadores. Observemos por ejemplo que puede ayudarnos a
probar si dicho operador tiene subespacios invariantes, gracias a los resultados ya comen-
tados sobre h´ıperinvariancia de operadores compactos y normales.
Una de las preguntas cla´sicas sobre el conmutante es decidir si es minimal. Para poder
definir este concepto con claridad, necesitamos algunos resultados previos.
Comencemos definiendo dos de las topolog´ıas ma´s usadas en el espacio B(X), donde X es
un espacio de Banach:
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Definicio´n 5.5.1. Dado un espacio de Banach X definimos la topolog´ıa de´bil de ope-
radores (WOT) en B(X) y la denotamos por σ a la topolog´ıa inducida por los funcionales
T 7→ x∗(Tx)
para todo x ∈ X,x∗ ∈ X∗. Es decir, una red (Tα) converge a T en σ si y solo si x∗(Tαx)→
x∗(Tx) para todo x ∈ X, x∗ ∈ X∗.
Observemos que esta topolog´ıa esta´ bien definida, ya que efectivamente el conjunto de
funcionales definido anteriormente es un subconjunto del dual de B(X). De hecho, esta
topolog´ıa esta´ inducida por todos los operadores de rango 1 definidos sobre X.
Nosotros manejaremos principalmente esta topolog´ıa en espacios de Hilbert. Observemos
que si H es Hilbert, entonces los funcionales que dan lugar a la topolog´ıa de´bil de opera-
dores vienen dados por
T 7→ 〈Tx, y〉
para todo x, y ∈ H.
Necesitaremos manejar tambie´n, aunque en menor medida, la topolog´ıa fuerte de ope-
radores.
Definicio´n 5.5.2. Dado un espacio de Banach X, llamamos topolog´ıa fuerte de ope-
radores (SOT) a la topolog´ıa localmente convexa en B(H) inducida por las seminormas
T 7→ ‖Tx‖ para todo x ∈ X.
Observemos que una red (Tα) converge a T ∈ B(X) si y solo si Tαx → Tx para todo
x ∈ X en la topolog´ıa de la norma de X. Tenemos la siguiente relacio´n para las topolog´ıas
en B(X):
Proposicio´n 5.5.3. Denotemos por σ, TSOT y T‖·‖ a las topolog´ıas de´bil de operadores,
fuerte de operadores y topolog´ıa uniforme en B(X). Se tiene:
σ ⊆ TSOT ⊆ T‖·‖.
Demostracio´n.
Tomemos una red (Tα) convergiendo a T ∈ B(X) en la topolog´ıa inducida por la norma.
Es decir, l´ımα ‖Tα − T‖ = 0. Por tanto, para todo x ∈ X se tiene que ‖Tαx− Tx‖ ≤
‖Tα − T‖ ‖x‖ → 0, as´ı que Tα → T en SOT.
Supongamos ahora que (Tα) converge a T ∈ B(H) en SOT y veamos que tambie´n converge
en σ. Para ello, tomemos x ∈ X y x∗ ∈ X∗. Se tiene:
l´ım
α
x∗(Tαx) = x∗(l´ım
α
Tαx) = x∗(Tx),
lo que prueba que Tα converge a T en σ. 
Tenemos la siguiente propiedad para el conmutante:
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Proposicio´n 5.5.4. Dado T ∈ B(X) se tiene que {T}′ es cerrado en la topolog´ıa de´bil de
operadores de operadores, y por tanto es cerrado tanto en la topolog´ıa fuerte de operadores
como en la topolog´ıa uniforme.
Demostracio´n.
Para ello, tomemos (Sα) una red en {T}′ convergiendo a S ∈ B(H). Tenemos, para todo
x, y ∈ H que
〈STx, y〉 = l´ım
α
〈SαTx, y〉 = l´ım
α
〈TSαx, y〉 = 〈TSx, y〉 .
Por tanto, S ∈ {T}′, como quer´ıamos. 
Denotemos ahora por alg(T ) al a´lgebra generada por el operador T . Es decir, al suba´lgebra
alg(T ) := {p(T ) : p es un polinomio}.
Esta´ claro que alg(T ) es un a´lgebra conmutativa contenida en {T}′. Por tanto, se tiene
que
alg(T )σ ⊆ {T}′.
Diremos entonces que un operador T ∈ B(H) tiene conmutante minimal o que T tiene
la propiedad del mı´nimo conmutante si
alg(T )σ = {T}′.
El objetivo de esta seccio´n es probar que el operador de composicio´n Cϕ, con ϕ un no-
automorfismo parabo´lico tiene la propiedad del mı´nimo conmutante utilizando la seme-
janza del adjunto con el operador de multiplicacio´n c´ıclico en W 1,2[0,∞) descrita en el
teorema 5.3.5. Este resultado fue probado en 2018 por M. Lacruz, F. Leo´n-Saavedra, S.
Petrovic y L. Rodr´ıguez-Piazza en [17]. El resultado es el siguiente:
Teorema 5.5.5 (Lacruz, Leo´n-Saavedra, Petrovic y Rodr´ıguez-Piazza). El operador de
composicio´n Cϕ ∈ H2 inducido por un no-automorfismo parabo´lico tiene conmutante mi-
nimal.
La prueba de este resultado radica en demostrar que la propiedad del mı´nimo con-
mutante se conserva bajo semejanzas y bajo tomar adjunto y probar a continuacio´n que
esta propiedad se cumple para todos los operadores de multiplicacio´n c´ıclicos en toda
a´lgebra que tenga aproximacio´n a la identidad. Finalmente, veremos que W 1,2[0,∞) tiene
en efecto una aproximacio´n a la identidad, lo que probara´ el resultado. En lo que sigue
consideraremos H, H1 y H2 espacios de Hilbert complejos y separables, pues el operador
que queremos estudiar esta´ definido sobre espacios de Hilbert. No obstante, como ma-
nejaremos tambie´n a´lgebras de Banach, ha sido necesario introducir la teor´ıa topolo´gica
anterior sobre espacios de Banach cualesquiera.
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Lema 5.5.6. Sea T ∈ B(H1) y S ∈ B(H2) dos operadores semejantes. Entonces T tiene
conmutante minimal si y solo si lo tiene S.
Demostracio´n.
Basta probar que si T tiene conmutante minimal entonces tambie´n lo tiene S. Como son
semejantes, se tiene que existe un isomorfismo Φ : H1 → H2 de forma que T = Φ−1SΦ.
Sea Y ∈ {T}′. Entonces Y = ΦTΦ−1 ∈ {S}′, y como S tiene conmutante minimal, existe
una red de polinomios (pd) tal que pd(A) → X en la topolog´ıa de´bil de operadores. Se
sigue entonces que pd(T ) = Φpd(S)Φ converge en la topolog´ıa de´bil de operadores a Y ,
como quer´ıamos. 
Lema 5.5.7. Sea T ∈ B(H). Entonces T tiene conmutante minimal si y solo si lo tiene
T ∗.
Demostracio´n.
Esta´ claro que basta probar que si T tiene conmutante minimal entonces lo tiene T ∗. Pri-
mero, veamos que tomar adjunto es continuo en la topolog´ıa de´bil de operadores. Tomemos
una red (Xα) convergiendo a un operador X ∈ B(H) en σ. Veamos que (X∗α) converge a
X∗ en esta topolog´ıa. Para ello, sean x, y ∈ H. Tenemos
l´ım
α
〈(X∗α)x, y〉 = l´ımα 〈x,Xαy〉 = l´ımα 〈Xαy, x〉 = 〈Xy, x〉
= 〈x,Xy〉 = 〈X∗x, y〉 ,
lo que prueba la continuidad enunciada. Ahora, probemos que T ∗ tiene conmutante mi-
nimal. Para ello, tomemos S ∈ {T ∗}′. Entonces, se tiene que S∗ ∈ {T}′. Como T tiene
conmutante minimal, existe una red de polinomios (pα) tal que pαT converge a T cuando
α ∈ A en la topolog´ıa de´bil de operadores. Ahora, para todo x, y ∈ H se tiene, usando la
continuidad de tomar adjunto, que
〈Sx, y〉 = 〈x, S∗y〉 = 〈S∗y, x〉 = l´ım
α
〈(pα(T ))y, x〉 = l´ım
α
〈(pα(T ))∗x, y〉 .
Entonces, se sigue que (pα(T ))∗ → S en la topolog´ıa de´bil de operadores. Basta entonces
definir la red de polinomios (qα(z)) = pα(z). Esta´ claro que (pα(T ))∗ = qα(T ∗), as´ı que
qα(T ∗)→ S
en la topolog´ıa de´bil de operadores, as´ı que T ∗ tiene la propiedad del mı´nimo conmutante,
como quer´ıamos. 
Gracias a estos dos lemas podemos deducir entonces que basta probar que Cϕ tiene con-
mutante minimal cuando ϕ esta´ en forma cano´nica. Adema´s, como C∗ϕ es semejante al
operador de multiplicacio´n Mψ introducido en la proposicio´n 5.3.5, basta entonces probar
que Mψ tiene conmutante minimal para obtener nuestro resultado.
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Comencemos caracterizando la clausura en la topolog´ıa de´bil de operadores del a´lgebra
generada por un operador de multiplicacio´n c´ıclico en un a´lgebra de Banach no unitaria.
Como ya hemos visto, este es el caso del a´lgebra W 1,2[0,∞):
Lema 5.5.8. Sea A un a´lgebra de Banach no unitaria y a ∈ A un elemento c´ıclico.
Entonces
alg(Ma)
σ = {Mb + βI : b ∈ A, β ∈ C}σ.
Demostracio´n.
Comencemos observando primero que el conjunto {Mb + βI : b ∈ A, β ∈ C} es una
suba´lgebra de B(A). Adema´s, contiene al operador Ma y a la identidad, por lo tanto es
claro que contiene a la suba´lgebra alg(Ma). Por tanto, la inclusio´n
alg(Ma)
σ ⊆ {Mb + βI : b ∈ A, β ∈ C}σ
es trivial. Veamos la otra inclusio´n. Para ello, tomemos b ∈ A y β ∈ C. Tomemos una
sucesio´n de polinomios (pn) de forma que pn(0) = 0 y ‖b− pn(a)‖ → 0 cuando n → ∞.
Esto es posible gracias a que a es un elemento c´ıclico. Es decir, A = span{an : n ∈ N}.
Ahora, definimos qn(z) = pn(z) + β. Observemos ahora que qn(Ma) = Mpn(a) + βI →
Mb + βI en la topolog´ıa fuerte de operadores cuando n → ∞, as´ı que tambie´n converge
en la topolog´ıa de´bil de operadores. Esto demuestra que
{Mb + βI : b ∈ A, β ∈ C} ⊆ alg(Ma)σ,
lo que nos da automa´ticamente la inclusio´n buscada. 
Como ya hemos comentado, el a´lgebra W 1,2[0,∞) es no unitaria, pero podemos conse-
guir una estructura que haga las veces de unidad. Definimos el concepto a continuacio´n:
Definicio´n 5.5.9. Sea A un a´lgebra de Banach. Llamaremos aproximacio´n a la iden-
tidad a cualquier sucesio´n (en) tal que ‖enb− b‖ → 0 cuando n → ∞ para todo b ∈ A.
Es decir, Men → I cuando n→∞ en la topolog´ıa fuerte de operadores.
Veamos entonces que W 1,2[0,∞) efectivamente cumple esta propiedad.
Lema 5.5.10. La sucesio´n de funciones (en) definida como
en(σ) =
{
1, si 0 ≤ σ ≤ n
e−(σ−n), si σ ≥ n,
es una aproximacio´n de la identidad en W 1,2[0,∞).
Demostracio´n.
Comencemos observando que para todo n ∈ N se tiene que en ∈ L2(0,∞). Adema´s,
e′n = −e−(σ−n)χ[n,∞), que tambie´n esta´ claramente en L2(0,∞). Por tanto, esta´ claro
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que en son funciones de W 1,2[0,∞) que cumplen que ‖en‖∞ ≤ 1. Es ma´s, se tiene que
en(σ) → 1 y e′n → 0 puntualmente en el intervalo [0,∞). Tomemos f ∈ W 1,2[0,∞).
Tenemos que probar que ‖en · f − f‖W 1,2[0,∞) → 0 cuando n→∞. Ahora, se tiene
‖en · f − f‖2W 1,2[0,∞) = ‖en · f − f‖2L2 +
∥∥(en · f − f)′∥∥2L2 .
Observemos que, gracias al hecho de que ‖en‖∞ ≤ 1, se tiene que |en(σ)f(σ) − f(σ)|2 ≤
4|f(σ)|2, y por tanto podemos aplicar el teorema de la convergencia dominada de Le-
besgue para deducir que ‖en · f − f‖22 → 0 cuando n → ∞. De igual forma, como
f ′ ∈ L2(0,∞), podemos usar el mismo argumento para probar que ‖en · f ′ − f ′‖22 → 0.
Como (en · f − f)′ = e′n · f + en · f ′− f ′, basta probar que e′n · f converge a 0 en L2(0,∞).
Ahora, como f es acotada y e′n → 0 puntualmente, se tiene que e′nf converge puntualmen-
te a 0. Como ‖e′n‖∞, se tiene que |e′n · f |2 ≤ ‖f‖L2 , en casi todo, as´ı que basta aplicar de
nuevo el teorema de la convergencia dominda. Esto termina la demostracio´n. 
Con el siguiente resultado probamos que basta exigir que un a´lgebra de Banach conmuta-
tiva tenga aproximacio´n a la identidad para asegurar que los operadores de multiplicacio´n
c´ıclicos tengan conmutante minimal:
Teorema 5.5.11. Sea A un a´lgebra de Banach conmutativa con aproximacio´n a la iden-
tidad y a ∈ A un elemento c´ıclico. Entonces el operador de multiplicacio´n Ma tiene con-
mutante minimal.
Demostracio´n.
Denotemos por (en) a la aproximacio´n a la identidad de A. Como a es c´ıclico, existe una
sucesio´n de polinomios que se anulan en cero tales que ‖en − pn(a)‖ → 0, cuando n→∞.
Ahora, tenemos para cada b ∈ A que
‖pn(a)b− b‖ ≤ ‖pn(a)b− enb‖+ ‖enb− b‖ ≤ ‖b‖ ‖pn(a)− en‖+ ‖enb− b‖ → 0,
as´ı que (pn(a)) es tambie´n una aproximacio´n a la identidad. Veamos ahora que, para todo
X ∈ {Ma}′, tenemos XMa = Mb, donde b = Xa. Tenemos para cada n ∈ N que
XMaa
n = XMna a = MnaXa = anb = ban = Mban.
Como hemos probado la igualdad para todas las potencias de a que es un elemento c´ıclico,
se sigue por densidad que XMa = Mb. Ahora, como pn(0) = 0, tenemos que existe una
sucesio´n de polinomios qn de forma que pn(z) = zqn(z) para todo z ∈ C. Tomemos ahora
X ∈ {Ma}′. Tenemos
Xpn(Ma) = XMaqn(Ma) = Mbqn(Ma).
Ahora, si tomamos l´ımite en la topolog´ıa fuerte de operadores en la igualdad anterior,
tenemos que Xpn(Ma) → X, ya que pn(a) es una aproximacio´n de la identidad. As´ı,
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tenemos que Mbqn(Ma) converge a X en la topolog´ıa fuerte de operadores, y por tanto,
tambie´n converge en la topolog´ıa de´bil de operadores. As´ı, se deduce que
X ∈ {Mc + γI : c ∈ A, γ ∈ C}σ = alg(Ma)σ,
donde hemos usado en la u´ltima igualdad el lema 5.5.8. Esto termina la prueba. 
Ya podemos entonces completar la prueba del teorema 5.5.5:
Demostracio´n.
Sabemos por los lemas 5.5.6 y 5.5.7 que Cϕ tiene la propiedad del mı´nimo conmutante si
y solo si Mψ la tiene. Ahora, Mψ es un operador de multiplicacio´n por un elemento c´ıclico
en el a´lgebra de Banach W 1,2[0,∞), que es conmutativa y tiene una aproximacio´n a la
identidad por el lema 5.5.10. Finalmente, basta aplicar el teorema 5.5.11 para deducir que
alg(Mψ)
σ = {Mψ}′, as´ı que se sigue que alg(Cϕ)σ = {Cϕ}′, como quer´ıamos. 
palabra
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