How to navigate safely, recognize encountered obstacles, and move independently from one location to another in unknown environments are some of the challenges that face visually impaired people. By proposing a solution towards overcoming these challenges, this work will be of most importance to visually impaired people. In this work, we propose a consistent, reliable and robust smartphone-based method to classify obstacles in unknown environments from partial visual information based on computer vision and machine learning techniques. Our proposed method handles high levels of noise and bad resolution in frames captured from a phone camera. In addition, our proposed method offers maximum flexibility to users and use the least expensive equipment possible. Moreover, by leveraging on deep-learning techniques, the proposed method enables semantic categorization in order to classify obstacles and increase the awareness of the explored environment. The efficiency of the work has been experimentally measured on a variety of experiments studies on different complex scenes. It records high accuracy of [90.2 % ].
I. INTRODUCTION
Recent statistics from the World Health Organization (WHO) shows that in 2018, 1.3 billion people live with some form of vision impairment, and 36 million of them are blind. Visual impairment is a decreased sight ability to a degree that causes problems that are not fixable by usual means, such as eyeglasses. Among the main challenges that hinder a visually impaired (VI) person from carrying daily life tasks, this research focuses on independent navigation in indoor and outdoor environments. Indeed, VI people face difficulties in navigation because they do not have sufficient information about their surrounding environments. The white cane which is the most popular, simplest and cheapest assistance means has limited search ranges. It provides only tactile information, and cannot give extra information The associate editor coordinating the review of this manuscript and approving it for publication was Gianluigi Ciocca . about the obstacles like their type, speed, or the distance and time to collision. To overcome these limits of the white cane, several computer vision-based systems and methods have been proposed for obstacle detection and classification. Indeed, computer vision offers rich information about surrounding environments which can be exploited for developing sophisticated applications and real-time applications at an affordable cost and with low power consumption. However, except for ENVISION [3] , [4] , most computer vision-based systems/methods need special equipment such as Microsoft Kindest sensors (e.g. [5] , [6] ) and wearable cameras (e.g. [1] , [7] ). In addition, these systems require that the user carries a specific type of camera which must be mounted in a fixed position. These requirements make such systems inflexible and possibly costly. In contrast, ENVISION is a navigational assistance system that runs on a smartphone and that does not impose any constraint on the user to wear a special garment. It is extremely compact, lightweight and energy efficient thus enabling hours of safe and autonomous navigation. In addition, ENVISION detects static and dynamic obstacles regions with no prior information about the size, shape and location of the obstacles. However, ENVISION is only capable of detecting obstacles with no additional information about them like type, distance and velocity of obstacles. Such important information for VI people requires obstacle classification in order to provide them with better recognition of their surrounding environment. In this work, we propose to extend ENVISION system to ENVISION V2, and enhance the ENVISION by adding a new obstacle classification method. This method will be integrated into the ENVISION system to offer a smartphone-based mobility aid that is capable of both detecting and recognizing the type of obstacles. The proposed classification method provides information to the users about type of the obstacles which they may encounter. This would make them feel more secure navigating independently. More specifically, the proposed classification method uses deep learning techniques to classify each detected obstacle as normal or dangerous based on its class. It operates in both indoor and outdoor unknown environments. Furthermore, the proposed classification method is designed as a standalone real-time application, running on a smartphone to help the visually impaired people recognize obstacles in their way and move safely in unknown indoor and outdoor environments. The main contribution of this work is that the proposed method handles the high level of noise and bad resolution of frames that are captured by the phone camera. In addition, the proposed method operates on partial visual information about the obstacles. In fact, the obstacle may not fully appear in the image since the user carries the smartphone at 45 • angle and uses the landscape mode (see Fig. 1 .(a)). To overcome the above mentioned challenges, the proposed method uses deep learning techniques due to their scalability and ability to achieve state-of-the-art accuracy. Based on the output of the classification method, appropriate voice message feedback will be transmitted to the users to alert them about the type of detected obstacles. We experimentally assess the efficiency of the proposed classification method through its integration to the ENVISION system.
The remainder of this paper is structured as follows. Section II surveys state-of-the-art obstacle classification methods. Section III presents the proposed method for obstacle classification in uncontrolled scenes. To put the contribution of this research into perspective and justify the choices of deep learning classifiers, Section IV provides details about the completed off-line work which was performed to develop the proposed method. Section V discusses the exhaustive experimental evaluation method which was used to evaluate the efficiency and accuracy of our method. Finally, Section VI summarizes the key findings of the presented work and highlights major directions for future work.
II. STATE OF ART ON OBSTACLE CLASSIFICATION
Obstacle classification is an important step in almost all navigation assistance systems which are based on computer vision. In fact, obstacle classification remains a challenge against the performance and success of several computer vision systems. The obstacle classification challenge complexity is mainly attributed to a) dynamic changes in the natural scene, and b) the visual features of obstacles (color, shape, size). The development of an efficient method for classifying obstacles should therefore consider performance under unknown scene conditions and independently from associated obstacle features. In the literature, several methods for obstacle detection and classification are proposed to assist the visually impaired people. In [2] , the authors introduce a real-time obstacle recognition system to assist visually impaired people for safe navigation. It helps them to avoid and recognize the obstacles. Based on the relative distance to the video camera, the obstacle is marked as urgent or normal and the user is being alerted accordingly. Also, the authors have extended their work by employing the bone conduction head-phones to hear the audio warnings [1] . In their system, the adaptive HOG (Histogram of Oriented Gradients) descriptor is combined with the BoVW (Bag of visual Words) and VLAD (Vector of Locally Aggregated Descriptor) image representation and used for obstacle classification. The authors use the SVM (Support Vector Machine) classifier to discriminate between classes. In [5] , the authors propose a system to aid the visually impaired to navigate without collision. The system uses a prototype that consists of Kinect sensor and a walking stick to avoid the user fromcarrying an extra load. The proposedsystem calculates the depth map of the image to classify obstacles. In [6] , the authors propose a new method to detect static and dynamic obstacles using the Microsoft Kinect sensor to generate depth information. Themethod is proposed to help the visually impaired people to navigate in an unfamiliar environment and providesthem withvocal messages about the distance to the obstacle and the obstacle class by calculating the depth map of the image. The classes include rising stairs, descending stairs, static and dynamic obstacles without determiningthe type of the obstacle (e.g. vehicle, person or even the type of static obstacle). An effective and wearable mobility aid assistance for visually impaired people is proposed in [7] . It uses RGBD sensor, bone-conductive headset, embedded computing platform and glove with micro-motor to guide the user by audio messages and tactile feedback. The audio messages can be sent to a bone-conductive headset or client App which is running on a smartphone. Also, the system works with white cane for real time and effective obstacle detection and classification system. In work [7] , deep learning technique is used to classify obstacles using Convolutional Neural Network (CNN). In [8] , RGBD camera is used to observe the environment whereself-localization is implemented by a novel camera tracking approach usingdepth and color information in an ICP-based algorithm. In this work, the obstacle classification is performed by extractinggeometrical properties of the obstacles. The authors consider four classes which include staircases, walls, doors and other obstacles. This system is extends the work in [9] by sending the parallel operations to the GPU to achieve a real time system and speed up the detection process. The authors in [9] use Kinect sensor and assume that the obstacles are on the ground whichis a significant drawback because this assumption is not always the case. In [10] , the system uses mobile Kinect which is mounted on the user body. It detects the obstacles and sends information about obstacles to the visually impaired user. The system detectsthe moving objects (e.g., people) and static objects (e.g., trash, plant pots, fire extinguisher). The people are detected by employing Kindest SDK sensor which takes the depth image as input and presents a list of detected persons. The static obstacles are detected by applyingplane segmentation, ground and wall detection. All points that belong to ground and wall planes areremoved from the point cloud. Then human detection is applied and all points that belong to the detected humans are removed. After that, clustering based on Euclidean distance between neighbor points is applied to find other obstacles. A smart ultrasonic garment prototype is proposed in [11] . The system isa real-time adaptive obstacle classification system using acoustic echolocations to extract features and characteristics of obstaclesin the navigational path of visually impaired persons. This system used a combination of vibration and acoustic methods to feedback the processed information to the user. In [12] , the authors propose an object recognition method using computer vision techniques such as edge detection for helping the visually impaired people to know the type of the object in an environment. A comparison between the obstacle classification methods is illustrated in Tab.1. Based on Tab.1, it has been noticed that all methods require special or expensive equipment except [1] and [2] . In addition, some of these methods requirethat the camera must be mounted on the chest of the user [1] , [2] or on the eyeglass [7] . While some systems requirethe camera to be attached to the walking stick [5] , [12] ; this may make the user feel uncomfortable and seem unnatural (see Fig. 1 .(c), 1.(d)). In [5] , the system only classifies the obstacles to static or dynamic without determining the type of dynamic obstacles. As for [12] , its major drawback is that it considers only static obstacles. The systems in [6] - [8] , [10] , [12] use Kinect sensor which must be mounted on the body of the user. On the contrary, our proposed method will not impose any extra load on the user other than the use of a smartphone. The system in [8] , classifies only static obstacles (walls, doors, steps and residual obstacles) but does not detect dynamic obstacles (vehicles and persons) which the users usually encounter in their daily lives. In [7] , the system uses deep learning to classify obstacles but the major drawback of this system is that the user mustwear lenses and holders attached to an RGBD camera; this may make the user feel uncomfortable (see Fig. 1 .1(e)). In addition, the system in [11] needs five ultrasonic sensors which may be anexpensive device and the system imposes on the user to wear sonar embedded garment (see Fig. 1 .(f)). In this work, we propose a new obstacle classification method. Our proposed method imposes minimum restrictions on the mobile (i.e. camera) position and movement to detect and classify obstacles in both indoor and outdoor environments with no prior knowledge about the background and objects. It provides significant information about the obstacles which is the type of the obstacle. After comparing the existing navigation assistance systems, we choose to extend ENVISION system by integrating our obstacle classification method with ENVISION. The ENVISION V2 system will be similar to the work of [1] but it will not require that the user wears a chest harness to carry the smartphone (see Fig. 1.(b) ). In ENVISION V2, the smartphone camera will capture good quality images where the entire obstacle appears in the image(see Fig. 2 .(b)). By giving the user the freedom to carry the smartphone at a 45 • angle with the landscape mode enabled, ENVISION V2 makes the user feel more at ease with the smartphone and feel more comfortable (see Fig. 1.(a) ). However, this incurs two mainchallenges in our method: a) the images have noise and bad resolution, and b) the obstacle is not completed and only part of the obstacle may appear in the image (see Fig. 2 .(a)). These challenges will affect the obstacle classification efficiency. Moreover, the system in [1] uses Support Vector Machine (SVM) to classify the obstacles while our method uses deep learning techniques to improve the obstacle classification rate. As such, our proposed method classifies the detected obstacles without imposing any constraints on the user. The proposed obstacle classification method is based on deep learning techniques. Machine learning techniques are adopted in many practical applications and deep learning technique is one of the most effective techniques for scene understanding. Deep learning based methods have achieved unprecedented success in solving different computer vision problems [13] . Deep neural networks show excellent performance for solving complex object recognition tasks such as face and character recognition tasks [15] , [27] . In [14] , the authors presented deep learning for unsupervised feature extraction of remote sensing image classification. The proposed approach consists of using a Convolutional Neural Networks (CNN) trained with an unsupervised algorithm and shows that single-layer convolutional networks can extract powerful features. Also, CNN is used for vehicle classification [16] , object detection [17] and object recognition [18] , [23] . The advantage of using deep features is to have analready trained CNN to generate high level features without the load of having to train a CNN from scratch. In [26] , the Multi-Layer Perceptron (MLP) neural network is used to classify vehicles, people, trees, trunks, light poles and buildings. Moreover, deep learning is used for object classification [19] and tracking [19] , [20] . An intelligent surveillance system for smartphones is presented using deep learning in [22] where the system consists of a detection module and a classification module. In [21] , a deep learning model based on Support Vector Machine (SVM) named Deep SVM (DSVM) is proposed to classify Handwritten Arabic Characters. In addition, deep learning techniques are used for obstacle classification in order to increase the awareness of the explored environment [7] , [24] , [25] . In [24] , depth segmentation is applied to detect obstacles and obstacles are classified using a Convolutional Neural Network and a Support Vector Machine. A general frame-work using deep learning for detecting, recognizing, and tracking vehicles and pedestrians is introduced in [25] . The system recognizes vehicles and pedestrians and represents the obstacle using Speed Up Robust Features (SURF). SURF is compared with Haar and Gabor wavelet features and it was foundthat SURF provides significant enhancement of recognition performance. To develop our proposed obstacle classification method, we exploit deep learning techniques for automatic obstacle classification. The method will be integrated into the ENVISION system which is a real-time and assistance system to help visually impaired people to avoid obstacles. ENVISION detects both static and dynamic obstacle regions based on prediction models. In the following section, we present our proposed method.
III. PROPOSED METHOD
In figure 3 , the architecture of ENVISION is illustrated. The method operates in four steps: (1) speech recognition, (2) path finding, (3) obstacle detection, and (4) merging phase. In step (1), the requested destination using (Google Voice API) is recognized and passed to step (2) where a valid path to the destination is found. ENVISION implements step (2) using GPS technology (Google Maps API and Google Maps Directions API).
Step (3) produces region(s) of obstacles which will theinput to obstacle classification step (4) . Finally, in the merging phase (step 5), ENVISION system generates an intelligent decision representing an appropriate voice directive and an alert to the user when an obstacle is detected. The obstacle classification method will be integrated as a step (4) in ENVISION system [ENVISION V2] as illustrated in Fig.3 . Our proposed method operates in two main steps which are obstacle classification and feature extraction (see Fig.4 ). It applies machine learning techniques for obstacle classification (categorization / recognition) step that provides further information about the type of the detected obstacles. The detected obstacles are marked as normal or danger based on its class. In our proposed method, we consider three classes: person, vehicle and other. The method alerts ENVISION system when the obstacle is a person or a vehicle.
In order to develop the proposed solution for automatic obstacle classification, we start by generating, in an off-line process, a classifier by exploiting deep learning techniques. Then, the generated classifier is used to classify obstacles in uncontrolled scenes. More specifically, we conduct our work in two stages: Off-line learning stage and Exploitation; and Evaluation stage. In the following section, we provide details about the off-line work.
IV. OFF-LINE WORK TO DEVELOP THE PROPOSED METHOD
In following subsections, we first present the feature extraction step followed by a discussion about the obstacle classification step.
A. FEATURE EXTRACTION
In this step, we extract the features from the images. These features are RGB color histogram, histograms of oriented gradients (HOG), HSV (Hue, Saturation, and Value) histogram and uniform local binary patterns (LBP) features. Then, we supply these features as inputs to deep learning techniques. Based on the literature, we found that these features are most commonly used in obstacle and object classification methods [1] , [28] - [30] . In addition, they are most appropriate to our settings. Since the method has to work in real time manner, the used features should be efficient.
LBP produces 10 values of features and the histograms of RGB, HOG and HSV produce very long vectors. In case of RGB and HSV, each one of the six channels (i.e. features) consists of 256 bins. To overcome this complexity which increases time and space requirements, we normalize the feature histograms of HOG, RGB and HSV into 8 bins only by using the algorithm proposed in [31] . This is useful to reduce the classification effort. Given that we have eight features, each image in the datasets is described by a feature vector of 66 elements (66 = 10 LBP features + 8 HOG features + 6 channels of RGB and HSV features * 8 bins). The equation 
where nR, nG, nB, nH, nS, nV, nHog are the histograms of Red, Green, Blue, Hue, Saturation, Value and HOG features after normalization. WhilenLbp is the LBP features.
B. OBSTACLE CLASSIFICATION
The obstacle classification step relies on two sub-steps: (1) learning and testing dataset preparation, and (2) classifier generation. The classifier is used to determine the type of the detected obstacle in the images based on the visual features that wereextracted from these images. The main objective of this stage is to generate a classifier that produces the most efficient obstacle classification under the aforementioned requirements (working in an unknown environment, offering maximum flexibility to the user and using the least expensive equipment). Among the existing machine learning techniques, we adopt deep learning techniques for obstacle classification. First, we build the learning set (huge number of labeled Obstacle images for each class) from the frames of videos which recorded the path in natural conditions in both indoor and outdoor environments. Second, we identify the effectivefeatures for describing obstacles and buildan n-dimensional table from our training data. Third, we select the appropriate deep learning technique to generate the classifier.
1) LEARNING AND TESTING DATASET PREPARATION
To include all the circumstances that may expose our method, we prepare a large and representative corpus (six long videos of paths recorded in a natural scene). The videos cover all conditions related to environment (indoor and outdoor), ground (reflection, shadow, color and texture contrast), and obstacle (persons, vehicles and others). The characteristics of these videos are presented in Tab.2. In addition, we use the dataset which has been already prepared in [3] , [4] . It is a large and representative corpus (ten videos of path recorded in natural conditions). The characteristics of the latter dataset are illustrated in Tab.3. It is important to note that thecaptured videos are noisy and include dark and cluttered scenes. We classify all images that were extracted from the videos data set into three classes: person, vehicle and other. The resulting dataset is used to construct the training set and the testing set, splitting the dataset randomly into (70 %) for training and (30 %) for testing. The number of training set images is 11394 which consists of 2006 person images, 1188 vehicle images, and 8200 other images. The number of testing set images is 4623 which consists of 708 person images, 405 vehicle images, and 3510 other images. For each image in the training and testing datasets, we generate the feature vector (described in Section IV).
2) CLASSIFIER GENERATION
In order to select the appropriate deep learning technique for generatingthe classifier, we implement, test and evaluate six of deep learning techniques to validate the effectiveness of our proposed method. These techniques are Multi-layer Perceptron (MLP), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Self-organizing Map (SOM), Deep Belief Network (DBN) and Stacked Autoencoder (SAE). We evaluate the experimental results of the obstacle classification method based on the Accuracy Rate which is the Percentage of Correct Classification (PCC). Tab.4 summarizes the Accuracy Rate results obtained by the six deep learning techniques.
According to the results inTab.4, we can notice that the best results have been obtained with MLP and RNN techniques, while the worst results have been obtained with CNN and SOM techniques. Also, we can observe that the MLP and RNN techniques are able to classify the obstacles with high accuracy rate with nearly 98%. As it can be observed, a CNN returns the worst results since the number of features is 66 and it is not possible to use a large number of layers. Hence, for further experiments, we can train the images themselves rather than the features which may offer a better accuracy rate but requires a high performance GPU. Also, in the case of SOM, the accuracy rate is very low and it is not possible to change the architecture of the network map because it must contain 3 nodes corresponding to 3 classes. Although we can try different distance functions and typologies but it will not increase the accuracy rate. Therefore, MLP and RNN are the most suitable to classify obstacles into person, vehicle and other. We select MLP since it is most commonly used in classification tasks while RNN is suitable for speech recognition and handwriting prediction tasks.
V. EXPERIMENTAL RESULTS
In this section, we provide experimental results concerned with several aspects of our proposed obstacle classification method. We use only 2D frames that are captured by a smartphone camera (see Tab.2, Tab.3, Tab.7) at a resolution of 320 × 240 pixels. The frames are highly challenging because they are captured with a high level of noise, bad resolution and changes in the illumination conditions. Also, different types of camera/background motions are present and the entire obstacle may not fully appear in the image since the user carries the smartphone at 45 • angle and uses the landscape mode. In order to evaluate our proposed method, we carried out a series of experiments based on standard metrics. The experiments 1 and 2 are conducted before integrating the proposed method into ENVISION system and experiment 3 and experiment 4are conducted after the integration.
• Experiment 1: we present the results of the MLP on the testing dataset.
• Experiment 2: we test the effectiveness and accuracy of the proposed method by applying it into five recorded test videos (unseen), each video includes different challenges.
• Experiment 3: we conduct a real-world evaluation.
• Experiment 4: we conduct a usability testing on blind adult volunteers.
• Experiment 5: we assess the performance of the MLP classifier by comparing it with a well-known visionbased methods of obstacle classification [1] , [7] .
A. RESULTS OF EXPERIMENT 1
The results of the MLP in both learning set and testing set (see Tab.2 and Tab.3 in Section V) are as shown in Tab.5. The confusion matrix is generated across all the testing dataset. The confusion matrix shows the percentages of correct and incorrect classifications. Correct classifications are on the matrices diagonal. Incorrect classifications are represented by values outside the diagonal. If the network has learned to classify properly, the percentages outside the diagonal should be very small, indicating few misclassifications. After computing the confusion matrix, we obtain the results as follows: the overall correctness (Percentage Correct Classification) equals to 97.7%, and the Percentage of Incorrect Classification equals to 2.3%. For performance evaluation, we compute the Precision (P), Recall (R) and F-measure (F) as in Tab.6. It can be noticed from Tab.6 that, on average, our system achieves high precision, recall and F-measure of 97%. It indicates that the MLP is efficient and robust for the challenges (since the training data involves all expected challenges). The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. In Fig.5 , a receiver operating characteristic (ROC) plot is generated for the person, vehicle and other classes. The best classifications will show the receiver operating line approaching the left and top sides of the plot axis.
B. RESULTS OF EXPERIMENT 2
In order to test the proposed method on a new dataset, we add five test videos to our testing dataset which is described in SectionV, then we apply the proposed method on them. The locations, number of frames and type of challenges of the five test videos are presented in Tab.7. The Confusion Matrix for the classes, person, vehicle and other is illustrated in Tab.8. After computing the confusion, we obtain the results as follows: the overall correctness (Percentage Correct Classification) equals to 90.2%, and the Percentage Incorrect Classification equals to 9.8%. For the performance evaluation, we have used the above Confusion matrices to compute the Precision (P), Recall (R) and F-measure (F) for each class as illustrated in Tab.9. We can notice from Tab.9 that, in average, our system achieves precision, recall and F-measure of 89%, 82% and 85% respectively. It indicates that the MLP is efficient despite the challenges which are involved in the testing dataset. In Fig.6 , a receiver operating characteristic (ROC) plot is shown for each class after adding the five test videos. In ROC curve, other and person classes pass through the upper left corner more than vehicle class. We test the effectiveness and accuracy of the proposed method in terms of True Positive Rate (TPR), True Negative Rate (TNR), False Negative Rate (FNR), False Positive Rat (FPR) (or false alarm rate (FAR)) and Classification Accuracy Rate (ACR) for each video as presented in Tab.10. It can be observed from Tab.10, the accuracy of our proposed method is between 69% and 93% while the false alarm rate is between 5% and 23%. These results indicate that our obstacle classification method is effective and robust through different kind of environment challenges.
C. RESULTS OF EXPERIMENT 3
This experiment aims to evaluate the proposed method in real time by applying it to live videos. Hence, the environment, illumination and ground conditions will change over time. This evaluation is important to ensure that the method is effective. To implement this assessment, we assumed five live videos that imitate most visually impaired people's navigation. We take in our consideration two issues: first, the experimenter should walk similar to the visually impaired people as they usually walk slowly and cautiously. Second, the live videos must involve different conditions in the environment, illumination and ground. This is becausein real life, people walk through changing conditions over time when they move from one place to another. The locations, number of frames and type of challenges of the five new test videos are presented in Tab.11. After applying the proposed classification method to the live videos, it achieved high accuracy of [91.1 %]. These experimental results demonstrate that our method is effective and robust in obstacle classification.
D. RESULTS OF EXPERIMENT 4
We have evaluated the ENVISION v2 system from the human perspective by conducting a usability testing on five blind adult volunteers. We focused on how they think about the simplicity, comfort, and trustworthiness of the system. Many steps were implemented to prepare the usability testing which are:
• Preparation of legal form: this form is necessary to give a clear idea to the participants about the purpose of this test and its procedures.
• Identify the participants: five blind adult volunteers (P1 to P5) were selected to implement the test, then we made them sign the legal form.
• Selecting the environment: The participants have to walk through the same path separately to guarantee the consistency and the safety of the experiment. The path was carefully selected where it involves most under-study challenges: non-homogeneous ground, shadows, static and dynamic obstacles (person, vehicles and others).
• The participants training: Before starting, we explained to the participants how to open the application, and how to hold the smartphone in a correct way (pointing it to the front with 45 ± 5 degree). Forth more, we have ensured that all of them get familiar with the application and can understand the auditory feedback.
• Determining the tasks to be evaluated: we determined the tasks that should be followed by the participants.
We determined four tasks that should be followed by each participant, these tasks are: -Task 1: Opening the camera of obstacle detection application In this task, we asked the participant to open the obstacle detection application and follow its voice instructions. It requests the user to rotate VOLUME 8, 2020 the mobile to landscape mode, then point the camera toward the floor with 45 ± 5 degrees. The goal of this task is to assess how easy it is to open the application camera and hold the smartphone in a correct way. -Task 2: Avoiding static obstacles In this task, we put five static obstacles on the path and asked the participant to walk straight to the end of it. The application started vibration and producing ''Stop slide right'', ''Stop slide left'' or ''Go back'' voice messages according to the location of the obstacle. The aim of this task is to determine the ability of the user to avoid static obstacles by using the application. -Task 3: Avoiding dynamic obstacles In this task, we removed any static obstacles from the path, then asked the participant to walk straight while three pedestrians and two vehicles are near her in different directions. The application triggers phone vibrations and produces ''Stop slide right'', ''Stop slide left'' or ''Go back'' voice messages according to the type and location of the obstacles. The goal of this task is to determine the ability of the application to guide the user in avoiding dynamic obstacles. -Task 4: Avoiding many static and dynamic obstacles In this task, we put three static obstacles, three pedestrians and two vehicles near the participant. After that, the participant was requested to walk through the entire path. The goal of this task is to determine the ability of our application in guiding the user in a normal situation to avoid dynamic and static obstacles.
• Preparation of post-task and post-test questionnaires: the purpose of these questionnaires is to get more feedback about users experience during the usability test. We evaluated the performance of the above tasks through three measurement levels:
• Excellent: indicates that the application is easy to use in the task.
• Acceptable: indicates that the application is somewhat easy to use in the task.
• Unacceptable: indicates that the application is difficult to use in the task.
The usability testing is analyzed according to three different issues: the simplicity, comfort, and trustworthiness:
• Simplicity All participants pointed the smartphone to the default posture easily. Also, four of them (P1, P2, P3, and P4) found both vibration and voice instructions were easy to understand; one participant (P5) faced difficulty in understanding the English instructions and preferred using. In addition, at least three participants completed the four tasks within an acceptable time.
• Comfort Three participants (P1, P2, and P4) said that they felt comfortable while using the application in the four tasks. Four of them (P1, P2, P3, and P4) were happy to carry the smartphone with their hands during the tasks, whereas two of them (P2 and P5) preferred to use a carrying tool.
• Trustworthiness Almost all participants avoided obstacles whether they are static obstacles or dynamics; the exception was participant (P5) who collided with three obstacles in task 3 and with four obstacles in task 4. Three participants (P1, P3, and P4) said that they trust the application to avoid obstacles. Furthermore, two participants (P1 and P4) said that they could use it as a replacement of their traditional assisting tool.
In conclusion, the conducted usability tests show that, overall, the system is easy to use, comfortable, and trust-worthy.
E. RESULTS OF EXPERIMENT 5
In order to make the assessment more realistic, we compare our proposed method with well-known obstacle classification methods. Based on our survey, two vision-based methods of obstacle classification [1] , [7] are appropriate for comparing to our proposed method. The comparison is conducted based on several criteria including their problems and how our method solve them (see Tab.12). It can be noticed from Tab.12 that [1] and [7] impose on the user to carry special equipment, while our method does not impose any constraints on the user. In addition, the SVM classifier used in [1] has many drawbacks such as with tuning parameters it is difficult to get good results. In addition, it does not perform well when the dataset is large or has more noise. Our method uses deep learning technique which overcomes the challenges related to obstacle classification. Although [7] uses deep learning technique but the performance of our method outperforms the performance of [7] . Hence, according the experimental results of [1] , [7] , it has been noticed that our method exceeds the performance of [1] , [7] . The overall correctness (Percentage Correct Classification) of our method is (90.2%) which exceeds the overall correctness (88.20%) of [1] and (71.86%) of [7] as shownin Fig.7 .
Furthermore, in [1] , [7] the camera will capture a good quality of images and the entire obstacle appears in the image (see Fig.8.(b) , Fig.8.(c) ). In contrast, our method gives the user the freedom to carry the smartphone at a 45 • angle with the landscape mode. However, this incurs several challenges for our method: the images have noise and bad resolution; the obstacle is not completed and part of the obstacle may appear in the image (see Fig.8.(a) ).
VI. CONCLUSION
In this paper, we propose to extend ENVISION system to ENVISION V2 and enhance the ENVISION by adding an obstacle classification method. The proposed method is integrated into the ENVISION system to offer a smartphone-based mobility aid that is capable of both detecting and providing information about the type of obstacles. The main contribution of this work is that the proposed method handles the high level of noise and bad resolution of images. It operates on partial visual information about obstacles, since the obstacle may not fully appear in the image. To overcome the challenges related to obstacle classification, we adopt deep learning techniques to generate a classifier for classifying obstacles. We conduct several experiments to find the best architecture of deep learning technique which is suitable to our context. The proposed method was evaluated by a series of experiments with various videos against different conditions. We obtain significant results from each experiment study, that indicate the efficiency of our proposed method. The experimental results show that our proposed method has excellent categorization capability (close to 98% of classification rate) which is obtained by MLP and RNN techniques. We select MLP and apply it to a new recorded test videos where each video includes different challenges. MLP achieves a maximum accuracy rate of 90.2%. Thus, we can conclude that MLP is the most appropriate technique for obstacle classification. The proposed method is applied and evaluated in real-time, and integrated into the ENVISION system. It achieves a maximum accuracy rate of 91.1% in real-world experiments. Future works will focus on increasing and improving the accuracy of the proposed obstacle classification method on real-time by training more classes and changing or normalizing the features. In addition, in order to improve the proposed method and make the visually impaired people able to gain more information about the surrounding environment, we plan to add extra functionalities to provide the user with more information. For instance, it would be interesting to add face recognition in case the person is one of the visually impaired friends, and to determine the velocity (speed) of a dynamic obstacle. This information can make the users more in-charge of the situation and decide for themselves.
