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TOEPLITZ OPERATORS ON DOUBLING FOCK SPACES
ROC OLIVER AND DANIEL PASCUAS
Abstract. We study Toeplitz operator theory on the doubling Fock spaces,
which are Fock spaces whose exponential weight is associated to a subharmonic
function with doubling Riesz measure. Namely, we characterize the bounded-
ness, compactness and membership in the Schatten class of Toeplitz operators on
doubling Fock spaces whose symbol is a positive Radon measure.
1. Introduction
During the last decades many authors have contributed to develop an operator
theory on the classical Fock spaces (see the recent book [24] for an account of that
theory). We are interested in a more general setting of Fock spaces, the doubling
Fock spaces, which we are going to introduce. Denote by dA the Lebesgue area
measure on the complex plane C, and let H(C) be the space of entire functions.
Let φ be a subharmonic function on C. Then ∆φ is a locally finite positive Borel
measure. From now on we suppose that ∆φ is a doubling measure. For 0 < p <∞,
let Lpφ := L
p
φ(C) be the space of all measurable functions f on C such that
‖f‖pp,φ :=
∫
C
∣∣f(z)e−φ(z)∣∣p dA(z) <∞,
and
L∞φ = L
∞
φ (C) :=
{
f meas. : ‖f‖∞,φ := ess sup
z∈C
∣∣f(z)e−φ(z)∣∣ <∞} .
It is clear that Lpφ = L
p(C, e−pφdA), for 0 < p < ∞. Moreover, (Lpφ, ‖ · ‖p,φ) is a
Banach space for 1 ≤ p ≤ ∞, and a quasi-Banach space for 0 < p < 1. The doubling
Fock spaces F pφ are defined to be
F pφ := H(C) ∩ L
p
φ (0 < p ≤ ∞).
Recall that for φ(z) = α
2
|z|2, where α > 0, one obtains the classical Fock spaces.
Moreover, if φ is a subharmonic function on C such that ∆φ is comparable to the
Lebesgue measure dA, then ∆φ is a doubling measure. But there are subharmonic
functions φ on C such that ∆φ is a doubling measure which is not comparable to dA,
for example, any subharmonic non-harmonic polynomial on C with degree greater
than 2.
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As far as we know, the first work dealing with such spaces is the seminal paper [11]
by N. Marco, X. Massaneda and J. Ortega-Cerda`, where the authors characterized
the interpolating and sampling sequences for the doubling Fock spaces by extending
the corresponding characterizations due to J. Ortega-Cerda` and K. Seip for the case
that ∆φ is comparable to the Lebesgue measure (see [13]). Moreover, in doing so
they proved a large amount of technical properties of the doubling Fock spaces.
Furthermore, J. Marzo and J. Ortega-Cerda` completed the previous work in their
interesting paper [12] by showing quite sharp pointwise estimates of the Bergman
kernel associated to these spaces.
The goal of this article is to apply all this technical machinery to study the theory
of Toeplitz operators acting on the doubling Fock spaces. But previously we obtain
some complementary results such as the complex interpolation and the duality of
these spaces. Namely, we completely characterize the boundedness, compactness
and membership in the Schatten class of the Toeplitz operators on the doubling
Fock spaces whose symbol is a positive locally finite Borel measure. In doing so we
prove characterizations of the so-called Carleson measures and vanishing Carleson
measures associated to these spaces. All the above characterizations are in terms
of the Berezin and average transforms of the symbol measure. Our results extend
to the setting of the doubling Fock spaces previous known results for the classical
Fock spaces (see [24]) and the case that ∆φ is comparable to the Lebesgue measure
(see [6, 22, 17]). For similar results in the setting of the Bergman spaces on the unit
disk see [1, 2].
The paper is organized as follows. In the next section we will fix the notation and
introduce some technical but useful properties of our Fock spaces. Section 3 deals
with the Bergman projection on the doubling Fock spaces and its interesting con-
sequences, which are the duality and the complex interpolation of these spaces. In
Section 4 we characterize the so-called Fock-Carleson measures and vanishing Fock-
Carleson measures. In Section 5 we introduce the Toeplitz operators on the doubling
Fock spaces whose symbols are locally finite positive Borel measures, and we char-
acterize their boundedness and compactness in terms of their symbols. Finally, a
complete description of the membership in the Schatten class of those Toeplitz op-
erators is given in Section 6, which is the last section of the paper and the one that
contains the more elaborate proofs of the paper.
Finally a word about notation. We write either f . g or g & f whenever there
is a positive constant C, independent of the variables involved, such that f ≤ Cg,
and f ≃ g if both f . g and g . f hold.
2. Basic Properties
As usual, we denote by D(z, r) the open disk in C of center z ∈ C and radius
r > 0. A positive Borel measure µ on C is called doubling if there exists a constant
C > 1 such that
(2.1) 0 < µ(D(z, 2r)) ≤ Cµ(D(z, r)) <∞, for every z ∈ C and r > 0.
The smallest constant C > 1 satisfying (2.1) is called the doubling constant for µ
and is denoted by Cµ. Note that then µ(D(z, 2r)) ≥ cµ(D(z, r)), for every z ∈ C
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and r > 0, where c = 1 + C−3µ > 1, and therefore
(2.2) lim
r→∞
µ(D(z, r)) =∞, for every z ∈ C.
Moreover, it is well known that µ has no mass on any circle (see [20, p. 40]), and,
in particular, µ has no atoms, that is,
(2.3) µ(∂D(z, r)) = µ({z}) = 0, for every z ∈ C and r > 0.
An important and useful estimate for doubling measures is the following result
due to M. Christ:
Lemma 2.1 ([3, Lemma 2.1]). Let µ be a doubling measure on C. Then there are
constants C > 1 and 0 < δ < 1, which only depend on Cµ, such that if D and D
′
are open disks of radii r and r′, respectively, such that D ∩D′ 6= ∅ and r′ < r, then
C−1(r′/r)1/δµ(D) ≤ µ(D′) ≤ C(r′/r)δµ(D).
Let φ be a subharmonic function on C such that µ = ∆φ is a doubling measure.
Then µ satisfies (2.2) and (2.3) so the map r ∈ (0,∞) 7→ µ(D(z, r)) ∈ (0,∞) is a
strictly increasing homeomorphism. In particular, for every z ∈ C there is a unique
radius ρ(z) = ρφ(z) > 0 such that µ(D(z, ρ(z))) = 1. Note that, for z, w ∈ C, we
have that D(z, ρ(z)) ⊂ D(w, ρ(z) + |z − w|), so 1 ≤ µ(D(w, ρ(z) + |z − w|)), and
therefore ρ(w) ≤ ρ(z) + |z − w|. By symmetry it follows that
(2.4) |ρ(w)− ρ(z)| ≤ |z − w|, for every z, w ∈ C.
The function ρ−2 can be considered as a regularization of the measure ∆φ. Indeed,
there exist ψ ∈ C∞(C) and a constant C > 0 such that |φ − ψ| ≤ C, (∆ψ) dA is a
doubling measure and
∆ψ ≃
1
ρ2ψ
≃
1
ρ2φ
.
Due to that fact, the space F pφ does not change if φ is replaced by ψ, so from now
on we will assume that φ ∈ C∞(C) and ∆φ ≃ 1/ρ2. For this reason, we will use
sometimes the notation dσ := dA/ρ2. See [11] for all that.
Let Dr(z) := D(z, rρ(z)) and D(z) := D1(z) = D(z, ρ(z)), for z ∈ C and r > 0.
We also use the following notations: Dr(z)c := C\Dr(z) and D(z, r)c := C\D(z, r).
As a consequence of (2.4) and Lemma 2.1 we obtain the following useful estimate:
Lemma 2.2. For every r > 0 there is a constant cr ≥ 1, depending only on r and
the doubling constant for ∆φ, such that
(2.5) c−1r ρ(z) ≤ ρ(w) ≤ cr ρ(z), for every z ∈ C and w ∈ D
r(z).
Namely, cr = (1− r)
−1, for every 0 < r < 1.
Proof. Observe that (2.4) shows that
(1− r)ρ(z) ≤ ρ(w) ≤ (1 + r)ρ(z), for every z ∈ C and w ∈ Dr(z).
Therefore cr = (1 − r)
−1 satisfies (2.5), for every 0 < r < 1, and we only have to
prove the first estimate of (2.5) for r > 1 and w ∈ Dr(z) such that ρ(w) < ρ(z). In
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this case, we may apply Lemma 2.1 to the doubling measure µ = ∆φ and the disks
D = Dr(z) and D′ = D(z), so we get
µ(Dr(z)) ≤ Cr
1
δ ,
where C > 1 and δ ∈ (0, 1) are constants depending only on Cµ. Then another
application of Lemma 2.1 to the disks D = Dr(z) and D′ = D(w) shows that
1 ≤ C
(
ρ(w)
rρ(z)
)δ
µ(Dr(z)) ≤ C2r
1
δ
−δ
(
ρ(w)
ρ(z)
)δ
,
and the proof is complete. 
The behavior of ρ outside the disks D(z) also follows from Lemma 2.1 as M. Christ
proved:
Lemma 2.3 ([3, Lemma 3.3]). There is a constant δ ∈ (0, 1), depending only on
the doubling constant for ∆φ, such that
ρ(z) . |z − w|1−δ ρ(w)δ (z ∈ C, w ∈ D(z)c)
and
ρ(w) . |z − w|1−δ ρ(z)δ (z ∈ C, w ∈ D(z)c).
We continue with a useful and well-known result that is widely used in many
situations throughout this work.
Lemma 2.4 ([11, Lemma 19(a)]). Let 0 < p < ∞. For any r > 0 there exists a
constant C > 0 such that, for any f ∈ H(C) and z ∈ C,∣∣f(z)e−φ(z)∣∣p ≤ C ∫
Dr(z)
∣∣f(w)e−φ(w)∣∣p dA(w)
ρ(w)2
.
It is a direct consequence of Lemma 2.4 and (2.5) that, for any 0 < p ≤ ∞, we
have
(2.6) |f(z)| .
eφ(z)
ρ(z)2/p
‖f‖p,φ (z ∈ C, f ∈ F
p
φ).
This pointwise estimate implies that (F pφ , ‖ · ‖p,φ) is a Banach space for 1 ≤ p ≤ ∞,
and a quasi-Banach space for 0 < p < 1. Another consequence is that, for any
z ∈ C, the pointwise evaluation f 7→ f(z) is a bounded linear functional on F pφ . In
particular, F 2φ is a reproducing kernel Hilbert space: there exists a unique function
Kz in F
2
φ such that f(z) = 〈f,Kz〉φ, for every f ∈ F
2
φ , where
(2.7) 〈f, g〉φ :=
∫
C
f(w)g(w)e−2φ(w) dA(w)
is the inner product in L2φ. In particular, Kz(w) = 〈Kz, Kw〉φ = Kw(z), for every
z, w ∈ C. The function Kz is called the reproducing kernel or Bergman kernel for
F 2φ at z ∈ C.
First, we recall the L2φ-norm estimate of the Bergman kernels (see [12, Prop. 2.10]):
(2.8) ‖Kz‖2,φ ≃
eφ(z)
ρ(z)
(z ∈ C).
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In order to state the pointwise estimates of the Bergman kernels it is convenient
to consider the distance dφ induced by the metric ρ
−2(z) dz ⊗ dz. Namely, for any
z, w ∈ C,
dφ(z, w) := inf
γ
∫ 1
0
|γ′(t)|
dt
ρ(γ(t))
,
where γ runs on the piecewise C1 curves γ : [0, 1]→ C with γ(0) = z and γ(1) = w.
This distance satisfies the following estimates:
Lemma 2.5 ([11, Lemma 4]). For every r > 0 there is a constant cr > 1 such that
(2.9) c−1r
|z − w|
ρ(z)
≤ dφ(z, w) ≤ cr
|z − w|
ρ(z)
(z ∈ C, w ∈ Dr(z))
and
(2.10) c−1r
(
|z − w|
ρ(z)
)δ
≤ dφ(z, w) ≤ cr
(
|z − w|
ρ(z)
)1/δ
(z ∈ C, w ∈ Dr(z)c),
where δ ∈ (0, 1) is the constant in Lemma 2.3.
Now we can state the pointwise estimates of the Bergman kernel.
Theorem 2.6 ([12, Theorem 1.1, (3) and Proposition 2.11]). There exist constants
C > 0 and ε > 0 (depending only on the doubling constant for ∆φ) such that
(2.11) |Kz(w)| ≤ C
1
ρ(z)ρ(w)
eφ(z)+φ(w)
exp (dφ(z, w)ε)
, for any z, w ∈ C.
Moreover, there is r0 > 0 such that
(2.12) |Kz(w)| ≃ ‖Kz‖2,φ ‖Kw‖2,φ ≃
eφ(z)+φ(w)
ρ(z)ρ(w)
, (z ∈ C, w ∈ Dr0(z)).
The following two lemmas are very useful to prove the Lpφ-norm estimates of the
Bergman kernels.
Lemma 2.7. For every ε > 0, k ≥ 0 and r ≥ 1 there is a constant Cε,k(r) > 0 such
that ∫
Dr(z)c
|w − z|k
exp (dφ(w, z)ε)
dσ(w) ≤ Cε,k(r) ρ(z)
k, for every z ∈ C.
Moreover, Cε,k(r)→ 0, as r →∞, for any ε > 0 and k ≥ 0.
Lemma 2.7 is easily proved by following the proof of [12, Lemma 2.7].
Lemma 2.8.
(a) For every r ≥ 1 there is a constant C(r) > 0 such that∫
Dr(z)c
∣∣Kz(w)e−φ(w)∣∣ dA(w) ≤ C(r)eφ(z), for every z ∈ C,
and C(r)→ 0, as r →∞.
(b) There exists a constant C > 0 such that∫
C
∣∣Kz(w)e−φ(w)∣∣ dA(w) ≤ Ceφ(z), for every z ∈ C.
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Proof.
(a) By (2.11) there is ε > 0 such that∫
Dr(z)c
∣∣Kz(w)e−φ(w)∣∣ dA(w) . eφ(z)
ρ(z)
∫
Dr(z)c
ρ(w) dσ(w)
exp (dφ(z, w)ε)
(z ∈ C, r > 0)
Then, by Lemma 2.3, there is δ ∈ (0, 1) such that
eφ(z)
ρ(z)
ρ(w)
exp (dφ(z, w)ε)
.
eφ(z)
ρ(z)1−δ
|z − w|1−δ
exp (dφ(z, w)ε)
(z ∈ C, r ≥ 1, w ∈ Dr(z)).
Therefore Lemma 2.7 shows that∫
Dr(z)c
∣∣Kz(w)e−φ(w)∣∣ dA(w) . Cε,1−δ(r) eφ(z) (z ∈ C, r ≥ 1),
so (a) holds.
(b) By (a) we have that∫
D(z)c
∣∣Kz(w)e−φ(w)∣∣ dA(w) . eφ(z) (z ∈ C).
On the other hand, since |Kz(w)| ≤ ‖Kz‖2,φ ‖Kw‖2,φ, (2.8) and (2.5) show that∫
D(z)
∣∣Kz(w)e−φ(w)∣∣ dA(w) . eφ(z)
ρ(z)
∫
D(z)
dA(w)
ρ(w)
≃ eφ(z) (z ∈ C).
And the proof is complete. 
Proposition 2.9. For any 1 ≤ p ≤ ∞ we have that
‖Kz‖p,φ ≃ e
φ(z)ρ(z)
2
p
−2 (z ∈ C).
Proof. First note that the estimate & directly follows from (2.12) and (2.5), so let
us prove the opposite estimate. For p = 1 it is just Lemma 2.8(b). For p = ∞ it
follows from Lemma 2.4, (2.5) and Lemma 2.8(b):
∣∣Kz(w)e−φ(w)∣∣ = e−φ(w)eφ(z) ∣∣Kw(z)e−φ(z)∣∣ . e−φ(w)eφ(z)
ρ(z)2
∫
D(z)
∣∣Kwe−φ∣∣ dA . eφ(z)
ρ(z)2
.
Finally, the case 1 < p <∞ is a direct consequence of the two preceding cases:∫
C
∣∣Kz(w)e−φ(w)∣∣p dA(w) = ∫
C
∣∣Kz(w)e−φ(w)∣∣ ∣∣Kz(w)e−φ(w)∣∣p−1 dA(w)
. e(p−1)φ(z)ρ(z)2−2p
∫
C
∣∣Kz(w)e−φ(w)∣∣ dA(w)
. epφ(z)ρ(z)2−2p. 
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3. Bergman Projection, Duality and Complex Interpolation
It is straightforward to see from the reproducing property of the Bergman kernel
for F 2φ that the orthogonal projection Pφ : L
2
φ → F
2
φ is the integral operator given by
Pφf(z) :=
∫
C
f(w)Kz(w)e
−2φ(w) dA(w) (f ∈ L2φ, z ∈ C).
Theorem 3.1. Pφ is a bounded linear operator from L
p
φ to F
p
φ , for any 1 ≤ p ≤ ∞.
Proof. First we prove that Pφf ∈ H(C), for every f ∈ L
p
φ. We do that by differen-
tiation under the integral sign. Let f ∈ Lpφ. Since the function
F (z, w) := f(w)Kz(w)e
−2φ(w) (z, w ∈ C)
satisfies that F (·, w) = f(w)Kwe
−2φ(w) is an entire function, for every w ∈ C, and
F (z, ·) = fKze
−2φ is a continuous function on C, for every z ∈ C, we only have to
check that for every z0 ∈ C there is Gz0 ∈ L
1(C) such that
(3.1) |F (z, w)| . Gz0(w) (z ∈ D(z0), w ∈ C).
But Lemma 2.2 and the subharmonicity of |Kw| imply that there is a constant r > 1
such that the function
Gz0(w) := |f(w)|e
−2φ(w)
∫
Dr(z0)
|Kw(ζ)| dA(ζ) (w ∈ C)
satisfies (3.1). Moreover, Ho¨lder’s inequality, Jensen’s formula, Tonelli’s theorem
and Proposition 2.9 show that Gz0 ∈ L
1(C).
Now we are going to prove that Pφ is a bounded linear operator on L
p
φ. Observe
that
∣∣Pφf(z)e−φ(z)∣∣ ≤ Qφ(∣∣fe−φ∣∣)(z), for every z ∈ C, where
Qφg(z) :=
∫
C
g(w)J(z, w) dA(w) (z ∈ C),
and J(z, w) := |Kz(w)| e
−φ(z)e−φ(w). In particular, it turns out that Pφ is bounded
on Lpφ whenever Qφ is bounded on L
p(C). First of all, we know by Lemma 2.8(b)
that there exists C > 0 such that
∫
C
J(z, w) dA(z) ≤ C, for every w ∈ C. Then, if
1 < p <∞ and q is the conjugate exponent of p, by Ho¨lder’s inequality and Fubini’s
theorem we have∫
C
|Qφg(z)|
p dA(z) ≤ Cp/q
∫
C
∫
C
|g(w)|p J(z, w) dA(w) dA(z)
= Cp/q
∫
C
|g(w)|p
∫
C
J(z, w) dA(z) dA(w)
≤ Cp
∫
C
|g(w)|p dA(w).
For p = 1, Fubini’s theorem shows that
‖Qφg‖1 ≤
∫
C
|g(w)|
∫
C
J(z, w) dA(z) dA(w) ≤ C ‖g‖1 .
8 ROC OLIVER AND DANIEL PASCUAS
Finally, if g ∈ L∞(C) then
|Qφg(z)| ≤ ‖g‖∞
∫
C
J(z, w) dA(w) ≤ C ‖g‖∞ , for every z ∈ C.
Hence the proof is complete. 
Corollary 3.2. If 1 ≤ p ≤ ∞ and q is the conjugate exponent of p, then
〈Pφf, g〉φ = 〈f, Pφg〉φ, for every f ∈ L
p
φ and g ∈ L
q
φ.
Proof. It follows from Fubini’s theorem. Note that the hypothesis of Fubini’s theo-
rem holds due to Ho¨lder’s inequality and the Lp-boundedness of the operatorQφ. 
Theorem 3.3. Let 1 ≤ p ≤ ∞. Then f = Pφf , for every f ∈ F
p
φ .
The proof of Theorem 3.3 follows the approach of Lindholm (see [8, pp. 412-413]).
First we need the following approximation lemma.
Lemma 3.4. Let 1 ≤ p ≤ ∞. For any f ∈ F pφ there is a sequence {fn}n of functions
in F 2φ ∩ F
p
φ such that:
(a) lim
n→∞
‖fn − f‖p,φ = 0, if p <∞.
(b) sup
n≥1
‖fn − f‖∞,φ < ∞, and limn→∞
|fn(z)− f(z)| e
−φ(z) = 0, for every z ∈ C, if
p =∞.
Proof. Let f ∈ F pφ . Take a cutoff function ψ ∈ C
∞(C) such that ψ(z) = 1 if |z| ≤ 1,
0 < ψ(z) < 1 if 1 < |z| < 2, and ψ(z) = 0 if |z| ≥ 2. Let ψn(z) := ψ(z/n) and
fn := Pφ(ψnf). Then un := ψnf − fn is the L
2
φ-minimal solution to the equation
∂u = f∂ψn. By [12, Proposition 1.4],
‖un‖p,φ .
∥∥ρf∂ψn∥∥p,φ (n ≥ 1).
Since
∂ψn(z) =
1
n
(∂ψ)
(z
n
)
,
(2.5) and Lemma 2.3 show that∣∣ρ(z)∂ψn(z)∣∣ . |z|1−δ
n
χD(0,2n)\D(0,n)(z) .
1
nδ
(n ≥ 1, z ∈ C),
and so
‖un‖p,φ .
∥∥ρf∂ψn∥∥p,φ . 1nδ ‖f‖p,φ (n ≥ 1).
Therefore
‖f − fn‖p,φ ≤ ‖f − ψnf‖p,φ + ‖un‖p,φ . ‖f − ψnf‖p,φ +
1
nδ
‖f‖p,φ (n ≥ 1).
(a) If p <∞ then ‖f − ψnf‖p,φ → 0 and so ‖f − fn‖p,φ → 0.
(b) If p = ∞ then ‖f − ψnf‖∞,φ ≤ ‖f‖∞,φ and so the first assertion of (b) holds.
The second assertion follows from the estimate
|f(z)− fn(z)| e
−φ(z) ≤ |f(z)− ψn(z)f(z)| e
−φ(z) + |un(z)| e
−φ(z)
. |f(z)− ψn(z)f(z)| e
−φ(z) +
1
nδ
‖f‖∞,φ ,
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since |f(z)− ψn(z)f(z)| e
−φ(z) → 0. 
Proof of Theorem 3.3. Let f ∈ F pφ . Take {fn}n as in Lemma 3.4. Recall that
fn ∈ F
2
φ and so Pφfn = fn. We distinguish the following two cases:
Case 1: p <∞. Since Pφ is bounded on L
p
φ (see Theorem 3.1) and ‖fn − f‖p,φ → 0,
we have that ‖Pφfn − Pφf‖p,φ → 0. Therefore
Pφf(z) = lim
n→∞
Pφfn(z) = lim
n→∞
fn(z) = f(z), for every z ∈ C.
Case 2: p =∞. Fix z ∈ C. First note that
|Pφf(z)− Pφfn(z)| ≤
∫
C
|f(w)− fn(w)| e
−φ(w) |Kz(w)| e
−φ(w) dA(w) −→ 0,
by the dominated convergence theorem, since Kz ∈ L
1
φ and Lemma 3.4(b). Then
|Pφf(z)− f(z)| ≤ |Pφf(z)− Pφfn(z)|+ |fn(z)− f(z)| −→ 0,
and hence Pφf(z) = f(z). 
Observe that Theorems 3.1 and 3.3 show that Pφ is a bounded projection of L
p
φ
onto F pφ (that is, Pφ : L
p
φ → L
p
φ is a bounded linear operator such that Pφ ◦ Pφ = Pφ
and PφL
p
φ = F
p
φ ), for any 1 ≤ p ≤ ∞. As a consequence of that fact we will obtain
results on complex interpolation and duality of the generalized Fock spaces.
Theorem 3.5. Let 1 ≤ p0 ≤ p1 ≤ ∞ and 0 ≤ θ ≤ 1. Then [L
p0
φ , L
p1
φ ]θ = L
pθ
φ and
[F p0φ , F
p1
φ ]θ = F
pθ
φ with equivalent norms, where
1
pθ
=
1− θ
p0
+
θ
p1
.
Proof. Let 1 ≤ p ≤ ∞. Then the formulas Ef = fe−φ and Rg = geφ define
bounded linear operators E : Lpφ → L
p(C) and R : Lp(C) → Lpφ. (Indeed, E and R
are topological isomorphisms.) Moreover, they satisfy R ◦ E = I, where I is the
identity map on Lpφ. So, using the terminology of [7, p. 151], {L
p0
φ , L
p1
φ } is a retract
of {Lp0(C), Lp1(C)}, and therefore the first part of [7, Lemma 7.11] shows that
[Lp0φ , L
p1
φ ]θ = R([L
p0(C), Lp1(C)]θ) = R(L
pθ(C)) = Lpθφ
with equivalent norms. Recall that the norms of R(Lpθ(C)) (see [7, (7.40)]) and Lpθφ
are equivalent because R is a topological isomorphism.
On the other hand, as we observed above, by Theorems 3.1 and 3.3 we know that
Pφ is a bounded projection of L
p
φ onto F
p
φ . Then the second part of [7, Lemma 7.11]
implies that
[F p0φ , F
p1
φ ]θ = [PφL
p0
φ , PφL
p1
φ ]θ = Pφ([L
p0
φ , L
p1
φ ]θ) = PφL
pθ
φ = F
pθ
φ
with equivalent norms. Note that the norms of PφL
pθ
φ (see [7, (7.40)]) and F
pθ
φ are
equivalent by the open mapping theorem. 
It is well-known that if 1 ≤ p < ∞ and q is the conjugate exponent of p then
(Lpφ)
∗ can be (isometrically) identified with Lqφ by means of the integral pairing
〈 · , · 〉φ defined by (2.7). Namely, the mapping
(3.2) g ∈ Lqφ 7−→ 〈 · , g〉φ ∈ (L
p
φ)
∗
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is an isometric antilinear isomorphism. From this fact and the boundedness of the
projection Pφ we are able to describe the dual of F
p
φ , for 1 ≤ p <∞.
Theorem 3.6. Let 1 ≤ p <∞ and let q be the conjugate exponent of p. Then (F pφ )
∗
can be identified with F qφ (with equivalent norms) by means of the integral pairing
〈 · , · 〉φ given by (2.7). Namely, the mapping
(3.3) g ∈ F qφ 7−→ 〈 · , g〉φ ∈ (F
p
φ)
∗
is a topological antilinear isomorphism.
Proof. Let (F pφ)
⊥ := { g ∈ Lqφ : 〈f, g〉φ = 0, for every f ∈ F
p
φ }. Then the fact that
the map (3.2) is an antilinear isometric isomorphism and a well-known consequence
of the Hahn-Banach theorem show that the operator S : Lqφ/(F
p
φ)
⊥ −→ (F pφ)
∗,
defined by S(g + (F pφ)
⊥) = 〈 · , g〉φ, is an antilinear isometric isomorphism as well.
On the other hand,
(F pφ)
⊥ = { g ∈ Lqφ : 〈f, Pφg〉φ = 0, for every f ∈ L
p
φ } = { g ∈ L
q
φ : Pφg = 0 },
where the first identity is a consequence of Corollary 3.2 and Theorem 3.3, while
the second identity follows by duality. Therefore, since Pφ is a bounded linear
operator from the Banach space Lqφ onto its closed subspace F
q
φ , the open mapping
theorem shows that the “quotient” operator P˜φ : L
q
φ/(F
p
φ)
⊥ −→ F qφ , defined by
P˜φ(g + (F
p
φ )
⊥) = Pφg, is a linear topological isomorphism. Hence the operator
S ◦ (P˜φ)
−1, which coincides with the mapping (3.3), is an antilinear topological
isomorphism, and the proof is complete. 
Corollary 3.7. The linear span E of all the reproducing kernels Kz, z ∈ C, is dense
in F pφ , for any 1 ≤ p <∞.
Proof. By Theorem 3.6 and the Hahn-Banach theorem, we only have to prove that
if q is the conjugate exponent of p and f ∈ F qφ satisfies 〈f, g〉φ = 0, for every g ∈ E,
then f = 0. And that follows from Theorem 3.3, since f(z) = Pφf(z) = 〈f,Kz〉φ =
0, for every z ∈ C. 
4. Fock-Carleson Measures
Let M denote the set of all locally finite positive Borel measures on C. From
now on it will be useful to consider the notion of p-normalized reproducing kernel at
z ∈ C:
Kp,z(w) :=
Kz(w)
‖Kz‖p,φ
(1 ≤ p <∞, w ∈ C).
The Berezin transform of µ ∈M is defined to be
µ˜(z) :=
∫
C
|K2,z(w)|
2 e−2φ(w) dµ(w) (z ∈ C).
For every r > 0, the r-averaging transform of µ ∈M is defined by
µ̂r(z) :=
µ(Dr(z))
A(Dr(z))
≃
µ(Dr(z))
ρ(z)2
(z ∈ C).
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4.1. Fock-Carleson measures for F pφ . Let µ ∈ M and 1 ≤ p <∞. We say that
µ is a Fock-Carleson measure for F pφ if there exists a constant C > 0 such that
(4.1)
∫
C
∣∣fe−φ∣∣p dµ ≤ C ∫
C
∣∣fe−φ∣∣p dA, for every f ∈ F pφ .
In other words, µ is a Fock-Carleson measure for F pφ when the inclusion operator
ip,µ : F
p
φ →֒ L
p(C, e−pφ dµ) is bounded. Our next result characterizes the Fock-
Carleson measures for F pφ in terms of the boundedness of their Berezin and averaging
transforms.
Theorem 4.1. Let µ ∈ M and 1 ≤ p < ∞. Then the following assertions are
equivalent:
(1) µ is a Fock-Carleson measure for F pφ .
(2) There is r > 0 such that µ̂r ∈ L
∞(C).
(3) µ˜ ∈ L∞(C).
Moreover, ‖ip,µ‖
p ≃ ‖µ̂r‖∞ ≃ ‖µ˜‖∞.
An important consequence of this result is that the Fock-Carleson measures for
F pφ are independent of p, so we will simply call them φ-Fock-Carleson measures. In
order to prove Theorem 4.1 we need the following lemmas.
Lemma 4.2. Let 0 < p < ∞ and assume r0 > 0 satisfies (2.12). Then for every
0 < r ≤ r0 we have
µ̂r(z) ≃
∫
Dr(z)
∣∣Kp,z(w)e−φ(w)∣∣p dµ(w) (µ ∈M, z ∈ C),
and, in particular,
µ̂r(z) . µ˜(z) (µ ∈M, z ∈ C).
Proof. Note that (2.5), (2.12) and Proposition 2.9 imply that
1
ρ(z)2
≃
∣∣Kp,z(w)e−φ(w)∣∣p (z ∈ C, w ∈ Dr0(z)).
Therefore for every 0 < r ≤ r0 we have that
µ̂r(z) ≃
µ(Dr(z))
ρ(z)2
≃
∫
Dr(z)
∣∣Kp,z(w)e−φ(w)∣∣p dµ(w) (z ∈ C).
The last assertion of the statement follows by taking p = 2. 
Lemma 4.3. Let r > 0. Then there is R > 0 such that Dr(z) ⊂ C \D(0, |z|
2
), for
every z ∈ C with |z| ≥ R.
Proof. If w ∈ Dr(z) then |w| ≥ |z| − |z − w| > |z| − rρ(z), and recall that, by
Lemma 2.3, there is a constant δ ∈ (0, 1) satisfying
ρ(z) . |z|1−δ (z ∈ Dr(0)c).
Thus there is R > 0 big enough such that |z| − rρ(z) ≥ |z| /2, if |z| ≥ R. Therefore
it is clear that R satisfies the statement of the lemma. 
Lemma 4.4. Let 0 < p <∞. Then:
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(a) For every r > 0 there is a constant C > 0 such that∫
C
∣∣fe−φ∣∣p dµ ≤ C ∫
C
∣∣fe−φ∣∣p µ̂r dA, for any µ ∈M and f ∈ H(C).
(b) There is R0 > 0 such that for every r > 0 there is a constant C > 0 satisfying∫
D(0,R)c
∣∣fe−φ∣∣p dµ ≤ C ∫
D(0,R/2)c
∣∣fe−φ∣∣p µ̂r dA,
for any µ ∈M, R ≥ R0 and f ∈ H(C).
Proof. By Lemma 2.4, for every s > 0 there is a constant Cs > 0 such that∫
Ω
∣∣f(z)e−φ(z)∣∣p dµ(z) ≤ Cs ∫
Ω
∫
Ds(z)
∣∣f(w)e−φ(w)∣∣p dA(w)
ρ(w)2
dµ(z),
for any Borel set Ω ⊂ C and for every µ ∈ M and f ∈ H(C). Let r > 0. Recall
that, by (2.5), there is a constant c ≥ 1 such that ρ(z) ≤ cρ(w), for every z ∈ C and
w ∈ Dr(z). Thus z ∈ Dsc(w), whenever 0 < s ≤ r and w ∈ Ds(z). Consequently,
by Tonelli’s theorem, we obtain that∫
Ω
∣∣f(z)e−φ(z)∣∣p dµ(z) ≤ Cs ∫
Ωr
∣∣f(w)e−φ(w)∣∣p µ(Dsc(w))
ρ(w)2
dA(w),
where Ωr := ∪z∈ΩD
r(z), for any s ∈ (0, r]. By taking s = s(r) := r/c ∈ (0, r] we
have that
(4.2)
∫
Ω
∣∣f(z)e−φ(z)∣∣p dµ(z) ≤ Cs(r) ∫
Ωr
∣∣f(w)e−φ(w)∣∣p µ(Dr(w))
ρ(w)2
dA(w).
Since Cr = C, (a) directly follows from (4.2). On the other hand, by Lemma 4.3,
there is R0 > 0 such that (D(0, R)
c)r ⊂ D(0, R/2)
c, for every R ≥ R0. Therefore
(b) also follows from (4.2). 
Proof of Theorem 4.1.
(1) ⇒ (2): By Lemma 4.2 and applying (4.1) to f = Kp,z we obtain that
µ̂r(z) ≃
∫
Dr(z)
∣∣Kp,z(w)e−φ(w)∣∣p dµ(w) ≤ C ‖Kp,z‖pp,φ = C (z ∈ C).
(2) ⇒ (3): By Lemma 4.4(a) we have that
µ˜(z) .
∫
C
∣∣K2,ze−φ∣∣2 µ̂r dA ≤ ‖µ̂r‖∞ (z ∈ C).
(3) ⇒ (1): By Lemmas 4.4(a) and 4.2 we get that∫
C
∣∣fe−φ∣∣p dµ . ∫
C
∣∣fe−φ∣∣p µ̂r dA . ‖µ˜‖∞ ‖f‖pp,φ (f ∈ F pφ ).
Moreover, we have proved the estimates ‖ip,µ‖
p . ‖µ˜‖∞ . ‖µ̂r‖∞ . ‖ip,µ‖
p. 
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4.2. Vanishing Fock-Carleson measures for F pφ . Let µ ∈ M and 1 ≤ p < ∞.
We say that µ is a vanishing Fock-Carleson measure for F pφ when the inclusion
operator ip,µ : F
p
φ →֒ L
p(C, e−pφ dµ) is compact. Those measures are characterized
by the fact that their Berezin and average transforms vanish at infinity, as the
following result shows.
Theorem 4.5. Let µ ∈ M and 1 ≤ p < ∞. Then the following statements are
equivalent:
(1) µ is a vanishing Fock-Carleson measure for F pφ .
(2) There is r > 0 such that µ̂r(z)→ 0, as |z| → ∞.
(3) µ˜(z)→ 0, as |z| → ∞.
An important consequence of this result is that the vanishing Fock-Carleson mea-
sures for F pφ are independent of p, so we will simply call them vanishing φ-Fock-
Carleson measures. The key tool in the proof of Theorem 4.5 is the following
Kolmogorov-Riesz type compactness lemma.
Lemma 4.6. Let ν ∈M and 1 ≤ p <∞.
(a) If F is relatively compact in Lp(C, dν) then F is bounded in Lp(C, dν) and
satisfies
(4.3) lim
R→∞
sup
f∈F
∥∥fχD(0,R)c∥∥Lp(C,dν) = 0.
(b) If F is a locally bounded family of entire functions satisfying (4.3) then F is
relatively compact in Lp(C, dν).
Proof. (a) Assume that F is relatively compact in Lp(C, dν). Then it is clear that
F is bounded in Lp(C, dν), so we are going to show that it satisfies (4.3).
Let
L := lim
R→∞
sup
f∈F
∥∥fχD(0,R)c∥∥Lp(C,dν) ,
and note that (4.3) is equivalent to L = 0. In order to prove that, pick a sequence of
functions (fn)n in F and a sequence of positive numbers (Rn)n such that Rn →∞
and
∥∥fnχD(0,Rn)c∥∥Lp(C,dν) −→ L, as n → ∞. Since F is relatively compact in
Lp(C, dν), there is a subsequence (fnk)k of (fn)n which converges in L
p(C, dν) to a
function f ∈ Lp(C, dν). Then∥∥fnkχD(0,Rnk )c∥∥Lp(C,dν) ≤ ∥∥(fnk − f)χD(0,Rnk )c∥∥Lp(C,dν) + ∥∥fχD(0,Rnk )c∥∥Lp(C,dν)
≤ ‖fnk − f‖Lp(C,dν) +
∥∥fχD(0,Rnk )c∥∥Lp(C,dν) ,
and letting k →∞ we get that L = 0.
(b) Let F be a locally bounded family of entire functions which satisfies (4.3).
Since ν is locally finite, for every R > 0, we have that
(4.4)
∥∥fχD(0,R)∥∥Lp(C,dν) . sup
|z|≤R
|f(z)| (f ∈ C(D(0, R)),
where as usual C(D(0, R)) is the space of continuous functions on the closed disk
D(0, R). Then it is clear that (4.3) and (4.4) show that F ⊂ Lp(C, dν). Now we
want to prove that F is relatively compact in Lp(C, dν), or equivalently that F is
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precompact (totally bounded) in Lp(C, dν), which means that for every ε > 0 there
is a finite covering of F by balls in Lp(C, dν) of radius ε.
Let ε > 0. By (4.3) there is R > 0 such that
sup
f∈F
∥∥fχD(0,R)c∥∥Lp(C,dν) < ε/4.
Since F is locally bounded,
sup{|f(z)| : f ∈ F , |z| ≤ 2R} <∞
and so F is a normal family on the diskD(0, 2R), by Montel’s theorem. In particular,
F is relatively compact (and so precompact) in C(D(0, R)). Taking into account
(4.4), it follows that there are finitely many functions f1, . . . , fn in F such that for
any f ∈ F there is 1 ≤ j ≤ n so that
∥∥(f − fj)χD(0,R)∥∥Lp(C,dν) < ε/2 and therefore
‖f − fj‖Lp(C,dν) ≤
∥∥(f − fj)χD(0,R)∥∥Lp(C,dν) + ∥∥(f − fj)χD(0,R)c∥∥Lp(C,dν)
<
ε
2
+
∥∥fχD(0,R)c∥∥Lp(C,dν) + ∥∥fjχD(0,R)c∥∥Lp(C,dν) < ε.
Hence the proof is complete. 
Corollary 4.7. Let 1 ≤ p <∞ and F ⊂ F pφ . Then F is relatively compact in F
p
φ if
and only if F is bounded in F pφ and satisfies
(4.5) lim
R→∞
sup
f∈F
∥∥fχD(0,R)c∥∥p,φ = 0.
Proof. It follows by applying Lemma 4.6 to dν = e−pφdA. Namely, part (a) proves
that if F is relatively compact in F pφ then F is bounded in F
p
φ and satisfies (4.5).
Recall that (2.6) shows that if F is bounded in F pφ then F is locally bounded, and
so part (b) completes the proof of the corollary. 
Lemma 4.8. lim
|z|→∞
K2,z(w) = 0, for every w ∈ C.
Proof. Let w ∈ C. Then, by (2.8), Lemma 2.4 and (2.5), we have that
|K2,z(w)| = |〈K2,z, Kw〉φ| ≃ ρ(z) |Kw(z)| e
−φ(z) .
∥∥KwχD(z)∥∥2,φ .
So, by Lemma 4.3, |K2,z(w)| .
∥∥KwχD(0,|z|/2)c∥∥2,φ → 0, as |z| → ∞, and we are
done. 
Proof of Theorem 4.5.
(1) ⇒ (2): The hypothesis shows that F := {f ∈ F pφ : ‖f‖p,φ ≤ 1} is relatively
compact in Lp(C, dν), where dν = e−pφdµ. So Lemma 4.6(a) implies that (4.3)
holds. Then, by Lemmas 4.2 and 4.3, there is r > 0 such that
µ̂r(z) ≃
∥∥Kp,zχDr(z)∥∥pLp(C,dν) ≤ ∥∥Kp,zχD(0,|z|/2)c∥∥pLp(C,dν) −→ 0, as |z| → ∞.
(2) ⇒ (3): By Lemma 4.4(a) there is a constant C > 0 such that
µ˜(z) =
∫
C
∣∣K2,ze−φ∣∣2 dµ ≤ C ∫
C
∣∣K2,ze−φ∣∣2 µ̂r dA.
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Then, for every s > 0, we have that
µ˜(z) ≤ C
∥∥µ̂rχDs(0)∥∥∞ ∫
Ds(0)
∣∣K2,ze−φ∣∣2 dA + C sup
w∈Ds(0)c
µ̂r(w).
The limit of the second term of the above sum is 0, as s → ∞, by the hypothesis.
The locally finiteness of µ and (2.5) show that
∥∥µ̂rχDs(0)∥∥∞ < ∞, for every s > 0.
Then Lemma 4.8, (2.6), (2.5) and the dominated convergence theorem imply that
the first term goes to 0 as |z| → ∞, for every s > 0. Hence µ˜(z)→ 0, as |z| → ∞.
(3) ⇒ (1): We are going to prove that µ is a vanishing Fock-Carleson measure for
F pφ by applying Lemma 4.6(b) to dν = e
−pφdµ and F := {f ∈ F pφ : ‖f‖p,φ ≤ 1}. By
(2.6) and (2.5) it is clear that F is a locally bounded family of entire functions. Now
we want to prove that (4.3) holds. By Lemma 4.4(b) there are constants r, R0, C > 0
satisfying ∫
D(0,R)c
∣∣fe−φ∣∣p dµ ≤ C ∫
D(0,R/2)c
∣∣fe−φ∣∣p µ̂r dA,
for any R ≥ R0 and f ∈ H(C). Therefore by Lemma 4.2
sup
f∈F
∫
D(0,R)c
∣∣fe−φ∣∣p dµ . sup
|z|≥R/2
µ˜(z) (R ≥ R0),
and hence the hypothesis µ˜(z)→ 0, as |z| → ∞, implies that (4.3) holds. 
5. Toeplitz Operators
The Toeplitz operator Tµ with symbol µ ∈M is defined to be
Tµf(z) :=
∫
C
f(w)Kz(w)e
−2φ(w) dµ(w) (z ∈ C).
Note that Tµf is defined if the function f satisfies f Kz e
−2φ ∈ L1(C, dµ), for every
z ∈ C.
The goal of this section is to study the boundedness and compactness of the
Toeplitz operator Tµ on F
p
φ in terms of the symbol µ.
5.1. Boundedness. In this subsection we characterize the boundedness of the Toeplitz
operator Tµ acting on F
p
φ for 1 ≤ p <∞. Recall that we say that Tµ is bounded on
F pφ when, for every f ∈ F
p
φ , Tµf is an entire function and ‖Tµf‖p,φ . ‖f‖p,φ.
Theorem 5.1. Let µ ∈ M and 1 ≤ p < ∞. Then the following assertions are
equivalent:
(1) Tµ is bounded on F
p
φ .
(2) TµKp,z ∈ F
p
φ , for every z ∈ C, and Mp,µ := supz∈C ‖TµKp,z‖p,φ <∞.
(3) µ is a φ-Fock-Carleson measure.
Moreover, ‖Tµ‖F pφ→F
p
φ
≃Mp,µ ≃ ‖ip,µ‖
p.
The fact that the linear span of the reproducing kernels Kp,z is dense in F
p
φ
(see Corollary 3.7) justifies somehow the occurrence of the assertion (2) in the state-
ment of Theorem 5.1.
To prove Theorem 5.1 we need the following two lemmas.
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Lemma 5.2. Let µ ∈ M and 1 ≤ p < ∞. Assume that TµKz ∈ F
p
φ , for every
z ∈ C. Then, for every r > 0, we have that
µ˜(z) .
∥∥χDr(z)TµKp,z∥∥p,φ (z ∈ C).
Proof. It follows from Proposition 2.9, Lemma 2.4 and (2.5):
µ˜(z) =
TµKz(z)
‖Kz‖
2
2,φ
≃
TµKp,z(z)
‖Kz‖q,φ
.
eφ(z)
∥∥χDr(z)TµKp,z∥∥p,φ
‖Kz‖q,φ ρ(z)
2/p
≃
∥∥χDr(z)TµKp,z∥∥p,φ ,
where q is the conjugate exponent of p. 
Lemma 5.3.
(a) If µ ∈M then
(5.1) Tµf(z) :=
∫
C
f(w)|Kz(w)|e
−2φ(w) dµ(w)
defines a bounded linear operator from L1(C, e−φ dµ) to L1φ, and its norm ‖Tµ‖1
satisfies ‖Tµ‖1 . 1.
(b) If µ is a φ-Fock-Carleson measure then (5.1) defines a bounded linear operator
from Lp(C, e−pφ dµ) to Lpφ, for every 1 < p < ∞, and its norm ‖Tµ‖p satisfies
‖Tµ‖p . ‖ip,µ‖
p−1.
Proof. (a) It follows from Tonelli’s theorem and Lemma 2.8(b):
‖Tµf‖1,φ ≤
∫
C
(∫
C
|f(w)||Kz(w)|e
−2φ(w) dµ(w)
)
e−φ(z) dA(z)
=
∫
C
(∫
C
|Kw(z)|e
−φ(z) dA(z)
)
|f(w)|e−2φ(w) dµ(w)
.
∫
C
|f(w)|e−φ(w) dµ(w) = ‖f‖L1(C,e−φ dµ).
(b) Assume µ is a φ-Fock-Carleson measure. First, Ho¨lder’s inequality shows that
|Tµf(z)e
−φ(z)| ≤
(∫
C
|f(w)e−φ(w)|p|Kz(w)|e
−φ(w)−φ(z) dµ(w)
)1/p
M(z)1/q ,
where q is the conjugate exponent of p and
M(z) :=
∫
C
|Kz(w)|e
−φ(w)−φ(z) dµ(w) ≤ ‖i1,µ‖ ‖Kz‖1,φ e
−φ(z) . ‖i1,µ‖,
by the hypothesis and Lemma 2.8(b). Therefore
|Tµf(z)e
−φ(z)|p . ‖i1,µ‖
p/q
∫
C
|f(w)e−φ(w)|p|Kz(w)|e
−φ(z)−φ(w) dµ(w),
and hence Tonelli’s theorem, Lemma 2.8(b) and Theorem 4.1 imply that
‖Tµf‖
p
p,φ . ‖i1,µ‖
p/q
∫
C
(∫
C
|Kw(z)|e
−φ(z)−φ(w) dA(z)
)
|f(w)e−φ(w)|p dµ(w)
. ‖i1,µ‖
p/q‖f‖p
Lp(C,e−pφ dµ)
≃ ‖ip,µ‖
p(p−1)‖f‖p
Lp(C,e−pφ dµ)
. 
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Proof of Theorem 5.1.
(1)⇒ (2): The boundedness of Tµ on F
p
φ clearly implies that TµKp,z ∈ F
p
φ , for every
z ∈ C, and Mp,µ ≤ ‖Tµ‖F pφ→F
p
φ
.
(2) ⇒ (3): The hypotheses and Lemma 5.2 show that
µ˜(z) . ‖TµKp,z‖p,φ ≤Mp,µ (z ∈ C),
so, by Theorem 4.1, µ is a φ-Fock-Carleson measure and ‖ip,µ‖
p .Mp,µ.
(3) ⇒ (1): Assume that µ is a φ-Fock-Carleson measure. First we want to prove
that Tµf ∈ H(C), for every f ∈ F
p
φ . We proceed by differentiation under the integral
sign as in the proof of Theorem 3.1. Following that proof we only have to check that
Gz0 ∈ L
1(C, dµ), which is proved by using the same arguments which show that
Gz0 ∈ L
1(C), since µ is a φ-Fock-Carleson measure.
Now the boundedness of Tµ on F
p
φ follows from Lemma 5.3 and our hypothesis:
‖Tµf‖p,φ ≤ ‖Tµf‖p,φ . ‖ip,µ‖
p−1‖f‖Lp(C,e−pφ dµ) ≤ ‖ip,µ‖
p‖f‖p,φ (f ∈ F
p
φ).
In particular, ‖Tµ‖F pφ→F
p
φ
. ‖ip,µ‖
p. 
5.2. Compactness. In this section we characterize the compactness of the Toeplitz
operator Tµ on F
p
φ for 1 ≤ p <∞.
Theorem 5.4. Let µ ∈ M and 1 ≤ p < ∞. Then the following statements are
equivalent:
(1) Tµ is compact on F
p
φ .
(2) µ is a vanishing φ-Fock-Carleson measure.
In order to prove Theorem 5.4 we need the following lemma.
Lemma 5.5. For R, S > 0 let
(5.2) M(R, S) := sup
z∈D(0,S)
e−φ(z)
∫
D(0,R)c
|Kz(w)|e
−φ(w) dA(w).
Then M(R, S)→ 0, as R→∞, for every S > 0.
Proof. Let S > 0 and δS := supz∈D(0,S) ρ(z). Then D
r(z) ⊂ D(0, S + rδS), for every
r > 0 and z ∈ D(0, S). Therefore r(R, S) := (R − S)/δS satisfies that
D(0, R)c ⊂ Dr(R,S)(z)c, for any R > S and z ∈ D(0, S).
Moreover, note that r(R, S) → ∞, as R → ∞. Hence, by Lemma 2.8(a), we
conclude that M(R, S) ≤ C(r(R, S))→ 0, as R→∞, and we are done. 
Proof of Theorem 5.4. Let F := {f ∈ F pφ : ‖f‖p,φ ≤ 1} be the closed unit ball in
F pφ .
(1) ⇒ (2): The compactness of Tµ on F
p
φ and Corollary 4.7 show that TµF satisfies
(4.5). Then Lemmas 5.2 and 4.3 imply that
µ˜(z) .
∥∥(TµKp,z)χDr(z)∥∥p,φ ≤ ∥∥(TµKp,z)χD(0,|z|/2)c∥∥p,φ → 0,
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as |z| → ∞. Therefore (2) holds by Theorem 4.5.
(2) ⇒ (1): Assume that µ is a vanishing φ-Fock-Carleson measure. Then µ is also
a φ-Fock-Carleson measure and so, by Theorem 5.1, Tµ is bounded on F
p
φ .
Now we are going to show that Tµ is compact on F
p
φ , that is, TµF is relatively
compact in F pφ . In order to do that we will apply Corollary 4.7. Since Tµ is bounded
on F pφ , TµF is bounded in F
p
φ , so it only remains to prove that TµF satisfies (4.5).
Let f ∈ F pφ and R > 0. Then
(5.3)
∥∥(Tµf)χD(0,R)c∥∥pp,φ ≤ ∫
D(0,R)c
I(z)pe−pφ(z) dA(z),
where
I(z) :=
∫
C
|f(w)||Kz(w)|e
−2φ(w) dµ(w).
Now, if p > 1 and q is the conjugate exponent of p, I(z) is estimated by using
Ho¨lder’s inequality, the fact that µ is a φ-Fock-Carleson measure and Lemma 2.8(b)
as follows
I(z) ≤
(∫
C
|f(w)|p|Kz(w)|e
−(p+1)φ(w) dµ(w)
) 1
p
(∫
C
|Kz(w)|e
−φ(w) dµ(w)
) 1
q
. e
φ(z)
q
(∫
C
|f(w)|p|Kz(w)|e
−(p+1)φ(w) dµ(w)
) 1
p
.
So, for p > 1, we get∥∥(Tµf)χD(0,R)c∥∥pp,φ . ∫
D(0,R)c
(∫
C
|f(w)|p|Kw(z)|e
−(p+1)φ(w) dµ(w)
)
e−φ(z) dA(z).
Note that (5.3) shows that this estimate also holds for p = 1. Therefore, by Tonelli’s
theorem, we have that∥∥(Tµf)χD(0,R)c∥∥pp,φ . ∫
C
|f(w)|pe−(p+1)φ(w)
(∫
D(0,R)c
|Kz(w)|e
−φ(z) dA(z)
)
dµ(w).
For every S > 0, we split the above integral on C into the corresponding integrals
on D(0, S) and D(0, S)c, which we denote by IS(R) and JS(R), respectively. Then
Lemma 2.8(b) implies that
JS(R) . ‖fχD(0,S)c‖
p
Lp(C,e−pφ dµ)
.
Moreover, since µ is a φ-Fock-Carleson measure, IS(R) . M(R, S)‖f‖p,φ, where
M(R, S) is defined by (5.2).
Therefore it turns out that there is a constant C > 0 such that
(5.4) sup
f∈F
∥∥(Tµf)χD(0,R)c∥∥pp,φ ≤ C {M(R, S) + sup
f∈F
∥∥fχD(0,S)c∥∥pLp(C,e−pφdµ)} ,
for every R, S > 0. Since µ is a vanishing φ-Fock-Carleson measure for F pφ , F
is relatively compact in Lp(C, e−pφdµ) and Lemma 4.6(a) shows that the second
summand of the right-hand side term of (5.4) goes to 0, as S → ∞. Moreover,
M(R, S)→ 0, as R→∞, for every S > 0, by Lemma 5.5. Hence we conclude that
TµF satisfies (4.5). 
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6. Membership in the Schatten Class of F 2φ
Let H be a separable complex Hilbert space. Recall that if T is a positive operator
on H and (en)n is an orthonormal basis of H , then the quantity∑
n
〈Ten, en〉 ∈ [0,∞]
does not depend on the basis (en)n. It is called the trace of T and it is denoted by
tr (T ). It is well known that if tr (T ) < ∞ then T is compact and tr (T ) =
∑
n λn,
where (λn)n is the sequence of eigenvalues of T .
For 0 < p < ∞, the Schatten class Sp = Sp(H) of H is the set of all bounded
linear operators T on H such that ‖T‖pSp := tr (|T |
p) <∞, where |T | is the positive
operator defined by |T | := (T ∗T )
1
2 . Then it is clear that any T ∈ Sp(H) is a
compact operator and ‖T‖pSp =
∑
n λ
p
n, where (λn)n is the sequence of eigenvalues of
|T |. Moreover, (Sp(H), ‖·‖Sp) is a Banach space for 1 ≤ p <∞, and a quasi-Banach
space for 0 < p < 1. Furthermore, we have the triangular inequality
(6.1) ‖T + S‖pSp ≤ ‖T‖
p
Sp
+ ‖S‖pSp, (S, T ∈ Sp(H), 0 < p < 1),
which is called Rotfel’d inequality (see [15, 16, 21]).
We refer to [23, Chapter 1] for the basic properties of the Schatten class operators.
In this section we want to study when Tµ ∈ Sp(F
2
φ). Note that if µ is a φ-Fock-
Carleson measure then Fubini’s theorem and Theorem 3.3 show that
(6.2) 〈Tµf, f〉φ =
∫
C
|f |2e−2φ dµ, for every f ∈ F 2φ .
(The hypothesis of Fubini’s theorem is fulfilled due to Cauchy-Schwarz inequality,
the boundedness of the operator Tµ on F
2
φ (by Lemma 5.1) and our assumption that
µ is a φ-Fock-Carleson measure). Thus if Tµ is bounded on F
2
φ then (6.2) holds,
by Theorem 5.1, so Tµ is a positive operator on F
2
φ and, in particular, |Tµ| = Tµ.
Therefore Tµ ∈ Sp(F
2
φ) if and only if Tµ is bounded on F
2
φ and tr
(
T pµ
)
<∞.
In order to state the characterization of the membership of Tµ in Sp(F
2
φ) we need
the concept of (r, φ)-lattice. For any r > 0, an (r, φ)-lattice is a sequence of different
points in C such that {Dr(zj)}j≥1 is a covering of C satisfying
(6.3) Nr({zj}j≥1) := sup
z∈C
∞∑
j=1
χDr(zj)(z) <∞.
The existence of (r, φ)-lattices, for any r > 0, is guaranteed by [4, Proposition 7].
We characterize the membership of Tµ in the Schatten class Sp(F
2
φ) as follows.
Theorem 6.1. Let µ ∈ M and 0 < p < ∞. Then the following statements are
equivalent:
(1) Tµ ∈ Sp(F
2
φ).
(2) There is r0 > 0 such that any (r, φ)-lattice {zj}j≥1 with r ∈ (0, r0) satisfies
{µ̂r(zj)}j≥1 ∈ ℓ
p.
(3) There is an (r, φ)-lattice {zj}j≥1 such that {µ̂r(zj)}j≥1 ∈ ℓ
p.
(4) There is r > 0 such that µ̂r ∈ L
p(C, dσ).
(5) µ˜ ∈ Lp(C, dσ).
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Moreover, ‖Tµ‖
p
Sp
≃ ‖µ̂r‖Lp(C,dσ) ≃ ‖µ˜‖Lp(C,dσ). Recall that dσ = dA/ρ
2.
We are going to prove Theorem 6.1 in the next subsections.
6.1. Some technical lemmas. In this subsection we collect all the technical lem-
mas that we need to carry out the proof of Theorem 6.1.
Lemma 6.2. Let 0 < r < 1/2 and z ∈ C. Then:
(a) r2/2 ≤ σ(Dr(z)) ≤ 42r2.
(b) µ̂r/4(z) ≤ 4 µ̂r(w) and µ̂r/4(w) ≤ 4 µ̂r(z), for any µ ∈M and w ∈ D
r/4(z).
Proof. By Lemma 2.2, ρ(w)/2 ≤ ρ(z) ≤ 2ρ(w), for every z ∈ C and w ∈ D1/2(z).
Then πr2/4 ≤ σ(Dr(z)) ≤ 4πr2, for any r ∈ (0, 1/2) and z ∈ C, so (a) holds.
Moreover, it is easy to check that Dr/4(z) ⊂ Dr(w) and Dr/4(w) ⊂ Dr(z), for any
r ∈ (0, 1/2), z ∈ C and w ∈ Dr/4(z). Therefore (b) directly follows. 
Lemma 6.3. Let T be a positive operator on F 2φ . Then the trace of T is
tr (T ) =
∫
C
T˜ (z) dσ(z),
where T˜ (z) := 〈TK2,z, K2,z〉φ is the Berezin transform of T .
Lemma 6.3 is proved as [24, Proposition 3.3], so we omit the proof.
Lemma 6.4 ([23, Proposition 1.31]). Let T be a positive operator on a complex
Hilbert space and let x be a unit vector in H. Then:
(a) 〈T px, x〉 ≥ 〈Tx, x〉p, for every 1 ≤ p <∞.
(b) 〈T px, x〉 ≤ 〈Tx, x〉p, for every 0 < p ≤ 1.
Lemma 6.5. Assume that µ is a φ-Fock-Carleson measure. Then:
(a) ‖µ˜‖pLp(C,dσ) ≤ tr
(
T pµ
)
, for every 1 ≤ p <∞.
(b) tr
(
T pµ
)
≤ ‖µ˜‖pLp(C,dσ), for every 0 < p ≤ 1.
Proof. Let 0 < p <∞. Then T pµ is a positive operator on F
2
φ , and so, by Lemma 6.3,
tr
(
T pµ
)
=
∫
C
T˜ pµ(z) dσ(z).
Now Lemma 6.4 shows that:
(a) If 1 ≤ p <∞ then T˜ pµ(z) ≥ (T˜µ(z))
p, for every z ∈ C.
(b) If 0 < p ≤ 1 then T˜ pµ(z) ≤ (T˜µ(z))
p, for every z ∈ C.
By (6.2), T˜µ = µ˜, and hence the lemma follows. 
Lemma 6.6. Let 0 < r < R. Then there is a constant CR,r > 1 such that
(6.4) NR({zj}j≥1) ≤ CR,rNr({zj}j≥1),
for every sequence {zj}j≥1 of different points in C.
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Proof. Let {zj}j≥1 be a sequence of different points in C such that Nr({zj}j≥1) <∞.
By (2.5), c−1R ρ(z) ≤ ρ(w) ≤ cR ρ(z), for every z ∈ C and w ∈ D
R(z). Then it is
clear that ∪z∈DR(zj)D
r(zj) ⊂ D
cR(r+R)(z), for every z ∈ C, and so
#{j ≥ 1 : z ∈ DR(zj)} r
2c−2R ρ(z)
2 ≤
∑
z∈DR(zj)
r2ρ(zj)
2 ≤ Nr({zj}j≥1) c
2
R(r+R)
2ρ(z)2.
Since NR({zj}j≥1) = supz∈C#{j ≥ 1 : z ∈ D
R(zj)}, we conclude that the constant
CR,r = c
4
R(1 +R/r)
2 satisfies (6.4). 
Lemma 6.7.
sup
ζ∈C
∫
C
(∫
Dr(ζ)
dσ(w)
exp( dφ(z, w)ε)
)p
dσ(z) <∞ (ε, p, r > 0).
Proof. For every R > 0, we split the statement’s integral on C into the corresponding
integrals on DR(ζ) and DR(ζ)c, which we denote by IR(ζ) and JR(ζ), respectively.
Then (2.5) shows that
sup
ζ∈C
IR(ζ) ≤ sup
ζ∈C
σ(DR(ζ)) σ(Dr(ζ))p <∞, for every R > 0.
Now let us estimate JR(ζ). Let ζ ∈ C, z ∈ D
R(ζ)c and w ∈ Dr(ζ). If R ≥ r then
DR(ζ)c ⊂ Dr(ζ)c, and so (2.10) shows that dφ(z, ζ) ≥ c
−1
r R
δ. On the other hand,
(2.9) implies that dφ(w, ζ) ≤ crr. Thus if R ≥ (2c
2
rr)
1/δ then dφ(w, ζ) ≤
1
2
dφ(z, ζ),
and so dφ(z, w) ≥ dφ(z, ζ)− dφ(w, ζ) ≥
1
2
dφ(z, ζ). Therefore
JR(ζ) ≤ σ(D
r(ζ))p
∫
DR(ζ)c
dσ(z)
exp( p
2ε
dφ(z, ζ)ε)
.
Now if R ≥ (4crp
−2/ε)1/δ and z ∈ DR(ζ)c then dφ(z, ζ)
ε/2 ≥ (c−1r R
δ)ε/2 ≥ 2
ε
p
and so
p
2ε
dφ(z, ζ)
ε ≥ dφ(z, ζ)
ε/2. Hence, for R > 0 large enough, we obtain that
sup
ζ∈C
JR(ζ) ≤ sup
ζ∈C
σ(Dr(ζ))p
∫
DR(ζ)c
dσ(z)
exp( dφ(z, ζ)ε/2)
<∞,
by (2.5) and Lemma 2.7. 
Lemma 6.8. For R > 0 and any finite sequence {zj}
n
j=1 of different points in C, let
MR({zj}
n
j=1) := max
1≤j≤n
#{ k ∈ {1, . . . , n} : |zj − zk| < Rmin(ρ(zj), ρ(zk)) }.
Then {zj}
n
j=1 can be partitioned into no more than MR({zj}
n
j=1) subsequences such
that any different points zj and zk in the same subsequence satisfy either zj 6∈ D
R(zk)
or zk 6∈ D
R(zj), that is, |zj − zk| ≥ Rmin(ρ(zj), ρ(zk)).
Proof. We proceed by induction on N =MR({zj}
n
j=1).
If N = 1 then |zj − zk| ≥ Rmin(ρ(zj), ρ(zk)), for 1 ≤ j < k ≤ n, and there is
nothing to prove.
Let N > 1. Then we may split {zj}
n
j=1 into two subsequences {z
′
j}
n′
j=1 and {z
′′
j }
n′′
j=1
satisfying the following two conditions:
(i) |z′j − z
′
k| ≥ Rmin(ρ(z
′
j), ρ(z
′
k)), for 1 ≤ j < k ≤ n
′.
(ii) For any 1 ≤ j ≤ n′′ there is 1 ≤ k ≤ n′ so that |z′′j−z
′
k| < Rmin(ρ(z
′′
j ), ρ(z
′
k)).
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Namely, the points z′j , 1 ≤ j ≤ n
′, can be inductively selected as follows:
Let z′1 be a point in {zj}
n
j=1 such that ρ(z
′
1) = min{ρ(zj) : 1 ≤ j ≤ n }.
Assume that z′k−1 has been picked. If D
R(z′1) ∪ · · · ∪ D
R(z′k−1) contains all the
points from the sequence {zj}
n
j=1, let n
′ = k − 1 and stop the process of selection.
Otherwise, pick a point z′k in {zj}
n
j=1 ∩D
R(z′1)
c ∩ · · · ∩DR(z′k−1)
c such that
ρ(z′k) = min{ρ(zj) : zj ∈ D
R(z′1)
c ∩ · · · ∩DR(z′k−1)
c}.
Then it is clear that the selected points z′j , 1 ≤ j ≤ n
′, satisfy (i), and, if z′′j ,
1 ≤ j ≤ n′′, are the non-selected points in {zj}
n
j=1, (ii) also holds.
Therefore MR({z
′′
j }
n′′
j=1) ≤ N − 1 and so the induction hypothesis shows that we
can partition {z′′j }
n′′
j=1 into no more than MR({z
′′
j }
n′′
j=1) subsequences satisfying the
separation property of the statement. Hence the proof is complete. 
Lemma 6.9. Let r ∈ (0, 1) and R > 1. Then MR({zj}
n
j=1) ≤ 6
2R4r−2Nr({zj}
n
j=1),
for every finite sequence {zj}
n
j=1 in C. Recall that Nr({zj}
n
j=1) is defined by (6.3).
Proof. Let {zj}
n
j=1 be a finite sequence in C, and, for 1 ≤ j ≤ n, let
Aj := { k ∈ {1, . . . , n} : |zj − zk| < Rmin(ρ(zj), ρ(zk)) } and Mj := #Aj .
If k ∈ Aj then |ρ(zj) − ρ(zk)| ≤ |zj − zk| < Rmin(ρ(zj), ρ(zk)), by (2.4), and so
ρ(zj) ≤ 2Rρ(zk) and ρ(zk) ≤ 2Rρ(zj), since R > 1. Now if z ∈ D
r(zk), for some
k ∈ Aj, then |z− zj| ≤ |z− zk|+ |zk − zj | < rρ(zk) +Rρ(zj) ≤ 3Rρ(zj), since r < 1.
Thus ∪k∈AjD
r(zk) ⊂ D
3R(zj). Therefore
Mj
r2
22R2
ρ(zj)
2 ≤ r2
∑
k∈Aj
ρ(zk)
2 ≤ (3R)2ρ(zj)
2Nr,
where Nr = Nr({zj}
n
j=1). Hence MR({zj}
n
j=1) = max1≤j≤nMj ≤ 6
2R4r−2Nr. 
Lemma 6.10. Let {ej}j≥1 be an orthonormal basis of F
2
φ . Let r > 0 and let {zj}
n
j=1
be a finite sequence in C. Then
(6.5) Sf :=
n∑
j=1
〈f, ej〉φK2,zj (f ∈ F
2
φ),
is a bounded linear operator on F 2φ such that ‖S‖F 2φ→F 2φ ≤ CrNr({zj}
n
j=1)
1/2, where
Cr > 0 is a constant that only depends on r and Nr({zj}
n
j=1) is defined by (6.3).
Proof. We only have to prove that
(6.6) |〈Sf, g〉φ| ≤ CrN
1/2
r ‖f‖2,φ‖g‖2,φ, for every f, g ∈ F
2
φ ,
where Cr > 0 is a constant that only depends on r and Nr := Nr({zj}
n
j=1) .
Let f, g ∈ F 2φ . Then Cauchy-Schwarz inequality shows that
|〈Sf, g〉φ| =
∣∣∣∣ n∑
j=1
〈f, ej〉φ〈K2,zj , g〉φ
∣∣∣∣ ≤ ‖f‖2,φ( n∑
j=1
|〈K2,zj , g〉φ|
2
)1/2
.
TOEPLITZ OPERATORS ON DOUBLING FOCK SPACES 23
By (2.8), there is a constant c > 0 such that eφ(z)/(cρ(z)) ≤ ‖Kz‖2,φ, for every
z ∈ C, and so
|〈Sf, g〉φ| ≤ c ‖f‖2,φ
( n∑
j=1
ρ(zj)
2|g(zj)e
−φ(zj)|2
)1/2
.
Now Lemma 2.4 and (2.5) show that there is a constant C(r) > 0, which only
depends on r, such that
ρ(z)2|h(z)e−φ(z)|2 ≤ C(r)2
∫
Dr(z)
|he−φ|2 dA,
for every h ∈ H(C) and z ∈ C. Therefore
|〈Sf, g〉φ| ≤ c C(r)‖f‖2,φ
( n∑
j=1
∫
Dr(zj)
|ge−φ|2 dA
)1/2
≤ c C(r)N1/2r ‖f‖2,φ‖g‖2,φ.
Hence we conclude that Cr = c C(r) satisfies (6.6). 
6.2. Proof of the equivalence of (2), (3), (4) and (5) of Theorem 6.1. It is
clear that (2) ⇒ (3), while (5) ⇒ (4) is a direct consequence of Lemma 4.2. So we
only have to prove (3)⇒ (5) and (4)⇒ (2).
(4) ⇒ (2): Since
(6.7) s2 µ̂s(z) ≤ r
2 µ̂r(z), for every 0 < s < r and z ∈ C,
we may assume that there is r1 ∈ (0, 1/2) such that µ̂r ∈ L
p(C, dσ), for every
r ∈ (0, r1). Then Lemma 6.2 shows that any (r/4, φ)-lattice {zj}j≥1 with r ∈ (0, r1)
satisfies
r2
32
∞∑
j=1
µ̂r/4(zj)
p ≤ 4p
∞∑
j=1
∫
Dj
µ̂r(w)
p dσ(w) ≤ 4pNr
∫
C
µ̂r(w)
p dσ(w),
where Dj := D
r/4(zj) and Nr := Nr/4({zj}j≥1). Therefore we have just proved that
r0 = r1/4 satisfies (2).
(3) ⇒ (5): The following proposition proves this implication in a quantitative way.
Proposition 6.11. For any 0 < p <∞ and r > 0 there is a constant Cp,r > 0 such
that every µ ∈M and every (r, φ)-lattice {zj}j≥1 satisfy∫
C
µ˜(z)p dσ(z) ≤ Cp,rNr({zj}j≥1)
(p∨1)−1
∞∑
j=1
µ̂r(zj)
p.
Proof. Let 0 < p < ∞ and r > 0. Along this proof A . B means that A ≤ C B,
where C > 0 is a constant that only depends on p and r. Let µ ∈M and let {zj}j≥1
be an (r, φ)-lattice. First we are going to obtain a pointwise estimate of µ˜ in terms
of the sequence {µ̂r(zj)}j≥1. Note that
µ˜(z) =
∫
C
|K2,ze
−φ|2 dµ ≤
∞∑
j=1
∫
Dr(zj)
|K2,ze
−φ|2 dµ.
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Then, by Lemma 2.4,
|K2,z(w)e
−φ(w)|2 .
∫
Dr(w)
|K2,ze
−φ|2
dA
ρ2
(w ∈ C).
Moreover, (2.4) shows that Aj := ∪w∈Dr(zj)D
r(w) ⊂ Dr(2+r)(zj), while (2.5) implies
that ρ(zj) . infζ∈Aj ρ(ζ). Thus
|K2,z(w)e
−φ(w)|2 .
1
ρ(zj)2
∫
Dj
|K2,ze
−φ|2 dA (w ∈ Dr(zj), j ≥ 1),
where Dj := D
r(2+r)(zj), and therefore we get the pointwise estimate
(6.8) µ˜(z) .
∞∑
j=1
µ̂r(zj)
∫
Dj
|K2,ze
−φ|2 dA (z ∈ C).
If 0 < p ≤ 1 then (6.8) implies that
(6.9)
∫
C
µ˜(z)p dσ(z) .
∞∑
j=1
µ̂r(zj)
p Ip,r(zj),
where
Ip,r(ζ) :=
∫
C
(∫
Dr(2+r)(ζ)
|K2,ze
−φ|2 dA
)p
dσ(z) (ζ ∈ C).
On the other hand, if 1 < p <∞ and q is the conjugate exponent of p, then (6.8)
and Ho¨lder’s inequality show that
µ˜(z)p .
( ∞∑
j=1
µ̂r(zj)
p
∫
Dj
|K2,ze
−φ|2 dA
)( ∞∑
j=1
∫
Dj
|K2,ze
−φ|2 dA
) p
q
. Nr(2+r)({zj}j≥1)
p−1
∞∑
j=1
µ̂r(zj)
p
∫
Dj
|K2,ze
−φ|2 dA.
By integrating the preceding estimate and applying Lemma 6.6 we get
(6.10)
∫
C
µ˜(z)p dσ(z) . Nr({zj}j≥1)
p−1
∞∑
j=1
µ̂r(zj)
p I1,r(zj).
Since (6.9) holds for 0 < p ≤ 1, while (6.10) holds for 1 < p < ∞, the proof
will be complete once we prove that supζ∈C Ip,r(ζ) <∞. Note that (2.8) and (2.11)
imply the estimate
|K2,z(w)e
−φ(w)| ≃ ρ(z)|Kz(w)|e
−φ(z)−φ(w) .
1
ρ(w) exp( dφ(z, w)ε)
(z, w ∈ C),
and so
Ip,r(ζ) .
∫
C
(∫
Dr(2+r)(ζ)
dσ(w)
exp( dφ(z, w)ε)
)p
dσ(z) (ζ ∈ C).
Then Lemma 6.7 shows that supζ∈C Ip,r(ζ) <∞, and the proof is finished. 
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6.3. End of the proof of Theorem 6.1 for 1 ≤ p <∞.
(1) ⇒ (5): It directly follows from Lemma 6.5(a).
(4) ⇒ (1): Assume that µ̂r ∈ L
p(C, dσ). By (6.7) we may assume that r ∈ (0, 1/2).
Then, by Lemma 6.2, r2/32 ≤ σ(Dr/4(z)) and µ̂r/4(z) ≤ 4 µ̂r(w), for every z ∈ C
and w ∈ Dr/4(z), so
(6.11) µ̂r/4(z) .
(∫
Dr/4(z)
(µ̂r(w))
p dσ(w)
)1/p
≤ ‖µ̂r‖Lp(C,dσ) (z ∈ C),
and therefore Theorems 4.1 and 5.1 show that Tµ is bounded on F
2
φ . Thus it only
remains to prove that tr
(
T pµ
)
. ‖µ̂r‖
p
Lp(C, dσ).
Let (en)n≥1 be an orthonormal basis of F
2
φ . Then (6.2) and Lemma 4.4(a) imply
that
〈Tµen, en〉φ =
∫
C
|en(z)|
2 e−2φ(z)dµ(z) .
∫
C
µ̂r(z) |en(z)|
2 e−2φ(z)dA(z).
Since |en|
2 e−2φ dA is a probability measure on C and p ≥ 1, Jensen’s inequality
shows that
〈Tµen, en〉
p
φ .
∫
C
µ̂r(z)
p |en(z)|
2 e−2φ(z) dA(z).
Finally, by summing up in the previous estimate and applying the monotone con-
vergence theorem and (2.8), we conclude that
tr
(
T pµ
)
.
∫
C
µ̂r(z)
p
∞∑
n=1
|en(z)|
2 e−2φ(z) dA(z)
=
∫
C
µ̂r(z)
p ‖Kz‖
2
2,φ e
−2φ(z) dA(z) .
∫
C
µ̂r(z)
p dσ(z).
6.4. End of the proof of Theorem 6.1 for 0 < p < 1. This proof is more
involved than the one of the case 1 ≤ p < ∞. It will be done by proving the chain
of implications (5)⇒ (1)⇒ (2).
(5) ⇒ (1): Assume that µ˜ ∈ Lp(C, dσ). Then, by Lemma 4.2, there is r ∈ (0, 1/2)
such that µ̂r ∈ L
p(C, dσ), so (6.11) holds. Therefore, by Theorem 4.1, µ is a φ-Fock-
Carleson measure, and hence Theorem 5.1 implies that Tµ is bounded on F
2
φ . Finally,
the membership of Tµ in the Schatten class Sp(F
2
φ) follows from Lemma 6.5(b).
(1)⇒ (2): This is the most difficult part of the proof of Theorem 6.1. The following
proposition proves this implication in a quantitative way.
Proposition 6.12. Let p ∈ (0, 1) and let r0 ∈ (0, 1) satisfying (2.12). Then for any
r ∈ (0, r0) and for any integer N > 0 there is a constant C = Cp,r,N > 0 so that
(6.12)
∞∑
j=1
µ̂r(zj)
p ≤ C ‖Tµ‖
p
Sp
,
for every φ-Fock-Carleson measure µ and for every (r, φ)-lattice {zj}j≥1 such that
Nr({zj}j≥1) ≤ N .
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The idea of the proof of Proposition 6.12 has its origins in the work of S. Semmes [18]
and D. Luecking [10]. That result will easily deduced from two simple separation
lemmas (Lemmas 6.8 and 6.9) and the following key lemma.
Lemma 6.13. Let p ∈ (0, 1) and let r0 ∈ (0, 1) satisfying (2.12). Then for every
r ∈ (0, r0) and for every integer N > 0 there are constants C = C(p, r, N) > 0 and
R = R(p, r, N) > 1 such that
(6.13)
n∑
j=1
µ̂r(zj)
p ≤ C ‖Tµ‖
p
Sp
,
for every φ-Fock-Carleson measure µ and for every finite sequence {zj}
n
j=1 in C so
that Nr({zj}
n
j≥1) ≤ N and |zj − zk| ≥ R min(ρ(zj), ρ(zk)), for 1 ≤ j < k ≤ n.
Proof. Let r ∈ (0, r0) and let N be a positive integer. Let µ be a φ-Fock-Carleson
measure so that Tµ ∈ Sp(F
2
φ). Let {zj}
n
j=1 be a finite sequence in C such that
Nr({zj}
n
j≥1) ≤ N and |zj − zk| ≥ Rmin(ρ(zj), ρ(zk)), for 1 ≤ j < k ≤ n. We are
going to prove that there are constants C > 0 and R > 1, which only depend on p,
r and N , so that (6.13) holds. Along this proof A . B means that A ≤ C B, where
C > 0 is a constant that only depends on p, r and N .
Let us consider the measure ν defined by
dν :=
(
n∑
j=1
χDr(zj)
)
dµ.
Then ν ∈M and ν ≤ N µ. It directly follows that ν is a φ-Fock-Carleson measure,
because so is µ, and we have that 0 ≤ Tν ≤ N Tµ, by (6.2). Since 0 < p < 1, the
Lo¨wner-Heinz inequality (see [9, 5, 14]) shows that 0 ≤ T pν ≤ N
p T pµ , and therefore
‖Tν‖Sp ≤ N ‖Tµ‖Sp.
Let T := S∗TνS, where S is the bounded linear operator on F
2
φ defined by (6.5).
Namely, T is the bounded linear operator on F 2φ given by
(6.14) 〈Tf, g〉φ = 〈Tν(Sf), Sg〉φ (f, g ∈ F
2
φ).
It follows from [19, Theorem 1.6] and Lemma 6.10 that
‖T‖Sp ≤ ‖S‖
2
F 2φ→F
2
φ
‖Tν‖Sp . N ‖Tµ‖Sp,
Note that Sej = 0, for every j > n, and so, by (6.14), we have that
Tf =
n∑
j,k=1
〈TνK2,zj , K2,zk〉φ 〈f, ej〉φ ek (f ∈ F
2
φ).
Thus we decompose T as the sum of its “diagonal” part
Df :=
n∑
j=1
〈TνK2,zj , K2,zj〉φ 〈f, ej〉φ ej (f ∈ F
2
φ).
and its “non-diagonal” part E := T −D. Therefore, by Rotfel’d inequality (6.1),
(6.15) Np ‖Tµ‖
p
Sp
& ‖T‖pSp ≥ ‖D‖
p
Sp
− ‖E‖pSp,
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and we are going to get a lower estimate of ‖D‖pSp and an upper estimate of ‖E‖
p
Sp
.
By (6.2) and Lemma 4.2, we have that
〈TνK2,zj , K2,zj〉φ =
∫
C
∣∣K2,zj(w)e−φ(w)∣∣2 dν(w) & µ̂r(zj),
so the estimate of ‖D‖pSp easily follows:
(6.16) ‖D‖pSp =
n∑
j=1
〈TνK2,zj , K2,zj〉
p
φ &
n∑
j=1
µ̂r(zj)
p.
The estimate of ‖E‖pSp is more involved. First, by [23, Proposition 1.29] we have
‖E‖pSp ≤
∞∑
j,k=1
|〈Eej, ek〉φ|
p =
n∑
j,k=1
j 6=k
|〈TνK2,zj , K2,zk〉φ|
p ≤
n∑
j,k=1
j 6=k
Spj,k,
where
(6.17) Sj,k :=
n∑
ℓ=1
∫
Dr(zℓ)
|K2,zj(w)K2,zk(w)|e
−2φ(w) dµ(w).
We want to estimate Sj,k from above by a small constant times
∑n
j=1 µ̂r(zj)
p. We
start on by applying (2.11) and (2.8) to obtain
|K2,z(w)|e
−φ(w) .
1
ρ(w)
1
exp(dφ(z, w)ε)
(z, w ∈ C),
and, in particular,
|K2,z(w)|e
−φ(w) .
1
ρ(w)
1
2
|K2,z(w)e
−φ(w)|
1
2
exp(1
2
dφ(z, w)ε)
(z, w ∈ C).
Therefore
(6.18) |K2,zj(w)K2,zk(w)|e
−2φ(w) .
1
ρ(w)
|K2,zj(w)e
−φ(w)|
1
2 |K2,zk(w)e
−φ(w)|
1
2
exp(1
2
dφ(zj , w)ε +
1
2
dφ(zk, w)ε)
.
Now we are going to prove that, for 1 ≤ j, k, ℓ ≤ n, j 6= k, we have
(6.19) inf
w∈Dr(zℓ)
exp(1
2
dφ(zj , w)
ε + 1
2
dφ(zk, w)
ε) ≥ cε,r(R)→∞, as R→∞,
where cε,r(R) > 0 is a constant which only depends on ε, r and R.
If 1 ≤ j, k, ℓ ≤ n, j 6= k, then either ℓ 6= j or ℓ 6= k. We may assume that ℓ 6= j,
since otherwise we may replace j by k. Then either zℓ ∈ D
R(zj)
c ⊂ D(zj)
c or
zj ∈ D
R(zℓ)
c ⊂ D(zℓ)
c, so, by (2.9) and (2.10), we have that
dφ(zj , w) ≥ dφ(zj , zℓ)− dφ(w, zℓ) ≥ c
−1
1 R
δ − c1r, for every w ∈ D
r(zℓ).
It follows that cε,r(R) := exp(
1
2
(c−11 R
δ − c1r)
ε) satisfies (6.19).
Then (6.18) and (6.19) show that
(6.20) |K2,zj(w)K2,zk(w)|e
−2φ(w) .
1
cε,r(R)
∣∣∣∣K2,zj (w)e−φ(w)ρ(w)
∣∣∣∣ 12 ∣∣∣∣ |K2,zk(w)e−φ(w)ρ(w)
∣∣∣∣ 12 ,
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for every w ∈ Dr(zℓ). Recall that, by Lemma 2.2, there is a constant c ≥ 1 so that
(6.21) c−1 ρ(z) ≤ ρ(w) ≤ c ρ(z), for every z ∈ C and w ∈ D(z).
Then Lemma 2.4 and (6.21) imply that
∣∣∣∣K2,z(w)e−φ(w)ρ(w)
∣∣∣∣ p2 . 1ρ(ζ) p2+2
∫
Dr(w)
|K2,z e
−φ|
p
2 dA (z, ζ ∈ C, w ∈ Dr(ζ)).
Moreover, by (6.21), Dr(w) ⊂ D2cr(zℓ), for every w ∈ D
r(zℓ), and so
(6.22)
∣∣∣∣K2,zj (w)e−φ(w)ρ(w)
∣∣∣∣ 12 . 1
ρ(zℓ)
1
2
+ 2
p
I
1
p
j,ℓ, (1 ≤ j, ℓ ≤ n, w ∈ D
r(zℓ)),
where
Ij,ℓ :=
∫
D2cr(zℓ)
|K2,zj e
−φ|
p
2 dA.
Therefore it follows from (6.17), (6.20), (6.21) and (6.22) that
Sj,k .
1
cε,r(R)
n∑
ℓ=1
(Ij,ℓ Ik,ℓ)
1
p
ρ(zℓ)
4
p
+1
µ(Dr(zℓ)) .
1
cε,r(R)
n∑
ℓ=1
(Ij,ℓ Ik,ℓ)
1
p
ρ(zℓ)
4
p
−1
µ̂r(zℓ),
and, since 0 < p < 1, we get that
‖E‖pSp ≤
n∑
j,k=1
j 6=k
Spj,k .
1
cε,r(R)p
n∑
j,k=1
j 6=k
n∑
ℓ=1
Ij,ℓ Ik,ℓ
ρ(zℓ)4−p
µ̂r(zℓ)
p
≤
1
cε,r(R)p
n∑
ℓ=1
µ̂r(zℓ)
p
ρ(zℓ)4−p
( n∑
j=1
Ij,ℓ
)2
.
Now
n∑
j=1
Ij,ℓ =
∫
D2cr(zℓ)
( n∑
j=1
|K2,zj(w)|
p
2
)
e−
p
2
φ(w) dA(w).
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Moreover, (2.8), Lemma 2.4, (2.5), (2.11) and [12, Lemma 2.7] show that
n∑
j=1
|K2,zj(w)|
p
2 .
n∑
j=1
ρ(zj)
p
2 |Kw(zj)e
−φ(zj)|
p
2
.
n∑
j=1
ρ(zj)
p
2
∫
Dr(zj)
|Kw(z)e
−φ(z)|
p
2 dσ(z)
.
n∑
j=1
∫
Dr(zj)
|Kw(z)e
−φ(z)|
p
2 ρ(z)
p
2 dσ(z)
≤ N
∫
C
|Kw(z)e
−φ(z)|
p
2ρ(z)
p
2 dσ(z)
. N
e
p
2
φ(w)
ρ(w)
p
2
∫
C
dσ(z)
exp(p
2
dφ(z, w)ε)
. N
e
p
2
φ(w)
ρ(w)
p
2
∫
C
dσ(z)
exp( dφ(z, w)
ε
2 )
. N
e
p
2
φ(w)
ρ(w)
p
2
.
It follows, by (2.5), that
n∑
j=1
Ij,ℓ . N
∫
D2cr(zℓ)
dA(w)
ρ(w)
p
2
. Nρ(zℓ)
2− p
2
and so
(6.23) ‖E‖pSp .
N2
cε,r(R)p
n∑
ℓ=1
µ̂r(zℓ)
p
ρ(zℓ)4−p
( n∑
j=1
Ij,ℓ
)2
.
N2
cε,r(R)p
n∑
ℓ=1
µ̂r(zℓ)
p.
Hence (6.15), (6.16) and (6.23) show that there are constants C1, C2 > 0 which only
depend on p and r and satisfy
n∑
ℓ=1
µ̂r(zℓ)
p ≤ Np
(
C1 −
C2N
2
cε,r(R)
)−1
‖Tµ‖
p
Sp
Since cε,r(R)→∞, as R→∞, it is clear that there is R = R(p, r, N) > 1 such that
C = 2Np/C1 satisfies (6.13), and the proof is complete. 
Proof of Proposition 6.12. Let r ∈ (0, r0) and let N be a positive integer. Let µ be a
φ-Fock-Carleson measure and let {zj}j≥1 be an (r, φ)-lattice such that Nr({zj}j≥1) ≤
N . Fix a positive integer n. We want to prove that
n∑
j=1
µ̂r(zj)
p ≤ C ‖Tµ‖
p
Sp
,
for some constant C > 0 only depending on p, r and N . By Lemmas 6.8 and 6.9,
for every R > 1, the finite sequence {zj}
n
j=1 can be partitioned into no more than
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62R4r−2N subsequences such that any different points zj and zk in the same subse-
quence satisfy |zj − zk| ≥ Rmin(ρ(zj), ρ(zk)). Therefore Lemma 6.13 shows that
n∑
j=1
µ̂r(zj)
p ≤ 62R4r−2NC ‖Tµ‖
p
Sp
,
for constants C > 0 and R > 1 only depending on p, r and N . Hence the proof is
finished. 
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