On Common Intervals with Errors by Chauve, Cedric et al.
Universität Bielefeld
Technische Fakultät
Abteilung Informationstechnik
Forschungsberichte
On Common Intervals with Errors
Cedric Chauve Yoan Diekmann Steffen Heber
Julia Mixtacki Sven Rahmann Jens Stoye
Report 2006-02
Impressum: Herausgeber:
Ellen Baake, Robert Giegerich, Ralf Hofestädt, Franz Kummert,
Peter Ladkin, Ralf Möller, Helge Ritter, Gerhard Sagerer,
Jens Stoye, Ipke Wachsmuth
Technische Fakultät der Universität Bielefeld,
Abteilung Informationstechnik, Postfach 10 01 31,
33501 Bielefeld, Germany
ISSN 0946-7831
On Common Intervals with Errors
Cedric Chauve ∗ Yoan Diekmann † Steffen Heber ‡
Julia Mixtacki § Sven Rahmann ¶ Jens Stoye ‖
October 23, 2006
The information that groups of genes co-occur in several genomes provides
a basis for further comparative genomic analysis. The task of finding such
constellations, mostly referred to as gene clusters, has led to various models
of increasing generality. A central feature to enhance the biological relevance
of their definition when applied to real genomic data is to allow for slight
differences in the gene content within a cluster, thus not only considering
groups of exact equality. We contribute a model defining gene clusters as
common intervals with errors and discuss different representations and the
corresponding problems resulting for the search procedure.
1 Introduction
The last years have seen a steadily increasing number of available completely sequenced
genomes, allowing access to information about gene locations of a large number of or-
ganisms. Based on this knowledge, the comparison of genomes on a higher level – that
means, considering genes rather than nucleotides as smallest entities – provides insight
into various problems emerging in genomic science.
One approach analysing the spatial organisation of genes is concerned with so called
gene clusters, that are groups of genes co-localised in several genomes, which might result
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from many factors such as vertical inheritance or functional selection [32]. The fact that
selective pressure has conserved the genes in each others’ neighborhood during evolution
indicates that gene order has functional implications [5], examples being operons of
prokaryotic organisms [20] or metabolic relationships [25]. Thus finding gene clusters
conserved through several genomes can amongst others be used for operon prediction,
but also for functional inference of uncharacterised genes, if the function of a gene located
in the same conserved cluster is known.
Other research fields use the information that the analysis of gene clusters provide,
for example to reconstruct rearrangement events [9], with the aim of inferring ancestral
genomes or elucidating phylogenetic relationships (see [3] for example).
To deal with areal organisation of genes, in comparative genomics gene order is often
modelled by assigning a number to every gene, where in general each number labels a
unique family of homologous genes. This represents a genome as a permutation if the
numbers are unique, or as a sequence if genes exceeding a certain degree of similarity
are assigned the same number. Though permutations are the stronger mathematical
structure, they do not allow to model multiple occurrences of genes, namely paralogous
genes that are results of a duplication of an ancestor gene. However, since this is a
common event in evolution, sequences are the more natural way to model gene order,
though at the price of apparently higher problem complexities.
Based on this model, one can define very generally a gene cluster as a set of gene
family labels such that, in some genomes of the considered dataset, the genes belonging
to these families are clustered together along the genome. These genome segments that
contain the genes of a cluster, that are intervals of the integer sequences representing the
genomes, are called the locations of the cluster. The main question in defining a gene
cluster model is to describe (1) the kind of data (permutations or sequences) it applies
to and (2) the link between clusters and their locations. We describe below the main
gene cluster models developed so far.
The first concept subsequently applied to model gene clusters was defined by Uno
and Yagiura [30], who devised the structure of common intervals on two permutations.
Common intervals are pairs of intervals containing the same set of elements. For two
permutations of n elements, the authors describe an O(n + k) time algorithm, where k
(≤ n(n − 1)=2) is the number of common intervals. This algorithm is optimal in the
sense that n and k correspond to the size of the input and output respectively.
This model was extended to more than two permutations by Heber and Stoye [17].
They defined a generating subset of i (≤ n − 1) common intervals, called irreducible
intervals, and devised an optimal O(kn + K) time algorithm to find all K common
intervals of k permutations of length n. A simpler algorithm achieving the same result
was recently given in [2].
An important generalisation was made by Luc et al. [21] introducing the notion of gene
teams. Gene teams on permutations are defined as common intervals but allow to have
gaps between consecutive elements of the cluster not exceeding a specified threshold-
number of genes. This way of dealing with errors, also referred to as max-gap clusters
[18], completely disregards the “intruder”-genes as well as their total number, they are of
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no further importance for the definition of a cluster. In [21], an O(kn log2 n) algorithm
is given detecting all gene teams in k permutations of length n. The algorithm finds
gene teams that are present in all k permutations, though it could be modified by simple
pairwise comparison such that gene teams are found that are present in at least q ≤ k
of the input permutations. Such a threshold of the subset size is called a quorum.
A step towards modeling gene clusters on sequences was published by Eres et al. in
[11]. They establish a definition of clusters on sequences, handling them as permutations
of multisets of characters, therewith distinguishing between clusters with the same set
of characters but different length.
Two algorithms reporting clusters defined as sets of characters on sequences were
presented by Schmidt and Stoye [29], whose clusters are conceptually similar to common
intervals with the advantage of allowing paralogs. They gave a simple O(n2) time and
space algorithm for two sequences of length at most n whose time complexity increases
to O(k(1 + k − q)n2) if applied to k sequences with a quorum q. A further result in
[29], based on an earlier algorithm by Didier [7], has also quadratic time complexity,
but requires only linear space. This algorithm was simplified in [8], where in addition
another algorithm is presented that finds all common intervals in O(n|Σ| log |Σ|) time,
based on the fingerprinting technique from [1].
The drawback of a rigid definition of clusters without considering errors can partially
be compensated by a post-processing step [28], where clusters are fused that contain
some non-matching genes according to a parameter p, called identity rate.
The conceptual union of gene teams and sequences is due to He and Goldwasser [16],
who published a recursive algorithm detecting max-gap clusters, termed COG teams,
on two sequences in O(mn) time, m and n being the number of common genes in each
sequence. The shortcoming of this approach is that it is not defined on and does not
efficiently generalise to multiple genomes, as the algorithm’s complexity would grow
exponentially in the number of sequences. In fact, it was shown in [26] that the number
of gene teams for more than two genomes represented by sequences can be exponential
in the size of the genomes. This rules out any hope to design an efficient algorithm for
computing all gene teams in more than two sequences.
As hinted in the description of gene teams, modelling clusters as subsequences with
limited gap size has consequences in terms of cluster properties, which are not always
favorable. All gapped cluster definitions ensure that the borders of any location of
a cluster are no gaps, but in between no restriction bounds the number of genes not
belonging to the cluster, as long as no gap is larger than the specified threshold. As a
result, locations of max-gap clusters can grow arbitrarily in worst case without ensuring
a minimum density, i.e. the ratio between the number of gene families that appear in
this location and the number of genes actually belonging to the cluster can become
arbitrarily small.
A biological interpretation of gene clusters conjectures that co-regulation processes due
to the gene neighborhood on chromosomes is the evolutionary ground for the observed
functional associations of the resulting proteins, which also speaks against a model not
allowing to directly regulate the broadening of a cluster.
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This report proposes an alternative model for gene clusters, basically differing in the
way how errors are handled. The max-gap approach to introduce errors by allowing gaps
between genes is modified. Instead, a distance measure between sets, inspired by the
edit distance on sequences, is defined.
A similar approach is taken in [27], where additionally a quantitative quality measure
of a cluster based on the set distance measure is introduced, and a general framework
to formulate gene cluster detection as an integer linear program is presented.
The next section points out important gene cluster properties and introduces general
definitions. Section 3 gives different representations of clusters and the corresponding
search problems, which are discussed in Section 4 together with possible enhancements
of the underlying model in future work. The last section concludes this report by sum-
marizing its results.
2 General Definitions
Before defining a new model for gene clusters, it is helpful to first point out different
properties that a new cluster model should combine, and thus achieve a high degree of
flexibility. A more complete analysis of different gene cluster properties is contained in
[18].
Permutation/sequence. As noted in the previous section, modelling genomes as se-
quences allows to consider paralogous genes and gene loss. Therefore this approach
incorporates a higher degree of biological reality, whereas permutations generally
allow to design more efficient algorithms.
Multiple genomes. It is a desirable property if gene cluster models extend to multiple
genomes, without losing the ability to design a feasible algorithm to find them.
Quorum parameter. A quorum parameter enables to find clusters present only in a sub-
set of all genomes, whereby the model gains flexibility and the number of potential
clusters is augmented.
Allowing Errors. Relaxing the claim of equality between the gene set that defines a
cluster and the gene contents of the intervals that define its locations improves the
flexibility of the model as it allows to detect clusters that evolved through events
of gene loss, insertion or fusion for example.
The notation used in the following sections is adapted from the one in [29].
Starting point is a finite alphabet Σ = {1; : : : ; } of characters representing genes,
which are concatenated leading to sequences representing genomes. For a sequence S,
S[a] refers to the a-th character of S, S[a; b] to the substring S[a]S[a + 1] : : : S[b], and
|S| to the length of S. We assume that all sequences that occur are bounded in length
by a finite number n.
Important for the further development of the model is the definition of character sets,
which allows to consider intervals independently from multiple occurrences of characters.
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Definition 1 (character set) Given a string S over a finite alphabet Σ, the character
set of S is defined by
CharSet(S) := {S[k] | 1 ≤ k ≤ |S|} ⊆ Σ:
The set of all character sets of substrings of S is denoted by
Call(S) := {CharSet(s) | s is a nonempty substring of S}:
Given a set of k distinct strings S = {S1; : : : ; Sk}, we extend the above definition of
Call to S in a natural way:
Call = Call(S) :=
k⋃
i=1
Call(Si):
Example. Consider the set of sequences S = {S1; S2; S3} over the alphabet Σ = {1; 2; 3}.
1 2 3 4 5 6
S1 = 1 1 2 1
S2 = 1 2 3 3 2 1
S3 = 3 3 2 1 1
Then Call = {{1}; {2}; {3}; {1; 2}; {2; 3}; {1; 2; 3}}.
In a model making no allowance for errors, exact equality of character sets is the
method of choice when defining a gene cluster. A way to relax this condition and detect
more rearranged clusters is to introduce a notion of distance between sets, and consider
resemblance within the bounds of a distance parameter instead of equality.
A possible distance measure is the following:
Definition 2 (symmetric set distance) Given two character sets C and D, the sym-
metric set distance is defined as
dS(C;D) = |(C ∪D) \ (C ∩D)| = |C \D|+ |D \ C|:
A comparison with edit distances on sequences suggestes another distance measure as
follows. In sequence alignment mostly three edit operations are considered: insertion,
deletion and substitution, each of which can, in general, be assigned an individual cost.
The Levenshtein or unit cost edit distance assigns a cost of one to all three operations.
Sequence alignments are often used in the comparison of biological sequences, where
point mutations inevitably occur over time and modify sequences in the course of evolu-
tion. Assuming genomic dynamics – though on a wider time scale – leading to successive
transformation of genes, an analogous consideration on sets leads to the following dis-
tance definition:
Definition 3 (set transformation distance) Given two character sets C and D, the
set transformation distance is defined as
dT (C;D) = max{|C \D|; |D \ C|}:
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This distance between character sets alludes to the unit cost edit distance by counting
mismatches just once.
Remark 1 It is easy to check that dS and dT are indeed proper distances. In particular,
they satisfy the triangle inequality.
Given a parameter denoting a maximally allowed absolute or relative distance, it is
possible to define the neighborhood of a character set, i.e., all character sets not exceeding
the given distance from it.
Definition 4 ((absolute) d-neighborhood) Given an integer d ≥ 0 and a charac-
ter set C over an alphabet Σ, the (absolute) d-neighborhood Nd(C) of C according to
distance function dist is defined as
Nd(C) := {C
′ ⊆ Σ | C ′ 6= ∅; dist(C;C ′) ≤ d}:
More generally, given a set of character sets C = {C1; : : : ; Cm} the d-neighborhood of C
is defined as
Nd(C) =
m⋃
i=1
Nd(Ci):
Finally, the d-neighborhood of a string S or of a set of strings S is defined as the d-
neighborhood of the corresponding Call sets:
Nd(S) := Nd(C
all(S)); Nd(S) := Nd(C
all(S)):
Example. Given a character set C = {1; 2} over the alphabet Σ = {1; 2; 3}, the 1-
neighborhood of C according to the set transformation distance dT is
N1(C) = {{1}; {2}; {1; 2}; {1; 3}; {2; 3}; {1; 2; 3}}:
The 1-neighborhood of the set of character sets Call introduced in the last example is
N1(C
all) = {{1}; {2}; {3}; {1; 2}; {1; 3}; {2; 3}; {1; 2; 3}};
in this example the whole set of nonempty subsets of Σ.
Remark 2 Given an alphabet Σ, a string S and a parameter d, the d-neighborhood of
S for the symmetric set distance dS contains
(
n
2
)
·
∑d
i=0
(
|Σ|
i
)
elements, which belongs
to O(n2|Σ|d). For the set transformation distance dT , the d-neighborhood of S contains((
n
2
)∑d
i=0
(|S|1
i
))
·
((
n
2
)∑d
j=0
(|S|0
j
))
elements, where |S|1 is the number of elements of Σ
appearing in S and |S|0 + |S|1 = |Σ|. This belongs to O(n
4|Σ|2d) and is hence quadratic,
in the worst case, with respect to the size of the d-neighborhood of S for the symmetric
set distance.
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In the definition of the d-neighborhood, the maximally allowed distance d is constant
for all character sets, irrespective of their size. This can easily lead to problems: For any
d, the neighborhood of all character sets of size ≤ d would contain the empty character
set, which appears everywhere. Therefore it has been specifically excluded from the
neighborhood definition. Even so, the neighborhoods of all character sets of size ≤ d+1
contain d + 1 singleton character sets, which are also expected to occur frequently. An
alternative that avoids such problems is to define the neighborhood size relative to the
character set size.
Definition 5 ((relative) ε-neighborhood) Given a real number " ≥ 0 (typically for
meaningful results, but not necessarily, " < 1) and a character set C ⊆ Σ, the (relative)
"-neighborhood Uε(C) of C according to an integer-valued distance function dist is
defined as
Uε(C) := {C
′ ⊆ Σ | dist(C;C ′) ≤ b" · |C|c}:
For a set of characters sets C = {C1; : : : ; Cm} and for a string S and a set S of strings,
the "-neighborhoods Uε(C), Uε(S), and Uε(S), are defined similarly to the respective d-
neighborhoods.
Remark 3 While the d-neighborhood has a simple symmetry property,
D ∈ Nd(C) ⇐⇒ C ∈ Nd(D);
this is more complicated for the "-neighborhood: Let C and D be two character sets
with |C| ≥ |D| and let  := |C|=|D| ≥ 1. Then
D ∈ Uε(C) ⇐⇒ C ∈ Uρε(D):
Proof. Let d := b"|C|c = b"|D|c.
Then D ∈ Uε(C) ⇐⇒ D ∈ Nd(C) ⇐⇒ C ∈ Nd(D) ⇐⇒ C ∈ Uρε(D). 
Based on the definition of distance between character sets, a cluster consists of a set
of character sets not too different in their gene content, and the information where on
the genomes intervals with these character sets can be found.
A first definition formalizes the notion of “not too different”.
Definition 6 (d-occurrences, ε-occurrences, representative) Let Crepr be a char-
acter set and d ≥ 0 be an integer (" ≥ 0 a real number). The d-occurrences ( "-
occurrences) of Crepr in a set of strings S are given by the set
C = Call(S) ∩Nd(Crepr)
(
C = Call(S) ∩ Uε(Crepr)
)
:
Crepr is called a representative of C.
Note that the representative itself does not need to be present in any of the sequences
of S; see also Figure 1.
The next definition allows to describe more precisely the occurrences of a character
set or set of character sets in a set of sequences.
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Definition 7 (location set) Given k sequences S = {S1; : : : ; Sk} and a character set
C, the location set LC of C is the set of all triples (i; a; b) with
CharSet(Si[a; b]) = C
satisfying the length-maximality condition
(a = 1 or Si[a− 1] =∈ C) and (b = |Si| or Si[b + 1] =∈ C):
Given a set of character sets C, LC designates the union of the location sets of all elements
of C.
A definition crucial to handle the quorum concerns the set of sequences covered by a
location set.
Definition 8 (covering) Given k sequences S = {S1; : : : ; Sk} and a character set C
with its location set LC = {(i1; a1; b1); : : : ; (il; al; bl)}, the character set C or equivalently
LC is said to cover the set of sequences {Si1 ; : : : ; Sil} ⊆ S.
With these prerequisites a gene cluster on multiple sequences can be defined, allowing
errors and a quorum.
Definition 9 (d-cluster, ε-cluster) Given k sequences, an absolute distance threshold
d ≥ 0 (relative distance threshold " ≥ 0) and a quorum q, 2 ≤ q ≤ k, a pair (Crepr; LC)
is called a d-cluster ( "-cluster) if and only if LC is the location set of the set C of all
d-occurrences ("-occurrences) of Crepr, and LC covers at least q sequences.
We simply speak about a cluster when we mean either a d-cluster or an "-cluster.
Example. Considering the sequences S defined in the first example and a quorum q = 3,
the following pairs are 1-clusters according to the set transformation distance dT :
 = ({1; 3}; {(2; 1; 6); (3; 1; 5); (1; 1; 4); (2; 1; 2); (2; 5; 6); (3; 3; 5); (2; 2; 5); (3; 1; 3);
(1; 1; 2); (1; 4; 4); (2; 1; 1); (2; 6; 6); (3; 4; 5); (2; 3; 4); (3; 1; 2)})
with d-occurrences Cα = {{1; 2; 3}; {1; 2}; {2; 3}; {1}; {3}}, and
 = ({1; 2; 3}; {(2; 1; 6); (3; 1; 5); (1; 1; 4); (2; 1; 2); (2; 5; 6); (3; 3; 5); (2; 2; 5); (3; 1; 3)})
with d-occurrences Cβ = {{1; 2; 3}; {1; 2}; {2; 3}}.
Remark 4 It follows immediately from the size of a d-neighborhood that the number
of d-clusters can be exponential in d. More precisely, an upper bound on the number
of d-clusters is the minimum of the cardinality of Nd(C
all) and of 2|C
all|. However, if
d is constant, then the number of d-clusters grows polynomially with the length of the
sequences.
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Definition 10 (maximality of a cluster) Consider a fixed distance parameter d (").
A d-("-)cluster (Crepr1 ;LC1) is said to be included in a d-("-)cluster (Crepr2 ;LC2) if
C1 ⊂ C2, C1 6= C2.
A d-("-)cluster that is not included in any other d-("-)cluster is said to be maximal.
Example. Continuing the last example one can observe that 1-cluster  is included in
1-cluster , since Cβ ⊆ Cα.
Definition 11 (equivalence of clusters) Two clusters (Crepr1 ;LC1) and (Crepr2 ;LC2)
are said to be equivalent, denoted by (Crepr1 ;LC1) ' (Crepr2 ;LC2) if C1 = C2. This
relation ' is an equivalence relation and we denote by ({Crepr1 ; : : : ; Creprk}; LC) the
equivalence class containing the clusters (Crepr1 ; LC1), : : :, (Creprk ; LCk).
Example. Considering sequences S from the previous example, with dT = 1 none of
the present d-clusters are equivalent, since all have a different set of d-occurrences.
However, with distance dT = 2 all d-clusters become equivalent and one obtains the
equivalence class ({{1; 2; 3}, {1; 2}, {2; 3}, {1; 3}, {1}, {2}, {3}};LC) with d-occurrences
C = {{1; 2; 3}, {1; 2}, {2; 3}, {1}, {2}, {3}}.
Remark 5 Note that if a cluster of an equivalence class is maximal, then all clusters of
this class are maximal, and we extend the notion of maximality to equivalence classes
of clusters.
3 Finding Common Intervals with Errors
We present three algorithms for the gene cluster detection problem based on different
formulations for common intervals with errors. As shown in the previous section, clusters
can be defined in terms of character sets. We show that the gene cluster detection
problem has equivalent formulations as a maximal clique enumeration problem, and, for
d-neighborhoods, as a d-center decision problem. Using the different formulations, we
gain more insight into the problem’s structure and complexity.
We assume that |Σ| = Θ(n), i.e., alphabet size and sequence length have the same
asymptotic behavior.
3.1 Common Intervals as Character Sets
We first give an algorithm to find all d-clusters in a given set of sequences that follows
the definition of a d-cluster (Definition 9), as, basically, it generates all possible character
sets that could be a representative, and then checks if each of these character sets is a
representative for a set of approximate occurrences that cover at least q sequences (see
Figure 1 for an illustration). The case of "-clusters is discussed further below.
Algorithm 1 operates in two phases.
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Figure 1: Graphical visualization of the set Call of all character sets from substrings of
the sequence set S and its d-neighborhood Nd(C
all) (which may be replaced
by the "-neighborhood Uε(C
all)). The representative Crepr ∈ Nd(C
all) need not
occur in Call. The d-occurrences of Call in S are given by the intersection of
the d-neighborhood Nd(Crepr) with C
all, the shaded area.
1. First (lines 1–6), it builds N all = Nd(C
all), which consists of all possible candidates
for representatives. This is done without explicitly generating the set Call first.
Instead, we iterate over each substring s in the sequence set S and add its d-
neighborhood to N all. We leave open the details of the set data structure for N all,
but suggest that it can be implemented by a trie.
The running time of this phase is bounded as follows: There are O(kn2) iterations
of the inner for loop (lines 5–6). For the symmetric set distance, each of them
takes at most O(nd+1) time, for a total running time of O(knd+3). For the set
transformation distance, each iteration takes O(n2d+1) time, for a total running
time of O(kn2d+3).
2. In the second phase the algorithm examines each candidate representative in turn
(lines 7–24) to find out whether its d-occurrences cover at least q sequences (lines
9–15, the number of covered sequences is counted in the variable hits). If yes, we
need to re-scan all sequences to find the exact location set of the d-occurrences of
the representative (lines 17–23).
The work for each candidate is O(kn3); and there are O(knd+2) candidates for sym-
metric set distance and O(kn2d+2) candidates for set transformation distance. This
gives a total running time of O(k2nd+5) for symmetric set distance and O(k2n2d+5)
for set transformation distance.
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Algorithm 1 Naive d-cluster detection
Input: k distinct sequences S = {S1; : : : ; Sk}, a distance d ≥ 0, a quorum q ∈ {2; : : : ; k}
1: B Build the set N all of all candidates for Crepr:
2: N all ← ∅
3: for each S ∈ S do
4: for each substring s in S do
5: C ← CharSet(s)
6: N all ← N all ∪Nd(C)
7: B Try each candidate as a representative:
8: for each Crepr ∈ N
all do
9: hits← 0 B counts the number of sequences with at least one d-occurrence
10: for i = 1; : : : ; k do
11: for each substring s in Si do
12: Compute  ← dist(Crepr;CharSet(s))
13: if  ≤ d then
14: hits← hits + 1
15: next i B Move on after finding first d-occurrence
16: if hits ≥ q then
17: B Compute the location set of Crepr’s d-occurrences
18: L ← ∅
19: for i = 1; : : : ; k do
20: for each a; b with 1 ≤ a ≤ b ≤ |Si| do
21: C ← CharSet(Si[a; b])
22: if ((a = 1 or Si[a − 1] =∈ C) and (b = n or Si[b + 1] =∈ C)) and
dist(Crepr; C) ≤ d then
23: L ← L ∪ {(i; a; b)}
24: report (Crepr, L)
Note that, to save memory, the set N all may not need to be constructed explicitly.
Then some Crepr might be tested several times, though, also generating the same output
several times.
Clearly, the naive algorithm would benefit from several optimizations. For example,
before line 11, there are still k − i + 1 sequences to check, and if this is lower than the
missing number of hits (q − hits), we can abort checking this particular Crepr. Also, in
the loops starting at lines 11 and 20, we may in fact not need to check every substring,
but only those of certain constrained sizes. These optimizations are not the focus of this
report, however.
We now discuss the necessary changes for "-clusters: Instead of a distance parameter
d, we now receive a relative distance threshold 0 < " < 1 as input.
The main difference is the generation of the candidate set N all, where we must ask
in line 6: Which sets R have C in their "-neighborhood? Recall that the neighborhood
relation is not symmetric. We may replace line 6 in Algorithm 1 by:
N all ← N all ∪ {R ⊆ Σ | C ∈ Uε(R)}.
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We leave open the efficient construction of the above set and only give a size bound
for R.
Proposition 1 If " < 1 and C ∈ Uε(R), then
d|C|=(1 + ")e ≤ |R| ≤ b|C|=(1 − ")c:
Proof. The condition for R is that dist(R;C) ≤ "|R|. For " < 1, this bounds the size
of R from above: If |R| = |C| + , then dist(R;C) ≥ . Thus certainly, C =∈ Uε(R) for
=|R| > ", or equivalently, " < =(|C| + ), or  > "|C|=(1 − "), or |R| > |C|=(1− "). In
other words, the size of admissible candidates R is bounded by b|C|=(1 − ")c.
With a similar argument for the ansatz |R| = |C| − , we obtain that for |R| <
|C|=(1 + ") we also can never find C in the "-neighborhood of R. 
The other (now obvious) changes to Algorithm 1 are to replace d in lines 13 and 22
by " · |Crepr|.
It is unclear how the complexity of the algorithm changes.
3.2 Common Intervals as Cliques in Graphs
In this section we provide an alternative formulation of clusters in terms of cliques in
graphs. We first focus on d-clusters and discuss "-clusters further below.
The intuition behind the clique representation is that character sets of the considered
sequences that are members of a same d-cluster (as d-occurrences of a representative) are
at most at a distance of 2d, and can then be seen as a set of close nodes in a graph where
character sets are vertices and edges are weighted by the distance between vertices.
More formally, we will consider a vertex-labeled bipartite graph G = (U ∪ V;E). The
two vertex subsets are defined as follows. U contains one vertex u for each character
set C ∈ Call, labeled with (u) = C. V contains one vertex v for each character set
C ∈ Nd(C
all), labeled with (v) = C. Note that since Call ⊆ Nd(C
all), the label of each
vertex in U also occurs as a label of some vertex in V . Two vertices u ∈ U and v ∈ V
are connected by an edge if the distance between the represented character sets is not
larger than d, i.e., E = {(u; v) ∈ U × V | dist((u); (v)) ≤ d}. Finally, we say that a
set of vertices U ′ ⊆ U covers q sequences if the set of character sets (U ′) = ∪u∈U ′(u)
covers at least q sequences.
A schematic representation of such a bipartite graph is shown in Figure 2.
Proposition 2 There is a one-to-one correspondence between maximal bipartite cliques
of G that cover at least q sequences and equivalence classes of d-clusters that cover at
least q sequences.
Proof. Let U ′ ⊆ U and V ′ ⊆ V be two sets of vertices that define a maximal bipartite
clique. By definition of G, for every v ∈ V ′, the representative (v) is at distance at
most d of all the character sets in C = (U ′) := ∪u∈U ′(u). Moreover, the fact that the
clique is maximal implies that C is the set of all d-occurrences of (v), which is then a
representative of C. As U ′ covers at least q sequences, one can say that ((v);LC) is a
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U V
Figure 2: Bipartite graph G with vertex sets U and V such that (U) = Call and
(V ) = Nd(C
all). Two vertices u ∈ U , v ∈ V are connected by a solid edge
if their distance is not greater than d. The upper bipartite clique represents
an equivalence class with two representatives, the two lower ones represent
d-clusters. The extended graph G′ is obtained by adding the dotted edges
between vertices within U (respectively V ), if vertices have distance at most
2d.
d-cluster that covers at least q sequences. Finally, by definition of a maximal bipartite
clique, V ′ is the maximal set of vertices of V having such properties, and is then the
complete set of representatives of C, and then (U ′; V ′) defines the equivalence class
containing ((v);LC).
Conversely, let (Crepr;LC) be a d-cluster covering q sequences. By definition of G,
there is a subset U ′ ⊆ U such that C = (U ′) and U ′ covers q sequences. There is also a
vertex v ∈ V such that (v) = Crepr, that is connected to all vertices of U
′ and no other
vertex, as C is the set of all d-occurrences of Crepr. By extending these properties to all
representatives of the clusters in the equivalence class of (Crepr;LC), one gets a maximal
bipartite clique in G. 
Remark 6 In the case of "-clusters, we can proceed similarly, but define the vertex
set V as the set N all in the same way as in the "-cluster version of Algorithm 1 (cf.
Proposition 1). The edge set becomes E := {(u; v) ∈ U×V | dist((u); (v)) ≤ "|(v)|}.
Given an equivalence class of clusters, it is immediate to get all clusters in this class,
by listing the vertices of V . Hence, the problem of detecting the set of all clusters
reduces to the enumeration of all maximal bipartite cliques of G, which is a well studied
algorithmic problem; see [22], for example.
The procedure is sketched in Algorithm 2. Its complexity depends on the construction
of the graph G and finding its maximal cliques. The graph contains a number of vertices
that is exponential in d (see also the previous section). In any case, if d is considered as
a constant, the graph G has a number of vertices and of edges that is polynomial in n.
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Algorithm 2 Maximal cliques as equivalence classes of clusters
Input: k sequences S = {S1; : : : ; Sk}, a distance d, a quorum q ∈ {2; : : : ; k}
1: construct the vertex sets U and V , as explained in the text
2: construct the bipartite graph G = (U ∪ V;E), as explained in the text
3: for each maximal bipartite clique (U ′; V ′) in G do
4: if the vertices of U ′ cover at least q sequences then
5: report (U ′; V ′)
Unfortunately, a graph can have an exponential number of (maximal) cliques [23, 31],
but there are efficient algorithms for the enumeration of all maximal cliques in bipartite
graphs that have a time complexity that is polynomial in the number of maximal cliques
[22].
Note that there are also efficient algorithms to enumerate all maximal cliques in non-
bipartite graphs [4, 10]. In order to make use of these algorithms for d-clusters, one can
define an extended version of G, denoted G′, obtained by adding an edge between every
pair of vertices of U (resp. V ) that represent character sets at a distance of at most 2d.
It is easy to see that the (ordinary) maximal cliques in G′ denote the same equivalence
classes of d-clusters as the bipartite cliques in G, if they contain at least one vertex of
each vertex set U and V .
3.3 Common Intervals as Binary Arrays
In this section, we only consider d-clusters, not "-clusters, and we characterise them as
binary arrays.
Recall that we assume that Σ = {1; : : : ; }. A character set C ⊆ Σ can be represented
as an array A ∈ {0; 1}σ , where A[i] = 1, if character i ∈ Σ is contained in C, and
A[i] = 0, otherwise.
Definition 12 (d-center) Given a set of binary arrays A, a binary array B ∈ {0; 1}σ
is called a d-center of A if and only if dist(A;B) ≤ d for all A ∈ A.
An illustration of this definition is given in Figure 3.
Observe that the number of d-centers for a given set of arrays can be exponential in
d. For example, consider the arrays A1 = 0
σ and A2 with 2d entries with ones. There
exist
(
2d
d
)
different d-centers.
Proposition 3 Let Aall be the set of binary arrays representing the character sets from
Call. If the character sets corresponding to a subset of Aall cover at least q sequences
and this subset has a d-center, then there exists a d-cluster of the corresponding (and
possibly some additional) character sets from Call.
Proof. Consider a d-center B of the set {A1; : : : ; Ak} ⊆ A
all whose corresponding char-
acter sets cover at least q sequences. Let Crepr be the character set corresponding to B.
The d-occurrences of Crepr can be represented as
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≤ 2d
Figure 3: Space of bit-arrays with elements Aall. The small open circle represents a
d-center for a subset of elements of Aall encircled by the solid line. Note
that such a subset is not necessarily a d-cluster, since further elements can
be within distance d to the d-center (represented by the dotted circle). The
pairwise distance between the elements within the dotted circle never exceeds
2d.
Call ∩Nd(Crepr) = {C1; : : : ; Ck; C
∗
1 ; : : : ; C
∗
l };
where the character sets {C1; : : : ; Ck} correspond to the binary arrays {A1; : : : ; Ak}.
Thus, there exists a d-cluster (Crepr; LC) such that C consists of the character sets
corresponding to {A1; : : : ; Ak} and possibly some more character sets. 
For the Hamming distance, defined as the number of positions in which two strings
differ, there exist several results for the problem of finding an array B that minimizes
the maximum distance between B and any other array of a given set of arrays. In the
context of coding theory, the decision version of the problem has been shown to be NP
complete [12]. A similar, more general result was given in [19]. Despite the NP hardness,
the problem has been widely studied in the last few years due to the importance of its
applications. Approximation algorithms were given in [13], and it was shown to be
fixed-parameter tractable in [15].
The problem was also shown to be NP hard for the Levenshtein distance [6] and for
the weighted edit distance [24] on sequences.
Like the edit distance, the set transformation distance allows for insertions, deletions,
and substitutions, but on the character sets of substrings instead of the substrings itself.
That makes it better comparable to the Hamming distance on binary arrays. More
precisely, letting k1 (respectively k2) be the number of positions i with A1[i] = 1 and
A2[i] = 0 (respectively A1[i] = 0 and A2[i] = 1), we have dT (A1; A2) = max{k1; k2},
while the Hamming distance is dH(A1; A2) = k1 + k2.
The following proposition states a simple connection between the Hamming distance
dH and the set transformation distance dT .
Proposition 4 If there exists a d-center for {A1; : : : ; Ak} under dH , then there exists
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a d-center for {A1; : : : ; Ak} under dT ; if there exists a d-center for {A1; : : : ; Ak} under
dT , then there exists a 2d-center for {A1; : : : ; Ak} under dH .
We leave it open for the moment if this can be used to show that finding a dT -center
is NP hard or not.
The following observation, shown for the Hamming distance in [14], also holds for the
set transformation distance due to the triangle inequality.
Proposition 5 Given k binary arrays A1; : : : ; Ak and an integer d ≥ 0, if there are i; j ∈
{1; : : : ; k} with dT (Ai; Aj) > 2d, then there is no array B with maxi=1,...,k dT (B;Ai) ≤ d.
Instead of testing all subsets of arrays whether they have a d-center, it is sufficient
to test only those subsets whose maximal pairwise distance between any two arrays is
not greater than 2d. This heuristic is applied in Algorithm 3. In addition every set
of character sets corresponding to a subset of arrays has to cover at least q sequences,
which excludes more subsets and makes further tests dispensable.
A problem illustrated in Figure 3 is that a subset of Aall with a d-center forms not
necessarily a d-cluster, since further elements of Aall can be within distance d to the
d-center, depending on the choice of the d-center (see Proposition 3). To ensure that
the output of Algorithm 3 consists only of representatives with all their d-occurrences,
it is tested in line 7 whether the set of potential d-occurrences Apot is already contained
in a set stored before in an output set   . This way the returned   consists only of pairs
representing maximal d-clusters (see Definition 10), which does not lose any information
and eliminates d-centers (representatives) with incomplete sets of d-occurrences.
Algorithm 3 Maximal subsets with d-center
Input: k sequences S = {S1; : : : ; Sk}, a distance d, a quorum q ∈ {2; : : : ; k}
1: let   ← ∅
2: let Aall ← ∅
3: for each S ∈ S do
4: detect all character sets in S and add them as binary arrays to the set Aall
5: for each Apot = {A1; : : : ; Ak} ⊆ A
all with dist(Ai; Aj) ≤ 2d for all i; j do
6: if the character sets corresponding to Apot cover at leat q sequences and there
exists a d-center of Apot then
7: if Apot is no proper subset of some element of   then
8: store Apot and its d-center in  
9: return the elements of  
4 Discussion
A shortcoming of our three algorithms is the fact that cluster maximality is not efficiently
taken into account. However, maximality is central to filter the enormous output pro-
duced by algorithms finding gene clusters allowing errors. Indeed, with our algorithms
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it is possible to extract from the set of clusters the ones that are maximal, but it is still
open to design methods that compute directly maximal gene clusters.
The redundancy of the output is a major problem with Algorithm 1, due to its ap-
proach that is centered on computing clusters from representatives. It is handled in a
very natural way in the two other algorithms, in two different ways: in Algorithm 2, all
possible representatives for a cluster are considered at the same time when extending a
clique to get a maximal clique, while in Algorithm 3, clusters are detected from the set
of all d-occurrences first, and only one representative is produced.
A disadvantage of the latter algorithms is that both require the enumeration of large
combinatorial sets, namely maximal cliques of a graph or all subsets of the set of all
character sets. On the other hand, the output of Algorithm 2 is an equivalence class of
clusters which provides much more information than a single representative for a cluster.
In order to produce such an output, Algorithm 1 does not seem to offer an efficient basis,
and for Algorithm 3 it is not clear whether all d-centers for a given set of strings can be
computed efficiently and represented in a compact way.
5 Conclusion
This report presents a model for gene clusters, defined on multiple sequences and allowing
to handle errors in a way that overcomes the drawbacks of so called max-gap clusters.
Previous gene cluster models are analysed and properties desirable to the design of the
new model are worked out.
By devising three equivalent formulations of the presented approach, more insight to
the complexity of finding clusters allowing for errors is gained.
Another formulation based on integer linear programs that incorporates all existing
models and also offers a quantitative evaluation of cluster quality appears in [27].
The balance between a highest possible degree of flexibility and biologically relevant
output in contrast to the feasibility of algorithms reporting those clusters remains the
major challenge for new gene cluster models. The presented approach emphasizes the
first aspect, though finding efficient algorithms would revaluate its usefulness.
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