We show that a variational inequality is equivalent to a generalized Wiener-Hopf equation in the sense that, if one of them has a solution so does the other one. Moreover, their solutions can be transformed to each other by a simple formula. Applications are considered.
INTRODUCTION
Although variational inequalities and the Wiener-Hopf equations appear to be two different subjects, we demonstrate in this paper an equivalence between the two. This allows one to study these subjects with a unified point of view and to transplant techniques suitable for equations into inequalities. In §2, we develop the theory of this equivalence. Applications are considered in §3, where we prove the convergence of an iteration scheme, which involves only integration, to solve a class of parabolic variational inequalities with unilateral constraints.
Some of the techniques used in this paper have appeared in the literature, for example [LS] , [KS] , to prove the Lions-Stampacchia Theorem.
Main theory
We first introduce our notation. Let H be a Hubert space and K be a closed convex subset of H. Let P he the projection operator from H onto K defined by \\Pu -u\\ < \\v -u\\, VvgK, and let Q -I -P, where / is the identity mapping. Assume A is an arbitrary operator defined on D(A) c H which maps D(A) into H. For a given f G H, consider the variational inequality: [DL] , [F] , [KS] , and [R] . The main results of this section are the following: We remark that (2.2) provides a necessary and sufficient condition for the solvability of (2.1). That is, (2.1) has a solution if and only if / G Im(AP + Q).
For literature studying noncoercive variational inequalities, we refer the reader to [LS] , [BGT] . However, these authors do not provide necessary and sufficient conditions. We now prove Theorem 2.1. The following lemma on projections plays a major role in the proof. It can be found, for example, in [Z] .
Lemma 2.4. Given w G H and u G K, then u = Pw if and only if (u -w, v -u 
If K is a closed convex cone with vertex at the origin, then Q is the projection on K* and K** = K, where K* is the dual cone of K.
Proof of Theorem 2.1. Let « be a solution of (2.1). Then (2.1) can be written
Hence Lemma 2.4 implies that (2.5) u = P(u + fi-Au).
The details of this concept can be found in [S] .
Consequently,
Substituting (2.5) into (2.6) yields the equation (2.7) (AP + Q)v=f, where v = u + f -Au. This proves the necessity. Conversely, let v G H he a solution of (2.7) for some /. Then
It follows from (2.8) and (2.9) that
Hence u = Pv is a solution of (2.1). The relation (2.8) gives
This completes the proof of Theorem 2.1.
To prove Theorem 2.2, assume (2.1) has a unique solution ug K for a given /. Suppose (2.2) has two solutions vx and v2. Then by Theorem 2.1, one has (2.11) u = Pvx=Pv2.
This leads to the equality (2.12) Au + Qvx = Au + Qv2 = f or Qvx = Qv2.
Hence (2.11) and (2.12) imply that vx =v2.
Conversely, assume (2.2) has a unique solution v . By Theorem 1, for any two solutions ux, u2 of (2.1), one has ux = u2 = Pv . The formula (2.3) follows from (2.2) and the fact that u = Pv in Theorem 2.1.
Under the assumptions of Theorem 2.3, the equation (2.2) is equivalent to (2.13) v = (P + A~lQ)~lA~lf.
If we substitute (2.13) into (2.2), it follows that
Hence (2.14)
Because Q is the projection onto K*, PQ = QP = 0. Hence (2.15) defines a strong Wiener-Hopf factorization of A .
APPLICATIONS
The equivalence of (2.1) and (2.2) allows one to identify variational inequalities with appropriate nonlinear equations. As an application of this, we develop an iteration scheme to solve parabolic variational inequalities with unilateral constraints. This is done by solving the corresponding Wiener-Hopf equations using iteration. The scheme is new, and recent numerical experiments by the author and his colleagues [PSS] have shown that it is practical. To avoid technicalities and to outline the basic idea of the method in a clear manner, we select the one-phase, one-space-dimensional Stefan problem, for example. The generalization to the case of higher space dimensions is trivial.
Assume Jo Ja We use || • ||, as in §2, to denote the norm of H induced by the inner product. For detailed properties of the above spaces we refer the reader to [LM] . We point out, however, that V is compactly imbedded in H ; i.e., the identity mapping from V into H is a compact operator. Moreover, the heat operator ut ~ Uxx maPs ^ onto H ■ Let Q = {(x, t) ; x G (a, b), t G (0, T)} and 9rQ = {(x, t) ; t < T} n <9Q, where 9Í2 is the topological boundary of Q. Let the closed convex subset K of H be defined by i = {i)er/;t)>0a.e.onQ}.
In view of Theorem 1.2 in [Z] , the projection P from H onto K in this case is given by ,r, x, ^ +, % v(x, t) + \v(x, t)\ TT (Pv)(x,t) = v+(x,t)= v 2 ' ve//' with Qv = v -v+ = v~ . P and Q are nonexpansive mappings. The Stefan problem can then be formulated as following [KS] , [F] : given y/(x, t) G C1 (0rQ) and fi(x, t) G H, und ugVdK such that
and which satisfies the boundary condition (3.2) u(x, t) = y/(x, t) uniformly up to dTQ.
The existence and uniqueness of the solution to (3.1)-(3.2) are well known. For a general discussion of the Stefan problem we refer the reader to [F] and [KS] . Let G(x, t; Ç, t) he the Green's function for the heat operator ( where the limit is taken in the strong topology of W.
To prove this result, we need some lemmas.
Lemma 3.2 [I, Theorem 6.4.8, Theorem 6.4.12] . Let H be a Hubert space, and let C be a bounded closed convex subset of H. Suppose S: C >-> C is a nonexpansive mapping. For any s G (0, 1) and v0 G C, define the iterative scheme Vn+l=SVn + (l-S)Svn> « = 0,1,2,.... Then {vn} converges weakly to a fixed point of T, and \\vn+x -l?B|| tends to zero as n goes to co. Lemma 3.3 [Z, p. 243] . The projection P is semiweakly closed in the following sense: if vn is a bounded sequence that tends weakly to v* G H and Pvn tends to w strongly, then Pv* -w.
Here we mean the Green's function for the initial boundary value problem. See [W] , for example. 
Indeed, following the standard theory for partial differential equations, v is a solution of (3.4) with v+ satisfying (3.2) if and only if v is a solution of (3.5).
We denote the first four terms in (3.5) by F(x, t), which is a known function in V that depends only on y/(x, t) and f(x, t). Since the operator I -X" M is linear and the projection (•)" is nonexpansive, (3.7) implies that the operator 5 is also nonexpansive. Moreover, S has a unique fixed point v that solves (3.5) and S: B -> B, where B is a ball defined by B = {w G H; 11 to -v\\ < \\w -v0\\}.
This can be seen from the estimates that, for any w G B \\v -Sw\\ = \\Sv -Sw\\ <\\v-w\\< \\w -v0\\.
We are now able to apply Lemma 3.2 to the iterative equation (3.6). Consider the iterative sequence Vn+\ = SV" + (l-S)SV~, « = 0,1,2,.... Using (3.10), it is easy to check that {vn} is exactly the same sequence as the one that appeared in Theorem 3.1, and one has vn+x=svn + (i-s) (I-X-lM) In what follows, we need to show only that the left-hand side of (3.11) converges to u in the strong topology of W. Suppose this is not the case and let Wn = (1 -S)_1K+1 -vn) + Vn = ~X~~'Mvñ + F ■ Then for some 6 > 0 there exists a subsequence {wn } such that (3.12) \\wKk-u\l>ô, where || • II is the norm of W. However, {Mv~} is a bounded sequence in V since {vn} is contained in B . Since V «-> W is a compact imbedding, one concludes that there exists a subsequence of {vn } , still denoted by {vn } , such that Mv~ -» v* strongly in W , for some v* in W c H.
Hence (3.13) wn -> -X" v* + F in the strong topology of W.
Recall that vn +1 -vn tends to 0 in H. It then follows from (3.11) and (3.13) that (3.14) vn -> -X~ v* + F strongly in H.
On the other hand, Lemma 3.2 shows that vn tends to the unique fixed point v of the operator S in the weak topology of H. Hence Lemma 3.3 and (3.14) imply that + l-1 * , ru = v = -X v + F, which contradicts (3.12)-(3.13). The proof is complete.
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