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em Métodos Nuḿericos em Engenharia do Se-
tor de Tecnologia do Centro de Estudos de En-
genharia Civil Professor Inaldo Ayres Vieira da
Universidade Federal do Paraná, como requi-
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2.4.2 Funç̃ao de correlaç̃ao da Faḿılia Esf́erica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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2.5 ESTIMAÇÃO DE PARÂMETROS DO MODELO . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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3.4 PREDIÇ̃AO LINEAR ESPACIAL BIVARIADA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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3.6.3 Ańalise geoestatı́stica dos dados de produtividade de soja . . . . . . . . . . . . . . . .. . . . . 82
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de ordem 2 (exp(−u2)), diferencíavel emu = 0. . . . . . . . . . . . . . . . . . . . . . . . . . 16
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vii
direita ilustra tamb́em o comportamento de uma função de correlaç̃ao expo-
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amostrais, em dados de pesquisa de Oliveira (2003). . . . . . . .. . . . . . . . . . . . . . 23
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dα representa a distância de um ponto separado de outro por uma distânciau
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Tabela 2.7 Ḿedia da posteriori dos parˆ metros do modelo geoestatı́stico obtido por in-
ferência bayesiana. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Tabela 2.8 Estatı́sticas descritivas das predições bayesianas da produtividade de soja me-
dida em uma malha de 1.131 pontos, com base em amostras de 256 pontos
estruturados (Soja256), 128 e 64 pontos aleatórios (Soja128 e Soja64, respec-
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Resumo
Os gr̃aos s̃ao comodities de grande importância internacional, amplamente negocia-
das entre importadores e exportadores. A madeiraé fundamental nas atividades industriais
do Brasil, seja como insumo, seja como geradora de energia. Neste ińıcio de mil̂enio, soja,
cana-de-aḉucar, milho e madeira têm ocupado espaço na substituição da produç̃ao de energia de
origem petroqúımica e consequentemente tem aumentado sua demanda pela competi ¸̃ao com a
produç̃ao de alimentos.
Al ém da expans̃ao de fronteiras agrı́colas, novas tecnologias têm surgido para dar su-
porte ao aumento da produtividade, viabilidade econômica e preservaç˜ o do habitat.
Novos conceitos ṽao sendo estabelecidos e a agricultura de precisãoé um dos que mais
se desenvolve. Ela prop˜ e a identificaç̃ao e o manejo de zonas agrı́colas de caracterı́stica uni-
forme, onde se pode dar um tratamento mais especı́fico, evitando-se, por exemplo, subdosagens
ou superdosagens de insumos. Na identificação dessas zonas de manejo, os mapas temáticos
têm funç̃ao de destaque. Sua elaboração requer metodologias próprias onde a geoestatı́stica
tem cumprido seu papel. Muitos estudos são realizados e importantes resultados têm levado a
mapas que expressam, com qualidade, a distribuição espacial dos valores das variáveis georre-
ferenciadas.
Nas pesquisas em que são aplicados ḿetodos geoestatı́sticos é comum a coleta de
um conjunto de variáveis que descrevem propriedades fı́sicas, qúımicas e de produção e com
posiç̃ao de coleta de dados referenciadas espacialmente. Muitos trabalhos envolvem o estudo
e elaboraç̃ao de mapas de umáunica varíavel por vez. Neste trabalho foram produzidos ma-
pas em um contexto multivariado. Apesar das baixas correlac¸õ s dessas vari´ veis reportadas
na literatura, foi feita uma análise de componentes principais para a redução do conjunto de
variáveis suportèa sua primeira componente, incorporando sua informação de variabilidade es-
pacial a outra variável de interesse principal, em uma estrutura bivariada de modelo, para qual
se dispunha de recursos computacionais para resolver numerica nte aplicaç̃oes.
Adotou-se uma formulação com base em modelos mistos. Seus parâmetros foram
estimados pela otimizaç˜ o de funç̃oes de verossimilhança e por simulação bayesiana para a
obtenç̃ao de distribuiç̃oes aposteriori. Com esses modelos foram derivados preditores margi-
nais e condicionais, permitindo-se estimar valores em pontos de uma estrutura compatı́vel com
a apresentação em forma de mapa.
Foram analisados dados de dois problemas distintos em sua nat reza. Em um dos
casos os dados reportavam variáveis de produtividade de soja associados a dados fı́sicos e
qúımicos, distribúıdos em umáarea de 1,74 ha cultivada em sistema de plantio direto. No
outro, as varíaveis representavam o incremento médio anual – IMA dePinus taedaL. emárea
de 2.252,11 ha de reflorestamento e dissociadamente dados deteor argila.
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A análise revelou a capacidade do modelo bivariado em explorar ainformaç̃ao espacial
contida nos dados quando as localizações das variáveis ñao eram as mesmas e a capacidade de
identificar zonas de regionalizaç˜ o onde o modelo univariado não o fez, principalmente em se
tratando de amostras pequenas da variá el de interesse principal. A an´ lise mostrou ainda que
o método bayesiano, no caso univariado, define melhor as zonas diferentes quando se trata de
delineamentos com poucas amostras.
Palavras-chave: Geoestatı́stica multivariada, geoestatı́s ica bayesiana, verossimilhança, agricul-
tura de precis̃ao, invent́ario florestal.
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Abstract
The grains are great international importance comodities,widely negotiated between
importers and exporters. Already the wood is basic in the industrial activities of Brazil, either
as manufactures material, either as generating of energy. In this beginning of mil̂enio, soy bean,
sugar cane, maize and wood have ocupaited space in the production of petrochemical energy
and then it has increased its demand for the competition withthe food production.
Beyond the expansion of agricultural borders, new technologies arrived to increase
productivity, to guarantee economic viability and preserve the habitat.
New concepts go appearing and the Precision Farming is of that more it is developed.
It propose the identification and the handling of uniform agricultural zones where it can give a
more specific treatment, preventing for example, overdosesr subdoses of chemical material.
In the identification of these handling zones, the thematic maps have prominence function.
Its elaboration requires proper methodologies where the geostatistics fulfilled its paper. Many
studies are carried through and important resulted they have taken the maps that they express,
with quality, the spatial behavior of the geographically marked variables.
In the geostatistics research of agricultural problems with a set of variable that describe
physical, chemical and production properties is common. Many works involve the study and
elaboration of maps of one variable for each time. In this work it was produced maps in a
multivariate context. Although the low correlations between agricultural variable was reported
in literature, was made analysis of main components for reduction of the set of variables to
its first component, having incorporated its space variability information to another variable of
main interest, in a bi variated structure of model, because computational resources availability
for numerical applications.
A mixed model-based formularization was adopted where its parameters had been es-
timated by the optimization of likelihood functions and by Bayesian simulation. With these
models it was derived conditional and marginal predictors,allowing itself estimate values in
localization where the structure was compatible with a map.
In this work had been analyzed data from two distinct problems in its own nature.
In one of the cases the data reported variable of soy productivity associates the physical and
chemical data, distributed in a 1,74 ha area cultivated in system of direct plantation. In the other,
the variable represented the Annual Average Increment ofPinus taedaL. in area of 2.252,11 ha
of reforestation and separately it Clay Concentration data.
The analysis showed the capacity of the bivariate model, where the localizations of
the variable were complementary, to identify zones where the univariate model didn’t make it,
mainly in if treating to small samples of the variable of primary interest. The analysis showed
that the Bayesian method, in the univariate case, defines the different zones better when if it
xvii
deals with samples of small size.




A grande explos̃ao demogŕafica que acompanha o desenvolvimento da espécie humana
tem exigido cada vez mais um significativo aumento na produção e distribuiç̃ao de alimentos,
pois saciar a fomé uma das necessidades mais primá ias do ser humano. A atividade agrı́cola
atual, em geral, ñao tem conseguido oferecer alimentos em quantidade suficiente e simultane-
amente preservar o meio ambiente, além de ter que produzir combustı́veis renov́aveis, devido
à escassez e ao dano provocado por combustı́vel de origem f́ossil. Os resultados das pesquisas
cient́ıficas ñao atingem, em grande escala, a consciên ia do produtor rural, que em muitos casos
é ávido pelo lucro ŕapido e sem riscos econˆ micos.
É incorreto pensar que as fronteiras agrı́colas se estabelecem nos limites de cada pro-
priedade rural. O ecossistemaé um ambiente altamente correlacionado onde os recursos dis-
pońıveis em um local especı́fico decorrem das transformações ao longo de milhares de anos de
evoluç̃ao e de desenvolvimento do globo terrestre. Uma propriedaderural ñao representa um
sistema fechado. Os insumos aplicados tendem a se distribuir além de seus limites geográficos.
Os recursos naturais demandados em um dado momento, sem controle u crit́erio, podem le-
var posteriormentèa sua falta ou mesmo o esgotamento definitivo, não śo naquela propriedade,
como tamb́em em toda uma região. Se considerarmos os recursos naturais compartilhados,
como os recursos hı́dricos por exemplo, então um manejo isolado em uma propriedade poderá
produzir conseqûencias danosas̀as outras propriedades ou mesmo ao meio-ambiente local.
Tome-se como exemplo o Estado do Paran´ , que tem sido historicamente um grande
produtor de gr̃aos do Brasil, com grande potencial econômico e agŕıcola e uma localizaç̃ao
privilegiada em relaç̃ao ao Mercado Comum do Sul - MERCOSUL. Sua região Oestée res-
ponśavel por aproximadamente um terço da produção de gr̃aos do Estado, tendo sua economia
baseada principalmente na produção de soja e trigo, com muitas propriedades disputando simul-
taneamente os recursos naturais da respectiva regi˜ o. Outro exemplo na linha de agronegócios
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se d́a na regĩao Nordeste do Estado de Santa Catarina, particularmente nosmunićıpios de Rio
Negrinho e Doutor Pedrinho onde juntos dispõem de 232 ind́ustrias ligadas ao setor madeireiro,
abastecidas por grandesáreas de reflorestamento de pinus e eucalipto desenvolvidasna regĩao,
interferindo na economia e no meio-ambiente dessas duas ciddes.
Por outro lado, a globalizaç˜ o da economia e a grande demanda por mais alimentos
exigem que a agricultura brasileira desenvolva tecnologias que possibilitem a competição de
nossos produtos no mercado mundial e um aumento de produtividade para atender o cresci-
mento populacional. Esse aumentoé normalmente controlado pelo aumento do uso dos insu-
mos agŕıcolas. Estes insumos compreendem principalmente os insumos bioĺogicos, insumos
meĉanicos,́agua e insumos quı́micos. O uso de insumos quı́micos tem sido identificado como o
principal fator de contaminaç˜ o daágua e do solo (BAKHSH et al., 1997). Deduz-se, portanto,
que eles, ao mesmo tempo em que auxiliam no aumento da produtividade agŕıcola, apresentam
grande perigo para o solo e mananciais deágua.
Após o advento do plantio direto, revolucionando o manejo agrı́cola com o desen-
volvimento de novos equipamentos, oferecendo resultados importantes para o desempenho do
cultivar e para o meio-ambiente, surge o conceito de Agricultura de Precis̃ao (AP). Inicial-
mente o objetivo era uniformizar manchas ou zonas de produção diferenciadas nivelandoáreas
pelas altas produtividades. Acreditava-se que as operaçõ s de manejo ou semeadura em ta-
xas varíaveis seria suficiente para uniformizar a produtividade no nı́vel do rendimento ḿaximo
posśıvel. A aplicaç̃ao da AP nas propriedades agrı́colas requeria o uso de tecnologias emer-
gentes que fosse capaz de discriminar, a uma resoluçã refinada, a variabilidade espacial dos
diversos fatores associadosà produç̃ao e orientar, com o auxı́lio de aparelhos dotados de um Sis-
tema de Posicionamento Global, popularmente conhecido porGPS (acr̂onimo do ingl̂esGlobal
Positioning System), um sistema mecanizado para aplicar insumos otimizadamente. A tecnolo-
gia SIG – Sistema de Informações Geogŕaficas, associada com os dados agrı́colas geram uma
grande quantidade de informações, expressas na forma de mapas temá icos e relat́orios de apoio
a decis̃ao no manejo agrı́cola. Mesmo assim, visando aumentos progressivos de produtividade,
os agricultores utilizavam o ḿaximo de fertilizantes e corretivos (MOLIN, 1997).
O mapa de produtividadée, ainda nessa primeira década do terceiro milênio, essencial
para quem pretenda entender ou praticar as prerrogativas daAP, pois é ele quem mostra as
variaç̃oes de produtividade em umaárea. A id́eia b́asica continua sendo identificar zonas ou
talhões de alta ou de baixa produtividade e administrar essas diferenças. O conceito atual para
AP, no entanto,́e o de um sistema de gestão agŕıcola composto de tecnologias e procedimentos
que levem a uma produção otimizada (MOLIN, 2002b). Para esse autor, a melhor informaç̃ao do
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resultado de uma lavouraé a colheita. Esse resultado pode ser expresso pela média, usualmente
expressa em toneladas por hectare, ou um mapa de produtividade que mostra, entre outras
informaç̃oes, a produtividade obtida em cada parte da lavoura e, no seuconjunto, a variabilidade
espacial da produção.
Um dos desafios mais recentes da APé oferecer subsı́dios para a definiç̃ao de unidades
de manejo para posterior intervenção. Essa identificação pode ser feita com informações de
solo, da produtividade ou indicadores compostos. Definir unidades de manejo em talhões que
mereçam tratamento diferenciadoé uma tarefa pouco objetiva pois depende de fatores multi-
variados, como a resposta da cultura, caracterı́sticas do solo, fatores ambientais, dentre outros
(MOLIN, 2002a). De qualquer maneira, a geoestatı́ ica pode contribuir muito para se obter
resultados cientificamente aceitos. A AP está fundamentada basicamente na existˆ ncia da va-
riabilidade espacial dos fatores produtivos e, portanto, da pŕopria quantidade produzida pela
cultura, constituindo a sua representação gŕafica uma das mais importantes ferramentas desti-
nadas a sua an´ lise (BALASTREIRE; ELIAS; AMARAL, 1997).
O acompanhamento do desenvolvimento de uma cultura em temporeal e a correç̃ao
dos fatores deficientes no instante queé diagnosticado foi uma das metas mais importantes
e ousadas da AP (CAPELLI, 1999). O que aconteceu no final da déc da de 90 e no inı́cio
deste segundo milênio foi que, devido aos altos preços de implementos praticados decorrentes
da baixa escala de produção e pequena nacionalização industrial, a adoç̃ao do manejo a taxa
variável se tornou inexpressiva. O mercado també ñao respondeu e atualmente não existem
novidades tecnol´ gicas em equipamentos de custo economicamente viável que levem a uma
soluç̃ao esperada para a variabilidade espacial dos talhões (MOLIN, 2002b).
A geoestat́ıstica se apresenta como um método que utiliza procedimentos estatı́sticos
aplicados a problemas cujos dados provêm de fen̂omenos naturais e que são espacialmente
distribúıdos e auto correlacionados, ou seja, consideram n˜ o śo o valor obtido para uma deter-
minada varíavel, mas tamb́em sua posiç̃ao, expressa por um sistema de coordenadas. Assim,
o comportamento do evento estatı́stico pode ser descrito pelas diferenças entre as informações
obtidas em funç̃ao da dist̂ancia que as separa. O valor de uma variável em uma determinada
posiç̃ao podeŕa ser estimado a partir dos valores em posiç˜ es vizinhas. Atualmente a noção de
métodos geoestatı́sticosé popular em muitaśareas das ciências e da ind́ustria para se avaliar
dados correlacionados no espaço e/ou no tempo.
Tanto experimentos baseados nos conceitos de AP quanto experimentos de outraśareas
que envolvem a estatı́s ica espacial, particularmente a geoestatı́ tica, usam procedimentos uni-
variados para a representação do comportamento de suas variáveis. Entretanto, em problemas
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reais, os fen̂omenos frequentemente ocorrem sob circunstâ cias multivariadas e espacialmente
correlacionados.
Existe dispońıvel na literatura, muitos trabalhos envolvendo métodos geoestatı́sticos
multivariados tais como os apresentados por Einax e Soldt (1998) e Caeiro et al. (2003), mas
ainda cabe investigações para se determinar as condições em que uma an´ lise multivariada para
os problemas representam um ganho efetivo na qualidade dos resultados, na confiabilidade do
processo, na eficiência, sobretudo na predição. Cabe espaço também para se avaliar as carac-
teŕısticas dos diferentes modelos propostos, ou seja, tanto aqueles baseados em variogramas e
na estrutura da matriz de correlação como aqueles baseados em modelos de regressão. Em de-
corr̂encia dessas avaliações, poder̃ao surgir novas proposições ou recomendações de estratégias
de modelagem que levem a uma viabilidade computacional, grande limitaç̃ao nos ḿetodos atu-
ais, ou ainda, ampliar a interpretabilidade dos resultados.
O objetivo geral deste trabalho foi empregar métodos geoestatı́sticos univariados e
multivariados em experimentos agrı́colas desenvolvidos na região Oeste do Paran´ e em dados
de área de reflorestamento no municı́p o de Rio Negrinho-SC, incorporando técnicas que per-
mitiram a elaboraç̃ao de mapas teḿaticos melhores com uma redução no ńumero de amostras
de varíaveis de interesse principal pela sua correlação om outras variáveis agŕıcolas que sejam
mais facilmente disponı́veis.
O caṕıtulo 2 trata de eventos geoestatı́sticos univariados baseados em modelos nos
quais se apresenta a geometria do espaço adotado, analisa-se os componentes do modelo,
associa-se cada componente do modelo a conceitos baseados em covariograma e vario-
grama, apresenta-se as principais funções de correlaç̃ao utilizadas, deriva-se os métodos de
estimaç̃ao dos par̂ametros do modelo baseados em maximização do logaŕıtmo da funç̃ao de
verossimilhança (MV), ḿaxima verossimilhança restrita (MVR) e da determinação emṕırica
de distribuiç̃ao a posteriori dos parˆ metros baseados em inferência bayesiana. Finalmente,
nesse caṕıtulo, analisam-se dois problemas de confeção de mapas teḿaticos e de estimaç˜ o
de produç̃ao.
O caṕıtulo 3 aborda o problema geoestatı́stico multivariado e particularmente o caso bi-
variado, posśıvel de ser implementado computacionalmente. Inicialmente foi obtido um ḿetodo
bivariado sob o enfoque da geoestatı́stica baseada em modelos, propondo-se um modelo que
contemplasse a demanda surgida no problema univariado. Derivou-se tamb́em uma metodolo-
gia de prediç̃ao linear multivariada, particularmente a distribuição preditiva de uma variável de
interesse principal, condicionadaàs demais. Dois casos foram estudados, um associando uma
variável de interesse principal com outra de interesse secundário, em uma mesmárea de cul-
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tivo e outro caso associando a variável de interesse principal com a primeira componente obtida
de uma ańalise de componentes principais (ACP) sobre um conjunto de variáveis secund́arias.
Foram ent̃ao analisados os dados geoestatı́ icos do problema abordado no capı́tulo 2, uma vez
que cada um dos dois conjuntos de dados foram tomados em uma mesma r gĩao de manejo
agŕıcola.
No caṕıtulo 4 apresentam-se as conclusõe gerais do trabalho e sugestões para traba-
lhos futuros com base nos métodos desenvolvidos. Naúltima parte desse trabalho encontram-se
em anexo os roteiros de an´ lise para os interessados em aplicar os mesmos procedimentos em
outros estudos similares.
Os arquivos fonte da an´ lise estatı́stica est̃ao dispońıveis na URL (Uniform Resource
Location) http://www.leg.ufpr.br/ como complementos para artigose materiais do LEG (La-
borat́orio de Estat́ıstica e Geoinformaç̃ao) da UFPR (Universidade Federal do Paran´ ) na seç̃ao
paper companionsem Atividades e Eventos. Os dados podem ser obtidos diretamen e do pacote
geoR (RIBEIRO JR; DIGGLE, 2001).
2 MODELO GEOESTAT ÍSTICO GAUSSIANO
UNIVARIADO
O modelo que se idealizou neste estudo assumiu uma vari´ velY observada em dife-
rentes coordenadas de um plano cartesiano bidimensional, representando uma versão de rúıdo
de um sinalSde um processo espacial contı́nuo, sendoY condicionalmente independente deS.
Estruturou-se esse modelo como um modelo linear misto, especificado com notaç̃ao de modelos
hieŕarquicos, quando necessário à sua clareza. O componente associado ao valor esperado deY
comportou uma estrutura induzida por covariáveis presentes nas coordenadas de mensuração.
Como essas covari´ veis atuam no componente determinı́stico do modelo e s̃ao obtidos nas mes-
mas coordenadas de mensuração deY, o processo como um todo foi aqui considerado como um
processo gaussiano univariado.
2.1 GEOMETRIA DO ESPAÇO GEOESTAT ÍSTICO
Neste trabalho foram considerados como dados espaciais as informaç̃oes observadas
de um fen̂omeno aleat́orio ocorrido em um sistema agrı́cola, distribúıdo em uma região de um
espaço bidimensional. Ñao foram estudados dados que representassem polı́gon s de uma região
(sub-́area) e nem dados que representassem processos pontuais, como a ocorr̂encia positiva
ou negativa de um atributo. Abordou-se somente dados vinculados a um processo aleatório
gaussiano de variaç˜ o espacial contı́nua e mensurável.
O formato b́asico dos dados geoestatı́sticos univariados que se adotou foi:
{
(xi;yi) : xi ∈ R2,yi ∈ R, i : 1,2, . . . ,n
}
onde:
xi : indica a localizaç̃ao espacial dai-ésima coordenada em uma região do espaço
bi-dimensional (R2);
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yi : indica uma medida escalar da variável aleat́oria cont́ınuaY = (y1,y2, . . .yn)
T ,
tomada naxi-ésima localizaç̃ao.
Um particular resultadoy da varíavelY pode ocorrer em qualquer localizaçãox de uma
regĩao cont́ınua. Essas localizaçõesxi : i = 1,2, . . . ,n formam uma malha fixa ou estocastica-
mente independente deY, onde ser̃ao obtidas as medidas deyi.
O processo gaussianoé definido como um conjunto den variáveis aleat́orias onde a
distribuiç̃ao finito-dimensional de qualquer subconjunto de variáveis tomadas desse conjunto,
tem distribuiç̃ao gaussiana multivariada com dimensão igual ao ńumero de varíaveis do subcon-
junto. Assim, o conjunto
{
S(xi) : xi ∈ R2; i : 1,2, . . . ,n
}
, foi o processo estocástico gaussiano
que descreveu, de maneira teórica, o comportamento do fenômeno em umárea. Esse processo
deve ter uma distribuiç̃ao espacialmente contı́ ua e o eventoY deveŕa ocorrer segundo a sua lei
de probabilidades. O modelo geoestatı́stico apropriado que se adotou foi baseado em um pro-
cesso estoćastico espacialS(x), gaussiano, contı́nuo, que representa o fenômeno de interesse em
umaárea de um espaço bidimensional ou, eventualmente, em uma reta de um espaço unidimen-
sional. Entende-se aqui o processo estocásti o gaussiano univariado como sendo um modelo
probabiĺıstico definido por um conjunto de vari´ veis aleat́orias gaussianas
{
S(x) : x∈ R2
}
em
que osS(xi) são medidas de mesma natureza, que ocorrem em diferentes locai d espaço
(WALLER; GOTWAY, 1965). Assim,Y = (y1,y2, . . . ,yn)
T é um vetor aleatório de dimens̃aon
contendo as medidas da realização do evento. Cadayi é representado por uma função densidade











em queΣ é uma matriz ñao singular e de posto completo eµ um vetor de ḿedias.
Uma realizaç̃ao do eventoY corresponde a um conjunto de observações emn
localizaç̃oes distintas e fixas, onde cada resultadoé, em si, o resultado de uma variável aleat́oria
Yk = Y(xk) = yk, k = 1,2, . . . ,n. Uma realizaç̃ao deY é ent̃ao a ocorr̂encia den variáveis
aleat́orias gaussianas, cada uma com umaúnica observaç̃ao e que pode ser modelada como:
Y(xi) = µ(xi)+S(xi)+ εi ; i = 1, . . . ,n (2.2)
em que:
• Y(xi) é uma varíavel aleat́oria cont́ınua com distribuiç̃ao normal de ḿedia
E [Y(xi)|S(xi)] = µ(xi)+S(xi) e varîancia condicionalVar(Y(xi)|S(xi)) = Var(εi) = τ2;
• µ(xi) = β0 + β1d1(xi) + β2d2(xi) + . . . + βpdp(xi) que pode ser representado matricial-
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mente comoDβ é efeito espacial externo associado ap covaríaveisd(xi), diferentes de
Y(xi) mas que ir̃ao depender da localizaç˜ oxi . Os coeficientesβ são constantes a serem
determinadas. Esse componente, també é chamado de efeito sistemático e pode tornar
o modelo ñao estaciońario;
• S(xi) é o valor, na posiç̃aoxi, do processo gaussiano multivariado
{
S(x) : x∈ R2
}
, com
média zero, varîanciaσ2 e funç̃ao de correlaç̃aoρ(ui j ) = Corr{S(xi),S(x j)} ondeui j =
‖xi −x j‖ é a dist̂ancia euclidiana que separa duas coordenadas quaisquerxi ex j ;
• εi são erros independentes e identicamente distribuı́dos com distribuicc̃ao normal de
média zero e variânciaτ2, ou seja,εi ∼ N(0;τ2).







• σ2 é a varîancia;
• R é uma matriz de tamanhon× n cujos elementos representam as correlações entre
observaç̃oes feitas em diferentes localizações;
• τ2 representa a variância do erroεi e
• I a matriz identidade de tamanhon×n.
2.2 COMPONENTES DO MODELO
2.2.1 Componente mensuŕavel
A variável mensuŕavelY(x) no modelo da equaç˜ o 2.2 foi suposta com distribuição
gaussiana de probabilidades. Essa suposiçã permitiu obter a solução anaĺıtica na estimaç̃ao dos
par̂ametros do modelo. Entretanto, para o método geoestatı́stico baseado em modelos, isso não
é necesśario, desde que se consiga escrever uma função de verossimilhança que tenha solução.
Já o ḿetodo bayesiano pode facilmente resolver problemas de estimaç̃ao de par̂ametros para
modelos lineares generalizados, sem a restrição da suposiç̃ao do tipo do processo estocástico
envolvido. A maioria dos trabalhos com geoestatı́ ica se valem do recurso de transformar a
variável resposta para se obter a gaussianiedade.
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Existem muitas raz̃oes importantes, amplamente discutidas na literatura, parse trans-
formar dados estatı́sticos buscando obter uma forma de distribuição pŕoxima da distribuiç̃ao
normal de probabilidades. Eventos que têm evoluç̃ao ñao linear, representados por forte as-
simetria na distribuiç̃ao de freq̈uências de seus dados, requerem tranformações logaŕıtmicas
convertendo o problema em uma escala mais aditiva, levando adistribuiç̃ao em direç̃ao a um
comportamento mais siḿetrico, pŕoximo da distribuiç̃ao gaussiana.
Box e Cox (1964) apresentam um método de transformaç˜ o da faḿılia pot̂encia que
basicamente consiste na adequação a uma faḿılia paraḿetrica numa generalizaç˜ o emṕırica do
modelo gaussiano, na qual a escolha da transformação mais adequada corresponde a estimar
um par̂ametro de transformaç˜ oλ , empregando-se para isso o método MV. Uma vez escolhido













, seλ 6= 0
logY , seλ = 0
(2.4)
Na área econ̂omica, Aguirre e Faria (1996) utilizaram a transformação de Box e Cox
(1964) em uma aplicaç˜ o do ḿetodo dos preços hedônicos na avaliaç̃ao de iḿoveis em estudo
de viabilidade econ̂omica do programa de canalização de ćorregos na implantaç˜ o de vias e
na recuperaç̃ao ambiental e social de fundos de vales, elaborado pela prefeitura da cidade de
São Paulo no perı́odo de 1993 a 1994. O ḿetodo dos preços hedônicos consiste em estimar
preços impĺıcitos atrav́es de atributos ambientais caracterı́sticos de bens ambientais comerciali-
zados em mercados através da observaç˜ o do pŕoprio mercado no qual os bens estão inseridos.
A aplicaç̃ao da transformação foi necesśaria pois as variáveis preços e aluguel apresentaram
assimetria e altos valores de curtose, sugerindo uma distribuição log-normal para os dados.
Destacam no trabalho a necessidade de, no final, transformarnov mente as variáveis modifica-
das para a sua escala original (uma anamorfose), para que os co ficientes de regressão possam
ter interpretaç̃ao direta.
Frasson e Molin (2006) utilizaram a mesma transformação para confirmar a gaussiani-
edade na elaboraç˜ o de mapa geoestatı́stico da produtividade de soja, com dados do ano de 2005
provenientes da Fazenda Velha Lagoa da Empresa Agropecuária Dois Irm̃aos no munićıpio de
Campos Novos Paulista-SP, em talhões de 22,8 ha. A produtividade foi medida com monitor de
colheita com detecção de massa por placa de impacto e receptor GPS com correçã diferencial
por algoritmo interno, instalado em colhetadeira própria.
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2.2.2 Componente determińıstico
Segundo Waller e Gotway (1965), dois conceitos devem ser estab lecidos antes de se
modelar um processo espacial: estacionariedade e isotropia. Matematicamente um processo
seŕa estaciońario quando suas propriedades forem invariantesàs translaç̃oes em um espaço
multidimensional, ou seja, a relaç˜ o entre dois eventos em um processo estacion´ ri depen-
deŕa somente de suas posições relativas. Será isotŕopico quando for invariantèas rotaç̃oes em
torno da origem de um sistema de referˆ ncia, ou seja, ñao deveŕa depender da orientaç˜ o do
eixo que liga suas posições no espaço.
A auŝencia de estacionariedade na média ocorre quando existe uma variação natural
própria daárea, que interfere no comportamento do processo, como por exemplo: a declividade
sisteḿatica de um solo que interfere nas caracterı́s icas de fertilidade, umidade e compactação,
importantes para se avaliar a variação da produtividade de umaárea. Para estudar esse efeito,
pesquisadores costumam modelar a médiaµ como uma funç̃ao das localizaç̃oesx, destacando
os efeitos de tend̂encia por modelos de regressão polinomial e utilizando o resı́duo, para então
prosseguir com a an´ lise. Modelos assim não s̃ao cientificamente explicados pois as correlações
com direç̃oes definidas ñao d̃ao informaç̃oes sobre o processo causador do efeito.
Esse efeito que afeta a média de um processo geoestatı́stico pode ser modelado relati-
vamentèas suas covariáveis.É o equivalente aos fatores em uma an´ lise estatı́stica tradicional.
Muitas pesquisas são feitas eḿareas onde existem sub-áreas de caracterı́sticas pŕoprias que afe-
tam o processo em estudo. Souza, Marques JR e Pereira (2004),por exemplo, desenvolveram
um trabalho em Guariba-SP com o objetivo de avaliar a variabilid de espacial do pH, cálcio
(Ca), magńesio (Mg) e saturaç̃ao de bases (V%) em Latossolo Vermelho entroférrico sob cul-
tivo de cana-de-açúcar. Eles classificaram a curvatura e o perfil das formas do terreno no terço
inferior da encosta em dois compartimentos, um com menor variação das formas e curvaturas,
predominando a forma linear e outro com maior variação, com a presença de formas linear,
côncava e convexa. Concluı́ram que o tipo de relevo, dentre outros resultados, condiciona uma
variabilidade espacial diferenciada para os atributos quı́micos. Outro trabalho com o uso de
covaríaveisé apresentado por Carvalho e Queiroz (2002). Eles concluem quo uso da altitude
como covaríavel para a precipitaç˜ o de chuvas no Estado do Paraná define bols̃oes, aĺem de
evitar instabilidade nuḿerica no sistema de equações do modelo causada pela redundâ cia de
observaç̃oes da varíavel auxiliar. O conceitóe semelhante ao delineamento de experimentos em
blocos, que retira do resı́duo uma fonte de variaç˜ o conhecida. As informações adicionais s̃ao
normalmente tomadas nas mesmas coordenadas do processo principal e ñao s̃ao tratadas como
um segundo processo, mantendo assim o aspecto univariado dańalise.
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De maneira um pouco mais formal, diz-se que o processo´ estaciońario de primeira or-
dem (na ḿedia) seµ(xi) = µ, ∀ xi, i = 1,2, . . .n e estaciońario de segunda ordem (na variância)
se as covariâncias para cada par de coordenadas forem função somente da distância euclidiana
ui j e paraui j = 0, ρ(ui j ) = σ2.
2.2.3 Componente do processo gaussiano correlacionado
Assumiu-se neste estudo que o processoS(x) é desconhecido, de variação cont́ınua,
com incerteza em seus parâmetros e correlacionado na região em que ocorre e poderá ser com-
posto por processos latentesSk(x), k = 1,2, . . . p, p ∈ N, escalonados porσ2k (RIBEIRO JR;
DIGGLE, 1999). Sup̂os-se ainda que o domı́nio D em que ocorre o processoé fixo em um
espaçoR2. O fato deD ser fixo significa que os pontos amostrais não ser̃ao aleat́orios. Schaben-
berger e Gotway (2005) dizem ser importante associar a continuidade do processo ao domı́nio
D e ñao ao atributo que está sendo medido. O fato de os dados mensuráveis serem contı́nuos ou
discretos ñao determinam se são do tipo geoestatı́stico ou ñao.
Um outro aspecto importante sobre o processo gaussianoé exist̂encia de estaciona-
riedade na sua estrutura de correlação. Um pressuposto razoável é supor que seu valor decai
a medida que a distância entre as localizações aumenta, independentemente doângulo do eixo
formado entre essas localizações. Neste caso se diz que o processoé i tŕopico, caso contrário o
processóe anisotŕopico. Essa forma de se avaliar o comportamento das correlac¸õesé chamado
de efeito direcional que na sua forma mais simples, — e talvezmais comum,́e chamado aniso-
tropia geoḿetrica. Este tipo de anisotropia ocorre quando a estrutura de covarîancia apresenta
alongamentos e rotações em relaç̃ao aos eixos das coordenadas. Desta forma pode-se caracteri-
zar esse efeito através de dois parˆ metros: ôangulo de anisotropiaψA que d́a a direç̃ao do efeito
e a raz̃ao de anisotropiaψR > 1 que d́a a relaç̃ao entre o eixo maior e o eixo menor da elipse
formada (JOURNEL; HUIJBREGTS, 1978).
Na pŕatica,ψA e ψR são informaç̃oes desconhecidas que podem ser convenientemente
incorporadas ao modelo geoestatı́stico para serem estimadas a partir dos dados. Uma vez conhe-
cida a tend̂encia devidòa anisotropia, pode-se, para efeito de análise, transformar as coordena-
das. Se(a,b) for a coordenada de um ponto no plano cartesianoR2, poder-se-́a contrair/extender










Os efeitos de tend̂encia direcional e regional têm papel fundamental na an´ lise do
processoS(x), pois permitem melhorar o conhecimento subjetivo do fenˆ meno em estudo.
Segundo Matheron (1973), um tipo de modelo nã -estaciońario é o modelo intŕınseco.
Ele considera um caminho aleatório S(x) = S(x− 1) + Z(x) com Z ∼ N(0,1), ou seja, uma
função aleat́oria intŕınsecáe um processo estocásticoS(x) com incrementos estacionários. As-
sim, o processoSx′(x) = S(x)−S(x−x′) seŕa dito estaciońario para todox′ ∈ R2.
A principal diferença entre uma predição obtida com modelo intrı́nseco e modelo esta-
cionário, é que se for usado o primeiro, a predição em uma localizaçãox seŕa influenciada pelo
ambiente local dos dados, ou seja, por observações medidas em locais próximos. Considerar
uma hiṕotese intŕınseca para os dados significa supor que as diferenças entreos valores apre-
sentam fraco incremento, ou seja, as diferenças serão localmente estacionárias. Com o emprego
de modelos estacionários, as prediç̃oes ser̃ao afetadas pelo ambiente global dos dados.
Diggle, Tawn e Moyeed (1998) mostram duas aplicações em que a metodologia geoes-
tat́ıstica convencional para resolver problemas de valores de uma f nç̃ao linear de um processo
estoćastico espacial gaussiano baseado nas observações do modelo (Equaç˜ o 2.2)é inapropri-
ada. A estrutura téorica para o ḿetodo geoestatı́stico baseado em modelosé condicional ao
processo ñao observado e as observações em locaç̃oes amostrais formam um modelo linear ge-
neralizado com os valores correspondentes deS(x) que ficam de fora em uma aç˜ o de prediç̃ao.
2.3 COVARIÂNCIA E VARIOGRAMA








de um processo estocástico espacial estacionário.
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(yi −y j)2 (2.5)
provenientes de dados experimentais, agrupá-los dentro de intervalos de distâncias (êangulos
quando for o caso) e ajustar um modelo de semivariância téorica ao gŕafico formado pela ḿedia
dos pontos de cada intervalo locados em seu centro. O comportamen o padr̃ao de um semivari-
ogramaé dado pela Figura 2.1. Nesse gráfico, a funç̃ao semivarîanciaé uma funç̃ao mońotona
não decrescente e depende somente do comportamento da função de orrelaç̃aoρ(u). O efeito
pepita (nugget) representa a variância de pequena escalaτ2. O patamar (sill total) dado por
τ2 + σ2 representa a variância total do processo e o alcance prático de depend̂encia espacial
(range) é determinado por um parˆ metroφ que controla a taxa de decaimento da função de
correlaç̃ao. Nessa figura nota-se que o efeito pepita (τ2) corresponde ao valor da semivariância
a dist̂ancias nulas. Entretanto, amostras medidas exatamente na msma posiç̃ao deveriam ter
o mesmo valor. Quando isso não ocorre, a diferençáe ser atribúıda, dentre outras razões des-
conhecidas, ao erro de medida amostral. A semivariância pode ainda indicar descontinuidade
na origem, ou seja, a ausência de valores. Isto ocorre tanto por um planejamento amostral que
não considera medidas̀a dist̂ancia nulas (repetidas) quanto pela diferenciabilidade naorigem
da funç̃ao semivarîancia na origem.
Para Journel e Huijbregts (1978) o semivariogramaé um gŕafico muito utilizado para
representar o mecanismo de dependência espacial.


























Figura 2.1: Comportamento padrão da funç̃ao semivarîancia. Os elementos principais que a
comp̃oem s̃ao: o alcance prático proporcional aφ , a varîancia de pequena escala ou efeito
pepitaτ2 e a contribuiç̃aoσ2 que correspondèa diferença entre o patamar eτ2.
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Para Tragmar, Yost e Uehara (1985) o efeito pepita mostrado nFigura 2.1 tem um
papel importante na an´ lise geoestatı́stica, pois pode sugerir a presença de dependência espacial
do processo, quando comparado ao patamar. Se os valores se aproxim m, a amostra tende a
não receber inflûencia espacial. Cambardella et al. (1994) propuseram mensurar a depend̂encia






classificando como forte para valores menores que 25%, moderada para valores entre 25% e
75% e forte para valores acima de 75%
Considerou-se o modelo dado pela Equação 2.2, supondo estacionariedade, como
sendo aquele que descreve o conjuntoY das varíaveis observadas de um determinado processo
S(x). Desta forma,yi e y j são observaç̃oes tomadas em quaisquer duas localizações separadas
por uma dist̂anciaui j . Ent̃ao,Var(yi −y j) registra a variaç̃ao da diferença dos valores medidos
separados por essa distância. Fixandoµ = 0 eτ2 = 0 vem:
Var(yi −y j) = Var(yi)+Var(y j)−2Cov(yi;y j)





ComoS(x) e ε são independentes, então:
Var(yi) = Var(S(xi)+ εi) = Var(S(xi))+Var(εi) = σ2
Var(y j) = Var(S(x j)+ ε j) = Var(S(x j))+Var(ε j) = σ2,
e assim:
Var(yi) = Var(y j) = σ2 (2.7)
Em estat́ıstica cĺassica, o coeficiente de correlação de Pearson (ρ) mede o grau e
a direç̃ao (positiva ou negativa) da correlação linear entre duas vari´ veis (MONTGOMERY;
PECK, 1955). Se aplicada no contexto da geoestatı́stica utilizando-se o resultado obtido pela
Equaç̃ao 2.7 tem-se:











o que implica que:
Cov(yi;y j) = σ2ρ(ui j ) (2.8)
Nota-se pela Equaç˜ o 2.8, caso a hiṕotese de estacionariedade não seja rejeitada, que
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a correlaç̃ao entre dois valores medidos deY irá depender somente da distância que os separa.
Esta funç̃ao seŕa mońotona decrescente, restrita aρ(0) = 1 e lim
u→∞
ρ(u) = 0 parau > 0.
Assim, substituindo-se os resultados das Equações 2.7 e 2.8 na Equaç˜ o 2.6 obt́em-se:
Var(yi −y j) = (σ2 + τ2)+(σ2 + τ2)−2 σ2ρ(ui j )
Var(yi −y j) = 2 τ2 +2 σ2(1−ρ(ui j ))
Var(yi −y j) = 2
(
τ2 +σ2(1−ρ(ui j ))
)
1
2Var(yi −y j) = τ2 +σ2(1−ρ(ui j ))
Fazendo12Var(Yi −Yj) = γ(ui j ) a semivarîancia téorica fica dada por:
γ(ui j ) = τ2 +σ2(1−ρ(ui j )) (2.9)
A Figura 2.2 mostra o comportamento gráfico da funç̃ao semivarîancia onde pode-se
notar o papel funtamental da função de correlaç̃ao poisé ela que define no modelo, a forma com
que as correlaç̃oes decaem com o aumento da distância entre as coordenadas. Segundo Diggle e
Ribeiro Jr (2007), sendo o processo estacionário, a funç̃ao semivarîanciaé o equivalente téorico
para a funç̃ao covarîancia, com a vantagem de oferecer elementos para a an´ lise da estrutura
espacial dos dados.





















τ + σ(1 − ρ(u))
γ(u)τ
τ + σ
Figura 2.2: Etapas da transformação da funç̃ao de correlaç̃ao (linha cont́ınua) para a funç̃ao
semivariograma (linha tracejada).
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2.4 TIPOS DE MODELO DE CORRELAÇ ÃO ESPACIAL
A escolha da estrutura de correlação desempenha um papel decisivo no modelo geo-
estat́ıstico pois esta escolha irá afetar diretamente a suavidade da imagem gerada.É ela que
estabelece o comportamento de uma caracterı́stica pontual em sua vizinhança. As medidas
mateḿaticas aceitas para se avaliar essa suavidade s˜ o a continuidade e a diferenciabilidade.
Bartlett (1955) afirma que um processo estocástico estaciońario com funç̃ao de correlaç̃aoρ(u)
seŕak-vezes diferenciável se, e somente se,ρ(u) for 2 k-vezes diferenciável na origem.




































Figura 2.3: O gŕafico da esquerda corresponde ao comportamento da funç˜ o de correlaç̃ao po-
der de ordem 1 (exp(−u)) onde a funç̃ao no pontou = 0 não é diferencíavel. O da direita
corresponde a mesma função de correlaç̃ao exponencial “poder” de ordem 2 (exp(−u2)), dife-
rencíavel emu = 0.
Na Figura 2.3 tem-se o comportamento básico da diferenciabilidade da função de
correlaç̃ao. Ambas as figuras ilustram o caso de funções cont́ınuas em todo o doḿınio das
dist̂anciasu, o queé mais freq̈uentemente adotado, embora possam ocorrer descontinuidades
na origem. A figura da esquerda apresenta um ponto “problema”queé o pontou = 0 onde a
função ñaoé diferencíavel, dado que da teoria do cál ulo sabe-se que a derivada de uma função
não existe onde a tangente ao pontoé vertical. J́a a figura da direita mostra uma função cont́ınua
e diferencíavel em todo o seu doḿınio.
O processoS(x) é desconhecido e tipicamente, não observ́avel diretamente. Assim, a
experîencia do pesquisador com o fenômeno estudado deve ser usada para uma boa escolha do
modelo de correlaç̃ao espacial. Se o evento em questão tiver variaç̃oes mais abruptas, modelos
com ńumeros menores de derivadas deverão ser preferidos e se tiver variações mais suaves,
utiliza-se ńumeros maiores.
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Figura 2.4: O gŕafico da esquerda representa um processo de variações abruptas ao longo de
uma transecç̃ao unidimensional, associada a uma função de correlaç̃ao ñao-diferencíavel. O
da direita mostra um processo com variações mais suaves ao longo da mesma transecção, mas
associada a uma função de correlaç̃ao duas vezes diferenciável.
A Figura 2.4 ilustra-se um exemplo desse efeito a partir de simulaç̃oes do processo
S(x). Foi gerado simulando-se 200 pontos de um processo estocástico estaciońario, isotŕopico,
com taxas de decaimento equivalentes. Foram consideradas duas situaç̃oes: funç̃ao cont́ınua
não diferencíavel (esquerda) onde nota-se variações bruscas da superfı́cie gerada pelo processo
e funç̃ao cont́ınua diferencíavel (direita) onde as variações s̃ao mais suaves. Vale aqui salientar
que o processóe o mesmo (exponencial), diferindo apenas na diferenciabilid de da funç̃ao de
correlaç̃ao.
Deve-se lembrar que correlações com variaç̃oes muito suaves perto da origem podem
produzir efeitos dequasi-multicolinearidade na matriz de covariˆ ncias, levando a dificuldades
computacionais na solução nuḿerica daálgebra envolvida no processo. Uma vez que se supõe
diminuir a similaridade regional a longas distâncias, sendo no ḿaximo nula, ent̃aoé razóavel es-
colher o conjunto de funções de correlaç̃oes que sejam definidas positiva. Esta condição imp̃oe







aia jCov(Yi;Yj) ≥ 0 ∀ i; j
deve ser obedecida assegurando variância ñao negativa de predição e implicando que somente
algumas faḿılias paraḿetrica espećıficas de funç̃oes de correlaç̃ao, como as apresentadas a
seguir, ter̃ao uso pŕatico.
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2.4.1 Funç̃ao de correlaç̃ao de Mat̀ern
Matèrn (1986) apresenta uma classe de funções de correlaç̃ao queé considerada
uma das mais completas, por englobar outras funções de correlaç̃ao, pela simples escolha do
par̂ametro de diferenciabilidade. Estaé dada por:













ondeKκ(δ ), δ = uφ é a funç̃ao modificada de Bessel de terceiro tipo (ABRAMOWITZ; STE-






























j!Γ(κ + j +1)




tκ−1e−tdt, κ > 0, é a funç̃ao Gamma.
O par̂ametroφ > 0 na Equaç̃ao 2.10 define a taxa na qual a função de correlaç̃ao cai
a zero com o aumento da distânciau. O par̂ametroκ > 0 é chamado de ordem do modelo de
Matèrn e determina a suavidade do sinalS(x). O comportamento dessa função pode ser vista na
Figura 2.5.
2.4.2 Funç̃ao de correlaç̃ao da Faḿılia Esférica
















0 u > φ
(2.11)
O nome desta função se deve ao fato de queρ(u;φ) tem uma interpretação geoḿetrica
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Figura 2.5: Comportamento da função de correlaç̃ao de Mat̀ern com o par̂ametroφ = 0,25 fixo
e diferentes valores para o parâmetro de diferenciabilidadeκ (esquerda). Na mesma figura,
para um mesmo valor deκ = 0.5, variou-se o parâmetroφ que controla a taxa de decaimento
da funç̃ao (direita).
como sendo o volume de interseção de duas esferas cujos centros estejam separadas de uma
dist̂anciau (DIGGLE; RIBEIRO JR, 2007). Essa função de correlaç̃ao tem alcance finito e
depende somente do parâmetro de escalaφ . O comportamento gráfico dessa funç̃ao pode ser
vista na Figura 2.6̀a esquerda.
2.4.3 Funç̃ao de correlaç̃ao da Faḿılia “Pot ência” de ordemκ
A função de correlaç̃ao dessa faḿılia é definida como:





paraφ > 0 e 0< κ ≤ 2 (2.12)
Nesta funç̃ao, seκ < 2, o processoS(x) é cont́ınuo mas ñaoé diferencíavel e seκ ≥ 2
pode ser infinitamente diferenciável. Existem dois casos particulares para essa função. No caso
κ = 1 a funç̃ao seŕa chamada exponencial, e paraκ = 2 a funç̃ao seŕa chamada de gaussiana
(Figura 2.6à direita).
Toda a metodologia geoestatı́stica est́a baseada na correlação existente entre as medi-
das tomadas em duas coordenadas distintas. As formas das funções apresentadas atendem ao
pressuposto de que as observações mais pŕoximas s̃ao, provavelmente, mais similares entre si do
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Figura 2.6: O gŕafico da esquerda mostra uma função de correlaç̃ao esf́erica com o par̂ametro
φ = 0,6. O gŕafico do centro ilustra o comportamento de uma função de correlaç̃ao exponencial
de ordemκ = 1 eφ = 0,2. O gŕafico da direita ilustra também o comportamento de uma função
de correlaç̃ao exponencial de ordemκ = 2 eφ = 0,35, equivalentèa funç̃ao Gaussiana.
que aquelas muito afastadas. Isso dá o caŕater regionalizado de um atributo ou uma propriedade
emáreas agrı́colas.
Existe na literatura outras propostas de funções de correlaç̃ao, como a geoḿetrica (WA-
KERNAGEL, 2003), ou mesmo aquelas que apresentam só o patamar (efeito pepita puro). Das
funções apresentadas, a mais empregadaé a de Mat̀ern pois ela permite maior flexibilidade
na variaç̃ao dos par̂ametros por descreverem a diferenciabilidade do processo ea extens̃ao da
depend̂encia espacial. Esta foi a famı́lia de correlaç̃oes adotada no desenvolvimento deste tra-
balho.
2.5 ESTIMAÇÃO DE PARÂMETROS DO MODELO
2.5.1 Modelagem e estimaç̃ao de par̂ametros de tend̂encia ñao-
estaciońaria
No modelo geoestatı́stico idealizado para o processo mensurávelY, dado pela Equação
2.2 a estrutura linear para a médiaµ(xi) é usualmente chamada de “tendˆ cia” eé dada de forma
geral por:




β jd j(xi) (2.13)
sendop o número de covariáveis presentes. Na forma matricial se representa como:
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sendo a matrizD uma matriz de posto completo, ou seja,n ≥ p. Os coeficiente s̃ao obtidos
empregando-se o ḿetodo dos ḿınimos quadrados (MONTGOMERY; PECK, 1955). Sob a
hipótese de independência entre as observações, a funç̃ao de ḿınimos quadrados para o pro-
blema pode ser escrita como:


















A soluç̃ao que minimiza a Equaç˜ o 2.15 em termos deβ , segundo Montgomery e Peck
(1955)é aquela que satisfaz:
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∂β0

























d j(xi) = 0
para j = 1, . . . , p e i = 1, . . . ,n.
Expandindo-se o somatório externo e simplificando obtém-se o seguinte sistema de
















































































































Como soluç̃ao dessas equações normais tem-se os estimadores de mı́ni os quadrados






ε2i = ε ′ε = (µ −D β )′(µ −D β )
= µ ′µ −β ′D′µ −µ ′Dβ +β ′D′Dβ






(µ ′µ −2β ′D′µ +β ′D′Dβ ) =
= −2D′µ +2D′Dβ̂ = 0






Considerando-se queµi representa a ḿedia de umáunica observaç̃ao na localizaç̃aoxi,
ent̃ao esse valor coincide com o valor observadoyi e pode-se assim escrever o estimador dos






Se os dados ñao forem independentes e a matriz de covariânc a associadaΣ do modelo
(queé o caso) for conhecida, então o ḿetodo seŕa denominado ḿınimos quadrados generaliza-
dos. O modelo inicial será inflacionado na quantidade de parâmetros a serem estimados para






Assumindo-se queY tem distribuiç̃ao normal multivariada,̂β seŕa o estimador de
mı́nimos quadrados paraβ , com suas importantes propriedades, coincidindo com o estimador
de ḿaxima verossimilhança.
Uma vez identificada e modelada a tendˆ cia,é posśıvel estimar componentes residu-
ais das observações por:
Y∗ = Y−Dβ̂ (2.17)
e que refletem apenas a estrutura de covariâncias do processo.
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2.5.2 Ajuste de modelo ao semivariograma por ḿınimos quadrados
O semivariograma téorico trata-se do gráfico da funç̃ao semivarîancia versus a
dist̂anciau que separa duas posições. Como a funç̃ao de correlaç̃ao associadáe assintoticamente
decrescente, sua variação seŕa muito pequena para grandes valores deu, podendo ser conside-
rada est́avel, para efeitos práticos. Segundo Diggle e Ribeiro Jr (2007) uma convenção adotada
por este modelóe considerar atingido o patamar quando, para um dadou0, tem-seρ(u0)≃ 0,05.
Não h́a uma raz̃ao cient́ıfica para se adotar esse valor de corte, podendo ser considerada uma
quantidade numericamente razo´ vel para a estabilizaç˜ o da funç̃ao de correlaç̃ao e, consequen-
temente, da funç̃ao semivarîancia. Esse valoru0 é denominado de alcance prático. Em termos
da funç̃ao semivarîancia, seu valoŕe obtido com o valor deu0 tal queγ(u0) = τ2 +0,95σ2.
Para a modelagem de um processo gaussiano isotrópico estaciońario, o problema se
reduz a definir a funç̃ao de correlaç̃ao mais apropriada ao fenômeno e estimar os parâmetrosµ,
τ2, σ2 e φ , na situaç̃ao mais simples.
A estimativa de Matheron (MATHERON, 1963) para a semivariânc a téorica envol-
vendo duas medidas do processoY é dada pela Equaç˜ o 2.5, denominada semivariˆ ncia ex-





tipo (ui j ,vi j ). Este seŕa, dependendo do número de coordenadas amostrais, um conjunto muito
grande. O seu gráficoé denominado semivariograma experimental, caracterizadopor uma nu-
vem de pontos. Seu aspectoé mostrado pela Figura 2.7.
















Figura 2.7: Variograma empı́rico de concentraç̃ao de ćalcio em umáarea com 178 pontos amos-
trais, em dados de pesquisa de Oliveira (2003).
Devido ao grande ńumero de pontos no gráfico do semivariograma empı́rico, bem
como a forte dispersãoà grandes distâncias, ele se torna uma figura de difı́cil interpretaç̃ao, no
sentido de se tornar difı́cil ajustar visualmente um bom modelo variográfico téorico. Diggle e
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Ribeiro Jr (2007) dizem que esse comportamento errático se deve ao fato de que a distribuição
amostral marginal de cada ordenadavi j é proporcional a uma distribuição qui-quadrado com 1
grau de liberdade, sendo portanto, fortemente assimétrica e com alto coeficiente de variação.
Visando facilitar o aspecto computacional do processo e teruma interpretaç̃ao gŕafica
plauśıvel, Pannatier (1996) sugeriu dividir em intervalos a variaç̃ao das dist̂anciasu e repre-
sentar, no ponto ḿedio de cada intervalo, o valor médio do grupo das semivariˆ ncias relativas
a esse intervalo. O semivariograma se reduz a uns poucos pontos, permitindo o ajuste de um
modelo variogŕafico téorico, usando como critério de ajuste ḿetodos baseados em minimizar
o erro ḿedio quadŕatico, dado pela diferença entre o valor médio dev para uma dist̂anciau0
representante do intervalo e o valor teórico nessa mesma distância, ou seja, um erro do tipo
(γ(u0)−v(u0))2. O gŕafico t́ıpico resultante desse procedimentoé mostrado na Figura 2.9.
O estimador pelo ḿetodo dos momentos mais utilizado para a semivariânciaé aquele












(xi ,x j) : xi −x j = u; i, j = 1,2, . . . ,n
}
é o conjunto dos pares cujas distânciasé
u. Para Braga (1990), seY for uma funç̃ao aleat́oria estaciońaria, ent̃ao esse estimador, sob
a hiṕotese intŕınseca,é ñao-tendencioso e não-viciado para a ḿedia mas muito afetado por
observaç̃oes at́ıpicas (outliers).
Atteia, Dubois e Webster (1994) disseram que a situação ideal em uma região ho-
moĝenea segundo as observações amostrais de uma vari´ vel Y(x) espacialmente distribuı́da,
corresponderiàa reta bissetriz no primeiro quadrante de um plano cartesiano, o de ficariam
alocados os pontos do diagrama u-dispersão. Mas a realidadé diferente disso, apresentando
pontos fora dessa reta. Esses pontos representam as diferenças de duas coordenadas quaisquer.






sendo queα representa uma certa distância fixa.
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Figura 2.8: Ilustraç̃ao geoḿetrica da obtenç̃ao de um par de pontos do variograma empirico.dα
representa a distância de um ponto separado de outro por uma distˆ nciau at́e a reta bissetriz de





















que correspondèa express̃ao do estimador do semivariograma experimental apresentada por
Isaaks e Srivastava (1989), Journel e Huijbregts (1978), Pannatier (1996), Matheron (1962)
entre outros.















Figura 2.9: Variograma empı́rico agrupado em classes (“binado”) de concentração de ćalcio em
área com 178 pontos amostrais, em dados de pesquisa de Oliveira (2003).
Essa abordagem vem sendo adotada por diversos autores em estudos que envolvem
aplicaç̃oes agŕıcolas. Reichardt, Vieira e Libardi (1986) estudaram 50 dados de pH de solo,
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de amostras coletadas com espaçamento de 1 m, em transecç˜ o de umáarea de Latossolo
Vermelho-escuro orto localizado em Araras-SP, cultivada com ultura de cana-de-açú ar. A
técnica de autocorrelaç˜ o que empregaram nos dados mostrou que observações de pH eram
correlacionadas espacialmente at´ uma dist̂ancia de 5 m. Observaram ainda que, para as amos-
tras serem consideradas independentes e completamente casualizadas, deveriam ser espaçadas
a pelo menos, 10 m. Com seu trabalho, os autores concluı́ram que a variabilidade espacial do
solo pode ser definida corretamente e que a geoestatı́stic era a alternativa certaàs metodologias
tradicionais.
Prevedello (1987) estudou a magnitude da variabilidade espacial de 47 par̂ametros
(fı́sicos e qúımicos) de um solo com Terra Roxa Estruturada, em umaáre de 4.810m2, em
Piracicaba-SP, onde foi aplicado o manejo de uma cultura de arroz de sequeiro. O autor utilizou
em seu experimento uma estrutura regular formada pelo cruzamento de 4×13 linhas, totali-
zando 52 pontos amostrais, separados 10 m entre si. Avaliou ediscutiu a depend̂encia espacial
pela ańalise do autocorrelograma e do semivariograma, usando o estimador cĺassico de Mathe-
ron. Assim, com o emprego da teoria das variáveis regionalizadas, estabeleceu subunidades de
amostragem ou de manejo individualizado, considerando-asindependentes. Concluiu ainda que
aárea total ñao se mostrou homogênea para nenhum dos 47 parâmetros estudados, contrariando
o que havia inicialmente suposto.
Mohamed, Evans e Shiel (1996) usaram a geoestatı́stica para examinar a variabilidade
geogŕafica em umáarea de terra e descobrir, pela distribuição espacial a melhor densidade
amostral, no sentido de obterem as propriedades de colheitae d stribuiç̃ao das caracterı́sticas
do solo com poucas amostras. Com o emprego do semivariograma experimental determinado
pelo estimador clássico de Matheron, detectaram uma estrutura de variabilidde no solo. Com
isso puderam utilizar seus parâmetros para efetuarem a interpolação de dados para produção de
mapas de contornos.
Yang et al. (1998) estudaram a influência da topografia no rendimento da colheita,
pela variabilidade de cinco campos em declive, da região de Palouse, em Washington-USA. Os
autores desenvolveram um sistema de informações geogŕaficas (GIS) para o manejo e análise
do rendimento de trigo, juntamente com informações georreferenciadas sobre a variabilidade
da topografia. Identificaram também o padr̃ao de variabilidade do rendimento do trigo dentro
de cada região plantada, para cada uma das cinco regiõ s estudadas e avaliaram a relação entre
rendimento e atributos de topografia. Descreveram o padrão e variabilidade espacial pelo
semivariograma, que mostrou claramente uma estrutura de depen ência espacial justificando o
emprego do manejo localizado.
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2.5.3 Ajuste de modelos e estimaç˜ o dos par̂ametros por máxima
verossimilhança
Considerando o caso estacionário do modelo geoestatı́s ico univariado dado pela
Equaç̃ao 2.2, onde o processoS(xi) pode ser escrito como um conjunto de observaçõesY com
distribuiç̃ao de probabilidades de acordo com a Equação 2.3, os parâmetros gerais do modelo a
serem estimados são: θ = (β ,σ2,φ ,τ2) onde, como j́a foi dito,φ é um par̂ametro da funç̃ao de
correlaç̃ao.
Os dadisy = {y1, . . . ,yn}, que representam uma realização do processo estocástico
espacial emn coordenadas, possui distribuição gaussianan-variada, ou seja,Y ∼ Nn(µ;Σ)
ondeµ é um vetor de ńumeros reais, todos iguais eΣ é a matriz de variâncias e covariâncias de
tamanhon×n, com as propriedades de ser simétrica e definida positiva. Então, a distribuiç̃ao










para todo vetorY de ńumeros reais.
SendoY um vetor gaussiano correlacionado, sua função de verossimilhança será com-
posta pela sua distribuição conjunta de probabilidades dada por:







(Y−Dβ )′(σ2R+ τ2I)−1(Y−Dβ )
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. (2.19)
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nlog(2π)+ log(|Σ|)+(Y−Dβ )′(Σ)−1(Y−Dβ )
]
(2.22)




nlog(2π)+ log(|Σ|)+Y′Σ−1Y−2Y′Σ−1Dβ +β ′D′Σ−1Dβ
]
(2.23)
em queY′Σ−1Dβ é um escalar poisY1×n, Σn×n, Dn×n e βn×1.
Segundo Kolman (1997), seA é uma matriz quadrada simétrica definida positiva e








= 2Ax (forma quadŕatica).
Desses resultados obtém-se a derivada parcial do logaritmo da função de









= 0, ent̃aoD′Σ−1Y−D′Σ−1Dβ̂ = 0, e assim obtém-se o estimador MV para
o par̂ametroβ queé dado por:
β̂ = (D′Σ−1D)−1D′Σ−1Y. (2.24)






























onde [(Y −Dβ )′V−1(Y −Dβ )]/σ2 é uma soma de quadrados ponderada pela matriz de co-
variâncias.




























(Y−Dβ )′V−1φ ,ν2(Y−Dβ )
n
(2.25)
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O logaritmo da funç̃ao de verossimilhança concentrada será ent̃ao dada por:
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(Y−Dβ )′V−1φ ,ν2(Y−Dβ )
)
−nlogn
+ log|V|+n] . (2.28)
Para um modelo estacionário, a menos das constantes, a função l(φ ,ν2) fica:








Esta funç̃ao recebe como argumentos, o vetor das observações do processoY e a matriz
das dist̂ancias de cada coordenada com as demais, que permite obterV pela escolha conveniente
de uma funç̃ao de correlaç̃ao ρ(ui j ). A maximizaç̃ao dessa funç̃ao, segundo os parˆ metros
envolvidos, fornecerá a estimativa dos parˆ metros do modelo de correlação espacial.
Funç̃oes ĉoncavas s̃ao aquelas cujo gráfico est́a sempre acima ou sobre qualquer corda
traçada numa região entre seus pontos, ou, equivalentemente, seu gráfico est́a abaixo da reta
tangente ao seu ponto de máximo. Neste sentido, tanto a função de verossimilhança quanto o
logaritmo da funç̃ao de verossimilhança s˜ o funç̃oes ĉoncavas, garantindo assim a existência de
um ponto de ḿaximo local.
Para se obter a melhor estimativa para os parâmetros, deve-se encontrar simultanea-
mente o valor dos parˆ metros que ir̃ao maximizar essa função. Muitos programas computaci-
onais, incluindo o geoR (RIBEIRO JR; DIGGLE, 2001), possuem algoritmos eficientes para
estimar esses parˆ metros. A questão importante a se destacar aquié que esse ḿetodo, usado
para aderir um modelo teórico com a melhor estimativa de seus parâmetros, envolvem todas
as observaç̃oes amostrais, sem a necessidade dos agrupamentos feito nosajustes atrav́es de
31
variogramas, evitando os erros decorrentes.
Uma restriç̃ao quanto ao uso do ḿetodo da otimizaç̃ao do logaritmo da funç̃ao de
verossimilhança está relacionadà forma suave de variaç˜ o de certas funç̃oes de correlaç̃ao, ou
seja, aquelas funções que s̃ao diferencíaveis um ńumero grande de vezes. Nestes casos, a matriz
de correlaç̃ao podeŕa apresentar colunas muito parecidas numericamente, impossibilitando sua
invers̃ao.
Muitos pesquisadores atualmente envolvem em seus trabalhos, escolha de modelo de
correlaç̃ao e ajuste dos parˆ metros por este ḿetodo. Oliveira (2003) o utilizou em dados expe-
rimentais coletados em levantamento detalhado de solos da Etaç̃ao Experimental de Campos,
Rio de Janeiro, na Fazenda Angra, em estudo pedológico onde foram avaliadas as caracterı́sticas
morfológicas, f́ısicas e qúımicas dos solos, e apresentadas també , informaç̃oes referentes̀a
distribuiç̃ao geogŕafica. No estudo geoestatı́stico foi considerada a vari´ vel agron̂omica teor
de Ćalcio (mmolc dm−3), nas camadas de 0-20 e 20-40 cm. Dentre suas conclus˜ es verificou
que o estimador de ḿaxima verossimilhança não foi eficiente para detectar diferenças entre os
modelos com covariável.
2.5.4 Ajuste de modelos e estimaç˜ o dos par̂ametros por máxima
verossimilhança restrita
Modelos mistos descrevem experimentos cuja estrutura liner envolve fatores fixos e
fatores aleat́orios, independentemente da média e do erro, exigindo uma an´ lise separada para
cada uma de suas partes. A análise da parte aleatória é feita pela estimação dos componentes da
variância na presença dos efeitos fixos e a an´ lise da parte fixáe feita pela estimativa da função
que a governa e por testes de hipóteses.
Hartley e Rao (1967) apresentam em seu artigo procedimentos de e timaç̃ao por MV
para ańalise de varîancia para modelos mistos generalizados envolvendo qualquer combinaç̃ao
de fatores fixos e aleatórios e interaç̃oes de qualquer ordem. O método se aplica aos casos
onde as estruturas matriciais envolvidas satisfazem certas condiç̃oes mostradas no seu trabalho.
Os autores mostram ainda a eficiência e a consistência dos estimadores e derivam testes de
hipóteses e intervalos de confiança. J´ o ḿetodo da ḿaxima verossimilhança restritaé descrito
por Patterson e Thompson (1971) como os procedimentos de MV modificados, extensivo a
delineamentos experimentais em blocos com estruturas maiscomplexas para também estimar
componentes de variˆ ncia do modelo.
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Segundo Perry e Iemma (1999) os estimadores de MVR são obtidos maximizando-se a
parte da funç̃ao MV queé invariante ao parˆ metro de locaç̃ao, ou seja, maximizando-se a função
MV de um vetor de combinações lineares das observações que s̃ao invariantes aµ(x) = Dβ .
Considerando-se o modelo da Equação 2.2 vem:
KY = Kµ(x)+K S(x)+K ε (2.30)









e o logaritmo da funç̃ao MVR podeŕa ent̃ao ser escrita como:
−2logLRE = log|σ2R(φ)+ τ2I |+(Y−Dβ̂ )′(σ2R(φ)+ τ2I)−1(Y−Dβ̂ )
+ log|D′(σ2R(φ)+ τ2I)D|+(n−k) log2π
ondek é o posto da matrizD e:
β̂ = (D′(σ̂2R(φ̂)+ τ̂2I))(D′(σ̂2R(φ̂)+ τ̂2I))−1Y
sendoβ̂ , σ̂2, τ̂2 e φ̂2 estimadores MV deβ , σ2, τ2 e φ , respectivamente.
O método sup̃oe gaussianidade dos dados, fornecendo estimativas não negativas da
variância e ainda considera a perda de graus de liberdade pela presença dos fatores fixos. Apesar
de ser empregado para estimar componentes da variˆ ncia em dados desbalanceados (número
diferentes de repetições) fornece tamb́em estimadores não viciados e de variância ḿınima para
dados balanceados.
2.5.5 Escolha de modelos por validaç̃ao cruzada
Para Cressie (1985), escolher um modeloé obter o estimador dos seus parâmetros com
métodos estatı́sticos de otimizaç̃ao, e uma vez escolhido, resta saber se eleé eficiente para
interpolar valores, permitindo estimativas confiáveis para a construção de mapas teḿaticos.
Essa escolháe feita com a aplicaç̃ao de ḿetodos de validaç̃ao que comparam o valor de uma
variável sob um modelo geoestatı́stico téorico com o valor emṕıricos dessa variável obtido
atrav́es de amostragem, em uma mesma coordenada espacial. Baseado na ańalise do erro de
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estimaç̃ao podeŕa ser escolhido o melhor modelo. Dentre os principais critérios para validaç̃ao
encontram-se o Critério de Informaç̃ao de Akaike, de Filliben, da validaç˜ o cruzada e o ḿaximo
valor do logaritmo da funç̃ao verossimilhança (FARACO et al., 2008).
A validaç̃ao cruzadáe uma t́ecnica frequentemente utilizada para se avaliar um modelo
teórico idealizado para explicar um fenômeno. Aṕos o ajuste de seus parâmetros, com base em
um conjunto experimental de dados, os quais se supõe serem governados por tal modelo, testa-se
o seu efeito sobre a estimação do mesmo conjunto de dados ou sobre outro conjunto conhecido
e que seja supostamente governado pelo mesmo modelo. Para isso, duas principais estatégias
são adotadas. Em uma delas, retira-se cada um dos pontos amostrais por vez e então o estima
com o modelo ajustado ao conjunto completo de informações. Em outra estratégia, ajusta-se o
modelo pretendido a um conjunto de dados experimentais e então aplica-se o modelo em outro
conjunto de dados conhecidos e que també seja governado pelo mesmo modelo. A avaliaç˜ o
do erro de prediç̃ao informaŕa sobre a qualidade do modelo escolhido.
2.6 PREDIÇÃO LINEAR ESPACIAL UNIVARIADA
Um aspecto importante da modelagem estatı́ ticaé a utilizaç̃ao do modelo obtido para
efetuar prediç̃oes. Empregar o termo predição significa fazer conjectura ou suposição sobre um
resultado deY, desconhecido, que poderá ou ñao acontecer. A metáe realizar boas estimativas
de quantidades que variam continuamente no espaço, em func¸ão de um conjunto discreto de
observaç̃oes obtidas dispersamente em umaárea. Esse procedimento, sob certas circunstâncias,
é chamado krigagem, termo este criado por G. Matheron em reconh imento ao trabalho do
engenheiro de minas D. G. Krige (KRIGE, 1951), sendo a krigagem ordińaria a mais utilizada.
O método estima um valor em um ponto arbitrário de uma região fechada onde a função de
correlaç̃ao do processóe conhecida, empregando o conjunto de pontos amostrais conhe idos,
distribúıdos peláarea.
Isaaks e Srivastava (1989) citam vários ḿetodos de estimaç˜ o pontual como: ḿetodo
poligonal de desagrupamento, método da triangulaç̃ao, ḿetodo do inverso do quadrado das
dist̂ancias, ḿetodo dos vizinhos mais próximos. A krigagem ordińariaé um ḿetodo que fornece
um estimador BLUE, acrônimo do ingl̂esBest Linear Unbiased Estimator– melhor estimador
não viciado e de variância ḿınima. O ḿetodoé linear porque seus estimadores são feitos a
partir de combinaç̃oes lineares sobre as observações amostrais disponı́veis, é ñao viciado pois
o erro ḿedio residuaĺe zero e “melhor” porque dentre outros estimadoresé o que levàa menor
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onde osx0 são as coordenadas onde se deseja efetuar uma estimativa eωi é o peso associadòa
i-ésima observaçãoy(xi), sujeitoà restriç̃ao
∑n
i=1ωi = 1, que garante a não tendenciosidade do
preditor.
Journel e Huijbregts (1978) também salientaram que, no caso de processos não-
estaciońarios, ser̃ao necesśarias algumas condições de auŝencia de víes. Para eles a limitaç˜ oà
classe de estimadores linearesé natural, uma vez que são necesśarios somente os momentos de
segunda ordem da função de covarîancia.
Schabenberger e Gotway (2005) fazem distinção entre estimação e prediç̃ao, pois s̃ao
procedimentos muitas vezes tidos como equivalentes. Em um modelo b́asico de regressão linear
simples os erros ñao s̃ao correlacionados (são independentes) e os coeficientes são estimados
por métodos de ḿınimos quadrados, conforme Equação 2.16 e então se prediz um valor de
interesse. Ñao fica claro se o preditoré uma “resposta” emx0 ou é um estimador deE[Y(X0)].
Apesar da estimaç˜ o de uma quantidade fixa ou predição de uma quantidade aleatória ser uma
quest̃ao menor, sua importância fica clara ao se considerar uma incerteza associada a essas
quantidades. No caso da geoestatı́ ica, apesar do total desconhecimento do processoS(x),
aplicaç̃oes com prediç̃ao s̃ao frequentemente mais empregadas do que aquelas que buscama
estimaç̃ao de uma ḿedia.
O modelo de prediç̃ao linear, sin̂onimo de krigagem, dependendo se a média do pro-
cessóe ou ñao conhecida, proposto por esses autoresé dado por:
Ŷ(x0) = µ̂ + r ′Σ−1(Y(x)− µ̂)
onder = Cov(Y(x),Y(x0)) eΣ é a matriz de variâncias e covariâncias das variáveis observadas.
A variância da prediç̃ao, segundo eles, será:
Var(Ŷ(x0)) = σ2− r ′Σ−1r +
(1−1′Σ−1r)2
1′Σ−11
Segundo Goovaerts (1997), o estimador de krigagemé um estimador de regressão
linearŜ(x) e é definido como:
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em queµ é a ḿedia do processo, mas que, em um caso geral, pode ser aplicadaem seu lugar a
função ḿediaµ(x). Yi é o vetor de observações eλ a funç̃ao peso.
SendoS(x) um processo estacionário eY um vetor de varíaveis aleat́orias cujos valores
são observ́aveis eT outra varíavel aleat́oria, cujo valor se deseja estimar,Y teŕa distribuiç̃ao
normal multivariada com ḿedia constanteµ e varîanciaσ2R+ τ2 I e T = T(S) seŕa a meta de
prediç̃ao. SeT = S(x0) ent̃ao a distribuiç̃ao conjunta deT eY seŕa normal multivariada, dada








Para Diggle e Ribeiro Jr (2007) o estimador pontualT̂ = E(T|Y) seŕa o valor que mini-
miza o erro ḿedio quadŕaticoMSE(T̂) = E(T̂−T)2 onde:T̂(x0) = E(T|Y) = µ +r ′V−1(Y−µ)




, em queV = σ2R+τ2I e r é o vetor de correlação
entre a posiç̃ao dos valores observados e a posição do valory0 a ser predito.
No caso do valor deµ ser desconhecido, então ele podeŕa ser estimado por:
µ̂ = (1′V−11)−11′V−1Y
2.7 INFERÊNCIA BAYESIANA PARA MODELOS GEO-
ESTATÍSTICOS
Autores como Lindley (1990) e Paulino, Turkman e Murteira (2003) consideram uma
revoluç̃ao cient́ıfica a substituiç̃ao do paradigma clássico pelo bayesiano. A base para essa
abordagem em problemas de inferência, dizem, foi lançada por Richard Price em 1763 quando
publicou a obra ṕostuma de Thomas Bayes, com o tı́tulo An Essay Towards Solving a Problem
in the Dictrine of Chances. Entretanto, h́a certo grau de discordância na literatura acerca dessa
36
origem, todavia o conhecido Teorema de Bayes, se aceitas as lei de probabilidades axioḿaticas
de Kolmogorov,́e ńucleo dessa abordagem.
Para Gelman et al. (2003) a análise bayesiana de dados consiste em um método para
inferências que aplica modelos de probabilidades tanto para as quantidades amostrais observa-
das quanto para as quantidades que se deseja conhecer. A caracteŕıstica essencial do ḿetodo,
para eles,́e o emprego explı́cito da lei de probabilidades para quantificar incertezas.
O método bayesiano para an´ lise de dadośe caracterizado pelas seguintes etapas:
• Constŕoi-se um modelo que comporte, na sua distribuição onjunta de probabilidades, as
quantidades observá eis e as ñao observ́aveis, consistentes com o problema cientı́fico em
quest̃ao;
• Condicionalmente aos dados observados, calcula-se e interpreta-se uma distribuição a
posterioride probabilidades para as quantidades não observ́aveis;
• Avalia-se o ajuste do modelo e as implicações dos resultados da distribuição aposteriori.
A l ógica da infer̂encia bayesianáe realizar infer̂encia associando incerteza aos
par̂ametros envolvidos no modelo, tratando-os també como varíavel aleat́oria. A proposta
para sua aplicação com geoestatı́sticaé a de combinar estimaç˜ o e prediç̃ao a partir de um con-
junto de observaç̃oes associadas a um processo, em um alvo de predição. O resultado obtido
seŕa uma realizaç̃ao de uma variável aleat́oria. Nela a incerteza sobre o parâmetro desconhecido,
seŕa descrita por uma distribuição de probabilidades e um conceito de predição, normalmente a
média de sucessivas realizações.
2.7.1 Especificaç̃ao do modelo geoestatı́stico bayesiano
Segundo Diggle e Ribeiro Jr (2007) um modelo geoestatı́stico é especificado conjun-
tamente para um processo espacial contı́nuo ñao observado
{
S(x) : x∈ R2
}
e para um conjunto
de dados observadosY(x) nas localizaç̃oesx, condicionado ao processo espacial com efeito nas
mesmas localizaç̃oes. Sendoθ =
{
θ1; . . . ;θp ∈ R
}
o conjunto de parâmetros desconhecidos e


























entretanto, o ceńario é constitúıdo pela distribuiç̃ao conjunta do processoS(x), de observaç̃oes
deY(x) e de par̂ametros desconhecidosθ . Para se obter a distribuição conjunta de(S(x);Y(x))


























Essa distribuiç̃ao corresponde a uma média ponderada pela distribuição deθ condici-




refletem a incerteza aposteriori sobre os valores dos
par̂ametros do modelo.
Bolstad (2004) mostra que aplicando-se o Teorema de Bayes, a distribuiç̃ao aposteri-




































P(θ)d(θ) é constante sob a distribuição de[θ |Y(x)].





é a funç̃ao de verossimilhança deY(x)|θ com distribuiç̃ao gaussiana multivariada e
P(θ) é a distribuiç̃ao apriori deθ que expressa o conhecimento prévio acerca da distribuição
de probabilidades dos parâmetros.




















o seŕa para uma escolha adequada da constantek d proporcionalidade, obtida
tanto por ḿetodos analı́ticos quanto ḿetodos nuḿericos.
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O modelo geoestatı́stico dado pela Equaç˜ o 2.3 pode ser especificado como um modelo
hieŕarquico espacial misto como:
• Y(x) = Dβ +S(x)+ ε;





• ε ind.∼ Nn(0;τ2);
• θ = (β ;σ2;φ ;τ2) que teŕa distribuiç̃ao de probabilidades (apriori ) a ser atribúıda con-
forme o problema.
Na pŕatica, a escolha da distribuição apriori dos par̂ametros do modelóe um assunto
delicado na infer̂encia bayesiana pois ela se dá, ora por conhecimento (objetivo ou subjetivo)
da sua distribuiç̃ao, ora por uma conveniência que resulte em uma distribuição aposterioricom
soluç̃ao analitica. Distribuiç̃oes apriori que resultem em umaposteriorida mesma faḿılia, s̃ao
chamadas deprioris conjugadas e sua escolha se dá devidoà tratabilidade analı́tica decorrente
e a uma conveniência computacional. Se os parâmetros da distribuiç̃ao apriori forem conheci-
dos, dir-se-́a que eláe degenerada nos seus valores. Se o conhecimento sobre essespar̂ametros
é vago, dir-se-́a que a distribuiç̃aopriori não é informativa,é plana (flat) ou é impŕopria (EH-
LERS, 2006).
SendoY(x) um processo gaussiano como o definido pela Equação 2.3, e sua função de
verossimilhança dada pela Equação 2.19, ent̃ao a distribuiç̃ao aposterioridos par̂ametros seŕa
dada pela Equaç˜ o 2.35 como:





(Y(x)−Dβ )′(σ2R(φ)+ τ2I)−1(Y(x)−Dβ )
}
×
×P(β ;σ2;φ ;τ2) (2.36)
As distribuiç̃oes aposteriori desses parˆ metros foram obtidas considerando-se os seguintes
casos:
a) Incerteza no parˆ metro de ḿedia.





∝ 1 e queσ2 eφ sejam par̂ametros conhecidos, utilizando-se a Equação 2.35
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D (β − β̂ ).
}
(2.37)





, definindo uma distribuiç̃ao aposteriori paraβ , condicionadàas











b) Incerteza no parˆ metro de escala.
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Se forem conhecidos os parâmetros de ḿediaβ e de correlaç̃aoφ , Gelman et al. (2003)



















, σ2 > 0. (2.38)
Nessa Equaç̃ao 2.38,nσ corresponde aos graus de liberdade eW a uma medida de escala.
A função de verossimilhança (Equação 2.19) pode aqui ser escrita como:














ondeσ̂2 = 1n(Y(x)−Dβ )′(R(φ))−1(Y(x)−Dβ ) é o estimador MV paraσ2.
Tomando-se apriori conjugada sugerida tem-se:





















































c) Incerteza nos parˆ metro de ḿedia e de escala.
Neste caso considera-se desconhecido os parâmet os da ḿediaβ e de escalaσ2 e conhe-
cido o par̂ametroφ da funç̃ao de correlaç̃ao. Ehlers (2006) sugere especificar umapriori
conjugada em duas etapas. Na primeira considera-seσ2 fixo e se utiliza o resultado obtido
na Equaç̃ao 2.37 e na segunda etapa combina-se a função de verossimilhança da Equação
2.19 com uma distribuiç̃ao apriori paraσ2, conforme a Equaç̃ao 2.41, usando-se o fato
de queP(β ;σ2) = P(β |σ2) P(σ2). Esquematicamente o procedimento fica:
• Especifica-se aspriori marginais, supondo independência entre elas;
• Obt́em-se apriori conjunta;
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• Obt́em-se aposterioriconjunta atrav́es do produto dapriori conjunta pela funç̃ao de
verossimilhança;





















D β ; σ2 R(φ)
)
a funç̃ao de verossimilhança. Então:































(β − β̂ )





Gelman et al. (2003) sugerem utilizar a distribuição Normalχ2ScI para a distribuiç̃ao con-
junta deβ e σ2, ou seja,
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d) Incerteza nos parˆ metro de ḿedia, de escala e de correlação.
Al ém dos par̂ametros de ḿedia e de escala serem desconhecidos, o acréscimo do
par̂ametro de correlaçãoφ , tamb́em desconhecido, presente na matriz de correlaçõ s es-
paciais do modelo, será feito com a suposição de que modelo seja isotr´ pico e sem efeito
pepita. O acŕescimo de um efeito de anisotropia exigirá somente o acréscimo de mais
dois par̂ametros na mesma matriz de correlações, sendo um para controlar uma razão de
anisotropia e outro para controlar um̂angulo de inclinaç̃ao de uma elipse associada ao

















































Para Ribeiro Jr e Diggle (1999), usando umapriori imprópriaP(β ;σ2|φ) ∝ σ−2 aposte-


















o que ñao define uma distribuição de probabilidades conhecida. Uma solução sugerida




e adotanto uma distribuição uniforme discreta paraφ .
2.7.2 Prediç̃ao linear espacial bayesiana
Segundo Ribeiro Jr e Diggle (1999), em problemas de variá eis espacialmente correla-
cionadas, frequentemente o interesseé a prediç̃ao de uma variávelY0(x′) em um novo conjunto
de localizaç̃oesx′ para a elaboração de mapas teḿaticos e ent̃ao o modelo deverá incluir essa
nova varíavel. Entretanto, a questão de prediç̃ao refere-se a afirmações sobreY0(x′) depois de
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ter sido observada a amostraY(x), significando que o que se deseja de fatoé P(Y0(x′)|Y(x)).
DeGroot (1989) afirma que o preditorE(Y0(x′)|Y(x)) é um preditoŕotimo pois minimiza o erro
quadŕatico ḿedio da prediç̃ao.
O ceńario geoestatı́stico bayesiano de interesseé aquele formado pela distribuição con-













ondeV(σ2;φ) é a matriz de covariâncias formada pelas amostras deY(x) nas coordenadas
x, V0(σ2;φ) é a matriz do covariâncias formada pelas estimativas deY0(x′) nas coordenadas
x′ e v(σ2;φ) é a matriz de covariâncias cruzadas formada pelas coodenadas deY(x) e Y0(x′).
Sob uma distribuiç̃ao gaussiana, considerando-se os parâmetros deθ conhecidos, a obtenção
da distribuiç̃ao conjunta dada pela Equação 2.46 seŕa simples, tanto quanto será a distribuiç̃ao




. Todavia os par̂ametros ñao s̃ao conhecidos e
necessitam então ser estimados, sob o enfoque não bayesiano ou se deve integrar a preditiva sob
a posteriori dos parˆ metros no estimador bayesiano.



































































que representa uma média ponderada de(Y0(x)|Y(x);θ) sobre o espaço dos parâmetros




. Considerando as propriedades da distribuição gaussiana, e um modelo sem o efeito




















ondeσ2R0(φ) representa a variância sem se levar em consideração a informaç̃ao da amostra e
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σ2r ′(φ)R−1Y (φ) r(φ) é a reduç̃ao na varîancia devidòa informaç̃ao da amostra, cuja intensidade
irá depender da configuraç˜ o das localizaç̃oesx (RIBEIRO JR; DIGGLE, 1999).
Busca-se na maneira bayesiana, incorporar incertezas na form de uma distribuiç̃ao de





aqui todas as circunstâncias abordadas na Seção 2.7.1.
a) Prediç̃ao com incerteza no parˆ metroβ
A distribuição a posteriori da predição deY0 considerando-se incerteza no parâmetroβ e


























O termo dentro da integralé uma expressão de uma normal bivariada, então, a integral iŕa










































= R−10 (φ)− r ′R−1Y (φ)r
+
(








D0− r ′R−1Y (φ)D
)
b) Prediç̃ao com incerteza no parˆ metroσ2



























Substituindo-se o termo da verossimilhança (com distribuição normal) e o termo dapriori
(com distribuiç̃aoχ2ScI) a soluç̃ao anaĺıtica resultaŕa em uma distribuiç̃ao aposterioripara



































c) Prediç̃ao com incerteza nos parâmetrosβ e σ2
































O primeiro termo da integral correspondeà distribuiç̃ao preditiva dada pela Equação 2.49


































d) Prediç̃ao com incerteza nos parâmetrosβ , σ2 e φ












































































corresponde ao efeito pepipa relativo e assim, a distribuic¸ão aposteriori




2.8 APLICAÇ ÃO DO MODELO GEOESTAT ÍSTICO UNI-
VARIADO
2.8.1 Estudo de caso
Caso 1: Produtividade de Soja eḿarea comercial
Aqui foram utilizados os dados de pesquisa do Núcleo de Inovaç̃oes Tecnoĺogicas –
NIT, da Universidade Estadual do Oeste do Paran´ – Unioeste. Áarea de Latossolo vermelho
distrófico, com declividade ḿedia de 0,19%, eḿarea de 1,74 ha, está localizada localizado no
Centro de Pesquisa Eloy Gomes, da Cooperativa Central Agropecuária de Desenvolvimento
Tecnoĺogico e Econ̂omico Ltda. – COODETEC, situada na BR 467, km 98, em Cascavel-PR.
Nessáarea, no final do ano de 1997, cultivou-se soja em sistema de sem adura direta. Em abril
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de 1998, a produç̃ao de cada parcela foi colhida e pesada. Simultaneamente foram t madas, em
cada parcela, amostras do solo para a análise qúımica.
Para modelar a estrutura de variabilidade espacial e correlaciońa-la com uma variável
da cultura implantada nárea, foram utilizados os atributos quı́micos: pH, Mat́eria Orĝanica –
MO (%), Pot́assio – K (Cmolc dm−3), Fósforo – P (mg dm−3) e Índice de Saturaç̃ao de Bases
– SB (%) e o atributo fı́sico resist̂encia meĉanicaà penetraç̃ao no solo, expressa peloı́ndice de
cone – iCone (Kg cm−2)
As amostras foram obtidas com 7 cm de diâmetro e 15 cm de profundidade dentro de
cada uma das 256 parcelas, estruturadas em um grid de 7,20× 7,20 m, com carreador de 2,4 m
em uma das direç̃oes, usando-se o sistema desalinhado, sistemático estratificado de Wollenhaupt
e Wolkowski (1994) e adaptados por Souza et al. (1999). Para ap odutividade, foram colhidas
e identificadas as parcelas de 5,0× 5,0 m, exclúıdos bordaduras e carreador (Figura 2.10).
Figura 2.10: Esquema de mostragem com locação das parcelas e pontos amostrais em sistema
desalinhado, sisteḿatico estratificado porposto por Wollenhaupt e Wolkowski (1994) e adapta-
dos por Souza et al. (1999).
Caso 2: Rendimento dePinus taeda L. em área de reflorestamento comercial
Foi utilizado tamb́em um segundo conjunto de dados provenientes de banco de da-
dos cartogŕaficos gerado em padrões e formatos ArcGis, disponı́veis no setor de informações
geogŕaficas da Universidade Federal do Paran´ - UFPr e da empresa Modo Battistella Reflo-
restamento S/A – MOBASA. O estudo foi desenvolvido em parcels de invent́arios florestais
cont́ınuos com plantio de Pinus da esp´ cieP. TaedaL. em fazendas situadas no municı́p o de
Rio Negrinho no Estado de Santa Catarina sob domı́nio das bacias e coberturas sedimentares na
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regĩao do patamar oriental da Bacia do Paran´ e na unidade do patamar de Mafra-SC. Trata-se
de umáarea de 2.252 ha localizada no Norte do Estado de Santa Catarina onde o relevóe quase
plano, com cotas altiḿetricas diminuindo de leste para oeste, atingindo valores entre 650 a 740
m. A geologiaé representada pelo grupo Itararé compreendendo todo o pacote de sedimentos
de origem glacial e periglacial relacionado ao carbonı́fero superior e permiano inferior. O ex-
perimento foi em delineamento completamente casualizado edados ñao balanceados em que as
idades de coleta das informações das parcelas de inventário florestal contı́nuo foram considera-
das como repetiç̃oes do modelo. Os três fatores qualitativos considerados foram os municı́pios
(três), as fazendas (sete) e as parcelas, com idades de 11, 12, 13, 4 e 15 anos (BOGNOLA,
2007).
Nessáarea foram efetuados levantamentos pedológicos com prospecção por tradagem
e em perfis em barrancos de estrada, acompanhada de coleta de amostras para análises qúımicas
de: pH(CaCl2), Fósforo dispońıvel (P), Pot́assio dispońıvel (K), Al3+, Carbono orĝanico,H +
Al3+, Soma de bases (SB), capacidade de troca catiônica (CTC) e Saturaç̃ao por bases (V%) e
ańalises granuloḿetricas de: areia, silte e argila.
Foram ainda analisadas 18árvores com idades que variavam de 11 a 15 anos, nas quais
foram medidas o diâmetro (cm) a 1,3 m de altura, a altura média (m) daśarvores da parcela, o
número déarvores por hectare, a altura dominante (m) das 10 maioresárvores, áarea basal (m3),
o volume ḿedio (m3 ha−1) e incremento ḿedio anual - IMA (m3). Essas foram consideradas as
variáveis principais por estarem relacionadas com algum interess con̂omico.
O delineamento geoestatı́stico foi feito em pontos aleatórios daárea registrando-se
os pontos amostrais em coordenadas ortogonais UTM (Universal Transverse Mercator) com
aux́ılio de aparelho de posicionamento por satélite GPS e anotando-se, para cada localização,
a ańalise do material geol´ gico, as mediç̃oes daśarvores, a profundidade efetiva do perfil do
solo (horizontes A + B), altura estimada do lençol freático, a posiç̃ao na encosta, o percentual
de declividade e a altitude.
2.8.2 Recursos computacionais
Foram adotados ao longo das análises estatı́sticas deste estudo, recursos computacio-
nais baseados em programas livres, suportados pela licença internacional GPL –General Pu-
blic Licence. O sistema operacional foi o GNU/Linux e o pacote estatı́ tico foi o R (R Deve-
lopment Core Team, 2008) e módulo geoestatı́stico geoR (RIBEIRO JR; DIGGLE, 2001) na
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vers̃ao 1.6-20. Com esse pacote geoestatı́ tico foi posśıvel ajustar modelos teóricos univariados
e bivariados v́alidos, ajustar modelos lineares de corregionalização, efetuar estimaç˜ o linear
e simulaç̃oes por krigagem e cokrigagem e produzir gráficos e mapas teḿaticos. O pacote es-
tat́ıstico, aĺem do suportèas funç̃oes dos pacotes geoestatı́sticos, permitiu a ańalise convencional
dos dados bem como a ACP.
2.8.3 Ańalise geoestatı́stica dos dados de produtividade de soja
Foi dado inicialmente um enfoque estatı́stico tradicional para a an´ lise do conjunto de
variáveis aleat́orias medidas nárea. Empregou-se uma análise descritiva, visando identificar e
avaliar a estrutura de pontos discrepantes, verificar homogeneidade e tendência direcional, bem
como obter indicadores de atendimento aos pressupostos de um modelo geoestatı́stico e para
refer̂encias exploratórias no ajuste de parˆ metros. Em seguida foram ajustados e analisados
modelos téoricos para o processo geoestatı́stico gaussiano que determinou a produtividade de
soja naárea. Com o modelo foi possı́vel construir mapas teḿaticos procurando identificar
classes diferenciadas de produtividade em função dos resultados obtidos. Foi feita também
uma ańalise descritiva das predições obtidas nos mapas visando confrontar os resultados com o
valor da produtividade conhecida naárea a partir de 256 amostras. A densidade amostral foi de
157 pontos por hectare, valor esse considerado bem acima do usualmente praticado no manejo
agŕıcola pelo alto custo que representa.
Análise descritiva das amostras de produtividade de soja e de vari áveis F́ısicas e Qúımicas
do solo
As amostras foram analisadas em três enfoques sendo o primeiro constituı́do de to-
dos os 256 pontos amostrais disponibilizados pelo experimento original, o segundo por 128
parcelas tomadas aleatóriamente das 256 coordenadas originais e um terceiro com 64parcelas
tamb́em tomadas aleatóriamente das 256 coordenadas originais. As localizações das amostras
est́a representada na Figura 2.11.
A soma daśareas das parcelas totalizou 6.400 m2, correspondendo a 36,7% daárea
total cultivada. A colheita resultou então em 1,758 t de soja que, projetada para aárea total
cultivada resultou em 4,789 t. Essa produção orresponde a 2,75 t ha−1 queé compat́ıvel com
os 2,74 t ha−1 registrados pelo IBGE na safra de 2003 e com as 2,55 t ha−1 d safra 97/98 do
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Figura 2.11: Localizaç̃ao das amostras naárea de cultivo. Os delineamentos amostrais compor-
tam, da esquerda para a direita, 256 pontos origalmente estruturados pelo sistema sistemático
desalinhado estratificado, 128 e 64 pontos sorteados dos 256pontos originais. O eixo horizontal
corresponde a distância total de 141,2 m e o eixo vertical 115,2 m.
Parańa segundo levantamento feito pela CONAB em abril de 2006. Tomou-se ent̃ao como valor
refer̂encia a produtividade de 2,75 t ha−1, projetada ná rea comóunica informaç̃ao dispońıvel.
A Tabela 2.1 mostra os principais resultados descritivos sobre resultado da colheita.
Nota-se que os valores da média de produtividade aumentam quando se diminui o tamanho da
amostra. Considerando ensaios agrı́colas de campo, Gomes (1963) classificou os experimentos
com base no coeficiente de variação – CV, onde valores superiores a 20% já indicam perda
de precis̃ao. Para a produtividade de soja o CV se manteve abaixo de 20%, valor este suge-
rindo homogeneidade das medidas. Os intervalos de confiança de 95% para o parˆ metro de
transformaç̃aoλ de normalidade de Box-Cox (BOX; COX, 1964) incluem o valor unitário. As-
sim, optou-se por ñao transformar a variável resposta e considerou-se os dados de produtividade
compat́ıveis com uma distribuiç̃ao normal de probabilidades. Os perfis de verossimilhança para
o par̂ametroλ de transformaç̃ao podem ser vistos na Figura 2.12.



































































Figura 2.12: Perfil do log-verossimilhança para o parâmetroλ de transformaç̃ao de Box-
Cox. Intervalo de 95% de confiança que contenha o valor unitário implica em normalidade
da distribuiç̃ao dos dados. Da esquerda para a direita as figuras representam o log da funç̃ao de
verossimilhança para o parâmetroλ com relaç̃ao aos delineamentos amostrais de soja em 256
pontos estruturados, 128 e 64 pontos sorteados.
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Tabela 2.1: Estatı́stica descritiva da variável soja medida em 256 pontos estruturados (Soja256),
128 e 64 pontos sorteados (Soja128 e Soja64, respectivamente) d tre os 256 pontos originais
dispońıveis.
Delineamento Ḿınimo Média Máximo D.P. C.V.% LI-Bx LS-Bx
Soja256 1,190 2,7464 4,140 0,4904 17,85 0,3 1,3
Soja128 1,710 2,7544 4,140 0,4328 15,71 -0,3 1,3
Soja64 1,930 2,8080 3,700 0,4057 14,45 -1,1 2,0
Medidas em ton ha−1. D.P.: Desvio Padrão, C.V.: Coeficiente de Variaç˜ o, LI-Bx e LS-Bx: Respec-
tivamente o limite inferior e limite superior do intervalo de 95% de confiança parao p r̂ametroλ de
Box-Cox.
As varíaveis de natureza fı́sica e qúımica do solo (secundárias), apresentadas na Ta-
bela 2.2, mostram resultados compatı́veis com a literatura. Excetuando-se MO e pH, as
variáveis apresentam coeficiente de variação acima de 20%, evidenciando a homogeneidade
das medidas. As variáveis P, pH e K ñao apresentam o valor unitário no intervalo de confiança
de Box-Cox, sugerindo a necessidade de transformação em aplicaç̃oes que exijam o pressuposto
de normalidade. As variáveis MO, SB e iCone contém o valor unit́ario no intervalo, sugerindo
normalidade nas medidas, dispensando transformações.
Tabela 2.2: Estatı́sticas descritivas das vari´ veis secund́arias P, pH, K, MO, SB e iCone, todas
tomadas nos mesmos 150 pontos aleatórios, selecionados dos 256 disponı́veis.
Delineamento Ḿınimo Média Máximo D.P. C.V.% LI-Bx LS-Bx
P 2,000 4,047 13,100 1,439 36,60 -1,2 -0,3
pH 4,300 5,145 6,600 0,505 9,80 -3,5 -0,5
K 0,170 0,331 0,550 0,085 25,70 -0,6 0,6
MO 36,55 52,680 68,350 6,392 12,13 0,3 2,6
V% 14,89 55,470 84,030 12,896 23,20 0,4 1,4
iCone 10,50 20,300 31,100 4,163 20,50 0,3 1,6
P em mg dm−3 , pH sem unidade de medida, K em cmolc dm−3, MO em g dm−3, SB em porcentagem
e iCone em kg cm−2. D.P.: Desvio Padrão, C.V.: Coeficiente de Variaç˜ o, LI-Bx e LS-Bx: Respec-
tivamente o limite inferior e limite superior do intervalo de 95% de confiança parao p r̂ametroλ de
Box-Cox.
Análise espacial das amostras de produtividade de soja
Devido a dificuldade de se ajustar um modelo teórico confíavel ao semivariograma ex-
perimental pelo ḿetodo dos ḿınimos quadrados ou suas variações (Figura 2.7), optou-se nesse
trabalho por se obter uma estimativa pontual para os parâmetros do modelo geoestatı́stico por
MV, MVR e por métodos bayesianos. A Tabela 2.3 mostra os resultados obtidos por MV. Nela
nota-se que a estimativa para o parâmetroβ , que correspondèa produtividade ḿedia,é pŕoximo
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do valor de refer̂encia de 2,75 t ha−1, ou seja, o erro relativo, dado pela diferença entre o valor
observado nas amostras e o valor médio estimado pelo ḿetodo ñao superou 8%. Destaca-se
tamb́em nessa tabela que o CEP apresentou, para amostras de 256 e 128pontos, moderada
depend̂encia espacial e para amostras de 64 pontos, uma fraca dependência espacial, segundo
classificaç̃ao de Cambardella et al. (1994). Foi adotado no modelo, a função de correlaç̃ao de
Matèrn comκ = 0,5 e ḿedia constante.
Tabela 2.3: Estimaç̃ao dos par̂ametros do modelo geoestatı́stico por MV.
Delineamento β τ2 σ2 φ CEP (%) − logL
Soja256 2,6583 0,1889 0,0725 63,8 72 168
Soja128 2,7220 0,1359 0,0620 50,0 69 67
Soja64 2,8083 0,1588 0,0033 38,6 98 33
β : par̂ametro do efeito sisteḿatico do modelo,σ2 eφ : par̂ametros da funç̃ao de correlaç̃ao,τ2: par̂ametro
do erro, CEP: coeficiente de efeito pepita e logL: valor de MV. A funç̃ao de correlaç̃ao adotada foi a de
Matèrn comκ = 0,5.
A Tabela 2.4 mostra os resultados obtidos pelo método MVR. Nela a estimativa para
o par̂ametroβ , que correspondèa produtividade ḿedia, segue a tendência observada na Tabela
2.3. O par̂ametroφ de alcance forneceu valores muito maiores que a distância ḿaxima da
área. Como os valores máximos do logaŕıtimo da funç̃ao de verosimilhança são equivalentes
tanto para o ḿetodo MV quanto no ḿetodo MVR, esséultimo não foi empregado nas an´ lises
seguintes e na produção de mapas.
Tabela 2.4: Estimaç̃ao dos par̂ametros do modelo geoestatı́stico pelo ḿetodo MVR.
Delineamento β τ2 σ2 φ CEP (%) − logL
Soja256 2,5454 0,1904 0,4495≫ 177 30 165
Soja128 2,6649 0,1389 0,2440≫ 177 36 66
Soja64 2,8160 0,1535 4,1380≫ 177 4 32
β : par̂ametros do efeito sisteḿatico do modelo,σ2 e φ : par̂ametros da funç̃ao de correlaç̃ao, τ2:
par̂ametro do erro,κ: par̂ametro de diferenciabilidade da função de correlaç̃ao, CEP:coeficiente de efeito
pepita e logL: valor MVR
Para se avaliar o comportamento espacial de uma variável é usual fazer a sua
representaç̃ao atrav́es de um mapa dos resultados obtidos, locados em suas coordenadas de
coleta. O mapa da produtividade de soja, ilustrado na Figura2.13, foi classificado segundo os
quantis 20%, 40%, 60% e 80%. Os retângulos mais claros correspondemàs baixas produtivi-
dades e os mais escurosà altas produtividades. As classes corresponderam a valores abaixo de
2,34 t ha−1, representado por seu ponto médio de 1,8 t ha−1, valores entre 2,34 e 2,61 t ha−1,
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representados por deu ponto médio de 2,5 t ha−1, valores entre 2,61 e 2,85 t ha−1, representados
por seu ponto ḿedio de 2,7 t ha−1, valores entre 2,85 e 3,16 t ha−1, representados por se ponto
médio de 3,0 t ha−1 e valores acima de 3,16 t ha−1, representados por seu ponto médio de 3,7
t ha−1. Essa classificação ñao seguiu um crit́erio agron̂omico, servindo apenas para identificar
zonas diferenciadas de produtividade.
< 2,34 (2,34;2,61) (2,61;2,85) (2,85;3,16) > 3,16
Figura 2.13: Gŕafico de padr̃oes de intensidade por parcela colhida classificado pelos quantis de
produtividade 20, 40, 60 e 80%. A largura da figura corresponde a uma dist̂ancia de 141,2 m e
a altura 115,2 m. Cada retângulo corresponde a umaárea de 25 m2.
Avaliou-se os modelos geoestatı́sticos com par̂ametros otimizados por MV através da
validaç̃ao cruzada. No caso da amostra de 256 coordenadas utilizou-se a e tat́egia de retirar
“uma amostra por vez” e estiḿa-la com o modelo ajustado. Nas amostras de 128 e 64 coor-
denadas sorteadas do conjunto de 256 pontos originais, utilizo -se a estratégia de estimar os
valores no conjunto complementar (onde as amostras não foram utilizadas). Os resultados estão
apresentados no anexo A. Nessas figuras, a validaç˜ o resultou em erros de predição com uma
distribuiç̃ao gaussiana de probabilidades em torno do zero com uma variância de prediç̃ao me-
nor que a varîancia dos dados. Ñao se identifica tamb́em um padr̃ao de regionalizaç̃ao dos erros,
como por exemplo uma concentrações de valores de superestimação ou subestimaç˜ o.
Na Figura 2.14 ilustra-se a distribuição espacial da produtividade de soja estimada por
krigagem a partir de modelo ajustado por MV, em 690 pontos de uma malha regular. Os pontos
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amostrais t̂em dimens̃ao 5× 5 m, compat́ıvel com o suporte de medida de 25 m2 adotados na
colheita das parcelas. Os resultados també foram classificados segundo os quantis 20, 40,
60 e 80%, observado nos dados, permitindo assim a comparação com o mapa da Figura 2.13.
O mapaà esquerda correspondeàs prediç̃oes com base nos 256 pontos amostrais originais,
onde, conforme Tabela 2.6, somente 0,7% das prediçõ s ficaram abaixo de 2,34 t ha−1 e ne-
nhuma acima de 3,16 t ha−1, entretando identificou-se zonas de produtividade diferenciadas.
O mapa central correspondeàs prediç̃oes com base em 128 pontos amostrais, onde, conforme
a mesma tabela, apresentou uma concentração maior dos valore nas classes centrais. Nenhum
resultado ficou abaixo de 2,34 t ha−1 e nenhum acima de 3,16 t ha−1. Esse mapa também iden-
tificou zonas diferenciadas. No mapa da direita, as prediçõ s foram efetuadas com base em 64
pontos amostrais e ficaram todas na classe central, entre 2,61 t ha−1 e 2,85 t ha−1. O mapa
correspondente não reproduziu um padrão espacial capaz de identificar zonas de produtividade
diferenciadas segundo esses critérios de classificação.
























Figura 2.14: Mapas de produtividade de soja estimados por krigagem convencional a partir de
modelo ajustado por MV, em uma malha regular de 690 pontos a partir de 256 (esquerda), 128
(centro) e 64 (direita) pontos amostrais. Os pontos brancoscorrespondem̀as produtividades
abaixo de 2,34 t ha−1 e os pontos pretos̀as produtividades acima de 3,16 t ha−1. Os pontos em
escalas cinza correspondemàs produtividades intermediár as.
A Tabela 2.5 mostra os resultados descritivos da krigagem convencional em 690 pon-
tos regularmente distribuı́dos peláarea, conforme justificado anteriormente. Nota-se nela quea
média dos valores estimados ficou próximo do valor de referência de 2,75 t ha−1 nos tr̂es deli-
neamentos amostrais, mantendo um erro relativo absoluto depre iç̃ao abaixo de 2,1 %. Houve
tamb́em uma uniformidade nos resultados, mantendo o CV abaixo de 8%. Nota-se que a kri-
gagem recuperou a informaç˜ o da produtividade ḿedia dáarea, diferentemente da descrição da
variabilidade espacial mostrada pelo respectivos mapas.
Na tabela 2.6 se apresenta a porcentagem dos pontos estimados, incidentes em cada
intervalo de classificação, segundo três tipos de amostragem utilizados no modelo univari-
ado. Nela verifica-se, quando comparada com a distribuição percentual dos dados originais,
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Tabela 2.5: Estatı́stica descritiva das predições por krigagem convencional da produtividade de
soja medida em uma malha de 690 pontos, com base em amostras de256, 128 e 64 pontos.
Delineamento Ḿınimo Média Máximo D.P. C.V.(%) ER(%)
Soja256 2,3285 2,7422 3,1365 0,1784 6,5 -0,27
Soja128 2,3946 2,7562 3,0566 0,1736 6,3 0,24
Soja64 2,7792 2,8078 2,8360 0,0161 0,6 2,12
Medidas em t ha−1. D.P.: Desvio Padrão, C.V.: Coeficiente de Variaç˜ o, ER(%): erro em relaç˜ o ao
valor refer̂encia de 2,75 t ha−1.
a tend̂encia do ńumero de pontos preditos se concentrarem na classe central,tanto na prediç̃ao
atrav́es da utilizaç̃ao dos 256 pontos amostrados quanto na predição que envolveu uma redução
no ńumero de amostras.
Tabela 2.6: Porcentagem dos pontos estimados por método de krigagem com modelo univari-
ado, incidentes em cada intervalo de classificação, segundo três tipos de amostragem.
Classe PM S256 S128 S64 S256d
1,19 a 2,34 1,8 0,7 0,0 0,0 20,3
2,34 a 2,61 2,5 22,9 25,2 0,0 19,9
2,61 a 2,85 2,7 46,2 37,4 100,0 20,7
2,85 a 3,16 3,0 29,1 37,4 0,0 19,1
3,16 a 4,14 3,7 0,0 0,0 0,0 19,9
PM: ponto ḿedio da classe, S256: soja em 256 amostras, S128: soja em 128 amostras,S64: oja em
64 amostras, IC:́ındice de cone, CP1: primeira componente principal, S256d: dados originaisde soja
classificados.
Análise espacial bayesiana das amostras de produtividade de soja
Para infer̂encia bayesiana sobre os parâmetros do modelo foi considerado um modelo
isotrópico, sem tend̂encia direcional ou efeito sistemático e funç̃ao de correlaç̃ao de Mat̀ern
com par̂ametro de diferenciabilidadeκ = 0.5. Adotou-se as distribuições apriori plana (“flat”)
para o par̂ametroβ , rećıproca paraσ2 e uniforme discreta paraφ . Considerou-se ainda o va-
lor de τ2 relativo igual a zero, ou seja, ausência do efeito de pequena escala. A opção por
tais procedimentos se deu por conveniência computacional, cabendo uma exploração mais de-
talhada sobre o assunto em trabalhos futuros. A Figura 2.15 mostra a distribuiç̃ao aposteriori
para os par̂ametrosβ e σ2 no caso em que se utilizou a amostra de produtividade de soja
em 256 pontos amostrais. As Figuras 2.16 e 2.17 correspondemàs distribuiç̃oes aposteriori
para os par̂ametrosβ e σ2 no caso em que se utilizou amostra de produtividade de soja em
128 e 64 pontos amostrais, respectivamente. A Tabela 2.7 apresenta as estimativas pontuais
dos par̂ametros, obtidos pela ḿedia de 1.000 simulações bayesianas obtidas pelas respectivas
distribuiç̃oes aposteriori. As estimativas dos parˆ metrosβ nessa tabela são compat́ıveis com
56
os resultados obtidos por MV mas as estimativas dos parâmetrosσ2 foram aumentadas devido
à incorporaç̃ao de incertezas no modelo, pró io do ḿetodo bayesiano.
Tabela 2.7: Ḿedia da posteriori dos parˆ metros do modelo geoestatı́stico obtido por infer̂encia
bayesiana.
Delineamento β σ2 φ
Soja256 2,7203 0,3072 7,20
Soja128 2,7604 0,2108 7,06
Soja64 2,8126 0,1945 6,78
β é o par̂ametro do efeito sisteḿatico do modelo,σ2 e φ são par̂ametros da funç̃ao de correlaç̃ao, todos
obtidos pela ḿedia de 1.000 aproximações nuḿericas pelo ḿetodo bayesiano. Neste processo,τ2 é o



























Figura 2.15: Distribuiç̃ao aposterioripara os par̂ametrosβ e σ2 com 50 ńıveis deφ e 1.000
aproximaç̃oes nuḿericas a partir de um grupo de 256 amostras.
A Figura 2.18 ilustra a distribuiç̃ao espacial da predição da produtividade de soja ob-
tida pela ḿedia de 1.000 simulaç˜ o preditivas em uma malha de 690 pontos, com amostras de
256, 128 e 64 pontos, apresentadas da esquerda para a direita, respectivamente, com resultados
classificados pelos quantis 20, 40, 60 e 80% observado nos dad. Os pontos em tons de cinza
correspondem a diferentes classes de produtividade. Nessafigur , no caso de 256 amostras,
observa-se um padrão da distribuiç̃ao espacial semelhante ao apresentado na Figura 2.13. Esse
resultado diferiu do obtido pelo ḿetodo de krigagem a partir de valores pontuais dos parâmetros,
estimados por MV. Perdeu-se a definição de zonas diferenciadas de produtividade, como o apre-


























Figura 2.16: Distribuiç̃ao aposterioripara os par̂ametrosβ e σ2 com 50 ńıveis deφ e 1.000


























Figura 2.17: Distribuiç̃ao aposterioripara os par̂ametrosβ e σ2 com 50 ńıveis deφ e 1.000
aproximaç̃oes nuḿericas a partir de um grupo de 64 amostras.
A Tabela 2.8 apresenta resultados descritivos da predição de soja por simulaç˜ o baye-
siana com base nos três diferentes delineamentos amostrais j´ mencionados. Esses resultados
indicaram a manutenção no erro relativo comparado com o resultado obtido pela predição por
krigagem convencional, conforme visto na Tabela 2.5 e coeficiente de variaç̃ao da mesma ordem
de grandeza, garantindo-se a uniformidade dos resultados.
Na Tabela 2.9 apresenta-se a porcentagem dos pontos estimados por ḿetodo bayesi-
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Figura 2.18: Mapas de produtividade de soja estimados por inferência bayesiana em uma malha
regular de 690 pontos com base em 256 (esquerda) 128 (centro)64 (direita) pontos amostrais.
Em cada mapa a largura corresponde a 141,2 m e a altura 115,2 m.Os pontos brancos corres-
pondemàs produtividades abaixo de 2,4075 t ha−1, os cinzaàs produtividades entre 2,4075 e
3,045 t ha−1 e os pretos ‘as produtividades acima de 3,045 t ha−1.
Tabela 2.8: Estatı́sticas descritivas das predições bayesianas da produtividade de soja medida
em uma malha de 1.131 pontos, com base em amostras de 256 pontos estruturados (Soja256),
128 e 64 pontos aleatórios (Soja128 e Soja64, respectivamente) tomados dos 256 dispońıveis
Delineamento Ḿınimo Média Máximo D.P. C.V.% ER(%)
Soja256 1,6757 2,7460 3,7000 0,3186 11,6 -0,13
Soja128 1,9606 2,7616 3,6255 0,2461 8,9 0,44
Soja64 2,1471 2,8069 3,5022 0,1675 6,0 2,08
Medidas em t ha−1. D.P.: Desvio Padrão, C.V.: Coeficiente de Variaç˜ o, ER(%): erro em relaç˜ o ao
valor refer̂encia de 2,7496 t ha−1.
ano, incidentes em cada intervalo de classificação, segundo três tipos de amostragem utilizados
no modelo univariado. Nela verifica-se, quando comparada com a distribuiç̃ao percentual dos
dados originais segundo os intervalos de classe, a tendência do ńumero de pontos preditos se
concentrarem na classe central, tanto na predição atrav́es da utilizaç̃ao dos 256 pontos amostra-
dos quanto na predição que envolveu uma redução no ńumero de amostras. Todavia o efeitoé
menos acentuado quando comparado aos resultados da Tabela 2.6.
2.8.4 Ańalise geoestatı́stica dos dados rendimento deP. Taeda L.
Análogo ao caso dos dados de produção de soja, visto na Seção 2.8.3, aqui foi dado ini-
cialmente um enfoque estatı́stico tradicional pela ańalise descritiva b́asica, visando-se também
identificar e avaliar a estrutura de pontos discrepantes, homogeneidade e tendência direcional,
bem como obter indicadores de atendimento aos pressupostosde um modelo geoestatı́s ico eàs
refer̂encias exploratórias na obtenç̃ao de estimativas dos parâmetros. Foram ajustados e anali-
sados modelos teóricos para o processo geoestatı́stico supostamente gaussiano que determinou
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Tabela 2.9: Porcentagem dos pontos estimados por método bayesiano com modelo univariado,
incidentes em cada intervalo de classificação, segundo três tipos de amostragem.
Classe PM S256 S128 S64 S256d
[1,19 ; 2,34) 1,8 9,1 3,8 0,7 20,3
[2,34 ; 2,61) 2,5 23,5 22,9 10,1 19,9
[2,61 ; 2,85) 2,7 31,0 38,0 54,1 20,7
[2,85 ; 3,16) 3,0 26,2 30,3 32,3 19,1
[3,16 ; 4,14) 3,7 10,1 5,1 2,8 19,9
PM: ponto ḿedio da classe, S256: soja em 256 amostras, S128: soja em 128 amostras,S64: oja em
64 amostras, IC:́ındice de cone, CP1: primeira componente principal, S256d: dados originaisde soja
classificados.
o rendimento de madeira. Com o modelo escolhido foi possı́vel construir mapas teḿaticos pro-
curando identificar zonas diferenciadas. També foi feita uma ańalise descritiva das predições
obtidas nos mapas. A densidade amostral foi de 0,008 pontos por ha−1, valor esse considerado
inexpressivo.
Análise descritivas das amostras de argila e IMA
As amostras foram analisadas em 2 enfoques. O primeiro constituı́do de 18 pontos
amostrais com medidas de IMA e Teor de Argila. O segundo pelo conjunto de 555 parcelas
onde foi medido somente o Teor de Argila. O layout está ilustrado na Figura 2.19.
Pela Tabela 2.10 o valor ḿedio do IMA, avaliado em 18́arvores, foi de 26,2 m3
ha−1 ano−1, com CV de 24%, o que, segundo Gomes (1963), compromete a precisão da me-
dida de tal varíavel. Mainardi, Schneider e Finger (1996) obtiveram um valor médio de IMA
de 28,24 m3 ha−1 ano−1 em árvores aos 12 anos e 32,94 m3 ha−1 ano−1 em árvores aos 15
anos tomados em 7 diferentes sı́tios na regĩao de Cambar´ do Sul no Estado do Rio Grande do
Sul. Carvalho et al. (1999) apresentaram em estudo dos efeitos das caracterı́sticas do solo na
capacidade produtiva um resultado do IMA de 25,3 m3 ha−1 ano−1 em 16 amostras déarvores
com 15 anos. Na mesma tabela encontra-se o valor médio obtido de 32,8% do teor de argila em
18 amostras e 25,2% para 555 amostras, indicando em um solo detextura ḿedia, adequado ao
crescimento radicular (ROSOLEN et al., 1999).
A Figura 2.20 ilustra o perfil da função log da verossimilhança para o parâmetroλ de
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Figura 2.19: Localizaç̃ao das amostras náarea de reflorestamento da fazenda MOBASA em
Rio Pedrinho-SC. Os 18 pontos amostrais na figuraà esquerda representam as coordenadas de
dados de ańalises f́ısicas e qúımicas e os 555 pontos na figuraà direita representam as análises
fı́sicas.
Tabela 2.10: Estatı́sticas descritivas das amostras de IMA em 18 localizações e de Teor de
Argila em 18 e 555 localizações.
Delineamento Ḿınimo Média Máximo D.P. C.V.%
IMA18 14,09 26,2 37,02 6,546 24,96
Argila18 9,00 32,8 64,20 12,542 38,19
Argila555 8,00 25,2 58,00 7,776 30,87
IMA: m3 ha−1 ano−1; Teor de Argila: porcentagem; D.P.: Desvio Padrão, C.V.: Coeficiente de Variaç˜ o.
transformaç̃ao de Box-Cox da variável IMA em 18 amostras. Foi obtido o intervalo de 95% de
confiança ( 0,9; 2,9) para esse parâmetro, o qual incluindo a unidade, não sugere a necessidade
de transformaç̃ao, indicando v́alida a hiṕotese de gaussianiedade das medidas.
Ajuste dos parâmetros do modelo univariado para IMA
A Tabela 2.11 mostra os resultados da estimação pontual e ḿedias dos parˆ metros do
modelo gaussiano, obtidos por MV e inferência bayesiana. Na obtenção da verossimilhança
o Teor de Argila foi considerado covari´ vel para o efeito sisteḿatico. No ḿetodo bayesiano,
foram adotadas aspriori plana (“flat”) paraβ , rećıproca paraσ2 e uniforme discreta paraφ e o
efeito de pequena escala e/ou erro aleatório foi considerado nulo. Na tabela as distribuições a
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Figura 2.20: Perfil do log-verossimilhança para o parâmetroλ de transformaç̃ao de Box-Cox
da varíavel IMA.
posterioridos par̂ametrosσ2 e β são, respectivamenteχ2ScI e Normal e seus gráficos, obtidos a
partir de simulaç̃oes est̃ao apresentadas na Figura 2.21.
Tabela 2.11: Parˆ metros do modelo geoestatı́stico estimado por MV e inferˆ ncia bayesiana. O
modelo de funç̃ao de correlaç̃ao usado foi o de Matèrn com par̂ametro de diferenciabilidade
κ = 0,5.
IMA18 β0 β1 τ2 σ2 φ
MV 35,9 -0,29 0,0 26,7 191,5
BAYES 25,5 – 0,0 242,9 5.732,3
β0 e β1 são par̂ametros do efeito sisteḿatico do modelo,σ2 e φ são par̂ametros da funç̃ao de correlaç̃ao,


















































Figura 2.21: Distribuiç̃ao a posteriori para os par̂ametrosβ , σ2 e φ a partir de 1.000
aproximaç̃oes nuḿericas da varíavel IMA tomada em 18 pontos amostrais
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Estat́ısticas descritivas da prediç̃ao univariada de IMA
A Tabela 2.12 mostra estatı́s icas descritivas da predição de IMA com base em uma
amostra de 18 pontos tomados casualmente naáre de reflorestamento, empregando-se kriga-
gem convencional com parˆ metros do modelo estimados por MV e predição bayesiana. Nota-se
nessa tabela que os resultados são muito pŕoximos, exceto por uma variˆ ncia um pouco maior no
caso bayesiano refletindo nessa maior variabilidade o fato da incerteza sobre os parâmetros ser
considerada nessa abordagem. Entretanto, nã se pode estabelecer uma diferença de predição
de um ḿetodo em relaç̃ao ao outro.
Tabela 2.12: Estatı́sticas descritivas das predições do IMA atrav́es da krigagem convencional e
por estimativa bayesiana.
Delineamento Ḿınimo Média Máximo D.P. C.V.%
Clássico 17,48 26,53 36,09 0,747 2,8
Bayesiano 14,69 26,02 36,72 5,100 19,6
IMA: m3 ha−1 ano−1; D.P.: Desvio Padr̃ao, C.V.: Coeficiente de Variaç˜ o.
Na Tabela 2.13 se apresenta a porcentagem dos pontos de IMA estimados por ḿetodo
bayesiano, incidentes em cada intervalo de classificação. Nela verifica-se a tendência do ńumero
de pontos preditos se concentrarem nas classes centrais, tanto na prediç̃ao atrav́es da krigagem
quanto na prediç̃ao que envolveu o ḿetodo bayesiano. Todavia o efeitoé menos acentuado no
método bayesiano.
Tabela 2.13: Porcentagem dos pontos estimados de IMA por método bayesiano com modelo
univariado, incidentes em cada intervalo de classificação.
Classe PM MV18 Bayes18
[14,09 ; 20,50) 17,3 0,8 4,6
[20,50 ; 23,43) 22,0 3,6 13,0
[23,43 ; 28,32) 25,9 84,6 54,4
[28,32 ; 32,50) 30,4 10,7 19,5
[32,50 ; 37,02) 34,8 0,4 3,6
PM: ponto ḿedio da classe, MV18: IMA em 18 amostras estimado por MV, Bayes18: IMAem 18
amostras estimado por método bayesiano.
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Mapa de predição univariada de IMA
Para a produç̃ao dos mapas teḿaticos os resultados foram classificados segundo os
quantis 20, 40, 60 e 80% de predição de IMA. A Figura 2.22 a esquerda ilustra a distribuição
espacial de IMA estimada por krigagem convencional. Nela, segundo a Tabela 2.13 0,8% da
área representa IMA abaixo de 20,50 m3 ha−1 ano−1, 3,6% representa IMA entre 20,50 e 23,42
m3 ha−1 ano−1, 84,6% representa IMA entre 23,42 e 28,33 m3 ha−1 ano−1, 10,7% entre 28,33
e 32,50 m3 ha−1 ano−1 e 0,4% acima de 32,50 m3 ha−1 ano−1. J́a a figura da direita ilustra
a distribuiç̃ao espacial estimada por métodos bayesianos. Nela, 4,6% daárea representa IMA
abaixo de 20,50 m3 ha−1 ano−1, 13% representa IMA entre 20,50 e 23,42 m3 ha−1 ano−1,
54,4% representa IMA entre 23,42 e 28,33 m3 ha−1 ano−1, 19,5% entre 28,33 e 32,50 m3
ha−1 ano−1 e 3,6% acima de 32,50 m3 ha−1 ano−1. Isso indica, neste caso, que o método baye-
siano concentrou menos predições que a krigagem baseada em MV, mostrandoáreas maiores
de rendimento diferenciado.
Figura 2.22: Mapa de predição de IMA com 18 amostras, classificada pelos quartis. A figura
da esquerda foi obtida por krigagem convencional e a da direita por prediç̃ao bayesiana.
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2.8.5 Conclus̃oes sobre o ḿetodo univariado
• O método da ḿaxima verossimilhança foi capaz de estimar a produtividade de soja com
erro relativo abaixo de 2,1% e estimar a média de IMA com erro relativo abaixo de 1,2%,
considerando-se os valores conhecidos de 18 pontos amostrais;
• O método bayesiano foi capaz de estimar a produtividade de sojacom erro relativo abaixo
de 2,1%, e estimar a ḿedia de IMA com erro relativo abaixo de 1,0%;
• O mapa da distribuiç̃ao espacial da ḿedia de produtividade de soja, quando feito pelo
método MV, perde identificabilidade de zonas de manejo com a diminu ção do ńumero
de amostras;
• O método bayesiano, aplicado tanto no estudo de produtividadee soja quanto no de IMA
foi capaz de identificar zonas de manejo para amostras de tamanho onde o ḿetodo da MV
não o foi, aĺem de ser mais sensı́vel na identificaç̃ao das variaç̃oes a pequenas distâncias.
• A krigagem baseada em MV e a predição bayesiana induziram a uma concentração de
valores preditos em torno da média, inversamente proporcional ao tamanho da amostra
tomada considerada nos métodos.
3 MODELO GEOESTAT ÍSTICO GAUSSIANO
MULTIVARIADO
3.1 INTRODUÇÃO
Para Ver Hoef e Cressie (1993), em ciências da terráe freq̈uente o interesse em predi-
zer conjuntamente uma grande quantidade de variá eis. Normalmente se prediz uma variável
por vez, usando dados de um mesmo tipo (krigagem) ou utilizando informaç̃oes adicionais de
outra varíavel tomada nas mesmas coordenadas (krigagem com covariável). O modelo bivari-
ado mostrou que a predição de uma variável com base em uma outra variável correlacionada,
mas em locais diferentes (cokrigagem) resultou em prediçõ s precisas. Predições espaciais
multivariadas permitem construir regiões de prediç̃ao multivariada. Esses autores relacionam
e comparam prediç̃oes baseadas no variograma cruzado, prediçõ s espaciais multivariadas e
estimaç̃ao de par̂ametros por ḿınimos quadrados generalizados.
Os modelos geoestatı́s icos multivariados dizem respeito a um conjunto de variá eis
aleat́orias gaussianas dadas por:
{
Y1(x),Y2(x), . . . ,Yp(x) : Yk(x) ∈ Sk(x);xi ∈ R2; i = 1,2, . . . ,n
}
(3.1)
Essas varı́aveis s̃ao georreferenciadas em uma mesma região, todas com igual interesse
cient́ıfico. É uma situaç̃ao pouco realı́stica pois esta descrição ñao leva a uma interpretaç˜ o
fı́sica no sentido prático, entretanto o será se puder ser escrita a distribuição condicional de
uma das varíaveis, eleita de interesse primário, condicionada a uma ou mais variáveis espaci-
almente localizadas. Neste caso, exige-se que todas as vari´ veis sejam tomadas nas mesmas
posiç̃oes geogŕaficas e que haja uma certa correlação entre elas. Outra situação pŕatica ocorre
quando a varíavel priḿaria for de dif́ıcil aquisiç̃ao, ent̃ao, pode-se formar um conjunto das
variáveis restantes, supostamente de fácil observaç̃ao, como o conjunto de vari´ veis predito-
ras que, modeladas adequadamente, permitirão fazer estimativas da vari´ vel priḿaria em locais
onde foram obtidas as demais variáveis. Neste caso, as vari´ veis podem ser em quantidades,
tipos e localizaç̃oes diferentes. Pretendeu-se aqui abordar ambos os casos e ainda utilizar o
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suporte da ACP para a redução do ńumero de varíaveis envolvidas no problema. Apresentou-se
o problema geoestatı́s ico multivariado envolvendo duas vari´ veis, sendo uma a principal e a
outra, secund́aria.
3.2 MODELO GEOESTAT ÍSTICO MULTIVARIADO
O conjunto dado pela expressão 3.1 é uma coleç̃ao p-dimensional de variáveis
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sendo a diagonal a autocorrelação de cada variávelYk : k = 1,2, . . . , p do conjunto. Os elemen-
tos fora da diagonal representam a matriz correlação cruzada para cada combinação de pares
de varíaveis. Essa matriźe uma extens̃ao daquela matriz para o caso univariado dado pela
Equaç̃ao 2.27. Ela deve ser uma matriz quadrada, simétrica, definida positiva e passı́vel de
decomposiç̃ao, para se obter sua inversa.









Neste caso, afirma-se que a covariância (e a correlação) se estabelece entre a variável Yc(x)
tomada na coordenadaa e a varíavelYd(x) tomada na coordenadab. Uma propriedade imediata,
é a sua natureza simétrica, ou seja,σcdab = σ
dc
ba.








Quandoa = b, a funç̃ao ρaa(u) = ρbb(u) corresponderá à funç̃ao de correlaç̃ao do
processo univariadoYa(x) e ρaa(−u) = ρaa(u). Sea 6= b a funç̃aoρab(u) seŕa chamada funç̃ao
de correlaç̃ao cruzada deYa(x) eYb(x), mas ñao seŕa necessariamente simétrica na matrizR(u),
mas ainda assim satisfará a condiç̃ao de queρab(u) = ρba(−u) (DIGGLE; RIBEIRO JR, 2007).
Pebesma e Wesseling (1998) apresentam um modelo de predição multivariada en-
volvendo varíaveis cruzadas correlacionadas. O modelo utilizado para cad v ríavel Yk;k =
1,2, . . . , p é aquele definido pela Equação 2.2, portanto, um processo não estaciońario. O mo-
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delo multivariado, neste caso de envolvimento de todas as variáveis do conjunto,́e dado por:
Y = D β +S(x)+ ε
onde D β correspondèa matriz de tend̂encia externa do modelo aplicadaàs respectivas
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para nk representando o número de coordenadas relativas` k-ésima varíavel externad
e p é o ńumero de varíaveis externas associada a um particular processoYk. S(x) =
{
S1(x),S2(x), . . . ,Sp(x)
}
.
O melhor preditor linear ñao viciado seŕa:



































e dk(x0) correspondendòa linha da matrizD que cont́em o valor correspondente deY(x0), r a
matriz de correlaç̃oes de cada variável com o pontox0 a ser estimado eV a matriz de correlaç̃oes
obtidasà partir da matriz de covariâncias multivariadas dada pela equação 3.2.













Para Ver Hoef e Cressie (1993) este modelo nã imp̃oe restriç̃oes ao ńumero de
variáveis e cada variável pode ter um ńumero diferente de localizações.
O pantanal matogrossense, segundo Couto e Cunha (2002), apresenta muitas unidades
de pedopaisagens coḿareas periodicamente inundáveis, onde a amostrageḿe dif́ıcil devido a
elevada variabilidade espacial inter e intra estratos. Para sua pesquisa coletaram e analisaram
cento e onze amostras sistemáticas com cinco atributos fı́sicos e quinze atributos quı́micos em
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três ecossistemas. Efetuaram uma an´ lise de componentes principais e fatorial. Das amos-
tras restaram quatro componentes que explicaram 77% da variância total e dois fatores que
mostraram a melhor separação entre as pedopaisagens. Utilizaram, nas estimativas dose-
mivariogramas para os componentes principais os softwaresGS+ produzido e comercializado
pela empresaGamma Design Software(www.gammadesign.com) e o software Surfer produ-
zido pela empresaGolden Software, Inc.(www.goldensoftware.com). Relatam os aspectos da
ańalise multivariada como apoiòas aplicaç̃oes geoestatı́sticas mas ñao explicitam o emprego da
geoestatı́stica multivariada.
Filzmoser e Reimann (2002) discutem e comparam métodos e propriedades da análise
de componentes principais e da análise fatorial. Eles exp̃oem as vantagens em se aplicar
métodos multivariados robustos em geoestatı́ ica. Ilustram poŕem, com aplicaç̃oes a um con-
junto de dados geoquı́micos, aplicaç̃oes da geoestatı́s ica univariada.
3.3 MODELO GEOESTAT ÍSTICO BIVARIADO






: S1(x),S2(x) ∈ R;xi,x j ∈ R2; i = 1,2, . . . , r; j = 1,2, . . . ,s
}
,
comE(S1(xi)) = 0; E(S2(xi)) = 0 eVar(S1(xi)) = σ21 eVar(S2(xi)) = σ
2
2 .








σ (1,1)i, j σ
(1,2)
i, j






(i, j) i = 1, . . . , r e j = 1, . . . , r;
• σ1,2
(i, j) i = 1, . . . , r e j = 1, . . . ,s;
• σ2,1
(i, j) i = 1, . . . ,se j = 1, . . . , r;
• σ2,2
(i, j) i = 1, . . . ,se j = 1, . . . ,s;
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Nesta matriz, o bloco superior esquerdo representa as autocovarîancias da variávelY1
e o bloco inferior direito as autocovariˆ ncias das variávelY2. Os blocos superior direito e in-
ferior esquerdo representam as covariâncias cruzadas entre as variáveisY1 eY2. Osı́ndices no
expoente dos elementos da matriz representam as variáveis envolvidas e ośındices abaixo cor-
respondem̀as localizaç̃oes. Assim, o elementoσ (2,1)i, j representa a covariˆ ncia entre a variável
Y2 medida na localizaç̃aoxi eY1 medida na localizaç̃aox j . De uma forma geral, essa matriz de
covarîancias ñao estabelece que as coordenadas devam ser totalmente ou parciamente coinci-
dentes. Considerou-se aqui a notaçãoxi para ai-ésima coordenada da vari´ velY1 ex′j a j-ésima
coordenada da variávelY2.
Modelos bivariados podem ser escritos como uma junção de modelos univariados
como:
{
Y1,i = µ1(xi)+S1(xi)+ εi , i = 1, . . . , r.
Y2, j = µ2(x j)+S2(x j)+ ε j , j = 1, . . . ,s.
onde:
a) µ1(xi) = D1β (1) e µ2(x j) = D2β (2) são componentes determinı́sticos do modelo associados
a p1 covaríaveis emD1 e ap2 covaríaveis emD2;









com σ21R(φ1) e σ
2
2R(φ2) representando as
autocorrelaç̃oes deS1(xi) eS2(x j), respectivamente;








são os erros aleatórios independentes.
As varíaveisY1 eY2 não precisar̃ao ser co-localizadas e nem medidas o mesmo número

























Figura 3.1: Representaç˜ o de umáarea t́ıpica com processos geoestatı́sticos bivariados con-
tendo quatro localizações amostrais, onde as variáveis ñao s̃ao co-localizadas e nem oferecem
o mesmo ńumero de observações.
Deve-se aqui considerar quatro possibilidades distintas para modelos assim especi-
ficados, considerando as caracterı́sticas de seus elementos, assumindo queY1 Y2 ocorrem
simultaneamente em uma mesmaárea de um espaço bidimensional:









ent̃aoY1 seŕa independente deY2, ou seja, ñao ser̃ao correlacionados. Um problema escrito
desta maneira, exigirá a estimaç̃ao de quatro parˆ metros:σ1, σ2, φ1 e φ2.









seŕa perfeitamente correlacionado comY2. Um problema escrito desta maneira, exigirá a
estimaç̃ao de dois parâmetros:σ e φ .









seŕa parcialmente correlacionado comY2, provocando uma dispersão difusa, dependendo
da varîanciaσ2. Um problema modelado desta maneira, exigirá a estimaç̃ao de quatro
par̂ametros:τ1, τ2, σ , φ .


















Y1 seŕa parcialmente correlacionado comY2. Um problema concebido dessa maneira exigirá






2 , φ0, φ1 e φ2. Incluindo-seτ1 6= τ2 o
número de par̂ametros a serem estimados poderá chegar a nove.
Como exemplo de uma situaç˜ o mais realı́stica, ilustrando a situaç˜ o contemplada em
(d), considerando-se estacionariedade na média eε = 0 (sem perda de generalidade) o modelo
bivariado pode ser escrito como:
{
















i = 1,2, . . . ,m; j = 1,2, . . . ,n
(3.2)
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sendoS0(xi), S1(xi), S0(x j) e S2(x j) processos univariados independentes e com a mesma fun-
cional de correlaç̃ao espacial.






































Goovaerts (1997), define uma função que estima a correlaç˜ o entre duas variáveisY1 e
Y2 (nesta ordem), separadas por uma mesma distˆ nciahk;k = 1,2, . . . ,s (sa quantidade de pares
























k) e N(h) é o ńumero de pares pertencentes
à mesma classe de distâncias e direç̃ao. Os estimadoreŝµ1 e µ̂2 são, respectivamente, os esti-
madores das ḿediasµ1 deY1 e µ2 deY2 nas suas respectivas coordenadas do conjunto formado
pelas dist̂anciash. Um exemploé apresentado na Figura 3.2 para a distânciah1 (fixa) em que
µ̂1 seria a ḿedia das observaçõesy(xi) (ćırculos) do conjunto dessas distâncias êµ2 a média das
observaç̃oesy(x′i) (estrelas) do mesmo conjunto.
A covarîancia obtida para essas diferentes distânciaśe chamada de função covarîancia
cruzada experimental. De maneira geralC(1;2)(h) 6= C(1;2)(−h).





















k)− µ̂2)2 sendo queσ21 eσ22 são
as varîancias deY1 eY2 nas suas respectivas coordenadas do conjunto formado pelasdist̂ancias
h.
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Figura 3.2: Grid regular com locaç˜ o amostral de duas vari´ veis com ćırculos representando a
primeira e estrelas a segunda. As setas estabelecem a direç˜ o das correlaç̃oes e osh, atrav́es de
seuśındices indicam o grupo de correlações entre variáveis separadas por uma mesma distância.
































= σ20 ρ(φ0)+σ22 ρ(φ2) (3.6)
Fazendo-se as parametrizaçõesσ01 = σ ; σ02 = ησ ; σ1 = ν1σ e σ2 = ν2σ e substi-

































V ′(η ;φ0) V(η ;ν2;φ0;φ2)
])
(3.7)
A literatura geralmente sugere que a estimativa dos parâmetros de um modelo geo-
estat́ıstico bivariado seja feita através do ajuste de certas funções de correlaç̃ao, como as já
mencionadas no Capı́tulo 2, aos semivariogramas relativos aY1 e Y2 bem como ao semivario-
grama cruzado. Neste trabalho empregamos método baseado em verossimilhança aplicadosá
distribuiç̃ao conjunta deY1 eY2.
3.4 PREDIÇÃO LINEAR ESPACIAL BIVARIADA
Isaaks e Srivastava (1989) apresentam a cokrigagem como um método de estimação,
envolvendo a correlaç˜ o cruzada entre vari´ veis secund́arias e uma variável priḿaria. A grande
utilidade do ḿetodo, alegada pelos autores,´ que as variáveis secund́arias podem apresentar
caracteŕısticas favoŕaveisà sua obtenç̃ao, como baixo custo, fácil acesso, dentre outras, que
podem ser utilizadas para estimar variáveis priḿarias sujeitas a subamostragem.
Consideram-se aqui dois processos estocásti osY1 eY2 distintos, mas ocorrendo simul-
taneamente em uma região. Por conveniência de notaç̃ao,Y1 foi a varíavel priḿaria. No caso de
umaúnica varíavel, para alguma coordenada onde não se tenha um valor medido, este poderá
ser estimado por krigagem usando uma combinação linear com pesosw associados a valores




wiyi ondeyi é o valor medido na i-ésima coordenadax. No caso
de duas varíaveis, a estimativa por cokrigagem, com um modelo linear de corregionalizaç̃ao,









b jy2(x j) (3.8)
onde ŷ1(x0) é a estimativa da variável priḿaria em uma particular localizaç˜ o x0 não amos-
trada;y1(x) =
(
y1(x1),y1(x2), . . .y1(xn)
)
são os dados da vari´ vel priḿaria observados emn
localizaç̃oes daárea,y2(xi) = (y2(x1),y2(x2), . . .y2(xm)) são os dados da vari´ vel secund́aria
observados emm localizaç̃oes da mesmárea, que podem ser parcialmente ou totalmente
coincidentes ou isoladas com relação às localizaç̃oes da varíavel priḿaria; a1,a2, . . . ,an e
b1,b2, . . . ,bm são, respectivamente, os pesos de krigagem a serem determinados associados̀as
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= w′C w (3.9)
em que:
a) w′ = (a1,a2, . . . ,an,b1,b2, . . . ,bm,−1),
b) Y∗ =
(
Y1(x1), . . . ,Y1(xn),Y2(x1), . . . ,Y2(xm),Y1(x0)
)
,
c) C é a matriz de covariância deY∗.




































As condiç̃oes a que os pesos de krigagem devem satisfazer s˜ o de que:








b j = 0, o que
pode ser comprovado aplicando-se a definição de estimador ñao-viciado dada por Mood,

























b j = µ1;
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b) A variância do erro dado pela equação 3.10 deveŕa ser a menor possı́vel, para escolhas
convenientes dos pesos.
Minimizar a varîancia implica em igualarn derivadas parciais a zero, levando a um
sistema den equaç̃oes en incógnitas. Devido a condição de ñao tendenciosidade, que irá gerar
mais uma equação sem par̂ametros, o sistema será ampliado paran+1 equaç̃oes en incógnitas,
cuja soluç̃ao ñao é direta. Os multiplicadores de Lagrange são aplicados para converter es-
ses problemas de minimizaç˜ o restrita em um problema irrestrito. Isaaks e Srivastava (1989)
introduzem os multiplicadores de Lagrangeϑ1 e ϑ2 na Equaç̃ao 3.10, o que resulta em:
















Sob a condiç̃ao dada pelo item (a), a expressão 3.11 ñao muda. Ela poderá ser minimi-
zada derivando-se a equação em relaç̃ao a cada um dos pesos, inclusive os multiplicadores de






























































O método de cokrigagem poderá ser escrito em termos de semivariogramas desde
que as covariâncias cruzadas sejam simétricas. A continuidade espacial será modelada uti-
lizando semivariogramas posteriormente convertidos paraas covarîancias equivalentes pela
transformaç̃ao:
CY1;Y2(u) = γY1;Y2(∞)−γY1;Y2(u)


























































Este sistema de equações para a cokrigageḿe válida somente para estimação pon-
tual. Poder̃ao ser estimadas as médias em um ńumero suficientemente grande de pontos em
coordenadas de uma região e ent̃ao se obter a ḿedia destas estimativas. Isaaks e Srivastava
(1989) alertam que, para que a solução das equaç̃oes existam e sejaḿunicas, o conjunto das
autocorrelaç̃oes e das correlações cruzadas devem formar matrizes que sejam definidas positi-
vas. Dizem ainda os autores que, se as variá eis forem obtidas nas mesmas coordenadas, as
estimativas por cokrigagem e krigagem ordinár a ser̃ao id̂enticas.









ωiω jC(i; j) > 0
ondeω = (ω1,ω2, . . . ,ωn)′ é o vetor de pesos de krigagem e pelo menos um de seus elementos
deve ser diferente de zero.
Essa condiç̃ao garante que a variˆ ncia de qualquer variável aleat́oria formada pela
combinaç̃ao linear ponderada pelos pesosω de outras varíaveis aleat́orias seŕa positiva, ou






Ver Hoef e Barry (1998) usam o termo cokrigagem para referir-sa uma prediç̃ao de
uma varíavel priḿaria em uma especı́fica localizaç̃ao x0 a partir de um conjunto multivariado
de dados e o termo predição espacial quando se deseja predizer um vetor de variáveis aleat́orias
(de diferentes tipos) também em uma especı́fica localizaç̃aox0. Eles destacam três problemas
com a aplicaç̃ao da cokrigagem tradicional. O primeiro surge quando se pret nd minimizar
o erro ḿedio quadŕatico de prediç̃ao usando o semivariograma cruzado, na forma porposta por
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Journel e Huijbregts (1978). O procedimento será viável, segundo eles, quando a função de
covarîancia cruzada for uma função par e de reflex̃ao siḿetrica, ou seja,C(i; j)(h) = C(i; j)(−h).
A condiç̃ao de simetriáe muito restritiva e pode tornar questionável o uso da funç̃ao tradicional
do semivariograma cruzado.
O segundo problema será o de estimar o semivariograma cruzado quando os dados de
ambas as variáveis envolvidas forem tomados nas mesmas coordenadas. Os autores prop̃oem





o que elimina a necessidade das variáveis estarem localizadas nas mesmas coordenadas.
O terceiro problemáe a dificuldade em produzir modelos de semivariogramas cruzados
válidos que sejam consistentes com os modelos de semivariogramas conhecidos. Por modelos
válidos os autores se referemàqueles cuja variância de prediç̃ao se mant́em positiva.
Uma outra forma de se derivar resultados de predição para os modelos de
corregionalizaç̃ao aqui discutidos pode ser pelas propriedades conhecidas da di tribuiç̃ao gaus-












































































e Σ0|12 = Σ00−Σ012
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3.5 REDUÇÃO DO NÚMERO DE VARI ÁVEIS AOS COM-
PONENTES PRINCIPAIS
A análise de componentes principais – ACPé amplamente utilizada em pesquisas e
mais recentemente, vem sendo aplicada a conjuntos de variáveis com dados autocorrelacionados
em modelos geoestatı́s icos.
Este tipo de ańalise estatı́stica de dados tem a finalidade de transformar linearmente
variáveis correlacionadas em seus componentes principais não correlacionados e organizar esses
componentes em ordem decrescente de suas variâncias. A id́eiaé reduzir a quantidade de dados
aos componentes que retêm a maior parte da variˆ ncia total do conjunto de vari´ veis. Deve-se
aqui atentar para o fato de que, na presença de valores discrepantes (outliers) a variabilidade
dos dados poderá ser comprometida, alterando o papel da variável portadora desses valores no
processo de análise dos componentes do conjunto. Para processos gaussianos, os componentes
escolhidos podem ser tidos como fatores.
SejaY = (Y1,Y2, . . . ,Yp) um processo estocásticop-dimensional onde cada vari´ velYk
(k = 1,2, . . . , p) segue o modelo definido pela Equação 2.3. É importante explicar a estrutura
de covarîancia desse processo para a redução de seu ńumero de varíaveis devido a redundâncias
ou de uma interpretaç˜ o correlacional (JOHNSON; WICHERN, 1992). Esse tipo de análise de
dadosé tido como um processo intermediário para investigaç̃oes mais amplas como regressão
múltipla ou ańalise de agrupamentos.





sendoµ = (µ1,µ2, . . . ,µp)′ o vetor das ḿedias relativas a cada vari´ vel do vetor Y. J́a os ele-







(yik − ȳk)(yik′ − ȳk′) k,k′ = 1,2, . . . , p. (3.13)
ou, em forma matricial,S= (n−1)−1(Y−Ȳ)(Y−Ȳ)′.
Decompondo-se a matriz de covariâncias obt́em-se osp pares de autovalores e autove-
tores associados(λk;ek), tais queλ1 ≥ λ2 ≥ . . . ≥ λp.
Para Kolman (1997) sendo Y um conjunto de vetores em um mesmo epaço vetorial,
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ent̃ao um outro vetorCp, nesse mesmo espaço vetorial será uma combinaç̃ao linear dos vetores
deY se existirem ńumeros reaisa1, . . . ,ap tais queCp = a1Y1,a2Y2, . . .apYp. Assim, segundo
Reis (1997), pode-se escrever o vetorY como uma combinação de seus elementos como:
Cp1 = a11Y1 +a12Y2 + . . .+a1pYp
Cp2 = a21Y1 +a22Y2 + . . .+a2pYp
...
Cpp = ap1Y1 +ap2Y2 + . . .+appYp
sendoCpk a k-ésima componente principal (não correlacionada) cuja variˆ ncia seja a maior
posśıvel, ou seja:
• Var(Cpk) = e′kΣek = λk;









Var(Cpi) = λ1 +λ2 + . . .+λp.












Desta forma, aquelas primeirasm variáveisYk que acumularem maior porcentagem,
poder̃ao ser substitúıdas pelasm componentes principais, reduzindo assim, o número de
variáveis sem grande perda na variabilidade do processo.
Segundo Johnson e Wichern (1992) o coeficiente de correlação entre as componentes











ondei;k = 1,2, . . . , p.
Apesar da correlação entre asp variáveis e seus componentes principais ajudar a inter-
pretar o papel dos componentes, esta mede somente a contribuição univariada de um particular
Yk para formar a componenteCpk e ñao a sua importância na presença das demais. Quando
as varíaveisYk forem processos medidos em escalas diferentes, recomenda-s utilizar a sua
padronizaç̃ao para que possam ser comparáveis. O processo de seleção de componentes prin-




























σ11 0 . . . 0
0
√
σ22 . . . 0
...
... 0










Decompondo a matriz de correlaçõesR obt́em-se tamb́em osp pares de autovalores e









A porcentagem de variaç˜ o explicada por cada componente será dada pela
Equaç̃ao 3.14 e a correlaç˜ o entre componente e vari´ vel padronizada será dada por:
ρ(Cpk,Zl ) = ekl
√
λk; k; l : 1,2, . . . , p. (3.17)
Wackernagel (1998) diz qué de vital import̂ancia tal tipo de ańalise para verificar
se os dados são intrinsecamente correlacionados, senão o ḿetodo geoestatı́stico multivariado
podeŕa gerar resultados viesados.
Para se detectar uma correlação intŕınseca em dados autocorrelacionados no espaço,
há a necessidade de se verificar se os dados seguem um modelo de correlaç̃ao intŕınseca. Nesse
modelo, todo autovariograma de duas variáveisYi,Yj ser̃ao proporcionais a um variograma geral
γ(u), ou seja,
γi j = bi j γ(u) parai, j = 1,2, . . . ,n
onde osbi j são coeficientes.
Uma corregionalizaç̃ao (um conjunto de variáveis espacialmente correlacionadas)é
intrinsecamente correlacionada quando o quociente:
γi j (u)
√




bii b j j
= r i j
é constante para qualquer distânciau. Notar que a correlação entre duas variáveis ñao depende
deu, diferentemente da autocorrelação de cada uma das vari´ veis separadamente.
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A correlaç̃ao intŕınseca pode ser avaliada determinando suas componentes principais
para a seguir determinar o variograma cruzado entre os primeiros componentes principais. No
caso de existência de correlaç̃ao intŕınseca, o variograma cruzado resultante será nulo, caso
contŕario, as componentes serão correlacionadas espacialmente em alguma regi˜ o do espaço e
ent̃ao o modelo deverá ser preterido a favor de outros modelos de corregionalizac¸ ˜ o.
3.6 APLICAÇ ÃO COM MODELOS GEOESTAT ÍSTICOS
MULTIVARIADOS
3.6.1 Dados da Pesquisa
Os dados utilizados para a análise multivariada foram os mesmos apresentados na
Seç̃ao 2.8.1. Entretanto o arquivo de dados foi formatado` s necessidades requeridas para esse
tipo de ańalise. A forma pela qual foi feita essa formatação est́a descrita em ćodigo pŕoprio nos
anexos desse trabalho.
3.6.2 Recursos computacionais
Nesta fase da an´ lise, foi empregada a funçãolikfitBGCCM, implementada no pacote
geoR, que estima, pelo ḿetodo da ḿaxima verossimilhança os parâmetros dos componentes do
modelo geoestatı́stico bivariado, conforme a Equação 3.2. A funç̃ao e seus principais argumen-





fc.min = c("optim", "nlminb"), ...)
ondegeodata1 egeodata2 representam, respectivamente os objetos associadosàs varíaveisY1
eY2 do modelo bivariado. A variávelY2 foi considerada a variável secund́aria no caso bivariado
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ou a componente representante de um conjunto de variáveis, determinada pela ACP no caso
multivariado. Maiores detalhes sobre os demais argumentosda funç̃ao pode ser obtida direta-
mente na documentaç˜ o desta funç̃ao, dispońıvel no pacote geoestatı́s ico geoR (RIBEIRO JR;
DIGGLE, 2001).
A ACP foi desenvolvida diretamente no ambiente do R (R Development Core Team,
2008) utilizando-se comandos fundamentais de operaçõ s com matrizes. Os roteiros das
ańalises est̃ao apresentadas pelo c´ digo fonte em anexo.
3.6.3 Ańalise geoestatı́stica dos dados de produtividade de soja
Análise dos Componentes Principais
Naárea de plantio, juntamente com a produtividade de soja, form coletadas 256 amos-
tras de solo. Foram medidas as variáveis qúımicas P, H, K, MO e SB. Considerou-se nesta
ańalise 150 observações aleatoriamente amostradas das 256 disponı́veis de cada uma das cinco



































1,99 −0,16 0,03 1,99 −3,58
−0,16 0,23 −0,00 −1,81 5,28
0,03 −0,00 0,01 0,14 −0,01
1,99 −1,81 0,14 41,97 −42,25














































0,024 −0,028 0,999 −0,014 −0,014
−0,034 0,000 −0,013 −0,998 0,053
0,000 −0,005 0,014 0,053 0,998
0,322 −0,946 −0,035 −0,011 −0,004










A porcentagem de explicaç˜ o de cada componente resultou, respectivamente em
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84,93% 14,09% 0,95% 0,02% e 0,00%. Adotou-se então a primeira componente principal –
CP1, para representar o variável secund́aria no modelo geoestatı́s ico bivariado. Essa compo-
nente ficou composta da seguinte maneira:
CP1 = 0,024P−0,034PH+0,322MO−0,946SB
Ajuste dos parâmetros do modelo bivariado
A Tabela 3.1 apresenta as estimativas por MV para o modelo bivariado dado pela
Equaç̃ao 3.2. Nessa tabela,µ1 e µ2 são estimativas do efeito sistemático do modelo, presen-





σ22 são, respectivamente, parâmetros de escala associados as matrizes de correlaçãoR0(φ0) das
variáveis priḿaria e secund́aria, R1(φ1) da varíavel priḿaria eR2(φ2) da varíavel secund́aria.
φ0, φ1 e φ2 são par̂ametros da funç̃ao de correlaç̃ao que, neste estudo foi adotada a de Matèrn
comκ = 0,5, que equivale a uma função exponencial.
Tabela 3.1: Parâmetros estimados para os modelos geoestatı́sticos bivariados por MV.






2 φ0 φ1 φ2
S128iCone 2,7640 21,9 0,14 0,32 9,32 31,27 14,7 24,6 20,3
S64iCone 2,8861 21,9 0,14 0,33 7,92 33,52 21,8 24,7 19,6
S128CP1 2,7576 0,3 0,00 0,19 0,01 0,01 6,3 4,7 52,0
S64CP1 2,8078 0,3 0,00 0,16 0,00 0,01 8,9 0,1 39,9
IMAArg 25,500 24,0 9,31 50,48 103,30 0,10 722,6 1.488,7 1.675,2
Obs.: µ1 e µ2: par̂ametros do efeito sisteḿatico,σ201, σ21 , σ202 e σ22 : par̂ametros de escala associados a
R0(φ0), R1(φ1) eR2(φ2) respectivamente. S128 e S64: soja tomadas em 128 e 64 parcelas, iCone:Índice
de Cone, CP1: primeira componente principal do conjunto de variáveis P, PH, K, MO e SB, Arg: Teor
de Argila.
Estat́ısticas descritivas da prediç̃ao bivariada de produtividade de soja suportada por
iCone e CP1
A Tabela 3.2 mostra a ḿedia das prediç̃oes multivariadas de soja utilizando uma amos-
tra aleat́oria de 128 parcelas de produtividade conhecida na´ re como variável priḿaria e dois
ceńarios para a variável secund́aria. O primeiro utiliza 150 amostras aleatórias de iCone na
mesmaárea e o segundo utiliza 150 amostras aleatóri s da varíavel CP1. Essa Tabela mostra
ainda a ḿedia das prediç̃oes multivariadas de soja utilizando uma amostra aleatória de 64 par-
celas de produtivade conhecida naárea como variável priḿaria e os dois ceńarios para varíavel
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secund́aria apresentada no caso anterior. Observa-se que são iguais̀as estimativas para Soja128
nas duas concepções de varíavel secund́aria bem como o s̃ao no caso da Soja64.
Tabela 3.2: Estatı́sticas descritivas das predições da produtividade de soja medida em 128 e
64 pontos aleatórios condicionadas̀as observaç̃oes de iCone e da CP1 e predições de IMA
condicionadas a 555 observações de Teor de Argila.
Delineamento Ḿınimo Média Máximo D.P. C.V.(%) ER(%)
S128iCone 1,8626 2,7708 3,7627 0,3135 11,3 0,8
S64iCone 2,0243 2,8049 3,6266 0,2672 9,5 2,0
S128CP1 2,0280 2,7583 3,4739 0,1949 7,1 0,3
S64CP1 2,7943 2,8084 2,8244 0,0043 0,2 2,1
IMAArg 17,740 25,750 37,150 3,3100 12,9 –
Estimativas de soja em t ha−1 e estimativas de IMA em m3. D.P.: Desvio Padrão, C.V.: Coeficiente de
Variaç̃ao, ER(%): erro em relaç˜ o ao valor refer̂encia de 2,75 t ha−1.
Na tabela 3.3, a porcentagem dos pontos estimados por mét do de krigagem com mo-
delo bivariado, incidentes em cada intervalo de classificac¸ão segundo os diferentes modelos,
mostra a tend̂encia do ńumero de pontos preditos se concentrarem na classe central,quando
comparada com a distribuição percentual dos dados originais. No caso em que se empregou
CP1 como informaç̃ao adicional no modelo esse efeito fica mais evidente, chegando concen-
trar todos os pontos na classe de 2,61 a 3,16 t ha−1, o que ñao permitiu representar um padr˜ o
espacial pelo respectivo mapa.
Tabela 3.3: Porcentagem dos pontos estimados com modelo bivariado, incidentes nos respecti-
vos intervalo de classificaç˜ o.
Classe PM S128 e IC S64 e IC S128 e CP1 S64 e CP1 S256d
1,19 a 2,34 1,8 8,3 4,2 2,3 0,0 20,3
2,34 a 2,61 2,5 22,8 18,3 17,5 0,0 19,9
2,61 a 2,85 2,7 28,4 34,2 51,9 100,0 20,7
2,85 a 3,16 3,0 28,8 33,6 25,7 0,0 19,1
3,16 a 4,14 3,7 11,7 9,7 2,6 0,0 19,9
PM: ponto ḿedio da classe, S128: soja em 128 amostras, S64: soja em 64 amostras, IC: iCone, CP1:
primeira componente principal, S256d: dados originais de soja classificados.
Mapa da média da prediç̃ao bivariada de produtividade de soja
A Figura 3.3 apresenta os mapas de produtividade de soja estimados por ḿetodos de
krigagem condicional em modelos bivariados em uma malha de 690 pontos. No mapà es-
querda o modelo aplicado utilizou informações de soja em 128 pontos e iCone em 150 pontos
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da varíavel secund́aria. No mapa da direita, o modelo utilizou informações em 64 pontos sor-
teados da variável principal (soja) e 150 pontos da variável secund́aria (iCone). Os pontos
brancos da figura correspondemàs produtividades abaixo de 2,34 t ha−1 e os pontos pretos cor-
respondem̀as produtividades acima de 3,16 t ha−1. Os demais pontos variam seu tom de cinza
proporcionalmentèas classes que representam. Nessas figuras nota-se que os mapas que se uti-
lizaram de informaç̃oes de uma segunda vari´ vel indicaram um padrão de variabilidade espacial
semelhante ao descrito na Figura 2.13 da página 53, entretanto não definiram visualmente zonas
de produtividade de amplas dimensõe .




















Figura 3.3: Mapas de produtividade de soja em modelos bivariados em uma malha regular de 690
pontos. No modelo do mapa da esquerda utilizou-se 128 amostras de soja e nod direita, 64. A varíavel
secund́aria foi 150 amostras de iCone
A Figura 3.4 tamb́em apresenta mapas de produtividade de soja estimados por métodos
de krigagem condicional em modelos bivariados em uma malha de 690 pontos. Na construção
da figura da esquerda o modelo utilizou informações em 128 pontos sorteados da variável prin-
cipal (soja) e 150 pontos da vari´ vel secund́aria (CP1). No mapa da direita, o modelo utilizou
informaç̃oes em 64 pontos sorteados da variável principal (soja) e 150 pontos da variável se-
cund́aria (CP1). Os pontos brancos da figura correspondemàs produtividades abaixo de 2,34 t
ha−1 e os pontos pretos correspondemàs produtividades acima de 3,16 t ha−1. Os demais pon-
tos variam seu tom de cinza proporcionalmenteàs classes que representam. Tanto nessa figura
como na Tabela 3.3 nota-se que o modelo que se utilizou de 128 amostras de soja na vari´ vel
principal, foram preditos poucos pontos que correspondem avalores baixos (2,3% do total) e
poucos pontos que correspondem altos (2,6% do total), levando um mapa que ilustrou um
padr̃ao espacial mais concentrado nas classes centrais. O efeitodessa concentraç˜ o foi maior
no modelo que se utilizou de 64 amostras de soja. Todos os pontos foram estimados dentro do
intervalo central de 2,61 a 2,85 t ha−1, intervalo esse que contém a produtividade ḿedia de 2,75
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t ha−1 obtida de fato ná rea. Tal resultado não permitiu contruir um mapa capaz de identificar
zonas diferenciadas de produtividade.




















Figura 3.4:Mapas de produtividade de soja estimados por MV em modelos bivariados em uma malha
regular de 690 pontos. No modelo do mapa da esquerda utilizou-se 128 amostras de soja e no da direita,
64. A varíavel secund́aria foi 150 amostras da CP1
3.6.4 Ańalise geoestatı́stica dos dados rendimento deP. Taeda L.
Os dados a que se refere essa pesquisa envolvem duas vari´ veis, o IMA e o Teor de
Argila. A variável IMA, de interesse principal, foi obtida de uma amostragem de 18 localizaç̃oes
e a varíavel Teor de Argila (secundária) foi coletada em 555 localizações.
Ajuste dos parâmetros do modelo bivariado (IMA e Argila)
Na Tabela 3.1 encontam-se as estimativas por MV para o modelobivariado. Nessa
tabela,µ1 e µ2 são estimativas do efeito sistemático do modelo presentes, respectivamente,







par̂ametros de escala associadosàs matrizes de correlaç˜ o R0(φ0) das varíaveis priḿaria e
secund́aria, R1(φ1) da varíavel priḿaria e R2(φ2) da varíavel secund́aria. φ0, φ1 e φ2 são
par̂ametros da funç̃ao de correlaç̃ao que, neste estudo, foi adotada a de Matèrn comκ = 0,5.
Nesse modelo, considerou-se o efeito pepita relativo iguala zero.
Estat́ısticas descritivas da prediç̃ao bivariada do IMA suportada pelo Teor de Argila
Naúltima linha da Tabela 3.2 encontra-se as medidas descritivas da ḿedia de prediç̃ao
de IMA, onde a ḿedia obtida de 25,73 m3 ha−1 ano−1 é compat́ıvel, em ordem de grandeza,
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com o valor de 26,53 m3 ha−1 ano−1 obtidos pela krigagem convencional com modelo ajustado
pelo ḿetodo MV em 18 amostras. Esses resultados são ainda compar´ veis com a literatura,
conforme Mainardi, Schneider e Finger (1996) e Carvalho et al. (1999).
Mapa da média da prediç̃ao bivariada IMA suportada pelo Teor de Argila
Na Figura 3.5 apresenta-se o mapa de predição bivariada de IMA condicionada ao Teor
de Argila. Nesse mapa, 4,5% das predições de IMA ficaram abaixo de 20,5 m3 ha−1 ano−1,
17,7% ficaram entre 20,5 e 23,4 m3 ha−1 ano−1, 55,6% ficaram entre 23,4 e 28,3 m3 ha−1
ano−1, 19,6% entre 28,3 e 32,5 m3 ha−1 ano−1 e 2,7% acima de 32,5 m3 ha−1 ano−1. Esses
resultados s̃ao muito pŕoximos aos obtidos por predição bayesiana univariada (Tabela 2.13), en-
tretanto o mapa desta figura definiu mais zonas de rendimento dIMA quando comparada coma
a Figura 2.22, tanto naquela com predições por krigagem baseada em MV (esquerda) quanto
aquela obtida por predição bayesiana (direita). Os resultados dos agrupamento em classes in-
dicaram ainda uma concentração das prediç̃oes bivariadas em direçãoàs classes mais centrais,
efeito esse ñao caracterizado pelo mapa.
Figura 3.5: Mapa de predição de IMA classificada pelos quartis, usando krigagem convencional
e Teor de Argila como variável secund́aria no modelo bivariado.
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3.6.5 Conclus̃oes sobre o ḿetodo multivariado
Conclus̃oes sobre a estimaç̃ao bivariada da produtividade de soja
• Usar uma varíavel simples (iCone) ou uma vari´ vel composta (CP1) como suporte para
a descriç̃ao da variabilidade espacial de uma variável de interesse priḿario (soja) em
128 amostras, ñao produziu diferenças nem na média de prediç̃ao nem nos aspectos dos
respectivos mapas temáticos. No caso de predições baseadas em 64 amostras o método
produziu uma concentraç˜ o na classe central quando se utilizou CP1 como variá el se-
cund́aria.
• O tamanho da amostra da variável de interesse priḿario (soja) produziu diferenças no
aspecto dos mapas temáticos. A amostra de tamanho menor induziu um mapa com agru-
pamento maior de zonas de classificação, comparado com os mapas com amostra de
tamanho maior.
Conclus̃oes sobre IMA e Teor de Argila
• A média dos valores obtidos nos mapas, comparada a média dos valores nos mapas do
caso univariado ñao foram conclusivas.
• O mapa da distribuiç̃ao espacial bivariada de IMA condicionadaà distribuiç̃ao espacial
do Teor de Argila definiu melhores zonas de manejo viáveis quando comparada com os
mapas produzidos em dois métodos univariados.
4 CONCLUSÕES E SUGESTÕES DE TRABALHOS
FUTUROS
Conclus̃oes
• A abordagem fundamentada na declaraç˜ o expĺıcita de modelos associados a métodos
formais de infer̂encia baseados na informação contida na funç̃ao de verossimilhança
mostrou-se adequada em análise dos dados, bem como aponta caminhos para
generalizaç̃oes de procedimentos de análise tais como extensões multivariadas de mo-
delos.
• A adoç̃ao de ḿetodos bayesianos, que incorporam a incerteza associada aos par̂ metros
nos procedimentos de predição permitiu, nos exemplos analisados, uma melhor definição
e melhor caracterizaç˜ o da incerteza sobre zonas viáveis de manejo em experimentos
agron̂omicos que envolvem a produção de mapas teḿaticos, sobretudo quando se dispõe
de amostra pequena da variável de interesse. Permite estimar a média do processo gaussi-
ano subjacente que reflete a produtividade total quando comparado a uma estimaç˜ o por
krigagem convencional.
• Métodos bivariados produzem mapas temáticos com variaç̃oes espaciais mais definidas e
maior quantidade de zonas de manejo quando comparadas com krigagem convencional
univariada ou ḿetodos geoestatı́sticos bayesianos univariados.
• A formulaç̃ao e adoç̃ao de ḿetodos multivariados permite melhor uso da informação dis-
pońıvel bem como abre possibilidade para a investigação de planos amostrais especı́ficos
ao problema em questão que combinem dados de diferentes naturezas.
Proposiç̃ao de trabalhos futuros decorrente dos resultados deste trab lho
• Escrever e implementar computacionalmente uma soluçã bayesiana para o modelo biva-
riado proposto neste trabalho.
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• Comparar diferentes formulações de modelos bivariados e multivariados e seum desem-
penho em ańalise de dados reais.
• Comparar o efeito de diferentes tamanhos de amostras da variável principal e da variável
secund́aria em modelos bivariados com base em dados reais e dados simulados.
• Qualificar as zonas de manejo produzidas por diferentes métodos de estimaç˜ o geoes-
tat́ıstica.
• Criar crit́erios de classificação baseados em conceitos agronômicos.
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mistos.Scientia Agricola, v. 56, n. 4, p. 959–967, 1999.
PREVEDELLO, B. M. S.Variabilidade espacial de parˆ metros de solo e planta. 166 p. Tese
(Tese de Doutorado) — Universidade de São Paulo, S̃ao Paulo, 1987. Curso do Pós-graduaç̃ao
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Figura A.1: Erros de predição por Validaç̃ao cruzada. Predição nas mesmas coordenadas da
malha de dados de estimação do modelo com a estratégia de retirar um ponto por vez e estimá-


















































































































































































































































































































Figura A.2: Erros de predição por Validaç̃ao cruzada. Predição em 128 coordenadas externasà













































































































































































































































































































































































































































Figura A.3: Erros de predição por Validaç̃ao cruzada. Predição em 192 coordenadas externasà
malha de dados de estimação do modelo.
ANEXO B -- Código fonte R das ańalises estat́ısticas
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Listagem B.1: Ańalise univariada de dados de soja
## #########################################################
##
## A n a l i s e G e o e s t a t i s t i c a Un iva r iada−− SOJA
##
5 ## Ap l i cacao de metodos g e o e s t a t i s t i c o s m u l t i v a r i a d o s
## em prob lemas de mapeamento de v a r i a v e i s do s i s t e m a
## so lo−p l a n t a .
##
## Dados : So ja 98
10 ## Manejo c o n v e n c i o n a l em 256 pon tos a m o s t r a i s
##
## Edson Anton io A l ves da S i l v a , Pro f . MSc .
##
## Or ien tado r : Paulo J u s t i n i a n o R i b e i r o Jr . , P ro f . PhD .
15 ##
## Cr iado em : 16 de Marco de 2008




## Limpando a workspace
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
o b j e c t s ( )
25 rm ( l i s t = l s ( a l l =TRUE) )
o l d p a r <− par ( no . r e a d o n l y =TRUE)
##
##
## F U N C A O D E C L A S S I F I C A C A O
30 ## C l a s s i f i c a em 5 grupos separados por p e r c e n t i s
## Q u a n t i l e s : 0 ,2−− 0 ,4 −− 0 ,6 −− 0 ,8
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
Cl as s <− f unc t i on ( x )
35 {
i f ( x <2.341) x =1.8 # < 20%
e l s e
{ i f ( x <2.611) x =2.5 # < 40%
e l s e
40 { i f ( x <2.851) x =2.7 # < 60%
e l s e






## Ent rada de dados ( reque r conexao com a i n t e r n e t )
##
50 Dados256<− read . csv( "http: / / wiki.leg.ufpr.br / data / media / pessoais / edson /
tese / dados / coodetec / soja98d.csv" , head=T , sep="" , dec="," )
##
## numerando a s e q u e n c i a de coordenadas
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Dados256<− cbind ( Dados256 , Ordem=seq( 1 : 2 5 6 ) )
55 ##
## S E P A R A N D O A M O S T R A S
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
## Cr iando i n d i c e para i n t e r c a l a r as p a r c e l a s
60 P a r c e l a s<− rep ( c ( rep . i n t ( 0 : 1 , 8 ) ,rep . i n t ( 1 : 0 , 8 ) ) , 8 )
Dados . P a r c e l a s<− cbind ( Dados256 , P a r c e l a s )
##
## Amostra de tamanho 150
s e t . seed (1500 ) # n e c e s s a r i a para o b t e r sempre a mesma amost ra
65 Dados150S<− Dados256 [sample( Dados256$Ordem , 1 5 0 ,rep=FALSE) , ]
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Amostra de tamanho 128 ( e s t r u t u r a d o )
##
Dados128CV<− Dados . P a r c e l a s [ Dados . P a r c e l a s$ P a r c e l a s ==1 , ]
70 ##
## E x t r a i n d o o Conjunto complementar
Dados128AP<− Dados . P a r c e l a s [ Dados . P a r c e l a s$ P a r c e l a s ==0 , ]
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Amostra de tamanho 128 ( a l e a t o r i a )
75 s e t . seed (1956 ) # n e c e s s a r i a para o b t e r sempre a mesma amost ra
Dados128S<− Dados256 [sample( Dados256$Ordem , 1 2 8 ,rep=FALSE) , ]
##
## E x t r a i n d o o c o n j u n t o complementar
Dados128S . comp<− Dados256
80 Dados128S . comp<− Dados128S . comp[−Dados128S$Ordem , ]
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Amostra de tamanho 64 ( a l e a t o r i a )
s e t . seed (1956 ) # n e c e s s a r i a para o b t e r sempre a mesma amost ra
103
85 Dados64S<− Dados256 [sample( Dados256$Ordem , 6 4 ,rep=FALSE) , ]
##
## E x t r a i n d o o c o n j u n t o complementar
Dados192S . comp<− Dados256
Dados192S . comp<− Dados192S . comp[−Dados64S$Ordem , ]
90 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## I l u s t r a n d o os g r i d s a m o s t r a i s para SOJA
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Grid .256 <− 256 p a r c e l a s o r i g i n a i s
95 ## Grid .128 <− 128 p a r c e l a s i n t e r c a l a d a s
## Grid .128 S<− 128 p a r c e l a s s o r t e a d a s
## Grid .064 <− 64 p a r c e l a s s o r t e a d a s




## Para s a l v a r o g r a f i c o no fo rmato P o s t s c r i p t ,
## descomente a l i n h a s e g u i n t e e a u l t i m a l i n h a ( dev . o f f )
##
105 ## p o s t s c r i p t ( ’ l a y o u t . ps ’ , h o r i z o n t a l=FALSE , p o i n t s i z e=12 , w id th =10 , h e i g h t
=2)
## par ( mfrow=c ( 1 , 3 ) ,mgp=c ( 2 , 0 . 8 , 0 ) , mar=c ( 0 , 0 . 5 , 0 , 0 . 5) )
## p l o t ( Dados256 [ , 1 : 2 ] , x l ab =”” , y l ab =”” , axes=FALSE , pch =20)
## box ( )
## p l o t ( Dados128CV [ , 1 : 2 ] , x l ab =”” , y l ab =”” , axes=FALSE , pch =20)
110 ## box ( )
## p l o t ( Dados128S [ , 1 : 2 ] , x l ab =”” , y l ab =”” , axes=FALSE , pch =20)
## box ( )
## p l o t ( Dados64S [ , 1 : 2 ] , x l ab =”” , y l ab =”” , axes=FALSE , pch =20)
## box ( )
115 ## p l o t ( Dados150S [ , 1 : 2 ] , x l ab =”” , y l ab =”” , axes=FALSE , pch =20)
## box ( )
## dev . o f f ( )
## par ( mfrow=c ( 1 , 1 ) )
##
120 ## Examinando a c o r r e l a c a o e n t r e as v a r i a v e i s
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##






## Dados256$ iCone ,
## Dados256$PROD) ,
130 ## byrow=F , nco l =7)
##
## nc <− nco l ( mat . X ) # Nr co lunas de
X
## nr <− nrow ( mat . X ) # Nr l i n h a s de
X
## muX<− round ( s a p p l y ( 1 : nc , f u n c t i o n ( p ) mean ( mat . X [ , p ] ) ) , 3 ) # Veto r de
medias
135 ## X1 <− s a p p l y ( 1 : nc , f u n c t i o n ( p ) mat . X [ , p]−mean ( mat . X [ , p ] ) )
## S <− round ( ( 1 / ( nr −1) ) * t ( X1 )%*%X1 , 3 )
## DP <− d iag ( 1 , nc )* ( d iag ( S ) ) ˆ (− . 5 ) # Ma t r i z d e s v i o padrao
## R <− round (DP%*%S%*%DP, 2 ) # Ma t r i z c o r r e l a c a o
## R
140 ##
## A n a l i s e e x p l o r a t o r i a da p r o d u t i v i d a d e de s o j a
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
summary( Dados256$PROD) ;sd ( Dados256$PROD) ;100* sd ( Dados256$PROD)/ mean(
Dados256$PROD)
summary( Dados128S$PROD) ;sd ( Dados128S$PROD) ;100* sd ( Dados128S$PROD)/ mean(
Dados128S$PROD)
145 summary( Dados64S$PROD) ;sd ( Dados64S$PROD) ;100* sd ( Dados64S$PROD)/ mean(
Dados64S$PROD)
##
## A n a l i s e e x p l o r a t o r i a das v a r i a v e i s s e c u n d a r i a s
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
summary( Dados150S$P ) ;sd ( Dados150S$P ) ;100* sd ( Dados150S$P ) / mean( Dados150S$P )
150 summary( Dados150S$PH) ;sd ( Dados150S$PH) ;100* sd ( Dados150S$PH) / mean( Dados150S$
PH)
summary( Dados150S$K) ; sd ( Dados150S$K) ;100* sd ( Dados150S$K) / mean( Dados150S$K)
summary( Dados150S$MO) ; sd ( Dados150S$MO) ;100* sd ( Dados150S$MO) / mean( Dados150S$
MO)
summary( Dados150S$SB) ;sd ( Dados150S$SB) ;100* sd ( Dados150S$SB) / mean( Dados150S$
SB)
summary( Dados150S$ iCone ) ;sd ( Dados150S$ iCone ) ;100* sd ( Dados150S$ iCone )/ mean(
Dados150S$ iCone )
155 ##
## A N A L I S E G E O E S T A T I S T I C A
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## ATENCAO: O suporde das amos t ras de producao
## correspondem a uma area de 25 m2 (5 x5 ) que se ra
105
160 ## o tamanho minimo do ponto a s e r es t imado pe la kr igagem
##
## Conversao dos o b j e t o s SOJA para o fo rmato geodata
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Soja256 . geo<− as . geoda ta ( Dados256 ,coords . c o l =11:12 , data . c o l =10)
165 ## Soja128 . geo<− as . geodata ( Dados128CV , coords . c o l =11:12 , da ta . c o l =10)
## Soja128 . comp . geo<− as . geodata ( Dados128AP , coords . c o l =11:12 , da ta . c o l =10)
Soja128S . geo<− as . geoda ta ( Dados128S ,coords . c o l =11:12 , data . c o l =10)
## Soja128S . comp . geo<− as . geodata ( Dados128S . comp , coords . c o l =11:12 , da ta .
c o l =10)
Soja64S . geo<− as . geoda ta ( Dados64S ,coords . c o l =11:12 , data . c o l =10)
170 ## Soja192S . comp . geo<− as . geodata ( Dados192S . comp , coords . c o l =11:12 , da ta . c o l
=10)
##
## Conversao dos o b j e t o das v a r i a v e i s s e c u n d a r i a s
## para o fo rmato geodata
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
175 ## P150S . geodata<− as . geodata ( Dados150S , coords . c o l =1:2 , da ta . c o l =3)
## PH150S . geodata<− as . geodata ( Dados150S , coords . c o l =1:2 , da ta . c o l =4)
## K150S . geodata<− as . geodata ( Dados150S , coords . c o l =1:2 , da ta . c o l =5)
## MO150S . geodata<− as . geodata ( Dados150S , coords . c o l =1:2 , da ta . c o l =6)
## SB150S . geodata<− as . geodata ( Dados150S , coords . c o l =1:2 , da ta . c o l =7)
180 ## iCone150S . geodata<− as . geodata ( Dados150S , coords . c o l =1:2 , da ta . c o l =8)
##
## Cr iando con to rno da area
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
185 b o r d e r <− cbind ( e a s t =c ( 0 , 0 , 1 5 2 , 1 5 2 ) , n o r t h =c ( 0 , 1 1 6 , 1 1 6 , 0 ) )
##
## Ad ic ionando as in fo rmacoes de con to rno nos o b j e t o s geodata
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Soja256 . geo$ b o r d e r s <− b o r d e r
190 ## Soja128 . geo$bo rde rs <− border
## Soja128 . comp . geo$bo rde rs <− border
Soja128S . geo$ b o r d e r s <− b o r d e r
## Soja128S . comp . geo$bo rde rs <− border
Soja64S . geo$ b o r d e r s <− b o r d e r
195 ## Soja192S . comp . geo$bo rde rs <− border
##
## iCone150S . geodata$bo rde rs <− border
##
## A n a l i s e e x p l o r a t o r i a
200 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
106
## summary ( Soja256 . geo )
## round ( sd ( Soja256 . geo$data ) , 4 )
## round ( sd ( Soja256 . geo$data ) / mean ( Soja256 . geo$data )* 100 ,2 )
##
205 ## summary ( Soja128 . geo )
## max ( Soja128 . geo$data )
## round ( sd ( Soja128 . geo$data ) , 4 )
## round ( sd ( Soja128 . geo$data ) / mean ( Soja128 . geo$data )* 100 ,2 )
##
210 ## summary ( Soja128 . comp . geo )
## round ( sd ( Soja128 . comp . geo$data ) , 4 )
## round ( sd ( Soja128 . comp . geo$data ) / mean ( Soja128 . comp . geo$data )* 100 ,2 )
##
## summary ( Soja128S . geo )
215 ## round ( sd ( Soja128S . geo$data ) , 4 )
## round ( sd ( Soja128S . geo$data ) / mean ( Soja128S . geo$data )* 100 ,2 )
##
## mean ( Soja128S . comp . geo$data )
## round ( sd ( Soja128S . comp . geo$data ) , 4 )
220 ## round ( sd ( Soja128S . comp . geo$data ) / mean ( Soja128S . comp . geo$data )* 100 ,2 )
##
## mean ( Soja64S . geo$data )
## round ( sd ( Soja64S . geo$data ) , 4 )
## round ( sd ( Soja64S . geo$data ) / mean ( Soja64S . geo$data )* 100 ,2 )
225 ##
## mean ( Soja192S . comp . geo$data )
## round ( sd ( Soja192S . comp . geo$data ) , 4 )
## round ( sd ( Soja192S . comp . geo$data ) / mean ( Soja192S . comp . geo$data )* 100 ,2 )
##
230 ##
## V e r i f i c a n d o a n e c e s s i d a d e de t rans fo rmacao
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## lambda = 1 −−> nao t r a n s f o r m a r
## lambda = 0 .5 −−> t r ans fo rmacao r a i z quadrada
235 ## lambda = 0 .0 −−> t r ans fo rmacao log
##
## r e q u i r e (MASS)
## p o s t s c r i p t ( ’ boxcox . ps ’ , h o r i z o n t a l=FALSE , p o i n t s i z e=12 , w id th =10 , h e i g h t
=3)
## par ( mfrow=c ( 1 , 3 ) , mgp=c ( 2 , 0 . 8 , 0 ) , mar=c ( 5 , 2 , 1 , 1 ) )
240 ## boxcox ( Soja256 . geo , lambda=seq ( 0 . 2 5 , 1 . 5 , l e n =20) )
## boxcox ( Soja128 . geo , lambda=seq (−0 .5 ,1 .5 , l e n =20) )
## boxcox ( Soja128 . comp . geo , lambda=seq ( 0 , 2 . 5 , l e n =20) )
107
## boxcox ( Soja128S . geo , lambda=seq (−1 ,2 , l e n =20) )
## boxcox ( Soja128S . comp . geo , lambda=seq ( 0 , 2 , l e n =20) )
245 ## boxcox ( Soja64S . geo , lambda=seq (−2 ,3 , l e n =20) )
## boxcox ( Soja192S . comp . geo , lambda=seq ( 0 , 1 . 5 , l e n =20))
## dev . o f f ( )
##
## boxcox ( P150S . geodata , lambda=seq (−1.2 ,0 , l e n =20) )
250 ## boxcox ( PH150S . geodata , lambda=seq (−4 ,0 , l e n =20) )
## boxcox ( K150S . geodata , lambda=seq (−0.8 ,1 , l e n =20) )
## boxcox ( MO150S . geodata , lambda=seq (−0.4 ,3 , l e n =20) )
## boxcox ( SB150S . geodata , lambda=seq ( 0 . 3 5 , 1 . 5 , l e n =20))
## boxcox ( iCone150S . geodata , lambda=seq ( 0 , 1 . 8 , l e n =20))
255 ##
## S p a t i a l−p l o t ( a n t i g o pos t−p l o t )
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Soja256 . geo .c l a s s <− Soja256 . geo
Soja256 . geo .c l a s s $ data <− sapp ly ( So ja256 . geo$data , C l as s )
260 round ( prop . t a b l e ( t a b l e ( So ja256 . geo .c l a s s $ data) ) * 100 ,1 )
p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal / SpatialPlot.
ps’ ,
h o r i z o n t a l =FALSE ,
p o i n t s i z e =10 ,
w id th =6 , h e i g h t =6)
265 par ( mfrow=c ( 1 , 1 ) ,
mgp=c ( 0 , 0 , 0 ) ,
mar=c ( 0 , . 1 , 0 , 0 . 1 ) ,
b t y =’n’ , xax t =’n’ , yax t =’n’ )
p o i n t s ( So ja256 . geo ,
270 pt . d i v ="equal" ,
axes =FALSE ,
y lab ="" , x l ab ="" ,
cex .min =3 .5 , cex .max=3 .5 ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
275 asp =1 , pch =22)




280 "> 3,16" ) ,
h o r i z =T ,
f i l l = gray ( seq( 1 , 0 , l =5) ) ,
cex = 1 . 0 )




## P l o t Geodata
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## p l o t ( So ja256 . geo )
290 ## p l o t ( So ja128 . geo )
## p l o t ( So ja128 . comp . geo )
## p l o t ( So ja128S . geo )
## p l o t ( So ja128S . comp . geo )
## p l o t ( So ja64S . geo )
295 ## p l o t ( So ja192S . comp . geo )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−




Soja256 . l i k <− l i k f i t ( So ja256 . geo ,
i n i =c ( 0 . 2 5 , 8 0 ) ,
cov . model="matern" ,
305 # f i x . nugge t=TRUE ,
# nugge t =0 ,
# method . l i k =’REML’ ,
kappa = 0 . 5 )
##
310 Soja256 . l i k
##
## Amostra s i s t e m a t i c a de 128 pon tos
## Soja128 . l i k <− l i k f i t ( So ja128 . geo ,
## i n i =c ( 0 . 2 5 , 8 0 ) ,
315 ## cov . model=”matern ” ,
## kappa =0.5 )
##
## Amostra s i s t e m a t i c a de 128 pon tos complementares
## Soja128 . comp . l i k<− l i k f i t ( So ja128 . comp . geo ,
320 ## i n i =c ( 0 . 2 5 , 8 0 ) ,
## cov . model=”matern ” ,
## kappa =0.5 )
##
## Amostra a l e a t o r i a 128 pon tos
325 Soja128S . l i k <− l i k f i t ( Soja128S . geo ,
i n i =c ( 0 . 2 5 , 8 0 ) ,
cov . model="matern" ,
109
# f i x . nugge t=TRUE ,
# nugge t =0 ,
330 # method . l i k =’REML’ ,
kappa = 0 . 5 )
##
Soja128S . l i k
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
335 ## Amostra a l e a t o r i a 128 pon tos complementares
## Soja128S . comp . l i k<− l i k f i t ( So ja128S . comp . geo ,
## i n i =c ( 0 . 2 5 , 8 0 ) ,
## cov . model=”matern ” ,
## kappa =0.5 )
340 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Amostra a l e a t o r i a 64 pon tos
Soja64S . l i k <− l i k f i t ( Soja64S . geo ,
i n i =c ( 0 . 2 5 , 8 0 ) ,
345 cov . model="matern" ,
# f i x . nugge t=TRUE ,
# nugge t =0 ,
# method . l i k =’REML’ ,
kappa = 0 . 5 )
350 ##
Soja64S . l i k
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Amostra a l e a t o r i a 64 pon tos
## Soja192S . comp . l i k<− l i k f i t ( So ja192S . comp . geo ,
355 ## i n i =c ( 0 . 2 5 , 8 0 ) ,
## cov . model=”matern ” ,







Soja256 . v a l i d<− x v a l i d ( So ja256 . geo ,
365 model=Soja256 . l i k )
par . o r i <− par ( no . r e a d o n l y =T)
p o s t s c r i p t ( ’ / media / KINGSTON / TESE / FINAL / 256Valid.ps’ ,
h o r i z o n t a l =FALSE ,
p o i n t s i z e =22 ,
370 wid th =24 , h e i g h t =45)
110
par ( mfco l=c ( 5 , 2 ) , mar=c ( 3 , 3 , . 2 , . 2 ) , mgp=c ( 1 . 5 , 0 . 6 , 0 ) )
p l o t ( So ja256 . v a l i d )
dev . o f f ( )
par ( par . o r i )
375 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Soja128S . v a l i d<− x v a l i d ( Soja128S . geo ,
model=Soja128S . l i k ,
l o c a t i o n s . x v a l i d =Soja128S . comp . geo$ coords ,
380 data . x v a l i d =Soja128S . comp . geo$ data )
## p o s t s c r i p t ( ’/ media/ KINGSTON/ TESE/ FINAL / 128 SVa l i d . ps ’ ,
h o r i z o n t a l =FALSE ,
p o i n t s i z e =22 ,
w id th =24 , h e i g h t =45)
385 par ( mfco l=c ( 5 , 2 ) , mar=c ( 3 , 3 , . 2 , . 2 ) , mgp=c ( 1 . 5 , 0 . 6 , 0 ) )
p l o t ( Soja128S . v a l i d )
## dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
390 Soja64S . v a l i d<− x v a l i d ( Soja64S . geo ,
model=Soja64S . l i k ,
l o c a t i o n s . x v a l i d =Soja192S . comp . geo$ coords ,
data . x v a l i d =Soja192S . comp . geo$ data )
## p o s t s c r i p t ( ’/ media/ KINGSTON/ TESE/ FINAL / 64 SVa l i d . ps ’ ,
395 h o r i z o n t a l =FALSE ,
p o i n t s i z e =22 ,
w id th =24 , h e i g h t =45)
par ( mfco l=c ( 5 , 2 ) , mar=c ( 3 , 3 , . 2 , . 2 ) , mgp=c ( 1 . 5 , 0 . 6 , 0 ) )
p l o t ( Soja64S . v a l i d )




## P R E D I C A O E S P A C I A L
405 ## (K R I G A G E M U N I V A R I A D A )
##
## SUPORTE: Pa rce las com 25 m2 (5 x 5 m)
## Eixo h o r i z o n t a l (0−− 150) : 30 p a r t e s de 5 m
## Eixo v e r t i c a l (0−− 115) : 23 p a r t e s de 5 m
410 ## Malha com 690 un idades de 5 x 5
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##




KC256 <− k r i g e . c o n t r o l ( ob j =Soja256 . l i k )
So ja256 .KC<− k r i g e . conv ( Soja256 . geo ,
l o c =gr ,
b o r d e r s =Soja256 . geo$borde rs ,
420 k r i g e =KC256 )
##
summary( So ja256 .KC$ pred ic t , d i g i t s =5)
mean( So ja256 .KC$ p r e d i c t )
round ( sd ( So ja256 .KC$ p r e d i c t ) , 4 )
425 round ( sd ( So ja256 .KC$ p r e d i c t ) * 100/ mean( So ja256 .KC$ p r e d i c t ) , 1 )
round ( ( mean( So ja256 .KC$ p r e d i c t ) −2.7496)* 100/ 2 . 7 4 9 6 , 2 )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## KC128<− k r i g e . c o n t r o l ( ob j=Soja128 . l i k )
430 ## Soja128 .KC<− k r i g e . conv ( Soja128 . geo , l o c=gr , bo rde rs=Soja128 . geo$
borders , k r i g e=KC128 )
##
## mean ( Soja128 .KC$ p r e d i c t )
## sd ( Soja128 .KC$ p r e d i c t )
## sd ( Soja128 .KC$ p r e d i c t )* 100/ mean ( Soja128 .KC$ p r e d i c t )
435 ## ( mean ( Soja128 .KC$ p r e d i c t )−2.7496)* 100/ 2.7496
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
KC128S <− k r i g e . c o n t r o l ( ob j =Soja128S . l i k )
Soja128S .KC<− k r i g e . conv ( Soja128S . geo ,
440 l o c =gr ,
b o r d e r s =Soja128S . geo$borde rs ,
k r i g e =KC128S )
##
summary( Soja128S .KC$ pred ic t , d i g i t s =5)
445 mean( Soja128S .KC$ p r e d i c t )
round ( sd ( Soja128S .KC$ p r e d i c t ) , 4 )
round ( sd ( Soja128S .KC$ p r e d i c t ) * 100/ mean( Soja128S .KC$ p r e d i c t ) , 1 )
round ( ( mean( Soja128S .KC$ p r e d i c t ) −2.7496)* 100/ 2 . 7 4 9 6 , 2 )
##
450 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
KC64S <− k r i g e . c o n t r o l ( ob j =Soja64S . l i k )
Soja64S .KC<− k r i g e . conv ( Soja64S . geo ,
l o c =gr ,
b o r d e r s =Soja64S . geo$borde rs ,
455 k r i g e =KC64S )
112
##
summary( Soja64S .KC$ pred ic t , d i g i t s =5)
mean( Soja64S .KC$ p r e d i c t )
round ( sd ( Soja64S .KC$ p r e d i c t ) , 4 )
460 round ( sd ( Soja64S .KC$ p r e d i c t ) * 100/ mean( Soja64S .KC$ p r e d i c t ) , 1 )
round ( ( mean( Soja64S .KC$ p r e d i c t ) −2.7496)* 100/ 2 . 7 4 9 6 , 2 )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## M A P A D E P R E D I C A O




## e x t r a i n d o as p r e d i c o e s
470 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Globa l ( 256 )
S256K . pred <− Soja256 .KC$ p r e d i c t # V e r o s s i m i l h a n c a
##
## I n t e r c a l a d o 128
475 ## S128K . pred<− Soja128 .KC$ p r e d i c t # V e r o s s i m i l h a n c a
##
## Amostrado 128
S128SK . pred<− Soja128S .KC$ p r e d i c t # V e r o s s i m i l h a n c a
##
480 ## Amostrado 64
S64SK . pred<− Soja64S .KC$ p r e d i c t # V e r o s s i m i l h a n c a
## summary ( S64SK . pred )
## round ( prop . t a b l e ( t a b l e ( c u t ( S64SK . pred , c ( 0 , 2 . 4 0 7 5 ,3 . 0 4 5 , 3 . 4 ) ) ) ) , 3 )
##
485 ## Ap l i cando a Funcao de c l a s s i f i c a c a o
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## 0.0000−− 2.4075 −−> 2.4075 ( BAIXA )
## 2.4076−− 3.0450 −−> 3.0460 (MEDIA)
## 3.0451 > −−> 4.0000 ( ALTA )
490 ##
## Globa l ( 256 )
S256K .c l a s s <− sapp ly ( S256K . pred , C l as s )# v e r o s s i m i l h a n c a
round ( prop . t a b l e ( t a b l e ( S256K .c l a s s) ) * 100 ,1 )
##
495 ## I n t e r c a l a d o 128




S128SK .c l a s s <− sapp ly ( S128SK . pred , C l as s )# v e r o s s i m i l h a n c a
500 round ( prop . t a b l e ( t a b l e ( S128SK .c l a s s) ) * 100 ,1 )
##
## Amostrado 64
S64SK .c l a s s <− sapp ly ( S64SK . pred , C l as s )# v e r o s s i m i l h a n c a
round ( prop . t a b l e ( t a b l e ( S64SK .c l a s s) ) * 100 ,1 )
505 ##




510 Soja256 .KC$ p r e d i c t <− S256K .c l a s s # v e r o s s i m i l h a n c a
##
## Amostrado 128
## Soja128 .KC$ p r e d i c t <− S128K . c l a s s # v e r o s s i m i l h a n c a
##
515 ## Amostrado 128
Soja128S .KC$ p r e d i c t <− S128SK .c l a s s # v e r o s s i m i l h a n c a
##
## Amostrado 64
Soja64S .KC$ p r e d i c t <− S64SK .c l a s s # v e r o s s i m i l h a n c a
520 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## M A P A : V e r o s s i m i l h a n c a
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal /
MapaUnivarClass.ps’ ,
525 h o r i z o n t a l =FALSE ,
p o i n t s i z e =12 ,
w id th =10 , h e i g h t = 2 . 5 )
##
par ( mfrow=c ( 1 , 3 ) ,
530 mgp=c ( 2 , 0 . 8 , 0 ) ,
mar=c ( 5 , 2 , 1 , 1 ) )
## p t y =’s ’ ,
## b t y =’n ’ , x a x t =’n ’ , y a x t =’n ’
##
535 image( seq( 5 ,150 ,by =5) ,
seq( 5 ,115 ,by =5) ,
t ( matr ix ( So ja256 .KC$ pred ic t , byrow=T , nco l =30) ) ,




t i t l e ( main="256 amostras" )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## 128 amost ras
545 image( seq( 5 ,150 ,by =5) ,
seq( 5 ,115 ,by =5) ,
t ( matr ix ( Soja128S .KC$ pred ic t , byrow=T , nco l =30) ) ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
ann=FALSE)
550 ##
t i t l e ( main="128 amostras" )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## 64 amost ras
555 image( seq( 5 ,150 ,by =5) ,
seq( 5 ,115 ,by =5) ,
t ( matr ix ( Soja64S .KC$ pred ic t , byrow=T , nco l =30) ) ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
ann=FALSE)
560 t i t l e ( main="64 amostras" )
##
## legend ( 0 , −5, c(”< 2 ,34” ,
## ” ( 2 , 3 4 ; 2 , 6 1 ) ” ,
## ” ( 2 , 6 1 ; 2 , 8 5 ) ” ,
565 ## ” ( 2 , 8 5 ; 3 , 1 6 ) ” ,
## ”> 3 ,16” ) ,
## h o r i z=T ,
## f i l l =gray ( seq ( 1 , 0 , l =5) ) ,
## cex =1.0 )
570 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−








## D e f i n i n d o o modelo para Soja256
580 ## − Kappa = 1 ,6
## − Funcao de c o r r e l a c a o de Matern
## − Sem t ran fo rmacao nos dados ( lambda =1)
## − P r i o r i s : ph i <− d i s c r e t a un i fo rme
115
## be ta <− f l a t
585 ## s igmasq<− r e c i p r o c a
## t aus q . r e l <− f i x a em zero
##
## Grid de p red i cao−− 690 pon tos
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
590 GP <− gr
##
## Est imacao ( kr igagem bayes iana )
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Soja256 . kb<− k r i g e . bayes ( Soja256 . geo , l o c =GP)
595 Soja256 . kb$ p o s t e r i o r$ beta $summary
Soja256 . kb$ p o s t e r i o r$s igmasq$summary
Soja256 . kb$ p o s t e r i o r$ph i$summary
##
Soja128S . kb<− k r i g e . bayes ( Soja128S . geo , l o c =GP)
600 Soja128S . kb$ p o s t e r i o r$ beta $summary
Soja128S . kb$ p o s t e r i o r$s igmasq$summary
Soja128S . kb$ p o s t e r i o r$ph i$summary
##
Soja64S . kb <− k r i g e . bayes ( Soja64S . geo , l o c =GP)
605 Soja64S . kb$ p o s t e r i o r$ beta $summary
Soja64S . kb$ p o s t e r i o r$s igmasq$summary
Soja64S . kb$ p o s t e r i o r$ph i$summary
##
## g r a f i c o das d i s t r i b u i c o e s a p o s t e r i o r i
610 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## jpeg ( f i l e n a m e =’ P o s t e r i o r 2 5 6 . jpg ’ , w id th =600 , h e i g h t=250 , p o i n t s i z e =12 ,
q u a l i t y =150)
p o s t s c r i p t ( ’Posterior256.ps’ , h o r i z o n t a l =FALSE , wid th =10 , h e i g h t =4 , p o i n t s i z e
=12)
par ( mfrow=c ( 1 , 2 ) , mar=c ( 5 , 4 , 1 , 0 . 5 ) )
h i s t ( So ja256 . kb ) # be ta e s igmasq
615 ## dev . o f f ( )
##
## p o s t s c r i p t ( ’ P o s t e r i o r 1 2 8 . ps ’ , h o r i z o n t a l=FALSE , w idth =10 , h e i g h t =4 ,
p o i n t s i z e =12)
par ( mfrow=c ( 1 , 2 ) , mar=c ( 5 , 4 , 1 , 0 . 5 ) )
h i s t ( So ja128 . kb ) # be ta e s igmasq
620 ## dev . o f f ( )
##
## p o s t s c r i p t ( ’ P o s t e r i o r 6 4 . ps ’ , h o r i z o n t a l=FALSE , w id th =10 , h e i g h t =4 ,
p o i n t s i z e =12)
116
par ( mfrow=c ( 1 , 2 ) , mar=c ( 5 , 4 , 1 , 0 . 5 ) )
h i s t ( So ja64 . kb ) # be ta e s igmasq
625 ## dev . o f f ( )
##
## Mapas por p red i cao bayes ina ( c l a s s i f i c a d o s )
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Soja256 . kb .c l a s s <− Soja256 . kb
630 Soja256 . kb .c l a s s $p r e d i c t i v e$mean <− sapp ly ( So ja256 . kb .c l a s s $p r e d i c t i v e$mean
, C l as s )
##
round ( prop . t a b l e ( t a b l e ( So ja256 . kb .c l a s s $p r e d i c t i v e$mean) ) * 100 ,1 )
##
Soja128S . kb .c l a s s <− Soja128S . kb
635 Soja128S . kb .c l a s s $p r e d i c t i v e$mean <− sapp ly ( Soja128S . kb .c l a s s $p r e d i c t i v e$
mean, C l as s )
##
round ( prop . t a b l e ( t a b l e ( Soja128S . kb .c l a s s $p r e d i c t i v e$mean) ) * 100 ,1 )
##
Soja64S . kb .c l a s s <− Soja64S . kb
640 Soja64S . kb .c l a s s $p r e d i c t i v e$mean <− sapp ly ( Soja64S . kb .c l a s s $p r e d i c t i v e$
mean, C l as s )
##
round ( prop . t a b l e ( t a b l e ( Soja64S . kb .c l a s s $p r e d i c t i v e$mean) ) * 100 ,1 )
##
##
645 p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal /
MapaBayesianoClass.ps’ ,
h o r i z o n t a l =FALSE ,
p o i n t s i z e =12 ,
w id th =10 , h e i g h t = 2 . 5 )
##
650 par ( mfrow=c ( 1 , 3 ) ,
mgp=c ( 2 , 0 . 8 , 0 ) ,
mar=c ( 5 , 2 , 1 , 1 ) )
##
image( So ja256 . kb .c l a s s , c o l=gray ( seq( 1 , 0 , l =5) ) , x l ab ="" , y l ab ="" )
655 t i t l e ( main="256 amostras" )
image( Soja128S . kb .c l a s s , c o l=gray ( seq( 1 , 0 , l =11) ) , x l ab ="" , y l ab ="" )
t i t l e ( main="128 amostras" )
image( Soja64S . kb .c l a s s , c o l=gray ( seq( 1 , 0 , l =11) ) , x l ab ="" , y l ab ="" )
t i t l e ( main="64 amostras" )





summary( So ja256 . kb$ p r e d i c t i v e$mean, d i g i t s =5)
665 sd ( So ja256 . kb$ p r e d i c t i v e$mean)
100* sd ( So ja256 . kb$ p r e d i c t i v e$mean) / mean( So ja256 . kb$ p r e d i c t i v e$mean)
( mean( So ja256 . kb$ p r e d i c t i v e$mean) −2.7496)* 100/ 2.7496
##
summary( Soja128S . kb$ p r e d i c t i v e$mean, d i g i t s =5)
670 sd ( Soja128S . kb$ p r e d i c t i v e$mean)
100* sd ( Soja128S . kb$ p r e d i c t i v e$mean) / mean( Soja128S . kb$ p r e d i c t i v e$mean)
( mean( Soja128S . kb$ p r e d i c t i v e$mean) −2.7496)* 100/ 2.7496
##
summary( Soja64S . kb$ p r e d i c t i v e$mean, d i g i t s =5)
675 sd ( Soja64S . kb$ p r e d i c t i v e$mean)
100* sd ( Soja64S . kb$ p r e d i c t i v e$mean) / mean( Soja64S . kb$ p r e d i c t i v e$mean)
( mean( Soja64S . kb$ p r e d i c t i v e$mean) −2.7496)* 100/ 2.7496
##
# Box Cox da e s t i m a t i v a de be ta
680 XX <− data . frame (X=GP [ , 1 ] , Y=GP [ , 2 ] , ZZ= Soja256 . kb$ p r e d i c t i v e$mean)
XX. geo <− as . geoda ta (XX,coords . c o l =1 :2 , data . c o l=3 )
boxcox (XX. geo , lambda=seq( 0 . 5 , 2 , l e n =20) )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
685 ## F I M
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
118
Listagem B.2: Ańalise univariada de dados de IMA
## ####################################################
##
## A n a l i s e G e o e s t a t i s t i c a Un iva r iada− Pinus taeda L .
##
5 ## T i t u l o : Ap l i cacao de metodos g e o e s t a t i s t i c o s m u l t i v a r ia d o s
## em prob lemas de mapeamento de v a r i a v e i s do s i s t e m a
## so lo−p l a n t a .
##
## Dados : Fazenda Mobasa
10 ## Area de r e f l o r e s t a m e n t o de P . Taeda L .
##
## Edson Anton io A l ves da S i l v a , Pro f . MSc .
##
## Or ien tado r : Paulo J u s t i n i a n o R i b e i r o Jr . , P ro f . PhD .
15 ##
## Cr iado em : 21 de Marco de 2008




## IMA + A r g i l a ( Azu l ) −−> 18 pon tos
## ARGILA ( Vermelho ) −−> 555 pon tos
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
25 ## Limpando a workspace
##
o l d p a r <− par ( no . r e a d o n l y =TRUE)
rm ( l i s t = l s ( a l l =TRUE) )
o b j e c t s ( )
30 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## F U N C A O D E C L A S S I F I C A C A O
## C l a s s i f i c a em 5 grupos separados por p e r c e n t i s
## Q u a n t i l e s : 0 ,2−− 0 ,4 −− 0 ,6 −− 0 ,8
35 ##
Cl as s <− f unc t i on ( x )
{
i f ( x <20.504) x =17.3 # < 20%
e l s e
40 { i f ( x <23.432) x =22.0 # < 40%
e l s e
{ i f ( x <28.332) x =25.9 # < 60%
119
e l s e





50 ## L e i t u r a do a rqu i vo de dados
##




c o l . names=c ( "X" ,"Y" ,"IMA" ,"ARG1" ,"Arg2" ) )
##
## IMA18 <− read . t a b l e (” h t t p : / / w i k i . l e g . u f p r . br/ data / media/ p r o j e t o s/ mobasa/
a r t i g o / ima arg a z u l . csv ” , head=T , sep =”” , dec =” ,” , c o l . names=c (”X” ,”Y” ,”
IMA” ,”ARG1” ,” Arg2 ”) )
##
60 Arg555 <− read . t a b l e ( " / home / edson / DOCUMENTOS / DADOS / MOBASA / arg vermelho.csv"
, head=T , dec="," , sep="" )
##
## Arg555 <− read . t a b l e (” h t t p : / / w i k i . l e g . u f p r . br/ data / media/ p r o j e t o s/ mobasa
/ a r t i g o / arg vermelho . csv ” , head=T , dec =” ,” , sep =””)
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
65 ## Lendo o a rqu i vo de bordas
##
borda <− read . t a b l e ( " / home / edson / DOCUMENTOS / DADOS / MOBASA / contorno.txt" ,
head=T , dec="." , sep="" )
##
## borda <− read . t a b l e (” h t t p : / / w i k i . l e g . u f p r . br/ data / media/ p r o j e t o s/ mobasa/
a r t i g o / con to rno . t x t ” , head=T , dec =”.” , sep =””)
70 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##









80 sd ( IMA18$ARG1)
sd ( IMA18$ARG1)* 100/ mean( IMA18$ARG1)
##
summary( Arg555$Arg )
sd ( Arg555$Arg )
85 sd ( Arg555$Arg ) * 100/ mean( Arg555$Arg )
##







## Para s a l v a r o g r a f i c o no fo rmato p o s t s c r i p t ( ps ou eps ) ,
95 ## descomente a l i n h a s e g u i n t e e a u l t i m a l i n h a ( dev . o f f )
##
## p o s t s c r i p t ( ’ LayoutMobasa . ps ’ , h o r i z o n t a l=FALSE )
par ( mfrow=c ( 1 , 2 ) ,mgp=c ( 2 , 0 . 8 , 0 ) , mar=c ( 0 , 0 . 5 , 0 , 0 . 5 ) )
##
100 p l o t ( borda , x l ab ="" , y l ab ="" , axes =FALSE , t ype =’l’ )
p o i n t s ( IMA18 [ , 1 : 2 ] , x l ab ="" , y l ab ="" , pch =20)
##
p l o t ( borda , x l ab ="" , y l ab ="" , axes =FALSE , t ype =’l’ )
p o i n t s ( Arg555 [ , 1 : 2 ] , x l ab ="" , y l ab ="" , pch =20)
105 ## dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Gerando os a r q u i v o s geodata
requ i re ( geoR )
110 IMA18 . geo <− as . geoda ta ( IMA18 ,coords . c o l =1 :2 , data . c o l =3 , cova r .c o l =4)
Arg555 . geo<− as . geoda ta ( Arg555 ,coords . c o l =1 :2 , data . c o l =3)
##
names( IMA18 . geo )
##
115 ## Examinando os dados
p l o t ( Arg555 . geo , b o r d e r s =borda )
p l o t ( IMA18 . geo , b o r d e r s =borda )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
120 ## B O X C O X
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## V e r i f i c a n d o a n e c e s s i d a d e de t rans fo rmacao
121
requ i re (MASS)
##
125 ## p o s t s c r i p t ( ’ boxcoxIMA . eps ’ ,
## h o r i z o n t a l=FALSE ,
## w id th =4 , h e i g h t =3.2 ,
## p o i n t s i z e =10)
par ( mgp=c ( 2 , 0 . 8 , 0 ) , mar=c ( 5 , 2 , 1 , 1 ) )
130 boxcox ( IMA18 . geo , lambda=seq( −1 ,3 , l e n =20) )
## dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## M A X I M A V E R O S S I M I L H A N C A
135 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## A jus tando um modelo e x p o n e n c i a l por maxima v e r o s s i m i l h an c a
## Usando a a r g i l a como co−v a r i a v e l
IMA18 . l i k <− l i k f i t ( IMA18 . geo , f i x . nugge t = TRUE, nugge t = 0 , i n i =c
( 50 ,2007 ) ,cov . model="matern" , kappa = 0 . 5 )
## IMAeARG . l i k <− l i k f i t ( IMA18 . geo , f i x . nugge t = TRUE , nugge t = 0 , i n i =c
(50 ,2007 ) , cov . model=”matern ” , kappa =0.5 , t r e n d=˜ARG1)
140 ## IMAeARG . l i k
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## K R I G A G E M
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
145 ## Cons t ru indo um g r i d de p red i cao
gr <− pred gr id ( borda ,by =120)
##
## E s t a b e l e c e n d o os c o n t r o l e s de kr igagem
KC. IMA18 <− k r i g e . c o n t r o l ( ob j . model=IMA18 . l i k )
150 ## KC. IMA18 <− k r i g e . c o n t r o l ( ob j . model=IMAeARG . l i k )
##
## Kr igando . . . . . . . . .
IMA . k <− k r i g e . conv ( IMA18 . geo , l o c =gr , k r i g e =KC. IMA18 )
##
155 ## e s t a t i s t i c a s d e s c r i t i v a s da p red i cao
summary( IMA . k $ p r e d i c t )
sd ( IMA . k $ p r e d i c t )
sd ( IMA . k $ p r e d i c t ) * 100/ mean( IMA . k $ p r e d i c t )
mean( IMA . k $ k r i g e .var ) # v a r i a n c i a da kr igagem
160 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−




165 ## D e f i n i n d o o modelo para IMA
## − Kappa = 0 ,5
## − Funcao de c o r r e l a c a o de Matern
## − Sem t ran fo rmacao nos dados ( lambda =1)
## − P r i o r i s : ph i <− d i s c r e t a un i fo rme
170 ## be ta <− f l a t
## s igmasq<− r e c i p r o c a
## t aus q . r e l <− f i x a em zero
## GP <− pred g r i d ( borda , by =120) # ( 5 . 0 4 6 pon tos )
##
175 ## ########################
## A T E N C A O
## DEMORA MAIS DE DEZ HORAS
## ########################
## IMA18 . kb <− k r i g e . bayes ( IMA18 . geo , l o c=GP)
180 IMA18 . kb
## Preservando o r e s u l t a d o para uso f u t u r o
## save ( IMA18 . kb , f i l e =’ IMABayes . Rdata ’ )
o b j e c t s ( )
load ( ’IMABayes.Rdata’ )
185 ##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## e s t a t i s t i c a s d e s c r i t i v a s da p red i cao bayes iana
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
names( IMA18 . kb )
190 names( IMA18 . kb$ p r e d i c t i v e )
summary( IMA18 . kb$ p r e d i c t i v e$mean)
(SD <− sq r t ( mean( IMA18 . kb$ p r e d i c t i v e$mean) ) )
SD* 100/ mean( IMA18 . kb$ p r e d i c t i v e$mean)
##
195 ## media da v a r i a n c i a da p red i cao bayes iana
## d i f e r e n t e da v a r i a n c i a da media de p red i cao
mean( IMA18 . kb$ p r e d i c t i v e$ v a r i a n c e )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
200 ## g r a f i c o das d i s t r i b u i c o e s a p o s t e r i o r i
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## X11 ( h e i g h t =3 , w id th =9)
## p o s t s c r i p t ( ’ Pos te r io r IMA18 . ps ’ , h o r i z o n t a l=FALSE , wid th =6 , h e i g h t =2.4 ,
p o i n t s i z e =12)
par ( mfrow=c ( 1 , 3 ) , mar=c ( 5 , 4 , 1 , 0 . 5 ) )
205 h i s t ( IMA18 . kb ) # beta , s igmasq e ph i
123
## dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## M A P A S
210 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
## Mapa da kr igagem e es t imacao bayes iana
## u n i v a r i a d a e c l a s s i f i c a d a− Pinus Taeda L .
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
215 ## c l a s s i f i c a n d o os dados e s t i m a d o s pe la kr igagem
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## C l a s s i f i c a n d o a p red i cao por kr igagem
IMA . k . c l a s s <− IMA . k
IMA . k . c l a s s $ p r e d i c t <− sapp ly ( IMA . k . c l a s s $ pred ic t , C l as s )
220 round ( prop . t a b l e ( t a b l e ( IMA . k . c l a s s $ p r e d i c t) ) * 100 ,1 )
##
## C l a s s i f i c a n d o a p red i cao bayes iana
IMA18 . kb . c l a s s <− IMA18 . kb # p red i cao o r i g i n a l
IMA18 . kb . c l a s s $p r e d i c t i v e$mean <− sapp ly ( IMA18 . kb$ p r e d i c t i v e$mean, C l as s )
225 round ( prop . t a b l e ( t a b l e ( IMA18 . kb . c l a s s $p r e d i c t i v e$mean) ) * 100 ,1 )
##
## . . . . . . f azendo o mapa
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal /
MapaKigeBayesUniIMAClass.ps’ ,
230 h o r i z o n t a l =FALSE ,
wid th =9 , h e i g h t =9 ,
p o i n t s i z e =12)
X11( h e i g h t =9 , w id th =9)
par ( mfrow=c ( 1 , 2 ) ,mgp=c ( 0 , 0 , 0 ) , mar=c ( 0 , 0 , 0 , 0 ) , b t y =’n’ , xax t =’n’ , yax t =’n’ )
235 par ( mfrow=c ( 1 , 2 ) )
##
## Gerando a imagem com kr igagem
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
image( IMA . k . c l a s s , l o c =gr ,c o l=gray ( seq( 1 , 0 , l =11) ) ,
240 x lab ="" , y l ab ="" , axes =F , b o r d e r s =borda )
##
## Gerando a imagem bayes iana
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
image( IMA18 . kb . c l a s s , b o r d e r =borda ,c o l=gray ( seq( 1 , 0 , l =11) ) ,
245 x lab ="" , y l ab ="" , axes =F )




j peg (’ / home / edson / DOCUMENTOS / DEFESA / IMA18.jpg’ ,
250 wid th = 600 , h e i g h t =600 ,
u n i t s = "px" ,
q u a l i t y = 150)
par ( mfrow=c ( 1 , 1 ) ,mgp=c ( 0 , 0 , 0 ) , mar=c ( 0 , 0 , 0 , 0 ) , b t y =’n’ , xax t =’n’ , yax t =’n’ )
image( IMA . k . c l a s s , l o c =gr ,c o l=gray ( seq( 1 , 0 , l =11) ) ,
255 x lab ="" , y l ab ="" , axes =F , b o r d e r s =borda )
dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## F I M
260 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
125
Listagem B.3: Ańalise bivariada de dados de soja
## ####################################################
##
## A n a l i s e G e o e s t a t i s t i c a M u l t i v a r i a d a
##
5 ## Dados : So ja 98
##
## Aluno : Edson Anton io A l ves da S i l v a , Pro f . MSc .
## Or ien tado r : Paulo J u s t i n i a n o R i b e i r o Jr . , P ro f . PhD .
##
10 ## Cr iado em : 23 de Marco de 2008




15 ## Modelo : ( Y1 , Y2 ) onde
## Y1 : P r o d u t i v i d a d e
## Y2 : I n d i c e de Cone ( R e s i s t . a Pene t racao )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
20 rm ( l i s t = l s ( a l l =TRUE) )
o b j e c t s ( )
o l d p a r <− par ( no . r e a d o n l y =TRUE)
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
25 ## Funcao de c l a s s i f i c a c a o dos dados de s o j a
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## C l a s s i f i c a em 5 grupos separados por p e r c e n t i s
## Q u a n t i l e s : 0 ,2−− 0 ,4 −− 0 ,6 −− 0 ,8
##
30 Cl as s <− f unc t i on ( x )
{
i f ( x <2.341) x =1.8 # < 20%
e l s e
{ i f ( x <2.611) x =2.5 # < 40%
35 e l s e
{ i f ( x <2.851) x =2.7 # < 60%
e l s e








45 Dados256<− read . csv( "http: / / wiki.leg.ufpr.br / data / media / pessoais / edson /
tese / dados / coodetec / soja98d.csv" , head=T , sep="" , dec="," )
##
## numerando a s e q u e n c i a de coordenadas
Dados256<− cbind ( Dados256 , Ordem=seq( 1 : 2 5 6 ) )
Dados256<− cbind ( Dados256 ,
50 CP1=round ( ( 0 . 0 1 9* Dados256$P−0.034* Dados256$PH+
0.326* Dados256$MO−0.945* Dados256$SB +68)/ 100 ,3 ) )
##
## Separando as amos t ras
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
55 ## Amostra de tamanho 150 ( a l e a t o r i a )
s e t . seed (1500 ) # n e c e s s a r i a para o b t e r sempre a mesma amost ra
Dados150S<− Dados256 [sample( Dados256$Ordem , 1 5 0 ,rep=FALSE) , ]
##
## Amostra de tamanho 128 ( a l e a t o r i a )
60 s e t . seed (1956 ) # n e c e s s a r i a para o b t e r sempre a mesma amost ra
Dados128S<− Dados256 [sample( Dados256$Ordem , 1 2 8 ,rep=FALSE) , ]
##
## Amostra de tamanho 64 ( a l e a t o r i a )
s e t . seed (1956 ) # n e c e s s a r i a para o b t e r sempre a mesma amost ra
65 Dados64S<− Dados256 [sample( Dados256$Ordem , 6 4 ,rep=FALSE) , ]
##
## A n a l i s e de componentes p r i n c i p a i s
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
MatX <− matr ix (
70 c ( Dados150$P , Dados150$PH, Dados150$K, Dados150$MO, Dados150$SB) ,
nco l =5)
head ( MatX )
nc <− nco l ( MatX )
75
nr <− nrow ( MatX )
##
## v e t o r de medias
(muX <− round ( sapp ly ( 1 : nc , f unc t i on ( p ) mean( MatX [ , p ] ) ) , 3 ) )
80
( mean( MatX [ , 3 ] ) )
## m a t r i z de observacao e x c l u i d a a de media





## m a t r i z de c o v a r i a n c i a s
MatS <− round ( ( 1 / ( nr−1) ) * t ( MatX . c )%*%MatX . c , 4 )
##
90 ## a u t o v a l o r e a u t o v e t o r
EIG <− e igen( MatS )
EIG . l <− round ( EIG$va lues , 3 ) # a u t o v a l o r e s
EIG . v <− round ( EIG$ v e c t o r s , 3 )# a u t o v e t o r e s
##
95 ## porcentagem de e x p l i c a c a o de cada componente




## Determinacao com v a r i a v e i s pad ron i zandas
100 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
DP <− diag ( 1 , nc )* d iag ( MatS ) ˆ (−0 .5 )
##
## m a t r i z de c o r r e l a c a o
MatR <− round (DP%*%DP , 2 )
105 ##
## a u t o v a l o r e a u t o v e t o r
EIGr <− e igen( MatR )
EIGr . l <− round ( EIGr$va lues , 3 )
EIGr . v <− round ( EIGr$ v e c t o r s , 3 )
110 ##
## porcentagem de e x p l i c a c a o de cada componente ( padron izado )





## A N A L I S E G E O E S T A T I S T I C A
##
## Conversao dos o b j e t o s para o fo rmato geodata
120 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
requ i re ( geoR )
##
## SOJA
Soja256 . geo<− as . geoda ta ( Dados256 ,coords . c o l =11:12 , data . c o l =10)
125 Soja128S . geo<− as . geoda ta ( Dados128S ,coords . c o l =11:12 , data . c o l =10)




iCone150S . geo<− as . geoda ta ( Dados150S ,coords . c o l =11:12 , data . c o l =8)
130 ##
## CP1 ( F e i t o d i r e t a m e n t e na t a b e l a de dados )
CP1s150 . geo<− as . geoda ta ( Dados150S ,coords . c o l =11:12 , data . c o l =14)
##
## Cr iando con to rno da area
135 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
b o r d e r <− cbind ( e a s t =c ( 0 , 0 , 1 5 2 , 1 5 2 ) , n o r t h =c ( 0 , 1 1 6 , 1 1 6 , 0 ) )
##
## Ad ic ionando as in fo rmacoes de con to rno nos o b j e t o s geodata
##
140 Soja256 . geo$b o r d e r <− b o r d e r
Soja128S . geo$ b o r d e r s <− b o r d e r
Soja64S . geo$ b o r d e r s <− b o r d e r
##
iCone150S . geo$ b o r d e r s <− b o r d e r
145 ##
CP1s150 . geo$ b o r d e r s <− b o r d e r
##
## A j u s t e de Modelo B i v a r i a d o por MV
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
150 ## Modelo 1−− Y1 : So ja 128 ( a l e a t o r i a ) , Y2 : iCone150
##
S128S IC <− l ikf i tBGCCM ( Soja128S . geo , iCone150S . geo )
save( S128S IC , f i l e =’S128IC.Rdata’ )
S128S IC
155 ##
## Modelo 2−− Y1 : So ja 64 ( a l e a t o r i a ) , Y2 : iCone150
S64S IC <− l ikf i tBGCCM ( Soja64S . geo , iCone150S . geo )
save( S64S IC , f i l e =’S64IC.Rdata’ )
S64S IC
160 ##
## Modelo 3−− Y1 : So ja 128 ( a l e a t o r i a ) , Y2 : CP1
S128S CP1 <− l ikf i tBGCCM ( Soja128S . geo , CP1s150 . geo )
save( S128S CP1 , f i l e =’S128CP.Rdata’ )
S128S CP1
165 ##
## Modelo 4−− Y1 : So ja 64 ( a l e a t o r i a ) , Y2 : CP1
S64S CP1 <− l ikf i tBGCCM ( Soja64S . geo , CP1s150 . geo )






## P r e d i c o e s de Y1 c o n d i c i o n a d a s a Y2
##
175 ## g r i d de p red i cao ( 4 . 4 6 6 pon tos )
gr <− expand. gr id (X= seq( 5 ,150 ,by =5) , Y=seq( 5 ,115 ,by =5) )
##
## Modelo 1−− Y1 : So ja 128 , Y2 : iCone 150
S128S IC . p red <− p r e d i c t ( S128S IC , l o c = gr )
180 summary( S128S IC . p red$ pred ic t , d i g i t s =5)
sd ( S128S IC . p red$ p r e d i c t )
sd ( S128S IC . p red$ p r e d i c t ) * 100/ mean( S128S IC . p red$ p r e d i c t )
( mean( S128S IC . p red$ p r e d i c t ) −2.7496)* 100/ 2.7496
##
185 ## Modelo 2−− Y1 : So ja 64 , Y2 : iCone 150
S64S IC . p red <− p r e d i c t ( S64S IC , l o c = gr )
summary( S64S IC . p red$ pred ic t , d i g i t s =5)
sd ( S64S IC . p red$ p r e d i c t )
sd ( S64S IC . p red$ p r e d i c t ) * 100/ mean( S64S IC . p red$ p r e d i c t )
190 ( mean( S64S IC . p red$ p r e d i c t ) −2.7496)* 100/ 2.7496
##
## Modelo 3−− Y1 : So ja 128 , Y2 : CP1
S128S CP1 . pred<− p r e d i c t ( S128S CP1 , l o c = gr )
summary( S128S CP1 . pred$ pred ic t , d i g i t s =5)
195 sd ( S128S CP1 . pred$ p r e d i c t )
sd ( S128S CP1 . pred$ p r e d i c t ) * 100/ mean( S128S CP1 . pred$ p r e d i c t )
( mean( S128S CP1 . pred$ p r e d i c t ) −2.7496)* 100/ 2.7496
##
## Modelo 4−− Y1 : So ja 64 , Y2 : CP1
200 S64S CP1 . pred<− p r e d i c t ( S64S CP1 , l o c = gr )
summary( S64S CP1 . pred$ pred ic t , d i g i t s =5)
sd ( S64S CP1 . pred$ p r e d i c t )
sd ( S64S CP1 . pred$ p r e d i c t ) * 100/ mean( S64S CP1 . pred$ p r e d i c t )




## C l a s s i f i c a n d o as p r e d i c o e s em c l a s s e s
S128S IC . p red$ p r e d i c t <− sapp ly ( S128S IC . p red$ pred ic t , C l as s )
210 round ( prop . t a b l e ( t a b l e ( S128S IC . p red$ p r e d i c ) )* 100 ,1 )
##
S64S IC . p red$ p r e d i c t <− sapp ly ( S64S IC . p red$ pred ic t , C l as s )
130
round ( prop . t a b l e ( t a b l e ( S64S IC . p red$ p r e d i c ) )* 100 ,1 )
##
215 S128S CP1 . pred$ p r e d i c t <− sapp ly ( S128S CP1 . pred$ pred ic t , C l as s )
round ( prop . t a b l e ( t a b l e ( S128S CP1 . pred$ p r e d i c ) )* 100 ,1 )
##
S64S CP1 . pred$ p r e d i c t <− sapp ly ( S64S CP1 . pred$ pred ic t , C l as s )





## M A P A D E P R E D I C A O
225 ##




230 p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal / MapaSojaBiIC.
ps’ ,
h o r i z o n t a l =FALSE ,
p o i n t s i z e =10 ,
w id th =10 , h e i g h t = 3 . 8 )
##
235 par ( mfrow=c ( 1 , 2 ) ,
mgp=c ( 2 , 0 . 8 , 0 ) ,
mar=c ( 5 , 2 , 1 , 1 ) )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
240 ## So ja e ICone
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## 128 amost ras
image( S128S IC . pred ,
l o c =gr ,
245 c o l=gray ( seq( 1 , 0 , l =5) ) ,
ann=FALSE ,
y lab ="" , x l ab ="" )
##
t i t l e ( main="128 amostras" )
250 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## 64 amost ras
image( S64S IC . pred ,
l o c =gr ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
131
255 ann=FALSE ,
y lab ="" , x l ab ="" )
##
t i t l e ( main="64 amostras" )
##
260 dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## So ja e CP1
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
265 p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal / MapaSojaBiCP.
ps’ ,
h o r i z o n t a l =FALSE ,
p o i n t s i z e =10 ,
w id th =10 , h e i g h t = 3 . 8 )
##
270 par ( mfrow=c ( 1 , 2 ) ,
mgp=c ( 2 , 0 . 8 , 0 ) ,




image( S128S CP1 . pred ,
l o c =gr ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
ann=FALSE ,
280 y lab ="" , x l ab ="" )
##




image( S64S CP1 . pred ,
l o c =gr ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
ann=FALSE ,
290 y lab ="" , x l ab ="" )
##
t i t l e ( main="64 amostras" )
##




## F I M
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
133
Listagem B.4: Ańalise bivariada de dados de IMA
## ####################################################
##
## A n a l i s e G e o e s t a t i s t i c a M u l t i v a r i a d a
##
5 ## Pinus Taeda L .
## Dados : Mobasa
##
## Aluno : Edson Anton io A l ves da S i l v a , Pro f . MSc .
## Or ien tado r : Paulo J u s t i n i a n o R i b e i r o Jr . , P ro f . PhD .
10 ##
## Cr iado em : 23 Marco de 2008
## Rev isado em : 06 Ju lho de 2008
##
## Modelo : ( Y1 , Y2 ) onde
15 ## Y1 : IMA




20 rm ( l i s t = l s ( a l l =TRUE) )
o b j e c t s ( )
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## F U N C A O D E C L A S S I F I C A C A O
## C l a s s i f i c a em 5 grupos separados por p e r c e n t i s
25 ## Q u a n t i l e s : 0 ,2−− 0 ,4 −− 0 ,6 −− 0 ,8
##
Cl as s <− f unc t i on ( x )
{
i f ( x <20.504) x =17.3 # < 20%
30 e l s e
{ i f ( x <23.432) x =22.0 # < 40%
e l s e
{ i f ( x <28.332) x =25.9 # < 60%
e l s e






## Ent rada de dados
134
##
IMA18 <− read . t a b l e ( "http: / / wiki.leg.ufpr.br / data / media / projetos / mobasa /
artigo / ima arg azul.csv" , head=T , sep="" , dec="," , c o l . names=c ( "X" ,"Y" ,"
IMA" ,"ARG1" ,"Arg2" ) )
45 ##
Arg555 <− read . t a b l e ( "http: / / wiki.leg.ufpr.br / data / media / projetos / mobasa /
artigo / arg vermelho.csv" , head=T , dec="," , sep="" )
##
borda <− read . t a b l e ( "http: / / wiki.leg.ufpr.br / data / media / projetos / mobasa /








## Conversao dos o b j e t o s para o fo rmato geodata
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
requ i re ( geoR )
IMA18 . geo <− as . geoda ta ( IMA18 ,coords . c o l =1 :2 , data . c o l =3)
60 IMA18 . geo$b o r d e r <− borda
Arg555 . geo<− as . geoda ta ( Arg555 ,coords . c o l =1 :2 , data . c o l =3)
Arg555 . geo$b o r d e r <− borda
##
## A j u s t e de Modelo B i v a r i a d o por MV
65 ## Modelo 1−− Y1 : IMA 18 , Y2 : A r g i l a 555
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
IMA18Arg <− l ikf i tBGCCM ( IMA18 . geo , Arg555 . geo )
## save ( IMA18Arg , f i l e =’ IMAArgMult i . Rdata ’ )
70 ## load ( ’ IMAArgMult i . Rdata ’ )
##
## P r e d i c o e s de Y1 c o n d i c i o n a d a s a Y2
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
75 ## g r i d de p red i cao ( 5 .046 pon tos )
gr <− pred gr id ( borda ,by =120)
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## Modelo 1−− Y1 : IMA ( 1 8 ) , Y2 : A r g i l a ( 555 )
IMA18Arg . p red <− p r e d i c t ( IMA18Arg , l o c = gr )
80 summary( IMA18Arg . p red$ p r e d i c t )
sd ( IMA18Arg . p red$ p r e d i c t )
135
sd ( IMA18Arg . p red$ p r e d i c t ) * 100/ mean( IMA18Arg . p red$ p r e d i c t )
( mean( S128 IC . p red$ p r e d i c t ) −2.7496)* 100/ 2.7496
##
85 ## C l a s s i f i c a n d o as p r e d i c o e s em c l a s s e s
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
IMA18Arg . p red$ p r e d i c t <− sapp ly ( IMA18Arg . p red$ pred ic t , C l as s )
round ( prop . t a b l e ( t a b l e ( IMA18Arg . p red$ p r e d i c t ) ) * 100 ,1 )
##
90 ## fazendo o mapa
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
##
p o s t s c r i p t ( ’ / home / edson / DOCUMENTOS / TESE / PosDEFESA / VersaoFinal / IMA18ArgClass
.ps’ ,
h o r i z o n t a l =FALSE ,
95 wid th =9 , h e i g h t =9 ,
p o i n t s i z e =12)
par ( mfrow=c ( 1 , 1 ) ,
mgp=c ( 0 , 0 , 0 ) ,
mar=c ( 0 , 0 , 0 , 0 ) ,
100 b ty =’n’ , xax t =’n’ , yax t =’n’ )
image( IMA18Arg . pred ,
l o c =gr ,
c o l=gray ( seq( 1 , 0 , l =5) ) ,
x l ab ="" , y l ab ="" , axes =F ,
105 b o r d e r s =borda )
dev . o f f ( )
##
## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
## F I M
110 ## −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
