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第1章
序論
1.1 研究背景
人の顔から得られる様々な情報は，人として社会的生活を営む上で必要不可欠であ
る．人はある人物の顔を見ることで，誰なのかを判別することができる．また，人が顔
から得る情報として，性別，年齢，国籍，顔の向き，表情なども挙げられる．人同士の
コミュニケーションの場面において，相手の顔を見ながら対話することで，表情やしぐ
さによって互いに相手の意思や心情を察しながら円滑で協調的なやりとり (インタラク
ション)が実現できる．相手が誰でどのような状態なのか，人はこれらを日常的に判断
しながら生活を送っている．
人が顔から様々な情報を得ることに倣い，コンピュータに人の顔を認識させることを
目的とした顔画像認識に関する基礎的研究は，1960年代から始まったとされている [1]．
また，コンピュータが顔を自動的に判別する初のシステムはKanadeによって提案され
た [2]．その後，顔画像認識では個人を特定する顔認証 [3]や，表情を識別する表情認
識 [4]，顔の向きを推論する頭部姿勢推定 [5]などの解決すべき研究課題が提起された．
そして今日までに数多くの研究が行われ，現在でも盛んに顔画像認識に関する研究が進
められている．
顔画像認識に関する研究には，人の行動理解を目的とした基礎的研究だけでなく，ロ
ボットや車椅子などの操作や運転に関するロボティクス分野，対話システムやポイン
ティングデバイスなどに関するインタフェース分野，拡張現実システムやゲーム開発な
どのエンターテインメント分野，顔認証や監視システムなどのセキュリティ分野などの
多岐に渡る産業応用分野が存在する．近年のコンピュータの性能向上とデジタルカメラ
の普及により，画像処理に関する研究は飛躍的に進展した．現在では様々な顔画像認識
を用いた応用システムが実用化されている．
顔画像認識は，基本的に図 1.1に示す処理の流れによって構成される．まず，与えら
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Input image Face detection Facial feature point detection Applications 
図 1.1 顔画像認識の流れ
れた入力画像に対して顔検出を行う．顔検出は，図 1.1の左から 2番目の画像における
白枠で示されるバウンディングボックスと呼ばれる矩形領域で顔領域を特定する処理で
ある．この処理によって，顔のおおまかな位置と大きさの情報を得ることができる．次
に，顔検出で得られた顔領域を基に，顔特徴点検出を行う．顔特徴点検出は，図 1.1の
左から 3番目の画像のように，眉や目，鼻，口などの特徴点を特定する処理である．こ
れにより，顔画像中の顔部位の詳細な位置情報を知ることができる．最後に，得られた
顔特徴点の情報を様々な応用に利用する．図 1.1では，検出した目の特徴点の位置情報
から仮想的にメガネを付加する拡張現実システムの例を示した．同様に，顔特徴点検出
の結果は，顔認証や表情認識などの顔画像認識システムに応用可能できる．
1.2 顔画像認識の応用技術
顔画像認識に関する研究の発展に伴い，現在では，様々な応用技術の開発が進んでい
る．顔画像認識の応用技術開発は，静止画像を用いた応用と動画像を用いた応用の二つ
に大別される．本節では，両者についてそれぞれ例を示す．
1.2.1 静止画像を用いた顔画像認識の応用技術
静止画像を用いた顔画像認識は，主に 1枚の顔画像を利用した応用技術に用いられ
る．複数の顔画像に対して各画像を独立に処理する場合も，静止画像を用いた顔画像認
識が採用される．
まず，セキュリティ分野において，個人を特定する顔認証システムの実用化が進んで
おり，PCやネットワークのログインシステム，銀行の現金自動預け払い機，クレジッ
トカード，入退室管理システムへの応用が期待されている．従来のセキュリティシステ
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ムでは，パスワードや ICカードによる認証が一般的であるが，パスワードや ICカード
の紛失が問題となっており，顔認証システムによる本人確認は安全性やリスクの観点か
ら注目を集めている [6]．
また，顔認証は犯罪捜査への応用が進んでおり，監視カメラの映像から犯人を特定す
ることが重要課題となっている．テロや暴動に関する犯罪捜査における犯人の顔画像の
公開はプライバシー問題や周辺住人の混乱を招く恐れがあるため，手がかりとなる顔画
像から自動的に犯人を特定することが望ましい．カナダで 2011年 6月 16日に発生した
バンクーバースタンレーカップの暴動では，容疑者の特定に累計 1390万枚に及ぶ画像
データが用いられたと報告されている [7]．また，アメリカ合衆国で 2013年 4月 15日
に発生したボストンマラソン爆弾テロ事件では，大量の監視カメラの映像が犯人の手
掛かりとされていたが，捜査当局は顔認証システムによる犯人特定に至らなかった [7].
これらの事件により，現状の顔認証システムの性能が問題視されるようになり，膨大な
画像データに対して利用可能な顔認証技術が切望されている．
顔認証に関連する応用分野として，膨大な顔画像データを利用した顔画像解析が挙げ
られる．ネットワークカメラやインターネットから顔画像を自動収集し，人物解析を行
うことで有益な知見を得ることを目的としている．さらに，大量の画像データのクラス
タリングや自動タグ付けによる整理を行うことで，画像データの管理に役立てる応用が
期待されている．
1.2.2 動画像を用いた顔画像認識の応用技術
動画像を用いた顔画像認識では，与えられた入力画像に対して顔の時系列変化を考慮
することが可能である．したがって，動画像中から人物の顔情報を実時間抽出し，様々
なことに役立てる場合に利用される．
ロボティクス分野やインタフェース分野において，顔画像認識技術は主に機器のハン
ズフリー操作やロボットによる人間との協調動作などへの応用が期待されている．コン
ピュータが人の顔から人物を特定し，表情やしぐさを実時間で認識することで，人とコ
ンピュータの間における円滑で協調的なインタラクションが期待されている．人とコン
ピュータに関するインタラクションはヒューマンコンピュータインタラクションと呼ば
れ，人とコンピュータが互いに協調し合うことで，より自然なインタラクションが実現
すると考えられている．これまでに実現されている応用システムの事例として，肢体不
自由者の生活支援を目的として，頭部姿勢や視線を利用した電動車椅子の運転システ
ム [8]やポインティングデバイス [9]が報告されている．また，頭部姿勢推定と表情認
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識により話者を特定することで対話を実現するヒューマノイドロボット [10]や，笑顔
認識による自動撮影システム [11]などが実現されている．
エンターテインメント分野では，ウェブ対話システムにおいて，ユーザの動作に合わ
せてCGキャラクターを実時間操作する表情認識アバターシステムが例として挙げられ
る [12{14]．これはビデオ対話やビデオ配信 (ライブストリーミング)での利用が想定さ
れる応用技術である．また，タブレット機器やスマートフォンなどの小型で携帯可能な
モバイル機器を用いたアプリケーション開発が考えられる．多くのモバイル機器にはカ
メラが内蔵されており，写真撮影やビデオ対話に利用することができる．近年ではモバ
イル機器上の画像処理システムの開発が進められており，実時間顔画像認識システムに
よるゲーム開発や拡張現実システムなどへの応用が期待される．
1.3 顔画像認識研究の現状
1.1節で述べたとおり，顔画像認識の基盤となる技術として顔検出と顔特徴点検出が
挙げられる．これら二つの技術の計算速度や精度は応用技術の性能に影響するため，高
速・高精度な顔検出および顔特徴点検出手法の開発が盛んに行われてきた [15, 16]．本
節では，顔検出と顔特徴点検出の現状について記す．
1.3.1 顔検出
顔検出は顔画像認識における最初の処理であり，画像中に顔が存在するかどうか入力
画像全体に対して網羅的に判定する処理である．理想的な顔検出では，人物や位置，大
きさ，顔の向き，表情，照明，部分遮蔽，ノイズなどの環境条件の違いに依存すること
なく，適切なバウンディングボックスを特定することが要求される．
最も基礎的な手法として，人の肌の色をモデル化することで画像中から肌領域を検出
する手法 [17,18]が挙げられる．しかしながら，肌領域検出に関する手法は手などの顔
でない他の領域を検出する問題が存在する．現在最も一般的な手法は，顔画像と顔でな
い画像を大量に用意し，これらの違いを機械学習によって学習させた識別機を用いる手
法である．Viola-Jonesの手法 [19,20]は，入力画像からHaar-like特徴量 [19]を抽出し，
AdaBoost [21]によって学習を行う手法である．AdaBoostはBoostingと呼ばれる機械
学習アルゴリズムの一つであり，多数の弱学習機を組み合わせることで一つの分類器を
構成する．また，Local binary pattern(LBP)特徴量 [22]を用いることで，Haar-like特
徴量より高速に顔検出できる手法が提案されている．
4
第 1章 序論
Haar-like特徴量や LBP特徴量を用いた手法では，汎用PCを用いることで，標準的
なUSBカメラのフレームレートである 15～30fpsで実時間動作可能な顔検出を実現して
いる．現在でも顔検出の性能向上に向けた研究が進められているが，上記の手法はオー
プンソースの画像処理ライブラリであるOpenCVの関数として利用可能であり，顔検
出は既に広く一般的に利用可能な技術となっている．
1.3.2 顔特徴点検出
顔特徴点検出は顔検出で得られたバウンディングボックスの情報を基に，顔特徴点を
探索する手法である．理想的な顔特徴点検出では，人物や顔の向き，表情，照明条件，
部分遮蔽，ノイズなどに対して頑健に顔特徴点を検出する必要がある．特に，検出すべ
き顔特徴点が部分遮蔽によって他の物体で隠れてしまっている場合，顔特徴点検出は非
常に困難な問題となる．
顔特徴点検出では，1990年代前半にActive shape model(ASM) [23]，1990年代後半
にActive appearance model(AAM) [24]がそれぞれ提案されており，顔特徴点を検出す
るための基礎的な手法と位置付けられている．ASMは学習データとして与えられる顔
特徴点の配置を主成分分析によって統計的にモデル化した手法である．AAMは ASM
の顔特徴点のモデル化に加え，顔全体の輝度変化を固有顔 [25]の枠組みによって主成
分分析を用いてモデル化する．これらの手法は学習データの統計的性質に基づいて顔の
多様性を効果的に表現することができる．しかしながら，ASMやAAMを用いた顔特
徴点検出では，ほぼ正面の顔のみで利用可能である点，部分遮蔽に脆弱である点，およ
び高計算コストである点が問題点とされていた．
上記の問題点を解決するために，2000年代後半にConstrained local model(CLM) [26]
と呼ばれる手法が提案され，関連手法も数多く報告されている [16]．CLMは顔全体の
輝度特徴を用いるのではなく，各顔特徴点の周辺領域のみの輝度特徴を用いている．ま
た，CLMは顔向きや部分遮蔽に対して頑健であることが特徴として挙げられる．AAM
やASM，CLMは評価関数の最小化に基づく非線形最適化問題として定式化され，これ
を解くことで顔特徴点検出が可能となる．これらの最適化問題は計算コストが高いこと
が問題とされており，低計算コストなアルゴリズムの開発が盛んに行われている．
動画像を対象とした顔特徴点検出の場合，前後のフレーム間で顔の変化は微小であ
るという仮定をおく．これにより，顔特徴点の変化を時系列モデルとして表現すること
で，顔特徴点追跡として考えることができる．時系列モデルを考慮した特徴点追跡で
は，時系列信号処理手法の一つであるパーティクルフィルタ [27]に基づく手法が提案
された [28]．パーティクルフィルタに基づく顔特徴点追跡は，部分遮蔽に脆弱であると
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表 1.1 代表的な顔特徴点検出手法の比較
Methods FPS Oblique face Occlusion Time-series
Active shape model ～30   |
Active appearance model ～30   |
Particle lter ～100 X  X
Constrained local model ～30 X X |
Shape regression model ～300 X X |
Deep learning ～30 X X |
いう欠点が存在するが，フレームごとに顔検出を行う必要がなく，計算コストが低いと
いう利点が存在する．
近年注目されている手法として，形状回帰モデルに基づく手法 [29]とディープラー
ニングに基づく手法 [30]が挙げられる．これまでの手法は評価関数の最適化問題とし
て定式化されているのに対し，形状回帰モデルは特徴点の座標を回帰によって予測す
る問題として定式化されている．このため，形状回帰モデルは本質的に従来の手法と
異なるアプローチとなっている．形状回帰モデルは，他の従来手法と比較して高速に計
算可能であると共に，部分遮蔽に対して頑健であるという特徴がある．ディープラー
ニングに基づく手法は，膨大な顔画像データを利用して顔特徴点の検出器を学習させ
る手法であり，畳み込みニューラルネットワークを利用している．画像の畳み込み演算
は高計算コストとして知られるが，General-purpose computing on graphics processing
units(GPGPU)やField-programmable gate array(FPGA)を用いた高速化により，実時
間顔特徴点検出を実現している．
代表的な顔特徴点検出手法を表 1.1にまとめた．表 1.1において，FPSの欄は汎用PC
を用いた場合の計算速度の目安である．前項では，顔画像認識の応用技術は静止画像を
用いた手法と動画像を用いた手法に大別されることを述べた．したがって，膨大な画像
データの解析が必要とされる静止画像の顔特徴点検出では形状回帰モデルを用いた手
法，顔の時系列解析が必要とされる動画像の顔特徴点追跡ではパーティクルフィルタを
用いた手法が有効であると考えられる．
1.4 顔画像認識における課題
本節では，前節で述べた顔画像認識研究の問題点について記す．ただし，1.2節で述
べたとおり，顔画像認識において静止画像を対象とするのか動画像を対象とするのかに
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表 1.2 形状回帰モデルを用いた代表的な顔特徴点検出手法の比較
Methods Normalized error FPS
Cao et al. [41] 0.0758 120
Xhiong et al. [42] 0.0752 70
Burgos-Artizzu et al. [43] 0.0812 |
Zhang et al. [44] 0.0697 |
Ren et al. [45] 0.0632 320
よって，問題の性質は大きく異なる．したがって，本論文では，静止画像および動画像
を用いた顔画像認識に対し，それぞれ別の観点から課題点を提起する．
1.4.1 静止画像の顔特徴点検出の高速・高精度化
1.2.1項で述べたとおり，犯罪捜査をはじめとする膨大な顔画像データの解析が必要
となる顔画像認識において，顔特徴点検出の高速化および高精度化に関する研究が進め
られている．短時間で膨大な顔画像データの解析が要求されるため，顔特徴点検出の推
定精度の向上と計算時間の短縮が重要課題である．
静止画像を用いた顔特徴点検出の研究において，計算速度や推定精度に関する評価
は一般に公開されているデータセットが用いられる．利用可能なデータセットとして，
XM2VTS [31]，Multi-PIE [32]，BioID [33]，LFW [34]，AFLW [35]，LFPW [36]，AFW
[37]，Helen [38]などが挙げられる．しかしながら，これらのデータセットには偏りが
存在することが問題となっている [39]．そこで近年では，XM2VTS，LFPW，AFW，
Helenの 4種類のデータセットを混合し，さらに特徴点検出困難な顔画像データセット
としてオリジナルの IBUGを加えた 300-W [40]がよく利用される．推定誤差は全特徴
点の平均ユークリッド誤差を両瞳間のユークリッド距離で割った正規化誤差が使用さ
れる．
近年提案された形状回帰モデルを用いた顔特徴点検出手法の 300-Wデータセットに
対する推定誤差を表 1.2に示す．300-Wでは，テスト用 LFPW，テスト用Helen，およ
び IBUGデータセットを用いた顔特徴点検出によって推定誤差を評価する．現在最も高
精度であるとされるRenらの手法 [45]は，推定誤差 0.0632，汎用 PCで 320fpsを達成
している．Renらの手法を用いた顔特徴点検出は，LFPWデータセットを用いた顔特
徴点検出において，顔特徴点を手動でラベル付けした結果とほぼ同等の推定精度である
ことが報告されている [45]．したがって，上記の指標が静止画像の顔特徴点検出におけ
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表 1.3 パーティクルフィルタを用いた代表的な顔特徴点追跡手法の比較
Methods Number of samples Motion model Unexpected motion
Sugano et al. [47] 1000 Linear uniform 
Mikami et al. [48] 2000 History-based 4
Oka et al. [49] 3000 Random walk 
る基準となっており，膨大な顔画像データの解析に向けて，Renらの手法と同等以上の
推定精度で更なる高速化が重要課題である．
1.4.2 動画像の顔特徴点検出の高速・高精度化
1.2.2項で述べたとおり，動画像を用いた顔画像認識において，主に実時間動作する
応用技術の開発が行われている．従来の応用技術の多くは，汎用PCと固定カメラを用
いた環境を想定している．一方で，タブレット機器やスマートフォンなどの携帯可能な
モバイル機器を用いたアプリケーション開発やヒューマノイドロボットへの応用などの
場面では，計算機の性能に制約が存在する．また，モバイル機器の手振れやロボットの
歩行などが原因で，予期せぬ振動が発生することが問題となる．
動画像を対象とした顔画像認識では，パーティクルフィルタ [27]を用いた顔特徴点
追跡手法が採用されている．パーティクルフィルタはカルマンフィルタを非線形モデル
に拡張した手法であり，多数のサンプル (パーティクル)によって事前分布および事後
分布をモンテカルロ法により近似するベイジアンネットワークモデル [46]である．
モンテカルロ近似による分布表現はサンプル数が少ない場合には十分に分布を近似
することができず，結果として，多数のサンプルを使用することになる．これは，パー
ティクルフィルタが高計算コストである原因となっている．パーティクルフィルタを用
いた代表的な顔特徴点追跡手法の比較を表 1.3に示す．表 1.3に示すように，従来手法
においてサンプル数は一般的に一人当たり 1000以上の値で設定される．パーティクル
フィルタにおけるサンプルの重みの計算はそれぞれ独立に計算されるため，GPGPUを
用いた並列計算により高速に演算することができる．しかしながら，計算機の性能に制
約が存在する顔特徴点追跡では，GPGPUによる並列計算は現実的でない．
また，パーティクルフィルタの問題点として，手振れなどの予期せぬ動きに脆弱であ
る点も挙げられる．これは，顔の時系列運動モデルとして等速直線運動モデルや過去の
履歴情報が使用されているためである．予期せぬ動きはこれらの時系列運動モデルに適
合しないため，顔特徴点追跡の失敗の原因となる．
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以上のことから，モバイル機器を用いたアプリケーション開発やヒューマノイドロ
ボットへの応用などの場面では，従来のパーティクルフィルタを用いた動画像の顔特徴
点追跡は不適切であるといえる．したがって，動画像の顔特徴点追跡において，計算
コストの削減による高速化および予期せぬ動きへの対応による高精度化が重要課題で
ある．
1.5 研究目的
前節でも述べたとおり，静止画像における顔特徴点検出の高速化および高精度化は重
要な課題となっており，より短時間で正確な解析を必要とする応用において着目されて
いる．また，動画像における顔特徴点追跡に関する従来手法においても，計算コストと
追跡性能に改善すべき問題が残されているのが現状である．そこで本論文では，(1)静
止画像を用いた顔特徴点検出の高速・高精度化手法を提案し，次に (2)動画像を用いた
顔特徴点検出の高速・高精度化手法を提案する．
第 3章では，静止画像を用いた顔特徴点検出の高速・高精度化手法を提案する．静止
画像を用いた顔特徴点検出では，形状回帰モデルに基づく顔特徴点検出手法に注目す
る．形状回帰モデルを用いた顔特徴点検出の従来手法 [42]は，特徴量の設計およびモデ
ルの全体構造を手動で決定しており，実験的にパラメータを決定しなければならなかっ
た．これが原因で，従来手法の推定精度は低下していると考えられる．本論文では，提
案手法により上記の設計パラメータを適応的に決定することで，推定精度の向上を実現
する．また，特徴量の記述子の計算過程において簡略化可能な余剰な演算が含まれてい
ることを示し，簡易演算により高速に計算できることを示す．これにより，300-Wデー
タセットを用いた顔特徴点検出実験において，従来手法の基準となる推定誤差 0.0632
と同等以上の推定精度で，汎用 PCで 320fpsより高速な手法の実現を目的とする．
第 4章では，動画像の顔特徴点検出の高速・高精度化のための基礎理論として，3次
元空間中の平面画像を対象とした追跡手法を提案する．顔特徴点追の問題は平面画像
追跡問題の一般的な拡張であり，平面画像追跡に関する理論を発展させることで顔特徴
点追跡に応用可能である．従来の平面画像追跡手法は Lucas-Kanade(LK)法や Inverse
compositional(IC)法 [50]が一般的に使用されている．しかしながら，これらの手法は
複雑な非線形最適化問題として定式化されており，直接解く場合は計算コストが高いこ
とが問題となっている．本論文では，平面画像追跡問題を，局所的な追跡問題と大域的
な追跡問題に分割して解くことで問題を簡略化する 2ステップアルゴリズムを提案す
る．これにより，平面画像追跡問題に関する計算コストの削減を目的とする．
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図 1.2 本論文の流れ
第 5章では，動画像を用いた顔特徴点検出の高速化および高精度化手法を提案する．
パーティクルフィルタを用いた従来の顔特徴点追跡手法は，計算量の削減および手振れ
などの予期せぬ動きへの適応が課題であった．そこで本論文では，顔特徴点の追跡問題
に対して第 4章で提案する 2ステップアルゴリズムを適用することで，計算コストを削
減すると共に，予期せぬ動きに対して頑健な手法の実現を目的とする．
1.6 論文構成
本論文の流れは，図 1.2に示すとおり，以下 5章で構成している．下記にその概要を
記す．次章では，本研究について理解する上で必要となる基礎的な知識として，顔特徴
点検出の理論および関連研究について詳細に述べる．第 3章では，静止画像における高
速・高精度な顔特徴点検出手法について記す．第 4章では，動画像における顔特徴点追
跡の基礎理論として 3次元空間中の平面画像の追跡手法の高速化について記す．第 5章
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では，第 4章で得られた知見を基に，動画像における高速・高精度な顔特徴点追跡につ
いて述べる．最後に，第 6章では，本研究で得られた成果を総括し，まとめと今後の展
望を述べる．
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第2章
顔特徴点検出に関する既存研究
2.1 本章の概要
本章では，顔特徴点検出に関する既存研究について述べる．既存の顔特徴点検出は，
CLMに基づく手法，AAMに基づく手法，形状回帰モデルに基づく手法，ディープラー
ニングに基づく手法，および時系列信号処理に基づく手法の 5種類に大別される．本章
では，それぞれの手法ついて概説するとともに，本論文の位置づけを明らかにする．
2.2 CLMに基づく手法
2.2.1 CLMの基礎
はじめに，顔特徴点の数をN とすると，顔特徴点の座標は
x =
h
x>1 x
>
2    x>N
i>
(2.1)
で表現できる (xiは画像中の i番目の顔特徴点の 2次元座標を表す)．CLMに基づく手
法では，顔特徴点 xは次式でモデル化される．
x = sRm+ t (2.2)
m =m0 +W (2.3)
ここで，sは顔の大きさ，Rは顔の回転を表現する行列，tは顔の平行移動に関する
パラメータである．また，mはPoint distribution model(PDM) [23]と呼ばれる頭部モ
デルであり，PDMは平均顔形状m0，顔特徴点の非剛体変化を表す行列W，および係
数パラメータで表現される．68点の特徴点を持つPDMの例を図 2.1に示す．一般的
に，学習データの顔特徴点に対して主成分分析を適用し，得られた固有ベクトルを列ベ
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図 2.1 PDMの例
クトルに持つ行列がW として用いられる．主成分分析による次元削減の効果により，
少数のパラメータ (すなわち，低次元な)で顔特徴点の変動を表現できる．したがっ
て，CLMはスケール s，回転R，平行移動 t，非剛体変化のパラメータを持ち，こ
れらをまとめて pとする．
CLMに基づく手法は，顔特徴点の周辺領域の情報を用いることで，入力画像に対し
て頭部モデルのフィッティングを行う手法である．頭部モデルのフィッティングでは，入
力画像と頭部モデルの適合度を評価する目的関数を設計することで，顔特徴点検出を最
適化問題として考える．入力画像を Iとすると，目的関数は次式の形で与えられる．
min
p
NX
i=1
Di(xi; I) +R(p) (2.4)
ここで，Di(xi; I)は i番目の特徴点 xiの入力画像 I に対する非適合度を表す関数，
R(p)は非剛体変化に関する制約を表す．
CLMの適合度を確率モデルとして扱う場合，Di(xi; I) =   lnP (li = 1jxi; I)，およ
びR(p) =   lnP (p)とすると，(2.4)式は次式に書き直すことができる．
max
p
P (p)
NY
i=1
P (li = 1jxi; I) (2.5)
li 2 f1; 1gは i番目の特徴点が正しく検出されていれば 1，そうでなければ 1をと
る変数である．P (p)は pが生成される確率，P (li = 1jxi; I)は入力画像 I に対して特
徴点xiが正しく検出されている確率 (適合度)を表す．実際の計算では，ある顔特徴点
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の初期値を設定しておき，
(1) 特徴点周辺における P (li = 1jxi; I)の計算
(2) (1)の結果を用いた (2.5)式による顔特徴点の更新
を顔特徴点が収束するまで繰り返すことで顔特徴点検出が行われる．
CLMを用いた顔特徴点検出では，P (p)やP (li = 1jxi; I)をどのような確率モデルで
表現するか，特徴点 xの入力画像 Iに対する (非)適合度をどのように決定するかが重
要であり，これまでに数多くの研究が行われている．
2.2.2 形状モデルの改良
(2.5)式において，P (p)は顔の形状に関する確率を表現することから形状モデルと呼
ばれる．形状モデルは顔特徴点の分布に関する生成確率を表しており，学習データとし
て用意された顔特徴点の統計的性質に基づいて表現される．また，形状モデルはPDM
の非剛体変化を表すパラメータであるのみに依存する確率モデルである．
最も単純なモデルは，がガウス分布に従うと仮定したモデルであり，学習データの
顔特徴点の平均と共分散を求めることでガウス分布近似する [23, 51{53]．また，(2.3)
式で表現されるPDMはに関する線形モデルとなっていることに注目すると，非線形
な形状モデルを表現できないという問題点が存在する．この問題点を解決するために，
多項式モデルに基づく形状モデル [54]や，カーネル主成分分析 [55]に基づく形状モデ
ルが提案されている．また，P (p)をガウス分布で表現する場合には，単峰性の分布し
か適切に表現できないことが問題点として挙げられており，混合ガウス分布 (複数のガ
ウス分布の和で一つの確率分布を表現する手法)を形状モデルに採用した手法が提案さ
れている [56{58]．また，上記の手法は 2次元の形状モデルが用いられているが，(2.2)
式および (2.3)式は 3次元に拡張可能であり，3次元の顔形状を考慮した形状モデルも
提案されている [59]．
2.2.3 ローカルモデルの改良
入力画像 Iが与えられたときの特徴点xの (非)適合度は，ローカルエキスパート [60]
と呼ばれる特徴点ごとに作成される関数によって計算される．また，ローカルエキス
パートは各特徴点の周辺領域内で網羅的に計算され，特徴点ごとにローカルエキスパー
トの応答マップが作成される．CLMではこの応答マップを基に P (li = 1jxi; I)がモデ
ル化される．本論文では，これをローカルモデルと呼ぶ．
前項の形状モデルと同様に，最も単純な確率モデルはローカルモデルをガウス分布で
近似するモデルである．具体的には，各応答マップにおけるピークを検出し，各ピーク
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を中心とするガウス分布でローカルモデルを表現する．このときのガウス分布の分散は
事前に決定しておくか，応答マップから推定される [60]．形状モデルとローカルモデル
が共にガウス分布で表現される場合，(2.4)式の最適化問題は凸最適化となり，ガウス-
ニュートン法などの勾配法を用いて解くことができる．
しかしながら，一般的に応答マップは単純なガウス分布で表現できないことが問題で
ある．例えば，唇の上下や顎の特徴点を検出するローカルエキスパートは横線を検出す
るであり，応答マップはそれぞれ唇や顎の輪郭に沿って反応する．曲線状に反応した応
答マップをガウス分布で近似することは特徴点検出の失敗の原因となるため，表現能力
の高い確率分布によるローカルモデルの設計が必要である．この問題を解決するため
に，混合ガウス分布を用いた手法 [60{62]やカーネル密度推定 [60, 63]を用いた手法が
提案されている．上記の確率分布を用いた手法では，(2.4)式の最適化問題は複雑にな
るが，制約付きのミーンシフト法 [64]を用いることで解くことができる．特に，カー
ネル密度推定を用いたローカルモデルは応答マップの表現能力が高いだけでなく，混合
ガウス分布を用いたローカルモデルより高速に計算可能である．
さらに，CLMの問題点として部分遮蔽に弱いという問題が残されている．これは，部
分遮蔽が発生した場合は適切な応答マップが得られず，顔特徴点検出の結果が不安定にな
るためである．この問題点を解決するために，Random sample consensus(RANSAC) [65]
を用いた手法 [66]や，mの事前分布を導入することで最大事後確率推定する手法 [67,68]，
ノンパラメトリック推定に基づく手法 [36, 69]，反応マップを主成分分析でモデル化す
る手法 [70]などが提案されている．これらの手法により，部分遮蔽にロバストな顔特
徴点検出が実現可能である．
2.2.4 ローカルエキスパートの改良
前項で述べたローカルモデルにおいて，どのようにローカルエキスパートを設計する
かは非常に重要な問題である．CLMに基づく手法において，最初に提案された手法は
ASM [23]と呼ばれる手法である．ASMは形状に制約を持たせた動的輪郭モデル (Snakes
と呼ばれる) [71]であり，輪郭に対して垂直方向にエッジ検出を行うことで反応マップ
を計算する．ASMは顔特徴点検出に特化した手法ではなく，電子部品の検出やレント
ゲン写真中の器官検出への応用も考慮した汎用的な手法である. このため，輪郭情報だ
けでなく，顔特徴点検出に有効な複数の特徴量を用いたローカルエキスパートの提案が
行われてきた [72]．また，ASMでは輪郭に対して垂直方向にのみ反応マップを計算し
ていたが，特徴点周辺の 2次元矩形領域内で反応マップを計算することで性能が向上す
ることが知られている [73]．
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ローカルモデルP (li = 1jxi; I)は，入力画像 Iに対して特徴点xが正しいか否かを確
率で表現している．このため，正しい特徴点位置から抽出された特徴量か否かを分類す
るクラス分類手法をローカルエキスパートに利用することができる．現在では，Scale-
invariant feature transform(SIFT)特徴量 [74]やHistogram of oriented gradients(HOG)
特徴量 [75]を入力とするサポートベクタマシン [76]やBoosting [21]を用いたローカル
エキスパートが一般的に使用されている．近年提案されたローカルエキスパートとし
ては，Minimum output sum of squared error(MOSSE)フィルタ [77]を用いた手法 [67]
などが挙げられる．
また，ローカルエキスパートの設計において，クラス分類手法を用いるのではなく，
回帰手法によって特徴点の更新量そのものを予測する手法も提案されている．回帰手法
を用いたCLMでは，GentleBoost [78]を用いた手法 [79]やランダムフォレスト [80]を
用いた手法 [81]などが提案されている．ただし，顔特徴点の周辺領域のみから更新量
を求めることは困難な問題であるとされている．
2.2.5 CLMに基づく手法の特徴
CLMに基づく顔特徴点検出に関する研究の経緯を図 2.2に示す．CLMの最も特徴的
な点は，各顔特徴点の周辺領域においてローカルエキスパートを用いた反応マップを計
算し，これを確率モデルとして扱う点である．このため，形状モデルやローカルモデル
に対して様々な確率モデルを導入することでCLMの改良が進められた．外れ値に頑健
な確率モデルを採用することで，部分遮蔽などが原因でローカルエキスパートがうまく
機能しない場合においても安定して顔特徴点を検出可能な手法を実現した．
しかしながら，いくつかの問題点も存在する．まず，反応マップの計算に用いるロー
カルエキスパートの設計が困難な点が挙げられる．特に，顔の輪郭などの境界上に配置
された特徴点の場合，反応マップが輪郭に沿って反応してしまう．したがって，(2.5)式
の最適化において局所解に陥ることがあり，正しい顔特徴点検出が行えないことが問題
となる．
また，計算コストの問題点が挙げられる．CLMを用いた顔特徴点検出では，顔特徴
点ごとに周辺領域内の反応マップを網羅的に計算する必要がある．反応マップを小さく
設定することで計算時間を短縮できるが，正しい顔特徴点が検出できなくなる．CLM
を用いることで，汎用PCを用いた実時間顔特徴点検出は可能であるが，更なる高速化
は非常に困難であると考えられる．
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CLM-based method
└ ASM [23]
└ CLM [26]
├ Improvement of shape model
│ ├ Gaussian model [51{53]
│ ├ Polynomial model [54]
│ ├ Kernel principal component analysis [55]
│ ├ Gaussian mixture model [56{58]
│ └ 3D model [59]
├ Improvement of local model
│ ├ Improvement of probabilistic model
│ │ ├ Gaussian model [60]
│ │ ├ Gaussian mixture model [60{62]
│ │ └ Kernel density estimation [60,63]
│ └ Improvement of occlusion robustness
│ ├ RANSAC [66]
│ ├ Maximum a posteriori [67,68]
│ ├ Non-parametric Bayes [36, 69]
│ └ Principal component model [70]
└ Improvement of local expert
├ Multiple response maps [72]
├ 2D response map [73]
└ Regression-based response map [79, 81]
図 2.2 CLMに基づく顔特徴点検出手法の経緯
2.3 AAMに基づく手法
2.3.1 AAMの基礎
AAMは，前節のCLMで使用したPDMに加えて，PDMをドロネー三角形分割して
得られるメッシュ内の輝度情報のモデル化を行う．AAMを用いた顔特徴点検出におい
て，入力画像に対して PDMで顔特徴点の変化を表現する点は CLMと同じであるが，
CLMが顔特徴点周辺領域のみの情報を利用しているのに対し，AAMはメッシュ内全
体の輝度情報 (テクスチャ)に基づく目的関数を使用する．図 2.3にAAMを用いた顔特
徴点検出の例を示す．図 2.3の左図はAAMによって表現された顔のテクスチャである．
また，図 2.3の右図は，入力画像 Iに対してAAMを用いた顔特徴点検出を行った結果
である．AAMを用いた顔特徴点検出では，これら二つのメッシュ内部のテクスチャが
一致するように目的関数が設定される．
まず，AAMにおける顔特徴点の表現においては，(2.2)式および (2.3)式で表される
PDMと全く同じものを使用する．したがって，AAMの場合においても，PDMに関す
る推定すべきパラメータはスケール s，回転R，平行移動 t，非剛体変化となる．
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Input image Active appearance model 
I
図 2.3 AAMを用いた顔特徴点検出の例
次に，メッシュ内部のテクスチャに関するモデル化を考える．AAMの学習に用いる
顔画像データに対し，それぞれの顔特徴点を平均顔形状m0へ揃えるようにメッシュの
変換を行う．これにより，形状モデルに依存しない顔のテクスチャを取得することがで
きる．テクスチャ内部の画素数をM とすると，テクスチャは
a =
h
a1 a2    aM
i>
(2.6)
で表現できる (ajは j番目の画素の輝度値を表す)．AAMでは，テクスチャaは次式で
モデル化される．
a = a0 + V  (2.7)
ここで，a0は平均テクスチャ，V はテクスチャの変化を表現する行列，は係数パ
ラメータである．CLMにおける PDMの場合と同じように，学習データのテクスチャ
に主成分分析を適用することで，得られた固有ベクトルを列に持つ行列が V として用
いられる．この処理は平均顔と固有顔 [25]を求める処理に等しい．これにより，顔のテ
クスチャを低次元のパラメータで表現可能である．したがって，AAMを用いた顔特
徴点検出で推定すべきパラメータは，スケール s，回転R，平行移動 t，非剛体変化，
およびテクスチャ変化 となり，これらをまとめて qとする．
AAMに基づく手法では，(2.7)式でモデル化されたテクスチャamと入力画像からサ
ンプリングされたテクスチャasの二乗誤差を目的関数とすることで，顔特徴点検出を
目的関数の最小化問題として考える．
min
q
kam   ask2 (2.8)
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Cootesら [24]は，(2.8)式の最適化問題を勾配法によって解く方法を提案している．
その後，ガウス-ニュートン法を用いた最適化により，効率的に最適化問題を解く方法
を提案している [82]．
CLMに基づく手法と比較すると，AAMに基づく手法はテクスチャに関する情報が
追加されている分，推定すべきパラメータの数が多い．また，メッシュ内全体のテクス
チャ情報を用いるため，(2.8)式の最適化は計算コストが高いことが問題とされている．
さらに，学習データからテクスチャをモデル化するため，学習データに含まれない照明
条件の変化や部分遮蔽に対して脆弱であるという問題がある．AAMに関する研究では，
これらの問題を解決するための手法が提案されてきた．
2.3.2 計算コストの改善
AAMにおける計算コストを改善する単純な発想として，まず，テクスチャの画素数
をサブサンプリングによって 25%にまで削減する手法が提案されている [83]．この手法
を用いることで，計算速度は大幅に向上するが，顔特徴点検出の精度は低下する結果と
なることが報告されている．
一方で，最適化アルゴリズムの基礎理論の改良によって計算コストを削減する手法が
いくつか提案されている．(2.8)式に関する最適化は，LK法 [84]を用いた平面画像の
位置合わせ問題を基礎理論とする最適化問題である．Matthewsと Bakerは，LK法の
高速計算手法として IC法 [50]を提案し，顔特徴点検出に応用することでAAMの高速
計算を実現している [85]．LK法に基づくAAMでは，(2.8)式の最適化にガウス-ニュー
トン法が用いられるが，解の更新が行われる度に評価関数のパラメータ qに関するヤコ
ビ行列を計算する必要があった．IC法は，ヤコビ行列を事前計算することができ，解
の更新の度に再計算する必要がないという利点が存在する．したがって，IC法の開発
以降に提案されたAAMに基づく手法では，最適化計算において IC法が一般的に用い
られる．
計算コストの削減を目的とした別のアプローチとして，勾配法を用いて最適化問題
を直接解くのではなく，機械学習によってパラメータの更新量を予測する手法が提案さ
れている [86,87]．Tresadernら [87]は，Haar-like特徴量とBoostingに基づく回帰手法
を用いた解の更新により，AAMの高速化が可能であることを報告している．また，そ
の後の研究では，モバイル機器を用いたAAMによる実時間顔特徴点検出を実現してい
る [88]．
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2.3.3 照明条件変化および部分遮蔽への適応
IC法を用いた (2.8)式の最適化手法が確立して以降，様々な IC法の拡張が提案され
た．Tzimiropoulosら [89]は，画像間の相関を考慮し，AAMの目的関数を改良すること
で IC法を拡張した手法を提案した．これにより，照明条件の悪化や部分遮蔽に対して
頑健に顔特徴点を抽出できることが示されている．また，初期に提案された IC法は非
剛体変化のみに関する実装であったが，Grosら [90]によって非剛体変化とテクス
チャの両方に関して同時に IC法を適用する手法が開発された．ところが，IC法を用
いたAAMの最適化において個人ごとにテクスチャの学習を行ったAAMでは良好な結
果が得られるのに対し，多人数でテクスチャの学習を行ったAAMはテクスチャ表現に
必要な次元数が増大するため，問題が非常に複雑化することが報告されている [90]．こ
の問題を解決するために，Papandreouら [91]は個人ごとに対して適応的にテクスチャ
を更新することで，多人数で学習する必要がない適応的AAMを提案している．適応的
AAMにより，効果的にAAMの学習が行うことが可能であるため，照明条件変化に対
して頑健な手法を実現している．
AAMに基づく手法において，全く異なるアプローチで照明条件変化や部分遮蔽の問
題を解決する手法がいくつか提案されている．通常のAAMでは，(2.8)式に示されるよ
うに，目的関数は二つのテクスチャの輝度値の二乗誤差で定義される．Luceyら [92{94]
は，LK法を周波数領域へ拡張したFourier-LK法を提案し，AAMを用いた顔特徴点検
出に応用している．また，Tzimiropoulosら [95,96]は，Active orientation model(AOM)
と呼ばれる画像の輝度勾配情報を目的関数に使用したAAMを提案している．これらの
手法は，輝度値の二乗誤差を目的関数に持つAAMと比較して，照明条件の変化や部分
遮蔽に頑健であり，実環境下での利用も可能であることが示されている．
2.3.4 AAMに基づく手法の特徴
AAMに基づく顔特徴点検出に関する研究の経緯を図 2.4に示す．AAMの特徴的な点
として，PDMによる顔特徴点の形状のモデル化だけでなく，顔全体のテクスチャもモ
デル化して目的関数に組み込む点である．これらのモデル化により，テクスチャモデル
と入力画像の位置合わせ問題を高精度に解くことができる．AOMを用いた実験結果で
は，顔特徴点検出が成功している場合，推定精度は他の手法と比較して高いことが示さ
れている [96]．
一方で，顔全体のテクスチャを用いた演算は計算コストが高く，パラメータ数も他の
手法と比較して多いため，最適化の計算が複雑である．これまでも，計算コストの削減
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AAM-based method
└ AAM [24]
├ Improvement of computational cost
│ ├ Low resolution approach [83]
│ ├ Machine learning approach [86{88]
│ └ Gauss-Newton(LK) method [82]
│ └ IC method [85]
│ └ Improvement of illumination robustness
│ ├ Correlation-based AAM [89]
│ ├ Improvement of formulation [90]
│ └ Adaptive AAM [91]
└ Improvement of illumination and occlusion robustness
└ Special case of AAM
├ Fourier AAM [92{94]
└ AOM [95, 96]
図 2.4 AAMに基づく顔特徴点検出手法の経緯
や部分遮蔽に弱いという問題に対して数多くの改良手法が提案されてきた．しかしなが
ら，最適化の結果が局所解に陥ることで，顔特徴点検出は失敗しやすいという問題が残
されている．
2.4 形状回帰モデルに基づく手法
2.4.1 形状回帰モデルの基礎
前節までに述べた手法は，目的関数を設定し，パラメータに関する最適化問題を解
くことで顔特徴点検出を実現している．CLMの場合はパラメータ p，AAMの場合は
パラメータ qがそれぞれ推定すべきパラメータであった．本節で述べる形状回帰モデ
ルは，従来の最適化に基づく手法とは大きくアプローチが異なり，回帰によって顔特徴
点の座標を予測する手法である．形状回帰モデルでは，Viola-Jonesの手法 [19,20]など
の顔検出器を用いて顔検出を行った後，SIFT特徴量 [74]やHOG特徴量 [75]，LBP特
徴量 [22]などの画像特徴量を入力とする回帰式によって顔特徴点の座標を直接求める．
このため，PDMにおける非剛体変化のパラメータなどで表現されるパラメトリック
な形状モデルを必要としない．
画像から抽出した特徴量を用いた回帰に基づく特徴点検出手法に関する先駆的研究は
Zhouらによって行われた [97]．この研究では，Shape regression machineと呼ばれる回
帰に基づく手法により，エコー写真を用いた心内膜の自動検出手法を提案している．画
像特徴量としてHaar-like特徴量が採用され，回帰ではBoostingに基づく手法が使用さ
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れている．
回帰に基づく顔特徴点検出手法は，Valstarらによって最初に提案されている [98]．こ
の手法では，AdaBoostを用いて Haar-like特徴量を選択し，サポートベクタ回帰 [99]
を用いて顔特徴点の検出を行っている．また，Kazemiら [100]は顔領域を右目，左目，
鼻，および口の 4領域に分割し，それぞれの顔特徴点を領域ごとに回帰によって求める
手法を提案している．特徴量としては各領域における HOG特徴量が使用されており，
顔全体からHOG特徴量を抽出した場合と比較して，顔特徴点検出の精度が向上するこ
とが示されている．これは，特徴点の周辺領域の情報が重要であることを示している．
したがって，特徴量を抽出する領域を局所的に選択する必要性があることが報告されて
いる．
現在最も一般的に使用される回帰に基づく手法の原型は，Dollarら [29]によって提案
されたCascaded pose regression(CPR)と呼ばれる手法である．彼らは，カスケード構
造 (多段構造)を持つ回帰モデルを提案しており，ネズミ，魚，顔の 3種類のデータセッ
トに対して特徴点検出を行っている．この手法では，特徴点の周辺領域から選択された
2点間の輝度値の差分特徴量 [101]を用いており，Random fernsと呼ばれる木構造を持
つ回帰手法を用いている．この手法の長所として，特徴量が単純な構造となっている
ため，計算コストが低いことが挙げられる．CPRが提案されて以降，カスケード構造
を持つ回帰に基づく顔特徴点検出手法が数多く提案されるようになった．本論文では，
CPRを原型とするカスケード構造を持つ回帰に基づく手法を，形状回帰モデルと呼ぶ．
形状回帰モデルを用いた顔特徴点検出の概要を以下に示す．N 点の顔特徴点を (2.2)
式で表されるxとする．また，学習データの平均顔形状をx0とする．ただし，CLMや
AAMで用いた平均顔形状m0の算出では，スケール，回転，および平行移動に関する
剛体変化を排除していたが，x0はこれらの情報も含めて平均処理が適用されることに
注意する．
形状回帰モデルを用いた顔特徴点検出の流れを図 2.5に示す．入力画像を I，カスケー
ド構造の段数をT，予測器を ff1;    ; fTgとすると，顔特徴点検出は次式で与えられる．
xt = xt 1 +xt (2.9)
xt = ft((I;xt 1)) (2.10)
t 2 f1; : : : ; Tgであり，(I;x)は入力画像 I に対して全特徴点 xから抽出された特
徴量を連結したベクトルである．顔特徴点の検出結果は最終的に得られるxT によって
与えられる．したがって，平均顔形状x0を初期値とし，予測器による解の更新は T 回
行われる．
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x2 = x1 +W2Á(I;x1)x1 = x0 +W1Á(I;x0)x0
weight W2weight W1
feature Á(I;x1)feature Á(I;x0)
図 2.5 形状回帰モデルを用いた顔特徴点検出の流れ
形状回帰モデルにおいて，線形モデルの予測器を用いる場合には，ftは次式で与えら
れる．
ft((I;x)) =Wt(I;x) (2.11)
ここで，Wtは t番目の予測器における重み行列である．
形状回帰モデルを用いた顔特徴点検出では，どのような特徴量を用いるか，また，ど
のようにして重み行列Wtを決定するかが重要であり，これまでにいくつかの手法が提
案されてきた．次項以降，代表的な形状回帰モデルについて，使用する特徴量ごとに分
けて概説する．
2.4.2 バイナリ特徴量
Caoら [41]は，前項で述べたCPRの改良版として，Explicit shape regression(ESR)
と呼ばれる手法を提案した．ESRはCPRと同様に，バイナリ特徴量である 2点間の輝
度値の差分特徴量とRandom fernを用いて形状回帰モデルを学習させている．ESRで
は，特徴量の計算に用いられる 2点のペアは，ランダムに生成されたペアの中から，顔
特徴点検出に有効なペアを相関に基づいて貪欲法を用いて選択している．この結果，カ
スケード構造の予測器において，初期の予測器では間隔が広いペアが選択されるが，後
期の予測器では間隔が次第に狭くなる傾向が見られた．これは，おおまかな顔特徴点の
検出から始まり，次第に詳細な顔特徴点の検出が行われることを意味する．ESRでは，
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顔特徴点検出に有効な特徴量を適応的に選択することができ，AAMやCLMを用いた
手法よりも高速かつ高精度に顔特徴点を検出できる．
Burgos-Artizzuら [43]は，ESRを改良した手法として，Robust cascaded pose regres-
sion（RCPR）を提案している．RCPRとESRの違いは 2点間のペアの選択方法が異な
る点である．従来のESRは顔特徴点から一定距離でペアが選択されるのに対し，PCPR
は顔特徴点ペアの中間の画素からペアを選択している．これにより，大きな顔向きの変
化や部分遮蔽に対する頑健性が向上することが報告されている．
Renら [45]は，Local binary features(LBF)と呼ばれる手法を提案している．2点間の
輝度値の差分特徴量を用いる点は ESRやRCPRと同じであるが，Random forest [80]
を用いて新たに疎なバイナリ特徴量に変換している．また，回帰手法として木構造は用
いず線形モデルを用いており，リッジ回帰によって重み行列Wtを学習している．この
手法の最も特徴的な点は，ランダムフォレストにより疎なバイナリ特徴量を用いて形状
回帰モデルを構築している点である．LBPは形状回帰モデルを用いた既存手法におい
て最も高精度な手法である．
その他のバイナリ特徴量を用いた回帰に基づく顔特徴点検出手法として，Conditional
regression forestを用いた手法 [102]や Generalized gradient boosted fernsを用いた手
法 [44]が提案されている．これらの手法は，共に木構造に基づく回帰手法に改良を加
えたものである．具体的には，一つの木構造を用いるのではなく，複数の木構造を組み
合わせることで顔特徴点検出の性能の向上を実現している．
2.4.3 実数値特徴量
Xiongら [42]は，SIFT特徴量 [74]を用いた形状回帰モデルである教師付き降下法
(Supervised descent method, SDM)を提案した．彼らは，(2.9)-(2.11)式で与えられる
形状回帰モデルは，最小二乗問題におけるニュートン法の特殊な場合であることを示
しており，形状回帰モデルを用いた顔特徴点検出の数学的な意義についても解説してい
る．SDMを用いた顔特徴点検出では，予測器は (2.11)式で与えられる線形モデルが用
いられる. SDMにおける重み行列Wtは降下方向行列と呼ばれ，ニュートン法における
ヤコビ行列の定数近似として与えられる．特徴抽出に用いる SIFT記述子は 32 32画
素に設定されており，さらに，主成分分析によって次元削減された特徴量を最終的に使
用している．また，重み行列Wtの決定には，単純な最小二乗推定が用いられている．
SDMは，ESRを用いた場合とほぼ同等の精度で顔特徴点検出が可能であるという結果
が得られている．
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Shape regression model-based method
└ Shape regression machine [97]
└ CPR [29]
├ Binary feature-based method
│ ├ ESR [41]
│ │ ├ RCPR [43]
│ │ ├ Conditional regression forest [102]
│ │ └ Generalized gradient boosted ferns [44]
│ └ LBF [45]
└ Real value feature-based method
├ SIFT feature (SDM) [42]
│ └ Proposed method (Chapter 3)
├ HOG feature/Sparse auto-encoder [103]
└ LBP feature [107]
図 2.6 形状回帰モデルに基づく顔特徴点検出手法の経緯
Fengら [103]は，複数の実数値特徴量の比較を行っている．彼らは，2種類のHOG
特徴量 [75, 104]とスパースオートエンコーダ [105]を用いた特徴量抽出を用いている．
重み行列Wtの決定には，リッジ回帰を用いた最小二乗推定が使用されている．この手
法の特徴は，入力画像のサイズの違いに対応するために，特徴量を計算する周辺領域の
サイズを変更している点にある．結果として，スパースオートエンコーダを特徴量抽出
に用いた場合に，最も高精度な結果が得られることが報告されている．
また，その他の特徴量を用いた手法としては，LBP特徴量を用いた手法 [106]などが
報告されている．この手法は，通常の形状回帰モデルとは異なり，確率モデルと回帰に
基づく手法を併用して顔特徴点検出を行っている．Taigmanら [107]は LBP特徴量と
サポートベクタ回帰を用いて顔特徴点検出を行った．この手法は，ディープラーニング
を用いた顔認証の前処理として利用されており，斜めを向いた顔を正面の顔へ補正する
過程で顔特徴点検出が用いられている．
2.4.4 形状回帰モデルに基づく手法の特徴
形状回帰モデルに基づく顔特徴点検出に関する研究の経緯を図 2.6に示す．形状回帰
モデルの特徴として，定式化が非常に単純であることが挙げられる．画像から得られる
特徴量を直接回帰に利用しているため，ローカルエキスパートの検出器や反応マップに
よるローカルモデルの近似などの処理を含まないことが利点として挙げられる．また，
バイナリ特徴量を用いた形状回帰モデルは非常に高速に計算できるため，大量の顔画像
を短時間で処理する場面で効果を発揮できると考えられる．
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形状回帰モデルの問題点としては，カスケード構造を持つ回帰モデルの過学習が挙げ
られる．形状回帰モデルでは，既存手法のすべてにおいて f1; : : : ; fT の順に，それぞれ
独立に学習が行われている．このため，木構造やリッジ回帰の回帰モデルにおける超パ
ラメータを経験的に設計しなければならず，顔特徴点検出の精度は実験的に手動で決定
する必要がある．したがって，これらのパラメータを適応的・自動的に決定することが
課題であると考えられる．
2.5 ディープラーニングに基づく手法
ディープラーニング [108,109]は多層ニューラルネットワークに基づく手法の総称で
あり，近年注目されている研究分野である．従来のニューラルネットワークの学習方法
では，多層のニューラルネットワークに適切な学習を行うことが困難であった．近年の
機械学習に関する研究の発展により，現在ではディープラーニングを用いた様々な研究
領域への応用が進んでいる．顔特徴点検出においても，2012年以降から，少数ではあ
るがいくつかの手法が提案されている．
Luoら [30]は，ディープラーニングを用いることで，顔特徴点検出手法と共に，眉，
目，鼻，口などの顔部位検出手法も提案している．彼らは 4層構造のDeep belief net-
work(DBN)を使用している．DBNにおいて，1層目は顔の検出，2層目および 3層目
は顔部位の検出，4層目は顔部位の領域分割に関する処理を行っている．また，学習に
用いる目的関数は最大事後確率推定の枠組みで表現されている. 顔特徴点ではなく，顔
部位の領域を検出する手法はこれまであまり研究されておらず，いくつかの手法 [110]
は提案されているものの，新しい研究課題となっている．
Sunら [111]は，3層のカスケード型の畳み込みニューラルネットワークを用いた顔
特徴点検出手法を提案している．この手法は，4層の畳み込みニューラルネットワーク
を更に 3層連結した大規模なディープラーニングとなっている．検出可能な顔特徴点は
5点のみではあるが，顔向きや部分遮蔽，照明条件の変化に対して頑健に顔特徴点を検
出可能である．カスケード型の畳み込みニューラルネットワークを用いた顔特徴点検出
手法は，Zhangら [112,113]によっても提案されている．
ディープラーニングは大量の学習画像を用いることで，高精度な顔特徴点検出が可能
であることが特徴である．学習画像を大量に用いているため同一条件ではないが，Zhang
ら [113]の手法は，形状回帰モデルで最も高精度である LBFと同等の推定精度 (300-W
データセット，推定誤差 0.0629)を達成している．畳み込み演算は計算コストが高いと
いう問題が存在するが，GPGPU用いた高速化によって実時間顔特徴点追跡も実現可能
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yt+1yt¡1 yt
xtxt¡1 xt+1
図 2.7 ベイジアンネットワークモデル
である．したがって，今後の発展により，高性能なハードウェアが利用可能な場面や計
算コストより精度が求められる場面での利用が期待される．
2.6 時系列信号処理に基づく手法
これまでに述べた顔特徴点検出手法は，主に静止画像を対象としている．動画像を用
いた顔特徴点検出では，時系列信号処理の枠組みによって効率的に顔特徴点を追跡する
ことが可能である．本節では，時系列信号処理を利用した顔特徴点追跡手法について概
説する．
2.6.1 時系列信号処理の基礎
時系列データを取り扱う時系列信号処理との枠組みとして，時系列フィルタが挙げら
れる．時系列フィルタは，過去に得られた観測データの統計的な性質を基に，ノイズを
含む観測値から直接観測できない真の状態を推定する問題である．画像処理の研究分野
では，物体追跡やジェスチャ認識などの時系列データに対して利用されている．本論文
では，動画像を用いた顔特徴点追跡問題を時系列フィルタに基づいて考える．
時系列フィルタにおいて，時刻 tにおける状態ベクトルは xt，観測値は ytでそれぞ
れ表される．画像処理における物体追跡問題では，状態ベクトル xtは追跡したい対象
物体の位置や姿勢を表すベクトルであり，観測値 ytは観測画像である．すなわち，得
られた観測画像から物体の位置や姿勢を推定する問題と考えることができる．
ここで，時刻 tの状態ベクトル xtは，時刻 t   1の状態ベクトル xt 1のみに依存し
て決定されると仮定する．また，観測値 ytは状態ベクトルxtのみに依存して決定され
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ると仮定する．このとき，状態ベクトル xtと観測値 ytは次式でモデル化される．
xt = ft(xt 1) + !t (2.12)
yt = gt(xt) + t (2.13)
ここで，ft(xt 1)は時刻 t  1から時刻 tへの状態ベクトルの変化を表わす状態遷移関
数，!tはある分布に従って発生するノイズであり，(2.12)式は状態遷移モデルと呼ばれ
る．また，gt(xt)は時刻 tにおける状態ベクトルと観測値の関係を表わす観測関数，t
はある分布に従って発生するノイズであり，(2.13)式は観測モデルと呼ばれる．ある時
刻の状態がその前の時刻の状態のみによって決定される性質をマルコフ性と呼び，マル
コフ性を持つ時系列モデルはマルコフモデルと呼ばれる．上記の状態遷移モデルと観測
モデルに従うマルコフモデルは，図 2.7に示すベイジアンネットワークと呼ばれる有向
グラフと見做すことができる．
時刻 tまでの観測値の集合をYt = fy1; : : : ;ytgと定義する．このとき，時系列フィル
タは条件付き期待値で与えられる評価関数を最小化する最小分散推定量 x^tを推定する
問題となる．
x^t = argmin
x
E[fxt   xg>fxt   xgjYt] (2.14)
(2.14)式の最小化は時刻 tまでに得られた観測値の集合 Ytから尤もらしい真の状態
を推定することを意味している．
このとき，(2.14)式を最小にする x^tは
x^t =
Z
xtP (xtjYt)dxt (2.15)
によって与えられる．したがって，この問題は，観測値の集合 Ytが与えられたときの
状態ベクトル xtに関する事後分布 P (xtjYt)を推定し，その期待値 x^tを求める問題に
等しい．
しかしながら，観測値の集合 Ytから状態ベクトル xtの事後分布 P (xtjYt)を直接推
定することは一般的に困難である．ただし，図 2.7に示すグラフのマルコフ性をうまく
利用することで，時系列フィルタは事後分布 P (xtjYt)をベイズの定理を用いて効果的
に表現することができる．
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ベイズの定理を用いると，事後分布 P (xtjYt)は，
P (xtjYt) = P (xtjyt;Yt 1)
=
P (ytjxt;Yt 1)P (xt;Yt 1)
P (yt;Yt 1)
=
P (ytjxt;Yt 1)P (xtjYt 1)P (Yt 1)
P (ytjYt 1)P (Yt 1)
=
P (ytjxt;Yt 1)P (xtjYt 1)
P (ytjYt 1)
(2.16)
と変形できる．したがって，事後分布 P (xtjYt)は，P (ytjxt;Yt 1)，P (xtjYt 1)，およ
び P (ytjYt 1)の 3つの確率分布を用いて表現される．
まず，P (ytjxt;Yt 1)について考える．(2.13)式の観測モデルで示されるように，観
測値 ytは状態ベクトルxtのみに依存している．したがって，観測値 ytと時刻 t  1ま
での観測値の集合Yt 1は独立であるため，
P (ytjxt;Yt 1) = P (ytjxt) (2.17)
が成り立つ．ここで，P (ytjxt)は，状態ベクトルxtに対する観測値 ytの尤もらしさを
表すモデルであり，尤度と呼ばれる．
次に，P (xtjYt 1)について考える．P (xtjYt 1)は時刻 tにおけるxtの事前分布と呼ば
れる．これは，時刻 t 1までの観測値の集合Yt 1だけを用いて (ytを観測していない状
態で)，xtを予測する分布である．時刻 tまでの状態ベクトルの集合をXt = fx1; : : : ;xtg
と定義すると，事前分布 P (xtjYt 1)は，
P (xtjYt 1) =
Z
Xt 1
P (xt;Xt 1jYt 1)
=
Z
Xt 1
P (xtjXt 1;Yt 1)P (Xt 1jYt 1)
(2.18)
となり，xtとXt 1の同時分布 P (xt;Xt 1jYt 1)をXt 1に関して周辺化した形で表現
される．ここで，(2.12)式より，状態ベクトルxtは状態xt 1のみに依存する状態遷移
モデルに従う．このため，(2.18)式における P (xtjXt 1,Yt 1)は
P (xtjXt 1;Yt 1) = P (xtjxt 1) (2.19)
が成り立ち，
P (xtjYt 1) =
Z
Xt 1
P (xtjxt 1)P (Xt 1jYt 1)
=
Z
xt 1
Z
Xt 2
P (xtjxt 1)P (Xt 1jYt 1)
=
Z
xt 1
P (xtjxt 1)
Z
Xt 2
P (Xt 1jYt 1)
(2.20)
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となる．P (xtjxt 1)は時刻 tと t  1の間の状態遷移確率である．また，
P (xt 1jYt 1) =
Z
Xt 2
P (Xt 1jYt 1) (2.21)
であることを利用すると，時刻 tの事前分布は状態遷移確率と時刻 t  1の事後分布の
積の積分によって表現される．
最後に，P (ytjYt 1)について考える．P (ytjYt 1)は状態ベクトル xtと独立な確率分
布であり，定数と見做すことができる．実際の問題では，事後分布 R P (xtjYt)dxt = 1
が成り立つように，(2.16)式を正規化する定数Ztに置き換えられる．
以上をまとめると，マルコフ性を仮定した時系列フィルタにおける事後分布P (xtjYt)
および事前分布 P (xtjYt 1)は以下の式で与えられる．
P (xtjYt 1) =
Z
xt 1
P (xtjxt 1)P (xt 1jYt 1) (2.22)
P (xtjYt) = 1
Zt
P (ytjxt)P (xtjYt 1) (2.23)
時系列フィルタでは，時刻 t  1までの観測から時刻 tの状態を推定する (2.22)式を
予測，予測と状態遷移確率から事後分布を推定する (2.23)式をフィルタと呼ぶ．時系列
フィルタを用いた物体追跡では，予測とフィルタにより各時刻の事後分布 P (xtjYt)を
求め，状態ベクトル xtに関する期待値を計算することで物体の追跡情報を推定するこ
とができる．
2.6.2 カルマンフィルタ
時系列フィルタにおいて，(2.12)式および (2.13)式で与えられる状態遷移関数 ft(xt)
および観測関数 gt(xt)が線形であり，!tおよび tがガウス分布に従う場合はカルマン
フィルタを適用可能である．
ft(xt)および gt(xt)が線形な場合，(2.12)式の状態遷移モデルと (2.13)式の観測モデ
ルは，状態遷移行列 Ftと観測行列Gtを用いて次式の線形システムに書き換えること
ができる．
xt = Ftxt 1 + !t (2.24)
yt = Gtxt + t (2.25)
ここで，!tおよび tは，
!t  N (0;Wt) (2.26)
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t  N (0;Vt) (2.27)
を満たすガウシアンノイズとする．また，Wtと Vtは正則であり，!t，tは互いに独
立であるとする．このとき，事前分布 P (xtjYt 1)と事後分布 P (xtjYt)はガウス分布に
従う．この性質を利用することで，カルマンフィルタは各時刻における事後分布の期待
値を解析的に求めることができる．
カルマンフィルタは最も基礎的な時系列フィルタであり，システムが線形で表現でき，
ノイズがガウス性を持つ場合に利用できる．ただし，システムが非線形な特性を持つ場
合やノイズがガウス性を持たない場合には，線形システムによる近似やノイズのガウス
近似が必要である．
画像処理における時系列フィルタでは，観測モデルや尤度は複雑な非線形性を持つこ
とが多く，一般的に事後分布はガウス分布とならない，例として，複数の物体を追跡す
る問題を考えると，事前分布や事後分布は複数の峰 (ピーク)を持つ分布となる．した
がって，物体追跡などの画像処理において，線形システムやノイズのガウス性を仮定す
ることは不適切であると考えられる．
2.6.3 パーティクルフィルタ
パーティクルフィルタはGoronら [114]やKitagawaら [115]により，カルマンフィル
タの非線形拡張として提案された手法である．彼らはそれぞれ独立にブートストラップ
フィルタとモンテカルロフィルタという名前で提案しているが，現在ではいずれもパー
ティクルフィルタと呼ばれる．画像処理の分野では，1998年に Isardら [27]により，動
画像に対する動的輪郭追跡手法として condensation法という名前で提案された．
パーティクルフィルタの特徴は，時系列フィルタの事前分布と事後分布をモンテカル
ロサンプリングによって近似表現する点である．モンテカルロサンプリングによる分布
近似は任意の確率分布を表現することができ，時系列フィルタにおける状態遷移モデル
と観測モデルを効果的に表現することができる．
本項では，パーティクルフィルタの詳細について記す．まず，モンテカルロサンプリ
ングについて概説し，時系列フィルタにおける (2.22)式の事前分布と (2.23)式の事後分
布をサンプルの集合で近似できることを示す．その後，サンプル集合によって近似され
た分布における，(2.12)式の状態遷移モデルと (2.13)式の観測モデルについて述べる．
最後に，(2.15)式に示される事後分布の期待値の算出方法を示す．
31
第 2章 顔特徴点検出に関する既存研究
モンテカルロサンプリング
時系列フィルタにおける目的は，(2.15)式に示される事後分布の期待値を推定するこ
とで，直接観測できない真の状態を評価することである．(2.15)式を一般化すると，あ
る分布 P (x)の関数 f(x)に関する期待値を計算する問題と考えることができる．した
がって，xの要素が連続変数の場合の期待値は次式で与えられる．
E[f(x)] =
Z
f(x)P (x)dx (2.28)
(2.28)式において，xが離散変数の場合は積分演算は総和演算に置き換えられる．こ
こで，任意の f(x)および P (x)に対して (2.28)式を直接解くことで期待値を解析的に
求めることは，非線形関数の積分演算を含むため一般的に困難である．
ここで，分布P (x)から独立に抽出されたN個のサンプル集合をS = fs(1); : : : ; s(N)g
と定義する．サンプル集合Sを用いると，(2.28)式の期待値は次式で近似できる．
E[f(x)]  1
N
NX
i=1
f(s(i)) (2.29)
分布から独立にサンプル集合を抽出することはモンテカルロサンプリングと呼ばれ
る．また，抽出されたサンプル集合によりシミュレーションや数値計算を行なう手法の
総称をモンテカルロ法と呼び，さらに，(2.29)式により分布 P (x)をサンプル集合Sを
用いて近似することをモンテカルロ近似と呼ぶ．
パーティクルフィルタは，事前分布および事後分布をパラメトリックな分布の形で表
現するのではなく，多数のサンプル (パーティクル)集合を用いて時系列フィルタの枠組
みでモンテカルロ近似を行う．このため，パーティクルフィルタは逐次モンテカルロ法
とも呼ばれる．事前分布 P (xtjYt 1)のサンプル集合を Stjt 1 = fs(1)tjt 1; : : : ; s(N)tjt 1g，事
後分布 P (xtjYt)のサンプル集合を Stjt = fs(1)tjt ; : : : ; s(N)tjt gとしたとき，各分布は次式に
よって近似される．
P (xtjYt 1)  1
N
NX
i=1
(xt   s(i)tjt 1)　 (2.30)
P (xtjYt)  1
N
NX
i=1
(xt   s(i)tjt )　 (2.31)
ただし，()はディラックのデルタ関数 (インパルス関数)である．上記の式は，1=N
の重みを持ったインパルス集合の密度によって事前分布および事後分布を近似している
ことを意味する．
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状態遷移モデル
時系列フィルタにおける状態遷移は，時刻 t  1までの観測値Yt 1から時刻 tの状態
ベクトルxtを事前分布 P (xtjYt 1)として予測する．状態遷移モデルおよび事前分布は
(2.12)式および (2.22)式で表される．ただし，パーティクルフィルタは，(2.22)式の事
前分布に対して (2.30)式でモンテカルロ近似を行う．したがって，パーティクルフィル
タを用いた予測では，時刻 t  1の事後分布を近似するサンプル集合St 1jt 1から，時
刻 tの事前分布を近似するサンプル集合Stjt 1を求める．
パーティクルフィルタの状態遷移モデルでは，(2.12)式に従い，事後分布を近似する
サンプル集合St 1jt 1の状態遷移と拡散によって事前分布を予測する．線形予測モデル
を用いる場合には，カルマンフィルタの状態遷移モデルである (2.24)式を予測に用い
ることが可能である．ここで，パーティクルフィルタを物体追跡問題に適用する場合，
等速直線運動またはランダムウォークモデルを仮定した運動モデルがよく用いられる．
ランダムウォークモデルを用いた運動モデルは次式で表される．
s
(i)
t = s
(i)
t 1 + !t　 (2.32)
このモデルは，時刻 tの状態ベクトル xtが時刻 t   1の状態ベクトル xt 1の周辺で
ランダムに存在していると仮定したときに得られる．また，等速直線運動を用いた運動
モデルは次式で与えられる．
s
(i)
t = s
(i)
t 1 + vt 1t+ !t　 (2.33)
vt 1 = (x^t 1   x^t 2)=tは状態ベクトル xt 1の速度，tはフレーム間の時間であ
る．このモデルは，速度 vt 1でサンプル s(i)t が等速直線運動に従って状態遷移し，!t
によって拡散することを表わす．これは，大まかな動きを状態ベクトルの速度から推測
し，ランダムノイズを加えることによって等速直線運動に適合しない運動にも対応する
ことを意味する．
観測モデル
時系列フィルタにおける観測は，時刻 tまでの観測値 Ytから時刻 tの状態ベクトル
xtを事後分布 P (xtjYt)として求めることである．したがって，(2.32)式または (2.33)
式の状態遷移モデルによって予測された事前分布から (2.13)式の観測モデルを用いて
事後分布を推定することが目的となる．したがって，パーティクルフィルタの観測モデ
ルでは，事前分布を近似するサンプル集合Stjt 1から事後分布を近似するサンプル集合
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Stjtを求める．ただし，観測モデルは事前分布と尤度の積で与えられるが，尤度は目的
に応じて定義する必要がある．
前項で述べたとおり，画像処理における物体追跡では観測そのものが困難な問題であ
る．そこで，モンテカルロサンプリングに基づくパーティクルフィルタを用いることで，
効率よく事後分布を推定することができる．また，パーティクルフィルタには単峰性や
ガウス性などの制約がないため，尤度が定義できれば物体追跡問題を実現することがで
きる．
パーティクルフィルタを用いた観測モデルでは，状態遷移モデルによって予測された
サンプル s(i)tjt 1の重み (i)t を次式により求める．

(i)
t =
P (ytjxt = s(i)tjt 1)PN
i=1 P (ytjxt = s(i)tjt 1)
(2.34)
この式は，各サンプルの重みを尤度 P (ytjxt)によって求め，全サンプルの重みの総
和が 1となるように正規化している．観測モデルは，観測値である入力画像のサンプル
s
(i)
tjt 1に対する尤もらしさ (尤度)を意味する．尤度は物体追跡の対象によって定義が異
なり，様々な観測モデルが提案されている．例えば，パーティクルフィルタを物体追跡
問題に対して最初に適用した condensation法 [27]は，対象物体の輪郭を追跡する手法
であり，輪郭情報に基づく尤度を用いている．
次に，Sampling importance resampling [114]と呼ばれる重み付きのサンプル集合を
用いたリサンプリング処理を行なう．パーティクルフィルタでは，各サンプルの重みに
従ってリサンプリングを行なうことで，高い重みを持つサンプルを重点的に残し，低い
重みのサンプルを削除する．リサンプリング処理において，新たなサンプルStjtは重み

(i)
t に従ってランダムに抽出される．したがって，重みの異なるサンプル集合から，す
べて等しい重みを持つサンプル集合を生成することができる．得られたStjtは事後分布
のモンテカルロ近似となる．
状態推定
最後に，時系列フィルタにおける推定値について考える．時系列フィルタの枠組みで
は，時刻 tにおける推定値は，事後分布 P (xtjYt)の期待値 x^tによって与えられる．一
般化された期待値は (2.28)式で与えられるが，パーティクルフィルタでは期待値をモン
テカルロ法で求める．時系列フィルタにおける事後分布の期待値は，(2.23)式を (2.28)
式に代入することで，
x^t =
Z
1
Zt
P (ytjxt)P (xtjYt 1)dxt (2.35)
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となる．モンテカルロサンプリングを用いた期待値の近似は (2.29)式で与えられる．し
たがって，パーティクルフィルタを用いた推定値は
x^t 
NX
i=1

(i)
t s
(i)
tjt 1 (2.36)
で与えられる．
2.6.4 パーティクルフィルタを用いた顔特徴点追跡
パーティクルフィルタを用いた顔特徴点追跡手法は，2005年にDornaika [28]らによっ
て提案された．従来の顔特徴点追跡手法は，ASMやAAMなどのように顔モデルと入
力画像のフィッティングに関する最適化問題に基づいていたが，時系列情報を取り入れ
ることで効率よく顔特徴点追跡を実現できる．パーティクルフィルタを用いた顔特徴点
追跡では，一般的に 3次元の顔モデルが使用される．3次元の顔モデルを用いることで，
顔特徴点の座標を求めるだけでなく，顔の位置および顔の向き情報を同時推定すること
が可能である．パーティクルフィルタに基づく顔特徴点追跡では，状態遷移モデルにお
ける運動モデルと尤度の設計が重要であり，様々な手法が提案されている．
Lozanoら [116]は，パーティクルフィルタを用いることで実時間で顔特徴点追跡可能
な手法を提案している．パーティクルフィルタは多数のサンプルを用いることで事前分
布および事後分布のモンテカルロ近似を行うが，(2.34)式で与えられるサンプルの重み
の計算はそれぞれ独立に計算可能である．彼らは，GPGPUでパーティクルフィルタを
実装することで計算時間を短縮しており，CPUのみによる演算では実時間動作不可能
な場合であっても，GPGPUを用いることで実時間動作可能であることを示している．
また，顔全体の輝度特徴を用いて尤度の計算を行う場合は，AAMのように計算量が高
くなる．そこで，顔全体から疎に選択した画素のみを用いてテンプレートマッチングの
計算を行う疎テンプレートマッチング [117]呼ばれる手法を用いて尤度計算を行ってい
る．しかしながら，表情変形には対応しておらず，無表情の顔のみの顔特徴点追跡手法
となっている．
Kumanoら [118]は，疎テンプレートマッチングを用いたパーティクルフィルタを表
情変形可能なモデルに改良している．また，喜びや怒りなどの表情を同時推定するパー
ティクルフィルタを提案しており，表情認識を用いた応用システム開発を視野に入れた
実装となっている．ただし，この手法は顔特徴点そのものを追跡するのではなく，顔の
モデル自体は剛体モデルとして考慮されている．
上記の手法では，(2.32)式のランダムウォークモデルを運動モデルとして仮定した
パーティクルフィルタを用いている．しかしながら，実際の人の頭部の運動はランダム
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ウォークではなく，時系列的に滑らかな運動をしていると考えられる．そこで，(2.33)
式の等速直線運動モデルを用いることで，より高精度に顔特徴点追跡を実現する手法が
提案されている．Okaら [119]らは，等速直線運動を仮定した運動モデルを用いたパー
ティクルフィルタによる顔特徴点追跡手法を提案した．また，適応的拡散制御と呼ばれ
る手法を用いてパーティクルフィルタの拡散モデルを実装している．適応的拡散制御は，
(2.33)式の等速直線運動モデルにおける!tの決定に関する手法であり，状態ベクトル
の速度 vt 1に比例して!tの標準偏差を制御する手法である．ただし，Okaらの手法は
表情変形を考慮しない剛体モデルを想定しており，かつ，ステレオカメラを用いた追跡
手法であった．この問題に対し，Suganoら [47,120]は，表情変形を考慮した手法およ
び単眼カメラを用いた手法を提案した．この手法では，多人数の顔の個人差や表情変
形をテンソル解析によってモデル化しており，顔の個人差はバンドル調整法の枠組みに
よって実時間推定される．また，パーティクルフィルタで追跡した顔特徴点には誤差が
存在するため，最適化手法を用いて推定結果の誤差を修正する処理が加えられている．
Okaら [49]は，パーティクルフィルタの計算効率を向上させる手法として，粗密パー
ティクルフィルタを提案している．通常のパーティクルフィルタでは，事前分布を求め
た後，事後分布を求めるリサンプリング処理が一度のみ行われる．粗密パーティクル
フィルタは，拡散の範囲を半分に減少させながら拡散とリサンプリングを複数回に渡っ
て繰り返すことで，サンプルの数を減少させることが可能である．
これまでの手法ではランダムウォークモデルや等速直線運モデルが運動モデルとして
用いられてきたが，これらの運動モデルに適合しない予期せぬ動きに対して脆弱である
という問題点が報告されている [48]．Mikamiら [48]は，特定の運動モデルを定義せず，
人の顔の動きの履歴をデータベース化することで，過去の似た動きを基に予測するメ
モリベースパーティクルフィルタと呼ばれる手法を提案している．この手法は，人の顔
の動きを逐次学習することが可能であり，急峻な動きなどの予期せぬ動きに対しても，
過去に似た動きの履歴があれば追跡することが可能である．しかしながら，履歴に含ま
れない顔の動きには対応できないという問題点は依然として残されている．
2.6.5 時系列信号処理に基づく手法の特徴
時系列信号処理に基づく顔特徴点検出に関する研究の経緯を図 2.8に示す．時系列信
号処理を顔特徴点追跡に利用することの利点として，まず，計算効率の向上が挙げられ
る．顔特徴点の時系列追跡を行うことで，顔検出処理を入力画像ごとに行う必要がない
ため，この分の計算時間の短縮が可能である．また，時系列フィルタの枠組みで顔特徴
点追跡を行うことで，得られた結果は時系列的な連続性を考慮することができる．した
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Time series signal processing-based method
├ Particle lter-based tracking [29]
│ ├ Acceleration
│ │ └ GPGPU acceleration [116]
│ │ └ Facial expression modeling [121]
│ └ Improvement of tracking performance
│ ├ Noise modeling
│ │ └ Adaptive diusion control [119]
│ │ └ Facial expression modeling [120]
│ │ └ Monocularization [47]
│ ├ Multiple sampling algorithm
│ │ └ Coarse-to-ne particle lter [49]
│ └ Using history information
│ └ Memory-based particle lter [48]
└ Proposed method (Chapter 4 and 5)
図 2.8 時系列信号処理に基づく顔特徴点検出手法の経緯
がって，フレームごと独立に顔特徴点検出を行う手法と比較すると，前の時刻までの状
態ベクトルの追跡情報を取り入れることが可能なため，動画像を用いた顔特徴点検出で
は，時系列信号処理に基づく顔特徴点追跡が一般に採用される．
しかしながら，時系列信号処理に基づく顔特徴点検出にはいくつかの問題点が残され
ている．まず，パーティクルフィルタを用いることで汎用PCを用いた実時間顔特徴点
追跡が実現されたが，計算機器の性能が限られた場面における利用は困難である．パー
ティクルフィルタは事前分布および事後分布のモンテカルロ近似に基づく手法であり，
分布の近似に用いるサンプルの数が大きいほど高精度な顔特徴点追跡が可能となる．計
算コスト削減のためにサンプル数を極端に小さくすると，推定誤差が増大するため推定
値は真の値に収束せず，追跡失敗を引き起こす．また，状態遷移モデルにおける運動モ
デルの仮定により，仮定した運動モデルに適合しない予期せぬ動きに脆弱となることも
問題点となっている．
2.7 本論文の位置づけ
第 1章で述べたとおり，本論文の目的は (1)静止画像を用いた顔特徴点検出の高速・
高精度化，および (2)動画像を用いた顔特徴点検出の高速・高精度化である．これらの
目的に関する従来手法の問題点と本論文の位置づけについて述べる．
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2.7.1 静止画像を用いた顔特徴点検出の高速・高精度化
静止画像を用いた顔特徴点検出の高速・高精度化では，低計算コストで高精度な顔特
徴点検出が可能である形状回帰モデルに基づく手法に着目する．2.4節で述べたとおり，
形状回帰モデルは顔特徴点検出問題を各顔特徴点の座標を直接推定する回帰問題する特
徴があり，CLMやAAMに基づく手法と比較して，部分遮蔽や照明条件の変化に対し
て頑健な特性を持つ．特に，バイナリ特徴量を用いた形状回帰モデルは，高速に顔特徴
点を検出可能であると報告されている．
しかしながら，形状回帰モデルを用いた顔特徴点検出において，従来手法には解決す
べき問題点が二点存在すると考えられる．
　 (1) 顔特徴点検出に適した特徴量の設計が行われていない
　 (2) 多段階構造を持つ回帰式は個別に学習が行われている
一点目の問題は，特に人工的な特徴量 (Hand-craftedな特徴量と呼ばれる)を用いた形
状回帰モデルにおける問題点である．従来手法 [42]において，SIFT記述子 [74]を特徴
量の計算に用いた手法が提案されている．しかしながら，この手法では経験的に設計さ
れた SIFT記述子が用いられている．一方で，バイナリ特徴量を用いた研究において，
特徴量を計算する領域の大きさは顔特徴点検出の推定精度に影響することが報告され
ている [41,45]．このため，形状回帰モデルに適応して SIFT記述子を設計することで，
推定精度の向上が期待される．二点目の問題は，多段階構造を持つ回帰式のそれぞれは
独立に学習されるため，従来手法は全体構造の最適化が考慮されていないことを意味す
る．形状回帰モデルはニューラルネットワークに似た多段階構造を持つが，微分不可能
な特徴量を使用している場合には，全体構造の最適化を解析的に行うことが困難とな
る．したがって，顔特徴点検出問題に対して形状回帰モデルの全体構造を適応的に設計
することができれば，推定精度が向上すると考えられる．
そこで本論文では，上記の問題点を解決するために，第 3章で形状回帰モデルの適応
的設計手法を提案する．提案手法は，SIFT記述子を用いた形状回帰モデルによる顔特
徴点検出手法 [42]に基づく．SIFT記述子の計算領域を決定するパラメータに着目し，
形状回帰モデルの各段において最も推定精度が高くなるパラメータを選択することで，
多段階構造を持つ回帰式のそれぞれに対する最適な特徴量設計を実現する．また，SIFT
記述子の計算過程において簡略化可能な余剰な演算が含まれていることを示し，簡易演
算によって高速に計算可能であることを示す．以上より，300-Wデータセットを用いた
顔特徴点検出実験において，従来手法 [45]の基準となる推定誤差 0.0632と同等以上の
推定精度で，汎用 PCで 320fpsより高速な手法を実現する．
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2.7.2 動画像を用いた顔特徴点検出の高速・高精度化
動画像を用いた顔特徴点検出では，フレームごとに独立に顔特徴点を検出するので
はなく，時系列信号処理に基づいて顔特徴点を追跡する顔特徴点追跡手法に着目する．
2.6節で述べたとおり，顔特徴点追跡問題ではパーティクルフィルタに基づく手法が有
効である．
しかしながら，動画像の顔特徴点追跡において，パーティクルフィルタを用いた従来
手法には以下に示す二つの問題点が存在する．
　 (1) 急峻な動きや手振れなどの予期せぬ動きに対応できない
　 (2) 計算コストが高く，多様な機器による実装が困難
一点目の問題は，パーティクルフィルタの設計における状態遷移モデルが，(2.32)式の
ランダムウォークや (2.33)式の等速直線運動によってモデル化されていることが原因で
あると考えられる．汎用PCを用いる場合には，固定カメラを用いて顔特徴点追跡を行
うため，手振れなどの外部要因による影響は考慮されない．一方で，例えばモバイル機
器を用いた顔特徴点追跡では機器を手に持った状態で利用することも想定されるため，
予期せぬ動きへの対応は解決すべき重要課題となっている．二点目の問題は，高精度な
顔特徴点追跡の実現のために，パーティクルフィルタは多数のサンプルを用いたモンテ
カルロ法を必要とすることが原因である．汎用PCを用いる場合，GPGPUによって多
数のサンプルを用いた演算を並列計算することで，パーティクルフィルタの高速計算が
可能である．計算機の性能向上により，CPUのみの演算でもパーティクルフィルタを
用いた実時間顔特徴点追跡は可能となったが，多様な機器による実装を考慮すると，計
算コストの削減が必要であると考えられる．計算コスト削減のためにサンプル数を極端
に削減した場合，パーティクルフィルタの性能は著しく低下することが問題となる．
もし，顔特徴点追跡のパラメータの近似解を求めることができれば，これを従来の状
態遷移モデルの代わりに利用することで高精度な予測が可能となると考えられる．高
精度な予測が可能な場合，状態遷移モデルにおけるノイズの分散は小さくなる．その結
果，必要となるサンプル数は減少するため，従来のパーティクルフィルタより少ないサ
ンプル数で顔特徴点追跡が可能となることが期待される．そこで本論文では，上記の着
想に基づく 2ステップアルゴリズムを提案する．2ステップアルゴリズムの有効性を示
すために，まず厳密解が得られる基礎理論に関する検証を行い，その後顔特徴点追跡問
題に拡張することを考える．
まず，第 4章で平面画像追跡問題に関する 2ステップアルゴリズムを提案する．従来
の平面画像追跡問題では，2.3節で述べたAAM [85]の基礎理論である LK法や IC法に
基づく手法が使用される．LK法や IC法では，ガウス-ニュートン法を用いた非線形最
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適化手法が用いられており，繰り返し演算によって解を複数回更新することで最適なパ
ラメータを求めている．しかしながら，ガウス-ニュートン法を用いた最適化の収束は
非常に遅く，非線形最適化に必要となる解の更新回数が非常に大きくなる．そこで，平
面画像追跡に関する非線形最適化問題を直接解くのではなく，局所的な追跡問題と大域
的な追跡問題に分割して解くことで，問題を簡略化する 2ステップアルゴリズムを提案
する．これにより，従来手法である IC法を用いた平面画像追跡手法より高速に厳密解
が得られることを検証する．
基礎理論に対する有効性を検証した後，第 5章で 2ステップアルゴリズムを用いた顔
特徴点追跡手法を提案する．平面画像追跡の場合と同様に，顔特徴点追跡問題を直接解
くのではなく，局所的な追跡問題と大域的な追跡問題に分割して解くことで，問題を簡
略化することが可能である．また，提案手法は特定の運動モデルを用いないため，予
期せぬ動きに対する頑健性を持つことを示す．以上より，従来手法であるパーティクル
フィルタより，高速・高精度な顔特徴点追跡手法を実現する．
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第3章
静止画像における高速・高精度
な顔特徴点検出
3.1 本章の概要
第 2章では，顔特徴点検出に関する関連研究の変遷と問題点について述べ，静止画像
および動画像の両者において，顔特徴点検出手法の高速・高精度化の必要性を提起し
た．本章では，静止画像における顔特徴点検出について述べる．
2.7節で述べたとおり，静止画像を用いた顔特徴点検出手法では，形状回帰モデルに
基づく手法が有効である．静止画像を用いた顔特徴点検出の応用では，多くの場面で大
量の顔画像を短時間で高精度に解析する必要がある．本章では，形状回帰モデルを用い
た顔特徴点検出の高速・高精度化を目的とし，新たな顔特徴点検出手法を提案する．
提案手法は実数値特徴量の記述子である SIFT記述子を用いた形状回帰モデルに関す
る手法である．まず，3.2節で形状回帰モデルの定式化を説明し，アルゴリズムの導出
と学習の詳細について記す．3.3節では，SIFT記述子の特徴について述べ，提案手法で
ある SIFT記述子の適応的設計法と高速演算法を提案する．次に，3.4節で顔特徴点検
出のベンチマークである 300-Wデータセットを用いた顔特徴点検出実験について記し，
3.5節で実験結果について詳細に述べる．3.6節では顔特徴点検出実験の結果について考
察し，最後に 3.7節で本章の結論を述べる．
3.2 形状回帰モデルの定式化
3.2.1 更新式の導出
第 2章で述べたとおり，形状回帰モデルは (2.9)式および (2.10)式を用いた回帰式に
よって顔特徴点の座標を推定する手法である．また，図 2.5に示すように，形状回帰モ
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Initial facial shape x0 Ground truth x¤
図 3.1 初期顔形状と正解顔形状の例
デルは多段階構造を持つことが特徴である．このため，段数が T である形状回帰モデル
は T 個の回帰式 ff1; : : : ; fTgを持つ．特に，回帰式が線形モデルで表される場合には，
重み行列 fW1; : : : ;WTgを用いて (2.11)式で与えられる．本節では，重み行列Wtを用
いた更新式の導出，および更新式の持つ意味について記す．
形状回帰モデルでは，K個の顔特徴点で表現されるベクトルを [x1 y1    xK yK ]>と
し，これを顔形状xと呼ぶ．形状回帰モデルを用いた顔特徴点検出は，入力画像 Iおよ
び初期顔形状 x0が与えられたときに，正解顔形状 xを推定する問題と考えることが
できる．初期顔形状 x0および正解顔形状 xの例を図 3.1に示す．この図は，K = 68
における顔特徴点検出の例となっている．通常は初期顔形状としてデータセットの平均
顔形状が用いられるが，複数の初期顔形状を用いる手法も存在する [44, 102]．
次に，次式の目的関数を定義する．
g(x) = k(I;x)  (I;x)k2 (3.1)
ここで，(I;x)は入力画像 I上の顔特徴点xを用いて計算されたDK次元の特徴量
ベクトルである (ただし，Dは特徴量の次元数)．目的関数 g(x)は，xが正解顔形状に
等しいときに最小値の 0となる関数である．すなわち，(3.1)式の最適化問題を解くこ
とで，正解顔形状の推定値 xを求めることができる．
x = argmin
x
g(x) (3.2)
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ただし，多くの画像特徴量は複雑な非線形性を持つため，(3.2)式は非線形最適化問
題となる．
ここで，(3.1)式に初期値 x0を導入すると，次式を得る．
g(x0 +x) =
(I;x0 +x)  (I;x)2 (3.3)
これにより，初期値 x0からの更新量xを推定する問題と見做すことができる．ま
た，(3.3)式に対し，x = 0周りの 2次テイラー展開を適用することで，目的関数 gを
二次近似すると，次式が得られる．
g(x0 +x)  g(x0) + @g
@x
x+
1
2
x>
@2g
@x2
x (3.4)
ただし，@g
@x
および @2g
@x2
は，それぞれ目的関数 gのxに関する勾配ベクトルおよびヘッ
セ行列である．ここで，xを変数とし，二次近似した目的関数を最小化する．(3.4)式
のxに関する微分を求め，これを 0と置いて更新量xを推定すると次式を得る．
x =  

@2g
@x2
 1 
@g
@x
>
(3.5)
ただし，勾配ベクトル @g
@x
は，
@g
@x
>
= 2

@
@x
> h
(I;x)  (I;x)
i
(3.6)
であることを利用すると，(3.5)式は次式となる．
x =  2

@2g
@x2
 1 
@
@x
> h
(I;x0)  (I;x)
i
(3.7)
以上のことから，顔特徴点検出問題を (3.7)式のニュートン法による更新式の導出と
等価な問題であると見做すことができる．しかしながら，特徴量は一般的に微分不可
能であるため，勾配およびヘッセ行列を解析的に評価することは困難である．さらに，
未知の入力画像に対する正解顔形状xにおける特徴量(I;x)は既知でないことも問
題である．
ここで，(3.7)式に対し，以下の定義を行う．
W1 =  2

@2g
@x2
 1 
@
@x
>
(3.8)
b1 = 2

@2g
@x2
 1 
@
@x
>
(I;x) (3.9)
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(3.8)式および (3.9)式を用いると，(3.7)式の更新式は次式に書き直すことができる．
x =W1(I;x0) + b1 (3.10)
このとき，W1は特徴量(I;x0)が与えられたときに目的関数が降下する方向を意味
する行列，b1は定数成分であると考えられる．
形状回帰モデルを用いた顔特徴点検出では，W1および b1は解析的に決定されるの
ではなく，教師付き学習の枠組みで事前推定により定数近似される．すなわち，特徴
量と更新量xの対応関係を，訓練用データセットを用いて学習する．したがって，
上記の手法は教師付き降下法とも呼ばれる [42]．また，W1に定数項である b1を組み
込むと，t = 1における (2.11)式の線形モデルを用いた更新式が導出される．同様に，
t = 2; : : : ; T に関する重み行列 fW2; : : : ;WTgを求めることで，形状回帰モデルは定式
化される．以上のことから，形状回帰モデルを用いた更新式は，目的関数を降下させる
方向を事前学習したニュートン法であると見做すことができる．
3.2.2 形状回帰モデルの学習
形状回帰モデルにおける重み行列 fWtgTt=1は訓練用データセットから教師付き学習
の枠組みで推定される．N組の訓練用画像集合 fI igと正解顔形状集合 fxig，および初
期顔形状 x0が与えられたとする．まず，1段目の重み行列W1について考える．この
とき，次式の最適化問題を解くことでW1の学習を行う．
W1 = argmin
W
NX
i=1
xi   x0  W(I i;x0)2 (3.11)
これは一般的な最小二乗法であり，線型方程式を解くことでW1を推定することがで
きる．実際には，初期顔形状x0に関する影響を軽減するために，事前分布 P (x0)を導
入することで，次式の最適化問題が用いられる．
W1 = argmin
W
NX
i=1
Z
P (x0)
xi   x0  W(I i;x0)2 dx0 (3.12)
この最適化問題は (3.11)式の最小二乗法の拡張になっており，事前分布P (x0)を用い
てW1をベイズ推定する問題である．これにより，あらゆる初期値にて適応することが
でき，顔特徴点検出の推定精度が向上することが報告されている [42]．ただし，(3.12)
式の最適化は解析的に解くことが困難であるため，実際の最適化では P (x0)はモンテ
カルロ近似が使用される．
W1 = argmin
W
NX
i=1
MX
j=1
xi   xi;j0  W(I i;xi;j0 )2 (3.13)
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ここで，M は訓練用データあたりのサンプリング数であり，xi;j0 は i番目の訓練用
データの j回目のサンプルである．したがって，(3.13)式の最適化も最小二乗問題とし
て近似的に解くことができる．本論文では，先行研究 [42]と同様に，訓練用データセッ
トの正解顔形状 fxigの分布に等しい平均と共分散を持つガウス分布を事前分布 P (x0)
に用いた．
2段目以降 (t = 2; : : : ; T )では，次式の最適化問題を解くことで重み行列 fWtgTt=2の
推定が行われる．
Wt = argmin
W
NX
i=1
MX
j=1
xi   xi;jt 1  W(I i;xi;jt 1)2 (3.14)
ただし，xi;jt は t段目で更新された i番目の訓練用データの j回目のサンプルに対応
する顔形状であり，次式で与えられる．
xi;jt = x
i;j
t 1 +Wt(I
i;xi;jt 1) (3.15)
以上の式によって重み行列Wtの推定が可能となるが，上記の最小二乗推定には過学
習の問題が残されている．過学習は，推定したパラメータが学習データに対して過適合
することが原因で，未知のデータに対する性能が低下する現象である．先行研究 [42]で
は，使用する特徴量に主成分分析を適用して次元削減を行うことで，過学習の影響を避
けている．また，(3.14)式において，重み行列Wtに関する二次の正則化項を追加した
リッジ回帰を用いた手法も提案されている [45,103]．リッジ回帰を用いた重み行列Wt
の推定では，次式の最小化が行われる [122]．
Wt = argmin
W
NX
i=1
MX
j=1
xi   xi;jt 1  W(I i;xi;jt 1)2 + W2
F
(3.16)
ただし，k  kF はフロベニウスノルムであり，行列の全要素の二乗和を意味する．ま
た，は定数であり，第 1項と第 2項のバランスを調整する役割を果たす．
3.3 顔特徴点検出手法
3.3.1 SIFT記述子を用いた形状回帰モデル
第 2章で述べたとおり，形状回帰モデルを用いた顔特徴点検出に関する研究では，様々
な特徴量を用いた回帰モデルが提案されている．本論文では，SIFT記述子 [74]を用
いた形状回帰モデルに注目する．
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NB
NC
図 3.2 SIFT記述子のパラメータの例 (NB = 3，NC = 4)
SIFT特徴量は，注目点の周辺領域から計算される画像特徴量である．画像全体でな
く，一部の領域から計算される特徴量は局所特徴量とも呼ばれ，SIFT特徴量は物体追
跡や行動認識などの様々な分野で利用されている [123, 124]．SIFT特徴量の計算では，
キーポイントと呼ばれる特徴点候補の検出，キーポイントの回転とスケールの特定，お
よび輝度勾配ヒストグラムの計算が行われる．本論文では，輝度勾配ヒストグラムの計
算に関する演算を SIFT記述子と呼び，顔特徴点検出の特徴量に用いる．したがって，
特徴量の計算では回転とスケールの特定は行わず，一定の向きとスケールを用いること
に注意されたい．
SIFT記述子は図 3.2に示す画像中の局所領域から計算される．ここで，局所領域は
NBNBのブロックに分割され，各ブロックはNCNC画素を持つ．したがって，SIFT
記述子の計算領域はNBおよびNCの二つのパラメータで決定され，NBNC NBNC画
素の領域から特徴量が計算される．図 3.2は，NB = 3およびNC = 4の場合の例であ
る．本論文では，NBをブロックサイズ，NC をセルサイズと呼ぶ．
SIFT記述子の計算過程を図 3.3に示す．まず，ブロックサイズNB およびセルサイ
ズNC によって決定された局所領域をNB NBのブロックに分割する．次に，局所領
域内のすべての画素について輝度勾配を計算する．輝度勾配はソーベルフィルタ (微分
フィルタ)によって求めることができ，縦方向と横方向の輝度変化が計算される．その
後，輝度勾配は 8方向に量子化され，ブロックごとに各方向のヒストグラムが計算され
る．最終的に得られた輝度勾配ヒストグラムが SIFT特徴量であり，8N2B次元ベクトル
で表現される．
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Histogram Gradient Local region 
図 3.3 SIFT記述子の計算過程
1 2 3 4 5 6 
7 8 9 10 11 12 
13 14 15 16 17 18 
19 20 21 22 23 24 
25 26 27 28 29 30 
31 32 33 34 35 36 
1 3 6 10 15 21 
8 18 30 44 60 78 
21 45 72 102 135 171 
40 84 132 184 240 300 
65 135 210 290 375 465 
96 198 306 420 540 666 
15+16+17+21+22+23+27+28+29=198 18¡60¡135+375=198
Input image Integral image 
図 3.4 積分画像を用いた矩形領域内の総和演算
ここで，SIFT記述子のヒストグラム計算では，図 3.4に示す積分画像を用いること
で効率的に計算できる [125]．積分画像は，全画素について自身の画素より左上に存在
する画素の値を総和演算したものである．図 3.4の例では，3  3のグレーの領域の総
和演算は計 8回の加算で計算できるが，積分画像を用いた場合には 1回の加算と 2回の
減算で総和演算が可能となる．積分画像を用いた総和演算は，特に計算領域が広範囲の
ときに有効である．SIFT記述子の場合には，輝度勾配方向ごとに積分画像を作成する
ことで輝度勾配ヒストグラムを計算が可能である．
Xiong [42]らによって提案された SIFT記述子を用いた形状回帰モデルでは，NB = 4，
NC = 8が使用されており，32 32画素の局所領域から特徴量の計算を行っている．ま
た，重み行列の推定では，SIFT記述子を用いて計算された特徴量に対し，寄与率 98%の
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主成分分析を用いた次元削減を行っている．ただし，これらの値は経験的に手動で決定
されており，顔特徴点検出に適応してパラメータの選択を行っていない．したがって，
SIFT記述子を用いた形状回帰モデルでは，最適なパラメータ設計を行うことで，推定
精度の向上が可能であると考えられる．
3.3.2 提案手法1：SIFT記述子の適応的設計
前項で述べた問題点を解決するために，SIFT記述子を用いた形状回帰モデルにおい
て，特徴量の計算領域を決定するパラメータであるNBおよびNCを設計する手法を提
案する．本論文では，ブロックサイズNB 2 f2; 3; 4g，セルサイズNC 2 f3; : : : ; 25gの
中からパラメータの選択を行う．ただし，一つの形状回帰モデル内におけるブロックサ
イズは統一させ，ブロックサイズごとに推定精度の評価を行うことにする．
あるブロックサイズが与えられたとき，形状回帰モデルの各段で貪欲法を用いること
でセルサイズを選択する．まず 1段目において最も推定精度が高くなるセルサイズを選
択し，その後，2段目から T 段目までこれを繰り返す．ただし，セルサイズの選択にお
いて，重み行列Wtの推定に (3.14)式の最小二乗推定を用いると，セルサイズは大きく
発散することが確認された．これは，セルサイズが大きくなるほど特徴量計算に用いる
領域が広くなり，情報量が増加するためであると考えられる．結果として過学習が引き
起こされ，テスト用データに対する顔特徴点検出の推定精度は低下する．
そこで，(3.16)式で表されるリッジ回帰を用いて重み行列Wtを推定する．リッジ回
帰には定数パラメータ が存在し，これを調整することで過学習を回避することが可能
である．具体的には，を大きく設定すると正則化項の影響が強くなり，小さく設定す
ると訓練用データに強く依存するようになる [122]．本論文では，訓練用データ集合を
2分割し，形状回帰モデルの各段において互いに交差検定することで，リッジ回帰にお
ける定数パラメータ を決定する．これにより，2分割交差検定と似た効果が期待され
る．2分割した訓練用データのラベル集合を I1および I2とすると，次式で与えられる
誤差関数を最小化する の探索を行えばよい．
Et(;NB; NC) =
X
i2I1
MX
j=1
xi   xi;jt 1   Wt;2(;NB; NC)NB ;NC (I i;xi;jt 1)2
+
X
i2I2
MX
j=1
xi   xi;jt 1   Wt;1(;NB; NC)NB ;NC (I i;xi;jt 1)2
(3.17)
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Wt;1(;NB; NC) = argmin
Wt;1
X
i2I1
MX
j=1
xi   xi;jt 1  Wt;1NB ;NC (I i;xi;jt 1)2 + Wt;12
F
(3.18)
Wt;2(;NB; NC) = argmin
Wt;2
X
i2I2
MX
j=1
xi   xi;jt 1  Wt;2NB ;NC (I i;xi;jt 1)2 + Wt;22
F
(3.19)
NB ;NC (; )は，ブロックサイズNBおよびセルサイズNCの SIFT記述子である．し
たがって，t段目の回帰モデルにおいて，変更可能なパラメータは ，NB，およびNC
の三種類であり，ブロックサイズごとに最小の誤差関数の値を示す とセルサイズを選
べばよい．これにより，各段で最も誤差を最小化する SIFT記述子の設計が可能となる．
また，テストデータの顔特徴点検出に用いる場合の重み行列Wtは，誤差関数を最小化
するパラメータを用いたときの Wt;1と Wt;2を平均した行列を用いる．
ただし，上記の貪欲法によって選択された および SIFT記述子のパラメータは，厳
密な 2分割交差検定となっていないことに注意する必要がある．これは，(3.17)式を最
小にするパラメータは訓練用データ全体を使って決定されているためである．したがっ
て，2段目以降の結果は訓練用データ全体のフィードバックを受けており，最終的に学
習された形状回帰モデルは学習データに強く依存している．
3.3.3 提案手法2：形状回帰モデルの全体構造の適応的設計
前項で述べたSIFT記述子の適応的設計では，貪欲法を用いてSIFT記述子のパラメー
タを設計している．これにより，顔特徴点検出問題に対して適応的に SIFT記述子を設
計することが可能である．しかしながら，前述のアルゴリズムでは形状回帰モデルの全
体構造を学習することは不可能である．
そこで本論文では，形状回帰モデルの全体構造の適応的設計を実現する手法を提案す
る．ただし，形状回帰モデルにおける SIFT記述子のパラメータは微分不可能な離散変
数であり，全体構造に関するパラメータの推定は組み合わせ最適化問題に帰着する．例
として，形状回帰モデルの段数 T = 5とすると，あるブロックサイズが与えられたとき
のセルサイズの組み合わせ最適化は深さ 5の 23分木探索問題となり，235通りとなる．
したがって，全探索によるパラメータの推定は困難であり，効率的な探索アルゴリズム
が必要となる．
形状回帰モデルを用いた顔特徴点検出の既存研究において，顔特徴点検出で選択され
るバイナリ特徴量は，段数が進むにつれて範囲が狭くなることが知られている [41,45]．
Caoら [41]は，2点のペア間の輝度値の差分特徴量を用いて形状回帰モデルを学習させ
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ており，初期の学習では間隔が広いペアが選択され，後期では間隔が狭いペアが選択さ
れると報告している．また，学習された顔形状の更新量を主成分分析した結果，初期に
顔の大域的な変動が学習され，後期に表情などの細かな変動が学習されることが報告さ
れている [41]．そこで，SIFT記述子を用いた形状回帰モデルにおいても，学習が進む
につれて顔特徴点検出に有効な特徴量の範囲が狭くなると仮定する．この仮定により，
セルサイズの探索範囲を限定することが可能となる．
以上のことから，本論文では，セルサイズNCの大域的な組み合わせ最適化において，
段数が進むにつれてセルサイズNCは増加しないという制約のもとで木探索を行う．ま
た，最終段における推定誤差の値が増加し始めた段階で，枝刈りを行うことにより探索
範囲を更に限定する．前項に記した二分割交差検定に基づく形状回帰モデルの学習で
は，訓練用データへの過学習が発生し，テスト用データにおける推定精度の悪化が予想
される．したがって，形状回帰モデルの全体構造の適応的設計では訓練用データを三分
割し，二つを前項の手法による学習に用いる．その後，学習された形状回帰モデルに対
して残りの一つを用いて推定誤差により評価する．これにより，学習に利用するデータ
の数は減少するが，学習された形状回帰モデルに対して，訓練用データと独立なテスト
用データによる汎化性能の評価が可能である．
3.4 顔特徴点検出実験
提案手法である SIFT記述子を用いた形状回帰モデルの適応的設計手法の有効性を
示すために，300-Wデータセット [40]を用いた顔特徴点検出実験を行う．300-Wは，
XM2VTS [31]，LFPW [36]，AFW [37]，およびHelen [38]の四種類の既存のデータセッ
トを混合し，顔領域のバウンディングボックスと正解顔形状の再設定を行ったデータ
セットである．また，極端な照明条件や激しい表情変化，部分遮蔽が多く含まれるオ
リジナルのデータセットとして IBUGが追加されている．本実験では，文献 [44,45]に
倣い，AFW（337枚），訓練用 LFPW（811枚），および訓練用Helen（2000枚）の計
3148枚を訓練用データとする．また，IBUG（135枚），テスト用LFPW（224枚），お
よびテスト用Helen（330枚）の計 689枚をテスト用データとする．さらに，テスト用
LFPWおよびテスト用Helenを \Common"，IBUGを \Challenging"とするサブセット
を定義し，これら二つを合わせて \Full-set"と定義する．XM2VTSは照明条件が整え
られた顔画像のデータセットであるため，訓練用データおよびテスト用データから除外
されている．
顔画像の正規化では，すべてのデータセットの画像に対してグレースケール化を行っ
た後，バウンディングボックスの長辺が 125画素となるように拡大縮小している．その
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Original image 
250
Normalized image 
図 3.5 顔画像の正規化
後，バウンディングボックスを中心とする一辺が 250画素の画像に正規化している．顔
画像の正規化の例を図 3.5に示す．図 3.5において，元画像とバウンディングボックス
を左図，正規化後の画像と 125画素のバウンディングボックスを右図に示している．顔
特徴点の数K = 68とし，300-Wデータセットで与えられる全特徴点を用いる．顔特徴
点検出の推定精度の評価では，正解顔形状と推定した顔形状の各特徴点の平均ユーク
リッド距離を両瞳間のユークリッド距離で割った正規化誤差を用いる．
本実験で使用したプログラムは，すべてVC++2013で開発を行った．顔特徴点検出
実験は，Windows 7 OS，intel i7-2600プロセッサ，16GBメモリで構成される汎用PC
により実行した．上記の実験環境ではRenらの手法 [45]と同じCPUを用いており，計
算時間に関する評価は同一条件となっている．形状回帰モデルのパラメータとして，段
数 T = 5，サンプリング数M = 10とする．また，本実験では，SIFT記述子の適応的
設計と形状回帰モデルの全体構造の適応的設計の影響を比較するために，1段目のセル
サイズは 1段目のみの交差検定により両者が同じ値を持つようにした．
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3.5 顔特徴点検出実験結果
3.5.1 SIFT記述子の適応的選択による影響
表 3.1に，貪欲法に基づく SIFT記述子の適応的設計による推定誤差への影響を示す．
NB 欄の 4(PCA)は，従来手法 [42]の設定パラメータとして，各段の SIFT記述子を
NB = 4，NC = 8に固定したときの結果である．また，累積寄与率 98%の主成分分析に
よって特徴量を次元削減した後，最小二乗推定することで形状回帰モデルを学習してい
る．NB欄の 4(RIDGE)は，NB = 4，NC = 8で固定している点は前述の設定と同じで
あるが，リッジ回帰を用いて形状回帰モデルを学習した結果である．結果の下 3行は提
案手法の結果を示しており，NC欄の 5つの数字は左から順に形状回帰モデルの段数に
おける選択されたセルサイズである．例として，\8{8{8{8{8"は，形状回帰モデルの 1
段目から 5段目の全段においてNC = 8であることを意味する．
表 3.1では，提案手法によって SIFT記述子のパラメータを適応的に設計することで，
推定誤差が減少することが明らかとなった．また，主成分分析による次元削減だけで
は形状回帰モデルは過学習の影響を軽減できず，他の手法と比較して推定精度は悪化し
た．提案手法の結果では，NB = 3のときに最も推定精度が高い結果となった．ただし，
提案手法はすべての条件において推定精度に大きな差は見られず，4(RIDGE)の結果と
比較して同等以上の推定精度を達成している．
SIFT記述子の適応的選択により選ばれたセルサイズは，通常の SIFTと比較すると，
1段目と 2段目で非常に大きな値が選択された．対照的に，すべてのブロックサイズに
おいて 5段目に選択されたセルサイズは 3であった．このため，SIFT記述子を用いた
形状回帰モデルにおいても，2点間の輝度値の差分特徴に基づく手法 [41, 45]と同様の
傾向が確認された．これは，提案手法が学習の初期で大きな変動を学習し，後期で細か
な変動を学習することで，推定精度が向上することを示している．したがって，形状回
帰モデルを用いた顔特徴点検出において，適切な領域から特徴量を抽出することが重要
であることが明らかとなった．
3.5.2 全体構造の適応的設計による影響
表 3.2に，組み合わせ最適化による形状回帰モデルの全体構造の適応的設計による推
定誤差への影響を示す．表 3.1と比較すると，訓練用データの数が減少しているにも関
わらず，僅かではあるがすべての結果において推定精度の向上が確認された．貪欲法に
基づく SIFT記述子の適応的設計と比較すると，選択されたセルサイズは 2段目で減衰
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しないという異なる傾向が見られた．したがって，従来よく用いられてきた貪欲法によ
る形状回帰モデルの学習は，2段目以降で大域的な変動よりも細かな変動を学習しやす
いという傾向が明らかとなった．これが原因で過学習の原因となっていると考えられ
る．対照的に，全体構造の適応的設計を行う場合には，2段目以降においても大域的な
変動を重視する傾向が見られた．これにより，推定精度が向上することを示した．
全体構造の適応的設計によって推定された SIFT記述子のパラメータを用いて，より
過学習が起きにくい条件設定で学習された形状回帰モデルの結果を表 3.3に示す．表 3.3
では，訓練用データを 10分割し，各段の回帰モデルを 10分割交差検定の枠組みで学習
を行った．また，訓練用データを左右反転させた画像を学習に追加することで，学習に
使用した画像は同一であるが，疑似的に訓練用データを倍増させている．さらに，画像
サイズの影響について検証するために，200 200，250 250，300 300の 3通りの画
像サイズについて学習を行った．表 3.2の結果と比較すると，画像サイズ 250 250に
おいて，すべての条件において推定精度の向上が示された．上記の条件を全体構造の適
応的設計に用いることは計算コストの観点から困難であるが，SIFT記述子のパラメー
タは別の実験条件においても利用可能であり，学習画像の追加や交差検定の条件を変更
することでチューニングが可能であることを示した．また，画像サイズを変化させた場
合の推定精度に関して，3種類の画像サイズすべてで大きな差異は見られなかった．こ
れは，提案手法によって適切な SIFT記述子が選択されたことで，画像サイズを変化さ
せた場合であってもほぼ同等の推定精度が得られたためである．
図 3.6，図 3.7，および図 3.8に，それぞれテスト用Helen，テスト用 LFPW，および
IBUGデータセットに対する顔特徴点検出結果を示す．各図において，推定精度の高い
順に左上から右下へ表示してあり，最も右下の図はデータセット内で最も結果が悪化し
た結果を意味する．これらの結果から，提案手法を用いた顔特徴点検出は，照明条件や
眼鏡などのアクセサリーに対して頑健に顔特徴点を検出していることが分かる．しかし
ながら，特に IBUGデータセットにおいて，部分遮蔽や大きな顔向きに変化によって顔
特徴点検出が失敗する傾向も見られた．これは IBUGデータセットは訓練用データセッ
トに含まれない部分遮蔽や顔向きの変化を含むためであると考えられる．
3.5.3 従来手法との比較
表 3.4に，従来手法との顔特徴点検出の推定精度の比較を示す．従来手法として，提
案手法と同条件で推定精度の評価を行っている Zhangらによる手法 [44]とRenらによ
る手法 [45]を比較に用いた．Renらの手法は高速版と高精度版の二種類の結果が報告
されているが，本論文では高精度版と比較する．この手法は現在報告されている最も高
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表 3.1 SIFT記述子の適応的選択による推定誤差の比較
NB NC Full-set Common Challenging
4(PCA) [42] 8{8{8{8{8 0.0791 0.0601 0.1568
4(RIDGE) 8{8{8{8{8 0.0684 0.0502 0.1430
2 21{16{7{4{3 0.0667 0.0488 0:1400
3 16{12{5{3{3 0:0662 0.0481 0.1407
4 13{10{4{3{3 0.0665 0:0479 0.1431
表 3.2 全体構造の適応的設計による推定誤差の比較
NB NC Full-set Common Challenging
2 21{21{11{6{3 0.0653 0.0483 0:1352
3 16{16{11{5{3 0:0649 0:0473 0.1373
4 13{13{9{5{3 0.0659 0.0475 0.1414
表 3.3 学習条件の変化による推定誤差の比較
(左右反転画像追加，10分割交差検定，画像サイズ変更)
Image size NB NC Full-set Common Challenging FPS
2 17{17{9{5{3 0.0639 0.0481 0.1287 1350
200200 3 13{13{8{4{3 0.0628 0.0469 0.1280 885
4 10{10{6{4{3 0.0633 0.0470 0.1304 603
2 21{21{11{6{3 0.0632 0.0471 0.1289 1005
250250 3 16{16{11{5{3 0:0622 0.0462 0:1279 725
4 13{13{9{5{3 0.0624 0:0459 0.1303 525
2 25{24{11{6{3 0.0635 0.0470 0.1311 758
300300 3 17{17{11{5{3 0.0623 0.0460 0.1293 582
4 14{13{8{4{3 0.0625 0.0460 0.01304 446
表 3.4 他の手法との推定誤差の比較
Methods Full-set Common Challenging FPS
Zhang et al [44] 0.0697 0.0558 0.1383 |
Ren et al [45] 0.0632 0.0495 0:1198 320
Proposed(250250, NB = 3) 0:0622 0:0462 0.1279 725
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図 3.6 テスト用 LFPWの顔特徴点検出結果
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図 3.7 テスト用Helenの顔特徴点検出結果
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図 3.8 テスト用 IBUGの顔特徴点検出結果
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Input image 
3rd stage 4th stage 5th stage 
1st stage 2nd stage 
図 3.9 学習された SIFT記述子の計算領域
精度な実時間顔特徴点検出手法のひとつである．表 3.4において，従来手法のFPSの値
は参考文献 [45]から引用しており，本実験と同一のCPUを用いた結果である．
表 3.4より，提案手法はFull-setおよびCommonデータセットにおける評価において，
従来手法より高精度である結果が示された．ただし，Challengingデータセットにおい
ては，Renらの手法は提案手法より高精度である結果となった．Renらの手法は 2点間
の輝度値の差分特徴を用いた形状回帰モデルであり，提案手法で使用している SIFT記
述子を用いた形状回帰モデルとは特性が異なることが明らかとなった．比較結果より，
大きな顔向きの変化や部分遮蔽が多く含まれる条件においてはバイナリ特徴に基づく手
法が有効であり，高精度な顔特徴点検出が要求される場面では SIFT記述子に基づく手
法が特に有効であると考えられる．
3.6 考察
提案手法は，SIFT記述子を用いた形状回帰モデルに対し，特徴量の計算領域を適応
的に設計することで高精度化を実現した．ここで，提案手法によって選択された SIFT
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表 3.5 形状回帰モデルにおける累積計算時間と推定誤差の関係性
1st stage 2nd stage 3rd stage 4th stage 5th stage (6th stage)
Time [ms] 545 646 747 849 950 (1053)
Error 0.1238 0.0821 0.0700 0.0648 0.0622 (0.0620)
記述子の特徴について考察する．特徴量の計算に使用される領域を可視化した図 3.9に
示す．各図において，色を薄く示した領域は特徴量の計算に使用されない領域を意味す
る．図 3.9より，1段目および 2段目では，顔全体の画素が使用されていることが分か
る．一方で，4段目および 5段目では，特徴点周辺の局所領域のみの画素が選択されて
いる．したがって，提案手法は，1段目および 2段目において顔全体から特徴量を計算
することで大域的な動きに対応し，4段目および 5段目は顔特徴点位置を微調整する役
割を果たしていると考えられる．
また，図 3.9は，特に 1段目および 2段目の画像の中心付近で，同じ画素が何度も特
徴量計算に使用されていることが分かる．提案手法は特徴量の計算に SIFT記述子を
利用しているが，SIFT記述子は本来，計算速度が遅いという問題点を持つ．ここで，
提案手法は 250  250 = 62; 500画素であることに注目する．一般的な SIFT記述子は
32 32 = 1024画素から計算される．また，今回使用した顔特徴点の数K = 68，多段
構造の予測器の段数 T = 5であるため，累計で 314; 860画素から輝度勾配を計算して
いる．このことからも，同一の画素から輝度勾配を複数回計算していることが分かる．
したがって，3.3.1項で述べた画像全体の輝度勾配方向ごとに作成した積分画像を用い
ることで，SIFT記述子の高速な演算が可能である．
本実験において最も高い推定精度が得られた 250 250画素，NB = 3における，提
案手法の累積実行時間と推定精度の詳細を表 3.5に示す．この表では，5段の形状回帰
モデルに加えて 6段目の追加学習を行った結果についても表記した．250 250画素の
画像サイズにおいて，積分画像の計算に必要な時間は 436msであり，回帰モデルの計
算時間は各段で約 102msであった．6段目の追加学習では，テスト用データセットに対
する推定誤差の減少は 0.3%程度であったため，5段目で得られた結果はほぼ収束してい
ると考えられる．画像のロード時間を除くと，テスト用データセット 689枚に対する提
案手法の実行時間は，950ms(725fps)を達成している．表 3.4より，同一のシステム構
成においてRenらの手法は 320fpsであることを考慮すると，提案手法は従来手法より
も同等以上の推定精度で 2倍以上の高速動作を実現している．したがって，提案手法に
より，静止画像を用いた高速・高精度な顔特徴点検出を実現した．
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3.7 本章の結論
本章では，静止画像を用いた顔特徴点検出の高速・高精度化手法を提案した [126]．静
止画像を用いた顔特徴点検出手法において，形状回帰モデルと呼ばれるカスケード構造
を持つ回帰モデルが注目されているが，回帰モデルの学習において特徴量の設計を経験
的に手動で設定する問題が残されており，形状回帰モデルの性能を最大限に発揮できて
いないことが問題となっていた．そこで本論文では，SIFT記述子を用いた形状回帰モ
デルにおいて，従来経験的に決定されていたパラメータを適応的に設計することで顔特
徴点検出の高精度化を実現する手法を提案した．まず，形状回帰モデルに使用される各
回帰モデルにおいて，交差検定の枠組みに基づく貪欲法により，SIFT記述子の計算領
域に関するパラメータを適応的に設計することが可能となった．さらに，木探索アルゴ
リズムによる組み合わせ最適化問題の枠組みで，形状回帰モデルの全体構造を適応的
に設計する手法を提案し，顔特徴点検出の推定精度が向上することを確認した．実験で
は，300-Wデータセットを用いた評価により，提案手法は従来手法と比較して高速・高
精度な顔特徴点検出を実現することを示した．提案手法を用いることで，短時間で正確
な顔画像解析ができるようになると考えられるため，犯罪捜査における監視カメラの解
析などの大領の画像を高精度に解析することが求められる場面で特に有効であると考え
られる．
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第4章
2ステップアルゴリズムを用いた
平面画像追跡の高速化
4.1 本章の概要
第 2章では，静止画像および動画像における顔特徴点検出の問題点について言及し，
それぞれに高速・高精度化が不可欠であることを述べた．また，第 3章で静止画像にお
ける顔特徴点検出の高速・高精度化について記した．本論文の第 4章および第 5章では，
動画像における顔特徴点検出の高速・高精度化について述べる．
2.7節で述べたとおり，動画像を用いた顔特徴点検出では，時系列信号処理に基づく
顔特徴点追跡手法が有効である．顔特徴点追跡に関する従来手法では，計算量と追跡性
能に未だ改善すべき問題が残されている．本章では，動画像における顔特徴点追跡の高
速・高精度化のための基礎理論として，まず平面画像追跡問題を取り扱う．顔特徴点追
跡問題は平面画像追跡問題の一般的な拡張であるため，平面画像追跡に関する理論を発
展させることで顔特徴点追跡に応用可能である．
平面画像追跡問題の従来手法として IC法が提案された．従来手法では，追跡対象画
像のマッチングに関する最適化問題を解く必要があるが，最適化で用いられるガウス-
ニュートン法の収束が遅く，計算コストが高いことが問題である．本章では，平面画像
追跡の計算コスト削減を目的とし，新たな平面画像追跡手法を提案する．
提案手法は最適化問題を直接解くのではなく，局所的な追跡問題を解く第 1ステップ
と大域的な追跡問題を解く第 2ステップで分割して解く．本論文では，提案手法を 2ス
テップアルゴリズムと呼ぶ．まず，4.2節で平面画像追跡の定式化の詳細について概説
する．続く 4.3節では，平面画像追跡手法として LK法および IC法について述べた後，
2ステップアルゴリズムを提案する．4.4節では，テスト用画像を用いた平面画像追跡の
シミュレーションについて説明する．4.5節にシミュレーション結果を示すと共に，4.6
節で結果について考察する．そして最後に，4.7節で本章の結論を述べる．
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図 4.1 世界座標系およびカメラ座標系の例
4.2 平面画像追跡の定式化
平面画像追跡は，テンプレート画像と呼ばれる追跡対象となる画像の位置を入力画像
から推定し，動画像の時系列変化を逐次追跡する問題である．本論文では，3次元空間
中に配置された平面画像を追跡対象とする問題を考える．
まず，図 4.1に示す世界座標系およびカメラ座標系を考える．世界座標系の原点をOw，
各軸をそれぞれXw，Yw，Zwとする．同様に，カメラ座標系の原点をOc，各軸をそれ
ぞれXc，Yc，Zcとする．世界座標系は 3次元空間全体の原点を定義する座標系であり，
カメラ座標系はピンホールカメラにおける光学中心 (ピンホール位置)を原点に持つ座
標系である．3次元空間中に配置されたテンプレート画像は，ピンホールカメラモデル
に従ってスクリーンに投影される．ピンホールカメラモデルに基づく画像の投影は透視
投影変換と呼ばれる．本来のピンホールカメラモデルは光学中心の背面に配置された
スクリーン上に転置して投影されるが，計算の簡略化のために図 4.1のような前面にス
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クリーンを配置するモデルを考える．また，テンプレート画像を Iとし，その座標を
u = [u v]>と定義する．uは透視投影変換によってスクリーン上の座標u = [u v]>
に写像される．
次に，透視投影変換について考える．テンプレート画像 I中の座標uを世界座標系
に変換した同次座標表現を xw = [xw yw zw 1]>とする．ただし，図 4.1に示すように，
テンプレート画像がXwYw平面上に配置される場合，zwは 0となる．したがって，u
の要素に zwと 1を付加したベクトルが世界座標系の同次座標表現となる．また，uを
カメラ座標系に変換した同次座標表現を xc = [xc yc zc 1]>とする．このとき，透視投
影変換は以下の式で表される．
h
264uv
1
375 =
264f 0 u0 00 f v0 0
0 0 1 0
375
26664
xc
yc
zc
1
37775 (4.1)
26664
xc
yc
zc
1
37775 =
26664
R11 R12 R13 tx
R21 R22 R23 ty
R31 R32 R33 tz
0 0 0 1
37775
26664
xw
yw
zw
1
37775 (4.2)
ここで，(4.1)式における hは同次座標表現に伴う係数，f はカメラの焦点距離，u0
および v0は定数である．また，(4.2)式におけるRijは 3次元回転行列Rの i行 j列の
要素，t = [tx ty tz]>は平行移動に関するパラメータである．ただし，3次元回転行列は
ヨー角，ピッチ角，およびロール角の 3種類の回転角表現  = [y p r]>によって表現
される．
R() = Ry(p)Rx(y)Rz(r)
=
264 cos p 0 sin p0 1 0
  sin p 0 cos p
375
2641 0 00 cos y   sin y
0 sin y cos y
375
264cos r   sin r 0sin r cos r 0
0 0 1
375 (4.3)
ここで，Rx，Ry，およびRzはそれぞれX軸，Y 軸，およびZ軸を軸とする回転行
列を意味する．
上記の透視投影変換において，(4.1)式の変換行列はカメラ内部行列と呼ばれる．カ
メラ内部行列は，パラメータ f，u0および v0を持つが，これらはピンホールカメラの
物理特性に基づく定数である．したがって，カメラ内部行列は定数行列と見做すことが
できる．一方で，(4.2)式の変換行列は回転と平行移動によって世界座標系からカメラ
座標系に変換する行列であり，回転パラメータ および平行移動パラメータ tを持つ．
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u
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図 4.2 ワープ関数の例
ここで，これら二つのパラメータを合わせて p = [t> >]>とする．したがって，行列
に変数は 12個存在するが，自由度は 6である．このとき，(4.1)式と (4.2)式を用いた
透視投影変換を，新たにパラメータ pを用いて次式で表現する．
u =W(u;p) (4.4)
Wはワープ関数 [50]と呼ばれており，テンプレート画像 Iの座標 uをスクリーン
上の座標uに変換する関数である．
次に，ワープ関数Wを用いて平面画像追跡問題の定式化を考える．入力画像 Iが与
えられたとき，平面画像追跡問題は，テンプレート画像 Iの座標uと入力画像 Iに写
像された uの対応関係が一致するワープを見つける問題と考えることができる．ワー
プ関数を用いた写像の例を図 4.2に示す．この図では，テンプレート画像 Iに対応す
る画像領域が入力画像 I中に白枠で示されている．また，テンプレート画像 Iの座標
uに対応する入力画像 Iの座標はW(u; p)で表現することができる．
最適なパラメータ pが与えられると，次式が成り立つことが考えられる．
I(u) = I(W(u; p)) (4.5)
ここで，I(u)と I(u)は，それぞれテンプレート画像と入力画像における座標 uの
輝度値とする．(4.5)式はワープ関数W で対応付けられたテンプレート画像 Iと入力
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画像 Iの輝度値が一致することを意味している．実際には，拡大縮小や回転などの影響
による標本化誤差および量子化誤差が発生するため，これらの輝度値は完全には一致し
ない．
したがって，実際の平面画像追跡では，次式の最適化問題を解くことで，輝度値の誤
差が最小となるパラメータ pを見つける．
p = argmin
p
MX
m=1
h
I(W(um;p))  I(um)
i2
(4.6)
ここで，M はテンプレート画像 Iの画素数であり，umはm番目の画素の座標であ
る (1  m M)．
4.3 平面画像追跡手法
4.3.1 LK法
(4.6)式は，入力画像 Iとワープ関数Wの非線形性により，非線形最適化問題となる．
したがって，ニュートン法などの非線形最適化手法を用いて繰り返し解を更新するアル
ゴリズムを用いて解くことができる．
まず，(4.6)式の最小化問題を次式の形に書き直す．
MX
m=1
h
I(W(um;p+p))  I(um)
i2
(4.7)
これは，pをある初期値とし，その増分を更新量として求めるものである．したがっ
て，(4.7)式はpに関する最小化問題となる．p = 0周りの 1次テイラー展開により，
(4.7)式を線形近似すると，次式を得る．
MX
m=1

I(W(um;p)) +rI
@W
@p
p  I(um)
2
(4.8)
ただし，
rI =

@I
@u
@I
@v

(4.9)
@W
@p
=
2664
@u
@tx
@u
@ty
@u
@tz
@u
@y
@u
@p
@u
@r
@v
@tx
@v
@ty
@v
@tz
@v
@y
@v
@p
@v
@r
3775 (4.10)
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である．rIは入力画像 Iの座標W(um;p)における勾配である．画像の勾配は近傍画
素の輝度値の差分から計算するソーベルフィルタによって求められる．直感的には，u
および vが 1増加したときの輝度値の増分がそれぞれの勾配となる．@W
@p
は (4.10)式で
与えられるが，具体的には次式によって計算される．
@W
@p
=
@W
@xc
@xc
@p
(4.11)
@W
@xc
=
2664
f
zc
0  fxc
z2c
0
f
zc
 fyc
z2c
3775 (4.12)
@xc
@p
=
264R11 R12 R13 R11zw  R13xw R13yw  R12zw R12xw  R11ywR21 R22 R23 R21zw  R23xw R23yw  R22zw R22xw  R21yw
R31 R32 R33 R31zw  R33xw R33yw  R32zw R32xw  R31yw
375 (4.13)
(4.8)式はpに関する二次形式となっている．したがって，その勾配を 0とする線
形方程式を解くことで (4.8)式の最小化問題を解くことができる．(4.8)式を最小化する
pは次式で与えられる．
p =H 1
MX
m=1

rI @W
@p
> h
I(um)  I(W(um;p))
i
(4.14)
ただし，Hはヘッセ行列である．一般的には，ガウス-ニュートン法を用いることで
次式の形で与えられる．
H =
MX
m=1

rI @W
@p
> 
rI @W
@p

(4.15)
(4.14)式によってpを求めた後，次式によってパラメータ pを更新する．
p p+p (4.16)
そして新たに得られた pを用いて (4.7)式の最適化問題を再び解く．これを解が収束
するまで繰り返し，最終的に得られた pをパラメータの推定値 pとすることで，(4.6)
式の最適化問題を解くことができる．
動画像のフレーム更新によって新たな入力画像が得られたとすると，前の時刻のパラ
メータの推定値 pを初期値として新たに (4.7)式の最適化問題を解く．これを入力画像
が得られるたびに行うことで，動画像中の平面画像追跡が実現される．上記のアルゴリ
ズムは LK法 [84]と呼ばれ，平面画像追跡の基礎となっている．
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4.3.2 IC法
LK法では，パラメータの更新が行われる度に (4.9)式-(4.13)式によって勾配rI @W
@p
を再計算する必要がある．このことが原因で，LK法は計算コストが高いという問題点
が存在する．この問題を解決するために，LK法と同一の最小化問題に対して，計算コ
ストを削減した手法が IC法である．
まず，(4.6)式の最小化問題を次式の形に書き直す．
MX
m=1
h
I(W(um; p))  I(W(um;p))
i2
(4.17)
pを初期値とする点は LK法の (4.7)式と同じであるが，更新量pはテンプレート
画像 Iに関するワープ関数の変数である点が異なる．LK法はテンプレート画像 Iの
輝度値と一致するように，入力画像 Iの参照画素を更新する手法であった．IC法は逆
に，パラメータpで得られる入力画像 Iの輝度値と一致するように，テンプレート画像
の参照画素を更新する手法となっている．
p = 0周りの 1次テイラー展開により，(4.17)式を線形近似すると，次式を得る．
MX
m=1

I(W(um;0)) +rI
@W
@p
p  I(W(um;p))
2
(4.18)
ここで，W(u;0)はuの恒等写像 (ワープ)とする．(4.18)式はpに関する二次形式
となっているため，勾配が 0となる線形方程式を解くことで (4.18)式を最小化できる．
(4.18)式を最小化するpは次式で与えられる．
p =H 1
MX
m=1

rI@W
@p
> h
I(W(um;p))  I(um)
i
(4.19)
ただし，Hはヘッセ行列である．(4.15)式と同様に，ガウス-ニュートン法を用いて
次式の形で与えられる．
H =
MX
m=1

rI@W
@p
> 
rI@W
@p

(4.20)
IC法では，(4.19)式によってpを求めた後，次式でパラメータ pを更新する．
W(u;p) W(u;p) W(u; p) 1 (4.21)
ここで，W(u;p) 1 はW(u;p)の逆変換であり，(4.21)式は二つのワープにおいて
(4.2)式で表される変換行列を合成したワープを意味する．直感的な例を挙げると，テ
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ンプレート画像を左に 1画素ずらすことで入力画像と一致するとき，入力画像を右に 1
画素ずらす (逆変換)ことでも一致させることができる，ということを意味する．
その後，LK法と同様に，更新された pを用いて (4.17)式の最適化問題を解く．解が
収束するまでこれを繰り返し，最終的に得られた pをパラメータの推定値 pとするこ
とで，(4.6)式の最適化問題を解くことができる．
IC法はテンプレート画像 Iのワープに関する最適化問題として立式されるが，更新
されるのは入力画像 Iのワープに関するパラメータである．すなわち，rI @W
@p
は常に
一定であり，LK法とは異なり，解の更新の度に勾配やヘッセ行列，逆行列演算を再計
算する必要がない．また，先行研究 [50]により，IC法と LK法の収束に必要な解の更
新回数はほぼ一致することが確認されている．したがって，IC法は LK法と同等の性
能で高速に計算可能であり，平面画像追跡問題では通常 IC法が用いられる．
4.3.3 提案手法：2ステップアルゴリズム
IC法の開発により，LK法は高速に計算できるようになった．しかしながら，平面画
像追跡問題として立式された (4.6)式は，非常に複雑な非線形性を持つ最適化問題であ
る．ガウス-ニュートン法を用いることで非線形最適化問題を解くことができるが，こ
の問題点として収束が非常に遅いことが挙げられる．平面画像追跡では，前の時刻にお
けるパラメータの推定値 pを初期値として非線形問題を解いている．その結果，フレー
ム間で平面画像の位置や姿勢が大きく変動すると，収束するまでに必要な解の更新回数
は増加する．
上記の問題は，前の時刻における推定値を非線形最適化問題に用いるパラメータの初
期値として利用することが起因している．もし，(4.6)式の最適化問題における近似解
を高速に求めることができるのであれば，それを初期値として IC法を適用することで，
解の更新回数が増大する問題を解決できると考えられる．そこで本論文では，この発想
に基づく 2ステップアルゴリズムを提案する．2ステップアルゴリズムは，最適化問題
の近似解を高速に求める第 1ステップと，第 1ステップで得られた近似解を初期値とし
て IC法を用いる第 2ステップによって構成される．
第 1ステップ
第 1ステップでは，(4.6)式で与えられる最適化問題の近似解を高速に求める．本論
文では，平面画像追跡問題における近似解を高速に求めるための着想として，図 4.1に
示す 3次元空間の光学系を考慮せず，2次元画像上の問題として考える．また，テンプ
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図 4.3 テンプレート画像 Iの特徴点 akと入力画像 I 0上の座標 a0kの例
レート画像全体の輝度値を用いるのではく，テンプレート画像の特徴点を追跡すること
で平面画像追跡に利用する．
まず，現時刻における入力画像を I，前の時刻における入力画像と平面画像追跡のパ
ラメータの推定値をそれぞれ I 0，p0とする．また，テンプレート画像 IにK個の特徴
点 fakgKk=1を定義する．前の時刻において，これらの特徴点は入力画像 I 0の fa0kgKk=1に
位置する．ただし，
a0k =W(ak;p0) (4.22)
である．ここで，前の時刻の入力画像に関する平面画像追跡の変数はすべて既知とす
る．K = 5における例を図 4.3に示す．
このとき，前の時刻の入力画像 I 0の特徴点 fa0kgKk=1が，現時刻の入力画像 Iにおいて
どの位置に対応するかを考える．時系列で連続した画像間において，前の時刻の画像中
の特徴点をその次の時刻の画像から検出する処理は，特徴点追跡と呼ばれる．したがっ
て，前の時刻の入力画像 I 0および特徴点 fa0kgKk=1が与えられたとき，現時刻の入力画
像 Iに対して特徴点追跡を行うことで，現時刻の特徴点 fakgKk=1が求められる．
特徴点追跡では，オプティカルフロー [127]と呼ばれる手法が最も一般的に採用され
る．オプティカルフローは 2次元画像 (空間)における特徴点の周辺領域に関する LK
法として立式され，4.3.1項と同様に，非線形最適化問題を解くことで特徴点の移動量
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Original image Rotation + Optical flow 
図 4.4 オプティカルフローの例
fakgKk=1を求め，
ak = a
0
k +ak (4.23)
によって新たな特徴点の座標が求められる．オプティカルフローの例を図 4.4に示す．
この例は，元画像に対して回転処理を行った画像を用いて 1000点のオプティカルフロー
を求めた結果であり，特徴点の座標変化を黒線で示した．
4.3.1項で述べた 3次元空間における LK法は推定すべきパラメータが 6変数である
のに対し，特徴点あたりのオプティカルフローの推定すべきパラメータ (ak)は 2変
数である．このため，オプティカルフローは容易に解くことができ，高速に特徴点追跡
を実行できる．ただし，オプティカルフローは特徴点の平行移動に対しては厳密に計算
可能であるが，拡大縮小や 3次元回転は考慮されていない．拡大縮小や 3次元回転が含
まれる場合 (図 4.4)においてもオプティカルフローを求めることはできるが，追跡結果
は誤差を含むことに注意しなければならない．
前の時刻の入力画像 I と特徴点 fa0kgKk=1を用いて，現時刻の入力画像 I に対するオ
プティカルフローを求めることで，現時刻の特徴点 fakgKk=1が得られたとする．次に，
K個の特徴点を用いて，平面画像追跡のパラメータ pを求めることを考える．この問
題は，特徴点 akを写像するワープW(ak; ~p)を見つけることに等しい．~pは第 1ステッ
プにおけるパラメータの推定値である．したがって，次式の最適化問題を解くことで，
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~pを求めることができる．
~p = argmin
p
KX
k=1
W(ak;p)  ak2 (4.24)
前の時刻のパラメータの推定値 p0を初期値として，最適な更新量pを求める問題
に書き換えると，次式が得られる．
KX
k=1
W(ak;p0 +p)  ak2 (4.25)
次に，p = 0周りの 1次テイラー展開により (4.25)式を線形近似すると，次式が得
られる．
KX
k=1
a0k + @W@p p  ak
2 (4.26)
だたし，式の変形には (4.22)式を用いた．(4.8)式や (4.18)式と同様に，(4.26)式は
pに関する二次形式であるため，勾配が 0となる線形方程式を解くことで (4.26)式を
最小化できる．(4.26)式を最小化するpは次式で与えられる．
p =H 0 1
KX
k=1

@W
@p
> h
ak   a0k
i
(4.27)
ここで，H 0はヘッセ行列であり，次式によって求められる．
H 0 =
KX
k=1

@W
@p
> 
@W
@p

(4.28)
最後に，(4.27)式で求めたpを用いて，第 1ステップにおけるパラメータの推定値
~pを求める．
~p = p0 +p (4.29)
上記のアルゴリズムは，拡張現実におけるマーカーの姿勢推定 [128]などの場面でも
利用される．厳密には，(4.24)式は非線形最適化問題であり，収束するまで (4.25)-(4.28)
式を用いた解の更新を繰り返す必要がある．ただし，第 1ステップは第 2ステップで実
行される IC法の初期値を求めるステップであり，おおまかに近似解を求めればよい．し
たがって，実際の実装では解の更新は 1回のみ行われる．これは，(4.25)式の最適化問
題を最小二乗推定によって解くことを意味する．
以上のことから，第 1ステップはK回のオプティカルフローと 1回の最小二乗法に
よって構成される．これらの計算コストは通常の IC法と比較すると非常に低いため，
高速に近似解を求めることができる．
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Test image (Lena) 
Template image 
図 4.5 テスト用画像 (Lena)とテンプレート画像
第 2ステップ
第 2ステップでは，第 1ステップで求めたパラメータの近似解 ~pを初期値として IC法
を用いて (4.6)式の最適化問題を解く．したがって，IC法を用いた定式化において (4.17)
式の最小化問題を次式の形に書き直す．
MX
m=1
h
I(W(pm; p))  I(W(um; ~p))
i2
(4.30)
(4.30)式は，初期値 pが ~pに置き換えられていること以外は全く同じ形である．した
がって，通常の IC法と同様に，(4.18)-(4.21)式に従って最適化問題を解けばよい．た
だし，第 1ステップで近似解を求めておくことで，第 2ステップで収束するまでに必要
な解の更新回数は減少すると考えられる．
4.4 平面画像追跡シミュレーション
2ステップアルゴリズムを用いた平面画像追跡手法の有効性を示すために，テスト用
画像を用いたシミュレーションを行う．本シミュレーションでは，図 4.5に示すテスト
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用画像 (Lena)とテンプレート画像を用いた．テンプレート画像はテスト用画像の白枠
で示された領域をトリミングすることで得られ，毛皮状の複雑なパターンを含む箇所を
選んだ．テスト用画像は 512 512画素，テンプレート画像は 50 50画素の解像度を
持ち，両者とも 8ビット量子化によりグレースケール化されている．
(4.1)式のカメラ内部行列のパラメータにおいて，焦点距離 f = 350とした．ここで，
本シミュレーションでは，テンプレート画像は世界座標系から焦点距離 fと同じ距離だ
けZw軸方向に平行移動させている．u0および v0は，恒等写像W(;0)によってテスト
用画像中のテンプレート領域が中心に位置するように設定した．平面画像追跡のパラ
メータ pはGround truthとして定常信号である正弦波信号と非定常信号であるチャー
プ信号の 2条件でシミュレーションを行った．シミュレーション用の正弦波信号として
次式の関数を使用した．
tx(t) = 50 sin(0:055t+ 11)
ty(t) = 50 sin(0:050t+ 10)
tz(t) = 50 sin(0:045t+ 9) + 100
p(t) = 0:25 sin(0:040t+ 8)
y(t) = 0:25 sin(0:035t+ 7)
r(t) = 0:25 sin(0:030t+ 6)
(4.31)
また，シミュレーション用のチャープ信号として次式の関数を使用した．
tx(t) = 50 sin(0:00055t
2)
ty(t) = 50 sin(0:00050t
2)
tz(t) = 50 sin(0:00045t
2) + 100
p(t) = 0:25 sin(0:00040t
2)
y(t) = 0:25 sin(0:00035t
2)
r(t) = 0:25 sin(0:00030t
2)
(4.32)
両者の設定において，全変数の周波数を異なる値に設定した．tz(t)に関しては，テ
スト用画像が過度に縮小されることを防ぐためにバイアスとして 100を加えている．正
弦波信号を用いたシミュレーションでは全フレーム数を 300に設定し，チャープ信号を
用いたシミュレーションでは追跡が失敗するまで実行した．
IC法の収束条件として，更新量pに閾値を設定した．平行移動に関するパラメー
タ tの閾値は 0.01，3次元回転角に関するパラメータ の閾値は 0.001に設定した．す
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べての変数に関して，更新量pの要素が上記の閾値以下になるまで，解の更新を繰り
返し行った．また，2ステップアルゴリズムのパラメータとして，特徴点数K = 5に設
定した．図 4.3の例と同様に，テンプレート画像のコーナーおよび中心を特徴点として
用いた．
本シミュレーションには，Visual C++ 2008で作成されたプログラムを使用した．た
だし，画像処理用のライブラリとしてOpenCV 1.1，線形代数に関する数値計算用のラ
イブラリとして Eigen 3.1.3を使用している．本シミュレーションの実行は，Windows
7 OS，intel Core-i7-2720QMプロセッサ，8GBメモリによって構成される汎用 PCに
よって行われた．
4.5 シミュレーション結果
平面画像追跡シミュレーションの結果を図 4.6-図 4.9に示す．各図において，x軸方
向はフレーム番号，y軸方向は平面画像追跡のパラメータ pの値であり，上から tx，ty，
tz，y，p，rの順に結果を示した．さらに，各図の最下段に追跡対象領域に設定した 5
点の特徴点の平均移動量を示した．Ground truthをグレーの実線，提案手法 (2ステッ
プアルゴリズム)および従来手法 (IC法)を用いた結果を赤の実線で示している．また，
結果を表示していないフレームは追跡失敗を意味する．
正弦波信号を用いたシミュレーションでは，提案手法および従来手法の両者におい
て，全 300フレームで平面画像追跡が成功した．シミュレーションに用いた正弦波信
号は，特徴点の平均移動量が約 6画素以下となる定常信号であり，この条件下では両者
とも安定した平面画像追跡が可能であることが示された．チャープ信号を用いたシミュ
レーションでは，従来手法は 624フレーム，提案手法は 899フレームまで平面画像追跡
が成功した．624フレームは特徴点の平均移動量が約 6.8画素となった時刻であり，従
来手法である IC法はこれ以上高速な変動に対しては追跡できないと考えられる．899
フレームは特徴点の平均移動量が約 10.5画素となる時刻であり，提案手法はオプティ
カルフローの失敗が原因で追跡失敗となった．したがって，提案手法は従来手法より追
跡可能な範囲が広く，追跡性能に優れていることが明らかとなった．
図 4.6-図 4.9の各図で示されるように，従来手法と提案手法の両者の結果において，
追跡成功時はGround truthを正しく推定している．(4.6)式で立式された最適化問題は，
平面画像追跡の厳密解を導くものである．したがって，パラメータの推定結果には大き
な違いは見られなかった．
提案手法による正弦波信号を用いた平面画像追跡結果の例を図 4.10に示す．この図
では，25フレームごとの追跡結果を示しており，各図の左上にフレーム番号を記した．
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図 4.6 平面画像追跡シミュレーションの結果 (正弦波信号・提案手法)
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図 4.7 平面画像追跡シミュレーションの結果 (正弦波信号・従来手法)
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図 4.8 平面画像追跡シミュレーションの結果 (チャープ信号・提案手法)
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図 4.9 平面画像追跡シミュレーションの結果 (チャープ信号・従来手法)
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図 4.10 平面画像追跡結果の例 (正弦波信号・提案手法)
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表 4.1 二乗平均平方根誤差 (正弦波信号)
Method tx[pix.] ty[pix.] tz[pix.] y[rad] p[rad] r[rad]
Proposed 0.04 0.04 0.31 0.007 0.006 0.001
Conventional 0.04 0.04 0.29 0.008 0.012 0.004
表 4.2 二乗平均平方根誤差 (チャープ信号)
Method tx[pix.] ty[pix.] tz[pix.] y[rad] p[rad] r[rad]
Proposed 0.05 0.05 0.32 0.009 0.005 0.001
Conventional 0.05 0.05 0.35 0.007 0.006 0.001
また，追跡結果としてテンプレート画像に対応する領域を白枠で描画し，テンプレート
画像の中心を原点とする 3次元空間の座標軸を白線で示した．図 4.10より，テスト画
像の位置や姿勢が大きく変化した場合においても，テンプレート画像の追跡が可能で
ある．
提案手法と従来手法を用いた平面画像追跡シミュレーションの推定精度を表 4.1およ
び表 4.2に示す．表 4.2のチャープ信号を用いたシミュレーション結果では，提案手法
および従来手法の両者で 624フレームまでの結果を用いて推定精度を計算した．推定
精度の評価方法としてGround truthと推定値の二乗平均平方根誤差を用いた．これら
の表より，二乗平均平方根誤差を用いた比較において両者に大きな違いは見られなかっ
た．ただし，正弦波信号を用いたシミュレーションにおいて，従来手法の結果には 290
フレーム付近で pおよび rの推定誤差が大きくなっている箇所が存在する．これは非
線形最適化の結果が局所解に収束したことが原因であると考えられる．これが要因とな
り，表 4.1において，pおよび rの推定精度は提案手法の方が高い結果を示した．以上
のことから，2ステップアルゴリズムを用いた提案手法は，IC法を用いた従来手法と同
等以上の推定精度で平面画像追跡が可能であることを検証した．
4.6 考察
正弦波信号を用いたシミュレーション結果における，2ステップアルゴリズムを用い
た提案手法と IC法を用いた従来手法の計算コストの違いを表 4.3に示す．後の数値
は標準偏差である．本シミュレーションでは，計算コストの評価指標として 1フレーム
あたりの平均計算時間を用いる．計算時間の計測では，QueryPerformanceCounter関
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表 4.3 1フレームあたりの平均計算時間 (正弦波信号)
Method Proposed Conventional
Time[ms] 1.520.59 3.411.61
表 4.4 収束までに必要な解の平均更新回数 (正弦波信号)
Method Proposed Conventional
Number of iterations 6.754.50 25.312.8
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図 4.11 収束までに必要な解の平均更新回数 (チャープ信号)
数を用いて平面画像追跡の開始時間と終了時間の差を計測した．表 4.3より，提案手法
は従来手法と比較すると，計算時間を約 55%削減可能であることが明らかとなった．こ
れは，2ステップアルゴリズムを用いることで，(4.6)式で与えられる非線形最適化問題
を高速に解くことが可能であることを意味する．
2ステップアルゴリズムの効果について詳細に考察するために，IC法を用いた最適化
について比較を行う．正弦波信号を用いたシミュレーション結果における，IC法の平
均更新回数を表 4.4に示す．また，チャープ信号を用いたシミュレーション結果におけ
る，IC法の平均更新回数を図 4.11に示す．図 4.11では，200フレームごとに平均更新
回数の評価を行った．
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表 4.4より，提案手法は従来手法と比較すると，解の更新回数が約 18.5回削減されて
いる．本シミュレーション条件下では，IC法を用いた解の更新は，1回あたり 0.13ms
を必要とする．また，2ステップアルゴリズムの第 1ステップに必要な計算時間は 0.6ms
であった．すなわち，IC法を用いた場合に 18:5 0:13  2:4ms必要とする処理を，2ス
テップアルゴリズムは第 1ステップにより 0.6msで計算可能である．したがって，平面
画像追跡問題を解くうえで，前の時刻のパラメータの推定結果を初期値として IC法を
用いることは非効率的である．また，オプティカルフローによる特徴点追跡と最小二乗
法によって得られる近似解は，IC法の初期値として有効であることが明らかとなった．
図 4.11より，追跡対象平面の移動量によらず，提案手法は従来手法よりも平均更新回
数が少ないことを示した．また，従来手法の平均更新回数はフレーム数に応じて増大し
ているのに対し，提案手法の平均更新回数は大きく変化しないことが明らかとなった．
提案手法を用いた場合では，201-400フレームの区間と 601-800フレームの区間におい
て，平均更新回数の差は約 2回であった．ただし，1-200フレームにおける平均計算時
間は，提案手法で 1.02ms，従来手法で 0.77msであった．これは，追跡対象平面が低速
で移動している場合に，従来手法の方が高速となることを意味する．
以上のことから，提案手法は従来手法と比較して，追跡可能な範囲が広いため追跡性
能が高いこと，および追跡対象が低速で移動している場合を除いて計算コストを削減可
能であることが明らかとなった．
2ステップアルゴリズムは，第 1ステップで高速におおまかな近似解を求め，第 2ス
テップで高精度な最適化を実現する手法である．3次元空間上で定式化された非線形最
適化問題を，2次元の局所的な最適化問題と 3次元の大域的な最適化問題に分割するこ
とで，元の問題をより簡易に捉えることが可能である．この着想を顔特徴点追跡問題に
応用することで，顔特徴点追跡手法を高速化および高精度化できる可能性が示された．
4.7 本章の結論
本章では，動画像を用いた顔特徴点検出手法の高速・高精度化のための基礎理論とし
て，平面画像追跡手法の高速化手法を提案した [129]．提案手法である 2ステップアル
ゴリズムは，オプティカルフローと最小二乗推定を用いてパラメータの近似解を求める
第 1ステップと，第 1ステップで求めた近似解を初期値として IC法によって非線形最
適化問題を解く第 2ステップで構成される．これにより，3次元の平面画像追跡に関す
る非線形最適化問題を直接解くのではなく，2次元の局所的な追跡問題と 3次元の大域
的な追跡問題に分割して解くことで，問題を簡略化することが可能である．テスト用画
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像を用いた平面画像追跡のシミュレーションでは，追跡対象が低速で変動している場合
を除き，提案手法により 1フレームあたりの計算時間を削減できることを示した．こり
により，2ステップアルゴリズムの平面画像追跡問題に対する有効性を検証した．また，
2ステップアルゴリズムを動画像の顔特徴点追跡に応用することで，顔特徴点追跡手法
の高速化および高精度化の実現可能性を示した．
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第5章
動画像における高速・高精度な
顔特徴点追跡
5.1 本章の概要
第 4章では，動画像における顔特徴点検出の高速・高精度化のための基礎理論として，
2ステップアルゴリズムを用いた平面画像追跡の高速化を提案した．本章では，第 4章
で得られた知見を基に，2ステップアルゴリズムを用いた動画像における顔特徴点追跡
手法について述べる．
2.7節で述べたとおり，動画像における顔特徴点検出では，パーティクルフィルタを
用いた顔特徴点追跡手法が有効である．従来の顔特徴点追跡手法では，汎用PCと固定
カメラを用いた環境が想定されているが，モバイル機器をはじめとする多様な機器を用
いた応用では，計算コスト削減および予期せぬ動きへの対応が問題である．そこで本章
では，動画像を用いた顔特徴点追跡の高速・高精度化を目的とし，上記の問題点を解決
する新たな顔特徴点追跡手法を提案する．
提案手法は，第 4章で提案した平面画像追跡問題の 2ステップアルゴリズムを顔特徴
点追跡問題に拡張した手法である．本章では，汎用PCを用いてテスト用動画像の顔特
徴点追跡の性能評価を行った後，タブレット機器を用いた拡張現実システムの応用事例
を示す．
まず，5.2節で顔特徴点追跡の定式化を説明し，解くべき問題を示す．5.3節では，顔
特徴点追跡手法としてパーティクルフィルタに基づく手法を述べた後，提案手法である
2ステップアルゴリズムに基づく手法を提案する．次に，5.4節でテスト用動画像を用
いた顔特徴点追跡実験について説明し，得られた実験結果を 5.5節に示す．5.6節では，
提案手法について考察すると共に，応用事例としてタブレット機器における有効性を示
す．最後に 5.7節で本章の結論を述べる．
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XmOm
Ym
Zm
図 5.1 簡易頭部モデル
5.2 顔特徴点追跡の定式化
5.2.1 頭部モデル
顔特徴点追跡は，顔特徴点の座標を入力画像から推定し，動画像の時系列変化を逐次
追跡する問題である．第 2章で述べたとおり，顔特徴点検出では，PDMと呼ばれる顔
特徴点の座標をすべて連結させたベクトルを用いて顔特徴点を表現する．各顔特徴点の
相対位置関係はそれぞれ独立ではなく，2次元モデルまたは 3次元モデルを用いること
でモデル化が行われる．
本論文では，3次元モデルに基づく顔モデルである簡易頭部モデル [130]を用いた顔
特徴点追跡手法を提案する．簡易頭部モデルは，K 箇所に矩形領域が定義された 3次
元頭部モデルであり，各矩形領域の中心に顔特徴点 fmkgKk=1を定義する．図 5.1に，本
論文で用いるK = 10の簡易頭部モデルの例を示す．簡易頭部モデルは，顔の 3次元形
状を円柱モデルによって近似している．また，このモデルはユーザの無表情正面画像で
ある 1枚の基準顔画像 Iから生成される．図 5.1には，簡易頭部モデルと共に座標Om
を原点に持つモデル座標系Xm，Ym，Zmを示した．便宜上Omをモデル中心から離し
て描画しているが，実際のモデルでは全特徴点の重心がモデル座標系の原点である．顔
特徴点 fmkgKk=1はモデル座標系における 3次元座標である．
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Reference image Input image 
Extracted patches Reference patches 
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fT ¤k gKk=1 fTkgKk=1
図 5.2 基準パッチ画像と抽出パッチ画像の例
簡易頭部モデルは，3次元の顔モデルと共にK枚のパッチ画像を持つ．パッチ画像の
例を図 5.2に示す．簡易頭部モデルは基準顔画像 Iから作成される頭部モデルであり，
同時に基準パッチ画像 fT k gKk=1も生成される．ここで，パッチ画像の画素数はM であ
り，これらはすべてグレースケール画像として与えられる．また，基準顔画像 Iと基準
パッチ画像 fT k gKk=1は，事前に作成される．
一方で，動画像中のある時刻の入力画像を Iとする．図 5.2には，入力画像 Iに対し
て適切な位置に簡易頭部モデルが描画されている例が示されている．このとき，入力画
像 I 上に配置された簡易頭部モデルの各矩形領域から抽出された画像を抽出パッチ画
像 fTkgKk=1と呼ぶ．抽出パッチ画像の画素数は基準パッチ画像と同様にM であり，グ
レースケール画像で与えられる．
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Reference image Reference point detection Reference patch detection 
I¤ I¤ I¤
図 5.3 簡易頭部モデルの初期化
簡易頭部モデルおよび基準パッチ画像 fT k gKk=1は，図 5.3に示す簡易頭部モデルの初
期化過程において作成される．まず，基準画像 IにViola-Jonesの手法 [19,20]を適用
することで顔検出を行う．次に，得られた顔領域に対してASMを用いた顔特徴点検出
を行う．本論文では，Milborrowら [131]によって開発された STASMライブラリを用
いる．STASMは C++で実装されたオープンソースの ASMライブラリであり，77点
の顔特徴点を検出可能である．ただし，正面顔のみに対して有効な顔特徴点検出手法で
あるため，簡易頭部モデルの初期化過程でのみ利用している．また，得られた 77点の
顔特徴点のうち，眉の下端，両目の両端，両鼻孔，および両口角の計 10箇所を簡易頭
部モデルの特徴点に用いる．最後に，検出された顔画像の両瞳間距離を 100画素とする
拡大縮小処理によって顔画像の大きさを正規化し，M 画素の基準パッチ画像を抽出す
る．簡易頭部モデルの 3次元形状は，平均顔形状モデルに基づく円柱モデル近似を行っ
ている．これにより，各特徴点の 3次元座標 fmkgKk=1が得られる．
上記の初期化過程によって簡易頭部モデルは剛体モデルとして与えられる．しかしな
がら，人の顔は表情の変形によって顔特徴点の位置が変化する非剛体であると考えられ
る．そこで簡易頭部モデルは，口角の特徴点がXm方向および Ym方向，眉の特徴点が
Ym方向に移動することができるモデルである．ただし，口角の特徴点のXm方向の移
動は，口の開閉方向に対して左右対称な変形を表現している．本論文では，口角の特徴
点のXm方向の移動量を d1，口角の特徴点の Ym方向の移動量を d2，眉の特徴点の Ym
方向の移動量を d3とする．また，これらをまとめて表情変化 d = [d1 d2 d3]>と定義す
る．表情変化 dは，PDMにおける (2.3)式における非剛体変化と同じ役割を果たす．
これにより，簡易頭部モデルは表情変化を考慮した非剛体 3次元モデルとなっている．
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5.2.2 非線形最適化問題の導出
入力画像 I が与えられたときの，簡易頭部モデルを用いた顔特徴点検出問題の導出
について考える．本論文では，4.2節に示した平面画像追跡の定式化と同様に，顔特徴
点検出問題を簡易頭部モデルの回転と並進による写像に基づいて定式化する．ただし，
前項で述べた簡易頭部モデルの初期化過程は，厳密な顔の 3次元モデルが得られるわけ
ではないため，カメラから見て奥行き方向の距離の推定が困難である．したがって，簡
易頭部モデルを用いた顔特徴点検出では，透視投影ではなく平行投影に基づく光学系を
用いる．
簡易頭部モデルのパラメータは，並進 t = [tx ty]>，スケール s，3次元回転角  =
[y p r]
>，表情変化 d = [d1 d2 d3]>の 9変数である．以上のパラメータを結合させた
ベクトルを簡易頭部モデルの状態ベクトル
p =
h
t> s > d>
i>
=
h
tx ty s y p r d1 d2 d3
i> (5.1)
と定義する．4章の平面画像追跡問題と比較すると，奥行き方向の並進 tzの代わりにス
ケール sが導入され，表情変化を表す dが追加された形となっている．
平面画像追跡問題は，テンプレート画像が入力画像に対して最も一致するパラメー
タの推定問題として定式化される．同様に，簡易頭部モデルを用いた顔特徴点検出問題
は，図 5.2に示される基準パッチ画像をテンプレート画像と見做すことで，入力画像に
対して最も一致するパラメータを推定する問題となる．簡易頭部モデルはK枚の基準
パッチ画像を持つ 3次元モデルであるため，K 枚同時に平面画像追跡問題を解くこと
で顔特徴点追跡が実現される．
平面画像追跡問題の目的関数である (4.6)式を，K枚の基準パッチ画像を持つ問題に
書き直すと，次式が得られる．
min
p
KX
k=1
Tk(p; I)  T k 2 (5.2)
この式は，入力画像 I，状態パラメータ pにおける抽出パッチ画像 fTk(p; I)gKk=1と
基準パッチ画像 fT k gKk=1の全輝度値の差分の二乗和を意味する．全輝度値の差分の二
乗和は，2枚の画像間の L2ノルムであり，Sum of squared distance (SSD)と呼ばれる
距離尺度である．画像間の距離は非類似度としてよく利用されており，非類似度が最小
となるパラメータ探索手法の総称はテンプレートマッチングと呼ばれる．
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4章で述べた平面画像追跡手法は，照明変化による輝度値の変化を考慮しないシミュ
レーション上で実装された．ただし，実環境下では照明条件の変化により輝度値は変動
するため，これを考慮する必要がある．一般的に，SSDに基づくテンプレートマッチ
ングは照明条件の変化に脆弱であることが問題点として挙げられる．そこで，照明条件
の変化に頑健なテンプレートマッチングである Zero mean normalized cross-correlation
(ZNCC)を用いて，(5.2)式を書き直す．
max
p
KX
k=1
Z(Tk(p; I);T

k ) (5.3)
ただし，Z(; )は ZNCCであり，次式で表される．
Z(T ;T ) =
PM
m=1(Tm   T )(T m   T )qPM
m=1(Tm   T )2
qPM
m=1(T

m   T )2
T =
1
M
MX
m=1
Tm
T  =
1
M
MX
m=1
T m
(5.4)
Tmおよび T mはそれぞれ T および T のm番目の画素の輝度値である．ZNCCは，
平均が 0，L2ノルムが 1に正規化された 2枚の画像の相関を求めるテンプレートマッチ
ング手法となっている．ただし，SSDが非類似度として用いられるのに対し，ZNCCは
最大値が 1となる類似度として用いられることに注意が必要である．ZNCCを非類似度
として扱う場合には，
min
p
K  
KX
k=1
Z(Tk(p; I);T

k ) (5.5)
とすることで，2枚の画像が一致するときに最小値 0，逆相関を持つときに最大値 2K
となる尺度を用いることができる．
ここで，CLMに基づく手法 (2.2節)における目的関数である (2.4)式および (2.5)式
に注目する．CLMに基づく顔特徴点検出では，非適合度 (非類似度)を表す項に非剛体
変化に関する制約を加えることで目的関数が設計される．非剛体変化に関する制約は，
顔特徴点の座標が発散したり，過度に変形することを防ぐ効果がある．そこで，簡易頭
部モデルを用いた顔特徴点検出においても，CLMにおける非剛体変化に対応する表
情変化dに関する制約を加える．さらに，これを確率モデルとして表現すると次式が得
られる．
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(p) = exp
 
 (K  
PK
k=1 Z(Tk(p; I);T

k ))
2
2
  kdk
2
2
!
(5.6)
(5.6)式は，指数内部の (5.5)式の非類似度に関する項は 2乗することで，ガウス分布
に基づく確率モデルとなっている．および は定数パラメータであり，それぞれ非類
似度および表情変化に関する分散を意味する．したがって，(5.6)式を最大化する状態
ベクトル pを推定値 pとすることで，簡易頭部モデルを用いた顔特徴点検出が可能と
なる．
p = argmax
p
(p) (5.7)
以上の式は，動画像中のある入力画像 I のみに注目した顔特徴点検出に関する定式
化となっている．ここで，動画像のフレーム更新によって新たな入力画像が得られたと
する．4章で述べた LK法や IC法を用いた平面画像追跡と同様に，前のフレームにお
ける状態ベクトルの推定値 pを初期値として，非線形最適化問題を新たに解くことで，
動画像を用いた顔特徴点追跡が実現される．しかしながら，(5.7)式は非常に複雑な非
線形性を持つ．特に，ZNCCは微分困難であるため，勾配法を用いた最適化は現実的で
ない．したがって，(5.7)式の解析解を得ることは難しく，効率よく最適化する手法の
開発が研究の要となっている．
5.3 顔特徴点追跡手法
5.3.1 パーティクルフィルタに基づく手法
(5.6)式と同様の確率モデルの最大化に基づく顔特徴点追跡手法は，文献 [47, 120]な
どで採用されている．これらの先行研究では，パーティクルフィルタを用いることで
(5.7)式の最適化問題を時系列フィルタの枠組みで解いている．(5.6)式は 2.6.3項で述
べたパーティクルフィルタにおいて，(2.34)式で与えられる事前分布を近似するサン
プル集合 Stjt 1 = fs(1)tjt 1; : : : ; s(N)tjt 1gの重み (尤度)の計算に用いられる．以下に，Oka
ら [119]によって提案された適応的拡散制御に基づくパーティクルフィルタを用いた顔
特徴点追跡手法の流れをまとめる．
前の時刻における事後分布を近似するサンプル集合St 1jt 1 = fs(1)t 1jt 1; : : : ; s(N)t 1jt 1g
が与えられていると仮定する．このとき，状態遷移モデルによる事前分布の予測は次式
で表される．
s
(n)
t = s
(i)
t 1 + vt 1t+ !(vt 1)　 (5.8)
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この状態遷移モデルは，(2.33)式の等速直線運動モデルに基づいており，ノイズ項が
速度 vt 1に依存するモデルとして表される点が異なる．ノイズ !(vt 1)は次式で与え
られる．
!(vt 1)  N (0; diag((vt 1))2)
(vt 1) =  vt 1 + 
(5.9)
ここで，diag()はベクトル を対角成分の要素に持つ対角行列であり， および 
はそれぞれ事前学習によって決定される定数行列および定数ベクトルである．このノイ
ズモデルは，ノイズの標準偏差が速度に対して線形のモデルとなっており，適応的拡散
制御と呼ばれている [119]．実際に，運動の速さとノイズの標準偏差には線形性が見ら
れることが報告されている [132]．適応的拡散制御は，人の顔が止まっているときには
ノイズの分散を減少させ，高速に動いているときには増加させる効果を持つ．これによ
り，すべてのパラメータに対して一定の分散でノイズをモデル化する手法よりも，高精
度な顔特徴点追跡が可能となる [119]．
次に，上記の状態遷移モデルに従って事前分布を近似するサンプル集合Stjt 1を用い
て，観測モデルにより事後分布を近似するサンプル集合Stjtを生成する．(2.34)式を用
いると，事前分布を近似する i番目のサンプルの重み (i)t は次式で表される．

(i)
t =
(s
(n)
tjt 1)PN
n=1 (s
(n)
tjt 1)
(5.10)
したがって，各サンプルの重みは (5.6)式に基づいて決定され，全サンプルの重みの
総和は 1となる．また，Sampling importance resampling [114]により，事後分布を近
似するサンプル集合Stjtは，事前分布を近似するサンプル集合Stjt 1から重みの大きさ
に従ってリサンプリングされる．
最後に，状態ベクトルの推定値 pを求めることを考える．状態ベクトルの推定値 p
は，(2.36)式を用いると，次式が得られる．
pt =
NX
i=1

(i)
t s
(i)
tjt 1 (5.11)
以上の状態遷移モデル，観測モデル，および状態推定により，適応的拡散制御に基づ
くパーティクルフィルタを用いた顔特徴点追跡を設計することができる．先行研究では
サンプルの総数N は 1000に設定されており，汎用PCを用いることで，高精度な実時
間顔特徴点追跡が可能となる．
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5.3.2 提案手法：2ステップアルゴリズムに基づく手法
パーティクルフィルタを用いることで，汎用PCを用いた実時間顔特徴点追跡が実現
可能である．しかしながら，急峻な動きや手振れなどの予期せぬ動きに対応できない
点，および計算コストが高く多様な機器による実装が困難である点が問題点として挙げ
られる．
上記の問題点の解決のために，第 4章で提案した 2ステップアルゴリズムを顔特徴点
追跡に応用する．2ステップアルゴリズムを用いた提案手法は，オプティカルフローに
よる特徴点追跡と最小二乗推定によって高速な予測を実現する第 1ステップと，第 1ス
テップで得られた近似解を初期値として非線形最適化問題を解く第 2ステップで構成さ
れる．以下にそれぞれのステップの詳細について記す．
第 1ステップ
第 1ステップでは，(5.8)式に示される等速直線運動に基づく予測の代わりに，(5.6)
式の最適化問題の近似解を求める．(5.6)式の近似解を用いることで，特定の運動モデ
ルに依存しない顔特徴点追跡が実現できると考えられる．第 4章に示した 2ステップア
ルゴリズムの第 1ステップと同様に，3次元空間の光学系を考慮せず，2次元画像上の
問題と見做すことで近似解を得る．平面画像追跡におけるテンプレート画像に対応する
基準パッチ画像は用いず，はじめに各顔特徴点を独立に追跡し，その情報を基に状態ベ
クトルを推定することを考える．
まず，現時刻における入力画像を I，前の時刻における入力画像と顔特徴点追跡のパ
ラメータの推定値をそれぞれ I 0，p0とする．また，前の時刻において，入力画像 I 0で
検出された顔特徴点を fa0kgKk=1とする．簡易頭部モデルの 3次元モデル空間上の特徴点
座標が fmkgKk=1であることを利用すると，平行投影に基づく k番目の特徴点mkから
a0kへの写像Pは次式で与えられる．
a0k = Pk(mk;p0)
= (1 + s)R0()(mk +kd) + t
(5.12)
ここで，R0()は (4.3)式の回転行列の一番下の行を削除した 2  3の行列，kは k
番目の特徴点の表情変化情報を保持する 3 3の定数行列である．kをK個連結させ
た行列 [>1    >K ]>は，2.2節で述べたPDMにおける行列W に対応している．写像
Pを用いた平行投影の例を図 5.4に示す．この例では，写像P10により，10番目の特徴
点m10が，状態パラメータの推定値 p0によって入力画像 I 0における座標 a010へ平行投
影される様子を示している．
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Input image 
Xm
Om
Ym
Zm
m10m9
m7 m8
m3
m1
m4 m5
m2
m6
3D feature points 
I 0
a010a010 = P10(m10;p0)
図 5.4 写像Pを用いた平行投影の例
次に，前の時刻の入力画像 I 0の顔特徴点 fa0kgKk=1が，現時刻の入力画像 Iにおいて，
どの点に対応するかを考える．そこで，通常の 2ステップアルゴリズムと同様に，オプ
ティカルフロー [127]を用いてそれぞれ独立に特徴点追跡を実行する．オプティカルフ
ローは 2変数の非線形最適化を解くことで，(4.23)式で表されるように，特徴点の更新
量akを求めることで，オプティカルフロー後の特徴点 akを得ることができる．第 4
章で述べた平面画像追跡の例では，テンプレート画像のコーナー点および中心点の計 5
点に対してオプティカルフローを計算していたが，簡易頭部モデルを用いる場合には，
fmkgKk=1に対応する各矩形領域の中心点に対してのみオプティカルフローを求めてい
る．したがって，K点のオプティカルフローによる特徴点追跡が行われる．
オプティカルフローを用いた簡易頭部モデルの特徴点追跡の例を図 5.5に示す．図 5.5
では，前の時刻における顔特徴点の座標 fa0kgKk=1をグレーの丸印，オプティカルフロー
後の特徴点の座標 fakgKk=1を白の丸印で示した．また，更新量 fakgKk=1は矢印で描か
れている．
次に，オプティカルフローによって得られた新たな特徴点 fakgKk=1を用いて，簡易頭
部モデルのパラメータを求める．ここで解くべき問題は，得られたK個の特徴点を平
行投影によって写像する簡易頭部モデルの状態ベクトルpを推定することである．これ
を第 1ステップで得られる状態パラメータの近似解 ~pとする．平面画像追跡問題におけ
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a01
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a08
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a09
a10
a010
図 5.5 オプティカルフローを用いた特徴点追跡の例
る (4.24)式と同様に，各特徴点の座標の二乗誤差の総和を最小化する次式を最小化する
問題を考える．
~p = argmin
p
KX
k=1
Pk(mk;p)  ak2 (5.13)
ここで，前の時刻の状態ベクトルの推定値 p0を初期値とし，更新量aを導入する．
これにより，(5.13)式は次式に書き直される．
KX
k=1
Pk(mk;p0 +p)  ak2 (5.14)
ただし，(5.14)式は非線形最適化問題であり，直接解を求めることはできない．した
がって，まずp = 0周りの 1次テイラー展開を求めることで (5.14)式を線形化する．
これにより，新たに次式が得られる．
KX
k=1
a0k + @Pk@p p  ak
2 (5.15)
@Pk
@p
は (5.12)式の平行投影を表す写像Pkの状態べクトル pに関する勾配であり，次
94
第 5章 動画像における高速・高精度な顔特徴点追跡
式で与えられる．
@Pk
@p
=

@Pk
@tx
@Pk
@ty
@Pk
@s
@Pk
@y
@Pk
@p
@Pk
@r
@Pk
@d1
@Pk
@d2
@Pk
@d3

(5.16)
ここで，
p0 =
h
t0> s0 0> d0>
i>
(5.17)
とすると，状態ベクトル pの各パラメータに関する写像Pkの勾配は以下の式で与えら
れる．
@Pk
@tx
=
"
1
0
#
(5.18)
@Pk
@ty
=
"
0
1
#
(5.19)
@Pk
@s
= R0(0)(mk +kd0) (5.20)
@Pk
@y
= (1 + s0)R0(0)
264 0 0 10 0 0
 1 0 0
375 (mk +kd0) (5.21)
@Pk
@p
= (1 + s0)R0(0)
264 0 0 00 0  1
0 1 0
375 (mk +kd0) (5.22)
@Pk
@r
= (1 + s0)R0(0)
264 0  1 01 0 0
0 0 0
375 (mk +kd0) (5.23)
@Pk
@d1
= (1 + s0)R0(0)k
26410
0
375 (5.24)
@Pk
@d2
= (1 + s0)R0(0)k
26401
0
375 (5.25)
@Pk
@d3
= (1 + s0)R0(0)k
26400
1
375 (5.26)
(5.15)式の最小化は，pに関して二次形式となっている．そこで，(5.15)式のpに
関する勾配を求め，これを 0とする線形方程式を解くと次式を得る．
p = G 1
KX
k=1

@Pk
@p
> h
ak   a0k
i
(5.27)
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ただし，Gは写像Pのヘッセ行列である．これは，ガウス-ニュートン法による近似
を用いると，次式によって与えられる．
G =
KX
k=1

@Pk
@p
> 
@Pk
@p

(5.28)
最後に，(5.27)式で求めたpを用いて，第 1ステップにおける状態ベクトルの近似
解 ~pを求める．
~p = p0 +p (5.29)
本来，(5.14)式は非線形最適化問題であり，上記の式に基づいた解の更新を収束する
まで繰り返す必要がある．ただし，第 4章に記した平面画像追跡問題における 2ステッ
プアルゴリズムと同様に，解の更新は 1回のみ行うこととする．したがって，簡易頭部
モデルを用いた顔特徴点追跡問題においても，第 1ステップではK回のオプティカル
フロー計算と，1回の最小二乗推定が行われる．
第 2ステップ
ここで，パーティクルフィルタを用いた顔特徴点追跡手法を再考する．パーティクル
フィルタでは，事前分布を近似するサンプル集合を提案分布として尤度計算を行い，そ
の重み付き期待値を求めることで状態推定を行っている．しかしながら，これらの過
程に基づく状態推定は，手振れなどの予期せぬ動きに対応できず，計算コストも高いこ
とが問題であった．そこで，計算コストに関する問題点を解決するための手法として，
粗密パーティクルフィルタが提案されている [49]．粗密パーティクルフィルタは，パー
ティクルフィルタにおける状態遷移，観測，および状態推定について，事前分布を近似
するサンプル集合の分散を段階的に減少させながら複数回繰り返す手法である．この手
法は，探索範囲を段階的に狭めていくことで高速に解探索を実現する粗密探索と呼ばれ
るアルゴリズムに基づいている．先行研究では，分布の標準偏差を半減させながら状態
遷移，観測，および状態推定を繰り返す手法が提案されている [49]．そこで本論文にお
いても，粗密探索による高速な解探索に基づく手法を提案する．
まず，第 1ステップで得られた近似解 ~pを中心に持つガウス分布から，Ns個のサン
プル集合 fp(n)gNsn=1をサンプリングする．このサンプル集合は，状態ベクトルの推定値
pを求めるための提案分布と見做すことができる．次に，(5.6)式を用いて，サンプル
集合 fp(n)gNsn=1における各サンプルの重み f(n)gNsn=1を計算する．
(n) =
(p(n))PNs
n=1 (p
(n))
(5.30)
96
第 5章 動画像における高速・高精度な顔特徴点追跡
Start 
Capture new frame image 
Compute optical flow 
and p^Ã ~p ¾ Ã ¾0
¾ Ã ´¾
Compute    by 
least squares method  
~p
fp(n)gNsn=1      Sampling       
     from 
f¼(p(n))gNsn=1   Compute 
Ni times? 
¹pÃ p^
End 
N (p^; diag(¾)2)
No 
Yes 
1st step 
2nd step             Update  ^p
図 5.6 2ステップアルゴリズムを用いた顔特徴点追跡のフローチャート
また，サンプル集合 fp(n)gNsn=1の重み付き期待値 p^は次式で与えられる．
p^ =
NsX
n=1
(n)p(n) (5.31)
(5.31)式で求めた状態ベクトルの期待値 p^を新たな推定値と見做すことができる．以
上のサンプリングと重み付き期待値の計算をNi回繰り返すことで，推定値をNi回更
新する．したがって，サンプルの重みの算出回数は合計でN = Ns Ni回となる．ま
た，サンプリングの過程において，分散を減衰係数 で減衰させることで，粗密探索の
効果を得ることができる (ただし，0 <   1)．
2ステップアルゴリズム全体のフローチャートを図 5.6に示す．ここで，0はノイズ
の標準偏差の初期値である．本論文では，上記の粗密探索アルゴリズムを第 2ステップ
に利用することで，状態ベクトルの推定値 pを求める．
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5.4 顔特徴点追跡実験
提案手法である 2ステップアルゴリズムを用いた顔特徴点追跡の有効性を示すため
に，テスト用動画像データセットを用いた顔特徴点追跡実験を行う．本実験では，20代
の男女 15名 (男性 10名，女性 5名)の上半身が撮影された，2種類の独自のテスト用動
画像データセットを用いる．一つ目は予期せぬ動きに対する頑健性の検証と目的とした
データセットである．このデータセットの特徴として，上下，左右，前後方向の平行移
動およびヨー角，ピッチ角，ロール角の頭部姿勢変化だけでなく，人工的に発生させた
カメラの手振れと顔を左右に大きく往復する急峻な動きが含まれている．二つ目は照
明条件の変化を含むデータセットである．このデータセットの特徴として，被験者の顔
が左右に往復する動きが記録されており，予期せぬ動きは含まれない．また，撮影開始
から 10秒後および 15秒後に照明を切ることで輝度値が低下し，20秒後および 25秒後
に照明を点けることで輝度値が上昇している．これらのデータセットにおいて，15名
中 13名は同一人物である．動画像の撮影では，USBカメラとして Playstation Eye(ソ
ニー・コンピュータエンタテインメント)を用いた．各テスト用動画像は 640 480画
素，RGBカラーでそれぞれ 8ビット量子化されている．また，各テスト用動画像にお
いて，それぞれ 30fpsで 30sずつ撮影を行うことで，900フレームの動画像を取得して
いる．ただし，グレースケールに変換後の画像を顔特徴点追跡に用いる．
簡易頭部モデルのパラメータは，実験的に  = 0:1， = 10:0とした．基準パッチ画
像および抽出パッチ画像は 10 10画素を用いており，パッチ画像の画素数M = 100と
する．
2ステップアルゴリズムのパラメータにおいて，0はテスト用動画像とは別に撮影さ
れた学習用動画像を用いた前実験により事前推定する．学習用動画像は，20台男性 1名
の上半身が撮影された 30fps，60s(1800フレーム)の動画像である．ただし，学習用動画
像には手振れや急峻な動き，照明条件の変化は含まれていない．前実験では，0 = 1(た
だし，1は全要素が 1の 9次元ベクトル)，Ni = 100，Ns = 1000， = 0:51=Niを用いて
おり，簡易頭部モデルの初期化を最初の 1フレームで行っている．このとき，合計サン
プル数N = 100; 000であり，従来のパーティクルフィルタ (表 1.3)と比較すると，極端
にサンプル数を増加させた設定となっている．したがって，前実験における学習用顔画
像の顔特徴点は高精度に追跡される．上述の前実験の設定を用いて，テスト用動画像に
用いる0は以下の式で求められる．
0 =   SD( p  ~p) (5.32)
ただし，SD()は要素ごとに標準偏差を求める演算子，は定数パラメータである．
すなわち，第 1ステップで求めた近似解 ~pと第 2ステップで求めた推定値 pの差の標準
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偏差を求めることを意味する．この標準偏差は，上記のパラメータを用いて学習用動画
像の顔特徴点追跡を行い，最初の 1フレームを除く 1799フレームの実行結果から求め
ている．また，は求めた標準偏差を定数倍するための係数であり，これを 1以上の値
に設定することで，提案分布の範囲を広くする効果が得られる．本論文では，同様の提
案分布の設計に基づく手法 [132]に倣い， = 2とした．
テスト用動画像データセットに用いるパラメータとして，合計サンプル数N は 1000
および 120の 2種類に設定した．表 1.3に示すように，N = 1000は一般的なパーティ
クルフィルタで用いられる値として設定した．また，合計サンプル数を極端に削減した
場合としてN = 120とした．さらに，両者においてNi 2 f1; 2; 3; 4; 5; 6; 8; 10; 11gとし，
NsはN=Niを四捨五入することで決定した．また， 2 f0:75; 0:8; : : : ; 1:0gとした．
ここで，2種類のテスト用動画像データセットにおいて，顔特徴点追跡のGround truth
は未知である．そこで本論文では，前実験と同じように，合計サンプル数を極端に増加
させた状態で求めた顔特徴点追跡結果を理想値と定義し，Ground truthの代わりに用い
る．理想値の計算では，前実験で求めた0を用い，Ni = 100，Ns = 1000， = 0:51=Ni
とした．理想値の計算結果では，予期せぬ動きを含むデータセットの全フレームにおい
て顔特徴点が正しく追跡されていることを確認している．しかしながら，照明条件変化
を含むデータセットでは，輝度値の低下によるノイズが原因で理想値は真の値と一致し
ない．したがって，推定誤差に関する定量評価は予期せぬ動きを含むデータセットのみ
で行う．
本実験では，Visual C++2012で作成されたプログラムを用いている．ただし，画像
処理ライブラリとしてOpenCV1.1，Playstation Eyeの SDKとしてCL Eye SDKを使
用している．また，Windows 7 OS，intel Core-i7-2720QMプロセッサ，8GBメモリに
よって構成される汎用 PCを用いて実験を行った．
5.5 顔特徴点追跡結果
5.5.1 粗密探索アルゴリズムの影響
まず，提案手法の第 2ステップで用いられる粗密探索アルゴリズムにおいて，最も推
定精度が向上するパラメータNs，Ni，および を求める．顔特徴点追跡の状態ベクト
ルは 9パラメータが存在するが，顔特徴点追跡結果を一つの基準で評価するために次式
を用いる．
E(p1;p2) = cos
 1

1
2
 
tr(R(1)R(2)
>)  1 (5.33)
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表 5.1 粗密探索アルゴリズムにおけるパラメータの影響 (N = 1000)
Ni 1 2 3 4 5 6 8 10 11
Ns 1000 500 333 250 200 167 125 100 91
RMSE [deg.] 2.45 1.89 1.67 1.63 1.61 1.58 1:57 1.63 1.71
表 5.2 粗密探索アルゴリズムにおけるパラメータの影響 (N = 120)
Ni 1 2 3 4 5 6 8 10 11
Ns 120 60 40 30 24 20 15 12 11
RMSE [deg.] 2.95 2.68 2:67 2.80 2.91 3.03 3.30 3.54 3.77
ここで，E(p1;p2)は状態ベクトル p1および p2の回転角パラメータ 1および 2に
関する誤差であり，二つの回転行列間のスピン軸の回転角を意味する．したがって，理
論値の回転角と推定した回転角に関する二乗平均平方根誤差 (Root mean square error:
RMSE)を最小にするパラメータNs，Ni，および を求める．
粗密探索アルゴリズムのパラメータNiおよびNsの組み合わせを変更したときの全
被験者の顔特徴点追跡結果への影響を表 5.1および表 5.2に示す．表 5.1はN = 1000の
結果，表 5.2はN = 120の結果である．また，各結果において，はRMSEが最小とな
る値を選択した．ただし，顔特徴点追跡が失敗したフレームに関してはRMSEの計算
から除外している．また，Ni = 1は粗密探索を用いずに 1回の状態推定で推定値を求
めた結果を意味する．
これらの結果より，同じ合計サンプル数N の結果においても，NiとNsの組み合わ
せを変更させることでRMSEが変化することが示された．また，N = 1000とN = 120
の両者において，粗密探索によりサンプリングと推定値の更新を複数回繰り返すこと
で，RMSEが減少することを明らかにした．
N = 1000の場合において，最小のRMSEを示す結果はNi = 8，Ns = 125，および
 = 0:9のときであった．また，粗密探索を用いない場合のRMSEが 2.45 deg.であった
のに対し，最小のRMSEは 1.57 deg.であり，約 36%RMSEが減少した．一方，N = 120
の場合では，最小の RMSEはNi = 3，Ns = 40，および  = 0:85のときに得られた．
粗密探索を行わない場合のRMSEである 2.95 deg.と比較すると，最小となるRMSEは
2.67 deg.となり，約 10%RMSEが改善された．
以上のことから，2ステップアルゴリズムの第 2ステップにおいて，通常のパーティ
クルフィルタのように 1回の状態推定で推定値 pを求めるよりも，粗密探索アルゴリズ
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ムを用いることで推定精度が向上することが示された．また，最適な は条件によって
異なるため，実装するパラメータに応じて選択する必要があることが明らかとなった．
これ以降の実験では，最小の推定誤差を示したパラメータを用いる．
5.5.2 従来手法との比較
2ステップアルゴリズムを用いた提案手法の有効性を示すために，従来手法である
パーティクルフィルタに基づく手法との比較を行う．本論文では，5.3.1項で述べた適
応的拡散制御に基づくパーティクルフィルタを用いた顔特徴点追跡を従来手法として使
用する．適応的拡散制御のパラメータである および は，文献 [132]に倣い，事前に
学習用動画像を用いて推定した．また，サンプル数N = 1000とし，これを二分割して
二段階の粗密探索を行う手法 [132]を用いた．
顔特徴点追跡実験の結果の例を図 5.7-図 5.10に示す．各図において，x軸方向はフ
レーム番号，y軸方向は簡易頭部モデルの状態ベクトルpの値となっており，上から tx，
ty，s，y，p，rの順に結果を示した．各図において，追跡失敗となったフレームの結
果は表示していない．図 5.7および図 5.8は予期せぬ動きを含むデータセットの結果で
あり，状態ベクトルの理論値をグレーの実線，提案手法および従来手法の推定結果を赤
の実線で示している．図 5.9および図 5.10は照明条件変化を含むデータセットの結果で
あり，提案手法および従来手法の推定結果を赤の実線で示した．また，最下段にフレー
ム画像の平均輝度値を示し，追跡失敗時は赤の実線とした．
図 5.7および図 5.8の予期せぬ動きを含むデータセットの結果では，635から 730フ
レームにかけて手振れを発生させており，755から 810フレームの間は大きく左右に顔
を動かす急峻な動きとなっている．これらの区間において，従来手法は上記の動きに対
応できずに追跡失敗となっている．一方，2ステップアルゴリズムを用いた提案手法は，
上記の予期せぬ動きに対して頑健に追跡を行っている．
図 5.9および図 5.10の照明条件変化を含むデータセットの結果では，従来手法はすべ
てのフレームにおいて追跡が成功している．一方，提案手法は 264フレーム目および
596フレーム目における照明条件の急激な変化により，オプティカルフローが失敗した
ため，追跡失敗となった．
以上のことから，提案手法はオプティカルフローの欠点である照明条件の急激な変化
に脆弱であるが，手振れや急峻な動きなどの予期せぬ動きには頑健であることが明らか
となった．
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図 5.7 特徴点追跡実験の結果の例 (予期せぬ動き・提案手法)
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図 5.8 顔特徴点追跡実験の結果の例 (予期せぬ動き・従来手法)
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図 5.9 顔特徴点追跡実験の結果の例 (照明条件変化・提案手法)
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図 5.10 顔特徴点追跡実験の結果の例 (照明条件変化・従来手法)
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図 5.11 照明条件変化による顔特徴点追跡失敗の例 (左:輝度値低下，右:輝度値上昇)
照明条件変化による提案手法の顔特徴点追跡失敗の例を図 5.11に示す．各図におい
て左上にフレーム番号を記した．左側は 263および 264フレーム目の結果であり，264
フレーム目で輝度値の低下によって追跡失敗となった例を示した．右側は 595および
596フレーム目の結果であり，596フレーム目で輝度値の上昇によって追跡が失敗して
いる．図 5.9の輝度値の変化を見ると，264フレーム目は画像全体の輝度値が 1フレー
ムで約 19低下しており，また，596フレーム目は画像全体の輝度値が 1フレームで約
20上昇していた．したがって，これらの値を超えるような輝度値の急な変動が発生す
る場面では，提案手法は追跡失敗することが考えられる．
手振れ中および急峻な動き中の提案手法の顔特徴点追跡結果の例を，それぞれ図 5.12
および図 5.13に示す．これらの図において，左側は入力画像，右側は顔特徴点追跡結果
であり，それぞれ左上にフレーム番号を記した．顔特徴点追跡結果では，モデル座標系
の各軸を赤の実線，簡易頭部モデルのK個の矩形領域を白の四角，その中心に位置す
る特徴点を白の点で示した．図 5.12の手振れ中の結果は，偶数フレームの結果を示して
おり，手振れによって上下運動が記録されている．特に，674フレームや 678フレーム
では，手振れによる急な動きによって顔に歪みとぼけが発生している．従来手法では，
これらすべてのフレームにおいて追跡が失敗している．図 5.13も図 5.12と同様に偶数
フレームの結果を示しており，ぼけを伴う急峻な左右の動きが記録されている．このと
きの従来手法では，下から 2番目の 800フレームで追跡が失敗している．一方，提案手
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表 5.3 予期せぬ動きを含むデータセットにおける追跡失敗フレーム数の比較
Methods # tracking failures Failure rate [%]
Conventional (N = 1000) 598 4.42
Proposed (N = 1000) 2 0.01
Proposed (N = 120) 12 0.09
表 5.4 照明条件の変化を含むデータセットにおける追跡失敗フレーム数の比較
Methods # tracking failures Failure rate [%]
Conventional (N = 1000) 0 0
Proposed (N = 1000) 239 1.17
Proposed (N = 120) 451 3.34
表 5.5 テスト用動画像データセットにおけるRMSEの比較
Methods tx[pix.] ty[pix.] s[%] y[deg.] p[deg.] r[deg.]
Conventional (N = 1000) 0.56 0.30 1.02 1.96 3.18 0.29
Proposed (N = 1000) 0.20 0.16 0.56 0.91 0.88 0.13
Proposed (N = 120) 0.33 0.25 0.98 1.53 1.67 0.18
法はこれらの動きに対しても頑健に顔特徴点追跡が可能であることが示された．
表 5.3および表 5.4に追跡失敗したフレーム数の比較，表 5.5にRMSEの比較を示す．
表 5.3より，予期せぬ動きを含むデータセットにおいて，提案手法は従来手法より顔特
徴点追跡の失敗が少ないことが分かる．これは，N = 1000だけでなくN = 120の場合
においても同様であり，提案手法は少ないサンプル数で従来のパーティクルフィルタよ
り失敗の少ない顔特徴点追跡を実現している．また，表 5.5のすべての平行移動および
回転角のパラメータにおいて，N = 1000の従来手法と比較してN = 120の提案手法
のRMSEが減少している．ただし，表 5.4より，照明条件の変化を含むデータセットで
は，提案手法は従来手法より顔特徴点追跡の失敗が増加していることが分かる．
以上のことから，2ステップアルゴリズムを用いた提案手法は，照明条件が急に変化
しない条件下において，従来手法であるパーティクルフィルタより少ないサンプル数で
高精度な顔特徴点検出が可能であることを示した．また，パーティクルフィルタは手振
れなどの予期せぬ動きに脆弱であることが問題であったが，提案手法により予期せぬ動
きに対して頑健な手法を実現した．
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図 5.12 手振れ中の顔特徴点追跡結果の例 (左:入力画像，右:結果)
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図 5.13 急峻な動き中の顔特徴点追跡結果の例 (左:入力画像，右:結果)
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図 5.14 パーティクルフィルタと 2ステップアルゴリズムの違い
5.6 考察
5.6.1 予期せぬ動きに対する頑健性
前節の実験結果から，2ステップアルゴリズムを用いた提案手法はパーティクルフィ
ルタより予期せぬ動きに対する頑健性を持つことが示された．ここで，なぜ 2ステップ
アルゴリズムが予期せぬ動きへの頑健性を持つか考察する．
パーティクルフィルタと 2ステップアルゴリズムの違いに関する説明図を図 5.14に
示す．事前分布を近似するサンプル集合を青の丸印，予測値 (の期待値)を緑の四角，実
際の推定値を赤の四角で示す．各変数の添え字は時刻を意味し，丸印の青の濃さは重み
を表している．従来のパーティクルフィルタの多くは，等速直線運動などの運動モデル
を仮定した状態遷移モデルにより予測を行っていた．このため，運動モデルによる予測
と実際の推定値の差を覆うように，サンプルを広範囲に分布させる必要があった．しか
しながら，予期せぬ動きが発生した場合は，このサンプル集合で推定値を覆うことがで
きないため，追跡が失敗する．
一方で，提案手法は 2ステップアルゴリズムの第 1ステップにおいて，推定値の近似
解を求めることが可能である．この近似解と推定値の誤差を覆う範囲に対して，第 2ス
テップで粗密探索を行えばよい．したがって，運動モデルに依存しない手法を実現する
と共に，サンプル数を極端に削減した場合においてもパーティクルフィルタより高精度
な顔特徴点追跡が可能となる．
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表 5.6 パーティクルフィルタの予測値および第 1ステップの近似解のRMSE
Model tx[pix.] ty[pix.] s[%] y[deg.] p[deg.] r[deg.]
Random walk 7.26 3.39 1.38 1.89 2.32 2.93
Linear uniform 3.33 1.83 1.62 1.66 1.97 1.32
1st step (once) 0.24 0.17 1.31 1.23 1.54 0.57
1st step (twice) 0.24 0.17 1.41 1.16 1.62 0.34
パーティクルフィルタの予測値および第 1ステップの近似解のRMSEの比較を表 5.6
に示す．表 5.6では，パーティクルフィルタの予測モデルとして，ランダムウォークモ
デルおよび等速直線運動モデルを用いた．また，2ステップアルゴリズムにおける第 1
ステップの近似解として，(5.29)式による解の更新を 1回行なった場合と 2回行った場
合について結果を示した．これらは 5.4節で述べた学習用動画像を用いた前実験に関す
る結果である．第 1ステップで求めた解は，ランダムウォークモデルや等速直線運動モ
デルより RMSEが減少していることが示された．また，第 1ステップの更新回数は 1
回の場合と 2回の場合で大きな違いは見られなかった．オプティカルフローの結果に過
適合することで，2回目以降の更新で精度が低下する変数も存在するため，更新回数は
1回が適切である．したがって，2ステップアルゴリズムの第 1ステップで求めた解は，
近似解として適切であり，予期せぬ動きに対する頑健性に大きく寄与していることは明
らかである．
5.6.2 タブレット機器における有効性
提案手法の多様な機器における有効性を検証するために，タブレット機器を用いた顔
特徴点追跡システムを構築した．本研究では，Windows 8 OS，Intel Atom Z2760 プロ
セッサ，2GBメモリによって構成されるタブレット機器を用いた．また，5.4節で述べ
た汎用 PCを計算時間の比較用に用いる．
汎用 PCを用いた時の提案手法による顔特徴点追跡の計算時間は，N = 1000の場合
で 13.5msであった．一方，モバイル機器を用いた場合の計算時間は 1フレームあたり
92.0msであった．このため，汎用PCでは 30fpsの実時間動作が可能であるが，モバイ
ル機器では実時間動作は困難である．また，N = 120の場合は汎用PCで 2.8ms，モバ
イル機器で 13.6msであった．合計サンプル数を 1000から 120に削減することで計算コ
ストは約 80%減少し,タブレット機器においても 30fpsで実時間動作が可能であること
を示した．また，提案手法は手振れなどの予期せぬ動きへの頑健性を持つため，手に
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持って利用するアプリケーションにおいて特に有効であると考えられる．
さらに，提案手法を用いたタブレット機器の応用システムの実現可能性を示すため
に，本論文では拡張現実システムを構築した．構築した拡張現実システムは眼鏡の試着
を行うものであり，ユーザの顔へ仮想的に眼鏡モデルを表示することができる．本シス
テムの実行例を図 5.15に示す．図 5.15において，左側は入力画像，右側は仮想眼鏡モ
デルを描画した結果である．この図より，ユーザの顔特徴点に合わせて，適切な位置に
仮想眼鏡モデルを表示できていることが分かる．上記のタブレット機器を用いた場合で
は，本システムは 22fpsで実時間動作することを確認している．
以上のことから，提案手法の多様な機器に対する有効性と示すと共に，今後様々な応
用システムが実現される可能性を示した．提案手法を用いた別の応用例としては，帽子
やアクセサリーなどの試着，リアルタイムの顔補正，ゲーム開発などへの応用が可能で
あると考えられる．
5.6.3 本章の結論
本章では，第 4章で提案した 2ステップアルゴリズムを顔特徴点追跡に応用すること
で，高速化および高精度化を実現する手法を提案した [133]．動画像を用いた顔特徴点
追跡では，パーティクルフィルタに基づく手法が一般的に用いられる．しかしながら，
計算コストが高い点，および予期せぬ動きに脆弱であることが問題となっており，これ
らの問題点の解決は多様な機器への応用において重要課題であると考えられる．そこで
本論文では，第 1ステップで顔特徴点の近似解を求め，第 2ステップで粗密探索に基づ
く解探索を行う 2ステップアルゴリズムを提案した．テスト用動画像データセットを用
いた顔特徴点追跡実験では，モンテカルロ法に用いるサンプル数を従来手法の一般的
な値である 1000から 120に減少させた場合においても，従来手法であるパーティクル
フィルタと比較して，提案手法は顔特徴点を高精度に追跡可能であることが示された．
照明条件の急激な変化に対処できないという欠点があるが，サンプル数を減少させたこ
とにより計算時間を削減可能であり，予期せぬ動きに対して頑健であることを示した．
さらに，タブレット機器を用いた顔特徴点追跡システムを構築し，仮想的に眼鏡の試着
を行う実時間動作可能な拡張現実システムの例を紹介した．したがって，提案手法を用
いた顔特徴点追跡の多様な機器における有効性が示されたことで，本手法を用いた様々
な応用技術の開発が実現可能であると考えられる．
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図 5.15 提案手法を用いた拡張現実システムの例 (左:入力画像，右:結果)
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6.1 本論文のまとめ
本論文では，高速・高精度な顔特徴点検出の実現を目的として，動画像および静止画
像の両方を対象とした新たな顔特徴点検出手法を提案した．顔特徴点検出は，顔認証を
はじめとする顔画像認識システムの開発における基盤となる技術であり，今日に至るま
でに数多くの研究が行われてきた．顔画像認識システムの技術開発は，静止画像を用い
た手法と動画像を用いた手法の二つに大別されており，従来の研究において，主に汎用
PCを用いた顔画像認識システムの実現を目的として研究が進められてきた．静止画像
における顔特徴点検出の高速化および高精度化は，犯罪捜査などの短時間で正確な解析
を必要とする応用において注目される重要課題となっている．また，動画像における顔
特徴点追跡に関する従来手法においても，計算機性能に制約が存在する条件下で，計算
コストと追跡性能に改善すべき問題が残されているのが現状である．そこで本論文で
は，静止画像を用いた顔特徴点検出の高速・高精度化手法，および動画像を用いた顔特
徴点検出の高速・高精度化手法を提案することで，上記の顔特徴点検出に関する問題を
解決した．
第 3章では，静止画像を用いた顔特徴点検出の高速・高精度化手法を提案した．静止
画像を用いた顔特徴点検出では，形状回帰モデルと呼ばれるカスケード構造を持つ回帰
モデルを用いる．従来の顔特徴点検出手法では，回帰モデルの学習において特徴量の設
計を経験的に手動で設定する問題が残されており，形状回帰モデルの性能を最大限に発
揮できていないことが問題であると考えられる．また，顔特徴点検出の高速化において
バイナリ特徴量を用いた手法が注目されており，実数値特徴量を用いた手法は低速であ
るという傾向が既存研究により示されている．しかしながら，特徴量の計算過程におい
て簡略化可能な演算が含まれていることに着目すると，実数値特徴量の計算コストは削
減可能であると考えられる．そこで本論文では，実数値特徴量である SIFT特徴量を用
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いた形状回帰モデルにおいて，従来経験的に決定されていたパラメータを適応的に設計
することで顔特徴点検出の高精度化を行うと共に，SIFT特徴量の計算を簡略化するこ
とで高速化する手法を提案する．提案手法は，形状回帰モデルを用いた顔特徴点検出の
推定精度が高くなるように，階層ごとに SIFT特徴量のスケールに関するパラメータを
自動的に決定する．さらに，木探索に基づくアルゴリズムによって回帰モデルの全体構
造を適応的に決定する手法を提案する．顔特徴点検出のベンチマークデータセットを用
いた顔特徴点検出の推定精度の結果は，既存手法よりも高精度であることが示された．
また，SIFT記述子の演算の簡略化により，既存手法は計算速度が 320fpsであったのに
対し，提案手法は 725fpsを達成した．以上のことから，提案手法を用いた静止画像の
顔特徴点検出の有効性を示した．提案手法により，短時間で正確な顔画像解析ができる
ようになると考えられるため，犯罪捜査などの大量の顔画像データを短時間で解析する
必要がある場面において特に有用である．
第 4章では，動画像の顔特徴点検出の高速・高精度化のための基礎理論として，3次
元空間中の平面画像を対象とした追跡手法を提案した．動画像を用いた顔特徴点検出
は平面画像追跡の一般的な拡張であると見做すことができ，平面画像追跡に関する理
論を発展させることで顔特徴点追跡に応用できる．平面画像追跡問題は，IC法によっ
て定式化され，目的関数を最小化するパラメータを求める非線形最適化問題に帰着す
る．しかしながら，この最適化問題は複雑であり，計算コストが高いという問題点が存
在する．そこで本論文では，この問題を解決するために 2ステップアルゴリズムを提案
した．提案手法は，計算コストの低いアルゴリズムによって目的関数の近似解を求め，
これを目的関数最小化の初期値に用いるという発想に基づく．第 1ステップでは，オプ
ティカルフローと最小二乗推定を用いてパラメータの近似解を求めている．また，第 2
ステップでは，第 1ステップで得られた近似解を初期値として IC法を用いて厳密解を
求めている．テスト用画像を用いた平面画像追跡のシミュレーションでは，第 1ステッ
プで得られた近似解を目的関数の最適化の初期値に用いることで，非線形最適化に必要
となる解の更新回数が減少することを確認した．提案手法は，追跡対象が低速で変化し
ているときは IC法より計算コストが高くなるが，追跡可能な範囲が広く，高速に移動
している追跡対象に対して特に有効であることを示した．したがって，提案手法である
2ステップアルゴリズムの平面画像追跡問題に対する有効性を検証し，動画像を用いた
顔特徴点検出に応用することで高速化および高精度化の実現可能性を示した．
第 5章では，第 4章で提案した 2ステップアルゴリズムを動画像を用いた顔特徴点検
出に拡張することで，高速化および高精度化を実現する手法を提案した．動画像を用い
た顔特徴点検出では，フレームごとに独立に顔特徴点を検出するのではなく，時系列信
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号処理により顔特徴点を追跡する手法を用いる．顔特徴点追跡の従来研究では，時系列
信号処理手法としてパーティクルフィルタが一般的に用いられる．パーティクルフィル
タは追跡対象の状態を確率分布で表現する時系列フィルタの一種であり，多数のサンプ
ル集合を用いて確率分布をモンテカルロ法により近似する特徴を持つ．しかしながら，
高精度な顔特徴点追跡を実現するためには大量のサンプルが必要であり，計算コスト削
減のためにサンプル数を極端に小さくした場合は，顔特徴点の追跡性能が低下すること
が問題であった．そこで本論文では，第 1ステップで顔特徴点をおおまかに推定し，第
2ステップで高精度な顔特徴点追跡を行う 2ステップアルゴリズムを提案した．第 1ス
テップでは，平面画像追跡問題と同様に，オプティカルフローと最小二乗推定を用いて
顔特徴点追跡のパラメータを求めている．また，第 2ステップでは，第 1ステップで得
られたパラメータの周辺領域を粗密探索することで高精度な顔特徴点追跡を実現して
いる．動画像データセットを用いた顔特徴点追跡実験では，提案手法によりモンテカル
ロ法に用いるサンプル数を従来手法の一般的な値である 1000から 120に減少させた場
合においても，顔特徴点を高精度に追跡可能であることが示された．従来手法と比較す
ると急な照明条件の変化に脆弱ではあるが，手振れなどの予期せぬ動きに対して頑健で
あることが明らかとなった．さらに，タブレット機器を用いて顔特徴点追跡を実装し，
拡張現実システムを構築した．提案システムにおいて，顔特徴点追跡は 30fpsで動作す
ることを確認し，拡張現実システムも実時間動作可能であることを検証した．以上のこ
とから，提案手法を用いた顔特徴点追跡のモバイル機器における応用事例の有効性が示
されたことで，本手法を用いた様々な応用技術の開発が実現可能であると考えられる．
6.2 今後の展望
顔特徴点検出に関する研究において，高速化および高精度化は既存研究の問題解決の
ための一過程であり，応用技術の開発によって実用化されて初めて意味を成す．本論文
で提案した静止画像および動画像を用いた顔特徴点検出手法は，犯罪捜査をはじめとす
る大量の顔画像解析や，計算機性能に制約がある条件下におけるアプリケーション開発
を想定しており，実用性を考慮している．
静止画像を用いた顔特徴点検出は，既に推定精度は人間と同等であるという報告もあ
り [45]，成熟した研究課題となりつつある．テロや暴動に関する犯罪捜査では，人間が
判別困難な顔画像が犯人特定の手掛かりとなることがある [7]．これまでの顔画像認識
に関する研究では，人間の識別性能に近づくことが目標とされているが，今後は人間の
識別性能を超える顔画像認識技術が必要となることが予想される．人間が判別困難な問
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題に対しても利用可能な顔画像認識技術の実現に向けて，研究の余地は未だ多分に残さ
れていると考えられる．
動画像を用いた顔特徴点追跡に関する提案手法は，計算コストの削減により汎用PC
を必要としない手法を実現した．したがって，計算機器の性能に制約が存在する条件下
において，様々な顔画像認識技術が利用可能になると考えられる．本論文ではタブレッ
ト機器を用いた拡張現実による試着システムについて述べたが，他の応用として，肢体
不自由者の生活支援のための頭部姿勢や視線情報を用いたコンピュータインタフェース
などの応用が，低コストで実現可能になると考えられる．したがって，今後の発展とし
て，顔画像認識をより手軽に利用可能な技術として幅広く利用されるようになることが
期待される．
顔画像認識技術の将来的な発展は，人の暮らしを支える重要な役割を担うことが予想
される．顔画像の利用はプライバシーに関する問題が残されているが，顔画像認識は正
しく運営することで安全・安心な社会生活を実現する技術である．本研究で得られた成
果がより有益な顔画像認識の実現に貢献することを信じて，今後の研究の更なる発展に
期待したい．
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