Abstract. We describe a "cellular" approach to the computation of the cohomology of a poset with coefficients in a presheaf. A cellular cochain complex is constructed, described explicitly and shown to compute the cohomology under certain circumstances. The descriptions are refined further for certain classes of posets including the cell posets of regular CW-complexes and geometric lattices.
Introduction
The cohomology groups of a poset P with coefficients in a presheaf F are the derived functors, or higher limits, of the limit lim ← − −P F, and they can be computed using a canonical complex S * (P; F). In [ET] we showed that the Khovanov homology groups of a link diagram are the higher limits of a certain poset and presheaf. The definition of Khovanov homology involves a different complex which, while based on essentially the same poset and presheaf, appears ad hoc in its construction. The motivation for [ET] was to place it within a more general framework. The relationship between the two constructions is analogous to that found in topology, where the cellular chain complex of a space is simple and well suited to explicit computation -like the definition of Khovanov homology -but has less flexibility than the singular chain complex.
So we are naturally led to the following questions: for what posets P and presheaves F can a "cellular" cohomology be defined? Under what circumstances will this compute the higher limits, that is to say, coincide with the usual cohomology? In this paper we propose a definition of cellular cohomology HC * (P; F) applicable to a large class of posets, and show that for many naturally occurring examples, including the cell posets of regular CW-complexes and geometric lattices, that this cellular cohomology computes the higher limits.
Specifically, we define a cochain complex C * (P; F) for a (graded) poset P equipped with a presheaf F by mimicking the construction of the cellular chain complex in topology. We define first the relative cohomology of pairs and then apply this to adjacent degrees of a filtration of P.
The role of open cells is played by open intervals P >x . Our main result, Theorem 1, is that, as in topology, a vanishing condition on this relative cohomology suffices for this cellular complex to compute the higher limits. If a poset has this condition we call it cellular and our main result reads: Theorem 1. Let P be graded, cellular, locally finite with corank function and let F be a presheaf on P. Then there is an isomorphism HS * (P; F) HC * (P; F).
The proof is in two steps: finite posets are handled via a spectral sequence and this is extended to locally finite posets using a projective resolution. On the other hand it is not hard to find examples for which the higher limits cannot be computed cellularly.
We also spend some time describing the cellular cochain complex explicitly. For example in Proposition 4 we describe the cochain groups as a product taken over the "cells":
Proposition 4. Let P be graded with corank function and F a presheaf on P. Then there are isomorphisms C n (P; F)
HS n−1 (P >x ; ∆F(x))
Our most concrete result concerning the complex itself is Proposition 6 where we show that the form of the cellular cochain groups is shaped by abelian groups that reflect the structure of closed intervals P ≥x . This also makes it easy to see that the cochain groups need not necessarily be free, even if the presheaf takes values that are free.
In §4.1 we show that posets P with a unique maximum (that are cellular) have higher limits that vanish in all non-zero degrees for any presheaf F. The proof is rendered almost trivial by the use of cellular cohomology. If P has instead a unique minimum ( §4.3) then by contrast the higher limits can be almost arbitrarily complicated; the Khovanov homology result mentioned above is an example. Our point here is to dispel a commonly held misconception: that when we have a unique extremum the cohomology vanishes in all but one degree, no matter what the presheaf. The final sections describe in some detail the cellular complex when P is the cell poset of a regular CW-complex or a geometric lattice.
Colin Maclachlan, colleague, mentor and friend, died in November 2012. Colin maintained a healthy skepticism of "abstract mumbo jumbo", so we're not sure that he would have approved of this paper. Nevertheless, we dedicate it to him with much respect and affection.
Cohomology of posets with coefficients in a presheaf
We start by recalling definitions and elementary results concerning the cohomology of posets with coefficients in a presheaf. Everything is well-known (see [GZ67, Appendix II.3] or [Moe95, II.6]) but it is convenient to have it to hand and set down the notation we will be using. Many of the definitions and results carry straight through to the more general setting of small categories, but as we will be working with posets we prefer to state everything in these more concrete terms.
Definitions
Let P = (P, ≤) be a poset. We will usually think of P as a category having objects the elements of the poset and with a unique morphism x → y if and only if x ≤ y. The nerve N * P of P is the simplicial set with n-simplicies N n P the poset sequences σ = σ n ≤ · · · ≤ σ 0 , where the σ i ∈ P, and with face maps d i : N n P → N n−1 P and degeneracy maps s i : N n P → N n+1 P given by
The geometrical realization of N * P will be denoted by |N * P|. It is a CW-complex with a single n-cell for each non-degenerate n-simplex σ = σ n < · · · < σ 0 .
A presheaf on P is a (covariant) functor F : P op → Ab to abelian groups. The category PreSh(P) has as objects the presheaves F : P op → Ab and as morphisms the natural transformations κ : F → G. We write F y x for the homomorphism F(y) → F(x) induced by x ≤ y in P, and κ x for the map F(x) → G(x) that is the component at x of the natural transformation κ.
Example 1. For A ∈ Ab the constant presheaf ∆A is defined by ∆A(y) = A for every y ∈ P and (∆A) z y = 1 for every y ≤ z in P.
Example 2. For A ∈ Ab and x ∈ P the Yoneda presheaf Υ x A is defined by
and with (Υ x A) z y = 1 when y ≤ z ≤ x; or 0 → A when y ≤ x and z x, and the zero map otherwise. Thus Υ x A is the constant presheaf ∆A on the closed interval P ≤x = {y ∈ P | y ≤ x} and the zero presheaf on the rest of P. If x ≤ y in P and A → B is a map of abelian groups, then there is an induced morphism of presheaves Υ x A → Υ y B. Indeed, the most useful property of the Yoneda functor Υ x is that is it left adjoint to the evaluation functor PreSh(P) → Ab taking F to F(x). Explicitly, this adjunction is Hom PreSh(P) (Υ x A, F) Hom Z (A, F(x)), via κ → κ x , and if ζ : Υ x A → Υ y B is the induced morphism above, then
is the map sending κ y ∈ Hom Z (B,
). In particular Υ x A is projective in PreSh(P) if and only if A is projective in Ab (i.e.: A is free). For any presheaf F the limit lim ← − −P F exists in Ab and is constructed by taking the subgroup of the product x∈P F(x) consisting of those P-tuples (a x ) x∈P with a x ∈ F(x), and such that for all x ≤ y in P the induced map F(y) → F(x) sends a y to a x . Indeed we have a left exact functor lim ← − −P : PreSh(P) → Ab and the right derived functors lim ← − − i P := R i lim ← − −P are called the higher limits of F. By definition the cohomology groups of P with coefficients in the presheaf F are these higher limits evaluated at F.
The higher limits are computed as follows. There is a canonical projective resolution A * → ∆Z in PreSh(P) with A n = σ Υ σ n Z, where the direct sum is over the simplicies σ ∈ N n P, and with the maps A n → A n−1 induced by the simplicial structure of the nerve (see, for example, [Moe95, Proposition II.6.1]). The associated cochain complex S * (P; F) := Hom PreSh(P) (A * , F) thus computes the higher limits. It has nth cochain group
where the product is over the n-simplicies σ ∈ N n P of the nerve. We adopt the convention that S * (∅; F) is the zero complex. If s ∈ S n (P; F) and σ ∈ N n P we write s · σ for the component of s indexed by σ, so if σ = σ n ≤ · · · ≤ σ 0 then s · σ ∈ F(σ n ). The differential d : S n−1 (P; F) → S n (P; F) is defined for s ∈ S n−1 (P; F) and σ ∈ N n P by
with the d i the face maps (1) of the nerve. By defining
we have lim ← − − * P F HS * (P; F). With a constant presheaf we recover the topology:
where the right hand side is the ordinary singular cohomology of the geometrical realisation |N * P| (see for example [Bac75, Theorem 2.1]). The complex S * (P; F) has a summand for each simplex in the nerve, degenerate or not. There is a version which uses only non-degenerate simplices: let T n (P; F) = σ F(σ n ), taking the product over N n • P, the non-degenerate simplicies σ = σ n < · · · < σ n , and the differential also given by (3). Then T * (P; F) is a quotient of S * (P; F) with these two homotopy equivalent. To see this define f :
• P, and g :
Then f g is the identity on T * (P; F). Let h : S n (P; F) → S n−1 (P; F) be given by
where the σ p , . . . , σ 0 are distinct, there are ℓ ≥ 2 with ℓ even repeats of σ p σ p+ℓ , and s p : N n−1 P → N n P is a degeneracy map (1). Then h is a chain homotopy between g f and the identity on S * (P; F), and so we have a homotopy equivalence S * (P; F) ≃ T * (P; F). Much of what we have to say about S * (P; F) holds analogously for T * (P; F). We will content ourselves with pointing this out where appropriate and leaving the details to the reader.
Induced maps
If f : Q → P is a map of posets then there are a number of induced maps and functors.
-There is an induced map of simplicial sets
If f is an inclusion Q ֒→ P then we will just write F for f * F. -There is an induced map of groups f * : S * (P; F) → S * (Q; f * F), the pull-back, defined for s ∈ S n (P; F) and σ ∈ N n Q by f
-If f : Q → P is finite-to-one, i.e. for each x ∈ P the pre-image f −1 x is a finite set, then there is an induced map of groups f * : S * (Q; f * F) → S * (P; F), the push-forward, defined for s ∈ S n (Q; f * F) and σ ∈ N n P by
If f −1 σ is empty the right-hand side is taken to be zero. By definition of the presheaf f * F each element of f −1 σ has associated to it the same abelian group -namely F(σ n ) -and the sum in (6) takes place in this group. The push-forward is not in general a chain map: for example if f : Q → P is injective but not surjective.
Remark. Our notation differs from that found in [GZ67, Appendix 2] where f * is used for the induced functor PreSh(P) → PreSh(Q) and f * denotes a left adjoint to f * .
If f : Q → P is injective then (5) gives a pull-back T * (P; F) → T * (Q; f * F) and the analogue of Lemma 1 holds.
Lemma 2. If f is injective then f * f * = id, so that f * is surjective and f * is injective.
Morphisms of presheaves also induce maps of complexes. Let F and G be presheaves on P and κ : F → G a natural transformation. Then there is an induced map κ * : S * (P; F) → S * (P; G) defined for s ∈ S n (P; F) and σ = σ n ≤ · · · ≤ σ 0 ∈ N n P by
Lemma 3. The induced map κ * is a chain map and if f : Q → P is a poset map then the following diagram commutes:
Reduced cohomology
For A ∈ Ab we can augment S * (P; ∆A),
. Then S * (P; ∆A) := A → S * (P; ∆A) is a cochain complex, and the reduced cohomology is defined by
This is isomorphic to H * (|N * P|; A), the ordinary reduced cohomology of the realization of the nerve. Sometimes it will be convenient to set N −1 P = N −1 • P = ⋆, the one element set, and define
An alternative construction of reduced cohomology is as follows. Let ⋆ be the one-element poset and let F ∈ PreSh(⋆) be the presheaf with F(⋆) = A. The collapse map f : P → ⋆ induces the constant presheaf ∆A on P, i.e. f * F = ∆A. By considering the map f * : HS * (⋆; F) → HS * (P; ∆A) induced by the pullback, we have
Analogously we can define T * (P; ∆A) and HT * (P; ∆A) -although only the first of the two approaches above now works -and we have a homotopy equivalence T * (P; ∆A) ≃ S * (P; ∆A).
Relative cohomology
Let f : Q → P be a poset map, F a presheaf on P and f * : S * (P; F) → S * (Q; f * F) the pull-back. Define S * (P, Q; F) := ker f * .
We will mostly consider the case where f is an inclusion, which is why we omit it from the notation. Observe that for s ∈ S * (P; F) we have s ∈ S * (P, Q; F) if and only if s · σ = 0 for all σ ∈ f (N * Q) ⊂ N * P. The differential on S * (P; F) restricts to a differential on S * (P, Q; F) and we define
the (relative) cohomology of the pair (P, Q) with coefficients in the presheaf F. We adopt the convention that S * (P, ∅; F) = S * (P; F). If f is an injection we can analogously define T * (P, Q; F). The maps given at the end of §1.1 then restrict to the various relative complexes to give a homotopy equivalence
If f is injective then Lemma 2 gives a short exact sequence
and hence a long exact sequence
Lemma 4. Let P, Q, R be posets with j : R ֒→ Q and i : Q ֒→ P inclusions and let F be a presheaf on P. Then there is a short exact sequence
Lemma 5. Let (P, Q, R) be the triple of Lemma 4 with ι : HS n (Q, R; F) → HS n (Q; F) induced by the inclusion S n (Q, R; F) → S n (Q; F) and β : HS n (Q; F) → HS n+1 (P, Q; F) the connecting homomorphism of the pair (P, Q). If δ is the connecting homomorphism of Lemma 4 then δ = βι.
Cellular cohomology of posets with coefficients in a presheaf
Singular cohomology can be defined for any topological space X, but if X has a cellular structure -for example is a CW-complex -then cellular cohomology can be defined and singular cohomology can be computed using it. In this section we define, for a large class of posets, a cellular cohomology with coefficients in a presheaf. As in topology we define a cochain complex using the relative cohomology of pairs -which is not hard -and then expend some effort describing it more explicitly. In the next section we will describe a situation in which lim ← − − * P F can be computed via this cellular cohomology.
The definition of cellular cohomology
We begin by recalling some poset terminology. If x ≤ y ∈ P and for any x ≤ z ≤ y we have either z = x or z = y, then y is said to cover x, written x ≺ y. P is graded if there exists a rank function rk : P → Z, i.e. a function such that (i). x < y implies rk(x) < rk(y), and (ii). x ≺ y implies rk(y) = rk(x) + 1.
Fix a rank function rk on graded P and assume further that rk is bounded above with r = max x∈P {rk(x)}. Define the corank function |· | : P → Z ≥0 by | x| = r − rk(x). Filter P by corank by letting
There is thus a sequence of inclusions P 0 ⊂ P 1 ⊂ P 2 ⊂ · · · If F is a presheaf on P then we get induced presheaves F on each P k via the inclusions P k ֒→ P.
From now on all posets will be graded with bounded rank function and with corank function |·| : P → Z ≥0 , a state of affairs that we will abbreviate to "graded with corank function". Definition 1. Let P be graded with corank function, {P k } k∈Z the associated filtration (8) and F a presheaf on P. The cellular cochain complex C * (P; F) has chain groups
and differential C n−1 (P; F) δ −→ C n (P; F) by taking R = P n−2 , Q = P n−1 and P = P n in Lemma 4 and defining δ to be the coboundary map in the associated the long exact sequence
The cellular cohomology of P with coefficients in the presheaf F is defined to be the homology of this complex:
That δ 2 = 0 is a standard argument following from Lemma 5. Clearly C n (P; F) = 0 for n < 0 and in degree zero we have
We can write an explicit formula for δ: if s ∈ S n−1 (P n−1 , P n−2 ; F) is a cocycle with homology
where for σ ∈ N n P n we have
This comes about by writing a formula for the connecting homomorphism of the pair (P n , P n−1 ) and Lemma 5.
Describing the cellular cochain complex
Continuing the analogy with the cellular cohomology of a CW-complex, the role of cells is played by the closed intervals P ≥x and the role of boundary spheres of cells by the open intervals P >x : P ≥x = {y ∈ P | y ≥ x} and P >x = {y ∈ P | y > x}. P is locally finite if for any x ∈ P there are only finitely many y with x ≺ y. If P is graded with corank function and locally finite, then the interval P ≥x is a finite poset for each x.
We now describe the cellular cochain complex C * (P; F) in terms of these intervals. Let x be a fixed element of corank n. Then the diagram of inclusions below left induces, by Lemmas 1 and 2, the commuting diagram on the right:
As the diagram commutes, ε * x restricts to a chain map ker i * → ker j * , i.e. a chain map ε *
which for s ∈ S * (P n , P n−1 ; F) and σ ∈ N * P ≥x is given by ε * x s · σ = s · ε x σ. Proposition 1. The map of abelian groups
given by εs · x = ε * x s is a chain isomorphism. Proof. The differential on the product is d x with d x the differential on S * (P ≥x , P >x ; F), and ε is a chain map as each ε * x is. Let s, s ′ ∈ S i (P n , P n−1 ; F) be such that εs = εs ′ . If σ ∈ N i P n \N i P n−1 then |σ i | = n and so σ = ε σ i (σ) for σ ∈ N i P ≥σ i . In particular s · σ = s · ε σ i (σ) = s ′ · ε σ i (σ) = s ′ · σ and so ε is injective. On the otherhand let s ∈ | x |=n S * (P ≥x , P >x ; F) be of degree i. If τ ∈ N i P n \ N i P n−1 then τ = ε τ i (σ) but is not in the image of any other ε x . Let t ∈ S i (P n ; F) be such that
Then t ∈ S i (P n , P n−1 ; F) with εt = s and so ε is surjective. ⊓ ⊔ Writing ε as well for the composition
the differential of the cellular cochain complex can be described in terms of the isomorphism (10) as the map making the following diagram commute:
We will call this map δ as well. An explicit formula for ε −1 can be extracted from the surjectivity part of the proof of Proposition 1 and by combining this with (9) and (10) we have proved the following alternative description of the cellular cochain complex:
Proposition 2. Let P be graded with corank function and F a presheaf on P. Then there are isomorphisms C n (P; F)
with respect to which the differential in the cellular cochain complex C n−1 (P; F) δ −→ C n (P; F) has the following effect on an element s ∈ |y |=n−1 HS n−1 (P ≥y , P >y ; F). Suppose that s · y = [s y ] for s y a cocycle in S n−1 (P ≥y , P >y ; F). Then δs · x = [t x ] where t x ∈ S n (P ≥x , P >x ; F) is given by
where σ ∈ N n P ≥x .
In particular for a fixed element x of corank n, the diagram
x≺y HS n−1 (P ≥y ,
commutes, where the bottom horizontal map is the restriction of δ to the y covering x followed by projection onto the x-coordinate. In words, if s ∈ |y |=n−1 HS n−1 (P ≥y , P >y ; F) then the component of δs indexed by x depends only on the components of s indexed by the y covering x. If y is a fixed element of corank n − 1 and x a fixed element of corank n, then the map δ y x making the diagram C n−1 |y |=n−1 HS n−1 (P ≥y , P >y ; F)
HS n−1 (P ≥y , P >y ; F)
commute is called the matrix element corresponding to the pair (x, y). Explicitly, if s is a cocycle in HS n−1 (P ≥y , P >y ; F) then δ
where for σ ∈ N n P ≥x , the coordinate t · σ is given by (11) with s y replaced by s. In general δ is not determined by its matrix elements. If P is locally finite however then the bottom left term in (12) is a direct sum, and for s ∈ C n−1 we have
We can further refine the chain groups of the cellular complex: Proposition 3. Let x ∈ P. Then HS * (P ≥x , P >x ; F) HS * (P ≥x , P >x ; ∆F(x)) HS * −1 (P >x ; ∆F(x))
where ∆F(x) is the constant presheaf with value F(x) ∈ Ab.
Proof. Consider F and ∆F(x) as presheaves on the closed interval P ≥x . In PreSh(P ≥x ) there is a natural transformation κ : F → ∆F(x) defined by κ y = F y x which induces a chain map κ * : S * (P ≥x ; F) → S * (P ≥x ; ∆F(x)). The inclusion P >x ֒→ P ≥x and Lemma 3 mean that κ * restricts to a chain map κ * : S * (P ≥x , P >x ; F) → S * (P ≥x , P >x ; ∆F(x)) which turns out to be an inclusion. Surjectivity is similarly easy, and we have an induced isomorphism in cohomology:
We observed in §1.1 that HS * (P ≥x ; ∆F(x)) H * (|N * P ≥x |, F(x)), the ordinary singular cohomology of the classifying space |N * P ≥x |. As P ≥x has a unique minimal element the space |N * P ≥x | is contractible, giving
Thus for i > 1 the coboundary map in the long exact sequence (7) of the pair (P ≥x , P >x ) is an isomorphism
HS 0 (P ≥x ; ∆F(x)) is the diagonal copy of F(x) in S 0 (P ≥x ; ∆F(x)), so HS 0 (P ≥x , P >x ; ∆F(x)) is trivial when | x| > 0 and isomorphic to F(x) when | x| = 0 (and thus HS −1 (P >x ; ∆F(x)) in either case). The long exact sequence of the pair (P ≥x , P >x ) collapses to the short exact sequence:
When | x| > 0 the first map can be identified with the map HS 0 (⋆; ∆F(x)) → HS 0 (P >x ; ∆F(x)), giving HS 1 (P ≥x , P >x ; ∆F(x)) HS 0 (P >x ; ∆F(x)). For | x| = 0 these two are both trivial.
⊓ ⊔
This leads to our third description of the cellular chain complex in terms of the reduced cohomology of open intervals. Writing α for the isomorphism
then if s is an element of the left hand side with s · x = [s x ] for s x a cocycle in S n−1 (P >x ; ∆F(x)), we have αs = t with t · x = [t x ], where t x ∈ S n (P ≥x , P >x ; ∆F(x)) is given by
and σ ∈ N n P ≥x . Computing α −1 δα with the δ of (11) gives: and differential C n−1 δ −→ C n where if s ∈ |y |=n−1 HS n−2 (P >y ; ∆F(y)) with s · y = [s y ] for s y a cocycle in S n−2 (P >y ; ∆F(y)), then δs = t with t · x = [t x ] where t x ∈ S n−1 (P >x ; ∆F(x)) is given by
and σ ∈ N n−1 P >x .
Similar comments pertain to this description of the cellular complex as those following Proposition 2. In particular if y is fixed of corank n − 1 and x fixed of corank n then the matrix element δ y x sends [s] to [t] with s ∈ HS n−2 (P >y , ∆F(y)) a cocycle and t · σ given by (13) with s y replaced by s.
Locally finite posets
When P is locally finite the middle of the three terms in Proposition 3 can be further reduced. For P ≥x is a finite poset, so that S * (P ≥x , P >x ; ∆Z) has free cochain groups and hence S * (P ≥x , P >x ; ∆F(x)) S * (P ≥x , P >x ; ∆Z)⊗F(x). In anycase -locally finite or not -HS i (P ≥x , P >x ; F) HT i (P ≥x , P >x ; F) = 0 for i > | x| and so
when
The differential is determined by the matrix elements δ y x in the locally finite case, and the image of an s ∈ HT n−1 (P ≥y , P >y ; ∆Z) ⊗ F(y) is determined by the images of elements of the form [s σ ] ⊗ a, where a ∈ F(y) and for σ ∈ N n−1
• P ≥y (with necessarily σ n−1 = y), the tuple s σ ∈ T n−1 (P ≥y , P >y ; ∆Z) has 1 in the σ-coordinate and 0's elsewhere. Then
where xσ is the result of pre-appending x to σ. Similarly we have
where σ ∈ N n−2 • P >y and s σ , a are analogous to (15). We now turn to a description of C * (P; F) in terms of generators and relations. If X is a CW-complex then the cellular cochains in degree n are free on the n-cells -one chooses free generators by fixing orientations for the cells in the usual way. Looking forward to §4.2, if P is the cell poset of a regular CW-complex then C n will turn out -not surprisingly -to be free on the elements of corank n, and free generators can easily be found. If P is a geometric lattice (see §4.5) then C n is also free, but with each x of corank n now contributing (−1) n µ(x, 1) free factors, rather than just one, and where µ is the Möbius function of the lattice. In general the situation is more complex. First of all C n may not be free, and even when it is we prefer not to privelege a particular choice of basis.
We thus give a non-free presentation for C n when P is locally finite (see also [Wac07, §1.6]). Let x ∈ P be fixed with | x| = n and recall that N n • P ≥x are the non-degenerate n-simplicies in the nerve of P ≥x . The elements of N n • P ≥x thus have the form σ = xσ n−1 · · · σ 0 with |σ i | = i.
• P ≥x with 0 ≤ j < n and |τ i | = i. We call the set B τ of all n-simplicies in N n • P ≥x of the form xτ n−1 · · · τ j+1 y τ j−1 · · · τ 0 (where necessarily |y| = j) the compatible family given by τ. Let s ∈ σ F(x), the direct sum over the σ ∈ N n • P ≥x , and let B τ be some compatible family. We say that s is B τ -constant if there is a fixed a ∈ F(x) such that
be the subgroup generated by the s that are B τ -constant for some τ, where τ ranges over the (n − 1)-simplicies of N n−1
• P >x . Proposition 5. Let P be locally finite and let x ∈ P with | x| = n. Then there are isomorphisms
where the direct sum is over the σ ∈ N n • P ≥x , and A x is the abelian group having presentation with generators the σ ∈ N n
• P ≥x and relations the σ∈B τ σ = 0, for each compatible family B τ . Proof. We have T n (P ≥x , P >x ; ∆F(x)) = σ F(x), the direct sum over the σ ∈ N n • P ≥x . Moreover T n+1 = 0 so that HS n HT n = ( σ F(x))/ im d n−1 , and it remains to show that im
Firstly, let t ∈ T n−1 (P ≥x , P >x ; ∆F(x)) be an element that is non-zero only in the coordinate indexed by τ = xτ n−1 · · · τ j+1 τ j−1 · · · τ 0 where |τ i | = i. We have for σ ∈ N n • P that dt · σ 0 if and only if σ is of the form xτ n−1 · · · τ j+1 y τ j−1 · · · τ 0 , in which case dt · σ = t · τ. Thus, dt is B τ -constant. As every element of T n−1 (P ≥x , P >x ; ∆F(x)) is a sum of such t, we have im
Conversely, let s be B τ -constant with value a and with τ as in the previous paragraph. Define t ∈ T n−1 to have value (−1) j a in the coordinate indexed by τ and 0 elsewhere. Then dt = s and so K x ⊂ d n−1 . The second isomorphism follows from the first and (14).
⊓ ⊔ Remark 1. The group A x of Proposition 5 need not be free: let X be a finite (n − 1)-dimensional regular CW-complex with homology H n−2 (X; Z) containing the torsion subgroup T n−2 0 (for example X is the result of repeatedly suspending RP 2 ). Let Q be the cell poset of X (see §4.2) and let P be Q with a unique minimal element 0 formally attached. Then,
where we have used the fact (see §4.2) that X and |N * Q| are homeomorphic.
Here is our final version of the cellular complex:
Proposition 6. Let P be graded locally finite with corank function and F a presheaf on P. Then there are isomorphisms C
where A x is the abelian group having presentation with generators the σ ∈ N n • P ≥x and relations the σ∈B τ σ = 0 for each compatible family B τ in N n
• P ≥x . If |y| = n − 1 and x ≺ y then the matrix element δ
where σ ∈ N n−1 • P ≥y is a generator of A y with a ∈ F(y) and xσ is the result of pre-appending x onto σ. We finish with an example of a P for which HS * (P; F) HC * (P; F).
Example 3. Let P be a finite 3-valent tree with a distinguished vertex 0 -as for example in Figure  1 -with vertices ordered by x ≤ y when the unique path without backtracking from 0 to y passes through x. Then P is graded with the rank of a vertex the number of edges between it and 0. The maximal elements are called leaves. Assume for simplicity that the leaves are all equidistant from 0 (or have the same rank). By Proposition 6, and if the maximum rank r is > 1, we have C 0 (P; ∆Z) is free abelian on the leaves; C 1 (P; ∆Z) is free abelian on the corank 1 elements, and C i (P; ∆Z) = 0 for i > 1. Thus HC i (P; ∆Z) = 0 for i > 0 and HC 0 (P; ∆Z) is free abelian on the pairs of leaves. On the other hand P has a unique minimum 0 so that |N * P| is a cone on the space |N * P >0 |, hence contractible. In particular HS 0 (P; ∆Z) Z and HS i (P; ∆Z) = 0 for i > 0.
Computing cohomology cellularly
In general the cohomology groups HS * (P; F) and HC * (P; F) are not isomorphic as Example 3 shows. For a large class of posets however we have HS * (P; F) HC * (P; F) and so the higher limits can be computed cellularly. The situation is analogous to topology: if X is a filtered space then one can construct the cellular cochain complex of X, although in general the resulting cellular cohomology is not isomorphic to the singular cohomology. If a vanishing condition on the relative (singular) cohomologies of successive pairs of the filtration is satisfied then the two are isomorphic.
Definition 3. Let P be graded with corank function. Then P is cellular if and only if for every presheaf F we have
Thus the cohomology of the pair (P n , P n−1 ) vanishes in every degree except the one that carries the cochains of the cellular complex. Using the results of the previous section we have P cellular when
for every x ∈ P and every presheaf F. Moreover a locally finite P is cellular when
for every x ∈ P and with the last term the ordinary reduced cohomology of the space |N * P >x |. Cellularity for locally finite P thus has nothing to do with the presheaf.
Remark 2. It is easy to find non-cellular posets, arguing topologically as in Remark 1 of §2.3. If X is a regular CW-complex with non-vanishing cohomology in some non-zero degree < dim X, with cell poset Q (see 4.2) and P the result of formally adjoining a unique minimal element 0 to Q, then (21) fails for P at x = 0.
We devote §4 to examples of posets that are cellular.
Remark 3. Even if P is cellular the cochains of the cellular complex need not be free: let X be a finite n-dimensional regular CW-complex with homology H i (X; Z) the finite group T 0 in degree dim X − 1 and vanishing in degrees 0 < i < dim X − 1. Again, suspending RP 2 some number of times provides an example. If P is the result of formally adjoining a unique minimal element to the cell poset of X, then P is graded, cellular and with corank function, and C n+1 T .
Remark 4.
On the other hand if P is locally finite cellular and the cochains of the cellular complex are free then we have
where µ x = (−1) | x |−1 µ(x, 1) with µ the Möbius function of the poset obtained by adjoining a unique maximum 1 to P. This follows by [Sta12, Proposition 3.8.6] which interprets µ x in terms of the reduced Euler characteristic of the space |N * P >x |, and this characteristic has only one non-zero term by cellularity.
Theorem 1. Let P be graded, cellular, locally finite with corank function and let F be a presheaf on P.
Then there is an isomorphism HS * (P; F) HC * (P; F).
Proof. (i).
Assume in addition to the conditions stated in the theorem that P is also finite. We use a spectral sequence by filtering S * = S * (P; F) as F p S * = S * (P, P p ; F). By Lemma 4 we have a short exact sequence
hence F p+1 S * is a subcomplex of F p S * and we have a bounded filtration
where c is the maximum corank. The E 0 page of the associated spectral sequence has
which is just S p+q (P p+1 , P p ; F) by (22). Since the differential on the E 0 page is induced by that on S * we get an E 1 page with
When q = 1 this is simply C p , and by the cellular assumption all other entries on the E 1 page are zero. One may check that on this one line the spectral sequence differential d 1 agrees with the differential in C * . So the spectral sequence collapses at E 2 with the cellular cohomology on the line q = 1 and hence the result.
(ii). Returning to the general case of a locally finite P we can no longer assume convergence of the spectral sequence used in (i), so we will proceed differently. We define a projective resolution B * → ∆Z in PreSh(P) such that Hom PreSh(P) (B * , F) = C * (P, F). Let B n =
x Υ x , the direct sum over the x of corank n, where Υ x := Υ x A x are Yoneda presheaves ( §1.1) with
A x is free and so Υ x , and hence B n , is projective. To define ζ : B n → B n−1 let x have corank n and x ≺ y. Define ζ y x : S * −1 (P ≥y , P >y ; ∆Z) → S * (P ≥x , P >x ; ∆Z) by
where s ∈ S k−1 (P ≥y , P >y ; ∆Z) and σ ∈ N k P ≥x . Then ζ y x is a chain map, inducing a map, which we will also call ζ
and hence a prehseaf morphism ζ
The sequence · · · → B n → B n−1 → · · · is exact at B n precisely when it is exact pointwise, i.e. for every x the sequence · · · → B n (x) → B n−1 (x) → · · · is exact at B n (x). But this sequence is nothing other than the result of applying Hom Z (−, Z) to the cellular cochain complex C * (P ≥x ; ∆Z). By local finiteness P ≥x is a finite poset, and is cellular, and so by part (i) we have HC * (P ≥x ; ∆Z) HS * (P ≥x ; ∆Z), which in turn is H * (|N * P ≥x |; Z), and this vanishes outside degree 0 as |N * P ≥x | is contractible. Thus H n B * (x) vanishes when n > 0 and is Z when n = 0. To augment B * consider B 1 ζ → B 0 → coker ζ → 0 with the second map the quotient. Then for all x we have coker ζ(x) H 0 B * (x) Z and for x ≤ y the map coker ζ(y) → ζ(x) can be identified with the identity Z → Z. Thus coker ζ ∆Z and we have our augmentation.
Finally, if F ∈ PreSh(P) then
and by (2) in §1.1 we have Hom PreSh(P) (B n
The spectral sequence in the proof of Theorem 1 has its origins in the work of Godement [God73] (see also [Bac75] ). A special case of the projective resolution appears in [ET, §1.3].
Examples
In this section we identify some important classes of posets as coming under the auspices of Theorem 1 and describe the resulting cellular chain complexes, in increasing order of complexity.
Posets with a unique maximum
If P is a poset with a unique extremal (i.e. maximal or minimal) element then the classifying space |N * P| is contractible -indeed if x is the extremal element then |N * P| is a cone on |N * (P\x)|. If we have a constant presheaf F = ∆A on P then lim ← − − i P ∆A HS i (P; ∆A) H i (|N * P|, A) vanishes for i > 0 and is A in degree 0.
With a non-constant presheaf F things are not so simple. If P has a unique minimum but no unique maximum then we will see in §4.3 that HS * (P, F) can be very rich indeed.
If P has a unique maximum 1 then things are similar to the constant coefficient case, and the proof is made simple by computing cellularly. As observed above,
vanishes in every degree for all x 1, the unique element of corank 0, and in all non-negative degrees for x = 1 with HS −1 (P >1 ; ∆F (1) 
Cell posets
A CW-complex X is regular if the attaching map of every cell is a homeomorphism. In this case the cell poset P X has elements the cells of X with cells x ≤ y iff x ⊃ y (note: reverse inclusion).
Since the closure of a cell meets only finitely many other cells this poset is locally finite. It is also graded and if dim X < ∞ then the rank function is bounded with corank function given by |x| = dim x. We have a topology to poset to topology progression given by X → P X → |N * P X | where X and |N * P X | are homeomorphic (see the proof of Theorem III.1.7 in [LW69] ). If x is an n-cell then the open interval P >x is the cell poset of the induced CW-decomposition of the boundary ∂x which is itself an (n − 1)-sphere. Thus
vanishes outside degree i = | x| and HS | x |−1 (P >x ; ∆Z) Z. Cell posets are thus cellular with
where A x Z. Cell posets also enjoy the -property: if u is an (i+1)-cell and v an (i−1)-cell (0 ≤ i ≤ dim X) with u < v, then there are exactly two i-cells z 1 , z 2 with u < z i < v (if i = 0 then there is an u but no v, and if i = dim X then there is a v but no u).
A compatible family B τ in P ≥x thus has one of the two forms illustrated in Figure 2 . The group A x has presentation with generators the σ ∈ N n
• P ≥x and relations of the form σ + σ ′ = 0, where σ, σ ′ are the two poset sequences running around each side of a .
We have the description (18) of the matrix element δ
of the differential, but we can also explicitly describe it as a map Z ⊗ F(y) → Z ⊗ F(x) as follows. If σ, σ ′ ∈ N n • P ≥x then σ can be turned into σ ′ by successively moving poset sequences across 's -i.e.: replacing one sequence in Figure 2 by the other (sketch of proof: P ≥x is the cell poset of an n-ball with the induced decomposition of the bounding (n − 1)-sphere; the σ ∈ N n
• P ≥x correspond to simplices in the barycentric subdivision and moving them across 's corresponds to exchanging simplices sharing a common face of dimension n − 1). In particular σ ′ = ±σ, with the sign determined by the parity number of such maneuvers, and A x Z is freely generated by any of the σ ∈ N n • P ≥x . For each x, fix a free generator σ x of A x and for each x ≺ y let [x, y] = ±1 be determined by
where xσ y is the result of pre-appending x onto σ y . If x, y, y ′ , z form a -configuration then one can check that
The matrix element δ
By [Mas91, Chapter IX, Theorem 7.2] one can choose orientations for the cells of X in such a way that the [x, y] -which are defined above in a purely combinatorial way -are the incidence numbers of the cells.
Posets with a unique minimum and Khovanov homology
We showed in §4.1 that posets with a unique maximum have cohomology concentrated in degree zero. With constant coefficients the presence of a unique mininum gives a similar result. Given an interesting enough presheaf however the cohomology of a poset with unique minimum can be very rich. A good source of examples comes from Khovanov homology [Kho00]: we describe in [ET, Theorem 1] how the Khovanov homology of a link diagram with n crossings arises as the cohomology of the cell poset of the suspension X of an (n − 1)-simplex equipped with the Khovanov presheaf F Kh -see Figure 3 (and also [ET09] ). The cellular cochain complex C * (P X ; F Kh ) is then the standard cube complex found in Khovanov homology, and the [x, y] of (23) are the signs "sprinkled" on the cube to make its faces anti-commute. 
The Bruhat order and the symmetric group
This is another example of a cell poset, arising from a partial order on a finite Coxeter group. We illustrate with a particular example. Let S n be the symmetric group and write an x ∈ S n as a string x = x(1) · · · x(n). Then S n \ id can be given the structure of a cell poset in the following way. If x, y ∈ S n \ id then write
Define x ≤ y when there are x i with
The resulting ≤ is called the Bruhat order on S n (actually, our Bruhat order is the opposite of that normally found in the literature, but the Bruhat order is isomorphic to its opposite anyway). There is then a regular CW decomposition X of the n 2 -ball with P X = P.
To describe the cellular complex C * (P; F) for a presheaf F on P we need only give a free generator σ x for the group A x as in §4.2 and determine the signs [x, y] of (23) where [x, y ′ ], [y, z] and [y ′ , z] are already known, the last two by induction on the corank. We leave the details to the reader.
Geometric lattices
A lattice is a poset P such that any two elements x and y have a supremum (or join) x ∨ y and an infimum (or meet) x ∧ y. P has finite length is there is an absolute bound on the number of elements in any poset chain x 0 ≤ · · · ≤ x n . If P has finite length and a unique minimum 0, then define a grading by taking rk(x) to be the supremum of the lengths of all poset chains from 0 to x. P is a geometric lattice if every element can be expressed as a join of elements of rank 1 (called atoms) and for any x, y we have
The motivating example is the linear subspaces of a vector space V over some field k, ordered by reverse inclusion. See [Bir79, Chapter IV] or [Sta12, Chapter 3] for general facts about geometric lattices. Let P be a locally finite geometric lattice -in particular P is finite and hence also has a unique maximum 1, the join of the elements of P. In the light of Proposition 7, let Q = P \ 1. For every x ∈ P the interval P ≥x is also a geometric lattice. Let where A x Z µ x . One can find explicit free generators for A x using R-labelings [Sta12, Theorem 3.13.2] and hence an explicit description of the differential from Proposition 6.
