We report on measurements of the branching ratios of the decays 
͑1͒
The number of observed events, N sig and N re f , were measured in the data while applying similar selection criteria to both signal and reference decay modes. The acceptances A sig and A re f were calculated with a Monte Carlo simulation and additional information from the data as discussed later in this paper. The term C is equal to one for the decay B ϩ →J/K ϩ ϩ Ϫ and 1/BR( c1 0 (1P)→J/␥) for the decay
II. THE CDF DETECTOR
The data were collected in the periods 1992-1993 ͑run 1A͒ and 1993-1995 ͑run 1B͒ by the Collider Detector at Fermilab ͑CDF͒. The CDF detector has been described in detail elsewhere ͓11,12͔. The components most relevant to this analysis are briefly described here. A cylindrical coordinate system (r,,z) best defines the CDF detector where the proton beam defines the ϩz direction, r is the transverse distance from the beam axis, and is the azimuthal angle. The pseudorapidity is defined as ϵϪln͓tan(/2)͔ and the momentum component transverse to the beam axis is denoted by p T . The central tracking chamber ͑CTC͒ and Silicon Vertex detector ͑SVX͒ were placed in a 1.4 T axial magnetic field. The CTC had a resolution of ␦p T / p T ϭͱ(0.0011p T ) 2 ϩ(0.0066) 2 for tracks constrained to come from the beam line, where p T is measured in GeV/c. The SVX provided high resolution tracking information close to the nominal pp interaction point for improved vertexing. The central electromagnetic and hadronic calorimeters located outside the tracking volume were constructed with a projective tower geometry which pointed toward the nominal pp interaction point and covered the region ͉͉Ͻ1.1. The calorimeter towers subtended approximately 0.1 in by 15°in . A system of proportional chambers ͑CES͒ was embedded in the electromagnetic calorimeter at a depth of six radiation lengths for measuring the position of the electromagnetic showers at the stage of maximum development. The central muon chambers ͑CMU͒, at a radius of 3.5 m from the beam axis, were located behind the calorimeter and provided muon identification in the region of pseudorapidity ͉͉Ͻ0.6. The central muon upgrade system ͑CMP͒ which consisted of four layers of drift chambers was located outside the CMU behind an additional four interaction lengths of steel absorber and covered a similar region of . Finally, the CMX muon system extended the coverage up to ͉͉Ͻ1.0. Depending on the *Now at University of California, Santa Barbara, CA 93106. incident angle, particles had to penetrate six to nine absorption lengths of material to be detected in the CMX.
III. EVENT SELECTION
The measurements reported here are based on a data sample of muon pairs collected with a three-level online trigger. The first level trigger required two charged track segments in the central muon chambers. The efficiency for this trigger rises from ϳ40% at p T ϭ1.5 GeV/c to 93% for muons with p T Ͼ3.0 GeV/c. At the second level at least one muon segment was required to match a CTC track found by a hardware fast track processor ͑CFT͒. The CFT performed a partial reconstruction of all charged tracks with p T above 2 GeV/c. Muon candidates found by the first level trigger were required to match a CFT track extrapolated to the muon chambers within about 15 degrees in azimuth. The third level trigger required that two reconstructed CTC tracks be matched with two tracks in the muon chambers and that the invariant mass of the dimuon pair be between 2.7 and 4.1 GeV/c 2 . Additional requirements were made offline to suppress background in the dimuon sample. Each muon chamber track was required to match its associated CTC track to within 3 in rϪ and 3.5 in z, where is the calculated uncertainty due to multiple scattering, energy loss, and measurement uncertainties. Muons from the J/→ ϩ Ϫ decay were required to be identified by the CMU alone or both the CMU and CMP for tracks with ͉͉Ͻ0.6. Muons with 0.6Ͻ͉͉ Ͻ1.0 were required to be identified by the CMX system. The muons were also required to have opposite charge. The p T of each muon from the J/, for run 1A, was required to be greater than 2.0 GeV/c with one muon of the pair greater than 2.8 GeV/c. For run 1B, due to different trigger thresholds, both muons were required to have p T greater than 2.0 GeV/c. J/ events were selected by requiring that the muon pair forms a vertex and has an invariant mass within Ϯ40 MeV/c 2 from the world average value for m J/ ͓13͔. The resulting J/ muon tracks were then combined with other tracks to reconstruct the B ϩ decay vertex. For both the B ϩ vertex and a transverse energy deposition of at least 0.7 GeV in a cell of the central electromagnetic calorimeter with a signal in the fiducial volume of the CES chambers. The fiducial volume requirement ensured that the shower was fully contained in a cell. The location of the signal in the CES chambers and the reconstructed J/K ϩ vertex determine the direction of the photon momentum; its magnitude is the energy deposited in the calorimeter. We retained photon candidates that had no tracks extrapolating to their calorimeter cell. Figure 1 shows the measured M J/␥ Ϫm c1 (1P) spectrum. To identify events with a c1 0 (1P) the reconstructed M J/␥ was required to be within Ϯ110 MeV/c 2 of the world average value for m c1 (1P) ͓13͔. The identified c1 0 (1P) events were then included in the c1 0 (1P)K ϩ invariant mass distribution where the J/␥ mass has been constrained to the world average value for m c1 (1P) .
To reduce background levels, additional selection criteria were placed on the p T of the non-J/ tracks, the p T of the B meson candidate, the proper decay length of the B ϩ candidate, ct(B), the impact parameter of the B ϩ momentum with respect to the beam line, ͉I xy (B)͉, and the B ϩ isolation vari-
the scalar sum of the transverse momenta of all non-B ϩ candidate tracks within ͱ(⌬) 2 ϩ(⌬) 2 Ͻ1.0 of the B ϩ momentum direction. For each signal mode the selection criteria were optimized to maximize S 2 /(SϩBkg) of the signal sample where S is the expected signal for 110 pb Ϫ1 , and Bkg is the background underneath the signal. S was calculated using the acceptances from the Monte Carlo and inverting Eq. ͑1͒ to find SϵN sig expected ϭ(N re f /C)(BR sig /BR re f )(A sig /A re f ). Bkg was derived from fits to the sidebands around the signal peak observed in data. The optimized cuts are listed in Table I . The optimization of ct(B) and ͉I xy (B)͉ yielded similar results for the two
␥ is required to be greater than 0.7 GeV.
The measured M J/␥ is corrected for a 20 MeV/c 2 underestimate due to the calorimeter calibration.
analyses, whereas the optimization of the p T cuts and f p T were different for the two analyses due to the different numbers of particles in the final states.
IV. CANDIDATE B MESON INVARIANT MASS DISTRIBUTIONS
The resulting c1 0 (1P)K ϩ and J/K ϩ ϩ Ϫ mass distributions are shown in Figs. 2 and 3 , respectively. The c1 0 (1P)K ϩ mass distribution is fit with a Gaussian for the signal and a first order polynomial for the background. The J/K ϩ ϩ Ϫ mass distribution is fit with two Gaussians of equal area for the signal and a first order polynomial for the background. Since we cannot adequately distinguish between kaons and pions, Fig. 3 has two entries per event. The second Gaussian is used to account for incorrect assignment for the kaon and pion tracks. The width of the Gaussians used in the fit for both decays is fixed based on the width measured in the Monte Carlo scaled by the difference in widths observed between data and Monte Carlo for the reference signal J/K ϩ . For all fits the mean of the Gaussian was a free parameter. The reference signal J/K ϩ is shown in Fig. 4 using the final kinematic cuts used by the B Table II. TABLE I. Summary of optimized kinematic cuts. were generated for estimating the signal acceptances A c1 0 (1P)K ϩ and A J/K ϩ ϩ Ϫ for use in Eq. ͑1͒. Both the acceptances A c1 0 (1P)K ϩ and A J/K ϩ ϩ Ϫ were calculated using the factorized forms described below:
The c1 0 (1P)K ϩ acceptance is assumed to factorize into a geometrical term similar to the acceptance for the reference signal and a photon term. The J/K ϩ ϩ Ϫ acceptance is assumed to factorize into a geometrical term and a tracking efficiency term due to the two extra pion tracks with respect to the reference signal.
The two geometrical acceptances, A J/K ϩ geom and A J/K ϩ ϩ Ϫ geom were both calculated using the Monte Carlo simulation in the kinematic range p T min Ͻp T B Ͻ30.0 GeV/c and ͉y B ͉Ͻ0.9 where p T min ϭ5.0 GeV/c for the c1 0 (1P)K ϩ analysis and p T min ϭ6.0 GeV/c for the J/K ϩ ϩ Ϫ analysis as described in the section on event selection, and y B is the rapidity of the B meson. The J/ from the decay c1 0 (1P) →J/␥ was generated unpolarized using the assumption of a purely electric dipole transition ͓16,17͔. The photon acceptance, A ␥ , is the product of the probability that the photon is within the fiducial volume, the reconstruction efficiency of the fiducial photon, and the probability that there is no track in the photon tower. The fiducial probability was calculated using the Monte Carlo simulation. The photon reconstruction efficiency was obtained from real data by applying the photon requirements to a sample of electrons from photon conversions selected using only tracking information ͓18,19͔. The ''no track'' probability was estimated by looking at the track occupancy of calorimeter towers in the data for B ϩ →J/K ϩ events. The tracking efficiency, A track , was estimated by combining the p T spectrum for the two pions from Monte Carlo with the measured pion tracking efficiency ͓20͔ in bins of p T . The values of the acceptances and their factorized parts are summarized in Table II .
VI. SYSTEMATIC UNCERTAINTIES
Both branching ratio measurements have a systematic error due to the uncertainty on the world average value of BR(B ϩ →J/K ϩ ) used to extract the absolute branching ratios. Since they both used the same Monte Carlo generation algorithm, they also share an uncertainty due to the B production model used. 
These processes were simulated using the Monte Carlo and the difference between the maximum and minimum values for A J/K ϩ ϩ Ϫ geom was used to estimate the uncertainty. The effect of helicities was simulated by generating events with the daughter particles polarized either longitudinally or transversely. Half of the difference between the A J/K ϩ ϩ Ϫ geom values for the two helicity states was used to estimate the uncertainty. Since the J/K ϩ ϩ Ϫ vertex is formed from five tracks rather than the three used for the reference signal, an uncertainty due to vertex efficiency is included for that channel. The uncertainty due to tracking efficiency was found to be negligible.
The systematics specific to the B ϩ → c1 0 (1P)K ϩ decay channel are related to uncertainties on the photon acceptance. Since the photon detection efficiency is determined using conversion electrons, there is an uncertainty in the estimation of the detector response between photons and electrons, due to the uncertainty on the amount of material in front of the calorimeter. There is also an uncertainty on the ''no track'' isolation efficiency which is simply statistical in nature. Based on the result in Ref. ͓17͔ and the results of the Monte Carlo simulation, we concluded that the uncertainty due to J/ helicity was negligible for this decay. The individual systematic errors are summarized in Table III . Ϫ4 . For both measurements the uncertainty on BR re f has been added in quadrature to the (br) part of the error as appropriate. Our measurements are consistent with, and have a similar precision to, the corresponding world averages of 10Ϯ4ϫ10
Ϫ4
and 14Ϯ6ϫ10 Ϫ4 ͓13͔. These also represent the first measurements of these branching ratios at a hadron collider. The measurement for BR"B ϩ → c1 0 (1P)K ϩ … can also be compared to the recent measurement by the BABAR Collaboration of 7.5Ϯ0.8(stat)Ϯ0.8(syst)ϫ10 Ϫ4 ͓5͔ which is consistent with our result but with better precision. 
