Resource allocation involves deciding how to divide a resource of limited availability among multiple demands in a way that optimizes current objectives. In this brief paper we focus on one type of distributed resource allocation problem where via an imperfect communication network multiple processors can share the load presented by multiple task types. We introduce asynchronous "cooperative" resource allocation strategies, and show that they lead to a bounded cumulative demand. ᭧
Introduction
Resource allocation has played an important role in the solution of a large variety of engineering problems. Consider the scenario where we have a group of M processors, not connected over a communication network, and all process just one task type out of N task types at a time. If the group of processors does not coordinate their choices (we name such strategies "noncooperative" which can be thought of as a special type of cooperation that does not rely on direct communications), then for a variety of scheduling strategies they will choose the same task type to process all the time, and suppose this is possible (e.g., two machines processing parts from one buffer). Here, we focus on the problem where there is a network of processors, each of which can process different task types. To study the key challenge in this case, we focus on a total "overlap" in ଁ This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by Associate Editor Ioannis Paschalidis under the direction of Editor Ian Petersen.
processing responsibilities and provide guidelines to handle the impact of other demands on the processors when partial overlapping responsibilities are present in the system. In this "cooperative scheduling problem" there are local schedulers for each of the M > 1 processors and a communication network that allows them to share the load presented by the N > M buffers. Here, two or more processors are not allocated to service the same buffer at the same time so that the set of processors is always simultaneously processing task types from M buffers. Notice that this approach could limit the benefits of cooperation in some applications since if one buffer has a very high arrival rate then using more than one processor for it could be justified. We will further assume that each processor can only process one task type at a time and that to switch processing to another task type it incurs a random but bounded delay. The motivation of studying the above cooperative problem instead of the noncooperative one lies in the performance achieved by the former approach depending on the system load. For instance, for the lightly loaded case, noncooperative strategies process tasks from buffers faster than cooperative strategies which forces the set of processors to switch between buffers more frequently in the noncooperative case than in the cooperative one. In this case the cooperative strategy better distributes processing resources to minimize wasteful delays due to setup times. On the other hand, for the highly loaded case, such benefits are not found as often in the cooperative case since all the processors are busy and do not switch as much. Hence, it is so important to carry out stability analysis of cooperative problems. We will consider the case where the information needed by the processors in order to make decisions about which task type to process next is either held by one processor all the time, or passed along a communication network to any processor. In this study we use a deterministic setting; it is an important research direction to consider cooperative resource allocation problems of the type we consider here in a stochastic setting (see Andradóttir, Ayhan, & Down, 2003) .
The work on resource allocation and scheduling in the area of flexible manufacturing systems (FMS) that is most closely related to ours was done by Perkins and Kumar (1989) . In some respects our work can be viewed as an extension of the results by Perkins and Kumar (1989) . For instance, (i) we focus on M processors processing tasks from M of N buffers at a time, (ii) the class of policies that we introduce is a generalization of the ones defined by Perkins and Kumar (1989) but with the peculiarity that the decisions are made over a range of M times rather that one time, (iii) the processors in this case are heterogeneous, (iv) they operate asynchronously over a network with random but bounded delays, (v) cooperative or noncooperative strategies can be implemented in real-time based on the system load and (vi) Remark 5 considers processors processing tasks from a subset of the total available buffers in a single station. These distinctions are amplified by the fundamentally different set of ideas that are needed to prove our main result. Moreover, our overall philosophical approach is similar to the one of Perkins and Kumar (1989) and hence differs from a stochastic scheduling viewpoint of Gershwin (1994) .
Other resource allocation methods include new product development process as studied by Wang, Perkins, and Khurana (2002) , "pull" production control methods of Seidman and Holloway (2002) , and constrained optimization problems of Ibaraki and Katoh (1988) . Moreover, application of the approaches in this paper has been studied by Quijano, Gil, and Passino (2005) , Gil, Passino, Ganapathy, and Sparks (2003) .
Asynchronous cooperative resource allocation
Suppose that the number of task types N is fixed, that we number them, and denote the set of task types as P = {1, 2, . . . , N}. Let p i , i ∈ P denote the arrival rate of task type i to its respective buffer i so p i t is the number of tasks of type i ∈ P that have arrived by time t 0. Let x i (t), i ∈ P , t 0 denote the size of the buffer level holding task type i and assume that there are sensors that provide the value of these levels whenever a processor requests it. There is a time delay that represents the amount of time that it takes for the processor to switch from processing task type i to another task type j, j = i. We will call this type of delay i,j > 0 and assume it is a random but bounded delay with bound .
We assume that the number of processors is constant, we number them, and denote the set of processors as Q = {1, 2, . . . , M}. Let 1/a i j represent the "rate" at which processor j ∈ Q processes task type i ∈ P . It can be shown that when processor j starts processing tasks from the ith buffer, the buffer level decreases at a rate (1−a i j p i )/a i j . Hence, it is clear that a necessary condition for stability is that 0 < a i j p i < 1, for all i ∈ P , j ∈ Q. Moreover, this necessary condition indicates how fast processing of buffer levels can occur depending on the set of values of a i j , p i . The term a i j p i represents the load on processor j due to task type i. We assume in this paper that N > M.
We define the set U(t) ⊂ P as the set of "unattended" task types not processed by any processor at the current time t while the set U a j (t) = {i * j (t)} ∪ U(t) is the set of task types that can be considered for processing by processor j ∈ Q. Here, i * j (t) is the task type being processed by processor j at time t. Notice that processor j just needs to sample the buffer levels contained in the set U(t) at time t whenever processor j is ready to make a new decision. Define A(t) as the set of task types processed by the group of M processors at the current time t;
The "capacity condition" (Perkins & Kumar, 1989 ) for our case is
where a i = max j {a i j }. This capacity condition is the sum of all the individual processor's capacity conditions as defined by Lu and Kumar (1991) . It is not possible to prove that all resource allocation strategies are stable given this new capacity condition. However, our goal is to obtain the least restrictive conditions by trying to get as close as possible to M for a few strategies. Now, we will explain how asynchronous decision making is accomplished in this system. Define a processor j u ∈ Q that holds the set U(t). We assume that whenever a processor ∈ Q where = j u (if = j u there is no need for a request) finishes processing a task type at time t f such that x i * (t f ) = 0 (we consider "clearing policies" as by Perkins & Kumar, 1989 , but in some situations it would be better not to clear the buffers as by Kumar & Seidman, 1990) , it broadcasts a request for the set U(t) to all the processors. Let the amount of time it takes to broadcast the request and receive U(t) be c 0 which is random, but bounded by a constant c > 0. In the time interval [t f , t f + c ] that processor waits for the unattended set it continues to process task type i * so
The instant that processor gets U(t) (and the "request queue" defined below), it becomes processor j u , samples the buffer levels contained in the set U(t), puts task type i * on U(t), decides which task type to process next, and takes it off U(t). So, at time t f + c the unattended set is again available for another processor to request.
Since two or more processors could request the set U(t) at the same time, we use a mutual exclusion algorithm which coordinates the access of all processors to the set U(t) in such a way that this set can be accessed and updated by only one processor at a time. Whenever processor j requests U(t), it will receive both U(t) and the request queue. The request queue contains the number of processors that are waiting for U(t). Thus, any processor that receives both U(t) and the request queue updates the set U(t) and passes this U(t) along with the queue to the new processor at the head of the queue, and this process is repeated until the queue becomes empty.
Note that we have described the case where both the set U(t) and the request queue are passed along the network and they are held by the processor that requested this information; it is clear for this case that a "tracking" mechanism is needed to know the current processor that holds this information, unless broadcast type requests are made as we assume here. However, another scenario can be studied as well, where processor j u always holds both the set U(t) and the request queue, and whenever a processor ∈ Q, = j u , requests the set U(t) held by the processor j u , it modifies it with the new unattended task types, and sends it back to the processor j u . Regardless of the strategy used to share U(t), here the key point will be that it is shared over an asynchronous network with random but bounded delays.
Let k j , k j ∈ {0, 1, 2, . . .}, denote the index of the sequence of times that processor j makes allocation decisions, j ∈ Q. Let D k j be the time when processor j ∈ Q, decides to process task type i * j (k j ), and assume that at the initial time D k j =0 for k j =0. Let D k j +1 be the next decision time for processor j which is when it completes the processing of task type i * j (k j ) and gets the unattended set. 
It is important to highlight that for this case p i j c = p i , for all j c ∈ Q; this notation is meant to emphasize that buffer level i * is being chosen by processor j c . Notice that if x i * j c (t) < ∞, for all t 0 and 0 < a i j p i < 1, for all i ∈ P , j ∈ Q then the buffer level decreasing rate (1−a i j p i )/a i j will cause the buffer x i * j c to be cleared within a finite time and thus two consecutive decisions for processor j c will occur within a finite time, with bounds given by Eq. (2). Furthermore, note that in the time interval t ∈ [D k j c , D k j +1 ] the set U(t) is constant. This will be useful in our proof below.
Cooperative resource allocation strategies
The strategy "Process M buffer levels greater or equal to the average one" is a generalization of the one for the M = 1 case by Perkins and Kumar (1989) . At time k j the resource allocation strategy on processor j ∈ Q, chooses to process task type i * j (k j ) such that
Processor j then processes it until it finishes the tasks in the buffer (which will only take a finite amount of time) at which time it sends a request for U(t) keeping (t) . Note that when a processor j finishes processing a task type i * j (k j − 1) it chooses a new task type i * j (k j ) from the buffer level that is greater than or equal to the average of the buffer levels contained in the set U a j (D k j ) and, then replaces it with i * j (k j − 1) to form U(D k j ). Ties are broken arbitrarily. Generally for
are made over a range of M times, not just one time as it is in the M = 1 case. Since there can be many more decisions made by one processor than another it could be that
Note that although the processors could complete processing of their respective task types at the same time, their decisions will occur at different times since the processors will make choices depending on the queue held by processor j u so that they will pick different buffers to process due to the use of the mutual exclusion algorithm.
Other strategies can also be defined. For instance, one strategy that "process M task types with the largest buffer levels", also a generalization of one from Perkins and Kumar (1989) , can be used in this framework. Similarly, the strategy "process M task types expected to be most difficult to process", chooses the buffers expected to take the longest time to process.
Stability analysis
In this section we analyze the stability of the implementation of the strategies defined in Eq. (3). The same proof strategy holds if the other strategies in Section 3 are used.
Theorem. Assume 0 < a i j p i < 1, for all i, j and
where ap = min i,j {a i j p i }, and ap = max i,j {a i j p i }.
(i) For the cooperative resource allocation strategies in Eq. (3) a specific bound on the ultimate buffer level for all i ∈ P is given by
, (5) where a = min i,j {a i j }, and a = max i,j {a i j }.
(ii) If the initial condition of the buffer levels satisfies
then the inequality in (5) is satisfied for all i ∈ P , t 0.
Proof. Let
The reader familiar with the first proof of Perkins and Kumar (1989) will notice some similarities to this proof since it is the special M = 1 case of this one. There are, however, significant fundamental differences since we have M heterogenous processors operating simultaneously, asynchronously, and over a network with delays. Define the function V j (t) for processor j as
The function V j (t) represents the amount of work at time t that processor j needs to do in order to process the task type that it is currently processing, plus the task types that are unattended. Notice that the unattended set U(t) is being "artificially shared" among all processors and hence the term in Eq. (8) is divided by M. Consider the sum of the values of the V j (t) at the set of decision times
is obtained. Next, note that for any j c
. Hence, using Eq. (13) lim
where B is the right-hand side of Eq. (5). Now, we must show that each buffer will get chosen by some processor j ∈ Q infinitely often so that every buffer becomes i * j c persistently so that Eq. (14) 
This results in a bound on the time that the unattended set will not be changed. Ignored buffers rise, so eventually any ignored buffer in U(t) will be taken off U(t) and hence become i * j c . For the condition stated in (ii), we know by definition that (6) holds, then following the above procedure we finally obtain that for all i ∈ P , t 0 x i (t) is bounded by the right-hand side of Eq. (5).
Remark 1.
The upper bound obtained is in term of system parameters. For instance, when the time delays, and c , increase, the bound also increases (e.g., network delays can result in ignoring buffers longer). If the number of tasks and processors are about the same, then the ultimate bound decreases.
Remark 2.
If ap = ap in Eq. (4), then N i=1 a i p i < M, which indicates that the multiprocessor system could work at its maximum capacity. Otherwise, the capacity of the system is decreased. If the loads are not all equal then when a processor is processing a task type with a high load it will take a considerable amount of time to complete processing that buffer which slows down the overall processing rate thereby reducing processing capacity of the system. Remark 3. If we assume that 0 < a i j p i < M/N, for all i ∈ P , j ∈ Q and that Eq. (1) holds, then the same ultimate bound on the buffer level for all i ∈ P is given by (5) when the cooperative resource allocation strategy in Eq. (3) is used.
Remark 4. The above theorem can be applied to the concatenation or arbitrary interconnections of several cooperative scheduling systems described here. We can derive a similar result to Eq. (5) by using the statements of Theorem 5 and Lemma 6 introduced by Perkins and Kumar (1989) and slightly modifying Eq. (2) to guarantee the stability of the system. Remark 5. We can relax the necessary condition 0 < a i j p i < 1 in the above theorem by assuming that it only holds for some j ∈ Q, for all i ∈ P . If a i j p i 1, j = j holds for some processor j , processor j should never engage in processing tasks from buffer i. The proof presented above can be changed to derive an ultimate bound for partial or no overlapping responsibilities of processors for some buffers.
