The application of neural networks (NNs) to automatic analysis of chromosome images is investigated in this paper. All aspects of the analysis, namely segmentation, feature description, selection and extraction and finally classification, are studied. As part of the segmentation process, the separation of clusters of partially occluded chromosomes, which is the critical stage that state-of-the-art chromosome analyzers usually fail to accomplish, is performed. First, a moment representation of the image pixels is clustered to create a binary image without a need for threshold selection. Based on the binary image, lines connecting cut points imply possible separations. These hypotheses are verified by a multilayer perceptron (MLP) NN that classifies the two segments created by each separating line. Use of a classification-driven segmentation process gives very promising results without a need for shape modelling or an excessive use of heuristics.
Introduction
Human chromosome analysis is an essential task in cytogenetics, especially in prenatal screening and genetic syndrome diagnosis, cancer pathology research and environmentally induced mutagen dosimetry [2] . Cells used for chromosome analysis are taken mostly from amniotic fluid or blood samples. The stage at which the chromosomes are most suitable for analysis is the metaphase (Fig. 1) . One of the aims of chromosome analysis is the creation of a karyotype, which is a layout of chromosome images organised by decreasing size in pairs (Fig. 2) .
The karyotype is obtained by cutting chromosome images from a photograph of a cell, taken using a microscope, and arranging the chromosomes into their appropriate places on the layout according to their visual classification by the cytotechnician. Karyotyping is a useful tool for detecting deviations from normal cell structure. Abnormal cells can have an excess or deficit of a chromosome and/or structural defects, like breaks, fragments or translocations (exchange of genetic material between chromosomes). However, even today, chromosome analysis and karyotyping are performed manually in most cytogenetic laboratories in a repetitive, time consuming and therefore expensive procedure.
Great efforts to develop automatic chromosome classification techniques have been made during the last 25 years. However, all have had limited success and have yielded poor classification results compared with those of a trained cytotechnician [2] , [10] . Some of the reasons for the relatively poor performances are the inadequate use of expert knowledge and experience, and insufficient ability to make comparisons and/or elimination among chromosomes within the same metaphase. In addition, the systems always require operator interaction to separate touching and/or overlapping chromosomes and to verify the classification results.
During recent years we have developed [14] - [17] a capability to deal with the most important aspects of chromosome analysis, mainly through the application of NNs. The present study is an additional step to extend this capability by solving the very complex problem of separating images of touching chromosomes and contributing to a compact representation and a highly accurate chromosome classification. Furthermore, we present here an NN based methodology for a complete automation of all the stages of human chromosome analysis. Therefore, the research aims to (a) resolve, reliably and simply, partial occlusion in a chromosome image, (b) improve chromosome classification performance compared with the current methods, (c) study the benefits of applying NNs to the analysis and (d) present a coherent methodology for automatic chromosome image analysis. Section 2 of the paper introduces the traditional procedure for computerised chromosome analysis. Section 3 describes our methodology to automatic chromosome analysis while Section 4 presents the results of the application of this methodology.
Conventional Computerised Chromosome Analysis
Computerised chromosome analysis consists primarily of pre-processing, segmentation, intermediate processing, feature measurement and selection and finally, classification. The preprocessing stage aims to improve the quality of the cell image by techniques of noise removal, edge enhancement and/or contrast improvement. The segmentation's purpose is to isolate the metaphase chromosomes from the background, undivided cell nuclei and irrelevant biological materials within the image and from each other. After segmentation, some intermediate processing, as the medial axis transform (MAT) and centromere finding, is usually needed to measure features. The result of feature selection, if applied, is a more condensed representation that still retains most of the important chromosome information. Finally, classification, usually using statistical methods, is performed. This section describes the traditional state-of-the-art techniques to accomplish chromosome analysis whereas Section 3 summarizes our suggested methodology. Although segmentation usually precedes all other stages of image analysis, in our methodology it is based on them, therefore, we prefer to describe it at the end of the two sections.
Chromosome description
The use of features rather than the image itself makes the classification procedure easier, faster and more accurate. Different features have been used to describe chromosomes, e.g., features of size (length, area, etc.) [2] , [15] , [21] , band pattern descriptors (e.g., Fourier or Gaussian decomposition of an intensity profile along the chromosome [8] ) or global features based on the histogram of gray levels or the 2D Fourier transform components [16] . Among the most discriminative chromosomal features we can find two geometrical features, the length [2] , [15] , [22] and the centromeric index (the ratio of the short arm length to the whole chromosome length) [2] , [10] , [15] , [22] . Other most discriminative features are the density profile features, which are integral or average intensities along sections perpendicular to the medial axis of the chromosome [2] , [10] , [15] , [22] . The MAT is generally employed to extract these later geometrical and intensity features.
Feature selection and extraction
It is convenient to distinguish between feature selection in the measurement space and feature selection in a projected space. Techniques belonging to the first category aim to accomplish dimensionality reduction by reducing the number of required measurements and are referred to as feature selection. Techniques belonging to the second category use all the information in the feature vector to yield a lower-dimensional vector and are referred to as feature extraction [4] .
Feature selection for classification can be regarded as a search, among all possible transformations, for the one that preserves class separability in the lowest possible dimensional space. However, since the Bayes classifier compares a posteriori probabilities, which are hard to obtain and their estimates normally have severe biases and variances [6] , and since the search for the optimal subset is a combinatorial problem, a few sub-optimal selection techniques have been suggested [4] . Most of these techniques are based on the minimization of criteria of scatter matrices, which are conceptually simple and give systematic feature selection algorithms. These criteria are based on the within-class (W)
and between-class (B)
scatter matrices, where m i is the mean of vectors x i in the ith class, m is the mean vector of the mixture distribution, c is the number of classes and P i is the ith class a priori probability.
Intuitively, the criterion (e.g., J=trace(W -1. B)) should be larger when the between-class scatter is larger (the classes are distant from each other) and/or when the within-class scatter is smaller (the patterns in each class are concentrated around their centroid). Although many feature selection methods, which are based on different selection techniques and scatter criteria, are known from the literature [4] , previous research in chromosomal feature selection has relied only on a very few approaches [9] , [15] .
In feature extraction, the original features (measurements) are mapped into fewer features which retain the main information of the data structure. A mapping f transforms a pattern y of a d-dimensional measurement space to a pattern x of an m-dimensional space, x=f(y) and m<d, such that a criterion J is optimized. The mapping f that satisfies,
is determined among all the transformations g [4] .
To our knowledge, feature extraction techniques were applied to chromosome analysis only once [17] .
Chromosome classification
Chromosome classification is the most widely investigated stage of chromosome analysis.
Over the years several classifiers have been tested, among them: distance and statistical [2] , [10] , [21] , [22] , nearest neighbour [10] , NN based [7] , [14] , [27] and fuzzy [29] classifiers. Most of these classifiers have two flaws [10] , [16] , [22] : 1) lower level of performance than the human expert (~70-80% compared with ~99.7%) and 2) a requirement for an operator interaction to classify misclassified chromosomes. Some of the reasons for these flaws are: 1) inadequate use of the expert knowledge and methodology (e.g., chromosome comparison, elimination), 2) the use of features of limited quality and/or number compared with the very powerful feature synthesis mechanism of the expert brain, 3) the use of the same specific features to represent all chromosomes, and 4) the naive attempt to represent a very complex problem, involving highly context-sensitive patterns, which exhibit natural diversities, by a constrained mathematical and/or engineering framework.
Segmentation of a chromosome image
Most conventional image segmentation methods are based on either threshold selection, adaptive thresholding, edge detection or matching with a set of prototype shapes [20] . However, almost all of these methods tend to fail or lose accuracy when considering complicated images or those of partially occluded objects [13] as in the case of a chromosome image [16] , [18] . Indeed, only a very few studies [1] , [16] , [18] deal successfully with automatic image segmentation of touching or overlapping chromosomes. Consequently, it is not surprising that in most of the published works concerning chromosome analysis, manually segmented databases are used.
Neither is it surprising to find that almost all the commercial "automatic" chromosome analysis systems are in fact "semi-automatic" and require a continuous interaction of the cytotechnician.
In a comprehensive research to separate touching chromosomes, Liang [18] bases his approach on an analysis of concavities along the chromosome shape and on performing a heuristic search for a minimum density path between touching chromosomes. Although very efficient and superior to other techniques, Liang's method uses a large number of empirical thresholds that might suit images taken from one laboratory (or using a specific preparation technique) but not necessarily others, involves a time-consuming procedure and depends critically on the origin of the split line.
In another successful method [1] to separate touching chromosomes, an evaluation of the fit of the separated segments to some prototype shapes is made. However, this method strongly depends on heuristics and thresholds and make use of a multistage complex procedure.
Therefore, a complete and efficient automatic segmentation of a chromosome image is a very ambitious goal.
A Methodology for Automatic Chromosome Analysis

Chromosome data
The suggested methodology is applied to two chromosome databases. In the first database, there are images of amniotic fluid cells which were acquired from the Institute of Genetics of Soroka Medical Center, Beer-Sheva, Israel. The images were digitized to yield 512 X 768 pixel pictures where each pixel was represented by 1 byte (256 gray levels). No pre-processing techniques were applied to the images. These images were used both for the automatic segmentation procedure (Section 3.6) and to segment manually five types of chromosomes (the "Soroka5 database") [15] to evaluate the chromosome features (Section 3.2) and feature selection and extraction paradigms (Sections 3.3 and 3.4). The second database was kindly provided by Dr. Piper of the Medical Research Council in Edinburgh, Scotland. This database [22] (the "Edinburgh database") has two main advantages: first, it is huge and hence represents the variety of chromosome images very well. Moreover, its large size is a very crucial advantage when chromosomes are represented by a large number of features. Second, this database has been widely explored by researchers in the field [2] , [7] , [10] , [21] , [22] , [27] , [28] and is therefore very attractive for a comparative study of classification performances (Section 4.2). It contains around 5,500 chromosomes of 125 cells and is based on routinely acquired blood cell images.
The characteristics of the two databases are summarized in Table 1 .
Chromosome representation
Most of the chromosomal features described in sub-Section 2.1 were evaluated to select a good chromosome representation [15] , [16] . Two geometrical features, the chromosome length (lng.) and centromeric index (ci) and 64 density profile (d.p.) features, which have previously found very discriminative for classification [15] , are suggested in this methodology.
Feature selection
The "knock-out" algorithm [25] , which is a sequential backward technique and a simplified scatter criterion which only relies on the within-class scatter matrix, J=trace(W) [15] , are employed to find a sub-optimal subset of the 66-dimentional (64 d.p. + ci + lng.) feature space.
Feature extraction
Different mapping functions and optimization criteria have been suggested in the past for both exploratory data projection and classification. A specific choice of a mapping function and an optimization criterion could be very beneficial to one task but not necessarily to the other.
Moreover, the number of features which are required for classification is usually higher than that required for data projection. Therefore, an evaluation of the projection maps and the probability of correct classification based on several mappings that were applied to the chromosome feature space has been made here. This evaluation includes an NN implementation [19] of Sammon's mapping [26] (unsupervised nonlinear paradigm) and an MLP [11] (supervised nonlinear), autoassociative NN [11] (unsupervised linear) and principal component (PC) [6] (unsupervised linear) feature extractors.
Classification
Classification of five types of chromosomes using a monolithic MLP NN was found to be both efficient and superior to that based on the Bayes piecewise linear classifier [14] . However, when classifying all the 24 chromosome types both classifiers yielded comparable results [7] . Therefore, when trying to accomplish a full karyotype using an NN based classifier, other, e.g. hierarchical, strategies may be considered apart from the monolithic MLP. Besides task simplification, which might improve generalization, hierarchical strategies cut training period drastically. When applying hierarchical classification, different classifiers could be trained independently, using independent data sets and/or feature sets, to possibly improve performance and to employ fewer resources. For example, chromosome identification by first classifying the patterns into groups followed by a classification in the groups and into types yields both a desired task decomposition and a compatibility with the common cytogenetic methodology [3] , which partitions the twentyfour chromosome types into seven groups. Therefore, a "group classifier" is trained here independently of seven "type classifiers", each one of them is employed for a different group.
Furthermore, training of the "group classifier" could be based on typical "group" features while that of the "type classifiers" on "type" features.
Automatic segmentation of partially occluded chromosomes
While the problem of segmenting images of isolated chromosomes is easily solved by thresholding, the accuracy of separating images of touching chromosomes is not yet sufficient for a reliable completely automatic procedure [5] . Techniques which are based on threshold selection fail [16] , [18] , [22] and techniques which are "tailored" to the chromosome shape [1] , [18] are complex, multistage procedures which highly depend on heuristics and initial conditions.
However, clusters of touching chromosomes exist in almost every chromosome image. Hence, the separation of them is unavoidable to achieve a completely automatic chromosome image analysis, especially in low quality images (e.g., bone marrow) which can have many clusters of touching chromosomes [18] .
A new approach called a classification-driven partially occluded object segmentation (CPOOS) method [16] , is used here for separating clusters of touching chromosomes. The method aims to achieve a highly accurate separation of touching objects without a need for a tedious, usually unreliable experimentation with threshold selection or the excessive use of heuristics in locating the best separating path between touching objects.
The CPOOS method consists of three main stages. The first stage is K-means clustering (1) of an algebraic moment representation of the image pixels. The algebraic moments, as other statistical features, provide a more comprehensive characterisation than the pixel gray level itself.
Although moment invariants are invariant to translation, rotation and scale changes [12] , they are more sensitive to noise and sometimes yield inferior classification performance compared with the algebraic moments [23] , therefore the latter are preferred here. The (p,q)-th moment, m pq , of a pixel (x 0 ,y 0 ) of an image T which is measured in an NxN neighbourhood around the pixel is:
(1) The term "cluster" is usually used to describe both the aggregation of partially occluded objects [18] and the operation of grouping similar patterns (pixels) into groups (clustering) [20] . It has been proved [12] that the double moment sequence, m pq , is uniquely determined by T and vice versa. Only very few moments are required here for two reasons. First, a large number of moments have not been found to be superior to a small number [23] . Second, we look for a rapid implementation, hence the smaller the number of moments that provides fair results the better. In the final stage, each pair of cut points creates a potential separating line. When the line connecting cut point(i) and cut point(j) is hypothesized, the two segments created by drawing this line are suspected of being the touching chromosomes. Each of the segments is rotated based on its first principal axis to be aligned to the x=0 axis, and the "straight" segment is transformed to its medial axis (MA) [15] therefore trained for only very short periods they accomplish a very cost-effective "tool" for hypothesis verification. The classifier is trained beforehand based on a priori knowledge of the identity of the two types of chromosomes which compose the cluster. This knowledge is gained following the classifiation of the isolated chromosomes in the beginning and the application of a simple elimination criterion. We assume that only one cluster of touching chromosomes exists in the image. When the image consists of several clusters and/or clusters of more than two chromosomes, the method would be applied hierarchically using complementary heuristics.
The classification is based on three classes. The first two are the two expected types of chromosomes which compose the cluster (the "wholes") and the third is of those images created by any arbitrary "wrong" separating line (the "brokens"). The expected output vectors of the first two classes are (100) and (010) (or in opposite order for the opposite order of inputs) for a "correct" separating line and (001) and (001) for a "wrong" one. During the test, the first output value of the first output vector and the second output value of the second output vector are averaged to yield a score, which is an estimation of the average maximum a posteriori probability of the two input vectors. Therefore, a line that creates segments which are largely (or entirely) composed of the expected chromosomes yields a high score where a line between two "wrong" cut points yields a low score. The highest score which is assigned by the classifier indicates the "correct" separating line and thereby verifies the corresponding hypothesis.
In addition, a "geometrical constraint" is obtatined from the training set using the maximum and minimum values of the length and centromeric index. A separating line in a test image that creates two segments such that at least one of them yields a length or a centromeric index which is either larger than one of the above maxima or smaller than one of the above minima is rejected and is not checked by the classifier.
Experiments and Results
Feature measurement, selection and extraction
Although global features are very easily computed and suitable for hardware implementation [16] , a combination of geometrical ((lng.) and (ci)) and intensity (d.p.) features (Section 3.2) is shown in Table 2 to provide better chromosome discrimination when classifying five types of chromosomes (similar conclusions are made in [22] for 24 types). The latter features are used throughout this study and measuring them is part of the suggested methodology. In all the experiments of this sub-section, a two-layer perceptron trained by the backpropagation (BP) algorithm is employed as a classifier.
When the "knock-out" algorithm and the scatter criterion of Section 3.3 are applied to the "Soroka5 database" to choose a feature subset from the above 66 features, the length and centromeric index of the chromosome and points of the d.p. which correspond to the chromosome upper tip are selected as the most significant features [15] .
When different mapping paradigms are applied to the chromosome features, superior paradigms for exploratory data projection are often found to be superior paradigms for classification and vice versa [17] . An experiment to evaluate the four mappings of Section 3.4 is performed with a data set of 300 patterns of three types of chromosomes (types "13", "19" and "x"), using 100 patterns of each type. The patterns are derived from the "Soroka5 database", represented by 64 d.p. features and mapped into 1 to 10 dimensional patterns. The experiment is repeated with ten randomly initialized classifiers and fourty randomly chosen training and test sets derived from the database. The average probability of correct classification of the test set is shown in Fig. 3 (for details on the paradigm parameters see [17] ). Only very few features (around one sixteenth of the original number) are required to achieve almost the ultimate performance, therefore contributing to a substantial reduction of the feature space dimensionality. Although Sammon's mapping aims at data visualization, we can extract an arbitrary number of features by the mapping and therefore apply it also to classification. Fig. 3 reveals an impressive chromosome classification performance based on the unsupervised Sammon's mapping which is comparable with that based on the supervised MLP feature extractor, and superior to those of the autoassociative NN and PC feature extractors. Furthermore, we initialise the input-hidden weight matrix of the NN implementation of the mapping by the eigenvectors of the covariance matrix of the data [17] . Besides improved classification capability, the eigenvector based initialisation of Sammon's mapping provides a reduced training period, a lower mapping error and requires fewer experiments compared with the random initialisation.
Classification
The classification accuracy of two monolithic configurations and two hierarchical strategies, all of them based on an MLP, is compared for the "Edinburgh database" and for classifying the full karyotype (24 chromosome types). The feature space is 17-dimensional and it includes 15 selected out of the 64 d.p. features along with the length and centromeric index of the chromosome. Classification performance is the average of two experiments, where in the first training is made on one half of the data and testing on the other half and in the second the procedure is reversed (i.e., the cross-validation technique). This technique is common in the cytogenetic community [21] , [22] , and therefore it is also applied here for a comparison.
In the first hierarchical strategy the chromosomes are first classified into seven groups and then in each of the seven groups (Section 3.5). The same features are used by all the classifiers.
The configurations of the classifiers are: 17:hidden:7 for the "group classifier" and 17:hidden:output for the "type classifiers", where "hidden" is the number of hidden units (selected to prevent overtraining) and "output" is 2 to 8 (according to the number of chromosome types in each group). Table 3 shows the probabilities of correct classification of the test set for each of the eight classifiers (one "group classifier" and seven (A to G) "type classifiers"). The first row of Table 3 shows the population of chromosomes in the seven groups.
The second and third rows give, respectively, the above probabilities of the "group classifier" and "type classifiers". The classification probabilities of the "type classifiers" are calculated for only those chromosomes that are correctly classified by the "group classifier". The overall performance of the first hierarchical classifier is calculated, based on the relative population of chromosomes in the groups, to be 83.6%. When this experiment is repeated using only the two geometrical (ci + lng.) features to classify chromosomes into their groups and only the intensity (d.p.) features to classify chromosomes into their types, a performance degradation of all the eight classifiers (~2-10%) is observed.
In the second hierarchical strategy, a "group classifier" is trained using only the geometrical features (configuration of 2:hidden:7), and its outputs, as well as the fifteen selected d.p. features, are used as the inputs of a "type classifier" (configuration of 22:hidden:24). The probability of correct classification to "groups" is 89.4% and that to "types", which is also the overall probability, is 81.6%, which is lower by 1.3% than that reported by Graham et al. [7] for a similar strategy. Table 4 compares our classification performances using the monolithic classifiers (two and three layer perceptron in columns 1 and 2, respectively) and the two hierarchical strategies (columns 3 and 4) with the published best classification performances [2] , [7] , [22] , [28] . Our classification methods, as the maximum likelihood classifier (column 5), belong to the contextfree classification methods, in which the data set is classified as is and without a posteriori rearrangement of the chromosomes. Context-dependent classification procedures (columns 6 and 7), on the other hand, make use of a priori knowledge that each normal cell has exactly two chromosomes from each type. A classification procedure which results in a different arrangement of the chromosomes (e.g., three or more chromosomes of a specific cell are allocated to the same type) is followed by rearranging the chromosomes to meet the expected pattern [22] , [28] . These classification procedures are found to provide a higher probability of correct classification by about 3% than context-free classification [2] , [22] , [28] but they are only useful if the cells are known to be taken from a normal sample. The first context-dependent classification method (column 6) is based on the maximum likelihood classifier (column 5) and a penalty for "implausible" assignments [22] . The second method (column 7), called the "transportation method" [28] , finds a globally optimal solution to the constrained allocation problem. A third context-dependent classifier based on a probabilistic NN [27] yields very similar results to the first two. Table 4 reveals that the first hierarchical strategy (column 3) is slightly superior to the other context-free classification methods (columns 1, 2, 4 and 5) and even comparable with the context-dependent classification methods (columns 6 and 7).
Automatic segmentation
One of the novelties of using the CPOOS method for separating partially occluded chromosomes is that it is a classification-driven segmentation procedure. A necessary condition for a successful application of the CPOOS method is, therefore, a demonstrated chromosome classification capability, such as the one described so far.
Only sub-images of cell images that include clusters of touching chromosomes are selected and analysed here. Training and test images are gathered for different combinations of two touching chromosomes. Since there are many as p(p-1)/2 such combinations (p=24) and there is no standard database of cell images, we are able to collect only very few images with the same combination of touching chromosomes. Therefore, in most of our experiments only one image is used for training and another one for the test, although there are a few examples where we have two training images. Using each training image and the cluster's potential separating lines we create segment images of arbitrary cluster separation which define the data set of images of the third class (the "brokens") for a specific combination. The images of the first two classes (the "wholes") are collected from a manually segmented database (sub-Section 3.1). The two sets ("brokens" and "wholes") are combined to one data set of around 300 vectors (~100 from each class) and the procedure repeats itself for all the p(p-1)/2 combinations (networks). The 66-dimensional feature vectors, one from each image of each class, are measured, normalised and projected into the first four principal axes (the quickest mapping among the four of Fig. 3 ) to define the training set for the classifier. During the test, the classifier is similarly used to verify each hypothesis which is posed by each separating line in the test image. In addition, these lines are checked to satisfy the "geometrical constraint".
To cover all the possible combinations of two touching chromosomes p(p-1)/2 networks are required. However, each one of these networks is of a very modest configuration (6:2:3) and is therefore trained for a very short period (100 epochs). Moreover, since the classifier training is done beforehand, the verification procedure (test) is very rapid and only involves a multiplication of a 2x6 feature matrix by two weight (6x2 and 2x3) matrices. Tables 5   and 6 ). In the first test image (c121, Table 5 ) three lines begin at the same cut point (#8) and end at a relatively very close cut points (#1, #2, #3). However, the classifier ranks the "correct" separating line (2) (3) (4) (5) (6) (7) (8) higher than the other two lines (1-8 and 3-8) and with a score close to 1, since it is the only line which creates two segments that are classified as the chromosomes. Lines 1-8 and 3-8, however, create segments of which only one is classified as a chromosome. All the other lines create two segments which are both classified as belonging to the third class (and hence yield a zero score) or do not satisfy the "geometrical constraint". In the second case (c163 ,   Table 6 ), a few lines that are connected to point #5 pass near the second correct point (#3) but create slightly different segments, and therefore fail to outperform the score of the "correct" line (3) (4) (5) . In this test image fewer lines are rejected by the "geometrical constraint" compared with the first image. When applied to a relatively small database of 46 human cell images, the CPOOS method achieves over 90% probability of correct segmentation when it is allowed to reject 8.7% of the images.
Toward a Completely Automatic Neural Network Based Human Chromosome Analysisa Discussion
The research has had four major goals: (a) to accomplish a reliable but simple segmentation of a chromosome image that contains partial occlusion, (b) to try to improve chromosome classification performance compared with the current methods, (c) to study the benefits of applying NNs to all stages of chromosome analysis and (d) to present a coherent methodology toward a completely automatic chromosome image analysis.
Segmentation of partially occluded chromosomes has been efficiently accomplished in this research using the CPOOS method. First, clustering of the image pixels provides a separation of chromosomes and chromosome clusters from background without a need to search for an optimum threshold. Thereafter, cut points are located at the most concave points along a cluster curvature. Finally, an MLP is used to score and verify hypotheses, which are lines connecting each pair of cut points, by classifying the two segments created by each line. Using this method, modeling of the object's shape or curvature is not necessary nor is the traditional excessive use of heuristics and pre-processing. Moreover, being a classification-driven segmentation procedure, the CPOOS method is able to apply the (a priori known) information necessary for object classification during the segmentation and thereby to achieve very promising results. The next step in the research is the modification of the CPOOS method to handle more than one cluster in an image and clusters of more than two chromosomes, through hierarchical application of the method combined with suitable heuristics. A modified system such as this could automatically and very reliably segment and classify most of the normal cells (about 97% of the cells) in each cytogenetic laboratory, leaving the human expert only the most difficult cases and the abnormal cells. Although the CPOOS method is applied here to chromosome analysis we believe it is suitable to images with partial occlusion coming from other applications, as well.
Efficient chromosome description is found to depend on a few geometrical features and on the density profile of the chromosome. Global features, although very easily computed, fail to achieve the high discriminative power of the former features. Furthermore, several NN based feature extraction techniques are found, in this research, to be very useful in reducing the feature space dimensionality while retaining high chromosome classification performance.
MLP based hierarchical classification strategies reduce the training period and improve human chromosome classification beyond any known method. Using a very well explored database, an NN based hierarchical classifier has classified 5,500 chromosomes with a success rate of 83.6% compared with 81.7% of a maximum likelihood classifier [2] , [21] , [22] and 82.9% of another NN based classifier [7] . This is an improvement of more than ten and 4% in the error rate compared with the statistical and the other NN classifier, respectively. In summary, NNs have been applied to perform all major stages of automatic human chromosome analysis, namely feature extraction, image segmentation and classification. In addition, the integration of these stages into one coherent system guarantees the accomplishment of the research goals and leads toward a completely automatic human chromosome analysis _ a crucial necessity in numerous clinical fields, such as prenatal diagnosis, cancer research and detection of radiation-induced aberrations.
Finally, although applied to human chromosome analysis, our methodology is well suited to other real-world image analysis applications and therefore, contributes to the generic research of image analysis. Table 2 . Classification performances using different features and "Soroka5 database". Table 3 . The probabilities of correct classification of the first hierarchical strategy. Table 4 . Classification performances of the studied, as well as other techniques, using the "Edinburgh database". Table 5 . The results of separating the cluster of test image c121 by different separating lines. Table 6 . The results of separating the cluster of test image c163 by different separating lines. 80.7% [7] 83.6% 81.6%
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