Here we prove two conjectures.
Introduction
Throughout the paper we consider only simple graphs, herein called just graphs. Let G = (V , E) be a graph on vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E = E(G). Also let d i be the degree of vertex v i for i = 1, 2, . . . , n. The minimum vertex degree is denoted by δ and the maximum by ∆. If vertices v i and v j are adjacent, we denote that by v i v j ∈ E(G). For any two adjacent vertices v i and v j in graph G (e = v i v j ∈ E(G)), we use G \ {e} to denote the graph obtained from graph G by deleting an edge e = v i v j . Let H ⊆ G denote that H is isomorphic to a subgraph of G. The adjacency matrix A(G) of G is defined by its entries a ij = 1 if v i v j ∈ E(G) and 0 otherwise. Let D(G) be the diagonal matrix of vertex degrees. Then the signless Laplacian matrix of G is Q (G) = D(G) + A(G). Let q 1 ≥ q 2 ≥ · · · ≥ q n denote the eigenvalues of Q (G). They are usually called the signless Laplacian eigenvalues of G. The matrix Q (G) is well studied by several authors [1] [2] [3] [4] [5] [6] [8] [9] [10] 12, 14, 15, 17, 18] .
A complete split graph CS(n, ω), ω ≤ n, is a graph on n vertices consisting of a clique on ω vertices and a stable set on the remaining n − ω vertices in which each vertex of the clique is adjacent to each vertex of the stable set. Given a graph G, a subset S of V (G) is called an independent set of G if G [S] , an induced subgraph by S, is a graph with |S| isolated vertices. The independence number of G is denoted by α and is defined to be the number of vertices in the largest independent set of G. The signless Laplacian spectrum of complete split graph CS(n, n − α) ( 
Pendant vertex is a vertex of degree one. As usual, K n , P n , C n and K t,n−t denote respectively the complete graph, the path, the cycle and the complete bipartite graph on n vertices. In [5] , Cvetković et al. gave the following conjectures involving the largest signless Laplacian eigenvalue (q 1 ) and the smallest signless Laplacian eigenvalue (q n ) of G (see also [1, 14] ). 
with equality holding if and only if G ∼ = CS(n, n − α).
In [5] , it also mentioned that if G has m edges then q 1 + q 2 + · · · + q n = 2m, and so the conjecture is equivalent to:
Conjecture 2.
Let G be a connected graph of order n ≥ 6. Then q 1 − q n is minimum for a path P n and for an odd cycle C n , and is maximum for the graph K n−1 + e.
The paper is organized as follows. In Section 2, we give a list of some previously known results. In Section 3, we give the proof of Conjecture 1 and one part of Conjecture 2.
Preliminaries
In this section, we shall list some previously known results that will be needed in the next section. By Rayleigh-Ritz [16] , we can obtain the following result:
T be any two non-zero vectors in R n . Then
and q n = min
We have the following known lower bound for the largest signless Laplacian eigenvalue of a graph.
Lemma 2.2 ([12]
). Let G be a simple graph on n vertices which has at least one edge. Then
where ∆ is the maximum degree in G. Moreover, if G is connected, then the equality holds in (2) if and only if G ∼ = K 1,n−1 .
Lemma 2.3 ([13]
). Let G be a graph of n vertices and let H be a subgraph of G obtained by deleting an edge in G. Then
where q i (G) is the i-th largest signless Laplacian eigenvalue of G and q i (H) is the i-th largest signless Laplacian eigenvalue of H.
We denote the set of neighbors of vertex v i by
If G has distinct vertices v i and v j with N i = N j , then v i and v j are duplicates [11] and (v i , v j ) is a duplicate pair. In [7] , the present author have determined some of the Laplacian eigenvalues of a graph (Lemma 3.1). The same result holds for signless Laplacian matrix of a graph. The proof for above is similar, so we omit the proof. We state the result for the signless Laplacian matrix of a graph. 
Lemma 2.4. Let G = (V , E) be a graph with vertex set V
(G) = {v 1 , v 2 , . . . , v n }. If G has k − 1 duplicate pairs (v i , v i+1 ), i = 1, 2, . . . , k − 1,(1, −1    2 , 0, . . . , 0) T , (1, 0, −1    3 , 0, . . . , 0) T , . . . , and (1, 0, . . . , −1    k , 0, . . . , 0) T .
Lemma 2.5 ([4]). Let G be a simple graph with smallest signless Laplacian eigenvalue q n . Then q n = 0 if and only if G is a bipartite graph.
We have the following known upper bound for the smallest signless Laplacian eigenvalue of a graph.
Lemma 2.6 ([9]
). Let G be a connected graph of order n. Then q n < δ, where δ is the minimum degree of G.
Lemma 2.7 ([6]).
The signless Laplacian eigenvalues of path P n and cycle C n are the following: 3 are the eigencomponents corresponding to eigenvalue q (q ̸ = n−α, n−2), and in (ii),
are the eigencomponents corresponding to eigenvalue q 1 .
Proof of conjectures involving the largest and the smallest signless Laplacian eigenvalue of graphs
In this section we give the proof of Conjecture 1 and one part of Conjecture 2. For the proof of Conjecture 1, we need the following result.
Lemma 3.1. Let CS(n, n − α) be a complete split graph of order n ≥ 4 with independence number α < n − 1. Then
where CS1 = CS(n, n − α) \ {e}.
Proof. Let S be the independent set of vertices of a complete split graph CS(n, n − α). Then |S| = α. By Lemma 2.3,
where CS1 = CS(n, n − α) \ {e}. Now we have to show that
. By Lemma 2.4 and the consequence of Lemma 2.3, we conclude that the signless Laplacian eigenvalues of CS1 are
and the remaining eigenvalues satisfy the following (see Fig. 1(i) ):
Thus the remaining signless Laplacian eigenvalues of CS1 satisfy the following equation
where
From (1), we have
Now,
Using (3) and (4), we conclude that
One can see easily that q 1 (CS1) satisfies the following system of equations (see Fig. 1 (ii)):
From (5) and (6), we get
Similarly, from (7) and (8), we get
Using (9) and (10) in (5) and (7), we get
Eliminating x 1 and x 3 from above two inequalities, we get
Now we are ready to proof Conjecture 1.
Theorem 3.2. Let G be a connected graph on n ≥ 4 vertices with independence number α.
Then
with equality holding if and only if G ∼ = CS(n, n − α).
Proof. From (1), one can see easily that
Since G has independence number α, G is a subgraph of complete split graph CS(n, n − α) such that |V (G)| = |V (CS)|.
By Lemma 2.3, we have
which gives the required result. If α = n − 1, then G ∼ = K 1,n−1 (or CS(n, 1)) and hence q 1 + q n + 2α = 3n − 2 holds as the distinct eigenvalues of CS(n, 1) are n, 1, 0. Otherwise, α < n − 1. By Lemma 3.1, we conclude that q 1 + q n + 2α = 3n − 2 if and only if G ∼ = CS(n, n − α).
Here we give the proof of one part of Conjecture 2.
Theorem 3.3. Let G be a connected graph on n ≥ 4 vertices. Then
with equality holds in (12) if and only if G ∼ = P n or G ∼ = C n , where C n is a cycle of odd length.
Proof. If G ∼ = P n or G ∼ = C n (n is odd), then one can see easily that the equality holds in (12) , by Lemma 2.7. If G ∼ = C n (n is even), then the inequality in (12) is strict, by Lemma 2.7. Otherwise, ∆ ≥ 3. Now we will show that
From Lemma 2.1, we get
and
T are any two non-zero vectors in R n .
If G is a tree with ∆ ≥ 3, then q n = 0 and q 1 ≥ 4, by Lemma 2.2, and hence (13) holds. Otherwise, G must have some cycles.
We need to consider the following two cases:
Case (1): Suppose that G contains a cycle of even length and is denoted by C 2r . Also denote by v 1 , v 2 , . . . , v 2r , are vertices of cycle C 2r . Now we put x i = 1 for i = 1, 2, . . . , 2r, x i = 0 for i = 2r + 1, 2r + 2, . . . , n in (14), and y i = 1 for i = 1, 3, 5, . . . , 2r − 3, 2r − 1, y i = −1 for i = 2, 4, 6, . . . , 2r − 2, 2r and y i = 0 for i = 2r + 1, 2r + 2, . . . , n in (15), we obtain the result (13).
Case (2): Next suppose that there are only cycles of odd length contained in G. Then there are no edges common between any two cycles of odd length in G (otherwise, we have a cycle of even length). From this we conclude that minimum degree in G is 1 or we must have at least two adjacent vertices of degree 2. If δ = 1, then q n < 1 by Lemma 2.6. Otherwise, two adjacent vertices v i and v i+1 are of degree two. Now we put y i = 1, y i+1 = −1 and y k = 0, k = 1, 2, . . . , i − 1, i + 2, . . . , n in (15), we get q n ≤ 1. If ∆ ≥ 4, then we get the result (13), by Lemma 2.2. Otherwise, ∆ = 3. First we assume that all the vertices in one cycle C 2r+1 of odd length (v 1 , v 2 , . . . , v 2r+1 are vertices in cycle C 2r+1 ) in G are of degree 3. Then we put x i = 1, i = 1, 2, . . . , 2r +1 and x i = 0 otherwise, in (14), we get q 1 ≥ 5. Thus (13) holds.
Next we assume that all the vertices in any cycle of odd length are not of degree 3, that is, for each cycle of odd length at least one vertex is of degree 2. Let t be the number of odd cycles in G. Now we put x i = 1 for all i = 1, 2, . . . , n in (14), we get
Since there are no edges common between any two cycles of odd length in G, we choose vector components y i as follows:
there exists a vertex v k of degree 2 for each cycle of odd length in G corresponding to the vector component y k = 0, all other vector components y i corresponding to the vertices are alternately +1 and −1 (. . . , y k−2 = 1, y k−1 = −1, y k = 0, y k+1 = 1, y k+2 = −1, . . . etc.). For example, the graph with vector components 1, 0, −1 as shown in Fig. 2 . Then we have
Now we have n ≥ 3t, where t is the number of cycles. Then we have to show that q 1 − q n ≥ 4, that is, (17) and hence (13) holds. Otherwise, G has cycles of length greater than or equal to 5. If the length of cycle is 5 in G, then H 8 ⊆ G and n ≥ 10. Now, q 1 (G) ≥ q 1 (H 8 ) ≈ 4.542, by Table 1 and q n (G) ≤ 0.5, by (17) . Again (13) holds. Otherwise, H 10 ⊆ G and n ≥ 14. Hence (13) holds as q 1 (G) ≥ q 1 (H 10 ) ≈ 4.488, by Table 1 and q n (G) ≤ 0.333, by (17) .
Subcase (iii): t = 3. If n ≥ 12, then one can see easily that (18) holds and hence (13) holds. Otherwise, n ≤ 11. Thus we have either all three cycles as cycle C 3 , or two of them are cycle C 3 and one of them is cycle C 5 . First we assume that all three cycles in G are cycle C 3 . If H 5 ⊆ G, then by Subcase (ii), q 1 (G) ≥ 5. So we have (13) as q n (G) ≤ 1. Otherwise, H 6 ⊆ G and 10 ≤ n ≤ 11. If n = 10, then G ∼ = H 11 and we obtain (13), by Table 1 . If n = 11, then q 1 (G) ≥ q 1 (H 6 ) ≥ 4.814, q n (G) ≤ 6 8 = 0.75 (by (17) ) and hence (13) holds. Next we assume that two cycles are C 3 and one cycle is C 5 in G. Thus we have H 9 ⊆ G as n ≤ 11. So we have q 1 (G) ≥ q 1 (H 9 ) = 4.935, by Table 1 and q n (G) ≤ 0.75, by (17) . Thus we obtain (13 Fig. 3 ) give (up to three decimal places)
in Table 1 . 
