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Robust Unsupervised Discriminative Dependency Parsing
Yong Jiang , Jiong Cai, and Kewei Tu
Abstract: Discriminative approaches have shown their effectiveness in unsupervised dependency parsing.
However, due to their strong representational power, discriminative approaches tend to quickly converge to
poor local optima during unsupervised training. In this paper, we tackle this problem by drawing inspiration
from robust deep learning techniques. Specifically, we propose robust unsupervised discriminative dependency
parsing, a framework that integrates the concepts of denoising autoencoders and conditional random field
autoencoders. Within this framework, we propose two types of sentence corruption mechanisms as well as a
posterior regularization method for robust training. We tested our methods on eight languages and the results
show that our methods lead to significant improvements over previous work.
Key words: unsupervised learning; dependency parsing; autoencoders

1

Introduction

Dependency parsing is an important task in natural
language processing. Given a sentence, a dependency
parser produces a rooted dependency tree for the
words or Part-Of-Speech (POS) tags. Using supervised
learning to build an effective dependency parser
requires the manual annotation of gold parses, which
is difficult and labor-intensive. On the other hand, the
unsupervised training of dependency parsers requires
no annotated data and is therefore suitable for learning
parsers for low-resource languages or new application
domains.
Most existing approaches to unsupervised
dependency parsing are based on generative models
such as the Dependency Model with Valence (DMV)[1]
and the Combinatory Categorial Grammar (CCG)[2]
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models. Typically, generative models make strong
assumptions about the output structure and may have
an inductive bias that favors a learning process towards
the desired linguistic structure. On the other hand, it is
not obvious how discriminative learning can be applied
to unsupervised parsing because there are no labeled
data. Existing discriminative unsupervised parsing
approaches are based on the concepts of discriminative
clustering[3] and autoencoding[4] . These discriminative
approaches typically utilize the rich features of the
input sentence and hence have stronger representational
power than generative approaches. Consequently,
they are more likely to overfit self-generated parses
or distributions of parses during early iterations
of unsupervised learning, which may lead to early
convergence to poor local optima.
To address this problem, we propose a novel
framework for the robust unsupervised learning
of discriminative dependency parsers. Motivated
by the recent success of robust deep learning
techniques, such as the dropout mechanism and
the denoising autoencoder[5, 6] , our framework extends
the Conditional Random Field (CRF) autoencoder
for unsupervised parsing[4] by training with randomly
corrupted sentences. We propose two types of effective
sentence corruption mechanisms. To constrain the
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potential negative effect of random corruption, we
further propose a novel posterior regularization method
that encourages the original and corrupted sentences
to have similar parses. We conducted experiments
on the datasets of eight languages and the results
show that our approach significantly outperforms
previous discriminative approaches. To the best of our
knowledge, our work is the first attempt to incorporate
robust learning into unsupervised structured prediction.
We believe that our work can motivate similar research
on many other unsupervised structured prediction tasks.

2
2.1

Background
Unsupervised dependency parsing

Unsupervised dependency parsing is a task in which the
goal is to build a dependency parser without supervision
from gold parse trees. The literature reports three types
of approaches to unsupervised dependency parsing:
generative, discriminative, and rule-based approaches.
For generative approaches, previous work has
focused on building different generative processes for
both the sentence and the corresponding parse tree. For
example, the DMV[1] is a popular generative model
that outperforms the best branching baseline on the
English language. Many subsequent approaches have
been proposed to improve the DMV[7–9] . Another type
of generative models is based on CCGs[2] .
With respect to discriminative approaches, existing
work is based on graph-based dependency models[3, 4] .
Grave and Elhadad[3] proposed to learn the parameters
of a graph-based dependency model based on the idea
of discriminative clustering[10] . Cai et al.[4] proposed
to enhance a graph-based dependency model using a
generative decoder as a CRF autoencoder. In this paper,
we develop our approach based on the CRF autoencoder
model.
In rule-based approaches, the general idea is to
predefine a set of linguistic rules by exploiting their
universal dependency constraints[11, 12] .
2.2

Robust learning

Robust learning has been recognized as an effective
method for training machine learning models, and
two well-known robust learning techniques are the
denoising autoencoder and dropout training.
An autoencoder is a three-layer feedforward neural
network in which the input is the training data, the
hidden states represent the important data features to
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be learned, and the output is the reconstructed data. To
better learn useful features in the hidden layer, Vincent
et al.[13] proposed the denoising autoencoder, which
corrupts the input of the autoencoder with some random
noise (usually sampled from a Gaussian distribution).
Denoising autoencoders have been widely used to
address various natural language processing problems.
We apply the idea of data corruption in denoising
autoencoders in our CRF autoencoder approach to
unsupervised dependency parsing.
Dropout training has been shown to be very
effective in preventing overfitting during the training
of deep neural networks and can be regarded as a
type of regularization[14, 15] . At each training iteration,
dropout training randomly omits a subset of nodes
in a neural network. Because of its success in
many real applications, dropout training has been a
standard component included in many deep learning
toolkits. Besides its application to deep neural
networks, dropout training can also be used in the
corruption of sparse features in many machine learning
methods, such as Support Vector Machines (SVMs),
logistic regression, and linear-chain conditional random
fields. Bishop[16] showed that training with explicit
noise from additive Gaussian noise can be regarded
as L2-type regularizations. Burges and Schölkopf[17]
proposed a virtual SVM method in which training
data is explicitly augmented with support vectors
from previous iterations. van der Maaten et al.[18]
proposed a method that an implicit noise can be
marginalized during training. Chen et al.[19] proposed
a dropout training procedure for linear and nonlinear
SVM predictors that marginalizes out corrupted noise
variables. To the best of our knowledge, our work is the
first to utilize dropout training in unsupervised learning.
2.3

Posterior regularization

In many learning problems, there is access to external
task-specific information. Posterior regularization[20] is
a framework of probabilistic latent variable models that
uses external information to constrain the distribution
of the latent variable. The basic idea of posterior
regularization is to incorporate a regularization term
into a learning objective that constrains the posterior
moments of the latent variable. Given that each word
is only associated with a few possible tags, Graça et
al.[20] applied posterior regularization to POS induction
and achieved better results than other Expectation
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Maximization (EM)-based approaches. Gillenwater et
al.[21] presented a similar approach to unsupervised
dependency parsing. Tu and Honavar[22] observed that
the ambiguity of natural language sentences is typically
low and applied posterior regularization to incorporate
this information in unsupervised parsing. Naseem et
al.[23] proposed the use of linguistic rules to guide
unsupervised dependency parsing based on posterior
regularization and achieved promising results in many
languages. In addition to unsupervised structured
prediction, posterior regularization can also be used
in supervised structured prediction by constraining the
output space with human-designed rules. Yang and
Cardie[24] incorporated discourse and lexical knowledge
as soft constraints into sentence level sentiment analysis
using posterior regularization. Zhang et al.[25] used
posterior regularization to integrate parallel rules, such
as the bilingual dictionary, phrase table, and length
ratio, as a log linear model to guide the learning of
neural machine translation models.
Our approach is motivated by these approaches and
uses posterior regularization to encourage the similarity
of the parse trees of real and corrupted sentences.
2.4

Graph-based dependency parser

Given an input sentence x D .x 1 ; x 2 ; : : : ; x n /, we
regard its parse tree as a latent structure represented
by a sequence y D .y1 ; y2 ; : : : ; yn / where yi is a
pair hti ; hi i, ti is the head token of the dependency
connected to token xN i in the parse tree, and hi 2
f0; 1; 2; : : : ; ng is the index of this head token in the
sentence where 0 denotes the dummy root. In a valid
dependency tree y, the n dependencies should form a
directed tree rooted at index 0. For languages such as
English and Chinese, the dependency edges of most
of the syntactic dependency trees do not cross, which
results in so-called projective dependency trees. On the
other hand, dependency trees characterized by edge
crossings are called non-projective dependency trees.
Given an input sentence x, the set of all possible valid
dependency trees is denoted as Y .x/.
By treating the dependency parser as a structured
linear model[26] , dependency parsing can be considered
to search for the highest scoring tree, as follows:
y  D arg max wT F .x; y/
(1)
y2Y .x/

where w is the parameter vector to be learned and
F .x; y/ is the feature representation of sentence x and
dependency tree y.

As the number of dependency trees is exponential
with respect to sentence length, discovering the best
tree for sentence x is generally intractable. To make
it tractable, one must assume factorization of the score
function, such as the following first-order factorization
n
X
F .x; y/ D
F .x; hi ; i /
(2)
i D1

where a feature vector F .x; hi ; i / is specified for the
dependency edge from the head index hi to the child
index i . The score of a dependency is then defined as
the inner product of the feature vector and the weight
vector w, as follows:
w .x; hi ; i / D wT F .x; hi ; i /

(3)

The score of a dependency tree y of sentence x is as
follows:
n
X
w .x; y/ D
w .x; hi ; i /
(4)
i D1

We define the probability of parse tree y given
sentence x as follows:
exp.w .x; y//
Pw .yjx/ D
(5)
Zw .x/
where Zw .x/ is the partition function, which is defined
as the sum of the scores for all valid dependency trees:
X
Zw .x/ D
exp.w .x; y 0 //
(6)
y 0 2Y .x/

The partition function can be efficiently computed in
O.n3 / time using the inside algorithm for projective
tree structures[27] and the matrix-tree theorem for nonprojective tree structures[28] . Parsing can be reduced
to searching for the maximum spanning tree, which
can be done efficiently using Eisner’s algorithm
for projective dependency parsing and the Chu-LiuEdmonds algorithm for non-projective dependency
parsing.
The first-order assumption is oversimplified.
To improve parsing performance, McDonald and
Pereira[29] proposed second-order Maximum Spanning
Tree (MST) parsing in which the dependency tree
score is factorized into the sum of adjacent-edge-pair
scores, so the parser can utilize more information
to make parsing decisions. However, tractable exact
second-order dependency parsing is possible only in
projective parsing. Koo and Collins[30] proposed an
efficient third-order dependency parser that makes use
of sibling-style and grandchild-style interactions for
projective dependency parsing.
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3

CRF Autoencoder

The CRF autoencoder is proposed as a general
framework for unsupervised structured prediction[31] .
Cai et al.[4] extended this model for unsupervised
dependency parsing. Their model contains an encoder
and a decoder. The encoder is the same firstorder graph-based dependency parser described in
Section 2.4, and the decoder is a token-by-token
generative model, in which each token xO i is generated
independently given its head token ti . So we have
n
Y
P .xjy/
O
D
xO i jti
(7)
i D1

where  is the parameter of the decoder.
The joint probability of xO and y given the input token
sequence x is as follows:
Pw; .x;
O yjx/ D P .xjy/P
O
w .yjx/ D
w .x;y/C

e

n
P
iD1

log xO

ew .x;y 0 /

P

0

i jti

y 0 2Y .x/

D

O
ew; .x;y;x/
P  .x;y 0 /
e w

(8)

y 0 2Y .x/

Pn

0
w;
.x; y; x/
O

where
D i D1 .log xO i jti C w .x; hi ; i //:
At test time, given an input token sequence x, the best
parse y  can be found via the following,
y  D arg max Pw; .x;
O yjx/ D
y2Y .x/

0
arg max w;
.x; y; x/
O
y2Y .x/

where we set xO D x. This has the same form as firstorder graph-based parsing.
At training time, given a set of unannotated sentences
x1 ; x2 ; : : : ; xN , Cai et al.[4] proposed to optimize the
regularized Viterbi conditional log-likelihood,


N
1 X
log max Pw; .xO i ; yjxi / C ˝.w/ (10)
N
y2Y .xi /
i D1

in which xO D x, ˝.w/ is an L1 regularization term
of the parameter w of the encoder, and  is a hyperparameter.

4
4.1

our model the hidden variable is the dependency
parse tree of the corrupted input sentence, and the
target output can be either the original sentence or
the corrupted sentence. Note that if we set both the
input and the output to the same corrupted sentence,
then our approach becomes data augmentation. The
difference between the denoising autoencoder, the CRF
autoencoder and our model is illustrated in Fig. 1. Our
model differs from the denoising autoencoder in that
the encoder of our model is a probabilistic conditional
random field model (xQ ! y is a stochastic mapping
(Stochastic mapping refers to mapping by sampling
from a distribution, whereas deterministic mapping
refers to mapping by a set of step functions), while
x ! y is a deterministic mapping). Our model differs
from the CRF autoencoder in that the input variable is
corrupted.
Similar to the original CRF AutoEncoder (CRFAE)
model, we aim to maximize the conditional loglikelihood log Pw; .xO i jxQ i / for each sample i . As such,
we have the following learning objective function:
N

1 X
J.w;  / D
log Pw; .xO i jxQ i / C ˝.w/ D
N
i D1
1
0
N
X
1 X
Pw; .xO i ; yjxQ i /A C ˝.w/
log @
N
i D1

(9)

Robust Learning of CRF Autoencoder
Our framework

Motivated by the denoising autoencoder, we propose
an extension of the CRF autoencoder, called Denoising
CRF AutoEncoder (DCRFAE). DCRFAE injects
random noise into the original input sentence x and
takes in the corrupted input xQ . The model is called
Denoising CRF AutoEncoder (DCRFAE). So in
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y2Y .xi /

(11)
This objective function can be optimized using the
classic EM algorithm. Neal and Hinton[32] suggested
that the EM algorithm could be seen as a coordinate
descent on a new objective function augumented
by a set of auxiliary distributions q D fqi .y/; i D 1;
2; : : : ; N g, where qi .y/ is a distribution of variable y
for the i -th sample:
N
1 X X
J.w; ; q/ D
qi .y/ log qi .y/
N
i D1 y2Y .xi /
„
ƒ‚
…
˚1

1
N
„

N
X

log Pw; .xO i jxQ i /

i D1

ƒ‚
˚2

…

N
1 X X
qi .y/ log Pw; .yjxQ i ; xO i / C˝.w/
N
i D1 y2Y .xi /
ƒ‚
…
„
˚3

(12)
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x^

x^

x^

y

y

y

x~

x~

x


jw .xi ; y/ w .xQ i ; y/jClog Pw; .yjxQ i ; xO i /
Decoder

If we assume q is a delta distribution, the function is
maximized when qi .y/ is centered at
arg max Pw; .yjxQ i ; xO i /e.jw .xi ;y/ w .xQi ;y/j/ (17)
y2Y .x/

Encoder

Fig. 1 Left: denoising autoencoder, where xQ ! y is a
deterministic layer. Middle: CRF autoencoder. Right:
DCRFAE. In the (denoising) CRF autoencoders, x ! y, xQ !
y are two stochastic mappings.

where Pw; .yjxQ i ; xO i / is computed using Bayes’
theorem, as follows,
Pw; .yjxQ i ; xO i / / P .xO i jyi /Pw .yi jxi /
(13)
In EM algorithm, the E-step can be considered to be
the optimization of q.y/ with w and  fixed, whearas
the M-step can be considered to be the optimization of
w and  with q.y/ fixed.
If we require that q is a delta distribution, the
objective function becomes as follows:


N
1 X
min
log max Pw; .xO i ; yjxQ i / C ˝.w/
w; N
y2Y .xi /

To solve this argmax, we first solve the following two
decoding problems, which can be formulated as firstorder dependency parsing, as follows:
y1 D arg max  0 .xQ i ; y; x/C
O
y2Y .x/

 w .xi ; y/ w .xQ i ; y/
(18)
y2 D arg max  0 .xQ i ; y; x/
O
y2Y .x/

 w .xi ; y/

(14)
which is the same objective function reported in Ref.
[4] except for the corrupted input.
By adding a small amount of noise into a sentence,
one would expect that the parse tree would not be
dramatically changed. Based on this intuition, we add a
novel posterior regularization[33] term into the objective
function to encourage the original and corrupted
sentences to have similar parses, as follows:
J.w; q/ D ˚1 C ˚2 C ˚3 C ˝.w/C
N
1 X
Eqi .y/ jw .xi ; y/
N
i D1
ƒ‚
„
˚4

w .xQ i ; y/j

(15)

…

where  is a hyper-parameter, and w is the score
function of the encoder.
The posterior regularization term in our objective
function is a new type of inductive bias that can be
applied to many other induction problems.
We again optimize the new objective function with
coordinate decent. In the E-step, we fix w and  and
optimize the following objective function of q,
N

1 X
˚1 C ˚3 C ˚4 D
Eqi .y/
log qi .y/C
N
i D1


w .xQ i ; y/

(19)

Then the solution to the argmax is the parse with the
higher score.
In the M-step, we fix q and optimize the following
objective functions of w and  ,
˚2 C ˚3 C ˚4 C ˝.w/ D
N
1 X
log Pw; .xO i ; yi jxQ i /C
N
i D1

jw .xi ; yi /

iD1



(16)


w .xQ i ; yi /j C ˝.w/

(20)

yi

where
is the center of the delta function qi .y/, found
in the E-step. As the second term in the bracket is not
related to , we can derive optimal value of  using
Lagrange multipliers, which is the same as the method
used in Ref. [4]. To optimize w, we use mini-batch subgradient descent.
4.2

Corruption mechanisms

We designed two types of corruption, i.e., feature-level
corruption and word-level corruption.
Feature-level corruption adds noise into the feature
vectors of dependency edges when computing the edge
scores w .x; hi ; i /. This is similar to dropout training.
We corrupt each feature by setting it to zero with
probability p1 . Specifically, we have
n
n
X
X
w .x;
Q y/ D
w .x;
Q hi ; i / D
wT .F .x; hi ; i/  I /
iD1

i D1

(21)
where I is a vector with the same dimension as
the feature vector. * is an element-wise multiplication
operator over two vectors. Each element Ii of I is
sampled independently from a Bernoulli distribution p,
which is defined as follows:
p.Ii D 0/ D p1 ; p.Ii D 1/ D 1 p1
(22)
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In addition to feature-level corruption, we propose a
word-level corruption method. There are often several
different noun tags (e.g., plural nouns and proper
nouns) and verb tags (e.g., past tense and third person
singular present tense) in a treebank corpus. Utilizing
the similarity of different sub-types of nouns and verbs
is an important technique that is well documented in
the unsupervised dependency parsing literature[8, 9, 34] .
For example, Berg-Kirkpatrick et al.[8] used the same
binary sparse features for different sub-types of nouns
and verbs (Section 6.2). Jiang et al.[9] learned POS tag
embeddings to model the similarity of different POS
tags and found that the embeddings of different subtypes of nouns and verbs are very similar (Section
6.1). Our word-level corruption can be seen as a new
approach to the utilization of this type of similarity.
Specifically, we replace each noun tag or verb tag in a
training sentence with another noun tag or verb tag with
probability p2 .

5
5.1

Experiments
Setup

We conducted experiments on the datasets of eight
languages that have been widely used for evaluating
unsupervised dependency parsing. Seven datasets are
drawn from the PASCAL Challenge on Grammar
Induction[35] . The English dataset is the Wall Street
Journal corpus. Following previous work, we used
training sentences of length 6 10, tuned all the hyperparameters on validation sentences of length 6 10, and
reported the accuracy of the directed dependency on
both the test sentences of length 610 and all the test
sentences. Table 1 shows the statistics of our datasets.
5.2

Systems

We compare our approach (Our code is based
Table 1 Data statistics of multiple languages.
Number of
Number of Number Number
Language
trainings
developments of tests of POSs
(length 6 10)
Basque
4478
1010
1121
40
Czech
25 774
9270
10148
57
Danish
1222
1000
1000
25
Dutch
6337
386
386
12
English
5779
1700
2416
35
Portuguese
16 695
400
288
21
Slovene
2821
1000
1000
31
Swedish
3498
389
389
30
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on CRFAE (https://github.com/caijiong/CRFAE-DepParser). Our code and hyper-parameters will be
available at https://github.com/caijiong/CRFAE-DepParser.) with the original CRFAE along with three
additional baselines: the DMV[1] , the neural DMV[9] ,
and the convex MST[3] , which are strong baselines
published in the literature.
Because in our approach the inputs are corrupted
differently at each training epoch, the objective function
is always changing and convergence is not guaranteed.
Therefore, rather than using a stop-criteria based on
convergence, we terminate the training algorithm after
20 epochs and use the model produced at the last
iteration for tuning and testing. This is why the reported
accuracies of the CRFAE differ from those reported by
Cai et al.[4] , who use convergence-based stop criteria
based on the changes of the loss function of the
validation dataset.
We tested three variants of our approach: Data
Augmentation (DA) which sets  D 0 and sets both
the input and output to the same word-level corrupted
sentence; Word-Level (WL) corruption on the input
only; and Feature-Level (FL) corruption on the input
only. We report the mean and standard deviation for 15
runs of the test data.
5.3

Results with the basic setup

Table 2 shows our experimental results. Note that in the
Dutch dataset, there is only one type of verb tags and
one type of noun tags, so the DA and WL performances
are the same as the that of the baseline CRFAE.
We can see that our approaches perform significantly
better overall than the other approaches. Our approach
with WL corruption outperforms the CRFAE baseline
in four languages, and our approach with FL corruption
outperforms the CRFAE baseline by a large margin
in seven languages. Comparing of the WL corruption
and FL corruption, we can see from the table that
on average, FL corruption outperforms WL corruption
by 0.76% for sentences no longer than 10 and by
2.4% for sentences of all lengths. The two exceptions
are the Danish and Slovene languages, for which WL
corruption outperforms FL corruptions. One possible
reason for this is that the sizes of the training datasets of
the Danish and Slovene languages are small compared
with those of the other languages. For large datasets, the
similar behaviors of different noun and verb sub-types
may be reflected in the training data, whereas small
datasets may not contain enough data to capture such
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Table 2 Parsing accuracy/standard deviations of our approaches on datasets of eight languages in the basic setup. For our
approach, we report the average and standard deviation for 15 runs with different random seeds. Results of previous approaches
are taken from Ref. [4].
(%)
Basque
Czech
Danish
Dutch
English
Portuguese
Slovene
Swedish
Avg.
Length 6 10
DMV
47.1
27.1
39.1
37.1
58.3
42.6
32.3
23.7
38.4
Neural DMV
48.1
28.6
39.8
37.2
65.9
47.9
36.5
39.9
43.0
Convex MST
29.4
36.5
49.3
31.3
34.4
46.4
33.7
35.5
37.1
CRFAE[4]
49.0
33.9
28.8
39.3
51.4
47.6
34.7
51.3
42.0
CRFAE
49.86
56.31
34.66
29.67
59.25
44.60
41.52
56.77
46.58
DCRFAE-DA 53.69/0.73 45.52/2.46 35.71/2.37 29.67/0.00 53.82/4.90 52.15/5.80 37.66/6.27 53.76/1.33 45.25/2.98
DCRFAE-WL 52.65/0.82 51.26/7.98 60.69/6.91 29.67/0.00 55.08/3.78 53.02/12.96 56.37/0.89 56.46/2.77 51.90/4.51
DCRFAE-FL 54.04/1.96 55.82/3.41 49.65/3.82 47.57/2.28 55.72/2.34 54.69/7.90 43.05/1.98 60.70/3.01 52.66/3.34
Length: All
DMV
40.9
20.4
32.6
33.0
39.4
36.2
26.9
16.5
30.7
Neural DMV
41.8
23.8
34.2
33.6
47.0
40.2
29.4
30.8
35.1
Convex MST
30.5
33.4
44.2
29.3
28.5
38.3
32.2
28.3
33.1
39.8
25.4
24.2
35.2
37.4
52.2
26.4
40.0
35.1
CRFAE[4]
CRFAE
41.90
44.40
27.57
23.67
47.28
49.35
34.64
42.21
38.88
DCRFAE-DA 44.56/0.78 35.51/1.00 28.97/2.15 23.67/0.00 39.09/5.03 52.73/2.22 32.70/4.87 41.06/0.99 37.29/2.13
DCRFAE-WL 44.35/1.01 39.93/5.67 52.79/5.00 23.67/0.00 38.27/4.71 45.87/14.73 45.30/0.64 41.74/2.02 41.49/4.22
DCRFAE-FL 44.82/1.53 43.14/2.18 41.64/3.85 38.83/6.34 45.04/2.70 53.26/7.19 36.62/1.05 47.75/2.17 / 43.89/3.38

similarity, hence WL corruption can help inducing such
similarity.
5.4

Results with linguistic prior

Naseem et al.[23] proposed a way to bias grammar
induction using a set of pre-defined universal linguistic
rules. This technique has been widely utilized in many
grammar induction models[3, 4, 23] . We enhanced our
approach by the use of a universal linguistic prior in the

same way reported in Ref. [4], and then repeated all the
experiments.
The results are as shown in Table 3, again, our
approaches outperformed the other approaches in most
cases. Our approach with WL corruption outperformed
the CRFAE baseline on six languages, and our approach
with FL corruption outperformed the CRFAE baseline
on seven languages. FL corruption again performed
better than WL corruption in most cases. In addition,

Table 3 Parsing accuracy/standard deviations for our approaches on eight languages with models enriched with linguistic prior
(p denotes these models). For our approaches, the average and standard deviations across 15 runs with different random seeds
are reported. Results of previous approaches are from Ref. [4].
(%)
Basque
Czech
Danish
Dutch
English Portuguese Slovene
Swedish
Avg.
Length 6 10
Convex MST (p)
30.0
46.1
51.6
35.3
60.8
55.4
63.7
50.9
49.2
CRFAE[4] (p)
49.9
48.1
53.4
43.9
71.7
68.0
52.5
64.7
56.5
CRFAE (p)
49.98
53.44
60.61
41.99
68.85
63.02
50.00
64.34
56.53
DCRFAE-DA (p) 52.46/1.34 52.24/4.40 57.75/0.99 41.99/0.00 67.42/0.67 63.20/1.23 46.50/2.36 64.77/0.88 55.79/1.48
DCRFAE-WL (p) 52.93/0.50 46.17/0.93 61.88/3.92 42.65/0.00 68.39/0.47 66.73/0.73 55.29/4.64 65.96/0.65 57.50/1.48
DCRFAE-FL (p) 54.97/0.66 44.79/0.65 60.26/1.76 46.66/1.50 67.93/0.81 72.65/0.27 50.15/2.24 68.45/0.79 58.23/1.09
Length: All
Convex MST (p)
30.6
40.0
45.8
35.6
48.6
46.3
51.8
40.5
42.4
CRFAE[4] (p)
41.4
36.8
40.5
38.6
55.7
58.9
43.3
48.5
45.5
CRFAE (p)
42.02
42.04
47.68
40.82
53.86
56.00
39.41
52.34
46.77
DCRFAE-DA (p) 43.60/1.37 39.66/4.52 44.94/1.31 40.82/0.00 52.79/0.70 52.09/1.46 38.89/1.14 49.56/0.80 45.29/1.41
DCRFAE-WL (p) 44.22/0.53 36.60/1.50 53.15/4.01 40.92/0.00 54.07/0.71 61.06/0.35 43.81/5.37 48.26/0.82 47.76/1.66
DCRFAE-FL (p) 45.50/0.52 37.73/0.99 50.22/1.69 43.94/1.81 56.87/0.44 67.42/0.17 41.21/1.70 55.33/0.84 49.78/1.02
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In this section, we answer several questions regarding
our approach.
Impact of the regularization term

We investigated the utility of the posterior
regularization term 4 by comparing the learning results
with  D 0 and  > 0 (tuned for each language). We
fixed the noise levels at p1 D p2 D 0:3 and tuned
the other hyper-parameters on the validation datasets.
Figures 2 and 3 show the results for the test datasets of
eight languages. We can see that for all the languages,
the posterior regularization term is indeed helpful with
both FL corruption and WL corruption.
For FL corruption, we further plotted the change in
accuracy with respect to different  values, with p1 D
p2 D 0:3 and ˛ D 0:1, as shown in Fig. 4. For six of the
WL: scale=0

70.00

30
15
0.1

10.0

eight languages, the accuracy first increased and then
decreased with the increase of . We observe similar
trends for word level corruption.
6.2

Impact of noise level

Next, we investigated the impact of the noise level on
our approach. For FL corruption, we set ˛ D 0:1;  D
1 and changed the corruption probability p2 . Figure 5
shows the results for three languages in which we can
see that in all the three cases the noise level p2 D 0:3
achieved the best performance and higher noise levels
reduced the accuracy. Again, we observed similar trends
for WL corruption.
What is learned

Our goal was to discover the kind of syntactic
information that can be better learned using our
approach as compared with the CRFAE baseline.
We computed the F1 score of dependencies headed
by NOUN or VERB, and the results are shown in
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Fig. 3 Accuracies of FL corruption on the validation set
with and without our regularization term.
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Fig. 2 Accuracies of WL corruption on the validation set
with and without our regularization term.

Accuracy (%)

1.0

u

Fig. 4 Change of accuracy of the validation set with
different  values with FL corruption.

6.3

WL: scale>0

Czech
Dutch
Portuguese
Swedish

45

0.

Accuracy (%)

60

0

Analysis

6.1

Basque
Danish
English
Slovene

0.

6

Accuracy (%)

when enhanced with a universal linguistic prior, the
variance of our approaches is significantly reduced,
which suggests that a universal linguistic prior helps
constrain the parameter space and stabilized our
approaches. For the Danish and Slovene languages, WL
corruption again performs better than FL corruption.

199

p2
(c) Swedish

Fig. 5 Change of accuracy of the validation set with
different noise level p2 with FL corruption.
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Table 4. Overall, the ranking of the F1 score is
FL > BASE > WL. The FL scores of our approach
are higher than that of the CRFAE baseline, which
showed that our FL corruption can bias the original
model to learn better dependencies. However, the WL
scores of our approaches are worse than those of the
CRFAE baseline, which surprised us. One possible
reason is that the model is forced to learn better
syntactic relations involving other POS tags if nouns
and verbs are corrupted. For the POS tags other than
NOUN and VERB, when using WL corruptions, the
F1 scores increased compared with those of the CRFAE
baseline. It would be interesting to combine the benefits
of our two corruption mechanisms, which we leave for
future work.
6.4

Escaping local optima

In Section 1, we mentioned that our approach
was motivated by the observation that discriminative
approaches to unsupervised grammar learning tend to
converge early to poor local optima.
Here we investigated whether our approach can
alleviate this early convergence problem. We plotted
the change in accuracy with the training epochs of our
FL corruption approach and the CRFAE baseline for
three languages as shown in Fig. 6. We can see that
in two of the three cases, CRFAE converges after only
F1 scores of dependencies headed by NOUN or

Language
Basque
English
Swedish

Basic setup
I
BASE WL
FL
42.1
40.2 47.5
40.3
43.5 50.1
53.7
47.9 54.4

Accuracy (%)

60.00

Linguistic prior
BASE WL
FL
43.1
42.2 46.7
52.4
46.7 54.1
55.7
52.9 59.6

7

Conclusion

In this paper, we propose a novel framework for the
robust learning of unsupervised dependency parsers.
Our framework is based on the conditional random
field autoencoder and extends its training approach
by training sentence corruption. We presented two
types of sentence corruption mechanisms as well as a
posterior regularization method for robust training. Our
experiments show that our approach can significantly
boost the performance of discriminative approaches
to unsupervised dependency parsing. Our framework
is general, simple, and easily to be adapted to other
unsupervised structured prediction problems.
In future work, we plan to consider marginalized
noise rather than explicit noise, and hope to reduce
the variance of our approach for cases in which no
prior information is available. In addition, we plan to
test our approach in learning generative models for
unsupervised structured prediction problems.

CRFAE-prior
DCRFAE-prior

19.0

Accuracy (%)

Table 4
VERB.

a few epochs. In contrast, in all the three cases, our
approach does not converge and eventually achieves
higher accuracy than the CRFAE.
We also plotted the change in the objective function
on the development dataset with the training epochs
of DCRFAE and CRFAE. As the objective function of
the DCRFAE is not deterministic due to the random
corruption, we instead plotted the objective function
(negative Viterbi log-likelihood) of the original CRFAE
model. From Fig. 7, we see that while the CRFAE
converges very quickly, the DCRFAE does not converge
because its objective function is stochastic.

56.25
52.50
48.75
45.00

16.5
14.0
11.5
9.0

Training epoch

(a) Basque

66.0
64.5

Training epoch

(b) English

CRFAE-prior
DCRFAE-prior

63.75
61.50
59.25
57.00

32

Training epoch

(c) Swedish

Fig. 6 Accuracy on the validation dataset vs. training epoch
for CRFAE and DCRFAE-FL.

CRFAE-prior
DCRFAE-prior

28
24
20
16

24

Accuracy (%)

67.5

63.0

66.00

Training epoch

(a) Basque

Accuracy (%)

CRFAE-prior
DCRFAE-prior
Accuracy (%)

Accuracy (%)

69.0

CRFAE-prior
DCRFAE-prior

Training epoch

(b) English

CRFAE-prior
DCRFAE-prior

21
18
15
12

Training epoch

(c) Swedish

Fig. 7 Negative Viterbi log-likelihood on the validation
dataset vs. training epoch for CRFAE and DCRFAE-FL.
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