Jointly integrating aspect ratio and context has been extensively studied and shown performance improvement in traditional object detection systems such as the DPMs. It, however, has been largely ignored in deep neural network based detection systems. This paper presents a method of integrating a mixture of object models and region-based convolutional networks for accurate object detection. Each mixture component accounts for both object aspect ratio and multi-scale contextual information explicitly: (i) it exploits a mixture of tiling configurations in the RoI pooling to remedy the warping artifacts caused by a single type RoI pooling (e.g., with equally-sized 7 × 7 cells), and to respect the underlying object shapes more; (ii) it "looks from both the inside and the outside of a RoI" by incorporating contextual information at two scales: global context pooled from the whole image and local context pooled from the surrounding of a RoI. To facilitate accurate detection, this paper proposes a multi-stage detection scheme for integrating the mixture of object models, which utilizes the detection results of the model at the previous stage as the proposals for the current in both training and testing. The proposed method is called the aspect ratio and context aware region-based convolutional network (ARC-R-CNN). In experiments, ARC-R-CNN shows very competitive results with Faster R-CNN [42] and R-FCN [10] on two datasets: the PASCAL VOC and the Microsoft COCO. It obtains significantly better mAP performance using high IoU thresholds on both datasets.
1. Introduction
Motivation and Objective
We have witnessed a critical shift in the literature of object detection from explicit models such as the mixture of * Tianfu Wu is the corresponding author.
† This work was done when Shao Shuai was an Intern at YunOS BU, Alibaba Group. size as done in the R-CNN [20] (see Fig. 1 (a) ) or later on a more effective feature warping operator is designed based on the region-of-interest (RoI) pooling [19] (see Fig. 1 (b) ) to compute equally-sized feature maps. These warping artifacts are purely caused by design choices for the simplicity of applying deep neural networks in detection and for the practical consideration of affordable training and testing time complexities. They are less elegant than traditional explicit models in term of respecting the underlying distribution of object shapes (see Fig. 1 (c) ), although they obtain much better performance. In the literature, Girshick et al. [22] and Wan et al. [54] have made some progress on integrating DPMs and convolutional networks, but obtained significantly lower average precision than R-CNN. This paper is motivated by two straightforward and intuitive questions: What are there that have shown performance improvements in the traditional object detection systems, but are largely ignored in the R-CNN based detection framework? And, would they also improve the performance of state-of-the-art R-CNN object detection systems if integrated properly? Among many others, this paper addresses two issues jointly: one is to remedy the feature warping artifacts by accounting for model aspect ratios in RoI pooling explicitly. Considering the aspect ratios of diverse objects helps localizing them more accurately. The other is to take into account multi-scale contextual information while most of the deep neural network based detection systems take advantage of global context (from the whole image) only. Fig. 1 (d) illustrates the different roles played by local and global context. We can see the whole image of a airport scenario is quite similar to that of a sea scene. In this case, global context might be confused, but the local context will be still helpful as it shows surrounding the object is building in an airport and thus suppresses a boat detection.
To facilitate accurate object detection, this paper uses a multi-stage detection scheme in the spirit similar to the multi-stage method for human pose recovery in [4] , which consists of multiple stages of the proposed aspect ratio and context aware mixture of object models.
Method Overview
This paper presents an end-to-end integration between a mixture of aspect ratio and context aware object models and state-of-the-art R-CNNs, which is dubbed the ARC-R-CNN. Fig. 2 shows the overall architecture. In the spirit similar to Faster R-CNN [42] and R-FCN [10] , object detection via ARC-R-CNN in an image consists of two stages: generating category-agnostic bounding box proposals (or so-called objectness detection) and classifying each proposal into one of the C + 1 categories (e.g., the C = 20 classes in the PASCAL VOC dataset and a background class 0) in terms of prediction scores with the bounding box regressed in a category-agnostic way for simplicity. The former is implemented by the RPN component and the latter Figure 2 . Illustration of the proposed method. It integrates a mixture of aspect ratio and context aware object models (including class score prediction and bounding box regression) with state-ofthe-art region-based convolutional networks [42, 10] . See text for details. (Best viewed in magnification and color.)
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is done through the RoI-wise prediction based on the ARCmixture model. The proposed ARC-R-CNN consists of five components:
(i) A fully convolutional network backbone using state-ofthe-art network architecture such as the residual net [25] (with the average pooling layer and fully connected layer removed), which is shared by the two stages above.
(ii) A region proposal network (RPN) which computes proposal RoIs in a category-agnostic way (so called objectness detection [52] ), as done in faster R-CNN [42] .
(iii) ARC-position-sensitive maps which are built on top of the position-sensitive map proposed in the R-FCN [10] . For each aspect ratio (i.e., a tiling configuration to be used in RoI pooling, e.g., the first aspect ratio defined by h 1 × w 1 ), we have three maps specific to global context, local context and bounding box proposals respectively; The three maps are said to be position-sensitive in the sense that their channels (e.g., (h 1 × w 1 ) × K) are divided into h 1 × w 1 subsets, and the first subset (K channels) is used by the first cell indexed by (0, 0) out of the h 1 × w 1 cells in RoI pooling based on the first aspect ratio in pooling, and the second subset by the second cell indexed by (0, 1), and so on so forth.
(iv) A per RoI pooling layer which extracts features from the ARC-position-sensitive maps. For each proposal RoI computed by the RPN, the corresponding local context RoI is centered at the center of the proposal RoI with enlarged size, and the global context RoI uses the whole map. Then, the three RoIs are interpreted in terms of m aspect ratios. For each aspect ratio, the features are extracted from the proposal, local context and global context specific position-sensitive maps, and then concatenated together (e.g., to form a 3 · K × h 1 × w 1 feature map for the first aspect ratio).
(v) A mixture of m ARC-aware object models, each of which computes (C + 1)-class prediction scores using (C + 1)-class object templates w.r. The ARC-R-CNN is trained end-to-end under the multitask (classification and bounding box regression) setting same as the Fast/Faster R-CNN [19, 42] .
We note that we use class-agnostic aspect ratios and simple contextual patterns for simplicity. Strictly speaking we do not eliminate the feature warping artifacts. The proposed method is, however, generic and can be easily extended to handle class-specific aspect ratios at the cost of model complexity and training and testing time.
In experiments, we test our model on the Pascal VOC and MS COCO datasets [14] . Using the 50-layer and 101-layer Residual Net (ResNet-50 and ResNet-101) [25] as the backbone, our ARC-R-CNN yields consistently better performance in terms of mAP (especially for high IoU thresholds) than the Faster R-CNN [42] and R-FCN [10] .
Remarks: By treating tiling cells in a RoI as parts, the proposed method can further be interpreted as an end-toend integration between R-CNN [19, 42] and a mixture of ARC-aware part-based models, and hopefully sheds light on building explainable R-CNN based object detection systems [24] by integrating more explicit hierarchical models such as the grammar models [59, 21, 31, 8, 47 ].
Related Work and Our Contributions
CNN-based Detection Models. Object detection has been greatly improved by convolutional neural networks (CNN) on both accuracy and speed [13, 50, 20, 45, 20, 19, 42, 10, 41, 34] . Currently, there are two most influential research streams: a) along the first stream is region based detection models [20, 29, 19, 42, 10] , which consisting of a region proposal module and a recognition module. Those works all rely on pre-computed object proposals to predict the position of each underlying object; b) along the second stream is the sliding window based models [41, 34] , which predicting object positions directly in a sliding window manner. Though sliding window based cnn detectors (e.g., YOLO, SSD) are faster than region based R-CNN style models, the R-CNN style models seems more accurate, as they still perform leading accuracies on popular benchmarks [14, 43, 33] .
R-CNN style models often use either image warp [20, 58, 60] , or feature warp [29, 19, 42] to transform the whole image feature to per RoI feature. Usually, the transformed per RoI feature are equally-sized. Though simplicity, the choice of those warping artifacts is a compromise of effectiveness and affordable computational costs. As studied in [54] , this is less elegant than traditional models, e.g., DPM [15, 21, 1, 2] , AOG [59, 31] .
Mixture Modeling. Many traditional works [15, 21, 1, 2, 56, 37, 55, 35, 40, 31] explicitly model the intra-class or sub-category variations by mixture modeling. Specifically, [15, 21] model mixtures by the aspect ratio of object bounding box. This is a simple yet effective way to quantify the visual space. [35] models mixtures by 2D viewpoints, [39, 6] model mixtures by 3D viewpoints, [40, 38, 31] model mixtures by occlusion extent of an object. In [1, 37, 55] , mixtures are discovered by feature clustering. In [56, 7] , mixtures are modeled based on the relative distance of neighboring joints.
Contextual Modeling. The role of context has been well exploited in recognition and detection [12, 31, 23, 27, 51, 32, 53] . For generic object detection with CNN, [17, 57] utilized multi-scale local context to improve the localization of objects. For ResNets-based Faster R-CNN model [25] , only global context was utilized, and it introduced expensive computational costs. In this paper, we provide an efficient and effective way to jointly integrate local and global context.
Accurate Localization. Many works resort to auxiliary features to aid object localization. [16] incorporated segmentation cues with DPM, [11] utilized color and edge features, [44] used the height prior of an object. To improve the localization ability of R-CNN, [58] used Bayesian optimization to refine the bounding box proposals and trained the CNNs with a structured loss. [18] assigned probabilities on each row and column of a search region to get accurate object positions. Those works are complementary with our framework.
This paper makes the following main contributions to object detection.
(i) It proposes a simple yet effective framework to integrate explicit models (e.g., a mixture of category-agnostic aspect ratio and context aware object models) with R-CNN.
(ii) It proposes an effective and efficient way to integrate aspect ratio, context, and position sensitive RoI pooling to bridge top-down explicit models and bottom-up powerful deep learning based features.
(iii) It provides a simple yet effective multi-stage detection scheme for accurate object detection.
(iv) It obtains state-of-the-art detection performance on the PASCAL VOC 2007 and 2012, and MS COCO datasets w.r.t. Faster R-CNN [42] and R-FCN [10] .
The Proposed Model
In this section, we present details of the proposed ARC-R-CNN (see Fig. 2 ). Denote by Λ an image lattice and by I Λ an image defined on the lattice Λ. We formulate the two stages in object detection via ARC-R-CNN in the following.
The RPN subnetwork, denoted by r(I Λ ; Θ RP N ), computes a set of category-agnostic bounding box proposals (foreground vs background),
where Θ RP N is the parameters including parameters in the convolution network backbone, l i ∈ {0, 1}, p i the prediction probability and t i = (t Fig. 2 ) and the number of translation-invariant anchor boxes (details are referred to the Faster R-CNN [42] ). For a pair of (B, t), let B = (x, y, wd, ht) ⊆ Λ where (x, y) represents the pixel coordinates of the bounding box center and (wd, ht) the width and height respectively. The refined bounding box B is computed following the parameterization in Fast R-CNN [19] : B = (x , y , wd , ht ) where x = t x · wd + x, y = t y · ht + y, wd = wd · exp(t wd ) and ht = ht · exp(t ht ). Before feeding into the prediction subnetwork, the set of foreground proposals (i.e., l i = 1) is pruned by non-maximum suppression (NMS) with a predefined intersection-over-union (IoU) threshold τ RP N . For notional simplicity, we still denote by B = (x, y, wd, ht) a proposal RoI after regression and NMS.
The category-agnostic mixture consists of a small number m of aspect ratio components each of which represents a tiling configuration of equally-sized h i × w i cells in RoI pooling (i = 1, · · · , m). The specification of aspect ratios takes into account object shape statistics in training data of all categories (see the ablation studies in the experiments). For a proposal RoI B, each mixture component computes a (C + 1)-d class score vector,
C ) using C + 1 object class templates (where we omit the index of B in S i for notational clarity and without confusion) and a category-agnostic 4-d bounding box regression vector for simplicity. The best aspect ratio component is selected by a MAX operator on the class scores:
j and its regression parameters are used to further refine the proposal RoI B in the same way as stated above. The final predicted class label for the proposal RoI B isŷ = arg max j s i * j . To compute the class score vector and the bounding box regression vector for each aspect ratio component, we first build three ARC-position sensitive maps from the last layer of CNN backbone in the spirit similar to R-FCN [10] . The three maps are shared among all proposal RoIs for extracting features w.r.t. global context, local context and a proposal RoI itself respectively in the RoI pooling with the tiling configuration defined by the aspect ratio.
The ARC-position-sensitive score maps. For an aspect ratio component i, denote by F i roi , F i local and F i global the three position-sensitive maps for the proposal RoI itself, the local context and the global context respectively. The three maps have the same dimensions: the width W and the height H (they are the same as those of the last layer in the CNN backbone), and the number of channels is K ×h i ×w i since we have h i × w i cell positions due to the tiling based on the aspect ratio and each cell position accounts for a predefined number K of channels.
The RoI pooling w.r.t. an aspect ratio component i. 
Parameter Learning by Iterative Training
In this section, we briefly present the multi-task formulation in learning parameters, which are the same as in Fast/Faster R-CNN [19, 42] . Then we present an effective iterative training procedure, as well as some implementation details.
Multi-Task Training for Subnetworks. Both the RPN subnetwork and the ARC-R-CNN subnetwork is trained using a multi-task loss including the classification loss and the bounding box regression loss as in [19, 42] . The objective function is defined as follows:
where j is the index of an anchor (for training the RPN with the ground-truth label j ∈ {0, 1}) or a proposal RoI (for training the ARC-R-CNN with j ∈ [0, C]) in a mini-batch, p j the predicted probability (i.e., soft-max score) of the anchor or the RoI being a category j and L cls (p j , j ) = − log p j , t j and t * j the predicted 4-d bounding box regression vector and and ground-truth one respectively and L reg (t j , t * j ) uses the smooth-L 1 loss proposed in [19] . The term 1 j ≥1 means that we only take into account the bounding box regression loss of positives. N cls is usually set to the size of mini-batch and N reg the number of anchor positions in training RPN and the number of proposal RoIs in training ARC-RCNN. λ is a trade-off parameter to balance the two types of loss.
Iterative Training for Multi-Stage Detection Scheme. We use a cascade of 2-stage ARC-R-CNN. The overall procedure is a straightforward extension of the alternating training for the Faster R-CNN [42] . It consists of five steps: 1) Train the initial RPN subnetwork with an ImageNet pre-trained backbone and generate initial propsoal RoIs; 2) Train the initial first stage ARC-R-FCN subnetwork with the same ImageNet pre-trained backbone using the initial proposal RoIs; The CNN backbone is then fixed and shared between the RPN and the ARC-R-CNN. Train the second stage ARC-R-RCNN using the first stage detection results as proposal RoIs. We can add more stages following the same procedure. We found that the 2-stage cascade works very well in experiments and thus we do not try more stages to reduce the model complexity and the training/testing time. Implementation details. ARC-R-CNN is implemented using the open source Caffe library [28] . OHEM [46] is utilized for efficient training, 128 RoIs are selected for backpropagation [10] . To cope with small objects, theÀ trous algorithm [5, 36] is utilized to enlarge the last convolutional feature maps in ResNets. Training images are resized such that the min scale (shorter side of image) is 600 pixels, and the max scale (longer side of image) is 1000 pixels as [19] . For each training step, we use a weight decay of 0.0005 and a momentum of 0.9. In this paper, we focus on investigating the role of aspect ratios and context. For simplicity, we don't use other training and testing tricks, e.g., multi-scale training/testing, test with left-right flipped images [3] .
Experiments

Pascal VOC Datasets
PASCAL VOC 2007 Testset. We first verify our method on the PASCAL VOC 2007 dataset [14] . Following [42, 10] , the union set of VOC 2007 trainval and VOC 2012 trainval ("07+12") are used for training, and the VOC 2007 test set is used for testing. During testing, non-maximum supression (NMS) is used to report the final results. We adopt the PASCAL VOC evaluation protocol [14], i.e., a detection is correct only if the intersection over union (IoU) of its bounding box and the groundtruth bounding box are equal or greater than 0.5, and evaluate our model by mean average precision (mAP). In this experiment, ARC-R-CNN is finetuned using a learning rate of 0.001 for the first 80k iterations and 0.0001 for another 30k iterations with a minibatch size of 2. To cover most of aspect ratios among the PASCAL 20 object classes, we use aspect ratios as {7 × 7, 5 × 10, 10 × 5, 4 × 12, 12 × 4, 3 × 12, 12 × 3} for ARC-R-CNN-Res50s, and {7 × 7, 5 × 10, 10 × 5, 3 × 12, 12 × 3} for ARC-R-CNN-Res101s. Table 1 shows the IoU ≥ 0.5 results of our model and state-of-the-art Faster R-CNN [42] and R-FCN [10] models. For fairness, Faster R-CNN and R-FCN are also compared without using MS COCO data and multi-scale training. For the convenience of comparison with R-FCN on bounding box localization under the same setting, we also reimplement two R-FCN models as R-FCN-Res50-ReIm and R-FCN-Res101-ReIm. The mAP results are consistent with the original paper [10] . From Table 1 , we can see our models outperform R-FCNs by 2.8 and 2.5 points in terms of mAP with ResNet-50 and ResNet-101, respectively. Besides, it also surpasses Faster-RCNN with ResNet-101 by 5.6 points. These results verify the superiority of ARC-R-FCN with integrating aspect ratio, context and iterative training.
Accurate Object Localization on VOC 2007. To verify our model on the ability of accurate localizations, we also utilize the IoU ≥ 0.7 evaluation criterion. Table 2 shows the results of our model and state-of-the-art methods, we can see ARC-R-CNN outperms R-FCN by a large margin 6.9 and 7.7 points in terms of mAP with ResNet-50 and ResNet-101, respectively. Comparing Table 2 with Table 1 , we can see ARC-R-FCN enjoys more performance gains on more accurate localization (i.e., IoU ≥ 0.7 vs. IoU ≥ 0.5). These results also show that bounding box aspect ratio and context are more important on accurately localizing the positions of objects with diverse shapes, which is the motivation of this work.
In Fig. 3 , we show some qualitative results of ARC-R-CNN (red) and R-FCN (blue, using the ResNet-101 based model provided by the authors of [10] .). For the convenience of comparison, we also show the annotations (green). From these results, we can see our model can localize objects more accurately than the R-FCN baseline.
From Table 2 , we can see our model also outperforms previously state-of-the-art models that have better abilities on localizations than R-CNN style models [20, 19, 42] . In specific, ARC-R-CNN-Res50 is already comparative with the best LocNet in [18] , and ARC-R-CNN-Res101 achieves 2.8 points improvement over the best LocNet in [18] . Since [58, 18] using different strategies on predicting precise object positions, i.e, applying Bayesian optimization and structural prediction [58] , and modelling localization probabilities [18] , they are complementary with our method.
PASCAL VOC 2012 Testset. For VOC 2012 benchmark [14], we train on VOC 2007 trainval+test and VOC 2012 trainval ("07++12") following [42, 10] , and evaluate on VOC 2012 test. Training and testing strategies are the same as VOC 2007. Table 3 shows the IoU ≥ 0.5 results of our method and state-of-the-art Faster-RCNN [42, 25] and R-FCN [10] . For fair comparison, we reimplement R-FCN based on ResNet-101 without multi-scale training. We can see our method still outperforms them by 4.5 and 1.7 points of mAP respectively. The testing time of ARC-R-FCN and baseline models is also listed in Table 1 and Table 3 , we can see ARC-R-CNN doesn't increasing the test time much, just about 380ms per image, though slower than R-FCN, still faster than Faster RCNN. Fig. 4 shows some qualitative results of our model on the PASCAL VOC 2007 testset. For visual convenience, different object classes are shown with different colors. On the left, we show some detection examples, we set a relatively high threshold of 0.45 for good displaying. From these results we can see, our model can fairly well localizing various objects. On the right, we show the typical failure examples. The failure cases are mainly due to occlusion, rough or partial detections and inter-class confusions (e.g., cat and dog, bus and train).
Preliminary MS COCO Results
To further validate our model, we train ARC-R-CNN with ResNet-101 as the backbone on the MS COCO dataset. The 80k train set is utilized for training, and 40k val set is utilized for testing. Multi-Stage Training is adopted. For Stage1, we use a learning rate 0.0005 for the first 170k iterations and 0.00005 for the next 60k iterations, with an effective mini-batch size of 8. For Stage2, we set the learning rate of 0.0005 for 80k iterations and 0.00005 for next 30k iterations. Table 4 
Ablation Study
Effects of multi-aspect ratios. To investigate the role of aspect ratio modelling, we trained several ARC-R-CNNs but without context modelling, these models have different number of aspect ratios. We utilize the ResNet-50 for initialization and set the learning rate as 0.001 for the first 50k iterations training and 0.0001 for the next 20k iterations, with an effective mini-batch size of 1. For this pilot experiment, OHEM is not used. We investigate aspect ratios with five branches: a) {7 × 7}, b) {7 × 7, 5 × 10, 10 × 5}, c) {7×7, 5×10, 10×5, 3×12, 12×3}, d) {7×7, 5×10, 10× 5, 4 × 12, 12 × 4, 3 × 12, 12 × 3}, e){7 × 7, 5 × 10, 10 × 5, 4 × 12, 12 × 4, 3 × 12, 12 × 3, 3 × 15, 15 × 3}. Fig. 5 shows the results, we can see increasing the number of aspect ratios will also increase the detection performance in Table 2 . mAP results with IoU ≥ 0.7 of ARC-R-CNN and state-of-the-art models on PASCAL VOC 2007 test set. general. However, when introducing too many asspect ratio branches, the performance may drops due to overfitting. This may be relieved by introducing more data or some effective regularization techniques (e.g., dropout [48] ). Effects of context. To investigate the impact of context, we trained several ARC-R-CNNs but without aspect ratio modelling. For this experiment, we utilize the ResNet-101 for weight initialization and set the learning rate as 0.001 for the first 80k iterations training, and 0.0001 for the next 30k iterations, with an effective mini-batch size of 2. OHEM is adopt for training. Table 5 shows the detailed results of ARC-R-CNN with/without local and global contexts, we can see both local context and global context can boost the detection performance. Local context is not used for bounding box regression in ARC-R-CNN-local-global-var1, but used in ARC-R-CNN-local-global-var2. We can see local context can help localizing objects when min IoU is 0.5, but harms the result when the min IoU is 0.7. In our preliminary experiment (with ResNet-50), we find the global context harms the bounding box regression by 2.9 points, so we don't explore global context for bounding box regression here. the Stage2 training doesn't improve the mAP for IoU ≥ 0.5, but improves the mAP by 3.5 ∼ 3.8 points for IoU ≥ 0.7. On MS COCO dataset, both the Stage1 and Stage2 training increase the detection results, and the gain for IoU ≥ 0.75 is bigger than that for IoU ≥ 0.5. From this experiment, we can see multi-stage training is very useful for accurate localization.
ARC-R-CNN Detections
Conclusion
This paper presented the aspect ratio and context aware region-based convolutional neural network (ARC-RCNN), which integrates aspect ratio and multi-scale context in R-CNN in an end-to-end way for accurate object detection. The key idea is to enrich the region-of-interest (RoI) pooling widely used in R-CNN based object detection systems. Unlike existing R-CNN based methods which utilize a sin- gle type of tiling in the RoI pooling (e.g., with equally-sized 7 × 7 cells), ARC-R-CNN exploits a mixture of tiling configurations, which not only remedies the warping artifacts caused by a single RoI pooling, but also respects the underlying object shapes more. ARC-R-CNN also "looks from outside of the RoI" by incorporating contextual information at two scales: global context pooled from the whole image and local context pooled from the surrounding of a RoI, both with the proposed mixture of tiling configurations. Besides, we also propose a multi-stage training framework which endows ARC-R-CNN powerful abilities on accurate object detection. ARC-R-CNN outperforms both Faster R-CNN [42] and R-FCN [10] with significantly better average precision using larger value for IoU ≥ 0.7.
A. Detailed Results on PASCAL VOC Datasets
In the article, we compared with Faster R-CNN [42] and R-FCN [10] , with all methods using their pure forms (no multi-scale train/test and other tricks), to focus on the investigation of aspect ratio and context. We show the detailed results on PASCAL VOC Datasets [14] in the following.
A.1. Pascal VOC 2007 Test Set.
In this section, we show the detailed detection results of Faster R-CNN [42] , R-FCN [10] , and ARC-FCN on PAS-CAL VOC 2007 test set. For this dataset, the union set of PASCAL VOC 2007 trainval and PASCAL VOC 2012 trainval is used as the training set, and the PASCAL VOC 2007 test is used as the test set following [42, 10] . We adopt the PASCAL VOC evaluation protocol [14] , and evaluate our model by mean average precision (mAP). Both intersection over union (IoU) ≥ 0.5 and ≥ 0.7 are utilized for PASCAL VOC 2007 (not apply for PASCAL VOC 2012), as detailed annotations are available only on PASCAL VOC 2007. Table 7 shows the results with IoU ≥ 0.5. Here, ARC-FCN is trained with One-Step training (excluding RPN training). We can see ARC-FCN outperforms the other 2 methods on all object categories. For some object classes, the improvement is quite impressive (above 3 points in terms of AP), e.g., areoplane, bike, bird, boat, chair, table, and person. Table 8 shows the results with IoU ≥ 0.7. Here, ARC-FCN is trained with Two-Step training (excluding RPN training). The model of R-FCN-Res101 is provided by the authors of [10] . As R-FCN is superior than Faster R-CNN, we just compare our method with R-FCN here. We can see ARC-RFCN outperforms R-FCN by a even larger margin across all object categories. For some object classes, e.g., aeroplane, bike, boat, bottle, chair, person, the improvements is above 10 points in terms of AP. These results verified the superior localization ability of ARC-FCN.
Besides, we also compare the detection diagnosis of R-FCN-Res101 and ARC-FCN-Res101 in Fig. 6 . This is done by applying the excellent detection analysis tool from [26] . For good visualization, we just show some typical object classes (i.e., aeroplane, bottle, boat) with large localization improvements by ARC-FCN. The first two rows show the result of R-FCN, and the last two rows show the result of ARC-FCN. From these plots, we can see the localization error of ARC-FCN is smaller than the one of R-FCN.
A.2. Pascal VOC 2012 Test Set.
In this section, we show the detailed detection results (IoU ≥ 0.5) of Faster R-CNN [42] , R-FCN [10] , and ARC-FCN on PASCAL VOC 2012 dataset (see Table 9 ). For this dataset, the union set of PASCAL VOC 2007 trainval+test and PASCAL VOC 2012 trainval is used as the training set, and the PASCAL VOC 2012 test is used as the test set following [42, 10] . From Table 9 , we can also see ARC-FCN still outperforms Faster-RCNN and R-FCN across all object categories.
B. More Qualitative Examples
In addition to the article, we show more qualitative examples in this section. Fig. 7 shows some qualitative results of ARC-FCN (red) and R-FCN (blue). For the convenience of comparison, the groundtruth annotations are also showed by the green bounding boxes. From these results, we can see our model can localize objects more accurately than R-FCN. Fig. 8 shows some qualitative results of our model on the PASCAL VOC 2007 testset. We set a relatively high threshold of 0.45 for good visualization, and different object classes are shown with different colors. From these results, we can see our model can fairly well localizing various objects with diverse shapes and imaging conditions. Fig. 9 shows some typical failure examples of our model. The failure cases are mainly due to occlusion, rough or partial detections and inter-class confusions (e.g., cat and dog, sofa and chair). From the last figure in Fig. 9 and the detection analysis in Fig. 6 , we can also see another failure case is the confusion of objects and various backgrounds. 
