Abstract. The central aim of this paper is to study (regional) fractional Poincaré type inequalities on unbounded domains satisfying the finite ball condition. Both existence and non existence type results are established depending on various conditions on domains and on the range of s ∈ (0, 1). The best constant in both regional fractional and fractional Poincaré inequality is characterized for strip like domains (ω × R n−1 ), and the results obtained in this direction are analogous to those of the local case. This settles one of the natural questions raised by K. Yeressian in [Asymptotic behavior of elliptic nonlocal equations set in cylinders, Asymptot. Anal. 89, (2014), no 1-2 ].
Introduction
It is well-known that for a bounded domain Ω in R n , 1 ≤ p < ∞ and for some constant C = C(p, Ω), the Poincaré inequality holds, that is Ω is bounded in one direction and also if Ω has finite measure. Moreover for simply connected domains in R 2 and p = 2, it is known that Poincaré inequality holds if and only if Ω satisfies the finite ball condition, i.e. Ω cannot contain arbitrary large balls (Definition 2.2), a result due to Mancini-Sandeep [25] . Obviously, the finite ball condition does not require Ω to be of finite measure. A natural question is what are the the analogues of Poincaré inequalities in fractional Sobolev spaces.
Let Ω be any open set in R n , 0 < s < 1 and let us define the Gagliardo semi-norm of u as 1 Taking into account the constant C n,s will be crucial for our analysis of comparing Poincaré constants on infinite strips, or strip like domains, with the constants of the cross section of the strip. The constant C n,s , is uniquely defined if we want consistency with fractional partial integration and with the fractional Laplacian in the following sense
[u] 2 s,2,R n = R n u(−∆ n ) s u, and (−∆ n ) s u = F −1 (|ξ| 2s (Fu)(ξ)), where F is the Fourier transform, see [27] for details. The fractional Laplace operator can be equivalently defined as (−∆ n ) s u(x) = C n,s P.V.
R n u(x) − u(y) |x − y| n+2s dy.
Here P.V. denotes the principal value and the above integral is defined for u ∈ C 2 c (R n ). We refer to [10] , [18] , [27] , [28] and [30] for related work concerning fractional Laplace operator. The constant C n,s is explicitly given by .
Finally, the fractional Sobolev Space W s,p (Ω), for 1 ≤ p < ∞, is defined as For more details about the fractional Sobolev space we refer to [1] , [2] , [26] and [27] .
To the best of our knowledge, the study of such fractional Poincaré inequality for general domains, in particular unbounded ones, is a largely open question. We discuss here some affirmative and negative results regarding fractional Poincaré inequality. We shall study two different types of fractional Poincaré inequalities: For this purpose let us define If P 1 n,s (Ω) > 0, then we say regional fractional Poincaré inequality holds true. Whereas if P 2 n,s (Ω) > 0 we say fractional Poincaré inequality holds true. P 1 n,s and P 2 n,s differ significantly in many properties, see for instance Proposition 2.3, where we have summarized the known results on bounded domains. One of the relevant differences concerns the domain monotonicity: P 2 n,s (Ω 1 ) ≥ P 2 n,s (Ω 2 ) if Ω 1 ⊂ Ω 2 . However no domain monotonicity is known for P 1 n,s , but they have in common that the finite ball condition is required for both P 1 n,s (Ω), P 2 n,s (Ω) > 0 to hold. Another known difference is the behaviour with respect to Schwarz symmetrization u → u * and Ω → Ω * : it is well know that P 2 n,s (Ω * ) ≤ P 2 n,s (Ω), see for example Frank and Seiringer [20] . But it is immediate to see in 1 dimension, by shifting an already radially symmetric function away from the center, that this is not true for P 1 n,s , see [22] for a general setting.
The simplest unbounded domain satisfying the finite ball condition is the strip (−1, 1) × R n−1 . For the local case, it is well known that the best Poincaré constant of (−1, 1) × R n−1 is same as the best Poincaré constant of the cross section (−1, 1). The proof is elementary, as we illustrate in 2 dimension: if
and Ω ∞ = (−1, 1) × R, then for any v ∈ C ∞ c (Ω ∞ ) one has the estimate, using the Poincaré inequality in (−1, 1),
is an approximation of the function identically equal to 1 in R. Our next theorem verifies that such a result also holds for regional fractional Poincaré inequality. The proof is much more involved, as there is no analogy to the estimate v 2
in the nonlocal setting.
For Ω ∞ = (−1, 1) × R n−1 ⊂ R n the following statements hold:
More precisely: the best constant P 1 n,s (Ω ∞ ) is equal to the best constant of the cross section of the strip Ω ∞ , i.e.
The lack of any known domain monotonicity property for P 1 n,s (Ω) makes the study of regional fractional Poincaré inequality more interesting, even for specific domains, or any special class of domains. Our next theorem provides a sufficient conditions on the domain Ω for which regional fractional Poincaré inequality remains true. At the end of Section 3 we will give some examples of domains which satisfy the hypothesis of Theorem 1.2. Here S n−1 ⊂ R n denotes the unit sphere and H n−1 denotes the (n − 1)-dimensional Hausdorff measure. Theorem 1.2. Let Ω ⊂ R n be a measurable set and 1 2 < s < 1. Suppose there exists Σ ⊂ S n−1 with H n−1 (Σ) > 0 and such that for all w ∈ Σ and all x ∈ R n the one dimensional intersections with Ω A x,w := {t ∈ R : x + tw ∈ Ω} satisfy uniformly one dimensional finite ball condition, that is sup {length(I) : I interval, I ⊂ A x,w } = m < ∞.
Then regional fractional Poincaré inequality holds, more precisely
An example of a domain which does not satisfy the hypothesis of Theorem 1.2 (but satisfies the finite ball condition) is a union of concentric annuli, see Example 3.4 (v):
It is easy to see that P 1 n,s (Ω) = 0 if Ω is bounded and 0 < s < 1 2 , see Proposition 2.3. It has been observed by Frank, Jin and Xiong [19] that the same proof works also for domains of finite measure if the measure of an interior tubular neighborhood of width δ decays with δ 2s , see Remark 2.4. However, this condition does not apply to many unbounded sets of finite measure, such as
We shall prove two theorems which deal with such kind of domains, of which we only put Theorem 1.3 here in the introduction. The other theorem, which is more technical to formulate, namely Theorem 4.6, contains for instance the following result :
(Example 4.
n,s (Ω) = 0. In particular this applies to (1.3). Example 4.5 (i) can also be deduced from the next Theorem 1.3. It is noteworthy, Theorem 4.6 can be viewed as a consequence of of Theorem 1.3. Therefore, Theorem 1.3 is more general and has wider range of applications. However, a drawback of Theorem 1.3 is that the hypothesis on the domain Ω is difficult to verify. Following the theorem we give an example where the hypothesis is easy to verify. 
where λ k U = {λ k x : x ∈ U }. Then P 1 n,s (Ω) = 0. An example which can easily be seen to verify the hypothesis of Theorem 1.3 is (1.2) and in general any domain which satisfies the growth condition
Finally, our last result deals with P 2 n,s (Ω). Here we establish an analogous statement to Theorem 1.1. However, we are able to give a more general result in this case, thanks to characterization of P 2 n,s (Ω) as the first eigenvalue of the fractional Laplace operator. P 2 n,s (Ω ∞ ) > 0 was first established in [ [31] , subsection (4.2)] but not with the best constant, and it was predicted that the best constant should match with that of the analogous problem on cross section. Our next theorem validates the above claim. For more results concerning the existence of fractional Poincaré inequality on unbounded domains we refer to [11] . Theorem 1.4. Consider the strip Ω ∞ = R m ×ω in R n with 1 ≤ m < n, where ω is a bounded open subset of R n−m . Then for 0 < s < 1, we have
The proof of the above theorem follows by two main steps. First, as an application of discrete Picone identity we prove that P 2 n,s (Ω ∞ ) ≥ P 2 n−m,s (ω). The other inequality is obtained by constructing suitable test functions on truncated domains Ω ℓ = B m (0, ℓ) × ω and then finally letting ℓ tend to infinity. Independently, various kind of problems (mainly PDEs) on Ω ℓ have been considered, and their asymptotic behavior as ℓ → ∞ is studied. Such kind of theories are now well studied in the literature and for more details on this subject we refer [5] , [6] , [7] [8], [10] , [31] and the references therein. For works on fractional Hardy-Sobolev and fractional Poincaré inequality, we refer to [15] , [21] and the references therein. For other related work close to this drirection, we refer to [9] , [16] , [17] and [29] .
Some Elementary properties and known results
We briefly fix the notation that we will use throughout this paper. For an integer n and a measurable set Ω ⊂ R n we write L n to denote the Lebesgue measure, or shortly |Ω| if there is no ambiguity concerning n. B R (x) denotes a ball of radius R centered at x. We omit the center if x = 0. We will use that (2.1)
, where Γ is standard Gamma function.
We will use the Beta function, which is defined for x, y > 0 by
and its properties:
We first list some simple and known properties regarding the [·] s,2,Ω norm and the fractional Poincaré inequality. The regional fractional Poincaré inequality on bounded domains is deduced from the fractional Hardy inequality, which we recall here, stated only for the case required here. Theorem 2.1. (Dyda [13] ) Let Ω ⊂ R n be a bounded open set with Lipschitz boundary ∂Ω and 1 2 < s. Then there exists a constant C depending only on Ω, n, s such that
We recall the following definition.
Definition 2.2 (Finite ball condition).
We say that a set Ω ⊂ R n satisfies the finite ball condition if Ω does not contain arbitrarily large balls, that is
The finite ball condition plays an important role in the characterization of domains for which the local Poincaré inequality holds. It is immediate to see (by domain monotonicity and scaling) that the finite ball condition is necessary for local Poincaré to hold. But it is actually equivalent for simply connected domains, [see, Sandeep-Mancini [25] ]. Proposition 2.3. Let n ≥ 1 be a positive integer and 0 < s < 1.
(i) Let Ω ⊂ R n be a bounded open Lipschitz set. Then
whereas (this does not require Ω to be Lipschitz)
,Ω , and moreover
(iii) P 2 n,s has the domain monotonicity property, i.e. if
(iv) If Ω ⊂ R n does not satisfy the finite ball condition then
Remark 2.4. The hypothesis Ω bounded and Lipschitz in part (i) for P 1 n,s (Ω) = 0 in the case 0 < s < 1 2 can be weakened significantly, see [19] Lemma A.2. It is sufficient to require that Ω has finite measure and that
For a bounded Lipschitz domain one has the estimate L n ({x ∈ Ω : dist(x, Ω c ) < δ}) ≤ CH n−1 (∂Ω)δ. Such an estimate remains true if ∂Ω is only piece wise Lipschitz and the condition (2.3) is satisfied as long as H n−1 (∂Ω) < ∞. We will need this observation to use the result for the intersection of two Lipschitz domains. 
Hence, using (ii), we get for
which gives
Proof of Proposition 2.3. (i) Case 
where C = C(Ω, n, s) is the constant in Theorem 2.1 .
dist(x, ∂Ω) ≤ δ} be some small interior tubular neighborhood of ∂Ω for δ > 0. u δ shall be an approximation, as δ → 0, of the characteristic function of Ω :
Hence for δ → 0 one has u δ L 2 (Ω) → |Ω| and it is sufficient to show that
where
For A one uses the last property of (2.5) and the estimate {y∈Ω; |x−y|<δ}
After radial integration and using that |T δ | is of the order H n−1 (∂Ω)δ one gets that A ≤ Cδ 1−2s for some constant C = C(n, s, Ω). For B one uses the estimates |u δ (x) − u δ (y)| ≤ 1 and
After radial integration, one proceeds as for estimating A, and concludes that B is also of order δ 1−2s .
Case s = The last statement concerning P 2 s,2 (Ω) follows from the fractional Sobolev embedding in R n and the fact that 2 ≤ 2 * := 2n/(n − 2s), and that L 2 * is continuously embedded into L 2 if Ω is bounded.
(ii) This is immediate by change of variables.
(iii) Follows directly from the definition.
(iv) Let x ∈ Ω and r > 0 be such that B r (x) ⊂ Ω. Then by (iii) and (ii) we get that
As r can be chosen arbitrarily big this proves that P 2 n,s (Ω) = 0. By definition P 1 n,s (Ω) ≤ P 2 n,s (Ω), so we also have that P 1 n,s (Ω) = 0. The following lemma relates the constants C n,s for different values of the dimension n. It is a generalization of the Lemma 3.1 in [10] . We will use these algebraic relations several times. Lemma 2.6. For each m, n ∈ N with 1 ≤ m < n and 0 < s < 1, let C n,s be the constant (1.1) appearing in the definition of the [·] s,2,Ω norm. The following two identities hold:
dt where S m−1 is the unit sphere in the Euclidean space R m .
(ii) If a > 0 and z ∈ R m then
Proof. Using the change of variables t = tan θ in the expression Θ m,n , we obtain
.
From the definition of C n,s in (1.1), and formulas (2.1) and (2.2) we get the desired result.
(ii) The integral clearly does not depend on z. So taking z = 0, the identity follows immediately by change of variables and radial integration.
In what follows we will use the following abbreviations, for x = (x 1 , . . . , x n ) ∈ R n we write x = (x 1 , x ′ ). We next prove an important lemma regarding domain symmetrization. In addition to its usefulness in proving Theorem 4.6, this may have an independent interest when dealing with fractional Poincaré inequality for general domains. Definition 2.7. Let Ω ⊂ R n be a measurable set. We define Ω * , its cylindrical Schwarz symmetrization, as the set which is rotationally symmetric with respect to the x 1 axis and
A is replaced by a ball of same L n−1 measure and centered at the origin.
Lemma 2.8. Let Ω ⊂ R n be a measurable set and 0 < s. Then for any two disjoint sets I, J ⊂ R (2.6)
Proof. We write the left hand side of (2.6) as
Let χ A denote the characteristic function of a set A and abbreviate for each fixed (x 1 , y 1 ) the function
h is a radially decreasing symmetric function of z, so that h ⋆ = h. Then the left hand side of (2.6) can be written as
In the same way the right hand side of (2.6) can be expressed, by replacing Ω by Ω * . Thus the lemma follows from the Riesz rearrangement inequality.
3. Proof of Theorem 1.1 and Theorem 1.2
We start by giving some propositions and lemmas that will be useful in the proof of Theorem 1.1 and Theorem 1.2.
Proposition 3.1. Let 1 ≤ m < n be two integers, 0 < s < 1 and Ω ∞ = R m × ω be a strip in R n where ω ⊂ R n−m is a bounded open set. Then we have
Step 1: It is sufficient to show that for any W ∈ C ∞ c (ω) and ǫ > 0 there exists
Then v ℓ ∈ C ∞ c (R m ) and
We shall use the notation x = (X 1 , X 2 ) ∈ R n , X 1 ∈ R m and X 2 ∈ R n−m . At last we define
and claim that for ℓ big enough u ℓ has the desired property. Without loss of generality we can assume that W L 2 (ω) = 1. Therefore, using (3.1) we get that
We therefore have to prove that, for some ℓ big enough
Using that
s,2,Ω∞ := I 1 + I 2 + I 3 , where
and
|x − y| n+2s dx dy,
We will show that (3.2)
and I 2 , I 3 → 0 as ℓ → ∞.
Step 2 (Calculation of I 1 ): We obtain from Lemma 2.6 (ii), whenever X 2 = Y 2 ,
Plugging this identity into the definition of I 1 , using Lemma 2.6 (i) and then (3.1) gives
This proves the first statement of (3.2).
Step 3 (Estimates for I 2 and I 3 ): We write I 2 as
Using Lemma 2.6 (ii) we get
Plugging this into the definition of I 2 and using once more that W L 2 = 1 gives
By Proposition 2.3 (ii) and definition of
s,2,R m ℓ 2s , which proves (3.2) for I 2 . For I 3 we use Hölder inequality and estimate it as
For the proofs of Theorem 1.1 and 1.2 we will use the following Lemma, which follows from an appropriate integration in spherical coordinates and an application of the change of variables formula. [24] , Lemma 2.4). Let p > 0, 0 < s < 1 and Ω ⊂ R n be a measurable set. Then for any u ∈ C ∞ c (Ω)
Lemma 3.2 (Loss and Sloane
Lemma 3.3. Let 1 2 < s < 1 and Ω ⊂ R n be a measurable set. Suppose that there exists a H n−1 measurable function f : S n−1 → [0, ∞) such that P 1 1,s (Ω ∩ {x + tw : t ∈ R}) ≥ f (w) for a.e. w ∈ S n−1 and a.e. x ∈ {y ∈ R n : y · w = 0}. Then it holds that
Proof. Let w ∈ S n−1 and x ∈ L w := {y ∈ R n : y ·w = 0}. Define Ω w,x := Ω ∩ {x+ tw : t ∈ R}.
Then by hypothesis
Note that for any w ∈ S n−1 , by Fubini (or change of variables)
Therefore it follows from Lemma 3.2 that
which proves the lemma.
We will use the explicit form of the following hyperspherical coordinates and their properties. Let us define Q n−1 ⊂ R n−1 by
The hyper spherical coordinates H = (H 1 , . . . , H n ) : Q n−1 → S n−1 are defined as: for k = 1, . . . , n and ϕ = (ϕ 1 , . . . , ϕ n−1 )
One verifies that the metric tensor in these coordinates is diagonal g ij (ϕ) =
, (δ ij = 1 if i = j and 0 else) and hence the surface element g n−1 is given by
Note that for any function f depending only of ϕ 1 we have that
In particular for f (ϕ) = | cos ϕ 1 | 2s we obtain, using (2.2), that
Proof of Theorem 1.1. Part (1): We apply the above Proposition 3.1 by choosing m = n − 1 and ω = (−1, 1) ⊂ R. In particular we have , 1) ). Now use that P 1 1,s ((−1, 1)) = 0 for any s ∈ (0, , 1) ). So it is sufficient to show that , 1) ). We will deduce this inequality from Lemma (3.3). Let w = (w 1 , . . . , w n ) ∈ S n−1 be such w 1 = 0. By the special form of Ω ∞ = (−1, 1)×R n−1 we have that the length of the intersection Ω ∞ ∩ {x + tw : t ∈ R} does not depend on x. So we obtain that
From Proposition 2.3 (ii) we obtain that , 1) ).
Using Lemma 3.3, the hyperspherical coordinates and (3.3) gives
It is immediate to verify, using (2.2), that
which concludes the proof of (3.4).
Proof of Theorem 1.2. By hypothesis, Remark 2.5, and (2.4) we obtain that
Thus if we define
then f satisfies the hypothesis of Lemma 3.3 and we get that
This completes the proof of the theorem.
We will provide some examples of the domains which satisfy the hypothesis of Theorem 1.2 and one which does not.
(ii) Finite union of strips: The domain Ω is the finite union of the strips in R n . Let O(n) denote the set on n × n orthogonal(rotation) matrices. Given
(iii) Infinitely many parallel strips: Ω = ( (iv) Infinite "L" type domain:
(v) Concentric Annulus: The following domain satisfies the finite ball condition but does not satisfy the hypothesis of Theorem 1.2:
4. Sufficient conditions for s ∈ (0, 1 2 ) 4.1. Proof of Theorem 1.3 and related discussions. In this section we will denote x ′ ∈ R n−1 , {x 1 = R} = {(x 1 , x ′ ) ∈ R n : x 1 = R}, and similar notations for x 1 > R. Theorem 1.3 is having a general and relatively abstract condition on domains. We discuss various examples satisfying the condition later. First, we prove this main theorem.
Proof of Theorem 1.3. Define Ω k = Ω ∩ λ k U . Let ǫ > 0 be given. By hypothesis there exists k ∈ N such that
By hypothesis Ω k is bounded. Ω k might not be Lipschitz, but
by Proposition 2.3 (i) and Remark 2.4 there exists a v
Recall, by the proof of Proposition 2.3 (i), that v k is an approximation of the characteristic function of Ω k by cutting it off near the boundary. Thus we can also assume that
Finally define
Therefore, we get that
Plugging this into the previous inequality and using (4. 3), (4.1) gives that
Using (4.2) and (4.4) we conclude that,
Example 4.1. Let Ω ∞ is the union of two perpendicular infinite strips in R n , i.e.
The idea is to apply Theorem 1.3 with Ω = Ω ∞ and U = (−1, 1) n . Let A := R n−1 ×(−1, 1), B := (−1, 1) × R n−1 . Then clearly,
Using the symmetric property of the domain Ω ∞ , it is sufficient to show that the following:
We verify this result for dimension 3. Consider
Then,
Therefore, combining (4.6) and (4.7) we see that (4.5) holds.
which tends to 0 as R goes to ∞. Therefore, the result follows by applying Theorem 1.3. 4.2. Sufficient conditions for domains with finite measure. In this subsection we discuss on some sufficient condition of domain with finite measure for which P 1 n,s (Ω) = 0. The main result of this section is Theorem 4.6. We shall give two proofs of this theorem. The second proof shows that Theorem 4.6 is a consequence of Theorem 1.3.
Definition 4.4 (Decay condition in one direction). We say that Ω ⊂ R n satisfies decay condition in one direction if for both Ω + = Ω and Ω − := {(−x 1 , x ′ ) : (x 1 , x ′ ) ∈ Ω} the following holds: there exists some function h :
and there exists a > 0 and an infinite sequence {R k } k∈N such that
Here are some examples of sets which have finite measure and satisfy the decay condition at in one direction.
To see that Ω satisfies the decay condition in one direction, take h = f 2 − f 1 and R k such that
Using that h is Lipschitz and L n (Ω) < ∞, it can be easily checked that this supremum is attained at some R k ∈ [k, ∞) and that h(R k ) → 0 as k → ∞. Finally a can be taken to be any positive real number.
(ii) Let ǫ > 0 and for ℓ ∈ N, define A(ℓ) :
Here one can take h as ℓ times the characteristic function
and a a positive number such that the distance between consecutive A(ℓ) is bigger than a for all ℓ big enough. and Ω ⊂ R n be measurable Lipschitz set and of finite measure L n (Ω) < ∞. Assume that Ω satisfies the decay condition in one direction and that for any K > 0 the set Ω ∩ {|x 1 | < K} is bounded. Then P 1 n,s (Ω) = 0.
Example 4.7. The theorem applies to (i)-(ii) of Example 4.5 and also to Ω = {(
Remark 4.8. It is immediate to see that the technique for the proof of the theorem, without modifications, shows that also for the domain, for ǫ > 0,
Or any kind of domain where only a finite number of "tentacles" at infinity are unbounded in at most only one direction, which could be along a curve going to infinity, and that these tentacles satisfies the decay condition in one direction. An example of a domain to which the methods of Theorem 4.6 would not apply is the set (ǫ > 0 so that Ω has finite measure). In general, the boundedness of Ω is essential and it is easy to see that the constant blows up for unbounded domains. It is convenient to prove a version of this estimate for unbounded Ω in a special case, which slightly simplifies the proof of Theorem 4.6. To abbreviate, will write for two measurable disjoint sets A, B Lemma 4.9. Let 0 < s < 1/2 and a > 0. There exists a constant C(n, s) > 0 such that
Now we proceed as in
Step 2 of the proof of Proposition 3.1, using Lemma 2.6. In this way we get
Thus we get that, renaming the constant C(n, s) that
Lemma 4.10. Suppose 0 < s < 1 2 and that Ω has finite measure and that it decays in one direction (Definition 4.4). Then for the R k defined in (4.8) it holds that (4.9) lim
Proof. Note that the property of decaying in one direction is not effected by cylindrical Schwarz symmetrization. Hence, by Lemma 2.8, we can assume that Ω is rotationally symmetric with respect to x 1 axis and we will show the Lemma for Ω * . Thus we can assume that for some function f :
is the measure of the unit ball in R n−1 . By Definition 4.4 we can assume that
and h satisfies (4.8).
We now write the left hand side of (4.9) as
We only have to show that A k → 0 as k → ∞ and then the result follows by symmetry also for
. We now write A k (Ω) as
, where
As R k tends to infinity and measure of Ω is finite, we obtain that lim k→∞ A 1 k (Ω) = 0. The same type of estimates apply also to A 2 k and A 3 k . Thus we get that lim
Estimate for A 4 k : Using (4.10) and (4.8)we get that
for some constant C = C(Ω, n). Thus we obtain that
It follows from Lemma 4.9 that A 4 k (Ω) ≤ C(Ω, n, s)a 1−2s h(R k ). Using the second equation in (4.8) proves that A 4 k (Ω) goes to zero as k → ∞.
Proof of Theorem 4.6 (first proof ): If ǫ > 0 then there exists by Lemma 4.10 a R k > 0 such that
By hypothesis Ω k is bounded. Ω k might not be Lipschitz, but Proof of Theorem 4.6 (second proof ): As mentioned in the proof of Lemma 4.10, by Lemma 2.8 it is sufficient to consider that Ω is rotationally symmetric about x 1 axis and the domain is parametrized by a function f , i.e. Ω = {(x 1 , x ′ ) ∈ R n | |x ′ | < f (x 1 )}. We would like to show that there exist a bounded Lipschitz set V ⊂ R n and a sequence {λ k } tending to infinity as
We prove this result for dimension 2 only to keep the argument relatively simple. Choose V = (−1, 1) × (−1, 1) and λ k = R k + a, where R k and a are as in Definition 4.4. As L 2 (Ω) < ∞, we get
We will show that
We first estimate I 3 . By the assumption in Definition 4.4 we get that dist(x, (λ k V ) c ) = λ k − |x 1 | for any x ∈ C k whenever λ k is large enough. Further, for large λ k , by assumption (4.8) we get
Next we estimate I 2 , we split
Then clearly ,
, (4.14)
where K 2 is a constant independent of k. We also notice that Q k ⊂ x 1 ∈ R : f (x 1 ) > λ k 2 , then by Chebyshev 's inequality we see
Hence, using (4.14) and (4.15) we get
Combining (4.13) and (4.16) we get that I 2 → 0 as k → ∞. Next, to estimate I 1 we define A k := M k ∪ N k , where
We get
Finally, the estimate on N k follows by similar argument as in F k .
Proof of Theorem 1.4
The main tool to prove Theorem 1.4 is to use discrete version of fractional Picone identity. There are various version of Picone identity, we refer to [ [7] , equation no 6.12] for the version which is particularly helpful for problems involving second order elliptic operator. For study of fractional eigenvalue problem we refer to [29] . Expanding the left side of this inequality and by using Young's inequality we get the desired result. For further generalization, we refer to the Proposition 4.2 in [3] . We will use the following abbreviation x = (X 1 , X 2 ) ∈ R n , X 1 ∈ R m , X 2 ∈ R n−m . Ω ∞ = R m × ω, ω ⊂ R n−m shall always denote the sets defined in Theorem 1.4. We assume that W is the first Eigenfunction of the fractional Laplace operator in ω. Thus (see [30] ) W is continuous in ω, smooth in the interior of ω, strictly positive in ω and satisfies for some Integrating two times over R n we obtain C n,s 2 R n R n (u * (x) − u * (y) φ(x) − φ(y) |x − y| n+2s dxdy ≤ C n,s 2 R n R n |v(x) − v(y)| 2 |x − y| n+2s dxdy.
Writing the left hand side as sum of two integral, one containing φ(x) and the other φ(y) and making a change of variables in the second x → y gives C n,s R n R n (u * (x) − u * (y) φ(x) |x − y| n+2s dxdy ≤ C n,s 2 R n R n |v(x) − v(y)| 2 |x − y| n+2s dxdy.
It follows that C n,s Ω∞ v 2 (x) u * (x) R n u * (x) − u * (y) |x − y| n+2s dydx ≤ C n,s 2 R n R n |v(x) − v(y)| 2 |x − y| n+2s dxdy.
As this is true for any v ∈ C ∞ c (Ω ∞ ) and using Lemma 5.2, we get that P 2 n−m,s (ω) ≤ P 2 n,s (Ω ∞ ). For the reverse estimate one can proceed exactly in the same way as in Proposition 3.1.
