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This thesis describes the extensive study and analysis of a cabled seabed observatory 
connection and examination of the potential to achieve similar utility from a buoyed 
observatory system. The study then broadens out to investigate the potential to extend the 
utility afforded from a buoy to meet the demands of a challenging end user:  The example 
chosen being the long-term real-time remote piloting of a resident Remotely Operated 
Vehicle (ROV).  Current ocean observational systems have been identified as being 
inadequate by the Intergovernmental Oceanographic Commission (IOC) and the Global 
Ocean Observing System (GOOS), needing urgent improvement. In response, this 
research is driven by the requirement to extend observations over a broader footprint, 
using lower cost upcoming technologies to increase system capacity. This need for 
expansion led to a thorough examination of the current capabilities of ocean observation 
technologies, identifying areas where additional research is required. The findings 
highlight the divide between shore-connected cabled facilities and autonomous platforms 
in relation to energy availability, communications capabilities and spatial/temporal 
footprint.  This necessitates a need for examination as to how this gap can be bridged.  
The design and build of a bespoke interconnector, linking the seabed Cabled End 
Equipment (CEE) at the Galway Bay Cabled Observatory to an adjacent surface buoy 
made it possible to examine the true differences in terms of data availability, energy and 
power delivery between the two platforms.  Elements of the CEE utility were then 
extended (broadened out), including communication with adjacent infrastructure. This 
connection allowed analysis of data from the cable and the buoy to set the bar for what a 
standalone observatory would be required to equal. A study is then conducted to 
determine how lower-cost deep-field functionality could be realised, based on the analysis 
of the results from the cabled connection.  A hybrid communications system (HF and 
Satellite) is proposed, in tandem with a triple hybrid (‘tribrid’) energy generation system 
(wind, wave and solar), and modelled outputs are presented using meteorological and 
oceanographic data from Galway Bay. The outputs were tested against the requirements 
of a challenging end user, i.e. teleoperation of a resident ROV with real time video relay, 
low latency requirements and requisite power. The work concludes that low latency 
remote presence ROV control is theoretically achievable on a remote platform, using 
energy generation, storage and communications system as described. Further in situ trials 
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Chapter 1. Introduction 
1.1 Contributions 
The objective of this body of research was to increase the energy and communications 
capacities of relatively lower cost ocean observation technologies, aiming to facilitate the 
broadening out of the spatial and temporal footprint of observations from fixed point 
observing systems.   
Due to the rare opportunity being afforded by the presence of the Galway Bay cabled 
seabed observatory test bed (relatively high cost infrastructure with an initial capital 
expenditure (CapEx1) of €1,636,992 ex. VAT), it became possible to have a detailed look 
at the energy, power and communications capabilities available using one of its science 
ports as opposed to the use of a surface buoy to achieve similar utility (relatively lower 
cost infrastructure with a CapEx of €83,358 ex. VAT). 
 This was achieved by the design and build of a bespoke interconnector, linking 
the seabed Cabled End Equipment (CEE) to an adjacent surface buoy (readily 
available).  
 The establishment of this link made it possible to examine the true differences in 
terms of data availability, energy and power delivery between the two platforms. 
 Having achieved interconnection, the program allowed analysis of data from: 
 (i) the cable (ii) the buoy (iii) the cable and the buoy. 
 Elements of the CEE utility were extended (broadened out), including 
communication with adjacent infrastructure e.g. surface buoys and platforms. 
This investigation led to the following contributions: 
1. The extensive study and analysis of a cabled seabed observatory connection 
and examination of the potential to achieve similar utility from a buoyed 
platform (communications and energy).   
 
 
                                                 
1 CapEx figures above are solely for infrastructure, and exclude scientific instrumentation.  Buoy costings 
are tabulated in Appendix D. 
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2. Testing the potential to extend the utility afforded from a buoy to meet the 
demands of a challenging end user; the example chosen being the real-time 
remote piloting of a resident ROV.   
Additional contributions consequential to carrying out the study included: 
3. The facilitation of remote access to data (via an internet connection) from a 
Lagrangian wave buoy for use in an ‘All-in-One’ ROV remote presence control 
system (i.e. a system where the high and low level control are carried out on a 
remote internet pc). 
 
4. The design and build of a payload that linked the CEE with adjacent surface 
infrastructure.  This device used a Long Wave Infrared (LWIR) camera module 
in tandem with an energy monitor for ascertaining and tracking solar panel 
condition. 
1.2 Background 
Cullen Fellowship: Technologies for routine low-cost ocean observation. 
This research thesis was funded by the Marine Institute; Irelands national agency 
responsible for ‘marine research, technology advancement, and innovation’ (Marine 
Institute 2020a). Founded under the Marine Institute Act, 1991, the Institute’s functions 
are described as follows: 
“to undertake, to co-ordinate, to promote and to assist in marine research and 
development and to provide such services related to marine research and development, 
that in the opinion of the Institute will promote economic development and create 
employment and protect the marine environment”.            (Marine Institute 2020a)
       
The Institute is comprised of the following six service groups (Marine Institute 2020b): 
 Fisheries Ecosystems Advisory Services (FEAS) 
 Marine Environment and Food Safety Services (MEFSS) 
 Oceans, Climate and Information Services (OCIS) 
 Irish Maritime Development Office (IMDO) 
 Corporate Services (CS) 
3 
 
 Policy, Innovation and Research Support (PIRS) 
The MEFSS group monitor the following ocean properties in the interest of food safety 
and aquaculture: ‘nutrients and physio-chemical parameters (temperature, salinity, pH 
etc.), priority substances and other specific marine pollutants, phytoplankton and benthic 
fauna’ (Marine Institute 2020c). However, the majority of Irelands Ocean Observations 
are carried out by the OCIS service group, whose subsidiaries are responsible for the 
following (Marine Institute 2020d) : 
 Irelands National Research Vessels, deep water Remotely Operated Vehicle 
(ROV), and Slocum Glider fleet. 
 The Irish Marine Data Buoy Observation Network (IMDBON).  
 Advanced Seabed Mapping. 
 Irish National Tide Gauge network. 
 A range of operational and or research coastal buoy platforms. 
 Deepwater moorings. 
 Oceanographic equipment pool, including Argo Floats, CTDs, ADCPs etc. 
 Providing scientific and technical support to the advanced technology programme 
(including SmartBay and SmartOcean). 
 Working with the ocean energy unit in the Sustainable Energy Authority of 
Ireland (SEAI) as part of the National Ocean Energy Programme. 
 International participation and collaboration on ocean observation projects such 
as COMPASS (2017 to 2022), EMSO, JERICO-S3, GOOS etc. (Marine Institute 
2020e).  
Dr. Guy Westbrook, a Scientific and Technical Officer with Marine Research 
Infrastructures in the Marine Institute co-supervised the project. The expertise and 
experience of Dr. Westbrook, and the Marine Institute’s wide knowledge base came into 
fruition during all stages of the design, build, and deployment.   
Dr. Westbook supervised the wet-testing and demonstration phase, as he has over 30 years 
of experince working on marine operational projects, currently including the Irish Marine 
Data Buoy Observation Network (IMDBON) and the Irish National Tide Gauge network 
(INTGN).  This experience includes the development and validation of methods used for 
tide gauge calibration. Dr. Westbrook has previous experience in sensor development 
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through PhD and postdoctoral work realted studies; e.g.  development of new methods 
for characterising ocean colour for the vicarious calibraton and validaiton of satellite data 
(working with the NASA SeaWiFS project), and the developement of the Cytobuoy 
through the Plankton Reactivity in the Marine Environment (PRIME) project.  More 
recently,  Dr. Westbrook has worked in the development and operational support of state 
of the art weather buoy platforms. 
The lead applicant and academic supervisor of the project was Professor Daniel Toal, 
director of the Centre for Robotics and Intelligent Systems (CRIS), formerly known as 
the Mobile and Marine Robotic Research Centre (MMRRC) in the Department of 
Electronic and Computer Engineering at the University of Limerick.   
CRIS primarily focuses on the development of marine robotics in Ireland, with emphasis 
on working towards the provision of operational support engineering for the Marine 
Renewable Energy (MRE) sector.  CRIS is a member of the Marine and Renewable 
Energy Ireland (MaREI) research centre, which is supported by the Science Foundation 
Ireland (SFI) (MaREI 2020a).  Coordinated by the Environmental Research Institute 
(ERI) at University College Cork, the MaREI headquarters are based at The Beaufort 
Building, Ringaskiddy, Co Cork, also home to the LIR National Ocean Test Facility (Lir 
NOTF 2019). 
Professor Toal of CRIS leads the ‘Observations and Operations’ section of MaREI which 
focuses on remote monitoring, inspection and intervention on MRE sites.  This section 
also incorporates ocean and earth observation technologies along with operations, 
maintenance and field robotics (MaREI 2020b).  One of the core research objectives 
defined under the ocean observation theme is described as the development of low-cost, 
high-bandwidth real-time communications to serve MRE installations and other maritime 
applications (MaREI 2020c). This objective followed through into this program of work, 
namely; ‘to demonstrate real-time comms capability sufficient to enable real-time piloting 
of mini ROV,’ as it is understood that if this capability was achieved, most lower-order 
demands on an ocean observation transmission system could be facilitated (Marine 
Institute 2014a).  
The project is also co-supervised by Dr. Edin Omerdic, a Senior Research Fellow with 
CRIS.  Dr. Omerdic specialises in software control engineering, and is the lead architect 
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and creator of OceanRINGS. Dr. Omerdic has extensive experience with ROV control 
systems and operations, his publications include journal papers, books, book chapters, 
and conference/workshop papers on ocean observation and ROV control.   
OceanRINGS is a smart software system that is configurable and adaptable for a range of 
robotic control applications, and is described further in Appendix A.  The practical 
applications of OceanRINGS include the provision of control systems for three of the 
CRIS ROVs; namely ROV Latis, ROV Áed and ROV Étaín. 
Successful projects completed by CRIS that are relevant to this body of research include 
the following: 
 OceanRINGS Smart Advanced Control Technologies. 
 Offshore deployment of ROV Étaín – MRE ROV developed for Challenging 
(Wave, Tidal, Wind) Conditions. 
 The development and testing of a novel smart inspection-class ROV for use in 
challenging conditions (Capocci 2018).  
 Measurement of Network Latency in Remote Presence (i.e. Remote Command 
and Control) Applications e.g. (Kaknjo et al. 2019). 
The research described in this thesis was founded on the work carried out by CRIS 
researchers, assisted through the wealth of knowledge and experience gained from the 
joint Marine Institute (OCIS) and P&O Maritime (Marine Offshore Services, MOS) 
technical team.  
1.3 Motivation 
The First Global Integrated Marine Assessment, also known as World Ocean Assessment 
(WOA) 1, sanctioned by the United Nations (UN) in 2015, highlighted the fact that the 
Oceans have reached or near reached the boundaries of their sustainability levels, 
necessitating immediate, worldwide intervention  (United Nations n.d.). 
The Intergovernmental Oceanographic Commission (IOC) of the United Nations 
Educational, Scientific and Cultural Organisation (UNESCO) is currently coordinating a 
‘Decade of Ocean Science for Sustainable Development’ from 2021 – 2030: The first 
global planning meeting (held in May 2019) identified the need for sustainable Ocean 
Observation Systems, emphasising that current systems are inadequate.  The summary 
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report stated that an increase in financial resources and innovative technologies will be 
required to work towards achievement of the Decades goals (IOC of UNESCO 2019). 
The Global Ocean Observing System (GOOS) has adopted a 2030 strategy that will 
supplement their standard observational activities, which currently support ocean 
sciences such as climatology, meteorology, and other aspects of oceanography (The 
Global Ocean Observing System n.d.).  The GOOS strategy calls for a sharp increase in 
observational data over a broader ocean footprint, utilising lower-cost, upcoming 
technologies:  This increase is deemed necessary to provide accurate information to 
relevant policy makers on ocean health and sustainability.  GOOS envisions:  
‘this fully integrated 2030 ocean observing system as providing the critical ocean 
information needed to address climate change, generate forecasts, protect ocean health 
and support sustainable growth, and with new partnerships and participation involving all 
nations.’                                                   (The Global Ocean Observing System 2019) 
One of the key objectives of the strategy is to foster development of new observational 
systems and technologies. 
The motivation for this body of research therefore was to increase the capacity of 
relatively lower cost Ocean Observation Technologies, aiming to expand their ‘beyond 
line of sight’ (BLOS) capabilities.  If achieved, this addition would enable a wide 
expansion of the deep-field observational capabilities of remote buoys/platforms.   
This study resulted in the following planned/published papers: 
Hegarty, A., Westbrook, G., Murray, D., Glynn, D., Toal, D., Omerdic, E. (2021)       
“Broadening out the Working Footprint of a Cabled Seabed Observatory using An 
Interconnected Surface Buoy, and examining the potential to achieve similar utility from 
a Stand-alone Buoyed Platform,” to be submitted to peer reviewed journal for 
consideration. 
Status: In progress 
Hegarty, A., Omerdic, E., Westbrook, G., Toal D., (2021) “Lagrangian Waverider and 




Status: In progress 
Hegarty, A., Westbrook, G., Glynn, D., Murray, D., Omerdic, E., Toal, D.  ‘A Low-Cost 
Remote Solar Energy Monitoring System for a Buoyed IoT Ocean Observation Platform,’ 
2019 IEEE 5th World Forum on Internet of Things (WF-IoT), Limeirck, 2019.  DOI: 
10.1109/WF-IoT.2019.8767311  
Status: Published. 
Hegarty, A., Omerdic, E., Westbrook, G., Toal, D., (2017) ‘Lagrangian Waverider and 
Wave Filtering System for use in ROV Control,’ in OCEANS 2017 - Aberdeen, 1-8.  DOI:  
10.1109/OCEANSE.2017.8084650.    
Status: Published. 
1.4 Aims and Objectives 
The two research aims were summarised as: 
(1)  Consideration of the power and communications capabilities operationally available 
through inter-connection to a cabled seabed observatory node, and review in terms of 
cost: i.e. the effectiveness of cable inter-connectivity (relatively high cost) against 
realisation of lower cost deep field functionality (moored buoy or platform, relatively low 
cost). 
(2)  Testing the potential of utility afforded from a buoy to meet the demands of a 
challenging end user, for example real-time remote piloting of a resident ROV.   
The structure of the program centred the work around investigating cabled observatory 
utility, and examining the potential to bring both technologically ready and emerging 
capabilities to remote surface buoyed observatories to match this.  The detailed analysis 
of the power and network communications data collected in-situ set the bar for what a 
surface buoy would be required to equal. 
 In order to provide a challenging end user case to work against, the power and 
communication needs of a Beyond Line of Sight (BLOS) wideband real time inspection 
class resident ROV and control system was considered, up to recently only generally 
feasible offshore using a subsea cable or topside vessel.   
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The program terms of reference (Marine Institute 2014a) identified the two primary 
challenges to be addressed with relation to development of BLOS leading edge 
technologies for routine low-cost observation as being: 
I Available Energy Challenge: 
 Autonomous energy generation and storage 
 Energy management and conservation 
II Real-time High Bandwidth Communications Challenge for Remotely located 
surface platforms. 
Secondary challenges to be addressed included: 
III Requirement for System Robustness; i.e. against power failure and or 
communications interruption 
IV Sensor Platform development and Mini ROV docking and engineering for long 
endurance survival at sea 
Challenge IV was not dealt with in the scope of this project, but was addressed by a 
separate research project within CRIS (Trslic 2020).  
Both of the research aims and challenges I – III were addressed by setting the following 
work program objectives: 
 Conduct a review of state-of-the-art in ocean observation systems, concentrating 
on the capabilities of the latest generation of cabled observatories and remote 
buoys/platforms.  
 
 Design and build of an interconnector between the cable node and surface buoy 
such that the utility available can be quantified and tested over a period of time, 
with the subsea cable both connected and disconnected.  Optimise energy and 
communications demand on the buoy platform.   
 Consider expansion of the working spatial footprint of the seabed node to include 
adjacent surface infrastructure, for example through the development of low-cost 
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science payloads, with optimised communications and power systems (i.e. 
Lagrangian wave buoy and LWIR Solar Energy Monitor). 
 Analyse the data from the cable exercise and determine the power, energy and 
communications capabilities currently available. 
 Using recent advances in readily available modern platform design and emerging 
technologies, examine how the capabilities of the buoy could be extended and 
maximised to facilitate the energy and demands of increasingly complex systems. 
 
 Examine methods of efficiently managing, conserving and storing autonomously 
generated energy on or adjacent to a remote platform. 
1.5 Key Results and findings  
The interconnector was designed, fabricated, tested and successfully deployed at the 
Galway Bay test-site on 11th January 2018, and remained on station until its recovery on 
6th March 2018, demonstrating survivability during harsh winter weather conditions.  
Once connected, the port was powered on and network access was immediately 
established.  
The Lagrangian wave buoy and LWIR Energy Monitor were deployed in proximity to 
the surface buoy during exercises conducted on 30/01/2018 and 20/02/2018. The 
observatory footprint was extended by transmitting images and data by Radio Frequency 
(RF) from these devices:  The RF signals were received in the communications cabinet 
(purpose built) on the surface buoy. The gateway on the buoy transferred the data ashore 
for processing via the submarine cable.   
Energy consumption (from the science port), production (from four solar panels on the 
surface buoy) and communication speeds through the cable were monitored and recorded 
for later analysis.  
1.5.1 Available Energy and Communications 
An examination of the actual energy and communications limitations available from the 
cabled connection yielded the following information: 
10 
 
The power and energy delivered from the cabled observatory was not without limitations, 
as discussed in section 10.2 below:  Electrical energy provided through the cabled 
observatory appeared consistent, when current levels were sampled at a rate of 20 Hz2. 
However power levels were found to be limited by (i) the system design, (ii) unexpected 
power interruption and (iii) un-explained losses.  
Network Speed test results show variations from expected, with maximum range 
variations calculated to be 12.33 Mbps read and 9.11 Mbps write across the data-set (as 
reported in section 6.4.1). Averaged measured network speeds demonstrate that although 
determinate, they exceeded expected maximum currently available satellite offering 
throughput speeds by a minimum factor of 14.4, using transfer speeds as tabulated in 10-
7.   
1.5.2 Removal of the Cabled Connection  
The removal of the cable and investigation into alternative methods of communication, 
and energy provision led to the following knowledge:  
Examination of measured solar energy values generated over in excess of 12 months led 
to the conclusion that the energy system on the buoy is capable of effectively replacing 
what was being supplied by the cable interconnector and battery combination i.e. 
providing a daily system charge of 24.55 Ah/day at 12 volts. Note: This figure is for 
equipment deployed and operated as per table 8-1 as described in section 8.3 and is 
provided that the energy storage system has in excess of eight days of autonomy. 
Investigation found that it was possible to reduce data volumes transmitted ashore through 
the deployment of intelligence across all aspects of the system, whereby increasing the 
level of remote machine decision making, and hence scope for autonomy.  Examples 
include image fault recognition and detection, data parsing and basic wave processing.  
Using multiplexed 3 kHz HF channels (as discussed below in sections 8.2-8.5 inclusive) 
would be a basis for achieving low bandwidth, BLOS communications i.e. using lower 
bandwidth than available within fibre in cabled observatories. Note: this option is 
subjective in this instance and would not lend itself to real-time video teleoperation. 
                                                 




1.5.3 Extending the Capabilities 
A critical path was identified to guide future research towards achieving deep field 
functionality using emerging disruptive technologies. 
Additional methods of autonomous energy generation were investigated: The number of 
solar panels on the superstructure of the surface buoy were theoretically maximised (as 
per table 9-7), adding modelled energy figures from a D400 Wind Turbine (table 9-8), 
and a Gator Wave Energy Prototype device (table 9-9) combined to provide a triple hybrid 
(‘tribrid’) wind wave and solar energy generation system (table 9-10).  
A two-tier system was designed for purposes of energy demand modelling:  This system 
enabled estimation of energy consumed by a high end user e.g. a resident ROV and 
associated hybrid communications system (HF and Satellite as described below in 9.3). 
The study showed that time limited (4.2% duty cycle i.e. 1 hour operation in 24 hours), 
low latency remote presence control is theoretically achievable on a remote platform, 
using a satellite modem in tandem with an ESA antenna;  current disruptive technologies 
have come to the market that have made this goal attainable as described in sections 10.4.3 
and 10.4.4 below.  
It is understood however that the modelled figures are currently hypothetical, and that 
vigorous year-round testing at a chosen location would be necessary to obtain realistic 
data for their verification.  It is believed that affordability will increase with availability, 
once Low Earth Orbit (LEO) satellite broadband services become competitive (as 
discussed in sections 2.7.1 and 10.4.4 below). 
1.5.3.1 Cost Performance Comparison  
The effectiveness of cable interconnectivity (relatively high cost) against realisation of 
relatively lower cost deep field functionality (moored buoy or platform) was examined: 
Based on the capital expenditure study carried out in section 10.3 below, it can be 
concluded that initial expenditure on the Spiddal Cabled Observatory exceeded that of 
the surface buoy (with modified capabilities) by a factor of almost 8. 
 The maximum energy provided by the observatory CEE would theoretically still exceed 
that provided by the modified buoy by a factor of 10.96, however, the modified buoy 
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would theoretically be capable of providing 12.9 times the maximum total power 
deliverable by the observatory CEE.  
A study of the realisation of lower cost deep field functionality concluded that an 
additional expenditure of approximately €125,000 (ex. VAT) on an energy generation, 
storage and BLOS communications system equipment would significantly increase the 
capabilities of the surface platform, and the likelihood for facilitating a demanding end 
user e.g. enabling ROV teleoperation.     
1.6 Thesis Outline 
Chapter 2 ‘Literature and Technology Review’ describes the current state of the art in 
ocean observational technologies in use on or below the surface of the water that are 
relevant to this study. Note: additional methods are described further in Appendix ‘E’.  
The investigation aims at gaining an understanding of the variety of sensor platforms 
available; and their capabilities and limitations relative to their spatial and temporal 
footprints.  The key areas of interest examined (and summarised in the chapter) relate to 
their methods of operation, communication and how they are energised.   
The review then tapers towards the history and development of existing cabled 
observatories, and their rationale relative to their key driving forces and location.  Their 
power, energy and communication capabilities are examined for later comparison with 
autonomous, BLOS systems.   
The investigation into Wide Band High Frequency (WBHF) and Satellite BLOS 
communications systems (including associated equipment and services) is then 
documented.  These methods were chosen as possible enablers for BLOS transmission 
from a remote buoy or platform, with the aim of replacing a cabled connection.  
Methods of energy storage are then investigated, assessing their safety and suitability for 
use on autonomous systems. Comparisons were made between material densities and 
efficiencies. The chapter concludes with a brief examination of onsite power generating 




Chapter 3, ‘Use of Existing Infrastructure’ summarises the National Infrastructure Access 
Programme (NIAP) project (LS-16009) that brought the necessary resources and enabled 
test site access for the duration of the project.   
The chapter is then divided into two sections; firstly, a section describing the existing 
Galway Bay Marine and Renewable Energy Test Site and subsea observatory, and 
secondly, giving details about the existing Mobilis DB 8000 buoy that was deployed on 
the test site and used for the project.  Subsections on mooring design, electrical design 
and energy budget are included, relative to the existing buoy.  
Chapter 4 ‘Seabed Cabled Node – Surface Buoy Interconnector’ details the additional 
equipment and software required to build the interconnector link between the buoy and 
the cabled observatory.  
Separate sections within the chapter describe; (i) the cable design, splicing, termination 
and initial bench testing, (ii) the subsea electronics bottle, (iii) the virtual machine and 
associated software in the cable shore station and (iv) the communications cabinet 
fabricated for mounting topsides in the buoy (including related antennas). 
Chapter 5. ‘Deployment and Testing’ illustrates the wet testing and deployment phase of 
the project, initially at the Marine Institute’s Newport Catchment Facility at Lough 
Furnace Co. Mayo, before progression to the Galway Bay Marine and Renewable Energy 
Test Site.  The first section on the Lough Furnace site describes the facility, the 
deployment, and subsequent testing methods used to conduct a thorough shakedown test 
of all the equipment.  The next section then advances on to describe the deployment and 
testing conducted at the Galway Bay Marine and Renewable Energy Test Site, and 
summarises the key exercises carried out to enable collection of the required dataset.   
Chapter 6. ‘Cabled Connection: Performance Metrics’ lists and tabulates both the 
expected and measured energy and communications values logged during the cabled 
exercise at the Galway Bay Marine and Renewable Energy Test Site.  The chapter is 
divided into sections that quantify energy consumption, expected transmission losses, 
power distribution and actual losses, and power interruption during the exercise time 
period.  Data is also presented from two additional time periods to facilitate with further 
investigation into observatory power outages and down time. 
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Network schematics and LAN speed test results are presented, comparisons between 
measured values and expected values (from bench testing) are then graphed. Details are 
then given of the methods of statistical analysis used to compare both datasets.  
Chapter 7. ‘Solar Energy Production: Performance Metrics’ gives details of both the 
modelled and measured energy values recorded from the existing solar energy system on 
the Mobilis DB 8000 buoy.  Specific time periods are identified and examined further, 
indicating when the system may have struggled or failed to meet the daily system charge 
requirement.  Comparison graphs are then used to depict modelled versus measured 
values during these time periods. 
Chapter 8. ‘Extended Capabilities’ looks at ways that the existing communications 
cabinet on the buoy would require to be modified to continue operations if the buoy was 
disconnected from the cable supply and deployed BLOS.  Individual sections give details 
of how a comparable energy budget was prepared, how the minimum energy storage 
capacity was determined, and the software and hardware modifications necessary to 
achieve remote autonomy. 
 Chapter 9. ‘Expansion of Deep Field Capabilities’ examines how the energy and 
communications capabilities of a remote buoy or platform could be expanded to 
accommodate a high demand user.  This chapter prepares modelled energy budgets for 
three examples of resident ROV systems, paired with the design of a hybrid 
communications system for operation BLOS. The energy storage requirements are 
calculated and tabulated.  The autonomous energy generation systems on the buoy are 
then maximised, modelling the potential outputs from wind, wave and solar generators 
taking local site conditions into consideration. An aggregated energy budget is then 
presented. 
Chapter 10. ‘Analysis and Discussion’ initially examines and discusses the results 
obtained from the cabled exercise relative to power and energy delivery, power 
limitations and bandwidth availability. A comparison is then conducted between the cost 
versus performance of the Galway Bay cabled observatory and the Mobilis DB 8000 
buoy.  The capabilities of the buoy are then extended, and the differences are tabulated 
and compared.   
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The realisation of deep field functionality is then discussed, relative to the changes that 
would be required to be made on the buoy.  Expansion of the system is then examined 
and explored to determine the suitability for facilitating a high end user (i.e. resident 
ROV).  Methods of reducing the demand on limited energy and bandwidth availability 
are then discussed, with regard to implementing machine autonomy to bridge gaps in 
latency and to reduce the need for intervention on routine tasks. 
Chapter 11 ‘Conclusion and Future Work’ gives a summary of the key findings relative 
to the original project aims and highlights the main contributions. The latter section 
outlines the next stages necessary to work towards achieving deep field functionality. 
Appendix A contains details of the Lagrangian wave buoy that was designed, fabricated 
and tested to investigate expansion of the working footprint of the cabled connection. The 
following publication is reproduced in subsection 2 of this appendix: 
© 2017 IEEE, Reprinted with permission, from [Hegarty, A., Omerdic, E., Westbrook, 
G., Toal, D., (2017) ‘Lagrangian Waverider and Wave Filtering System for use in ROV 
Control,’ in OCEANS 2017 - Aberdeen, 1-8.  DOI:  10.1109/OCEANSE.2017.8084650]. 
Subsection 3 gives a progress update on the test rig developed for calibration of the wave 
buoy sensor. The details of how the wave filter is integrated into OceanRINGS control 
software are given in subsection 4, including an example of virtual wave filtering using a 
simulated wave spectrum.  The next steps in the development of the wave buoy are listed 
in subsection 5.  
Appendix B gives further details on the energy monitoring and modelling techniques used 
during the study.  Subsection 1 of the appendix gives an overall introduction, followed 
by reproduction of the following publication in subsection 2: 
© 2019 IEEE, Reprinted with permission, from [Hegarty, A., Westbrook, G., Glynn, D., 
Murray, D., Omerdic, E., Toal, D.  ‘A Low-Cost Remote Solar Energy Monitoring 
System for a Buoyed IoT Ocean Observation Platform,’ 2019 IEEE 5th World Forum on 
Internet of Things (WF-IoT), Limeirck, 2019.  DOI: 10.1109/WF-IoT.2019.8767311]. 
This publication gives details of a second, relatively low cost instrument package i.e. an 
energy monitoring system that was also designed and tested to expand the connection 
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footprint.  It was used to monitor and measure the energy performance of the solar panels 
on the buoy.    
The software modelling tool used for PV energy estimation is described in subsection 3; 
a sample output report generated by the software is included in subsection 4.  Subsection 
5 gives further details of the energy model created for the D400 wind generator.  Some 
background information on the Gator wave energy device is given in subsection 6 and 
additional energy calculations are presented in subsection 7. 
Appendix C subsection 2 gives details of how the expected resistances were calculated 
for the whip and subsea cable, as used in section 6.2.3 below. Subsection 3 reproduces 
the cross sectional design drawing for the subsea cable.  
 
Appendix D tabulates the capital expenditure on the buoy (both modified and un-
modified), excluding the instruments as discussed in section 10.3 below. 
 
Appendix E gives details of additional methods of ocean observation, on and below the 











Chapter 2. Literature and Technology Review 
2.1 Introduction 
The term ‘ocean observation technologies’ encompasses a wide range of systems used to 
record an increasing number of ocean parameters and climate variables either above, on 
or below the surface of the water. The sensor platforms can be mobile or fixed, and can 
be deployed singularly or in tandem with other systems. The scope includes: satellites 
e.g. GOES-16 (NOAA 2016); aircraft i.e. planes (Matthews et al. 2020), drones (Kelanher 
et al. 2019), and weather balloons (Sarkis 2017); multi-branched cabled observatories e.g. 
VENUS and NEPTUNE (Ocean Networks Canada 2021a); Eulerian (i.e. static) platforms 
such as moorings and data buoys (Venkatesan et al. 2018);  Lagrangian (dynamic) floats 
and drifters (Richardson 2009); subsurface and surface robotic devices e.g. ROVs, AUVs, 
USVs (Oceans at MIT 2018); and citizen scientist projects (Simoniello et al. 2019).  
The purpose of this review is to gain an understanding of the current state of the art of 
technologies situated on or below the water’s surface, concentrating on the platforms and 
their capabilities relative to this study, as opposed to individual sensors and sensing 
equipment.  Additional platforms are described in Appendix ‘E’.  The study is conducted 
to identify gaps in the existing capabilities that could possibly be bridged by research, 
with the goal of expanding the existing capacity.  
The literature review identified a large gap between the capabilities of autonomous buoys 
and platforms relative to cabled facilities, highlighting the need for further research into 
their exact measured parameters. This also led to the need for the second part of the review 
(2.6 – 2.8) which examines a range of existing and upcoming technologies that could 
possibly be utilised to bridge this gap.  The search provided a number of possibilities that 
would warrant further investigation to ascertain their suitability for use in the proposed 
application e.g. ESA antennas and energy production/storage systems.  
The chapter is structured as follows: 
Section 2.2 introduces the current set of Essential Ocean Variables (EOVs) that are 
required to be monitored, outlining the broad observational need.  Descriptions of the 
various types of platforms are given in section 2.3. 
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The study then tapers towards a deeper consideration of the facilities provided by cabled 
observatories, as described in section 2.4; the focus being on the energy, power and 
communications capabilities afforded by a cabled facility relative to their key purpose 
e.g. neutrino detection, seismic warning systems etc.   
The findings of the initial study are discussed in section 2.5, highlighting the gap found 
between the existing facilities, and explaining the need for further investigation into 
upcoming technologies that could possibly be used to bridge the divide.  
The current state of the art in resident ROVs is examined in section 2.6; these are 
identified in section 1.4 as an example of a possible challenging end user to be deployed 
on a remote buoy or platform.  
The status of long range options for wideband communications is then investigated in 
section 2.7, concentrating on upcoming improved satellite communications systems and 
advances in HF technologies. Methods of overcoming system latencies are discussed, 
including developments in software control systems. Section 2.8 investigates energy and 
storage systems; examining technologies that may be applicable for use, or that are 
currently in use in remote, harsh environments. The chapter is then concluded in section 
2.9, highlighting the need for further research into the existing capabilities of remote 
buoys and platforms versus cabled facilities, and methods that could be used to extend 
these resources.   
2.2 Targeted Essential Ocean Variables (EOVs): 
A Biology and Ecosystems expert panel (BioEco) was formed by GOOS in 2015. The 
panel highlighted the necessary biological essential ocean variables (EOVs) currently 
required to be monitored with respect to ocean change. Their requirements may be 
updated as further situations develop (Bax et al. 2019). The Ocean Observations Physics 
and Climate panel (OOPC) and Biogeochemistry panel were already in existence, their 
combined set of targeted EOVs are tabulated on their website. Parameters now include 
phytoplankton and zooplankton biomass, quantification and location of fish, marine 
mammals and birds etc., along with the existing physical and biogeochemical parameters 
required to be monitored (The Global Ocean Observing System n.d.). 
Specification sheets for each EOV can be obtained by clicking the required variable on 
the website table here: (The Global Ocean Observing System n.d.). Each specification 
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sheet contains information such as sub-variables, derived products, necessary sensor(s) 
and techniques, and detail or examples of current observing networks and elements.  
2.3 Moorings, Landers and Data Buoys 
2.3.1 Fixed Oceanographic Moorings  
Fixed oceanographic moorings or Eulerian (static) platforms typically consist of an 
anchor or sinker, cables of steel, Kevlar® or Dyneema®, bottom floats to ensure that the 
mooring cable is raised off the sea bed, an acoustic release mechanism and subsurface 
floats (WHOI 2020). Moorings can be deployed with a wide variety of sensors to measure 
various physical, bio-optical and chemical properties of the ocean, the subsurface floats 
serve to keep the instruments vertical in the water column. Moorings can also be fitted 
with Acoustic Doppler Current Profilers (ADCPs) or impeller type current meters to 
measure ocean currents using the Eulerian method, (as opposed to the Lagrangian 
technique which involves drifters as described in Appendix E). Once deployed, the 
moorings are left in-situ for a set period of time. Sensors are typically distributed at 
various depths in the water column, or can be vertically transported along the length of 
the mooring by means of moored automatic mobile profilers (MAMPs). These MAMPs 
can be of the wire following AUV type (as discussed in Appendix E) or profiling winches. 
Both solutions reduce the quantity of instruments required as opposed to using fixed-
depth instruments. MAMPs facilitate an increase in the vertical resolution of data 
collection, but reduce the temporal resolution possible with instruments mounted at fixed-
depths (Carlson et al. 2013).  
Moorings can be either surface or subsurface, the former being susceptible to influence 
from the elements (i.e. wind and waves), and human interference (e.g. instrument theft, 
vandalism and ship or iceberg collision). This necessitates robustness in their design.  
However, these moorings can also be used for monitoring surface parameters (e.g. wind, 
waves, pressure and temperature) and for telemetric transmission (Trask and Weller 
2019).  Subsurface moorings are recovered by triggering an acoustic release mechanism 
fitted above the sinker and below the sensors on the mooring line.  An acoustic signal is 
emitted from the recovery vessel stationed in proximity to the deployed mooring. The 
signal triggers the release mechanism on the mooring, decoupling the weight. The 
mooring floats to the surface and is recovered by the vessel (Talley et al. 2011).  Pressure 
activated satellite transmitters can be incorporated into the upper buoyancy float to enable 
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location and recovery of the upper mooring sections and sensors in event of breakage 
(Steele et al. 2009). The individual instruments on a subsurface mooring are typically 
powered by lithium batteries, and store data locally for downloading on mooring 
recovery. Worldwide collaborative mooring data is available through OceanSITES (a 
subsidiary of GOOS) at their global data assembly centres i.e. Ifremer Coriolis and US 
NDBC (OceanSITES 2021). Mooring deployments can typically be in the range of a 
number of months, up to two years (National Research Council 2000).  
2.3.2 Landers 
Landers are autonomous research platforms that are negatively buoyant, dropping to the 
sea bed when deployed.  They are typically constructed of a metal frame with ballast 
weights, and are often tripod in design.  They remain in-situ until signalled by an acoustic 
command, or a pre-programmed timer: Once signalled, the lander will either drop its 
ballast weights and rise to the surface (Tengberg et al. 1995), or deploy a float to the 
surface to enable its recovery. Shallow water landers can be buoyed by technical divers 
for workboat recovery. Landers can support a range of scientific instruments including 
benthic chambers, sediment profiling instruments, sensors, cameras, lights, hydrophones, 
traps and bait to attract marine life (Jamieson et al. 2011; Li et al. 2019).  Data is typically 
downloaded on recovery, unless the device is used in tandem with a topside buoy and 
transmission system, or cabled observatory e.g. the acoustic monitoring project at the 
Galway Bay marine and renewable energy test site (Gaughan and Murray 2018).  
Landers have previously been deployed into the hadal zone, which is located at a depth 
of between 6,000 m and 11,000 m below the sea surface.  ‘Hadal Lander B,’ operated by 
The Hadal Ecosystem Studies (HADES) project funded by the US National Science 
Foundation, has been deployed to depths of between 4,300 and 8,074 m in the Kermadec 
Trench and Peru-Chile trenches (WHOI 2014). A baited camera and a trap lander were 
used in the Kermadec Trench, recording fish at depths of up to 7,561 m, and collecting a 
total of 3,183 invertebrate samples (Jamieson et al. 2011).  Schmidt Ocean Institute’s new 
landers  or ‘underwater elevators’ were deployed in the Mariana Trench’s Sirena Deep, 




2.3.3 Data Buoys 
Data Buoys are moored platforms that are equipped to measure atmospheric and oceanic 
parameters above, on, or just below the surface of the water.  They can also be used in 
tandem with oceanographic moorings to form a buoyed ocean observatory, for example 
at the Porcupine Abyssal Plain study site (National Oceanography Centre 2021), and with 
a range of other ocean instrumentation as in the case of the Ocean Observatories 
Initiative’s (OOI’s) Costal Pioneer Array i.e.  profiling and costal gliders, subsurface 
moorings,  and AUVs (Trowbridge et al. 2019). 
The Monterey Ocean Observing System (MOOS) Mooring design was developed by the 
Monterey Bay Aquarium Research Institute (MBARI). The system incorporated a deep 
water (up to 4,000 m) benthic observatory connected to a surface data buoy via an Electro-
Optical-Mechanical (EOM) riser cable (Chaffey et al. 2004).   
The system requirements were identified at a workshop conducted by MBARI in 1999 as 
described in (Chaffey et al. 2001), and included the need for: 
I. Hard-wired power (min. 100 W) and two way communications delivered 
vertically along the mooring cable. 
II. horizontal cabling on the sea bed to facilitate benthic instrumentation over a 
distance of up to 10 km from the seabed node, at 10 W.  
The Moorings were deployed in the outer Monterey Canyon, and communicated with the 
shore via a Qualcomm Globalstar satellite modem, mounted in the surface buoy.  Two 
way transmissions were conducted periodically using Point-to-Point Protocol (PPP) over 
a 7,800 bps LEO Satellite link (O’Reilly et al. 2007).   Energy was harvested using solar 
panels and a wind generator mounted on the surface buoy (Chaffey et al. 2004).  Deployed 
instruments were connected to nodes on the seabed, water column and at the surface.  The 
nodes communicated with the surface node via copper and fibre cabled links at a rate of 
10 Mbps using TCP-IP protocol. (O’Reilly et al. 2007). 
The MOOS EOM riser was constructed with aramid fibre for stiffness, to protect the 
optical and copper elements from breakage under strain.  This necessitated a flexible 
snubber to be fitted to the top section of the cable (Hamilton et al. 2003) to absorb 
mooring pull forces caused by wave impact and currents.  The snubber consisted of a 
flexible outer hose encasing a coiled copper-fibre cable  (Hamilton and Chaffey 2005).  
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Fabricated by Cortland Cable Company, the internal cable was strengthened with Vectran 
braid and coiled similar to a telephone cord.  The overall snubber length was 24 m (Paul 
et al. 2005), in 8 m segments and was developed at WHOI. (Chaffey et al. 2004). 
 The Irish Marine Data Buoy Observation Network (IMDBON) currently has five Data 
Buoys deployed in deep water locations off the Irish coastline. They are operated and 
maintained by the Marine Institutes Research Vessel Operations, in association with the 
UK Met office and Met Eireann. Measured meteorological parameters include 
atmospheric pressure, wind (i.e. speed, max gust and direction), air temperature and 
relative humidity. Oceanographic parameters reported include wave measurements 
(significant wave height, period, max. height, max. period, and mean direction), sea 
temperature and salinity (Marine Institute 2020f).  
Data gathered by this network is used extensively for weather forecasting, increasing 
maritime knowledge and safety. This information is used by the commercial ocean users 
(e.g. fishing boat, cargo boat and work boat operators, aquacultural farmers, commercial 
dive teams, water sport providers); search and rescue services and the general public. The 
data can also provide the foundation for scientific and engineering research, design and 
planning, for example the estimation of wind and wave potential as a renewable energy 
resource (Gaughan and Fitzgerald 2020), and the use of temperature measurements to 
validate satellite data over a period of time (Casal and Lavender 2017).  
The buoys consist of large, polyethylene segmented floats mounted on a steel core, with 
a central moon-pool for mounting and accessing sub-surface cabling and instrumentation.  
The hull is fitted topsides with an octagonal marine-grade aluminium superstructure 
topped by an equipment ring; this is suitable for mounting meteorological instrumentation 
and antennas (JFC Marine 2019a).  Solar panels are fitted on the outer free faces of the 
octagon, while the power controllers, data acquisition and transmission systems are 
housed in stainless steel enclosures mounted on the inner faces. All systems are powered 
by lead acid battery banks, charged by solar energy from the panels. The buoys are 
anchored on station using a sinker, ground chain and Dyneema® riser.  
These offshore data buoys communicate near real time observations hourly to shore via 
the Iridium Satellite network.  The satellite modem currently used by the IMBDON is a 
NAL Research Corp A3LA-DG, emitting short bursts of data of up to 1,960 bytes per 
message, at a frequency of 1619-1626.5 MHz. (Fugro OCEANOR 2008).  Full spectral 
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wave data is stored on the buoy and recovered whenever the Buoy is being serviced 
(Dabrowsky et al. 2014).  Data buoys are also deployed for specific collaborative 
monitoring projects e.g. COMPASS (COMPASS 2018) as per figure 1 below. 
Data Buoys can also be produced or customised for specific purposes e.g. wave riders 
that are designed for accurately measuring ocean wave parameters. The discus-shaped 
Fugro OCEANOR Wavescan buoys are specifically designed and moored to follow the 
profile of ocean waves; this is typically achieved by using an S-tether mooring, which 
incorporates subsurface floats below a flexible ‘S’ shaped element of Dyneema® rope 
(Fugro OCEANOR 2008). The spherical Datawell Waverider buoys situated at the 
Galway Bay marine and renewable energy test site, and the Atlantic Marine Energy Test 
Site (AMETS) off Belmullet, Co. Mayo are moored using a rubber cord riser; this 
flexibility increases the buoys wave following abilities, improving the accuracy of wave 
measurements (Datawell 2020). 
 
Figure 1  Data buoy deployment near Mace Head, Galway 
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2.4 Cabled Observatories  
2.4.1 Early Stages 
Early subsea cabled observatory systems were developed by repurposing existing 
telecommunications cables and associated equipment, in a response to specific needs. An 
example of this is the Sound Surveillance System (SOSUS) that was deployed off the 
Eastern and Western coasts of the US and Hawaii in the 1950’s. It consisted of 
hydrophone arrays designed to monitor for soviet submarine activity (Whitman 2005). 
The end of the cold war, and the evolution of nuclear submarine technologies rendered 
the installations obsolete, however, this enabled acoustic data to be released to the 
scientific community (Mosier 1994).  Data uses include marine mammal monitoring, 
fisheries enforcement, seismic monitoring and acoustic thermometry (Mosier 1994; 
Dushaw 1999; The University of Rhode Island 2017). The US National Oceanic and 
Atmospheric Administration (NOAA) and Pacific Marine Environmental Laboratory 
(PMEL) have been using acoustic data from SOSUS since 1991 (Lentz 2016); they 
primarily use the data to monitor seismic and volcanic activity around the North East 
Pacific Ocean (PMEL Acoustics Program n.d.).  Additional examples of facilities making 
use of retired telecommunications cables are detailed in 2.4.3 and 2.4.5 below.   
2.4.2 Seismic Monitoring - Japanese archipelago 
Cabled observatory projects are principally driven by strong scientific objectives at 
specific locations e.g. the monitoring of tectonic plate activity. The Japanese archipelago 
is situated at the convergence of the North American, Pacific, Eurasian and Philippine 
tectonic plates. Motion between the plates relative to each other can cause severe 
earthquakes (which can also lead to tsunamis) and volcanic activity. It was found that 
monitoring systems deployed at sea can detect earthquake disturbances near the Japan 
Trench 20–30 seconds ahead of shore based sensors, enabling warnings to be sent out 
sooner (Kanazawa 2013).   
The Japan Meteorological Agency (JMA) installed its first cabled subsea seismographic 
monitoring system in 1979 off Omaezaki, Shizuoka Prefecture. The 120 km long coaxial 
cable was fitted with seismometers and tsunami meters that used analogue transmission. 
The instruments were deployed at depths of up to 3,000 m across a tectonic plate 
boundary in the Japanese Trench (Noriyuki et al. 2010; Lentz 2016).  Japan deployed a 
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further seven subsea seismographic observatories over the next ten years, as summarised 
below from (Noriyuki et al. 2010):  
 Along with the 120 km long system deployed off Omaezaki in 1979, JMA 
deployed a second system that was 210 km long in 2008. JMA also deployed a 96 
km system off Katsuura in 1986. 
 
 The Earthquake Research Institute (ERI), University of Tokyo, deployed a 28 km 
long system off Ito in 1993, and a 123 km system off Kamaishi in 1996. 
 
 The National Research Institute for Earth Science and Disaster Prevention (NIED) 
deployed a 127 km long system off Hiratsuka in 1993. 
 
 Japan Agency for Marine-Earth Science and Technology (JAMSTEC) deployed 
a 125 km long system off Muroto in 1997, and a 242 km long system off Kushiro 
in 1999. 
2.4.3 Repurposing of retired TPC-1 and TPC-2 
The evolution of regenerative fibre optic cables lead to the retirement of the coaxial 
Trans-Pacific telecommunications cable 1 (TPC-1) in 1990 (Kasahara, Sato, et al. 1998; 
Fouchard 2016). Ownership of the cable was transferred to the Incorporate Research 
Institutions for Seismology (IRIS) in collaboration with the University of Tokyo. The 
section between Ninomyia, Japan and Guam became known as the Geophysical and 
Oceanographysical-Trans Ocean Cable (GeO-TOC). An observing system was installed 
inline along the cable, 300 km to the south of Tokyo in 1996 (Butler et al. 2000) at a 
depth of 2,750 m. It provided seismic and hydrophone data, and remained in use for five 
years (Lentz 2016). The equipment was powered from the Guam side of the cable, using 
the original TPC-1 DC supply of up to 6,000 V at 370 mA constant current. The 
instrument package consisted of: a 3-axis accelerometer and internal temperature sensors, 
pressure sensor, precision thermometer and a hydrophone (Kasahara, Utada, et al. 1998).  
The Trans-Pacific communications cable 2 (TPC-2) was installed in 1976 and was retired 
in 1996:  Its ownership was then transferred to the Japanese Scientific Community (Howe 
et al. 2012). The section of cable from Guam to Okinawa Japan was known as the Guam 
Okinawa Geophysical Cable (GOGC), and became the communications and power feed 
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for the Versatile Eco-Monitoring Network by Undersea-Cable System (VENUS) subsea 
observatory (Kasahara, Sato, et al. 1998).   
The observatory was sited on the slope of the Ryukyu Trench at a depth of 2.2 km, and 
was powered from the shore station at Okinawa (Howe et al. 2012). The TPC-2 had a 
maximum designed voltage supply of 4.5 kV, which was supplied at a constant current 
of 136 mA. 2,360 V were required to be reserved for self-consumption (i.e. the transistors 
in the repeater units on the cable). The remaining power (i.e. 291 W) was to be made 
available for the science instruments, equating to 175 W after allowing for 60% efficiency 
of DC/DC converters (Kasahara, Sato, et al. 1998).  It was reported that the actual voltage 
supplied to the observatory from Okinawa was modified to 3,000 VDC (Kasahara et al. 
2003).  The observatory junction box was fitted with nine underwater-mateable 
connectors, instruments deployed included broadband seismometers, pressure sensors, a 
digital camera and a hydrophone array, including additional oceanographic sensors. Data 
from the science instruments was multiplexed, and sent ashore using 240 kHz of 
bandwidth. The hydrophone data was sent on a separate 240 kHz link (Kasahara, Sato, et 
al. 1998; Howe et al. 2012).  
The equipment was deployed in 1999, and recorded data from large earthquakes in 
Southern California on October 16th, 1999 and an earthquake in Taiwan on November 1st, 
1999 (aftershock of the Chi-Chi earthquake on September 21st).  The system recorded 
data for forty two days before failure due to moisture ingress (Kasahara et al. 2003).  
2.4.4 DONET and S-net, Japan 
The Dense Oceanfloor Network System for Earthquakes and Tsunamis (DONET) 
observatory in Japan was commenced in 2006 by JAMSTEC, and completed in 2011 
(JAMSTEC n.d.). It consists of a 320 km cable loop carrying a maximum of 3 kW (3 kV 
DC at 1A) of power (Kawaguchi et al. 2015). The system has five nodes, and twenty 
instrument packages, and is sited in the Kumano-nada (sea) in proximity to the Tonanki 
earthquake site to monitor the area for seismic activity and to provide an early warning 
system for future earthquakes and tsunamis (Noriyuki et al. 2010).  
DONET2 commenced in 2010, adding two additional instrument packages to the original 
cable, and providing a second looped cable 450 km long, offshore from the Kii peninsula, 
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west of DONET. The cable has seven science nodes and twenty nine instrument packages 
(JAMSTEC n.d.).   
The Seafloor Observation Network for Earthquakes and Tsunamis along the Japan Trench 
(S-net) is described by Kanazawa 2013 and Inoue et al. 2019 as an early warning system 
comprised of six fibre optical cabled observatories totalling 5,500 km in length. It was 
deployed in proximity to the Tohoku earthquake site by the National Research Institute 
for Earth Science and Disaster Prevention (NIED).  The cables are connected to four shore 
stations on Honshu Island, and the system is operational since April 2017, transmitting 
measurements to the data centre at NIED. A hundred and fifty instrument packages are 
distributed linearly along the cables, each comprising of pressure sensors and 
seismometers. 
2.4.5 Hawaii 
Hawaii is comprised of an archipelago of islands and seamounts, formed by volcanic 
activity (NOAA 2010a). The eruptions occurred because of a ‘hot spot’ in the middle of 
the pacific plate; this is due to hot magma breaking through the earth’s crust at a mantle 
plume (National Geographic 2019). The plate moved along the stationary hot spot, 
forming the island chain. The region remains seismically active, with thousands of 
earthquakes occurring every year (USGS n.d.). 
The Hawaii undersea geo-observatory (HUGO) was one of the first land-connected 
facilities to use an electro-optical cable; the 47 km Submarine Lightwave ‘SL’ telecoms 
cable was donated to the University of Hawaii by AT&T (Howe et al. 2012). The 
observatory was installed on the site of an active submarine volcano in October 1997, the 
cable shore station was located at Honuapo, Hawaii (Caplan-Auerbach and Duennebier 
2001). The observatory junction box was fitted with ten underwater mateable connectors, 
and became the first facility to use submersibles or ROVs to connect instruments post-
deployment (two years ahead of their use at H2O and VENUS). The optical cable offered 
a data rate of up to 40 Mbps and the shore station could provide a maximum voltage 
delivery of 1 kVDC at 20 A; this provided a power supply of 5 kW at the junction box 
where the voltage was stepped down to 350 V (Duennebier et al. 2002; Howe et al. 2012). 
The observatory remained in operation after initial connector problems, until the cable 
was damaged irreparably causing an electrical short in April 1998 (Caplan-Auerbach and 
Duennebier 2001).  
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The Hawaii-2 Submarine coaxial telephone cable system (HAW-2) was laid in 1964, and 
operated between Hawaii and California, US until its retirement in 1989 after a break in 
the cable (Petitt et al. 2002).  The cable was re-purposed for subsea observation in 1998 
with the installation of the Hawaii-2 Observatory (H2O) midway along its length (Lentz 
2016).  The purpose of H2O was principally for seismic monitoring, and it became the 
first Ocean Seismic Network (OSN) station of the Global Seismic Network (GSN) (Petitt 
et al. 2002; Gee and Leith 2011).  The observatory node consisted of a support frame, a 
junction box housing the power and communications systems, and eight wet matable 
instrument ports; these enabled instruments to be connected and disconnected by an ROV 
during the operational period. The observatory operated from 1999 until 2003, after it 
was irreparably damaged from a failed connector (Lentz 2016).  Butler et al. 2000 
describe the system as being powered from a shore station at Makaha, Hawaii, delivering 
3.3 kV at a constant current of 370 mA.  The instrument ports on the observatory were 
said to provide a 48 VDC power supply with an RS422 communications interface for the 
science instruments. Connected instruments were reported to have included a multi-
sensor seismo-acoustic (ULF) system built by the University of Hawaii, and a set of four 
benthos hydrophones. The ULF system consisted of an acoustic sensor package (ASP), 
and a ground motion sensor package (GMSP).  The ASP included pressure sensors, a 
thermal sensor and a two component current meter, whereas the GMSP consisted of 
seismic and thermal sensors and a sensor stage (capable of remote levelling from shore) 
containing broadband seismometers and geophones.  
A Long-term Oligotrophic Habitat Assessment (ALOA) is an oceanographic study site in 
the Pacific ocean north of Oahu, being monitored by scientists since 1988 (Howe et al. 
2011). A section of the TPC-3 (HAW-4) first generation retired fibre optic 
communications cable was re-laid between Makaha cable station, Oahu, and station 
ALOAH in 2007, initially with a hydrophone and pressure sensor attached. An 
Observatory node was deployed in 2011, at a depth of 4,728 m, becoming the deepest 
cabled observatory of its time (Howe et al. 2012). The observatory is powered by a 1.6 A 
constant current energy supply, with a negative voltage of up to 1,280 V.  Low voltage 
convertors are used at the observatory; the inputs connected in series, and outputs in 
parallel.  Excess power is consumed by active current shunts, and locally dissipated. The 
observatory provides 8 science ports; 2 ports at 400 V/300 W, 5 at 48 V/150 W, and 1 at 
48 V/500 W (Howe et al. 2015). Instruments deployed include a thermistor array and 
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acoustic modem, a camera and lights, temperature, conductivity, and pressure sensors and 
hydrophones (Howe et al. 2012). 
2.4.6 Mainland US 
An earlier example of the use of electro-optical cable was the Long Term Cabled 
Ecosystem Observatory at 15m (LEO-15) deployed in 1996.  Developed for Rutgers 
University by Woods Hole Oceanographic Institution (WHOI) (Austin et al. 2000), the 
system consisted of two science nodes (A & B) located at a depth of 15 m, 8.1 km and 
9.6 km offshore.  The 10 km long electro-optical cable came ashore at the Rutgers Marine 
Field Station (RUMFS) near Tuckerton, New Jersey (Glenn et al. 2006). Each science 
node had an attached instrument frame that was capable of removal for service or 
maintenance. Vertical profilers attached to each node enabled the measurement of various 
oceanographic parameters in the water column, pressure sensors were fitted to measure 
wave and tidal parameters (Forrester et al. 1997).   
The optical cable was capable of transmitting data at a rate of 100 Mbps, and carrying up 
to 12 kW of power (Forrester et al. 1997). A three phase 1,650 Vrms electrical supply was 
delivered down the cable at 60 Hz from an 8 kW power supply. The voltage was stepped 
down at the nodes and rectified to DC (120 and 240 V). The voltage was further reduced 
where necessary (as per table 2-1) to supply the science ports using DC/DC converters 
(Creed et al. 2005). The original nodes were fitted with interfaces, also as per 2-1.  
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The system attached to Node A was upgraded in 2006, providing a new Scientific 
Instrument Interface Module (SIIM) and control system. The revised system had 15 
science interfaces, and an upgraded LAN using TCP/IP over Gigabit Ethernet (Glenn et 
al. 2006). The original shore power supply and subsea cable remained in use (Creed et al. 
2005).  
In 1995, a year before the deployment of LEO-15, a coaxial cable was deployed from 
Pillar Point Airforce Station California, to an undersea volcanic mountain known as the 
Pioneer Seamount (Kogan et al. 2003).  It is sited approximately 95 km West South West 
of San Francisco. The cable was part of the Acoustic Thermometry of Ocean Climate 
(ATOC) project, and was fitted with equipment that was designed to measure the average 
ocean temperature to a precision of 0.005º C (San Francisco State University Physics and 
Astronomy Department n.d.). The measurements were achieved by means of ocean 
acoustic tomography using an acoustic projector and hydrophone.  The equipment was 
later replaced with a vertical linear hydrophone array, and used by NOAA to passively 
monitor ocean sound (Kogan et al. 2006).  
Martha’s Vineyard Coastal Observatory 
The air sea interaction group in the Coastal and Ocean Fluid Dynamics Laboratory 
(COFDC) at WHOI required a facility capable of monitoring the dynamics between the 
coastal, ocean and the surrounding atmosphere. The project also aimed to make additional 
science ports available for instrument connection and scientific experimentation (Austin 
et al. 2000). The Martha’s Vineyard Coastal Observatory became operational in 2001, 
Funded by the National Science Foundation, the office of naval research, WHOI and 
additional donors (Fredericks, Groman, et al. 2006).  The chosen location was at a wide 
stretch of South facing beach, susceptible to storm action.  The observatory consists of a 
shore station, a meteorological mast, a main subsea node located approximately 1.5 km 
offshore in 13 m of water, a secondary node located close to the beach, and an offshore 
tower (approximately 3 km from shore), all connected by fibre optical cables (Fredericks, 
Trowbridge, et al. 2006). The main cable consists of 6 AWG 13 copper conductors and 
10 single mode optical fibres. The shore station provides a single phase 60 Hz power 
supply of up to 4 kW at 1,500 V (Austin et al. 2000). The voltage is stepped down by 
transformer at the main node, and changed to 12 V or 24 VDC at the science ports using 
AC/DC converters. The main node and secondary node provide 20 guest ports and 10 
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guest ports respectively. The air-sea interaction tower (ASIT) also provides up to 20 guest 
ports (Austin et al. 2000; Fredericks, Trowbridge, et al. 2006). The communication 
capabilities of each port are programmable, offering 10/100Base-T Ethernet, or serial 
(RS232/RS422) options (Austin et al. 2002). Current and historical data is available 
through links on the Observatory’s website (Martha’s Vineyard Coastal Observatory 
2021).  
MARS 
The Monterey Accelerated Research System (MARS) became the deepest Cabled 
Observatory deployed off the US mainland (at almost 900 meters) when it commenced 
operations in November 2008 (MBARI 2010). The system consists of a seafloor node 
deployed on the smooth ridge underwater platform in Monterey bay, joined to the shore 
by a 52 km electro-optical cable. The site is located in proximity to Monterey deep water 
canyon (MBARI 2017a) and the continental shelf, exploiting a habitat of great scientific 
interest. The key purpose of MARS was identified as the provision of ‘electrical power 
and data connections for new research instruments in the deep sea’ and to serve ‘as an 
engineering, science and education test bed for even larger regional ocean observatories’ 
(MBARI 2017b). Up to 10 kW of power can be delivered to the main node, transmitted 
from the shore station at 10,000 V. The voltage is then transformed to 375 V and 48 VDC, 
and further stepped down were necessary to deliver the correct voltage to the 8 science 
ports. The ports can deliver a maximum of 2 kW at 48 VDC, (MBARI 2017c) and can be 
extended using cables of up to 4 km in length.  Data from the ports can be transferred at 
a rate of up to 100 Mbps. (MBARI 2017a). 
The Ocean Observatories Initiative (OOI) Regional Cabled Array (RCA) 
Regional observatories are described by the RECONN report (Regional Cabled 
Observaotry Network (of Networks)[RECONN] 2004) as being extended cabled 
networks spanning several hundred kilometres into deeper waters. They are equipped 
with multiple primary nodes and secondary branches. Instrument payloads are attached 
to the nodes, and can be both frame mounted on the seabed or vertically mounted on 
moorings to sample the water column. 
The Ocean Observatories Initiative (OOI) Regional Cabled Array (RCA) is a 900 km 
multi-node electro optical cabled observatory deployed on the Juan de Fuca tectonic plate 
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in the Pacific Ocean, off the Oregon coast, US (Ocean Observatories Initiative 2020a). 
The Array is managed, upgraded and maintained by the University of Washington (Ocean 
Observatories Initiative 2020b). It was completed in 2014, and consists of two backbone 
cables and seven primary nodes, with attached extensions and infrastructure e.g. junction 
boxes, moorings and scientific instrumentation (Ocean Observatories Initiative 2020c). 
Each primary node can provide up to 8 kW of power, delivered from the shore station at 
Pacific City at 10 kV. The primary nodes are each equipped with two high bandwidth (up 
to 10 Gbps) science ports at 375 V, five science ports at 375 V with data transfer rates up 
to 1 Gbps and two 10 kV expansion ports (to provide power to the secondary nodes) 
(Kelley et al. 2016). Secondary nodes contain either medium or low powered junction 
boxes fitted with 8 instrument ports (12–48 V) capable of 10/100Base-T Ethernet or Serial 
(RS232/RS485) data transmission (Kelley et al. 2014). The nodes are clustered around 
areas of specific scientific interest, namely the cabled Continental Margin Array, Axial 
Seamount Array, and Endurance Array. 
(i)  The Continental Margin Array, as described in (Ocean Observatories Initiative 2020d) 
incorporates nodes located at the continental slope; the slope base primary node is located 
in 2,905 m of water, with a second node located on the southern hydrate ridge (an active 
methane seep site) at a depth of 1,241 m. Attached instrumentation includes image 
sensors, hydrophones, seismometers, and two profiler moorings (attached to the primary 
node on the slope base).    
(ii)  The Axial Seamount Array is described as having three primary nodes (Ocean 
Observatories Initiative 2020e); a mid-plate node located at 2,800 m deep, and a node 
each located in proximity to the base (at 2,611 m) and the summit (at 1,525 m) of the 
Axial Seamount (last erupted 2015). The Axial base node has attached profilers and 
bottom instruments, and is located at a site synonymous with interactions caused by 
currents, gyre, tides and undersea irruptions. The node at the summit known as the 
ASHES vent field primary node has a wide range of connected junction boxes and 
instrumentation monitoring the volcano’s active caldera and surrounding hydrothermal 
vent field.  
(iii) The Endurance Array consists of two primary nodes, described in (Ocean 
Observatories Initiative 2020f) as being located on the Oregon shelf (at 79 m) and 
offshore (at 580 m approximately). They are fitted with benthic instruments to monitor 
33 
 
costal-ocean and atmospheric-ocean parameters and interactions including coastal ocean 
dynamics and ecosystems.  
2.4.7 Canada 
Ocean Networks Canada (ONC) was formed by the University of Victoria in 2007, and 
is responsible for Canadas two regional and four community observatories, including the 
Victoria Experimental Network Under the Sea (VENUS) and the North-East Pacific 
Time-series Undersea Networked Experiments (NEPTUNE) (Ocean Networks Canada 
2021b, 2021c).   
Two separate cabled arrays form part of the VENUS project, located at Saanich Inlet off 
Vancouver Island and at the Strait of Georgia between the island and mainland British 
Columbia (Ocean Networks Canada 2021d). The two arrays are described by Tunnicliffe 
et al. (2008) as follows: 
 (i) The Saanich Inlet site is in operation since 2006, in a deep water fjord that is naturally 
anoxic at depth. A cabled node is deployed 100 m below the surface. 
 (ii) The Strait of Georgia site (2008) has a central node deployed at 300 m deep, an 
Eastern node at 170 m and a node extension. 
Instruments have been deployed at the latter location to study the dynamics of the large 
delta created by the Fraser River (Ocean Networks Canada 2013). 
The 360 VDC and 1,200 VDC (maximum 3 kW per node) power supplies at the Saanich 
inlet and the Strait of Georgia nodes respectively are described by Woodroffe and Round 
(2008) as being capable of being stepped down to 24 V to accommodate a range of 
instruments using Science Instrument Interface Modules (SIIMs). It is reported that these 
SIIMs can be connected to the 360 VDC ports on the nodes, outputting 24 VDC on five 
of their six ports, and offering serial (RS232/422/485) or Ethernet 10/100Base-T data 
connections. Woodroffe and Round (2008) also state that a 360 VDC connection is 
available at one of the ports to allow for ‘daisy-chaining’ of additional SIIMs. The 
backbone fibre optic cable is reported to have Gigabit capabilities. 
NEPTUNE became the world’s first regional scale cabled observatory in 2009, with five 
operational nodes deployed in areas of scientific interest on the Juan de Fuca tectonic 
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plate (Barnes et al. 2015). The nodes are serviced by an 840 km fibre optic cable loop 
(Ocean Networks Canada 2021d), providing redundancy in case of cable failure. The 
shore station at Port Alberni on Vancouver Island delivers 10 kVDC at 8 A; the voltage 
is stepped down using medium voltage converters at the nodes to 400 VDC at 25 A, and 
further stepped down where necessary at the nodes and junction boxes to provide outputs 
of 15, 24 and 48 V (Barnes et al. 2013). The nodes are joined to the backbone cable using 
spurs of up to 20 km in length, and are each fitted with six interfaces providing up to 9 
kW of power per node (Barnes et al. 2010). Fourteen junction boxes have been fabricated 
for node connection, and are each fitted with ports to support up to ten instruments; data 
options can accommodate for Serial or 10/100 Ethernet connections (Barnes et al. 2015). 
The nodes are deployed at key points of interest on the Juan de Fuca plate, summarised 
as follows: 
 Folger Passage; coastal zone where estuarine circulation meets the dynamics of 
the continental shelf (Ocean Networks Canada 2021e) at depths of 20 – 100m 
(Barnes et al. 2015). 
 Clayoquot Slope (Formerly ODP 889); located at a depth of 1,250 (Barnes et al. 
2015) on the continental slope in proximity to a cold vent site with gas hydrates 
(Tunnicliffe et al. 2008) 
 Endeavour Ridge; located at the Northern end of the Juan de Fuca ridge, which 
forms the boundary between the tectonic plates (Tunnicliffe et al. 2008) at a depth 
of 2,300m (Barnes et al. 2015). 
 Cascadia Basin (formerly ODP 1027); heavily sedimented abyssal plane on the 
tectonic plate (Tunnicliffe et al. 2008) 
 Barkley Canyon:  Extends from the continental shelf edge down the continental 
slope (Ocean Networks Canada 2021f). Located at depths from 400 – 1,000m 
(Barnes et al. 2015). 
Community observatories were deployed by ONC in 2012 at Mill Bay (Ocean Networks 
Canada 2021g), and in 2016 at Kitamaat Village, Prince Rupert and Campbell River 
(Ocean Networks Canada 2021h). There is also an Artic community observatory located 




2.4.8 Miscellaneous Examples 
China 
The first ocean observatory deployed as part of the East China Sea Seafloor Observation 
System (ECSSOS) was the Xiaoqushan Seafloor Observatory in 2009; a cable in excess 
of 1 km was deployed, initial instruments include a Turbidity sensor, ADCP and CTD. 
(Xu et al. 2011). The facility has since been upgraded in 2013 (Yu et al. 2019). The 
second ECSSOS facility, the Zhujiajian Seafloor Observatory, was deployed in 2015, and 
overhauled in 2017-2018. The system consists of a 50 km long submarine electro optical 
cable with an undersea station and three scientific observation nodes (Yu et al. 2020). 
The undersea station converts the backbone cable voltage from 2 kV to 375 V and 48 V 
to supply the nodes.  It is also reported that a cabled facility has been developed in the 
south China Sea i.e. the South China Sea Seafloor Observation Network (SCSSON) in 
2016 (Lin and Yang 2020). System design and prototype development of a long term 
cabled facility for the Chinese marginal seas are detailed in (Lu et al. 2015).   
Oman 
Dimarco et al. (2012) described the 65 km fibre optic cabled ocean observing system 
installed by Lighthouse Ocean Research Initiative (LORI) in the Sea of Oman in 2005 as 
having four stations at depths of 67–1,050 m. They reported that three autonomous 
mooring arrays were installed the same year, in deeper water (along a 3,000 m contour) 
off Ras al Hadd, Oman, with a fourth mooring to the east at Murray Ridge, also at 3,000 
m. The 2,500 m long moorings were deployed with vertical arrays of Doppler current 
profilers and oceanographic sensors. 
The area is of scientific interest principally because it forms the channel where the Persian 
Gulf flows into the Arabian Sea, and is located in proximity to waters from the Red Sea, 
Gulf of Aden, and the meeting point of the Arabian Sea with the Indian Ocean.  Ingle et 
al. (2012) stated that in 2009, the 3 moorings off Ras al Hadd were redeployed, and 
connected by a 345 km fibre optic cable.  They reported that observatory commenced 
operations in January 2010, becoming the deepest real-time oceanographic measurement 
system in the world at that time. The local power supply system onshore is backed up by 





The MArine Cable Hosted Observatory (MACHO) off the coast of Taiwan became 
operational in 2011, with the key purpose of providing an early warning and monitoring 
system for earthquake and tsunami events. The seismometers and pressure gauge are 
connected to a fibre optic cable, with data being transmitted ashore to the Taiwan 
seismographic network (Hsiao et al. 2014).   
Norway 
The Lofoten-Vesterålen Cabled Ocean Observatory (LoVe) was funded by Statoil (now 
Equinor) and installed in 2013 (Hermansen 2018). It is situated off the North coast of 
Loften Islands (Norway), in an area of scientific interest, both biologically and 
oceanographically (Norwegian Ocean Observation Laboratory n.d.). The observatory is 
currently under expansion by the Institute for Marine Research (IMR) in partnership with 
Equinor  (Hermansen 2018).  
Aguzzi et al. 2020 stated that LoVe will have seven nodes when completed, four of these 
will be cable connected, and two will be autonomous. The nodes are located along the 
continental shelf, and up to 2,500 m down the shelf break. Its first node is situated in the 
Hola glacial trough, at a depth of 260 m. They reported that the cable provides 3 kV, 
reduced to 240 V 50 Hz at the connection points. 
The facilities are developed for use as a technology testbed in tandem with ocean 
observation (Norwegian Ocean Observation Laboratory n.d.). Online data can be 
accessed by the public on  (Equinor/Havforskningsinstituttet 2021).   
Borehole observatories consist of hydrological, seismic and geodic monitoring 
equipment, deployed vertically into the sea bed. The equipment measures parametric 
changes below the sea floor in response to seismic activity (Kılıç et al. 2020), storms, 
tides (Davis and Becker 2000) and currents or convection. Measurements can be used to 
gain a better understanding of the subfloor fluid flow, and tectonic plate subduction 
(Davis and Becker 2000; Shinohara et al. 2015).  
The original equipment as described by Fisher et al. (2005) was known as the Circulation 
Obviation Retrofit Kit (CORK), and was fitted with pressure gauges and thermistors.  
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They reported that Cork Observatories were designed with the purpose of sealing the bore 
holes that were drilled by the Ocean Drilling Programme (ODP), stopping the free flow 
of water down the shaft. This enabled the hydrological system to return to its natural pre-
drilled state, facilitating accurate temperature and pressure monitoring in the layers below 
the seafloor. Fisher et al. (2005) also reported that they were deployed from 1991–2001, 
before modifications were made with the instrumentation to produce the Advanced Cork 
(ACORK), Wireline CORK, and CORK II. 
The first cable connected CORK became operational in 2009, when an existing bore hole 
on the Juan de Fuca plate near the Cascadia Basin was connected to NEPTUNE cabled 
observatory.  This enabled real time access to temperature and pressure data from the 
borehole for the first time (Ocean Networks Canada 2010). In June 2017, a borehole 
observatory was connected to the NEPTUNE observatory at the Clayoquot Slope node. 
This observatory is fitted with the more advanced ACORK instrument package, which 
includes a bottom instrument package (BIP) with seismometer and tilt meters connected 
to a Surface Interface Instrument Module (SIIM) with Ethernet capabilities (WHOI 
2017). Borehole observatories in the Japan trench have also been fitted with broadband 
seismometer, strain and tilt meters; these were designed to operate autonomously with 
lithium or sea water batteries, their data is periodically retrieved (Shinohara et al. 2015).   
SMART cables 
A possible advancement on the repurposing of retired telecommunications cables is the 
integration of scientific sensors on commercial cables, availing of shared resources.  This 
could be achieved during cable fabrication, replacement, or when existing systems are 
being extended (Howe 2019).  These cables are referred to as Scientific Monitoring and 
Reliable Telecommunications (SMART) cables (Lavallée 2019).  
TeleGeography (2021), reported that in 2020, there were believed to be 406 submarine 
cables currently in use covering a total distance in excess of 1.2 million km.  In 2012, a 
joint task force was formed to investigate the possibility of using commercial cables to 
obtain oceanographic and seismic data. The task force is comprised of: The International 
Telecommunication Union (ITU), the Intergovernmental Oceanographic Commission of 
the United Nations Educational, Scientific and Cultural Organization (UNESCO/IOC), 
and the World Meteorological Organization (WMO) (ITU 2019).  
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Temperature, pressure and acceleration sensors are proposed initially; the accelerometer 
will be housed internally in the cable repeaters, with the former sensors mounted 
adjacently to avail of communications and power.  The repeaters are spaced at 60–150 
km centres along the cable (Howe et al. 2019). If implemented, these systems have the 
potential to significantly broaden the special and temporal footprint of ocean 
observations, increasing knowledge on the effects of climate change and providing an 
early warning system in areas of seismicity.  
2.4.9 Europe - ESONET 
The European Seas Observatory NETwork of Excellence  (ESONET-NoE) 2007–2011, 
was a European Commission funded project encompassing 14 countries and 50 partners 
from industry, research, academia and SMEs (Person et al. 2007). The project aimed to 
integrate European observatory facilities i.e. to “create an organisation capable of 
implementing, operating and maintaining a network of ocean observatories in deep waters 
around Europe” (ESONET 2011a).  One of the key project deliverables set out the 
standards and regulations necessary to obtain the ESONET/EMSO label for a deep sea 
observatory; this aimed to ensure standardisation between members and future 
stakeholders, fostering cooperation and interoperability.  






375-400 VDC Yes Not a requriement 
48 VDC Yes Yes 
15 VDC Yes Yes 
Remote power control (power up and power down) Yes Yes 
Additional services; ground fault detection, power 
management, short circuit management 
Yes 
Yes 
600 W min. available (at least one port) Yes No 
200 W min. available (at least two ports) Yes Not a requirement 
20 W min. available (at least four ports) Yes Yes 
   
Data Interfaces   
RS 232 (3 wires TX, RX, GND) Yes Yes 
RS 422 (4 wires) Yes Yes 
RS 485 (2 wires) Yes Yes 
Ethernet 100BaseT (copper) Yes Yes 
Ethernet 1000BaseT (copper) Yes Not a requirement 
Ethernet 1000LX or 1000ZX (fiber) Optional3 Not a requirement 
                                                 
3 only for long range extension 
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The same table of requirements was also mandated in 2016 by the Fixed Point Open 
Ocean Observatory network (FixO3) as part of their labelling standard (Rolin 2016). 
Details of recommended minimum values for voltage, power and data connections for 
cabled observatories are tabulated in 2-2 above. 
The observation sites identified previously by the ESONET Coordinated Action (CA) 
project (2002-2007) include areas of scientific interest and areas where natural 
environmental hazards occur e.g. earthquakes, undersea volcanoes and slope instabilities. 
The proposed sites are detailed by (ESONET 2007; Person et al. 2007) and can be 
summarised as follows:  
 The Arctic Ocean: a proposed Arctic network with a shore station on Svalbard. 
 Norwegian Margin–Atlantic Ocean: two subsea cabled observatories to monitor a 
deep water gas field and a subsea volcano. 
 Nordic Sea–Atlantic Ocean: three cabled branches originating on the Faroe 
Islands to measure temperature, currents and salinity. 
 Porcupine/Celtic–Atlantic Ocean: regional networked observatory to monitor the 
continental shelf and abyssal plane. 
 Azores–Atlantic Ocean: cabled observatory to monitor the mid-Atlantic Ridge. 
 Iberian Margin–Atlantic Ocean: cabled seismic monitoring station with 
Mediterranean Outflow Water (MOW) monitoring equipment. 
 Ligurian–Mediterranean Sea: regional cabled network. Suitable site for 
monitoring several parameters induced by seismic activity, slope instability and 
currents. 
 East Sicily–Mediterranean Sea: SN-1 multi-purpose observatory connected to the 
branched electro-optical cable also serving the NEMO neutrino experiment. 
 Hellenic–Mediterranean Sea: proposed three cables along with the NESTOR 
cable that was already in-situ (existing Neutrino Observatory cable). One of the 
cables would be connected to a proposed bore hole. The area is of interest because 
of seismic activity and the steep drop-off in depth from the coast. 
 The Black Sea: anoxic conditions and gas plumes. Proposed regional network, 
provision of a cabled facility was considered to be unrealistic.  
 A mobile response observatory: to be deployed in an area of natural or man-made 
disaster e.g. in response to an oil spill.  
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 ESONET CA also conducted a study on the existing capacity of European ocean 
observatories, which was published as part of their full report in 2007 (ESONET 2007). 
Cabled facilities detailed in the report include:  
(i)  The three Neutrino telescope projects in the Mediterranean Sea i.e. ANTARES, 
NEMO and NESTOR (as detailed further in section 2.4.11 below). 
(ii)  The SN-1 multidisciplinary observatory deployed in proximity to NEMO,  
(iii) IUB-ESONET long term Observatory: a lander frame design with four attached 
crawlers.  
ESONET-NoE conducted six demonstration missions. The missions can be summarised 
as follows, using information obtained from (ESONET 2011b; Puillat 2012; Person et al. 
2015):  
 The LIstening to the Deep-Ocean environment (LIDO) project added additional 
sensors to existing observation sites off the coast of Sicily (NEMO-SN1 Cabled 
Facility), and at the Iberian Margin (Gulf of Cadiza). The installed equipment was 
designed to monitor bioacoustics (e.g. noise caused by man or marine mammals), 
and geo-hazards associated with seismic activity. 
  
 The LOng-term Observations on Mud-volcano Eruptions (LOOME) 
demonstration project involved the monitoring of an active submarine mud 
volcano in the Norwegian Sea using an un-cabled observatory. 
 
 MARMARA-DM studied possible monitoring sites in the Marmara Sea, 
identifying three priority sites for seismic monitoring. The project incorporated 
data from six research cruises, the deployment of the SN-4 observatory4 for a year, 
mounted with a seismometer, current meters, methane sensors etc. and the 
deployment of a prototype gas bubble emissions (BOB) monitor, piezometers and 
seismometers. Note: the Kandilli Marmara Sea Bottom Observatory (MSBO) 
project is a separate project in which five cabled observatories were deployed in 
2009 for purposes of earthquake and tsunami monitoring. The observatories 
                                                 




transmit data to the Kandilli Observatory and Earthquake Research Institute 
(KOERI), in Turkey (Çağatay et al. 2015). 
 
 Monitoring the Mid-Atlantic Ridge (MoMAR) involved the deployment in 2010 
of two instrument packages acoustically linked to a surface buoy. The instruments 
monitored the geophysical and geochemical parameters of a large hydrothermal 
vent field named ‘Lucky Strike’ for a year. The data was transmitted ashore via 
satellite link.    
 
 The Artic Ocean ESONET Mission (AEOM) investigated suitable methods of 
data acquisition and real time data transmission from existing and proposed 
oceanographic infrastructure. Two separate projects were carried out within the 
study: Monitoring Arctic Seafloor-Ocean Exchange (MASOX) and Artic 
Operational Oceanography Network Seafloor-Ocean Exchange (ARCOONE).   
 
 The Mobile and Modular Deep Ocean Observatory (MODOO) was designed as 
both a water column and sea floor observatory. The design incorporated an 
existing mooring with a Benthic Boundary Observatory (BOBO) lander (with 
additional sensors), communicating using an inductive link. The chosen test site 
was at the Porcupine Abyssal Plane (PAP), where an existing water column 
mooring was on station. The BOBO lander was lost during a trial deployment at 
the PAP, evidence has led to the belief that the loss was due to the implosion of 
one or more of its glass spheres or floats (National Oceanography Centre 2010).  
2.4.10 Europe - EMSO 
The preparatory phase of the European Multidisciplinary Seafloor Observation (EMSO) 
project commenced in 2008 (to 2012). Together with ESONET, EMSO aimed at 
coordinating the European observational infrastructure; with EMSO implementing the 
standards set by ESONET.  EMSO PP formed the foundation for a central organisation, 
addressing areas such as governance, operational procedures, implementation plan, and 
long term strategies (Favali et al. 2012). This led to the foundation of EMSO ERIC 
(European Research Infrastructure Consortium) in 2016 (Person et al. 2015; EMSO ERIC 
2018a). Eight countries currently collaborate in EMSO (EMSO ERIC 2018b), 
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encompassing eleven regional facilities. Details of the cabled observatories are 
summarised in A-G below: 
A. Ligurian Sea 
The EMSO France research infrastructure includes three sites in the Ligurian Sea. The 
area is seismically active (Thorwart et al. 2019), and in proximity to an unstable 
continental slope with Submarine canyons (EMSO 2018a).  
 (i)  EMSO Niece is a shallow water cabled coastal observatory, 1 km from shore. It was 
deployed between 2015-2017 to a maximum depth of 30 m (EMSO 2018b).   
(ii)  EMSO DYnamique des Flux Atmosheriques en MEDiterranee (DYFAMED) was 
deployed in 1988, and consists of a mooring and an ODAS buoy deployed 50 km from 
land at a maximum depth of 2400m (EMSO 2020a).  
(iii)  EMSO Western Ligurian Sea, which is a cabled facility 42 km from land at a depth 
of 2,400 m, was initially connected to the ANTARES neutrino telescope facility, and 
recovered in 2018. The EMSO Module Interface Instrumented (MII) observatory was 
connected to the Mediterranean Eurocentre for Underwater Science and Technology 
(MEUST) infrastructure in 2019 (EMSO 2020b), which primarily accommodates the 
KM3NeT-Fr neutrino detection facility (Lamare, Patrick 2016), as detailed further below 
in section 2.4.11. 
B. Western Ionian  
As mentioned above, the cabled EMSO facility located off the coast of Eastern Sicily is 
deployed in tandem with a branch of NEMO, the NEutrino Mediterranean Observatory.  
The NEMO project and timeline are described further in section 2.4.11 below.  
C. Hellenic Arc  
The EMSO Hellenic Arc cabled observatory was deployed in 2018, in 1560m of water 
off the coast of Pylos, Greece in the Ionian Sea (Poseidon System 2018). It was deployed 
in a tectonically active area, where subduction is occurring between the African plate and 
the Aegean sea plate (Lykousis et al. 2015). The observatory is connected to the shore 
station at Methoni by a 15 km fibre optic cable. The range of connected instruments 
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measure oceanographic parameters such as conductivity, temperature, dissolved oxygen, 
chlorophyll-a, carbon dioxide, ambient noise and currents.  Due to its location, the 
observatory is also equipped with tsunami and seismic measuring equipment (Poseidon 
System 2020).  See 2.4.11 below for further details of the NESTOR project. 
D. Emso-Molene 
Operated by Ifremer, the Emso-Molene cabled observatory was deployed at a depth of 18 
m, 2 km from Molene Island (North East France) in the Natural Marine Parc d’Iroise in 
2012 (EMSO 2019). The Marine Parc is home to the largest seaweed field in Europe, and 
a wide variety of sea-bed species, endangered birds and marine mammals (IUCN 2017; 
EMSO ERIC 2018c). The shore station is situated on Molene Island, and provides power 
and communications to the observatory via an electro-optical cable, as described by 
Mader et al. (2016): They list the main objective of the observatory as being the testing 
and validation of marine sensors; the six science ports provide outputs of 15 V at 75 W 
or 48 V at 5 W.  Each port is described as having a 100 Mbps connection, with options of 
using Ethernet or Serial (RS232, RS485, RS422) protocol, the max. network throughput 
is 1 Gb. Connected instruments include a Video Camera, ADCP, CTD, O2, turbidity and 
chlorophyll sensors (EMSO 2019). 
E. PLOCAN 
As described by Plocan (2021c) and by the PLOCAN Consortium (2018), the Oceanic 
Platform of the Canary Islands (PLOCAN) Research Infrastructure (RI) was Installed in 
2017 and sits on a Caisson in 30 m of water, 1.5 km from the North East of Gran Canaria, 
as pictured in figure 2. The 5,000 m2 multi-purpose facility can be used for a range of 
scientific and technical purposes, and consists of a helipad, command centre, laboratories, 
classrooms, kitchen/dining/lounge facilities, work spaces and equipment storage 
facilities, a test tank (6 x 6 x 10 m), launch and recovery equipment (including both 
telescopic and gantry cranes), floating pontoons and energy management equipment 
(including an underwater electrical station). The platform is cable connected to the 
electricity grid onshore. Data is also transferred ashore by cable for processing at the 
shore station (PLOCAN Consortium 2018; Plocan 2020a). 
The shore station is listed by Plocan (2021a) as consisting of:  
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 Technical work areas/laboratories for developing/integrating, testing and 
maintaining, marine equipment e.g. ROVs/AUVs, sensors, buoys etc.  
 Chemical laboratories 
 Data processing and communications centres 
 Training and demonstration areas 
 Pontoon testing area 
 
Figure 2  PLOCAN Oceanic Platform (PLOCAN 2017a)  
The platform is located on a 23 km2 test site, with a maximum depth of 600 m (Jerico-S3 
2020). The test site facilities also include two 13.2 kW/5 MW subsea cables for the 
connection and testing of renewable energy devices; the cables transfer electricity ashore 
to the power plant, where it is transformed and connected to the Islands electrical grid 
(Plocan 2020b, 2020c). See test site cable layout in figure 3 below. 
A Surface ESTOC Ocean buoy (European Station of Time series in the Oceanic of Canary 
Islands) is deployed 112 km offshore has been in operation since 1994, and is now part 
of EMSO (Emso ERIC 2020). It is used for recording oceanographic and meteorological 
parameters; the data is available through links on the following website: (Plocan 2020d).  
USVs, UAVs, drifters and auxiliary buoys are also included in the Plocan equipment 
package, and can be used on the test site and waters beyond for purposes of observation, 
testing and validation (PLOCAN Consortium 2018; Plocan 2020a). A PLOCAN coastal 
buoy currently monitors oceanographic and meteorological parameters on the test site 
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(Jerico-S3 2020), and a subsea cable has been prepared for the connection of 
observational technologies (Plocan 2020a). 
 
Figure 3 Cable layout at PLOCAN (PLOCAN 2017b)5 
F. SmartBay 
The SmartBay marine test and demonstration facility is situated in Galway Bay, Ireland.  
It has a subsea Observatory node deployed in shallow water (up to 27m deep). The 
Observatory is connected to the shore station at Spiddal via a 4 km fibre optic power and 
telecoms cable, laid in 2015 (Marine Institute 2015a).  The system has a power capacity 
of 3.5 kW, delivered from the shore station at 400 VDC (Ocean Energy Ireland n.d.).  The 
test site also hosts a surface buoy with a battery bank and solar energy generating system; 
this buoy can be used for testing novel sensors and equipment, and for the deployment of 
scientific measuring instruments (SmartBay n.d.). The SmartBay site and associated 
equipment are described further in chapter 3 below. 
 
                                                 
5 ‘PLOCAN is a multipurpose technical-scientific service infrastructure that provides support for 
research, technological development and innovation in the marine and maritime sectors, 
available to public and private users. PLOCAN offers a 23 km2 test site with depths up to 600 m, 





The OBservatorio Submarino Expandible cAbleado (OBSEA) expandable cabled 
seafloor observatory was deployed in the Balearic Sea, 4 km from Vilanova i la Geltrú, 
Catalunya in 2009 (Aguzzi et al. 2011).  Its goals were defined by Nogueras et al. (2010) 
as being: 
 (i) The provision of a wet-test facility for trial and validation of novel marine sensors.  
(ii) Facilitation of scientific investigation by monitoring/recording oceanographic and 
other environmental parameters.  
The relatively low-cost observatory (Aguzzi et al. 2011) was designed, fabricated and is 
maintained by the SARTI research group at the Universitat Politècnica de Catalunya 
(UPC). It is installed in proximity to an artificial reef, in 20m of water (Del-Rio et al. 
2020).  The 3.6 kW (SARTI n.d.) shore station located on the UPC campus  delivers 0–
325 VDC at a current of up to 11 A; the shore station is connected to the subsea station 
via both shore and fibre optic submarine cables, with copper conductors (Nogueras et al. 
2010).   
The subsea station is described by (Del-Rio et al. 2020) as consisting of a cable 
termination box and a subsea junction box with 8 wet mate science ports and up to 8 
instrument connections. The voltage is reduced to 12 or 48 V by DC/DC converters in the 
junction boxes, as necessary for the science ports. Each science port can provide a current 
of up to 3 A, and 10/100 Mbps Ethernet connection. 
 A second subsea node was later deployed, and connected to the sub-sea station via a 750 
m electro optical cable (Nogueras 2011). The subsea station is also cable-connected to a 
topside junction box mounted on a surface buoy. The LMV BMG 1030 buoy (LA 
MAQUINISTA VALENCIANA 2011) is anchored 40 m from the sub-sea observatory 
using a three point mooring system comprising of 3 x 1,200 kg sinkers and chain (SARTI 
n.d.). The buoy was deployed in 2011, and is fitted with an autonomous energy supply to 
back up the cabled connection. i.e. 4 x 25 W solar panels and a 60 Ah 12 V battery; the 
navigation light has a separate energy supply incorporating 2 x solar panels and a battery 
(Molino et al. 2011). The secondary communication system on the buoy can be also used 
to back up the cabled data connection in case of failure; the information can be transmitted 
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ashore using 3G, 4G or iridium satellite links (Del-Rio et al. 2020). Equipment mounted 
topsides on the buoy includes a meteorological station, GPS and a camera (Molino et al. 
2011). Instruments connected to the sub-sea station include a seismometer, CTD, 
hydrophone, camera and an acoustic wave and current profiler (AWAC) (SARTI n.d.).  
Costanya 
The Costal Observing System for Northern and Artic Seas (COSYNA) developed a cable 
connected subsea node for shallow water observation; the project was coordinated by the 
Helmholtz-Sentrum Geesthacht Centre for Materials and Coastal Research GmbH in 
Germany, in collaboration with scientists and research institutes (Helmholtz-Zentrum 
Geesthacht Centre for Materials and Coastal Research GmbH n.d.). The node is designed 
to be cable connected up to a maximum of 10 km distance from its shore station and is 
energised by an Argos 1200 power supply (Fischer et al. 2020).  A Kevlar® armoured 
subsea cable containing 6 power conductors and 3 fibre optic cables was selected (Mader 
et al. 2016). A number of nodes can be daisy-chained from a single node, each node 
requires an additional power supply (Fischer et al. 2020). The unit provides a DC current 
of up to 1,000 V at 12 A, delivering a maximum input power of 1,200 W to the node; the 
nodes are equipped with battery back-ups to bridge the supply during power cuts for at 
least 2 hours (Fischer et al. 2020).  The node breaks out into 10 separate ports, each port 
can provide up to 200 W at 48 VDC and has a 100BASE-T Ethernet connection (Alfred 
Weggener Institut 2018).    
A connector box as described by Fischer et al. (2020) has been developed separately, it 
provides an interface for instruments requiring serial connection or alternative voltage 
supplies. The box connects to one of the ports on the node, and can provide outputs of 12, 
24 or 48 VDC with RS232 or RS485 communication capabilities.  A modular lander 
mounted with standard oceanographic instruments was also designed as part of the 
project. The observatory is fitted with sensors for measuring pressure, temperature, 
conductivity, salinity, oxygen, chlorophyll-a fluorescence and turbidity, as well as an 
upward facing ADCP (Alfred Weggener Institut 2020a).   
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Two COSTYNA systems are currently being operated by the Alfred-Wegner-Institute6:  
The Helgoland–UWO (Under Water Observatory) in the southern North Sea, and the 
Svalbard-UWO in the Arctic Ocean (Alfred Weggener Institut 2020b): 
1. The Helgoland-UWO is deployed on the AWI’s MarGate underwater 
experimental test site 600 m north of Helgoland Island (Alfred Weggener Institut 
2018, 2020b), in a water depth of 9.7 m.  The area is subject to strong currents, 
and severe ground-swells during storms, due to its shallow depth.   
2. The Svalbard-UWO is deployed at 11m, in the Kongsfjorden Arctic fjord system 
(Alfred Weggener Institut 2020a)  
The data from both observatories is transmitted near real-time, via terrestrial fibre optic 
cable. Initially, the data from both stations was transferred via IP radio relays before it 
reached the national IP network; this mode of transmission was used at Hegoland from 
2012–2015, and Svalbard until 2016 (Fischer et al. 2020). 
2.4.11 Underwater Neutrino Observatories 
Neutrinos are subatomic, elemental particles; they are extremely challenging to record 
and measure because they have virtually no mass, and are not electrically charged (Hallin 
1999).  They were formed initially at the beginnings of the universe and play an important 
part in the study of astroparticle physics (Hallin 1999). Neutrinos sign-post major events 
or discoveries in the universe, such as supernova (Fermilab 2018), cosmic ray interactions 
(Hallin 1999), natural nuclear reactions within a star, and nuclear fusion in the sun  
(Castelvecchi 2020).   
A subsea Cherekov Neutrino telescope consists of a three dimensional array of light 
sensors, spanning over several square kilometres of ocean.  The sensors measure 
Cherenkov light flashes that are emitted when the neutrinos interact with the water;  this 
is because the energised sub atomic particles are travelling faster than light can travel 
through the ocean (EDP-Sciences n.d.).  
The Mediterranean Sea was considered to be a suitable location for deployment of a 
subsea Neutrino telescope as it would supplement the field of vision offered by the 
IceCube Neutrino observatory in the south pole (University of Wisconsin-Madison 2021), 
                                                 
6 A Helmholtz centre for polar and marine research 
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i.e. it has a clear view of an area of interest on the Galactic Plane (Katz 2011). It was also 
chosen for water clarity, suitable climate, and proximity to required infrastructure 
(Migneco et al. 2015). Three pilot projects were initially instigated, namely ANTARES, 
NEMO and NESTOR:  Scientists from the three groups are currently collaborating on 
KM3Net (a cubic kilometre scale telescope), with the previous experience and knowledge 
gained from the initial studies (Migneco et al. 2015).  
NESTOR  
The undersea station for the Neutrino Extended Submarine Telescope with 
Oceanographic Research (NESTOR) junction box was deployed in the Hellenic study 
area, 15 km off the coast of Pylos, south west Greece in 2002, and was connected to the 
shore station at Methoni by electro-optical cable (ESONET 2007). Attached instruments 
included a current meter, ocean bottom seismometer, light attenuation meter, compass 
and temperature/pressure sensors (Rapidis 2009). The station was recovered January 
2003, and fitted with a prototype layer or ‘Floor’ of the proposed NESTOR detector 
tower, with a diameter of 12 m, (Note:  The full-scale NESTOR tower design consisted 
of twelve floors spaced vertically, 30 m apart) (Migneco et al. 2015). The station was re-
deployed at a depth of 3,800 m.  The Floor was activated, and operated for in excess of 
one month, recording five million events (Rapidis 2009). 
ANTARES 
A forerunner of KM3Net-Fr (ORCA), the Astronomy with a Neutrino Telescope and 
Abyss eNvironmental RESearch (ANTARES) facility was deployed in the Mediterranean 
Sea in 2,475m of water, approximately 40 km from the coast of Toulon (Migneco et al. 
2015) The 45 km electro-optical cable was laid in 2001 (Rapidis 2009), terminating at a 
shore station in La Seyne-sur-Mer. A junction box was connected to the seaward end of 
the cable in 2002; oceanographic data was available from 2003 (Bertin et al. 2015), with 
the first of the long-term mooring lines transmitting data from the detectors in 2006 
(Migneco et al. 2015).  The 12 mooring lines were completed in May 2008, a separate 
13th mooring line was deployed with ocean monitoring equipment as detailed in Table 
15.1 in (Bertin et al. 2015). Detector data from January 2007– December 2017 is available 
on (Antares 2017).  
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 Two of the Antares moorings were also fitted with Hydrophones and Acoustic Modules 
(AM’s), 3 devices on line 12, and 3 on the instrument line: The Antares Module for 
Acoustic DetEction Under the Sea (AMADEUS) experiment was conducted to 
investigate the possibility of acoustically detecting extremely high energy neutrinos (Neff 
2008).  Both ANTARES and AMADEUS transmitted ‘All Data to Shore’ via TCP/IP 
protocol using the 48 fibre subsea cable, the raw acoustic data was then separated and 
filtered, reducing it from approximately 1.5 TB/day to 10 GB/day for storage (Bertin et 
al. 2015).  The shore station delivered 4.4 kV, 10 A AC to the junction box, the 
transformer in the junction box reduced the supply to the String Power Modules (SPM) 
on mooring lines to 500 V at 4 A AC (ESONET 2007).  
NEMO 
The site chosen for the NEutrino Mediterranean Observatory (NEMO) phase 1 
demonstration project was located 25 km off the coast of Catania, Sicily, in 2,100 m of 
water.  The study aimed to validate a prototype, designed for future development as a km3 
Neutrino detector (Piattelli 2010). It consisted of a junction box and tower mounted with 
optical modules (Katz 2011). The site also hosted an experimental acoustic neutrino 
detector. Work commenced on Nemo Phase 1 in 2002, and was completed in 2006 
(Migneco et al. 2015). The 6 conductor electro-optical cable was branched in two after 
20 km, to accommodate two separate installations (Favali et al. 2013). The northern 
branch (Test Site North, TSN) was attached to the NEMO-SN1 (Submarine Network) 
abyssal seismic observing station in 2005; this was fitted with geophysical and 
environmental/oceanographic sensors and was managed by the Italian National Institute 
of Geophysics and Volcanology (INGV) (FixO3 2014).  Four hydrophones were 
connected to the southern branch (Test Site South, TSS) as part of the Ocean Noise 
Detection Experiment (OvDE) underwater station, managed by the Italian National 
Institute for Nuclear Physics (INFN) (FixO3 2014). The acoustic station operated from 
January 2005, and was replaced in December 2006 by the NEMO Phase 1 prototype 
(Riccobene 2007). Nemo 1 provided five months of data for analysis (Migneco et al. 
2015). Data was streamed from the detectors using Dense Wavelength Division 
Multiplexing (DWDM)7 along mono-mode optical fibres.  A power splitter was used to 
                                                 
7 DWDM occurs where multiple signals at different wavelengths are simultaneously transmitted on the 
same fibre, creating multiple virtual fibres.  
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transmit duplicated data along separate fibres, providing 100% redundancy (Migneco et 
al. 2006).  The shore station provided 3 phase AC (stepped up to 500 V) (Favali et al. 
2013), which was converted to DC at each storey of detectors (Migneco et al. 2006). The 
refurbished SN-1 station was re-deployed in 2012, becoming the first permanently 
operational EMSO node (Favali et al. 2013).  
A proposed site for the km3 detector was selected at a depth of 3,500m, about 80 km from 
the Sicilian Coastline (Migneco et al. 2015). In 2007, 100 km of 20 strand fibre optical 
cable with a single copper conductor was laid from the site to the shore station at 
Portopalo di Capo Passero, Sicily (Piattelli 2010). The cable was energised using max. 
50 kW Power Feeding Equipment (PFE) delivered at 10 kV DC (Migneco et al. 2006).  
A Medium Voltage Converter (MVC) at the Cable Termination Assembly (CTA) reduced 
the voltage to 400 VDC at 25 A (Sedita 2007). The NEMO Phase 2 experiment began in 
2013 with the successful deployment of a 450 m high tower with 8 floors; the satisfactory 
results indicated site suitability for future deployment of a km3  detector. (Chiarusi et al. 
2014). 
KM3NeT 
The KM3NeT collaboration currently consists of the three Mediterranean test sites 
marked with yellow dots i.e.; KM3NeT-Fr, KM3NeT-It and KM3NeT-Gr (as previously 
identified in the ANTARES, NEMO and NESTOR projects respectively), 57 institutes in 
18 countries, spread over 4 continents as illustrated in figure 4 below (KM3NeT 2019a).  
The collaboration is working towards provision of cubic kilometre, full scaled Cherenkov 
Neutrino Detectors and associated facilities in the Mediterranean Sea. The Detectors will 
consist of 3 dimensional matrices of glass spheres (Digital Optical Modules DOMs), each 
sphere containing 31 photomultiplier tubes (PMTs) (Migneco et al. 2015).  Eighteen 
DOMs are suspended on ropes in vertical layers to form a tower in the water column, 
known as a Detection Unit (DU) (KM3NeT 2016a).  The full KM3NeT Neutrino Detector 
will total 7 modular building blocks between the three sites, each block will be made up 





Figure 4 Sites and cities of KM3NeT ©  (KM3NeT 2019a)  
Licensed Under Creative Commons: CC BY-NC 4.0 https://creativecommons.org/licences/by-nc/4.0 
The KM3NeT technical design report (KM3NeT 2015a) gives comprehensive details of 
the designed power requirements of a detector array comprising of 2 blocks (i.e. 320 
detection units) and including science equipment.  It has been calculated to have a 
consumption of approximately 125 kW of power, the shore station being required to 
provide 155 kW to allow for power transmission and transformation losses (as per table 
2-3).  The design phase indicated that energy would be delivered by 2 x 85 kW (10 kV 
DC at 8.5 A) onshore power supplies, via two 100 km electro optical cables; each cable 
would contain a single copper core and 96 optical fibres. The voltage would be 
transformed to 375 DC at the seaward cable end terminal, using medium voltage 
converters (KM3NeT 2015a). Note: These figures were calculated during the design 
phase, and may differ from what was actually implemented. The data transfer rate is 
estimated to be 25 Gbps per block, using the ‘All to Shore’ method as demonstrated 





Table 2-3 Power budget for full detector (KM3NeT 2015a) 
Note: figures as per the original technical design report, actual implemented figures may differ. 
Overall Power Requirements 
Total load detection units 96 kW 
Interconnecting cable losses (375 VDC) 4 kW 
Interconnecting cable voltage drop <4% 
Associated science power 10 kW 
Medium-voltage converter power loss (η = 80%) 27.5 kW 
Total power at deep sea 137.5 kW 
Main cable loss 17 kW 
Total power loss 30% 
Shore power required 155 kW 
 
Main Cable characteristics 
Length (km) 100 
Type of power to be transmitted DC, sea return 
Maximum Voltage (kV) 10 
Maximum Current (A) 10 
Cable resistance (Ω/km) 1 
Number of fibres 96 
 
Progress to Date:  KM3NeT: Fr. 
The Oscillation Research with Cosmic in the Abyss (ORCA) Neutrino detector is located 
offshore Toulon, at a depth of 2,450m, 10 km from the ANTARES site (Coyle 2017).  It 
is part of the Mediterranean Eurocentre for Underwater Sciences and Technologies 
(MEUST) deep sea cabled observatory project (Ageron et al. 2013).  
Vallée et al. (2015) provide details of the power system, describing that the energy is 
delivered from the shore station to the six subsea nodes (three per cable) via two Main 
Electro Optical Cables (MEOCs). The transmission voltage of 3,700 VAC is stepped 
down to 400 VAC by transformers in the nodes. 10 kW of power is available at each 
node, cumulative across eight wet mate connectors. Six connectors at each node are 
specific for the use of Neutrino detector units, the two remaining connectors are 
multipurpose.  
KM3NeT (2021c) reported that the first MEOC cable was deployed in 2014, with the first 
node connection in 2015. The cable was replaced with a newer type in 2018 which was 
deemed more suitable for AC transmission. The first DU (string) was connected to the 
new cable in January 2019.   
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A prototype string had previously been connected in 2014, consisting of 3 OMs and 
successfully operating for in excess of a year (KM3NeT 2016a).   
The EMSO Module Interface Instrumented (MII) was also connected to node 1 in 2019;  
oceanographic parameters measured include dissolved oxygen, temperature, pressure, 
conductivity and particle beam attenuation (EMSO 2020b). A second ORCA node was 
deployed and connected in October 2020 (KM3NeT 2020a). The Neutrino detector units 
will be daisy chained from the node cables, 20m apart; the OMs will be spaced vertically 
on the DUs (strings) at 9 m intervals, therefore a building block of 115 DUs will cover 
almost 0.4 km3 (KM3NeT 2016a).   
34 optic fibres will be utilised in each of the MEOC (36 fibre Alcatel OALC-7 Electro-
optical) cables; 30 fibres will be used to communicate with and receive data from the DUs 
attached to the three nodes, two fibres used for the science instruments and two for the 
control network, the remaining two fibres will be kept spare (Vallee et al. 2015).  
The first six DUs attached to the node had collected six months of continuous data by 
July 2020 (KM3NeT 2020b).  KM3Net 2.0 will incorporate the installation and operation 
of 115 DUs i.e. a full ORCA building block (Adrián-Martínez et al. 2016).  
Progress to Date:  KM3NeT: It. 
The deployment site for the Astro-particle Research with Cosmic in the Abyss (ARCA) 
Neutrino detector is at the former NEMO site approximately 80 km from the Sicilian 
Coastline, at a depth of 3,500 m as described earlier in this section.  The ARCA system 
is designed to detect very high energy Neutrinos (KM3NeT n.d.); The OMs are spaced 
40 m apart vertically on the strings, and the distance between adjacent DUs is 100 m 
(KM3NeT 2016a). This gives the ARCA block five times the footprint of an ORCA 
block, which was optimised for the detection of lower energy neutrinos.  
Phase 1 ARCA planned the deployment of 24 full scale DUs, on the upgraded NEMO 
site.  A new Cable Termination Frame and two junction boxes were fitted to the existing 
100 km cable in July 2015 (KM3NeT n.d.).  The first complete vertical detector string 
was deployed in December 2015; it was connected by ROV to one of the junction boxes, 
and commenced sending data ashore (KM3NeT 2015b). The DU remained operational 
until a fault occurred in the cabled network in 2017.  The fault was repaired, and the 
detector recommenced operations in January 2019 (KM3NeT 2019c).   
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Phase 2 ARCA:  Two building blocks are planned at the ARCA site as part of KM3NeT 
2.0, each containing 115 DUs. The blocks will be in star formation as illustrated in figure 
5 below (Adrián-Martínez et al. 2016).   
KM3NeT (2020c) describes the cabled system as consisting of two separate MEOCs to 
provide power and data transfer to and from the shore. The second MEOC was deployed 
in December 2020; an Alcatel submarine network cable consisting of 48 optical fibres 
and two copper conductors. They also reported that shore station power plant was 
upgraded with equipment capable of delivering up to 80 kW of DC power.  The cable 
termination frame will be attached to the cable end at a later stage in 2021. It will be 
equipped with 16 sockets for the connection of the Detector Units  
 
Figure 5 KM3NeT-It ARCA © (Adrián-Martínez et al. 2016) 
Licensed Under Creative Commons: CC BY 3.0 https://creativecommons.org/licenses/by/3.0/ 
Progress to Date:  KM3NeT; Gr. 
The proposed KM3NeT-Gr test area off Pylos, Greece is currently used for trial and 
validation; an example of this being a prototype detector that was tested in 2017.  The 
device ran on batteries and logged data for four months (KM3NeT 2017).  Research 
infrastructure on site will be developed further when future funding becomes available 




Both the IOC of UNESCO and the GOOS 2030 strategy indicated that current ocean 
observation systems are inadequate and require to be increased over a broader footprint, 
as reported in section 1.3 above.  GOOS also recommended the use of lower cost, 
upcoming technologies.   
This prompted a thorough examination of the current capabilities of ocean observation 
technologies, identifying areas where additional research would be required. The 
literature and technology review highlighted the divide between shore connected cabled 
facilities and autonomous platforms in relation to energy availability, communications 
capabilities and spatial/temporal footprint, and can be summarised as follows: 
Energy: 
1. In general, cabled observatories and research vessels are found to offer high 
energy solutions, ranging from the 1,200 W (max.) provided to a COSTYANA 
connected node (2.4.8) up to the energy demand of a full scale design Neutrino 
observatory at 155 kW (from table 2-5).   
 
In comparison, energy demand in general is minimised on remote systems, 
attempting to ensure that they remain operable for the required deployment 
period e.g. the 3.6 V DD lithium batteries fitted to individual instruments on deep 
water moorings to provide energy (9 cells provide 42 Ah at 10.8V (Sea-Bird 
Scientific 2021))  
Communications: 
2. The vast majority of communications systems mounted BLOS were found to be 
telemetric transmitters with narrowband capabilities e.g. the short bursts of data 
transmitted from the Irish Marine Data Buoy Observation Network (IMDBON). 
They relay up to 1,960 bytes per message as detailed in 2.3.3 above, with the bulk 
of the raw data being downloaded when the device is recovered.  ARGO Floats 
and gliders are also examples of devices using narrowband satellite transmission, 
whereas subsea devices e.g. moored profilers rarely communicate except by 




Cabled observatories on the other hand are designed to provide wideband 
communications capabilities e.g. the 25 Gbps design transfer rate required by 
each Neutrino block.  Smaller observatories e.g. Obsea and EMSO-Molene 
provide connection speeds of up to 100 Mbps from their science instrument ports. 
Footprint: 
3. Although they were reported to have ‘limitless’ communications and energy 
capabilities, the cabled observatories examined have fixed footprints, but with 
good temporal resolution.  They are totally reliant on their shore stations and 
cannot be transferred easily to a different location if needed.   
 
The spatial footprints of buoys, gliders, drifters etc. are flexible, they can be 
deployed in an area where needed, then recovered and redeployed in an 
alternative area relatively easily.  Research vessels also have a flexible footprint, 
but a minimal temporal resolution: They visit stations and take readings on 
transits at prescribed intervals but may not re-visit that particular station for a 
year or more.  
 
The requirement for increased observations identified the need to reduce the gaps found 
in the study between cabled observatories and remote systems. This need focused the 
work on researching answers to the following questions: 
 
How can the footprint of a cabled observatory be expanded to increase its existing 
capabilities? 
 
What are the exact capabilities of a cabled connection, relative to an autonomous 
buoy or platform, and how is this related to their cost? (namely, quantify what gap 
needs to be bridged?) 
 
How can the utility afforded by the buoy or remote platform be extended to 




The latter question led to the investigation of upcoming or modified technologies that 
could possibly be exploited for this purpose, as detailed below in 2.7 and 2.8.  Current 
state of the art ROVs are investigated in 2.6 as being a possible example of a high end 
user.  Proposed methods of wideband communications BLOS are researched relative to 
being fit for purpose, then proposed methods of energy storage are identified, including 
recent developments into storage systems developed for military purposes, and for use in 
the oil and gas industry.  
2.6 Current State of the Art  
A selection of Resident ROVs and Hybrid AUVs. 
An underwater Remotely Operated Vehicle (ROV) is an unmanned submersible that is 
controlled by a pilot from a ship or platform topsides, or from a distant location across a 
communications channel. It remains tethered to its ship or platform or subsea docking 
station by an umbilical which provides it with energy and communications. Where 
necessary, the ROV is equipped with hydraulic or pneumatic systems for their work tools 
and or propulsion systems.   
ROVs are valuable assets when used in industrial and scientific applications, and can 
carry out a wide variety of functions as described in (Christ and Wernli Sr 2007a, 2007b). 
Current advancements in software control technologies and automation have led to the 
development of remote presence control systems with lower latency, enabling the devices 
to be piloted from remote onshore locations (Omerdic et al. 2014). Developments in 
autonomy, artificial intelligence (AI), machine learning and machine intelligence are 
enabling robots to work with minimal human interaction. Routine tasks can now be 
carried out independently without intervention, reducing the need for human pilotage 
unless the system encounters a specific problem or situation.   
Remote presence control and autonomy have led to the design and testing of several 
tethered resident ROVs and hybrid AUVs (as described further in Appendix E) capable 
of remaining on station for specific time periods without the need for service or recovery. 
These technologies will reduce operational costs by eliminating the need for a topside 
vessel and onsite pilot/operator during residency. Intervention, Maintenance and Repair 
(IMR) tasks can also be carried out without the need for recovery of the parent device 
(e.g. MRE generator), or the need for commercial diver deployment. The resident ROV 
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or AUV can be deployed and recovered in a range of weather conditions as it is garaged 
on the seabed, and is therefore not susceptible to surface wind and wave forces in the 
splash zone.   
The Norwegian IKM group claimed to provide ‘The world’s first commercial onshore 
controlled ROV operations’ in June 2017, by completing their company acceptance test 
(CAT) on Equinor owned Snorre B platform, located in the Norwegian North Sea 
(Trauthwein 2017). The Merlin Ultra Compact Vehicle Residential ROV (UCV R-ROV) 
used at Snorre B is an electrically powered work class ROV (IKM Subsea AS 2019a, 
2019b), that will remain submerged for long periods at a time. It was operational from 
January 2018, and remained submerged continuously for 50 days during its first operation 
(Society for Underwater Technology 2018). It reached the goal of remaining submerged 
for 100 days continuously off Snoree B in August 2020 (Maslin 2020).  It receives its 
power and communications capability from Snorre B, and can be controlled from the 
platform, or remotely from IKM Subsea’s Onshore Control Centre via fibre optic cable 
link (Maslin 2019a).   
Saab Seaeye Sabretooth AUV/ROV hybrid has the capability to dock at an underwater 
station for battery charging and data transfer (as described in Appendix E).  It is fitted 
with a 2 kW Blue Logic inductive charger that can transfer data at a rate of 80 Mbps 
(Maslin 2019a). Saab claim that the vehicle can be deployed on station for in excess of 
six months, and is capable of carrying out inspection, maintenance and repair (Saab 
2020).  It is controlled using iCONTM  software, and is capable of remote control using a 
4G or Satellite link (SAAB n.d.). The Sabretooth is based on the design of SAAB’s 
Double Eagle SAROV that was developed for military mine countermeasures (MCM) 
(Johansson et al. 2010). Saab Seaeye have joined forces with Ocean Power Technologies 
(OPT) to investigate the possibility of using its PB3 PowerBuoy to provide subsea battery 
charging and communications facilities for Saab’s  ROV/AUVs (Subsea World News 
2019).  
The Eelume snake-robot concept emerged from collaborative research between the 
Norwegian University of Science and Technology (NTNU) and the Norwegian based 
independent research group, Stiftelsen for industriell og teknisk forskning (SINTEF).  
Eelume subsequently partnered with Kongsberg Maritime and Equinor to advance toward 
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industrial operation, and has also received support from the Research Council of Norway, 
and Innovation Norway (Eelume AS n.d.).  
The concept was described by Liljebäck and Mills (2017) as being based on a robot 
comprised of articulated cylindrical segments, propelled by thrusters and capable of 
carrying out subsea inspection, maintenance and repair.  Its segments were reported to be 
modular and can therefore be configured depending on the tasks it is required to perform.  
It is said to be designed to operate with/without a tether and has a goal of remaining 
subsea for up to six months of residency. Because of its slender flexible form, it can access 
underwater areas that are inaccessible to conventional ROVs.  
The latest Eelume, the EELY 500 reached Technology Readiness Level 4 (TRL4) on the 
7 level TRL scale for Oil and Gas used by Equinor8 by demonstrating one month of 
battery powered subsea residency in 2018; it was fitted with a class 4 torque tool for 
inspection and intervention (Mills 2018). The system will be further tested in Autumn 
2021; two Eelume robots are scheduled to be deployed from a docking station at 
Equinor’s Asgard oilfield during upcoming pipeline inspection and intervention work. 
(Kongsberg Maritime 2020). 
Oceaneering’s LibertyTM  E-ROV system comprises of a modified e-Novus compact 
electric work class ROV, a subsea garage, and a surface buoy with data communications 
capabilities (Oceaneering 2019). The subsea systems are powered using a 500 kWh 
battery pack, rechargeable in-situ or topside; the twelve batteries are attached to the sub-
sea garage, 6 per side, and are designed to sustain two to three months of operations 
(Iversen 2020). The communications equipment on the buoy is fitted with an independent 
battery power supply, and provides a broadband data connection across a 4G or satellite 
network using an encrypted VPN channel (Oceaneering 2019). The ROV can be 
controlled from Oceaneering’s onshore mission support centre using their in-house 
Remote Piloting and Automated Control Technology (RPACT) software (Oceaneering 
2021a). The current bandwidth required to accommodate video teleoperation of the E-
ROV is 3 Mb up and 1 Mb down (Oceaneering 2020a).  
                                                 
8 (believed to be similar to the system used by the American Petroleum Industry API (2009) TRL scale as 
described in (Yasseri and Bahai 2020) 
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Enzmann (2018) described an offshore pilot demonstration conducted in June 2017 using 
E-ROV in the North Sea, demonstrating proof of concept. The system remained 
submerged for three weeks. The ROV carried out its required maintenance tasks under 
constant control from Oceaneering. It was consequently deployed for one month, 
assisting a drilling rig with its operations.  
The development of E-ROV was discussed further by (Oceaneering 2020b), reporting 
that system was subsequently awarded a contract by Equinor, to conduct IMR in the North 
Sea for a period of three years commencing in 2019. The first year of the contract saw the 
cumulative dive time totalling 3,790 hours, with the longest dive lasting for 60 days.  
Further details that were presented are tabulated in 2-4 below.  
Table 2-4 Liberty TM E-ROV Operations June 19-May 20 (Oceaneering 2020b) 
Operational Stats  
Number of Dives 24 (deployments) 
Dive time 3,790 hours (158 days) 




Statfjord B&C Periodic ROV inspection 
Oseberg A Periodic ROV inspection 
Johan Sverdrup Commissioning 
Johan Sverdrup Periodic ROV inspection 
Gullfaks A&C Periodic ROV inspection 
Fram East Operation of gas line flapper valve 
Troll A&B Periodic ROV inspection 
Valemond Riser inspection 
Asgard B Leak detection 
Snorre A Riser monitoring (x 110) 
Troll B&C Well Commissioning 
 
Oceaneering are also working on a second, longer term resident ROV/AUV hybrid project 
called ‘Freedom’, as mentioned in Appendix E. Freedom demonstrated its ability to 
successfully dock at an underwater station at Oceaneering’s Tau (Norwegian) test facility 




2.7 Long-Range options for Wideband Comms. 
This section investigates options for wideband BLOS communications necessary for 
remote teleoperation. HF and Satellite communications were chosen as modes of 
investigation; VHF and UHF operations are generally limited to line of sight, due to the 
curvature of the earth. A separate project is being conducted by a fellow CRIS researcher, 
investigating how the evaporation duct above the sea surface can be used to extend the 
range of communications beyond the horizon, using Super High Frequency microwaves 
(Robinson et al. 2019).   
Section 2.7.1 on satellite communications gives details of the current space-race to launch 
Low Earth Orbit (LEO) satellites, as it is anticipated that these devices will facilitate low 
latency, high bandwidth global internet connection. Electronically Steered Antennas 
(ESAs) are investigated in section 2.7.2, in relation to their suitability for use in offshore 
applications. The transience of HF Skywave propagation is investigated in section 2.7.3 
in relation to advances in HF technologies to overcome these issues. System tests are 
reported, including the latest known developments from Thales, using their 
SALAMANDRE cognitive modem to generate non-contiguous HFXL multi-carrier 
waveforms.   
2.7.1 Satellite Communications and Services 
Technological progression and increased Satellite deployment are augmenting 
opportunities for provision of remote satellite broadband links at sea. Companies such as 
Intelsat (in excess of 50 satellites) and Société Européenne des Satellites (SES) 
Luxembourg (in excess of 40 GEO and 20 MEO (O3b) Satellites), European 
Telecommunications Satellite Organisation (Eutelsat) France (39 GEO Satellites), and 
Telesat Canada (13 GEO Satellites) operate satellite fleets and teleport stations across a 
global footprint. Their systems aim to provide broadcast, video, telecoms, data, 
broadband, transport, military, energy and government capabilities across a range of 
services  (Intelsat 2020a; Eutelsat Communications SA 2021; SES 2021a, 2021b).  
Of most notable interest to Remote ROV/USV teleoperation are satellite systems with 
lower latency and higher throughput, i.e. systems with latency of less than 500 ms 
(including OS), and with network speeds of in excess of 280 kbps:  For example, 
XOCEAN USVs are currently capable of being controlled over Inmarsat FBB 250 
63 
 
(XOCEAN 2018), which has connection speeds of up to 284 kbps (Marsat 2020). System 
latencies are discussed further in 10.4.4 below. 
Technological advancements include supplementing the classic wide beam satellite 
coverage with High Throughput Satellites (HTS). These systems use spot beam 
technology to increase their transmission speeds.  As explained in Ippolito Jr (2017), 
narrower spot beams enable multiple frequencies to be re-used, increasing the system 
capacity within their allocated bandwidth.  Narrower beams also increase the Transmit 
and Receive gains, resulting in a higher effective isotropic radiated power (EIRP) on 
transmission and higher gain to noise temperature (G/T) at the Receiver (Ippolito Jr 
2017).   
An example of the use of spot beam technology in the maritime sector is Intelsat 
FlexMaritime; beams from HTS Ku band satellites are concentrated on busy traffic routes 
to ensure maximum connection speeds, backed up by Intelsat’s wide beam Ku satellites 
(Intelsat 2020b). The Intelsat Epic platform is another example of combining the use of 
older and newer satellite technologies; Intelsat use a combination of C, Ku and Ka Satellite 
bands with wide beam, spot beam and frequency re-use. Using this amalgamation, they 
have reported increased throughput and data rate, and a reduction in their costs (Intelsat 
2020c, 2020d). 
The use of Low Earth Orbit (LEO) satellites can be implemented to significantly reduce 
latency, power and antenna size.  As they orbit between 160 – 640 km above earth, (i.e. 
well below geostationary orbit of 35,786 km) the signals have a reduced transmission 
distance (Ippolito Jr 2008). However, a large network of LEO satellites are required to 
ensure continuous coverage between satellite passes, as their individual field of view is 
limited; for example the Iridium constellation requires 66 cross-linked LEO satellites to 
provide global coverage (Iridium Communications Inc 2019).  
The demand for global low latency, high throughput internet broadband has driven several 
companies towards planned LEO satellite constellations:  
 Amazon’s Project Kuiper filed plans in March 2019 with the International 
Telecommunications Union for a total of 3,236 LEO Satellites (Jee 2019). The 
planned launches include: 1,156 satellites at an altitude of 630 km,  1,296  
satellites at 610 km, and 784 satellites at 590 km (ITU Space Services 
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Submissions 2019a, 2019b, 2019c). The Federal Communications Commission 
(FCC) granted approval to Amazon for their 3,236 satellite constellation at the 
end of July, 2020 (Amazon 2020a).  
 
 OneWeb deployed the first six of its broadband satellites from a Soyuz vehicle 
launched from Guiana Space Centre, Kourou, French Guiana, on 27th February 
2019:  OneWeb aims to launch 648 LEO satellites and provide a commercial, 
global broadband service from 2022  (Boyle 2019; OneWeb 2019, 2020a). A 
further 107 OneWeb satellites were deployed in 2020:  34 satellites on the 7th 
February, 2020 from a Soyuz vehicle launched from Baikonur Cosmodrome, 
Kazakhstan, (OneWeb 2020b), 34 were deployed from the same location on 
March 21st (OneWeb 2020c), and 36 satellites were deployed from a Soyuz 
vehicle launched from the Vostochny Cosmodrome in Russia on December 18th 
(OneWeb 2020a). A recent announcement of $400 million in investment funding 
from SoftBank and Hughes Network systems will progress the development of 
OneWeb’s constellation (Foust 2021).  
 
 The world’s first 5G backhaul over LEO demonstration was carried out on 7th 
May, 2019; Telesat LEO Phase 1 satellite (launched in 2018) was used to conduct 
a successful test in coordination with the University of Surrey’s 5G test bed and 
Vodafone.  Results included latency measurements of 18–40 ms, and video 
streaming of up to 8k (Vodafone 2019). 
Telesat (2020a) reported that collaborative trials with Telefonica in June 2020 
had tested the viability of the LEO network across a range of applications, 
including:  high definition video streaming, video conferencing, remote desktop 
access, VPN connection, FTP encrypted file transfer and IPSec tunnel encryption.  
Latencies of 30 – 60 ms were experienced, round trip. 
 
Telesat has planned a constellation of 298 LEO satellites to provide global 
coverage, and is currently selecting a manufacturer for their equipment (Werner 
2020). They have entered into a $600M (CAD) agreement with the Canadian 
Government to provide affordable, high speed broadband across Canada (Telesat 




 SpaceX received approval in November 2018 from the Federal Communications 
Commission (FCC) to launch 4,425 satellites in LEO, and 7,518 in Very Low 
Earth Orbit (VLEO), operating at altitudes from 335-346 km (Federal 
Communications Commission 2018). On May 6th, 2020, SpaceX applied to the 
FCC for permission for a second generation Starlink constellation, comprising of 
30,000 satellites, at altitudes from 328 – 614 km.  (Press 2020).   
SpaceX aims to provide a Gen2 system that is low cost, includes remote coverage, 
and reduces latency to under 50ms (SpaceX 2020a).    
SpaceX launched 60 of their Starlink Broadband satellites on 23rd May 2019 from 
their Falcon 9 rocket. The first stage of the rocket was subsequently recovered on 
to the deck of a drone-ship, stationed in the Atlantic Ocean (SpaceX 2017):  
Falcon 9 was declared to be ‘the world’s first orbital-class reusable rocket’ 
(SpaceX 2020b).  The payload of satellites was deployed at an altitude of 440 km 
and travelled by independent propulsion (i.e. Hall-effect thrusters fuelled by 
krypton) to their working altitude of 550 km (Clark 2019).  
 
As at the end of 2020, SpaceX had launched a total of 955 Starlink satellites over 
16 separate deployments, 895 of which are in orbit (Foust 2020). Deployments in 
2021 to date (14/03/2021) include 70 satellites in January, 120 in February and 
120 in March so far (Cao 2021). Spacex commenced their Starlink beta offering 
for selected users in the Northern US and Southern Canada in October 2020, at a 
cost of $499 for hardware and $99 per month for anticipated speeds of 50–150 
Mbps (Cooke 2020).  Pikangikum First Nation in Ontario is possibly the first 
community in Canada to receive the Starlink service (Walters 2020), transfer 
speeds of up to 130 Mbps were demonstrated in (FSET Information Technology 
2020). Offerings were made to selected applicants in the United Kingdom in 
December 2020, at a cost of £439 for equipment and £89 monthly subscription 
(Arevalo 2021).  The first of UK users reported receiving their equipment in 
January 2021 (Ralph 2021).  
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Spacex are planning to extend their beta service to ‘near global coverage of the 
populated world in 2021’ (SpaceX 2021). Their Live Starlink satellite map is 
available at: (‘Starlink Map’ n.d.).   
Once operational, it is anticipated that these LEO constellations will provide globally 
competitive, high throughput, low latency broadband services, suitable for carrying out 
remote ROV /USV control worldwide. 
2.7.2 Electronically Steered Antennas 
The current, most notable disruptive technology in the mobile satellite antenna sector has 
been the development and market launch of Electronically Steered Antennas (ESAs) 
suitable for use in the super high frequency, Ku satellite band (12- 18 GHz). The narrow 
beam widths at these higher frequencies necessitate the use of accurate directional 
stability and precision pointing; this was previously achieved on board ship by using 
Mechanically Steered Antennas (MSA) for provision of Maritime Broadband. These 
parabolic dish-type antennas are steered by motorised gimbals, and are housed in large 
radomes mounted on the ships superstructure; for example, the  Sailor® 900 VSAT 
system consumes typically 175 W, 370 W peak and is housed in a radome with external 
measurements of 1.5 m high x 1.3 m Ø (Cobham 2020).  These systems are considered 
(by this body of research) to be unsuitable for mounting on an offshore marine monitoring 
buoy or platform due to their size, number of moving parts and power constraints.  ESAs 
combined with compatible satellite modems are considered to provide the best possible 
Maritime VSAT9 for remote ROV/USV piloting and communications over satellite 
broadband links.   
Passive phased array ESAs employ the use of phase shifters to ‘electronically steer’ an 
RF feed from a transmitter/receiver to and from array of antennas; the wave fronts emitted 
at different phases from each antenna unit join together to form a uniform wave travelling 
at the required angle of direction (Nikfalazar 2016). Active phased array antennas 
incorporate the use of multiple, computer controlled transmitters/receivers, one for each 
antenna element (Stutzman and Thiele 2012).  These technologies are currently being 
advanced to enable handling of the massive multiple-input multiple-output (mMIMO) 
challenge associated with 5G antenna base station design (Aslan et al. 2018).  
                                                 
9 Very Small Aperture Terminal 
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Kymeta corporation commercially launched their beam forming, flat panel ESA in 2017 
after receiving authorisation from FCC and Ofcom.  The FCC licence incorporated 
permission for installation of 1,000 Maritime earth stations on vessels (ESVs), whereas 
the Ofcom licence is unlimited (Kymeta 2017a). Consequently Kymeta systems are 
permitted to operate in the 48 countries that are members of the European Conference of 
Postal and Telecommunications Administrations (CEPT), as Ofcom standards comply 
with the European Electronic Communications Committee (ECC) with regard to ESVs 
(Kymeta 2017a).  Kymeta ESVs employ Metamaterial Surface Antenna Technology 
(MSAT) rather than conventional phase shifters and amplifiers. The diffractive 
technology uses liquid crystals to tune the elements on their metasurface (Stevenson et 
al. 2016; Kymeta 2019a). And (Stevenson et al. 2018) claim that ‘The use of liquid 
crystals (LC) as a tunable dielectric at microwave frequencies permits large-angle (>75°) 
beam scanning and fast tracking (~30°/sec)’.  
Successful sea trials were carried out in 2017 using Kymeta flat panel ESAs aboard an 89 
m sailing vessel Maltese Falcon; the yacht crossed the Atlantic Ocean from the Caribbean 
and entered the Mediterranean Sea.  The panels were said to exceed expectations, and 
remain connected despite the vessels pitch and roll motion (Kymeta 2017b). Kymeta 
ESAs have also completed a month long successful sea trial for a US Government 
customer in 2017; the devices were mounted on small boats traveling from inland 
waterways to distances of up to 100 miles offshore in varying sea conditions (Kymeta 
2017c). A Kymeta ESA has since been commercially deployed on a 76ft sport fishing 
vessel operating along the Florida Coastline, the Bahamas, Bermuda and into the mid-
Atlantic Ocean (FMC Globalsat 2019).  
 Kymeta received permission from the FCC in September 2020 to commercially launch 
their next generation u8 terminal in the US (Kymeta 2020a). Twenty five of the u8 
terminals commenced global beta testing in August 2020 (Kymeta 2020b), and the 
product was made available for commercial purchase after November 30th 2020 (Kymeta 
2020c). The Kymeta u8 currently operates with Ku band satellites and is configurable to 
avail of LEO constellations when available (Kymeta 2020c). The antenna is available 
singularly, or packaged with a SATCOM embedded modem. Antenna power 
consumption is stated to be 35 W typical, 450 W peak as at 30th September, 2020 (Kymeta 
2020d), and 150 W typical, 510 W peak with embedded modem (Kymeta 2020e).  
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A second early developer, Phasor Systems, was acquired by Hanwha systems in June 
2020 (Phasor 2020a).  Phasor (2021) describe how their technology employs the use of 
application-specific integrated circuits (ASIC) connected to an array of tiny patch 
antennas to control the phase and amplitude of the signals. Embedded microprocessors in 
each circuit employ software defined antenna architecture to digitally steer the beams, 
producing individual beam focus in the required direction; this enables multiple 
independent beams to lock onto signals from two satellites concurrently. As the panels 
are modular, additional units can be added to the array to increase data throughput. 
Phasor demonstrated the capability to connect with and track a Kepler LEO satellite:  
Kepler anticipate uplink/downlink connection speeds of 10 Mbps with a 30 cm2 antenna, 
based on the test results (Henry 2018).  
Amazon have announced connection speeds of up to 400 Mbps on their Ka band, overlaid, 
phased array antenna when tested with a geostationary satellite (GEO).  Their antennas 
are currently under development for use with their project Kuiper systems (Amazon 
2020b).   
Other variations or technologies currently under development include SatixFy 
Electronically steered silicone based multi beam antennas, Gilat electronically steered, 
phased array antenna, Viasat, and Alcan systems liquid crystal phased array technology 
(Alcan Systems Gmbh 2018; SatixFy 2019; Gilat 2020; Viasat 2020).  The technologies 
are discussed further in 10.4.4 below, including considerations when mounting the ESAs 
on a remote buoy or platform. 
2.7.3 Advances in HF Technologies: 
The Ionosphere is a section of the earth’s atmosphere situated approximately 80 – 1600 
kms above the earth’s surface (Heelis and Maute 2020).  It protects the earth by absorbing 
some of the harmful UV rays from the Sun; these rays ionise particles in the atmosphere 
to form the ionosphere.  HF Skywave Propagation exploits the refractive properties of the 
inside of the ionosphere; transmitted RF signals directed towards the ionosphere can be 
bounced to a receiving station on earth to achieve Beyond Line Of Sight (BLOS) 
communication (National Research Council 2004). The distance between the transmitter 
and the nearest receiving point on earth is known as the skip distance, and can vary in 
accordance with the frequency of the transmission, the angle of radiation from the 
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antenna, and the ionospheric state: The area of no reception inside the skip distance is 
known as the skip zone (DeMaw 1985).  Greater transmission distances can be achieved 
when the signal multi-hops between the ground and/or the lower layers of the ionosphere; 
for example, the ocean acts as a good reflector for radio signals (Poole 1999).  
The Ionosphere is comprised of several ionised layers (known as F, E and D) with 
transient properties; as the gas molecules become ionised principally by the sun’s ultra-
violet radiation, they are susceptible to diurnal, seasonal and magnetic (solar cycle) 
variation (Poole 2016).  During daylight hours, the highest section (F) separates into two 
distinct layers; F1 at altitude of c. 200 km and F2 at c. 450 km; both layers join together 
to form the F layer at night, centred at an altitude of c. 350 km (Irish Radio Transmitters 
Society n.d.). Sufficient residual free electrons remain in the F layer at night to support 
communications at lower frequencies than during the day i.e. the Maximum Useable 
Frequency (MUF) decreases with reduced ionisation at night (International Civil Aviation 
Organization 2010).  The E layer, centred at an altitude of c. 150 km, reaches maximum 
ionisation at noon, and can refract frequencies below 10 MHz that have not been absorbed 
by the D layer (Irish Radio Transmitters Society n.d.).  Anomalies occurring within the E 
layer can cause refraction at higher frequencies; these include Sporadic E propagation, 
meteor burst/ meteor scatter and auroral backscatter.  These phenomenon cause temporary 
sheets/patches in the E layer with increased ionisation levels, enabling refraction of 
frequencies up to and possibly beyond 220 MHz (Emslie 2013). The weakly ionised D 
layer absorbs RF energy at low frequencies (below 3-4 MHz) during the day, and is 
positioned at an altitude of c. 70–80 km. (Irish Radio Transmitters Society n.d.).  Radio 
waves at higher frequencies travel through the D layer and are not refracted. The D layer 
disappears at night (US Air Force Operational Weather Squadron n.d.), permitting the 
possibility of successful skywave propagation at lower frequencies. 
The transient properties of the ionosphere provide constant challenges for HF skywave 
transmission and reception.  Signal fading can result from: 
 Multipath propagation/intermodal multipath i.e. the signal can take a variety of 
paths between the transmitter and the receiver, e.g. if signal refraction occurs in 
both the E and F layers, the received signals can have different time losses and 
phase shifts (Perry 1983).  
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 Changes in signal polarisation due to reflection and refraction in the ionosphere 
(The COMET Program 2018). 
 Travelling ionospheric disturbances that can cause varying RF interference 
(Bolmgren et al. 2020).  
HF bands (3–30 MHz) are also very susceptible to background noise from both man-
made and natural sources. Natural sources include cosmic and galactic noise coming from 
space, atmospheric noise travelling in the Ionosphere, and local atmospheric static e.g. 
lightening (Radio Society of Great Britain 2017).  It is believed that sources of man-made 
noise on a remote buoy/platform would be generated by the on-board electronic 
equipment, e.g. Switched-Mode Power Supplies (SMPS), and by power generation and 
transmission systems such as solar panels, wave/wind energy generators.   
HF predictive propagation models have been developed for forecasting suitable working 
transmission frequencies. The models identify the frequencies that will provide the 
highest Signal to Noise Ratio (SNR) with respect to the transient properties of the 
ionosphere for a given time and location. Models developed by the Institute for 
Telecommunication Science (ITS) (United States Department of Commerce, National 
Telecommunications and Information Administration) include:   
 Voice of America Coverage Analysis Programme (VOACAP),  
 The Ionospheric Communications Enhanced Profile Analysis and Circuit 
Prediction Program (ICEPAC)  
 REC533; a model derived from the International Telecommunication Union’s 
recommendation no: ITU-R P.533 (International Telecommunication Union 
2019).  
The models can be downloaded from the ITS website (Institute for Telecommunication 
Sciences n.d.).  
An example of the use of the VOACAP online HF Predictive (Maritime) model  
(Perkiömäki et al. 2020) is illustrated in figure 6 below; transmission frequencies chosen 
were at 2 MHz, 8 MHz and 12 MHz. The transmission position was set at 53.4095º N, 
10.6348º W with the receiving station off the coast of Portugal at 39.3683º N, 10.5469º 




Figure 6 Circuit Reliability Plot © (Perkiömäki et al. 2020) 
 
Positional, diurnal and seasonal variation are illustrated in the imbedded circuit reliability 
plot.  It can be noted from the simulation that: 
 The 2 MHz signal (in blue) is absorbed by the D layer during daylight hours, and 
refracted by the E/F layer at night i.e. this permits the possibility of successful 
skywave propagation during darkness.   
 The 12 MHz signal (in purple) proves not to be reliable during darkness as it 
exceeds the MUF when ionisation decreases in the F layer at night.   
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The VOACAP model accounts for the number of sun spots, and can also be configured 
to accommodate for differences in modulation, transmission power, local noise and 
antenna type (Furman 2019).  
Advances in the development of Wideband HF technologies are principally driven by 
Military goals i.e. the requirement to provide reliable long distance, lower latency, 
wideband data transmission in satellite denied locations.  Traditional 3 kHz wide HF 
channels that gave a maximum throughput of c. 9,600 bps per channel (Johnson 2016) 
have been superseded by WBHF waveforms using up to 16 channels to obtain 48 kHz of 
channel bandwidth with an increased throughput of up to 240,000 bps (Isode 2018a). 
These data modem waveforms are standardised in the US military by the Department of 
Defence Interface Standard MIL-STD-188-110C appendix D for 24 kHz bandwidths, and 
MIL-STD-188-110D appendix D for 48 kHz bandwidths; the latter has a NATO 
equivalent i.e. Standardisation Agreement (STANAG) 5069 (van Wyk 2019).  
Automatic Link Establishment (ALE) was introduced to automate optimal frequency 
selection between two or more stations, and adapt to changes as necessary to maintain the 
link (Menold 1995). Spectrum sensing is used to identify suitable stretches of adjacent 
bandwidth that are available for WBHF transmission (Johnson et al. 2013). Wideband 
Automatic Link Establishment (WALE) or 4th Generation ALE (4G ALE) is currently 
standardised in the US military under Appendix G of MIL-STD-188-141D.  These 
systems are backwards compatible with earlier versions i.e. 2G and 3G ALE to ensure 
interoperability (van Wyk 2019).   Wideband Automatic Repeat Request (ARQ) protocol 
is implemented for error control; if an error is detected by the receiver, it sends an 
automatic request to the transmitter to re-send the data (Jorgenson and Nelson 2012). 4G 
ARQ is standardised by STANAG 5066 WB (RapidM 2018a).   
The key area of interest in WBHF technologies (in this body of research) is to assess their 
potential for providing communications capacity sufficient to enable real-time 
teleoperation of a resident ROV through a remote connection. Therefore the capabilities 
of a system would be required to be examined to determine suitability.  The following 
exercises measured HF capability over a number of parameters:  
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 The Rockwell Collins WBHF test team commenced on-air testing of a modem capable 
of generating 12 kHz WBHF waveforms in January 2010, with results summarised in 
table 2-5 below  (Johnson et al. 2013).  
Table 2-5 WBHF test summary, Rockwell Collins 2010  
Date Location Max. Data Rate (kbps) 
 kbps 
Propagation Mode 
January, 2010 Near Cedar Rapids, Iowa 32 Ground Wave 
12 February, 
2010 
Cedar Rapids Iowa to 
Richardson Texas (1094 km) 
38.4 Sky Wave 
17 February, 
2010 
Cedar Rapids Iowa to 
Richardson Texas (1094 km) 
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In March 2011, Rockwell Collins participated in exercise ‘Trident Warrior’; an on-air test 
using the US Navy HFIP protocol. An IP network on WBHF was set up across four 
stations located at Cedar Rapids, Iowa; Richardson, Texas; Ottawa, Canada; and Las 
Cruces, New Mexico (Johnson et al. 2013). This network was used to demonstrate near 
real-time video streaming capabilities between the two stations located at Las Cruces and 
Cedar Rapids (1,700 km apart) (Shatzer and Hardinger 2011). H.264 video coding was 
used at a frame rate of 15 frames per second (Johnson et al. 2013).  The transmission 
lasted approximately 30 minutes at a data rate of 38.4 kbps across a bandwidth of 18 kHz 
(Shatzer and Hardinger 2011). Many video transmission tests were said to be carried out 
between the stations during this exercise (Nelson and Jorgenson 2012). 
Latency measurements are not given for video transmission carried out across WBHF in 
the exercises described above, however it is known that the medium and long interleavers 
used for this application cause increased latency, resulting in lengthened cycle times 
(Jorgenson and Nelson 2012). 
Alexander (2012) reported that the first UK over the air WBHF trials using standardised 
MIL-STD-188-110C waveforms were carried out in February-March 2012.  A temporary 
licence for 24 kHz bandwidths was granted by OFCOM at 3.613, 6.390, 7.975 and 13.047 
MHz.  Ground wave trials were carried out between Blandford and Portsmouth (40 miles), 
with sky wave trials between Arbroath and Portsmouth (400 miles).  The maximum 
modem data rate during the sky wave trials gave a maximum throughput of 57.7 kbps  
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An example of a currently available WBHF device is the RapidM RM10 Wideband 
Software Defined Modem (SDM) with ALE capability (RapidM 2018b).  The modem is 
described by RapidM (2018) as being designed to comply with Standards MIL-STD-188-
110C, and 141D for BLOS communications;  It can produce Wideband HF Data 
Waveforms (24 kHz) with a data rate of up to 76,800 bps for skywave/BLOS channels 
and up to 120,000 bps for ground wave applications.  It was designed for strategic and 
maritime communications and can also generate narrowband HF/LF modem waveforms.  
It is reported to comply with HF WALE / 4G ALE, and is backwards compatible with 2G 
and 3G ALE standards  
HF XL multi-carrier waveforms currently under test by Thales add a further cognitive 
function to their modems; they enable up to 15 non-adjacent 3 kHz channels to be selected 
and combined to provide a maximum throughput equal to WBHF.  They are  specified in 
STANAG 4539 Appendix H (Isode n.d.).  The modem can dynamically adapt to available 
bandwidth on the spectrum, avoiding crowded and jammed frequencies.  HF XL 
throughput is capable of supporting IP and Video transmission (Thales 2019). Increased 
SNR and data rate are anticipated compared to WBHF as the selected narrow band 
channels do not need to be contiguous; the 24 kHz of adjacent bandwidth necessary for 
maximising WBHF is often not feasible. Turbo coding is used to increase efficiency 
(Lamy-Bergot et al. 2015).   
LAMY-BERGOT et al. (2017) presented a report on the successful tests Thales have 
conducted using their Salamandre demonstrator modem between Toulon and Paris in 
December 2016, and from a Mistral Class assault Ship in the Mediterranean sea to Toulon 
in June 2017. The ship was in transit from Toulon to Barcelona during the exercise.  
Transmission speeds of up to 134.4 kbps were recorded, across transmission distances of 
up to 170 Nm using sea wave propagation. Sea wave to sky wave propagation transitions 
were tested, and were found to be resilient.  
The HF XL Salamandre modem was subsequently successfully demonstrated to NATO 
representatives on October 12th, 2017 over a distance of 730 km (LAMY-BERGOT et al. 
2018). And was successfully tested between the United Kingdom and France in June 
2018, including demonstration of robust, continuous capability to transmit data over 4 
overnight periods (Bernier et al. 2018).  
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Software developers Isode conducted an investigation into the performance of IP 
applications over a simulated HF network using NATO STANAG protocols.  Isode’s Icon 
5066 (Isode 2018b) was used as a STANAG 5066 server,  in tandem with Icon-PEP (Isode 
2020a) to provide an F12 IP client10 and HF-PEP (Performance Enhancing Proxy).   
TCP performance was measured over a variety of data sizes and transfer speeds, and the 
following results were tabulated in 2.6 (Isode 2020b).  
Table 2-6 Size and speed analysis for HF-PEP (Isode 2020b) 
Licensed Under Creative Commons: CC BY-SA 4.0 https://creativecommons.org/licenses/by-sa/4.0/ 
Speed 
(kbps) 










240 1 1.8 1.9  1.9  1.9  4  
240  10 1.4 2.7  11.6 11.6 4  
240  100 25.7 1.9  12.9 12.9 4  
240  1,000 73.8 3.4  45 38 8  
240  10,000 90.7 5.4  367 166 3  
9,600 1 10.6 7.9 7.9 7.9 7 
9,600 10 29.3 8.2 28.4 28.4 7 
9,600 100 77.2 11.1 108 108 8 
9,600 1,000 90.6 12.9 919 579 7 
9,600 10,000 92.2 10.3 9,037 606 7 
1,200 1 67.8 9.8 9.8 9.8 4 
1,200 10 80.9 21.2 82.4 82.4 3 
1,200 100 89.1 17.4 748 748 4 
300 1 66.7 40.0 40.0 40.0 9 
300 10 79.1 71.2 367 367 8 
 
It can be concluded from the test results that TCP connections are viable over HF 
networks, however, current latency measurements in the above system would not permit 
ROV teleoperation.  
2.7.4 Overcoming System Latencies  
Developments in autonomy, machine learning and Artificial Intelligence (AI) are 
enabling robots to work routinely without human pilotage, unless the system encounters 
problems or anomalies e.g. the use of vision systems for mapping, tooling and navigation 
(Rossi 2018). Reducing tele-operative tasks and increasing autonomy also reduces the 
                                                 
10 to comply with STANAG 5066 Annex F Section 12 IP Client specification 
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need for wideband communication capability during routine operations e.g. the use of 
vision based autonomous docking for work class ROVs (Trslic et al. 2020).   
The EU project titled ‘Effective Dexterous ROV Operations in Presence of 
Communications Latencies (DexROV)’ was an example of a system developed and tested 
to continue operation despite issues with latency and signal interruption (Di Lillo et al. 
2018).   The ROV was deployed from a vessel equipped with a Marine VSAT system and 
controlled from a shore station across a satellite connection.  The service provided a 
nominal uplink speed of 768 kbps, downlink 256 kbps, and a nominal round trip latency 
of 620ms (Łuczyński et al. 2017).  The stereo imaging system on the ROV sent 
information to the surface vessel, where a 3D map of the location was generated and 
transmitted ashore via satellite link to the control centre (Łuczyński et al. 2017). The pilot 
in the control centre could then carry out tasks in the simulated or virtual environment.  
A cognitive engine monitored the pilots operations, and transferred information about the 
tasks across the satellite link to a proxy cognitive engine on the ship. The proxy then 
adapted the information in relation to changes in the actual environment relative to the 
model before sending the trajectory to the control system; control signals were then 
generated and sent to the ROV to achieve the required response (Di Lillo et al. 2021).  
Removing the need for a wideband video stream allowed the system to continue 
operations despite latencies. 
General Automics Aeronautical Systems, Inc. (GA-ASI) have created a software adapter 
to manage latency through HF transmissions; they gave the first demonstration of 
command and control of an unmanned aircraft over a HF link, BLOS in January 2020.  
GA used a FLEX-6600 software defined radio, and controlled the aircraft over a HF link 
over a distance of 1,000 miles (General Atomics 2020).  A second demonstration flight 
was conducted on December 16th 2020 (Nelson 2021).  It is believed that the control link 
has a range of up to 8,000 miles (Military Leak 2021). Command and Control software 
systems such as Systematic’s SitaWare Suite are demonstrating the ability to operate over 
HF links by reducing their required bandwidth (Systematic 2020);  these systems enable 
military tacticians to remain operational in satellite denied locations, and avoid situations 
such as demonstrated by the alleged Russian interference with Ukranian communications 
systems (Asymmetric Warfare Group 2016) (Trevithick 2019).  These events resulted in 
renewed international interest in HF propagation methods as alternatives, and have 
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advanced technology development (Woodford 2021). It is believed that these 
advancements will in time also benefit marine operations, possibly offering a viable 
alternative communications solution for industrial BLOS control systems. 
2.8 Energy Systems and Storage Technologies 
The increased complexity of resident and autonomous systems deployed at sea has led to 
the need for increased onsite energy storage.  The existing batteries deployed on ocean 
observational data buoys would not have the capacity to energise subsea robots.  For 
example, the Mobilis DB 8000 Buoy used during this project (as detailed further in 
section 3.3.2 below) is powered by 8 x 12 V x 118 Ah Absorbent Glass Mat (AGM) 
sealed lead acid Batteries. These batteries are leak proof, as the tightly packed AGM 
layers absorb the acid electrolyte. They are favoured over lithium-ion batteries for this 
application, due to the latter’s augmented susceptibility to thermal runaway; an event 
which occurs when one of the battery cells overheats, resulting in its internal components 
breaking down exothermically and releasing flammable gases.  The heat continues to rise 
rapidly, leading to battery fires and possible explosion (Somandepalli and Marr 2017; 
Warner 2019). Thermal runaway can be caused by a short circuit, overheating, 
overcharging, or excessive charge or discharge current (Kong et al. 2018; Mangler 2018), 
therefore would not be suitable for mounting in a buoy topsides, as the buoy is susceptible 
to impact damage from storms and ship-strikes (Sea Technology 2020).  Lithium-ion 
batteries need to maintain a limited operating temperature to prevent thermal runaway 
e.g. a safe temperature range of +5ºC to +45ºC is required for a Victron energy Lithium 
SuperPack while charging (Victron Energy 2020).  
The increase in demand for subsea robotics i.e. Resident ROVs , MUVs, UUVs and 
underwater docking and charging stations, has led to the design and development of 
subsea power systems that utilise lithium-ion storage technologies (Somandepalli and 
Marr 2017), despite their volatility.  Although still considered costly compared with lead 
acid alternatives, the price ($/kWh) of lithium-ion batteries has dropped by almost 90% 




Figure 7  Lithium battery price reduction (Roper 2020) 
Licensed Under Creative Commons: CC BY-ND 4.0 https://creativecommons.org/licenses/by-
nd/4.0/legalcode 
BloombergNEF predict additional price reductions, dropping to $94/kWh by 2024 and 
further to $62/kWh by 2030 (Goldie-Scot 2019).  The demand for the development of 
lithium-ion storage batteries suitable for use in electrical vehicle applications has 
increased the reliability, availability and affordability of these technologies; these 
advancements have significantly benefited their development for subsea energy storage 
systems.  
Dynamic discharge performance tests (DDP) as described by (Mulder et al. 2011) were 
carried out as part of a study on rechargeable energy storage solutions for plug-in hybrid 
vehicles (Omar et al. 2012).  Energy densities and efficiencies was reported as follows, 
in table 2-7. 
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Table 2-7 Energy densities and efficiencies 
Storage System Energy Density (Wh/kg) Efficiency (%) 
Lithium Iron Phosphate 
(LiFePO4) 
70-110 84 - 9611 
Lead Acid 23 – 28 75 - 85 
Nickel Metal Hydride 
(NiMH) 
44 – 53 74 
Nickel Cadmium (NiCad) No value given 65 
 
This analysis demonstrated the increased energy density and efficiency of lithium-ion 
storage systems in comparison to alternative technologies. Southwest Electronic Energy 
Group (SWE) claim that their SeaSafeTM lithium-ion batteries are capable of delivering 
four times more energy than lead acid batteries, and six times more energy at depth in 
colder temperatures (Adams and White 2013). Power densities of lithium-ion storage 
systems tested also eclipsed their competitors, with a range of 300–2400 W/kg being 
recorded, as opposed to 200–400 W/kg for lead acid and 90–120 W/kg for nickel metal 
hydride batteries (Omar et al. 2012).  These figures could be a significant deciding factor 
for the provision of technologies to deliver the required power supply to a resident ROV.   
It is known that lead acid batteries decrease in capacity as the discharge current increases 
(Cugnet et al. 2010), and approximate values can be calculated by using Peukert’s law, 
whereas a higher discharge current and temperature will increase the capacity of a 
lithium-ion battery (Doerffel and Sharkh 2006).  This feature is also very significant to 
ROV applications because of the increase in current draw during operations (see predicted 
energy budgets in 9.3.1 below).  
Depth of discharge and cyclic life are also relevant deciding factors for long term power 
storage solutions. The AGM batteries currently used in the Mobilis DB 8000 buoy have 
an expected life cycle of 550 charges at 50% DoD (Haze Battery Company 2017) in 
comparison with a Victron Energy Lithium SuperPack 12.8 V, 20-200 Ah LiFePO4, that 
has an estimated cycle life of 5,000 cycles at 50%, and 2,500 cycles at 80% DoD (at 25ºC) 
(Victron Energy 2020). Southwest Electronic Energy Group (SWE) claim that their 
                                                 
11 Values measured from graph in figure 7 of  (Omar et al. 2012). 
80 
 
SeaSafeTM lithium-ion batteries are capable of withstanding eight times the life cycle of 
lead acid batteries (Adams and White 2013). 
Safety and reliability measures have been developed, implemented and tested; these 
systems strive to reduce the risk of and prevent propagation of thermal runaway in 
lithium-ion cells. Built-in Battery Management Systems (BMS) sense battery health i.e. 
cell temperature and voltage, and disconnect the battery in the case of excessive charge 
or discharge currents, or an excessive temperature increase.  An example being the 
Victron energy Lithium SuperPack with integrated BMS (Victron Energy 2020). The 
BMS controlling the battery systems architecture is contained within the battery pack 
(White and Adams 2013).  General Automics (GA) have developed a systems architecture 
to prevent an individual cell fault from transferring to adjoining cells within a battery 
(General Atomics 2021).  This system prevents an occurrence of thermal runway surging 
to the remaining undamaged cells, allowing the rest of the battery to operate successfully.  
The overall reduction in capacity is minimised as the battery is made up of a large number 
of cells.  These Lithium-ion Fault Tolerant (LiFT) batteries have been approved for 
undersea vessel applications, and were tested by the US Navy in their S301 manned 
submersible in April 2016.  They have been classified by Det Norske Veritas & 
Germanischer Lloyd (DNV GL) (Seapower 2020).  GA were awarded a contract in 2017 
to provide LiFT batteries for smaller UUVs i.e. the US Navy’s Semi-Autonomous 
Hydrographic Reconnaissance Vessels (SAHRV) (General Atomics 2017). A prototype 
LiFT battery system is also being developed for test in the US Navy’s Large-
Displacement Unmanned Undersea Vehicle (LDUUV) “Snakehead” (Navaltoday 2019). 
The U.S. Special Operations Command (USSOCOM) have recently agreed to use LiFT 
batteries as the propulsion source for a Dry Combat Submersible (DCS) after successful 
sea trials (DefPost 2020). 
Current autonomous electrical power generator and/or lithium-ion storage systems under 
development for subsea platforms include the EC-OG subsea power hub as per figure 8 
(EC-OG 2019). Their energy storage system has a capacity of up to 750 kWh (scalable 
from 5 kWh). In an email to the author (March 2021) Paul Slorach (Business 
Development director, EC-OG) stated that the storage system can use a range of supply 
sources, including ocean currents and tides, wind, solar, fuel cell, or vessel power supply.   
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The energy hub was successfully bench tested in 2019, providing power to a commercial 
Subsea Control Module (SCM) for a North Sea operator, supported by the Oil & Gas 
Technology Centre (Subsea UK 2019).   
EC-OG were reported to have made a substantial investment in 2020 on in-house battery 
manufacturing equipment for their HALO energy storage systems; this facility will give 
EC-OG the freedom to develop and customise their batteries onsite, assisting with 
prototyping, testing and standardisation (Subsea World News 2020). The HALO system 
will be tested in tandem with seaRAY autonomous offshore power system (AOPS) which 
is expected to be launched commercially in 2021 (Garanovic 2020).   seaRAY is an 
autonomous wave generation system currently under development for offshore residency 
(CPower 2019). 
 
Figure 8 EC-OG’s subsea power hub (EC-OG 2019) 
  Ocean Power Technologies (OPT) are working with NEC Energy Solutions on a subsea 
lithium-ion energy storage system for their surface wave energy converters.  Their current 
wave energy system (PB3) can output an average of 8.4 kWh/day, site dependent (Ocean 
Power Technologies 2020a) and is fully commercialised.  They have also developed a 
Hybrid power buoy with a peak payload power of 1 MW.  Energy is generated using solar 
panels and a 1 kW Stirling engine, and stored in lithium ion phosphate batteries (Ocean 
Power Technologies 2020b) . They are targeting customers in the oil and gas industry, 
science and research, defence, security and communications (Ocean Power Technologies 
2021). OPT energy storage systems can also be used separately to their generators, in the 
form of their Subsea Battery solution, introduced in August 2020 (Offshore 2020).  The 
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LiFePO4 battery storage bank has a capacity of 132 kWh, and can deliver a peak power 
of 15 kW (Ocean Power Technologies 2020c).  
Fuel Cell Systems offer viable alternatives to battery storage systems for subsea energy 
delivery.  As explained in Sea Technology (2018), Proton Exchange Membrane (PEM) 
or polymer electrolyte membrane fuel cells operate when fed with pure oxygen and 
hydrogen; the gasses react electrochemically to produce electrical energy and water i.e. 
they do not emit harmful by-products. They are reported to be highly efficient and can 
produce high levels of power.  The reactant gasses can be stored onsite. Note: The 
generation of hydrogen is also considered to be a suitable solution for practical storage of 
energy excesses from renewables  
The S2C Subsea Supercharger from Teledyne Energy Systems is a PEM fuel cell system 
suitable for producing a power output of up to 20 kW, with up to 30 MWh of storage 
(Teledyne Energy Systems n.d.).  The modular reactant storage system is mounted on the 
Subsea Power Node, and is currently commercially refillable (Teledyne Energy Systems 
2019).   
2.9 Concluding Remarks 
The literature and technology search highlighted the divide between cabled ocean 
observatories and remote buoys or platforms, identifying a need for further investigation 
into the actual measured capabilities of both systems.   
 
This knowledge is necessary to quantify the gap that requires to be bridged to facilitate 
remote operations, i.e. to answer questions such as: What are the measured real-world 
capabilities of a cabled connection, relative to an autonomous buoy or platform and how 
is this related to their cost? How can this divide be bridged? 
 
Once this gap in the knowledge has been addressed, it will be possible to examine how: 
(i) the footprint of the cabled observatory can be expanded to increase its capabilities 
and (ii) how the utility available on the buoy or platform can be extended to facilitate a 
high end user.  
This latter requirement led to an investigation into existing and future technologies that 
may be used, repurposed or improved to expand the capacity of relatively lower cost 
Ocean Observation Technologies. The investigation detailed in sections 2.7 and 2.8 
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above provided a number of possibilities that would warrant further research to 
ascertain their suitability for the proposed application. e.g. could sufficient energy be 
generated and stored remotely to facilitate satellite teleoperation using an ESA mounted 
on a buoy? and how can technologies under development for the oil and gas industry 
can be exploited for observational purposes? 
The following two chapters describe the materials and methods that were used to quantify 
the capabilities of an existing cabled observatory connection relative to an autonomous 
buoy or platform.  These measured figures formed the foundation for the capability study, 
and part of the first contribution, namely:    
The extensive study and analysis of a cabled seabed observatory connection and 
examination of the potential to achieve similar utility from a buoyed platform 




















Chapter 3. Use of Existing Infrastructure 
 
3.1 Concept Overview 
The interpretation of the project proposal and the structure of the research program 
concentrated the work on the investigation of cabled observatory utilities and examination 
of the potential to achieve similar capabilities from remote buoyed observatories and 
ocean platforms.   
Elements of the proposal went on to form the subject of a successful (Marine 
Institute/SmartBay) National Infrastructure Access Programme (NIAP) application (LS-
16009) titled ‘Options for Expanding the Working Footprint of a Deep Sea Cabled 
Observatory Node’, which bought considerable additional resources into the work 
program (SmartBay 2018).  
The NIAP project incorporated the build and development of three low cost science 
payloads, namely a Lagrangian wave buoy, LWIR solar energy monitoring system and a 
smart networked configurable communications cabinet.  The cabinet formed the gateway 
on the Mobillis DB 8000 surface buoy at the Galway Bay Marine and Renewable Energy 
Test Site, effectively demonstrating the expansion of the working footprint of one of the 
science ports on the subsea observatory, as pictured in figure 9.  The cabled interconnector 
(between the subsea observatory and the communications cabinet) availed of the Ethernet 
communications and energy provided by the cable end equipment (CEE); the networked 
cabinet controlled and monitored the expansion of the science port through remote 
internet access across the interconnector. The adjacent working platforms communicated 
with the parent buoy through RF links. 
The wave buoy and solar energy monitoring system were developed to demonstrate the 
effective expansion of the footprint of the cabled observatory node, however, their key 
purpose was to provide the dataset to describe and quantify the energy and 
communications demands of a typical deep field installation using systems that would be 
reasonably available offshore. 
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The detailed analysis of this data collected in situ set the benchmark for what energy 
levels and communications capabilities would be required to be provided on a remote 
surface buoy or platform. 
Section 3.2 below gives a brief outline of the existing Galway Bay Marine and Renewable 
Energy Test Site and subsea observatory.  Specific detail about the existing Mobilis DB 
8000 buoy (that was used during the project) are given in section 3.3, elaborating on its 
moored location and energy capabilities. Subsection 3.3.3 deals specifically with 
calculation of the daily system charge required to operate the existing instruments 
mounted on the buoy. 
 
Figure 9 Test Site Schematic 
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3.2 Cabled Observatory  
Use of Existing Infrastructure: Galway Bay Marine and Renewable Energy test site and 
Cabled Subsea Observatory.  
Ireland’s National marine test and demonstration facility is situated in Galway Bay, 2.83 
km from Spiddal Pier, and 1.27 km from nearest landfall (Marine Institute 2015b). It 
consists of a 37 hectare Test Site (670 x 560 m approx.) to facilitate a maximum of three 
Marine Renewable Energy (MRE) devices (Marine Institute 2016). Site depth varies from 
approximately 21 to 27 m. The site perimeter is identified with cardinal marks, and 
contains both long and short term surface and subsurface infrastructure (AQUAFACT 
International Services Ltd. 2015).  
A 4 km subsea fibre optic power and telecoms cable was laid from the shore station 
located in Spiddal, Co. Galway, to the test site in April 2015 (Marine Institute 2015a). 
The cabled observatory is deployed in the south west corner of the test site, and consists 
of a large titanium electronics bottle (Cable End Canister (CEE)) mounted on a welded 
steel frame, 3m long x 1.5m wide x 1.7m high, weighing 1.5 tonne (AQUAFACT 
International Services Ltd. 2015). The CEE is attached to the Cable Terminal Equipment 
(CTE) via a wet-mate connector to enable recovery for maintenance and repairs. Texcel 
Technology PLC (2015) describe the cable end canister as being powered through the 
subsea cable by a -400 VDC power supply and is referenced to sea earth electrodes. It has 
a cumulative maximum current draw of 40 A, and is managed by Primary Node Controller 
(PNC) software.  The software communicates (by Ethernet) with the microprocessor 
board in the CEE control system.  
The CEE end cap is described by Texcel Technology PLC (2015) as being fitted with 24 
dry mate bulkhead connectors: 1 x incoming penetrator (400 V power supply and fibre 
connections from the shore station), 4 x expansion ports with fibre communications 
(designed for: 1 x power buoy, 1 x acoustic array, 2 x future use), 1 x sea earth reverence 
connector, 1 x video connector and 17 standard science ports.  12 of the science ports 
have serial and 5 have Ethernet connections. 
Science port 3 (Ethernet) was allocated to NIAP project LS-16009 for the duration of the 
wet-test phase; its card was set to deliver a maximum of 75 W at 15 VDC (i.e. maximum 
5A current).  
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3.3 The  Mobillis DB 8000 Buoy 
Use of Existing Infrastructure: Marine Platform.  
The Mobillis DB 8000 ‘SmartBay’ Buoy (as pictured in figure 10 below), is a floating 
marine platform moored on the Galway Bay Marine and Renewable Energy Test Site for 
trial and demonstration purposes.  It can be fitted with novel sensors and technologies 
that require to be wet-tested and can also be used to obtain scientific data (Dublin City 
University 2016). 
The hull is comprised of 4 moulded polyethylene floats, bolted together through steel 
plates to form a 3 m diameter cylindrical structure, tapering at the bottom into a conical 
frustum. The overall shape is toroidal, creating a concentric moon pool. The steel plates 
incorporate lifting eyes, mast attachment brackets and mooring fixing points. The overall 
height of the float is 1.71 m, (1.029 m of this height is freeboard);  the centre is sleeved 
with a tubular steel core, giving a draught of 2.03 m, and an internal diameter of 0.914 m 
(Hydrosphere 2012). Sacrificial anodes and ballast weights can be attached to the lower 
end of the core. A stainless steel instrument frame has been fabricated and mounted above 
the moon pool to enable scientific instruments to be raised and lowered into the water; 
this allows the equipment to remain submerged during deployment and recovered or 
swapped out while the buoy remains on station.  The superstructure comprises of a marine 
grade aluminium mast/tower, 2.66 m high (Hydrosphere 2012).  The structure is 
octagonal, with solar panels mounted on 6 of the faces.  The two remaining faces are 
occupied by the ladder, and the door (to allow internal access). Battery housings are fitted 
to the lower halves of faces 3 and 7 (below the ladder), with internal sealed and bolted 
access plates.  Stainless steel cabinet enclosures are mounted on the internal faces of the 
structure; the power cabinet houses the battery switch, the solar charge control system, a 




Figure 10 Mobilis DB 8000 'SmartBay' buoy before deployment 
 
3.3.1 Mooring Design 
It was required that the Mobilis buoy would be moored as closely as possible to the CEE 
to minimise cable length, reducing power and transmission losses. It was agreed that the 
midpoint of the buoy should be sited no nearer than 40 m from the CEE, and situated to 
leeward of the prevailing wind and swell; this was to minimise chances of damage to the 
CEE in case of mooring failure.  A three point mooring system was designed, with 
Northern, Southern and Eastern (2 x 2 Tonne, and 1 x 3 Tonne) sinkers deployed at 120º 
angles on a 70 m radius about the midpoint of the buoy as per figure 11. Each sinker was 
secured by 50 m x 36 mm ground chain, with 30 m x 26 mm chain rising to 2.5 m x 26 
mm bridles, shackled to eyes on the steel plates of the buoy. Chain lengths were joined 





Figure 11 Location of buoy on the test site  
Image © 2021 TerraMetrics 
The sinkers were planned to be deployed at the locations cited in table 3-1 below, with 
reference to the existing CEE Survey.  The deployment vessel did not have DGPS, so this 
was carried out as accurately as possible by setting up two GPS antennas on board at a 
known distance apart, and using software to determine the location of the ships stern.   
Table 3-1 Planned mooring deployment in relation to CEE 
Courtesy of Mark Wemyss, P&O Maritime 
Asset Position 
CEE as Surveyed 53º13’38.42”N, 9º15’58.92”W 
Southern Sinker 53º13’36.48”N, 9º15’58.62”W 
Northern Sinker 53º13’40.38”N, 9º15’58.62”W 
Eastern Sinker 53º13’38.43”N, 9º15’52.97”W 
Proposed Buoy mid-point 53º13’38.37”N, 9º15’56.76”W 
Actual Buoy mid-point 53º13’38.58”N, 9º15’57.06”W 
 
A SeaBelow Marine Tracker (SeaBelow Marine 2017) was fitted to the buoy prior to 
deployment.  It consisted of a GPS receiver and GSM modem, and was programmed to 
periodically transmit the buoys position, and to alarm if the buoy has travelled outside its 
watch circle.  This device enabled the buoys position to be monitored over time in all 
weather conditions, determining its range of travel within its watch circle. 
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It was noted that the mid-point position of the buoy as monitored after deployment was 
situated approximately eight meters North West of its expected position, and this 
knowledge was later used in designing the catenary layout for the dynamic cable between 
the seabed and the buoy.  This position was determined by the SeaBelow Marine Tracker, 
and verified on station by GPS position from the RIB. 
3.3.2 Electrical Design – Existing Buoy 
The Buoy was fitted with 8 x HZB-EV12-110 Absorbent Glass Mat (AGM) (Haze Battery 
Company 2017) sealed lead acid batteries, wired in parallel. The battery bank was charged 
by 11 solar panels, vertically mounted on six faces of the buoy.  Faces are numbered as 
per figure 12 below. The solar panels contain crystalline silicone, a semi-conductor that 
can convert light energy into electricity using the photovoltaic (PV) effect.  The two 
panels mounted on face one of the buoy contain polycrystalline silicon modules i.e. these 
are constructed of multiple small silicon crystals, and are recognisable by the metallic 
flake effect on their surface.  The remaining nine panels are monocrystalline. (Note: the 
difference is visible in figure 10 above).  
Maximum Power Point Tracking (MPPT) solar charge controllers are used to regulate the 
charge from each solar face of the buoy. Two panels are connected to each MPPT in series 
with the exception of face three; it only has room for a single panel. The panels charge 
most efficiently at their ‘Peak Power Voltage’, or maximum power point (Leonics 2013). 
The MPPT charge controllers use an algorithm to regulate the PV voltage to this level, 
ensuring that the maximum available power is extracted from the modules.  The MPPTs 
are also fitted with internal temperature sensors to regulate voltage levels in accordance 
with temperature fluctuations (Victron Energy 2021). The batteries are charged in three 
stages, i.e. bulk, absorption and float.  The bulk stage initially delivers rapid charge until 
the absorption voltage is met. The time duration of the absorption stage varies in 
accordance to the battery voltage reading taken at start-up each morning.  This stage 
regulates the voltage to absorption level until the charging current decreases, indicating 
that the battery is fully charged.  The float stage then trickle charges the batteries, enabling 






Figure 12 Buoy:  Faces and orientation  
 
3.3.3 Energy Budget – Existing Instruments  
The energy budget for the existing instruments on the buoy needed to be determined, in 
order to calculate the daily system charge requirement.  An ammeter was fabricated using 
an Adafruit INA219 high side DC current sensor breakout attached to an Arduino Uno 
R3 (ATmega 328P MCU).  The current was calculated from the measured shunt voltage, 
using Ohms law (Adafruit 2012).  The readings were logged to an SD card using an 
Adafruit data logging shield for Arduino.  The device was programmed using the Arduino 
1.8.5 IDE open source software. The Texas Instruments INA219B Current monitor is bi-
directional with zero drift, and has a Bus Voltage Measurement error of ±1% (over 
temperature). (Texas Instruments 2011).   
The ammeter was connected in series with each of the instruments in the buoy, and 
samples were taken at frequencies of 0.25–0.5 Hz.  The current readings were averaged 
over a period of time, dependent on the sampling rate and transmission sequences of each 
device.  Energy consumption was then calculated, using known measured supply 
voltages. Note: power consumed by the Cyclops-6K submersible sensors was taken from 
the specification in the user manual as it was not possible to connect these sensors during 




















SeaBelow Marine Tracker 2.5 24 60 
Cyclops-6K x 2 0.265 (Max. ea.) 24 12.72 
Solar Energy Monitor including inverter 6.62 24 158.88 
OTT NetDL 500 Data Logger 0.169 24 4.06 
Total Max. Energy Consumed   235.66 
 
3.4 Concluding Remarks 
The chapter commenced by giving an outline of the NIAP project titled ‘Options for 
Expanding the Working Footprint of a Deep Sea Cabled Observatory Node’.  It described 
how the project enabled collection of the key dataset required to determine the energy 
and communication capabilities of one of the science ports on the subsea observatory.   
Details were given of how the footprint of the science port was expanded by:  
(i) The design and deployment of a cabled interconnector between the subsea observatory 
and an adjacent surface buoy, and  
(ii)  The construction of a Lagrangian wave buoy and LWIR solar energy monitoring 
system; both payloads transmitted by RF to a purpose built networked communications 
cabinet mounted on the surface buoy.   
The facilities on the Galway Bay Marine and Renewable Energy test Site and Subsea 
Observatory were briefly summarised, giving a specific description of the Mobilis DB 
8000 buoy that was used for the project.  The chapter concluded with a table outlining the 
daily system charge required to operate the existing instruments mounted on the buoy.   
The following chapter gives further details of the necessary equipment required, and the 









Chapter 4. Seabed Cabled Node - Surface Buoy Interconnector 
4.1 Introduction 
Chapter 3 examined the use of the existing facilities at the Galway Bay Marine and 
Renewable Energy Test Site, whereas this chapter deals with the additional equipment 
and software necessary to complete the project.  The necessary subsea equipment is 
detailed in section 4.2, including cable choice, termination and initial LAN speed testing.  
A brief description of the virtual machine is given in section 4.3, detailing the necessary 
software packages installed and their purposes. Section 4.4 breaks down and describes 
the individual elements used in the communications cabinet, and associated equipment 
i.e. Antennas. 
4.2 Subsea Cable and Ethernet Switch 
The system design required procurement of a suitably sized and ruggedised subsea cable 
with minimal power and transmission losses. A 4 m whip was fabricated and connected 
to the twelve pin dry-mate bulkhead receptacle on Science port 3 during CEE scheduled 
maintenance, as per figures 13 and 14.   
 
Figure 13 Fabricated whip after splicing  
The whip was terminated with a SubConn dive-mateable inline connector; this enabled 
the project cable interconnector to be attached to the CEE post deployment. Connector 
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and pigtail details are tabulated in 4-1. Both pigtails were spliced together, soldered and 
insulated. The joint was then encapsulated in epoxy potting compound. A resistance of 
0.2 Ω was measured between the power pins on both connectors after splicing.  
Table 4-1 Whip: Connector and Pigtail  
Connector Type 
Pigtail & 








3 x Falmat 
Xtreme-Net® 
4 x 20 AWG control 
cables 
0.518 4 x pairs 23 AWG 
cables (1 Gb Cat6) 
SubConn DIL 13F 1 moulded 4 x 18 AWG 0.823 4 pairs x 24 AWG 
 
 
Figure 14 Whip (highlighted) connected to CEE endcap  
 
The 150 m subsea cable was designed and fabricated by Concept Cables, and consisted 
of two pairs of 6.00 mm2 conductors, and a Cat6 data cable. The 6.00 mm2 conductors 
were chosen as estimated losses were calculated to be within acceptable parameters. The 
cable drawing is included in Appendix C.  The conductors were twisted in pairs to reduce 
magnetic field strength, thus reducing Electro Magnetic Interference (EMI) on the data 
cable. A Vectran® fibre braid strength member extended the minimum break load to 
2,000 kgf, with a recommended Safe Work Load (SWL) was 500 kgf. Voids in the cable 
were filled with vulcanised water blocking compound. 
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As the combined cable length exceeded 100 m, it was deemed necessary to provide a 
subsea Ethernet switch to ensure extension of Ethernet capability to the communications 
cabinet on the buoy. The subsea electronics bottle (housing the Ethernet switch) was also 
designed to act as a mechanical fuse capable of breaking the cabled connection in case of 
mooring failure. The length of the dynamic cable was required to be sufficient to reach 
the communications cabinet, incorporating a catenary to accommodate for lowest and 
highest astronomical tides (LAT & HAT), storm surges, and all tide raising forces.  A 
steep wave configuration was chosen for the flexible riser, allowing a full range of motion 
from minimum to maximum water depths; this was designed to reduce chances of fouling, 
snagging or additional strain bearing on the cable at all points on the watch circle. A 55 
m length was cut for use as the dynamic cable. The remaining 95 meters (static cable) 
was sleeved in polyester braided PVC flexible tubing with 5 mm thick walls; this 
protected it against abrasion from the sea bed.  
The cable ends were terminated using SubConn 13 pin power/Ethernet connectors, the 
wires were soldered, shrink wrapped and encased in two part epoxy potting compound as 
before. The twisted pairs of data lines were covered with aluminium foil prior to 
encapsulation, as per figure 15. 
  
Figure 15 Insulating and foil wrapping of cables 





Table 4-2 Dynamic cable metered resistances; power conductors 
SubConn 











1 Black Black 0 V  0.3 0.3 
3 White Green 0 V  0.3 0.3 
12 Red Brown Positive  0.3 0.3 
13 Green Blue Positive  0.3 0.3 
 
Table 4-3  Dynamic cable metered resistances; data cables 
SubConn 
Pin no.  






4 Brown  5.0 all 5.0 
5 Brown and White  5.0 4.8 – 4.9 4.9 
6 Blue  4.9  4.9-5.0 
7 Blue and White  5.0  4.8 
8 used Orange  4.9  4.8 
9 used Orange and White  4.9  4.8 
10 used Green  4.9  4.9 
11 used Green and White  4.9  4.8 
 
 
Table 4-4 Static cable metered resistances; power conductors 
SubConn 











1 Black Black 0 V  0.3 0.3 
3 White Green 0 V  0.3 0.3 
12 Red Brown Positive  0.3 0.3 
13 Green Blue Positive  0.3 0.3 
 
Table 4-5 Static cable metered resistances; data cables 
SubConn 
Pin no.  
Cable colour  Continuity Resistance 
Initial (Ω) 
Resistance 
in foil (Ω) 
Resistance 
Potted (Ω 
4 Brown  - 4.7 4.7 
5 Brown and White  - 4.7 4.7 
6 Blue  - 4.7 4.7 
7 Blue and White  - 4.7 4.7 
8 used Orange  - 4.6 4.7 
9 used Orange and White  - 4.6 4.7 
10 used Green  - 4.7 4.7 
11 used Green and White  - 4.7 4.7 
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LAN speed tests were conducted through both spliced sections of the cable using the 
Raspberry Pi 3, and a T61 Levono Laptop12 running Totusoft LAN Speed test software 
1.1.7.0 (Simple Software Solutions 2011) with a Startech USB 2.0 Ethernet adapter.  
Note: Totusoft application creates a file to a specified packet length, then copies it both 
ways across the network. It times the transfer rate, and issues a report of read and write 
speeds in bytes per second, bits per second and megabits per second. Write speed is the 
speed at which the file is uploaded or written to the shared folder, read speed is the rate 
at which the file can be downloaded or read.  
An initial read was carried out for reference purposes using a patch cable, then both static 
and dynamic cables were tested in turn.  Results were recorded as per table 4-6 below, 
and it was concluded that data transmission speeds were unchanged through both sections 
of the cable, indicating that connector soldering and splicing had not reduced transmission 
rates.   
Table 4-6 LAN speed tests through the cables 
Set-up  No. of tests 






Patch Cable 3 20 87.06 91.42 
Static Cable 3 20 87.73 90.77 
Dynamic Cable 3 20 87.65 91.98 
 
The subsea electronics bottle used to house the Ethernet switch was an existing Seabird 
Scientific SBE 16plus titanium housing, mounted on a ballasted stainless steel lander.  
The end connectors on the housing had become damaged during a previous deployment, 
and the instrument compartment had been flooded. The sensors, electronics and battery 
pack were removed from the housing.  Two of the existing connectors on the end cap 
were removed, and replaced with two 13 pin SubConn female bulkhead connectors, 
allowing a junction between the static and dynamic cables. The inside of the end-cap was 
filled with two part epoxy potting compound to form a waterproof seal. The bottle was 
then closed, and tank tested at P&O Maritime before being sea tested in Donegal Bay on 
31/05/2017; the bottle was submerged by divers to a depth of 21 m for 30 minutes; it was 
opened on recovery and was found to be dry. A Moxa TN5305 (Moxa 2018) five port 
                                                 





unmanaged Ethernet Switch was then fitted into the bottle to facilitate Ethernet extension 
as per figure 16. 
 
Figure 16 Modified Seabird housing and Moxa switch  
 
The static and dynamic cables were connected to the two SubConn bulkhead connectors 
on the end-cap of the bottle, and LAN speed tests were conducted through the entire 
cable/bottle configuration using the Raspberry Pi 3, and a T61 Levono Laptop with 
Ethernet adapter as before. The static cable was connected between the bottle and the 
laptop, the dynamic cable between the Pi and the bottle, using a bulkhead female test lead 
and an inline female test lead fabricated from SubConn Power Ethernet Connectors.  Test 
results were recorded as per table 4-7 below, and compared to results using only a patch 
lead between the laptop and the Raspberry Pi 3.  It was concluded that data transmission 




Table 4-7 LAN speeds; bottle and cable assembly versus patch cable 
Set-up  No. of tests 






Patch Cable 3 20 87.06 91.42 
Bottle and Cable 
Assembly 
3 20 87.56 91.95 
 
4.3 The Virtual Machine (VM) 
The virtual machines are situated at the observatory shore station and are hosted on a 
Windows 12 server running Hyper-V (hypervisor) (Microsoft 2018).  They are connected 
to the network using a virtual switch; see further details of the observatory network in 
section 6.4.1. The VM allocated to the project was an Intel ® Xenon ® CPU E5-2620 V3 
x64-based processor, running at a speed of 2.40 GHz. It had 4.00 GB of RAM installed, 
and a 64-bit Operating System as pictured in figure 17. The VM was accessible from a 
client machine located at the Marine Institute across a Remote Desktop Connection. The 
software for the project was installed using the client connection, and included the 
following:  
PuTTY (Tatham n.d.): was installed to enable remote log-in across a secure shell (SSH) 
connection. The devices in the communications cabinet on the buoy were given fixed IP 
addresses on the network, and were therefore accessible from the VM across the PuTTY 
terminal.   
VNC® Viewer (RealVNC 2021): VNC® Server had been previously installed on the 
control PC in the communications cabinet on the buoy. Therefore, installing VNC® 
Viewer on the VM allowed the desktop of the control PC to be visible and controllable 
on the VM across the remote desktop connection.   
PythonTM 2 (Python Software Foundation 2021): was installed on the VM to enable a 
UDP request to be sent to the wave buoy gateway in the communications cabinet. Once 
received at the gateway, the wave data was then concatenated and sent ashore through the 
cable in UDP packets using python sockets. (See further details on the Lagrangian wave 
buoy network in Appendix A) 
SDRSharp (SDR#) (airspy 2020): enabled the VM to listen for signals from the Software 
Defined Radio (SDR) client in the control cabinet, across a TCP connection.  The 
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receiving frequency, bandwidth, mode and sample rate were all configurable within the 
software.   
VB-Audio Cable (Burel 2019) and RX-SSTV (Roels 2016) 
(i)  The installation of a Virtual Audio device (i.e. VB-CABLE) and (ii) the configuration 
of the output from SDR# to default to the cable, enabled the received audio signals to be 
piped to RX-SSTV for decoding. The software decodes the signal from various common 
methods of Slow Scan TV (SSTV) image transmission formats (e.g. Robot 36, Martin 1, 
Scottie 2 etc.), and displays the received image.  This method was used to transmit images 
from the solar energy monitoring system, as described further in Appendix B. 
 
Figure 17 The Virtual Machine 
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4.4 Communications Cabinet 
An existing IP66 rated Schneider Spacial S3x (Schneider Electric n.d.) wall mounted 
stainless steel housing (400 mm x 500 mm x 200 mm, w x h x d) was salvaged from a 
previous project, and refitted for purpose as per figure 18 below.  A 13 pin SubConn 
female bulkhead connector was fitted to the base of the box to allow for connection to the 
subsea cable. A second power connector (2 pin SubConn) was also fitted to allow a back-
up connection to the existing battery power supply on the buoy. Waterproof cable glands 
were inserted into the base to allow for throughput of GPS and radio antenna feeds, and 
2 x MPPT serial feeds from the power control cabinet. The base was then sealed 
watertight by pouring two part epoxy potting compound around the connectors and 
glands. 
 
Figure 18 Communications Cabinet 
 
A: Wave buoy gateway 
B: Current Logger 
C: Control PC & Relays 
D: SDR receiver and LNA 
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A: Wave buoy gateway 
The UHF ISM 2.4 GHz transceiver in the Lagrangian wave buoy pushed data across a 
software serial connection to a corresponding transceiver in the communications cabinet, 
using ZigBee protocol (IEEE 802.15.4).  The data was then received by a microcontroller 
connected to this transceiver, monitoring for incoming traffic across the port. Once a UDP 
request had been sent by the onshore client (i.e. the VM at the shore station), the 
concatenated data strings were sent across the subsea cable, in the form of UDP packets.  
The data was then available for processing on the remote machine to enable calculation 
of the wave modal frequency and heading to be send to the ROV control software; see 
further details in Appendix A. 
An Arduino Uno R3 (ATmega 328P MCU) with attached Arduino Ethernet Shield V2 
controlled the Ethernet connection using an on-board W5500 chip, capable of supporting 
UDP protocol. Socket programming in Python was used to create the Client/Server link, 
and the Software Serial port was set up using Arduino 1.8.5 IDE open-source software.  
The unit was powered by a connection to the upper 5 V Din rail.  
B: Current Logger: 
Both positive feeds from the subsea cable connector were wired to two separate INA219 
high side DC current sensors. Current was logged to an SD card using an adafruit data 
logging shield attached to an Arduino Uno R3. Both feeds passed through inline 3 A fuses 
before entering the current sensors; this prevented sensor damage in case of an unexpected 
power surge.   
C: Control PC and Relays:   
The power supplied to the SDR receiver and the wave buoy gateway was controlled by a 
Raspberry Pi B+ V1.2 with attached PiFaceTM Digital 2 daughter board. The board is 
fitted with two changeover relays, capable of switching up to 20 V, at a maximum current 
of 5A. The relays were operated using the PiFaceTM Graphical Emulator downloadable 
for Raspbian OS, and can also be operated directly using a Python 3 script. The relays 
were energised only during exercise i.e. when either or both the SDR receiver and wave 
buoy gateway were required, this ensured that no unnecessary energy was consumed by 
either system in standby mode.    
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Two VE.Direct® to USB interfaces were mounted on two of the USB ports on the 
Raspberry Pi B+.  They were connected to two of the Maximum Power Point Tracking 
(MPPT) Solar Charge Controllers in the power cabinet of the Mobilis buoy.  The MPPTs 
control energy flow from Faces 1 (2 x 80 W Panels) and 4 (2 x 100 W panels) on the 
buoy. A Linux shell script enabled serial feeds from both MPPTs to be logged at two 
hourly intervals; energy values recorded included battery and panel voltages, charge state, 
and daily energy yield.  
An Adafruit Ultimate GPS Breakout was also mounted on one of the USB ports on the 
Raspberry pi. The device enabled position monitoring during deployment; this was to 
ensure that the buoy did not travel beyond its expected watch circle, indicating mooring 
drag. It backed up the existing watch system on the buoy. 
D: SDR receiver and LNA  
The Software Defined Radio (SDR) Receiver used in the communications cabinet was an 
inexpensive $24.95 USD (RTL-SDR.COM 2020) RTL-SDR Dongle, initially intended 
for use as a Digital Video Broadcasting–Terrestrial (DVB-T) receiver. The device was 
based on a Realtek RTL2832U chip that is used for demodulating DVB-T coded 
orthogonal frequency-division multiplexing (COFDM) signals. 
The RTL-SDR Dongle (as pictured in figure 19 below) was used as an SDR server 
attached to a Raspberry pi B+ V1.2. The software used was rtl_sdr, created by Open 
Source Mobile Communications (Osmocom) project, and cloned from their git repository. 
The standard DVB-T drivers that were preinstalled on Raspbian were then blacklisted, 
allowing the rtl_sdr software to output the raw in-phase and quadrature (I/Q) samples 
from the chip (Osmocom 2019). The server was then started across a Secure Shell (SSH) 
initiated by the client (VM). RTL-SDR(TCP) was set as source on the SDR# software on 
the VM; the samples could then be received ashore for demodulation across the TCP/IP 
connection.   
The power of the incoming signal was increased (gain) by using a Low Noise Amplifier 
(LNA) between the Antenna cable and the SDR. An LNA4ALL was used, and powered 
from the SDR by using bias tee; this feature is software selectable for the RTL-SDR V3 
dongles.  The LNA4All was based around a Mini-Circuits ® PSA4-5043+ low noise 
Monolithic Microwave Integrated Circuit (MMIC) Amplifier (Mini-Circuits n.d.) that 
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operates from 50 MHz to 4 GHz.  BAV99 antiparallel diodes were added to bridge the 
antenna input to prevent MMIC damage from possible electrostatic discharge (ESD).  
This was necessary as the communications cabinet was left for long periods on the buoy 
without disconnecting the antenna. 
 
Figure 19 The RTL-SDR V3 (RTL-SDR.COM 2020)  
 
Call To Open GSM Modem 
The positive feeds returning from the current loggers were connected to the normally 
closed relay changeover contact on an RF solutions Call to Open GSM Modem.   
The positive feed from the battery power supply on the buoy was connected to the 
normally open contact as per figure 20 below. The common contact provided a positive 
power feed from the relay. The modem was fitted with a Vodafone GSM SIM card, and 
the unit was powered from the battery power supply. The modem was programmed by 
107 
 
text commands, ensuring that the relay would latch when activated.  The GSM signal 
strength could also be determined by text message.   
Once programmed, the relay remained in its non-energised configuration, and the 
common contact provided power to the DIN rail from the subsea cable.  Once energised, 
the relay changed over, switching off the power feed from the cable, and pulling in battery 
power; the DIN rail was then powered from the battery power supply on the buoy. The 
relay remained energised until the modem was called again, causing the switch to re-set.  
The modem was fitted to ensure that the communications cabinet could use the battery 
power supply as a back-up in case of observatory power failure.  It was capable of remote 
activation to allow the user to retain control over which power supply was selected.  
Tests were conducted on the modem to ensure that a voltage spike caused by the relay 
changeover would not damage the DC/DC converter module on the DIN rail in the 
communications cabinet; the maximum allowable surge was 36 V for 100 ms  (Traco 
Power 2019). The modem was programmed to energise the relay for ten seconds after it 
CEE Battery 
NO CO NC 
GSM Modem 
Figure 20  Relay switches on CTO GSM modem 
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was called, before resetting.  Two bench power supplies were connected to the Normally 
Open and Normally Closed contacts of the relay to emulate battery and CEE power, both 
voltage outputs were set to 12 V. The common contact was connected to an oscilloscope 
and the modem was activated.  Note: no current was being drawn through the circuit 
during the first test. All equipment was adequately earthed. Changeover time on the 
oscilloscope was measured to be 3.3 ms, measured voltage did not drop below zero, or 
spike above 12V as per figure 21, left image (A). 
 A 12 V fan was connected to the circuit, powered by the common relay contact.  The 
modem was activated, and the relay was switched from normally closed to normally open, 
as per figure 21, right image (B). The changeover time was measured by the Oscilloscope 
to be 3 ms. The minimum voltage level was measured at -560 mV, the maximum spike at 
around 12.5 V (500 mV).  
     
Figure 21  Oscilloscope traces (A) and (B)   
The Communications cabinet was then connected in place of the fan, and the modem was 
activated. Both initial switch-over from normally closed to normally open, and switch 
back after ten seconds were monitored on the oscilloscope (see traces C and D in Fig 22 
below). Switchover time was measured at 2.5ms, with max voltage spike reaching 13.3 
V, and minimum voltage dip was measured at 3.5V.  It was therefore concluded that these 




      
Figure 22 Oscilloscope Traces (C) and (D) 
 
Lower DIN rail 
The positive feed from the common contact on the relay was wired back through a 5 A 
fuse on the DIN rail, before entering a two pole 20 A non-fused switch. This enabled 
power isolation while working on the cabinet at sea. The switch provided power to the 12 
V rail, where connections were made to a Moxa EDS-208A Ethernet Switch and a 
Tracopower DC/DC converter with heat sink.  The latter provided a 5 V output for the 5 
V rail, with a voltage set accuracy of  ±1%  (Traco Power 2019). The unmanaged Ethernet 
switch had eight 10/100Base-T(X) Ethernet ports, leaving potential for future project 
expansion.   
Once fitted in the communications cabinet, four of the Ethernet ports were connected as 
follows: 
 Ethernet connection from the subsea cable, i.e. the CAT 5E patch cable from the 
SubConn. 
 Patch lead connected to wave buoy gateway 
 Patch lead connected to SDR receiver 
 Patch lead connected to control PC with relays 
The switch was found to efficiently manage the expansion of the single Ethernet 




Electromagnetic Interference (EMI): 
Methods of EMI suppression used in the communications cabinet included grounding, 
shielding and choking. The housing of the Moxa EDS-208A Ethernet switch was 
grounded to the backing plate of the cabinet; this enabled the switch to be earthed to the 
sea when the cabinet was mounted to the superstructure of the buoy.   
Both the Moxa switch and RTL-SDR dongle were encased in aluminium housings to 
shield from radiated EMI, and the PCB of the RTL-SDR was fitted with both a 5 V line 
ferrite choke and a USB RF choke (see figure 19) to reduce noise floor and spurs. Despite 
these measures, harmonic spurs at approximately 277 kHz centres were noted during 
initial bench testing at 446.08125 MHz, as per figure 23, top image. These spurs were not 
present when the dongle and LNA were removed from the cabinet, and connected directly 
to the laptop, as per figure 23, bottom image. Note: The sample rate and gain remained 
unchanged during both tests.   
It was initially thought that these spurs were possibly generated by radiated or conducted 
EMI from a switching power source (Patel 2006). Conducted EMI is transmitted through 
the power cables, generated by current pulses from the power supply’s switching action. 
This can also cause EMI to be radiated from the cables by means of ‘electromagnetic 
waves’ (Underwood 2002). The data sheet for the Tracopower DC/DC converter was 
examined, and it was noted that the switching frequency was measured at 300 kHz typ. 
pulse width modulation (Traco Power 2019).  As the harmonics were present at 
frequencies above 400 MHz, they were thought to be caused by radiated EMI 
(Underwood 2002).  
It was decided to add ferrite chokes to the power lines in the cabinet to endeavour to 
reduce the effect of the radiated EMI; this was to be achieved by impeding the conducted 
EMI in the cables, and dissipating the energy as heat. The ferrites chosen were composed 
of high frequency Nickle Zinc (NiZn) ‘61 material’, to supress noise frequencies above 
200 MHz. The expected impedance and resistance of the ferrite at 400 MHz were scaled 
to be between 400–450 Ω from the graph in figure 24 below i.e. nearing their maximum 
levels at the required test frequency. Once fitted to the power conductors, the reactance 
of the material attenuated a portion of the conducted EMI, and its high resistance 




Figure 23 EMI harmonics (top), cleaner signal (below). 
Note: The high impedance of the ferrite is most effective at sections on the conductor 
with low impedance, this can be determined by moving the beads along the conductors 
until maximum suppression is noted on the spectrum and waterfall (Nakauchi 2016). 
It was noted that EMI from the DC/DC converter was significantly reduced on the 
spectrum after the ferrites were fitted, despite an increase in gain, as depicted in figure 
25. Note: the bandwidth of the receiver was further reduced to 12 kHz at a later stage to 




Figure 24 Properties of a Fair-rite choke. (Fair-Rite Products Corp. 2015).    
 
 





A suitable wideband receiving antenna was required for the SDR to maximise its potential 
for experimentation.  It was required to be vertically polarised, omnidirectional and robust 
as it was to be mounted on the buoy.  A disk and cone (discone) antenna was chosen as it 
was known to operate at a frequency ratio of up to 10:1 (Poole n.d.), therefore allowing 
experimentation across multiple bands. The discone behaves similarly to an bi-conical 
dipole with the top cone flattened out to form the disc (Stearns 2007),  The disc forms a 
ground plane. The outer conductor of the feed line is connected to the cone, with the inner 
conductor attached to the disk (Stutzman and Thiele 2012). The cone and disc were 
constructed of radials rather than sheet metal as this offered less wind resistance.  At least 
eight rods are recommended, and can be bent as necessary to alter impedance (Stearns 
2007).   
The procured royal discone offered wideband reception from 25–1300 MHz (Long 
Communications 2015). A vertical whip antenna was included in the design to extend its 
lower frequency range, however, it is thought that this addition may reduce effectiveness 
at higher frequencies (Verma et al. 2011).   
The Call to Open GSM modem was fitted with a vertically polarised, omnidirectional 
antenna encased in fibreglass, suitable for 4G GSM operations. The antenna was capable 
of operating between frequencies of 806-960MHz and 1,710-2,700 MHz, which deemed 
it suitable for use on the GSM Vodafone network in Ireland (operating frequencies of 
900/1800 MHz). Communications tests were carried out from the buoy before device 
deployment to ensure adequate network coverage in the area.  
The Xbee S2B Transceivers used in the wave buoy and its gateway were fabricated with 
integrated whip antennas.  The two transceivers were range tested ashore before 
deployment to ensure that they were capable of transmitting and receiving through their 
waterproof housings, and were found to operate satisfactory within the required range.   
The GPS module attached to the control PC was fitted with an active, external, circularly 
polarised (RHCP) antenna.  The antenna was mounted externally on top of the buoy’s 
superstructure, and fed through a waterproof gland in the base of the communications 
cabinet.  It was said to increase the gain by 28 dB, and consume an average of 16.6 mA 
at 5 V (Chang Hong Information Co. 2016). It operated at a frequency of 1,575 MHz.  
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Initial bench testing showed receipt of 11–12 satellites when used in tandem with the GPS 
module. 
4.5 Concluding Remarks 
This chapter gave an overview of the necessary hardware and software used to expand 
the working footprint of the cabled connection.  The information included details of the 
subsea cable design and initial testing, the subsea electronics bottle, a description of the 
Virtual Machine at the cable shore station, and a comprehensive look at the equipment 
mounted in the communications cabinet on the buoy.  The following chapter describes 
the deployment and testing of the equipment initially at Lough Furnace in Co. Mayo, 
before proceeding to the Galway Bay Marine and Renewable Energy test site where the 





Chapter 5. Deployment and Testing 
5.1  Introduction 
The former two chapters described the proposed use of the existing infrastructure at the 
Galway Bay Marine and Renewable Energy Test Site in tandem with details of the 
additional equipment and software necessary to complete the project. This chapter 
illustrates the progressive testing and deployment of the equipment as follows:   
Section 5.2 gives an outline of the initial exercises conducted at Marine Institutes 
Newport Catchment Facility at Lough Furnace Co. Mayo.  An overview of the existing 
facilities is given, leading into a description of the equipment set-up and testing.    
Section 5.3 gives details of the three stages of equipment deployment at the Galway Bay 
Marine and Renewable Energy Test Site, namely the launch of the Mobilis DB 8000 Buoy 
including solar energy monitors, the addition of test equipment to the buoy at sea, and the 
cable deployment by technical divers.  A detailed summary is then given of the testing 
conducted during the deployment period, followed by information on the equipment 
recovery.  
5.2 Lough Furnace Co. Mayo 
The Marine Institutes Newport Catchment Facility was chosen as a suitable location for 
initial wet testing and gear shakedown, once satisfactory bench testing had been 
completed.   The facility is situated between tidal Lough Furnace and Lough Feeagh near 
Newport, Co. Mayo:  It includes a comprehensive fish hatchery/fish rearing facility, 
monitoring stations, laboratories, administration areas and a fishery (Marine Institute 
2020g).  
 A Turmec Fish Cage is anchored 120 m offshore, SSE of the main laboratory and 
administration building, as per figures 26 and 27. It is tethered to the shore. There are 
Automatic Water Quality Monitoring Stations (AWQMS) situated on both Loughs 
Feeagh and Furnace.  The approximate position of the AWQMS on Lough Furnace is 
marked on figure 28, and scales at a distance of 360m from the Turmec Fish Cage. It is 





Figure 26 Turmec fish cage, location and distance  
© 2021 Google. Image © 2021 CNES / Airbus 
 





Figure 28 Approx. location of AWQMS relative to fish cage  
© 2021 Google. Image © 2021 Maxar Technologies. Image © 2021 CNES / Airbus 
 
Figure 29 AWQMS on Lough Furnace 
The equipment was deployed and connected at Lough Furnace 24th–25th October, 2017.  
Testing was conducted on Thursday 26th, followed by gear recovery on Friday 27th.  The 
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cable was tested in its entirity, as the static and dynamic cable lengths had not yet been 
finalised at this stage.   
 
 
Figure 30 Network schematic for Lough Furnace 
 
The exercise as depicted in the network diagram (figure 30) above necessitated the 
following set-up: 
 The communications cabinet and associated antennas were mounted on the fish 
cage, as shown in figures 31 and 32. 
 
 The cable was brought from the shore to the fish cage, using the existing shore 
tether as a guide, and a rope messenger line. It was then attached to the 








Figure 32 Mounting cabinet on the fish cage 




Figure 33 Shoreward end of the cable 
 




 The shoreward end of the data cables were connected to the Ethernet port on an 
Acer Aspire 5742G Laptop (Windows 7 OS), to simulate the CEE on the subsea 
observatory and the VM at the shore station (as per figures 33 and 34). 
 
 Power was delivered to the communications cabinet via the submerged cable:  An 
extension lead from the main building was connected to a DC power supply unit 
at the water’s edge.  The voltage was converted from 230V AC to 15 VDC before 
connection to the power conductors in the cable. 
 
 The solar energy monitoring system was mounted on the AWQMS, facing one of 
the active solar panels. (figure 35) 
 
 The wave buoy was deployed in proximity to the shore on a slack tether (figure 
36)  
 




Figure 36 Wave buoy on slack tether 
Initial communications were established after the cable was deployed and connected on 
25th October, to ensure that the network was live.  The GPS on the control PC was 
accessed across a Virtual Network Connection (VNC), and the SDR gateway was opened 
and tested.  Latency was noticed on the SDR waterfall signal, as demonstrated in figure 
37, but this was to be expected, due to the length of the cable (i.e. 150m). 
 
 
Figure 37  Latency on waterfall 
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5.2.1 Test Summary - Wave Buoy. 
October 26th 
The shore power supply was connected to the cable, enabling the control PC in the 
communications cabinet to power on.  The network was accessed across a VNC as before, 
and the relay was activated to pull in the wave buoy gateway. The wave buoy was 
powered on, and tested initially on land before launching as before on its slack tether.  A 
UDP data request was sent from the laptop onshore to the gateway in the cabinet, across 
the cable. The transceiver in the wave buoy pushed the sensor data across a software serial 
connection to the transceiver on the gateway in the communications cabinet, using UHF 
ISM 2.4 GHz.  The data was concatenated at the gateway, and sent ashore through the 
cable in UDP packets.  A screenshot of transmitted data from the wet test received ashore 
on the laptop is depicted in figure 38; the first column of data shows the time stamp in 








5.2.2 Test Summary - Energy Monitor 
October 26th 
An image of one of the solar panels on the AWQMS were taken using the LWIR camera 
mounted in the energy monitoring system. (note: this process had not been fully 
automated at this stage).  It was then encoded into a Slow Scan TV (SSTV) Waveform 
Audio File format (.WAV).  The SDR Server and LNA in the communications cabinet 
were set up across the VNC as before.  The .WAV file was modulated onto a UHF carrier 
wave, and transmitted from the energy monitoring system on the AWQMS to the SDR in 
the communications cabinet on the fish cage, before being received ashore for 
demodulation across the TCP/IP cabled connection.  The signal was piped from SDR# to 
RX-SSTV (Roels 2016) on the laptop using a virtual audio cable, as described previously 
in section 4.3 above, and as pictured in figure 39.  The sound file was then de-modulated 
from the carrier wave, and decoded into an image.  The image was sent four times to 
ensure that software settings could be optimised. 
 
Figure 39 Signal receiving and image decoding © RX-SSTV 
The Energy monitoring system was then set to automatically take an image with its 
second camera, which is an 8 megapixel video/stills Raspberry Pi Camera Module V2, 
containing a Sony IMX219 image sensor (further details in Appendix B).  The image was 
position and time stamped using a reading from the on-board GPS, and again encoded, 
modulated, transmitted and de-modulated/decoded ashore on the laptop as per figure 40.  
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Two images were captured and transmitted successfully.  Current readings were recorded, 
both from the shore supply during all exercises, and through the current loggers in the 
communications cabinet for this exercise.  
 
Figure 40  Automated image from the energy monitoring system 
The Lough Furnace deployment provided the opportunity to test the gear in a relatively 
sheltered environment before proceeding to the Galway Bay Marine and Renewable 
Energy Test Site.  The systems and methods used proved satisfactory under test, and 
results obtained allowed advancement to the next stage of the project. Examples of the 


















5.3 Galway Bay  
The test equipment was deployed on the Galway Bay Marine and Renewable Energy Test 
Site in three stages: 
(i)   The initial launch of the Mobilis DB 8000 buoy, including energy monitors. 
(ii)   The mounting of additional test equipment on the buoy at sea. 
(iii)   The static and dynamic cable deployment and subsequent connection.  
 
5.3.1 (i)  Buoy Deployment  
Mobilis BD 8000 Buoy (14th – 15th September, 2017) 
Parts of the Energy monitoring system were fitted in the power cabinet on the Mobilis 
DB 8000 buoy before it was deployed on the Galway Bay Marine and Renewable Energy 
Test site; two VE.Direct® to USB interfaces were mounted on two of the USB ports of a 
Raspberry Pi B+.  They were connected to two of the Maximum Power Point Tracking 
(MPPT) Solar Charge Controllers in the power cabinet, as previously described above in 
section 4. 4. These units are circled in yellow in figure 43 below. A Linux shell script was 
written to enable serial feeds from both MPPTs to be logged at two hourly intervals; 
energy values recorded included battery and panel voltages, charge state, and daily energy 
yield.  The device was powered up once the batteries in the buoy were switched on, and 
the script was set on cron to run at reboot; this ensured that it would recommence logging 
data after any unexpected energy interruption.  The early deployment of this device 
(ahead of the communications cabinet and cable interconnector) enabled a longer time 
series of solar data to be collected.  This provided the measured data for comparison with 




Figure 43 Energy monitoring system fitted in power cabinet  
The Hull and Superstructure of the buoy were transported separately to the dockside using 
the forklift as per figure 44, the hull was then launched using the harbour crane.   
Figure 44 Transportation of the buoy to the docks 
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The superstructure was then lowered by the crane, and bolted to the floating hull as per 
figure 45. 
All the equipment (including sinkers and chains) was craned on to the work boat. The 
workboat chosen was a 41m Landing Craft with large deck space, 2 x 425 horsepower 
Detroit diesel engines, a 12 ton hydraulic winch with wire, and a crane fitted with a remote 
controlled 80 ton-meter hydraulic winch. (RPS Marine n.d.). The boat transported the 
equipment to the test-site, and the buoy was launched and moored as detailed above in 
section 3.3.1. See figure 46 below. 
Energy data was periodically downloaded from the Raspberry Pi B+ on the buoy during 
scheduled test site visits throughout the deployment period. This was achieved by 
connecting a laptop from the Marine Institute’s RIB to the Pi in the power cabinet, and 
synchronising the data while up alongside the buoy. 
  
5.3.2 Additional equipment  
Additional equipment was mounted on the buoy on a site visit on 21/12/2017: The 
Communications cabinet was bolted to the inside of the superstructure, and the discone, 
GSM and GPS antennas were fitted to one of the external faces and top frame as pictured  




in figure 47 below. The antennas were wired through waterproof glands in the 
communications cabinet, and attached to the LNA on the SDR, the CTO modem, and the 




Figure 46 Buoy transportation and launch  




5.3.3 (iii) Cable deployment  
The static and dynamic cables were deployed on the test site, and network connection 
was established on 10th January, 2018 as follows:   
 The cable reels were mounted on the hydraulic A-frame of a 12.3 m workboat, 
Dúlra na Mara (winch capacity 2.5 t), as pictured in figure 48 below. The 
workboat is fitted with 2 x Scania D9 310 horsepower engines (Dúlra Marine 
2021), and has suitable deck space to facilitate a dive team.   
 
Figure 48 Static and dynamic cables prior to deployment 
 The compressors, gas bottles, umbilicals, subsea electronics bottle and all 
additional equipment were loaded on board, and the boat proceeded to the test 
site, supported by the Marine Institutes RIB.  
 An existing stainless steel lander was recovered on site, and the electronics bottle 
was mounted on it using Stauff® clamps as per figure 49. The static and dynamic 
cables were connected to the bottle before re-deploying the lander.  The cables 




Figure 49 Subsea electronics bottle mounted on lander 
 
     
Figure 50  Deploying the lander  
 A messenger line was passed from the Mobilis buoy to the work boat and 
the topside SubConn connector on the dynamic cable was attached to its 
end. 
 A diver swam from the workboat to the buoy with the cable, feeding the 
connector up through a guide tube in the moon pool to one of the MOS 
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technicians topsides in the buoy.  The technician hauled in gently on the 
messenger line.   
 The cable was drawn up through the guide tube and insulated to prevent 
chaffing. The SubConn on the end of the cable was then connected to the 
communications cabinet in the buoy.  Tension on the connection was 
eliminated by using Chinese fingers attached from the cable to mounting 
points in the buoy. 
 A second diver submerged with the remaining connector attached to the 
end of the static cable, and swam down to the Subsea Observatory.   
 He mated the connector with the corresponding SubConn on the whip 
attached to Science port 3 on the CEE; this completed the connection 
between the Observatory and the communications cabinet on the buoy. 
 Once the divers were successfully recovered from the water, the science 
port was powered on, and the static IP address of the control PC in the 
communications cabinet was pinged from a remote PC ashore.  This 
resulted in a successful reply, confirming that the device was visible on 
the observatory network.  
 The connection was also verified later that day when the workboat 
returned to shore; the control PC on the buoy was accessed from the 
Marine Institute using a remote desktop connection to the virtual machine 
at the shore station.  The device was visible and accessible on the 
observatory network.  
 The two VE.Direct® to USB interfaces (as described above in 5.3.1) were 
disconnected from the Raspberry Pi B+ in the power cabinet, and were 
mounted on two of the USB ports of the control PC in the communications 
cabinet; this enabled remote access to the energy data, and file 
synchronisation across the network during the cable deployment period.    
 
5.3.4 Test Summary  
A number of specific exercises were carried out throughout the deployment period, as 
detailed below.  However, daily system checks were also conducted across the network 
when possible, as per table 5.1.  These checks typically involved establishing connection 
with the control PC in the communications cabinet, checking the location of the buoy 
134 
 
through the GPS fix (to monitor for mooring drag/failure) as per figure 52, monitoring 
CPU and GPU temperatures as per figure 51, and carrying out LAN Speed tests to obtain 
data for the network study (see chapter 6). Energy files from the solar energy monitors 
were also synchronised regularly.  
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Figure 52 GPS fix from the control PC 
 
 
Figure 53 Shore to buoy transmission exercise  




The key exercises conducted during the cable deployment can be summarised as follows:  
(i)  Shore Transmission Exercise, 16/01/2018:  
The purpose of conducting a shore transmission exercise was to verify network 
capabilities before deploying the LWIR energy monitoring system at sea.  A suitable 
shore base was chosen as per figure 53, on a line of sight approximately 1.8km from the 
Mobilis Buoy on the test site.  
The energy monitoring system was pre-programmed to transmit one of the encoded 
images taken of the solar panels on the AWQMS at Lough Furnace. It was in .WAV file 
format, and was set to transmit four times at 480 second intervals.  The control PC on the 
buoy was accessed from the Marine Institute using a remote desktop connection to the 
virtual machine at the shore station.  One of the relays was remotely activated, powering 
on the SDR receiver and LNA in the communications cabinet. A TCP/IP connection was 
established between the SDR receiver, and the SDR# software on the virtual machine.  A 
technician travelled to the shore base and carried out a voice test transmission using a 
PMR radio.  This enabled the gain to be adjusted on the SDR# software before image 
transmission.  The technician then activated the energy monitors transmission system, 
facing the transmitter towards the receiving antenna on the buoy.  The signal was received 
on the buoy using the SDR, and transmitted via TCP/IP link to the virtual machine across 
the subsea cable. The signal was then piped from SDR# to RX-SSTV on the virtual 
machine (using a virtual audio cable), where the image was decoded as per figure 54 
below.  The four images were received successfully onshore, increasing the gain 












Figure 54  Image reception and decoding © RX-SSTV 
 
(ii)  RIB Transmission Exercise, 30/01/2018:  
It was planned to mount the Energy Monitoring System on a second Mobilis DB 8000 
buoy monitoring Acoustic Emissions, located some 2.2 km from the seabed cabled node 
– surface buoy interconnector, as per figure 57. This buoy is fitted with 14 x 100 W solar 
panels, mounted vertically on seven of its eight faces.  The RIB travelled to the Acoustic 
buoy on 30/01/2018, but the technicians were unable to get on board because of high 
swells.  An attempt was made to transmit from the RIB, hove-to in proximity to the 
Acoustic Buoy, and facing towards the Mobilis DB 8000 buoy on the test site.  When the 
SDR# software was powered on, activity was detected on the PMR band (446.0-446.2 
MHz). The gain of the receiver was increased during transmission tests to maximise the 
chances of good reception.  However a substantial quantity of interference was visible on 




Figure 55 Interference on solar images decoded  
 
Figure 56 Interference on image capturing  
An attempt was made also to test the gateway for the wave buoy, but no data was received 
ashore.  This was investigated later, and it was concluded that the buoy did not power on 
during the exercise, possibly due to a flat battery. The gateway in the communications 
cabinet had powered on when activated, as was evident by the current consumption 




Figure 57 2.21 km distance between the two Mobilis buoys  
© 2021 Google. Data SIO, NOAA, U.S. Navy, NGA, GEBCO. Image © 2021 Maxar Technologies. 
Image © 2021 CNES / Airbus.  
 
(iii)  Buoy Transmission Exercise, 20/02/2018:  
Technicians mounted the energy monitoring system on the Acoustic buoy as per figure 
58, facing an area on the solar panels.  Two LWIR images were successfully transmitted, 
received ashore and decoded as described previously:  These images had previously been 




Figure 58  Technicians mounting the energy monitor 
Image courtesy of Donal Henderson 
 
Two additional images were autonomously captured on station using the Raspberry Pi 
Camera Module V2, the first image was position and time stamped using a reading from 
the on-board GPS.  Both images were encoded, modulated, transmitted and de-
modulated/decoded ashore on the virtual machine. Image transmission and reception can 





Figure 59 Image received on 20/02/2018 
 





Figure 62 Clearer image of the solar panel being decoded 
Figure 61 The four images from 20/02/2018 © RX-SSTV 
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Noise was received during transmission of the position/time stamped image, as visible in 
figure 60, compared with a cleaner image received in figure 62.  It was noticed that an 
Irish Naval Vessel, and a research vessel were operating in proximity to the deployment, 
and it is believed that one of the vessels may also have been operating intermittently on 
PMR446 bands. 
Once the transmission exercise was completed, the RIB travelled to the cable-connected 
Mobillis DB 8000 buoy and the wave buoy was powered on.  It was then deployed from 
the RIB in proximity to the buoy, as per figure 64.  The second relay was activated in the 
communications cabinet (across the remote connection), powering on the waverider 
gateway on the buoy.  A UDP data request was sent from the virtual machine to the 
gateway.  The transceiver in the wave buoy pushed the sensor data across a software serial 
connection to the transceiver on the gateway in the communications cabinet, using UHF.  
The data was then sent ashore through the cable in UDP packets, and received on the 
remote machine as per figure 63.  The current drawn through the Science port was logged 
by the Primary Node Controller software at all stages during the exercises.  
 




Figure 64 Wave buoy deployed  
Image courtesy of Declan Murray 
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(iii)  Radio and Gateway Exercise, 27/02/2018:  
The SD card in the current logger in the control cabinet was exchanged during a RIB visit 
to the test site, and the voltage across the main switch was measured with a multi-meter 
and recorded.  Once ashore, an exercise was carried out across the network, activating the 
relays in turn, and powering up the SDR, LNA, and the wave buoy gateway.  This exercise 
was conducted to enable data comparison between current delivery, as recorded by the 
PNC versus current logged through the recorders in the control cabinet.  It also provided 
the basis for comparison between actual and expected energy losses, as discussed below 
in chapters 6 and 10. 
5.3.5 Recovery 
The control PC in the communications cabinet was shut down on the 5th March, 2018.  
The science port was subsequently powered down on the morning of 6th of March, as the 
control cabinet was recovered by RIB from the buoy.   
The cable and lander were recovered on 25th March, 2018:   
As with the deployment, this necessitated technical divers and a workboat.  The static 
cable was disconnected from the whip attached to the CEE, the diver attached a blank to 
the connector on the free end to prevent moisture ingress.  The slack was taken in on the 
cable, and the boat was re-positioned above the lander.  The dynamic cable was uncoupled 
from the communications cabinet on the buoy, and fed down through the guide tube in 
the moon-pool.   A diver then descended and attached a line to the lander, enabling it to 
be recovered on board the work boat. The slack on both cables was tailed, and coiled on 
the deck as the lander ascended. 
5.4 Concluding Remarks 
This chapter described the deployment and successful wet testing of the project 
equipment.  Initial testing was carried out at the Marine Institutes Newport Catchment 
facility at Lough Furnace, before progression to the main test bed at Galway Bay Marine 
and Renewable Energy Test site.  The devices meshed seamlessly with the existing 
observatory network and were accessible through a remote desktop connection to a virtual 
machine at the shore station.  All data obtained during the exercises was recorded and 
analysed.   
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The exercises were summarised in table 5-1, followed by a more detailed description of 
the key tests that demonstrated expansion of the working footprint of the cabled 
connection.  The performance metrics of the Galway Bay cabled exercise are presented 





Chapter 6. Cabled Connection: Performance Metrics 
6.1 Introduction 
The cabled exercise at Galway Bay as described in Chapter 5 above was carried out for 
the purposes of quantifying accessible energy and bandwidth available from one of the 
science ports on the cabled observatory i.e. to present a data record of what was actually 
available in a real-world situation.  This included determination of the average energy 
consumption and power distribution from the science port, as well as calculation of power 
outage i.e. percentage time and maximum duration.  Results presented include values 
recorded while the communications cabinet was running singularly in energy monitoring 
mode, and while communicating with and relaying information from the two additional 
low-cost sensor packages (i.e. in expansion mode).   
This Chapter is structured as follows; the power potential of the cabled observatory 
connection is quantified in section 6.2. Bench tests and calculations are used to determine 
expected values and losses.  Expected measurements are then compared with actual 
measured values recorded during the deployment, and discrepancies are identified.  
Section 6.3 presents a record of the power outages measured during the cabled exercise, 
and during two further time periods when data was available for analysis.  Section 6.4 
then deals with network speed quantification, and comparison between base tests and 
actual tests carried out through the observatory network.  Statistical analysis was then 
used to compare both datasets.  
6.2 Quantification of Power 
Cabled Observatory Potential: 
Actual measured energy levels were analysed both from the cabled exercise, and bench 
testing carried out onshore.  
6.2.1 Communications Cabinet  
Average Energy Consumption from the Communications Cabinet and Subsea bottle 






Table 6-1 Average power consumption during bench test 13/02/19 
Description Measured Current (A) Power (W)1 
Control PC running in communications cabinet 0.450 6.750 
Control PC & wave buoy gateway (listening mode)  





1 Bench power supply was set at 15 VDC. 
 
The Moxa TN 5305 Ethernet switch housed in the subsea electronics bottle (tested 
independently) consumed an average of 1.2 W.  
Note: While at sea, an active GPS antenna and two USB solar energy monitors (with a 
combined power consumption of 0.12 Watts) were also added to the system.  
Expected system power consumption, excluding transmission losses, can therefore be 
tabulated in 6-2 as follows: 
Table 6-2 Expected power consumption  
Description Power (W) 
Control PC, electronics bottle, GPS antenna & 2 energy monitors 8.070 
Control PC, electronics Bottle, wave buoy gateway, GPS antenna & 2 energy monitors  





6.2.2 Science Port during Exercise 
 
Average current consumed by the system during an exercise carried out on 27th February, 
2018, as detailed in 5.3.4 above, was recorded by the PNC as follows:  
 Control PC running in the communications cabinet, neither relay activated = 0.62 
A. i.e. 0.62 A x 15 V = 9.3 Watts. 
 Control PC, wave buoy gateway (in listening mode) = 0.72 A i.e. 0.72 A x 15 V 
= 10.8 Watts. 
 Control PC, SDR receiver and LNA (in receive mode) = 0.86 A i.e. 0.86 A x 15 
V = 12.9 Watts. 
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6.2.3 Expected Transmission Losses  
 
As per Appendix C, cable and connector resistances were calculated as follows: 
SubConn pigtail = 0.0418 Ω 
Falmat Xtreme-Net® pigtail = 0.1992 Ω  
Subsea cable = 0.86 Ω 
Total calculated resistances of whip and cable were therefore estimated to be:  
 Cable Assembly = Subsea cable + 4 SubConn pigtails = 1.0272 Ω 
 Whip Assembly = Subconn pigtail + Falmat Xtreme-Net® pigtail = 0.241 Ω. 
 Giving a combined calculated resistance of 1.268Ω. 
It was noted that during initial testing, measured resistance values from the conductors 
exceeded calculated values. Measured separately, both static and dynamic cables after 
splicing had resistances of 0.3 Ω i.e. totalling 1.2 Ω (return lengths), whereas whip 
resistance was measured at 0.2 Ω one way, giving a combined measured resistance of 1.6 
Ω. 
Expected losses for measured current values taken from section 6.2.2. can therefore be 
calculated as follows in table 6-3:  
Table 6-3 Expected transmission losses 
Current (A)  Measured Resistance (Ω) Voltage Drop1 (V) Power Loss 2 (W) 









1 Across each conductor 






6.2.4 Power Distribution and Actual Losses  
Additional un-explained losses can therefore be calculated from results presented in 
sections 6.2.1 – 6.2.3 above as per table 6-4.  
























10.8 9.42 0.415 0.965 8.92 
Control PC, 
LNA, SDR 
12.9 11.295 0.592 1.013 7.85 
 
The unexplained losses are graphed relative to current values as per figure 65 below.  
Possible reasons are investigated and discussed in Chapter 10, section 2.2.2.  Power 
distribution is charted for the three values in figures 66 – 68 below.  
 





Charted Power Distribution from Science Port 3 at 9.3, 10.8, and 12.9 Watts:  
 
Figure 66 Power distribution at 9.3 W  
 





Figure 68 Power distribution at 12.9 W  
6.3 Power Outage 
Percentage time and maximum duration. 
Current data from the PNC Software was plotted for Science Port 3, as per figure 69. 
The time period used was from when the port was powered up on 11th January 2018, to 
final power-down on 6th March 2018.     
 
Figure 69 Current drawn through science port 3  
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Ten power outages were recorded during this period, amounting to 4 days, 11 hours and 
49 minutes i.e. 8.36% of the total exercise time.   
The longest power interruption lasted two days, 8 hours, 49 minutes.   
Two additional non-consecutive time periods were examined from the PNC data available 
for Science Port 1 on the observatory bottle. This enabled a longer time-series to be 
analysed, aiming to give increased accuracy on real-world power availability from the 
observatory. 
Time period 1 ran from 31st July to 28th August 2018, as depicted in figure 70. 
 
Figure 70 Science port 1 from 31/07/18 – 28/08/18 
The software recorded a single current interruption on port 1, spanning five consecutive 
days i.e. 17.86% of the total time period of 28 days. 





Figure 71 Science port 1 from 19/09/18 – 20/12/18 
 Thirty eight interruptions were recorded during period 2, amounting to 7 days, 10 
hours and 25 minutes i.e. 8.08 % of the total time period.  
 
 The longest power interruption on science port 1 during time period 2 spanned 2 
days, 23 hours, 20 minutes. 
 
6.4 Quantification of Bandwidth 
As detailed in 3.2 above, The CEE is fitted 4 x expansion ports with fibre 
communications, 12 x science ports with serial and 5 x science ports with Ethernet 
connections.  All network speed testing during the cable exercise was carried out using 
the Ethernet connection provided by Science Port 3. 
6.4.1 Network Speed Testing 
Base tests were carried out after the ends of the cables were spliced, prior to deployment.  
The complete assembly was tested, as per the network diagram in figure 72 below; i.e. 
through the test lead connected to a Startech USB 2.0 to Ethernet adapter, set up on a T61 
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Lenovo laptop15 (simulating the observatory bottle), static cable, subsea bottle with 
10/100Base-T(X) Ethernet switch, dynamic cable, and via the Ethernet switch in the 
communications cabinet to the control PC.  
 
Figure 72 Block diagram of the test network 
The following results were obtained as per table 6-5 below, using the LAN speed software 
as described previously in chapter 4 section 2 above. 
Table 6-5 Network speeds during bench testing 
Test 
No. 








46.78 46.91 47.38 48.05 47.43 47.73 47.38 
 
Average Write speed was calculated to be 63.25 Mbps, whereas Read speed averaged at 
47.38 Mbps.  These figures formed the base values for comparison with actual average 
connection speeds recorded during the deployment.   
                                                 




The LAN speed test software was installed on the virtual machine, and connection speed 
tests were carried out daily where possible during the Spiddal cable deployment period, 
as detailed previously in table 5-1.  The virtual machines are hosted on a server at the 
shore-station running Hyper-V (hypervisor), and connected to the network using a virtual 
switch; the host uses a 1 Gigabit Broadcom network controller.  A small form-factor 
pluggable (SFP) transceiver is used to connect the optical fibre cables to the SFP port of 
the network switch.  The signals are multiplexed and de-multiplexed using a Course 
Wavelength Division Multiplexer (CWDM) (Texcel Technology PLC 2015); this 
increases the capacity of the optical fibres by transmitting simultaneously on multiple 
wavelength channels.  The cables travel from the shore station underground to a manhole 
on the pier, before heading out subsea to the observatory.  The signals again pass through 
a CWDM in the CEE to multiplex/de-multiplex, and break out into fibre, Ethernet and 
serial switches to serve the science and instrument ports on the CEE bulkhead.  The static 
cable was attached via whip to Science Port 3 on the bulkhead, which in turn is connected 
to the 100 Mbps Ethernet switch in the CEE bottle.  Therefore, the overall network 
diagram for the wet test can be sketched as per figure 73.  
 
Figure 73 Network diagram for the cabled exercise  
159 
 
A total of 36 Network Speed tests were carried out during the cable exercise, and averaged 
at a read speed of 57.67 Mbps, and a write speed of 38.12 Mbps.  Results are plotted in 
Figure 74-75 below.  It was noted that the average measured read speed was 21.72% faster 
than expected, and that write speed was 39.73% slower than the base value.  Minimum 
read speed was measured at 49.33 Mbps, Maximum at 61.66 Mbps, giving a range 
variation of 12.33 Mbps.  Minimum Write speed was measured at 33.65 Mbps, Maximum 
at 42.76 Mbps, giving a range variation of 9.11 Mbps. 
 
Figure 74 Average write LAN speeds 
 
Figure 75 Average read LAN speeds 
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Figure 76 compares the maximum theoretical read and write transfer speed through the 
switch (i.e. 100 Mbps) with actual measured values from bench testing and wet testing. 
Statistical analysis was used to compare the datasets from bench testing (as per table 6-5 
above) with the Network Speed tests as measured during the cable deployment.  The tests 
were carried out using statistical functions called from the scipy.stats package (SciPy.org 
2020a) in Python 3, using a Jupyter Notebook in Anaconda Distribution.   
The Sharpio-Wilk and Anderson-Darling tests were initially used to test the null 
hypothesis that the read speed and write speed datasets were normally distributed 
(Ghasemi and Zahediasl 2012).  The read speed bench test data was found to have a p-
value of 0.795, failing to reject the null hypothesis and concluding that the data looked 
normal.  However, the read speed data measured during the deployment resulted in p-
value of 0.001, rejecting the hypothesis.  
Consequently, a Mann-Whitney U test was used to test if the read speed datasets were 
significantly different as it is known to be suitable for use on ‘non-parametric’ datasets 
(Statistics Solutions 2020a). It was used to test the null hypothesis that the distribution of 
both groups is equal. The hypothesis was rejected on completion of the test, resulting in 
Figure 76 Expected versus actual percentage losses  
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a p value of 5.577e-05, and a U value of 0.0, indicating strongly of a statistically 
significant difference between both groups. 
The Sharpio-Wilk and Anderson-Darling tests carried out on the write speed datasets 
indicated that the data looked normally distributed: This permitted use of a two sample 
T-Test, suitable for parametric statistical hypothesis (SciPy.org 2020b).  This tested the 
null hypothesis that the means of the samples are equal.  The hypothesis was rejected, 
with a p value of 5.589e-23, and a large t-statistic 20.695.  These results statistically 
indicate a strong possibility of a significant difference between the mean values of both 
datasets.   
6.5 Concluding Remarks 
The cabled exercise provided the data necessary to investigate one of the key aims of this 
research, namely the consideration of the power and communications capabilities 
operationally available through inter-connection to a cabled seabed observatory node.  
An operational power budget was determined using measured values; current flow was 
recorded during all exercises.  Power distribution and actual losses were charted, 
identifying an unexplained loss of approximately 1 Watt.  Power outages were quantified 
for the test period, and for two further time periods where data was available.   Network 
speed testing was carried out throughout the deployment period to assess bandwidth 
availability and network capability; a data comparison was made between bench tests and 
actual tests carried out through the observatory network.  Statistical analysis was then 
used to compare both datasets. 
The following chapter examines the modelled versus measured solar energy production 
on the Mobilis DB 8000 buoy, using energy data parsed from the files logged by the 











Chapter 7. Solar Energy Production: Performance Metrics  
7.1 Introduction   
The purpose of logging and analysing data from the existing solar energy system on the 
Mobilis DB 8000 buoy was to compare modelled values with actual energy production.  
This comparison was necessary to give a realistic indication of actual versus modelled 
energy generated, and to identify energy deficits or system weaknesses that needed to be 
bridged by alternative forms of energy.  The overall goal was to ensure that autonomous 
energy generated on the buoy was sufficient to replace the energy provided by the cabled 
connection.   
This Chapter is structured as follows: The estimated autonomous energy potential from 
the existing solar energy system on the Mobilis Buoy was modelled in section 7.2, and 
compared to the daily system charge requirement. In section 7.3, expected measurements 
were then compared with actual measured values recorded during the deployment, using 
charge states to identify time periods where the daily system charge levels have not been 
met. Specific timeframes were then identified for deeper analysis, comparing the daily 
energy yield plots for both faces to their modelled values.  This section concludes that a 
battery storage system with less than eight days of autonomy would have lost power 
during the examined time periods, for the given daily system charge requirement.  
7.2 Modelled results  
Estimated Solar Energy Production was modelled using Photovoltaic Geographical 
Information System (PVGIS) 5 interactive software developed for off-grid systems (Joint 
Research Centre (JRC) 2019a),  produced by the European Commission’s Joint Research 
Centre (JRC). Further details are described in Appendix B. 
Initial and Boundary Model conditions were set as follows: 
1. The Mobilis DB 8000 Buoy has 9 x 100 W Solar Panels, 2 panels vertically 
mounted on Faces 2, 4, 5 and 6, and a single 100 W panel on Face 3.  2 x 80 W 
panels are fitted to Face 1. 
2. Slope was set at 90⁰. 




4. Latitude/Longitude set to 53.245, -9.296 (53⁰14’42.0”N, 9⁰17’45.6”W), 
Elevation 2 m.  (This was the nearest location to the Mobilis buoy at this elevation, 
where modelled data was available). 
5. No horizon was set, as terrain shadows were not applicable at this location. 
6. PVGIS-SARAH database was selected, as it was found to be the median for seven 
months out of twelve, (out of three databases relevant to this location, averaged 
over 2016). 
7. Discharge cut-off limit was set to 40%, with zero consumption per day to 
determine maximum energy production. 
8. Battery capacity was set at 1,888 Wh i.e. (118 Ah x 12 x 8) / 6 Faces (capacity 
and discharge rate taken from the manufacturers data sheet (Haze Battery 
Company 2017) i.e. value of 118 Ah at 20 hours. 
















Azimuth -90º -45º 0º 45º 90º 135º  
Watt 
Peak 
160 200 100 200 200 200 1060 
Jan 49.8 144.8 95.2 146.9 64 27.7 528.4 
Feb 89.7 196.6 122.5 197.6 114.1 57.5 778 
Mar 179.1 323.8 187.2 320.2 221.7 119.2 1351.2 
Apr 264.3 417.5 223.3 413.4 324.4 205 1847.9 
May 290.4 401.4 196 397 354.8 258.7 1898.3 
Jun 311.1 403.7 192.5 412.9 391.8 296.4 2008.4 
Jul 268.5 357.9 173.2 352.4 326.6 255.4 1734 
Aug 235.6 342 179.5 359.1 311.2 225.3 1652.7 
Sep 176.1 289 166.3 308.1 233 148 1320.5 
Oct 107.6 214.9 131.9 218.3 135.3 72 880 
Nov 59.9 159.3 104.8 165.1 78.8 35.2 603.1 
Dec 39 122 81.2 124.7 50.2 21.1 438.2 
 
 
Monthly modelled results are summarised in table 7-1 above.  See also detailed examples 
in Appendix B. 
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The Energy budget for the Mobilis buoy with existing instrument load16 was determined 
to be 235.66 Wh/day as per table 3-2. Taking efficiency to be 80% (Hankins 2010), this 
figure can be increased to 294.43 Wh/day to allow for energy losses from batteries, cables 
and charge controllers; this would equate to a daily system charge requirement of 24.54 
Ah/day for a 12 V system. The system therefore can be considered to be under-utilised, 
however it is realised that it was designed to be flexible to host numerous test projects 
depending on the demand.   
7.3 Measured results 
The data was parsed from the energy files logged during the Mobilis buoy deployment:  
Python 3 was used in Jupyter Notebooks using Anaconda Distribution.   
It was difficult to identify the maximum daily energy output of the system as the energy 
consumption (294.58 Wh/day) was well below the expected daily system production, i.e. 
actual daily energy output was not required to reach maximum as the batteries are fully 
charged once the daily system charge level has been met.  However, charge state was 
used as follows to indicate whether or not a system had reached its full potential:   
1. When the system did not advance beyond bulk charging state, the absorption 
voltage level had not been met, indicating that the batteries had not been fully 
charged.    
2. Maximum energy output during these time periods was then ascertained, and 
compared with expected values to indicate overall performance and identify 
energy deficit and system weaknesses. 
A time period from 12th December 2017–12th January 2018 was examined, and measured 
charge states were graphed for both Faces 1 (East) and Faces 4 (South West) on the 
Mobilis buoy as per figures 77 and 78 below. On examination, it can be seen that the 
system only advanced beyond bulk charge state on 9 days throughout the time period, 
indicating that the batteries did not reach a fully charged state on the remaining 22 days.  
The batteries did not appear to reach a fully charged state for 8 consecutive days from 
18th-27th December, 2017.   
                                                 







Figure 77 Charge states for face 1:  12/12/17 – 12/01/18 
 





Minimum and Maximum battery voltage levels were then examined for verification 
purposes, and it was found that maximum measured levels coincided with the time frames 
on the charge state plots, as illustrated in figure 79 below. 
 
Figure 79 Max. and min. battery voltage levels: 12/12/17 – 12/01/18  
A week of data was then selected for deeper analysis, from 20th –26th December 2017 
inclusive. Daily energy yield plots were created for both faces, comparing actual 
maximum daily energy outputs to modelled values using three different solar radiation 
databases i.e. PVGIS-COSMO, SARAH and CMSAF (Joint Research Centre (JRC) 
2020a) as per figures 80 and 81 below.  
Average energy yield for Face 1 and Face 4 over the seven days can be calculated as 
27.14 Wh/24 hours, and 7.14 Wh/24 hours respectively, amounting to 69.59% of expected 
maximum yield for Face 1, and 5.71% of expected maximum yield for Face 4, using 





Figure 80  Daily energy yield face 1:  20 - 26 Dec. 2017 
© IEEE 2019 
 
 
Figure 81 Daily energy yield face 4:  20 - 26 Dec. 2017 
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A second time period was examined, from 27th November, 2018 to 25th January, 2019.  
Again, measured charge states were graphed for both Faces 1 (East) and Faces 4 (South 
West) on the Mobilis buoy as per figures 82 and 83 below.   
 
Figure 82  Charge states for face 1: 27/11/18 – 25/01/19 
 
Figure 83 Charge states for face 4: 27/11/18 – 25/01/19 
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It was noticed that the system was periodically struggling to advance beyond bulk charge 
state. The batteries did not appear to reach a fully charged state for 8 consecutive days 
between 1 January 2019 and 10 January 2019. Minimum and Maximum battery voltage 
levels were then examined for verification purposes, for the time period between 1st to10th 
January, 2019. Again it was found that a drop in maximum measured levels coincided 
with the time frames on the charge state plots, as depicted in figure 84 below. 
 
Figure 84 Max. and min. voltage levels: 01/01/19 – 10/01/19   
Actual Maximum daily energy outputs were then compared to modelled values for both 
faces for the time period 1st – 10th January, 2019 as per figures 85 and 86 below, again 
using PVGIS-COSMO, SARAH and CMSAF solar radiation databases (Joint Research 




Figure 85  Daily energy yield for face 1: 01/01/19 – 10/01/19  
 
 




Average energy yield for Face 1 and Face 4 over the eight days from 2nd – 9th January can 
be calculated as 32.5 Wh/24 hours, and 15 Wh/24 hours respectively, amounting to 
65.26% of expected maximum yield for Face 1, and 10.21% of expected maximum yield 
for Face 4, using PVGIS – SARAH modelled figures from table 7-1 above. 
The existing battery power supply to the payload on the Mobilis buoy was not interrupted 
during the exercise period as the system currently deployed was calculated to have in 
excess of twenty seven days of autonomy. However, it can be noted that a system with 
any less than eight days of autonomy would have lost power during both time periods 
examined i.e. from 18th - 27th December, 2017, and from 1st – 10th January, 2019.     
7.4 Concluding Remarks 
The study conducted in this chapter compared modelled with measured solar energy 
values, highlighting a shortfall in energy production during specific time periods.  These 
shortfalls were identified by examining periods where the MPPT controllers did not 
advance beyond bulk charge state, indicating that the daily system charge requirement 
had not been met.  These occurrences lasted for a maximum time period of eight 
consecutive days:  This would indicate that a battery storage system of eight times the 
daily system charge would be required to span this time period, and ensure energy 
continuum.  This knowledge is carried forward to the next chapter, which deals with the 
simulation of the removal of the cable and the provision of a similar capability on a remote 







Chapter 8.  Extended Capabilities   
8.1 Introduction 
This chapter uses the information gleaned from the extensive study of the cabled sea-bed 
connection in chapter 6 (along with the measured solar energy values in chapter 7), to 
investigate the potential to achieve similar utility from a remote buoyed platform. 
 Removal of the cable would necessitate changes to be made to both (i) the hardware in 
the communications cabinet and (ii) the software programming, to ensure operational 
capability.  Relatively low-cost systems, power and bandwidth limitations are also 
necessarily factored into the proposed solution. Compromises have been implemented 
where required to reduce and manage energy consumption and data transfer rates.  
The chapter is structured as follows:  A comparable energy budget is determined in 
section 8.2, leading to calculation of the minimum required energy storage capacity in 
section 8.3. Section 8.4 deals with the software modifications required to be carried out 
to facilitate Beyond Line of Sight (BLOS) Communications, with a plan for proposed test 
frequencies and associated regulatory information being outlined in section 8.5. 
8.2 Comparable Power Budget 
Stand-alone system: 
The Energy Budget in table 8-1 below was prepared, based on the measured energy values 
as detailed in tables 3-2, and 6-1 above.  The following modifications were made:   
(i)  The active GPS antenna and two USB Solar Energy monitors were added to the budget 
for the Communications Cabinet, and  
(ii) The Moxa EDS-208A Ethernet switch was replaced with a HF Transmitter e.g. TAPR 
QRP Tx Shield, as detailed further in (Doczi n.d.). The purpose of this transmitter would 
be to achieve BLOS communications. 
The Ethernet switch consumed 1.708 W when tested singularly, amounting to 40.992 
Wh/24 hrs.  In an email to the author (2019) Zoltán Dóczi of RF Sparkling Ltd. estimated 
that the TAPR QRP Tx Shield consumed between 0.25 – 0.4 Watts during operation.  
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The three states of operation for the Communications Cabinet, as per 8-1 below are 
described as follows: 
 State 1:  Control PC running with neither relay activated. 
 State 2:  Control PC and Waverider Gateway activated. 
 State 3:  Control PC, SDR receiver and LNA (in receive mode), TAPR QRP Tx 
Shield (in transmit mode).   
The energy consumed by the solar energy monitor (including inverter) was removed from 
the buoy’s budget, as its function has now been replaced by the control PC in the 
communications cabinet.  The budget figures for the other equipment on the buoy were 
left un-changed, as per table 3-2. 







/ 24 hours (Wh) 
SeaBelow Marine tracker 2.5 24 60 
Cyclops-6K x 2 0.265 (Max. ea.) 24 12.72 
Comms. Cabinet State 1 5.162 12.5 64.53 
Comms. Cabinet State 2 6.512 3 19.54 
Comms. Cabinet State 3 8.787 8.5 74.69 
OTT NetDL 500 Data Logger 0.169 24 4.06 
Total Max. Energy 
Consumed 
  235.54 
 
8.3 Minimum Battery Capacity  
Total maximum energy consumed on the buoy for a 24 hour period can therefore be 
estimated to be 235.54 Wh/24 hours as per table 8-1 above.  Taking efficiency to be 80% 
(Hankins 2010),  this figure can be increased to 294.43 Wh/day to allow for energy losses 
from batteries, cables and charge controllers; this would equate to a daily system charge 
requirement of 24.54 Ah/day for a 12 V system.   
From the results presented in Chapter 7, it was noted that a system with any less than 
eight days of autonomy would have lost power during both time periods examined i.e. 
during Winter 2017–2018 and Winter 2018–2019.  Therefore minimum battery capacity 
to ensure energy continuum can be calculated as follows:  
175 
 
8 days of autonomy at 24.54 Ah/day = 196.32 Ah capacity @ 12V.  Allowing a maximum 
allowable Depth of Discharge (DoD) of 50% on the Batteries (to optimise cycle life), 
would equate to a required minimum total storage capacity of 392.64 Ah (@ 12V).  The 
discharge current versus capacity rate would need to accommodate a discharge time frame 
in excess of 192 hours (8 days).  
8.4 Necessary Software Modifications 
As mentioned above in 8.2, it would be proposed to replace the Moxa EDS-208A Ethernet 
switch in the communications cabinet with a at low power (QRP) HF transmitter.   This 
would also necessitate the installation of additional software packages that are capable of 
efficiently processing, modulating and transmitting the data on narrowband channels.  
Proposed changes in the methods of communication are tabulated in 8-2. Brief 
explanations of the proposed software packages are given below the table.   
Table 8-2 Proposed software changes to facilitate BLOS comms. 
Purpose Changes Comments 
Image Tx rpitx 
Transmodulate from 
UHF to HF 




Energy Data Tx Minimodem Audio modem tones 
Wave buoy Data 
Wolfram 
Mathematica/ Python 




SSTV image transmissions received by the software defined radio at the gateway on the 
buoy were previously transferred ashore for decoding via Ethernet-cable link, using 
SDR# and RX-SSTV as described in 4.3. These images would now be forwarded from a 
remote buoy/platform using the QRP HF transmitter. This would be achieved using rpitx 
software as it is capable of transmodulating and relaying a signal from the SDR.  The 
required input frequency, gain, and output frequency are set in the software.  Once the 
FM signal is received by the SDR, it is demodulated from the carrier wave, modulated to 




Installation of Open Source Computer Vision Library (OpenCV) would enable computer 
vision to be used to identify ‘hot spots’ indicating short circuits within solar panels (as 
per figure 87 below):  This would reduce the need for periodically transmitting LWIR 
images ashore to verify their condition.  An image would be captured by the LWIR 
camera, and broken down into matrices of BGR17 (blue, green, red) values relative to 
pixel position.  These matrices could then be compared to expected values from an image 
previously captured, using an algorithm developed in OpenCV, This would enable 
possible differences/abnormalities to be identified.  An inconsistent image would be 
encoded and transmitted ashore, whereas an image consistent with previously stored 
values would not require transmission:  A text message would be transmitted ashore to 
indicate that the test had been carried out, and that the image appeared normal/ had passed 
inspection.    
 
Figure 87 'Hot Spots' visible on a damaged panel © 2019 IEEE 
Minimodem 
It would be proposed to reduce the volume of backhaul data transmitted ashore from 
energy monitoring system on the buoy by locally parsing and processing the two hourly 
serial read.  This would be conducted in python code using the processor in the raspberry 
pi.  The raw files would be stored locally on the buoy, with daily statistics such as 
maximum panel voltage, minimum and maximum battery level, and daily energy yield 
                                                 
17 BGR is the default used by OpenCV, as opposed to RGB. 
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being transmitted.  This would significantly reduce the volume of traffic and therefore 
reduce the bandwidth requirement.  Minimodem software would be used to generate 
audio modem tones from the data (Mostafa 2021), encoding the tones to .WAV format.  
The .WAV file would then be transmitted using rpitx software on the Raspberry Pi/QRP 
HF Transmitter.   
Wolfram Mathematica 
It is proposed to maintain the current method of communication between the wave buoy 
and the gateway in the communications cabinet as the range will not be increased i.e. 2 x 
UHF ISM 2.4 GHz transceivers.  However, cable removal and buoy relocation will break 
the existing shore link for data transmission from the gateway. It is assumed that the wave 
buoy will be working concurrently with a resident ROV deployed in the immediate 
vicinity (i.e. within UHF radio range). Therefore, the next step intended is to test data 
through the PowerSpectralDensity  (Wolfram 2012) function on Wolfram Mathematica 
(available on the Raspberry Pi)  to compute the wave modal frequency.  These 
calculations are also possible using Python code. Once calculated, the wave modal 
frequency and heading can then be transmitted locally by UHF to the ROV control system 
for wave filter implementation. This system will operate remotely when functioning, 
removing the need to transmit data ashore for processing.    
8.5 Proposed HF Testing 
It would be anticipated that initial testing would be carried out on the HF amateur licenced 
bands in accordance with IARU and national band plans.  The station will be licenced in 
accordance with S.I. No. 192/2009 – Wireless Telegraphy (Amateur Station Licence) 
Regulations, 2009 (The Commission for Communications Regulation 2009). The station 
call sign will be suffixed by ‘/MM’ to indicate that the transmission is originating from a 
maritime mobile station, and will transmit its geographic position at the beginning and 
end of each broadcast.  Possible data transmission frequencies on the 20m band include 
14,089–14,099 kHz (max. bandwidth 500 Hz) and 14,101–14,112 kHz (max. bandwidth 
2,700 Hz), as these frequencies are allocated digimodes, designated for unattended 
automatically controlled data stations (IARU 2016). SSTV will be tested 14,230 KHz, 
which is the designated centre for image activity.  The expected power output of the 
transmitter i.e. 100 mW, is well below the maximum permitted power output of a 
maritime mobile station at 10 W.  The Commission for Communications Regulation will 
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be contacted on test completion to discuss allocation of suitable HF frequencies for long-
term operational deployment. 
8.6 Concluding Remarks 
This chapter was aimed at investigating the possibility of cable removal, and the provision 
of cabled observatory potential on a remote platform.  It is believed that this capability is 
achievable in the context of this exercise, but that further procurement, modification and 
testing would be necessary as outlined above.   
The following chapter deals with the potential to expand the proposed system to 
accommodate ROV residency, and broadband communication.  The expansion of deep-
field observational capabilities is the key motivation for this body of research, and is 
currently one of the main goals that CRIS researches are working towards at the 













Chapter 9. Expansion of Deep Field Capabilities 
9.1 Introduction 
The previous chapter looked at the system design for a deep field installation, and 
investigated into modifications necessary to provide similar operational capabilities once 
the cable has been removed.  This chapter looks at the possibility of expanding these 
capabilities; the purpose of this would be to facilitate the ability to work towards 
demonstration of a communications and power capacity sufficient to enable real-time 
piloting of a resident ROV through teleoperation.   
Three case studies are outlined in section 9.2, introducing the resident ROV systems that 
have been chosen for energy modelling purposes. Section 9.3 presents the design of the 
combined communications system, and tabulates the energy budgets and storage 
requirements for all three options.   
The modelled energy production required to meet the demand is outlined in sections 9.4–
9.7; demonstrating how energy aggregation would be necessary to fulfil the daily system 
charge requirement of a complex installation. The overall modelled findings in relation 
to energy supply and demand are then summarised in section 9.8.  
9.2 Resident ROVs 
Three resident ROVs were chosen for energy modelling purposes, as detailed in the three 
case studies below.  The devices chosen vary in complexity and capability, resulting in a 
range of budgetary energy demands for comparison.  The purpose of the exercise was to 
calculate the energy required to carry out remote presence control using a resident ROV 
stationed below an autonomous offshore buoy or platform. This budget will then be used 
to assess the capabilities of autonomous energy production on the buoy.  
Case Study 1: 
The simplest system modelled below incorporated a VideoRay Pro4 Mini ROV, attached 
to the underside of the buoy with a recovery hook, similar to the attachment pictured in 
figure 88. This mounting system was trialled previously by UL researchers during 
Research Cruise CE-12012 as detailed by Toal (2012); The ROV was deployed as a 
daughter ROV, attached to ROV Latis. Once the mother ROV was launched and 
stabilised, the daughter was flown from the hook and recovered on mission completion.  
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A similar system was proposed to be trialled from a Mobilis DB 8000 buoy and was 
subject of a NIAP application titled ‘Long endurance observation miniROV system for 
remote presence and monitoring in SmartBay’ (Dublin City University 2016). A 
miniROV Electronics bottle was developed at UL to enable the ROV control system to 
be integrated with the power and communications systems on the buoy (Toal 2012). The 
Maximum power requirement as stated in the manufacturer’s data (VideoRay LLC 2019) 
was taken to be 600 W, 100-240 VAC 50/60 Hz, increasing to 800 W when fitted with 
accessories. For the purposes of this study, average power consumption is taken to be 600 
W.    
Case Study 2: 
The second system used for modelling purposes was the EELY 500 Snake Robot from 
Eelume, as described previously in 2.9 above.  In an email to the author (2019) David 
Mackay of Kongsberg stated that the tethered robot typically consumed 1,000–1,500 W 
during operations, and currently approximately 100 W in standby mode.  Once optimised, 
Mackay anticipated that this figure will be considerably reduced by switching elements 
of the control system into low-power mode. The maximum power consumption of the 
subsea garage and TMS was reported by Mackay to be 1,000 W, and was broken down 
as follows: 
Figure 88 ROV Latis with daughter ROV  
Image courtesy of CRIS 
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TMS motor = 400 W 
LED Lights = 200 W 
Acoustic Positioning System = 100 W 
All other devices = 300 W 
It is assumed by the author that the garage and TMS will also be put into low-power mode 
when the robot is garaged, and a 50 W budget has been allocated for this until accurate 
values can be derived from testing. (Note: This figure is estimate; it is envisaged that it 
will be significantly less, once the system has been optimised). 
Case Study 3: 
It was decided to investigate if the Buoy’s energy system would have the capacity to 
facilitate a work class ROV, and consequently Oceaneering’s Liberty E-ROVTM system 
was chosen for modelling purposes.  E-ROV has been described previously in section 2.6 
above. In an email to the author (2019) Arve Iverson of Oceaneering stated the average 
energy consumption of both ROV and TMS during operation is estimated to be 5 kW, 
with a system dormancy of 50 W (including buoy). The buoy was reported to consume 
an estimated 25 W during operations. 
9.3 Combined System Design  
A two-tier system was designed for purposes of energy modelling. This system enabled 
estimation of energy consumed by a resident ROV and associated communications 
system, situated on a remote buoy or platform, capable of carrying out an inspection using 
remote presence control for one hour per day.   
A sketch of the proposed system is outlined in figure 89 below.  The area dashed, titled 
‘Little System’, consists of a low-power control PC with attached relay switches and an 
‘always on’ HF QRP communications system.  When an appropriate, narrowband signal 
is received via HF radio, a relay switch activates ‘Big System’, the second, high-powered 
wide bandwidth Satellite Communications system used for ROV control.  The relay is 
subsequently de-energised once the ROV is recovered or garaged, and the ‘Little System’ 




Figure 89 Two tiered system designed for energy model 
9.3.1 Modelled Energy Budget  
Model Boundary Conditions were set as follows: 
1. Little System – Raspberry pi mini-control pc with attached Relay 
2. HF QRP Transceiver – Always on (Possibly WSPR/SDR) 
3. Maximum 5 W constant.18  
4. Big System – VideoRay Pro4 ROV, EELY-500 or Liberty E-ROV. 
5. Satellite Communication system i.e. Kymeta u7 Terminal with electronically 
steered flat panel antenna, 16 W block up-converter (BUC) and idirect modem, 
400 W typical power consumption, 600 W peak (Kymeta 2019b). 
6. Built in energy losses to account for cable, battery and charge controllers.  
Additional AC losses to account for the inverter. 
The following tables were prepared, assuming one hour duration from powering on the 
relay to shut-down of ROV control system.  The daily system charge required for: case 
study 1 (VideoRay) was 147 Ah/24h as per table 9-1, case study 2 (Eelume) was 692.625 
                                                 
18 Maximum allowed budget for modelling purposes 
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Ah/24h as per table 9-2, and case study 3 (Liberty E-ROV) was 771.375 Ah/24h as per 
table 9-3.  These figures are for 12 V systems.  
Table 9-1 Case study 1 power budget: VideoRay  
Description Power (W) Time (h) Energy Wh/24h 
Big System:    
ROV 600 1 600 
Sat Communication system 600 1 600 
    
Little System:    
Control PC with Relays and HF Tx 5 24 120 
    
Sub Total   1320 
DC Losses (Little System * 0.2)   24 
AC Losses (Big System * 0.35)   420 
    
Grand Total   1764 Wh/24h 
Daily System Charge (12V system)   147 Ah/24h 
 
Table 9-2 Case study 2 power budget: Eelume  
Description Power (W) Time (h) Energy Wh/24h 
Big System:    
ROV & Garage 2000 1 2000 
System Standby 150 23 3450 
Sat Comms 600 1 600 
    
Little System:    
Control PC with Relays and HF Tx 5 24 120 
    
Sub Total   6170 
DC Losses (Little System * 0.2)   24 
AC Losses (Big System * 0.35)   2117.50 
    
Grand Total   8311.5 Wh/24h 
Daily System Charge (12V system)   692.625 Ah/24h 
 
Table 9-3 Case study 3 power budget: Liberty E-ROV  
Description Power (W) Time (h) Energy Wh/24h 
Big System:    
ROV & TMS 5000 1 5000 
System Standby 50 23 1150 
Sat Comms 600 1 600 
    
Little System:    
Control PC with Relays and HF Tx 5 24 120 
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Sub Total   6870 
DC Losses (Little System * 0.2)   24 
AC Losses (Big System * 0.35)   2362.50 
    
Grand Total   9256.5 Wh/24h 
Daily System Charge (12V system)   771.375 Ah/24h 
 
9.3.2 Energy Storage Model 
Total system capacity was determined for the three possible scenarios, allowing for three 
days of autonomy in the case of the VideoRay option, and 2 days in the case of Eelume 
and Liberty E-ROV.  The results were tabulated in 9-4 below:  
Table 9-4 Total system capacity for the three test cases 






Max DoD System 
Capacity 
VideoRay 147 Ah 3 0.5 882 Ah 
Eelume 692.625 Ah 2 0.5 2,770.5 Ah 
Liberty E-ROV 771.375 Ah 2 0.5 3,085.5 Ah 
 
Energy Storage solutions using current technologies available include the following: 
Topside communications equipment for all three scenarios, with three days of autonomy, 
is tabulated as follows in 9-5: 

















Satellite Comms 600 810 67.5 3 202.5 Ah 
Little System 120 144 12 3 36 Ah 
Total 720 954 79.5 3 238.5 Ah 
 
Maximum current draw topsides would amount to 68 A during ROV communications. 
(i.e. Satellite communications and little system running concurrently, including losses). 
                                                 
19 At 12V. 
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AGM battery capacity at worst case scenario (i.e. during maximum current draw) was 
calculated as follows: 
From section 3.3.2 above, 8 x HZB-EV12-110 AGM batteries are fitted in the Mobillis 
buoy.  Current draw of 68 A / 8 batteries = 8.5 A per battery = I. The Peukert constant for 
these batteries was calculated to be 1.097 (see Appendix B). The capacity of each battery 
can then be calculated for this discharge rate using the following equation (9.1) derived 
in (Doerffel and Sharkh 2006) : 
 






Where C1 (118 Ah) (Haze Battery Company 2017) and I1 (118 Ah/ 20 h = 5.9 A) are the 
discharge capacity in Amp hours and current in Amps over a time period of 20 hours, n 
= Peukert’s constant, C is the discharge capacity of each battery in Amp hours for I, the 
actual discharge current in Amps (i.e. 8.5 A). C can therefore be calculated to be 113.89 
Ah.   
Total system capacity at maximum current = 113.89 Ah x 8 = 911.12 Ah / 2 (50% DOD) 
= 455.56 Ah.  Therefore, the current AGM system deployed on the Mobillis buoy would 
have in excess of 5.7 days of autonomy at a system consumption of 79.5 Ah/day (from 
table 9-5).   
The system capacities (in Watt-hours) were then calculated for equipment located on the 
seabed, and tabulated in 9-6: 







Max DoD System 
Capacity 
(Wh) 
VideoRay 810 3 0.8 3,037.50  
Eelume 7357.5 2 0.8 18,393.75 
Liberty E-ROV 8302.5 2 0.8 20,756.25 
 
                                                 
20 Including DC and AC losses 
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A sea-bed lithium-ion battery storage system would be required to be designed to 
accommodate the above capacities, for example the energy storage system currently in 
use with Liberty E-ROV has a capacity of 500 kWh (Oceaneering 2020c).  Energy 
systems and storage technologies are detailed in section 2.8 above. 
9.4 Maximum Solar Saturation  
Modelled Energy Production:  
The Mobillis DB 8000 was chosen as a suitable platform for mounting multiple 
Autonomous energy generating devices.  Its dimensions were used for modelling 
purposes; the purpose of this exercise was to maximise autonomous energy production 
and to assess its potential to provide adequate power to support a resident ROV.   
Maximum Solar Saturation for a Mobillis DB 8000 Buoy was calculated to be 14 x 100 
W Solar Panels, 2 panels vertically mounted on each face excluding North face (door) i.e. 
Installed peak PV power = 200 Wp per face.  Estimated Solar Energy Production was 
again modelled using PVGIS 5 software, as detailed in Appendix B and 7.2 above.   
Initial Model conditions were set as follows: 
1. A Mobillis DB 8000 Buoy was chosen, with 14 x 100 W Solar Panels, 2 panels 
vertically mounted on each face excluding North face (door) i.e. Installed peak 
PV power = 200 Wp per face. 
2. Slope was set at 90⁰. 
3. Azimuth set for all individual faces e.g. 0⁰ for due South, -90⁰ for East, 90⁰ for 
West etc. 
4. Latitude/Longitude set to 53.245, -9.296 (53⁰14’42.0”N, 9⁰17’45.6”W), 
Elevation 2 m.  (This was the nearest location to the Mobillis buoy at this 
elevation, where modelled data was available). 
5. No horizon was set, as terrain shadows were not applicable at this location. 
6. PVGIS-SARAH database was selected, as it was found to be the median, (out of 
three databases relevant to this location). 
7. Discharge cut-off limit was set to 40%, with zero consumption per day. 
8. Battery capacity was set at 1,320 Wh (i.e. 1 x 110 Ah battery per face). 
187 
 
The PVGIS 5 software was then used to calculate estimated PV energy output (Wh/day) 
for each individual face, and the results were combined and tabulated in 9-7 as follows:  


















Azimuth 135º -90º -45º 0º 45º 90º 135º  
Watt 
Peak 
200 200 200 200 200 200 200 1400 
Jan 27.8 62.3 144.8 190.5 146.9 64 27.7 664 
Feb 56.1 112.1 196.6 245 197.6 114.1 57.5 979 
Mar 121.5 223.8 323.8 374.3 320.2 221.7 119.2 1704.5 
Apr 210.1 330.4 417.5 446.6 413.4 324.4 205 2347.4 
May 266.8 363.1 401.4 392.1 397 354.8 258.7 2433.9 
Jun 302.1 388.8 403.7 384.9 412.9 391.8 296.4 2580.6 
Jul 262.2 335.6 357.9 346.4 352.4 326.6 255.4 2236.5 
Aug 218.4 294.4 342 359.1 359.1 311.2 225.3 2109.5 
Sep 143 220.1 289 332.5 308.1 233 148 1673.7 
Oct 72.1 134.5 214.9 263.9 218.3 135.3 72 1111 
Nov 34 74.9 159.3 209.6 165.1 78.8 35.2 756.9 
Dec 21.1 48.8 122 162.4 124.7 50.2 21.1 550.3 
 
Statistical analysis was used to compare the datasets from table 9-7 above, by month and 
by azimuth.  Tests were carried out using statistical functions called from the scipy.stats 
package (SciPy.org 2020a) in Python 3, using a Jupyter Notebook in Anaconda 
Distribution.   
The Sharpio-Wilk and Anderson-Darling tests were initially used to test the null 
hypothesis that the monthly datasets were normally distributed (Ghasemi and Zahediasl 
2012).  The data from June and July was found to have p-values of 0.023 and 0.045 
respectively, rejecting the null hypothesis and concluding that the data did not look 
Gaussian.  The remaining months resulted in p-values of between 0.052 and 0.445, failing 
to reject the hypothesis.   
It was concluded that all the monthly datasets did not all appear normal, therefore a 
Kruskal-Wallis H test was chosen for comparison as it is known to be suitable for use on 
non-parametric datasets (Statistics Solutions 2020b). The Kruskal-Wallis H-test tested 
‘the null hypothesis that the population median of all the groups are equal’ (SciPy.org 
2020c).  The hypothesis was rejected on completion of the test, resulting in a p value of 
1.471e-08: This low probability value indicated strongly of a statistically significant 
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difference between the population median of two or more of the groups, demonstrating 
the strong possibility of seasonal variation in the modelled data.  Note: post-hoc 
comparison between the groups would be necessary to statistically determine which 
datasets are different.  
The Sharpio-Wilk and Anderson-Darling tests carried out on the azimuth datasets 
indicated that the data looked normally distributed; this permitted a one-way Analysis of 
Variance (ANOVA) test to be used.  This tested the null hypothesis that ‘two or more 
groups have the same population mean’ (SciPy.org 2020d).  The hypothesis was rejected, 
with a p value of 0.0006, statistically indicating a strong possibility of data variation 
between Azimuth angles.  Again, post-hoc comparison between groups would be 
necessary to determine statistical variation between individual faces. 
9.5 Wind turbine  
Modelled Energy Production: 
A D400 direct drive wind turbine was chosen for modelling, as it was designed for both 
marine and shore based applications (Eclectic energy 2017). It is recommended by its 
suppliers as being the turbine most suitable for buoy deployment in the Ocean (Leisure 
Batteries Ireland n.d.), and includes an industrial option with a strengthened yaw shaft to 
withstand additional wind forces (Renugen 2021).  The device has a rated power output 
of 225 W at 11 m/s, and 400 W at 16.5 m/s.  Its wind speed - current graph is reproduced 
in Appendix B showing scales relating to 12 V or 24 V systems.   
Historical wind speed data from the Mace Head Atmospheric Research Station (53º 20’N, 
9º54’ W) was obtained from Met Éireann (under Creative Commons licence 
https://creativecommons.org/licenses/by/4.0/legalcode).  
Mace Head is located approximately 41 km WNW of Spiddal Pier, and is the nearest 
suitable recording station in proximity to the test-site.  Daily wind speed averages were 
used from 2018, and corresponding turbine current values were calculated using two 
methods as detailed further in Appendix B. The first method used the quadratic function 
of the parabola derived from the wind speed – current graph to obtain equation 9.2. 
189 
 
 𝑓(𝑥) = 0.0666 𝑥2 − 0.666𝑥 + 1.665 9.2 
 The second method used multiple plotted points, and the trend line polynomial function 
in Microsoft Excel to obtain equation 9.3. 
 𝑓(𝑥) = 0.0508 𝑥2 − 0.2051𝑥 − 0.7785 9.3 
These values were then averaged and graphed, to give a monthly estimation as shown in 
figure 90 below.  
 
Figure 90 Monthly average current flow from D400  
Modelled current flow was then used to calculate estimated energy output in Amp hours 
and Watt hours (for a 12V system) per day as per table 9-8 below: 













January 19.23234 18.77008 450.482 5405.784 
February 11.11411 11.41596 273.9831 3287.798 
March 6.195734 6.704968 160.9192 1931.031 
April 6.739654 7.147078 171.5299 2058.359 
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May 4.575699 5.054 121.296 1455.552 
June 3.717856 3.805236 91.32566 1095.908 
July 2.939165 3.30837 79.40089 952.8107 
August 7.295364 7.827083 187.85 2254.2 
September 9.607716 9.902162 237.6519 2851.823 
October 10.59802 10.94714 262.7313 3152.775 
November 12.10411 12.50299 300.0716 3600.86 
December 11.21318 11.42809 274.2742 3291.29 
 
9.6 Wave Energy Conversion 
Modelled Energy Production: 
It was decided to investigate methods of wave energy conversion on the buoy to 
supplement the solar and wind energy devices, and to maximise the potential output.  This 
was done in collaboration with two investigative projects that were underway, one of 
which has since progressed to prototyping.  
The predicted energy output from two separate (wave energy conversion) devices was 
modelled by Exceedence Ltd., in collaboration with UCC researchers at MaREI: 
1. The NIAP ‘BuoyPower’ project modelled the energy output from an optimised 
Oscillating Water Column (OWC) designed to be mounted on a Mobilis DB 8000 
buoy.  The device aimed to incorporate a generator and electronic control system 
enhanced to maximise autonomous energy generation (Sutton 2016).  
 
2. The second device used for modelling was an energy converter currently under 
development for aquaculture in a joint venture between Exceedence Ltd. and 
Technology From Ideas (TFI).  The device consists of a 1 kW Inline ‘Gator’ spring 
pump and hydro-electric turbine (Wann 2018).  
Both the Buoypower OWC model and the Gator energy model (as described further in 
Appendix B below) use up-crossing period and significant wave height data obtained 
from the ‘Irish Wave Buoy Network 30Min’ dataset, Galway Bay Wave Buoy, 2015. 
(Available to download on digitalocean.ie under Creative Commons licence 
https://creativecommons.org/licenses/by/4.0/legalcode). 
Modelled Energy outputs are detailed in table 9-9 below: 
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Table 9-9 Modelled energy output from Gator and Buoypower  
Month Gator Energy Output (Wh/24h) 
Buoypower OWC Energy Output 
(Wh/24h) 
January 6147.790 2474.065 
February 5648.034 1661.143 
March 5820.545 1972.387 
April 5374.498 1120.8 
May 5574.378 2044.5 
June 5471.629 1592.417 
July 5526.931 1937.581 
August 5546.756 1785.581 
September 5269.179 996.4 
October 5363.203 1303.403 
November 6255.913 2388.65 
December 6341.655 2673.613 
 
9.7 Aggregated Autonomous Budget 
Modelled Energy Production: 
The maximum energy generation model for a Mobilis DB 8000 buoy deployed on the 
Galway Bay Marine and Renewable Energy test site, using solar, wind and wave 
technologies (as detailed further in Appendix B) can therefore be tabulated as: 
Table 9-10 Aggregated modelled energy outputs 
Month Solar (Wh/24h) 




January 664 5405.784 6147.790 12217.57 
February 979 3287.798 5648.034 9914.832 
March 1704.5 1931.031 5820.545 9456.076 
April 2347.4 2058.359 5374.498 9780.257 
May 2433.9 1455.552 5574.378 9463.83 
June 2580.6 1095.908 5471.629 9148.137 
July 2236.5 952.8107 5526.931 8716.242 
August 2109.5 2254.2 5546.756 9910.456 
September 1673.7 2851.823 5269.179 9794.702 
October 1111 3152.775 5363.203 9626.978 
November 756.9 3600.86 6255.913 10613.67 
December 550.3 3291.29 6341.655 10183.25 
     
Total Year 19147.3 31338.191 68340.51 118826 




The energy modelled in this aggregated budget (table 9-10) indicated that the triple hybrid 
(‘tribrid’) energy system would be capable of providing adequate power to operate the 
following: 
 VideoRay or EELY-500 ROV for 1 hour per day year-round, and maintain power 
during 23 hours of additional stand-by time, as per daily system charge 
requirements of 1,764 Wh/day for VideoRay, 8,311.5 Wh/day for EELY-500. 
(Tabulated in 9-1 and 9-2 above).  
  
 The system model also indicated that Liberty E-ROV capability would not be 
facilitated during the months of June and July, as it has a daily system charge 
requirement of 9,256.5 Wh/day (table 9-3).  
 
9.8 Concluding Remarks 
The purpose of this chapter was to investigate the possibility of expanding the capacity 
of a deep field installation.  The ultimate goal was set at provision of the capability to 
demonstrate real-time ROV operations through remote presence control.  Research 
conducted on emerging disruptive technologies in combination with existing/established 
technologies indicated a strong possibility of success, leading to the belief that a ‘tribrid’ 
autonomous energy generation system (i.e. wind, wave and solar combined) using hybrid 
(lithium Ion seabed with AGM topside) storage technologies would provide the most 
viable solution.  It is understood however that these figures are currently hypothetical, 
and that rigorous year-round testing at a chosen location would be necessary to obtain 
realistic data for their verification.  It would be necessary to secure additional funding for 






Chapter 10.  Analysis and Discussion 
10.1 Introduction  
The previous chapter investigated the expandable capacities of a deep field installation, 
indicating a strong possibility that ROV teleoperation is theoretically achievable.  The 
chapter concluded that additional funding should be sought for system development, 
testing and progression.  This chapter discusses the research findings and demonstrates 
how the research aims are fulfilled by the investigation and analysis of the metrics 
presented in Chapters 6-9.   
To recap, the two research aims were identified in Introduction section 1.4 as: 
 (1)  To consider the power and communications capabilities operationally available 
through inter-connection to a cabled seabed observatory node, and to review this in terms 
of cost: i.e. the effectiveness of cable inter-connectivity (relatively high cost) against 
realisation of lower cost deep field functionality (moored buoy/platform). 
(2)  To test the potential of utility afforded from a buoy to meet the demands of a 
challenging end user:  The example chosen was real-time remote piloting of a resident 
Remotely Operated Vehicle (ROV).   
The first aim is achieved by investigating the hypothesis that ‘there is ‘Unlimited Power 
and Bandwidth’ available from a cabled observatory connection’. (See section 10.2, 
Investigation 1 (a) below).  This was then reviewed in terms of cost, relative to realisation 
of lower cost deep field functionality on a customised buoy. (As discussed below in 
section 10.3, Investigation 1 (b)). 
The second aim (as summarised below in section 10.4), is achieved by: 
 Assessing the extent to which it is possible to ‘Realise Cabled Observatory 
Utility’ on a remote buoy or platform. 
 Maximising energy and communications capabilities using existing and future 
technologies. 
 Assessing if the system is capable of supporting real-time remote piloting of a 
resident ROV.    
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The chapter concludes in section 10.5 with a discussion on the extension of system 
capabilities, outlining how new developments in autonomy, machine learning and 
Artificial Intelligence (AI) can be used to reduce the energy and communications 
footprint of marine robots.  
10.2 Investigation 1 (a)   
That there is ‘Unlimited Power and Bandwidth’ available from a cabled 
observatory connection. 
Cabled facilities are discussed in the literature as having ‘“virtually unlimited” power and 
bandwidth’ (Auffret et al. 2015), ‘unlimited power and data storage’ (Baumgartner et al. 
2018), and ‘the unprecedented capability …. to provide unlimited power and data for high 
bandwidth, continuous data acquisition’.  (Biffard et al. 2018).  However, through the 
research and testing carried out in this project, the capabilities were found to have certain 
limitations; both expected (by design) and unexpected (interruptions and limitations) as 
detailed below:   
10.2.1 Power and energy delivery 
Electrical energy provided through the cabled observatory appeared to be consistent 
during delivery. However power levels were found to be limited by the system design, 
unexpected power interruption and unexplained losses. It was concluded that power from 
a cabled observatory is finite.  
10.2.1.1 Consistency 
Stability of current delivery during deployment 
 Consistent levels of relatively low power (as against a maximum port level of 75 W) 
were drawn from the science node during the cable deployment. This was reported and 
tabulated in chapter 6 above e.g. the power drawn averaged from 9.3 to 12.9 W during a 
representative sample period of 20 minutes taken from an exercise conducted on 27th 
February 2018, (as per 6.2.2).   
The actual science current (port 3) data recorded over the entire deployment appeared to 
be consistent as per figure 69 in section 6.3 (average excluding zero values of 0.58 A over 
a sample length of 1362), with the exception of the 10 power outages as discussed in 
section 10.2.2.1 below.  Current spikes were not recorded when the system was re-booted 
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after power interruptions or when the load on the port was increased and warning alarms 
set for science port 3 at 4 A (high) and -20 A (low) were not triggered during the 
monitoring period.  However, the sampling rate of the Primary Node Controller is set at 
20 Hz, which would not be sufficient to capture impulsive and oscillatory current 
transients.    
The ports are protected from the impulsive transient events which are most commonly 
caused by Lightening (Electrotechnik 2009), as detailed further below in section 10.2.2.1.  
Oscillatory current transients would require faster sampling rates to ensure detection as 
they have primary frequency components of: High frequency greater than 500 kHz, 
Medium frequency 5 – 500 kHz, and low frequency below 5 kHz (Neelam 2017). A 
sampling rate of 2 MHz would be required to catch high frequency transients, as their 
duration can be microseconds (Giordano 2005). The PNC sampling rate of 20 Hz may 
possibly catch some of the lower frequency transients (0.3 – 50 ms in duration) (Neelam 
2017). 
The 10 apparent current transients depicted in figure 72 occurred during exercises were 
the current consumption was deliberately increased.  This occurred when the wave buoy 
gateway and Software Defined Radio were tested, which increased the current draw; no 
unexpected variations in current were otherwise experienced.  The example in figure 91 
below shows an observed expected variation in current during an exercise carried out on 
30th January, 2018:  
 Points A, B and C on the graph reflect Software Defined Radio activation during 
exercise (listening/receive mode), current draw increased to 0.85 +0.04
−0.06
 Amps.  
 Point D indicates when the wave buoy receiver was activated to form a gateway 
for data transfer ashore via the cable: Current draw increased to 0.72 +0.03
−0.11




Figure 91 Observed expected variation in current  
It is understood that the Galway Bay Cabled Observatory is powered by a Constant 
Voltage (CV) system as opposed to Constant Current (CC), yet current values measured 
at 20 Hz demonstrated consistency throughout the study. This was investigated, and it 
was found that the low voltage science ports on the CEE are fitted with DC/DC converters 
that are automatically able to switch from constant voltage to constant current mode 
during a surge (Texcel Technology PLC 2015). This prevents equipment damage from 
current spikes that can be caused when the system powers-on. Once the input current flow 
returns to normal levels, the switch reverts automatically back to constant voltage mode.  
If the Hall-effect current detector on the input current measures levels of in-excess of the 
maximum allowable CEE current draw (i.e. 40 Amps) for a set time period, the power is 
cut to all the science ports (Texcel Technology PLC 2015).  
Resistance, inductance and capacitance can cause voltage transients in a subsea cables 
carrying DC during current changes e.g. when the system is being powered on or off; soft 
starting the power feed to the observatory can help to reduce the likelihood of transients 
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(Woodroffe et al. 2008).  The science ports in the CEE are powered on once the system 
reaches 275 V, and surge protection in the CEE shuts off power to the ports if voltages in 
excess of 440 V are measured over a specified period of time (Texcel Technology PLC 
2015). Voltages are measured using a resistor voltage divider i.e. resistors are used in 
parallel to reduce the voltage by ratio to a measurable rate (Aspencore 2019).  
Constant Voltage (CV) DC systems are predominantly used on cabled observatories with 
science nodes deployed on branches from the main cable e.g. the North East Pacific Time-
series Underwater Networked Experiments (NEPTUNE) Observatory in Canada.  This 
design was used to allow for further branching at the Galway Bay Cabled Observatory, 
where a power buoy and connected hydrophone array were also planned (AQUAFACT 
International Services Ltd. 2015).  
Constant Current (CC) power feed systems are the preferred robust option for 
observatories carrying seismic monitoring equipment.  Although more difficult to branch, 
CC power feed continues to support the seismic instruments during a shunt fault i.e. when 
insulation on the cable becomes damaged causing a ‘short’.  This is important in regions 
monitoring earthquake activity, as the cable may become damaged during a seismic event, 
and the instrument would be required to continue data acquisition (Kojima et al. 2004). 
Observatories fitted with this capability include the Dense Oceanfloor Network System 
for Earthquakes and Tsunamis (DONET) Observatories off Japan (Tian-shu et al. 2019), 
A Long-term Oligotrophic Habitat Assessment (ALOAH) cabled Observatory (Howe et 
al. 2015), Hawaii, and the Hawaii-2 Observatory (H20) (Harris and Duennebier 2002).  
These observatories are discussed in greater detail in 2.4.4 and 2.4.5 above.  Further 
studies are currently being conducted into novel CC/CV methods to improve power 
management and increase efficiency and reliability (Chen et al. 2020).  
10.2.2 Power limitation by System Design 
As described in section 3.2, Science port 3 was allocated for the duration of the wet-test 
phase; the port 3 circuitry card was set to deliver a maximum of 75 W at 15 VDC (i.e. 
maximum 5 A current). These settings exceeded the requirements of this study, which 
was seen to draw a maximum current of 0.9 A (13.5 W) on 5/3/18 during a radio exercise. 
The configured specification of the output ports on the CEE (as deployed), is tabulated in 
10-1. The maximum combined current draw was set at 40 Amps.  As the maximum power 
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output from a single port was 1200 W (EX1, EX3 and EX4), a combination of ports would 
be required to be used to test the resident ROVs as described in the case studies detailed 
in section 9.2.   








First Stage Usage 
EX1 A 400 1200 CWDM  Power Buoy 
EX2 A 26 150 CWDM  Acoustic Array 
EX3 A 400 1200 CWDM  Future 




Ethernet Port 9 
icListen 
Hydrophone 
S2 B 24 75 Ethernet Port 10 Future 
S3 C 15 75 Ethernet Port 11 Future 
S4 C 15 75 Ethernet Port 12 Future 
S5 D 12 75 Ethernet Port 13 Future 
S6 E 15 75 Serial Moxa 1 Port 1 CTD/DO2 
S7 E 15 75 Serial Moxa 1 Port 2 Turb/Fluor 
S8 E 15 75 Serial Moxa 1 Port 3 Future 
S9 E 15 75 Serial Moxa 1 Port 4 Future 
S10 F 12 75 Serial Moxa 2 Port 1 Future 
S11 F 12 75 Serial Moxa 2 Port 2 Future 
S12 G 48 600 Serial Moxa 2 Port 3 ADCP 
S13 G 24 75 Serial Moxa 2 Port 4 Future 
S14 I 24 75 Serial Moxa 3 Port 1 Lights 
S15 I 24 75 Serial Moxa 3 Port 2 Lights 
S16 I 24 75 Serial Moxa 3 Port 3 Future 
S17 I 24 75 Serial Moxa 3 Port 4 Future 
V1 
H 
24 75 Coaxial 
+ Serial Moxa 4 Port 1 HDTV 
SR - - - - - Ground Reference 
U - - - - - Uplink 
 
Power design limitations were calculated to be insufficient to accommodate high powered 
robotic devices without buffer battery storage e.g. Resident ROVs such as LibertyTM  E-
ROV.  In an email to the author (2019) Arve Iverson of Oceaneering stated that E-ROV 
and the TMS consumed up to 30 kW during operations. 
However, due to the consistent energy delivery afforded by the cabled connection, it 
would be possible to charge a subsea buffer battery bank capable of delivering the 
necessary high levels of power for a short time duration, as described further in section 
10.3 below.    
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Table 10-2 shows examples of the power demands of resident ROVs, relative to available 
power from the CEE: 












EX1, EX3 & EX4 
Buffer Battery charged from CEE 
 
Comparison of energy provision relative to the observatories key objectives: 
The design of energy systems for cabled observatories are often a function of their 
primary purpose and source of funding, and can vary greatly depending on the rationale.  
Four contrasting examples are tabulated in 10-3 in order to demonstrate the variation in 
capacity in comparison with the Galway Bay Cabled Observatory.  Further relevant 
details are described below, outlining their backgrounds and justification. 
Table 10-3 Examples of energy supply versus principal purpose 
Site/Location Principal Purpose Power Capacity Supply Voltage 
Generic EMSO / 
FixO3 Observatory 
Ocean Observation 
No Total defined 
600 W min. available 
from at least one 
port 
375-400 VDC 
Galway Bay Cabled 
Observatory 
Ocean Energy 
Testing and Ocean 
Observation 
3.5 kW 400 VDC 
NEPTUNE Observation of 
Tectonic processes 
80 kW 10 kVDC 
KM3NeT Neutrino Detector 
Array 
155 kW22 10 kVDC 
  
                                                 
21 Figures include Communications System as detailed in 9.3 
22 Design figure. Actual total may vary. 
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European Seas Observatory Network (ESONET)/EMSO  Label definition standards were 
introduced for European cabled Observatories to ensure maximum interoperability and 
cooperation between participating countries, including Ireland (Rolin and Bompais 
2011). The facilities at Galway Bay Cabled Observatory (table 10-1) can be seen to 
exceed the minimum recommendations for standard interface for scientific modules (as 
per table 2-4), as necessary to obtain FixO3/ (ESONET)/EMSO labelling.  This is because 
the key purpose of the Galway Bay Cabled Observatory is to facilitate an Ocean Energy 
Test Site and technology test bed, in addition to hosting a suite of scientific 
instrumentation; therefore it requires additional capacity.   
The Galway cable delivers up to 3.5 kW at 400 VDC to the CEE; this was designed to 
facilitate future connection of a sound monitoring acoustic array and a power buoy to 
ports EX1 and EX2 on the CEE endcap (Texcel Technology PLC 2015). The purpose of 
the Power Buoy will be to provide a ‘Floating Power System’ to transfer energy to and 
from experimental wave energy converters (WECs) deployed on the ¼ scale Ocean 
Energy test site (AQUAFACT International Services Ltd. 2015). It will operate by acting 
as a Grid simulator for up to three tethered WECs (Leyne 2015). In an email to the author 
(2020) Conall O’Malley of the Marine Institute stated that its internal electrical power 
system (EPS) has been built and tested, but the project is currently on hold. The CEE also 
provides adequate power for an ADCP, underwater lighting and a HDTV camera 
connection.   
The Galway Bay cable is approximately 4 km long, in contrast to the 840 km backbone 
of the NEPTUNE cabled observatory (as reviewed in section 2.4.7 above), which carries 
a 10  kVDC (at 8 A) power supply to its 5 nodes.  The high voltage rate as opposed to the 
400 V delivered by the Galway cable reduces transmission losses over the regional scale 
observatory.  The nodes and branches cover five specific areas of interest on the Juan de 
Fuca tectonic plate as documented above, whereas by comparison Galway Bay has a 
single node deployed in relatively shallow waters (21 – 27m). Tectonic plate activity is 
believed to be the key driving force behind the design and complexity of the NEPTUNE 
power nexus, which exceeds the power capacity of the Galway Bay Cabled Observatory 
by a factor of 23. 
Multidisciplinary cabled observatories associated with particle astrophysics (as discussed 
in 2.4.11), demand high power and energy systems installations. These levels are required 
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to facilitate the deployment of neutrino telescopes and their associated scientific 
equipment.  Early deployments of three neutrino detectors in the Mediterranean Sea (i.e. 
NESTOR, ANTARES and NEMO) have led to the collaboration of three scientific teams 
on the EU funded KM3NeT project (Migneco et al. 2015). KM3NeT plans to incorporate 
earth and sea sensor deployment in tandem with the astroparticle telescope, using shared 
infrastructure (De Jong 2013), and is described further in section 2.4.11 above. 
The neutrino detector array and associated equipment requires a total shore power input 
of 155 kW, as per the system design tabulated in 2-5. To put this into prospective, this 
exceeds the total capacity of the Galway Bay Cabled observatory by a factor in excess of 
44. 
Test and trial of novel subsea robots and their garaging, docking and charging stations 
will also increase power demands, impacting on future cabled observatory systems energy 
design.  The robotics industry is working towards autonomy and residency and will 
require increased subsea testing and monitoring time at cabled facilities before 
technologies are proven.  For example the ‘Autonomous Robotic Sea-Floor Infrastructure 
for Bentho-Pelagic Monitoring’ (ARIM) currently under development at the Lofoten-
Vesterålen (LoVe) observatory network (Norway).  This advanced robotic crawler will 
initially require cabled testing, before eventually migrating to operation using fuel cell 
autonomy (Aguzzi et al. 2020). Increased technological development in the offshore 
renewable industry will also increase the demand for cabled test-beds similar to Galway 
Bay Ocean energy test site. These sites will be necessary to facilitate device test and trial 
before design optimisation and operational deployment.   
10.2.2.1  Power Interruption 
Ten power outages were recorded during the cable deployment period (i.e. from 11th 
January 2018 – 6th March 2018), as reported in section 6.3. This amounted to 4 days, 11 
hours and 49 minutes i.e. 8.36% of the time covered by the deployment.  
Two additional time periods outside of the study period were examined, as data became 
available for science port 1.  A single power interruption was recorded during time period 
1 (i.e. 31st July to 28th August 2018); it spanned five consecutive days and amounted to 
17.86% of the total time. The second additional time period ran from 19th September to 
20th December, 2018. Thirty eight interruptions were recorded during period 2, amounting 
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to 7 days, 10 hours and 25 minutes i.e. 8.08% of the total time period.  The longest power 
interruption during this period lasted for two days, 23 hours, 20 minutes.   
It was concluded that any device connected to the subsea observatory would have lost 
power during the overall examined time period, unless it had a backup power supply in 
place.  This outage could potentially have lasted for up to 5 days, providing that the 
current interruption on science port 1 was uniform across the entire system. A backup 
energy supply with in excess of 5 days of autonomy would be required to bridge the gap, 
and ensure energy continuum.  
The cable-connected communications cabinet relied on the AGM battery bank in Mobilis 
buoy for back-up power.  A Call to Open GSM Modem fitted in the cabinet (as detailed 
in section 4.4 above) enabled switching between battery and cabled power.  However, 
this needed manual intervention.  A simpler solution may have been the use a Single Pole 
Double Throw (SPDT) relay, with its coil energised from the cable as per figure 92 below.  
A positive power feed from the battery bank on the buoy could have been connected to 













Coil Energised From 
Cable Connection 
NO terminal connected 
to cable power supply 
Energy supply to 
Comms. Cabinet 
NC terminal connected 
to battery bank 
Figure 92  SPDT (Single Pole Double Throw) relay 
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The reliability of shared resources can be dependent on third party users and equipment, 
and consequently cannot be fully controlled.  The reasons for the numerous observatory 
power outages remain undetermined, although several possible alternatives were 
suggested/investigated:  
Faulty Instrumentation:   
It was initially thought that a problematic instrument would cause an individual science 
port to be powered down i.e. once the current draw exceeded a set level, the load would 
be automatically switched off and that the status of all other science ports would remain 
unchanged.  However, it was noted that all ports appeared to be switched off when a 
single instrument (ADCP) was malfunctioning.  On examination of the ‘Manual for 
Galway Bay CEE Hardware,’ it is stated that all science port outputs would be 
automatically switched off if the cumulative maximum current limit is exceeded (i.e. max 
40A) (Texcel Technology PLC 2015). Therefore, a cumulative power budget would 
require to be prepared to ensure that maximum current limits set on the individual science 
ports do not accrue to a level that exceeds the maximum overall current limit.  This would 
ensure that a malfunctioning instrument would result in the powering down of a single 
science port only until the problem is rectified, and not the entire CEE. 
 
Sea Earth Referencing and Lightening in the Bay:  
 The shore power supplying the CEE via the subsea cable has no return earth core. The 
CEE is powered via a -400 VDC supply, and is referenced to sea earth electrodes.  The 
power supplies to the science ports are connected to a separate sea reference earth, 
labelled ‘SR’ on the CEE endcap.  High impedance grounding is used to limit the fault 
current i.e. the system will tolerate a fault current up to a certain level before powering 
down (Texcel Technology PLC 2015).  
This will tolerate a ground fault in a single instrument, without tripping power to the 
remaining science ports.  The electrical conductivity of saltwater in the bay is used to 
ground the system, however during a lightning storm the risk of electrical damage to the 
observatory and equipment is minimised by instigating a power shut down.  Several 
lightning storms were noted in the bay during the deployment period, and are thought to 
be the probable cause of a number of power outages; this was due to the fact that other 
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possible causes have been investigated, and discounted.  As the system has to be manually 
started, it was left powered down until a human operator was present on site to intervene.  
Instigating an automated system re-boot when lightning storms were cleared would 
reduce observatory down-time, minimising data loss and reducing pressure on 
autonomous power systems.  This however could cause problems if divers were working 
in the area, as an automatic re-boot would pose danger. 
 
Fresh Water Outfall: 
The sea earth electrodes rely on the conductivity of saltwater; the quantity of ions present 
in the water is proportional to its ability to conduct electricity, and result from ‘dissolved 
salts and inorganic materials’ (Fondriest n.d.). As detailed by Conall O’Malley, Marine 
Institute (2019) in an email to the author, the observatory cable has a sea earth electrode 
bed placed in proximity to the Boluisce river outflow adjacent to Spiddal pier, labelled 
‘Earth Rod’ in figure 93 below.  The seaward end of the cable is earthed in proximity to 
the CEE.  It was speculated that fresh water entering the sea from the estuary was reducing 
the salinity of the water in proximity to the shoreward electrode bed, and that differential 
salinity levels between both locations was impeding the earth return path. This was 
thought to be a possible cause of power shut-down.   
It was noticed that a number of unexplained power-down events coincided with low 
spring tides i.e. when the freshwater influence would be most prevalent.  Technicians 
measured salinity levels in proximity to the shoreward sea earth during low spring tides.  
Values of between 18 PSU (Practical Salinity Unit ) and 28 PSU were recorded, indicating 
that the levels fell between standard estuary (15 PSU)  and ocean average (35.5 PSU) 
figures (Fondriest n.d.). Conall O’Malley and team concluded that the difference in 
salinity levels between the two sea-earth electrode sites was not sufficient to impede 
conductivity, and that the most likely cause of unexplained power failure was due to 














Figure 93 Earth map for Galway Bay Cable 
© 2021 Google. Image © 2021 Maxar Technologies. Image © 2021 TerraMetrics. Image © 2021 CNES / 
Airbus.  
 
Commonly recorded causes of observatory power interruption: 
The Monterey Bay Aquarium Research Unit (MBARI) hosted a workshop titled ‘Ocean 
Observing infrastructure and sensing, recent technical lessons learned and best practices,’ 
in September 2016, which focused on examination of shared problems and solutions 
encountered with both cabled and autonomous ocean observatories (MBARI 2017d).  The 
workshop included participants from Hawaiian (ALOAH), European (KM3NeT), 
Japanese (DONET), Canadian (ONC), Chinese (South China Sea Experimental Cabled 
Ocean Observatory) and US (OOI Cabled Array & MBARI (MARS)) Cabled 
Observatories, as well as additional representatives from academia and industry (MBARI 
2017e) . The detailed report prepared by Howe and McRae (2017) listed the common 
causes of power interruption. These included connector and cable failure, instrument 
CEE cable node and sea earths 





failure, biofouling, housing failure (due to high pressure), and equipment damage by 
human intervention (e.g. deployment and recovery operations, fishing and vandalism). 
 System weaknesses due to moisture ingress, corrosion or failure of cables and connectors 
were reported by representatives from: 
 DONET (Cable insulation fault, and wet-mate connector failure) 
 ONC (Multiple cable and connector failure) 
 OOI (connector failure and 25% instrument failure in 2015) 
 MARS (wet-mate connector failure) 
Both OOI and ONC representatives recommended that certain connector manufacturers 
should be avoided (Howe and McRae 2017).  
Biofouling is also a common problem during lengthy deployment, for example figure 94 
below shows a set of instruments before and after one years’ deployment at the Galway 






Images courtesy of Alan Berry 
Operators of the “COSYNA Shallow Water Underwater Node” Observatories (as 
described in section 2.4.10) deployed in the Southern North Sea and in the Artic Sea (off 
the Svalbard coast) reported problems in  (Fischer et al. 2020) about the short circuiting 
of underwater mateable connector plugs after three months of deployment.  On 
examination, they were found to be damaged by sea water ingress.  After investigation, it 
was reported that the manufacturer subsequently modified their manufacturing process 
and updated their lubricating specification.  
Figure 94 Observatory instruments before and after one year of deployment 
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Storm damage (from wind and wave) is not thought to be a major cause of observaotry 
power failure, as it has not been widely reported.  The bulk of the devices are situated 
below the wave base, and thus protected from swell damage. However, EMSO-Molene 
Observatory in France suffered power loss due to storm damage to its power supply 
equipment (Mader et al. 2016).  
Lightening, as aforementioned, can cause problems to power supplies, and is thought to 
have damaged instruments at the Finnish Meteorological Institute (FMI) observing site at 
Uto Island, Baltic Sea before safety measures were installed (Mader et al. 2016).  
An example of unintentional human intervention transpired when a submarine cable 
break occurred during routine maintenance at the OBSEA observatory on 03/08/2010.  It 
was reported by Del-Rio et al. (2020) to have caused a short circuit and subsequent power 
failure, requiring a lengthy investigation to find the fault.  It was subsequently repaired, 
and power was restored on 21/02/2011.  
 
10.2.2.2 Unexplained Power Losses 
An unexplained power loss of approximately one Watt was observed and calculated (in 
section 6.2.4), across power levels ranging from 9.3–12.9 Watts, as per table 6-4. The 
unexplained ‘power loss’ was investigated to determine its cause and origin.   
It was thought originally to result from increased circuit resistance. 
Possible additional resistance values (R) were determined by back-substituting current (I) 
and respective power loss measurements from table 6-4 (P) into the power loss formula 
as per 10.1:  
 
 






However, the decrease in resistance in parallel to increased current is not thought to be 
feasible, as illustrated in table 10-4. Therefore it can be concluded that it is not likely to 
be the cause of the unexplained losses.   
209 
 
Table 10-4 Calculated additional resistance values 
Current (A)  
Unexplained 
Power Loss  (W) 
Calculated 
Resistance (Ω) 








Earth leakage values were also examined and eliminated: They were found to be relatively 
consistent throughout the deployment, averaging at approximately 40–41 µA during 
normal operation. Values did not reach their high or low alarm figures set at ±70 µA 
during the exercise period.  It can be noted from figure 95 below that measured earth 
leakage dropped to approximately half of its original value from 26th February 2018. This 
coincided with the removal of a malfunctioning ADCP from science port 12, 
demonstrating the potential effects of electromagnetic interference from instruments 
deployed in proximity and or sharing resources.  The earth leakage averaged 18.67 µA 
over the remaining time period.  
 




It was deduced that approximately one Watt of power was self-consumed by the system, 
possibly by equipment located in the CEE. The PNC software records ‘Actual Science 
Current’, which would contradict this theory; Hall effect current probes are used to 
monitor current draw from the science ports. They are powered internally, and pass the 
analogue signals to the microprocessor for processing (Texcel Technology PLC 2015).  
This issue would warrant further investigation during next CEE service or recovery 
period, and further bench testing would be necessary, using known current loads for 
clarification and calibration.   
10.2.3 Bandwidth Availability 
As reported in section 6.4, a total of 36 Network Speed tests were carried out during the 
cable deployment (daily where possible), and averaged at a read speed of 57.67 +3.99
−8.34
  
Mbps, and a write speed of 38.12 +4.64
−4.47
  Mbps for transfer of a 20 Mb file. i.e. range 
variations were calculated to be 12.33 Mbps (Read) and 9.11 Mbps (Write).  Results were 
plotted in figures 74 and 75.  It was noted that the read speed was 21.72% faster than 
expected, and that write speed was 39.73% slower than the base values as depicted in 
table 6-5.  These results demonstrate that although finite, the system remained fairly 
consistent during the exercise. The maximum throughput speed on Science Port 3 was 
dictated by the 100 Mbps Ethernet switch in the CEE bottle. The exact cause of the 
variation in network speeds measured during deployment versus base reads is unknown 
however a number of factors are believed to have contributed to the discrepancy: 
 The on-board network switch in the Lenovo T61 Laptop that was used to simulate 
the equipment in the observatory bottle (as per bench test network block diagram, 
figure 72) was not working.  This necessitated the use of a 2.0 USB to Ethernet 
adapter during bench testing. USB protocol uses master/slave technology, which 
increases network latency compared to using Peer-to-Peer (P2P) Network 
Architecture: The master device has to message the slave before data is received, 
whereas data can be sent directly from the master without request (stackexchange 
2015). This protocol would explain why average write speed was calculated to be 
faster (i.e. 63.25 Mbps) than read speed (averaged at 47.38 Mbps) during bench 
testing.  Measured read speed during sea testing exceeded read speed during bench 




 Ethernet frames at 64-1518 bytes (Ionos 2020) are approximately three times 
larger than USB 2.0 packets at up to 512 bytes for bulk transfers; the packets are 
sent in groups with indeterminate latency (Peacock 2018). This latency induced a 
further delay in transmission speeds when the 2.0 USB to Ethernet adapter was 
being used.   
  Shared bandwidth could result in a slower network speeds during sea testing.  A 
screen-shot taken during network testing is pictured below in figure 96, displaying 
other users visible on the network at the time.  The bandwidth used by third party 
operators was unknown, and historical statistics are not available for the 100 Mbps 
Ethernet switch in the CEE Bottle.  This switch is also considered to be a likely 
choke point on the network, as it reduced the network capacity from 1Gbps (Shore 
station network switch) to 100 Mbps.  
 
Figure 96 Portion of shared observatory network  
 
 As described in section 4.3 above, the virtual machines at the observatory shore 
station are hosted on a Windows 12 server running Hyper-V (hypervisor) and 
connected to the network using a virtual switch.  An issue was detected that 
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indicated a reduction in network speeds on Hyper-V virtual machines hosted on 
Windows 12 servers; decreased network performance was experienced when 
Broadcom network controllers were used, and virtual machine queue was enabled 
on the network adapter (Dell Technologies 2020). In an email to the author (2019) 
Damian Smyth of the Marine Institute reported that the hardware acceleration 
features were examined for the shore-station network adapter, and the screen-shot 
replicated in figure 97 below indicates that virtual machine queue was enabled.  A 
firmware update was also believed to be available to rectify this problem, but on 
enquiry it was not installed on the observatory network.   
This issue cannot be investigated further in this instance as the cable has since 
been recovered, but it is believed to be a possible cause of network speed 
reduction.  
 
Figure 97 Virtual machine que enabled as highlighted in red 
Image courtesy of Damian Smyth 
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It was noted that although the bandwidth afforded by the cabled connection was not 
‘Unlimited’, the average network speeds recorded of 57.67 Mbps read and 38.12 Mbps 
write were suitable for carrying out a remote telepresence exercise with an ROV, despite 
transfer speed variance throughout the deployment.  Measured speeds were considered to 
be sufficient as they were in excess of the minimum speed required of 3Mbps (upload) 
and 1Mpbs (download) for teleoperation of a typical resident ROV i.e. LibertyTM E-ROV 
(Oceaneering 2020a). However, it would be recommended that latency measurements 
would be required to be carried out prior to deployment to assess the suitability of the 
network for use with the ROV control software. (Kaknjo et al. 2018).  
10.2.4 Survivability during the cabled exercise 
The cabled exercise was conducted from 11th January 2018, to final power-down on 6th 
March 2018, encompassing some of the harshest weather of the Irish Winter.  Wind 
speeds gusted up to 74 kn at the Mace Head Atmospheric Research Station (53º 20’N, 
9º54’ W), with recorded minimum air temperatures dropping to - 4.4 º, see figures 98 and 
99 below.  Data was obtained from Met Eireann under Creative Commons licence 
https://creativecommons.org/licenses/by/4.0/legalcode.  
A Sudden Stratospheric Warming (SSW) in the artic and a split in the polar vortex over 
the North Pole resulted in a Siberian air-mass moving in over Ireland on 27th -28th 
February (Met Eireann 2019).  This weather event became known as ‘The Beast from the 
East’, and affected Ireland up until 4th March, 2018. The observatory lost power for one 
hour approximately during this weather event (on 1st March) but the system on the buoy 
was successfully re-started. This demonstrated robustness and survivability in severe 








Figure 99 Minimum air temperatures measured at Mace Head  
215 
 
The systems resilience was further proven by successfully automatically rebooting after 
all ten power outages during the cable deployment period.  Chronological tasks were set 
to recommence on reboot, and the NTP configuration file was edited to ensure that the 
time servers were polled on the observatory network; this ensured that the clock on the 
control PC was synchronised with network time after each power interruption.   
Despite the relatively short duration of the cabled exercise i.e. 11th January to 6th March 
2018, long term deployment and survivability was demonstrated by one of the sensor 
packages developed as part of this project. The energy monitoring system on the Mobilis 
DB 8000 buoy operated from the buoy launch on 15th September 2017, to buoy recovery 
on 26th June 2018 (note: it was removed only during the cable exercise, as the 
communications cabinet provided a similar capability). It was then re-installed during the 
buoy re-fit, and served from 28th July 2018 to recovery on project completion on the 27th 
February 2019. In excess of 12,500 energy files were logged throughout the deployment 
period.   
10.3 Investigation 1 (b)  
Review of performance relative to cost  
The overall study examined the cost effectiveness of cable inter-connectivity (relatively 
high cost) against realisation of lower cost deep field functionality (moored 
buoy/platform).  
It is understood that results will be subjective relative to the individual capabilities of each 
cabled observatory and remote platform examined; in this instance the capabilities of the 
Galway Bay cabled observatory were compared and contrasted with the capabilities 
offered by the existing Mobilis DB 8000 buoy, deployed on the Galway Bay test site.  
The Capital Expenditure (CapEx) costs include basic infrastructure, and deployment e.g. 
ship time, but exclude scientific instrument packages.  The buoy costings are tabulated in 
Appendix D and do not include data acquisition or telemetry systems.  The buoy used in 
the cost comparison is a JFC Marine 3,000 mm diameter Met Weather Monitoring Buoy, 
similar to figure 1 (JFC Marine 2019b).  
In a conversation with the author (February, 2021) Alan Berry, section manager of Marine 
Research Infrastructures at the Marine Institute confirmed that the CapEx on the Galway 
Bay Cabled Observatory was €2,013,500 excluding instrumentation. In an email to the 
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Author (February, 2021) Kieran Reilly, Economic Analyst at the Marine Institute, 
confirmed that this figure includes VAT. 
The cost of the Galway Bay installation initially exceeded the cost of the test site buoy 
by a factor of almost 20 (as per table 10-5). It can be calculated that the energy and 
communications capabilities of the observatory far exceed what can be provided by the 
buoy, although are at a much higher unit expense.  However, maximum/peak power 
deliverable by the buoy exceeded CEE capability by a factor of 11.5. 
Table 10-5 CapEx comparison: Galway Bay cable versus buoy 
 Galway Bay 
Observatory CEE 
Galway Bay  Buoy 
(Existing) 
Scale Factor 










Energy (Wh/24h) 111,600 2,008.4 55.57 
Max Power (W) 4,65024 53,280 11.46 
 
The energy in Wh/24 hours for the buoy was taken as maximum modelled figure for June 
as per table 7-1.  The buoys theoretical maximum power was calculated by taking a Cold 
Cranking Amp (CCA) current of 925 A at 20ºC from the battery data sheet (Haze Battery 
Company 2017) x 7.2 V x 8 Batteries = 53,280 Watts.  These modelled and calculated 
figures would require to be verified by experimentation to obtain exact values.   
Note: 7.2V is the minimum voltage for 30 s as specified by the Society of Automotive 
Engineers (SAE) J537 Standard for CCA testing (Buchmann n.d.). It is unclear which 
standard is used by Haze Batteries, so the lowest value was chosen so as not to 
overestimate theoretical maximum power. In contrast, the German Industrial Standard 
(DIN) stipulates 9 V after 30 seconds, and no less than 6V after 150 seconds. International 
Electro Technical Commission (IEC), Japanese Industrial Standard (JIS), and European 
(EN) standards all deviate slightly (GS Yuasa 2014) . 
                                                 
23 From a single Science port with Ethernet connection, as detailed in section 6.4. 
24 Currently limited to 3.5 kW shore/cable supply 
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Maximum power and energy deliverable by the CEE were calculated by combining 
maximum power available from the output ports up to the system maximum current of 
40 Amps, as per table 10-6 below.  Note: This total figure is theoretical, as it is currently 
limited by energy delivery from the shore station and cable (Texcel Technology PLC 
2015) i.e. max. 3.5 kW. 
Table 10-6 Max. power and energy delivery from the CEE 










EX1 400 3.00 1200 28800 
EX3 400 3.00 1200 28800 
EX4 400 3.00 1200 28800 
S12 48 12.50 600 14400 
EX2 26 5.77 150 3600 
S1 24 3.13 75 1800 
S2 24 3.13 75 1800 
S13 24 3.13 75 1800 
S14 24 3.13 75 1800 
Totals  39.77 4650 111,600 
 
 
Effectiveness relative to cost was then tabulated (as per 10-7) for the test site buoy, if 
fitted with expanded capabilities i.e. two tier (HF and satellite) communications system, 
triple hybrid (‘tribrid’) wind, wave and solar energy generation system and hybrid 
(AGM/Lithium-ion) energy storage system as described previously in chapter 9 above.  
Examples of sea-bed Lithium-ion battery storage currently used in industry include the 
500 kWh bank used by LibertyTM E-ROV for remote residency (Oceaneering 2020c),  and 
the Ocean Power Technologies (OPT) Lithium Iron Phosphate 132 kWh seabed battery 









Galway Bay Buoy 
(Modified) 
Scale Factor 










Energy (Wh/24h) 111,600 10,183 10.96 
Max Power (W) 4,65026 60,000 (subsea) 12.9 
 
It would be envisaged that a purpose-built Lithium-ion energy storage bank would be 
designed and built by specialists in compliance with all relevant standards.  However, for 
the purposes of this modelling exercise, the figures tabulated above were calculated as 
follows: 
 LibertyTM E-ROV operation x 3 days of autonomy = storage capacity >45 kWh 
 10 x Mastervolt MLI Ultra Lithium Battery 12 V/5000 Wh each = 50 kWh 
 Continuous discharge current = 500 A each x 12 V x 10 = 60,000 W (Mastervolt 
B.V. 2019) 
Mastervolt batteries have a built in BMS, and ‘MasterBus/CAN’ communication with 
their battery charger (CH Marine n.d.). 
Note the energy in Wh/24 hours for the Mobilis buoy is taken as maximum modelled 
aggregated (wind, wave and solar) autonomous energy figure for December as per table 
9-10. 
It can be deduced that an additional expenditure of approximately €125,000 on an energy 
generation, storage and BLOS communications system equipment (as tabulated in 
Appendix D), would significantly increase the capabilities of the test site buoy, and the 
likelihood for enabling ROV teleoperation.  It can be noted that the energy capacity of 
the cabled observatory CEE still exceeds the capacity of the modified buoy by a factor of 
10.96 (using modelled figures), but that the maximum theoretical power delivery from 
                                                 
25 Using FMC Globalsat Satellite broadband offering, as detailed in 10.4.4 below. 
26 Currently limited to 3.5 kW shore/cable supply 
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the buoy has increased to 12.9 times the power capability of the observatory.  The 
increased bandwidth capacity offered by the satellite system would sufficiently facilitate 
teleoperation, however again in this instance, actual tests and trials would be required to 
validate this e.g. network speed and latency teleoperation exercises, as detailed in (Kaknjo 
et al. 2018).    
The cost of the Galway Bay cabled facility exceeds the cost of the proposed modified 
buoy by a factor of almost 8, as per table 10-7.  However, it is believed that this figure 
would increase exponentially if the cabled observatory was to be located BLOS.  The 
European Seafloor Observatory Network Implementation Model (ESONIM) financial 
study estimated a capital expenditure of in excess of €81 million (as reported in 2007) 
(Miranda and Person 2007) to install a regional cabled observatory (CeltNet) at the EMSO 
Porcupine site to monitor the continental shelf and abyssal plane (as mentioned above in 
2.4.9).  This equates to a total of approximately €60 million (in 2007), excluding shore 
facilities, generic instrumentation and training, i.e. approximately 30 times the CapEx of 
the Spiddal site (in 2015).  Replacing the 5 CeltNet nodes with 5 buoyed observatories 
would offer considerable savings, provided that similar capabilities could be facilitated.  
It is also understood that the CapEx on the modified buoy as tabulated in 10-7 above 
would require to be increased to include deep water moorings and long range deployment 
costs.   
The increased CapEx on a regional cabled observatory such as CeltNet, in comparison to 
a coastal facility such as SmartBay would result from: 
 Increased cable length 
 Lengthy energy transmission distances 
 Increased ship time during deployment 
 Water depth increasing the complexity of the deployment 
 Water pressure at depth necessitating deep water housings 
 Additional nodes and subsea power converters 
Operational Expenditure (OpEx) would also significantly increase, due to increased 
distance to site visits, and increased water depth for servicing and maintenance i.e. ROVs 
would be necessary in place of technical divers for connecting and disconnecting 
220 
 
instrumentation.  A buoyed observatory would be lifted onto the deck of a ship relatively 
easily with a crane and brought ashore periodically for maintenance.  
 
10.4 Investigation 2  
To investigate the extent to which it is possible to ‘Realise Cabled Observatory 
Utility’ on a remote buoy platform. 
 
Part A: Provide Existing Capabilities  
10.4.1 Existing Power: 
A feasibility study was carried out in chapter 8, assessing the capabilities of the existing 
solar energy system on typical platform widely in use: Mobilis DB 8000.  This was 
conducted to determine if the system was capable of harvesting sufficient energy to 
provide the daily system charge necessary to effectively replace the energy provided by 
the cabled connection during the test period.   Section 8.2 detailed how a comparable 
energy budget for a stand-alone system was devised for the buoy:  Results as per table 8-
1 require a daily system charge of 24.54 Ah/day for a 12V system.  This figure had been 
adjusted to allow for energy losses from batteries, cables and charge controllers.   
Modelled results were compared to actual measured values in section 7.3, where ‘black 
spots’ of insufficient power generation were identified i.e. when the system was 
struggling to advance beyond bulk charge state.  An example of this was when the 
average energy yield for Face 1 over an eight day period (2nd – 9th January, 2019) was 
calculated to be 32.5 Wh/24 hours, amounting to 65.26% of expected maximum yield, 
in comparison with  PVGIS- SARAH modelled figures from table 7-1 above.  
It was concluded that the system would be capable of providing the adequate energy 
(24.54 Ah/day for a 12V system); this was provided that the energy storage system had 
in excess of eight days of autonomy.  This capacity would ensure that operations were 
maintained during periods when the system does not advance beyond bulk charging state, 
indicating that the batteries have not been fully charged.  As calculated in section 8.3, 
Eight days of autonomy at 24.54 Ah/day required a capacity of 196.32 Ah at 12V.  This 
would equate to a required minimum total storage capacity of 392.64 Ah at 12V, allowing 
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a maximum Depth of Discharge (DoD) of 50% on the Batteries to optimise cycle life.  
The discharge current versus capacity rate (C-rate) would need to accommodate a 
discharge time frame in excess of 192 hours.   
10.4.2 Existing Communications 
A review of the communications systems used during the cable deployment was 
completed.  It was optimised to minimise backhaul in so far as possible from the remote 
BLOS system, without reducing its capabilities, as detailed in section 8.2 above.  The 
following three transmission systems were appraised: 
 Network switch 
 Energy monitoring system 
 Wave buoy gateway 
Backhaul was proposed to be minimised as follows: 
Network Switch: 
 Replacement of the Moxa Ethernet switch in the communications cabinet with a 
low cost, maximum range at low power (QRP) HF transmitter. 
Image and Data Transmission from the Energy monitoring system: 
 It was proposed to reduce the need for image backhaul by increasing system 
intelligence: This would be achieved by the development of an image recognition 
algorithm using the Open Source Computer Vision Library (OpenCV) for python.  
The algorithm would ‘recognise’ signs of damage/degradation on the panel, and 
only encode and transmit an image when it found inconsistency.  Images would 
be forwarded from a remote buoy/platform using the QRP HF transmitter, as 
detailed further below:  the signal would be trans-modulated and relayed ashore 
for de-coding. 
 Energy data would be locally parsed and processed, transmitting daily statistics 






Wave buoy Gateway: 
 The current method of communication between the Wave buoy and the gateway 
on the buoy would be maintained, as the range would not be increased.  
  Data would be processed locally in the communications cabinet and then 
transmitted to a resident ROV deployed in the vicinity without the need for BLOS 
communication.  
This would be achieved as follows: 
o The Wave buoy would sample waves and transmit the data to the 
Communications Cabinet on the buoy. 
o The wave modal frequency would be computed locally on the buoy and 
transmitted to the wave filter located in an adjacent ROV ‘Supervisory’ 
closed loop control system. This is opposed to the ‘All-in-One’ ROV 
control system (Kaknjo et al. 2016) used previously, where the high and 
low level control are carried out on a remote internet pc. 
 
HF QRP transmitter: 
Due to the reduction in backhauled data, standard 3 kHz HF channels (multiplexed where 
necessary) could be used to achieve BLOS communications using narrow band data 
streams.  A possible example of a suitable HF transmitter is the TAPR QRPi Tx Shield 
(Doczi n.d.) connected to a Raspberry Pi. One of the GPIO pins on the Raspberry Pi has 
a Pulse Width Modulation (PWM) output used for motor control (Adafruit 2013).  This 
output can be used to generate an RF signal (Tomar and Bhatia 2015). The output signal 
generated is a square wave, subject to broadband noise over a range of harmonics (RTL-
SDR.COM 2015).   
Doczi (2015a) described the QRPi Tx shield as being capable of cleaning the signal as 
follows: 
 A low-pass filter (LPF) is fitted to remove harmonics. 
 A band-pass filter (BPF) was added to remove broadband noise. 
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A field-effect transistor (FET) buffer amplifier was also mounted to protect the clock 
generator on the pi, and to amplify the output signal.  The GPIO pin delivers an output 
signal of 10 dBm, gaining an extra 10 dB when amplified: Output signal therefore is 
increased to 20 dBm (Doczi 2015a), i.e. 100 mw.  
System tests carried out from Hungary on the 20 m HF band (14.097 MHz) were received 
up to 2,400 km away in Norway using Weak Signal Propagation Reporter (WSPR) 
protocol; and a test signal transmitted on the 10 m HF band (28.126 MHz) from Hungary 
was received on an island 8,433 km away near Madagascar (Doczi 2015b).  A simple 
wire antenna was used, in conjunction with WsprryPi software, developed by James 
Peroulas (Peroulas 2017). WsprryPi uses Network Time Protocol (NTP) to calibrate the 
frequency offset:  It does this by checking  NTP before each transmission to calculate the 
ppm error of the crystal in the Raspberry Pi, and self-calibrates accordingly (Doczi 2016).   
A GPS NTP server would be required to be fabricated for BLOS operations; this would 
be possible using the GPS already installed in the communications cabinet, as detailed in 
4.4. 
 
Part B: Provide Extended Capabilities  
A study was then conducted, testing the potential of utility afforded from a buoy to meet 
the demands of a challenging end user:  The example chosen was real-time remote 
piloting of a resident ROV.  This study aims to give a lower cost solution to that of a 
cabled observatory, yet provide adequate levels of utility to facilitate high end users 
across a broad, flexible spatial footprint.  This solution would allow a scientist to have 
real-time interaction with remote robots stationed in a required area of interest beyond 
the range of terrestrial energy supply and communications capabilities. 
10.4.3 Extended Power 
Three examples of  ROVs were chosen for comparison, varying in energy demands i.e.  
The VideoRay Pro4, EELY 500 and the LibertyTM E-ROV.  A generic communications 
system was also designed, as per section 9.3, and a modelled energy budget was 
calculated (as per tables 9-1 to 9-3).  This allowed for 1 hour of ROV exercise with remote 
satellite teleoperation per day, working at average power consumption (as indicated by 
the manufacturers and developers).   
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The combined modelled energy budget can be summarised as follows in table 10-8.  Note:  
VideoRay does not require a garage, and both AC and DC losses are included in the 
budgets: 








ROV and Garage 810 7,357.5 8,302.5 
Comms System 954 954 954 
Total Energy Consumed /day (Wh) 1,764 8,311.5 9,256.5 
 
Modelled solar energy production was maximised for the Mobilis DB 8000 buoy in 
section 9.4, and tabulated in 9-7.  Model description and boundary conditions were also 
described.  It can be concluded that the Aggregated maximum solar energy output/day 
modelled would not be sufficient to carry out a daily (1 hour duration) inspection with 
LibertyTM E-ROV or EELY-500 and associated satellite communication system, as their 
energy demands exceed the supply.  However modelled solar energy generated per day 
would theoretically be sufficient to carry out inspection with the VideoRay pro4 during 
the months from April – August inclusive as its calculated daily system charge exceeded 
1,764 Wh/24h i.e. averaging 2,341.58 +239.02
−232.08
  Wh/day.   
Note:  Modelled versus measured figures are not directly comparable in this instance, as 
the daily energy demand on the system was calculated (table 3-2, plus losses) to be 294.58 
Wh/24 hours during the measurement period i.e. once this energy demand was met, the 
system stopped bulk charging the batteries.  
The buoy used for energy modelling purposes was assumed to be a Mobilis DB 8000, 
however the design and built of a customised buoy would offer the ideal solution.  This 
project would depend on available funding.  The hull and superstructure would be 
optimally designed to efficiently harness renewable energy, yet antenna stability could be 
significantly improved, as discussed further in 10.4.4 below.  An example of improved 
design in relation to energy generation would be the ability to mount the solar panels at 
an optimal slope of 60º in place of vertically.  The example in figure 100 below highlights 
the difference in modelled energy output from 100 WP of solar panels mounted at an 
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azimuth of 90º (i.e. West) and a slope of 60º as opposed to vertical.  The location is the 
same as used for the initial study i.e. 53.245, -9.296 (53⁰14’42.0”N, 9⁰17’45.6”W), and 
the solar database used was PVGIS-SARAH.  In the month of June, the panels modelled 
output per day is 195 Wh when mounted vertically, as opposed to 275 Wh when mounted 
at 60º i.e. a modelled increased output of in excess of 41%.  Note, the figures are reported 
as ‘energy not captured’ + 1 Wh, as the consumption per day was set to 1 Wh/day in the 
model, to display the maximum potential values (zero setting not available). 
Figure 100  Panels mounted at 90º (top) and 60º (bottom)  
PVGIS © European Union, 2001-2021 
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Additional methods of autonomous energy generation were investigated for the Mobilis 
DB 8000, assessing their capability to supplement the energy budget and increase 
capacity.  This was achieved by using locally measured wind and wave conditions to 
model (in section 9.5 and 9.6) potential energy outputs from the following two devices: 
 D400 Wind Turbine (Existing Technology described in section .9.5 above) 
 Gator Energy (Prototype device described in section 9.6 above) 
The energy modelled in this aggregated budget (table 9-10) indicated that the system 
would be capable of providing adequate power to operate the VideoRay or EELY-500 
ROV for 1 hour per day year-round, and maintain power during 23 hours of additional 
stand-by time (as per daily system charge requirements tabulated in 10-8 above).  
Modelled combined energy output can be averaged at 9,902.17 +2315.40
−1185.93
  Wh/day over the 
12 months.  The system model also indicated that LibertyTM E-ROV capability would not 
be facilitated during the months of June and July, as adequate energy would not be 
generated.  It is understood however that these figures are currently hypothetical, and that 
vigorous year-round testing at a chosen location would be necessary to obtain realistic 
data for their verification.  
10.4.4 Extended Communications  
It is believed that low latency teleoperation is theoretically achievable on a remote 
platform, using a satellite modem in tandem with an ESA antenna; current disruptive 
technologies have come to the market that have made this goal attainable as described in 
section 2.7 above.  These advances include the development of metamaterial surfaces 
(metasurfaces) that enable holographic beam forming in place of phase shifters on 
traditional phased array antennas.  The antenna elements are fed from a single transmitter, 
and are tuned individually to resonate at a specific frequencies.  If their resonant 
frequency is close to or equal to the required transmission frequency, they radiate 
strongly, otherwise they are detuned (Milosevic et al. 2018; Kymeta 2019a) .  The two 
dimensional metasurface and holographic projection method facilitates a dense array of 
elements (in excess of 10,000 (Milosevic et al. 2018))  which compensates for the number 
of elements that are out of phase and are effectively switched off at any given time (Black 
et al. 2020).  The development of fast responding antenna control software was also key 
to achieving optimal capability (or maximising performance) (Johnson et al. 2015).  The 
antennas polarisation can be adjusted from linear to left or right hand circular (Kymeta 
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2019a), This increases the antennas ability to overcome certain irregularities when 
working with satellites e.g. spin (Poole n.d.). 
The Kymeta u7 ESA antenna as selected for energy modelling purposes in 9.3.1 above is 
reported to have a tracking rate of in excess of 20º per second (Kymeta 2019b). This rate 
was exceeded by tests conducted on their u8 terminal prototype, in March 2020:  Pointing 
and tracking exercises were carried out using a land vehicle (fitted with a roof mounted 
antenna), circling at a rate of 35-40º per second.  The satellite signal lock was maintained, 
demonstrating robust connectivity (Kymeta 2020f).  The u7 devices were reported to have 
maintained a ‘continuous high speed internet’ connection using Intelsat high throughput 
geostationary satellites on a transatlantic crossing on-board a sailing vessel (e3 Systems 
2018). This is a positive indication of its ability to point and track on a marine buoy, 
however exact data about the vessels pitch and roll rates relative to satellite tracking on 
the trip does not appear to be freely available.  Migration from Geostationary to LEO 
satellites will also have tracking implications; as fast beam steering antenna will be 
required to track their orbital path.  It is estimated that the antenna will be required to 
track the satellite at a rate of 3º per second (Dredge and Timmins 2017) and whereas this 
is well within the scope of the antenna’s specification, it does not take into account 
disturbances on a buoy caused by wave action.   
Pitch and roll data from October 2020 was examined to investigate the effect of wave 
motion on platform stability. The data was obtained from the Marine Institute, and used 
under the Creative Commons BY 4.0 license . The data had been collected by a GMX600 
instrument mounted on the Mobilis DB 8000 on the Galway Bay marine and renewable 
energy site, sampling at a rate of 1 Hz, on a high tension mooring (2 – 3 tonne).  Minimum, 
maximum and average daily rates were calculated and tabulated as shown in 10-9 below. 
Table 10-9 Min. max. and average pitch and roll values  
Note: daily averaged values for 3 - 31 October, 2020. 
Date Pitch (degrees/sec) Roll (degrees/sec) 
Min Max Av + Av- Min Max Av + Av- 
03/10/2020 -29 38 6.25 -5.38 -21 16 2.34 -3.16 
04/10/2020 -56 64 12.96 -11.53 -44 26 3.94 -5.50 
05/10/2020 -61 67 17.17 -14.63 -37 27 4.80 -6.66 
06/10/2020 -73 76 18.21 -15.42 -73 39 5.14 -7.31 
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07/10/2020 -51 54 9.94 -8.82 -28 22 3.30 -4.31 
08/10/2020 -56 73 13.04 -11.21 -39 34 4.19 -5.25 
09/10/2020 -56 65 14.25 -12.52 -32 30 3.69 -5.30 
10/10/2020 -53 65 14.51 -13.01 -35 28 3.79 -5.51 
11/10/2020 -32 44 6.11 -5.66 -18 12 1.85 -2.63 
12/10/2020 -53 62 12.01 -10.74 -35 31 3.50 -4.91 
13/10/2020 -41 55 7.41 -7.04 -30 21 2.78 -3.88 
14/10/2020 -22 29 2.87 -3.36 -22 21 2.87 -3.53 
15/10/2020 -21 26 2.34 -2.67 -19 19 2.38 -3.05 
16/10/2020 -40 38 7.12 -6.37 -54 56 9.19 -9.02 
17/10/2020 -32 47 5.68 -5.26 -53 56 7.42 -7.20 
18/10/2020 -40 47 5.58 -5.74 -44 43 5.44 -5.89 
19/10/2020 -45 47 9.97 -8.41 -63 57 13.08 -14.66 
20/10/2020 -49 57 9.11 -8.07 -72 52 14.04 -16.23 
21/10/2020 -25 21 3.32 -3.34 -52 49 6.63 -8.16 
22/10/2020 -45 53 6.68 -5.35 -71 62 10.01 -12.08 
23/10/2020 -52 59 8.4 -7.43 -77 65 15.33 -18.71 
24/10/2020 -62 65 11.03 -9.91 -80 75 18.62 -23.46 
25/10/2020 -56 61 9.82 -9.70 -78 72 17.62 -22.46 
26/10/2020 -43 34 6.35 -6.48 -69 59 13.64 -16.55 
27/10/2020 -69 60 9.80 -9.13 -82 73 16.96 -21.16 
28/10/2020 -61 54 9.52 -9.50 -78 70 17.59 -22.32 
29/10/2020 -63 70 11.27 -9.70 -82 71 18.91 -23.18 
30/10/2020 -46 41 6.46 -5.77 63 -68 12.01 -14.12 
31/10/2020 -59 59 11.46 -10.32 -82 75 16.56 -20.62 
 
The daily average pitch and roll rates all fell within the tested parameters of the u8 
terminal as discussed above i.e. 35-40º per second, indicating the ability to maintain 
satellite connectivity. However it can be noted that the minimum and maximum rates 
exceeded this capability on the majority of days.  This would indicate that the system may 
lose connectivity periodically, and further buoy damping may be required in harsh 
conditions.  The pitch and roll data was measured during a timeframe where the 
significant wave height exceeded the annual average significant wave height of 0.813 m 
on numerous occasions, as pictured in figure 101 below. (Note the annual average 
significant wave height was calculated using monthly averaged values from February 
2019 – January 2020 inclusive measured by the Spiddal Waverider.  Data available to 





Figure 101 Measured sig. wave height (blue) versus annual average (orange) 
The above study indicated that site specific modelling would be required to be carried out 
to ensure antenna operability prior to deployment.  A simple model would be constructed 
as follows, using the example of a buoy situated on the Galway Bay Marine and 
Renewable Energy Test Site: 
 A year’s data from the proposed site would be required to be examined to obtain 
average up crossing period values; for example the measured monthly averages 
from Spiddal wave buoy from February 2019-January 2020 were calculated to be 
between 2.9 (June) and 4.4 (January) seconds. 
 Using linear wave theory, as wave height to wave length ratio is 1/50 or less (mc 
Cormack), the wave profile is assumed to be sinusoidal. The angular velocity or 
circular wave frequency i.e. (
2𝜋
𝑇
) can be calculated to be between 1.43 and 2.17 
radians/second. 
 The Response Amplitude Operators (RAOs) of the buoy would then require to be 
calculated to give an indication of the buoy’s motion relative to the wave forces 
i.e. inputs of wave data and RAOs = output of buoy’s motion (Price 1976).  
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 The pitch, roll, yaw, surge, heave and sway motions of the buoy will all have an 
impact on the antenna’s ability to track the satellites, therefore separate RAOs 
would require to be formulated. 
 RAOs are calculated by taking parameters such as the buoys mass, added mass, 
damping force (including drag coefficient), inertia, mooring forces, and centres 
of buoyancy and gravity (for rotating moments) into consideration (Berteaux et 
al. 1977).   
 Once calculated, RAOs would then be used as a ratio to calculate the resultant 
output frequency vectors for a given platform relative to the input wave 
frequencies (Ramachandran et al. 2013).  
If the output frequencies for a given site exceed the tracking capabilities of the flat panel 
antenna, a suitable mounting platform could be designed in place of the standard Mobilis 
buoy.  The design of a Small Waterplane Area Twin Hulled (SWATH) buoy would be 
proposed to reduce wave disturbance.  This would be achieved by locating the majority 
of the hull’s volume as near as possible towards the wave base, at a depth where there is 
reduced or negligible wave disturbance.  This would enable the water plane area to be 
reduced in the zone most affected by wave energies.  The design will serve to dampen the 
buoy’s motion, increasing platform stability for the antenna, and therefore increasing 
satellite pointing and tracking capabilities (Dubrovsky and Matveev 2005).  
Hardware costs were included in the budget for the Mobillis buoy upgrade in table 10-7 
above.  Purchase price of equipment was quoted by email from Bridget Dorman, FMC 
Globalsat (October 2020) to be $29,950, and included a Kymeta u7 Terminal (ESA), 
satellite modem, 16 watt Ku-Band BUC, and Diplexer.  
Cost plans for the FMC Globalsat satellite service offered by email from Dorman to the 
author (October 2020) start from $1,543 per month for 10 GB of data, up to $2,980 per 
month for 100 GB. Alternative plans are also available for different timeframes and data 
limits. FMC Globalsat are currently operating on high throughput Intelsat satellites (as 
described previously in section 2.7.1 above), and claim global coverage with a latency of 
less than 500 ms (FMC Globalsat n.d.).  A reduction to less than 50 ms is anticipated once 
their access to LEO satellite constellations becomes available.  
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It is believed that affordability will increase with availability, once LEO satellite 
broadband services become competitive:  For example the current SpaceX LEO beta 
offering of $99 per month as described previously in 2.7.1.  Transfer speed results and 
latency rates for Starlink beta users were reported in Starlink Services LLC’s recent 
application for Eligible Telecommunications Carrier Designation to the FCC on February 
3rd 2021.  In excess of 10,000 users in the US are currently participating in the beta trial, 
with the service claiming to meet and exceed transfer speeds of 100 Mbps downlink and 
20 Mbps uplink.  The service also claim to have demonstrated a ‘performance of 95% of 
network round-trip latency measurements at or below 31 milliseconds’ (Starlink Services 
LLC 2021) In a list of terrestrial Starlink speed tests published by (Reddit Inc 2020) using 
Speedtest® software provided by Ookla ® (Ookla LLC 2021), the best confirmed 
download speed was recorded at 209.17 Mbps in New York, an upload speed of 47.74 
Mbps in Calgary, and a ping test of 15ms in Seattle, all in November 2020.  Note: 
Speedtest ® uses TCP to connect to one of their (Overturf 2019) 10,000+ servers located 
globally to conduct performance testing (Ookla LLC 2020). The beta service is currently 
only available to terrestrial users, but SpaceX have applied to the Federal 
Communications Commission (FCC) to test their terminals on up to 10 of their 
operational vessels at sea over a period of two years (Forrester 2020). CEO/CTO and 
Chief designer of SpaceX Elon Musk anticipates provision of an internet service for ships 
at sea (Arevalo 2020). 
Latency measurements through satellite networks are also dependent on efficiency of 
their associated ground networks.  These include: 
 The availability and proximity of ground stations 
 The capacity and efficiency of their antennas 
 Gateway connections to existing backbone fibre networks 
 Any additional links between ground station and end user 
As the LEO satellite constellations develop and progress, the performance rates of both 
hardware and software aspects of their ground networks will be required to develop in 
parallel to ensure delivery of adequate services.  
Latency between a marine robot and the onshore control centre is also a function of the 
data throughput through the local network between the ROV and the satellite transmitter 
232 
 
on the buoy, and between the receiving antenna and the operator onshore.  In addition to 
hardware chokes such as network switches, operating systems etc. video latency rates are 
affected by resolution rates, methods of encoding and decoding, encryption and 
subsequent decryption on the receiving side (Kaknjo et al. 2019).   (Kaknjo et al. 2018) 
measured normal video latencies through a LAN at rates of 448 ms-850 ms, obtaining 
values of 558–1,211 ms during system tests over the internet.   
10.5 Reducing demand 
This body of work predominantly focused on expanding system capacity by investigating 
methods of increasing energy and communications capabilities BLOS on buoys to match 
that of a cabled observatory.  However, system capabilities can also be extended by 
reducing used resources.  This can be achieved by implementing methods to: 
 Reduce power draw and overall energy consumption. 
 Reduce unnecessary data transmission. 
 Increase Autonomy. 
 Overcome latency and interruption in communications systems. 
Elements of this were demonstrated and discussed throughout the project, for example 
the use of low energy solutions in the communications cabinet on the buoy (as detailed 
in section 4.4 above), the proposed reduction in backhauled data transmission to achieve 
narrowband BLOS communication (as discussed in section 10.4.2), and the low powered 
element of the two tiered communications system (designed in section 9.3). 
A global awareness of the increased need for energy saving (due to cost and 
environmental concerns) has been a driving force in new technological progression.  
Current developments in ocean engineering aim to reduce the requirement for high cost 
vessels and fixed cables, in favour of increased remote observation and intervention 
(Riviera Newsletters 2018).  Ocean observation technologies have benefited significantly 
from these cost reducing developments in the oil and gas industry, as discussed above in 
chapter 2. For example the ongoing research into resident ROV and AUV technologies. 
These subsea robotic vehicles are valuable assets and can be used both in industrial and 
scientific applications to carry out a wide variety of functions.  
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 In addition to the technological hardware, optimised control systems are playing a vital 
role in energy efficiency:  Current advancements in software control technologies and 
automation have led to the development of tele-operative systems with lower latency, 
enabling the devices to be piloted from remote onshore locations (Oceaneering 2020a) 
and negating the need for pilotage from a topside vessel or platform.  Methods of 
overcoming system latencies and reducing bandwidth are also presented in section 2.7.4 
above e.g. the onshore control of DexROV in a virtual environment in place of using full 
video teleoperation.  
It can be concluded that current advancements in ocean engineering research will 
facilitate increased energy efficiency and machine autonomy.  Once developed, these 
systems can then be adapted and exploited for scientific purposes to increase the spatial 
and temporal footprint of Ocean Observations. 
10.6 Concluding Remarks 
This chapter analysed and discussed the measured and modelled results (and findings) as 
outlined in the preceding 4 chapters.  The information obtained by the study was used to 
investigate the research aims as follows: 
(i)  An investigation was conducted into the hypothesis that ‘there is ‘Unlimited Power 
and Bandwidth’ available from a cabled observatory connection’.  The capability was 
then reviewed in terms of cost, relative to realisation of lower cost deep field 
functionality.  
 (ii) The potential of utility afforded from a buoy to meet the demands of a challenging 
end user was tested; i.e. using the example of a resident Remotely Operated Vehicle 
(ROV).   
The discussion closed with a section highlighting the proposed methods of extending 
system capabilities by reducing used resources and discussing ways of how this can be 
implemented by using new developments such as increased Autonomy, Machine 
Learning and Artificial Intelligence (AI).    
The following chapter summarises the conclusions that were made, based on the overall 
study.  It then outlines the future work necessary to guide researchers towards achieving 
deep field functionality. 
234 
 





Chapter 11. Conclusion and Future Work 
11.1 Summary: Existing Potential  
The cabled interconnector was successfully designed, tested and deployed on the Galway 
Bay Marine and Renewable Energy Test Site from 11th January to 6th March 2018.  The 
connection opened a configurable Ethernet gateway between the Mobilis DB 8000 Buoy 
moored on the test site, and one of the science ports on the subsea observatory.   
The working footprint (of the connection) was further expanded by effectively 
transmitting data using an RF link from two additional science payloads i.e. a LWIR 
energy monitoring system and a Lagrangian wave buoy deployed in proximity. Testing 
was conducted during some of the harshest weather of the Irish winter.   
Energy consumption (through the science port), generation (by the solar panels) and 
communication speeds through the cable were measured and recorded at all stages where 
possible during the deployment.  The examination of this data led to the following 
observations: 
 Power and energy delivery appeared consistent but finite, as described in section 
10.2.1. Limitations discussed include:  (i) system design, (ii) unexpected power 
interruption e.g. caused by lightening in the bay and (iii) unexplained losses 
possibly caused by self-consumption. 
 
 Network speeds were also found to be limited, because of reasons discussed in 
section 10.2.3.  For example, shared bandwidth through a 100 Mbps Ethernet 
switch, and an issue that caused a reduction in network speeds on Hyper-V virtual 
machines. 
The data from this exercise was then used to conduct an investigation into the energy, 
power and communications capabilities available from the observatory science port 
relative to the capabilities of the moored Mobilis DB 8000 buoy.  This led to the overall 
conclusions that:  
(i) The energy system on the buoy is capable of effectively replacing what was being 
supplied by the cable interconnector and battery combination i.e. providing a daily system 
charge of 24.55 Ah/day at 12 volts. Note: This figure is for equipment deployed and 
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operated as per table 8-1 and is provided that the energy storage system has in excess of 
eight days of autonomy, as discussed in section 8.3.  
(ii) A reduction in data back-haul and machine autonomy would enable cabled Ethernet 
replacement with a BLOS HF system in this instance, using narrowband data streams 
over standard 3 kHz channels multiplexed where necessary (as detailed in section 8.2-
8.5).  
It was noted that a reduction in data transfer and subsequent energy consumption (due to 
reduced back-haul) would extend the overall capabilities of a remote, autonomous 
system, and that current research trends towards machine intelligence will facilitate this 
expansion, as discussed in 10.4.2 and 10.5 above.  
This investigation led to the following contribution: 
The extensive study and analysis of a cabled seabed observatory connection and 
examination of the potential to achieve similar utility from a buoyed platform 
(communications and energy).  
11.2 Summary: Expanded Capabilities 
A study was conducted with the aim of working towards the expansion of deep field 
capabilities:  It examined the potential of utility afforded from a buoy to meet the demands 
of a challenging end user. The example chosen was teleoperation of a resident ROV (high 
energy and real-time bandwidth requirements).   The work concluded that low latency 
remote presence ROV control is theoretically achievable on a remote platform, using a 
satellite modem with an ESA antenna: Details of such systems with resident ROVs were 
discussed in Chapter 10, and further implementation of this is outlined in the future work 
section below. 
An additional expenditure of circa €125,000 (ex. VAT) on energy generation, storage and 
hybrid (Satellite and HF) communications systems (as detailed and explained in chapter 
10) would theoretically facilitate the long-term teleoperation of a resident ROV for 1 hour 
in 24 hours BLOS on a remote buoy or platform, however actual tests and trials would be 
required to validate this.   
A review of the performance of both systems relative to cost indicated that:  
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(i) The capital expenditure on the Spiddal Observatory (€1,636,992 ex. VAT) exceeded 
that of the buoy (€208,189 ex. VAT) modified for testing with a satellite communications 
system and a 50 kWh energy supply by a factor of almost 8. 
(ii) The maximum energy provided by the observatory CEE could still exceed that 
provided by the modified buoy by a factor of 10.96, however, the modified buoy model 
would be capable of providing 12.9 times the maximum total power deliverable by the 
observatory CEE (as tabulated in 10-7)  
This study led to the second contribution, namely: 
Testing the potential to extend the utility afforded from a buoy to meet the demands 
of a challenging end user:  The example chosen being the long-term real-time remote 
piloting of a resident ROV.   
As discussed in 10.3. above, it is believed that a regional cabled facility deployed BLOS 
e.g. CeltNet, would drastically increase the CapEx, in comparison with that of a coastal 
facility (such as the SmartBay Observatory).  This is due to a number of reasons 
including; cable length, energy transmission distances, and water depth.   Deploying a 
number of buoyed observatories in place of the regional nodes would offer considerable 
savings, it was noted that additional funding would be required for deep water moorings.  
This would be provided that the buoyed observatories would be able to provide sufficient 
capacity to equal the capabilities of the cable, in so far as possible. 
11.3 Requirement for System Robustness 
The survivability of the purpose built test equipment and cabled connection was proven 
over the short duration of the deployment i.e.11th January 2018 – 6th March 2018, during 
the harshest weather of the Irish winter. Wind speeds gusted up to 74 kn at the nearby 
Mace Head Atmospheric Research Station (53º 20’N, 9º54’ W), with recorded minimum 
air temperatures dropping to - 4.4 º (as detailed in 10.2.4).  The system successfully 
automatically re-booted and re-commenced operations after 10 power outages throughout 
the period. Long-term survivability was demonstrated by one of the sensor packages 
developed as part of the project i.e. the energy monitor as described in Appendix B. It 
was deployed from 15th September 2017, to buoy recovery on 26th June 2018, then re-
installed and re-deployed from 28th July 2018 to recovery on project completion on the 
27th February 2019. 
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11.4 Additional Contributions 
Additional contributions consequential to carrying out the study included: 
1. The facilitation of remote access to data (via an internet connection) from a 
Lagrangian wave buoy for use in an ‘All-in-One’ ROV remote presence control 
system (i.e. a system where the high and low level control are carried out on a 
remote internet pc). (Associated details and publication in Appendix A) 
 
2. The design and build of a payload that linked the CEE with adjacent surface 
infrastructure.  This device used a Long Wave Infrared (LWIR) camera module 
in tandem with an energy monitor for ascertaining and tracking solar panel 
condition. (Associated publication in Appendix B). 
 
11.5  Future Work 
The next stages necessary towards achieving deep field functionality are identified as:  
(i) The building, testing and trial of a two tier communications system for a remote buoy 
or platform, with triple hybrid ‘tribrid’ (wind, wave and solar) energy generation and 
storage system, as described in chapter 9.   
(ii) Validation of the capability of the system, including measured latency values across 
a range of operational conditions.  
(iii) Progression to BLOS testing once the system is satisfactorily validated at a near shore 
location. 
(iv) Design of a buoy specifically tailored to support buoyed observatories in place of 
cabled observatories as discussed above in 10.4.3.  
A purpose designed buoy would have the enhanced capacity to generate energy from the 
tribrid system in excess of what could be generated on a generic data buoy e.g. the Mobilis 
DB 8000.  Factors such as antenna stabilisation and energy storage would also be 
incorporated into the design.  
The understanding gained from this program of work will form a roadmap for the 
construction and collaborative testing of a hybrid communications system suitable for 
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mounting on a remote buoy or platform, capable of providing relatively low-cost, low 
latency (less than 500ms), high bandwidth (in excess of 1 Mbps), BLOS communications.  
Once developed, the communications system will be a key enabler in ocean observation, 
facilitating the scientific exploration of a wide range of test sites and enabling expansion 
of the deep-field observational capabilities of remote buoys and platforms and thus 
providing a platform to advance the key aims and motivation behind this body of research.  
A major advantage of the development of these systems versus cabled observatory 
solutions relates to the relative flexibility that they offer for deployment across a wide 
oceanic footprint. This potentially greatly enhances the spatial and temporal resolution of 
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This Appendix gives details of the Lagrangian wave buoy that was one of the low cost 
sensor packages developed as part of the project.  Its primary purpose was to demonstrate 
the expansion of the working spatial footprint of the seabed observatory node.  It 
transmitted data ashore using the gateway fabricated between the cable node and the 
surface buoy.  The data is collected to enable calculation of the wave modal frequency 
and wave direction.  This information can then be transferred to a wave filter in the ROV 
control software.   
Section 2 includes a copy of a conference paper available on the IEEE Xplore ® digital 
library giving details of the project.  Section 3 gives a progress update on a test rig that 
was fabricated for sensor calibration since the publication of the paper, and Section 4 
illustrates the wave filter in the OceanRINGS control software.  Section 5 then discusses 
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Abstract— This paper describes the adaptation of an existing 
wave filtering method for vessel Dynamic Positioning (DP) 
Systems for use in a Remotely Operated Vehicle (ROV) control 
system. The novelty is that the proposed control system will work 
in tandem with a Lagrangian waverider buoy deployed on a 
Marine Renewable Energy (MRE) site. The waverider will be 
tethered to a moored buoy on site, and will have remote 
release/recovery capability. Once released, the waverider will feed 
real-time spectral wave data from the microcontroller to a wave 
filter within the ROV control system. This will enable active 
filtering of raw heading measurements in real time, during mission 
execution. Real-time sampling of wave data during the course of 
the ROV flight will enable adjustment of the estimated peak 
frequency and direction of the wave spectrum in accordance with 
the changing dynamics of the ocean. The Lagrangian nature of the 
device will allow for free flowing, un-damped motion: The buoy 
will follow the orbital path of the water particles. This will ensure 
that the device is free from mooring pull forces, which can distort 
sensor readings, introducing course error. 
Keywords—ROV control; wave filtering; marine renewable 
energy; lagrangian motion; waverider buoy 
I. INTRODUCTION 
Underwater ROV’s are sub-sea devices equipped to carry 
out a wide variety of industrial and scientific operations. They 
are employed extensively for research, defence and by the oil 
and gas industry. Their functions include exploration, 
observation, inspection, seabed mapping, repair, deep sea 
rescue, salvage and sample gathering [1][2][3][4]. Their future 
application in the Ocean Energy sector will provide a vital 
contribution to MRE device deployment, inspection and 
maintenance [4]. In-situ tasks will need to be carried out 
periodically on commercial sites without necessitating full MRE 
device recovery. Inspection and condition monitoring carried 
out by ROV’s will facilitate remote troubleshooting, highlight 
potential problems and identify the need for service or recovery: 
This will ensure a reduction in cost [5] and down-time, and will 
provide a vital feedback loop into the MRE device design 
process.   
The Lagrangian waverider and control system described 
below are designed to work in collaboration with a smart 
Inspection ROV for use in challenging conditions, and a mini 
ROV docking and garaging system currently under development 
at the Mobile and Marine Robotics Research Centre (MMRRC) 
at the University of Limerick [5][6]. It is proposed to test the 
system on a buoy attached to a science port on the Cable End 
Equipment (CEE) at Galway Bay Marine and Renewable 
Energy Test Site: This connection will avail of Ethernet 
communications and power [7]. The purpose of this test would 
be to simulate the launch and remote control of a mini-ROV 
(long term deployed) carrying out a periodic inspection on an 
ocean energy device deployed at a MRE site (see Fig. I). The 
National Infrastructure Access Programme (2016/2017) funding 
proposal to purchase equipment for this experimental buoy was 
conditionally approved on 21st November, 2016, and the project 
build is currently underway. 
   
 
Fig. I.  Proposed Systems Test at Galway Bay Marine and Renewable energy 
test site 
II. BACKGROUOND 
Proposed MRE sites are located in harsh, aggressive 
environments, ensuring maximum exploration of high energy 
waves and currents. Existing inspection class ROV’s are not 
equipped to deal with these highly dynamic conditions [5]. The 
ROV’s will be required to operate at shallow depths (<10M) 
where there are considerable wave and current disturbances [8]. 
This intrusion will impact significantly on the ROV’s control 
system, presenting a series of exigent challenges [9]. 
Numerous methods of motion control have evolved in order 
to compensate for these effects. These include adaptation of 
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existing methods used to correct ships autopilot and control 
actuators: Some of these systems may be deemed suitable for 
use for underwater vehicles operating at shallow depths. 
ROV motion control methods investigated include the 
following:  
• Neural Network based self-tuning PID control for 
underwater vehicles which can incorporate 
disturbances from ocean currents [1],   
• Auto tuning of gain based on frequency measurements 
obtained while the ROV self oscillates [4],  
• A heading observer for ROV’s working in a dynamic 
environment [10],   
• The use of vehicle mounted sensors to predict and 
compensate for wave disturbance using a Disturbance 
Compensation Controller (DCC) [11],  
• Model Predictive Control (MPC) using a Linear Wave 
Theory (LWT) solver and a simulated wave field [12]. 
It is anticipated that the proposed method of wave filtering 
outlined below will be used in tandem with an auto tuning gain 
algorithm based on the calculated frequency of the wave 
spectrum from the waverider. This may possibly lead to an 
adaptation of the gain tuning rules previously developed in [4]. 
The environmental forces acting on the ROV comprise of 
both first order wave frequency (WF) and second order low 
Frequency (LF) drift components [13]. As WF forces are zero-
mean oscillatory [13], they can be filtered out of the control loop 
to prevent unnecessary course correction. This would otherwise 
result in increased power consumption and excessive wear on 
the thrusters [14]. The majority of DP systems use notch filters 
in cascade with low pass filters to prevent WF forces entering 
the control loop [13]. This filter ensures that the control system 
will only correct for LF motion. The transfer function for the 




Where  is the dampening co-efficient, and  is the notch 
frequency in rad/s. To compensate for relative heading, the 




Because WF forces have the same frequency as the waves, 
 is the wave modal frequency in rad/s. is the angle between 
the ROV heading and the direction of the wave spectrum, and  
is the speed of the ROV in m/s. It is proposed to calculate  
from spectral analysis of filtered wave data from the Lagrangian 
waverider. This will be done by taking a Fast Fourier Transform 
(FFT) of the filtered wave record, and multiplying by its 
complex conjugate to calculate the power spectral density. This 
will then be used to estimate the peak frequency [16]. 
III. SYSTEM DESIGN 
A. Mechanical Design 
It is planned to deploy a Mobilis DB 2000 Surface Buoy with 
associated Mooring, connected to the CEE at Galway Bay 
Marine and Renewable Energy Test Site. The cabled connection 
will consist of two pairs of power conductors carrying 75 watts 
of power at 15 Volts, and a Category 6 Ethernet cable. The 
parent buoy will also be provided with a 150 Watt 12 Volt 
autonomous solar power system, including battery storage. The 
electronic payload will be located in a communications cabinet 
housed in the superstructure of the buoy 
It is proposed to latch the Lagrangian waverider to the parent 
buoy with a boom capable of remote deployment (Fig. II (a)). 
The parent buoy will be fitted with a self-steering fin to ensure 
that it faces into the oncoming wind/swell. The boom will be 
mounted at 90 degrees to the horizontal axis of the fins, 
perpendicular to the oncoming seas when lowered (Fig. II (b)). 
This will ensure that the waverider will clear the wake of the 
parent buoy when the system is deployed. The boom will be 
fitted with a quick release hitch (controlled by a tilt switch), to 
uncouple the waverider as it reaches the surface of the water. 
The slack tether will then pay out as the waverider travels on the 
swells, sampling wave data (Fig. II (c)). When the buoy reaches 
the end of its travel, the tether will taughten and signal auto-
recovery with the marine winch. It can then be consequently re-
deployed during ROV flight as necessary to obtain updated data. 
The marine winch will recover the boom to the vertical position 
at the end of the sampling period. The tether will be controlled 
by means of a Constrictor® rope clutch which is a self-tailing 
system fitted with a secondary release line [17]. 
                    
 
Fig. II (a).  Waverider connected to boom on parent buoy (Mobilis DB2000) 
ready for deployment (left).  
 
Fig. II (b).  Boom in lowered position prior to deployment (right). Note: 





Fig.  II (c).  Waverider deployed, sampling data and travelling to the end of its 
slack tether. 
The tether deployment system has been designed to be 
frictionless to ensure that no resultant forces will impede 
waverider travel during the data acquisition period. The 
deployment/recovery winch will operate in reverse (under 
control), paying out the recovery line. Initial calculations have 
been carried out allowing for static and dynamic friction on the 
winch, and for any further impediments to a free-run in the 
direction of travel through the tackle. Final design will depend 
on experimentation, determining the torque required to 




Fig.  III.  Friction force on the tether deployment system 
 
The spherical hull of the waverider buoy is constructed of a 
6mm polyethylene shell, with an outer diameter of 380mm. (Fig. 
III). The two halves of the shell will be sealed, and bolted 
together with 24 no. M7 bolts to encase the payload of 
electronics. The hull will be ballasted to ensure that it will 
remain upright in the water, the mass of the ballast will be 
adjustable depending on the expected frequency of the wave 
spectrum on site. This is to ensure that the eigenfrequency of the 
waverider differs from the expected wave spectral frequency, as 
it will tend to resonate and overestimate wave measurements 
near to its natural frequency [16]. The natural heaving frequency 
, of the floating buoy can be calculated by [18]: 
 
 
where , , , , ,  represent the buoys natural 
heaving period, its natural circular heaving frequency, the 
density of the water, the waterplane area of the float, the mass 
of the buoy and its added mass respectively. The added mass for 
a hemisphere (half submerged buoy) can be taken to be 
0.333  
B. Hardware and Network Architecture 
The waverider is currently designed to operate with an All-
in-One ROV Remote Presence Control System, where the High 
and Low-level control are carried out on a remote internet PC 
[19]. Input vectors from the control system are sent via the 
internet from the PC to the ROV, return signals are limited to 
sensor vectors sent from the ROV to the control system. 
The waverider will sample the waves using a Bosch 
BNO055 absolute orientation sensor, the data will then be fused 
together using Bosch ‘Sensortec’ software. Fused outputs 
include sensor heading and linear acceleration values [20]. The 
sensor will be aligned with the body fixed frame origin of the 
hull of the waverider. The sampling rate will be determined once 
the Nyquist critical frequency for the proposed site is known. 
This will be estimated using data collected from a Datawell 
Waverider buoy which is situated on the Galway Bay Marine 
and Renewable Energy Test Site. This calculation will ensure 
that the frequency of the waves sampled by the Lagrangian 
waverider will not exceed the Nyquist critical frequency: This is 
necessary to avoid aliasing. An open source project using a 
similar sensor and transmission system was identified during a 
literature search [21]. 
The waverider will communicate with a microcontroller on 
the parent buoy via UHF ISM 2.4 GHz transceivers using 
ZigBee protocol (IEEE 802.15.4) see Fig. IV. The sensor will be 
programmed to push data to the microcontroller on the parent 
buoy across a virtual serial port. The data will be received on the 
parent buoy, and will gateway on to the HEAnet (Ireland’s 
National Education and Research Network), using an Arduino 
Ethernet shield as a server. The onshore client will send a UDP 
request for data from the server, resulting in the data being 
transferred ashore via the submarine Ethernet cable. The data 
can then be processed, feeding real-time spectral wave 
frequencies to a wave filter within the ROV control system on 
the remote PC. The input vector sent from the control system to 
the ROV will now be corrected for WF disturbance.   
A-7
Fig.  IV.  Network Architecture; waverider to shore station 
 
C. Power Budget 
The waverider and associated equipment on the parent buoy 
are designed to operate at low power levels, minimising energy 
consumption during operation. It is anticipated that these 
elements will not use power at idle: This will be achieved by 
using a tilt switch to power on the Lagrangian waverider during 
the sampling period. As the boom is lowered, the switch will 
activate and send power to the microcontroller, sensor and 
transceiver in the buoy. Raising the boom at the end of the 
sampling period will open the switch, cutting the current in the 
circuit. The device is programmed to sample and push data as 
soon as it is powered on. The server on the parent buoy will be 
powered on using a relay switch attached to the existing power 
management system. Signals will be sent from the shore station 
to the power management system on the buoy via the Ethernet 
cable, and the relay will be activated. As before, the 
microcontroller is programmed to run its code on power up.   
An exercise was conducted to determine the power 
consumption of the waverider and server at a sample rate of 1Hz. 
(Table 1). For purposes of simulation, it was estimated that the 
ROV conducted its inspection in one hour. The total energy 
consumed was 5.306 kJ i.e. 1.474 W.h/day. The tether 
management system was not included in this exercise as the 
design of its key components has not yet been finalised. It can 
be noted that significant power is saved at sea by processing the 
data onshore, as opposed to running a powerful processor on the 
buoy e.g. an Intel® NUC D53427RKE mini PC requires a 19 V, 






TABLE 1.  POWER BUDGET FOR WAVERIDER AND SERVER 
 









Arduino Ethernet Shield 230 5.07 1.167 
Waverider: router
Arduino Pro mini 
BnO055 IMU breakout 
board 
UHF Transceiver 60 5.11 0.307 
 
IV. SIMULATION 
A. ROV Model 
A mathematical model of a VideoRay Pro3 mini ROV was 
created in Simulink® for purposes of simulation [19]. The 
dynamic equations of motion used in the model are simplified 
based on the hull parameters of the VideoRay: It is assumed that 
the ROV has been ballasted correctly to ensure neutral buoyancy 
and hydrostatic equilibrium [23], therefore linear and angular 
velocities about the pitch and roll axis are said to return to zero. 
Because the vehicle is symmetrical, its centre of buoyancy can 
be taken to coincide with the body-fixed frame origin. This also 
coincides with its principal axes of inertia, reducing its inertia 
matrix [24]. The Pro3 is equipped with two horizontal thrusters 
to control motion in the surge and yaw directions, heave motion 
Internet 















is controlled with a third vertically fitted thruster. The above 








The added mass  ( , , , ), Linear drag 
hydrodynamic ( , , , ), and quadratic drag 
hydrodynamic ( , , , ), coefficients used in 
the model have been calculated in [23], using strip theory as 
described in [13]. m represents the mass of the ROV in Kg, and 
Iz represents its moment of inertia about the Z axis.  
The model also contains a transformation matrix to transform 
linear and angular velocities from a body-fixed to an inertial 
fixed (earth-fixed) frame (Fig. V). These values are then 
integrated to give position and Euler angles i.e. x, y, z, , ,  
(surge, sway, heave, roll, pitch and yaw), where applicable. 
 
Fig. V.  Inertial/Earth Fixed and Body Fixed frames for the MiniROV [24] 
 
B. Control System and Wave Filter Implementation 
The Pro3 model is controlled in simulation using three 
proportional plus integral (PI) controllers for speed, course and 
depth. A HMI enables input set points for surge, depth and yaw 
motion over a specified time frame. The process variables are 
the surge, depth and yaw values returned from the Pro3 model. 
The processed output signals from the PI then feed forward into 
the Pro3 model. 
A wave generator has been added to the Pro3 outputs to 
simulate wave disturbance. Due to their simplicity, linear wave 
model approximations are often used by Control System 
engineers. The Dampening coefficient  has been added to a 
second-order wave transfer function to enable similar results to 








where  is dependent on the wave intensity  = 
Maximum wave spectrum (max S(  [13], and  is the wave 
modal frequency as before. A Band-limited white noise block 
creates the input signal for the wave generator in Simulink®, its 
noise power (intensity) parameter is set at the height of the max 
S( i.e. . The wave disturbance is then added to the Pro3 
model outputs to simulate operation at sea. The signal is then 
passed through the wave filter block to filter out WF forces 
before being fed back in to the PI controller.  
The Spectral wave data used in this simulation was taken 
from the average spectrum for a 3.45 minute sampling period 
created by W@ves21 software on Datawell Waverider buoys.  
The buoys are situated on the Galway Bay Marine and 
Renewable Energy Test Site, and the Atlantic Marine Energy 
Test Site (AMETS), Belmullet, Co. Mayo [25].   
 
Fig. VI.  Spectral Wave Data from AMETS, Belmullet Berth A, 21/03/2017 
showing a modal frequency of 0.085 Hz. 
 
C. Initial Simulation Results 
Spectral wave data analysed from Galway Bay Marine and 
Renewable Energy Test Site (logged on 01/02/2013) yielded an 
average wave modal frequency of 0.19 Hz (1.193 rad/s), over a 
3.45 minute period. Max S(  was recorded as 0.8661 m2/Hz 
for this period: These values were used in the model simulation 
to represent  and to calculate the gain constant of the 
wave generator.   
For simplification purposes, it was assumed that  
for the duration of the simulation. Surge and depth set points 
were fixed at zero. The simulation time was set to run for 200 
seconds, with the device set to yaw from zero radians to /3 
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radians (60º) after 10 seconds. It was then set to return to zero 
radians after 100 seconds. Values for desired yaw (Y Desired), 
yaw response including wave disturbance (Y + Wave), and 
filtered yaw response (Y NF) were plotted (Fig. VII). It was 
found that the filtered response showed a significant decrease in 
the amplitude of the oscillations when compared with unfiltered 
Y + Wave, demonstrating the removal of WF forces from the 
control loop. Oscillations were reduced from a maximum 
overshoot of 6.106º about the Z axis, to a maximum of 2.93º, 
ensuring that the control system only corrected for LF motion. 
 
Fig. VII.  Plotted yaw values from simulation: Desired yaw (Y Desired), yaw 
response including wave disturbance (Y + Wave), and filtered yaw response (Y 
NF)  
 
The torque output from the PI controller was plotted for both 
filtered and unfiltered iterations (Fig VIII - IX). The plots below 
display a substantial reduction in torque as a result of wave 
filtering, preventing unnecessary course correction This will 
result in decreased power consumption and reduced wear on the 
thrusters. It is anticipated that a future simulation will include 
power monitoring of the thrusters, to enable estimation of 
energy saving consequential to wave filtering. Future iterations 
will also include the implementation of wave filters for the other 
two process variables i.e. surge and depth.  
 
 
Fig. VIII.  Output from PI controller (yaw) before filtering 
 
 
Fig. IX.  Output from PI controller (yaw) after wave filtering showing a 
substantial reduction in torque 
V. ADDITIONAL WORK DONE TO DATE, AND WORK 
TO BE IMPLEMENTED 
Current progress includes sensor, microcontroller and 
transmission system programming. Range testing has been 
carried out up to a distance of 638 meters across a body of land 
and water (Fig. X). The sensor was programmed to sample data 
and to transmit fused outputs via a UHF 2.4 GHZ ISM band 
transceiver (router). The data was received by a similar 
transceiver (co-ordinator), connected to a Laptop to simulate the 
proposed receiving station on the parent buoy. The data was then 
pushed to a terminal programme on the laptop, and was logged.  
The laptop was then replaced by an Arduino Uno with 
Ethernet shield. The data was pushed to a virtual serial port on 
the microcontroller. A Local Area Network (LAN) was set up, 
and an Ethernet cable was used to simulate the submarine 
connection between a PC and the microcontroller. The 
client/server UDP link was tested across this cable, pulling data 
from the virtual serial port on the server and receiving it as input 
variables in the MATLAB workspace on the PC. Initial spectral 
analysis was carried out in MATLAB using a generated dataset 
to calculate the wave modal frequency . 
A subsea power and Ethernet whip has been fabricated to 
connect the dynamic cable from the parent buoy to one of the 
science ports on the subsea test platform (CEE bulkhead) [7].  
This consists of a 12 pin dry-mate female bulkhead connector 
with 3m of cable: The cable contains two pairs of power 
conductors and a Cat 6 Ethernet cable and is spliced to an 
underwater wet-mate connector. The splice was soldered and 
potted in epoxy to ensure a watertight sleeve. The dry-mate 
connector and whip have been attached to the CEE when it was 
recovered for servicing.  This will allow the dynamic cable to be 
connected by divers at a later stage after the CEE has been re-
deployed 
Sensor calibration will be carried out, initially on an 
oscillating test rig of known dimensions. A variable speed 
electric motor will be employed to alter the frequency of the 
signal. The governing equations of Simple Harmonic Motion 
will be used to analyse the results. The data will then be filtered, 
and transformed into the frequency domain. When results are 
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consistent with the known test conditions, the device will be 
encased in the buoy and wet-tested. Initial wet testing will 
hopefully be carried out in a wave tank at the Lir National Ocean 
Test Facility [26], University College Cork. Qualisys motion 
measurement software can be used to measure motion across the 
buoys six degrees of freedom, and results will be compared with 
data obtained from the sensor. The waverider will then be ready 
for deployment at Galway Bay Marine and Renewable Energy 
Test Site where final calibration will occur in tandem with a 
Datawell Waverider buoy permanently on station [27]. Data 
from the Lagrangian waverider will initially be imported into 
MATLAB for filtering and processing, before incorporation into 
the LabVIEW  ROV Control system. The Lagrangian waverider 
and control system will then be ready for testing in collaboration 
with the Smart Inspection ROV for use in Challenging 
Conditions, and the mini ROV docking and garaging system. 
 
Fig. X.  Range testing carried out along white line, Donegal Bay. Distance of 
638m across a body of land and water. [28] 
VI. CONCLUSION 
This paper presents an adaptation of an existing wave 
filtering method used for vessel DP systems. It outlines how this 
method can be used in an ROV control system in tandem with a 
Lagrangian waverider buoy deployed on a MRE site. The 
process of obtaining and analysing real-time spectral wave data 
is explained, outlining how the data would then be used within 
a notch filter in the control system: The purpose of the notch 
filter is to enable active filtering of WF disturbance during ROV 
deployment, this will result in decreased power consumption 
and reduced wear on the thrusters. The proposed Mechanical 
latching system is described, outlining waverider deployment 
from the parent buoy: This method was devised to ensure that 
the waverider will clear the wake of the larger buoy when 
sampling. Consideration is also given to frictionless tether 
management, and remote release/recovery. It was noted that 
additional pay-out testing will be required to ensure that this 
system does not impede waverider travel during the data 
acquisition period. The section on network architecture 
describes how the data was transferred from the sensor to the 
remote PC for onshore processing 
A simulation was carried out to demonstrate how WF forces 
are eliminated from the control loop, filtering the yaw feedback 
to the PI controller. This resulted in a reduced torque response, 
demonstrating a reduction in the energy consumed by the 
thrusters. The variables used in the Simulink® model to 
represent  and to calculate  were obtained using Spectral 
wave data from a Datawell Waverider Buoy. This buoy is 
currently situated on the Galway Bay Marine and Renewable 
Energy Test Site. 
Current progress was evaluated, summarising the work 
carried out to date on the key elements of the project. The 
transmission system was fabricated, programmed and range 
tested up to a distance of 638 meters across a body of land and 
water. It was noted that considerable work will need to be carried 
out on sensor calibration before it is wet tested. It is envisaged 
that the system will then be tested in tandem with an inspection 
class ROV on the Galway Bay Marine and Renewable Energy 
Test Site. The purpose of this test will be to simulate the launch 
and remote control of a mini-ROV (long term deployed) 
carrying out a periodic inspection on an ocean energy device 
deployed on a dynamic MRE site. The efficiency of the wave 
filtering system can then be determined and verified, with 
modifications being made as necessary. 
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3. Waverider Progress Update – Test rig  
Test-rig: Construction and Control 
A test-rig was constructed to simulate the oscillatory motion of ocean waves, as per figure 
102 below.  The purpose of this was to check the calibration of the wave sensor for 
specific site conditions.  The rig consisted of a 1.2 m rotor blade, constructed from a 
length of PVC waste pipe, rotated about the shaft of an electrical stepper motor.  The 
motor chosen to drive the blade was a 12 VDC bipolar stepper motor (NEMA 17) with a 
holding torque of 0.2 Nm per phase, 200 steps per revolution (1.8º per step).  The motor 
was controlled by an Adafruit Motor/Stepper/Servo Shield (V2) for Arduino, with 
TB6612 MOSFET drivers.  The shield was attached to an Arduino Uno R3 (ATmega 




The Bosch BNO055 sensor used in the wave buoy was mounted on an Adafruit 9-DOF 
Absolute Orientation IMU Fusion Breakout Board and controlled using an Arduino Pro 
 















Figure 102 Sensor calibration rig 
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Mini 328 – 5V/16 MHz Micro Controller.  The Pro Mini was programmed using an FTDI 
Serial TTL–232 USB cable, and data was logged using an Adafruit MicroSD card 
breakout board.   
The data logger was removed from the test rig for the second stage of testing and replaced 
with an XBee-Pro S2B UHF ISM 2.4 GHz transceiver using ZigBee protocol (IEEE 
802.15.4) as pictured in figure 103 below.  The Arduino code was modified to ensure that 
the sensor pushed data across a virtual serial port, to a receiving XBee attached to a PC.  
A serial connection was then opened in MATLAB to enable the data to be read directly 
into the script and processed.   
 
Figure 103  Wave buoy IMU, microcontroller and transceiver  
 
Test-rig: Model Development 
The Stepper motor was set to turn at constant velocity, causing the test-rig blade to rotate 
with Uniform Circular Motion.  The projection of uniform circular motion is Simple 
Harmonic Motion (SHM), whose governing equations could therefore be used for 
analysis. 
As the sensor travelled at a constant speed around the test rig of radius A as per figure 
104 below, its angular velocity (ω) also remained constant.  Its radius started initially at 
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angle θ to the horizontal axis and moved through the angle ωt.  Its vertical displacement 
x could therefore be given by: 
 
 𝑥 = 𝐴 sin(𝜔𝑡 +  𝜃) 1-A 
 
 
The sinusoidal displacement was then differentiated once with respect to time to give 
velocity ?̇?, and twice with respect to time to give acceleration ?̈?: 
 
 𝑥 ̇ = 𝐴𝜔 cos (𝜔𝑡 +  𝜃) 2-A 
 
 ?̈? =  −𝐴𝜔2 sin(𝜔𝑡 +  𝜃) 3-A 
 
Displacement x was then substituted into the acceleration equation to give:  
 
 ?̈? =  −𝜔2𝑥 4-A 
 
 









radius = A  
angular velocity = constant 
ωt + θ 
 
Figure 104 Path of the sensor around the test rig  
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Thus, displacement can be obtained from measured acceleration values when the rig is 
oscillating at a known angular velocity.   
 
Scaling the Model 
 
The model was then scaled using measured data obtained from two Datawell Waverider 
Buoys situated on the Galway Bay Marine and Renewable Energy Test Site, and the 
Atlantic Marine Energy Test Site (AMETS), Belmullet, Co. Mayo.  A year of data (from 
January 2016 to January 2017) was analysed, averaging monthly values for significant 
wave height and wave period.  These values were then used to determine the range of 
frequencies (Hz) and RPM of the test rig.   The data was obtained from the Marine 
Institute, and used under the Creative Commons BY 4.0 license 
Due to the variation in wave height relative to the radius of the rotor blade, a scale was 
required to ensure that the sensor was travelling on the rig at the same linear velocity (v) 
that it would be travelling on a wave. i.e. vwave = vtest-rig.  This was achieved as follows:  
 
 Let  𝑊1 represent a sinusoidal ocean wave with a period of 𝑡1 and where half the 
wave height is the radius, 𝑟1 of a uniform circle.  
 Let 𝑊2 represent the simple harmonic projection of the test-rig, with a radius 𝑟2 
and period of 𝑡2. 
 Given that angular velocity (𝜔) =   2𝜋/𝑡 (radians), and linear velocity = rω (m/s). 
 The linear velocity of the sensor travelling on the wave was required to be equal 
to the linear velocity of the sensor travelling on the test rig, therefore: 
 
 𝑟1𝜔1 =  𝑟2𝜔2  
 𝑟1𝑥 2𝜋/𝑡1 =  𝑟2 𝑥 2𝜋/𝑡2  
 𝑟1𝑥 𝑡2 =  𝑟2 𝑥 𝑡1  
 𝑡2 =  (𝑟2 𝑥 𝑡1)/𝑟1 5-A 
 
Test rig periods were then calculated using equation 5-A, the average known heights and 
periods of ocean waves, and the known radius of test rig.  The rig was then oscillated at 




Belmullet Berth A. 
An averaged period of 6.99 seconds, and average significant wave height of 3.17m gave 
a test rig period of 2.65s using equation 5-A, therefore the frequency of the test rig was 
required to be set at as near as possible to 0.377 Hz.  The rig angular frequency squared 
was added to the MATLAB® code, and the sensor was set to sample at a rate of 10 Hz.  
The linear acceleration values from the sensor on the oscillating rig were transmitted by 
RF to the receiving PC and processed in MATLAB®.  Linear displacement was 
calculated and plotted, using equation 4-A.  The time/displacement plot was then 
transformed into the time/frequency domain by taking a Fast Fourier Transform (FFT) of 
the record.  It was then multiplied by its complex conjugate to calculate the power spectral 
density.  This was then used to estimate the peak/modal frequency and compared to the 
known frequency set on the test-rig.  Test-rig frequency was measured by manually 
timing 10 oscillations with a stopwatch. 
Examples in figures 105 and 106 below were taken from a measured test rig period of 2.6 
seconds, therefore expected maximum and minimum displacements were ±600 mm, and 
expected frequency was calculated to be 0.3846 Hz. 
 





Figure 106 Power spectral density for a rig period of 2.6 s 
 
Once the system is fully developed, the calculated wave spectral frequency converted to 
rad/s (𝜔𝑜) and wave direction (as measured by the magnetometer in the wave buoy) will 
then be transmitted to the ROV control system.   
These values will be combined with the ROVs heading and speed (𝑈 m/s) to calculate 
the encounter frequency 𝜔𝑒, where (𝛽) is the angle between the ROV heading and the 
wave direction, in rad/s (Fossen 2011). 
 
 




 𝑈 𝐶𝑜𝑠 𝛽                              
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For a marine craft moving at forward speed U the optimal notch frequency is (Fossen 
2011): 
                 𝜔𝑛   =  𝜔𝑒                              7-A 
In real-world environment this frequency is computed online by using a frequency tracker 
inside the OceanRINGS software and real-time data from the wave buoy.  A cascaded 




An averaged period of 3.57 seconds, and average significant wave height of 0.77 m 
gave a test rig period of 5.58 s using equation 5-A, therefore the frequency of the test rig 
was required to be set at as near as possible to 0.18 Hz.  As before, rig angular 
frequency squared was added to the MATLAB® code, and the sensor was set to sample 
at a rate of 10 Hz.  
Adjusting the stepper motor yielded a rig period of 5.79 s and spectral frequency of 
0.177 Hz (as per figure 108), which was slightly higher (5.4%) than the expected 
frequency of 0.168 Hz.  The decrease in linear velocity resulted in a noisy signal that 
required to be smoothed in MATLAB® using a Savitzky-Golay filter as illustrated in 
figure 107 below.  
 
 






Figure 108 Power spectral density for a rig period of 5.79 s 
 
It can be concluded that the measuring device appeared to be suitable for long period, 
sinusoidal waves on a site similar to the conditions measured at Belmullet berth A. It 
would be recommended that wave data would be monitored over a period of time on a 
chosen site prior to device deployment.  This would ensure that wave filtering (where 
necessary) was optimally tuned for specific onsite conditions.   
 
4. Waverider Progress Update – ROV Control Software  
Developed by the Centre of Robotics and Intelligent Systems at the University of 
Limerick, OceanRINGS is a smart software system that is configurable and adaptable for 
a range of robotic control applications (Omerdic et al. 2013). It has been created with 
three layer architecture: (i) a bottom layer for fault tolerant control, (ii) a middle interface 
layer to link the ROV with the ship or platform and (iii) a top layer operator interface for 
command and monitoring purposes (Capocci 2018). 
OceanRINGS is highly configurable, and can be operated in both simulated and real 
world environments.  This enables the development of additional tools for research 
purposes, which can then be tested in the virtual environment before becoming 
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operational at sea (Omerdic et al. 2013).  A wave simulator has been developed in 
OceanRINGS to generate wave disturbance in the virtual environment as per figure 109.  
The mode used for testing was based on the Joint North Sea Wave Observation Project 
(JONSWAP) Spectrum.  This simulator can be used to virtually test wave filtering 
methods over a range of variables.      
 
 
Figure 109 Wave simulator and settings in OceanRINGS  
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The effects of the wave simulator (wave-induced forces and moments considered as 
disturbances to the motion control system) were added to the input of ROV dynamics 
model, generating wave-induced motion components in system response. To compensate 
the effects of wave disturbances, the thrusters must work much harder to hold position or 
execute DP (path following) tasks. In order to avoid unacceptable operational conditions 
for the propulsion system due to power consumption and potential wear of actuators 
(thrusters), it is important that only the slowly varying forces are counteracted by the 
steering and propulsion system; the oscillatory motion due to waves (first-order wave-
induced forces) should be prevented from entering the feedback loop. If high frequency 
Figure 110  Control system unfiltered response to simulated wave disturbance 
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components of the motion enter the feedback loop, it would cause unnecessary use of the 
actuators (thrusters) and reduce the tracking performance, which result in increased fuel 
(energy) consumption. Simulations have been performed in virtual environment to 
compare the control performance and energy consumption of the motion control system 
for two cases: (A) without any filtering, (B) with Notch filtering. 
 
 




The screenshot of the pilot display and system responses for case (A) are shown in Figure 
110. The wave filtering system in OceanRINGS has a range of selectable options, namely: 
notch, cascaded notch, first-order and second-order Butterworth filters. Wave filters can 





Figure 112 Control system filtered response to simulated wave disturbance 
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A Notch filter was selected for the case (B), and set to a frequency of 0.9341 rad/sec, 
which appears to be the same as the dominant spectral wave frequency generated by the 
wave disturbance generator. Figure 112 shows the screenshot of the pilot display and 
system responses for case (B). By comparing Figures 110 and 112, it can be seen that the 
application of wave filtering caused smaller tracking error (smaller magnitude of ROV 
oscillations around desired position). Besides, error magnitudes for linear velocities and 
heading are also smaller than in the case (A). 
The example below in figure 113 increases the image size of the surge and sway responses 
on the LLC Controllers, to enable closer comparison of values.  The filtered responses 
(top) in the directions of surge and sway show a 50% reduction in comparison to the 
unfiltered responses (below).  This reduction in the amplitude of the oscillations, reduces 
wear and tear on the thrusters, and saves energy. Squared area below the purple signal 
(tX LLC for Surge controller, tY LLC for Sway controller) is proportional to the energy 
used by thrusters. It is obvious that these areas are smaller in case (B) then in case (A). 
 
Figure 113  Surge and sway LLC control response, top filtered, bottom unfiltered. 
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5. Next Steps 
The next steps in the development of the wave buoy would be to calculate the 
displacement Response Amplitude Operators (RAOs) for the buoys hull, using the sensor 
location as the origin. These transfer functions will generate the buoy’s hydrodynamic 
response to wave interaction relative to wave direction and period.  This can then be 
accounted for when calibrating sensor values.   
 
Once the measured sensor values are processed, the calculated wave modal frequency and 
heading will be sent to the ROV control system, to enable calculation of the wave 
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3. Software Modelling used for PV Energy Estimation 
 
4. Sample Model Report Generated in PVGIS 
 
5. D400 Wind Generator Output Modelling 
 
6. Gator Prototype Wave Energy Converter 
 

















Appendix B gives details of the Energy Monitor, the second low-cost instrument package 
used to extend the working footprint of the cabled connection.  It is described in the 
conference paper attached in section 2 below, which is published in the IEEE Xplore 
digital library.  The device also provided data from two faces of solar panels on the 
Mobilis DB 8000 buoy, this data was used to compare the modelled versus measured 
performance of the solar panels as detailed in chapter 7 above.  Section 3 below gives 
details of the software used for modelling the energy output from the solar panels, 
followed by section 4 with a sample of the model report generated by PVGIS.  Sections 
5 and 6 give further details on the D400 Wind Generator model and the Gator Prototype 
Wave Energy Converter that are used in chapter 9 to estimate the maximum energy output 
from a triple hybrid (‘tribrid’) wind, wave and solar generating system. Additional energy 
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Abstract—This paper describes the design, construction and 
testing of a low-cost Energy Monitoring System used to remotely 
monitor the condition of autonomous power generators (i.e. solar 
panels) for Marine IoT applications.  The purpose of the device is 
to expedite remote troubleshooting, highlight potential problems 
and identify the need for service/recovery.  It consists of a Forward 
Looking Infrared (FLIR) camera, an 8 megapixel video/stills 
camera, Raspberry pi Mini-PC, two VE.Direct® to USB 
interfaces, UHF transceiver, GPS and a power supply.  Its method 
of non-invasive testing involves the transmission of GPS position 
and time stamped images, as well as infrared images of the 
Photovoltaic (PV) panels ashore by Slow Scan TV (SSTV).  The 
image is modulated on a UHF carrier wave and received at an 
internet gateway using a Software Defined Radio (SDR) receiver 
on a parent buoy.  It is then transmitted ashore for demodulation 
via TCP link across a subsea Ethernet cable.  Invasive monitoring 
is carried out by attaching a USB interface to the Maximum Power 
Point Tracking (MPPT) Solar Charge Controllers on the buoy.  A 
Linux shell script run on the Mini-PC logs values such as PV 
Voltage, Battery Voltage, Charge State and Daily Energy Yield 
from the PV panels.  The device aims to reduce costs and down-
time, enabling remote decisions to be made, working towards 
achieving energy continuum.  
Keywords—Energy Monitor, Marine IoT, SSTV, PV Panels, 
Autonomous Energy, Remote Buoy 
I. INTRODUCTION
Solar autonomous energy generation and storage are 
currently the key enablers of offshore IoT, and are used in a wide 
variety of marine and coastal applications.  The low-cost Solar 
Energy Monitoring System was developed and tested as part of 
a cluster of IoT projects centred around the expansion of the 
working footprint of a cabled sea-bed observatory node: A 
submarine cable was attached to one of the science ports on 
the 
Cable End Equipment (CEE) at the Spiddal subsea observatory 
in Galway Bay, Ireland.  The cable terminated topsides in a 
purpose-built smart networked communications cabinet with a 
configurable gateway, housed in the super-structure of a Mobilis 
DB 8000 buoy.  The buoy was anchored in close proximity to 
the CEE.  The observatory is deployed at the Galway Bay 
Marine and Renewable Energy Test Site and is connected to the 
shore via a 4 km subsea fibre optic power and telecoms cable. 
This enabled the buoy to act as an internet gateway for IoT 
devices deployed within UHF radio range of the observatory. 
Figure I  Energy Monitoring System deployed at Spiddal subsea observatory 
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 The Energy Monitoring System was deployed on a second 
Mobilis DB 8000 buoy monitoring Acoustic Emissions, located 
some 2.3 km from the seabed cabled node – surface buoy 
interconnector.  The Acoustic buoy is fitted with 14 x 100 W 
solar panels, mounted vertically on seven of its eight faces.  The 
Energy Monitor used a UHF radio link to transmit images from 
the Acoustic buoy to the gateway in the communications cabinet 
on the seabed linked platform.  See figure I above. 
II. BACKGROUND 
Ireland’s Ocean Economy created a turnover of €5.5bn in 
2017, with an estimated GVA of just under €2bn [1].   This 
figure is targeted to exceed €6.4bn by 2020, with Ocean 
economy increasing to 2.4% of Ireland’s GDP by 2030 [2]. This 
economy includes: 
• The harvesting of marine bioresources such as wild & 
farmed fish, invertebrates, seaweed and algae for 
provision of foodstuffs, fuel and medicine. 
• Sub-Sea resource mining e.g. Hydrocarbons used to 
create energy. 
• Provision of Renewable Energy i.e. offshore wind/wave 
and tidal resources. 
• Leisure and Tourism. 
• Shipping (transport of personnel and cargo). 
• Security and Technology (Marine ICT). 
These key economic drivers, along with improved 
knowledge of Climate Change, Maritime Safety (including 
marine forecasting, search and rescue, earthquake warning 
systems etc.) and Marine Pollution are increasing the demand 
for Ocean Observations, Environmental Monitoring, 
Educational Awareness and Open source Ocean Data.  
The Blue Internet of Things (IoT) or the ‘IoT for the Sea’ [3] 
is a fast growing market, struggling to satisfy the increasing 
demand for knowledge transfer from the harsh marine 
environment.  Observational devices currently deployed off the 
Irish coastline include Weather and Wave Data Buoys, Tide 
Gauges, Argo Floats, tethered Scientific Monitoring Buoys and 
Deep Water Moorings.  One of the key benefits of these 
autonomous systems is their ability to provide a continuous time 
series of data, as opposed to a short sampling period provided 
by a research vessel.  However, it can be identified that three 
primary challenges need to be addressed in relation to the 
provision of IoT systems offshore: 
1) Available Energy Challenge 
a. Autonomous Energy Generation and Storage 
b. Energy Management and Conservation 
2) Real-time Communications Challenge and 
Connectivity (where necessary). 
3) Requirement for System Robustness against Failure or 
Communications Interruption. 
It is anticipated that the Energy Monitoring System 
developed as described below will principally assist with the 
first of these challenges:  It will record energy production, assist 
with early identification of problems, and use smart technologies 
to determine their probable cause.  However, it will also function 
as an independent IoT device, gathering energy data necessary 
to verify solar models and enabling reanalysis to be carried out 
on modelled data to determine actual energy output.  This will 
facilitate with energy planning and budgeting for future system 
designs.   
III. SYSTEM DESIGN 
A. Mechanical Design 
The prototype Energy Monitoring System was housed in a 
FIBOX® transparent/grey polycarbonate enclosure, fitted with 
a PUR gasket to give IP66/IP67 rated protection. The external 
dimensions of the enclosure were 300 High x 230 Wide x 87 
mm Deep, and it was accessed with stainless steel cover screws.  
A marine plywood backing plate was fitted to the exterior of the 
enclosure, providing a mounting base for two stainless steel 
angle brackets.  These brackets were purpose-made, and 
terminated in STAUFF® pipe clamps.  This enabled the device 
to be clamped to the upright hand rail on the Mobilis DB 8000 
Acoustic buoy, and angled to face a specific area on one of the 
solar panels, as per figure II below. 
 
Figure II  Energy Monitoring System clamped to handrail on Acoustic Buoy 
B. Hardware  
A Raspberry Pi Model B+ V1.2 Mini-PC (running Raspbian 
OS), was used to control the system.  It was built using a 
Broadcom BCM28305 SoC, and contained 512MB SDRAM.  
  The 8 megapixel video/stills camera used was a Raspberry 
Pi Camera Module V2, containing a Sony IMX219 image 
sensor.  It was connected to the Raspberry Pi using a dedicated 
Camera Serial Interface (CSI).  The FLIR Lepton® Long Wave 
Infrared (LWIR) micro thermal camera module (wavelength 8 – 
14 μm) was mounted in a FLIR Lepton breakout board V1.4, 
connected to the GPIO pins on the Raspberry Pi. Serial 
Peripheral Interface (SPI) was enabled on the Pi to read the 
image from the sensor, the camera settings were controlled by 
Inter-Integrated Circuit (I2C) protocol [4]. 
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The images were date/time stamped using an Adafruit 
ultimate GPS V3 Breakout.  It was connected to one of the USB 
ports on the Mini-PC using a USB to TTL adapter cable and was 
fitted with an external active antenna.  The breakout board was 
built using a Media Tek MT3339 66 channel GPS chip with a 
10 Hz update rate.   
Signals were modulated (FM) and transmitted using a 
Binatone terrain 550 UHF transceiver, with an output power of 
0.5W. The microphone/speaker jack was connected to the audio 
output of the Mini-PC, and the transceiver was set to voice-
operated (VOX).  Serial feeds from two of the MPPT solar 
charge controllers in the power cabinet were accessed by the 
Mini-PC via two VE.Direct® to USB interfaces.  The hardware 
(except transceiver), was powered using a RS Pro Li-ion 
portable power bank, with a capacity of 10,400 mAh at 5V. 
C. Programming, Encoding and Decoding 
Slow-scan TV (SSTV) was chosen for image transmission 
as it is a narrowband mode that can be transmitted over analogue 
voice channels on shortwave bands.  It was first developed by 
Copthorne McDonald, a student and amateur radio enthusiast, at 
the University of Kentucky in 1957 [5], and is currently used to 
periodically transmit images from the International Space 
Station [6].  SSTV uses frequency modulation to assign an audio 
frequency to different levels of brightness in a colour.  The 
Martin 1 method of encoding uses the RGB colour model; the 
brightness of the green, blue and red components of the colour 
are transmitted separately.  A Python SSTV generator 
(PySSTV) was used to encode the image into a WAV file on the 
mini PC [7].  It was then played using OmniPlayer radio 
automation software, modulated on to a UHF carrier wave, and 
transmitted by the Binatone transceiver.  Once it was received 
by the SDR on the parent buoy, and piped ashore using a TCP 
link on the subsea cable, it was decoded on a remote machine 
using RX-SSTV V1.4.3 software [8]. 
D. Energy and Monetary Budget 
The present energy budget for image capture and 
transmission is incomplete, as an imbedded transceiver has not 
yet been chosen. However, the figures below indicate actual 
(measured) and approximate energy consumption for the 
remaining components.  Approximate consumption was taken 
from the product data-sheet, and is required to be measured at 
a later stage during the project.  Voltage supplied was 5V DC:  








Standby Raspberry Pi B+ 0.25 1.25 
Standby GPS, Active Antenna, Pi Camera Module 0.04 0.2 
Active Pi, GPS and Pi Camera taking image and Tx. 0.33 1.65 
Active FLIR Lepton® N/A 0.15* 
a. Estimated from data sheet. 
  
System energy consumption can be estimated using table 1, 
assuming one hour of operation in twenty four hours, and 23 
hours standby: 1.8 + (1.45 x 23) = 35.15 Wh/24 hrs, or 7.03 Ah 
@ 5V.  The cost of new materials totalled €470.40 ex. VAT and 
carriage.  Note: Transceiver, mounting brackets and sundries not 
included as authors own materials were used. 
IV. TESTING 
 Imaging can be used in different ways to identify the 
probable cause of autonomous energy reduction/interruption.  
The purpose of static imaging is principally to identify areas of 
external damage or biofouling on marine solar panels.  Figure 
III below shows an example of biofouling on one of the buoys 
from the Irish Weather Buoy Network, ashore for servicing.  
 
    Figure III  Biofouling on a buoy from the Irish Weather Buoy Network 
 
Infrared imaging can be used to highlight internal damage in 
PV panels, detecting ‘hot spots’ caused by short circuits within 
the system [9].  Figure IV features an image taken with the FLIR 
Lepton® using the Energy Monitoring System:  The image 
shows damage to a PV panel on a buoy that was experiencing 
power problems.  The ‘hot spots’ can be identified as the areas 
of lighter yellow.  
 
Figure IV  'Hot spots' detectable on an infrared image of a PV panel 
A-33
A. Image Capture and Transmission – Initial Results 
A series of exercises was carried out, initially on Lough 
Furnace at the Marine Institute’s Newport Catchment Facility 
before moving to the Galway Bay Marine and Renewable 
Energy Test site.  Images from both Sony and FLIR cameras 
were transmitted and decoded successfully during both 
deployments.  Figure V below shows the Energy Monitoring 
System being mounted on the Automatic Water Quality 
Monitoring Station (AWQMS) at Lough Furnace.  
 
Figure V Energy Monitoring System being mounted on the AWQMS 
 
  Figure VI shows an infrared image of one of the PV panels 
on the AWQMS after it was transmitted and decoded.  Note: The 
lighter area that is visible diagonally across the panel is a 
reflection of one of the railings on the buoy, and not an area of 
concern. 
 
Figure VI  Infrared Image of the PV panel on the AWQMS 
Figure VII shows a photo transmission of a section of one of 
the PV panels on the Acoustic Buoy in Galway Bay, including 
the decoding software.  It was concluded that the radio-link and 
Ethernet gateway were working successfully, however, shared 
traffic on the radio network was occasionally causing 
interference, as per image in figure VIII. 
 
Figure VII  Image being decoded after transmission from Acoustic Buoy 
B. Energy Monitoring – Initial Results 
The two VE.Direct® to USB interfaces were connected to 
two of the MPPT’s in the power cabinet (controlling PV panels 
on Faces 1 and 4) of the Mobilis DB 8000 buoy when it was 
deployed in September 2017.  They have logged energy data to 
date (12/12/18).  A portion of the data has been analysed, and 
the following two applications were found:  
(a)  Example of Fault Detection:   
A time series of daily Maximum PV Voltage values from 
September 2017 to June 2018 was graphed as per figure IX 
overleaf.  Starting from April 2018, PV Voltage levels can be 
seen to decrease over time on Face 4, indicating degradation in 
performance and need for intervention.  Indeed, when the panels 
were removed from Face 4 of the buoy, the connections were 
found to be corroded, necessitating panel replacement. 
 
 
Figure VIII  Traffic on the radio network causing interference with the signal 
A-34
 
 Figure IX  Daily Max.  PV voltage values from September 2017 to June 2018  
 
(b)  Example of using Measured Energy values:   
Daily Energy Yield values from the PV panels on Face 1 of 
the buoy were plotted for a time period from 20th – 26th 
December, 2017.  The plotted values were then compared to 
modelled values derived from the European Commission’s 
PVGIS interactive software, using solar radiation databases 
relevant to the location of the buoy i.e. CMSAF, COSMO and 
SARAH [10].  The combined plot is illustrated in Figure X 
overleaf.  It can be concluded that average values fell well below 
expected values for this time period, demonstrating the use of 
the Energy Monitoring System in determining actual energy 
output versus modelled values. 
V. FUTURE WORK  
Proposed factors to be considered for future prototype 
development include independent autonomous energy 
generation, a software defined transceiver to allow testing across 
a wider range of radio frequencies, and housing development 
that will include consideration for the prevention of biofouling. 
Future programming plans include the development of an 
image recognition algorithm using the Open Source Computer 
Vision Library (OpenCV) for python.  This would enable remote 
decision making, increasing machine intelligence:   
 
The algorithm would ‘recognise’ signs of 
damage/degradation on the panel, and only encode and transmit 
an image when it found inconsistency.  A text signal would be 
transmitted in the case of no fault being found. 
Once programmed, the device will be capable of feeding 
back energy status reports to other IoT devices deployed on the 
parent buoy via the buoy’s central control system.  This will 
enable remote decision making to be made to ensure that energy 
production levels satisfy energy consumption. E.g. when energy 
levels are detected as being low, only low energy/housekeeping 
tasks will be completed.  Higher energy tasks/devices will only 
come into operation when the daily energy yield of the parent 
buoy exceeds the daily system energy requirement of these 
devices.  
VI.   CONCLUSION 
This paper presents the design, testing and early analysis of 
a low-cost PV Energy Monitoring System suitable for 
deployment on a remote buoy/platform.  The detail above 
describes how the device can be used to quantify energy 
production from the PV system, identifying when the system 
becomes problematic by carrying out routine invasive 
monitoring, and recording values such as PV Voltage, Energy 
Yield and Battery Voltage. 
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                      Figure X  Daily Energy Yield Face 1, 20 – 26 December 2017. 
A detailed description is given as to how non-invasive imaging 
methods can be used to identify the possible cause of energy 
interruption e.g. by identifying areas of biofouling, external 
damage or short circuitry.  Methods of image encoding, 
transmission and decoding are explained, illustrated by 
examples.  It can be concluded that the radio-link and Ethernet 
gateway are capable of successful image transmission, enabling 
remote troubleshooting and highlighting potential problems. 
Initial test results are presented and discussed, highlighting 
how early analysis can be used in the identification of a problem 
with PV panels on the Mobilis DB 8000 buoy, concluding that 
the device is successfully capable of fault detection.    
Discrepancies between modelled and measured energy 
production levels are highlighted, and it was concluded that this 
measured data could be used to carry out reanalysis on modelled 
data:  This would facilitate accurate energy estimation and aid 
with future IoT systems design. 
  Future works are then proposed, outlining how the second 
prototype of the device will be designed and modified to 
increase its level of operation.  Future programming requisites 
were outlined, requiring the device to operate with increased 
intelligence and autonomy, reducing unnecessary backhaul and 
increasing communication with other IoT devices deployed on 
the parent buoy.  This latter function would enable the device to 
assist with the overall energy management on the central control 
system.    
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3. Software modelling used for PV energy estimation 
The web application used to estimate available energy from the PV modules on the 
buoy was the Photovoltaic Geographical Information System (PVGIS) 5 interactive 
software developed for off-grid systems (Joint Research Centre (JRC) 2019a) and was 
produced by the European Commission’s Joint Research Centre (JRC).  The PVGIS 
project has carried out research on global solar resource and PV performance for twenty 
years, improving their models, maps and databases as further studies have been 
conducted (Joint Research Centre (JRC) 2019b).  
PVGIS 5 incorporates new solar radiation databases derived from both climate 
reanalysis and satellite imagery.  The possible solar radiation databases suitable for use 





The former two databases are derived from climate reanalysis data, where ground 
station measurements have been used to correct predictive models (Joint Research 
Centre (JRC) 2020b) . ERA5 was produced by the European Centre for Medium-Range 
Weather Forecast (ECMWF), whereas COSMO is derived from a joint collaboration 
between the Hans Ertel Centre for Weather Research (HErZ) and the German 
Meteorological Service (DWD) (Urraca et al. 2018).   
SARAH and CMSAF have both been produced by The Satellite Application Facility on 
Climate Monitoring (CM SAF)28 (and PVGIS in the case of SARAH), using algorithms 
on data from satellites e.g. METOSAT. ‘Effective Cloud Albedo’ was calculated by 
examining satellite imagery.  This was then combined with the calculation of solar 
radiation under clear sky conditions to give an estimate of the total solar radiation (Joint 
Research Centre (JRC) 2020c) .  
                                                 
27 Database unavailable for exact chosen location 
28 A joint activity of the National Meteorological Services of Belgium, Finland, The Netherlands, 
Sweden, Switzerland, United Kingdom, France and Germany, co-sponsored by EUMETSAT. 
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The PVGIS 5 calculations for performance of off-grid PV systems take the energy 
capacity of the batteries (Wh), discharge cut-off limit and energy consumption per day 
(Wh) into consideration for a more accurate result visualisation.  
The chosen location was set to Latitude and Longitude of:  53.245, -9.296, elevation 2m 
as pictured in figure 114 below.  This position and altitude were selected as the 
databases were not available for use at the exact location of the Mobilis buoy at sea on 
the Galway Bay test site, but is in proximity.  The example below modelled 2 x 100 W 
vertically mounted solar panels, facing South East (Azimuth -45º), using the PVGIS-
SARAH database. 
 
Figure 114 Sample screenshot from PVGIS software  
 
The modelled output gave predicted average energy generation values in Wh/day for each 
month as graphed in figure 115 below.  Note, the figures are reported as ‘energy not 
A-39 
 
captured’ as the consumption per day was set to zero in the model, to display the 
maximum potential values.  
 














4. Sample Model Report Generated in PV 
 
Performance of off-grid PV systems





PV installed: 200 Wp
Battery capacity: 10560 Wh
Cutoff limit: 40 %
Consumption per day: 0 Wh
Slope angle: 90 °
Azimuth angle 45 °
Simulation outputs
Percentage days with full battery: 100 %
Percentage days with empty battery: 0 %
Average energy not captured: 284.83 Wh
Average energy missing: 0 Wh
Power production estimate for off-grid PV:
Battery performance for off-grid PV system:
Probability of battery charge state at the end of the day:
Monthly average performance
Month Ed El Ff Fe
January 0 146.9 100 0
February 0 197.6 100 0
March 0 320.2 100 0
April 0 413.4 100 0
May 0 397 100 0
June 0 412.9 100 0
July 0 352.4 100 0
August 0 359.1 100 0
September 0 308.1 100 0
October 0 218.3 100 0
November 0 165.1 100 0
December 0 124.7 100 0
Ed: Average energy production per day [Wh/day].
El: Average energy not captured per day [Wh/day].
Ff:  percentage of days when battery became full [%].












Cs:  Charge state at the end of each day [%].
Cb: percentage of days with this charge state [%].
PVGIS ©European Union, 2001-2017.
Reproduction is authorised, provided the source is acknowledged,
save where otherwise stated.
The European Commission maintains this website to enhance public access to information about its initiatives and European
Union policies in general. Our goal is to keep this information timely and accurate. If errors are brought to our attention, we will
try to correct them.
However the Commission accepts no responsibility or liability whatsoever with regard to the information on this site.
This information is: i) of a general nature only and is not intended to address the specific circumstances of any particular
individual or entity; ii) not necessarily comprehensive, complete, accurate or up to date; iii) sometimes linked to external sites
over which the Commission services have no control and for which the Commission assumes no responsibility; iv) not
professional or legal advice (if you need specific advice, you should always consult a suitably qualified professional).
Some data or information on this site may have been created or structured in files or formats that are not error-free and we
cannot guarantee that our service will not be interrupted or otherwise affected by such problems. The Commission accepts no
responsability with regard to such problems incurred as a result of using this site or any linked external sites.
Report generated on 2018/08/21 A-41
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Figure 116 Predicted current outputs relative to wind speeds 
image courtesy of (Eclectic energy 2017) 
To enable power output modelling for different wind speeds, the quadratic function of a 
parabola was determined using its standard form, for a vertex of (h, k): 
 𝑓(𝑥) = 𝑎(𝑥 − ℎ)2 + 𝑘 8-B 
 
The vertex was read from the graph as (5, 0), and an (x, y ) value of (22.334, 20) was used 
to calculate a.  The general form of the equation was then calculated to be: 
 
 𝑓(𝑥) = 0.0666 𝑥2 − 0.666𝑥 + 1.665 9-B 
 
A worked example for a wind speed of 25 knots would yield a current of 26.64 A for a 
12 V system, excluding inverter and system losses.   
 
A second method was then used to verify the model, attempting to increase the accuracy 
of the quadratic equation by using multiple points on the graph.  Nine (x, y ) values were 
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scaled from the graph in figure 116 using AutoCAD 2016 software, and the corresponding 
curve  was plotted in excel. The trend line polynomial function was used, order 2, and the 
following equation was generated, as per figure 117: 
 
 𝑦 = 0.0508 𝑥2 − 0.2051𝑥 − 0.7785 10-B 
 
 
Figure 117  Current output versus wind speed curve for D400 
 
6. Gator Prototype Wave Energy Converter 
The Gator prototype used for energy modelling purposes in section 9.6 is a device 
currently under development by Exceedence and Technology From Ideas (TFI).  The 
device consists of an inline ‘Gator’ spring pump, accumulator, hydro-power turbine and 
generator.  The spring pump is fitted inline with the mooring as per figure 119 below, 
absorbing energy from the mooring pull forces caused by the heave motion of the waves.  
The energy is used to pump water under pressure to the accumulator which feeds the 





Figure 118 Schematic of Gator energy generation system 
© Exceedence and TFI 
The project had previously received funding from Wave Energy Scotland (WES) for its 
initial development, and received €199,532 in funding from the Marine Institute under 
the Marine Research Programme (2014-2020), 2018 Industry Led Awards, co-funded 
under the European Regional Development Fund (ERDF) (Marine Institute 2020h). 
   
 
Figure 119  Gator spring pump fitted inline with mooring bridle 
© Exceedence and TFI 
BuoyPower and Gator power models used for energy modelling purposes in section 9.6 
use measured significant wave height (Hs) and energy period (Te) values combined with 
their individual power matrices to determine energy output.  (Note Te is calculated from 
mean zero up-crossing period (Tz)).  There is no information currently available on the 
construction of their power matrices as the devices are still under development.  
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7. Energy Calculations 
 
The Peukert constant 
As per section 3.3.2 above, 8 x HZB-EV12-110 AGM batteries were fitted in the Mobilis 
DB 8000 buoy.   
 The Peukert constant for these batteries was calculated by using discharge 
capacities (in Amp hours) and discharge times (in hours) as given in the 
manufacturers data sheet (Haze Battery Company 2017):  
i.e: 118 Ah (C1) at 20 Hours (H1) and 136 Ah (C2) at 100 hours (H2). 
 
 These values were input into formula 11-B (BatteryStuff.com LLC 2018) to 
calculate the Pukert’s constant (n) of 1.097.    
 
 


































Appendix C  Cables and Resistances 
 
 
1.  Introduction 
 
2. Cable and Connector Resistances 
 






























Section 2 details how the expected resistances as used in section 6.2.3 above were 
calculated, for both connectors on the whip, and for the subsea cable. Section 3 illustrates 
the detailed cross sectional drawing of the cable, reproduced courtesy of Concept Cables. 
2. Cable and Connector Resistances 
The voltage drop and power dissipation were separately estimated for both sections of the 
whip, and the full length of cable.  Resistance of the conductor (in Ohms) is calculated 
by:  
 





Where the resistivity (ρ) of copper is taken to be 17.2 mm (17.2 x 10-6 mm ), L is 
the length of the conductor in millimetres, and A is the cross sectional area  (CSA) of the 
conductor in millimetres squared.  
SubConn Pigtail: Conductors have a CSA of 0.823mm2, Length is 1m, therefore return 
length (L) can be taken to be 2 x 103mm.  Resistance was calculated to be: 
17.2 x 10-6 (2 x 103/0.823) = 0.0418Ω. 
Falmat Xtreme-Net® Pigtail:  Conductors have a CSA of 0.518mm2, Length is 3m, 
therefore return length (L) can be taken to be 6 x 103mm.  Resistance was calculated to 
be: 
17.2 x 10-6 (6 x 103/0.518) = 0.1992Ω. 
Note: These values do not consider connector losses. 
Static and Dynamic Cable: Conductors have a CSA of 6mm2, Length is 150 m therefore 
return length (L) can be taken to be 300 x 103mm.  Resistance was calculated to be: 





3. Cross Section Through Subsea Cable
Marine Institute / University of Limerick 
12C-1CAT6A-6.00-WB-PU-SB-PU 29.50 BK
Part No: MAR006 
Customer Ref: 
Quotation No: Q9609 00B 
This document is the 
property of Concept Cables 
Ltd and must not be copied, 
modified, re-printed or 
otherwise disclosed to any 
third party without written 
permission 
01 Issue Part Code CH 04/04/17 
00B Revise Design DK 24/01/17 
00A Revise Design DK 09/01/17 
00 Quotation DK 12/12/16 
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1 Position Cat6 Data Cable 
24AWG Stranded Conductors 
Polyolefin Insulated 
4 Off twisted pairs with individual foil 
screens. 
Overall Tinned Copper wire braid screen. 






4 Position Conductors  
6.00mm² (84/0.30mm) Tinned Copper 
HDPE insulated, 0.76mm nom RTI 
Arranged as 2 off twisted pairs with 
fillers in interstices as required for 
roundness.  
Overall helical PET binding tape, 












3 Position Fillers  
Polyester Cord 




Items 1 – 5 cabled together with items 6 
– 8 in interstices.
All voids filled with vulcanised silicone
water blocking compound.






85 Shore A 
Halogen Free 




Vectran® Fibre braid, minimum  
119,900 dTex  
Overall helical PET Separation tape, 





85 Shore A 
Halogen Free 







Cat6A Data Cable 
In Accordance with 
6.00mm² Conductors 
Nominal Conductor Resistance 
Max Recommended Voltage 
Max Recommended Current / Conductor 
Minimum Insulation Resistance 
Core – Core 
Core – Screen 
Mechanical Characteristics 
Maximum Operating Temp 
Static 
Dynamic 
Cold Flex Temp 
Minimum Break Load 
Recommended Safe Work Load 





In Sea Water @ SG 1.025 
DIN EN 50288-5-2 
3.40 Ω/KM @ 20°C 
100 V 
39 A 
>900 MΩ/KM @ 1000V















6 – 8 








Appendix D  Capital Expenditure on Buoy 
 
1. Table D-1 Unmodified Buoy at Galway Bay test site 
 





















Table D-1 Unmodified buoy at Galway Bay test site 
Details unit Quantity 
Unit 
Cost € 
Total Cost ex. VAT 
€ 
Buoy 1 1 40,000 40,000 
Batteries 1 8 210 1,680 
Solar System 1 1 4,000 4,000 
Light 1 1 2,000 2,000 
Loom & Enclosures 1 1 10,000 10,000 
3t Sinker 1 1 3,490 3,490 
2t Sinker 1 2 2,840 5,680 
28mm chain 32.5 m 3 29.67 2,892.83 
38mm chain 50 m 3 52 7,800 
Vessel Hire 1 1 5,200 5,200 
Sundries, (bolts, shackles) 1 1 615 615 
Total    83,358 
 
Notes: 
Buoy price is for the JFC Marine 3,000mm diameter Met Weather Monitoring Buoy, as 
at 09/03/2021. 
Batteries priced include 8 x 12 V AGM HZB-EV12-110. 
Solar System includes approximation of cost for solar panels for 6 – 8 faces on the buoy, 
including MPPT solar charge controllers. 









Table D-2 Modified buoy with extended capabilities 
Details unit Quantity 
Unit 
Cost € 
Total Cost ex. VAT 
€ 
Buoy 1 1 40,000 40,000 
Batteries 1 8 210 1,680 
Solar System 1 1 4,000 4,000 
Light 1 1 2,000 2,000 
Loom & Enclosures 1 1 10,000 10,000 
3t Sinker 1 1 3,490 3,490 
2t Sinker 1 2 2,840 5,680 
28mm chain 32.5 m 3 29.67 2,892.83 
38mm chain 50 m 3 52 7,800 
Vessel Hire 1 1 5,200 5,200 
Sundries, (bolts, shackles) 1 1 615 615 
Gator Wave energy device 1 1 15,000 15,000 
D400 Wind Turbine 1 1 1,703.59 1,703.59 
Regulator & Dump Load 1 1 336.55 336.55 
Li-ion Batteries 10 1 5000 50,000 
Charging Cable 50 m 1 62.66 3133 
Underwater Housing 1 1 25,000 25,000 
Charge Controller 1 1 3,500 3,500 
Sat Comms. System 1 1 25,158 25,158 
Little System (HF) 1 1 1,000 1,000 
Total    208,189 
 
Notes as per previous system, with the addition of: 
Best estimate price currently for the Gator system is €15,000 ex. VAT as it is at test phase 
Li-ion Batteries priced are Mastervolt MLI Ultra Lithium Battery 12 V/5,000 Wh for cost 
estimation purposes only. 
Underwater housing and charge controller to be designed by specialists 
Satellite Communications System priced includes: Kymeta u7 Terminal with 
electronically steered flat panel antenna, 16 W block up-converter (BUC) and idirect 
modem. 








Appendix E  Further Information on Ocean Observation Technologies 
 
1.  Research Vessels 
 
2. Unmanned and Autonomous Vehicles 
 



















1. Research Vessels 
Research vessels (RVs) are typically purpose built or customised craft, which are 
equipped to carry out a wide variety of scientific research and observational activities. 
The majority of scientific cruises aim to be multi-disciplinary to maximise the use of ship 
time.  Scientific information collected (on research cruises) can include physical, 
geophysical, geological, biogeochemical, biological/ecological, and climatological data 
amongst others. This is dependent on scientific requirements, instrument and equipment 
use and availability, and individual vessel capability.  
Deck mounted equipment to facilitate instrument deployment and recovery may include 
cranes, winches and purpose built launch and recovery systems (LARS). Larger vessels 
may be capable of facilitating deck mounted containers, which can serve as seagoing 
laboratories, ROV control cabins, spares containers etc. Larger vessels may also be used 
to recover and deploy ocean observation platforms (both Lagrangian and Eulerian) such 
as data buoys, deep water moorings, Argo floats, ocean gliders etc.  
Ninety nine research vessels are currently recognised by the European Marine Board.  
They are categorised using an adapted version of the EUROFLEETS Fleet Evolution 
Group (FEG) classification, as per table 2.1. The fleet comprises of 18 x global, 14 ocean, 
36 regional, and 31 local and coastal class vessels;  8 of the vessels are fully equipped to 
deploy a range of deep-sea instruments and 9 of the polar vessels have ice-breaking 
abilities (Nieuwejaar et al. 2019).   
Table E-3 Adapted EUROFLEETS RV Classification (Nieuwejaar et al. 2019) 















- - - >50nm <50nm 











Reduction in Noise Emissions  
The International Council for the Exploration of the Seas (ICES) have set recommended 
guidelines for noise reduction from research vessels (ICES 1995). A reduction in subsea 
noise emissions at specific frequencies improves the data quality from acoustic survey 
equipment, and reduces avoidance during fishery surveys (De Robertis et al. 2013). 
Ireland’s larger research vessel, the  RV Celtic Explorer (65.5 m) achieves compliance 
with the ICES 209 recommendations by utilising a diesel-electric (DE) propulsion 
system: It is fitted with 2 x Wärtsilä 9L20, 1,620 kW/1,000 rpm, 690 VAC and 1 x 
Wärtsilä 6L20, 1,080 kW/1,000 rpm, 690 VAC Engines, and 2 x Indar DC electric drives 
(each 1,500 kW, 0 – 180 rpm) (Marine Institute 2015c). The vessel is also equipped with 
electrically powered bow and stern thrusters; the bow thruster is an Elliot Gill pump-jet, 
motorised by a 750 kW motor, a 400 kW motor is fitted to the stern transverse tunnel 
thruster (Wartsila n.d.). When tested in 2002 prior to commissioning, The Celtic Explorer 
was said to exceed ICES requirements, declaring it to be the “World’s quietest research 
vessel” (Marine Institute 2002). Irelands newest 52 m research vessel, scheduled for 
completion in 2022, has also been designed to comply with ICES 209 recommendations 
(Marine Institute 2019).  
Increasing Vessel Sustainability 
The evolution of hybrid powered diesel-electric research vessels is ongoing, as part of the 
struggle to reduce fuel consumption and harmful emissions, and to meet future ecological 
and sustainable goals. For example, the 61 m research vessel currently under construction 
for the Greenland Institute of Natural Resources (scheduled to be commissioned in 2021) 
is being fitted with a MAN propulsion package including a HyProp ECO system (MAN 
Energy Solutions 2019). The latter system has been optimised to reduce fuel consumption 
by 10-15%; it increases efficiency by using a variable speed drive (VSD), as opposed to 
conventional power take off/take-in (PTO/PTI) systems that use constant propeller speeds 
(MAN Diesel & Turbo n.d.). Methods of alternative shipboard energy storage for hybrid 
vessels have been investigated, including sodium nickel chloride and redox flow cell 
batteries, with the former option thought to be most achievable; attention would be 
required at the design stage to incorporate adequate cooling (Dedes et al. 2012).   
It is believed that energy management will also play a key role in the future reduction of 
fuel consumption; optimised control strategies will increase system efficiency, and the 
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use of battery power will be incorporated into the algorithm when the system is not under 
heavy load (Dinh et al. 2018). Performance monitoring systems such as the Høglund Ship 
Performance Monitor (SPM) integrated with Yxney’s Maress software (Yxney Maritime 
n.d.), as used by Siem Offshore (Høglund Marine Solutions 2020), increase system 
efficiency by measuring and monitoring fuel consumption during operations.  The 
analysis of this data enables ship operators to simultaneously run a combination of 
engines/generators, keeping each as near as possible to their optimal load to maximise 
efficiency.   
An example of heavy loading on the vessels energy systems would be the use of trawling 
equipment during fishery surveys; the drag forces created by towing equipment 
considerably increase the vessels energy consumption (Bruno Thierry et al. 2020). A 
lesser example would be the use of a scientific ROV during research cruises. The Irish 
Marine Institute’s Holland I, a SMD Quasar work-class hydraulic ROV, requires a 380– 
480 VAC power supply, 200 kVA for its control cabin and 70 kVA for its umbilical winch 
(Marine Institute 2014b).  Fuel could possibly be saved in this instance by operating a 
portion of the equipment on battery banks previously shore charged by renewables, and 
trickle charged during the research cruise with shipboard solar panels e.g. 500 kWh of 
lithium ion storage with a built in Battery Management System (BMS), as described 
further in 2.11 below. 
Marine robotics company Ocean Infinity are currently developing a fleet of fifteen un-
manned Armada vessels, 21–37 m in length with data gathering capabilities (Ocean 
Infinity 2020; Reed 2020). These robotic vessels will be controlled over satellite links 
from data centres onshore in the US, UK and Asia (Ajdin 2020), negating the need for a 
manned parent vessel on scene. Grovfjord Mek Verksted (GMV) ship builders in Norway 
have been contracted to build the vessels. They planned to commence delivery before the 
end of 2020, completing the remainder of the vessels between 2021-2023 (Grovfjord 
Mek. Verksted 2020). The vessels will reduce C02 emissions by up to 90%, in comparison 
with traditional survey vessels (Offshore Magazine 2020). GMV have commissioned 
Danfros Editron to provide their drivetrain and energy management systems; these will 
consist of hybrid diesel-electric systems, i.e. batteries in combination with Volvo Penta 
D8 MH engines to power the generators (Danfoss 2020).  The vessels will be capable of 
ROV and AUV deployment, in addition to their on board suite of monitoring sensors 
(Offshore Magazine 2020).    
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Research Vessel Communications Systems 
All of the coastal and ocean class and 60% of regional class research vessels currently 
recognised by the European Marine Board are equipped with broadband29 satellite 
communications systems (Nieuwejaar et al. 2019).  These systems facilitate real-time 
high volume data transfer and live video and audio streaming for example in (NOAA 
2019), enabling shore-based participation e.g. telepresence, (Raineault et al. 2018; 
NOAA 2020a) and remote instrument control. They serve to provide internet and email 
access for on-board crew, technicians and scientists. Current providers include Inmarsat 
with their Fleet Xpress service; this network combines their Global Xpress high-speed 
broadband service using Ka band satellites, backed up by their FleetBroadband service on 
L bands (Inmarsat 2021). HiSeasNet (HSN) provides satellite internet access for 
University-National Oceanographic Laboratory Systems (UNOLS) ships to enable 
wideband communications (Foley 2008; HiSeasNet 2020). Originally funded by the state 
of California and office of Naval Research, the prototype became operational in 2002 
(Berger et al. 2006).  The service uses C band and Ku band satellite systems (Meyer 2019). 
Ships of Opportunity & FerryBoxes 
Scientists obtain data from commercial ships as they track along their regular course. 
Merchant ship operators can volunteer under the Joint Technical Commission for 
Oceanography and Marine Meteorology (JCOMM) Ship-of-Opportunity programme 
(SOOP). This programme trains ships officers in instrument deployment (Wolfe n.d.), 
and organises the installation and maintenance of the specialised equipment (JCOMM 
n.d.). The Integrated Marine Observing System (IMOS) of Australia list instruments used 
under their SOOP to include: expendable bathythermograph (XBT) for temperature 
profiling, biogeochemical sensors for measuring CO2  levels, sea surface temperature and 
air-sea flux sensors (IMOS n.d.), and continuous plankton recorders (CPRs) (IMOS n.d.). 
IMOS use bio-acoustic data from echo sounders fitted on both research and fishing 
vessels to assess stock levels and the distribution of smaller fish, zooplankton and squid 
(IMOS n.d.).  
FerryBoxes are autonomous instrument packages purpose-build for installation on ships 
of opportunity to measure physical, chemical and biological ocean variables (EuroGOOS 
                                                 
29 Speeds in excess of 500 Kbps (download) and 256 Kbps (upload). 
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2017a). The system works by automatically drawing in sea water samples and pumping 
them through a circuit containing a suite of sensors as per figure 120 (EuroGOOS 2017b). 
The parameters measured by the original FerryBox systems were reported to be “ 
temperature, salinity, turbidity, and chlorophyll-a fluorescence” (Petersen 2014), They 
have since increased in complexity in response to advances in technology and broader 
scientific needs. The data is logged on a central computer, and transmitted ashore using 
satellite or mobile communication systems (Delory and Pearlman 2019).  
 
Figure 120 FerryBox flow-through system (EuroGOOS 2017b)  
 
2. Unmanned and Autonomous Vehicles: 
Autonomous Underwater Vehicles (AUVs) 
AUVs are unmanned, untethered, sub-sea robotic craft that can be mounted with scientific 
sensors and/or survey, imaging and communications equipment. They are not under real-
time human pilot control, therefore they need to be pre-programmed to carry out specific 
tasks and to navigate independently.   
AUVs can be capable of decision making with regard to their positioning, for example 
their use of acoustic, optical and electromagnetic navigation systems to facilitate docking 
(Yazdani et al. 2020). Their autonomy can also be extended to include adaptive sampling 
i.e. automatically adjusting their mission while underway, in response to real-time sensor 
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data (Berget et al. 2018; Hwang et al. 2019), and fault detection with subsequent action 
(TIC-AUV 2019).   
AUV propulsion systems vary from propeller based thrusters driven by electrical motors, 
to underwater gliders that use battery powered pumps to adjust buoyancy (Yang et al. 
2019), and internal movable ballast such as their battery packs to adjust attitude (Hussain 
et al. 2011; Song et al. 2017).  Bio-mimetic AUVs such as MIT’s SoFi have been 
developed to blend as closely as possible with marine creatures for observational 
purposes. SoFi is hydraulically driven by a variable speed synthetic tail (Katzschmann et 
al. 2018) to mimic the swimming motion of fish. Other bio-robotic AUV’s that have been 
investigated or developed include a turtle driven by 4 independent flipper-like actuators 
(Zhao et al. 2008), and swimming paddles for a crab shaped robot (crabot) (Wang et al. 
2017). 
Deep water AUVs can operate at depths of up to 6,000 m below the surface (Hydroid 
2020; ECA Group 2021). They are predominantly battery powered, which limits their 
range and endurance (Mendez et al. 2014), however advances in alternative energy 
production, transmission and storage systems are currently under investigation. Fuel cells 
are considered to be a viable option (Weydahl et al. 2020), and have successfully been 
installed and demonstrated in prototype devices (Mendez et al. 2014; d’Amore-
Domenech et al. 2018). Fuel cells are discussed further in section 2.11 below. 
The trend towards ROV/AUV residency in the oil and gas industry has fuelled research 
into methods of sub-sea docking, data transmission and battery recharging systems.  ROV 
residency is discussed separately in section 2.9 below. Both Saab Seaeye and Oceaneering 
have successfully demonstrated AUV docking on the Equinor Subsea Docking Station 
(SDS) produced by Blue Logic (Blue Logic 2019) with their Sabertooth and Freedom 
devices. The Saab Sabertooth recharged its batteries and transferred video data using the 
Blue Logic inductive modem on the SDS at Lake Vattern, Motala, Sweeden  in June 2019 
(Maslin 2019b; SAAB 2019). Oceaneering’s Freedom is a hybrid device that can operate 
in ROV/AUV mode, and boasts a long-distance survey range of 400 km with a maximum 






Underwater gliders are programmed to travel through the water column using a ‘saw-
tooth’ motion, profile sampling at set intervals. Their science payloads can be equipped 
with sensors to measure physical, biological and chemical parameters (Testor et al. 2019); 
for example Teledyne Marine offer over fifteen different sensor options for their Slocum 
glider (Teledyne Marine 2020), as pictured in figure 121. Gliders are also currently being 
used as test-platforms for the development of advanced sensors to measure a wider range 
of EOVs.  An example of this is the lab-on-chip (LOC) nitrate sensor developed by the 
UK’s National Oceanography Centre (NOC). This microfluidic sensor is capable of being 
incorporated into the instrument package on a Kongsberg Seaglider (Vincent et al. 2018). 
Deep water gliders have been developed that are capable of diving to depths of up to 
6,000 m, i.e. Deepglider (Seaglider Fabrication Center 2015; Wang et al. 2019),  and 
additional battery bays can be added to standard gliders to increase their range. The first 
glider to cross the Atlantic Ocean from New Jersey US to Spain, completed the trip in 
221 days, travelling a total distance of 7,300 miles in 2009 (Sharpio 2010) (NOAA 
2010b). Gliders break the surface at programmed intervals and transmit and receive short 
burst data messages via satellite or RF transceivers, depending on their area of operation.  
 




Moored profilers are tethered AUVs; they travel vertically on a mooring to a maximum 
depth of 6,000 m (McLane Research Laboratories 2018), and measure ocean parameters 
in the water column. The system crawls up and down the mooring wire, driven by a 
battery powered DC motor (McLane Research Laboratories 2019). Typical instruments 
deployed on a profiler include conductivity temperature and depth (CTD) sensors, oxygen 
sensors, current meters and fluorimeters (Ocean Observatories Initiative 2019).  Their 
sampling depths, rates and parameters are pre-programmed using on-board 
microcontrollers.  Devices have been deployed for in excess of two years, and have an 
estimated endurance of 800 km cumulative travel (Thwaites et al. 2019). This longevity 
enables scientists to obtain a broader temporal series in a specific area as opposed to 
periodical CTD casting from research vessels. 
Data is primarily downloaded on recovery, however near real time monitoring is possible 
using inductive or hydro-acoustic modems in tandem with a buoy mounted satellite or 
mobile communication system (Ostrovskii et al. 2013).  
Autonomous Surface Vehicles (ASVs) 
Autonomous Surface Craft/Vehicles (ASC/ASVs) or Unmanned Surface Vehicles 
(USVs) can be used by the scientific community to reduce the expense of sending 
research vessels to sea.  They can also be used to reach areas inaccessible to larger vessels 
and crew e.g. where there are draft restrictions, or monitoring areas hazardous to human 
health.  Their development is currently advancing due to commercial and military interest, 
for example their trial use for ROV deployment in the offshore energy industry (L3Haris 
ASV 2020). As ASVs are a navigational hazard, collision avoidance systems need to be 
implemented. Surface vessels are required to adhere to the International Regulations for 
Preventing Collisions at Sea (COLREGS) as defined by the International Maritime 
Organisation (International Maritime Organisation 1972).   Collision avoidance and 
COLREGS-compliant methods and systems are under development and testing (Hu et al. 
2017; Woo and Kim 2020), working towards full autonomy.  Current systems are 
monitored in real-time from a ground station, either on or offshore (Liu et al. 2016);  for 
example in January 2020, XOCEAN’s XO-450 USV completed seabed surveys at Greater 
Gabbard Offshore Wind Farm (Ocean News and Technology 2020).  The USV can be 
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monitored and controlled from its operations centre at all stages throughout deployment 
through its Inmarsat FBB 250 satellite internet system (XOCEAN 2018).  As USVs are 
surface craft, they can be mounted with solar panels to recharge their batteries. Increased 
energy capacity can also be achieved by adding additional power supplies such as the 
micro diesel generator in XOCEAN XO-450 (XOCEAN 2020), or wind powered sails, 
as in the case of a Saildrone (Saildrone 2021).  NOAA increased their use of autonomous 
systems during the first Covid-19 lock down; Saildrones were used to conduct fisheries 
and coastal mapping surveys when manned ships were docked or delayed because of the 
pandemic.  It was also noted that the Saildrones were able to survey shallow areas 
previously inaccessible to survey vessels (NOAA Coast Survey 2020; Saildrone 2020).  
3. Drifters and Floats 
Drifters and floats follow ocean currents in Lagrangian mode (i.e. dynamically), relaying 
their position via RF or satellite transmitters. Surface drifters travel along the surface of 
the water which makes them susceptible to wind interference; this motion can be damped 
by the use of drogues.  Buoys with drogues have been used for in excess of 400 years to 
measure currents (Richardson 2019).  Drifters can be fitted with additional sensors to 
measure a range of ocean parameters such as salinity, temperature, pressure etc. (NOAA 
2020b).  Subsurface and bottom drifters are neutrally and negatively buoyant respectively 
to measure currents below the surface and at the sea bed (Richardson 2009).  The US 
National Oceanic and Atmospheric Administration’s (NOAA’s) Atlantic Oceanographic 
and Meteorological Laboratory (AMOL) coordinates the Global Drifter Program (GDP).  
1553 buoys (as at 11 January, 2021) are currently deployed worldwide by in excess of 26 
international collaborators (NOAA AMOL 2021a). The drifter data is processed and 
archived by AOML, and can be accessed through links on their website (NOAA AMOL 
2021b).  
Profiling floats, such as Argo can be deployed from research vessels, container ships or 
aircraft.  They are typically used to measure temperature and salinity through the water 
column (Marine Institute 2020i) while travelling vertically from a depth of 2000 m.  Once 
launched, the Argo floats emit a test transmission at the surface, before deflating an 
external bladder which decreases their volume, thus increasing their density.  The float 
then drops until its buoyancy matches the surrounding pressure typically at a “parking 
depth” of 1000 m (Argo 2020a).  Once stationary, the float drifts with the surrounding 
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currents for approximately 9 days before descending to a depth of 2000 m.  The bladder 
is then inflated, causing the float to rise to the surface over a period of 6 hours, salinity 
and temperature are measured at programmed intervals during the ascent.  The float 
remains on the surface for 6–12 hours to ensure that the data is successfully transferred 
by Iridium or Argo satellite link, then re-commences its dive cycle, as pictured in figure 
122. Its batteries remain active for approximately 3–4 years, i.e. 150–200 dive cycles 
(Euro-Argo ERIC 2019).  The majority of Argo floats use GPS to determine position.    
 
Figure 122 Argo float cycle  
The Argo global array consists of 3,882 floats, as at 14th January, 2021 (Argo 2021).  The 
model types are tabulated in 2-2 below. Once quality control checks have been carried 
out at the national data centres (DACs), Argo array data is then sent to their two Global 
Data Assembly Centres (GDACs) in Brest, France and Monterey, California (Argo 
2020b). Argo data can then be accessed by a number of sources, including directly from 
the GDACs, for example the US Global Ocean Data Assimilation Experiment 
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(USGODAE) Argo GDAC data browser at (Global Ocean Data Assimilitaion Experiment 
2008).  
Table E-4 Float models in the Argo Array (Argo 2020c) 
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The Biogeochemical-Argo program aims to extend the capability of the global array to 
include biogeochemical sensors on Argo floats (Biogeochemical Argo n.d.).  The six 
required biogeochemical EOVs that were agreed by the executive council of the IOC in 
2018 are “chlorophyll fluorescence (Chla30), particle backscatter, oxygen, nitrate, pH and 
irradiance” (Roemmich et al. 2019). The required sensor technologies are mature, and 
have been demonstrated in pilot projects (Biogeochemical-Argo Planning Group 2016), 
however, cost constraints and specific project objectives have precluded array-wide 
deployment. Biogeochemical float deployment status is tabulated in (Biogeochemical 
Argo 2021a).  Biogeochemical-Argo data is also available through the GADC’s 
(Biogeochemical Argo 2021b). 
Deep Argo floats have been developed that are capable of profiling from a depth of 6,000 
m e.g. Deep SOLO and Deep APEX (Argo 2020c). Hybrid lithium batteries used in the 
Deep SOLO float increase its capabilities beyond 200 dives (Roemmich et al. 2019).  
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