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INTRODUCTION. In this paper we examine the variable absence of the verb (be concerned
below, number 6 with its verbal coda deleted) were judged 'unacceptable' by 84%, whereas the example with are concerned (number 18 in Table 1 ) was considered 'acceptable' by 75%.
Our conversations with a number of linguists revealed reactions not unlike those of the usage panelists. In particular, several generative grammarians accustomed to relying on introspective judgments as their primary data told us that the verbless version of the as far as construction was completely ungrammatical. Indeed, one claimed he had never heard it used. statistics he is competent enough (... defensible, but better insert goes; the Churchill sentence quoted is just below this level). As far as collecting statistics, only industry is necessary (impossible).' 3 We are grateful to the Houghton Mifflin Company, Geoffrey Nunberg, and the editors of the American heritage dictionary for allowing us to include these queries in a recent mail survey of the Dictionary's Usage Panel.
In order to get a better sense of how widespread this reaction is, we circulated a questionnaire containing thirteen as far as sentences-four with be concerned, one with go, and eight verbless. All were attested examples we had collected, although some were slightly edited. Our questionnaire also included seven filler sentences, and the order of presentation was varied. Respondents were asked to rate all the sentences on a four-point scale, ranging from fully acceptable (scored as 4) to totally unacceptable (scored as 1). The questionnaire was sent out over several electronic mailing lists, eliciting 79 responses; it was also administered in person to 101 individuals, mostly Stanford undergraduates, yielding a combined data pool of 180 respondents.
The data from our survey are given in Table 1 . The columns labelled '4', '3', '2', and '1' give the number of ratings of that type which each sentence elicited. The column labeled OVERALL gives the mean score of each sentence and the rank of that score among the thirteen as far as sentences on the questionnaire. That's sort of my personal view, as far as that's concerned. #5. As far as ball technique and tactics 0, this area is years behind other areas. #6. They are still very much alive, as far as the divisional race goes. #8. As far as 16-bit graphics being "true color" is concerned, this is nonsense. #10. As far as football is concerned, it's just another game. #11. As far as filling out the details 0, that isn't a problem. #12. He sounds just like the other kids, as far as general style 0. #13. But as far as something to do on the weekend 0, we didn't even have miniature golf. #14. As far as the temperatures in the Bay Area tonight 0, this is the way I see it. #16. I'll never quit as far as trying to solve the case 0. #18. They're not a cohesive unit as far as the areas we're dealing with are concerned. #19. I need to know about lifestyle, because that's important, as far as where I'm going to be happy 0. #20. As far as how he got shot 0, we don't know yet. The columns labeled LING and NONLING give the mean scores of those respondents who had some previous training in linguistics (a total of 44) and those who did not (a total of 131, including students currently taking their first linguistics course). The columns labeled <30 and ?30 give the mean scores for respondents under 30 years of age (a total of 141) and those 30 or older (a total of 39). The results indicate some agreement between our respondents and the usage commentators. Concerning the overall mean scores for each sentence, note that the verbless as far as sentences tend to have lower scores than the sentences with be concerned or go (see the 'Verb' column). This tendency is categorical for the respondents with linguistics training and for those 30 or older,4 in the sense that all of the verbless examples were judged worse than any of the other sentences by these respondents; the cutoff was slightly above 3 ('probably acceptable'). When we look only at the ratings of the younger respondents and those without a linguistics background, however, we find that three of the verbless sentences (#11, #5, and #20) were scored higher than some of the ones with a verbal coda (#3 and #8 in particular).5 The fact that younger respondents are more willing to accept verbless as far as sentences provides some indication that these may represent more of a norm for them-that is, that this variable may represent change in progress. We will see that there is other evidence, from actual usage, to support this possibility.
RESPONDENT RATINGS (rankings in parentheses)
2. DATA ON ACTUAL USE. Despite the censure of usage commentators and the intuitive judgments of the respondents to our questionnaire, the verbless variant of as far as is extremely common. In order to unearth the regularities which govern this variation-and a major point of this paper is to show that there ARE such regularities-we examined language in use, drawing on the methods of corpus linguistics and sociolinguistics/variation theory.
Over an eight-year period we have collected over 1200 tokens of the as far as construction from a variety of sources. About 500 of these tokens come from systematic searches of computer corpora, including subsets of a United Press International (UPI) corpus, a New York Times corpus, the Switchboard (telephone conversation) corpus, and corpora of electronic mail (email) and bulletin board correspondence.6 Some of the remaining 700 examples are from recorded sociolinguistic interviews; but unlike phonological variables, which show up with high frequencies in such interviews, syntactic variables often involve special semantic and pragmatic circumstances which may occur rarely or unpredictably in interview settings (Rickford 1975:162-63). As a result, most 5 One other difference between the respondents with a linguistics background and those without is that the former showed a broader range in their mean scores (2.09 vs. 1.15, respectively), largely because they gave higher acceptability scores to the sentences they liked best (3.89 vs. 3.14, respectively). 6 The UPI corpus is one of the on-line corpora available through Searcher at Stanford University; we are grateful to Elizabeth Ewing and Alison Reid for their assistance with it. The New York Times Corpus is maintained at the Xerox Palo Alto Research Center; we are grateful to Hinrich Schutze for helping us to search it. The Switchboard Corpus is from the Linguistics Data Consortium at the University of Pennsylvania; we are grateful to the Center for the Study of Language and Information at Stanford for making it possible for us to access it. of our spoken as far as examples come from participant observation in informal conversations, lectures, and meetings in which the members of our research team-and a dedicated cadre of contributors including our students and colleagues-were involved. We also monitored TV and radio broadcasts and culled examples from newspapers, articles, books, and students' exams and final papers, jotting down each example as it occurred and/or was noticed. This method has been successfully followed in variation studies of other syntactic variables (cf. Rickford 1975, Romaine & Lange 1991). Although it is not as exhaustive as an electronic search of a computer corpus, this kind of monitoring usually yields richer data about the speaker and the circumstances of production, and it can be very systematic and reliable, particularly when the variable involves a lexical trigger-in this case the occurrence of as far as before its following noun phrase and the site of the potential verbal coda.7
One significant finding to emerge from our research is that some sentences which have the superficial form of topic-restricting as far as clauses in fact have a different semantic or pragmatic function,8 and do not permit deletion of the verb. In short, the first finding of our variation study is a categorical restriction, and it is also one with respect to which the introspective and observational data are clear and convergent. The nonvariable sentences are what we refer to as 'perspective' cases (we collected 21), in which the as far as clause represents the point of view of the referent of the noun phrase rather than restricting the topic to that NP, as in 8 and 9a. Note that these perspective constructions not only require a verb (9b), they specifically require be concerned, and do not permit go (9c). 'to be affected or liable to be affected', OED 13) which prevents it from being omitted. A related fact is that in all but two of these perspective cases the referent of the NP is a human or group of humans. The two exceptions are 7 One reviewer has raised the question of whether we might have tended to note primarily the verbless as far as variants in our monitoring of informal conversations and the media. Because we tried to record every as far as sentence token we encountered, regardless of whether it had a verbal coda or not, and because it was the lexical phrase as far as which triggered us to write each example down, and not whether it had a verbal coda, we do not believe the 'participant observation' portion of our data set is biased towards verbless examples. In fact, the proportion of verbless variants in this portion of our data set (58% of 657 tokens) is lower than in a random sample of the telephone switchboard corpus (76% of 116 tokens) which we searched systematically and exhaustively with this issue in mind. In any case, although we consider this perspective restriction an intriguing finding of our study, we followed the tradition of quantitative sociolinguistics and set aside both personal-pronoun and full-NP perspective tokens from the corpus on which we did our variable analysis, on the grounds that they are semantically different and behave categorically, rather than variably.
3. VARIABLE RULE ANALYSIS. In our search for significant constraints on verb absence in the remaining as far as corpus-the examples that were indeed topic-restricting and permitted variation among 0, be concerned, and go-we drew on VARBRUL US, a statistical computing program written by David Sankoff. This program uses maximum likelihood estimation to compute the relative effects of individual factors and factor groups on linguistic variation. As Sankoff notes (1988:990), there are commercial statistical computing packages which can provide a similar analysis, involving logistic regression, but the VARBRUL programs 'are specifically set up to receive the type of data generated in studies of language variation, and ... calculate the results in a form most useful in these studies. ' For our VARBRUL analysis, we considered the seven factor groups and factors shown in Table 2 . Some of these factors require a bit of explanation. For syntactic complexity, we made a three-way distinction among simple NPs, with or without prenominal modifiers (e.g. 22); more complex but nonsentential NPs-that is, conjoined NPs (e.g. 23) or NPs containing a PP (e.g. 24); and NPs containing a VP, which can be gerundial (as in 25), infinitival (as in 26), or finite (as in 27). If more than one category applied to an example, we coded it as the more complex one; for example, the as far as phrase in 26, which contains both a PP (on the weekend) and a verb (do), was coded as a sentential NP. Branching NPs consist of two or more phonological phrases, which generally equals two or more content words: The VARBRUL IIS analysis was done with zero as the dependent variable, ignoring the distinction between be concerned and go. Higher percentages and probabilities or feature weights therefore correspond to more favorable contexts for the absence of the verb. Overall, the verb was absent in 56% of the 1065 tokens used for the variable analysis.
VARBRUL IIS includes a stepwise regression routine that selects the factors which have a significant effect on the variation (at the .05 level or better) and discards those which do not. On the basis of this statistical process, one of our seven factor groups-number of words in the NP following as far as-did not have a significant effect on the observed variation. We will nevertheless say a few words about it before turning to the factors which turned out to be significant.
We considered the number of words in the NP to explore the suggestion made by Postal (1974:83), Hawkins (1990) , and others that NP weight is essentially a matter of length. In the VARBRUL run which included all the factor groups (level 7), the ordering of the factors in this group did appear to be largely monotonic and in line with what we might have predicted, with longer strings increasing the likelihood of verb absence: one word, .45; two or three words, .48; four or five words, .50; six or seven words, .53; eight or nine words, .61; and ten or more words, .71. But the superficial goodness of fit of this factor group was apparently a function of the fact that longer NPs also tend to be more complex. When we omitted the number of words factor group in the stepdown routine of the program, it made little difference in our ability to account for the observed variation (significance = 0.273, far from the significance level of p < 0.05). By contrast, omitting the syntactic complexity factor group at the same step-down level made a massive difference (significance = 0.000). As a matter of interest, we should note that we also tried to test the significance of NP weight by considering the number of syllables in the NP, but this turned out to be so insignificant in our early runs that we eventually disregarded it.
We will now go on to consider the six factor groups which WERE selected as significant, shown in Table 3 in the order of their selection (first to last, beginning with the ones which made the greatest impact on this variable) and with individual factor weights. We will discuss each in turn, but first we should note that the significant factors include both internal or narrowly linguistic ones, like syntactic complexity and prosodic weight, and external or sociolinguistic ones, like mode and the age and sex of the language user. An analytical approach which neglected factors of one type or the other would have missed some of the relevant regularities and made it more difficult to solve the problem of understanding the social context in which this instance of variation and change is embedded ( The results for MODE, the second most significant factor group, confirm our hypothesis that verb absence is highly favored in natural speech and disfavored in writing.12 The intermediate electronic mail/exams factor group suggests that the degree of planning involved (Ochs 1979 ) might be an underlying factor, since electronic mail and in-class exams are both modes in which speed is usually at a premium, and extensive planning and self-correction are reduced, compared to other kinds of writing.
The results for AGE, our third most significant factor group, indicate change in apparent time, reinforcing our informal impression that the verbal component in as far as constructions is declining in frequency. The youngest age group (19 years old or younger) displays the highest probability of verb absence,13 while the oldest age group (60 years old or older) displays the lowest probability of verb absence, and the intermediate age groups are appropriately in between. Significantly, it is only the two younger age groups that have values for this variable over .50 (19 years old or younger = .69, 20-39 yrs = .56), indicating that they favor verb absence.14 The evidence of change in apparent time (cf. Bailey et al. 1991) which we derive from these age distributions accords with the evidence of change in real time which emerges from a comparison of language samples before and after 1960 and from the explicit observations of usage commentators.
The results for PROSODIC STRUCTURE of the NP, our fourth significant factor group, confirm the predictions of Zec & Inkelas 1990 that this phonological factor plays a role in NP weight and related phenomena in English and other languages. While this binary distinction is significant, it does not reveal the more fine-grained patterning which other weight-related measures, like syntactic complexity and number of words, attempt to capture.
With respect to the SEX of the speaker, our fifth most significant factor group, females show higher frequencies and probabilities of verb absence than males do; the differences are not huge, but they are regular and statistically significant (63% vs. 50%, feature weights of .56 vs. .47, respectively). Since the omission of the verb in as far as constructions is still a change from below-one that is not generally recognized or stigmatized by ordinary users of the language-the lead shown by females in our data accords with the general finding of quantitative studies 13 It should be noted, however, that our sample size for this group is relatively small (17 tokens). Topic-restricting as far as constructions are relatively complex, and are not (as far as we have been able to determine) used by young children, so one is essentially restricted to the speech of teenagers for examples. Teenagers, in turn, are relatively unrepresented among the users of the kinds of computer corpora to which we had access, and one limitation of such corpora is that age information of individuals is not indicated (hence the low n for this factor group overall-about half of our total sample).
14 In the logistic model, factors with values greater than .50 favor rule application, those with values under .50 disfavor rule application, and those with values at or around .50 have little effect either way. most often the innovators' (Labov 1990:215) . What makes this case particularly interesting is the fact that it is a SYNTACTIC change in progress, while the generalization articulated by Labov is based entirely on studies of SOUND change. However, further study will be needed to see whether the interactions between sexual differentiation and social/stylistic stratification found in these other studies apply in this case as well (see Labov 1990:220 ff.).
Finally, the results for the POSITION of the as far as phrase in the sentence, the final significant factor group, suggest that there may be some validity to earlier suggestions (Faris 1962 :238, Cassidy 1985 :94) that verb absence in as far as constructions might have been influenced by as for phrases-which, although they also serve as topic restrictors, are prepositional and never take a following verb.'5 As for phrases occur only sentence-initially: heavy, as in 38c, the preferred position of the particle is adjacent to the verb, as in 38d.
(38) a. *bring up it b. bring it up c. ??bring the subject we were talking about last night up d. bring up the subject we were talking about last night However, NP weight in this case, as in the case of as far as constructions, seems to be a matter of syntactic complexity rather than of mere size. Chomsky (1975:477) made thlis point in an early discussion of the verb-particle alternation:
'It is interesting to note that it is apparently not the length in words of the object that determines the naturalness of the transformation, but rather, in some sense, its complexity. Thus, "they brought all the leaders of the riot in" seems more natural than "they brought the man I saw in." The latter, though shorter, is more complex ... since it has the infixed sentence "I saw.")
The contrast is even more striking in the following examples, where the object NP is very short (two words) but complex (an embedded question), and the particle is preferred adjacent to the verb (39a):'8 In order to assess the relative significance of alternative weight measures in another variable besides as far as verb absence, we have collected over 400 instances of Heavy NP Shift and over 250 control sentences,20 and have coded the noun phrases in question for a number of the properties cited in the previous paragraph. Four of these were factor groups we used in coding our as far as data: syntactic complexity (which we also employed in the analysis of the give data cited above), number of words, prosodic structure, and spoken vs. written mode. We also coded for definiteness, as a rough surrogate for newness of information (on the assumption that definite NPs typically denote given entities, while indefinites denote new ones-see Gundel et al. 1993) .21
All five factor groups turned out to be statistically significant for this sample, although the correlation for definiteness was in the opposite direction from what had been predicted. The VARBRUL weights are given in Table 4 .44 (93) TABLE 4. VARBRUL weights for significant factors in Heavy NP Shift. Input probability = .66. a Personal pronouns are categorical (i.e., they never appear in shifted position), so they are not included in these data.
As in the case of the as far as data, the syntactic complexity hierarchy turned out to be the most significant factor group, the one which accounts for the greatest variance in the data and the one which is selected first in the regression routine of the variable rule program. Number of Words does turn out to be 20 The Heavy NP Shift examples come from a variety of sources, including electronic corpora, books, newspapers, broadcasts, and conversations. The controls, in contrast, are all taken from electronic messages or the London-Lund corpus. Hence, the present numbers should not be taken as definitive. In particular, the frequency of occurrence of Heavy NP Shift is clearly much higher in this sample than it would be in a more representative sample. We are in the early stages of a more systematic study of Heavy NP Shift. 21 Of course, other factors affect NP shift. For instance, emphatic stress can make even the significant with this variable, in contrast with the as far as data, but it plays second fiddle to syntactic complexity, and the distinction between two or three and four or five words (.02) is very small. As with the as far as data, speech favors NP shift, and branching structures do too (phonological 'weight'). Definiteness is the fifth (and weakest) of the significant constraints, but, as noted above, its results do not accord with predictions about the effect of the given/ new distinction, since the constituents which express 'new' information (indefinites) favor NP Shift less than do the ones which express old or given information (definites).
To sum up, a survey of constituent order phenomena and a variable rule analysis of Heavy NP Shift both suggest that syntactic complexity is the single most important element in constituent weight, as we found to be the case with as far as verb absence.
5. HISTORICAL PERSPECTIVE. The historical development of the as far as NP be concerned construction22 is both complex and interesting, requiring initially separate discussions of concern and asfar as. In our investigation of this topic, we conducted electronic searches23 of the Helsinki Early Modern English corpus, including works dating from the 16th century to the early 18th century, and of more than 40 book-length texts dating from the seventeenth to the midtwentieth century (mostly novels and philosophical treatises), representing a total of more than 5,000,000 words.24 We also received generous assistance from Douglas Biber, who provided us with data from a computer search of 553 (mostly shorter) texts representing around 900,000 words of prose, including simplest NP behave like a heavy one, as in the following examples (small capitals indicate heavy stress): (i) ... because no one can take from me MY education. (female, 60s) (ii) I just don't want to thrash out with Karen ANYTHING. (male, 40s) Likewise, the informational focus of an utterance tends to exhibit behaviors associated with weight. For example, Hank Greenwald, the radio announcer for the San Francisco Giants, produces sentences like (iii) several times a game.
(iii) That will bring to the plate Will Clark. The name in such utterances need not be emphatically stressed, but it always denotes the informational focus. 22 In analyzing and presenting the historical data, we have treated as far as, so far as, and insofar as as equivalent, as they tend to serve the same function. The latter phrases tend to be more common in older texts. 23 For this purpose we used the Searcher program, developed by the Stanford University office of Library and Information Resources. (ii) And that it never is so, will by us, till we have clearer views of the nature of thinking substances, be best resolved into the goodness of God, who as far as the happiness or misery of any of his sensible creatures is concerned in it, will not by a fatal errour of theirs transfer from one to another that consciousness which draws reward or punishment with it. 31 The fact that verb absence is so much less frequent in the pre-1960 period, even in favorable 'heavy' environments, while it is so much more common in the 34 Fowler put the omission point before obtaining ('so far as concerns obtaining'), but it could equally well be put after demands, as we did here.
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As with the synchronic data, as far as tokens in which the NP consisted of personal pronouns or expressed point of view were excluded; so were cases in which as far as was not a topic delimiter, but occurred with other main verbs with a function like 'to the extent that', e.g. 'as far as matter and human force permit' (Thomas Hobbes, Leviathan, 1651, pt. 4, p. 664). Also excluded were cases in which concerns or regards was active and prenominal, as in 49-52. 36 See also examples 58 and 59 above, which also contain their verbal codas despite the fact that their NPs are heavy. synchronic (post-1959) data, suggests that we are indeed witnessing a syntactic change in progress. This conclusion is supported by the fact that it is only from the 1960s onward that dictionaries and usage handbooks comment regularly on this feature (cf. Faris 1962:236, Webster's dictionary of English usage 1989: 127), by the fact that younger respondents to our questionnaire (under 30 years old) accepted the verbless tokens more readily than the older respondents did, and by the significant correlation in our synchronic data between verblessness and age of speaker/writer.37 Although it is possible that verbless as far as was being used in colloquial speech more widely before the 1960s than the written records indicate-as in all historical studies, oral and colloquial registers are among the most difficult to access-the available evidence suggests that the verbless variant has been increasing steadily in frequency since then and that it has also extended its range of syntactic environments to include simple NPs (see exx. 3 and 12 above) since then.
Overall, our diachronic and synchronic data fit very well with the principles and predictions of Baileyan wave theory (Bailey 1973 :55-56, 67 ff.), according to which linguistic change begins variably in a very limited environment and over time spreads in waves to new environments while increasing in frequency and moving towards completion in its original environment(s). In fact, the spread of verb absence in topic-restricting as far as constructions can be readily depicted in terms of the simplest form of Bailey's wave model, shown in Figure   37 Andrew Garrett (personal communication, 1993) has suggested a different interpretation of our data. Noting that verbless as far as phrases denoting distance have existed throughout the history of English, Garrett proposes that the change in question is semantic, not syntactic. Specifically, he speculates that there was no stage when a topic-restricting as far as NP Verb construction existed but a verbless topic-restricting as far as NP construction did not. On his account, both topicrestricting constructions (with and without the verb) evolved from the extent-delimiting function at the same time, but the as far as NP construction was initially restricted to cases semantically compatible with the extent-delimiting interpretation-that is, to NPs with verblike semantics (largely gerundials). According to this story, the recent change to which the usage commentators are reacting is not the loss of the verb in the as far as construction, but the extension of the verbless construction to a broader semantic class of NPs. On Garrett's account, the presence or absence of a verb is not influenced by the syntactic complexity of the NP following as far as, but rather by whether it denotes an event or has verbal aspectual properties. This is an interesting hypothesis, and one which could benefit from further research, but we have so far found no evidence to support it. On the one hand, as far as constructions with be concerned and go are attested about half a century earlier than their verbless counterparts (see exx. 57, 58, and 64 above). Although this could be due to the accidental nonattestation of the zero construction during the intervening half century, it is striking that the latter construction does not appear with any regularity until the latter half of the 20th century, while examples with the verbal coda are plentiful from the 19th century on.
In order to provide an alternative test of Garrett's hypothesis, we also recoded our synchronic data, dividing the NPs containing VPs into endocentric and exocentric, that is, essentially, NPs with a head noun and a relative clause versus gerunds or embedded questions. On Garrett's theory, we would expect a higher rate of verblessness with exocentric NPs following as far as, since a relative clause modifier would not give an NP the semantics Garrett links with the verbless construction. This prediction was not confirmed: 96% of the endocentric NPs containing VPs were followed by 0, whereas only 92% of the exocentric ones were. The VARBRUL weights were .91 and .87, respectively. 5, with the relative times and environments indicated therein. And Bailey's finer prediction that 'the operation of a rule will be proportionately greater in earlier or heavier weighted environments than in later or lighter-weighted ones' (Bailey 1973 6. SUMMARY AND CONCLUSION. We began this investigation by noticing that the verbal coda (go/be concerned) in as far as constructions was variably omitted in everyday speech. Suspecting that the omission might be increasing, and conscious of the rarity with which syntactic variation and change in progress are studied in linguistics, we decided to study this variable in depth. We consulted usage dictionaries and surveyed the intuitions of nearly 200 speakers of English, and also assembled for further analysis a data pool of over 1200 actual examples, culled from participant observation, media monitoring, and searches of electronic corpora. Although the authors and editors of the usage handbooks felt, as we did, that the verbless as far as was becoming more frequent, they were virtually unanimous in condemning it. The survey respondents were not quite as categorical (or colorful) in rejecting this usage, but they generally preferred sentences in which the verbal coda was intact.
Analysis of the as far as corpus revealed one subtype in which the verbal coda was never omitted-the so called 'perspective' cases, including those in which the NP was a personal pronoun ('As far as I'm concernedl/k). Variable rule analysis of the remaining examples, all topic-restricting, revealed that verb absence was not significantly affected by the number of words in the NP following as far as, but that it was significantly favored by a combination of internal and external factors: with syntactically more complex NPs, in spoken usage, by younger speakers, in prosodically branching NP structures, by women, and in sentence-initial position.
When we considered other syntactic constructions involving constituent weight, the syntactic complexity measure which was the most significant constraint on as far as verb absence also appeared to be relevant, and when we did a variable rule analysis of Heavy NP Shift, it turned out to be the most significant constraint.
Our diachronic survey-facilitated by dictionary and electronic searches of materials from the 1300s through the 1950s-indicated that (as) concerning was used as an external topic marker earlier (16th c. on) than as far as was, and that the distance-marking and extent-delimiting uses of as far as (14th c. on) also preceded its use as a topic restrictor (first attested in the 17th c.). Moreover, in the earliest attestations of topic-restricting as far as, the verb is active and precedes the NP (e.g. asfar as concerneth actions, 1652); attestations with the discontinuous post-NP verb don't emerge until the 18th century (e.g. sofar as the present question is concerned, 1777). From the available evidence, the as far as NP he concerned/go construction increased steadily in frequency from the 19th century on, but the omission of the verbal coda remained relatively rare and syntactically restricted until the 1960s. We have only eight examples from 1816 through 1959, all but one of these involving maximally heavy (sentential) NPs, and as far as phrases with simple NPs occur without verbal codas only in the modern (post-1959) period. These developments concur with the predictions of a Baileyan wave model.
Beyond the substantive findings which it has yielded about variation and change in this variable, we believe that our research on topic-restricting as far as constructions has larger implications for the study of syntax, sociolinguistic variation, and the field of linguistics as a whole.
For syntax, this study provides fresh evidence of a point made cogently by Labov (1975) some twenty years ago, but still neglected by many syntacticians: that, useful though introspective judgments about language (especially syntax) can be, they are sometimes highly unstable, and sharply at variance with attested behavior.38 We found substantial variation among respondents for every one of our survey sentences. For example, our highest ranked sentence, #6 (They are still very much alive, as far as the divisional race goes), was judged 'completely unacceptable' by 10 respondents; and sentence #20 (As far as how he got shot 0, we don't know yet) was judged 'completely acceptable' by 53 of the respondents, 'probably acceptable' by 50, 'probably unacceptable' by 37, and 'completely unacceptable' by 40. Moreover, while verbless as far as sentences were dispreferred by most respondents, they occur more than half of the time in the naturalistic corpus we collected, even from highly educated speakers and in writing. Overall, while some consistent patterns did emerge from the introspective judgments of specific subgroups of respondents (younger versus older people, for instance, or linguists versus nonlinguists), they were neither robust nor in accord with attested usage, and the judgments of individual speakers were even less reliable. Now that a book-length examination of the use of introspective data in linguistics is forthcoming-Schutze 1995-the time may be ripe for syntacticians to face up to the limitations of such data and to take usage data seriously as a complementary source of information about people's grammatical competence.
The second implication of our study for syntax is that it may be fruitful to consider syntactic complexity as a central measure of constituent weight, a concept repeatedly invoked by syntacticians, but rarely-and certainly not uniformly-defined. Syntactic complexity, measured in terms of the number of maximal projections, turned out to provide the single best approximation to the notion of grammatical weight, both for as far as verb absence (a variable not previously considered in discussions of constituent weight) and, tentatively, for Heavy NP Shift (an old variable in the constituent-weight literature). Moreover, our findings about the value of this weight measure emerged from the quantitative analysis of naturalistic data (including VARBRUL)-a method which syntacticians might find useful as a supplement to their usual qualitative use of introspection and elicitation.
For sociolinguistic variation, this study will help to satisfy the need for studies of syntactic variation first noted by Sankoff ( There are methodological and theoretical implications of this study for variationists. First, contrary to the fears of Lavandera (1978) , it is both feasible and enlightening to extend the concept of the linguistic variable to levels 'above' phonology, and to employ VARBRUL in its analysis. Moreover, the isolation of significant internal constraints on this syntactic variable-syntactic complexity and prosodic structure of the NP and position of the as far as phrase in the sentence-does not obscure our view of simultaneous external constraints (mode, age, and sex).
A second point which our study drives home is that, in extending the study of variation and change to syntax, we cannot depend exclusively on sociolinguistic interviews for data, as is common in phonological studies. The relative rarity of many syntactic variables requires that interview data be supplemented with tokens collected through such techniques as participant observation, media monitoring, and searches of electronic corpora (cf. Aijmer & Altenberg 1991).
Thirdly, our study casts some light on larger theoretical generalizations about the nature of sociolinguistic variation and change. Labov's 1990 finding that women lead in linguistic change-formulated almost entirely on the evidence of studies of sound change in progress-appears from this study and that of Romaine & Lange 1991 to hold true for syntactic change as well, although the role of social class or category and its intersection with sex requires further study in both cases (cf. Eckert 1989).39 However, our data do not support Kroch's 1989 critique of the sequential actuation scenario in Baileyan wave theory-specifically, Bailey's assumption that change 'might occur sequentially, with the new form appearing at the start in the most favoring context and then successively in less and less favorable contexts' (Kroch, p. 205). Kroch says that Bailey provides no empirical support for his general assumption. He goes on to argue, on the basis of four case studies, that-at least in syntax-'change seems to proceed at the same rate in all contexts' and postulates the following principle: 'contexts change together because they are merely surface manifestations of a single underlying change in grammar' (Kroch, p. 199). We do not have enough attestations of verbless topic-restricting as far as in earlier periods to document the successive developments in detail, but the competing 'simultaneous actuation' scenario which Kroch sketches for the development of periphrastic do in late Middle English-with change beginning simultaneously in all contexts-does not seem to apply to our variable. As noted above, the extension of verb absence to topic-restricting as far as phrases with simple NPs is absolutely unattested until the late 20th century. This issue, like the role of sex and social class in syntactic change, will require further investigation, with the same and other syntactic variables. For the present, it can at least be said that neither Bailey's prediction nor Kroch's prediction is universally valid.
Finally, for linguistics as a whole, this exploration on the boundaries of sociolinguistic variation, corpus linguistics, historical linguistics, and syntax demonstrates the value of bridging the gaps between subfields. We believe that the field could benefit from more such collaboration.
