ABSTRACT 17
directly estimate transpiration rather than canopy conductance. In the present study we used this 23 alternative approach to model tree water fluxes from an Australian native forest over an annual cycle. 24 For comparative purposes we also modelled canopy conductance and estimated transpiration via the 25 PM model. Finally we applied an artificial neural network as a statistical benchmark to compare the 26 performance of both models. Both the PM and modified JS models were parameterised using solar 27 radiation, vapour pressure deficit and soil moisture as inputs with results that compare well with 28 previous studies. Both models performed comparably well during the summer period. However, 29
during winter the PM model was found to fail during periods of high rates of transpiration. In 30 contrast, the modified JS model was able to replicate observed sapflow measurements throughout the 31 year although it too tended to underestimate rates of transpiration in winter under conditions of high 32 pressure deficit and soil moisture are the major determinants of the rate of water flux through trees 46 (Jarvis, 1976; Stewart, 1988 ) is also required to quantify a set of seasonal response terms describing 59 4
The PM equation (Monteith, 1965 ) is commonly used to estimate evapotranspiration of crops 70 , where LAI is leaf area index and g s 75 is stomatal conductance (Whitehead, 1998 ) and if we assume a negligible effect of aerodynamic 76 conductance on transpiration (that is, aerodynamic conductance is much greater than g c ), then we can 77 re-express the PM equation for g s as a function of its driving environmental variables and LAI (Jarvis, 78 1976; Whitehead, 1998 conditions and f denotes a series of normalised functions which will be described in the next section. 84 Equation (1) can be estimated using the non-linear, multiplicative, independent functions originally 85 described by Jarvis (1976) , discussed by Whitehead (1998) 
where ∆ is the slope of the relationship between the saturation vapour pressure and temperature (kPa 185 o C -1 ), R n is the net radiation above the forest canopy (MJ m -2 hr -1 ), k t is a conversion factor (3600 s h (Jarvis, 1976) Hyperbolic saturating functions describing R s have been applied extensively at leaf, tree and canopy 228 scales for conductance (Kelliher et al., 1993; Granier et al., 2000) and for tree water use (Komatsu et 229 al., 2006b) . Equation (6) shows the soil moisture response to be a three-phase relationship, where θ w and θ c denote the points of inflection in the relationship and can loosely be termed "wilting point" 231 and "field capacity" respectively. 232
233
We express the functional response of g c to D as traditionally defined by Jarvis (1976) 
where, the parameters k 2 and k 3 describe the rate of change at low and high atmospheric demand. The 242 vapour pressure deficit function for E c (Eq. 7b), is a new term and follows the shape of the Bolztmann 243 distribution function. However, this is not normalised as Equations (5), (6) and (7a) are, and some 244 care is needed during the optimisation. Examination of Equations (7a, b) shows that their response 245 functions replicate the three-phase response of transpiration to variation in g s (Monteith, 1995 Difficulties in optimisation are commonly experienced when using a least squares criterion at large 273 dimensionalities. As the problem moves from linear to non-linear, the parameter space very quickly 274 becomes increasingly difficult to optimise and therefore it is increasingly difficult to yield parameter 275 values that are maximum likelihood. Where local minima occur, these cause early convergence overUnlike the gradient descent methods, a genetic algorithm is able to cover the entire parameter space 279 with a large set of possible solutions. These solutions evolve and undergo a simulated process of 280 natural selection until the best solution and hence the global minima equating to parameter values that 281
are maximum likelihood, is found. A more detailed explanation of genetic algorithms and their design 282 can be found in Goldberg (1989). For this study we used a pre-built genetic algorithm package in the 283
Mathematica
© software called Differential Evolution. The cross probability (probability of mating) 284 was set to 50%, while population size was set automatically by the algorithm and run for 100,000 285 iterations to give an adequate amount of generations to find the global maxima. The ANN will always outperform mechanistic, conceptual models because the ANN effectively has 301 up to 100 optimised parameters whereas most conventional models have less than 10. A direct 302 comparison is therefore inappropriate. However, that the ANN does tell us is the information content 303 of the dataset: it indicates whether a model is performing badly because it fails to capture underlying 304 relationships in the data, or whether it is performing badly because the dataset is too noisy. Thus, it 305 offers a statistical evaluation of model performance. 306 307
Filtering the data set 308 309
Sapflow data were filtered to avoid division by zero errors by including data only between 0900 h 310 and 1600 h. This excludes hours when solar radiation was zero. To avoid wet-canopy conditions, 311 days with rainfall events were also excluded. This filtered data-set was used to define the boundary 312 conditions for Equations (5, 6, 7a, b). To avoid circularity (using the same data to both parameterise 313 the model and to compare with model outputs), the total 109 day data set spanning the year 314 containing measurements from Jan-Feb, Jun-Jul and Aug-Sep, were partitioned into two separate data 315 sets of alternate days. The first set (days 1, 3, 5 ….) was used to optimise the seasonal response 316 parameters, and the second set (days 2, 4, 6 ….) was used to validate the model. No systematic 317 patterns were evident in the data and there was no change in model outputs when allocation of each 318 half of the data set to either optimisation or validation was reversed. 319 320
Results

322
Maximum daily solar radiation ranged from 100 to almost 1400 W m -2 in summer and from 100 to 323 800 W m -2 in winter whilst the maximum daily vapour pressure deficit ranged between 0.5 to 7 kPa 324 in summer and 0.1 to 1.6 kPa in winter (Fig. 1a) . The Liverpool Plains are characterised by summer 325 dominant rainfall and a drier winter and this was evident during the study period, when there were 19 326 rain events during January and late February and 6 smaller events in July, August and September 327 (Fig. 1b) . Summer maximum daily total soil moisture content in the top 60 cm reached 110 mm 328 (18.3 %) after two consecutive rain events during January, with subsequent decreases in E c resulting 329 from a gradual decline in θ to a minimum of 42 mm (Fig. 1b) . During winter maximum total daily θ 330 reached a maximum of 90 mm (Fig. 1b) content, whilst large increases in E c occurred after the 13 th Jan and after 24 th Feb following large rain 337 events and hence soil recharge. An increase in soil moisture was evident from the 1 st Aug, and was 338 associated with an increase in stand water use. The three largest rainfall events during the summer 339 period increased soil moisture at 50 cm depth, whereas during winter most rainfall events had little 340 effect on soil moisture at 50 cm depth (Fig. 1b) figure (2d, e, f) shows the relationships of g c against the same 349 driving variables. Generally the functional forms fit well to the boundary regions described by the 350 data, except for the response of E c to D for the winter (Fig. 2b) . The residuals between measured and 351 modelled data (Fig. 3) reveal a minor heteroscedasticity, as evident by the slight pattern of the 352 residuals. In order to properly account for this heterscedascticity, we used a weighting term (Equation 353 (8a). Using this weighting term explained the random errors (ε) in the measurements to be normally 354 distributed, with the 68% confidence interval being within ±1 standard deviation (data not shown). 355 Table 1 contains the best estimates of parameters for Equations (4), (5) To allow a more detailed comparison amongst the ANN and model outputs, changes in hourly rates 376 of stand transpiration for four representative days are presented (Fig. 5) . In summer months, the 377 modified JS model and PM model represent the morning trend of increasing sapflow equally well but 378 neither was able to represent the late afternoon/early evening trends in sapflow very accurately. On 379 average, in summer, the modified JS model either slightly (< 10%) underestimated or slightly over-380 estimated midday rates of stand transpiration, whilst the PM model either closely matched or 381 underestimated by a larger margin (15%) midday rates of stand transpiration. The ANN consistently 382 followed the changes in transpiration rate more closely throughout the 24 h period. 383
384
The performance of both models was less satisfactory in winter than summer (Fig. 5) estimate of g c,max is larger than the measured value is because the maximum value of E c occurs in the 413 mid-range of D (Fig. 2b) but the modelled g c,max predicts maximum values under conditions of low D 414 and high R s (Fig 2c, d) Nocturnal flows were not observed on every night and were most commonly observed after 487 significant rain had wet the soil profile. When this occurs, the gradient of water potential between soil 488 and canopy is increased, the soil-to-root hydraulic connectivity is increased and nocturnal To compare daily performance of the models in more detail we consider a sampling of 2 days from 499 the summer and winter periods (Fig. 5) . Differences between the modified JS model and PM model in 500 summer were marginal and both follow a trend similar to the ANN. In winter, however, the 501 performance of the PM model dropped significantly with an underestimation of up to 50% during 502 daylight hours. The modified JS model reduced this underestimation to less than 20% and compares 503 well against the ANN. There was also a bias towards over-estimates of sapflow in the afternoon for 504 both models in winter, which the ANN did not exhibit. 505
506
The outputs of both models in winter lagged the observed values in the morning or morning and 507 afternoon (Fig 5) . The relative failure of the JS model to fit to some days in winter appears to be 508 because of the large number of winter data values which lie to the left (that is, outside) of the 509 boundary line defined by equation 8b (Fig. 2b) . The boundary line defines the boundary well for 510 summer data but fails to define the boundary in winter and this leads to the lag between model and 511 measurement on some winter days. A slight but significant improvement in fit (reducing the time lag 512 between JS and observed rates of sapflow) of the modified JS model was produced if the model, 513 when applied to the winter period, used parameter values derived only from winter data, rather than 514 parameterising with the entire data set (data not shown). Failure to accurately predict E c by the 515 models during some of these winter days was not due to the data set being too small, as the ANN was 516 able to accurately replicate all daily patterns (include night time fluxes) across both seasons. JS performed less well when E c was large. In both summer and winter the PM model performed less 529 well than the JS at both low and high rates of E c (Fig 5) and therefore at short timeframes (hourly) the 530 JS was generally more applicable than the PM model, which appears to be less successful under 531 conditions of low E c at hourly time-steps in some studies (David et al., 1997; Rana et al., 2005) or 532 less successful under conditions of high E c in the present study (Fig. 5 ) 533
534
The sum of water used between 0900 h and 1600 h across the entire 109 day period was 75.4 mm. 535
The PM model predicted a 109 day sum of 75 mm and the modified JS model predicted 84mm whilst 536 the ANN model predicted 111 mm. The ANN model has a very large number of parameters and is 537 expected to fit the data extremely well because the size of the data set was sufficiently large to allow 538 this. In summer the fit of the modified JS data to experimental data was very good (Fig. 6) and 539 despite the poorer fit in winter on some days because of the poor definition of the winter boundary 540 values for the response function for D, the 109 day sum of water used derived from the modified JS 541 model was very close to the actual sum of water used. It is apparent that despite limitations of both 542 the PM and JS models on some days under some conditions, at hourly time-steps (Figs 5, 6 ) the 543 aggregate behaviour over a sufficient number of days (Fig. 6 ) results in a close agreement between 544 observed and modelled total sums of water transpired. 545
5.
Conclusions 546
547
For this study we have used a standard (via an inversion of the PM equation) and a modified JS (via 548 direct modelling of transpiration rate) approach to model the responses of stand-scale transpiration 549
and canopy conductance to changes in solar radiation, vapour pressure deficit and soil moisture 550 content. We were able to parameterise both models using a limited number of sapflow measurements 551 and corresponding environmental driving variables over 55 days, incorporating data from both 552 summer and winter periods. Model response functions for canopy conductance and stand 553 transpiration were found to describe variation in E c due to solar radiation, vapour pressure deficit and 554 soil moisture content. These responses compared well with those found in previous studies on 555 different forest types. Both models performed equally well during summer when soil water content 556 was fairly high. During winter the modified Jarvis model performed significantly better than the 557 Penman-Monteith model, especially under conditions of high transpiration. However, over the entire 558 109 day study period the total modelled daytime sums of water used were all very close to the 559 
