Abstract-This paper presents the application of a componentbased Grid middleware system for processing extremely large images obtained from digital microscopy devices. We have developed parallel, out-of-core techniques for different classes of data processing operations employed on images from confocal microscopy scanners. These techniques are combined into a data preprocessing and analysis pipeline using the component-based middleware system. The experimental results show that: 1) our implementation achieves good performance and can handle very large datasets on high-performance Grid nodes, consisting of computation and/or storage clusters and 2) it can take advantage of Grid nodes connected over high-bandwidth wide-area networks by combining task and data parallelism.
I. INTRODUCTION

B
IOMEDICAL image analysis plays a crucial role in basic research and clinical studies. In recent years, researchers have enjoyed rapid advances in such imaging technologies as magnetic resonance imaging, digital high-power light microscopy, and digital confocal microscopy. Advanced microscopy instruments that are capable of generating highresolution images are commercially available. Armed with high-resolution and high-throughput scanners and sensors, a researcher can now collect detailed measurements about biological entities at cellular level rapidly. Information synthesized from such measurements can be used in testing of specific scientific hypotheses, diagnosis of complex diseases, assessment of the effectiveness of treatment regimens, and study of biological processes. While the hardware advances enhance our ability to capture cellular characteristics of tissues and organs at high resolution, management and processing of very large digital image datasets is a challenging problem. In general, image processing is inherently compute-intensive and requires high-performance computing techniques. Datasets of high-resolution biomedical images add to this complexity because of the very large volumes of image data. A single image obtained using current high-end scanners can be up to tens of gigabytes in size. A study may generate hundreds or thousands of such images, pushing the size of the datasets to tens of terabytes.
Grid computing has emerged as a platform to address the computational, storage, and information management requirements of large-scale applications. In this paper, we define a high-performance Grid-node as a cluster system (e.g., a storage cluster or a compute cluster) that can be accessed remotely over a network. Clusters built from commodity components make it feasible for institutions to inexpensively deploy high-performance Grid-nodes. Moreover, high-speed wide-area networking infrastructure is becoming commonly available-large-scale initiatives such as TeraGrid have been deploying gigabit networks connecting computational and storage Grid-nodes. The availability of high-performance networks makes it more feasible and efficient to access remote Grid nodes. Digital microscopy applications can benefit from combined use of high-performance Grid-nodes by leveraging aggregate storage, memory, and computation power. Institutions may deploy Grid-nodes with different/complementary characteristics to meet their individual requirements, e.g., an institution may have a memory-and storage-intensive system as a Grid-node, while another institution may set up a Grid-node with high-end intracluster networking substrate. In such a setting, the image processing application should be able to place data processing components across the Grid-nodes to take advantage of available resources in each Grid-node, while minimizing data transfer overheads between the nodes. At the same time, it should be able to take advantage of parallel processing power and input-output (I/O) within each Grid-node.
In this paper, we investigate the application of a workflow system, called DataCutter [1] , for efficient execution of image processing workflows on very large microscopy image datasets across high-performance Grid-nodes. DataCutter provides a coarse-grained data flow system. It allows combined use of task-and data parallelism across heterogeneous collections of high-performance Grid nodes, i.e., distributed storage and compute clusters in a local-area or wide-area network. We describe the implementation of a data processing pipeline for large image datasets obtained from digital microscopes. Our implementation employs combined task-and data parallelism. It allows portions of the pipeline to run on a heterogeneous collection of highperformance Grid-nodes, while taking advantage of parallel execution within a Grid-node, the backend system of which is a parallel storage or compute cluster. The ability to support parallel execution in our system allows an institution or a research group to set up a high-performance image processing service and make it available for remote access. The ability to execute a data processing pipeline across multiple high-performance Grid-nodes enables collaborating research groups to take advantage of the processing and storage capacity of individual Grid-nodes located at each collaborating institution.
This paper is an extension of our two conference papers [2] , [3] . Our previous papers focused on handling and processing of very large out-of-core datasets on a homogeneous cluster. In this paper, we examine the performance of our implementation when it is employed in a heterogeneous environment. We evaluate the efficiency of our implementation using very large image datasets on two high-performance Grid-nodes, located at two institutions (the Department of Biomedical Informatics and the Department of Computer Science and Engineering at the Ohio State University).
1 Each Grid-node consists of a state-of-theart cluster. The Grid-nodes are connected to each other using wide-area gigabit network connections. Obviously, our experimental setup is a small Grid environment and does not provide a configuration to evaluate brokering among multiple sites, coordinated allocation of multiple systems, etc. Nevertheless, it creates an environment where a few collaborating institutions would share their local resources and can be used for evaluation of load balancing and network effects.
We demonstrate the efficacy of our system using image datasets ranging from a few gigabytes to 0.5 TB in size. The large datasets in our experiments were created synthetically by scaling up smaller real datasets. The technology for capturing high-resolution slides is rapidly advancing. For example, Aperio scanners can capture images at 500 MB/min. 2 Using autoloading capabilities of the scanner, it is possible to capture digitized images from multiple slides, each of which represents a portion of a sample and stitch them to create a terabyte-scale image in 36-40 hours using an Aperio scanner. DMetrix, Inc. is developing a digitizing microscope that makes it possible to capture an image at 20×+ magnification in about 1 min. 3 If multiple slides, each obtained from a portion of a sample, are scanned and stitched, it is possible to obtain terabyte-scale datasets. Hence, we expect that applications and studies that can benefit from our approach will be available in the not-too-distant-future.
II. BACKGROUND AND RELATED WORK
In this section, we provide a brief overview of imaging with confocal microscope scanners, related work in Grid and Gridenabled middleware systems, and the DataCutter framework. 1 In our experiments, we used a test bed funded through the National Science Foundation RII program. This test bed is designed to emulate the heterogeneous nature of Grid environments and access to cluster systems over high-end widearea networks.
2 http://www.aperio.com/other/FAQ.asp. 3 http://www.dmetrix.net. Fig. 1 . Overview of the data processing pipeline targeted in this paper.
A. Digital Confocal Microscopy
An average observation in confocal microscopy may involve the acquisition of digitized image slides of a tissue sample at up to 150× resolution. Each pixel in an image slide has a 3 bytes RGB color value. At high resolutions, it may not be possible to generate an image of the entire tissue at once, because of the limited field of view of the instrument. In such cases, advanced scanners capture the entire image in a set of smaller subimages, each of which is scanned at that resolution. The scanner moves the imaging sensor in X and Y directions in fixed steps; multiple images of the rectangular subregion (e.g., a 256 × 256 square pixels subregion) under the sensor are captured at different focal lengths (different points in the Z dimension). Each such rectangular image corresponds to a tile in the entire mosaic. The movement of the sensor is such that neighbor tiles in the same focal plane overlap each other to some extent (usually 10% overlap in each dimension) to aid the stitching process.
A single slide may produce a multi-gigabyte image. The data size increases when we factor in the multiple focal lengths at which the slides are acquired. Comparative analyses of different samples could result in multiple terabytes of image data that need to be stored and processed efficiently. The images can be processed through a pipeline of simple and complex operations (see Fig. 1 ). Core data processing steps in the analysis of confocal microscopy images can be summarized in the following main categories: 1) Image Preparation: Stitching, sampling, and rescaling; 2) Image Correction: Background correction, histogram equalization, and normalization; 3) Projection Operations: Operations across multiple focal planes; 4) Image Warping: Morphing an image so that it can be "registered" against a standard appearance; 5) Image Segmentation: Edge detection and region extraction operations; and 6) Quantitative Image Analysis: Calculation of signal distribution within a subregion of the image, and pattern recognition. In Section III, we describe the component-based, out-of-core and parallel implementations of the Z Projection, Normalization, Alignment, Stitching, and Warping steps of our pipeline. These steps are used in the experimental evaluation of our middleware system in Section IV.
Digital microscopy is a relatively new technology. There are a few projects that target creation and management of large microscopy image databases and processing of large microscopy images. The design and implementation of a complete software system was described in [4] that implements a realistic digital emulation of a high-power light microscope, through a client/server hardware and software architecture. The Open Microscopy Environment (http://openmicroscopy.org) project develops a database-driven system for analysis of biological images. Images in the database can be processed using a series of modular programs. Each module in the processing sequence reads data from the database and writes its output back to the database. The single database can become a performance bottleneck when large volumes of data need to be processed. The Edinburgh Mouse Atlas Project (http://genex.hgu.mrc.ac.uk/) at the University of Edinburgh is developing an atlas of mouse development and database for spatially mapped data such as in situ gene expression and cell lineage. Our work is different in that it targets efficient execution of image processing operations on very large datasets using high-performance Grid nodes.
B. Biomedical Image Analysis in the Grid and Workflow Middleware Systems
Grid computing has been employed in several large-scale projects in biomedicine [5] - [8] . The Biomedical Informatics Research Network (BIRN) (http://www.nbirn.net) [5] initiative focuses on support for collaborative access to and analysis of datasets generated by neuroimaging studies. MammoGrid [6] is a multiinstitutional project funded by the European Union (EU). The objective of this project is to apply Grid middleware and tools to build a distributed database of mammograms and to investigate how the Grid can be used to facilitate collaboration between researchers and clinicians across the EU. eDiamond [8] targets deployment of Grid infrastructure to manage, share, and analyze annotated mammograms captured and stored at multiple sites. One of the goals of MammoGrid and eDiamond is to develop and promote standardization in medical image databases for mammography and other cancer diseases. MEDIGRID [7] , [9] is another multi-institutional project investigating the application of Grid technologies for manipulating large medical image databases.
A number of research projects have developed tools and runtime infrastructure to support composition and execution of scientific workflows. The Pegasus project develops systems to support mapping and execution of complex workflows in a Grid environment [10] . It allows construction of abstract workflows and mappings from abstract workflows to concrete workflows that are executed in the Grid. The Kepler project [11] develops a scientific workflow management system based on the notion of actors. Application components can be expressed as actors that interact with each other through channels. ACDS [12] is a framework that addresses construction and adaptation of computational data streams in an application. Our implementation builds on top of DataCutter [1] , a component-based middleware framework, which is designed to support efficient execution of data-intensive workflows in a Grid environment. The DataCutter framework provides a coarse-grained data flow system and allows combined use of task-and data parallelism. Application processing structure is implemented as a set of components, referred to as filters, that exchange data through a stream abstraction. A stream denotes a unidirectional data flow from one filter (i.e., the producer) to another (i.e., the consumer). The DataCutter runtime system supports execution of filters on heterogeneous collections of storage and compute clusters in a distributed environment. Multiple copies of a filter can be created and executed, resulting in data parallelism. Each filter executes within a separate thread, allowing for CPU, I/O, and communication overlap. For this application, we used a version of the DataCutter that employs the message passing interface (MPI) as the message passing substrate.
A Grid services framework [13] , [14] has been developed in recent years. While our focus in this paper is on the performance aspects of our system, our implementation could be wrapped as a Grid service, thus providing access to individual operations and workflows in our implementation through well-defined interfaces.
III. PROCESSING LARGE MICROSCOPY IMAGES
In this section, we describe our implementation to support execution of a pipeline of image processing operations on very large, disk-resident microscopy images within and across highperformance Grid nodes. Fig. 1 gives an overview of the pipeline starting right from when the images are acquired. The pipeline consists of two main stages; correctional tasks and preprocessing tasks. The final output from this pipeline is preprocessed data that can be queried and analyzed using additional analysis methods. In the following sections, we present the implementation using the DataCutter system. In the implementation, multiple copies of a filter can be instantiated in the environment to process an image in parallel.
A. Image Storage and Common Filters
Microscopy images are typically stored in standard formats like Joint Photographic Experts Group (JPEG), tagged image file format (TIFF), portable network graphics (PNG), JPEG2000, as well as proprietary formats used by imaging hardware developers. In our system, we have designed a representation for the image data, called dim (from distributed IMage), to support efficient storage and retrieval of very large images. In our representation, an image is a raw 3-channel "blue-green-red (BGR) planar" image. Each image consists of a set of tiles. The idea of tiling is to enable out-of-core processing of the image data when the image sizes are larger than the memory available on the system. It also enables the distributed storage of the image data across multiple disks and multiple nodes. The tiles are stored in multiple files or multiple contiguous regions of one or more files on disk. A tile represents the unit of I/O and contains pixels in a rectangular subregion of the image. It is associated with a bounding box in X and Y dimensions of the image and a Z value. The Z value indicates which focal plane (or Z slice) that tile belongs to. The on-disk representation of a tile is one where all the pixels for the B channel are laid out in row major fashion, followed by all pixels for the G channel, and then the R channel. Multiple such images make up a stack. The dim format can be used to represent a stack containing one or more images. The BGR planar representation also allows us to exploit vector operations on the pixels whenever Intel MMX/SSE instructions are supported. These operations provide low-level parallelism in trivial image processing steps, where the color values of a pixel are modified by some simple function, independent of other pixels.
The tiles are distributed across the nodes in a given system to achieve higher data retrieval bandwidth. A storage/compute node "owns" a particular set of tiles, if the compute node has the tile data available on local disk. Certain nontrivial image processing steps may need access to neighbor tiles during execution. In order to minimize interprocessor communication in such steps, the neighbor tiles are grouped to form blocks. A block consists of a subset of tiles that are neighbors in X and Y dimensions of the image and provides a higher level abstraction for data distribution. All tiles that have the same bounding box but different Z values are assigned to the same block. A tile is assigned to a single block, and a block is stored on only one node. Our implementation supports different methods such as round robin, stacked, and random for distribution of the blocks. The user can provide the choice of declustering scheme as input depending on the processing step under question. The user can also specify a weight factor to adjust the amount of data assigned to each node of the system depending on their relative speeds or available disk space.
For each step of an application pipeline, we implement application filters that are specific to processing applied in that step. There are also a set of filters that are common to all steps and provide support for reading and writing distributed images.
The mediator filter provides a common mechanism to read or write a tile, regardless of whether the target is on local or remote disk. Thus, the location of data is transparent to the application filters that delegate the I/O requests to mediator filters on the same node. The mediator filter receives requests from application filters and works with other mediator filters on other nodes to carry out input tile requests. The actual I/O to a local file system is further delegated to a mediator-reader filter, which receives requests from the mediator on the same compute node. The range-fetcher filter is used to hide data retrieval latency. It issues a series of requests on behalf of its application filter to fetch a number of tiles in a sequence. This way, the range-fetcher can work slightly ahead of the application filter, minimizing tile retrieval (either from local disk or from a remote node) latency for the application filter.
B. Z Projection, Normalization, Alignment, Stitching Steps
The Z Projection step generates a single image that aggregates all Z planes in the input image. In this process, max aggregate operator is used. Each output pixel (x, y) contains the brightest or maximum corresponding input pixel (x, y) value across all Z planes. Since each image block contains the entire Z dimension for a subregion in X and Y dimensions, each compute node can independently Z project the data that is assigned to itself without requiring any further communication.
The Normalization step corrects for variances in illumination across tile boundaries and is critical to creating a seamless mosaic of tiles. The first step in normalization is to compute the average intensity tile for the Z-projected plane. An additional offset tile is then computed by taking a minimum projection across all the data in the plane. The contributions of the approximated illumination gradient and the pixel offsets to each tile are then removed to give us a corrected dataset. To compute the average tile, data from the entire Z-plane is needed. In our implementation, each node initially computes an average tile based on the portions of the Z-plane it owns locally. The nodes then perform a global sum and average operation using their partial average tiles. At the end, all nodes will have the finalized average tile. The same procedure is used to compute the offset tile. Using the average and offset tiles, each node then normalizes the portions of the image it owns for each individual Z slice.
The goal of the Alignment step is to determine how partially overlapping tiles should converge upon one another to produce a properly aligned image, eliminating all the overlapping regions [15] . The decomposition of work across compute nodes in this step is as follows. Each compute node is responsible for calculating alignments between any tiles it owns and the tiles immediately to the right and below in X and Y dimensions. With a good declustering most of the time, this means that any pair of alignments requires access to two local tiles to compute their alignment. On the borders between tiles owned by one compute node and another compute node, some network communication is necessary to process the alignments. When the images are large relative to the number of compute nodes, this border communication cost becomes insignificant. One or more alignment filters per compute node can be instantiated (in our experiments, we used only one) to compute pairwise alignments. When all alignments have been made and scored, one maximum spanning tree filter chooses the best alignments and saves the finalized offsets (into the output image) of every tile to the disk to pass this information to the next phase.
The Stitching step produces a final nonoverlapping image from the partially overlapping input tiles using the finalized offsets produced by the automatic alignment step. Even though the final output image will be smaller than the input image (due to the fact that neighboring tiles in the input will overlap), it will be still extremely large; hence, the stitching process generates a tiled version of the output image. If the tile sizes are kept "close" to each other in the input and output images during the stitching process, then each input tile will contribute (map) to only a small subset of the output tiles. In order to reduce communication between the compute nodes, we preserve as much locality as possible and we generate a "conformal" declustering of output tiles, and a mapping, in such a way that the number of tiles and which compute node they reside on are preserved. We make a one-to-one correspondence between ownership regions in the input and output space, and each compute node is responsible for stitching any tiles it owns in the output space. That is, if a compute node owned the first two rows of tiles in the input space, it would own the first two rows of tiles in the output space. In the majority of cases, the image data in the output space derives from image data in the input space on the same compute node. However, on the borders between tiles owned by one compute node, and another compute node, some network communication will be necessary to merge the final result. Since this operation is I/O intensive due to reading and writing of input and output tiles, a single stitching filter per compute node will be usually sufficient to process data owned by the compute node.
C. Warping Step
It is desirable to morph the input image to a predefined 2-D atlas so that researchers can compose region-of-interest queries based on a segmentation of the subject under study (e.g., biological regions of a mouse brain) and compare multiple images of the same subject type using a common reference. Our implementation employs an inverse mapping method [16] as this method ensures computation of all output pixels and avoids creation of "holes" in the warped image. An inverse mapping function takes an output pixel location as input and determines which input pixel maps to the output pixel. In addition to the input and output images, the image warping operation requires a set of control points as input. The set of control points describes how the input image should be morphed. Using the set of control points, the algorithm generates approximate inverse mapping functions that define the spatial correspondence between two images. These functions are used to produce the set of (p o , p i ) pairs, where p o is the output pixel and p i is the corresponding input pixel that will contribute with minimum error to pixel p o . Once the inverse mapping functions have been computed, the mapping phase assigns the color values at pixel p i to p o , for each input and output pixel. The warping algorithm needs to iterate over the output space and determine which areas of the input space to read from.
We have developed an On-Demand Mapper (ODM) scheme [3] for the warping step. Unlike the previous work [17] - [19] , our approach can work out-of-core and places minimum restrictions on the size of the images. Our algorithm also works in a completely decentralized fashion. In our approach, the output image is partitioned into tiles and each output tile is assigned to a processor. Each processor works on a subset of the output tiles at a time; this subset is referred to as the set of "active" output tiles. This set of tiles is created such that the total size of the active tiles fits in memory. The algorithm fetches input tiles on demand to satisfy the needs of a small set of active output tiles. Each node performs computation on the output tiles that it owns. If a node is a symmetric multiprocessor (SMP) machine, multiple warping filter instances are instantiated on the node; each filter carries out warping computations in parallel on different tiles. Each processor iterates over its output space in some order, one tile after another in the set of active tiles. As soon as it has finished warping a tile, the tile is written to local disk. In this way, each output tile is written exactly once. Inverse mapping functions for the set of active tiles are computed before any input tiles are retrieved. The algorithm also computes the set of input tiles that will contribute to the pixels in these output tiles. In our system, an input image is partitioned regularly into rectangular tiles. Thus, the complexity of finding the set of input tiles for a given set of output tiles is O (1) . Once the set of input tiles has been determined, each input tile is read from the local disk or retrieved from the remote processor, on which the input tile is stored. All pixels of the input tile that map to pixels in any of the active output tiles are processed, the pixel values of the corresponding output tiles are updated, and the input tile is evicted from memory. After all the input tiles required for the given set of output tiles have been processed, the output tiles are written to disk. The algorithm moves on to the next set of N active output tiles owned by the node.
IV. EXPERIMENTAL RESULTS
In this section, we present an experimental performance evaluation of our implementation. We evaluate its performance under two main configurations: 1) execution on a single highperformance Grid node and 2) execution across two Grid nodes. We refer the reader to our earlier papers for results on execution within a single high-performance Grid node [2] , [3] . The largest real image we obtained from a confocal microscope had an uncompressed data size of about 63 GB. To show scalability in our results, we scaled up the real images by generating replicas of these smaller images, reproducing tiles to the right, below, and the lower right. This enabled an easy scale up by a factor of 4.
We carried out our experiments using two clusters, each representing a high-performance Grid node. The first cluster is referred to here as the RII-MEMORY. It consists of 32 dualprocessor nodes equipped with 2.4 GHz AMD Opteron processors and 8 GB of memory, interconnected by both an Infiniband and 1 Gb/s Ethernet network. The storage system consists of 2 × 250 GB SATA disks installed locally on each compute node, joined into a 437 GB RAID0 volume with a RAID block size of 256 KB. The maximum disk bandwidth available per node is around 35 MB/s for sequential reads and 55 MB/s for sequential writes. The second cluster, called the RII-COMPUTE, is a heterogeneous 32-node cluster, consisting of a mixture of dualprocessor 2.7 GHz AMD Opteron 254 nodes with 4 GB of memory and dual-processor 3.2 GHz Intel Xeon nodes with 2 GB of memory, all interconnected by both Infiniband and 1 Gb/s Ethernet network. The RII-MEMORY and RII-COMPUTE clusters are connected through a 10-Gb wide-area network connectioneach node is connected to the network via a gigabit card; we observed about 8-Gb/s application-level aggregate bandwidth between the two clusters. In our experiments, the image datasets reside on one of the clusters, the RII-MEMORY cluster. However, our application filters for each stage of the pipeline may execute either on the same cluster "local" to the data or on a different "remote" Grid node.
In the first set of experiments, we show how our framework supports the split execution of a pipeline of image analysis operations. That is, we execute certain stages of the pipeline on a cluster that is remote with respect to the location of the data. These experiments were conducted on small-scale data with the goal being to use the trends in the results in order to justify the idea of split pipeline execution. In these experiments, we partitioned a 5 GB image (15360×14400×3 pixels) dataset across the nodes of the RII-MEMORY.
In the first configuration, we placed application filters for each stage of our pipeline on the same nodes of the RII-MEMORY cluster that host the data. In other words, the application filters were placed on the "local" cluster. In the second configuration, we placed the application filters on the nodes of the "remote" RII-COMPUTE cluster. This setup would take advantage of the faster processors and network on the RII-COMPUTE nodes by performing the computations on that cluster. The application filters on RII-COMPUTE retrieved data from and wrote data to the RII-MEMORY nodes over the wide-area gigabit connection. This is possible with the use of the mediator filters that provide transparent data access for the application filters. We placed the application filters on the same number of nodes under both configurations. In other words, the second configuration has a one-to-one mapping between the nodes of the two clusters. Even though the filters operate on remote data, Fig. 2 shows that we observe linear scalability as we increase the number of nodes.
We also compared the performance under the local and remote configurations for a fixed number of nodes. Fig. 3(a) shows that the Z-projection and stitching stages of our pipeline execute faster with local application filters, whereas the normalization and alignment stages perform better under the remote configuration. We observed that this trend holds even as the number of nodes is varied. Fig. 3(b) shows the percentage of this overall time that is spent purely in the computation phase of the application filters for that stage. From these results, we observe that a stage must necessarily be characterized by a high volume of computation to benefit from remote execution on faster nodes. The warping stage, however, performs better under the local configuration despite being a computationally intensive task. This is because the warping stage, unlike the normalization and alignment stages, is also characterized by large amounts of I/O. We conclude that if an operation in the pipeline performs large amounts of computation relative to the amount of I/O, the operation should be executed remotely on the same number of nodes, but on nodes with faster processors in order to improve its performance.
This observation directly impacts the performance of our pipeline. We can now split the execution of our pipeline such that the filters for the normalization and alignment stages run remotely while the remaining stages run locally. This way, we can achieve the least turnaround time for each individual stage and the best end-to-end performance for the entire pipeline. As an extension to our filter placement strategy, we can support newer configurations, where the filters on the remote cluster can perform local I/O. For instance, the normalization stage is immediately followed by the autoalignment stage in the pipeline. When both clusters have comparable storage systems, the normalization filters could write their output onto disks local to the remote cluster, so that the autoalignment stage can benefit from local reads.
In the second set of experiments, we show the improvement in overall turnaround time for the pipeline, when its execution is performed using multiple Grid nodes. The experiments were conducted with medium-scale data. We partitioned a 256 GB image (159744 × 197760 × 3 pixels) dataset across 16 nodes of the RII-MEMORY cluster. The first two sets of configurations in Fig. 4 show the performance for each stage as well as the total time taken to complete the pipeline under exclusively local and exclusively remote configurations. The third configuration in the figure represents a hybrid between the exclusively local and remote configurations; in other words, we place the filters for the normalization and alignment stages on the RII-COMPUTE cluster and the remaining filters on RII-MEMORY. As we observe from the figure, for this image, the hybrid configuration takes about 26 640 s and we save 15 min by availing of the opportunity to execute pipeline stages across clusters. If we factor in several such images, we end up saving significant amount of time.
In our final experiment, we executed the pipeline on a large image that was 0.5 TB in size. We used 64 nodes, 32 nodes from the RII-MEMORY cluster and 32 nodes from the RII-COMPUTE cluster. This setup corresponds to a version of the previous experiment (with 256-GB image dataset), where both the image size and the number of nodes have been scaled up by a factor of 2. We used the hybrid configuration for the placement of filters, where the normalize and alignment filters ran remotely. We observed that the total time taken was 30 131 s, which represents good scalability as compared to the previous experiment (which took 26 640 s). The difference can be attributed to more data being exchanged over the wide area and the overhead of extra setup time incurred by doubling the number of nodes.
V. CONCLUSION
In this paper, we investigated the use of a Grid middleware to support the execution of a workflow of complex image analysis operations commonly encountered in digital confocal microscopy. Given that modern-day Grids are increasingly composed of well-connected powerful cluster machines, we postulate that a distributed framework for large-scale image analysis must provide high performance within and across such Grid nodes. Our framework is designed to handle the analysis of extremely large image data. We show that our implementation can handle terabyte-scale image datasets and can utilize multiple Grid nodes to achieve high performance.
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