In this paper we evaluate whether the assimilation of remotely-sensed optical data into a marine ecosystem model improves the simulation of biogeochemistry in a shelf sea. A localized Ensemble Kalman filter was used to assimilate weekly diffuse light attenuation coefficient data, K d (443) from SeaWiFs, into an ecosystem model of the western English Channel. The spatial distributions of (unassimilated) surface chlorophyll from satellite, and a multivariate time series of eighteen biogeochemical and optical variables measured in situ at one long-term monitoring site were used to evaluate the system performance for the year 2006. Assimilation reduced the root mean square error and improved the correlation with the assimilated K d (443) observations, for both the analysis and, to a lesser extent, the forecast estimates, when compared to the reference model simulation. Improvements in the simulation of (unassimilated) ocean colour chlorophyll were less evident, and in some parts of the Channel the simulation of this data deteriorated. The estimation errors for the (unassimilated) in situ data were reduced for most variables with some exceptions, e.g. dissolved nitrogen. Importantly, the assimilation adjusted the balance of ecosystem processes by shifting the simulated food web towards the microbial loop, thus improving the estimation of some properties, e.g. total particulate carbon. Assimilation of K d (443) outperformed a comparative chlorophyll assimilation experiment, in both the estimation of ocean colour data and in the simulation of independent in situ data. These results are related to relatively low error in K d (443) data, and because it is a bulk optical property of marine ecosystems. Assimilation of remotely-sensed optical properties is a promising approach to improve the simulation of biogeochemical and optical variables that are relevant for ecosystem functioning and climate change studies.
Introduction
Assimilation of satellite ocean colour products into marine ecosystem models is a promising approach towards improving the simulation of biogeochemical variables that are relevant for management and climate change studies (see, e.g., the review by Gregg et al., 2009) .
Data assimilation merges models and observations, with the goal of improving the estimates obtained separately from simulation and monitoring efforts. For example, assimilation of satellite chlorophyll improved the simulation of nutrients, plankton types and total particulate nitrogen and carbon in a shelf-sea (Ciavatta et al., 2011) ; surface nitrate in the North Atlantic ocean (Fontana et al., 2013) ; and primary production, nitrogen and zooplankton in global ocean models (Gregg, 2008; Ford et al., 2012) . Ocean colour assimilation can also have negligible or deleterious effects on the estimates of unassimilated data, as a consequence of limitations in the assimilation scheme and its tuning, deficiencies in the model, and errors in the assimilated data. For example, Triantafyllou et al. (2007) showed the high sensitivity of chlorophyll forecasts to the inflation parameter which partially accounts for the model error in the Singular Evolutive Extended Kalman (SEEK) scheme. Ciavatta et al. (2011) argued that a defective parameterization of the phytoplankton functional types (PFTs) may limit assimilation improvements of the PFT simulation in a shelf-sea. Gregg (2008) showed that the bias of satellite chlorophyll data induced by other dissolved optical compounds (e.g. coloured dissolved organic matter) influenced the assimilation performance in regions close to large riverine discharges in the global ocean.
Modelling optical properties of seawater may be useful for improving the simulation of biogeochemical variables in oceanic and coastal areas (see e.g. Fujii et al., 2007) . Bio-optical modelling exploits the causal links between optical properties and key biogeochemical variables and processes, enhancing the simulation realism for marine ecosystems (Fujii et al., 2007) . In addition, satellite optical properties can be retrieved with lower errors than chlorophyll, particularly in shelf-seas which are often affected by terrestrial inputs of coloured matter (see, e.g., Lee et al., 2005b; Saba et al., 2011; Zhao et al., 2013) .
Ecosystem models that include the description of water optical properties have been proposed and successfully applied in marine studies (e.g. Gregg and Walsh, 1992; Bissett et al., 1999 Bissett et al., , 2005 Manizza et al., 2005; Fujii et al., 2007; Mouw et al., 2012) . However, the assimilation of satellite-derived optical data into ecosystem models is still in its infancy. Shulman et al. (2013) demonstrated that the assimilation of phytoplankton absorption can improve the short-term predictions of chlorophyll and PFT ratios, in a five-day assimilative simulation in the Monterey Bay. However, to the authors' knowledge, the benefits of assimilating satellite-derived optical data for long-term biogeochemical simulations have yet to be tested.
The objective of this work is to assess the skill of assimilating remotely-sensed diffuse attenuation coefficient for the yearly simulation of biogeochemical variables in a shelf-sea.
The study area is the western English Channel, a shelf-sea region that includes both case I and case II waters (Groom et al., 2009 ). Diffuse attenuation coefficient in the blue band, K d (443), measured by the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) was assimilated into a coupled optical-ecosystem model of the western English Channel. The model couples the biogeochemical European Regional Seas Ecosystem Model (ERSEM, Blackford et al., 2004 , as applied to the study region by Lewis and Allen, 2009) , with a biooptical module, based on Lee et al. (2005a) . The assimilation scheme is the Ensemble Kalman filter (EnKF) (Evensen, 1994 (Evensen, , 2003 , which was implemented for the assimilation of chlorophyll in the western English Channel model by Ciavatta et al. (2011) and has been adapted to the assimilation of the diffuse attenuation coefficient in the present work. The outputs of the reference model run (i.e. a run without assimilation) and the output of assimilation for year 2006 were compared quantitatively with unassimilated chlorophyll distributions from SeaWiFS, and with a multivariate time series of eighteen optical and biogeochemical variables measured in situ, weekly, at one sampling site of the English Channel. We also ran a supplementary assimilation experiment with SeaWiFS chlorophyll data, based on the assimilation system by Ciavatta et al. (2011) , to provide a comparison of the simulation skills of assimilating the two different ocean colour products. It is worth mentioning that the biogeochemical model ERSEM has been used in several previous assimilative works, including the use of the Ensemble Kalman filter Torres et al., 2006; Ciavatta et al., 2011) , as well as the Singular Evolutive Interpolated Kalman filter (SEIK, Triantafyllou et al., 2003 Triantafyllou et al., , 2013 Korres et al., 2012) , the Singular Evolutive Extended Kalman filter (SEEK, Hoteit et al., 2003 Hoteit et al., , 2004 Triantafyllou et al., 2005; Korres et al., 2012) and its fixed basis and partially-local variants . However, the present work is the first application of ERSEM coupled with a bio-optical module for the assimilation of optical data.
The paper is structured as follows. In Section 'Material and methods', we describe the western English Channel model, the set-up of the EnKF assimilation scheme, the data, and the metrics applied for skill assessment. In Section 'Results and discussion', the results are presented and discussed. The simulation of remotely sensed K d (443) and chlorophyll data is first assessed in space by investigating the spatial distributions of the skill metrics (Section 'Skill in simulating K d (443) and chlorophyll spatial distributions'), and then assessed in time by comparing the temporal evolution of the satellite data and model output at three representative sites (Section 'Skill in simulating the satellite data evolution in representative areas'). Subsequently, the simulation of the independent in situ data is evaluated (Sections 'Simulation of the optical and biogeochemical data at L4'), and the impact of data assimilation on the simulated biogeochemical processes is discussed (Sections 'Assimilation impact on ecosystem process modelling'). A comparison between the performance of K d (443) and chlorophyll assimilation is presented in Section 'Comparing K d (443) and chlorophyll assimilation skill'. Concluding remarks are pointed out in Section 'Summary and conclusions'.
Material and methods

The western English Channel model
The coupled hydrodynamic-biogeochemical model
The coupled model ( Fig. 1 ) (Lewis and Allen, 2009 ) describes the hydrodynamics of the western English Channel using the Proudman Oceanographic Laboratory Coastal Ocean Modelling System (POLCOMS) (Holt and James, 2001) , which is a three-dimensional, baroclinic, finite difference primitive equation model formulated on an Arakawa B-grid. Temperature and salinity are prognostic variables. The hydrodynamic module includes a vertical-turbulence model and calculations of horizontal pressure gradients (Holt and James, 2001) .
The biogeochemical dynamics are described by the European Regional Seas Ecosystem model (ERSEM) (Baretta et al., 1995) , and we refer to Blackford et al. (2004) for an extensive description of the model version used in this work (ERSEM-2004) . The model has 49 biogeochemical state variables and it applies a functional type approach. Primary producers are split into four size-based phytoplankton functional types (PFTs): diatoms, phytoflagellates, picophytoplankton and dinoflagellates. Each of these is defined in terms of its content of chlorophyll, carbon, nitrogen, phosphate, and (for diatoms only) silicate. In the PFTs, the stoichiometric ratios of chlorophyll-to-carbon and nutrients-to-carbon ratios are time variable (Geider et al., 1997; Baretta-Bekker et al., 1997) . Three functional types of zooplankton, i.e. mesozooplankton, microzooplankton, and heterotrophic nanoflagellates (HNAN), prey on the different PFTs, as a function of their size. Besides the PFTs, the model describes the dynamics of other optically-active compounds: particulate matter (distinguished in three classes: small, medium and large) and labile and semi-labile dissolved organic matter. The model also includes the dynamics of one bacterial functional group, dissolved inorganic nutrients, oxygen and carbon dioxide. A benthic return module was used to simulate the nutrient fluxes from sediments to the water column.
Bio-optical module
The bio-optical module describes the spatio-temporal changes of the spectral diffuse attenuation coefficients, K d (k), at three optical bands (blue: k = 443 nm, green: k = 555 nm, red: k = 670 nm). 
where h is the solar zenith angle. The total absorption a TOT (k) was decomposed in the contributions of the absorptions (a i ) by phytoplankton (phy), non-algal particles (NAP), coloured dissolved organic matter (CDOM), and seawater (sw) (see, e.g., Kirk, 1983) : The contributions a i and b b,i in Eqs. (2) and (3) were modelled using the equations and parameterization in Appendix A.
In the coupled optical-ecosystem model, the spectral K d (k) in Eq. (1) determines the underwater spectral light field according to the classic Beer-Lambert formulation. The spectral downward irradiance at the sea surface was computed at each k by using the spectral atmospheric radiative transfer model by Gregg and Carder (1990) , modified according to Reed (1977) to include the effects of clouds. The spectral irradiances are then integrated into three broad bands that are representative of the blue (400-500 nm), green (500-600 nm) and red (600-700 nm) regions of the visible spectrum (see Manizza et al. (2005) for a comparable approach with a global ecosystem model).
Assimilation scheme
The western English Channel assimilation system for ocean colour (Ciavatta et al., 2011 ) is based on the Ensemble Kalman filter (EnKF) (Evensen, 1994) , in its localized version by Evensen (2003) . The EnKF is a Monte Carlo method (Evensen, 1994) , where an initial ensemble of N state vectors x i , using equations similar to Eqs. (5) and (6) (Evensen, 2003) . The analysis ensemble estimated in Eq. (8) at time i is then used to produce a new state forecast for time i + 1 (Eq. (4)), in a sequential procedure that estimates the evolution of the model variables over the time window spanned by the assimilated observations.
In our application of the EnKF, we used the approach by Evensen (2003) , which computes the innovations and observation error covariance matrix (Eq. (7) and R in Eq. (9)) by using an ensemble of perturbed observations. This approach has been applied with large dimensional ocean models (e.g. Natvik and Evensen, 2003; Ciavatta et al., 2011; Hu et al., 2012; Storto et al., 2013) , also because of its computational efficiency (Nerger et al., 2005) . However, it is known that this approach introduces additional sampling errors and may induce loss of rank in the analysis ensemble, in particular when the number of independent observation is larger than the ensemble size (Whitaker and Hamill, 2002; Kepert, 2004; Nerger et al., 2005) . These issues can be exacerbated by temporal/spatial interpolation of the assimilated data, which can enhance dependencies among observations. In applications where these issues become critical, deterministic variants of the EnKF that do not require perturbed observations may be applied (see the reviews by Nerger et al. (2005) and Sun et al. (2009) ).
Set-up of the assimilation scheme
Following Ciavatta et al. (2011) , we used the EnKF with an ensemble size of N = 100 and the analysis was carried out on each grid point applying a ''local analysis'' (Evensen, 2003) , i.e. by accounting only for the observations and the states within a pre-defined distance (radius) from the grid point. The radius varies from 25 km, at depths greater than 40 m, to 10 km at shallower locations. The analyzed state vector included forty-seven out of the forty-nine biogeochemical state variables (the two gas components were excluded in analogy with Ciavatta et al., 2011) , and it was augmented with K d (443) as diagnostic variable directly comparable with the observations (Evensen, 2003) . The other bio-optical components are diagnostic variables computed in the forecast step, using Eqs. (A.1)-(A.9) in Appendix A.
Model variables and observations were log-transformed prior to the analysis, to guarantee positivity of the solutions (Janjić et al., 2014 ; and see Torres et al., 2006; Nerger and Gregg, 2008; and Ciavatta et al., 2011 , for analogous approaches in biogeochemical assimilation).
The observational error of the satellite data was set rel = 20% of the K d (443) values. This is a conservative error, larger than 11% computed by Lee et al. (2005b) and 13% for K d (490) computed by Zhao et al. (2013) , in both oceanic and coastal waters. Spatially correlated observation errors were generated by scaling twodimensional pseudo-random fields by rel (Evensen, 1994) , with order 10 2 km decorrelation, to account for spatial patterns in ocean colour uncertainty (Maritorena et al., 2010 ; and see also Ford et al., 2012) . Model error in the EnKF forecast is generated by perturbing the diffuse attenuation coefficients, thus inducing fluctuations in the underwater light field that drives photosynthesis (Torres et al., 2006 ; and see comparable perturbation of forcing in, e.g., Natvik and Evensen, 2003; Simon and Bertino, 2009 ). Specifically, pseudo-random Gaussian errors with standard deviation equal to 20% of the K d (443) values were applied to each ensemble member, at every model time-step, during the forecast phase. Model error was also added to all the remaining model variables at the end of the forecast phase, prior to the analysis, as pseudorandom Gaussian fields with standard deviation equal to 10% of the value of the variables. This error was lowered to 5% for variables defining the dissolved and particulate organic concentrations, to avoid divergences in the concentrations of the largest pool in the model, as suggested by Torres et al. (2006) . This ''additive error'' is applied in order to guarantee sufficient spread in the EnKF ensemble, thus avoiding possible filter divergence (Hamill and Whitaker, 2005 ). An alternative approach is the ''covariance inflation'', where ensemble member's deviations about their mean are inflated by a constant factor (e.g. Hamill and Whitaker, 2005; Hu et al., 2012) , or where adaptive factors can be used to introduce variable inflation in the EnKF covariance matrix (see e.g. Luo and Hoteit (2011) and Triantafyllou et al. (2013) for an application with a marine ecosystem model and the SEIK filter).
Following Evensen (2003) , the ensemble initial conditions for January 2006 were defined by running a spin-up ensemble simulation for winter 2006, where the underwater light fields were stochastically perturbed, as in the EnKF forecast step described above (see similar applications in Natvik and Evensen (2003) and Torres et al. (2006) ). In turn, the spin-up ensemble simulation was initialized by perturbing the initial conditions of the reference simulation, which had been spun-up for five years using the forcing and boundaries of year 2006.
To provide comparative results between the performances of K d (443) versus chlorophyll assimilation in estimating the in situ data, we ran a yearlong assimilation of SeaWiFS chlorophyll data for year 2006. This run used the same model configuration and assimilation set-up applied for K d (443), but it accounted for the higher error of satellite chlorophyll retrievals. We used the empirical error equation proposed by Ciavatta et al. (2011) , which defines the error at $60% of the chlorophyll concentrations in coastal grid points and 35% in the open-shelf (see, e.g., Saba et al., 2011) . Finally, to better understand the relevance of the different errors of K d (443) and chlorophyll observations, we performed a one year-long sensitivity test for chlorophyll assimilation, by setting the percentage error to 20% of the data value, i.e. as in K d (443) assimilation. The results of the test are presented in Appendix C.
Data
Global, eight-day composites of K d (443) at 9 km resolution, derived from SeaWiFS ocean colour data using the method of Lee et al. (2005b) , were downloaded from the OceanColor Web site (oceancolor.gsfc.nasa.gov; reprocessing version R2010.0). The data was downscaled to the 7 km model grid, and the eight day composites were interpolated in time to compute daily products. Then the daily products were merged, providing the five-day assimilated composites. The date of each composite was set equal to the middle day of the composite. Eight-day composites of SeaWiFS chlorophyll data, derived using the OC4v4 algorithm at 9 km resolution (oceancolor.gsfc.nasa.gov; reprocessing version R2010.0), were processed in the same way, and applied for skill assessment and in the chlorophyll assimilation experiment. The satellite K d (443) and chlorophyll data are presented in Figs. 2 and 3, respectively, which show the annual average values of the data and their coefficient of variations (CV, the ratio among the annual standard deviation and average), at each point of the model domain.
We note that the merging and spatial regridding of satellite data described above are common practice in ocean colour assimilation (see e.g. Triantafyllou et al., 2007; Fontana et al., 2013; Mattern et al., 2013; Teruzzi et al., 2014) . On the one hand, daily products may suffer from large number of missing data due to cloud cover. On the other hand, the spatial regridding through off-line projection of data onto the model grid is a relatively simple procedure to match-up satellite observations with model output. However, the straight use of data and the interpolation of model output on the observation grid through the operator H in Eq. (7) is in principle recommendable (Brasseur, 2006; Ford et al., 2012) . We accounted in part for error patterns introduced by data regridding through setting spatially correlated observation errors (see (Bertino et al., 2003) , although increased temporal structures of the error remained unrepresented (see Section ''Set-up of the assimilation scheme'').
The biogeochemical data used to evaluate the assimilation skill were measured weekly at the long-term monitoring station ''L4'' of the Western Channel Observatory, situated $10 km south of Plymouth (50°15'N, 04°13'W, water depth $55 m). L4 is a hydrodynamically complex site that is influenced by the outflows from the river Tamar and exhibits seasonal stratification in summer (Smyth et al., 2010) . Concerning the optical properties, L4 can be classified as a case I or case II site depending upon the season, the optical parameter and the wavelength (Groom et al., 2009 ).
The in situ data and the details of the sampling protocols and analytical methods are available at the western Channel observatory website (www.westernchannelobservatory.org.uk) and, for the optical properties, in Groom et al. (2009) and Tilstone et al. (2012) .
Skill metrics
The skill of the reference and assimilation runs were evaluated using three skill metrics (see, e.g., Ciavatta et al. (2011) for RMSE evaluates the magnitude of the overall mismatches between the model estimates and the observations. Pbias is the ratio between the model-to-data mismatch normalized by the data: it quantifies unidirectional deviations of the estimates. The lower the RMSE and Pbias (in absolute value), the closer are the estimates to the observations (high skill). The correlation r measures the model ability to reproduce the main intra-annual patterns of the data. When the data show no seasonality, the correlation measures the model performance in resolving short-term fluctuations. Values of r equal to one indicate a linear, positive correspondence between the fluctuations of data and estimates (high skill). We applied Pearson's correlation to assess linear relationships among model and data of a single variable, i.e. as a skill metric (see, e.g., Gregg et al., 2009 ). The Spearman rank correlation was used in Section 'Skill in simulating the satellite data evolution in representative areas' to assess monotonic correspondence between in situ data of different variables, i.e. as a non-parametric exploratory statistic (see, e.g., Sheskin, 2011) .
When comparing the assimilation (DA) and reference (ref) skill in estimating the satellite or in situ data, differences of the metrics values were computed as Dmetric = metric DA À metric ref , using absolute values for Pbias, and normalizing by metric ref in the case of RMSE differences. We assumed that a positive difference of correlation indicates that assimilation has a better skill, because its correlation is ''closer to 1'', when compared with the reference; negative differences indicate a worse skill. When comparing K d (443) and chlorophyll (chl) assimilation, differences in metrics were computed as Dmetric = metric Kd À metric chl. , and normalized by metric chl in the case of RMSE differences.
The metrics for the EnKF output versus the satellite observations were computed before the assimilation of the data (i.e. for the EnKF ''forecast'', Eq. (4)), as well as after assimilation (i.e. for the EnKF ''analysis'', Eq. (8)).
Set-up of the simulations
The reference model run and data assimilation were applied to simulate year 2006. The lateral boundary data for the biogeochemical and physical variables were extracted from POLCOMS-ERSEM model simulations of the North-West European Continental Shelf (MRCS) domain, run operationally at the UK Met Office (Lewis and Allen, 2009; Siddorn et al., 2007) . In turn, the MRCS model is forced at the boundaries with temperature, salinity, barotropic velocity, and sea-surface height from the Met Office Atlantic Margin Model (AMM) (Siddorn et al., 2007) .
The simulation was forced with the operational meteorological data of the European Centre for Medium-Range Weather Forecasts (ECMWF), downloaded from the British Atmospheric Data Centre (BADC, www.badc.nerc.ac.uk). The data set includes six-hourly surface values of wind, relative humidity, pressure, air temperature and cloud cover. The solar irradiance and zenith angle are calculated as a function of the latitude, day of the year and time. The freshwater and nutrient loads from eight rivers were input as climatological daily means (Lewis and Allen, 2009) .
ERSEM-2004 does not describe the dynamics of the refractory dissolved organic carbon (DOC2 in Eq. (A.8)) and particulate inorganic minerals (PIM in Eqs. (3) and (A.2)). As a first approximation, these variables were derived from the simulation of a passive tracer that is discharged from rivers, transported in the western English was tuned to match the data of CDOM absorption at L4 from January to March (included). Therefore, the winter a CDOM data were not used to compute the skill metrics. PIM was parameterized by scaling the passive tracer to meet the annual average of 560 mg m À3 measured at L4 in the years 2003 -2004 (Groom et al., 2009 .
Results and discussion
Skill in simulating K d (443) and chlorophyll spatial distributions
The reference and assimilative estimates of K d (443) and chlorophyll are compared with the annual averages of the satellite data in Figs. 2 and 3, respectively, while Figs. 4-7 show the skill in simulating the evolution of the weekly observations at each grid point of the western English Channel.
Assimilation of satellite K d (443) improved the model simulation of the light attenuation coefficient. Fig. 2 illustrates that, in general, assimilation analysis mitigated the model overestimation of the satellite data along the coast as well as at the open-shelf, where negative boundary effects are evident in the reference model (see to this regard Ciavatta et al., 2011) . However, K d (443) remained overestimated in the south-west boundary of the study area. Fig. 4 confirms that the EnKF analysis (Eq. (8)) has a lower RMSE and higher correlation with the satellite data, with respect to the reference run, for most of the model domain. In particular, the assimilation improved the simulation in areas where the model skill was poor, e.g. in coastal and deeper areas where the correlation with data was in some cases negative (see Fig. 4 and discussion in Section 'Skill in simulating the satellite data evolution in representative areas').
One-week EnKF forecasts of K d (443) (Eq. (4)) had better skill than the reference run in several areas, including the internal part of the Channel and the British coast (Fig. 5) . However, the estimates deteriorated in other parts of the region, e.g. in the Celtic Sea (north-west boundary) and in an area close to point S1 in Fig. 5 .
Assimilation of K d (443) brought less evident benefits to the analysis of the (unassimilated) surface chlorophyll. Fig. 3 shows that K d (443) assimilation slightly decreased the model overestimation of chlorophyll in part of the western region and off the Cornish coast, but the high chlorophyll values in the middle of the channel remained underestimated. Fig. 6 confirms that assimilation decreased the RMSE at the edge of the English Channel, along $6°W. Assimilation reduced a model overestimation of chlorophyll, which was due to an unobserved phytoplankton bloom in summer in the reference simulation (not shown). However, deteriorations were also evident. The RMSE increased in the Celtic Sea at north-west and at the south boundary, while correlation decreased in the central part of the channel, along $4°W. Changes were less relevant in the remaining areas of the western English Channel.
Finally, the maps of skill changes for the chlorophyll forecasts ( Fig. 7 ) reflect smoothly the values for the chlorophyll analysis ( Fig. 6 ), indicating that, on average, the system keeps some memory of the analysis corrections of the chlorophyll fields, throughout the one-week forecast steps. However, as for the analysis, these forecasts do not represent a significant improvement of the reference estimates of chlorophyll distribution.
While improvements in the analysis of the assimilated variable shown in Fig. 4 are expected from a properly tuned assimilation system (Gregg et al., 2009 ), forecasting the not-yet-assimilated data (Fig. 5) or the not-assimilated-variables ( Fig. 7 ) are challenging tasks for state-of-the-art operational forecasting systems (e.g. Ford et al., 2012; Teruzzi et al., 2014) . In principle, the re-initialization of the assimilated variable closer to the data should improve also the forecast of the next available data, with respect to the reference run. However, re-initialized biogeochemical simulations often tend to converge back to the reference simulation Gregg, 2008; Hu et al., 2012) because of the effect of hydrodynamics, forcing and boundaries values (see Friedrichs et al., 2006 for a discussion on the relevance of hydrodynamics in the context of biogeochemical data assimilation). Furthermore, the analysis can produce changes in some variables (e.g. generate a phytoplankton bloom) that are not sustained by changes in the un-assimilated variables (e.g. by nutrient increase), thus that the biogeochemical dynamics progressively counteract the assimilation corrections (e.g. the bloom declines) (Teruzzi et al., 2014) .
On the other hand, multivariate analysis can produce values that are not consistent with the simulated model dynamics, e.g. outlier nutrient values, thus developing simulation instabilities that can deteriorate the forecasts of both the assimilated and unassimilated variables (Ciavatta et al., 2011) .
Skill in simulating the satellite data evolution in representative areas
The spatial distribution of the model and assimilation skill in simulating satellite data is related to the optical characteristics of the different areas of the western English Channel. In general, the model had better skill in simulating K d (443) in areas where phytoplankton was the main driver of the optical dynamics (i.e., in Case I waters), than in areas where other processes were more relevant, e.g. vertical mixing and riverine discharges of optical active compounds (Case II waters). Furthermore, the model had the poorest correlation skill where K d (443) had low seasonal variability.
The above findings are illustrated in Fig. 8 , showing the time evolution of the outputs and satellite data at three representative sites (S1, S2 and L4 indicated in Figs. 4-7) . At site S1, phytoplankton absorption appears to be the main driver of K d (443), as suggested by the correlation among the chlorophyll and K d data (Spearman rank correlation 0.94). There, the annual variability was relatively high for both K d (443) and chlorophyll data: the coefficient of variations, CV, were $50% and 100%, respectively. The seasonal cycles of both variables were characterized by higher values in spring and summer. The model had good skill in simulating the seasonal cycle of K d (443) and assimilation improved the estimates in August and September. However, in these months, the analysis also drove a decrease of chlorophyll concentration, which explains the deterioration of the annual chlorophyll RMSE and correlation at S1 (Fig. 8) , as well as along $4°W (Fig. 5) . In this area, the late-summer peaks of chlorophyll are due to massive blooms of vertically mobile, mixotrophic dinoflagellates (Smyth et al., 2010) , which the western English Channel ecosystem model does not explicitly describe (Lewis and Allen, 2009 ).
At S2, we found the lowest, negative model correlation with K d (443) data in the western English Channel (r $ À0.6); this result is attributable to the low seasonality in the observations (CV equal to 20% and 27% for K d and chlorophyll, respectively). The data fluctuated around the mean annual value. The reference simulation underestimated the winter and autumn K d data, but laid within the error bounds of the observations in most cases, as confirmed by the relative low RMSE. Extending these considerations to the deeper waters of the western English Channel (>50 m), we found that in 80% of the cases where the reference correlation skill was negative, the seasonal cycle of the attenuation coefficient was relatively low (CV < 35%: this threshold was chosen arbitrarily as the average value between CV of K d at S1 and S2). Where CV is low, a negative correlation skill indicates poor performance in simulating weekly fluctuations, rather than seasonal cycles. Skilled simulation of short-term fluctuations is still a challenging task for complex marine ecosystem models (see, e.g., Allen et al., 2007; Stow et al., 2009; Shulman et al., 2013) .
At S2, the low seasonality of K d (443) was linked to the low seasonality of chlorophyll, as also observed in other parts of the domain. The coefficient of variation of K d (443) and chlorophyll data are correlated in the western English Channel (Figs. 2 and 3 , Spearman rank correlation = 0.59). Where both seasonalities are low, processes other than plankton blooms can be important drivers of the ecosystem and optical dynamics. In the S2 area, the inflows of optical active matter from the eastern channel (see the high K d (443) values at the east boundary in Fig. 2) , as well as the vertical mixing of the water column throughout the year (Southward et al., 2005) , may limit the seasonal phytoplankton dynamics.
At the coastal site L4 (Fig. 8) , processes such as primary production, riverine discharges and seasonal stratification all contribute to the annual cycle of the optical properties (Groom et al., 2009) . The cycle of the K d (443) satellite data is characterized by higher values in winter and autumn than in summer, and is correlated with the cycle of the chlorophyll data (Spearman rank correlation = 0.92). However, we note that the high values of K d (443) cannot represent just phytoplankton absorption in October, since in this month the chlorophyll concentrations were relatively low (Fig. 8) . The model underestimated the peak K d (443) values and overestimated the summer ones at L4. Similar evolutions were observed at other sites in the coastal shallow areas. In Section 'Evolution of the assimilation performance' we argue that the suboptimal model performance in coastal areas can be related to the use of climatological and parameterized riverine inputs (see Section 'Set-up of the simulations'), as well as to the missing representation of sediment resuspension in the model. However, here we suggest that the mismatches between simulations and observations can be due in part also to large errors in the satellite data in coastal areas. This holds in particular for chlorophyll, since terrestrial CDOM can affect the retrieval algorithms (IOCCG, 2000) , while K d (443) is a bulk measurement that explicitly includes the contribution of a CDOM , amongst the other optically active components (Lee et al., 2005b) . Simulation of the optical and biogeochemical data at L4
Annual skill metrics
The skill metrics of the reference and assimilative simulations of the in situ data are listed in Tables 1, B .2 and B.3 (in Appendix B) and they are compared in Fig. 9 . Assimilation of satellite K d (443) improved, in general, the simulation of the optical and biogeochemical variables observed at L4. However, errors slightly increased for nutrients, as well as for non-algal particle absorption (a NAP ). Table 1 shows that the mean annual value of the data was in some cases lower than the standard deviation (in particular for the plankton component) indicating a remarkable temporal variability of the biogeochemical variables. The reference RMSE had in general comparable or higher values than the standard deviation (e.g. for TPC). Assimilation decreased the reference RMSE and bias, and increased the correlation for many simulated variables: twelve (out of eighteen) for RMSE, eleven for PBias and ten for correlation. However, changes were negligible for some variables, with respect the whole set of metrics, e.g. the carbon biomass of dinoflagellates (P4C) and microzooplankton (Z5C), while the simulation of other variables was deteriorated, e.g. ammonia.
The overall improvement of the biogeochemical simulation is illustrated by the total particulate nitrogen and carbon (TPC and TPN, respectively). For these variables, the reference correlation increased and RMSE decreased by $10%, although the bias for TPN augmented slightly. TPC and TPN are the sum of eleven model variables (including all the plankton and detritus types), thus suggesting an improvement of the simulation throughout the whole model structure.
Data assimilation indicates that phytoplankton and CDOM were critical components of the simulated ecosystem at the L4 site, by imposing strong corrections to the optical properties associated to these two components (Fig. 9) . The RMSE and bias of the a phy (443) estimates were reduced by 20%, and the correlation of a CDOM (443) was increased by DCorr = +0.16. However, we note that the correlation of a CDOM remained low despite the increase, highlighting that assimilation can mitigate but not ''fix'' relevant model deficiencies, such as our simplistic simulation of riverine inputs of CDOM.
Evolution of the assimilation performance
In general, the reference simulation and K d (443) assimilation outputs both captured the average values of the in situ observations (see representative variables in Fig. 10 ), as well as the main seasonal features of the system (e.g. high-nutrients/lowbiomasses in winter and autumn, low-nutrients/high-biomasses in spring and summer). The model also resolved the seasonal pattern of phytoplankton absorption, while K d (443) as well as absorptions by CDOM and non-algal particles had less evident seasonal cycles.
Looking at the phytoplankton functional types (PFTs), the reference simulation had in general good skill in simulating the evolution of phytoflagellates, apart from the unobserved spring peaks (Fig. 10) . However, the model performed rather poorly for diatoms and dinoflagellates (see the high values of the annual RMSE and bias, and the low correlations in Table 1 ). Simulated diatoms were overestimated in winter and summer (not shown), fuelled by overestimated concentrations of dissolved inorganic nitrogen (Fig. 10) . The reference simulation was not capable of capturing dinoflagellates blooms in September and October (not shown), and this might have contributed to the underestimation of TPC, TPN, and phytoplankton-excreted CDOM in those months (Fig. 10) . Total chlorophyll and phytoplankton absorption were overestimated in summer and underestimated in autumn (Fig. 10) . This outcome reflects the overestimation of diatoms in summer and the underestimation of dinoflagellates in autumn mentioned above. The seasonal biases in a phy , contributed to the overestimation of K d (443) from July to August and underestimation in September, and this led to the annual positive bias for Table 1 .
Assimilation impacted the simulated evolution of the phytoplankton community structure. In spring-summer, unobserved peaks of diatoms and phytoflagellates were pulled down. Consequently, the estimates of total chlorophyll, phytoplankton absorption, K d (443) and TPC were closer to the observations from April to August (Fig. 10) . This explains the reduction of the annual RMSE and bias, and the increase of correlation for all the abovementioned variables (see Fig. 9 ). However, assimilation could not improve the simulation of the dinoflagellates blooms in summer and autumn. As a consequence, the observed peaks of TPC, TPN, Table 1 Statistics of the in situ data and skill metrics of the reference model run. Number (N), annual mean (Mean) and standard deviation (Std dev) of the biogeochemical and optical data measured weekly at station L4 in 2006; root mean square error (RMSE), percentage bias (Pbias) and correlation (r) of the reference estimates of the data. The notation of the variables is explained in a The values of a CDOM from January to March (included) were not used to compute the skill metrics (Section 'Set-up of the simulations').
a phy (443) and K d (443) remained substantially underestimated in September and October. The defective simulation of the PFTs' evolution at L4 is explained by model limitations such as (Lewis and Allen, 2009; Ciavatta et al., 2011) : (i) each model PFT includes species that actually may respond very differently to the environmental forcing (e.g. light, Polimene et al., 2014) ; (ii) dinoflagellates are aggregated in a PFT that does not describe the motility and the mixotrophic behaviour widely observed within this taxa (see e.g. Flynn et al., 2013) ; and (iii) the different PFTs are poorly differentiated in the parameterization by Blackford et al. (2004) applied in this study, and in particular they all have the same chlorophyll and nutrient reference quotas (see Table 3 in Blackford et al., 2004) . Ciavatta et al. (2011) previously argued that the last mentioned model limitation, in particular, constrained the capability of chlorophyll assimilation to improve the simulated PFTs succession. This most likely applies to K d (443) assimilation as well; here also the uncertainty in the parameterization of the specific absorption coefficients of the different PFTs (Appendix A1) might have limited the capability of the analysis in partitioning more effectively the EnKF correction among PFTs.
The reference simulation overestimated the non-algal particle absorption (a NAP ) in summer (Fig. 10) . This can be due to the confinement of sediment down in the water column typically observed at L4 during summer stratification (Groom et al., 2009 ). This confinement cannot be simulated by the model, since it does not include the representation of sedimentation/resuspension of inorganic minerals at the water/sediment interface (Section 'Set-up of the simulations'). Assimilation could not mitigate this model deficiency and caused a slight increase of the a NAP estimates in Fig. 9 . Comparison of the skill metrics for K d (443) assimilation (forecast) and reference simulation in estimating the in situ data at L4. The bars represent the differences between the root mean square error (RMSE), percentage bias and correlation from the assimilation (DA) versus the reference simulation. Percentage values of RMSE were obtained by normalizing the differences with respect to the RMSE from the reference simulation. Black bars highlight the metrics improved by assimilation, i.e. decrease (negative differences) of RMSE and Pbias and increase (positive difference) of correlation.
autumn, which explains the worsened metrics for this variable in Fig. 9 .
Assimilation improved the reference underestimation of CDOM absorption (a CDOM ) in autumn (Fig. 10) . The noticeable increase of a CDOM (443) in October was achieved through the increase of both the semi-labile and refractory components of DOC. Thus, assimilation likely mitigated the effects of using climatological river discharges and constant CDOM concentrations for the nearby Tamar river (see Section 'Set-up of the simulations'), which might have caused an underestimation of CDOM input in the rainy winter and autumn seasons. However, we note also that assimilation introduced a bias in the reference estimates of a CDOM (443) in the second half of June. This change was driven by a sudden increase of DOC, which followed a series of heavy corrections to the phytoflagellates concentration (Fig. 10) . Similar side effects of chlorophyll assimilation on unassimilated variables were noted also by Triantafyllou et al. (2007) during highly dynamic blooming events simulated in spring in the Mediterranean Sea.
Finally, we note that assimilation reduced slightly the bias of the microzooplankton estimates (Table 1) , by smoothing unobserved summer peaks, in relation to analogous smoothing of the phytoplankton biomass (Fig. 10) .
Assimilation impact on ecosystem process modelling
Assimilation of K d (443) affected the model simulation of the biogeochemical processes. In some instances, this contributed qualitatively to the improvements in the estimates of in situ data. In particular, assimilation impacted the reference simulation of the plankton trophic dynamics (see Figs. 11 and 12 ), improving the representation of total particulate carbon at station L4 (Fig. 10) .
In marine systems, the carbon and nutrient fluxes through the plankton food-web are controlled by a continuum of trophic pathways ranging from the herbivorous-chain (driven by large phytoplankton and mesozooplankton) to the microbial-loop (driven by bacteria, small phytoplankton and heterotrophic nanoflagellates) (Legendre and Rassoulzadegan, 1995) . The relative contribution of these two trophic structures is linked to the availability of dissolved nutrients: in general, the herbivorous food web is dominant in eutrophic conditions and the microbial loop in oligotrophic system (Thingstad and Rassoulzadegan, 1999) . At L4, surface waters are nutrient-replete in winter (when the water column is fully mixed) and nutrient limited in summer (shallow mixed layer) (Smyth et al., 2010) . Thus, one can expect that the herbivorous food web is dominant in winter-spring and that the contribution of the microbial loop increases in summer (Widdicombe et al., 2010; Eloire et al., 2010; Fileman et al., 2010) . The seasonal succession of the trophic structures can be evaluated through the evolution Fig. 11 . Differences between the carbon fluxes and carbon-to-phosphorus ratio obtained in the K d (443) assimilation versus the reference simulation. The differences refer to winter (January-March), spring (April-June), summer (July-September) and autumn (October-December) 2006. The percentage values in brackets are the differences normalized by the mean seasonal values from the reference simulation. An interpretation of the changes of these fluxes and of the ratio is given in Fig. 12 . Fig. 12 . Schematic of the impacts of K d (443) assimilation on the trophic web simulated by the reference model. The carbon fluxes and system properties in coloured font are shown in Fig. 11 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) of the grazing of mesozooplankton on diatoms, and grazing of heterotrophic nanoflagellates (HNAN) on bacteria; i.e. by using these carbon fluxes as proxies for the herbivorous food chain and the microbial loop, respectively (Thingstad and Rassoulzadegan, 1999) .
Assimilation accentuated the seasonal trophic succession between the herbivorous-chain and the microbial-loop (Fig. 12) . The grazing of mesozooplankton on diatoms increased in winter and decreased it in summer, while the grazing of heterotrophic nanoflagellates on bacteria was increased in summer-autumn (Fig. 11) .
At the root of the aforementioned changes are the ''direct'' impacts of assimilation on the model state variables, i.e. the corrections of the EnKF analysis in Eq. (8). Importantly, these impacts triggered ''indirect'' effects on the simulation of the biogeochemical fluxes, due to the flexible model description of the ecosystem processes. In spring-summer, the direct impacts were a general decrease of the phytoplankton biomass (Fig. 10) and an increase of the carbon-to-limiting nutrient ratio in the PFTs: see the increase of carbon-to-phosphorus (C:P) ratio in summer in Fig. 11 . The higher C:P ratio remained within literature ranges (Geider and La Roche, 2002) , and had the indirect effect of enhancing the nutrient-stress in phytoplankton, as consequence of the Droop-like kinetics described in the model equations (Blackford et al., 2004) . In turn, the model description of nutrient-stress implied an increase of the phytoplankton exudation of dissolved organic carbon (Fig. 11) , in order to re-equilibrate the intracellular stoichiometry (Blackford et al., 2004) . The excreted DOC was directed to both the semi-labile and labile pool. The semi-labile pool has a relatively low bacterial degradation rate and thus it accumulated in the system increasing the CDOM concentration and absorption in autumn. The increase of labile DOC nurtured an increase of the bacteria biomass (not shown), which in turn enhanced the grazing of heterotrophic nanoflagellates in summer and autumn (Fig. 11) . As a further consequence, microzooplankton biomass increased in late autumn (see Z5C in December in Fig. 10) ; because bacteria and heterotrophic nanoflagellates are the preferred prey of microzooplankton in the model (Blackford et al., 2004) . The enhanced microbial loop-related dynamics in summer and autumn produced small detritus (via grazing, cell lysis and death) which, sinking very slowly, increased the suspended total particulate carbon in late autumn. This improved qualitatively the agreement with the observations: see TPC from October to December in Fig. 10 .
Continuing the example in Figs. 11 and 12, the increased carbon-to-phosphorus ratio also had the effect of increasing the plankton assimilation of phosphorus and decreasing the assimilation of nitrogen. These changes in the nutrient fluxes contributed to the increase of the bias of the phosphate and nitrogen estimates at L4 (see Figs. 9 and 10) . Thus, the assimilation impacts on processes were not necessarily all beneficial.
The model and assimilation estimates of fluxes are related to the complexity of the biogeochemical model in use, which raises the question, are the outputs ''reproducing the data for the right reason''? (Friedrichs et al., 2007) . Furthermore, energy and mass are often assumed uncertain and are not conserved by sequential assimilative methods (e.g., Hu et al., 2012 ; but see Hemmings et al., 2008; Losa et al., 2004; and Janjić et al., 2014 for alternative approaches). Thus assimilative changes of fluxes are typically not balanced among the simulated processes, making their interpretation more challenging. As a consequence, improving the match with the observations of state variables only appears a necessary rather than sufficient condition to claim reliability for the assimilative simulation of processes. These considerations lead one to stress once again the relevance of measuring multivariate time series to assess the performance and reliability of marine model and data assimilation systems, including measurements of processes (e.g. zooplankton grazing, plankton nutrient uptakes) that can constrain biogeochemical flow simulations (Friedrichs et al., 2007) .
Importantly, the corrections of biogeochemical fluxes imposed by state variable estimation can also help to identify weaknesses in marine ecosystem models. In our application, for example, the enhancement of the trophic shift was triggered by the systematic assimilative corrections of the reference carbon-to-nutrient ratio (Fig. 10) . These corrections point to a ''weakness'' of the model and suggest that the parameterization and/or equation defining the phytoplankton cellular carbon-to-nutrient ratio needs to be improved in order to increase the plasticity of the modelled PFTs, i.e. their capacity to react to environmental changes. Interestingly, similar conclusions on the improvable representation of internal quotas in PFTs were obtained also when assimilating satellite chlorophyll (Ciavatta et al., 2011; Teruzzi et al., 2014) . The more established application of assimilative parameter estimation for model identification and biogeochemical flux analysis in marine systems has been investigated by, e.g., Beck, 1975 Beck, , 1987 Beck et al., 2002; Losa et al., 2004; Friedrichs et al., 2007; Simon et al., 2012; Xiao and Friedrichs, 2014 .
Comparing K d (443) and chlorophyll assimilation skill
The comparison of K d (443) assimilation skill with the skill of SeaWiFS chlorophyll assimilation provides further insights in the performance and potential advantages of optical data assimilation. A comprehensive discussion of chlorophyll assimilation skill in a similar model system can be found in Ciavatta et al. (2011) .
Assimilation of K d (443) provided larger improvements of the reference estimates of the assimilated data, than chlorophyll assimilation. However, the skills of the two assimilation systems were comparable in the estimation of the un-assimilated ocean colour variable. Fig. 13 compares the performance of the two assimilation systems in improving the reference simulation of K d (443) and chlorophyll distributions. The histograms represent frequency distributions of RMSE difference between assimilation and reference. For K d (443), the distributions were computed from the maps of RMSE differences shown in Figs. 4-7. Fig. 13a shows that the distribution of the skill metric for K d (443) assimilation lies to the left of the distribution of the skill metric for chlorophyll. In particular, the median values of the two distributions are well far apart: $À60% for K d versus $À5 for chlorophyll. This means that the K d analysis, in K d assimilation, reduced the reference RMSE for K d data, ''more'' than the chlorophyll analysis, in chlorophyll assimilation, reduced the reference RMSE for chlorophyll data. ''More'' here indicates both the overall magnitude of the assimilation improvements (indicated by the median of the distribution), as well as the number of grid points where improvements were obtained (indicated by the mode of the distribution: in $600 grid points the RMSE decreased by $À60% when assimilating K d ). Fig. 13b shows that also the forecasts of the assimilated variable (i.e. K d (443) one-week forecasts in K d (443) assimilation, and one-week chlorophyll forecasts in chlorophyll assimilation) were typically better for optical than chlorophyll assimilation, as indicated by positive and negative modes, respectively. However, in this case, the median values are comparable, indicating that the difference in the overall skill is not significant.
Finally, Fig. 13c and d show that the performance of the two assimilation systems is similar when considering the analysis and forecasts of the unassimilated variable, i.e. chlorophyll estimates in K d (443) assimilation, and K d (443) estimates in chlorophyll assimilation. Interestingly, both the assimilation systems did not improve significantly the reference estimates of unassimilated variables, as already observed for K d (443) assimilation in Figs. 6 and 7. In fact, errors were in several cases increased, in particular by chlorophyll assimilation's analysis of K d (443) (Fig. 13c) .
Assimilation of K d (443) provided analyses that are closer to the assimilated data (Fig. 13a ) mainly because the observational error for the remotely sensed optical data was set lower than the error for chlorophyll: 20% versus 30-60% of the data values, respectively (Section 'Set-up of the assimilation scheme'). According to a well-known mechanism of Kalman filters (e.g. Brasseur, 2006) , the EnKF analysis (Eq. (9)) produces stronger corrections of the assimilated variable towards the data when the observational error is lower (R in Eq. (9)), for equal values of the data-to-forecast mismatch (i.e. the innovation d in Eq. (8)). Starting from reinitializations closer to the assimilated data, one-week forecasts of the assimilated variable were typically better in K d (443) than chlorophyll assimilation (Fig. 13b) . The relevance of the different observational errors of the two ocean colour products is highlighted also by the sensitivity experiment in Appendix C.
Assimilation of remotely sensed K d (443) performed better than chlorophyll assimilation in simulating biogeochemical and optical variables measured in situ. This is highlighted in Fig. 14 , which shows the differences in the skill metrics of the two assimilation systems compared with in situ data at L4 (see also Tables B.2-B.4 in Appendix B). The skill metrics were computed removing an outlier analysis in May, that penalized heavily the performance of chlorophyll assimilation with respect to both the reference run and K d (443) assimilation (Tables B.2-B.4). Fig. 14 shows that K d (443) assimilation provided RMSE and percentage bias markedly lower than chlorophyll assimilation, with respect to a number of variables that is slightly larger (ten out eighteen), with some exceptions, e.g. RMSE of phytoflagellates. On the other hand, the performances of the two assimilation systems appear largely comparable when considering the correlation metric: nine better cases for K d assimilation versus eight for chlorophyll, and negligible differences in one case (silicate). Both assimilation systems deteriorated the reference metrics for some variables, e.g. all the metrics for the absorption of non-algal particles a NAP, and RMSE and bias for ammonia. In these cases, Fig. 14 points out the assimilation that performed ''less badly'' with respect to the reference simulation.
One can argue that the better RMSE and bias skill of K d (443) assimilation might derive from the lower error of the remotely sensed optical data. The lower error implies that the K d (443) satellite data are closer to the ''true values'' in the ecosystem than the chlorophyll data. In principle, this allows the multivariate analysis to correct also the other model states towards their ''true values''. But this ideal interpretation is surely weakened by existing model bias and deficiencies, besides by un-fulfilled hypothesis of the assimilation scheme, e.g. linearity of the observational operator, which make the filter's estimates sub-optimal. However, interestingly, when testing chlorophyll assimilation with a 20% data error (see Appendix C), the estimates of the in situ data deteriorated markedly with respect to both the reference run and optical assimilation (not shown), similarly to what observed in Fig. C1 .c for the forecast of the un-assimilated K d (443). This is a consequence of using an un-realistically low value for the chlorophyll error in case II waters (Saba et al., 2011) , which forces un-realistic corrections of the other biogeochemical variables (Ciavatta et al., 2011) . We believe also that K d (443) assimilation has a positive impact on a larger number of model variables, compared to chlorophyll assimilation, because K d (443) is a bulk property of marine ecosystems. In our model, this bulk property integrates the effect on light by seventeen optically active variables (Eqs. (A.1)-(A.12) ), ranging from inorganic suspended solids to phytoplankton, while chlorophyll sums-up the contributions of the four phytoplankton types only. This means that the assimilation of K d data can correct directly a larger number of model variable, crossing the whole trophic structure, when compared to chlorophyll assimilation. This is highlighted in Fig. 15 , which compares the annual averages of the corrections to the state-vector imposed by the two assimilation systems. The corrections are more uniformly distributed among state variables in the case of K d (443) assimilation, than in the case of chlorophyll assimilation. In the latter case, the distribution of the corrections has an exponential-like shape, with peak values for just the last nine variables, namely biomass and internal nutrient concentrations in diatom and microzooplankton. This confirms that K d (443) assimilation has a wider impact on the model structure than chlorophyll assimilation, which impacts mostly the plankton levels.
On the other hand, assimilating a bulk property of the ecosystem has potential limits if compared to chlorophyll assimilation. For example, it implies including further complexity and uncertainty in the model (e.g. the equations and parameterization of the bulk property A1-A9), as well it can rise methodological issues for the assimilation scheme. In particular, the observational operator (H in Eq. (7)) becomes non-linear with respect to the model variables when assimilating optical properties, while it is in general linear in chlorophyll assimilation. This would imply (2003), we addressed this issue by augmenting the model state vector with K d as a diagnostic variable that is directly comparable with the observations. In our application, this procedure provided satisfactory skill metrics when compared with the linear case of chlorophyll assimilation. However, we note that the procedure was found to perform poorly in other works (e.g. Jardak et al., 2010) . This suggests that further benefits of K d assimilation might be achieved with recently proposed methods that tackle non-linearities in model and observational operators, like for example particle filters (see e.g. van Leeuwen, 2010; Hoteit et al., 2012; Mattern et al., 2013) .
Summary and conclusions
This work demonstrated, for the first time, that the assimilation of remotely-sensed diffuse attenuation coefficient into a complex shelf-sea model can improve the simulation of a large range of biogeochemical and optical variables. However, biases were introduced for some variables (nitrogen) at critical stages of the simulation (a trophic web shift). Discernible improvements in the estimates of the short-term (weekly) fluctuations were, in general, not obtained in our application.
We have shown that the assimilative state-estimation affects the simulation of emergent properties, such as the shift of the food web through the continuum pathways proposed by Legendre and Rassoulzadegan (1995) . This shift was allowed by the complexity and plasticity of the model here applied, i.e. by the adaptability of the model functional groups to the changes in the variables imposed by the assimilation system. In particular, we recommend modelling variable carbon-to-chlorophyll and carbon-to-nutrients ratios not only for a more realistic representation of complex ecosystem dynamics (e.g. Blackford et al., 2004; Flynn, 2010) , but also to exploit assimilation feedbacks for the simulation of ecosystem dynamic and biogeochemical budgeting. Such applications would be further improved by developments in mass balancing assimilative approaches for complex, non-linear systems (Hemmings et al., 2008; Losa et al., 2004; and Janjić et al., 2014) , as well as by increased efforts in measuring ecosystem fluxes and processes in the oceans, useful to constrain and validate biogeochemical assimilation systems (Friedrichs et al., 2007) .
Our application highlights model limitations that are current challenges in marine optics and ecosystem modelling: (i) the parameterization of the optical properties of the biogeochemical compounds (see, e.g., Kirk, 1983) , (ii) the simulation of the fate of inorganic suspended solids , (iii) the data scarcity for a reliable representation of terrestrial fluxes of biogeochemical and optical compounds (Bissett et al., 2005) , (iv) the definition and parameterization of the phytoplankton functional groups (Anderson, 2005; Flynn et al., 2013) . Another challenge is the assessment of subsurface biogeochemical estimates when assimilating surface ocean colour data (Fontana et al., 2013; Shulman et al., 2013) . Further modelling and monitoring efforts are needed to cope with the above challenges.
A thorough comparison between K d (443) and chlorophyll assimilation was out of the scope of this work. However, the juxtaposition of the assimilation skill metrics from our assimilation experiments allows pointing out some advantages of assimilating the bulk optical property. Firstly, the lower error in the satellite K d product, in particular in coastal case II waters (compare, e.g., Zhao et al., 2013, and Saba et al., 2011) , represents an advantage, because it may drive the assimilation corrections closer to the ''true values'' of the assimilated variable in the system. Comparisons in our application were limited by our assumptions on the error values, but reliable pixel-by-pixel quantification of the uncertainty in the satellite optical products (Sathyendranath, 2014) , as well as improvements in optical algorithms for case II waters (IOCCG, 2000) , will support future inter-comparisons and data assimilation efforts. Secondly, light attenuation coefficient is a bulk property of marine systems, and its assimilation can drive direct corrections to a larger number of variables, crossing the whole trophic web model. However, where optics is driven mainly by the phytoplankton dynamics (i.e. in case I waters), the assimilation of chlorophyll data still represents a straightforward and effective tool to simulate marine ecosystems (see, e.g., Ford et al., 2012; Teruzzi et al., 2014) .
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Appendix A. The bio-optical module
The absorption by phytoplankton, a phy ðkÞ in Eq. (2), was computed by summing the contributions of the model phytoplankton types (P i ). These contributions are obtained by multiplying the chlorophyll contents of the PFTs (Chl i , mgChl m À3 ) by chlorophyllspecific absorption coefficients of each PFT, a Ã Pi ðkÞ (Uitz et al., 2008) :
ðA:1Þ
The chlorophyll-specific absorption coefficients of the PFTs (see Table A .1) were approximated by using the coefficients for micro (P1 and P4), nano (P2) and picoplankton (P3) estimated at the surface layer of the water column by Uitz et al. (2008) . As a first approximation, Eq. (A.1) accounts for the packaging effect related to the average cell sizes and intracellular chlorophyll concentrations of the different PFTs (Duysens, 1956) , but not for the contribution of the dynamic physiological adaptation of the PFTs to light and nutrients (see Fujii et al. (2007) and Shulman et al. (2013) for such an application).
Absorptions of non-algal particles, a NAP ðkÞ, was computed by summing the contributions of organic detritus, a det ðkÞ, and particulate inorganic material, a PIM ðkÞ: Table 5 in Babin et al., 2003a) was multiplied by a conversion coefficient SPM org :POC = 2.6 g gC À1 (Babin et al., 2003b) , leading to the value of a Ã det ð440Þ in Table A1 . In Eq. (A.3), the spectral slope S det was fixed to the value given for the English Channel in Table 4 in Babin et al. (2003a) .
To compute the contribution of PIM, a PIM ðkÞ, we multiplied the mass specific absorption coefficients for minerals measured in the Irish Sea by Bowers and Binding (2006) , a Ã PIM ðkÞ in Table A .1, by the PIM concentration approximated through the simulation of a passive tracer, as described in Section 'Set-up of the simulations'.
The absorption of coloured dissolved organic matter, a CDOM ðkÞ, was decomposed in the contributions of the semi-labile and refractory components of dissolved organic carbon (a CDOM1 ðkÞ and a CDOM2 ðkÞ, respectively) (Bissett et al., 1999 (Bissett et al., , 2005 : The spectral, mass-specific absorptions of the semi-labile and refractory components of CDOM (a Ã CDOM1 ðkÞ and a Ã CDOM2 ðkÞ respectively) were taken from Bissett et al. (1999) (see Table A .1), while the spectral slope S CDOM was set equal to the value estimated in the English Channel by Babin et al. (2003a) . The coloured fractions of the semi-labile and refractory DOC (CDOM1 and CDOM2, respectively), were computed using the ratios r CDOM1 and r CDOM2 given by Bissett et al. (1999) . ERSEM simulates the labile Fujii et al. (2007) and Babin et al. (2003a,b) . c Babin et al. (2003a) . d Bowers and Binding (2006) . e Bissett et al. (1999) . f Pope and Fry (1997 (R1C, mgC m
À3
) and semi-labile (R2C, mgC m À3 ) DOC, but not its refractory component DOC2, which was approximated through the simulation of a passive tracer, as described in Section 'Set-up of the simulations'
The backscattering of organic particles in Eq. (3) was decomposed in the contribution of small (POC1) and large (POC2) organic particles (Fujii et al., 2007) 
where P1C, P2C, P3C and P4C are the carbon biomasses (mgC m À3 ) of the model PFTs. a The values of a CDOM from January to March (included) were not used to compute the skill metrics (Section 'Set-up of the simulations'). a The values of a CDOM from January to March (included) were not used to compute the skill metrics (Section 'Set-up of the simulations').
The spectral backscattering of particulate inorganic matter, b b;PIM ðkÞ in Eq. (3), was computed by multiplying the mass specific scattering coefficients and backscattering ratio given by Bowers and Binding (2006) for minerals in the Irish sea (see Table A .1), by the PIM concentration.
Finally, literature values were used to define sea-water absorption, a sw ðkÞ in Eq. (2) (Pope and Fry, 1997) , and backscattering, b b;sw ðkÞ in Eq. (3) (Zhang et al., 2009 ): see Table A .1. Table B .4 Skill metrics of chlorophyll assimilation in simulating the biogeochemical and optical data measured weekly at station L4; root mean square error (RMSE), percentage bias (Pbias) and correlation (r) of the model reference estimates of the data. The notation of the variables is explained in a The values of a CDOM from January to March (included) were not used to compute the skill metrics (Section 'Set-up of the simulations'). data are included in the computation of the metrics (left parts of the tables), as well as when removing the data in correspondence of one chlorophyll analysis (8th May), which produced outliers values for the variables representing the plankton community (right part of the tables). For the sake of comparison, the table of the reference output shows the skill metrics without the May outlier, along with the metrics computed from the whole data set and shown already in Table 1 .
Appendix C. Sensitivity experiment for chlorophyll assimilation A sensitivity experiment was performed for chlorophyll assimilation, by lowering the percentage observational error to 20% of the chlorophyll concentration, i.e. the same percentage error applied in K d (443) assimilation (see Section 'Set-up of the assimilation scheme'. The results confirmed that the different observational errors of the two ocean colour products have a relevant influence on the performance of the assimilation systems. Lowering the chlorophyll observation error reduced the simulation error for the assimilated chlorophyll data. However, it also deteriorated the simulation of the unassimilated variables. This is shown in Fig. C.1 for the ocean colour data. The decrease of the reference RMSE in the chlorophyll analysis (Fig. C.1a ) was more remarkable than in Fig. 13a . Nevertheless, improvements remain lower than the ones imposed by K d (443) analysis to the assimilated variable. This follows the fact that the absolute errors of K d (443) data were still lower than the ones of chlorophyll, because the same 20% relative error was applied to data that are different by one order of magnitude, on average. Interestingly, in Also the simulation of the in situ data at station L4 resulted severely deteriorated (not shown), with several variables that diverged to unobserved high values (e.g. ammonia and silicate). Analogous results were obtained in Ciavatta et al. (2011) when setting the chlorophyll observational error to 35%, in a comparable data assimilation system. The deteriorated simulation of the unassimilated variable follows the application of an error that is unrealistically low for chlorophyll in case II waters in general (e.g. Saba et al., 2011) and in the western English Channel in particular (Ciavatta et al., 2011) . The low error implies heavy corrections of the state variables, to match chlorophyll data that are actually highly uncertain. This produces outlier values and instabilities in the assimilative simulation, and eventually deteriorates the reference skill for the unassimilated variables (Ciavatta et al., 2011) .
