Abstract. The determination of solutions of many inverse problems usually requires a set of measurements which leads to solving systems of ill-posed equations. In this paper we propose the Landweber iteration of Kaczmarz type with general uniformly convex penalty functional. The method is formulated by using tools from convex analysis. The penalty term is allowed to be non-smooth to include the L 1 and total variation (TV) like penalty functionals, which are significant in reconstructing special features of solutions such as sparsity and piecewise constancy in practical applications. Under reasonable conditions, we establish the convergence of the method. Finally we present numerical simulations on tomography problems and parameter identification in partial differential equations to indicate the performance.
Introduction
Landweber iteration is one of the most well-known regularization methods for solving inverse problems formulated in Hilbert spaces. A complete account on this method for linear inverse problems can be found in [5] including the convergence analysis and its various accelerated versions. A nonlinear version of Landweber iteration was proposed in [10] for solving nonlinear inverse problems, where an elegant convergence analysis was present. Although Landweber iteration converges slowly, it still receives a lot of attention because it is simple to implement and is robust with respect to noise.
The classical Landweber iteration in Hilbert spaces, however, has the tendency to over-smooth solutions which makes it difficult to capture the special features of the sought solutions such as sparsity and piecewise constancy. It is therefore necessary to reformulate this method either in Banach space setting or in a manner that modern non-smooth penalty functionals, such as the L 1 and total variation like functionals, can be incorporated.
Let A : X → Y be a linear compact operator between two Banach spaces X and Y with norms · whose dual spaces are denoted by X * and Y * respectively. Some recent advances on Landweber iteration for linear inverse problems Ax = y (1.1)
in Banach space setting have been reported using only the noisy data y δ satisfying y δ − y ≤ δ with a small known noise level δ > 0. In particular, when X is uniformly smooth and uniformly convex, by virtue of the duality mappings, a version of Landweber iteration for solving (1.1) was proposed in [15] . Although the method excludes the use of the L 1 and total variation like penalty functionals, new ideas were introduced in [15] which promote the study of Landweber iteration in modern setup. Recently a version of Landweber iteration was proposed in [2] using non-smooth uniformly convex penalty functionals. Let Θ : X → (−∞, ∞] be a proper, lower semi-continuous, uniformly convex functional, then the method in [2] reads as ξ n+1 = ξ n − µ n A * J r (Ax n − y δ ), x n+1 = arg min x∈X {Θ(x) − ξ n+1 , x } , (
where A * : Y * → X * denotes the adjoint of A, J r with 1 < r < ∞ is the duality mapping of Y with gauge function t → t r−1 , {µ n } are suitable chosen step-lengths, and ·, · denotes the duality pairing between X * and X . The method (1.2) reduces to the one in [15] when taking Θ(x) := x p /p with 1 < p < ∞. However, (1.2) has more freedom on Θ so that it can be used to detect special features of solutions.
The convergence analysis of (1.2) is given in [2] when it is terminated by the discrepancy principle Ax n δ − y δ ≤ τ δ < Ax n − y δ , 0 ≤ n < n δ (1.3)
with τ > 1. The argument in [2] , however, requires that int(D(Θ)), the interior of D(Θ), must be non-empty and that (1. denotes the total variation of x over Ω ( [6] ). Therefore, the theoretical result in [2] can not be applied to this important penalty functional. It is natural to ask if the convergence of (1.2) can be proved without assuming int(D(Θ)) = ∅. An affirmative answer would theoretically justify the applicability of (1.2) to a wider class of penalty functionals Θ including the total variation like functionals. The control of {ξ n } presents one of the major challenges. The analysis in [2] is based on proving the boundedness of {ξ n } in X * which consequently enforces to assume that int(D(Θ)) = ∅. We observe that the boundedness of {ξ n } is not essential in the convergence analysis, the most essential ingredient is to control ξ n , x n −x for any solutionx of (1.1). Due to the lack of monotonicity on the residual Ax n − y δ , it turns out to be difficult to consider ξ n , x n −x for all n ≥ 0. Fortunately, with a careful chosen subsequence {n k } of integers, we can derive what we expect on ξ n k , x n k −x which together with some monotonicity results enables us to prove a stronger result, i.e. x n δ converges to a solution of (1.1) in Bregman distance.
Instead of considering (1.2) for solving (1.1) directly, we consider a more general setup in which (1.2) is extended for solving linear as well as nonlinear inverse problems. Instead of studying a single equation, we consider the system
consisting of N equations, where, for each i = 0, · · · , N − 1,
an operator between two Banach spaces X and Y i . Such systems arise naturally in many practical applications including various tomography techniques using multiple exterior measurements. By introducing
and y := (y 0 , · · · , y N −1 ), the system (1.4) could be reformulated as a single equation F (x) = y. One might consider extending (1.2) to solve F (x) = y directly. This procedure, however, becomes inefficient if N is large because it destroys the special structure of (1.4) and results in an equation requiring huge memory to save the intermediate computational results. Therefore, it seems advantageous to use the Kaczmarz-type methods, which cyclically consider each equation in (1.4) separately and hence require only reasonable memory consumption. Some Landweber-Kaczmarz methods were formulated in [11, 7] for solving the system (1.4) when X and Y i are Hilbert spaces, and the numerical results indicate that artefacts can appear in the reconstructed solutions due to oversmoothness. Recently a Landweber-Kaczmarz method was proposed in [13] for solving (1.4) in Banach space setting in the spirit of [15] and hence the possible use of the L 1 and total variation like penalty functionals is excluded. Furthermore, the convergence analysis in [13] unfortunately contains an error (see the first line on page 12 in [13] ). In this paper, we propose a Landweber iteration of Kaczmarz type in which (1.2) is adapted to solve each equation in (1.4) and thus general non-smooth uniformly convex penalty functionals Θ are incorporated into the method with the hope of removing artefacts and of capturing special features of solutions. We give the detailed convergence analysis of our method. It is worthy pointing out that our analysis does not require the interior of D(Θ) be nonempty and therefore the convergence result applies for the total variation like penalty functionals. This paper is organized as follows. In section 2 we give some preliminary results from convex analysis. In section 3, we first formulate the Landweber iteration of Kaczmarz type with general uniformly convex penalty term for solving the system (1.4), and then present the detail convergence analysis. In section 4 we give the proof of an important proposition which plays an important role in section 3. Finally, in section 5 we present some numerical simulations on tomography problems in imaging and parameter identification in partial differential equations to test the performance of the method.
Preliminaries
Let X be a Banach space with norm · . We use X * to denote its dual space, and for any x ∈ X and ξ ∈ X * we write ξ, x = ξ(x) for the duality pairing. If Y is another Banach space and A : X → Y is a bounded linear operator, we use A * : Y * → X * to denote its adjoint, i.e. A * ζ, x = ζ, Ax for any x ∈ X and ζ ∈ Y * . Let N (A) = {x ∈ X : Ax = 0} be the null space of A and let
N (A)
⊥ := {ξ ∈ X * : ξ, x = 0 for all x ∈ N (A)} be the annihilator of N (A). When X is reflexive, there holds
where R(A * ) denotes the closure of R(A * ), the range space of A * , in X * . Given a convex function Θ : X → (−∞, ∞], we use D(Θ) := {x ∈ X : Θ(x) < +∞} to denote its effective domain. It is called proper if D(Θ) = ∅. The subgradient of Θ at x ∈ X is defined as
The multi-valued mapping ∂Θ : X → 2 X * is called the subdifferential of Θ. We set
For x ∈ D(∂Θ) and ξ ∈ ∂Θ(x) we define ( [3] )
which is called the Bregman distance induced by Θ at x in the direction ξ. Clearly D ξ Θ(z, x) ≥ 0 and
for all x, x 1 ∈ D(∂Θ), ξ ∈ ∂Θ(x), ξ 1 ∈ ∂Θ(x 1 ) and x 2 ∈ X . Bregman distance can be used to obtain information under the Banach space norm when Θ has stronger convexity. A proper convex function Θ : X → (−∞, ∞] is called uniformly convex if there is a continuous increasing function h : [0, ∞) → [0, ∞), with the property that h(t) = 0 implies t = 0, such that
for allx, x ∈ X and λ ∈ (0, 1). If h can be taken as h(t) = c 0 t p for some c 0 > 0 and p ≥ 2, then Θ is called p-convex. It can be shown that if Θ is uniformly convex then
for allx ∈ X , x ∈ D(∂Θ) and ξ ∈ ∂Θ(x). In particular, if Θ is p-convex with h(t) = c 0 t p , then
for allx ∈ X , x ∈ D(∂Θ) and ξ ∈ ∂Θ(x). For a proper, lower semi-continuous, convex function Θ : X → (−∞, ∞], its Legendre-Fenchel conjugate is defined by
It is well known that Θ * is also proper, lower semi-continuous, and convex. If, in addition, X is reflexive, then 
for any ξ 1 , ξ 2 ∈ X * , where p * is the number conjugate to p, i.e. 1/p + 1/p * = 1. By the subdifferential calculus, there also holds
On a Banach space X , we consider for 1 < r < ∞ the convex function x → x r /r. Its subdifferential at x is given by J X r (x) := ξ ∈ X * : ξ = x r−1 and ξ, x = x r which gives the duality mapping J X r : X → 2 X * of X with gauge function t → t r−1 . The duality mapping J X r , for each 1 < r < ∞, is single valued and uniformly continuous on bounded sets if X is uniformly smooth in the sense that its modulus of smoothness 
We can construct the new p-convex functions
where µ > 0, a, b ≥ 0, and Ω |Dx| denotes the total variation of x over Ω. For a = 1 and b = 0 the corresponding function is useful for sparsity reconstruction ( [17] ); while for a = 0 and b = 1 the corresponding function is useful for detecting the discontinuities, in particular, when the solutions are piecewise-constant ( [14] ).
Landweber iteration of Kaczmarz type
We consider the system (1.4), i.e.
consisting of N equations, where, for each
an operator between two Banach spaces X and Y i . We will assume that
and each F i is Fréchet differentiable with the Fréchet derivative denoted by F ′ i (x) for x ∈ D. We will also assume that (3.1) has a solution. In general, (3.1) may have many solutions. In order to find the desired one, some selection criteria should be enforced. We choose a proper, lower semi-continuous, p-convex function Θ : X → (−∞, ∞]. By picking x 0 ∈ D(∂Θ) and ξ 0 ∈ ∂Θ(x 0 ) as the initial guess, which may incorporate some available information on the sought solution, we define x † to be the solution of (3.1) with the property
We will work under the following conditions on the operators F i where B ρ (x 0 ) := {x ∈ X : x − x 0 ≤ ρ}.
All the conditions in Assumption 3.1 are standard. Condition (d) is called the tangential cone condition and is widely used in the analysis of regularization methods for solving nonlinear ill-posed inverse problems ( [10] ) The weakly closedness of F i over D in (b) means that if {x n } ⊂ D converges weakly to some x ∈ X and {F i (x n )} converges weakly to some y i ∈ Y i , then x ∈ D and F i (x) = y i .
When X is a reflexive Banach space, by using the p-convexity and the weakly lower semi-continuity of Θ together with the weakly closedness of F i for i = 0, · · · , N − 1 it is standard to show that x † exists. The following result shows that x † is in fact uniquely defined. Lemma 3.2 Let X be reflexive and F i satisfy Assumption 3.
Proof. Assume that (3.1) has another solutionx in
On the other hand, it follows from the strictly convexity of Θ that
for 0 < λ < 1 which is a contradiction to (3.3).
In practical application, instead of y i we only have noisy data y
with a small known noise level δ > 0. We will use y δ i , i = 0, · · · , N − 1, to construct an approximate solution to (3.1). We assume that each Y i is uniformly smooth so that, for each 1 < r < ∞, the duality mapping J 
for some µ 0 > 0. We then define ξ In Algorithm 3.3, x δ n,i+1 is defined as the minimizer of a p-convex functional over X which is independent of F i and therefore it could be found by efficient solvers. By using (2.6), one can see that
) which is useful for the forthcoming theoretical analysis.
In this section we will show that Algorithm 3.3 is well-defined by showing that n δ is finite and establish a convergence result on x δ n δ as δ → 0. Lemma 3.4 Let Assumption 3.1 hold and let Θ : (−∞, ∞] → X be a proper, lowersemi continuous, p-convex function with p ≥ 2 satisfying (2.2) for some c 0 > 0. Assume that
Let {ξ δ n } and {x δ n } be defined by Algorithm 3.3 with τ > 1 and µ 0 > 0 such that
Then n δ < ∞ and x δ n,i ∈ B 2ρ (x 0 ) for all n ≥ 0 and i = 0, · · · , N − 1. Moreover, for any solutionx of (3.1) in B 2ρ (x 0 ) ∩ D(Θ) and all n there hold
Proof. In order to obtain (3.5) and (3.6), it suffices to show that x δ n,i ∈ B 2ρ (x 0 ) and
for all n ≥ 0 and i = 0, · · · , N − 1. From the definition of Bregman distance and (2.3) it follows that
Since Θ is p-convex, we may use (2.5) to obtain
, where 1/p + 1/p * = 1. By using the properties of the duality mapping J Yi r and Assumption 3.1 it follows that
According to the definition of µ δ n,i , the scaling condition in Assumption 3.1 (c), and the property of J Yi r , it is easy to see that
Combining these two inequalities with (3.8) we can obtain (3.7). To show x δ n,i+1 ∈ B 2ρ (x 0 ) we first use (3.7) withx = x † and (3.4) to obtain
In view of (2.2), we then have
We next show n δ < ∞. According to the definition of n δ , for any n < n δ there is at least one i n ∈ {0, · · · , N − 1} such that
By summing (3.6) over n from n = 0 to n = m for any m < n δ and using the above inequality we obtain
Since this is true for any m < n δ , we must have n δ < ∞.
When using the exact data y i instead of the noisy data y δ i in Algorithm 3.3, we will drop the superscript δ in all the quantities involved, for instance, we will write ξ δ n as ξ n , x δ n as x n , and so on. Observing that
The proof of Lemma 3.4 in fact shows that, under Assumption 3.1, if
∀n ≥ 0 and i = 0, · · · , N − 1 and for any solutionx of (3.1) in B 2ρ (x 0 ) ∩ D(Θ) and all n there hold
These two inequalities imply immediately that
The next result gives an estimate on F i (x n ) − y i and shows that
Lemma 3.5 Let all the conditions in Lemma 3.4 hold. Then there is a constant C 0 such that for all n ≥ 1 there hold
Proof. Recall that x n = x n,0 , we have
By using the condition on F we have
Since x n,j = ∇Θ * (ξ n,j ), we can use the property (2.4) to derive that
Using the definition of ξ n,j+1 and the property of the duality mapping J Yi r we obtain
Combining this with (3.12) gives the desired inequality.
As the first step toward the proof of convergence on x δ n δ , we need to derive some convergence results on the sequences {x n } and {ξ n }. This will be achieved by the following proposition which gives a general convergence criterion on any sequences {x n } ⊂ X and {ξ n } ⊂ X * satisfying certain conditions. Proposition 3.6 Consider the system (3.1) for which Assumption 3.1 holds. Let Θ : X → (−∞, ∞] be a proper, lower semi-continuous and uniformly convex function. Let {x n } ⊂ B 2ρ (x 0 ) and {ξ n } ⊂ X * be such that (i) ξ n ∈ ∂Θ(x n ) for all n; (ii) for any solutionx of (3.1) in
there is a subsequence {n k } with n k → ∞ such that for all l < k and any solution x of (3.1) in
for some constant C 1 .
Then there exists a solution x * of (3.1) in
If, in addition,
Proposition 3.6 may be of independent interest and its proof is deferred to section 4. Now we are ready to give the convergence result on {ξ n } and {x n } defined by the Landweber iteration of Kaczmarz type with exact data.
Lemma
Proof. We will use Proposition 3.6 to complete the proof. By the definition of {ξ n } and {x n } we have ξ n ∈ ∂Θ(x n ). The monotonicity of {D ξn Θ(x, x n )} is given by (3.9). Lemma 3.5 shows that
Therefore, in order to derive the convergence result, it suffices to show that there exists a strictly increasing subsequence {n k } such that for any solutionx of (3.1) and any l < k there holds
To this end, let
It follows from (3.11) that
Moreover, if R n = 0 for some n, then y i = F i (x n,i ) for i = 0, · · · , N − 1. Consequently it follows from the definition of the method that x m,i = x n for all m ≥ n and i = 0, · · · , N − 1. Therefore
In view of (3.15) and (3.16), we can introduce a subsequence {n k } by setting n 0 = 0 and letting n k , for each k ≥ 1, be the first integer satisfying
For such chosen strictly increasing sequence {n k } it is easy to see that
We now prove (3.14) for the above chosen subsequence {n k }. We first use the definition of the method to obtain for n < n k that
Using the condition on F i it is easy to obtain
Therefore, by using the property of the duality mapping J Yi r and the Hölder inequality, we have
From Lemma 3.5 and the Hölder inequality it follows that
This implies that
Combining this with (3.18) and using (3.17) we can obtain for n < n k that
Finally, we can derive that
. In view of (3.10) we therefore obtain (3.14). In order to show
for all x ∈ B 2ρ (x 0 ) and i = 0, · · · , N − 1, we observe from the definition of ξ n that
Since X is reflexive and N (F
Hence, we can use the second part of Proposition 3.6 to conclude that x * = x † .
In order to use the above result to prove the convergence of the Landweber iteration of Kaczmarz type described in Algorithm 3.3 with noisy data, we need the following stability result. Proof. The result is trivial for n = 0 and i = 0. We next assume that the result is true for some n ≥ 0 and some i ∈ {0, · · · , N − 1} and show that ξ δ n,i+1 → ξ n,i+1 and x δ n,i+1 → x n,i+1 as δ → 0. We consider two cases.
Case 1: F i (x n,i ) = y i . In this case we have µ n,i = 0 and
By the induction hypotheses, we then have ξ δ n,i+1 → ξ n,i+1 as δ → 0. Consequently, by using the continuity of ∇Θ * we have are continuous. It then follows from the induction hypotheses that ξ δ n,i+1 → ξ n,i+1 and hence x δ n,i+1 → x n,i+1 as δ → 0 using again the continuity of ∇Θ * .
We are now in a position to give the main convergence result on the Landweber iteration of Kaczmarz type. 
there is a solution x * ∈ B 2ρ (x 0 ) ∩ D(Θ) of (3.1) such that
Proof. Let x * be the solution of (3.1) determined in Lemma 3.7. Due to the pconvexity of Θ, it suffices to show that lim δ→0 D ξ δ n δ Θ(x * , x δ n δ ) = 0. We complete the proof by considering two cases.
Assume first that {y i − y i ≤ δ k with δ k → 0 such that n k := n δ k →n as k → ∞ for some finite integern. We may assume n k =n for all k. From the definition ofn := n k we have
By taking k → ∞ and using Lemma 3.8, we can obtain
Using the definition of {ξ n } and {x n }, this implies that ξ n = ξn and x n = xn for all n ≥n. Since Lemma 3.7 implies that x n → x * as n → ∞, we must have xn = x * . Consequently, by Lemma 3.8, ξ
This together with the lower semi-continuity of Θ implies that
Let n be any fixed integer. then n k > n for large k. It then follows from (3.5) in Lemma 3.4 that
By using Lemma 3.8 and the lower semi-continuity of Θ we obtain
Since n can be arbitrary and since Lemma 3.7 implies that D ξn Θ(x * , x n ) → 0 as n → ∞, we therefore have 
with two positive constants µ 0 and µ 1 . It is easy to see that
for all x ∈ B 2ρ (x 0 ) and i = 0, · · · , N − 1. If τ > 1 and µ 0 > 0 are chosen such that (3.19) holds and µ 1 > 0 is chosen to be any number, then, with some obvious modification in the proof of Lemma 3.4, we can obtain n δ < ∞ and the monotonicity result. The requirementμ δ n,i ≤ µ 1 is to guarantee that the stability result in Lemma 3.8 remains true. Therefore, we can still obtain the same convergence result as in Theorem 3.9. In order to allow large step lengths, we usually take µ 1 to be a large number in practical applications.
Remark 3.11
In Algorithm 3.3 we may replace the step (iii) by the stopping criterion that defines n δ to be the first integer satisfying
With some minor changes in the above arguments, we can still have the same convergence result as in Theorem 3.9. This new stopping criterion clearly terminates the iteration earlier than (iii) of Algorithm 3.3 and hence provides an opportunity of avoiding computing many additional iterations that do not have essential contribution in the final stage.
Proof of Proposition 3.6
Proposition 3.6 plays an important role in the convergence analysis of Algorithm 3.3 in Section 3. It shows that for some sequences {x n } ⊂ X and {ξ n } ⊂ X * constructed by a suitable algorithm, the convergence of {x n } can be derived by showing certain monotonicity result together with a result like (3.13) along a suitable chosen subsequence of integers. This result might be useful for analyzing other methods as well. In the following we give the proof.
Proof of Proposition 3.6. We first show the convergence of {x n k }. For any l < k we have from (2.1) and (3.13) that
By the monotonicity of {D ξn Θ(x, x n )} we can conclude that
In view of the uniformly convexity of Θ, it follows that {x n k } is a Cauchy sequence in X . Thus
In view of (3.13) we have
Since x n k → x * as k → ∞, by using the lower semi-continuity of Θ we obtain
This implies that x * ∈ D(Θ). In order to derive the convergence in Bregman distance, we first use (3.13) to derive for l < k that
By taking k → ∞ and using x n k → x * we can derive that lim sup
where ε 0 := lim n→∞ D ξn Θ(x * , x n ) which exists by the monotonicity of {D ξn Θ(x * , x n )}. Since the above inequality holds for all l, by taking l → ∞ we obtain lim sup
Using (4.1) withx replaced by x * we thus obtain lim sup k→∞ Θ(x n k ) ≤ Θ(x * ). Combining this with (4.2) we therefore obtain
This together with (4.3) then implies that
Since {D ξn Θ(x * , x n )} is monotonically decreasing, we can conclude that
Finally we show that x * = x † . We use (4.1) withx replaced by x † to obtain
By using (3.13), for any ε > 0 we can find k 0 such that
, we can find v n,i ∈ Y * i and β n,i ∈ X * such that
where B 1 > 0 is a constant such that x n − x † ≤ B 1 for all n. Consequently
Since ε > 0 is arbitrary, we obtain lim k→∞ ξ n k − ξ 0 , x n k − x † = 0. By taking k → ∞ in (4.4) and using Θ(x n k ) → Θ(x * ) we obtain
According to the definition of x † we must have
Remark 4.1 In the proof of Proposition 3.6, we obtain that lim k→∞ Θ(x n k ) = Θ(x * ). It is not clear if there holds
for the whole sequence {x n }. Although the result of Proposition 3.6 implies x n → x * , we can not use it to derive (4.5) directly since Θ is not necessarily continuous at x * .
Numerical examples
In this section we will present some numerical simulations on Algorithm 3.3. A key ingredient in this algorithm is the resolution of the minimization problem
for any given ξ ∈ X * . For some choices of Θ, this minimization problem can be easily solved numerically. In particular, when X = L 2 (Ω) and
with β > 0, the minimizer of (5.1) can be given explicitly by the soft thresholding
For the total variation like functional
with β > 0 in X := L 2 (Ω), although there is no explicit formula for the minimizer of (5.1), there are many numerical solvers developed in the literature; in our numerical simulations, we will use the monotone version of the fast iterative shrinkage/thresholding algorithm (MFISTA) introduced in [1] . Therefore we need to determinef (x ′ ) from its means (Mf )(x ′ , r), x ′ ∈ C and r ≥ 0. In numerical simulations, we reconstruct a function f supported on the disk B R of radius R = 0.96 centered at the origin from its means (Mf )(x j , r), r ≥ 0, measured at N points x j = R(sin(jπ/N ), cos(jπ/N )), j = 0, · · · , N − 1 uniformly distributed on the semicircle S + := {x ∈ ∂B R : x 1 ≥ 0}. This is equivalent to solving the system
where
It is easy to check [8] that the operators M i can be continuously extended to Figure 1 we report the numerical results with N = 80 measurements. In order to approximate functions, we take 160 × 160 grid points uniformly distributed on the square [−1, 1] × [−1, 1]. The exact piecewise constant phantom f † is shown in (a). For the simulations, we add 2% uniformly distributed noise to M i f † to produce the noisy data which are then used to reconstruct f † . Figure 1 
In Figure 2 we report the computation results by reducing the number of measurements to N = 10. The reconstruction ability of the method using Θ(f ) = f 2 L 2 becomes worse, the method with
however, still has good reconstruction. This reflects the philosophy in compressed sensing: it is possible to reconstruct an image from very few number of measurements by using L 1 penalty term if it is sparse under suitable transformation.
Parameter identification
We next consider the identification of the parameter c in the boundary value problem
from an L 2 (Ω)-measurement of the state u, where Ω ⊂ R d with d ≤ 3 is a bounded domain with Lipschitz boundary, f ∈ L 2 (Ω) and g ∈ H 3/2 (Ω). We assume that the exact solution c † is in L 2 (Ω). This problem reduces to solving F (c) = u, i.e. (3.1) with N = 1, if we define the nonlinear operator F :
is the unique solution of (5.5). This operator F is well defined on
for some positive constant γ 0 > 0. It is known that F is Fréchet differentiable; the Fréchet derivative of F and its adjoint are given by
for h, w ∈ L 2 (Ω), where A(c) :
is defined by A(c)u = −△u + cu which is an isomorphism uniformly in ball B ρ (c † ) ∩ D(F ) for small ρ > 0. Moreover, Assumption 3.1 holds for small ρ > 0 (see [10] ). 
In our numerical simulation, we consider the two dimensional problem with
elsewhere.
We assume u(c † ) = x + y and add random noise to produce u δ satisfying u δ − u(c † ) L 2 (Ω) = δ with δ = 0.5 × 10 −4 . In order to reconstruct c † , we use Algorithm 3.3 with r = 2, N = 1 and τ = 1.1 and take c 0 = ξ 0 = 0 as initial guess; we take the step length µ We report the numerical results in Figure 3 . In (a) we plot the exact solution c † (x, y). In (b) we plot the result of Algorithm 3.3 with Θ(c) = c 2 L 2 ; although the reconstruction tells something on the sought solution, it does not tell more information such as sparsity, discontinuities and constancy since the result is too oscillatory. In (c) we report the result of Algorithm 3.3 with Θ given by (5.2) with β = 1. It is clear that the sparsity of the sought solution is significantly reconstructed. The reconstruction result, however, is still oscillatory on the nonzero parts which is typical for this choice of Θ. In (d) we report the result of Algorithm 3.3 with Θ(c) given by (5.3) with β = 1. The reconstruction is rather satisfactory and the notorious oscillatory effect is efficiently removed.
Schlieren imaging
Consider the problem of reconstructing a function f supported on a bounded domain
This problem arises from determining the 3D pressure fields on cross-sections of a water tank generated by an ultrasound transducer from Schlieren data. The data are collected with a Schlieren optical system based on Raman scattering. The Schlieren optical system outputs the intensity of light through the tank which is proportional to the square of the line integral of the pressure along the light path [9] . 
