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Abstract
High-order harmonic emission is investigated by numerical solution of
the weakly relativistic, two-dimensional Schrödinger equation for the case
of ultraintense laser-driven tightly bound systems (for example, multiply
charged ions such as O7+ exposed to laser fields of the order of 1018 W cm−2
at 248 nm). In contrast to their usual substantial decrease, the low-order harmonics having an energy less than the ionization potential exhibit a highefficiency (i.e. intense) plateau with a well defined cutoff. The shape of this
plateau is found to depend on the shape of the binding potential. A classical “surfing” mechanism for the generation of these harmonics is proposed
that does not involve tunneling and that nevertheless explains the observed
cutoff. Thus we call them “nontunneling harmonics.” The significance of
relativistic effects for these harmonics is investigated and found to be small,
despite the high laser intensity, because of the absence of tunneling.

1. Introduction and overview
Any nonlinear system that is driven by a monochromatic field will respond at
harmonic frequencies of the driving field. For low driving-field intensity (such that
perturbation theory with respect to the system–field coupling is applicable) the harmonic response quickly decreases with increasing harmonic order. For stronger
fields, it may stabilize over an extended range of orders before it eventually drops
off. Such a “plateau” in the harmonic response is characteristic of neutral atoms exposed to intense laser fields. Indeed, high-order harmonic generation (HHG) by atoms, molecules, and clusters in intense laser fields has become a very active field of
research since its first observation more than 15 years ago; for recent reviews, see [1,
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2]. HHG is on the verge of providing versatile table-top sources of intense radiation
with a unique temporal structure and for frequencies reaching into the water window [3, 4].
Experiments have preferentially employed Ti:Sa lasers, featuring high intensity
and short pulses, and rare-gas targets, which have high ionization potentials. Hence,
the theoretical work has concentrated on these also. For these cases, HHG is well described by the three-step or recombination scenario [5, 6]: this assumes that an electron tunnels into the continuum, where its subsequent accelerated motion is driven
by the laser field. Depending on the time when it tunnels out, it may eventually collide and recombine with the ionic core, releasing its energy by emission of a single harmonic photon. This model predicts that the plateau terminates at a cutoff energy of Ip + 3.17Up, where Up denotes the ponderomotive energy Up = E2/4ω2, ω and
E are the laser frequency and field amplitude, and Ip is the ionization potential of
the atom. (The ponderomotive energy is the cycle average of the laser-induced energy of oscillation of the electron.) The harmonic spectrum then has a very typical
appearance: over the first few harmonics, the intensities decrease substantially; at a
harmonic order roughly equal to Ip/ω, the recombination mechanism begins to become effective in forming the plateau up to the above-mentioned cutoff, after which
there is a rapid drop of HHG intensity below detectability. This tunneling–recombination mechanism has so dominated the scene that one may be inclined to assume
that it is a precondition for plateau-like HHG.
In this paper, as the medium for HHG we shall consider multiply charged ions,
specifically those having the same binding energy as O7+. Such ions may be produced in a number of ways (for a recent review, see [7]; see also [8]). Plans to combine intense lasers beams with intense ion beams are already well under way [9].
Also, free-electron lasers using undulators may use the merged beam technique,
which is already well established in synchrotron studies of ions [10]. Additionally,
we note that theorists have proposed using ensembles of ions for harmonic generation in the femtosecond regime [11].
We assume that the multiply charged ions are exposed to ultra-strong fields [12],
with intensities in the range of 1018 W cm−2, so that if an electron were to move only
under the influence of the laser field, it would obey relativistic kinematics. The pertinent ionization potentials easily reach hundreds of electron volts. As a consequence,
the “low-energy” part of the harmonic spectrum defined by harmonic orders below
Ip/ω, which for neutral atoms only includes a few harmonics, may now extend over
hundreds of harmonics. For neutral atoms, this part is too short to develop any evident structure. For multiply charged ions, this low-energy part of the HHG spectrum is extensive and, as we shall show, exhibits its own characteristic structure.
We expect that HHG in this case will be quite different from the standard situation, for several reasons. First, tunneling will play a lesser role because the tunneling rate decreases exponentially with Z3, where Z is the charge of the ionic core; see,
for example, the review [13]. Second, any electron that does nevertheless tunnel out
will be driven away from the ionic core by the Lorentz force via the magnetic-field
component of the applied laser field. Third, for tightly bound systems some intermediate states remain bound when exposed to ultra-intense laser fields, and they
might play an important role in HHG. All three of these factors combine to reduce
the role of the tunneling–recombination mechanism for the case of multiply charged
ion targets in the low-energy part of the HHG spectrum. In addition, we note that
the precise shape of the binding potential does not play a very significant role in the
standard tunneling–recombination mechanism. Indeed, this is a precondition for the
applicability of models such as the Lewenstein model [14] and others [15]. In contrast, we shall show that the shape of the binding potential has an important influence on HHG in the case of multiply charged ions.
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We shall investigate HHG arising from irradiation of tightly bound systems with
ultra-intense laser fields by numerically solving the weakly relativistic, two-dimensional, time-dependent Schrödinger equation. We shall focus on the effect of the
shape of the binding potential on the “low-order” harmonics, that is, those with an
order below Ip/ω. We shall explore the transition from a soft-core potential to a Coulomb-like potential. The former, owing to its relatively flat bottom, can be considered
as a model for ionized clusters [16], while the Coulombic potential is more realistic
for a hydrogen-like multiply charged ion. For the soft-core potential, our calculations
reveal the existence of a plateau in the low-order harmonic regime whose appearance is very similar to the standard tunneling–recombination plateau even though its
physical origin is completely different. However, when the binding potential becomes
narrower and approaches the Coulombic shape of a hydrogen-like ion, the low-order
harmonic spectrum changes drastically. The plateau turns into a narrow hump with,
however, a smaller plateau still extending from one of its shoulders. The position of
the hump is associated with an excited bound state. We formulate a classical model
that is able to explain both kinds of plateau and their cutoffs [17]. The mechanism is
such that the corresponding harmonics could aptly be called “surfing harmonics.”
However, we prefer to call them “nontunneling harmonics” because of the absence
of tunneling in their generation. The harmonic intensities—both for the plateau characteristic of the soft-core potential and for the hump-shaped plateau characteristic of
the hydrogen-like potential—are higher than for HHG in rare gases near saturation
by several orders of magnitude. This is not really surprising: standard HHG is related to tunneling, which is a weak process, while the nontunneling harmonics that
we consider here are due to the inner atomic dynamics, which affect a much larger
part of the wavefunction. We shall also investigate potentials having a shape close to
that of a square well and compare the results to HHG by a two-level system. We find
that there exist some shared features, such as hyper-Raman lines.
Finally, we shall assess the significance of relativistic effects. In our calculations,
we do not invoke the dipole approximation, so that the effect of the magnetic field is
fully included. In addition, our calculation also incorporates lowest-order truly relativistic effects of order 1/c compared with magnetic-field effects. Even though the laser field that we employ causes a free electron to quiver with a speed of about 0.3c,
the low-order harmonic spectrum, in contrast to the tunneling–recombination plateau, betrays few relativistic effects. Qualitatively most notable is the emission of
very-low-order even harmonics due to a magnetic dipole transition. The lowest-order relativistic term leaves virtually no mark in the harmonic spectrum. This may be
regarded as further evidence that free excursions of the active electron under the influence of the laser field (that are characteristic of the usual tunneling–recombination description of HHG) do not contribute to low-order harmonics.
We only consider harmonic emission by a single ion. Also, we do not dwell on
the practical prospects of providing an ion source with the appropriate density [8].
Whether or not this may ultimately turn out to be feasible, our results confirm that
the emission of high-order harmonics and, in particular, the existence of a plateau
in this spectrum are very general features of nonlinearly driven systems and by no
means restricted to the tunneling– recombination mechanism.
Briefly, the paper is organized as follows: in Section 2 we present our numerical procedure for solving the weakly relativistic Schrödinger equation and introduce the model potentials to which it is applied. In Section 3, we present and discuss nontunneling radiation spectra for these potentials. In particular, we propose a
classical mechanism that appears to underlie the formation of the quantum mechanically predicted plateaus. We also investigate the role of excited states and their dc
Stark shifts, and assess finally the importance of magnetic-field and relativistic effects. Atomic units are used throughout this paper, unless noted otherwise. In Section 4 we present our conclusions.
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2. Models and numerical method
Since the strong-field approximation and the associated Lewenstein model [14,
15] are not applicable for inner-atomic harmonic emission, we solve the time-dependent Schrödinger equation directly, using well known methods [18–20].
2.1. Numerical solution of the weakly relativistic Schrödinger equation
We consider an ultra-intense laser pulse with an intensity of 1.9 × 1018 W cm−2 at
the KrF laser wavelength of 248 nm. For these parameters, the maximal velocity of
a free electron subject to this pulse is about 0.3c (with c the speed of light), and the
ponderomotive energy is Up ≈ 0.02mc2. This corresponds to the weakly relativistic
regime. Therefore, for an electron in the continuum, the magnetic field will be important [21] while truly relativistic effects will still be small. In order to take the action of the magnetic field into account, we have to allow for at least two spatial dimensions. We expand the fully relativistic Hamiltonian so as to include first-order
relativistic corrections. Subtracting the rest mass, we have
(1)
with p = (px , 0, pz) the operator of the two-dimensional canonical momentum. The
laser field is a plane wave linearly polarized along the x direction and propagating
in the z direction, as described by the vector potential
A = Ax (t, z)ex = A0 f(u) cos ωu ex .

(2)

It depends on space and time only via u = t − z/c. The pulse-shape function f (u)
is normalized to a maximum of f (u) = 1; unless stated otherwise, it will be chosen
trapezoidal, with a linear turn-on of five cycles and a flat section of ten cycles. For
the binding potential V (x, z) we shall consider different forms, as discussed below.
For harmonic generation and not too highly charged ions, we can safely neglect the
electron’s spin [22]. Hence, we shall use the spinless Schrödinger equation with the
Hamiltonian (1). We then apply the weakly relativistic extension of the usual splitoperator algorithm [18] to study the time-dependent evolution of the system under
the irradiation of the external laser pulse. That is, the time evolution of the wavefunction is approximated by

(3)
For a free electron, application of px or Ax/c to the wavefunction yields terms of the
same order of magnitude. The other momentum component pz, however, is of the
4
order of pxAx/c. In the approximation (3), we keep terms up to the order of p x or
equivalent. We then have
f1(px, pz) = (p 2x + p 2z )/2 − p 4x /8c2,

(4)

f2(x, z, t) = V (x, z) + Ax (t, z)2/2c2 − Ax (t, z)4/8c6,
f3(z, px, t) = pxAx (t, z)/c −

p 3x

Ax (t,

z)/2c3

−3

p 2x

Ax (t,

z)2/4c4

(5)
− pxAx (t,

z)3/2c5,

(6)

where the three functions fi (i = 1, 2, 3) depend on the momentum operator, the position operator, and both the momentum component px and the position component
z, respectively. In order to compute the action of the operators fi , we transform, re-
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Figure 1. (a) The shape of various model potentials V (x, z) (equation (7)) with different parameters k and qe. (b) The corresponding energy levels. Note that for all potentials the ground-state energy is kept constant with a value of −32 au, which equals

spectively, to the representation where fi is diagonal. That is, for the application of f1,
we transform the wavefunction to momentum space. Next, for the application of f3,
we transform back to position space in z, and further, for application of f2 we complete the transformation back to position space. Finally, the same steps are carried
out again in reverse. Similar techniques have been employed in [23, 24].
2.2. Model potentials
We shall consider various forms of the static binding potential that models the
interaction between the outmost electron and the ionic core. One will be the softcore Coulomb potential [25]
(7)
Here the parameter k represents the charge of the ionic core. The smoothing parameter qe eliminates the Coulomb singularity and determines the depth of the potential. In a simulation that involves fewer than three dimensions, the presence of
such a parameter is physically reasonable since otherwise the electron would get too
close to the core too often. We have employed the so-called “spectral method” [18] in
order to calculate the energy spectrum in the absence of the laser field as a function
of the parameters k and qe. In all examples, we have kept the ground-state energy
constant at −32 au, which corresponds to the ground state of the hydrogen-like ion
O7+. Magnetic-field effects are very small for an electron in this state. Figure 1 shows
the shape of the binding potential (7) and the associated energy levels for three different combinations of the parameters k and qe. For the large value of k = 37.45 and
qe = 1, we get a relatively flat potential with a rather high density of energy levels.
Such a soft-core potential may describe an electron in an ionized cluster [16]. When
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Figure 2. Two model square wells (8) for (a) Z = 12.95 and s = 2, and (b) Z = 10.7 and s
= 10. The energy levels are indicated by dashed lines.

we decrease both parameters, the potential develops a more pronounced minimum.
At the same time, the separation of the low-lying energy levels increases. The smallest parameters shown, i.e. k = 8 and qe = 0.0098, are chosen so that the parameter k is
exactly equal to the nuclear charge of the hydrogen-like ion O7+. The parameter qe
now is extremely small, and the potential is very close to that of a pure Coulomb potential. The energy levels approximate a Rydberg series. In general, for hydrogenlike ions described by the potential (7), the smoothing parameter qe scales as qe(H)/Z2
(where qe(H) ~ 0.63 is the value for atomic hydrogen) [25].
For reasonable values of the parameters, the potential (7) has a pronounced minimum. It is interesting to consider a potential where this minimum is replaced by an
extended almost flat section, as would be the case in a large-Z positive ion in which
the inner shell electrons are averaged over. Since the ideal square well is unsuitable
for numerical calculations owing to its discontinuity, we shall consider the potential
V (x, z) = Z[arctan(x2 + z2 − s) − π/2].

(8)

As the parameter s increases, the potential approaches that of a square well of
radius √s. In Figure 2 we plot two such “square wells” for the parameters Z = 12.95
and s = 2, as well as Z = 10.7 and s = 10. They are chosen so that the ground-state energy is −32 au in either case.
Finally, we shall compare the harmonic spectra of the two model potentials (7)
and (8) with those generated by a two-level system coupled to the electric field E(t) =
E0 sin ωt. The two-level system cannot be represented exactly by any local potential
in position space. It is described by the Hamiltonian
H(t) =

(

−ω0/2
Ω0 sin ωt

Ω0 sin ωt
ω0/2 _

)

(9)
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Figure 3. The spectrum of the “tunneling–recombination” harmonics obtained using
the Lewenstein (NR) strong-field approximation theory and its relativistic generalization (R) for the hydrogen-like ion model with Ip = 870.72 eV. The laser intensity is
1.9 × 1018 W cm−2 and the wavelength is λ = 248 nm.

where

Ω0 = −μ · E0

(10)

denotes the Rabi frequency with μ the electric-dipole transition matrix element between the two states of the system. The system can be represented by two time-dependent coefficients c1(t) and c2(t) so that |ψ(t)ñ = c1(t)|1ñ + c2(t)|2ñ. They satisfy the
coupled first-order differential equations
(11)
The time-dependent mean dipole moment can be calculated from d(t ) = μ[c1*(t)c2(t)
+ c1(t)c2*(t)], which leads to the radiation spectrum via Fourier transformation.
3. Results and discussions
We are concerned with the low-order harmonics radiated by strongly bound electrons, whose ionization potential Ip equals many atomic units. By “low” we refer to
harmonics with an order of less than Ip/ω. This is the part of the harmonic spectrum
where usually, for harmonics produced by atoms or singly charged ions, the harmonic intensities strongly and uniformly decrease with increasing order. “Low-order harmonics” is a relative term: in our example we have Ip/ω = 174. The harmonic
spectrum is obtained through Fourier analysis of the mean dipole acceleration or,
for the two-level system, the dipole moment of the electron.
3.1. Plateau of nontunneling harmonics
In order to set the stage, we start by showing in Figure 3 the tunneling–recombination harmonic spectrum for a binding energy of −32 au and a laser intensity
of 1.9 × 1018 Wcm−2, calculated for the hydrogen-like ion model by using either
the nonrelativistic (NR) Lewenstein strong-field approximation [14] or its relativistic generalization (R) [27]. According to the NR theory [26], the plateau cutoff is
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Figure 4. The spectrum of the “nontunneling harmonics” for an electron in the softcore model potential (7), with k = 37.45 and qe = 1, exposed to a laser with an intensity
of 1.9×1018 Wcm−2 and a wavelength λ = 248 nm. The arrow at the lower right marks
the harmonic order having an energy equal to the ionization potential, Ip = 870.72 eV.

at (1.325Ip + 3.173Up)/ω = 7155; the relativistic calculation yields a slightly lower
cutoff. The harmonic spectra exhibit the multiplateau structure that is characteristic of the weakly relativistic regime [27]. There is a huge drop by at least ten orders of magnitude from the emission rates of the low-order harmonics (harmonic
orders below 100) to the emission rates of the plateau harmonics. Since we are in
the weakly relativistic regime, the reason for this difference is not primarily due to
relativistic effects, but to the very high value of the ionization potential. However,
comparison of the relativistic and the NR spectrum shows that the former is further reduced by three orders of magnitude owing to the v × B drift. In view of the
very low yield of the standard plateau harmonics, in the following we shall concentrate on the low-order harmonics.
The plateaux produced by the Lewenstein model are largely independent of the
precise choice of the binding potential. In contrast, the low-order harmonics (which
are not reliably modeled by the Lewenstein model) crucially depend on the binding potential. First, we consider the soft-core potential (7) with a large smoothing
parameter, that is, k = 37.45 and qe = 1. In Figure 4 we present the corresponding
harmonic spectrum. The harmonic order Ip/ω = 174, where the tunneling–recombination plateau of Figure 3 begins, is marked by an arrow in the lower right of the
figure. The plateau of Figure 4 has largely the appearance of a common tunneling–
recombination plateau. It consists entirely of odd harmonics and has a well defined
cutoff at about n = 59. Its physical origin, however, is completely different. This will
be discussed next.
If the extent of the spatial grid used in the numerical solution of the Schrödinger
equation is reduced to about ten atomic units, the harmonics displayed in Figure 4
hardly change. This proves that they cannot be due to the standard mechanism where
the electron (having tunneled out of the atom) performs an excursion of about α = E/
ω2 (calculated here nonrelativistically), whose value under our conditions is about
500 au. Hence, we conclude that the origin of these harmonics is to be sought in the
inner atomic dynamics. We suggest that they are produced when a laser-driven bound
electronic wavepacket sweeps over the center of the binding potential.
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Figure 5. The average position áxñ of the bound electronic wavepacket along the laser-polarization direction (x axis) as a function of the interaction time. The driving
electric field (2) is sinusoidal in time. The parameters are the same as in Figure 4, but
the calculation is for a small box in order to eliminate the effect of the ionized part of
the wavefunction.

In Figure 5 we plot the expectation value áxñ of the electronic wavepacket, which
is obtained by using such a small box that the contribution from the tunneling part
of the wavepacket is excluded. The large-scale sinusoidal structure of áxñ reflects the
motion of the minimum of the effective binding potential,
Veff(x, t) = V (x, 0) + xE(t ),

(12)

as a function of the laser field. The little wiggles visible in Figure 5 at those times
when áxñ goes through zero are related to the emission of the nontunneling harmonics (see below). A very crude time–frequency analysis can be performed by visual
inspection of Figure 5, determining the frequency by counting the number of small
wiggles within the time interval 6.4T –6.6T , where T is the laser period. This yields a
harmonic order of about 60, which agrees very well with the cut-off position of Figure 4.
In Figure 6, we display the outcome for selected harmonics of a time–frequency
analysis [28] of the electron acceleration ax (t) = áẍ (t)ñ according to
(13)
with a time window of Δt = 0.05T , where T is the laser period and where áẍ (t)ñ is the
expectation value of the acceleration operator for the time-dependent wavepacket. It
shows that the harmonics within the plateau (H53 and H61) are emitted at two times
during one optical cycle, around those times when the electric field goes through
zero (recall from equation (2) that our field is proportional to sin ωt (since z ≅ 0)). Remarkably, for H61 we observe two peaks near each of those times, which is reminiscent of the emission times of the long and the short trajectories of the Lewenstein
model [14]. In contrast, the harmonic H29, which is situated at the low end of the
plateau, is emitted at times when the field is definitely nonzero.
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Figure 6. Plot of the absolute square of the electron acceleration ax (t, ω) (cf. equation
(13)) versus t for 6 ≤ t ≤ 7 in units of the laser period T . The harmonic signal is proportional to the time integration of |ax (t, ω)|2. Results are shown for three of the harmonics appearing in Figure 4: the 29th (upper panel), 53rd (middle panel) and 61st
(lower panel).

3.2. A classical “surfing” mechanism for the nontunneling plateau
The nontunneling harmonics are amenable to a classical model description [17].
In order to justify the use of such a model, we notice that in Figure 1 there are several energy levels in the energy range in question. The effective potential (12) has
a saddle point xs(t) given by ∂Veff(x, t)/∂x|xs = 0. This is a saddle point in two dimensions. In our classical modeling, we shall restrict ourselves to one dimension
(x, which is the polarization direction of the laser field). Then, for the one-dimensional effective potential (12), the saddle point is a maximum as a function of x. Classically, electrons released with zero velocity inside this saddle point will tumble into
the minimum of the effective potential, while those set free outside will move away
from it. When the field decreases from its maximum to zero, the saddle point moves
outward, and eventually reaches infinity. Figure 7 displays the position and the total-energy gain Δtot(t) = tot(t) − tot(t0), where tot(t) = Veff(x(t ), t) + vx (t)2/2 of an
electron set free with zero velocity at the time ωt0 = π/2 at a position just outside
the saddle point xs(t) when the electric field E(t) = E sin ωt of the laser is at its maximum (and the saddle point is closest to the minimum of V(x, 0)). The precise value
of the starting position was chosen as the maximal position that does not lead to immediate ionization. With ongoing time and decreasing field, the saddle point slowly
moves outward and the electron moves with it, owing to the small outward-directed
gradient of the effective potential. While the electron moves, riding on the saddle
just outside its maximum, it gains energy from the laser field as the effective potential increases. As the field decreases further, the outward motion of the saddle point
accelerates while the net outward force on the electron decreases. At some point in
time (to be denoted by t1 which is ≈0.42T in the figure), the electron cannot keep up
any more and is drawn into the attractive region of the effective potential, where
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Figure 7. Position (a) and total energy gain (b) of a classical electron as a function
of time for the conditions of Figure 4 with initial conditions as described in the text:
namely, the electron starts just outside the saddle point of the effective potential (12)
at a time when the field is maximal.

it oscillates back and forth a few times before it escapes from the binding potential when the field increases into its next half cycle. All of this is summarized in Figure 8. While the electron stays near the saddle point, its energy gain is about Δtot ≈
Veff(xs(t1)) − Veff(xs(t0)). This is the dominant part of its energy gain, but an additional
smaller part is added during its ensuing oscillatory motion. Figure 7(b) shows that
this mechanism is able to explain the cutoff predicted by the quantum mechanical
calculation underlying Figure 4. Comparing Figure 7 with Figure 6, we can convince
ourselves that the harmonics of the plateau (e.g. H53 and H61) are indeed emitted
when the laser field is near zero and the electron orbit oscillates within the binding
potential, unlike the lower harmonic H29. Figure 9 shows the results of an identical calculation, except that we have set the electron free just inside the saddle point.
Now it remains confined to the attractive region of the effective potential. Its energy
gain is much lower and remains well below the cutoff energy for all times.
The classical mechanism described above is the same by which a surfer first gains
potential energy and then converts it into kinetic energy. Here, the electron surfs on
the time-dependent effective potential (12). In a beautiful early above-threshold ionization (ATI) experiment [29], the electron was observed to surf on the time-dependent ponderomotive potential (whose time dependence is related to the envelope of
the pulse).
A cutoff law of the form xE is reminiscent of the low-energy cutoff (in addition
to the standard tunneling–recollision cutoff) observed in calculations of harmonic
generation in a diatomic molecule having a pair of charge-resonant states [30, 31].
In the latter case, the electron gains energy by traveling the distance Δx from one
atom to the other while the laser field is essentially constant. In the present case, the
electron rides up in energy when the laser field decreases by ΔE while it essentially
maintains its position x in space. The classical mechanism identified above depends
very sensitively on the parameters. It is efficient if and only if the field-free groundstate energy –Ip rather closely agrees with the energy Veff(xs(t0), t0) of the saddle for
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Figure 8. Illustration of the surfing mechanism described in the text. The effective potential (12) is plotted for the parameters of Figure 4 at three different times. The time
t = 0.25T corresponds to the maximum of the field. The solid dots represent the positions as a function of time of an electron that is released with zero velocity just outside the effective potential saddle at the time t = 0.25T , whose orbit is depicted in
Figure 7. Notice how from t = 0.25T = t0 to t = 0.42T = t1 the electron moves from just
outside to just inside the saddle point.

Figure 9. The same as Figure 7, but with the electron starting inside the saddle point.

t0 near the maximum of the field. If it is much higher, the ion quickly undergoes further ionization; if it is lower, then the ground-state population at the position of the
saddle is too small. For the case of Figure 4, when the field is maximal, the energy
of the saddle point is Veff(xs, t0) = −31.4 au, which is very close to the binding energy
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Figure 10. Harmonic spectrum (a) for the soft-core potential (7) with k = 28 and qe
= 0.5 and the result (b) of the same classical model as used in Figure 7. In (b), the
dashed curve and the solid curve specify the position of the electron and its total-energy gain, respectively.

of −32 au. In order to explore this further, we decrease both the soft-core parameter
k and qe while keeping the ground-state energy fixed at −32 au. For k = 28 and qe =
0.5, the resulting nontunneling harmonic spectrum is displayed in Figure 10, along
with the orbit calculated from the same classical model. The spectrum is close to the
one obtained above, but the efficiency of the plateau harmonics has decreased by
about two orders of magnitude. This is primarily due to the fact that now the energy of the saddle point for maximal field is Veff(xs, t0) = −27.7 au, which is far above
the ground-state energy (but still far below the first excited state). Nevertheless, the
classical model still correctly predicts the cutoff of the remainder of the plateau. This
is particularly remarkable since now, according to Figure 1, the level density is quite
low. We also note that, while the spectrum is still dominated by the odd harmonics
of the laser frequency, for orders larger than 25 additional structure is showing up
that was virtually absent from the spectrum of Figure 4.
3.3. Harmonic emission involving excited states
When we continue to decrease the soft-core parameters k and qe, the spectral features of the harmonic emission change dramatically. In the upper panel of Figure 11
we plot the harmonic spectrum for k = 15.32 and qe = 0.1, which corresponds to the
potential depicted by the short-dashed curve in Figure 1. The plateau of the nontunneling harmonics is no longer the dominant feature of the spectrum. Rather, we
observe a continuous decrease over six orders of magnitude from the lowest harmonics up to harmonic orders around 30. This part of the spectrum consists exclusively of odd harmonics of the laser frequency. There follows a resonance-like hump
centered at an order just below 60. Above the order of 40, the odd harmonics have
all but disappeared. In their place, we observe two series of harmonics: one having
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Figure 11. Harmonic spectrum for the soft-core potential (7) with k = 15.32 and qe
= 0.1. The lower panel shows a blow-up of the central part of the spectrum. It illuminates the transition from the purely odd harmonics of the low-energy part of the
spectrum to the two series of harmonics characteristic of the upper part. The laser
parameters are the same as those of Figure 4.

broad spikes at energies approximately equal to (2n + 0.2)ω, the other having very
narrow spikes at about (2n − 0.5)ω that are less intense by one to two orders of magnitude. The lower panel of Figure 11 displays an enlargement of the central part of
the spectrum, which illustrates these statements. Starting at n ≈ 80, a new plateau
appears which extends up to a very pronounced cutoff at n = 95. This latter plateau
consists almost entirely of the first series of broad spikes mentioned above.
From Figure 1(b) we can infer that in the absence of the laser field the energy separation between the ground state and the first excited state of the soft-core potential
corresponds to about the 62nd harmonic, while the resonance-like hump shown in
Figure 11 has its maximum just below the order of 60. It is tempting to associate the
harmonics of the hump region with the transition from the first excited state to the
ground state modulo an even number of photons (since the two states have opposite
parity), so that their energies are given by ħωq = [Ee(I ) − Eg(I )] + 2nω where Ee and
Eg denote the energies of the ground state and the first excited state and I denotes
the laser intensity. In this formula, we have allowed for dc Stark shifts of both the
ground state and the excited state. While the Stark shift of the ground state is small,
the excited state moves down substantially in energy, and this may explain the discrepancy between the field-free position of the resonance and the observed one. The
second less intense series may be due to magnetic-dipole transitions from the excited state to the ground state modulo an odd-integer number of photons (owing to
the positive parity of the magnetic-dipole transition). Each of these aspects requires
further investigation; we discuss some of them further below.
The additional plateau above the hump, at harmonic orders between 75 and 95,
is due to the classical “surfing” mechanism discussed in the preceding subsection.
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Figure 12. Harmonic spectrum for the soft-core potential (7) in the Coulombic limit,
for k = 8 and qe = 0.0098. The laser parameters are those of Figure 4.

The energy of the saddle point of the effective potential for maximal field is now Veff
= −21 au, which is very close to the energy of the first excited field-free state, −20.4 au
(cf. Figure 1(b)). Hence, an electron promoted into this excited state has an excellent
chance to experience the energy-gain mechanism described above, with the only difference being that now it starts from the excited state. Its maximal energy gain is
about 35 harmonic orders. Hence, assuming it makes a radiative transition back to
the ground state, we obtain a cutoff near n = 95, in good agreement with the spectrum of Figure 11.
We now decrease the parameter k further and adjust it to the charge of the ion
O7+, i.e. k = Z = 8. As discussed earlier, for hydrogen-like ions the parameter qe is qe =
qe(H)/Z2, where qe(H) = 0.63; hence we obtain qe = 0.0098. The corresponding potential is now very close to Coulombic (cf. the long-dashed curve in Figure 1(a)) and the
first excited state is now at an energy of about 110 laser photons above the ground
state. The resulting harmonic spectrum is shown in Figure 12. It exhibits a well developed resonant maximum at the harmonic order 99, which is, as was the case in
Figure 11, below the order corresponding to the field-free excitation energy. The dc
Stark shift is considerable because the first excited state comes close to being unbound in this case. We have calculated the dc-Stark-shifted energy levels for the
peak laser field. This gives an energy of 94.8 ω for the transition between the first
excited state and the ground state. The remaining difference between the quantum
mechanically predicted resonance at 99 ω and the dc-Stark-shifted transition energy
from the first excited state to the ground state (i.e. 94.8 ω) may be explained by the
ac-Stark effect. Our quantum calculations of course include all effects; to interpret
the results we have only calculated separately the dc-Stark shift.
In order to investigate the relation between the energy position of the resonance
and the dc Stark shift, we have carried out similar calculations for three lower intensities, namely 1017, 5 × 1017, and 1018 Wcm−2. The resulting harmonic spectra are
presented in Figure 13. For the lowest intensity of 1017 W cm−2, we observe a resonant maximum at the nominal field-free position, which can be read off from Figure
1(a). In fact, Figure 13(a) shows not only the resonance corresponding to the transition from the first excited state to the ground state, but also those from the second
excited state to both the ground state (at about ~129.9 ω) and the first excited state
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Figure 13. Harmonic spectra for the same Coulombic soft-core potential as for Figure
12 (cf. Figure 1(a)). The laser wavelength is 248 nm and the intensities are (a) 1017 W
cm−2, (b) 5 × 1017 W cm−2 and (c) 1018 W cm−2.

(at about 19.3 ω). With increasing intensity, the excited-state–ground-state resonance
moves to lower harmonic orders. At the same time, the effect of the second excited
state is no longer visible, since for the higher intensities this state is above the classical barrier and ionizes very quickly. It is remarkable, too, that the lowest intensity is
not yet capable of producing any low-order harmonics, owing to the electron being
so strongly bound.
The harmonic spectra of Figure 11 and, in particular, of Figure 13 are reminiscent
of spectra generated by atoms that have been prepared in a coherent superposition
of the ground state and an excited state [32]. In contrast, here the atom is initially in
the ground state and the superposition state is generated by the field-driven inner
atomic dynamics.
Returning to Figure 12, we again observe a high-energy plateau above the resonance hump for orders between 110 and 135, with an appearance similar to that in
Figure 11(a). Again we can invoke the classical mechanism, which predicts a maximal energy gain of 40 ω, starting from the saddle-point energy of Veff(xs, t0) = −15.30
au, i.e. 16.7 au (or 91 ω) above the ground state. This yields a cutoff energy of 131
ω, which is remarkably close to that of the calculated spectrum shown in Figure 12.
However, in comparison with Figure 11(a) the intensity of this plateau is low. This is
not surprising: the energy of the field-free first excited state is now −11.9 au, which
is high above the energy of the saddle point. The classical calculation already gives
a hint regarding the reason for this low efficiency: the starting position of the electron must be chosen within an extremely narrow range in order to prevent immediate ionization.
Summarizing the dependence of the harmonic spectrum on the width of the softcore potential, we have found that the density of the eigenstates and their positions
relative to the height of the saddle appear to be most significant. The soft-core potential (7) with a large smoothing parameter qe is comparatively broader and has a
comparatively higher density of states than such potentials for small qe. It gives rise
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Figure 14. Harmonic spectrum for the approximate square-well potential (8) with Z
= 12.95 and s = 2, depicted in Figure 2(a). The laser parameters are the same as those
of Figure 4.

to a harmonic spectrum with a plateau that looks intriguingly similar to that of the
usual tunneling–recombination harmonics. However, its cutoff can be understood
classically by the surfing mechanism discussed above and not by the tunneling–recombination model. As is the case for the high-order harmonics produced by neutral atoms, there is little signature in the spectrum of particular excited states [33].
In contrast, as the smoothing parameter qe in the potential (7) decreases, the density
of states decreases, and resonance-like effects show up in the spectrum. These are
due to electronic transitions from laser-populated excited states back to the ground
state. In addition, the classical “surfing” plateau still exists for potentials with small
values of qe for high harmonic energies. In this case, the classical mechanism starts
its action on an electron that has already been promoted by the field into an excited
state. The efficiency depends upon how close the energy of the excited state is to the
energy of the saddle point of the effective potential (12).
3.4. Square-well potential and two-level system
In this subsection we investigate binding potentials that have an extended almost
flat part and, as a consequence, a high density of energy levels. In Figure 14 we display the gross structure of the harmonic spectrum of the approximate square-well
potential (8) with Z = 12.95 and s = 2, whose energy levels are shown in Figure 2(a).
The laser pulse is the same as for Figure 4. We notice first of all the presence of a
very intense plateau quite similar to those of the soft-core potentials (shown in Figures 4 and 10). In order to investigate this spectrum in detail, we divide it into four
parts, which are shown on an enlarged scale in Figure 15. The first few harmonics
are exclusively odd harmonics of the laser frequency, as was the case for the softcore potential (cf. Figure 10). However, in contrast to the former, here the odd harmonics survive throughout the entire spectrum in the form of narrow, sharply defined peaks. Very occasionally these odd harmonics are strongly suppressed (e.g. for
n = 83). This points to the presence of several competing channels, which can give
rise to a destructive interference, especially in the case where just two such channels are dominant. Starting with harmonic orders of about 12, two additional se-
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Figure 15. The same as Figure 14, but presented on an enlarged scale in order to display the details of the spectrum.

ries appear: one series consists of broad spikes centered at (2n − 0.1)ω. These peaks
clearly dominate the spectrum except for the very low harmonics. The second series
is just barely visible, but consistently present. It manifests itself by narrow spikes at
(2n−0.5)ω, which ride on the low-energy shoulders of the first series.
If we change the parameters of our approximate square well to Z = 10.7 and s
= 10 (cf. Figure 2(b)), its bottom becomes virtually flat. The harmonic spectrum for
this potential is presented in Figure 16, for the slightly lower intensity of 1.2 × 1018
W cm−2. The most important observation is that the plateau has disappeared. Moreover, except for the lowest few harmonics, there is no simple harmonic structure or,
equivalently, there are many competing harmonic series. Obviously, this is due to
the large extent of the binding potential, the associated high density of energy levels
and the absence of a well defined potential minimum, about which a classical electron undergoes acceleration.
Finally, we consider the much investigated case of harmonics generated by a twolevel system [34–37]. However, in contrast to previous work, we choose parameters
such that the level separation corresponds to a large number of photons. Specifically,
we use an energy separation of ω0 = 3.068 au, corresponding to the difference between the ground state and the first excited state of the square-well potential whose
harmonic spectrum is shown in Figure 14. For the Rabi frequency we take Ω0 = 7.348
au. In view of its definition (10), this corresponds to the same laser electric field as
for the previous figures, provided the electric-dipole transition matrix element has a
value of one atomic unit. The resulting harmonic spectrum can be inspected in Figure 17. Its features conform with expectations: the cutoff agrees very well with the
cutoff law [36], ωmax = 2[(ω0/2)2 + Ω02]½ = 81.6ω. Throughout its range, the spectrum
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Figure 16. The same as Figure 14 but for Z = 10.7 and s = 10, corresponding to the potential of Figure 2(b), for a laser intensity of 1.2 × 1018 W cm−2.

Figure 17. Harmonic spectrum of the laser-driven two-level atom described by (9)
with ω0 = 3.068 au (corresponding to the energy separation between the ground state
and the first excited state of the potential used for Figure 14) and Ω0 = 7.348 au. The
lower panel shows part of the spectrum on a larger scale.

consists of triplets [35] that include a center frequency at odd harmonics of the laser
frequency and two side bands positioned symmetrically at (2n + 1 ± 0.27)ω on either
side. The intensities of the side bands are, however, very asymmetrical. Except for
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Figure 18. (a) Spectra of harmonics polarized in the z direction for the soft-core potential whose x-polarized spectrum is shown in Figure 11. (b) The same as in (a) but
for the soft-core potential whose x-polarized harmonic spectrum is shown in Figure
12. The scale of the abscissa is different from those for the x-polarized spectra.

the lowest few harmonics, the high-energy side band has an intensity that is lower
by four to five orders of magnitude than the one on the low-energy side. The reason
becomes clear from the analyses in [35, 37]: actually, a triplet is composed of a (2n +
1)ω odd harmonic and two hyper-Raman lines, located at 2kω ± Ω, where k is an integer, −∞ ≤ k ≤ ∞. Here, Ω ~ Ω0 is much larger than the laser frequency ω. Hence the
apparent hyper-Raman lines of a given triplet in Figure 17 originate from different
integers k (namely, the triplets correspond to 2kω − Ω and 2k′ω + Ω). Thus these lines
have very different intensities [37]. As noted above, our numerically predicted cutoff position agrees well with the analytic cutoff law of [36]; we find that it is numerically close also to the slightly different cutoff law of [37].
The two-level spectrum bears some resemblance to the spectrum of the square
well shown in Figure 14, which also consists of triplets. However, the square-wellpotential spectrum is much more irregular, and the sidebands are not symmetrical
relative to the positions of the odd harmonics.
3.5. Significance of relativistic effects
The first relativistic effects that appear are related to the presence of the magnetic field or, equivalently, to the fact that the laser field is a propagating plane wave
which depends on t − z/c (cf. equation (2)) rather than just on t , as is assumed in the
dipole approximation. As a result, the electron undergoes acceleration in the z direction, and there is harmonic radiation polarized in this direction which is absent
if the dipole approximation is adopted. However, z-polarized radiation can also be
emitted in the context of the dipole approximation, owing to spontaneous emission
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Figure 19. Testing retardation and relativistic effects via the harmonic spectrum polarized in the z direction: the potential is the soft-core potential (k = 15.32, qe = 0.1) of
Figure 11, with the slightly lower laser intensity of 1.7 × 1018 W cm−2. The other laser
parameters are the same as in Figure 4. The upper two panels show the x-polarized
and the z-polarized spectra, respectively, calculated with the Hamiltonian (1). The xpolarized spectrum is virtually identical to that in Figure 11. In the next panel, the
relativistic terms in the Hamiltonian (1) have been dropped, and in the lowest panel,
in addition, the dipole approximation has been introduced. All panels but the uppermost show z-polarized spectra.

from an excited state. Whatever its origin, z-polarized radiation is calculated by Fourier transformation of the z-direction acceleration of the electron. In Figures 18(a)
and (b) we show the harmonic spectrum polarized in the z direction for the two softcore potential cases whose x-polarized harmonic spectra were presented in Figures
11 and 12.
Both z-polarized spectra exhibit a strong suppression of the low-order harmonics, which are practically absent save for the very lowest even harmonics. These latter are due to even-parity magnetic-dipole emission. The resonance-related parts of
the spectra differ from the x-polarized spectra in two respects. First, the z-polarized
spectra peak precisely at the field-free excitation energies. There is no evidence of
a dc Stark shift. Second, the plateaux on the high-energy shoulders of the x-polarized spectra appear on the low-energy shoulders of the z-polarized spectra and are
broader.
Finally, in Figure 19 we investigate the extent to which the z-polarized spectra
are related to relativistic effects. We do this by first omitting the first-order relativistic term in the Hamiltonian (1) and then by introducing, in addition, the dipole approximation in the remaining NR Hamiltonian. The results show that the first-order
relativistic term has virtually no effect on the spectrum, except for the highest harmonics in the spectral region where the x-polarized spectrum displays its plateau.
The dipole approximation, on the other hand, markedly affects the spectrum in two
ways (cf. the lower panel of Figure 19): first, the low even harmonics completely dis-
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Figure 20. Comparison of the harmonic spectrum of Figure 4 (filled circles) with a
standard (tunneling–recombination) harmonic spectrum in neutral helium for the
same wavelength (λ = 248 nm) (open squares) as well as for the longer wavelength
of 800 nm (filled diamonds), the latter two at intensities near saturation, 1015 W cm−2
and 6 × 1014 W cm−2, respectively. Also reproduced is the spectrum of Figure 12 (filled
triangles). All spectra have been obtained by running the same code and are plotted
on the same scale.

appear. This confirms that they are due to magnetic dipole emission. Second, the
remainder of the plateau on the high-order shoulder of the resonance disappears.
In contrast, the plateau on the low-energy side of the resonance is practically unaffected. This assures us that it is related to spontaneous field-assisted decay of the
first excited state.
4. Conclusions
The high efficiency of the nontunneling harmonics discussed in this paper is due
to the fact that they are generated by the field-induced motion of that part of the
electronic wavepacket that stays inside the range of the binding potential. This is by
far the dominant part, as opposed to the continuum part that has tunneled out and
is responsible for the standard tunneling–recombination harmonics [5, 6, 14, 15]. In
Figure 20 we compare the intensities of the standard harmonics generated by a neutral atom and the nontunneling harmonics generated by a multiply charged ion,
with each exposed to an ultra-intense field having an intensity close to that leading
to saturation. In the figure, we reproduce the results for the soft-core potential with
qe = 1 and k = 37.45 (Figure 4) and for the Coulomb-like potential with qe = 0.0098
and k = 8 (Figure 12) (with both potentials having the same binding energy, which
equals that of O7+), and compare these with harmonic spectra calculated for helium
near the saturation intensity. The plot was obtained by running the same code for
all cases. The figure shows that the nontunneling harmonics are radiated with an
intensity that is higher by about four orders of magnitude for the low orders (and,
of course, more than that once the harmonic order is above the cutoff in the atomic
case). This very substantial harmonic yield may leave hope for an experimental observation, even though the density of an ion target will not be high.

Nontunneling high-order harmonics from ultra-intense systems

649

On the theoretical side, the examples presented in this paper underline once
again that the existence in the harmonic response of a plateau with a well defined
cutoff is not tied to the tunneling–recombination mechanism. Rather, it is a very general phenomenon characteristic of nonlinear systems that are sufficiently strongly
driven by a periodic force [38, 39]. Other examples include two-level systems [34,
35] and two-center systems [30, 31]. We feel there exists no explanation of the formation of this plateau that is as universal as the phenomenon itself.
The laser field that we employed is so intense that the free-electron motion in its
presence is moderately relativistic. Yet, when in our calculations we disregard the
relativistic correction and even introduce the dipole approximation, the harmonic
spectra hardly change at all. A similar suppression of relativistic effects is known
theoretically for ionization and for other processes induced by intense relativistic
low-frequency fields: the total rates which are determined by the inner atomic dynamics display relativistic effects only reluctantly and for intensities that are much
higher than those required to make strong marks on the differential rates with
charged particles in the final state [40]; see also remarks in [41]. There is a recent experimental confirmation through a measurement of ionization of high-charge states
of argon by relativistic fields [42]. Briefly, in order to accelerate to relativistic velocities, the electron needs more space than is available within the range of the binding
potential. Also for an electron in a hydrogenic ion such as O7+, which has the same
binding energy as the potentials in this paper, even a laser of intensity 1018 W cm−2
has an electric field that is only 2% of that due to the nucleus. Hence since electronic
motion about an O7+ nucleus may be treated nonrelativistically, one should not expect even a laser of 1018 W cm−2 intensity to introduce significant relativistic effects,
unless of course the electron leaves the vicinity of the nucleus. The lack of significant
relativistic effects in our calculations thus gives added confirmation of our nontunneling model interpretation of our results.
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