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ABSTRACT
Recent advances in image captioning task have led to increas-
ing interests in video captioning task. However, most works
on video captioning are focused on generating single input of
aggregated features, which hardly deviates from image cap-
tioning process and does not fully take advantage of dynamic
contents present in videos. We attempt to generate video cap-
tions that convey richer contents by temporally segmenting
the video with action localization, generating multiple cap-
tions from multiple frames, and connecting them with nat-
ural language processing techniques, in order to generate a
story-like caption. We show that our proposed method can
generate captions that are richer in contents and can compete
with state-of-the-art method without explicitly using video-
level features as input.
Index Terms— video caption, action localization, natural
language processing
1. INTRODUCTION
Image captioning task has gained an increasing amount of
attention with successful application of convolutional neu-
ral networks (CNN) and recurrent neural networks (RNN),
setting new benchmarks that are frequently comparable to
human-written captions [1–4]. Successes in image captioning
task have inevitably led to an increasing amount of interests
in video captioning task. Previous works dealing with video
captioning task have attempted to utilize various type of fea-
tures that are unique to videos. However, most of them were
focused on generating caption from single input vector of ag-
gregated features, which hardly deviates from image caption-
ing process and does not take full advantage of richer contents
present in videos.
Visual elements are hardly stationary in videos, which in-
evitably leads to a series of events, and as such, caption gener-
ated from single aggregated input can be insufficient for fully
conveying the dynamic contents of videos. It consequently
follows that we need to account for each event that is hap-
pening in the video with multiple sentences. Segmentation
of videos is an intuitive method through which we can gen-
erate multiple sentences, provided that we have a reasonable
criteria for segmentation. One feasible way is to make use
Fig. 1: Overall workflow of our proposed method
of scene or shot transition detection. However, most such
techniques revolve around color histograms and edge features
[5, 6]. Thus, while effective in highly edited videos such as
movie clips, it is difficult to exert an equal amount of effi-
ciency in videos of other domains where scene or shot tran-
sition is less frequent. Even in videos with frequent editing,
shot or scene transition does not always correspond to transi-
tion of events. For example, it is counter-intuitive to segment
repeated counter-shot editing of two people talking to each
other and refer to it as separate events. We thus attempt a seg-
mentation of videos based on action localization, as change
of action can be a strong indicator of a distinct event.
Segmentation of videos allows us to work with multiple
frames, with which we can generate separate captions follow-
ing the conventional image captioning procedures. However,
these captions are initially independent of each other, bearing
no contextual relevance. Thus, simply concatenating the sen-
tences leads to a highly awkward and artificial-looking pas-
sage. We employ a series of simple natural language process-
ing techniques to connect the sentences smoothly, enabling a
generation of more natural, human-like captions, resembling
the characteristics of narratives. Fig. 1 shows the overall
workflow of our proposed method. We demonstrate through
experiments that our method, even without explicitly using
video-level features as input, can generate captions convey-
ing richer contents, with comparable performance to current
state-of-the-art on evaluation metrics.
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2. RELATEDWORK
Human action recognition in videos has been actively stud-
ied. The typical pipeline to obtain video features is to extract
local features and aggregate them. Rich descriptors, such as
HOG [7], HOF [8], and MBH [9], and aggregating these local
features with Fisher Vector [10] have demonstrated success-
ful performances. Extracting local features along improved
Dense Trajectory (iDT) [11], which compensates for camera
motion, can obtain impressive results in action recognition.
Recently, deep CNN features have been employed in a variety
of fields and demonstrated successes [12, 13]. Yet, while the
state-of-the-art method [14] in action recognition uses CNN,
it also depends on iDT. Spatio-temporal localization has also
been attempted using such representations of videos. Most of
the state-of-the-art works on action localization use temporal
sliding window approach [15, 16]. In our case, it suffices to
temporally segment the videos based on actions, and we thus
localize the actions in temporal axis only.
Works on video captioning have attempted to directly ap-
ply a variety of features uniquely present in videos to caption
generation. Pan et al. [17] introduced LSTM-E, which simul-
taneously takes learning of LSTM and visual-semantic em-
bedding into account. Shetty et al. [18], winner of Describing
and Understanding Video & The Large Scale Movie Descrip-
tion Challenge (LSMDC) at ICCV 2015, extracted features
at three levels. At video level, they extract Dense Trajectory
(DT) [19], HOG, HOF, MBH (x and y) and generate five his-
tograms of 1000 dimensions. Then, the keyframe features
from the middle frame of the video are extracted via VGG-16,
VGG-19 [20], and GoogLeNet [21]. Finally, content features
are extracted by training a SVM on MS COCO 80-object clas-
sification. While competitive, a few potential drawbacks can
be pointed out. First, the video representation becomes high-
dimensional. Also, it is questionable whether middle frame is
always representative of the entire video. It may be true for
short videos, but as the duration of video gets longer, its rep-
resentativeness is inevitably prone to decline. Lastly, in spite
of the relatively complex overall pipeline, its caption gener-
ation process hardly differs from image captioning in that it
ends up with a single representation, which may not reflect
rich contents unique in videos.
In terms of the story-like characteristic of the outcome,
Zhu et al. [22] are more intimate to our motivation. By align-
ing scenes with subtitles, and subtitles with passages in the
books, they were able to generate story-like description of the
scenes. This, however, has an obvious drawback that both
books and movies should exist, along with subtitles. Alterna-
tively, one may be able to rely on story-like, human-written
ground truth captions for images or videos, but such data are
not yet sufficiently available in the research community, and
are expensive to collect. Since our work treats the frames
from each segment independently, we do not need to rely on
additional textual data to generate a story-like caption.
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Fig. 2: Average number of segments per video depending on
score threshold. Note that the number of segments was set to
zero in case no action was localized.
3. PROPOSED METHOD
We first describe our mechanism of temporal segmentation
based on action localization in Sec. 3.1. Middle frames are
extracted from each resulting segment, and captions are gen-
erated for each frame. These captions are connected via two
steps of natural language processing, namely coreference res-
olution and connective word generation, which we explain in
Sec. 3.2 and Sec. 3.3, respectively.
3.1. Temporal Segmentation with Action Localization
It has been argued that features extracted from pre-trained
CNN [23, 24] or color channels [25] are more appropriate
for capturing contextual information rather than localizing ac-
tions precisely. We thus employ a sliding window method
and motion features only for temporal localization, following
the winner’s approach in the temporal action detection task
of THUMOS 2014 challenge [26]. In order to extract motion
features, we use improved Dense Trajectories (iDT) [11].
Since datasets we work on (Montreal [27] and MPII [28])
do not contain time information, it is difficult to learn the ac-
tions directly from these datasets. However, since our goal
is simply to segment the videos, predicting the action class is
not a prerequisite. We thus rely on UCF 101 [29] to learn the
actions. Although it cannot be said that action classes in UCF
101 cover all actions (and verbs in ground truths) in Montreal
or MPII, it is still possible to obtain class scores using a clas-
sifier trained on UCF 101. Since our goal is to temporally
segment the video based on action change, rather than spec-
ifying the action, we apply the classifier trained on UCF 101
training data to test data of our target datasets.
Following [15], we employ a temporal sliding window ap-
proach and non-maximum suppression for temporal action lo-
calization. We first use temporal sliding windows of length
30, 60, 90, and 120 frames, and slide the windows in steps of
30 frames. We then re-score the detected windows with non-
maximum suppression to remove overlapping. Note that if we
were to use all detected windows, then minor movements that
do not quite constitute a clear action will be localized as well,
leading to unnecessary, redundant generation of captions. We
thus set a score threshold so that windows with score below
it are not considered to contain any action. We segment the
videos so that each segment consists of adjacent windows of
the same action class.
Fig. 2 shows the average number of segments per video
depending on the score threshold. Although we want to ex-
tract multiple frames from each video, too many frames will
result in excessively wordy and repetitive caption. We thus set
our score threshold as -0.5 for Montreal dataset, which is just
over 2 segments per video. MPII dataset is relatively shorter
in length compared to Montreal, and all of our thresholds did
not exceed 2 segments per video. We choose threshold of -1.0
for MPII as it closely approaches 2 frames per video. Note
that, since we assumed the number of segments to be zero
when no action was detected, the actual number of segments
is a bit higher than shown on the graph. In case no action was
detected in the entire video, we simply used the middle frame.
3.2. Backward Coreference Resolution
As was discussed in Sec. 1, generated captions from multiple
frames of a video are initially independent of each other with
no contextual relevance. As the first step to smoothly con-
nect them, we first apply backward coreference resolution. In
usual coreference resolution, given a passage
A man is with a plate. He is sitting with it.
anaphors are resolved to their corresponding antecedents so
that ‘he’ is linked to a ‘a man,’ and ‘it’ to ‘a plate.’ In our
case, on the contrary, there are no anaphora but repeated ap-
pearances of to-be-antecedent noun phrases. Thus, given a
passage
A man is with a plate. A man is sitting with a plate.
we want to link the coreferences, and convert the later ones to
appropriate pronouns.
Such task is rare even in natural language processing field,
and to our knowledge, there exists no tool to specifically per-
form this task. We implement the task by using gender an-
notator from Stanford CoreNLP [30], which assigns likely
gender to tokens, in order to deal with singular human sub-
jects. Then we run coreference resolution for non-singular
or non-human references, with part-of-speech tagger to deal
with plurals (NNS/NNPS), and with lemmatization, in order
to avoid conflicts with tenses [31](‘watches’ for noun plural
vs. ‘watches’ as a third person verb), aided by WordNet [32].
3.3. Connective Word Generation
Another key point to generating human-like ‘narrative’ from
multiple sentences is to find appropriate transition, or connec-
tive words, such as ‘then.’ One way to accomplish this may be
to train a classifier for the connective word based on vector-
ized adjacent sentences. This, however, is not very practical
as it is hard to determine the number of classes, and collecting
Ground Truth With the table gone, all of the girls sit intheir same seats, their trays on their laps.
Mid-frame A man and a woman standing next toeach other.
Fig. 3: Example of generated caption on a test example from
Montreal dataset, along with ground truth and caption from
middle frame
Table 1: Performances of our model and baseline on each
dataset
Dataset Model BLEU-4 CIDEr METEOR
Montreal
Mid-frame .003 .070 .042
Ours .004 .089 .047
MPII
Mid-frame .009 .065 .046
Ours .013 .075 .048
MS Video Mid-frame .043 .148 .107
(subset) Ours .063 .177 .104
Table 2: Performances of each model on automatic evaluation
metrics for LSMDC. Note that scores for [18] are the best
scores as reported in the corresponding paper.
Model Avg. Length BLEU-4 CIDEr METEOR
[18] 5.33 .006 .092 .058
Mid-frame 9.78 .004 .068 .044
Ours 19.34 .006 .085 .048
training data is expensive, requiring an extensive usage of a
parser. We thus tackle the task in an unsupervised way.
We collected 500 instances of adjacent sentences from
tagged version of Wikicorpus [33], in which the second sen-
tence starts with a connective word. Specifically, we ran a
CKY parser for PCFG trained on Penn Treebank [34], and
retained the cases in which the second sentence starts with
a single word of adjective (JJ) or adverb (RB) tag as a part
of an adjective phrase (AJP), followed directly by full sen-
tence (S) consisting of noun phrase (NP) and verb phrase
(VP). Collected instances, excluding the connective word, are
converted to 300-dimensional vector by Sentence2Vec [35].
The rest is a simple matching of vectorizing the adjacent sen-
tences of generated captions in the same way, finding the clos-
est instance by L2 distance, and inserting the connective word
present in the instance to the captions.
Fig. 4: Example of generated caption on non-movie video
clip from MS Video Description Corpus with ground truth.
Note that scene or shot transition rarely occurs.
4. EXPERIMENT
We first apply our method to test split of Montreal dataset and
MPII dataset, which amount to 11,529 video clips. Note that
train and validation splits of both datasets were never used
throughout our experiment. As our first baseline, we simply
generate captions from CNN features of single middle frame
of the videos. In order to obtain motion features, we first
extract HOG, HOF, and MBH along iDT and encode obtained
local descriptors by Fisher Vector (FV) [10]. We reduce the
dimension of each descriptor by a factor of 2 with PCA. We
then assign descriptors to 256 components of FV and obtain
video features. Finally, we apply power and L2-normalization
to video features. As classifier, we employ one-vs-rest linear
SVM and set C = 100.
After segmentation according to action localization is
complete, we extract the middle frame from each segment,
and extract 4096-dimensional CNN features from the second
fully-connected layer (fc7) of VGG trained on ImageNet [36]
using Caffe framework [37]. These features are passed onto
LSTM [38] trained on MS COCO dataset [39] with beam size
1, so that descriptive caption for each frame can be generated.
Once the captions are generated, the remaining step is simply
to connect them smoothly according to the method specified
in Sec. 3.2 and Sec. 3.3
Note that video-level features are used only for the sake of
temporal segmentation, and the inputs for captioning are sim-
ply CNN features from multiple frames. Neither were there
any need for additional textual data accompanying the videos.
Table 1 shows our method’s performance on automatic
evaluation metrics [40–42] for each dataset along with base-
line. Our method clearly outperforms the baseline across all
datasets and all metrics. Fig. 3 shows an example of gener-
ated story-like caption, along with ground truth and single-
frame captions. We also compare our method to one of the
state-of-the-art methods in video captioning, the winner of
LSMDC challenge [18], as shown in Table 2. It should be
first noted that, in our case, the average length actually refers
to the average length of the entire caption consisting of mul-
tiple sentences. It is thus natural that ours is about 4 times
longer than the compared method, consequently containing
more contents. The question is whether having more contents
implies more reflection of the original contents present in the
video, or simply more noise and less precision. Results on
the metrics show that our method is comparable to the state-
of-the-art, in spite of the increased lengths and risk for noises.
Although we were not able to outperform the state-of-the-art
method, this shows that our longer caption reflects the con-
tents of the video with roughly the same ratio as the state-of-
the-art method, thus reflecting more of the video contents.
In order to examine how our method performs on video
clips of non-movie domain, we applied our method to a sub-
set (138 videos) of Youtube videos listed in Microsoft Video
Description Corpus [43]. Since these videos are usually min-
utes long, we set our score threshold higher at -0.1. Note that
ground truth captions are written only on sub-interval of the
videos in this dataset, so direct comparison cannot be made.
We thus extracted our captions from sub-interval specified in
the corpus and compared it to 5 ground truths per video. As
shown in Table 1, we were able to outperform single frame ap-
proach in most metrics, in spite of longer captions generated.
This confirms that our method based on action localization
can be applied to videos in which shot or scene transitions
occur much less frequently than movie clips. Fig. 4 presents
an example caption on one of the videos from MS Video De-
scription Corpus along with ground truth.
5. CONCLUSION & FUTUREWORK
We proposed a method that generates a story-like video cap-
tion from multiple frames by temporal segmentation using ac-
tion localization, and natural language processing techniques.
We demonstrated that our method outperforms single-frame
method, while being comparable to current state-of-the-art
method, even with longer captions that contain more contents.
This was made possible even without explicit usage of video-
level features as input for captioning.
Working on the task, we have come across a few con-
crete ideas that can potentially improve the result. First, since
training an action classifier from an existing dataset limits the
number of action classes, it may be a better idea to localize the
actions in an unsupervised manner, so that actions not present
in the action classes of dataset can also be segmented.
Another potential improvement can be made with face
identification. With current pipeline, it is impossible to know
whether ‘a man’ from two different frames refers to the same
person or not. In fact, there were cases in which a new charac-
ter appears, yet our pipeline treats the new character as the the
original character who already appeared. Adding face identi-
fication to our pipeline can generate a more robust caption, in
which a new character is referred to as ‘another man’ or such.
Finally, applying our method to recently published video
annotation datasets [44] will also be an interesting challenge.
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