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1. INTRODUCTION 
We study reaction-diffusion systems 
u, = D Au + j-(x, t, u), 
u = (u, ,...) uJ, in which each component fi of f is nondecreasing in the 
variables uj for j# i, and D is a nonnegative diagonal matrix. (More 
generally, we allow Did to be replaced by a second-order elliptic operator 
Ei, and j;: to depend on Au,.) It is well known that this type of monotonicity 
imposed on f generally implies the validity of comparison principles, for the 
system, which are similar to those for scalar parabolic equations. Weaker 
comparison principles are often valid for systems not satisfying the 
monotonicity requirement; but they are generally derivable from those for 
the case studied here (as in our Corollary 1) [l-14]. Comparison arguments 
for systems are becoming more common in the mathematical literature, and 
so a detailed examination of them in some generality may be useful. Our 
purpose here is (1) to study these principles in the context of general 
parabolic operators and boundary conditions, allowing for the possibility of 
nonsmooth comparison functions, and (2) to explore some of their immediate 
consequences, mainly having to do with questions of existence, stability, and 
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CO~S~~IX~ of stationary solutions, and the speed of propagation of distur- 
bances. Comparison results with respect to cones in Rn other than the 
positive one are not touched upon here; this aspect of the subject, and others: 
are covered well in the survey article [3]. 
We first develop the idea of irregular sub- and supersolutions with their 
concomitant strong maximum principle (Theorems 1 and 2). This idea was 
used by Nagumo [5] with reference to scalar nonlinear elliptic boundary 
value problems. Special cases of irregular comparison functions for scalar 
equations have been used to advantage by others as well [6,7]. When they 
represent maxima or minima of regular comparison functions defined in the 
entire domain of interest, then there is an immediate extension of the usual 
theory; but sometimes functions defined only locally as maxima or minima 
are needed (as in [4, Prop. 4.12]), hence the definition used here. Particular 
attention is given, in our results, to the set T of vectors (x, i, U) within which 
the monotonicity assumption is to be satisfied. 
Theorems 3-5 provide some applications of the theory. Assuming the 
evolution problem has a global solution, Theorem 3 yields existence of a 
stationary solution between stationary sub- and supersolutions u and G, 
together with a criterion for the convergence of a nonstationary solution to 
it. This type of existence result is well known in more standard contexts 
[3, 5, 8, 91; see also [lO-131. The solution we construct is characterized, on 
the one hand, as Min{u(x): u a stationary supersolution >z&)i, and on the 
other, as the limit of all time-dependent solutions with initial values hg and 
not too distant from u. If the domain is all space, sufficient conditions are 
given under which the distinguished solution is a constant (Corollary 3). In 
contrast to Theorem 3, Theorem 4 gives an instability result. Specifically, in 
the autonomous case it is shown that nonconstant stationary solutions which 
are isolated from above or from below are necessarily unstable. Isolated 
from above means there is no other larger stationary solution in some 
neighborhood of the original solution. 
Theorems 5 and 6 deal with the situation in which an unstable equilibrium 
is subjected to a small perturbation localized in space (which may be multi- 
dimensional). The question, is, How fast must an observer travel in order to 
outrun the spread of this disturbance? This question originated in [6] where 
the scalar case was treated. Lower and upper bounds for this “asymptotic 
speed of propagation” are obtained. The following result is also obtained 
from Theorem 5, for the autonomous case: when the origin is an unstab!e 
equilibrium and the kinetic equations of the system (diffusion terms dropped’) 
have a positive critical point (more generally, a positive constant super- 
solution), they have a “minimal” one; and every solution of the reaction-dif- 
fusion system with small enough initial data, none of whose components are 
identically zero, approaches this minimal critical point as f-+ co. On the 
other hand if there is no such critical point, then positive solutions approach 
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infinity, in either finite or infinite time. This result is a generalization to 
systems of the “hair trigger” effect of Aronson and Weinberger [6]. 
Some examples of systems satisfying our monotonicity assumption are 
mentioned in the last section. The prototypical example of systems covered 
by Theorems 5 and 6 are those modeling the dynamics of symbiotic species 
with diffusion. 
We do not attempt to provide references to all the published results on 
comparison techniques for parabolic systems. The survey [3] and, to a lesser 
extent, [4] are sources for many such references. 
2. ASSUMPTIONS, DEFINITIONS, AND BACKGROUND RESULTS 
We study systems of the form 
~?t~i - Eiui = A(xy t, VUi 9 u), i = l,..., n, (1) 
where each Ei will be either identicalb zero or an elliptic operator 
Ei = C a;:(,~, t) ~?,;i, + C aJi’(x, t) 3j. 
j,k j 
If Ei = 0, then fi does not depend on Vu,. 
The coefficients of the Ei and the functionsh(.x, t, p, u) will be, defined for 
(x,t)EDX IR+, and (for simplicity) all (p, u) E R” x R”. Here R is a 
domain (possibly unbounded) in Rm whose boundary X? (if it exists) is Cz- 
smooth (can locally be represented as xi = o(x) for some i, # with continuous 
second derivatives and independent Of Xi). 
For any given set T c fi x R ’ X R”, we have 
ASSUMPTION A,. (i) Each operator Ei, if_ not zero, is elliptic: 
C a$)<jtk > 0 for all nonzero c E Rm and (x, t) E 0 X R+. 
(ii) The coefficients of the Ei are continuously differentiable in 
dx rR+. 
(iii) The functions fi(x, t, p, U) are continuous and bounded for (p, u) 
in bounded sets, and Lipschitz continuous in u and p, uniformly in x. 
(iv) For any i, any p, any point (x, t, u) E T, and any zi with 
(x,t,U”)E Tand zZj>uj,j#i, 
fi(x, t, PY u3 > .fXx, t, P, u). 
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If the boundary i38 # 0, conditions will be imposed there on the 
components ui for those indices i with Ei # 0. We write these boundary 
conditions in the form 
Biui = b,(x, t) (Ei f .O), xEx2, 
where 
BiU ~ Ui(X, t) ~ + pi(X, t)U, 
and Bu/& is the directional derivative in the direction normal to 3.Q. 
ASWMPTION B. The functions cli, pi, bi are continuously differentiable 
for (x, r) E an x R +. For each (i, x, t), ai >, 0, pi ~> 0, and they do not both 
vanish. 
DEFINITION 1, A function u(x, t), defined in a X [O, r) for some r > 0, is 
said to be a solution of (1 j, (2), if 
(i) it is continuous in J2 x [0, r); 
(ii) it satisfies (1) in the classical sense in S2 x (0, t), each derivative 
appearing in (1) being continuous in that domain; 
(iii) for each i such that Ef # 0, ui is continuously differentiable in 
a x (0, r) and satisfies (2). 
Our concern is not with basic existence theorems for solutions; rather it is 
with the pointwise comparison of solutions. However, most of the 
applications of Theorems 1 and 2 which are elaborated upon here will 
employ certain exact solutions with continuous but nonsmooth initial data as 
comparison functions, and we shall need to assume that such solutions 
indeed exist, at least when the equation and boundary conditions do not 
depend explicitly on t. To our knowledge, an existence theorem of this 
generality has not been established. However, in some cases existence can be 
demonstrated, either from a limiting argument, using known existence 
theorems for smooth initial data, a sequence of smooth approximating initial 
data, and a continuous dependence argument, or by an iteration method, 
each step involving the solution of a linear problem. In any case, some 
results in this paper depend on the validity of the existence assertion “C” 
below and in the later parts of the paper, we shall accordingly assume it. The 
assumption is that the solution continues to exist as Iong as it is bounded in 
Co. It is known from studying the scalar case that a growth condition on the 
& with respect op = Vui is necessary for this. 
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ASSUMPTION C. (i) All Ei,J;:, Bi, and bi are independent of t. 
(ii) Given any u&) E Co@), there exists a r > 0 and a solution u of 
(I), (2) defined in d x [0, z), satisfying U(X, 0) = uo(x). 
(iii) Either f = co or lirnfTz 1) u(., t)j(cooD, = co. 
(iv) For EL# 0, ui is twice continuously differentiable in x and once 
in t, for (x, t) E Q X (0, r). 
(v) f(x, p, u) has the derivatives indicated below, and they satisfy the 
growth conditions 
Ifl+ ILl+ IhI + I&l (1 + IPI)< CC& UN + IPI% 
where C is bounded for (x, u) in bounded sets. 
DEFINITION 2. If u E R” and u E IFi’*, the relation u ( u is to be 
understood componentwise: ui < Ui for each i. The other order relations, as 
well as the operations “max”, “min”, “inf’, and “sup” are similarly to be 
understood componentwise. For a constant 6, the vector u + S = t’ is defined 
componentwise by ui = ui + 6. Negation is symbolized by “/“; thus u 4: 0 
means that uj > 0 for at least one component j. We use the norm 
DEFINITION 3. For an open set 9 E R” x R, a function @: 4+ IR” is a 
regular subsolution of (1) in 4 if u and all derivatives of g appearing in (1) 
are continuous in q and for (x, t) E q n (Q X iR ’ ), 
(3) 
DEFINITION 4. For an open set Q c Rm X R, a function zj: 8-+ R” is a 
subsolution of (1) in 8 if every point P = (x, t) in 8 has a neighborhood qp 
and a finite collection of regular subsolutions {z/l),..., @)} in qP such that 
for each (x, t) E gf7 qp 
24(x, t) = $lFFa zp(x, t) 
., 
(again this operation Max is to be understood componentwise). Super- 
solutions are defined in the analogous manner, by reversing the signs of the 
inequality in (3), and setting 
Z&X, t) = Min P(x, t). 
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DEFINITION 5. Let R be as described above, and let Q = Q X (0, r) for 
some z > 0. Then u is a subsolution of (1) and (2) in 12 if it is a subsolution 
of (1) and, for each P, E X! x (0, t), the collection {I&~‘} can be chosen so 
that* for each i with Ei # 0 and each k such that @(P,,) = r#JY 
B.utk’ <b. I1 11 for PE qpO n(an x (0,~)). (4) 
Supersolutions of (1) and (2) are defined by reversing this last inequality. 
The following background result follows from estimates of Schauder type 
for scalar parabolic equations: 
THEOREM. Let Assumptions A,, B, and C be fulfiiled, except (iv) of A,, 
and let u,,, u be as in Assumption C. Let z = co and u be uniformly bounded. 
Then 
(I) for any compact set K c 0 and any 6 > 0, the derivatives of u 
appearing in (1) are all continuous, uniformly in K X [S, to); 
(2) for any compact set K, c 80, any 6 > 0, and any i with Ei f 0, the 
derivatives of ui appearing in (2) are continuous, unvormly in K, x [S, co). 
To derive this result, one first uses [14, Theorem V.7.21 to show the 
uniform HGIder continuity of Vui (Ei # 0) in K, X [S, co), K, being any 
bounded subset of a. This establishes (2), as well as the uniform Holder 
continuity of j& Vu,(x, t), u(x, t)) in K x [6, co). One then obtains (I) for 
Ei # 0 from interior estimates for linear equations [ 15, Theorem 3.51. On the 
other hand if Ei = 0, then a, ui = j& u), and (I) is immediate. 
3. BASIC RESULTS 
THEOREM 1. Let 11 and zi be sub- and supersolutions of (1) and (2) in 0, 
where Q = Q x (0,~). Let Assumptions A, and B be sat&fled, with respect to 
one of the following choices for T: 
T=T,={(x,f,u):u>zi(x,t),(x,t)EQ} 
or 
T= T, = {(x, t, u): u < U(x, t), (x, t) E Q}. 
Assume u and Vu are bounded if T = T, , and the same for ti if T= T2. Also 
assume ~(x, 0) < 5(x, 0). Then ZJ(X, t) < Z&X, t) in Q. 
If, in addition, u is a regular subsolution and T = T, (or zi is a regular 
supersoZution and T= T,), and ui(xO, t,) = z&(x,, to) for some (x,, t,) E Q 
and some i with Ei # 0, then ui(x, t) E U;.(x, t) for all (x, t) E G, t < t,. 
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THEOREM 2. Let u and ti be functions defined in Q, where Q = 
R X (0, z). Assume u < C in Q, and let 
T = {(x, t, u): u(x, t) < IA < 2(x, t), (x, t) E Q}. 
Assume u, ii, and their first-order x-derivatives are bounded in Q. Let the 
operators Ei and functions J 3 be such that Assumptions A, and B are 
satisfied with f = f, and also with f =J Assume u is a subsolution of(l), (2) 
with respect to f, ii a supersolution with respect to j: and let u be a function 
defined in Q which is both a supersolution with respect tofand a subsolution 
with respect to 3 Then (x, t, u(x, t)) E T, provided it is true for t = 0. 
Remark 1. In these theorems, u, 6, or u could, of course, be an exact 
solution. A typical application of Theorem 2, for example, would involve 
envisaging an exact, but unknown, solution u of some problem (I), (2) and 
constructing u, U; f, $ explicitly. Corollary 1, below, is a very important 
example. 
Remark 2. If the& are monotone, but not always in the right sense, then 
it may still happen that Theorems 1 and 2 are applicable. For instance, 
suppose that n = 2, f, is nonincreasing in u2, and f2 nonincreasing in ur . 
Then the change of variable u, + -u, reduces (1) to a system which does 
have the correct monotonicity properties. This change was used by Pao [ 121. 
Similarly, suppose that for some index k, hi is nonincreasing in uk, and fk in 
ui, for all i # k. If the remaining monotonicity features hold, then the 
appropriate change of variable is to replace uk by -uk-. 
Remark 3. As mentioned before, these theorems can be used to obtain 
comparison results even when f does not satisfy the monotonicity 
assumptions. Probably the most important example is the following 
corollary. Results on the existence of invariant rectangles follow from it, as 
in [2,4]. 
COROLLARY 1. Let u and ti be defined in Q, and u < 17. Let T be as 
defined in Theorem 2, and let Ei, f satisjj A,, B, except for the monotonicity 
properties off Let u_ be a subsolution of (1) and (2), and in fact satisfy a 
strengthened form of (3): f or each (x, t) = P E Q, regular subsolution u”’ 
from DeJinition 4, and component i, 
a,#’ - E.u!” < f.(x I-, 1 t Vu!” v) 3 3 -I 9 
for each v such that (x, t, v) E T, vi = ui(x, t). Let zi be a similarly 
strengthened supersolution, and u an exact solution with u < u Q U at t = 0. 
Then u(x, t) E T for all (x, t) E Q. 
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This corollary is proved by setting 
&(x, t, p, u) = inf&(x, t, p, v), 
.7xX, 4 p, u) = sup .M;:(i, f, P, v), 
the inf being taken over vectors u in the set described above, and the sup 
over vectors u with (x, t, v) E T, ui = 2&~, t). 
COROLLARY 2. Let all coefficients and given functions in (1) and (2) be 
independent oft. Let Assumptions A, and B be satisfied with respect to the 
set 
T= {(A& u): u > 4x), (x, t> E 421, 
where u is a stationary subsolution of (1) and (2). Let u’(x, t) be an exact 
solution of (I), (2) in d X (0, r), f or some z > 0, with u”(x, 0) = u(x). Then G 
is a nondecreasing function oft for all x E Q. 
THEOREM 3. In addition to the hypotheses of Corollary 2, assume Et # 0 
for all i, assume Assumption C, and assume there exists a stational?/ super- 
solution u(x) such that ii(x) > u(x). Then there exists a stationary exact 
solution w with u(x) < w(x) < U(x) such that I$ u is any exact solution of (1 j? 
(2) satisfying 
then 
jiz u(x, t) = w(x); + 
untformly on bounded sets in 8. 
In the following corollary, we speak of “totally proper” subsolutions u of 
(1). This means that no component of Eq. (1) is satisfied exactly for all 
points in the domain of 11, when u is replaced by 11. 
COROLLARY 3. In addition to the hypotheses of Theorem 3, assume that 
D = R”‘, Ei and f are independent of x (as well as t), and either 
(9 w is bounded and w > u + 6 > u for all x, or 
(ii) u = const for large enough x, and 21 is totally proper. 
Then w = const. 
THEOREM 4. Let f and Ei be independent of (x, t), and let v(x) be a 
bounded nonconstant stationary solution of (1) for all x E pm. Assume it is 
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isolatedfrom above Gfrom below would work as well), in thatfor some E > 0, 
there is no other stationary solution w with w > v and 1 w - v) < E for all x. 
Let Assumptions A, and C be satisj?ed for R = I? and T = {(x, t, u): 
u > v(x)}. Then v is unstable in the following sense: there is an E,, > 0 such 
that for every 6 > 0, there exists a solution ug of (1) with 
Iug(*,O) - vlo= “?P fu,(x,O)- v(x)1 <s, 
and ( ug(., t) - v I,, > q, for large enough t. 
Remark. For the scalar equation U, - u,, = f (x), the stationary 
solutions can be constructed, and it can be seen that among the nonconstant 
ones, only the nonmonotone ones are isolated from above. They are, of 
course, unstable (this was also shown in [7]). Furthermore, it can be shown 
that monotone ones are stable [16]. See [16, 171 for more general positive 
stability results for stationary and traveling wave solutions for scalar 
equations and for systems. 
Proof of Theorm 1. The proof is given only for the case T = T,. Let L 
be a Lipschitz constant forf, valid for (p, u) in a neighborhood of the range 
of (Vi& E). For some E > 0, let 
u^=u-~(1 +8Lt). 
Then of course C > u^ for t = 0. Suppose this inequality ceases to be true at 
some point in d X (0, ri), where r, = Min[r, l/8,5]. Let (x,, t,) be such a 
point with minimal value of t,. Let i be an index such that &(x1, tl) = 
tii(x,, tl). Let N, be a neighborhood of (xi, t,) contained in the two 
neighborhoods in the definitions of u and k with respect o the point (x,, t,), 
and so small that for (x, t) EN,, ] @)(x, t) - U(j)(x,, tJ < E for all j, the 
analogous relation holding for u(j). Let N= N, n G. Let u(@ and 27(j) be the 
regular sub- and supersolutions uch that cIk’ = ci and $’ = U;- at (x,, t,), 
and let 
Thus 
~2~) = gck) - E( 1 + 8Lt). 
z2jk’(X,, tJ = zy(xl, t1) and z.2jk’(x, t) < Lq”(x t) 3 9 (5) 
for all I and for (x, t) E Nn {t < tl}. We use the notation u = (Vi, u,), where 
Ui is the (n - 1)-tuple consisting of all components of u except the ith. Thus 
A is nondecreasing in Vi, for (x, t, u) E T. 
In the following, the explicit dependence off on (x, t) will be suppressed; 
thus fi = fi(p, Vi, uJ. Its dependence on p = Vu, will also be suppressed in 
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expressions of the form Eiui + fi( Vi, ui), which always denotes Erni i- 
Ji(Vu,, Vi, ui). We have 
2, :ik’ - E,U^ik’ - fi(Gk), U”jk’) 
= Qfk’ - Eigjk’ - j@jk’, U^jk’) - 8&L 
<&gjk' -Epik' - f;.(_v'ik',ziik))- 8&L +Lc(l + 8Lt) 
<Ls(l + 8Lt,)- 8&L =cL(8Lz, - 7)<-6&L. (6) 
From (5) and the monotonicity off in T,, we obtain the following at 
(xl, 41: 
By construction of N, at any point (x, t) E N the arguments of the functions 
J;: in (7) differ from their values at (x1, tr) by less than E, so the following 
holds in N: 
From this and (6), we obtain the following in N, where Mju s c?,u - Eiu - 
fi(Q;k', u): 
Mi ,-jj) > Q.p' - Ei u_lj' - fi(E(j)) - 2&L 
>--2&L >-6&L > il~?~U^;~'. (8) 
If Ei # 0, the usual scalar comparison principle [ 15, Theorem 2.161 may 
be invoked, and we obtain from (8) that ziy’ - z?jk) cannot attain a minimum 
in Nn {t < tr} at any point with t = t,, x E D. But it has a minimum of 0 at 
(x,, tr) by hypothesis, so necessarily x, E aB. 
The same conclusion holds if Ei = 0; in fact, this latter case may now be 
excluded, since (8) would hold for all points in N, even those with x E 8.0. 
Hence xi E 30 and Ei # 0. 
For (x, t) E N, x E LU2, we have 
= a.a u!k) + P.U(k) 1 V-l 1 -I -&(I -I- 8Lt) 
< bi(X, t) < B] p. 
If pi(X,, tr) # 0, the strict inequality 
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holds for x E 80, (x, t) near (x, , t,). It cannot happen that ai@, , ti) = 0, for 
then (9) would imply U1ik) ( z$j) at the point. But if ai(xI, t,) > 0, another 
standard comparison principle [ 15, Theorem 7.171, together with (9), would 
imply the same inequality. 
It must therefore be true that pi(x,, tr) = 0, hence that al,(u^jk’ - ziij’) = 0. 
But this contradicts the fact [ 15, Theorem 2.141 that this directional 
derivative must be nonzero. 
From this contradiction, we must conclude that U > zj for 0 < t < r,. 
Passing to the limit as E -+ 0, we obtain ii > u for 0 < t < T,. If r, = 1/8L < r, 
we repeat he argument o show that the same inequality holds for 1/8L ,< t < 
Min[ r, 2/8L], etc., and finally for every point in Q. This proves the first part 
of the theorem (weak maximum principle). 
Now suppose U is regular, Ei # 0, and ci(x,, t,) = zCi(xO, t,) for some 
(x,, t,) E Q and some i. Let N now be the intersection of Q with the 
neighborhood belonging to (x0, to) in the definition of &. For each u’@ in the 
collection of regular subsolutions defined in N, we have gCk) < P in N, but 
equality at (-x0, to) for one index k = k’ and the one component i. (Since zi is 
regular, no family zi(j) enters the scene.) Also, since T = T,. 
whereas zii satisfies the opposite inequality. 
Setting v = Ui - cIk’), we have 
where 
g(X, t) = V(X, t)-l[~(VZL~k”, Ui(X, t)7 14jk” + v(xY Q) 
and the g, are defined similarly. These coefficients are continuous. By the 
strong maximum principle for scalar equations [15, Theorem 2.51 and the 
fact that v > 0, we conclude that v 3 0 in Nn {t < t,}. Since gjk” < gi < zZii, 
we have that 
zji- iii in NC-l {t < t,). 
An easy argument involving a concatenation of neighborhoods now yields 
that ei E Ei for t < t,. This completes the proof of Theorem 1. 
Proof of Theorem 2. Let U* = u f ~(1 + 8Lt), where L is a Lipschitz 
COMPARISON PRINCIPLES 174 
constant valid for the ranges of (Vg, u) and (VU; ti). Thus by hypothesis at 
t = 0. 
g < u+ and ii>u-. (10) 
Define t, as before, and (x,, t,) a point in d x (0, ri), if it exists, with 
minimal 1,) where (10) ceases to be true. At that point, 1( = U’ or 21= U-. 
Assume it is the latter; a similar proof holds for the former case. We now 
follow the proof of Theorem 1, beginning with the definition of N,, making 
the replacements u^ = U- and f = f But now (7) is no longer necessarily true, 
since it is not guaranteed that U; (‘I 2 -vi so that (x1, t,, qk’: 271j’) E T. But 
in case it is not true, we will still have UT(~) f a( 1 + 8Lt,) = U:‘“’ > Uii, so 
that (7) may be replaced by (omitting the first argument off) 
J(i7I:j’, Ujj’) > A:.<$, iij”) > J(lp, zy) - 2&L(l + 8Lt,). 
Continuing the proof, we obtain that (8) holds with the terms “-2&L” 
replaced by “-6&L.” 
The rest of the proof goes through to the contradiction, which now 
implies that (10) holds in d X (0, rr). Passing to the limit as E -+ 0 and 
continuing with further time increments as before, we complete the proof of 
Theorem 2. 
Proof of CoroZZary 2. By Theorem 1, G(x, I) > g(x) for t > 0. For some 
fixed h > 0, let uh(x, t) = ri(x, t + h). It is also an exact solution, with 
U&C, 0) > u(x) = zZ(x, 0). By Theorem 1 with u in that theorem replaced by ZZ 
and U by uh, we obtain that u,, > zi whenever uh is defined. Thus ZZ is 
nondecreasing in t, completing the proof. 
Proof of Theorem 3. By Theorem 2, using 7 = f = ft u = II, we have 
u’ < Zs. Since c is nondecreasing, it approaches a limit w < P. The background 
theorem given in Section 2 implies that for each fixed x E 0, all derivatives 
of u appearing in (1) and (2) are continuous uniformly in t. Therefore for 
every sequence {t,}, there is a subsequence along which derivatives approach 
a limit, uniformly in compact subsets of R or of aQ. These limits must be the 
corresponding derivatives of iv. Therefore they are approached as t -+ a3, as 
well as on subsequences. Therefore w satisfies (1), (2) as well, and is a 
stationary exact solution. 
Again by Theorem 2, zi < u < ~7, so u -+ w pointwise. The uniformity on 
bounded sets is established from the uniform continuity of U, (again, the 
theorem in Section 2). The argument is similar to that for Dini’s theorem in 
analysis, and will not be given. 
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Proof of Corollary 3. Let S be the set of all stationary solutions of (1) 
which are at least as great as u for each x. Of course w E S and w < c for 
any supersolution P > 2.4, so 
w(x) = Min{u(x): u E S}. 
Now w(x -t y) is also a solution for any fixed vector y. Furthermore it is 
in S for small enough y, provided (i) or (ii) holds. In the case of (i) this 
follows from the uniform continuity of bounded solutions; in the case of (ii) 
it follows from the uniform continuity of w on bounded sets (in this case, the 
complement of the set where u = const). Since ~7 is minimal, w(x) < 
w(x + y), and since y is arbitrary (though small), M! = const. This completes 
the proof. 
Proof of Theorem 4. For each vector q E IR”, we define u,(x) = 
Max[u(x), v(x + r)] > v(x). Since U(X + q) is a solution, uV is a subsolution. 
Given 6 > 0, choose q so small that 1 U(X) - u(x + r)] < 6; then ) ZJ, - u I0 < 6. 
This is possible by the uniform continuity of u, which follows from its boun- 
dedness. Let ug(x, t) be the solution of (1) with ug(x, 0) = u,. By 
Corollary 2, it is nondecreasing in t. If it is unbounded, it eventually satisfies 
Iug(-, t) - ulo > co for any s,. If not, it approaches a stationary solution w as 
t -+ oo. Since u is not constant there are arbitrarily small r for which 21, is 
not identically u; for such n, w > u, and by the isolated nature of u, 
]w-~]~>2s~forsomes~. Hence Jug - u] > s0 for large t; this completes the 
proof. 
4. THE HAIR-TRIGGER EFFECT AND THE SPEED OF PROPAGATION OF 
DISTURBANCES 
We consider the following special case of (1): 
u, - D Au = f(u), (11) 
where D is a diagonal matrix with positive diagonal elements Di, and f is 
defined on IR: = {u > 0). It is assumed that for each i there is a positive 
constant ~~ and an index j = j(i) such that 
.&f”) 2 "i"j (12) 
for u > 0. in a neighborhood of the origin. (This implies the origin, if an 
equilibrium, is unstable.) 
The following theorem, with c set equal to zero, shows that when 0 is an 
equilibrium and is disturbed slightly in a neighborhood .of some point in 
space, the disturbance eventually grows large everywhere. But the theorem 
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also addresses the question of how rapidly the disturbance propagates in 
space. For this purpose, we employ a moving coordinate system with fixed 
velocity c, and ask whether the disturbance also grows, as seen by an 
observer moving with the system. If so, then the disturbance propagates with 
velocity at least as large as c. 
There is no loss of generality in taking the direction of motion of the 
system to be that of the positive x,-axis. The new coordinate system 
therefore has x, replaced by Z1 = xl - ct, c > 0. The effect of this is to 
replace (11) by 
u,-DVU-cc,u=f(u), (13) 
where %, = a/&?, . We shall omit carets. 
THEOREM 5. Let f satisfy (12) and Part (iv) of Assumption A, bl,ith T = 
((s, t, ~4): u > O), and be Lipschitz continuous. Let u(x, t) be a solution I# 
(13) l+Gth u(x, 0) > 0 and no uj(x, 0) identically zero. Assume 
c2 < 4 Min (DiKij. (14) 
If there exists a positive z E IR” such that f (z) < 0, then f has a minimat 
positive criticat point (zero) w, and Em,,, u(x, t) = IV unzformly on bounded 
sets, provided u(x, 0) is untformly small enough. 
If there exists no such positive z, then lim,_r !u(x, t)l = co for some x and 
some r < 00. If t = co, it is true for all x? and the approach is uniform on 
bounded sets. 
Proof Assumption C is valid in this case. The existence of a solution is 
established by the method of iteration, using known properties of the heat 
equation. 
Define g(x) by 
zii(x) = e( 1 - r’)‘, O<r< 1, 
= 0, r> 1, 
for all i, where r2 = lx/’ and y > 2. 
Setting (b(r) = (1 - r*>y, we have 
Iii .44(r) = DiqV’(r) + (m - 1) Oi( l/r) qY(r). 
From assumed property (12), we get that for r < 1 and E small enough, 
--DJ@>--c,(u)-fi(u> (15) 
< -E( 1 - r2)y-2{4Diu(y - 1)r’ - 2cyr( 1 - r’) + Ki( 1 - r2)2 + 2ym(l - r’)]. 
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The first three terms in curly brackets are a quadratic expression in the 
variables r and (1 - r’) with discriminant 
By virtue of (14), we may choose y so large that gi < 0. Then the quadratic 
expression is positive definite, and for some p > 0 the brackets in (15) may 
be replaced by 
,u(r2 + (1 - ?)2) + 2ym(l - r’) > 0 
for r< 1. 
With this choice of y, the right side of (15) will be negative. This shows 
that u is a subsolution. Furthermore, with no loss of generality we may 
assume that u(x) < u(x, 0). In fact, if this is not true, we note that the 
inequality atui - Di dui - c aiu = J;:(U) > KU~ > 0 for small U, and the strong 
maximum principle, ‘imply that ui > 0 for small t > 0. So for a small fixed 
h > 0, we make E so small that u(x) < u(x, h), then use t = h as new starting 
time. 
If there exists a positive solution z off(z) < 0, U(x) E z is a supersolution 
and the hypotheses of Corollary 3 (variant (ii)) are met. It follows from 
Theorem 3 and Corollary 3, therefore, that u + w for some positive critical 
point u’. By construction, w is the least positive stationary solution, and 
hence the least positive critical point. This proves the first alternative of the 
theorem. 
Suppose now there is no such z. If u does not exist globally, then 
necessarily, )U) -+ co as t + t < co for some x (U can be continued as long as 
it is uniformly bounded). Therefore assume u exists for all t. For each K > 0 - 
we define a function f (K’: R” -+ R” by 
fyyu) = A(u) - $I”‘(Ui), 
where the functions di . f (H* A --t IR are smooth and adjusted so that 
(1) i:“‘(s) > 0; 
(2) qy’(S) = 0 for S<K; 
(3) @iK’(K + 1) 2 f(K + 1). 
Assumptions A, and the others in Theorem 3 continue to hold when f is 
replaced by f (K)* but now (by (3)) z = K + 1 satisfies f’“‘(z) < 0. By the , 
conclusion above, the solution z&x)(x, t) satisfying (1) withfreplaced byftK’ 
and u(~)(x, 0) = U(X, 0) approaches a constant w(~), uniformly on bounded 
sets. Clearly Woo $ K, since f has no positive critical points and f’“‘(u) E 
f(u) for u <K. Also since f’“‘(u) <f(u), Theorem 1 tells us that U(~) Q U. 
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Therefore given a bounded set in iRm, there will be a t, such that for some 
component i,
u.>dK’> K I/ I 
for x in that set and t > t,. This proves that lim,, lu(x, t)l = 00 uniformly 
on bounded sets, as required. 
According to Theorem 5, the quantity 2(Min(Dirci))“’ is a lower bound on 
the “asymptotic speed of propagation” (61 of an initially localized distur- 
bance, providedfsatisfies (12) near the origin. The next result shows that iff 
has an upper bound of a form similar to (12), then an upper bound on the 
velocity of propagation of disturbances can be obtained, and its form is 
reminiscent of the lower bound. The assumption analogous to (12) is 
ASSUMPTION D. There exist positive constants Ri such that either 
for all u > 0, or there is a positive solution z off(z) = 0 and (16) holds for 
0 < u < z. (Recall / u 1 = Max, 1~~1.) 
THEOREM 6. Let f satisfy Assumption D and Part (iv) of Assumption A, 
with T = {(x, t, u): u > 0), and be Lipschitz continuous. Let u be a solution of 
(13) with u(x, 0) bounded and u(x, 0) = 0 for sufficiently large x1. In the 
ease of the second alternative of Assumption D. we also assume u(.Y, 0) < z, 
Finally, assume 
c2 > 4 Mi”” (Bir?J. (IT? 
Then lim,.+O u(x, t) = 0 uniformly on bounded sets. 
ProoJ: With C, 6, and a positive constants to be determined later, let 
4(x, t) = C exp(-a(x, + &)I; a,(& t) = (Lqx, t) 
for all i in case of the first alternative of Assumption D, and Z&(.X, t) = 
Min[z, #(x, t)] in case of the second alternative. 
From (16), we know that 
cjt - Di AQ - c a,$ - fi($) > (-a6 - Dial + ca - R,)$ > 0, 
provided 
Diaz - (c - &)a + Ci < 0. 
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This inequality admits positive solutions a if the discriminant is positive: 
(c - 6)’ - 4&Q > 0. 
In view of (17), this holds for sufficiently small positive 6. With u and 6 so 
chosen, U is a supersolution. Moreover zi(x, 0) > u(x, 0) for large enough C. 
It follows that 0 < u(x, r) < G(x, t) + 0 as t-r co. 
5. EXAMPLES 
In the realm of population dynamics, the system (11) under the 
assumptions of Theorem 5 represents a model for the interaction of 
symbiotic species, with migration modeled by diffusion. The typical 
dynamical behavior is for the system to approach a constant steady state 
without oscillations. 
In [12], a system from chemical engineering is studied, in which chemical 
reaction of solutes results in their removal from the medium through 
gasification, A simple transformation makes this system into one which 
satisfies the right monotonicity hypotheses, and the author makes use of this 
fact. 
In [ 18, 191, a model system which satisfies these hypotheses is studied 
from the point of view of traveling wave solutions. Another model system 
with traveling wave fronts, derived from the Oregonator equations in 
chemistry, is that of Murray [20]. Theorems 5 and 6 hold for this system 
(after a transformation of the type indicated in Remark 2 following 
Theorem 2). For the latter system, the hair-trigger effect and speed of 
propagation results .were obtained by Klaasen and Troy [21]. 
The simplest interaction-diffusion equations for two competing species 
may also be transformed into a system satisfying the conditions we require; 
but then the solutions of interest will not lie in the positive quadrant. 
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