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Abstract
In [8], N. Katz introduced the notion of the middle convolution on
local systems. This can be seen as a generalization of the Euler trans-
form of Fuchsian differential equations. In this paper, we consider the
generalization of the Euler transform, the twisted Euler transform, and
apply this to differential equations with irregular singular points. In
particular, for differential equations with an irregular singular point
of irregular rank 2 at x = ∞, we describe explicitly changes of local
datum caused by twisted Euler transforms. Also we attach these dif-
ferential equations to Kac-Moody Lie algebras and show that twisted
Euler transforms correspond to the actions of Weyl groups of these Lie
algebras.
1 Introduction
For a function f(x), the following integral
Iλa f(x) =
1
Γ(λ)
∫ x
a
(x− t)λ−1f(t) dt
is called the Riemann-Liouville integral for a, λ ∈ C. If we take a function
f(x) = (x− a)αφ(x) where α ∈ C\Z<0 and φ(x) is a holomorphic function
on a neighborhood of x = a and φ(a) 6= 0, then it is known that
I−na f(x) =
dn
dxn
f(x).
Hence one can consider the Riemann-Liouville integral to be a fractional or
complex powers of derivation ∂ = d
dx
. This may allow us to write ∂λf(x) =
I−λa f(x) formally.
∗
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Moreover one can show a generalization of the Leibniz rule,
∂λp(x)ψ(x) =
n∑
i=0
(
λ
i
)
p(i)(x)∂λ−iφ(x),
if p(x) is a polynomial of degree equal to or less than n.
Now let us consider a differential operator with polynomial coefficients,
P (x, ∂) =
n∑
i=0
ai(x)∂
i.
The above Leibniz rule assures that
∂λ+mP (x, ∂)∂−λ
gives the new differential operator with polynomial coefficients if we choose
a suitable m ∈ Z. Moreover if f(x) satisfies P (x, ∂)f(x) = 0 and I−λa f(x) is
well-defined for some a, λ ∈ C, then we can see that
∂λ+mP (x, ∂)∂−λI−λa f(x) = ∂
λ+mP (x, ∂)∂−λ+λf(x)
= ∂−λ+mP (x, ∂)f(x)
= 0.
Hence ∂λ turns a differential equation with polynomial coefficients P (x, ∂)u =
0 into a new differential equation with polynomial coefficients Q(x, ∂)u = 0,
and moreover a solution of Q(x, ∂)u = 0 is given by a solution of P (x, ∂)u =
0 if the Riemann-Liouville integral is well-defined. This correspondence of
differential equations is called the Euler transform.
For example, let us take the differential equation of the Gauss hyperge-
ometric function,
x(1− x)∂2u+ (γ − (α+ β + 1)x)∂u− αβu = 0. (1.1)
Then we can see that
∂−β(x(1− x)∂2 + (γ − (α+ β + 1)x)∂ − αβ)∂β−1
= x(1− x)∂ + ((γ − β)− (α− β + 1)x).
And it is not hard to see that the general solution of x(1 − x)∂ + ((γ −
β)− (α−β+1)x)u = 0 is given by constant multiples of xβ−γ(1−x)α−γ+1.
Hence solutions of (1.1) are
Iβ−1c x
β−γ(1− x)α−γ =
1
Γ(−β)
∫ x
c
tβ−γ(1− t)α−γ(x− t)−β dt
for c = 0, 1,∞.
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This argument tells us that by the Euler transform ∂β−1, we can reduce
(1.1) to an “easier” one,
x(1− x)∂ + ((γ − β)− (α− β + 1)x).
And solutions of (1.1) can be obtained from this “easy” equation.
This can be applicable to differential equations with an irregular singular
point. For example, let us consider the differential equations,
x∂2u+ (γ − x)∂u− αu = 0, (1.2)
∂2u− x∂u+ αu = 0. (1.3)
The first one is the differential equation of the Kummer confluence hyperge-
ometric function. The second one is the one of the Hermite-Weber function.
Then we have
∂−α(x∂2 + (γ − x)∂ − α)∂α−1
= x∂ + ((γ − α)− x),
and
∂α(∂2 − x∂ + α)∂−α−1
= ∂ − x.
Solutions of these differential equations are xα−γex and e
x2
2 up to constant
multiples. Hence solutions of (1.2) and (1.3) are given by
1
Γ(−α)
∫ x
c
(x− t)−αtα−γet dt
for c = 0,∞, and
1
Γ(α)
∫ x
−∞
(x− t)αe
t2
2 dt =
1
Γ(α)
∫ ∞
0
tαe
(x−t)2
2 dt
=
e
x2
2
Γ(α)
∫ ∞
0
e
t2
2
−txtα dt.
These facts tell us that the Euler transform is a good tool to study a
solution of a differential equation from a solution of an easier differential
equation. Then a question arises.
Can one always reduce differential equations to “easy” ones by Euler
transforms? If not, find a good class of differential equations which can be
reduced to easy one.
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An answer of this question is known for Fuchsian differential equations.
Let us consider a system of Fuchsian differential equations of the form,
d
dx
Y (x) =
r∑
i=1
Ai
(x− ci)
Y (x), (1.4)
where Ai are n × n complex matrices, Y (x) is a C
n-valued function and
ci ∈ C. In this case, it is known that the Euler transform corresponds to the
additive middle convolution (see [5] and [6]). The answer of our question is
given by the following theorem.
Theorem 1.1 (Katz [8], Dettweiler-Reiter [5] [6]). The tuple of n × n of
matrices, A1, . . . , Ar is irreducible and linearly rigid, the differential equation
(1.4) can be reduced to
d
dx
y(x) =
r∑
i=1
ai
x− ci
y(x)
where ai ∈ C by finite iterations of middle convolutions and additions.
Definitions of terminologies in this theorem can be found in the original
papers [5] and [6].
Our purpose of this paper is to extend this theorem to non-Fuchian
differential equations.
In this paper, we consider differential equations with polynomial coeffi-
cients which have an irregular singular point of rank at most 2 at x =∞ and
some regular singular points in C. And we give a generalization of Theorem
1.1.
The organization of this paper is the following. In Section 2, we give
a review of some operations on the Weyl algebra. These operations are
provided by T. Oshima in [11] to define the Euler transform in the strict
way as an operation on the Weyl algebra. We use these operations to define
a generalization of the Euler transform, the twisted Euler transform.
Because we treat differential equations with an irregular singular point,
solutions of them have asymptotic expansions as formal power series. Hence
in Section 3, we study the formal solutions of differential equations. We
introduce the notion of semi-simple characteristic exponents here.
Section 4 is one of the main parts of this paper. We focus on differential
equations which have an irregular singular point of rank 2 at infinity and
regular singular points in C. We also assume that at the irregular singular
point, every formal solutions are “normal type”, i.e., formal solutions can be
written by ep(x)x−µ
∑∞
s=0 csx
−s for polynomials p(x). Equivalently to say,
we assume that differential equations are unramified according to the ter-
minology of the differential Galois theory. Then in Section 4, we investigate
the way how the twisted Euler transform changes differential equations, in
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other words, how characteristic exponents at singular points are changed by
the twisted Euler transform.
In Section 5, we see the relation between differential equations and Kac-
Moody Lie algebras. In [4], W. Crawley-Boevey find a correspondence of
the systems of Fuchsian differential equations as (1.4) and representations
of quivers and moreover Kac-Moody Lie algebras associated with these rep-
resentations. And he solved the existence problem of systems of differential
equations, so-called Deligne-Simpson problem by using the theory of repre-
sentations of quivers. An analogous work is done by P. Boalch in [3]. Boalch
generalizes the result of Crawley-Boevey for the cases which allow an irreg-
ular singular point of rank 2. And he also solved Deligne-Simpson problem
with an irregular singular point of rank 2.
As an analogue of their works, we attach a Kac-Moody Lie algebra to
the concerning differential equation. Moreover we show that twisted Euler
transforms correspond to simple reflections on the Cartan subalgebra of this
Lie algebra. By using this correspondence, we prove the following main
theorem.
Theorem 1.2. Let us take P (x, ∂) ∈ W [x, ξ] as in Definition 4.12. If
idxP > 0, then P (x, ∂) can be reduced to
(∂ − αx− β)n
for some α, β ∈ C and n ∈ Z>0 by finite iterations of twisted Euler trans-
forms and additions at regular singular points.
Notations used in this theorem are explained in the subsequent sections.
In Section 6, we consider the confluence of Fuchsian differential equa-
tions. It is known that differential equations of Kummer confluent hypergeo-
metric function and Hermite weber functions are obtained from the differen-
tial equation of the Gauss hypergeometric function by the limit transitions.
In Section 6, as a generalization of this fact, we show the following.
Theorem 1.3. Take P (x, ∂) ∈ W [x, ξ] as in Definition 4.12. If idxP > 0,
then P (x, ∂) can be obtained by the limit transition of a Fuchsian Q(x, ∂) ∈
W [x, ξ] of idxQ = idxP.
Meanwhile, in Appendix, we consider the differential equation which has
regular singular point at x = ∞ and arbitrary singularities at any other
points. And we give a necessary and sufficient condition to reduce the order
of this differential equation by Euler transform E(0, µ).
Theorem 1.4. Let us take P (x, ∂) ∈W [x] which has regular singular point
at x =∞ and semi-simple exponents
{[µ1]n1 , . . . , [µl]nl},
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where
∑l
i=1 ni = n = ordP , µi /∈ Z and µi − µj /∈ Z if i 6= j. Then we have
ordE(0, µi − 1)P (x, ∂) < ordP
if and only if
degP − ordP < ni.
There are many other works about middle convolutions, equivalently to
say, Euler transforms of differential equations with irregular singular points.
T. Kawakami considers generalization of middle convolutions to systems of
differential equations with irregular singular point which are called general-
ized Okubo systems in [9]. K. Takemura [13] and D. Yamakawa [15] consider
the middle convolutions for the system of the form
d
dx
Y (x) =
r∑
i=1
ki∑
j=1
Aij
(x− ci)j
Y (x)
where Aij are n × n complex matrices. In particular, Yamakawa discusses
the reduction of the rank of a differential equation which is similar problem
to ours.
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2 Operations on localized Weyl algebra with pa-
rameters.
In this section, some operations on localized Weyl algebra are introduced.
In [11], T. Oshima uses these operators to understand the Euler transform
and he constructs a theory of the Euler transform which corresponds to
the theory of additive middle convolutions for Schleginger type systems of
differential equations studied by Dettweiler and Reiter in [5] and [6].
The Weyl algebra W [x] is the C-algebra generated by x and ∂ = d
dx
with
the relation,
[∂, x] = ∂x− x∂ = 1.
The localization of the Weyl algebra is W (x) = C(x) ⊗C W [x] where C(x)
is the quotient field of C[x] the polynomial ring with complex coefficients.
For indeterminants ξ = (ξ1, . . . , ξn), we consider C(ξ) the field of rational
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functions with complex coefficients and fix an algebraic closure C(ξ) of C(ξ).
Then we can define the Weyl algebra with parameters
W [x, ξ] = C(ξ)⊗C W [x].
We can also define the localized Weyl algebra with parameters W (x, ξ) =
C(ξ)⊗C W (x).
The element P ∈W (x, ξ) (resp. P ∈W [x, ξ]) is uniquely written by
P =
m∑
i=0
pi(x; ξ)∂
i
with pi(x, ξ) ∈ C(x, ξ) = C(ξ) ⊗C C(x) (resp. pi(x, ξ) ∈ C[x, ξ] = C(ξ) ⊗C
C[x]) for i = 0, . . . ,m. According to this representation, the order of P
denoted by ordP is defined by the maximum integer i such that pi(x, ξ) 6= 0.
We also define the degree of P ∈W [x; ξ] by maximum of degrees of pi(x; ξ)
as polynomials of x, and denoted by degP .
Definition 2.1. For P (x, ∂) ∈ W (x, ξ) of ordP > 0, we say that P (x, ∂)
is irreducible when it is satisfied that if we can write P = QR for some
Q,R ∈W (x, ξ) then ordQ · ordR = 0.
We recall some operations on W [x, ξ] and W (x, ξ). Details of these
operations can be found in [11].
Definition 2.2 (The Fourier-Laplace transform). The Fourier-Laplace trans-
form on W [x, ξ] is the following algebra isomorphism
L : W [x, ξ] −→ W [x, ξ]
x 7−→ −∂
∂ 7−→ x
ξi 7−→ ξi (i = 1, . . . , n).
Sometimes we identify P ∈ W (x, ξ) and f(x)P for f(x) ∈ C(x, ξ) be-
cause differential equations P (x, ∂)u = 0 and f(x)P (x, ∂)u = 0 can be iden-
tified. If for P,Q ∈W (x, ξ), there exist f(x) ∈ C(x, ξ) such that P = f(x)Q,
then we write
P ∼ Q.
Definition 2.3 (The reduced representative). The reduced representative
of a nonzero element P ∈W [x, ξ] is an element of C(x, ξ)P ∩W [x, ξ] of the
minimal degree and denoted by RP .
Definition 2.4. For h ∈ C(x, ξ), we define the automorphism of W (x, ξ)
by
Adei(h) : W (x; ξ) −→ W (x; ξ)
x 7−→ x
∂ 7−→ ∂ − h
ξi 7−→ ξi (i = 1, . . . , n).
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Definition 2.5 (The addition at the singular point). For c ∈ C and f(ξ) ∈
C(ξ) we call the operator Adei(f(ξ)
x−c ) the addition at the singular point c and
denote it by Ad((x− c)f(ξ)). We also define RAd((x− c)f(ξ)) = R ◦Ad((x−
c)f(ξ)).
Remark 2.6. Let f(x) and g(x) be sufficiently many differentiable func-
tions. Then the Leibniz rule tells us that
d
dx
f(x)g(x) = (f(x)
d
dx
+
d
dx
f(x))g(x).
Hence for some c, λ ∈ C we have
(x− c)λ
d
dx
(x− c)−λg(x) = (
d
dx
−
λ
x− c
)g(x).
Therefore Adei( λ
x−c)
d
dx
corresponds to
(x− c)λ
d
dx
(x− c)−λ.
Definition 2.7 (The ep(x)-twisting). For p(x) ∈ C[x], we define
Ade(p(x)) = Adei(p′(x))
and call this the ep(x)-twisting. Here p′(x) = d
dx
p(x).
Remark 2.8. As well as additions at singular points, the ep(x)-twisting
corresponds to the operation
d
dx
7−→ ep(x)
d
dx
e−p(x) = (
d
dx
− p′(x)).
Definition 2.9 (The twisted Euler transform). For α ∈ C and f(ξ) ∈ C(ξ)
we define the operator on W [x, ξ],
E(α, f(ξ)) = L ◦ RAd((x+ α)−f(ξ)) ◦ L−1 ◦ R.
For α = (α1, . . . , αm) ∈ C
m and F (ξ) = (f1(ξ), . . . , fm(ξ)) ∈ (C(ξ))
m, we
define the operator
E(p(x);α,F (ξ)) = Ade(p(x)) ◦
m∏
i=1
E(αi, fi(ξ)) ◦Ade(−p(x)).
We call E(α, f(ξ)) and E(p(x);α,F (ξ)) twisted Euler transforms. In par-
ticular we call E(0, f(ξ)) an Euler transform.
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Remark 2.10. A twisted Euler transform E(α, f(ξ)) corresponds to the
following integral transform
∫ i∞
−i∞
(y + α)−f(ξ)
∫ ∞
c
g(x)e−xy dx ezy dy
=
1
Γ(f(ξ))
∫ z
c
g(x)(z − x)f(ξ)−1e−α(z−x) dx.
If we put α = 0, then this is a Riemann-Liouville integral. Hence
E(0, f(ξ)) can be seen as the classical Euler transform.
Remark 2.11. A twisted Euler transform can be written as the composition
of ep(x)-twistings and an Euler transform. We define the parallel displace-
ment for α ∈ C by
P(h) : W (x; ξ) −→ W (x; ξ)
x 7−→ x− α
∂ 7−→ ∂
ξi 7−→ ξi (i = 1, . . . , n).
Then we can see that L−1Ade(αx) = P(−α)L−1 and Ade(−αx)L = LR(−α).
Hence we have
E(α, f(ξ)) = Ade(αx)E(0, f(ξ))Ade(−αx).
Proposition 2.12. We take an element P (x, ∂) ∈W (x, ξ) and assume that
P (x, ∂) is irreducible and ordP > 1. Then we have followings.
1. We have
E(∗, 0)P ∼ P
where we can put any α ∈ C into ∗.
2. If E(α, f(ξ))P is irreducible and ordE(α, f(ξ))P > 1 for an α ∈ C
and an f(ξ) ∈ C(ξ), we have
E(α,−f(ξ))E(α, f(ξ))P = E(α, 0)P ∼ P
.
Before proving this proposition, we see the following lemma.
Lemma 2.13. Suppose that P ∈W [x, ξ] is irreducible. If E(∗, 0)P = g(x) ∈
C[x, ξ], then there exists f(x) ∈ C[x, ξ] such that
P ∼ f(∂)g(x)
and the degree of f(x) as the polynomial of x is at most one.
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Proof. By the assumption, we have
E(∗, 0)P = LRL−1RP = g(x).
This implies that
g(∂) = L−1g(x) = RL−1RP,
that is, there exists an f(x) ∈ C[x, ξ] such that
L−1RP = f(x)g(∂).
Equivalently we have
P ∼ f(−∂)g(x).
By the irrducibility of P , f(x) must be an irreducible polynomial, i.e., its
degree is at most one.
proof of Proposition 2.12.
Let us put Q = E(∗, 0)P = LRL−1RP . Then we have
RL−1RP = L−1Q.
Hence there exists an f(x) ∈ C[x, ξ] such that
L−1RP = f(x)L−1Q,
that is, we have
P ∼ f(−∂)Q.
By Lemma 2.13 and the assumption ordP > 1, we can see that ordQ 6= 0.
Since P is irreducible, we have f(∂) ∈ C. Hence we obtain
E(∗; 0)P ∼ P.
Let us recall that
RAd((x+ α)f(ξ)) ◦RAd((x+ α)−f(ξ))Q ∼ Q
for Q ∈W [x, ξ].
By the assumption, E(α, f(ξ))P is irreducible and ordE(α, f(ξ))P > 1.
Hence we obtain
E(α,−f(ξ))E(α, f(ξ)) = E(α,−f(ξ))E(∗, 0)E(α, f(ξ))P
= L−1RAd((x+ α)f(ξ))RAd((x+ α)−f(ξ))L ◦ RP
∼ P.
10
3 Formal solutions of differential equations
We study formal solutions of differential equations with Laurent series coef-
ficients in this section. Although this section will contain many well-known
facts, we will give proofs of these for the completeness of the paper. One of
the purpose of this section is to understand when a system of fundamental
solutions has no logarithmic singularities even though differences of charac-
teristic exponents are integers. One of the answer of this question is given
by Oshima for Fuchsian differential equations in [11]. We apply his result
to formal solutions of differential equations with Laurent series coefficients.
3.1 Formal solutions at infinity.
Let K be the field of Laurent series of x−1, also write C[[x−1]][x], and K〈∂〉
the ring of differential operators with coefficients in K.
Let us consider an element in K〈∂〉,
P (x, ∂) = an(x)∂
n + an−1(x)∂
n−1 + . . .+ a1(x)∂ + a0(x)
for ai(x) ∈ C[[x
−1]][x]. For a(x) =
∑∞
n=−∞ anx
−n ∈ C[[x−1]][x], v(a(x))
denote the valuation of a(x), i.e., v(a(x)) = min{s ∈ Z | as 6= 0}. We
consider “normal” formal solutions near x = ∞, i.e., solutions of the form
xµf(x) for some µ ∈ C and f(x) ∈ C[[x−1]] (f(∞) 6= 0).
The group ring generated by {xµ | µ ∈ C} is denoted by C[xµ]. Also
the polynomial ring of log x−1 with coefficients in C[[x−1]] is denoted by
C[[x−1]][log x−1]. We consider the tensor product C[xµ]⊗CC[[x
−1]][log x−1]
as C-algebras and we simply write these elements xµ ⊗ h(x) by xµh(x) for
µ ∈ C and h(x) ∈ C[[x−1]][log x−1].
As an analogue of systems of fundamental solutions around regular sin-
gular points, we consider subspaces of C[xµ]⊗C C[[x
−1]][log x−1] which are
spanned by formal power series with logarithmic terms.
Definition 3.1. Let us take µ1, . . . µr ∈ C, such that µi − µj /∈ Z for i 6= j,
increasing sequences of positive integers 0 = ni0 < · · · < n
i
li
for i = 1, . . . , r
and mij ∈ Z≥0 for i = 1, . . . , r, j = 0, . . . , li. We put h
i
j =
∑j
k=1m
i
k and
n =
∑r
i=1 h
i
li
.
Then we consider the following n functions,
f(µi + n
i
j; k)(x) = x
µi+nij
hij+k∑
l=0
(
hij + k
l
)
cij
hij+k−l
(x)(log x−1)l,
where
(
k
l
)
are binomial coefficients, cijk (x) ∈ C[[x
−1]] and ci00 (∞) 6= 0. We
call the C-vector subspace spanned by these functions the space of formal
regular series.
11
Lemma 3.2. We use the same notations as in Definition 3.1. Let V be
a n-dimensional space of formal regular series. For i = 1, . . . , r, we define
C-linear maps
Φi : V −→ C[x
µ]⊗C C[[x
−1]][log x−1]
f(x) 7→ ∂ f(x)
f(µi;0)(x)
.
Then each image Φi(V ) is n− 1-dimensional space of formal regular series.
Proof. We can see that
∂f(µi + n
i
j; k)(x) = x
µi+n
i
j−1
hij+k∑
l=0
(
hij + k
l
)
H ij
hij+k−l
(x)(log x−1)l,
where
H ij
hij+k−l
= {((µi + nk+1) + x∂)c
ij
hij+k−l
(x)− (hij + k − l)c
ij
hij+k−l−1
(x)}.
Also we can see that
∂
1
f(µi′ ; 0)(x)
= x−µi′−1F i
′
(x),
where F i
′
(x) = ((−µi′ + x∂)c
i′0
0 (x)
−1). Clearly F i
′
(∞) 6= 0.
Hence we have
∂(
f(µi + n
i
j; k)(x)
f(µi′ ; k)(x)
) = xµi−µi′+n
i
j−1
hij+k∑
l=0
(
hij + k
l
)
Gij
hij+k−l
(x)(log x−1)l.
where
Gijk (x) = H
ij
k (x)f(µi′ ; 0)(x)
−1 + cijk (x)F
i′(x).
The image Φi′(V ) is spanned by
{
∂(
f(µi+nij ;k)(x)
f(µi′ ;k)(x)
)
}
i,j,k
. Since Gi00 (x) =
((µi − µi′) + x∂)c
i0
0 (x)c
i′0
0 (x)
−1, we have Gi00 (∞) 6= 0 if i 6= i
′. If i = i′,
Gi00 (x) = 0. However, we have
∂(
f(µi′ ; 1)(x)
f(µi′ ; 0)(x)
) = ∂(ci
′0
1 (x)c
i′0
0 (x)
−1 + log x−1).
Hence we obtain that Gi01 (x) = (1 + x∂c
i′0
1 (x)c
i′0
0 (x)
−1) and Gi01 (∞) 6= 0.
Hence Φi′(V ) is the space of formal regular series.
12
Lemma 3.3. Let P (x, ∂) ∈ K〈∂〉 be
P (x, ∂) = an(x)∂
n + an−1(x)∂
n−1 + . . . + a1(x)∂ + a0(x),
for ai(x) ∈ C[[x
−1]][x]. It can be written by
P (x, ∂) =
∞∑
s
xρ−sPs(∂),
where ρ = max{v(ai(x)) | i = 0, . . . , n} and Ps(x) ∈ C[x]. Then the follow-
ings are equivalent
1. P
(j)
i (0) = ∂
jPi(x)|x=0 = 0 for i+ j < l.
2. v(al−i−1(x)) < ρ− i (i = 0, . . . , l − 1).
Proof. The condition 1 is equivalent to that P (x, ∂) is written by
P (x, ∂) = xρ∂lP ′0(∂)+x
ρ−1∂l−1P ′1(∂)+· · ·+x
ρ−l+1∂P ′l−1(∂)+x
ρ−lPl(∂)+· · · .
Then the assertion is obvious.
Proposition 3.4. Let P (x, ∂) ∈ K〈∂〉 be
P (x, ∂) = an(x)∂
n + an−1(x)∂
n−1 + . . . + a1(x)∂ + a0(x),
for ai(x) ∈ C[[x
−1]][x]. Also we write
P (x, ∂) =
∞∑
s=0
xρ−sPs(∂)
where Ps(x) ∈ C[x] and degPs ≤ n for s = 0, 1, 2, . . . .
For l ≤ n, we assume that there exist an l-dimensional space of formal
regular series V whose elements are solutions of the differential equation
P (x, ∂)u = 0.
Then we have
P
(j)
i (0) = 0 for i+ j < l,
equivalently
v(al−i−1(x)) < ρ− i (i = 0, . . . , l − 1).
Proof. We prove this by induction on l. We assume that P (x, ∂) has a
formal solution xµh(x) for ν ∈ C and h(x) ∈ C[[x−1]] (h(∞) 6= 0). Then the
coefficient of xµ of P (x, ∂)xµh(x), is P0(0)h(∞). Hence P0(0) = 0.
We assume that there exists a k-dimensional space V of formal regular
series whose elements are solutions of P (x, ∂)u = 0. We take an element
of V without log term, i.e., an element φ(x) = xµh(x) for µ ∈ C and
h(x) ∈ C[[x−1]] (h(∞) 6= 0). We consider a differential operetor P˜ (x, ∂) =
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φ(x)−1P (x, ∂)φ(x). Then there exits Q(x, ∂) ∈ K〈∂〉 such that P˜ (x, ∂) =
Q(x, ∂)∂ because 1 = φ(x)−1φ(x) is a solution of P˜ (x, ∂)u = 0. Hence if we
consider a C-linear map
Φ: V −→ C[xµ]⊗C C[[x
−1]][log x−1]
f(x) 7→ ∂ f(x)
φ(x) ,
elements in the image Φ(V ) are formal solutions of Q(x, ∂). By Lemma 3.2,
Φ(V ) is a k − 1-dimensional space of formal regular series and elements of
Φ(V ) are formal solutions of Q(x, ∂)u = 0 by the construction. Hence by
the hypothesis of the induction we have
Qji (0) = 0 for i+ j < k − 1.
If we write
Q(x, ∂) =
n−1∑
i=0
qi(x)∂
i
for qk(x) ∈ C[[x
−1]][x] (k = 0, . . . , n − 1), the above condition is equivalent
to
v(qk−i−2(x)) < ρ− i (i = 0, . . . , k − 2) (3.1)
by Lemma 3.3. Also we can write
P (x, ∂) =
n∑
i=0
pi(x)∂
i
for pi(x) ∈ C[[x
−1]][x] (i = 0, . . . , n). If we recall the Leibniz rule,
∂if(x)g(x) =
i∑
j=0
(
i
j
)
f (j)(x)∂i−jg(x),
the equation φ(x)P (x, ∂)φ(x)−1 = Q(x, ∂)∂ says that
pn−i(x) =
i∑
j=0
(
n− j
i− j
)
φ(i−j)(x)
φ(x)
qn−j−1(x) (i = 0, . . . , n).
Here we put q−1(x) = 0. Since v(
φ(i)
φ(x)) ≤ −i, valuations of pi(x) are bounded
as follows,
v(pi(x)) ≤ max{v(qj−1)− (j − i) | j = i, . . . , n}.
If we notice that
v(pi+1(x)) ≤ max{v(qj−1)− (j − i) + 1 | j = i+ 1, . . . , n},
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then we have
v(pi(x)) ≤ max{v(pi+1(x)) − 1, v(qi−1(x))} (i = 1, . . . , n).
Then above inequalities and (3.1) implies that
v(pk−i−1(x)) < ρ− i (i = 0, . . . , k − 1). (3.2)
Definition 3.5 (The characteristic equation). Let us take an element of
K〈∂〉,
P (x, ∂) =
∞∑
s=0
xρ−sPs(∂)
where Ps(x) ∈ C[x] and degPs ≤ n for s = 0, 1, 2, . . . .We consider following
polynomials of λ,
pk(λ, x) =
k∑
i=0
(λ+ i+ 1)k−i
1
(k − i)!
P
(k−i)
i (x)
for k = 1, . . . , n. Here we put (λ)l = λ(λ+1) · · · (λ+(l− 1)) for l = 1, 2, . . .
and (λ)0 = 1. If P
(k)
0 (0) 6= 0, then pk(λ, 0) is a polynomial of λ of degree k.
Hence if P
(m)
0 (0) 6= 0 and P
(i)
j (0) = 0 for i+ j < m, we call
pm(λ−m, 0) = 0
the characteristic equation of P (x, ∂).
Lemma 3.6. Let us take P (x, ∂) as in Definition 3.5. Suppose that P
(j)
i (0) =
0 for i+ j < m and P
(m)
0 (0) 6= 0 for an m ≤ n.
Also we assume that there exist µ1, . . . µr ∈ C, such that µi − µj /∈
Z for i 6= j, increasing sequences of positive integers 0 = ni0 < · · · < n
i
li
for i = 1, . . . , r and mij ∈ Z>0 for i = 1, . . . , r, j = 0, . . . , li such that m =∑r
i=1
∑li
j=0m
i
j . Also assume that solutions of the characteristic equation
pm(λ−m, 0) = 0
are µi + n
i
j with multiplicities m
i
j for i = 1, . . . , r, j = 0, . . . , li.
Then there exist following m formal solutions of P (x, ∂)u = 0,
f(µi + n
i
j; k)(x) = x
µi+nij
hij+k∑
l=0
(
hij + k
l
)
cij
hij+k−l
(x)(log x)l,
where cijk (x) ∈ C[[x
−1]], ci00 (∞) 6= 0 and h
i
j =
∑j
k=1m
i
k.
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Proof. Suppose that xµ
∑∞
s=0 cxx
−s (c0 6= 0) is a formal solution of P (x, ∂)u =∑∞
s=0 x
ρ−sPs(∂)u = 0. Then we have the following equations,
i∑
k=0
ci−kpk(µ− i, 0) = 0, (3.3)
for i = 0, 1, . . .. The assumption implies pk(λ, 0) for k < m are identically
zero and pm(λ, 0) is nonzero polynomial of λ of degree m. Hence this is a
direct consequence of the Frobenius method.
Proposition 3.7. Let us take P (x, ∂) ∈ K〈∂〉 as in Definition 3.5. Suppose
that P
(j)
i (0) = 0 for i + j < m and P
(m)
0 (0) 6= 0. We take µ1, . . . , µr ∈ C
such that µi − µj /∈ Z (i 6= j). Then the followings are equivalent,
1. There exist m formal series,
fij(x) = x
−µi−j + x−µi−mihij(x)
where hij(x) ∈ C[[x
−1]] for i = 1, . . . , l and j = 0, . . . ,mi−1 and these
are solutions of P (x, ∂)u = 0.
2.
pk(−µi − j − k; 0) = 0
for
i = 1, . . . , r,
j = 0, . . . ,mi − 1,
k = m,m+ 1, . . . ,m+mi − j − 1.
Proof. First we assume that 1 is true. We consider the equation
P (x, ∂)x−µi−j(c0 +
∞∑
s=mi−j
csx
−s) = 0
where i ∈ {1, . . . , r}, j ∈ {0, . . . ,mi − 1} and c0 6= 0. Since cs = 0 for
1 < s < mi − j, the equation (3.3) tells us that
c0pk(−µi − j − k; 0) = 0,
for m ≤ k < mi − j +m. If the condition 2 is false, pk(−µi − j − k; 0) 6= 0
for some k. This contradicts c0 6= 0.
Conversely we assume that 2 is true. Let us consider the equation
P (x, ∂)x−µi−j(c0 +
∑∞
s=mi−j
csx
−s) = 0. Then the equation (3.3) implies
c0pk(−µi − j − k; 0) = 0,
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for n ≤ k < mi − j + n and
k∑
l=0
cmi−j+lpm+(k−l)(−µi −mi − k −m, 0)
+ c0pmi−j+m+k(−µi −mi − k −m, 0) = 0
for k = 0, 1, . . .. By the assumption 2, we can choose c0 6= 0. Then if
c0 is determined, other coefficients cs for s = mi − j,mi − j + 1, . . . are
determined inductively. We can put c0 = 1. Then we can choose x
−µi−j(1+∑∞
s=mi−j
csx
−s) as a formal solution of P (x, ∂)f(x) = 0 for all i ∈ {1, . . . , r},
j ∈ {0, . . . ,mi − 1}.
Definition 3.8 (Semi-simple characteristic exponents). Let us take a dif-
ferential operator
P (x, ∂) =
∞∑
s=0
xρ−sPs(∂)
where Ps(x) ∈ C[x] and degPs ≤ n for s = 0, 1, 2, . . . . Suppose that P
(j)
i (0) =
0 for i+j < m and P
(m)
0 (0) 6= 0. Also suppose that there exit µ1, . . . , µr ∈ C
such that µi − µj /∈ Z (i 6= j) and these satisfy
pk(−µi − j − k, 0) = 0
for
i = 1, . . . , r,
j = 0, . . . ,mi − 1,
k = m,m+ 1, . . . ,m+mi − j − 1.
Here m =
∑r
i=1mi. Then we say that P (x, ∂) has semi-simple characteristic
exponents
{µ1, µ1 + 1, . . . , µ1 +m1 − 1, . . . , µr, µr + 1, . . . , µr +mr − 1},
at x =∞. By using the notation [µ]m = {µ, µ + 1, . . . µm−1}, we write
{[µ1]m1 , . . . , [µr]mr}
= {µ1, µ1 + 1, . . . , µ1 +m1 − 1, . . . , µr, µr + 1, . . . , µr +mr − 1}
shortly.
Let us recall that
e−p(x)∂ep(x) = ∂ + p′(x).
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For a P (x, ∂) ∈ K〈∂〉, the differential equation P (x, ∂)u = 0 has a formal
solution
ep(x)x−ν
∑
i=0
csx
−s
if and only if the differential equation P (x, ∂ + p′(x)) has a formal solution
x−ν
∑
i=0
csx
−s.
Definition 3.9 (ep(x)-twisted semi-simple characteristic exponents). For
P (x, ∂) ∈ K〈∂〉 and p(x) ∈ C[x], we say that the differential equation
P (x, ∂)u = 0 has ep(x)-twisted semi-simple exponents
{[µ1]m1 , . . . , [µl]ml}
at x = ∞ where µi ∈ C, mi ∈ N and m =
∑l
i=1mi, if the differential
equation P (x, ∂ + p′(x)) has the same semi-simple exponents at x =∞.
Proposition 3.10. Suppose that P (x, ∂) ∈ W [x] has ep(x)-twisted semi-
simple exponents
{[µ1]m1 , . . . , [µl]ml}
at x =∞ where µi ∈ C, mi ∈ N and m =
∑l
i=1mi.
1. For α, ν ∈ C, the differential equation Ad((x − α)ν)P (x, ∂)u(x) = 0
has ep(x)-twisted semi-simple exponents
{[µ1 − ν]m1 , . . . , [µl − ν]ml}
at x =∞.
2. For q(x) ∈ C, the differential equation Ade(q(x))P (x, ∂) has ep(x)+q(x)-
twisted semi-simple exponents
{[µ1]m1 , . . . , [µl]ml}
at x =∞.
Proof. If we recall that (x−α)ν can be written as (x−α)ν = x−ν
∑∞
i=0 cix
−i,
the first assertion follows from the same argument as Proposition 3.14. The
second assertion easily follows from
Ade(q(x))P (x, ∂) = exp(q(x))P (x, ∂) exp(−q(x)).
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3.2 A review of regular singularity
Let us take a differential operator P (x, ∂) ∈ W [x]. If P (x, ∂) has a regular
singular point at x = c ∈ C, then we can write
P (x, ∂) =
n∑
i=0
(x− c)n−iai(x)∂
n−i
where a0(c) 6= 0. We consider a polynomial of ν
fc(x, ν) =
n∑
j=0
aj(x)
a0(x)
ν(ν − 1) · · · (ν − (n− j) + 1).
Since x = c is a regular singular point of P (x, ∂), fc(x, ν) is holomorphic at
x = c. Hence we have the Taylor expansion
fc(x, ν) =
∞∑
k=0
f ck(ν)(x− c)
k, (3.4)
where f ck(ν) are polynomials of ρ. Then a power series g(ν, x) = (x −
c)ν
∑∞
k=0 dk(x− c)
k satisfies P (x, ∂)g(ν, x) = 0 if and only if equations
l∑
k=0
cl−kf
c
k(ν + (l − k)) = 0 (3.5)
are satisfied for l = 0, 1, . . . .We call the equation f c0(ρ) = 0 the characteristic
equation at regular singular point x = c.
Then we have a similar result to Proposition 3.7.
Proposition 3.11 (Oshima [11]). Let us take P (x, ∂) ∈ W [x] which has a
regular singular point x = c. We write
P (x, ∂) =
n∑
i=0
(x− c)n−iai(x)∂
n−i
where ai(x) ∈ C[x] and a0(c) 6= 0. Then we can define polynomials f
c
k(ν)
for k = 0, 1, 2, . . . as (3.4). Then the followings are equivalent.
1. There exist µ1, . . . , µl ∈ C such that µi−µj /∈ Z if i 6= j. The following
n functions are solutions of P (x, ∂)u = 0,
gij(x) = (x− c)
µi+j + (x− c)µi+mihij(x− c)
for i = 1, . . . , l and j = 0, . . . ,mi − 1. Here hij(x) ∈ C[[x]] and
n =
∑l
i=1mi.
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2. There exist µ1, . . . , µl ∈ C such that µi − µj /∈ Z if i 6= j. For these
µi, we have
fk(µi − j) = 0
for i = 1, . . . , l, j = 0, . . . ,mi − 1 and k = 0, . . . ,mi − j − 1.
Proposition 3.12 (Oshima [11]). Let us take P (x, ∂) ∈ W [x] which has a
regular singular point x = c. We write
P (x, ∂) =
n∑
i=0
(x− c)n−iai(x)∂
n−i
where ai(x) ∈ C[x] and a0(c) 6= 0. Then the followings are equivalent.
1. There exist m functions,
gi(x) = (x− c)
i + (x− c)mhi(x− c)
for i = 0, . . . ,m − 1 and these are solutions of P (x, ∂)u = 0. Here
hi(x) ∈ C[[x]].
2. There exist Q(x, ∂) ∈W [x] such that
P (x, ∂) = (x− c)mQ(x, ∂).
Proof. Although the proof of this proposition can be found in [11], we prove
this for the completeness. Suppose that 2 is true. We notice that Q(x, ∂)(x−
c)i are holomorphic at x = c for any i ∈ Z≥0. Hence if we write Q(x, ∂)(x−
c)i = hi(x) ∈ C[[x]], then we have
P (x, ∂)(x − c)i = (x− c)mQ(x, ∂)(x− c)i = (x− c)mhi(x).
Conversely, if 1 is true, there exist hi(x) ∈ C[[x]] such that
P (x, ∂)(x − c)i =
n∑
j=0
(x− c)n−jaj(x)∂
n−j(x− c)i = (x− c)mhi(x),
for i = 0, . . . ,m− 1. If i = 0, we have
a0(x) = (x− c)((x − c)
m−1h0(x)−
n∑
j=1
(x− c)n−i−1aj(x)).
Hence P (x, ∂) = (x− c)Q0(x, ∂) for a Q(x, ∂) ∈W [x]. If i = 1, we have
(x− c)(a1(x) + a0(x)) = (x− c)
2((x− c)m−2 −
n∑
j=2
(x− c)n−j−2aj(x)).
Hence P (x, ∂) = (x − c)2Q1(x, ∂) for a Q1(x, ∂) ∈ W [x]. We can iterate
these for i = 0, 1, . . . ,m− 1.
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We can define semi-simple characteristic exponents at regular singular
points as we define for formal solutions.
Definition 3.13. Let us take P (x, ∂) ∈ W [x] which has a regular singular
point x = c. We write
P (x, ∂) =
n∑
i=0
(x− c)n−iai(x)∂
n−i
where ai(x) ∈ C[x] and a0(c) 6= 0. Then we can define polynomials f
c
k(ν) for
k = 0, 1, 2, . . . as (3.4). If there exist µ1, . . . , µl ∈ C such that µi − µj /∈ Z
(i 6= j) and we have
fk(µi − j) = 0
for i = 1, . . . , l, j = 0, . . . ,mi − 1 and k = 0, . . . ,mi − j − 1, then we say
that P (x, ∂) has semi-simple characteristic exponents
{[µ1]m1 , . . . , [µl]ml}
at x = c.
Proposition 3.14. Let P (x, ∂) ∈ W [x] has a regular singular point x = c
and semi-simple exponents
{[ρ1]m1 , . . . , [ρl]ml}.
1. For ν ∈ C, the differential equation Ad((x − c)ν)P (x, ∂)u = 0 has
semi-simple exponents
{[ρ1 + ν]m1 , . . . , [ρl + ν]ml}
at x = c.
2. If α 6= c, then the addition at x = α does not change the set of expo-
nents at x = c of P (x, ∂), that is, Ad((x−α)ν)P (x, ∂) has semi-simple
exponents
{[ρ1]m1 , . . . , [ρl]ml}
at x = c as well.
3. For p(x) ∈ C, the set of exponents at x = c of P (x, ∂) are not changed
by Ade(p(x)), that is, Ade(p(x))P (x, ∂) has semi-simple exponents
{[ρ1]m1 , . . . , [ρl]ml}
at x = c as well.
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Proof. If a function u(x) is a solution of P (x, ∂)u(x) = 0, then for α, ν ∈ C,
the function (x− α)νu(x) satisfies that
Ad((x− α)ν)P (x, ∂)(x − α)νu(x)
= (x− α)νP (x, ∂)(x − α)−ν(x− α)νu(x)
= (x− α)νP (x, ∂)u(x) = 0.
Hence if α = c and u(x) = (x−c)ρ
∑∞
i=0 cix
i is a solution of P (x, ∂)u(x) = 0
around x = c, then (x − c)νu(x) = (x − c)ρ+ν
∑∞
i=0 dix
i is a solution of
Ad((x− c)ν)P (x, ∂)v(x) = 0.
On the other hand, if α 6= c, the function (x − α)ν is holomorphic at
x = c. Hence we can write the Taylor expansion (x−α)ν =
∑∞
i=0 eix
i. This
implies that (x−α)νu(x) =
∑∞
i=0 eix
i(x−c)ρ
∑∞
j=0 cjx
i = (x−c)ρ
∑∞
i=0 fix
i.
Therefore exponents does not change.
For the final assertion, we recall that
Ade(p(x))P (x, ∂) = exp(p(x))P (x, ∂) exp (−p(x)),
and exp((p(x)) is holomorphic on C. By the same argument as above, the
final assertion follows.
4 Differential equations of irregular rank 2 at in-
finity
The twisted Euler transform turns P (x, ∂) ∈W [x, ξ] into the other Q(x, ∂) ∈
W [x, ξ]. The question is how this transformation changes local datum of
these differential operators. We focus on the case of the rank of irregular
singularity at most 2 and give explicit descriptions about the changes of
characteristic exponents by twisted Euler transforms.
4.1 The rank of irregular singularity, the Newton polygon
Let us recall the notions, the rank of irregular singularity and the Newton
polygon of a differential operator.
Definition 4.1 (The rank of irregular singularity at infinity). Let us con-
sider a linear differential equation,
[xn∂n + a1(x)x
n−1∂n−1 + a2(x)x
n−2∂n−2 + · · ·+ an(x)]f(x) = 0. (4.1)
Here coefficients ai(x) are Laurent series,
ai(x) = x
mi
∞∑
k=0
aikx
−k (ai0 6= 0),
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where mi ∈ Z for i = 1, . . . , n.
The rank of irregular singularity at infinity of (4.1) is the number defined
by
q = max{
mi
i
| i = 1, . . . , n}.
Let us take P (x, ∂) =
∑
ai(x)∂
i ∈ K〈∂〉. Every ai(x)∂
i associate the
point (i, i − v(ai)) of N × Z. Then we define the Newton polygon N(P ) of
P to be the convex hull of the set⋃
i
{(x, y) ∈ R2 | x ≤ i, y ≥ i− v(ai)}.
Let {si = (ui, vi)}0≤i≤p be the set of vertices of this polygon such that
0 = u0 < u1 < · · · < up = n (n = ordP ). Slopes of the edge connecting si
and si−1 are
λi =
vi − vi−1
ui − ui−1
for i = 0, . . . , p− 1. Clearly we have λ1 < λ2 < · · · < λp. We define lengths
Li of segments [si−1, si] by Li = ui − ui−1. We note that λp corresponds to
the irregular rank at infinity of P . We refer [10],[12] and [14] for further
things about Newton polygons.
Remark 4.2. Let us consider the Newton polygon of P (x, ∂) whose ver-
tices s0, s1, . . . , sr, slopes λ1 < λ2 < · · · < λr and lengths of segments are
L1, . . . , Lr. Then for 1 ≤ i ≤ r, there exist q ∈ Z>0 and Li linearly indepen-
dent formal solutions of P (x, ∂)u = 0,
f ijk (x) = e
pij(x)xµ
ij
k hijk (x
1
q )
for q ∈ Z>0 h
ij
k (x) ∈ C[[x
−1]][log x−1]. Here
pij(x) =
rij∑
l=0
aij(l)x
ri−l
q
and ri
q
= λi.
4.2 Fourier-Laplace transform
As is well-known, the Fourier-Laplace transform exchanges regular singular
points on C and irregular singular point of rank 1 at infinity. Let us see the
way how the Fourier-Laplace transform changes ranks of irregular singulari-
ties and characteristic exponents of a differential operators of irregular rank
at most 2.
Proposition 4.3. Let us take P (x, ∂) ∈W [x] of degP = N and µ1, . . . , µl ∈
C such that µi /∈ Z and µi − µj /∈ Z (i 6= j). Then the followings are equiv-
alent.
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1. The differential equation P (x, ∂)u = 0 has semi-simple exponents
{[µ1]m1 , . . . , [µl]ml}
at x =∞. Here m =
∑l
i=1mi.
2. For the Fourier-Laplace transform P (−∂, x) of P (x, ∂) has regular sin-
gular point at x = 0 and P (−∂, x)u = 0 has the semi-simple charac-
teristic exponents,
{[0]N−m[µ1 − 1]m1 , . . . , [µl − 1]ml}
at x = 0.
Proof. Suppose that 1 is true. From the assumption µi /∈ Z, we can see
N ≥ m. If N < m, we can write
P (x, ∂) =
N∑
s=0
xN−sPs(∂)∂
m−s = Q(x, ∂)∂N−m
for Q(x, ∂) ∈ W [x]. Then polynomials
∑N−m−1
i=0 aix for ai ∈ C satisfy
P (x, ∂)u = 0. It contradicts our assumption.
If we write P (x, ∂) =
∑N
s=0 x
N−sPs(∂)∂
max{m−s,0}, the Laplace trans-
form
P (−∂, x) =
N∑
s=0
(−∂)N−sPs(x)x
max{m−s,0}
=
N∑
s=0
Qs(x)x
max{m−s,0}(−∂)N−s
for Ps(x), Qs(x) ∈ C[x] and P0(x) = Q0(x). By the assumption P0(0) =
Q0(0) 6= 0, it follows that x = 0 is a regular singular point of P (∂, x)u = 0.
Let us take a power series xµ
∑∞
s=0 dsx
s. Then we can see that
LP (x, ∂)xµ
∞∑
s=0
dsx
s =
N∑
j=0
(−∂)N−jPj(x)x
µ
∞∑
s=0
dsx
s
=
∞∑
s=m
xµ−N+s
s∑
k=m
ds−k
k∑
l=0
(−µ−s+l)(−µ−s+l+1) · · · (−µ−s+N−1)
P
(k−l)
l (0)
(k − l)!
=
∞∑
s=m
xµ−N+s
s∑
k=m
ds−k
k∑
l=0
(−µ− s+ l)(k−l)(−µ− s+ k)(N−k)
P
(k−l)
l (0)
(k − l)!
=
∞∑
s=m
xµ−N+s
s∑
k=m
(−µ− s+ k)(N−k)ds−kpk(−µ− 1, 0).
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Therefore if LP (x, ∂)xµ
∑∞
s=0 dsx
s = 0, then it must be satisfied that
s∑
k=m
ds−k(−µ− s+ k)(N−k)pk(−µ− 1− s, 0)
for s = m,m+ 1, . . .. By the assumption we have
pk(−µi − j − k, 0) = 0
for
i = 1, . . . , l,
j = 0, . . . ,mi − 1,
k = m,m+ 1, . . . ,m+mi − j − 1.
Also we have
(−i− s+ k)(N−k) = 0
for i = 0, . . . , (N − m) − 1 and k = m,m + 1, . . . , N − j − 1. Hence the
differential equation LP (x, ∂)u = 0 has a regular singular point at x = 0
and semi-simple characteristic exponents
{[0]N−m, [µ1 − 1]m1 , . . . , [µl − 1]ml}.
The converse direction can be shown by the same way.
The same thing can be shown for the Fourier-Laplace inverse transform.
Proposition 4.4. Let us take P (x, ∂) ∈W [x] of degP = N and µ1, . . . , µl ∈
C such that µi /∈ Z and µi − µj /∈ Z (i 6= j). Then the followings are equiv-
alent.
1. The differential equation P (x, ∂)u = 0 has semi-simple exponents
{[µ1]m1 , . . . , [µl]ml}
at x =∞. Here m =
∑l
i=1mi.
2. For the Fourier-Laplace inverse transform P (∂,−x) of P (x, ∂) has a
regular singular point at x = 0 and P (∂,−x)u = 0 has the semi-simple
characteristic exponents,
{[0]N−m[µ1 − 1]m1 , . . . , [µl − 1]ml}
at x = 0.
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Proof. The condition 1 is equivalent to that P (−x,−∂) has semi-simple
exponents
{[µ1]m1 , . . . , [µl]ml}
at x =∞. This is equivalent to that P (∂,−x) has semi-simple exponents
{[0]N−m[µ1 − 1]m1 , . . . , [µl − 1]ml}
at x = 0 by Proposition 4.3.
Corollary 4.5. Let us take P (x, ∂) ∈W [x] of degP = N and µ1, . . . , µl ∈ C
such that µi /∈ Z and µi−µj /∈ Z (i 6= j). Then the followings are equivalent.
1. The differential equation P (x, ∂)u = 0 has eαx-twisted semi-simple
exponents
{[µ1]m1 , . . . , [µl]ml}.
2. For the Laplace transform P (−∂, x) of P (x, ∂) has a regular singular
point at x = α and semi-simple exponents
{[0]N−m[µ1 − 1]m1 , . . . , [µl − 1]ml}
at x = α. Here m =
∑l
i=1mi.
Proof. The condition 1 is equivalent to that P (x, ∂+α)u = 0 has semi-simple
exponents
{[µ1]m1 , . . . , [µl]ml}
at x = ∞. Hence it is equivalent to that the Laplace transform P (−∂, x +
α)u = 0 has a regular singular point at x = 0, i.e., LP (x, ∂) = P (−∂, x) has
a regular singular point at x = α and semi-simple exponents
{[0]N−n[µ1 − 1]m1 , . . . , [µl − 1]ml}
at x = α.
For the inverse transform we can show the following as well.
Corollary 4.6. Let us take P (x, ∂) ∈W [x] of degP = N and µ1, . . . , µl ∈ C
such that µi /∈ Z and µi−µj /∈ Z (i 6= j). Then the followings are equivalent.
1. The differential equation P (x, ∂)u = 0 has eαx-twisted semi-simple
exponents
{[µ1]m1 , . . . , [µl]ml}.
2. For the Fourier-Laplace inverse transform P (∂,−x) of P (x, ∂) has a
regular singular point at x = −α and semi-simple exponents
{[0]N−m[µ1 − 1]m1 , . . . , [µl − 1]ml}
at x = −α. Here m =
∑l
i=1mi.
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Proof. We can show this by the same argument as Corollary 4.5.
Corollary 4.7. Let us take P (x, ∂) ∈W [x] of degP = N and µ1, . . . , µl ∈ C
such that µi /∈ Z and µi−µj /∈ Z (i 6= j). Then the followings are equivalent.
1. The differential equation P (x, ∂)u = 0 of has e
α
2
x2+βx-twisted semi-
simple exponents
{[µ1]m1 , . . . , [µl]ml}.
2. The Laplace transform P (−∂, x)u = 0 has e−
1
2α
x2+ β
α
x-twisted semi-
simple exponents
{[µ1]m1 , . . . , [µl]ml}.
Proof. The condition 1 is equivalent to that P (x, ∂ + αx + β)u = 0 has
semi-simple exponents
{[µ1]m1 , . . . , [µl]ml}.
at x =∞. On the other hand, the condition 2 is equivalent to that P (−∂+
1
α
x − β
α
, x)u = 0 has the same semi-simple exponents at infinity. If we put
x = αy, it is equivalent to say that P (y − 1
α
∂y −
β
α
, αy)v = 0 has the same
semi-simple exponents at infinity. Here ∂y =
d
dy
. It is easy to see that
L ◦ Ade((
1
2α
y2 −
β
α
y)) ◦ L−1P (y −
1
α
∂y −
β
α
, αy) = P (y, ∂y + αy + β).
If we notice that for a solution u of Q(x, ∂)u = 0, v = ep(x)u is a solution
of Ade(p(x))Q(x, ∂)v = 0. Since ep(x) is holomorphic at x = 0, the multipli-
cation of ep(x) does not change exponents at x = 0. Then the equivalence 1
and 2 follows from Proposition 4.3.
Corollary 4.8. Let us take P (x, ∂) ∈W [x] of degP = N and µ1, . . . , µl ∈ C
such that µi /∈ Z and µi−µj /∈ Z (i 6= j). Then the followings are equivalent.
1. The differential equation P (x, ∂)u = 0 has e
α
2
x2+βx-twisted semi-simple
exponents
{[µ1]m1 , . . . , [µl]ml}.
2. The Fourier-Laplace inverse transform P (∂,−x)u = 0 has e−
1
2α
x2− β
α
x-
twisted semi-simple exponents
{[µ1]m1 , . . . , [µl]ml}.
Proof. The condition 2 is equivalent to that P (∂− 1
α
x− β
α
,−x) has the above
semi-simple exponents at x = ∞. If we put y = − 1
α
x, this is equivalent to
P (− 1
α
∂y + y −
β
α
, αy) has the same exponents at y =∞. Also we have
L−1 ◦ Ade(
1
2α
y2 +
β
α
) ◦ LP (−
1
α
∂y + y −
β
α
, αy) = P (y, ∂y + αy + β).
As in Corollary 4.7, we can show this corollary.
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Proposition 4.9. Let us take P (x, ∂) ∈W [x]. We assume that P (x, ∂) can
be written by
RP (x, ∂) = xN
r∏
i=0
(∂ − αi)
mi +
N−1∑
j=1
xN−j
r∏
i
(∂ − αi)
max {mi−j,0}Pj(∂)
for Pi(x) ∈ C[x] and P (x, ∂) has e
αix-twisted semi-simple exponents
{[µi1]mi1 , . . . , [µ
i
li
]mi
li
}
where mi =
∑li
j=1m
i
j . Moreover we assume that µ
i
j /∈ Z for i = 1, . . . , r and
j = 1, . . . , li and µ
i
j − µ
i
k /∈ Z (k 6= j).
Then we have the followings.
1. We have
E(∗; 0)P (x, ∂) ∼ P (x, ∂)
for i = 1, . . . , r.
2. For fixed i ∈ {1, . . . , r} and µ ∈ C such that µ /∈ Z and µij−µ /∈ Z\{1}
for all j = 1, . . . li, we have
E(αi;−µ)E(αi;µ)P (x, ∂) ∼ P (x, ∂)
for i = 1, . . . , r.
Proof. First we show 1. We have
E(αi; 0)P (x, ∂) = LRL
−1RP (x, ∂)
= LR(
r∏
i=1
(−x− αi)
mi∂N
+
N∑
j=1
r∏
i=1
(−x− αi)
max{mi−j,0}aj(x)∂
N−j).
By the assumption and Corollary 4.6, every characteristic exponent at the
regular singular point x = −αi of L
−1RP (x, ∂) is not integers. Hence by
Proposition 3.12, RL−1RP (x, ∂) = L−1RP (x, ∂). Hence E(∗; 0)P (x, ∂) =
LRL−1RP (x, ∂) ∼ P (x, ∂).
Let us show 2. Fix an i ∈ {1, . . . r}. If µij − µ 6= 1 for all j = 1, . . . , li,
E(αi, µ)P (x, ∂) has e
αix-twisted semi-simple exponents
{[−µ + 1]N−mi [µ
i
1 − µ]mi1 , . . . , [µ
i
li
− µ]mi
li
}
and eαi′x-twisted semi-simple exponents
{[µi
′
1 ]mi′1
, . . . , [µi
′
li′
]
mi
′
l
i′
}
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for the other i′ by corollaries from 4.5 to 4.8. On the other hand, if there exist
j ∈ {1, . . . , li} such that µ
i
j − 1 = u, then E(αi, µ)P (x, ∂) has e
αix-twisted
semi-simple exponents
{[µi1−µ]mi1 , . . . , [µ
i
j−1−µ]mij−1
, [−µ+1]N−mi , [µ
i
j+1−µ]mij+1
, . . . , [µili−µ]mili
}
and eαi′x-twisted semi-simple exponents
{[µi
′
1 ]mi′1
, . . . , [µi
′
li′
]
mi
′
l
i′
}
for the other i′ by corollaries from 4.5 to 4.8 In both cases, characteristic
exponents are not integers and moreover difference of them are not integers.
Hence we can see
E(∗, 0)E(αi, µ)P ∼ E(αi, µ)P
by the same argument as 1. Hence we have 2 as well as the proof of Propo-
sition 2.12.
4.3 Twisted Euler transform
Definition 4.10 (Normal at infinity). Let us take P (x, ∂) ∈ W [x, ξ] which
has an irregular singular point at x =∞ of rank 2. The order of P (x, ∂) is
n.
We say that P (x, ∂) is normal at the irregular singular point x = ∞,
if the followings are satisfied. There exist αi, β
i
j ∈ C for i = 1, . . . , r and
j = 1, . . . . , li.
1. For every i = 1, . . . , r, the Newton polygon of P (x, ∂ + αix) has only
three vertices si0 = (u
i
0 = 0, v
i
0), s
i
1 = (u
i
1, v
i
1) and s
i
3 = (u
i
3 = n, v
i
3).
Corresponding slopes are 1 and 2. Length of the segment [si1, s
i
0] is ni.
Here n =
∑r
i=1 ni.
2. For every (i, j), i = 1, . . . , r and j = 1, . . . , li, the Newton polygon of
P (x, ∂ + αix + β
i
j) has only four vertices s
ij
0 = (u
ij
0 = 0, v
ij
0 ), s
ij
1 =
(uij1 , v
ij
1 ), s
ij
2 = (u
ij
2 , v
ij
2 ), s
ij
3 = (u
ij
3 = n, v
ij
3 ). Corresponding slopes are
0, 1 and 2. Lengths of segments [sij1 , s
ij
0 ], [s
ij
2 , s
ij
1 ] and [s
ij
3 , s
ij
2 ] are n
i
j,
ni − n
i
j and n− ni respectively. Here ni =
∑li
j=1 n
i
j.
Remark 4.11. By Proposition 3.4, Proposition 3.6 and Remark 4.2, P (x, ∂) ∈
W [x, ξ] is normal at infinity if and only if there are nij-dimensional space of
e
αi
2
x2+βijx-twisted formal solutions. Since n =
∑r
i=1
∑li
j=1 n
i
j coincides with
the order of P (x, ∂), these are all of formal solutions of P (x, ∂)u = 0 at
x =∞.
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Let us take P (x, ∂) ∈ W [x, ξ] which has regular singular points at
c1, . . . , cp ∈ C, the irregular singular point of rank 2 at x = ∞ and no
other singular points. Then we can write
P (x, ∂) =
n∑
i=0
p∏
j=1
(x− cj)
n−iai(x)∂
n−i, (4.2)
where ai(x) ∈ C[x, ξ] for i = 1, . . . , n and a0(x) = 1. Since the rank of
irregularity is 2, degrees of ai(x) have upper bound,
deg ai(x) ≤ (p+ 1)i.
We call (4.2) the standard form of P (x, ∂).
Definition 4.12 (Table of local datum). For sufficiently large numbers K
and K ′, we take ξ = {µij | 1 ≤ i, j ≤ K} ∪ {ν
ij
k | 1 ≤ i, j, k ≤ K
′} as the
indeterminants of C(ξ). Let us take P (x, ∂) ∈ W [x, ξ] which has regular
singular points at c1, . . . , cp ∈ C, the irregular singular point of rank 2 at
x =∞ and no other singular points. Moreover P (x, ∂) is normal at infinity.
Let us assume that the differential equation P (x, ∂)u = 0 has the follow-
ing local solutions.
• Around each regular singular point x = ci, it has semi-simple exponents
{[0]mi0 [µ
i
1]mi1
, . . . , [µisi ]misi
}
where mij ∈ Z>0 for i = 1, . . . , si andm
i
0 ∈ Z≥0 which satisfy
∑si
j=0m
i
j =
n = ordP for i = 1, . . . , p. For the simplicity, we put
µi = (µi1, . . . , µ
i
si
), mi = (mi1, . . . ,m
i
si
),
and write
[µi;mi] = {[µi1]mi1 , . . . , [µ
i
si
]misi
},
shortly.
• Around irregular singular point x =∞, it has e
αi
2
x2+βjx-twisted semi-
simple exponents
{[νij1 ]nij1
, . . . , [νijtij ]nijtij
}
for i = 1, . . . , r, j = 1, . . . , li. Here n
ij
k ∈ Z>0 and
∑r
i=1
∑li
j=1
∑tij
k=1 n
ij
k =
n = ordP (x, ∂). We put nij =
∑tij
k=1 n
ij
k and ni =
∑li
j=1 n
i
j. For the
simplicity, we put
νij = (νij1 , . . . , ν
ij
tij
), nij = (nij1 , . . . , n
ij
tij
),
and write
[νij ;nij] = {[νij1 ]nij1
, . . . , [νijtij ]nijtij
}.
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Then we write the following table of local exponents of P (x, ∂),
α1 α2 · · · αr
c1 [µ
1;m1] β11 [ν
11;n11] β21 [ν
21;n21] · · · βr1 [ν
r1;nr1]
c2 [µ
2;m2] β12 [ν
12;n12] β22 [ν
22;n22] · · · βr2 [ν
r2;nr2]
...
...
...
...
...
...
...
...
cp [µ
p;mp] β1l1 [ν
1l1 ;n1l1 ] β2l2 [ν
2l2 ;n2l2 ] βrlr [ν
rlr ;nrlr ]
.
We call this table the table of local datum of P (x, ∂).
In particular, if P (x, ∂) = ∂+αx+β for some α, β ∈ C, we say P (x, ∂)
has the trivial table of local datum.
Remark 4.13. In Definition 4.12, the indeterminants ξ = {µij | 1 ≤ i, j ≤
K}∪ {νijk | 1 ≤ i, j, k ≤ K
′} have only one linear relation which comes from
Fuchs relation (see [1] and [2] for example).
Theorem 4.14. Let us take P (x, ∂) ∈ W [x, ξ] as in Definition 4.12. We
assume that P (x, ∂) has the following nontrivial table of local datum,
α1 α2 · · · αr
c1 [µ
1;m1] β11 [ν
11;n11] β21 [ν
21;n21] · · · βr1 [ν
r1;nr1]
c2 [µ
2;m2] β12 [ν
12;n12] β22 [ν
22;n22] · · · βr2 [ν
r2;nr2]
...
...
...
...
...
...
...
...
cp [µ
p;mp] β1l1 [ν
1l1 ;n1l1 ] β2l2 [ν
2l2 ;n2l2 ] βrlr [ν
rlr ;nrlr ]
.
Changing the order of α1, . . . , αr and applying Ade(
α1
2 x
2), We can assume
that α1 = 0. Then L ◦RP (x, ∂) has
ordL ◦RP (x, ∂) =
p∑
i=1
si∑
j=1
mij + (n− n1),
and the table of local datum,
0 − 1
α2
· · · − 1
αr
β11 [ν˜
11;n11] −c1 [µ˜
1;m1]
β21
α2
[ν21;n21] · · ·
βr1
αr
[νr1;nr1]
β12 [ν˜
12;n12] −c2 [µ˜
2;m2]
β22
α2
[ν22;n22] · · ·
βr2
αr
[νr2;nr2]
...
...
...
...
...
...
...
...
β1l1 [ν˜
1l1 ;n1l1 ] −cp [µ˜
p;mp]
β2
l2
α2
[ν2l2 ;n2l2 ]
βr
lr
αr
[νrlr ;nrlr ]
.
Here
µ˜i = (µi1 + 1, µ
i
2 + 1, . . . , µ
i
si
+ 1), ν˜1j = (ν1j1 − 1, ν
1j
2 − 1, . . . , ν
1j
t1j
− 1),
for i = 1, . . . , p and j = 1, . . . , l1.
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Proof. By Proposition 3.11, the standard form of P (x, ∂) can be divided
by φ(x) =
∏p
i=1(x − ci)
mi , i.e., there exist Q(x, ∂) ∈ W [x, ξ] such that
P (x, ∂) = φ(x)Q(x, ∂) and moreover RP (x, ∂) = Q(x, ∂). Since we assume
that α1 = 0, we can see degP (x, ∂) = (p+ 1)(n− n1). Hence degQ(x, ∂) =
degP (x, ∂)−
∑p
i=1mi = (p+1)(n−n1)−
∑p
i=1mi =
∑p
i=1(n−m
i
0) + (n−
n1) =
∑p
i=1
∑si
j=1m
i
j + (n− n1).
Then this theorem is obtained by Corollary 4.5 and Corollary 4.7.
Remark 4.15. We can show the same thing as the above theorem for the
Fourier-Laplace inverse transform by Corollary 4.6 and Corollary 4.8.
Definition 4.16 (The rigidity index). Let us take P (x, ∂) ∈ W [x, ξ] as in
Definition 4.12. Then we define the number
idxP =
− ((p + 1)n2 −
r∑
i=1
n2i −
r∑
i=1
li∑
j=1
(nij)
2 −
p∑
i=1
si∑
j=0
(mij)
2 −
q∑
i=1
li∑
j=1
tij∑
k=1
(nijk )
2),
and call this the rigidity index of P .
Remark 4.17. The standard form of P (x, ∂) is
P (x, ∂) =
n∑
i=0
p∏
j=1
(x− cj)
n−iai(x)∂
n−i,
where
deg ai(x) ≤ (p+ 1)i.
Hence P (x, ∂) has
n∑
i=1
((p + 1)i+ 1)
coefficients in C(ξ). The informations about the sets of exponents at regular
singular points x = c1, . . . , cp require
p∑
i=1
si∑
j=0
mij(m
i
j + 1)
2
linear equations by Lemma 3.11. On the other hand, P (x, ∂) has ni-dimensional
formal solutions with e
αi
2
x2+βijx-twisted semi-simple exponents for i = 1, . . . , r
and j = 1, . . . , li. Hence the standard form of P (x, ∂ + αix) is
P (x, ∂ + αix) =
n∑
k=0
p∏
l=1
(x− cl)
n−kbik(x)∂
n−k,
32
where{
deg bik(x) ≤ (p+ 1)k for 1 ≤ k ≤ (n− ni)
deg bi(n−ni)+m(x) ≤ pm+ (p+ 1)(n − ni) for 1 ≤ m ≤ ni
.
Hence this requires
n∑
k=1
(deg ak(x)− deg b
i
k(x)) =
ni(ni + 1)
2
linear equations of C(ξ). Moreover P (x, ∂+αix+β
i
j) has the standard form
P (x, ∂ + αix+ β
i
j) =
n∑
k=0
p∏
l=1
(x− cl)
n−kcijk (x)∂
n−k,
where

deg cijk (x) ≤ (p + 1)k for 1 ≤ k ≤ (n− ni)
deg cij(n−ni)+l(x) ≤ pl + (p+ 1)(n − ni) for 1 ≤ l ≤ (ni − n
i
j)
deg cij
(n−(ni−nij))+m
≤ (p − 1)m+ p(ni − n
i
j) + (p+ 1)(n − ni) for 1 ≤ m ≤ n
i
j
.
Hence this requires
n∑
k=1
(deg bik(x)− deg c
ij
k (x)) =
nij(n
i
j + 1)
2
linear equations of C(ξ). Finally, informations about the sets of exponents
require
tij∑
k=1
nijk (n
ij
k + 1)
2
linear equations of C(ξ) by Proposition 3.7. There is one more linear equa-
tion from Fuchs relation. Hence there are at most the following parameters
in P (x, ∂),
n∑
i=1
((p + 1)i+ 1)−
p∑
i=1
si∑
j=0
mij(m
i
j + 1)
2
−
r∑
i=1
ni(ni + 1)
2
−
r∑
i=1
li∑
j=1
nij(n
i
j + 1)
2
−
p∑
i=1
li∑
j=1
tij∑
k=1
nijk (n
ij
k + 1)
2
+ 1 = 1−
1
2
idxP.
Theorem 4.18. Let us take P (x, ∂) ∈ W [x, ξ] as in Definition 4.12 with
the table of local datum,
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α1 α2 · · · αr
c1 [µ
1;m1] β11 [ν
11;n11] β21 [ν
21;n21] · · · βr1 [ν
r1;nr1]
c2 [µ
2;m2] β12 [ν
12;n12] β22 [ν
22;n22] · · · βr2 [ν
r2;nr2]
...
...
...
...
...
...
...
...
cp [µ
p;mp] β1l1 [ν
1l1 ;n1l1 ] β2l2 [ν
2l2 ;n2l2 ] βrlr [ν
rlr ;nrlr ]
.
1. For f(ξ) ∈ C(ξ) and i = 1, . . . , p, the table of local datum of RAd((x−
ci)
f(ξ))P (x, ∂) is
α1 · · · αr
c1 [µ
1;m1] β11 [ν
11 − f(ξ);n11] · · · βr1 [ν
r1 − f(ξ);nr1]
c2 [µ
2;m2] β12 [ν
12 − f(ξ);n12] · · · βr2 [ν
r2 − f(ξ);nr2]
...
...
...
...
...
...
ci [µ
i + f(ξ);mi]
...
...
...
...
...
...
...
...
...
...
cp [µ
p;mp] β1l1 [ν
1l1 − f(ξ);n1l1 ] βrlr [ν
rlr − f(ξ);nrlr ]
.
where µi + f(ξ) = (µi1 + f(ξ), . . . , µ
i
si
+ f(ξ)) and νij − f(ξ) = (νij1 −
f(ξ), . . . , νijtij − f(ξ)).
2. For i = 1, . . . , r, j = 1, . . . , li and k = 1, . . . , tij , the table of local
datum of E(αi2 x
2 + βijx;β
i
j , ν
ij
k − 1)P (x, ∂) is
α1 α2 · · · αr
c1 [µ˜
1;m1] β11 [ν˜
11; n˜11] β21 [ν˜
21; n˜21] · · · βr1 [ν˜
r1; n˜r1]
c2 [µ˜
2;m2] β12 [ν˜
12; n˜12] β22 [ν˜
22; n˜22] · · · βr2 [ν˜
r2; n˜r2]
...
...
...
...
...
...
...
...
cp [µ˜
p;mp] β1l1 [ν˜
1l1 ; n˜1l1 ] β2l2 [ν˜
2l2 ; n˜2l2 ] βrlr [ν˜
rlr ; n˜rlr ]
,
where
ν˜xy =

(νij1 − (ν
ij
k − 1), . . . , ν
ij
k−1 − (ν
ij
k − 1),−ν
ij
k , ν
ij
k+1 − (ν
ij
k − 1), . . .)
if (x, y) = (i, j),
νiy if x = i and y 6= j,
(νxy1 + ν
ij
k − 1, . . . , ν
xy
txy
+ νijk − 1) otherwise,
µ˜x = (µx1 + ν
ij
k − 1, . . . , µ
x
sx
+ νijk − 1),
n˜xy =
{
(nij1 , . . . , n
ij
k−1, Ni − n
i
j, n
ij
k+1, . . .) if (x, y) = (i, j),
nxy otherwise,
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for Ni =
∑p
k=1
∑sk
l=1m
k
l +(n−ni). The order of E(
αi
2 x
2+βijx;β
i
j , ν
ij
k −
1)P (x, ∂) is n− nijk +Ni − n
i
j.
Proof. The first assertion is the direct consequence of Proposition 3.14 and
Proposition 3.10. The second assertion follows from Theorem 4.14 and the
first assertion.
Remark 4.19. In the second assertion of Theorem 4.18, we see that the
order of E(αi2 x
2 + βijx;β
i
j , ν
ij
k − 1)P (x, ∂) is (n − n
ij
k ) + (N − n
i
j). By the
same argument as the proof of Proposition 4.3, we can see that Ni − n
i
j ≥ 0
for all i and j. Hence E(αi2 x
2 + βijx;β
i
j , ν
ij
k − 1)P (x, ∂) is well-defined, i.e.,
(n− nijk ) + (Ni − n
i
j) > 0, if and only if n− n
ij
k > 0 or Ni − n
i
j > 0. On the
contrary, if we assume n = nijk and Ni = n
i
j, we can see the following.
Lemma 4.20. Let us take P (x, ∂) ∈W [x, ξ] whose table of local datum is
α
c1 [µ
1;m1] β [(0); (n)]
c2 [µ
2;m2]
...
...
cp [µ
p;mp]
.
And we assume n =
∑p
i=1
∑si
j=1m
i
j . Then
P (x, ∂) ∼ (∂ − αx− β)n.
Proof. We can see that x =∞ is a regular singular point of P (x, ∂+αx+β).
Hence we can write
P (x, ∂ + αx+ β) =
n∑
i=0
xn−iPi(∂),
where degPi(x) ≤ n for i = 0, . . . , n and P
(j)
i (0) = 0 for i + j < n. We
consider polynomials
pk(λ, x) =
k∑
i=0
(λ+ i+ 1)k−i
P
(k−i)
i (x)
(k − i)!
.
The characteristic exponents at x =∞ implies that
pn+j(−i− j, 0) = 0
for i = 0, 1, . . . , n− 1 and j = 0, . . . , n− i− 1. This implies that P
(j)
i (0) = 0
for i = 1, . . . , n and j = 0, 1, . . . n− 1. Hence we have
P (x, ∂ + αx+ β) ∼ ∂n,
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i.e.,
P (x, ∂) ∼ (∂ − αx− β)n.
Corollary 4.21. Let us take P (x, ∂) ∈ W [x, ξ] as in Definition 4.12 with
the table of local datum,
α
c1 [µ
1;m1] β [(ν); (n)]
c2 [µ
2;m2]
...
...
cp [µ
p;mp]
.
And we assume that n =
∑r
i=1
∑si
j=1m
i
j . Then we have
E(
α
2
x2;β, ν)P ∼ (∂ − αx− β)n
Proof. By Theorem 4.18, we can see that E(α2x
2;β, ν)P has the table of
local datum
α
c1 [µ
1;m1] β [(0); (n)]
c2 [µ
2;m2]
...
...
cp [µ
p;mp]
.
Therefore by Lemma 4.20, we have
E(
α
2
x2;β, ν)P ∼ (∂ − αx− β)n.
Proposition 4.22. Let us take P (x, ∂) ∈W [x, ξ] as in Definition 4.12 and
assume that P (x, ∂) has the nontrivial table of local datum
α1 α2 · · · αr
c1 [µ
1;m1] β11 [ν
11;n11] β21 [ν
21;n21] · · · βr1 [ν
r1;nr1]
c2 [µ
2;m2] β12 [ν
12;n12] β22 [ν
22;n22] · · · βr2 [ν
r2;nr2]
...
...
...
...
...
...
...
...
cp [µ
p;mp] β1l1 [ν
1l1 ;n1l1 ] β2l2 [ν
2l2 ;n2l2 ] βrlr [ν
rlr ;nrlr ]
.
Then we have the followings.
1. We have
E(
αi
2
x2; ∗, 0)P ∼ P.
for i = 1, . . . , r and for any complex number ∗.
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2. Let us take i ∈ {1, . . . , r} and j ∈ {1, . . . , li} and fix them. If ν
ij
k −
f(ξ) /∈ Z\{1} for all k = 1, . . . , tij , then we have
E(
αi
2
x2;βij ;−f(ξ))E(
αi
2
x2;βij ; f(ξ))P ∼ P.
Proof. By the assumption, we can write
RP (x, ∂ + αix) = x
N
li∏
j=1
(∂ − βij)
nij +
N∑
k=1
xN−k
li∏
j=1
(∂ − βij)
max{nij−k}Pk(∂)
for Pk(x) ∈ C[x] and N = n − ni +
∑p
k=1
∑sk
l=1m
k
l . Hence we can apply
Proposition 4.9.
Although the twisted Euler transform in Corollary 4.21 does not satisfy
the assumption of 2 in Proposition 4.22, we can show the following.
Proposition 4.23. Let us take P (x, ∂) as in Definition 4.12 with the table
of local datum,
α
c1 [µ
1;m1] β [(ν); (n)]
c2 [µ
2;m2]
...
...
cp [µ
p;mp]
.
Then we have
E(
α
2
x2;β,−ν)E(
α
2
x2;β, ν)P ∼ P.
Proof. Without loss of the generality, we can assume α = 0. The table of
local datum of RAd((x+ β)−ν)LRP is
0
−β [(0,−1); (N,n)] c1 [µ
′1;m1]
c2 [µ
′2;m1]
...
...
cp [µ
′p;mp]
.
Here N =
∑r
i=1
∑si
j=1m
i
j − n and
µ′i = (µi1 + ν + 1, . . . , µ
i
si
+ ν + 1)
for i = 1, . . . , r. Hence by the same argument as in Proposition 4.9, we can
show that
(L−1RL)RAd((x+ β)−ν)L−1P ∼ RAd((x+ β)−ν)L−1P.
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Hence we have
E(β,−ν)E(β, ν)P = LRAd((x+ β)ν)L−1RLRAd((x+ β)−ν)L−1RP
= LRAd((x+ β)ν)RAd((x+ β)−ν)L−1P
= LRL−1P = E(∗, 0)P
∼ P.
5 Kac-Moody root system
P. Boalch found a correspondence between quiver varieties and moduli spaces
of meromorphic connections on vector bundles over the Riemann sphere of
the forms
(
A
z3
+
B
z2
+
C
z
)dz.
He studied the existence of these meromorphic connections through the
theory of representations of quiver varieties which is first studied by W.
Crawley-Boevey in [4].
In this section, as an analogue of this result of Boalch, we attach a
differential operator considered in Definition 4.12 to a Kac-Moody Lie al-
gebra and an element of the root lattice of this algebra. And we show the
equivalence between twisted Euler transforms and additions on differential
equations and the action of Weyl group on the corresponding element of the
root lattice.
Let us take P (x, ∂) ∈W [x, ξ] with the table of local datum
α1 α2 · · · αr
c1 [µ
1;m1] β11 [ν
11;n11] β21 [ν
21;n21] · · · βr1 [ν
r1;nr1]
c2 [µ
2;m2] β12 [ν
12;n12] β22 [ν
22;n22] · · · βr2 [ν
r2;nr2]
...
...
...
...
...
...
...
...
cp [µ
p;mp] β1l1 [ν
1l1 ;n1l1 ] β2l2 [ν
2l2 ;n2l2 ] βrlr [ν
rlr ;nrlr ]
.
We fix this P (x, ∂) through this section.
Let h be the complex vector space with the basis
Π = {vijk | i = 0, . . . , r, j = 1, . . . , li, k = 1, . . . , t
ij}.
Here we put l0 = p and t
0j = sj. We define the non-degenerate symmetric
bilinear form on h as follows,
(vijk , v
lm
n ) =


2 if (i, j, k) = (l,m, n)
−1 if (i, j) = (l,m) and |k − n| = 1
−1 if (k, n) = (1, 1) and i 6= j
0 otherwise
.
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If for s = (is, js, ks) ∈ I = {(i, j, k) | i = 0, . . . , r, j = 1, . . . , li, k =
1, . . . , tij}, we write vs = v
isjs
ks
. We can define the generalized Cartan matrix,
A =
(
2(vs, vt)
(vs, vs)
)
s∈I,t∈I
.
Let g(A) be the Kac-Moody Lie algebra with the above generalized Cartan
matrix A. According to the usual terminology, we call Π the root basis,
elements from Π are called simple roots and Z-lattice generated by Π, i.e.
Q =
∑
(i,j,k)∈I
Zvijk
is called the root lattice. Also we define the positive root lattice
Q+ =
∑
(i,j,k)∈I
Z≥0v
ij
k .
The height of an element of the root lattice α =
∑
i,j,k∈I x
ij
k v
ij
k is defined by
ht(α) =
∑
(i,j,k)∈I
xijk .
Also the support of α is defined by
suppα = {vijk ∈ Π | x
ij
k 6= 0}.
We say that the subset L ⊂ Π is connected if the decomposition L1∪L2 = L
with L1 6= ∅ and L2 6= ∅ always implies the existence of vi ∈ Li satisfying
(v1, v2) 6= 0.
We have the following root space decomposition of g(A) with respect to
h,
g(A) =
⊕
α∈Q
gα
where gα = {X ∈ g(A) | [H,X] = (α,H)X for all H ∈ h} is the root space
attached to α. The root space is ∆ = {α ∈ Q | gα 6= {0}} and we call
elements of ∆ roots.
The reflections on h with respect to simple roots vijk , so-called simple
reflections, are defined by
rijk : h ∋ H 7−→ r
ij
k (H) = H −
2(H, vijk )
(vijk , v
ij
k )
vijk = H − (H, v
ij
k )v
ij
k .
The Weyl group W is the group generated by all simple reflections.
A root α ∈ ∆ is called real root if there exists w ∈W such that w(α) ∈ Π.
We denote the set of real roots by ∆re. A root which is not real root is called
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imaginary root. We denote the set of all imaginary roots by ∆im. Hence
there is a decomposition of the set of roots, ∆ = ∆re ∪∆im. If the Cartan
matrix is symmetrizable, we can see that
∆re = {α ∈ ∆ | (α,α) > 0}, ∆im = {α ∈ ∆ | (α,α) ≤ 0}.
In our case the Cartan matrix A is symmetric. Hence moreover we have
∆re = {α ∈ ∆ | (α,α) = 2}.
For fundamental things about Kac-Moody Lie algebra, we refer the stan-
dard text book [7].
For the above P ∈ W [x, ξ], we can define the element αP ∈ Q
+ associ-
ated with P (x, ∂) as follows. Let us put
n˜ijk =
{∑sj
l=km
j
l if i = 0∑tij
l=k n
ij
l if i = 1, . . . , r
.
Then αP ∈ Q
+ is defined by
αP =
∑
(i,j,k)∈I
n˜ijk v
ij
k .
Remark 5.1. This correspondence between P ∈ W [x, ξ] and αP ∈ Q
+
is not unique. Indeed, for νijk and n
ij
k , permutations with respect to the
index k = 1, . . . , tij do not change local solutions of P . For µij and m
i
j ,
permutations with respect to the index j = 1, . . . , si do not change local
solutions of P as well.
Example 5.2. If P (x, ∂) has the table of local datum,
α1 α2
c1 [(µ
1
1); (1)] β1 [(ν
1
1 ); (1)] β2 [(ν
2
1 ); (1)]
,
the corresponding Kac-Moody Lie algebra has the following dynkin diagram,
.
If P (x, ∂) has the table of local datum,
α
c1 [(µ
1
1, µ
1
2); (1, 1)] β1 [(ν
1
1 , ν
2
1); (1, 1)]
c2 [(µ
2
1, µ
2
1); (1, 1)] β2 [(ν
2
1 , ν
2
2); (1, 1)]
β3 [(ν
3
1 , ν
3
1); (1, 1)]
,
40
the corresponding Kac-Moody Lie algebra has the following dynkin diagram,
.
Theorem 5.3. We retain the above notations.
1. For P ∈W [x, ξ] and αP ∈ Q
+ defined as above, we have
idxP = (αP , αP ).
2. Let us assume n−nijk > 0 or Ni−n
i
j > 0 where Ni =
∑l0
k=1
∑t0k
l=1m
k
l +
(n−ni). If we put Q = E(αi2 x
2+βijx;β
i
j , ν
ij
1 −1)P (x, ∂), then we have
αQ = r
ij
1 (αP ).
3. If we put Q = RAd((x− ci)
−µi1)P , then we have
αQ = r
0i
1 (αP ).
4. For k ≥ 2, reflections rijk (αP ) correspond following permutations of
the table of local datum of P ,
(µyz ,m
y
z) 7→


(µyz+1,m
y
z+1) if i = 0, j = y and k = z
(µyz+1,m
y
z−1) if i = 0, j = y and k = z − 1
(µyz ,m
y
z) otherwise
,
(νxyz , n
xy
z ) 7→


(νxyz+1, n
xy
z+1) if (x, y, z) = (i, j, k)
(νxyz−1, n
xy
z−1) if (x, y, z − 1) = (i, j, k)
(νxyz , n
xy
z ) otherwise
.
Here µyz and ν
xy
z are exponents of local solutions of P and m
y
z and n
xy
z
are multiplicities of them respectively.
This theorem immediately follows from the following lemma.
Lemma 5.4. Let us take α ∈ h such that
α =
∑
(i,j,k)∈I
cijk v
ij
k
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for cijk ∈ C. The we have the following equations,
(α,α) =− (l0 + 1)(
r∑
i=1
li∑
j=1
cij1 )
2 +
r∑
i=1
(
li∑
j=1
cij1 )
2 +
r∑
i=1
li∑
j=1
(cij1 )
2
+
l0∑
i=1
(
r∑
j=1
lj∑
k=1
cjk1 − c
0i
1 ) +
r∑
i=0
li∑
j=1
tij∑
k=1
(cijk − c
ij
k+1)
2,
(α, vi0j0k0 ) =

−(
r∑
i=1
li∑
j=1
tij∑
k=1
cijk −
li0∑
i=1
ti0i∑
j=1
ci0jk ) + c
i0j0
1 + (c
i0j0
1 − c
i0j0
2 ) if k0 = 1
(ci0j0k0 − c
i0j0
k0−1
) + (ci0j0k0 − c
i0j0
k0+1
) if k0 ≥ 2
.
Proof. Direct computation.
We consider a subset of Q+,
V = {nvi
′j′
1 +
l0∑
j=1
n∑
k=1
mjkv
0j
k |
1≤i′≤r,1≤j′≤li′
n,m
j
k
∈Z>0 such that n≥m
j
1>m
j
2>···
}
Proposition 5.5. If αP /∈ W (V ), the set of all Weyl group orbits of ele-
ments of V , then the Weyl group orbit of αP , W (αP ), is contained in Q
+.
Proof. If αP /∈ V , a twisted Euler transform of P (x, ∂) corresponds to a
simple reflection of αP by Theorem 5.3. Hence we can find Q(x, ∂) ∈W [x, ξ]
which corresponds to αQ = r
ij
1 (αP ) by taking the twisted Euler transform
of P (x, ∂). Moreover if αQ /∈ V , we can find Q
′(x, ∂) ∈ W [x, ξ] which
corresponds to αQ′ = r
i′j′
1 (αQ) = r
i′j′
1 r
ij
1 (αP ) by the twisted Euler transform.
Hence if αP /∈W (V ), we can iterate these. Also we can use same argument
for other simple reflections. Then we have the proposition.
Corollary 5.6. If αP /∈W (V ), then αP ∈ ∆
im.
Proof. First we assume that (αP , αP ) > 0. Let β be an element of minimal
height among W (αP ) ∩ Q
+. Since the Weyl group action does not change
inner product, we have (β, β) > 0. Hence we have (β, vijk ) > 0 for some
(i, j, j) ∈ I. If β 6= vijk , then r
ij
k (β) ∈ Q
+ and ht(rijk (β)) < ht(β), a con-
tradiction with the choice of β. Hence β = vijk . Since αP /∈ W (V ), we can
find Qβ ∈ W [x, ξ] such that αQβ = β. This implies that if β is the simple
root, then β = vij1 for some i and j. However v
ij
1 ∈ V . This contradicts our
assumption. Hence if αP /∈W (V ), we have (αP , αP ) ≤ 0.
Now we assume that (αP , αP ) ≤ 0. As above, we choose an element
β ∈ W (αP ) of minimal height. Then (β, v
ij
k ) ≤ 0 for all (i, j, k) ∈ I. Since
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β corresponds to some Qβ ∈ W [x, ξ], this implies that suppβ is connected.
Hence
β ∈ K = {α ∈ Q+\{0} | (α,v
ij
k
)≤0 for all (i, j, k) ∈ I
and suppα is connected
}.
This implies that αP ∈W (K) = ∆
im ∩Q+.
Theorem 5.7. Let us take P (x, ∂) ∈ W [x, ξ] as in Definition 4.12. If
idxP > 0, then P (x, ∂) can be reduced to
(∂ − αx− β)n
for some α, β ∈ C and n ∈ Z>0 by finite iterations of twisted Euler trans-
forms and additions at regular singular points.
Proof. By Corollary 5.6, if idxP = (αP , αP ) > 0, then αP ∈ W (V ). Hence
finite iterations of simple reflections αP reduces to an element of V . This
implies P reduces to a Q ∈W [x, ξ] with a table of local datum
α
c1 [µ
1;m1] β [(ν); (n)]
c2 [µ
2;m2]
...
...
cp [µ
p;mp]
,
by finite iterations of twisted Euler transforms and additions at regular
singular points. Proposition 4.21 says that
E(
α
2
x2;β, ν)Q ∼ (∂ − αx− β)n.
Hence we have the theorem.
6 Confluence
In this section, we show that differential operator P (x, ∂) of idxP > 0 can
be obtained by the limit transition from a Fuchsian differential operator of
the same rigidity index.
6.1 Fuchsian differential equations
Definition 6.1. Let us take P (x, ξ) ∈ W [x, ξ] as in Definition 4.12. If
P (x, ∂) has the following table of local datum,
0
c1 [µ
1;m1] 0 [(ν1, . . . , νt); (n1, . . . , nt)]
c2 [µ
2;m2]
...
...
cp [µ
p;mp]
,
43
then we say that P (x, ∂) is Fuchsian.
Proposition 6.2. If P (x, ∂) is Fuchsian with nontrivial table of local datum,
then E(0, f(ξ))P and RAd((x − c)g(ξ))P are Fuchsian for any c ∈ C and
f(ξ), g(ξ) ∈ C(ξ).
Proof. This is a collorary of Theorem 4.18.
6.2 Versal additions
We define the operator called versal additions. These operators are intro-
duced by Oshima in [11].
For a1, . . . , an ∈ C, we define a function
hn(a1, . . . , cn;x) = −
∫ x
0
tn−1 dt∏
1≤i≤n(1− ait)
.
Then it is not hard to see that
eλnhn(a1,...,an;x) =
n∏
k=1
(1− akx)
λn
ak
Q
1≤i≤n
i 6=k
(ak−ai)
.
Definition 6.3 (Versal addition). We put
AdV(a1, . . . , an;λ1, . . . , λn) =
n∏
k=1
Ad

(x− 1
ak
)
Pn
l=k
λl
ak
Q
1≤i≤l
i 6=k
(ak−ai)

 .
Proposition 6.4. For P (x, ∂) ∈W [x], we have
lim
a1→0
AdV(a1;λ1)P (x, ∂) = Ade(−λ1x)P (x, ∂),
lim
a1→0
a2→0
AdV(a1, a2;λ1, λ2)P (x, ∂) = Ade(λ1x
2 + λ2x)P (x, ∂).
Proof. If we recall that
AdV(a1;λ1) : ∂ = ∂ −
λ1
a1
(x− 1
a1
)
= ∂ +
λ1
1− a1x
,
then we can see that
lim
a1→0
AdV (a1;λ1)∂ = ∂ + λ1 = Ade(−λ1x)∂.
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Also the equation
AdV(a1, a2;λ1, λ2)∂ = ∂ −
λ1
a1
+ λ2
a1(a1−a2)
x− 1
a1
−
λ2
a2(a2−a1)
x− 1
a2
= ∂ +
λ1 +
λ2
(a1−a2)
1− a1x
+
λ2
(a2−a1)
1− a2x
= ∂ +
λ1
1− a1x
+
λ2x
(1− a1x)(1 − a2x)
,
implies that
lim
a1→0
a2→0
AdV(a1, a2;λ1, λ2)∂ = ∂ + λ1 + λ2x = Ade(−
λ2
2
x2 − λ1x)∂.
Theorem 6.5. Take a P (x, ∂) ∈W [x, ξ] as in Definition 4.12. If idxP > 0,
then P (x, ∂) can be obtained by the limit transition of a Fuchsian Q(x, ∂) ∈
W [x, ξ] of idxQ = idxP.
Proof. By Theorem 5.7, P (x, ∂) is obtained by finite iterations of twisted
Euler transforms and additions from (∂ − αx − β)n. Here ∂ − αx − β =
lima1→0
a2→0
AdV(a1, a2;−2α,−β)∂. As we see in Remark 2.11, twisted Euler
transforms are compositions of Euler transforms, Ade(αx) and Ade(βx2 +
γx) for some α, β, γ ∈ C. Hence twisted Euler transforms can be obtained
by the limit transitions of compositions of additions and Euler transforms
by Proposition 6.4.
Therefore P (x, ∂) can be seen as the limit of a Fuchsian Q(x, ξ) which is
obtained by Euler transforms and additions from AdV(a1, a2;−2α,−β)∂.
Finally we notice that twisted Euler transforms do not change rigidity
indices because the action of Weyl group does not change the inner product.
Appendix
A Differential equations with regular singularity
at x =∞ and Euler transform
We consider differential equations with regular singular point at x = ∞
and arbitrary singularities at any other points in C. And then we give a
necessary and sufficient condition to reduce the rank of differential equation
by Euler transform.
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Theorem A.1. Let us take P (x, ∂) ∈W [x] which has regular singular point
at x =∞ and semi-simple exponents
{[µ1]n1 , . . . , [µl]nl},
where
∑l
i=1 ni = n = ordP , µi /∈ Z and µi − µj /∈ Z if i 6= j. Then we have
ordE(0, µi − 1)P (x, ∂) < ordP
if and only if
degP − ordP < ni.
Proof. Since x =∞ is the regular singular point of P (x, ∂) ∈W [x], we can
write
RP (x, ∂) =
N∑
i=0
xN−i∂max{n−i,0}Pi(∂)
for Pi(x) ∈ C[x] of degPi ≤ n for i = 0, . . . , N and P0(x) = 1. Here
N = degP and n = ordP . Hence we have
L−1RP =
N∑
i=0
∂N−i(−x)max{n−i}Pi(−x)
and this has regular singular point at x = 0 and no other singular points in
C. Also this has semi-simple exponents,
{[0]N−n, [µ1 − 1]n1 , . . . , [µl − 1]nl}
at x = 0 by Proposition laplace inverse transform of regular point. And
then we can see that RAd(x−µi+1)L−1RP has semi-simple exponents,
{[−µi + 1]N−n, [µ1 − µi]n1 , . . . , [µi−1 − µi]ni−1 , [0]ni [µi+1 − µi]ni , . . .}
by Proposition 3.14. Hence by Proposition 3.12, we have
degRAd(x−µi+1)L−1RP = n− ni + (N − n).
This means that
ordLRAd(x−µi+1)L−1RP = E(0, µi − 1)P
= n− ni + (N − n).
Hence we have the theorem.
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