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Introduzione 
Il lavoro descritto in questa tesi si inquadra nello sviluppo e potenziamento del sistema di 
acquisizione dati SVT (Silicon Vertex Tracker)[1] dell’esperimento CDF[2], situato al 
Fermi National Accelerator Laboratory (Fermilab) negli Stati Uniti, e condotto da una 
collaborazione internazionale di cui fa parte l’Istituto Nazionale di Fisica Nucleare 
(INFN), presso cui è stata svolta questa tesi. 
L’esperimento CDF è un potente rivelatore di particelle che studia fenomeni legati alla 
fisica delle alte energie. Tali particelle vengono generate mediante la collisione di 
pacchetti di protoni e antiprotoni, che vengono accelerati all’interno del Tevtron di 
Fermilab, l’acceleratore che produce le collisioni a più alta energia disponibili oggi. 
I moderni rivelatori producono una grande quantità di dati che devono essere elaborati in 
tempo reale. Una delle maggiori difficoltà che si incontra durante l’elaborazione dei dati 
on-line, è rappresentata dal combinatorio, che è estremamente elevato. In CDF la 
soluzione di tale calcolo è stata affidata a processori dedicati come SVT, che rappresenta 
una parte fondamentale del sistema di ricostruzione delle tracce.   
Il lavoro descritto nei Capitoli seguenti riguarda la convalida del progetto di un nuovo 
chip di Memoria Associativa (AM), ovvero dell’elemento fondamentale del processore 
digitale SVT, specializzato nella complessa operazione di “pattern recognition” in eventi 
(o immagini) che si susseguono ad altissimi rate (100 KHz) e dove si affollano migliaia 
di traiettorie, che intersecano i vari “strati” (layer) che compongono il rivelatore stesso. 
Tutte le traiettorie interessanti per un particolare detector sono memorizzate all’interno 
della AM, che poi estrae quelle che sono compatibili con i dati in ingresso. Una certa 
traiettoria è compatibile con un evento se tutti (o quasi tutti, in base alla configurazione 
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imposta alla AM), i canali del detector, corrispondenti alla traiettoria, sono stati stimolati 
durante l’evento. E’ possibile pertanto sfruttare una struttura modulare, in cui ogni 
modulo contenga un “pattern”, che corrisponde ad una possibile traccia. Un pattern 
include sia la memoria necessaria per immagazzinare una singola traiettoria, sia la logica 
necessaria per confrontare  le coordinate di tutti i canali del rivelatore, che sono stati 
stimolati dal passaggio delle particelle, con le coordinate associate alla traiettoria 
memorizzata. Ogni modulo deve ricevere  in ingresso la configurazione completa di tutti i 
canali che sono stati stimolati per ogni evento. In questo modo tutte le possibili tracce 
(pattern) vengono confrontati in parallelo con l’evento medesimo. E’ importante 
sottolineare che per contenere la banca dei pattern a una dimensione accettabile, la AM 
opera a una risoluzione più bassa rispetto a quella che il rivelatore permette. Ciò viene 
realizzato utilizzando i “superbin”, che rappresentano l’OR logico di canali contigui. Nel 
proseguimento di questo lavoro chiameremo “hit” gli indirizzi dei superbin di ogni layer, 
che sono stati stimolati durante l’evento, e chiameremo “road” le traiettorie a bassa 
risoluzione (ogni road corrisponde ad un array che contiene un superbin per ogni layer 
del rivelatore)[3]. 
La complessità del problema risiede nelle dimensioni del database di riferimento che 
contiene alcuni milioni, ed in prospettiva alcune decine di milioni, di tracce, e nelle 
prestazioni richieste. E‘ necessario analizzare centomila eventi al secondo e la latenza 
massima per l’analisi di un evento deve essere contenuta entro circa 10 µs.  
Affrontare il problema, cercando di utilizzare farm di CPU commerciali, sarebbe 
impossibile. Un approccio di questo tipo richiederebbe infatti un numero estremamente 
elevato di personal computer (qualche migliaio) per rispettare il rate con cui gli eventi si 
susseguono, e comunque sarebbe impossibile riuscire a compiere l’elaborazione richiesta 
nel brevissimo tempo di latenza a disposizione. 
Affrontare quindi il combinatorio nella suddetta maniera è possibile, sia per la 
complessità del sistema da gestire che per la difficoltà di assicurare il traffico di dati nel 
breve tempo a disposizione. 
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La Memoria Associativa e’ quindi stata proposta come dispositivo dedicato per la 
soluzione del problema. Di questo tipo di processore, dall’architettura modulare, sono 
state già realizzato due versioni: la prima, che è quella attualmente utilizzata in CDF, con 
una tecnologia full custom ICs [4], mentre la seconda, utilizzata a livello di prototipo, con  
Field Programmable Gate Arrays (FPGA)[5].  
In questo momento è in fase di produzione una AM realizzata con tecnologie VLSI 
Standard Cell UMC 0.18µm: AMchip3[6]. Questo nuovo chip andrà a rimpiazzare la 
ormai obsoleta versione full custom. 
Tale chip rappresenta l’evoluzione della versione full custom precedente, le cui 
prestazioni non sono più sufficienti a soddisfare le esigenze della ricerca svolta 
all’interno di CDF. L’incremento delle prestazioni dell’acceleratore, come l’innalzamento 
del livello di luminosità, sono necessarie per l’indagine scientifica volta alla scoperta di 
nuove particelle che confermino, o eventualmente smentiscano, i modelli di fisica 
attualmente in uso. Tale potenziamento mette a disposizione dell’analisi eventi di 
dimensioni maggiori, è perciò necessario modificare l’hardware incaricato della 
ricostruzione delle tracce, rendendolo più veloce ed efficiente, al fine di sfruttare le nuove 
potenzialità del sistema. 
I prototipi di questo nuovo processore sono già stati prodotti e testati con successo. 
L’allestimento della postazione per verificarne il corretto funzionamento è argomento di 
questa tesi. In questo momento infatti ne è stata già avviata la produzione per soddisfare 
le richieste dell’esperimento. I prototipi sono stati realizzati presso la silicon foundry 
UMC di Taiwan. 
La struttura del dispositivo è basata su un array di memoria associativa (un tipo di 
memoria che viene interrogato con un dato, e fornisce in risposta la lista degli indirizzi di 
memoria in cui un identico dato è contenuto) integrato da un insieme di strutture ausiliare 
di interfaccia, utilizzate per l’inizializzazione del sistema e per la gestione run-time di una 
struttura globale che conterrà parecchie centinaia di tali chip. 
Il progetto standard cell costituisce una grossa innovazione, che ha bisogno di un efficace 
meccanismo di validazione. Inoltre la gestione del dispositivo è per la prima volta fatta 
  
 
 
4
via JTAG[7] e per realizzare la singola cella di memoria associativa più piccola possibile, 
si è rinunciato alla possibilità di leggere la memoria in modo convenzionale. 
Tutto questo ha richiesto di definire strumenti di diagnostica del tutto nuovi all’interno 
del dispositivo. La progettazione di questi strumenti di diagnostica da installare nel chip e 
la definizione metodi di validazione del progetto stesso, – in particolare delle funzioni di 
boundary scan di gestione e diagnostica – hanno rappresentato una parte rilevante del 
lavoro di tesi. Questi metodi di validazione sono stati realizzati a livello di simulazione 
prima che il prototipo fosse prodotto e poi trasferiti in un test stand per analizzare i reali 
dispositivi prodotti. 
L’organizzazione di questa tesi è la seguente: 
Nel Capitolo 1 viene introdotta la Memoria Associativa illustrandone il principio di 
funzionamento. In particolare verrà spiegato in che cosa consiste il procedimento di 
“pattern recognition”, attraverso il quale è possibile ricostruire le tracce delle particelle 
all’interno del rivelatore in tempo reale. 
Nel Capitolo 2 viene illustrato il lavoro svolto durante la fase di simulazione del chip. In 
particolare verranno illustrate le parti di logica del chip che sono state verificate durante 
questa fase, illustrando i concetti e le linee guida che ho seguito per convalidare il 
progetto.   
Il Capitolo 3 riguarda l’attività di preparazione e allestimento della piattaforma per il 
controllo dei prototipi del nuovo chip standard cell. Al suo interno viene descritta la 
scheda progettata appositamente per il test dei chip, il suo interfacciamento al Logic 
Analyzer/Pattern Generator TLA 715 della Tektronix[8]. Viene anche descritto il 
software di test che è stato sviluppato nell’ambito del presente lavoro di tesi per verificare 
il corretto funzionamento dei chip. Infine si farà riferimento alle problematiche  
incontrate durante la preparazione di questo “Test Stand” e si descriverà il modo in cui è 
stata raggiunta una soddisfacente messa appunto.  
Nel Capitolo 4 viene infine descritta la fase conclusiva di questo lavoro, ovvero il test dei 
primi prototipi. In questa sezione sono descritte le prestazioni fornite dai nuovi chip di 
memoria associativa. Inoltre sono descritte le problematiche relative alla resa di 
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produzione e all’interpretazione dei difetti di produzione che alcuni di questi chip hanno  
presentato. I risultati ottenuti durante questa fase di test sono stati più che soddisfacenti. I 
chip che hanno superato la selezione dei test preparati, hanno dimostrato il loro corretto 
funzionamento anche una volta montati sulle schede che verranno inserite all’interno del 
sistema SVT, dimostrando il corretto funzionamento dell’apparato di controllo.  
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Capitolo 1  
Il Silicon Vertex Tracker (SVT) a CDF e la 
Memoria Associativa (AM) 
Scopo di questo Capitolo è fornire una breve descrizione del processore SVT 
inquadrandolo nell’esperimento CDF, e soffermandosi principalmente sulla memoria 
associativa, che è il dispositivo più importante di tale processore e l’argomento principale 
di questo lavoro di tesi. 
1.1  Il Tevatron Collider e il rivelatore CDF 
La fisica delle alte energie ha individuato nei grandi acceleratori di particelle uno degli 
strumenti più idonei per lo studio della materia. L’utilizzo più frequente degli acceleratori 
di particelle, negli ultimi 40 anni circa, è stato all’interno dei collider. Attualmente il 
Tevatron Collider[9] (vedi Figura 1.1.1) del laboratorio Fermilab produce collisioni alla 
più alta energia disponibile: urti tra protoni ed antiprotoni sono realizzati con un’energia 
nel centro di massa pari a ~ 2 TeV.  Il collider è costituito da un tunnel ad anello lungo il 
quale sono disposti, a intervalli regolari, elettrodi, che imponendo un campo magnetico 
oscillante, sono in grado di accelerare particelle in versi opposti, per poi farle scontrare 
frontalmente. Per mantenere le particelle lungo la traiettoria circolare del collider, 
vengono usati magneti superconduttore disposti lungo il percorso. 
I protoni sono raggruppati in pacchetti, in modo che in ogni istante ci siano zone occupate 
dalle particelle e zone libere.  
 
Figura 1.1.1. Il Tevatron Collider 
 
In alcune zone del collider sono applicati campi magnetici in grado di focalizzare il 
fascio, in modo che protoni e antiprotoni  possano interagire in modo apprezzabile dando 
luogo a scontri. Da questi scontri si ottiene la frammentazione della materia in particelle 
sub nucleari, secondo schemi e modi studiati dalla fisica teorica. Per rivelare la presenza 
di queste subparticelle è stato costruito il rivelatore di CDF intorno al punto di collisione. 
I rivelatori devono funzionare in modo affidabile per molti anni e devono essere in grado 
di acquisire un’enorme quantità di dati.  
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Figura 1.1.2. Sezione di un quarto del rivelatore CDF 
                                  
 
La Figura 1.1.2 rappresenta un quarto di una sezione del rivelatore CDF, fatta con un 
piano che contiene il fascio, posto lungo l’asse orizzontale. E’ sufficiente mostrare un 
quarto, poiché CDF è dotato di una simmetria cilindrica intorno all’asse del fascio e di 
simmetria per riflessione rispetto al piano traverso al fascio e passante per il centro di 
collisione posto all’origine degli assi (0,0) in figura. La parte più interna e vicina al punto 
di interazione è il tracker (verde e giallo), mentre la zona esterna azzurro-blue è il 
calorimetro. I calorimetri rivelano l’energia delle particelle assorbendole. Questa 
operazione risulta perciò distruttiva sulle particelle stesse e spiega il motivo per cui i 
calorimetri sono la struttura più esterna del rivelatore.  
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Tra il calorimetro ed il tracker è visibile il magnete (grigio) che, generando un campo di 
1.4 Tesla, parallelo al fascio, nella zona del tracker, costringe le particelle a percorrere 
una traiettoria curva nel piano traverso al fascio. Dalla curvatura della traiettoria è 
possibile ricostruire l’impulso delle particelle nel piano traverso. La coordinata η , 
pseudorapidità, visibile in Figura 1.1.2  è definita da η ln tan
2
θ=    (θ è l’angolo polare 
rispetto alla direzione del fascio).  
Il tracker è sezione del rivelatore di CDF preposta al riconoscimento delle traiettorie delle 
particelle. Sostanzialmente si tratta di una matrice tridimensionale di rivelatori sensibili al 
passaggio di una particella carica. I sensori possono essere realizzati su silicio (SVX II in 
figura 1.1.2), dove si ha la massima risoluzione del punto di attraversamento della 
particella, o con camere a ionizzazione di gas (COT in figura 1.1.2), dove la risoluzione è 
minore (per approfondimenti sulla tecnologia realizzativa del tracker si rimanda al 
riferimento bibliografico [10]). Il tracker è la parte più complessa dei rivelatori in  primo 
luogo perché la sua uscita è costituita da circa 106 canali di elettronica indipendenti, e 
perché la frequenza delle collisioni tra i pacchetti di protoni è di 7.6 MHz, e ogni urto 
produce poche traiettorie “interessanti” e moltissime traiettorie non “interessanti” per la 
fisica studiata. Le traiettorie interessanti sono quelle pressoché rettilinee poiché relative a 
particelle dotate di discreta quantità di moto; le altre traiettorie non sono considerate 
interessanti poiché relative a particelle dotate di bassa quantità di moto. Il numero di 
traiettorie generate nell’unità di tempo è quindi molto elevato. 
 
1.2  Pattern Matching e la AM 
Il tracker è costituito da un insieme di strati o layer  concentrici. Quando le particelle 
cariche, prodotte negli scontri, attraversano il tracker, provocano lo scatto dei sensori. I 
sensori scattati inviano al sistema di acquisizione dati (DAQ) non solo il livello del 
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segnale misurato, ma anche una codifica binaria (denominata “hit”) che identifica il 
sensore che ha raccolto il dato. Un hit è quindi una sorta di coordinata spaziale dei 
sensori all’interno del tracker.  
L’analisi dei dati provenienti dal rivelatore viene fatta in parte off-line ed in parte on-line. 
Vengono eseguite off-line le analisi più accurate. In particolare le informazioni 
provenienti dal sistema di acquisizione dati vengono registrate su nastro e 
successivamente analizzate. Poiché la scrittura su nastro può essere eseguita a non più di 
100 Hz e nel collider accadono circa 107 interazioni al secondo, è necessario ridurre la 
frequenza di trasmissione dei dati di molti ordini di grandezza. La strategia adottata è 
quella di elaborare on-line l’enorme quantità d’informazione proveniente dal rivelatore, 
con l’obbiettivo di memorizzare su nastro solo i dati relativi ad eventi “promettenti”. Il 
dispositivo elettronico che effettua questa selezione si chiama “trigger”. La descrizione 
del sistema dei trigger di CDF esula da questo testo; molta è la letteratura esistente in 
proposito (ad esempio i riferimenti bibliografici [11] e [12]) e ad essa si rimanda per un 
approfondimento sull’argomento.  
Nel sistema di trigger è di fondamentale importanza ricostruire in tempo reale le 
traiettorie individuate dal tracker. Si prospettano due strategie per eseguire questa 
operazione: utilizzare dei banchi di CPU o utilizzare un hardware dedicato. 
Data l’enorme quantità delle informazioni da elaborare, l’elevata frequenza di lavoro, e il 
ridotto tempo di latenza disponibile per eseguire le elaborazioni, è impensabile utilizzare 
la prima delle due strategie possibili. Sarebbero irrealizzabili CPU con le necessarie 
potenze di calcolo, poiché i complessi algoritmi per la ricostruzione delle tracce 
dovrebbero essere eseguiti ad improponibili frequenze di lavoro.  
La seconda strategia ha già dimostrato la propria validità in CDF.  
Il compito di SVT consiste infatti nel selezionare gli eventi di interesse scientifico 
ricostruendo tutte le tracce di GeV2
ct
P >   degli eventi e calcolando poi il parametro di 
impatto di tali tracce. Con parametro d’impatto (vedi Figura 1.2.1) s’intende la distanza 
del punto di decadimento di particelle instabili, prodotte durante gli urti protone-
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antiprotone, dal punto di impatto principale. Tale grandezza rappresenta una caratteristica 
distintiva delle particelle più interessanti, quando questo parametro d’impatto è una 
quantità piccola, dell’ordine di poche centinaia di micron.  
Vengono quindi utilizzati algoritmi non solo molto veloci ed applicabili ad una vasta 
classe di rivelatori, ma anche molto precisi, in modo di poter ricostruire le tracce 
sfruttando la massima risoluzione del rivelatore e poter distinguere vertici distanti poche 
centinaia di micron. La ricostruzione delle tracce è fatta in due successive fasi: nella 
prima fase vengono ricostruite le tracce con risoluzione ridotta (tracce candidate) e solo 
nella seconda fase le traiettorie vengono ricostruite con la massima risoluzione ottenibile.  
 
 
Figura 1.2.1.  Relazione tra il parametro d’impatto d e la lunghezza di decadimento l 
 
La Memoria Associativa implementa la ricerca delle tracce candidate ed è realizzata 
come un dispositivo dedicato dove il parallelismo è spinto a tal punto che ogni pattern di 
hit ha la propria logica per essere confrontato con l’evento. Il processo di riconoscimento 
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delle possibili tracce avviene praticamente in contemporanea all’acquisizione dei dati dal 
rivelatore (fase di readout).  
A questo punto, facendo anche riferimento alla Figura 1.2.2, è necessario chiarire la 
terminologia che da qui in avanti verrà utilizzata. 
Si usa il termine “evento” per indicare tutto l’insieme degli hit, generati durante collisioni 
protone-antiprotone, che vengono fotografati dal rivelatore ad un certo istante. 
Con il termine “Super-Bin” (SB) ci riferiamo ad una porzione di un layer del tracker 
coincidente con un certo numero di hit contigui. Al livello di segnale quindi una SB 
risulta essere un OR logico di hit adiacenti. L’insieme delle SB, relative a ogni layer del 
rivelatore,  che compongono una possibile traiettoria viene denominata “pattern”. Un 
pattern, che per quanto detto è una possibile traccia a bassa risoluzione, quando coincide 
con una sequenza di dati in ingresso viene posto sul bus di uscita del chip. In questo caso 
tale pattern prende il nome di  “road”. 
Poichè l’operazione di pattern recognition viene eseguita in bassa risoluzione, una road 
può contenere una o più tracce. Si rende così necessaria un’analisi successiva delle road 
dagli stadi a valle della AM. Una scheda preposta a tale ruolo è il Track Fitter, il cui 
compito è la ricostruzione delle tracce interne alle road che gli vengono passate. Il Track 
Fitter compie il suo lavoro avendo a disposizione, oltre alle road, anche tutti gli hit 
relativi all’evento in esame (per una trattazione dettagliata del Track Fitter si vedano i 
riferimenti bibliografici [1] e [13]).  
 
                               (A)                                                     (B) 
Figura 1.2.2.  (A) Un esempio di due pattern composti da 4 hit ciascuno; (B) Terminologia adottata 
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 L’algoritmo implementato dalla Memoria Associativa è riassunto in Figura 1.2.3. 
L’ingresso alla Memoria Associativa è costituito dai SB dell’evento che fluiscono nella 
pipeline su bus separati, uno per ogni layer. Un pattern, mostrato in alto a sinistra nella 
figura, è logicamente costituito da un SB per ogni strato del rivelatore. A ogni pattern 
corrisponde una cella di logica formata da una “parola corredata di un comparatore” 
(“word” in figura) per ogni strato. In ogni parola si memorizza la codifica della 
coordinata del SB in questione e ciascun comparatore confronta, per il proprio strato, la 
parola del pattern con tutti gli SB che scorrono, uno ad uno, sul corrispondente bus. 
Quando un comparatore riconosce il SB, l’uscita del suo flip-flop diventa alta e, quando 
tutti i flip-flop per un pattern memorizzano un 1 logico, il numero identificativo del 
pattern viene mandato all’Output Bus. 
La descrizione fatta non pretende di esaurire le informazioni sull’organizzazione del 
dispositivo SVT, sul quale ulteriori approfondimenti possono essere trovati nel 
riferimento [1] della bibliografia. 
 
Figura 1.2.3.  Struttura semplificata di una AM che riconosce soltanto 4 pattern 
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Per il futuro ciclo di presa dati di CDF, il Run IIb, è stato richiesto un incremento della 
luminosità (probabilità di produrre collisioni) per scopi scientifici. Questa specifica 
richiede un elevato potenziamento dei sistemi di trigger e acquisizione dati. 
L’incremento della luminosità comporta un aumento dell’affollamento del rivelatore (più 
collisioni si sovrappongono nello stesso evento) e quindi un aumento della complessità 
del lavoro di ricostruzione delle tracce. Il grande affollamento aumenta molto il numero 
di tracce false su cui SVT è costretto ad affannarsi inutilmente. 
In questa situazione il fattore che limita la possibilità di sfruttare questa grande quantità 
di dati disponibile, diviene il tempo che il trigger ed, in particolare SVT, impiega a 
prendere le sue decisioni. Questo tempo è in continua crescita via via che la luminosità 
dell’acceleratore cresce. 
L’idea fondamentale del potenziamento di SVT è costituita dall’aumento notevole della 
banca di memoria associativa. Questo permette infatti di assottigliare le tracce candidate, 
aumentando la capacità della memoria associativa di discriminare tracce vicine e di 
tenere sotto controllo l’esplosione di false dovute al super affollamento del rivelatore. 
1.3  Una breve storia della Memoria Associativa 
Il chip di memoria associativa ha subito diversi cambiamenti dalla sua introduzione. Si è 
passati da un primo approccio Full Custom [4] all’utilizzo delle FPGA [5]. Pur se 
realizzati con tecnologie profondamente diverse le varie generazioni di AMchip hanno 
tuttavia mantenuto costante il principio di funzionamento. 
In questo momento gli AMchip che sono installati in CDF sono quelli realizzati con 
tecnologia full-custom CMOS VLSI  0.8µm.  
Tale approccio però si è dimostrato estremamente critico dal punto di vista della mole di 
lavoro richiesta per lo sviluppo. Nel 1998 è stato proposto un progetto alternativo a 
quello full-custom, basato sull’impiego di FPGA, per usufruire di una maggiore 
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flessibilità progettuale, facilità di debugging e di upgrade[14], rinunciando naturalmente 
all’ottimizzazione delle prestazioni della AM. 
L’approccio full-custom fornisce un’elevata densità a livello di pattern e ottime 
performance a livello di timing. Tutto questo è ottenuto a spese di un elevato consumo di 
risorse umane. Inoltre presenta il grave inconveniente di avere lunghi tempi di attesa, che 
rendono difficoltoso apportare modifiche al progetto iniziale. Si può così arrivare al 
paradosso di possedere il prototipo del chip realizzato con una tecnologia ormai obsoleta 
e non riuscire perciò a sfruttare in pieno il progresso tecnologico. La proposta avanzata, 
per il prossimo upgrade, prevede la realizzazione dell’AMchip con tecnologia standard 
cell UMC CMOS VLSI  0.18µm. In questo modo è possibile ottenere un compromesso 
tra le alte performance di un progetto full-custom e la dinamicità progettuale garantito 
dalle FPGA.  La possibilità di simulare il progetto in grande dettaglio, anche dopo il 
piazzamento e routing, è un enorme vantaggio. Tuttavia, anche se utilizziamo i modelli 
delle standard cell fornite dalla fonderia, il compito di costruire un sistema di test 
completo che fornisca con certezza un chip funzionante al primo tentativo, è tutt’altro che 
banale per un progetto di queste dimensioni. 
Infine è stato possibile sfruttare l’esperienza acquisita con gli FPGA poiché questi sono 
stati utilizzati per progettare in anticipo e controllare le schede che accoglieranno lo 
standard cell prima ancora che di quest’ultimo siano a disposizione i primi prototipi. Nei 
prossimi paragrafi sarà descritto il chip standard-cell di memoria associativa (detto anche 
SCAM). 
1.4  Il Funzionamento del chip Standard Cell 
La memoria associativa di ultima generazione può essere usata in due differenti 
configurazioni: una prevede il suo impiego in un rivelatore a 12 layer mentre la seconda 
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prevede che si usino al massimo 6 layer. Scegliendo la seconda opzione è possibile 
immagazzinare all'interno della memoria un numero doppio di possibili tracce.  
Il numero massimo di pattern immagazzinabili in un singolo chip standard cell è 5120 
nella configurazione a 6 layer, che è quella di interesse per CDF. Questo numero deve 
essere confrontato con i 128 pattern per chip relativo al full-custom attualmente 
utilizzato.  
I chip standard cell sono montati su schede dedicate (LAMB visibile in Figura 1.4.1) in 4 
pipeline da 8 chip ciascuna come riportato in  Figura 1.4.2. Ogni elemento della riga è 
connesso in cascata con il successivo: l’ultimo invia i dati al chip GLUE (visibile al 
centro del lato top della scheda in Figura 1.4.1), che gestisce le informazioni provenienti 
dalle 4 pipeline. In Figura 1.4.1 sono inoltre riconoscibili i chip INDI, incaricati della 
distribuzione dei dati a tutti i 32 chip che vengono collocati sulla LAMB. Nella Figura 
1.4.2 si nota la presenza di un multiplexer per ogni chip. Questo elemento, che è 
implementato direttamente all’interno del chip di memoria associativa, stabilisce se far 
passare, verso gli stadi a valle, i dati provenienti dal relativo chip (local data), oppure 
quelli che provengono dai chip precedenti (remote data).  
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AMchip Chip GLUE 
Chip INDI
Figura 1.4.1. Scheda Large Associative Memory Board (LAMB) parte frontale (top), su cui sono stati 
saldati temporaneamente 4 FPGA (indicati comunque con il nome AMchip) al fine di testarne il 
funzionamento in attesa dei prototipi del chip standard cell. Su questa scheda i chip sono organizzati in 4 
pipeline, ognuna delle quali contiene 8 chip. Una pipeline è composta da  4 chip messi in colonna sulla 
parte frontale con l’aggiunta dei 4 simmetrici posti sul retro (bottom) della scheda. Nella figura sono inoltre 
riconoscibili il Chip GLUE incaricato di raccogliere i dati in uscita dalle 4 Pipeline e i chip INDI che si 
occupano di distribuire i dati a tutti i chip che vengono montati sulla scheda. 
Quando un pattern è riconosciuto il chip provvede ad inviare in uscita l’indirizzo di tale 
pattern. Tale informazione è composta dalla combinazione dell’indirizzo interno del 
pattern riconosciuto e dall’indirizzo fisico del chip sulla LAMB.  
La LAMB è stata progettata in modo tale da garantire la continuità delle catene anche se 
non tutti i chip sono montati sulla scheda. Nella Figura 1.4.1 è mostrata una LAMB 
parzialmente occupata dai chip ma comunque testata e funzionante.  
Gli stadi a valle possono ricavare l’informazione relativa agli eventi fisici, partendo 
dall’indirizzo della cella riconosciuta, sfruttando opportuni data base. 
E’ inoltre possibile impostare una soglia, che rappresenta il numero minimo di layer che 
devono essere riconosciuti durante un evento, affinché un pattern possa ritenersi una 
traccia candidata. 
Se viene abilitata l’opzione sulla BITMAP le informazioni in uscita dal chip 
rappresentano sia l’indirizzo della cella di memoria in cui è avvenuto il riconoscimento, 
sia la mappa dei layer riconosciuti, detta appunto “bitmap”. In questo caso, per ogni 
pattern per cui si è avuto un numero sufficiente di match, si hanno due parole di uscita 
trasmesse una dopo l’altra: la prima è l’indirizzo, la seconda è la bitmap. 
 
Figura 1.4.2. Organizzazione in 4 pipeline dei chip montati su una LAMB 
 
1.5 Il nuovo Pattern 
Un pattern può essere pensato come una matrice nxm, in cui il numero delle righe (n) 
identifica i layer del rivelatore. Ogni riga è una parola formata da (m) bit. Per com’è 
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strutturato il chip, n può essere pari a 6 oppure a 12, a seconda che sia stato  configurato 
per 6 o 12 layer. Il parametro m vale 16 per i layer 0, 1, 4 ( e anche per i layer 6, 7, 10 se 
si lavora su 12 layer) e vale 15 per i layer 2, 3, 5 ( e anche per i layer 8, 9, 11 se si lavora 
su 12 layer). 
La Figura 1.5.1 mostra come 12 parole di m bit possano formare o un singolo pattern a 12 
layer, oppure 2 pattern a 6 layer. Ciò spiega come mai la capacità del chip, in termini di 
pattern, si dimezzi passando da una configurazione su 6 layer a quella su 12 layer. In 
pratica quando si lavora su 12 layer ciascuno dei 6 bus di input serve 
contemporaneamente due layer di uno stesso pattern. 
I bus di input sono composti da 18 bit [17:0]. I bit [17:16] per i layer 0, 1, 4 e i bit [17:15] 
per i layer 2, 3, 5 non sono distribuiti all’interno del chip ma sono usati per costruire una 
maschera valida, chiamata HitMask,  per tutti i pattern del chip (se la maschera non viene 
verificata dai dati in ingresso non viene fatto alcun confronto tra i pattern immagazzinati 
e i dati che stanno fluendo sui bus di input). La HitMask presuppone che, suddividendo il 
rivelatore in settori, in un chip siano memorizzati i dati relativi al medesimo settore, 
identificati perciò dagli stessi bit più significativi dei dati in ingresso. 
Se è abilitata la scelta a 12 layer su ogni bus di input vengono multiplexati i dati relativi a 
due layer diversi. Il bit 17, in questo caso, serve al chip per capire a quali dei due layer i 
dati, attualmente in transito, si riferiscono. 
Il blocco COMP di Figura 1.5.1 si occupa di confrontare i dati provenienti dai bus di 
input con il contenuto della relativa word del pattern. Se si ha una coincidenza, allora è 
attivato il registro Layer_Match_Register (1 bit). 
La sequenza dei Layer_Match_Register fornisce la bitmap (vedi Figura 1.5.2 per il caso a 
6 layer). 
 
 Figura 1.5.1. Schema della pattern bank del chip di memoria associativa. 
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 Figura 1.5.2. Riconoscimento di 4 layer su 6 e costruzione della bitmap 
Nella Figura 1.5.1 è visibile il Matched_Pattern_Register, il cui compito è quello di 
segnalare l’avvenuto riconoscimento di un certo pattern. Ogni cella di memoria contiene 
perciò il proprio Matched_Pattern_Register.  
La Figura 1.5.3 mostra il caso in cui, impostando la soglia a 4, avviene l’attivazione del 
registro di match di sinistra. In generale, abbassando la soglia, affinché un pattern sia 
marcato come riconosciuto, basta che siano stati attivati un numero di layer_match pari 
alla soglia. Esiste però la possibilità di richiedere la presenza di alcuni layer ben precisi 
per poter attivare il Matched_Pattern_Register. Questi particolari layer sono quelli 
relativi al bus 4 e 5. Per ciascuno di questi layer può essere abilitata questa opzione. Se 
viene fatto, affinché si abbia un match devono essere attivati i registri di layer match 
relativi ai layer forzati (4 e/o 5), in configurazione a 6 layer, oppure devono essere attivati 
quelli relativi ai layer 4,10, e/o 5,11 in configurazione a 12 layer. Questa possibilità è 
stata ampiamente sfruttata in SVT per forzare il riconoscimento di una traccia fuori dal 
rivelatore di silicio posizionata all’interno della camera a fili centrale Central Outer 
Tracker (COT)[15]. A tal proposito si deve infatti precisare che al layer 5 della AM 
corrispondono le coordinate azimutali delle tracce trovate all’interno della COT. Tali 
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coordinate sono ottenute dalla dalle informazioni prodotte dalla camera a fili, 
opportunamente elaborate dal processore eXtreme Fast Tracker (XFT). Per una 
descrizione di XFT, che esula dall’argomento di questa tesi si veda la nota 
bibliografica[12].  I rimanenti 5 layer della AM ricevono i dati dagli omonimi starti del 
rivelatore al silicio SVX II. 
 
Figura 1.5.3. Meccanismo di attivazione del Matched_Pattern_Register.  Si confronta la bitmap con il 
valore della soglia, che in figura è impostata a 4. Se il numero di layer riconosciuti (contrassegnati in nero)              
è maggiore o uguale alla soglia impostata, allora è attivato il matched_Pattern_Register  (contrassegnato in 
rosso). 
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Capitolo 2  
Simulazione Del Chip Di Memoria Associativa. 
In questo Capitolo sarà presentato il lavoro di validazione del progetto del chip Standard 
Cell a cui ho direttamente partecipato. Durante questa fase ho contribuito, con il mio 
lavoro, a prendere decisioni importanti per la logica dedicata a particolari test del chip.  
Descriverò i “testvector”, che ho prodotto e utilizzato in fase di simulazione del chip, con 
i quali ho verificato il corretto funzionamento della logica. Nei vari paragrafi, 
parallelamente ai testvector, illustrerò le parti del chip che sono state oggetto del mio 
studio.    
2.1 La Simulazione Del Chip 
Le simulazioni hanno a disposizione due modelli che descrivono il chip, uno è di tipo 
verilog e l’altro in linguaggio C. 
 Il sintetizzatore Synopsis genera, a partire da una descrizione comportamentale VHDL 
del chip, il modello verilog. Tale modello, tenendo in conto anche del reale piazzamento 
della logica e del routing, descrive completamente il funzionamento del chip e il timing 
che lo caratterizza. 
Il modello C invece descrive il chip a livello logico. Il suo scopo è quello di simulare il 
comportamento dei segnali di output, in funzione di quelli di input,  per ogni ciclo di 
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clock ma senza il dettaglio del timing dei vari segnali all’interno del periodo. Il modello 
C è pertanto utilizzato per verificare la descrizione verilog ed eventualmente correggerla.  
I modelli che descrivono il chip sono stati prodotti da gruppi di ricerca diversi, per evitare 
l’inserimento dei medesimi errori nelle due diverse descrizioni della logica. La creazione 
del modello VHDL e quindi verilog è stata affidata alla sezione dell’INFN di Ferrara, 
mentre il modello C è stato sviluppato dal gruppo dell’INFN di Pisa. 
Il simulatore utilizzato è NCVerilog e produce sia i file di “report”, in cui si elencano gli 
eventuali errori riscontrati, sia i file che contengono le forme d’onda dei segnali del chip 
(file .trn) che poi vengono visualizzati con SimVision (un tool del pacchetto software 
CADENCE). 
Lo schema generale del sistema di validazione del progetto è descritto in  Figura 2.1.1. 
L’idea che sta alla base del procedimento di simulazione prevede che siano generati 
determinati stimoli di input (Modulo di input in Figura 2.1.1). Il modello C del chip è 
utilizzato per predire i relativi segnali di output e per ricostruire i giusti controlli sullo 
stato degli output del modello verilog. 
 Tutta questa informazione è racchiusa in un file verilog di uscita, chiamato “testvector”,  
che viene poi passato al simulatore insieme al modello verilog. 
Compito di NCVerilog è pertanto simulare, con il massimo dettaglio, il comportamento 
del modello verilog del chip, in risposta ai medesimi stimoli generati per il modello C e 
confrontare la coincidenza dei segnali di output e di alcuni segnali interni.     
I testvector,  prodotti dal TestVector Generator, contengono tutte le informazioni relative 
allo stato dei segnali di input e di output, per ogni ciclo di clock, che il modello C ha 
prodotto. 
Il fatto che gli input al chip facessero parte del modello verilog stesso era un 
inconveniente che rallentava le simulazioni poiché imponeva a NCVerilog di ricompilare 
tutto il codice verilog ogni volta che era lanciata una simulazione, con una notevole 
perdita di tempo. Inoltre l’eseguibile occupava un’enorme quantità di memoria, la cui 
dimensione era funzione della lunghezza del test. 
Abbiamo pertanto modificato il modulo TestVector Generator per poter migliorare il 
procedimento ed eliminare il tempo perso per ricompilare ogni volta tutto il verilog.  
Nella versione più aggiornata del sistema (Figura 2.1.1) il TestVector Generator produce 
due file: il primo è il testbench.v (che è un file verilog), il secondo è un file ASCII che 
contiene gli stimoli di input e di output.  
 
 
Figura 2.1.1. Schema di flusso delle simulazioni del chip. La linea tratteggiata si riferisce alla 
configurazione del processo di simulazione in cui il TestVector Generator produce due file: il testvector e il 
testbench.v. Inizialmente le simulazioni prevedevano che il TestVector Generator producesse i testvector in 
formato verilog. In un secondo momento il testvector generator è stato modificato per generare un file di 
tipo verilog, il testbench.v, e il testvector in formato ASCII. 
Il testbench.v è un codice verilog, il cui compito è quello di funzionare da interfaccia tra 
il simulatore e i test vector veri e propri scritti in formato testo. Questo garantisce che il 
simulatore deve al più compilare il singolo file testbench.v, la cui dimensione è in ogni 
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caso fissata e indipendente dalla lunghezza del test nel suo complesso. Inoltre si ha anche 
il vantaggio che, fino a quando non viene modificato il modello del chip è possibile 
riutilizzare il medesimo testbench.v anche per test diversi, eliminando la dipendenza della 
fase di compilazione dallo stato degli input. 
Il sintetizzatore Synopsis fornisce anche un file di tipo sdf che permette di stimare il 
timing del chip (tempi di setup e hold a vari regimi operativi di alimentazione e di 
temperatura). 
Il debug del sistema è agevolato dalla possibilità di poter utilizzare delle funzioni 
contenute nella libreria del modulo C. Queste permettono il controllo (TRACING) dei 
segnali a istanti di tempo prescelti interni al ciclo di clock in cui è effettuata la chiamata a 
tale funzione. Da tale controllo è possibile riconoscere eventuali incongruenze nei segnali 
che sono controllati. L’uscita di questa funzione, viene riportata sia sul terminale di 
output, utilizzato dal simulatore, che usa il file Verilog prodotto dal modulo C, sia 
memorizzata in una variabile interna della libreria (variabile ERROR) che conteggia gli 
errori effettuati e li visualizza sull’output del simulatore insieme agli altri segnali del chip 
monitorati. 
Al fine di effettuare simulazioni ordinate, sono stati definiti dei parametri fissi per varie 
funzioni. In particolare, poiché i segnali trattati dalla memoria associativa  sono sincroni, 
sono stati definiti  dei parametri di tempo fissi, sia per quello che riguarda il tempo a cui 
effettuare la commutazione dei segnali da pilotare, sia per quanto riguarda il tempo a cui 
effettuare il controllo dei segnali dopo l’istante della loro commutazione, all’interno del 
medesimo ciclo di clock. 
Tramite SimVision è possibile monitorare le forme d’onda prodotte in fase di 
simulazione in una finestra che pone sulla sinistra dello schermo la lista dei segnali che 
vogliamo tenere sotto controllo (che naturalmente sono digitali), e sulla destra i 
corrispondenti andamenti temporali.  
Un esempio dell'interfaccia grafica di SimVision per le simulazioni è mostrata in Figura 
2.3.3  
2.1.1 Descrizione e Pinout del Chip 
Nella Figura 2.1.2 è possibile osservare il Pinout e i blocchi logici principali che 
compongono l’AMchip. Tali blocchi sono: 
a) Modulo JTAG [7].  
b) La “Pattern Bank” o più semplicemente memoria. 
c) La FIFO (di profondità 4) di ingresso, in cui sono memorizzati gli indirizzi (ed, 
eventualmente, le relative bitmap) dei pattern riconosciuti nei chip precedenti 
della pipeline. 
d) Un multiplexer che decide se convogliare sul bus di uscita le informazioni 
provenienti dalla memoria locale del chip oppure i dati contenuti nella FIFO. 
e) Una Flux State Machine (FSM) che gestisce il flusso dei dati nella pipeline. In 
particolare la FSM permette ad un certo chip di comunicare con quello che lo 
precede, tramite i segnali di SpaceAvailable_out (SA_out) e DataAvailable_in 
(DA_in), e con quello che lo segue tramite SpaceAvailable_in (SA_in) e 
DataAvailable_out (DA_out). 
 
Figura 2.1.2.  Logical Pinout dell’AMchip 
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Riferendoci sempre alla Figura 2.1.2 diamo di seguito una sintetica descrizione dei pin 
che sono raffigurati: 
• TDO, TDI, TMS, TCK e TRST (relativi al modulo JTAG). 
• I 4 bit di OPCODE che permettono di controllare la configurazione (come ad 
esempio impostare la soglia) dall’esterno durante la presa dati stessa. 
• I 6 Bus di input che portano i dati di uno o due layer , a seconda che sia abilitata 
la configurazione a 6 o 12 layer. 
• Clock. 
• Patt_data_out rappresenta il bus di uscita del chip. Dei 18 bit che lo compongono 
i tredici meno significativi [12:0] rappresentano l‘indirizzo interno del pattern. I 5 
bit più significativi [17:13] rappresentano la posizione fisica del chip sulla scheda 
AMboard[16][17] dove sono montati. Quando l’uso della BITMAP è attivato, 
l’informazione in uscita dal chip è composta da un pacchetto di due parole. La 
prima è l’indirizzo appena descritto, mentre l’altra rappresenta la mappa dei layer 
del pattern riconosciuto, la BITMAP. Di questa seconda parola i bit significativi 
sono [5:0] in configurazione a 6 layer, oppure [11:0] in configurazione a 12 layer. 
• Patt_data_in rappresenta un bus d’ingresso al chip  e riceve il Patt_data_out del 
chip precedente nella catena. 
• SAout_Low (Space Available) segnala al chip precedente della catena che può 
mettere in uscita i suoi dati, poichè è disponibile dello spazio nella FIFO. 
• DAout_Low (Data Available) segnala al chip successivo la validità dei dati in 
transito sul bus di uscita Patt_data_out. 
• SAin_Low segnala al chip in questione che può mettere i suoi dati in uscita 
perché il chip successivo può leggerli, avendo spazio disponibile all’interno della 
FIFO. 
• DAin_Low segnala al chip in questione la validità del dato che transita sul 
Patt_add_in. 
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• Init_ev  inizializza il chip alla fine di un evento per partire con l’analisi del 
prossimo e  produce il reset di tutti i registri interni al chip. 
• Debug [2:0] sono segnali utili nel debug del chip 
• WiredDA_Low indica che all’interno del chip c’è almeno un pattern riconosciuto 
in attesa di essere letto. Quando non è presente alcun pattern valido si pone nello 
stato HiZ (Alta Impedenza). I WiredDA_Low di tutti i chip della pipeline stessa 
sono OR-wired da una linea provvista di pull up ed usata dal dispositivo Flux 
Control  per sapere se esiste un qualche pattern disponibile nella pipeline. 
• Rev_en_Low permette lo scambio fra il patt_data_out bus ed il  patt_data_in bus, 
SAin_Low con DAin_Low,  e SAout_Low con DAout_Low. Questo scambio è 
necessario quando il chip è montato sul bottom della scheda. Infatti per favorire il 
routing della scheda si applica al chip sul bottom una rotazione di 180° intorno 
all’asse orizzontale, costringendo i pattern a fluire dall’alto verso il basso, mentre 
il dispositivo recettore (Chip GLUE) si trova in alto. Rev_en_Low inverte questo 
flusso permettendo ai pattern di fluire di nuovo verso il Flux Control e non in 
direzione opposta.   
 
2.2 Test Sviluppati 
I testvector prodotti si dividono in 3 categorie: 
 
• Test delle funzioni caratteristiche:  
Questi tipi di test sono specifici per particolari funzioni del chip. In particolare 
questi test si occupano di validare il blocco JTAG e, sfruttandone alcune 
operazioni specifiche, testare la Flux State Machine e il blocco che gestisce gli 
OPCODE. 
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• Test sulla memoria:  
In questo tipo di test viene validata la logica di immagazzinamento di tutti i 
pattern all’interno della memoria del chip. Per ognuno è poi testata anche tutta la 
logica che si occupa del confronto dei dati immagazzinati nelle singole “word” 
con i dati in ingresso e quella  incaricata di inviare, in uscita, gli indirizzi del 
pattern quando è riconosciuto  
 
 
 
 
• Random Test:  
Questo è un test completo che simula il complesso funzionamento del chip 
durante la fase di presa dati. In questo tipo di simulazioni vengono generati e 
memorizzati un numero variabile di pattern casuali. Il chip viene poi configurato 
in modo casuale (comunque consistente per un suo corretto funzionamento) e 
successivamente vengono mandati una certa quantità di hit casuali. Tra questi hit 
“random” vengono inseriti, secondo una scelta casuale, anche hit “giusti” per 
ottenere un buon flusso di pattern scattati. All’interno del medesimo test il chip 
cambia più volte configurazione, che viene tuttavia scelta sempre in maniera 
casuale tra tutte quelle possibili. 
 
Una parte comune a tutte le simulazioni è la fase iniziale, in cui viene caricato un certo 
registro di configurazione e immediatamente dopo viene fatto il reset di tutti i 5120 
pattern della memoria, scrivendo uno zero in tutte le parole che costituiscono i pattern; 
infine viene mandato un segnale di init event. Scrivere un pattern con tutti zeri equivale a 
disabilitarlo. Dopo questa fase di reset della memoria, normalmente si carica un certo 
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numero di pattern. Il caricamento avviene tramite un file (file.pattern) opportunamente 
generato da un programma (gen_random_p) che ho creato. In tale file, riga per riga, 
troviamo rispettivamente l’indirizzo della cella di memoria da scrivere e, di fianco, il 
valore dei layer da memorizzare nelle sei parole che compongono il pattern in questione.  
Il test del JTAG del chip di memoria associativa include anche il controllo di tutte le 
varie istruzioni di base che tale standard prevede (BYPASS, SAMPLE/PRELOAD, 
EXTEST, INTEST [7] e che sono ben descritte in letteratura) e di tutte quelle istruzioni 
che sono state introdotte da noi, descritte in Sezione 2.3.2 
La Figura 2.2.1 mostra un’immagine più dettagliata del chip, in cui si possono ritrovare 
tutti quei segnali a cui farò riferimento nel proseguimento della descrizione dei test vector 
e delle simulazioni che ho svolto. In particolare è mostrata in maggiore dettaglio la 
struttura della “Pattern Bank”. 
Dopo i 4 banchi di pattern, da 1256 pattern ciascuno, è possibile osservare l’Encoding 
Block, che stabilisce la priorità di lettura dei pattern riconosciuti: gli indirizzi più alti 
hanno priorità maggiore rispetto a quelli con indirizzo minore. L’indirizzo e la Bitmap 
selezionati vengono copiati all’intero del registro del REC_ADDRESS e la logica di kill 
disabilita il registro Matched_Pattern. In questo modo, all’interno del medesimo evento, 
non verrà più mandato in uscita. La disabilitazione del Matched_Pattern cessa quando 
viene inviato un init event.   
Io mi sono direttamente occupato dei test di alcune funzioni specifiche e del test sulla 
memoria. Nei paragrafi seguenti parlerò perciò delle parti della logica del chip che ho 
testato e dei programmi che ho creato per generare i testvector relativi a tali blocchi 
logici.  
 
Figura 2.2.1. Schema della memoria associativa con i vari blocchi logici che la compongono 
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2.3 Test del JTAG 
Ho scelto di iniziare la fase di test partendo dalla simulazione del  JTAG poichè tale 
modulo è lo strumento che è utilizzato per verificare il corretto funzionamento di tutte le 
altri parti logiche del chip. 
Prima di passare a dare una descrizione dei registri e delle istruzioni, proprie del modulo 
JTAG del chip standard cell, mi sembra opportuno descrivere questa parte di logica del 
chip più in generale. 
I chip che comprendono il modulo JTAG possono pilotare ed osservare i livelli logici dei 
pin di I/O utilizzando un’interfaccia a 4 pin, la Test Access Port (TAP), che trae la sua 
origine da un progetto del Joint Test Action Group (JTAG). La TAP consente di accedere 
in modo seriale al contenuto di tutti i pin di I/O che risultano collegati in catena da un 
percorso di registri di scorrimento, il Data Register (DR), come evidenziato in Figura 
2.3.1. Questa concatenazione viene sfruttata nelle operazioni di Boundary Scan, per la 
verifica della connessioni dei pin del chip sulla scheda su cui è montato. 
I tre pin TMS (Test Mode Select), TCK (Test ClocK) e TDI (Test Data Input) sono gli 
ingressi dedicati di questa interfaccia, mentre un quarto, TDO (Test Data Output) è di 
uscita. TCK è il clock che sincronizza le operazioni della macchina a stati interna (TAP 
Controller). TMS è il segnale che determina le transizioni di stato, e viene campionato sul 
fronte di salita di TCK; TDI e TDO rappresentano rispettivamente l’ingresso e l’uscita 
seriale dei dati. I dati in ingresso al TDI sono campionati dal fronte in salita di TCK, 
mentre quelli in uscita dal TDO risultano validi sul fronte in discesa di TCK. 
La logica standard del Boundary scan e’ generata da Synopsis in modo sufficientemente 
flessibile per innescare poi tutte le funzioni dedicate dell’utente. 
La TAP Controler è una macchina a stati finiti il cui diagramma è visibile in Figura 2.3.2. 
I valori segnati sulle frecce di transizione del diagramma a stati corrispondono al livello 
logico di TMS campionato dal fronte in salita di TCK. Le due colonne da sette stati 
rappresentano il Data Path e l’Instruction Path. Il Data Register (DR) opera negli stati i 
cui nomi terminano con “DR”, mentre l’Instruction Register (IR) opera negli stati i cui 
nomi terminano con “IR”. 
 
 
Figura 2.3.1. Schema logico JTAG, in cui vengono anche evidenziate le celle per effettuare il Boundary 
Scan. 
 
Le operazioni che sono compiute, in ognuno dei 16 stati della TAP, sono descritte di 
seguito: 
• Test-Logic-Reset: All’accensione il TAP controller si trova in questo stato e tutta 
la logica JTAG di test risulta disattivata in modo da non interferire con il normale 
funzionamento del chip. Il TAP controller è stato progettato in modo che lo stato 
di Test-Logic-Reset sia accessibile, indipendentemente dallo stato di partenza, 
semplicemente mantenendo settato TMS e facendo compiere 5 cicli di clock al 
TCK. Noi utilizziamo questa tecnica per resettare i chip. 
• Run-Test-Idle: In questo stato la logica di test del chip è attivata. 
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• Select-DR-Scan: È uno stato transitorio di accesso al Data Path, altrimenti il 
controller può accedere allo stato Select-IR-Scan. 
• Select-IR-Scan: Questo è uno stato di transizione da cui si può entrare 
nell’Instruction Path, altrimenti il controller può ritornare allo stato Test-Logic-
Reset. 
• Capture-IR: In questo stato il banco di shift register contenuto nell’Instruction 
Register carica parallelamente un campione di valori logici prefissato, per motivi 
diagnostici, sul fronte di salita di TCK. 
• Shift-IR: In questo stato l’Instruction Register si connette tra il TDI ed il TDO, ed 
il suo contenuto è traslato di una posizione verso il TDO al fronte di salita di 
TCK; contemporaneamente il bit più significativo dell’IR viene sostituito dal 
valore presente sul pin TDI. 
• Exit1-IR: Questo è uno stato di transizione in cui è deciso se entrare nello stato 
Pause-IR oppure nello stato Update-IR. 
• Pause-IR: Entrando in questo stato è temporaneamente sospesa l’operazione di 
shift dell’istruzione all’interno dell’Instruction Register. 
• Exit2-IR: Questo è uno stato di transizione in cui viene deciso se entrare nello 
stato Shift-IR oppure nello stato Update-IR. 
• Update-IR: In questo stato l’istruzione nell’Instruction Register viene registrata 
nel banco di latch dell’Instruction Register al fronte di discesa di TCK e quindi 
essa diviene l’istruzione corrente. 
• Capture-DR: In questo stato i dati sono caricati parallelamente nei Data Register 
selezionati dall’istruzione corrente, al fronte di salita del TCK. 
• Shift-DR, Exit1-DR, Pause-DR, Exit2-DR and Update-DR: Questi stati sono 
equivalenti ai loro corrispondenti nell’Instruction Path. 
 Figura 2.3.2. Diagramma del TAP Controller. La macchina possiede 16 stati attraverso i quali gestisce il 
chip 
Il modulo JTAG, implementato sul chip standard cell, è strutturato nella maniera appena 
descritta. Naturalmente è stato introdotto un set di operazioni, per soddisfare le esigenze 
dell’esperimento, che lo distingue notevolmente dallo standard JTAG di “base”.   Queste 
nuove funzioni verranno trattate nel paragrafo seguente 
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2.3.1 Registri e Istruzioni JTAG 
 
Per caricare i pattern nella memoria e gestire la configurazione del chip si usa il 
protocollo JTAG. In aggiunta ai registri che prevede tale standard, ne sono stati introdotti 
altri appositamente concepiti per poter soddisfare le necessità dell’esperimento.  
I registri a cui ci riferiamo sono: 
a) Pattern Data Register (93 bit):  contiene il valore delle 6 parole di un pattern, una 
per ogni layer, da caricare in memoria. 
b) Address Register (15 bit): contiene l’indirizzo della locazione in cui memorizzare 
le 6 parole di 1 pattern all’interno della memoria. 
c) Incremental Address Register: permette di incrementare di 1 l’indirizzo della 
locazione in cui scrivere la configurazione di un pattern rispetto all’ultimo 
indirizzo usato. 
d) Configuration Register (57 bit): permette di configurare il chip sfruttando varie 
opzioni.  
Uno schema di questo registro è mostrato in  Tabella 2.3.1 
 
Tabella 2.3.1.  Registro di configurazione 
Esponiamo di seguito il significato dei bit di tale registro: 
 
• DEFthr  [3:0]: Imposta la soglia  del chip. 
• DEFreq [3:0]: Imposta i layer richiesti nel match. 
• GEOADDR [4:0]: Definisce il geographical address che viene messo in testa 
all’indirizzo in uscita dal chip per definirne la posizione fisica sulle schede. 
• HITMASK [14:0]: Definisce la hitmask sui bus di ingresso. Se i dati in entrata dai 
bus non coincidono con la hitmask, tali dati non vengono confrontati con il 
contenuto della memoria. 
• BOTTOMchip: Effettua uno scambio dei bus qualora il chip sia nella parte 
posteriore della schedina su cui è montato. Questo scambio di bus e’ fatto per 
ottimizzare il routing della scheda. Infatti tramite rotazione e “swap” dei sei bus di 
input è possibile far sovrapporre i pin corrispondenti dei due chip sopra\sotto. 
• Layer6_12: Imposta la configurazione a 6 o 12 layer. 
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• Test_mode: permette il caricamento dei dati nella memoria tramite i 6 bus di 
input. 
• Enable_layermap: Abilita l’uscita della BITMAP. 
• LAST_chip: configura il chip per essere l’ultimo della sua pipeline. In questo 
caso il chip ignora i segnali di input DA_in e Patt_add_in (Figura 2.2.1). 
• Disable_PATT_FLOW:  Quando è attivo disabilita la macchina a stati finiti e la 
logica PATT_FLUX. In questo modo viene congelato il contenuto di tutti i 
registri. 
• JTAGclk: Permette di generare il CLK del chip tramite un’opportuna operazione 
JTAG. In questo caso viene ignorato il segnale fornito dal pin di clock. 
 
 
 
 
 
2.3.2 Operazioni JTAG  
 
Di seguito è fornito un elenco di operazioni, specifiche del nostro progetto, che è 
possibile effettuare tramite il protocollo JTAG. Il numero delle possibili operazioni è 
assai più elevato rispetto allo standard, per tale motivo l’Istruction Register è stato 
codificato su 8 bit (lo standard ne prevede solo 3). La codifica delle operazioni è mostrata 
in Tabella 2.3.2. 
Le prime operazioni considerate sono quelle più elementari, mentre nella parte finale 
saranno descritte le operazioni più complesse:  
• CFG_REGld : permette di caricare il registro di configurazione (descritto nella 
sezione precedente) all’interno del chip, definendo così le condizioni con cui 
dovrà elaborare i dati. 
• CFG_REGrd : permette di rileggere il contenuto del registro di configurazione. 
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• JPATT_ADDRld : carica l’indirizzo della locazione in cui verrà immagazzinato 
un certo pattern. Il valore di tale indirizzo viene immesso nel registro 
JPATT_ADDR[12:0] 
• JPATT_ADDRrd: permette la rilettura del contenuto del registro 
JPATT_ADDR[12:0]. 
• JPATT_DATAld : carica nel registro JPATT_DATA[92:0] un pattern che andrà 
memorizzato in una determinata cella della memoria (Questa operazione carica il 
registro ma non lo scrive nella locazione di memoria. Per la scrittura effettiva è 
necessaria l’operazione OP_WRITE_INC, descritta di seguito). 
• JPATT_DATArd : rilegge il contenuto del registro JPATT_DATA[92:0]. 
• OP_WRITE_INC : seleziona il registro JPATT_DATA[92:0] come Data 
Register (DR). Quando la macchina a stati JTAG si porta in Run-Test/Idle, il dato 
viene scritto nella cella di memoria il cui indirizzo è contenuto nel  
JPATT_ADDR[12:0]. Inoltre incrementa il contenuto di quest’ultimo. In 
particolare quello che accade è che viene copiato in memoria il dato presente sul 
rec_output_bus register (visibile in Figura 2.2.1, in uscita dal blocco Modality). 
Questo registro è caricato dal blocco  Modality tramite (a) JTAG attraverso il  
JPATT_DATA[92:0] se il bit tmode del registro di configurazione è stato settato a 
1 oppure (b)  i 6 bus di input (attraverso il registro rec_input_bus) se tmode è 
settato a 0. Questo seconda opzione è stata implementata al fine di velocizzare la 
fase di scrittura delle 5120 celle in cui è strutturata la memoria, durante la 
simulazione. Infatti in questo caso e’ possibile forzare il giusto valore dei 93 bit in 
parallelo, con un ciclo di clock, e non e’ necessario caricarli serialmente via 
BSCAN. 
• REC_ADDRESSrd : rilegge il contenuto del registro REC_ADDRESS, posto 
dopo l’encoding Block in Figura 2.2.1. Questo contiene le informazioni in uscita 
dalla pattern bank, costituite da tre registri: LAYMAP[11:0], 
PATT_ADDR_BANK [12:0], DA_BANK. Questi tre registri rappresentano 
rispettivamente la bitmap che sarà posta in uscita, l’indirizzo del pattern 
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riconosciuto che sarà posto sul Patt_data_out, ed un singolo bit che indica la 
presenza di un pattern scattato e che sarà trasferito nel segnale DA_out.  
• OP_INIT_EV : genera un impulso sul segnale interno di init_event . Tale 
impulso ha la durata di un singolo ciclo di clock. L’impulso inizia dopo due fronti 
di salita del clock che seguono il fronte di salita del TCK in cui la macchina TAP 
lascia lo stato Update-IR. 
• PATT_FLOW_FSMrd : rilegge lo stato del registro PATT_FLOW_FSM. Tale 
registro contiene, con i suoi 15 bit, tutta l’informazione necessaria per fotografare 
istante per istante lo stato della FSM e della sua FIFO.  
• OP_SEL_BANK : permette il trasferimento del contenuto del registro 
REC_ADDRESS tramite un singolo impulso (di durata un ciclo di clock) sul 
segnale sel_bank. Il segnale sel-bank è abilitato, nel normale funzionamento della 
FSM, quando l’indirizzo di un pattern immagazzinato nel REC_ADDRESS 
(Figura 2.2.1) viene inviato sul bus di uscita.  
• BYPASS: operazione standard di BYPASS 
• EXTEST: operazione standard di EXTEST 
• SAMPLE/PRELOAD: Operazione standard SAMPLE/PRELOAD. 
• IDCODE: Operazione standard IDCODE.  
• OP_CHECK_PATT: Comando complesso che permette di leggere in sequenza 
un certo numero di pattern scattati. Questo comando produce la seguente 
sequenza di operazioni da parte della macchina jtag: 
 
a) Genera un impulso sul segnale di Init_ev interno ( OP_INIT_EV) 
b) Legge l’indirizzo di uscita e la relativa bitmap (REC_ADDRESSrd) 
c) Applica un impulso sul segnale sel_bank (OP_SEL_BANK) per far 
scorrere in uscita l’indirizzo e la bitmap appena letti. 
d) Torna al punto b) finché non sono stati letti tutti i pattern riconosciuti 
 
  
 
 
44
Per portare a compimento l’operazione di check dei pattern deve essere abilitato il flag  
“disable_PATT_FLOW” al fine di mantenere nel registro REC_ADDRESS l’indirizzo 
del pattern riconosciuto finché non è stato riletto via JTAG. Inoltre deve essere attivato il 
flag TMODE per permettere la propagazione degli hit di input contenuti nel 
JPATT_DATA attraverso il chip. Questa operazione, viene preceduta dal caricamento dei 
dati tramite  JPATT_DATAload, per far scattare i pattern da rileggere. 
 
• OP_TCK:  Se è attivo il flag JTAGclk del registro di configurazione, viene 
generato un singolo impulso di clk del chip. In particolare, il clk ha un fronte di 
discesa in corrispondenza del fronte di discesa del TCK durante lo stato  Run-
Test/Idle della macchina jtag; torna alto sul seguente fronte di salita del TCK. 
• INTEST:  Se è attivo il flag JTAGclk del registro di configurazione, viene 
generato un impulso di clk per ogni ciclo di TCK trascorso nello stato di Run-
Test/Idle. Inoltre viene selezionato il registro di Boundary Scan che permette di 
scrivere tutti i segnali di input e rileggere tutti i segnali di output tra ogni ciclo di 
clock. Dopo ogni ciclo di clock è possibile cambiare il tipo di operazione, ad 
esempio con una PATT_FLOW_FSMrd, per rileggere lo stato interno della FSM. 
In questo modo si può far procedere la logica del chip a “step” singoli e 
controllare ciò che serve fra un clock e l’altro. 
 
 
 
 
 
 
 
 
 
 
Nella Tabella 2.3.2 viene fornita una lista che riassume i comandi jtag, la loro codifica, la 
lunghezza e il nome del relativo registro. 
 
Tabella 2.3.2. Sommario delle Operazioni jtag. Nella prima colonna troviamo la codifica in esadecimale 
delle operazioni jtag. Nella seconda colonna troviamo il nome delle operazioni così come sono state 
esposte nel precedente paragrafo. Nella terza e quarta colonna troviamo rispettivamente il numero di bit e il 
nome del  data-register corrispondente all’operazione jtag. 
 
2.3.3 Simulazione Del JTAG 
 
Inizialmente è stato definito un set di funzioni di basso livello per controllare il passaggio 
da uno stato all’altro del TAP Controller JTAG.  
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Da queste funzioni di base siamo passati a funzioni più complesse in grado di gestire 
totalmente cicli completi di caricamento delle operazioni JTAG.  
Un esempio di queste funzioni è la WriteScamReg, che permette il caricamento dei 
registri JTAG.  Questa funzione prende come parametro la codifica del registro che deve 
caricare, la sua lunghezza e i dati che deve caricare al suo interno. Ho curato 
personalmente il debug di queste funzioni, usate pesantemente all’interno dei  programmi 
di simulazione, eliminandone alcuni difetti.     
La simulazione di questa parte del chip ha verificato la corretta funzionalità di tutte quelle 
operazioni che sono state introdotte nel chip e che differiscono notevolmente da quelle 
standard.  
Personalmente ho sviluppato il test del JTAG suddividendolo in due codici: 
 
• test_jtag_adv 
• test_jtag_checkpattern 
 
Il primo ha lo scopo di testare in generale molte delle opzioni jtag, in maniera intensiva. 
Il secondo è mirato alla simulazione dell’operazione complessa di OP_CHECK_PATT.  
 
 
TEST_JTAG_ADV 
Le operazioni sono testate in maniera intensiva in sequenza. Ogni volta che è stata 
eseguita una particolare funzione, viene poi cambiato il registro di configurazione ed  
inviato, per passare alla successiva, un nuovo init event. All’interno del test viene prima 
di tutto controllato il corretto funzionamento dell’operazione di bypass. 
Vengono scritti in memoria dei dati sfruttando le operazioni JPATT_ADDR, 
JPATT_DATA (per usare questa operazione deve essere stato settato il flag tmode del 
registro di configurazione) e OP_WRITE_INC.  
Vengono poi testate le operazioni di rilettura dei registri jtag, per mezzo delle operazioni 
JPATT_ADDRrd, JPATT_DATArd e  CFG_REGrd.  
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Dopo questa prima fase, il programma va a testare quello che accade se si tenta di 
scrivere (naturalmente sfruttando l’operazione JTAG, avendo preventivamente settato il 
flag di tmode) un pattern in posizioni particolari della banca dei pattern. Si deve tenere 
presente che la banca dei pattern è organizzata in 4 blocchi da 1280 pattern ciascuna, per 
un totale di 5120 pattern. Poiché l’indirizzamento è su 13 bit abbiamo 8192 indirizzi 
(disposti in 4 banchi da 2048) disponibili. Questo implica che ad alcuni indirizzi non 
corrispondono delle celle di memoria reali. Per tale motivo abbiamo circa 800 “pattern 
falsi” per ogni blocco (sono stati distribuiti in ugual misura nella parte finale di ciascun 
blocco e sono quindi dei veri e propri buchi). 
Ciò che volevo testare, era il fatto che scrivendo un certo pattern nelle zone “vuote” della 
banca (ma comunque indirizzabili) e poi inviando gli hit adeguati al suo riconoscimento, 
il comportamento del chip fosse quello corretto (il pattern in questione non deve 
“scattare” perchè non è mai stato scritto “fisicamente”). In tutte le simulazioni eseguite il 
chip ha risposto nel modo corretto.    
Sempre all’interno di questo programma vengono generati gli stimoli necessari per 
provocare il reset dei registri sia sfruttando il trst (pin di reset asincrono del TAP 
Controller), sia sfruttando lo stato di Test Logic-Reset  raggiunto mediante i 5 cicli di 
TCK con il TMS settato. In questa fase il TCK viene generato utilizzando l’operazione 
TCK_OP, testandone perciò la funzionalità. L’avvenuto reset dei registri è stato 
verificato utilizzando le operazioni di rilettura dei registri già usate all’inizio del test. 
Nella parte finale del programma ho testato la logica legata alla hitmask e quella legata a 
3 flag particolari del registro di configurazione: 6 e 12 layer, bottom chip, last chip 
(impostabili grazie ai flag dedicati del registro jtag).  
In Figura 2.3.3 sono visibili le forme d’onda relative alla simulazione dell’operazione di 
scrittura del primo pattern della banca. Il cursore è posizionato sul secondo ciclo di TCK, 
in cui la TAP è in run-test/idle, dopo l’operazione OP_WRITE_INC. In tale momento 
viene disabilitato il segnale write_enable, attivato sul fronte precedente, portando a 
termine l’operazione di scrittura del pattern, che sta transitando sui 6 bus di input essendo 
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disabilitato TMODE. Sul fronte del TCK successivo viene incrementato il registro 
JPATT_ADDR.  
 
 
TEST_JTAG_CHECK_PATTERN 
Con questo programma quello che ci prefissiamo è di validare la corretta funzionalità 
dell’operazione OP_CHECK_PATT, descritta precendemente nel paragrafo 2.3.2. 
Come in tutte le simulazioni che abbiamo fatto il test inizia con il reset di tutta la banca e 
il caricamento di 32 pattern, passati tramite file al programma principale.  
Dopo questa prima fase carichiamo il registro di configurazione abilitando sia il flag  
tmode che il disable_PATT_FLOW.  
Per un corretto funzionamento dell’operazione è necessario rendere il TCK 12 volte più 
lento del clock. Ciò è dovuto all’esigenza di eseguire correttamente a distanza di tempo 
sufficiente le 2 operazioni che si susseguono OP_INIT_EV e REC_ADDRESSrd. Infatti 
l’operazione di INIT resetta a zero tutti i registri e sono poi necessari dei cicli di clock per 
far sì che i pattern scattino ricevendo in input i dati settati precedentemente 
dall’operazione JPATT_DATALoad. Solo quando i pattern sono scattati è sensato 
accedere al registro REC_ADDRESS. Questa durata della singola operazione BSCAN è 
garantita sull’esperimento poichè questi cicli sono generati da VME e quindi hanno tempi 
lunghi di esecuzione. Nei testvector i ritardi invece vanno inseriti artificialmente. 
Impostare tmode a 1 ci permette di utilizzare il JPATT_DATA per propagare i dati 
all’interno del chip, mentre disabilitare la FSM è necessario per mantenere nel 
REC_ADDRESS l’indirizzo del pattern controllato, finché non si dà il segnale sel_bank.   
 
Figura 2.3.3.  Le forme d’onda raffigurate fanno riferimento alla scrittura del primo pattern, durante la fase 
di caricamento della memoria con 32 pattern.  In particolare il cursore è posizionato esattamente sul fronte 
di TCK in cui l-operazione di scrittura diventa effettiva. A sinistra del cursore è stata effettuata l’operazione 
WRInc_OP (mediante caricamento dell'Istruction register opportuno). A destra viene effettuato il 
caricamento dell’operazione di JPATT_ADDld 
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2.4 Test Della Flux State Machine 
2.4.1 Descrizione Generale 
Questa parte del chip si occupa di gestire il flusso dei dati all’interno della pipeline in cui 
sono collocati i chip. Sul Bus di uscita e’ posto un indirizzo di pattern della memoria 
interna non appena è scattato (e la sua Bitmap). Se non vi sono pattern locali “scattati” 
(perchè non c’è stato alcun “match” oppure perchè sono stati già inviati tutti in uscita)  
allora la macchina a stati finiti permette che fluiscano sul Patt_data_out (Figura 2.2.1) i 
dati provenienti dai chip precedenti (che godono di una priorità minore).  
I segnali che si occupano di far “dialogare” il chip con quelli  limitrofi nella catena sono: 
SAin_Low, DAin_Low, SAout_Low, DAout_Low. Il protocollo con cui i chip si passano 
i dati cambia leggermente se è o non è abilitata la bitmap. Si deve inoltre precisare che i 
segnali SAin_Low e SAout_Low appartenenti a chip contigui nella catena sono 
direttamente connessi, così come I segnali DAin_Low e DAout_Low.  
Nel caso di bitmap disabilitata, quando il chip pone sul bus di uscita un dato valido, 
segnala questo avvenimento attivando il segnale DAout_Low. Il chip che lo segue nella 
catena porterà a zero il segnale SAin_Low nel caso sia in grado di ricevere il dato valido 
che è stato posto sul bus di uscita. Il chip potrà cambiare il valore dei dati in uscita 
solamente dopo che  il chip seguente avrà accettato il vecchio dato.  
In maniera analoga il chip in questione segnalerà al chip immediatamente precedente 
nella catena che è in grado di accettare un nuovo dato ponendo a zero il segnale di 
SAout_Low. Dopo aver compiuto questa azione campionerà il segnale, che gli viene 
inviato dal chip a monte nella catena, solamente se quest’ultimo avrà posto a zero il 
segnale di DAin_Low.  
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La trasmissione di una bitmap valida, nel caso sia abilitata l’opzione,  è passata 
comunque con il DAout_Low alto (inattivo) e, analogamente, una bitmap giusta verrà 
campionata con il DAin_Low inattivo.  
I dati validi che provengono da un chip a monte vengono immagazzinati in una FIFO di 
profondità 4. In questo modo un chip può accogliere dei dati dal chip che lo precede nella 
catena anche se sta ponendo sul Bus di uscita dei dati locali.  
Le operazioni e il comportamento del Data Flux Control sono descritti dalla Flux State 
Machine (FSM), il cui diagramma di stato è visibile in Figura 2.4.1 e dal DC counter.  
Il DC counter è un registro interno il cui compito è quello di contare il numero di dati 
validi (caratterizzati dall’essere stati campionati con il segnale DAin attivo basso) 
immagazzinati all’interno della FIFO. Per tale motivo, dovendo contare da 0 fino a 4 (che 
rappresentano i 5 stati in cui può trovarsi la FIFO), è costituito da tre bit.  
Gli stati previsti nel funzionamento della FSM sono  i seguenti: 
Idle: quando la macchina si trova in questo stato significa che il registro di uscita è vuoto. 
SEND_REMOTE_DATA: la macchina si trova in questo stato se nel registro di uscita 
del chip è presente un dato che proviene da un chip che lo precede nella catena. 
SEND_REMOTE_BITMAP: la macchina si trova in questo stato se nel registro di 
uscita è presente una bitmap che proviene da un chip precedente. 
SEND_LOCAL_DATA: la macchina si trova in questo stato se nel registro di uscita è 
presente l’indirizzo di un pattern riconosciuto all’interno del chip. 
SEND_LOCAL_BITMAP: la macchina si trova in questo stato se nel registro di uscita 
del chip è presente una bitmap relativa ad un pattern riconosciuto internamente al chip.  
 
 
Figura 2.4.1. Grafico di flusso che descrive il comportamento della FSM 
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In Figura 2.4.1 vengono evidenziati quei segnali che condizionano i salti, da uno stato ad 
un altro, della FSM. Questi segnali sono: or_bank, DC [2:0], SA_in, DA_out, req_bitm, 
sel_bitm.  
Vediamoli: 
• or_bank: è un segnale interno al chip (vedi  Figura 2.2.1). Esso rappresenta l’OR 
logico di tutti i registri Matched_Pattern. La sua funzione quindi è segnalare alla 
FSM che esistono dei pattern riconosciuti all’interno della memoria del chip (dei 
dati locali). Esso coincide con il bit DA del registro REC_ADDRESS 
• req_bitm: è un segnale interno al chip; informa la FSM che è abilitata l’opzione 
sulla bitmap e che quindi i dati in uscita sono composti da due parole, una di 
indirizzo e una di bitmap. 
• sel_bitm: è un segnale che la FSM pone a uno 1, se deve inviare una bitmap 
locale, oppure a zero, se deve inviare una bitmap contenuta all’interno della FIFO 
(bitmap remota). Il suo effetto è la cancellazione, all’interno del 
REC_ADDRESS, del registro LAYMAP [11:0], per il caricamento di un nuovo 
dato. 
• I segnali DC [2:0] (Data Counter), SA_in, DA_out sono stati precedentemente 
illustrati. 
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2.4.2 Simulazione della FSM 
 
Per simulare il corretto funzionamento di questa parte della logica del chip, ho proceduto 
creando due test:  
 
• test_patt_flow_fsm 
• test_jtag_flux 
 
 
TEST_PATT_FLOW_FSM 
Nel test_patt_flow_fsm ho utilizzato l’operazione PATT_FLOW_FSMrd.  Con tale 
operazione infatti ho potuto rileggere i segnali che regolano la FSM e verificarne il 
corretto comportamento. In questo test ho fatto procedere la TAP machine con singoli 
colpi di clock, generati tramite la  OP_TCK. Ho potuto così rileggere e verificare, ciclo 
per ciclo, le conseguenze dei “salti” che imponevo alla macchina a stati finiti. 
Naturalmente all’interno del programma sono stati presi in considerazione tutti gli stati di 
funzionamento della FSM.  
 
 
TEST_JTAG_FLUX 
Con  test_jtag_flux ho messo a punto una diagnosi esaustiva della FSM. Il test in 
questione và a stimolare ogni stato della FSM con tutte le possibili combinazioni di 
ingressi, tramite la chiamata ad una funzione che ho creato: “la check_flux_bitm”. Tale 
funzione, lavorando su cicli annidati,   manda la FSM in ogni stato possibile e, per 
ognuno di essi, provvede a inviare tutte le combinazioni dei dati in ingresso e del livello 
di riempimento della FIFO.  
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2.5 Test della Memoria 
2.5.1 Blocchi costituenti la Pattern Bank e i relativi segnali di controllo 
 
La pattern bank è il blocco che ricopre il 90%  della superficie del chip. La banca dei 
pattern è suddivisa in 4 blocchi (Figura 2.5.1), ognuno dei quali è organizzato in 1280 
pattern, ciascuno composto da 6 parole, una per ogni layer. Il totale dei pattern 
immagazzinabili è perciò 5120, che si riducono a 2560 pattern nella configurazione a 12 
layer.  
Ciascun pattern  include anche il blocco di “majority” (vedi Figura 1.2.7), incaricato di 
confrontare il numero di layer_match attivati con la soglia richiesta. Per ogni pattern 
riconosciuto viene attivato un registro dedicato, chiamato “Matched_Pattern” (Figura 
1.2.7). Tale registro rimane attivo finché l’indirizzo del pattern (ed eventualmente la sua 
bitmap) non sono state estratte dalla memoria e poste sul bus di uscita del chip. Quando 
la lettura e’ ultimata il registro e’ azzerato e disabilitato dal segnale di reset generato dalla 
logica di Kill che, come si vede dalla Figura 2.2.1, conosce i pattern a cui devono essere 
disabilitati i registri Matched_Pattern, poichè osserva l’uscita dell’Encoding Block, il cui 
compito è stabilire la priorità tra i pattern riconosciuti durante l’evento.  
In Figura 1.2.7 è visibile una schematizzazione di un pattern,  in cui è messo in evidenza 
il blocco di majority che si occupa di gestire i registri layer_match. E’ possibile notare la 
regolarità e la ripetitività della struttura della banca. Data questa struttura, in fase di 
progetto,  è stato piazzato “a mano” un pattern, minimizzando l’area occupata e 
facilitando la regolarità del routing. Poi il piazzamento ottenuto e’ stato esteso ai 5000 
pattern   
All’interno del blocco pattern le informazioni che riguardano un certo layer sono 
immagazzinate in un certo numero di latch. 
 
Figura 2.5.1. Indirizzamento dei blocchi della pattern bank. I due bit più significativi dell’indirizzo 
identificano il blocco. 
Il latch è stato scelto rispetto al Flip-Flop perchè occupa un’area minore.  
 Il loro contenuto deve essere confrontato con i 6 bus di input: Bus0, Bus1, Bus2, Bus3, 
Bus4, Bus5. 
Come mostrato in Figura 1.2.5 nel caso in cui la configurazione sia a 6 layer il blocco 
pattern-majority è incaricato di eseguire e verificare un’eventuale coincidenza tra i dati in 
ingresso e due pattern. Nel caso in cui si operi a 12 layer lo stesso blocco serve un unico 
pattern costituito dall’unione dei due precedentemente citati. 
  
2.5.2 La simulazione della Memoria: il test MEM 
 
Data la notevole estensione della banca dei pattern era evidente che un test esaustivo, in 
cui si provavano tutte le possibili combinazioni di bit in ogni pattern, non era fattibile in 
tempi utili. Ho deciso pertanto dei procedere alla creazione di un programma “MEM” 
descritto di seguito 
Questo programma inizialmente azzera la memoria e dopo la carica  con un set di  5120 
pattern tutti diversi. Dopo questa operazione di caricamento iniziale, in cui viene 
impostata la soglia al valore massimo,  prende avvio il test vero e proprio, che può essere 
suddiviso in due parti: durante la prima si cerca di far riconoscere tutte le locazioni di 
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memoria inviando gli hit “giusti”, in modo tale da verificare, controllando il bus di 
output, che tutti i pattern siano “scattati” (ovvero il loro indirizzo, fosse stato mandato in 
uscita una volta avvenuto il riconoscimento); dopo un init_event, tenendo sempre la 
soglia al valore massimo, inizia  la seconda fase, durante la quale, per ogni pattern,  
vengono inviati  molti hit  che differiscono da quello “giusto” per un unico bit su un 
unico layer. Il bit e il layer che differiscono da quello giusto  “ruotano” la loro posizione, 
all’interno del pattern, da quella meno significativa a quella più significativa.  Terminata 
questa fase la memoria del chip viene caricata con altri 5120 pattern tutti diversi e 
vengono nuovamente eseguite le due fasi precedenti. Questo nuovo set di dati 
immagazzinati viene generato come “negazione” dei 5120 pattern inizialmente caricati (i 
pattern caricati sono semplicemente quelli iniziali con 1 al posto di 0 e viceversa. In 
questo modo tutti i bit che compongono un pattern assumo durante il test sia il valore 
zero che il valore 1). 
In questo modo ci accertiamo che tutte le celle, la logica di confronto, di riconoscimento 
e di rilettura degli indirizzi funzionino correttamente. 
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Capitolo 3  
Hardware e Software per i Test dei Primi 
Prototipi dell’AM chip 
In questo capitolo descrivo le fasi di progettazione e di allestimento del TEST STAND, 
lavoro di cui sono stato diretto responsabile dopo la consegna del progetto del chip. Il test 
stand ed il software è stato prodotto e provato in anticipo usando il chip FPGA più 
compatibile.  Il test stand è stato poi usato per verificare la funzionalità dei prototipi dei 
chip, prima della loro installazione sulle schede alloggiate nel crate VME. In particolare, 
descriverò la scheda che alloggia e interfaccia il chip con il pattern generator/logical 
analyzer usato per stimolare e testare le funzionalità e le prestazioni del chip. 
3.1 La Scheda di Test e il Modulo Pattern Generator. 
La scheda utilizzata per testare i primi prototipi del nuovo AM chip standard cell  è 
visibile in Figura 3.1.1 e le cui schematiche possono essere trovate in Appendice A. 
L’immagine si riferisce alla scheda già collegata al TLA 715 Logic Analyzer della 
Tektronix, strumento usato per  effettuare i test [8] . 
Il chip che vogliamo testare viene alloggiato su uno zoccolo ZIF collocato al centro della 
scheda. L’alimentazione in ingresso, fissata a 5 Volt, viene poi ripartita in 
un’alimentazione di 1,8 Volt per il core del chip e di 3,3 Volt per l'I/O del chip stesso e le 
3 FIFO alloggiate sulla scheda. Le FIFO  IDT72V3640 [18] sono utilizzate per adeguare 
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il numero di input generabili al numero di pin di ingresso del chip. Infatti il nostro 
apparato ha, come pattern generator solo 68 canali, mentre il numero di pin di input del 
chip è 121. Per ovviare a questa mancanza sono quindi state introdotte le FIFO (le cui 
uscite sono 36 bit per chip) in cui vengono memorizzati in anticipo i valori dei pin di 
ingresso relativi ai 6 bus per gli Hit da inviare al chip. Per tale motivo, il test è suddiviso 
in due fasi che si alternano in modo sequenziale. Inizialmente sono caricati i dati nelle 
FIFO mentre il chip è mantenuto “fermo” in una condizione stabile (il clock viene tenuto 
basso e il TCK rimane all'ultimo valore assunto prima di iniziare il caricamento nelle 
FIFO dei nuovi dati). Dopo che le FIFO sono state caricate con i dati corretti, entriamo 
nella seconda fase del test, che rappresenta la parte cruciale del test stesso, in cui le uscite 
delle FIFO vengono scaricate sul chip sincronizzate con i segnali provenienti dal pattern 
generator. In questa fase, viene abilitata anche  la parte del TLA 715 che funge da Logic 
Analyzer acquisendo le uscite del chip ad ogni ciclo di clock e memorizzandole in un 
formato opportuno in un file che successivamente verrà confrontato con i dati prodotti 
dalle simulazioni descritte nel Capitolo2 
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Figura 3.1.1.  Immagine della scheda usata per il test dei primi prototipi del chip di memoria associativa. Al 
centro e’ visibile il chip inserito all’interno dello zoccolo ZIF. I segnali relativi al pattern generator sono 
quelli che rimangono sul lato destro, mentre quelli relativi al Logic Analyzer sono quelli posti in prossimità 
del bordo sinistro. Le FIFO sono quelle evidenziate in giallo. 
La gestione dei clock da inviare ai vari elementi che compongono la scheda, e’ stata una 
fase molto delicata del mio lavoro. Infatti si deve tenere presente che per il chip devono 
essere generati sia il clock globale che il TCK, mentre per le FIFO, devono essere 
generati i segnali di read_clock, sincrono con il clock globale, e di write_clock. Al fine di 
ottimizzare i test, sono state inserite nella scheda molte opzioni riguardo alla 
distribuzione del clock. Tali segnali possono essere generati sulla scheda inserendo un 
oscillatore e mandando il clock esterno al Pattern Generator e al Logic Analyzer, oppure 
direttamente tramite il Pattern generator. Inoltre sono state inserite 6 linee di ritardo 
DS1135L[19]  (3 da 12ns e 3 da 25ns)  per aggiustare e gestire individualmente i 4 fronti 
di clock necessari al funzionamento del test.  
Questa fase del mio lavoro può essere suddivisa in 2 sezioni: 
FIFO 
AMchip 
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• Produzione del software che traduce i test vector (“Pattgen” di Figura 3.2.1)  della 
simulazione nel formato del pattern generator per inviare gli stimoli (“PG_FILE” 
di Figura 3.2.1) a tutte le parti della scheda. Lo stesso software produce anche il 
file degli output simulati (“LA_FILE” di Figura 3.2.1) per verificare, per ogni 
ciclo di clock, i dati raccolti dal Logic Analyzer. Inoltre ho prodotto il software 
(“Verifica” di Figura 3.2.1) per il confronto dei dati fisicamente acquisiti dalla 
scheda con quelli ottenuti dalle simulazioni. 
• Configurazione della scheda per ottimizzare i test. 
 
La prima sezione è stata sviluppata mentre aspettavo la scheda. In questo modo, al 
momento della disponibilità del Test Stand, il software era già praticamente pronto, 
limitando al massimo i tempi morti in attesa dei primi prototipi del chip di memoria 
associativa. 
Il TLA 715 della Tektronics (vedi Figura 3.1.1) è un Personal Computer con un sistema 
operativo Windows. Possiede due moduli che fungono rispettivamente da Pattern 
Generator e da Logic Analyzer. Il modulo PatternGenerator possiede 4 probe (A, B, C, 
D) di uscita, ognuna delle quali possiede 16 canali per gli stimoli. Inoltre ogni probe 
contiene altri 5 segnali: clock (output), data_strobe (output), inhb (input), eventA (input) 
e eventB (input). 
Il clock può essere impostato dall’utente ed ha un limite massimo in frequenza pari a 
125MHz. Il data_strobe è un segnale che può essere attivato dall’utente. Per attivare 
quello relativo ad una delle 4 probe (A, B, C, D) è necessario attivare rispettivamente uno 
tra i canali 12, 11, 10 , 9 della probe D. Questo segnale può essere in fase con il clock 
oppure essere sfasato di mezzo ciclo di clock. 
I segnali di event sono utilizzati per definire una condizione che abiliti il funzionamento 
del pattern generator. Il segnale di inhb disabilita la condizione imposta dai due ingressi 
event.     
Il modulo Logic Analyzer è organizzato anch’esso con 4 probe da 16 canali per 
l'acquisizione dei segnali da monitorare. Ogni probe del Logic Analyzer possiede una 
sonda di clock, in questo modo è possibile definire 4 clock diversi per il campionamento 
dei dati relativi alle 4 probe.  
 
Figura 3.1.2.  Pattern generator 
 
3.2 Software 
In Figura 3.2.1 viene mostrato lo schema di flusso secondo cui si sono sviluppati i test. I 
programmi che ho personalmente creato sono: “Pattgen” e “Verifica”. Come già spiegato 
all’interno del Capitolo 2, i testvector sono file ASCII in cui ogni riga rappresenta i 
segnali di input e di output del chip ad un dato ciclo di clock. Compito di “Pattgen” e’ 
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quello di selezionare i caratteri che identificano il valore degli input per  creare il 
“PG_FILE” da caricare sul pattern generator, al fine di riprodurre fisicamente i segnali 
utilizzati in fase di simulazione. 
Il procedimento però viene complicato dal fatto che, avendo un numero di canali del 
pattern generator inferiore al numero di pin di input, si devono utilizzare anche le FIFO. 
Il PG_FILE perciò viene suddiviso logicamente in due parti: una prima parte, in cui 
vengono caricate le FIFO con gli opportuni segnali, e una seconda parte in cui queste 
vengono scaricate, generando quelli che sono i valori dei 6 bus di input relativi ai 6 layer 
dei pattern, in maniera sincronizzata con le uscite del pattern generator stesso, che in 
questa fase comanda i restanti input del chip.  
Nella FIFO numero 0 vengono memorizzati i segnali relativi ai bus dati 0 e 1, nella FIFO 
1 si memorizzano i dati relativi ai bus 2 e 3 e la FIFO 2 contiene i segnali relativi ai bus 4 
e 5. Naturalmente nella fase di caricamento delle FIFO, il chip viene mantenuto fermo in 
uno stato stabile e il Logic Analyzer non acquisisce (viene mantenuto basso il valore del 
segnale di clock che lo gestisce). La scrittura delle FIFO avviene mediante l’abilitazione 
del segnale WriteEnable relativo alla FIFO in cui vogliamo scrivere (Segnali 
PatternGenerator 40,41,42 Vedi Appendice A). Il segnale di WriteClock delle FIFO e’ 
comune a tutte e tre (PG39). 
 
Figura 3.2.1.  Schema di flusso del test dei chip. Il PG_FILE viene creato da Pattgen partendo dai test 
vector e passato al Pattern Generator per stimolare il chip. Pattgen crea inoltre LA_FILE che viene usato da 
Verifica per controllare i dati raccolti dal Logic Analyzer immagazzinati in LA_DATA_FILE 
 
In questa fase le FIFO vengono caricate in cicli di clock diversi e in maniera sequenziale. 
Pattgen, sfruttando un puntatore alla riga dei testvector, crea il PG_FILE eseguendo le 
seguenti operazioni (partendo dalla prima riga): 
 
a) Legge una riga del testvector e individua tutti i segnali di input memorizzandoli in 
un array. 
b) Scrive una riga per memorizzare il dato relativo ai bus 0 e 1 nella FIFO 0. 
c) Scrive una riga per memorizzare il dato relativo ai bus 2 e 3 nella FIFO 1. 
d) Scrive una riga per memorizzare il dato relativo ai bus 4 e 5 nella FIFO 2. 
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e) Torna al punto a), incrementa il puntatore e ripete per 1000 volte (1000 
rappresenta la quantità di dati che vengono memorizzati in ogni FIFO). 
f) Torna alla prima riga del testvector, decrementando il puntatore di 1000, 
rileggendola. In questo modo viene preparata la seconda fase del test, durante la 
quale si scaricano le FIFO e si inviano gli input rimanenti tramite i canali del 
pattern generator.  
g) Scrive una riga con i segnali per pilotare correttamente il chip e in cui sono 
abilitati i segnali di ReadEnable delle FIFO e il segnale di clock del Logic 
Analyzer. 
h) Incrementa il puntatore alla riga. 
i) Torna al punto g) per 1000 volte. 
j) Torna in a) per analizzare i successivi pacchetti di 1000 righe fino a quando non 
viene letto tutto il file testvector. 
 
Dalla sequenza di operazioni sopra descritta, è chiaro che il numero delle righe che 
compongono il PG_FILE è 4 volte maggiore del numero di righe del relativo testvector. 
Questo ha comportato una certa complicazione applicativa a causa della limitata memoria 
del modulo Pattern Generator del TLA 715. In particolare, sono stato costretto ad 
introdurre un opzione in Pattgen che creasse più di un PG_FILE per ogni testvector. La 
lunghezza di ogni singolo sotto file, per non saturare la memoria del nostro strumento, 
non doveva eccedere il milione di righe. Questo fatto ci ha obbligati a introdurre sul TLA 
stesso un programma, realizzato in Visual C++, che permettesse di caricare 
sequenzialmente tutti i PG_FILE relativi ad un medesimo testvector, e che, inserisse in 
un unico file di uscita, LA_DATA_FILE, tutti i segnali raccolti dal Logic Analyzer 
durante il test. Il LA_DATA_FILE deve poi essere confrontato con il LA_FILE, 
anch’esso prodotto da Pattgen. Per creare questo file, le cose sono state notevolmente più 
semplici, infatti l’unica cosa che Pattgen deve fare e’ estrarre da ogni riga del testvector 
solo i segnali relativi alle uscite attese dalla simulazione e memorizzarle in un file 
rispettando il formato del file di uscita del Logical Analyzer. Il modulo “Verifica”, creato 
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allo scopo di controllare la coincidenza fra i segnali fisicamente raccolti e immagazzinati 
nel LA_DATA_FILE  e i segnali attesi dalla simulazione e immagazzinati nel LA_FILE, 
conclude tutta l'operazione con i risultati finali. Infatti, confrontando i due file riga per 
riga e carattere per carattere, è in grado di trovare ogni minima differenza e mandare in 
uscita un messaggio in cui viene specificato il nome del segnale per cui si è verificato 
l’errore, il valore atteso, quello misurato e il ciclo di clock a cui è avvenuto l’errore. Tali 
informazioni, hanno permesso durante i test sui prototipi del chip, non solo di capire quali 
fossero i chip “buoni”, ma anche di capire quali tipi di problemi affliggessero i chip 
difettosi. Ciò è stato molto importante per poter valutare con precisione la bontà del 
progetto e il livello di resa atteso per la futura produzione. Di questi aspetti, resa di 
produzione attesa e recupero di chip solo leggermente  difettosi, parleremo 
approfonditamente nel Capitolo5, dedicato ai risultati ottenuti dalla fase di test. 
3.3 Set Up Del TEST STAND 
Nell’attesa di ricevere i primi prototipi del chip standard cell, ho iniziato a controllare il 
corretto funzionamento della scheda e delle varie parti che la compongono, soprattutto 
delle FIFO, utilizzando il chip della Xilinx XCS40XL-PQ208[20], un FPGA compatibile 
come dimensioni e numero di pin con il package scelto per il chip standard cell.  
In questa fase di “debug” della scheda, ho programmato direttamente il chip FPGA, 
utilizzando il CAD Xilinx per l’interfaccia JTAG,  installata sulla scheda in previsione 
dell’uso del chip programmabile. La programmazione è avvenuta tramite Personal 
Computer connesso con il cavo parallelo che la Xilinx stessa fornisce. Per  sintetizzare e 
programmare la FPGA ho usato Foundation 4.1.  
Per fare questo, ho inizialmente programmato il chip FPGA con un solo registro in cui 
immagazzinavo i dati provenienti dalle FIFO che poi rileggevo, tramite Logic Analyzer, 
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in uscita ritardati di un ciclo di clock. Con questo sistema ho controllato che tutte le parti 
della scheda, comprese le FIFO, funzionassero correttamente.  
Dopo questa breve fase iniziale dall’esito positivo, abbiamo implementato sul chip Xilinx 
il modello dello standard cell. Precisiamo che nello standard cell il 90% dell’area viene 
ricoperta dalla banca dei pattern, lasciando alla logica residua il 10% di superficie. Sul 
chip programmabile invece, il 95% delle risorse a disposizione viene utilizzato dalla 
logica residua lasciando alla pattern bank solo 5% di spazio. Alla fine abbiamo ottenuto il 
modello del chip standard cell implementato su un FPGA, in cui però la memoria poteva 
contenere soltanto due pattern e le prestazioni, in termini di timing, erano naturalmente al 
di sotto di quelle dello standard cell. La frequenza massima di funzionamento del FPGA 
implementato è risultata essere circa 20MHz, mentre quella del chip standard cell è 
50MHz ( quest’ultima è anche più elevata rispetto alle nostre reali necessità). 
Ho condotto questi primi test ad una frequenza di 10MHz per garantirmi un certo 
margine di sicurezza rispetto alle prestazioni offerte dal FPGA.  
 
Un problema che ho dovuto subito affrontare è stato quello della generazione dei vari 
segnali di clock da inviare alle parti della scheda. Dovevamo infatti decidere come 
pilotare il clock del chip, il read_clock e il write_clock delle FIFO, e il clock di 
campionamento del Logic Analyzer. La configurazione scelta è stata: 
 
• Collegare il read_clock delle FIFO direttamente al clock del Pattern Generator. In 
questo modo, durante la fase del test in cui si stimola il chip,  i dati in uscita dalle 
FIFO sono naturalmente sincronizzati con i segnali del Pattern generator. Questo 
modulo infatti, così come le FIFO immettono in uscita un nuovo dato in 
corrispondenza del fronte in salita del segnale di read_clock (se il read_enable è 
attivato), cambia  i segnali sulle sue probe in coincidenze del fronte di salita del 
segnale di clock che egli stesso genera (e che l’utente può impostare).    
• Collegare il clock del chip e il write_clock delle FIFO al data_strobe D e C 
(sfasati entrambi di mezzo ciclo rispetto al clock del pattern generator). Questa 
  
 
 
68
scelta permette di avere, sul fronte di salita del clock, dei dati stabili. In entrambi i 
casi infatti, sia i dati da scrivere nelle FIFO, sia i dati da inviare sul chip, 
cambiano mezzo periodo prima del fronte di campionamento. 
• Collegare il clock del Logic Analyzer con il clock del chip, anch’esso quindi 
sfasato di mezzo ciclo di clock rispetto al clock del Pattern Generator.    
 
I risultati ottenuti in questa fase sono stati assai incoraggianti. Infatti i test eseguiti, pur 
rimaneggiati e semplificati, rispetto a quelli che abbiamo prodotto  per i chip standard 
cell, adattandoli al progetto implementato su un FPGA, hanno permesso di giudicare il 
funzionamento del test stand e risolvere tutti i problemi di sincronizzazione prima 
dell’arrivo dei chip standard cell. 
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Capitolo 4  
Test Dei Prototipi 
In questo capitolo parleremo dei test effettuati sui prototipi del chip standard cell e dei 
risultati ottenuti. Parleremo inoltre delle aspettative e delle problematiche legate alla 
produzione delle memorie associative. 
4.1  Test Effettuati e Problemi Incontrati 
In Figura 3.1.1 viene mostrato uno dei 116 prototipi del chip di memoria associativa  che 
la IMEC ci ha fornito a fine settembre 2004. 
Il test dei prototipi è quindi un momento molto importante perché permette di dimostrare 
la validità del progetto o di mettere in evidenza eventuali problemi che necessitano di un 
intervento prima della produzione. Occorre inoltre considerare che questo test era 
caratterizzato da un’urgenza tutta particolare, poiché la produzione era programmata  a 
distanza di pochi mesi (era prevista per il gennaio successivo), e le modalità di 
produzione dovevano essere discusse per tempo, tenendo in conto i risultati del test dei 
prototipi. 
Questo spiega l’importanza di qualunque decisione che si dovesse prendere per risolvere 
eventuali difficoltà scoperte durante il test dei prototipi. 
Inizialmente ho condotto i test su una decina di memorie associative ad una frequenza di 
20MHz, notevolmente più bassa rispetto alla frequenza di lavoro garantita in fase di 
sintesi del chip (50 MHz). Inoltre i primi test che ho effettuato erano quelli più corti da 
eseguire e meno completi dal punto di vista hardware, come ad esempio il test che 
riguarda il corretto funzionamento della FSM del chip o il test del modulo JTAG, 
lasciando per ultimi quei test che impiegavano il maggior tempo, come i test Random e il 
test della memoria (Mem).   
                                                 
Figura 4.1.1.  Immagine del nuovo AMchip realizzato con tecnologia standard cell 0.18 µm. 
Mentre i test corti avevano una buona probabilità di successo sui primi prototipi 
selezionati, i test complessi, Random test e Mem, avevano un’altissima probabilità di 
finire con almeno un piccolo fallimento. Anzi, per una fluttuazione sfortunata, ho passato 
questi test sui primi sette prototipi, senza che nessuno di questi risultasse perfetto.  
Insospettito e preoccupato ho allora ripetuto i test a 10 MHz, in condizioni molto 
conservative per il timing del chip, in modo da escludere ogni possibile contributo del 
test stand agli errori. Anche in queste condizioni gli errori si ripetevano esattamente 
uguali a quelli osservati a 20 MHz. Poi andando avanti ho cominciato a trovare prototipi 
che passavano anche i test più selettivi, e questo ci ha incoraggiato. 
Progressivamente ho alzato la frequenza di lavoro sui primi prototipi selezionati e la 
risposta del chip è rimasta buona fino al raggiungimento della frequenza di 35MHz. Al di 
sopra di questo limite hanno iniziato a presentarsi dei problemi e le reali uscite del chip 
non coincidevano più con i dati aspettati dalle simulazioni. In verità, il cattivo esito delle 
prove ad elevata frequenza, non poteva essere imputato con sicurezza al chip. Infatti, i 
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problemi erano presenti non solo sugli output del nostro chip, ma anche sugli output delle 
FIFO, che forniscono gli input per la nostra logica da testare. Inoltre un controllo visivo 
sui vari segnali di clock, tramite oscilloscopio, ha messo in luce un certo degrado 
introdotto dalla lunghezza delle linee di tali segnali. L’impatto di tale degrado 
naturalmente si aggrava con l’aumentare della frequenza ed in prossimità dei 40MHz tali 
linee divengono praticamente inutilizzabili.  
Di fronte a questo fatto abbiamo valutato diverse possibilità: 
 
• Inserire sulla scheda dei Buffer che rigenerassero e distribuissero con più basso 
fanout i segnali di clock. Questo può essere fatto mediante incollaggio del buffer 
sulla scheda esistente e mediante connessioni volanti a partire dai pin del buffer. 
• Progettare ex novo la scheda, curando maggiormente le linee di clock e comunque 
inserendo dei Buffer. 
• Portare avanti i test ad una frequenza più bassa, selezionando in tal modo i 
candidati chip “buoni” da montare sulla scheda LAMB. Una volta montati e 
installati sulle schede alloggiate nel crate VME[21] eseguire i medesimi test a 
frequenza elevata. 
 
Valutando le varie possibilità abbiamo tenuto conto del fatto che per avere una nuova 
scheda di test avremmo perso circa un mese per la modifica del progetto e la sua 
realizzazione. Per risparmiare abbiamo considerato anche la possibilità di modificare la 
scheda già montata, incollando un buffer su una superficie libera. Tuttavia anche questa 
procedura poteva comunque generare dei ritardi sul test, poiché per operare la modifica è 
necessario smontare il test stand funzionante di Figura 3.1.1, per  poi doverlo rimontare e 
farlo funzionare di nuovo. Inoltre la verifica più veritiera e conclusiva del corretto 
funzionamento dei chip poteva essere fatta solo con il loro inserimento sulle schede nel 
crate VME, test quindi ad alta priorità. Infatti, l’allestimento del test stand per un singolo 
chip aveva come funzione quella di operare una prima selezione dei dispositivi 
funzionanti da montare su scheda per proseguirne la verifica con test più realistici.  
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Abbiamo anche considerato il fatto che, per il futuro test dei chip in uscita dalla 
produzione, avremmo dovuto allestire un tipo di test stand diverso (a causa dei tempi 
eccessivamente lunghi di esecuzione del nostro apparato) o servirci dell’aiuto di qualche 
azienda privata esterna. Quest’ultima considerazione è causata dal fatto che il numero 
totale dei chip richiesti dall’esperimento, che era inizialmente 500, è salito poi a circa 
2000, senza nessun slittamento sui tempi d’installazione. Poiché la resa di produzione dei 
chip sarà sicuramente inferiore al 100% dovremmo sicuramente testarne più di 2000 e 
considerando che per il test di un singolo chip impieghiamo circa 15 minuti, il test di più 
di 2000 pezzi avrebbe fatto acquisire ritardi troppo elevati al nostro programma di 
produzione. Dei 15 minuti necessari per verificare il funzionamento di un chip la maggior 
parte (il 90%) sono imputabili alla lentezza con cui il modulo pattern generator carica i 
dati nella sua memoria. Poiché il test di un chip è costituito da molti file, che vengono 
caricati in sequenza, non è possibile caricare i vettori di test una sola volta per poi usarli 
su tutti i chip. 
Abbiamo infine provato un certo numero di prototipi sia a bassa (10 MHz) che ad alta (33 
MHz) frequenza. Abbiamo potuto verificare in modo convincente che i test davano 
esattamente gli stessi risultati indipendentemente dalla frequenza. 
Alla luce di tutte queste considerazioni abbiamo optato per provare a mantenere la scheda 
così com’era e andare avanti con test a bassa frequenza (10MHz), per passare 
velocemente tutti i prototipi in nostro possesso e fare una prima importante statistica su di 
essi.  
Abbiamo montato in parallelo anche un’altra scheda di test del tutto uguale dove fosse 
facile incollare il buffer del clock, senza dover smontare il primo test stand in uso. Questo 
ci dava la sicurezza di poter tornare all’idea di un test stand più veloce in un qualsiasi 
momento. 
Le modifiche che ho apportato sul test stand in uso, direttamente sulla scheda sono state: 
(a) l’inserimento di un pull down resistivo sui segnali clock e TCK del chip, per garantire 
lo stato zero quando fra il caricamento di un file e l’altro il pattern generator li lascia Hiz,  
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e (b) un pull-up di tipo resistivo sul segnale Wired_DA, che come descritto nei paragrafi 
precedenti può andare in Hiz.     
Inizialmente avevamo previsto di eseguire su ogni chip tutti i vettori di test prodotti 
durante la simulazione. Mi sono reso conto però che questo avrebbe portato via troppo 
tempo ed inutilmente, in quanto il set di controlli a disposizione è largamente ridondante. 
Sono andato, perciò alla ricerca di un test che fosse il più selettivo possibile nei confronti 
dei chip, cioè tale che se un chip lo passa è garantito che passa anche tutti gli altri. Il test 
che ho scelto per svolgere questa funzione è il MEM. Esso infatti scrive tramite jtag, un 
pattern diverso in tutte le 5120 celle che compongono la memoria, poi, per mezzo degli 
hit opportuni, fa scattare tutti i pattern, uno dopo l’altro. In questo modo si effettua un 
controllo sia sulla logica sparsa di controllo, che sul corretto funzionamento di tutte le 
celle di memoria che compongono la banca dei pattern. 
Utilizzando il test MEM ho potuto individuare più velocemente i potenziali chip buoni. 
Naturalmente i chip che avevano passato la selezione del test MEM sono stati sottoposti a 
tutti gli altri per avere una più valida e completa conferma del loro corretto 
funzionamento.  
I risultati positivi di questi test hanno dato prova della corretta scelta del test MEM come 
prova discriminante tra i chip “buoni” e i chip difettosi. Ho avuto una ulteriore conferma 
sottoponendo un certo numero di chip, che avevano dato pochi problemi con il MEM, a 
tutti gli altri test. La maggior parte di questi chip davano errori anche in altri test.  
4.2 I Risultati Del Test 
Grazie alle informazioni messe a disposizione da “Verifica”, è stato possibile scoprire 
quale frazione di chip era veramente perfetta e quali tipi di problemi affliggevano i chip 
che non superavano il test.  
I risultati prodotti dall'utilizzo del test MEM ripetuto su tutti i prototipi disponibili con la 
frequenza di 10 MHz, sono riassunti in Figura 4.2.1. 
Come si vede, la resa della produzione, in termini di chip che hanno superato il test MEM 
(“0 pattern difettosi” nella figura, significa anche che nessun altro errore è stato trovato), 
è risultata essere il 36%. Tale resa, risulta essere inferiore alle aspettative (68%) fornite 
dalla IMEC per un chip di area 10 mm x10 mm. L’IMEC mette a disposizione del mondo 
universitario e di ricerca europeo i processi della fonderia UMC di Taiwan. Noi abbiamo 
ordinato il chip alla IMEC e la IMEC ha infine emesso l’ordine alla UMC.  
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Figura 4.2.1. Istogramma della resa di produzione dei chip. La prima colonna
identifica i 35 chip che hanno superato il test MEM, mentre l'ultima colonna 
rappresenta i chip che hanno un numero di pattern difettosi maggiore di 5.  
 
La misura della resa, quindi, è stato un importante risultato, ancor di più perché essendo 
un numero inaspettato ci ha costretto a cambiare strategia di produzione, come discusso 
nel prossimo paragrafo.  Abbiamo contattato l’IMEC per avere spiegazioni su una resa 
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così bassa e ci e’ stato risposto che era importante studiare il tipo di fallimenti e vedere se 
c’erano delle regolarità che avremmo potuto interpretare, eventualmente anche come 
difetti del progetto. Ovviamente non possono essere banali difetti logici, in quanto la 
simulazione funzionante e l’esistenza dei chip perfetti dimostrano la bontà della logica. 
Tuttavia il layout ed il routing potrebbero essere stati al limite dell’accettanza in qualche 
punto, e questo con fluttuazioni di processo, avrebbe potuto causare dei problemi 
occasionali.  
Quindi la discrepanza poteva essere imputata ad un problema nel progetto del chip o ad 
una sua particolare sensibilità ai parametri del processo, parametri che in un run Multi 
Project Wafer (MPW) come il nostro non possono essere ottimizzati per un progetto 
particolare. 
Abbiamo quindi ripreso i test dedicando particolare attenzione al tipo di fallimenti. 
E’ stato quindi possibile scoprire che alcuni dei prototipi avevano soltanto pochi pattern 
difettosi, anzi sembrava chiaro che in molti casi un solo bit di un solo pattern era 
difettoso. Grazie a “Verifica” è stato possibile scoprire quanti e quali pattern non 
funzionavano in ogni chip difettoso. La figura 4.2.1 riporta il risultato di questa 
classificazione e mette in evidenza che la frazione di chip con un solo pattern difettoso è 
tutt’altro che trascurabile e sommata alla frazione di chip perfetti dà un totale (~60%) 
molto più vicino alle previsioni della IMEC. 
Abbiamo quindi deciso di capire se i fallimenti erano distribuiti in modo casuale o 
regolare all’interno delle quattro colonne di pattern della memoria. 
In Figura 4.2.2 sono riportati, nella posizione approssimativamente corretta, tutti gli 
indirizzi dei pattern che sono risultati fallimentari nei prototipi dei chip considerati poco 
difettosi. I pattern fallimentari sono rappresentati da pallini rossi inseriti nelle 4 colonne 
azzurre che rappresentano la banca dei pattern. E’ evidente che sono sparpagliati 
casualmente, nessuna regolarità è perseguibile.  Questo ci ha fatto pensare che i fallimenti 
potessero essere dovuti a difetti locali del silicio, distribuiti casualmente sull’area del 
chip. 
  
  
Figura 4.2.2. Distribuzione dei pattern fallimentari sui chip che mostravano un comportamento “poco 
difettoso”. La figura mostra i 4 banchi di memoria in cui è organizzata la banca dei pattern all’interno del 
chip standard cell. Per ognuno dei 4 blocchi vengono riportati gli indirizzi dei pattern  (prima colonna 
partendo da sinistra), il pattern difettoso (seconda colonna), il layer che provoca il malfunzionamento (terza 
colonna) e il numero del prototipo del chip difettoso. I numeri nella riga più in basso indicano il numero di 
pattern difettosi per ogni blocco di memoria. Si nota dai dati che i difetti sono distribuiti su tutta la 
memoria. 
 
Questo spiegherebbe perché i difetti si spostano a caso da prototipo a prototipo. In tal 
modo si potrebbe anche spiegare, almeno in parte, la differenza fra la resa misurata e la 
resa predetta dalla IMEC. Infatti questo ultimo numero tiene in conto dell’effetto delle 
impurità per progetti sintetizzati da Synopsis e piazzati/routati automaticamente su una 
certa area, ma sicuramente non tiene in conto del fatto che il grande array di pattern (90% 
dell’area del chip) nel nostro caso è stato piazzato a mano raggiungendo densità di logica 
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ben più alte di quelle ottenibili con strumenti automatici. In questo caso le impurità 
possono avere un effetto maggiore di quello calcolato nel caso di logica più diluita. 
La IMEC però continuava ad insistere che il problema incorso era il tipico 
comportamento che si osserva quando un progetto mostra una eccessiva dipendenza dai 
parametri del processo. La IMEC stessa ci ha consigliato di fare i seguenti, più 
approfonditi test, per fare luce su questa ipotesi. 
Per verificare l'eventualità di un problema di processo, abbiamo quindi deciso di ripetere 
il test MEM in condizioni di diversa alimentazione del chip, pur rimanendo all'interno dei 
valori di alimentazioni garantite [1.95 V-1.65 V]. La IMEC sosteneva che variando la 
tensione di alimentazione avremmo assistito ad una diversa frequenza di errori del chip. 
Sono stati successivamente ripetuti i test MEM variando anche la temperatura. Non si 
sono osservate deviazioni significative del comportamento dei chip. Poiché i risultati del 
test hanno evidenziato una stabilità del problema in funzione sia della tensione che della 
temperatura, potemmo concludere che il deficit di resa non sia imputabile ad 
un’eccessiva dipendenza del progetto dai parametri del processo. L’ipotesi di difetti del 
silicio sembra più attendibile.  
Abbiamo infine condotto un test riguardo alla corrente assorbita dal core del chip a riposo 
su un campione di 23 prototipi composto da 14 chip “buoni” e 9 chip “difettosi”. La 
misura della corrente è stata effettuata subito dopo aver eseguito un test veloce, il JTAG. 
Ciò è necessario per essere sicuri che al momento del rilevamento della corrente tutti i 
chip fossero effettivamente nel medesimo stato stabile.  
In Figura 4.2.3 viene mostrato l’andamento dei dati forniti da questo test sulla corrente 
assorbita. Sulle ascisse abbiamo posto il numero del chip, mentre sulle ordinate troviamo 
il valore della corrente di core espressa in µA. La curva in blue si riferisce alla corrente 
assorbita dai chip “buoni”, mentre la curva in viola si riferisce alla corrente assorbita da 
quelli difettosi. Le curve gialla e celeste si riferiscono ai valor medi  
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Figura 4.2.3. Misura della corrente di core, a riposo, dei chip “buoni” e di quelli difettosi. E’ possibile 
notare come i chip “buoni” rivelino una elevata stabilità in corrente, al contrario di quanto accade per quelli 
difettosi. 
 
In conclusione anche questa misura va a favore dell’ipotesi di difetti locali, sparsi 
sull’area del chip, difetti che causano spesso una corrente in eccesso rivelabile. 
Dopo tutta questa serie di misure la IMEC stessa ha riconosciuto l’alta probabilità che la 
nostra ipotesi fosse corretta. 
Con queste informazioni è stato ipotizzato che in realtà questi chip “quasi perfetti” o 
“leggermente difettosi” potessero essere recuperabili. Infatti se il difetto è locale e stabile 
è pensabile di rinunciare all’utilizzo delle locazioni difettose azzerando totalmente il 
contenuto dei relativi pattern In questo modo un pattern viene disabilitato). Abbiamo 
deciso di non verificare la capacità di recuperare i chip sul test stand del pattern generator 
ma di rimandarla ai test che sarebbero stati condotti sui chip una volta montati sulle 
schede nel crate VME. Questa decisione è stata presa per vari motivi: 
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• Sulla scheda VME è possibile testare molti chip tutti allo stesso tempo.  
• Il caricamento dei pattern è veloce in quanto è sufficiente leggere un file in cui è 
facile includere una qualunque modifica. 
• L’azzeramento delle celle di memoria “incriminate” comporta, per il nostro test 
stand, la generazione di nuovi e diversi vettori di test specifici per ogni chip, 
mentre sul crate VME richiede semplicemente la modifica del file di caricamento 
dei pattern.   
•  I vettori di test sono generati con un procedimento molto lento e complicato 
 
Abbiamo montato 16 dispositivi con problemi noti su una lamb e l’abbiamo testati a 
lungo nel crate VME, utilizzando un random test molto simile dal punto di vista 
concettuale a quello del test stand di singolo chip (applicato però a 16 chip in parallelo). 
Abbiamo azzerato i pattern difettosi e quindi eseguito i test per molti giorni di seguito. 
L’azzeramento dei pattern funziona perfettamente e la memoria associativa così costruita 
funziona perfettamente con il solo difetto di avere bisogno di un database in cui sono 
scritti i pattern  da azzerare. 
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Conclusioni 
L’incremento delle prestazioni dell’acceleratore, come l’innalzamento del livello di 
luminosità, sono necessarie per l’indagine scientifica volta alla scoperta di nuove 
particelle che confermino, o eventualmente smentiscano, i modelli di fisica attualmente in 
uso. Tale potenziamento mette a disposizione dell’analisi eventi di dimensioni maggiori e 
a maggior frequenza. E’ perciò necessario modificare l’hardware incaricato della 
ricostruzione delle tracce, rendendolo più veloce ed efficiente, al fine di sfruttare le nuove 
potenzialità del sistema. 
Una parte del  lavoro di tesi è stato dedicato allo sviluppo del chip di memoria 
associativa, che rappresenta il fulcro intorno al quale ruota il processo di rinnovamento 
del sistema SVT, uno strumento potente e innovativo nell’ambito degli esperimenti della 
fisica delle alte energie, in grado di ricostruire in tempo reale le tracce delle particelle che 
attraversano il rivelatore CDF. 
La Memoria Associativa rappresenta il “contenitore” di tutte le possibili tracce che 
possono essere ricostruite in tempo reale. Per rendere più efficiente il sistema di 
ricostruzione è necessario avere la possibilità di immagazzinare quante più informazioni 
possibili in questa banca dati.  
Con il nuovo chip standard cell è possibile raggiungere elevate densità di pattern 
portando il loro numero a 5120 contro i 128 fino a questo momento disponibili, 
incrementandone la capienza di circa 40 volte. In questo modo è possibile migliorare le 
prestazioni di SVT, riducendone il tempo di analisi dei dati, e migliorarne l’efficienza. 
La parte principale del lavoro di tesi è rappresentata dalla definizione e sviluppo del 
sistema di test: tale sistema determina in maniera univoca un procedimento che permette, 
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anche durante la fase di produzione, di selezionare i chip funzionanti da quelli difettosi. 
Inoltre  fornisce la possibilità di capire qualitativamente quali sono i problemi che 
affliggono i chip eventualmente scartati. In tal modo sarà possibile, se ve ne fosse 
l’esigenza, utilizzare, con funzionalità ridotta, anche quelli non eccessivamente difettosi 
(ad esempio, sapendo quali celle di memoria sono difettose è possibile disabilitarle e 
utilizzare comunque il chip con le restanti celle). 
I risultati ottenuti sui primi prototipi del chip sono stati soddisfacenti e ci hanno fornito la 
certezza della bontà del progetto. L’unico aspetto che desta alcune perplessità è 
rappresentato dalla resa, che è risultata piuttosto bassa (36%). Nel valutare tale parametro 
si deve tenere presente che questi primi prototipi sono stati realizzati con un run MPW, 
quindi non ottimizzato per le specifiche del nostro progetto. Inoltre, tenendo conto del 
numero dei chip che eventualmente possono essere utilizzati, benché difettosi, la resa si 
assesta al 68%, che è il valore aspettato. 
Il prossimo passo da compiere sarà l’installazione del nuovo sistema direttamente 
all’interno di SVT. In tale processo è compresa, oltre alla sostituzione dei chip e delle 
schede su cui vengono montati, anche una riorganizzazione di tutte le parti che lo 
compongono al fine di sfruttare le nuove prestazioni della Memoria Associativa. 
L’installazione del nuovo hardware è prevista durante il prossimo “shut down” 
dell’esperimento (lo spegnimento del fascio per lavori di manutenzione e controllo)  
programmato per l’estate 2005. Sia l’hardware sia il software che lo gestisce devono 
essere pronti per l’inizio di tale periodo. 
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Appendice A : Schematiche della Scheda di Test 
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