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Abstract
In this paper we study Green measures for certain classes of ran-
dom time change Markov processes where the random time change are
inverse subordinators. We show the existence of the Green measure for
these processes under the condition of the existence of the Green mea-
sure of the original Markov processes and they coincide. Applications
to fractional dynamics in given.
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1 Introduction
One of the most important questions in the theory of random processes is
related with the study of their asymptotic behavior. There are several pos-
sibilities to formulate such questions. For example, let X(t), t ≥ 0 be a
random process in Rd such that X(0) = x ∈ Rd. Denote by µxt the one
dimensional distribution of the process at time t. Then the natural question
is the limiting behavior of µxt for t→∞. Of course, we can expect a positive
answer to this question only for certain particular classes of these processes.
In the case of Markov processes, an essential technique to study the time
asymptotic is related with the Fokker-Planck equation
∂
∂t
µxt = L
∗µxt ,
where L is the generator of the Markov process. In that case, µxt is nothing
but the transition probability measure Pt(x, dy) or the heat kernel for L
which may be analyzed for certain particular cases, see e.g., [GT12, GHH18]
and the wide list of references therein. On the other hand, even for very
simple classes of processes the time-space behavior of Pt(x, dy) may be very
complicated, see [GKPZ18] for the analysis of continuous time random walks
(compound Poisson processes) in Rd.
An alternative way is to consider averaged characteristics of Markov pro-
cesses. In particular, we introduce the Green measure
G(x, dy) :=
∫
∞
0
Pt(x, dy) dt.
The notion of the Green measure is closely related to the concept of potential
in stochastic analysis, see [KdS20] for details. In the latter paper we have
shown the existence of Green measures for certain classes o Markov processes
and analyzed their properties.
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In this paper we are interested in transformations of Markov processes
by means of independent random time changes. The resulting process is
again a Markov process. In particular, as random time change we con-
sider inverse of subordinators. In the literature most of the results in this
direction are related with inverse stable subordinators, see e.g., [MBSB02,
BKMS04, MS06, BMN09, MS15]. In [KP20] the authors study the spectral
heat contents for time changed Brownian motions where the time change
is given either by a subordinator or an inverse subordinator with the un-
derlying Laplace exponent being regularly varying at infinity with index
β ∈ (0, 1). But it is also possible to consider more general inverse subor-
dinators and study such random processes and related properties, see e.g.,
[dSKK16, KKdS20b, KKdS20a].
Let X be a Markov process which admits a Green measure G(x, dy) and
Y its random time change by an inverse subordinator. Our aim is to study
the asymptotic behaviour of the process Y for different classes of inverse sub-
ordinators. The first main point concerns the existence of Green measures for
these time changed processes, that is, applying the above definition of Green
measure leads to divergent integrals in all interesting cases. To overcome this
difficulty we introduce the concept of renormalized Green measure
Gr(x, dy) := lim
T→∞
1
N(T )
∫ T
0
νxt (dy) dt,
where νxt in the marginal distribution of Y (t). The renormalization N(T ) is
uniquely defined by the inverse subordinator under consideration, see (2.16)
and (4.1) below. Such kind of normalizations are well known in the theory
of additive functionals for random processes. This enable us to state the
main contribution of this paper as follows: If the initial Markov process has a
Green measure, then the time changed process will have a renormalized Green
measure which coincides with the Green measure for the Markov process, see
Theorem 4.2 below. An interpretation of this result is very easy. In the time
changed process the evolution is delayed by the random environment and
as a result is slower. That means a slower decay in t leads to a divergent
integral in the definition of the Green measure.
The paper is organized as follows. In Section 2 we describe the class
of subordinators we are interested in as well as the corresponding inverse
subordinators. The main assumption of these classes is given in terms of
the corresponding Laplace exponent, see assumption (H) below. In addition,
we recall the a result on the asymptotic relating the density of the inverse
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subordinator and admissible kernels satisfying (H), see Theorem 2.5. We pro-
vide many examples which fulfill the assumptions in Example 2.1. Sections
3 and 4 we introduce the main object needed and show the main result of
the paper, see Theorem 4.2. Finally, in Section 5 we make an application to
fractional dynamics for the special class of Markov processes known as com-
pound Poisson processes. More precisely, if u(t, x) denotes the solution of the
Kolmogorov equation and v(t, x) is the solution of the associated fractional
evolution equation, then the following average result holds, see Theorem 5.2
1
N(t)
∫ t
0
v(s, x) ds ∼
∫
∞
0
u(s, x) ds =
∫
Rd
f(y)G(x, dy), t→∞,
where f is a suitable initial data.
2 Random Times and Fractional Analysis
In this section we introduce the classes of inverse subordinators we are inter-
ested in. Associated to these classes we define a kernel k ∈ L1loc(R+) which is
used to define a general fractional derivatives (GFD), see [Koc11] for details
and applications to fractional differential equations. These admissible kernels
k are characterized in terms of their Laplace transforms K(λ) as λ→ 0, see
assumption (H) below.
Let S = {S(t), t ≥ 0} be a subordinator without drift starting at zero,
that is, an increasing Lévy process starting at zero, see [Ber96] for more
details. The Laplace transform of S(t), t ≥ 0 is expressed in terms of a
Bernstein function Φ : [0,∞) −→ [0,∞) (also known as Laplace exponent)
by
E(e−λS(t)) = e−tΦ(λ), λ ≥ 0.
The function Φ admits the representation
Φ(λ) =
∫
(0,∞)
(1− e−λτ ) dσ(τ), (2.1)
where the measure σ (called Lévy measure) has support in [0,∞) and fulfills
∫
(0,∞)
(1 ∧ τ) dσ(τ) <∞. (2.2)
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In what follows we assume that the Lévy measure σ satisfy
σ
(
(0,∞)
)
=∞. (2.3)
Using the Lévy measure σ we define the kernel k as follows
k : (0,∞) −→ (0,∞), t 7→ k(t) := σ
(
(t,∞)
)
. (2.4)
Its Laplace transform is denoted by K, that is, for any λ ≥ 0 one has
K(λ) :=
∫
∞
0
e−λtk(t) dt. (2.5)
The relation between the function K and the Laplace exponent Φ is given by
Φ(λ) = λK(λ), ∀λ ≥ 0. (2.6)
In what follows we make the following assumption on the Laplace expo-
nent Φ(λ) of the subordinator S.
(H) Φ is a complete Bernstein function (that is, the Lévy measure σ is
absolutely continuous with respect to the Lebesgue measure) and the
functions K, Φ satisfy
K(λ)→∞, as λ→ 0; K(λ)→ 0, as λ→∞; (2.7)
Φ(λ)→ 0, as λ→ 0; Φ(λ)→∞, as λ→∞. (2.8)
Example 2.1. 1. A classical example of a subordinator S is the so-called
α-stable process with index α ∈ (0, 1). Specifically, a subordinator is
α-stable if its Laplace exponent is
Φ(λ) = λα =
α
Γ(1− α)
∫
∞
0
(1− e−λτ )τ−1−α dτ.
In this case it follows that the Lévy measure is dσα(τ) =
α
Γ(1−α)
τ−(1+α) dτ ,
the corresponding kernel kα has the form kα(t) = g1−α(t) :=
t−α
Γ(1−α)
,
t ≥ 0 and its Laplace transform is Kα(λ) = λ
α−1, λ ≥ 0.
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2. The Gamma process Y (a,b) with parameters a, b > 0 is another example
of a subordinator with Laplace exponent
Φ(a,b)(λ) = a log
(
1 +
λ
b
)
=
∫
∞
0
(1− e−λτ )aτ−1e−bτ dτ,
the second equality is known as the Frullani integral. The Lévy measure
is given by dσ(a,b)(τ) = aτ
−1e−bτ dτ. The associated kernel k(a,b)(t) =
aΓ(0, bt), t > 0 and its Laplace transform is K(a,b)(λ) = aλ
−1 log(1+ λ
b
),
λ > 0.
3. The truncated α-stable subordinator (see Example 2.1-(ii) in [Che17])
Sδ, δ > 0 is a driftless α-stable subordinator with Lévy measure given
by
dσδ(τ) :=
α
Γ(1− α)
τ−(1+α)1 (0,δ](τ) dτ, δ > 0.
The corresponding Laplace exponent is
Φδ(λ) = λ
α
(
1−
Γ(−α, δλ)
Γ(−α)
)
+
δ−α
Γ(1− α)
,
where Γ(ν, z) :=
∫
∞
z
e−ttν−1 dt is the incomplete gamma function (see
Section 8.3 in [GR15]) and the associated kernel kδ is given by
kδ(t) := σδ
(
(t,∞)
)
=
1 (0,δ](t)
Γ(1− β)
(t−β − δ−β), t > 0.
4. Let 0 < β < 1 and 0 < α < 1 be given and Sα,β(t), t ≥ 0 the driftless
subordinator with Laplace exponent given by
Φα,β(λ) = λ
α + λβ.
It is clear from item 1 above that the corresponding Lévy measure σα,β
is the sum of two Lévy measures, that is,
dσα,β(τ) = dσα(τ)+dσα(τ) =
α
Γ(1− α)
τ−(1+α) dτ+
β
Γ(1− β)
τ−(1+β) dτ.
Then the associated kernel kα,β is
kα,β(t) := g1−α(t) + g1−β(t) =
t−α
Γ(1− α)
+
t−β
Γ(1− β)
, t > 0
and its Laplace transform is Kα,β(λ) = Kα(λ) + Kβ(λ) = λ
α−1 + λβ−1,
λ > 0.
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5. Kernel with exponential weight. Given γ > 0 and 0 < α < 1 consider
the subordinator with Laplace exponent
Φγ(λ) := (λ+ γ)
α =
(
λ+ γ
λ
)1+α
α
Γ(1− α)
∫
∞
0
(1− e−λτ )τ−1−α dτ.
It follows that the Lévy measure is given by dσγ(τ) =
(
λ+γ
λ
)1+α α
Γ(1−α)
τ−(1+α)dτ
which yields a kernel kγ with exponential weight, namely
kγ(t) = g1−α(t)e
−γt =
t−α
Γ(1− α)
e−γt.
The corresponding Laplace transform of kγ is given by Kγ(λ) = λ
−1(λ+
γ)α, λ > 0.
Denote by E the inverse process of the subordinator S, that is,
E(t) := inf{s ≥ 0 | S(s) ≥ t} = sup{s ≥ 0 | S(t) ≤ s}. (2.9)
For any t ≥ 0 we denote by Gkt (τ) := Gt(τ), τ ≥ 0 the marginal density of
E(t) or, equivalently
Gt(τ) dτ = ∂τP (E(t) ≤ τ) = ∂τP (S(τ) ≥ t) = −∂τP (S(τ) < t).
As the density Gt(τ) plays an important role in what follows, we collect
the most important properties of it.
Remark 2.2. If S is the α-stable process, α ∈ (0, 1), then the inverse process
E(t) has a Mittag-Leffler distribution (cf. Prop. 1(a) in [Bin71]), namely
E(e−λE(t)) =
∫
∞
0
e−tτGt(τ) dτ =
∞∑
n=0
(−λtα)n
Γ(nα + 1)
= Eα(−λt
α). (2.10)
It follows from the asymptotic behavior of the Mittag-Leffler function Eα
that E(e−λE(t)) ∼ Ct−α as t→∞. Using the properties of the Mittag-Leffler
function Eα, we can show that the density Gt(τ) is given in terms of the
Wright function Wµ,ν , namely Gt(τ) = t
−αW−α,1−α(τt
−α), see [GLM99] for
more details.
For a general subordinator, the following lemma determines the t-Laplace
transform of Gt(τ), with k and K given in (2.4) and (2.5), respectively. For
the proof see [Koc11] or Lemma 3.1 in [Toa15].
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Lemma 2.3. The t-Laplace transform of the density Gt(τ) is given by∫
∞
0
e−λtGt(τ) dt = K(λ)e
−τλK(λ). (2.11)
The double (τ, t)-Laplace transform of Gt(τ) is∫
∞
0
∫
∞
0
e−pτe−λtGt(τ) dt dτ =
K(λ)
λK(λ) + p
. (2.12)
For any α ∈ (0, 1) the Caputo-Dzhrbashyan fractional derivative of order
α of a function u is defined by (see e.g., [KST06] and references therein)
(
D
α
t u
)
(t) =
d
dt
∫ t
0
kα(t− τ)u(τ) dτ − kα(t)u(0), t > 0, (2.13)
where kα is given in Example 2.1-(1), that is, kα(t) = g1−α(t) =
t−α
Γ(1−α)
, t > 0.
In general, starting with a subordinator S and the kernel k ∈ L1loc(R+) given
as in (2.4), we may define a differential-convolution operator by
(
D
(k)
t u
)
(t) =
d
dt
∫ t
0
k(t− τ)u(τ) dτ − k(t)u(0), t > 0. (2.14)
The operator D
(k)
t is also known as generalized fractional derivative. The dis-
tributed order derivative D
(µ)
t is an example of such operator, corresponding
to
k(t) =
∫ 1
0
g1−α(t) dα =
∫ 1
0
t−α
Γ(1− α)
µ(α) dα, t > 0, (2.15)
where µ(τ), 0 ≤ τ ≤ 1 is a positive weight function on [0, 1], see [APZ09,
DGB08, Han07, Koc08, GU05, MS06] for applications.
Now we introduce a suitable class of admissible k(t) and state and essen-
tial theorem which this class obeys, see Theorem 2.5 below.
Definition 2.4 (Admissible kernels - K(R+)). The subset K(R+) ⊂ L
1
loc(R+)
of admissible kernels k is defined by those elements in L1loc(R+) satisfying (H)
such that for some s0 > 0
lim inf
λ→0+
1
K(λ)
∫ s0/λ
0
k(t) dt > 0 (A1)
and
lim
t,r→∞
t
r→1
(∫ t
0
k(s) ds
)(∫ r
0
k(s) ds
)−1
= 1. (A2)
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The following theorem establishes an asymptotic relation between the
density Gt(τ) and the kernel k ∈ K(R+). For the proof, see [KKdS20b].
Theorem 2.5. Let τ ∈ [0,∞) be fixed and k ∈ K(R+) a given admissi-
ble kernel. Define the map G·(τ) : [0,∞) −→ R+, t 7→ Gt(τ) such that∫
∞
0
e−λtGt(τ) dt exists for all λ > 0. Then
lim
t→∞
(∫ t
0
Gs(τ) ds
)(∫ t
0
k(s) ds
)−1
= 1 (2.16)
or
Mt
(
Gt(τ)
)
:=
1
t
∫ t
0
Gs(τ) ds ∼
1
t
∫ t
0
k(s) ds =: Mt
(
k(t)
)
, t→∞
and Mt
(
Gt(τ)
)
is uniformly bounded in τ ∈ R+.
3 Markov Processes in Random Time
Let X = {X(t), t ≥ 0} be a Markov process in Rd such that X(0) = x ∈ Rd
almost surely. We are interested in a new process Y = {Y (t), t ≥ 0} which
is constructed by a random time change in X. Namely, if E(t), t ≥ 0 denotes
(as in Section 2) the inverse of a subordinator S independent of X, then we
define Y by
Y (t) := X(E(t)), t ≥ 0.
Note that inverse subordinators have found many applications in probability
theory, see [MS15] for a detailed discussions and several related references.
In particular, for their relationship with local times of some Markov pro-
cesses, see [Ber96]. Similarities between inverse subordinators and renewal
processes also are well studied. There are important applications of inverse
subordinators in finance and physics. We stress that random time processes
may be considered as mathematical realizations of the general concept of
biological time known in biology and ecology since the pioneering works of
V. I. Vernadsky [Ver98].
The first natural question which appear here concerns the possible rela-
tions between the characteristics of the processes X(t) and Y (t). To the best
of our knowledge this question was for the first time discussed by A. Mura,
M.S. Taqqu and F. Mainardi in [MTM08]. The authors considered the diffu-
sion processes with an implicitly defined class of random times E(t). Later
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similar questions were discussed by several authors, see e.g., [Toa15] and
references therein.
The situation there may be described as follows. Define a function
u(t, x) := E[f(X(t))], t > 0, x ∈ Rd
for a proper f : Rd → R. This is the solution of the Kolmogorov equation
∂
∂t
u(t, x) = Lu(t, x), (3.1)
u(0, x) = f(x),
where L is the generator of the process X(t). Let us define a similar function
for Y (t):
v(t, x) = E[f(Y (t))].
Then this function satisfies the following fractional evolution equation:
D
(k)
t v(t, x) = Lv(t, x). (3.2)
Moreover, the subordination formula holds:
v(t, x) =
∫
∞
0
u(τ, x)Gt(τ) dτ, (3.3)
where, as before, Gt(τ) is the density of the inverse subordinator E(t).
If µxt and ν
x
t denote the marginal distributions of X(t) and Y (t), respec-
tively, then the subordination relations for these distributions is given by
νxt =
∫
∞
0
µxτGt(τ) dτ. (3.4)
In the next section we use these relations to study the renormalized Green
measure associated to the subordinated process Y .
4 Renormalized Green Measures
Let X be a Markov process and Y be the time changed process as in Section
3 with all our notations from there. For every jump of the subordinator
S there is a corresponding flat period of its inverse E. These flat periods
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represent trapping events in which the test particle gets immobilized in a
trap. Trapping slows down the overall dynamics of the initial Markov process
X. Our aim is to analyze how these traps will be reflected in the asymptotic
behavior of the changed process Y .
To study the time asymptotic of random processes there is the useful
notion of Green measures, see for example [KdS20] for this notion. More
precisely, if Z(t), t ≥ 0 is a random process in Rd with Z(0) = x ∈ Rd and,
for each t ≥ 0, γxt denotes its marginal distribution, then the Green measure
of Z is defined by
G(x, dy) :=
∫
∞
0
γxt (dy) dt
if this integral converges. In [KdS20] we have shown the existence of the
Green measures for certain classes of Markov processes in Rd with the nec-
essary condition d ≥ 3. For d = 1, 2 we have to modify this definition by
means of a renormalized Green measure, namely
Gr(x, dy) = lim
T→∞
1
N(T )
∫ T
0
µxt (dy) dt.
This approach (in a bit different framework) is well know in the theory of
additive functionals for Markov processes, see [KMS20] for an extended list
of references.
The following lemma shows that the Green measure for Y (t) does not
exists for a general inverse subordinator and arbitrary Markov process X(t).
Lemma 4.1. Under the assumptions formulated above for any dimension d
the Green measure for Y (t) does not exists.
Proof. Using the subordination formula (3.4) we obtain
∫
∞
0
νxt dt =
∫
∞
0
∫
∞
0
µxτGt(τ) dτ dt.
But we know that for each τ , it follows from (2.7), (2.8) and (2.11) that
∫
∞
0
Gt(τ) dt = K(0) = +∞.
Therefore, the considered integral is divergent.
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As the Green measure does not exists for a general subordinated process
Y , we have to consider instead a renormalized Green measure. More precisely,
we would like to find the following limit
Gr(x, dy) := lim
T→∞
1
N(T )
∫ T
0
νxt (dy) dt.
Theorem 4.2. Assume that the Markov process X(t) in Rd, d ≥ 3 has a
Green measure G(x, dy) and define
N(T ) :=
∫ T
0
k(s) ds, T ≥ 0. (4.1)
Then the renormalized Green measure for Y (t) exists and
Gr(x, dy) = G(x, dy).
Proof. Using the subordination relation (3.4) the renormalized Green mea-
sure Gr(x, dy) may be written as
Gr(x, dy) = lim
T→∞
1
N(T )
∫ T
0
∫
∞
0
µxτ (dy)Gt(τ) dτ dt.
Now using Fubini theorem and Theorem 2.5 it follows that
Gr(x, dy) := lim
T→∞
1
N(T )
∫ T
0
νxt (dy) dt =
∫
∞
0
µxt (dy) dt = G(x, dy).
This shows the statement of the theorem and finish the proof.
Remark 4.3. As we mentioned at the beginning of this section, random time
produces trapping (or environments, or friction) effects in the Markov dy-
namics. That is one reason why in physics such processes are very useful.
As the trapping slows down the Markov dynamics, then the usual definition
of Green measures produces a divergent integral. To compensate this diver-
gence we have to consider a renormalization with a time depended factor.
The time asymptotic of the renormalized Green measure coincides with the
Green measure of the initial Markov process.
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5 Applications to Fractional Dynamics
Let u(t, x) be the solution of equation (3.1) and v(t, x) the corresponding
solution of the fractional equation (3.2). Our goal is to compare the behaviors
in t for these solutions. To this end, at first we restrict the class of Markov
processes under considerations. Namely, let a : Rd → R be a fixed kernel
with the following properties:
1. Symmetric, a(−x) = a(x), for every x ∈ Rd.
2. Positive, continuous and bounded, a ≥ 0, a ∈ Cb(R
d).
3. Integrable ∫
Rd
a(y) dy = 1.
Consider the generator L defined by
(Lf)(x) =
∫
Rd
a(x− y)[f(y)− f(x)] dy = (a ∗ f)(x)− f(x), x ∈ Rd.
In particular, L∗ = L in L2(Rd) and L is a bounded linear operator in all
Lp(Rd), p ≥ 1. We call this operator the jump generator with jump kernel
a. The corresponding Markov process is of a pure jump type and is known
in stochastic as compound Poisson process, see [Sko91].
We make the following assumptions on the kernel a.
(A) The jump kernel a is such that the Fourier transform aˆ ∈ L1(Rd) and
it has finite second moment, that is,∫
Rd
|x|2a(x) dx <∞.
Define the Banach space CL(Rd) as the set of all bounded continuous and
integrable functions on Rd, that is, CL(Rd) = Cb(R
d) ∩ L1(Rd). The norm
in this space is constructed as the sum of Cb(R
d) and L1(Rd) norms. The
following theorem was shown in [KdS20].
Theorem 5.1. Let a be a kernel which satisfies all the above assumptions and
d ≥ 3. Consider the solution u(t, x) to (3.1) with an initial data f ∈ CL(Rd).
Then ∫
∞
0
u(t, x) dt =
∫
Rd
f(y)G(x, dy),
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where G(x, dy) is the Green measure of the corresponding Markov jump
process.
This result gives an averaged characteristic of the dynamics u(t, x) cor-
responding to the Markov processes via the Kolmogorov equation. On the
other hand, for the fractional dynamics v(t, x) (the solution of equation (3.2))
we have only information about the Cesaro mean
Mt(f) =
1
t
∫ t
0
v(s, x) ds.
The asymptotic of this mean was studied in [KKdS20b]. In particular, when
Φ(λ) = λα, 0 < α < 1 the kernel k(t) = t
−α
Γ(1−α)
and the GFD corresponds to
the Caputo-Dzhrbashyan fractional derivative of order α. For this class of
kernels we have
Mt(f) ∼ Ct
−α, t→∞.
With the help of Theorem 5.1 we may also derive an average result for
the fractional dynamics v(t, x).
Theorem 5.2. Under assumptions of Theorem 5.1 holds
1
N(t)
∫ t
0
v(s, x) ds ∼
∫
Rd
f(y)G(x, dy), t→∞.
Proof. Using (3.3) we have
1
N(t)
∫ t
0
v(s, x) ds =
1
N(t)
∫ t
0
∫
∞
0
u(τ, x)Gs(τ) dτ ds.
Again it follows from Fubini theorem, Theorem 2.5 and the definition of N(t)
that
1
N(t)
∫ t
0
v(s, x) ds =
∫
∞
0
u(τ, x)
(
1
N(t)
∫ t
0
Gs(τ) ds
)
dτ −→
t→∞
∫
∞
0
u(τ, x) dτ.
Then the result of the theorem follows from Theorem 5.1.
Remark 5.3. 1. For concrete cases of jump kernels we have more informa-
tion about space decay of the Green measures, see [KdS20]. It gives
the possibility to extend the statement of Theorem 5.2 to a wider class
of the initial data f .
2. The same result is true for the Brownian motion B(t) in Rd for d ≥ 3,
see [KdS20].
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