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DERIVED Θ-STRATIFICATIONS AND THE D-EQUIVALENCE CONJECTURE
DANIEL HALPERN-LEISTNER
Abstract. The theory of Θ-stratifications generalizes a classical stratification of the moduli of
vector bundles on a smooth curve, the Harder-Narasimhan-Shatz stratification, to any moduli
problem that can be represented by an algebraic stack. Using derived algebraic geometry, we develop
a structure theory, which is a refinement of the theory of local cohomology, for the derived category of
quasi-coherent complexes on an algebraic stack equipped with a Θ-stratification. We then apply this
to the D-equivalence conjecture, which predicts that birationally equivalent Calabi-Yau manifolds
have equivalent derived categories of coherent sheaves. We prove that any two projective Calabi-Yau
manifolds that are birationally equivalent to a smooth moduli space of Gieseker semistable coherent
sheaves on a K3 surface have equivalent derived categories. This establishes the first known case
of the D-equivalence conjecture for a birational equivalence class in dimension greater than three.
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In [BO], Bondal and Orlov stated a conjecture which has become one of the motivating problems
in a rapidly expanding field studying the relationship between birational geometry and derived
categories of coherent sheaves.
Conjecture 1 (D-equivalence). If X and Y are birationally equivalent projective Calabi-Yau (CY)
manifolds, then there is an equivalence of bounded derived categories of coherent sheaves DCoh(X) ∼=
DCoh(Y ).
This conjecture is motivated by homological mirror symmetry: the mirror manifolds of X and
Y are expected to be deformation equivalent CY manifolds, and the mirror to this conjecture –
that deformation equivalent polarized CY manifolds have equivalent Fukaya categories – follows
immediately from the fact that any two such manifolds are symplectomorphic.
Although Conjecture 1 has been established for three-dimensional CY manifolds [B4], the con-
jecture is not known to hold for any birational equivalence class of projective CY manifolds in
dimension > 3.
One particularly well-studied class of higher dimensional CY manifolds are hyperka¨hler manifolds,
and the central examples,1 whose dimension can be arbitrarily large, are moduli spaces MHS (v) of
semistable coherent sheaves on a K3 surface S. More precisely, let MHS (v) denote the moduli space
of sheaves on S whose characteristic classes are given by a primitive Mukai vector v ∈ H∗alg(S;Z),
and which are Gieseker semistable [HL6] with respect to a polarization H ∈ NS(S) that is generic
with respect to v. The main goal of this paper is to prove of the following:
Theorem A (Theorem 3.5.1). Conjecture 1 holds for Calabi-Yau manifolds that are birationally
equivalent to any moduli space MHS (v) of semistable coherent sheaves on a K3 surface S.
More generally, the notion of a Bridgeland stability condition [B5] on DCoh(S), which we recall
in Section 3.4, allows one to define moduli spaces of semistable complexes, generalizing the moduli
of semistable coherent sheaves. Theorem 3.5.1 also applies to any CY manifold that is birationally
equivalent to one of these moduli spaces. In the paper, we also treat complexes of twisted coherent
sheaves, but for simplicity we focus on the non-twisted case in the introduction.
Remark 0.0.1. In fact, Theorem A arises from a more general theorem, Theorem 3.3.6, that es-
tablishes derived equivalences between smooth varieties that are related by a “variation of stability”
on a derived stack with self-dual cotangent complex. Examples include variation of Bridgeland
semistable moduli spaces for objects in any 2-Calabi-Yau dg-category.
Let us summarize the recent developments that are key ingredients in our approach, which also
serves to summarize the proof of Theorem A:
(1) MMP: The minimal model program for CY manifolds that are birationally equivalent to
MHS (v) for some K3-surface S [BM1, Thm. 1.2] (see Theorem 3.4.2) allows one to reduce
to studying moduli spaces of Bridgeland semistable complexes of coherent sheaves on S;
(2) Local model for flops: A recent existence result for good moduli spaces of Bridgeland
semistable complexes [AHLH, Thm. 7.25] (see Theorem 3.4.3), combined with the Luna
slice theorem for stacks with good moduli space [AHR1, Thm. 2.9], allows us to prove a
new local structure theorem, Theorem 3.2.3, for the moduli stack Mσ(v) of complexes of
1All known projective hyperka¨hler manifolds are related to these moduli spaces either by deformation or resolution.
2
coherent sheaves on S that are semistable with respect to a Bridgeland stability condition σ;2
(3) Derived equivalences in the local case: The local structure theorem allows us to model a
variation of Bridgeland stability condition on DCoh(S) locally as a special kind of variation
of GIT quotient, and we use the “magic windows theorem” of [HLS, Thm. 1.2] to construct
derived equivalences for variations of GIT quotient of this form; and
(4) Globalization: The theory of Θ-stratifications [HL1] and its derived analog, which we intro-
duce in this paper, allow us to establish a structure theorem for DCoh(Mσ(c)), Theorem 2.3.1,
which we discuss below. Then in Theorem 3.3.6, we use this structure theorem to “global-
ize” the derived equivalences constructed in step (3).
At a high-level, our strategy for establishing a derived equivalence in step (3) and (4) is the
same as that used to construct derived equivalences for certain smooth variations of GIT quotient,
sometimes referred to as “window categories.” The mathematical physicists Hori, Herbst, and
Page [HHP] introduced the idea in the context of 2D gauged linear sigma models, and Ed Segal
then formulated it in a mathematical context [S1]. It has subsequently been developed by several
authors [HL2,BFK,DS1,DS2,FK,HLS,RS,B1].
The main difference here is that instead of smooth global quotient stacks, we work with algebraic
derived stacks without a known global quotient presentation. Specifically, we study a “reduced”
derived moduli stack of σ-semistable complexes Mredσ (v) (introduced in Proposition 3.4.7). We
identify a certain subcategoryW ⊂ DCoh(Mredσ (v)) consisting of all complexes satisfying a “window
condition” (Definition 3.3.5), and the main theorem states that for any generic Bridgeland stability
condition σ′ in a neighborhood of σ, the natural restriction functor induces an equivalence
W
∼= //
∩
DCoh(Mredσ′ (v))
DCoh(Mredσ (v))
res
33❢❢❢❢❢
. (1)
An immediate consequence is that all of the Mredσ′ (v) are derived equivalent for generic σ
′ in this
neighborhood of σ.
The main technical contribution of this paper, used in both step (3) and (4) above, is a general
structure theorem, Theorem 1.9.2, for the derived category of an algebraic derived stack that is
equipped with a certain kind of stratification, called a Θ-stratification. Theorem 1.9.2 is much
more than what is strictly necessary to prove Theorem A, and we believe it is of broader interest
and applicability, so we have attempted to develop this piece of the story in the greatest possible
generality. It is essentially a modification of Grothendieck’s theory of local cohomology for a very
special kind of closed substack, which tends to arise in moduli theory and equivariant geometry.
We discuss this in more detail in the next section.
Comparison with other approaches. In the context of Theorem A, the flops between moduli spaces
that we study can locally be modeled by flops of (algebraic) symplectic resolutions of a singular
poisson variety Spec(A)
X
❁
❁❁
❁❁
❁❁
//❴❴❴❴❴❴ X ′
  ✁✁
✁✁
✁✁
✁
Spec(A)
.
2In fact, our local structure theorem applies to any derived stack with self-dual cotangent complex and whose
underlying classical stack admits a good moduli space.
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Therefore, the closest antecedents to Theorem A are results establishing derived equivalences
DCoh(X) ∼= DCoh(X ′) for flops of this kind.
Besides the method of window conditions, which this paper builds on, there are two other main
approaches to constructing derived equivalences in this local situation:
(i) Using quantization in characteristic p [BK,K1] to construct tilting bundles on X and X ′
whose algebra of endomorphisms agree, and
(ii) Using categorical representations of Lie algebras [CKL] to explicitly construct Fourier-Mukai
kernels.
There are challenges in extending both of these methods from the local to the global setting, where
Spec(A) is replaced by a singular projective variety Y . In (i), there are cohomological obstructions
both to the existence of the tilting bundles and to extending them from the local to the global
setting. Likewise, extending the categorical representations of Lie algebras in (ii) from the local to
the global setting is challenging due to the explicit nature of the complexes involved and the higher
coherence data needed to glue complexes. Very recently, there has been significant progress in this
direction [AT2], but there are still some limitations on the kind of flops the method can address.
By contrast, in our approach the general theory of derived categories of derived algebraic stacks
provides the globally defined diagram of ∞-categories (1). The main insight of our proof of
Theorem A is that is suffices to verify that the restriction functor W → DCoh(Mσ′(v)) is an
equivalence of ∞-categories e´tale-locally over the good moduli space of Mredσ (v).
Derived Θ-stratifications. The notion of a Θ-stratification of an algebraic stack X was intro-
duced in [HL1] as a generalization of the Harder-Narasimhan stratification of the moduli stack of
vector bundles on a smooth curve. It also generalizes the Hesselink-Kempf-Kirwan-Ness stratifica-
tion of the unstable locus in geometric invariant theory.
The starting point in [HL1] is the observation that if we consider Θ := A1/Gm, then a map
f : Θ → X, i.e., an equivariant map A1 → X, is analogous to a filtration of the point f(1) ∈ X,
with associated graded point f(0) ∈ X. We refer to such a map f as a filtration in X. We can then
consider the mapping stack
Filt(X) := Map(Θ,X)
that parameterizes algebraic families of filtrations in X, and refer to this as the stack of filtrations.
Under favorable hypotheses, Filt(X) is also an algebraic stack (see Theorem 1.2.1). The assignment
(f : Θ→ X) 7→ f(1) defines an “evaluation at 1” morphism of algebraic stacks
ev1 : Filt(X)→ X.
A Θ-stratum in X is a union of connected components S ⊂ Filt(X) such that ev1 : S → X is a
closed immersion. Informally, a Θ-stratum is a closed substack that parameterizes a point in X
along with a canonical filtration of that point. The mapping stack Filt(X) and this notion of a
Θ-stratum can be formulated in both the classical and derived context, but specifying a derived
Θ-stratum is equivalent to specifying a Θ-stratum in the underlying classical stack, by Lemma 1.2.3.
A Θ-stratification of X is an ascending union of open substacks X≤α ⊂ X indexed by α in a
totally ordered set I, such that
⋃
α′<αX≤α′ ⊂ X≤α is the complement of ev1(Sα) for some Θ-
stratum Sα ⊂ Filt(X≤α) (see Definition 1.10.1 for a precise definition).
Example 0.0.2 (Derived Bia lynicki-Birula stratum). If X = Spec(A)/Gm for some simplicial
commutative algebra A over a field k, with Gm-action encoded by a Z-grading on A, then one may
present A as a level-wise polynomial simplicial commutative algebra An = k[Un], where Un is a
Z-graded vector space. If U>0n denotes the subspace spanned by positive degree generators, I
n
+ :=
An · U
>0
n is a simplicial ideal in A. The closed derived substack Spec(A/I+)/Gm →֒ Spec(A)/Gm
can be given the structure of a Θ-stratum (see Lemma 1.6.3). In fact, we will see that all derived
Θ-strata are locally of this form (Theorem 1.8.1).
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A new perspective on Θ-strata. We will observe that the derived category of quasi-coherent com-
plexes on any Θ-stratum S, which we denote QC(S), has a canonical “weight filtration,” encoded
by the following notion:
Definition 0.0.3. [AT1] A baric structure on a stable ∞-category C is a collection of semiorthog-
onal decompositions C = 〈C<w,C≥w〉 for each w ∈ Z, with C<w ⊂ C<w+1 and C≥w ⊂ C≥w−1. We
let β≥w and β<w denote the right adjoint and left adjoint of the inclusions C≥w ⊂ C and C<w ⊂ C
respectively, and we call them the baric truncation functors.
For a Θ-stratum S that is a global quotient stack, we identified a baric structure on QC(S)
previously in [HL2] via explicit computation, but here we will give a different, intrinsic, explanation
for this structure.
The stack Θ is a monoid in the homotopy category of (derived) algebraic stacks, i.e., the 1-
category whose objects are stacks and whose morphisms are 2-isomorphism classes of 1-morphisms
of stacks. The multiplication map Θ × Θ → Θ is given by the map A1 × A1 → A1 mapping
(t1, t2) 7→ t1t2, which is equivariant for the group homomorphism G
2
m → Gm given by the same
formula. The identity point is the point 1 ∈ Θ. We refer to an action of Θ on a (derived) stack S
in the homotopy category of (derived) stacks as a weak action of Θ on S (see Definition 1.1.1).
Theorem B. A weak action of Θ on a derived stack S induces a baric structure QC(S) =
〈QC(S)<w,QC(S)≥w〉 whose truncation functors are defined geometrically (Proposition 1.1.2). If
X is an algebraic derived stack locally almost of finite presentation and with affine diagonal (over
a fixed base stack), then equipping a closed substack S →֒ X with the structure of a Θ-stratum is
equivalent to specifying a weak action of Θ on S such that the relative cotangent complex LS/X lies
in QC(S)≥1 (Proposition 1.4.1).
This baric structure is key to our main result, the structure theory for the derived category of a
derived algebraic stack with a Θ-stratum. The theorem below generalizes the main theorem of [HL2]
in several directions: it extends the context to derived stacks, it works over an arbitrary noetherian
base (e.g., characteristic p), it applies to stacks which are not necessarily quotient stacks, and it
removes the technical hypotheses (A) and (L) of [HL2], which were quite restrictive for non-smooth
stacks and difficult to check in practice.
Theorem C (Proposition 1.7.2,Theorem 1.9.2). Given an algebraic derived stack X locally almost
of finite presentation and with affine diagonal (over a fixed locally noetherian base stack), along with
a Θ-stratum i : S →֒ X, there is a unique baric structure on the derived category of quasi-coherent
complexes,
QC(X) = 〈QC(X)<w,QCS(X)
≥w〉,
such that: i) complexes in the right factor are set-theoretically supported on S; ii) the baric trun-
cation functors commute with filtered colimits and have locally bounded homological amplitude;
and iii) i∗ : QC(S) → QC(X) commutes with the baric truncation functors. The baric truncation
functors induce a baric structure D–CohS(X) = 〈D
–CohS(X)
<w,D–CohS(X)
≥w〉 as well, and for any
w ∈ Z, these two subcategories form part of a semiorthogonal decomposition
D–Coh(X) = 〈D–CohS(X)
<w,Gw,D–CohS(X)
≥w〉,
such that the functor of restriction to the open complement X \ S induces an equivalence
res : Gw
∼=
−→ D–Coh(X \ S).
Theorem C is just a summary of the full statements of Proposition 1.7.2 and Theorem 1.9.2,
which are more precise and include much more, such as further decomposition of the semiorthogonal
factors, and the interaction of the baric truncation functors with the t-structure. We also formulate
an immediate extension to Θ-stratifications with multiple strata, Theorem 1.10.4.
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One consequence of this structure theory is a general version of the “quantization commutes with
reduction” theorem for the geometric invariant theory quotient of a smooth variety [T1].
Proposition 0.0.4 (Proposition 1.8.2). Under the hypotheses of Theorem C, let F ∈ D–Coh(X)
be such that i∗(F ) ∈ QC(S)≥w, and let G ∈ QC(X)<w. Then the restriction map is an equivalence
RHomX(F,G)→ RHomX\S(F |X\S, G|X\S).
We have applied this proposition elsewhere to prove a version of the Verlinde formula for the
moduli of Higgs bundles on a curve [H1].
Although Theorem C is very general, it only applies to D–Coh(X) and therefore is not strong
enough for our application in Theorem A. So in Section 2, we specialize to the context of algebraic
derived stacks over a field of characteristic 0, so that we can use the theory of ind-coherent sheaves
and Grothendieck duality developed in [GR1, GR2]. We establish two variants of the structure
theorem under more specialized hypotheses. If the inclusion of the Θ-stratum S →֒ X is a regular
closed immersion, then a version of the theorem, Proposition 2.1.2, holds for the category of perfect
complexes Perf(X).
If X is quasi-smooth, meaning locally almost finitely presented and with perfect cotangent com-
plex with Tor-amplitude in [−1, 1] (Definition 2.2.1), then a version of the theorem, Theorem 2.3.1,
holds for DCoh(X) under an additional hypothesis on the obstruction spaces of points in the center
of S. It is this last variant that we actually use in step (3) and (4) of the proof of Theorem A.
A comment on homotopical methods. Our proof of Theorem A makes essential use of derived
algebraic geometry, even though the statement only involves classical varieties. There are two main
ways in which homotopical methods are essential to our arguments:
First, we make use of the very flexible theory of descent for ∞-categories in order to reduce
“global” statements to local ones. We have already discussed the role that local models play in
the proof of Theorem A. In addition, in Theorem C we use a local structure theorem for a derived
Θ-stratum, Theorem 1.8.1, to reduce the proof of several general claims to a direct verification in
the simple case of Example 0.0.2.
Second, the proof of Theorem C depends on two key facts about S: the relative cotangent
complex of a Θ-stratum, LS/X, has strictly positive weights along S, and S itself is “contracted”
by a Gm-equivariant action of the monoid A
1. As Proposition 1.4.1 shows, these criteria uniquely
determine the structure of a derived Θ-stratum on S. In the simple case of Example 0.0.2, where
X = Spec(A)/Gm for a classical graded ring A in characteristic 0, this corresponds to finding a
quotient algebra of A that is non-positively graded, and that admits a semi-free resolution as a
commutative differential graded A-algebra using homogeneous generators of positive weight only.
It is not hard to find examples, such as Example 1.6.4, where this is not possible without allowing
B to be a commutative differential graded algebra with non-vanishing higher homology groups.
This observation, that in order to get the “correct” deformation theory on the stratum S, one
must leave the world of classical stacks, was the starting point of this paper. As a result, even
though the statement of Theorem C is new in the case where X is a classical stack – in fact it is
new for stacks of the form Spec(A)/Gm as above – the proof requires working with derived stacks.
Notes and notation.
Author’s note. The paper [B1] serves as a proof-of-concept for using variation of stability to study
the derived categories of moduli spaces directly, and it inspired this work. In order to study moduli
of sheaves on a K3, we needed to build on that method in several ways: by extending the method
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from smooth stacks to more general derived stacks and to stacks without a known global quotient
presentation, and by handling the more complicated wall crossings that arise in this setting.
This paper unifies, generalizes, and replaces two previous unpublished notes: the preprint [HL3],
which contains the results of Section 1 and Section 2 for the special case of local quotient stacks
over a field of characteristic 0, and the preprint [HL4], which has been publicly available on my
website since February 2017. The latter contains a proof of Theorem 3.3.6, on derived equivalences
from variation of stability on a derived stack with self-dual cotangent complex, and sketches its
application to the D-equivalence conjecture. Most of the results of this paper were also announced
in [HL5]. There are several simplifications and corrections in this final version compared to the
preliminary versions [HL3, HL4]. Also, I have moved the discussion of the “virtual non-abelian
localization formula” of [HL3, Sect. 5] to a separate short paper.
The final version of this paper uses quite a bit of the “beyond geometric invariant theory” pro-
gram, which has grown in unexpected directions and whose development has ultimately delayed
this paper. To those who have expressed interest over the years, I apologize for the long lag between
the original announcements of these results and the release of this manuscript. I would also like
to acknowledge several interesting related developments since the preliminary versions of this work
were made public:
• Yukinobu Toda’s theory of d-critical flips [T4,T3] also uses derived algebraic geometry to
study how variants of the derived category of certain moduli spaces changes under wall-
crossing. Although the approach is closely related to ours, the moduli stacks there are
d-critical stacks (e.g., sheaves on a 3-fold), whereas our main application is to quasi-smooth
stacks (e.g., sheaves on a surface).
More recently, [HL4] has inspired work by Koseki-Toda [KT] and Toda [T5], which adapts
the methods of this paper to study variation of stability on certain smooth stacks and quasi-
smooth derived stacks that do not necessarily have self-dual cotangent complexes. Their
application is to categorify wall-crossing formulas that arise in Donaldson-Thomas theory
for local Calabi-Yau 3-folds.
• For a classical scheme X with a Gm-action such that X/Gm admits a good moduli space,
Wai-kit Yeung has developed in [Y2,Y3,Y1] a very nice approach to structure theorems for
QC(X/Gm) and D
–Coh(X/Gm) that makes use of non-commutative geometry rather than
derived algebraic geometry. This approach also manages to remove some of the technical
hypotheses of [HL2]. It is expected that in the case of such X/Gm, the semi-orthogonal
decompositions obtained via this approach agree with those described in [HL3], and it is
possible that much of the general theory of Section 1 can be developed along these lines.
I would like to thank many colleagues for helpful and encouraging conversations about the content
of this paper: Jarod Alper, Dima Arinkin, Matthew Ballard, Arend Bayer, Bhargav Bhatt, Ben
Davison, Dennis Gaitsgory, Daniel Huybrechts, Dmitry Kubrak, Diletta Martinelli, Akhil Mathew,
Davesh Maulik, Daniel Pomerleano, Georg Oberdieck, Andrei Okounkov, Alex Perry, David Rydh,
Giullia Sacca, Constantin Teleman, Chris Woodward, Yukinobu Toda, Wai-kit Yeung, Xiaolei Zhao,
the participants of the Winter 2018/19 SFB seminar on this work at the Universita¨t Bonn, and
many people who I have forgotten to mention.
This work was supported by Columbia University, the Institute for Advanced Study, the Mathe-
matical Sciences Research Institute, and Cornell University, as well as the NSF grants DMS-1303960,
DMS-1601976, and DMS-1945478.
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Notation. The term derived stack will denote a presheaf of∞-groupoids that satisfies e´tale descent
on the ∞-site of simplicial commutative algebras, sAlgopR , over a fixed base ring R. In Section 1,
the base ring is Z, and in Section 2 and Section 3 the base ring is a field k of characteristic 0.
For any A ∈ sAlgR, QC(R) := A -Mod denotes the∞-category of dg-modules over the normalized
chain algebra of A. For any derived stack X, we define the ∞-category QC(X) of unbounded quasi-
coherent complexes on X via right Kan extension from the affine case, i.e., QC(X) is the limit under
pullback of the∞-categories QC(A) over all maps Spec(A)→ X. Perf(X) and APerf(X) denote the
full subcategories of QC(X) of perfect and almost perfect complexes [L5, Defn. 7.2.5.10] respectively,
where the latter is the analogous notion in derived algebraic geometry to pseudo-coherent complexes.
For a closed substack S ⊂ X, we add a subscript, as in QCS(X), to denote the full∞-subcategory of
complexes that are set-theoretically supported on S, i.e., those whose restriction to X \ S vanishes.
We typically denote objects of QC(X) in Roman font.
We use homological grading conventions throughout, so for the usual t-structure on QC(X), τ≤nF
is an object that is homologically bounded above (Hi(F ) = 0 for i > n) and τ≥nF is homologically
bounded below. Subcategories defined by the t-structure will be denoted by subscripts, so QC(X)<∞
and QC(X)>−∞ are the full subcategories of complexes that are homologically bounded above and
below respectively, and QC(X)♥ is the category of quasi-coherent sheaves.
When X is locally noetherian, meaning it admits a smooth surjection from a disjoint union of
noetherian affine derived schemes, we let DCoh(X) (respectively D–Coh(X)) denote the full ∞-
subcategory of QC(X) consisting of complexes whose homology sheaves are coherent and bounded
(respectively coherent and homologically bounded below). We have APerf(X) = D–Coh(X) in this
case. Despite the classical notation, these will typically not agree with the derived category of the
abelian category of coherent sheaves Coh(X) := DCoh(X)♥ – in fact Coh(X) ∼= Coh(X
cl), where
the latter denotes the underlying classical stack of X.
For any morphism of algebraic stacks f : X → Y, there is a cocontinuous pullback functor
f∗ : QC(Y)→ QC(X), whose right adjoint we denote f∗ – it exists by the adjoint functor theorem,
because QC(X) is presentable for any algebraic stack. If f is quasi-compact and quasi-separated
and f∗ has universally bounded cohomological amplitude, then f∗ is cocontinuous, and the base
change and projection formulas hold. Although it is certainly not the original treatment of quasi-
coherent sheaves on derived stacks, we will use the same terminology as in [HLP2, App. A], and
we refer the reader there for further discussion.
We will also use some more exotic constructions: for a closed immersion i : S → X, we let iQC,!
denote the right adjoint of i∗, and we let RHom
⊗
X
(−,−) denote the inner Hom for the symmetric
monoidal ∞-category QC(X)⊗. We caution that the formation of RHom⊗
X
(F,G) and iQC,!(G) are
only smooth-local over X if F ∈ D–Coh(X) and G ∈ QC(X)≤d for some d [P2, Lem. A.1.1].
Once we specialize to working over a field of characteristic 0, in Section 2 and Section 3, we will
use the theory of ind-coherent sheaves developed in [G,DG,GR1,GR2,AG]. In this case IndCoh(X)
denotes the∞-category of Ind-coherent sheaves, and if f : X→ Y is a morphism of derived algebraic
stacks, then f ! denotes the shriek pullback IndCoh(Y)→ IndCoh(X).
When considering representations of the group (Gm)R, i.e., Z-graded R-modules, R〈w〉 will
denote the free graded R-module generated in weight −w.
Finally, a semi-orthogonal decomposition of a stable ∞-category C, which we denote C = 〈A,B〉,
consists of two full stable∞-subcategories A,B ⊂ C such that H0(RHom(B,A)) = 0 for any A ∈ A
and B ∈ B, and objects of A and B generate the homotopy category of C as a triangulated category.
Note that we do not assume that A or B is an admissible subcategory.
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1. Θ-stratifications and derived categories
Throughout this section, we work over a fixed base, an algebraic locally Noetherian derived
stack B, which we often suppress from our notation. All products are formed relative to B unless
otherwise stated.
We develop a structure theory for the derived category of quasi-coherent complexes on a stack
with Θ-stratum. We have attempted to take an “intrinsic perspective” wherever possible, but
beginning in Section 1.8 we will make use of a local structure theorem, Theorem 1.8.1, to reduce
certain claims to explicit calculations in the case of a quotient stack. This theorem roughly says
that any Θ-stratum in a finite type algebraic stack with affine diagonal is a “stacky BB-stratum”
in the sense of [B1].
1.1. Baric structures and weak Θ-actions. Note that Θ is a monoidal object in the∞-category
of B-stacks, where the product map µ : Θ × Θ → Θ is induced by the map A2 → A1 taking
(t1, t2) → t1t2. This is equivariant with respect to the group homomorphism G
2
m → Gm taking
(z1, z2) 7→ z1z2. The identity section B→ Θ corresponds to the point 1 in Θ.
Definition 1.1.1. A weak action of the monoid Θ on a derived B-stack S is an action of Θ on
S in the homotopy category of B-stacks. It consists of an action map a : Θ × S → S along with
isomorphisms a|{1}×S ≃ idS and a ◦ (idΘ×a) ≃ a ◦ (µ × idS) : Θ×Θ× S→ S.
Recall that for any derived stack X, the stable∞-category of quasi-coherent complexes on BGm×
X splits as a direct sum QC(BGm × X) ≃ ⊕wQC(X)
w of copies of QC(X). This splitting can be
described geometrically by considering the projection π : BGm×X→ X. The inclusion QC(X)
w ⊂
QC(BGm×X) is equivalent to the functor OBGm〈−w〉⊗π
∗(−), and the projection QC(BGm×X)→
QC(X)w is given by π∗(OBGm〈w〉⊗ (−)). We say that an object E ∈ QC(BGm×X) is concentrated
in weight ≥ w (respectively < w) if under the direct sum decomposition E = ⊕iEi we have Ei = 0
for i < w (respectively i ≥ w).
We shall give an analogous construction of a baric stucture on QC(S) for any stack with a weak
Θ-action. Consider the fiber sequence in QC(Θ)
OΘ〈w〉
tw
−→ OΘ[t
−1]→ OΘ[t
−1]/OΘ · t
w,
where t is the coordinate of weight −1 on A1, and OΘ[t
−1] corresponds to the graded OB[t]-module
OB[t
±]. By abuse of notation, we will use the same notation to denote the pullback of this fiber
sequence along the projection Θ× S→ Θ for any derived B-stack S.
Proposition 1.1.2. A weak Θ-action a : Θ×S→ S on a derived B-stack S induces a baric structure
QC(S) = 〈QC(S)≥w,QC(S)<w〉. The subcategories QC(S)≥w and QC(S)<w are the essential image
of the baric truncation functors β≥w and β<w defined by the fiber sequence
π∗(OΘ〈w〉 ⊗ a
∗(F ))
tw // π∗(OΘ[t
−1]⊗ a∗(F )) //
≃

π∗((OΘ[t
−1]/OΘ · t
w)⊗ a∗(F ))
β≥w(F ) // F // β<w(F )
,
where π : Θ × S → S is the projection, and the isomorphism π∗(OΘ[t
−1] ⊗ a∗(F )) → F is ob-
tained from the canonical isomorphism π∗(OΘ[t
−1] ⊗ a∗(F )) ≃ a∗(F )|{1}×S along with the given
isomorphism a|{1}×S ≃ idS. Furthermore, we have:
(1) The baric truncation functors commute with filtered colimits and are right t-exact;
(2) The canonical map colimw→−∞ β
≥w(F )→ F is an equivalence;
(3) β≥w and β<w preserve Perf(S) and APerf(S), and in particular they induce baric structures
on these subcategories as well;
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(4) This baric structure is natural with respect to Θ-equivariant maps in the sense that if S
and S′ are derived stacks with weak Θ-actions and f : S′ → S is a morphism such that the
diagram
Θ× S′
a′ //
idΘ×f

S′
f

Θ× S
a // S
is commutative up to isomorphism, then f∗(QC(S)≥w) ⊂ QC(S′)≥w, f∗(QC(S)<w) ⊂ QC(S′)<w,
and f∗(QC(S
′)<w) ⊂ QC(S)<w;
(5) F ∈ QC(S) lies in QC(S)≥w if and only if a∗(F )|({0}/Gm)×S ∈ QC(BGm×S) is concentrated
in weight ≥ w, and if F ∈ APerf(S), then F ∈ APerf(S)<w if and only if a∗(F )|({0}/Gm)×S ∈
QC(BGm × S) is concentrated in weight < w;
(6) The baric structure is multiplicative in the sense that QC(S)≥v ⊗ QC(S)≥w ⊂ QC(S)≥v+w
and APerf(S)<v ⊗APerf(S)<w ⊂ APerf(S)<v+w−1.
The proof makes use of the classical Reese equivalence, which extends to our ∞-categorical
context as follows: Let Z be the free ∞-category generated by objects [w] for w ∈ Z and a single
arrow [w + 1] → [w] for each w. Z is the nerve of Z regarded as a partially ordered set. Then
the Reese construction gives an equivalence QC(Θ× S) ≃ Fun(Z,QC(S)). The equivalence takes a
complex E ∈ QC(Θ× S) to the diagram [· · · → π∗(OΘ〈w + 1〉 ⊗ E)→ π∗(OΘ〈w〉 ⊗ E)→ · · · ], and
it takes a diagram [· · · → Ew+1 → Ew → · · · ] to the graded OS[t]-module
⊕
w Ew with t acting by
the given maps Ew+1 → Ew.
Note that by definition of the baric truncation functors in Proposition 1.1.2, for F ∈ QC(S) the
object a∗(F ) ∈ QC(Θ× S) corresponds to
a∗(F ) ≃ [· · · → β≥w+1(F )→ β≥w(F )→ · · · ]
under the Reese equivalence.
Definition 1.1.3. If X is a derived stack, the tautological weak action of Θ on Θ × S is given by
the multiplication map a := µ × idX : Θ × Θ × X → Θ × X along with the identity isomorphism
µ|{1}×Θ ≃ idΘ.
Lemma 1.1.4. For any derived B-stack X and the tautological weak Θ-action on Θ × X, the
subcategories defined in Proposition 1.1.2 define a baric structure on QC(Θ×X). Under the Reese
equivalence, we have
β≥w([· · · → Fw+1 → Fw → Fw−1 → · · · ]) ≃ [· · ·Fw+1 → Fw → Fw → · · · ],
where all arrows after the vertex w have been replaced with the identity map, and
QC(Θ× X)≥w = { [· · · → Fn+1 → Fn → · · · ]|Fn+1 → Fn is an isomorphism for n < w}
QC(Θ× X)<w = { [· · · → Fn+1 → Fn → · · · ]|Fn = 0 for n ≥ w}
Proof. Given E ∈ QC(Θ × X) corresponding to a diagram [· · · → Ew+1 → Ew → · · · ], we would
like to identify (µ × idX)
∗(E) ∈ QC(Θ × Θ × X), which by the Reese equivalence corresponds to
a diagram indexed by Z × Z. Using subscripts to name coordinate functions, we shall factor the
multiplication map µ : Θ2 → Θ as
A1x1 × A
1
x2/G
2
m
µ2
−→ A1t/G
2
m
µ1
−→ A1t/Gm.
µ2 : t 7→ x1x2 with A
1
t regarded as a G
2
m-scheme where t has bidegree (−1,−1). µ1 is the identity
on A1t , which is equivariant with respect to the group homomorphism (z1, z2) 7→ z1z2.
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Because OA1t is the free graded OB-algebra on a single generator of degree (−1,−1), we may
identify QC(A1t/G
2
m) with the category of bigraded objects [Fi,j ∈ QC(X)] along with a map
t : Fi+1,j+1 → Fi,j for all i, j. The pullback µ
∗
1(E) corresponds to the diagram with Fi,j = Ei if
i = j and 0 otherwise, and the map t is the given map t : Ei+1 → Ei along the diagonal and 0
otherwise.
The map µ2 is an affine morphism corresponding to a homomorphism of OB-algebras OA1t →
OA1x1×A
1
x2
under which OA1x1×A
1
x2
is a free OA1t -module:
OA1x1×A
1
x2
≃
⊕
n>0
OA1t
· xn1 ⊕ OA1t ⊕
⊕
m>0
OA1t
· xm2
≃
⊕
n>0
OA1t
〈n, 0〉 ⊕ OA1t 〈0, 0〉 ⊕
⊕
m>0
OA1t
〈0,m〉
Multiplication by x1 corresponds to the identity map OA1t 〈n, 0〉 → OA1t 〈n+ 1, 0〉 on the summands
OA1t
〈n, 0〉 for n ≥ 0, and it corresponds to the multiplication by t map OA1t 〈0,m〉 → OA1t 〈0,m−1〉 on
the summands OA1t 〈0,m〉 form > 0. Likewise multiplication by x2 corresponds to the multiplication
by t map OA1t 〈n, 0〉 → OA1t 〈n− 1, 0〉 for n > 0 and the identity map OA1t 〈0,m〉 → OA1t 〈0,m+ 1〉 for
m ≥ 0.
From this we deduce that under the Reese equivalence QC(Θ×Θ×X) ≃ Fun(Z×Z,QC(X)) we
have
(µ× idX)
∗(E) ≃


. . .
...
...
... . .
.
· · ·
t // Ew+1
t //
id
OO
Ew
t //
id
OO
Ew−1
id //
id
OO
· · ·
· · ·
t // Ew+1
t //
id
OO
Ew
id //
id
OO
Ew
id //
t
OO
· · ·
· · ·
t // Ew+1
id //
id
OO
Ew+1
id //
t
OO
Ew+1
id //
t
OO
· · ·
. .
. ...
t
OO
...
t
OO
...
t
OO
. . .


,
where the objects shown in the diagram shown range from bidegree (w − 1, w + 1) in the upper-
left corner to bidegree (w + 1, w − 1) in the lower-right corner. Then OΘx1 〈w〉 ⊗ (µ × idX)
∗(E)
corresponds to the same diagram shifted up by w, and
β≥w(E) := (πΘx1 )∗
(
OΘx1 〈w〉 ⊗ (µ× idX)
∗(E)
)
∈ QC(Θ × X)
corresponds to the 0th row of this shifted diagram, or equivalently taking row w of the diagram
representing (µ× id)∗(E). This is the first claim of the lemma.
Now given an object E ≃ [E•] ∈ QC(Θ × X), let [E′•] be the diagram where E
′
v+1 → E
′
v is the
map Ev+1 → Ev for v > w and Ev = 0 for v ≤ w. Then we have a cofiber sequence
[E′•]→ β
≥w(E)→ OΘ〈−w〉 ⊗ π
∗(Ew), (2)
where π : Θ × X → X is the projection. For any G ∈ QC(Θ × X), β<w(G) = cofib(β≥w(G) →
G) corresponds to a diagram indexed by Z whose terms vanish in weight ≥ w. It follows that
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π∗(O〈w〉 ⊗ β
<w(G)) = 0 and thus
RHomΘ×X(OΘ〈−w〉 ⊗ π
∗(Ew), β
<w(G)) ≃ RHomX(Ew, π∗(OΘ〈w〉 ⊗ β
<w(G))) = 0.
We also have RHomΘ×X([E
′
•], a
∗(β<w(G))) = 0 because the diagram [E′•] only has non-zero entries
in weight > w, but β<w(G) only has non-zero entries in weight < w. It follows by applying
RHomΘ×X(−, β
<w(G)) to the fiber sequence (2) that
RHomΘ×X(β
≥w(E), β<w(G)) = 0
for any E,G ∈ QC(Θ× X).
It follows from this semiorthogonality and the existence of a cofiber sequence β≥w(F ) → F →
β<w(F ) that β≥w and β<w are the projection functors for a semiorthogonal decomposition. Now
if [· · · → Fw+1 → Fw → · · · ] is a diagram, then under the equivalence β
≥w([F•]) ≃ [· · · →
Fw+1 → Fw → Fw → · · · ] the canonical map β
≥w([F•]) → [F•] is homotopic to the identity in
weight ≥ w and homotopic to the given map tw−n : Fw → Fn in weight n < w. It follows that
if t : Fn → Fn−1 is an isomorphism for all n ≤ w, then [F•] ∈ QC(Θ × X)
≥w, and the converse
is immediate. Then [F•] ∈ QC(Θ × X)
<w if and only if β≥w([F•]) = 0, which happens if and
only if Fn = 0 for n ≥ w. These descriptions of the semiorthogonal factors immediately imply
QC(Θ × X)≥w+1 ⊂ QC(Θ × X)≥w and QC(Θ × X)<w ⊂ QC(Θ × X)<w+1, so we have our baric
structure. 
Lemma 1.1.5. Let S and S′ be two derived B-stacks with a weak Θ-action, and let f : S′ →
S be a morphism which commutes with the Θ-action up to isomorphism in the sense of part
(4) of Proposition 1.1.2. Then there are natural isomorphisms f∗(β≥w(F )) ≃ β≥w(f∗(F )) and
f∗(β<w(F )) ≃ β<w(f∗(F )) for F ∈ QC(S).
Proof. The flat base change formula for the base change of π : Θ × S → S along the map S′ → S
gives a canonical isomorphism π′∗ ◦ f
∗ ≃ f∗ ◦ π∗, where π
′ : Θ × S′ → S′ is the projection. The
existence of an isomorphism f∗ ◦ a∗ ≃ (a′)∗ ◦ f∗, where a′ : Θ × S′ → S′ is the action map, follows
from the commutativity of the diagram in part (4) of Proposition 1.1.2. These two observations
and the definition of β≥w and β<w in Proposition 1.1.2 imply the claim. 
Proof of Proposition 1.1.2. Let i{1} : {1} × S→ Θ× S denote the inclusion. Under the equivalence
a ◦ i{1} ≃ idS, which is part of the weak Θ-action on S, the composition
RHomS(F,G)
a∗
−→ RHomΘ×S(a
∗(F ), a∗(G))→ RHomS(i
∗
{1}a
∗(F ), i∗{1}a
∗(G)) ≃ RHomS(F,G)
is homotopic to the identity. Thus RHomS(F,G) is a retract of RHomΘ×S(a
∗(F ), a∗(G)). In
particular, the former vanishes if the latter does.
The axioms of a weak Θ-action imply that the map a : Θ×S→ S is compatible with the tautolog-
ical Θ-action on Θ×S and the given Θ-action on S, hence Lemma 1.1.5 implies that β≥w(a∗(F )) ≃
a∗(β≥w(F )) and β<w(a∗(F )) ≃ a∗(β<w(F )), so Lemma 1.1.4 implies that RHomΘ×S(a
∗(β≥w(F )), a∗(β<w(G))) =
0 for all F,G ∈ QC(S), and thus RHomS(β
≥w(F ), β<w(G)) = 0 as well. This combined with the
fiber sequence β≥w(F ) → F → β<w(F ) for any F implies that β≥w and β<w are the projection
functors for a semiorthogonal decomposition.
This semiorthogonal decomposition implies that F ∈ QC(S) lies in QC(S)≥w if and only if
RHomS(F,G),∀G ∈ QC(S)
<w. Therefore the facts that a∗(QC(S)<w) ⊂ QC(Θ × S)<w and
RHomS(F,G) is a retract of RHomΘ×S(a
∗(F ), a∗(G)) imply that F ∈ QC(S)≥w if and only if
a∗(F ) ∈ QC(Θ × S)≥w. The same argument implies that F ∈ QC(S)<w if and only if a∗(F ) ∈
QC(Θ × S)<w. It follows that QC(S)≥w+1 ⊂ QC(S)≥w, because the same is true on Θ × S by
Lemma 1.1.4. Thus we have established the baric structure on QC(S).
Claims (1), (2), and (3):
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All three functors a∗(−), OΘ〈w〉 ⊗ (−), and π∗(−) commute with filtered colimits, are right t-
exact, and preserve Perf and APerf, and it follows from the definition that the same holds for β≥w.
The fiber sequence in the statement of the proposition implies that β<w preserves Perf and APerf,
and the fact that OΘ[t
−1]/OΘ · t
w⊗ (−) commutes with filtered colimits and is right t-exact implies
the same for β<w. Finally, the isomorphism OΘ[t±] ≃ colimw→−∞OΘ〈w〉, where OΘ〈w〉 denotes
the submodule OΘ · t
w ⊂ OΘ[t
±], shows that the canonical map colimw→−∞ β
≥w(F ) → F is an
isomorphism
Claim (4):
The first two statements, that f∗ preserves the baric structure, follow from Lemma 1.1.5. The
third statement follows from the observation that if E ∈ QC(S′)<w, then for any F ∈ QC(S)≥w,
RHomS(F, f∗(E)) ≃ RHomS′(f
∗(F ), E) = 0, because f∗(F ) ∈ QC(S′)≥w.
Claim (5):
Because F ∈ QC(S)≥w if and only if a∗(F ) ∈ QC(Θ×S)≥w, and likewise for QC(S)<w, it suffices
to show that E ∈ QC(Θ × S) lies in QC(Θ × S)≥w if and only if E|({0}/Gm)×S is concentrated in
weight ≥ w, and to show the same for QC(S)<w when E ∈ APerf(Θ× S).
If E ∈ QC(Θ × S) corresponds to [· · ·Ew+1 → Ew → · · · ] under the Reese equivalence, then
E|({0}/Gm)×S ≃
⊕
i∈Z
cofib(Ei+1 → Ei).
It follows from Lemma 1.1.4 that E ∈ QC(Θ × S)≥w if and only if E|({0}/Gm)×S is concentrated in
weight ≥ w.
On the other hand E ∈ APerf(Θ × S) lies in APerf(Θ × S)<w if and only if β≥w(E) = 0. By
Nakayama’s lemma,3 this is equivalent to
0 = β≥w(E)|({0}/Gm)×S = ⊕i≥w cofib(Ei+1 → Ei).
It follows that E ∈ APerf(Θ× S)<w if a∗(F )|({0}/Gm)×S is concentrated in weight < w.
Claim (6):
As discussed above, any E ∈ QC(BGm × S) is canonically isomorphic to
⊕
w∈ZOBGm〈−w〉 ⊗
π∗(Ew), where π : BGm×S→ S is the projection, and E
w ∈ QC(S). It follows from this observation
that if E,F ∈ QC(BGm × S) is such that E is concentrated in weight ≥ w (resp. < w) and F
is concentrated in weight ≥ v (resp. < v), then E ⊗ F is concentrated in weight ≥ v + w (resp.
< v+w−1). This observation combined with claim (5) and the fact that a∗(−) and (−)|({0}/Gm)×S
are symmetric monoidal functors implies the claim. 
Remark 1.1.6. Note that the monoidal structure on Θ equips the ∞-category QC(Θ) with the
structure of a co-monoidal object in the homotopy category of stable presentable ∞-categories.
Then the proof of Proposition 1.1.2 can be adapted to show that for any stable presentable ∞-
category C, such as C = QC(S) for an algebraic derived stack S, a co-action of QC(Θ) on C in
the homotopy category of stable presentable ∞-categories induces a baric structure on C whose
truncation functors are given by the formula of 1.1.2. We speculate that a baric decomposition on
C satisfying suitable hypotheses is equivalent to a coaction of QC(Θ) on C in Ho(PrLSt).
3Nakayama’s lemma implies that the support of a coherent sheaf is a closed substack of Θ×S. If E were a non-zero
almost perfect complex such that E|({0}/Gm)×S = 0, then the support of the first non-vanishing homology sheaf of E
would have to be an non-empty closed substack of Θ× S which does not meet {0}/Gm × S. There is no such closed
substack, so E|({0}/Gm)×S = 0 implies E = 0.
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1.2. The stack of filtered objects and derived Θ-strata. First let us recall the following
Theorem 1.2.1 ([HLP2, Thm. 5.1.1, Rem. 5.1.3, Rem. 5.1.4]). Let X be an algebraic derived stack
locally almost of finite presentation over a derived algebraic base stack B, and assume points of X
have affine automorphism groups relative to B. ThenMap
B
(Θ,X) and Map
B
(BGm,X) are algebraic
derived stacks locally almost of finite presentation with affine automorphism groups relative to B.
If X has quasi-affine or affine diagonal over B, then so does Map
B
(Θ,X).
As in [HL1] we will denote Grad(X) = Map(BGm,X) and Filt(X) = Map(Θ,X), and refer to
these as the stacks of graded and filtered objects in X, respectively. We will study several canonical
maps:
Grad(X)
σ --
Filt(X)
ev0
mm
ev1 // X (3)
ev1 is the restriction of the tautological map ev : Θ ×Map(Θ,X) → X to {1} ×Map(Θ,X), and
ev0 is the map classified by the restriction of ev to ({0}/Gm) ×Map(Θ,X). Finally, σ is induced
by the projection Θ→ BGm, and it is classified by the composition
Θ×Map(BGm,X)→ BGm ×Map(BGm,X)
ev
−→ X.
There is a canonical isomorphism ev0 ◦σ ≃ idMap(BGm,X).
Definition 1.2.2. Let X be a derived algebraic stack locally almost of finite presentation and
with affine automorphism groups relative to B. A derived Θ-stratum in X is union of connected
components S ⊂ Filt(X) such that ev1 |S : S→ X is a closed immersion.
The underlying classical stack Map(Θ,X)cl is by definition the restriction of the functor Map(Θ,X)
to the full sub∞-category of discrete simplicial commutative algebras. This agrees with the functor-
of-points definition of the classical mapping stack, i.e.
Map(Θ,X)cl ≃ Mapcl(Θ,Xcl).
We studied the latter object in detail in [HL1, Sect. 1], and many of the results established there for
the underlying classical stack immediately imply the corresponding result for the derived mapping
stack. For instance, we have:
Lemma 1.2.3. If X is a derived stack satisfying the hypotheses of Theorem 1.2.1, then the map
that takes S ⊂ Filt(X) to Scl ⊂ Mapcl(Θ,Xcl) induces a bijection between derived Θ-strata in X and
classical Θ-strata in Xcl.
Proof. This follows from the observation that an algebraic derived stack has the same topological
space of points as its underlying classical stack, along with the observation that a map of derived
stacks S → X is a closed immersion if and only if the induced map on underlying classical stacks
Scl → Xcl is a closed immersion [L4, Theorem 4.4].

1.2.1. Weak Θ-action on the stack of filtered objects. For any derived stack X, pre-composition
(t′, f(t)) 7→ f(t′ · t) defines a weak action of Θ on the stack Map(Θ,X). More formally:
Proposition 1.2.4. For any derived stack X, Filt(X) = Map(Θ,X) admits a canonical weak Θ-
action whose action map a : Θ× Filt(X)→ Filt(X) is classified by the composition
Θ×Θ× Filt(X)
µ×idFilt(X)
−−−−−−−→ Θ× Filt(X)
ev
−→ X, (4)
and this weak Θ-action restricts to any open and closed substack S ⊂ Filt(X).
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Proof. For the construction of a weak Θ-action on Filt(X), note that a|{1}×Filt(X) : Filt(X) →
Filt(X) is classified by the map ev ◦(µ × idFilt(X)) : Θ × {1} × Filt(X) → X, which is canonically
isomorphic to the map ev. Hence we have our equivalence a|{1}×Filt(X) ≃ idFilt(X). Similarly,
a ◦ a : Θ1 ×Θ2 × Filt(X)→ Filt(X) is classified by the map
Θ×Θ1 ×Θ2 × Filt(X)
µ×idΘ2 × idFilt(X)−−−−−−−−−−−→ Θ×Θ2 × Filt(X)
µ×idFilt(X)
−−−−−−−→ Θ× Filt(X)
ev
−→ X,
so the isomorphism a ◦ a ≃ a ◦µ follows from the associativity law for the monoidal structure on Θ.
Finally, let S ⊂ Filt(X) be an open and closed substack. Because a−1(S) ⊂ Θ×Filt(X) is a closed
substack which contains the open substack {1} × S, its underlying set of points must contain that
of Θ× S. Then we must have Θ× S ⊂ a−1(S), because inclusions of open substacks are determined
by underlying sets of points. One can check that the structure of the weak Θ-action on Filt(X)
induce associativity and identity isomorphisms for the resulting map a : Θ× S→ S. 
1.2.2. Induced Θ-strata. The following notion will play an important role beginning in Proposition 1.7.2
below.
Definition 1.2.5. Let p : X′ → X be a morphism of algebraic derived stacks that satisfy the
hypotheses of Theorem 1.2.1. We say that a Θ-stratum S ⊂ Filt(X) induces a Θ-stratum in X′
if its preimage S′ ⊂ Filt(X′) under the canonical map Filt(X′) → Filt(X) is a Θ-stratum, and
ev1(|S
′|) = p−1(ev1(|S|)) as subsets of |X
′|.
Lemma 1.2.6. Let X be a derived algebraic stack locally almost of finite presentation and with
affine automorphisms over a base stack, and let S ⊂ Filt(X) be a Θ-stratum. Given two morphisms
X′ → X and X′′ → X such that S induces Θ-strata in X′ and X′′, S also induces a Θ-stratum in the
fiber product X′ ×X X
′′ → X.
Proof. Let S′ ⊂ Filt(X′) and S′′ ⊂ Filt(X′′) denote the preimage of S ⊂ Filt(X). Then the condition
that S induces a Θ-stratum in each stack X′ and X′′ is equivalent to the condition that the canonical
morphisms S′ → S ×X X
′ and S′′ → S ×X X
′′ are surjective closed immersions. It follows that
S′ ×S S
′′ → S×X (X
′ ×X X
′′) is a surjective closed immersion. The claim now follows from the fact
that Map(Θ,−) commutes with fiber products, so S′ ×S S
′′ can be identified with the preimage in
Filt(X′ ×X X
′′) of S. 
Lemma 1.2.7. Let X be a derived algebraic stack locally almost of finite presentation and with
affine automorphisms over a base stack, and let S ⊂ Filt(X) be a Θ-stratum. If p : X′ → X is a
smooth representable morphism that induces a Θ-stratum S′ ⊂ Filt(X′), then the canonical map is
an isomorphism
S′
∼=
−→ X′ ×X S.
Proof. By Corollary 1.3.2.1 below, whose proof is independent of this lemma, S′ is smooth over S.
Thus the canonical map φ : S′ → X′×XS is a surjective closed immersion of algebraic derived stacks
which are smooth and representable over S. It follows that the relative cotangent complex Lφ is
perfect, and passing to fibers over S, one can see that it is 0, i.e., the morphism φ is e´tale. An e´tale
surjective closed immersion is an isomorphism. 
1.3. The cotangent complex of the stack of filtered objects. For any morphism of finite
Tor-amplitude between algebraic derived stacks π : Y → B such that π∗ : D–Coh(B) → D–Coh(Y)
admits a left adjoint π+ and the same holds for the base change of π along any morphism Spec(R)→
B, the mapping stack Map
B
(Y,X) has a cotangent complex for any derived stack X which has a
cotangent complex [HLP2, Prop. 5.1.10]. If ev : Y×BMapB(Y,X)→ X is the tautological evaluation
map, then
LMap
B
(Y,X)/B ≃ π+(ev
∗(LX/B)) ∈ D
–Coh(Map
B
(Y,X)). (5)
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Lemma 1.3.1. For any derived stack X the functor of pullback along the projection π : Θ×X→ X
admits a left adjoint π+ : QC(Θ× X)→ QC(X) given by π+(F ) := π∗((OΘ[t
−1]/OΘ · t)⊗ F ).
Proof. Under the Reese equivalence π∗(G) = [· · · → 0 → 0 → G → G → G → · · · ] where all
maps G → G are the identity and G first appears in weight 0. The explicit description of the
baric structure on QC(Θ×X) in Lemma 1.1.4 shows that π∗(G) ∈ QC(Θ×X)<1, and so any map
F → G factors uniquely through F → β<1(F ). Note however that QC(Θ × X)<1 is equivalent
to the ∞-category of diagrams indexed by integers ≤ 0, and π∗(G) is the constant object in this
diagram category, so if F ≃ [· · · → Fn+1 → Fn → · · · ], then
β<1(F ) ≃ [· · · → 0→ cofib(F1 → F0)→ cofib(F1 → F−1)→ · · · ]
and we have
RHomΘ×X(F, π
∗(G)) ≃ RHomX(colimn→−∞(cofib(F1 → Fn)), G).
This means that
π+(F ) ≃ colimn→−∞(cofib(F1 → Fn))
≃ cofib(F1 → colimn→−∞(Fn))
≃ cofib
(
π∗(OΘ〈1〉 ⊗ F )
t
−→ π∗(OΘ[t
−1]⊗ F )
)
,
and the claim follows. 
Lemma 1.3.2. Let X be a derived stack that admits a cotangent complex. Then there is an
equivalence of canonical fiber sequences QC(Filt(X))
β≥1(ev∗1 LX)
//
≃

ev∗1 LX
// β<1(ev∗1 LX)
≃

LFilt(X)/X[−1] // ev
∗
1 LX
// LFiltX
(6)
In particular, LFilt(X)/X ∈ QC(Filt(X))
≥1.
Proof. Note that composing the action map a : Θ × Filt(X) → Filt(X) with ev1 : Filt(X) → X
corresponds to restricting the map Θ × Θ × Filt(X) → X from (4) classified by a to the substack
{1}×Θ×Filt(X). We therefore have a canonical equivalence ev1 ◦a ≃ ev as maps Θ×Filt(X)→ X.
Using this observation and Lemma 1.3.1 gives
β<1(ev∗1(LX)) := π∗
(
(OΘ[t
−1]/OΘ · t)⊗ a
∗(ev∗1(LX))
)
≃ π∗
(
(OΘ[t
−1]/OΘ · t)⊗ ev
∗(LX)
)
≃ LFilt(X).
To establish the lemma it suffices to show that under this isomorphism the canonical map ev∗1(LX)→
β<1(ev∗1(LX)) is homotopic to the canonical map D ev1 : ev
∗
1(LX)→ LFilt(X).
Under the equivalence (5), the canonical morphism on Θ× Filt(X)
D ev : ev∗(LX)→ LΘ×Filt(X) ∼= LΘ ⊕ π
∗(π+(ev
∗(LX)))
is the 0 on the first summand and the unit of adjunction ev∗(LX)→ π
∗(π+(ev
∗(LX))) on the second
summand. D ev1 is obtained from D ev by restricting to {1} × Filt(X) and projecting LΘ×Filt(X)
onto the second summand π∗(π+(ev
∗(LX)))|{1}×Filt(X) ∼= π+(ev
∗(X)). Under the construction of π+
in Lemma 1.3.1, for any F ∈ D–Coh(Θ×Filt(X)) one can identify the canonical map F |{1}×Filt(X) →
π∗(π+(F ))|{1}×Filt(X) ∼= π+(F ) with the map
π∗(OΘ[t
−1]⊗ F )→ π∗((OΘ[t
−1]/OΘ · t)⊗ F ).
D ev1 is obtained by applying this to F = ev
∗(LX), which establishes the claim.
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Corollary 1.3.2.1. Let X′ → X be a smooth morphism of algebraic derived stacks that are locally
almost of finite presentation and have affine automorphism groups relative to the base stack. Then
the canonical map Filt(X′)→ Filt(X) is smooth as well. In particular, if X is smooth over a classical
base, then Filt(X) is smooth as well, and hence classical.
Proof. By Lemma 1.3.2, and using the fact from Proposition 1.1.2 part (4) that pullback along
Filt(X′) → Filt(X) commutes with baric truncation, it suffices to show that β<1(ev∗1(LX′/X)) is
perfect of Tor-amplitude in [0, 1]. ev∗1(LX′/X) is perfect of Tor-amplitude in [0, 1] by hypothesis,
and thus β<1(ev∗1(LX′/X)) is perfect by Proposition 1.1.2 part (3), so it suffices to show that its
fibers have homology supported in degrees [0, 1].
Any filtration f : Θk → X
′ specializes, as a point in Filt(X′), to its associated split filtra-
tion σ(ev0(f)) : Θk → X
′, so it suffices to bound the fiber homology at points in the image of
σ : Grad(X′) → Filt(X′). Any such point has a canonical (Gm)k-action, and the resulting map
B(Gm)k → Filt(X
′) is equivariant with respect to the weak Θ-action on each stack. Therefore,
by Proposition 1.1.2 part (4), the claim on fiber homology follows from the observation that if
E ∈ QC((Gm)k) has homology in degree 0 and 1 only, then the same is true for β
<1(E). 
1.4. An intrinsic characterization of a Θ-stratum. Say that i : S →֒ X is the closed substack
underlying a Θ-stratum, i.e. we have specified an open and closed immersion S ⊂ Filt(X) under
which i is identified with ev1. Proposition 1.2.4 shows that S carries a canonical weak Θ-action from
its embedding in Filt(X), and Lemma 1.3.2 shows that LS/X ∈ QC(S)
≥1 with respect to the baric
structure defined by this canonical weak Θ-action. We establish a converse to these results under
suitable hypotheses on X. It shows, in particular, that specifying the structure of a Θ-stratum on
a closed substack is equivalent to specifying a suitable weak Θ-action.
Proposition 1.4.1. Let X be a derived algebraic stack locally almost of finite presentation and
with affine diagonal relative to a base stack B,4 and let i : S→ X be a closed immersion. Then for
any weak Θ-action on S, the action map a : Θ× S→ S composed with i is classified by a morphism
φ : S→ Map(Θ,X)
which is a closed immersion and Θ-equivariant for the weak Θ-action on Filt(X) described in
Proposition 1.2.4. If LS/X ∈ QC(S)
≥1, then φ is an open immersion as well and hence identifies S
with a Θ-stratum in X.
Proof. Step 1: f is Θ-equivariant.
The composition aFilt(X) ◦ (id×φ) : Θ × S → Θ × Filt(X) → Filt(X) classifies the map i ◦ aS ◦
(µ × idS) : Θ × Θ × S → X, whereas the composition φ ◦ aS : Θ × S → Filt(X) classifies the map
i ◦ aS ◦ (idΘ×aS) : Θ × Θ × S → X. These two maps are isomorphic by the definition of a weak
Θ-action.
Step 2: φ is a closed immersion.
Note that the isomorphism a|{1}×S ≃ idS gives an isomorphism ev1 ◦φ ≃ i. It follows that
for any simplicial commutative ring R the map φR : S(R) → Filt(X)(R) is injective on π0 and
an isomorpism on π1 for any base point in S(R), because the same holds after composition with
the map ev1 : Filt(X) → X, which is representable [HL1, Lem. 1.1.13]. This implies that the
induced map of underlying classical stacks φcl : Scl → Filt(X)cl is a finitely presented representable
monomorphism, and it suffices to show that this is a closed immersion.
4All that is required for the proof is that Filt(X) is algebraic and ev1 : Filt(X)→ X is separated.
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This can be checked locally over X, so for any morphism ξ : Spec(R) → X we can consider
Flag(ξ) := Filt(X)×X Spec(R), and we have a commutative diagram
SR
φR //
iR
##❍
❍❍
❍❍
❍❍
❍❍
Flag(ξ)
(ev1)Ryysss
ss
ss
ss
s
Spec(R)
,
in which iR is a closed immersion. (ev1)R is separated because X has affine diagonal over the base
[HL1, Prop. 1.5.3], so φR is a closed immersion as well.
Step 3: f is an open immersion if LS/X ∈ QC(S)
≥1.
It suffices to show that Dφ : φ∗(LFilt(X))→ LS is an isomorphism. First observe the following:
Lemma 1.4.2. Let S be a derived stack which admits a cotangent complex. If S has a weak Θ-action,
then LS ∈ QC(S)
<1 for the baric structure of Proposition 1.1.2.
Proof. For any map Y → Filt(S) classifying a map f : Θ× Y → S, we have LFilt(S)|Y ≃ π+(f
∗(LS))
by (5). Applying this to the map φ : S → Filt(S) associated to the action map a : Θ × S → S, we
have
φ∗(LFilt(S)) ≃ π+(a
∗(LS)) ≃ β
<0(LS)
by Lemma 1.3.1. The fact that ev1 ◦φ ≃ idS implies that LS is a retract of φ
∗(LFilt(S)). But φ is
Θ-equivariant, and LFilt(S) ∈ QC(Filt(S))
<1 by Lemma 1.3.2, hence LS ∈ QC(S)
<1 by part (4) of
Proposition 1.1.2. 
To complete the proof of Proposition 1.4.1, note that the isomorphism ev1 ◦φ ≃ i implies that
the composition
i∗(LX) ≃ φ
∗ ev∗1(LX)
φ∗(D ev1)
−−−−−−→ φ∗(LFilt(X))
Dφ
−−→ LS
is isomorphic to the canonical map Di : i∗(LX)→ LS. If we assume that LS/X ∈ QC(S)
≥1, then Di
becomes an isomorphism after applying the functor β<1(−). It follows that the composition above
becomes an isomorphism after applying β<1(−).
Lemma 1.3.2 and part (4) of Proposition 1.1.2 imply that φ∗(D ev1) is isomorphic to the canonical
map φ∗ ev∗1(LS)→ β
<1(φ∗ ev∗1(LS)), and in particular β
<1(φ∗(D ev1)) is an isomorphism. It follows
that β<1(Dφ) : β<1(φ∗(LFilt(X)))→ β
<1(LS) is an isomorphism. But as we have already observed,
φ∗(LFilt(X)) ∈ QC(S)
<1 already, and LS ∈ QC(S)
<1 by Lemma 1.4.2. It follows that Dφ is an
isomorphism.

In the case where i : S → X is the identity, Proposition 1.4.1 states that any weak Θ-action
on S comes from a Θ-equivariant open and closed embedding S ⊂ Filt(S). Although we have not
introduced a “homotopy coherent” notion of a Θ-action, the Θ-action on Filt(S) would certainly
qualify as homotopy coherent for any sensible definition. Therefore our result shows that there is
no difference between a homotopy coherent Θ-action and the notion introduced in Definition 1.1.1.
Furthermore, the data of a weak Θ-action on S is “discrete” in the following sense:
Corollary 1.4.2.1. If S is an algebraic derived stack locally of finite presentation and with affine
diagonal over a base stack, then specifying a weak Θ-action on S is equivalent to specifying an open
and closed substack Y ⊂ Filt(S) such that ev1 : Y→ S is an isomorphism.
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Proof. Applying Proposition 1.4.1 to the identity map i : S→ S, we see that ev1 is an isomorphism
between φ(S) ⊂ Filt(S) and S. Conversely if Y ⊂ Filt(S) is an open an closed substack such that
ev1 induces an isomorphism ev1 : Y ≃ S, then the canonical weak Θ-action on Filt(S) induces a
weak Θ-action on Y and hence on S. In this case the embedding φ : S → Filt(S) constructed in
Proposition 1.4.1 is the inverse of the isomorphism ev1. 
1.5. The center of a derived Θ-stratum. Recall the stack of graded objects in X, Grad(X) :=
Map(BGm,X), along with the canonical morphism σ : Grad(X) → Filt(X) associated to the pro-
jection Θ → BGm from (3). σ is the map which takes a graded object to the corresponding split
filtration in X.
Definition 1.5.1. If X is an algebraic stack locally almost of finite presentation and with affine
stabilizers over B, and S ⊂ Filt(X) → X is a Θ-stratum, the center of S is the open and closed
substack Z := σ−1(S) ⊂ Map(BGm,X).
By construction the morphism σ : Grad(X) → Filt(X) restricts to a morphism Z → S, and the
projection ev0 : Filt(X) → Grad(X) restricts to a morphism ev0 : S → Z as well. We will also see
that the center is associated intrinsically to the weak Θ-action on S:
Lemma 1.5.2. If X has affine diagonal and S ⊂ Filt(X) → X is a Θ-stratum, and φ : S ⊂ Filt(S)
is the open and closed embedding of Corollary 1.4.2.1 induced by the canonical weak Θ-action on S,
then the center of S is canonically isomorphic to Z ∼= σ−1(φ(S)) ⊂ Grad(S).
Proof. Even though Z is defined as an open and closed substack of Grad(X), the embedding Z ⊂
Grad(X) factors through the closed embedding Grad(S) →֒ Grad(X) [HL1, Cor. 1.1.8], so we can
canonically regard Z as an open and closed substack of Grad(S). The claim follows from the
fact that the embedding S ⊂ Filt(X) is the composition of the canonical embedding S ⊂ Filt(S)
associated to the weak Θ-action with the closed embedding Filt(S) →֒ Filt(X).

The stack BGm is also a monoidal object in the homotopy category of the ∞-category of stacks.
As in Proposition 1.2.4, the stack of graded objects Grad(X) := Map(BGm,X) admits a canonical
weak action of the monoid BGm, where the action map BGm ×Grad(X)→ Grad(X) classifies the
composition
BGm ×BGm ×Grad(X)
µ×idGrad(X)
−−−−−−−→ BGm ×Grad(X)
ev
−→ X.
This weak action of BGm restricts to a weak action on any open and closed substack Z ⊂ Grad(X).
The projection map Θ = A1/Gm → BGm is a map of monoids, and thus we can equip Grad(X)
with a weak action of Θ, where the action map is the composition Θ×Grad(X)→ BGm×Grad(X)→
Grad(X).
Lemma 1.5.3. If Z is a derived stack with a weak BGm-action a : BGm × Z → Z, then there is
a canonical direct sum decomposition QC(Z) =
⊕
w∈ZQC(Z)
w, where the projection onto QC(Z)w
is given by F 7→ Fw := π∗(OBGm〈w〉 ⊗ a
∗(F )). The baric structure corresponding to the weak
Θ-action induced by the projection Θ → BGm has QC(Z)
≥w =
⊕
n≥wQC(Z)
w and QC(Z)<w =⊕
n<wQC(Z)
w.
Proof. One could immitate the proof of Proposition 1.1.2, but instead we will use that result to
give a short argument. Let p : Θ→ BGm be the projection, which leads to an action map via the
composition
Θ× Z
p // BGm × Z
a // Z
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Then the baric truncation functors of Proposition 1.1.2 are given by
β≥w(F ) = π∗((p∗OΘ)⊗ OBGm〈w〉 ⊗ a
∗(F )) = ⊕n≥wFw, and
β<w(F ) = π∗(p∗(OΘ[t
−1]/OΘ)⊗ OBGm〈w〉 ⊗ a
∗(F )) = ⊕n<wFw.
Note in particular that by part (2) of Proposition 1.1.2 the canonical map
⊕
w∈Z Fw → F is an
isomorphism.
If we let p− : Θ → BGm denote the projection map followed by the automorphism of BGm
given by the group homomorphism z 7→ z−1, then one finds that the resulting baric decomposi-
tion has β≥w(F ) =
⊕
n<−w+1 Fw and β
<w(F ) =
⊕
n≥−w+1 Fw. Using this one can show that
RHom(Fw, Gv) = 0 for any F,G ∈ QC(Z) and any v 6= w. This implies that QC(Z) is a direct
sum of the categories QC(Z)w, which are defined as the essential image of the projection functors
F 7→ Fw.

Lemma 1.5.4. Let S be a Θ-stratum with center Z. A complex F ∈ D–Coh(S) lies in D–Coh(S)≥w
(respectively D–Coh(S)<w) if and only if σ∗(F ) ∈ D–Coh(Z)≥w (respectively σ∗(F ) ∈ D–Coh(Z)<w).
Proof. Both ev0 : Filt(X) → Grad(X) and σ : Grad(X) → Filt(X) are Θ-equivariant, so they
preserve the baric structure by Proposition 1.1.2 part (4). For the weak Θ-action on Filt(X) de-
fined in Proposition 1.2.4 and for the corresponding weak action of BGm on Grad(X), we have a
commutative diagram
BGm × Filt(X)
idBGm × ev0//

BGm ×Grad(X)
a // Grad(X)
σ

Θ× Filt(X)
a // Filt(X)
.
It follows that for F ∈ D–Coh(S), a∗(F )|BGm×S is concentrated in weight ≥ w (respectively < w) if
and only if (idBGm × ev0)
∗a∗σ∗(F ) is concentrated in weight ≥ w (respectively < w). Because the
map ev0 : Filt(X) → Grad(X) has a section σ, this happens if and only if a
∗(σ∗(F )) has weights
concentrated in the corresponding range. By definition of the graded structure on QC(Z), this is
equivalent to the condition that σ∗(F ) ∈ QC(Z)≥w (respectively σ∗(F ) ∈ QC(Z)<w). The claim
then follows from the characterization of D–Coh(S)<w and D–Coh(S)≥w in Proposition 1.1.2 part
(5). 
We can also describe the cotangent complex of the center:
Lemma 1.5.5. Let X be a derived stack which admits a cotangent complex, and consider the
canonical map σ : Grad(X) → Filt(X). Then there is a canonical equivalence of fiber sequences in
QC(Grad(X))
β<0(σ∗LFilt(X)) //

σ∗LFilt(X) // β
≥0(σ∗LFilt(X)) //

LGrad(X)/Filt(X)[−1] // σ
∗LFilt(X) // LGrad(X) //
Proof. The pullback along the projection map π∗ : QC(Grad(X)) → QC(BGm × Grad(X)) has a
left adjoint π+ which can be identified with π∗. From the general formula (5) for the cotangent
complex of a mapping stack LMap(BGm,X) ≃ π∗(ev
∗(LX)). If u : Grad(X) → X is the forgetful
morphism, then
u ◦ a ∼= ev : BGm ×Grad(X)→ X,
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so LGrad(X) is the projection of u
∗(LX) onto the weight 0 piece of the direct sum decomposition of
Grad(X) defined in Lemma 1.5.3.
Note that by considering the opposite of the canonical weak BGm-action on Grad(X) we see that
β≥0(−) is also a left adjoint of the inclusion QC(Grad(X))≥0 ⊂ QC(Grad(X)), so the canonical map
Dσ : σ∗(LFilt(X))→ LGrad(X) factors uniquely through a morphism
β≥0(σ∗(LFilt(X)))→ LGrad(X). (7)
We note that ev1 ◦σ ∼= u : Grad(X) → X, and this implies that Dσ ◦ σ
∗(D ev1) ∼= Du : u
∗(LX) →
LGrad(X). When we restrict to the direct summand of weight 0, σ
∗(D ev1) and Du are isomorphisms,
and it follows that so is Dσ. Lemma 1.3.2 implies σ∗(LFilt(X)) ∈ QC(Grad(X))
<1, and therefore (7)
is an isomorphism.

Lemma 1.5.6. Let X be an algebraic derived stack locally almost of finite presentation and with
affine diagonal over a noetherian base stack, let S →֒ X be a Θ-stratum with center Z, and let
D–Coh(S)w := D–Coh(S)≥w ∩ D–Coh(S)<w+1. Then the pullback functor ev∗0 : QC(Z) → QC(S)
induces an equivalence QC(Z)w ≃ QC(S)w, whose inverse is given by β≥w((ev0)∗(−)).
We will postpone the proof of this last lemma until Section 1.8, because it relies on the local
structure theorem Theorem 1.8.1. It is not used until Section 1.9.
1.6. Example: Filtered objects in a quotient stack. Fix a ground field k, and letG be an affine
algebraic group acting on an affine derived scheme Spec(A). Let λ : Gm → G be a one parameter
subgroup, and let Pλ be the associated block upper triangular group, i.e. the subgroup of g ∈ G
such that limt→0 λ(t)gλ(t)
−1 exists. Then by [HL1, Thm. 1.4.8], the stack Spec(π0(A)/I+)/Pλ is a
union of connected components of Filt(Spec(π0(A))/G), and if G has a split maximal torus then
all connected components arise in this way for a unique conjugacy class of λ.
Now choose a quasi-isomorphism of simplicial commutative algebras A• ≃ A
′
• where each A
′
n =
k[Un] is a polynomial ring generated by some G-representation Un. We let U
<1
n be the quotient
of Un by the subspace of positive λ-weight U
≥1
n . We have k[U
<1
n ] = k[Un]/(I+)n, where (I+)n :=
k[Un] ·U
≥1. These quotient rings form a simplical commutative algebra B• = k[U
<1
• ] = k[U•]/(I+)•
which inherits an action of Pλ.
Lemma 1.6.1. There is a canonical map φ : Spec(B•)/Pλ → Filt(Spec(A•)/G) which is an open
and closed immersion, and if G is split then every connected component lies in a substack of this
form for a unique conjugacy class of λ.
To construct this map, we will construct a Gm × Pλ-equivariant G-bundle on A
1 × Spec(B•)
along with a G-equivariant map to Spec(A•), following [HL1, Sect. 1.4.3]. For each n, we equip
Spec(k[t]⊗ k[U<1n ]⊗ k[G]) with a Gm × Pλ-action by
(t, p) · (z, x, g) = (tx, p · x, λ(tz)pλ(tz)−1g),
which commutes with the action of G by right multiplication. In addition, the map Spec(k[t] ⊗
k[U<1n ]⊗ k[G])→ Spec(k[Un]) defined by
(z, x, g) 7→ g−1λ(z) · x
is G equivariant and Gm × Pλ invariant. This equivariant structure and these level-wise maps
are compatible with the face and degeneracy maps in B• and A•, so we have a map of simplicial
commutative algebra A• → k[t]⊗B• ⊗ k[G] which is G-equivariant and invariant for the Gm × Pλ
action on the target. Our canonical map φ : Spec(B•)/Pλ → Filt(Spec(A•)/G) by definition
classifies the resulting map
A1 × Spec(B•)/Gm × Pλ ≃ A
1 × Spec(B•)×G/Gm × Pλ ×G→ Spec(A•)/G.
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Proof of Lemma 1.6.1. π0(B•) ≃ π0(A)/I+, and the canonical map above restricts to the canonical
map Spec(π0(A)/I+)/Pλ → Filt(Spec(π0(A))/G) which is shown to be an open and closed immer-
sion in [HL1, Theorem 1.4.8]. It follows that the canonical map in the derived setting is a closed
immersion, and it suffices to show that φ induces an isomorphism LSpec(B•)/Pλ → φ
∗LFilt(Spec(A•)/G).
Because both complexes are almost perfect, it suffices by Nakayama’s lemma to verify that the fiber
of this map is an isomorphism at every λ(Gm)-fixed point p ∈ Spec(π0(B•)).
Consider the map ψ : Spec(B•)/Pλ → Spec(A•/G) induced by the (Pλ → G)-equivariant map
Spec(B•)→ Spec(A•). The isomorphism ψ ≃ ev1 ◦φ gives a factorization
ψ∗LSpec(A•)/G
Dψ //
φ∗(D ev1) ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
LSpec(B•)/Pλ
φ∗LFilt(Spec(A•)/G)
Dφ
66❧❧❧❧❧❧❧❧❧❧❧❧❧
.
From the explicit description of A• and B• as simplicial polynomial algebras, ψ
∗(LSpec(A•)/G)⊗k(p)
has the form · · · → U2⊗ k(p)→ U1⊗ k(p)→ U0⊗ k(p)→ (g)
∨⊗ k(p), and the map Dψ is precisely
the inclusion of the subcomplex of weight ≤ 0, · · · → U<12 → U
<1
1 → U
<1
0 → (pλ)
∨. The same is
true for the map D ev1 by Lemma 1.3.2, so it follows that Dφ is an isomorphism. 
Remark 1.6.2. A similar argument deduces that Grad(Spec(A•)/G) is a disjoint union of stacks
of the form Spec(A•/(I+)• + (I−)•)/Lλ, where Lλ is the centralizer of λ, using the corresponding
classical statement in [HL1, Thm. 1.4.8].
More generally, let R• be a simplicial commutative algebra, and let A• is a simplicial commutative
R• algebra with a (G
n
m)R•-action, i.e., A• is a commutative algbera in Z
n-graded simplicial R•-
modules. As above, we choose a quasi-isomorphism with a semi-free R•-algebra A• ∼= R•[U•]. For
any cocharacter λ : Gm → G
n
m we can define B• = R•[U
<1
• ] = R•[U•]/(I+)•. Note that Pλ = G
n
m
because the group is abelian. In this case the map φ constructed above has a simpler description:
For f ∈ Un let
∑
w∈Z fw be the weight decomposition of the projection of f under the action of
λ(Gm). Then the homomorphism Rn[Un]→ Rn[t]⊗Rn[U
<0
n ] taking f 7→
∑
w≤0 t
−wfw is compatible
with the simplicial structure and equivariant for the group homomorphism (λ, idGnm) : Gm×G
n
m →
Gnm. It thus defines a map Θ× Spec(B•)/G
n
m → Spec(A•)/G
n
m, which is classified by a map
φλ : Spec(B•)/G
n
m → Filt(Spec(A•)/G
n
m). (8)
In addition if we define C• := R•[U
0
• ] = R•[U•]/((I+)• + (I−)•), then the canonical closed
embedding Spec(C•) → Spec(A•) is equivariant for the group homomorphism (λ, idGnm) : Gm ×
Gnm → G
n
m, where the first factor of Gm acts trivially on C•. We can thus regard this inclusion as
a morphism (BGm)× Spec(C•)/G
n
m → Spec(A•)/G
n
m, which is classified by a morphism
σλ : Spec(C•)/G
n
m → Grad(Spec(A•)/G
n
m). (9)
Lemma 1.6.3. The map (8) is an open and closed immersion, and the image of φλ covers
Filt(Spec(A•)/G
n
m) as λ ranges over all cocharacters of G
n
m. Likewise the map (9) is an open
and closed immersion, and the image of σλ covers Grad(Spec(A•)/G
n
m) as λ ranges over all cochar-
acters of Gnm.
Proof. The argument is the same as the proof of Lemma 1.6.1: one uses the computation of the
cotangent complex in Lemma 1.3.2 and Lemma 1.5.5, combined with the analogous statement for
the underlying classical stack [HL1, Thm. 1.47]. 
Example 1.6.4. Even if the stack X is classical (i.e. πn(OX) = 0 for n > 0), the stack Filt(X) need
not be classical. For instance, consider a Gm-action with on C[x1, . . . , xn, y1, . . . , ym] in which each
xi has positive weight and each yj has negative weight. Let X = Spec(C[x1, . . . , xn, y1, . . . , ym]/(f))
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where f is a non-zero polynomial in the ideal (x1, . . . , xn) that is homogeneous of weight d ∈
Z. The classical attracting locus for the tautological one parameter subgroup λ(t) = t is Y cl =
Spec(C[xi, yj]/(f, xi)) = Spec(C[yj ]), which is an affine space with a contracting action of Gm. The
cotangent complex of X/Gm is the three term complex given by OX · df →
⊕
iOX · dxi ⊕
⊕
j OX ·
dyj → OX , where the second map takes dxi 7→ aixi where ai is the weight of xi, and likewise for
each dyj. If f has weight d < 0, then the cotangent complex of the derived Θ-stratum Y/Gm is
LY/Gm = [OY · df →
⊕
j
OY · dyj → OY ]
by Lemma 1.3.2, where the first differential is 0 because f ∈ (x1, . . . , xn). This does not agree
with the cotangent complex of the underlying classical Θ-stratum, which is missing the summand
of OY · df in homological degree 1.
1.7. Quasi-coherent complexes supported on a Θ-stratum.
Definition 1.7.1. Let i : S →֒ X be a Θ-stratum. We will let QCS(X)
≥w,QCS(X)
<w ⊂ QC(X)
denote the smallest full stable subcategories which contain the essential image i∗(QC(S)
≥w) and
i∗(QC(S)
<w) respectively and are closed under extensions, filtered colimits, and limits of towers
· · · → F2 → F1 → F0 for which τ≤k(Fi) is eventually constant for any k. We let QC(X)
<w ∈ QC(X)
denote the full subcategory of complexes F for which RΓS(F ) ∈ QCS(X)
<w.
Proposition 1.7.2. Let X be an algebraic stack locally almost of finite presentation and with
affine automorphism groups over a locally noetherian algebraic base stack, and let i : S →֒ X be a
Θ-stratum. Then we have a baric decomposition
QC(X) = 〈QC(X)<w,QCS(X)
≥w〉,
whose truncation functors we denote β≥w
S
and β<w (See Definition 1.7.8). This baric decomposition
satisfies the following properties, and is uniquely characterized by (1), (2), (3), and the fact that
all objects of QCS(X)
≥w are set-theoretically supported on S:
(1) β≥w
S
and β<w commute with filtered colimits;
(2) i∗ : QC(S)→ QCS(X) intertwines β
≥w
S
and β<w with the baric truncation functors on QC(S)
induced by Proposition 1.1.2;
(3) β≥w
S
and β<w are locally uniformly bounded below in homological amplitude, i.e., for any
map p : Spec(A)→ X, there is some d ≤ 0 such that p∗ ◦ β≥w and p∗ ◦ β<w map QC(X)≥∗
to QC(A)≥∗+d;
(4) β≥w
S
and β<w commute with the functor RΓS(−) and therefore preserve QCS(X). They also
preserve the subcategory D–CohS(X), and they are right t-exact on QCS(X).
(5) If p : X′ → X is a morphism such that S induces a Θ-stratum S′ →֒ X′ (Definition 1.2.5) and
the canonical map S′ → S×XX
′ is an isomorphism, then p∗ : QC(X)→ QC(X′) canonically
commutes with the baric truncation functors.
(6) If X has affine diagonal over the base, then a complex F ∈ QC(X) lies in QC(X)<w if and
only if Hn(RΓS(F )) ∈ QC(X)
<w for all n.
Remark 1.7.3. If F ∈ QC(X)<∞ and · · · → E1 → E0 is a tower whose truncations are eventually
constant, then Map(limiEi, F ) ∼= Map(Ek, F ) for k ≫ 0. It follows that for F ∈ QC(X)<∞,
F ∈ QC(X)<w if and only if it is right orthogonal to i∗(QC(S)
≥w), which is equivalent to iQC,!(F ) ∈
QC(S)<w. We will see in Section 1.7.1 that if X is eventually coconnective, this condition completely
characterizes QC(X)<w.
In the context of the proposition above, we first make some more elementary observations.
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Lemma 1.7.4. Let i : S →֒ X be a Θ-stratum with X quasi-compact, and let F ∈ QC(S)≥w and
G ∈ QC(S)<w. Then RHomX(i∗(F ), i∗(G)) = 0.
Proof. It is equivalent to show that RHomS(i
∗(i∗(F )), G) = 0. Because F = colimd→−∞ β
≥w(τ≥d(F ))
and β≥w is right t-exact, it suffices to assume that F ∈ QC(S)>−∞. Corollary A.0.1.1 implies that
i∗(i∗(F )) is the limit of a tower→ · · · → Fn+1 → Fn → · · · → F0 such that ∀d, τ≤d(Fn) is eventually
constant in n, and fib(Fn → Fn−1) ∼= Sym
n(LS/X)⊗F . The latter lies in QC(S)
≥w by Lemma 1.3.2
and Proposition 1.1.2 part (6), so we have Fn ∈ QC(S)
≥w as well. Finally, because β≥w is right
t-exact, it commutes with limits of towers whose truncations are eventually constant. It follows
that i∗(i∗(F )) ∼= limn Fn lies in QC(S)
≥w, which establishes the claim. 
Definition 1.7.5. Under the hypotheses of Proposition 1.7.2 and assuming X is quasi-compact, let
C ⊂ QC(X) denote the smallest full stable subcategory containing the essential image i∗(QC(S)).
Lemma 1.7.6. For any F ∈ C and G ∈ QC(X), the complexes τ≤d(F ), τ≥d(F ), F ⊗ G, and
RHomX(F,G) all lie in C, where the last denotes the inner Hom in the symmetric monoidal ∞-
category QC(X)⊗. In particular, C inherits a t-structure from QC(X).
Proof. Any F ∈ C can be constructed as a sequence of extensions of objects in i∗(QC(S)). More
precisely, we let C0 := i∗(QC(S)) and let Ci ⊂ C be the full sub category consisting of objects that
are cofibers of a morphism in Ci−1 for any i > 0. Then each Ci is closed under shifts, C0 ⊂ C1 ⊂ · · · ,
and C =
⋃
i Ci.
First we prove by induction on i that for F ∈ Ci, τ≤d(F ) and τ≥d(F ) lie in C for any d, and
thus C is closed under truncation. Because i∗ is exact, C0 is preserved by the functors τ≤d(−) and
τ≥d(−). For any map A→ B between objects in a stable∞-category with a left and right complete
t-structure, there is a fiber sequence
cofib(τ≥d(A)→ τ≥d(B))→ τ≥d cofib(A→ B)→ Q[d],
where Q is the cokernel of the map Hd(B) → Hd(cofib(A → B)) in the heart of the t-structure.
Dually, we have a fiber sequence
K[d]→ τ≤d fib(A→ B)→ fib(τ≤d(A)→ τ≤d(B)),
where K = ker(Hd(fib(A → B)) → Hd(A)). The subcategory i∗(QC(S)♥) ⊂ QC(X)♥ is closed
under subobjects and quotients (this reduces to the statement for underlying classical stacks, which
can be checked locally), so Q and K lie in i∗(QC(S)♥) as well. This shows that under the inductive
hypothesis, if A,B ∈ Ci−1, then τ≤d(cofib(A → B)) and τ≥d(cofib(A → B)) lie in C, which proves
the claim.
By a similar inductive argument, the claim that F ⊗G and RHom⊗X(F,G) lie in C can be reduced
to the case where F = i∗(E) for some E ∈ QC(S). The claim then follows from the base change
formula i∗(E)⊗G ∼= i∗(E ⊗ i
∗(G)) and the formula RHom⊗
X
(i∗(E), G) ∼= i∗(RHom
⊗
S
(E, iQC,!(G))),
where iQC,! denotes the right adjoint to i∗. 
Lemma 1.7.7. There is a unique semiorthogonal decomposition C = 〈C<w,C≥w〉 such that the
truncation functors β≥w
C
and β<w
C
are right t-exact, i∗(QC(S)
<w) ⊂ C<w, and i∗(QC(S)
≥w) ⊂ C≥w.
Proof. This is essentially a formal consequence of Lemma 1.7.4, which implies that if C≥w and C<w
are the smallest full stable subcategories containing i∗(QC(S)
≥w) and i∗(QC(S)
<w) respectively,
then C≥w is left semiorthogonal to C<w. The sequences i∗(β
≥w(F )) → i∗(F ) → i∗(β
<w(F )) give
the canonical fiber sequences for any F ∈ i∗(QC(S)), and the functoriality of this factorization
under cones and shifts implies the existence of such fiber sequences for any object of C. 
24
Assuming X is quasi-compact, we recall from Theorem A.0.1 the canonical presentation of the
local cohomology functor
RΓS(F ) ∼= lim d colimnRHom
⊗
X
(OS(n) , τ≤d(F )),
where OS(n) ∈ D
–CohS(X) is the structure sheaf of the n
th infinitesimal neighborhood of S →֒ X.
Note that OS(n) has a finite filtration whose associated graded complexes are i∗ Sym
n(LS/X[−1]), so
the complexes RHom⊗
X
(OS(n) , τ≤d(F )) lie in C by Lemma 1.7.6.
Definition 1.7.8. We define the baric truncation functors β≥w
S
and β<w explicitly when X is
quasi-compact by the formulas
β≥w
S
(F ) = lim d
(
colimn
(
β≥w
C
(
RHom⊗
X
(OS(n) , τ≤dF )
)))
, and (10)
β<w(F ) = cofib(β≥w
S
(F )→ F ), (11)
making use of Lemma 1.7.7 to define the baric truncation functor β≥w
C
on C.
Lemma 1.7.9. β≥w
C
RHom⊗
X
(OS(n) , τ≤d(−)) : QC(X)→ QC(X) commutes with filtered colimits.
Proof. Because OS(n) is a finite sequence of extensions of objects of the form i∗(E) for E ∈ QC(S),
it suffices to show that
β≥w
C
RHom⊗
X
(i∗(E), τ≤d(−)) ∼= β
≥w
C
i∗(RHom
⊗
S
(E, iQC,!(τ≤d(−))))
∼= i∗(β
≥wRHom⊗
S
(E, iQC,!(τ≤d(−))))
commutes with filtered colimits. Because i∗ : QC(S) → QC(X) is t-exact, its right adjoint i
QC,! is
left t-exact, and iQC,! : QC(X)≤d → QC(S)≤d is right adjoint to i∗ : QC(S)≤d → QC(X)≤d. Both
categories are compactly generated by DCoh(−)≤d [HLP2, Thm. A.2.1], and thus i
QC,! commutes
with filtered colimits in QC(X)≤d because i∗ preserves compact objects. Likewise the fact that
E ∈ D–Coh(X) implies that RHom⊗
X
(E,−) commutes with filtered colimits in QC(S)≤d, and the
lemma follows from this and the fact that i∗ and β
≥w commute with filtered colimits in QC(S) (the
latter is part (1) of Proposition 1.1.2). 
Lemma 1.7.10. The functors β≥w
S
and β<w of Definition 1.7.8 are canonically isomorphic to the
truncation functors β≥w
C
and β<w
C
of Lemma 1.7.7 when restricted to C.
Proof. Precomposing with the map OX → OS(n) defines a natural transformation of functors
colimn β
≥w
C
RHom⊗
X
(OS(n) ,−) → β
≥w
C
(−), and the right exactness of β≥w
C
from Lemma 1.7.7 al-
lows us to pre-compose with τ≤d(−) and pass to the limit to define a natural transformation of
functors on C
β≥w
S
(−)→ lim←− d
(
β≥w
C
(τ≤d(−))
)
∼= β
≥w
C
(−),
where we have used the right t-exactness of β≥w
C
to deduce that the inverse limit on the right agrees
with β≥w
C
(−) after truncation at any degree.
To show that this is an isomorphism, it suffices to show that for any E ∈ QC(S)<∞, the natural
transformation
colimn β
≥w
C
RHom⊗
X
(OS(n) , i∗(E))→ β
≥w
C
(i∗(E))
is an isomorphism. By adjunction, the isomorphism β≥w
C
(i∗(−)) ∼= i∗(β
≥w(−)), and the fact that
β≥w commutes with filtered colimits in QC(S), it suffices to show that
colimnRHom
⊗
S
(i∗(OS(n)), E)→ E
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is an isomorphism. It suffices to verify this map is an isomorphism after pushing forward to X once
more, in which case it follows from the formula for RΓS(i∗(E)) in Theorem A.0.1 and the fact that
RΓS(i∗(E)) ∼= i∗(E).

Proof of Proposition 1.7.2. We will assume that X is quasi-compact. To deduce the general case
from the quasi-compact case, one can use [AHLH, Lem. 6.8] to choose a Zariski-cover of X by
quasi-compact open substacks U ⊂ X such that S induces a Θ-stratum in U. Then, we use the
theory of∞-categorical descent – we discuss this in more detail in the proof of Theorem 1.9.2 below
(see Lemma 1.9.7) – to deduce the statements for S →֒ X from the corresponding statements for
S ∩ U →֒ U. In addition, we will postpone the proof of part (6) until the next section, because it
relies on the local structure theorem Theorem 1.8.1.
Note that if F ∈ QC(X)<∞, then the inverse limit in (10) is eventually constant and thus is
given by the simpler formula
β≥w
S
(F ) = colimn(β
≥w
C
(RHom⊗
X
(OS(n) , F ))).
We first observe that the resulting functor β≥w
S
: QC(X)<∞ → QC(X) satisfies parts (1) through
(4) of the proposition, and from the defining cofiber sequence for β<w it suffices to verify the claims
for β≥w
S
only, which we do in order:
(1) Lemma 1.7.9 implies that β≥w
S
commutes with filtered colimits in QC(X)≤k for any k, which
is a modified version of (1).
(2) This follows from Lemma 1.7.10 and the definition of β≥w
C
in Lemma 1.7.7.
(3) This is an immediate consequence of part (4), and the fact that there is some d ≤ 0 such
that for F ∈ QC(X)[0,k], RΓS(F ) ∈ QCS(X)[d,k].
(4) It is clear from the formula that β≥w
S
(RΓS(F ))→ β
≥w
S
(F ) is an isomorphism, and β≥w
S
(F ) ∈
QCS(X) for any F ∈ QC(X), which implies the first part of (4). To show that β
≥w
S
is right
t-exact on QCS(X)<∞, we observe that any complex in F ∈ QCS(X)<∞ is a uniformly
homologically bounded filtered colimit of objects in DCohS(X) ⊂ C, so the right t-exactness
follows from the right t-exactness of β≥w
C
in Lemma 1.7.7 and Lemma 1.7.10. Finally, to
see that β≥w
S
maps DCohS(X) to D
–CohS(X), it suffices, by iterated extension, to show this
for objects of the form i∗(E) for E ∈ Coh(S), so the claim follows from (2) and part (3) of
Proposition 1.1.2.
We now use the fact that QC(X) is the left t-completion of QC(X)<∞. It follows from this that for
any stable∞-category C with a left complete t-structure and any functor F : QC(X)<∞ → C that is
right exact up to a shift and commutes with uniformly homologically bounded above filtered colimits
extends uniquely to a cocontinuous functor F : QC(X)→ C that is right t-exact up to a shift, given
by the formula limd F (τ≤d(−)). We have verified that the functor colimn β
≥w
C
RHom⊗
X
(OS(n) ,−) is
right t-exact up to a shift and commutes with uniformly homologically bounded filtered colimits,
and the formula for β≥w
S
(−) in Definition 1.7.8 is precisely the unique extension of this functor from
QC(X)<∞ to QC(X). The properties of the functor β
≥w
S
in parts (1) through (4) are straightforward
consequences of this observation and the corresponding claims for the functor on QC(X)<∞.
To establish the semi-orthogonal decomposition, it suffices to show that the essential image
of β≥w
S
and β<w are semi-orthogonal. One can then use the properties of β≥w
S
that we have
already established to verify that QCS(X)
≥w and QC(X)<w are the essential image of β≥w
S
and β<w
respectively. We will verify the following two things for any E ∈ QC(X):
i) the canonical map β≥w
S
(E)→ E becomes an isomorphism after applying β≥w
S
(−); and
ii) for F ∼= β
≥w
S
(E), the canonical map β≥w
S
(F )→ F is an isomorphism.
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This suffices so show the semi-orthogonality of the essential images of β≥w
S
and β<w because (i)
implies that β≥w
S
(β<w(E)) = 0, and then (ii) implies that any map F → G with F in the essential
image of β≥w
S
and G in the essential image of β<w must factor through β≥w(G) = 0.
To prove claim (i) of the previous paragraph, we observe that the canonical map β≥w
S
(E) → E
factors
limd colimn β
≥w
C
RHomX(OS(n) , τ≤dE)
//
,,❳❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
limd τ≤d(E)
limd colimnRHomX(OS(n) , τ≤dE)
∼= RΓS(E)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
,
where the first map is induced from the canonical map on each factor arising from the semi-
orthogonal decomposition of C. Observing that β≥w
S
(−) commutes with both the limit, because it
is right t-exact up to a shift, and the colimit, the fact that the first map becomes an isomorphism
after applying β≥w
S
(−) follows from Lemma 1.7.10. The fact that the second map becomes an
isomorphism follows from part (4) above.
To prove claim (ii), we observe that the essential image of β≥w
S
is generated by i∗(QC(S)
≥w)
under filtered colimits and limits of systems whose truncations are eventually constant. Therefore,
because β≥w
S
preserves filtered colimits and is right exact up to a shift, it suffices to prove the claim
for these objects, which follows from Lemma 1.7.7.
Proof of uniqueness of the baric structure:
Any semiorthogonal decomposition QC(X) = 〈B,A〉 with A ⊂ QCS(X) induces a semiorthogonal
decomposition QCS(X) = 〈QCS(X) ∩ B,A〉. Conversely the fact that QCS(X) ⊂ QC(X) admits a
right adjoint RΓS implies that any semiorthogonal decomposition QCS(X) = 〈B,A〉 induces a
semiorthogonal decomposition QC(X) = 〈A⊥,A〉. So the baric decomposition of QC(X) is uniquely
determined by its restriction to QCS(X). We have already observed in Lemma 1.7.7 that part (2)
of the proposition uniquely determines the baric structure on C ⊂ QCS(X), and the hypothesis that
β≥w commutes with filtered colimits and has uniformly bounded homological amplitude forces it
to be given by the formula of Definition 1.7.8.
Proof of (5):
First note that pullback along S′ → S commutes with the baric truncation functors by part (4)
of Proposition 1.1.2. The hypothesis that S′ ∼= S×X X
′ allows us to apply the base change formula
to deduce that
p∗(i∗(QC(S)
≥w)) = i′∗((p
′)∗(QC(S)≥w)) ⊂ QCS′(X
′)≥w,
and likewise for QC(S)<w, where p′ : S′ → S and i′ : S′ → X are the base change of p and i
respectively. Because QCS(X)
≥w is generated by i∗(QC(S)
≥w) under extensions, filtered colimits,
and limits of towers with eventually constant truncations, and p∗ preserves these constructions,
it follows that p∗(QCS(X)
≥w) ⊂ QCS′(X
′)≥w. The same argument shows that p∗(QCS(X)
<w) ⊂
QCS′(X
′)<w.
This shows that for any F ∈ QCS(X), the pullback of the fiber sequence β
≥w(F ) → F →
β<w(F ) is the canonical fiber sequence coming from the baric structure on QCS′(X
′). In particular
p∗ ◦ β≥w
S
∼= β
≥w
S′
◦ p∗ as functors QCS(X) → QCS′(X
′). For a general F ∈ QC(X) we have a
canonical isomorphism β≥w
S
(F ) ≃ β≥w
S
(RΓS(F )), and the same is true for p
∗(F ), so in fact this
shows that p∗ ◦ β≥w
S
∼= β
≥w
S′
◦ p∗ as functors QC(X) → QC(X′) as well. This in turn implies that
p∗ ◦ β<w ∼= β<w ◦ p∗.

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1.7.1. Simplifications in the eventually coconnective case. If X is eventually coconnective, i.e., OX ∈
QC(X)≤d for some d, then there is an alternative formula for β
≥w
S
that is simpler than the one in
Definition 1.7.8. In this case it is possible to find a directed system P0 → P1 → · · · of objects
in the category C of Definition 1.7.5 with colimn≥0 Pn ≃ RΓS(OX). For instance, one can use the
canonical complexes Pn = RHom
⊗
X
(OS(n) ,OX). Alternatively, because RΓS(OX) ∈ QC(X)≤d as well,
one can write RΓS(OX) as a filtered colimit of complexes Pn ∈ DCohS(X).
Given such a choice of directed system {Pn}, it follows a posteriori from the properties of β
≥w
S
and Lemma 1.7.6 that for any F ∈ QC(X),
β≥w
S
(F ) ∼= β≥wS (RΓS(OX)⊗ F )
∼= colimn β
≥w
C
(Pn ⊗ F ). (12)
In fact, if we were willing to restrict to the case where X was eventually coconnective, we could
have taken this formula as our definition and derived all of the properties from it.
One consequence of the formula (12) is that QCS(X)
≥w is already generated by i∗(QC(S)
≥w) un-
der extensions and filtered colimits – it is not necessary to add limits of any towers in Definition 1.7.1.
It follows that we have an alternative characterization
QC(X)<w = {F ∈ QC(X)|iQC,!(F ) ∈ QC(S)<w}.
1.8. The local structure theorem, and vanishing of local cohomology. To build on Proposition 1.7.2
and to complete the proof of part (6), we will use a result on the local-quotient structure of a Θ-
stratum.
Theorem 1.8.1. Let X be an algebraic derived stack almost of finite presentation and with affine
diagonal over a noetherian derived algebraic space, and let ev1 : S ⊂ Filt(X) → X be a Θ-stratum.
Then there is an affine derived scheme X = Spec(A) with a Gm-action and a smooth surjective
affine morphism p : X/Gm → X that induces (Definition 1.2.5) the tautological Θ-stratum, i.e.,
such that
S′ := Filt(p)−1(S) ⊂ Filt(X/Gm)→ X/Gm
can be identified with the closed immersion Spec(A/I+)/Gm → Spec(A)/Gm of (8), and ev1(|S
′|) =
p−1(ev1(|S|)) ⊂ |X/Gm|.
Proof. The analogous claim in the classical context was established in [AHLH, Lem. 6.11]. In the
derived context, it suffices, by Lemma 1.2.3, to find a smooth surjective morphism Spec(A)/Gm →
X whose base change along the closed immersion Xcl →֒ X induces the tautological stratum in
Spec(π0(A)/Gm). For each n, we will construct a smooth morphism Xn/Gm → τ≤nX satisfying this
condition, where τ≤nX is the n
th truncation of X, along with (n+1)-connective closed embeddings
Xn/Gm →֒ Xn+1/Gm which induce isomorphisms
Xn/Gm ∼= (Xn+1/Gm)×τ≤n+1X τ≤nX.
It follows that the map X/Gm := colimnXn/Gm → X will satisfy the conditions of the theorem.
Note also that the stated properties of the algebraic derived stack Xn/Gm imply that it is co-
homologically affine, i.e., quasi-coherent sheaves have vanishing higher cohomology (and thus so
do connective quasi-coherent complexes). The base case τ≤0X = X
cl is [AHLH, Lem. 6.11]. The
stacks Xn can now be constructed inductively using the following, which is a generalization of the
argument of [TV2, Lem. C.0.11]:
Claim: If π : Y → X is a smooth morphism of algebraic stacks with Y cohomologically affine,
and X →֒ X′ is a derived square-zero extension by M ∈ D–Coh(X)≤0, then there is a square-zero
extension Y →֒ Y′ over X′ by π∗(M) such that Y→ Y′ ×X′ X is an isomorphism.
The square-zero extension is classified by a morphism η : LX →M [1], and the claim amounts to
verifying that π∗(η) : π∗LX → π
∗(M)[1] factors through Dπ : π∗LX → LY. From the exact triangle
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π∗LX → LY → LY/X we have an exact sequence of groups
HomY(LY, π
∗(M)[1]) → HomY(π
∗(LX), π
∗(M)[1])→ HomY(LY/X[−1], π
∗(M)[1]).
The third term in this sequence vanishes because LY/X is a locally free sheaf, and Y is cohomologically
affine. The choice of lift of π∗(η) ∈ HomY(π
∗(LX), π
∗(M)[1]) to HomY(LY, π
∗(M)[1]) classifies a
square-zero extension Y →֒ Y′ over X′. The pullback of the canonical fiber sequenceM → OX′ → OX
is the corresponding fiber sequence π∗(M)→ OY′ → OY, which implies that Y ∼= Y
′ ×X′ X. 
For the remainder of this section, we fix a derived algebraic stack X almost of finite presentation
and with affine diagonal over a noetherian base algebraic space, and fix a Θ-stratum S →֒ X. We
consider an affine derived scheme X = Spec(A) with Gm-action which admits a smooth surjective
map
p : X/Gm → X
as in Theorem 1.8.1. Our first applications of Theorem 1.8.1 will be to complete the proofs of two
earlier claims for which we could not find an “intrinsic” argument.
Proof of part (6) of Proposition 1.7.2. We may replace the condition that F ∈ QC(X)<w with the
equivalent condition that β≥w
S
(F ) = 0. Because β≥w
S
(F ) ≃ β≥w
S
(RΓS(F )), it suffices to consider
only F ∈ QCS(X), and the claim is that F ∈ QCS(X)
<w if and only if Hn(F ) ∈ QCS(X)
<w for all n.
Both conditions are equivalent to the corresponding condition after applying p∗ by Proposition 1.7.2
part (5), so it suffices to prove the claim when X = X/Gm. Note that an object lies in QC(BGm)
<w
if and only if its homology sheaves do, and the pushforward along the map π : X/Gm → BGm is
t-exact, so the statement of the lemma immediately follows from the stronger claim:
Claim: A complex F ∈ QCS/Gm(X/Gm) lies in QC(X/Gm)
<w if and only if π∗(F ) ∈ QC(BGm)
<w.
First assume π∗(F ) ∈ QC(BGm)
<w. Then π∗(τ≤d(F )) ∈ QC(BGm)
<w as well, and it suffices to
show that τ≤dF ∈ QC(X/Gm)
<w for all d, so we may assume F ∈ QC(X/Gm)≤d. In this case it
suffices to show that F is right orthogonal to i∗(QC(S/Gm)
≥w) (see Remark 1.7.3).
The category QC(S/Gm)
≥w is compactly generated by the twists of the structure sheaf OS/Gm〈n〉
by a character n of Gm with n ≤ w (so that the fiber weight along the center X
Gm is ≥ w). It
therefore suffices to show that
RHomX/Gm(i∗(OS/Gm〈n〉), F ) = 0
for n ≤ w. The complex OS/Gm〈n〉 has an explicit Koszul resolution whose terms are direct sums
of objects of the form OX/Gm〈m〉 with m ≤ n. It therefore suffices to show that
0 = RHomX/Gm(OX/Gm〈n〉, F ) ≃ RHomX/Gm(π
∗(OBGm〈n〉), F )
for n ≤ w. By adjunction this is equivalent to π∗(F ) ∈ QC(BGm)
<w.
Conversely, assume that F ∈ QCS(X)
<w. Then F lies in the smallest stable subcategory of
QCS(X) containing i∗(QC(S)
<w) and closed under extensions, filtered colimits, and limits of towers
whose truncations are eventually constant. It therefore suffices to show that for E ∈ QC(S)<w,
π∗(E) ∈ QC(BGm)
<w. This follows from part (4) of Proposition 1.1.2 and the fact that π :
S/Gm → BGm is equivariant for the natural weak Θ-actions on both stacks. 
Proof of Lemma 1.5.6. Part (4) of Proposition 1.1.2 implies that ev∗0 maps QC(Z)
w to QC(S)w and
β≥w((ev0)∗(−)) maps QC(S)
w to QC(Z)w. Because both β≥w(−) and (ev0)∗(−) are right adjoints,
one can check that β≥w((ev0)∗(−)) is a right adjoint to ev
∗
0 : QC(Z)
w → QC(S)w. So it suffices to
show that the counit and unit of adjunction,
F → β≥w((ev0)∗(ev
∗
0(F ))) and ev
∗
0(β
≥w((ev0)∗(G)))→ G,
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are isomorphisms for any F ∈ QC(Z)w and G ∈ QC(S)w.
We now apply Theorem 1.8.1 to the special situation where S = X, which provides a smooth
surjective map S0 := Spec(A0)/Gm → S such that A is a simplicial commutative algebra with
Gm-action encoded by a non-positive grading, and such that the lift S ⊂ Filt(S) encoding the weak
Θ-action pulls back to the tautological Θ-stratum in S0.
Consider the Cech nerve of the map S0 → S, which is a simplicial derived stack whose n
th level
has the form Sn = Spec(An)/Gm. Furthermore, Lemma 1.2.6 implies that each of these stacks
is identical to its tautological Θ-stratum, so each An is non-positively graded. Note also that
Map(BGm,−) commutes with fiber products, which implies that if Z0 = Spec(A
Gm)/Gm is the
center of S0, then the Cech nerve of the smooth surjective map Z0 → Z is level-wise identified
with the center of each Θ-stratum Zn → Sn. By Proposition 1.1.2, the baric truncation functors
commute with pullback along Θ-equivariant maps, so using the base change formula and smooth
descent it suffices to very that the unit and counit of adjunction above are isomorphisms on each
level.
In the case where S = Spec(A)/Gm for a non-positively graded simplicial commutative algebra
A and Z = Spec(A/I−)/Gm, QC(Z)
w ∼= QC(A/I−) is compactly generated by OZ〈−w〉. Likewise
QC(S) is compactly generated by objects of the form OS〈a〉 for a ∈ Z. It follows from Nakayama’s
lemma and part (4) of Proposition 1.1.2 that β≥w(β<w+1(OS〈a〉)) = 0 for any a 6= −w, so OS〈−w〉
generates QC(S)w.
We have therefore reduced the claim to showing that the canonical maps are isomorphisms
A⊗A/I− β
≥w(A〈−w〉)→ A〈−w〉 and (A/I−)〈−w〉 → β
≥w(A〈−w〉),
where in both cases β≥w denotes the baric truncation of the underlying object in QC(Z). If
A =
⊕
d≤0A
d is the weight decomposition of A, then the map A0 → A/I− is a weak-equivalence
of simplicial commutative algebras by construction. This implies that the two maps above are
isomorphisms.

Finally, we establish a result on local cohomology generalizing [T1, Prop. 2.6].
Proposition 1.8.2 (Quantization commutes with reduction). Let X be an algebraic derived stack
that is locally almost finitely presented with affine diagonal over a locally noetherian base stack, and
let S →֒ X be a Θ-stratum. If G ∈ QC(X)<w and F ∈ D–Coh(X) is such that i∗(F ) ∈ QC(S)≥w,
then the restriction map
RHomX(F,G)→ RHomXss(F |Xss , G|Xss)
is an equivalence.
Proof. The claim is equivalent to the claim that RHom(F,RΓS(G)) = 0. Part (4) of Proposition 1.7.2
implies that RΓS(G) ≃ RΓS(β
<w(G)) ≃ β<w(RΓS(G)). So it suffices to show that RHom(F,G) = 0
for G ∈ QCS(X)
<w. Then part (6) of Proposition 1.7.2 implies that τ≤p(G) ∈ QCS(X)
<w, and
RHom(F,G) ≃ lim←−
p
RHom(F, τ≤p(G)),
so it suffices to consider G ∈ QCS(X)
<w
≤p . The ∞-category QCS(X)≤p is compactly generated by
DCohS(X)≤p, so we may express τ≤p(G) as a filtered colimit
τ≤p(G) ≃ colimαGα,
with Gα ∈ DCohS(X)≤p. The functor τ≤p(β
<w(−)) commutes with filtered colimits and does not
affect the left-hand-side, so we have
τ≤p(G) ≃ colimα τ≤p(β
<w(Gα)),
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where τ≤p(β
<w(Gα)) ∈ DCohS(X)
<w
≤p by part (4) of Proposition 1.7.2 and part (6) of Proposition 1.7.2.
Because F ∈ D–Coh(X), RHom(F,−) commutes with this filtered colimit, and it therefore suffices
to show that RHomX(F,Gα) = 0 for Gα ∈ DCoh(X)
<w
≤p . Such a complex Gα can be constructed
as a finite sequence of extensions of objects of the form i∗(E) for E ∈ D
–Coh(S)<w, so it therefore
suffices to show that RHomX(F, i∗(E)) = 0 for such E. This follows by adjunction and the condition
that i∗(F ) ∈ D–Coh(S)≥w.

1.9. The main theorem for D–Coh. Let X be an algebraic derived stack locally almost of finite
presentation and with affine diagonal over a locally noetherian algebraic base stack B, and consider
a derived Θ-stratum i : S ⊂ Filt(X) →֒ X. Let π : S → Z denote the projection onto the center of
the stratum. In mapping stack notation, i = ev1 and π = ev0.
Definition 1.9.1. We will consider several subcategories of D–Coh(X) indexed by an integer w ∈ Z.
For any full stable subcategory A ⊂ D–Coh(X), we denote the following full stable subcategories
of A:
A≥w :=
{
F ∈ A
∣∣i∗(F ) ∈ D–Coh(S)≥w }
A<w :=
{
F ∈ A
∣∣∣iQC,!(F ) ∈ QC(S)<w}
Aw := A≥w ∩A<w+1
Note that A≥w+1 ⊂ A≥w and A<w ⊂ A<w+1 by definition. We also introduce special notation for
the following full ∞-subcategory of “grade restricted” complexes
GwS = D
–Coh(X)≥w ∩D–Coh(X)<w ⊂ D–Coh(X).
Our main structure theorem for D–Coh(X) is the following:
Theorem 1.9.2. Let X and S be as above, and let w ∈ Z. The subcategories of D–Coh(X) of
Definition 1.9.1 define a semiorthogonal decomposition
D–Coh(X) =
〈 D–Coh(X)<w︷ ︸︸ ︷
D–CohS(X)
<w, ︸ ︷︷ ︸
D–Coh(X)≥w
GwS ,D
–CohS(X)
≥w
〉
. (13)
The projection functors β<w and β≥w
S
onto the respective semiorthogonal factors D–Coh(X)<w and
D–CohS(X)
≥w are right t-exact on D–CohS(X), and they have uniformly bounded below homological
amplitude on D–Coh(X) if X is quasi-compact. The projection functors β<w
S
and β≥w onto the re-
spective semiorthogonal factors D–CohS(X)
<w and D–Coh(X)≥w are right t-exact. The semiorthog-
onal decomposition (13) has the following properties:
(1) The restriction functor induces an equivalence of ∞-categories GwS → D
–Coh(X \ S).
(2) D–CohS(X)
<w and D–CohS(X)
≥w generate D–CohS(X), giving a semiorthogonal decomposi-
tion
D–CohS(X) = 〈D
–CohS(X)
<w,D–CohS(X)
≥w〉.
(3) The functor i∗π
∗ : D–Coh(Z)w → D–Coh(X) is fully faithful with essential image D–CohS(X)
w.
(4) If we let G
[u,w)
S
:= D–Coh(X)<w∩D–Coh(X)≥u, then for any u ≤ v ≤ w there is a semiorthog-
onal decomposition
G
[u,w)
S
=
〈
D–CohS(X)
u, . . . ,D–CohS(X)
v−1,GvS,D
–CohS(X)
v , . . . ,D–CohS(X)
w−1
〉
. (14)
31
(5) If X is quasi-compact, then for any F ∈ D–Coh(X) and any p ∈ Z, both maps
τ≤p(F )→ τ≤p(β
<w(F )) and τ≤p(β
≥−w(F ))→ τ≤p(F )
are isomorphisms for w ≫ 0. It follows that the canonical maps induce isomorphisms for
any F ∈ D–Coh(X):
F
≃
−→ lim
w→∞
β<w(F ) and colimw→−∞ β
≥w(F )
≃
−→ F.
(6) If p : X′ → X is a morphism such that S induces a Θ-stratum S′ →֒ X′ (Definition 1.2.5) and
the canonical map S′ → S×X X
′ is an isomorphism, then p∗ : D–Coh(X)→ D–Coh(X′) pre-
serves all of the subcategories in the semiorthogonal decomposition (13) and thus canonically
commutes with the projection functors.
First note the possible conflict introduced by the differing definitions of D–CohS(X)
≥w in Definition 1.9.1
and QCS(X)
≥w Definition 1.7.1. This is resolved by the following:
Lemma 1.9.3. A complex F ∈ D–CohS(X) lies in QCS(X)
≥w if and only if i∗(F ) ∈ QC(S)≥w.
Proof. We can use [AHLH, Lem. 6.8] to cover X by Zariski open quasi-compact substacks U ⊂ X
in which S induces a Θ-stratum, and it suffices to verify the claim for each S ∩ U →֒ U, so we may
assume X is quasi-compact.
Because β≥w
S
and β<w
S
induce a baric decomposition of D–CohS(X), we know that F lies in
D–CohS(X)
≥w if and only if it is left orthogonal to every object of the form β<w
S
(G) for some
G ∈ D–CohS(X). The fact that β
<w
S
has uniformly bounded below homological amplitude implies
that the canonical map β<w
S
(G) → lim←−p β
<w
S
(τ≤p(G)) is an equivalence, so it suffices to check
left orthogonality for G ∈ DCohS(X). For any such G, β
<w
S
(G) can be constructed as a finite
sequence of extensions of objects of the form β<w
S
(i∗(E)) ∼= i∗(β
<w(E)) for some E ∈ DCoh(S), so
if i∗(F ) ∈ QC(S)≥w then RHom(F, β<w
S
(G)) = 0, and the claim follows. 
We will prove Theorem 1.9.2 after some preliminary observations.
1.9.1. Key statements in the local setting. Fix a noetherian simplicial commutative base ring R,
and let X be an affine derived scheme almost of finite presentation over R with a (Gm)R-action,
and let S ⊂ X be the Θ-stratum induced by the tautological cocharacter of Gm, as in Lemma 1.6.3.
We will make use of an alternative explicit description of RΓS(OX ). Choose a morphism of graded
simplicial commutative rings R[x1, . . . , xk]→ OX , where xi has degree di > 0 for i = 1, . . . , k, and
x1, . . . , xk map to homogeneous generators of the ideal I+ ⊂ π0(OX) generated by positive weight
elements. In particular, x1, . . . , xk cut out S set-theoretically.
We have the Koszul complex
KX(x1, . . . , xk) = (OX
x1−→ OX〈d1〉)⊗ · · · ⊗ (OX
xk−→ OX〈dk〉), (15)
which is the pullback of the linear dual of the standard Koszul complex resolving O{0} ∈ QC(A
k)
under the map X → Ak defined above. Furthermore, we have canonical maps KX(x
n
1 , . . . , x
n
k) →
KX(x
n+1
1 , . . . , x
n+1
k ), and because S is the set-theoretic preimage of {0} ∈ A
k, we have
RΓS(OX) ≃ colimn≥1KX(x
n
1 , . . . , x
n
k). (16)
Because β≥w
S
(F ) = β≥w
S
(RΓS(OX)⊗ F ) and β
≥w
S
commutes with filtered colimits, we have
β≥w
S
(F ) = colimn β
≥w
S
(KX(x
n
1 , . . . , x
n
k )⊗ F ). (17)
Lemma 1.9.4. For any F ∈ D–Coh(X/Gm) and any w ∈ Z, each homology sheaf in the colimit
(17) is eventually constant for n≫ 0. It follows that β≥w
S
(F ) ∈ D–CohS(X/Gm)
≥w.
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Proof. Consider the complexes
Cn := cofib(KX(x
n
1 , . . . , x
n
k )→ KX(x
n+1
1 , . . . , x
n+1
k )).
We must show that for any p, β≥w
S
(Cn ⊗ F ) ∈ QC(X/Gm)≥p for n ≫ 0. By the right t-exactness
of β≥w
S
on QCS(X/Gm) (part (4) of Proposition 1.7.2), suffices to show that
τ≤p(Cn ⊗ F ) ∈ QC(X/Gm)
<w for n≫ 0.
Because τ≤p(Cn ⊗ F ) is set theoretically supported on S/Gm, the main claim in the proof of part
(6) of Proposition 1.7.2 shows that lying in QCS(X/Gm)
<w is equivalent to RΓ(X, τ≤p(Cn ⊗F )) ∈
QC(BGm)
<w.
We now extend the map of graded simplicial commutative algebras R[x1, . . . , xk] → OX , which
we used to define the Koszul complex above, to a map R[x1, . . . , xN ] → OX which induces a
surjection on π0(OX), where xk+1, . . . , xN are homogeneous of non-positive degree. This defines
a Gm-equivariant embedding i : X →֒ A
N
R such that S is the set-theoretic preimage of the Θ-
stratum S′ := (ANR )+/Gm ⊂ A
N
R /Gm, and each Cn is the restriction of the analogous complex on
ANR /Gm, which we also denote Cn. It therefore suffices by the projection formula to show that
RΓ(ANR , τ≤p(i∗(F )⊗Cn)) ∈ QC(BGm)
<w, i.e., we have reduced the claim to the special case where
X = ANR with a linear Gm-action.
For any F ∈ D–Coh(ANR /Gm), one may find a perfect complex P with a map to F such that
fib(P → F ) is arbitrarily connective. So by part (3) of Proposition 1.7.2 it suffices to consider only
F ∈ Perf(ANR /Gm). Because Perf(A
N
R /Gm) is split-generated by OANR
〈d〉 for all d ∈ Z, it suffices
to prove the claim for these objects, i.e., to show that τ≤p(Cn〈d〉) ∈ QC(A
N
R /Gm)
<w for n ≫ 0.
QCS′(A
N
R /Gm)
<w is closed under homological truncation by part (6) of Proposition 1.7.2, so it
suffices to show that Cn〈d〉 ∈ QCS′(A
N
R /Gm)
<w for n≫ 0.
We can now complete the proof by an explicit computation: Cn〈d〉 lies in the stable subcategory
generated by OANR
〈q〉 for q ≥ nmin(d1, . . . , dk) + d. If i
′ : S′ → ANR /Gm denotes the inclusion, then
(i′)QC,!(OANR
〈q〉) ≃ OS′〈q − d1 − · · · − dk〉[−k],
so (i′)QC,!(Cn〈d〉) ∈ QC(S
′)<w as long as d1+ · · ·+ dk − d−nmin(d1, . . . , dk) < w. This is satisfied
for n≫ 0.
The first claim of the lemma implies that β≥w
S
(F ) ∈ D–Coh(X), because it implies that for any
p, τ≤p(β
≥w
S
(F )) ∼= τ≤p(β
≥w
S
(KX(x
n
1 , . . . , x
n
k ) ⊗ F )) for some n ≫ 0. KX(x
n
1 , . . . , x
n
k) is supported
on S, so part (4) of Proposition 1.7.2 implies β≥w
S
(KX(x
n
1 , . . . , x
n
k )⊗ F ) ∈ D
–Coh(X).

Lemma 1.9.5. For any derived Θ-stratum S →֒ X, F ∈ D–Coh(X) is left orthogonal to D–CohS(X)
<w
if and only if F ∈ D–Coh(X)≥w.
Proof. Again it suffices to assume X is quasi-compact. By part (6) of Proposition 1.7.2 and the
left-completeness of the t-structure on D–CohS(X), F is left orthogonal to D
–CohS(X)
<w if and
only if it is left orthogonal to objects of DCohS(X)
<w. Every such object is a finite extension of
objects of the form i∗(E) for E ∈ D
–Coh(S)<w. The claim follows by adjunction. 
Lemma 1.9.6. In the setting above, where X is an affine derived R-scheme with a (Gm)R-action,
and i : S = S/Gm →֒ X/Gm the tautological Θ-stratum, we have a semiorthogonal decomposition
for any w ∈ Z
D–Coh(X/Gm) = 〈D
–CohS(X/Gm)
<w,D–Coh(X/Gm)
≥w〉,
and the projection functors are right t-exact.
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Proof. After Lemma 1.9.5, it suffices to show that every connective complex F ∈ D–Coh(X/Gm)≥0
admits a fiber sequence F ′ → F → F ′′ with F ′′ ∈ D–CohS(X/Gm)
<w and i∗(F ′) ∈ QC(S)≥w and
with both F ′, F ′′ connective.
First consider F = OX〈n〉, and choose an m such that mmin(d1, . . . , dk) ≥ w + n. Then the
Koszul complex KX(x
m
1 , . . . , x
m
k ) of (15) is a perfect complex set theoretically supported on S,
and there is a canonical map KX(x
m
1 , . . . , x
m
n )〈n〉 → OX〈n〉 whose fiber can be constructed as a
sequence of extension of OX〈d〉[p] with d− n ≥ w and p < 0. We now let
C = fib(OX〈n〉 → KX(x
m
1 , . . . , x
m
k )
∨〈n〉).
Then C is connective, C|S ∈ QC(S)
≥w by Lemma 1.5.4, and KX(x
m
1 , . . . , x
m
k )
∨〈n〉 is connective
and set theoretically supported on S. We now define F ′′ := β<w(KX(x
m
1 , . . . , x
m
k )
∨〈n〉) and F ′ =
fib(OX〈n〉 → F
′′). Then F ′′ lies in QCS(X/Gm)
<w and is connective by part (4) of Proposition 1.7.2.
Likewise F ′ is naturally an extension
C → F ′ → β≥w
S
(KX(x
m
1 , . . . , x
m
k )
∨〈n〉)
where both C and β≥w
S
(KX(x
m
1 , . . . , x
m
k )
∨〈n〉) lie in D–Coh(X/Gm)
≥w and are connective (again
by part (4) of Proposition 1.7.2). It follows that F ′ ∈ D–Coh(X/Gm)
≥w and is connective.
Now let F ∈ D–Coh(X/Gm) be an arbitrary connective complex. Express F as a filtered col-
imit F = colimPα where Pα is a connective perfect complex constructed as a sequences of ex-
tensions of the objects OX〈n〉[p] for p ≥ 0, and τ≤p(Pα) is eventually constant for any p. If
A ⊂ D–Coh(X/Gm)≥0 denotes the smallest full ∞-subcategory consisting of F which admit a
factorization of the desired form, then A is closed under suspension and closed under extensions
and cofibers by the semiorthogonality of D–Coh(X/Gm)
≥w and D–CohS(X/Gm)
<w. In particular
Pα ∈ A for all α, and if we let P
′
α → Pα → P
′′
α denote the resulting factorization for each α, then
{P ′α} and {P
′′
α} is a filtered system of connective perfect complexes which is eventually constant
after applying τ≤p(−) for any p. It follows that colimP
′
α → colimPα → colimP
′′
α is a fiber sequence
of connective complexes with colimP ′α ∈ D
–Coh(X/Gm)
≥w and colimP ′′α ∈ D
–CohS(X/Gm)
<w. 
1.9.2. The proof of Theorem 1.9.2.
Lemma 1.9.7. Let Ci be a diagram of stable∞-categories and exact functors between them indexed
by a category I. Assume that each Ci has a semiorthogonal decomposition Ci = 〈Ai,Bi〉 such
that for any morphism f : i → j the functor f∗ : Ci → Cj maps Ai to Aj and maps Bi to Bj .
Then C := lim
←−i∈I
Ci admits a semiorthogonal decomposition C = 〈A,B〉, where A = lim←−
Ai and
B = lim
←−
Bi.
Proof. For each i, let C˜i ⊂ Fun(∆
1 ×∆1,Ci) be the full sub-∞-category consisting of commutative
diagrams
B //

C

0 // A
(18)
that are cartesian and such that B ∈ Bi ⊂ Ci and A ∈ Ai ⊂ Ci. The hypothesis that for any
f : i → j, f∗ is exact and maps Ai to Aj and Bi to Bj implies that Fun(∆
1 × ∆1, f∗) maps the
subcategory C˜i to C˜j . Thus we have a diagram of ∞-categories taking i 7→ C˜i along with a map
of diagrams {C˜i}i∈I → {Ci}i∈I , where the functor C˜i → Ci is restriction along the inclusion of the
vertex {0} × {1} ∈ ∆1 ×∆1, i.e., the functor taking the square (18) to C. The fact that we have a
semiorthogonal decomposition Ci = 〈Ai,Bi〉 implies that each functor of ∞-categories C˜i → Ci is a
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categorical equivalence, and hence
lim
←−
i∈I
C˜i
∼=
−→ lim
←−
i∈I
Ci.
Similarly, we can replace Ai and Bi with equivalent sub-∞-categories of Fun(∆
1,Ci) of the form
0→ A and B → 0 respectively. We then have explicit maps of diagrams
{A˜i}i∈I
ιA --
{C˜i}i∈I
πB --
πA
mm {B˜i}i∈I
ιB
mm ,
where the functors out of C˜i take a square (18) to (B → 0) ∈ B˜i and (0 → A) ∈ A˜i, and the
functors into C˜i are given by
ιB : B 7→
B
1 //

B

0 //0
and ιA : A 7→
0 //

A
1

0 //A
.
More precisely, all four functors arise from maps between the simplicial sets ∆1 ×∆1 and ∆1. For
instance, the composition ιB ◦ πB is induced by the map of posets [1] × [1] → [1] × [1] taking
(i, j) 7→ (0, j). Furthermore, under the isomorphism
Fun(∆1 ×∆1 ×∆1,Ci) ∼= Fun(∆
1,Fun(∆1 ×∆1,Ci)),
pulling back along the map ∆1 × ∆1 × ∆1 → ∆1 × ∆1 induced by the map of posets [1] × [1] ×
[1] → [1] × [1] that takes (0, i, j) 7→ (0, 0, j) and (1, i, j) 7→ (1, i, j) gives a natural transformation
ηB : ιB ◦πB → idC˜i of functors between diagram categories. In a similar way, one constructs natural
transformations ǫB : idB˜i → πB ◦ ιB, and for each individual i ∈ I, it is clear that these correspond
to the counit and unit of an adjunction ιB ⊣ πB. Therefore, after passing to the limit ηB and ιB will
again satisfy the unit/counit identities for an adjunction lim←−(ιB) ⊣ lim←−(πB). A similar argument
constructs an adjunction lim
←−
(πA) ⊣ lim←−
(ιA).
From here it is straightforward to see that the functors above define a semiorthogonal decompo-
sition
lim←−i∈I C˜i = 〈lim←−i∈I A˜i, lim←−i∈I B˜i〉.
The facts that the unit ǫB : idB˜i → πB ◦ ιB and counit ηA : πA ◦ ιA → idA˜i are categorical
equivalences, as well as the facts that πA ◦ ιB ∼ 0 and πB ◦ ιA ∼ 0, can be checked for each i ∈ I
individually and therefore pass to the limit. The fact that the essential image of lim←−(ιA) and lim←−(ιB)
are semiorthogonal follows from the formula
RHomlim
←−
C˜i
({Fi}, {Gi}) ≃ lim←−
i
RHom
C˜i
(Fi, Gi),
and the semiorthogonality of B˜i ⊣ A˜i in each C˜i. 
Finally we note the following, which establishes claim (6):
Lemma 1.9.8. If p : X′ → X is a morphism such that S induces a Θ-stratum S′ →֒ X′ for which
the canonical map S′ → S ×X X
′ is an isomorphism, then p∗ : D–Coh(X) → D–Coh(X′) preserves
all of the subcategories of D–Coh appearing in (13).
Proof. p∗ automatically preserves the subcategories D–Coh(−) and D–CohS(−). By Proposition 1.7.2
part (5) the pullback functor p∗ maps QC(X)<w to QC(X′)<w. The morphism S′ → S is Θ-
equivariant, so Proposition 1.1.2 part (4) implies that p∗ maps D–Coh(X)≥w to D–Coh(X′)≥w. 
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Let p : X′ → X be a smooth representable morphism of algebraic derived stacks that are locally
almost of finite presentation and with affine automorphism groups over a noetherian base stack,
and let S →֒ X be a Θ-stratum that induces a Θ-stratum S′ →֒ X′. Then the Cech nerve X′• of p is
the simplicial stack with X′n := X
′×n+1
X = X′ ×X X
′ ×X · · · ×X X
′, and by Lemma 1.2.6, S induces a
Θ-stratum S′n →֒ X
′
n for every n.
Lemma 1.9.9. If in the situation above, the semiorthogonal decomposition (13) and the claims of
Theorem 1.9.2 about the homological amplitude of the truncation functors are known for D–Coh(X′n)
for all n ≥ 0, then they hold for D–Coh(X) as well.
Proof. Because Filt(−) is functorial and commutes with limits, Filt(X′•) is a simplicial stack, and
it is canonically identified with the Cech nerve of the map Filt(X′)→ Filt(X), which is smooth by
Corollary 1.3.2.1. By definition S′n ⊂ Filt(X
′
n) is the preimage of S ⊂ Filt(X) under the augmen-
tation map Filt(X′n) → Filt(X), and it follows that S
′
• is a simplicial stack for which all maps are
weakly Θ-equivariant. Lemma 1.2.7 implies that the canonical map S′n
∼= S×XX
′
n is an isomorphism
for every n.
It follows formally that for any map [m]→ [n], the inclusion S′n →֒ X
′
n is the Θ-stratum induced by
S′m →֒ X
′
m, and the canonical map S
′
n → S
′
m×X′mX
′
n is an isomorphism. We now apply Lemma 1.9.8
to conclude that the pullback D–Coh(X′m) → D
–Coh(X′n) preserves all of the categories in the
semiorthogonal decomposition (13). It follows from Lemma 1.9.7 that the limit of the cosimplicial
∞-category
D–Coh(X) ∼= Tot{D–Coh(X′•)}
has a semiorthogonal decomposition whose factors are, by construction, the subcategories of D–Coh(X)
appearing in (13). All of the claims about the homological amplitude of the truncation functors can
be checked locally, and p∗ commutes with the truncation functors by Lemma 1.9.8, so it suffices to
verify them on X′. 
We now make the following successive simplifications to proving Theorem 1.9.2:
(1) By Lemma 1.9.7 and faithfully flat descent for D–Coh(X), it suffices to establish the semiorthog-
onal decomposition after base change to a smooth cover of the base stack B, so we may
assume B = Spec(R).
(2) By [AHLH, Lem. 6.8] one can find a Zariski cover of X by a union of quasi-compact open
substacks U such that S induces a Θ-stratum in U. By Lemma 1.9.9 it suffices to prove the
existence of the semiorthogonal decomposition and the homological amplitude bounds for
each U. We may therefore assume X is quasi-compact.
(3) Assuming X is quasi-compact, we can choose a smooth affine surjective map u0 : X0/Gm →
X as in Theorem 1.8.1, where X0 is an affine derived Gm-scheme, and S induces the tau-
tological Θ-stratum in X0/Gm. In fact every level of the Cech nerve has this form, so by
Lemma 1.9.9 it suffices to prove the first part of the theorem for the tautological Θ-stratum
in X/Gm for an affine derived Gm-scheme X.
In the local case X/Gm, Lemma 1.9.4 implies that the truncation functors β
≥w
S
and β<w of the
semiorthogonal decomposition from Proposition 1.7.2 preserve the subcategory D–Coh(X), which
establishes a semiorthogonal decomposition
D–Coh(X/Gm) = 〈D
–Coh(X/Gm)
<w,D–CohS(X/Gm)
≥w〉.
The bounds on homological amplitude of the truncation functors follow from parts (3) and (4) of
Proposition 1.7.2. Lemma 1.9.6 then establishes a semiorthogonal decomposition
D–Coh(X/Gm) = 〈D
–CohS(X/Gm)
<w,D–Coh(X/Gm)
≥w〉,
whose truncation functors are right t-exact. This establishes the first part of Theorem 1.9.2.
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Proof of (1):
The restriction functor GwS → D
–Coh(X \ S) is fully faithful by Proposition 1.8.2, so it suffices
to show essential surjectivity. Any F ∈ Coh(X \ S) admits a lift to an object F˜ ∈ Coh(X). Then
β≥w(β<w(F˜ )) ∈ GwS is also a lift, and it lies in D
–Coh(X)≥−d, where d is the homological amplitude
of the truncation functor β<w. By induction, any F ∈ DCoh(X)≥q is the restriction of a unique
object in GwS ∩ D
–Coh(X)≥q−d. Finally, consider a general F ∈ D
–Coh(X)≥q. Fully faithfulness
implies that the inverse system {τ≤p(F )}p lifts to an inverse system {F˜p} in G
w
S , and furthermore
the fiber of the map F˜p+1 → F˜p is (p − d)-connective for all p. It follows that lim←−p→∞
F˜p is an
object of GwS lifting F .
Proof of (2):
This follows from part (4) of Proposition 1.7.2, which provides for any F ∈ D–CohS(X) a fiber
sequence β≥w
S
(F ) → F → β<w(F ) with β<w(F ) ∈ D–CohS(X)
<w and β≥w
S
(F ) ∈ D–CohS(X)
≥w by
Lemma 1.9.3.
Proof of (3):
We have seen in Lemma 1.5.6 that π∗ : D–Coh(Z)w → D–Coh(S)w is an equivalence. To show
that i∗ : D
–Coh(S)w → D–Coh(X) is fully faithful, it suffices by adjunction to show that the
canonical map
RHomS(F,G)→ RHomS(i
∗(i∗(F )), G)
is an isomorphism. As we argue in the proof of Lemma 1.7.4, cofib(i∗(i∗(F )) → F ) has a nonneg-
ative filtration whose associated graded is Sym>0(LS/X) ⊗ F , and it therefore lies in QC(S)
≥w+1.
Because G ∈ QC(S)<w+1 by hypothesis, RHomS(cofib(i
∗(i∗(F )) → F ), G) = 0, and the claim
follows.
Proof of (4):
This is a consequence of applying (2) at different values of w to arrive at refined semiorthogonal
decompositions for D–CohS(X)
≥v and D–CohS(X)
<v , and then combining these with (13). We leave
the details to the reader.
Proof of (5):
Using the main semiorthogonal decomposition for D–Coh(X) at a fixed weight w0, we see that
the projection of β≥w(F ) onto D–Coh(X)≥w0 is independent of w for w ≤ w0, so it suffices to prove
the first claim for F ∈ D–CohS(X)
<w0 . By the same reasoning it suffices to prove the second claim
for F ∈ D–CohS(X)
≥w0 . We may therefore assume that F ∈ D–CohS(X).
Because β≥w and β<w are right t-exact on D–CohS(X), we can replace F with τ≤p(F ) ∈
DCohS(X). If the claim holds for two complexes, then it holds for any extension of those com-
plexes, so we may reduce to the case where F = i∗(E) for some E ∈ DCoh(S)♥. Because i∗ is
t-exact and commutes with β≥w and β<w, it suffices to show the corresponding claim for the baric
truncation functors on D–Coh(S).
The baric truncation functors commute with restriction to the center σ∗ : D–Coh(S)→ D–Coh(Z)
by part (4) of Proposition 1.1.2, and by Nakayama’s lemma the homological degree of the lowest
nonvanishing homology sheaf of F ∈ D–Coh(S) will agree with that of σ∗(F ). It follows that to
show that β≥−w(F )→ F is p-connected for w ≫ 0, it suffices to show that β≥−w(σ∗(F ))→ σ∗(F )
is p-connected for w ≫ 0. This is manifest, because the baric truncation functors on Z are t-exact.
The same argument shows that F → β<w(F ) is p-connected for w ≫ 0.

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1.10. Extensions to multiple strata. Now let X be a derived algebraic stack locally almost of
finite presentation and with affine diagonal over a locally noetherian algebraic base stack B.
Definition 1.10.1. [HL1, Defn. 2.0.1.2] A Θ-stratification of X indexed by a totally ordered set
I with minimal element 0 ∈ I consists of: 1) a collection of open substacks X≤α ⊂ X for α ∈ I
such that X≤α ⊂ X≤α′ when α < α
′; 2) a Θ-stratum Sα ⊂ Filt(X≤α) for all α ∈ I such that
X≤α \ev1(|Sα|) =
⋃
α′<αX≤α′ ; and 3) for every x ∈ |X|, there is a minimal α ∈ I such that x ∈ X≤α.
We define the semistable locus to be Xss := X≤0 ⊂ X.
Given a Θ-stratification, we will let iα := ev1 |Sα : Sα ⊂ Filt(X≤α)→ X≤α denote the correspond-
ing closed immersion. We will sometimes regard Sα as a locally closed substack of X, and write
X = Xss
⋃
α>0 Sα.
Note that X need not be quasi-compact, and the stratification need not be finite. As in the
case of a single Θ-stratum, Definition 1.10.1 makes sense as written when X is a classical stack and
Filt(X) is interpreted as the classical mapping stack, and the restriction of S to Filt(Xcl)cl induces
a bijection between derived Θ-stratifications and Θ-stratifications of the underlying classical stack
Xcl.
Example 1.10.2 (Bia lynicki-Birula stratification). The simplest example is when X = X/Gm for
some projective Gm-scheme X with equivariant ample line bundle OX(1). Let Yi →֒ X denote the
locally closed subscheme of points x such that limt→0 t·x lies on the open and closed subscheme Zi ⊂
XGm on which OX(1) has weight i. Then
⋃
j>i Yj is closed for any i, Yi/Gm →֒ (X \
⋃
j>i Yj)/Gm
equipped with a canonical derived structure is a Θ-stratum, and these define a Θ-stratification of
X/Gm with X
ss = ∅.
Definition 1.10.3. Let S = {(X≤α, Sα)}α∈I be a Θ-stratification of X. Choose wα ∈ Z for each
α ∈ I. We define
D–Coh(X)≥w :=
{
F ∈ D–Coh(X)
∣∣∀α, i∗α(F |X≤α) ∈ D–Coh(Sα)≥wα } , and
D–Coh(X)<w :=
{
F ∈ D–Coh(X)
∣∣∣∀α, iQC,!α (F |X≤α) ∈ QC(Sα)<wα} .
We also define GwS := D
–Coh(X)≥w∩D–Coh(X)<w, D–CohXus(X)
≥w := D–CohXus(X)∩D
–Coh(X)≥w,
and D–CohXus(X)
<w := D–CohXus(X) ∩D
–Coh(X)<w.
In other words, each of these categories consist of complexes whose restriction to each open
substack X≤α lies in the corresponding category of Definition 1.9.1 with respect to the Θ-stratum
Sα →֒ X≤α.
Theorem 1.10.4. Let X be an algebraic derived stack locally a.f.p. and with affine diagonal over a
locally noetherian base stack, and let S = {(X≤α, Sα)}α∈I be a Θ-stratification of X. Then for any
choice w = {wα ∈ Z}α∈I we have a semiorthogonal decomposition
D–Coh(X) =
〈 D–Coh(X)<w︷ ︸︸ ︷
D–CohXus(X)
<w, ︸ ︷︷ ︸
D–Coh(X)≥w
GwS ,D
–CohXus(X)
≥w
〉
. (19)
This semiorthogonal decomposition has the following properties:
(1) The restriction functor GwS → D
–Coh(Xss) is an equivalence.
(2) We have a semiorthogonal decomposition
D–CohXus(X) = 〈D
–CohXus(X)
<w,D–CohXus(X)
≥w〉.
Remark 1.10.5. Theorem 1.10.4 follows from the main theorem, Theorem 1.9.2, via a straightfor-
ward inductive argument. Parts (3)-(6) of that theorem immediately lead to analogous elaborations
in the context of multiple strata, but for brevity we have omitted these details.
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Proof of 1.10.4. Note that the Θ-stratification on X induces a Θ-stratification on each open sub-
stack X≤α, where the strata are Sβ for β ≤ α. We prove that the statement holds for X≤α for all
α ∈ I ∪ {∞} using transfinite induction. For the minimal element X≤0 = X
ss there is nothing to
prove.
Now assume that the statement holds for all X≤β with β < α, and consider the open substack
X<α :=
⋃
β<α
X≤β = X≤α \ Sα.
The Θ-stratification of X induces a Θ-stratification of X<α, which we denote S<α ⊂ Filt(X<α), and
where Xus<α :=
⋃
β<α |Sα|. The inductive hypothesis combined with Lemma 1.9.7 gives a semiorthog-
onal decomposition
D–Coh(X<α) = lim←−
β<α
D–Coh(X≤β)
∼=
〈
D–CohXus<α(X<α)
<w,GwS<α ,D
–CohXus<α(X<α)
≥w
〉
.
In addition, Theorem 1.9.2 applied to the Θ-stratum Sα →֒ X≤α gives a semi-orthogonal decompo-
sition
D–Coh(X≤α) = 〈D
–CohSα(X≤α)
<wα ,Gwα
Sα
,D–CohSα(X≤α)
≥wα〉. (20)
Under the equivalence Gwα
Sα
∼= D–Coh(X<α) given by restriction to X<α, we can combine (20) with
the previous semiorthogonal decomposition to obtain a five-term semiorthogonal decomposition of
D–Coh(X≤α).
Unraveling the definitions, the two left terms generate D–CohXus≤α(X≤α)
<w, the right two terms
generate D–CohXus≤α(X≤α)
≥w, and all of these categories together generate D–CohXus≤α(X≤α) by
Theorem 1.9.2 part (2) and the inductive hypothesis. The middle term is precisely GwS≤α , and
restriction induces an equivalence GwS≤α
∼= D–Coh(X≤0).

2. The quasi-smooth case
For the rest of the paper, we work over a field k of characteristic 0. This allows us to make
use of the theory of Ind-coherent sheaves on derived stacks developed in [G,DG,GR1,GR2]. For
an algebraic derived stack almost of finite type and with affine automorphism groups over k, the
category IndCoh(X) is the ind-completion of the ∞-category DCoh(X) of bounded quasi-coherent
complexes with coherent cohomology groups [DG, Thm. 0.4.5].
2.1. Structure theorem for Perf. First we will prove a version of Theorem 1.9.2 for the ∞-
category Perf(X) under suitable hypotheses. This is a categorified version of Kirwan surjectivity
[K3].
Definition 2.1.1. A closed immersion of derived algebraic stacks i : S →֒ X is a regular embedding
if LS/X[−1] ∈ QC(S) is locally free.
Recall that if i is a regular embedding, then i∗(OS) ∈ Perf(X), which is also equivalent to i having
locally finite Tor-amplitude, or to i be eventually coconnective [G, Lem. 3.6.3]. In fact a regular
embedding is Gorenstein, meaning iQC,!(OX) is a shift of an invertible sheaf [AG, Cor. 2.2.7].
Note also that if i : S →֒ X is a Θ-stratum with center Z → S, then Lemma 1.3.2 implies that
i is a regular embedding if and only if the positive weight summand (LX|Z)
>0 ⊂ QC(Z) is locally
free. This in turn is equivalent to the condition that for any finite type point ξ : Spec(k′) → X
and homomorphism λ : (Gm)k′ → AutX(ξ) that define a point of Z ⊂ Grad(X), the summand of
Hi(ξ
∗(LX)) with positive λ-weights vanishes for i > 0.
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Proposition 2.1.2. Let X be a derived algebraic stack locally a.f.p. and with affine diagonal over
a locally a.f.p. algebraic derived k-stack B, and let i : S →֒ X be a Θ-stratum with center σ : Z→ S.
If i is a regular embedding, then for any w ∈ Z the intersection of Perf(X) ⊂ D–Coh(X) with the
semiorthogonal factors of Theorem 1.9.2 define a semiorthogonal decomposition of Perf(X). The
subcategories have alternate descriptions as follows:
Perf(X)≥w =
{
F ∈ Perf(X)|σ∗i∗(F ) ∈ Perf(Z)≥w
}
Perf(X)<w = {F ∈ Perf(X)|σ∗i∗(F ) ∈ Perf(Z)<w+η} ,
(21)
where η is the weight of the line bundle det(β≥1(LX|Z)). Furthermore:
(1) If we denote Gw
S,perf := G
w
S
∩ Perf(X) = Perf(X)≥w ∩ Perf(X)<w, then restriction to the
semistable locus Xss ∼= X \ S induces an equivalence GwS,perf
∼= Perf(Xss).
(2) If X is quasi-compact,5 then we have an infinite semiorthogonal decomposition
Perf(X) =
〈 Perf(X)<w︷ ︸︸ ︷
. . . ,PerfS(X)
w−2,PerfS(X)
w−1, ︸ ︷︷ ︸
Perf(X)≥w
GwS,perf ,PerfS(X)
w,PerfS(X)
w+1, . . .
〉
.
(3) If π : S→ Z is the projection, then i∗π
∗ : Perf(Z)w → PerfS(X)
w is an equivalence.
Lemma 2.1.3. For a regular closed immersion of derived algebraic stacks i : S →֒ X, there is a
canonical isomorphism of functors
iQC,!(−) ∼= i∗(−)⊗ det(LS/X)[rank(LS/X)] : QC(X)→ QC(S), (22)
Proof. We use the methods of [DG,G,GR1,GR2]. We will deduce the formula from the Grothendieck
formula for a regular embedding [GR2, Cor. II.9.7.3.2],6 which gives an equivalence of functors
det(LS/X)[rank(LS/X)]⊗ i
IndCoh,∗(−) ∼= i!(−) : IndCoh(X)→ IndCoh(S), (23)
where i! : IndCoh(X)→ IndCoh(S) is the usual !-pullback defined for any morphism, and iIndCoh,∗ :
IndCoh(X) → IndCoh(S) is the ∗-pullback, which is defined for any eventually coconnective mor-
phism.
To deduce (22) from (23), we will apply the natural functor ΨX : IndCoh(X) → QC(X). Ψ
is defined for affine dg-schemes as the ind-extension of the inclusion DCoh(S) ⊂ QC(S), and
then defined for arbitrary algebraic stacks using smooth descent under ∗-pullback for QC(−) and
IndCoh(−). For an eventually coconnective morphism f : Y→ X, there is a canonical equivalence of
functors ΨY(f
IndCoh,∗(−)) ∼= f∗(ΨX(−)) [G, Sect. 11.7.1]. ΨX is t-exact for the natural t-structures
on IndCoh(X) and QC(X), and induces an equivalence IndCoh(X)<∞ ∼= QC(X)<∞ [G, Prop. 11.7.5].
From its construction, ΨX can also be naturally enhanced to a functor of QC(X)
⊗-module categories.
For any eventually coconnective morphism of algebraic stacks f : Y → X one can define a !-
pullback fQC,! : QC(X)→ QC(Y), which is cocontinuous and of bounded cohomological amplitude.
It is defined using smooth descent from the case of dg-schemes, where fQC,! is characterized uniquely
by the natural equivalence ΨY(f
!(−)) ∼= fQC,!(ΨX(−)) [G, Prop. 7.2.2], and it follows from [G,
Prop. 7.2.9(c)] that this natural equivalence holds for stacks as well. Furthermore, fQC,! is right
adjoint to f∗ when f is proper [G, Cor. 7.2.9(a)], so for the closed immersion i : S →֒ X, i
QC,! agrees
with the previous notation used in Definition 1.7.1.
5The quasi-compactness is necessary to guarantee that every perfect complex lies in the subcategory generated by
finitely many of the semiorthogonal factors.
6Here our convention is that the determinant of a perfect complex is an invertible sheaf in homological degree 0.
This differs from the conventions of [GR2, Sect.II.9.7], and accounts for the different appearance of Grothendieck’s
formula. See Appendix B for further discussion.
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Therefore, applying ΨS to both sides of (23) and using the properties above gives an equivalence
of functors
det(LS/X)[rank(LS/X)]⊗ i
∗(ΨX(−)) ∼= i
QC,!(ΨX(−)) : IndCoh(X)→ QC(S).
It follows that we have an equivalence det(LS/X)[rank(LS/X)]⊗i
∗(−) ∼= iQC,!(−) as functors QC(X)<∞ →
QC(S)<∞. Both functors are right t-exact up to a shift, so it follows from the left t-completeness
of QC(X) and QC(S) that this isomorphism extends uniquely to an isomorphism as functors
QC(X)→ QC(S). 
Lemma 2.1.4. Under the hypotheses of Proposition 2.1.2, the alternate description of the cate-
gories in (21) holds.
Proof. In light of Definition 1.9.1 and Lemma 1.5.4, it suffices to show that for F ∈ D–Coh(X),
iQC,!(F ) ∈ QC(S)<w if and only if i∗(F ) ∈ D–Coh(S)<w+η. This follows immediately from the
canonical equivalence of Lemma 2.1.3 and Lemma 1.3.2, which identifies the weight of det(LS/X)
with the weight of det(β≥1(LX|Z[1])), which is −η. 
Proof of Proposition 2.1.2. In order to prove that the main semiorthogonal decomposition of Theorem 1.9.2
induces a semiorthogonal decomposition of the subcategory Perf(X) ⊂ D–Coh(X), it suffices to show
that β≥w
S
and β<w
S
preserve Perf(X). As in the proof of Theorem 1.9.2, we can use Lemma 1.2.6,
Lemma 1.9.7, and Theorem 1.8.1 to reduce first to the case where X is quasi-compact, and then to
the case where X = X/Gm for an affine derived Gm-scheme X a.f.p. over an a.f.p. affine k scheme
with the tautological Θ-stratum S/Gm →֒ X/Gm.
Because i is a regular embedding, i∗ maps Perf(S) to Perf(X). It follows from Proposition 1.7.2
part (2) and Proposition 1.1.2 part (3) that β≥w
S
and β<w preserve the essential image i∗(Perf(S)).
Because i∗(Perf(S)) generates PerfS(X) under shifts, cones, and retracts, β
≥w
S
and β<w preserve
PerfS(X).
Now consider F ∈ Perf(X), where X = X/Gm, and let Kn := KX(x
n
1 , . . . , x
n
k) be the Koszul
complexes of (15) in Section 1.9.1. If we define Cn := cofib(KX(x
n
1 , . . . , x
n
k)→ OX), then as n→∞
the all of the weights of Cn|Z tend to −∞. It follows from the description of Perf(X/Gm)
<w in (21)
that Cn⊗F ∈ Perf(X/Gm)
<w for n≫ 0, and thus the canonical homomorphism KX(x
n
1 , . . . , x
n
k)→
OX induces an equivalence
β≥w
S
(F ⊗KX(x
n
1 , . . . , x
n
k))
∼= β
≥w
S
(F ).
The same argument implies that the dual morphism OX → KX(x
n
1 , . . . , x
n
k )
∨ induces an equivalence
β<wS (F )
∼= β<wS (F ⊗KX(x
n
1 , . . . , x
n
k)
∨),
for n≫ 0. It follows that β≥w
S
(F ) and β<w
S
(F ) lie in Perf(X/Gm), and thus we have our semiorthog-
onal decomposition
Perf(X) = 〈PerfS(X)
≥w,GwS,perf ,PerfS(X)
<w〉.
Proof of (1):
It suffices again to assume X = X/Gm. We know that G
w
S,perf → Perf(X
ss/Gm) is fully faithful,
so it suffices to show it is essentially surjective. The image of the restriction functor Perf(X/Gm)→
Perf(Xss/Gm) generates the latter up to retracts. The fact that any F ∈ Perf(X/Gm) has the same
restriction to Xss as β≥w(β<w(F )) ∈ Gw
S,perf implies that the essential image of G
w
S,perf also generates
Perf(Xss/Gm) up to retracts. G
w
S,perf is idempotent complete by its definition, so the fully faithful-
ness guarantees that any retract of an object in the essential image of GwS,perf → Perf(X
ss/Gm) also
lies in the essential image.
Proof of (2):
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It follows from the fact that β≥w
S
and β<w
S
preserve PerfS(X) and part (4) of Theorem 1.9.2, that
for any u ≤ v ≤ w we have a semiorthogonal decomposition
G
[u,w)
S,perf = 〈PerfS(X)
u, . . . ,PerfS(X)
v−1,GvS,perf ,PerfS(X)
v , . . . ,PerfS(X)
w−1〉.
So the infinite semiorthogonal decomposition of Perf(X) follows from (21), which implies that
Perf(X) =
⋃
u,w G
[u,w)
S,perf .
Proof of (3):
This follows from Theorem 1.9.2 part (3), and the fact that both i∗π
∗(−) and the inverse functor
β<w+1(σ∗i∗(−)) preserve perfect complexes.

2.2. Quasi-smooth derived stacks.
Definition 2.2.1. A morphim of algebraic derived stacks X→ Y is quasi-smooth if it is locally al-
most of finite presentation and the relative cotangent complex LX/Y is perfect and has Tor-amplitude
in [−1, 1]. For a k-stack X, we say that X is quasi-smooth if X→ Spec(k) is quasi-smooth.
Example 2.2.2. If X0,X1 → Y are maps between smooth stacks over a base B, then the derived
fiber product X′ := X0 ×Y X1 is quasi-smooth over B.
A special case is the derived zero locus of a section s of a locally free sheaf V on a smooth stack X,
which is by definition the derived intersection of s with the zero section of TotX(V ). If U• denotes
the simplicial OX-module associated under the Dold-Kan correspondence to the two-term complex
V∨ → OX defined by the section s, then the derived 0 locus of s is the relative Spec over X of the
free simplicial commutative OX-algebra SymOX(U•), whose n
th level is just SymOX(Un).
Example 2.2.3. If S is a smooth surface, then X = Coh(S) is a quasi-smooth derived stack. By
[TV1, Cor. 3.17] the fiber of the cotangent complex LX at a point [E] ∈ Coh(S) is
LX,[E] ≃ RHomS(E,E[1])
∨ ≃ RHomS(E,E)
∨[−1].
RHom between coherent sheaves has homology in positive cohomological degree only, so this com-
bined with Serre duality RHomS(E,E)
∨ ≃ RHom(E,E ⊗ ωS[2]) implies that LX,[E] has homology
in degree −1, 0, and 1. Because LX ∈ D
–Coh(Coh(S)), this implies that LX is perfect with Tor-
amplitude in [−1, 1], hence Coh(S) is quasi-smooth.
One key observation about quasi-smooth stacks is the following:
Lemma 2.2.4. Let X be an algebraic derived stack locally a.f.p. and with affine automorphism
groups over a base algebraic derived k-stack B, and let i : S →֒ X be a Θ-stratum with center Z.
Then if X is quasi-smooth over B or k, then so are S and Z, and the projection π : S → Z is
quasi-smooth as well.
Proof. Working relative to B, Lemma 1.3.2 and Proposition 1.1.2 part (4) imply
LS/B|Z ≃ β
<1(LX/B|S)|Z ≃ (LX/B|Z)
≤0
is perfect and concentrated in degrees −1,0, and 1. Because every point in S specializes to one in
the image of σ : Z → S, LS/B is perfect with fiber homology concentrated in those degrees as well.
It follows from Lemma 1.5.5 that LZ/B ∼= (LX/B|Z)
0 is perfect with fiber homology concentrated
in degree −1, 0, and 1, and thus Z is quasi-smooth as well. The pullback of LB/Spec(k) to X has
weight 0, so the previous formulas remain true with B replaced by Spec(k), and thus S and Z are
quasi-smooth over Spec(k) when X is.
Finally, considering the fiber sequence of cotangent complexes coming from the composition
Z
σ
−→ S
π
−→ Z, which is isomorphic to the identity, we have an isomorphism σ∗L(π:S→Z) ∼= LZ/S[−1] ∼=
(LX|Z)
<0, so this is a perfect complex with fiber homology in degree −1, 0, and 1 as well. 
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2.2.1. Serre duality for quasi-smooth stacks. We recall the key constructions of Serre duality in the
derived setting [DG, Sect. 4.4]. For any algebraic derived stack X which is a.f.p. and has affine
automorphism groups over Spec(k), there is a canonical complex ωX := π
!(k) ∈ IndCoh(X), where
π is the projection to Spec(k) and π! : IndCoh(Spec k)→ IndCoh(X) is the shriek pullback functor
on ind-coherent sheaves. The inner Hom for the QC(X)⊗-module category IndCoh(X) defines a
functor
DX(•) := RHomQC(•, ωX) : IndCoh(X)→ QC(X)
op
that induces an equivalence DCoh(X) → DCoh(X)op. Ind-coherent sheaves have a canonical sym-
metric monoidal structure given by
F
!
⊗G := ∆!(F ⊠G),
where ∆ : X → X × X is the diagonal. ωX is uniquely characterized as the being the unit for this
monoidal ∞-category [GR1, Sect. I.5.4.3.4] [L5, Cor. 5.4.4.7].
When X is eventually coconnective, ωX ∈ DCoh(X) ⊂ IndCoh(X), and we regard ωX as an
element of QC(X) under the canonical isomorphism ΨX : IndCoh(X)<∞ → QC(X)<∞ (see the
proof of Lemma 2.1.3 for more discussion). Furthermore, if X is derived Gorenstein, which is the
case when X is quasi-smooth [AG, Cor. 2.2.7], then ωX is an invertible complex.
2.2.2. Computing the canonical complex. For a smooth separated dg-scheme X, one has a canonical
isomorphism [GR2, Prop. II.9.7.3.4]
ωX := (X → Spec(k))
!(k) ∼= det(LX)[rankLX ],
where the right hand side is the “graded determinant” (see Appendix B) regarded as an Ind-coherent
sheaf via the embeddings Perf(X) ⊂ DCoh(X) ⊂ IndCoh(X). For any quasi-smooth stack that
admits a locally closed embedding into Pn/G, one can deduce the same formula using Grothendieck’s
formula [GR2, Cor. II.9.7.3.2] and an explicit computation on Pn/G, and we expect it to hold for
any quasi-smooth algebraic derived stack.
To our knowledge, however, a general result of this form does not appear in the literature, even for
smooth stacks, and we were unable to find a simple general argument. In private communication,
Dima Arinkin has sketched a proof using deformation to the normal cone, but we will content
ourselves here with a weaker claim that covers our applications.
Proposition 2.2.5. Let f : X→ Y be a morphism between quasi-smooth locally a.f.p. algebraic de-
rived k-stacks, and let i : Xcl →֒ X be the inclusion of the underlying classical stack. Then regarding
ωX/Y := f
!(OY) ∈ IndCoh(X)<∞ as a quasi-coherent complex, there is a canonical isomorphism
i∗(ωX/Y) ∼= i
∗(det(LX/Y)[rankLX/Y]).
The proof is given in Appendix B, but we note the following two useful corollaries.
Corollary 2.2.5.1. Let X be a quasi-smooth locally a.f.p. algebraic derived k-stack. For any field
extension k ⊂ k′, any p : Spec(k′) →∈ X, and any homomorphism (Gm)k′ → AutX(p), the fibers
p∗ωX and p
∗(det(LX)[rankLX]) have the same weight with respect to the induced (Gm)k′-action on
each.
Proof. This follows from Proposition 2.2.5 and the fact that the map (BGm)k′ → X factors through
Xcl. 
Corollary 2.2.5.2. Let X be a quasi-smooth a.f.p. algebraic derived k-stack. Then in the Grothendieck
K-group K0(DCoh(X)),
[ωX] = (−1)
rankLX [det(LX)].
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Proof. Note that [E] =
∑
(−1)n[Hn(E)], where the sum is finite because X is quasi-compact. We
have an isomorphism of OX-modules Hn(E) ∼= i∗(Hn(E)), where the latter denotes the canonical
OXcl-module structure on Hn(E) and i : X
cl → X is the inclusion. When E is locally free, hence
flat, we have
Hn(E) ∼= Hn(OX)⊗ E ∼= i∗(Hn(OX)⊗O
Xcl
i∗(E)),
where the last isomorphism is the projection formula. The claim now follows from Proposition 2.2.5.

2.3. Structure theorem for DCoh. We now state our main theorem in the quasi-smooth case.
Theorem 2.3.1. Let X be an algebraic derived stack locally a.f.p. and with affine diagonal over
a locally a.f.p. algebraic derived k-stack B. Assume that X is quasi-smooth over k. Let i : S ⊂
Filt(X)→ X be a Θ-stratum with center σ : Z→ S, and assume that
(†) for every finite type point of Z, which classifies a finite type point ξ of X along with a
homomorphism Gm → AutX(ξ), the weights of H1(ξ
∗LX) are ≥ 0 with respect to this Gm-
action.
Then the intersection of the semiorthogonal factors in (13) and (14) of Theorem 1.9.2 with
DCoh(X) ⊂ D–Coh(X) induce semiorthogonal decompositions of DCoh(X) and G
[u,w)
S,coh := G
[u,w)
S
∩
DCoh(X) respectively. The subcategories have alternate descriptions as follows (see also Corollary 2.3.10.1
below for a fiber-wise description):
DCoh(X)≥w =
{
F ∈ DCoh(X)|σ∗i∗(F ) ∈ D–Coh(Z)≥w
}
,
DCoh(X)<w =
{
F ∈ DCoh(X)|σ∗i∗(DX(F )) ∈ D
–Coh(Z)≥a+1−w
}
,
(24)
where a is the weight of the invertible sheaf det(β<1(LX|Z)). Furthermore:
(1) The restriction functor Gw
S,coh → DCoh(X \ S) is an equivalence;
(2) If X is quasi-compact, then for any w ∈ Z we have an infinite semiorthogonal decomposition7
DCoh(X) = 〈
DCoh(X)<w︷ ︸︸ ︷
. . . ,DCohS(X)
w−1︸ ︷︷ ︸
DCohS(X)<w
, ︸ ︷︷ ︸
DCoh(X)≥w
GwS,coh,
DCohS(X)
≥w︷ ︸︸ ︷
DCohS(X)
w,DCohS(X)
w+1, . . .〉, (25)
(3) i∗π
∗ : DCoh(Z)w → DCohS(X)
w is an equivalence.
Before proving this theorem in the next section, we discuss some examples and applications.
Example 2.3.2. Consider the derived cotangent stack of a smooth global quotient stack X =
T ∗(X/G) over a field of characteristic 0. For simplicity, we work with commutative differential
graded algebras instead of simplicial commutative rings. If we define
Y := SpecX(Sym(OX ⊗ g→ TX)),
where TX is in degree 0, and OX ⊗g→ TX is the two-term complex defined by the derivative of the
G-action on X, then X ≃ Y/G. For any point y ∈ Y , whose image under the projection Y → X
we denote by x ∈ X, we have
LX|y ≃
[
gk(y) → TX,x ⊕ Ω
1
X,x → gk(y)
]
.
This complex is self-dual, and in particular H1(LX|y) is the lie algebra of StabG(y). If X has a Θ-
stratification and y corresponds to an unstable point, then we will automatically have StabG(y) ⊂
Pλ, where λ is the one-parameter subgroup associated to the stratum containing y, and Pλ is
the corresponding parabolic subgroup (see Lemma 1.6.1). By construction the lie algebra of Pλ
7This is an infinite semiorthogonal decomposition in the usual sense, so that every F ∈ DCoh(X) lies in a subcat-
egory generated by finitely many semiorthogonal factors.
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has nonnegative weights with respect to λ, and hence so does the lie algebra of StabG(y), so the
hypotheses (†) is satisfied.
Extending the example above, we observe:
Lemma 2.3.3. If X is an algebraic derived k-stack with affine automorphism groups for which
LX ≃ (LX)
∨, then X is quasi-smooth and any Θ-stratum in X satisfies the hypothesis (†), and hence
the conclusions of Theorem 2.3.1.
Proof. The isomorphism LX ≃ (LX)
∨ implies that at any point x ∈ |X|, the fiber LX,x is 1-truncated,
so X is quasi-smooth. Furthemore, the isomorphism implies that
H1(LX,x) ≃ H−1(LX,x) ≃ Lie(AutX(x))
∗.
Now let S ⊂ Filt(X) be a Θ-stratum, and let x ∈ X(k′) and λ : Gm → AutX(x) correspond to a
point in the center of S. The fact that S→ X is a closed immersion implies that AutS(x) ≃ AutX(x)
as group schemes, and hence H−1(LS,x) ≃ H−1(LX,x). It follows from these observations and
Lemma 1.3.2 that H1(LX,x) has nonnegative weights with respect to λ. 
Example 2.3.4. Lemma 2.3.3 implies that Theorem 2.3.1 applies to any Θ-stratification of a 0-
shifted derived algebraic symplectic stack in the sense of [PTVV]. Simple examples of 0-shifted
derived symplectic algebraic stacks arise as the derived Marsden-Weinstein quotient of an algebraic
symplectic variety by a hamiltonian action of a reductive group [P1]. Another important class
of 0-shifted derived symplectic stacks are the moduli stacks X = Coh(S) of coherent sheaves on
a K3 surface S [PTVV]. The equivalence LX = (LX)
∨ comes from the Serre duality equivalence
RHomS(E,E[1]) ≃ RHomS(E[1], E[2])
∨ ≃ RHomS(E,E[1])
∨ for E ∈ Coh(S), or more precisely
from a version of this equivalence in families.
Example 2.3.5 (Hypothesis (†) is necessary). We observe that the semiorthogonal decomposition
of Theorem 1.9.2 can fail to preserve DCoh(X) for quasi-smooth X. Consider a linear Gm-action on
An having positive and negative weights, and choose λ(t) = t so that the unstable subspace An+ is
the subspace defined by the vanishing of the coordinate functions of positive weight. Let X ⊂ An be
the hypersurface defined by a non-zero homogeneous polynomial f of weight −d < 0, and assume
that f(0) = 0. Then the tautological Θ-stratum in X/Gm is S/Gm, where S := X ∩ A
n
+.
Assume that we can choose an F ∈ DCoh(Xss/Gm) that fails to be perfect in any neighborhood of
S ⊂ X – such a complex exists as long as the closure of the singular locus of Xss meets S. It follows
that for any extension of F to DCoh(X/Gm), the derived restriction to {0} must be homologically
unbounded, because {0} lies in the orbit closure of every point of S. Theorem 1.9.2 implies there
is a unique extension of F to a complex F˜ ∈ GwS ⊂ D
–Coh(X/Gm). If F˜ ∈ DCoh(X/Gm), then it
would admit a presentation as a right-bounded complex of free graded OX-modules F• which was
eventually 2-periodic up to a shift by a character of Gm. Specifically, in high homological degree
F• is the restriction to X of a graded matrix factorization [S1] on A
n, so Fn+2 = Fn(d) for n≫ 0.
This implies that the weights of Fn|{0} tend to −∞ as n → ∞, which contradicts the fact that
F˜ |{0} has weight ≥ w and is homologically unbounded. It follows that F˜ /∈ DCoh(X).
For our first application of Theorem 2.3.1, consider a derived algebraic stack X containing two
Θ-strata S± such that Z+ and Z− are identified via the involution of Grad(X) induced by the
inversion homomorphism Gm → Gm, i.e., Z+ and Z− classify the same points x ∈ X, but with the
opposite cocharacters λ± : Gm → AutX(x). We say that the two stacks X
ss
± := X \ S± differ by an
elementary wall crossing, generalizing [BFK] and [HL2].
Corollary 2.3.5.1. Let X be a derived algebraic stack which has affine diagonal and is a.f.p. over
a locally a.f.p. algebraic k-stack B, and let S± ⊂ Filt(X) be two Θ-strata definining an elementary
wall crossing. Assume that X is quasi-smooth and for every finite type point in Z+ with underlying
point x ∈ X, H1(LX,x) has λ+-weight 0. Let c be the λ+-weight of det(LX|Z), and let X
ss
± := X \ S±.
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(1) If c = 0, then DCoh(Xss+ ) ≃ DCoh(X
ss
− ).
(2) If c > 0, then there is a fully faithful embedding DCoh(Xss+ ) ⊂ DCoh(X
ss
− ).
(3) If c < 0, then there is a fully faithful embedding DCoh(Xss− ) ⊂ DCoh(X
ss
+ ).
The same holds with DCoh(−) replaced by Perf(−).
Remark 2.3.6. As in the classical version of this statement, the semiorthogonal complement to the
embeddings in (2) and (3) has a further semiorthogonal decomposition into a number of categories
of the form DCoh(Z)w.
Proof. The key observation is that because H1(LX,x) has λ+ weight 0 at every finite type point of
Z+ (and hence likewise for λ− and Z−), then not only do S+ and S− both satisfy the hypotheses of
Theorem 2.3.1, but they also satisfy the hypotheses of Proposition 2.1.2. So i± : S± →֒ X are both
regular embeddings. It follows from Lemma 2.1.3 that we have
GwS±,coh =
{
F ∈ DCoh(X)|σ∗±i
∗
±(F ) has λ±-weights in [w,w + η±)
}
,
where η± is the weight of det(β
≥0(LX|Z±)). It follows from the relationship of Z+ and Z− that
one can always choose shift parameters w± such that either G
w−
S−,coh
⊂ G
w+
S+,coh
, G
w+
S+,coh
= G
w−
S−,coh
, or
G
w+
S+,coh
⊂ G
w−
S−,coh
depending on whether η+ − η− is positive, zero, or negative respectively. Finally,
η+−η− is the λ+-weight of det(LX|Z+). The same argument applies verbatim with Perf(−) instead
of DCoh(−), using Proposition 2.1.2. 
2.3.1. A reformulation of the grade-restriction rules.
Definition 2.3.7. A regular graded point of a quasi-smooth algebraic derived k stack X consists
of a (Gm)k′-representation U and a map
freg : Spec(k
′[U [1]])/(Gm)k′ → X, (26)
such that if 0 ∈ Spec(k′[U [1]]) is the unique k′ point and x = freg(0) ∈ X(k
′), then fiber over 0 of
the map of cotangent complexes induced by freg
LX,x → U [1] ∼= LSpec(k′[U [1]])|0
induces an isomorphism H1(LX,x) ∼= U .
The map (26) is a square-zero extension of the underlying graded point f : (BGm)k′ → X, and is
thus determined up to isomorphism by a class in Hom(BGm)k′ (f
∗(LX), U [1]). So given a graded point
f : (BGm)k′ → X and a choice of Gm-equivariant splitting of the canonical map H1(LX,x)[1]→ LX,x,
one can construct a regularization, a regular graded point freg : Spec(k
′[U [1]])/(Gm)k′ → X whose
underlying graded point is f , and freg is unique up to 2-isomorphism and composition with an
automorphism of U .
A regular graded point freg is a quasi-smooth morphism, as the relative cotangent complex of
the induced map Spec(k′[U [1]]) → X, which is τ≥0(LX,x)[1], is concentrated in homological degree
0 and 1. It follows that the pullback functor f∗reg has finite Tor-amplitude, and thus maps DCoh(X)
to DCoh(Spec(k′[U [1]])/Gm) [AG, Cor. 2.2.4].
For concreteness, we identify the latter category with DCohGm(k′[U [1]]),8 the derived dg-category
of graded k′[U [1]]-modules with bounded finite dimensional cohomology. Any F ∈ DCohGm(k′[U [1]])
can be canonically constructed by a finite sequence of extensions from its homology modules. Be-
cause U is in homological degree 1, it acts trivially on H∗(F ), so each homology module is a direct
sum of graded modules of the form k′〈n〉, i.e., the one dimensional module with weight −n ∈ Z.
8Here and elsewhere, we use a group in the superscript to denote the category of complexes of equivariant sheaves.
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Definition 2.3.8. If U is a Gm-representation, for F ∈ DCoh
Gm(k′[U [1]]), we define minWt(F )
and maxWt(F ) to be respectively the smallest and largest Gm weight appearing in the Gm-
representation H∗(F ).
Lemma 2.3.9. For any (Gm)k′-representation U and any F ∈ DCoh
Gm(k′[U [1]]), we have
minWt(Dk′[U [1]](F )) = −maxWt(F ).
If U has nonnegative weights, and F0 = F⊗k′[U [1]]k
′ ∈ D–Coh((BGm)k′), then we have minWt(F0) =
minWt(F ) > −∞, where the former denotes the smallest non-vanishing weight space in H∗(F0).
Proof. For the first equality, observe that minWt(F ) and maxWt(F ) are the lower and upper
bounds of the smallest interval [a, b] such that F lies in the subcategory of DCohGm(k′[U [1]])
generated under shifts and cones by k〈−n〉 for n ∈ [a, b]. Because
Dk′[U [1]](k
′〈n〉) = RHomk′[U [1]](k
′〈n〉, ωk′[U [1]]) ∼= k
′〈−n〉
the corresponding interval for Dk′[U [1]](F ) is [−a,−b].
For the second equality, note that minWt(F ) ≤ minWt(F0) as an immediate consequence of the
fact that k′ ∼= k′[U [2], U [1]; d = idU ] is a semi-free presentation of k
′ with generators of nonnegative
weight only. The inequality minWt(F0) ≤ minWt(F ) follows from considering a quasi-isomorphism
F ∼= (k′[U [1]] ⊗k V, d) with a graded semi-free k
′[U [1]]-module, where V is a vector space that is
graded both homologically and as a Gm-representation, and such that d ⊗k′[U [1]] k
′ = 0. The
construction of such a quasi-isomorphism is the same as the usual construction of a minimal pre-
sentation of a complex of graded modules over the polynomial ring k[U ]. If H∗(F ) is non-zero in
weight w and U has nonnegative weights, the F0 ∼= V must be non-vanishing in some weight ≤ w,
and hence minWt(F0) ≤ w. 
Lemma 2.3.10. Let X be a quasi-smooth algebraic derived k-stack, let f : (BGm)k′ → X be a finite
type graded point such that H1(f
∗(LX)) has nonnegative weights, and let freg : Spec(k
′[U [1]])/Gm →
X be a regularization of f . For any F ∈ DCoh(X), the weights of f∗(F ) ∈ D–Coh((BGm)k′) are
bounded below, and
minWt(f∗(F )) = minWt(f∗reg(F ))
minWt(f∗(DX(F ))) = wt(det(τ≤0(f
∗LX)))−maxWt(f
∗
reg(F ))
Proof. If (Gm)k′ → AutX(f(0)) is trivial, then all of the claims are tautological. Otherwise, f
factors through the graded point f ′ : (BGm)k′ → X associated to the image of this homomorphism
(Gm)k′ ⊂ AutX(f(0)). Pullback along the map (BGm)k′ → (BGm)k′ has the effect of scaling
weights by a non-zero constant, so it suffices to prove the claims for f ′, i.e., we may assume that f
is a representable morphism.
Lemma 2.3.9 and the fact that freg has finite Tor-amplitude immediately imply the first equality,
and in particular that the weights of f∗(F ) are bounded below. The isomorphism
Dk′[U [1]](f
∗
reg(DX(F )))
∼= f !reg(F )
of [DG, Prop. 4.4.11] combined with Lemma 2.3.9 implies that the second equality of this lemma
is equivalent to
maxWt(f !reg(F )) = maxWt(f
∗
reg(F ))− wt(det(τ≤0(f
∗(LX)))). (27)
We claim that this inequality follows from the formula
f !reg(F )
∼= f∗reg(F )⊗ det(Lfreg)[rank(Lfreg)]. (28)
Indeed, tensoring by the determinant of the relative cotangent complex det(Lfreg) has the effect of
shifting the homology weights of f∗(F ) by the weight of the fiber det(Lfreg |0), and we have already
observed that Lfreg |0
∼= τ≤0(LX,x)[1].
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The Grothendieck formula (28) has been established for representable smooth morphisms and
regular closed immersions in [GR2, Sect. II.9.7.2]. If two quasi-smooth morphisms satsify (28),
then their composition does as well, and using this one can show that the formula holds for any
quasi-smooth map of affine Gm-schemes. Using a variant of Theorem 1.8.1, whose proof uses the
same inductive deformation theory argument but takes the classical result [HL1, Lem. 4.0.4.6] as
the base case, one may lift the graded point f along a smooth cover of the form X/Gm → X where
X is an affine quasi-smooth Gm-scheme. Because this cover is smooth one can also lift freg to a
map Spec(k′[U [1]])/Gm → X/Gm. Thus freg can be factored as the composition of map induced
by a quasi-smooth equivariant map of affine Gm-schemes followed by a smooth morphism, so the
formula (28) follows. 
These lemmas provide a fiber-wise description of the categories in Theorem 2.3.1.
Corollary 2.3.10.1. In the context of Theorem 2.3.1, a complex F ∈ DCoh(X) lies in G
[u,w)
X,coh if and
only if for every finite type point in Z, which classifies a map f : (BGm)k′ → X, with regularization
freg as in Definition 2.3.7, the weights of H∗(f
∗
reg(F )) lie in the interval[
u,w +wt(det((τ≤0(f
∗(LX))
>0))
)
.
Proof. By Theorem 2.3.1, F ∈ DCoh(X) lies in DCoh(X)≥u if and only if its pullback to Z lies in
DCoh(Z)≥u, and by Nakayama’s lemma this is equivalent to showing that minWt(Fx) ≥ u for every
finite type point x ∈ Z. The same applies to the condition that F ∈ DCoh(X)<w, so F ∈ G
[u,w)
S
if
and only if for any f : (BGm)k′ → X as in the statement of the corollary, one has{
minWt(f∗(F )) ≥ u, and
minWt(f∗(DX)) ≥ 1− w +wt(det(f
∗(LX)
<0)).
One can now deduce the weight bounds of the corollary directly from Lemma 2.3.10. 
2.3.2. Proof of Theorem 2.3.1. As in the proof of Theorem 1.9.2, we can use Lemma 1.2.6 and
Lemma 1.9.7 to reduce to the case where X is quasi-compact and B = Spec(R) for some a.f.p.
simplicial commutative k-algebra R. For any T → B = Spec(R), we can regard a morphism
ΘT → X over B as a morphism over Spec(k), and this defines a canonical Θk-equivariant morphism
of derived k-stacks
FiltB(X) := MapB(ΘB,X)→ Filtk(X) := Map(Θk,X).
One can deduce that this morphism is an isomorphism from the fact that the map of underlying
classical stacks is an isomorphism, which is [HL1, Cor. 1.3.16], combined with the computation of
the cotangent complex of FiltB(X) and Filtk(X) in Lemma 1.3.2. It follows that it suffices to prove
the theorem in the case where R = k. So, for the remainder of the proof, i.e., throughout this
subsection, we will assume:
X is an algebraic derived stack a.f.p., quasi-smooth, and with affine diagonal over Spec(k),
S ⊂ Filtk(X) is a Θ-stratum with center Z, and the hypothesis (†) holds.
Lemma 2.3.11. σ : Z→ S is relatively quasi-smooth and thus has finite Tor-amplitude.
Proof. Lemma 1.5.5 and Lemma 1.3.2 imply that LZ/S ≃ (σ
∗LS)
<0[1] ≃ (σ∗LX)
<0[1], and (†) im-
plies this is perfect with fiber homology in degrees 1, 0,−1. 
Lemma 2.3.12. The baric truncation functors of Proposition 1.1.2 and Proposition 1.7.2 part (4)
induce bounded baric decompositions of DCoh(S) and DCohS(X), respectively.
Proof. Because σ has finite Tor-amplitude, σ∗F ∈ DCoh(Z) for any F ∈ DCoh(S). Thus σ∗F
decomposes as a direct sum of objects in DCoh(Z)w for finitely many w. By Nakayama’s lemma
and the fact that σ∗ is compatible with the baric truncation functors on D–Coh(S) and D–Coh(Z),
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it follows that F decomposes under the baric decomposition of D–Coh(S) as an iterated extension
of objects in D–Coh(S)w for finitely many w. Furthermore these objects lie in DCoh(S)w, because
σ∗ : D–Coh(S)w → D–Coh(Z)w is an equivalence with inverse given by π∗. It follows that the baric
truncation functors preserve DCoh(S). The boundedness of the baric decomposition of DCoh(S)
follows again from Nakayama’s lemma, the compatibility of σ∗ with the baric decomposition on
DCoh(Z), and the boundedness of the latter.
Once one has the baric decomposition of DCoh(S), the fact that β≥w and β<w preserve DCohS(X)
follows from the fact that DCohS(X) is generated by i∗DCoh(S) under shifts and cones, and the
boundedness of the baric decomposition of DCohS(X) follows likewise. 
Lemma 2.3.13. Let f : Y′ → Y be a morphism of finite Tor-amplitude between derived algebraic
stacks. Then for any E ∈ D–Coh(Y) and F ∈ QC(Y)<∞, the pullback of the evaluation homomor-
phism f∗(E)⊗ f∗(RHom⊗QC(Y)(E,F ))→ f
∗(F ) classifies a canonical isomorphism
f∗(RHom⊗QC(Y)(E,F ))→ RHom
⊗
QC(Y′)(f
∗E, f∗F ). (29)
Proof. The proof of [P2, Lem. A.1.1], which is stated for fppf morphisms, works essentially verbatim.
First one uses faithfully flat descent to reduce to the case where Y′ = Spec(B) and Y = Spec(A).
In this case one can write E as a filtered colimit E = colimk Pk indexed by k ∈ N, where Pk
is perfect and τ≤nPk is eventually constant in k for any n. Then one can identify the canonical
homomorphism (29) with the canonical homomorphism
B ⊗A
(
lim←−
k
P∨k ⊗A F
)
→ lim←−
k
B ⊗A (P
∨
k ⊗A F ).
The hypothesis that F ∈ QC(Y)<∞ implies that τ≥n(P
∨
k ⊗ F ) is eventually constant in k for any
fixed n, and tensoring with an A-module of finite Tor-amplitude commutes with the formation of
the inverse limit of an inverse system of this form. 
Lemma 2.3.14. DX(DCoh(X)
<w) = DCoh(X)≥a+1−w, where a is the weight of ωS|Z.
Proof. For any F ∈ DCoh(S), Lemma 2.3.11 and Lemma 2.3.13 give a canonical isomorphism
σ∗DS(F ) ≃ RHom
⊗
QC(Z)(σ
∗F, σ∗ωS). Because σ
∗(ωS) is an invertible complex concentrated in
weight a, it follows from the characterization of Lemma 1.5.4 that DS exchanges DCoh(S)
≥w and
DCoh(S)<a+1−w.
Now consider F ∈ DCoh(X). Then F ∈ D–Coh(X)<w if and only if RHomX(β
≥w(E), F ) = 0 for
any E ∈ D–CohS(X). Because β
≥w is right t-exact on D–CohS(X), by Proposition 1.7.2 part (4),
it suffices to consider E ∈ DCohS(X). It further suffices to consider objects of the form i∗(E) for
E ∈ DCoh(S), which generate DCohS(X) under extensions. Then using Proposition 1.7.2 part (2)
and Lemma 2.3.12 it suffices to show that RHomX(i∗(E), F ) = 0 for all E ∈ DCoh(S)
≥w. Using
Serre duality and the fact that i∗ ◦ DS ≃ DX ◦ i∗ [G, Cor. 9.5.9], this is equivalent to
RHomS(i
∗(DX(F )),DS(E)) = 0,∀E ∈ DCoh(S)
≥w.
We have already observed that DS(DCoh(S)
≥w) = DCoh(S)<a+1−w, and the latter generates
D–Coh(S)<a+1−w under inverse limits by part (6) of Proposition 1.7.2 and the t-completeness of
D–Coh(S). Thus we have shown that F ∈ D–Coh(X)<w if and only if i∗DX(F ) ∈ D
–Coh(S)≥a+1−w,
or DX(F ) ∈ DCoh(X)
≥a+1−w. 
Lemma 2.3.15. DCoh(X) =
⋃
v,w
(
DCoh(X)<w ∩DCoh(X)≥v
)
.
Proof. In light of Lemma 2.3.14, it suffices to show that for any F ∈ DCoh(X), σ∗i∗(F ) ∈ D–Coh(Z)≥w
for some w ∈ Z. By Theorem 1.8.1 we can find a smooth morphism p : X/Gm → X, where X is a
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quasi-smooth affine derived k-scheme with a Gm-action, such that p
−1(S) is the tautological stra-
tum S+/Gm ⊂ X/Gm and S+/Gm → S is surjective. Because p is smooth, the relative cotangent
complex is locally free in homological degree 0, so the cofiber sequence for the relative cotangent
complex implies that for any x ∈ X/Gm, the canonical map is an isomorphism
H1(LX,p(x))
∼=
−→ H1(LX/Gm,x).
Hence X/Gm satisfies the hypothesis (†) as well, and it suffices to prove the claim for the stack
X/Gm.
We choose x1, . . . , xk ∈ H0(OX) which are homogeneous of positive weight with respect to the
Gm-action and which cut out S+ set-theoretically, and we let K := KX(x1, . . . , xk) ∈ Perf(X/Gm)
be a Koszul complex as constructed in (15) (see Section 1.9.1). Lemma 2.3.12 implies that K⊗F ∈
DCohS(X)
≥w for some w, and so the weights of σ∗i∗(K⊗F ) ≃ σ∗i∗(K)⊗σ∗i∗F are bounded below.
At the same time, K admits a map K → OX such that cofib(K → OX)|Z lies in QC(Z/Gm)
<0,
and it follows that OZ is the weight 0 direct summand of K|Z . In particular σ
∗i∗(F ) is a direct
summand of σ∗i∗(K ⊗ F ), whose weights are bounded below. 
Completing the proof of Theorem 2.3.1. As in the proof of Theorem 1.9.2, we may use Theorem 1.8.1
to construct a smooth morphism p : X/Gm → X, where X is an affine derived k-scheme with a
Gm-action, and S →֒ X induces the tautological Θ-stratum S/Gm →֒ X/Gm, i.e., S ⊂ X is the
derived subscheme contracted by the tautological one-parameter subgroup. Note that because p is
smooth, X is quasi-smooth, and X/Gm satisfies (†) (See the proof of Lemma 2.3.15).
To show that the semiorthogonal decompositions of D–Coh(X) in (13) and (14) induce semiorthog-
onal decompositions of DCoh(X) and G
[u,w)
S,coh respectively, it suffices to show that β
≥w
S
and β<w
S
preserve DCoh(X). By Theorem 1.9.2 part (6) it suffices to show this for the stack X/Gm.
Let x1, . . . , xk ∈ H0(OX) be elements which cut out S, where xi is homogeneous of degree di > 0,
and letKn = KX(x
n
1 , . . . , x
n
k) be the Koszul complex defined in (15). If we let Cn = cofib(Kn → OX)
and define D := min(d1, . . . , dk), then i
∗(C∨n ) ∈ Perf(S/Gm)
≥nD. For any F ∈ DCoh(X/Gm),
Lemma 2.3.15 implies F ∈ DCoh(X/Gm)
≥v for some v, so Proposition 1.1.2 part (6) implies that
C∨n ⊗ F ∈ DCoh(X/Gm)
≥v+nD. It follows that for n≫ 0, β<w
S
(C∨n ⊗ F )
∼= 0, and hence
β<wS (F )
∼=
−→ β<wS (K
∨
n ⊗ F )
is an isomorphism. K∨n⊗F ∈ DCohS(X/Gm), and hence β
<w
S
(F ) ∈ DCoh(X/Gm) by Lemma 2.3.12.
We show that β≥w
S
(F ) ∈ DCoh(X/Gm) similarly: Because Cn is dualizable we have i
QC,!(Cn ⊗
F ) ∼= i∗(Cn) ⊗ i
QC,!(F ). If iQC,!(F ) ∈ QC(S/Gm)
<v, then Proposition 1.1.2 part (6) implies
that iQC,!(Cn ⊗ F ) ∈ QC(S/Gm)
<v−nD, because for any G ∈ QC(S/Gm)
≥v−nD, G ⊗ i∗(C∨n ) ∈
QC(S/Gm)
≥v , and thus
RHomS/Gm(G, i
∗(Cn)⊗ i
QC,!(F )) ∼= RHomS/Gm(G⊗ i
∗(C∨n ), i
QC,!(F )) = 0.
It follows from Lemma 2.3.15 that for any F ∈ DCoh(X/Gm) and any w, β
≥w
S/Gm
(Cn ⊗ F ) = 0 for
n≫ 0 and hence
β≥wS/Gm(Kn ⊗ F )→ β
≥w
S/Gm
(F )
is an isomorphism for n≫ 0. Lemma 2.3.12 then implies that β≥wS/Gm(F ) ∈ DCoh(X/Gm).
Finally, the alternate characterization of DCoh(X)≥w in (24) follows from Definition 1.9.1 and
Lemma 1.5.4. The characterization of DCoh(X)<w follows immediately from the characterization
of DCoh(X)≥w and Lemma 2.3.14, combined with Corollary 2.2.5.1, which implies that ωS|Z has
the same weight as det(LX|
≤0
Z
)[rank(LX|
≤0
Z
)].
Proof of (1):
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Fully faithfulness follows from part (1) of Theorem 1.9.2, so it suffices to show that GwS,coh →
DCoh(X \S) is essentially surjective. DCoh(X)→ DCoh(X \S) is essentially surjective, and for any
F ∈ DCoh(X), β≥w(β<w(F )) ∈ GwS,coh has the same restriction to X \ S as F .
Proof of (2):
The infinite semiorthogonal decomposition (25) follows from the semiorthogonal decomposition
of G
[u,w)
S,coh := DCoh(X)
<w ∩DCoh(X)≥u induced by (14), along with Lemma 2.3.15.
Proof of (3):
By Theorem 1.9.2 part (3) we have equivalences i∗π
∗ : D–Coh(Z)w → D–CohS(X)
w. F ∈
D–Coh(Z)w has bounded homology if and only if π∗(F ) ∈ D–Coh(S)w does, because π∗ has fi-
nite Tor-amplitude by Lemma 2.2.4 and its inverse σ∗ has finite Tor-amplitude by Lemma 2.3.11.
Also G := π∗(F ) ∈ D–Coh(S) has bounded homology if and only if i∗(G) does.

3. Derived equivalences from variation of good moduli space
In this section, k will denote a fixed ground field of characteristic 0.
3.1. Variation of good moduli space. The key to our applications Theorem 1.9.2 will be an
intrinsic version of the theory of variation of geometric invariant theory (GIT) quotient [DH] for
stacks that admit a good moduli space in the sense of [A]. We will recall the main result here. It
is described in detail in [HL1, Sect. 5.3.1].
First we recall the notion of Θ-stability from [HL1] on a stack X – it is essentially an intrinsic
version of the Hilbert-Mumford criterion. Let L be an invertible sheaf on X. For any filtration
f : Θk′ → X, we can make use of the canonical identification H
∗(Θ;Q) ∼= Q[q], with q ∈ H2(Θ;Q)
the first Chern class of the unique invertible sheaf whose fiber weight at 0 is 1, to define a number
1
qf
∗(c1(L)) ∈ Q.
9
Definition 3.1.1. A point p ∈ X(k′) over an algebraically closed field is unstable if there is a
filtration f : Θk′ → X with f(1) ∼= p and q
−1f∗(c1(L)) < 0, and p is semistable otherwise.
10
In order to define generalized Harder-Narasimhan filtrations, we will need additional information.
Let b ∈ H4(X;Q) be a cohomology class. We assume b is positive definite in the sense that
q−2f∗(b) > 0 for any non-trivial filtration f : Θk′ → X, and we define
||f ||b :=
√
q−2f∗(b) ∈ R
for any filtration. In the case of a global quotient X/G, one can construct a positive definite class
b from a Weyl-group-invariant rational positive definite inner product on the space of cocharacters
of the maximal torus on T .
We now define the numerical invariant
µ(f) = −
f∗(c1(L))
||f ||b
∈ R.
Note that µ(f) is locally constant in algebraic families of filtrations. When X is the quotient of a
quasi-projective scheme by the linearized action of a reductive group, this formula for µ recovers
the normalized Hilbert-Mumford numerical invariant in GIT [DH].
9Here our stack is locally finite type over k, and we are using operational Chow cohomology. However, you can
avoid using cohomology by declaring f∗(c1(L)) to be the weight of the fiber of the invertible sheaf f
∗(L) at 0.
10We are using sheaves, not bundles. If this leaves any ambiguity as to sign conventions, f is destabilizing if the
line bundle f∗(L) has no non-trivial sections.
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More generally, one can replace the positive definite class b ∈ H4(X;Q) with a norm on graded
points, as defined in [HL1]. This consists of an assignment to any non-degenerate morphism γ :
B(Gnm)k′ → X, meaning the map on automorphism groups has finite kernel, a norm || − ||γ on R
n
that is locally constant in algebraic families and compatible with extension of field and restriction
to sub-tori. If every norm || − ||γ is the square root of a positive definite rational quadratic form,
we say that this is a rational quadratic norm on graded points of X.
Given a positive definite b ∈ H4(X;Q), we define the norm associated to any non-degenerate
γ : B(Gnm)k′ → X to be || − ||γ =
√
γ∗(b), where we have canonically identified H4(B(Gnm)k′ ;Q)
with the space of rational quadratic forms on Qn, the space of rational cocharacters of Gnm. We
can then write the general form of our numerical invariant as
µ(f) = −
q−1f∗(c1(L))
||1||ev0(f)
,
where the denominator refers to the norm on R assigned to the associated graded point ev0(f) :
B(Gm)k′ → X.
Definition 3.1.2. We say that µ defines a Θ-stratification on X if there is a Θ-stratification whose
strata S ⊂ Filt(X) are ordered by the values of µ, and such that each f ∈ S with f(1) ∼= p is the
unique maximizer of µ (up to composition with a ramified covering (−)n : Θ → Θ) subject to the
constraint f(1) ∼= p. We call f ∈ S the Harder-Narasimhan(HN) filtration of f(1).
Theorem 3.1.3. Let X be a classical algebraic stack locally of finite type and with affine diagonal
over k, and let X→ Y be a good moduli space. Then any class ℓ ∈ NS(X)Q and rational quadratic
norm on graded points of X (e.g., the norm coming from a positive definite b ∈ H4(X;Q)) induces
a Θ-stratification
X = Xss(ℓ) ∪ S0 ∪ · · · ∪ SN .
Xss(ℓ) admits a good moduli space Xss(ℓ)→ Y ′, and Y ′ is projective over Y . The formation of this
stratification commutes with base change along a map of algebraic spaces Z → Y .
The key to the proof of Theorem 3.1.3 is the final claim, that the construction is local on Y . The
proof is an elementary consequence of the e´tale slice theorem for stacks established in [AHR1,AHR2],
one consequence of which is the following:
Theorem 3.1.4. Let X → Y be a good moduli space, where X is a finite type k stack with affine
diagonal. Then there is an e´tale surjection Spec(R)→ Y such that the base change of X to Spec(R)
is a quotient of an affine scheme by a linearly reductive k′-group for some e´tale extension k′/k.
Remark 3.1.5. In fact, the theorem is more constructive. If x ∈ X(k′) represents a closed point
and G = AutX(x) is its linearly reductive stabilizer, then there is an e´tale map Spec(A)/G → X
taking w ∈ Spec(A)G to x such that Spec(AG)→ Y is also e´tale, and Spec(A)/G ∼= Spec(AG)×Y X.
(The last two conditions taken together are sometimes called “strongly e´tale.”)
To see how Theorem 3.1.4 implies Theorem 3.1.3, we observe that because Y is an algebraic
space, any map Θk′ → X→ Y factors uniquely through a point y : Spec(k
′)→ Y . This implies the
value of the numerical invariant, and hence the notion of semistability and HN filtration of a point
x ∈ X(k′) lying over y, is completely determined by the fiber Xy, which is a quotient of an affine
scheme by a linearly reductive k group. This allows one to reduce Theorem 3.1.3 to the case where
X = Spec(A)/G for a linearly reductive k-group G, which is well-known.
3.2. Local structure of stacks with self-dual cotangent complex. Recall from Theorem 3.1.4
that any stack that admits a good moduli space is e´tale locally a quotient of an affine scheme by
a reductive group. We will develop a more refined local model for stacks of Bridgeland semistable
complexes on a K3-surface.
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We consider an action of an algebraic group G on a smooth affine k-scheme Spec(R). Let g be
the Lie algebra of G, and let a : g→ TR be the infinitesimal derivative of the G-action on R.
Definition 3.2.1. A weak co-moment map is a G-equivariant k-linear map µ : g → R along with
G-equivariant isomorphisms φ0 : Ω
1
R ≃ TR and φ1 : R⊗ g ≃ R⊗ g such that the diagram
R⊗ g
dµ //
φ1

Ω1R
φ0

R⊗ g
a // TR
commutes after restricting to (R/R · µ(g))red.
Remark 3.2.2. When φ0 is induced by an algebraic symplectic form, and φ1 is the identity, the
map µ is called the co-moment map and is uniquely defined on each connected component of
Spec(R) up to an action of the additive group (g∗)G. Thus our notion is a weaker version of this
more common concept.
Given a weak co-moment map, one can form a commutative DGA R[g[1]; dξ = µ(ξ)], by which we
mean the free graded-commutative R-algebra generated by the vector space g, where the differential
on g is given by µ. This defines an affine derived scheme which also has a G-action. Note that
H0(R[g[1]; dξ = µ(ξ)]) ∼= R/R · µ(g).
Theorem 3.2.3. Let X be a derived algebraic stack such that LX ≃ L
∨
X, let X
cl → Y be a good
moduli space. Let x ∈ X(k) be a closed point, and let G = AutX(x) be its stabilizer, which is
automatically linearly reductive.
Then there is a smooth affine G-scheme Spec(R), a G-fixed k-point x˜ ∈ Spec(R), a weak co-
moment map µ : g→ R, and a map taking x˜ to x,
X′ := Spec(R[g[1]; dξ = µ(ξ)])/G→ X,
that is strongly e´tale in the sense that is e´tale and if U = Spec((R/R · µ(g))G), then (X′)cl ≃
Xcl ×Y U .
11
Remark 3.2.4. Every closed point in X is representable by some k′-point for a finite e´tale extension
k′/k. Applying the theorem to Xk′ gives a local e´tale chart Spec(R[g[1]; dξ = µ(ξ)])/G → X for
a linearly reductive k′-group G and a smooth G-equivariant k′-algebra R, and one can use this to
constuct an e´tale cover of X by stacks of this form.
As a basic input to the proof of this theorem, we observe:
Lemma 3.2.5. Let X be a derived stack such that Xcl ≃ Spec(R)/G for some ring R and reductive
group G. Then X ≃ Spec(A)/G for some connective CDGA A with a G-equivariant isomorphism
π0(A) ≃ R.
Proof. By realizing X as the colimit of its truncations, it suffices to show that if X→ X′ is a square-
zero extension and X ≃ Spec(A)/G for some G-equivariant CDGA A, then X′ ≃ Spec(A′)/G for
some square-zero extension of G-equivariant CDGA ’s A′ → A.
This amounts to a deformation theory problem: showing that square-zero extensions of the stack
X = Spec(A)/G by a coherent sheaf M over Xcl = Spec(π0(A))/G correspond bijectively to G-
equivariant square zero extensions of Spec(A) by this same coherent sheaf. The first are classified
by the group
HomXcl(LX|Xcl ,M [1]),
11This is a derived interpretation of the notion of a strongly e´tale morphism of classical stacks.
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while the second are classified by the group
HomXcl(LX/BG|Xcl ,M [1])
∼= Homπ0(A)(LA,M [1])
G.
They are related by taking a square-zero extension over BG and forgetting the map to BG, which
corresponds to the homomorphism on Ext groups induced by the canonical map LX → LX/BG,
whose fiber is OX ⊗ g[−1]. The fact that this homomorphism is an isomorphism follows from
the long exact cohomology sequence and the fact that coherent sheaves on Spec(π0(A))/G have
vanishing higher cohomology. 
The next useful observation is that Zariski locally over Spec(π0(A)
G), one can describe certain de-
rived stacks as a derived complete intersection [AG]. By this we mean Spec of a G-equivariant CDGA
of the form k[U0, U1; d], which denotes the free CDGA generated by a finite dimensional represen-
tation U0 of G in homological degree 0 and a finite dimensional representation U1 in homological
degree 1 with a G-equivariant differential defined by the G-equivariant linear map d : U1 → k[U0].
Lemma 3.2.6. Let G be a linearly reductive group, and let A be a connective G-equivariant CDGA
over k that is quasi-smooth. Let x ∈ Spec(π0(A)) be a closed k-point with Aut(x) = G. Then there
is an f ∈ π0(A)
G which does not vanish at x and a G-equivariant quasi-isomorphism with a derived
complete intersection
Af ≃ k[U0, U1; d],
where Af is the localization of A, and the maximal ideal mx ⊂ π0(A) is generated by U0.
Proof. First choose someG-equivariant semi-free presentation A ∼ k[U•; dA], where U• =
⊕
i≥0 Ui[i]
– in other words Ui is placed in homological degree i. The construction of such a resolution begins
by choosing a G-equivariant surjection k[U0] → π0(A), and one can arrange that U0 maps to mx.
The fiber of the cotangent complex at x has the form
LA|x ≃ (· · · → U2
d2−→ U1
d1−→ U0)
Choosing a subspace W ⊂ U1 that maps isomorphically onto the quotient U1/ image(d2), the
inclusion of the subcomplex (W → U0) ⊂ (· · · → U2 → U1 → U0) is a quasi-isomorphism. It
follows from the fact that Spec(A) is quasi-smooth that the inclusion of the semi-free subalgebra
A′ := k[U0,W [1]; dA] ⊂ k[U•; dA] induces an isomorphism of cotangent complexes at x. Thus the
closed immersion
Spec(A)/G →֒ Spec(A′)/G
is e´tale at x ∈ Spec(A) and hence a Zariski open immersion in a neighborhood of x. It follows
from the orbit structure of reductive group actions on affine schemes that any G-equivariant open
neighborhood of a point with a closed orbit is contained in an open affine of the form Af for some
f ∈ π0(A)
G.

Proof of Theorem 3.2.3. Using Theorem 3.1.4, Remark 3.1.5, and Lemma 3.2.5, we may reduce to
the case where X = Spec(A)/G for a linearly reductive group G and G-equivariant connective
CDGA A. The quasi-isomorphism LX ≃ (LX)
∨ implies that X is quasi-smooth, so Lemma 3.2.6
implies that we can further reduce to the case where A = k[U0, U1; d] is a G-equivariant complete
intersection, and x ∈ Spec(A) is defined by the ideal generated by U0.
The cotangent complex admits an explicit presentation of the form
LSpec(A)/G ≃ A⊗ (δU1[1]⊕ δU0 ⊕ g
∗[−1]) ,
where δUi is the vector space of formal differentials of elements of Ui, and is isomorphic to Ui as a
G-representation. The differential on LSpec(A)/G is a deformation of the differential on the free dg-
A-module generated by δU1, δU0, and g
∗ in homological degree 1, 0, and −1 respectively. Because
54
Aut(x) = G, the quasi-isomorphism ψ : LX ≃ (LX)
∨ provides an isomorphism
g ≃ H1(LX|x) ⊂ δU1.
We shall fix a G-equivariant splitting of this inclusion, resulting in a decomposition δU1 ≃ U1 ≃
g⊕W as a G-representation.
The G-equivariant complete intersection CDGA A′ := k[U0,W ; dA] ⊂ A is smooth at x ∈
Spec(π0(A)), and hence A
′ will be smooth and classical after inverting an element f ∈ π0(A)
G. We
regard A as obtained from A′ by adjoining relations corresponding to a k-linear map µ : g→ k[U0],
and hence after inverting f we will have a quasi-isomorphism
Af ≃ R[g[1]; dξ = µ(ξ)],
where R := π0(A
′
f ) is a smooth ring and µ : g→ k[U0]→ R the induced G-equivariant map. This
map must be a weak co-moment map by Lemma 3.2.7 below.

Lemma 3.2.7. Let G be a reductive group, let R be a smooth k-algebra with a G-equivariant map
µ : g → R, and let X := Spec(R[g[1]; dξ = µ(ξ)])/G. Fix a closed k-point x ∈ Spec(R/R · µ(g))G
at which Aut(x) = G. Then any quasi-isomorphism ψ : LX ≃ (LX)
∨ induces, after inverting an
element f ∈ RG with f(x) 6= 0, isomorphisms φ1 : R ⊗ g → R ⊗ g and φ0 : Ω
1
R → TR giving µ the
structure of a weak co-moment map.
Proof. The cotangent complex, which is a dg-module over A := R[g[1]; d], has the form
LSpec(A)/G = A⊗ g[1]⊕A⊗R Ω
1
R ⊕A⊗ g
∗[−1]
where the differential is determined uniquely by the Leibniz rule, i.e., the fact that it is a dg-A-
module, and the fact that: 1) it acts on the subspace 1 ⊗ g by the k-linear map dµ : g → Ω1R,
and 2) it acts on 1 ⊗R Ω
1
R by the base change to A of the infinitesimal coaction map a : Ω
1
R →
R⊗ g∗. Concretely, if A =
⊕
n≥0An is the homological grading, then because we are using a semi-
free presentation of LSpec(A)/G, the quasi-isomorphism ψ : LX ≃ (LX)
∨ corresponds to an actual
homomorphism dg-A-modules
LSpec(A)/G ≃
ψ

· · · // Ω1R ⊕A1 ⊗ g
∗ a⊕(dA⊗g
∗)
//
ψ0

A0 ⊗ g
∗
ψ−1

(LSpec(A)/G)
∨ ≃ · · · // TR ⊕A1 ⊗ g
∗
(dµ)∨⊕(dA⊗g
∗)
// A0 ⊗ g
∗
that induces an isomorphism on homology. Bear in mind that A0 = R, A1 = R⊗ g, A2 = R⊗
∧2
g,
etc.
Now at the point x ∈ Spec(R/µ(g)) ⊂ Spec(R) the last differential in this complex vanishes, so
ψ−1 induces an isomorphism R⊗ g
∗ → R⊗ g∗ in a neighborhood of x in Spec(R). Likewise, as ψ•
is a map of dg-A-modules, the map ψ0 maps A1 ⊗ g
∗ to A1 ⊗ g
∗ and is induced by ψ−1. It thus
descends to a map ψ0 : Ω
1
R → TR of R-modules. The resulting diagram of maps of R-modules
Ω1R
a //
ψ0

R⊗ g∗
ψ−1

TR
(dµ)∨
// R⊗ g∗
commutes after restricting toR/R·µ(g), and the vertical arrows are isomorphisms in a G-equivariant
Zariski-open neighborhood of x ∈ Spec(R). After inverting an f ∈ RG, we can then invert the
vertical arrows and dualize this diagram, giving µ the structure of a weak co-moment map. 
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3.3. The magic windows theorem.
Notation 3.3.1. Let X be a stack for which Xcl admits a good moduli space. For any representative
x ∈ X(k′) of a closed point in |X|, let Gx denote the automorphism group of x, which is linearly
reductive. Let Mx and Wx denote the weight lattice and Weyl group of Gx respectively. Let
Σx ⊂ (Mx)R denote the convex hull of the weights appearing in the self-dual Gx-representation∧∗(H0(LX,x)). Note that Mx, Wx, and Σx are independent of the choice of representative of the
closed point in |X|.
Definition 3.3.2. We say that ℓ ∈ NS(X)R is generic if for any closed finite type point x ∈ X(k
′),
the character ℓx of Gx is parallel to Σx but not parallel to any face of Σx. We say δ ∈ NS(X)R is
lattice generic if for any closed point x ∈ X(k′), δx is parallel to Σx but
∂(δx +
1
2
Σx) ∩Mx = ∅.
Lemma 3.3.3. Let X be an a.f.p. algebraic derived k-stack such that LX ∼= (LX)
∨, and Xcl admits
a good moduli space. If the polytopes Σx span (Mx)R for any closed point x ∈ |X| and there
exists a generic class in NS(X)R, then there is a finite rational affine hyperplane arrangement
{Hi ⊂ NS(X)Q}i∈I such that
(1) δ ∈ NS(X)R is lattice generic if δ /∈
⋃
i∈I,χ∈NS(X)(χ+Hi), and
(2) ℓ ∈ NS(X)R is generic if and only if ℓ is not parallel to any of the Hi.
This hyperplane arrangement is unique up to translation by NS(X). If Σx does not span (Mx)R
at every closed point, then the same holds after replacing NS(X) with a sublattice Λ ⊂ NS(X) and
replacing NS(X)R with ΛR.
Proof. By Theorem 3.2.3, we can find a strongly e´tale cover Spec(A)/G→ X for some split reductive
group G. Any map (BGnm)k′ → X lifts along the map p : Spec(A)/T → X, where T is a fixed
maximal torus of G, after passing to a suitable e´tale extension of k′. It follows that lattice genericity
of δ is equivalent to the condition that for any finite type point x ∈ Spec(A) such that p(x) is a
closed point and the identity component StabT (x)
◦ maps to a maximal torus in Gp(x), one has
∂
(
p∗(δ)x +
1
2
Hull(∧∗H0(p
∗(LX)x))
)
∩NS(BStabT (x)
◦) = ∅.
Genericity of a class ℓ ∈ NS(X)R can likewise be expressed as the condition that p
∗(ℓ)x is not
parallel to any face of this polytope at any such finite type point of Spec(A).
There are finitely many sub-tori T1, T2, . . . ⊂ T that arise as the identity component of stabilizers
of points in Spec(A), and for any i the character of H0(p
∗(LX)x) is a constructible function on
Spec(A)Ti . It follows that there are finitely many homomorphisms NS(X)R → NS(BTj)R and
lattice polytopes Σj ⊂ NS(BTj)R such that genericity or lattice genericity of a class in NS(X)R is
equivalent to the corresponding genericity condition on the image of this class in each NS(BTj)R.
Let F ⊂ NS(X)R be a fundamental domain for the action of NS(X) on NS(X)R. We consider the
hyperplane arrangement in NS(BTj)Q consisting of every hyperplane H ⊂ NS(BTj)Q that contains
p∗(δ) and is parallel to a codimension 1 face of p∗(δ) + 12Σj that contains a lattice point, for some
δ ∈ F . For each j, only finitely many hyperplanes arise in this way, and the hyperplane arrangement
in NS(X)Q in the statement of the lemma is the union of the preimage of each of these hyperplane
arrangements under the maps NS(X)R → NS(BTj)R.
If each Σj is not full dimensional, then the genericity condition also includes the constraint that
ℓ and δ must lie in the intersection over all j of the preimage of the subspace spanned by Σj . The
Λ ⊂ NS(X) in the statement of the lemma is the lattice of integral classes in this subspace. 
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Remark 3.3.4. If X = µ−1(0)/G is the Hamiltonian reduction for a symplectic representation V
of G, then the notion of generic in Definition 3.3.2 coincides with the notion of genericity for the
action of G on V × g introduced in [SˇVdB], and the condition that δ ∈ NS(X)R is lattice generic
coincides with the condition on δ in [HLS, Thm. 3.2]. Using this one can construct examples of
X that do not admit generic or lattice generic classes in NS(X)R but still have generically finite
stabilizers, such as T ∗(Sym2n(C2)/GL2).
Now recall from Section 2.3.1 that for any quasi-smooth X and any x ∈ X(k′), one can associate
a morphism
xreg : Spec(k
′[H1(LX,x)[1]])/Gx → X.
to any Gx-equivariant splitting of the map H1(LX,x)[1] → LX,x, which exists if Gx is linearly
reductive. The morphism xreg extends the canonical map BGx → X, and it is determined up
to isomorphism by the condition that the fiber at x of the induced map on cotangent complexes,
LX,x → H1(LX,x)[1], is the identity on H1. Note that if LX ∼= (LX)
∨, then H1(LX,x) ∼= gx, where gx
is the lie algebra of Gx.
The morphism xreg has finite Tor-amplitude, and thus x
∗
reg preserves DCoh, i.e.,
x∗reg : DCoh(X)→ DCoh
Gx(k′[H1(LX,x)[1]]).
Definition 3.3.5. Let X be a locally a.f.p. algebraic derived k-stack such that LX ∼= (LX)
∨ and
Xcl admits a good moduli space. Then for any δ ∈ NS(X)R we define WX(δ) ⊂ DCoh(X) to be the
full subcategory of complexes F such that for any x ∈ X(k′) representing a closed point of |X|, the
character of the Gx-representation H
∗(x∗reg(F )) lies in the polytope δx +
1
2Σx ⊂ (Mx)R.
Theorem 3.3.6 (Magic windows). Let X be a locally a.f.p. algebraic derived k-stack such that
LX ≃ L
∨
X and X
cl admits a good moduli space, and let X be equipped with a rational quadratic norm
on graded points. Suppose Σx ⊂ (Mx)R spans for every closed point x ∈ |X|, and that there exists
a generic class in NS(X)R.
If ℓ ∈ NS(X)R is generic and δ ∈ NS(X)R is lattice generic, then X
ss(ℓ) is a smooth (hence
classical) algebraic stack with finite automorphism groups, and the restriction functor defines an
equivalence
WX(δ) ≃ DCoh(X
ss(ℓ)).
In particular, DCoh(Xss(ℓ)) ∼= DCoh(Xss(ℓ′)) for any two generic classes ℓ, ℓ′ ∈ NS(X)R.
Remark 3.3.7. If X is quasi-compact, then Theorem 3.3.6 holds as stated for any ℓ such that Xss(ℓ)
has finite automorphism groups, because by Lemma 3.3.3 ℓ can be perturbed so that ℓ becomes
generic in the sense of Definition 3.3.2 without changing Xss(ℓ).
The remainder of this section is dedicated to the proof of Theorem 3.3.6.
3.3.1. Reduction to a local statement. Let X be a locally a.f.p. algebraic derived k-stack such that
LX ∼= (LX)
∨. We consider a Θ-stratification of X, which we denote S = {Sα ⊂ Filt(X)}α∈I for a
totally ordered index set I. We will restrict our attention to maps f : (BGm)k′ → X classified by
k′ points of the centers Zssα of the strata Sα, and we call such a map S-canonical.
Definition 3.3.8. For any δ ∈ NS(X)R, we define the full subcategory GS(δ) ⊂ DCoh(X) to consist
of those complexes F such that for all S-canonical maps f : (BGm)k′ → X, F satisfies the grade
restriction rule, {
minWt(f∗(F )) ≥ wt
(
1
2 det((f
∗LX)
<0) + f∗δ
)
, and
minWt(f∗(DX(F ))) > wt
(
1
2 det((f
∗LX)
<0)− f∗δ
) , (30)
where (−)<0 denotes the summand on which Gm acts with negative weights, wt(−) : NS(BGm)R →
R is the isomorphism which takes a character to its weight, and minWt : D–Coh((BGm)k′) →
Z ∪ {−∞} is the function that assigns a complex E to the lowest w such that Ew ≇ 0.
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Proposition 3.3.9. Let X be a locally a.f.p. algebraic derived k-stack such that LX ∼= (LX)
∨, and
let S be a Θ-stratification on X. Then for any δ ∈ NS(X)R, the restriction functor induces an
equivalence GS(δ) ≃ DCoh(X
ss).
Proof. As in the proof of Theorem 1.10.4, one can easily reduce the claim to the case of a single
closed connected Θ-stratum. Lemma 2.3.3 implies that H1(f
∗(LX)) has nonnegative weights for
any S-canonical graded point f , so Theorem 2.3.1 applies to this situation. Nakayama’s lemma
implies that to check if F ∈ D–Coh(Z) has weight ≥ w, it suffices to verify that the fiber of F over
every finite type point of Z has weight ≥ w with respect to the canonical Gm-action. Therefore,
comparing Definition 3.3.8 with Equation (24) gives
GS(δ) = DCoh(X)
≥w ∩DCoh(X)<w,
where w = ⌈wt(f∗δ) + 12a
X
f ⌉ ∈ Z for any graded point f of X corresponding to a point in Z. This
is equal to the category GwS,coh of Theorem 2.3.1, and the claim follows. 
We now further assume that Xcl admits a good moduli space, and fix a rational quadratic norm
on graded points of X, as in Section 3.1. Theorem 3.1.3 assigns a Θ-stratification to any ℓ ∈ NS(X)Q.
In this case we will denote GS(δ) by G
ℓ
X
(δ), and we also refer to an S-canonical graded point of X
as ℓ-canonical.
Observe that by Proposition 3.3.9, to prove Theorem 3.3.6 it suffices to show that as subcate-
gories of DCoh(X),
WX(δ) = G
ℓ
X(δ),
whenever ℓ is generic and δ is lattice generic. The key observation is that this equality can be
checked locally over the good moduli space of Xcl. This will allow us to reduce Theorem 3.3.6 to a
much simpler claim.
Lemma 3.3.10. If δ ∈ NS(X)R is lattice generic and ℓ is arbitrary, then WX(δ) ⊂ G
ℓ
X(δ) as
subcategories of DCoh(X).
Proof. Consider a complex F ∈ WX(δ), let f : (BGm)k′ → X be an ℓ-canonical graded point, and
let x ∈ X(k′) be the unique closed point in the closure of the image of f . Using Theorem 3.2.3
one can find an e´tale neighborhood of x of the form X′ = Spec(R[gx[1]; d = µ])/Gx for a smooth
Gx-algebra R and weak co-moment map µ : gx → R. f lifts, after replacing k
′ with a suitable e´tale
extension, to a graded point of X′, which corresponds to a one parameter subgroup λ : (Gm)k′ → Gx
and a fixed point y ∈ µ−1(0)G(k′). Let us change base to k′, so that x is a closed point of Spec(R),
and replace k′ with k to simplify notation.
Let F ′ ∈ DCoh(X′) denote the pullback of F , and let E ∈ DCohGx(R) denote the underlying
complex obtained by regarding F ′ as an R-module via the inclusion R ⊂ R[g[1], d = µ]. The
regularization xreg is modeled by the surjection R[gx[1]; d = µ]→ k(x)[gx[1]], so the Gx-equivariant
complex of k-modules underlying x∗reg(F ) ∈ DCoh
Gx(k[gx[1]]) is isomorphic to E ⊗R k(x). By
hypothesis the character of H∗(E ⊗R k(x)) lies in the polytope δx +
1
2Σx.
Our goal is to verify the condition (30). Because f lifts to X′, we can verify this weight condition
for F ′. Lemma 3.3.11 below then implies that
minWt(f∗(F ′)) = minWt(E ⊗R k(y))− wt(det(g
λ<0
x )).
By a theorem of Kempf [K2], one can find a second one-parameter subgroup λ′ : Gm → Gx that
commutes with λ, and such that limt→0 λ
′(t) ·y = x. Using the semicontinuity of the fiber homology
of E, we have
minWt(f∗(F ′)) ≥ minWtλ(E ⊗R k(x)) − wt(det(g
λ<0
x )).
> wt(δx) +
1
2 wt(det(H0(LX,x)
λ<0))−wt(det(gλ<0x ))
= wt(δx) +
1
2 wt(det(L
λ<0
X,x )).
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For the inequality on the second line above, we use the hypothesis that the character of H∗(E ⊗R
k(x)) lies in δx +
1
2Σx along with the definition of that polytope, and for the third line we have
used the self-duality of LX and the fact that g
λ<0
x
∼= (g∨x )
λ<0. The second inequality holds strictly
because δ is lattice generic, so it is not possible to have weights on the boundary of δx +
1
2Σx.
Finally, we observe that wt(det((LX,z)
λ<0)) is a locally constant functor for z ∈ Spec(R[gx[1]; d =
µ])λ, so in fact we may replace this term in the final inequality with wt(det((f∗LX)
<0)), which gives
the first inequality in (30).
Now we consider the second inequality in (30). Serre duality commutes with e´tale base change,
so again it suffices to bound the weights of DX′(F
′), and for this we let E′ ∈ DCohGx(R) denote
the complex underlying DX′(F
′). The same argument as above shows that
minWt(f∗(DX′(F
′))) ≥ minWtλ(E
′ ⊗R k(x)) − wt(det(g
λ<0
x )).
The map xreg is a regular closed immersion with normal bundle TxX ∼= H0(LX,x)
∗. It follows from
Grothendieck’s formula that
E′ ⊗R k(x) ∼= Dk′[gx[1]](E ⊗R k(x)) ⊗ det(H0(LX,x)
∗)[− dimH0(LX,x)
∗]
The character det(H0(LX,x)
∗) has λ-weight 0 by self-duality of LX, so Lemma 2.3.9 gives
minWt(f∗(DX′(F
′))) ≥ −maxWtλ(E ⊗R k(x)) − wt(det(g
λ<0
x )).
Using the hypothesis on E ⊗R k(x) and self-duality of LX, we compute
maxWtλ(E ⊗R k(x)) < wt(δx) +
1
2 wt(det(H0((LX,x)
λ>0)))
= wt(δx)−
1
2 wt(det(H0((LX,x)
λ<0))).
From this point, the second inequality in (30) follows from the same argument that we used for the
first inequality. 
The previous proof used the following, which we state in general terms for use below as well.
Lemma 3.3.11. Let A = R[U [1]; d] be a Gm-equivariant CDGA , where R is a smooth Gm-
equivariant k-algebra and U is a Gm-representation in homological degree 1. Let x ∈ Spec(A) be
a Gm-fixed point with residue field k(x). For any F ∈ D
–CohGm(Spec(A)), if either U<0 = 0 or
minWt(F ⊗A k(x)) > −∞, then
minWt(F ⊗A k(x)) = minWt(F ⊗R k(x)) −wt(det(U
<0)).
Proof. Let A′ := A ⊗R k(x) ∼= k(x)[U [1]], which is free on a Gm-representation in homological
degree 1, and let F ′ := F ⊗A (A ⊗R k(x)) with its A
′-module structure. Consider the maps of
CDGA ’s
R→ A→ A⊗R k(x)→ k(x).
The derived base change formula states that F ⊗R k(x) ∼= F
′ as a graded k(x)-module. On the
other hand, we have F ′ ⊗A′ k(x) ∼= F ⊗A k(x). So it suffices to prove the claim for A
′ itself, and
for clarity we replace the residue field k(x) with k in our notation.
Consider the decomposition U = U0 ⊕ U 6=0 into summands with 0 and non-zero Gm-weights.
The augmentation map factors as
A′ = k[U [1]]→ k[U0[1]]→ k.
The U 6=0-adic filtration gives a finite filtration of A′ as an A′-module whose associated graded is the
A′-module k[U0[1]]⊗k Sym(U
6=0[1]), i.e., a direct sum of shifts in degree and weight of the module
k[U0[1]]. It follows that any A′-module F ∼= F ⊗A′A
′ has a finite filtration whose associated graded
is
(F ⊗A′ k[U
0[1]]) ⊗k Sym(U
6=0[1]).
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Note that because U 6=0 has only non-zero weights, the lowest weight piece of Sym(U 6=0[1]) is one
dimensional, and is isomorphic to det(U<0)[dim(U<0)]. It follows that if minWt(F ⊗A′ k[U
0[1]]) =
w > −∞, then there is a unique step in the filtration of F whose graded piece has minimum weight
w +wt(det(U<0)) and all other graded pieces have higher minumum weight, which implies that
minWt(F ) = minWt(F ⊗A′ k[U
0[1]]) + wt(det(U<0)).
Because k[U0[1]] has weight 0 with respect to Gm, F ⊗A′ k[U
0[1]] already decomposes as a direct
sum of constant-weight k[U0[1]]-modules. Nakayama’s lemma then implies that F ⊗A′ k[U
0[1]] and
F ⊗A′ k are non-vanishing in precisely the same weights. This establishes the lemma in the case
where the non-vanishing weights of F ⊗A′ k[U
0[1]] are bounded below.
The remaining case is when U<0 = 0, so U has strictly nonnegative weights, and minWt(F ) is
finite. Using the Koszul resolution of k[U0[1]] as a k[U ]-module, one observes that F ⊗A′ k[U
0[1]]
has bounded below weights as well, so we are in the previous case.

Lemma 3.3.10 shows that to prove Theorem 3.3.6, it suffices to show that any F ∈ GℓX(δ) satisfies
the weight condition of Definition 3.3.5. We now formulate our main reduction.
Hypotheses 3.3.12. We consider the following hypotheses, which are more restrictive than those
of Theorem 3.3.6:
(1) G is a split linearly reductive k-group, X := Spec(R) is a smooth affine G-equivariant k-
scheme, and µ : g → R is a weak co-moment map (see Definition 3.2.1), which we regard
as a map X → g∗;
(2) X is the hamiltonian reduction X = X0/G, where X0 = µ
−1(0) = Spec(R[g[1]; dξ = µ(ξ)])
is the derived zero fiber of the weak co-moment map;
(3) ℓ, δ ∈ NS(X)Q = NS
G(X0)Q are represented by the trivial bundle tensored with a rational
character of G, with ℓ generic and δ lattice generic;
(4) X is equipped with the rational quadratic norm on graded points coming from a fixed choice
of Weyl-invariant inner product on the coweight space of G; and
(5) x ∈ XG0 (k) is a closed fixed point in X0.
Proposition 3.3.13 (Local statement). To prove Theorem 3.3.6, it suffices to show that under
Hypotheses 3.3.12, for any
F ∈ GℓX(δ) ⊂ DCoh
G(X0) = DCoh
G(R[g[1]; d = µ]),
the character of the G-representation H∗(F ⊗R k(x)) lies in the polytope δx +
1
2Σx ⊂ (Mx)R, where
k(x) ∼= k denotes the residue field of x ∈ XG0 .
Proof. By Lemma 3.3.10 and Proposition 3.3.9, the claim of Theorem 3.3.6 is equivalent to the
claim that WX(δ) ⊂ G
ℓ
X(δ) is an equality.
For a strongly e´tale cover X′ → X, any graded point f : (BGm)k′ → X lifts to X
′ after a suitable
e´tale extension of k′, and f is ℓ-canonical if and only its lift to X′ is ℓ-canonical by Theorem 3.1.3.
It follows that the restriction of F to X′ lies in GℓX′(δ). Also, the regularization of any closed point
xreg : Spec(k
′[gx[1]])/Gx → X lifts to X
′, so F lies in WX(δ) if and only if its restriction to F
′ lies
in WX′(δ). After restricting to X
′, ℓ and δ are still generic and lattice generic respectively, so it
suffices to prove WX′(δ) = G
ℓ
X′(δ).
It therefore suffices to show that any closed point x ∈ X(k′) admits a strongly e´tale neighbor-
hood satisfying the (1)-(3) of Hypotheses 3.3.12, assuming that Theorem 3.3.6 is known under
those hypotheses. After passing to an extension of k′ as necessary to ensure that G = Gx is
split,Theorem 3.2.3 provides a strongly e´tale neighborhood X′ satisfying (1) and (2), so we will find
a strongly e´tale open substack U ⊂ X′ containing x that satisfies (3).
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Rescale ℓ so that it is integral, let L ∈ Pic(X′) be a representative of the restriction of ℓ to NS(X′),
and let χ denote the character corresponding to the restriction of ℓ to (BG)x. Semicontinuity of
the fiber dimension of a separated group scheme implies that the kernel of the homomorphism
IX′ → (Gm)X′ induced by L⊗ χ
−1 is finite in an open neighborhood of x ∈ X′, and we can assume
this open neighborhood is saturated in the sense of [A, Defn. 6.1]. For sufficiently divisible n,
all isotropy groups act trivially on the fibers of L′ = (L⊗ χ−1)n over this open substack. We can
therefore find an open neighborhood of x of the form U = Spec(Ra[g[1]; d])/G ⊂ X
′ for some a ∈ RG
such that L′|Ucl is trivializable, i.e., it admits a nowhere vanishing section. The fact that U
cl is
cohomologically affine implies that H0(U, L′)→ H0(Ucl, L′|Ucl) is surjective, and thus L
′ admits a
nowhere vanishing global section as well. We may repeat this procedure for δ to shrink U so that
the resulting strongly e´tale map U→ X satisfies (1)-(3).
Showing that WX(δ) ⊂ G
ℓ
X
(δ) is an equality is equivalent, by Proposition 3.3.9, to showing that
WX(δ) → DCoh(X
ss(ℓ)) is essentially surjective. This only depends on ℓ and does not depend on
the choice of rational quadratic norm on graded points of X, so we are free to choose any such
norm (even though a priori the category GℓX(δ) depends on the norm).
Therefore we have shown that it suffices to prove WX(δ) = G
ℓ
X(δ) for stacks X satisfying (1)-(4)
of Hypotheses 3.3.12. To complete the proof, we must show that this equality can be reduced to
checking the weight condition in the statement of the proposition at an individual closed point
x ∈ µ−1(0) whose stabilizer is G.
Fix an F ∈ GℓX(δ) ⊂ DCoh
G(R[g[1]; d = µ]). At any closed point x ∈ XG0 , we have observed in
the proof of Lemma 3.3.10 that the underlying G-equivariant k′-module of x∗reg(F ) is F ⊗R k(x).
So the window condition of Definition 3.3.5 at x amounts to the character of H∗(F ⊗R k(x)) lying
in δx +
1
2Σx as claimed.
To verify that F satisfies the window condition of Definition 3.3.5 at a closed point x′ ∈ X
with smaller automorphism group Gx′ ⊂ G, we use Theorem 3.2.3 once more to construct an e´tale
neighborhood of x′ of the form
Spec(R′[gx′ ; d])/Gx′ → Spec(R[g; d])/G,
induced by a map Spec(R′[gx′ ; d])→ Spec(R[g; d]) that is equivariant with respect to the inclusion
of groups Gx′ ⊂ G. It suffices to verify the window condition of Definition 3.3.5 for the pullback of
F to Spec(R′[gx′ ; d])/Gx′ at the point x
′. We observe that the restriction of ℓ, δ, and the quadratic
norm on graded points continue to satisfy conditions (3) and (4), so replacing µ : g → R with
µ′ : g′x → R
′, we have reduced once again to checking the condition in the proposition under
Hypotheses 3.3.12.
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For the remainder of the proof, we will therefore assume Hypotheses 3.3.12.
3.3.2. The Landau-Ginzburg/Calabi-Yau correspondence. Our proof of Theorem 3.3.6 in the local
case will make use of the “Landau-Ginzburg/Calabi-Yau” correspondence, so we first recall this
theorem and establish some notation.
Notation 3.3.14. We consider the scheme Y = X × g along with the map W : Y → A1 given by
W (x, ξ) = 〈µ(x), ξ〉. W is equivariant with respect to the Gm-action on Y that scales g with weight
−1 and the Gm-action on A
1 with weight −1, i.e. W ∈ Γ(Y,OY 〈1〉)
G×Gm , where OY 〈1〉 denotes
the trivial line bundle twisted by the character of Gm of weight −1. This defines a map of stacks
W : Y = Y/(G×Gm)→ A
1/Gm,
And we refer to the pair (Y,W ) as a graded LG model.
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RegardingW as an element of R⊗g∗ ⊂ R[g∗], we consider the G-equivariant graded CDGA over
R,
B = R[g∗, ǫ[1]; dǫ = −W ],
where ǫ has homological degree 1 and is fixed by G, g∗ has homological degree 0, and both have
internal degree 1 with respect to the auxiliary Gm-action defining the grading. We will denote the
derived zero fiber Y0 :=W
−1(0) = Spec(B), and we consider the stack Y0 := Y0/G×Gm.
The Landau-Ginzburg/Calabi-Yau (LG/CY) correspondence [S2, I] identifies the ∞-category
DCoh(X) ∼= DCohG(X0) with the graded singularity category [O2]
DSing(Y,W ) ∼= DSingG×Gm(Y,W ).
The category DSing(Y,W ) is obtained from DCoh(Y0) by a localization that inverts a certain
natural transformation
β : F 〈1〉[−2]→ F for F ∈ DCoh(Y0). (31)
The localization annihilates perfect complexes, and it induces an equivalence with the Verdier
quotient
DSing(Y,W ) ≃ DCoh(Y0)/Perf(Y0) ≃ DCoh
G×Gm(Y0)/Perf
G×Gm(Y0).
See, for instance, [HLP1, Sect. 3.3] for details on the construction. Note that DSing(Y,W ) is
generated by the image of DCoh(Y0) under shifts, cones, and direct summands.
Let us next recall the precise statement of the LG/CY correspondence from [I], which uses linear
Koszul duality. We define the Koszul dual CDGA to B to be
A = R[g[−1], β[−2]; dξ = µ(ξ) · β, dβ = 0].
where g is in cohomological degree 1 and β in cohomological degree 2, and both are in internal degree
−1. Linear Koszul duality [MR, Thm. 3.7.1,3.6.1] provides an R-linear equivalence of categories of
quasi-coherent graded dg-OX -modules
Ψµ : DCoh
Gm
X (B)
op ≃ DCohGmX (A),
where the latter denotes the full subcategory of quasi-coherent dg-A-modules whose homology is
coherent over the graded algebra H∗(A).
Any complex in DCohGmX (B) is quasi-isomorphic to a complex E of R-flat B modules, and Ψµ is
defined by
Ψµ(E) = A⊗˜RE
∨, (32)
where E∨ denotes the graded dual
⊕
iHom
Gm
OX
(E,OX 〈i〉)〈i〉, the A-module structure comes from
left multiplication on the left factor, and we have used the notation ⊗˜R to indicate that the
differential is a deformation of the differential on the tensor product of dg-R-modules by a Koszul
type differential. Let α1, . . . , αN ∈ g
∗ be a basis, and let α∨i be the dual basis of g. Then using
the natural left B-module structure on E∨ and right A-module structure on A, the differential on
A⊗˜RE
∨ is
dΨµ(E) = dA ⊗ 1 + 1⊗ dE∨ + (− · β)⊗ (ǫ · −) +
∑
i
(− · α∨i )⊗ (αi · −),
where we use the usual convention from graded-commutative algebra that swapping the order of
two odd elements in an expression introduces a sign change. The inverse functor Ψ−1µ has the same
expression, with the role of A and B reversed, i.e., Ψ−1µ (M) = B⊗˜RM
∨ with differential
dB ⊗ 1 + 1⊗ dM∨ + (− · ǫ)⊗ (β · −) +
∑
i
(− · αi)⊗ (α
∨
i · −). (33)
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Theorem 3.3.15 ([I]). The equivalence Ψµ of (32) identifies the subcategory of perfect dg-B-
modules with the full subcategory of dg-A-modules which are β-torsion (i.e. annihilated by βn for
some n), and Ψµ identifies the natural transformation (31) on the left-hand-side with multiplication
by β on the right-hand-side. It therefore descends to an equivalence of β-localizations
DSing(Y,W )op ∼= DCohGm(B)op/PerfGm(B)op
Ψµ
∼=
// DCohGmX (A[β
−1]) .
Furthermore, there is a natural equivalence of dg-categories
DCohGm(A[β−1]) ∼= DCoh(R[g[1]; dξ = µ(ξ)])
that mixes the internal grading with the homological grading of an A[β−1]-module.
Both Ψµ and Ψ
−1
µ , as well as the natural transformations id→ Ψµ ◦Ψ
−1
µ and Ψ
−1
µ ◦Ψµ → id, lift
naturally to functors and natural transformations on categories of G-equivariant modules, and the
same is true for the second isomorphism of Theorem 3.3.15. We denote the resulting isomorphism
Ψµ : DCoh
G×Gm(B)op
∼=
−→ DCohG×Gm(A),
which is still given by the formula (32). We also use ΨGµ to denote the resulting isomorphism
DSingG×Gm(B)op ∼= DCohG(R) obtained by inverting β. Composing with Serre duality gives the
equivalence mentioned above,
ΨGµDY0 : DSing(Y,W ) = DCoh
G×Gm(B)/PerfG×Gm(B)
∼=
−→ DCoh(X).
The key property of ΨGµ we use is that it commutes with two natural forgetful functors from
DSing(Y,W ) and DCoh(X) to DCoh(X/G) = DCohG(R). More explicitly, consider the canonical
map of CDGA ’s B→ R[ǫ[1]] that annihilates g∗, which has finite Tor-amplitude, and consider the
inclusion of CDGA ’s R[β[−2]] ⊂ A. We can regard R[ǫ[1]] and R[β[−2]] as arising from the same
construction as B and A, but applied to the 0 map 0→ R instead of µ : g→ R. Therefore, linear
Koszul duality gives an equivalence
ΨG0 : DCoh
G×Gm(R[ǫ[1]])
∼=
−→ DCohG×Gm(R[β[−2]]).
Lemma 3.3.16. The following diagram is commutative
DCohG×Gm(B)op
ΨGµ //
R[ǫ[1]]⊗B−

DCohG×Gm(A)
restrict R[β[−2]]⊂A

DCohG×Gm(R[ǫ[1]])op
ΨG0 // DCohG×Gm(R[β[−2]]),
and it induces a commutative diagram after inverting β,
DSing(Y,W )op
ΨGµ //
ΨG0 (R[ǫ[1]]⊗B−) ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
DCoh(X)
restrict R⊂R[g[1];d=µ]

DCoh(X/G)
.
Proof. The claim is equivalent to showing that the square commutes after inverting the horizontal
arrows. Given an R-flat complex M ∈ DCohG×Gm(A), we have (ΨGµ )
−1(M) = B⊗˜RM
∨. This is
semi-free as a B-module, so we have:
R[ǫ[1]]⊗B (Ψ
G
µ )
−1(M) ∼= R[ǫ]⊗˜RM
∨
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with differential given by 1 ⊗ dM∨ + (− · ǫ) ⊗ (β · −), which arises from the formula (33) after
identifying all generators in g∗ with 0. On the other hand, this is exactly the complex (ΨG0 )
−1(M),
where M is regarded as a G×Gm-equivariant R[β[−2]]-module.
The identification DCohG×Gm(A[β−1]) ∼= DCohG(R[g[1]; d = µ]) is induced by the isomorphism
of G×Gm-equivariant CDGA ’s
R[g[1]; d = µ][β±1]
∼=
−→ A[β−1]
that acts on generators as β±1 7→ β±1 and α∨i 7→ β
−1α∨i , where the generators α
∨
i in the former
have Gm-weight 0 and homological degree 1, followed by the evident identification
DCohG×Gm(R[g[1]][β±1]) ∼= DCohG(R[g[1]]).
From this one can identify the functor DCoh(X)→ DCohG(R) as the β-localization of the functor
DCohG×Gm(A)→ DCohG×Gm(R[β[−2]])
that restricts an A-module to R[β[−2]] ⊂ A. This establishes the second claim. 
3.3.3. Proof of Theorem 3.3.6 in the local case. We now return to the setting of Hypotheses 3.3.12,
and use Theorem 3.3.15 to convert the statement of Proposition 3.3.13 to an equivalent statement
about DSingG×Gm(Y,W ).
The conditions (3) and (4) of Hypotheses 3.3.12 guarantee that the linearization ℓ = [OX0 ⊗ χ]
and the rational quadratic norm on graded points naturally extends to X/G. Then, they can be
pulled back to Y under the projection Y = X × g/(G×Gm)→ X/G. If we consider the projection
φ : Y′ := X × g/G→ Y,
the Θ-stratification of Y′ induced by Theorem 3.1.3 is Gm-equivariant, and thus descends to a Θ-
stratification of Y, which we call S. Note that the S-canonical graded points of Y lift to ℓ-canonical
graded points of Y′.
We first define two subcategories of DSing(Y,W ) analogous to Definition 3.3.17. For any graded
point f : (BGm)k′ → Y0 we define the integer
ηYf := wt
(
det((f∗LY)
>0)
)
,
and for any F ∈ DCoh(Y0) we consider the grade restriction rule:
weights of f∗(F ) lie in the interval wt(f∗δ) +
1
2
[−ηYf , η
Y
f ]. (34)
Definition 3.3.17. (1) WY0(δ) ⊂ DCoh(Y0) denotes the full subcategory of complexes that
satisfy (34) with respect to all graded points f : (BGm)k′ → Y0 whose composition with
the projection Y0 = Y0/(G×Gm)→ BGm is trivial, and W(Y,W )(δ) ⊂ DSing(Y,W ) denotes
the subcategory generated by these objects under shifts, cones, and direct summands.
(2) GℓY0(δ) ⊂ DCoh(Y0) and G
ℓ
(Y,W )(δ) ⊂ DSing(Y,W ) denote the same, but with the half-open
interval [−ηYf , η
Y
f ) instead of the closed interval in (34), and with this grade restriction rule
holding only for S-canonical graded points f .
By Proposition 3.3.13, the proof of Theorem 3.3.6 will be complete once we verify the following:
Proposition 3.3.18. Under Hypotheses 3.3.12 and Notation 3.3.14, we have
(1) W(Y,W )(δ) = G
ℓ
(Y,W )(δ),
(2) the isomorphism ΨGµ : DSing
G×Gm(Y,W )op ∼= DCohG(X0) of Theorem 3.3.15 restricts to
an isomorphism Gℓ(Y,W )(δ)
op ∼= GℓX(δ), and
(3) for any E ∈ W(Y,W )(δ), the character of the G-representation H∗(Ψ
G
µ (E) ⊗R k(x)) lies in
the polytope δx +
1
2Σx ⊂ (Mx)R.
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We will prove this at the end of the section, after gathering some preliminary lemmas.
Lemma 3.3.19. Under Hypotheses 3.3.12, let λ : Gm → G be a one parameter subgroup, and
x ∈ Xλ0 be a fixed point for which H1(LX,x) has nonnegative λ-weights. Then for any E ∈
DCohG×Gm(Y0), if we regard it as an element of DSing(Y,W ) and let F = Ψ
G
µ (E) ∈ DCoh
G(X0),
then
minWtλ(Fx) ≥ minWtλ(E(x,0))− wtλ(det(g
λ<0)), and
maxWtλ(F ⊗R k(x)) ≤ maxWtλ(E(x,0)).
Proof. If we let p : X0/G → X/G be the map induced by the G-equivariant inclusion R ⊂
R[g[1]; d = µ], let B = R[g∗, ǫ[1]; dǫ = −W ], and let i : Spec(R[ǫ[1]]) →֒ Y0 = Spec(B) denote
the G-equivariant closed immersion induced by the surjection B → R[ǫ[1]]. Then Lemma 3.3.16
implies that p∗(F ) is quasi-isomorphic to the complex obtained by pulling back i
∗(E) = E⊗BR[ǫ[1]]
and then applying the β-localization functor
DCohG×Gm(R[ǫ[1]])op
ΨG0−−→ DCohG(R[β[−2]])→ DCohG(R).
This functor commutes with restricting to the fiber over x ∈ Spec(R), so we have
p∗(F )⊗R k(x) ∼= Ψ
G
0 (E ⊗B k(x)[ǫ[1]]) ⊗k(x)[β[−2]] k(x)[β
±1]. (35)
As a k(x)[ǫ[1]]-module, E ⊗B k(x)[ǫ[1]] decomposes as a direct sum of complexes of constant λ-
weight, because ǫ has weight 0 with respect to λ. It follows that the Koszul dual complex
ΨG0 (E ⊗B k(x)[ǫ[1]]) ∈ DCoh(k(x)[β[−2]]) has non-vanishing homology in precisely the same λ-
weights. Inverting β can not create homology in new weights, so if p∗(F )⊗R k(x) has non-vanishing
homology in weight w, then so does E ⊗B k(x)[ǫ[1]].
These observations show that minWtλ(p∗(F ) ⊗R k(x)) ≥ minWtλ(E ⊗B k(x)[ǫ[1]]) and the op-
posite inequality for maxWtλ(−). Lemma 3.3.11 implies that
minWtλ(Fx) = minWtλ(p∗(F )⊗R k(x))− wt(det(g
λ<0)).
The claim follows by Nakayama’s lemma which implies that E ⊗B k(x)[ǫ[1]] and E(x,0) have non-
vanishing homology in exactly the same weights. 
Lemma 3.3.20. Under Hypotheses 3.3.12, the isomorphism ΨGµ : DSing
G×Gm(Y,W ) ∼= DCohG(X0)
maps Gℓ(Y,W )(δ) to G
ℓ
X(δ).
Proof. By Definition 3.3.17, it suffices to show that for any E ∈ GℓY0(δ) the complex F := Ψ
G
µ (E) ∈
DCoh(X) lies in GℓX(δ). Consider a one-parameter-subgroup λ : Gm → G and x ∈ X
λ
0 such that
H1(LX,x) has nonnegative λ-weights. We let f
′ : (BGm)k′ → Y0 and f : (BGm)k′ → X be the
graded points corresponding to λ and the fixed point (x, 0) and x respectively. It suffices to show
that for any E ∈ DCohG×Gm(Y0), if the weights of E(x,0) lie in the interval
wtλ(δx) +
1
2
[−ηYf ′ , η
Y
f ′), (36)
then F := ΨGµ (E) ∈ DCoh(X) satisfies the weight bounds of (30) with respect to the graded point
f . This is what we show in the rest of the proof.
By change of base we may assume k = k′, to simplify notation. First let us compute the cotangent
complexes:
LY,(x,0) ≃ [0→ Ω
1
X,x ⊕ g
∗ → g∗ ⊕ k], whereas
LX,x ≃ [g→ Ω
1
X,x → g
∗].
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Self duality implies that (LX,x)
λ<0 ≃ ((LX,x)
>0)∨, so one can compute
ηYf ′ + 2wtλ(det(g
λ<0)) = −wt(det((LX,x)
λ<0)).
Note also that f∗(ωX/G) ∼= det(LX,x)⊗ det(g[1])
∨ ∼= k. Lemma 3.3.19 now implies
minWt(f∗(F )) ≥ minWtλ(E(x,0))− wtλ(det(g
λ<0))
≥ wt(f∗δ) −
1
2
ηYf − wt(det(g
λ<0))
= wt(f∗δ) +
1
2
wtλ(det(L
λ<0
X,x )).
Similarly, we observe that p∗(DX(F )) ∼= DX/G(p∗(F )) ∼= ωX/G ⊗ (p∗(F ))
∨, so Lemma 3.3.19 and
Lemma 3.3.11 imply that
minWt(f∗(DX(F ))) ≥ −maxWtλ(p∗(F )⊗R k(x))− wtλ(det(g
λ<0))
> −wt(f∗δ) −
1
2
ηYf − wtλ(det(g
λ<0))
= −wt(f∗δ) +
1
2
wtλ(det(L
λ<0
X,x )).
These are precisely the weight bounds of (30). 
Lemma 3.3.21. Under Hypotheses 3.3.12, W(Y,W )(δ) = G
ℓ
(Y,W )(δ).
Proof. It suffices to show that WY0(δ) = G
ℓ
Y0
(δ) as subcategories of DCoh(Y0), because these cat-
egories generate the corresponding subcategories of DSing(Y,W ) by definition. Let i : Y0 →֒ Y
denote the inclusion, and as above let φ : Y′ := Y/G→ Y = Y/(G×Gm) denote the quotient map.
Let WY′(δ) ⊂ Perf(Y
′) denote the subcategory of complexes that satisfy (34) for all graded points
of Y′, and let GℓY′(δ) ⊂ Perf(Y
′) denote the same, except only for ℓ-canonical graded points, and
using the half-open interval 12 [−η
Y
f , η
Y
f ) in (34).
A graded point of Y lifts to Y′ if and only if the composition with the projection Y → BGm is
trivial, so Lemma 3.3.11 and Definition 3.3.17 imply that F ∈ DCoh(Y0) lies in WY0(δ) or G
ℓ
Y0
(δ)
if and only if φ∗(i∗(F )) lies in WY′(δ) or G
ℓ
Y′(δ) respectively. It therefore suffices to show that
the inclusion WY′(δ) ⊂ G
ℓ
Y′
(δ) is an equality. This equality was proved in [HLS] under the more
restrictive hypothesis that Y = An is a (quasi-symmetric) linear representation of G, and it is
extended in [HLMO] to the general case of a smooth affine quotient stack via Luna’s e´tale slice
theorem, but we summarize the argument here:
Let V = T(x,0)Y = TxX ⊕ g. Then TxX is a self-dual G-representation and hence V is a
quasi-symmetric representation in the sense of [SˇVdB]. Luna’s slice theorem gives a strongly e´tale
G × Gm-equivariant affine open neighborhood U ⊂ Y of (x, 0) and a strongly e´tale G × Gm-
equivariant affine morphism π : U → V . We have used Gm-equivariance to guarantee that if
(y, 0) ∈ U , then U contains the entire fiber {y} × g. It follows from Theorem 3.1.3 that both
the inclusion U ⊂ Y and π : U → V are compatible with the Θ-stratifications of induced by ℓ
(forgetting the Gm-action).
In particular U ss(ℓ) = π−1(V ss(ℓ)), so DCoh(U ss(ℓ)/G) is generated under cones, shifts, and
direct summands by the essential image of DCoh(V ss(ℓ)/G) under π∗. It follows that GℓU/G(δ) is
generated by the essential image of GℓV/G(δ) under π
∗. By [HLS, Thm. 3.2], the category GℓV/G(δ)
is generated by the complexes OV ⊗k U where U ranges over all G-representations whose character
lies in Σx – this is where the genericity hypotheses on ℓ and δ are used. It follows that the same is
true for GℓU/G(δ). In particular, WU/G(δ) = G
ℓ
U/G(δ).
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Because the inclusion U/G → Y/G is compatible with the Θ-stratifications induced by ℓ, we
have shown that any complex F ∈ GℓY/G(δ) satisfies the condition (34) for all graded points in U/G.
Using Luna’s slice theorem at other closed points of X/G, we can apply the same argument to
cover Y by open subsets in which the restriction of F satisfies (34), and the claim follows.

Lemma 3.3.22. If µ : X → g∗ is a weak co-moment map, inducing a function W : X × g → A1,
then
Crit(W )|(X×g)ss ⊂ X
ss × g
Proof. From the defining formula W (x, ξ) = 〈µ(x), ξ〉, we see that dW(x,ξ) = 〈dµ(x), ξ〉 ⊕ µ(x) ∈
Ω1X,x ⊕ g
∗. Note that for a weak co-moment map, at any point of x the linear map dµ : TX,x → g
∗
is isomorphic to the action map a : Ω1X,x → g
∗, so 〈dµ(x), ξ〉 = 0 if and only if ξ ∈ Lie(StabG(x)).
It follows that
dW(x,ξ) = 0 ⇔ µ(x) = 0 and ξ ∈ Lie(StabG(x)).
If such a point (x, ξ) ∈ X × g is ℓ-semistable, then x must be semistable as well. If not, then
one could consider the canonical maximal destabilizing subgroup λ : Gm → G for x, and because
ξ ∈ Lie(StabG(x)) the limit limt→0 λ(t) · (x, ξ) would exist. Thus λ would be destabilizing for (x, λ)
according to the Hilbert-Mumford criterion. 
Lemma 3.3.23. The restriction of ΨGµ defines an equivalence G
ℓ
(Y,W )(δ)
∼= GℓX(δ).
Proof. The equivalence of Theorem 3.3.15 clearly commutes with restriction to an open substack,
so we have a commutative diagram of functors
Gℓ(Y,W )(δ)
ΨGµ

res // DSingG×Gm(Xss × g,W )
ΨGµ

GℓX(δ)
res // DCoh(Xss)
.
The right vertical arrow is an equivalence and the left vertical arrow is fully faithful by Theorem 3.3.15,
and the bottom horizontal arrow is an equivalence by Proposition 3.3.9, so it suffices to show that
the top horizontal arrow is essentially surjective (in which case it follows that it is an equivalence).
Removing closed substacks that are disjoint from Crit(W ) does not affect the singularity category
[O1, Prop. 1.14] [HLS, Lem. 5.5], so by Lemma 3.3.22 it suffices to show that the restriction functor
res : Gℓ(Y,W )(δ)→ DSing
G×Gm((X × g)ss,W )
is essentially surjective. Because DSing is generated under shifts, cones, and direct summands by
DCoh, it suffices to show that
res : GℓY0(δ)→ DCoh(Y
ss
0 )
is essentially surjective. Theorem 2.3.1 implies that this restriction functor is an equivalence, pro-
vided thatH1(f
∗(LY0)) has nonnegative weights for any S-canonical graded point f : (BGm)k′ → Y0.
In fact, it has weight 0, because any S-canonical graded point lifts to Y′, and Y0 is a hypersurface
in the smooth scheme Y defined by a G-invariant function. 
Proof of Proposition 3.3.18. The first claim is established in Lemma 3.3.21, and the fact that ΨGµ
restricts to an equivalence Gℓ(Y,W )(δ)
op ∼= GℓX(δ) is established in Lemma 3.3.23.
For the claim (3), it suffices to show that for E ∈ WY0(δ), the image F = Ψ
G
µ (E) satisfies the
weight condition. The argument for this is essentially the same as in the proof of Lemma 3.3.19.
In particular, (35) implies that F ⊗R k(x) is the β-localization of the koszul dual of E⊗B k(x)[ǫ[1]],
which implies that F ⊗R k(x) satsifies any weight bounds that are satisfied by E ⊗B k(x)[ǫ[1]].
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Nakayama’s lemma implies that the non-zero weights of the latter are precisely the non-zero weights
of E(x,0).
We have reduced the claim to showing that the character of the G-representation H∗(E(x,0)) lies
in δx +
1
2Σx ⊂ MR. Any cocharacter λ defines a linear projection MR → R onto the weight space
of Gm, and Definition 3.3.17 implies that the projection of the character of H∗(E(x,0)) onto R lies
in the interval wtλ(δx) +
1
2 [−ηλ, ηλ], where
ηλ = wtλ(det(L
λ>0
Y,(x,0))) = wtλ(det((Ω
1
X,x)
λ>0)).
This interval is the image of δx +
1
2Σx. Because this holds for any cocharacter, the character of
H∗(E(x,0)) must lie in δx +
1
2Σx.

3.4. Moduli spaces of Bridgeland semistable complexes. We will apply Theorem 3.1.3 to
moduli spaces of Bridgeland semistable complexes of (twisted) coherent sheaves on a K3 surface,
so let us recall this construction. We follow the notation of [BM1, Sect. 2], and we refer the reader
there for a more complete discussion.
3.4.1. Stability conditions and the moduli functor. Let S be a K3 surface and let α ∈ Br(S) be
a cohomological Brauer class. We let D = DCoh(S, α) denote the derived category of complexes
of α-twisted coherent sheaves on S [C]. In [HS], Huybrechts and Stellari define a weight-2 Hodge
structure on H∗(S;Z), denoted H∗(S, α,Z). The Mukai vector map
v : K0(D)→ H
∗
alg(S, α,Z) := H
1,1(S, α,C) ∩H∗(S;Z)
is given by v(E) = chB(E)
√
td(S) for a certain “twisted” Chern character map chB : K0(D) →
H∗(S;Q). The group H∗alg(S, α,Z) has a nondegenerate symmetric bilinear form, called the Mukai
pairing, that satisfies −(v(E), v(F )) = χ(E,F ) for any E,F ∈ DCoh(S, α). v identifies H∗alg(S, α,Z)
with the numerical K-theory of D, i.e., the quotient of K0(D) by the kernel of this pairing (surjec-
tivity follows from [HS, Prop. 1.4]).
A numerical stability condition σ on D consists of the heart of a bounded t-structure Aσ ⊂ D
and a group homomorphism Zσ : H
∗
alg(S, α,Z) → C called the central charge that satisfy certain
conditions. It is required that for any non-zero E ∈ A, ℑ(Z(E)) := ℑ(Z(E)) ≥ 0 and if equal-
ity holds then ℜ(Z(E)) < 0. We define the phase φ(E) ∈ (0, 1] as the unique value for which
Z(E) = |Z(E)|eφ(E)πi. An object E ∈ A is σ-semistable if there is no sub-object with larger phase.
Furthermore, it is required that every object E ∈ A admits a finite filtration 0 ( Ep ( · · · ( E0 = E,
called the Harder-Narasimhan filtration, such that Ei/Ei+1 is semistable and φ(Ei/Ei+1) is strictly
increasing in i.
The main result of [B5] is that the set of numerical stability conditions that satisfy a “support
condition” naturally has the structure of a complex manifold, called Stab(D), where the map
Stab(D) → Hom(H∗alg(S, α,Z),C) taking (A, Z) 7→ Z is locally a homeomorphism onto its image.
In [B6], Bridgeland describes a particular connected component Stab†(D) of the space of numerical
stability conditions in the case α = 0, and this was extended to twisted K3 surfaces in [HMS].
Definition 3.4.1 (Moduli of Bridgeland semistable complexes). For σ ∈ Stab†(D) and Mukai
vector v ∈ H∗alg(S, α,Z), we let Mσ(v) denote the (classical) moduli stack of σ-semistable complexes
E ∈ Aσ with v(E) = ±v,
12 Regard E ∈ DCoh(T × S, α) as a family of twisted complexes over
a finite type k-scheme T , and let Ek(t) ∈ DCoh(Sk(t), α) denote the derived fiber over t ∈ T . If
12Only one of the vectors ±v ∈ H∗alg(S, α,Z) can be the image of an object in Aσ. It might happen that as the
t-structure varies E ∈ Aσ no longer lies in the heart, but E[1] does. So while the objects in Mσ(v) change, it is
natural to identify the two moduli functors, but this will change the sign of the Mukai vector.
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t ∈ T is a finite type point, we can regard Ek(t) as an object of DCoh(S, α) via pushforward along
the finite map Sk(t) → S, and the rational numerical K-theory class
1
deg(k(t)/k)v(Ek(t)) is locally
constant [HL1, Lem. 6.0.2.1]. The moduli functor Mσ(v) assigns
T 7→
{
E ∈ DCoh(T × S, α)
∣∣∣∣ ∀ finite type t ∈ T,Ek(t) ∈ Aσ and isσ-semistable of class ± deg(k(t)/k)v
}
,
It is shown in [T2] that Mσ(v) is an algebraic stack of finite type with affine diagonal over Spec(k)
for σ ∈ Stab†(D).
If one fixes v ∈ H∗alg(S, α,Z) and lets σ ∈ Stab
†(D) vary, then Mσ(v) is constant for σ outside
of a collection of real codimension 1 walls. The connected components of the complement of these
walls are called cells with respect to v, and we say that σ is generic with respect to v if it does
not lie on a wall. For any coherent sheaf E on S and any polarization H on S that is generic with
respect to E, there is a stability condition σ ∈ Stab†(D) that is generic with respect to v(E) such
that Mσ(v(E)) is the stack of Gieseker semistable coherent sheaves on S in the numerical K-theory
class of E [B6, Prop. 14.1] [T2, Sect. 6].
In general, when v is primitive, i.e., not divisible, and v2 > 0, then for generic σ the stack Mσ(v)
is a Gm-gerbe over a smooth projective hyperka¨hler manifold Mσ(v) of dimension v
2 + 2. In fact,
the minimal model program for these varieties is completely controlled by this moduli problem:
Theorem 3.4.2. [BM1, Thm. 1.2] Let S be a K3 surface, and let D = DCoh(S, α) be the derived
category of twisted coherent sheaves with respect to a cohomological Brauer class α ∈ Br(S). If
v ∈ H∗alg(S, α,Z) is a primitive Mukai vector and σ ∈ Stab
†(D) is generic with respect to v, then
any K-trivial birational model of Mσ(v) is isomorphic to Mσ′(v) for some σ
′ ∈ Stab†(D) lying in a
unique cell of the chamber decomposition with respect to v.
In order to apply Theorem 3.1.3, we will also need the following result for arbitrary v and σ:
Theorem 3.4.3. [AHLH, Thm. 7.25] The stack Mσ(v) admits a proper good moduli space, which
we denote Mσ(v), for any σ ∈ Stab
†(D) and any v ∈ H∗alg(S, α,Z).
For any non-zero family of complexes E ∈ DCoh(T × S, α) over a base T , there is a canonical
sub-group-scheme (Gm)T →֒ AutT (E) of automorphisms that act by scaling. This defines a sub-
group-sheaf
(Gm)Mσ(v) →֒ IMσ(v),
where the latter denotes the inertia stack. We can use this to construct a stack Mrigσ (v) :=
Mσ(v)( Gm, called the rigidification, such that Mσ(v) → M
rig
σ (v) is a Gm-gerbe, and the ker-
nel of the homomorphism IMσ(v) → IMrigσ (v) is the subgroup of scaling automorphisms (see [AOV]
for a description of this construction). It is immediate that Mσ(v) is also the good moduli space
of Mrigσ (v).
3.4.2. Variation of stability. Theorem 3.4.2 implies that if v is primitive and σ is generic with
respect to v, then one can compare Mσ(v) to any one of its K-trivial birational models X as
follows: Choose a generic σ1 in the cell of Stab
†(D) corresponding to X, then choose a generic path
σt ∈ Stab
†(D) for t ∈ [0, 1] from σ = σ0 to σ1. As t varies, Mσt(v) will undergo a finite sequence
of modifications at critical values t1, t2, . . . , tN ∈ (0, 1), corresponding to stability conditions for
which there exist semistable objects of class v that are not stable.
Remark 3.4.4. The substacksMσti−ǫ(v) andMσti+ǫ(v) do not necessarily have any common points.
This happens when Mσti (v) has multiple irreducible components, one of which contains semistable
objects for t > ti and one of which contains semistable objects for t < ti. This fact complicates
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the story in [BM1] slightly, because for such wall-crossings one must use a canonical derived (anti-
)autoequivalence Φ : D → D to show that Mσti−ǫ(v) and Mσti+ǫ(v) are birationally equivalent.
The results and methods of this paper, however, do not actually need Mσti±ǫ(v) to have a point in
common, so we will not use this technique.
For any σ ∈ Stab†(D) and v ∈ H∗alg(S, α,Z), let Eun ∈ DCoh(Mσ(v)×S, α) denote the universal
complex, and let p1 : Mσ(v) × S → Mσ(v) and p2 : Mσ(v) × S → S denote the projections. Then
the Mukai homomorphism is the map
Φ(−) := det
(
(p1)∗(p
∗
2(−)
∨ ⊗Eun)
)∨
: Knum0 (D)→ NS(Mσ(v)).
The weight of the action of the central Gm on Φ(E) is given by the Mukai pairing −(v(E), v), so
using v(−) to identify Knum0 (D)
∼= H∗alg(S, α,Z), Φ restricts to a homomorphism
Φ : v⊥ ⊂ H∗alg(S, α,Z)→ NS(M
rig
σ (v)), (37)
where v⊥ is the subgroup orthogonal to v under the Mukai pairing.
Now let Ωσ ∈ H
∗
alg(S, α,Z)⊗C be the unique class such that Zσ(−) = (Ωσ,−). Then we consider
the class
ℓσ := Φ(ℑ(
−1
Zσ(v)
Ωσ)) ∈ NS(M
rig
σ (v))R.
In [BM2, Thm. 4.1, Rem. 4.6] it is shown that if σ is generic with respect to v, then ℓσ is ample
on Mσ(v), and the map σ 7→ ℓσ identifies the ample cone of Mσ(v) with the cell in Stab
†(D) that
contains v [BM1]. At the time of this writing, it is not known if ℓσ is ample for σ on a wall. We
can also define a class b ∈ H4(Mσ(v);Q) by the formula
bσ := 2ℑ
(
ch2
(
(p2)∗(Eun ⊗ p
∗
1(
i
Zσ(v)
Ω∨σ ))
))
.
Let us define the rank and degree homomorphisms Knum0 → Z corresponding to σ
′ and v by the
formula
Zσ′(−)
Zσ′(v)
= rankσ′,v(−) + idegσ′,v(−).
Then for any map f : Θk′ → Mσ(v) corresponding to a filtration 0 6= Ep ( · · · ( E0 with
weights w0 < · · · < wp in Z, we have q
−1f∗(ℓσ′) = −
∑
j wj degσ′,v(Ej/Ej+1) and q
−2f∗(bσ′) =∑
iw
2
j rankσ′,v(Ej/Ej+1), and thus we compute the numerical invariant associated to ℓσ′ and bσ′
µσ′(f) =
∑
wj degσ′,v(Ej/Ej+1)√∑
w2j rankσ′,v(Ej/Ej+1)
. (38)
The main fact we use is the following:
Proposition 3.4.5. For any σ ∈ Stab†(D), there is small open neighborhood U of σ such that
∀σ′ ∈ U :
(1) Mσ′(v) ⊂ Mσ(v) is the substack of Θ-semistable points with respect to ℓσ′ , in the sense of
Definition 3.1.1; and
(2) if Ωσ′ ∈ H
∗
alg(S, α,Z) ⊗ C is rational, then the HN filtration of any σ
′-unstable point [E] ∈
Mσ(v) with respect µσ′ is the σ
′ Harder-Narasimhan filtration Ep ( · · · ( E0 = E with
weights w0 < · · · < wp proportional to the slopes, i.e., for some c > 0
wj = cdegσ′,v(Ej/Ej+1)/ rankσ′,v(Ej/Ej+1).
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Proof. When α = 0, this is [HL1, Thm. 6.0.2.11] applied to the stability condition obtained from σ
by rescaling so that Zσ(v) = i. The argument in the twisted case is identical, and follows solely from
the formula (38). There is a slight difference in notation, because the class ωZ ∈ K
num
0 (DCoh(S))
of [HL1, Sect. 6.0.2] is the linear dual of our ΩZ , but with this change, the classes ℓσ′ and bσ′ agree
with those of [HL1, Sect. 6.0.2]. 
We now extend our discussion to Mrigσ (v). Any Zn-graded point of M
rig
σ (v) lifts, after passing to
a field extension, to a Zn-graded point of Mσ(v), which corresponds to an E ∈ Mσ(v) along with
a direct sum decomposition E =
⊕
χ∈ΛEχ, where
Λ = Homgp(G
n
m,Gm)
denotes the character lattice of Gnm. Furthermore, two Z
n-graded points of Mσ(v), corresponding
to E =
⊕
Eχ =
⊕
E′χ, give the same Z
n-graded point of Mrigσ (v) if and only if E′χ = Eχ+c for
some c ∈ Λ. A Zn-graded point of Mσ(v) gives a non-degenerate Z
n-graded point of Mrigσ (v) if the
composition
(Gnm)k′ → Aut(E)→ Aut(E)/(Gm)scaling
has finite kernel. In other words, there is no non-trivial cocharacter of Gnm that acts via scaling
on E. This is equivalent to saying the subset {χ ∈ Λ|Eχ 6= 0} is not contained in any hyperplane
(allowing shifted hyperplanes).
Let γ : (BGnm)k′ → Mσ(v) be a lift of a non-degenerate Z
n-graded point of Mrigσ (v). Regarding
χ ∈ Λ as a linear function on Λ∨Q, we have
γ∗(bσ′) =
∑
χ∈Λ
χ2 rankσ′,v(Eχ)
is a positive definite rational quadratic form on Λ∨Q, making explicit the norm on graded points
associated to bσ′ ∈ H
4(Mσ(v);Q). Note that this quadratic form is not preserved by the translation
Eχ 7→ Eχ+c, so this does not give a well-defined norm for graded points of M
rig
σ (v). On the other
hand we can define the function on Rn
rig||x||2γ := min
c∈ΛR

∑
χ∈Λ
(χ(x) + c(x))2 rankσ′,v(Eχ)


This minimum occurs when c(x) = −
∑
χ(x) rankσ′,v(Eχ), hence one can compute
rig||x||2γ =
∑
χ∈Λ
(χ−
∑
η∈Λ
ηrη)
2rχ, (39)
where rχ := rankσ′,v(Eχ). If the set {χ ∈ Λ|Eχ 6= 0} is not contained in a shifted hyperplane, then
the same is true for the shifted characters χ+ c, and rig||x||2γ is a positive definite rational quadratic
form. Now the construction is invariant under the translation Eχ 7→ Eχ+c, so by the discussion
above, rig||x||2γ gives a well-defined norm on graded points of M
rig
σ (v).
Proposition 3.4.6. In the context of Proposition 3.4.5, if Ωσ′ is rational, the numerical invariant
on Mrigσ (v) associated to ℓσ′ and the norm on graded points (39),
µrigσ′ (f) = −
q−1f∗(ℓσ′)
rig||1||2ev0(f)
,
defines a Θ-stratification of Mrigσ (v). The map
Filt(Mσ(v))→ Filt(M
rig
σ (v))
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maps the Θ-strata of Proposition 3.4.5 to the Θ-strata on Mrigσ (v), and it induces a bijection between
strata of Mσ(v) and M
rig
σ (v).
Proof. Because (39) is a norm that is defined by a positive definite rational quadratic form, the
numerical invariant associated to ℓσ′ and || − ||
2 satisfies condition (R) of [HL1], so it induces a
Θ-stratification of Mσ(v) by [HL1, Thm. 5.0.1.7].
Composition with Mσ(v) → M
rig
σ (v) induces a bijection between filtrations in M
rig
σ (v) over an
algebraically closed field k′ and equivalence classes filtered points · · ·Ew+1 ⊂ Ew ⊂ · · · of Mσ(v)
over k′, where we say that two filtrations are equivalent, f ∼ f ′, if they differ by a shift of weights,
E′w = Ew+c for some c ∈ Z. The value of q
−1f∗(ℓσ′) ∈ Q does not change under this equivalence
relation, because ℓσ′ descends to M
rig
σ (v), and it follows that a point in Mσ(v) is semistable if and
only if its image in Mrigσ (v) is.
If f : Θk′ → Mσ(v) is a filtration such that q
−1f∗(ℓσ′) < 0, i.e., f is destabilizing, then by the
definition of rig||x||2γ , we have
µσ′(f) ≤ max
{
µσ′(f
′)
∣∣f ′ ∼ f } = µrigσ′ (f)
This implies that any HN filtration in Mσ(v) maps to an HN filtration in M
rig
σ (v), and the
uniqueness of HN filtrations implies that any HN filtration in Mrigσ (v) is the image of one in Mσ(v).
The bijection between strata is a consequence of the smoothness of Filt(Mσ(v)) → Filt(M
rig
σ (v))
[HL1, Sect. 1.0.2]. 
3.4.3. Derived structure on the rigidified moduli stacks. Note that although Definition 3.4.1 only
defines Mσ(v) as a classical stack, the definition can be interpreted verbatim to define a derived
stack. For the remainder of this section, we will let Mσ(v) denote this derived stack - see [TV1] for
a more thorough discussion of this stack in the derived setting.
The fiber of the cotangent complex at a point [E] ∈ Mσ(v), corresponding to a complex E ∈
DCoh(S, α), is [TV1, Cor. 3.17]
LMσ(v)|[E] ≃ RHom(E,E[1])
∨.
More generally, given a morphism ξ : T →Mσ(v), corresponding to a complex E ∈ DCoh(T ×S, α),
we have
ξ∗(LMσ(v)) ≃ π∗(RHomT×S(E,E[1]))
∨ ,
where π : T × S → T is the projection. From this we see that Serre duality on S gives an
isomorphism φ : LMσ(v)
∼= (LMσ(v))
∨.
The action of Gm on any family by scaling defines a map
α : LMσ(v) → OMσ(v)[−1]
which on the fiber at a point [E] ∈ Mσ(v) is dual to the identity map k[1] → RHomS(E,E[1]).
There is also a homomorphism τ : OMσ(v)[−1]→ LMσ(v) that on fibers is dual to the trace map
RHomS(E,E[1]) ∼= RΓ(S,E ⊗ E
∨[1])
ev:E⊗E∨→OS−−−−−−−−−→ RΓ(S,OS [1])→ k[1],
where the last map is induced by a fixed choice of splitting RΓ(S,OS) ∼= k⊕k[−2]. The composition
α ◦ τ is just multiplication by the rank r ≥ 0 of E, so if E has rank > 0, τ is a splitting for α.
Likewise, Serre duality gives maps
α∨ : OMσ(v)[1]→ LMσ(v), τ
∨ : LMσ(v) → OMσ(v)[1]
that define a trivial summand of LMσ(v) in homological degree 1 when r > 0. In particular, when
v has positive rank we have a decomposition
LMσ(v) ≃ OMσ(v)[1]⊕ (LMσ(v))
red ⊕ OMσ(v)[−1],
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where (LMσ(v))
red is again self-dual. Note that the derived stack Mσ(v) is not smooth at any point.
Proposition 3.4.7. For any v ∈ H∗(S, α,Z) and any σ ∈ Stab†(D), there are derived algebraic
stacks Mσ(v)( Gm and M
red
σ (v) with maps
Mσ(v)
Gm-gerbe
q
// Mσ(v)( Gm M
red
σ (v)p
surjective
closed immersionoo
along with direct sum decompositions
LMσ(v)
∼= OMσ(v)[−1]⊕ q
∗LMσ(v)(Gm
p∗LMσ(v)(Gm
∼= LMredσ (v) ⊕ OMσ(v)[1]
such that the inclusion of the summand q∗LMσ(v)(Gm and the projection onto the summand LMredσ (v)
are the canonical derivative maps of q and p respectively. On underlying classical stacks,
(Mσ(v)( Gm)
cl ∼= Mrigσ (v),
and the morphism q induces the canonical map Mσ(v)
cl →Mrigσ (v) of the previous section.
We prove this proposition after some preliminary results. We will use the following, whose proof
was suggested by Arend Bayer, to reduce to the positive rank case:
Lemma 3.4.8. Let (S, α) be a twisted K3 surface, and let v ∈ H∗alg(S, α,Z) be a Mukai vector
of rank 0. Then there is another twisted K3 surface (S′, α′) and a Fourier-Mukai equivalence
Φ : DCoh(S, α)→ DCoh(S′, α′) such that Φ(v) has positive rank.
Proof. Let us use the notation v = (r, c, s) for a Mukai vector, where r ∈ H0(S;Z) ∼= Z, c ∈
H2(S;Z), and s ∈ H4(S;Z) ∼= Z. The Mukai pairing is then given by the formula ((r, c, s), (r′, c′, s′)) =
c · c′ − rs′ − r′s. Let L be an invertible sheaf on S with Chern class H. Note that, as observed in
the proof of [BZ, Thm. 1.2], Lm ⊗ (−) gives an equivalence DCoh(S, α) → DCoh(S, α) that maps
objects with Mukai vector (r, c, s) to those with Mukai vector
emHv = (r, c + rmH, s+m(c ·H) +
1
2
rm2H2).
Therefore, if L is ample and m≫ 0, the equivalence Lm⊗ (−) maps the Mukai vector v to a vector
whose degree 4 component is positive.
Let R be the index of the class α, and let w = (R, 0, 0). Then S′ = Mrigσ (w) is a twisted K3
surface, with Brauer class α′ on S′ determined by the Gm-gerbe Mσ(w) → M
rig
σ (w). There is a
Fourier-Mukai equivalence Ψ : DCoh(S′, α′) → DCoh(S, α) that maps point sheaves to twisted
sheaves with Mukai vector w. Any derived equivalence preserves the Mukai pairing, so for any
Mukai vector v = (r, c, s) on S, we have
rank(Ψ−1∗ (v)) = −(Ψ
−1
∗ (v), (0, 0, 1)) = −(v, (R, 0, 0)) = Rs.
In particular, the composition
DCoh(S, α)
Lm⊗(−)
−−−−−→ DCoh(S, α)
Ψ−1
−−−→ DCoh(S′, α′)
maps complexes of class v to complexes of positive rank for m≫ 0. 
For the following construction, let X be a derived algebraic stack with a weak action of the
monoid BGm (see Definition 1.1.1), and let a : BGm × X → X be the action map. The map a
induces a map of group sheaves (Gm)BGm×X ⊂ IBGm×X → a
−1(IX) over BGm×X. Restricting this
map further along the identity section X → BGm × X gives a map of group sheaves (Gm)X → IX
over X.
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Lemma 3.4.9. Let X be a derived algebraic stack with a weak action of the monoid BGm such that
the induced map of group sheaves (Gm)X → IX is a closed immersion. Then there exists a derived
algebraic stack X( Gm and a morphism q : X → X( Gm that is a Gm-gerbe such that the map
LX → LX/(X(Gm) is isomorphic to the map LX → OX[−1] induced by the embedding (Gm)X →֒ IX,
and Xcl → (X( Gm)
cl is the classical rigidification.
Proof. Recall from Lemma 1.5.3 that a weak BGm-action on any stack induces a weight decompo-
sition into a direct sum
QC(X) ∼=
⊕
w∈Z
QC(X)w,
where F ∈ QC(X)w if and only if a∗(F ) ∈ QC(BGm×X) lies in weight w with respect to the BGm
factor. For any extension field k′/k and p ∈ X(k′), the BGm-action defines a homomorphism of
k′-groups (Gm)k′ → Aut(p), and Nakayama’s lemma implies that F ∈ D
–Coh(X) lies in the weight
w summand if and only if (Gm)k′ acts with weight w on the fiber Fp for every p ∈ X(k
′).
For any n ≥ 0, let Xn = τ≤nX →֒ X be the n
th truncation, e.g., X0 = X
cl. Then BGm × Xn is n-
truncated as well, so the action map restricted to Xn factors uniquely through a map BGm×Xn →
Xn that defines a weak action of BGm on Xn. The inclusion Xn →֒ X is equivariant with respect
to this BGm-action, and hence the pullback functor along this map is compatible with the weight
decompositions of QC(−) induced by these actions.
Now consider the classical Gm-gerbe X
cl → Xcl( Gm. The pullback functor D
–Coh(Xcl( Gm)→
D–Coh(Xcl) is t-exact and fully faithful. A complex in D–Coh(Xcl) descends to D–Coh(Xcl( Gm) if
and only if Gm acts with weight 0 in every fiber, so pullback defines an equivalence
D–Coh(Xcl( Gm) ∼= D
–Coh(Xcl)0.
We now claim that one can inductively construct a sequence of square-zero extensions of derived
algebraic stacks X′0 →֒ X
′
1 →֒ X
′
2 →֒ · · · fitting into a cartesian diagram
Xn

 //
qn

Xn+1
qn+1

X′n

 // X′n+1
, (40)
starting with X′0 = X
cl( Gm and q0 the canonical map X
cl → Xcl( Gm.
The map Xn →֒ Xn+1 is an extension by the pushforward of Mn+1 := Hn+1(OX)[n] ∈ QC(X0),
and is thus classified by a class
ηn ∈ HomX0 (LXn |X0 ,Mn+1[1])
One can use the fact that a : BGm×X→ X is smooth (hence flat) to show that H∗(OX) ∈ QC(X0)
0,
and thus Mn+1 descends uniquely to an object in QC(X
′
0), which we denote M
′
n+1. It follows that
the image of ηn under the homomorphism
HomX0 (LXn |X0 ,Mn+1[1])→ HomX0
(
q∗n(LX′n)|X0 ,Mn+1[1]
)
is the image under q∗n of a unique class η
′
n ∈ HomX′0(LX′n |X′0 ,M
′
n+1[1]). This class defines an
extension X′n → X
′
n+1 that fits into the cartesian diagram (40).
Note that X ∼= colimnXn. Now that we have constructed the diagram (40) for all n, we define
X( Gm = colimnX
′
n.
Using deformation theory, as in [TV2, Lem. C.0.11], one can show that given an e´tale cover
U → X′0 and an isomorphism U×X′0X0
∼= (BGm)U over U , one can extend this data to an e´tale cover
U ′ → X′ and an isomorphism U ′ ×X′ X ∼= (BGm)X′ . Also, at every level, the map LXn → LXn/X′n
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can be identified with the map LXn → OXn [−1] induced by the embedding (Gm)Xn →֒ IXn , and
thus the same holds for the colimit. 
Proof of Proposition 3.4.7. Consider the map BGm ×Mσ(v) → Mσ(v) that acts on T -points for
any derived test scheme T by (L,E) 7→ π∗(L) ⊗ E, where L ∈ Pic(T ), π : T × S → T is the
projection, and E ∈ DCoh(T × S, α). This map satisfies the identity and associativity axioms up
to homotopy, and thus defines a weak action of the monoid BGm on the derived stack Mσ(v).
If v does not have positive rank, use Lemma 3.4.8 to construct a twisted K3 surface (S′, α′) and
a Fourier-Mukai equivalence Φ : DCoh(S, α) ∼= DCoh(S′, α′) such that v′ := Φ∗(v) ∈ H
∗
alg(S
′, α′,Z)
has positive rank. For any derived k-scheme T , Φ extends to an equivalence ΦT : DCoh(T×S, α)→
DCoh(T ×S′, α′) that maps families of σ-semistable complexes to families of Φ(σ)-semistable com-
plexes. Furthermore, we have a natural isomorphism ΦT (π
∗(L)⊗E) ∼= π∗(L)⊗ΦT (E) for L ∈ Pic(T )
and E ∈ DCoh(T × S, α′). Therefore Φ defines an isomorphism of stacks Mσ(v) ∼= MΦ(σ)(v
′) that
is equivariant for the canonical weak BGm-action on each. We now replace (S, α) with (S
′, α′), σ
with Φ∗(σ), and v with v
′, so we will assume for the remainder of the proof that v has positive
rank.
We use Lemma 3.4.9 to construct the algebraic derived stack Mσ(v)( Gm and the morphism
q : Mσ(v)→Mσ(v)( Gm satisfying the desired properties. In particular, we have an exact triangle
q∗LMσ(v)(Gm → LMσ(v) → OMσ(v)[−1]→,
that is split by the trace map τ , which we defined in the discussion leading up to Proposition 3.4.7,
because v has positive rank.
To define Mredσ (v), we will use a trick to remove this extraneous summand in the cotangent
complex by considering the determinant map (see [STV])
det : Mσ(v)→ Pic(S)c
where Pic(S)c is the derived Picard stack of S of invertible sheaves of numerical class c ∈ NS(S).
Because H1(S,OS) = 0, we have Pic(S)c ≃ Spec(k[ǫ[1]])/Gm, where Gm acts trivially on k[ǫ[1]].
The induced map on cotangent complexes at a point E ∈Mσ(v) is dual to the evaluation map
RHomS(det(E),det(E)[1])
∗
∼ =
RHomS(E,E[1])
∗
∼ =
RΓ(S,OS [1])
∗ ev:E⊗E
∨→OS // RΓ(S,E ⊗ E∨[1])∗
.
As in the discussion leading up to Proposition 3.4.7, let τE ∈ H−1(RHomS(E,E[1])
∗) be the class
that is linearly dual to the trace map, and let α∨E ∈ H1(RHomS(E,E[1])
∗) be the class that is
Serre dual to the identity map. Then the differential of the map det maps τE 7→ rτdet(E) and
α∨E 7→ rα
∨
det(E).
The determinant map descends to a map
det : Mσ(v)( Gm → Pic(S)c( Gm = Spec(k[ǫ[1]]).
The cotangent complex of the latter is free on the generator ǫ = α∨det(E) in homological degree 1,
for any E ∈Mσ(v). Therefore, if we define
Mredσ (v) := (Mσ(v)( Gm)×Spec(k[ǫ[1]]) Spec(k),
we have an exact triangle
OMredσ (v)
[1]
p∗(α∨)
−−−−→ p∗LMσ(v)(Gm → LMredσ (v) → .
Because the rank of v is positive, the is extension is split by p∗(τ∨).

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Remark 3.4.10. In [STV], the reduced stack is defined asMσ(v)×Pic(S)cSpec(k), where Spec(k)→
Pic(S)c is the unique point. If v has rank r > 0, the resulting stack has the reduced cotangent com-
plex (LMσ(v))
red, but if r > 1 the generic point will still have a canonical action of the multiplicative
group µr, so this does not fully reduce the gerbe.
3.5. D-equivalence conjecture for moduli of sheaves on a K3. We now combine the results
of the previous sections to the D-equivalence conjecture. As before, we let (S, α) be a twisted K3
surface, and we let D = DCoh(S, α) denote the derived category of complexes of twisted coherent
sheaves.
In Proposition 3.4.7 we have constructed a derived stack Mredσ (v), parameterizing σ-semistable
complexes with Mukai vector v, for any σ ∈ Stab†(D). The underlying classical stack of Mredσ (v) is
the rigidification of the usual stack of σ-semistable complexes [T2], and it admits a good moduli
space Mσ(v). When σ is generic with respect to v, Mσ(v) = M
red
σ (v) is a smooth projective
Calabi-Yau variety.
Theorem 3.5.1. σ ∈ Stab†(D) be a stability condition that is generic with respect to a primitive
class v ∈ H∗alg(S, α,Z) with (v, v) > 0. Then for any smooth projective variety X that is birationally
equivalent to Mσ(v) and has KX ∼= OX , there is an equivalence of derived categories
DCoh(X) ∼= DCoh(Mσ(v)).
Example 3.5.2. For any v ∈ H∗(S,Z) that is the Mukai vector of a coherent sheaf and any ample
class H ∈ NS(S), there is a σ ∈ Stab†(D) such that Mσ(v) is the moduli of Gieseker H-semistable
sheaves with Mukai vector v [B6, Prop. 14.2]. In particular, Theorem 3.5.1 establishes the D-
equivalence conjecture for any birational equivalence class of Calabi-Yau manifolds that contains a
smooth moduli space of coherent sheaves on a K3 surface.
We will prove Theorem 3.5.1 at the end of the section, after studying genericity for classes in
NS(Mredσ (v))R.
A point in Mredσ (v), which classifies a complex E ∈ Dk′ = DCoh(Sk′ , α) for some extension field
k′ of k, is closed if E is polystable, i.e., decomposes as
E =
⊕
i∈I
Ei ⊗ Vi, (41)
where Ei are non-isomorphic simple objects of Dk′ , and the Vi are certain multiplicity vector spaces.
We will often assume, by extending the base field as necessary, that E ∈ D.
Because Mredσ (v)
cl ∼= Mσ(v)
cl( Gm, if E is polystable we have
GE := Aut(E) =
(∏
i
GL(Vi)
)
/(Gm)diag,
where (Gm)diag acts diagonally by scaling on each Vi. From the discussion in Section 3.4.3, we
compute
H0(LMredσ (v),[E]) = H0(LMσ(v),[E]) ≃
⊕
i,j
Hom(Ei, Ej [1])
∨ ⊗Hom(Vi, Vj),
Serre duality provides an equivalence LMredσ (v)
∼= (LMredσ (v))
∨, which on the fiber above identifies
Hom(Ei, Ej [1]) ≃ Hom(Ej , Ei[1])
∨. The identification is symplectic when i = j, so Hom(Ei, Ei[1])
has even dimension.
For E as in (41), we define the dimension vector dE = (dim(V1), . . . ,dim(Vn)) ∈ Z
n
>0, and for
any a ∈ v⊥R we define
ζE(a) := ((a, v(E1)), . . . , (a, v(En))) ∈ R
n.
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Note that ζE(a) · dE = 0. In the following, we say (w1, . . . , wn) ≤ (v1, . . . , vn) if wi ≤ vi for all i,
and w < v means that w ≤ v and w 6= v.
The reduced Mukai homomorphism (37) extends via the same definition to the derived context,
and extending this R-linearly gives a homomorphism
Φ : v⊥R ⊂ H
∗
alg(S, α,Z) ⊗ R→ NS(M
red
σ (v))R.
Lemma 3.5.3. For a ∈ v⊥R , Φ(a) ∈ NS(M
red
σ (v))R is generic in the sense of Definition 3.3.2 if for
any polystable E =
⊕n
i=1Ei⊗Vi ∈M
red
σ (v) and any w ∈ Z
n with 0 < w < dE one has ζE(a) ·w 6= 0.
If v is primitive, NS(Mredσ (v))R contains a generic class.
Proof. To any polystable E ∈Mredσ (v) with decomposition into simple objects (41), we associate a
quiver QE, i.e., a directed graph, with:
• one vertex for each index i,
• dim(Hom(Ei, Ej [1])) arrows from vertex i to vertex j for i < j, and
• dim(Hom(Ei, Ei[1]))/2 arrows from vertex i to itself.
Our discussion above identifies
H0(LMredσ (v),[E])
∼= T ∗RepdE (QE),
where the latter denotes the cotangent space of the space of representations with dimension vector
dE . This is equivalent to the space of representations of the “doubled” quiver which for each arrow
in QE adds another arrow with the opposite orientation.
By Definition 3.3.2, the class Φ(a) ∈ NS(Mredσ (v))R is generic if for any finite type polystable
point E ∈ Mredσ (v) the real character Φ(ℓ)|[E] of GE is generic in the sense of [HLS, Sect. 2] with
respect to the representation T ∗RepdE (QE)⊕ gE, where gE denotes the adjoint representation of
GE . As mentioned above, we replace k with a finite extension as necessary so that we may assume
E is a k-point.
We identify the character lattice of GE with the set of vectors ζ = (ζ1, . . . , ζn) ∈ Z
n that satisfy
ζ · dE = 0, where ζ corresponds to the character det(V1)
ζ1 ⊗ · · · ⊗ det(Vn)
ζn . In this case, one
computes from the definition that
Φ(a)[E] ∼= det(RΓ(S, v
−1(a)∨ ⊗ E))∨,
where v−1(a) ∈ Knum0 (D)R is the class whose mukai vector is a. Using (41) we compute
Φ(a)[E] ∼= det(
∑
i
χ(v−1(a), Ei)Vi)
∨,
which upon identifying χ(v−1(a), Ei) = −(a, v(Ei)) gives Φ(a)|[E] = ζE(a) as defined above.
The analysis of genericity for representations of the form T ∗RepdE (QE)⊕ gE was carried out in
[HLS, Prop. 5.6]. The analysis there applies to the space of framed representations with non-zero
framing dimension vector, but the framing is only necessary so that the generic stabilizer with
respect to a maximal torus is trivial. In our setting, we are considering the space of representations
with framing dimension vector 0, but because we are working with the reduced stack Mredσ , the
automorphism group is quotiented by (Gm)scaling, so the generic stabilizer for the action of a
maximal torus in GE on T
∗RepdE (QE)× gE is trivial.
The rest of the proof of [HLS, Prop. 5.6] applies verbatim to show that ζE(a) is generic if for
every 0 < w < dE,
ζE(a) · w 6= 0. (42)
Let us sketch the argument: one fixes a maximal torus T ⊂ GE and shows that genericity is equiva-
lent to the condition that T acts with finite stabilizers on the T -semistable locus (T ∗RepdE (QE)×
gE)
T−ss(ζE(a)). This torus T can be realized as the gauge group (modulo scaling) for a new quiver
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Q′E obtained by splitting each vertex i into dim(Vi) vertices, and T
∗RepdE (QE)⊕ gE is isomorphic
as a T -representation to a space of representations of Q′E with dimension vector 1 at every vertex.
One can then use the results of [N, Sect. 2] to arrive at the criterion (42) for when T acts with
finite stabilizers on the semistable locus. We refer the reader to [HLS, Prop. 5.6] for the details of
this argument.
There are finitely many polystable E ∈ Mredσ (v) up to algebraic equivalence, so if each of the
conditions (42) on a is non-vacuous, this provides a finite hyperplane arrangement in v⊥R such that
Φ(a) is generic if a lies outside these hyperplanes. Thus to verify that there exists an a such that
Φ(a) is generic, it suffices to show that for any polystable E and any 0 < w < dE , there is some a
such that
ζE(a) · w = (a, v(E
⊕w1
1 ⊕ · · · ⊕ E
⊕wn
n )) 6= 0.
Because the Mukai pairing is non-degenerate, if ζE(a)·w = 0 for all a ∈ v
⊥
R , then v(E
w1
1 ⊕· · ·⊕E
wn
n ) =
rv for some 0 < r < 1. But v(Ew11 ⊕ · · · ⊕ E
wn
n ) ∈ H
∗
alg(S, α,Z), so this can not happen if v is
primitive. 
Proof of Theorem 3.5.1. By Theorem 3.4.2 there is a stability condition σ′ ∈ Stab†(D) that is
generic with respect to v such that X ∼= Mσ′(v). Choose a continuous path σt ∈ Stab
†(D) for
t ∈ [0, 1] with σ0 = σ and σ1 = σ
′. Using Proposition 3.4.5 and Proposition 3.4.6, one can deform
the path so that σt is generic with respect to v for all but finitely many values of t, 0 < t1 < · · · <
tN < 1, and M
red
σ (v) is constant for t ∈ (0, 1) \ {t1, . . . , tN}. It therefore suffices to construct an
equivalence
DCoh(Mredσti−ǫ
(v)) ∼= DCoh(Mredσti+ǫ
(v))
for all i. Letting X := Mredσti
(v), Proposition 3.4.5 and Proposition 3.4.6 identify
Mredσt (v) = X
ss(ℓσt)
for all t close to ti, where the latter denotes the semistable locus in the sense of Θ-stability associated
to the class ℓσt ∈ NS(M
red
σti
(v)).
For any δ ∈ NS(X)R, one can choose a generic β ∈ NS(X)R by Lemma 3.5.3, and Lemma 3.3.3
implies that δ + ǫβ will be lattice generic for ǫ sufficiently small. So fix a choice of lattice generic
δ ∈ NS(X)R. Theorem 3.3.6 and Remark 3.3.7 imply that restriction defines equivalences
DCoh(Xss(ℓσti−ǫ)) WX(δ)
res
∼=
//res
∼=
oo DCoh(Xss(ℓσti+ǫ))
for all 0 < ǫ≪ 1, where WX(δ) ⊂ DCoh(M
red
σti
(v)) is the subcategory introduced in Definition 3.3.5.
This establishes the desired equivalence. 
Appendix A. Derived deformation to the normal cone
We construct a version of deformation to the normal cone for a closed immersion of algebraic
derived stacks. This was established in [GR2, Chap. II.9] for a much larger class of stacks over
a field of characteristic 0. Our discussion works over an arbitrary base ring, and is a bit more
concrete. Let sAlgR denote the simplicial model category of simplicial commutative R-algebras, for
a fixed commutative ring R, in which fibrations and weak equivalences are defined to be those on
underlying simplicial sets.
Recall that the formal completion of an algebraic derived stack X along a closed substack S →֒ X
is the full substack X∧
S
⊂ X parameterizing those maps Spec(A)→ X for which Spec(π0(A)
red)→ X
factors through S.
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Theorem A.0.1 (Derived deformation to the normal cone). Let X be a quasi-compact quasi-
separated a algebraic derived stack over a commutative base ring R, and let i : S →֒ X be an
almost finitely presented closed immersion. Then there is an N-indexed system of surjective closed
immersions
S = S(0) →֒ S(1) →֒ S(2) →֒ · · · →֒ X
such that each OS(n) ∈ QC(X) is almost perfect, and there is a canonical isomorphism for all n > 0
fib(OS(n) → OS(n−1))
∼= i∗(Sym
n
S(LS/X[−1])) ∈ QC(X),
where SymS(−) denotes the derived symmetric power functor on QC(S). Furthermore:
(1) As a sheaf of π0(OX)-algebras π0(OS(n))
∼= π0(OX)/I
n, where I = ker(π0(OX) → π0(OS)) is
the ideal of definition of Scl →֒ Xcl.
(2) The canonical map to the formal completion colimn S
(n) → X∧
S
is an isomorphism of
prestacks on the full ∞-subcategory sAlg<∞R ⊂ sAlgR of algebras that are d-truncated for
some d;
(3) For any F ∈ APerfS(X) and any d ∈ Z, the N
op-indexed system {τ≤d(OS(n) ⊗ F )}n≥1 in
APerfS(X) is eventually constant.
(4) For any F ∈ QC(X) that is d-truncated for some d ∈ Z, the canonical map is an isomor-
phism
colimn→∞RHom
⊗
X
(OS(n) , F )
∼=
−→ RΓS(F ).
In general, one has
lim
d→∞
(
colimn→∞RHom
⊗
X
(OS(n) , τ≤dF )
) ∼=
−→ RΓS(F ).
The proof of this theorem is essentially a construction, which in the affine case is Construction A.0.6
below. First we observe a useful consequence:
Corollary A.0.1.1. Let i : S → X be an almost finitely presented closed immersion of quasi-
compact quasi-separated algebraic derived stacks. Then for any E ∈ QC(S)>−∞, there is a functorial
tower in QC(S)
i∗(i∗(E))→ · · · → En+1 → En → · · · → E0,
such that 1) for any d ∈ Z, τ≤d(i
∗(i∗(E))) → τ≤d(En) is an isomorphism for n ≫ 0, in particular
i∗(i∗(E)) ∼= lim←−n
En, and 2) there is a canonical isomorphism for all n ≥ 1,
fib(En → En−1) ∼= Sym
n(LS/X)⊗ E.
Proof. Consider the cartesian diagram
S×S S p2
//
p1

S
i

eqq
S
i
// X
,
where e is the identity section. Let S→ · · ··S
(n)
e → S
(n+1)
e → · · · → S×XS denote the filtered system
of infinitesimal neighborhoods associated by Theorem A.0.1 to the map e, which is a surjective,
almost finitely presented, closed immersion. The canonical fiber sequence for the cotangent complex
gives a canonical isomorphism Le ∼= LS/X[1].
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The derived base change formula functorially identifies i∗(i∗(E)) ∼= (p2)∗(p
∗
1(E)). We then define
En = (p2)∗(p
∗
1(E)⊗OS×XS OS(n)e
),
from which claim (2) of the corollary follows immediately from the fact that by construction
fib(O
S
(n)
e
→ O
S
(n−1)
e
) ∼= e∗(Sym
n(Le[−1])) and from the projection formula
(p2)∗(p
∗
1(E)⊗ e∗(−))
∼= (p2)∗e∗((−)⊗ e
∗p∗1(E))
∼= (−)⊗ E.
Claim (1) of the corollary follows from the fact that OS×XS is automatically set-theoretically sup-
ported on S, so part (3) of Theorem A.0.1 implies that ∀d ∈ Z,
τ≤d(OS×XS)
∼= τ≤d(OS(n)e
) for all n≫ 0.

The key observation behind Theorem A.0.1 is that given a simplicial commutative R-algebra
A ∈ sAlgR, there are several equivalent ways in which an N
op-indexed system of A-algebras can
represent the derived completion of A along a finitely generated ideal I ⊂ π0(A), the first of which is
easy to check in practice. We will use the fact that for any A ∈ sAlgR and any d ∈ Z, the∞-category
A -Mod≤d is compactly generated by the objects that are perfect to order d+ 1 [L2, Defn. 2.6.1].
Lemma A.0.2. Let A ∈ sAlgR, and let · · ·An+1 → An → · · · → A0 be a tower of A-algebras
such that: i) each An is almost-perfect as an A-module, ii) each map π0(A)→ π0(An) is surjective,
and iii) π0(An+1)→ π0(An) has nilpotent kernel for every n. Consider the finitely generated ideal
I := ker(π0(A)→ π0(A0)). Then the following are equivalent:
(1) For any d ≥ 0, the canonical map π0(A0) → τ≤d(An ⊗A π0(A0)) is an isomorphism for
n≫ 0.
(2) For any d ≥ 0 and any M ∈ A -Mod≤d that is perfect to order d + 1 and is I-nilpotent
[L3, Defn. 4.1.3], the canonical map M → τ≤d(An ⊗A M) is an isomorphism for n≫ 0.
(3) For any M ∈ A -Mod<∞, the canonical map colimnRHomA(An,M) → RΓI(M) is an
isomorphism.
(4) The map colimn Spec(An) → Spec(A)
∧
I is an isomorphism of presheaves on the full ∞-
subcategory sAlg<∞R ⊂ sAlgR that consists of objects which are eventually truncated.
Furthermore, if these conditions hold, then lim
←−n
(An ⊗A M) is I-complete [L3, Defn. 4.2.1] for any
M ∈ A -Mod>−∞, and the canonical morphism from the I-completion M
∧
I → lim←−n
(An ⊗A M) is
an isomorphism.
Remark A.0.3. For any A ∈ sAlgR and finitely generated ideal I ⊂ π0(A), the existence of a tower
{An}n≥0 as in the lemma is established in [L3, Lem. 5.1.5], which is stated for E∞-algebras but
whose proof applies essentially verbatim for simplicial commutative algebras. In fact, in sAlgR one
can even arrange that each An is perfect as an A-module [HLP2, Prop. 2.1.2]. If one starts with an
almost finitely presented surjection A → A0, then one canonical choice is An = Tot
≤n(Cech(A →
A0)), which results in the theory of Adams completion. Below we will use another canonical choice,
resulting in the theory of derived I-adic completion. The lemma above is useful for comparing
these different versions of derived completion.
Proof of Lemma A.0.2. (1)⇒ (2) : M is of bounded homological amplitude, and if the claim holds
for two complexes, then it holds for any extension of those complexes. It therefore suffices to
prove the claim for Hi(M)[i]. We know that I
nHi(M) = 0 for some n – in the noetherian case it
follows from the fact that Hi(M) is finitely generated, and in general if follows from the proof of
[L3, Prop. 4.1.15], which provides a perfect complex Q ∈ A -Mod which satisfies this condition and
for which τ≤d(Q[k]) generates A -Mod≤d. It therefore suffices to check the claim for each associated
graded piece of the corresponding finite I-adic filtration of Hi(M)[i]. We may thus assume that
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M = N [i] for some discrete π0(A0)-module N regarded as an A-module via the map A → π0(A0).
The projection formula then gives
τ≤d(An ⊗A M) ∼= τ≤d
(
τ≤d−i(An ⊗A π0(A0))⊗π0(A0) N [i]
)
,
so (2) holds if τ≤d−i(An ⊗A π0(A0)) is eventually π0(A0).
(2) ⇔ (3) : If M ∈ A -Mod≤d, then RHomA(An,M) and RΓI(M) lie in A -Mod≤d as well. The
claim (3) is equivalent to the claim that for any d ≥ 0, any compact object N ∈ A -Mod≤d that is
I-nilpotent, and any M ∈ A -Mod≤d the canonical map
MapA(N, colimnRHomA(An,M))→ MapA(N,M)
is an isomorphism. Using compactness of N , the definition of the inner Hom, and the fact that M
is d-truncated, this is equivalent to the canonical homomorphism being an isomorphism
colimnMapA(τ≤d(An ⊗A N),M)→ MapA(N,M).
This is clearly true if (2) holds.
On the other hand consider a fixed N , and assume this condition holds for all M ∈ A -Mod≤d.
Applying the condition toM = N we find that there exists an k ≥ 0 and a map τ≤d(Ak⊗AN)→ N
such that the composition N → τ≤d(Ak ⊗AN)→ N is homotopic to the identity, and applying the
condition to M = τ≤d(Ak ⊗A N), there is a map τ≤d(Ak ⊗A N) → N such that the composition
τ≤d(Ak ⊗A N) → N → τ≤d(Ak ⊗A N) is the identity. It follows that the canonical map N →
τ≤d(An ⊗A N) is an isomorphism for all n ≥ k.
(2) ⇒ (4) : We know from [L3, Lem. 5.1.5] that there is some tower · · · → A′n+1 → A
′
n →
· · · → A′1 → A
′
0 of A-algebras with each An almost perfrect as an A-module, π0(A
′
0) = π0(A0),
and colimn Spec(An)→ Spec(A)
∧
I is an isomorphism of presheaves of sAlgR. Consider the filtered
diagram of derived schemes
Spec(A0 ⊗A A
′
0)
//

Spec(A0 ⊗A A
′
1)
//

· · ·
Spec(A1 ⊗A A
′
0)

// Spec(A1 ⊗A A
′
1)
//

· · ·
...
...
,
regarded as presheaves on the category sAlg<∞R . Using the fact that fiber products commute with
filtered colimits and the definition of the formal completion, the colimit of the ith row is canonically
isomorphic to Spec(Ai)×Spec(A) Spec(A)
∧
I
∼= Spec(Ai), so the colimit of the diagram is canonically
isomorphic to colimn Spec(An). On the other hand, for any d-truncated A-algebra B,
colimiMapA(Ai ⊗A A
′
j , B)
∼= colimiMapA(τ≤d(Ai ⊗A A
′
j), B)
∼= MapA(A
′
j , B),
where the last equivalence uses (2). Thus the colimit of the jth column is canonically isomorphic
to Spec(A′j) as a presheaf on sAlg
<∞
R . It follows that the colimit of the diagram is canonically
isomorphic to Spec(A)∧I by hypothesis.
(4)⇒ (1) : Using the fact that fiber products of presheaves commute with filtered colimits, and
the definition of the formal completion, we have that
colimn Spec(An ⊗A π0(A0))→ Spec(A)
∧
I ×Spec(A) Spec(π0(A0))
∼= Spec(π0(A0))
as presheaves on sAlg<∞R . In other words, for any d-truncated B ∈ sAlgA, the canonical map
colimnMapA(τ≤d(An ⊗A π0(A0)), B)→ MapA(π0(A0), B)
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is an isomorphism. The same argument as we used in the case of modules to show that (3) ⇒ (2)
implies that π0(A0)→ τ≤d(An ⊗A π0(A0)) must be an isomorphism of algebras.
Computing the completion: The functorA 7→ A -Mod>−∞ is nil-complete, meaning that A -Mod→
limd(τ≤d(A) -Mod) is an equivalence. In particular the functor QC(−)>−∞ on the ∞-category of
presheaves on sAlgR is Kan extended from presheaves on sAlg
<∞
R . The claim (4) then implies that
the canonical map of ∞-categories obtained by level-wise pullback
QC(Spec(A)∧I )>−∞ → limn
QC(Spec(An))>−∞ ∼= lim
n
(An -Mod>−∞)
is an equivalence. If i : Spec(A)∧I → Spec(A) is the inclusion, then under the isomorphism above,
the pullback functor i∗ : QC(Spec(A))>−∞ → QC(Spec(A)
∧
I )>−∞ is identified with the functor
A -Mod>−∞ → limn(An -Mod>−∞) given level-wise by (−)⊗AAn. The right adjoint of this functor
takes a compatible system {Mn ∈ An -Mod}n≥0 to lim←−n
Mn ∈ A -Mod>−∞. The formula for the
completion functor given in the lemma follows from the fact that (−)∧I
∼= i∗(i
∗(−)). 
We now discuss the local case of the construction in Theorem A.0.1. Let P denote the category
of pairs (A, I) with A ∈ sAlgR and I ⊂ A and maps (A, I)→ (B, J) consisting of maps φ : A→ B
in sAlgR such that φ(I) ⊂ J . We will make use of a simplicial model structure on P discussed in
[B3, Cor. 4.14]. A map (A, I) → (B, J) is a (trivial) fibration if and only if the underlying maps
on simplicial sets I → J and A → B are so. The cofibrant objects are pairs (A, I) such that An
is a free R-algebra on a subset Xn ⊂ An, the ideal In is generated by a subset of these generators
Yn ⊂ Xn, and both Xn and Yn are preserved by the degeneracy maps.
Lemma A.0.4. If (A, I) → (B, J) is a weak-equivalence of cofibrant objects in P, then A/In →
B/Jn is a weak equivalence for every n ≥ 1.
Proof. The induced map A/I → B/J is a weak equivalence by the 5-lemma. The I-adic filtration
of the simplicial commutative A-algebra A/In is finite, and because I is level-wise regular the
canonical map is a weak-equivalence
Sym≤n−1A/I (I/I
2)
∼=
−→ gr(A/In).
The same holds for the pair (B, J), so it suffices to show that the map SymA/I(I/I
2)→ SymB/J (J/J
2)
is a weak-equivalence. Both A/I and B/J are level-wise polynomial, and I/I2 and J/J2 are level-
wise free models for a shift of the relative cotangent complex of A→ A/I and B → B/J respectively.
The claim follows from the fact that the cotangent complex is intrinsic to the maps A→ A/I. 
Lemma A.0.5. Let (A, I) → (B, J) be a morphism in P such that I and J are level-wise regular
ideals. If the canonical map B ⊗LA (A/I) → B/J is a weak-equivalence, then so is the map B ⊗
L
A
(A/In)→ B/Jn for all n.
Proof. The argument is essentially the same as the previous lemma. The canonical map of A-
modules A/In → B/Jn preserves the adic filtration, so it suffices to show that the induced map on
associated graded pieces
B ⊗LA SymA/I(I/I
2) ∼= (B ⊗LA A/I)⊗
L
A/I SymA/I(I/I
2)→ SymB/J(J/J
2)
is a weak-equivalence. I/I2 and J/J2 are level-wise free, so they model the shifted relative cotangent
complex of A → A/I and B → B/J respectively. The claim then follows from the fact that the
relevant cotangent complex is preserved by base change. 
Construction A.0.6 (Adic completion). Given a surjective map A → B, we let A → A′ →
B be the functorial factorization as an acyclic cofibration followed by a fibration for the usual
simplicial model structure on simplicial commutative algebras. Then the fact that π0(A
′)→ π0(B)
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is surjective implies that A′ → B is surjective, so B ∼= A′/I ′ for some simplicial ideal I ′ ⊂ A′.
We then let (A′′, I ′′) be a functorial cofibrant replacement for (A′, I ′) ∈ P in the simplicial model
structure discussed above. We define
Cpladic(A→ B) :=
(
A′′ → · · · → A′′/(I ′′)n+1 → A′′/(I ′′)n → · · · → A′′/I ′′
)
,
where the right-hand-side is regarded as an element of the diagram category Fun((N∪{∞})op, sAlgR).
This functor is well-defined, up to weak-equivalence of the diagram (A → B), by Lemma A.0.4
above.
Note that there is a forgetful functor between diagram categories F : (A∞ → · · · → An+1 →
An → · · · → A2 → A0) 7→ (A∞ → A0), and F ◦ Cpl
adic(A → B) = A′′ → A′′/I ′′ is canonically
weakly equivalent to A→ B.
Proof of Theorem A.0.1. X is quasi-compact and quasi-separated, so we may present X as the
geometric realization of a simplicial object X• in the full∞-subcategory of affine derived R-schemes
AffR. We have a defining equivalence of ∞-categories
AffopR = N(sAlg
◦
R),
where the right-hand-side is underlying ∞-category of sAlgR, i.e., the simplicial nerve of the sim-
plicial category of cofibrant and fibrant objects. We can therefore identify X• with a cosimplicial
object A• ∈ Fun(∆, N(sAlg◦R)). By [L1, Prop. 4.2.4.4], we have an equivalence
N(((sAlgR)
∆)◦) ∼= Fun(∆, N(sAlg◦R)),
where the left side denotes the underlying∞-category of the simplicial model category of cosimpli-
cial simplicial commutative R-algebras, with its projective model structure.
So up to equivalence, A• comes from an actual cosimplicial object in sAlgR. Likewise, the closed
immersion S →֒ X comes from an actual map of cosimplicial objects A• → B• in sAlgR that is
level-wise surjective. A• → B• is also cocartesian in the sense that for any map An → Am coming
from the cosimplicial structure, the canonical map A[m] ⊗
L
A[n]
B[n] → B[m] is a weak equivalence.
We now apply Construction A.0.6 level-wise to obtain a diagram of cosimplicial objects in sAlgR
Cpladic(A• → B•) =
(
(A′′)• → · · · → A•n+1 → A
•
n → · · · → A
•
0
)
,
along with a canonical weak-equivalence if diagrams
(A• → B•) ∼ ((A′′)• → A•0).
The latter identifies the geometric realization of the simplicial object |Spec((A′′)•)| with X. Lemma A.0.5
implies that each map (A′′)• → A•n is cocartesian in the above sense, and thus the closed immersion
of simplicial objects Spec(A•n) → Spec((A
′′)•) descends to a closed substack of the geometric real-
ization. We define S(n) →֒ X to be the corresponding closed substack under the same identification
X ∼= |Spec((A′′)•)|. Thus we have our N-indexed system of closed derived substacks
S ∼= S(0) →֒ S(1) →֒ · · · →֒ X.
Note that because the relative cotangent complex satisfies smooth descent over X, the canonical
isomorphisms fib(A•n → A
•
n−1)
∼= SymA•0(LA0/A[−1]) descend to the stated isomorphisms in the
theorem. Because S0 → X is an almost finitely presented closed immersion, LS0/X ∈ APerf(S0) and
i∗(−) preserves APerf, and it follows by induction that OS(n) ∈ APerf(X) for all n.
The claims (1)-(4) of the theorem are smooth-local over X, so it suffices to verify them in the case
where X = Spec(A) is affine. The claim (1) in the affine case is immediate from Construction A.0.6.
The remaining claims are exactly the conditions (2)-(4) of Lemma A.0.2 (using the fact that for an
almost perfect complex M , τ≤d(M) is perfect to order d+1 for any d, and any d-truncated complex
that is perfect to order d+ 1 is the truncation of some almost perfect complex).
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So, to complete the proof, we must show that for a surjective map A → B, the system
Cpladic(A → B) of Construction A.0.6 satisfies the equivalent conditions of Lemma A.0.2. So,
if (A, I) is a cofibrant object of P, then we must show that for any d ≥ 0, the canonical map
π0(A/I)→ τ≤d((A/I
n)⊗LA π0(A/I))
is a weak equivalence for all n ≫ 0. By Lemma A.0.5, it suffices to replace A → A/I with the
morphism π0(A/I)→ π0(A/I) ⊗
L
A (A/I), and to show that if we denote
Cpladic(π0(A/I)→ π0(A/I)⊗
L
A (A/I)) =
(
B → · · · → B/Jn+1 → B/Jn → · · · → B/J
)
,
then τ≤d(B) → τ≤d(B/J
n) is a weak-equivalence for n ≫ 0. Note that π0(B) → π0(B/J) is an
isomorphism, and π1(B/J) = 0, so π0(J) = 0. Quillen’s theorem, as formulated in [B3, Prop. 4.11],
says that B ∼= R limnB/J
n in this case. Although the statement refers to the limit, the proof
in fact shows that Jn+1 is n-connected for all n, which implies that τ≤n(B) → τ≤d(B/J
n) is a
weak-equivalence for all n≫ 0. 
Appendix B. The canonical complex of a quasi-smooth stack
In this appendix we prove Proposition 2.2.5 after establishing several preliminary results. We
first discuss the two (graded) line bundles we wish to compare more carefully.
The graded determinant of the cotangent complex. Let X be a derived algebraic stack, and let
PicZ(X) ⊂ Perf(X)⊗ be the group-like E∞-monoid of invertible objects and isomorphisms between
them, with monoidal structure given by tensor product. π0(Pic
Z(X)) consists of isomorphism classes
of perfect complexes that are homological shifts of invertible sheaves, where the shift can differ on
different connected components of X. We recall the construction from [H2] of a map of group-like
E∞-monoids
detZ : K(Perf(X))→ PicZ(X), (43)
where K(−) denotes the connective algebriac K-theory of an ∞-category [B2].
Over a field of characteristic 0, BGLn is the left Kahn extension of its classical counterpart, so
the map
∧n : BGLn → BGm in the classical setting extends to the derived setting as well. For any
derived stack X we let (Vect(X)
∼=,⊕) denote the symmetric monoidal ∞-groupoid of locally free
sheaves and isomorphisms with symmetric monoidal structure given by direct sum. The formula
detZ(E) := det(E)[E] =
∧
rank(E)(E)[E]
defines a symmetric monoidal functor of symmetric monoidal ∞-groupoids detZ : (Vect(X)
∼=,⊕)→
(PicZ(X),⊗).
To construct the map detZ of (43), we consider a diagram of symmetric monoidal ∞-groupoids
K(Perf(X)) (Vect(X),⊕)gp
detZ //ioo PicZ(X) ,
where (−)gp denotes the group-like completion of a symmetric monoidal ∞-groupoid. The right
map is the extension of detZ from Vect(X)
∼=, which exists and is unique up to contractible choices
because PicZ(X) is group-like. The map i is constructed in [H2, Sect. 1.1.2].
The maps i and detZ are functorial in X, and thus may be regarded as maps of presheaves of
group-like symmetric monoidal∞-groupoids on X (or equivalently, a presheaf of connective spectra).
The key fact is that i is an isomorphism for affine derived schemes [H2, Thm. 1] and thus gives an
isomorphism after smooth sheafification, and PicZ(−) is already a smooth sheaf, so we define the
determinant as the composition
K(Perf(X))→ Γ(X,K(Perf(−))sh)
detZ ◦(ish)−1
−−−−−−−−→ Γ(X,PicZ(−)) ∼= PicZ(X).
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Example B.0.1. If E is a locally free sheaf on X, regarded as a class in π0(K(Perf(X))), then
detZ(E) =
∧rank(E)(E)[rank(E)].
The fact that detZ is a map of symmetric monoidal ∞-groupoids implies that for any morphism
A→ B in Perf(X), one has an isomorphism detZ(B) ∼= detZ(A)⊗ detZ(cofib(A→ B)).
More generally, we consider a filtered object of Perf(X), which we regard as a sequence of maps
A1 → · · · → An, although it is more precisely defined as an n-gapped object [L5, Defn. 1.2.2.2].
One can consider the cofiber sequence Ai → An → cofib(Ai → An) for any i, and then iterate this
procedure using the induced filtrations on Ai and cofib(Ai → An) until one has constructed An as an
iterated sequence of extensions starting with the associated graded objects Bi := cofib(Ai−1 → Ai),
where A−1 := 0. This results in a sequence of isomorphisms
detZ(An) ∼= det
Z(Ai)⊗ det
Z(cofib(Ai → An))
∼= · · · ∼= detZ(B1)⊗ · · · ⊗ det
Z(Bn).
The fact that detZ is a symmetric monoidal map of symmetric monoidal ∞-groupoids implies
that the homotopy class of the resulting isomorphism detZ(An) ∼= det
Z(B1) ⊗ · · · ⊗ det
Z(Bn) is
independent of the choice of how to realize An as an iterated extension.
For an arbitrary morphism f : X → Y of quasi-smooth algebraic derived stacks, the relative
cotangent complex LX/Y is perfect, so we can consider the graded line bundle det
Z(LX/Y). For
any composition W → X → Y, the additivity of detZ applied to the cofiber sequence f∗(LX/Y) →
LW/Y → LW/X induces a canonical isomorphism
detZ(LW/Y) ∼= det
Z(LW/X)⊗ det
Z(LX/Y)|W. (44)
A longer composition of morphisms W → X → Y → Z induces a filtration LY/Z|W → LX/Z|W →
LW/Z, and applying (44) in different ways results in a diagram of isomorphisms that commutes up
to homotopy
detZ(LW/Z) //

detZ(LW/X)⊗ det
Z(X/Z)|W

detZ(LW/Y)⊗ det
Z(LY/Z)|W // det
Z(LW/X)⊗ det
Z(LX/Y)|W ⊗ det
Z(LY/Z)|W
. (45)
Finally, given a cartesian diagram of quasi-smooth algebraic derived stacks
X′
g

f // X

Y′ // Y
,
the unique vertical arrows that make the following diagram commute
f∗(LX/Y) //

LX′/Y // LX′/X
LX′/Y′ LX′/Yoo g
∗(LY′/Y)oo
OO
are isomorphisms. In particular, we both cofiber sequences in the top and bottom row are canoni-
cally split, and applying detZ(−) gives an isomorphism
detZ(LX′/Y) ∼= f
∗(detZ(LX/Y))⊗ g
∗(detZ(LY′/Y))
that is independent up to homotopy of which of the two cofiber sequences was used.
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The second canonical graded line bundle. For any eventually coconnective morphism of algebraic
derived stacks f : X → Y, as discussed in the proof of Lemma 2.1.3, there is a canonically defined
pullback f IndCoh,∗ : IndCoh(Y) → IndCoh(X) that agrees with the usual pullback f∗ : QC(Y) →
QC(X) under the isomorphism Ψ(−) : IndCoh(−)<∞ ∼= QC(−)<∞ [G, Sect. 11.3].
Any morphism between quasi-smooth algebraic derived stacks is Gorenstein, meaning it is even-
tually coconnective and the relative canonical complex f !(OY) ∈ IndCoh(X) is a graded line bundle
in DCoh(X). If f : X→ Y is representable and Gorenstein, there is an isomorphism
f !(−) ∼= KX/Y ⊗ f
IndCoh,∗(−),
for the canonically defined graded line bundle KX/Y := f
QC,!(OY), as discussed in the proof of
[GR2, Prop. II.9.7.3.4]. As in the case of the cotangent complex, we let KX denote KX/Spec(k). We
note thatKX/Y = Ψ
−1
X
(ωX)⊗f
∗(Ψ−1
X
(ωY)), where ωX = (X→ Spec(k))
!(k) ∈ DCoh(X) ⊂ IndCoh(X)
is the canonical complex.
Given a second representable Gorenstein morphism g : Y → Z, the QC(Y)⊗-linear structure of
f IndCoh,∗(−) gives a canonical isomorphism of functors
(g ◦ f)!(−) ∼= KX/Y ⊗ f
∗(KY/Z)⊗ f
IndCoh,∗(gIndCoh,∗(−)),
which induces a canonical isomorphism of invertible sheaves
KX/Z
∼= KX/Y ⊗ f
∗(KY/Z). (46)
For a composition W→ X→ Y→ Z, the resulting diagram of canonical isomorphisms commutes
up to homotopy:
KW/Z
//

KW/X ⊗KX/Z|W

KW/Y ⊗KY/Z|W // KW/X ⊗KX/Y|W ⊗KY/Z|W
(47)
Finally, given a cartesian diagram of quasi-smooth stacks X′ ∼= X ×Y Y
′, we have canonical
isomorphisms KX′/Y′ ∼= KX/Y|X′ and KX′/X ∼= KY′/Y|X′ . This gives an isomorphism
KX′/Y
∼= KX/Y|X′ ⊗KY′/Y|Y′ , (48)
that does not depend, up to homotopy, on which of the two compositions X′ → X → Y or X′ →
Y′ → Y is used to define it.
Canonical isomorphisms.
Lemma B.0.2. For any regular closed immersion of algebraic derived stacks f : X→ Y, there is a
canonical isomorphism of line bundles φf : KX/Y ∼= det
Z(LX/Y) such that:
(1) For any other regular closed immersion g : Y → Z, under the isomorphisms (46) and
(44) there is a homotopy φg◦f ∼ φf ⊗ f
∗(φg), i.e., the following diagram commutes up to
homotopy
KX/Z
φg◦f //
∼= (46)

detZ(LX/Z)
∼= (44)

KX/Y ⊗ f
∗(KY/Z)
φf⊗f
∗(φg)// detZ(LX/Y)⊗ f
∗(detZ(LY/Z))
. (49)
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(2) For any cartesian square of the form
X′
g′

f ′ // Y′
g

X
f // Y
,
under the canonical isomorphisms KX′/Y′ ∼= (g
′)∗(KX/Y) and det
Z(LX′/Y′) ∼= det
Z(LX/Y), φf ′
is homotopic to (g′)∗(φf ).
Proof. The isomorphism φf is constructed in [GR2, Cor. II.9.7.3.2], so here we verify the compati-
bility conditions (1) and (2).
Proof of (1):
Let ϕ1 denote the right vertical arrow in (49), and ϕ2 : det
Z(LX/Z) ∼= det
Z(LX/Y)⊗f
∗(detZ(LY/Z))
the isomorphism (φf ⊗ f
∗(φg)) ◦ φ
−1
g◦f . We must show that ϕ1 ∼ ϕ2.
It suffices to replace Y and Z with their formal completions along X, by the proof of [GR2,
Cor. II.9.7.3.2]. The construction of deformation to the normal cone [GR2, Sect. II.2.4] is functorial
for maps between formal stacks under X, so deformation to the normal cone gives a sequence of
regular closed immersions of formal stacks under X×Θ and over Θ
X×Θ 
 f˜ // Y˜

 g˜ // Z˜.
Both ϕ1 and ϕ2 extend to isomorphisms over X×Θ
ϕ˜1, ϕ˜2 : det
Z(L
X×Θ/Z˜)
∼= detZ(LX×Θ/Y˜)⊗ det
Z(f˜∗L
Y˜/Z˜).
The composition ϕ˜−11 ◦ ϕ˜2 is an automorphism of det
Z(L
X×Θ/Z˜), i.e., a non-vanishing section of
OX×Θ. We observe that Γ(X × Θ,OX×Θ) ∼= Γ(X,OX), so if ϕ˜
−1
1 ◦ ϕ˜2 is homotopic to the identity
when restricted to the fiber over 0 ∈ Θ, then ϕ1 ∼ ϕ2 as well.
We have therefore reduced the claim to the case where Y and Z are the total spaces vector bundles
over X, f is the zero section, and g is the inclusion of Y as a sub-bundle of Z. Applying the same
argument as above to the deformation to the normal cone of g, we may further assume that this
inclusion is split, i.e., Z ∼= Y×X Y
′ for another vector bundle Y′. ϕ1 and ϕ2 are homotopic because
they are both pulled back from the canonical isomorphism det(Am⊕An)[−m−n] ∼= det(Am)[−m]⊗
det(An)[−n] on the universal example Y = (Am/GLm) × BGLn and Z = A
m ⊕ An/GLm×GLn,
where m and n are the ranks of Y and Y′ respectively.
Proof of (2):
As for the previous claim, we may replace Y with its formal completion along the closed substack
X. The construction of the deformation to the normal cone is compatible with base change, and
using the same argument as in the previous claim, this allows us to reduce to the case where Y→ X
is the total space of a vector bundle, f : X→ Y is the zero section, and Y′ is the pullback of the vector
bundle Y → X along the map g′ : X′ → X. In this case both φf and φf ′ are pulled back from the
universal example of the zero section BGLn →֒ A
n/GLn, so the claim follows from the compatibility
of the base change isomorphisms KX′/Y′ ∼= (g
′)∗(KX/Y) and det
Z(LX′/Y′) ∼= (g
′)∗(detZ(LX/Y)) with
composition of cartesian squares. 
Lemma B.0.3. For any separated and smooth representable morphism of algebraic derived stacks
f : X → Y, there is a canonical isomorphism of line bundles φf : KX/Y ∼= det
Z(LX/Y) such that:
1) claim (1) of Lemma B.0.2 holds for any composition of representable morphisms X → Y → Z
where X and Y are smooth and separated over Z, and X → Y is either a regular closed immersion
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or smooth and separated; and 2) claim (2) of that lemma holds for any cartesian diagram in which
f is smooth, representable, and separated.
Proof. The construction is given in [GR2, Prop. II.9.7.3.4] (whose proof appears to require a sep-
aratedness hypothesis that is not included in the statement). We recall it here so as to verify the
compatibility with base change and composition. Given a smooth morphism f : X→ Y, we consider
the canonical identification KX×YX/Y
∼= p∗1(KX/Y)⊗ p
∗
2(KX/Y), where p1, p2 : X×Y X denote the left
and right projection respectively. If ∆f : X→ X×Y X is the diagonal
KX/X×YX
∼= KX/Y ⊗∆
∗
f (KX×YX/Y)
∨
∼= KX/Y ⊗∆
∗
f (p
∗
1(KX/Y))
∨ ⊗∆∗f (p
∗
2(KX/Y))
∨
∼= ∆∗f (p
∗
2(KX/Y))
∨
∼= K∨X/Y,
and there is an analogous sequence of isomorphisms with detZ(L−/−) in place of K−/−. Under
these isomorphisms, we define φf := (φ
−1
∆f
)∨, where φ∆f : KX/X×YX
∼= detZ(LX/X×YX) denotes the
isomorphism associated to the regular closed immersion ∆f in Lemma B.0.2.
Proof of (1):
Consider a composition as in (1) in which both f and g are smooth, and consider the following
diagram
X

 ∆f //
f
##❋
❋❋
❋❋
❋❋
❋❋
❋
∆g◦f
))
X×Y X

 //
π

X×Z X

Y

 ∆g // Y×Z Y
,
where the square is cartesian and the horizontal arrows are regular closed immersions. The claims
(1) and (2) of Lemma B.0.2 imply that φ∆g◦f ∼ φ∆f ⊗ f
∗(φ∆g ) under the canonical isomorphism
KX/X×ZX
∼= KX/X×YX ⊗ f
∗(KY/Y×ZY)
and the analogous isomorphism for detZ(L−/−). To conclude, we observe that this isomorphism
agrees with the canonical isomorphism KX/Z ∼= KX/Y ⊗ f
∗(KY/Z) under the identifications KX/Z ∼=
K∨
X/X×ZX
, KX/Y ∼= K
∨
X/X×YX
, and KY/Z ∼= K
∨
Y/Y×ZY
discussed above, and the same holds for
detZ(L−/−).
If f is a regular closed immersion, g is smooth, and g ◦ f is smooth, then instead we consider the
following diagram, in which the outer rectangle is cartesian,
X
Graph(f)
))

 ∆g◦f//
f

X×Z X

 id×f // X×Z Y
f×id

Y

 ∆g // Y×Z Y
.
Then Lemma B.0.2 implies that f∗(φ∆g ) ∼ φ∆g◦f ⊗ φf under the canonical isomorphisms
f∗(KY/Y×ZY)
∼= KX/X×ZY
∼= KX/X×ZX ⊗∆
∗
g◦f (OX ⊠KX/Y)
∼= KX/X×ZX ⊗KX/Y
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and the analogous isomorphisms for detZ(L−/−). We conclude by observing that this isomor-
phism corresponds to the canonical isomorphism KX/Z ∼= KX/Y⊗f
∗(KY/Z) under the identifications
KX/X×ZX
∼= K∨X/Z and KY/Y×ZY
∼= K∨Y/Z discussed above, and likewise for det
Z(L−/−).
Proof of (2):
This follows immediately from claim (2) of Lemma B.0.2, because ∆f ′ : X
′ → X′×Y′X
′ is the base
change of ∆f : X→ X×YX along the map Y
′ → Y. The same holds for the canonical isomorphisms
KX′/X′×Y′X′
∼= K∨X′/Y′ and det
Z(LX′/X′×Y′X′)
∼= detZ(LX′/Y′)
∨.

Lemma B.0.4. If S is a quasi-smooth affine derived k-scheme, there is a regular closed embedding
S →֒ Ank . Given a second embedding S →֒ A
n′
k , there are embeddings A
n
k ,A
n′
k →֒ A
m such that the
following diagram commutes:
S //

Ank

An
′
k
// Amk
Proof. Say S = Spec(A) for some a.f.p. semi-free CDGA A. The embeddings S →֒ An and
S →֒ An
′
correspond to maps ψ : k[x1, . . . , xn]→ A and φ : k[y1, . . . , yn′ ]→ A inducing surjections
onto H0(A). These are automatically regular closed immersions if S is quasi-smooth. Consider the
tensor product map
ψ ⊗ φ : k[x1, . . . , xn, y1, . . . , yn′ ]→ A.
This is also surjective on H0. By hypothesis, the image of every yj is homotopic to something in the
image of k[xi], i.e. yj ∼ fj(x1, . . . , xn) for some fj ∈ k[xi]. A choice of such fj defines a surjection
k[xi, yj] → k[xi] such that the composition with ψ is homotopic to ψ ⊗ φ. In the same way, we
construct a surjection k[xi, yj ] → k[yj ] such that the composition with φ is homotopic to ψ ⊗ φ.
The claim follows, where m = n+ n′. 
Lemma B.0.5. For any morphism of quasi-smooth affine derived k-schemes f : S′ → S, there is
a canonical isomorphism φf : KS′/S ∼= det
Z(LS′/S) such that:
(1) For any other morphism g : S → T to a quasi-smooth affine derived k-scheme, the compo-
sition claim (1) of Lemma B.0.2 holds.
(2) For any quasi-smooth morphism g : T → S from an affine derived k-scheme, the base change
claim (2) of Lemma B.0.2 holds.
(3) φf agrees with the isomorphism of Lemma B.0.2 when f is a regular closed immersion, and
it agrees with the isomorphism of Lemma B.0.5 when f is smooth.
Proof. We use Lemma B.0.4 to choose closed embeddings S →֒ Ank and S
′ →֒ Amk , and consider the
commutative square
S′ 
 j′ //
f

An × Am
π

S 
 j // An
.
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We then define φf : KS′/S ∼= det
Z(LS′/S) to be the unique homotopy class of isomorphism that
makes the following diagram commute
KS′/S ⊗ f
∗(KS/An)
∼= //
φf⊗f
∗(φj)

KS′/An+m ⊗ (j
′)∗(KAn+m/An)
φj′⊗(j
′)∗(φπ)

detZ(LS′/S)⊗ f
∗(detZ(LS/An))
∼= // detZ(LS′/An+m)⊗ (j
′)∗(detZ(LAn+m/An))
, (50)
where φj and φj′ are the isomorphisms of Lemma B.0.2, and φπ is the isomorphism of Lemma B.0.3.
To complete the proof, we must show that the homotopy class of φf is independent of the choices
in this definition, and verify claims (1)-(3).
Independence of choice of embedding:
Consider further embeddings i : An →֒ An
′
and i′ : Am →֒ Am
′
, and the corresponding commuta-
tive diagram:
S′ 
 j′ //
f

g
##❍
❍❍
❍❍
❍❍
❍❍
❍
j′′
((
An × Am
π


 i×i′ // An
′
×Am
′
π′

S 
 j // An 
 i // An
′
. (51)
We have the following sequence of canonical isomorphisms:
KS′/S ⊗ f
∗(KS/An′ )
∼= KS′/S ⊗ f
∗(KS/An)⊗ g
∗(KAn/An′ ), ⇐ (46)
∼= KS′/An+m ⊗ (j
′)∗(KAn+m/An)⊗ g
∗(KAn/An′ ), ⇐ j ◦ f
∼= π ◦ j′
∼= KS′/An+m ⊗ (j
′)∗(KAn+m/An′+m′ )⊗ (j
′′)∗(KAn′+m′/An′ ), ⇐ i ◦ π
∼= π′ ◦ (i× i′)
∼= KS′/An′+m′ ⊗ (j
′′)∗(KAn′+m′/An′ ), ⇐ (46).
(52)
Using the commutativity of (47), one can verify that the composition of these isomorphisms is
homotopic to the isomorphism KS′/S ⊗ f
∗(KS/An′ )
∼= KS′/An′+m′ ⊗ (j
′′)∗(KAn′+m′/An′ ) induced by
the isomorphism π′ ◦ j′′ ∼= (i ◦ j) ◦ f .
We have another sequence of isomorphisms identical to (52), but with detZ(L−/−) in place of
K−/− and using (44) in place of (46). Once again the composition gives an isomorphism
detZ(LS′/S)⊗ f
∗(detZ(LS/An′ ))
∼= detZ(LS′/An′+m′ )⊗ (j
′′)∗(detZ(LAn′+m′/An′ )).
that is homotopic to that induced by the isomorphism π′ ◦ j′′ ∼= (i ◦ j) ◦ f , by the commutativity
of (45).
Assume for the moment that either i = id : An → An or i′ = id : Am → Am. Under the sequence
of isomorphisms (52), and the corresponding sequence for detZ(L−/−), we have homotopies
φf ⊗ f
∗(φi◦j) ∼ φf ⊗ f
∗(φj)⊗ g
∗(φi) ⇐ Lemma B.0.2
∼ φj′ ⊗ (j
′)∗(φπ)⊗ g
∗(φi) ⇐ (50)
∼ φj′ ⊗ (j
′)∗(φi×i′)⊗ (j
′′)∗(φπ′) ⇐ Lemma B.0.3/Lemma B.0.2
∼ φj′′ ⊗ (j
′′)∗(φπ′) ⇐ Lemma B.0.2
For the third homotopy, if i = id we have applied claim (1) of Lemma B.0.3, and if i′ = id we have
used the fact that the right square is cartesian and Lemma B.0.2. This shows that the isomorphism
φf defined by the left commuting square in (51) is homotopic to the isomorphism defined by the
outer commuting rectangle in (51). It now follows from Lemma B.0.4 that the homotopy class of
φf is independent of both of the choices of embeddings j and j
′.
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Proof of (1):
Given a second morphism g : S → T , we choose an embedding T →֒ Ap, and consider the
commutative diagram
S′
f //
j′

S
g //
j

T
i

An+m+p
π′ // An+p
π // Ap
We wish to show that under the isomorphisms KS′/T ∼= KS′/S ⊗ f
∗(KS/T ) and det
Z(LS′/T ) ∼=
detZ(LS′/S)⊗f
∗(detZ(LS/T )) the isomorphism φg◦f is homotopic to φf⊗f
∗(φg). As before we have
a sequence of homotopies of isomorphisms KS′/Ap ∼= det
Z(LS′/Ap) (leaving the evident identification
of the source and target between one line and the next implicit for brevity):
φf ⊗ f
∗(φg)⊗ (g ◦ f)
∗(φi)
∼ φf ⊗ g
∗(φg ⊗ g
∗(φi))
∼ φf ⊗ f
∗(φj ⊗ j
∗(φπ)) ⇐ definition of φg
∼ φj′ ⊗ (j
′)∗(φπ′)⊗ (j ◦ f)
∗(φπ) ⇐ definition of φf
∼ φj′ ⊗ (j
′)∗(φπ′ ⊗ (π
′)∗(φπ))
∼ φj′ ⊗ (j
′)∗(φπ◦π′) ⇐ Lemma B.0.3
Therefore, φg⊗g
∗(φf ) satisfies the defining property of φf◦g, so the two isomorphisms are homotopic.
Proof of (2):
We first observe that given any cartesian diagram
T ′
g′ //
f ′

S′
f

T
g // S
, (53)
the claim that φf ′ ∼ (g
′)∗(φf ) under the canonical isomorphisms KT ′/T ∼= (g
′)∗(KS′/S) and
detZ(LT ′/T ) ∼= (g
′)∗(detZ(LS′/S)) is equivalent to the claim that φg′ ∼ (f
′)∗(φg) under the analogous
isomorphisms. To see this, note that the composition of canonical of isomorphisms
(g′)∗(KS′/S)⊗ (f
′)∗(KT/S) ∼= KT ′/T ⊗ (f
′)∗(KT/S)
∼= KT ′/S
∼= KT ′/S′ ⊗ (g
′)∗(KS′/S)
∼= (f ′)∗(KT/S)⊗ (g
′)∗(KS′/S)
is homotopic to the isomorphism that switches the two tensor factors, and the same is true for
the analogous isomorphisms with detZ(L−/−) instead of K−/−. The claim that φf ′ is homotopic
to (g′)∗(φf ) is equivalent to the claim that (g
′)∗(φf ) ⊗ (f
′)∗(φg) ∼ φf ′ ⊗ (f
′)∗(φg). By claim (1)
of this lemma, the latter is homotopic to φg′ ⊗ (g
′)∗(φf ). Hence φf ′ ∼ (g
′)∗(φf ) if and only if
φg′ ⊗ (g
′)∗(φf ) ∼ (f
′)∗(φg)⊗ (g
′)∗(φf ), which is in turn equivalent to φg′ ∼ (f
′)∗(φg).
We can factor g as a composition T →֒ An × Z → Z, and the hypothesis that g is quasi-smooth
implies that the first morphism is a regular closed immersion. Thus we can factor our cartesian
square as a composition of cartesian squares
T ′ 
 //
f ′

An × S′
π′ //
h

S′
f

T 
 // An × S
π // S
. (54)
By the compatibility of the canonical isomorphisms KT ′/T ∼= (g
′)∗(KS′/S) and det
Z(LT ′/T ) ∼=
(g′)∗(detZ(LS′/S)) with composition, it suffices to prove the claim for each of these cartesian squares.
For the left square, vertical base change follows from Lemma B.0.2, and so horizontal base change
follows as well.
For the right cartesian square, it again suffices to show vertical base change. Both maps π and
π′ in (54) are the base change of the projection map An → Spec(k). It therefore suffices to show
that for any quasi-smooth affine k-scheme S, if πAn : A
n × S → An and πS : A
n × S → S are the
projections, then φπS ∼ π
∗
An(φAn→Spec(k)) under the isomorphisms KAn×S/S
∼= π∗An(KAn/Spec(k))
and detZ(LAn×S/S) ∼= π
∗
An(det
Z(LAn/Spec(k)).
We choose an embedding j : S →֒ Am. By definition φπS is defined via the left square of the
following commutative diagram
An × S
πS


j′=id×j// An × Am //
πAm

An

S 
 j // Am // Spec(k)
,
in the sense that φπS ⊗π
∗
S(φj) ∼ φj′⊗ (j
′)∗(φπAm ), where φπAm is the isomorphism of Lemma B.0.3,
where both squares are cartesian. Lemma B.0.2 implies vertical base change for the left square,
and hence horizontal base change holds as well, and Lemma B.0.3 implies horizontal base change
for the right square. Hence the outer rectangle satisfies horizontal base change.
Proof of (3):
If f : S′ → S is a regular closed immersion, we can consider a closed embedding j : S →֒ An and
consider the commutative square
S′
j◦f //
f

An
S
j // An
.
φf is defined in this lemma as the unique homotopy class of isomorphism for which φf ⊗ f
∗(φj) ∼
φj◦f , but by claim (1) of Lemma B.0.2, the previous definition of φf for the regular closed immersion
f already satisfies this condition.
If f : S′ → S is smooth, then we consider the following diagram, in which the square is cartesian:
S′
id
$$❍
❍❍
❍❍
❍❍
❍❍
❍

 ∆f// S′ ×S S
′ p2 //
p1

S′
f

S′ // S
We have already established that with φf as defined in this lemma, id ∼ φ∆f ⊗∆
∗
f (φp1) ∼ φ∆f ⊗
∆∗f (p
∗
2(φf )) ∼ φ∆f ⊗ φf , with φ∆f as defined in Lemma B.0.2. However, this characterizes the φf
for the smooth morphism f as defined in Lemma B.0.3, so the two definitions agree. 
Proof of Proposition 2.2.5. Using the canonical isomorphisms (44) and (46), it suffices to establish
an isomorphism in the absolute setting, i.e., when Y = Spec(k). We know that K∨X ⊗ det
Z(LX) is
the image of a graded line bundle, which we denote LX ∈ Perf(X), under the embedding Perf(X) ⊂
DCoh(X) ⊂ IndCoh(X). Our goal is to construct, for any quasi-smooth locally a.f.p. algebraic
derived k-stack X, a canonical isomorphism OXcl
∼= LX|Xcl . We will use smooth descent.
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Any smooth morphism from an affine derived scheme f : S → X is separated and representable,
so one can combine the canonical isomorphisms (44) and (46) to obtain a canonical isomorphism
f∗(LX) ∼= K
∨
S ⊗ det
Z(LS)⊗KS/X ⊗ det
Z(LS/X)
∨ ∼= LS ⊗ L
∨
S/X. (55)
The isomorphism (φ−1f )
∨ of Lemma B.0.3 provides a trivialization OS ∼= L
∨
S/X, and the isomorphism
φS→Spec(k) of Lemma B.0.5 provides a trivialization OS ∼= LS . So f
∗(LX) has no homological shift,
and under the above isomorphism we can regard φS→Spec(k)⊗(φ
−1
f )
∨ as a nowhere vanishing section
of f∗(LX).
Consider a second smooth morphism from an affine derived scheme g : S′ → S. Then as above
we have canonical isomorphisms
g∗(LS) ∼= LS′ ⊗ L
∨
S′/S , and
g∗(LS/X) ∼= LS′/X ⊗ L
∨
S′/S .
Combining these with the isomorphism (55) gives an isomorphism
g∗(f∗(LX)) ∼= LS′ ⊗ L
∨
S′/S ⊗ LS′/S ⊗ L
∨
S′/X
∼= LS′ ⊗ L
∨
S′/X
that is homotopic to the canonical isomorphism g∗(f∗(LX)) ∼= (f ◦ g)
∗(LX) ∼= LS′ ⊗ LS′/X of (55)
(see the proof of independence of embedding in Lemma B.0.5 for an explanation). It follows from
Lemma B.0.3 and Lemma B.0.5 that under these isomorphisms
g∗(φS→Spec(k) ⊗ (φ
−1
f )
∨) ∼ φS′→Spec(k) ⊗ (φ
−1
f◦g)
∨
as sections of (f ◦ g)∗(LX) ∼= g
∗(f∗(LX)).
We have thus constructed a nowhere vanishing section σf := φS→Spec(k)⊗ (φ
−1
f )
∨ ∈ Γ(S, f∗(LX))
for any smooth morphism from an affine derived scheme f : S → X such that for any smooth
map g : S′ → S, g∗(σf ) is homotopic to σf◦g in Γ(S, (f ◦ g)
∗(LX)). This does not descend to a
section of LX over X without specifying higher coherence data. However, under the canonical map
LX → H0(LX), we can regard σf as a section of f
∗(H0(LX)). The spaces Γ(S, f
∗(H0(LX))) are
discrete because f∗(H0(LX)) is truncated, so it makes sense to say that g
∗(σf ) is equal to σf◦g in
Γ(S, f∗(H0(LX))), and hence the σf descend to a nowhere vanishing section of H0(LX) ∼= i∗(i
∗(LX)),
where i : Xcl →֒ X is the inclusion. This is equivalent to giving an isomorphism OXcl
∼= i∗(LX). 
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