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Training Winner-Take-All Simultaneous
Recurrent Neural Networks
Xindi Cai, Member, IEEE, Danil V. Prokhorov, Senior Member, IEEE, and Donald C. Wunsch II, Fellow, IEEE
Abstract—The winner-take-all (WTA) network is useful in data-
base management, very large scale integration (VLSI) design, and
digital processing. The synthesis procedure of WTA on single-layer
fully connected architecture with sigmoid transfer function is still
not fully explored. We discuss the use of simultaneous recurrent
networks (SRNs) trained by Kalman filter algorithms for the
task of finding the maximum among N numbers. The simulation
demonstrates the effectiveness of our training approach under
conditions of a shared-weight SRN architecture. A more general
SRN also succeeds in solving a real classification application on
car engine data.
Index Terms—Backpropagation through time (BPTT), extended
Kalman filter (EKF), simultaneous recurrent network (SRN),
winner-take-all (WTA).
I. INTRODUCTION
THE simultaneous (or settling) recurrent network (SRN)is designed to approximate static mappings. (See Fig. 1.)
State variables of such a recurrent network are initialized, and
the network as a dynamic system is iterated (usually) until its
outputs converge. Thus, inputs to the network become mapped
to certain outputs, thereby enabling the network to approximate
mappings which are more complex than static mappings ap-
proximated with conventional feedforward networks [9]. More-
over, other settling network architectures such as the Hopfield
network, applied to static optimization tasks, specify all the
weights and connections in advance based on the analysis of
various energy functions [16]. We contend that, especially for
large scale problems, it would be useful to be able to train the
weights, rather than obtain them via application of an analytical
process. This theoretical consideration is among the motivators
for our work.
Backpropagation through time (BPTT) resolves the recur-
rency by unfolding the temporal operation of the network into a
layered feedforward network. Well-organized BPTT can handle
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more general architecture efficiently and homogenously than
other recurrent methods [11]. In literature, BPTT is mistakenly
interpreted by many as the learning algorithm. In this paper, it
is actually just the method of obtaining temporal derivatives,
whereas the extended Kalman filter (EKF) algorithm is the
weight update method utilizing these derivatives [20]. The
EKF method is formulated in terms of state-space concepts,
providing efficient utilization of the information contained in
the input data [29]. Here, we train a shared weight version of the
SRN. The truncated BPTT with multistream EKF is employed.
Very good results are also obtained with the nonlinear Kalman
filter algorithm. In addition, we verify that the SRN can be used
in a practical engine diagnostic application.
In Section II, we discuss the relationship of trained SRNs to
related ideas for WTA, such as MAXNET and the Hopfield net-
work. In Section III, we define the SRN and training algorithm.
In Section IV, we describe the shared-weight SRN. We illus-
trate our simulation results in Section V with conclusions in
Section VI.
II. RELATED WORK
The winner-take-all (WTA) network has played an important
role in the design of learning algorithms; in particular, most
unsupervised learning algorithms such as competitive learning,
self-organizing map and adaptive resonance theory—and has
become the fundamental building block of many complex
systems. Several methods have been proposed to implement
the WTA: MAXNET [1], a discrete-time model, was pro-
posed in order to implement the Hamming network. Several
models based on crossbar topology exist [2]–[4]. In very large
scale integration (VLSI), a series of compact complementary
metal–oxide–semiconductor (CMOS) integrated circuits and
cellular-neural-network-based architectures were designed for
realizing the WTA function [5]–[8]. While architectures such as
the MAXNET and the Hopfield network have been extensively
studied in literature, little attention has been given to the issue
of training such networks for various problems. Generally, the
MAXNET and the Hopfield network are constructed, rather
than trained. The simultaneous recurrent networks (SRNs),
however, tune weights to learn an optimal iterative approxi-
mation to a function by minimizing error. By analyzing the
transient states of the dynamic system, the SRN tries to esti-
mate the general functional relationship, rather than building
a match-up table based on similarity to previous examples
[9]. Research on intelligent control [22] shows that iterative
relaxation SRN possesses is crucial in those tasks, where
feedforward networks do not appear powerful enough. To the
best of our knowledge, there is little existing technique to train
1045-9227/$25.00 © 2007 IEEE
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Fig. 1. Architecture of SRN implementing (1). This particular system assumes that only explicit outputs of the network are fed back as additional inputs (output
feedback), but other SRN architectures are possible, e.g., those which employ state feedback. In our WTA problem, f is defined as a single-layer fully connected
network with a bipolar sigmoid transfer function S [see (4b)]. Y (t) is the transient output vector at time t with Y (t) equal to the previous output vector
Y (t  1). (a) General format of SRN. (b) Flow chart of unfolded SRN, in both temporal and spatial directions.
SRN for WTA in the literature. Therefore, study of training
methods for SRN, through the WTA problem, will help us to
extend SRN to less tractable problems in the future.
The combination of BPTT and EKF algorithms is studied for
training weights in WTA networks with a smooth, nonlinear
transfer function. We are given real numbers, to
, and wish to determine the maximum. The competition in an
-output network is supposed to result in only one positive
output to denote the largest component, the rest of the outputs
being negative.
Most of the work on WTA is based on the saturation transfer
function . In such a system, the “winning” component usu-
ally has the value of “1”, while all the “losing” components
have the value of “ ”. Let or
and
for . In an -neuron
WTA system, , where
is the desired output. Due
to the properties of the saturation function, the equilibrium of
the system must be in the region of [18]. We interpret the
equilibrium the same way as it is done in the Hopfield network
literature, namely, the fixed point at which the neural activations
arrive during their evolution in time.
To illustrate the challenges involved in even a simple SRN
architectures, consider the performance of MAXNET with a
saturation transfer function. The single-layer fully connected
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MAXNET, with the following connection weight matrix, can
be described as:
Such a network must have a nonzero bias to converge to the de-
sired output . Also, the MAXNET cannot achieve the desired
output in a sparsely connected situation, i.e., when some of
the nondiagonal elements of the weight matrix are zero. In [18],
Michel et al. proposed a synthesis procedure for the sparsely
connected situation. However, [19] shows that the synthesis pro-
cedure results in a trivial solution for the WTA problem since the
desired outputs are linearly independent. Furthermore, there
is a lack of procedure for constructing or training networks with
a sigmoid transfer function, the most frequently used one, for
the WTA problem.
III. SRN AND TRAINING ALGORITHM
A. SRN
SRN is an architecture used for function approximation prob-
lems [9], [10]. The SRN uses recurrence to approximate a static
deterministic mapping (Fig. 1). This mapping is
computed by iterating the following:
(1)
where is any feedforward network or system, and is de-
fined as
(2)
The recurrence in SRN is invoked at each time , but it is
not visible from the outside of the network. In applications, the
number of iterations can
be limited to a reasonably large number .
B. BPTT
BPTT can be viewed as unfolding a recurrent network from
a time evolving architecture into its multilayer counterpart,
thereby translating time into space. The relevant history of
input data and network state is saved only for a fixed number
of time steps, defined as the truncation depth and denoted as .
With the truncated depth well selected, BPTT [11] produces
accurate derivatives with reduced complexity and computa-
tional expense than real-time recurrent learning. In BPTT,
computing the derivatives of error with respect to weights, in
a recurrent network, is reduced to computing the derivatives in
each layer, in a feedforward network, and adding them [12].
Derived in reverse order of forward propagation, the ordered
derivatives are appropriately distributed, using the chain rule,
from a given node to all nodes and weights that connect it in the
forward direction [13]. Efficient implementations of BPTT
are described in [14], [20].
C. EKF
The EKF [14], [20] is used for learning the weights of an
SRN. At the th time step, the algorithm of EKF to train the
network with tunable parameters and outputs is performed
by the following recursion:
In the recursion, is a user-specified nonnegative def-
inite weighting matrix usually chosen to be the identity matrix,
is the learning rate usually chosen between and 1,
and is the error vector, which represents the dif-
ference between the desired and actual outputs. The network’s
trainable weights are arranged into an vector (where
has small random values, e.g., of magnitude less than 0.1).
The approximate error covariance matrix is used
to model the correlations or interactions between each pair of
weights in the network. is initialized as a diagonal matrix
with large values (e.g., magnitude around 100). The matrix
forms the derivatives of a function of the network’s out-
puts with respect to its weights. (The derivatives of one output
with respect to all weights are listed in one column.) Finally,
is an diagonal covariance matrix that provides
a mechanism by which the effect of artificial process noise is
included in the Kalman recursion to avoid poor local minima
and divergence. is usually set to the identity matrix with a
scaling factor chosen between and (these values are
problem-dependent, but typical).
The multistream EKF is designed to update the weights
simultaneously satisfying the demands from multiple
input–output pairs [14]. The dimensionality of the derivative
matrix is increased proportionally to the number of streams,
and the corresponding columns in denote the derivatives
of outputs in different streams with respect to the trainable
weights. Similarly, the dimensionality of the error vector
is also proportionally increased. The rest is left unchanged as
in the single-stream EKF. The only extra computational cost is
the inversion of the matrix.
For the recurrent network, computing dynamic derivatives
[23] requires backpropagation of partial derivatives combined
with dynamic derivatives from previous steps. BPTT computes
dynamic derivatives which consist of the matrix in EKF.
Using these derivatives, EKF is applied for the weights update.
For discussions on convergence of gradient-based algorithms
and stability of recurrent network, the reader is referred to [12],
[13], and [24]–[28].
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IV. SHARED-WEIGHT NETWORK MODEL
We consider an -neuron fully connected WTA network. Its
system dynamic can be defined as the following SRN network:
(3)
where is the converged output vector of the network
at time , and is the transient output vector at time with
equal to the input vector , and . The
variable “ ” is an iteration variable for the SRN, while is the
time step governing presentations of external inputs. (In prac-
tice, the sequence is assumed
converged if reaches a limit for sufficiently large
.) is a real matrix, is a real vector of constant
bias values, and the real -dimensional vector-valued function
can be one of the following: 1) saturation function in (4a)






where is the th component of .
We would like to illustrate our SRN-WTA training procedure
for the task of finding the maximum among numbers. [Num-
bers are required to be different only for the purpose of unique
winner. Generally, two or more identical numbers, e.g., (0.8 0.7
0.7 0.6) for , will not affect the final output of the model.]
A shared-weight SRN is more suitable for this problem due to
invariance with respect to the position of the maximum. Similar
with the MAXNET model, we assume that our SRN weights

















where is a positive constant and is a constant bias. The
initial values of and can be randomly selected in the range of
. From (A2), we know that there exist some equilibrium
points within the hypercube if meets certain conditions (see
Appendix). The inputs of neurons at iteration are defined as
for (6)
Clearly, the , for keeps the same order, in
terms of magnitude, as those of . The sigmoid transfer func-
tion is a monotonically increasing function. Therefore, the out-
puts of the active neurons, i.e., , also keep the same order,
which is set by the original inputs .
The shared-weight model can be described using a network
connectivity table similar to that in [20]. The network is rep-
resented by a combination of summation and product nodes. In
the network description, outputs of two bias nodes with weights
and are distributed.
The desired equilibrium point is the point which has only one
component of the output vector at its maximum
whereas all other components should be at their minima. As-
suming the same negative minimum for all such components
and some values for and , we can compute coor-
dinates of the candidate equilibrium point for our shared-weight
SRN by solving the following system of equations (cf. in
Section II):
(7)
After solving (7), one also has to check whether the SRN lin-
earization at the equilibrium point (the
Jacobian of the SRN at this point), where location of the max-
imum is arbitrary between 1 and , is locally stable. This
is equivalent to making sure that all eigenvalues of the matrix
product as in (A1) are within the unit circle. Unfortunately, the
ability to obtain a solution of (7) is not sufficient because it does
not provide a recipe for constructing the desired SRN. We resort
to training an SRN for this task.
V. EXPERIMENTAL RESULTS
A. Experiment on WTA Problem
Simulations were run on SRN for the WTA problem with
various numbers of neurons . The training data are generated
by a random uniform distribution in . The data are divided
into three sets. The easy set contains training samples that satisfy
two conditions
and for
The tough set consists of data that satisfy
and for
The random set is produced from the random uniform dis-
tribution without any limitations. Another random set is
also generated as the test set. All previous training sets are
composed of streams of 600 vectors each. Each stream
denotes a pattern of the maximum index, i.e., the th stream
has with the target and
the target for the rest of the outputs . The maximum
number of iterations of SRN is 50 [instead of in
in (3)]. In (4b), represents the slope of the bipolar sigmoid
function at the point where the sigmoid’s total input is zero.
Large , i.e., , amplifies the differences among the inputs
and facilitates the classification, but expands the saturation
region (small , i.e., , does the opposite). During the
training process, is fixed as a constant so that it will not affect
the convergence. We choose , rather than 1, because it
improved the training process.
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Fig. 2. Example of error plots for all 20 epochs of training our SRN for WTA problem on N = 6. (The first six panels from top to bottom are rmse of individual
streams.)
Random initial weights work well for this task, although we
used the technique of [18] for choosing initial values. During
one epoch of training, all streams of inputs are presented
to the network, with updates of the network weights ( and
) being carried out by the -stream EKF algorithm. The
derivatives of the network outputs are computed according to
the BPTT algorithm with . One epoch of training
corresponds to updates of weights. The network is first
trained on the easy set to find a near-optimal solution (for five
epochs), and then, the tough set is used to help the network clas-
sify close inputs in order to refine the near-optimal solution ob-
tained from previous training samples (ten additional epochs).
Finally, the random set improves the generalization ability and
helps the network avoid local minima (additional five epochs).
Thus, we train a total of 20 epochs. The training on each set is
terminated when the error reaches a predefined threshold (see
Fig. 2). The error of each stream is not approaching zero but
a small constant (see Fig. 3), because the targets are not the
real equilibrium points of the network outputs, which are not
available at the beginning of the training. We choose targets that
provide sufficient margins between the winner and losers [e.g.,
output of winner neuron and that of loser ; so
our ].
The algorithm has found some near-optimal solutions for
and . In most of the misclassified cases, the
difference between the maximum and the second maximum
is less than 1% of the maximum, suggesting that the trained
network still cannot distinguish between two (or more) nearly
identical input numbers. In the case, a solution of
99.7% accuracy (i.e., the percentage of correctly recognized
test inputs) is found on 3600 randomly generated inputs (see
Table I). Among the misclassified cases, the difference between
the maximum and the second maximum is less than 0.1% of the
maximum. (In such situations, when the network misclassifies,
it usually outputs two positive values for both the maximum
and the second maximum.) Some other solutions are also more
than 99% accurate, as checked on a large number, e.g., 3600, of
testing inputs [see Table II; the equilibrium point has only one
positive component corresponding to the maximum location,
and the rest of components are as specified and confirmed
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Fig. 3. Error plots of the last epoch of training our SRN for WTA problem on N = 6 (the last 600-sample-long segment of Fig. 2).
TABLE I
BEST RESULT OF WTA PROBLEM ON N = 6 (STREAM I CONSISTS OF VECTORS THAT THE ith ELEMENT IS THE MAXIMUM.
ACCURACY IS BASED ON 600 SAMPLE VECTORS PER STREAM)
by solving the system (7)]. This demonstrates that the model
produces many high-quality solutions.
Further experiments using the method described in [21] allow
use of a single stream of data from the random set only. We
train the shared-weight SRN [limiting the number of iterations
in (3) to 100] in one pass through 10 000 samples and test
on an independently generated test set of 100 000 samples, con-
firming the same high accuracy described previously. Further-
more, we enable training the self-feedback weight . [The
diagonal element of the matrix in (5) is a constant value of 1,
but we call it and allow its training in this set of experi-
ments.] This results in nearly perfect solutions for and
, and is 99.9% accurate for , (and also obtains better
than 99% accurate solutions for and ). For example,
for and , where the weights of a trained SRN
are , we achieve
99.9% accuracy, with equilibrium coordinates less than 0.001
away from .
The method of [21] also makes it possible to train a nondiffer-
entiable network, because the referred method is derivative-free.
Our preliminary results with the shared-weight SRN-WTA with
nonlinearities indicate that nearly perfect solutions for
680 IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. 18, NO. 3, MAY 2007
TABLE II
SOME OTHER GOOD SOLUTIONS FOR WTA PROBLEM ON N = 6. ACCURACY
IS BASED ON 6 600 = 3600 SAMPLE VECTORS
from four to eight are achievable, but they are more dependent
on initial weights and training parameters than those for the net-
works with of (4b). For example, for the weights
of a trained SRN
result in 99.99% accuracy with equilibrium coordinates at .
B. Engine Data Classification
The final example is application of an SRN to an engine data
classification. There are four classes in both training and testing
data sets, with different numbers of samples in each class. Each
sample consists of 14 elements obtained from a car engine (fac-
tors in an engine diagnostic experiment). Each element repre-
sents a certain diagnostic parameter from a test run on a partially
assembled engine. Various unknown combinations of param-
eter values indicate normal engines, or they may be indicative
of different defects. It is known that the classification problem
(whether the engine is normal or defective, and if so what kind of
defect it is likely to have) is not linearly separable. A 14-10R-4
network with bipolar sigmoid transfer functions in the hidden
and output layers is used. Neurons between different layers are
fully connected. Weights in this SRN are not required to be
symmetric and shared, as they were in the WTA problem of
Section V-A.
The original data are normalized before training and testing.
There are 41, 14, 13, and 10 sample vectors for each class in
the training set, respectively, and 4, 3, 2, and 2 in the testing
set. We arrange training into five streams. Each stream consists
of a sample vector randomly selected from those 78 and
changed for every epoch. After the five streams are presented
to the SRN network, weights are updated at the end of the
epoch. A root-mean-squared error (rmse) is then calculated for
all 78 sample vectors to monitor the training. The training
strategy for BPTT(30) and global EKF (GEKF) is to train for
the first 200 epochs with and , then 800
epochs with and (1000 epochs total).
After 1000 epochs, the rmse drops to 0.019 (see Fig. 4) and the
SRN network identifies all four classes with 100% accuracy, in
both training and testing sets (see Table III). In addition to the
previously mentioned bootstrap like training, a leave-one-out
cross validation is also employed to evaluate the quality of
the learning algorithm. The SRN network is stable in
classifying all four classes, with the mean error vec-
tors
Fig. 4. The rmse of SRN training on engine data classification. The rmse is
calculated based on all 78 training samples after SRN weights are updated by
EKF at each epoch.
TABLE III
SRN ENGINE DATA CLASSIFICATION ON THE TESTING SET
, and the standard
deviation of error vectors
.
VI. CONCLUSION
The SRN offers useful functionality among neural network
models. Training, however, has often proven a barrier. We have
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investigated the SRN for a simple WTA problem for its capa-
bility of comparing theoretically predicted versus actual perfor-
mance. EKF training is shown to be effective for SRN architec-
tures. The issues uncovered in training for this problem extend
to other, less tractable problems. This is demonstrated by ap-
plying the same technique to an engine classification problem.
APPENDIX
Local stability analysis is helpful for understanding whether
the dynamic system, with a specified weight matrix, possesses
and reaches equilibrium points and what are conditions on the
weight update rules [15].
Let represent the output vector of the
SRN. At the equilibrium points, the derivative of SRN outputs
, typically representing solutions for a given problem, has the
property of . The neuron dynamics of SRN is de-
scribed by (3). A bipolar sigmoid with slope coefficient ,
i.e., (4), is assumed as the transfer function for all neurons.
By the chain rule, we have
for where
. After simple substitutions, the
matrix form of the previous equation can be written as (A1),
shown at the bottom of the page. At the equilibrium point, the
vector of partial derivatives in (A1) is set to zero, which can
be achieved by setting the left-most matrix to the zero matrix
of appropriate dimensions. It is noted that if or
, then for all .
Clearly, (A1) shows that the corners of a unit hypercube can be
selected as the equilibrium points of an SRN. Due to properties
of the bipolar sigmoid transfer function, it is impossible to
reach the corners of the unit hypercube in finite time, with
finite values of weights and excitations. Moreover, only a
portion, of , of the vertices, i.e.,
and are desired (but
not precisely attainable) equilibrium points. Other sets of
equilibrium points, within the unit hypercube in the output
space of SRN, can be obtained by solving (A1) as follows:
Since , (A1) can be written as
(A2), shown at the bottom of the page, where is an
identity matrix. If the matrix in the parentheses has an inverse,
then the vector of partial derivatives in (A2) is equal to zero.
The condition for the existence of the inverse matrix leads
to the necessary condition of equilibrium points within the
hypercube. Such internal equilibrium points are attainable in
architectures with bipolar sigmoids for finite values of weights
and excitations.
Assume that we have an equilibrium point inside the hyper-
cube, i.e., with and
. Without loss of generality,


























The determinant of can be obtained as shown in the third
























































































































































































































































































The proposition holds, and it is now proved.
This means that , after some simple substitutions and cal-
culation, is
thus can be obtained by Proposition 1
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(A4)
Therefore
Clearly, is not equal to zero if
i.e. (A3)
and the part in brackets, which is quadratic in , is not equal
to zero, i.e., as shown in (A4), at the top of the page. Thus, a
weight matrix (5), for which the conditions (A3) and (A4) are
satisfied, will guarantee the convergence of the WTA network
to the equilibrium . Furthermore, if the ex-
pression inside the square root in (A4) is less than zero, then the






where the second equation shown at the top of the page holds.
An empirical observation based on extensive simulations per-
formed on WTA problems indicates that the SRN tends to con-
verge to a fixed point, starting with random initial values for the
input vectors. Furthermore, there are proofs that provide suffi-
cient conditions for the SRN with the shared weights and sig-
moid transfer function to have a unique equilibrium point for all
nonzero inputs [17]. However, our problem is sufficiently dif-
ferent to violate conditions of the existing global stability anal-
ysis techniques.
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