This paper deals with scalar delay di® erential equations with dominant delayed terms. Su± cient conditions are obtained for uniform stability, uniformly asymptotic stability and globally asymptotic stability of the equations. The criteria extend and improve some existing ones. The main results are applied to two physiological models. Some counterexamples are also given to show the invalidity of some existing results.
Introduction
Consider the scalar delay di¬erential equation x 0 (t) = ¡ ¶ x(t) + F (t; x t ); t > 0; (1.1) where ¶ 2 R, F : [0; 1) £ C ½ (H) ! R is continuous, F (t; 0) ² 0 and x 0 (t) denotes the left-hand derivative of x(t). Our main concern is the uniform stability of the trivial solution of (1.1). Equation (1.1) includes many model equations (directly or after some transformation) arising from various elds, among which are the model for the survival of red blood cells in an animal, N 0 (t) = ¡ ¶ N (t) + pe ¡rN(t¡½ ) ; t > 0; (1. 2) which has been studied in [3, 8, 9, 11] , the models of hematopoiesis (blood cell production) proposed by Mackey and Glass [10] , N 0 (t) = ¡ rN (t) + n n + N n (t ¡ ½ ) ; t > 0; (1.3) N 0 (t) = ¡ rN (t) + n N (t ¡ ½ ) n + N n (t ¡ ½ )
; t > 0; (1.4) the model of Nicholson's blow®ies proposed by Gurney et al . [5] , N 0 (t) = ¡¯N (t) + pN (t ¡ ½ )e ¡aN (t¡½ ) ; t > 0; (1.5) and the model of hematopoiesis proposed by Gopalsamy and Weng [4] N 0 (t) = ¡ rN (t) + ¬
ds; t > 0: (1.6) Note that (1.2){(1.5) are all autonomous, and thus the local stability of an equilibrium for each of these equations is determined by the stability of its linearization of the equation at the equilibrium, which is of the form x 0 (t) = ¡ ¶ x(t) ¡ ¬ x(t ¡ ½ ); t > 0: (1.7) Equation (1.2) has been studied from early times in the development of stability theory of delay di¬erential equations. From the theory of characteristic equations it is known (see, for example, [6, 7] ) that the zero solution of (1.2) is uniformly stable if and only if ¶ and ¬ satisfy one of the following conditions:
(C 1 ) ¶ > j¬ j;
(C 2 ) ¶ = ¬ sin ² , 0 6 ¬ ½ 6 (² + Note that (C 2 ) implies that ¬ > j ¶ j, which means the delayed term dominates the instantaneous term.
When it comes to an non-autonomous equation, the theory of characteristic equations is not applicable. In such a case, Lyapunov's method is most frequently employed to attack the stability problem. However, constructing a working Lyapunov function/functional is never an easy job, and the resulting conditions on a given equation for its stability heavily depend on the skills (and luck) an author has in constructing the Lyapunov function/functional.
In the case ¶ = 0 in (1.1), Yorke [17] developed a method, which is di¬erent from Lyapunov's, to show that if (H 1 ) there exists a constant ¬ > 0 such that
where M (¿ ) = maxf0; sup s2 [¡½ ;0] ¿ (s)g; and
then the zero solution of the equation
is uniformly stable. For related results, see [1, 2, 6, 12] . Later, Yoneyama [14] and Yoneyama and Sugie [16] extended (H 1 ) and (H 2 ) to more general conditions:
where M (¿ ) is the same as in (H 1 ); and
In a recent paper, Yu [18] made an attempt to extend Yoneyama's result to (1.1) with ¶ > 0, and showed that if ¶ > 0 and (A 1 ) holds, and
then the zero solution of (1.1) is uniformly stable. This paper is a continuation of the aforementioned work. In x 2, we will improve (1.9) to Z t t¡½ a(s)e ¶ (s¡t) ds 6 1 + 1 2
where a(t) 6 ¬ for all t > 0; (1.11) and ¬ is allowed to be 1. Section 3 is dedicated to the case ¶ < 0, and there we will establish some convenient criteria for uniform stability of the trivial solution of (1.1) in this case. In the last section, we will give two counterexamples to some of the main theorems in [15] , which deals with the stability of the zero solution of an equation related to, but more general than, equation (1.1).
Case¸> 0
Lemma 2.1. Assume that (A 1 ) holds and ¶ > 0. For some
Proof. We may assume, without loss of generality, that x(t) > 0 for all t 2 (t 1 ¡ ½ ; t 1 ]. Then, by (1.1) and (A 1 ), we have
The proof is complete.
Lemma 2.2. Assume that (1.11) and (A 1 ) hold, 0 < ¶ < ¬ , and that
Proof. We may assume, without loss of generality that D > 1. Let
In view of (2.3), it su¯ces to show that, for each°> 0,
Suppose that there exist°> 0 and t 3 2 (t 1 ; T ] such that x(t 3 ) = (r +°) and x(t) < (r +°) for all t 2 (t 1 ; t 3 ): (2.6) Then, from (1.1) (1.11), (A 1 ) and (2.6), we have
It follows that t 3 < t 1 + ½ and there exists t 2 2 [t 3 ¡ ½ ; t 1 ) such that There are now two possible cases to consider.
In this case, by (2.1) and (2.10),
In this case, there exists ² 2 (t 1 ; t 3 ) such that
then, by (2.1), (2.8), (2.9) and (2.10),
It follows that x(t 3 ) < (r +°):
Therefore, by (2.1), (2.9) and (2.10),
(r +°)
(r +°):
Cases 1 and 2 imply that we always have x(t 3 ) < (r +°), which contradicts (2.6). Thus (2.4) is true and the proof is complete.
In a similar way, we can show the following lemma. We now state a theorem on the uniform stability of the zero solution of (1.1).
Theorem 2.5. Assume that (1.11) and (A 1 ) hold, ¶ > 0, and that Z t t¡½ a(s)e ¶ (s¡t) ds 6 1 + 1 2
Then the zero solution of (1.1) is uniformly stable.
Proof. Let°2 (0; H) be given, and let¯=
, we shall prove that jx(t)j = jx(t; t 0 ; ¿ )j <°for t > t 0 : (2.13) If ¶ > ¬ , then (1.9) holds and the conclusion follows from Yu [18, theorem 1] . In the sequel, we only consider the case where 0 < ¶ < ¬ . Let D = 1 +
From (1.1) and (A 1 ),
which yields
In view of Gronwall's inequality, we have
Thus, for t 0 6 t 6 t 0 + 2½ , we have
Next we prove that jx(t)j <°for t > t 0 + 2½ : (2.15)
Assume that (2.15) is not true. Then there must be some T > t 0 + 2½ such that jx(T )j =°and jx(t)j <°for t 0 6 t < T . Then x(T )x 0 (T ) > 0. Thus, by lemma 2.1, there exists t 1 2 [T ¡ ½ ; T ) such that x(t 1 ) = 0. Then it follows from corollary 2.4 that jx(t)j 6 sup
which contradicts jx(T )j =°. The proof is now complete. 
Then the zero solution of (1.1) is uniformly asymptotical ly stable.
Proof. In view of theorem 2.5, the zero solution of (1.1) is uniformly stable and so, for any t 0 > 0, there exists¯> 0, which is independent of t 0 , such that ¿ 2 C ½ (¯) implies jx(t)j = jx(t; t 0 ; ¿ )j < If ¶ > ¬ , then the inequality in (1.9) becomes strict and the conclusion follows from [18, theorem 2] . In the sequel, we only consider the case where 0 < ¶ < ¬ . Set 
Let fl n g be an increasing sequence such that l n ! 1 as n ! 1,
jx(s)j < (v +°); n = 1; 2; : : : :
Letting n ! 1 and°! 0, we have v 6 v. Note that < 1. It follows that v = 0. The proof is complete.
Remark 2.7. From the proof of theorem 2.6, we can see (by replacing 1 2 H with M in the proof, where jx(t)j < M for t > t 0 ) that, under the conditions of this theorem, any bounded solution x(t) of (1.1) actually converges to 0 as t ! 1.
Remark 2.8. When equation (1.1) is in the following simpler form,
it is easily seen that (A 1 ) is implied by xf (x) > 0 and jf(x)j 6 jxj for ¡ M 1 < x < M 2 ; (2.21)
where M 1 and M 2 can be 1.
To conclude this section, we apply the main results in this section to (1.2) and (1.3) to obtain globally asymptotic stability of the positive equilibrium. Due to the physiological or biological backgrounds of the model equations (1.2) and (1.3), we assume that the initial conditions for (1.2) and (1.3) are of the type
Theorem 2.9. Assume that ¶ ; p; r; ½ > 0 and
Then every solution of (1.2) and (2.22) tends to the positive equilibrium
Proof. It is easy to show that the solution N (t) of (1.2) and (2.22) exists on [0; 1) and satis es 0 < N (t) < M for some M > 0 for all t > 0. Let x(t) = N (t) ¡ N ¤ . Then ¡ N ¤ < x(t) < M ¡ N ¤ and (1.2) is transformed to (2.20), with a(t) = rp and
By a simple calculation, we can verify that xf (x) > 0 and jf (x)j 6 jxj for ¡ N ¤ < x < 1:
The conclusion follows from remarks 2.7 and 2.8, and the proof is complete.
For (1.3), we have the following result.
Theorem 2.10. Assume that ; ; r; ½ > 0; n > 1 and Proof. It is easily seen that a solution N(t) of (1.3) and (2.22) exists on [0; 1) and satis es 0 < N (t) < M for some constant M > 0, and all t > 0. Let x(t) = N (t) ¡ N ¤ , and
Then x(t) satis es ¡ N ¤ < x(t) < M ¡ N ¤ and the following equation:
Note that
Since n > 1, f (x) has a unique in®ection point at x 0 = ((n ¡ 1)=(n + 1)) 1=n ¡ N ¤ . It follows that xf (x) > 0 and jf (x)j 6 jxj for ¡ N ¤ < x < M ¡ N ¤ :
Hence the conclusion follows from remarks 2.7 and 2.8, and the proof is complete.
Remark 2.11. Kuang [9] also considered the globally asymptotic stability of (1.3) and obtained (see [9, corollary 8.2, p . 156]) the following criterion:
we see that (2.24) improves (2.26).
Remark 2.12. It is interesting to compare, in the case ¶ < ¬ , condition (2.12) in theorem 2.5 with condition (C 2 ) for the linear autonomous equation (1.7) (and hence for the local stability of the corresponding nonlinear equation). In this case, a(t) = ¬ and c := ¶ =¬ < 1. Then (2.12) reduces to
which is equivalent to
On the other hand, condition (C 2 ) can be rewritten as º , which is exactly the necessary and su¯cient condition for the local stability of the positive equilibrium of (2.30). We point out that the range of ¬ ½ for global stability of (2.30) can be further extended beyond 3 2 , say, at least to 37 24 (see, for example, [13] or [9, p. 125] 
The case¸< 0
In this section, we consider the case ¶ < 0. We further assume that j ¶ j 6 a(t) 6 ¬ for all t > 0 (3.1) and ¶ < 0 and ¡ ¶ ½ < 1:
See [15] for a justi cation for conditions (3.1) and (3.2). Moreover, as a replacement of (A 1 ), we need the following condition. 
For ¶ < 0 and ¬ > 0, equation (1.2) is an example of (1.1), and if either ¡ ¶ > ¬ or ¡ ¶ ½ > 1, then the zero solution of (1.1) is unstable. For a continuous function w : [0; 1) ! R, we let w + (t) = maxf0; w(t)g and w ¡ (t) = maxf0; ¡ w(t)g. (3.1) and (3.2) hold. For some t 1 > 0 and (3.1) and (3.2) hold. For some t 1 > 0 and T > t 1 , let x(t) be a solution of (1.1) 
As replacements of [15, lemmas 4.4, 4.5], which may not be correct (see our counterexamples and discussion in x 4), we can establish the following lemmas. 1 ), (3.1) and (3.2) hold. For some t 1 > 0 and T > t 1 + ½ , let x(t) be a solution of (1.1) on [t 1 ¡ 2½ ; T ] such that x(t 1 ) = 0 and x(t) > 0 for all t 2 (t 1 ; T ], and let r = sup s2 [t1 ¡2½ ;t1] jx(s)j. Suppose that there exists ² > 0 such that
Proof. Suppose that there exists t 4 2 (t 1 ;
Then we can choose t 3 < t 4 so that x(t) < (1 ¡ ² + ¶ ½ )r for all t 2 (t 1 ; t 3 ) and
By (1.1), (3.1) and (A
For t 2 [t 1 ; t 3 ], rst integrating (3.10) from t 1 to t,
and then integrating (3.10) from t + s to t 1 with s 2 [¡ ½ ; 0],
Substituting these into (1.1) and using (3.1) and (A ¤ 1 ), we have
If (3.6) holds, it then follows from t 3 < t 1 + ½ that
Hence, by (3.11), we have
In either case, we have a contradiction to (3.9) at t = t 3 , and at the same we have
The proof is complete. (3.1) and (3.2) hold. For some t 1 > 0 and T > t 1 + ½ , let x(t) be a solution of (1.1) on [t 1 ¡ 2½ ; T ] such that x(t 1 ) = 0 and x(t) < 0 for all t 2 (t 1 ; T ], and let r = sup [s2 t1 ¡2½ ;t1] jx(s)j. Suppose that there exists ² > 0 such that (3.6) or (3.7) holds. Then
Proof. The proof is similar to that of lemma 3.4, and is omitted here.
With [15, lemmas 4.4, 4.5] being replaced by the above lemmas 3.4, 3.5, respectively, we now can easily follow the same line in the proofs of [15, theorems 4.1, 4.2], but using lemmas 3.1{3.5 now, to prove the following theorem on the uniform stability of the zero solution of (1.1). (3.1) and (3.2) hold, and that
Then the zero solution of (1.1) is uniformly stable. (3.1) and (3.2) hold, and that
and
Proof. In view of theorem 3.6, the zero solution of (1.1) is uniformly stable and so, for any t 0 > 0, there exists¯> 0, which is independent of t 0 , such that ¿ 2 C ½ (¯) implies jx(t)j = jx(t; t 0 ; ¿ )j < H; t > t 0 : (3.17)
Next we prove that lim
First, assume that x(t) is eventually positive solution. Then there exists T 1 > 0 such that x(t) > 0 for all t > T 1 . By lemma 3.1,
) and (3.1), we have
Integrating the above from T 1 + ½ to T > T 1 + 4½ , we obtain
Suppose that lim inf t! 1 x(t) > 0. Then it follows from (3.14) and (3.19 ) that
which contradicts the fact that x(t) > 0 for all t > T 1 . Thus we have lim inf
Suppose that lim sup t! 1 x(t) > 0. Then, by (3.20) , there exist°> 0 and two sequences fs n g and ft n g tending to 1 such that s n < t n < s n+ 1 , x(s n ) = 1 2°, 1 2°< x(t) <°for all t 2 (s n ; t n ) and x(t n ) =°. Hence, by (3.19),
which yields a contradiction. Thus (3.18) holds. In a similar way, we can show that (3.18) holds for any eventually negative solution x(t) of (1.1). Finally, we show (3.18) for any oscillatory solution x(t) of (1.1). In view of (3.15) or (3.16), there exists ² > 0 such that (3.6) or (3.7) holds. Choose a sequence ft n g tending to 1 such that x(t n ) = 0 and x(t) 6 = 0 for t 6 = t n . Let r n = sup s2 [tn¡2½ ;tn ] jx(s)j. In order to prove (3.18) , it su¯ces to show that, for each n, jx(t)j 6 (1 ¡ ² )r n for all t 2 [t n ; t n+ 1 ]:
We may assume that x(t) > 0 for all t 2 (t n ; t n+ 1 ), since the proof in the other case is similar. If t n+ 1 6 t n + ½ , then, by lemma 3.4, x(t) 6 (1 ¡ ² + ¶ ½ )r n 6 (1 ¡ ² )r n for all t 2 [t n ; t n+ 1 ]:
If t n+ 1 > t n + ½ , then, by lemma 3.4, for all t 2 (t n ; t n+ 1 ). Thus the proof is complete.
Counterexamples
In this last section, we will give two counterexamples to show that some of the main theorems in [15] where c > 0, ½ > 0. In view of (C 2 ), the zero solution of (4. 
