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Dynamical quantum phase transitions are closely related to equilibrium quantum phase transitions for ground
states. Here, we report an experimental observation of a dynamical quantum phase transition in a spinor con-
densate with correspondence in an excited state phase diagram, instead of the ground state one. We observe that
the quench dynamics exhibits a non-analytical change with respect to a parameter in the final Hamiltonian in the
absence of a corresponding phase transition for the ground state there. We make a connection between this sin-
gular point and a phase transition point for the highest energy level in a subspace with zero spin magnetization
of a Hamiltonian. We further show the existence of dynamical phase transitions for finite magnetization corre-
sponding to the phase transition of the highest energy level in the subspace with the same magnetization. Our
results open a door for using dynamical phase transitions as a tool to probe physics at higher energy eigenlevels
of many-body Hamiltonians.
Non-equilibrium quantum many-body dynamics have seen
a rapid progress in recent years due to deepened theoretical
understanding [1–4] and experimental technology advances in
systems, such as trapped ions [5, 6], Rydberg atoms [7], ultra-
cold atoms [2, 8, 9, 11], nitrogen-vacancy centers [12], and
others [13]. One central question in the field concerns the ex-
istence of phase transitions as a system parameter is suddenly
varied (referred to as dynamical quantum phase transitions [2–
4])). Based on different identification features, such a phase
transition can generally be divided into two types. One type
refers to the existence of a non-analytical behavior in a long
time steady state of a local order parameter with respect to
a final Hamiltonian parameter [14, 15]. The other type cor-
responds to the emergence of a singularity in a global order
parameter such as Loschmidt echoes with respect to time af-
ter a quench [16, 17]. Both of these two types of dynam-
ical phase transitions are closely related to the ground state
quantum phase transition. However, exceptions exist and the
Loschmidt echo is allowed to show non-analytical behavior
even though a system parameter is quenched within an iden-
tical ground state phase [8, 18–21]. Moreover, whether the
dynamical phase transition with no correspondence in ground
state phase diagram is related to an excited state quantum
phase transition is still an open question [2, 22–26].
Similar to the ground state quantum phase transitions, ex-
cited state quantum phase transitions refer to the existence of
singularities in the energy or an order parameter of an ex-
cited energy level [22, 23]. While such a phase transition has
been proposed for more than a decade, it has not been ex-
perimentally observed in a many-body quantum system. Re-
cently, Ref. [27] has theoretically proposed a dynamical phase
transition that is closely related to the quantum phase transi-
tion for the highest energy level in a subspace with zero spin
magnetization in a spinor condensate. From this perspective,
the spinor condensate provides an ideal experimental many-
body quantum platform for probing the excited state quantum
phase transitions by quench dynamics. In fact, many non-
equilibrium phenomena, such as spin domains, topological
defects and Kibble-Zurek mechanism, have been experimen-
tally observed in a spinor condensate [28–38]. In addition, the
highest energy level in the subspace has an upper bound in en-
ergy in a finite system, reminiscent of a state with a negative
absolute zero temperature, which has been experimentally re-
alized [39–43].
In this paper, we report the experimental observation of a
dynamical quantum phase transition with correspondence in
the highest energy level phase diagram in a subspace with
fixed spin magnetization in a spinor condensate. Instead of
measuring a long time steady value of an order parameter such
as the number of atoms with zero spin, we probe the value of
the first peak of the time evolution of the atom number ap-
pearing in a short time. By preparing a condensate in an anti-
ferromagnetic (AFM) state, we find that the quench dynamics
show a non-analytical change as a function of the quadratic
Zeeman energy of a final Hamiltonian at qf = 2c2 (c2 de-
scribes an interaction strength) as q is suddenly varied from a
large negative value to qf . Our results are beyond the ground
state phase transition given the absence of a phase transition
at q = 2c2. However, our finding is highly related to the phase
transition between an AFM and a broken-axisymmetry (BA)
phase for the highest energy level in the subspace with zero
spin magnetization. We further measure the quench dynam-
ics for finite magnetization and find singular behaviors deter-
mined by the phase transition on the upper energy level in the
subspace with fixed spin magnetization.
We start by considering a spin-1 BEC described by the fol-
lowing Hamiltonian [44, 45]
Hˆ = c2
Lˆ2
2N
+
1∑
mF=−1
(qm2F − pmF )aˆ†mF aˆmF , (1)
under a widely used single spatial mode approximation, where
a spatial wave function Φ(r) is approximated to be spin inde-
pendent so that the atomic field operator can be decomposed
as ΨˆmF (r) ≈ Φ(r)aˆmF with mF = −1, 0, 1 being the mag-
netic spin quantum number. Here, N is the total atom num-
ber, c2 is the spin-dependent interaction energy, p (q) is lin-
ear (quadratic) Zeeman energy, and Lˆµ =
∑
i,j aˆ
†
i (Fµ)ij aˆj
(µ = x, y, z) is a total spin operator with Fµ being the spin-1
angular momentum matrix along the µ direction and aˆj (aˆ
†
j)
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2being an annihilation (creation) operator.
To explore dynamical quantum phase transitions, we pre-
pare a condensate of sodium atoms in an AFM state with
zero magnetization [equivalent to zero linear Zeeman energy
(p = 0)] and then suddenly change the quadratic Zeeman en-
ergy q to a final value qf at t = 0. As the system evolves under
the final Hamiltonian, the quench dynamics can be measured.
A non-analytic change in the measured quantity as a func-
tion of the final Hamiltonian parameter qf can be regarded
as a signature of dynamical quantum phase transitions. Since
the total magnetization is conserved during the time evolu-
tion, i.e., [Hˆ, Lˆz] = 0, the quench dynamics is restricted in
the subspace with fixed eigenvalue of Lˆz . For sodium atoms,
which have positive c2, without any linear Zeeman energy,
the ground state has a phase transition at q = 0 from an AFM
phase with equally populated atoms on themF = ±1 levels to
a polar phase with all atoms occupying the mF = 0 level [see
Fig. 1(a1)]. After a quench, the dynamics is restricted in the
subspace with zero magnetization. In this subspace, the high-
est energy level exhibits a phase transition at q = 2c2 between
a phase with nonzero population on the mF = 0 level cor-
responding to the BA phase in the mean-field approximation
and an AFM phase and at q = −2c2 between a BA phase and
a polar phase [46], similar to rubidium atoms with negative
c2, as shown in Fig. 1(a2).
In experiments, directly detectable physical quantities are
the number of atoms with spin-mF divided by the total atom
number, i.e., ρmF = aˆ
†
mF amF /N , and their average 〈ρmF 〉
over many experimental ensembles. A dynamical phase tran-
sition is usually characterized by an asymptotic long-time
steady value of a local order parameter, which in our case
can be chosen as 〈ρ0〉∞ = limT→∞ 1T
∫ T
0
〈ρ0〉dt. Fig. 1(b)
shows its increase from zero as qf is decreased from 2c2 (see
also Ref. [2]), in stark contrast to the ground state phase di-
agram without any phase transition at this point. In fact, the
dynamical phase transition at qf = 2c2 corresponds to the
quantum phase transition of the highest energy level in the
subspace with zero magnetization. This connection can be
easily explained in the mean-field approximation. In this ap-
proximation, the ground state for qi = −∞ and the highest
energy state for qi > 2c2 share the same wave function since
they are both in the AFM phase with zero 〈ρ0〉. It follows that
〈ρ0〉 remains zero when we suddenly vary q from −∞ to qf
with qf > 2c2. Yet, when qf < 2c2, the time evolved state
is no longer an eigenstate of ρ0, leading to the appearance of
nonzero values for 〈ρ0〉 as shown in Fig. 2(a). This picture
is also valid in the many-body level given that the initial state
has a significant probability to overlap with the highest energy
state of the final Hamiltonian in the subspace when qf > 2c2.
In real experiments, it is a significant challenge to observe
the long-time average of 〈ρmF 〉 as the long-time relaxation
dynamics is unavoidable. Fortunately, the model Hamilto-
nian Eq .(1) actually describes a system of N spin-1 particles
with effectively infinite-range interactions [2]; this enables
us to characterize the dynamical phase transition by alterna-
tive finite-time observables: ρ0,peak ≡ 〈ρ0〉(t = τpeak) and
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FIG. 1. (Color online) 〈ρ0〉 as a function of the quadratic Zeeman
energy q for (a1) the ground state and (a2) the highest energy state
with zero magnetization. The quench dynamics is achieved by sud-
denly varying q from a large negative value to qf , as schematically
shown by the red arrow. Experimentally observed (b) ρ0,peak and (c)
δρ0,peak with respect to qf , in comparison with the theoretical re-
sults (solid lines). 〈ρ0〉∞ is plotted as a purple line. (d) Experimen-
tally observed occurrence time τpeak of the first peak of 〈ρ0〉 (solid
circles), compared with the theoretical results (black line). Here,
c2/h = 15.2± 0.2 Hz.
δρ0,peak = δρ0(t = τpeak), the value of 〈ρ0〉 and the standard
deviation of ρ0 at the first peak of the spin oscillations, respec-
tively [see Fig. 2] [2]. The occurrence time τpeak of the first
peak is around several tens of milliseconds, making the ex-
perimental observation feasible. Indeed, the dynamical phase
transition at qf = 0 reflecting the ground phase transition has
been experimentally demonstrated [2]. However, to observe
the dynamical phase transition at qf = 2c2, one needs to re-
duce the rapid relaxation toward the ground states for large
qf . We here solve this challenging problem by significantly
reducing the atom number to around 5.8× 103 [46].
In experiments, a spin-1 BEC is produced via an all-optical
procedure as detailed in Ref. [48]. We then apply a mag-
netic field gradient to remove the atoms on |mF = ±1〉 out
of the BEC cloud [49], followed by equilibrating the system
by holding for 1 s. After that, we shine a pi/2-pulse radio
frequency radiation to create a nearly AFM state, which has
zero magnetization and zero component on the mF = 0 level.
Since the experiment is very sensitive to the initial value of
〈ρ0〉 [50], we then immediately apply a microwave pulse for
300 ms with a frequency of 1.7716264 GHz, whose detuning
is zero for the clock transition from |F = 1,mF = 0〉 to
|F = 2,mF = 0〉 [the Rabi rate is about 1.9kHz [51] and
the applied magnetic field ranges from 0.2 G to 0.373 G for
the experiments in Fig. 1(c)]. This pulse allows us to ex-
cite the atoms on the hyperfine level |F = 1,mF = 0〉
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FIG. 2. (Color online) Time evolution of 〈ρ0〉 (blue squares) and
δρ0 (red circles) for (a) qf = 0.9c2 and (b) qf = 2.2c2. (c) and
(d) plot the theoretical predicted results under the same parameters
as (a) and (b), respectively. For each qf and time, we perform 40
times measurements. The background squares show the probability
that a measurement outcome occurs. In (c) and (d), the probability
is obtained by sampling 40 samples using the Monte Carlo method.
Here c2/h = 15.2± 0.2 Hz measured by spin oscillations.
to another level |F = 2,mF = 0〉; these atoms then es-
cape from the trap quickly since the latter energy level is
quite unstable and the atoms on this state suffer a significant
loss. We therefore prepare the initial state with ρ0 = 0 and
mz = ρ1 − ρ−1 ' 0 ± 0.015. Note that we use a relatively
weak microwave field to avoid apparent atom loss.
To study the spin dynamics, the quadratic Zeeman energy
q should be suddenly tuned. This can be experimentally
achieved by controlling a magnetic field or a microwave pulse,
since q = qM + qB , where qM and qB are the quadratic Zee-
man energy induced by the microwave pulse and magnetic
field, respectively [52–54]. During the preparation of the ini-
tial state, we fix the magnetic field so that its contribution to
the quadratic Zeeman energy is equal to our final quadratic
Zeeman energy qf , i.e., qf = qB ∝ B2, which can be easily
identified by measuring the Zeeman splitting induced by the
magnetic field B. Simultaneously, we apply a resonant mi-
crowave pulse (the same pulse is also used to remove the re-
maining atoms on the mF = 0 level), generating a large neg-
ative quadratic Zeeman energy [52]. To achieve the sudden
quench, we quickly switch off the microwave pulse, leading
to the final qf . After that, we perform the measurement of the
fractional population ρ0 via the standard Stern-Gerlach fluo-
rescence imaging technique with respect to time. The experi-
ments are repeated for 40 times at each time for each qf , and
the average value 〈ρ0〉(t) and the standard deviation δρ0(t)
are then determined.
In Fig. 1(b) and (c), we show our experimental results of
ρ0,peak and δρ0,peak as a function of qf , respectively. Both
quantities are zero when qf > 2c2 and then exhibit a lin-
ear increase as qf decreases when qf < 2c2, which agrees
well with our theoretical simulation, predicting the existence
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FIG. 3. (Color online) Quasi static measurement of the quantum
phase transition in the excited state with mz = 0 achieved by slowly
decreasing q across 2c2 after q is suddenly changed to 2.3c2. The
green circles and red squares denote the experimentally observed
〈ρ0〉 and δρ0, respectively, while the purple and black lines denote
the numerical results of the corresponding quantities, respectively.
The blue line depicts the theoretically calculated 〈ρ0〉 versus q for
the highest energy level with mz = 0, while the purple line denotes
this quantity for a time evolved state. Here, c2/h = 13± 0.7 Hz.
of a second-order dynamical phase transition at qf = 2c2.
Fig. 1(d) further illustrates the occurrence time τpeak with re-
spect to qf , showing its sharp increase around qf = 2c2,
consistent with the theoretical expectation that the occurrence
time has a peak at qf = 2c2. Here, only the occurrence time
for qf < 2c2 is measured, while for qf > 2c2, the oscillation
amplitude is too small to be probed. Note that for each qf , the
first peak of 〈ρ0〉(t) is fitted by a Gaussian function to obtain
the occurrence time τpeak and the value of 〈ρ0〉(t) at this time.
The measured dynamical phase transition corresponds to the
highest energy level quantum phase transition.
Fig. 2(a) and (b) display the experimentally observed ρ0
as time progresses for two typical qf across distinct phases.
When qf > 2c2, ρ0 remains zero as time evolves consistent
with our expectation [see Fig. 2(b)and (d)]. When qf < 2c2,
ρ0 exhibits large fluctuations since the dynamical state is no
longer an eigenstate of ρ0 and each experimental measure-
ment gives its eigenvalue associated with a probability pro-
portional to the occurrence times. Their average 〈ρ0〉 and δρ0
over all the ensembles exhibit an oscillation with the first peak
at around t = 63 ms. In addition, we numerically sample
ρ0 40 times via Monte Carlo sampling methods based on the
theoretical probability distribution f(ρ0) of ρ0 for the time
evolved state. The numerical results are plotted in Fig. 2(c)
and (d), showing qualitative agreement with the experimental
results around the first peak. However, as time further evolves,
there appears the deviation that the second peak emerges ear-
lier for the experimental results. We attribute this deviation to
the breakdown of the single spatial mode approximation [2].
Since the time evolved state after the quench corresponds to
the higher energy levels of the final Hamiltonian for the spin
degrees of freedom for zero magnetization, the atoms can re-
lax their energy stored in the spin degrees of freedom into the
spatial degrees of freedom, resulting in the spatial mode exci-
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FIG. 4. (Color online) Theoretically calculated 〈ρ0〉 with respect to
q and mz for (a) the ground state and (b) the highest energy level
for a fixed mz . With nonzero mz , there are two distinct phases
separated by white lines. The solid bold blue lines show the polar
phase with ρ0 = 1 for zero mz . Theoretically calculated (c) ρ0,peak
and (d) 〈ρ0〉∞ in the qf and |mz| plane. (e) Experimentally ob-
served ρ0,peak (solid circles) for mz = 0,−0.4,−0.6 [see arrows in
(a)], in comparison with the theoretical results (solid lines). Here,
c2/h = 14.3± 0.5 Hz.
tation so that atoms do not share the same spatial wave func-
tion, breaking down the single mode approximation. In fact,
such a relaxation process is strongly enhanced for larger c2
probably due to inelastic collisions, hindering the observation
of the dynamical phase transition [46].
To show the presence of the quantum phase transition in
the excited state with mz = 0, we have further performed
the quasi static measurement of the phase transition in the ex-
cited state. This is experimentally achieved by quickly vary-
ing q from a large negative value to qf = 2.3c2 followed by
slowly tuning q across the transition point by q = qf − vt
with v = 3 Hz/s. As time evolves, we perform the measure-
ment of ρ0. In Fig. 3, we plot the measured 〈ρ0〉 and δρ0,
which are in qualitative agreement with the numerical simu-
lation results. The figure also demonstrates that even for the
numerical simulation (see the purple solid line), the transition
point is slightly smaller than 2c2. This arises from the clos-
ing of the energy gap between the highest energy state and its
neighboring energy level, leading to an impulse region where
the state remains unchanged so that ρ0 cannot adapt to the
system change instantaneously. To achieve the precise iden-
tification of the transition point, we need to control q to vary
very slowly. However, such a slow variation takes a long time,
inevitably involving the energy transfer into the spatial modes.
Therefore, the quench dynamics provides an ideal method to
identify the excited state quantum phase transition.
We now study the dynamical phase transition for finite spin
magnetization mz . In Fig. 4(a-b), we map out the ground
state and the highest energy level (in a subspace with fixed
mz) phase diagram in the (q, |mz|) plane, respectively. When
mz 6= 0, both of these two levels exhibit two distinct phases:
the AFM phase with ρ0 = 0 and the BA phase with nonzero
〈ρ0〉. As |mz| rises from 0, the critical points for the former
slightly increase from 0 [see the white line in Fig. 4(a)] and
for the latter slightly decrease from 2c2 [see the white line
in Fig. 4(b)]. For the former (latter), the left (right) region
corresponds to the AFM phase while the right (left) one to
the BA phase. Starting with a state corresponding to an AFM
phase for a large negative quadratic Zeeman energy q, we sud-
denly tune q to qf and then calculate ρ0,peak and 〈ρ0〉∞ as time
evolves. Fig. 4(c) and (d) plot these two quantities in the plane
(qf , |mz|), respectively, illustrating dynamical phase transi-
tions for positive qf , the boundary of which is related to the
phase transition boundary of the highest energy level for a
fixed mz (described by the dashed white lines).
In experiments, we prepare the BEC in an AFM state as pre-
viously described. We then apply a microwave pulse for 10 ms
to excite atoms from the hyperfine level |F = 1,mF = +1〉
to |F = 2,mF = 0〉. Since the lifetime of the atoms on the
level |F = 2,mF = 0〉 is very short, this operation decreases
the number of atoms on |F = 1,mF = +1〉. Using this
procedure, we are able to prepare a state with different mz
by tuning the microwave frequency. After that, we immedi-
ately apply a microwave pulse for 290 ms to pump atoms on
|F = 1,mF = 0〉 to |F = 2,mF = 0〉; this process removes
all atoms on |F = 1,mF = 0〉 for a fixed mz while keeping
the quadratic Zeeman energy a large negative value. Finally,
we suddenly switch off the microwave radiation, leading to a
sudden change of the quadratic Zeeman energy, and then per-
form a measurement for ρ0 as time evolves. Our experimental
results for three distinct mz are shown in Fig. 4(e). We see
clearly the decrease of the critical phase transition points as
|mz| increases, which agrees well with theoretical prediction.
In summary, we have experimentally studied the dynamical
phase transition in a spinor condensate by suddenly tuning the
quadratic Zeeman energy. The dynamical phase transition is
demonstrated by the appearance of a non-analytical change in
the spinor atom number as a function of a final Hamiltonian
parameter. We find that the dynamical phase transition has a
correspondence with the highest energy level phase transition
for both cases of zero and finite magnetization.
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FIG. S1. (Color online) Theoretically calculated (a) energy per particle of the highest excited state in a subspace with zero magnetization, (b)
its first and (c) second derivative with respect to q. The units of E and q are c2.
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FIG. S2. (Color online) Experimentally measured 〈ρ0〉 as a function of time for distinct c2. As the interaction strength c2 is increased by
raising the atom number, 〈ρ0〉 develops nonzero values instead of remaining zero as time progresses, reflecting that the atoms tend to decay
into the ground state with ρ0 = 1 of the final Hamiltonian. Here, qf ≈ 2.1c2.
SUPPLEMENTAL MATERIAL
In the supplementary material, we will show the presence of singularities in the energy of the highest excited state in a
subspace with zero magnetization and show the effects of c2 on the relaxation process.
To illustrate the existence of a singularity in the energy of the highest excited state, we plot the level’s energy in Fig. S1.
Clearly, the second derivative of the energy with respect to q exhibits a discontinuous jump at q = ±2c2, implying the existence
of a second-order excited state quantum phase transition there. This is consistent with the existence of a discontinuous jump for
the first derivative of the order parameter 〈ρ0〉 with respect to q [see Fig. 1(a2)].
To show the effects of c2 on the relaxation process, in Fig. S2, we plot the measured 〈ρ0〉 as a function of time after q is
suddenly quenched to qf = 2.1c2 for different c2, which is controlled by tuning the atom number N , given c2 ∝ N2/5 under
Thomas-Fermi approximation. The figure demonstrates that while 〈ρ0〉 remains smaller than 0.4% for small c2 (there are no
observable atoms for ρ0 except for the noise of a camera), it increases from zero for sufficiently large values of c2, implying
that the system decays toward the ground state of the final Hamiltonian with 〈ρ0〉 = 1. Our results are consistent with previous
observation that the relaxation is stronger for larger qf and c2 [S1, S2].
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