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Abstract
We propose a model under which several inherent prop-
erties of the Exponential Age SEarch routing protocol can
be derived. By making simplications on this model, we are
able to address the issue of the optimality of a parameter of
the protocol and to improve the existing upper bound on its
performance.
1 Introduction
Routing in ad hoc networks is a challenging task for sev-
eral reasons. Due to the absence of a hierarchy and a cen-
tral authority, routing must be performed in a distributed
manner; that is, nodes should decide where to forward an
incoming packet based only on information maintained lo-
cally and information contained in the packet to be routed.
Furthermore, thefactthatnodesaremobileleadstofrequent
and abrupt changes in the topology of the network. This
makes maintaining accurate information on current topol-
ogy quite costly.
TheExponentialAgeSEarchprotocol(EASE),proposed
by Grossglauser and Vetterli [4], is a novel routing mecha-
nism that uses constrained ooding and does not incur com-
munication overhead for route maintenance. In this pro-
tocol, each node maintains in a table the position of each
destination at some time the past. This serves as an esti-
mation of where the destination currently is. The elapsed
time period since the moment that the destination was in
this position is also stored and serves as a measure of accu-
racy for this estimation. A source can route a packet using
this position information; if the destination is not reached
thus, EASE resorts to ooding. More specically, a node
whose estimate of the position is twice as good as the cur-
rent one (i.e. the elapsed time is half) is sought out, and its
estimate of the position of the destination can be used for a
new forwarding attempt.
Another interesting property of EASE is how frugal the
update mechanism it employs is: nodes update their entries
every time a destination is within their transmission radius,
i.e. when two nodes encounter each other while moving.
This means that no maintenance overhead is incurred and
that network mobility plays an important role in the dis-
semination of information.
There are several questions one would like to answer re-
garding EASE. First of all, as noted, Grossglauser et al.
specify that a node containing information that is twice as
accurate is sought out when ooding. It is not clear whether
some other ooding condition would be better. For exam-
ple, one may ood looking for any node that has better in-
formation than the current one, or impose a more stringent
condition, like ooding for a node that has thrice as accu-
rate information about the destination than the current one.
Another issue is computing the total overhead incurred by
the protocol. Since there is no maintenance overhead, this
amounts to the cost incurred during ooding.
An analysis that addresses these issues is quite hard.
Grossglauser et al. propose a model under which, using
a compelling argument, they upper-bound the ooding cost.
However, they obtain the upper bound by making certain
simplications in their analysis. Furthermore, they do not
investigate the optimality of the ooding condition.
In this paper, we propose a new mathematical model for
analyzing EASE. This model can be seen as a transfer of the
model by Grossglauser et al. from the discrete to the con-
tinuous realm. Although certain properties of EASE can be
derived directly from this model, answering the questions
we posed above is still hard. Nevertheless, by making sim-
ilar simplications to the ones employed by Grossglauser
et al. we are able to show several results. First of all, we
show that, in our simplied model, the optimal choice while
ooding is to look for any node that met the destination
more recently, instead of only the ones that have estimates
that are twice as accurate as the current estimate. We then
show that a tighter bound than the one proved by Gross-
glauser et al. can be obtained in our simplied model.2 The EASE Protocol
In this section we give a more precise denition of
EASE. The algorithm can be found in Figure 1. Each node
i maintains a routing table RTi and an elapsed time table
Ti. Let Xi(t) denote the position of node i at time t. For
any node j, RTij contains the coordinates of j at the time of
the last encounter between i and j. If at time 0 the elapsed
time since the last encounter between i and j is t, then the
routing table of i will be RTij = Xj( t). The elapsed time
table entry will be none other than Tij = t.
Routing happens in the above setting as follows. Sup-
pose that a source s wishes to send a packet to a destina-
tion d. Initially, the source node s can send it to the posi-
tion Xd( Tsd), using any of the location-based forwarding
strategies that exist in literature. If the destination is not
reached with this forwarding, either because of a forward-
ing failure or because it is not there anymore, the protocol
resorts to ooding. While ooding, the protocol looks for
any node n such that Tnd < Tsd
2 . After locating such a
node n, the protocol resumes forwarding using the position
information Xd( Tnd). This process is repeated and the
protocol alternates between forwarding and ooding until
the destination is reached. An illustration of this behavior
can be seen in Figure 2.
Route a packet p from s to d
f
i = s; forward p towards d using Xd( Tid);
let a be the node reached with this forwarding;
while (a 6= d) f
ood the network from a until a node n
is reached such that Tnd <
Tid
2 ;
i = n;
forward p towards d using Xd( Tnd);
let a be the node reached with this forwarding;
g
g
Figure 1. The EASE algorithm
Grossglauser et al. use the term anchor points for the
points a in which forwarding fails and ooding is initiated,
and the term messenger nodes for the nodes n that satisfy
Tnd  Tsd
2 . We assume that ooding initiated at a is re-
stricted to the nodes within a distance from a less than the
one between a and n. This is plausible if for example ood-
ing is implemented with an increasing TTL mechanism, i.e.
if consecutive oods with increasing number of hops occur
until a (messenger) node replies to the anchor point.
The choice of Tnd < Tsd
2 as the condition for which a
node is considered a messenger node is not an apparent one.
One may in fact impose any ooding condition of the form
a1
n1
a2
s d
Figure 2. An illustration of the execution of
the EASE algorithm.
Tnd < Tsd, where 0 <   1. Intuitively, small values
of  should make it harder to locate a messenger node, thus
increasing the per-step ooding area. On the other hand, a
small  would mean that the protocol makes larger estima-
tion improvements per step and hence fewer ooding steps
in total are needed to reach the destination. The optimal
value of  is therefore not obvious. In what follows, we
will assume that EASE does not have a specied value ,
and computing its optimal value will be one of our goals.
3 Related Work
Technically, EASE is a position-based routing protocol
(such as GPSR [6]), since the information used to route a
packet to a destination is its position on the plane. Typi-
cally position-based protocols consist of a forwarding strat-
egy, which species how a packet is routed given the des-
tination's position, and a location service, which describes
how the destination's position can be obtained. EASE com-
bines these two by introducing inaccuracy: each node has
its own approximate location service, namely its routing ta-
ble, whose information is gradually rened while routing.
On the other hand, EASE can also be seen as a hybrid
protocol that combines features of both proactive or table-
driven (e.g. DSDV [8]) and reactive or demand-driven pro-
tocols (e.g. AODV [9], DSR [5]). As in proactive protocols,
nodes maintain routing tables; however, the information in
them is inaccurate, and no maintenance overhead is thus re-
quired. Moreover, ooding is used to dynamically improve
the currently available routing information, as in reactive
protocols.
The original paper by Grossglauser et al. [4] contains an
analytical study of EASE, as described in the introduction.
Sarajanovic-Djukic et al. [11] study EASE under the ran-
dom waypoint mobility model. They introduce a modica-
tion of EASE that improves the estimate of the destination's
position, given that the nodes move according to the random
waypoint model, and demonstrate the relative improvement
on protocol performance through simulations. FRESH [2]
2isasimplicationofEASE.Itsmaindifference isthatnodes
maintain only the accuracy tables Ti; the messenger's cur-
rent position serves as an estimate for the destination's posi-
tion. The authors use simulation results to argue that, as the
protocol improves its accuracy, it also progresses in space
and gets closer to the destination. GREP [3] uses next-hop
instead of position information and piggy-backing instead
of last encounters as an update mechanism. To our knowl-
edge, there is no performance analysis on GREP in existing
literature. A proof of its loop freedom can be found in [3].
4 Model
In [4], nodes performed a two-dimensional random walk
on an M  M grid. In our model, nodes perform two-
dimensional Brownian motions on the entire plane. A
Brownian motion can be seen as the limit of a random walk
making innitely many steps of innitesimal length.
The network in our model consists of an innite, count-
able number of nodes. As in section 2, Xi(t) 2 R2 will
denote the position of i at time t. Furthermore, (t) =
fX1(t);X2(t);:::g will denote the set of all nodes in the
network. By denition, (0) is a Poisson eld of density 
spanning over the entire plane R2, i.e. nodes are uniformly
distributed in it with density . Each node i moves indepen-
dently according to a two-dimensional Brownian motion of
variance proportional to v. An encounter between nodes i
and j occurs at time t if their distance is less than a trans-
mission radius r0, i.e. if jXi(t)   Xj(t)j  r0.
We assume that nodes have been moving in the interval
( 1;0] and at time t = 0 a node initiates a route discov-
ery to the destination d. Note that since nodes have been
moving for an innite amount of time every node has en-
countered d with probability 1. As in [4], route discoveries
are considered to last for a negligible period of time, so that
nodes can be considered static while they take place. In ad-
dition, we assume that the node density  is large enough so
that the network is connected and that a packet can always
be forwarded successfully from one anchor point to another.
The parameters of the network are  and v. The length
unit is assumed scaled in such a way that the transmission
radius is r0 = 1=
p
, i.e. the disk dening the neighbor-
hood of a node has unit area. The density  of the net-
work has an intuitive inuence on protocol performance:
the denser the network, the more nodes a destination en-
counters while moving and the less a source would need
to ood in order to nd messenger nodes. The Brownian
motion variance parameter v is directly linked to how fast
nodes move, which also has an intuitive effect on the be-
havior of the protocol. It seems that the faster a destina-
tion moves, the harder it should be to locate; however, a
fast destination should also encounter more nodes, generat-
ing thus more messengers. We will revisit these issues in
Section 6.2.
To answer the questions posed in the introduction, one
needs to introduce a cost as a performance metric under
which protocol behavior can be evaluated. The cost that we
adopt is the total area ooded by the protocol. In dening
this, we use the following notation. We denote with G(T)
the expected area around an anchor point ooded in one
step, given that the anchor point is the position of the desti-
nation at time T ago. We will call G(T) the expected one-
step ooding area. Furthermore, we denote with p(t;T) the
density of the accuracy t achieved though ooding condi-
tioned on the fact that the anchor point is the position of the
destination at time T ago. In other words, t = Tnd is the
elapsed time since the last encounter of the destination d
with the messenger node n that was located through ood-
ing, and p(t;T) is its density (conditioned on the accuracy
T at the anchor point). We will call p(t;T) the density of
the improved accuracy. We model the cost with a function
Q that satises the following equation.
Q(T) = G(T) +
Z T

Q(t)p(t;T)dt T   (1a)
Q(T) = 0 0  T <  (1b)
Thesecondequationstatesthatthecostiszeroiftheelapsed
time since the last encounter with the destination is less than
some parameter . This models the fact that for a small
enough accuracy, the protocol may not have to resort to
ooding in order to locate the destination. The rst equation
is an integral equation of a form known as a linear Volterra
equation of the second kind. It is motivated by the fact that
the total ooding area can be expressed as the area ooded
at the rst ooding step, plus the area ooded in all other
steps.
Volterra equations arise in a variety of physical problems
and have been studied by branches of mathematics such
as functional and numerical analysis. From a probabilis-
tic perspective, eq. (1) can be seen as the expected reward
of a Markov chain with an uncountable number of states;
p(t;T) is then the conditional transition probability density
and G(T) the expected reward per transition.
Grossglauser et al. use a similar cost metric, where they
alsoassumethattheexpectedcostisthesumoftheexpected
costs per ooding step, a concept that leads to the above
Volterra equation in our model. They obtain their cost by
alsocomputingthetotalareaoodedandmultiplyingitwith
thedensityofthegrid. Multiplyingourcostwiththedensity
 of the network leads to a cost equivalent to theirs.
5 Properties of Messenger Nodes
The aforementioned functions G(T) and p(t;T) depend
directly on how many messenger nodes exist, what their ac-
curacies are and how they are positioned around an anchor
3point. In this section, we will investigate these inherent
properties of EASE under our model.
5.1 The number of messenger nodes
Suppose that the destination d follows a deterministic,
xed path given by a continuous function f(t) : [0;+1) !
R2, i.e. Xd = f(t), t  0. The number of nodes it meets in
the interval [0;t] is
Nf(t) = #fi : 90    t s.t. jXi()   f()j  r0g (2)
where #A denotes the number of elements in set A. Then
the following result holds.
Lemma 1. Let Nf(t) be the number of nodes the destina-
tion meets in the interval [0;t] given that it follows the xed
deterministic path f(t), as dened in (2). Then
PfNf(t) = kg =
(f(t))k
k!
e f(t) t  0;k  0; (3)
where f(t) = E[Nf(t)] is an increasing function and
f(0) = . Furthermore, Nf(t) satises the independent
increment property.
The above lemma indicates that fNf(t);t  0g is a non-
homogeneous Poisson process in which bulk arrivals can
happen at time t = 0. The fact that f(0) =  is not sur-
prising, since the expected number of nodes in the unit-area
disk around the destination at time 0 is indeed , the density
of the Poisson eld. The case where f(t) = f(0) for all
t  0 is the special case in which point d does not move but
remains xed. We will distinguish this case by using the
notation N0(t) and 0(t) for the number of points crossing
a xed disk and its expectation respectively. R´ ev´ esz [10]
studied the behavior of N0(t) in the case where the points
forming the Poisson eld  moved according to standard
Brownian motions. Eq. (3) is a generalization of a formula
he gave for the xed disk to any continuous function f and
to Brownian motions of variance proportional to v. The
proof of the generalized case is quite similar to the one for
a xed disk, for which we refer the reader to Theorem 1.3
of R´ ev´ esz [10].
Although the expected values f cannot be described
with basic functions, R´ ev´ esz cites the following result from
Spitzer [12] regarding the asymptotic behavior of 0:
0(t) = 

2vt
logvt
+ (c1 + o(1))
vt
log
2 vt

(4)
where c1 is a constant, independent of v,t and .
In our model, destination d moves according to a Brow-
nian motion B(t) with variance proportional to v, i.e.
Xd(t) = B(t);t  0. We can again dene NB(t) as in (2).
The expected number of nodes it meets will then be the ex-
pected number of nodes a xed destination meets in double
the time, as the following lemma suggests.
Lemma 2. Let B(t) = E[NB(t)] be the expected number
of nodes met by a destination that moves according to a
Brownian motion in the interval [0;t], and 0 = E[N0(t)]
the expected number of nodes that a xed destination meets
in the same interval. Then
B(t) = 0(2t): (5)
Proof. Let i(t) be one if point i has crossed the unit disk
aroundthedestinationuptotimetandzerootherwise. Then
NB(t) =
P
i i(t), thus
E[NB(t)] = E
"
X
i
i(t)
#
=
X
i
E[i(t)]
=
X
i
Pf90    t : jXi()   X()j  r0g
=
X
i
Pf90    t : j ^ Xi()j  r0g
For each i, the probability Pf90    t : jXi()  
X()j  r0g is the probability that i will cross the moving
disk around the destination up to time t. This is equal to
the probability that ^ Xi = Xi   Xd will cross a unit-area
disk xed at the origin. Since Brownian motions Xi, Xd
have variances proportional to v, ^ Xi are Brownian motions
with variances proportional to 2v, which are not pairwise
independent. On the other hand, the sum of these probabil-
ities, i.e. of each ^ Xi crossing a unit-area disk xed at the
origin, is the equal to the corresponding sum if ^ Xi were in-
dependent Brownian motions. Therefore E[NB(t)] is equal
to the expected number of distinct particles crossing a unit-
area disk xed at the origin while moving independently
with variances proportional to 2v.
Equation (3) implies that NB(t) is not Poisson dis-
tributed. The reason is that NB(t) can be expressed as an
average of variables Nf(t) over all possible paths f the
destination may follow, and the average of Poisson ran-
dom variables is, in general, not Poisson. Moreover, NB(t)
cannot be characterized by assuming that the destination is
xed and all other nodes move according to independent
Brownian motions with variance 2v; the distance between
the destination and any point in the Poisson eld is indeed
such a Brownian motion, but these motions are not inde-
pendent, as mentioned in the above proof. These subtleties
complicate our analysis considerably.
5.2 The accuracy of estimates of messenger nodes
As an arrival process, fNB(t);t  0g describes the
number of messenger nodes that met the destination in the
interval [0;t]. As such, it models the epochs of the rst
entries of messenger nodes into the unit-area disk around
4B(t) within the aforementioned interval. However, in our
protocol, the metric of accuracy of an estimate at a mes-
senger node is the elapsed time since the last encounter be-
tween that node and the destination. The epoch of the last
encounter between the destination and a node within an in-
terval [0;t] may be quite different than the rst entry epoch
within that same interval (e.g. it is bound to occur later than
the rst entry epoch).
To make this distinction more precise, we dene the rst
entry epoch after time t of a node i into the unit-area disk
around the destination d as
t+(i;t) = minf :   t;jXi()   Xd()j  r0g: (6)
Similarly, wedenethelastexitepochpriortimetofanode
i out of the unit-area disk around the destination d as
t (i;t) = maxf :   t;jXi()   Xd()j  r0g: (7)
One can show that t+ and t  are well dened random
variables. Using (6), we can dene an arrival process whose
epochs are the rst entry epochs after some time T. This is
none other than
N
+
B(T;t) = #fi : t+(i;T)  T + tg; t  0; (8)
i.e. N
+
B(T;t) is the number of nodes whose rst entry after
T in the disk around the destination happened before T +t.
It is also easy to see that the above process and NB(t) are
related as follows:
NB(t) = N
+
B(0;t) = #fi : t+(i;0)  tg; t  0: (9)
We can similarly dene an arrival process whose epochs are
the last exit epochs prior to some time T:
N
 
B(T;t) = #fi : t (i;T)  T   tg; t  0; (10)
i.e. N
 
B(T;t) is the number of nodes whose last exit prior
to T out of the disk around the destination happened after
T   t. Note that, for a xed T, fN
 
B(T;t);t  0g can be
seen as a counting process that indicates the number of mes-
senger nodes at time T with accuracy in the interval [0;t].
Furthermore, the epoch of the i-th arrival of this counting
process is the elapsed time since the last encounter of a node
i with the destination d, i.e. it is the entry Tid regarding the
destination at node i's table Ti. In that sense, the epochs
of N
 
B(T;t) are quantities of immediate interest for EASE.
The following lemma shows that the above two processes
are governed by the same probability distribution.
Lemma 3. For any xed T, N
 
B(T;t) is identically dis-
tributed as NB(t) = N
+
B(0;t).
Sketch of proof. Assume that at time T all points start mov-
ing backwards following the trajectories that they fol-
lowed in the interval ( 1;T]. At time T, as at any other
time, the point process (T) is a Poisson eld. As points
move backwards they are performing independent Brown-
ian motions by the time reversibility property of the Brow-
nian motion. Finally, the last exit epochs of the original
process become the rst entry epochs in the backward one,
since the last time a point exited the disk becomes the rst
time it enters it now. Thus, in this backward model count-
ing the last exit epochs of the forward model is probabilisti-
cally equivalent to counting the rst entry epochs of points
forming a Poisson eld moving according to independent
Brownian motions. This however is described by the pro-
cess fN
+
B(0;t);t  0g.
5.3 The spatial distribution of messenger nodes
While computing G(T) and p(t;T), it is important to
know where messenger nodes are positioned. In fact, we
need their joint spatial distribution around the anchor point,
since the messenger node that will be located through ood-
ing is the node closest to the anchor point. According to our
model, if the current anchor point at time 0 is the position
of the destination at time T ago, a messenger node is a node
that met the destination in the interval ( T;0]. Under our
model, for large enough T, the displacement of a messenger
node from the anchor point at time 0 can by seen as the sum
of two normal random variables: the destination's displace-
ment from the anchor point until the time of an encounter
with the messenger and the messenger node's displacement
from then on. From this observation one can derive that
a messenger node will be normally distributed around the
anchor point with variance vT, i.e. the distribution of its
coordinates will be
fX;Y (x;y) =
1
22e [x
2+y
2]=2
2
; (11)
where 2 = vT. However, these distributions are not inde-
pendent; although the latter of the two displacements they
are comprised of are independent, the rst ones are not.
Note however that they are independent given the trajectory
of the destination.
The joint spatial distribution of messenger nodes is thus
not easy to obtain, due to the aforementioned interdepen-
dence of their positions. This, along with the fact that the
distribution of NB(t) is not known, makes the analysis of
EASE under our model difcult.
6 An Analysis Under a Simplied Model
As noted in the previous section, it is difcult to deter-
mine the spatial distribution of messenger nodes and the
distribution of NB(t); indeed, it is not clear whether these
quantities can be obtained analytically. For our analysis, we
5introduce two additional assumptions. First, we approxi-
mate NB(t) (and N
 
B(T;t)) with the process ^ NB(t) where
Pf ^ NB(t) = kg =
(0(2t))k
k!
e 0(2t);t  0;k  0; (12)
with 0 described by equation (4). Note that ^ NB(t) has
the same mean as NB(t), but is now given by a non-
homogeneous Poisson process with bulk arrivals at time
zero. Second, we ignore the effect of the correlated part of
the positions of messenger nodes, assuming thus that they
are independent. We note that the nature of the above sim-
plifying assumptions is similar to the ones made in [4].
For this simplied model, we will denote with ^ G(T) and
^ p(t;T) the expected one-step ooding area and the den-
sity of the improved accuracy under the model respectively.
Similarly to (1), the function ^ Q(T) that describes the cost
under this model will be a function that satises the equa-
tions
^ Q(T) = ^ G(T) +
Z 1

^ Q(t)^ p(t;T)dt T   (13)
and ^ Q(T) = 0 for 0  T < .
6.1 Results
Under simplied model, the positions of messenger
nodesandthedestinationareidentically, normallyandinde-
pendently distributed around the current anchor point with
variance vT on each axis. An immediate implication of this
assumption is that messenger nodes are equally likely to be
located through ooding. One can use the above facts to
address the problem of the optimality of the ooding condi-
tion, as described in section 2.
Proposition 1. The value  = 1 is optimal for the EASE
protocol, with respect to function ^ Q.
This proposition is proved in Appendix A. Using this re-
sult and the assumption that fNB(t);t  0g can be approx-
imated by the Poisson process f ^ NB(t);t  0g in the sim-
plied model one can derive the expected one-step ooding
area ^ G(T)andthedensityoftheimprovedaccuracy ^ p(t;T).
The resulting functions are given in the following two lem-
mas whose proofs can be found in Appendices B and C.
Lemma 4. Under the simplied model, for  = 1, the ex-
pected one-step ooding area is:
^ G(T) =
2vT
0(2T)
(1   e 0(2T)): (14)
Lemma 5. Under the simplied model, for  = 1, the den-
sity of the improved accuracy is
^ p(t;T) =
0(t)
(T)   (0)
(1   (T)) (15)
where (t) = 0(2t) and
(T) =
(0)
(T)
+
(T)   (0)
(T)

1   e (T)
(T)
for   t  T,  > 0.
Using the above two lemmas, one can solve the Volterra
equation in 13 and obtain the following upper bound on pro-
tocol performance which is proved in Appendix D.
Proposition 2. Function ^ Q(T) is upper-bounded by
1


1
4
log
2 T + (c(v) + o(1))logT

(16)
where c(v) = 1
2 log(2v)   c1
4 and c1 is as given in Eq. (4).
6.2 Discussion
Let us briey comment on the above results. Proposi-
tion 1 states that the optimal value for  is 1, i.e. the pro-
tocol should search for any node that has better information
than the current. As noted in Section 2, this result is not
obvious. Proposition 2 states that using EASE (with  = 1)
to discover a route to a destination node that was last met at
T time units ago introduces a ooding cost in the order of
log
2 T. We note that the expected distance (shortest path)
between a source and a destination node which met T time
units ago is of order
p
T. This means that the ooding cost
of EASE (with  = 1) is negligible compared to the over-
head required for routing the packet. In [4], the ooding
cost for EASE (with  = 1=2) was shown to be at most of
the order
p
T and hence comparable with the overhead re-
quired for routing the packet. Proposition 2 is therefore an
improvement on the bound in [4].
There are other interesting conclusions one can deduce
from Proposition 2. First, the asymptotic behavior of the
upper bound is independent of v. To see this, note that al-
though v appearsin(16), itdoesnotaffectitsdominant term
(i.e. the log
2(T) term); hence, for large values of T the in-
uence of v on the protocol cost vanishes. This suggests
that the protocol scales well as far as mobility is concerned.
As noted in section 4, the intuition behind this is that, al-
though high mobility makes a destination harder to locate,
it also contributes to the creation of more messenger nodes
and thus also to the restriction of the area ooded.
Moreover, Proposition 2 also suggests a nice behavior in
terms of . The quantity  ^ Q(T) should indicate the number
of nodes that forwarded ooding trafc. By Proposition 2,
the upper bound of  ^ Q(T) is independent of . This result
suggests that the number of nodes involved in the EASE
ooding phases does not depend on the density of the net-
work. A non-rigorous argument for this behavior would be
that although in a dense network ooding the same area is
6more costly than in a sparse network, as noted in section 4,
in a dense network more messenger nodes will be gener-
ated, thus leading to a decrease in the ooding area and the
number of nodes ooded.
7 Conclusions and Future Work
We have proposed a model under which several inherent
properties of the EASE protocol can be computed. Further-
more, we have obtained several interesting results regarding
the performance of EASE under a simplied model. These
results may be seen as incentives to investigate EASE even
further and provide a more thorough analysis. Such an anal-
ysis may in fact be possible; there are indications that the
simplications made in this paper could be amended from
our model and lead to an exact description of EASE. Our
current work focuses on this direction.
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A A proof of Proposition 1
To prove Proposition 1, we will make use of a series of
preliminary lemmas. The following describes the expected
area we need to ood if the number of messenger nodes
is given. In particular, the number of messenger nodes is
assumed to be n   1, and thus there are n possible nodes
in total that may be located through ooding (including the
destination).
Lemma 6. Let (Xi;Yi) 2 R2, 1  i  n, be n in-
dependent, omnidirectional, two-dimensional, normal ran-
dom variables with zero mean and variance 2 = vT on
each axis. Let Ai =   (X2
i + Y 2
i ), 1  i  n, and
A = minAi. Then
E[A] = 2
vT
n
: (17)
Proof. The density distribution of a two-dimensional, om-
nidirectional normal random variable (X;Y ) is described
by (11). Since dxdy = rdrd, in polar coordinates we get
fR;(r;) = r
22e r
2=2
2
. The marginal density of R is
thus fR(r) = r
2e r
2=2
2
. The probability that the area Ai
is greater than r2 is therefore
PfAi > r2g =
Z 1
r

2e
 
2
22 d = e
  r2
22
where 2 = vT. Thus, the probability that the area A that
is greater than r2 is
PfA > r2g =
Y
i
PfAi > r2g = e
  nr2
22
since Ai are independent. Therefore, the probability that
the area A is greater than a value a is PfA > ag = e
  na
22
and its expected value is
E[A] =
Z 1
0
PfA > agda = 2
2
n
where 2 = vT.
Assume now that we wish to route a packet to the des-
tination at time 0 and that we are given the accuracies of
messenger nodes, i.e. if Si are the epochs of the arrival pro-
cess formed by the accuracies of the messenger nodes (see
7Appendix C for a more elaborate description of this pro-
cess), we have that Si = ti, i 2 f1;2;:::g are given and
S0 = t0 = 0 is the accuracy of the destination itself. Ac-
cording to our simplied model (and our original model as
well), many nodes may have zero accuracies, but all other
nodes have distinct accuracies with probability one. Hence,
we can order nodes so that ti > tj if i > j > s, for some
value s  0, and ti = 0 for all i  s.
By Lemma 6, the expected one-step ooding area from a
point where the accuracy is tn is ^ G(tn) =
2
2(tn)
n , where
2(t) = vt. Since all messenger nodes and the destina-
tion are equally likely to be located through ooding, the
density of the improved accuracy from a point with accu-
racy tn (given that the accuracies of all messenger nodes are
known), where n > s, is ^ p(ti;tn) = 1
n, for 0  i  n   1.
Hence, equation (13) becomes
^ Q(tn) =
22(tn)
n
+
n 1 X
i=0
^ Q(ti)
n
; tn   (18)
and ^ Q(tn) = 0 otherwise. The following lemma is a conse-
quence of the monotonicity of 2(t) and we omit its proof
for reasons of brevity.
Lemma 7. Function ^ Q, as dened in (18), is an increasing
function, i.e. for every ti > tj we have ^ Q(ti)  ^ Q(tj).
We will now show that, by adding a new messenger
node, function ^ Q can only be improved.
Lemma 8. Let p be a new messenger node with accuracy
tp such that tn 1 < tp < tn for some n  1. Let ^ Q0(t) be
the cost function if we consider this messenger node when
ooding and ^ Q(t) the one if we do not consider it. Then,
^ Q0(ti)  ^ Q(ti) for all i 2 N.
Proof. If tp <  this is trivially true. Assume thus that
tp  . Notice that
^ Q0(ti) = ^ Q(ti); for all 0  i  n   1 (19)
since, by the denition of the functions ^ Q, ^ Q0, they depend
only on messenger nodes with accuracy better than ti and
are thus not inuenced by the existence of messenger node
p. At the anchor point with accuracy tn, ^ Q(tn) is described
by (18). On the other hand, ^ Q0(tn) is
^ Q0(tn) =
22(tn)
n + 1
+
n 1 X
i=0
^ Q0(ti)
n + 1
+
^ Q0(tp)
n + 1
(19)
=
22(tn)
n + 1
+
n 1 X
i=0
^ Q(ti)
n + 1
+
^ Q0(tp)
n + 1
(20)
where
^ Q0(tp) =
22(tp)
n
+
n 1 X
i=0
^ Q0(ti)
n
(19)
=
22(tp)
n
+
n 1 X
i=0
^ Q(ti)
n
(21)
Therefore, ^ Q0(tn)  ^ Q(tn) becomes
22(tn)
n + 1
+
n 1 X
i=0
^ Q(ti)
n + 1
+
^ Q0(tp)
n + 1

22(tn)
n
+
n 1 X
i=0
^ Q(ti)
n
which is equivalent to
 
22(tn) +
n 1 X
i=0
^ Q(ti)
!
1
n
 
1
n + 1


^ Q0(tp)
n + 1
or
 
22(tn)
n
+
n 1 X
i=0
^ Q(ti)
n
!
1
n + 1

^ Q0(tp)
n + 1
(22)
and by eq. (21) can be written as
22(tn)
n
+
n 1 X
i=0
^ Q(ti)
n

22(tp)
n
+
n 1 X
i=0
^ Q(ti)
n
which is true iff 2(tn)  2(tp). This holds by the mono-
tonicity of 2(t) = vt. Note that inequality (22) implies
that
^ Q(tn)  ^ Q0(tp) (23)
We prove the remaining cases by induction. We know that
^ Q0(tn)  ^ Q(tn). Assume that ^ Q0(ti)  ^ Q(ti) for all n 
i  k   1 for some k > n. We will prove that ^ Q0(tk) 
^ Q(tk). This is equivalent to
22(tk)
k + 1
+
k 1 X
i=n
^ Q0(ti)
k + 1
+
^ Q0(tp)
k + 1
+
n 1 X
i=0
^ Q0(ti)
k + 1

22(tk)
k
+
k 1 X
i=0
^ Q(ti)
k
:
Since ^ Q0(ti)  ^ Q(ti) for all n  i  k 1 by the induction
hypothesis and ^ Q0(ti) = ^ Q(ti) for all 0  i  n   1, it
sufces that
22(tk)
k + 1
+
k 1 X
i=n
^ Q(ti)
k + 1
+
^ Q0(tp)
k + 1
+
n 1 X
i=0
^ Q(ti)
k + 1

22(tk)
k
+
k 1 X
i=0
^ Q(ti)
k
8or, equivalently, ^ Q(tk)  ^ Q0(tp) which is true since
^ Q(tk)  ^ Q(tn) by the monotonicity of ^ Q and ^ Q(tn) 
^ Q0(tp) by (23).
Lemma 8 shows that by considering an existing mes-
senger node, the LER protocol can only improve its per-
formance with respect to function ^ Q under our simplied
model. This immediately implies Proposition 1, since any
halting condition other than the maximal will discard some
messenger nodes.
B A proof of Lemma 4
Lemma 6, proved in Appendix A, describes the expected
area ooded for a given number of messenger nodes. The
following lemma gives the expected ooding area for  = 1
and for a Poisson distributed number of messenger nodes,
as dictated by the simplied model.
Lemma 9. Let (Xi;Yi) 2 R2, 1  i  N +1, be N +1 in-
dependent omnidirectional, two-dimensional, normal ran-
dom variables with zero mean and variance 2 = vT on
each axis, where N is a Poisson distributed random vari-
able with mean . Let Ai = (X2
i + Y 2
i ), 1  i  N + 1
and A = minAi. Then
E[A] =
2vT

(1   e ): (24)
Proof. Given that N = n, by Lemma 6 the conditional ex-
pected minimum area is E[A j N = n] = 2
2
n+1 . Therefore,
the expected area is
E[A] =
1 X
n=0
22
n + 1
e  ()
n
n!
=
22e 

1 X
n=0
()
n+1
n + 1!
=
22

(1   e )
where 2 = vT.
Lemma 4 thus follows from Lemma 9 and equation (12).
C A proof of Lemma 5
Let fN(t);t  0g, be the counting process of the num-
ber of messenger nodes with accuracy in the interval [0;t]
at time 0, and let E[N(t)] = (t) for t  0. We know
that this process is none other than f ^ N
 
B(0;t);t  0g, and
that it is thus identically distributed to f ^ NB(t);t  0g by
Lemma 3. Moreover, (t) = E[N(t)] = ^ B(t) = 0(2t).
W.l.o.g. we assume that the node that corresponds to the
epoch Si of this arrival process is node i.
By (12), fN(t);t  0g is a non-homogeneous Poisson
process with bulk arrivals at time zero. We will denote the
arrival epochs of this process with Si, i  1. Furthermore,
~ N(t) = N(t)   N(0) is a non-homogeneous Poisson pro-
cess independent of N(0) with E[ ~ N(t)] = (t)   (0).
The arrival epochs of this process will be denoted with ~ Si,
i  1.
We assume that we start ooding at time 0 from the po-
sition of the destination at T time ago, i.e. at Xd( T). All
existing messenger nodes and the destination are equally
likely to be found, therefore, if N(T) = n, the probabil-
ity that the i-th messenger node (or the destination) will be
found is 1
n+1. Let X be the time estimate that we will get,
i.e. the time Si since node i had accurate information about
the destination, if we located messenger node i, and zero if
we located the destination. We can formally describe X as
PfX = Si j N(T) = ng =
1
n + 1
0  i  n
where Si, i  1, is the epoch of the i-th arrival of the pro-
cess fN(t);t  0g and S0  0, corresponding to the event
of nding the destination itself.
We will use the following lemma
Lemma 10. Let fN(t);t  0g be a non-homogeneous
Poisson process with E[N(t)] = (t) (possibly with
(0) 6= 0). Given that N(T) = n for some T > 0 and
n > 0, let Y be a random variable dened as
PfY = Si j N(t) = ng =
1
n
where Si is the epoch of the i-th arrival, 1  i  n. Then
PfY  t j N(T) = ng =
(t)
(T)
; 0  t  T:
This lemma is merely a consequence of the properties of
the Poisson process and we omit its proof. A variation of it
can be found in Kovalenko et al. [7, p. 76].
The following lemma describes the probability that the
node located through ooding is the destination or is a mes-
senger node aware of the destination's current position.
Lemma 11.
PfX = 0g =
(0)
(T)
+
(T)   (0)
(T)

1   e (T)
(T)
:
Proof. Given that N(T) = n, we have that the probability
that X = 0 is equal to the probability that the destination
was located or that a messenger node that has accuracy zero
was located. The probability that the destination was lo-
cated is 1
n+1, since all nodes and the destination are equally
likely to be found.
The probability that a messenger node is chosen is n
n+1.
We wish to compute the probability that, given that a mes-
senger node was chosen, it was one with accuracy zero.
9Given that a messenger node is chosen, each of them is
equally likely to be located with probability 1
n. Since
fN(t);t  0g is a non-homogeneous Poisson process with
expected value (t), by Lemma 10, choosing one of its
epochs with equal probability will yield a zero epoch with
probability (0)=(T). Hence we get that
PfX = 0 j N(T) = ng =
1
n + 1
+
n
n + 1
(0)
(T)
=
1
n + 1
+

1  
1
n + 1

(0)
(T)
=
(0)
(T)
+

1  
(0)
(T)

1
n + 1
Thus PfX = 0g can be computed as the expectation over
N(T), where N(T) is Poisson distributed with average
(T). This computation gives us the lemma.
Lemma 12.
PfX  t j X 6= 0g =
(t)   (0)
(T)   (0)
; 0 < t  T: (25)
Proof. If X 6= 0, the messenger node we located is one
of the nodes that are counted in ~ N(T), where ~ N(t) =
N(t)   N(0). Furthermore, ~ N(T)  1, since at least one
such messenger node exists (the one we located). We are
therefore contemplating the probability
Pf ~ X  t j ~ N(T)  1g
where ~ X is the epoch we get if we choose among the epochs
in (0;T] with equal probability, i.e.
Pf ~ X = ~ Si j ~ N(T) = ng =
1
n
; 1  i  n:
However, f ~ N(t);t  0g is a Poisson process with expecta-
tion (t)   (0). Hence, by Lemma 10 we get that
Pf ~ X  t j ~ N(T) = ng =
(t)   (0)
(T)   (0)
;
for 0  t  T. Since Pf ~ X  t j ~ N(T)  1g is equal to
P1
n=1 Pf ~ X  t j ~ N(T) = ngPf ~ N(T) = ng
Pf ~ N(T)  1g
we have
Pf ~ X  t j ~ N(T)  1g =
(t)   (0)
(T)   (0)
which gives us the lemma.
Let (T) = PfX = 0g. From Lemmas 11,12 we get
PfX  tg =
(t)   (0)
(T)   (0)
(1   (T)) + (T)
for 0  t  T. Function ^ p(t;T) is actually @
@tPfX  tg;
which exists for all t   > 0. This implies Lemma 5.
D A proof of Proposition 2
Lemmas 4 and 5 give us ^ G(T) and ^ p(t;T) under the
simplied model. We can thus insert them in the Volterra
equation in (13) and try to obtain a solution for ^ Q(T).
The kernel ^ p(t;T) of (13) is separable, so the solution to
the equation can be obtained by the following formula (see
e.g. Brunner and van der Howen [1]):
^ Q(T) = ^ G(T) +
Z T

^ p(t;T)e(
R T
t ^ p(u;u)du) ^ G(t)dt:
We have that
Z T
t
^ p(u;u)du =
Z T
t
0(u)
(u)   (0)
(1   (u))du

Z T
t
0(u)
(u)   (0)
du = log
(T)   (0)
(t)   (0)
We thus have
^ Q(T)  ^ G(T) +
Z T

0(t)
(t)   (0)
^ G(t)dt

2vT
(T)
+
Z T

0(t)
(t)   (0)
2vt
(t)
dt

2vT
(T)   (0)
+
Z T

0(t)
((t)   (0))
22vtdt
=
Z T

2v
(t)   (0)
dt +
2v
()   (0)
However (t)   (0) = 0(2t)   0(0) where 0(t) is
described by (4). Hence we have
^ Q(T) 
1

Z T

2v
22vt
log 2vt + (d + o(1)) 2vt
log2 2vt
dt+
2v


22v
log 2v + (c1 + o(1)) 2v
log2 2v

=
1

Z T

log2vt
2t
log2vt
log2vt + c1
2 + o(1)
dt +
o(1)logT

=
1


1
4
log
2 vT  
Z T

log2vt
2t
c1
2 + o(1)
log2vt + c1
2 + o(1)
dt
+ o(1)logT

Note that
lim
T!1
R T

log 2vt
2t
c1=2+o(1)
log 2vt+(c1=2+o(1))dt
logT
  c1=4 = 0
10Hence
^ Q(T) 
1


1
4
log
2 2vT   (c1=4 + o(1))logT+
o(1)log(T)

=
1


1
4
log
2 2vT + ( c1=4 + o(1))logT

which gives us the upper bound in the proposition.
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