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Abstract
As a generalization of orbit-polynomial and distance-regular graphs, we introduce
the concept of a quotient-polynomial graph. In these graphs every vertex u induces
the same regular partition around u, where all vertices of each cell are equidistant from
u. Some properties and characterizations of such graphs are studied. For instance, all
quotient-polynomial graphs are walk-regular and distance-polynomial. Also, we show
that every quotient-polynomial graph generates a (symmetric) association scheme.
Mathematics Subject Classifications: 05E30, 05C50.
Keywords: Graph quotient; Distance-faithful partition; Walk-regular partition; Quotient-
polynomial graph; Distance-regular graph; Eigenvalues; Orthogonal polynomials; Inter-
section numbers.
1 Introduction and preliminaries
As expected, the most interesting combinatorial structures are those bearing some kind
of symmetry and/or regularity. In fact, in general, high symmetry imply high regularity,
but the converse does not necessarily holds. Moreover, symmetric structures suggest
definitions of new structures obtained, either by relaxing the conditions of symmetry, or
having the same regularity properties as the original ones. In turn, the latter can give
rise to new definitions by relaxing the mentioned symmetry conditions. In graph theory, a
good example of the above are the distance-transitive graphs, with automorphism group
having orbits constituted by all vertices at a given distance. Attending to their symmetry,
related concepts are the vertex-symmetric, symmetric, and orbit polynomial graphs [2, 3].
Besides, concerning regularity, distance-transitive graphs can be generalized to distance-
regular graphs [1, 4], distance-polynomial graphs, and degree-regular graphs [14]. In this
paper, we introduce the concept of a quotient-polynomial graph, which could be thought
of as the regular counterpart of orbit polynomial graphs. In a quotient-polynomial graph,
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every vertex u induces the same regular partition around u, with the additional condition
that all vertices of each cell are equidistant from u. Some properties and characterizations
of such graphs are studied. For instance, all quotient-polynomial graphs are walk-regular
and distance-polynomial. Our study allows us to provide a characterization of those
distance-polynomial and vertex-transitive graphs which are distance-regular. Also, we
show that every quotient-polynomial graph generates a (symmetric) association scheme.
Throughout this paper, Γ denotes a (connected) graph with vertex set V , edge set E,
and diameter D. For every u ∈ V and i = 0, . . . , D, let Γi(u) denote the set of vertices
at distance i from u, with Γ(u) = Γ1(u), and let eu be the characteristic (u-th unitary)
vector of Γ0(u). The eccentricity of u, denoted by ε(u), is the maximum distance between
u and any other vertex v of Γ. Let Ai be the i-th distance matrix, so that A = A1 is the
adjacency matrix of Γ, with spectrum sp Γ = {λm00 , . . . , λmdd }, where λ0 > λ1 > · · · > λd,
and the superscripts mi = m(λi) stand for the multiplicities. Let Ej , j = 0, . . . , d be the
minimal idempotents representing the orthogonal projections on the λj-eigenspaces . Let
A(Γ) = Rd[A] be the adjacency algebra of Γ, that is, the algebra of all polynomials in A
with real coefficients.
Following Fiol, Garriga and Yebra [9, 10], the uv-entry of Ej is referred to as the
crossed (uv-)local multiplicity of the eigenvalue λj , and it is denoted by muv(λj). In
particular, for a regular graph on n vertices, E0 =
1
nJ and, hence, muv(λ0) = 1/n for
every u, v ∈ V . Since A` = ∑dj=0 λ`jEj , the number of walks of length ` between two
vertices u, v is
a(`)uv = (A
`)uv =
d∑
j=0
muv(λj)λ
`
j (` ≥ 0). (1)
In particular, the (u-)local multiplicities are mu(λi) = ‖Eieu‖2 = (Ei)uu, i = 0, . . . , d,
and satisfy
∑d
i=0mu(λi) = 1 and
∑
u∈V mu(λi) = mi, i = 0, . . . , d.
A graph Γ with diameter D is called h-punctually walk-regular, for some h = 0, . . . , D,
when the number of walks a
(`)
uv for any pair of vertices u, v at distance h only depends on
`. From the above, this means that the crossed local multiplicities muv(λj) only depend
on λj and we write it as mh(λj) (see Dalfo´, Van Dam, Fiol, Garriga, and Gorissen [6] for
more details). Notice that, in particular, a 0-punctually walk-regular graph is the same
as a walk-regular graph, a concept introduced by Godsil and McKay [12] .
A partition pi = {V1, . . . , Vm} of the vertex set V is called regular (or equitable) when-
ever for any i, j = 1, . . . ,m, the intersection numbers bij(u) = Γ(u)∩ Vj , where u ∈ Vi, do
not depend on the vertex u but only on the subsets (classes or cells) Vi and Vj . In this
case, such numbers are simply written as bij , and the m×m matrix B = (bij) is referred
to as the quotient matrix of A with respect to pi.
The characteristic matrix of (any) partition pi is the n×m matrix S = (sui) whose i-th
column is the characteristic vector of Vi, that is, sui = 1 if u ∈ Vi, and sui = 0 otherwise.
In terms of such a matrix, it is known that pi is regular if and only if there exists an m×m
2
matrix C such that
SC = AS.
Moreover, in this case, C = B, the quotient matrix of A with respect to pi. Then, using
this it easily follows that all the eigenvalues of B are also eigenvalues of A. For more
details, see Godsil [11].
2 Partitions around a vertex
In this section we introduce several types of partitions bearing some regularity properties
with respect to a given vertex u. We begin by considering those partitions where all
vertices of the same class are equidistant from u.
Definition 2.1. Let Γ have diameter D. Given a vertex u, a (u-)distance-faithful partition
around u, denoted by pi(u), is a partition V0, V1, . . . , Vr, with r ≥ ε(u) such that V0 = {u}
and, for i = 1, . . . , r, every pair of vertices v, w ∈ Vi are at the same distance from u:
∂(u, v) = ∂(u,w).
Thus, in particular, pi(u) is a distance partition around u whenever v, w ∈ Vi if and
only if ∂(u, v) = ∂(u,w) = i. In other words, Vi = Γi(u) for every i = 0, . . . , r and, hence,
r = ε(u).
For every pair of vertices u, v ∈ V we consider the vectors of crossed local multiplicities
m(u, v) = ((E0)uv, (E1)uv, . . . , (Ed)uv) = (muv(λ0),muv(λ1), . . . ,muv(λd)),
and numbers of `-walks for ` = 0, . . . , d between u and v
w(u, v) = ((A0)uv, (A
1)uv, . . . , (A
d)uv) = (a
(0)
uv , a
(1)
uv , . . . , a
(d)
uv ).
The following result is an immediate consequence of (1) (see, for instance, [6]).
Lemma 2.2. Given some vertices u, v, x, y, we have m(u, v) = m(x, y) if and only if
w(u, v) = w(x, y).
Then, we can define the two following equivalent concepts:
Definition 2.3. A partition pi(u) = {U0, U1, . . . , Ur} is (u-)walk-regular (or (u-)-spectrum-
regular) around a vertex u ∈ V if, for every i = 0, . . . , r the set Ui is constituted by all
vertices v ∈ V with the same vector w(u, v) (or, equivalently, m(u, v)).
Now we will prove that, if a partition is both regular and u-distance-faithful, then it
is also u-walk-regular. Before that, we have the following straightforward lemma.
Lemma 2.4. Every walk-regular partition pi(u) around a vertex u ∈ V is also distance-
faithful around the same vertex.
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Proof. By contradiction, assume that v, w ∈ Ui and ∂(u, v) > ∂(u,w) = `. Then, we
would have a
(`)
uw 6= 0 but a(`)uv = 0, against the hypothesis of u-walk-regularity.
Proposition 2.5. Let σ(u) = {V0, . . . , Vs} be a u-distance-faithful and regular partition.
Then σ(u) defines a u-walk-regular partition pi(u) = {U0, . . . , Ur} with r ≤ s (by the union
of some sets Vi, if necessary).
Proof. To prove that the number of walks a
(`)
uv , with v ∈ Vi, only depend on i and `, we
use induction on `. The result is clear for ` ≤ 1. Now suppose that the result holds for
some ` > 1. Then, for a given v ∈ Vi,
a(`+1)uv =
r∑
j=0
bjia
(`)
uv , i = 0, . . . , r. (2)
and, hence, a
(`+1)
uv = a
(`)
i does not depend on v. Finally, if there are sets Vi1 , Vi2 , . . . with
vertices v having the same vector w(u, v), we consider their union Ui = Vi1 ∪ Vi2 ∪ · · · to
form the claimed u-walk-regular partition.
To prove the converse, we need an extra hypothesis, which in fact leads to a stronger
result in terms of the new concept defined below.
Given a vertex u of a graph Γ, the so-called u-local spectrum is constituted by those
eigenvalues λi of Γ such that Eieu 6= 0 (that is, with nonzero u-local multiplicity mu(λi)).
Moreover, these are referred to as the u-local eigenvalues. Let us consider the vector
space A(u) spanned by the vectors A`eu, ` = 0, . . . , d. Then, it is known that A(u) has
dimension du + 1 and basis eu,Aeu, . . . ,A
dueu; see e.g. [10, 9].
Definition 2.6. Let u be a vertex with du + 1 distinct local eigenvalues. Let pi(u) =
{U0, . . . , Ur} be a u-walk-regular partition, with χi being the characteristic vector of Ui
(note that χ0 = eu). Then pi(u) is said to be quotient-polynomial whenever χi ∈ A(u) for
every i = 0, . . . , du.
In the following result the walk-regular partitions that are quotient-polynomial (and
regular) are characterized.
Theorem 2.7. Let u be a vertex with du + 1 distinct local eigenvalues. Let pi(u) =
{U0, . . . , Ur} be a u-walk-regular partition. Then,
r ≥ du, (3)
with equality if and only if pi(u) is a quotient-polynomial partition. Moreover, in this case
pi(u) is also regular.
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Proof. For i = 0, . . . , r, let a
(`)
i the common value of the number of `-walks from u to every
v ∈ Ui, and let us consider the vector space A(pi(u)) = 〈χ0(= eu),χ1, . . . ,χr〉. Then, as
A`eu = a
(`)
0 χ0 + · · ·+ a(`)r χr (` ≥ 0), (4)
we have that A(u) ⊂ A(pi(u)) and, hence,
du + 1 = dimA(u) ≤ dimA(pi(u)) = r + 1, (5)
which proves (3). Of course, the same conclusion can be reached by considering the
common value mij of the crossed local multiplicities muv(λj), for every v ∈ Ui. Then,
Ejeu = m0jχ0 + · · ·+mdjχd (0 ≤ j ≤ d).
(Only du + 1 of the above equations are not trivially null).
If r = du, we have that A(u) = A(pi(u)), that is, every vector χi is a linear combina-
tion of the vectors A`eu for i, ` = 0, . . . , r, and pi(u) is a quotient-polynomial partition.
Conversely, if pi(u) is quotient-polynomial, we have A(pi(u)) ⊆ A(u). Hence, r ≤ du which,
together with (5) (pi(u) is also walk-regular), leads to r = du.
In fact, the constants of the above linear combinations, which are the coefficients of
the polynomials pi(x) = ωi0 + ωi1x + · · · + ωirxr, can be computed in the following way:
The r + 1 first equations in (4) are, in matrix form,
a
(0)
0 0 · · · 0
a
(1)
0 a
(1)
1 · · · a(1)r
. . .
a
(r)
0 a
(r)
1 · · · a(r)r


eu
χ1
...
χr
 =

eu
Aeu
...
Areu
 .
But the coefficient matrix W with entries (W )`i = a
(`)
i , for `, i = 0, 1, . . . , r, is a change-
of-basis matrix and, hence, it is invertible. As a consequence, for every i = 0, 1, . . . , r, the
coefficients ωi0, ωi0,. . . , ωi0 of pi correspond to the i-th row of W
−1.
Finally, to prove that pi(u) is regular, let us choose one vertex ui in each Ui, i =
0, 1, . . . , r and consider the (r + 1) × (r + 1) matrices B and W+, with entries (B)ij =
|Γ1(vi) ∩ Uj | and (W+)`i = a(`+1)i , `, i, j = 0, 1, . . . , r, respectively. Then, the r + 1
equations of (2) can be written as
WB> = W+.
Hence, the entries bji of the matrix B
> = W−1W+ do not depend on the chosen vertices
vi, and the partition is regular with quotient matrix B = (bij).
All the above result can be summarized in the followin theorem.
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Theorem 2.8. Let u be a vertex of a graph Γ. Let pi(u) be a partition with r + 1 classes
around u having du+1 distinct local eigenvalues µ0 > µ1 > · · · > µdu. Then, the following
assertions are equivalent:
(a) The partition pi(u) is quotient-polynomial.
(b) The partition pi(u) is u-walk-regular with r = du.
(c) There exist polynomials pi with deg pi ≤ r, i = 0, . . . , r, such that χi = pi(A)eu.
(d) A(u) = A(pi(u)) with basis χ0(= eu),χ1, . . . ,χr.
Proof. By Theorem 3.2, we only need to prove (c)⇒ (d): From (c) we have thatA(pi(u)) ⊂
A(u) and hence r ≤ du. Also, as
∑r
i=0χi = q(A)eu = j, where q =
∑r
i=0 pi, we get
q(A)(A− kI)eu = 0, where the left-hand side is a polynomial with degree at most r + 1.
Moreover, m(x) =
∏du
i=0(x−µi), with dgrm = du+1, is the polynomial of minimum degree
satisfying m(A)eu = 0 (see [10]). Therefore, r ≥ du and, hence, r = du, A(u) = A(pi(u)),
and e0,χ1, . . . ,χr is a basis.
3 Quotient-polynomial graphs
In this section we study the graphs having the same (i.e. with the same parameters)
quotient-polynomial partition around each of their vertices. With this aim, we now follow
a global approach.
Let Γ be a graph with vertex set V , d+ 1 distinct eigenvalues, and adjacency algebra
A(Γ) = 〈I,A, . . . ,Ad〉. Then a partition pi(J) = {J0, J1, . . . , Jr} of V × V is called walk-
regular whenever each Ji is the set with elements (u, v) having identical vector m(u, v)
(or w(u, v)). So, from Lemma 2.4, all pairs of vertices in a given Ji are at the same
distance, and we assume that the pairs in J0 are of the form (u, u) (distance zero). Let J i,
i = 0, . . . , r, the n×n matrices, indexed by the vertices of Γ, representing the equivalence
classes Ji, that is,
(J i)uv =
{
1 if (u, v) ∈ Ji,
0 otherwise.
(6)
Let Jh be an equivalence class with elements (u, v) satisfying ∂(u, v) = h. Then, Jh = Ah
if and only if Γ is h-punctually walk-regular and, in particular, J0 = I if and only if Γ is
walk-regular.
From these matrices we can now define our main concept:
Definition 3.1. A graph Γ, with walk-regular partition pi(J) = {J0, J1, . . . , Jr} and adja-
cency algebra A(Γ), is quotient-polynomial if J i ∈ A(Γ) for every i = 0, . . . , r.
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Thus, Γ is quotient-polynomial if and only if there exist polynomials pi, with deg pi ≤ d,
such that pi(A) = J i, i = 0, . . . , r (this inspired our definition). In fact, the following
result shows that this only happens when r = d. We omit its proof since it goes along the
same lines of reasoning as that of theorem 3.2.
Theorem 3.2. Let Γ be a graph as above. Let pi(J) = {J0, . . . , Jr} be a walk-regular
partition. Then,
r ≥ d, (7)
and equality occurs if and only if Γ is quotient-polynomial.
Since J0 + · · · + Jd = J , the all-1 matrix, the sum polynomial H =
∑d
i=0 pi is the
Hoffman polynomial satisfying H(A) = J . Therefore, a quotient-polynomial graph is
connected and regular (see Hoffman [13]). Moreover, the same reasoning used in [2][Th.
2.4] to prove that every orbit polynomial graph is vertex transitive, shows that every
quotient-polynomial graph is walk-regular, that is, J0 = I. Indeed, if J0 6= I, the
equality J0A = AJ0 (A(Γ) is a commutative algebra) leads to a contradicion because Γ
is connected.
Thus, for any vertex u, the induced partition pi(u) of V , with characteristic vectors eu,
J1eu,. . . , Jdeu is quotient-polynomial since
J i = pi(A) ⇒ χi = J ieu = pi(A)eu, i = 0, . . . , d.
Then, we can summarize all the above results in the ‘global analogue’ of Theorem 3.2.
Theorem 3.3. Let Γ be a graph with vertex set V , and d + 1 distinct eigenvalues. Let
pi(V ) = {J0, . . . , Jr} be a partition of V × V with J0 = {(u, u) : u ∈ V }. Then, the
following assertions are equivalent:
(a) Γ is a quotient-polynomial graph.
(b) The partition pi(V ) is walk-regular with r = d.
(c) There exist polynomials pi with deg pi ≤ r, i = 0, . . . , r, such that J i = pi(A).
(d) For every vertex u, the induced partition pi(u) of V is quotient-polynomial with the
same polynomials pi.
(e) A(Γ) = A(pi(V )) with basis J0(= I),J1, . . . ,Jr. 
(Notice that the first equality in (e) implies r = d.)
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Figure 1: Circulant graph Cay(Z17; 1, 4).
3.1 An Example and some more details
Let us consider the following example of quotient-polynomial graph: The circulant graph
Γ = Cay(Z17;±1,±4) has vertices V = Z17 and vertex u is adjacent to vertices u± 1 and
u± 4. Then, Γ is a 4-regular vertex-transitive graph with diameter D = 3, and spectrum
(with numbers rounded to three decimals)
sp Γ = {4, 2.0494, 0.3444,−2.9064,−0.4884}
As shown in Fig. 1, the walk-regular partition around vertex 0 has clases U0 = {0},
U1 = {1, 4, 13, 16}, U2 = {3, 5, 12, 14}, U3 = {2, 8, 9, 15}, and U4 = {6, 7, 10, 11}. (The
corresponding intersection diagram is shown in Fig. 2.) Then the matrices W and W+
of numbers of walks from 0 to a vertex of Ui are
W =

1 0 0 0 0
0 1 0 0 0
4 0 2 1 0
0 9 1 3 3
36 5 24 16 10
 , W+ =

0 1 0 0 0
4 0 2 1 0
0 9 1 3 3
36 5 24 16 10
20 100 36 55 60
 ,
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Then, from the inverse of W we obtain the quotient polynomials:
p0(x) = 1,
p1(x) = x,
p2(x) =
1
26
(3x4 − 10x3 − 10x2 + 75x− 36),
p3(x) =
1
13
(−3x4 + 10x3 + 31x2 − 75x− 16),
p4(x) =
1
26
(5x4 − 8x3 − 56x2 + 47x+ 44).
whereas the transpose of the intersection matrix turns out to be
B> = W−1W+ =

0 1 0 0 0
4 0 2 1 0
0 2 0 1 1
0 1 1 1 1
0 0 1 1 2

As in the case of distance-regular graph, the entries bij = (B)ij (shown also in Fig. 2)
can also be calculated by using the formulas
bij = p
j
1i =
tr(V 1V iV j)
tr(V 2i )
=
〈p1pi, pj〉Γ
‖pj‖2Γ
,
where we use the scalar product
〈f, g〉Γ = 1
n
tr(f(A)g(A)) =
1
n
d∑
i=0
mif(λi)g(λi).
Note that, since tr(J iJ j) = 0 for i 6= j, the quotient polynomials pi are orthogonal with
respect to such a product.
4 Related concepts
In this section we study the relationships of quotient-polynomial graphs with other known
combinatorial structures.
4.1 Distance-regular graphs
Delsarte [8] proved that a graph Γ with d + 1 distinct eigenvalues is distance-regular if
and only if, for every i = 0, . . . , d, Ai = pi(A) for some polynomial pi of degree i; see also
Weischel [14]. Then, as D ≤ d ≤ r, the following result is clear.
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Figure 2: Intersection diagram of Cay(Z17; 1, 4).
Proposition 4.1. A quotient-polynomial graph Γ, with diameter D and r classes, is
distance-regular if and only if D = r. 
Two generalizations of distance-regular graphs are now considered in the two following
subsections.
4.2 Distance-polynomial graphs
Inspired by the above characterization of distance-regular graphs, Weichsel [14] defined
a graph Γ with diameter D to be distance-polynomial if A0, . . . ,AD ∈ A(Γ). (That is
Ai = pi(A) for every i = 0, . . . , D with no condition on the degrees of the polynomials pi.)
Then any distance-regular graph is also distance-polynomial, but the converse does not
hold. For instance, any regular graph with diameter two is easily proved to be distance-
polynomial (but not necessarily strongly regular). The next result gives a condition for
having the equivalence.
Proposition 4.2. A distance-polynomial graph Γ, with diameter D and d + 1 distinct
eigenvalues, is distance-regular if and only if D = d.
Proof. Since every distance-regular graph is distance-polynomial and has diameter D = d,
necessity is clear. To prove sufficiency, assume that Γ is distance-polynomial with D = d.
Then AD = Ad ∈ A(Γ) which, as it was proved in [10, 6], implies that Γ is distance-
regular.
In our context,
Proposition 4.3. Let Γ be a quotient-polynomial graph with diameter D and d+1 distinct
eigenvalues. Then, Γ is also distance-polynomial.
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Figure 3: Chordal ring (12, 4) or prism Y6 ∼= K2C6.
Proof. Let Γ have the walk-regular partition pi(V ) = {J0, . . . , Jd} with corresponding
matrices J j = qj(A) for some polynomials qj , j = 0, . . . , d. Then, the polynomials
pi =
∑
j : tr(AiJj)6=0
qj , i = 0, . . . , D,
with D ≤ d, clearly satisfy pi(A) = Ai for i = 0, . . . , D, and the result follows.
However, the converse result does not hold, even if we require Γ to have the same
equitable walk-regular partition around each of its vertices. A counterexample is the
so-called ‘chordal ring’ (12, 4) or prism Y6 shown in Fig. 3. This (bipartite) graph has
spY6 = {3, 22, 11, 04,−11,−22,−3},
and it has the walk-regular (and regular) partition with intersection diagram shown in
Fig. 4.
Moreover it is distance-polynomial with polynomials
p0(x) = 1,
p1(x) = x,
p2(x) =
1
30
(2x6 − 25x4 + 83x2 − 60),
p3(x) =
1
20
(x5 − 5x3 − 16x),
p4(x) =
1
20
(−x6 + 15x4 − 54x2 + 20).
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Figure 4: Intersection diagram of Y6.
For instance, the matrices A1 = A and A4 = p4(A) turn out to be
0 1 0 0 0 0 0 0 0 1 0 1
1 0 1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 1
0 0 1 0 1 0 1 0 0 0 0 0
0 1 0 1 0 1 0 0 0 0 0 0
0 0 0 0 1 0 1 0 1 0 0 0
0 0 0 1 0 1 0 1 0 0 0 0
0 0 0 0 0 0 1 0 1 0 1 0
0 0 0 0 0 1 0 1 0 1 0 0
1 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 1 0 1
1 0 1 0 0 0 0 0 0 0 1 0

,

0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0

,
respectively. (Notice that Y6 is antipodal.) Hovewer, as r > d, this graph is not quotient-
polynomial.
4.3 Orbit polynomial graphs
The definition of orbit polynomial graph Γ, due to Beezer [2, 3] is similar to that of
quotient polynomial graph, but now the classes J0, . . . , Jr of the partition of V ×V are the
orbits of the action of the automorphism group Aut Γ on such a set. Namely (u, v) and
(w, x) are in the same equivalence class Ji if and only if there is some σ ∈ Aut Γ such that
(w, x) = (σ(u), σ(v)). Then, the n× n matrices, J0, . . . ,Jr, representing the equivalence
classes Ji, are defined as in (6), and Γ is said to be orbit polynomial whenever J i ∈ A(Γ)
for all i = 0, . . . , r.
Since every automorphism preserves distance and number of walks between vertices,
the following result is clear:
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Proposition 4.4. Every orbit polynomial graph is a quotient-polynomial graph. 
4.4 Association schemes
Recall that a (symmetric) association scheme A with d classes can be defined as a set of
d graphs Γi = (V,Ei), i = 1, . . . , d, on the same vertex set V , with adjacency matrices Ai
satisfying
∑d
i=0Ai = J , with A0 := I, and AiAj =
∑
k=0 p
k
ijAk, for some integers p
k
ij ,
i, j, k = 0, . . . , d. Then, following Godsil [24] , we say that the graph Γi is the i-th class
of the scheme, and so we indistinctly use the words “graph” or “class” to mean the same
thing. (For more details, see [4, 8, 11].)
A d-class association scheme A is said to be generated by one of its matrices Ai (or
graph Γi) if it determines the other relations, that is, the powers I,Ai, . . . ,A
d
i and J span
the Bose-Mesner algebra of A.
In particular, if Γi is connected, then it generates the whole scheme if and only if it
has d + 1 distinct eigenvalues. Then, since a quotient polynomial graph Γ is connected,
Theorem 3.3(e) yields:
Theorem 4.5. Let Γ be a graph with d+ 1 distinct eigenvalues. Then, Γ is the connected
generating graph of a d-class association scheme A if and only if Γ is a quotient-polynomial
graph. 
Proof. If Γ is quotient polynomial, it is connected and the matrices J0, . . . ,Jd clearly
satisfy the conditions for being an association scheme A with d classes. Conversely, if Γ
is a connected graph that generates a d-class association scheme A, its adjacency matrix
A has d+ 1 distinct eigenvalues λ0, . . . , λd, and A has bases I,A, . . . ,Ad and E0, . . . ,Ed
(the minimal idempotents) related by the equalities
Ai =
d∑
j=0
PjiEj , i = 0, . . . , d,
(with Pji ∈ R being the eigenvalues of the scheme, Pj1 = λj). Thus, the polynomial
pi ∈ Rd[x] satisfying pi(λj) = Pji satisfies pi(A) = Ai for every i = 0, . . . , d, and Γ is
quotient polynomial by Theorem 3.3.
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