Solving unconstrained optimization with a new type of conjugate gradient method by Shoid, S et al.
Solving unconstrained optimization with a new type of conjugate gradient method
Syazni Shoid, Mohd Rivaie, Mustafa Mamat, and Ismail Mohd 
 
Citation: AIP Conference Proceedings 1602, 574 (2014); doi: 10.1063/1.4882542 
View online: http://dx.doi.org/10.1063/1.4882542 
View Table of Contents: http://scitation.aip.org/content/aip/proceeding/aipcp/1602?ver=pdfcov 
Published by the AIP Publishing 
 
Articles you may be interested in 
A new conjugate gradient method for unconstrained optimization with sufficient descent 
AIP Conf. Proc. 1602, 514 (2014); 10.1063/1.4882534 
 
The proof of sufficient descent condition for a new type of conjugate gradient methods 
AIP Conf. Proc. 1602, 296 (2014); 10.1063/1.4882502 
 
Nonparametric function modification method in unconstrained global optimization 
AIP Conf. Proc. 1522, 1412 (2013); 10.1063/1.4801295 
 
A new family of conjugate gradient methods for small-scale unconstrained optimization 
AIP Conf. Proc. 1522, 1360 (2013); 10.1063/1.4801287 
 
Reducing computation time in DFP (Davidon, Fletcher & Powell) update method for solving unconstrained
optimization problems 
AIP Conf. Proc. 1522, 1337 (2013); 10.1063/1.4801284 
 
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
103.255.170.8 On: Tue, 12 Aug 2014 01:56:42
Solving Unconstrained Optimization with a New Type of 
Conjugate Gradient Method 
 Syazni Shoida, Mohd Rivaieb, Mustafa Mamata and Ismail Mohda 
aDepartment of Mathematics, Faculty of Science and Technology, Universiti Malaysia Terengganu (UMT) 
bDepartment of Computer Sciences and Mathematics 
Universiti Teknologi MARA (UiTM) Terengganu, Kampus Kuala Terengganu, Malaysia 
 
Abstract.  Conjugate gradient (CG) methods have been widely used as schemes to solve large-scale unconstrained 
optimization problems. Numerous studies and modifications have been done recently to improve this method. In this 
paper, we proposed a new type of CG coefficients )( kE  by modification of Polak and Ribiere (PR) method. This new 
kE  is shown to possess global convergence properties by using exact line searches. Performance comparisons are made 
with the four most common kE  proposed by the early researches. Numerical results also show that this new kE  
performed better.  
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INTRODUCTION 
 
Conjugate Gradient (CG) method is one of the few practical methods for solving large-scale problems because it 
does not require matrix storage and its iteration cost is very low. Consider the optimization problem which is to be 
minimize as, 
)(min xf  subject to Xx                                                                                   (1) 
where )(xf is a real-valued function called the objective function. The nRx  is referred to as decision variable and
nRX   is a constraint set or feasible set. If nRx  , then optimization problem (1) is referred as an unconstrained 
optimization problem, 
)(min xf
nRx
.                                                                             (2) 
This problem is usually solved iteratively, starting from an initial point nRx 0 , using the recurrence formula 
kkkk dxx D 1                                                                                                               (3) 
where kx  is the current iteration point, 0!kD  is a stepsize which is obtained by some line search procedure. The 
kd is the search direction defined by the rule  
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where )( kk xfg  , and Rk E  is a scalar which determines the different conjugate gradient methods. The 
following are the most common kE proposed by the early researches, 
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Where )( 11   kk xfg  and . denotes the Euclidian norm of vectors. The above corresponding methods are 
known as Fletcher and Reeves (FR) method [10], Polak and Ribiere (PR) method [1], Hestenes and Steifel (HS) 
method [5], and Rivaie et. al (RMIL) method [6]. If )(xf  is a strongly convex quadratic, then in theory, all these 
methods are equivalent with the use of an exact line search. For non quadratic functions, different choice of  kd  will 
leads to different performance. 
The global convergences of the above CG methods have been studied by many researchers. The first global 
convergence result for the FR method was given by Zoutendijk [2] in 1970. He proved the FR method converges 
globally when the line search is exact but in 1977, Powell [8] has proven the poor performance of the FR method 
due to jamming phenomenon. In [8], also global convergence of the PR method is established when )(xf  is 
strongly convex and the line search is exact. Powell [7] later showed that with an exact line search, PR method could 
cycle infinitely without converging to minimizer.   
After the kd is calculated at each iteration, the next task is to find a stepsize kD along the search direction. 
Progress toward minimum has been made if  
)()( 1 kk xfxf          k=0,1,2,...,                                                                                     (10) 
 
Commonly, the stepsize kD  is chosen by exact line search which satisfies  
)(min)(
0 kkkkkk
dxfdxf
k
DD D   t                                                                                 (11) 
 
New CG Coefficient 
 
In this paper, we develop a new kE formula. This new kE  is resulted by linear combination between Polak and 
Ribiere (PR) method and modification of Hestenes and Steifel (HS), then named as SRMIE . Hence, 
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The following algorithm is the general algorithm of CG method used in his study. 
 
Algorithm 1. The new method. 
Step 1: Given an initial point 0x and set 0 k    
Step 2:  Computing conjugate gradient coefficient 
 Compute kE  based on (5), (6), (7), (8) and (12)  
Step 3: Computing search direction 
1 kkk dgd E .  If 0 kg , terminate the execution of the algorithm . 
Step 4: Computing step size kD  by line search rule 
 Solve )(min
0 kkk
dxf DD D  ! ,  
Step 5: Updating new point 
Let kkkk dxx D 1  
Step 6: Convergent test and stopping criteria. 
If )()( 1 kk xfxf   and Hkg , then terminate  
Otherwise go to Step 1 with  1 kk . 575
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Convergent Analysis 
 
The convergent properties of SRMIE  will also be studied. We only show the result of convergence for the general 
CG method. To prove the convergence, we assumed that every search direction kd  should satisfy descent condition 
0kTk dg                                                                                                                         (13) 
for all 0tk . If there exists a constant 0!C  for all 0tk  then, the search directions satisfy following sufficiently 
descent condition.  
2
kk
T
k gCdg d                                                                                                          (14) 
 
Theorem 1.Consider a CG method with the line search direction (4) and SRMIE  given as (12), then condition (13) 
holds for all 0tk . 
 
Proof.  If  0 k , then it is clear that 2000 gCdgT  . Hence, condition (13) holds true. We also need to show that 
for 1tk , condition (13), will also hold true. 
From (4), multiply by 1kg  then, 
k
T
kkkkkk
T
kk
T
k dggdggdg 11
2
111111 )(    EE . 
For exact line search, we know that 01  Tkg . Thus, 
2
111   kkTk gdg , 
Which implies that 1kd  is a sufficient descent direction. Hence, 
2
kk
T
k gCdg d  holds true. The proof is 
completed. ■ 
 
Numerical Results 
 
We analyze the efficiency of SRMI compared to other classical CG methods such as FR, PR, HS and RMIL. We 
considered 610 H  and all these methods terminate when the stopping criteria 610kg  is fulfilled. All the 
problems mention below are solved by MAPLE13 subroutine program using the exact line search. We also force 
these routines to stop if the iteration exceed 1000 without achieving convergence and thus considered failed. We 
record the number of iteration and CPU time in purpose of our comparisons. The results will be shown in Table 1 
and Table 2 respectively. We further simplifies Table 1 and Table 2 and shown the percentage performance of SRMI 
as compared to the other method in Table 3 and Table 4 respectively. The words ‘successful’, ‘equivalent’, and 
‘unsuccessful’ in Table 3, means that SRMI has achieved the minimizer with less number of iterations, equivalent in 
number or worse compared to others methods. In Table 4, the words ‘successful’, ‘equivalent’, and ‘unsuccessful’, 
means that SRMI has achieved the minimizer with the lower CPU time, equivalent in time or longer compared to 
others methods. The following test functions are based on Andrei [9] and Molga and Smutnicki [4]. 
 
TABLE (1). Performance comparison of different CG method based on number of iterations 
No. Function Initial Point SRMI FR PR HS RMIL 
 
1 
 
Rosenbrock (n=2) 
(10,10) 
(15,15) 
(20,20) 
(50,50) 
18 
22 
26 
30 
442 
404 
>1000 
>1000 
20 
18 
18 
29 
20 
18 
18 
29 
15         
16         
15         
23 
 
2 
 
Shallow (n=4) 
(15,15, 15,15) 
(20,20, 20,20) 
(50,50, 50,50) 
(80,80, 80,80) 
10 
11 
13 
14 
261 
277 
889 
>1000 
11 
10 
15 
18 
11 
10 
15 
18 
18         
14         
17         
20 576
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3 
 
Cube (n=4) 
(7,7, 7,7) 
(14,14,14,14) 
(21,21,21,21) 
(28,28,28,28) 
24 
33 
37 
52 
305 
>1000 
>1000 
>1000 
23 
22 
28 
31 
>1000 
>1000 
>1000 
>1000 
28         
24         
28         
21 
 
4 
 
Wood (n=4) 
(3,3,3,3) 
(5,5,5,5) 
(10,10,10,10) 
(13,13,13,13) 
64 
77 
94 
66 
31 
30 
33 
41 
68 
50 
63 
132 
68 
50 
63 
198 
230     
222     
178     
749 
 
5 
 
Liarwhd (n=2) 
(10,10) 
(25,25) 
(50,50) 
(100,100) 
10 
10 
10 
10 
>1000 
>1000 
992 
939 
12 
11 
11 
11 
12 
11 
11 
11 
14         
13         
13         
13 
 
6 
 
Three Hump(n=2) 
(4,-4) 
(8,-8) 
(16,-16) 
(32,-32) 
6 
5 
4 
4 
10 
7 
5 
5 
5 
4 
4 
4 
5 
4 
4 
4 
7          
7          
6          
5 
 
7 
 
Six Hump (n=2) 
(-10,-10) 
(-15,-15) 
(10,10) 
(15,15) 
6 
6 
6 
6 
7 
7 
7 
7 
6 
6 
6 
6 
6 
6 
6 
6 
6          
6          
6          
6 
 
8 
 
White and Holst (n=4) 
(4,4,4,4) 
(8,8,8,8) 
(12,12,12,12) 
(16,16,16,16) 
321 
413 
257 
413 
>1000 
>1000 
>1000 
>1000 
403 
151 
442 
151 
448 
678 
255 
742 
>1000   
>1000   
>1000  
>1000 
 
TABLE (2). Performance comparison of different CG method based on CPU time 
No. Function Initial Point SRMI FR PR HS RMIL 
 
1 
 
Rosenbrock (n=2) 
(10,10) 
(15,15) 
(20,20) 
(50,50) 
0.795605 
1.014007 
1.014007 
1.216808 
14.46129 
14.05569   
-            
- 
0.795605 
0.717605 
0.702005 
1.014007 
0.795605 
0.686404 
0.670804 
1.060807 
0.5928038  
0.5304034  
0.6396041  
0.8268053 
 
2 
 
Shallow (n=4) 
(15,15, 15,15) 
(20,20, 20,20) 
(50,50, 50,50) 
(80,80, 80,80) 
0.421203  
0.530403  
0.561604  
0.592804   
9.656462  
9.048058  
31.2938     
-   
0.374402  
0.468003  
0.655204  
0.780005  
0.390003  
0.577204  
0.592804  
0.795605 
0.7020045  
0.5460035  
0.7020045  
0.780005 
  
3 
 
Cube (n=4) 
(7,7, 7,7) 
(14,14,14,14) 
(21,21,21,21) 
(28,28,28,28) 
2.059213   
2.636417  
3.07322  
4.274427 
26.78537   
-            
-            
- 
2.262015  
1.981213  
2.402415  
2.698817 
-            
-            
-            
- 
2.340015  
1.9812127  
2.3868153  
1.6692107 
 
4 
 
Wood (n=4) 
(3,3,3,3) 
(5,5,5,5) 
(10,10,10,10) 
(13,13,13,13) 
2.979619 
3.432022 
4.368028 
2.808018 
1.248008 
1.294808 
1.310408 
1.62241 
2.620817 
2.293215 
2.574017 
5.428835 
2.698817 
2.698817 
4.321228 
8.346054 
8.6580555  
8.6736556  
6.2712402  
27.2689748 577
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5 
 
Liarwhd (n=2) 
(10,10) 
(25,25) 
(50,50) 
(100,100) 
0.421203  
0.452403  
0.499203  
0.421203 
-            
-   
36.39503   
33.18141 
0.561604  
0.405603   
0.546004  
0.483603 
0.670804  
0.592804  
0.592804  
0.452403 
0.5304034  
0.5616036  
0.5148033  
0.5928038 
 
6 
 
Three Hump(n=2) 
(4,-4) 
(8,-8) 
(16,-16) 
(32,-32) 
0.530403 
0.483603 
0.390003 
0.405603 
0.811205 
0.546004 
0.483603 
0.468003 
0.530403 
0.343202 
0.390003 
0.436803 
0.468003 
0.390003 
0.405603 
0.390003 
0.6552042  
0.5928038  
0.5304034  
0.4212027 
 
7 
 
Six Hump (n=2) 
(-10,-10) 
(-15,-15) 
(10,10) 
(15,15) 
0.639604 
0.577204 
0.483603 
0.546004 
0.561604 
0.561604 
0.717605 
0.717605 
0.483603 
0.514803 
0.639604 
0.624004 
0.561604 
0.546004 
0.546004 
0.592804 
0.5304034  
0.6084039  
0.5460035  
0.624004 
 
8 
 
White and Holst 
(n=4) 
(4,4,4,4) 
(8,8,8,8) 
(12,12,12,12) 
(16,16,16,16) 
31.1066 
39.51505 
24.47656 
38.20464 
-            
-            
-            
- 
37.65864 
14.18049 
42.63507 
13.08848 
42.38547 
62.6032 
23.15055 
70.32525 
-            
-            
-            
- 
 
 
Discussion 
 
From Table 1, we see that for all given problems, SRMI and PR successfully reach solution point without 
exceedingly 1000 iteration. Otherwise, in certain problems, FR HS and RMIL is considered as failed once exceed 
1000. Thus, in Table 2 there is no recorded of CPU time for failed problems. Besides that, SRMI also outperformed 
FR, HS and RMIL in almost all the problems. However, the lower number of iteration is not guaranteed to given 
lower CPU time. This is proven by comparing Table 1 and Table 2.  
 
 TABLE (3). Percentage performance of SRMI compared to other CG methods based on number iteration 
Comparison Successful Equivalent Unsuccessful 
FR 87.5% 0.00% 12.5% 
PR 37.5% 12.5% 50.0% 
HS 53.13% 18.745% 28.125% 
RMIL 65.63% 12.495% 21.875% 
 
From Table 3, it is shown that SRMI is superior compared to FR, HS, and RMIL. The highest percentage of 
successful comparison is with FR which is 87.5%. Though the successful rate comparison for PR is the lowest at 
37.5%, their combined rate of successful rate and equivalent rate are equal to 50%. Above all, almost all the 
comparisons showed that the combined rate of successful and equivalent rate exceed 70%. Therefore, we considered 
that, SRMI is superior compared to FR,HS, and RMIL but similar in performance with PR.  
    
TABLE (4). Percentage performance of SRMI compared to other CG methods based on CPU time. 
Comparison Successful Equivalent Unsuccessful 
FR 96.88% 0.00% 3.13% 
PR 37.50% 9.375% 53.125% 
HS 56.25% 3.125% 40.625% 
RMIL 75.00% 0.00% 25.00% 
 
From Table 4, it is shown that SRMI is superior compared to FR, HS, and RMIL with the lowest CPU time. The 
highest percentage of successful comparison is with FR at 96.88%. However, the successful rate comparison for PR 
is low at 37.50%. Above all, almost all the comparisons showed that the combined rate of successful and equivalent 
rate exceed 50%. Therefore, we considered that, SRMI is superior compared to FR, HS, and RMIL. 
 578
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
103.255.170.8 On: Tue, 12 Aug 2014 01:56:42
CONCLUSION 
 
In this paper, a new kE as a modification of PR named as SRMI, for which the sufficiently descent condition is 
satisfied, has been presented. From the above numerical experiments with 8 test problems we have the 
computational evidence that SRMI is the best when compare to others standard CG methods. For PR, though the 
successful rate is low, it could be an alternative method when the other methods fail using the exact line search. For 
further research, we should do more numerical experiment with the other standard test functions with larger scale or 
variables. We also hope to establish the global convergence properties and the linear convergence rate theoretically.   
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