We propose a general and flexible procedure for testing multiple hypotheses about sequential (or streaming) data that simultaneously controls both the false discovery rate (FDR) and false nondiscovery rate (FNR) under minimal assumptions about the data streams which may differ in distribution, dimension, and be dependent. All that is needed is a test statistic for each data stream that controls the conventional type I and II error probabilities, and no information or assumptions are required about the joint distribution of the statistics or data streams. The procedure can be used with sequential, group sequential, truncated, or other sampling schemes. The procedure is a natural extension of Benjamini and Hochberg's (1995) widely-used fixed sample size procedure to the domain of sequential data, with the added benefit of simultaneous FDR and FNR control that sequential sampling affords. We prove the procedure's error control and give some tips for implementation in commonly encountered testing situations.
Introduction
Multiple testing error metrics based on the false discovery proportion -such as its expectation, the false discovery rate (FDR) -are widely used in applications involving large or high dimensional data sets or when many comparisons are needed. These areas include high throughput gene and protein expression data, brain imaging, and astrophysics; Muller et al. (2006, Section 1) gives a variety of examples. Since Benjamini and Hochberg's (1995) seminal paper introducing FDR and proving that Simes' (1986) earlier step-up procedure controls FDR, the topic and related problems such as Empirical Bayes have been active areas of research; see Efron et al. (2001) , Efron and Tibshirani (2002) , Genovese and Wasserman (2002) , Storey (2002) , Newton et al. (2004) , Storey et al. (2004) , and Cohen and Sackrowitz (2005) .
One characteristic of the data in some of the application areas mentioned above is that it arrives sequentially in time, or as a data stream. One such area is in certain types of clinical trials, in particular the setting discussed by Berry and Berry (2004) in which treatments are compared on the basis of a long list of adverse events affecting the patients during the trial. Another area with sequential data is ultra high throughput mRNA sequencing data, discussed by Salzman et al. (2011) ; this example is discussed in more detail in Section 1.1. A closely related issue is the sometimes prohibitive post-processing, like resampling and deconvolution, that is needed of data emerging from such high throughput technology; Jiang and Salzman (2012) discuss the need for "early stopping" of such computations in genetics.
However, the particular needs of sequential data have largely been neglected in the FDR literature and most papers adopt Benjamini and Hochberg's (1995) starting point, a set of p-values arising from fixed sample size hypothesis tests. Our goal is to introduce an FDRcontrolling procedure with as much flexibility as the Benjamini-Hochberg (BH) procedure but tailored for sequential data, by allowing for accept/reject decisions in between sequential sampling of data streams. In Section 2 we introduce such a procedure which we call the Sequential BH Procedure that controls FDR as well as its type II analog, the false nondiscovery rate (FNR, both defined below), under independence of data streams, and under arbitrary dependence with a small logarithmic inflation of the prescribed values; these results mirror the conditions under which Benjamini and Hochberg (1995) proved FDR control in their original paper. We make minimal assumptions about the data streams which may differ in distribution and dimension. The only thing the procedure needs is a test statistic for each data stream that controls the conventional type I and II error probabilities in isolation of the other data streams and statistics, i.e., no information or assumptions are required about the joint distribution of the data streams or statistics. The procedure can be used with sequential, group sequential, truncated, or other sampling schemes. The simultaneous control of FDR and FNR is a feature of the sequential setting we consider, but if there is a restriction on the maximum sample size of a given stream, it may not be possible to achieve simultaneous FDR and FNR control since the needed error bounds (3)-(4) may not both be satisfied. For this situation, or the one where FNR control is simply not a priority of the statistician, in Section 3 we give a "rejective" version of the procedure which only stops early to reject null hypotheses and explicitly controls FDR but not necessarily FNR. To aid with implementation of either of these procedures, in Section 4 we review how to construct the component sequential tests and give closed-form expressions for the needed critical values in some commonly encountered testing situations. In Section 5 we discuss a simulation study comparing the proposed procedure to its fixed sample size analog, and the paper concludes with a discussion of extensions and more suggestions for implementation.
On the one hand, our approach to deriving sequential procedures that control FDR is inspired by recent advances by Sarkar (1998) , Benjamini and Yekutieli (2001) , and Storey et al. (2004) broadening the conditions under which the BH procedure controls FDR and which give a better understanding of FDR in general. On the other hand, this work also springs from a similar research program (Bartroff and Lai, 2010; Bartroff and Song, 2013a,b) occurring recently for sequential procedures controlling familywise error rate (FWER). Although the Sequential BH Procedure may appear similar to the sequential procedures of these authors controlling the FWER, the underlying principles of FDR and FWER are fundamentally much different and hence any similarity is only superficial.
Motivating Example: RNA-Seq Data
A motivating example for our approach comes from ultra high throughput RNA sequencing (or RNA-Seq, see Salzman et al., 2011) because of the sequential or streaming nature of the data emerging from the sequencing machines and the multiple testing problem central to the scientific objective. T he following is a somewhat idealized version of the statistical problem encountered there. Genes can be transcribed and spliced in different ways, and the inclusion or exclusion of certain biologically important segments -called exons -are of interest for understanding gene expression. In RNA-Seq, two samples -called isoforms -of alternatively spliced mRNA are sequenced and the presence or absence of the alternatively spliced exon is tested for; see Figure 1 . The resulting data takes the form of sequentially observed twosample binomial data, one sample for each isoform, where the underlying "trials" represent the presence of the alternatively spliced exon in a given segment of the isoform, and the data from the two isoforms may be read at different rates, meaning the paired Binomial data may have different numbers of trials. The statistical problem at hand is to test the null hypothesis that the respective success probabilities of the paired Binomial data are the same, i.e., to test whether the prevalence of the alternatively spliced exon is the same in the two isoforms.
Figure 1: A representation of the process leading to RNA-Seq data, in which a gene with three exons is transcribed and spliced, with exon 2 alternatively spliced. From Salzman et al. (2011, p. 2 
).
This process is performed simultaneously for many different genes, on the order of 10 4 or more, resulting in simultaneous testing of many hypotheses and thus the need to control an overall error rate, such as FDR. In addition, the RNA-Seq technology is such that sequential efficiency in testing is needed to judiciously use resources like time and electricity, i.e., opportunities for "early stopping" of testing genes are valuable. This example will be revisited in Section 4.3 in which more details will be given on how to use the proposed procedure in this setting.
Control of FDR and FNR

Notation and Setup
The methodology introduced below is to handle a general situation in which there are K sequentially observable data streams:
2 , . . . from Experiment 1 Data stream 2 X
1 , X
2 , . . . from Experiment 2 (1) . . .
In general we make no assumptions about the dimension of the sequentially-observed data X (k) n , which may themselves be vectors of varying size, nor about the dependence structure of within-stream data X
2 , . . ., and it is desired to test a null hypothesis
) is the concatenation of the individual parameters and is contained in the global parameter space Θ = Θ (1) × · · · × Θ (K) . The FDR and FNR are defined as
where V is the number of true null hypotheses rejected, R is the number of null hypotheses rejected, U is the number of false null hypotheses accepted, and S is the number of null hypotheses accepted. For simplicity of presentation we adopt the fully sequential setting so that n takes the values 1, 2, . . ., however other sampling schemes are possible with only minor changes to what follows and without changing our main result. For example, the method presented here includes group sequential sampling, by either taking each X (k) n in (1) to be a group (i.e., vector) of data or, alternatively, by instead letting n take values in a sample size set N for which group sequential sampling with at most g groups of size m and corresponds to N = {m, 2m, . . . , gm}.
Analogous to the BH procedure that requires only a valid p-value for each null hypothesis being tested, here in the sequential setting we require only a sequential test statistic Λ
. What follows could have been formulated completely in terms of sequential p-values, making it look more like the BH procedure, however we have chosen to use arbitrary sequential test statistics Λ (k) n instead to maintain generality and to make the resulting procedure more user-friendly, given the complexity and non-uniqueness of sequential p-values in all but the simplest cases; see Jennison and Turnbull (2000, Chapters 8.4 and 9) . Nonetheless, sequential p-values can be used for the test statistics Λ
n must satisfy certain error probabilities that only depend on its associated data stream X
2 , . . . and not on any other data streams in any multivariate way. Specifically, given prescribed bounds α, β ∈ (0, 1) on the FDR and FNR, we assume that for each test statistic Λ
for each s ∈ [K]. These error bounds simply guarantee that Λ
n has critical values allowing it to achieve conventional (i.e., not in any multiple testing sense) type I and II error probabilities given by certain fractions of α and β, respectively. In particular, (3) says that the sequential test on the kth data stream X
s ) has type I error probability no greater than (s/K)α, and (4) says that the test that samples until Λ
1 ) has type II error probability no greater than (s/K)β, for any s ∈ [K]. Below we will show that, in many cases there are standard sequential statistics that satisfy these error bounds, and there are standard software packages that allow computation of the critical values, as well as even closed-form formulas in many cases, discussed below. Given critical values satisfying (3)-(4), the ordering (2) holds without loss of generality since otherwise A n being compared with them, however we omit this from the notation in order to make it too cumbersome.
The individual sequential test statistics Λ (k) n form the building blocks of our Sequential BH Procedure, which we define in the next section. Like the original BH procedure which compares p-values, the sequential procedure involves ranking test statistics. At the current level of generality, the sequential test statistics may be on completely different scales and so we must introduce standardizing functions ϕ (k) , k ∈ [K], which are applied to the test statistics Λ (k) n before ranking them. For this purpose, the standardizing functions can be any increasing functions such that
s ) do not depend on k. For simplicity, here we take the ϕ (k) to be piecewise linear functions such that
That is, for
The Sequential BH Procedure Controlling FDR and FNR
This procedure is defined in terms of its stages of sampling, between which null hypotheses are accepted or rejected. Let I j denote the indices of the active hypotheses (i.e., the hypotheses that have not been rejected yet) at the beginning of the jth stage of sampling, and let n j denote the cumulative sample size of the active data streams at the end of the jth stage of sampling. Accordingly, set I 1 = [K] and n 0 = 0. The jth stage of sampling (j = 1, 2, . . .) proceeds as follows.
1. Sample the active data streams {X
where Λ
n ) and i(n, ) denotes the index of the th ordered active standardized statistic at sample size n.
(a)
If a lower boundary in (6) has been crossed, that is, if
then accept the m j ≥ 1 null hypotheses
where
and set a j+1 = a j + m j . Otherwise set a j+1 = a j . (b) If an upper boundary in (6) has been crossed, that is, if
then reject the m j ≥ 1 null hypotheses
and set r j+1 = r j + m j . Otherwise set r j+1 = r j .
3. Stop if there are no remaining active hypotheses, i.e., if a j+1 + r j+1 = K. Otherwise, let I j+1 be the indices of the remaining active hypotheses and continue on to stage j + 1.
In other words, the procedure samples all active data streams until at least one of the active null hypotheses will be accepted or rejected, indicated by the stopping rule (6). At this point, "step-up" acceptance and rejection rules (8) and (9), related to the BH procedure's rule, are used to accept or reject some active hypotheses in steps (2a) and (2b), respectively. After updating the list of active hypotheses, the process is repeated until no active hypotheses remain. Before stating our main result in Theorem 2.1 that this procedure controls both FDR and FNR, we make some remarks about its definition.
(A) There will never be a conflict between the acceptances in Step (2a) and the rejections in Step (2b). Suppose (toward contradiction) that at some stage j the rule in Step (2a) said to accept H (k) while the rule in Step (2b) said to reject H (k) . Then k = i(n j , ) for some ≤ m j and ≥ |I j | − m j + 1. The former implies
while the latter implies
(B) Ties in the order statistics Λ (k) n can be broken arbitrarily (at random, say) without affecting the error control proved in Theorem 2.1, below.
(C) As mentioned above, the critical values A
s can also depend on the current sample size n of the test statistic Λ (k) n being compared to them, with only notational changes in the definition of the procedure and the properties proved below; to avoid overly cumbersome notation we have omitted this from the presentation. Standard group sequential stopping boundaries -such as Pocock, O'Brien-Fleming, power family, and any others (see Jennison and Turnbull, 2000 , Chapters 2 and 4) -can be utilized for the individual test statistics in this way.
Our main result, given in Theorem 2.1, is that this procedure controls both FDR and FNR at the prescribed levels α and β when the test statistics are independent, and controls them at slightly inflated values of α and β under arbitrary dependence of data streams, with the inflation factor given by K k=1 1/k, which is asymptotically equivalent to log K for large K. This result generalizes the original result of Benjamini and Hochberg (1995) for their fixedsample size procedure by building on the arguments of Benjamini and Yekutieli (2001) , and is proved in the Appendix.
Theorem 2.1. Fix α, β ∈ (0, 1) and suppose that (3)-(4) hold. Let K 0 and K 1 denote the number of true and false null hypotheses H (k) , respectively, and let ∆ = K k=1 1/k. Then, regardless of the dependence between the data streams, the Sequential BH Procedure defined above satisfies
Further, if the K 0 data streams corresponding to the true null hypotheses are independent, then the Sequential BH Procedure satisfies
If the K 1 data streams corresponding to the false null hypotheses are independent, then the Sequential BH Procedure satisfies
3 A Rejective Sequential BH Procedure Controlling FDR
In some applications where sequential sampling is called for, the statistician is primarily concerned with stopping and rejecting a null hypothesis H (k) if it appears to be false, but is content to continue sampling for a very long time if H (k) appears to be true. Such tests have been called "power one tests" (see Mukhopadhyay and De Silva (2009, Chapter 5) or Siegmund (1985, Chapter IV) ). Some examples of this scenario are sequential monitoring of a process (such as manufacturing) where the null hypothesis represents the process being "in control," or monitoring a drug being used in a population and the null hypothesis represents the drug being safe. In this section we present a version of the Sequential BH Procedure with this property which is obtained from the Sequential BH Procedure in the previous section by, roughly speaking, ignoring the lower boundaries A (k) s for the test statistics, plus a few other minor modifications. In addition to the scenarios above, this version may also be useful in applications where there is a restriction on the maximum sample size. When this occurs it may not be possible to achieve the bounds (3) and (4), and one alternative available to the statistician is to drop the requirement of guaranteed FNR control while still achieving guaranteed FDR control, which the procedure introduced below provides by only specifying rejections (and not acceptances) of null hypotheses. For this reason we call it the Rejective Sequential BH Procedure.
Let the data streams X
n , and parameters θ (k) and θ be as in Section 2.1. Since only FDR will be explicitly controlled we only require specification of null hypotheses H (k) ⊂ Θ (k) and not alternative hypotheses G (k) , and H (k) is true if θ (k) ∈ H (k) and false otherwise. As mentioned above, we also modify the fully sequential sampling setup of Section 2.1 to incorporate a maximum streamwise sample size (or "truncation point") N in (15) below since this is most natural in the scenarios mentioned above, although what follows could be formulated without a truncation point or with sample sizes other than 1, . . . , N by replacing statements like n < N in what follows by n ∈ N for an arbitrary sample size set N , with only notational changes. Without the need for lower stopping boundaries, given a desired FDR bound α ∈ (0, 1), for each test statistic Λ
Similar to (3), this is just a bound on the type I error probability of the sequential test that stops and rejects
s , and accepts H (k) otherwise. The standardizing functions ϕ (k) can be any increasing functions such that ϕ (k) (B (k) s ) does not depend on k. Here we take
s ) = K − s + 1. Letting I j , n j be as in Section 2.2, the jth stage (j = 0, 1, . . .) of the Rejective Sequential BH Procedure is defined as follows.
2. (a) If n j < N , then reject the null hypotheses
Set I j+1 to be the indices of the remaining hypotheses and proceed to stage j + 1.
(b) Otherwise, n = N so accept all active hypotheses H (k) , k ∈ I j , and stop.
Like the Sequential BH Procedure, this procedure samples all active test statistics until at least one of them will be rejected, indicated by the stopping rule (17) which is similar to the BH rejection rule. Then a step-up rejection rule is used in Step 2a to reject certain hypotheses before the next stage of sampling begins. When the truncation point N is reached, all remaining active hypotheses are accepted.
Theorem 3.1. Fix α ∈ (0, 1). In the above setup, suppose that there are K 0 true null hypotheses H (k) and that (15) holds. Then the Rejective Sequential BH Procedure defined above satisfies (13) if the K 0 data streams corresponding to the true null hypotheses are independent, and it satisfies (11) under arbitrary dependence between data streams.
The proof of Theorem 3.1 is similar to that of Theorem 2.1 and thus is omitted.
Implementation
In this section we discuss constructing sequential test statistics and critical values satisfying (3)-(4) (or (15) for the rejective version of the procedure) for individual data streams, and give some examples. Unlike many fixed-sample size settings, critical values for sequential (or group sequential) test statistics can rarely can be written down as exact, closed form expressions. However, critical values for sequential test statistics are routinely computed to sufficient accuracy using software packages, Monte Carlo, or some form of distributional approximation, asymptotic or otherwise. In Section 4.1 we give closed-form expressions for the critical values A
s satisfying (3)-(4) to a very close approximation, and which are based on the simple and widely-used Wald approximations for the critical values of the sequential probability ratio test (SPRT) for testing simple-vs.-simple hypotheses, which are routinely used surrogates for more complicated testing situations. For more complicated testing situations, sequential generalized likelihood ratio statistics and their signed-root normal approximations are discussed in Section 4.2.
Simple Hypotheses and Their Use as Surrogates for Certain Composite Hypotheses
In this section we show how to construct the test statistics Λ n will be taken to be log-likelihood ratios because of their strong optimality properties of the resulting test, the SPRT; see Chernoff (1972) . In order to express the likelihood ratio tests in simple form, we now make the additional assumption that each data stream X (k) 1 , X (k) 2 , . . . constitutes independent and identically distributed data. However, we stress that this independence assumption is limited to within each stream so that, for example, elements of X 
with type I and II error probabilities α and β, respectively, utilizes the simple log-likelihood ratio test statistic
and samples sequentially until Λ (k) n ∈ (A, B) , where the critical values A, B satisfy
The most simple and widely-used method for finding A and B is to use the closed-form Waldapproximations A = A W (α, β) and B = B W (α, β), where
for a, b ∈ (0, 1) such that a + b ≤ 1 and a fixed quantity ρ ≥ 0. See Hoel et al. (1971, Section 3.3 .1) for a derivation of the ρ = 0 case and, based on Brownian motion approximations, Siegmund (1985, p. 50 and Chapter X) derives the value ρ = .583 which has been used to improve the approximation for continuous random variables. Although, in general, the inequalities in (19)- (20) only hold approximately when using the Wald approximations A = A W (α, β) and B = B W (α, β), Hoel et al. (1971) show that the actual type I and II error probabilities can only exceed α or β by a negligibly small amount in the worst case, and the difference approaches 0 for small α and β, which is relevant in the present multiple testing situation where we will utilize fractions of α and β. Next we use the Wald approximations to construct closed-form critical values A
satisfying (3)-(4). The simulations performed in Section 5 show that this approximation does not lead to any exceedances of the desired FDR and FNR bounds even in the case of highly correlated data streams. Alternative approaches would be to use a software package, Monte Carlo, or to replace (21) by log b−ρ and − log a+ρ, respectively, for which (19)-(20) always hold (see Hoel et al., 1971 ) and proceed similarly. The next theorem, proved in the Appendix, gives simple, closed form critical values (22) that can be used in lieu of these other methods to calculate the 2K critical values {A
for a given data stream with simple hypotheses H (k) , G (k) in the Sequential BH Procedure. Specifically, we show that when using (22), the left-hand-sides of (3)-(4) equal the same quantities one would get using Wald's approximations with sα/K and sβ/K in place of α and β, hence the inequalities in (3)-(4) hold up to Wald's approximation.
Theorem 4.1. Fix α, β ∈ (0, 1) such that α+β ≤ 1. Suppose that, for a certain data stream k, the associated hypotheses
W (a, b) and β 
BH,s and β
BH,s denote the left-hand-sides of (3) and (4), respectively, with
Then, for all s ∈ [K],
and therefore (3)-(4) hold, up to Wald's approximation, when using the critical values (22).
Example: Exponential Families
Suppose that a certain data stream k is comprised of i.
2 , . . . from a multiparameter exponential family of densities
where θ (k) and x are d-vectors, (·) T denotes transpose, ψ : R d → R is the cumulant generating function, and it is desired to test
j , the log-likelihood ratio (18) in this case is
and, by Theorem 4.1, the critical values (22) can be used and satisfy (3)-(4) up to Wald's approximation. As mentioned above, many more complicated testing situations reduce to this setting. For example, to test the hypotheses p (k) ≤ p 0 vs. p (k) ≥ p 1 about the the success probability p (k) of Bernoulli trials and given values p 0 < p 1 , one may wish to instead test H (k) : p (k) = p 0 vs. G (k) : p (k) = p 1 by considering the worst-case error probabilities of the original hypotheses; such simplifications are of course routine in practice. For this case the exponential family (25) and hypotheses (26) are given by
A simulation study of the proposed procedure's performance in this setting is presented in Section 5.1.
Other Composite Hypotheses
While many composite hypotheses can be reduced to the simple-vs.-simple situation in Section 4.1, the generality of Theorem 2.1 (and Theorem 3.1 for the rejective version) does not require this and allows any type of hypotheses to be tested as long as the corresponding sequential statistics satisfy (3)-(4) (or (15) in the rejective case). In this section we discuss the more general case of how to proceed to apply Theorem 2.1 when a certain data stream k is described by a multiparameter exponential family (25) but simple hypotheses are not appropriate; Theorem 3.1 and the rejective setting are discussed further below. Let
denote the Kullback-Leibler information number for the distribution (25), and suppose it is desired to test
where u(·) is some continuously differentiable real-valued function such that
and u 0 < u 1 are chosen real numbers. The family of models (25) and general form (32) of the hypotheses contain a large number of situations frequently encountered in practice, including various two (or more) population comparison tests. For example, the motivating example of RNA-Seq data in Section 1.1 amounts to K two-population Binomial tests and thus is a special case of this setup; details are given in the next section. The hypotheses (32) can be tested with the flexible and powerful sequential generalized likelihood ratio (GLR) statistics. Letting
denote the maximum likelihood estimate (MLE) of θ based on the data from the first n observations, define
The statistics (33) and (34) are the log-GLR statistics for testing against H (k) and against G (k) , respectively. For finding the critical values to satisfy (3) and (4), Monte Carlo simulation or software packages for sequential (or group sequential) sampling of Gaussian data utilizing the large-n limiting distribution of the signed roots of (33)- (34) in (35) under u(θ (k) ) = u 0 and u 1 , respectively, can be used; see Jennison and Turnbull (1997, Theorem 2) . Another commonly encountered testing situation is testing the simple null hypotheses versus the composite alternative
for a give value θ it is clear that no test of (36) can control the type II error probability for all θ (k) ∈ G (k) in general, hence it may not be possible to find a test satisfying (4). If "early stopping" under the null hypothesis is not a priority, then the Rejective Sequential BH Procedure in Section 3 can be used with the GLR statistic (33), as discussed above. On the other hand, in order to use the Sequential BH version that allows early stopping under the null as well, one may need to restrict G (k) in some way for that to be possible, for example by modifying G (k) to be only the
0 || ≥ δ for some smooth norm || · || (such as l 2 norm) and value δ > 0. This restricted form is a special case of the framework (32) by choosing u(θ (k) ) = ||θ (k) − θ (k) 0 ||, u 0 = 0, and u 1 = δ.
Motivating Example Revisited: RNA-Seq Data
For the testing situation for RNA-Seq data outlined in Section 1.1, the kth data stream X The null hypothesis to be tested about each gene is
2 , so this is a special case of the setup in Section 4.2 in which the exponential family (25) is given by the two-sample analog of (28)- (29) with
2 ) 2 , and u 0 = 0. The log GLR statistic (33) based on the data X
where p
and π i is the constrained MLE of p
2 . If early stopping is not required under the null
2 , then the statistic (37) can be used with the rejective BH procedure and Monte Carlo, normal approximation, or a software package can be used to find the critical values B (k) s satisfying (15), as discussed above. If early stopping under the null is desired, letting G (k) : |p 1 − p k | ≥ δ which is equivalent to u(θ (k) ) ≥ δ 2 , then the statistic (35) can be used wherein Λ (k) G,n is of the same form (37) but π i is the constrained MLE of p 
Simulation Studies
In this section we present simulation studies comparing the Sequential BH Procedure (denoted SBH throughout this section) to the fixed sample BH procedure (denoted FBH). We note that there are no existing sequential competitors of SBH with which to compare. Although the traditional BH procedure could be applied to K arbitrary level-α sequential tests performed independently of each other, the resulting procedure would not control the FNR, nor would it likely be very efficient since the stopping rules of the individual tests would not take the other data streams into account.
In Section 5.1 we compare SBH with FBH in the context of Bernoulli data streams, the setup discussed at the end of Section 4.1.1, and in Section 5.2 we consider normal data streams, and embed the streams in a multivariate normal distribution in order to simulate various between-stream correlation structures. Both studies use the values α = .05 and β = .2 as the prescribed FDR and FNR bounds, respectively. This same value of α is used for the FBH procedure and, since the resulting procedure does not guarantee FNR control at a prescribed level, in order to compare "apples with apples" we have varied its fixed sample size in order to make its achieved value of FNR approximately match that of the SBH procedure. For each scenario considered below we estimate FDR, FNR, their upper bounds K 0 α/K and K 1 β/K under independence in (13) and (14), respectively, the expected total sample size EN = E( K k=1 N (k) ) over all the data streams where N (k) is the total sample size of the kth stream, and relative savings in sample size of SBH relative to FBH using 100,000 Monte Carlo simulated batteries of K sequential tests. Finally, we note that these two simulation studies have the property that each data stream and corresponding hypothesis test has the same structure; we emphasize that this is only for the sake of getting a clear picture of the procedures' performance and this property is not required of the Sequential BH Procedure which allows arbitrary "mixing" of data stream distributions and types of hypotheses. Table 1 contains the operating characteristics of SBH and FBH for testing K hypotheses of the form
Independent Bernoulli Data Streams
about the probability p (k) of success in the kth stream of i.i.d. Bernoulli data which, for the sake of illustration, were generated independently of each other; a situation with betweenstream dependence is considered in the next section. Standard errors (denoted SE) are given in parentheses. For the SBH procedure, the sequential log likelihood ratio test statistic (27)-(31) was used for each stream with the Wald approximation critical values (22) with ρ = 0. For FBH, the binomial data was converted to p-values in the usual way. The data was generated for each data stream with p (k) = .4 or .6 and the second column of Table 1 gives the number K 0 of true null of hypotheses, i.e., those for which p (k) = .4, and K 1 = K − K 0 is the number of false null hypotheses. The final column, labeled "Savings," give the percent decrease in expected total sample size EN of SBH relative to FBH. Note that no standard error is given for the expected sample size of FBH because it is fixed. The SBH procedure gives a sizable reduction in expected sample size relative to FBH procedure, at least roughly 40% in all scenarios and more than 50% savings in some. Turning our attention to FDR and FNR, note that both procedures routinely have achieved values of FDR and FNR not only less than the prescribed levels α = .05 and β = .2, but also well below the bounds K 0 α/K and K 1 β/K, respectively. The sample size savings of SBH seems to grow with both the number K of hypotheses and the number K 0 of true null hypotheses. Table 2 contains the operating characteristics of SBH and FBH for testing the hypotheses
Correlated Normal Data Streams
about the mean θ (k) of the kth stream of normal observations with variance 1, and where δ = 1. As discussed above in Section 4.2, this alternative hypothesis G (k) can be thought of as a surrogate for the alternative hypothesis θ (k) > 0. In order to generate K normal data streams under various correlation structures, the K streams were generated as components of a K-dimensional multivariate normal distribution with mean θ = (θ (1) , . . . , θ (K) ), given in the second column of Table 2 , and various non-identity covariance matrices M i , given in the appendix. These covariance matrices provide a variety of different scenarios with positively and/or negatively correlated data streams. The Wald approximation critical values (22) were used with the continuity correction ρ = .583 suggested by Siegmund (1985, p. 50 and Chapter X) . The other columns have the same meaning as in Table 1 . In spite of the correlations present between different data streams, the interaction of these various combinations of correlations with various true or false null hypotheses all show somewhat similar behavior to the case of independent data streams in the previous section in that SBH has sizeably smaller expected sample size than FBH in all cases, roughly a 40% reduction in most cases. Even though the independent case of Theorem 2.1 no longer applies because of the dependence, we note that in each scenario the achieved FDR and FNR rates are all less than K 0 α/K and K 1 β/K in (13) and (14), respectively. 
Discussion
We have proposed a flexible procedure to combine basic sequential hypothesis tests into an FDR and FNR-controlling multiple testing procedure tailored to sequential data. The error control in Theorems 2.1 and 3.1 is proved under arbitrary dependence with a small logarithmic inflation ∆ of the prescribed levels α and β, and which may be dispensed with under independence. These were the same conditions under which Benjamini and Hochberg (1995) proved FDR control in their original paper and, as mentioned in the introduction, recent work by Benjamini and Yekutieli (2001) has broadened this from independence to positive regression dependence. We fully expect to be able to similarly extend the conditions under which (uninflated) FDR control holds in the sequential domain too, but the distributional complications introduced by sequential sampling present additional challenges. Our conjecture is supported by the simulation studies in Section 5.2 and other simulation studies we have performed under strong positive dependence, in which not a single instance of achieved FDR or FNR has exceeded the uninflated levels K 0 α/K and K 1 α/K of the independent case. We expect a sequential analog of Storey and Tibshirani's (2003) argument that the BH procedure controls FDR asymptotically as K → ∞ under arbitrary dependence to hold as well. The simultaneous control of FDR and FNR achievable by the Sequential BH Procedure is a byproduct of the sequential setting and is analogous to the situation in classical single hypothesis testing where there exist sequential tests simultaneously controlling both type I and II error probabilities at arbitrary levels (Stein, 1945) , a feat which is impossible in general for fixed sample size tests (Dantzig, 1940) . Also analogous to the classical setting, it may be that the statistician has a well-motivated value of the FDR bound α in mind, but not necessarily a value of the FNR bound β (or the value u 1 in the composite alternative (32)). In this case the rejective version of the Sequential BH Procedure in Section 3 may be used which only stops early to reject null hypotheses, i.e., when the data indicates that an alternative hypothesis is true. If substantial early stopping is also desired when null hypotheses are true, then we encourage the statistician to utilize the Sequential BH Procedure and to treat β as a parameter that may be chosen to give a procedure with other desirable operating characteristics, such as expected total or streamwise maximum sample size.
In addition to the widely available software packages for computing group sequential critical values and the formulas (22) that can both be used to compute the 2K 2 critical values {A [K] of the individual sequential tests satisfying (3)-(4), we have also mentioned Monte Carlo as an alternative. Although 2K 2 critical values are needed in general, raising the specter of 2K 2 different simulations studies, there are features of the problem making the actual number much smaller and indicating that it is somewhat immune to the curse of dimensionality in many cases, which afflicts many problems in high-dimensional statistics. For simplicity let us focus on the rejective version of the Sequential BH Procedure in Section 3, however similar statements apply to the general version. In the rejective version, the K 2 critical values {B 
Appendix: Proofs and Details of Simulation Studies
Proof of Theorem 2.1 Fix θ ∈ Θ and omit it from the notation. First we prove (11) and (13). Without loss of generality let H (1) , . . . , H (K 0 ) denote the true null hypotheses, some 1
and, by (5) and (3), we have
, k ∈ ω, and t false hypotheses rejected} for ω ∈ Ω v , and V v,t = ω∈Ωv V ω v,t = {v true and t false hypotheses rejected}, and note that this union is disjoint. We begin by showing that
which is trivial for k ∈ ω. To show that (41) holds for k ∈ ω we will show that V ω v,t ⊆ W k,v+t in this case. Consider any outcome in V ω v,t . Since H (k) is rejected on this outcome, let j denote the stage at which H (k) is rejected. By the definition of step 2b of the procedure, k = i(n j , ) for some ≥ |I j | − m j + 1, so
this last inequality by (10). Since r j + m j = r j+1 and this value is no greater than the total number v + t of null hypotheses rejected on V ω v,t , (42) gives
Now suppose toward contradiction that Λ (k) n ≤ −K for some n < n j . Then, by (7), H (k) would have been accepted at some stage j prior to j since Λ (k) n ≤ −K ≤ −(K − a j − + 1) for any possible value of a j ≥ 0 and any ≥ 1, contradicting the assumption that H (k) is rejected at stage j. Thus it must be that Λ (k) n > −K for all n < n j and combining this with (43) shows that this outcome is in W k,v+t , finishing the proof of (41).
With (41) established we now follow the argument of Benjamini and Yekutieli (2001, Section 4) more directly with a few modifications. 
Define U v,t,k be the event in which, if H (k) is rejected, then v − 1 other true and t false null hypotheses are also rejected, so that W k,v+t ∩ V v,t = W k,v+t ∩ U v,t,k . Let U s,k = v+t=s U v,t,k and note that, for any k, U 1,k , . . . , U K,k partition the sample space. Then, starting at (45),
With the convention W k,0 = ∅, define
Note that W k, −1 ⊆ W k, , so W k,s = s =1 (W k, \ W k, −1 ) and this union is disjoint. Writing W k,s in this way in (46), we have
If data streams k ∈ [K 0 ] are independent, returning to (46) we have
where the second equality holds because U 1,k , . . . , U K,k partition the sample space. The proof of FNR control is entirely symmetric and so is omitted here.
Proof of Theorem 4.1
We verify the first parts of (23) and (24); the second parts are verified similarly. Using that β ≤ 1 − α and some calculus we have 
Details of Simulation Studies
The four covariance matrices used in the simulations for Section 5.2 are as the following: 
