Abstract-In this paper, we propose a method for retrieving promising candidate solutions in case-based problem solving. Our method, referred to as credible case-based inference, makes use of so-called similarity profiles as a formal model of the key hypothesis underlying case-based reasoning (CBR), namely, the assumption that similar problems have similar solutions. Proceeding from this formalization, it becomes possible to derive theoretical properties of the corresponding inference scheme in a rigorous way. In particular, it can be shown that, under mild technical conditions, a set of candidates covers the true solution with high probability. Thus, the approach supports an important subtask in CBR, namely, to generate potential solutions for a new target problem in a sound manner and hence contributes to the methodical foundations of CBR. Due to its generality, it can be employed for different types of performance tasks and can easily be integrated in existing CBR systems.
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INTRODUCTION
L ONGSTANDING research in artificial intelligence, knowledge engineering, and related fields has produced a number of paradigms for building intelligent and knowledge-based systems such as rule-based reasoning, constraint processing, or probabilistic graphical models. Being one of these paradigms, case-based reasoning (CBR) has received a great deal of attention in recent years and has been used successfully in diverse application areas [7] , ranging from Web search [6] to legal reasoning [9] . CBR is inspired by human problem solving and has roots in cognitive psychology [29] . Its key idea is to tackle new problems by referring to similar problems that have already been solved in the past [23] .
To illustrate this idea, consider the problem of giving a talk on a certain topic. Instead of preparing new slides from scratch every time, one typically starts with having a look at the talks that one has already given in the past. Then, one takes the relevant slides from some of these talks, somehow combines and revises them, and, finally, comes up with a new set of slides. The key question in CBR concerns the automatization of this kind of problem solving.
A widely accepted framework for CBR is characterized by the so-called "CBR cycle." The latter reflects the main components necessary for realizing CBR, namely, the retrieval and the intelligent use of stored cases, the update of experiences given in the form of cases, and the case base maintenance. The (informal) R 4 model of the CBR cycle describes the main steps of a single problem solving episode and consists of the following four phases [1] :
1. RETRIEVE the case(s) from the case base that is (are) most similar to the target problem, 2. REUSE the information provided by this (these) case(s) in order to generate a candidate solution for the new problem, 3. REVISE the proposed solution according to the special requirements of the new problem, and 4. RETAIN the new experience obtained in the current problem solving episode for future problem solving. Especially difficult to automate is the revision step. For example, reconsider the introductory example above: How to build a computer program that automatically prepares a new talk from old slides? This seems to be hardly possible, mainly because, in this type of problem, the adaptation steps are not well defined and require a degree of understanding and creativity that goes far beyond the capabilities of current computers. If, on the other hand, a set of well-defined (formal) adaptation operators is available, these operators can, in principle, be used as search operators in a search space, the states of which correspond to cases. As suggested in [8] , CBR can then be cast as a search problem amenable to a computerized solution. We shall come back to this point at the end of the paper.
Even simpler than "systematic" or "combinatorial" adaptation of that kind is "null-adaptation," that is, problems for which no adaptation is necessary at all. In particular, this includes prediction problems such as classification and regression that will be considered in more detail in Section 4.
This paper contributes to the methodical foundations of CBR by developing a method for case-based inference (CBI) with some interesting theoretical properties. Here, CBI is considered as a part of CBR closely related to the retrieval step. More specifically, CBI tries to answer the following question: Given the current problem-solving experience in the form of a case base (and background knowledge in the form of the underlying similar problems-similar solutions The method that we shall propose will answer this question in terms of a "credible solution set," that is, a set of candidate solutions that covers the correct solution with high probability. This approach, which we shall refer to as credible case-based inference (CCBI), will be introduced in its basic form in Section 2. Practically motivated extensions of CCBI will then be presented in Section 3. Section 4 is devoted to the application of CCBI to prediction problems. 1 Related work is briefly discussed in Section 5. The paper concludes with a summary and some suggestions for future work in Section 6.
CREDIBLE CASE-BASED INFERENCE
In this section, we introduce the method of CCBI for deriving credible solution sets in CBR. As a major tool, this method makes use of what we call a similarity profile, a function that establishes a connection between the similarity of problems and the similarity of solutions. This concept, as well as the related concept of a similarity hypothesis, will first be discussed in Sections 2.2-2.4. CCBI itself will then be introduced in Section 2.5.
CASE-BASED INFERENCE
Let X denote a problem space, that is, a set of potential problems in the application under consideration. More specifically, each x 2 X is a formal representation of a problem. A problem space of such kind is a completely general concept; it includes not only special cases such as feature spaces in supervised learning, where problems are instances characterized by a fixed number of attribute values, but also problems described by more complex structures like trees or graphs. Likewise, let L be a solution space, that is, a set of potential solutions. For the sake of simplicity, we assume that each problem x 2 X is associated with a unique (optimal) solution x 2 L. We remark, however, that the approach presented in the remainder of the paper can be extended to the more general case where a problem can be solved by more than one solution and hence is associated with a subset of L.
We assume that the problem space X is endowed with a similarity measure sim X ðÁÞ; for each pair of problems x; y 2 X, sim X ðx; yÞ is a quantification of the similarity between x and y. Likewise, we assume that a similarity measure sim L ðÁÞ is defined on the solution space L. For the sake of convenience, we assume that both measures are normalized to the range [0, 1], where 1 means complete similarity and 0 means complete dissimilarity. Moreover, we assume that the measures are reflexive and symmetric, that is, sim X ðx; xÞ ¼ 1 and sim X ðx; yÞ ¼ sim X ðy; xÞ for all x; y 2 X. We like to emphasize, however, that we do not assume any kind of transitivity. In particular, we do not assume that X or L are metric spaces. This makes our approach widely applicable and more flexible than standard statistical inference methods, a point we shall return to later on. 2 Finally, we assume a case base (memory) M to be given, that is, a collection of n cases of the form hx i ; xi i 2 X Â L, 1 i n. This case base is a summary of the problem solving experience gathered so far. The task of CBI shall be to exploit that experience in order to predict the solution of a new target problem x 0 2 X.
Similarity Profiles
CBR strongly relies on the assumption that similar problems have similar solutions. Even though this "CBR hypothesis" is in harmony with daily experience, it is a relatively vague heuristic, which, in our opinion, is one reason for the ad hoc character of many CBR methods. Our point of departure is therefore a concretization of the CBR hypothesis in terms of a formal model. This will provide the basis of a sound inference procedure including assertions about the confidence of predictions.
To begin, suppose that the CBR hypothesis has the following concrete meaning:
Roughly speaking, (1) is a similarity constraint demanding that solutions are always at least as similar as problems. On the basis of this constraint, one can reason as follows: Consider a case hx 1 ; x 1 i from the case base M, and let x 1 be 1 -similar to the target problem x 0 , that is, sim X ðx 1 ; x 0 Þ ¼ 1 . According to (1) , the unknown solution x0 must then be an element of the 1 -neighborhood of x1 , that is, of the set
Likewise, if we have another case hx 2 ; x2 i such that sim X ðx 2 ; x 0 Þ ¼ 2 , the solution x0 is also an element of the 2 -neighborhood of x2 and, hence, of the intersection N 1 ð x1 Þ \ N 2 ð x2 Þ; see Fig. 1 for an illustration. Repeating the same argument for all cases in the case base, one finally derives the following restriction for the solution x0 :
Needless to say, for a concrete application, the similarity constraint (1) will usually not be satisfied, which, in turn, 1 . Applying the inference principle underlying our approach to instancebased regression was first proposed in a paper presented at the 16th European Conference on Artificial Intelligence (ECAI), Valencia, Spain, 2004 [21] .
2. In principle, we could even give up the symmetry assumption though we retain it for ease of exposition. We note, however, that nonsymmetric measures might indeed be of interest in CBR [30] . Fig. 1 . The known solutions of two problems restrict the solution of the target problem, which must be an element of the shaded region according to (1) .
invalidates the abovementioned line of reasoning. Let us therefore consider a relaxation of this constraint:
where ðÁÞ is an appropriate function ½0; 1 ! ½0; 1. This function assigns to each similarity degree between two problems , the largest similarity degree ¼ ðÞ such that the following property holds: The solutions of two -similar problems are guaranteed to be at least -similar. We call ðÁÞ a similarity profile. More formally, a similarity profile is defined as follows: For all 2 ½0; 1,
We note that, by using ðÁÞ as defined in (4), the constraint (3) is satisfied by definition. In the worst case, ðÞ ¼ 0 for all , which means that the similarity between two problems does not allow one to draw any conclusions about the similarity between the corresponding solutions. Fortunately, this situation rarely occurs; in practice, the CBR hypothesis is mostly satisfied at least to some extent. In fact, the similarity profile conveys a precise idea of the degree to which an application actually meets the CBR hypothesis. Roughly speaking, the "larger" ðÁÞ is, the more this hypothesis holds true. 3 Generalizing our abovementioned line of reasoning, the constraint (3) suggests the following counterpart to (2) for predicting the label x 0 :
This inference scheme is obviously correct in the sense that Cðx 0 Þ is guaranteed to cover x0 , a property that follows immediately from the definition of the similarity profile ðÁÞ. We call Cðx 0 Þ a credible solution set and refer to the inference scheme itself as CCBI. As an interesting property of the prediction (5), note that it can also suggest solutions that have never been observed so far. Roughly speaking, whereas traditional CBR methods are typically restricted to retrieve solutions stored in the case base, our approach is also able to "interpolate" between the observed solutions.
Similarity Hypotheses
The application of the inference scheme (5) requires the similarity profile ðÁÞ to be known, a requirement that will usually not be fulfilled. This motivates the related concept of a similarity hypothesis, a function h : ½0; 1 ! ½0; 1, which is thought of as an approximation of a similarity profile. We say that hðÁÞ is admissible if hðÁÞ ðÁÞ, that is, hðÞ ðÞ for all 2 ½0; 1. A hypothesis hðÁÞ is called stronger than a hypothesis h 0 ðÁÞ if h 0 ðÁÞ hðÁÞ and hðÁÞ 6 h 0 ðÁÞ. It is obvious that using an admissible hypothesis hðÁÞ in place of the true similarity profile ðÁÞ within the inference scheme (5) leads to predictions
N hðsimX ðxi;x0ÞÞ ð xi Þ ð 6Þ
that are correct in the sense that x 0 2 C est ðx 0 Þ. Indeed, hðÁÞ ðÁÞ implies that N ðsim X ðx i ;x 0 ÞÞ ð xi Þ N hðsim X ðx i ;x 0 ÞÞ ð xi Þ for all cases hx i ; x i i, and, hence, Cðx 0 Þ C est ðx 0 Þ. Nevertheless, assuming the profile ðÁÞ to be unknown, one cannot guarantee the admissibility of a hypothesis hðÁÞ and, hence, the correctness of (6) . In other words, it might happen that x0 6 2 C est ðx 0 Þ. In fact, we might even have C est ðx 0 Þ ¼ ; (in which case, the prediction is definitely incorrect). Nevertheless, taking for granted that hðÁÞ is indeed a good approximation of ðÁÞ, it seems reasonable to derive C est ðx 0 Þ according to (6) as an approximation of Cðx 0 Þ, that is, to realize CBI as a kind of approximate reasoning. In fact, our results below will show that, by using suitable hypotheses, the probability of incorrect predictions can be bounded and becomes (arbitrarily) small for large case bases.
Learning Similarity Hypotheses
Our discussion so far has left open the question of how to specify a similarity hypothesis in an appropriate way. An obvious idea in this connection is to induce such a hypothesis from the observed cases. Before going into detail, note that the overall approach thus obtained can be seen as a combination of case-based and model-based learning. In fact, adapting the similarity hypothesis is a kind of model-based learning since a similarity hypothesis is a model of the CBR hypothesis.
Given a hypothesis space H, that is, a class of functions h : ½0; 1 ! ½0; 1, learning amounts to choosing one among these hypotheses on the basis of the data. However, which of the hypotheses are interesting candidates? Of course, first of all a hypothesis hðÁÞ should be consistent with the data given, that is, the similarity constraint should be satisfied for all cases in M: 8 hx; x i; hy; y i 2 M :
Denote by H C H the set of hypotheses that are consistent in this sense. Between two consistent hypotheses hðÁÞ and h 0 ðÁÞ, where hðÁÞ is stronger than h 0 ðÁÞ, we should prefer the former since it leads to more precise predictions. Thus, we call a hypothesis h Ã ðÁÞ optimal if h Ã 2 H C and if there is no hypothesis h 2 H C such that hðÁÞ is stronger than h Ã ðÁÞ. The following observation is very simple to prove: Obervation 1. Suppose the hypothesis space H to satisfy h 0 2 H and ðh; h 0 2 HÞ ) ðh _ h 0 2 HÞ, where h _ h 0 is the pointwise maximum x 7 ! maxfhðxÞ; h 0 ðxÞg. Then, a unique optimal hypothesis h Ã 2 H exists, and H C ¼ fh 2 Hjh h Ã g.
Given the assumptions of this observation, learning a similarity hypothesis can be realized as a candidate-elimination algorithm [26] , where h Ã ðÁÞ is a compact representation of the version space, that is, the subset H C of hypotheses from H that are consistent with the training examples.
A very simple representation of hypotheses which will nevertheless turn out to be very useful is a step function
where
(II A ðÁÞ denotes the indicator function of set A.) For a fixed underlying partition, we denote the space of all step functions by H step . The strongest hypothesis h Ã 2 H step consistent with the cases in the case base M is characterized by the coefficients
for 1 k m, where min ; ¼ 1 by definition. We call this hypothesis the empirical similarity profile and, since it is directly derived from the case base M, denote it by h M ðÁÞ; see Fig. 2 for an illustration. Now, suppose that the case base M in which n cases are stored is to be extended by a newly observed case hx nþ1 ; xnþ1 i. Updating the empirical similarity profile h M ðÁÞ can then be accomplished by passing the iteration ðxnþ1;xjÞ min ðxnþ1;xjÞ ; sim L ð xnþ1 ; xj Þ n o ð10Þ
for 1 j n ¼ jMj. The index 1 ðx; yÞ m is defined for problems x; y 2 X by ðx; yÞ ¼ k , sim X ðx; yÞ 2 A k . As can be seen, the time complexity of updating the empirical profile is linear in the size of the case base.
Credible Case-Based Inference
The updating scheme (10) suggests a CBR process in which prediction and learning are repeated alternately in the style of incremental supervised learning, as shown in Algorithm 1: At each point of time, we dispose of a case base M with an associated empirical similarity profile h M ðÁÞ.
Having to predict the solution of a new problem x 0 , an estimation C est ðx 0 Þ is derived from M and h M ðÁÞ according to (6) . The system exploits C est ðx 0 Þ in order to support the (external) problem solving process (procedure solve in Algorithm 1). If, in the course of problem solving, the correct solution x0 has become available, hx 0 ; x0 i is added as the ðn þ 1Þth case hx nþ1 ; xnþ1 i to the case base and the empirical profile h M ðÁÞ is updated according to (10 Regarding the complexity of CCBI, the estimation step 6 requires computing the similarity between the query x 0 and the cases stored in the memory. Likewise, updating the empirical profile h M ðÁÞ according to (10) again requires scanning the case base. Deriving the prediction itself comes down to intersecting the neighborhood of cases and, hence, strongly depends on the application (structure of L, representation of neighborhoods). Thus, excluding the prediction itself, the overall complexity of a CCBI step is linear in the size of M. As will be seen in the remainder of the paper, several possibilities exist to further increase the efficiency of the basic CCBI scheme.
Needless to say, the strategy of simply adding all observations to the current case base M will usually not be efficient. In fact, much more sophisticated strategies for maintaining a case base are often used in practice [33] , including the possibility of removing or replacing stored cases [31] , [27] . Still, the strategy above is sufficient for our purpose here. Besides, it simplifies a theoretical analysis of the prediction performance, as will be seen below.
For obvious reasons, we call the step function h Ã ðÁÞ defined by the coefficients
1 k m, the optimal admissible hypothesis. Since admissibility implies consistency, we have h Ã ðÁÞ h M ðÁÞ. This inequality suggests that the empirical similarity profile h M ðÁÞ will usually overestimate the true profile ðÁÞ and, hence, that h M ðÁÞ might not be admissible (see Fig. 2 ). Of course, the fact that the admissibility of h M ðÁÞ is not guaranteed seems to conflict with the objective of providing correct predictions and, hence, gives rise to questions concerning the actual quality of the empirical profile as well as the quality of predictions derived from that hypothesis.
We make the simplifying assumption that the problem space X is countable. Further, we make the standard assumption that the query problems x 0 (respectively, the new cases hx 0 ; x 0 i) are chosen at random according to a fixed (not necessarily known) probability distribution ðÁÞ. Statistically speaking, the observed cases are independent and identically distributed (iid) random variables. Note that we can assume ðfxgÞ > 0 for all x 2 X without loss of generality. Now, denote by M n the case base in the nth step of the abovementioned CBR process, that is, the case base M such that jMj ¼ n, and by h n ðÁÞ ¼ h Mn ðÁÞ the empirical similarity profile derived from that case base. Since, according to our assumption, the observed cases are random variables, the induced hypotheses h n ðÁÞ are random variables (random functions) as well. As a first important property of the abovementioned learning process, we can prove that the sequence of hypotheses h 1 ; h 2 ; . . . converges stochastically toward the optimal admissible hypothesis h Ã ðÁÞ.
Theorem 2. For the sequence ðh n Þ n!1 of empirical similarity profiles, it holds true that h n & h Ã stochastically as n ! 1. That is, h n ! h Ã for all n 2 IN and Prðjh n À h Ã j 1 ! "Þ ! 0 as n ! 1 for all " > 0, where
Proof. Given the definition of h Ã ðÁÞ and the updating procedure for empirical profiles, it is obvious that h Ã ðÁÞ h n ðÁÞ for all n ! 1 and, moreover, that the sequence of functions ðh n Þ n!1 is decreasing. Let > 0 and consider some 1 k m. According to (11) , there is some 2 A k such that jðÞ À Ã k j < =2. Then, due to the definition of ðÞ, there are also x k1 ; x k2 2 X such that sim X ðx k1 ; x k2 Þ ¼ and
This implies that jh n ðÞ À Ã k j < as soon as the case base M n contains the problems x k 1 and x k 2 . Since this line of reasoning applies to all 1 k m, we obtain
if the case base M n contains the (at most 2m) problems x k1 and x k 2 ð1 k mÞ. Since X ðfx k 1 gÞ > 0 and X ðfx k 2 gÞ > 0 for all 1 k m, the probability for this tends toward 1 as n ! 1. t u
Regarding the quality of estimations, we are first of all interested in the probability of incorrect predictions. In this connection, it should be noted that a prediction C est ðx 0 Þ might well be correct even if the involved empirical profile h M ðÁÞ is not admissible: Recall that the estimation (6) is derived from a limited number of similarity constraints, namely, the i -neighborhoods associated with known solutions xi . As we cannot exclude that i ¼ h M ðsim X ðx i ; x 0 ÞÞ > ðsim X ðx i ; x 0 ÞÞ, it is true that each of these neighborhoods might be "too small" and hence might remove some solutions from the credible solution set Cðx 0 Þ. Still, this unjustified removal does not necessarily concern the correct label x 0 . Indeed, we can show the following result:
Theorem 3. Suppose that observed problems are iid random variables, generated according to a fixed (not necessarily known) probability distribution ðÁÞ over X . Let C est ðx 0 Þ be the prediction of the label x 0 derived from the empirical similarity profile h M ðÁÞ. The following estimation holds true:
where m is the size of the partition underlying the step function h M ðÁÞ.
Proof. Consider a case base M with related (empirical) profile h M ðÁÞ. We call a problem x 0 2 X extremal (with respect to M) if there is some 1 k m and a case hx; x i 2 M such that sim X ðx; x 0 Þ 2 A k and
We first show that if x0 6 2 C est ðx 0 Þ, then x 0 is extremal with respect to the underlying case base M. In fact, if x0 6 2 C est ðx 0 Þ, there must be a case hx; x i 2 M such that
Thus, x 0 is extremal. This result shows that the probability (12) is upper-bounded by the probability that x 0 is extremal with respect to M. Let M þ ¼ M [ fhx 0 ; x 0 ig, and consider h Mþ ðÁÞ. Obviously, there is a submemory M À M þ consisting of (at most) 2m cases and such that h Mþ ðÁÞ ¼ h MÀ ðÁÞ. Moreover, hx 0 ; x0 i 6 2 M À implies that x 0 is not extremal. Therefore, recalling that problems are chosen independently according to X ðÁÞ and noting that jM þ j ¼ 1 þ M, the theorem simply holds due to reasons of symmetry.
t u Corollary 4. The expected proportion of incorrect predictions in connection with the abovementioned CBR process converges toward 0.
According to the abovementioned results, the probability of an incorrect prediction becomes small for large memories even if the related hypotheses are not admissible. In fact, Prð x0 6 2 C est ðx 0 ÞÞ ! 0 as jMj ! 1. In a statistical sense, the prediction C est ðx 0 Þ can indeed be seen as credible solution set, a justification for using this term not only for Cðx 0 Þ but also for C est ðx 0 Þ. Note that the level of confidence guaranteed by C est ðx 0 Þ depends on the number of observed cases and can hence be controlled.
The upper bound established in Theorem 3 might suggest decreasing the probability of an incorrect prediction by reducing the size m of the partition underlying H step . Observe, however, that this will also lead to a less precise approximation of ðÁÞ and, hence, to less precise predictions of solutions. When "merging" two neighbored intervals A k and A kþ1 , for instance, the corresponding coefficients k and kþ1 would be replaced by minf k ; kþ1 g. It is furthermore interesting to note that the level of confidence does not depend on the similarity measures sim X ðÁÞ and sim L ðÁÞ, that is, credible predictions can be made for any pair of similarity measures. In other words, the suitability of the similarity measures does not influence the confidence of the predicted solution sets C est ðx 0 Þ. It does influence, however, the precision of these predictions: The more suitable the similarity measures are, the "larger" the similarity profile and, hence, the more precise the predictions become. Thus, methods for learning or adapting similarity measures, a topic of general interest in CBR (for example, [17] and [34] ), could of course complement CCBI in a reasonable way. Even though this idea will not be developed further in this paper, note that the similarity profile provides an interesting point of departure in this regard: As mentioned above, the precision of predictions is to a large extent dictated by the strength of the similarity profile. Consequently, the latter can be taken as an indicator of the quality of the underlying similarity measures (and, hence, as an optimization criterion).
Practical Issues
A rather obvious idea in connection with the inference scheme (5) is to take the intersection not over all n cases in the case base M but only over the k ( n nearest neighbors (NNs) of the query x 0 . Obviously, this will increase efficiency while preserving the correctness of the prediction. On the other hand, some precision will be lost, but this effect is usually limited due to the fact that less similar problems often hardly contribute to the precision of predictions.
In many applications, one is interested in both a credible solution set and a "point-estimation" of the solution x0 , that is, a distinguished element est x0 2 L that can be considered as a representative. The latter can be derived from the credible solution set C est ðx 0 Þ as a generalized median:
As can be seen, the generalized median is a kind of center point, namely, the element of the credible solution set that is maximally similar to all other elements. Let us finally make a note on the specification of the similarity measures sim X ðÁÞ and sim L ðÁÞ. Usually, the definition of the latter is uncritical, especially since only the ordinal structure of this measure is important: A (strictly) monotone transformation of sim L ðÁÞ will not change the inference result, that is, the credible solution set. (As can be shown formally, it only changes the similarity bounds ¼ hðÞ but not the neighborhoods N ðÞ). For example, in the case where solutions are real numbers (as in regression), this means that sim L ðÁÞ can be defined by any monotone decreasing function of Euclidean distance.
Regarding the definition of sim X ðÁÞ, the cardinal structure of this measure is important insofar as it has an influence on the assignment of similarity pairs (the black points in Fig. 2 ) to the bins of the (fixed) partition underlying the specification of the similarity profile. Still, our experiments so far have shown that the profile is rather robust toward variations of sim X ðÁÞ. This can be explained by the fact that moving a similarity pair from one bin to another only has an effect if this pair is a "critical" one that determines the similarity bound in one of the bins.
EXTENSIONS OF CREDIBLE CASE-BASED INFERENCE
One disadvantage of CCBI, as outlined above, concerns one of its key ingredients, the concept of a similarity profile. Due to the fact that a similarity profile provides worst-case estimations in the form of lower similarity bounds, it is rather sensitive toward outliers, that is, similarity pairs
with comparatively small . In fact, as ðÞ is a lower bound to the similarity of solutions that belong to -similar problems, even the existence of a single pair of -similar problems having rather dissimilar solutions entails a small lower bound ðÞ. Small bounds, in turn, will obviously have a negative effect on the precision of predictions (5). This problem is illustrated in Fig. 3 for the auto-mpg data set, a benchmark from the University of California, Irvine (UCI) repository. 5 The picture clearly reveals the aforementioned outlier effect: The similarity profile is "pressed down" by a relatively small number of similarity pairs (13) . In this section, some extensions of CCBI will be introduced in order to overcome this drawback.
M-Similarity Profiles
As already mentioned above, typically, not all encountered cases are stored in the case base M. In many applications, the case base will even remain more or less fixed. Under these conditions, not all potential similarity tuples of the form (13) are actually relevant. In fact, in the course of CBI, such tuples are only derived for pairs of cases ðhx i ; x i i; hx j ; x j iÞ 2 M Â ðX Â LÞ; that is, one of the cases is always an element of the case base. One may benefit from this fact by adjusting the similarity profile (and the corresponding inference scheme) to the case base M. This leads to the concept of an M-similarity profile, which is defined as follows: For all 2 ½0; 1,
5. See Section 4 for details concerning the specification of the underlying similarity measures. The definition of the empirical similarity profile is changed correspondingly: In the definition (9) of the coefficients k , the minimum is taken over those problems where x i is in the case base M and x j is any problem that has been encountered so far. In this connection, it can be shown that inequality (12) in Theorem 3 can be generalized as follows:
where N is the number of problems that have been encountered so far. (The proof is omitted here as it is quite similar to the proof of Theorem 3.)
Local Similarity Profiles
The idea of adapting a similarity profile to a given case base, as discussed above, can even be carried one step further: A similarity profile can be maintained for each individual case in the case base. We define the profile i ðÁÞ of the ith case hx i ; xi i as in (4) except that the infimum is taken only over those pairs of cases that involve the ith case itself:
Thus, i ðÁÞ allows for statements of the following kind: If a problem is -similar to x i , its solution is at least i ðÞ-similar to xi . Since i ðÁÞ is adapted to a single case and, hence, to a local subregion of the problem space, we call it a local similarity profile. Note that a local profile can be seen as a suitable scaling of the neighborhood of a case and, hence, is in line with the idea of using locally adaptive metrics in NN methods [14] . In the inference scheme (5), the neighborhoods N ðsim X ðx i ;x 0 ÞÞ ð x i Þ are now replaced by the neighborhoods N i ðsim X ðx i ;x 0 ÞÞ ð x i Þ. We refer to this type of local inference as CCBI-L. The concept of a local similarity profile allows one to distinguish between typical and untypical cases. In fact, due to the enforced global validity of a standard similarity profile, untypical cases and outliers are treated in the same way as typical cases that are representatives of their neighborhood. Consequently, the derivation of tight bounds from typical cases is prevented: In the inference scheme (5), the neighborhoods of such cases are as large as those of untypical cases. This effect is obviously avoided by using local similarity profiles. In this connection, we note that a local similarity profile as a quantification of the typicality of a case might serve as a good criterion for selecting "competent" cases to be stored in the case base M [32] . In the auto-mpg data set, for example, the ninth car (a Pontiac Catalina) has a much stronger developed (local) empirical profile than the 323rd car (a Mazda GLC), as shown in Fig. 4 . Thus, the former seems to be much more typical than the latter.
Mathematically speaking, a similarity profile ðÁÞ is the lower envelope of all local profiles i ðÁÞ. Consequently, CCBI-L will usually yield predictions that are more precise than those of CCBI. The price to pay is a higher computational complexity since a profile must be maintained for every case in the case base M. Moreover, it is to be expected that a prediction in the form of a credible solution set becomes less confident or, stated differently, that more cases are needed in order to achieve the same level of confidence. Indeed, it can be proved that inequality (12) in Theorem 3 can now be generalized as follows:
where N is again the number of problems that have been encountered so far. As can be seen, the factor 2 in the upper bound is now replaced by jMj and hence increases linearly with the size of the case base. Anyway, the probability of an incorrect prediction still becomes arbitrarily small if the number of observed cases ðNÞ is large enough in comparison with the number of cases in the case base.
Probabilistic Similarity Profiles
Another idea to increase the robustness of similarity profiles is to replace the deterministic similarity bounds ðÞ by probabilistic bounds. Such probabilistic bounds can be expressed in terms of (cumulative) probability distribution functions F ðÁÞ, with F ðÞ being the probability that sim L ð x ; y Þ for -similar problems x; y 2 X [20]:
In practice, it will usually be sufficient to approximate a distribution function by a finite set of quantiles.
The representation of hypotheses in the form of step functions can easily be extended to the probabilistic setting. Let A k be an interval in the representation (8) of hypotheses. Moreover, let S k be the set of similarity degrees sim L ð xi ; xj Þ such that sim X ðx i ; x j Þ 2 A k . Rather than assigning to k the minimum of S k , as in (9), we now define this bound by the ð1 À pÞ-quantile of S k , where p is a usually small value such as 0.05. As an empirical quantile, k is hence an estimation of the corresponding true quantile of F ðÁÞ. We call the step function h p ðÁÞ given by h p ðÞ ¼ k for 2 A k , with k as defined above, the empirical p-profile. Now, suppose that we employ h p ðÁÞ in order to derive a prediction we do not have enough information to compute the probability of an incorrect prediction exactly. Still, by making a simplifying independence assumption à la naive Bayes, the confidence level ð1 À pÞ k can be justified. Our practical experience has shown that this level still underestimates the true confidence level in almost any application (see Section 4) .
Of course, probabilistic estimations of the abovementioned type can be derived for different values
Thus, by using this probabilistic variant of CCBI, which we call CCBI-P, one obtains a nested sequence
of credible solution sets with associated confidence levels.
As an advantage of this kind of "stratified" prediction, note that it differentiates between predicted solutions better than a single credible solution set does: The solutions in C p ' ðx 0 Þ are the most likely ones, those in C p 'À1 ðx 0 Þ n C p ' ðx 0 Þ are somewhat less likely, and so on.
CREDIBLE CASE-BASED INFERENCE FOR PREDICTION PROBLEMS
As mentioned above, an especially simple yet relevant problem class for CBR is given by prediction problems, including classification and regression as special cases. In this context, CBR is typically referred to as instance-based learning (IBL) [4] , [2] . From a machine learning point of view, IBL is an interesting alternative to inductive modelbased methods. Rather than inducing a general model (theory) from the data, IBL algorithms simply store the data itself [35] . The processing of the data is deferred until a prediction is actually requested, a property that qualifies IBL as a lazy learning method [3] . Predictions are then derived by combining the information provided by the stored examples in one way or another. Typically, IBL is applied to classification problems where predictions are derived from the query's k NNs through majority voting. Still, by combining the neighbors' predictions using a weighted sum rather than majority voting, IBL can also be employed for the estimation of numeric values [5] . In [22] , the predictive performance of (numeric) IBL was found to be quite able to compete against linear regression (LR) as a representative of classical statistical approaches. More importantly, the authors correctly emphasized a key advantage of IBL, namely, the fact that it does not assume strong (structural) properties of the data-generating process such as linearity in LR.
This advantage, however, does not come for free. For methods that dispose of an underlying (statistical) model, it is usually much simpler to quantify the credibility of a prediction. In LR, for example, an estimated model can be used for deriving a confidence interval covering a predicted output with a certain probability. Roughly speaking, this becomes possible by transferring the credibility of the model itself, estimated on the basis of the data in conjunction with the model assumptions, to predictions thereof. Interestingly enough, by deriving predictions in the form of credible sets, CCBI combines advantages from both instance-based and model-based learning: As an instancebased approach, it requires fewer structural assumptions than (parametric) statistical methods and yet it allows for specifying the uncertainty related to predictions.
This section is meant to convey a first idea on how CCBI can be applied to prediction problems and how it performs in practice. To this end, we present some experiments in which we compared our approach to standard IBL (NN estimation [12] ). It should be noted in advance, however, that a fair comparison is difficult, especially since the methods provide predictions of different kinds. For example, the main purpose of CCBI is to derive estimations in the form of credible sets, whereas IBL aims at producing good point estimations in the first place. As a consequence, standard IBL and CCBI are not directly comparable. Indeed, the main purpose of our studies is to show not that one approach is better than the other one but instead that CCBI can reasonably complement standard IBL. Besides, the experiments are intended to support the theoretical results of the previous sections and to underpin our claim that CCBI combines advantages from both instance-based and model-based learning.
We performed experiments for regression problems, that is, prediction of numerical outputs. In this case, a training example is a tuple hx; x i, where x ¼ ðx 1 . . . x m Þ is a vector of values for the input attributes, numerical or nominal, and
x is a value for the (numerical) output attribute. As a similarity measure, we used
where the distance dðÁÞ is defined as jx i À y i j for numerical attributes and assumes values 0 and 1 for ordinal features (that is, dðx i ; y i Þ ¼ 0 if x i ¼ y i and ¼ 1 otherwise). To guarantee that all attributes have approximately the same influence-a point of critical importance in IBL [22] -each input attribute is first rescaled linearly to the unit interval.
To facilitate the interpretation of quality measures, we rescaled the output attribute in the same way. Since our main objective is to compare IBL and CCBI under equal conditions, we refrained from "tuning" both methods. Particularly, we neither included feature selection nor feature weighting. 6 Besides, we did not put much effort in optimizing the constant in (16); ¼ 5 seemed to produce reasonable results and we used this value throughout our experiments. The partition of the unit interval underlying the similarity hypothesis in CCBI was always defined as a simple equiwidth partition of size 10 for the global version and (since there are less training examples in the local approach) of size 5 for CCBI-L.
An Illustration Using Artificial Data
The first example is a simple regression problem and mainly serves as an illustration. The function to be learned is given by the polynomial x7 !x 2 . Moreover, n training examples hx i ; x i i are given, where the x i are uniformly distributed in X ¼ ½0; 1 and the x i are normally distributed with mean ðx i Þ 2 and standard deviation 1/10. As mentioned above, we employed (16) with ¼ 5 as a similarity measure for instances. Given a random sample (case base) M, we first induce a similarity hypothesis for an underlying equiwidth partition of size m ¼ 5. Using this hypothesis and the sample M, we derive a prediction x for all instances x 2 ½0; 1 (respectively, for the discretization f0; 0:01; 0:02 . . . 1g). Note that such a prediction is simply an interval. The union of these intervals yields a confidence band for the true mapping x7 !x 2 . Fig. 5 shows a typical inference result for n ¼ 25. Moreover, Fig. 6 shows a result for n ¼ 75, using local similarity profiles (CCBI-L).
According to our estimation (12), the degree of confidence for n ¼ 25 is 16/26. This, however, is only a lower bound and, empirically (namely, by averaging over 1,000 experiments), we found that the level of confidence is almost 0.9. To draw a comparison with standard statistical techniques, the figures also show the 0.9 confidence band obtained for the regression estimation (and the same samples). As can be seen, CCBI yields predictions of roughly the same precision; CCBI-L is even slightly more precise. This finding was also supported for estimation problems with other functions and input spaces of higher dimension.
In this connection, it should again be mentioned that linear, respectively, polynomial regression makes many more assumptions than CCBI. Especially, the type of function to be estimated must be specified in advance: Knowing that this function is a polynomial of degree 2 in our example, we took the model
2 as a point of departure and estimated the coefficients i . Usually, however, such knowledge will not be available. For instance, the performance of LR becomes much worse due to typical overfitting effects when adapting a polynomial of degree k > 3 to the data. Moreover, the confidence band for LR is only valid if the error terms follow a normal distribution (as they do in our case but not in general).
Real-World Regression Problems
We also applied CCBI to several real-world data sets from the UCI repository and the Statlib archive. 7 The data is summarized in Table 1 .
In order to test the effectiveness of the probabilistic strategy for CCBI, we have applied this approach to the data sets with different values for the parameter p (namely, p ¼ 0; 0:02; 0:04). The following performance measures were derived by means of a leave-one-out cross validation:
1. the correctness or empirical confidence (CONF) measured in terms of the relative frequency of correct predictions (predicted interval covers true value), 2. the precision of predictions (PREC) measured in terms of the average length of a predicted interval, and 3. the mean absolute error (MAE) measured in terms of the average distance between the true value and the point estimation (center of the interval). As a neighborhood size for CCBI-P, we used k ¼ 20. Again, note that this parameter is less important in CCBI than in k-NN estimation. As mentioned previously, dissimilar neighbors will often hardly influence the 7 . http://www.ics.uci.edu/~mlearn and http://lib.stat.cmu.edu/. prediction in terms of a credible set. Indeed, we observed that, even though varying this parameter has an effect for small k, increasing k beyond % 15 hardly changed the results.
The results for this series of experiments are summarized in Table 2 . As can be seen, the use of probabilistic bounds yields an extreme gain of precision at the cost of a mostly slight deterioration of the confidence. This finding, which basically holds true for all data sets, clearly provides strong evidence for the effectiveness of the probabilistic extension of CCBI: By varying the parameter p, a smooth trade-off between confidence and precision can be achieved. Regarding the quality of the CCBI point estimation, the influence of p is less strong, though, in general, more precise estimations come along with a slightly more accurate point estimation.
Admittedly, there are some data sets for which CCBI performs poorly, either in terms of confidence or in terms of precision or both. Looking at the characteristics of these data sets, there are two plausible explanations. First, confidence and precision is weak if the size of the data set is too small. Of course, this is natural since statistically confident and precise predictions cannot be made on the basis of sparse data. Second, CCBI seems to have problems with data sets in which nominal attributes prevail. As a plausible explanation, note that, in this case, there exists only a small number of different similarity degrees sim X ðx; yÞ. If these degrees are not well distributed over the unit interval, an equiwidth partition is likely to produce a poor and unbalanced similarity profile. In this case, the use of an adaptive partition (in line with equifrequency histograms) seems to be advised, an option that we did not exploit so far but that should definitely be given a try.
We also found that the CCBI point estimations are, on average, slightly inferior to the point estimations produced by standard k-NN estimation (see also Table 3 ) even though there are some exceptions where the former are even better than the latter. Nevertheless, the investigation of the statistical (Pearson) correlation between the PREC of CCBI estimations and the MAE of the standard k-NN estimations (results omitted due to space restrictions) showed a significant positive correlation between these two quantities. This finding suggests that the width of the CCBI confidence interval is a good indicator of the accuracy of a k-NN prediction. Consequently, it might be an interesting idea to complement the latter by the former, that is, to take the k-NN prediction as a point estimation and the CCBI prediction as a confidence interval.
In a second series of experiments, we have employed the local version CCBI-L. The results are summarized in Table 3 . As was to be expected from our theoretical analysis, predictions become more precise but less confident in comparison with the global version of CCBI. Apart from that, it is interesting to note that CCBI-L yields extremely good point estimations. In fact, more often than not, these point estimations are better than those of standard k-NN. Recalling that CCBI is actually not intended to produce point estimations, at least not in the first place, this is a surprisingly good and, indeed, unexpected result.
RELATED WORK
As mentioned previously, formal approaches to CBR, in general, and the formalization of the CBR hypothesis, in particular, have not received very much attention as yet. There are, of course, a few notable exceptions. In [15] , for example, it is shown that a special version of the CBR hypothesis is correct on the average in the sense that problems with similar features are more likely to have the same solution, given that the similarity measure is appropriately defined. Two important differences to our approach deserve mentioning: First, we assume a similarity measure to be given, that is, our approach does not require the specification of an ideal measure (see also comments below) but remains valid regardless of the similarity measure employed. Second, we are not directly concerned with the probability of a correct versus incorrect prediction (which only makes sense if jLj is small, a requirement rarely fulfilled in CBR) but rather with the derivation of credible sets that are likely to cover the true output (solution). In [25] , the authors consider the problem of quantifying the extent to which the CBR hypothesis holds for a particular application at hand. To this end, they propose a measure of the problem-solution regularity. In contrast to our concept of a similarity profile, however, this is a onedimensional measure. Besides, it is not used for the purpose of prediction but rather as a kind of trigger for the maintenance of the CBR system.
Regarding the aspect of uncertainty in CBR, the importance of being able to assign degrees of confidence to predictions has been pointed out by several authors (for example, [10] ). In [11] , different confidence measures for case-based (NN) predictions are proposed and evaluated and this work has been continued in [13] in connection with a concrete CBR application (Spam filtering). More generally, the problem of characterizing the reliability of an estimation has recently received attention in the machine learning field as well [24] , [28] . Again, however, note that assessing the confidence of a single point estimate, as done in the aforementioned papers, is quite different from the goal that we have pursued in the current paper, namely, deriving predictions in the form of credible sets.
SUMMARY, CONCLUSIONS, AND FUTURE WORK
In this paper, we have proposed a method for supporting the retrieval of candidate solutions in CBR. Our method, called CCBI, exploits a problem solving experience in the form of a case base in order to predict a set of promising candidates that might solve a new problem. The corresponding inference scheme is based on a formalization of the heuristic CBR hypothesis, suggesting that similar problems have similar solutions. As CCBI has interesting theoretical properties, notably the fact that a prediction covers the true solution with high probability, it contributes to a formal foundation of CBR. Besides, let us highlight the following points:
1. As CCBI hardly assumes more than the specification of similarity measures for problems and solutions, it is quite general and widely applicable. In fact, note that no kind of transitivity is assumed for the similarity measures, which means that the structure of the problem space X and the solution space L might be weaker than that of a metric space (which is a point of great practical relevance in CBR). Consequently, CCBI predictions can be derived in many situations where standard methods (for example, from statistics) are not applicable. In fact, even though, in our experiments, we employed CCBI only for regression problems, it can be applied to more complex output spaces in exactly the same manner. For example, it could be used to predict rankings in so-called label ranking problems [19] , [16] or other types of structured output like trees or graphs that might represent solutions in a CBR context. In these cases, a CCBI prediction would be given by a credible subset of ranking, trees, or graphs, respectively. 2. CCBI works for any pair of similarity measures even if these measures are not defined in an optimal way. That is, the predictions remain correct with high probability even though they might become rather imprecise. This, however, should not be seen as a disadvantage. On the contrary, CCBI does not pretend a precision or credibility of case-based predictions that is actually not justified. Instead, imprecise predictions can be taken as an indication that either CBR is not appropriate for the application or, at least, that the similarity measures are not well specified. 3. As a formalization of the CBR hypothesis, the concept of a similarity profile, which plays a key role in CCBI, is interesting by itself. In particular, a similarity profile clearly shows to what extent the CBR hypothesis actually holds true for the application at hand. Moreover, the concept of a local similarity profile supports the selection of representative and, hence, useful cases to be stored in the case base. In Section 4, we have applied CCBI to regression problems. In this regard, it is worth mentioning that CCBI in a sense unifies diverse types of prediction problems. Moreover, it combines advantages from both instancebased and model-based (statistical) learning: As an instance-based approach, it requires fewer structural assumptions than (parametric) statistical methods and, yet, it allows for specifying the uncertainty related to predictions. Empirical results presented for regression problems suggest that CCBI performs rather well in practice. In particular, even though it is not designed to produce point estimations, it is quite competitive to standard IBL in this regard. Besides, it yields useful predictions in the form of credible sets, which is, of course, its key advantage.
From a (case-based) problem solving point of view, prediction appears to be the most simple problem class, mainly because there is no need for adaptation. In the experimental part, we have focused on this type of problem as it allows for a systematic evaluation of the prediction quality of CCBI and since corresponding benchmark data is available. Regarding future work, an interesting idea is to go one step further and apply CCBI in the context of searchoriented CBR, as briefly touched on in the introduction. We conclude the paper by giving a brief outline of this idea.
According to the view of transformational adaptation taken in [8] , case-based problem solving can be cast as a search process. Within the related model, (potential) cases correspond to search states, and adaptation operators play the role of search operators. Now, the key idea is to use CCBI in order to complement this model in a reasonable way. In fact, in [8] , the authors note that, according to their approach, CBR could principally be realized by enumerating the search space completely. Understandably, they look at this idea with reservation, immediately pointing to the enormous complexity it brings about. Our approach applies to exactly this problem: CCBI supports CBR by predicting a promising ("credible") subset of search states, thereby focusing the search on promising cases and providing important information to a search method that is applied for actually finding a solution. From the perspective of CBR, this approach might not merely be seen as an application. In conjunction with the ideas presented in [8] , it could contribute in a more general way to a formal framework of CBR in which (transformational) adaptation is realized as a search process and (case-based) experience is used in order to concentrate on promising regions of the related search space.
Indeed, in [8] , the concept of similarity is integrated into problem solving by means of a, say, "ideal" similarity measure. By pointing to optimal initial search states, this measure somehow guarantees the retrieval of cases that can be adapted easily. Needless to say, finding such measures will be difficult in practice, if possible at all. CCBI takes a different (more pragmatic) approach: It takes any similarity measure as a given input, even if this measure is not "ideal." It then derives a set of promising search states rather than the optimal initial state and the precision of this prediction depends on how ideal the similarity measure actually is.
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