Newton’s method for concave operators with resolvent positive derivatives in ordered Banach spaces  by Damm, T. & Hinrichsen, D.
Linear Algebra and its Applications 363 (2003) 43–64
www.elsevier.com/locate/laa
Newton’s method for concave operators with
resolvent positive derivatives in ordered Banach
spaces
T. Damm a,∗, D. Hinrichsen b
aZentrum Mathematik, TU München, D-80333 München, Germany
bInstitut für Dynamische Systeme, Universität Bremen, D-28334 Bremen, Germany
Received 23 March 2001; accepted 13 February 2002
Submitted by R. Nabben
Abstract
We prove a non-local convergence result for Newton’s method applied to a class of nonlin-
ear equations in ordered real Banach spaces. The key tools in our approach are special notions
of concavity and the spectral theory of resolvent positive operators.
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1. Introduction
A standard method to solve nonlinear equations is the Newton iteration. Its appli-
cability to operator equations in normed spaces was first established by Kantorovich
[16]. In the operator-theoretic setup the method is therefore often referred to as the
Newton–Kantorovich procedure. Kantorovich specified boundedness conditions on
the first and second Fréchet derivatives of the nonlinear operator, which guarantee
convergence of the Newton iteration starting in a small neighbourhood of the actual
solution. These results can be simplified and generalized, if the underlying space is
ordered and the sequence produced by the iteration can be shown to be monotonic
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and bounded; this can be the case, for instance, if the nonlinear operator satisfies
certain convexity conditions (compare [25] and references therein).
In general, however, results on the convergence of the Newton iteration are of a
local nature; they require a good initial guess. But in some special cases, e.g. for
Riccati operators [6,8,13,15,17,26], it has been observed that the iteration converges
from any point where the derivative of the Riccati operator has its spectrum in the
left half plane. This is what we call a non-local convergence result, since the starting
point may be far away from any solution of the Riccati equation.
In this paper we present a class of nonlinear operator equations in ordered Banach
spaces that can be solved by a non-local Newton iteration. Our approach is motivated
by our earlier investigations of Riccati type equations in the ordered real space of
Hermitian matrices [8] , and these turn out to be special cases of our main result.
We proceed as follows: In Section 2 we present basic facts about ordered linear
spaces and positive linear operators. The section also contains some proofs of results
from the spectral theory of resolvent positive operators which we need but did not
find in the literature. In Section 3 we introduce the notions of D+-concavity and
directional concavity and prove a simple but useful result on the relation between
concavity and differentiability. The tools worked out in Sections 2 and 3 are then
applied in Section 4 to prove a non-local convergence result for Newton’s method
applied to a class of concave operator equations with resolvent positive derivatives.
We also discuss a modified fixed-point iteration. Finally, in Section 5, the results are
illustrated by applications to a number of rational matrix equations arising in various
control and realization problems.
2. Resolvent positive operators on ordered Banach spaces
In this section we summarize some basic concepts and results from the theories
of ordered vector spaces and resolvent positive linear operators.
Let X be a real Banach space. Following the terminology in [4] we say that a
nonempty subset C ⊂ X is a convex cone if C + C = C, αC ⊂ C for all real num-
bers α  0. If the cone is pointed (i.e. C ∩ −C = {0}) such a cone C induces an
ordering onX. For x, y ∈ X we write x  y, if x − y ∈ C. If x − y ∈ intC, then we
write x > y. Here intD denotes the topological interior of an arbitrary set D ⊂ X.
If x  y, the set [x, y] = {z ∈ X | x  z  y} is called the order interval between x
and y. We will need the following definitions [19].
Definition 2.1. Given a closed convex cone C in the real Banach space X, the dual
cone C∗ in the dual space X∗ is given by C∗ := {y∗ ∈ X∗ | ∀x ∈ C : 〈x, y∗〉  0}.
(i) C is reproducing if C − C = X.
(ii) C is solid if intC = ∅.
(iii) C is normal if ∃b > 0 ∀x, y ∈ C : x  y ⇒ ‖x‖  b‖y‖.
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(iv) C is regular if every monotonically decreasing sequence x1  x2  · · · , which
is bounded from below by some element xˆ ∈ X, converges in norm.
Example 2.2
(i) The positive orthant Rn+ of n-dimensional real vectors with nonnegative entries
is a pointed convex cone in the Euclidean space Rn; it has the properties (i)–(iv)
from Definition 2.1.
(ii) Let Hn ⊂ Kn×n, K = R or K = C, denote the real Hilbert space of real or
complex n× n Hermitian matrices, endowed with the Frobenius inner product
〈X, Y 〉 = trace (XY ∗) = trace (XY ) and the corresponding (Frobenius) norm
‖ · ‖. By Hn+ := {X ∈Hn |X  0} we denote the subset of nonnegative defi-
nite matrices. The space Hn is canonically ordered by this pointed closed con-
vex cone which satisfies all the conditions (i)–(iv) from Definition 2.1. The
interior of the cone Hn+ consists of all the positive definite matrices in Hn
(see [4]).
The following lemma collects some elementary facts about convex cones, see
[19].
Lemma 2.3. Let C be a closed convex cone in a real Banach space X.
(i) If C is solid, then it is reproducing. In finite dimensions the converse is also
true.
(ii) If C is normal, then it is pointed. In finite dimensions the converse is also true
[3, Example 2.13].
(iii) C is normal if and only if C∗ is reproducing [19, Theorem 4.5].
(iv) C is reproducing if and only if C∗ is normal [19, Theorem 4.6].
(v) If C is regular, then it is normal [19, Theorem 5.1].
Our main results will be derived for real Banach spaces X ordered by a closed
solid, regular convex cone C. It then follows from Lemma 2.3 that both C and C∗
are pointed, reproducing, and normal.
Definition 2.4. Let X be a normed vector space ordered by a pointed convex cone
C. A bounded linear operator T : X → X is called positive if T (C) ⊂ C. It is called
inverse positive if it has a bounded positive inverse and resolvent positive if there
exists an α0 ∈ R, such that for all α > α0 the operators αI − T are inverse positive.
If T is positive and invertible, then T (intC) ⊂ intC. Hence if T is inverse positive
then T −1(intC) ⊂ intC, i.e. intC ⊂ T (intC).
Example 2.5
(i) Let Rn be ordered by the cone Rn+. A matrix A ∈ Rn×n, regarded as a mapping
A : Rn → Rn, is resolvent positive, if and only if all off-diagonal entries of A
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are nonnegative, i.e. A is a Metzler matrix. This is, by definition, equivalent to
saying that −A is a Z-matrix. We call A stable, if σ(A) ⊂ C−. Hence, again by
definition, A is resolvent positive and stable, if and only if −A is an M-matrix
(see [4]). General properties of stable resolvent positive operators are discussed
in Theorem 2.11.
(ii) Let A ∈ Kn×n, then the operator A :Hn →Hn, A(X) = A∗XA is pos-
itive with respect to the canonical ordering of Hn, whereas both the contin-
uous-time Lyapunov operator LA :Hn →Hn, LA(X) = A∗X +XA, and
the discrete-time Lyapunov operator (also Stein operator) SA :Hn →Hn,
SA(X) = A∗XA−X, are resolvent positive but, in general, not positive
(see [8]).
For a bounded linear operator T : X → X we denote the spectrum by σ(T ) and
set
β(T )=max{Re(λ); λ ∈ σ(T )} for the spectral abscissa,
ρ(T )=max{|λ|; λ ∈ σ(T )} for the spectral radius of T.
It is well known that σ(T ) = σ(T ∗) and that the adjoint operator T ∗ is (resolvent)
positive with respect to the positive cone C∗ if and only if T is (resolvent) positive
with respect to the closure clC. The spectrum of positive operators on Rn ordered
by the cone Rn+ was analyzed first by Perron and Frobenius. They showed that the
spectral radius of such an operator is an eigenvalue corresponding to a nonnegative
eigenvector. This result was extended by Krein and Rutman [20] to more general
spaces and cones. For instance the following holds: If T is a positive linear operator
in a real Banach space ordered by a closed, normal and reproducing convex cone,
then ρ(T ) ∈ σ(T ) (see [19, Theorem 8.1]). In general, however, it is not true that
ρ(T ) is an eigenvalue. But if one considers the adjoint operator T ∗ instead of T, the
existence of an eigenvector in C∗ for the eigenvalue ρ(T ∗) = ρ(T ) is guaranteed
under fairly general conditions:
Theorem 2.6. Let X be a real Banach space, ordered by a closed, normal, solid
convex cone C, and T : X → X a bounded linear operator.
(i) T is positive ⇒ ∃v ∈ C∗, v = 0: T ∗v = ρ(T )v.
(ii) T is resolvent positive ⇒ ∃v ∈ C∗, v = 0: T ∗v = β(T )v.
Proof. (i) A proof of (i) can be found in [23, Appendix 2.6] or [19, Theorem 9.11].
(ii) Let α > β(T ). First we note that λ ∈ σ(T ) if and only if 1/(α − λ) ∈ σ((αI −
T ∗)−1). For sufficiently large α the operator (αI − T )−1 is positive. By (i) there
exists a v ∈ C∗\{0}, such that (αI − T ∗)−1v = ραv, where ρα = ρ((αI − T )−1).
Multiplying this equation from the left by αI − T ∗ we obtain v = ρααv − ραT ∗v.
Hence λ0 = α − 1/ρα ∈ R is an eigenvalue of T ∗ with eigenvector v. Moreover,
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λ0 = max(σ (T ) ∩ R), because for λ ∈ σ(T ) ∩ R we have 1/(α− λ)  ρα=1/(α −
λ0), whence λ  λ0. In particular, λ0 and v do not depend on α. To show that in fact
β(T ) = λ0, let λ ∈ σ(T ). Then |1/(α − λ)|  ρα = 1/(α − λ0) for all sufficiently
large α and hence
0 (α − Re λ)2 + (Im λ)2 − (α − λ0)2
= (λ0 − Re λ)(2α − λ0 − Re λ)+ (Im λ)2.
Since α can be made arbitrarily large, this inequality implies λ0  Re λ proving
λ0 = β(T ). 
We use this result to give a simple proof for the monotonicity of ρ and β:
Corollary 2.7. Let X be a real Banach space, ordered by a closed, normal, solid
convex cone C and let S and T : X → X be bounded linear operators, such that
T − S is positive.
(i) If S is positive, then so is T and ρ(T )  ρ(S).
(ii) If S is resolvent positive, then so is T and β(T )  β(S).
Proof. (i) If S is positive, then clearly T is positive. Let S∗v = ρ(S)v for v ∈
C∗ with ‖v‖ = 1. Then ρ(S) = lim ‖S∗nv‖1/n. Since T  S we have T ∗v  S∗v
and inductively T ∗nv  S∗nv. By the normality of C∗ there exists a b > 0, such
that b‖T ∗nv‖  ‖S∗nv‖ for all n. Hence ρ(T ) = lim ‖T ∗n‖1/n  lim ‖T ∗nv‖1/n 
lim ‖ 1
b
S∗nv‖1/n = ρ(S).
(ii) Suppose that S is resolvent positive. For α large enough, αI − S is inverse
positive and ρ((αI − S)−1(T − S)) < 1. Hence the following Lemma 2.8 yields
that αI − T = (αI − S)− (T − S) is inverse positive.
Moreover, we have seen in the proof of Theorem 2.6 that β(T ) = α − 1/
ρ((αI − T )−1) for α  0. Since by assumption (αI − T )−1 − (αI − S)−1 =
(αI − T )−1(T − S)(αI − S)−1  0,we have ρ((αI − T )−1)  ρ((αI − S)−1) by
(a). Hence β(T )  β(S). 
Lemma 2.8. Let X be a Banach space ordered by a closed convex pointed cone. If
S : X → X is inverse positive and T is positive, such that ρ(S−1T ) < 1, then S − T
is inverse positive.
Proof. By assumption (S − T )−1 = (I − S−1T )−1S−1 =∑∞k=0(S−1T )kS−1 is a
convergent series of positive operators and thus positive (because C is closed). 
Proposition 2.9. LetX be a Banach space ordered by a closed solid, normal convex
cone C, α ∈ R, and T : X → X be a resolvent positive linear operator.
Then αI − T is inverse positive if and only if α > β(T ), i.e. σ(αI − T ) ⊂ C+.
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Proof. ‘⇒’ Let v be a positive eigenvector of T ∗ corresponding to β(T ) (Theorem
2.6). Then αI − T can only be inverse positive, if (αI − T ∗)−1v=(α− β(T ))−1v 
0, whence α > β(T ).
‘⇐’: Since T is resolvent positive, there exists an α0 ∈ R such that αI − T is
inverse positive for all α > α0. We choose the minimal α0 with this property and
show that it coincides with β(T ). From the implication ‘⇒’ it is obvious, that α0 
β(T ). We assume α0 > β(T ). Then (α0I − T )−1 exists and is positive by conti-
nuity. Now we choose α˜ ∈ [β(T ), α0[, such that ρ((α0 − α˜)(α0I − T )−1) < 1. It
follows from Lemma 2.8, that α˜I − T = (α0I − T )− (α0 − α˜)I is inverse positive,
contradicting the minimality of α0. 
Remark 2.10. Since we frequently consider strict inequalities, it is natural to as-
sume C to be solid. In some of the previous results, however, this assumption can
be avoided. For instance in Theorem 2.6 one could also assume C to be an arbitrary
closed convex pointed cone such that C∗ is locally compact, see [19, Theorem 9.6].
Alternatively, if in (i) T is compact, or in (ii) (αI − T )−1 is compact for α > β(T ),
it suffices if C is reproducing instead of solid; see [19, Theorem 9.2]. Corresponding
changes can be made in the assumptions of Proposition 2.9. Similarly, the assertions
of Corollary 2.7 hold if C is only reproducing instead of solid; see [5,22]. For the
spectral theory of resolvent positive operators see also [1,9,10].
The following theorem is an infinite-dimensional generalization of a result by
Schneider [24] and plays a central role. The proof is adapted from [24].
Theorem 2.11. Let X be a real Banach space ordered by a closed, solid, normal
convex cone C. Suppose R : X → X to be resolvent positive and P : X → X to be
positive, and set T = R + P. Then the following are equivalent:
(i) T is stable, i.e. σ(T ) ⊂ C−.
(ii) −T is inverse positive.
(iii) ∀y ∈ intC : ∃x ∈ intC : −T (x) = y
(iv) ∃x ∈ intC : −T (x) ∈ intC.
(v) ∃x ∈ C : −T (x) ∈ intC.
(vi) σ(R) ⊂ C− and ρ(R−1P) < 1.
Proof. (i)⇔ (ii): By Corollary 2.7 the operator T is resolvent positive and thus by
Proposition 2.9, conditions (i) and (ii) are equivalent.
(ii)⇒ (iii): If −T is inverse positive, then −T −1 maps intC into intC, which
implies (iii).
(iii)⇒ (iv) and (iv)⇒ (v) are trivial. (v)⇒ (i): Assume that x ∈ C satisfies−T (x)
∈ intC, but (i) fails. Then β := β(T )  0 and T ∗ has an eigenvector v ∈ C∗ corre-
sponding to β by Theorem 2.6. But this implies a contradiction:
T. Damm, D. Hinrichsen / Linear Algebra and its Applications 363 (2003) 43–64 49
0 > 〈T x, v〉 = 〈x, T ∗v〉 = 〈x, βv〉  0,
hence (i) holds. It remains to prove that (vi) is equivalent to (i)–(v).
(vi)⇒(ii): Suppose (vi), then −R is inverse positive by Proposition 2.9 and
ρ((−R)−1P) < 1. Applying Lemma 2.8 we obtain that −T = −R − P is inverse
positive, i.e. (ii).
(i), (ii), (iv)⇒(vi): Since β(R + P)  β(R) by Corollary 2.7, condition (i) im-
plies σ(R) ⊂ C−, whence −R is inverse positive and  := −R−1P is positive.
By (iv) there exists a positive vector x ∈ intC, such that −T x ∈ intC and since
−R−1  0 this implies R−1T x = (I −)x ∈ intC. But by Theorem 2.6 there
exists a v ∈ C∗\{0}, such that ∗v = ρ()v. Therefore 0 < 〈(I −)x, v〉 =(
1 − ρ())〈x, v〉, whence ρ() < 1 because 〈x, v〉 > 0. 
3. Concave maps
In the following let X be a real Banach space ordered by a pointed convex closed
cone C and consider a (nonlinear) mapping f : X ⊃ dom f → X.
Definition 3.1. Assume we are given subsets D+ ⊂ D ⊂ dom f. Then we say that f
is D+-concave on D if we can attach a bounded linear operator Tx : X → X at each
point x ∈ D, such that for all x ∈ D
∀y ∈ D+ : f (y)  f (x)+ Tx(y − x). (1)
Remark 3.2
(i) Let X = R with the canonical ordering. If e.g. D = dom f = X, then f is D+-
concave on D if at each point of the graph of f we can attach a straight line such
that the whole graph of f above D+ lies below this line.
(ii) In the following section, D+ plays the role of a target set, in which we try to find
a solution of f (x) = 0, whereas D contains possible initial values for a fixed-
point iteration. The D+-concavity on D is needed, to guarantee the transition
from D to D+.
We will also consider the following weaker version of D+-concavity.
Definition 3.3. Assume the situation of Definition 3.1 and let K ⊂ X. We say that
f is D+-concave on D in direction K if the inequality in (1) holds for all x ∈ D,
y ∈ D+, such that y − x ∈ K. Furthermore, we call f strictly D+-concave on D in
direction K if y − x ∈ intK\{0} implies that the inequality (1) is strict. If D = D+
we just say that f is (strictly) concave on D in direction K.
Obviously f is D+-concave on D if and only if it is D+-concave on D in direction
X. Finally we recall the definition of Gâteaux differentiability.
50 T. Damm, D. Hinrichsen / Linear Algebra and its Applications 363 (2003) 43–64
Definition 3.4. Let f : X ⊃ dom f → X and x ∈ int dom f. Then we say that f is
Gâteaux differentiable at x if, for every h ∈ X the map t "→ f (x + th) (defined in
a small interval ] − ε, ε[, ε > 0 depending upon x and h) is differentiable at t = 0.
In other words, there exists a mapping f ′x : X → X such that for all h ∈ X and all
t ∈ R with |t | sufficiently small
f (x + th) = f (x)+ tf ′x(h)+ tφx,h(t) with lim
t→0φx,h(t) = 0.
Proposition 3.5. Let D+ ⊂ D ⊂ dom f, K ⊂ X, and assume f : dom f → X to
be D+-concave on D in direction K. Let further x ∈ D and y ∈ intD+ such that
y − x ∈ intK and assume f to be Gâteaux differentiable at y.
(i) If f (y)− f (x) = Tx(y − x), then f ′y = Tx. In particular, f ′y = Ty if 0 ∈ intK.
(ii) If 〈f (y)− f (x), v〉 = 〈Tx(y − x), v〉 for some v ∈ C∗, then (f ′y)∗(v) = T ∗x (v).
Proof. (i) If f (y)− f (x) = Tx(y − x), we have for all z ∈ D+ with z− x ∈ K
f (z)  f (x)+ Tx(z− x)= f (x)+ Tx(z− y)+ Tx(y − x)
= f (y)+ Tx(z− y).
In particular, it follows for every h ∈ X and z = y ± th with 0 < t < 1 sufficiently
small that z ∈ D+, z− x ∈ K and
f (y ± th)= f (y)± tf ′y(h)± tφy,h(±t)
 f (y)+ Tx(±th) = f (y)± tTx(h).
As t → 0 we obtain ±f ′y(h)  ±Tx(h), whence f ′y(h) = Tx(h) for all h ∈ X.
(ii) Applying the functional v to all the expressions in the proof of (i) we obtain
〈f ′y(h), v〉 = 〈Tx(h), v〉 for all h ∈ X, whence (f ′y)∗(v) = T ∗x (v). 
As a consequence of Proposition 3.5 we obtain the following.
Remark 3.6. If f is D+-concave on D+ in direction K and 0 ∈ intK , then f ′y =
Ty at every point y ∈ intD+, where f is Gâteaux differentiable. Thus, the Gâteaux
differential f ′y : X → X is automatically linear and bounded under these conditions.
4. Resolvent positive operators and Newton’s method
Throughout this section let X be a real Banach space, ordered by a closed, solid,
regular convex cone C and f a continuous mapping from some subset dom f of
X to X.
Moreover, let there be given subsetsD+ ⊂ D ⊂ dom f and attached to each point
x ∈ D a bounded linear mapping Tx : X → X, such that the following holds:
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Assumption 4.1
(H1) D+ = D+ + C.
(H2) f is D+-concave on D (with the given Tx).
(H3) The Tx are resolvent positive for all x ∈ D.
(H4) The Tx are locally bounded onD+, i.e. ∀x ∈ D+ : ∃ε : supy∈D+,‖y−x‖<ε ‖Ty‖
<∞.
(H5) There exists an x0 ∈ D such that σ(Tx0) ⊂ C−.
(H6) There exists an xˆ ∈ intD+ such that f (xˆ)  0.
(H7) f is Gâteaux differentiable on intD+.
Important examples for such mappings are provided by Riccati-type operators in
the ordered vector space Hn of Hermitian matrices, see Section 5.
We address the problem of approximating a solution x ∈ D+ to the equation
f (x) = 0 by the Newton-type iteration
xk+1 = xk − (Txk )−1(f (xk)). (2)
Theorem 4.2. Let Assumption 4.1 hold or assume, alternatively, the hypotheses
(H1)–(H5) and
(H8) There exists an xˆ ∈ D+ such that f (xˆ) > 0.
Then the iteration scheme (2) starting at an arbitrary x0 ∈ D such that σ(Tx0) ⊂
C− defines a sequence x1, x2, . . . in D+ with the following properties:
(i) ∀k = 1, 2, . . . : xk  xk+1  xˆ, f (xk)  0, and σ(Txk ) ⊂ C−.
(ii) x+ := limk→∞ xk ∈ D+ satisfies f (x+) = 0 and is the largest solution of the
inequality f (x)  0 in D+ (i.e. f (x)  0 ⇒ x  x+ for all x ∈ D+).
Proof. We prove (i) inductively and will only use conditions (H1)–(H5) in the first
few steps of the proof.
Suppose that x0, . . . , xk have been constructed for some k  0 such that Txi is
stable for i = 0, . . . , k, x1  · · ·  xk and f (xi)  0 for i = 1, . . . , k. Then −Txk
is inverse positive by Theorem 2.11 (with P = 0) so that xk+1 is well defined by (2)
and satisfies
Txk (xk − xk+1) = f (xk). (3)
We first prove xk+1  x˜ for all x˜ ∈ D+ satisfying f (x˜)  0. Since xk ∈ D and x˜ ∈
D+ we obtain from the D+-concavity of f on D that
Txk (x˜ − xk+1)= Txk (x˜ − xk)+ Txk (xk − xk+1)
= Txk (x˜ − xk)+ f (xk)  f (x˜)  0.
But we know already that −Txk is inverse positive and so we have x˜  xk+1.
In particular xˆ  xk+1 under either condition (H6) and (H8). Hence xk+1 ∈ D+,
because xˆ ∈ D+ andD+ = D+ + C. By the same argument, if k  1 it follows from
(3) and f (xk)  0 that xk − xk+1  0.
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It remains to show that Txk+1 is stable and f (xk+1)  0. For this we make use of
the concavity condition for the pairs (xk+1, xk), (xˆ, xk+1) ∈ D+ ×D, to obtain
f (xk+1)f (xk)+ Txk (xk+1 − xk), (4)
f (xˆ)f (xk+1)+ Txk+1(xˆ − xk+1). (5)
By (3) the right side in (4) vanishes, whence f (xk+1)  0. Therefore (5) yields
f (xˆ)  Txk+1(xˆ − xk+1) = −Txk+1(xk+1 − xˆ). (6)
Now we distinguish between the assumptions. First assume that (H8) holds, i.e. there
exists an xˆ ∈ D+ such that f (xˆ) > 0. Then σ(Txk+1) ⊂ C− by Theorem 2.11, which
completes the proof of (i) under conditions (H1)–(H5) and (H8).
Alternatively, let Assumption 4.1 hold and suppose that Txk+1 is not stable. By
Theorem 2.6(ii) this is equivalent to the following condition:
∃v ∈ C∗\{0}, β  0 : T ∗xk+1v = βv. (7)
Together with the four inequalities xˆ  xk+1, f (xˆ)  0, f (xk+1)  0 and (5), this
implies
0  〈xˆ − xk+1, βv〉 = 〈Txk+1(xˆ − xk+1), v〉  〈−f (xk+1), v〉  0. (8)
Hence 〈f (xk+1), v〉 = 0, which by (3) means
〈f (xk+1)− f (xk), v〉 = 〈Txk (xk+1 − xk), v〉.
But xk+1  xˆ ∈ intD+ and D+ = D+ + C imply xk+1 ∈ intD+, and so f is Gâte-
aux differentiable at xk+1 by condition (H7). From Proposition 3.5 (with K = X)
we conclude that Txk+1 = f ′xk+1 , and T ∗xk (v) = (f ′xk+1)∗(v) = T ∗xk+1(v) = βv, in con-
tradiction with σ(Txk ) ⊂ C−. Thus Txk+1 must be stable, and this concludes our proof
of (i) under Assumption 4.1.
(ii) By (i) and the regularity of C, the xk converge in norm to some x+ ∈ xˆ + C ⊂
D+. Since the Tx are locally bounded on D+, we can pass to the limit in (3) to obtain
f (x+) = 0.
By the first part of the proof the inequality xk+1  x˜ holds true for all k ∈ N and
all solutions x˜ ∈ D+ of the inequality f (x)  0. Therefore x+ is the largest solution
of this inequality in D+. 
We say that a solution x˜ ∈ dom f of f (x) = 0 is stabilizing if σ(Tx˜) ⊂ C−. The
following lemma shows that there can be at most one stabilizing solution in D+.
Lemma 4.3. Suppose that f is D+-concave on D with resolvent positive Tx and let
y ∈ D+, z ∈ D and f (z)  f (y). If σ(Tz) ⊂ C−, then z  y. In particular, under
the assumptions of Theorem 4.2, if z ∈ D+ is a stabilizing solution of f (x) = 0,
then z = x+.
Proof. By concavity Tz(y − z)  f (y)− f (z)  0, whence by the stability and
resolvent positivity of Tz we have y − z  0. Now suppose z ∈ D+ is a stabilizing
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solution of f (x) = 0, then we choose y = x+ and get z  x+. On the other hand we
have z  x+ by Theorem 4.2. 
The following corollary of Theorem 4.2 gives a sufficient condition for the exis-
tence of a stabilizing solution.
Corollary 4.4. If conditions (H1)–(H5) and (H8) hold, then x+ in Theorem 4.2 is a
stabilizing solution of f (x) = 0 and satisfies x+ > xˆ (whence x+ ∈ intD+).
Proof. We already know x+  xˆ, and by concavity
Tx+(xˆ − x+)  f (xˆ)− f (x+) = f (xˆ) > 0;
hence σ(Tx+) ⊂ C− and x+ > xˆ follows from Theorem 2.11. 
If f is Fréchet differentiable, condition (H8) is equivalent to the existence of a
stabilizing solution of f (x) = 0.
Corollary 4.5. Assume conditions (H1)–(H5) and that f is Fréchet differentiable on
intD+. Then
(∃xˆ ∈ D+ : f (xˆ) > 0) ⇐⇒ (∃y ∈ intD+ : f (y) = 0 and σ(f ′y) ⊂ C−).
Proof. Fréchet differentiability implies Gâteaux differentiability and by Proposition
3.5 we have f ′x = Tx for all x ∈ intD. By Corollary 4.4 it only remains to prove
‘⇐’. Let y ∈ intD+ and f (y) = 0, σ (f ′y) ⊂ C−. Then 0 ∈ σ(f ′y) and so f ′y is an
invertible bounded linear operator on X. By the inverse function theorem, f maps a
small neigbourhood U ⊂ D+ of y onto a neighbourhood V of f (y) = 0. Choosing
c ∈ V ∩ intC we see that there exists xˆ ∈ U such that f (xˆ) = c > 0. 
The existence of stabilizing solutions implies quadratic convergence of the se-
quence (xk), provided f is sufficiently smooth. This is e.g. a consequence of the
following well-known result (compare [18] and also Remark 4.13):
Proposition 4.6. Assume the situation of Theorem 4.2, and let f be Fréchet differen-
tiable in a neighbourhood U of x+. Moreover, assume that the Tx satisfy a Lipschitz
condition ‖Tx − Ty‖  L‖x − y‖ for all x, y ∈ U.
If x+ is stabilizing, then the sequence (xk) converges quadratically, i.e. there
exists a constant κ such that ‖xk+1 − x+‖  κ‖xk − x+‖2 for all k ∈ N.
Remark 4.7
(i) The sequence (xk) is monotonically decreasing after the first step. The first step
is, in general, not decreasing, and we have no control over how far it might lead
away from the solution x+. It is, however, needed to achieve f (x1)  0 and
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x1  xˆ. Here the D+-concavity of f comes into play. To start the iteration, it
is sufficient to find an x0 ∈ D and a resolvent positive, stable Tx0 satisfying
(1) with x = x0. We call Theorem 4.2 a non-local convergence result, since x0
does not have to be close to x+.
(ii) If one considers the monotonic part of the sequence (after the first step), the
concavity inequality is applied only at points x, y ∈ D+ with x  y. Under
condition (H8) it is in fact sufficient to require only concavity on D+ in direc-
tion −C (see Theorem 4.9).
(iii) The iteration (2) requires the solution of a linear equation of the form Txkx =
y in each step. It has been observed in the context of Riccati equations (see
e.g. [11]) that it can be advantageous to replace the operators Txk by other
operators that are numerically easier to handle.
In the sequel we suggest a general framework to take advantage of these observations.
Suppose we have a decomposition of Tx of the form Tx = Rx + Px, where the Rx
are resolvent positive and the Px are positive. Replacing Txk by Rxk in (2) we define
the iteration
xk+1 = xk − (Rxk )−1(f (xk)). (9)
Let there be given xˆ, x0 ∈ dom f such that xˆ  x0 and attached to each point x ∈
[xˆ, x0] a bounded linear mapping Tx : X → X, such that the following holds:
Assumption 4.8
(H1′) [xˆ, x0] ⊂ int dom f.
(H2′) f is concave on [xˆ, x0] in direction K (with the given Tx) and K ⊃ −C.
(H3′) Tx = Rx + Px, where the Rx are resolvent positive and the Px are positive
for all x ∈ [xˆ, x0].
(H4′) The Rx are locally bounded on [xˆ, x0].
(H5′) σ(Tx0) ⊂ C− and f (x0)  0.
(H6′) f (xˆ)  0.
(H7′) f is Gâteaux differentiable at all x ∈ [xˆ, x0]with f ′x=Tx, and intK⊃−C\{0}.
Note that the sets D, D+ do not appear in this framework. The following result
has two aspects corresponding to Remark 4.7(ii) and (iii). Firstly, we weaken the
concavity conditions in Theorem 4.2 at the price of strengthening the requirements
imposed on the initial value x0. Secondly, we allow the operators Tx to be replaced
by the Rx, at the price of possibly diminishing the rate of convergence.
Theorem 4.9. Let Assumption 4.8 hold or, alternatively, assume the hypotheses
(H1′)–(H6′) with the stronger requirement f (xˆ) > 0. Then the iteration scheme (9)
starting at x0 defines a monotonically decreasing sequence in [xˆ, x0] with the fol-
lowing properties:
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(i) ∀k = 0, 1, . . . : xk  xk+1  xˆ, f (xk)  0, and σ(Txk ) ⊂ C−.
(ii) x+ := limk→∞ xk ∈ [xˆ, x0] satisfies f (x+) = 0 and is the largest solution of the
inequality f (x)  0 in [xˆ, x0] (i.e. f (x)  0 ⇒ x  x+ for all x ∈ [xˆ, x0]).
Proof. The proof of (i) proceeds by induction and follows the proof of Theorem 4.2.
We only elaborate on those points where we must take into account the new assump-
tions. Let us assume that for some k  0 we have constructed x0  x1  · · ·  xk
such that Txi is stable, xi  xˆ and f (xi)  0 for i  k. Then also Rxk is stable by
Theorem 2.11 (with T = Rxk ) and hence −Rxk is inverse positive. Thus xk+1 is well
defined by (9) and satisfies
Rxk (xk − xk+1) = f (xk)  0. (10)
We have to show that xk  xk+1  xˆ, f (xk+1)  0 and σ(Txk+1) ⊂ C−.
Since −Rxk is inverse positive, (10) implies xk  xk+1. To prove xk+1  xˆ we
utilize the concavity of f at xk in direction xˆ − xk  0 and remember that Txk (y) 
Rxk (y) for y  0:
Rxk (xˆ − xk+1)= Rxk (xˆ − xk)+ Rxk (xk − xk+1)
 Txk (xˆ − xk)+ f (xk)  f (xˆ)  0. (11)
Hence xˆ  xk+1 and so xk+1 ∈ [xˆ, x0]. By the concavity of f at xk and xk+1 in the
directions (xk+1 − xk)  0 and (xˆ − xk+1)  0, respectively, we have
f (xk+1)f (xk)+ Txk (xk+1 − xk)  (xk)+ Rxk (xk+1 − xk) = 0, (12)
f (xˆ)f (xk+1)+ Txk+1(xˆ − xk+1) (13)
and so f (xk+1)  0. Up till now we have only made use of the hypotheses (H1′)–
(H6′) with K = −C. If we assume f (xˆ) > 0, then σ(Txk+1) ⊂ C− follows as in
Theorem 4.2. This concludes the proof of (i) for the alternative assumptions.
Now assume that Assumption 4.8 holds and suppose that Txk+1 is not stable. By
Theorem 2.6 this is equivalent to the existence of v ∈ C∗\{0} satisfying condition
(7), which by the inequalities (8) implies 〈f (xk+1), v〉 = 0. Hence by (10) and (12)
〈f (xk+1)− f (xk), v〉 = 〈Rxk (xk+1 − xk), v〉
 〈Txk (xk+1 − xk), v〉
 〈f (xk+1)− f (xk), v〉,
where we obviously have equality everywhere. Since xk+1 − xk ∈ intK we can apply
Proposition 3.5 to obtain T ∗xk (v) = f ′∗xk+1(v) = T ∗xk+1(v) = βv, in contradiction to
σ(Txk ) ⊂ C−. Thus Txk+1 must be stable.
(ii) By (i) and the regularity of C, the xk converge in norm to some x+ ∈ [xˆ, x0].
Since the Tx are locally bounded for x ∈ [xˆ, x0], we can pass to the limit in (10) to
obtain f (x+) = 0. Now let x ∈ [xˆ, x0] satisfy f (x)  0. Proceeding as in the first
part of the proof of (i) with x instead of xˆ, we obtain x  xk+1 and so by induction
x  xk for all k ∈ N, whence x  x+. 
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Loosely speaking, the alternative in the assumption of Theorem 4.9 says that we
can trade the smoothness condition (H7′) for the strictness condition f (xˆ) > 0. But
from the proof it is easily seen that we can substitute both these assumptions by
another strictness condition.
Corollary 4.10. Assume the hypotheses (H1′)–(H6′) with the stronger requirement
of strict concavity in (H2′). Moreover, let R−1x0 f (x0) > 0 (for instance f (x0) < 0).
Then the assertions (i) and (ii) of Theorem 4.9 hold, with strict inequalities in (i),
i.e. xk > xk+1 > xˆ and f (xk+1) < 0 for all k = 0, 1, . . . .
Proof. The operator−Rx0 is inverse positive by (H3′) and (H5′). To start an induction,
we verify thatx0 > xˆ.This follows fromf (xˆ)− f (x0)  f ′x0(xˆ − x0)  Rx0(xˆ − x0)
(since xˆ  x0 by assumption) which implies xˆ − x0  R−1x0 (f (xˆ)− f (x0)) 
−R−1x0 (f (x0)) < 0.
Now we assume that for some k  0 we have constructed x0 > x1 > · · · > xk >
xˆ, such that Txi is stable (hence −Rxi inverse positive) for 0  i  k, and f (xi) < 0
for 1  i  k. If k = 0, then by assumption x0 − x1 = R−1x0 f (x0) > 0. If k  1,
then Rxk (xk − xk+1) = f (xk) < 0. Hence xk > xk+1 in both cases. Applying the
strict concavity condition we can derive the formulae (11) and (12) in a form, where
the second respectively the first inequality is strict. Hence xˆ < xk+1, and f (xk+1) <
0. From xˆ < xk+1 and the strict concavity we infer strict inequality in (13) and so
the stability of Txk+1 follows by Theorem 2.11. 
Remark 4.11. The main effort in the proofs of Theorem 4.9 and Corollary 4.10 (and
similarly Theorem 4.2) is made to establish the positivity of −R−1xk for all k. Here we
need the resolvent positivity of the Rx, the stability of Tx0 , and either assumption
(H7′), or one of the strictness conditions. Instead of making these assumptions we
could, of course, also assume the inverse positivity of −Rx for all x ∈ [xˆ, x0] (com-
pare [25], e.g. Theorem 5.4.). This property does not follow from any combination
of our assumptions. In the context of Riccati equations, however, it is in general too
restrictive.
It is clear that even under the conditions of Proposition 4.6 we cannot expect
quadratic convergence of the sequence (xk) in Theorem 4.9. But we have at least
linear convergence:
Proposition 4.12. Assume the situation of Theorem 4.9 and let f be continuously
Fréchet differentiable in a small ball U around x+ such that Tx=f ′x. Moreover, as-
sume that the Tx satisfy a Lipschitz condition ‖Tx−Ty‖L‖x − y‖ for all x, y∈U.
If the Rx depend continuously on x in U and x+ is stabilizing, then the sequence (xk)
converges linearly to x+: There exists a constant 0  θ < 1 and an equivalent norm
‖ · ‖+ on X, such that for sufficiently large k
‖xk+1 − x+‖+  θ‖xk − x+‖+. (14)
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Proof. By Theorem 2.11 and the stability of f ′x+ = Rx+ + Px+ ,we have ρ(R−1x+ Px+)
< θ for some θ < 1. Hence (e.g. [18]) there exists an equivalent norm ‖ · ‖+ on X
with the corresponding operator norm also denoted by ‖ · ‖+, such that ‖R−1x+ Px+‖+
< θ. By continuity also ‖R−1xk Pxk‖+ < θ for sufficiently large k.
We denote the remainder term of the linearization of f at x by φx :
∀x, y ∈ U : φx(y − x)= f (y)− f (x)− f ′x(y − x)
=
∫ 1
0
(f ′ty+(1−t)x − f ′x)(y − x) dt,
such that the Lipschitz condition gives ‖φx(y − x)‖  12L‖y − x‖2 for all x, y ∈ U.
By the iteration scheme (9) we have
xk+1 − x+ = xk −R−1xk
(
f (x+)+ (Rxk +Pxk )(xk − x+)− φxk (x+ − xk)
)
− x+
= −R−1xk Pxk (xk − x+)+ R−1xk φxk (x+ − xk)
= −R−1xk Pxk (xk − x+)+ O(‖xk − x+‖2),
whence ‖xk+1 − x+‖+  θ‖xk − x+‖+ for sufficiently large k. 
Remark 4.13. Note that for θ we could choose any number ρ(R−1x+ Px+) < θ < 1.
In particular, if Rx+ = Tx+ , Px+ = 0, i.e. the iteration is just the Newton iteration
in the limit, we have ρ(R−1x+ Px+) = 0 and can make θ arbitrarily small. This re-
flects the transition to a quadratically convergent sequence. In fact, if e.g. ‖Px‖+ 
L+‖x − x+‖+ for some L+  0 and all x ∈ U, we regain quadratic convergence.
5. Applications
We present applications of the results in Section 4 to different types of algebraic
Riccati equations. It is quite standard (e.g. [21]) to denote the unknown matrix in
such equations by X, and we adopt this convention. The ambient ordered vector
space will be Hn in Section 5.1 and Rm×n in Section 5.2.
5.1. Generalized symmetric algebraic Riccati equations
In this subsection we show that operators satisfying Assumption 4.1 arise natu-
rally in the theories of linear quadratic control (classical LQ control, H∞-control) of
deterministic and stochastic linear systems and also in realization theory. We confine
ourselves to the finite dimensional case.
Throughout this subsection we consider the real Banach space Hn, ordered by
the closed, solid, regular convex cone Hn+ (see Example 2.2).
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5.1.1. Stability and optimal stabilization of linear systems
The asymptotic stability of various classes of linear systems can be characterized
by linear matrix inequalities of Lyapunov type:
1. The continuous-time deterministic system x˙ = Ax is asymptotically stable if and
only if ∃X > 0 : T1(X) = A∗X +XA < 0.
2. The discrete-time deterministic system xk+1 = Axk is asymptotically stable if and
only if ∃X > 0 : T2(X) = A∗XA−X < 0.
3. The continuous-time stochastic system dx = Ax dt + A0x dw is mean-square sta-
ble if and only if ∃X > 0 : T3(X) = A∗X +XA+ A∗0XA0 < 0.
4. The discrete-time stochastic system xk+1 = Axk + A0xkwk is mean-square stable
if and only if ∃X > 0 : T4(X) = A∗XA−X + A∗0XA0 < 0.
5. The deterministic delay system x˙(t) = Ax(t)+ A1x(t − h) is asymptotically sta-
ble for all delays h > 0 if ∃X > 0 : T5(X) = A∗X +XA+X + A∗1XA1 < 0.
Note that the operators T1, . . . , T5 are all of the general form
T (X) = A∗X +XA+
N∑
i=0
A∗i XAi, (15)
and thus resolvent positive by Example 2.5 and Corollary 2.7.
Let us now add a control input to the above systems:
1. x˙ = Ax + Bu,
2. xk+1 = Axk + Buk,
3. dx = Ax dt + A0x dw + Bu dt + B0u dw,
4. xk+1 = Axk + A0xkwk + Buk + B0ukwk,
5. x˙(t) = Ax(t)+ A1x(t − h)+ Bu(t).
The feedback stabilization problem consists in finding a matrix F such that the
control input u(t) = Fx(t) or uk = Fxk, respectively, stabilizes the given system.
For instance, in case 1, one tries to find an F such that x˙ = (A+ BF)x is stable. By
our stability criterion, the latter is equivalent to the existence of an X > 0, such that
(A+ BF)∗X +X(A+ BF) < 0. In the general case with an operator T of the form
(15) we have to find an F such that there exists an X > 0 satisfying
TF (X) := (A+ BF)∗X +X(A+ BF)
+
[
I
F
]∗ [
A∗0XA0 A∗0XB0
B∗0XA0 B∗0XB0
] [
I
F
]
 Y (16)
for some Y < 0. (For simplicity of notation we have assumed N = 0.)
It follows from Theorem 2.11 that if (16) admits a positive definite solution for
some Y < 0, then it has a solution X > 0 for arbitrary Y < 0.
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In particular, we choose
Y = −
[
I
F
]∗
M
[
I
F
]
,
where
M =
[
P0 S0
S∗0 Q0
]
is a given weight matrix.
By an adequate choice of M one can meet certain optimality specifications for
the stabilized system (e.g. from LQ-control), which are not discussed here (compare
e.g. [7,8]). Here we restrict ourselves to the case M > 0. Then we can write (16) as
P(X)+ F ∗S(X)∗ + S(X)F + F ∗Q(X)F  0, (17)
where P, S and Q are given by
P(X)= A∗X +XA+ A∗0XA0 + P0,
S(X)= A∗0XB0 +XB + S0,
Q(X)= B∗0XB0 +Q0.
By the simple inequality for Q > 0
P + F ∗S∗ + SF + F ∗QF = P + (F ∗ + SQ−1)Q(F +Q−1S∗)− SQ−1S∗
 P − SQ−1S∗,
we see that (17) implies P(X)− S(X)Q(X)−1S(X)∗  0, and, conversely, the latter
implies (17) if we set F = −Q−1S∗.
Thus we have reduced an optimal stabilization problem to the solution of the
Riccati type matrix inequality
R(X) = P(X)− S(X)Q(X)−1S(X)∗  0.
If we set D = domR = {X ∈Hn : detQ(X) = 0} and D+ = {X ∈Hn : Q(X)
> 0}, then one can prove (see [8]) thatR satisfies Assumption 4.1, provided that the
underlying control system is stabilizable. In particular, one proves that the Fréchet
derivative ofR at X is given by TF in (16) with F = −Q(X)−1S(X)∗. From this it is
immediate to see that TF , as the sum of a Lyapunov operator and a positive operator, is
resolvent positive. SinceR(0) > 0, Corollary 4.4 yields that there exists a stabilizing
solution to the Riccati equationR(X) = 0 if and only if the inequality (16) has a posi-
tive definite solution X for some feedback matrix F, i.e. if and only if the underlying sys-
tem can be stabilized. In this caseF = −Q(X)−1S(X)∗ provides us with a stabilizing
feedback satisfying the optimality specifications represented by M.
Note that the main ingredients of Assumption 4.1—resolvent positivity, concav-
ity, and stabilizability—are inherent in this optimal stabilization problem: The first
comes from the Lyapunov approach, the second from the definiteness properties of
the weight matrix M, and the third is a part of the problem itself.
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5.1.2. L2-sensitivity optimization of realizations
In [14,27], problems of optimizing the realization of a transfer function were con-
sidered. Without going into the details we sketch the basic elements:
Given a strictly proper rational matrix G(s) ∈ Rp×m(s) of McMillan degree n
and a minimal realization (A0, B0, C0) ∈ Ln,m,p(R) := Rn×n × Rn×m × Rp×n
G(s) = C0(sI − A0)−1B0,
the set of all minimal realizations of G(s) is given as the orbit of (A0, B0, C0) under
the similarity action (S, (A,B,C)) "→ (SAS−1, SB,CS−1) of Gln(R) onLn,m,p(R).
Following [14] we interpret the (A,B,C) ∈ Ln,m,p(R) as discrete time systems and
define the L2-sensitivity measure of a realization (A,B,C) by
2(A,B,C)
2 :=
∥∥∥∥GA
∥∥∥∥
2
2
+
∥∥∥∥GB
∥∥∥∥
2
2
+
∥∥∥∥GC
∥∥∥∥
2
2
.
To simplify the presentation let now m = p = 1 for the moment. We set
Aˆ =
[
A0 B0C0
0 A0
]
, Bˆ = −S−1A0 (B0B∗0 ), Cˆ = −S−1A∗0 (C
∗
0C0),
P1 =
[
I
0
]
, P2 =
[
0
I
]
,
whereSA0 denotes the Stein operator associated with A0 (Example 2.5), and define
(X) = −P ∗1S−1Aˆ (P2XP
∗
2 )P1.
Note that the operator  is completely positive, i.e. it has a representation of the
form X "→∑A∗i XAi. Moreover, Bˆ and Cˆ are the controllability and the observ-
ability Gramians, respectively, of (A0, B0, C0), and thus positive definite by the
minimality of the realization. It was shown in [14] that a realization (A,B,C) =
(SA0S−1, SB0, C0S−1) ∈ Ln,m,p(R) minimizes the L2-sensitivity measure if and
only if X = S∗S solves the matrix equation
R(X) := (X)+ Cˆ −X(∗(X−1)+ Bˆ)X = 0. (18)
In the general case, where m,p  1 one obtains an analogous matrix equation with
Bˆ, Cˆ > 0 and completely positive .
The operator R is well defined on domR = {X ∈Hn| detX = 0}. We wish to
solve equation (18) in D+ := intHn+ ⊂ domR =: D, and verify the conditions of
Theorem 4.2.
By a straightforward calculation we obtain the explicit form of the Fréchet deriv-
ative of R:
Lemma 5.1. The Fréchet derivative R′X(H) of R is given by
R′X(H) =L−X(∗(X−1)+Bˆ∗)(H)+(H)+X∗(X−1HX−1)X. (19)
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Being the sum of a Lyapunov operator and positive operators,R′X is resolvent posi-
tive.
Lemma 5.2. The operator R is D+-concave on D.
Proof. Both and the quadratic mapping X "→ −XBˆX are obviously D+-concave
on D. Thus it remains to analyze the operator X "→F(X) := −X∗(X−1)X. For
Z ∈ D and Y ∈ D+ we have
F(Z)−F(Y )+F′Z(Y − Z)
= −Z∗(Z−1)Z + Y∗(Y−1)Y − Y∗(Z−1)Z
+ Z∗(Z−1)Z − Z∗(Z−1)Y + Z∗(Z−1)Z
+ Z∗(Z−1YZ−1)Z − Z∗(Z−1)Z
=
[
Y
Z
]∗ [ ∗(Y−1) −∗(Z−1)
−∗(Z−1) ∗(Z−1YZ−1)
] [
Y
Z
]
 0.
The inequality holds because[
Y−1 −Z−1
−Z−1 Z−1YZ−1
]
=
[
Y−1
−Z−1
]
Y
[
Y−1
−Z−1
]∗
 0
for Y > 0 and ∗ has a representation of the form X "→∑A∗i XAi. Thus F is
D+-concave on D, which completes the proof. 
It follows from the positive definiteness of Bˆ and Cˆ, that R′tI is stable for suffi-
ciently large t > 0 and that R(tI ) > 0 for sufficiently small t > 0. Thus Theorems
4.2 and 4.9 can be applied to solve the equation R(X) = 0. As a starting point we
can choose X0 = tI for sufficiently large t > 0.
If we apply the Newton iteration, we have to solve a linear equation of the form
L−Xk(∗(X−1k )+Bˆ∗)(Hk)+(Hk)+Xk
∗(X−1k HkX
−1
k )Xk = R(Xk) (20)
for Hk in each step to obtain the next iterate Xk+1 = Xk −Hk. Since the number
of unknown real or complex entries in Hk is n(n+ 1)/2, a direct solution of this
equation would require O(n6) operations. As has been pointed out in [11], and in
view of Theorem 4.9, it might be advantageous to solve the following simplified
equation for Hk
L−Xk(∗(X−1k )+Bˆ∗)(Hk) = R(Xk). (21)
This is just a Lyapunov equation and can be solved efficiently e.g. by the Bartels–
Stewart algorithm [2] in O(n3) operations. But obviously there is a trade-off between
the rate of convergence and the complexity of the linear equations to be solved.
Numerical experiments affirm that one can benefit from a combination of both
methods. The idea is to use the cheaper fixed point iteration given by (21) until the
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iterates approach the solution when one can really exploit the fast quadratic conver-
gence of Newton’s method.
5.2. A nonsymmetric Riccati equation
In a series of papers (see [12] and references therein) nonsymmetric algebraic
Riccati equations have been analyzed that arise in transport theory or in the Wiener–
Hopf factorization of Markov chains. These equations have the general form
R(X) = XCX −XD − AX + B = 0, (22)
with (A,B,C,D) ∈ Rm×m × Rm×n × Rn×m × Rn×n.
For arbitrary p, q ∈ N we regard Rp×q as an ordered vector space with the closed,
solid, pointed convex cone Rp×q+ . The operatorR thus maps the ordered vector space
Rm×n to itself. We are looking for the smallest nonnegative solution of the equation
R(X) = 0. Like in [12] we make the following assumptions.
Assumption 5.3
(i) The linear operator H "→ −(AH +HD) on Rm×n is resolvent positive and
stable.
(ii) B  0, and ∃G > 0 : AG+GD = B.
(iii) C  0, C = 0.
By definition, (i) holds if and only if I ⊗ A+DT ⊗ I is an M-matrix (Example
2.5).
As the condition C  0 forces R to be convex on Rm×n+ rather than concave,
we substitute Y = −X and make the transformation f (Y ) = −R(−Y ). Now we are
looking for the largest nonpositive solution of the equation
f (Y ) = −YCY − YD − AY − B = 0, Y ∈ Rm×n.
The derivative of f at some Y in direction H is given by
f ′Y (H) = −(A+ YC)H −H(D + CY).
For Y,Z ∈ Rm×n with Y > Z or Z > Y it follows from (iii) that
f (Z)− f (Y )+ f ′Z(Y − Z) = (Z − Y )C(Z − Y ) > 0.
Hence f is strictly concave in direction K = −Rm×n+ . For Y  0 the derivative f ′Y is
resolvent positive, because H "→ −(AH +HD) is resolvent positive by Assump-
tion 5.3(i), and H "→ −(YCH +HCY) is positive, by YC, CY  0. Also f ′0 is
stable by Assumption 5.3(i) and f (0) = −B  0. Hence, for any pair Yˆ  Y0 = 0
the conditions (H1′)–(H5′) are fulfilled, with RY = TY = f ′Y . Moreover, we have
strict concavity in (H2′) and R−10 f (0) = G > 0. If finally we assume the existence
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of some solution Yˆ  0 of the inequality f (Yˆ )  0, then also (H6′) is satisfied; hence
Corollary 4.10 can be applied to rediscover Theorem 2.1 from [12]:
Corollary 5.4. Consider the operatorR from (22) and let Assumption 5.3 hold. Set
X0 = 0 and Xk+1 = Xk −R′−1Xk (R(Xk)) for k  0. If R(Xˆ)  0 for some Xˆ  0,
then σ(R′Xk ) ⊂ C+ and the Xk are well defined for all k. The Xk are strictly mono-
tonically increasing, bounded above by Xˆ, and converge to the smallest solution X∞
of (22) in Rm×n+ . Furthermore (by continuity) σ (R′X∞) ⊂ C+ ∪ iR.
Remark 5.5
(i) In general, we can not apply Theorems 4.2 or 4.9 in this framework unless we
assumeR(Xˆ) < 0 or C = 0. This is because f is not concave in any direction K˜
with int K˜ ⊃ Rm×n+ \{0}.
(ii) In [12] also other fixed point iterations of the form (9) have been considered. In
terms of the transformed operator f they amount to a splitting f ′Y (H) = RY (H)+
PY (H) with a resolvent positive, stable operator RY (H) = R0(H) = −(A0H +
HD0), such thatA0  A andD0  D. The operator PY (H)=(A0 −A− YC)H
+H(D0 −D − CY) is then positive for all Y  0, whereas −RY = −R0 does
not depend on Y, is resolvent positive and stable by assumption, hence inverse
positive for all Y ∈ [Yˆ , 0]. As has been pointed out in [12] we can drop the
second part of Assumption 5.3(ii) in this case. This is the situation described in
Remark 4.11.
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