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Preface
Abstract
Power system state estimation has been introduced over four decades ago and since
then has become an integral part of the day to day network operation. State es-
timators are implemented in almost every control center around the world and are
used to continuously monitor the power system in a near real-time fashion. More
specifically, the state estimation algorithm is used to obtain an estimate of the net-
work state while acting as a filter for measurement errors by utilizing the redundant
nature of the available measurement set. Over time, a large number of redundant
measurement devices were installed throughout transmission networks, which makes
it possible to estimate the state of a transmission system with a high degree of accu-
racy. However, this is not the case in distribution networks where only a very small
number of real-time measurements are available. In absence of real-time measure-
ments, pseudo-measurements are normally used in order to enable an application of
the state estimation method. Pseudo-measurements are forecasted values for loads
and/or generation connected at a specific point in the network which generally have
large margins of error associated with them. This means that if a large number of
pseudo-measurements are used to estimate a network state, the resulting state may
be significantly different from the actual network state. This is the reason why state
estimation has to this day not been widely implemented in distribution networks.
In recent years, however, the growing amount of renewable generation connected
at the distribution level has resulted in an increased risk that network constraints
are violated. In order to perform a security assessment or take required control ac-
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tions, the network operator must obtain reliable information about the state of the
distribution network. This has given rise to the need of implementing state estima-
tion in distribution networks in order to obtain the required real-time information
about the networks state.
Before the state estimation can be performed, it has to be determined if a unique
estimate of the network state can be obtained from the available set of measure-
ments. This is done by the observability analysis. However, traditional methods
only determine if a state can be calculated and not if this result can provide prac-
tical information to the distribution network operator. Hence, a new probabilistic
approach to observability is developed in order to overcome this limitation. The
developed method assesses the network observability depending on the accuracy of
the estimated network state and the proximity of the estimated parameters to their
constraints under worst case consideration.
In case the uncertainty in an estimated state is too large to be practical, ad-
ditional measurement devices have to be placed in order to improve the accuracy.
However, due to economic constraints, only a small number of buses can be equipped
with real-time measurements. This makes optimal meter placement an important
tool for the implementation of state estimation in distribution networks. As part
of this thesis a new meter placement method is described which can potentially re-
duce the number of required measurement devices compared to conventional meter
placement methods while providing a practical level of state estimation accuracy.
The goal of this research is to develop new methods that support the application
of state estimation in distribution networks in presence of large uncertainties in the
state estimation inputs due to the lack of real-time measurements. For this purpose
the focus of this thesis is on the accuracy of the state estimation. In particular the
aspects of observability, uncertainty quantification, meter placement and the prac-
tical representation of state estimation results have been considered.
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Thesis Outline
This thesis is organized into five chapters and the following gives a brief overview of
the chapter contents:
• Chapter 1 provides a general introduction into the topic of state estimation,
and its relevance to distribution networks. It also highlights the differences
between distribution networks and the transmission systems which make an
application of the traditional approach to state estimation in distinction net-
works challenging.
• Chapter 2 focuses on the state estimation process. Here, a probabilistic ap-
proach to state estimation which is based on confidence is described which is
suitable for distribution networks with a low number of measurement devices.
This approach combines information about the state estimation accuracy and
the expected values of the estimated parameters into a single number repre-
sentation. This is achieved by calculating the confidence that the estimated
parameters are within their respective constraints. The proposed approach
makes it possible to objectively assess the state estimation result and quickly
identify critical areas even if a large amount of uncertainty is present in the
state estimation result. This chapter also describes a new method to calculate
the probability density functions of the estimated parameters in real-time, as
well as a method that determines if three-phase state estimation has to be
used based on how accurate the state estimation may take place considering
the level of unbalance in the system.
• Chapter 3 introduces a probabilistic approach to observability. This ap-
proach is based on practical considerations and is designed for an application
in distribution networks. It assesses the accuracy of the state estimation re-
sult under worst case consideration in order to identify critical areas in the
network. This chapter also describes an index for the distribution network ob-
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servability which provides a single continues number that gives an indication
of the network observability. Here the concept of information entropy which
was developed by Shannon in 1948 is used to quantify the uncertainty in a
state estimation result.
• In Chapter 4 a new meter placement method is developed which is based on
previous findings and practical considerations. Conventional meter placement
methods normally aim to increase the accuracy of the estimated network state
to a predefined and uniform level. The method presented in this chapter on
the other hand only increases the accuracy of critical parameter estimates.
This results in a smaller number of required measurement devices while main-
taining a practical level of accuracy.
• Chapter 5 provides the conclusion and points out potential directions for
future research.
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Chapter 1
Introduction
1.1 Background
State estimation refers to the process of estimating the network state from the
available set of measurements. The idea of using state estimation in power systems
was first proposed by Schweppe in 1970 [1]–[3]. It utilizes redundant measurements
to filter out measurement errors and to find the most likely state of a network. The
result of the state estimation process is the state vector which uniquely identifies
the state of a network. If we consider a network which has a number of n buses,
the state vector consists of 2n parameters (voltage magnitudes and angles at every
bus). However, the voltage angle at one particular bus is used as a reference and is
generally set to zero (θ1 = 0) [4]. Therefore, the state vector is defined by
xT = [θ2, . . . , θn, V1, . . . , Vn] (1.1)
where θ referrers to the voltage angle, and V to the voltage magnitude. The mea-
surement data used in the state estimation process is provided by the supervisory
control and data acquisition (SCADA) system. The SCADA system is responsi-
ble for the system wide acquisition of measurement data and works by aggregating
data from local measurements at Remote Terminal Units (RTUs) which then trans-
mit this information to a central server. Measurements connected to RTUs can be
1
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subdivided in to two groups; analog measurements such as voltage and current mag-
nitudes, and digital measurements such as the status of circuit breakers, switches,
and transformer taps. An overview of the SCADA system is shown in Fig. 1.1.
Figure 1.1: State estimation SCADA block diagram
The data collected by the SCADA system is provided to all network functionalities
that require it, which includes the state estimation process. In addition to the
measurement data provided by the SCADA system, a model of the network is also
required to solve the state estimation problem. The network model is formed by a
set of nodal equations which are created by using either the nodal analysis method
based on the Kirchhoff’s current law, or by using the mesh analysis which is based on
the Kirchhoff’s voltage law. However, the nodal analysis is used almost exclusively
due to the following advantages:
• The number of equations is usually smaller compared to the mesh approach
• Non-planar circuits do not represent a problem
• Parallel branches do not increase the number of equations
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• It is strait forward to represent transformers with off-nominal tap settings
The current between two nodes is represented by the nodal voltages and the branch
admittance.
iij = yij(Vi − Vj) (1.2)
By applying the Kirchhoffs current law it is possible to represent the current injec-
tions at each bus in the network by the following equations:

i1
i2
...
in
 =

y11 y12 · · · y1N
y21 y22 · · · y2N
...
...
. . .
...
yN1 yN2 · · · yNN


V1
V2
...
VN
 = Y · V (1.3)
where ik is the current injection at Bus k, Vk is the voltage at Bus k, N is the
number of nodes in the network, yij is the admittance between Bus i and Bus j, and
yii is the self admittance of the node i given by
yii =
N∑
q=16=i
yiq (1.4)
The matrix Y is generally referred to as the bus admittance matrix. Note that
generally currents or power-flows that enter a node are considered to be positive
and currents or power-flows exiting a node are negative. Transformers with off
nominal tap settings can be integrated into the Y matrix by using the following
model
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Figure 1.2: Transformer Model
where a is the tap ratio of the transformer and yt is the series admittance of the
transformer. The transformer between Bus i and Bus t is assumed to be ideal, and
therefore, has a series admittance equal to zero. Now the following relationships
between Bus t and Bus j can be defined.
itj
ij
 =
 yt −yt
−yt yt
Vt
Vj
 (1.5)
However, in order to represent the relationship between Bus i and Bus j the tap
ratio of the transformer has to be accounted for. This is achieved by considering the
following relationships and substituting them into the equation (1.5).
itj = a · ii (1.6)
Vt =
Vi
a
(1.7)
After incorporating these relationships into the equation (1.5), the final transformer
model is given by
ii
ij
 =
 yt/a2 −yt/a
−yt/a yt
Vi
Vj
 (1.8)
In order to integrate this model into the bus admittance matrix Y the following
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modifications have to be made
Y newkk = Ykk + yt/a
2
Y newkm = Ykm − yt/a
Y newmk = Ymk − yt/a
Y newmm = Ymm + yt
(1.9)
The most commonly used approach to calculate the network state is the Newton
Raphson method. In this method, buses are classified into one out of three different
bus types. Namely the voltage controlled bus, the load bus and the slack bus. The
voltage controlled bus is used to represent generators, where it is assumed that the
output power P is known and the voltage at the connection point is controlled by
adjusting the reactive power output. Hence, for this bus type the injected active
power P and the voltage magnitude V have to be specified. Next is the P -Q bus
represents a known amount of active and reactive power injected at a specific bus.
Therefore, P and Q have to be specified for this bus. Every network requires a bus
which provides a reference for the voltage magnitude and voltage angle. This bus is
commonly referred to as the slack bus or swing bus. Furthermore, since the losses in
the system are not known, the load and generation cannot be specified at every bus.
Hence, the slack bus also compensates for the loses in the system, and therefore,
has the voltage magnitude and angle specified but not the active power P and the
reactive power Q. This information is related to the state vector x by the vector of
non-linear measurement functions h(x)
z = h(x) + e (1.10)
where z is the vector that contains all measurements used in the state estimation,
and e is the vector of measurement errors. In order to solve the system of non-
linear equations the Newton-Raphson method uses an iterative process which starts
by making an initial guess of the network state which is reasonably close to the
actual network state. For this purpose generally all voltage magnitudes are set to
one per unit and all voltage angles are set to zero which is also referred to as a flat
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start. The problem is then solved iteratively by
xk+1 = xk −H(xk)[z − h(xk)] (1.11)
where k is the iteration index and H is the Jacobian matrix which is defined as
H =
[
∂h(x)
∂x
]
=

0 ∂Vi
∂V
∂Pi
∂θ
∂Pi
∂V
∂Pij
∂θ
∂Pij
∂V
∂Qi
∂θ
∂Qi
∂V
∂Qij
∂θ
∂Qij
∂V

(1.12)
1.2 Observability
Before the state estimation can be performed, it has to be determined if a unique
estimate of the network state can be obtained from the available set of measurements
[5]. This is done by the observability analysis. In order to calculate the state of a
network, a number of linearly independent measurements equal to or greater than the
number of parameters that describe the network state have to be available [6]. Hence,
for a network with a number of N nodes a number of 2N − 1 linearly independent
measurements has to be available. Here the −1 represents the fact that the angle at
the slack bus is used as a reference, and therefore, does not have to be estimated. A
network that fulfills this criterion is considered to be observable. If the number of
linearly independent measurements is not sufficient to obtain a unique solution for
the network state, the network is considered to be unobservable. The observability of
a network can be linked to the column rank of its Jacobian matrix [7], [8]. The rank
of the Jacobian matrix can be found by for instance using a Gaussian elimination or
the Cholesky decomposition which provide the lower and upper triangular matrix
form of the Jacobian matrix. The rank of the Jacobian matrix is equal to the number
of non zero elements in the upper triangular matrix of the Jacobian matrix [9]. The
observability analysis can be executed off-line and on-line. The off-line observability
analysis determines if the available set of measurements is sufficient for the state
estimation to be performed. If this is not the case additional measurements have
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to be added until the network becomes observable. An on-line application of the
observability analysis ensures that an estimate of the network state can be obtained
form the current set of measurements received from the SCADA system. This is
necessary since communication errors, topology changes, or failed measurements
could lead to un-observability. A lack of real-time measurements can always be
compensated by the use of pseudo-measurements [3], [8], [10]. Pseudo-measurements
are forecasted values for loads and/or generation connected at a specific node which
are treated as random variables with an appropriate expected value and probability
distribution. There are multiple ways how pseudo-measurements can be generated.
For instance by using typical load profiles and historical billing information of a
customer. A typical load profile for a residential load in Tasmania, Australia during
Winter is shown in Fig. 1.3.
Figure 1.3: Typical probability density function of a residential load
The load on a transformer which supplies a number of different customers can
be modeled by using the load synthesis of the connected customers which in term
are represented by their respective typical load profiles. Loads can generally be
subdivided into three categories (commercial, residential, and industrial) where each
load type has a different typical load profile. In reality pseudo-measurements are also
often modeled by assuming Gaussian distribution since this is compatible with the
weighted least squares method which is the most popular state estimation method.
It is, also important to note that since pseudo-measurements are based on historical
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data, they generally have large margins of error associated with them. This is due
to the fact that it is not possible to accurately predict loads and/or generation from
historical data.
1.3 State Estimation
If the number of available measurements is greater then the number of elements
in the state vector, the network is referred to as overdetermined. This means that
more measurements are available as are required to calculate the network state.
However, due to the unavoidable measurement errors, redundant measurements will
generally not agree with each other. This which means that the most likely com-
bination of measurement values has to be found. This task is fulfilled by the state
estimator which uses a maximum likelihood estimation. The aim of the maximum
likelihood estimation is to find the most likely estimate of a network state given the
measurement values and their associated accuracies. The measurements provided
by the SCADA system are treated as random variables with known probability den-
sity functions that provide information about their respective accuracies. The joint
probability distribution of the measurements is referred to as the likelihood function.
Assuming that the measurements in z are independent of each other, the likelihood
function of the measurement vector z is given by
PDFm(z) = PDF (z1)× PDF (z2)× · · · × PDF (zm) (1.13)
where zT = [z1, z2, . . . , zm] and m is the number of available measurements. This
function has its maximum value when the estimated values are closest to their actual
values. Generally measurement errors are assumed to follow a Gaussian distribution
which means that the probability density function of a measurement is defined by
PDF (z) =
1√
2piσ
e−
1
2(
z−µ
σ )
2
(1.14)
where z is a random variable that represents the measurement, µ is the mean or
expected value of the measurement z and the standard deviation of z is given by σ.
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The Maximum likelihood estimation attempts to find the combination of measure-
ment values for which PDFm(z) is maximum. This leads to the formulation of the
weighted least squares appraoch which is the most commonly used method to solve
the state estimation problem. Some state estimation methods, such as the weighted
least absolute value and the Schweppe Huber generalized M estimator have been
successfully applied to transmission networks. However, they are unable to provide
accurate and consistent results in distribution networks as demonstrated in [11].
The weighted least squares approach uses the log-likelihood function of z given by
log(PDFm(z)) = −1
2
m∑
i=1
(
zi − µi
σi
)2
− m
2
log(2pi)−
m∑
i=1
log(σi) (1.15)
The values of µi and σi are provided by the SCADA system and stay constant
during the estimation process. The objective of the wighted least squares method
is to minimize the following function in order to maximize (1.15)
minimize
m∑
i=1
(
zi − µi
σi
)2
(1.16)
where µi represents the expected value (E(zi)) of the measurement i. The difference
between zi and µi is also referred to as the measurement residuals (ri) and the inverse
of the measurement variance is known as the measurement weight (σ−2i = Wi). This
leads to the following formulation of the optimization problem.
minimize
m∑
i=1
Wi × r2i (1.17)
subject to ri = zi − hi(x) (1.18)
where hi(x) is a non linear function that relates the state vector to the measurement
i [12]. The weighted least squares state estimator minimizes the following objective
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function
J(x) =
[
m∑
i=1
(zi − hi(x))2
Rii
]
(1.19)
where x is the state vector, z is the measurement vector, m is the number of
measurements used in the state estimation, R is a diagonal matrix containing the
variance of the measurements with
R = diag[σ21, σ
2
2, . . . , σ
2
m]. (1.20)
Hence Rii donates the standard deviation of measurement i. It can be seen that
the sum of the squared differences between the measurements and the estimated
values, relative to the standard deviation of the measurement errors is minimized.
Equation (1.19) can be rewritten in matrix form as
J(x) = [z − h(x)]TR−1[z − h(x)] (1.21)
Since the aim is to minimize the objective function J(x), the first directive of (1.21)
has to be equal to zero if evaluated at the optimal solution.
∂J(x)
∂x
= −HT (x)R−1[z − h(x)] = 0
where H(x) =
∂h(x)
∂x
(1.22)
Since (1.21) is a nonlinear function, the solution has to be found iteratively. In each
iteration the flowing expression is evaluated.
4xk+1 = HT (xk)R−1[z − h(xk)]G−1(xk) (1.23)
where k represents the iteration index, G(xk) is called the gain matrix which is
defined as HT (xk)R−1H(xk), and4xk+1 = (xk+1−xk). The solution is found ones
4xk+1 is below a predefined threshold. Historically distribution networks have been
operated in a passive fashion, where all control strategies are derived off-line during
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the network planning phase. This has worked well in the past where the purpose
of distribution systems has been to transport electric power in one direction only,
from the transmission substations to the consumer. However, in recent years we
have experienced a significant increase in renewable generation. Furthermore, this
renewable generation is often connected at the distribution level. This is emphasized
by the fact that in Queensland (Australia) 29.6% of all dwellings are equipped with a
photovoltaic system [13]. The total generation capacity of photovoltaic installations
in Australia has been constantly increasing in a linear fashion since 2010 as shown
in Fig. 1.4.
Figure 1.4: Installed Solar Capacity in Australia [14]
Due to the growing amount of renewable generation connected at the consumer
level, the flow of power can become reversed. This can result in an increased risk
of violating network constraints [15]–[17].The constraints of a network consists of
physical system limitations such as the thermal limits of the individual network
components as well as regulations such as the voltage compliance range. Before
the introduction of distributed generation, only the case where the load is at its
maximum expected value had to be considered in order to design a distribution
networks and to develop control strategies. However, with the increase of distributed
generation in distribution systems, another scenario has to be considered which is
the case of minimum load maximum generation. These cases are refereed to as
the a worst case scenarios which represent the network states for which it is most
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likely that network constraints are violated. To illustrate the effect of distributed
generation on a distribution feeder, the voltage profiles for the case of minimum load
and maximum generation as well as the maximum load no distributed generation
have been illustrated in Fig. 1.5. The six bus feeder has a uniform line length and
an equal loading between the individual buses.
Figure 1.5: Voltage Rise Effect
The primary goal of a network operator is to maintain a system state that is
normal and secure. A network state is referred to as normal if all loads are sup-
plied with power and the system operates within its constraints. The constraints
of a network are represented by either the physical limits of the system such as the
thermal limit of a transformer, or regulations such as the voltage limits. A network
is regarded as secure if no contingency event from a number of critical contingency
events results in a violation of network constraints or customers not being supplied.
However, before the distribution network operator can perform a security assess-
ment or take required control actions (such as adjusting transformer taps, switching
capacitor banks on or off, etc. [18]–[20]), accurate information about the state of
the network must be obtained [21]. This information is provided by the state esti-
mation process. State estimation is a standard procedure in transmission networks.
However, due to the fundamental differences between distribution and transmission
networks, the traditional appraoch to state estimation cannot be applied to distri-
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bution networks directly. Transmission networks connect to large central generators
at a high voltage level in order to reduce losses while transmitting electric power
over long distances. They are also strongly interconnected and equipped with a large
number of redundant measurements in order to increase the reliability of the system.
Distribution networks on the other hand operate at a medium to low voltage level,
and function as the connection between the transmission network substations and
the consumers. They are generally operated in a radial or lightly mashed configu-
ration and, compared to the transmission systems, contain a very small number of
measurement devices. Due to the large number of redundant measurement devices
installed throughout transmission networks it is possible to estimate the state of
a transmission network with a high degree of accuracy. This is, however, not the
case in distribution networks where only a very small number of real-time measure-
ments are available. In order to establish observability of a distribution network it
is generally necessary to use a large number of pseudo-measurements. Because they
are based on historical data, pseudo-measurements typically have large margins of
error associated with them. The uncertainty introduced into the state estimation by
pseudo-measurements is generally not an issue in transmission systems because the
state estimator is able to filter out measurement errors due to the generally large
number of redundant measurements [22], [23]. However, in distribution networks
this is only possible to a very limited degree, if at all, due to the low number of real-
time measurements. Hence, if a network is made observable by using a large number
of pseudo-measurements, the estimated state might be significantly different from
the actual network state even though the network is still classified as observable [24].
For this reason, state estimation has not been widely implemented in distribution
networks to date [25].
1.4 Meter Placement
If the current measurement set of a network is insufficient to provide the required
level of redundancy and/or accuracy, additional measurement devices need to be
placed in the network. In transmission systems, additional measurement devices
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are normally placed in order to increase redundancy rather than state estimation
accuracy, because the accuracy is generally high anyway due to the large number of
available real-time measurements. In distribution networks, however, the number
of available measurements is low which means that redundancy is normally not
available. Therefore, redundancy is also not a consideration for the placement of
additional measurement devices in distribution networks. Hence, in distribution
networks additional measurement devices are generally placed in order to increase
the accuracy of the state estimation result [26], [27]. However, due to economical
constraints and the large number of buses, measurement devices cannot be placed
at every bus in the network. This leads to the problem of optimal meter placement
in distribution networks.
1.5 Summary
In summary, state estimation is a well known and established technique in transmis-
sion networks. It is used to obtain an estimate of the network state from the avail-
able set of measurements by using a maximum likelihood estimation. This means
that it produces the most likely state of the network given the available measure-
ment values and their associated measurement accuracy values. Historically there
was no need for an on-line application of state estimation in distribution networks.
However, due to the increase in renewable generation connected at the distribution
level has increased the risk that network constraints are violated. This situation
which gave rise to the need of an efficient on-line network management. The core of
this management system is the state estimator. However in distribution networks
the situation is different and the lack of measurements make an application of the
traditional appraoch to state estimation difficult.
1.6 Project objectives
The objective of this thesis is to develop new methods that support an application
of state estimation at the distribution level without the need for a large number of
redundant measurements to be available. More specifically:
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• To develop a practical appraoch to state estimation which does not depend on
a large number of measurement devices in order to provide practical results.
• To develop a method which can identify network where it is required to apply
a three phase state estimation in order to achieve a desired state estimation
accuracy.
• To develop a method to calculate the probability density functions of the
estimated parameters for an on-line application.
• To develop a probabilistic approach to observability that is suitable for an
application in distribution networks.
• To develop a meter placement method which make an application of state
estimation in distribution networks more practical.
Chapters 2-4 has been
removed for copyright 
or proprietary reasons. 
Published papers are located within these chapters. See thesis pages ii-iii and 
vii-viii
Chapter 5
Project Outcomes and Future
Work
5.1 Project Outcomes
The aim of this thesis has been to develop new methods in order to support an appli-
cation of state estimation in distribution networks without requiring a large number
of real-time measurements. The main disadvantage of the traditional approach to
state estimation is that it attempts to estimate the exact value of the network state
parameters, and therefore, does not provide any information about the accuracy of
the estimated state. This works well if the estimate has a high degree of accuracy
which is, however, generally not the case in distribution systems. Hence, a new
approach to state estimation in distribution networks has been developed as part of
this thesis. The main idea of this approach is that the distribution network operator
does not need to know the exact value of the estimated parameters but rather if these
parameters are within their respective constraints. This is achieved by providing the
confidence that the estimated parameters are within their respective constraints. As
a result it is possible to combine information about the proximity of the estimated
state to its constraints as well as its accuracy into a single number. It was shown
that the confidence values are easy to interpret and are able to provide practical
information about the network state even in presence of uncertain state estimation
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inputs. This approach can be used to implement state estimation in networks where
state estimation was previously not practical due to the low number of real-time
measurements.
Apart from the low number of real-time measurements, the problem of unbal-
ance can be a source of uncertainty in distribution networks if a single phase state
estimator is used. In the transmission networks it can generally be assumed that the
system is balanced. However, this is not always the case in distribution networks.
Hence, depending on the amount of unbalance this assumption can reduce the accu-
racy of the estimated network state. As part of this thesis a new method has been
developed which is able to determine if a single-phase state estimator is sufficient to
estimate the state of a given distribution network with a specified degree of accuracy,
or if a three-phase state estimator is required. This has the advantage that a more
complex and computationally demanding three-phase state estimator is only used if
a desired degree of state estimation accuracy cannot be achieved with a single phase
state estimator or if it would require a number of additional measurement devices
that is not economical. Therefore, the proposed method can potentially reduce the
computation time required for the state estimation and/or the cost of the required
computing infrastructure compared to a network wide application of a three-phase
state estimator.
In order to assess the accuracy of a network state, the probability density func-
tions of the estimated parameters has to be available. The methods proposed in
this thesis require all information about the accuracy of the parameter estimates in
form of the probability density function. Especially for on-line applications com-
putationally efficient methods have to be used to calculate the probability density
functions of the estimated parameters. However, for some parts of a networks it
may be necessary to use a computationally more demanding approach due to the
specific network and/or measurement configuration. Hence, a method has been de-
veloped which is able to compute the probability density function of the estimated
parameters on-line, without limitations in terms of network and/or measurement
configurations as long as it is possible to estimate the network state. This method
is designed to be applied to small areas of the network where other computationally
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efficient methods cannot be applied.
Since the number of real-time measurements is very low compared to the number
of buses in distribution networks, distribution networks are generally unobservable
without the use of pseudo measurements. This lack of measurements can always be
compensated by adding pseudo measurements. However, due to the large amount
of uncertainty associated with pseudo measurements, the estimated network state
could be significantly different from the actual networks state, even if the network is
classified as observable. For this reason a new probabilistic approach to distribution
networks observability has been introduced that identifies critical areas in the sys-
tem based on their state estimation accuracy and proximity to the constraints under
worst case consideration. As part of the work on distribution network observability,
in this thesis a new index has been proposed which is able to provide an indication
about the network observability by quantifying the uncertainty in the state estima-
tion result. This approach can also be used to compare different network state or
measurement configurations with each other, with respect of their impact on the
overall system uncertainty.
If a given measurement configuration is not sufficient to provide practical results,
additional measurement devices have to be installed in the network. However, due
to economical constraints only a limited number of additional measurement devices
can be placed. This means that the best position for the additional measurement
devices as well as how many measurement devices are required to deliver practical
state estimation results has to be determined. For this purpose a new method has
been developed which is able to achieve a practical level of state estimation accuracy
while potentially reducing the number of placed measurements. The case studies
have shown that the proposed method can result in a lower number of required
measurement devices compared to the conventional methods. This indicates that
the proposed method can lead to significant cost savings without loss of practicality.
In summary, this thesis makes the following contributions:
• A practical appraoch to state estimation based on confidence which is able to
provide practical results in presence of uncertain state estimation inputs.
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• A new method which can determine if a three phase state estimation is required
for a specific distribution network based on the network uncertainty, desired
accuracy, as well as the measurement and network configuration.
• A new computationally efficient method to calculate the probability density
functions of estimated parameters which is suitable for on-line applications.
This method can be applied to parts of the distribution network where other
computationally efficient methods could previously not be applied due to the
specific measurement and/or network configuration.
• A probabilistic approach to distribution network observability which takes the
accuracy of the state estimation result into account and identifies critical areas.
• A method that quantifies the observability of a state estimation result using
information entropy. This method provides a single number representation
of the state estimation uncertainty which can be used to asses the observ-
ability of a network and to compare different network states or measurement
configurations with each other.
• A new approach to meter placement in distribution networks based on prac-
tical considerations. The advantage of this method is that it does only place
additional measurement devices in order to increase the accuracy of param-
eters that are critical, resulting in a smaller number of measurements placed
while maintaining a practical level of state estimation accuracy.
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5.2 Future Work
A logical next step to continue this research would be to verifying the applicability
and practicality of the proposed methods on a larger real distribution system over a
period that covers the four seasons in order to account for changes in temperature,
irradiance, customer habits etc. The system would require a relatively large number
of real-time measurements in order to verify the results of the proposed methods.
Another interesting research avenue would be to extend the developed mea-
surement placement method to unbalanced systems which use a three phase state
estimator. This work should also consider different measurement types such as cur-
rent magnitudes, power flows, and phasor measurement units (PMUs) with respect
to their cost per unit as well as contribution to the state estimation accuracy.
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Appendix
5.3 Appendix A
The 145 bus test feeder is located in Queensland which is a state in Australia. It
services a rural area with a nominal voltage of 11kV. The topology of the feeder is
shown in Fig. 5.1 where the square represents the slack bus, the circle represents
a voltage regulator and the two arrows indicate power flow measurements. The
voltage regulator has a set voltage of 1 p.u. and a bandwidth of ±0.009 p.u. The
power flow measurements have an accuracy of ±10%.
Figure 5.1: The 145 bus test feeder topology
The line data of the feeder is given in the table below.
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Table 5.1: 145 bus feeder line data
From Bus To Bus R X From Bus To Bus R X
1 2 0.0908 0.0675 69 74 0.0959 0.0966
2 3 1.7193 0.1122 64 75 0.2718 0.2752
2 4 0.0683 0.0207 75 76 0.2481 0.2512
4 5 0.1784 0.0542 76 77 0.0291 0.0123
4 6 0.2233 0.0678 77 78 0.2241 0.0943
6 7 0.5197 0.1578 78 79 0.1706 0.0718
7 8 1.6692 0.1089 79 80 0.1523 0.0641
8 9 2.6857 0.1753 80 81 1.5060 0.0983
6 10 0.2925 0.0888 81 82 2.5100 0.1638
10 11 0.4875 0.1480 82 83 3.7399 0.2441
11 12 0.2525 0.0767 83 84 3.7399 0.2441
11 13 0.2038 0.0619 83 85 4.6560 0.3038
13 14 0.5889 0.1788 85 86 2.6983 0.1761
1 15 1.0653 1.1164 86 87 1.2550 0.0819
15 16 0.2618 0.2639 87 88 1.5437 0.1007
16 17 0.0844 0.0848 87 89 2.5853 0.1687
16 18 0.4880 0.4902 89 90 2.2967 0.1499
18 19 1.6440 0.1073 89 91 1.2424 0.0811
18 20 0.0696 0.0765 91 92 5.4341 0.3546
20 21 0.2479 0.2686 92 93 2.7359 0.1785
21 22 0.2733 0.2768 80 94 0.1185 0.0499
22 23 0.1627 0.1648 94 95 0.1212 0.0510
23 24 0.2544 0.2576 95 96 0.2268 0.0955
24 25 0.2323 0.2352 96 97 2.8363 0.1851
25 26 0.2481 0.2512 97 98 5.1079 0.3333
26 27 0.2007 0.2032 98 99 4.8819 0.3186
25 28 0.3097 0.3136 99 100 2.1460 0.1400
22 29 0.0541 0.0544 96 101 0.0508 0.0214
APPENDIX 129
Table 5.1: 145 bus feeder line data
From Bus To Bus R X From Bus To Bus R X
29 30 0.5988 0.6064 101 102 0.3223 0.1357
30 31 0.2623 0.2656 102 103 0.1401 0.0590
31 32 0.3271 0.3312 103 104 0.0677 0.0285
29 33 0.0377 0.0378 104 105 0.0677 0.0285
33 34 0.2670 0.2704 105 106 0.0243 0.0618
34 35 0.2860 0.2896 105 107 0.0988 0.0416
35 36 0.5103 0.5168 107 108 0.2173 0.0915
36 37 0.0363 0.0368 108 109 0.2444 0.1029
36 38 0.4424 0.4480 109 110 0.2464 0.1037
35 39 0.5135 0.5200 110 111 0.0542 0.0228
39 40 0.4535 0.4592 111 112 0.0068 0.0058
40 41 0.5230 0.5296 111 113 0.0325 0.0137
41 42 0.3113 0.3152 113 114 1.4683 0.0958
42 43 0.7647 0.7744 113 115 2.3092 0.1507
42 44 0.4566 0.4624 113 116 0.5530 0.5600
44 45 0.3650 0.3696 116 117 0.2370 0.2400
45 46 0.1469 0.1488 117 118 0.1217 0.1232
46 47 0.5546 0.5616 118 119 0.7284 0.7376
47 48 0.1501 0.1520 118 120 0.1580 0.1600
48 49 0.1375 0.1392 120 121 0.2212 0.2240
49 50 0.1359 0.1376 120 122 0.7078 0.7168
45 51 0.4282 0.4336 122 123 0.1580 0.1600
51 52 0.1311 0.1328 123 124 0.1185 0.1200
52 53 0.2639 0.2672 123 125 1.0191 1.0320
53 54 0.1991 0.2016 117 126 0.0190 0.0080
54 55 0.0806 0.0816 117 127 0.0174 0.0176
55 56 0.2765 0.2800 127 128 1.3052 0.0852
56 57 0.1248 0.1264 127 129 0.3618 0.3664
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Table 5.1: 145 bus feeder line data
From Bus To Bus R X From Bus To Bus R X
57 58 0.2544 0.2576 129 130 0.2891 0.2928
58 59 0.2765 0.2800 129 131 0.1754 0.1776
59 60 0.1343 0.1360 131 132 0.2481 0.2512
60 61 0.3950 0.4000 131 133 0.1106 0.1120
59 62 0.1011 0.1024 133 134 0.1217 0.1232
62 63 0.2733 0.2768 134 135 0.1438 0.1456
63 64 0.5751 0.5824 135 136 0.1580 0.1600
64 65 0.4266 0.4320 136 137 0.2544 0.2576
65 66 0.1659 0.1680 137 138 0.0664 0.0672
66 67 0.2038 0.2064 138 139 0.3754 0.1140
66 68 0.1596 0.1616 139 140 0.0975 0.0296
66 69 0.1327 0.1344 140 141 0.3900 0.1184
69 70 0.0995 0.1008 140 142 0.2808 0.0852
70 71 0.1296 0.1312 136 143 0.4021 0.1693
70 72 0.6320 0.6400 143 144 0.3696 0.1556
72 73 1.9797 2.0048 144 145 0.2559 0.1077
The load data for the high load case without distributed generation form PV
installations (due to lack of sunshine) is given in the table below.
Table 5.2: 145 bus feeder load data
Bus P[kw] Bus Q [kvar] Bus P[kw] Bus Q [kvar]
2 0.000 2 0.000 74 1.131 74 0.330
3 1.131 3 0.330 75 13.572 75 3.958
4 0.000 4 0.000 76 4.524 76 1.319
5 1.131 5 0.330 77 0.000 77 0.000
6 0.000 6 0.000 78 10.179 78 2.969
7 2.262 7 0.660 79 3.393 79 0.990
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Table 5.2: 145 bus feeder load data
Bus P[kw] Bus Q [kvar] Bus P[kw] Bus Q [kvar]
8 1.131 8 0.330 80 0.000 80 0.000
9 1.131 9 0.330 81 1.131 81 0.330
10 1.131 10 0.330 82 2.262 82 0.660
11 0.000 11 0.000 83 0.000 83 0.000
12 1.131 12 0.330 84 4.524 84 1.319
13 5.655 13 1.649 85 2.262 85 0.660
14 1.131 14 0.330 86 1.131 86 0.330
15 0.000 15 0.000 87 0.000 87 0.000
16 0.000 16 0.000 88 2.262 88 0.660
17 1.131 17 0.330 89 0.000 89 0.000
18 0.000 18 0.000 90 4.524 90 1.319
19 1.131 19 0.330 91 1.131 91 0.330
20 1.131 20 0.330 92 1.131 92 0.330
21 6.786 21 1.979 93 1.131 93 0.330
22 2.262 22 0.660 94 2.262 94 0.660
23 5.655 23 1.649 95 5.655 95 1.649
24 1.131 24 0.330 96 0.000 96 0.000
25 0.000 25 0.000 97 0.000 97 0.000
26 4.524 26 1.319 98 1.131 98 0.330
27 6.786 27 1.979 99 1.131 99 0.330
28 7.917 28 2.309 100 1.131 100 0.330
29 0.000 29 0.000 101 10.179 101 2.969
30 4.524 30 1.319 102 15.834 102 4.618
31 5.655 31 1.649 103 4.524 103 1.319
32 7.917 32 2.309 104 2.262 104 0.660
33 3.393 33 0.990 105 0.000 105 0.000
34 2.262 34 0.660 106 1.131 106 0.330
35 0.000 35 0.000 107 11.310 107 3.299
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Table 5.2: 145 bus feeder load data
Bus P[kw] Bus Q [kvar] Bus P[kw] Bus Q [kvar]
36 0.000 36 0.000 108 5.655 108 1.649
37 2.262 37 0.660 109 5.655 109 1.649
38 11.310 38 3.299 110 4.524 110 1.319
39 3.393 39 0.990 111 0.000 111 0.000
40 7.917 40 2.309 112 4.524 112 1.319
41 4.524 41 1.319 113 0.000 113 0.000
42 3.393 42 0.990 114 1.131 114 0.330
43 1.131 43 0.330 115 2.262 115 0.660
44 4.524 44 1.319 116 3.393 116 0.990
45 0.000 45 0.000 117 0.000 117 0.000
46 2.262 46 0.660 118 0.000 118 0.000
47 5.655 47 1.649 119 1.131 119 0.330
48 2.262 48 0.660 120 0.000 120 0.000
49 2.262 49 0.660 121 1.131 121 0.330
50 2.262 50 0.660 122 2.262 122 0.660
51 6.786 51 1.979 123 0.000 123 0.000
52 2.262 52 0.660 124 1.131 124 0.330
53 4.524 53 1.319 125 3.393 125 0.990
54 3.393 54 0.990 126 1.131 126 0.330
55 5.655 55 1.649 127 0.000 127 0.000
56 4.524 56 1.319 128 2.262 128 0.660
57 3.393 57 0.990 129 6.786 129 1.979
58 4.524 58 1.319 130 2.262 130 0.660
59 0.000 59 0.000 131 0.000 131 0.000
60 2.262 60 0.660 132 3.393 132 0.990
61 9.048 61 2.639 133 3.393 133 0.990
62 3.393 62 0.990 134 3.393 134 0.990
63 2.262 63 0.660 135 4.524 135 1.319
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Table 5.2: 145 bus feeder load data
Bus P[kw] Bus Q [kvar] Bus P[kw] Bus Q [kvar]
64 0.000 64 0.000 136 2.262 136 0.660
65 1.131 65 0.330 137 5.655 137 1.649
66 0.000 66 0.000 138 4.524 138 1.319
67 172.000 67 27.000 139 15.834 139 4.618
68 0.000 68 0.000 140 0.000 140 0.000
69 0.000 69 0.000 141 22.619 141 6.597
70 0.000 70 0.000 142 21.488 142 6.267
71 1.131 71 0.330 143 18.095 143 5.278
72 2.262 72 0.660 144 20.357 144 5.938
73 1.131 73 0.330 145 16.964 145 4.948
