Let G be a simple graph of order n.
Introduction
Throughout this paper we will consider only simple graphs. Let G = (V, E) be a simple graph. The order of G denotes the number of vertices of G. For every vertex v ∈ V , the closed neighborhood of v is the set [v] = {u ∈ V : uv ∈ E} ∪ {v}. For every edge e ∈ E with end points u and v, the if I(G, x) = I(H, x). The structure of this paper is the following. In the next section we states some results about the ξ(G). In section 3 we investigate the ordering . In section 4 we obtain the minimum and the maximum element of trees with respect to the ordering . In section 5 we define some orderings on R n . Finally in the last section we investigate about the starlike trees and the ordering .
Some properties of independence polynomial and its largest real root
In this section we state some results about the independence polynomial and its largest real root. Let G be a graph of order n. We note that in some papers, the independence polynomial of G is defined as n k=0 s(G, k)(−x) k , where s(G, k) is the number of independent sets of G with cardinality k. We also mention that, for investigating about the independence polynomials, several authors consider the clique polynomial of the graph G which is I(G, x), where G is the complement of G. By ξ(G) we mean the largest real root of I(G, x). As we mentioned before, in [3] it was shown that the independence polynomials have at least one real root. Also in [5] and [11] it was proved by different ways. 
1) ξ(G) ≥ ξ(H), and the equality holds if and only if G = H.
2) The multiplicity of ξ(G) is 1.
A new ordering on the family of simple graphs
By Theorem 1, the independence polynomial has a real root. Let A be the set of all simple graphs. We define an ordering on A. Let G and H be two graphs. Let ξ(G) and ξ(H) be the largest real root of I(G, x) and I(H, x), respectively. We define
G H, if and only if
Also, we let G ≻ H, if and only if G H and I(G, x) = I(H, x). In other words, G ≻ H, if and only if G H and G, H have different independence polynomials. Note that G ≻ H, implies that there exist x 0 ∈ [ξ(G), 0) such that I(H, x 0 ) > I(G, x 0 ).
is not a total order set. Consider the graphs K 2 and 3K 1 . We have I(K 2 , x) = 1 + 2x and I(3K 1 , x) = (1 + x) 3 . So ξ(K 2 ) = − 1 2 and ξ(3K 1 ) = −1. One can see that the graphs 3K 1 and K 2 are not comparable, that is 3K 1 K 2 and K 2 3K 1 .
The following result shows that (A, ) is a partially order set. Note that the antisymmetric property holds up to I-equivalent.
Proof. Let G, H and K be some graphs. Obviously, G G. Suppose that G H and H G.
. This shows that the polynomial I(G, x) − I(H, x) has infinity number roots. Thus I(G, x) − I(H, x) ≡ 0. So I(G, x) = I(H, x) for every real number x, that is G and H are I-equivalent. Now, suppose that G H and H K. Using Remark 1, we conclude that ξ(G) ≥ ξ(H), ξ(K). This completes the proof.
Remark 3. There are some non-isomorphic I-equivalent graphs. For instance it is not hard to see that the cycle C n and G n , where G n is the graph with the vertex set {1, . . . , n} and the edge set {12, 23, 34, . . . , (n − 1)n} ∪ {(n − 2)n}, have the same independence polynomial [16] . See Figure 1 .
We guess that the set of all graphs (trees) with n vertices is a total order set with respect to the ordering .
Conjecture 1. Let T 1 and T 2 be two trees of order n. Then T 1 T 2 or T 2 T 1 .
In the last section we prove Conjecture 1 for starlike trees. In sequel we obtain some results about the ordering . One can easily prove the following theorem. 
Theorem 5. Let G be a graph and H be a proper subgraph of G. Then G ≻ H.
Proof. Since H is a proper subgraph of G, I(G, x) = I(H, x). Thus it remains to show that G H. Since is a transitive relation, it suffices to show that for every vertex v and edge e of G, G G \ v and G G \ e. First, we prove that
. Thus by the mean value Theorem for continuous functions, we
. Now, using the first part of Lemma 2, we obtain that
Theorem 6. Let G and H be two graphs. Let 
Then the following hold:
Similarly, we obtain ξ(
) and
Now, the proof follows from the equations 1, 2 and using the first part of Lemma 2, for the graphs G, H and the vertices u, v.
2) Similar to the previous part, one can prove that G H.
Using Theorem 6, One can prove the following theorem.
Theorem 7. Let G and H be two graphs. Let u ∈ V (G), v ∈ V (H) and e ∈ E(G), e ′ ∈ E(H).
4 The minimal and the maximal element of the family of trees with respect to the ordering
In this section we investigate the minimal and the maximal element of the family of all trees with respect to the ordering . We show that for every tree T of order n, S n T P n , where S n and
The trees T (n 1 , . . . , n k ) and T n,k .
The tree H n,k .
We have H n,k = H n,n−k and H n,1 = S n . Now, we are in a position to determine the minimal and the maximal element of trees with respect to the ordering .
Theorem 9. Let T be a tree of order n with maximum degree k. Then Figure 5 : the tree T .
Moreover, in the left hand side the equality holds if and only if T = H n,k , and in the right hand side the equality holds if and only if
Proof. First we prove that T Figure 5 ). Let T i = H i + vv i and n i be the order of T i , for i = 1, . . . , k. ⋆ u,w,z \ v. Since the operation ⋆ reduces the number of vertices of degree 1, using the operation ⋆ ( applying this operation (t − k) times, where t is the number of vertices of T with degree 1), one obtains the tree T (n 1 , . . . , n k ). Using Theorem 8, we get T T (n 1 , . . . , n k ). Thus the claim is proved.
To complete the proof of the first part, it is sufficient to show that
. . , n k ). Using this method several times one can obtain the tree
We have the following cases. All of these cases are proved similarly. For example we prove the first case.
By the second part of Theorem 7, we obtain T 1 ≻ T 2 .
2) n 1 = 3 and n 2 ≥ 4.
3) n 1 ≥ 4 and n 2 = 3.
Now, we prove the left hand side inequality. Let T = H n,k . By induction on n we show that H n,k ≻ T . It is easy to see that n ≥ 6. If n = 6, then k = 3 and T is T (2, 2, 4) or T (2, 3, 3). Since I(H 6,3 , x) = 1 + 6x + 10x
2 + 5x 3 , one can see that H 6,3 ≻ T (2, 2, 4) and H 6,3 ≻ T (2, 3, 3). Suppose that n ≥ 7. Let u be a vertex of T with degree k and N (u) = {u 1 , . . . , u k } be the set of all neighbors of u. Suppose that T \ u = T 1 + · · · + T k , such that u i ∈ V (T i ). Let n i be the order of T i , for i = 1, . . . , k. If n 1 = · · · = n k = 1, then k = n − 1 and T = H n,n−1 , a contradiction. So there exists j such that n j ≥ 2. Let w = u j be a vertex of T j with degree 1. Let z be the neighbor of w. Let z ′ be the vertex of H n,k that has degree n − k and w ′ be a neighbor of z ′ with degree 1.
We have T \ zw = K 1 + T 0 , where T 0 is a tree of order n − 1 and the maximum degree k. On the other hand
Using the first part of Theorem 4, we conclude that
Using the second part of Theorem 7, we conclude that H n,k ≻ T .
Similar to Theorem 9, by deleting some suitable edges, one can prove the following theorem. The next result states the relation between the trees T n,k and H n,k , for k = 2, 3, . . ..
Theorem 10. Let n ≥ 2. Then the following hold:
2)
Corollary 1. Let T be a tree of order n. Then S n T P n . Moreover, in the left hand side the equality holds if and only if T = S n while in the right hand side the equality holds if and only if T = P n .
Proof. Let ∆(T ) = k. For k ∈ {1, 2, n−1}, there is nothing to prove. Suppose that n−1 > k > 2. By Theorems 9 and 10,
Remark 4. Let (A, ≥) be a poset. We recall that the length of the chain a 1 > a 2 > · · · > a l in A is defined as l. The first part of Theorem 10 shows that, there is a chain of length n − 2 in the poset (T n , ), where T n is the set of all trees of order n. We think that the length of any chain in (T n , ) is at most n − 2. We note that there are some trees having the same maximum degree while they are comparable. For example, in T 7 , one can see that T (3, 3, 3) ≻ T (2, 2, 5).
Conjecture 2. Let T n be the set of all trees of order n. Then the length of any chain in (T n , ) is at most n − 2.
5 Some properties of the poset (R n , ) and convertibility
In this section we obtain some results related the ordering . We will use these results, in the next section, to investigate about Conjecture 1 and show that this conjecture is valid for some families of starlike trees.
. . , y n ) ∈ A n . By X Y we mean X = Y or there exists 1 ≤ j ≤ n such that x 1 = y 1 , . . . , x j−1 = y j−1 and x j > y j . We let X ≻ Y if and only if X Y and X = Y . It is easy to see that (A n , ) is a totaly ordered set. By X d Y we mean
y i , for j = 1, . . . , n.
Also we let
Proof. Suppose that Y ≻ X. Thus there exists j ∈ {1, . . . , n} such that x 1 = y 1 , . . . , x j−1 = y j−1 and y j > x j . This shows that
Remark 5. Note that the converse of Theorem 11 is not valid. Clearly (7, 2, 2) (5, 5, 1) but (7, 2, 2) d (5, 5, 1).
Let n 1 , m 1 , . . . , n k , m k be some real numbers. By {n 1 , . . . , n k } {m 1 , . . . , m k } we mean there exist two permutations π and σ on the set {1, . . . , k} such that Proof. It suffices to prove theorem for t = 1. On the other hand we can suppose that n 1 ≥ · · · ≥ n k and m 1 ≥ · · · ≥ m k (by changing the indexes). If (n 1 , . . . , n k ) = (m 1 , . . . , m k ), there is nothing to prove. Now assume that there exists j ∈ {1, . . . , k} such that n 1 = m 1 , . . . , n j−1 = m j−1 and n j > m j . Let {n 1 , . . . , n k , x 1 } = {z 1 , . . . , z k+1 } and {m 1 , . . . , m k , x 1 } = {w 1 , . . . , w k+1 }, such that z 1 ≥ · · · ≥ z k+1 and w 1 ≥ · · · ≥ w k+1 . First, we prove that (z 1 , . . . , z k+1 ) (w 1 , . . . , w k+1 ). We have the following cases:
1) x 1 ≥ n j . Thus z 1 = w 1 , . . . , z j = w j and z j+1 = n j , w j+1 = m j . We are done.
2) n j > x 1 ≥ m j . Therefore z 1 = w 1 = n 1 , . . . , z j−1 = w j−1 = n j−1 and z j = n j , w j = x 1 . We are done.
3) m j > x 1 . So z 1 = w 1 = n 1 , . . . , z j−1 = w j−1 = n j−1 and z j = n j , w j = m j . We are done.
Conversely, suppose that {n 1 , . . . , n k , x 1 } {m 1 , . . . , m k , x 1 }. We show that {n 1 , . . . , n k } {m 1 , . . . , m k }. If {n 1 , . . . , n k } = {m 1 , . . . , m k }, then we are done. Let {n 1 , . . . , n k } = {m 1 , . . . , m k }. By contradiction suppose that {m 1 , . . . , m k } {n 1 , . . . , n k }. By the first part of the theorem, {m 1 , . . . , m k , x 1 } {n 1 , . . . , n k , x 1 }. This shows that {n 1 , . . . , n k } = {m 1 , . . . , m k }, a contradiction. Now, we prove the second part of the theorem. More precisely, we show that (z 1 , . . . , z k+1 ) d  (w 1 , . . . , w k+1 ) . We consider the following cases:
1) x 1 ≥ n j . Thus z 1 = w 1 , . . . , z j = w j and z 1 , . . . , z j ∈ {n 1 , . . . , n j−1 , x 1 }. Clearly,
. . , m k ), the proof is complete. 2) n j > x 1 ≥ m j . Therefore z 1 = w 1 = n 1 , . . . , z j−1 = w j−1 = n j−1 and z j = n j , w j = x 1 . Let n t > x 1 ≥ n t+1 , for some t ≥ j. Considering the cases j ≥ h ≥ 1, t ≥ h ≥ j+1 and h ≥ t+1, it is not hard to see that
Similar to the previous cases one can obtain the result.
for some r, s ∈ {1, . . . , k}. Considering the cases r < s, r = s and r > s, one can easily obtain the result.
) and e jk = e k − e j . We say that X is convertible to Y if there is a sequence
such that for every i ∈ {1, . . . , t}, Y i = Y i−1 − e jk for some k > j. For example X = (9, 9, 6, 6) is convertible to Y = (10, 8, 7, 5) ( because X = (9, 9, 6, 6) (9, 9, 7, 5) (10, 8, 7, 5) and we have (9, 9, 7, 5) = (9, 9, 6, 6)−e 34 and (10, 8, 7, 5) = (9, 9, 7, 5)−e 12 ). On the other hand one can easily see that (8, 8, 4) is not convertible to (10, 5, 5) . Also (
2 ) is not convertible to (1, 0) . In sequel we obtain the sufficient and necessary condition for the convertibility. First we prove some lemmas.
Proof. We proceed by induction on j. For j = 1 there is nothing to prove. Now let j ≥ 2.
also we have
This contradicts the Equation (3). Let l = m 2 − n ′ j+1 . Therefore l ≥ 1. By the Equation (3) we obtain
Using the Equality (4) one can easily see that (n 1 , . . . ,
). Now, by the induction hypothesis for j − 1, we have the following inequality (n 1 , . . . ,
, m 2 −1). Since l ≥ 1, by the Equality (4) one can see that (n 1 , . . . , n j , n
, m 2 − 1). On the other hand (n 1 , . . . , n j , n j+1 ) d (n 1 , . . . , n j , n ′ j+1 ), the proof is complete. ). The proof is complete.
The following result is a direct consequence of Lemma 4.
Now, we are in a position to prove the main theorem of this section. The following theorem states the necessary and sufficient condition for convertibility.
Proof. First suppose that X is convertible to Y . Thus there is a sequence X. Suppose that y 1 = x 1 , . . . , y j = x j and y j+1 > x j+1 . Thus
Note that the first j + 1 components of Y and X l are the same. Now, applying this procedure for the pairs {Y, X l }, {X l , X l−1 }, . . ., we conclude that X is convertible to Y .
The family of starlike trees and the ordering
In this section we investigate about Conjecture 1 and show that this conjecture is true for the family of starlike trees.
Let T n,k = {T (n 1 , . . . , n k ) : n 1 ≥ · · · ≥ n k ≥ 2 and k i=1 n i = n}. We guess that (T n,k , ) is a totaly ordered set. More precisely we have the following conjecture.
Conjecture 3. Let n 1 ≥ · · · ≥ n k ≥ 2 and m 1 ≥ · · · ≥ m k ≥ 2. Let T 1 and T 2 be two trees of order n and maximum degree k such that T 1 = T (n 1 , . . . , n k ) and
In the following theorem we show that Conjecture 3 is valid for some family of starlike trees.
Let T 1 and T 2 be two trees of order n and maximum degree k such that T 1 = T (n 1 , . . . , n k ) and
Proof. If k ∈ {1, 2}, then T 1 = T 2 = P n . So we are done. Suppose that k ≥ 3. We proceed by induction on n. Since the order of T (n 1 , . . . , n k ) is
So there is nothing to prove. If n = k + 3, then T 1 , T 2 ∈ {T (4, 2, . . . , and
We show that T 1 ≻ T 2 . Let u and v be the vertices of T 1 and T 2 with degree k, respectively. We consider the following cases (Note that if m j+2 = 2, then m j+2 = · · · = m k = 2. On the other hand n =
This contradicts the inequality n j+1 > m j+1 . Thus m j+2 ≥ 3): 1) Let m j+2 ≥ 5. We have T 1 \u = P m1−1 +· · ·+P m k −1 . Let V (P mj+2−1 ) = {u 2 , . . . , u mj+2 } and E(P mj+2−1 ) = {u 2 u 3 , u 3 u 4 , . . . , u mj+2−1 u mj+2 } such that u 2 is adjacent to u. On the other hand one of the components of T 2 \ v is the path P mj+1 . Let V (P mj+1 ) = {v 2 , . . . , v mj+1+1 } and E(P mj+1 ) = {v 2 v 3 , v 3 v 4 , . . . , v mj+1 v mj+1+1 } such that v 2 is adjacent to v. Consider the edges e = u mj+2−1 u mj+2 and e ′ = v mj+1 v mj+1+1 . Clearly T 1 \ e = T 2 \ e ′ . On the other hand 2) Let m j+2 = 3. Thus T 1 \ u has the path P 2 as a component. Let u 2 , u 3 be the vertices of P 2 , such that u 2 is adjacent to u. On the other hand one of the components of T 2 \ v is the path P mj+1 . Let V (P mj+1 ) = {v 2 , . . . , v mj+1+1 } and E(P mj+1 ) = {v 3) Let m j+2 = 4. Similar to the previous cases one can obtain T 1 ≻ T 2 .
By Remark 1 we have the following result.
