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TEST, MULTIPLIER AND INVARIANT IDEALS
INEˆS BONACHO DOS ANJOS HENRIQUES AND MATTEO VARBARO
ABSTRACT. This paper gives an explicit formula for the multiplier ideals, and consequently for the log
canonical thresholds, of any GL(V )×GL(W )-invariant ideal in S = Sym(V ⊗W ∗), where V and W are
vector spaces over a field of characteristic 0. This characterization is done in terms of a polytope constructed
from the set of Young diagrams corresponding to the Schur modules generating the ideal.
Our approach consists in computing the test ideals of some invariant ideals of S in positive characteristic:
Namely, we compute the test ideals (and so the F-pure thresholds) of any sum of products of determinantal
ideals. Not all the invariant ideals are as the latter (not even in characteristic 0), but they are up to integral
closure, and this is enough to reach our goals.
The results concerning the test ideals are obtained as a consequence of general results holding true
in a special situation. Within such framework fall determinantal objects of a generic matrix, as well as
of a symmetric matrix and of a skew-symmetric one. Similar results are thus deduced for the GL(V )-
invariant ideals in Sym(Sym2V ) and in Sym(
∧2V ). (Also monomial ideals fall in this framework, thus
we recover Howald’s formula for their multiplier ideals and, more generally, Hara-Yoshida’s formula for
their test ideals). In the proof, we introduce the notion of “floating test ideals”, a property that in a sense
is satisfied by ideals defining schemes with the nicest possible singularities. As will be shown, products
of determinantal ideals, and by passing to characteristic 0 ideals generated by a single Schur module, have
this property.
1. INTRODUCTION
Given an ideal I ⊆ K[x1, . . . ,xN ], where K is a field of characteristic 0, its multiplier ideals J (λ • I)
(where λ ∈ R>0) are defined by meaning of a log-resolution. The log-canonical threshold of I is the
least λ such that J (λ • I) ( K[x1, . . . ,xN ]. In the words of Lazarsfeld [La2], “the intuition is that
these ideals will measure the singularities of functions f ∈ I, with ‘nastier’ singularities being reflected
in ‘deeper’ multiplier ideals”. In this paper, we give explicit formulas for the multiplier ideals (and
therefore for the log-canonical thresholds) of all the G-invariant ideals in a polynomial ring S, over a
field of Kcharacteristic 0, satisfying any of the following:
(i) S = Sym(V ⊗W ∗), where V and W are finite K-vector spaces, G = GL(V )×GL(W ) and the
action extends the diagonal one on V ⊗W ∗ (Theorem 4.7).
(ii) S = Sym(Sym2V ), where V is a finite K-vector spaces, G = GL(V ) and the action extends the
natural one on Sym2V (Theorem 4.8).
(iii) S = Sym(
∧2V ), where V is a finite K-vector spaces, G = GL(V ) and the action extends the
natural one on
∧2V (Theorem 4.9).
The above results are obtained via reduction to characteristic p> 0: If I ⊆ K[x1, . . . ,xN ], where K is a
field of characteristic p, its (generalized) test ideals τ(λ • I) (where λ ∈ R>0) are defined by using tight
closure ideas involving the Frobenius endomorphism. The connection between multiplier and test ideals
is given by Hara and Yoshida [HY], in a sense explaining why statements originally proved by using
the theory of multiplier ideals often admit a proof also via the Hochster-Huneke theory of tight closure
[HH]: Roughly speaking, if p≫ 0, test ideals “coincide” with (the reduction mod p of) multiplier ideals.
We give a general result for computing all test ideals of classes of ideals I satisfying certain conditions in
a polynomial ring S over a field of characteristic p> 0 (Theorem 4.3). To give an idea, such conditions,
quite combinatorial in nature, involve the existence of a polytope controlling the integral closure of the
powers of I, and the existence of a pair consisting of a polynomial of S and a term ordering on S. This
pair bares properties that depend on the coordinates of the real vector space in which the polytope lives
The authors were supported by the EPSRC grant EP/J005436/1 (IBH), and by PRIN 2010S47ARA 003 “Geometria delle
Varieta` Algebriche” (MV)..
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(which correspond to suitable p ∈ Spec(S)) and their weights (which are ht(p)) (see 4.1 for the precise
definition). One can show that these conditions are satisfied by the classes of ideals listed below, for
whose test ideals we therefore obtain explicit formulas (and consequently for the F-pure thresholds, that
are interestingly independent on the characteristic of the base field):
(i) Ideals I ⊆ S = K[X ], where X is a generic matrix, which are sums of products of determinantal
ideals of X (Corollary 4.4).
(ii) Ideals I ⊆ S=K[Y ], whereY is a symmetric matrix, which are sums of products of determinantal
ideals of Y (Corollary 4.5).
(iii) Ideals I ⊆ S=K[Z], where Z is a skew-symmetric matrix, which are sums of products of Pfaffian
ideals of Z (Corollary 4.6).
The polynomial rings with the G-actions described at the beginning can, of course, be defined in any
characteristic. Indeed, there are G-equivariant isomorphisms with the above polynomial rings endowed
with suitable actions. With respect to such suitable actions, the above ideals I are G-invariant, although
there are many more G-invariant ideals (even in characteristic 0). On the other hand, the study of the
listed ideals is “enough”, essentially thanks to results obtained by DeConcini, Eisenbud and Procesi in
[DEP] (including the classification of the G-invariant ideals of Sym(V ⊗W ∗), in characteristic 0, also
done in [DEP]). The described results broadly generalize theorems of the following authors:
(i) Johnson [Jo] who in her PhD thesis computed the multiplier ideals of determinantal ideals, which
are evidently G-invariant ideals of Sym(V ⊗W ∗).
(ii) Docampo [Do], who computed the log-canonical threshold of determinantal ideals using differ-
ent methods to the one used by Johnson.
(iii) Miller, Singh and Varbaro [MSV], who computed the F-pure threshold of determinantal ideals.
(iv) Henriques [He], who computed the test ideals of the determinantal ideals generated by the max-
imal minors of the matrix X .
Theorem 4.3 does not concern only determinantal objects: also monomial ideals satisfy the condition of
Definition 4.1, being that the integral closure of monomial ideals is controlled by the Newton polytope.
As an immediate consequence, we obtain the formula given in [HY, Theorem 4.8] for the test ideals
of a monomial ideal (Remark 4.10). In particular, we recover the formula for the multiplier ideals of a
monomial ideal established by Howald in [Ho].
Of course, from the results described above, one can read all the jumping numbers for the multiplier
ideals, as well as the F-jumping numbers, of all the involved ideals. Interestingly, these invariants agree
independently of the characteristic.
The results described above are included in Section 4 (the last section). In Section 3, we prove that
the test ideals τ(λ • I) are always contained in an ideal defined through a valuation, depending on I, on
Spec(S) (Proposition 3.2). This motivates the introduction of the class of ideals with floating test ideals
as the ideals for which the equality in Proposition 3.2 holds (Definition 3.3). In a sense we can say that
ideals with floating test ideals define schemes with singularities as nice as possible. Also, in this case,
we can identify a class of ideals of S having floating test ideals (Theorem 3.14). As a corollary, we get
that the following classes of ideals have floating test ideals:
(i) Ideals I ⊆ S = K[X ], where X is a generic matrix, which are products of determinantal ideals of
X (Corollary 3.15).
(ii) Ideals I ⊆ S = K[Y ], where Y is a symmetric matrix, which are products of determinantal ideals
of Y (Corollary 3.16).
(iii) Ideals I ⊆ S = K[Z], where Z is a skew-symmetric matrix, which are products of Pfaffian ideals
of Z (Corollary 3.17).
In characteristic 0, by defining the class of ideals having floating multiplier ideals in an analogous way,
we have that the ideals of Sym(V ⊗W ), Sym(Sym2V ) and Sym(
∧2V ) generated by an irreducible G-
representation have floating multiplier ideals.
In Section 2, we will recall the tools needed from representation theory and ASL (Algebras with
Straightening Law) theory, the definition of multiplier and test ideals, and some basic properties of test
ideals.
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2. SETTING THE TABLE
Throughout, N will be a positive integer, K a field and S the symmetric algebra of an N-dimensional
K-vector space. In other words, S is a polynomial ring K[x1, . . . ,xN ] in N variables over K.
2.1. Multiplier ideals. If K =C, λ ∈R>0 and I = ( f1, . . . , fr)⊆ S, the multiplier ideal with coefficient
λ of I is defined as
(1) J (λ • I) :=
{
g ∈ S :
|g|
(∑ri=1 | fi|
2)λ
∈ L1loc
}
,
where L1loc denotes the space of locally integrable functions. This definition is quite analytic, the follow-
ing definition is more geometric: If char(K) = 0, λ ∈R>0 and I is an ideal of S, the multiplier ideal with
coefficient λ of I is
(2) J (λ • I) := pi∗OX(KX/Spec(S)−⌊λ ·F⌋)
1,
where:
(i) pi : X −→ Spec(S) is a log-resolution of the sheafication I˜ of I.
(ii) pi−1
(
I˜
)
= OX(−F).
(iii) KX/Spec(S) is the relative canonical divisor.
This simply means that X is non-singular, F is an effective divisor, the exceptional locus E of pi is a
divisor and F +E has simple normal crossing support. Log-resolutions like this, in characteristic 0,
always exist, essentially by Hironaka’s celebrated result on resolution of singularities [Hi].
The log-canonical threshold of an ideal I ⊆ S is:
lct(I) =min{λ ∈ R>0 : J (λ • I) 6= S}.
2.2. Young diagrams. A (Young) diagram is a vector σ = (σ1, . . . ,σk) with positive integers as entries,
such that σ1 ≥ σ2 ≥ . . . ≥ σk ≥ 1. We say that σ has k parts and height σ1. Given a positive integer k,
we denote by Pk the set of diagrams with at most k parts, and by Hk the set of diagrams with height at
most k.
The writing σ = (rs11 ,r
s2
2 , . . .)means that the first s1 entries of σ are equal to r1, the following s2 entries
of σ are equal to r2 and so on... Given two diagrams σ = (σ1, . . . ,σk) and τ = (τ1, . . . ,τh), for σ ⊆ τ we
mean that k ≤ h and σi ≤ τi for all i= 1, . . . ,k. Given a diagram σ , its transpose is the diagram
tσ given
by tσi = |{ j : σ j ≥ i}|.
Given a diagram σ = (σ1, . . . ,σk), the following γ-functions will play an important role in many parts
of the paper:
(3) γt(σ) =
k
∑
i=1
max{0,σi− t+1} ∀ t ∈ N
Given a subset of diagrams with height at most k, say Σ ⊆Hk, we denote by PΣ ⊆ Rk the convex hull of
the set {(γ1(σ),γ2(σ), . . . ,γk(σ)) : σ ∈ Σ}. Such a polyhedron will be fundamental in our results. Notice
that, if Σ is a finite set, then PΣ is a polytope, and for the applications we are interested in we can always
reduce to such a case.
Let V be a K-vector space of dimension n. If char(K) = 0, there is a bi-univocal correspondence
between diagrams in Pn and irreducible polynomial representations of GL(V ). Namely, to a diagram σ
corresponds the Schur module SσV ; for example, if σ = (k) then SσV = Sym
kV , and if σ = (1k) then
SσV =
∧kV .
1While in (1) the multiplier ideal is an actual ideal of S, the multiplier ideal of (2) is a sheaf of ideals of Spec(S). Being Spec(S)
affine, we feel free confuse the two notions.
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2.3. Representation theory and commutative algebra in Sym(V ⊗W ∗). Let m≤ n positive integers,
V be a K-vector space of dimension m, W be a K-vector space of dimension n and S = Sym(V ⊗W ∗).
On S there is a natural action of the group G=GL(V )×GL(W ) and, if char(K) = 0, the Cauchy formula
S=
⊕
σ∈Pm
SσV ⊗SσW
∗
is the decomposition of S in irreducible G-representations (cf. [We, Corollary 2.3.3]). Let us assume for
a moment that char(K) = 0. Under such an assumption, the G-invariant ideals of S were described by
DeConcini, Eisenbud and Procesi in [DEP]: They are the G-subrepresentations of S of the form⊕
σ∈Σ
SσV ⊗SσW
∗,
where Σ ⊆Pm is such that τ ∈ Σ whenever there is σ ∈ Σ with σ ⊆ τ . For a diagram σ with at most m
parts, we will denote the ideal generated by the irreducible G-representation SσV ⊗SσW
∗ by Iσ . Indeed,
Iσ =
⊕
τ⊇σ
SτV ⊗SτW
∗.
More generally, for any set Σ ⊆Pm let us put:
I(Σ) = ∑
σ∈Σ
Iσ =
⊕
τ⊇σ
for some σ∈Σ
SτV ⊗SτW
∗.
In positive characteristic, the situation is more complicated from the view-point of the action of G.
A characteristic-free approach to the study of “natural ideals” in S is by meaning of standard monomial
theory: The ring S can be seen as the polynomial ring K[X ] whose variables are the entries of a generic
m×n-matrix X . A distinguished ideal of such a ring is the ideal It generated by the t-minors of X , where
t ≤ m. In characteristic 0, It coincides with the ideal I(1t). Other interesting ideals of S are
(4) Dσ = Iσ1Iσ2 · · · Iσk ,
where σ = (σ1, . . . ,σk) ∈Hm. The integral closures of such ideals have a nice primary decomposition,
with the symbolic powers of the ideals It as primary components. As we are going to see soon, such
symbolic powers are particularly easy to describe. By a product of minors we mean a product Π =
δ1 · · ·δk ∈ S where δi is a σi-minor of X and σ1 ≥ σ2 ≥ . . . ≥ σk ≥ 1. We refer to the diagram σ =
(σ1, . . . ,σk) as the shape of Π. As shown in Theorem 2.1, the symbolic powers of It are generated by
product of minors of certain shapes described by the following γ-functions defined in (3).
Theorem 2.1. [DEP, Theorem 7.1]. For any t ≤ m and s ∈ N, the symbolic power I(s)t is generated by
the products of minors whose shapes σ satisfy
γt(σ)≥ s.
So, the next result implies that to check whether a product of minors is integral over Dσ is immediate.
Theorem 2.2. [Br, Theorem 1.3 and Remark 1.6] . For a diagram σ ∈Hm, the integral closure of Dσ is
m⋂
i=1
I
(γi(σ))
i .
More generally, given a set Σ⊆Hm, let us put D(Σ) = ∑σ∈ΣDσ . Also for the integral closure of such
ideals there is a nice description, in terms of the polyhedron PΣ ⊆ Rm.
Theorem 2.3. For a subset Σ ⊆Hm, the integral closure of D(Σ) is equal to
∑
a=(a1,...,am)∈PΣ
(
m⋂
i=1
I
(⌈ai⌉)
i
)
.
Proof. In characteristic 0 this follows by [DEP, Theorems 8.1 and 8.2]. In positive characteristic, a
similar argument to that given in the proof of [Br, Theorem 1.3]. 
Remark 2.4. Notice that, to form the ideals D(Σ), the set Σ can be taken finite. Thus, in Theorem 2.3,
we can always let PΣ being a polytope. The analog remark holds for Theorems 2.7 and 2.10 below.
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When char(K) = 0, the ideals I(Σ) and D(Σ) are related by the following:
Theorem 2.5. [DEP, Theorems 8.1 and 8.2]. If char(K) = 0, for any diagram σ ∈Pm we have
Iσ = Dtσ .
In general, if Σ ⊆Pm, then I(Σ) = D(tΣ), where
tΣ = {tσ : σ ∈ Σ}.
2.4. Representation theory and commutative algebra in Sym(Sym2V ). Let n be a positive integer, V
be aK-vector space of dimension n and S= Sym(Sym2V ). LetRe be the set of diagrams σ =(σ1, . . . ,σk)
with σi even for all i= 1, . . . ,k. Dually, Ce will be the set of diagrams σ such that
tσ ∈Re. The general
linear group GL(V ) acts naturally on S and, if char(K) = 0,
S=
⊕
σ∈Pn∩Re
SσV
is the decomposition of S in irreducible GL(V )-representations (cf. [We, Proposition 2.3.8 (a)]). Let us
assume for a moment that char(K) = 0. Under such an assumption, the GL(V )-invariant ideals of S were
described by Abeasis in [Ab]: They are the GL(V )-subrepresentations of S of the form⊕
σ∈Σ
SσV,
where Σ⊆Pn∩Re is such that τ ∈ Σ whenever there is σ ∈ Σ with σ ⊆ τ . For a diagram σ ∈Pn∩Re,
we will denote the ideal generated by the irreducible GL(V )-representation SσV by Jσ . More generally,
for any set Σ ⊆Pn∩Re we set:
J(Σ) = ∑
σ∈Σ
Jσ .
A characteristic-free approach to the study of commutative algebra in S is, again, provided by standard
monomial theory: The ring S can be seen as the polynomial ring K[Y ] whose variables are the entries of
a n×n-symmetric-matrix Y . A distinguished ideal of such a ring is the ideal Jt generated by the t-minors
of Y , where t ≤ n. In characteristic 0, Jt coincides with the ideal J(2t). Other interesting ideals of S are
(5) Eσ = Jσ1Jσ2 · · ·Jσk ,
where σ = (σ1, . . . ,σk) ∈ Hn, and more generally their sums E(Σ) = ∑σ∈ΣEσ , where Σ ⊆ Hn. For a
product Π = δ1 · · ·δk ∈ S where δi is a σi-minor of Y and σ1 ≥ σ2 ≥ . . .≥ σk ≥ 1, again we refer to the
diagram σ = (σ1, . . . ,σk) as the shape of Π.
Theorem 2.6. [Ab, Teorema 5.1] For any t ≤ n and s ∈ N, the symbolic power J(s)t is generated by the
products of minors whose shapes σ satisfy
γt(σ)≥ s.
Theorem 2.7. For a subset Σ ⊆Hn, the integral closure of E(Σ) is equal to
∑
a=(a1,...,an)∈PΣ
(
n⋂
i=1
J
(⌈ai⌉)
i
)
.
Proof. In characteristic 0 this has already been proved in [Ab, Teorema 4.1]. In general, the same
argument used in the proof of [Br, Theorem 1.3] works as well as in that case. 
When char(K) = 0, the ideals J(Σ) and E(Σ) are related by the following:
Theorem 2.8. [Ab, Teorema 6.1 and comment below]. If char(K) = 0, for any diagram σ ∈Pn∩Ce we
have
Jσ = Eσ ′ ,
where σ ′ is the diagram with i-th entry tσ2i. In general, if Σ ⊆ Pn ∩Re, then J(Σ) = E(Σ′), where
Σ′ = {σ ′ : σ ∈ Σ}.
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2.5. Representation theory and commutative algebra in Sym(
∧2V ). Let n be a positive integer, V
be a K-vector space of dimension n and S = Sym(
∧2V ). The general linear group GL(V ) acts naturally
on S and, if char(K) = 0,
S=
⊕
σ∈Pn∩Ce
SσV
is the decomposition of S in irreducible GL(V )-representations (cf. [We, Proposition 2.3.8 (b)]). Let us
assume for a moment that char(K) = 0. Under such an assumption, the GL(V )-invariant ideals of S were
described by Abeasis and Del Fra in [AD]: They are the GL(V )-subrepresentations of S of the form⊕
σ∈Σ
SσV,
where Σ⊆Pn∩Ce is such that τ ∈ Σ whenever there is σ ∈ Σ with σ ⊆ τ . For a diagram σ ∈Pn∩Ce,
we will denote the ideal generated by the irreducible GL(V )-representation SσV by Pσ . More generally,
for any set Σ ⊆Pn∩Ce we set:
P(Σ) = ∑
σ∈Σ
Pσ .
A characteristic-free approach to the study of commutative algebra in S is, again, provided by standard
monomial theory: The ring S can be seen as the polynomial ring K[Z] whose variables are the entries
of a n× n-skew-symmetric-matrix Z. A distinguished ideal of such a ring is the ideal P2t generated by
the 2t-Pfaffians of Z, where t ≤ ⌊n/2⌋. In characteristic 0, P2t coincides with the ideal P(12t). Other
interesting ideals of S are
(6) Fσ = P2σ1P2σ2 · · ·P2σk ,
where σ = (σ1, . . . ,σk) ∈ H⌊n/2⌋, and more generally their sums F(Σ) = ∑σ∈ΣFσ , where Σ ⊆ H⌊n/2⌋.
For a product Π = δ1 · · ·δk ∈ S where δi is a 2σi-Pfaffian of Z and σ1 ≥ σ2 ≥ . . . ≥ σk ≥ 1, we refer to
the diagram σ = (σ1, . . . ,σk) as the shape of Π.
Theorem 2.9. [AD, Theorem 5.1] For any t ≤ ⌊n/2⌋ and s ∈N, the symbolic power P(s)2t is generated by
the products of Pfaffians whose shapes σ satisfy
γt(σ)≥ s.
Theorem 2.10. For a subset Σ ⊆H⌊n/2⌋, the integral closure of F(Σ) is equal to
∑
a=(a1,...,a⌊n/2⌋)∈PΣ
(
⌊n/2⌋⋂
i=1
P
(⌈ai⌉)
2i
)
.
Proof. In characteristic 0 this has already been proved in [AD, Theorem 4.1]. In general, similar argu-
ments to those used in the proof of [Br, Theorem 1.3] work. 
When char(K) = 0, the ideals P(Σ) and F(Σ) are related by the following:
Theorem 2.11. [AD, Theorems 6.1 and 6.2]. If char(K) = 0, for any diagram σ ∈Pn∩Ce we have
Pσ = Dσ˜ ,
where by σ˜ we mean the diagram with i-th entry tσi/2. In general, if Σ ⊆ Pn∩Ce, then P(Σ) = F(Σ˜),
where Σ˜ = {σ˜ : σ ∈ Σ}.
2.6. F-pure threshold and test ideals. In this subsection char(K)= p> 0. Given an ideal I=( f1, . . . , fr)
of S and a power of p, say q= pe, the q-th Frobenius power of I is:
I[q] = ( f q1 , . . . , f
q
r ) = ( f
q : f ∈ I).
Let m denote the irrelevant ideal of S and consider a homogeneous ideal I. For any q = pe, define the
function:
νI(q) :=max{r : I
r *m[q]}.
The F-pure threshold of I (at m) is defined as
fpt(I) := lim
e→∞
νI(q)
q
.
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In Proposition 2.12, we will discuss the (sharp) range in which fpt(I) can vary. While the upper bound is
well known, the lower bound is less familiar. Let d(I) be the largest degree of a minimal generator of I,
and set
δ (I) := lim
k→∞
d(Ik)
k
.
Notice that δ (I)≤ d(I) and that δ (I) = d(I) if all the minimal generators of I have degree d(I). The fol-
lowing proof is based on the fact that νI(q) = νg(I)(q) for any linear homogeneous change of coordinates
g on S, because m[q] = (xq1, . . . ,x
q
N) = (g(x1)
q, . . . ,g(xN)
q).
Proposition 2.12. If char(K) = p> 0, then any homogeneous ideal I ⊆ S satisfies the inequalities:
ht(I)
δ (I)
≤ fpt(I)≤ ht(I).
Proof. To show the inequality fpt(I) ≤ ht(I) notice that, by the pigeonhole principle, because Sp is a
regular local ring of dimension ht(p) for all p ∈ Spec(S), for all positive integers r we have
p
r
p ⊆ p
[q]
p whenever q= p
e and r > (q−1)ht(p).
Intersecting back with S, by the flatness of the Frobenius, we get p(r) ⊆ p[q] whenever r > (q−1)ht(p).
This gives the desired inequality by taking as p a minimal prime of I of the same height of I.
For the inequality fpt(I) ≥ ht(I)/δ (I), recall that, as proved in [CHT] and in [Ko], there exists α(I)
such that
reg(Ik) = δ (I) · k+α(I) ∀ k≫ 0.
Let us consider the generic initial ideal w.r.t. the degrevlex term order, gin(Ik). By the main result
in [BS], reg(gin(Ik)) = reg(Ik). If k is large enough, then gin(Ik) is a Borel-fixed ideal of regularity
δ (I) · k+α(I) =: r(k). Therefore, by [ERT, Proposition 10]
gin(Ik)≥r(k)
is a stable ideal. If c = ht(I) = ht(gin(Ik)), thus x
r(k)
c ∈ gin(Ik)≥r(k). By the stability of gin(I
k)≥r(k) this
implies that
u(k) := x
⌈r(k)/c⌉
1 · · ·x
⌈r(k)/c⌉
c ∈ gin(I
k)≥r(k) ⊆ gin(I
k).
Pick a linear homogeneous change of coordinates g such that gin(Ik) = in(g(Ik)). In particular for q= pe
we have
u(k)
⌈
q
⌈r(k)/c⌉
⌉
−1
∈ in
(
g(I)
k
(⌈
q
⌈r(k)/c⌉
⌉
−1
))
\m[q],
from which
νI(q) = νg(I)(q)≥
kq
r(k)/c+1
− k.
If q≫ k≫ 0, the asymptotic of the above quantity is cq/δ (I), and this lets us conclude. 
Remark 2.13. The range given in Proposition 2.12 is sharp. If we consider the principal ideals I =
(x1x2 · · ·xN) and J = (x
d
1), then fpt(I) = 1 and fpt(J) = 1/d.
Remark 2.14. When I is generated in a single degree, the above lower bound has been shown in [TW,
Proprosition 4.2]. A (more powerful) variant for the log-canonical threshold is in [dEM, Theorem 3.4].
Given any ideal I ⊆ S and q= pe, the q-th root of I, denoted by I[1/q], is the smallest ideal J ⊆ S such
that I ⊆ J[q]. By the flatness of the Frobenius over S the q-th root is well defined. Let I be an ideal of S
and λ be a positive real number. It is easy to see that(
I⌈λ p
e⌉
)[1/pe]
⊆
(
I⌈λ p
e+1⌉
)[1/pe+1]
.
The test ideal of I with coefficient λ is defined as:
τ(λ • I) :=
⋃
e>0
(
I⌈λ p
e⌉
)[1/pe]
=
e≫0
(
I⌈λ p
e⌉
)[1/pe]
.
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For any ideal I ⊆ S, we can therefore define the F-pure threshold (consistently with what we had done in
the homogeneous case) as:
fpt(I) =min{λ ∈ R>0 : τ(λ • I) 6= S}.
If λ ∈ R+ and I is an ideal in a polynomial ring over a field of characteristic 0, denoting by p the
reduction modulo the prime number p, Hara and Yoshida proved in [HY, Theorem 6.8] that:
(7) J (λ • I)p = τ(λ • Ip)
for all p≫ 0 (depending on λ ). In particular,
lim
p→∞
fpt(Ip) = lct(I).
The following lemma will be useful to the proof of Proposition 3.2.
Lemma 2.15. Let R be a Noetherian commutative ring of positive characteristic, and I = (r1, . . . ,rs)⊆ R
be an ideal. If the local cohomology module HsI (R) is not zero, then there exist ideals Jλ ) I such that
τ(λ • I) = Jλ I
⌊λ⌋+1−s ∀ λ ≥ s.
In particular, if (R,m) is a d-dimensional regular local ring of positive characteristic, then
τ(λ •m) =m⌊λ⌋+1−d
Proof. Skoda’s theorem (cf. [BMS, Proposition 2.25]) implies that, whenever λ ≥ s,
τ(λ • I) = I · τ((λ −1)• I).
So it is enough to show that τ(λ • I) ) I whenever λ < s. To see this, let us set r := r1 · · ·rs. By the
equivalence between local and C˘ech cohomology, it is not difficult to see that HsI (R) 6= 0 if and only if
there exists a> 0 such that rq−a /∈ (rq1, . . . ,r
q
s ) for any q≥ a. So, if q is a power of the characteristic of R,
rq−a ∈ Is(q−a) \ I[q] ∀ q≥ a,
which implies that τ(λ • I)) I whenever λ < s. 
3. FLOATING TEST IDEALS
Let K be a field, and S=K[x1, . . . ,xN ] be the polynomial ring in N variables over K. For an ideal I ⊆ S
and a prime ideal p⊆ S, we define the function fI:p : Z>0 −→ Z>0 as:
fI;p(s) =max{ℓ : I
s ⊆ p(ℓ)} ∀ s ∈ Z>0.
Lemma 3.1. The function above is linear. That is, fI;p(s) = fI;p(1) · s for any positive integer s.
Proof. By definition of symbolic power, Is ⊆ p(ℓ) ⇐⇒ Isp ⊆ p
ℓ
p in Sp. Obviously, Ip ⊆ p
ℓ
p implies that
Isp ⊆ p
sℓ
p , which yields fI;p(s)≥ fI;p(1) · s. For the other inequality, take x ∈ Ip \p
ℓ+1
p . Then x is a nonzero
element of degree ℓ in R= grpp(Sp). Since S is regular, R is a polynomial ring. In particular it is reduced,
thus xs is a nonzero element of degree ℓs in R. So xs ∈ Isp \p
ℓs+1
p , which implies fI;p(s)≤ fI;p(1) · s. 
From now on, for an ideal I ⊆ S and a prime ideal p⊆ S, we introduce the notation:
(8) ep(I) := fI;p(1) =max{ℓ : I ⊆ p
(ℓ)}.
Proposition 3.2. If K has positive characteristic and I ⊆ S is an ideal, then
τ(λ • I)⊆
⋂
p∈Spec(S)
p⊇I
p
(⌊λep(I)⌋+1−ht(p)) ∀ λ ∈ R>0.
Proof. Let us fix λ ∈ R>0. For any prime ideal p⊇ I, we need to show that
I⌈λq⌉ ⊆
(
p
(⌊λep(I)⌋+1−ht(p))
)[q]
for q≫ 0,
where q is a power of char(K) = p. To see this, let us take q= pe and start with the inclusion:
I⌈λq⌉ ⊆ p(⌈λq⌉ep(I)).
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By localizing at p, we have
(I⌈λq⌉)Sp ⊆ (pSp)
⌈λq⌉ep(I).
Because Sp is a regular local ring of dimension ht(p), by using Lemma 2.15 we infer that
(pSp)
⌈λq⌉ep(I) ⊆ (pSp)
⌈λep(I)q⌉
⊆
q≫0
(
(pSp)
⌊λep(I)⌋+1−ht(p)
)[q]
So, when q≫ 0 we obtain that:
(I⌈λq⌉)Sp ⊆
(
(pSp)
⌊λep(I)⌋+1−ht(p)
)[q]
.
By the flatness of the Frobenius over S, by intersecting back with S we get:
I⌈λq⌉ ⊆
(
p
(⌊λep(I)⌋+1−ht(p))
)[q]
,
which is what we wanted. 
Definition 3.3. We will say that an ideal I ⊆ S has floating test ideals if the inclusion in Proposition 3.2
is an equality for all λ ∈ R>0.
Below, we will introduce a class of ideals with floating test ideals. Such ideals have properties quite
combinatorial in nature: as we will see, in the class lie all the ideals Dσ , Eσ and Fσ introduced in Section
2. Before stating the definition, let us observe that, if the inclusion
Is ⊆
⋂
p∈Spec(S)
p⊇I
p
( fI;p(s))
happens to be an equality, then Is must be integrally closed: indeed, symbolic powers of prime ideals in
a regular ring are integrally closed, and the intersection of integrally closed ideals is obviously integrally
closed. Furthermore, recall that Ratliff proved in [Ra, Theorem (2.4)] that
Ass
(
Is
)
⊆ Ass
(
Is+1
)
∀ s ∈ Z>0,
and in [Ra, Theorem (2.7)] that ∣∣∣∣ ⋃
s∈Z>0
Ass
(
Is
)∣∣∣∣<+∞.
Let us denote by StAss(I) =
⋃
s∈Z>0 Ass
(
Is
)
and introduce the following central definition:
Definition 3.4 (Condition (⋄)). An ideal I ⊆ S satisfies condition (⋄) if, for any s≫ 0, there exists a
primary decomposition of Is consisting of symbolic powers of the prime ideals in StAss(I). In other
words, there exist functions gI;p : N→ N such that:
(9) Is =
⋂
p∈StAss(I)
p
(gI;p(s)) ∀ s≫ 0.
The functions gI;p may not be linear, however the next lemma shows that such a failure is paltry
enough.
Lemma 3.5. Let I ⊆ S be an ideal satisfying condition (⋄) generated by µ elements. Then, for all
p ∈ StAss(I), there exist a function rI;p : N→ N such that 0≤ rI,p(s)≤ ep(I)(µ −1) and
(10) Is =
⋂
p∈StAss(I)
p
(ep(I)s−rI;p(s)) ∀ s≫ 0,
where the ep(I)’s have been defined in (8).
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Proof. For all positive integer s, we have
gI;p(S) =max{ℓ : Is ⊆ p
(ℓ)} ≤ fI;p(s) = ep(I)s.
On the other hand, Brianc¸on-Skoda theorem implies that
Is+µ−1 ⊆ Is ∀s ∈ Z>0.
Therefore:
gI;p(s)≥ fI;p(s−µ +1) = ep(I)s− ep(I)(µ −1)∀ s≥ µ.
The existence of rI;p follows at once. 
Let us give some examples of ideals satisfying condition (⋄).
Example 3.6. Any prime ideal p ⊆ S which is a complete intersection, satisfies condition (⋄). Indeed,
since S/ps is Cohen-Macaulay for all s> 0, ps = p(s) in this case.
Example 3.7. The ideals Dσ defined in (4) satisfy condition (⋄): indeed, Theorem 2.2 implies that
Dsσ =
m⋂
i=1
I
(sγi(σ))
i .
Example 3.8. The ideals Eσ defined in (5) satisfy condition (⋄): indeed, in such a case Σ= {σ}, therefore
Theorem 2.7 implies that
Esσ =
n⋂
i=1
J
(sγi(σ))
i .
Example 3.9. The ideals Fσ defined in (6) satisfy condition (⋄): indeed, once again Σ = {σ}, therefore
Theorem 2.10 implies that
Fsσ =
⌊n/2⌋⋂
i=1
P
(sγi(σ))
2i .
Condition (⋄) alone is not enough to guarantee the equality in Proposition 3.2, as it is evident from
Example 3.6. So, we introduce another central definition:
Definition 3.10 (Condition (⋄+)). An ideal I ⊆ S satisfies condition (⋄+) if it satisfies condition (⋄) and
there exists a term ordering ≺ on S and a polynomial F ∈ S such that:
(i) in≺(F) is a square-free monomial;
(ii) F ∈ p(ht(p)) for all p ∈ StAss(I).
Before proving the next result, let us see that the ideals in Examples 3.7, 3.8 and 3.9 satisfy condition
(⋄+).
Given an m×n matrix U = (ui j), and indices 1≤ a1, . . . ,aℓ ≤ m and 1≤ b1, . . . ,bℓ ≤ n, we set:
[a1, . . . ,aℓ|b1, . . . ,bℓ] := det
 ua1b1 ua1b2 · · · ua1bℓ... ... . . . ...
uaℓb1 uaℓb2 · · · uaℓbℓ

Example 3.11. Let us consider ∆ to be the following product of minors of X :
(11) ∆ :=
n−m
∏
i=0
[1, . . . ,m|i+1, . . . , i+m] ·
m−1
∏
i=1
[i+1, . . . ,m|1, . . . ,m− i][1, . . . ,m− i|i+n−m, . . . ,n].
By considering the lexicographical term ordering ≺ extending the linear order
x11 > x12 > .. .x1n > x21 > .. . > x2n > .. . > xmn,
we have that
in≺(∆) = ∏
i∈{1,...,m}
j∈{1,...,n}
xi j
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is a square-free monomial. Let τ be the shape of ∆, namely τ = (mn−m+1,(m− 1)2, . . . ,12) and notice
that, for all t ∈ {1, . . . ,m},
γt(τ)= (n−m+1)(m−t+1)+2
m−t
∑
j=1
j=(n−m+1)(m−t+1)+(m−t)(m−t+1)= (n−t+1)(m−t+1).
Since ht(It) = (n− t+ 1)(m− t+ 1), by Theorem 2.1 ∆ ∈ I
(ht(It))
t for all t ∈ {1, . . . ,m}. By exploiting
Example 3.7, thus, the ideals Dσ introduced in (4) satisfy condition (⋄+).
Example 3.12. Let us consider ∆ to be the product of all principal upper diagonal minors of Y :
∆ :=
n
∏
i=1
[1, . . . ,n− i+1|i, . . . ,n].
By considering the lexicographical term ordering ≺ extending the linear order
y11 > y12 > .. .y1n > y22 > .. . > y2n > .. . > ynn,
we have that
in≺(∆) = ∏
1≤i≤ j≤n
yi j
is a square-free monomial. Let τ be the shape of ∆, namely τ = (n,n− 1, . . . ,2,1), and notice that, for
all t ∈ {1, . . . ,n},
γt(τ) =
n−t+1
∑
j=1
j =
(
n− t+2
2
)
.
Since ht(Jt) =
(
n−t+2
2
)
, by Theorem 2.6 ∆ ∈ J
(ht(Jt))
t for all t ∈ {1, . . . ,n}. By exploiting Example 3.8,
thus, the ideals Eσ introduced in (5) satisfy condition (⋄+).
Example 3.13. . Let us consider ∆ to be the following product of Pfaffians of Z:
∆ :=

[1, . . . ,n−1][2, . . . ,n][1, . . . ,
n̂+1
2
, . . . ,n]
(n−1)/2−1
∏
i=1
[1, . . . ,2i][1, . . . , î+1, . . . ,2i+1][n−2i, . . . , n̂− i, . . . ,n][n−2i+1, . . . ,n] if n is odd
[1, . . . ,n]
n/2−1
∏
i=1
[1, . . . ,2i][1, . . . , î+1, . . . ,2i+1][n−2i, . . . , n̂− i, . . . ,n][n−2i+1, . . . ,n] if n is even
By considering the lexicographical term ordering ≺ extending the linear order
z1n > .. . > z12 > z2n > .. . > z23 > .. . > zn−1n,
we have that
in≺(∆) = ∏
1≤i< j≤n
zi j
is a square-free monomial. Let τo (resp. τe) be the shape of ∆ if n is odd (resp. n is even); that
is, τo = ((
n−1
2
)3,(n−1
2
− 1)4, . . . ,14) and τe = (n/2,(n/2− 1)
4,(n/2− 2)4, . . . ,14). Notice that, for all
t ∈ {1, . . . ,⌊n/2⌋},
γt(τo) = 3
(
n−1
2
− t+1
)
+4 ·∑
n−1
2
−t
j=1 j =
(
n−1
2
− t+1
)
(n−2t+2) =
= (n/2− t+1)(n−2t+1) = (n/2− t+1)+4 ·∑
n/2−t
j=1 j = γt(τe).
Since ht(P2t) = (n/2− t + 1)(n− 2t + 1), by Theorem 2.9 ∆ ∈ P
(ht(P2t))
2t for all t ∈ {1, . . . ,⌊n/2⌋}. By
exploiting Example 3.9, thus, the ideals Fσ introduced in (6) satisfy condition (⋄+).
Theorem 3.14. If K has positive characteristic and I ⊆ S is an ideal enjoying the condition (⋄+), then
it has floating test ideals. In other words:
τ(λ • I) =
⋂
p∈StAss(I)
p
(⌊λep(I)⌋+1−ht(p)) ∀ λ ∈ R>0.
In particular (independently on the characteristic!):
fpt(I) = min
p∈StAss(I)
{ht(p)/ep(I)}
12 INEˆS BONACHO DOS ANJOS HENRIQUES AND MATTEO VARBARO
Proof. Fix λ ∈ R>0. By Proposition 3.2, we already know that
τ(λ • I)⊆
⋂
p∈StAss(I)
p
(⌊λep(I)⌋+1−ht(p)),
so we will focus on the other inclusion. Take
f ∈
⋂
p∈StAss(I)
p
(⌊λep(I)⌋+1−ht(p)).
Consider F and ≺ as in the definition of the condition (⋄+). For any p ∈ StAss(I) and q = pe (where
char(K) = p), notice that:
Fq−1 · f q ∈
(
p
(ht(p))
)q−1
·
(
p
(⌊λep(I)⌋+1−ht(p))
)q
⊆ p((q−1)ht(p)+q(⌊λep(I)⌋+1−ht(p)))
= p(q⌊λep(I)⌋+q−ht(p))
= p
(
q
(
⌊λep(I)⌋+
q−ht(p)
q
))
.
If q is big enough, then
q
(
⌊λep(I)⌋+
q−ht(p)
q
)
≥ qλep(I).
By [BMS, Proposition 2.14], we can assume that qλ is an integer, and so we will do from now on. So,
let us fix q big enough so that
Fq−1 f q ∈ p(qλep(I)) ∀ p ∈ StAss(I).
As I satifies in particular condition (⋄), Lemma 3.5 establishes that
Fq−1 f q ∈ Iqλ .
Take a positive integer k such that (
Iqλ
)k+ℓ
⊆ Iqℓλ ∀ ℓ ∈ N.
In particular, if q′ a power of p, we have
F(q−1)(q
′+k) f q(q
′+k) ∈ Iqq
′λ .
Let Bqq′ be the basis of S over S
qq′ consisting in monomials. Remembering that q has been fixed, and
that in≺(F) is a square free monomial, we can choose q
′ big enough such that
v := in≺(F
(q−1)(q′+k) f qk) = in≺(F)
(q−1)(q′+k)in≺( f )
qk ∈Bqq′ .
In fact, it is enough to take q′ > qk(deg( f )+1). So
F(q−1)(q
′+k) f qk = v+ ∑
u∈Bqq′
u≺v
gqq
′
u u.
Therefore, we get
F(q−1)(q
′+k) f q(q
′+k) = f qq
′
v+ ∑
u∈Bqq′
u≺v
( f gu)
qq′u,
from which we deduce that f ∈ (I⌈qq
′λ⌉)[1/qq
′] by using [BMS, Proposition 2.5]. So
f ∈ τ(λ • I).

An important consequence of Theorem 3.14, together with Examples 3.11, 3.12 and 3.13, is that the
products of determinantal (or Pfaffian) ideals have floating test ideals. Moreover, we have the following
explicit formulas for their generalized test ideals:
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Corollary 3.15. With the notation of 2.3, Dσ has floating test ideals ∀ σ ∈Hm. Precisely:
τ
(
λ •Dσ
)
=
m⋂
i=1
I
(⌊λγi(σ)⌋+1−(m−i+1)(n−i+1))
i ∀ λ ∈ R>0.
Equivalently, τ
(
λ •Dσ
)
is generated by the products of minors of X whose shape α satisfies:
γi(α)≥ ⌊λγi(σ)⌋+1− (m− i+1)(n− i+1) ∀ i= 1, . . . ,m.
In particular (independently on the characteristic!):
fpt(Dσ ) =min
{
(m− i+1)(n− i+1)
γi(σ)
: i= 1, . . . ,m
}
.
Corollary 3.16. With the notation of 2.4, Eσ has floating test ideals ∀ σ ∈Hn. Precisely:
τ
(
λ •Eσ
)
=
n⋂
i=1
J
(⌊λγi(σ)⌋+1−(n−i+22 ))
i ∀ λ ∈ R>0.
Equivalently, τ
(
λ •Eσ
)
is generated by the products of minors of Y whose shape α satisfies:
γi(α)≥ ⌊λγi(σ)⌋+1−
(
n− i+2
2
)
∀ i= 1, . . . ,n.
In particular (independently on the characteristic!):
fpt(Eσ ) =min
{(n−i+2
2
)
γi(σ)
: i= 1, . . . ,n
}
.
Corollary 3.17. With the notation of 2.5, Fσ has floating test ideals ∀ σ ∈H⌊n/2⌋. Precisely:
τ
(
λ •Fσ
)
=
⌊n/2⌋⋂
i=1
P
(⌊λγi(σ))⌋+1−(n/2−i+1)(n−2i+1))
2i ∀ λ ∈ R>0.
Equivalently, τ
(
λ •Fσ
)
is generated by the products of Pfaffians of Z whose shape α satisfies:
γi(α)≥ ⌊λγi(σ)⌋+1− (n/2− i+1)(n−2i+1) ∀ i= 1, . . . ,⌊n/2⌋.
In particular (independently on the characteristic!):
fpt(Fσ ) =min
{
(n/2− i+1)(n−2i+1)
γi(σ)
: i= 1, . . . ,⌊n/2⌋
}
.
4. MULTIPLIER IDEALS OF G-INVARIANT IDEALS
The goal of this section is to give explicit formulas for the multiplier ideals of all theG-invariant ideals
in the following polynomial rings S over a field of characteristic 0:
(i) S = Sym(V ⊗W ∗), where V and W are finite K-vector spaces, G = GL(V )×GL(W ) and the
action extends the diagonal one on V ⊗W ∗.
(ii) S = Sym(Sym2V ), where V is a finite K-vector spaces, G = GL(V ) and the action extends the
natural one on Sym2V .
(iii) S = Sym(
∧2V ), where V is a finite K-vector spaces, G = GL(V ) and the action extends the
natural one on
∧2V .
In order to do this, we will compute suitable generalized test ideals in positive characteristic. We need
the following variant of the condition (⋄+).
Definition 4.1 (Condition (∗)). An ideal I ⊆ S satisfies condition (∗) if there are prime ideals p1, . . . ,pk
and a polytope P⊆ Rk such that:
(12) Is = ∑
a=(a1,...,ak)∈P
(
k⋂
i=1
p
(⌈sai⌉)
i
)
∀ s≫ 0,
and there exists a term ordering ≺ on S and a polynomial F ∈ S such that:
(i) in≺(F) is a square-free monomial;
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(ii) F ∈ p
(ht(pi))
i for all i= 1, . . . ,k.
Example 4.2. Given two diagrams σ = (σ1, . . . ,σk) and τ = (τ1, . . . ,τh) let us denote by σ ∗ τ their
concatenation (σ1, . . . ,σk,τ1, . . . ,τh) with the entries rearranged decreasingly (so that σ ∗τ is a diagram).
For a set Σ of diagrams and s ∈ N, let us introduce the notation
Σs := {σ (i1) ∗ · · · ∗σ (is) : σ (i j) ∈ Σ}.
Notice that, if Σ⊆Hk for some k ∈N, the convex set PΣs ⊆Rk is nothing but s ·PΣ. Therefore, Theorem
2.3 implies that, for a subset Σ ⊆Hm, the integral closure of D(Σ)
s = D(Σs) is equal to
∑
a=(a1,...,am)∈PΣ
(
m⋂
i=1
I
(⌈sai⌉)
i
)
.
As well as Theorem 2.7 implies that, for a subset Σ⊆Hn, the integral closure of E(Σ)
s = E(Σs) is equal
to
∑
a=(a1,...,an)∈PΣ
(
n⋂
i=1
J
(⌈sai⌉)
i
)
.
As well as Theorem 2.10 implies that, for a subset Σ ⊆H⌊n/2⌋, the integral closure of F(Σ)
s = F(Σs) is
equal to
∑
a=(a1,...,a⌊n/2⌋)∈PΣ
(
⌊n/2⌋⋂
i=1
P
(⌈sai⌉)
2i
)
.
So, exploiting Examples 3.11, 3.12 and 3.13, the ideals D(Σ), E(Σ) and F(Σ), introduced in 2.3, 2.4 and
2.5 all satisfy condition (∗).
Theorem 4.3. If K has positive characteristic and I ⊆ S is an ideal enjoying the condition (∗) as in
Definition 4.1, then
τ(λ • I) = ∑
a=(a1,...,ak)∈P
(
k⋂
i=1
p
(⌊λai⌋+1−ht(pi))
i
)
∀ λ ∈ R>0.
Proof. Let us fix λ ∈ R>0. First let us focus on the inclusion “⊆”. For any i ∈ {1, . . . ,k} and a =
(a1, . . . ,ak), since I satisfies condition (∗), it is enough to show that
p
(⌈
⌈λq⌉ai
⌉)
i ⊆
(
p
(⌊λai⌋+1−ht(pi))
i
)[q]
for q≫ 0,
where q is a power of char(K) = p. To see this, let us take q = pe and localize at pi. Because Spi is a
regular local ring of dimension ht(pi), by using Lemma 2.15 we infer that
(piSpi)
(⌈
⌈λq⌉ai
⌉)
⊆ (piSpi)
⌈λaiq⌉
⊆
q≫0
(
(piSpi)
⌊λai⌋+1−ht(pi)
)[q]
So, when q≫ 0 we obtain that:
(piSpi)
(⌈
⌈λq⌉ai
⌉)
⊆
(
(piSpi)
⌊λai⌋+1−ht(pi)
)[q]
.
By the flatness of the Frobenius over S, by intersecting back with S we get:
p
(⌈
⌈λq⌉ai
⌉)
i ⊆
(
p
(⌊λai⌋+1−ht(pi))
i
)[q]
,
which is what we wanted.
Let us now focus on the other inclusion. For a vector a= (a1, . . . ,ak) ∈ P, take
f ∈
k⋂
i=1
p
(⌊λai⌋+1−ht(p))
i .
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Consider F and ≺ as in the definition of the condition (∗). For any i= 1, . . . ,k and q= pe, notice that:
Fq−1 · f q ∈
(
p
(ht(pi))
i
)q−1
·
(
p
(⌊λai⌋+1−ht(pi))
i
)q
⊆ p
((q−1)ht(pi)+q(⌊λai⌋+1−ht(pi)))
i
= p
(q⌊λai⌋+q−ht(pi))
i
= p
(
q
(
⌊λai⌋+
q−ht(pi)
q
))
i .
If q is big enough, then
q
(
⌊λai⌋+
q−ht(pi)
q
)
≥ ⌈qλai⌉.
By [BMS, Proposition 2.14], we can assume that qλ is an integer, and so we will do from now on. So,
let us fix q big enough so that
Fq−1 f q ∈ p
(⌈qλai⌉)
i ∀ i ∈ {1, . . . ,k}.
Therefore, because I satisfies condition (∗)
Fq−1 f q ∈ Iqλ .
Take a positive integer k such that (
Iqλ
)k+ℓ
⊆ Iqℓλ ∀ ℓ ∈ N.
In particular, if q′ a power of p, we have
F(q−1)(q
′+k) f q(q
′+k) ∈ Iqq
′λ .
Let Bqq′ be the basis of S over S
qq′ consisting in monomials. Remembering that q has been fixed, and
that in≺(F) is a square free monomial, we can choose q
′ big enough such that
v := in≺(F
(q−1)(q′+k) f qk) = in≺(F)
(q−1)(q′+k)in≺( f )
qk ∈Bqq′ .
In fact, it is enough to take q′ > qk(deg( f )+1). So
F(q−1)(q
′+k) f qk = v+ ∑
u∈Bqq′
u≺v
gqq
′
u u.
Therefore, we get
F(q−1)(q
′+k) f q(q
′+k) = f qq
′
v+ ∑
u∈Bqq′
u≺v
( f gu)
qq′u,
from which we deduce that f ∈ (I⌈qq
′λ⌉)[1/qq
′] by using [BMS, Proposition 2.5]. So
f ∈ τ(λ • I).

Theorem 4.3, together with Example 4.2, has the following corollaries:
Corollary 4.4. With the notation of 2.3, for all Σ ⊆Hm we have
τ
(
λ •D(Σ)
)
= ∑
a=(a1,...,am)∈PΣ
(
m⋂
i=1
I
(⌊λai⌋+1−(m−i+1)(n−i+1))
i
)
∀ λ ∈ R>0.
Equivalently, by using Theorem 2.1, τ
(
λ •D(Σ)
)
is generated by the products of minors of X whose
shape α satisfies:
γi(α)≥ ⌊λai⌋+1− (m− i+1)(n− i+1) for some a= (a1, . . . ,am) ∈ PΣ and ∀ i= 1, . . . ,m.
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In particular (independently on the characteristic!):
fpt(D(Σ)) = max
a=(a1,...,am)∈PΣ
{
min
{
(m− i+1)(n− i+1)
ai
: i= 1, . . . ,m
}}
.
Corollary 4.5. With the notation of 2.4, Σ ⊆Hn we have
τ
(
λ •E(Σ)
)
= ∑
a=(a1,...,an)∈PΣ
(
n⋂
i=1
J
(⌊λai⌋+1−(n−i+22 ))
i
)
∀ λ ∈ R>0.
Equivalently, by using Theorem 2.6, τ
(
λ •E(Σ)
)
is generated by the products of minors of Y whose
shape α satisfies:
γi(α)≥ ⌊λai⌋+1−
(
n− i+2
2
)
for some a= (a1, . . . ,an) ∈ PΣ and ∀ i= 1, . . . ,n.
In particular (independently on the characteristic!):
fpt(E(Σ)) = max
a=(a1,...,an)∈PΣ
{
min
{(n−i+2
2
)
ai
: i= 1, . . . ,n
}}
.
Corollary 4.6. With the notation of 2.5, Σ ⊆H⌊n/2⌋ we have
τ
(
λ •F(Σ)
)
= ∑
a=(a1,...,a⌊n/2⌋)∈PΣ
(
⌊n/2⌋⋂
i=1
P
(⌊λai⌋+1−(n/2−i+1)(n−2i+1))
2i
)
∀ λ ∈ R>0.
Equivalently, by using Theorem 2.9, τ
(
λ •F(Σ)
)
is generated by the products of Pfaffians of Z whose
shape α satisfies:
γi(α)≥ ⌊λai⌋+1− (n/2− i+1)(n−2i+1) for some a= (a1, . . . ,a⌊n/2⌋) ∈ PΣ and ∀ i= 1, . . . ,⌊n/2⌋.
In particular (independently on the characteristic!):
fpt(F(Σ)) = max
a=(a1,...,a⌊n/2⌋)∈PΣ
{
min
{
(n/2− i+1)(n−2i+1)
ai
: i= 1, . . . ,⌊n/2⌋
}}
.
Now, we are ready to state the explicit formulas for the multiplier ideals of any G-invariant ideal in
Sym(V ⊗W ), in Sym(Sym2V ) and in Sym(
∧2V ), (recalled in Sections 2.3, 2.4 and 2.5).
Theorem 4.7. Let K be a field of characteristic 0, Σ ⊆ Pm and P ⊆ Rm be the convex hull of the set
{(γ1(
tσ), . . . ,γm(
tσ)) : σ ∈ Σ}. Then the ideal I(Σ)⊆ Sym(V ⊗W ) has multiplier ideals given by:
J
(
λ • I(Σ)
)
= ∑
a=(a1,...,am)∈P
(
m⋂
i=1
I
(⌊λai⌋+1−(m−i+1)(n−i+1))
i
)
∀ λ ∈ R>0.
Equivalently, by using Theorem 2.1, J
(
λ • I(Σ)
)
is generated by the products of minors of X whose
shape α satisfies:
γi(α)≥ ⌊λai⌋+1− (m− i+1)(n− i+1) for some a= (a1, . . . ,am) ∈ PΣ and ∀ i= 1, . . . ,m.
In particular:
lct(I(Σ)) = max
a=(a1,...,am)∈PΣ
{
min
{
(m− i+1)(n− i+1)
ai
: i= 1, . . . ,m
}}
.
Proof. By Theorem 2.5 we have
I(Σ) = D(tΣ),
where tΣ = {tσ : σ ∈ Σ}. So we have:
J
(
λ • I(Σ)
)
= J
(
λ •D(tΣ)
)
(cf. [La1, Corollary 9.6.17]). However, we defined the idealD(tΣ) also in positive characteristic p (where
it is the reduction mod p of D(tΣ) viewed in characteristic 0). If p denotes the reduction mod p, by (7)
we therefore obtain:
(13) J
(
λ •D(tΣ)
)
p
= τ
(
λ •D(tΣ)p
)
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for p≫ 0 (a priori depending on λ ). Therefore, by Corollary 4.4, a product of minors of shape σ in
S belongs to J
(
λ •D(tΣ)
)
p
if and only if there exists a = (a1, . . . ,am) ∈ PtΣ such that γi(σ) ≥ λai+
1− (m− i+1)(n− i+1) for all i= 1, . . . ,m (independently on p). This implies that the multiplier ideal
J
(
λ • I(Σ)
)
= J
(
λ •D(tΣ)
)
is generated by the product of minors above, and because P = PtΣ the
thesis follow. 
The same proof as above yields the analog result for Sym(Sym2V ) and in Sym(
∧2V ):
Theorem 4.8. Let K be a field of characteristic 0, Σ ⊆ Pm and P
′ ⊆ Rn be the convex hull of the set
{(γ1(
tσ ′), . . . ,γn(
tσ ′)) : σ ∈ Σ}, where σ ′i =
tσ2i. Then the ideal J(Σ) ⊆ Sym(Sym
2V ) has multiplier
ideals given by:
J
(
λ • J(Σ)
)
= ∑
a=(a1,...,an)∈P′
(
n⋂
i=1
J
(⌊λai⌋+1−(n−i+22 ))
i
)
∀ λ ∈ R>0.
Equivalently, by using Theorem 2.6, J
(
λ • J(Σ)
)
is generated by the products of minors of Y whose
shape α satisfies:
γi(α)≥ ⌊λai⌋+1−
(
n− i+2
2
)
for some a= (a1, . . . ,an) ∈ PΣ and ∀ i= 1, . . . ,n.
In particular:
lct(J(Σ)) = max
a=(a1,...,an)∈PΣ
{
min
{(n−i+2
2
)
ai
: i= 1, . . . ,n
}}
.
Theorem 4.9. Let K be a field of characteristic 0, Σ ⊆ P⌊n/2⌋ ∩Ce and P˜ ⊆ R
n be the convex hull of
the set {(γ1(σ˜), . . . ,γm(σ˜)) : σ ∈ Σ}, where σ˜i =
tσi/2. Then the ideal P(Σ)⊆ Sym(
∧2V ) has multiplier
ideals given by
J
(
λ •P(Σ)
)
= ∑
a=(a1,...,a⌊n/2⌋)∈P˜
(
⌊n/2⌋⋂
i=1
P
(⌊λai⌋+1−(n/2−i+1)(n−2i+1))
2i
)
∀ λ ∈ R>0.
Equivalently, by using Theorem 2.9, J
(
λ •P(Σ)
)
is generated by the products of Pfaffians of Z whose
shape α satisfies:
γi(α)≥ ⌊λai⌋+1− (n/2− i+1)(n−2i+1) for some a= (a1, . . . ,a⌊n/2⌋) ∈ PΣ and ∀ i= 1, . . . ,⌊n/2⌋.
In particular:
lct(P(Σ)) = max
a=(a1,...,a⌊n/2⌋)∈PΣ
{
min
{
(n/2− i+1)(n−2i+1)
ai
: i= 1, . . . ,⌊n/2⌋
}}
.
Remark 4.10. To conclude, another class of ideals of S = K[x1, . . . ,xN ] satisfying the condition (∗) of
Definition 4.1 is the class of monomial ideals I. With the notation of Definition 4.1, p1 = (x1), . . .,
pN = (xN) and P ⊆ RN is the Newton polytope NP(I) of I, that is the convex hull of the exponents cor-
responding to a minimal system of monomial generators of I (cf. [Te, Proposition 3.4]. The polynomial
F ∈ S doing the job is just F = x1 · · ·xN , and any term ordering is good.
By Theorem 4.3, if K has positive characteristic and I ⊆ S is a monomial ideal, ∀ λ ∈R>0 we recover
the following formula due to Hara and Yoshida [HY, Theorem 4.8]:
τ(λ • I) = (x
⌊λa1⌋
1 · · ·x
⌊λaN⌋
N : (a1, . . . ,aN) ∈ NP(I)) = (x
b1
1 · · ·x
bN
N : (b1+1, . . . ,bN +1) ∈ λ ·NP(I)∩Z
N).
Notice also that ideals defined by a single monomial have floating test ideals.
In characteristic 0, by exploiting (7) as in the proof of Theorem 4.7, we recover the formula of Howald
[Ho] for the multiplier ideals of monomial ideals (see also [La1, Section 9.3.C]:
J (λ • I) = (xb11 · · ·x
bN
N : (b1+1, . . . ,bN +1) ∈ λ ·NP(I)∩Z
N).
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