I. INTRODUCTION
The idea of smart vision sensors or so-called 'vision chips', where sensing and processing is performed on a single silicon die, has been studied for more than a decade [1] . The main field of application for such devices has been low-level image processing, due to peculiar high degree of data parallelism and computational locality. Exploiting pixel-level parallelism and the fact that most of image preprocessing tasks is based on identical operations performed on every pixel, efficient architecture for a vision chip can be implemented as a finegrain SIMD processor-per-pixel array. Various architectures have been previously described in the literature [2] [3] [4] [5] [6] [7] . The majority of presented chips operate in SIMD mode, so that every cell executes the same instruction issued by a host controller in a synchronous manner. Yet, in image preprocessing there are a number of operations that are based on an iterative process, which results in a global data-flow across the pixel network. In such operations the result in each cell, despite processing only local data, implicitly depends on the entire array of pixels. Despite potential feasibility, it is apparent that synchronous SIMD architecture is not the most optimal tool for this kind of operations. Our attention was, therefore, drawn to a challenge of how to enable efficient execution of the global operations on a simple and compact parallel architecture. The successful solution would help to exploit the fine-grain parallelism more fully and significantly simplify the development of medium-level processing algorithms, thus extending application of smart sensors from preprocessing to more complex image analysis.
Another important issue associated with the design of smart vision sensors is the choice of the most appropriate (efficient) signal processing paradigm. Despite the higher power and area efficiency of analogue vision chips compared to their digital counterparts, the digital processing paradigm has more potential for scaling due to the continuous development of fabrication technologies. Robustness and noise free operation make digital circuits more favourable for building processorper-pixel arrays. Presented design can outperform similar analogue systems and provide competitive power efficiency. This fact provides the motivation for further development of digital vision chips and suggests that such an approach will dominate in the design of massively parallel processor-perpixel arrays.
Earlier we have proposed a novel architecture for the asynchronous/synchronous processor array (ASPA) [7] . In this paper we present the details of its hardware implementation, experimental results and performance evaluation. In the next section brief description of the architecture is provided, followed by details of hardware implementation. Then, performance characteristics of the chip are described and comparison with other image processing architectures is provided. The paper finishes with the design summary and conclusions.
II. ARCHITECTURE The description of the ASPA architecture can be found in [7] and here only brief details are provided. The ASPA chip can be represented as an array of locally interconnected processing cells placed on a 4-connected rectangular grid (Fig. 1) . Processing cells execute the same instructions issued Every processing element (PE) is connected to its four local neighbours, thus supporting local data transfers. The cell itself is a simple digital microprocessor, which consists of a bit-serial ALU, eight 8-bit general purpose registers (64 bits of memory per cell), photo-sensor, simple A/D converter, flag register and communication unit, responsible for multiplexing input data (Fig. 2) . The cell operates as a data-path and all register-transfer operations are controlled by an instruction word.
In addition to aforementioned units, each cell contains a simple functional block called 'propagation chain', which facilitates global asynchronous wave-propagations across the entire pixel array. The topology of the propagation network is controlled by local data in every pixel. Produced binary trigger-waves are used to perform global operations such as object reconstruction and hole filling in a fast and powerefficient way [8] .
In addition to conventional data processing the presented design allows chaining PEs into a single network, thus facilitating asynchronous distant data transfers, global feature extraction and data-driven pixel address extraction [9] .
The major benefit of this approach is that global data-flow is handled in an asynchronous manner, thus pushing power consumption and performance characteristics to their absolute optimum.
III. IMPLEMENTATION The first version of the ASPA chip has been implemented and tested. The chip microphotograph is shown in Fig. 3 Furthermore, the overall performance can be significantly boosted by the gain from asynchronous operations. With 0.76 ns propagation delay and the maximum propagation length 128 pixels, the equivalent performance (corresponding to a synchronous SIMD 128 128 array) during asynchronous processing is 168 TOPS. Of course, this estimation does not reflect the effective performance, however, the fact that the global operation takes only a few clock cycles to be accomplished reduces the processing time significantly. In case of trigger-wave propagations on the ASPA, the worst case energy consumption (i.e. all the PEs lay within the propagation space and are triggered) is 0.4 pJ per PE.
IV. IMAGE PROCESSING As the ASPA chip is a fully programmable generalpurpose processor, a wide range of image processing algorithms can be implemented. In order to verify the processing, images were loaded into the chip through an input interface. Subsequently the processing output results were compared with numeric simulations. The comparison indicated that the chip operates exactly according to specifications. Fig. 4 and dilation, erosion, skeletonization). As can be noticed, the ASPA can execute many of these tasks in an efficient way, as some of the logic operations are performed on data buses during data transfers, i.e. at no additional cost. The implementation example of closing operation, where sequential dilation and erosion helps to restore object's connectivity, is presented in Fig. 4(d) . By utilising the features of the bus controller and shift registers it is possible to perform simple processing while transferring data between cells. In particular, it is possible to perform a simplified version of the minimum and increment operation [9] . Thus, a distance map can be computed in an asynchronous manner. An example of using binary trigger-waves for geodesic reconstruction is presented in Fig. 5 . With the propagation delay of 0.76 ns per pixel the equivalent synchronous implementation on ASPA in iterative manner would require operation at 2.7 GHz (two operations per cell), providing over 44. 2 10 12 operations per second on a 128 128 array. Such performance corresponds to a maximum throughput of 10.3 10 6 fps. In addition to aforementioned operations, there is a facility to perform data-driven address extraction. Locating a border (left or bottom) of the segmented object takes only 9 operations or 234 ns at 37.5 MHz clock.
Achieved results indicate that certain global operations can be used as basic operations with small processing time to implement computationally expensive algorithms. In other words, complex algorithms can be decomposed into a set of global and local operations that are feasible on the relatively simple ASPA architecture. For example, the watershed transformation illustrated in Fig. 5(c) for a 64 64 array would be achieved within 4 µs at 150 MHz operational clock.
V. COMPARISON WITH OTHER VISION CHIPS Absolute figures of merit (such as "operations per second"), often produced in literature, can be misleading as they do not reflect the performance in 'real' applications. It is important to realize that different designs can exhibit different performance characteristics depending on the target application and algorithm implementation. Therefore, performance estimation techniques provide more sensible information when they are based on measuring the performance of the device on a fixed set of tasks. Available benchmarks for image analysis and filtering operations allowed us to compare the ASPA chip with top-of-the-line DSP TMS320C6455 [10] . The results are presented in Table  1 . It can be noticed, that the ASPA vision chip significantly outperforms the DSP at low-level image preprocessing despite operating at much lower frequencies.
The result of comparison of the fabricated chip and the expected characteristics of the scaled 128 128 ASPA chip with its closest digital and analogue counterparts are summarized in Table 2 . The overall performance is estimated for grey-scale operations, by which we imply arithmetic operations (excluding multiplication) of maximum precision for analogue designs and 8-bit for digital. As it can be seen from the table, according to reported data, ACE16k appears to outperform other designs in terms of power and area efficiency by a significant margin. However, it is important to understand that this chip is positioned as a 'CNN-inspired' SIMD array and the performance is estimated from the CNN computational model perspective. Indeed, despite providing 330 GOPS performance, simple convolution operations such as smoothing and Sobel edge detection are reported to take approximately 4µs (with required calibrations) [11] . At the same time, the ASPA chip with 2.4 MOPS/cell executes these operations in 2.7µs and 5.5µs correspondingly (at 37.5 MHz).
The results indicate that the computational power of the array is suitable for real-time applications and compares favourably with other digital and analogue vision chips. The achieved power efficiency is comparable with other digital vision chips but yields to analogue counterparts. However, this parameter is expected to improve when the design is fabricated in a scaled down technology.
The performance of the ASPA chip during asynchronous wave propagations can also be favourably compared with arrays that provide similar facilities [3, 12] .
VI. CONCLUSIONS The presented design attempts to combine synchronous and asynchronous approaches in order to extend the range of its applications from low-to medium-level image processing. The 22 19 ASPA chip, which serves as a proof-of-concept design, has been fabricated and tested. It demonstrates efficient execution of global operations, implemented in asynchronous manner. Designed in a 4-metal 0.35 µm CMOS technology each processing cell occupies 100 117 µm 2 area. Our recent designs indicate that utilization of two more routing layers (6 in total) reduces the cell area by 30%. Operating at 2.5V and 37.5 MHz the chip delivers 15.6 GOPS for binary and 1 GOPS for grey-scale operations. At 3.3V and 150 MHz these figures are quadrupled.
This chip compares favourably with other digital and analogue architectures that are based on a similar processorper-pixel approach. Although some analogue vision chips are more power efficient, fully digital approach is suitable for the design of compact massively parallel architecture, and it promises relatively simple adaptation to finer technologies.
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