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ABSTRACT 
For x in a Banach algebra, the norm boundedness of the power sequence (xk) is shown to be a 
Tauberian condition for its (C, cy) summability to imply its f(c,u) summability, a notion related to 
almost convergence. 
1. INTRODUCTION 
Throughout we consider the Cesaro matrix A = (Q) of order a > 0, where 
we define a,,k= Ai:L/At for Oskzsn, and a&=0 for k>n, with 
A;=(a+l)(cr+2)...(cr+n)/n! 
for n = 1 2 7 9..*, and At= 1. It is well-known that 
i a,& = 1. 
k=O 
We may apply A to sequences (sk) = (sO,sl, . ..) whose terms Sk lie in any 
Banach space. As usual, by sk --f s(A) we mean that there exists s in the space 
such that 
n 
c ankSk+S 
k=O 
(n + 031, 
convergence being in the norm of the space. We then say that (Sk) is (C,a) 
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summable to s. A related summability method is fA, where we define sk + s(&) 
to mean that 
(1) i %ksk+p+s (n -+ 00, uniformly in p2 0). 
k=O 
In the special case in which (r = 1 we see that (1) reduces to the assertion that 
(Sk) is almost convergent to s, a notion introduced by Lorentz [3]. Usually, 
fcc,i) is denoted by f, the almost convergence of Lorentz, the letter f arising 
from the German word “fastkonvergent”. 
Henceforth we shall suppose that (X, II.li) is a Banach algebra with identity 
e, and that x is a given element of X. Our aim is to consider the summability 
of the power sequence (xk)=(e,x,x2, . ..). 
If xk + s(fA) then it follows from (l), with p = 0, that xk + s(A). Our object 
is to show that the converse is true under the Tauberian condition that the 
sequence (xk) is norm-bounded. 
2. THE MAIN RESULT 
2.1 THEOREM. Let (X, I/ . 11) be a Banach algebra with identity e and let 
x E X. Then xk + s( fA) if and only if xk -+ s(A) and sup llxk II < CO. 
PROOF. For the necessity, we have already noted that xk +s(fA) implies 
xk+.s(A). Now xk-+s(fA) implies that there is a natural number m such that 
I$, ankxk+P II < 1 + llsll 
for all n 2 m and all p> 0. Hence, for all ~20, 
Iikioam+ LkX k+p/l < 1 + lbll 
and 
Ilk!, 
a,kxk+P+‘l~ < I + IIsII. 
Applying the definition of (I&: 
114$-4 <(I + I141)M7+, 43 
whence sup, llxP /I I (1 + llsll)(a + 2m +2)/a, proving the necessity. 
Conversely, let xk~s(A) and llxk II <A4 for all k20. Now 
(2) i: ankXk- i a,kXk+‘=a,&+ i (ank-a,k_I)Xk-annXn+’ 
k=O k=O k=l 
and since a,o+O, a,,,, -+O, the first and third terms in (2) tend to 0. Also, the 
norm of the second term does not exceed 
If (YI 1 then a-21-1, and so 
j, IL%? < 009 
and if a> 1 then 
and so there is a constant H>O such that for n> 1, 
(3) 
Since 
(4) i ankxk+s 
k=O 
it follows that 
n 
c a&xk+‘+s. 
k-0 
By continuity of multiplication, (4) implies xs =.sx =s, so by induction xks = 
sxk =s for all kz 1. Also, multiplying by s in (4), we find that s=s2. Hence, 
for all kr 1, 
(5) (X-#=Xk-S. 
Now let us define y :=x--s. Then, since, 
n 
c a&(Xk-s) --t 0 and a,o+O 
k=O 
it follows that 
whence there exists n such that 
I/ I’: ankykll<ly 
k=O 
which implies that z is invertible, where 
z:=e- f a&yk= i a,#(e-yk) 
k-0 k=O 
Hence e-y is invertible. 
BY (9, 11~~11 rM+ II4 f or all kz 1, and /I yell= llell so that I/ ykll SC, say, for 
all kz0. For n 2 1 and pro we have, by the argument which led to (3), 
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for some constant d>O. Consequently, 
uniformly for n 11 and PL 0, whence yk + O(fA). But, according as pr 1 or 
p=O, 
n n 
-s+ c a,kxk+P equals c t?,kyk+P or --sa,,+ i a,kyk+P 
k=O k=O k=O 
and so xk-+s(fA), which proves the theorem. 
3. FURTHER OBSERVATIONS 
In Theorem 2.1 we proved that xk -+s(fA) if and only if the following two 
conditions held: 
(6) Xk -+ S(A), 
(7) sup ]lXkII < 03. 
We shall show that, in general, conditions (6) and (7) are independent, but 
first we prove that there are Banach algebras in which (6) implies (7). 
3.1. THEOREM. Let X be a Banach algebra such that 11 y211 = II y112 for all 
ycX. If XEX is such that x~-+s(C,CC), where a>O, then sup IIxklJ<co. 
PROOF. The classical limitation theorem for complex sequences (sk) asserts 
that sk -+ s(C, (w) implies kea Isk ] + 0, as k -+ 00. See for example Hardy [l], 
Theorem 46. It was observed by Hille [2], Theorem 1, that for a sequence in 
a Banach space, ++s(C, a) implies kealJsk II -+ 0, as k-+ 03, so the limitation 
theorem still holds, with norms instead of absolute values. Hence, in our case, 
we have that ((xk(( <k” eventually in k. 
By the assumption that 11 y211 = II yl12 f or all ycX we deduce that IIx”II = I/XII” 
for n=2 22 23 24 whence [(XII < na”’ for infinitely many n. Letting n + 03 it 
follows ha; /j;jj A’l:‘Consequently, ]jxklj 5 l]xu k~ 1 for all kr 1, which implies 
(7). 
3.2. COROLLARY. With the usual coordinatewise operations, let X be any 
one of the Banach algebras C, C[O, 11, or 1, (Complex numbers, Continuous 
functions on [O, I], or Bounded sequences), and let XEX. Then xk + s(fA) if 
and only if xk-+s(_4), i.e. almost (Co) summability and (C,(r) summability 
are equivalent for power sequences. 
PROOF. Apply Theorems 2.1 and 3.1, and use the fact that 11 y21j = \I yl12 when 
YEC, C[O, 11, or I,. 
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3.3. THEOREM. In general, (6) and (7) are independent. 
PROOF. Firstly, let X be C[O, l] and define x by x(t) = t for 01 I< 1, so that 
llxkII = 1 for all kz0, whence (7) holds. If we suppose that xk +s(C,a), in the 
norm of CIO, 11, then, by a result of Hille [2], Theorem 1, it follows that xk + s 
in the Abel sense, and so 
m 
(1-A) c Ikxk+s (A+ l-) 
k=O 
in the norm of C[O, 11. Hence 
(1 -A)/(1 -nt)+s(t) 
as I + l-, uniformly for 01 II 1, which implies that s(t) = 0 for OS t < 1 and 
s( 1) = 1, contrary to the fact that s E C[O, 11. This shows that (7) does not imply 
(6). 
Secondly, let Xbe B(C’, C2), the Banach algebra of bounded linear operators 
on C2 where C2 has lIzI := sup{ Izt 1, lz21} f or each z = (zt, z2) E C2. Now define 
XEX by 
x(z) := -(zt, zi + z2), for each z E C2. 
Then xk(z)=(-l)k(~,,k~t +z2) and llxk]/ =k+ 1. Suppose now that a> 1. If we 
can show that 
(8) . (-l)k+O(C,a) and k(-l)k+O(C,a) 
then it will follow that 
i a,&Xk+O, as n+oo 
k=O 
in the uniform operator topology, which implies that (6) holds with s=O. But 
(7) is false since IIxk II = k + 1. 
By results of Chapman and Knopp, which may be found in Hardy [l], 
138, we have for a> 1 and /32-l, 
=A;+P- +A$l)Y+ O(n9+ 0(&l). 
First, choosing p = 0, 
Next, choosing /3 = 1, we have, since a> 1, 
t,/A,a=O(n-‘)+O(n’-~)+O(n-2)+O(IZ-~)=o(1). 
Since AA = k + 1 it follows that (8) holds, which completes the proof. 
In conclusion we observe that a power sequence cannot be replaced 
general sequence (Sk), by which we mean that Sk -+ s(A) and sup ]]sk II < 00 
pas 
by a 
need 
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not imply Sk --f s(&). To see this we may take X to be the Banach algebra C 
of complex numbers and define sk = 0 for 0 I kr 4, and for r = 2,3,4, . . . , 
Sk= 1 (2’sk<r+2’) and Sk=0 (r+2’<k<2’+‘). 
Then Isk 1s 1 for all k?O and 
2-’ c l&ski =2-‘(r+ l)+O (r-t a), 
where the sum is taken over 2’~k<2”‘. Hence (Sk) is strongly (C, 1) summable 
to 0; see for example Maddox [4], whence Sk + O(C, 1). However, if we assume 
that (Sk) is almost convergent to s, say, then we must have s=O, and so there 
exists mz2 with 
(9) 2 f Sk +,<m+ 1 for all p20. 
k=O 
Choosing p = 2”‘, the left side of (9) is equal to 2(m + l), giving a contradic- 
tion. Hence (Sk) is not almost convergent. 
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