Distinct subtypes of inhibitory interneuron are known to shape diverse rhythmic activities in the cortex, but how they interact to orchestrate specific band activity remains largely unknown. By recording optogenetically tagged interneurons of specific subtypes in the primary visual cortex of behaving mice, we show that spiking of somatostatin (SOM)-and parvalbumin (PV)-expressing interneurons preferentially correlates with cortical beta and gamma band oscillations, respectively. Suppression of SOM cell spiking reduces the spontaneous low-frequency band (<30-Hz) oscillations and selectively reduces visually induced enhancement of beta oscillation. In comparison, suppressing PV cell activity elevates the synchronization of spontaneous activity across a broad frequency range and further precludes visually induced changes in beta and gamma oscillations. Rhythmic activation of SOM and PV cells in the local circuit entrains resonant activity in the narrow 5-to 30-Hz band and the wide 20-to 80-Hz band, respectively. Together, these findings reveal differential and cooperative roles of SOM and PV inhibitory neurons in orchestrating specific cortical oscillations.
In Brief
Chen et al., with in vivo recording and manipulating interneuronal spiking activity in the V1 of behaving mice, demonstrate that local inhibitory SOM and PV cells preferentially drive the slow and fast oscillations, respectively, and exert their differential and coordinated regulation on cortical beta and gamma oscillations.
INTRODUCTION
Information processing in the brain relies on a dynamic interplay among neuronal populations with various rhythmic activities. Characteristic neuronal oscillatory activities vary profoundly across different behavioral states (Steriade et al., 1993) , and they are tightly correlated with distinct sensory (Gray and Singer, 1989) , motor (Sanes and Donoghue, 1993) , and cognitive functions (O'Keefe and Dostrovsky, 1971; Fries et al., 2001 ).
Abnormal or defective neuronal oscillations at specific frequency bands in certain brain areas have often been described in conjunction with human neurological or psychiatric disorders, such as Parkinson's disease (Lalo et al., 2008) and schizophrenia (Uhlhaas and Singer, 2010) .
Previous animal studies in vitro (Whittington and Traub, 2003; Bartos et al., 2007) and in vivo (Klausberger and Somogyi, 2008; Sohal et al., 2009; Cardin et al., 2009; Royer et al., 2012; Stark et al., 2013; Fukunaga et al., 2014; Siegle et al., 2014; Veit et al., 2017) , together with computational modeling (Freeman, 1972; Wang and Buzsá ki, 1996; Tiesinga and Sejnowski, 2009; Buzsá ki and Wang, 2012) , have strongly suggested that GABAergic interneurons (INs) are among the major players in generating or regulating the temporal structure of neuronal oscillation. In many brain circuits, INs exhibit a rich diversity in their molecular, morphological, and electrophysiological properties (Markram et al., 2004; Klausberger and Somogyi, 2008; Rudy et al., 2011) , as well as synaptic connectivity (Pfeffer et al., 2013; Jiang et al., 2015) . Although it is tempting to think that a given IN subtype governs one distinct oscillatory rhythm, such a one-to-one relationship has rarely been observed experimentally (Klausberger and Somogyi, 2008) . For instance, in the hippocampus, spikes of different IN subtypes were found to lock to different phases of a particular band oscillation (Klausberger et al., 2003) , and parvalbumin (PV)-expressing inhibitory neurons were found to be critically involved in the generation of both theta (4-to 8-Hz) (Buzsá ki, 2002; Stark et al., 2013) and gamma (30-to 80-Hz) rhythms (Cardin et al., 2009; Sohal et al., 2009) . Moreover, a recent study revealed an essential role of another major IN subtype, somatostatin (SOM)-expressing cells, in generating a narrow 20-to 40-Hz band oscillation in the neocortex (Veit et al., 2017 , in which the frequency band was termed as a gamma band). Generally, it has been proposed that interplays between interconnected distinct IN subtypes and excitatory pyramidal (principal) cells (PCs) is critical for generating complex rhythmic activities (Vierling-Claassen et al., 2010; Lisman and Jensen, 2013; Womelsdorf et al., 2014) , but the underlying circuitry mechanism remains largely unclear. Arch-EGFP (green) in the V1 of SOM::Ai35 mice. Scale bar, 20 mm. Right: peri-stimulus time histograms (PSTHs) of spike rates were recorded from the tagged SOM cell and nontagged wide-spike (WS, putative PC) and narrow-spike cells (NS, putative IN) in the presence of 4-s 589-nm laser stimulation (30 mW, 30 repeats), with crosscomparison of spike waveforms in light off and on conditions (Pearson's correlation value, r) in a SOM::Ai35 mouse. Asterisks: time bins showing significant rate changes (200-ms time bins; p < 0.05, Wilcoxon two-sided signed-rank test, versus baseline rate). (B) Left: PSTHs of all recorded tagged SOM cells and non-tagged WS and NS cells, ranked by light-induced firing rate amplitudes (encoded by colors) in each cell group. Right: plot shows the firing rate changes and the peak-to-trough latency of spike waveform of all units. Units showing significant light-induced suppression of firing rates were tagged as SOM cell (n = 6 of 70 units in 19 mice; p < 0.01, permutation test; green dashed line depicts the minimum decrease of spike rate by 3 Hz). Black and gray dots represent those units showing significant increase (p < 0.01, non-tagged) and no significant change (p > 0.01) in firing rates, respectively, during laser stimulation. The peak-to-trough latency of 0.45 ms is chosen to roughly separate putative WS and NS groups. (C and D) Similar to (A) and (B), respectively, but tests are in the PV::Ai35 mice, with 8 tagged PV cells (from 107 units in 24 mice; p < 0.01, red).
(legend continued on next page)
The mammalian primary visual cortex (V1) generates rich forms of neuronal oscillation, which are thought to underlie the processing of spatiotemporal information carried by visual inputs (Butts et al., 2007; Jurjut et al., 2011) . Low-frequency band (<10-Hz) oscillations could serve as temporal references for information coding (Montemurro et al., 2008; Kayser et al., 2012) , whereas faster oscillations in beta and gamma frequency bands could be important for visual attention Fries et al., 2001 ) and feature selection (Gray and Singer, 1989) or binding ). These oscillatory activities have been observed in the V1 across different species, including the monkey (Livingstone, 1996; Gieselmann and Thiele, 2008) , cat (Gray and Singer, 1989) , and mouse (Nase et al., 2003; Niell and Stryker, 2010; Chen et al., 2015; Perrenoud et al., 2016; Saleem et al., 2017; Veit et al., 2017) . In comparison to the cat and monkey, the mouse V1 has nearly the same basic visual functions, as manifested by similar receptive field structures and tunings to distinct spatial (e.g., orientation) and temporal features of visual inputs (Niell and Stryker, 2008; Huberman and Niell, 2011) . Due to the availability of efficient (opto-)genetic tools for identifying and manipulating specific neuronal types in transgenic animals, mice have been widely used to elucidate differential functions of different IN subtypes in the neocortex (Markram et al., 2004; Rudy et al., 2011; Madisen et al., 2012; Roux et al., 2014) .
In the rodent V1, SOM and PV neurons are two major molecularly distinct subtypes of cortical IN, and they differ substantially in their intrinsic spiking properties (Hu et al., 2011; Lazarus and Huang, 2011; Miao et al., 2016) , synaptic connectivity (Markram et al., 2004; Pfeffer et al., 2013; Karnani et al., 2016) , and visual functions Lee et al., 2012; Wilson et al., 2012; Cottam et al., 2013; Fu et al., 2014) . In the present study, we examined how cortical SOM and PV neurons are involved in orchestrating different oscillatory activities in the V1, by performing extracellular recordings of local field potentials (LFPs) as well as spikes of these cells in awake head-fixed transgenic mice genetically specific for the two IN subtypes. Our results suggest that SOM and PV cells preferentially drive low-frequency (5-to 30-Hz) and high-frequency (20-to 80-Hz) band oscillations, respectively, and that both IN subtypes are required for generating visually induced beta oscillation, where their contributions differ.
RESULTS
All electrophysiological recordings were performed in the V1 layers 2/3-4 of different transgenic mice described below. To achieve selective expression of light-activated inhibitory proton pump archaerhodopsin-3 (Arch; Chow et al., 2010) or excitatory cation channel channelrhodopsin (ChR2; Boyden et al., 2005; Li et al., 2005) in either SOM-or PV-expressing INs, Som-IRES-Cre and Pvalb-IRES-Cre transgenic mice were crossed with lines Ai35 (Rosa-CAG-LSL-ss-Arch-eGFP-ER2-WPRE), Ai27 (Rosa-
CAG-LSL-ChR2(H134R)-tdTomato-WPRE), or Ai32 (Rosa-CAG-LSL-ChR2(H134R)-EYFP-WPRE).
The bred mice used in this study include SOM::Ai35 (SOM-Arch), PV::Ai35 (PV-Arch), SOM::Ai27, and SOM::Ai32 (SOM-ChR2), as well as PV::Ai27 and PV::Ai32 (PV-ChR2).
Optogenetic Tagging and Manipulation of Cortical SOM and PV INs
We first performed immunohistological experiments to assess the efficiency and specificity of optogenetic protein expression in the V1 of SOM-Arch/ChR2 and PV-Arch/ChR2 mice. The results showed that, on average, more than $70% of SOM or PV cells expressed either Arch or ChR2 (70%-95% and 60%-80%, respectively), along with high-level expression specificity in the desired IN subtypes ( Figures 1A, 1C , 1E, and 1G; Figures S1A-S1F; both 11 animals for the Som-IRES-Cre and PV-IRES-Cre mice).
In the V1 of awake head-fixed animals, we observed that yellow (589-nm) or blue (473-nm) laser pulses, applied via an optical fiber (with a core diameter of 50 mm) placed on the cortical surface and near the recording electrode (distance <200 mm), were effective in suppressing or elevating spiking activity of specific IN subtypes through the activation of Arch ( Figures 1A-1D ) or ChR2 ( Figures 1E-1H ), respectively, which is consistent with previous studies using the same transgenic mice (Madisen et al., 2012; Stark et al., 2013) . Laser-induced changes in spiking activity of cortical cells were monitored by recording with a multiple-microwire array (MMA), and only those units exhibiting nearly identical waveforms during the laser ''on'' and ''off'' periods (correlation value r > 0.9) were included for further analysis (see STAR Methods and Figure 1A , right). We also categorized the recorded units into narrow-spike (NS) units (putative cortical INs; n = 162 units) and wide-spike (WS) units (mostly excitatory PCs; n = 156), based on the widely used criteria of spike waveform features: the peak-to-trough latency, the ratio of peak and trough amplitudes, and the width of half peak (Figures 1A and 1B; Figures S1H and S1I; see Barthó et al., 2004; Niell and Stryker, 2010; and Stark et al., 2013) .
As shown by the example recordings from the SOM-Arch and PV-Arch mice in Figures 1A and 1C , delivery of yellow laser pulses (5-30 mW, 4-s duration, 12-to 20-s intervals) to induce the Arch-mediated hyperpolarizing currents caused similar effects on the baseline spiking activity of the recorded cells: a sustained decrease of baseline spiking rate in the light-stimulated NS cell and simultaneous increases of spiking rate in other NS and WS cells rapidly after the onset of laser stimulation (note that a significant reduction was indicated by *p < 0.05 by Wilcoxon two-sided signed-rank test). We referred to those units showing significant suppressive responses that were timelocked to laser stimulation as optogenetically tagged SOM or PV cells (t-SOM or t-PV cells; p < 0.01, permutation test, light on versus light off; see STAR Methods and Royer et al., 2012) . With this opto-tagging method, we identified 6 t-SOM and 8 (legend continued on next page) t-PV cells from recordings in 19 SOM-Arch and 24 PV-Arch mice, respectively, and the mean firing rate of tagged INs was reduced during laser stimulation by >3 Hz and by >25% of the baseline level ( Figures 1B and 1D , green/red). The extent of laser-induced suppression of t-SOM or t-PV cells was largely the same during early and late stimulation windows ( Figures S1M and S1N ). We further found that laser-induced suppression of Arch-expressing SOM or PV cells was accompanied by an increase in spike rate in nearly half of the non-tagged NS and WS cells (black dots, nontagged, p < 0.01; gray dots, p > 0.01; Figures 1B and 1D) .
Similarly, based on the time-locked increase of spiking activity elicited by blue laser-induced ChR2 excitation (5-30 mW, 4-s pulses), we identified 23 t-SOM cells and 30 t-PV cells from recordings in 21 SOM-ChR2 and 26 PV-ChR2 mice (p < 0.01, with rate increase >2 Hz and >50% of the baseline level; Figures 1E-1H) , respectively. Moreover, we also applied 1-ms pulses of blue laser (at 30 mW) to test the stimulus-associated spike latency (Kvitsiani et al., 2013) , and we found short latencies (5.55 ± 1.61 and 4.69 ± 2.18 ms for t-SOM and t-PV, respectively, mean ± SD) and low spike jitters (1.47 ± 0.62 ms and 1.48 ± 0.73 ms for t-SOM and t-PV, respectively) of laser-elicited spikes in ChR2-expressing SOM and PV cells ( Figures 7A and 7E ). The latter result further proves the reliability of opto-tagging with ChR2. Meanwhile, we also found that light activation of ChR2-expressing SOM or PV cells substantially inhibited spiking of about half of the non-tagged NS and WS cells, with comparable extents of inhibition ( Figures  1E-1H ). We noted that 3 of 38 t-PV cells showed wider spike waveforms, and this portion is similar to what has been reported previously (Kvitsiani et al., 2013; see STAR Methods) .
Thus, we established reliable approaches to identify specific IN subtypes and manipulate their spiking activity in the V1 in vivo. Our results also indicate that cortical SOM and PV cells may reciprocally modulate their spike activity in vivo, a form of disinhibitory regulation in part through direct inhibitory connections between these two IN subtypes in the neocortex (Pfeffer et al., 2013; Xu et al., 2013; Miao et al., 2016) .
Preferential Correlation of PV Cell Spiking with Spontaneous gamma Activity Using the above established optogenetic approaches, we next examined how SOM and PV cells contribute to rhythmic activities in the V1. We performed MMA recording in layers 2/3-4 of awake head-fixed mice using the air-floated styrofoam ball setup shown in Figure 2A , which was used in previous studies (Dombeck et al., 2007; Niell and Stryker, 2010) , including our own (Chen et al., 2015) . Computer-generated visual stimuli were presented to the animal by a cathode ray tube (CRT) monitor (covering a 90 3 75-degree visual field; Figure 2A ). During blank stimulation (ambient luminance of 30 cd/m 2 ), neuronal spike rates and the power spectrogram of LFP in spontaneous activity changed characteristically when the animal started to run after a period of being stationary (determined by the relative motion speed [r.s.] calculated from consecutive video frames; Figure 2B , bottom). Population results showed that, in the running state, LFP power of the 1-to 20-Hz frequency band (peak frequency: 4.3 ± 1.7 Hz, mean ± SD) significantly decreased compared with the stationary state, while that of the 40-to 70-Hz gamma band (peak frequency: 54.4 ± 4.2 Hz) increased (n = 274 recordings in 61 mice; Figure 2C ; Figures S2A and S2B ). Such characteristic locomotion-induced changes of spontaneous LFPs, especially at the gamma band, are consistent with previous studies (Niell and Stryker, 2010; Chen et al., 2015; Saleem et al., 2017) .
We further found that the population spike rates of excitatory PCs (WS units) as well as inhibitory t-SOM and t-PV cells significantly increased during the running state compared with the stationary state (PC, p < 10 À11 ; t-SOM, p = 0.009; t-PV, p < 0.001; Figure 2D ). Interestingly, the mean spontaneous rates of PCs and t-SOM and t-PV cells were all positively correlated with gamma band LFP power, while their correlations with theta band LFP power varied: a negative correlation for PC cells, positive correlation for t-PV cells, and no significant correlation for t-SOM cells ( Figure 2E ). Furthermore, we calculated the spike-LFP pairwise phase consistency (PPC), a measure of phase synchronization of unit spikes to LFP (Vinck et al., 2010) , and we found that a large fraction of recorded PCs (n = 80 of 108) and t-PV cells (n = 25 of 35) as well as all the recorded t-SOM cells (n = 17) exhibited significantly increased PPC in the theta band activity when the power of theta band LFP was increased (DPPC at theta: PPC spikes with high theta power -PPC spikes with low theta power ; Figures 2F-2H , left, marked units with p < 0.01; Figures S3A-S3D ). There was no significant Figure S3E ), but at leftward-shifted phases of gamma activity (Figure 2J , right; Figure S3J ). All these in vivo recording results clearly indicate that PV cells tend to fire spikes more tightly correlated with locomotionmodulated spontaneous gamma activity than SOM cells or excitatory PCs in the mouse V1, while spiking of all three cell populations shows similar correlations with theta activity. These findings also support the general notion that PV cells can play a pivotal role in regulating cortical gamma oscillation (Klausberger and Somogyi, 2008; Cardin et al., 2009; Sohal et al., 2009 ).
Differential Correlation of Spiking of Distinct Cell Types with Visually Induced beta and gamma Activity Our previous study (Chen et al., 2015) showed that, in the V1 of adult awake mice (wild-type), sinusoidal drifting gratings (2-s duration, spatial frequency: 0.04 cycle/degree, temporal frequency: 3 Hz) in full visual field reliably induced an elevation of beta band (20-to 40-Hz) and 65-to 80-Hz high gamma band activity but a suppression of 50-to 65-Hz baseline gamma band activity. We thus further examined how SOM and PV INs were involved in the visually induced changes of beta and gamma activities. First, in the transgenic mice, similar visually induced changes in cortical beta and gamma activities could be reliably observed in both stationary and running states: a persistent increase in the beta band activity (Dpower peaked at the frequency of 24.6 ± 6.6 Hz, mean ± SD), a reduction in the (50-to 65-Hz) baseline gamma band activity (peaked at the frequency of 57.8 ± 4.6 Hz), and an increase in the (65-to 80-Hz) high gamma band activity (peaked at the frequency of 71.4 ± 5.2 Hz) (Figures 3A and 3B; Figures S2C and S2D ; total of 120 recordings in 44 transgenic mice). The visually induced increase of beta band activity was more apparent in the stationary state, while the induced suppression of baseline gamma band activity was more significant in the running state ( Figure 3B ). The latter observation could be attributed to a relatively higher baseline gamma band activity during the running state. Moreover, the described visually induced changes did not depend on orientations of the grating stimulus ( Figure S4 ). Since trends in the two behavioral states were similar, we pooled the data from the two states in the following analyses (separated results for the two states are provided in Figure S5 ).
Most of the recorded excitatory PCs (WS units, n = 74) and inhibitory t-PV cells showed grating-induced transient increases in spike rates, followed by either an increase or decrease in rate in various cells during the 2-s stimulation ( Figure 3C ). In contrast, nearly all t-SOM cells exhibited a consistent rate increase during stimulation ( Figure 3C , bottom). Accordingly, the induced mean rate increase of t-SOM cells was highest among the three cell populations ( Figure 3E ). Furthermore, only about half of the recorded PCs (n = 34 of 74 units) and t-PV cells (n = 14 of 30) showed significant increases of PPC in the beta band during visual stimulation (DPPC = PPC grating À PPC blank ; beta-modulated units with p < 0.01 are marked by short black lines, permutation test; Figure 3D ; Figures S3K, S3L, and S5 for separated states). In comparison, PPC in the beta band increased significantly in nearly all the recorded t-SOM cells (n = 10 of 11 cells; p < 0.01; Figure 3D , bottom; Figure S5 ). Thus, at the population level, SOM cells showed substantially larger visually induced increase of beta band PPC than PCs and PV cells ( Figure 3F ). These results consistently suggest that spiking of SOM cells is highly correlated with visually induced beta oscillation in the V1.
We also noted that, in several PCs (n = 6) and t-PV INs (n = 7), PPC was significantly decreased in the baseline gamma band or increased in the high gamma band (gamma-modulated units as marked by short cyan lines in Figure 3D ), where the mean changes of PPC in both gamma bands were much more significant in the gamma-modulated t-PV cells than in the PCs ( Figures  3G and 3H ). On the other hand, only one t-SOM cell showed a Taken together, our recordings from opto-tagged IN subtypes directly demonstrate that spiking activity of SOM and PV cells is preferentially correlated with cortical beta and gamma oscillations, respectively.
Stimulus Size Dependence of SOM Cell Spiking and Cortical beta Oscillation Because SOM cells in the V1 exhibit a distinct monotonic increase of their spike rates evoked by visual stimuli with increasing spatial sizes (Adesnik et al., 2012) , we further investigated how t-SOM cells are involved in the stimulus size-dependent changes of induced beta/gamma oscillations, which were reported previously (Chen et al., 2015; Veit et al., 2017) . In our in vivo recording, when increasing the overall size of the drifting-grating stimulus from 0.53 to 33 receptive field (rf), evoked spike rates of t-SOM cells consistently increased monotonically (n = 5; p = 0.002, Kruskal-Wallis ANOVA test; Figures 4A-4D , top, and Figure 4E ), but that of both PCs (WS units, n = 13, p = 0.001) and other NSINs (n = 9, p = 0.003) significantly decreased when compared with rates at the stimulus size of 13 rf ( Figure 4E ). Meanwhile, increasing the stimulus size also enhanced visually induced beta band activity (peak frequency: 25.6 ± 4.9 Hz, mean ± SD; p = 0.044), but it suppressed the baseline gamma band activity (peak frequency: 56.4 ± 1.9 Hz; n = 8 recordings in 8 mice; p = 0.042; Figures  4A-4D , bottom, and Figure 4F ). However, there was no significant elevation of the power of induced high gamma band activity when changing the stimulus size (p = 0.502; Figure 4F , red). The corresponding changes of SOM cell-spiking activity and beta oscillation power with increasing stimulus sizes further suggest that SOM cells could be a major player in orchestrating cortical beta band activity.
Differential Effects of Inactivating SOM and PV INs on Spontaneous Cortical Dynamics
To directly test how SOM and PV cells contribute to the generation of oscillations in distinct bands in the cortex, we performed selective optogenetic inactivation of either IN subtype in pertinent transgenic mice. In SOM-Arch mice, selective suppression of SOM cells, with 4-s yellow laser pulses, substantially suppressed spontaneous low-frequency band (<30-Hz) activity, which was accompanied by a slight increase of 40-to 80-Hz gamma band activity, during both running and stationary states (Figures 5A and 5B; Figures S2E and S2F ; n = 21 recordings in 7 mice). Because the effects of SOM cell inactivation were quantitatively comparable between the two behavioral states, we again pooled the data from both states in the following analyses. Suppressing SOM cells significantly reduced the coupling of theta-beta as well as theta-gamma activity ( Figure 5C ), as measured by the modulation index of phase-amplitude crossfrequency coupling (CFC; see STAR Methods and Canolty et al., 2006) . These results indicate that spontaneous beta/ gamma activity tends to de-correlate with the theta activity when inactivating local SOM cells. Accordingly, SOM cell inactivation also preferentially decreased the phase synchronization (PPC) of spiking of all three cell populations to spontaneous low-frequency (<30-Hz) band activity ( Figure 5D ; putative PC-WS units, n = 27; putative IN-NS units, n = 19; t-SOM cells, n = 6). Thus, all these results support an important role of SOM cells in maintaining spontaneous low-frequency band oscillations.
In PV-Arch mice, optogenetically suppressing PV cell activity during spontaneous activity resulted in increased power in a broad frequency range, more significantly in the low-frequency band (<30 Hz) (n = 119 recordings in 30 mice; Figures 5E and 5F; Figures S2G and S2H). The observed power changes during stationary and running states were similar except that the power increase in the 10-60 Hz range was slightly more pronounced in the stationary state ( Figure 5F ). Suppressing PV cell activity also elevated the coupling (CFC) strength of theta-beta and thetagamma activity ( Figure 5G ). This might be attributed to the fact that PCs, SOM cells, and PV cells all preferentially fired spikes at the troughs of the theta cycle when PV cells were partially suppressed ( Figure 5E , raw trace). Accordingly, the suppression of PV cells significantly increased the PPC of spikes of all three cell types to the low-frequency band activity (<30 Hz) ( Figure 5H ; PC-WS units, n = 37; IN-NS units, n = 50; t-PV cells, n = 8). Thus, these results suggest that local PV cells exert a critical role in preventing a high synchronization of neuronal spiking at low-frequency ranges, supporting the idea that PV cell activity stabilizes the network state in a regime of balanced excitation and inhibition (Haider et al., 2006; Xue et al., 2014) .
Differential Roles of SOM and PV INs in Regulating
Visually Induced beta and gamma Oscillations We next examined how SOM and PV cells could differentially regulate visually induced beta and gamma oscillations. To this end, we compared the full-field grating-induced beta and gamma oscillations recorded before and during yellow laser illumination (5-30 mW, 6-s pulses) in SOM-Arch mice. Suppressing SOM cell activity selectively reduced the power increase of the beta band LFP (Dpower = [power grating À power blank ]/power blank ; p < 10
À3
, compared with control without laser stimulation), but it did not affect the stimulus-induced changes observed in the baseline (50-to 65-Hz) gamma band and high (65-to 80-Hz) gamma band activity ( Figures 6A and 6B) . Moreover, there was a ubiquitous reduction in the strength of phase-amplitude coupling of induced beta and baseline and high gamma activities to the theta activity ( Figure 6C ), similar to that observed for spontaneous activity ( Figure 5C ). Among the beta-modulated cells (shown in Figure 3D ; 12 WS-PCs and 4 NS-INs), the visually induced increase in their beta band PPC was selectively reduced by optogenetic suppression of SOM cells ( Figure 6D ; p = 0.003). Since very few gamma-modulated PCs or PV cells were observed in this experiment, we were unable to analyze their PPC changes in the baseline and high gamma bands. Nevertheless, the above results provide a piece of causal evidence that the spiking of SOM cells is particularly important for generating visually induced beta oscillation, but not gamma activity, in the V1.
Optogenetic suppression of PV cells in PV-Arch mice, however, generated different effects on visually induced oscillations. First, LFP power at the low-frequency band (<10 Hz) was significantly enhanced after suppressing PV cell activity (1-10 Hz; p = 0.002, light off versus light on; n = 14 recordings in 10 mice; Figures 6E and 6F) . Second, the grating-induced increase of beta power was reduced. Third, the grating-induced increase of high gamma power (peak frequency $70 Hz) was also significantly attenuated, while the induced reduction of baseline gamma power was not affected (Figures 6E and 6F) . The CFC analysis further indicated that the coupling of theta-beta, thetabaseline gamma, as well as theta-high gamma activity (Figure 6G) was increased. Accordingly, suppressing PV cell activity not only reversed the grating-induced reduction of the low-frequency band PPC (peak frequency, 5 Hz; p < 10 À3 ) but also decreased the induced increase of beta band PPC (p = 0.003, tested around peak frequency 30 Hz, only the beta-modulated 14 WS-PCs and 6 NS-INs were compared; Figure 6H ). Again, no gamma-modulated cells were observed, so gamma band DPPC between light off and on conditions could not be compared. Together, these results indicate that PV cells also strongly modulate visually induced beta oscillations, in addition to their well-known role in regulating spontaneous and induced gamma oscillations (Cardin et al., 2009; Sohal et al., 2009; Buzsá ki and Wang, 2012 ; Figures 5E, 5F, 6E, and 6F). Thus, the above results clearly suggest that cortical SOM cells are particularly important for generating visually induced beta oscillation whereas PV cells are ubiquitously involved in modulating the induced beta and high gamma activities in visual cortical circuits.
SOM and PV INs Preferentially Pace Low-and HighFrequency Band Activities, Respectively
Our above results also implicate that the spiking of cortical SOM and PV cells tends to drive low-and high-frequency band oscillations, respectively. To directly test this notion, we applied trains of blue laser pulses (30 mW, 1-ms duration, 30-50 repetitions) to rhythmically activate either cortical SOM or PV cells at frequencies ranging from 1 to 200 Hz in SOM-ChR2 or PV-ChR2 mice. LFP and spike units were simultaneously recorded with a glass micropipette (to avoid the known photoelectric artifacts when using metal electrodes, see Han et al., 2009 ). In SOM::ChR2 mice, single-laser pulses reliably drove ChR2-expressing SOM cells to fire spikes that faithfully time-locked to the laser pulses (median latency = 5.3 ms, median spike jitter = 1.4 ms; Figure 7A ). Besides that, single pulses also elicited a slow LFP response (median rising and decay times of 10.5 and 66.3 ms, respectively; Figure 7B ; Figures S6C and S6F) . The evoked LFP amplitudes were dependent on the laser power and could be fully blocked by a specific GABA A receptor antagonist bicuculline (5 mM, applied via epipia infusion; Figure 7B ). This result indicated that transient activation of ChR2-expressing SOM cells could elicit a slow inhibition in local circuits of the V1. As shown by an example recording in Figure 7C , applying the laser pulses at 5 or 40 Hz generated resonant LFPs whose power peaked at 5 or 40 Hz (relative to the baseline), respectively. By (legend continued on next page) testing various frequencies up to 200 Hz, we found that rhythmically activating SOM cells was most effective in producing resonant circuit activities in the 5-30 Hz range ( Figure 7D ; Figures  S6C and S6F ; note the use of normalized power for each activation frequency).
In PV-ChR2 mice, single 1-ms laser pulses also reliably elicited spikes of ChR2-expressing PV cells immediately after each laser pulse (median spike latency = 4.7 ms, median jitter = 1.6 ms; Figure 7E) . In contrast to SOM cell activation, transient activation of PV cells generated faster inhibition-dependent LFP responses (median rising time = 5.8 ms; median decay time constant = 23.5 ms; also blocked by bicuculline; Figure 7F ; Figures S6I  and S6L) . Moreover, rhythmic activation of PV cells at various frequencies up to 200 Hz most effectively drove resonant LFP activity in the 20-80 Hz range, which was significantly broader and at a higher frequency band than that driven by the rhythmic activation of SOM cells (Figures 7G and 7H; Figures S6I and S6L) . The frequency range of PV cell-driven cortical LFPs in awake mice is comparable to that previously reported in anesthetized mice (Cardin et al., 2009) .
Thus, by systematically comparing the resonant LFPs driven by rhythmic activation of cortical SOM or PV cells, we demonstrate that these two local inhibitory cell populations preferentially entrain the narrow low-frequency (5-to 30-Hz) and wide high-frequency (20-to 80-Hz) oscillations in the V1, respectively.
DISCUSSION
By recording specific subtypes of IN and manipulating their spiking activity in the neocortex of awake mice, we have revealed the differential and cooperative actions of inhibitory SOM and PV cells in driving cortical beta and gamma oscillations. Spiking of SOM cells is particularly responsible for spontaneous low-frequency band activity and visually induced beta oscillation in a stimulus size-dependent manner, while that of PV cells mainly drives gamma activity. These functions of the two IN subtypes are similar in either the running or stationary state. Moreover, PV cells are also important for maintaining a dynamic network activity balance to enhance the signal-to-noise ratio (SNR) of visually induced cortical beta and gamma activity. Given the existence of direct or indirect connections between cortical SOM and PV cells, our findings could provide a circuit mechanism by which the two local INs interact to exert distinct and coordinated functions in orchestrating cortical oscillations.
It has been shown that the dynamics of cortical activity and sensory functions are strongly dependent on the brain state (Steriade et al., 1993; Haider et al., 2013; Niell and Stryker, 2010; Fu et al., 2014; Polack et al., 2013) . In the present study using awake mice, we show that neuronal oscillations at theta (2-to 8-Hz) and gamma (40-to 70-Hz) bands are predominant in spontaneous LFPs in the V1 and are modulated by behavioral state. A locomotion-dependent augmentation of cortical gamma oscillation was previously observed in non-anesthetized mice (Niell and Stryker, 2010; Chen et al., 2015) . Additionally, we show that fullfield ($75-degree) grating stimulation induces characteristic changes of cortical dynamics, including a substantial increase in beta activity (20-40 Hz) and an apparent reduction in the baseline gamma (50-to 65-Hz) and a slight increase in the high gamma (65-to 80-Hz) activity (Figure 3) . The induced changes in beta and baseline gamma bands have been consistently observed in the V1 of awake mice (Niell and Stryker, 2010; Saleem et al., 2017; Veit et al., 2017 , where the beta activity was termed as low gamma activity). However, in these previous studies, the augmented high gamma activity during visual stimulation was not clearly observed. Moreover, in anesthetized mice, visually induced changes of cortical dynamics were evident only for beta (20-to 30-Hz) or low gamma (30-to 50-Hz) oscillations, but not for high gamma activity (Welle, 2010; Nase et al., 2003) .
Recent studies suggested that origins of cortical baseline and high gamma activities could be the visual thalamus (Saleem et al., 2017) and local cortex (Chen et al., 2015) , respectively. This notion is supported by our finding that cortical PV cells differentially regulate these two specific gamma band activities ( Figure 6F ). However, visually induced changes of both cortical beta and high gamma activities have rarely been observed in higher mammals, including the cat (Gray and Singer, 1989) and monkey (Livingstone, 1996; Gieselmann and Thiele, 2008 ). In the cat or monkey V1, induced oscillatory activity is often in a wide gamma range (30-80 Hz), and its power and peak frequency are modulated by visual input features, such as orientation (Gray and Singer, 1989) , contrast (Ray and Maunsell, 2010) , and spatial size (Gieselmann and Thiele, 2008; , as well as by the top-down attentional signals . In agreement with the dependence on spatial size, we also observed that larger size gratings (at 23 or 33 rf size) enhanced cortical oscillations at separate beta and gamma bands, while smaller size gratings (0.53 or 13 rf) increased the wide gamma band (30-to 80-Hz) activity (Figure 4 ). We note that other studies in higher mammals and rodents used different sizes of visual stimuli (Gray and Singer, 1989; Gieselmann and Thiele, 2008; Chen et al., 2015; Vinck and Bosman, 2016) . As such, a future comparative study is necessary to clearly understand whether specific patterns of induced oscillations in the V1 are more dependent on the stimulus feature or species.
Accumulating evidence has suggested that, among different subtypes of cortical INs, the SOM cell tends to transmit slow signals due to its distinctive intrinsic properties: relatively wide spikes, slow membrane time constants, and slow and weak inhibitory outputs with strong short-term facilitation (Beierlein et al., 2003; Hu et al., 2011; Lazarus and Huang, 2011; Kvitsiani et al., 2013; Miao et al., 2016) . Consistently, we showed in the present study that a phasic activation of SOM cells produced a slow inhibitory field potential ( Figure 7B ). The latter slow inhibitory response may partially account for their preferential entrainment in the 5-to 30-Hz frequency range ( Figure 7D ), and it may suggest an important role of SOM cells in the regulation of spontaneous low-frequency band activity (Figures 2 and 5) . A recent study (Veit et al., 2017 ) and the present study both provide direct evidence that local SOM cells are particularly important for the generation of a visually induced, size-dependent oscillation in a 15-to 40-Hz band (peak frequency at 20-30 Hz), despite that the different terminologies of gamma versus beta band were used (Figures 3 and 6) . Our study provides additional in vivo evidence for correlative increases of evoked spike rate of SOM cells and induced beta activity along with increasing stimulus sizes (Figure 4) . Moreover, because SOM cells form inhibitory synapses on apical dendrites of PCs (Markram et al., 2004) , functionally they are thought to facilitate the spatial summation or feature integration of visual inputs (Adesnik et al., 2012) , possibly through switching from rate-coding (by exerting the surround suppression) to temporal-coding (by enhancing the PC spiking synchronization in the beta range and across relatively wide cortical areas; see Veit et al., 2017) strategies.
Although PV cells tend to transmit fast signals (Figure 7 ; Beierlein et al., 2003; Hu et al., 2011; Lazarus and Huang, 2011; Kvitsiani et al., 2013; Miao et al., 2016) and generate cortical gamma band activity (Figures 2, 3, 4, 5, 6, and 7; Cardin et al., 2009; Sohal et al., 2009; Buzsá ki and Wang, 2012) , our results directly suggest that cortical PV cells also strongly modulate low-frequency band activity, including the induced beta oscillation. Suppressing PV cell activity could result in exceptionally synchronized spontaneous activities across a broad frequency band (most significant in the frequencies <30 Hz) and in the strength of cross-frequency coupling between theta activity and beta/gamma activity ( Figure 5 ). The highly synchronized activity that emerged after the suppression of cortical PV cells resembles a mild local seizure, and it is reminiscent of the known role of local PV cells in gating the propagation of seizure activity (Cammarota et al., 2013) . Such seizure-like activity was not observed when SOM cell activity was suppressed in our experiments. Interestingly, our results also indicate that the emergence of seizure-like activity does not reduce the absolute LFP power in the beta band, but it significantly reduces the gratinginduced increase of beta band power (Figure 6 ). In accordance with these findings, PV cells are thought to play an important role in stabilizing the local network in an excitation and inhibition-balanced regime through their perisomatic fast/shunting inhibition (Haider et al., 2006; Xue et al., 2014; Borg-Graham et al., 1998; , therefore establishing a basis for the visual induction of beta and gamma oscillations (Figures 3 and  6) . Moreover, it is worth noting that cortical PV cells show differential changes in their spiking phase synchronization (PPC) to the induced beta and gamma activity (Figure 3) , suggesting that there could be functionally distinct subgroups in the molecularly identified PV cell population.
Unlike the PV cell, cortical SOM cells rarely form self-inhibitory synapses between each other, instead sending their inhibitory output to other IN subtypes, including PV cells, thus forming dis-inhibitory synapses (Pfeffer et al., 2013; Miao et al., 2016) . Our simultaneous in vivo recordings of t-SOM or t-PV cells with other non-tagged putative INs (NS units) suggest a reciprocal regulation between SOM and PV cells in the V1 (Figure 1 ). This regulation may cause the observed modulation on spontaneous or visually induced beta and gamma activity by these two IN subtypes (Figures 5  and 6 ). Recent studies have also suggested that, in local neocortical circuits, a population of vasoactive intestinal peptide (VIP)-expressing INs, which preferentially innervate neighboring INs rather than excitatory PCs (Pfeffer et al., 2013; Kepecs and Fishell, 2014) , provides major dis-inhibitory input to SOM and PV cells. In the mouse V1, VIP cells were major recipients of afferent behavior-related modulatory inputs and mediated modulations of ongoing gamma activity as well as gain of visual responses by locomotion, primarily through the above dis-inhibitory circuit (Niell and Stryker, 2010; Polack et al., 2013; Fu et al., 2014) . Thus, it is likely that this neocortical dis-inhibitory circuit could be fundamental for the regulation of cortical activity dynamics, but how it contributes remains to be further examined in future studies.
In conclusion, we demonstrate that SOM and PV INs preferentially drive slow and fast oscillations in the sensory cortex, respectively, and shape the sensory input-induced beta and gamma activities cooperatively. The balance of inhibition mediated by these two IN populations is important for maintaining normal cortical dynamics. Our findings provide a detailed cellular mechanism for the generation or regulation of cortical beta and gamma oscillations specifically. Because the emergence of beta-gamma oscillations in the V1 is dependent on both sensory inputs (Gieselmann and Thiele, 2008; Ray and Maunsell, 2010; and modulation from higher cortices , our findings may offer a circuit basis for understanding how the bottom-up and top-down signals interact to control the cortical dynamics that underlie visual perception and behaviors.
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Detailed methods are provided in the online version of this paper and include the following: 
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channelrhodopsin (ChR2, see refs. Boyden et al., 2005; Li et al., 2005) . Interneuronal subtype-specific expression of Arch or ChR2 was achieved by crossing these three optogenetic tool lines with the Som-IRES-Cre (by J. Z. Huang at CSHL; Jax No. 013044) and Pvalb-IRES-Cre (by S Arbor at FMI, Jax No. 008069) lines, respectively, to generate six types of transgenic mice: SOM::Ai35 (SOM-Arch), PV::Ai35 (PV-Arch), SOM::Ai27 or Ai32 (SOM-ChR2) and PV::Ai27 or Ai32 (PV-ChR2). All transgenic mice belong to the C57BL/6J strain and were reared on a 12/12 hr light/dark cycle to the adult age. In total, 25 SOM::Ai35, 13 SOM::Ai27 and 12 SOM::Ai32 transgenic mice were used to optogenetically inactivate or activate cortical inhibitory SOM cells in the V1. Another 30 PV::Ai35, 20 PV::Ai27 and 8 PV::Ai32 mice were used to inactivate or activate cortical PV cells.
METHOD DETAILS Surgery
Prior to electrophysiological recording, the animal was anesthetized by the inhalation of isoflurane (1%-3% in oxygen) and then implanted a stainless-steel head-plate with dental acrylic as described in the previous study (Chen et al., 2015) . Animal was then allowed to recover and habituate to our spherical treadmill setup (Chen et al., 2015) . After 2-3 training sessions (10-15 min per each), the animal quickly learned to stand still, run and even to occasionally groom. On the day of recording, the animal was anesthetized with isoflurane and restrained in a stereotaxic apparatus again. Body temperature was kept at 37 C by a homeostatically controlled heating pad (RWD Life Science). A craniotomy (0.5-1 mm in diameter) was made over the primary visual cortex ($3 mm lateral lambda). The brain surface was covered with 1.2% low melting temperature agarose (Sigma) in saline, and then the head-plate opening was again filled with silicone elastomer (Kwik-Sil, WPI). After the surgery, the animal was allowed to recover from the anesthesia for 1-2 hours before the recording on the treadmill setup. The dura was removed immediately before the insertion of recording electrodes.
in vivo electrophysiology Local field potentials (LFPs) and spikes were recorded mostly from the layers 2-4 neurons (about 200-500 mm below the cortical surface) in the V1 with the custom-made electrode array, which composed of one to six tetrodes, or stereotrodes, or single-electrodes (impedance 0.2-0.5 MU) spaced by 200-300 mm intervals. The tetrode or stereotrode was constructed by twisting together 4 or 2 tungsten wires (0.0005'' diameter, California Fine Wire Company, CFW 100211). The Ni-Cr alloy microwires in 0.0013'' or 0.001'' diameter (California Fine Wire Company, Stablohm 675, CFW 100188) were used for making the single-electrodes. In addition to using the uncoated stainless steel wire inserted in the V1 as a common reference, another reference electrode (same as the recording electrode) in agarose was connected to the tissue 1-2 mm above the V1 surface to further reduce the background noise. For recording the laser light pulses-evoked LFP resonant activity (Figure 7) , a glass micropipette, filled with the normal saline (2-5 MU), was used to avoid the potential transient photoelectric noise (Han et al., 2009) . To maximally reduce the artifact of the line noise (50 Hz), the electrode headstage and adaptor were wrapped with tin foil and grounded.
Electric signals from metal wire electrodes were recorded by the Cerebus T M Data Acquisition System (Blackrock Microsystems), while that recorded by the glass micropipette were first amplified by the amplifier Multi-Clamp 700B (Molecular Devices) and then transferred to the Cerebus TM system. LFPs were band-pass filtered in the range of 1-500 Hz and sampled at 2 kHz. Spiking signals were band-pass filtered in the range of 250-7500 Hz and sampled at 30 kHz. For the spike detection, the signal threshold was set at about 6 times of the noise level (root mean square: RMS). LFPs and spikes were saved to the computer hard-disk for further offline analysis.
Behavior monitoring
The behavior of the animal on the spherical treadmill setup was captured (25 frames/s) by a digital camera above it. The relative speed (r.s., in arbitrary unit) of the animal motion was estimated based on the pixels' luminance intensity changes of consecutive video frames (down sample to 5 frames/s). The animal's behavior states were classified to stationary and running states, during which the values of r.s. were less and larger than the global mean value, respectively. Details of the calculation were described in our previous study (Chen et al., 2015) .
Visual stimulation
Visual stimuli were generated with a PC computer containing a NVIDIA GeForce GT430 graphics board and displayed on a cathode-ray tube (CRT) monitor (Sony CPD-G520, 40.5 3 30.5 cm, 800 3 600 resolution, refresh rate 120 Hz, mean luminance 30 cd/m 2 ) placed $20 cm in front of the animal (covering 90 3 75 of the visual field) and centered on its midline. Luminance nonlinearities were gamma corrected. We mapped the receptive fields (rf) using sparse 2D noise stimuli, in which a white square was flashed on a black background at each of the 8 3 8 positions in a pseudorandom sequence. After the mapping of receptive fields, we slightly modified the position of the monitor to make sure the receptive fields were located at the center of it. Full-field standard sinusoidal drifting gratings (covering $75 visual angle, 100% contrast, 0.04 cycles per degree, temporal frequency 3 Hz, 2 s per trial, inter-stimulus interval $2 s, gray blank with mean luminance) were presented at 12 directions (separated by 30 ) in a pseudorandom sequence (12 repetitions for each direction) to characterize the visually induced oscillatory activities.
For examining the dependence of induced oscillations on stimulus size, 4 drifting gratings were presented in the size of 0.5x, 1x, 2x and 3x of the rf of recorded LFP, as shown in the Figure 4 .
Optogenetic inactivation and activation
The 589 nm yellow laser and 473 nm blue laser was used to activate the light-activated Arch and ChR2, respectively.
The light from yellow or blue laser (50 mW, Changchun New Industry Laser) was transmitted to the cortical surface near the recording electrode (< 200 mm distance) through an optical fiber (200 mm, core diameter is 50 mm) that was connected to a laser-fiber coupler. A round continuously variable neutral density filter was placed in the light path between the laser and the coupler to adjust the output light intensity at the cortical surface in the range of 0.3-30 mW. In the experiments of applying the 4 or 6 s duration laser lighting, the range of light intensity was often 5-30 mW (measured at the optical fiber opening using a photometer). Although the laser power used to individual animals often varied in the 5-30 mW, an appropriate intensity was used in each experiment to exert apparent light modulation on the LFP activity but not to elicit apparent seizure activity and affect long-term stable recording of LFP and neuronal spikes. Moreover, as shown by Figure S1K , laser intensity within this range show similar level of light modulation to LFP activity (as measured on theta activity), and the modulation effect at 5-10 mW laser is $60% of maximum at 30 mW. In the experiments of applying 1 ms laser pulse stimuli, the intensity was set at 30 mW.
In the optogenetic stimulation experiments, LFP and neuronal spiking activity showed significant light induced changes when laser was on, and could quickly recover to the normal activity states after each trial of the laser stimulation. Using similar laser stimulation in the wild-type C57 mice, we did not observe any significant neuronal activity changes in the V1 when the laser was on, suggesting that the laser lighting does not activate the retina-to-V1 visual pathway in our experimental conditions. The on and off of laser lighting to cortical surface were set with a laser shutter (SRS474, Lambda Photometrics) under the control of TTL pulses generated from the Master 8 (A.M.P.I.). In the experiments of examining effects of inactivating or activating one subtype of cortical inhibitory IN on spontaneous cortical dynamics, 4 s light pulses (duration 4 s, inter pulse interval $20 s, repetitions 20-30) were applied to the cortical surface in the absence of visual stimulus (gray background luminance). To measure the LFP resonant activity during the rhythmic activation of one subtype of cortical inhibitory IN at different frequencies, 3 s-length trains of 1 ms blue laser pulses (frequency varied in the range of 1 to 200 Hz, 30-50 repetitions) were used. In the experiments with visual stimuli, laser light stimulation began 3 s before the onset of visual stimulation (2 s drifting gratings) and lasted for 6 s. The preceding laser on can avoid the known transient photoelectric artifacts on recorded LFP and spiking activities elicited by visual stimuli. Meanwhile, this laser lighting protocol could allow us to specifically examine the effects of inactivating one IN subtype on the visually induced relative changes (grating versus blank) of oscillatory activities by comparing that under light on and off conditions. Trials with and without the laser stimulation were alternated and repeated for 36-72 times in a typical experiment.
By varying the distance between the recording electrode and the optic fiber, we estimated what the effective distance of laser lighting is to affect local population neural activity (LFP power spectrum). After examining the relationship between light (with largest intensity of 30 mW) induced LFP power changes (theta band) and the optic fiber-electrode distances (horizontal), we found that the light effect was largely restricted in V1 area (half spatial width of half maximum of light effect is about 0.4 mm, Figure S1L ). We also test how light intensity affected the light induced LFP power changes ( Figure S1K ). So that, light in a range of 5-30 mW was usually used (varied case by case) considering both its efficiency and the potential contamination to the stability or signal-tonoise ratio of neural activity.
In addition to examine the effects of optogenetically inactivating SOM or PV cells on local population oscillatory activities, we also compared the effects of activating (4 s long pulse stimulation) SOM or PV cells in SOM::Ai27/32 or PV::Ai27/32 mice. The results showed that activating SOM or PV substantially silenced the spiking activity of other types of neurons and decreased the oscillatory activities in all frequency bands ( Figure S6 ). There was no substantial difference between activating SOM and activating PV. Thus, the persistent activation method could provide no more information about how SOM and PV differentially regulate local population oscillatory activities when compared with the inactivation method in the present study.
Immunohistochemistry Different types of transgenic mice were deeply anesthetized with pentobarbital (i.p. injection) after the recording, and then perfused transcardially with the cold saline followed by 4% paraformaldehyde (w/v) in PBS (0.01 M). The brain was dissected and post-fixed for 2 h at 4 C. After fixation, the brain was placed in 30% sucrose (w/v) in PBS solution overnight at 4 C. The occipital part of brain (containing the V1) was sectioned into 20 mm coronal slices using a cryostat (Leica). The sections were treated with blocking solution (10% Bovine Serum Albumin in PBS with 0.5% Triton X-100) for 1 h at 20 C and then incubated with primary antibodies (Goat IgG anti-SOM, MAB353, Santa Cruz 1:200; Rabbit IgG anti-PV, PVG-214, Swant 1:1000) diluted in the blocking solution overnight at 4 C. Slices were then washed with PBS for 3 3 10 min and incubated with the second antibody (Alexa Fluor 488 or 594 Donkey anti Rabbit IgG 1:1000, Invitrogen) for 2 h at 20 C. Sections were then washed three times with PBS, followed by incubation in 4',6-diamidino-2-phenylindole (DAPI) staining solution for 10 min. After another round of three 5-min washings in PBS, the stained sections were mounted onto glass slides, air-dried and coverslipped with Mounting Medium (Vector). All the fluorescence staining signals in brain sections were viewed and acquired by a Nikon A1 confocal microscope using a 10x objective and under the scanning mode of 1 3 3 jigsawed and 2 mm-step Z stack. All confocal images were acquired as a TIFF file, and analyzed with the ImageJ software (http://rsbweb.nih.gov/ij/). The percentage of cortical PV or SOM cells that expressed endogenous fluorescence proteins was counted from the randomly selected 3-5 sections for each animal, and the presented average values were measured from 2-4 animals for each examined transgenic line. Data were presented as mean ± s.e.m.
Spike sorting
Raw spike waveforms were sorted into single units (presumptive neurons) by manually tracing boundaries between three-dimensional clusters based on waveform features: the peak amplitude, the first principle component and the waveform energy using the Offline Sorter (Plexon). Clusters that have no clear separation with noise were excluded. Inter spike intervals and autocorrelation functions were inspected for all putative units. If in which the absolute refractory period (2 ms) was violated, the unit was also excluded. All units were further classified (analyzed by custom written MATLAB scripts), by fitting a Gaussian mixture model with two mixture components, as the wide spike (WS) and narrow-spike (NS) units based on their waveform features: the peak-trough latency, the half-peak width and the peak-trough ratio (Barthó et al., 2004; Niell and Stryker, 2010; Stark et al., 2013 ; related results see Figures S1G-S1J ).
Light evoked spike responses and cell type identification The peri-stimulus time histogram (PSTH) of spikes was used to present the light evoked neuronal responses. Time bins of 20 and 1 ms of PSTHs were used to measure laser light-evoked changes of neuronal spike rates for stimuli of 4-6 s and 1 ms laser pulses, respectively, in the transgenic mice. To quantitatively estimate the significance of light-evoked changes of neuronal firing rate, we used the following statistical tests: the permutation test (Royer et al., 2012) for the 4-6 s laser pulses and the Stimulus-Associated spike Latency Test (SALT, Kvitsiani et al., 2013) for the 1 ms pulses. In the permutation test, the mean firing rate difference (Df) between control (without) and the (with) laser lighting trials was calculated, and both kind of trials were shuffled for 1000 times to calculate the corresponding (Dfs 1:1000). The p value was estimated from the rank of Df in the Dfs 1:1000 distribution: If less than 10 values from Dfs 1:1000 were higher (lower) than Df, that is, the p value was less than 0.01 (10/1000), indicating that the light evoked firing rate increase (decrease) is significant. In the SALT, which is designed to test the significance of changes of spike timing relative to the onset of light stimulus, the light-activated neurons were identified based on the short spike latency and low jitter. In these methods, we also adopted the Pearson's correlation coefficient (r) to compare the waveforms of units recorded before and during the laser lighting, and only those units showing no substantial changes in their waveforms were included in further data analysis. Using the above statistical methods, we identified 29 SOM cells in the SOM-Arch and SOM-ChR2 mice and 38 PV cells in the PV-Arch and PV-ChR2 mice, which met the statistical criterion of p < 0.01 and r > 0.9. We noted that 3 out of all 38 tagged PV cells showed broader spike waveforms, and this portion is similar to that reported previously in recording from neocortex in vivo (Kvitsiani et al., 2013) . However, relatively broader spikes recorded from tagged PV cells can be caused by some other technical factors, such as the electrode position adjacent to recorded cells or the low rate of leaking expression of optogenetic proteins in PCs in PV-Cre:ChR2/Arch transgenic mice. Given only small portion of tagged PV cells showed broad spikes, we have regarded them as putative PV cells also in our study, partly due to there is no effective way to further identifying the cell type nature of these cells.
Spectral analysis
The power spectrum of LFP signals typically fall-off proportional to 1/f. To reduce the dynamic range and thus reduce the power leakage from the lower frequencies into the higher frequencies during spectral estimation, we whitened the LFP signals. In the pre-whitening process, a low-order (order = 3) autoregressive (AR) spectrum estimation was used, which could reduce the dynamic range but without fitting specific structural features of the data (Niell and Stryker, 2010; Mitra and Pesaran, 1999) . We used the Levinson Durbin recursion method to fit the AR model, and the coefficients (Ak) of this process were then used to filter the original time series data (Xt). The residuals:
were subject to the later spectral analysis. We first normalized the filtered LFP signals (1-200 Hz) by calculating the z-score and performing the pre-whitening as described above. The power spectrum of the spontaneous LFP was computed using the multi-taper estimation method in MATLAB with the chronux package (http://chronux.org), using 5 s data segments and 3-5 tapers (TW = 3, K = 5). Then, we smoothed the spectrum by using the ''locfit'' function in the chronux toolbox after removing the 50 Hz line noise in some mice to reduce the variation but without affecting the features. In the time-frequency spectral analysis, a 0.5 s sliding window at a 0.02 s step was used to calculate continuous power spectrograms of the spontaneous LFPs of 1-10 min length and the visual stimuli-or light-induced LFPs of 4-12 s length (including the blank). The wavelet analysis (by ''cwt'' function in MATLAB wavelet toolbox) was also used to calculate power spectrogram for the Figures 5A and 5E , Figures S2E and S2G to enhance the temporal resolution. The power at each frequency and time point was finally normalized by the mean power across all frequency bands (1-90 Hz) and the total period (normalized power). Continuous LFP amplitude/power in specific frequency bands (theta 2-8 Hz, gamma 40-70 Hz) for Figure 2 and Figure S3 data were estimated by using the Hilbert transform after band-pass filtering (as described below) the raw signal.
Two groups of PPC of spikes occurred when the theta or gamma band LFP power was high or low during spontaneous activity was compared (Figure 2) . The difference of them was: DPPC = PPC high LFP power À PPC low LFP power (9)
The time window of 200-1800 ms before and after the visual stimulus onset was used to calculate the baseline PPC and the visually induced PPC, respectively. Visually induced change of PPC (Figure 3 ) was defined as:
In the optogenetic experiments ( Figure 5 ). The light induced change of PPC of spontaneous activity was defined as:
The significance of changes of PPC induced by LFP power change (low gamma power versus high gamma power), visual stimulation (grating versus blank) or light stimulation (light on versus light off) were calculated by permutation test: shuffle the spike-LFP trials in two conditions for 1000 times and then compare the real PPC change (DPPC) with that in the shuffle group (DPPCs 1:1000). The p value was estimated from the rank of DPPC in the DPPCs 1:1000 distribution. If less than 10 values from DPPCs 1:1000 were higher (lower) than DPPC, that is, the p value was less than 0.01 (10/1000).
Light evoked resonant circuit activity
The 1-ms single laser pulse-evoked average of LFPs was calculated to reflect the field responses to the transient optogenetic activation of one type of inhibitory IN. To test the resonation property, the evoked LFP power change (Power light /Power baseline ; Power light : power of 3 s length LFP segments with rhythmic light stimulation; Power baseline : power of 3 s length LFP segments without rhythmic light stimulation) at each light stimulation frequency was calculated based on the above spectrum analysis (multi-taper power estimation method in the chronux package). The power changes at each frequency were then normalized to their maximum to get the resonation tuning curve (Figure 7) .
VEP, spike rate, receptive field and orientation tuning Visual evoked potentials (VEPs) were recorded primarily in the layers 2-4 and calculated as the visual stimulus triggered LFPs' average. Negative peak amplitudes of the VEPs were measured for stimulation of the drifting grating or the sparse 2D noise. Only those recordings with VEP amplitudes > 100 mV were included in further analyses. PSTHs of spikes fired around the visual stimulation were also measured to calculate the baseline mean firing rate (2 s blank), the visually evoked transient peak rate (within 100 ms after the stimulus onset) and the mean rate of induced persistent spiking (Figure 3) . To estimate the size of receptive fields, VEP evoked by bright square flash in each grid and the spike triggered stimulus average in pre-spike frames were calculated. A global measure (S, 1-circular variance, see ref. Ringach et al., 2002) of the orientation tuning curve was computed: FðqÞ (12) q is the visual stimulus orientation, summation in the equation was performed over the q. F is the visually evoked firing rate (after subtracting the baseline firing rate), the induced LFP power change or the SFC change in specific frequency band. Absolute value of S is the orientation selective index (osi, Figure S4 ).
QUANTIFICATION AND STATISTICAL ANALYSIS
Data are presented as mean ± SEM. unless otherwise stated in text and figure legends. Statistical significance (p values) were computed by following methods in MATLAB (Mathworks): permutation test (Royer et al., 2012) , Wilcoxon two-sided signed rank test, Spearman two-tailed rank correlation test, Kruskal-Wallis ANOVA test, Kolmogorov-Smirnov test and Stimulus-Associated spike Latency Test (SALT, Kvitsiani et al., 2013) . More details of all performed statistical tests and the number of cells, recording sites and mice are described in text and figure legends.
DATA AND SOFTWARE AVAILABILITY
Data analyses were performed with custom written scripts in MATLAB (Mathworks). The spike sorting software is the Offline Sorter from Plexon. Requests for data and MATLAB scripts used in the present study can be directed to the lead author (xhzhang@bnu.edu.cn).
