The spatial random-effects model is flexible in modeling spatial covariance functions, and is computationally efficient for spatial prediction via fixed rank kriging.
Introduction
Consider a sequence of independent spatial processes, {y(s, t) : s ∈ D}; t = 1, . . . , T , defined on a d-dimensional spatial domain D ⊂ R d . The processes are assumed to have mean µ(s, t) and a common spatial covariance function C(s, s * ) = cov(y(s, t), y(s * , t)), for t = 1, . . . , T . Suppose that we observe data z t ≡ (z(s 1 , t), . . . , z(s n , t)) ; t = 1, . . . , T , at n distinct locations, s 1 , . . . , s n ∈ D, with additive white noise ε t according to z t = y t + ε t ; t = 1, . . . , T,
where y t = (y(s 1 , t), . . . , y(s n , t)) , ε t ∼ N (0, σ 2 I n ) is uncorrelated with y t , and ε t 's are mutually uncorrelated. The goal is to estimate C(·, ·) and predict y(·, t); t = 1, . . . , T , based on z 1 , . . . , z T without imposing a stationary assumption or a parametric structure.
We consider the spatial random-effects model (e.g., Cressie and Johannesson, 2008; Wikle, 2010; Lemos and Sansó, 2012 ):
y(s, t) = µ(s, t) + w t f (s) + ξ(s, t) = µ(s, t) + K k=1 w k (t)f k (s) + ξ(s, t); s ∈ D, t = 1, . . . , T,
where f k (·)'s are pre-specified basis functions with K ≤ n, f (s) = (f 1 (s), . . . , f K (s)) , w t = (w 1 (t), . . . , w K (t)) ∼ N (0, M ); t = 1, . . . , T , are random effects, and ξ(s, t) ∼ N (0, σ
is a white-noise process. Here w t 's and ξ(s, t)'s are mutually uncorrelated. This model is flexible for modeling stationary or nonstationary spatial covariance functions and can produce fast prediction (e.g., Wikle, 2010) . The spatial covariance function is C(s, s * ) = cov(y(s, t), y(s
Given {f 1 (·), . . . , f K (·)}, the model (2) depends only on the parameters M and σ 2 ξ .
Many approaches have been proposed to estimate these parameters, including a method of moments (Cressie and Johannesson, 2008) and maximum likelihood (Katzfuss and Cressie, 2009 ). Commonly used basis functions include radial basis functions (e.g., Johannesson, 2008 and Nychka et al., 2015) , discrete kernel basis functions (e.g., Barry et al., 1996 and Wikle, 2010) , and wavelets (e.g., Nychka et al., 2002 and Shi and Cressie, 2007) .
Although wavelet basis functions are advantageous to have multi-resolution features, they are mainly restricted for data observed on a regular grid with no (or few) missing observations.
In general, different basis functions work well under different situations. However, how to select and allocate the basis functions (e.g., centers and radii) is an art and has rarely been discussed in the literature.
In what follows, we provide some examples showing how estimation of M and σ 2 ξ , and thus C(·.·), is affected by the choice of the following bisquare (radial) basis functions:
which is centered at b k and has a local bounded support {s ∈ R d : s − b k < r k } controlled by a radius r k , for k = 1, . . . , K.
Example 1 Assume that the underlying covariance function is given by the spatial randomeffects model of (2) with D = [0, 1], K = 6, M = diag (17, 14, 11, 8, 5, 2) , σ 2 ξ = 0, and f
k (·)'s given by (4) (see Figure 1 (a1)), where b k = 0.2(k − 1); k = 1, . . . , 6 and r 1 = · · · = k 6 = 0.5.
Then the spatial covariance function is
where
6 (s)) .
To mimic a situation in practice, instead of approximating C (0) (·, ·) in Example 1 using
9 (s)) ,
formed by b k = 0.11(k − 1) + 0.06; k = 1, . . . , 9 and r 1 = · · · = r 9 = 0.165 (Figure 1 (b1) ).
Let M (1) be the optimal matrix that minimizes the integrated squared error ISE f (1) , M over all non-negative definite 9 × 9 matrix M , where
Then the covariance function that has the smallest ISE based on (Figure 1 (b2) ). The approximation can be seen to be poor, because b k 's and r k 's are not well chosen, despite that a larger number of basis functions are used and the approximation involves no estimation error.
Now consider another set of bisquare basis functions,
6 (s)) to approximation C (0) (·, ·), where b k = 0.18(k − 1) + 0.05; k = 1, . . . , 6 and r 1 = · · · = r 6 = 0.27 (see Figure 1 (c1)). Here r k 's are determined by 1.5 times the minimal distance between b k 's as suggested by Cressie and Johannesson (2008) . Similar to
, it produces a larger bias. Clearly, the quality of approximation highly depends on the choice of K, b k 's and r k 's.
Instead of selecting b k 's and r k 's for the bisquare functions of (4), we shall propose a new class of basis functions, which involves no selection of centers and radii, and are ordered in terms of their degrees of smoothness. Figure 1 (d1) shows a class of K = 6 basis functions obtained from our method, which will be introduced in Section 2. The covariance function based on this class of functions is shown in Figure 1 (d2). Comparing it to C (1) (·, ·) and
, a significant improvement can be seen even though only 6 functions are used.
To further investigate the effect of b k 's and r k 's in covariance function estimation, we consider two additional examples. For the first example, we apply the same basis functions In this research, we propose a class of basis functions extracted from thin-plate splines.
These functions are ordered in terms of their degrees of smoothness with a higher-order function corresponding to larger-scale features and a lower-order one corresponding to smallerscale details, leading to a parsimonious representation for a nonstationary spatial covariance function. Consequently, only a small to moderate number of functions are needed in a spatial random-effects model. The proposed class of basis functions has several advantages over commonly used ones. First, we do not need to concern about the allocation of the basis functions, but simply select the total number of functions corresponding to a resolution. Second, only a small number of basis functions is usually required, which facilitates computation.
Third, estimation variability of model parameters can be considerably reduced, and hence more precise covariance function estimates can be obtained. Fourth, the proposed basis functions depend only on the data locations but not the measurements taken at those locations, and are applicable regardless of whether the data locations are sparse or irregularly spaced.
The rest of the article is organized as follows. Section 2 introduces the proposed class of basis functions. In Section 3, we apply the proposed basis functions to spatial random-effects models, and derive simple close-form expressions for the maximum likelihood estimates of the model parameters. Some simulation examples and an application to a daily-temperature dataset in Canada are presented in Section 4.
The Proposed Ordered Set of Basis Functions
The proposed class of basis functions will be developed using thin-plate splines (TPSs). We shall first provide some basic knowledge about TPS. Given noisy data Z 1 , . . . , Z n observed at n distinct control points,
is a smoothness penalty, and ρ ≥ 0 is a tuning parameter. It is known that (e.g., Wahba and Wendelberger, 1980; Green and Silverman, 1993) for ρ > 0, the solution of (6) satisfies
and φ(s) = (φ 1 (s), . . . , φ n (s)) with
A function f (s) in the form of (8) is called a natural TPS function. It has been shown that (e.g., Theorem 7.1 in Green and Silverman, 1993 )
where Φ is the n × n matrix with the (i, j)-th element φ j (s i ).
Assume that rank(X) = d + 1. We shall introduce our basis functions from the natural TPS function space:
where β = (β 0 , β 1 , . . . , β d ) . The proposed basis functions form a basis of F, and are defined as
α Φα > 0 for all α = 0 with X α = 0 (see Section 4 of Micchelli (1986) ). Consequently, a QΦQa > 0 for all a satisfying Qa = 0, which implies rank(QΦQ) = rank(Q) = n−d−1.
Thus λ 1 ≥ · · · ≥ λ n−d−1 > 0, and hence f d+2 (·), . . . , f n (·) are well defined.
The following theorem gives some important properties of these basis functions with its proof given in Appendix.
, and J(f ) in (7), and assume that rank(X) =
Then arg min
Remark 2 The basis functions are given in a decreasing order in terms of their degrees
This enables a spatial process to be more parsimoniously represented in the spatial randomeffects model, particularly when the underlying spatial covariance function is smooth. A one-dimensional example of f 2 (·), . . . , f 50 (·) with n = 50 and s i = i/50; i = 1, . . . , 50, is shown in Figure 3 .
Remark 3 Another basis of F is the Demmler-Reinsch basis (Demmler and Reinsch, 1975) given by
where N is an n × (n − d − 1) matrix such that N N = Q and N N = I n−d−1 , and U diag(a 1 , . . . , a n )U is the eigen-decomposition of
they generally do not have the property of Theorem 1 (iii). Additionally, they are more expensive to compute since (X, ΦN ) (X, ΦN ) −1/2 involves O(n 3 ) computations.
Our method given by (13) requires computing only the first K eigenvalue and eigenvector pairs of QΦQ without the need to solve the full eigen-decomposition problem. In addition, To know how the proposed basis functions perform in representing
we consider six basis functions f 1 (·), . . . , f 6 (·) (see Figure 1 (d1) ) derived from our method with the controlled points given at s i = i/50; i = 1, . . . , 50, as in Figure 3 . The best covariance function that minimizes (5) is shown in Figure 1 (d2) . Clearly, it provides a much better approximation to the true spatial covariance function than those in Figure 1 (b2) and (c2) based on f (1) (·) and f (2) (·).
To illustrate how the proposed basis functions provide a multi-resolution covariance func-tion representation, we consider a spatially deformed exponential covariance function:
(see Figure 4 (a) ), which is a nonstationary covariance function constructed by applying a deformation transformation (s → (s + 0.5) −1.5 ) to a stationary covariance function as in Sampson and Guttorp (1992) . We apply our basis functions (see Figure 3) The proposed class of basis functions is even more effective in the two-dimensional space. Suppose that we would like to approximate an exponential covariance function,
We compare between a conventional method and our method. For a conventional method, we consider the natural TPS functions for f (·) formed by 1, x 1 , x 2 and
with their centers regularly location in [0, 1] 2 for L ∈ {3, 5, 7, 9, 11, 13}, corresponding to a total of {12, 28, 52, 84, 124, 172} basis functions. We apply our method with the control points, {((2j 1 − 1)/36, (2j 2 − 1)/36) : 1 ≤ j 1 , j 2 ≤ 18}, regularly located in [0, 1] 2 , and consider the same numbers of basis functions for comparison. The performance between the conventional basis functions and the proposed basis functions is shown in Table 1 . For all cases, the proposed basis functions provide much better approximation ability than the conventional basis functions. 
Parameter Estimation
Consider the spatial random-effects model given by (1) and (2). For simplicity, we assume that µ(s, t) = 0 and σ 2 is known, since σ 2 and σ 2 ξ are confounded together unless some additional information is available. Given the basis functions f 1 (·), . . . , f K (·), the parameters that need to be estimated are M , which has to be non-negative definite, and σ be computed using a simple one-dimensional optimization method.
Theorem 2 Consider the model given by (1) and (2) with µ(s, t) = 0 and σ 2 known. Then the ML estimates of M and σ 2 ξ are given bŷ
In practice, we propose to select K ∈ {d + 1, . . . , K * } for a sufficiently large K * using
Akaike's information criterion (AIC, Akaike, 1973 Akaike, , 1974 : into the best linear unbiased predictor of y(s, t), we obtain
is the Moore-Penrose inverse ofΣK and can be efficiently computed by
and
4 Numeric Examples
Simulation
In the simulation, we considered spatial processes, {y(s, t) : s ∈ [0, 1] 2 } for t = 1, . . . , 50, generated from (2) with µ(s, t) = 0, f 1 (s) = cos(π s−(0, 1) ), f 2 (s) = cos(2π s−(3/4, 1/4) ), and (w 1 (t), w 2 (t)) ∼ N (0, diag(25, 9)), where f 1 (·) and f 2 (·) are shown in Figure 5 . We generated data, z 1 , . . . , z 50 , according to (1) with n = 100 and σ 2 = 3, where s 1 , . . . , s n were taken from D = [0, 1] 2 using simple random sampling.
We applied the spatial random-effects model of (1) and (2) and the ML estimates given by Theorem 2 to estimate the underlying spatial covariance function with σ 2 = 3 assumed known. We considered commonly used bisquare basis functions given in (4) with six different layouts for function centers and radii at two resolutions (see Table 2 ). We applied the proposed basis functions and selected the number of basis functions among K ∈ {3, . . . , 20} using AIC. We also considered the exponential covariance model and the true covariance function for comparison. All the model parameters were estimated by ML.
The performance of various methods was compared in terms of the mean-squared-prediction- 
error (MSPE) criterion: 1 50
whereŷ(s, t) is a generic predictor of y(s, t) obtained from simple kriging based on z t using an (estimated) spatial covariance model. The results based on 200 simulation replicates are shown in Table 3 . Not surprisingly, bisquare basis functions perform well for some cases but poorly for others. In contrast, our method performs better than all the other spatial covariance estimation methods by having a smaller averaged MSPE value. The first and the third quantiles for the distribution of the number of basis functions selected by AIC are about 10 and 12, indicating that only a small number of basis functions is required. 
Application to Canadian Temperature Data
We applied the proposed method to an average daily temperature dataset. The data, available in the "fda" package on CRAN, consist of average temperatures for each day of the year at 35 weather stations in Canada, which are averaged over years 1960 to 1994. They have been analyzed by Ramsay and Dalzell (1991) and Silverman and Ramsay (2005) using functional data analysis techniques without considering spatial dependence.
Let z(s i , t) be the average daily temperature at location s i and day t, where s i is given with coordinates in latitude and longitude in units of degrees. We considered the spatial random-effects model of (1) and (2) with n = 35 and T = 365. Since the temporal patterns are known to be different at different stations (see e.g., Silverman, 1995) , we considered a semiparametric model (Buja et al., 1989 ) for µ(s, t) with station-specific quadratic effects:
where m 0 (·), m(·), (·) and q(·) are unknown smooth functions, and for identification purpose, we assume
We considered a two-step procedure to fit µ(·, ·) with the smoothness parameter selected by using Mallow's C p (Hastie and Tibshirani, 1990) . 1979). Then we assume that µ(s, t) is known asμ(s, t) =m 0 (t) +m(s) +ˆ (s)t +q(s)t 2 for covariance function estimation.
We randomly divided the data into two parts with one part consisting of 185 time points as the training data, and the other part consisting of 180 time points as the testing data. We applied the spatial random-effects model of (1) and (2). We assumed that σ a k f k (·) ∈ F, for any given a 1 , . . . , a n ∈ R.
Direct calculation gives
. . , a n ) , and V n−d−1 is the submatrix of V in (13) consisting of its first n − d − 1 columns. By the
, and hence
This together with (18) and X Q = 0 implies that X α = 0. Thus
We remain to show that F ⊂ n k=1 a k f k (·) : a k ∈ R . We first show that β j x j ∈ F, since X α = 0, we can write
where the second equality follows from (20
This completes the proof of (i).
(
β j x j ∈ F with α = 0. Since rank(X) = d + 1, X α = 0 and α = 0, it follows that α Φα > 0 (see Section 4 of Micchelli (1986) ). This completes the proof of (ii).
(iii) We shall only prove the result for k = d + 2. Given any g(·) ∈ F, let g = (g(s 1 ), . . . , g(s n )) = Φα g + Xβ g . Then g(·) ∈ F d+2 if and only if (α g , β g ) ∈ (α, β) : X α = 0, X g = 0, and g 2 = 1 = (α, β) : X α = 0, g = Qg = QΦα, and g 2 = 1 = (α, β) : α = Qα, β = −(X X) −1 X Φα, and QΦQα 2 = 1 .
Therefore, from (11) and (21),
= min{α QΦQα : α ∈ R n , QΦQα 2 = 1} = min{α V ΛV α : α ∈ R n , ΛV α 2 = 1} = min{a Λa : a ∈ R n , Λa 2 = 1} = λ
where Λ = diag(λ 1 , . . . , λ n ). It follows from (21) and (22) This proves (iii) and the proof of Theorem 2 is complete. 
Proof of Theorem 2 Let
where the last inequality follows from von Neumann's trace inequality (von Neumann, 1937) and the equality holds if and only ifR = R. So given σ 
Finally, replacingd k in the righthand side of (23) byd k , for k = 1, . . . , K, we obtain the desired result forσ 2 ξ,K . This completes the proof.
