In order to automatically evaluate the welding quality during high-power disk laser welding, a real-time monitoring system was developed. The images of laser-induced metal vapor during welding were captured and fifteen features were extracted. A feature selection method based on a sequential forward floating selection algorithm was employed to identify the optimal feature subset, and a support vector machine (SVM) classifier was built to recognize the welding quality. The experiment results demonstrated that this method had satisfactory performance, and could be applied in laser welding monitoring applications.
Introduction
Because of its high production quality, laser welding has become one of the most important welding techniques in the modern manufacturing industry [1, 2] . However, compared to traditional welding technologies, the energy transmission during laser welding is complex and unstable, which makes it a formidable challenge to monitor the laser welding process. Therefore, developing effective and accurate monitoring methods is of great importance in guaranteeing process stability and the product quality.
Video cameras offer the unique capability of collecting high-density spatial data from a distant scene of interest. They can be employed as remote monitoring or inspection sensors for structures. Cha et al. [3] have done a lot of research work in the field to advance the methodology towards the eventual goal of using a camera as a sensor for the detection and assessment of structures. They propose some novel vision-based methods using a deep architecture of convolutional neural networks for detecting loosened bolts [3] and concrete cracks [4] . Geometric features varying three dimensionally are extracted from two-dimensional images taken by the camera [3, 4] . They have demonstrated motion magnification for extracting displacements from the high-speed video [4] , and demonstrated the algorithm's capability to qualitatively identify the operational deflection shapes of a cantilever beam and a pipe cross section from a video [5, 6] . Furthermore, new damage detection methodologies have been proposed by integrating a nonlinear recursive filter [6] and using a density peaks-based fast clustering algorithm; damage-sensitive features are extracted from the measured data through a non-contact computer vision system [7] .
The vector w determines the orientation of the discriminant plane and the scalar b determines the offset of the hyperplane from the origin.
The margin between two classes determines the generalization ability of a separating hyperplane; therefore, the support vector algorithm simply looks for the separating hyperplane with the largest margin. While the margin of a separating hyperplane is calculated as 2/||w||, where ||w|| is the Euclidean norm of w, the problem can be formulated as: As a constrained optimization problem, the Lagrange multiplier vector α = {α i |α i ≥ 0, i = 1, . . . , N} is introduced and the Lagrange function is:
Then the primal optimization problem can be rewritten as the dual problem:
In most cases, outliers exist, which means the data set is linearly separable when a few data points are removed. The SVM method tolerates these outliers by adding the penalty factor C and changing the dual problem to:
C determines the punishment for the outliers. This is a convex quadratic programming problem, and there are many effective robust algorithms for solving it. The solution α * can be used to calculate w * and b * . Then, the optimal separating hyperplane is:
and the SVM classification function is:
The method above is called linear SVM, which assumes the training data set is linearly separable (or almost linearly separable), and that a linear separating surface can be found. But in many cases, the datapoints are not linearly separable, and the function of the optimal separating surface may be nonlinear. By using a method called kernel trick, the SVM method can be extended to handle this kind of problem. The main idea is mapping the input data onto a higher dimensional space called feature space and then performing linear classification there. This can be done implicitly by replacing the inner product with kernel function.
Several kernel functions have been explored, such as polynomial kernels, sigmoid kernels and radial basis function (RBF) kernels. The RBF kernel is one of the most widely applied kernel functions, usually in its Gaussian form:
The parameter σ determines the radial range of the function. Generally, the performance of the RBF kernel is satisfactory, and the parameter setting is relatively simple, thus the RBF kernel is applied in this study.
Sequential Forward Floating Selection
The main goal of feature selection is to select a subset of d features from the original data set of D features (d < D) according to a certain evaluation criterion and improve the performance of the pattern recognition system, such as higher classification accuracy, lower computational cost and better model interpretability.
Assuming that a suitable evaluation criterion function has been chosen, feature selection is reduced to a search problem that detects an optimal feature subset based on the selected measure. Many search strategies have been designed to avoid the exhaustive search even though the feature set obtained may be suboptimal. The sequential forward floating selection (SFFS) algorithm is a relatively new strategy, and has been widely applied in practice [20] [21] [22] .
The main procedure of SFFS can be briefly described as follows [23, 24] . Suppose k features have already been selected from the original data set O = f j j = 1, 2, . . . , D to form set S k with the corresponding criterion function J(S k ). The search procedure includes two basic steps:
•
Step 1 (Inclusion). Select the best feature s k+1 from the set of available features O − S k :
and add to S k . Therefore:
•
Step 2 (Exclusion). Find the worst feature s in the set S k+1 :
and if s = s k+1 , set k = k + 1 and return to Step 1; if not, exclude s from S k+1 and execute Step 2 again.
The algorithm is usually initialized by setting k = 0 and S 0 = ∅ , and run until a set of d features is obtained. The flow chart of SFFS algorithm is shown in Figure 1 .
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Experiment

Disk Laser Welding
The experiment was performed by using a high-power disk laser TruDisk 10003 (TRUMPF, Ditzingen, Germany), and high-speed camera system Memrecam fx RX6 (NAC, Tokyo, Japan). The beam diameter of the disk laser focus was 480 µm, while the laser wavelength was 1030 nm and the laser power was 10 kW. Argon was used as a shielding gas, and the nozzle angle was 45 • . Type 304 stainless steel with dimensions of 119 × 51 × 20 mm was employed as the specimen. Three different welding speeds, 3, 4.5 and 6 m/min, were taken into consideration in this experiment (see Table 1 ). The high-speed camera was setup at a position perpendicular to the welding direction to capture the images of plume and spatters. The frame rate was 2000 f/s, and the image resolution was 512 × 512 pixels. An optical filter was placed in front of the RX6 to reduce the effect of multiple reflections. 
Image Processing
The goal of image processing is to filter unnecessary information and identify the region of interest (ROI) from the original image. As this is the fundamental basis for feature extraction and other further analysis, it plays a very important role in a pattern recognition system. Many image processing techniques have been developed [25] , such as filtering, morphology and image segmentation.
The RGB color image ( Figure 2a ) captured by the high-speed camera was first converted to grayscale to emphasize morphological characteristics and reduce computational consumption. Then the grayscale image ( Figure 2b ) was segmented by thresholding to generate the binary images of plume and spatters; all points with grayscale value greater than 183 were regarded as regions of the plume and spatters, and others were background. After that, the binary image of plume ( Figure 2c ) was obtained by deleting the regions with area smaller than 400 pixels; the binary image of spatters ( Figure 2d ) was the logical symmetric difference of the two binary images above.
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Feature Extraction
Feature extraction attempts to generate informative and non-redundant derived values from the initial measured data. As this facilitates the subsequent classifier generation, and usually leads to a better understanding of the problem, it is considered to be a critical step in a pattern recognition system. In this study, fifteen features (see Table 2 ) are extracted from the image of plume and spatters. Their definitions are as follows [26] .
Area: The area is calculated by counting the number of white points in the binary image. The area of plume is denoted Ap, and the sum of all areas of spatters is denoted As.
Perimeter: In the binary image, the points surrounded by difference colors are marked as boundary points, and the number of boundary points is taken as the perimeter. The perimeter of plume is denoted Pp, and the sum of all perimeters of spatters is denoted Ps.
Centroid: The centroid (i, j) of plume and the centroid (i, j) of spatters are calculated by: 
where g(i, j) is the grayscale value of the point (i, j). They are denoted Cp(i), Cp(j), Cs(i) and Cs(j). Height: The height of plume is the vertical distance between the highest point and the lowest point, which is denoted Hp.
Width: The width of plume is the horizontal distance between the far-left point and the far-right point, which is denoted Wp.
Average Grayscale Value: The average grayscale value of plume and the average grayscale value of spatters are calculated by:
where g(i, j) is the grayscale value of the point (i, j). They are denoted Gp and Gs. Quantity: The quantity of spatters is defined as the number of connected objects found in the binary image of spatters. Three different quantities are used in this work. The quantity of spatters in the whole image is first calculated and denoted as Qs(a). Then the image is cut vertically into two images of the same size from the middle. Two more quantities are calculated based on these, and denoted Qs(l) and Qs(r). 
Area: The area is calculated by counting the number of white points in the binary image. The area of plume is denoted A p , and the sum of all areas of spatters is denoted A s .
Perimeter: In the binary image, the points surrounded by difference colors are marked as boundary points, and the number of boundary points is taken as the perimeter. The perimeter of plume is denoted P p , and the sum of all perimeters of spatters is denoted P s .
Centroid: The centroid (i, j) of plume and the centroid (i, j) of spatters are calculated by:
where g(i, j) is the grayscale value of the point (i, j). They are denoted C p(i) , C p(j) , C s(i) and C s(j) . Height: The height of plume is the vertical distance between the highest point and the lowest point, which is denoted H p .
Width: The width of plume is the horizontal distance between the far-left point and the far-right point, which is denoted W p .
where g(i, j) is the grayscale value of the point (i, j). They are denoted G p and G s . Quantity: The quantity of spatters is defined as the number of connected objects found in the binary image of spatters. Three different quantities are used in this work. The quantity of spatters in the whole image is first calculated and denoted as Q s(a) . Then the image is cut vertically into two images of the same size from the middle. Two more quantities are calculated based on these, and denoted Q s(l) and Q s(r) . Features on different scales may cause some problems while evaluating their contributions and optimizing the classifier. Consequently, all extracted features are normalized by the following formula:
where no f is the No. of the feature, f i is the normalized data, f i is the original data, min(F no f ) are the minimum values of each feature, and max(F no f ) are the maximum values of each feature.
Feature Selection and Classification
In this study, three different welding speeds were taken into consideration, and the welded seams are shown in Figure 3 as Seam 1 (3 m/min), Seam 2 (4.5 m/min) and Seam 3 (6 m/min). During the welding process, the data collected at the beginning and end of welding were obviously unstable. Only 5500 images captured during welding were analyzed, including 2500 images from Seam 1, 1500 images from Seam 2, and 1500 images from Seam 3. Fifteen features were generated from each image to form a 5500 × 15 data set. The 5500 samples in this data set were classified according to the welding quality. The analyzed regions were labeled to clarify (see Figure 3) . As shown in Figure 3 , Seam 2 was divided into three regions; Region A (1, 500), Region B (501, 1000) and Region C (1001, 1500). The welded seam width of Region A, Region C and Seam 1 was generally large and fluctuated in a small range, which meant high welding quality. Comparatively, the welded seam width of Region B and Seam 3 was either small or decreased sharply, which indicated inferior welding quality. Therefore, Region A, Region C and Seam 1 were treated as one class, denoted as Class R, Region B and Seam 3 was treated as another class, denoted as Class E. 
In this study, three different welding speeds were taken into consideration, and the welded seams are shown in Figure 3 as Seam 1 (3 m/min), Seam 2 (4.5 m/min) and Seam 3 (6 m/min). During the welding process, the data collected at the beginning and end of welding were obviously unstable. Only 5500 images captured during welding were analyzed, including 2500 images from Seam 1, 1500 images from Seam 2, and 1500 images from Seam 3. Fifteen features were generated from each image to form a 5500 × 15 data set. The 5500 samples in this data set were classified according to the welding quality. The analyzed regions were labeled to clarify (see Figure 3) . As shown in Figure 3 SVM and another widely applied classification algorithm, Back-Propagation (BP) neural network [27, 28] , were adopted to build classifiers. The SFFS algorithm was used to detect the optimal feature subset with d features. The classification accuracy of the SVM or BP classifier by 10-fold cross validation was chosen to evaluate the effectiveness of feature subsets. More specifically, for each candidate feature subset, the data set was equally divided into 10 different parts, 9 of them were used to establish a SVM classifier and the rest one was for testing. Experiments were conducted 10 times, and the average classification accuracy was taken as the performance of the model, as well as the effectiveness of the feature subset. In this study, all possible values of d were tested, so as to recognize the optimal feature subset and explore the relation between the feature quantity and the classification accuracy.
Results and Discussion
The classification accuracy of classifiers using a single feature was first tested by 10-fold cross validation. If the accuracy was satisfactory, using more features and more complex methods should be unnecessary. The experiment results are shown in Table 3 . As can be seen from the table, when a single feature is used, the classification accuracy of SVM and BP is very close. The highest accuracy of both is about 88% using Feature 12. As the best accuracy is lower than 90%, further research was indispensable. The classification accuracy of the features selected by SFFS are shown in Figure 4 . SVM and another widely applied classification algorithm, Back-Propagation (BP) neural network [27, 28] , were adopted to build classifiers. The SFFS algorithm was used to detect the optimal feature subset with d features. The classification accuracy of the SVM or BP classifier by 10-fold cross validation was chosen to evaluate the effectiveness of feature subsets. More specifically, for each candidate feature subset, the data set was equally divided into 10 different parts, 9 of them were used to establish a SVM classifier and the rest one was for testing. Experiments were conducted 10 times, and the average classification accuracy was taken as the performance of the model, as well as the effectiveness of the feature subset. In this study, all possible values of d were tested, so as to recognize the optimal feature subset and explore the relation between the feature quantity and the classification accuracy.
The classification accuracy of classifiers using a single feature was first tested by 10-fold cross validation. If the accuracy was satisfactory, using more features and more complex methods should be unnecessary. The experiment results are shown in Table 3 . As can be seen from the table, when a single feature is used, the classification accuracy of SVM and BP is very close. The highest accuracy of both is about 88% using Feature 12. As the best accuracy is lower than 90%, further research was indispensable. The classification accuracy of the features selected by SFFS are shown in Figure 4 . The SVM classifier improves significantly by adding features, until five features are applied and an accuracy of 97.36% is reached. After that, additional features cannot increase the accuracy by much, although the improvement continues. The best performance is reached when ten features are used, with a maximum classification accuracy of 98.11%. Then, adding features can only decrease the accuracy. When all fifteen features are used, the accuracy is 94.40%. One possible explanation for this phenomenon is that after ten features are used, the additional features do not provide more useful information for classification, and the irrelevant information, or even noise, complicate the problem. For the BP classifier, adding features cannot increase the accuracy as much as SVM. The accuracy is 94.25% when five features are used. After that, the accuracy increases slowly, with a maximum accuracy of 95.44% using eleven features. More details are shown in Table 4 . 4, 5, 8, 9, 10, 11, 12, 14, 15 As can be seen from the first four rows of the table, when one feature or all fifteen features are employed, the accuracy of SVM and BP classifiers is close. The accuracy using all features is higher than using only one feature, which means that the process of high-power disk laser welding is complicated and cannot be monitoring through a single feature. From the fifth and sixth row of the table, it can be deduced that using the feature selection method, both SVM and BP reach a higher classification accuracy, but the improvement for the SVM classifier is much greater than BP. This may be caused by the instability of the BP method. Because the lack of effective initialization method, the BP training algorithm usually initializes randomly, and the initial values influence the classification ability of the BP classifier. The result is that even if the same feature subset is used, the classification accuracy of the BP classifier can be different. As the accuracy is chosen to evaluate the effectiveness of feature subsets in the SFFS algorithm, this feature selection method cannot effectively detect the optimal feature subset for the BP classifier. Consequently, compared to the other five methods, the SVM with feature selection method is more suitable for automatically monitoring the welding quality during high-power disk laser welding.
Conclusions
In order to recognize the welding quality automatically during high-power disk laser welding, the SVM method was employed to build the classifier. A feature selection method based on the SFFS The SVM classifier improves significantly by adding features, until five features are applied and an accuracy of 97.36% is reached. After that, additional features cannot increase the accuracy by much, although the improvement continues. The best performance is reached when ten features are used, with a maximum classification accuracy of 98.11%. Then, adding features can only decrease the accuracy. When all fifteen features are used, the accuracy is 94.40%. One possible explanation for this phenomenon is that after ten features are used, the additional features do not provide more useful information for classification, and the irrelevant information, or even noise, complicate the problem. For the BP classifier, adding features cannot increase the accuracy as much as SVM. The accuracy is 94.25% when five features are used. After that, the accuracy increases slowly, with a maximum accuracy of 95.44% using eleven features. More details are shown in Table 4 . As can be seen from the first four rows of the table, when one feature or all fifteen features are employed, the accuracy of SVM and BP classifiers is close. The accuracy using all features is higher than using only one feature, which means that the process of high-power disk laser welding is complicated and cannot be monitoring through a single feature. From the fifth and sixth row of the table, it can be deduced that using the feature selection method, both SVM and BP reach a higher classification accuracy, but the improvement for the SVM classifier is much greater than BP. This may be caused by the instability of the BP method. Because the lack of effective initialization method, the BP training algorithm usually initializes randomly, and the initial values influence the classification ability of the BP classifier. The result is that even if the same feature subset is used, the classification accuracy of the BP classifier can be different. As the accuracy is chosen to evaluate the effectiveness of feature subsets in the SFFS algorithm, this feature selection method cannot effectively detect the optimal feature subset for the BP classifier. Consequently, compared to the other five methods, the SVM with feature selection method is more suitable for automatically monitoring the welding quality during high-power disk laser welding.
In order to recognize the welding quality automatically during high-power disk laser welding, the SVM method was employed to build the classifier. A feature selection method based on the SFFS algorithm was applied to detect the optimal feature subset for SVM. The SVM classifier generated by the ten selected features can reach an accuracy of 98.11% by 10-fold cross validation. Experiment results show that this method is satisfactory, and has the potential to be applied in the real-time monitoring of high-power laser welding.
The images of the metal vapor plume and spatters captured during high-power disk laser welding contain a lot of information associated with the welding quality. The fifteen extracted features, especially the centroid and height of the plume, the area, perimeter, centroid, average grayscale value and quantity of the spatters play very important roles in recognizing the welding quality.
Despite the many advantages of the proposed method, some limitations remain. The most essential one is that the testing phase of cross validation was not conducted during the welding, but using the data collected from the welding and simulating in computer. The computer used is a Lenovo ideapad 300-14IBR (CPU Intel Celeron N3150 1.60 GHz; RAM 8.00 GB). In MATLAB R2010b, the processing time, including image processing, feature extraction and classification, of 1 testing fold (550 samples) is 26.71 s for SVM and 24.92 s for BP, using the optimal feature subsets. However, many viable methods exist to reduce the processing time, such as using more advanced equipment and programming with C. Other than these, using the unsupervised mode for classification can be another solution. More experiments are in planning, and the aforementioned methods will be investigated.
