Many methods are available for digital computation of the impulse response from indicator-dilution measurements representing input and output signals. In all instances, the only criterion for validity of the computation is comparison of the reconvolution of the computed impulse response and the input with the actual output. In this paper, a model mathematical system was constructed with a known impulse response; noise and time variation could be introduced independently or simultaneously in the input and the output data. Six methods for digital computation of the impulse response were applied to data from this system and to actual dye-dilution data. Precision of reconvolution did not assure that the computed response would resemble the actual response of the system. Some numerical considerations also significantly affected the digital computation of a valid response.
• Zierler (1) originally described the significance of the impulse response of vascular beds and its relationship to indicator-dilution measurements, and this function has since been used for a variety of purposes. Scheel et al. (2) used a relationship identical to that in Eq. 1 (see below) to correct for catheter distortion of sampled dye concentrations. examined changes in the impulse response of various in vivo vascular beds resulting from injections of angiotensin, acetylcholine, and adenosine triphosphate. Lange et al. (4) examined the relationship between the arterial circulatory transfer function and respiratory control. Moreover, Bassingthwaighte et al. (5) , Knoop et al. (6) , and Greenleaf et al. (7) have attempted to use the nature of the calculated impulse response to draw conclusions about the basic physiology of vascular beds.
A number of digital methods have been applied to the computation of the impulse response (2) (3) (4) (5) (6) (7) (8) . In spite of the number of experimental results reported, there is little evidence that experimenters are fully aware of the pitfalls involved in the calculation of the impulse response. Therefore, in this paper, many of these pitfalls are examined in detail and discussed. This work was supported by U. S. Public Health Service Grants FR 00145, FR 003il, and HE 11996 from the National Heart and Lung Institute.
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Methods
A number of analytical approaches with their corresponding assumptions have been considered for the computation of the impulse response. In the approach considered in this paper, the indicator was injected at a point well upstream from the system under study. The concentration of indicator was sampled at two points: one just upstream from the region of study and one just downstream. Assuming linearity and time invariance, the measurements were related to the impulse response by the convolution integral,
where i(t) is the upstream (input) signal, o(t) is the downstream (output) signal, and h(t) is an impulse response. This formulation is still applicable when indicator recirculation is present within the time interval of sampling. In application, this method involves the replacement of Eq. 1 by a discrete analogue. In general, one of the various formulas for numerical quadrature, e.g., the simple Riemann sum or the trapezoidal rule, is applied to get a discrete approximation to Eq. 1. Such a procedure leads to a set of linear equations (in triangular form), which can easily be solved to yield approximate values of h(t) at a collection of equally spaced points, t 0 , t u , . ., t N . Although this technique leads easily to a unique set of values for h at the points t t , unavoidable errors in the measured values of i(t) and o{t) could result in physically unreasonable values for h(t), e.g., negative values or rapid oscillatory behavior (Fig. 2) . Clearly a method that provides a smoothing or a filtering of the calculated value of h is required, and naturally the resulting h will no longer satisfv the discrete analogue of Eq. 1 exactly.
Whenever experimental data are used, there is no method for establishing a resemblance between the calculated function and the real function, since the real
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function is, of course, unknown. Furthermore, any investigator must closely examine the validity of the assumption of time invariance, since vascular systems are generally pulsatile and, therefore, vary significantly in flow and volume. Thus, the results of any method that has been applied only to experimental data are of questionable validity.
To study these issues in a precise, controlled system, we constructed mathematical systems that analytically determined the output from known functions representing the input and the impulse response. The systems are shown in Appendix 1. In these systems, variables such as noise and time variation could be controlled precisely. The various parameters had no physiological significance; however, the impulse responses were precisely known and thus at least some of the hidden analytical difficulties which could be encountered in the computation of the impulse response of real systems were detected.
In the first section of Results, various types of input and output data were created and processed by a number of programs designed to calculate the impulse response. The effectiveness of each program was iudged by several criteria, the most important being the deviation of the calculated impulse response from the actual impulse response of the system. In the second section of Results, each of the programs was applied to real dve-dilution data. In this case, no criterion existed as to the true impulse response of the system. However, it was informative to compare the responses calculated by the various programs.
NOTATION
Standard mathematical notation was adopted. The subscript s was added to distinguish the discretized functions; thus, for example, o s (n) = o(nAt). The operation of discrete convolution, i.e., application of a numerical quadrature method, was denoted by *.. Finally, a computed impulse response was denoted by h c to distinguish it from the theoretical impulse response, h.
DIRECT COMPUTATION OF IMPULSE RESPONSE
When Eq. 1 was replaced by a simple Riemann sum, h c could be easily calculated. Figure 1 illustrates the results of this computation for the case of a noise-free, time-invariant system, using analytically produced test data. The computed results were so: close to the analytical results that they could not be distinguished in the figure. : Figure 2 illustrates the extreme sensitivity of the direct computation to data errors or noise. The computation was performed with noise levels of 1:100 ( Fig. 2C ) and 1:1000 (Fig. 2D ). The impulse responses from the deconvolution by the direct computation were ragged and assumed significantly negative values. The result plotted in Figure 2D was actually worse than is indicated, because the.computation was terminated by exponent overflow in the floating point numbers of the computer. We forced the uncomputed impulse response to zero to obtain the reconvolution. in Figure 2F .
The accurate reconstructions of the output by reconvolution illustrated in Figure 2E and F show that reconstruction of output alone was not sufficient to prove that an accurate impulse response had been obtained for the system under study. 
scale). E: Output (line) and reconvolution of C with input (symbols). F: Output (line) and reconvolution of D with input (symbols).
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Most methods for computing h c achieved a smooth, nonnegative answer by constraining the computed impulse response to behave in a certain fashion. Since the constrained function usually did not exactly satisfy the discrete analogue of Eq. 1, the criterion for a satisfactory h c was that it "satisfy" the approximation within certain limits, or more precisely that ll* e **.-°.||<a||°.ll (2)
for some specified a, o, and norm (denoted by
II ID-1 PARTICULAR METHODS CONSIDERED
We programed six methods of computing impulse responses from discretely sampled input and output data. In each case, the convolution integral (Eq. 1) was approximated by a simple Riemann sum,
Brief descriptions of the various programs follow.
Linefit Program.-Linefit constrained h c to be continuous and to take the form of a series of consecutive, connected straight-line segments, where each segment covered a fixed number of data points. The slopes of the various segments were selected to minimize the Euclidean norm of the absolute reconvolution error. This procedure led to a set of simultaneous linear equations equal in number to the number of segments used.
Segfit Program.-Segfit constrained h c to be continuous and to take the form of a series of consecutive, second-order polynomial segments whose slopes were equal at the points of intersection. The coefficient of the polynomials was again selected on the basis of minimizing the Euclidean norm of the reconvolution error. Finding h c was thus reduced to solving a set of simultaneous linear equations with dimension equal to the number of segments.
Polyfit Program.-Polyfit constrained h c to take the form of one polynomial over the entire interval of computation. The order of the polynomial could be selected by the program user. The coefficients were once again selected on the basis of minimizing the Euclidean norm of the reconvolution error. A set of simultaneous linear equations resulted with dimension equal to the degree of the polynomial.
Lagnorm Program.-Lagnorm required h 0 to take the form of a lagged-normal density curve. A laggednormal density curve was produced by convolving a normal density function with an exponential decay. Fit was obta'ned by trial-and-error adjustment of parameters with best values judged by the Euclidean norm of the reconvolution error. Our program was a modification of the procedure suggested by Bassingthwaighte (5) . ] A norm is a generalized distance. Normal distance is obtained with the Euclidean norm computed by the square root of the sum of the squares of vector elements. We also used a sum of the absolute-values norm (Appendix 2). In the appendix, the factor of 100 is to convert cc to percent.
Point-by-Point Program.-Point-by-point did not
force h c to take any preconceived mathematical form except that h c was not allowed to go negative. The program used an iterative technique that adjusted the points of h c one at a time, starting with h c (0)
Fourier Program.-Fourier used the fast Fourier transform algorithm. From Fourier transform theory, convolution in the "time" domain was multiplication in the transformed ("frequency") domain. Therefore, deconvolution was simply division. The Fourier program transformed the data to the frequency domain, filtered it by dropping the high-frequency terms, and computed the transform of h,. by division. The transform of h c was then converted back to the time domain by the inverse fast Fourier transform (which is the fast Fourier transform with a sign change). Because of the lost high-frequency terms, the results of the Fourier program showed only one-fourth as many data points.
CONSIDERATIONS OF DATA STARTING POINT
A significant problem encountered in computing the impulse response from experimental data is the starting point of the input and the output signal. Clearly the first point of the input signal is the first point significantly greater than the background noise. The output data remains zero from the beginning of the input signal until the minimum transit time has elapsed. Since the minimum transit time for real systems is not known, the beginning of the output signal must be determined. This determination is considerably more difficult than it first appears. The reason for this difficulty can be seen in Figure 1 . Even though the i and h curves rose quite steeply, the o curve rose slowly, being the convolution of i with h, so the first few data points were only a small fraction of the maximum signal. A similar condition existed with experimental data, so that the first few data points of the actual output signal were not significantly greater than the noise level. This phenomenon creates a serious problem, since an erroneous extension of the minimum transit time produces an invalid impulse response. However, an underestimation of the minimum transit time also introduces serious error. Therefore, h r is not constrained to be zero throughout the minimum transit time: it assumes small but significant values during this interval, especially just prior to the appearance of the output signal. This phenomenon blunts the rise of the calculated response and creates a corresponding error in the later points of h c (Fig. 3) .
Furthermore, it is inefficient to include in the computation those data points of the output that are zero or not significantly greater than the background noise. The simplest approach to avoid this inclusion is to transpose the output curve toward the origin a distance equal to the minimum transit time so that the first nonzero output point is adjacent to the origin. After 
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FIGURE 3
Impulse responses computed by the six programs for analytical data with no noise and no time variation. The impulse response was unconstrained during the minimum transit time. Symbols are the true impulse response.
the impulse response is calculated, it is then transposed away from the origin a distance equal to the minimum transit time. This transposition is equivalent to constraining h c to be identically zero until the minimum transit time has elapsed, and it is easy to program.
Our most successful method for determining minimum transit time was the point-by-point program. As is shown in Figure 3 , this program was not significantly disrupted by removal of the constraint that h c -0 until the minimum transit time has elapsed. Thus, it could be used to determine the minimum transit time for real data, even if another method was used to calculate the impulse response. We obtained the much better fit shown in Figure 4A by this method (compare with Fig.  3 ).
PROBLEMS IN DISCRETE APPROXIMATION
Any numerical integration formula has associated with it an inherent truncation (discretization) error. Such errors are measured in terms of the distance between the sample points. In the case of Eq. 3, the error is on the order of At. 2 Clearly then the sample rate should be chosen so as to make At significantly smaller than the noise in the data.
Careful choice of the particular integration method to be used is also quite important. For example, use of the trapezoidal rule (approximation on each subinterval by 2 In precise mathematical terms, one says that the error is O[(At)]by which is meant that |error| <M(At) for some constant M that does not depend on At. trapezoids rather than rectangles), which has a truncation error on the order of A* 2 , was found to yield better results in the direct computation without noise.
Both methods, however, suffer from the same inherent sensitivity to noise. In each case, the coefficient matrix of the system of equations to be solved is numerically ill conditioned. Thus any method 520 GAM EL, ROUSSEAU, KATHOLI, MESEL which does not involve some form of smoothing is doomed to failure.
Results
APPLICATION OF THE PROGRAMS TO ANALYTICAL SYSTEMS
Figures 4 and 5 illustrate the application of the programs to the analytical' systems in Appendix 1. Table 2 compares the performance of each program by the measures in Table 1 impulse responses satisfied the criterion of reconvolution much better than they satisfied comparison with the actual response. In some instances, the computed response bore little resemblance to the actual response, even though it reconvolved with very little error.
The addition of time variation to the data perturbed the computation of the impulse response less than might be expected. In most programs, the filtering process was able to smooth out the relatively rapid oscillations to produce a response that represented the time-invariant response of the system about as well as with time-invariant data.
APPLICATION OF THE PROGRAMS TO REAL DYE-DILUTION DATA
Real-time dye-dilution curves were obtained by injecting a bolus of Cardio-Green indicator into the inferior vena cava of an adult dog and then by simultaneously sampling with paired catheters in the pulmonary artery and the left ventricle. The density of dye (mg/liter) withdrawn from the pulmonary artery plotted against time represented the input function, while that from the left ventricle represented the output function. Since the impulse response of the catheters canceled out, the impulse response obtained from these input and output data presumably was that of the lungs. Figure 6 illustrates the application of the programs to the experimental data. Table 2 contains a comparison of the performance of the individual programs.
Since the actual response of the system was not known, the validity of the computed responses could not be tested. All programs performed well by the criterion of reconvolution. Those programs that smoothed the impulse response by forcing it to take the form of a preconceived function remained smooth with both noisy analytical and real data; those programs that computed each point of the response independently (point-by-point and Fourier ) became irregular with real data.
Discussion
The programs presented in this paper all produced a credible impulse response from the varying types of input and output data, although the response produced by point-by-point and Fourier analysis became jagged when there was 
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noise in the data. By smoothing the computed response, the programs yielded an answer that satisfied Eq. 3 within small limits and behaved itself reasonably well. However, the smoothing can distort the computed response, causing it to deviate from the actual response of the system examined and the application of the calculated response.
With the model mathematical system used, precision of reconvolution did not assure that the computed response would closely represent the actual response of the system. This finding does not imply that the same difficulty will necessarily arise with every system, but it does show that such a possibility exists. In real systems, where noise and time variation exist in unknown degrees, the disparity between precision of reconvolution and precision of the calculated response might be significantly greater than it is with the mathematical model used in this paper. Thus, researchers who utilize the digital computation of the impulse response should rely on criteria other than precision of reconvolution to validate their method. A more valid criterion is testing of the digital computation method with data from a mathematical system such as that used in this paper.
Since the computed impulse response is so sensitive to the method of computation, the researcher should thoroughly document the method of computation along with his results. The use of French curves or analytical functions to smooth the experimental data might be justified in some instances. However, the use of these techniques should be acknowledged, and some attempt should be made to confirm their validity. 
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