In this paper, we will look at the algebra of global differential operators D X on wonderful compactifications X of symmetric spaces G H of type A 1 and A 2 . We will first construct a global differential operator on these varieties that does not come from the infinitesimal action of g. We will then focus on type A 2 , where we will show that D X is an algebra of finite type, and that for any invertible sheaf L on X, H 0 (X, L) is either 0 or a simple left D X,L -module. Finally, we will show with the help of local cohomology that this is still true for higher cohomology groups H i (X, L).
Introduction
In order to answer a Kazhdan-Lusztig conjecture linking characters of some Verma modules and characters of irreducible highest weight modules, Beilinson and Bernstein in [1] and Brylinski and Kashiwara in [3] have found out in the early 80's interesting properties on the sheaf of differential operators D X on flag varieties X, and on its global sections algebra D X . For example, we know that there is an equivalence of categories between left D X -modules which are quasi-coherent as O X -modules, and left D X -modules (and we say that X is D-affine). An other example is that when X is a flag variety, the morphism L ∶ U(g) → D X given by the infinitesimal action of g is surjective, and its kernel has an explicit description. This was more precisely investigated by Borho and Brylinski in [4] , [5] and [6] .
In the 90's, differential operators on toric varieties have been studied (for example in [20] and [15] ) using combinatorial tools and a combinatorial description of toric varieties, and are rather well understood. But except for flag varieties and projective toric varieties, differential operators on projective varieties are not well understood. In this paper, we will look at the algebra of global differential operators D Y on some wonderful compactifications Y of symmetric spaces G H of small positive rank. These varieties are wonderful varieties, which are natural generalization of flag varieties, since they are smooth projective varieties with a G-action with good properties. In particular, flag varieties G P are exactly the G-wonderful varieties of rank 0.
In the section 2, we will construct a differential operator on wonderful compactifications Y of symmetric spaces G H with reduced root systemΦ of type A 1 and A 2 which does not lie in the image of L ∶ U(g) → D Y . WhenΦ is of type A 1 , we will see that this is actually not a surprise, since these varieties are actually flag varieties for a group G is exactly the GIT quotient for an ample line bundle L on X with trivial C * -linearization when n = 3. Using this description, we will be able to show that D Y is of finite type, and In these proofs, we will use the fact that the set of unstable points is of codimension at least two, and that allows us to extend uniquely sections of locally free sheaves on the set of semi-stable points X ss to sections of locally free sheaves on X. However, in higher cohomology we do not have H i (X, L) = H i (X ss , L X ss ) anymore. In section 4, we will recall a few properties about local cohomology, and we will define generalized Cousin complexes in order to have an approximation of the cohomology group H i Z (X, L) when Z is a Schubert variety of codimension i in X. Using this complex, we will be able to show that the higher cohomology groups H i (Y, L) are either 0 or simple left D Y,L -modules.
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Construction of a differential operator

Setup
If G is a connected reductive group, we say a G-variety X is wonderful (cf. [18] ) if it is smooth, complete, projective, with a unique open G-orbit Ω, and if X ∖ Ω is a union of r prime G-stable divisors X 1 , . . . X r with normal crossings, such that for all x, y in X, x and y are in the same G-orbit if and only if they belong to the same X i , and that the intersection of all X i 's is non-empty. We call r the rank of the wonderful variety X.
Let G be a connected semi-simple adjoint algebraic group, and θ ∶ G → G an involution of G. As constructed in [9] , the symmetric space G G θ can be uniquely embedded into a wonderful G-variety X with an open orbit isomorphic to G G θ . It is done by choosing a good highest weight module V λ with a special regular weight λ (in the sense of [9] ), and a nonzero h ∈ V G θ λ , and X is the closure of G. [h] in P(V λ ). Let un choose a maximal θ-split torus T (ie. a maximal torus such that the dimension r of T 1 ∶= {x ∈ X θ(x) = x −1 } is maximal), and let B be a Borel subgroup containing T such that each positive root which is not fixed by θ is sent to a negative one. Let us denote by Φ 0 the subset of θ-fixed roots in the root system Φ(G, T ), and by Φ 1 its complement. One can show that X is a wonderful variety of rank r. The choice of B and T gives rise to the little root systemΦ, which is the (eventually non-reduced) root system of restricted roots in Φ 1 to T 1 . The restrictions to T 1 of simple non-θ-fixed roots are the simple roots ofΦ, and let γ 1 , . . . , γ r be the double of these simple restricted roots.
One can construct an open B-cell X 0 ⊂ X that is isomorphic to the affine space U ′ × A [h] ↦ (γ 1 (t), . . . , γ r (t))
The aim of this section is to construct differential operators on X 0 that are restrictions to X 0 of global differential operators that do not come from the infinitesimal action of g whenΦ is of type A 1 or A 2 .
Satake diagrams
Like semi-simple Lie algebras which can be classified with Dynkin diagrams, symmetric spaces can be classified by the Satake diagrams, which we are going to recall the definition :
Definition. Let G be a semi-simple algebraic group and θ ∶ G → G an involution. The Satake diagram of the symmetric space G G θ is a diagram constructed from the Dynkin diagram of G by adding :
(1) a coloration on vertices : black for vertices representing roots in Φ 0 , white for the other ones ;
(2) two-headed arrows between vertices representing different simple roots α i and α j such that
One can notice that each white vertex is linked to at most one white vertex with twoheaded arrows (cf. [9] 1.3). The Satake diagram of the symmetric space G H is useful to read easily the action of θ on roots. This action being linear, it is enough to understand how it acts on simple roots : Proposition 2.1. Let α be a simple root.
(1) if α is a black root, then θ(α) = α ; (2) if α is a white root linked to no other white root with two-headed arrows, then −θ(α) is the highest root which can be written as α + ∑
if α is a white root linked to an other white root α ′ with a two-headed arrow, then −θ(α) is the highest root which can be written as α ′ + ∑
is the highest root which can be written as α + ∑
Proof. (1) is just the definition of a black root. To show (2), let us write
i β i be a highest root which can be written like this such that δ + θ(α) has non-negative coefficients. Then n ′ i ≥ n i , and since δ ∈ Φ 1 is positive, −θ(δ) is negative, so n i ≥ n ′ i . Hence −θ(α) = δ, and δ is the unique highest root which can be written as δ = α + ∑ n ′ i β i . The proof of (3) is similar, using the symmetry between α and α ′ .
Thanks to Satake diagrams, we can also show that we can reduce ourselves without loss of generality to the following cases : 
Construction when −θ has no fixed white roots
Let us assume that −θ has no fixed simple white roots. This hypothesis allows us to lighten the computations on X = G H since :
Xα and e X θ(α) are commuting in G, and if h ∈ X is in the open G-orbit such that its stabilizer
Proof. By hypothesis, we already know that α + θ(α) ≠ 0. To show that it is not a root, we use the lemma (cf.
[9] 1.3) :
Lemma 2.4. If α ∈ Φ 0 , then θ acts as the identity on g α .
Hence if α+ θ(α) ≠ 0 is a root, it lies in Φ 0 , and
, we have a contradiction. By Campbell-Hausdorff formula, we get the commutativity of e Xα and e X θ(α) .
This condition can be easily checked thanks to the Satake diagram : it just means that each white root is either linked to at least a black root, or connected to a white root by a two-headed arrow.
Since we have an isomorphism ϕ ∶ U ′ ×A r → X 0 , by fixing coordinates x 1 , . . . x s on U ′ we can get coordinates on X 0 , and k[X 0 ] = k[x 1 , . . . , x s , t 1 , . . . , t r ]. This choice of coordinates can be done by fixing a total order≺ on Φ + 1 . Let us write the roots in Φ + 1α 1 , . . . ,α s with α i≺αi+1 . We can represent a point x in X 0 by a couple (∏ uα i (xα i ), (t 1 , . . . , t r )) such that on the open set X 0 ∩ Ω we have
and x α i are polynomials in the xα i and t j . Moreover, the Weyl algebras
are isomorphic, and the ∂ xα i are polynomials in the xα i , t j , ∂ xα i and ∂ t j . Hence for all white root α, we will choose a total order ≺ α on Φ + 1 which makes the computations easier. We will now state our results : Theorem 2.5. Let G be a simple connected algebraic group of adjoint type, let X be its wonderful compactification, and T ⊂ B chosen as in 2.1. The following are equivalent :
(a) There exists a differential operator on the affine B × B − -cell X 0 , which is a monomial in the ∂ t i , that is the restriction to X 0 of a global differential operator that does not lie in the image of U(g) ;
Proof. Let U be the unipotent radical of B. We have an isomorphism
Let ≺ i a total relation on Φ + such that α i is maximal for this relation, and denote by
We can represent a point in X 0 by a couple
and a point in n α i .X 0 by
On the open set (∏ t
with k j such that ad(n α i ).X δ j = k j X sα i (δ j ) , and P j are polynomials in the x ′ δ k , of degree at most one in each of its variables, which are given by the Campbell-Hausdorff formula. These changes of coordinates can be extended when the t ′ j 's are 0, and we get on
be a differential operator on X 0 . Let us assume that ∂ is the restriction of a differential operator on each s α .X 0 ∪ X 0 for α simple root. Then ∂ is the restriction of a differential operator defined on an open subset which is s α Bs α -stable for each simple α, hence it can be extended to a G-stable open subset Ω. Since X 0 intersects all G-orbits of X, Ω = X, and ∂ is the restriction to X 0 of a global differential operator.
Since for all i and j, we have 
A similar statement holds for wonderful compactifications of symmetric spaces G H with simple G : Theorem 2.6. Let X = G H be a symmetric space with a simple connected G of adjoint type. Let us assume moreover that any simple root in Φ is not fixed by −θ. The following are equivalent :
(a) There exists a differential operator on the affine B-cell X 0 , which is a monomial in the ∂ t i , that is the restriction to X 0 of a global differential operator that does not lie in the image of U(g) ;
Proof. let α be a white root such that α−θ(α) = γ i . Let us assume first that ⟨θ(α), α
with P j 's and Q j 's obtained the same way than before. These change of coordinates can be extended to n α .X 0 ∩ X 0 = (x ′ ≠ 0) and we get
where the β i 's (resp. δ i 's) are roots in Φ
with similar P j 's and Q j 's. On n α .X 0 ∩ X 0 , we have
In both cases, the differential operator
is the restriction of a global differential operator on X if and only if for all family of roots (α 1 , . . . , α r ) such that
where C is the matrix C = (⟨γ j , α i ⟩). But C is exactly the Cartan matrix ofΦ whenΦ is not of type BC n , and it is the matrix
whenΦ is of type BC n . Hence ∂ is the restriction of a global differential operator if and only ifΦ is of type A 1 (and ∂ = ∂
For the same reasons as before, these operators do not lie in the image of U(g).
Remark
. By looking at the classification of symmetric spaces (cf. [13] or [27] ), the symmetric spaces G H with simple connected G of adjoint type of type A 1 or A 2 such that −θ has no fixed point in Φ are exactly the following :
(1) PGL 6 PSp 6 ; (2) E 6 F 4 ; (3) PGL n GL n−1 with n ≥ 3 ;
The two remaining cases of type A 1 or A 2 are PGL 2 k * and PGL 3 PSO 3 , which have to be investigated. In these cases, −θ is the identity on Φ.
If α is fixed by −θ, the computations are more complicated, since e Xα and e X θ(α) are not commuting any more, and to get rid of the u −α (x).
[h], we actually have to find some
these change of coordinates can be extended to n α .X 0 ∩ X 0 = (x ′ ≠ 0), and we get
Hence ∂ t 1 is the restriction of a global differential operator, which does not lie in the image of U(g).
, and let ξ such that
Then we have
and in the open
This can be extended to n α 1 .X 0 ∩ X 0 , and we get
The same can be done on n α 2 .X 0 ∩ X 0 and we get
is the restriction of a global differential operator, which does not lie in the image of U(g). Let us remark that in both case, ξ does not depend of the representative of a(t 1 ) (or a(t 1 , t 2 )). We can restate these results as : Theorem 2.7. Let X = G H be a symmetric space with either G simple connected of adjoint type, or G = H × H with H simple connected of adjoint type. Let us assume thatΦ is of type
Remark. Let T X be the tangent sheaf on X. The canonical sheaf ω X is isomorphic to L − ∑ α∈Φ + 1 α , and ω
For example, we know in the case of PGL 2 × PGL 2 PGL 2 that
WhenΦ is of type A 1 , X = G H has only two G-orbits (the open G-orbit Ω and its complement D 1 , which is a smooth irreducible divisor). Let us recall that Pic(X) is freely spanned by the set ∆ X of colors of X (ie. irreducible B-stable but not G-stable divisors). Then we have integers a D such that in Pic(X), we have
WhenΦ is of type A 1 , all these integers a D are non-negative. But by [8] the G-stable smooth divisors such that there exists a negative a i,D j , and these a i,D j have been computed in [28] for wonderful varieties of rank 1 and 2. Hence X is a flag variety for Aut
Since wonderful compactifications Y of symmetric spaces with reduced root systemΦ of type A 1 are actually flag variety for a bigger group, we already know what the algebra D X is. In this section, we will be interested in the case of the wonderful compactification of PGL 3 , PGL 3 PSO 3 and of PGL 6 PSp 6 , which are of type A 2 . We will use a description of these compactifications as direct limits of GIT quotients of some Grassmannian X, as it is explained in [26] , and this limit happens to be exactly one of these GIT quotients. We will use this description and what is known about differential operators on Grassmannians to show that in these cases, D Y is of finite type, and that the H 0 (Y, L) are simple as D Y,L -modules. For more details about GIT quotients and their variations, one can check [19] , [10] , [25] , [21] , and [7] for quotients by a torus.
Thaddeus' theorem
Let us recall that if X is a projective algebraic variety acted on by a reductive group G, and if L is a G-linearized very ample line bundle, we call GIT quotient of X the rational map
which is defined over the open set of semistable points X 
By [10] , we can parametrize the different GIT quotients with a polytope lying in the G-ample cone C
of X, that is giving to the family of non-isomorphic GIT quotients of X by G a structure of inverse system, giving rise to the inverse limit of all GIT-quotients of X by G, dominating all GIT quotients, which will be denoted by X G. In [26] , Thaddeus stated the following result :
Proposition 3.1.
(1) The wonderful compactification of PGL n is isomorphic to X C * , where X = Gr n (C n ⊕ C n ), with C * acting with the weight 1 on the first C n and with the weight -1 on the second one.
(2) The wonderful compactification of PGL n PSO n is isomorphic to X C * , where X = LaGr n (C n ⊕ C n ) is a Grassmannian of Lagrangian subspaces (for the standard symplectic form), with C * acting with the weight 1 on the first C n and with the weight -1 on the second one.
(3) If n is even, the wonderful compactification of PGL n PSp n is isomorphic to X C * ,
is the connected component containing C n ⊕ 0 of the Grassmannian of orthogonal subspaces (for the quadratic form defined by 0 I I 0 with C * acting with the weight 1 on the first C n and with the weight -1 on the second one.
Moreover, if L is a C * -linearized invertible sheaf on X, the stability and semistability of a point U can be explicitly expressed with dim(U ∩ (C n ⊕ 0)) and dim(U ∩ (0 ⊕ C n )).
For example, U ∈ X is semistable (resp. stable) for a very ample sheaf L with trivial C * -linearization if and only if both these dimensions are less (resp. strictly less) than n 2 .
Case of PGL 3
We will now investigate the case of the wonderful compactification of PGL 3 , the two other cases being similar. In this case, we only have a few non-isomorphic GIT quotients, and it happens that X C * is exactly the GIT quotient X C * for any very ample L with trivial C * -linearization. Let G = PGL 3 , and let T ⊂ B ⊂ G be the maximal torus of diagonal matrices and the Borel subgroup of upper-triangular matrices of G. Let us denote by Φ = Φ(G, T ) its root system, and by α 1 and α 2 the two simple roots obtained by this choice of B. Let V = C 
, with trivial intersection with V ⊕ 0 and 0 ⊕ V * , hence Γ M ∈ X ss (0).
For t ∈ C * , we have
Hence we get a morphism
-stable closed subset of P , and Y (0) can be seen as a closed subset of
Let us denote by ι the inclusion Y (0) → P (0). Let t = diag(a, b, c) ∈ GL 3 . We have
) has trivial fibres, hence π T is an isomorphism onto its image. Let us denote by t 1 = a b and by t 2 = b c . Let < be an order such that e 1 < e 2 < e 3 < e * 1 < e * C * is of finite type. We can show that Proposition 3.2. In the cases of PGL 3 , PGL 3 PSO 3 and of PGL 6 PSp 6 , d 0 is an isomorphism.
Proof. The aim is to show that Y (0) is a wonderful compactification of G × G G, and we will use that wonderful compactifications are unique up to isomorphism. Recall we have an inclusion X ↪ P(Λ , which are both of weight 0, and respectively 3 and -3 for C * . Hence as a G × G-module, we have
, and respectively by z and t a nonzero vector in
C * , and we have inclusions
, which is of weight (ρ, ρ ′ ). Since V has a regular special highest weight (which is (ρ, ρ ′ )), and since the PGL 3 -invariants in (Sym
are all of weight 0, we get thanks to [9] 
both of them being of dimension 5 (generically, we obtain U ∈ F 1 as a direct sum of a 2-dimensional subspace W ⊂ V ⊕0 with a 1-dimensional subspace
and the same goes for F 2 ). Since X is smooth and of dimension 9, if we denote by i the inclusion X ss (0) → X, we have O X = i * O X ss (0) . Now we will show 
Let U ∈ X, and let v ∈ Λ Hence for all U ∈ X ss (0), its stabilizer for the C * -action is Z 2Z. We can cover Y (0) by affine open subsets Ω i such that the following diagram commutes
We have isomorphisms
And we can lift differential operators on Ω i with
, and t i ∂ t i = ±t j ∂ t j . Hence we can glue the r n 's together and get maps 
To avoid confusion, we will now use L to denote invertible sheaves on Y , and L to denote invertible sheaves on X.
Let , and P ′ is the parabolic maximal subgroup associated to the simple root β 3 . Since Pic(X) = Z, we know that invertible sheaves on X are isomorphic to some L k̟ 3 . Moreover, C * acts on X via the one-parameter subgroup 2̟ 
where σ k i ̟ 3 is a trivializing section of L k i ̟ 3 , and where L(Ω i ) n denotes the weight n part of L(Ω i ). Hence for each C * -invariant open subset U ⊂ X, we have
and let D Y,L be the algebra of its global section. We can show 
Proof. Let us assume
Remark. WhenG is a connected adjoint group of type E 6 , there is an order two outer automorphism of E 6 whose fixed points form a group H of type F 4 , and the restricted root system of the symmetric space G H is of type A 2 . In this case, we still can show that Y =G H is isomorphic to a GIT quotient by a C * of a flag variety G ′ P , where G ′ is simply connected of type E 7 and where P is a maximal parabolic, and that D Y is of finite type. This is done using the following description of groups of type E 6 and E 7 , which can be found in [22] .
Let A ∶= V ̟ 1 and B ∶= V ̟ 6 be the two non-isomorphic irreducible representations of dimension 27 of a group of type E 6 . Then we can construct a connected simply connected group G of type E 6 as a subgroup of GL(A) × GL(B), and H can be seen as the fixed points of the automorphism permuting A and B. Moreover, as vector spaces, A ≃ B ≃ M 3 ⊕ M 3 ⊕ M 3 , where M 3 is the space of 3 × 3 matrices. Define
and
Now let V ̟ 7 be the irreducible representation of highest weight ̟ 7 of G ′ . Its dimension is 56, and it can be decomposed as a G-module as
, and let v = (w, w, 1, 1) ∈ V ̟ 7 . Then the map
has fibres isomorphic to H, which gives an inclusion
, and this map factors through G ′ P , where P is a conjugate of P ̟ 7 . Hence we have
. Moreover, i is inducing an action of C * on V ̟ 7 , with weights 1, -1, -3 and 3 on A, B, 0 ⊕ 0 ⊕ C ⊕ 0 and 0 ⊕ 0 ⊕ 0 ⊕ C, and we have morphisms
where quotients are done for ample line bundles with trivial C * -linearization. If we denote by (x i ) a basis of A * , (y j ) a basis of B * , and by z and t two nonzero vectors respectively of (0 ⊕ 0 ⊕ C ⊕ 0) * and (0 ⊕ 0 ⊕ 0 ⊕ C) * , we have
Since V has a regular special highest weight (which is ̟ 1 + ̟ 6 ), and since the H-invariants in (Sym
. Using the description in [7] of (semi-)stable points for GIT quotients by a torus, we still have that
and that the quotient (G ′ P ) C * is geometric. Hence the same proof than before gives us that D Y is of finite type, since G ′ P is a flag variety for G ′ .
D Y,L -module structure of higher cohomology groups
Since X us (0) is not empty, it is not necessarily true when
(X, L k̟ 3 ) n for some k and n. The difference can be expressed in terms of local cohomology groups H i X us (X, L k̟ 3 ) that we will now introduce. One can check [11] , [12] , [16] for more details.
Local cohomology
Let X be an algebraic variety, let Z ⊂ X be a closed subset, and let F be a O X -module. Let
If Z 2 ⊂ Z 1 are two closed subsets of X, we have an injection Γ Z 2 (X, F) → Γ Z 1 (X, F), and let
This is done using Godement resolutions for
We will recall a few properties of these functors. Proposition 4.1. Let F be a O X -module, and let Z 3 ⊂ Z 2 ⊂ Z 1 be three closed subsets of X.
(1) We have two long exact sequences
In particular, if Z 1 = X and Z 3 = ∅, and if j ∶ X ∖ Z 2 → X is the inclusion, we have a short exact sequence
(2) We have an isomorphism 
Let X ′ be an algebraic variety, let f ∶ X → X ′ be a morphism, and Z ′ 2 ⊂ Z ′ 1 two closed subsets of X ′ . We have a spectral sequence
If Z 1 is the disjoint union of two closed subsets A and B, we have
. We have a spectral sequence
In particular, when W 1 = X and W 2 = ∅, we get the spectral sequence
Let us show a sufficient condition for the last spectral sequence to degenerate.
is affine, and is F is quasi-coherent, we have
Proof. Let us recall the following properties :
Under the same hypotheses, we have an isomorphism
is a inverse system of abelian sheaves on X, we have an isomorphism
Proofs can be found respectively in [11] 
is an inclusion, and it gives us a long exact sequence
where G m denotes the quotient, which is quasi-coherent and annihilated by I Z 1 ∖Z 2 , hence it can be seen as a O Z 1 ∖Z 2 -module, and if j ∶ Z 1 ∖ Z 2 → X ∖ Z 2 is the inclusion, we have j * j * G m = G m , and the spectral sequence
Hence for i > 0 we have surjections
for i > 0. If ι ∶ X ∖ Z 2 → X is the inclusion, for the same reasons as before, we have
for all p > 0, hence the spectral sequence
degenerates, and we get
Thanks to the excision lemma and to the spectral sequence ( * ), it is easy to show that 
Cousin complexes
If Z 4 ⊂ Z 3 ⊂ Z 2 ⊂ Z 1 are four closed subsets of X, we have different long exact sequences that give us the following diagram
Hence we have morphisms
The idea of Cousin complexes is to generalize this to a filtration
of X. We obtain complexes
Zn (F) → 0 which will be respectively denoted by Cousin {Z} F and Cousin {Z} F. In [16] , Kempf showed that Then :
(1) Cousin {Z} F is the complex of global sections of Cousin {Z} F ;
(2) the i-th homology group of Cousin {Z} F is isomorphic to H i (X, F). In particular, if
Moreover, he gave the following equivalent conditions to (a) :
and when {Z} is a filtration of X satisfying (b) and such that for all i, codim(Z i ) = i, (A) is satisfied for all locally free sheaves. Now assume we have a filtration {Z} of X satisfying (b) such that for all i, codim(Z i ) = i, and let F be a quasi-coherent sheaf on X. Definition. We define the i-th restricted Cousin complex F relatively to {Z} as the complex
Zn (X, F) → 0 and it will be denoted as Cousin {Z},i F. Equivalently, we define the i-th restricted local Cousin complex of F relatively to {Z} as
and it will be denoted as Cousin {Z},i F They are actually complexes since the diagram 
where ω X is the canonical sheaf of X.
In particular, D 
Since it is closed, it is the closure of a Bruhat cell X w . Since V * = w 0,P ′ .V (where w 0,P ′ is the longest element in the Weyl group W 
where for all J ⊂ Σ X ,
In particular, the cohomology groups H i (Y, L) can be nonzero only for i = 0, 3, 5 or 8.
Remark. PGL 3 PSO 3 is not a wonderful variety of minimal rank, but Tchoudjem has shown in [24] that the cohomology groups H i (Y, L) have a similar description. 
Proof. We already know there are k i and n i such that is isomorphic to D X as a O X -module, we have 
