Abstract. Let (M QP ) be a general mixed integer quadratic program that consists of minimizing a quadratic function subject to linear constraints. In this paper, we present a convex reformulation of (M QP ), i.e. we reformulate (M QP ) into an equivalent program, with a convex objective function. Such a reformulation can be solved by a standard solver that uses a branch and bound algorithm. We prove that our reformulation is the best one within a convex reformulation scheme, from the continuous relaxation point of view. This reformulation, that we call MIQCR (Mixed Integer Quadratic Convex Reformulation), is based on the solution of an SDP relaxation of (M QP ). Computational experiences are carried out with instances of (M QP ) including one equality constraint or one inequality constraint. The results show that most of the considered instances with up to 40 variables can be solved in one hour of CPU time by a standard solver.
Introduction
Consider the following linearly-constrained mixed-integer quadratic program:
M in h(x) s.t. Ax = b
(1) Dx ≤ e (2) 0 ≤ xi ≤ ui i ∈ I (3) 0 ≤ xi ≤ ui i ∈ J (4) xi ∈ N i ∈ I (5) xi ∈ R i ∈ J (6) where A ∈ M m,N (set of m × N matrices), b ∈ R m , D ∈ M p,N , e ∈ R p , I = {1, . . . , n} is the subset of indices of integer variables, J = {n + 1, . . . , N } is the subset of indices of real variables, u i ∈ N (i ∈ I), u i ∈ R (i ∈ J), and The quadratic sub-function of real variables,
qijxixj, is assumed to be a convex function, Q ∈ S N (space of symmetric matrices of order N ), and c ∈ R N . Without loss of generality, we shall suppose the feasible domain of (M QP ) nonempty.
When the subset of indices I of integer variables is empty, (M QP ) is a continuous quadratic convex problem which solution is polynomial. On the other hand, when the subset of indices J of the real variables is empty, (M QP ) is a general integer quadratic problem which solution is N P-hard [12] . To the best of our knowledge, very few publications consider solution of (M QP ) in this last case [19, 20, 25] .
Many applications in operations research and industrial engineering involve discrete variables in their formulation. Some of these applications can be formulated as (M QP ). For instance, (M QP ) is used in [10] for the unit commitment problem and for the Markowitz mean-variance model, in [11] for the chaotic mapping of complete multipartite graphs, in [7] for the material cutting, and in [17] for the capacity planning.
(M QP ) belongs to the class of Mixed Integer Non Linear Programs (MINLP). These problems are N P-hard [12] . Conventional approaches to solve (MINLP) include heuristic methods and global optimization techniques. Usually, heuristic methods consist of reducing as much as possible the non-convexity difficulty. The second approach consists of applying a Branch and Bound algorithm. The success of this last approach depends on the branching rules applied, that try to improve the bound for every sub-problem [1, 8, 21, 26] . The major drawback of applying one of these two approaches for solving (M QP ) is that they are very general and thus less appropriate in the specific case of (M QP ) which objective function is quadratic.
Standard solvers [4, 18] can efficiently solve Mixed Integer Quadratic Programs (MIQP), but only in the specific case where h(x) is convex. Thus, to solve (M QP ) by use of a standard solver, we choose to reformulate it into another program with a convex objective function. By convex reformulation, we mean to design a program, that is equivalent to (M QP ), and that has a convex objective function. In concrete terms, that consists of perturbing the Q matrix of h(x) in order to obtain a positive semi-definite matrix. Further, we will focus on convex reformulations that lead to tight continuous relaxation bounds.
Binary quadratic programming is a particular case of (M QP ), where J is empty and upper bounds u i are equal to 1. Our contribution in this work is to extend the ideas of QCR (Quadratic Convex Reformulation) [2, 3] from the binary case to the general mixed-integer case. We will see that, by construction, our approach is also an improvement of QCR even in the binary case. First, it improves QCR in terms of bound obtained by continuous relaxation, and second it allows to solve a larger class of problems, including mixed 0-1 quadratic programming.
The outline of the paper is the following. In Section 2, we recall the QCR approach. Then, in the rest of the paper, we present our approach, that we called MIQCR (Mixed Integer Quadratic Convex Reformulation). In Section 3, we present our extension of QCR to general integer programming. Then, in Section 4, we adapt our extension to general mixed-integer programming. In Section 5, we show how to use the inequality constraints to perturb the objective function of the reformulated problem. Finally, in Section 6, we evaluate MIQCR from the computational point of view. Our experiments are carried out on instances of (M QP ) including one equality constraint or one inequality constraint. These two different problems are called here the Equality Integer Quadratic Problem (EIQP), and the Inequality Integer Quadratic Problem (IIQP), respectively. Section 7 is a conclusion.
The original QCR (Quadratic Convex Reformulation)
method [3] In previous works, convex reformulations were introduced for binary quadratic programming. Indeed, it is easy to convexify a binary quadratic program because we have x 2 i = x i . Hammer and Rubin [15] use this property to add
to the objective function. This addition amounts to subtracting from the diagonal terms of matrix Q its smallest eigenvalue λ min (Q), what is sufficient to get a positive semi-definite matrix. In [2] , Billionnet and Elloumi improve the smallest eigenvalue approach. Again using the property x 2 i = x i , they introduce a convexification scheme that modifies each diagonal term of Q by a different coefficient. Then they search for an optimal convexification, in the sense that it produces the best bound obtained by continuous relaxation. They show that the optimal coefficients can be deduced from the dual solution of an SDP relaxation of the initial problem.
Then, Billionnet, Elloumi and Plateau [3] extend this last approach to the equality constrained 0-1 quadratic programs in a method that they called QCR. Let (QP 01 ) be the following equality constrained 0-1 quadratic program:
The idea of QCR is to perturb not only the diagonal terms of Q by a vector parameter, but also the off-diagonal ones using a matrix parameter. In addition to x 2 i − x i , the authors add to the objective function quadratic functions that vanish on the feasible domain. These new functions are obtained by multiplying the linear equality constraints by the variables. Thus, from a constraint n X j=1 arjxj = br, they build the functions
In other words, the authors consider the following 0-1 quadratic problem equivalent to (QP 01 ) and depending on two parameters ρ and σ:
It is easy to verify that f ρ,σ (x) = f (x) in the domain of x.
Let (SDP 01 ) be the following semi-definite program:
The authors search for values of ρ and σ such that both make f ρ,σ (x) convex and maximize the value of the continuous relaxation of (QP 01 ρ,σ ). They prove that the optimal values ρ * ri of ρ ri (i ∈ I, r = {1, . . . , m}) are given by the optimal values of the dual variables associated with constraints (7), and the optimal values σ * i of σ i (i ∈ I) are given by the optimal values of the dual variables associated with constraints (8).
Practically, QCR outperforms the method in [2] for equality constrained programs because it integrates equality constraints in the convexification process.
Note that it can be deduced from [9] (Proposition 5) that it is equivalent, from the continuous relaxation point of view, to perturb the objective function with equality constraints using a matrix parameter ρ or a scalar one α. One can think that a better bound would be obtained by adding the m × n expressions ρrixi( n X j=1 arjxj − br) with their own multiplier ρ ri . But, it is easy to see that it is equivalent to perturb the objective function by adding α
by considering the function fα,σ(
Indeed, if f ρ * ,σ * (x) is the best convex function equivalent to f (x), then f α * ,σ * (x), with α * = max r , i {ρ * ri : r = 1, . . . , m, i = 1, . . . n}, is also a convex function that is equal to f ρ * ,σ * (x) on the feasible set of the continuous relaxation of (QP 01 ).
In the rest of the paper we propose an extension of QCR to general mixedinteger quadratic programming.
3 Dealing with general integer variables: the pure integer case
In the first part of this work, we propose a convex reformulation of a specific case of (M QP ) where all the variables are integers, i.e. J = ∅. Let (QP ) be a such program:
where f (x) is the following non-convex function:
As there exists an abundant literature on binary quadratic programming, for example QCR [2, 3] or [6, [13] [14] [15] [16] , a natural way to solve (QP ) is to replace each integer variable by an expression of binary ones. Unfortunately, the straightforward reformulation of an integer program into a binary one increases drastically the size of the reformulated problem. Thus, this approach is not efficient for large problems.
In the integer case, the main difference with binary quadratic programming is that x 2 i is no longer equal to x i . However, we can extend the smallest eigenvalue approach by adding to the objective function −λmin(Q) new binary variables, and 3n new constraints. This provides us with a first method for solving (QP ) that we call NC (Naive Convexification).
In this section, we propose a reformulation scheme of (QP ) into an equivalent integer quadratic program (QP α,β ) depending on a scalar parameter α, and on a matrix parameter β. We prove that the continuous relaxation of (QP α,β ) is equivalent to another program (P α,β ) having a reduced size. Then, using (P α,β ), we look for α * and β * , the values of α and β that maximize the optimal value of (P α,β ). We show that α * and β * can be deduced from the solution of a semidefinite relaxation of (QP ).
A convex reformulation scheme
In our extension of QCR [2, 3] to the general integer case, we introduce new variables y ij , and new linear constraints to enforce the equality y ij = x i x j . These new variables will allow each term of matrix Q to be perturbed. In order to enforce the equality y ij = x i x j , with a reduced number of additional variables, we use the binary decomposition of the x i variables rather than the unary decomposition of NC. In a sense, our approach mixes ideas of linearization and convexification.
More precisely, given parameters α and β, we build (QP α,β ), a problem equivalent to (QP ). (QP α,β ) can be viewed as a compact transformation of (QP ) into a mixed binary quadratic program. We then prove a projection property of the polyhedron defined in (QP α,β ). This projection property will allow us to prove in Section 3.2 that optimal values of parameters α and β can be deduced from a semi-definite relaxation of (QP ). An interesting fact is that this semi-definite relaxation is only built from the initial x variables.
Let us rewrite (QP ) into (QP α,β ). The idea is to add to the initial objective function f (x) the following functions that vanish on the feasible domain of (QP ) under the assumption that y ij = x i x j :
-β, xx T − y where β ∈ S n and V, W stands for
We obtain the following program (QP α,β ):
where f α,β (x, y) is the following function:
and P xyzt is the following set:
x, y, z, t :
Let us prove that (QP α,β ) is equivalent to (QP ). First, it is straightforward that if x satisfies constraints (1) and
. Thus, it is enough to prove that the linear constraints of P xyzt enforce the equality between x i x j and y ij .
To build P xyzt we use the unique binary decomposition xi =
Then we deduce the equality xixj = log(u i ) X k=0 2 k t ik xj = yij, that we linearize by introducing new variables z ijk to replace each quadratic term t ik x j . Then we add the set of inequalities (12)- (15) ensuring that the z ijk are equal to the t ik x j . To prove that z ijk = t ik x j , it is sufficient to consider the two different values of t ik in (12)- (15) . Constraints (18), (19) and (20) are redundant, but they are necessary for the projection property of Theorem 1. Constraints (18) follow from the equality x i x j = x j x i . We build constraints (19) by multiplying constraints (3) together: (x i − u i )(x j − u j ) ≥ 0, as they were introduced by McCormick [22] . Constraints (20) follow from the inequality x 2 i ≥ x i that is satisfied for any integer x i .
Our reformulated program (QP α,β ) has
(1 + log(ui))) real variables, and 3n
(1 + log(ui)) + 3n 2 + 2n new constraints.
In this paper, we are interested in the reformulations of (QP ) into (QP α,β ) if f α,β (x, y) is convex. This is always possible. For example, if we denote by λ min (Q) the smallest eigenvalue of Q, by takingβ ii = −λ min (Q),β ij = 0 for all i = j, andᾱ any non-negative real, we build the convex function fᾱ ,β (x, y).
We now search for the values of α and β that both make f α,β (x, y) convex and maximize the continuous relaxation value of (QP α,β ), that we denote by (QP α,β ):
x, y, z, t ∈ P xyzt where P xyzt is the polyhedron obtained by relaxing the integrality constraints of P xyzt , i.e. replacing constraints (17) by:
In the following, we prove that (QP α,β ) is equivalent to another program with less variables and constraints. Theorem 1. The projection of P xyzt on variables x and y is the following polyhedron:
x, y :
Proof.
1. We first prove that for any (x, y) in P xy , there exists z, t such that (x, y, z, t) belongs to P xyzt . Let (x, y) ∈ P xy , and γ ij be any non-negative real such that (11), (15), (16), (17'), (18) , (19) and (20) are satisfied. We have now to prove that constraints (12) , (13) and (14) are satisfied: -Constraints (12): if x i = 0, then t ik = 0, and z ijk = 0. If x i > 0, it is sufficient to show that γ ij x j ≤ u j . That follows from (22) and from the definition of γ ij . -Constraints (13):
by constraints (23) , and since u i /ū i ≤ 1. (19) , and since u i /ū i ≤ 1, and x j − u j ≤ 0. 2. Let us now prove that for any (x, y, z, t) in P xyzt , (x, y) belongs to P xy .
Obviously, constraints (18) , (19) , (20) and (21) are satisfied. We have now to prove that constraints (22) and (23) are satisfied: -Constraints (22): by constraints (11), (12) and (16), we have
-Constraints (23): by constraints (18) and (22), we have yij = yji ≤ uixj.
2
Note that constraints (19) , (21)- (23) are RLT inequalities [22, 24] . From Theorem 1 and the fact that the objective function of (QP α,β ) does not contain the z and t variables, it follows that the polyhedron P xyzt in (QP α,β ) can be replaced by P xy . More formally, let (P α,β ) be the following program:
x, y ∈ Pxy Corollary 1. The optimal value of (QP α,β ) is equal to the optimal value of (P α,β ).
Computing the best convex reformulation
In this section, we show how to compute values of α * and β * that make f α * ,β * (x, y) convex, and that maximize the continuous relaxation value of (QP α * ,β * ). As shown in Corollary 1, this amounts to solving the following problem (CP ):
where v(P α,β ) is the optimal solution value of (P α,β ) and Q α,β = Q+αA T A+β. We can rewrite (CP ) as follows: (SDP )
An optimal solution (α * , β * ) of (CP ) can be deduced from the optimal values of the dual variables of (SDP ). The optimal coefficient α * is the optimal value of the dual variable associated with constraint (24) . The optimal coefficients β * ij are computed as β * ij = β Proof. We first rewrite f α,β (x, y) as follows:
Let (ᾱ,β) be any feasible solution to (CP ), and (X,x) be any feasible solution to (SDP ). The solution (x, y) such that x =x and y =X is obviously a feasible solution to (Pᾱ ,β ). Now, to prove that
We have therefore to prove that Q,X + α A T A,X + β ,X − Q +ᾱA T A +β,xx T ≥ 0, and thus Q +ᾱA T A + β,X −xx T ≥ 0. This last inequality is true because (ᾱ,β) is a feasible solution to (CP ), and (X,x) is a feasible solution to (SDP ), and thus both matrices (Q +ᾱA T A +β) and (X −xx T ) belong to S + n .
Prove that v(CP
where (DSDP ) is the dual of (SDP ).
The following problem (DSDP ) is the dual of (SDP ):
where ρ and σ are the dual variables associated to constraints (1) and (2), respectively. For v ∈ R n , we denote by M = diag(v) ∈ S n the matrix where
Let (ᾱ,β,ρ,σ) be a feasible solution to (DSDP ), from constraint (32), we get Qᾱ ,β 0 and obviously (ᾱ,β) is a feasible solution to (CP ), which objective value is equal to v(Pᾱ ,β ). Let (x,ȳ) be any feasible solution to (Pᾱ ,β ), to prove that v(CP ) ≥ v(DSDP ), we prove that: fᾱ ,β (x,ȳ) ≥ g(ᾱ,β,ρ,σ). We have:
By constraint (34), we get:
Moreover, by constraints (19) , (20), (21), (22) and (23), and sinceβ 1 ,β 2 ,β 3 ,β 4 ,β 5 , u are non-negative, we have:
By constraints (33), and since x is non-negative, we have :
Moreover, by constraints (1) and (2)
Finally, by constraint (32) of (DSDP ) we have:
3. First, we proved that from any feasible solution to (SDP ) we can design a feasible solution to (Pᾱ ,β ), where (ᾱ,β) is any feasible solution to (CP ), and such that v(Pᾱ ,β ) ≤ v(SDP ). Hence, that is still true for (α * c , β * c ) an optimal solution to (CP ), and thus we have v(CP ) = v(P α * c ,β * c ) ≤ v(SDP ). Then, we proved that from any feasible solution (ᾱ,β,ρ,σ) to (DSDP ), (ᾱ,β) is also a feasible solution to (CP ), such that v(CP ) ≥ v(DSDP ). Hence, this is still true for (α * d , β * d ) any optimal solution of (DSDP ), and thus we have v(
is a feasible solution to (CP ), and since (CP ) is a maximization problem, we have
and thus an optimal solution of (CP ) is (α * d , β * d ).
2 Remark 1. From the proof of Theorem 2, it follows that for any feasible solution to (DSDP ) with an objective value ∆, we can deduce a convex reformulation whose bound by continuous relaxation is not smaller than ∆
Dealing with continuous variables
In this section, we adapt our approach to general mixed-integer quadratic programming, following the same reasoning steps as for the pure integer case of Section 3.
A convex Reformulation of (MQP)
We now define the following set of couples of indexes P = {(i, j) ∈ I 2 ∪ (I × J) ∪ (J × I)}, and the following perturbed function:
with α ∈ R, and to simplify the writing, we consider β ∈ S N , with β ij = 0,
Based on the same ideas as in Section 3, we consider the following problem that is equivalent to (M QP ):
where M P xyzt is:
Note that the main difference with the pure integer case is that we do not perturb h(x) with β ij (x i x j − y ij ) when (i, j) ∈ J 2 . The assumption that the subfunction of pure real variables is convex ensures us of the existence of a trivial convex reformulation of (M QP ). Indeed, it is always possible to choose α and β in such a way that h α,β (x) is convex. For example, take α any non-negative real, β ij = −q ij , (i, j) ∈ (I × J) ∪ (J × I), β ij = 0, (i, j) ∈ I 2 , i = j, and β ii = −λ min (Q I ), i ∈ I where Q I is the sub-matrix of Q defined by (q ij ) (i,j)∈I 2 . Note that this trivial convex reformulation amounts to convexifying the integer products and to linearizing the mixed integer ones.
Once again, we are interested in the continuous relaxation of (M QP α,β ). Hence, we adapt Theorem 1 to mixed-integer programming.
Theorem 3. Let M P xyzt be the polyhedron obtained by continuous relaxation of M P xyzt (i.e. constraints (17) are replaced by (17')). The projection of M P xyzt on variables x and y is the following polyhedron : Proof. Straightforward from the proof of Theorem 1. 2
Computing the best convexification
As in Section 3, we want to compute the values of α and β that maximize the optimal continuous relaxation value of (M QP α,β ). More formally we want to solve:
. An optimal solution (α * , β * ) of (M CP ) can be deduced from the optimal values of the dual variables of the following semi-definite program: (2)(4)(29)(30) 
The optimal coefficients α * and β * are deduced in the same way as in Theorem 2.
Proof. Straightforward from the proof of Theorem 2. Example . Let (M QP e ) be an instance of (M QP ) with 2 integer variables and 2 continuous variables: 
Observe that the sub-matrix
« is positive semi-definite.
An optimal solution of (M QP e ) is x = (8, 10, 2.03, 7.19) and its value is −3434.27.
Since there is no equality constraint there is no parameter α. Thus, we perturb the Q matrix as follows: 
Dealing with inequality constraints
Considering a quadratic program containing p inequality constraints, it is easy to replace each inequality constraint by an equality one, by adding p slack variables. To perform this reformulation we distinguish two cases: case 1: Consider the pure integer problem (QP ) defined in Section 3, where all the coefficients of the inequality constraints are integers or rationals. To perturb the objective function not only with equality constraints, but also with inequality ones, we reformulate (QP ) into an equality constrained program (QP ) by adding p integer and upper bounded slack variables. Such a problem can be handled as described in Section 3. case 2: Consider the mixed-integer problem (M QP ) defined in Section 1. To perturb the objective function with inequality constraints, we reformulate it into a mixed-integer quadratic equality constrained program (M QP ) by adding p continuous and upper bounded slack variables. Such a problem can be handled as described in Section 4.
Example (Continued). We transform (M QP e ) into an equivalent mixed-integer problem with one equality constraint using the method described above in case 2: 
There is now one equality constraint, and thus in addition to the β parameter, we have an α parameter. We perturb the Q matrix as follows: 0 B B B B @ −7 + β11 + 25α 3 + β12 + 5α −15 + β13 + 40α −4 + β14 + 20α β15 + 5α 3 + β12 + 5α −14 + β22 + α −7 + β23 + 8α −13 + β24 + 4α β25 + α −15 + β13 + 40α −7 + β23 + 8α 8 + 64α 7 + 32α 8α −4 + β14 + 20α −13 + β24 + 4α 7 + 32α 12 + 16α 4α
where the optimal value of the α parameter is 344.08, and the optimal values of the β parameter are: β 11 = β 13 = β 14 = 0, β 12 = −5.55, β 15 = −13.67, β 22 = 20.56, β 23 = 2.10, β 24 = 5.12, and β 25 = −0.37.
For the reformulated problem, the optimal value of the continuous relaxation equals −3434.45. The gap is then of 0.005%.
Computational results
In this section, we experiment our approach using the following exact solution algorithm of mixed-integer non-convex quadratic programs (M QP ) based on the MIQCR approach:
Algorithm 1 Solution algorithm to (M QP ) based on MIQCR step 1: If necessary, transform each inequality constraint into an equality one. (Its continuous relaxation (M QP α * ,β * ) is a convex program with an optimal value equal to the optimal value of (SDP ))
In the rest of the section, we compare MIQCR with the naive convex reformulation NC, concisely described in Section 3. NC is able to solve (M QP ) only when J is empty, i.e. to solve (QP ). The idea of NC is to subtract the smallest eigenvalue of the Q matrix from its diagonal terms in order to get a positive semi-definite matrix. We obtain the following program:
Our experiments concern two different problems with general integer variables (i.e. J = ∅): the Equality Integer Quadratic Problem (EIQP ) that consists of minimizing a quadratic function subject to one linear equality constraint, and the Inequality Integer Quadratic Problem (IIQP ) that consists of minimizing a quadratic function subject to one linear inequality constraint.
For both problems, we generate two classes of instances (EIQP 1 ) (resp. (IIQP 1 )) and (EIQP 2 ) (resp (IIQP 2 )). For each class we generate instances with 20, 30, and 40 variables where the coefficients are randomly generated as follows:
(EIQP 1 ) and (IIQP 1 ) -The coefficients of Q and c are integers uniformly distributed in the interval [−100, 100]. More precisely, for any i < j, a number ν is generated in [−100, 100], and then q ij = q ji = ν. -The a i and d i coefficients are integers uniformly distributed in the interval [1, 50] .
ai and e = 15 *
di .
-u i = 30, i ∈ I.
Note that in these instances the solution, x i = 15 for all i, is feasible.
(EIQP 2 ) and (IIQP 2 )
-The coefficients of Q and c are randomly generated as for (EIQP 1 ) and (IIQP 1 ). -The a i and d i coefficients are integers uniformly distributed in the interval [1, 100] .
ai and e = 20 *
Note that in these instances the solution, x i = 20 for all i, is feasible.
For each problem and for each n = 20, 30, or 40 we generate 5 instances obtaining a total of 60 instances.
Our experiments are carried out on a PC with an Intel core 2 duo processor of 2.8 GHz and 2048 MB of RAM using a Linux operating system. We use the modeling language ampl and the solver Cplex version 11 [18] for solving mixed integer quadratic convex programs, and the solver CSDP [5] for solving semidefinite programs.
The results are presented in Tables 1-4 , where each row corresponds to one instance.
Legends of the tables:
-name: Problem n nb, where n is the number of variables and nb is the instance number. -opt: optimal value of the instance. This value is obtained by keeping the MIQCR solution phase running until the end of the Branch and Bound algorithm even if it takes more than 1 hour. -For both problems (IIQP ) and (EIQP ), columns NC present the results for the naive convexification, and columns MIQCR for the MIQCR algorithm. As there is no inequality constraints in problems (EIQP ), it is straightforward that in this case, there is no step 1 in the MIQCR algorithm. For problems (IIQP ), columns MIQCR present the results for the MIQCR algorithm that uses continuous slack variables to transform the inequality constraint into an equality one, as explained in Section 5 (case 2). In our experiments we have chosen to test this more general method. One might get different results by applying the method devoted to the pure integer case (case 1). For problems (IIQP ), we also tested the MIQCR algorithm without perturbing the objective function with inequality constraints, i.e. without step 1. These results are presented in columns MIQCR'.
-ig (initial gap): opt − l opt * 100 where l is the optimal value of the continuous relaxation at the root node. -time: CPU time (in seconds) required by the branch-and-bound algorithm.
The time limit is fixed to 1 hour. -nodes: number of nodes visited by the branch-and-bound algorithm.
-fg (final gap): opt − b opt * 100 where b is the value of the best lower bound after 1 hour of solution time. Tables 1 and 2 present the results for (EIQP 1 ) and (EIQP 2 ). For all the instances, we observe that the bound obtained by continuous relaxation in MIQCR is much better than in NC. Indeed, in (EIQP 1 ) the average initial gap over the 15 instances decreases from 14.44% (for NC) to 0.06% (for MIQCR). In (EIQP 2 ) this initial gap decreases from 18.65% to 0.08%. Hence, this average gap is divided by a factor of about 200 and, unsurprisingly, the average number of Branch and Bound nodes is divided by an important factor (about 3000). Moreover, the initial gap associated with MIQCR remains stable since it varies in (EIQP 1 ) from 0% to 0.21% and, in (EIQP 2 ), from 0% to 0.29%. On the contrary, the initial gap associated with NC varies in (EIQP 1 ) between 7.73% and 21.15% and, in (EIQP 2 ), between 11.22% and 24.44%. Except for instances of (EIQP 1 ) with 20 variables and for the instance EIQP 2 20 3, NC does not find the proved optimal solution within 1 hour of CPU time, while MIQCR solves 14 instances of (EIQP 1 ) out of 15 and 13 instances of (EIQP 2 ) out of 15. However, NC can be viewed as a simple heuristic method since the solution provided after one hour of computation is less than 0.2% from the optimal solution (computed by MIQCR).
To get optimal values of instances EIQP 1 40 1, EIQP 2 40 2, and EIQP 2 40 3, MIQCR takes 3868s, 5550s and 9476s, respectively. Finally, let us mention the preprocessing time associated with the solution of the semidefinite programs. In (EIQP 1 ) it takes 180s, 1200s and 5000s on average, for instances of size 20, 30, and 40, respectively. In (EIQP 2 ) these average preprocessing times are equal to 70s, 600s, and 3500s, respectively. Observe that, as follows from Remark 1 and because the SDP solvers often provide dual feasible solutions as they progress, the solution of semidefinite programs can be stopped after a fixed time. This possibility is interesting for large instances since SDP solvers generally find a good solution very quickly. Tables 3 and 4 present the results for (IIQP 1 ) and (IIQP 2 ). To test the impact of integrating inequality constraints into the convexification process, we solve the 30 instances by the two algorithms MIQCR' and MIQCR described above. MIQCR' is MIQCR without step 1, i.e. without transforming the inequality into equality. Results for these classes of problems reveal a similar trend as for (EIQP ) in terms of initial gap, nodes, and computational time for both methods NC and MIQCR'. However, the initial gap obtained by MIQCR' is less stable than for (EIQP 1 ) and (EIQP 2 ) ; in (IIQP 1 ) it ranges from 0.05% to 1.55% with an average of 0.72%, and in (IIQP 2 ) from 0.03% to 17.80% with an average of 4.22%. We can clearly see the improvement of the gap value in the results of the MIQCR column, since the average gap in (IIQP 1 ) (resp. (IIQP 2 )) decreases from 0.72% (resp. 4.22%) for MIQCR' to 0.12% (resp. 0.06%) for MIQCR. Moreover, the number of nodes in MIQCR is divided by a factor 3 for (IIQP 1 ) and by a factor 10 for (IIQP 2 ), in comparison to MIQCR'. MIQCR is able to solve all the instances while MIQCR' solves only 28 instances out of 30. For (IIQP 1 ), the solutions of the semidefinite programs associated with MIQCR' require 65s, 750s and 4000s on average, for instances of size 20, 30, and 40, respectively. In the case of MIQCR these average computation times are equal to 240s, 1850s and 8000s, respectively. For (IIQP 2 ), the solutions of the semidefinite programs associated with MIQCR' require 40s, 300s and 1600s on average, for instances of size 20, 30, and 40, respectively. In the case of MIQCR these average computation times are equal to 250s, 1850s and 9000s, respectively.
Conclusion and future research
In this paper, we introduce a solution approach for general mixed-integer quadratic programs (M QP ). This approach, that we called MIQCR, is an extension of an earlier convex reformulation of quadratic programs with 0-1 variables known as QCR. MIQCR handles general integer variables, continuous variables under a few assumptions, and inequalities.
As QCR, MIQCR has two phases: the first phase consists of building a convex reformulation of (M QP ), and, in the second phase, the reformulated problem is submitted to a MIQP solver. To build our reformulation, we propose a general convex reformulation scheme for (M QP ). Then, we focus on the best reformulation within that scheme, from the continuous relaxation bound point of view. We show that this best reformulation can be obtained from the solution of an SDP relaxation of (M QP ). Computational experiments on two types of problems show that MIQCR is able to solve, within one hour of computation, instances having one constraint and up to 40 integer variables. The good quality of these results is due to the tightness of the bound at the root of the Branch and Bound algorithm and to the efficiency of the MIQP solvers.
An interesting additional result is that MIQCR constitutes an improvement of QCR for quadratic 0-1 programs. First, it improves the bound obtained by continuous relaxation, and second, it handles continuous variables and inequalities. A second additional result is that MIQCR can be immediately adapted to quadratic constraints, as it mixes ideas of linearization and that of convexification.
Let us lastly mention the introduction of the naive convexification NC as a basic method for computational comparison purposes. Our results show that, finally, NC can be viewed as a simple-to-implement heuristic.
A future research topic may focus on reducing the solution time of MIQCR. One idea is to take benefit from the polyhedron projection property proved in Theorem 1 to design a specialized Branch and Bound algorithm. 
