Let X be a finite set and let d be a function from X = X into an arbitrary group G G. An example of such a function arises by taking a tree T whose vertices Ž include X, assigning two elements of G G to each edge of T one for each . Ž . orientation of the edge , and setting d i, j equal to the product of the elements along the directed path from i to j. We characterize conditions when an arbitrary function d can be represented in this way, and show how such a representation may be explicitly constructed. We also describe the extent to which the underlying tree and the edge weightings are unique in such a representation. These results generalize a recent theorem involving undirected edge assignments by an Abelian group. The non-Abelian bi-directed case is of particular relevance to phylogeny reconstruction in molecular biology. ᮊ 1999 Academic Press
INTRODUCTION
A classical problem in classification is the following: when can an arbitrary metric on a finite set be realized by embedding the points of the metric space in a positively edge-weighted tree with its associated minimum path-length metric? More precisely, given a metric d: X = X ª ‫ޒ‬ G 0 , Ž . when does there exist a tree T s V, E with X : V and a weighting w:
such that d i, j is the sum of the weights of the edges on the path connecting vertices i and j? Furthermore, if d has such a representation, what can one say concerning the possible choices of T and w? Ž Both questions have well-known solutions which date back 30 years see w x . 7, 14, 16 . Specifically, a tree representation exists for all of X precisely if 1 it exists for every subset of X of size at most 4, and this, in turn, is Ž . equivalent to an appropriate ''four point condition'' involving in equalities Ž . on sums of pairs of d i, j values. Furthermore, when they exist, the pair Ž . T, w that accommodates a representation of d is uniquely determined, provided T has no vertices in V y X of degree less than 3 and w is strictly positive. Note that the last two provisos can always be imposed.
These classical results, which have become a central tool in classification Ž . particularly in evolutionary biology have been subsequently generalized w x in several directions. Hakimi and Patrinos 11 considered two extensions: Ž G 0 . first, allow for edge weightings over ‫ޒ‬ rather than just ‫ޒ‬ ; and, second, Ž to consider trees in which each edge is assigned two real numbers one for . Ž . each orientation of the edge , with d i, j now being defined as the sum of the weights on the directed path from i to j. This second extension allows, but does not necessarily imply, non-symmetry in the function d. w x A second line of generalization was adopted by Bandelt and Steel 4 to allow edge weightings to take values in a suitably structured Abelian semigroup. One spin-off of this approach was to provide a tree representation for distance hereditary graphs. w x A third line of generalization was provided by Bocker and Dress 5 whö Ž developed a purely combinatorial statement i.e., involving no algebraic . w x w x structure which implied the result of 4 ; though, as pointed out in 5 , the w x two results are actually equivalent. The main theorem from 5 will be a central tool here.
This paper represents a continuation of this story. We generalize the w x approach of 4 by allowing the edge weightings, and hence d, to take values in an arbitrary group, and we follow the approach of Hakimi and Patrinos of allowing each edge to have two weightings, according to its two orientations. This two-step generalization leads to only a slight complication in the statement of the main existence theorem.
A key motivation for considering these generalizations comes from the field of molecular biology, and, in particular, the problem of reconstructing evolutionary trees from aligned genetic sequences. If one assumes that these sequences evolve according to standard Markov models, then to each Ž edge of the underlying tree is associated two transition matrices depend-. ing on the direction along the edge that the process is run . The ordered product of these transition matrices along the path from species i to Ž . species j is then the net transition matrix for the pair i, j which can be Ž w x . estimated from genetic data see 2, 8, 15 . Thus, if we have r-state Ž . sequences for instance r s 4 for DNA sequences , we are precisely in the setting of assigning elements of the non-Abelian group G G of r = r non-sin-Ž . gular real matrices to each orientation of the edges and taking directed products. The results below describe conditions under which the associated Ž . Ž tree and the edge-weightings can be reconstructed thereby generalizing w x. the results of 2 . Moreover, these results describe conditions under which Ž such a representation exists over G G of course, for this particular problem we require moreᎏnamely, representation over the semigroup of transition matrices, however, representation over G G is certainly a necessary condi-. tion . We return to this particular setting in the last section.
The structure of the paper is as follows. We begin Section 2 by setting up some terminology and establishing a basic property of tree representations. Several mappings are defined and some important relationships between these mappings are determined. In Section 3, we state the two Ž . main existence and uniqueness results, Theorems 3.1 and 3.2, and prow x vide proofs. We also derive, as a corollary, the main theorem from 4 . Section 4 makes some concluding remarks.
PRELIMINARIES
Throughout this paper, X will denote a finite set, and G G will denote an arbitrary group with identity element 1 . We multiply elements of G G from
Let T be a tree with vertex set V and edge set ÄÄ 4 4 Ž .
4 otherwise¨is a leaf. An edge e s u,¨g E is interior if both u andä re interior vertices, otherwise we say e is exterior.
ⅷ Suppose we have a map : X ª V with the property that, for all g V, deg¨F 2 «¨g X .
Ž .
Ž .
T Ž . The pair T ; is called an X-tree, and we sometimes write this as the Ž . ordered triple V, E; . If is a bijection from X into the set V of 1 Ž . degree-one vertices of T, then V, E; is a phylogenetic X-tree. In this case, we can view X as a subset of V and so we frequently just denote a 1 Ž . phylogenetic X-tree by just T or V, E , since is implicitly determined. Ä 4 An example of a phylogenetic X-tree for X s i, j, k, x is shown in Fig. 1 .
X . Two X-trees V, E; and V , E ; are isomorphic if there exists a bijection ␣ : V ª V X which induces a bijection between E and E X and which satisfies X s ␣ ( , in which case ␣ is unique. We denote isomorphism by the symbol ' . there is no change of ambiguity.
ⅷ A proximity mapping is any function ␦ :
i, j s ␦ i, j ; in which case T ; ; w is said to be ŽT ; ; w . Ž . a tree representation of ␦. If, in addition, T ; is a phylogenetic X-tree Ž . and each interior edge is properly weighted, then T ; ; w , or more briefly Ž . T ; w , is said to be a standard tree representation of ␦.
Before proving Proposition 2.1, we describe how a tree representation Ž . T ; ; w of a proximity map ␦ gives rise to an associated tree representa-Ž
For each interior vertex¨g V with s¨) 0 and for each Ž . Ž . leaf¨g V with s¨) 1, let us make¨the endpoint of s¨new edges, Ž . Ž . and modify so that, instead of mapping S¨to¨, we map Sb ijectively to the endpoints of the new edges, thereby creating a phyloge-
netic X-tree T ; . Let w denote the extension of w to the arcs of T by assigning the value 1 to both arcs of each newly created edge. We will 
is a phylogenetic X-tree, a routine check shows that T ; ; w is a tree representation of ␦. Let T denote the tree obtained from T by contract-
ing u,¨and let E denote the edge set of T . Then the tree T ; ; w ,
. where the mapping w : E ª G G is defined, for all¨,¨g E , by
easily checked that the return-trip weight of every edge in T ; ; w is Ž . equal to 1 if and only if it is equal to 1 in T ; ; w . Hence, in
; w , the number of properly weighted interior edges is one less than 1 
Ž
. that for T ; ; w . By continuing this process if necessary, we eventually obtain a standard tree representation of ␦.
Remark. In contrast to the classical real-valued symmetric setting, a tree proximity map may not have a tree representation in which the weighting function is proper on all edges. In the proof of Theorem 3.1, we outline an explicit polynomial-time construction of a standard tree representation of a tree proximity map.
Before proceeding further, we require the definition of several maps, each of which are essential to the proofs of the main theorems of this paper.
Given a tree T s V, E , a discriminating G G-dating map Ä 4 is a function t: V ª G G with the property that if u,¨is an interior edge of Ž .
Ž . T, then t u / t¨.
ⅷ Given a proximity map ␦ : X = X ª G G and an element x in X, there is an important associated map ␦ :
Note that ␦ is not usually a proximity map since we generally have x Ž . ␦ i, i / 1 . We may regard ␦ as the non-Abelian analogue of a classical
Ž transformation for real-valued, symmetric proximity maps described, for w x. example, by Farris, Kluge, and Eckardt 10 .
and a proximity map ␦ : X = X ª G G, we describe two associated mappings: 
where glb denotes the greatest lower bound under the partial order
ii An arc weighting function w s w : E ª G G which is defined
To each pair of arcs u,¨and¨, u , assign the weights w u,Ž . and w¨, u , respectively, so that:
Lastly, two other mappings are needed. Suppose that T ; w is a Ž . standard tree representation for a tree proximity ␦ with T s V, E . Let
Ž . Ž . u ,¨denotes the arcs on the path from x to¨so u s x and¨s¨,
Ž . In other words, for all¨g V, t¨is the ordered product of the weights of the arcs on the directed path from x to¨multiplied by the ordered Ž . product of the weights on the directed path from¨back to x. Since T ; w Ž is a standard tree representation and so each interior edge is properly .
ŽT ; w; x .
weighted , it follows that t is a discriminating G G-dating map.
Ž .
X ii The second map t : V ª G G is defined as follows: for each ␦ , ẍ g V, select elements i and j of X so that¨is the greatest lower bound Ž . under the partial order F of i and j, and set
␦ , x x Ž . That t is well defined i.e., independent of the choice of i and j so that,
proximity, and, moreover, t is a discriminating G G-dating map, follows
from the first part of Lemma 2.2.
The following lemma establishes some important relationships between the above mappings. Proof. Part 1. To prove the first half of Part 1, let¨be an element of V, the set of vertices of T, and choose elements i and j of X so that Ž . Ž . s glb i, j in T. Let p resp., q be the ordered product of arc F¨ẍ Ž . weights on the path from x to¨resp.,¨to x in T. Furthermore, let p i Ž . resp., q be the ordered product of arc weights on the path from¨to i j Ž . Ž . resp., j to¨in T. Since T ; w is a tree representation of ␦, it follows that y1 y1
For the second half of Part 1, set t X [ t . Since t s t ŽT ; w; x . and
Ž . x, x s 1 s ␦ x, x , as required.
I s 2. In this case, we may assume that i s x.
Ž . we deduce that t x s 1 and so, by the definition of w , we have
ŽT ; w .
t, x ⅷ I s 3. By the definition of w , we have
ŽT ; w . 
Furthermore, up to canonical isomorphism, T is unique.
Combining Corollary 2.3 with Proposition 2.4, we get Corollary 2.5. The existence part of Theorem 3.1 is proved via Corollary 2.5.
MAIN RESULTS

Ž
We are now ready to state and prove our two main existence and . uniqueness results, Theorems 3.1 and 3.2. Note that an explanation for the slight complication concerning ''H '' in Part 2 of the statement of ␦ Theorem 3.1 is given in the remark immediately following the proof of Theorem 3.1.
Ä 4
1. If ␦ is a tree proximity map, then ␦ satisfies the following conditions:
Ž . P1 For all distinct elements i, j, and k of X,
Ž . P2 For all four distinct elements of X, we can order these elements as i, j, k, and l so that y1 y1 Proof. If ␦ is a tree proximity map, then it is straightforward to check Ž . Ž . that P1 and P2 must hold by cancelling the products of the appropriate arc weights in G G. Thus part 1 of Theorem 3.1 holds.
Before proving Part 2 of Theorem 3.1, we note the following. If
for some elements i, j, k, and l of X, Ž . then it is easily checked using P1 that
also holds. We freely use this observation in the proof that follows. 
, then it is clear that 3.1.1 holds. Therefore assume <Ä 4 < that x, i, j, k, l s 5. Depending on the relationship between i, j, k, and l Ž . given by P2 and noting the observation above, there are three cases to consider:
Ž . Ž . We denote the above equations as i ᎐ iii , respectively. Moreover, in the Ž . Ž . Ž . analysis of Cases i ᎐ iii , we freely use the fact that U1 holds for ␦ .
Ž . completing the proof of U3 for Case i .
Ž .
Ž . Ž . Case ii . The proof of U3 for Case ii is analogous to that of Case Ž .
Ž . Ž i . We omit the details and just note that we first deduce ␦ x, k ␦ j,
Ž . Ž . respectively. By combining 2 and 3 , we deduce that
which in turn implies that
Ž . Ž . Substituting iii into 4 , we get y1 y1 y1 y1
Since H has no elements of order 2, the last equation implies that
x as required.
Ž . Ž . We conclude that ␦ satisfies U1 ᎐ U3 and so, by Corollary 2.5, ␦ is a x tree proximity map and this completes the proof of Part 2.
Lastly, we describe a polynomial time algorithm for finding a standard tree representation of ␦. First, we provide a construction of a phylogenetic X-tree that turns out to be isomorphic to the underlying phylogenetic X-tree of a standard tree representation of ␦. For a tree proximity map ␦ Ž . and an element x in X, let R ␦ , x denote the set of x-rooted phyloge-Ž . netic trees that is, trees rooted on leaf x which is constructed as follows. For each pairwise disjoint triple i, j, k g X, if
< Ž . then place the x-rooted tree ij kx, as shown in Fig. 1 , into R ␦ , x . Let w Ž .x Ž . A R ␦, x denote the x-rooted tree constructed from R ␦ , x by applying w x Ž w x. the algorithm of Aho et al. 1 see also 6, 13 . Briefly, in this algorithm, Ä 4 one first constructs a graph G having vertex set X y x and with an edge Ä 4 between any two vertices i and j precisely if there exists k g X y x such < Ž . that ij kx g R ␦ , x . One then takes the connected components of this graph, which form the top ''clusters'' of the tree, and continues this process w recursively on the vertices of each component. For further details see 6, x 13 .
Ž . We now show that if T ; w is a standard tree representation of ␦, then
Ž . To prove 6 , we argue by induction based on the number of interior vertices in the longest path of T that starts at x, when one considers T as Ž . Ž . an x-rooted tree. Let h T denote this number. If h T s 1, then, as T is part of a standard tree representation of ␦ , it follows by the first part of Ž . Ž . Lemma 2.2 that R ␦ , x is empty and so 6 holds.
Ž . Ž . Now assume that h T ) 1 and that 6 holds for all trees in a standard tree representation of ␦ with fewer interior vertices in the longest path starting at x. For r ) 1, let V , V , . . . , V denote the vertex sets of the 1 2 r subtrees of T, other than the isolated vertex x, incident with the vertex of
Let G be the graph described above in the brief description of the algorithm. To prove the induction step of the proof, it suffices to show that X , X , . . . , X are precisely the vertex sets of the connected components 1 2 r Ä 4 of G. That is, for some p g 1, 2 , . . . , r , elements i and j are both in X if p Ä 4 < Ž . and only if there exists k g X y x such that ij kx g R ␦ , x . We now show that this is indeed the case. Ä 4 Ž . Suppose that i, j g X , for some p g 1, 2, . . . , r . Let¨s glb i, j in Ž . Ž . set of T, is a discriminating G G-dating map and so t u / t¨.
Ž . Ž . Given a standard tree representation T ; w of a tree proximity map ␦ our second main result shows that, up to isomorphism, T is determined by ª ␦ , and the arc weighting w: E ª G G is partially determined. More pre-Ž w cisely, although w is not completely determined as pointed out by 2, 8,
x. 11 , the return-trip weights of every exterior edge as well as, up to Ž . conjugacy, the return-trip weights of every interior edge of T ; w can be Ž w x. obtained this was established for the particular group analyzed in 2 .
Moreover, we show that the arc weights can be arbitrarily specified on a certain subset of arcs, but once this is done, then all the remaining arc weights are determined.
Before stating Theorem 3.2, we note the following. If T and T X are two Ž . isomorphic trees, then one can identify the set of vertices resp., edges of X Ž . T as being equal to the set of vertices resp., edges of T. For the sake of Ž . simplicity and without ambiguity, we shall treat the vertices resp., edges of two such trees in the statement and proof of Theorem 3.2 as equivalent. 
i If e is an exterior edge, then
ii If e is an interior edge, then
where Part 2. Here we freely use the fact, from the previous paper, that T is isomorphic to T X .
Ž . Ä 4
To prove i , suppose that e s i, u is an exterior edge of T, where Ž . i g X. If i and u are the only vertices of T, then i holds. Therefore assume that T has at least three vertices. Let j and k be elements of Ä 4 X y i such that the path from j to k in T is incident with u. It follows that
Ž . completing the proof of i .
Ž . Ä 4 To prove ii , suppose that e s u,¨is an exterior edge of T. Now let i and j be elements of X such that the path from i to j is incident with u, but not with¨. Similarly, let k and l be elements of X such that the path from k to l is incident with¨, but not with u. Then y1 y1
ŽT ; w . Ž T ; w .
By equating the right-hand sides of the last two equations, and then Ž . F u holds, the ordered product of the weights of the arcs from x toẍ Ž . Ž .Ž Ž . . resp., u and back to x is equal to t¨resp., t u . It is not difficult
Ž . to see that this can be done recursively and furthermore uniquely based Ž . on the number of edges separating¨resp., u from x. 
w is a tree representation of ␦. Furthermore, T ; w must be a standard tree representation of ␦ , for otherwise, the phylogenetic X-tree associated with the standard tree representation of ␦ obtained from Ž U . T ; w , by the method described in Proposition 2.1, has fewer internal vertices than T, contradicting Part 1.
Since w U and ␦ determines the weight of each arc under w U and since < A T is isomorphic to T X , it follows that all standard tree representations of ␦ can be obtained in this way by making the appropriate assignment of elements of G G to the members of A and that if w s w X , then w s w X .
This completes the proof of Part 4 and so Theorem 3.2 is proved.
We complete this section of the paper by showing that the main w x theorem of 4 can be deduced from Theorems 3.1 and 3.2. Ž Suppose S S is an Abelian semigroup with identity we denote the bindary operation by addition q, the identity by 0, and write 2 x as . w x shorthand for x q x . In 4 , the authors considered two further conditions Ž . on S S , namely, cancellation x q y s x q z « y s z and uniqueness of Ž . halves 2 x s 2 y « x s y . These two conditions are easily seen to be equivalent to the condition that S S embeds in an Abelian group G G that has no elements of order 2. Thus the following corollary immediately gives the w x main theorem of 4 . to 1 . Assigning arc weights by setting w u,¨[ P , the induced tree Ž . proximity value ␦ i, j is the net transition matrix of the states at j conditional on the states at i. For technical reasons, the following mild Ž . restrictions are usually imposed in this model: i each transition matrix is Ž neither a singular matrix nor a permutation matrix this is equivalent to Ä 4. Ž . requiring that the matrix determinant is not in 0, " 1 ; and ii , for some Ž vertex in the tree, each state occurs with strictly positive probability this . ensures that some quantities described below are well defined . Restriction Ž .
Ž u,¨. Ž¨, u.
i clearly implies that P P is not the identity matrix for any edge Ä 4 Ž . u,¨of T. Consequently T ; w provides a standard tree representation of Ž . Ž ii . y1 i j ␦. Now, by elementary probability theory, ␦ i, j s J J where, for Ä 4 k l k,l g i, j , J is the r = r matrix consisting of the joint probabilities of the states at leaves k and l. Thus, by Theorem 3.2, we see immediately that the joint probability distributions of states at pairs of leaves determine Ž Ž . Ž. . T up to isomorphism under restrictions i and ii . This result was w x established using a less direct approach in 8, 12, 15 , essentially by Ž reducing the problem to the classical setting symmetric edge weightings G 0 . over ‫ޒ‬ . Ž Ž . Ž . . quadruple gives rise via P1 and P2 , respectively to r polynomial identities.
Referring to Theorem 3.1, note that, in this setting, H would not be ␦ expected to have elements of order 2, however G G clearly does, which is why we did not impose the simpler restriction in Theorem 3.1 that G G have no elements of order 2.
ⅷ Suppose G G is a group, and S S : G G is a semigroup. An interesting extension of Theorem 3.1 would be to characterize when a proximity map ␦ : X = X ª S S is a tree proximity map with arc weights lying in S S.
