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 Almost 25 years ago [1], C. Jarzynski published a paper in which it was 
asserted: the work done, 𝑊, in driving a system from state 𝐴 to state 𝐵, 
characterized by the Helmholtz free energies 𝐹𝐴 and 𝐹𝐵, satisfies the equality: 
 
< 𝑒𝑥𝑝[−𝛽𝑊] > =  𝑒𝑥𝑝[−𝛽(𝐹𝐵 − 𝐹𝐴)] 
 
in which  < ... >  denotes an average over an ensemble of measurements 
of 𝑊. Several features of this result require more detailed description, to be given 
in the text. The equality is significant and unexpected. So is the statement that the 
equality is independent of the rate of change from state 𝐴 to state 𝐵. 
 A few years ago, I had presented three papers in which the contraction of the 
description from full phase space to coordinate space only was made. This was 
motivated by the large difference in time scales for momenta relaxation and 
coordinate relaxation. The Jarzynski equality (JE), as well as the Crooks identity 
can be reconsidered in this contracted picture. The Crooks identity follows easily. 
The JE, however, will be shown here to be correct only in the limit of extremely 
slow processes.  
 The proposed counterexample is for a macromolecular harmonic oscillator 
with a Hooke's spring constant, k, that during the time interval (0, 𝜏) linearly 
changes from 𝑘1to 𝑘2. When performed very slowly, we obtain JE in the form: 
 
< 𝑒𝑥𝑝[−𝛽𝑊] >  =  √𝑘1 𝑘2⁄  
 






 The truth of an assertion about physics requires that it be demonstrated to be 
true every time an example is generated for consideration. If the mathematics 
underlying the physics is sufficiently rigorous, it may be decisive. A single 
counterexample is sufficient to demonstrate its falseness. Such a counterexample is 
proposed below. 
 
 A crucial feature of this putative counterexample is that in the limit of very 
slow processes it does yield JE. If it didn't do that, then one could argue that the 
counterexample is simply wrong. Moreover, the way in which the agreement 
comes about for very slow processes is mathematically compelling. Afterall, the 
average of an exponential must equal the square root of a ratio. How does that 
happen? 
 
 From its inception in 1997, JE has generated a lot of resistance. My purpose 
here is not to provide a comprehensive account of that debate. I refer the reader to 
just a few representative papers [2],[3],[4],[5]. The purpose here is to present the 
details of the proposed counterexample. 
 
 The foundation for the approach presented below may be found in two of my 
papers on thermo-stated systems [6],[7]. Instead of working in full phase space, as 
have most other researchers in this area, I have contracted out the momenta by 
integration, yielding a description in coordinate space. This is a consequence of the 
vast difference in time scales for momenta relaxation (Langevin time scale) and for 
coordinate relaxation (thermal conductivity, attenuation of sound, diffusivity,...). It 
is also a result of the high heat capacity and strong thermal conductivity of water, 
the most abundant molecular species in the systems I consider. What turns out to 
be a fast process in the purely coordinate representation may not be a fast process 
in the original full phase space context. On the other hand, the alleged 
experimental verifications of JE may have explored only the (very) slow process 
regime. Did any of these experiments clearly define the demarcation between fast 
and slow processes? 
 
Markov approximation to the fundamental equation 
 
 Using projection operator techniques in concert with boson operator 
representations of the dynamical operators in the coordinate picture, it is possible 
to obtain a non-Markovian fundamental equation, without use of any additional 
approximations. Such an equation is given in Eq.(43) of [7]. The Markov 
approximation to this equation is given by (in one spatial coordinate for simplicity) 
(1) 
𝜕𝑡𝑅(𝑟, 𝑡) = 𝐷𝜕𝑟(𝜕𝑟 + 𝛽𝑈
′)𝑅(𝑟, 𝑡) 
 
𝑅(𝑟, 𝑡) is the probability distribution for the position 𝑟 at time 𝑡 with diffusion 
constant 𝐷 and force −𝑈′ for conservative potential 𝑈. 𝛽 is the inverse of the 
Boltzmann constant times the temperature, 𝑘𝐵𝑇. This equation can be thought of as 
the Fokker-Planck equation associated with a particular Langevin equation. 
Throughout the temperature in that of the reservoir. First, change 𝑟 to 𝑥 so we 





𝑥 = −𝐷𝛽𝑈′ + 𝑔(𝑡) 
 
in which 𝑔(𝑡) is a Gaussian fluctuating force with zero average and second 
moment 
(3) 
< 𝑔(𝑠)𝑔(𝑠′) > = 2𝐷𝛿(𝑠 − 𝑠′) 
 
which exhibits the white noise limit. This is not the Langevin equation for the 
velocity of a Brownian particle but is instead a Langevin equation because of its 
generic form and represents the standard Brownian motion Langevin equation in 
the diffusion limit. The standard Langevin equation is concerned with the 
relaxation of the velocity of a particle. On a timescale long compared to the 
timescale of the Langevin equation the description is one of coordinate diffusion 
of interacting particles.  
 








in which 𝑘 is the Hooke's law spring constant. If this were the whole picture, the 
equilibrium Helmholtz free energy would be 𝛽𝐹 = −𝑙𝑛(√2𝜋/𝛽𝑘).  
 
 To test JE, we introduce a time dependent piece to the potential given by 
(5) 





As 𝑡 goes from 0 to 𝜏, 𝑘 goes from 𝑘1 to 𝑘2. 𝜏 serves as the rate determiner (the 
switching time denoted by 𝑡𝑠 in [1]). How this could be achieved experimentally is 
not addressed here. 
 
 The definition of the work done is crucial to these considerations. The 
rebuttal to some of the critics has been that they did not use precisely Jarzynski's 
definition [3]. While Jarzynski considered generally non-linear dependence on 𝑡, 
the model here is linear, at least at the stage of the potential energy function, and 
Jarzynski's definition in the linear case is 
(6) 







where the partial derivative acts on the free 𝑡 but not the 𝑡 inside 𝑥(𝑡). 𝑊 is a 
functional of 𝑥(𝑡). Some critics object to this definition. I am not taking a public 
stand on this question here. I am merely following the Jarzynski set-up to its 
logical conclusion. However, I quote from [1]: "Without loss of generality, assume 
a constant switching rate, ?̇? =  𝑡𝑠
−1." Using this definition in Eqs.(4, 5, 6), gives 
(7) 






(𝑘2 − 𝑘1) 𝑥
2(𝑠) 
 
Our task is to verify (or not) 
(8) 
〈𝑒𝑥𝑝[−𝛽𝑊]〉  =  √𝑘1 𝑘2⁄  
 
where the averaging is over the stochastic paths of 𝑥(𝑠). First, we have to find the 
solutions to Eq.(2) for the complete potential, but only for times in (0, 𝜏). These 
solutions will be Gaussian. In Eq.(7) the square of 𝑥(𝑠) appears. The square of a 
Gaussian is not a Gaussian. Nevertheless, the average in Eq.(7) can be determined. 
This is because we know the averages of all powers of a Gaussian and the result is 
a simple combinatorial formula. Even though, to this point, everything has been 
elementary, the execution of the program just outlined is not. 
 
Solutions to the Langevin equation 
 




𝑥 = −𝐷𝛽 (𝑘1 + (𝑘2 − 𝑘1)
𝑠
𝜏
) 𝑥 + 𝑔(𝑠) 
 
in the interval (0, 𝜏) is given by 
(10) 
𝑥(𝑠) = 𝑒𝑥𝑝 [−𝐷𝛽 (𝑘1𝑠 + (𝑘2 − 𝑘1)
𝑠2
2𝜏
)]  𝑥(0) 
 











Taking the 𝑠 − derivative of Eq.(10) demonstrates that it is the unique solution to 
Eq.(9), an inhomogeneous initial value equation. This solution is linear in 𝑔, and 
linear in 𝑥(0), making it Gaussian, because 𝑔 is assumed to be Gaussian and 
because the thermal distribution for the initial position of a harmonic oscillator, 
𝑥(0), is also Gaussian. We are now ready to write the left-hand-side of Eq.(8) in 
terms of Eq.(7) and the solution for 𝑥(𝑠) given in Eq.(10) 
(11) 
































For a Gaussian, we know how to average all of its powers. Because the first and 
second moments of a Gaussian determine all of its moments, the average of its 
powers also reduces to the first two moments, multiplicatively. I quote the well-

















We see that the average of the nth power of the integral of 𝑥2(𝑠) is expressed in 
terms of the nth power of the average of the integral of 𝑥2(𝑠). The calculation is 
now expressed as 
(13) 

















Before we finish the calculation of the last average, notice that the combinatorial 














One begins to see how an exponential can turn into a reciprocal square-root, as in 
Eq.(8). 
 
The last average 
 
 The square of the solution in Eq.(10) is 
(15) 














𝑒𝑥𝑝 [𝐷𝛽 (𝑘1𝑟 + (𝑘2 − 𝑘1)
𝑟2
2𝜏






Applying Eq.(3) makes 𝑟 =  𝑟′ and generates a factor of 2𝐷. The equilibrium 
average for 𝑥2(0) is 1/𝛽𝑘1. Therefore, for the averaged square (two averages) we 
get (the cross-correlations vanish so that nothing arises from products of 𝑥(0) and 
𝑔) 
(16) 



















The integral above is doable 
(17) 













] √𝜋𝜏 (𝐸𝑟𝑓 [
√𝐷𝛽𝜏𝑘1
√(𝑘1 − 𝑘2)
] − 𝐸𝑟𝑓 [






However, the final integral over 𝑠 is doable numerically only. For Eq.(13), we need 
the integral of the expression in Eq.(16). The first term on the right-hand-side is 
very similar to the integrand in Eq.(17) (a minus sign difference), and also has a 
different upper limit (𝜏 instead of 𝑠). The result is 
(18) 













] √𝜋𝜏 (𝐸𝑟𝑓 [
√𝐷𝛽𝜏𝑘2
√(𝑘2 − 𝑘1)







Only the final expression in Eq.(16) cannot be integrated explicitly. We get for the 











] √𝜋𝜏 (𝐸𝑟𝑓 [
√𝐷𝛽𝜏𝑘2
√(𝑘2 − 𝑘1)
























] − 𝐸𝑟𝑓 [
√𝐷𝛽𝜏 (𝑘2
𝑠








Without loss of generality, we assume throughout that 𝑘2 > 𝑘1. Some of the 𝐸𝑟𝑓's 
contain √(𝑘1 − 𝑘2)  which is imaginary. The behavior of 𝐸𝑟𝑓 for pure real and 
pure imaginary arguments is very different. For example, when the argument is 
real and 𝐸𝑟𝑓 has a value of almost 1, that is the saturated asymptotic value for 𝐸𝑟𝑓 
on the positive half-line, then the corresponding imaginary argument makes 𝐸𝑟𝑓 
diverge, as in 𝐸𝑟𝑓(4) = 0.999999984582742 and 𝐸𝑟𝑓(4𝑖) = 1.29696 ×106 𝑖. 
However, the lead exponential of the last line of Eq.(19) has a negative argument 
that quenches the divergence. We keep these terms as they are until we need to do 
series expansions, at which juncture there will be no difficulties or ambiguities. 
 
 As an example, let us evaluate a special case. This will suggest some 
realistic parameter values. I will base these choices on the heads of kinesin 
molecules, a variety of motor protein [8]. I choose the temperature to be 290 
Kelvin so that 𝛽 = 1/𝑘𝑇 = .25 × 1014 𝑒𝑟𝑔𝑠−1. The Langevin relaxation time for 
a kinesin head is 𝜏𝑅 =  1.14 × 10
−12𝑠𝑒𝑐𝑜𝑛𝑑𝑠. The mass is 8 × 10−20𝑔𝑟𝑎𝑚𝑠. The 
Stokes drag formula for a radius of 3.5 nm (a kinesin head is approximately a 
sphere) is 𝛼 = 7 × 10−8 𝑔𝑚/𝑠. These values imply a diffusion constant of 𝐷 =
𝑘𝑇/𝛼 = 4/7 × 10−6𝑐𝑚2/𝑠. The Hooke constant for the kinesin neck linker, that is 
elastic, is estimated to be 𝑘 = 6.9 𝑔𝑚/𝑠2. Notice that in Eq.(19) the parameters 𝛽 
and 𝐷 are always together as 𝐷𝛽 (= 1/7 × 108 𝑠/𝑔𝑚). We can go a step farther 











] √𝜋 (𝐸𝑟𝑓 [
√𝐷𝛽𝜏𝑘2
√(𝑘2 − 𝑘1)












 𝑒𝑥𝑝 [−2𝐷𝛽𝜏 (𝑘1
𝑠
𝜏












] − 𝐸𝑟𝑓 [
√𝐷𝛽𝜏 (𝑘2
𝑠








By choosing 𝜏 = 7 × 10−8 𝑠, 𝐷𝛽𝜏 = 1 (𝑠2/gm) and 𝜏 ≫ 𝜏𝑅. With these choices 











] √𝜋 (𝐸𝑟𝑓 [
𝑘2√(𝑠2/gm)
√(𝑘2 − 𝑘1)












 𝑒𝑥𝑝 [−2(𝑠2/gm) (𝑘1
𝑠
𝜏













] − 𝐸𝑟𝑓 [
√(𝑠2/gm) (𝑘2
𝑠








The units for 𝑘1 and 𝑘2 are 𝑔𝑚/𝑠
2 and it is seen that every combination of 𝐷𝛽𝜏 




) and 2𝐷𝜏 are not of this type (they also differ by a unit of seconds, explicit in 
the first term, and implicit in the integral symbol in the last term). In the paragraph 
just above Eq.(20), we  can see that 𝐷 = 4/7 × 10−6𝑐𝑚2/𝑠, 𝛽 = .25 ×





) = 4 × 10−22𝑠 𝑐𝑚2 and 2𝐷𝜏 = 56 × 10−14 𝑐𝑚2. 
These sometimes extreme values require either higher precision or a change of 
basic units that make the numerical parts of these quantities less subject to 
numerical collapse during the computations. Each of these quantities can cause 
trouble in 16-digit precision. 
 
 I propose a set of nano-biology physical units designed to be more 
compatible with the magnitudes encountered in this domain than are the accepted 
NIST CODATA units. The new units are: 
 
𝑢𝑇 = 7 × 10
−8𝑠𝑒𝑐 
𝑢𝑆 = 2 × 10
−7𝑐𝑚 
𝑢𝑀 = 49 × 10
−16𝑔𝑚 
 
From these, we obtain the new values for the required quantities: 
 
𝜏 = 1.0 𝑢𝑇 
𝐷 =  1.0 𝑢𝑆
2/𝑢𝑇 
𝛽 = 1.0 𝑢𝑀𝑢𝑆
2/𝑢𝑇
2  
𝑘1 = 1.0 𝑢𝑀/𝑢𝑇
2  
 
This set will cover our needs. 
 
 To do the calculations in Mathematica, I defined the function SWF, "Sums 




The symbols are mostly the same except for 𝑡𝑎 for 𝜏 and 𝑏 for 𝛽. This is set up for 
the new units. It defines the SWF function at the top and asks for 5 inputs. Clearly 
we have arranged matters so that the first 3 slots are filled with 1's. For the fourth 
and fifth slots we choose 1 and 2. What do we expect as output? 1/√2 ! What do 
we get? 0.558357. This is not 0.707 as expected. The 𝑡 dependence of k is given in 
Eq.(5). The quantity (𝑘2 − 𝑘1)/𝜏 is the rate of the process. We can change the rate 
by changing 𝜏 or by changing 𝑘2 − 𝑘1. If we change 𝜏 then we must adjust other 
quantities because of our earlier change to special units. We can change both 𝑘′𝑠 
without changing anything else. So we look at SWF[1,1,1,0.1,0.2] instead and get 
0.709425. The 𝑘′𝑠 are smaller which means a slower process. The slower process 
agrees better with expectations. If we go even slower, as in 
SWF[1,1,1,0.0001,0.0002], we get 0.707113. This is only off by 7 parts in 700000. 
The slower we go the closer to Eq.(8) is the result. 
SWF[1,1,1,0.0000001,0.0000002] yields 0.70710678. The next digit is the first to 
disagree with 1/√2.  
 
 The table below presents a number of cases. The general trend is easy to see. 
 
SWF[1, 1, 1, 3, 7] = 0.411178 
SWF[1, 1, 1, 0.3, 0.7] = 0.644278 
SWF[1, 1, 1,  0.003, 0.007] = 0.654899 
SWF[1, 1, 1,  0.000003, 0.000007] = 0.654654 
 √3 7⁄ = 0.6546536 
 
SWF[1, 1, 1, 1, 5] = 0.36079 
SWF[1, 1, 1, 0.1, 0.5] = 0.462814 
SWF[1,1,1,0.001,0.005 ] = 0.447451 
SWF[1,1,1,0.00001,0.00005] = 0.447216 
SWF[1,1,1,0.0000001,0.0000005] = 0.447214 
 √1 5⁄ =  0.4472135 
 
SWF[1, 1, 1, 3, 2] = 5.84827*10−18 - 0.0955096 i 
SWF[1, 1, 1, 0.3, 0.2] = 1.27059 
SWF[1, 1, 1, 0.03, 0.02] = 1.22608 
SWF[1, 1, 1, 0.0003, 0.0002] = 1.22476 
SWF[1, 1, 1, 0.000003, 0.000002] = 1.2247449 
 √3 2⁄ =  1.22474487 
 
 In the first example where we used empirical parameters for kinesin, the 
case of SWF[1,1,1,1,2] = 0.558357 was poor agreement, but for smaller values of 
𝑘 the agreement got much better. I would argue that for the empirical case the 
Jarzynski equality isn't very good. By making the 𝑘 smaller it was possible to get 
better results, even excellent results. This case for kinesin may be made to work 
better by making the elastic protein molecule longer. Using the worm-like-chain 
model for a protein implies that the strength of 𝑘 is inversely proportional to 
length. Of course, getting JE to work better may not help kinesin do its thing any 
better. The present length of the neck-linker protein is ideal for kinesin's 
mechanism of motion. 
 
Discussion of results 
 
 The formula in Eq.(8) is the expected result for the JE for a macromolecular 
harmonic oscillator that experiences a linear in time growth over a finite time 
interval. The computation required to get this result involves solving a Langevin 
equation with a time dependent potential energy. When performing the averages 
over this stochastic process, there are two averages needed, one for the stochastic 
force and one for the initial state distribution. For a simple harmonic oscillator 
potential both averages are for Gaussian random variables. These are independent 
random processes. No correlations between them exist. For the standard Langevin 
equation these two averages are needed to demonstrate stationarity of the process. 
For the time dependent potential case the process is by definition non-stationary. 
Nevertheless, one must do the initial state average explicitly if one wants the 
results to reflect a system starting in full equilibrium. In the literature critical of JE, 
it is argued that the system cannot end up in an equilibrium state at the end of the 
transition without having a chance to relax. In the coordinate only representation 
we are in the diffusion limit of the Langevin equation which means that effectively 
the relaxation to thermal equilibrium is very fast. This process is the analog of the 
motion of the flagellate E. Coli after its motor is stopped. It goes almost nowhere 
(much less than an Angstrom) [8]. This is a result of strongly over-damped motion. 
Consequently, when our computation reaches the end, state B, it is instantly a 
thermal equilibrium state. 𝑘2 figures in the result just as much as 𝑘1.  
 
 An argument can be made explaining why and how the agreement with JE 
comes about for very slow processes. Eq.(21) is most useful for this purpose. As 
the 𝑘′𝑠 get much less than 1, these cases present themselves after the 𝐸𝑟𝑓′𝑠 have 
been expanded in series around zero. There are terms of order 1/𝑘, of order 𝑘0 and 
of order 𝑘. After examining all of them, the single dominant term* is 𝜏/𝛽𝑘1. Look 
back at Eqs.(13,14) and observe 
(23) 




































This JE has been validated only for a very slow rate of change. It depends critically 
on the vast difference in times scales for thermal relaxation and coordinate 
relaxation. 
 
* Below Eq.(21) it is stated that (
𝜏
𝛽𝑘1
) = 4 × 10−22𝑠 𝑐𝑚2 and 2𝐷𝜏 =
56 × 10−14 𝑐𝑚2. All other factors are order unity. These two factors determine the 
biggest result, but they are in different units (not the new units) 𝑠 𝑐𝑚2 and 𝑐𝑚2. 
The 2𝐷𝜏 term is part of an integral that generates a factor of order 𝜏. This means 
that the comparison should be between (
𝜏
𝛽𝑘1




) was for 𝑘1 = 7 𝑔𝑚 /𝑠





) bigger by 106. We end up with (
𝜏
𝛽𝑘1
) = 4 × 10−16𝑠 𝑐𝑚2 and  
2𝐷𝜏2 = 392 × 10−22𝑠 𝑐𝑚2.  
 
Another way to see this is to look back at Eq.(20). There are three types of terms 
on the right-hand-side. Of course, there are  
𝜏
𝛽𝑘1
  and 2𝐷𝜏. All the rest have the 
property that where there is a factor of 𝐷 there is also a factor of 𝑘, either 𝑘1, or 𝑘2. 
Instead of arguing that the 𝑘1′𝑠 have gotten smaller for slow processes, we could 
leave the 𝑘1′𝑠 alone and decrease the 𝐷. This is manifest in Eq.(2). 𝐸𝑟𝑓[𝑥] can be 
expanded around 𝑥 =  0 yielding 
(24) 
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