Even though ground penetrating radar has been well studied and applied by many researchers for the last couple of decades, the focusing problem in the measured GPR images is still a challenging task. Although there are many methods offered by different scientists, there is not any complete migration/focusing method that works perfectly for all scenarios. This paper reviews the popular migration methods of the B-scan GPR imaging that have been widely accepted and applied by various researchers. The brief formulation and the algorithm steps for the hyperbolic summation, the Kirchhoff migration, the back-projection focusing, the phase-shift migration, and the -migration are presented. The main aim of the paper is to evaluate and compare the migration algorithms over different focusing methods such that the reader can decide which algorithm to use for a particular application of GPR. Both the simulated and the measured examples that are used for the performance comparison of the presented algorithms are provided. Other emerging migration methods are also pointed out.
Introduction
Ground penetrating radar (GPR) is remote sensing technique that can nondestructively sense and detect objects inside the visually opaque environment or underneath ground surface. GPR has gained its fame thanks to its high resolution capability and applicability in numerous fields such as detecting mines and unexploded ordinances, finding water leakages, investigating archeological substances, spotting asphalt/concrete cracks in highways, searching buried victims after an earthquake or an avalanche, and imaging behind the wall for security applications [1] [2] [3] [4] . Depending on the application, different scanning schemes, namely, A-scan, B-scan, and C-scan, are being employed [1] . In the B-scan measurement situation, a downward looking GPR antenna is moved along a straight path on the top of the surface while the GPR sensor is collecting and recording the scattered field at different spatial positions. This static measured data collected at single point is called an A-scan [1] .
The data collection in a typical GPR operation can be either employed in the time domain by recording the scattered response of a time-domain pulse or in the frequency domain by recording the frequency response of the scattered field. For the former case, the two-dimensional (2D) spacetime GPR image ( , ) is attained by conveying a timedomain pulse towards the surface at consecutive, distinct synthetic aperture points. For the latter case, an inverse Fourier transform (IFT) operation should be accommodated to carry the collected data from the spatial-frequency domain to space-time GPR image. In any case, the depth resolution is achieved by the transmitted signal's frequency diversity. The resolution along the scanning direction is attained by the synthetic processing of the received data collected at different spatial points of the B-scan. While a fine resolution in the depth axis is usually easy to get by utilizing a wideband transmitted signal, the resolution along the scanning direction is much harder to realize and requires special treatment. On the other hand, some specific GPR applications like preservation tasks in ancient constructions or stone masonry structures and detection of antipersonnel landmines for humanitarian demining require high resolution images of the investigated structures or regions especially in the crossrange dimensions.
In a typical space-time B-scan GPR image, any scatterer within the image region shows up as a hyperbola because of the different trip times of the EM wave while the antenna is moving along the scanning direction. For this reason, the resolution along the synthetic aperture direction depicts undesired low resolution features owing to the long tails of the hyperbola. Therefore, one of the most applied problem for the B-scan GPR image is to transform (or to migrate) the unfocused space-time GPR image to a focused one showing the object's true location and size with corresponding EM reflectivity. The common name for this task is called migration or focusing [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In fact, migration methods were primarily developed for processing seismic images [19] and they were also applied to the GPR thanks to the likenesses between the acoustic and the electromagnetic wave equations [7] [8] [9] [10] [11] . Kirchhoff 's wave-equation [5] and frequency-wave number ( -) based [6, 7] migration algorithms are widely recognized and employed. The wave number domain focusing techniques, for instance, were first formulated for seismic imaging applications [7] and then adapted to the contemporary synthetic aperture radar (SAR) imaging practices [12] [13] [14] [15] . These algorithms are also named as seismic migration [12, 13] and frequency-wave number (or -) migration [16] [17] [18] by different researchers.
In this work, we present a brief review of the B-scan GPR migration/focusing methods that are commonly used by GPR research community. Although we have done some preliminary studies on the performance comparison of only two GPR focusing algorithms earlier [20] by utilizing very limited performance parameters, in this paper, we extend our studies to compare a total of five popular algorithms by assessing different aspects of these algorithms. In Section 2, we address the problem of migration together with the wellknown exploding source concept. In fact, most migration algorithms make use of this concept as we shall explain in this work. In Section 3, most popular and functional migration methods for the B-scan GPR imaging applications are reviewed. For this purpose, (i) hyperbolic summation, (ii) Kirchhoff 's migration, (iii) phase-shift migration, (iv) frequency-wavenumber (or the -) migration, and (v) back-projection method are presented together with the detailed algorithm steps. In Section 4, the success and the performance of these algorithms were compared to each other by testing them over the simulated and the measured B-scan GPR data. Our main objective in this work is to present a qualitative comparison of these popular and widely used algorithms such that the reader can benefit from the performance results over different parameters ranging from resolution to computation time. Section 5 is dedicated to discussions and the conclusion.
The Problem of Migration/Focusing
The common goal in a typical GPR image is to display the information of the spatial location and the reflectivity of an underground object. As illustrated in Figure 1 , a single point scatterer appears as a hyperbola in the space-time GPR image for the monostatic operation. Since this is the expected image pattern for the B-scan operation, such information can be thought as sufficient if the main goal of the GPR application is just to sense a pipe or comparable objects. However, the information about the scatterer including its depth, its size, and its EM reflectivity can be very important in most GPR applications. Therefore, the hyperbola or dispersion in the space-time B-scan GPR image ought to be converted to a focused one that demonstrates the object's factual location and size together with its scattering amplitude. A focused or migrated image is gathered after the elimination of this hyperbolic type of diffraction or any other kind of dispersion [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
Exploding Source Model.
Most of the migration methods are based on the concept called exploding source model (ESM). In 1985, Claerbout [21] came with the clever idea of thinking of the scattered field at the radar receiver as if it is originated from the source at the target location. Instead of assuming a two-way trip convention of the EM wave, therefore, it is imagined that a fictitious source "explode" at a reference time of = 0 around the target location and send EM wave to the receiver as illustrated in Figure 2 . The real data collection scheme is shown in Figure 2 (a) where, in fact, the two-way propagation between the radar and the object exists. When the ESM is utilized, however, the collected data is assumed to be originally radiated from the source on the object. Therefore, one-way propagation is assumed in the ESM depicted in Figure 2 (b). Since the trip time of the EM wave would be half of the original problem the compensation should be made for the velocity of the EM wave by just dividing it by two to have V = V/2 where V is the speed of the EM wave within the medium of propagation.
The migration using the ESM is essentially carried out by applying these two actions:
(i) the received signal is extrapolated back to exploding source points;
(ii) the migrated image is realized by forming the back extrapolated EM wave at the time of = 0.
Migration/Focusing Methods
In this section, we will briefly review the basic steps of the mostly applied GPR algorithms, namely, the hyperbolic summation, the Kirchhoff migration, the phase-shift migration, the -(Stolt) migration, and the back-projection focusing.
Other migration methods will also be mentioned at the end of this section.
Hyperbolic (Diffraction) Summation.
In a typical GPR application, the radar antenna collects the scattered or backscattered EM wave from the air-to-ground interface and subsurface objects together with many cluttering effects mainly attributed to inhomogeneities within the ground. For the idealistic case, the phase of the scattered signal is directly proportional to the trip time (or distance) that the EM wave possesses if the propagation medium is homogenous. The monostatic backscattered signal from a single point-like scatterer experiences different round-trip distances while the antenna is moving over the surface for the B-scan operation. For each static measurement along the B-scan axis, onedimensional (1D) range profile (or depth profile) of the subsurface scene is obtained by taking the inverse Fourier transform (IFT) of the frequency-diverse back-scattered signal. After putting all the depth profiles aside, the 2D spacetime (or space-depth) B-scan GPR image is obtained. As the GPR antenna has a finite beamwidth, any subsurface object is illuminated for a finite length along the B-scan axis as demonstrated in Figure 1 . Therefore, this object shows up as a parabolic hyperbola in the space-time GPR image due to different trip distances of the EM wave between the radar and the illuminated scattering object. The true location of the object is, in fact, at the apex of this hyperbola. Let us assume a perfect point scatterer situated at ( , ) in the 2D plane where -axis corresponds to the scanning direction and the -axis is the depth as illustrated in Figure 1 . If the propagating medium is homogeneous, the parabolic hyperbola in the GPR image can be characterized by the 4 Mathematical Problems in Engineering following equation when the radar is moving on a straight path along -axis. Consider
In the above equation, X is the synthetic aperture vector along the B-scan and R represents the path length vector from the antenna to the scatterer. Assuming that the resultant Bscan GPR image can be regarded as the contribution of finite number of hyperbolas that correspond to different points on the object(s) below the surface, the following methodology can be applied to migrate the defocused image structures, that is, hyperbolas to the focused versions [22] .
(i) For each pixel point, ( , ) on the 2D original B-scan space-depth GPR image matrix, find the associated hyperbolic template using (1) and trace all the pixels under this template.
(ii) Record the image data for the traced pixels under that template. At this stage of the algorithm, we have 1D field data , whose length is the same as the number of sampling points along the synthetic aperture .
(iii) Then, calculate the root-mean-square (rms) of the entire energy contained inside this 1D complex field data as follows:
(iv) The calculated rms figure is recorded on the new image matrix at the point ( , ). This process is reiterated until all pixels on the original GPR image are passed through the algorithm.
3.2.
Kirchhoff 's Migration. Kirchhoff 's migration (KM), also known as reverse-time wave equation migration, is mathematically equivalent to hyperbolic summation method with some correcting factors included in the solution [22] . In Kirchhoff 's migration procedure, the aim is to find the solution to the following scalar wave equation for the wave function ( , , ) within the propagating medium:
Here, V is the velocity of the EM wave within the propagating medium and taken as V/2 by utilizing the "exploding source" concept. The solution to this differential equation is available for the far-field approximation from the Kirchhoff integral theorem [23] as
Here, is the angle of the incident wave to the depth axis ( ) and = (( − ) 2 + 2 ) 1/2 is the path from the target point at ( , ) to the observation point at ( , 0). In KM method, the following correction factors that are not considered in the hyperbolic summation are accounted.
(i) Compensation for the spherical spreading is taken into account. For this purpose, a correction factor of 1/√V is used for the 2D propagation of the EM wave, whereas this factor becomes 1/(V ) for the 3D propagation. (ii) The directivity factor cos is also considered. This factor corrects the diffraction amplitudes. (iii) The phases and amplitudes of the wave are also corrected. The phase is corrected by /2 and /4 for 2D and 3D propagation cases, respectively. The amplitude of the EM wave is corrected with a factor proportional to the square of the frequency for the 2D propagation case and to the frequency for the 3D propagation case [23] [24] [25] .
Phase-Shift Migration.
The phase-shift migration (PSM) method is first introduced and applied by Gazdag [6] . Similar to Kirchhoff 's migration, this method also utilizes the ESM concept [26] . In brief, the algorithm iteratively puts a phaseshift to migrate the wave field to the exploding time of = 0 such that all the scattered waves are drawn back to object site to have a focused image. The main aim of the PSM algorithm is to calculate the wave field at = 0 by extrapolating the downward ( -directed) EM wave with the phase factor of exp(
). The PSM algorithm can be briefly summarized via the following steps.
(i) First, 2D measured raw dataset in frequency wavenumber or ( , ) domain is multiplied by a phase-shift factor, , along the depth axis (or -axis) as given below
This factor can also be written in terms of wave-number along the data collecting axis ( ) as
Putting = /V (where is the angular frequency and V is the speed of wave inside the propagation medium) into (5), one can get
In the above equation, the incremental depth parameter Δ is proportional to the time sampling interval Δ of the input Mathematical Problems in Engineering 5 data via Δ = V ⋅ Δ . After this modification, the final form of the phase-shift factor becomes
2D measured raw dataset ( , ) is multiplied by along the depth axis for the time steps of Δ .
(ii) By utilizing the ESM concept, the imaging task is accomplished by taking the inverse Fourier transform (IFT) of the ( , ) after selecting the time variable as Δ = 0. Therefore, only single FT operation is required at one point (when Δ = 0) for the focused image.
After updating the factor for every value of Δ and , we have the data in 3D ( , , ) domain as
The new dataset ( , , ) is summed up along the frequency axis and indexed for different values of Δ as
(iii) Setting Δ = 0 and taking the 2D IFT with respect to and , the focused the image in the ( , ) domain can be obtained as given below:
Frequency-Wavenumber (Stolt) Migration.
Frequencywavenumber ( -) migration, also known as Stolt migration or the -migration, utilizes the ESM idea and the scalar wave equation [7] . The algorithm behind the frequencywavenumber method works faster than the previously presented migration methods. The -migration method has proven to be working well for the constant-velocity propagation mediums [6, 7] . The solution of the -migration can be rewritten to be the same as the solution of the Kirchhoff migration [18] . Below is the brief explanation of the algorithm. The algorithm begins with the 3D scalar wave equation for the wave function ( , , , ) within the constant-velocity propagation medium
In the Fourier space, spatial wave-numbers and the frequency of operation are related with the following equation:
Stratton [27] demonstrated that any given wave function can be written as the summation of infinite number of plane wave functions, say ( , , ), as
For the GPR operation, the scattered field is taken to be measured on the = 0 plane above the surface. When carefully treated, the above equation offers a Fourier transform pair where ( , , ) can be regarded as the time-domain measured field on the = 0 plane. Consider
It is very important to notice that this equation designates a 3D forward FT relationship between ( , , ) and ( , , ) for the negative values of time variable, . Then, the inverse FT can be dually defined in the following way:
Afterwards, we now use the ESM to focus the image by setting = 0 in (15) and using
Therefore, one can get the time-domain measured field via
The above equation presents a focused image. However, the data in ( , , ) domain should be transformed to ( , , ) domain to be able to use the FFT. Therefore, a mapping procedure from domain to domain is required for fast processing. The relationship between the -andand -andcan be easily obtained from (13) as
Substituting these equations into (18) , one can obtain the following:
Here, ( , , ) is the mapped version of the original data ( , , ). After this mapping, the new data set does not lie on the uniform grid due to nonlinear feature of the transformation. Therefore, an interpolation procedure should also be applied to be able to use the FFT for fast processing of the collected dataset. Equation (20) suggests a well-focused image of the subsurface region that may contain a finite numbers of scatterers. Since the FFT routine is utilized, the GPR image in the -migration is obtained quite fast. It is also important to express that the mapped dataset is scaled by the factor of V 2 / . This scaling is sometimes called the "Jacobian transformation from to ."
The above focusing equation is valid for the 3D GPR geometry or the C-scan problem. In most subsurface imaging problems, however, the raw data is collected in 2D space, that is, space-time (space-depth) or space-frequency. Therefore, the focusing equation in (20) can be easily reduced to 2D B-scan GPR problem in the space-depth domain via the following equation:
3.5. Back-Projection Based Migration. The last category of the GPR focusing algorithms is based on the tomographic principles used in medical imaging and collectively termed as the back-projection (BP) algorithms. Since its first formulation for the 2D monostatic SAR processing [28] , the BP algorithm has gathered an increasing interest in radar community thanks to its distinct features that are proved to be very useful for various SAR imaging applications. For example, the algorithm does not require a straight and uniformly sampled synthetic scan aperture due to its serial processing nature. More clearly, each 1D range profiles are serially processed and spread or back-projected over the entire 2D image independently. This sequential processing means "realtime" operation capability and hence the imaging process can begin before acquiring the entire synthetic aperture data. Furthermore, the specific subsections of the region to be imaged can be easily selected to investigate these subsections more closely. In applications where the approximate location of the target is known a priori, the detailed image of the region around this target can be easily formed by the algorithm. Before briefly explaining the algorithm, let us first consider the B-scan, monostatic GPR geometry shown in Figure 3 . A radar antenna, situated at a height of ℎ from the ground, transmits a frequency-diverse waveform at each distinct point along the synthetic axis. The relative permittivity of the subsurface medium is denoted by and the reflectivity function of the scatterers is represented by ( , ). The instantaneous position of the antenna ( , ) is defined by a unit vector u m pointing from the scene center towards this location. The corresponding view-angle is defined as the angle between the unit vector u m and the depth axis . Assuming a stepped-frequency continuous waveform (SFCW) transmission, the back-scattered signal at a specific observation angle can be written as
where is the wavenumber defined for the two-way propagation as = 4 /V, is the frequency, V is the speed of the propagation, and is the range from the instantaneous antenna location ( , ) to the points ( 0 , 0 ) within the imaging scene. The range profile of the illuminated scene can be obtained by employing 1D IFT to (22) and can be mathematically conveyed as
which is nothing but the Radon transform of the scene.
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The derivation of the BPA [29] begins with the implementation of IFT of the scattering function ( , ) written in Cartesian coordinates as
where ( , ) is the 2D FT of ( , ). Equation (24) can be reformed to be rewritten in the polar coordinates ( , ) as follows:
Now, the projection-slice theorem [30] can be used to relate the target's FT ( , ) to the collected measured data ( ).
For the 2D problem, the theorem essentially states that 1D FT of the projection at the angle represents the slice of the 2D FT of the projected (original) scene at the same angle; that is, ( ) = ( , ). Therefore, the sampled representation of ( , ) can be obtained from the FT of the projections ( ) measured at several observation aspects. By the help of this principle, (25) becomes
The bracketed integral term in (26) can be regarded as the 1D IFT of a function ( ) = ( ) calculated at . Defining ( ) as the IFT of this function, (26) can be represented as
Equation (27) is the final focused image of the 2D filtered back-projection algorithm. For the SFCW system, the execution of the algorithm can be summarized as follows.
(1) Preallocate an image matrix of zeros ( , ) to hold the values of the scene reflectivity.
(2) Multiply the acquired spatial-frequency data ( ) with . 
Performance Comparison of the Algorithms
Performance of the algorithms is evaluated by the help of following various parameters that are resolution, integrated sidelobe ratio, signal to clutter ratio, and computation speed.
Resolution. GPR measurement can provide fine resolutions both in depth and azimuth resolutions. The term depth (range) corresponds to the line of sight distance from the radar to the target to be imaged. The term azimuth (transverse range, cross range) is used for the dimension that is perpendicular to range or parallel to the radar's along-track axis [34] . The depth resolution is defined as an ability of the radar equipment to separate two reflecting objects on a same line of sight, but at different ranges from the antenna. And the azimuth resolution can be defined as a capability of the separation of two reflecting objects on the same ranges, but different aspects from the radar. In GPR operation, the high resolution in depth is obtained by utilizing a transmitted signal of wideband. Fine azimuth resolution is achieved by coherently processing the target's electromagnetic scattering measured at different aspects while the radar is moving along a straight path. However, the measured resolutions after the postprocessing are dependent on the focusing ability of the migration algorithm. That is why the resolution performance of the algorithms is tested by measuring the −4 dB contours of a point scatterer (whose coordinate is = 0 m and = 1.5 m) in the resultant images of simulations. Normally, algorithms with better focusing abilities are expected to produce lower resolved images.
Integrated Sidelobe Ratio (ISLR).
Since ISLR is defined as the ratio of the total energy within the sidelobes to the peak energy of the main lobe [35] , it can be regarded as an important parameter when assessing the focusing abilities of migration algorithms [36] . Based on Sanchez's definition of ILSR, it is the ratio of the −3 dB width of the main lobe to the rest of the energy within all lobes. Therefore, the ISLR of a 2D image function ( , ) can be formulated as follows:
where ∫ −3 dB is the energy within the −3 dB width of the main lobe and ∫ +∞ −∞ is the total energy. 
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Signal to Clutter Ratio (SCR).
Signal to clutter ratio (SCR) is also a crucial parameter when evaluating the quality of the focusing ability. In a well-focused image, the clutter/noise level should be much lower than the signal level to have a wellcontrasted image. The SCR can be defined as the ratio of the received target signal power to the received clutter power as shown below:
where tar is the received target signal power and tot is the total power within the image.
Computation Speed. The processing time of the computation of the algorithms can be crucial if the GPR application requires processing of vast data such as scanning and cleaning a minefield.
Comparison over Simulation.
The migration algorithms were first tested through an imaging simulation performed in MATLAB. Considering the classical B-scan geometry shown in Figure 4 , the subsurface was assumed to have a completely homogeneous soil medium structure (i.e., constant-velocity medium) with a dielectric constant of 2.4. The medium is also assumed to be nonmagnetic; that is, = 1. The monostatic operation was considered and the −3 dB beamwidth of the antenna was assumed to be large enough such that all targets to be imaged fall inside the beam for the whole aperture with constant antenna gain. The electric field data of the isotropic point scatterers with locations depicted in Figure 4 were then collected along a straight path ranging from = −2.5m to = 2.5 m and with 2 cm steps. At each spatial point, the frequency response of the subsurface was acquired for the 1.25 GHz-3.75 GHz frequency range that was uniformly sampled at 168 points. Therefore, 251 × 168 spatial-frequency B-scan data ( , ) were generated for the investigated scene. The frequency data were subsequently preprocessed by applying a Hanning window for sidelobe control and 4 times zero padding for interpolation purposes. Figure 5 (a) shows the raw, unfocused B-scan image simply formed by applying a 1D inverse Fourier transform to the collected data, ( , ). As expected, the target reflections are observed as hyperbolas with different intensities and curvature slopes. To collapse these hyperbolic signatures at the apex of the hyperbolas, the migration algorithms were applied and the corresponding obtained results were given in Figures 5(b)-5(f) . As a quick interpretation, it can be noticed from all images that the scattering mechanisms are almost concentrated around the exact locations of the targets. To compare the performances of the algorithms, Table 1 lists the success merits of the algorithms including the depth resolution, the azimuth resolution, the ISLR, and the computational time. By looking at the resolution outcomes in both depth and azimuth direction, KM and -algorithms seem to provide better resolved images. On the other hand, KMA is the worst in terms of computation time while -A is the fastest among all others. In terms of the ISLR, BPA is superior to any other algorithm by providing a sharp ISLR that is at least 6 dB better than the others. When comparing all parameters, one can conclude that the BPA and -A seem to have a little bit better in terms of the migration ability.
When the resultant focused images of these algorithms are visually compared in Figure 5 , the KM, the BPA, and the -A look more successful than others as the results of the HSA and PSA expose some image degradations. If those well-localized images of Figures 5(c) , 5(e), and 5(f) are compared, some minor differences can even be discerned between each other. For example, the target reflections in the BP migrated image have more regular pattern and also have stronger intensities. Also, the images for the KM and the -A have some relatively higher sidelobe levels around the top and bottom targets. Additionally, if the image for the -A is carefully checked (see Figure 5 (e)), the depth of the bottom target is also shown to be mapped to = 4 m which indicates a little deviation from its true value of = 4.5 m.
By evaluating the GPR images in Figure 5 , we can compare the focusing algorithms against each other as follows. While the -A may experience some problems in imaging deep targets with low reflectivities, successful imaging of shallow targets can be problematic for the KM. Secondly, the images for the HSA and the PSA look considerably poorer than those of the other algorithms. This can be seen from the significantly defocused image that corresponds to PSA (see Figure 5(d) ). This image also has some extra undesired scattering features such as blurring and spreading. On the other hand, the image for the HSA exhibits a major degradation only around the uppermost target. The other targets are observed to be almost well focused.
To comprehend the sources of abovementioned defocusing effects for these two algorithms, another simulation was performed by utilizing different simulation parameters. For this simulation, the total number of frequency samples was increased to 302 points. The bandwidth was then correspondingly changed to = 4.5 GHz to satisfy the same unambiguous range of the previous simulation, that is, 6.5 m. Corresponding results for the simulation are demonstrated in Figure 6 . It is shown from the Figure 6 (a) that the HSA is not affected from the variation of the sampling points along the depth direction. The migrated image is similar to the previous result given in Figure 5(b) , except for the definite resolution enhancement thanks to wider bandwidth. In any case, HSA is shown to have difficulty only in providing a reasonable representation of the uppermost target along the spatial direction. Although this aliasing is also somewhat observed for the deeper targets, they can also be regarded as well focused within the dynamic range of −40 dB. As stated before, this spatial aliasing for the shallower target is also slightly observed in the result of the KA as given in Figure 5(c) . Thus, noting the similarities between these algorithms, this fact can be assumed to stem from the characteristics of these methods. Nevertheless, this spatial aliasing can be avoided by utilizing different implementations, such as the ones that incorporate more points along a hyperbolic trajectory, rather than using a single point during integration.
The PSA result seen in Figure 6 (b) conversely shows drastic improvement when compared to the previous one shown in Figure 5(d) . All of the four scatterers are shown to be well localized for the increased value of the frequency sampling points. This notable change can be attributed to the algorithms' iterative processing nature along the depth direction. Since the PSA first records the data at the surface and repeatedly multiply this data with a phase factor for each downward range points, the short sampling intervals would result in better quality images. Hence, this synthetic example illustrates that the PSA is highly sensitive to the employed frequency sampling interval. Lastly, due to the algorithmic similarities between the PSA and the -A, the corresponding images given in Figures 6(b) and 5(e) are shown to have similar distortion patterns especially seen at the bottom of these images.
Finally, the computational efficiency of the algorithms is tested by looking at the simulation runtime and the required memory during implementation. Based on our evaluation, the computational efficiency of the algorithms is listed from the best to the worst as follows: the -A, the PSA, the BPA, the HSA, and the KM.
Comparison over Measurement.
The performance of the focusing algorithms is also tested by the help of measured data sets. For this purpose, two different experiments were conducted to better understand the differences between the focusing capabilities of the algorithms for real datasets. These experiments were conducted by the help of the Agilent E5071B ENA Vector Network Analyzer (VNA) that can generate SFCW signals within the frequency range of 0.8-8.5 GHz. In both experiments, a C-band double-ridged pyramidal rectangular horn antenna was used as a monostatic transceiver.
Experiment Number 1.
In the experiment, we have constructed a test bed by building a big wooden pool with a size of 190 cm × 100 cm × 80 cm and filled it with homogeneous and dry sand material. The dielectric constant of the sand was measured to be almost constant around 2.4 for the frequency range between 1 GHz and 8 GHz. It is also assumed that the sand material has the unit magnetic permeability for the frequencies of operation. Two cylindrical metal rods with different sizes were selected as targets in the scene. The thin rod with 4.5 cm in diameter and 45 cm in length was buried at ( = −12 cm, = 65 cm) and a thick rod with 6 cm in diameter and 32 cm in length was buried at ( = 18 cm, = 75 cm). A B-scan measurement was accomplished by moving the antenna along the perpendicular direction of the target axes and by spanning a synthetic aperture length of = 1.34 m sampled at 63 spatial points. The stepped frequency response of the medium was then obtained for a bandwidth of 0.8-4.5 GHz that was uniformly sampled at 751 points.
After collecting the data, the classical space-depth Bscan GPR image is obtained as shown in Figure 7 (a) from which the unfocused target signatures can be clearly seen. The governing scattering mechanism from air-ground boundary is also easily detected around at = 40cm and seen throughout the entire synthetic aperture. Then, we apply the above presented migration algorithms in aiming at getting a better focused image. The resultant migrated images are displayed in Figures 7(b) to 7(f) wherein the target responses are seen to be more localized around their correct locations. To better compare the algorithms against each other, all resultant focused images were displayed within the same dynamic range of −60 dB. The focusing performance of all algorithms seems to be very similar to each other as the tails (or the sidelobes) of the targets' images are comparable dispersion features. In terms of the image contrast, the -A and the PSA outperforms the BPA, the HSA, and the KM as it can be clearly deducted from the images. For this experiment, the numerical noise generated by the iterative implementation of the BPA seems to be very high when compared to other algorithms. In fact, the real data contains infinite number of scatterers (with high or low reflectivities) under the ground; it seems that the BPA is more sensitive to reflectivity amplitude than the others.
Experiment Number 2.
In the second experiment, the algorithms were tested under a more heterogeneous soil in another test bed of the indoor environment. The targets were selected as a water-void target, a metal pipe, and a metal plate whose sizes and burial locations were as depicted in Figure 8 . The synthetic aperture length was set to 134 cm for a total of 68 discrete points and the frequency was changed from 0.8 GHz to 5 GHz for 501 discrete points. A picture during the experiment is presented in Figure 9 .
After collecting the data, the raw image obtained by taking the IFT of the measured back-scattering data is shown in Figure 10(a) . As expected, the image is unfocused around the buried objects. After applying the migration algorithms, the focused images of the three buried objects are acquired as seen in Figures 10(b) to 10(f). For this experiment, very similar features were observed as in the case of the first experiment. Again, focusing performances of the algorithms are alike as the sidelobe contours of target's images are comparable. The contrast performances of the images also yield similar finding as we found in the first experiment. Again, the -A and the PSA produce more quality images when compared to other three algorithms. As the final comments, the BPA seems to have problems again when dealing with real-world data as it produces significant numerical noise as it can be seen from Figure 10 (f). Table 2 summarizes the performance of the presented five different algorithms in terms of processing time and the SCR over the conducted measurements. In assessing the speed of the algorithms, we observe similar performances as in the case of the simulation results that are listed in Table 1 . Again, -A is the fastest one and the BPA is the second best while the KMA is the worst. If we look at the SCR results, the clutter suppression ability of BPA is the best while the others demonstrate moderate performances when compared to BPA.
Conclusion and Discussions
In this paper, we have reviewed and compared fundamental algorithms that are used to focus the B-scan GPR data by presenting the algorithm steps. Namely, the hyperbolic summation, the Kirchhoff migration, the phase-shift migration, the frequency-wavenumber ( -) migration, and the backprojection based migration algorithms have been explained and applied to both the simulation and the measurement experiments. Based on the results obtained from the simulated and measured images, we have the following remarks for the investigated migration algorithms.
(i) The HSA is conceptually very simple and therefore it is very easy to implement. On the other hand, numerous hyperbolic template vectors should be applied for every pixel in the image which, in turn, is an expensive process in terms of the computation time. If the image size is relatively big, then the whole process of calculating the energy under the hyperbolic templates of every pixel may take a very long time.
Although the focusing ability of the algorithm is not as good as the -A and the BPA, the measurement results have showed that focusing success of the HSA also has some merit as it can be seen from the constructed GPR images. Also, the HSA produce fair contrast images when compared to others.
(ii) Although KM is conceptually similar to HSA, the algorithm is based on the scalar wave equation and it corrects the amplitude and the phases of some parameters such as spherical spreading and directivity that are not taken in to account in HSA. Therefore, the results obtained by KM are a little bit better than the ones with HSA that can also be seen from the resulted images. This is, of course, at the price of a longer simulation time. The improvement obtained by this amplitude correction can be clearly observed in Figures 7(c) and 10(c) to be compared to the images in Figures 7(b) and 10(b) . The targets with smaller reflectivity are more visible in the images obtained with KM. By looking at both the simulation and the measurement results, KMA seems to provide the best resolution figures when compared to other four algorithms.
(iii) The PSA utilizes the ESM concept and iteratively tries to add phase-shifts to migrate the wave field to the exploding time of = 0. The algorithm uses the advantage of FFT; therefore, it is much faster than the abovementioned algorithms. The PSA's performance in terms of computation time, focusing, and image quality is modest when compared to others.
(iv) Stolt migration algorithm (or the -A) also makes use of the ESM concept and the scalar wave equation for the scattered field. It can be shown mathematically that the -A provides the same solution set as in the case of KM. The -A tries to constitute a 3D Fourier transform relationship between the image at the object space and the collected scattered field. Before applying the FFT routine, a mapping procedure from frequency-wavenumber domain to wavenumber-wavenumber domain is necessary. Although this mapping procedure may slow down the execution time of the algorithm, it is still fast thanks to the FFT step. This study suggests that the focusing performance and the image quality feature of the -A are the best among all five algorithms. The algorithm is also fast when compared to HSA, KM, and BPA.
(v) As the BPA is not conceptually as simple as HSA or KM, the implementation of the algorithm is more complex. On the other hand, the BPA is much faster than these two algorithms since it takes and acts on the data as a block. Therefore, it requires less computation resources when compared to HSA or KM. This study has showed that the BPA is quite fast and its focusing ability is also very good. This can be viewed from both the simulated and the measured images and from the listed tables where BPA is the best for almost all the focusing parameters. One drawback of the BPA is due to its vulnerability to numerical noise. The algorithm produces comparably higher noise floor when compared to other four algorithms. This situation may cause resultant images of the low reflectivity targets to lie under the exaggerated noise floor level. Therefore, such targets may not be imaged within selection of dynamic range for the image display.
