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DUALITY FOR NONCOMMUTATIVE FRAMES
KARIN CVETKO-VAH, JENS HEMELAER, AND LIEVEN LE BRUYN
Abstract. We characterize the left-handed noncommutative frames
that arise from sheaves on topological spaces. Further, we show that
a general left-handed noncommutative frame A arises from a sheaf on
the dissolution locale associated to the commutative shadow of A. Both
constructions are made precise in terms of dual equivalences of cate-
gories, similar to the duality result for strongly distributive skew lattices
in [BCVG+13].
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1. Introduction
Let Y be a topological space. Following the terminology of Simmons in
[Sim80], we define the front topology on Y to be the topology generated by
all open and closed subsets of Y . Further, we write Yf for Y equipped with
the front topology. Now let E be a sheaf on Yf with E(Yf ) 6= ∅ and consider
the set
A = {(U, s) : U ⊆ Y open and s ∈ E(U)}.
Then we can define a restriction operation ∧ and an overwrite operation ∨
on A as follows:
• (U, s) ∧ (V, t) = (U ∩ V, s|U∩V );
• (U, s) ∨ (V, t) = (U ∪ V, s|U−V ∪ t).
With these operations, A is a (left-handed) noncommutative frame, as in-
troduced in [CV19]. Each noncommutative frame A has a commutative
shadow A/D, where D denotes Green’s equivalence relation. In the above
Jens Hemelaer was supported in part by a PhD fellowship of the Research Foundation
(Flanders) and in part by the University of Antwerp (BOF).
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example, the commutative shadow agrees with the frame of open subsets
of Y . Geometrically speaking, A can be thought of as (the set of opens
of) a noncommutative space covering the topological space Y . In fact, the
theory of noncommutative frames was motivated by [LB16], in which such a
noncommutative topology was constructed on the points of the Arithmetic
Site by Connes and Consani [CC14].
Noncommutative frames belong to the theory of skew lattices. In this
theory, the ∧ and ∨ operations are no longer required to be commutative,
as in the case of lattices. Instead they are idempotent, associative operations
satisfying the absorption laws
x ∧ (x ∨ y) = x = x ∨ (x ∧ y) and (x ∧ y) ∨ y = y = (x ∨ y) ∧ y.
We will recall some basic results for skew lattices in Section 2. For a more
detailed discussion, we refer the reader to Leech’s survey [Lee96]. For an
overview of the primary results, see [Lee19].
In [CVHLB19], noncommutative frames were used to define noncommu-
tative generalizations of toposes, by replacing the subobject classifier Ω with
an internal noncommutative frameH having the subobject classifier as com-
mutative shadow. While Ω has a single top element (corresponding to the
statement “true” in logic), there are now multiple top elements in H. An
example of a noncommutative topos that is not an elementary topos, is the
category of complete directed graphs with a 4-coloring of the edges. It is
impossible here to give an unambiguous sheafification: it is not enough to
force every pair of vertices to have an edge between them, there also has to
be a choice of what color this edge should be.
In this paper, we will first study which noncommutative frames can be
constructed as above from a pair (Y, E), where Y is a topological space and
E is a sheaf on Yf such that E(Yf ) 6= ∅. These noncommutative frames will
be called spatial. After giving two examples of left-handed noncommutative
frames that are not spatial, we show that there is an adjunction
Sh(Spf )
op LNFrm
H
G
,
where H sends a pair (Y, E) to its associated noncommutative frame. This
adjunction restricts to a categorical duality between spatial noncommutative
frames and the pairs (Y, E) such that Y is a sober topological space (i.e. each
irreducible closed subset has a unique generic point).
The above duality for spatial noncommutative frames is based on pre-
vious work of Bauer, Cvetko-Vah, Gehrke, van Gool and Kudryavtseva
[BCVG+13], in which classical Priestley duality is extended to strongly dis-
tributive skew lattices, which are the noncommutative counterparts of dis-
tributive lattices. In the commutative world, bounded distributive lattices
correspond to Priestley spaces [Pri94], or equivalently spectral spaces in the
sense of Hochster [Hoc69], while frames correspond to arbitrary topological
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spaces (or more generally locales). In this sense, the duality presented here
can be seen as a natural generalization of [BCVG+13, Theorem 3.7].
For a topological space Y , open sets are by definition completely deter-
mined by the points they contain. In terms of the frame O(Y ) of open
subsets of Y , this means that for any u, v ∈ O(Y ) there is a morphism of
frames
p : O(Y ) −→ 2.
such that p(u) 6= p(v). For a noncommutative frame A, we similarly say
that two elements a, b ∈ A can be separated if there exists a morphism of
noncommutative frames
q : A −→ P{1a,1b}
such that q(a) 6= q(b), where P{1a,1b} is the primitive skew lattice consisting
of an element 0 and two top elements 1a and 1b. We will show that A can be
embedded in a spatial noncommutative frame if and only if each two distinct
elements can be separated.
In the last part of the paper, we prove a duality result for left-handed
noncommutative frames that are not necessarily spatial. In general, the
commutative shadow L = A/D of a noncommutative frame can be seen as
the frame of open subsets of a locale Y . A familiar object in locale theory
is the dissolution locale Yd of Y . By definition, sublocales of Y correspond
to closed sublocales of Yd. We will see in Theorem 6.9 that there is an
equivalence of categories
LNFrm ≃ Sh(Locd)
op
where LNFrm is the category of left-handed noncommutative frames, and
Sh(Locd) is a suitable category of pairs (Y,F), with Y a locale and F a
sheaf on Yd, satisfying F(Yd) 6= ∅. This duality result is again based on
Theorem 3.7 in [BCVG+13].
In a recent paper [ABMZ19], A´vila, Bezhanishvili, Morandi and Zald´ıvar
show that, if Y is a sober topological space, then Yf is the space of points
of the dissolution locale Yd. In other words, Y equipped with the front
topology is the topological space that gives the best approximation to the
dissolution locale Yd. This allows us in Proposition 6.11 to show how the
two duality results (the one for spatial noncommutative frames and the one
for general noncommutative frames) relate to each other.
2. Preliminaries
2.1. Frames and locales. Following [PP12], a frame is a complete lattice
L that satisfies the infinite distributive law:
(
∨
i∈I
xi) ∧ y =
∨
i∈I
xi ∧ y
for y ∈ L and xi ∈ L for all i ∈ I. A frame homomorphism h : L → M
between frames L andM is a map L→M that preserves all joins (including
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the bottom 0) and all finite meets (including the top 1). We denote the
resulting category by Frm.
The category of locales Loc is defined as the opposite of the category
Frm. The frame associated to a locale Y will be called the frame of open
subsets of Y , and will be denoted by O(Y ). A morphism of locales Y → Y ′
is by definition a frame morphismO(Y ′)→ O(Y ). Given a topological space
X, the lattice of all open subsets of X is a frame, see [MLM94, Chapter IX]
or [Joh82, Chapter II] for details. This frame will also be denoted by O(X).
In this way, we can associate to each topological space a locale, called the
underlying locale. Any continuous map of topological spaces f : X → X ′
induces a morphism of the underlying locales, defined by taking inverse
images of open subsets f−1 : O(X ′)→ O(X). This defines a functor
i : Sp −→ Loc.
Given a locale Y , a point of Y is a morphism of locales 1 → Y , where 1
denotes (the underlying locale of) the one-point space. Equivalently, a point
is a frame homomorphism p : O(Y )→ 2. Here 2 denotes the frame of open
sets of the one-point space: it has two elements 1 > 0. We denote the set of
points of Y by pt(Y ). A topology is defined on pt(Y ) by letting the opens
be all sets of the form:
Ua = {p : O(Y )→ 2, p(a) = 1}
for a ∈ O(Y ). With this topology, pt(Y ) is called the space of points of Y .
A morphism of locales Y → Y ′ defined by h : O(Y ′) → O(Y ) induces a
continuous map pt(h) : pt(Y ) → pt(Y ′), pt(h)(p) = p ◦ h. This makes pt
into a functor from Loc to Sp. Note that (pt(h))−1(Ua) = Uh(a).
Theorem 2.1 ([Joh82, II, 1.4]). The functor pt : Loc→ Sp is right adjoint
to the functor i : Sp→ Loc.
A locale Y is called spatial if it is in the essential image of i, i.e. if it occurs
as underlying locale of some topological space. A topological space is called
sober if it is in the essential image of pt : Loc→ Sp, i.e. if it is isomorphic
to the space of points of some locale. By the general theory of adjunctions, i
and pt induce an equivalence of categories between sober topological spaces
and spatial locales.
For X a topological space, the sober topological space Xˆ = pt(i(X))
will be called the sobrification of X. From the adjunction above, there is a
natural map X → Xˆ inducing an isomorphism of underlying locales.
For more on locales and sober topological spaces, we refer to [MLM94,
Chapter IX] or [Joh82, Chapter II].
2.2. Skew lattices. A skew lattice is a set A endowed with a pair of idem-
potent, associative operations ∧ and ∨ such that the absorption laws
x ∧ (x ∨ y) = x = x ∨ (x ∧ y) and (x ∧ y) ∨ y = y = (x ∨ y) ∧ y
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are satisfied. Given skew lattices A and A′, a homomorphism of skew lattices
is a map f : A→ A′ that preserves finite meets and joins, or in other words:
• f(a ∧ b) = f(a) ∧ f(b), for all a, b ∈ A;
• f(a ∨ b) = f(a) ∨ f(b), for all a, b ∈ A.
The natural partial order is defined on any skew lattice A by: a ≤ b iff
a ∧ b = b ∧ a = a, or equivalently, a ∨ b = b = b ∨ a. Green’s equivalence
relation D is defined on A by: a D b iff a ∧ b ∧ a = a and b ∧ a ∧ b = b, or
equivalently, a∨ b∨ a = a and b∨ a∨ b = b. We denote the equivalence class
of an element a ∈ A by Da or [a]. Leech’s First Decomposition Theorem
[Lee89], states that D is a congruence on the skew lattice A and that A/D is
the maximal lattice image of A. We will also refer to A/D as the commutative
shadow of A.
A skew lattice is called left handed, if it satisfies the identity x ∧ y ∧ x =
x∧ y, or equivalently, x∨ y∨x = y∨x; it is called right-handed if it satisfies
the identity x∧ y ∧ x = y ∧ x, or equivalently, x∨ y ∨ x = x∨ y. By Leech’s
Second Decomposition Theorem any skew lattice factors as a pullback of a
left handed skew lattice by a right-handed skew lattice over their common
maximal lattice image, see [Lee89].
A skew lattice is said to be strongly distributive if it satisfies the identities:
(x ∨ y) ∧ z = (x ∧ z) ∨ (y ∧ z) and x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
Let a be an element of a strongly distributive skew lattice A. If u is a D-class
with u ≤ a, then there exists a unique element b ∈ A such that b ≤ a and
[b] = u. We will call b the restriction of a to u.
As shown by Leech in [Lee92], a skew lattice is strongly distributive if
and only if it is symmetric, distributive and normal, where a skew lattice A
is called:
• symmetric if for any x, y ∈ A, x ∨ y = y ∨ x is equivalent to x ∧ y =
y ∧ x;
• distributive if it satisfies the identities:
x ∧ (y ∨ z) ∧ x = (x ∧ y ∧ x) ∨ (x ∧ z ∧ x)
x ∨ (y ∧ z) ∨ x = (x ∨ y ∨ x) ∧ (x ∨ z ∨ x);
• normal if it satisfies the identity x ∧ y ∧ z ∧ x = x ∧ z ∧ y ∧ x.
A skew lattice A is normal if and only if given any a ∈ A the set
a↓ = {u ∈ A |u ≤ a}
is a lattice, see [Lee92]. Normal skew lattices are sometimes called local
lattices. Finally, a skew lattice with 0 is a skew lattice with a distinguished
element 0 satisfying x ∨ 0 = x = 0 ∨ x, or equivalently, x ∧ 0 = 0 = 0 ∧ x.
Example 2.2. Let R,S be non-empty sets and denote by P(R,S) the set
of all partial functions from R to S. We define the following operations on
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P(R,S):
f ∧ g = f |dom(f)∩dom(g)
f ∨ g = g ∪ f |dom(f)\dom(g)
In [Lee92], Leech showed that (P(R,S);∧,∨) is a strongly distributive left
handed skew lattice with 0. Moreover, given f, g ∈ (P(R,S);∧,∨) the fol-
lowing hold:
• f D g iff dom(f) = dom(g);
• f ≤ g iff f = g|dom(f)∩dom(g);
• P(R,S)/D ∼= P(R).
We will see in the next subsection that P(R,S) is a noncommutative frame.
2.3. Noncommutative frames. A subset {xi : i ∈ I} ⊆ A of a skew
lattice A is said to be a commuting subset if it is nonempty and moreover
xi ∧ xj = xj ∧ xi and xi ∨ xj = xj ∨ xi for all i, j ∈ I. We say that a skew
lattice is join complete if all commuting subsets have suprema with respect
to the natural partial ordering. Leech showed in [Lee90] that a join complete
skew lattice A always has a maximal D-class.
A noncommutative frame is a strongly distributive, join complete skew
lattice A with 0 that satisfies the infinite distributive laws
(1) (
∨
i
xi) ∧ y =
∨
i
(xi ∧ y) and x ∧ (
∨
i
yi) =
∨
i
(x ∧ yi)
for all x, y ∈ A and all commuting subsets {xi : i ∈ I}, {yi : i ∈ I} ⊆ A.
By a result of [BL95], any join complete, normal skew lattice A with 0
(for instance, any noncommutative frame) satisfies the following:
• any nonempty commuting subset C ⊆ A has an infimum w.r.t. the
natural partial order, to be denoted by
∧
C;
• any nonempty subset C ⊆ A has an infimum w.r.t. the natural par-
tial order, to be denoted by
⋂
C (or by x∩y in the case C = {x, y});
• if C is a nonempty commuting subset of A, then
∧
C =
⋂
C.
We call
⋂
C the intersection of C.
The following is an example of a noncommutative frame (it is easy to
check that it satisfies all necessary properties).
Proposition 2.3. The set P(R,S) of all partial functions from R to S with
the operations ∧, ∨ defined as in Example 2.2 is a noncommutative frame.
If {xi : i ∈ I} ⊆ A is a commuting subset, and h : A→ A
′ is a homomor-
phism of skew lattices, then {h(xi) : i ∈ I} is a commuting subset of A
′. For
A and A′ noncommutative frames, we say that h : A→ A′ is a morphism of
noncommutative frames if it satisfies the following properties:
• h is a homomorphism of skew lattices;
• h(0) = 0;
• if t is in the maximal D-class of A, then h(t) is in the maximal
D-class of A′;
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• h(
∨
i xi) =
∨
i h(xi), for all commuting subsets {xi : i ∈ I}.
The category of noncommutative frames will be denoted by NFrm, and the
full subcategory of left handed noncommutative frames by LNFrm.
Note that a morphism h : A → A′ of noncommutative frames are com-
patible with the congruence D, in other words a D b implies h(a) D h(b).
In fact, the induced map hc : A/D → A
′/D, [x] 7→ [h(x)] is a frame mor-
phism. Moreover, given a noncommutative frame, the natural projection
piA : A → A/D, mapping x to its D-class [x], is always a morphism of
noncommutative frames.
3. Duality for spatial noncommutative frames
3.1. The front topology. Let Y be a topological space. We say that a
subset S ⊆ Y is locally closed if it can be written as S = U ∩ V with U
open and V closed. The locally closed sets are the basis of a topology, that
we will call the front topology. This is the terminology of Simmons [Sim80]
that is also used in the recent paper by A´vila, Bezhanishvili, Morandi and
Zald´ıvar [ABMZ19]. We write Yf for Y equipped with the front topology.
Example 3.1.
(1) If Y is Hausdorff, then all points in Y are closed. As a result, Yf
has the discrete topology.
(2) Take Y = Spec(Z) with the Zariski topology. Then Yf is homeomor-
phic to
{0} ∪ {
1
n
: n ∈ N>0} ⊆ R
with the usual (Euclidean) topology.
3.2. Terminology for sheaves. We recall the main notions of sheaf theory,
and introduce the necessary terminology. For details, we refer to [MLM94].
For Y a topological space, a presheaf on Y is a functor
E : O(Y )op −→ Sets
to the category of sets. For U ∈ O(Y ), the elements of E(U) will be called
the (local) sections over U . For s ∈ E(U), we also say that U is the domain
of s and we write U = dom(s). A family of elements (si)i∈I with si ∈ E(Ui)
is called a matching family if for all i, j ∈ I we have
si|Ui∩Uj = sj|Ui∩Uj .
Now E is a sheaf on Y if and only if for every matching family (si)i∈I as
above, there is a unique section s ∈ E(U) for U =
⋃
i∈I Ui, such that s|Ui = si
for all i ∈ I.
For an element p ∈ Y , we define the stalk Ep as the filtered colimit
Ep = lim−→
U∋p
E(U).
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So every section s ∈ E(U) with U ∋ p determines an element of Ep, that we
will call the germ of s at p, and we write it as germp(s). For s ∈ E(U) and
s′ ∈ E(U ′) with p ∈ U ∩U ′ we have germp(s) = germp(s
′) if and only if there
is some p ∈ V ⊆ U ∩ U ′ such that s|V = s
′|V .
The e´tale space E of E is (as a set) the disjoint union
E =
⊔
p∈Y
Ep.
There is a projection map pi : E → Y sending each element of Ep to p. Each
section s ∈ E(U) defines a function s : U → E given by
(2) s(p) = germp(s)
and this function satisfies pi(s(p)) = p for all p ∈ U . We define a topology
on E by taking as subbasis the set of all sets of the form s(U) for U ⊆ Y an
open subset and s ∈ E(U). Then pi is a local homeomorphism, each function
s : U → E defined by (2) is continuous, and moreover:
Proposition 3.2. Let E be a sheaf on Y and let U ⊆ Y be an open subset.
For every continuous function f : U → E such that pi(f(p)) = p for all
p ∈ U , there is a unique s ∈ E(U) such that
f(p) = germp(s).
In this way, we can recover E from its e´tale space. Further, each local
homeomorphism pi : E → Y is the e´tale space of a sheaf E . This equivalence
between sheaves and e´tale spaces is functorial: if ϕ : E → E ′ is a morphism
of sheaves over Y , then
ψ : E −→ E′, ψ(germp(s)) = germp(ϕ(s))
is a well-defined continuous map between the respective e´tale spaces, such
that pi′◦ψ = pi. Conversely, every continuous ψ : E → E′ such that pi′◦ψ = pi
is of this form for a unique ϕ.
The definitions for presheaves, sections, matching families and sheaves
extend word for word to the more general case where Y is a locale. For every
point p ∈ pt(Y ), we can define the stalk Ep = lim−→U∋p E(U) of a (pre)sheaf E
and the germ of a section s ∈ E(U) at p ∈ U (if p is interpreted as a frame
morphism p : O(Y ) −→ 2, then the condition p ∈ U means p(U) = 1). The
e´tale space E is then a topological space with a projection map
pi : E −→ pt(Y ).
The main difference with the case of topological spaces, is that we cannot
recover the sheaf E from its e´tale space E. So here sheaves are more general
than e´tale spaces (one can remedy this by defining local homeomorphisms
of locales, but we will not follow this approach here).
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3.3. Spatial noncommutative frames. Let E be a sheaf on Yf such that
E(Yf ) 6= ∅. Recall from [CVHLB19] that we can then construct a non-
commutative frame H(Y, E) as follows. The elements are pairs (U, s) with
U ⊆ Y open (for the original topology on Y ) and s ∈ E(U). The meet and
join operations are defined as follows:
• (U, s) ∧ (V, t) = (U ∩ V, s|U∩V ),
• (U, s) ∨ (V, t) = (U ∪ V, s|U−V ∪ t),
where s|U−V ∪ t is the unique section restricting to s|U−V on U −V and to t
on V . It is easy to verify that H(Y, E) is a noncommutative frame. In fact,
H(Y, E) can be seen as a subset of the noncommutative frame of all partial
functions from X to
E =
⊔
p∈Y
Ep = {germp(s) : p ∈ Y, s ∈ E(U) for U ∋ p},
by identifying (U, s) with the function
s : U −→ E, s(p) = germp(s).
It therefore suffices to show that H(Y, E) is closed under the meet and join
operations, which is the case exactly because we work with the front topol-
ogy.
Observe that given any global section t, each downset of the form (Y, t)↓
is isomorphic to the frame O(Y ). Moreover, (U, s) D (U ′, s′) if and only if
U = U ′. It follows that H(Y, E) has a unique bottom element 0 = (∅, ∅), and
it has a top D-class T = {(Y, t) : t ∈ E(Yf )}, in other words top elements
correspond to global sections. The factor algebraH(Y, E)/D is isomorphic to
the frame O(Y ). We view H(Y, E) as the set of opens of a noncommutative
topological space with commutative shadow Y .
Definition 3.3 (Spatial noncommutative frames). A left-handed noncom-
mutative frame A will be called spatial if there exists a topological space Y
and a sheaf E on Yf with E(Yf ) 6= ∅ such that A ∼= H(Y, E) as above.
If A is a frame, i.e. A = A/D, then this coincides with the usual definition:
A is a spatial frame if and only if A = O(Y ) for some topological space Y .
Take a topological space Y and a sheaf E on Yf . The natural map Y → Yˆ
from Y to its sobrification induces a map β : Yf → (Yˆ )f . It can now be
checked that H(Y, E) ∼= H(Yˆ , β∗E). So in the above definition, we can
assume that Y is sober.
3.4. Examples of noncommutative frames that are not spatial. Let
A be a noncommutative frame such that its commutative shadow A/D is
not spatial. Then A can not be spatial either. However, in this subsection
we would like to give two examples of left-handed noncommutative frames
A that are not spatial, despite having a spatial commutative shadow.
Consider the set B of pairs (U, f) with U ⊆ R an open set for the usual
(Euclidean) topology, and f : U → {0, 1} an arbitrary function. We define
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an equivalence relation ∼ such that (U, f) ∼ (V, g) if and only if V = U and
moreover {x ∈ U : f(x) 6= g(x)} is countable (by countable we always mean
either finite or countably infinite). We now define a noncommutative frame
A′ with as elements the equivalence classes
A′ = B/∼
and with meet and join defined by
(U, f) ∧ (V, g) = (U ∩ V, f |U∩V )
(U, f) ∨ (V, g) = (U ∪ V, f |U−V ∪ g|V ),
where h = f |U−V ∪g|V is the function defined by h(x) = f(x) for x ∈ U −V
and h(x) = g(x) for x ∈ V . Note that meet and join do not depend on the
chosen representatives. It is straightforward to check that A′ is a strongly
distributive skew lattice with 0, with A′/D ∼= O(R). From [CVHL19, The-
orem 5.1] it follows that A′ is a noncommutative frame if we show that it is
join complete. So take a commuting family of elements (Ui, fi) indexed by
i ∈ I. Then fi|Ui∩Uj and fj|Ui∩Uj disagree on only countably many points.
Let U =
⋃
i∈I Ui. Since R is strongly Lindelo¨f, we can find an countable
subset J ⊆ I such that U =
⋃
j∈J Uj . For each p ∈ U , take a j(p) ∈ J such
that p ∈ Uj(p). Then define:
f : U → {0, 1}, f(p) = fj(p)(p).
We claim that (U, f) =
∨
i∈I(Ui, fi). Consider the set
Si = {p ∈ Ui : f(p) 6= fi(p)}.
We have to show that Si is countable. This follows from:
Si ⊆
⋃
j∈J
{p ∈ Ui ∩ Uj : fi(p) 6= fj(p)}
(the right hand side is countable, being a countable union of countable sets).
Now let g : U → {0, 1} be any other function such that g|Ui and fi agree
outside of a countable set. Consider the set
S′ = {p ∈ U : f(p) 6= g(p)}.
Then
S′ ⊆
⋃
j∈J
{p ∈ Uj : fj(p) 6= g(p)}
so S′ is countable. This shows that (U, f) is well-defined and (U, f) =∨
i∈I(Ui, fi). It follows that A
′ is a noncommutative frame. We claim that
A′ is not spatial, but we will postpone the proof to Subsection 3.9.
As another example, consider the set A′′ of pairs (U, f) with U ⊆ R an
open subset, and f : U → {0, 1} a function such that {x ∈ U : f(x) = 1} is
countable. Again, we define meet and join as
(U, f) ∧ (V, g) = (U ∩ V, f |U∩V )
(U, f) ∨ (V, g) = (U ∪ V, f |U−V ∪ g|V ).
DUALITY FOR NONCOMMUTATIVE FRAMES 11
In an analogous way as in the previous example, we can show that A′′ is a
join complete strongly distributive skew lattice with commutative shadow
A′′/D ∼= O(R). So by [CVHL19, Theorem 5.1] it is a noncommutative
frame. Again, we claim that A′′ is not spatial, but we postpone the proof
to Subsection 3.9.
3.5. H as a functor. We can interpret the map (Y, E) 7→ H(Y, E) from
Subsection 3.3 as a functor H, in the following way. We define the category
Sh(Spf ) of sheaves for the front topology as the category with
• as objects the pairs (Y, E) where Y is a topological space and E is a
sheaf on Yf such that E(Yf ) 6= ∅;
• as morphisms the pairs (f, λ) : (Y, E)→ (Y ′, E ′) where f : Y → Y ′ is
a continuous map and λ : E ′ → f∗E is a sheaf morphism (note that
f also defines a continuous map Yf → (Y
′)f ).
Now H becomes a functor
H : Sh(Spf )
op −→ LNFrm
by associating to (f, λ) the morphism of noncommutative frames
H(f, λ) : H(Y ′, E ′) −→ H(Y, E)
sending (U, s) ∈ H(Y ′, E ′) to (f−1(U), λ(s)) ∈ H(Y, E).
3.6. Primitive quotients. We would like to construct a left adjoint G to
the functor H above. First, we recall the notion of primitive quotient from
[BCVG+13].
Definition 3.4 ([BCVG+13]). Let A be a left-handed strongly distributive
skew lattice and let p : A→ 2 be a lattice homomorphism. For a, b ∈ A with
p(a) = p(b) = 1, we define
a ∼p b ⇔ ∃c, d ∈ A, p(c) = 0, p(d) = 1, (a ∧ d) ∨ c = (b ∧ d) ∨ c.
If a ∼p b, then we say that a and b agree in p.
Recall from [BCVG+13, Subsection 6.2] that ∼p is an equivalence relation.
The equivalence class of an element a is written as [a]∼p . By [BCVG
+13,
Proposition 6.1], the quotient A/∼p is a skew lattice with a unique nontrivial
D-class. The quotient map is given by
pi : A→ A/∼p
pi(a) =
{
0 if p(a) = 0,
[a]∼p if p(a) = 1.
It is easy to check that pi is a morphism of noncommutative frames if and
only if p is.
A skew lattice that only has one nontrivial D-class, is called primitive.
Primitive left-handed skew lattices are denoted by PT , where T is the set of
top elements. Any morphism q : A → PT to a primitive skew lattice such
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that q/D = p factors as q = t ◦ pi for some t : A/∼p → PT , see [BCVG
+13,
Proposition 6.1].
For spatial noncommutative frames A = H(Y, E), the equivalence relation
can be phrased in terms of the stalks of E .
Lemma 3.5. Take (U, s), (U ′, s′) ∈ H(Y, E) and p ∈ U ∩ U ′. Then
(U, s) ∼p (U
′, s′)
if and only if germp(s) = germp(s
′).
Proof. This is analogous to the proof of [BCVG+13, Lemma 5.1]. 
3.7. E´tale space associated to a noncommutative frame. Let A be a
left-handed noncommutative frame. We would like to construct an object
G(A) in Sh(Spf ) such that H(G(A)) is the spatial noncommutative frame
that “best approximates A”, or more precisely such that G is left adjoint to
H as functors
Sh(Spf )
op LNFrm
H
G
.
So we want to show that there is a natural bijection between noncommu-
tative frame morphisms A → H(Y, E) and morphisms (Y, E) → G(A) in
Sh(Spf ).
We write G(A) = (YA, EA) where YA is a topological space and EA is a
sheaf on YA,f . We then define:
YA = pt(A/D)
to be the space of points of A/D. We write YA,f for YA with its front
topology. We can now use the equivalence relations ∼p from Definition 3.4
to construct a space EA and a local homeomorphism piA : EA → YA,f . We
define
Ep = {[a]∼p : a ∈ A, p(a) = 1}
for each p ∈ YA, and
EA =
⊔
p∈YA
Ep = {(p, [a]∼p) : p ∈ YA, a ∈ A, p(a) = 1}.
We can then define piA : EA −→ YA,f as piA(p, [a]∼p) = p. The topology on
EA is defined as follows. For a ∈ A, its D-class [a] corresponds to the open
set
Ua = {p ∈ YA : p(a) = 1} ⊆ YA.
Note that the set Ua is in particular open in YA,f . We write Ua,f for Ua with
the front topology. Each a ∈ A defines a function
sa : Ua −→ EA, sa(p) = (p, [a]∼p)
satisfying piA(sa(p)) = p. Then the subsets of the form
sa(Z) = {(p, [a]∼p) : p ∈ Z} ⊆ EA
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for a ∈ A and Z ⊆ Ua locally closed, generate a topology on EA.
Theorem 3.6. With the notations above, sa : Ua,f −→ EA is continuous
for all a ∈ A, and the map piA : EA −→ YA,f is a local homeomorphism.
Proof. Take W = sb(Z) ⊆ EA for b ∈ A and Z ⊆ Ub locally closed. To show
that sa : Ua,f → EA is continuous, it is enough to show that s
−1
a (W ) is open
in Yf . Note that
s−1a (W ) = {p ∈ Z ∩ Ua | a ∼p b}.
Take any p ∈ s−1a (W ). There exist c, d ∈ A such that p(c) = 0, p(d) = 1 and
(a ∧ d) ∨ c = (b ∧ d) ∨ c. Let Up = Z ∩ Ua ∩ Ud − Uc, and note that p ∈ Up
and that Up ⊆ Yf is open. We claim that Up ⊆ s
−1
a (W ). To see this, take
any p′ ∈ Up. Then p
′(a) = p′(b) = p′(d) = 1 and p′(c) = 0, so that a ∼p′ b
follows. Thus p′ ∈ s−1a (W ), which proves Up ⊆ s
−1
a (W ).
To prove that piA is a local homeomorphism, note that
piA|sa(Ua) : sa(Ua)→ Ua
is a bijection with a continuous inverse sa. 
Remark 3.7. If YA is Hausdorff, then YA,f is discrete. Since
piA : EA −→ YA,f
is a local homeomorphism, this implies that EA is discrete as well.
3.8. Adjunction between G and H. Let U ⊆ YA,f be an open subset and
take a continuous map s : U −→ EA such that pi(s(u)) = u for all u ∈ U .
Fix a point p ∈ YA,f . Take an a ∈ A such that s(p) = (p, [a]∼p). Then
V = s−1(sa(Ua)) = {p ∈ U : s(p) = (p, [a]∼p)}
is an open subset of YA,f , containing p, such that
s|V = sa|V .
So, locally, s is of the form sa for some a ∈ A.
The sheaf EA on YA,f associated to piA : EA → YA,f is given by
EA(U) = {s : U → EA continuous with piA(s(p)) = p for all p ∈ U}
for U ⊆ YA,f open. If A and A
′ are two left-handed noncommutative frames,
and ϕ : A→ A′ is a morphism, then there is an induced continuous map
f : YA′ −→ YA, f(p) = p ◦ ϕ
and a morphism of sheaves
λ : E −→ f∗E
′, λ(sa) = sϕ(a).
This uniquely determines λ since each s ∈ EA(U) is locally of the form sa
for a ∈ A.
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Theorem 3.8. In the diagram
Sh(Spf )
op LNFrm
H
G
,
the functor G is left adjoint to H.
Proof. For A a left-handed noncommutative frame, we writeG(A) = (YA, EA)
as above. Take (Y, E) in Sh(Spf ) and a morphism of noncommutative frames
ϕ : A −→ H(Y, E).
This induces a frame morphism ϕ/D : A/D −→ O(Y ), or equivalently, a
morphism of locales f : Y −→ YA. Moreover, ϕ induces a morphism of
sheaves
λ : EA −→ f∗E ,
uniquely defined by λ(sa) = ϕ(a) for all a ∈ A (the D-class of ϕ(a) is
f−1(Ua), so ϕ(a) can be seen as an element of (f∗E)(Ua)). Together, f and
λ determine a morphism
(f, λ) : (Y, E) −→ G(A)
in Sh(Spf ). Conversely, if such a morphism (f, λ) is given, then we can
reconstruct ϕ using ϕ(a) = λ(sa). So there is a bijective correspondence
between noncommutative frame morphisms A −→ H(Y, E) and morphisms
(Y, E) −→ G(A) in Sh(Spf ). It is straightforward to check that this bijection
is natural in A and (Y, E). So G is left adjoint to H. 
3.9. Proof that the two examples from 3.4 are not spatial. Consider
the noncommutative frames A′ and A′′ from Subsection 3.4. To show that
A′ and A′′ are not spatial, it is enough to show that the natural morphisms
A′ → H(G(A′)) resp. A′′ → H(G(A′′)) are not bijective, by the general
theory of adjunctions.
We first compute G(A′) = (Y ′, E ′). Here Y ′ = R (with the Euclidean
topology), so Y ′f is given by R with the discrete topology. Take two elements
(U, f) and (V, g) in A′, and a point p ∈ U∩V . We claim that (U, f) ∼p (V, g).
Take an open set (for the Euclidean topology) W ⊆ U ∩ V with W ∋ p.
Then W ′ = W − {p} is open as well. Take arbitrary elements (W,h) and
(W ′, h′) in A′. Then:
((U, f) ∧ (W,h)) ∨ (W ′, h′) = ((V, g) ∧ (W,h)) ∨ (W ′, h′)
because the corresponding partial functions disagree in at most one point.
So (U, f) ∼p (V, g). Because (U, f) and (V, g) were arbitrary, this means
that Ep is a singleton for all p ∈ Y
′. It follows that E ′(U) is a singleton for
any subset U ⊆ R. So H(G(A′)) = P(R), which shows that the morphism
A′ → H(G(A′)) is surjective but not injective. In particular, A′ is not
spatial.
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We now compute G(A′′) = (Y ′′, E ′′). Again Y ′′ = R with the Euclidean
topology, and Y ′′f has the discrete topology. Take two elements (U, f) and
(V, g) in A′′ and an element p ∈ U ∩ V . Then it is easy to show that
(U, f) ∼p (V, g) if and only if f(p) = g(p). This shows that E
′′
p = {0, 1} for
all p ∈ Y ′′. It follows that H(G(A′′)) = P(R, {0, 1}). The natural morphism
A′′ −→ H(G(A′′)) = P(R, {0, 1})
sending (U, f) ∈ A′′ to (U, f) ∈ P(R, {0, 1}) is injective but not surjective.
This shows that A′′ is not spatial either.
3.10. Duality for spatial noncommutative frames. Consider the ad-
junction
Sh(Spf )
op LNFrm
H
G
.
LetD ⊆ LNFrm be the full subcategory of spatial noncommutative frames,
and conversely let C ⊆ Sh(Spf ) be the full subcategory of pairs (Y, E) that
can be written as (Y, E) ∼= G(A) for some A in LNFrm. Recall that since
H and G are adjoint, they restrict to an equivalence of categories
Cop D.
H
G
A pair (Y, E) is in C if and only if the natural morphism
(f, λ) : (Y, E) −→ G(H(Y, E)), given by
f : Y −→ pt(O(Y )), p 7→ pˆ with pˆ(U) =
{
1 if p ∈ U,
0 if p /∈ U
λ : EH(Y,E) −→ f∗E , sa 7→ a
(3)
is an isomorphism. In this case, (Y, E) will be called a sober sheaf for the
front topology. We can then state the following duality theorem.
Theorem 3.9 (Duality for spatial noncommutative frames). The functors G
and H induce a dual equivalence between the category C of sober sheaves for
the front topology, and the category D of spatial left-handed noncommutative
frames.
We have the following characterization of sober sheaves:
Proposition 3.10. Take (Y, E) in Sh(Spf ). Then (Y, E) is sober if and
only if Y is sober.
Proof. If (Y, E) is sober, then in particular f : Y −→ pt(O(Y )) is an iso-
morphism, so Y is sober.
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Conversely, if Y is sober, the component f : Y −→ pt(O(Y )) from (3)
is an isomorphism. We would like to show that λ is an isomorphism. It is
enough to show that the induced morphism on stalks
λp : (EH(Y,E))p −→ (f∗E)p = Ep
is an isomorphism, for every p ∈ Y . We compute
(EH(Y,E))p = {[a]∼p : a ∈ H(Y, E), p(a) = 1}
and λp is given by λp([a]∼p) = germp(a). The statement now follows from
Lemma 3.5. 
4. Separation properties
Recall that P{1a,1b} denotes the primitive skew lattice with top elements
1a and 1b. From the results of [BCVG
+13] it easily follows that for every
two elements a, b ∈ A in the same D-class, there is a morphism of skew
lattices
q : A→ P{1a,1b}
such that q(a) = 1a and q(b) = 1b. We say that q separates a and b. However,
this morphism q is in general not a morphism of noncommutative frames.
In fact:
Proposition 4.1. Let A be a noncommutative frame such that A/D is spa-
tial. Then the following are equivalent:
(1) for all a, b ∈ A in the same D-class such that a 6= b, there is a
morphism of noncommutative frames
q : A→ P{1a,1b}
such that q(a) = 1a and q(b) = 1b;
(2) the natural map σ : A −→ H(G(A)), a 7→ (Ua, sa) is injective;
(3) there is an injective morphism of noncommutative frames A → A′
for some spatial noncommutative frame A′;
(4) there is an injective morphism of noncommutative frames A→ P(R,S)
for some sets R and S.
Proof. (1)⇒ (2). Suppose that σ(a) = σ(b). If a and b have different D-
class, we can use that A/D is spatial to construct a morphism p : A −→ 2
such that p(a) 6= p(b). But 2 is spatial as noncommutative frame, so there
is a factorization p = ξ ◦ σ for some ξ : H(G(A)) → 2. This leads to a
contradiction. If a and b have the same D-class, then since (1) holds, we
can construct a morphism of noncommutative frames q : A→ P{1a,1b} such
that q(a) 6= q(b). Again there is a factorization q = ξ ◦ σ, a contradiction.
(2)⇒ (3). This is trivial, because H(G(A)) is spatial.
(3)⇒ (4). Suppose A′ = H(Y, E), and let pi : E → Yf be the e´tale space
corresponding to E . Then the inclusion
A′ ⊆ P(Y,E)
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is a morphism of noncommutative frames. But then we can also embed A
in P(Y,E).
(4)⇒ (1). Suppose that there is an injection i : A → P(R,S). Take
a, b ∈ A in the same D-class, with a 6= b. Then i(a) and i(b) are function
U → S for some subset U ⊆ R. Moreover, we can find p ∈ U such that i(a)
and i(b) have different values in p. We now consider the map
ξ : P(R,S)→ P({p}, S), ξ(f) = f |{p}.
Then composition gives a morphism q′ : A → PS from A to the primitive
skew lattice with S as set of top elements, such that q′(a) and q′(b) are
different top elements. Now take a quotient PS → P{1a,1b} sending q
′(a) to
1a and q
′(b) to 1b. 
Example 4.2. Consider the noncommutative frame A′ from Subsection 3.4.
We showed in Subsection 3.9 that
H(G(A′)) = P(R).
The natural map A′ −→ H(G(A′)) sends (U, f) to U , and as a result this
map is surjective but not injective. So none of the equivalent statements
from Proposition 4.1 hold in this case, for example there is no embedding of
noncommutative frames of A′ ⊆ P(R,S) for sets R and S.
For the noncommutative frame A′′ from Subsection 3.4 there is an embed-
ding A′′ ⊆ P(R,S). So here the equivalent conditions from Proposition 4.1
are satisfied.
5. Sheaves on the dissolution locale
Theorem 3.9 shows that we can identify a spatial noncommutative frame
with its corresponding pair (Y, E), where Y is a sober space and E is a sheaf
on Yf . In the remaining part of the paper, we discuss a duality result for
general left-handed noncommutative frames. More precisely, we want to
show that noncommutative frames with commutative shadow O(Y ), for Y a
locale, correspond to sheaves on the dissolution locale Yd. In this section we
recall the definition of dissolution locale and give a description of the sheaves
on it. Note that in the literature, e.g. in [Joh02b, C1.1] and [ABMZ19],
results on the dissolution locale are often phrased in terms of its associated
frame, called the frame of nuclei or assembly.
5.1. The dissolution locale. Let Y be a locale and let L = O(Y ) be the
associated frame. A nucleus on L is a function ν : L→ L satisfying
(N1) a ≤ ν(a);
(N2) ν(a ∧ b) = ν(a) ∧ ν(b);
(N3) ν(ν(a)) = ν(a)
for a, b ∈ L. Each nucleus defines a surjective morphism of frames
ν : L −→ ν(L), a 7→ ν(a)
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and up to isomorphism every surjective frame morphism is of this form. In
the category of frames, the regular epimorphisms are precisely the surjective
morphisms. In this way, we see that nuclei on L correspond bijectively to
sublocales of Y, i.e. with isomorphism classes of regular monomorphisms
Y ′ −→ Y . The nuclei on L are partially ordered via
ν ≤ ν ′ ⇔ ν(a) ≤ ν ′(a), ∀a ∈ L.
With this partial order, the set of nuclei N(L) is a frame, see [Joh02b,
C1.1], called the frame of nuclei or the assembly. The locale dual to N(L)
is denoted by Yd and is called the dissolution locale of Y . There is an
embedding of frames
L −→ N(L), a 7→ νa
with the nucleus νa defined by νa(b) = a ∨ b.
5.2. The dissolution locale as a pullback. For every distributive lattice
L there is a boolean algebra Lb ⊇ L with the property that any lattice
homomorphism L −→ B to a boolean algebra B extends to a lattice homo-
morphism Lb −→ B in a unique way. We call Lb the boolean envelope of L,
following the terminology of Banaschewski in [Ban96]. The frame of nuclei
N(L) plays a similar role for frames: if ϕ : L→ B is a morphism of frames
to a frame B, such that ϕ(a) is complemented for all a ∈ L, then there is a
unique frame morphism N(L) −→ B extending ϕ, see [Joh02b, C1.1]. With
these universal properties in mind, it is easy to show that there is a pushout
diagram
Idl(Lb) N(L)
Idl(L) L
where Lb is the boolean envelope of L (as a distributive lattice), and Idl(L)
and Idl(Lb) are the ideal completions of L resp. Lb. This pushout diagram
already appeared in [Kli13].
Dually, with Y the locale corresponding to L, we can write the dissolution
locale Yd as a pullback. Let
X = Spec(L)
be the prime spectrum of L. The patch topology on X, as introduced
by Hochster in [Hoc69], is the topology generated by the compact open
subsets in X and their complements. We will write Xp for X with the patch
topology; this is a compact Hausdorff space such that the clopen subsets are
a basis for the topology. Then X and Xp are the locales corresponding to
Idl(L) resp. Idl(Lb). So the following is a pullback diagram in the category
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of locales:
(4)
Yd Xp
Y X
j
δ π
i
.
5.3. Sheaves on the dissolution locale. The pullback diagram (4) gives
rise to a commutative diagram
(5)
Sh(Yd) Sh(Xp)
Sh(Y ) Sh(X)
j∗
δ∗ π∗
i∗
between the associated sheaf toposes. Note that i∗ and j∗ are the pushfor-
ward maps corresponding to the sublocales Y ⊆ X resp. Yd ⊆ Xp. So both
i∗ and j∗ are fully faithful. This means that, up to equivalence, we can iden-
tify Sh(Y ) and Sh(Yd) with their essential images in Sh(X) resp. Sh(Xp).
We then say that a sheaf on X is a sheaf on Y if it is in the essential image
of i∗. Similarly, we say that a sheaf on Xp is a sheaf on Yd if it is in the
essential image of j∗.
We want to give a concrete description of the sheaves on Yd in terms of
sheaves on Y , X and Xp. A first step is the following:
Lemma 5.1. Let G be a sheaf on Xp. The following are equivalent:
(1) G is a sheaf on Yd (in the sense explained above);
(2) for every compact open U ⊆ X and compact opens Ui ⊆ U , i ∈ I,
such that i−1(U) =
⋃
i∈I i
−1(Ui), we have the following “stable” sheaf
condition: for every clopen Z ⊆ Xp and family of sections
si ∈ G(Ui ∩ Z), i ∈ I
agreeing on intersections, there is a unique section s ∈ G(U ∩ Z)
such that s|Ui∩Z = si for all i ∈ I.
Proof. (1)⇒ (2). Suppose that G ∼= j∗F for F in Sh(Yd). Then this follows
from
j−1
(⋃
i∈I
Ui ∩ Z
)
= j−1
(⋃
i∈I
Ui
)
∩ j−1(Z)
= j−1(U) ∩ j−1(Z) = j−1(U ∩ Z).
(2)⇒ (1). Let Bp be the set of clopen subsets of Xp. We interpret Bp as
a category with a unique arrow Z −→ Z ′ whenever Z ⊆ Z ′. Every sheaf
G on Xp restricts to a presheaf on Bp. We now consider two Grothendieck
topologies on Bp:
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• the coherent topology Jcoh with as covering sieves on Z ∈ Bp the
sieves containing elements Z1, . . . , Zk such that Z = Z1 ∪ · · · ∪ Zk;
• the lifted Grothendieck topology JL generated by the covering families
{Zi → Z}i∈I such that there exists a compact open U ⊆ X and
compact opens Ui ⊆ U satisfying
Zi = Ui ∩ Z, ∀i ∈ I and
⋃
i∈I
i−1(Ui) = i
−1(U).
Note that Sh(Bp, Jcoh) ≃ Sh(Xp), since Bp is a basis for the topology with
each Z in Bp compact. We have to prove that
(6) Sh(Yd) ≃ Sh(Bp, Jcoh) ∩ Sh(Bp, JL)
or in other words, Sh(Yd) ≃ Sh(Bp, Jcoh∨JL), where Jcoh∨JL is the smallest
Grothendieck topology containing Jcoh and JL. To see that this proves
the statement, note that if G satisfies (2) then G is a sheaf with respect
to the covering families generating JL. Since these covering families are
stable under pullback, they are a coverage in the sense of Johnstone [Joh02a,
A2.1, Definition 2.1.9], which means that G is a sheaf for the Grothendieck
topology JL generated by them. Because G is a sheaf on Xp, it is a sheaf
for Jcoh as well, so G is a sheaf on Yd.
We now show that (6) holds. We already showed that if G is a sheaf on
Yd, then it restricts to a sheaf for both Jcoh and JL. Conversely, suppose
that G restricts to a sheaf for both Jcoh and JL. Then pi∗G is a sheaf on Y ,
so there is a factorization
Sh(Bp, Jcoh ∨ JL) Sh(Xp)
Sh(Y ) Sh(X)
π∗
i∗
.
Since 4 is a pullback diagram, Yd is the biggest sublocale of Xp such that
pi ◦ j factors through i. The topos Sh(Bp, Jcoh ∨JL) defines a sublocale with
the same universal property. So (6) holds. 
The sheaves on Yd with nonempty set of global sections can be described
with the following criterion. For the abuse of language “is a sheaf on [. . . ]”
we refer to the beginning of this subsection.
Theorem 5.2. Let G be a sheaf on Xp with G(Xp) 6= ∅. Then the following
are equivalent:
(1) G is a sheaf on Yd;
(2) pi∗G is a sheaf on Y .
Proof. The direction (1)⇒ (2) is trivial, we prove the other direction. Sup-
pose pi∗G is a sheaf on Y . We show that property (2) of Lemma 5.1 holds.
So take U , Z, (Ui)i∈I , (si)i∈I like in (2) from Lemma 5.1. We can write Z as
a finite union of sets of the form U ′ − V ′ with V ′ ⊆ U ′ ⊆ X compact open.
Without loss of generality, we can assume that Z itself is of this form, say
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Z = U ′ − V ′. We can further assume that U ′ = U , so Zi = Ui − V . Take
a global section t ∈ G(Xp). We write s
′
i for the unique section on Ui ∪ V
restricting to si on Zi and to t|V on V . Since pi∗G is a sheaf on Y , the
sections s′i glue to a unique section s
′ ∈ G(U). Then the section s = s′|Z is
the unique gluing of the family (si)i∈I . 
6. Duality for general noncommutative frames
In this section we prove the duality between noncommutative frames and
sheaves on dissolution locales. This is a variation on the noncommutative
Priestley duality developed in [BCVG+13]. So we start by recalling Priestley
duality, noncommutative Priestley duality, and the associated terminology.
6.1. Priestley duality. We discuss some classical results and some results
and terminology from [BCVG+13].
For D, D′ distributive lattices, a map f : D −→ D′ is called proper if
∀y ∈ D′, ∃x ∈ D, y ≤ f(x).
Now DL0 denotes the category of distributive lattices with a least element
0, with as morphisms the proper maps preserving ∧, ∨ and 0. Further DL01
denotes the category of distributive lattices with a least element 0 and a
greatest element 1, with as morphisms the maps preserving ∧, ∨, 0 and 1.
The latter maps are automatically proper, so DL01 is a full subcategory of
DL0. The lattices in DL01 are called the bounded distributive lattices.
Recall that 2 denotes the bounded distributive lattice with as only el-
ements 0 and 1. Take D in DL0. A prime filter on D is a proper map
p : D −→ 2 preserving 0, ∧ and ∨. By looking at the preimages of 1 ∈ 2
we can alternatively describe a prime filter as a nonempty upwards closed
subset F ⊂ D that is closed under ∧, does not contain 0, and satisfies
a ∨ b ∈ F ⇒ a ∈ F or b ∈ F . For every a ∈ D, we can define
â = {F prime filter : a ∈ F}
The sets â are the basis for a topology on the set of prime filters on D.
Definition 6.1. Let D be a distributive lattice with 0. Then the prime
spectrum Spec(D) of D is the set of prime filters, equipped with the topology
generated by the subsets â ⊆ Spec(D) for a ∈ D.
It is easy to see that the compact open subsets of Spec(D) are in bijective
correspondence with the elements of D. In particular, Spec(D) is compact
if and only if D is bounded.
Recall from [Hoc69] that a topological space X is called a spectral space
if the following conditions are satisfied:
• X is compact;
• X is sober;
• the compact open subsets of X are closed under finite intersections
and form a basis for the topology.
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A locally spectral space is a space that can be covered by open subsets that
are spectral spaces. A continuous map of (locally) spectral spaces is called
spectral if the inverse images of compact open sets are again compact open.
The category of spectral spaces (and spectral maps between them) is called
Spec. The full subcategory of locally spectral spaces is called LSpec. The
following is classical:
Proposition 6.2. The assignment D 7→ Spec(D) defines an equivalence of
categories between DL0 and LSpec, and between DL01 and Spec.
For the specialization order on a (locally) spectral space X, we will use
the convention from [ABMZ19], i.e.
x ≤ y ⇔ x ∈ {y}.
So for two filters F and F ′ we get F ≤ F ′ if and only if F ⊆ F ′. This is
the opposite convention as in [BCVG+13]. For a (locally) spectral space X,
the patch topology, as introduced by Hochster in [Hoc69], is the topology
generated by the compact open subsets of X and their complements. We
write Xp for the set X equipped with the patch topology. Note that Xp is
Hausdorff; in particular, the specialization order on Xp is trivial.
A Priestley space is a triple (X, τ,≤) with X a set, τ a topology on X,
and ≤ a partial order on X, such that (X, τ) is compact and moreover
∀x, y ∈ X such that x 6≤ y, there are disjoint
clopen subsets U ∈ τ↑, V ∈ τ↓, x ∈ U, y ∈ V.
(7)
We write PS for the category of Priestley spaces and continuous monoto-
nous maps between them. If D is a bounded distributive lattice, then it is
straightforward to check that
(Spec(D), patch,≤)
is a Priestley space (with patch the patch topology and ≤ the specialization
order on Spec(D)), and that conversely every Priestley space is of this form.
This induces a equivalence of categories DLop01 ≃ PS, called Priestley duality.
It first appeared in the work of Priestley [Pri70], where it was shown directly,
without using the existing duality between bounded distributive lattices and
spectral spaces. For more details on the two dualities and their interaction,
we refer to the paper [Cor75] by Cornish.
In [BCVG+13] it was shown that the same functor
D 7→ (Spec(D), patch,≤)
defines a duality between DL0 and the full subcategory LPS ⊆ PS of local
Priestley spaces, see [BCVG+13, Subsection 3.2] for the definition and the
proof. However, the distributive lattices D appearing in this paper will often
be frames, and since frames always have a top element, the associated local
Priestley space (Spec(D), patch,≤) is a Priestley space.
We can say even more. Recall from [ABMZ19, Section 3] that a Priestley
space (X, τ,≤) is called an Esakia space if whenever U is τ -clopen, the
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downset U↓ is τ -clopen as well. Further, an Esakia space is called extremally
order-disconnected if the closure of each τ -open upset is τ -clopen. Then for
D a bounded distributive lattice, it turns out that the associated Priestley
space is an Esakia space if and only if D is a Heyting algebra, and that D is
an extremally order-disconnected Esakia space if and only if D is a frame,
see [ABMZ19, Section 3] and originally Pultr and Sichler [PS88].
Let D and D′ be frames. Consider a continuous monotonous map
ψ : (Spec(D), patch,≤) −→ (Spec(D′), patch,≤)
between the associated extremally ordered-disconnected Esakia spaces. Then
ψ corresponds to a morphism g : D −→ D′ in DL01. It is natural to ask
what conditions on ψ are necessary and sufficient such that g is a frame
morphism. This is another question solved in [PS88]. We will not need
their result in this paper, since we will formulate everything in terms of the
underlying locales.
6.2. Noncommutative Priestley duality. We recall the following from
[BCVG+13]. Let Sh(LPS) be the category of pairs (X,F) where X is a
local Priestley space and F is a sheaf on X with global support; morphisms
(X,F) → (X ′,F ′) are given by a pair (f, λ), with f : X → X ′ continuous
monotonous and λ : F ′ → f∗F a sheaf morphism. Further, let SDL be the
category of left-handed strongly distributive skew lattices with 0, with as
morphisms the skew lattice homomorphisms ϕ : S → S′ preserving 0, that
are proper in the sense that ∀y ∈ S′, ∃x ∈ S, y ≤ ϕ(x).
Consider the functor
(−)⋆ : Sh(LPS)op −→ SDL
with A = (X,F)⋆ the skew lattice defined as follows. The elements are pairs
(U, s) with U an upwards closed compact open set and s ∈ F(U) a section.
Meet and join are defined by
(U, s) ∧ (V, t) = (U ∩ V, s|U∩V )
(U, s) ∨ (V, t) = (U ∪ V, s|U−V ∪ t|V )
where s|U−V ∪ t|V is the unique section on U ∪ V that restricts to s|U−V on
U − V and to t|V on V .
Theorem 6.3 ([BCVG+13, Theorem 3.7]). The functor (−)⋆ induces a dual
equivalence between the category SDL is and the category Sh(LPS).
For A = (X,F)⋆, the commutative shadow A/D is the unique distributive
lattice such that Spec(A/D) = X, see the previous subsection. Note that
A/D is a bounded distributive lattice if and only if X is a Priestley space.
So let Sh(PS) ⊂ Sh(LPS) be the full subcategory consisting of the pairs
(X,F) such that X is a Priestley space, and let SDL01 ⊂ SDL be the
full subcategory consisting of the skew lattices A in SDL such that A/D is
bounded. Then we find:
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Corollary 6.4. The functor (−)⋆ induces a dual equivalence between the
category SDL01 and the category Sh(PS).
The inverse functor to (−)⋆ is written as (−)⋆. For the explicit description
of (−)⋆ we refer to [BCVG
+13]. In hindsight, we can of course define A⋆ as
the unique pair (X,F), up to isomorphism, such that A ∼= (X,F)⋆. This is
sometimes already enough to compute A⋆ in practice, as we will demonstrate
in the following example.
Example 6.5. Let A = P(R,S) be the noncommutative frame of partial
functions from R to S, as in Example 2.2. We write X = Spec(A/D). Then
A⋆ = (X
′,F) where X ′ = (X,patch,≤) is the Priestley space associated to
X, and F is a sheaf on X ′ (or in other words a sheaf on Xp where Xp is X
with the patch topology).
We know that A/D ∼= P(R). The elements of X = Spec(A/D) are then
the prime filters in P(R). Since P(R) is a boolean algebra, the prime filters
are exactly the ultrafilters. So the elements of X are the ultrafilters of P(R),
and the topology on X is generated by the subsets
Uˆ = {F ultrafilter in P(R) : U ∈ F}
for U ∈ P(R). In other words, X is the Stone–Cˇech compactification of R
(where R has the discrete topology).
Note that X is Hausdorff, and as a result Xp = X. So F is just a sheaf
on X. It necessarily satisfies
F(Uˆ ) = {f : U → S}
(the set of all functions from U to S), for U ∈ P(R). Since the sets Uˆ are
a basis for the topology, this uniquely determines F .
6.3. Duality for noncommutative frames. We want to show that left-
handed noncommutative frames correspond to pairs (Y,F), where Y is a
locale and F is a sheaf on the dissolution locale Yd such that F(Yd) 6= ∅.
So let A be a left-handed strongly distributive skew lattice with 0 such
that A/D is a frame. Define Y to be the locale with O(Y ) = A/D. Then
there is a pullback diagram
(8)
Yd Xp
Y X
j
δ π
i
.
where X = Spec(A/D) and Xp is X with the patch topology, see Section 5.
Further, A⋆ = (X,G) with G some sheaf on Xp.
What is a necessary and sufficient condition on G such that A is a non-
commutative frame? We will use the following criterion:
Theorem 6.6 ([CVHL19, Theorem 5.1]). Let A be a strongly distributive
skew lattice with 0 such that A/D is a frame. Then A is a noncommutative
frame if and only if A is join complete.
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This leads to the following criterion. For the abuse of language “is a sheaf
on [. . . ]” we refer to the beginning of Subsection 5.3.
Proposition 6.7. With the above notations, the following are equivalent:
(1) A is a noncommutative frame;
(2) pi∗G is a sheaf on Y ;
(3) G is a sheaf on Yd.
Proof. We identify A with (X,G)⋆. The elements of A are then pairs (U, s)
where U is a compact open subset of X and s ∈ G(U) is a section.
(1)⇒ (2). Note that the compact open subsets of X form a frame, iso-
morphic to the frame of open subsets of Y . Let U ⊆ X be an open set, and
let ν(U) be the smallest compact open set containing U . To show that pi∗G
is a sheaf on Y , it is enough to prove that the restriction map
(9) ρ : G(ν(U))→ G(U)
is bijective. We can identify G(ν(U)) with theD-class in A determined by the
compact open subset ν(U) ⊆ X. On the other hand, the elements of G(U)
correspond to the commuting subsets {(V, sV ) : V ⊆ U compact open} ⊆ A.
The inverse to the map ρ in (9) is then given by taking joins of commuting
families.
(2)⇒ (1). By Theorem 6.6, it is enough to prove that A is join complete.
Consider (Vi, si) ∈ A a commuting family indexed by i ∈ I. Let V =
∨
i∈I Vi
be the join in A/D, or in the notation above V = ν
(⋃
i∈I Vi
)
. By [CVHL19,
Proposition 4.1], the family (Vi, si) has a join if and only if there is a unique
element (V, s) ∈ A such that (Vi, si) ≤ (V, s) for all i ∈ I, or in other words
s|Vi = si for all i ∈ I. This is precisely the sheaf condition.
(2)⇔ (3). This follows from Theorem 5.2, provided that G(Xp) 6= ∅. But
this follows because the elements of G(Xp) are in bijective correspondence
with the elements of A that are in the top D-class. 
This shows that left-handed noncommutative frames with commutative
shadow L = O(Y ) are in bijective correspondence with sheaves F on the
dissolution locale Yd such that F(Yd) 6= ∅. What about the morphisms?
Proposition 6.8. Take noncommutative frames A and A′ and a morphism
ϕ : A → A′ in SDL, i.e. ϕ is a proper map preserving ∧, ∨ and 0. If
the induced morphism on commutative shadows ϕ/D : A/D → A′/D is a
morphism of frames, then ϕ is a morphism of noncommutative frames.
Proof. Let (ai)i∈I be a commuting family in A. Note that
(10)
∨
i∈I
ϕ(ai) ≤ ϕ
(∨
i∈I
ai
)
.
Recall that [x] denotes the D-class of an element x. Then we compute:[∨
i∈I
ϕ(ai)
]
=
∨
i∈I
(ϕ/D)([ai]) = (ϕ/D)
([∨
i∈I
ai
])
=
[
ϕ
(∨
i∈I
ai
)]
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where in the second equality we use that (ϕ/D) is a frame morphism. Since
(10) is an inequality between two elements in the same D-class, it must be an
equality. This shows that ϕ is a morphism of noncommutative frames. 
We can now formulate Proposition 6.7 in a categorical way. We define
the category of sheaves on dissolution locales Sh(Locd) as the category with
• as objects the pairs (Y,F) with Y a locale and F a sheaf on the
dissolution locale Yd such that F(Yd) 6= ∅;
• as morphisms the pairs (f, λ) : (Y,F)→ (Y ′,F ′) with f : Y → Y ′ a
locale morphism and
λ : F ′ → g∗F
a sheaf morphism, where g : Yd → Y
′
d is the morphism induced by f .
Then by combining Proposition 6.7 and Proposition 6.8 we find:
Theorem 6.9 (Duality for general left-handed noncommutative frames).
The duality of Theorem 6.3 (originally [BCVG+13, Theorem 3.7]) restricts
to a dual equivalence between the category LNFrm of left-handed noncom-
mutative frames and the category Sh(Locd) of sheaves on dissolution locales.
Take a pair (Y,F) in Sh(Locd). Consider the pullback diagram
(11)
Yd Xp
Y X
j
δ π
i
.
Then the left-handed noncommutative frame corresponding to (Y,F) is
given by
(12) A(Y,F) = {(U, s) : U ∈ O(Y ), s ∈ F(δ−1(U))}
with meet and join defined by
(U, s) ∧ (V, t) = (U ∩ V, s|U∩V )
(U, s) ∨ (V, t) = (U ∪ V, s|U−V ∪ t)
(13)
where s|U−V ∪ t is the unique section on U ∪V restricting to s|U−V on U−V
and to t on V .
Conversely, this means that the pair (Y,F) satisfies
O(Y ) = A(Y,F)/D
and
F(δ−1(U)) = {a ∈ A(Y,F) : [a] = U}.
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6.4. Characterization of spatial noncommutative frames. We end
the paper with a characterization of spatial noncommutative frames in terms
of the duality LNFrmop ≃ Sh(Locd). This is based on the following relation
between Yf and the dissolution locale Yd:
Proposition 6.10 ([ABMZ19, Proposition 5.4]). Let Y be a sober topo-
logical space. Then Yf = pt(Yd). So Yf corresponds to the largest spatial
sublocale of Yd. More generally, if Y is a locale, then pt(Y )f = pt(Yd).
We have then a commutative diagram
(14)
Yf Yd
Y
k
δ
where k : Yf → Yd is the inclusion of Yf as a sublocale, and δ is the morphism
from (11).
Proposition 6.11. Let A be a left-handed noncommutative frame. Let
(Y,F) be the dual of A in Sh(Locd), in particular O(Y ) = A/D. Then
the following are equivalent:
(1) A is spatial;
(2) Y is spatial and F ∼= k∗E for some sheaf E on Yf .
In this case, A = H(Y, E).
Proof. (1)⇒ (2). We can write A = H(Y ′, E) for Y ′ a sober topological
space and E a sheaf on Y ′f . Then O(Y
′) = A/D = O(Y ), so Y is the under-
lying locale of the sober topological space Y ′. We make the identification
Y = Y ′. Take k as in (11). By Theorem 6.9, the pair (Y, k∗E) defines a
noncommutative frame A′, and using equations (12) and (13) we see that
A′ ∼= A. This shows that F ∼= k∗E .
(2)⇒ (1). Suppose that Y is spatial and that F ∼= k∗E for some sheaf E on
Yf . Then we can use equations (12) and (13) to show that A = H(Y,F). 
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