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Abstract
This lecture gives an introduction to the basic physics of the electrical con-
ductivity of metals, its temperature dependence and its limiting factors. We
will then introduce the concept of surface resistance, of high relevance in ac-
celerators for its link with beam impedance and for RF applications, includ-
ing notions related to the anomalous skin effect. The surface resistance will
help establishing a link to heat exchanges between bodies by radiation, and to
the concept of emissivity. Thermal conductivity will then be introduced, dis-
cussing both its electron and phonon exchange components, and the relevant
limiting factors.
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1 Introduction
This lecture introduces some basic concepts of solid state physics and material science which are useful
for the design of accelerator vacuum components. Most of the material and the basic concepts are
discussed in much more detail in classical solid state physics textbooks [1], [2], to which the reader is
referred for a more accurate and in-depth description of of all concepts developed in the following.
2 The electrical conductivity
The vacuum chamber is the macroscopic solid physical boundary with which particle beams interact, es-
sentially through electromagnetic fields. The electromagnetic response of the vacuum chamber material
is thus of prime interest for vacuum system design, since this may have for example an effect on beam
stability through the beam coupling impedance, explained elsewhere in these lectures.
The electrical conductivity is the quantity which in itself contains all material properties needed
to describe the interaction of the electromagnetic fields produced by the beam with the chamber metallic
material. The electrical conductivity is typically indicated with the symbol σ and its significance stems
directly from Maxwell’s equations and the Ohm’s law, linking the local current density J to the local
electric field E in the material: J = σE. In material science and engineering, the electrical resistivity
ρ = 1/σ is also widely employed. The electrical resistivity bears a closer link to the electrical resistance
R which is a macroscopic property commonly measured with simple devices. It is useful to recall here
that for a simple conductor of uniform cross section the electrical resistanceR and resistivity ρ are related
by the following equation:
R =
ρ× length
cross section
(1)
The electrical resistivity is measured in Ωm, while the electrical conductivity is measured in S/m. The
electrical conductivity depends on intrinsic physical characteristics of the metal:
σ =
1
ρ
=
ne2`
mevF
=
ne2τ
me
(2)
where n is the conduction electron density, e is the electron charge, ` is the electron mean free path,
me is the electron (effective) mass, vF is the Fermi velocity of the conduction electrons in the metal
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and τ is the relaxation time between scattering events of the conduction electrons. We shall underline
here the obvious important relation between the electron mean free path, the relaxation time and the
Fermi velocity ` = τvF . We will not discuss here how the electrical conductivity is derived from the
fundamental properties of a metal, nor we will discuss the details of the electron band structure model
compared to the earlier and perhaps more intuitive empirical free electron metal model. We will instead
concentrate on how the electron scattering, described either through the mean free path ` or the relaxation
time τ has a direct impact on the conduction properties and how this is related to macroscopic physical,
engineering and metallurgical features and fabrication characteristics of a metal.
The scattering of conduction electrons is better seen in the classical free electron model picture.
At equilibrium, the electrons are free to move in the metal with a velocity equal to the Fermi velocity,
however in their path their undergo collisions which modify at random their trajectories. These scattering
events are due to crystal lattice imperfections (vacancies, dislocations), impurities, grain boundaries,
the metal surfaces or can be due to collisions with the phonons. Phonons are the quanta of the lattice
thermal vibrations, and phonon-electron collisions have an intrinsic temperature dependence, while all
the other processes mentioned are essentially independent of temperature. In first approximation, all
these scattering processes obey the so-called Mathiessen’s rule, which is usually expressed as:
ρtotal(T ) = ρphonons(T ) + ρimpurities + ρgrain boundaries + . . . . (3)
This means that each family of scattering processes can be considered individually, and all contribute
additively to the total resistivity. Mathiessen’s rule can equivalently be written in the form:
`total(T ) = (`
−1
phonons + `
−1
impurities + `
−1
grain boundaries + . . .)
−1 (4)
In the following sections we discuss more in details the different scattering processes.
2.1 Temperature-dependent electron-phonon scattering
As mentioned, phonons are the quanta of the crystal lattice vibrations. Lattice vibrations have discrete
frequencies ω called normal modes, and in a finite crystal there are 3N normal modes, where N is the
number of atoms (the factor three being related to the three spatial direction). The temperature of the
crystal defines (in a statistical way) how many normal modes are excited. For each normal mode the
quantized energy of the excitations is ~ω, the phonon energy, and many phonons can be excited for each
normal mode. (This is equivalent to saying that the oscillations of the atoms in the crystal lattice have
amplitudes which increase with increasing temperature). The maximum angular frequency of the normal
modes ωD is linked to the temperature ΘD by the relation kBΘD = ~ωD and these are called the Debye
frequency and temperature respectively. The Debye temperature has the following expression:
ΘD =
~vs
kB
(
6pi2
N
V
)1/3
(5)
where vs is the speed of sound and V the crystal volume. In practice, above the Debye temperature all
normal modes are excited, and phonons of all possible frequencies are present in the crystal.
The temperature-dependent component of the electrical resistivity depends on the electron-phonon
scattering process, and can be described by the Bloch-GrÃijneisen equation as a function of the Debye
temperature:
ρphonons(T ) = K
(
T
ΘD
)−5 ∫ T
ΘD
0
x5
(ex − 1)(1− e−x)dx = K
(
T
ΘD
)−5
J5
(
T
ΘD
)
(6)
where K is a constant for a given metal, and tabulated values for the function J5(T/ΘD) can be easily
found (the index 5 is a convention indicating that for some classes of materials other functional depen-
dencies may be possible).
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Fig. 1: Theoretical temperature change of the resistivity relative to its value at the Debye temperature, compared
to the experimental values of a few metals. Debye temperatures of the selected metals are reported in the inset.
In Fig. 1 we can see the theoretical change of resistivity as a function of temperature (relative to
the Debye temperature) compared to the experimental values of a few metals, showing clearly a unified
behaviour. At temperatures T  ΘD the phonon resistivity is proportional to T , while at temperatures
T  ΘD the phonon resistivity decreases proportionally to T 5.
In practice, the electron mean free path ` (or equivalently the relaxation time τ ) increases with
decreasing temperature.
2.2 Other sources of electron scattering
It is found experimentally that the other main components of the electrical resistivity do not depend on
temperature. Among these we can identify a few general categories: impurities, crystal defects (dis-
locations, vacancies), internal or external surfaces (i.e., grain boundaries or the physical surfaces of a
specimen).
Impurities, up to the concentration of a few atomic %, have an effect on resistivity which is directly
proportional to their concentration. This effect is illustrated as an example in the case of copper in Fig. 2,
with the numerical values summarized in the table of Fig. 3.
It is important to appreciate the relative importance of the phonon and of the impurity contributions
to the electrical resistivity, and we use the special case of copper for illustrating this. The electrical
resistivity of copper for different impurity levels is illustrated in Fig. 4. The electrical resistivity at room
temperature (≈ 300 K) is of the order of 15.5 nΩm, and from the Bloch-GrÃijneisen model we can see
that the temperature dependent part becomes negligible at low temperatures due to the term (ΘD = 333 K
for copper). From the table of Fig. 3 we can see that a concentration of 10 ppm (atomic) of oxygen would
give rise to a resistivity of 0.53 nΩm, a value about 30 times lower than the approximate value of room
temperature resistivity mentioned before.
In fact the ratio of resistivities between room and cryogenic temperature (typically at the boil-
ing liquid helium temperature of 4.2 K) is often used as a global measurement of purity for a metallic
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Fig. 2: Increase of the electrical resistivity of copper as a function of the concentration of different impurities. For
comparison, the electrical resistivity of copper at room temperature is about 15.5 nΩm
specimen, and it is called Residual Resistivity Ratio (RRR). In detail, RRR is defined as:
RRR =
ρtotal(300K)
ρtotal(4.2K)
≈ ρphonons(300K)
ρ0
(7)
where ρ0 includes all temperature-independent contributions, and with the assumptions that
ρphonons(300K)  ρ0 and that ρphonons(4.2K)  ρ0. With the prior knowledge that the low-
temperature resistivity is limited only by impurities, the RRR could be used for a direct measurement of
impurity content, making use of data such as those of Fig. 3 and of ρphonons(300K) (assuming in fact
ρphonons(300K) ≈ ρtotal(300K)). In addition, recalling that for a simple conductor of uniform cross
section the electrical resistance R and resistivity ρ are related by Eq. (1), we can deduce that
RRR =
ρtotal(300K)
ρtotal(4.2K)
=
Rtotal(300K)
Rtotal(4.2K)
(8)
and thus the measurement of RRR can be performed by just measuring the electrical resistances, an
accurate measurement of the geometry not being necessary. In fact, it can be demonstrated that the RRR
of objects of any shape can be measured by just measuring the ratio of the electrical resistances at room
and cryogenic temperatures.
Alloys can intuitively be considered a special case, where the concentration of one "impurity"
may reach levels up to 50% as for example in binary alloys. The amount of "impurities" is then so large
that their effect dominates the electrical resistivity, overshadowing the temperature-dependent part. (In
such a case the lattice, the number of conduction electrons and the phonon spectra might also be heavily
modified from those of the base metal, but we will not discuss these aspects.) The electrical resistivity
of alloys shows then very little changes with temperature, often with RRR values barely larger than one.
This is illustrated for some stainless steel and aluminium alloys in Fig. 5. Special cases are however
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Fig. 3: Increase of the electrical resistivity of copper as a function of the concentration of different impurities. It
is assumed a concentration of 10−5 either in weight (first column) or atomic (second column).
some metallic crystalline compounds, which may have high values of RRR due to their ordered lattice.
This is typically the case of some superconducting compounds used in accelerator technology, such as
Nb3Sn.
It is important to have an understanding of the order of magnitude of the electron mean free
path. Taking again copper as an example, we can first calculate the electron relaxation time from the
electrical resistivity at room temperature (see Eq. (2)), using tabulated values for the material parameters
and assuming one conduction electron per copper atom (this simple exercise is left to the reader). The
resulting value for the electron relaxation time at room temperature is τ ≈ 2.5 × 10−14 s, and knowing
that the Fermi velocity is approximately vF ≈ 1.6×106 m/s, we can estimate that the electron mean free
path at room temperature is about ` ≈ 4× 10−8 m. Most metals have mean free path values in this range
at room temperature. We should also consider that it is rather commonplace to manufacture accelerator
components out of high-conductivity copper (so-called Cu-OFE standardized as UNS Cu10100), which
can have RRR≈100. In this case the mean free path at cryogenic temperature would be of about 4 µm.
A mean free path value of a few micrometres can be of magnitude comparable to the grain size
of typical metallic specimens. Thus we cannot make the simple assumption that the electrical resistivity
at cryogenic temperature is dominated by impurities, but we must take into account also the scattering
effect of the grain boundaries (as well as also the effect of all other crystallographic features). Typical
metallurgical preparations (cold working, annealing) as well as all manufacturing processes (machining,
welding, etc.) have certainly an effect on the grain size, and on the amount of dislocations, vacancies,
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Fig. 4: Temperature dependence of the electrical resistivity of copper for different values of the RRR
Fig. 5: Temperature dependence of the electrical resistivity of some selected aluminium (left) and stainless steel
(right) alloys
6
Fig. 6: Magnetoresistance of copper illustrated as a "Kohler’s plot". The operating conditions inside the supercon-
ducting dipoles of the LHC (relevant for the beam screen) are indicated by the arrow.
etc.. It is not the purpose of this lecture to go in the details of this, but as an example we can intuitively
mention that in the calculation of the total mean free path of Eq. 4 the contribution of the grain size to
the total mean free path could in fact be the grain size itself, thus `grain boundaries = grain size.
In fact also external surfaces have a similar effect. In other terms, for very thin films, the top and
bottom surfaces can become the limiting factor of the mean free path (in particular at low temperature,
with a vanishing phonon contribution). It is worth mentioning that, in this regime, the simultaneous
knowledge of thickness and electrical resistivity allows calculating the product ρ` =
mevF
ne2
(where ` in
this case is just the film thickness), which depends only intrinsic material parameters, and from which
the Fermi velocity could be extracted.
2.3 Magnetoresistance
Magnetoresistance happens when a metal is subject to a strong magnetic field, of the order of a few T, as
is typically the case inside a superconducting magnet. In such cases, the electrical resistivity is enhanced
by the magnetic field, a phenomenon which is relatively more pronounced in pure materials. This is
described by the so-called Kohler’s law which says that the relative increase of electrical resistivity is:
∆ρ
ρ0
= F
(
B
ρ0
)
≈ F (B ×RRR) (9)
recalling from Eq. 7 that RRR ≈ 1/ρ0. Kohler’s law is illustrated for copper in Fig. 6 that shows the
typical linear behaviour measured at high field (the behaviour is quadratic with B at very low magnetic
fields, which we will not discuss).
In order to propose a simple explanation of magnetoresistance, we have first to clarify the concept
of drift velocity of the electrons. The Fermi velocity vF is is exceedingly high in metals: in the case
of Cu as we mentioned earlier it is of the order of 0.5% of the speed of light! In order to carry an
electric current, the conduction electrons in a metal have obviously to collectively drift, with a speed vd
which can be easily calculated from the current density J = enevd. Applying Ohm’s law J = σE and
assuming the hypothetical reasonable practical case of a copper wire of 1 m of length which carries a
current resulting in an applied potential of 1 V, we obtain a drift velocity vd ≈ 4 × 10−4 m/s, orders of
magnitude smaller than vF (the details of this example are left to the reader). The drift velocity, and the
resulting travelled distance in the drift direction, are thus negligible compared to the Fermi velocity.
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In a magnetic field B, electron trajectories are bent with a radius described by the cyclotron radius
rc =
mvF
eB
. If the relaxation time is long, the electrons will be able to travel a relatively long path along
a circular trajectory until the first scattering, having travelled in average a length ` along this circular
path. The length of the path projected in the drift direction can thus be dramatically shortened by this
circular movement, and under extreme circumstances the electron might even return close to the starting
point (the drift velocity being very small). It is indeed the path length projected in the drift direction that
enters the calculation of electrical resistivity. If the relaxation time is short, the trajectory might only
be slightly bent before the next collision. In this case, the projected path length in the drift direction is
only slightly changed. The relative effect of magnetoresistance is thus stronger when the relaxation time
is longer, thus it is in fact relevant from an engineering point of view only at low temperature and for
ultra-pure materials. We should however note from Eq. 9 and within the limits of Fig. 6 that the absolute
increase of resistivity depends only on the magnetic field and not on the mean free path.
3 The surface resistance
The Ohm’s J = σE law describes the relationship between fields and currents inside a metal. The
surface resistance, in its simplest meaning, describes the relationship between fields outside the surface
of a metal and the currents inside it. Its main purpose in our context is to evaluate the effect of the
electromagnetic fields within the accelerator vacuum on the metallic boundaries of the vacuum system,
and vice-versa. The surface resistance Rs is defined as the ratio Rs = E/H , where E and H are the
electric and magnetic components of the wave at the surface of the metal, and is equal to [3]:
Rs =
√
ρµ0ω
2
, (10)
where ω is the angular frequency of the wave. The surface resistance is actually the real part of a complex
quantity called the surface impedance Zs = Rs + iXs which appears naturally when using the complex
notation for describing the electromagnetic fieldsE andH . For a normal metal, it is found thatRs = Xs.
The concept of surface resistance is valid at high frequencies (i.e., in RF and not in DC), in a regime
thus where the fields don’t propagate into the metal but decay exponentially within the skin depth δ. For
the typical case of planar electromagnetic waves parallel to the surface and penetrating perpendicularly
into a metal the skin depth is:
δ =
√
2ρ
µ0ω
. (11)
We can then note from Eq. (11) and Eq. (10) that:
Rs =
ρ
δ
(12)
In practical terms, copper at room temperature and at a frequency of 400 MHz has a surface
resistance Rs of about 5 mΩ and a skin depth δ of about 3 µm. The surface resistance increases with√
ω while the skin depth decreases with
√
ω.
The importance of the surface resistance is immediately understood when considering that the
power dissipated per unit surface by an electromagnetic wave in a metallic conductor is equal to
P =
1
2
RsH
2, (13)
where P is the average power dissipated over a period τ = 1/ν = 2pi/ω and ν is the frequency of the
wave.
It is a useful exercise to compare the surface resistance with the so-called square resistance in DC,
see for this purpose Fig. 7. The square resistance R is defined as the resistance of a thin square slab of
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Fig. 7: Pictorial illustration of surface resistance Rs in the RF case compared to the square resistance R in DC
side d and thickness t, traversed by a current I . Recalling Eq. (1), one can easily find that R = ρ/t, in
perfect analogy with Rs = ρ/δ, see Eq. (12). In RF the currents are confined in a surface layer defined
by the skin depth δ, thus the resistance is typically higher than in DC. It is left to the reader the exercise
of comparing Eq. (13) with its analogous in DC, knowing that in the simple geometry of our example
H = J × t, where J is the current density in A/m2. From this example and Eq. 13 it should also be
clearer the link between external fields and internal currents established by Rs and mentioned above.
3.1 Free space and metals
It is interesting to compare the surface resistance (impedance) with the so-called impedance of free
space. This is the ratio Z0 = E0/H0, where E0 and H0 are the electric and magnetic components of a
free wave in vacuum, and is a characteristics of the propagation of waves in free space. Its value is equal
to Z0 = R0 =
√
µo/0 = 376.7Ω (real quantity), and it is immediately apparent the huge difference in
magnitude compared to the surface resistance.
We can also recall that in a metal the permittivity can be expressed in complex notation as metal =
0+i
σ
ω
. By making the substitution 0 → metal in the expression forZ0 one could deriveZs = Rs+iXs
with Rs (and Xs) equal to Eq. (10). This exercise is left to the more theoretically-minded reader. We
simply underline that the quantity σ/ω is much larger in magnitude than 0 in normal metals and at RF
frequencies (i.e., when ωτ  1 as we will discuss later), and these appearing at the denominator in the
expression of Z0 it is clear why the surface impedance is much smaller than its free-space counterpart.
In more simple terms, the electromagnetic wave induces surface currents in the metal; these cur-
rents result in power dissipation (Rs) and produce in turn an electromagnetic field which reduces the
amplitude of the incident wave; they also change the propagation characteristics of the wave in the metal
(Xs), which just penetrates over the skin depth, and modify its phase.
3.2 Surface impedance in particle accelerators
We have put a strong accent on surface resistance because this quantity is the key link between the
material properties of beam-facing components and the beam dynamics.
3.2.1 Beam impedance
As discussed extensively elsewhere in these lectures, the concept of beam coupling impedance is of
paramount importance in describing particle beam dynamics, and the reader is invited to consult [4] for
a detailed description of all the relevant concepts and effects.
From the material’s perspective, the longitudinal coupling impedance ZL is a convenient tool for
evaluating the power dissipated by the beam induced image currents in the vacuum chamber due to
Joule effect. In the idealized case of a circular particle accelerator made of a cylindrical smooth vacuum
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Fig. 8: Instantaneous current of LHC-type bunches of 1011 protons having a Gaussian longitudinal profile with
σ = 8 cm (left), and the corresponding bunch power spectrum, which is its Fourier transform (right). The full
beam power spectrum is in fact a collection of line modes under a global envelope having this same shape.
chamber, it can be expressed in the simplest form as [5]
ZL =
2piR
2pib
Zs , (14)
where R is the radius of the particle accelerator, b is the radius of the vacuum chamber, and Zs is the
surface impedance of the material of the vacuum chamber, as discussed above. Intuitively, Eq. (14) is the
integration of Zs over the entire inner surface of the accelerator. The resistive power loss is then equal to
Ploss = MI
2
b Re(Zloss) , (15)
where M is the number of particle bunches in the accelerator, Ib is the bunch current, and Zloss is
the convolution of the longitudinal impedance ZL with the beam power spectrum, whose envelope is
illustrated in Fig. 8 for the case of Gaussian bunches. This is of crucial importance in a cryogenic
accelerator such as the LHC and its ongoing upgrade, the High-Luminosity LHC (HL-LHC).
Impedance is of paramount importance for studying beam stability. The accelerator size, its mag-
net optics, and the particle energy (often determined by a highly relativistic velocity v ≈ c) define a
reference orbit and a rotation frequency for a hypothetical synchronous particle circulating along this
reference orbit. In practice the particle bunches, in their motion around the accelerator, perform longitu-
dinal oscillations about the virtual position of the synchronous particle (synchrotron oscillations). They
also perform transverse oscillations with respect to the reference orbit, both in the horizontal and vertical
planes (betatron oscillations). A large number of factors influence the stability of these oscillations, and
the effect of the electromagnetic fields which are excited by the beam in the vacuum chamber (wake-
fields) is of particular importance. The wakefields act back on the particle beam, and influence both its
longitudinal and transverse dynamics, and their effect is of course described in terms of the beam cou-
pling impedance. For longitudinal (synchrotron) oscillations this leads to a definition of ZL identical to
Eq. (14). Although longitudinal instabilities can also occur, we discuss here only transverse instabilities.
The transverse coupling impedance ZT can be expressed as [5]:
ZT =
2Rc
b3ω
Zs , (16)
where c is the speed of light, and ω is the wakefield frequency. (We should note that Zs itself has an
intrinsic dependence on ω.). The real part of the transverse impedance allows calculating the growth
rate of coupled-bunch transverse instabilities, i.e. the exponential growth of the amplitude of the bunch
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transverse oscillation due to the wakefield created by preceding bunches. The so-called resistive wall
transverse instability has a temporal growth rate τ , which exhibits the dependence
1
τ
∝ IbM
EL
Re(ZeffT ) , (17)
where L is the length of the particle bunches and E is the beam energy, and ZeffT is calculated for each
transverse oscillation mode. In some cases instability growth times may be equivalent to a few turns only
of the particle bunches inside the accelerator.
On the other hand, high-frequency interactions of different oscillation modes within a single
bunch, called transverse mode coupling instabilities, set a maximum limit to the bunch current. Pro-
vided some other resonant conditions are established, the intensity threshold can also be conveniently
described in terms of ZeffT as
Ib ∝ E
Im(ZeffT )
. (18)
It is apparent that in all cases it is most favourable to minimize the surface impedance of the
material facing the particle beam.
3.2.2 RF cavities
RF cavities are the devices used to accelerate the charged particle beams in an accelerator. They are
typically made of copper or of some superconducting material, in order to minimize the energy lost by
Joule effect. The reason for this is intimately linked to the surface resistance of the materials used for
their manufacturing.
In an accelerating cavity a resonating RF wave is established by feeding RF power from an external
generator, and the electric component of the resonating wave is synchronized with the passing particle
bunches so to accelerate them. Although most of the RF power should ideally be transferred to the
particle beam, in reality a fraction is inevitably lost in the cavity inner walls by Joule effect. This is
often characterised by the cavity quality factor Q0. The quality factor is a typical measure of the internal
losses of a resonator, be it mechanical, electrical, or an accelerating cavity, and very often cavities are
illustrated as a metamorphosis of an RLC circuit as in Fig. 9. The quality factor is defined as:
Q0 =
f0
∆f0
=
2pif0U
Pc
, (19)
where f0 is the resonant frequency, ∆f0 is the width of the resonance, U is the energy stored in the cavity
volume and Pc is the power dissipation.
Experimentally, the energy in the cavity decreases as U = U0exp(−t/τ) when the RF generator
is turned off, and the decay constant is τ = 1/∆f0. The stored energy is U =
1
2
µ0
∫
V
|H|2dv and the
power loss, recalling Eq. (13), is Pc =
1
2
Rs
∫
S
|H|2ds, where the integrals are over the cavity volume
and surface respectively. These integrals depend only on the cavity geometry, thus it results:
Q0 =
Γ
Rs
, (20)
where the geometry factor Γ takes into account all the geometrical details of the cavities, and can be
easily evaluated by specialized computer codes. The geometrical factor for a simple cylindrical cavity,
whose axis is parallel to the particle beam ("pillbox" cavity, see Fig. 9), can even be evaluated analytically
and is Γ=257 Ω, in the ballpark of typical realistic cavities. Recalling the surface resistance of copper at
400 MHz (typical frequency of accelerator cavities, used for example in the LHC) mentioned above of
about 5 mΩ, we can estimate that the quality factor of accelerating cavities is of the order of Q ≈ 50000.
In different terms, the width of the resonance ∆f0 in this example is about 8 kHz.
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Fig. 9: From left to right, metamorphosis of an RLC circuit into a "pillbox" cavity. The electric field E is indicated
by arrows, the magnetic field B by crosses.
3.3 The anomalous skin effect in normal metals
When cooling down a good conductor such as copper the electrical resistivity decreases, as we have
seen earlier. The surface resistance should also decrease as
√
ρ, according to Eq. (10). However, under
certain circumstances, the surface resistance ceases to decrease and stabilizes to a plateau. This is not
the same phenomenon seen in Fig. 4: in the latter, the resistivity stabilizes at low temperature due to
impurities while in the former the surface resistance stabilizes, at temperatures where the resistivity is
still decreasing. This phenomenon is known as the anomalous skin effect, and may have an impact on
the performance of some accelerator components at cryogenic temperatures (the LHC beam screen is
one such case).
As discussed in Section 2.1 the mean free path increases when lowering the temperature. At
any given frequency ω, the mean free path might eventually become larger than the skin depth, see
Eq. (11). Remembering that the skin depth is defined by the currents penetrating into the material, and
thus shielding its interior from the external fields, we can see that a hypothetical conduction electron
which has a trajectory starting from the surface and directed towards the interior of the material might
take part to the shielding current in the first part of its path, and then proceed undisturbed into a zero-
field region. This does not usually happen, since some electron scattering would always take place within
the skin depth, maintaining all electrons participating to the shielding currents within it. In an equivalent
way, one could say that in the anomalous skin effect regime only a fraction neff ≈ ne δ
`
of the conduction
electrons take part to the shielding currents. It goes beyond the purpose of this lecture to discuss the exact
solutions of this problem: the reader might be interested in substituting the value of neff for ne in Eq. (2)
and substitute the result in Eq. (11) to calculate the skin depth δ. It is found that in this extreme limit the
value of δ does not depend any more on mean free path and reaches an asymptotic value dependent only
on intrinsic material quantities. The surface resistance reaches also an asymptotic value, as discussed
earlier, which could be evaluated from Eq. (12). In Fig. 10 the dependence of the surface resistance and
of the resistivity as a function of temperature for copper is reported, where the limited influence of the
RRR on the former is clearly visible. We should also mention that the anomalous skin effect may appear
at any temperature, for sufficiently high frequency, as obvious inspecting Eq. (11).
One could finally note that in the anomalous skin effect regime Rs ≤ Xs, (Xs =
√
3Rs in the
extreme limit). We can also underline that even the scattering process of the conduction electrons from
the surface of the metal (specular or diffuse) plays a role, in analogy to very thin films.
3.4 Superconductors
Superconductors loose completely their electrical resistivity at temperatures below a critical temperature
Tc. All superconductors of interest for accelerator applications have rather low values of Tc, and among
12
Fig. 10: Surface resistance at 400 MHz (left axis and set of curves with the shallower variation) and resistivity
(right axis and set of curves with the larger variation) as a function of temperature for copper with different values
of RRR
these the most used are Nb (9.2 K), NbTi (9.5 K) and Nb3Sn (17.3 K). High-temperature superconductor
ceramics such as YBCO and BiSCCO have only limited use, in very specific niches.
In an RF field at T > 0 K a superconductor has a small but non-zero surface resistance, theoreti-
cally vanishing only at 0 K. This rather surprising phenomenon, linked to the fact that not all conduction
electrons are bound in Copper pairs at T > 0 K, has a very complex theoretical explanation. In practice
in the case of niobium, which is the material of choice for the fabrication of superconducting accelerat-
ing cavities, either in the form of bulk metal or in the form of thin films coated onto copper structures,
the surface resistance is in the range of a few to a few tens of nΩ. This represents five to six orders of
magnitude lower than copper at room temperature! Even taking into account the efficiency of the plants
needed for refrigeration (for example, 250 W of electrical power for 1 W of cooling power at 4.5 K for
the LHC cryogenic plants), the energy saving is extremely advantageous.
The quality factor Q0 of a superconducting cavity results then to be in the range 109 − 1010, to be
compared to a few 104 mentioned before for copper. The bandwidth can then be smaller that 1 Hz, which
represents a considerable challenge for the accelerator control systems which have to tune the cavity in
phase with the particle beam.
As a final note, we mention that in superconducting cavities Rs  Xs, related to the fact that the
skin depth is only slightly smaller compared to normal metals and in the order of ≈ 100 nm, while the
surface resistance as mentioned is extremely small.
4 Heat exchange
Heat exchanges in vacuum are of course much different compared to heat exchanges in air. A body in
vacuum can exchange heat with its surrounding environment only through radiation or through direct
contact, since there is no surrounding media enabling conductive or convective heat exchange. Compo-
nents in vacuum must then be carefully engineered, and the materials adequately chosen, in order for
them to properly operate. As a few examples, we can mention beam intercepting device, beam mon-
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Fig. 11: Pictorial illustration of a blackbody (left). Plot of the spectral radiance of a blackbody for different
temperatures (right)
itoring devices, shielding components, ferrite absorbers, to name just a few which might get heated
by interaction with the beam and thus need proper cooling. Cryogenic components, such as vacuum
chambers, magnets and RF cavities, require also proper insulation from ambient temperature, the most
effective being vacuum insulation. In such a case, heat exchange can be the limiting factor for a proper
and energy efficient cooling.
4.1 Heat exchange by radiation
When we speak of radiation in the context of heat exchanges we imply electromagnetic radiation, of
wavelengths which may go from low-frequency RF to visible light and beyond. A description of heat
exchange by radiation must start by mentioning the so-called blackbody, which is an idealized object,
perfectly emitting and absorbing electromagnetic radiation (often schematized as a cavity with a tiny
hole), see Fig. 11. To explain experiments on blackbody radiation Planck laid the foundations of quan-
tum theory, postulating for the first time that electromagnetic radiation is emitted and absorbed only in
discrete quanta (photons). The common experience is that a very hot body can emit light, its colour
changing progressively from red to more blueish shades as the temperature increase. This is apparent
in Fig. 11 where the power radiated by an ideal blackbody as a function of wavelength is illustrated for
different temperatures, as calculated from Planck’s theory. One should note that the peak of the distri-
bution is located at ≈ 3000 µm × K, thus the higher the temperature the shorter the wavelength of the
peak. At room temperature (≈ 300 K) the peak is then at ≈ 10µm, in the near infrared. The visible
spectrum goes roughly from 400 nm to 750 nm which correspond to a peak of about 7500 K and 4000 K
respectively. This is very well described by Planck’s theory, and the fact that some light is usually visible
starting already from about 1000 K is due to the tail of the Planck distribution.
As a whole, a blackbody obeys also the Stefan-Boltzmann law for the integral radiated power P
per unit area A (power density):
P
A
= sT 4 (21)
with the Stefan-Boltzmann constant s = 5.67× 10−8 Wm−2K4.
A real object radiates power always less efficiently than a blackbody for a given temperature, or
equivalently for the same radiated power its temperature must be larger than for and ideal blackbody.
This is usually expressed through the concept of emissivity:
P
A
= sT 4 (22)
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Fig. 12: Pictorial illustration of the sum of the different components r + α + t = 1 (right). Pictorial illustration
of a grey body in thermal equilibrium within a blackbody of a given temperature, in which situation α = , with t
being usually negligible (right).
where the emissivity  is less than unity, and may depend on the radiated wavelength λ and on the
temperature itself. A real object is often called "grey", in contrast with the ideal blackbody. When a
grey body is irradiated, part of the radiation is reflected, part is absorbed, and some may be directly
transmitted across (this latter part is usually negligible) Fig. 12. Assuming the incident radiation is equal
to unity, r + α + t = 1, where r, α and t are the reflection, absorption and transmission coefficients
respectively (Kirchoff’s law). It can be easily demonstrated that for a grey body in thermal equilibrium
it must be α =  (assuming zero transmission, t = 0). This can easily be demonstrated from Fig. 12:
a grey body inserted into a blackbody of a given temperature must eventually also reach at equilibrium
the same temperature (2nd principle of thermodynamics), and in such a case the absorbed and emitted
radiations must be equal. We can then conclude that r = 1−α = 1− . An object with poor reflectivity
will have a high emissivity (a high absorption), possibly being also visually "black".
The interaction of electromagnetic waves with surfaces is described by the surface resistance, as
discussed in Section 3. In the case of metals one could also prove the Hagen-Rubens law:
r = 1− 4Rs
R0
(23)
where Rs is the surface resistance of the metal surface and R0 is the free space impedance (resistance)
equal to 376.7 Ω. From Eq. (23) we deduce that  = 4Rs/R0. At typical radio-frequencies the value
of  is extremely small (as can be deduced from the values discussed in the previous sections), thus
the reflection coefficient of an RF electromagnetic wave from a metallic surface is very close to unity.
At higher frequency the surface resistance should increase according to Eq. (10), but as mentioned in
Section 3.3 it stabilizes when attaining the anomalous skin effect regime. However at infrared frequencies
and above the exact formulation is more complex. The considerations done in the preceding sections are
no longer valid when ωτ  1, which is typical at optical frequency (the reader could easily verify, using
the value of τ mentioned earlier for copper at room temperature, that ωτ = 1 at a wavelength of incident
radiation of 47 µm, in the far infrared). Rather surprisingly, in the regime ωτ  1 the simple expression
for the surface resistance Eq. (10) becomes again valid. The emissivity of a metal in the infrared and
visible spectrum, which are the most interesting for radiative heat exchanges, depends then only on its
electrical resistivity. Good conductors such as copper have emissivity of the order of 0.03 (at 10 µm
wavelength), while stainless steel can have an emissivity of around 0.2.
One has to observe that the reflectivity depends also on the angle of incidence of the radiation
onto the surface. The study of more complex cases than normal incidence goes beyond the scope of this
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Fig. 13: Pictorial illustration of the effect of roughness, where multiple reflections may reduce the total reflectivity
of a surface.
Fig. 14: Effect of topographic roughness on the spectral emissivity of stainless steel: continuous line is as-received,
dotted line is with a smoothening electropolishing treatment, dashed line is with a chemical roughening treatment,
dotted-dashed lines are with different roughening sandblasting treatments, double-dotted-dashed line is with a laser
roughening treatment.
lecture, we should nevertheless underline that in heat exchange processes the electromagnetic radiation
is absorbed and reflected from any direction. Integrating the process over a full hemisphere results in the
so-called hemispherical emissivity, which is the value often found in data tables. It is also clear from this
that the surface state can play an important role, in particular its roughness. Emissivity values are often
quoted for flat polished surfaces, a higher roughness resulting in a higher emissivity (less reflection).
This is illustrated pictorially in Fig. 13, which we leave intentionally uncommented, noting only that
emissivity values close to unity can be obtained by means of suitable surface treatments, as illustrated in
Fig. 14.
In practical terms, recalling the examples mentioned at the beginning of this section: in order to
properly allow for cooling by radiation of objects which might get heated in vacuum, a high emissivity
is needed; in order to properly thermally shield cryogenic components which might get heated from
radiation coming from the external environment, a high reflectivity (low emissivity) is needed.
In some cases, different emissivity values are needed at different wavelengths. Although not
related to particle accelerators, we can mention the case of solar panels which have a high emissivity in
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Fig. 15: Pictorial illustration of how surface roughness may affect contact resistance.
the visible spectrum in order to capture as much of the solar energy as possible, and a low emissivity
in the infrared spectrum, in order to radiate away as little heat as possible. This is usually achieved by
thin film coatings of high emissivity in the visible spectrum on components made of copper, which as we
have seen has a low infrared emissivity.
4.2 Contact resistance
Accelerators components in reality never "float" in vacuum (the particle beam does!), thus heat exchange
by simple contact to other objects occurs naturally. However this seemingly trivial fact does not have
a simple quantitative description. A hint for the explanation comes from Fig. 15. Real surfaces are in
contact only in a very limited number of regions and the effective contact area A is typically A ∝ pn
where p is the contact pressure and the exponent n is of the order of 0.5 ÷ 1, the thermal resistance
in first approximation being inversely proportional to the contact area. The exponent depends on the
mechanical properties of the materials, whether the parts under contact are in elastic or plastic regime,
the "shape", height and pitch of the roughness, . . . . The proportionality in itself depends on whether the
materials have or not an oxide, its thickness, the presence of possible contamination layers, the nature
of the materials themselves, . . . . For all these reasons, it is not possible to give a general law, and all
critical engineering designs relying upon thermal contacts in vacuum must be validated by experiments.
As an order of magnitude, typical values of thermal contact resistance between metals in vacuum can be
of the order of 10−3 m2K/W at 1 bar of pressure, values that can be one order of magnitude larger or
smaller depending on the materials and surface finish, and which vary of course with contact pressure as
seen before.
A reasoning similar to the one just made for thermal contacts can also be applied to electrical
contacts, for which it is common practice to make contacts out "noble" metals which have no surface
oxide, possibly using a "soft" material like gold and taking care of having smooth and clean surfaces.
A good example are the RF fingers in the LHC (the flexible components allowing joining adjacent vac-
uum chambers and allowing for thermal expansion and geometrical adjustment of the machine), whose
contacts are made of a fixed part which is rhodium-plated (for its smoothness and hardness) and another
which is gold-plated (soft). These excellent contacts achieve a contact resistance of about 10−9 Ωm−2,
with a contact pressure of the order of 1 bar.
The detailed mechanism of heat transfer between the points of contact of two different materials
goes beyond the scope of this lecture, but we can just mention that this is mostly due to electron and
phonon tunnelling across the junction, both mechanisms having peculiar temperature dependencies as
we will see in the next section.
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Fig. 16: Thermal conductivity of copper as a function of temperature, for different values of RRR.
5 Thermal conductivity
Thermal conductivity in a solid is one of the most complex phenomena to describe, and its study was
actually a stepping stone in the development of the theory of phonons. Nevertheless, both phonons and
electrons contribute to thermal conductivity in metals and their action together gives rise to its peculiar
temperature dependence, as can be seen in Fig. 16, with a peak at low temperatures which depends on
purity and a decrease as T below it, while at higher temperature it stabilizes to a constant value. In order
to understand the origin of this behaviour, we have first to discuss thermal conductivity in insulators.
5.1 Thermal conductivity of insulators
Heat conduction in insulators is a statistical process, and is due to phonons. To describe it, we will make
an analogy with gases, where the kinetic theory predicts a link between thermal conductivity K and
specific heat C:
K =
1
3
Cv` (24)
where v is the speed of the particles and ` the mean free path between collisions. We recall that for an
ideal gas the energy of the particles is equal to kBT per degree of freedom.
We have discussed in Section 2.1 that the number of phonons excited in a crystal lattice depends
on temperature. For temperatures T  ΘD it results also that kBT/~ is large compared to all phonon
frequencies, i.e. every normal mode is in a highly excited state. In this case, the behaviour is quasi-
classical and the total energy of the crystal is 3N kBT . The specific heat then reduces to kB times the
density of normal modes, Cph = kB 3N/V . This is the classical Dulong-Petit law. At high temperatures
the number of phonons is proportional to T . The mean free path of a phonon should be inversely pro-
portional to the number of phonons with which it can interact, thus ` ∝ 1/T . From Eq. (24) we can thus
conclude that for T  ΘD the thermal conductivity due to phonons is Kph ∝ 1/T .
For temperatures T  ΘD only a small fraction of normal modes are excited, proportional to
(T/ΘD)
3 (this is linked to the volume of the momentum-space of the phonons). The resulting specific
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Fig. 17: Pictorial representation of electron (dot-dashed) and phonon (dashed) thermal conductivities of copper
(compare with Fig. 16), for different values of RRR.
heat is
12pi4
5
N
V
kB
(
T
ΘD
)3
. At low temperatures the number of phonons is small, thus their mean free
path is limited only by collisions with impurities (or with grain boundaries, etc.), process which does not
depend on temperature. From Eq. (24) we can thus conclude that for T  ΘD the thermal conductivity
due to phonons Kph ∝ T 3.
5.2 Thermal conductivity of metals
The thermal conductivity of metals is the sum of the conductivities of phonons, like in an insulator, and
of electrons.
The thermal conductivity Kel of electrons can also be derived from Eq. (24) where in this case the
specific heat of the electron (Fermi) gas is
pi2nk2BT
mv2F
. We can thus conclude that:
Kel =
1
3
CelvF ` =
pi2nk2BT
3mv2F
vF ` =
pi2nk2BT
3m
τ. (25)
Recalling also Eq. (6) we can see that for T  ΘD we have τ ∝ 1/T because of electron-phonon
collisions, while for T  ΘD we have τ = const because it is limited by defects only. Hence the
electron thermal conductivityKel does not depend on T for T  ΘD , while it varies as T for T  ΘD.
All the above information is summarised in Fig. 17, which can be compared to Fig. 16 for copper.
The electron thermal conductivity as well as the phonon thermal conductivity have a common depen-
dence on purity at low temperature, while at high temperature where only electron thermal conductivity
plays a role, the thermal conductivity converges to a unique and constant value.
5.2.1 The Wiedemann-Franz law
It is intuitive, when comparing Fig. 4 and Fig. 16 to conclude that there is a proportionality relationship
between electrical and thermal conductivities for T  ΘD, i.e. when both are dominated by electron-
phonon collisions. This is the so-called Wiedemann-Franz law, and it is expressed as:
Kel
σ
= LT (26)
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where L is called Lorenz number and it is equal to 2.45× 10−8 WΩK−2 . Beyond eminently theoretical
considerations, this equation is in fact extremely useful for carrying out simple estimations if only one
quantity is know while the other is needed. This is true also in the case of alloys at high temperature,
for which data sometimes are not readily available. The Wiedemann-Franz law can also be extended to
electric contacts, as one could verify comparing the values of thermal and electric contact resistances in
Section 4.2, although in this case the results must be considered only as rough approximations at best.
6 Conclusions
In this lecture we have condensed several different topics related to electrical and thermal conductivities
of metals, seen from the perspective of their applications to particle accelerators, and in particular the
fabrication of vacuum chambers and beam-facing components in vacuum. This lecture cannot replace
of course basic textbooks on solid-state physics and material science, to which the reader is referred for
further information; nor the simple experimental values mentioned for a few selected cases can replace
proper data sheets corresponding to the materials that one wishes to employ for any particular project.
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