In this paper, we study the multiscale Boltzmann equation with multi-dimensional random parameters by a bi-fidelity stochastic collocation (SC) method developed in [53, 72, 73] . By choosing the compressible Euler system as the low-fidelity model, we adapt the bi-fidelity SC method to combine computational efficiency of the lowfidelity model with high accuracy of the high-fidelity (Boltzmann) model. With only a small number of high-fidelity asymptotic-preserving solver runs for the Boltzmann equation, the bi-fidelity approximation can capture well the macroscopic quantities of the solution to the Boltzmann equation in the random space. A priori estimate on the accuracy between the high-and bi-fidelity solutions together with a convergence analysis is established. Finally, we present extensive numerical experiments to verify the efficiency and accuracy of our proposed method.
2 Introduction of the Boltzmann equation
The Boltzmann equation with uncertainty
We first give an introduction to the classical (deterministic) Boltzmann equation, known as one of the most celebrated kinetic equations for rarefied gas. A dimensionless form reads
where f (t, x, v) is the probability density distribution function, modeling the probability of finding a particle at time t > 0, at position x in a bounded domain Ω ⊂ R dx , with velocity v ∈ R dv , where d x and d v are the dimensions of the x and v variables.
Periodic boundary condition is considered. The parameter ε is the Knudsen number defined as the ratio of the mean free path over a typical length scale such as the size of the spatial domain. The collision operator Q is a quadratic integral operator modeling the binary elastic collision between particles, and is given by
(v, v * ) and (v , v * ) are the velocity pairs before and after the collision, during which the momentum and energy are conserved; thus (v , v * ) can be expressed in terms of (v, v * ) as follows: |v−v * | is the deviation angle. We consider the variable hard sphere (VHS) model [7] , with a commonly used form for the collision kernel: which correspond to the conservation of mass, momentum and kinetic energy of the collision operator. The celebrated Boltzmann's H-theorem gives the dissipation of entropy ( [11] ):
Furthermore, the equality holds if and only if f reaches the equilibrium state
which is known as the Maxwellian. Here ρ, u and T are the density, bulk velocity and temperature, respectively:
There are many sources of uncertainties in the Boltzmann equation, such as the initial data, boundary data, and collision kernel. We introduce the Boltzmann equation with uncertainty
f (0, x, v, z) = f I (x, v, z), (x, v) ∈ Ω × R dv , z ∈ I z .
(2.9)
Here z ∈ I z is a d-dimensional random parameter with probability distribution π(z) known in priori characterizing the uncertainty in the system. Without loss of generality, we only consider periodic boundary condition in space throughout this paper.
The macroscopic fluid equations
When the Knudsen number ε > 0 becomes very small, the macroscopic fluid dynamics describing the evolution of averaged quantities such as the density ρ, momentum ρu and temperature T of the gas, namely, the compressible Euler or NavierStokes equations, become adequate [2, 8] .
Multiplying (2.9) by m(v) and integrating with respect to v, by using the conservation property of Q given in (2.6), one gets a non-closed system of conservation laws 10) where E is the total energy defined by
with · denoted as a velocity average of the argument,
g(v) dv.
Here P = (v − u) ⊗ (v − u)f is the pressure tensor, and Q = 1 2 (v − u)|v − u| 2 f is the heat flux vector. Note that the variables ρ, u and E in (2.10) depend on the random parameter z. When ε → 0, f → M (v) ρ,u,T . We can approximate f by M (v) ρ,u,T and use the expression (2.7), P and Q become
where p = ρ T is the pressure, I is the identity matrix. Then (2.10) reduces to the compressible Euler equations of gas dynamics for a mono-atomic gas: 12) which is known as a first order approximation with respect to ε to the Boltzmann equation (2.9) . By the Chapman-Enskog expansion, the compressible Navier-Stokes equations give a second order approximation in ε to the distribution function of the Boltzmann equation [11] .
A stochastic collocation method with bi-fidelity models
In this section, we first briefly review an efficient bi-fidelity approximation to the high-fidelity solution studied in [53, 72] , then we shall discuss the motivation of our choices of the low-fidelity model in our current study.
A bi-fidelity Algorithm
Assume we have access to the high-fidelity solutions u H (z) and low-fidelity solutions u L (z). Let M be the number of affordable low-fidelity simulation runs, which can be very large. N denotes the number of high-fidelity simulation runs that can be afforded and is often very small, i.e., M N . Let γ = {z 1 , · · · , z k }, k ≥ 1 be a set of sample points in I z . Denote the low-fidelity snapshot matrix
and the corresponding low-fidelity approximation space
Similarly, the high-fidelity snapshot matrix and the correponding high-fidelity approximation as follows:
The bi-fidelity algorithm for approximating the high-fidelity solution consists of offline and online stages. In the offline stage, we employ the cheap low-fidelity model to explore the parameter space to find the most important parameter points. Within the online stage, we learn the approximation rule from the low-fidelity model for any given z, and apply it to construct the bi-fidelity approximation. The detailed algorithm is summarized in Algorithm.1.
Most of the steps in this algorithm are straightforward. It would be instructional to provide details for Step 3 (point selection) and Step 6 (bi-fidelity reconstruction).
Point selection. To select the subset γ N , we shall search the parameter space by the greedy algorithm proposed in [53, 72] . Start with a trivial subspace γ 0 = ∅, and assume that the first k − 1 important points γ k−1 = {z i1 , · · · , z i k−1 } ⊂ Γ have been selected. We shall choose the next point z i k ∈ Γ as the point that maximizes the distance between its corresponding low-fidelity solution and the approximation space U L (γ k−1 ), spanned by the low-fidelity solutions on the existing point set γ k−1 ,
i.e.,
The greedy procedure essentially serves the purpose of searching the linear independent basis set in the parameterized low-fidelity solution space. We remark that the whole algorithm allows an efficient implementation by standard linear algebra operations. See [53, 72] for more technical details.
Algorithm 1: bi-fidelity approximation Offline:
1 Select a sample set Γ = {z 1 , z 2 , . . . , z M } ⊂ I z . 2 Run the low-fidelity model u l (z j ) for each z j ∈ Γ. 3 Select N "important" points from Γ and denote it by
Construct the low-fidelity approximation space U L (γ N ).
4 Run high-fidelity simulations at each sample point of the selected sample set γ N . Construct the high-fidelity approximation space U H (γ N ). Online:
6 Construct the bi-fidelity approximation by applying the sample approximation rule learned from the low-fidelity model:
Bi-fidelity approximation. In the offline stage, we have constructed the lowand high-fidelity approximation space, U L (γ N ) (step 3) and U H (γ N ) (step 4), respectively. During the online stage, for any given sample point z ∈ I z , we shall project the corresponding low-fidelity solution u L (z) onto the low-fidelity approximation space
where P V is the projection operator onto a Hilbert space V and the corresponding projection coefficients {c k } are computed by the following projection:
where
with ·, · L the inner product associated with the approximation space U L (γ N ).
These low-fidelity coefficients {c k } serve as the surrogate of the corresponding high-fidelity coefficients of u H (z). Therefore, the sought bi-fidelity approximation of u H (z) can be constructed as follows:
We emphasize that if the low-fidelity model can mimic the variations of the highfidelity model in the parameter space, the low-fidelity coefficients can be a good approximation of the corresponding high-fidelity coefficients for a given sample z. We refer interested readers to [53, 72, 33] for details of the error analysis and justifications.
It is worth noting that since the number of low-fidelity basis is typically small (O(10) in our numerical tests), the cost of computing the low-fidelity projection coefficients by solving the linear system (3.2) is negligible. The dominant cost of the online step is one low-fidelity simulation run. If the low-fidelity solver is much cheaper than the high-fidelity solver, the speedup during the online stage can be significant.
The high-and low-fidelity models in our problem
Our purpose is to efficiently approximate high-fidelity solutions for the uncertain Boltzmann equation (2.9) for a fixed z, which is solved by a deterministic AP solver discussed in section 3.2.1. It is well known that existing solvers for deterministic kinetic equations are time-consuming and memory demanding due to its high-dimensional nature in the physical space. With the random parameter, it is more challenging to fully sweep the multi-dimensional parameter space by solving the Boltzmann equation repeatedly, especially given the complicated nonlinear collision operator in our model.
To mitigate this computational cost, we consider to choose the compressible Euler equations (2.12) as our low-fidelity model. It is a first-order approximation to the Boltzmann equation, which can mimic the variations of macroscopic quantities of the Boltzmann equation in the fluid regime up to a certain accuracy. Besides, it is worth noting that the macroscopic quantities do not depend on the velocity v in (2.10). Therefore, solving the deterministic Euler equation is much easier and more efficient in terms of memory and computational time compared to solving the deterministic Boltzmann equation (2.1). These facts motivate us to choose the Euler equation as the low-fidelity model in our numerical experiments. A comparison of the computation cost (CPU time) for the two models are given in Section 5.
A high-fidelity solver
To solve the high-fidelity model Boltzmann equation, we shall resort to a highfidelity asymptotic-preserving (AP) solver. There have been many works in developing robust numerical schemes for kinetic equations in the framework of the asymptotic-preserving scheme, see for example [5, 44, 43, 40, 16, 28] . As pointed in [26] , AP scheme for the kinetic equation has two major merits: 1) as the Knudsen number ε go to zero, it automatically becomes a consistent and stable scheme for 8 the limiting fluid equation, with the stability condition independent of ε (i.e., ∆t independent of ε); 2) the implicit collision terms can be implemented explicitly, free of Newton-type nonlinear algebraic solvers. Compared with multi-physics domain decomposition methods [18] , AP schemes avoid the coupling of physical equations of different scales where coupling conditions and interface locations are difficult to determine. In contrast with many existing multiscale solvers, the AP schemes only require solving one equation -the kinetic equation and it becomes a robust macroscopic solver automatically when ε → 0.
For our problem, we shall employ an AP scheme developed in [26] for the deterministic rescaled Boltzmann equation (2.1) as our high-fidelity solver. The main idea of [26] is to penalize the collision term Q(f, f ) by the BGK operator P (f ) = M − f which can be inverted easily, thus the scheme can be solved explicitly. Let the initial distribution function be f in and consider periodic boundary conditions. The basic scheme consists of the following two major steps:
1. We first discretize (2.1) in time by the following first-order semi-discrete scheme:
f n+1 can be rewritten as follows:
6) where β is some constant that depends on the spectral radius of the linearized collision operator of Q around the Maxwellian M . We refer to [26, Section 2] on the intuition and justification of choosing β. For example, one can set
and other choices β are also available [26, 28] . We numerically evaluate the collision term Q(f n , f n ) in (3.5) by applying the fast spectral method developed in [52] .
2. Though the above equation appears to be implicit due to M n+1 , it can be solved explicitly, thanks to the conservation property of Q(f, f ) and the BGK operator P (f ). By multiplying the equation (3.5) with the vector m(v) in (2.5), we can get the following equation:
where W := (ρ, ρu, E) that consists of the macroscopic quantities (mass, momentum and energy). With W n+1 , one computes M n+1 from the Maxwellian (2.7). Finally, we can update f n+1 explicitly from (3.6).
For the spatial discretization in (3.6), we employ a second order upwind MUSCL scheme as in [26] , and a second order minmod slope limiter is used to suppress possible spurious oscillations near discontinuities or sharp gradients [46] . In addition to (3.7), a second order TVD scheme with a minmod slope limiter is also applied, see [5, 28] for details of implementation.
A low-fidelity solver
For the low-fidelity model, instead of solving the Euler system (2.12) directly, we shall semi-discretize its equivalent form (3.7) with f replaced by the Maxwellian
where the relation between W := (ρ, ρu, E) and M is given in (2.11) and (2.7). The initial data of ρ, u and E are obtained from the initial distribution f in for the Boltzmann equation, by using (2.8) and (2.11). That is, the initial data for the lowand high-fidelity models are consistent. The scheme (3.8) is numerically solved in the same way as equation (3.7) in the AP solver for the Boltzmann equation. Since Euler system is marching the macroscopic quantities, instead of marching the distribution solution f to the Boltzmann equation, the scheme (3.8) can be solved with a much reduced computational cost and memory consumption.
Remark 3.1. We remark that instead of taking the solution f to the Boltzmann equation via the scheme (3.6) as the high-fidelity solutions, we consider its corresponding macroscopic quantities of interest
as the highfidelity snapshot solutions in order to connect the macroscopic quantities computed from the low-fidelity models. The low-fidelity solutions
we considered are computed from the Euler system by using (3.8). During the point selection step to construct γ N in Algorithm 1, we shall select the important parameter points based on the concatenated macroscopic quantity snapshot, namely
Remark 3.2. We acknowledge that there could be other choices of low-fidelity models that lead to more accurate bi-fidelity approximation, e.g., the compressible NavierStokes equations. To estimate if the low-fidelity model would be useful for constructing a reasonable accurate bi-fidelity approximation, one can explore an a priori estimate developed in the recent work [33] .
Accuracy and convergence analysis
To establish the accuracy and convergence results, we first give a summary of the hypocoercivity framework and notations used in [50] , then introduce the relation between the solutions to the Boltzmann and compressible Euler system in suitable norms. To study the difference between the high-and bi-fidelity solutions, one can split it into two parts: the projection error and the remainder. In section 4.1, we show the estimate for the projection error in Theorem 4.1. In section 4.2, we give the regularity of high-fidelity solution, then prove the accuracy and convergence results of our bi-fidelity method adapted to the Boltzmann equation in Theorem 4.2.
The projection error
The subject of hydrodynamic limits and rigorous derivations of macroscopic models such as the fundamental PDEs of fluid mechanics from the kinetic theory of gases is a challenging task and has been studied for decades, see for example [24, 51, 10, 4, 3, 37, 32] . We shall show that for each fixed z ∈ I z , the error between solutions to the Euler system and the macroscopic quantities (2.8) obtained from the Boltzmann equation (with consistent initial data) is small and of order ε, which will be described in (4.3).
Hypocoercivity framework. First, we review the hypocoercivity framework and notations for the norms used in [50] . Let f be the solution to the Boltzmann equation (2.1). Consider a linearization around the global equilibrium and perturbation of f :
then h satisfies the perturbed equation
where the linearized operator L and the nonlinear operator F are given by
Denote ∂ j l := ∂/∂v j ∂/∂x l for multi-indices j and l. Introduce the following Sobolev norms:
Refer to [9, Theorem 2.5], we extend its analysis to our case of the Boltzmann equation in the acoustic regime. Let h ε be the perturbed solution to the linearized equation (4.1). Suppose the initial data for (4.1) and (2.12) are consistent for each
v as the Knudsen number ε → 0, where ρ, u, T (with E obtained by (2.11)) satisfy the Euler system (2.12). We adapt our acoustic scaling to [9, Theorem 2.5] and get the follows:
Error splitting. Let · H be an inner product space corresponding to the highfidelity solution and || · || H be the corresponding induced norm, see [53] . For each z, to study the total error u H (z) − u B (z) H , one can split it into two parts: Lemma 4.3] shows the estimate for the second term:
where we refer c to
, which is small, based on the reasonable assumptions made there. The last term above is related to the noninvertibility of high-fidelity Gramian matrix and usually negligible. Here
and Q := I − P is the orthogonal projection onto its kernel (with P the orthogonal projection matrix onto its range), see [53] . In addition, since
Projection error. The rest of this section will study the estimate for the projection error (the first term on the right-hand-side of (4.4)) and conclude it in Theorem 4.1. We now adapt the analysis in [53, subsection 4.1] and incorporate our highfidelity (Boltzmann) and low-fidelity (Euler) models, by utilizing the knowledge of (4.3). Denote
The "best" achievable distance for approximation from a general N -dimensional subspace is the Kolmogorov N -width, defined by
The following is similar to [53, Lemma 4.1] , except that we use the inequality (4.3).
Since it is lengthy, we present as Lemma 1.1 with its proof in the Appendix. 
) is the N -width of the functional manifold u H (I z ), and the constant
Proof. Lemma 1.1 shows that it is a weak greedy procedure to use the nodal choices of z
and [19, Corollary 3.3] indicates that (4.9) holds with C = √ 2(δ 1 − δ 2 ε) −1 .
Smoothness of the solution and convergence analysis
In this section, we first study the smoothness of the high-fidelity solution u H : We introduce the standard multivariate notation. Denote the countable set of "finitely supported" sequences of nonnegative integers by F := {ν = (ν 1 , ν 2 , · · · ) : ν j ∈ N, and ν j = 0 for only a finite number of j} , [50] tells us that 1) the uncertainties from the initial data and collision kernel (under suitable assumptions) will eventually diminish and the solution will exponentially decay in time to the deterministic global equilibrium M; 2) the regularity of the initial data in the random space is preserved at later time. Let h ε be a perturbed solution to the equation (4.1). If its random initial data satisfies for all r, ||h
Moreover, h is analytic in the random space, meaning that
See Appendix B for a discussion on the linearized Boltzmann case. We now use a weaker version by letting s = 1 in (4.11) and (4.12) . If the initial data ||h
By the definition of u containing perturbed macroscopic quantities (see [9, section 2.2.4]) by the Cauchy-Schwarz inequality, one easily gets
for |ν| ≤ r, where C and τ > 0 are all generic constants independent of ε. We assume that the high-fidelity solution u H follows a similar behavior as the analytic solution u (computed from h ε ) to the Boltzmann equation, with an error that depends on the numerical scheme used in the high-fidelity model. If the initial distribution of the high-fidelity model satisfies
then for a fixed time t > 0 and |ν| ≤ r,
where ξ depends on the order and discretization parameters ∆t, ∆x, ∆v used in the high-fidelity solver. Thus for all z ∈ I z , one gets
Note that C I , C, C and τ in the inequalities (4.11)-(4.15) are all positive generic constants independent of ε.
We make the following assumption on the random collision kernel: Assumption 1. Assume the collision kernel take the form
16) and (ψ j ) j≥1 be an affine representer (see definition in [15] ) of the cross section b, that is, 17) where the sequence ||ψ j || L ∞ (η) j≥1 ∈ p for 0 < p < 1 (see [15] ). One also assumes 
where (P k ) k≥0 is the sequence of renormalized Legendre polynomials on [−1, 1], Λ N is the set of indices that corresponds to the N largest ||w ν || V , and the constant C := (||w ν || V ) ν∈F p < ∞. By (4.15), one formally gets C = c e −ετ t + ξ.
Recall ( 
For N ≥ 1, one observes that
where ν∈Λ N w ν P ν is the truncated Legendre expansion and (4.19) is used in the last inequality.
We now conclude with our main result on convergence analysis: Theorem 4.2. If the assumptions for the random initial data, random collision kernel, namely (4.14) and Assumption 1 are satisfied, for fixed time t > 0 and fixed numerical discretization parameters ∆t, ∆x and ∆v, then for all z ∈ I z , 22) where N is the size of the subspace γ N in Algorithm 1, and q is given in (4.19) with p depending on the p -summability assumption of (ψ j ) j≥1 , C 1 = O 1 δ1−δ2ε , C 2 and τ are constants that depend on the initial data u in and Assumption 1 on the collision kernel. δ 1 , δ 2 are all sufficiently small with 0 < δ 1 − δ 2 ε < 1. Definitions of G L , G H , Q and f L are given below (4.5). χ is associated to the order and discretization mesh in the high-fidelity solver. ε is the Knudsen number in the Boltzmann equation (2.1).
Proof. According to the inequalities (4.4), (4.6), (4.21), (4.15) and Theorem 4.1, one gets for all z ∈ I z ,
here C, C 1 , C 2 , τ are all generic positive constants independent of ε, C 2 = c C which is small, and χ = C 1 √ ξ + ξ.
Theorem 4.2 indicates that the error between the bi-and high-fidelity solutions decays algebraically with respect to the number of high-fidelity runs N . The convergence rate q/2 is independent of the dimension of the random space and the regularity of the initial data; it only relates to the p summability of the affine representer (ψ j ) j≥1 in Assumption 1.
Remark 4.3. We make the following remarks:
1. The estimate in Theorem 4.2 may not be sharp. Deriving a sharper estimate requires a better understanding on the role of the Knudsen number ε in the accuracy analysis.
2. It is not our goal of the current work to establish stability and error analysis for the deterministic AP method for the multiscale Boltzmann equation in [26] , which is difficult due to the penalization used in the scheme thus has not been studied to our best knowledge. Thus deriving (4.15) from (4.13) rigorously remains challenging.
We hope to report more results regarding the above two issues in future researches.
Numerical Tests
To examine the performance of the method, we shall compute numerical errors in the following way: we choose a fixed set of points {ẑ i } n i=1 ⊂ I z that is independent of the point sets Γ, and evaluate the following error between the bi-fidelity and high fidelity solutions at a final time t:
The error can be considered as an approximation to the average L 2 error in the whole space of D × I z .
Since our goal is to numerically solve the multiscale Boltzmann equation with random inputs, we solve the Boltzmann equation (2.1) as the high-fidelity AP solver discussed in Section 3.2. We assume the random collision kernel in the form of 
A double-peak initial data test
We first consider the following initial data to mimic the Karhunen-Loeve expansion of the random field:
The uncertain collisional cross section is given by
, and z b = z b 1 represent the random variables in the collision kernel, initial density and temperature. Let the initial distribution f 0 follow a double-peak non-equilibrium initial data [26] . Set d 1 = 7, thus this is a d = 15 dimensional problem in the random space. We use the Boltzmann equation as the high-fidelity model and the Euler system as the low-fidelity model, set ∆x = 0.01, ∆t = 8 × 10 −4 (in both the high-and low-fidelity models), N h v = 16, and the final time t = 0.1.
In Figure 1 , we consider the fluid regime with ε = 10 −4 . This figure shows the mean L 2 errors of ρ, u 1 , T between the high-and bi-fidelity solutions with different quadrature points in velocity space. Here u 1 in the figures below stands for the first component of the two-dimensional bulk velocity u. It is clear that the error decays fast with the number of high-fidelity runs. In addition, when N l v increases, the error between the high-and bi-fidelity solutions decreases. This is expected because the Euler equation solved by more quadrature points in velocity space can capture more information about the high-fidelity model.
In Figure 2 , fluid regime is considered and we vary ε from ε = 10 −2 to ε = 10 −4 . The Euler equation is chosen as the low-fidelity model, solved by the same forward Euler in time and second-order MUSCL scheme in space, and the same spatial and temporal meshes as the Boltzmann equation in the high-fidelity model, and with N l v = 8 velocity quadrature points. One observes that the smaller ε is, the lower level the errors saturate. This is expected, because when the Knudsen number ε approaches to zero, the Euler equation as the low-fidelity model commits less modeling error and can capture more information of the high-fidelity model.
In Figure 3 , we investigate the performance of the bi-fidelity approximation for the kinetic regime with ε = 1. Fast convergence of the mean L 2 errors with respect to the number of high-fidelity runs is observed. Even though ε is relatively large compared to the previous two tests, a satisfactory accuracy in characterizing the behaviors of the solution in the random space is achieved in both cases: N One observes that the highand bi-fidelity solutions match quite well, whereas the low-fidelity solutions appear inaccurate at some spatial points. This example seems to indicate that although in the kinetic regime, the fluid description breaks down in the physical space, the bi-fidelity solution can still capture important variations of the high-fidelity model (Boltzman equation) in the random space. 
Sod shock tube test
We next consider a more challenging problem where the initial data is discontinuous. Assume the random collision kernel in the form
and the random initial distribution
where the initial data for ρ 0 , u 0 and T 0 is given by
Here From the left column of Figure 4 , we see a fast convergence of L 2 errors between the high-and bi-fidelity solutions. With only 10 high-fidelity runs, the bi-fidelity approximation can reach an accuracy level O(10 −3 ) for a 15-dimensional problem in random space, while the low-fidelity approximation is quite poor with an accuracy level O(10 −1 ). To further illustrate the performance of our bi-fidelity method, we compared the high-, low-and the corresponding bi-fidelity solutions (with r = 10) for a particular sample point z. One observes that the high-and bi-fidelity solutions match really well, whereas the low-fidelity solutions seem to be quite inaccurate at some points in the spatial domain. Even in this case, the bi-fidelity solutions can approximate the high-fidelity solutions very well. Figure 5 shows clearly that the mean and standard deviation of the bi-fidelity approximation of ρ, u 1 and T agree well with the high-fidelity solutions by using only 10 high-fidelity runs. The result is a bit surprising yet reasonable, suggesting that even though the Euler model may be inaccurate in the physical space, it still can capture the behaviors and characteristics of the solution to the Boltzmann equation in the random space. Moreover, since the high-fidelity model (Boltzmann) with N 
Mixed regime test
The next test we shall consider is more challenging than the previous two tests. Because various scales are involved, good accuracy of the AP scheme for the Boltzmann equation is required for all ranges of ε. We consider a mixed regime with the Figure 7 , we observe a fast convergence of L 2 errors between the high-and bi-fidelity solutions, where they saturate quickly when r reaches about 25. It is worth noting that the dotted lines that represent the errors between the high-and low-fidelity solutions are much larger O(10 −1 ) compared to that between the high-and bi-fidelity solutions. This indicates that even though the lowfidelity solutions alone are relatively not accurate in the spatial domain, it might be still able to behave similarly in the random space, therefore the resulted bi-fidelity approximation based on a small number of high-fidelity runs (say r = 25) can reach a reasonable accuracy level up to O(10 −3 ).
The right column of Figure 7 shows the high-, low-and bi-fidelity solutions at a randomly chosen sample point z. One can see that the high-and bi-fidelity solutions match really well, whereas the low-fidelity solutions are not accurate. In addition, with N = 1000 low-fidelity runs of the Euler model, together with only 25 runs of the AP solver to the Boltzmann model, one can get the bi-fidelity solutions which are able to capture behavior of the solutions to the Boltzmann equation in the random space, up to an accuracy of 10 −3 ; on the other hand, using the low-fidelity model (Euler equation) alone can not achieve this result, especially under the multiple scalings where ε ranges from 10 −3 to 1 (since the errors between macroscopic quantities calculated from the Boltzmann and Euler equation deteriorate when ε becomes large).
This observation certainly highlights the merits of our bi-fidelity method. Figure 8 presents the mean and standard deviation of ρ, u 1 , T by using 25 high-fidelity runs.
One can see that the high-and bi-fidelity solutions match well, indicating that the bifidelity solutions have captured well the characteristics of the macroscopic quantities in the random space.
Once we construct the bi-fidelity model, the online computational cost can be significantly reduced. In this example, the high-fidelity model (Boltzmann) with N h v = 16 takes about 50 times computation time of the low-fidelity model (the former takes 12.3 seconds, while the latter takes 0.23 seconds for a single run). Since the dominant cost of the bi-fidelity reconstruction for a high-fidelity solution lies in the corresponding low-fidelity run, a significant amount of computational cost is saved in our method. 
Conclusion
In this work, we study the multiscale Boltzmann equation with multi-dimensional random parameters by a bi-fidelity collocation method [53, 72] . By choosing the lowfidelity solution as the solution of the corresponding first order macro-model -the compressible Euler equations with a consistent initial data, our bi-fidelity approximation can capture well the variations of macroscopic quantities computed from the high-fidelity AP solver of the Boltzmann equation with multiple scales, at a much reduced computational cost and memory footprint. An error analysis developed in [53] has been extended by incorporating the knowledge of the regularity of our highfidelity and low-fidelity solutions. The computational accuracy and efficiency are demonstrated in various numerical examples and holds promise to accelerate the computation for more complex problems in multiscale kinetic equations with uncertainty.
Appendices
A The Lemma proof Lemma 1.1. Let z H * , z L * be the maximizers of (4.7a) and (4.7b), respectively. One assumes that 1.
with 0 < δ 1 − δ 2 ε < 1.
Proof. Using the above assumptions, one gets
Therefore,
where we assume that
and ∃ δ 2 such that 0 < δ 1 − δ 2 ε < 1 with
B Proof of analyticity for the linearized equation
For simplicity, consider the linearized Boltzmann equation under the acoustic scaling. The perturbative solution satisfies
