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Abstract—We study the power allocation problem for the
downlink of a cooperative system with different node activeness,
i.e., each receiving node requests for data transmission according
to a certain probability. Data symbols of the active nodes are
jointly transmitted from cooperative transmission points using
zero-forcing precoding. The problem is cast in form of maxi-
mizing the ergodic achievable rate subject to per-transmit-point
average total power constraints. The derived power allocation
indicates that depending on the channel conditions and receiving
nodes’ activation probability, the optimal solution takes the form
of either greedy power allocation or power sharing allocation.
I. INTRODUCTION
Transmit power allocation is an effective way for increasing
the sum rate of wireless communication systems. It has been
proved in [1] that water-filling power allocation is optimal in
the sense of maximizing the total throughput under a sum
power constraint, when different data signals are transmitted
through orthogonal channels without interference. Considering
an interference system that allows different users to share the
same channel, the optimal solution is instead achieved by
assigning the total power to the user with the best channel
gain, namely greedy power allocation [2], [3]. By assuming
per-cell power constraints, it has been proved in [4] that the
maximum sum rate for a two-cell two-user system is achieved
by binary power control, i.e., each cell either transmits with
full power or does not transmit.
Coordinated multi-point (CoMP) transmission has been
considered as a promising technique to increase the sum rate
and cell-edge performance. If both data symbols and channel
state information (CSI) are shared by coordinated transmission
points (TPs), multiple TPs can jointly provide data trans-
mission to the receiving nodes (RNs) and thereby improve
the received signal quality. Major setbacks of CoMP joint
transmission are, however, the large CSI feedback overhead,
the capacity and latency constraints of backhaul links, and
the imperfect synchronization between TPs [5]. A tradeoff
between the system performance and the required amount of
CSI feedback and backhaul exchange has been pointed out
[6], [7]. This tradeoff is one of the reasons for restricting the
use of joint transmission to a limited number of TPs [6]–[10].
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Different power allocation schemes are proposed in, e.g.,
[6]–[10], with the objective of maximizing the instantaneous
sum rate under a peak transmit power constraint per TP.
However, to the best of our knowledge, all CoMP-based
papers have studied the power allocation problem under the
assumption that the users are always active requesting for new
information, a point which is not valid in practice; recent
studies, e.g., [11], [12], show that a large portion of the
assigned spectrum is used sporadically and geographical vari-
ations in the utilization of assigned spectrum ranges from 15%
to 85% with a high variance in time. Thus, it is interesting to
investigate the power allocation problem in the cases where the
users request new information according to some probability.
In this paper, the power allocation problem is addressed for
the downlink of a two-TP two-RN cooperative system, where
each RN randomly requests for data transmission according
to a certain probability. Data symbols of the RNs are jointly
transmitted from the TPs using zero-forcing precoding. The
objective is to maximize the ergodic achievable rate subject
to per-TP average total power constraints, which is normally
considered for systems with limited energy resources [12]–
[14]. The optimal power allocation solution is proved to fall
into two categories: 1) Greedy power allocation, when two
RNs are located close to one TP and the per-TP total power
budget is below a threshold; 2) Power sharing solution, i.e.,
both RNs receive the data from the TPs, when different RNs
are close to different TPs or the per-TP total power budget
is above a threshold. Moreover, we show that depending on
the channel condition and the RNs’ activation probability, a
system should switch between cooperative joint transmission
and non-cooperative transmission to improve the sum rate.
II. SYSTEM MODEL
We consider the downlink of a two-TP two-RN cooperative
system, where each RN has a different activation probability.
The TPs and RNs are assumed to have one transmit antenna
and one receive antenna respectively, while the results can
be easily generalized to multiple antenna cases. Here, we
focus on the nonfading channel model which, although it is a
special case of the more general fading channels, is reasonable
in many practical cooperative scenarios, e.g., in line-of-sight
(LoS) multiple-input multiple-output (MIMO) systems applied
to microwave backhaul. Also, the same problem setup is valid
for the LoS wireless backhaul between macro base station
and fixed relay nodes or fixed femto base stations, where
the channel vary much more slowly than the change of RNs’
activation status. Assume that the RNs’ activation status, data
symbols, and the CSI of the two RNs are perfectly known
at each TP. The TPs can provide the active RNs with joint
transmission at the same time using the same spectral resource.
Let x = [x1, x2]T denote the signal vector transmitted
from the two TPs, where (·)T is the transpose operation. The
received signal at RN m ∈ {1, 2} is found as
ym = hmx+ nm, (1)
where hm = [hm1, hm2] is the channel vector between RN
m and both TPs, and nm is the independent and identically
distributed complex white Gaussian noise added at the m-
th RN, with zero mean and covariance σ2. By using linear
precoding, the transmit signal vector x can be expressed as
x = Wb, (2)
where b = [b1, b2]T represents the data symbol vector of the
two RNs. Also, W =[w1,w2] is the precoding matrix used to
map the data symbol vector b into the transmit signal vector
x, with wm = [w1m, w2m]T denoting the precoding vector for
RN m from the two TPs. Substituting (2) into (1), the received
signal of RN m can be rewritten as
ym = hmwmbm +
∑
i 6=mhmwibi + nm, m, i = 1, 2. (3)
Let pm = bmbHm be the symbol power allocated to the m-th
RN across the two TPs, where (·)H is the conjugate transpose
operation. The signal to interference plus noise ratio (SINR)
of the RN m is then given by
γm =
‖hmwm‖2 pm∑
i 6=m ‖hmwi‖2 pi + σ2
, m, i = 1, 2. (4)
According to (2), the transmit power of TP n is
Pn = ‖wn1‖2 p1 + ‖wn2‖2 p2, n = 1, 2. (5)
Using zero-forcing precoding among the coordinated TPs, the
precoding matrix is obtained as
W = HH(HHH)−1, (6)
where H = [hT1 ,h
T
2 ]
T represents the channel matrix of the
system, and (·)−1 is the matrix inversion operation. Then, (4)
becomes γm = pm/σ2, for m ∈ {1, 2}.
Depending on the activity of the two RNs, joint transmission
can be categorized into the following three statuses: 1) Both
RN 1 and RN 2 request new information; 2) Only RN 1
requests new information; 3) Only RN 2 requests new infor-
mation. Let p(k)m be the symbol power allocated to RN m in
status k, with m ∈ {1, 2} and k ∈ {1, 2, 3}. Since RN 1 and
RN 2 are inactive in status 3 and status 2 respectively, we
have p(3)1 = p
(2)
2 = 0. Thus, the ergodic achievable rate of the
system normalized by the bandwidth can be expressed as
R = α1α2
(
log2(1 + p
(1)
1 /σ
2) + log2(1 + p
(1)
2 /σ
2)
)
+ α1(1− α2) log2(1 + p(2)1 /σ2)
+ α2(1− α1) log2(1 + p(3)2 /σ2),
(7)
where α1 and α2 are activation probability for RN 1 and
RN 2 respectively. Assume that the TPs have the same average
total power constraint Ptot, which is related to an energy con-
sumption constraint. The coordinated TPs can jointly adapt the
transmit power based on the RN activeness, in order to max-
imize the ergodic sum rate R subject to per-TP average total
power constraints. Let the vector p = [p(1)1 , p
(1)
2 , p
(2)
1 , p
(3)
2 ] 
0 be the symbol power allocated to each RN in different
statuses, where p  0 represents componentwise inequality
between p and 0. Then, the corresponding average total
transmit power of TP 1 and TP 2, respectively denoted by
P¯TP1(p) and P¯TP2(p), are
P¯TP1(p) = α1α2
(
Σ2m=1 ‖w1m‖2 p(1)m
)
+ α1(1− α2) ‖w11‖2 p(2)1
+ α2(1− α1) ‖w12‖2 p(3)2 ,
(8)
P¯TP2(p) = α1α2
(
Σ2m=1 ‖w2m‖2 p(1)m
)
+ α1(1− α2) ‖w21‖2 p(2)1
+ α2(1− α1) ‖w22‖2 p(3)2 .
(9)
Hence, the optimization problem can be formulated as
max
p0
R(p)
s.t.
{
P¯TP1(p) ≤ Ptot,
P¯TP2(p) ≤ Ptot.
(10)
This problem is convex, since the objective function is a
concave function of p and the constraints are affine functions.
Thus, the optimal solution with respect to a given α1, α2 and
Ptot can be obtained by numerical convex optimization [15].
III. OPTIMAL POWER ALLOCATION
In this section, we solve the Karush-Kuhn-Tucker (KKT)
conditions for the convex problem (10), in order to have better
understanding of the optimal power allocation solution.
The Lagrangian function of (10) can be written as
L(p,λ) = −R(p) +λ1(P¯TP1(p)−Ptot) +λ2(P¯TP2(p)−Ptot),
(11)
where λ1 ≥ 0 and λ2 ≥ 0 are Lagrangian multipliers
associated with the two power constraints. Substituting (7)-
(9) into (11) and setting ∇pL(p,λ) = 0, we have
p1 = p
(1)
1 = p
(2)
1 =
[
1
ln 2(λ1 ‖w11‖2 + λ2 ‖w21‖2)
− σ2
]+
,
(12)
p2 = p
(1)
2 = p
(3)
2 =
[
1
ln 2(λ1 ‖w12‖2 + λ2 ‖w22‖2)
− σ2
]+
,
(13)
where [a]+ .= max(a, 0). From (12) and (13), we observe that
the symbol power allocated to RN m will be the same for all
statuses if it is active. This result is intuitive because from the
RNs’ perspective each RN does not receive any interference
regardless of whether the other RN is active or not, since
the interference is completely mitigated by performing zero-
forcing joint precoding at the TPs. However, it needs to be
pointed out that from the TP’s perspective, the transmit power
to the RN m from TP 1 and TP 2, i.e., ‖w1m‖2 pm and
‖w2m‖2 pm, are different.
Remark 1: Equations (12) and (13) have an intuitive con-
sequence; Depending on the channel condition (H) and the
value of the average total power budget for each TP (Ptot), the
optimal power allocation that maximizes the ergodic sum rate
of the system falls into one of the following three cases:
Case 1. Two TPs jointly transmit data to RN 1 when it is
active, however, no power will be allocated to RN 2, even
when RN 2 requests new information;
Case 2. Two TPs jointly transmit data to RN 2 when it is
active, however, no power will be allocated to RN 1, even
when RN 1 requests new information;
Case 3. Two TPs provide joint transmission to the active RNs.
In other words, Remark 1 indicates that depending on the
channel condition there are cases where greedy power alloca-
tion, which is practically used in interference limited systems
[2], provides the optimal solution (Case 1 and Case 2). On the
other hand, Case 3 is the power sharing solution, where both
RNs receive the data from TP 1 and TP 2. In the following, we
show the channel condition and the corresponding threshold
of Ptot, under which different cases are the optimal solution.
Lemma 1. Let p∗ be the optimal transmit power allocation
vector of (10). Then, there is at least one TP with index n ∈
{1, 2}, such that the average total power constraint for this TP
is satisfied with equality.
Proof: The main idea of the proof is that, for any interior
point of the feasible set of (10), it is always possible to find
a factor θ > 1, such that at least one of the power constraints
is satisfied with equality and R(θp) > R(p). The proof is
presented in Section A of the Appendix.
Theorem 1. Consider the power allocation problem of (10)
and define Gmn = ‖hmn‖2. The optimal solution falls into
one of the following cases:
Case 1.
{
p∗1 =
Ptot
α1max{‖w11‖2,‖w21‖2} > 0, p
∗
2 = 0
}
, if
• G22 < G21 < G11 and Ptot < σ2α1(‖w22‖2 − ‖w21‖2),
or
• G21 < G22 < G12 and Ptot < σ2α1(‖w12‖2 − ‖w11‖2),
or
• G21 = G22 < max{G12, G11} and
Ptot < σ
2α1(max{‖w12‖2 , ‖w22‖2} − ‖w11‖2).
Case 2.
{
p∗1 = 0, p
∗
2 =
Ptot
α2max{‖w12‖2,‖w22‖2} > 0
}
, if
• G11 < G12 < G22 and Ptot < σ2α2(‖w11‖2 − ‖w12‖2),
or
• G12 < G11 < G21 and Ptot < σ2α2(‖w21‖2 − ‖w22‖2),
or
• G11 = G12 < max{G22, G21} and
Ptot < σ
2α2(max{‖w11‖2 , ‖w21‖2} − ‖w12‖2).
Case 3. {p∗1 > 0, p∗2 > 0}, otherwise.
Proof: The proof is based on the complementary slack-
ness condition associated with the two power constraints in
(10), that is, for each n = 1, 2, either λn = 0 or the power
TP 2TP 1
RN 2RN 1
TP 2TP 1
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RN 1
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Figure 1. The downlink joint transmission of a two-TP two-RN cooperative
system with different RN activities. Scenario a) both RN 1 and RN 2 are
close to TP 1; b) both RN 1 and RN 2 are close to TP 2, 3) RN 1 is close
to TP 1 and RN 2 is close to TP 2.
constraint associated with TP n is satisfied with equality. The
details of the proof are provided in Appendix B.
Example 1: In Fig. 1, we consider three different pairs of
RN locations, corresponding to the following three scenarios:
a) two RNs are closer to TP 1;
b) two RNs are closer to TP 2;
c) RN 1 is closer to TP 1 and RN 2 is closer to TP 2.
For scenario a), we have G22 < G21 < G11. Hence,
according to Theorem 1, there is a threshold
Pthr = σ
2α1(‖w22‖2 − ‖w21‖2) (14)
that if Ptot < Pthr, the optimal power allocation falls into
Case 1, i.e., only RN 1 will be served. Moreover, the threshold
grows linearly with the activation probability. In scenario c),
none of the conditions for Case 1 and Case 2 of Theorem 1
is satisfied, thus, joint data transmission will be provided to
both RNs when they are active.
IV. NUMERICAL RESULTS
A. On Power Allocation Thresholds
Fig. 2 verifies the effect of the channel condition (H),
the average total power budget for each TP (Ptot), and
the RNs’ activation probability (α1, α2) on the optimal
power allocation solution. The symbol power allocated for
each RN pm is plotted with different Ptot for (α1, α2) =
(0.2, 0.7), (0.5, 0.5), (0.8, 0.3) respectively1. Corresponding to
the scenarios a), b) and c) in Example 1, three pairs of RN
locations are considered, with channel matrices chosen as:
Ha =
[
0.61 + j0.73 0.21 + j0.25
0.46 + j0.45 0.37 + j0.43
]
,
Hb =
[
0.28 + j0.47 0.61 + j0.36
0.29 + j0.17 0.76 + j0.64
]
,
Hc =
[
0.61 + j0.73 0.21 + j0.25
0.29 + j0.17 0.76 + j0.64
]
.
The noise power σ2 is set to 1. We see that for scenario a) and
b), there is a threshold under which only one RN is served,
while for scenario c) all the RNs are always served by the TPs
when they are active, in agreement with Theorem 1. Moreover,
the threshold for scenario a) and scenario b) increases as the
value of α1 and α2 increases, respectively.
B. Comparison with Non-Cooperative Scheme
Consider an interference limited system setup, with Ptot = 1
and σ2 = 0.01. Due to symmetry, only scenarios a) and c)
1The transmit power to RN m from TP 1 and TP 2 can then be obtained
by ‖w1m‖2 pm and ‖w2m‖2 pm, respectively.
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Figure 2. Symbol power allocated to each RN (p1, p2) vs. per-TP average
total power constraint (Ptot) for scenarios: a) Ha, b) Hb and c) Hc.
are studied. The ergodic sum rate of the cooperative power
allocation scheme in (10) (RCo) is compared with the sum
rate achieved by a non-cooperative scheme (RNon-Co), where
TP n always transmits to RN n with Ptot/αn when RN n
requests new data, n = 1, 2. In this case, RNon-Co is given as
RNon-Co = α1α2 log2(1 +
G11Ptot/α1
σ2 +G12Ptot/α2
)
+ α1α2 log2(1 +
G22Ptot/α2
σ2 +G21Ptot/α1
)
+ α1(1− α2) log2(1 +G11Ptot/α1/σ2)
+ α2(1− α1) log2(1 +G22Ptot/α2/σ2).
(15)
Fig. 3 plots the ergodic sum rate gain, (RCo−RNon-Co)RNon-Co , versus
different RNs’ activation probabilities (α1, α2). For both sce-
narios a) and c), the sum rate gain increases as the RNs’
activation probability increases. This is intuitive because if
the RNs’ activation probability is low, the probability that
both RNs request data transmission will be very low. Then,
inter-RN interference will not be the main problem for data
transmission, i.e., the contribution of interference mitigation
via zero-forcing joint transmission is limited.
We can also see that, for scenario c) where RN 1 is
closer to TP 1 and RN 2 is closer to TP 2, cooperative
joint transmission always outperforms non-cooperative trans-
mission. The sum rate gain is about 31.1% and 92.7% when
(α1, α2) = (0.5, 0.5) and (1, 1) respectively. However, for
scenario a), cooperative joint transmission only outperforms
the non-cooperative scheme when the RNs’ activation proba-
bility is high. That is because, when RNs are closer to one TP,
the transmit power of this TP will be limited by using zero-
forcing precoding. While the other TP, which is far away from
the RNs, needs to consume all its transmit power in order to
contribute for joint transmission. Hence, in scenario a), inter-
RN interference mitigation is performed at the cost of limiting
the transmit power of the closer TP. Thus, cooperative zero-
forcing joint transmission only provides sum rate gain when
the RNs’ activation probability is high, i.e., the probability that
both RNs request for data transmission is high. Therefore, the
system should switch to non-cooperative transmission when
the RNs are located closer to one TP and the RNs’ activation
probability is low.
Note that the above comparison is obtained under the same
average total power budget constraint (Ptot), without consider-
ing the peak transmit power constraint posed by the hardware
limitations. Assume that both TPs are equipped with the same
hardware, i.e., subject to the same peak power constraint. For
any given pair of activation probabilities (α1, α2), let PmaxCo
and PmaxNon-Co be the associated maximum instantaneous transmit
power for the considered cooperative and non-cooperative
transmission schemes, respectively. Then, we have
PmaxCo = max
{
Σ2m=1 ‖wnm‖2 p(k)m
}
, n ∈ {1, 2} , k ∈ {1, 2, 3} ,
PmaxNon-Co = max {Ptot/αn} , n ∈ {1, 2} .
In Fig. 4, the maximum instantaneous transmit power ratio,
PmaxCo /P
max
Non-Co, is plotted as a function of the RNs’ activation
probabilities (α1, α2) for scenario a), with Ptot = 1. It can
be seen that PmaxCo /P
max
Non-Co ≤ 1 for all the values of (α1, α2).
Therefore, under the same average total power budget and
the same RNs’ activation probabilities, the non-cooperative
transmission scheme poses a higher peak power requirement
on the hardware design of TPs.
V. CONCLUSIONS
We address the downlink power allocation problem for a
cooperative joint transmission system with two transmission
points and two receiving nodes. Each receiving node randomly
requests for data transmission according to a different prob-
ability. Theoretical and numerical results indicate that there
are cases where greedy power allocation provides the optimal
power allocation (when the receiving nodes are closer to one
transmission point and the power budget of the transmission
point is below a threshold). In other cases, power sharing
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Figure 3. Ergodic sum rate gain ((RCo−RNon-Co)/RNon-Co) vs. RNs’ activa-
tion probability (α1, α2 ) for: scenario a), Ha (upper plot) and scenario c), Hc
(lower plot).
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Figure 4. Maximum instantaneous transmit power ratio (PmaxCo /P
max
Non-Co) vs.
RNs’ activation probability (α1, α2 ) for scenario a, Ha.
is optimal. Comparing with the non-cooperative transmission
scheme, we show that cooperative zero-forcing joint transmis-
sion can provide large sum rate gain when different receiving
nodes are close to different transmission points. Moreover,
depending on the channel condition and the nodes’ activation
probability, a system should switch between cooperative joint
transmission and non-cooperative transmission to improve the
ergodic sum rate.
The cooperative transmission scheme in this paper are
designed with zero-forcing precoding, subject to per-transmit-
point average total power constraints. In future work, different
cooperative transmission schemes will be considered, and peak
transmit power constraints will also be taken into account.
VI. APPENDIX
A. Proof of Lemma 1
Here, we prove that the optimal transmit power allocation
vector of (10) will result in at least one per-TP average total
power constraint satisfied with equality.
Proof: Let F be the feasible set of (10). Consider an
interior point p = [p(1)1 , p
(1)
2 , p
(2)
1 , p
(3)
2 ] ∈ F , with P¯TP1(p) <
Ptot and P¯TP2(p) < Ptot. Note that P¯TP1(p) and P¯TP2(p) are
affine functions of p. Hence, it is possible to find a factor θ,
with
θ =
Ptot
max{P¯TP1(p), P¯TP2(p)} > 1 (16)
such that at least one of the per-cell power constraints is
satisfied with equality, i.e., max{P¯TP1(θp), P¯TP2(θp)} = Ptot.
According to (7), R (p) is an increasing function of p, hence,
R (θp) > R (p) . (17)
Thus, for any feasible power allocation vector p satisfying
P¯TP1(p) < Ptot and P¯TP2(p) < Ptot, it is always possible to
find a power allocation vector θp that achieves a larger sum
rate R, when one of the per-TP power constraints is satisfied
with equality.
B. Proof of Theorem 1
In this appendix, we prove that depending on the channel
conditions H and the per-TP average total power budget Ptot
the optimal power allocation solution of (10) falls into on of
the three cases listed in Theorem 1.
Let p∗ = [p(1)∗1 , p
(1)∗
2 , p
(2)∗
1 , p
(3)∗
2 ] be the optimal power
allocation vector, and λ∗ be the dual optimal vector associated
with the two power constraints. Note that the primal optimiza-
tion problem (10) is a convex problem. Hence, according to
(12) and (13), we have p∗1 = p
(1)∗
1 = p
(2)∗
1 and p
∗
2 = p
(1)∗
2 =
p
(3)∗
2 . Based on the complementary slackness KKT condition,
we have λ∗1(P¯TP1(p
∗)−Ptot) = 0 and λ∗2(P¯TP2(p∗)−Ptot) = 0,
where P¯TP1(p∗) and P¯TP2(p∗) are derived according to (8) and
(9), respectively. According to Lemma 1, at least one TP power
constraint is satisfied with equality, that is, P¯TP1(p∗) = Ptot
or/and P¯TP2(p∗) = Ptot. The proof of the Theorem 1 can be
summarized over the following propositions:
Proposition 1. If only the power constraint of TP 1 is satisfied
with equality, then, the optimal solution falls into Case 1, iff
‖w21‖2 < ‖w11‖2 < ‖w12‖2 and Ptot ≤ σ2α1(‖w12‖2 −
‖w11‖2); the optimal solution falls into Case 2, iff ‖w22‖2 <
‖w12‖2 < ‖w11‖2 and Ptot ≤ σ2α2(‖w11‖2 − ‖w12‖2);
otherwise, the optimal solution falls into Case 3.
Proof: If only the power constraint of TP 1 is satisfied
with equality, P¯TP1(p∗) = Ptot and P¯TP2(p∗) < Ptot. Based on
the complementary slackness KKT condition, λ∗2 = 0. Plug-
ging this into (12) and (13), the optimal solution is therefore
p∗1 =
[
1
ln 2λ∗1‖w11‖2
− σ2
]+
, p∗2 =
[
1
ln 2λ∗1‖w12‖2
− σ2
]+
. If the
optimal solution falls into Case 1, then,
p∗1 =
1
ln 2λ∗1 ‖w11‖2
− σ2 > 0, (18)
p∗2 = 0, (19)
1ln 2σ2 ‖w12‖2
≤ λ∗1 <
1
ln 2σ2 ‖w11‖2
. (20)
Plugging (18) and (20) into P¯TP1(p∗) = Ptot, it is found that
λ∗1 =
α1
ln 2(Ptot + σ2α1 ‖w11‖2)
, (21)
p∗1 =
Ptot
α1 ‖w11‖2
. (22)
Based on (20) and (21), we have Ptot ≤ σ2α1(‖w12‖2 −
‖w11‖2) and ‖w11‖2 < ‖w12‖2. Plugging (20) and (22) into
P¯TP2(p
∗) < Ptot, it is obtained that ‖w21‖2 < ‖w11‖2. Thus,
if only the power constraint of TP 1 is satisfied with equality,
then the optimal solution falls into Case 1, iff ‖w21‖2 <
‖w11‖2 < ‖w12‖2 and Ptot ≤ σ2α1(‖w12‖2 − ‖w11‖2). In
this case, p∗1 = Ptot/(α1 ‖w11‖2) > 0 and p∗2 = 0.
Similarly, it can be proved that, if only the power con-
straint of TP 1 is satisfied with equality, then, the optimal
solution falls into Case 2, iff ‖w22‖2 < ‖w12‖2 < ‖w11‖2
and Ptot ≤ σ2α2(‖w11‖2 − ‖w12‖2). In this case, p∗2 =
Ptot/(α2 ‖w12‖2) > 0 and p∗1 = 0.
Similar to the proof for Proposition 1, we have Proposition
2 given below.
Proposition 2. If only the power constraint of TP 2 is
satisfied with equality, then, the optimal solution falls into
Case 1 with {p∗1 = Ptot/(α1 ‖w21‖2) > 0 and p∗2 = 0}, iff
‖w11‖2 < ‖w21‖2 < ‖w22‖2 and Ptot ≤ σ2α1(‖w22‖2 −
‖w21‖2); the optimal solution falls into Case 2 with {p∗2 =
Ptot/(α2 ‖w22‖2) > 0 and p∗1 = 0}, iff ‖w12‖2 < ‖w22‖2 <
‖w21‖2 and Ptot ≤ σ2α2(‖w21‖2 − ‖w22‖2); otherwise, the
optimal solution falls into Case 3.
Proposition 3. If both power constraints are satisfied with
equality, then the optimal solution falls into Case 1, iff
‖w11‖2 = ‖w21‖2 and Ptot < σ2α1(max{‖w12‖2 , ‖w22‖2}−
‖w11‖2); the optimal solution falls into Case 2, iff ‖w22‖2 =
‖w12‖2 and Ptot ≤ σ2α2(max{‖w11‖2 , ‖w21‖2} − ‖w22‖2);
otherwise, the optimal solution falls into Case 3.
Proof: If both power constraints are satisfied with equal-
ity, then P¯TP1(p∗) = Ptot and P¯TP2(p∗) = Ptot. Thus,
p∗1 =
(‖w22‖2 − ‖w12‖2)Ptot
α1(‖w11‖2 ‖w22‖2 − ‖w12‖2 ‖w21‖2)
, (23)
p∗2 =
(‖w11‖2 − ‖w21‖2)Ptot
α2(‖w11‖2 ‖w22‖2 − ‖w12‖2 ‖w21‖2)
. (24)
If the optimal solution falls into Case 1, then p∗2 = 0, p
∗
1 =
Ptot
α1‖w11‖2 , ‖w11‖
2
= ‖w21‖2. Plugging this into (12) and (13),
it is obtained that
λ∗1(‖w12‖2 − ‖w22‖2) =
1
ln 2σ2
− α1 ‖w22‖
2
ln 2(Ptot + σ2α1 ‖w11‖2)
,
(25)
λ∗2(‖w22‖2 − ‖w12‖2) =
1
ln 2σ2
− α1 ‖w12‖
2
ln 2(Ptot + σ2α1 ‖w11‖2)
.
(26)
Note that ‖w11‖2 = ‖w21‖2. Therefore, if ‖w12‖2 > ‖w22‖2,
the two power constraints of the original problem (10) are
equivalent to P¯TP1(p) = Ptot, P¯TP2(p) ≤ Ptot. According to
KKT conditions, the dual constraint λ∗2 ≥ 0 must be satisfied.
From (26), we obtain Ptot ≤ σ2α1(‖w12‖2 − ‖w11‖2). Sim-
ilarly, if ‖w12‖2 < ‖w22‖2, we have Ptot ≤ σ2α1(‖w22‖2 −
‖w11‖2). Else if ‖w12‖2 = ‖w22‖2, the two power constraints
of (10) are reduced to one power constraint, where the optimal
solution is obtained via water-filling. In this case, p∗2 = 0 and
p∗1 =
Ptot
α1‖w11‖2 iff Ptot ≤ σ
2α1(‖w22‖2 − ‖w11‖2). Hence,
it is concluded that if both power constraints are satisfied
with equality, then, the optimal solution falls into Case 1
with p∗1 =
Ptot
α1‖w11‖2 and p
∗
2 = 0, iff ‖w11‖2 = ‖w21‖2 and
Ptot ≤ σ2α1(max{‖w12‖2 , ‖w22‖2} − ‖w11‖2).
Similarly, it can be proved that, when both power constraints
are satisfied with equality, the optimal solution falls into Case
2 with p∗2 = Ptot/(α2 ‖w12‖2) and p∗1 = 0, iff ‖w22‖2 =
‖w12‖2 and Ptot ≤ σ2α2(max{‖w11‖2 , ‖w21‖2} − ‖w22‖2).
Otherwise, p∗1 > 0 and p
∗
2 > 0, i.e., the optimal solution falls
into Case 3.
Based on the above Propositions, and the fact that W is
obtained as the pseudo-inverse of the channel matrix H, we
conclude that the optimal solution falls into three cases listed
in Theorem 1.
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