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Abstract
We consider a power generation system comprising thermal units and pumped
hydro storage plants, and introduce a model for its weekly cost-optimal opera-
tion. Due to the uncertainty of the load, the mathematical model represents a
dynamic (multi-stage) stochastic program. The model involves a large number of
mixed-integer (stochastic) decisions but its constraints are loosely coupled across
operating power units. The coupling structure is used to design a stochastic
Lagrangian relaxation method, which leads to a decomposition into stochastic
single unit subproblems.
The stochastic subproblems have deterministic counterparts, which makes it
easy to develop algorithms for the stochastic problems. In this paper, a descent
method for stochastic storage problems and an extension of dynamic program-
ming towards stochastic programs are developed.
The solution of the dual problem provides multipliers leading to preferred
schedules (binary primal variables). The crossover heuristics evaluates the eco-
nomic dispatch problems corresponding to a sequence of such preferred schedules.
The combination of the restriction on dual preferred schedules (Lagrangian re-
duction) with the evaluation of a sequence (facet search) leads to an eÆcient
method. The numerical results on realistic data of a German utility justify this
approach.
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Zusammenfassung
Wir betrachten ein Kraftwerkssystem mit thermischen Bl

ocken und Pumpspei-
cherwerken und entwickeln daf

ur ein Modell f

ur den kostenoptimalen Wochen-
betrieb. Auf Grund der Ungewiheit des Bedarfs an elektrischer Energie ist das
mathematische Modell ein mehrstuges stochastisches Problem. Dieses Modell
beinhaltet viele gemischt-ganzzahlige stochastische Entscheidungsvariablen. Die
Variablen einzelner Einheiten sind aber nur durch wenige Nebenbedingungen
miteinander verbunden, welches die Zerlegung in stochastische Teilprobleme er-
leichtert.
Diese stochastischen Teilprobleme besitzen deterministische Analoga, deren
L

osungsverfahren entsprechend erweitert werden k

onnen. In dieser Arbeit werden
ein Abstiegsverfahren f

ur stochastische Speicherprobleme und eine Erweiterung
der dynamischen Programmierung auf stochastische Probleme betrachtet.
Die L

osung des dualen Problems f

uhrt zu Schattenpreisen, die bestimmte Ein-
satzentscheidungen bevorteilen. Die Heuristik zur Suche von primalen zul

assigen
Punkten wertet eine Folge von zugeordneten Economic-Dispatch-Problemen aus.
Die Kombination der Einschr

ankung auf dual bevorzugte Fahrweisen (Lagrangi-
an reduction) mit der Auswertung einer Folge von Economic-Dispatch-Problemen
(Facettensuche) f

uhrt zu einem eÆzienten Verfahren. Die numerischen Ergebnisse
an Hand realistischer Daten eines deutschen Versorgungsunternehmens rechtfer-
tigen diesen Zugang.
Schlagw

orter:
Stochastische mehrstuge gemischt-ganzzahlige Optimierung, Stochastische Lagrange-
Relaxation, Dualit

at gemischt-ganzzahliger Optimierungsprobleme, Optimierung
von Kraftwerkssystemen
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problem presents a mixed-integer multi-stage stochastic linear program. The ap-
proach \stochastic Lagrangian relaxation" decomposes this program into a num-
ber of subproblems and a non-dierentiable concave dual problem. The devel-
oped algorithms for solving these special structured subproblems and a Lagrange
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The numerical results presented in Chapter 4 were not possible without the
FORTRAN-code NOA 3.0 of Prof. Kiwiel, because the applicability of a decom-
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non-dierentiable master problem.
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er-
ent parts of stochastic programming. The discussions with S. Jaschke contributed
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my colleagues of the Department of Mathematics at Humboldt University Berlin
who have shown interest in my work and have made the working atmosphere so
stimulating.
Finally, I would like to honour the work of the GNU community for the great
software I used. The combinations of Linux, g++, vim, make, gnuplot, and
LaTeX formed an environment, which made my work pretty comfortable.
And last but not least, I thank all my friends for being there when life is so
painful.
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Overview
This thesis focuses on the numerical solution of the power scheduling in a hydro-
thermal system with the additional aspect of uncertain demand. Due to the
presence of pumped hydro storage plants the time horizon comprises about one
week. Since the optimization should provide hourly scheduling decisions, an
hourly time discretization was taken. The uncertainty of the demand is mod-
eled as a stochastic process. This modeling led to a mixed-integer multi-stage
stochastic linear program.
Chapter 1 provides the notion of a multi-stage stochastic linear program based
on stochastic processes and ltrations. In case of a nite number of time peri-
ods and scenarios, such processes correspond to scenario trees. A denition of a
scenario tree is developed, which combines graph-theoretical and stochastic as-
pects. This notion of a scenario tree forms the basement for the descriptions of
algorithms and proofs in all other chapters. After a short overview over decompo-
sition schemes in section 1.6, two primal decomposition methods, Nested Benders
Decomposition (in section 1.7) and Stochastic Dual Dynamic Programming (in
section 1.8) are presented.
The solution method applied to the power scheduling problem is developed
in Chapter 2. Section 2.2 concerns the stochastic Lagrangian relaxation method
in detail. A major advantage of this method is the common measurability of
the decision process and the process of the stochastic multipliers. The presence
of integer variables leads to a duality gap (in section 2.4). Sections 2.5 and 2.6
discuss how the Lagrange parameters can be used in order to obtain primal points
with a reasonably good objective value.
Chapter 3 concentrates on the development of eÆcient methods for the stochas-
tic subproblems. Section 3.1 contains the description of a descent method for
stochastic storage problems while section 3.2 shows the modications of the dy-
namic programming algorithm that are necessary in order to solve stochastic
problems.
The numerical methods are tested on realistic data from a German utility,
and the tests are reported in Chapter 4. Section 4.5 compares, on determinis-
tic problems, the heuristics developed in this thesis with the Zhuang/Galiana
heuristics that was modied in order to solve hydro-thermal problems.
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Chapter 1
Introduction
For many years energy optimization has dealt with large scale mixed-integer linear
programs. This thesis considers a program that can be used for controlling a real
generation system comprising thermal power units and pumped hydro storage
plants. Moreover, it should be possible to use the solution of that program in
order to control the system in a least cost manner. Therefore, the program should
be solved in real time.
The energy optimization problem becomes more complicated, if the uncer-
tainty of the demand is taken into account. On the other hand, this assumption
makes the problem more realistic in case of short term planning. Uncertainty
means, that data about future realizations are not exactly known. A forecast
method can provide data within a certain accuracy, while historic data provides
information about the distribution of the forecast error.
The stochastic nature introduces a new dimension | the mathematical model
describes the process that has to be optimized, but also the time periods at which
the decision maker can make decisions, and it should take the rolling time horizon
into account. In a deterministic framework, the input data were taken as they
are. The output of the optimization aided the decision maker. The question of
the dependency of the output on the accuracy of the input led to parametric
optimization and perturbation analysis. The hope was that the output could
approximate necessary decisions even for slightly perturbed input data.
However, in a stochastic framework, more information about input data is
involved. In models including a forecast, the information about random data
decreases with increasing distance to the current time period. The progress in
time determines the additional amount of information, which is available to the
decision maker. Each decision should be made as late as possible and with the
information obtained up to this time period. Hence, the \real world" background
determines:
 the correspondence of decisions to time periods according to their inuence
on state variables,
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 their assignment to time periods, they have to be made at,
 the availability of information,
 the degree, which the output of the optimization is used to.
These points need a discussion in order to classify a model and its application as
an operational or as a planning model, which is beyond the scope of this thesis.
However, random variables appear in the underlying optimization problem of
such models. These random variables are either stochastic input data or decision
variables. The latter are exible up to a certain degree with respect to the
random input data. The optimization of programs including random variables is
the challenge of stochastic programming.
1.1 Optimization under Uncertainty
Optimization can be realized as picking the best choice among several others.
Sometimes, the values of all possibilities are not known for a certainty. Even
in such situations one would like to try \the best". At this point, people react
dierently according to their understanding of loss and revenue.
If the average outcome should be maximized, then the mathematical model
reads:
max
x2X
Eg
0
(x; !) (1.1)
subject to:
8! 2 
; i = 1; : : : ; m : g
i
(x; !)  0 : (1.2)
In this model 
 denotes the abstract space of random events. These random
events do not depend on the decision x. The expectation Eg
o
(x; !) bases on the
measure , which is a probability measure with respect to the probability space
(
;A;P). An element ! of this space is called scenario. A realization of a random
variable d
1
is denoted by d(!).
The solution is called feasible with respect to scenario !, if it meets all con-
straints, i.e: g
i
(x; !)  0 for all i = 1; : : : ; m. If the solution meets the constraints
for all scenarios in 
, then the solution is admissible.
Such a constraint can be weakened in the sense, that the decision is given
the permission to fail in unlikely situations. If a solution is requested, which is
admissible for a certain percentage of all situations, then we are in the eld of
chance constrained stochastic programming.
The formulation given above is to general in order to be suitable for an ap-
plication. In the linear case the functions g
i
; i = 0; : : : ; m are replaced by:
g
0
(x; !) := c
T
(!)x (1.3)
g
i
(x; !) := (A
i;:
)x  b
i
(!) ; i = 1; : : : ; m; (1.4)
1
Bold symbols denote the random variables without mentioning the event explicitly.
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where (A(!); b(!); c(!)) is a realization of the random event !. The tuple (A; b; c)
presents a random variable as dened next.
Uncertain data as well as information dependent decisions are modeled as
random variables. A real-valued random variable x can be considered as a func-
tion
x : (
;F ;P)! (R;B); (1.5)
where (
;F ;P) is a suitable probability space. Using random variables the linear
model reads:
max
x2X
E c
T
x (1.6)
subject to:
Ax  b : (1.7)
Sometimes, one has to make a decision with known costs before the observation
of the unknown is made, and one gets the opportunity to correct the decision
after the event realizes, but this time the costs are scenario dependent. The cost
of this correction is called recourse cost. Such a recourse model in a linear case
reads:
min
x
c
T
x+ EQ(x; !) (1.8)
subject to:
Ax  b (1.9)
Q(x; !) := min
y(!)2Y
d(!)
T
y(!) (1.10)
T (!)x+W (!)y(!)  h(!) ; (1.11)
or short as:
min

c
T
x + E min

d
T
y jy 2 Y; Tx +Wy  h
	
j x 2 X; Ax  b
	
: (1.12)
The decision variables x and y are called rst-stage and second-stage variables,
respectively. The model itself is also known as a two-stage model.
If the rst-stage decision represents a risky investment, then the recourse
costs would reach a value in certain scenarios, which could lead to a nancial
disaster for the investor. Therefore, the minimization of the average costs is not
suitable for this underlying real-world problem. Hence, the investor is interested
in minimizing the average cost and the variation of the recourse costs, too. This
leads to optimization models involving the second moment of the second-stage
variables. However, this thesis concentrates on problems with moderate recourse
costs.
The two-stage model presented above describes real-world problems, where
decisions are distinguished by the fact, whether they are made with or without
the knowledge of the unknown. Often, the information about future realizations
is not available all at once | moreover, the observations correspond to time
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periods. Then, a ner granularity of the time periods describes the problem
which yields a multi-stage stochastic problem. The part of random variables is
taken by stochastic processes.
1.2 Stochastic Processes
In two-stage stochastic programs variables are distinguished by the fact, whether
they are stochastic or not. Such a simple distinction is not possible, if the values
of the random variables are revealed at dierent time periods. On the one hand,
stochastic parameters correspond to time periods, when their values are known.
This behavior is modeled by stochastic processes. The decision maker is faced
with the diÆculty to make decisions without prior knowledge of future realizations
of these random variables. Usually, the decisions are related to time periods, when
they have to be made and with the knowledge obtained up to and including this
time period. This leads to a time structure of the problem, and the decision
process is a stochastic process.
Usually, stochastic processes as the Gaussian process comprise a continuous
time structure. However this paper only deals with stochastic programming mod-
els that allow decisions at the end of certain time periods. The stochastic input
data are also taken at certain time period. Therefore, all stochastic processes are
considered as discrete time stochastic processes in this thesis.
Denition 1.1 (Discrete time stochastic process) A stochastic process x is
a random variable with a time structure, i.e.:
x : 
 f1; : : : ; Tg  ! R : (1.13)
The components x(:; t) act as osdinary random variables with the measurability:
x(:; t) : (
;A
t
;P)! (R;B) : (1.14)
For the aim of simplicity, the bold notation x
t
is used, if the rst argument ! is
omitted (i.e. x
t
:= x(:; t)), while x denotes the vector of values (x
1
; : : : ;x
T
).
Usually, stochastic processes show some structure. Looking at the values of x
t
some random events ! and  can not be distinguished up to a certain time period
t
0
:
8t = 1; : : : ; t
0
: x(!; t) = x(; t) : (1.15)
Hence, the random parameters of the stochastic program provide an information
structure. This information structure is usually represented by an increasing
sequence of -elds, which are generated by random parameters. They form a
ltration as dened next.
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Denition 1.2 (Filtration) Let (
;A;P) be a probability space. The family of
-elds F = fA
t
g
T
t=1
is called a ltration, if:
 A
t
 A and A
t
is a -eld,
 8t = 2; : : : ; T : A
t 1
 A
t
.
Each process x is measurable with respect to the ltration
~
F = f
~
A
t
g
T
t=1
with
~
A
t
= A, because each x
t
was measurable with respect to A. But this ltration
is too big in order to contain any information provided by the stochastic process.
The interesting question rises, does there exists a smaller ltration such, that
the stochastic process is measurable to it. The adapted ltration should contain
small -elds at the beginning (t = 1), and for subsequent time periods these
-elds should grow as much as new information gets available. Such a ltration
is generated using the stochastic process as a base for creating the -elds.
Denition 1.3 A stochastic process x as dened in 1.1 determines the correspond-
ing ltration by:
F := fA
t
g
T
t=1
(1.16)
A
t
:= fA  
j9fB

g
t
=1
 B : A = \
t
=1
(x

)
 1
(B

)g : (1.17)
The ltration F is generated by the process x, which is denoted by F = F(x).
This ltration contains the information, that can be obtained by observing x. At
the beginning nothing is known about the random event. With each time period
the set of possible scenarios is reduced to the set P
t
= \fA 2 A
t
j! 2 Ag, where
! is the realizing random scenario. It is no longer likely that other scenarios get
real, since they should have shown a dierent behavior during the past.
1.3 Nonanticipativity
In a mathematical framework, stochastic programs are assumed to contain all
available information as input data. Some of these data are stochastic processes.
The decision maker is faced with the problem to nd the best decision with the
knowledge about the stochastic process obtained so far. Each observation encloses
the set of possible future realizations. Generally, this set is not a singleton.
Therefore, the requested decision should minimize
2
the expected objective value
with respect to this set.
Because the decision maker can not look ahead, this information constraint is
called \nonanticipativity constraint". A rigorous discussion of nonanticipativity
and related topics can be found in [RW76]. Since the information of a stochastic
2
Or maximize the revenue.
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process is contained in the corresponding ltration, ltrations can be used to
dene the nonanticipativity of a decision process.
Denition 1.4 (Nonanticipativity) A stochastic process x is nonanticipative
with respect to the ltration F = fA
t
g
T
t=1
, if x
t
is measurable with respect to A
t
for
all t = 1; : : : ; T .
The restriction on a process to be nonanticipative with respect to the stochastic
input data can be expressed using the ltration, which is generated by the process
itself.
Proposition 1.1 Let F(d) denote the ltration generated by the stochastic process
d, while x denotes the decision process of a stochastic program. This stochastic
process generates the ltration F(x). The inclusion with respect to ltrations is
dened as:
F
1
 F
2
() 8t = 1; : : : ; T : A
1
t
 A
2
t
(1.18)
=) The process x is nonanticipative with respect to F(d), if and only if the following
inclusion holds:
F(x)  F(d) : (1.19)
Proof: Assume for the rst part, that x is nonanticipative with respect to the
ltration generated by d, i.e. x is measurable with respect to F(d). For all B 2
B(R
n
), (x
t
)
 1
(B) 2 A
t
(d) is fullled. Assuming A
t 1
(x)  A
t 1
(d), the inclusion
A
t
(x)  A
t
(d) holds, because (x
t
)
 1
(B) was among the generating elements of
A
t
(x). The recursion over t yields the inclusion for all time periods. Therefore F(d)
comprises F(x). Hereby, B(R
n
) denotes the Borel-sets of R
n
, and A
t
(y) is used as
an abbreviation for the t-component of F(y).
Next, the measurability of x with respect to F(d) is shown. The origin of any
B 2 B(R
n
) with respect to x
t
is a generating element of A
t
(x). Because of A
t
(x) 
A
t
(d), which follows from F(x)  F(d), (x
t
)
 1
(B) is contained in A
t
(d), Hence,
x is measurable with respect to F(d). #
If the number of random events is nite, then the restriction on x to be nonan-
ticipative with respect to d is equivalent to the fulllment of certain information
constraints.
Corollary 1.1 (Information constraints) Assume, 
 contains a nite number
of elements.
=) The following statements are equivalent:
 x is nonanticipative with respect to F(d),
 process x fullls:
8t = 1; : : : ; T :
X
!2

H
!
t
x
t
(!) = 0 ; (1.20)
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where H
!
t
are suitable matrices, constructed from the ltration F(d), which are
known beforehand. The entries of these matrices guarantee:
8!;  2 
; t = 1; : : : ; T :
 
8 = 1; : : : ; t; d

(!) = d

()

) x
t
(!)  x
t
() = 0 :
(1.21)
The formula (1.21) generates such matrices H
!
t
. A new row is added when the
values d

(!) and d

() do not dier for certain time periods and random events
! and . Generally, these matrices contain linear dependent rows. These the
nonanticipativity ensuring constraints are called information constraints.
1.4 Scenario Tree
The stochasticity is often modeled by a stochastic process as dened in 1.1. If
both, the number of time periods and the number of scenarios, are nite, then the
process can be described by a nite number of values. In this case it is possible
to compute expectations of functions numerically. Therefore, in this paper it is
assumed:
8t = 1 : : : T : #x
t
(
) <1 : (1.22)
Since A
t
is generated by the values of x

with  = 1; : : : ; t, this -eld contains
a nite number of sets, i.e.:
8t = 1 : : : T : #A
t
<1 : (1.23)
If a function is measurable with respect to a nite -eld, then the function is
constant on sets of a certain partition that is dened by the following equivalence
relation 
t
:
 
t
! , 8s = 1; : : : ; t : x
s
() = x
s
(!) (1.24)
Let [!]
t
denote the equivalence class of scenario ! at time t:
[!]
t
:= f 2 
 j  
t
!g : (1.25)
Finite -elds and partitions are closely related terms, since the power set and
the -eld (both generated by the sets of the partition) are the same:
2
(


=
t
)
= A
t
: (1.26)
At the rst time period, it is impossible to dierentiate between the realizations
of the random variable, therefore all elements of 
 are in the same set, i.e. at time
t = 1, the partition consists of only one set. That means 

=
1
= f
g, therefore
the following holds:
A
1
= f;;
g: (1.27)
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Under the assumptions given above, a scenario tree can be dened as follows.
Denition 1.5 (Scenario Tree) A scenario tree is the directed graphG = (V;E):
V  2


 IN
V = f([!]
t
; t) j ! 2 
; t = 1; : : : ; Tg
E  V  V
(([!]
s
; s); ([]
t
; t)) 2 E , []
t
 [!]
s
^ t = s + 1
[!]
1
= 
:
This denition combines the graph-theoretical with the stochastic description.
The denition is not based on the values of the random variable. The rst
part of the nodes contains the scenariobundle, while the second part denotes the
corresponding time period. Therefore, it is simple to switch from one description
to the other. This simplies the description of algorithms, theorems and proofs.
In Figure 1.1 an example of a scenario tree is shown, where the information
about the process decreases in time, leading to more and more branches. The
scenarios of this example do not dier during the rst time periods, which means
that the forecast is exact for these time periods. Then uncertainty leads to
branches that may occur at each time period. As shown in Figure 1.1 nodes may
have an arbitrary nite number (but greater than zero) of children.
W-dayMonday Tuesday Thursday Friday Saturday Sunday
Figure 1.1: Example of a scenario tree
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Now, a real-valued stochastic process x measurable with respect to the ltra-
tion F can be considered as a mapping
~
x : V ! R, where V is the set of nodes
of the scenario tree assigned to F .
No restrictions are imposed on mappings
~
y, if y has to be only measurable
with respect to F . However, if x generates F (and the corresponding scenario
tree), then the following corollary holds.
Corollary 1.2 Let ! and  denote two scenarios leading to common values for the
stochastic process x until t   1, and the scenario tree (V;E) corresponds to the
ltration F that was generated by x.
=) Then the following equivalence holds:
([!]
t
; t) = ([]
t
; t)() x
t
(!) = x
t
() (1.28)
Corollary 1.2 allows the alternative description of a scenario by the realizations
x
1
(!); : : : ; x
T
(!). However, this formulation is not suitable for the implementa-
tion.
The presented formulation and the mapping V ! R constitute the basis for
the implementation of algorithms that use the implicit formulation of nonantici-
pativity.
Usually, the generating stochastic process describes the information, that is
available to the decision maker. The decision process can be described by a
multi-stage stochastic linear program that either uses the explicit or the implicit
formulation of nonanticipativity.
1.5 Multi-Stage Stochastic Linear Programs
The two-stage model can be generalized to dynamic optimization problems ex-
tending over a nite, discrete time horizon. Multi-stage stochastic linear pro-
grams are used to describe problems a decision maker is faced with, if a sequence
of decisions has to be made under the uncertainty of future realizations of the
random entities. The goal is to pick the \best choice" among a set in such a way,
that there always exists an opportunity to correct the decisions later, and that
the costs are minimal in average. There are many dierent formulations of multi-
stage stochastic linear programs known in literature (cf. [Dup92, KW94, BL97]).
The following model is chosen to serve as a base for the algorithms described
later. Although the bold notation for stochastic variables was introduced, the
random event (!) is mentioned in order to emphasize the stochasticity when it
was suitable.
Problem 1.1 (Multi-Stage Stochastic Linear Program)
min
x
E
!
T
X
t=0
c
T
t
x
t
(!) (1.29)
17
subject to:
Ax
0
= b
0
(1.30)
8! 2 
; t = 1; : : : ; T : T
t
(!)x
t 1
(!) +Wx
t
(!) = b
t
(!) (1.31)
8! 2 
; t = 0; : : : ; T : l
t
 x
t
(!)  u
t
(1.32)
F(x)  F(T ; b) : (1.33)
Equation (1.31) expresses the dynamic structure of the problem. The last equations
(1.33) are the nonanticipativity constraints.
There are two opportunities to formulate expression (1.33) suitable for the nu-
merical treatment. The rst version uses equations like (1.21) while the second
is an implicit version, where variables with equal values share the same instance.
1.5.1 Deterministic LP-equivalent
The deterministic LP-equivalent uses the explicit formulation of the nonantici-
pativity constraints. In order to formulate these constraints we have to assume,
that the random variables have a discrete distribution with a nite number of
atoms.
Problem 1.2 (Deterministic LP-Equivalent) The deterministic LP-equivalent
is a reformulation of problem 1.1, where the expectation is replaced by a weighted
sum and all stochastic variables are replaced by deterministic ones with one instance
for each realization. Then, the problem reads:
min
x
K
X
k=1

k
T
X
t=0
c
T
t
x
k
t
(1.34)
subject to:
8k = 1; : : : ; K : Ax
k
0
= b
0
(1.35)
8k = 1; : : : ; K; t = 1; : : : ; T : T
k
t
x
k
t 1
+Wx
k
t
= b
k
t
(1.36)
8k = 1; : : : ; K; 8t = 0; : : : ; T : l
t
 x
k
t
 u
t
(1.37)
8t = 0; : : : ; T :
K
X
k=1
H
k
t
x
k
t
= 0; (1.38)
where 
k
is the probability of scenario k. In this formulation stochastic processes are
described by separate variables for each combination of time period and scenario.
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Figure 1.2: Scenario tree and deterministic LP-equivalent
The last constraints (1.38) reect the condition under which the decision maker
has to work, i.e. all decisions base on information obtained up to and including
this time period.
Figure 1.2 shows a small 4-scenario example. On the left-hand side the sce-
nario tree is shown. The decision process has to be nonanticipative with respect
to the ltration which corresponds to that tree. The dark circles on the right-
hand side show the decision variables used in the deterministic LP-equivalent.
Since the variables have instances for each scenario, they could attain arbitrary
values. However, nonanticipativity means that there should be only one value for
all scenarios at the rst time period. The H
k
t
-matrices contain that information,
i.e. that certain variables should be equal. This is denoted by broken lines in
gure 1.2.
There exist dierent ways to model the nonanticipativity by equations. The
rst version models all equations for each pair of variables. For the rst time
period, it reads:
x
1
1
= x
2
1
; x
1
1
= x
3
1
; x
1
1
= x
4
1
; (1.39)
x
2
1
= x
3
1
; x
2
1
= x
4
1
; x
3
1
= x
4
1
: (1.40)
The second uses a subset of the rst version, which corresponds to a circle:
x
1
1
= x
2
1
; x
2
1
= x
3
1
; (1.41)
x
3
1
= x
4
1
; x
4
1
= x
1
1
: (1.42)
The third version comes directly from the measurability of the decision process.
The process x fullls x
t
= E (x
t
jA
t
), if and only if x is nonanticipative with
respect to the ltration F = fA
t
g
T
t=1
. For a nite number of scenarios, this
leads
3
to:
x
k
t
=
1
n
k
X
2K(k)
x

t
; (1.43)
3
assuming that the scenarios have equal probabilities
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whereK(k) and n
k
denote the conditional expectation and the number o aected
scenarios, respectively. In our example this reads:
0
B
B
B
B
@
+
3
4
 
1
4
 
1
4
 
1
4
 
1
4
+
3
4
 
1
4
 
1
4
 
1
4
 
1
4
+
3
4
 
1
4
 
1
4
 
1
4
 
1
4
+
3
4
1
C
C
C
C
A
0
B
B
B
B
@
x
1
1
x
2
1
x
3
1
x
4
1
1
C
C
C
C
A
= 0; (1.44)
while the same reads for the third period:
0
B
B
B
B
@
+
1
2
 
1
2
 
1
2
+
1
2
+
1
2
 
1
2
 
1
2
+
1
2
1
C
C
C
C
A
0
B
B
B
B
@
x
1
3
x
2
3
x
3
3
x
4
3
1
C
C
C
C
A
= 0; (1.45)
These systems of equations are linear dependent. Since Problem 1.2 did not
contain any integrality constraints, superuous equations can be omitted.
1.5.2 Deterministic Graph-Equivalent
In Problem 1.2 the stochastic decision variables were replaced by deterministic
instances for each realization of the random variables. The additional constraints
(1.38) formulate the information structure explicitly. They ensure that certain
variables have equal values. Another way to formulate the nonanticipativity con-
straints is the use of just one instance for those variables that should be identical
in dierent scenarios. The constraint (1.38) is omitted and the information struc-
ture is hidden in the set of variables. Therefore, the nonanticipativity constraints
are implicitly contained in the setup of the problem. The resulting problem is also
known as the network formulation
4
. For a convenient formulation, the notation
of a scenario tree is used next.
Problem 1.3 (Scenario tree formulation) Let V denote the set of nodes of
the scenario tree. Note, that the nodes in V are pairs k = ([!]
t
; t). The problem in
graph notation reads:
min
x
X
k2V
P ([!]
t
) c
T
k
x
k
(1.46)
subject to:
Ax
(
;0)
= b
0
(1.47)
8! 2 
; t = 1; : : : ; T : T
([!]
t
;t)
x
([!]
t 1
;t 1)
+Wx
([!]
t
;t)
= b
([!]
t
;t)
(1.48)
4
The term \network formulation" is misleading, since undirected networks may contain a
circle, which is never the case for a scenario tree.
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8! 2 
; t = 1; : : : ; T : l
t
 x
([!]
t
;t)
 u
t
; (1.49)
where P ([!]
t
) denotes the probability of the node k = ([!]
t
; t), i.e. the probability
of the set [!]
t
, while (
; 0) denotes the root of the scenario tree.
These problem formulations are used in dierent solution methods. Each
method uses a certain advantage of the corresponding formulation.
1.6 Decomposition Schemes
Programs describing real-world-problems with uncertainties easily reach dimen-
sions that prevent the straightforward solution by available standard software on
workstations. Quite often exchanging the workstation with a number crunching
machine is not an option, therefore the problem is often splitted into a bunch
of subproblems of lower complexity. These problems are solvable by standard
software on workstations. Often, these problems show a special structure, which
makes it possible to develop adapted methods. Moreover, the aim of decomposi-
tion methods is to transform a diÆcult problem into a number of problems with
existing solution methods.
Two-stage stochastic linear programs are solvable by a stochastic quasigradient
method (cf. [EW88, EG92]). This iteration method generates a sequence of rst-
stage variables by solving deterministic problems that correspond to scenarios.
These scenarios are either sampled out of a bunch of scenarios or the result of
a discrete approximation of a continuous distribution function. Since the step-
length gets smaller during the iterations, the resulting rst-stage variables con-
verge to the rst-stage part of the optimal solution. Since the deterministic
problems are solved one after another, the number of scenarios is not limiting
factor. However, the number of scenarios has an impact on the computation
time, which restricts the applicability.
Stochastic branch-and-bound methods can also deal with integrality con-
straints, see [NPR98]. The main idea is similar to the branch-and-bound scheme
save for the bounds, which are replaced by stochastic estimates.
Primal decomposition methods make use of the hierarchical structure of the
problem. At each level of the problem there are some subproblems to be evaluated
in order to nd the solution of that level. Primal decomposition consists in
replacing these subproblems by some approximations. During the run of the
decomposition method these approximations get updated. A representative for
these methods is the nested Benders decomposition method which is an extension
of the L-shaped method for the multi-stage linear case (see Section 1.7 or [Bir88]).
In dierence to that, the dual decomposition methods relax certain con-
straints. Then, a dual problem, the so called master problem, has to be solved.
This problem comprises simple structured problems as subproblems. The rst
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group of dual methods takes the information constraints as a subject for the
relaxation, while the second groups relaxes some coupling constraints.
If the problem is modeled scenario-wise as described in Section 1.5.1, and if
the information constraints (1.38) are subject to the relaxation, then the decom-
position method is called scenario decomposition (cf. [RW91, HS91, HS96]) or
just dual decomposition. Then, the dual objective function reads:
max

min
x
K
X
k=1
T
X
t=0
(
k
c
T
t
+ 
t
H
k
t
)x
k
t
: (1.50)
Remember that the matrices H
k
t
may contain a large number of rows. Now,
the inner minimization problem can be carried out for each scenario (here k)
separately. Generally, the optimization of the dual function does not lead to
admissible scenario solutions, i.e. solutions that meet the nonanticipativity con-
straints.
In case of linear convex models an augmented version exists that is called
progressive hedging. An additional proximal term should ensure, that the solution
of the inner problem (x) does not change much, if the outer variable () slightly
changes. Moreover, the nonanticipativity is enforced by that term. With the
proximal term the objective functions reads:
max

min
x
(
K
X
k=1
T
X
t=0
(
k
c
T
t
+ 
t
H
k
t
)x
k
t
)
+ 
T
X
t=0





K
X
k=1
H
k
t
x
k
t





2
| {z }
proximal term
(1.51)
The proximal term guarantees that the solutions of the subproblems converge
(cf. [RW91]) and nally fulll the nonanticipativity constraints.
However, the presence of integrality constraints makes it necessary to use
advanced methods. Due to the non-convexity of the underlying mixed-integer
stochastic program, the decomposition methods should be followed by certain
global optimization techniques (branch-and-bound, heuristics etc.) in order to
obtain nonanticipative solutions. In [LW96, TBL96, TKW97] the scenario de-
composition by splitting methods is combined with suitable heuristics, while the
authors of [CS98, Car98, CS99] use branch-and-bound as a heuristics.
Another dual decomposition method relaxes constraints coupling groups of
variables. The decomposed subproblems are still stochastic. But their structure
is suitable for eÆcient methods. This \stochastic Lagrangian relaxation" is the
topic of Section 2.2.
1.7 Nested Benders Decomposition
This section describes the algorithm that is used in the computer code
MSLiP (cf. [Gas90]). The problem is decomposed into subproblems
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according to the stages. These subproblems are solved repeatedly
using techniques as developed in [Ben62, Bir88, BL88, VW69].
The Nested Benders Decomposition method can be used to solve the multi-stage
stochastic linear program as described in Section 1.5.
min
x
E
!
T
X
t=0
c
T
t
x
!
t
(1.52)
subject to:
A
0
x
0
= b
0
(1.53)
8t = 1; : : : ; T : T
!
t
x
!
t 1
+Wx
!
t
= b
!
t
(1.54)
8t = 1; : : : ; T : l
t
 x
!
t
 u
t
; (1.55)
where x
!
t
is measurable with respect to the ltration generated by the random
vectors b
!
t
and the matrices T
!
t
.
In the above formulation, decision variables x
0
; : : : ; x
t 2
; x
t 1
do not explicitly
contribute to the restrictions on x
t+1
. This Markovian structure of the constraints
permits the application of decomposition methods, especially the separation of
stages corresponding to dierent time periods t. The rst step of the method is
the recursive formulation of the problem, i.e.:
min
x
0
c
T
0
x
0
+ E
!
Q
([!]
1
;1)
(x
0
) (1.56)
subject to:
A
0
x
0
= b
0
; l
0
 x
0
 u
0
; (1.57)
where Q
([!]
t
;t)
(x
t 1
) is the so called \recourse function" of stage t. This function
is convex and piecewise linear and dened as:
Q
([!]
t
;t)
(x
t 1
) := min
x
t
c
T
t
x
t
+ E


Q
([]
t+1
;t+1)
(x
t
)j!
	
(1.58)
subject to:
T
!
t
x
!
t 1
+Wx
!
t
= b
!
t
(1.59)
l
t
 x
!
t
 u
t
; (1.60)
except for t = T + 1 where Q
(:;T+1)
(:)  0 is dened for simplicity. The only
linkage of consecutive time periods results from (1.54). In the recursive formu-
lation this linkage is hidden in the recourse function Q
([!]
t
;t)
(x
t 1
). Sometimes,
there does not exist a solution x
t
; x
t+1
; : : : ; x
T
for a given point x
t 1
. Then, and
per denition, the recourse function has the value +1. This depends on the
technology-matrix T
!
t
and recourse-matrix W .
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If the recourse matrix W has the form (E; E), where E stands for the
identity, then the problem has a simple recourse function. Furthermore, for all
values for x
t 1
there exists a feasible solution for the later time periods | and
the functions Q
([:]
t
;t)
(:) are proper functions (8x; ! : Q
([!]
t
;t)
(x) <1).
If the problem has the following structure, i.e.:
8y; 9 x; x  0 : y = Wx ; (1.61)
then the problem has \complete recourse". As the name says, there exists a
recourse for all rst stage solution, but in comparison to the simple recourse
problem it has a more complicated structure.
The case is called a \relatively complete recourse problem"(cf. [RW78, HS96]),
if the system T
!
t
x
!
t 1
+Wx = b
!
t
; x  0 has a solution for all ! and x
!
t 1
.
The next step of the Nested Benders decomposition method is the repeated
solution of subproblems that arise in the recursive formulation, where Q
([!]
t
;t)
(:)
is replaced by an approximation. With the approximation
^
Q
([!]
1
;1)
(x
0
) the master
problem:
min
x
0
c
T
0
x
0
+ E
!
^
Q
([!]
1
;1)
(x
0
) (1.62)
subject to:
A
0
x
0
= b
0
; l
0
 x
0
 u
0
; (1.63)
is a problem of lower dimension than the problem (1.52){(1.55).
For the numerical treatment the constraints induced by
^
Q
([!]
t
;t)
(x
t 1
) < 1
are considered separately. These constraints are replaced by x
t 1
2 M
([!]
t 1
;t 1)
.
Since the computation of M
k
is as diÆcult as solving the problem (1.56){(1.57)
itself, these sets M
k
are approximated, too.
The polyhedral approximations at the node k = ([!]
t
; t) in iteration l are
dened as:
~
M
l
k
:=

x j 8i 2 I
l
k
(m
i
k
)
T
x  n
i
k
	
(1.64)
~
Q
l
k
(x) := max
j2J
l
k
(g
j
k
)
T
x + h
j
k
: (1.65)
With these approximations the master problem and the subproblems read:
Problem 1.4 (Master Problem) The master problem in iteration l+1 with the
approximated recourse function and the approximated set of feasible points reads:
min
x
0
c
T
0
x
0
+ E
!
~
Q
l
([!]
1
;1)
(x
0
) (1.66)
subject to:
A
0
x
0
= b
0
; l
0
 x
0
 u
0
; x
0
2
~
M
l
([!]
0
;0)
: (1.67)
Note, that the set of feasible points
~
M
l
([!]
0
;0)
does not depend on !, because of
[!]
0
 
.
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Problem 1.5 (Subproblem) For each time period the subproblem at iteration
l + 1 reads:
min
x
c
T
t
x+ E

n
~
Q
l
([]
t+1
;t+1)
(x)j!
o
(1.68)
T
!
t
x
!
t 1
+Wx = b
!
t
(1.69)
l
t
 x  u
t
; (1.70)
x 2
~
M
l
([!]
t
;t)
; (1.71)
except for t = T where
~
Q
l
([]
T+1
;T+1)
(:)  0 is dened for simplicity.
An advantage for the numerical treatment is the similarity of problem 1.4 and
1.5. Hence, a solution method for problem 1.5 will also solve problem 1.4. Hence,
the attention is now paid to the LP-version of problem 1.5.
Problem 1.6 (LP-Problem) The problem for time period t, scenario !, and it-
eration l + 1 reads:
v
l+1
([!]
t
;t)
= min
x;
k
c
T
([!]
t
;t)
x +
X
k=([]
t+1
;t+1);
2[!]
t

k
P ([]
t+1
) (1.72)
Wx = b
!
t
  T
!
t
x
!
t 1
(1.73)
l
t
 x  u
t
; (1.74)
k = ([!]
t
; t); 8i 2 I
l
k
: (m
i
k
)
T
x  n
i
k
(1.75)
8 2 [!]
t
; k = ([]
t+1
; t+ 1); 8j 2 J
l
k
: 
k
  (g
j
k
)
T
x  h
j
k
; (1.76)
P ([]
t+1
) is the probability of the node ([]
t+1
; t+1). During the rst few iterations
J
l
k
is empty, therefore 
k
has to be removed and the remaining problem has to be
solved instead.
In order to get updates for the lower polyhedral approximations the dual of
problem 1.6 is considered. The dual variables provide enough information for
new cutting planes.
Problem 1.7 (LP-Dual)
v^
l+1
([!]
t
;t)
= max
;;


T
1
(b
!
t
  T
!
t
x
!
t 1
) + 
T
2
l
t
  
T
3
u
t
(1.77)
 
X
i2I
l
([!]
t
;t)

i
n
i
([!]
t
;t)
+
X
2[!]
t
;
k=([]
t+1
;t+1)
X
j2J
l
k

j;k
h
j
k

(1.78)
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subject to:

1
W + 
2
  
3
 
X
i2I
l
([!]
t
;t)

i
m
i
([!]
t
;t)
 
X
2[!]
t
;
k=([]
t+1
;t+1)
X
j2J
l
k

j;k
g
j
k
= c
([!]
t
;t)
(1.79)
8 2 [!]
t
; k = ([]
t+1
; t+ 1) :
X
j2J
l
k

j;k
= P ([]
t+1
); (1.80)
and 
2
; 
3
; 
i
; 
j;k
 0.
There exists always a feasible point for these dual problems, since 
j;k
=
P ([]
t+1
)
#J
l
k
fullls (1.80) and with 
1
; 
i
= 0 the variables 
2
and 
3
can appropriately be
chosen in order to fulll (1.79).
If the dual problem is unbounded, then there exists a point (^;
^
; ^), which
is feasible with respect to (1.79 and 1.80), and a direction (~;
~
; 0) such, that all
points (^;
^
; ^) + (~;
~
; 0) are feasible for all   0, and the direction satises:
~
T
1
(b
!
t
  T
!
t
x
!
t 1
) + ~
T
2
l
t
  ~
T
3
u
t
 
X
:::
~

i
n
i
([!]
t
;t)
> 0 : (1.81)
Since the fulllment of this inequality implies the unboundness of the dual prob-
lem, the primal problem is infeasible. Hence, the provided decision x
t 1
has
no recourse. In order to avoid such points, the following inequality is added to
~
M
([!]
t 1
;t 1)
:
~
T
1
T
!
t
x  ~
T
1
b
!
t
+ ~
T
2
l
t
  ~
T
3
u
t
 
X
i2I
l
([!]
t
;t)
~

i
n
i
([!]
t
;t)
; (1.82)
with other words, this \feasibility cut" reads:
m
i
0
k
:= ~
T
1
T
!
t
; (1.83)
n
i
0
k
:= ~
T
1
b
!
t
+ ~
T
2
l
t
  ~
T
3
u
t
 
X
i2I
l
([!]
t
;t)
~

i
n
i
([!]
t
;t)
; (1.84)
I
l+1
k
:= I
l
k
[ fi
0
g (1.85)
with k = ([!]
t 1
; t   1) and i
0
is an additional index. In order to satisfy this
additional restriction, the subproblem ([!]
t 1
; t   1) has to be solved again. If
the dual problem is bounded, the primal problem has a feasible point, and the
optimal values of the dual problem and of the primal problem coincide. Since
v^
l+1
([!]
t
;t)
is a lower approximation of Q
(
[!]
t
; t)(x) (a convex function), it follows:
Q
(
[!]
t
; t)(x)  ~
T
1
(b
!
t
  T
!
t
x) + ~
T
2
l
t
  ~
T
3
u
t
(1.86)
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X
i2I
l
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t
;t)
~

i
n
i
([!]
t
;t)
+
X
2[!]
t
;
k=([]
t+1
;t+1)
X
j2J
l
k
~
j;k
h
j
k
; (1.87)
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where (~;
~
; ~) is the optimal solution of the dual problem 1.7. This \optimality
cut" reads:
g
j
0
k
0
:= ~
T
1
T
!
t
; (1.88)
h
j
0
k
0
:= ~
T
1
b
!
t
+ ~
T
2
l
t
  ~
T
3
u
t
(1.89)
 
X
i2I
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;t)
+
X
2[!]
t
;
k=([]
t+1
;t+1)
X
j2J
l
k
~
j;k
h
j
k
; (1.90)
J
l+1
k
0
:= J
l
k
0
[ fj
0
g (1.91)
with k
0
= ([!]
t
; t) and j
0
is an additional index. However, this should be done
only in case, when v^
l+1
([!]
t
;t)
6= v^
l
([!]
t
;t)
. If these optimal values are equal, then this
\optimality cut" does not provide additional information and can be omitted.
The lower approximations of Q
([!]
t
;t)
(:) and M
([!]
t
;t)
are updated with these
cuts Then, the subproblems and the master problem are solved in a certain
order until the approximations could no longer be improved. There are two
ways for the problems to communicate with each other. Primal solutions are
passed down from a problem ([!]
t
; t) to all problems corresponding to the nodes
f([]
t+1
; t+ 1)j 2 [!]
t
g in form of a new input vector x
([]
t+1
;t+1)
. Dual solutions
are passed up from ([!]
t
; t) to ([!]
t 1
; t  1) in the form of cuts.
Figure 1.3 shows the program ow of the Nested Benders Decomposition
Algorithm. In this ow chart the nal run was omitted for simplicity | the
last run is necessary to ensure that the solutions of the subproblems are the
corresponding recourse actions to the previous problems.
Moreover, the choice of a sequencing protocol has a big inuence on the
computation time. The article [Gas90] gives an overview about several strategies.
Another important fact is that many subproblems dier only in the right-hand-
sides. The solution procedure for these problems have many steps in common
| hence, these problems should be solved together (cf. [VW69]). In addition,
updated problems can make use of the solution of the previous iteration.
1.8 Stochastic Dual Dynamic Programming
The following method got its name from the dynamic programming
algorithm. Instead of discretizing the state space, the optimal value
function of the dual problem of the subsequent stage is used to ap-
proximate the costs-to-go. The independence of the stochastic data
of dierent stages leads to non-stochastic cost-to-go functions. Fur-
ther, if complete recourse is assumed, then the feasibility is always
guaranteed. Therefore, no feasibility cuts are needed, while optimal-
ity cuts are common in all scenarios. Thus, Stochastic Dual Dynamic
Programming can be considered as an extension of Nested Benders
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Figure 1.3: Flow chart for the Nested Benders Decomposition Algorithm
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Decomposition. Since the recourse functions are non-stochastic, prob-
lems are still solvable by this method, when the equivalent number of
scenarios prevents the application of other methods. In [PP91] this
algorithm is developed and applied to energy planning.
Problem 1.8 (SDDP) The problem solved by Stochastic Dual Dynamic Program-
ming reads:
min
x
E
!
T
X
t=0
c
T
t
x
!
t
(1.92)
subject to:
A
0
x
0
= b
0
(1.93)
8t = 1; : : : ; T : T
!
t
x
!
t 1
+Wx
!
t
= b
!
t
(1.94)
8t = 0; : : : ; T : l
t
 x
!
t
 u
t
; (1.95)
where x
!
t
is measurable with respect to the ltration generated by the random vectors
b
!
t
and the matrices T
!
t
. Further, it is required, that
8t = 1; : : : ; T; 8! 2 
; 8x 2 X; 9 y : T
!
t
x +Wy = b
!
t
(1.96)
l
t 1
 x  u
t 1
; l
t
 y  u
t
; (1.97)
and that for t
1
; t
2
; t
1
6= t
2
the random variables (T
!
t
1
; b
!
t
1
) and (T
!
t
2
; b
!
t
2
) are indepen-
dent.
The rst additional constraint ensures that there always exists a recourse action
to preceding actions. The independence constraint allows the reformulation as
follows:
min
x
0
c
T
t
x
0
+Q
1
(x
0
) (1.98)
subject to:
A
0
x
0
= b
0
; l
0
 x
0
 u
0
; (1.99)
where Q
t
is the non-stochastic recourse action of stage t. This function is convex
and piecewise linear and dened as:
Q
t
(x
t 1
) := E
!
min
x
!
t
c
T
t
x
!
t
+Q
t+1
(x
!
t
) (1.100)
subject to:
T
!
t
x
t 1
+Wx
!
t
= b
!
t
(1.101)
l
t
 x
!
t
 u
t
; (1.102)
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except for t = T + 1 where Q
T+1
(:)  0 is dened for simplicity.
As in the Nested Benders Decomposition Method the cost-to-go functions
Q
t
(x) are approximated by lower polyhedral functions
~
Q
l
t
(x), i.e.:
~
Q
l
t
:= max
j2J
l
t
(g
j
t
)
T
x+ h
j
t
: (1.103)
Problem 1.9 (SDDP: LP-Problem) For a given x
t 1
the subproblem at itera-
tion l + 1 reads:
v
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t
:=
X
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2
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;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!
+ 
!
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) (1.104)
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+Wx
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t
(1.105)
l
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 x
!
 u
t
; (1.106)
8j 2 J
l
t
: 
!
  (g
j
t
)
T
x
!
 h
j
t
: (1.107)
The last inequality shows the lower approximation of the cost-to-go functions.
The problem 1.9 decomposes into single scenario subproblems, which can be
solved separately. Under the assumptions of relatively complete recourse and the
stage-wise independence of the random input data, both problems are solvable.
That means, that there is no unbounded direction for the dual problem, which
can be used to construct a feasibility cut | therefore there no constraint set like
~
M
l
t
is needed. The dual solution of all scenario subproblem is used to construct
an aggregated optimality cut for the non-stochastic approximation
~
Q
l+1
t
.
In [PP91] the authors show a version
5
for problems with a high number of
scenarios. Instead of solving the subproblems for all scenarios, a Monte Carlo
simulation is used to sample a subset of scenarios. The subproblems are solved
for these scenarios and the results are used to get stochastic upper and lower
bounds and to update the approximations.
5
The combination of relatively complete recourse and stochastic independence of the random
data for dierent stages allows the solution of the problem by approximated non-stochastic cost-
to-go functions. These approximated recourse functions are built by cuts, which are generated
by solution of certain subsets of all scenarios. This allows the treatment of problems, which are
otherwise prevented by the curse of dimension.
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Chapter 2
Solving the Power Scheduling
Problem
This chapter focuses the solution method for a hydro-thermal power generation
system. First the stochastic Lagrangian relaxation method is developed. After
discussing the diÆculties of a mixed-integer problem, a heuristic is presented that
bases on dual parameters.
2.1 Model of a Power Generation System
The power generation system considered in this chapter comprises thermal units
and pumped hydro storage plants as encountered at the German utility VEAG
Vereinigte Energiewerke AG Berlin. The time horizon is 7 to 9 days as it is needed
for the eÆcient weekly operation of hydro-thermal systems involving weekly load
and pumping cycles. Due to the absence of a reliable load forecast for such a
time horizon the uncertainty of the load process has to be taken into account.
This gives rise to a stochastic model of the electrical load fd
t
; t = 1; : : : ; Tg as
a time-discrete stochastic process on some probability space (
;A;P) reecting
that the information on the load is complete for t = 1, and that the uncertainty in-
creases as t grows. For the numerical tractability it is assumed that a discrete ap-
proximation of the probability distribution is given, which means that the random
variable d
t
has just nitely many realizations. Let F = fA
t
g
T
t=1
be the ltration
generated by the load process d
t
, i.e. A
t
:=  (f(d
s
)
 1
(B); s  t; B 2 B(R)g),
where B(R) denotes the Borel sets of R. Due to the niteness of the ltration a
scenario tree exists.
Figure 2.1 shows an example, where the information is complete for the rst
time periods up to t = 45, and new possible observations lead to a number of
additional branches. The tree structure of this load process looks like that in
Figure 1.1. Here, the time scale starts on a Thursday, periods 45 { 100 present
the weekend, followed by the rst 3 days of the next week.
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Figure 2.1: Example of a load process
Let T denote the number of time intervals obtained by discretizing the op-
eration horizon. This discretization may be chosen uniformly (e.g. hourly) or
non-uniformly. In this paper the hourly discretization was considered. In case
of a non-uniformly discretization, the length of the time periods has to be taken
into account. However, this does not impact the application of the presented
methods to such problems.
Let I and J denote the number of thermal and pumped hydro storage units
in the system. Delivery contracts are regarded as particular thermal units. The
decision variables in the model correspond to the outputs of units, i.e., the electric
power generated or consumed by each unit of the system, and to storage levels
of the pumped hydro storage plants. The binary variables u
t
i
2 f0; 1g denote
the state of unit i in time period t, thus u
t
i
= 1 means: unit i is online in t.
Similarly p
t
i
denotes the production level. The variables s
t
j
; w
t
j
are the generation
and pumping levels of the pumped hydro storage plant j during the period t,
respectively. Further, l
t
j
reect the ll of the upper dam of plant j at the end
of the interval t measured in terms of energy that can be generated using this
storage volume. All variables mentioned above have nite upper and lower bounds
representing unit limits and reservoir capacities of the generation system:
8i = 1; : : : ; I; t = 1; : : : ; T : u
t
i
p
min
i
 p
t
i
 u
t
i
p
max
i
(2.1)
8j = 1; : : : ; J; t = 1; : : : ; T : 0  s
t
j
 s
max
j
(2.2)
0  w
t
j
 w
max
j
(2.3)
0  l
t
j
 l
max
j
(2.4)
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The constants p
min
i
; p
max
i
; s
max
j
; w
max
j
, and l
max
j
denote the minimal/maximal out-
puts of the units and the maximal ll of the upper dam, respectively. The dy-
namics of the storage volume, which is measured in electrical energy, is modeled
by the equations:
8j = 1; : : : ; J; 8t = 1; : : : ; T : l
t
j
= l
t 1
j
  s
t
j
+ 
j
w
t
j
: (2.5)
There exist constraints on the storage level for the rst and the last time periods:
8j = 1; : : : ; J : l
0
j
= l
in
j
; l
T
j
= l
end
j
: (2.6)
Here, l
in
j
and l
end
j
denote the initial and nal ll of the upper dam, respectively,
and 
j
is the cycle eÆciency of plant j. The cycle eÆciency is dened as the
quotient of the generation and of the pumping load that correspond to the same
volume of water. The equalities (2.5) show, that there is no in- or outows in the
upper reservoirs, and hence, that the storage plants of the system operate with a
constant amount of water. Together with the upper and lower bounds for l
t
j
the
equations (2.5) mean that certain reservoir constraints have to be maintained for
all storage plants during the whole time horizon. Constraints avoiding simulta-
neous generation and pumping in the hydro plants are dispensable since it can
be shown that such a deciency can not occur in optimal points (cf. [GRS92]).
Further single-unit constraints are minimum up- and down-times and possible
must-on/o constraints for each thermal unit. Minimum up- and down-time
constraints are imposed to prevent thermal stress and high maintenance costs
due to excessive unit cycling. Denoting by 
i
the minimum down-time of unit i,
the corresponding constraints are described by the inequalities:
8t = 1; : : : ; T; 8 = 1; : : : ;minfT   t; 
i
  1g : u
t+
i
+ u
t 1
i
  u
t
i
 1 (2.7)
Analogous constraints can be formulated describing minimum up-times. Similar
conditions are imposed to describe the initial state of the thermal units.
The next constraints are coupling power units { these are the load and reserve
constraints. The rst constraints are essential for the operation of the power
system and express that the sum of the output powers satises the load demand
in each time period:
8t = 1; : : : ; T :
I
X
i=1
p
t
i
+
J
X
j=1
 
s
t
j
 w
t
j

 d
t
: (2.8)
For compensating unexpected events (e.g. sudden load increases or outages of
units) within a specied short time period, a spinning reserve r
t
is prescribed,
describing the amount of additional generation available from all units synchro-
nized on the system. The corresponding constraints are given by the following
inequalities:
8t = 1; : : : ; T :
I
X
i=1
(p
max
i
u
t
i
  p
t
i
)  r
t
: (2.9)
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According to the stochasticity of the electrical load, the decisions for all units
are discrete-time stochastic processes as well:
u : 
 f1; : : : ; Tg ! f0; 1g
I
(2.10)
p : 
 f1; : : : ; Tg ! R
I
(2.11)
s; w; l : 
 f1; : : : ; Tg ! R
J
+
(2.12)
Assuming that the stochastic process fr
t
; t = 1; : : : ; Tg depends in a certain
way on d
t
, the only informations about the random trajectory are obtained by
observations of d
t
. These observations will only provide partial information about
the development. Decisions made at time t have to anticipate the future. Without
prior knowledge these decisions can depend only on the observations made so far,
which is expressed by the following equations:
u
t
i
(!) := ~u
t
i
(d
1
(!); d
2
(!); : : : ; d
t
(!)) (2.13)
.
.
.
.
.
.
.
.
. (2.14)
Note, that the decisions at t can react on the observations made at t. Equivalently,
it is required that the stochastic decision processes are adapted to the ltration
F generated by the stochastic load process d, i.e.:
x
t
(:)  E (x
t
(:)jA
t
); (2.15)
where x stands for u
i
, p
i
, s
j
, w
j
, and l
j
. The short notation for that is:
F(u;p; s;w; l)  F(d; r) : (2.16)
These constraints are the so called Nonanticipativity-constraints, confer [Wet89].
As stated above, the decisions u
t
i
can react on the partial information
obtained in the time periods  = 1; : : : ; t. This looks like an immedi-
ate response to observations, where in return to sudden load increases
new plants were scheduled to cover these increases. However, large
coal red power plants do not have such a exibility, because they
need a preparation time for heating boilers, turbines and engines.
This does not conict with the presented model, since the proposed
optimization method is applied in a learning environment, where new
observation are used to update the forecast. Then, this forecast pro-
vides more information about the time ahead. At least, there is no
longer uncertainty involved in the load process for the next day. This
gives enough information to schedule the units for the next day. If
the current time period expires, the forecast adds new time periods
at the end, and the optimization starts with shifted data. Thus,
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the application consists in an alternate run of forecasts and opti-
mizations with a \rolling time horizon". After each optimization, as
many units are scheduled as necessary with respect to the prepara-
tion times. Once units are committed, new optimization problems are
solved with must-on and must-o constraints reecting commitments,
which have been xed so far. In this framework, where the optimiza-
tion is adapted to incoming informations, the restricted exibility of
thermal units is preserved.
The objective is to nd decisions satisfying (2.1) { (2.9) such, that they minimize
the expected total costs of operating the power generation system. In this model
the total costs are caused by the fuel and start-up costs of the thermal units only,
since hydro plants do not directly contribute to the objective function. They are
used to avoid alternating operation and high-cost regions of the thermal units.
Hence, their operation has an impact on the total fuel costs in the system.
Thus, the objective reads:
min
(u;p;w;s)
E
I
X
i=1
T
X
t=1
FC
i
(p
t
i
;u
t
i
) + SC
t
i
(u
i
); (2.17)
where FC
i
are the fuel costs of the thermal unit i during period t and SC
t
i
are
the start-up costs for getting the unit online in this period. The functions FC
i
are piecewise linear convex, strictly monotonically increasing and of the form:
FC
i
(p; u) = max
l=1;:::;L
fa
il
p+ b
il
ug; (2.18)
where a
il
and b
il
are xed cost coeÆcients. The start-up costs SC
t
i
(u
i
) may vary
from a maximum cold-start value to a much smaller value when the unit i is
still relatively close to its operation temperature. The following description of
start-up costs reects this dependence on the down-time:
SC
t
i
(u
i
) = max
=0;:::;
c
i
c

i
(u
t
i
 

X
=1
u
t 
i
); (2.19)
where c
0
i
= 0 and c

i
are xed for  = 1; : : : ; 
c
i
increasing cost coeÆcients, 
c
i
is
the time the unit i needs to cool down, and c

c
i
i
is its maximum cold-start costs.
Altogether, minimizing the objective function (2.17) subject to the constraints
(2.1)-(2.9) leads to a cost-optimal schedule for all units of the power system during
the specied time horizon. As a consequence of the strict monotonicity of the
fuel costs, the cost-optimal schedule shows the following two interesting properties
under normal circumstances:
 if a schedule (u;p; s;w) is optimal, then the equality in load constraints
(2.8) typically holds,
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 the complementarity condition s
t
j
w
t
j
= 0 holds for all j = 1; : : : ; J; t =
1; : : : ; T;, that means generation and pumping do not occur simultaneously
(if this happens it would contradict the optimality cf. [GRS92]).
In a condensed form the unit-commitment problem for a system like the VEAG-
owned reads:
Problem 2.1 (VEAG-System)
min
(u;p;w;s)
E
I
X
i=1
T
X
t=1
FC
i
(p
t
i
;u
t
i
) + SC
t
i
(u
i
); (2.20)
subject to:
8i = 1; : : : ; I; t = 1; : : : ; T : u
t
i
p
min
i
 p
t
i
 u
t
i
p
max
i
(2.21)
8j = 1; : : : ; J; t = 1; : : : ; T : 0  s
t
j
 s
max
j
(2.22)
0  w
t
j
 w
max
j
(2.23)
0  l
t
j
 l
max
j
(2.24)
l
t
j
= l
t 1
j
  s
t
j
+ 
j
w
t
j
: (2.25)
8j = 1; : : : ; J : l
0
j
= l
in
j
; l
T
j
= l
end
j
: (2.26)
8t = 1; : : : ; T :
I
X
i=1
p
t
i
+
J
X
j=1
 
s
t
j
 w
t
j

 d
t
: (2.27)
I
X
i=1
(p
max
i
u
t
i
  p
t
i
)  r
t
: (2.28)
The minimization problem represents a mixed-integer program with linear
constraints, and IT binary and (I + 2J)T continuous decision variables, respec-
tively. For a typical conguration of the VEAG-owned generation system with
I = 25 (thermal), J = 7 (hydro) and T = 168 (7 days with hourly discretiza-
tion), the dimension of the model is shown in the rst row of Figure 2.1. The
rst row contains the number of scenarios. The corresponding number of nodes of
the scenario tree depends on the structure of the scenario tree. The scenario tree
contains one more node for each time period the new branch starts earlier. In Ta-
ble 2.1 the branching points are almost equidistantly distributed. The remaining
rows show the corresponding numbers of variables, constraints, and non-zeros.
2.2 Stochastic Lagrangian Relaxation
The Lagrangian relaxation is a solution method for constrained problems like:
min
x
ff(x)j8i = 1; : : : ; m; g
i
(x)  0g ; (2.29)
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Scenarios Nodes Variables Constraints Non-zeros
binary continuous
1 168 4200 6652 13441 19657
5 462 11550 18018 36965 54059
10 756 18900 29484 60490 88462
20 1176 29400 45864 94100 137612
30 1663 41575 64857 133070 194601
50 2478 61950 96642 198290 289976
80 3696 92400 144144 295760 432512
100 4200 105000 163800 336100 491500
Table 2.1: Dimension of the mixed-integer LP depending on the number of sce-
narios with T=168, I=25 and J=7
where x 2 R
n
, and f and g
i
are convex functions. The functions g
i
describe
a convex set that is not known beforehand. Since unconstrained problems are
easier to solve (for instance with a subgradient method), a transformation of the
constrained problem into a certain unconstrained problem could lead to a solution
method for such problems.
Penalty methods include the constraints into the objective function in order
to get an unconstrained problem, which reads now:
P () : min
x
f(x) + 
m
X
i=1
jg
i
(x)
+
j
2
; (2.30)
with  as a penalty parameter and z
+
= max(0; z). Under reasonable assump-
tions, the sequence of solutions x() of the problems P () converges to a solution
of problem 2.29 as  goes to innity. Another formulation of the penalty term
leads to the Lagrangian relaxation:
min
x
f(x) +
m
X
i=1
(g
i
(x)
+
)
| {z }

i
()
g
i
(x) ; (2.31)
where 
i
() take the part of Lagrange parameters. In case of f and g
i
being
smooth functions, the 
i
() values converge to the some values, due to the nec-
essary optimality condition for smooth convex problems.
2.2.1 Lagrangian Relaxation
The Lagrangian relaxation approach bases on the Lagrange function:
L(x; ) := f(x) +
m
X
i=1

i
g
i
(x) ; (2.32)
37
where 
i
are the so called Lagrange parameters, while f and g
i
are convex function
for x 2 R
n
7! R. The problem:
(P ) min
x
ff(x)j8i = 1; : : : ; m; g
i
(x)  0g (2.33)
is equivalent to the unconstrained problem:
v
P
:= inf
x2R
n
~
f(x); with
~
f(x) := sup
2R
m
+
L(x; ): (2.34)
The function
~
f is an extended real valued function being equal to +1 on all
infeasible points of the primal problem (2.33). The exchange of the \inf" and the
\sup" yields the dual problem:
v
D
:= sup
2R
m
+
~
h(); with
~
h() := inf
x2R
n
L(x; ): (2.35)
The Lagrange function L(x; ) is convex with respect to x and linear with respect
to . The geometric interpretation of such a surface gave the name for the
following point. A point (x;

) is called saddle point, if
8x 2 R
n
;  2 R
m
+
: L(x; )  L(x;

)  L(x;

) (2.36)
holds.
Proposition 2.1 If the point (x;

) is a saddle point for L, then x solves problem
(2.34), while

 solves (2.35). Moreover, v
P
equals v
D
.
This situation is called strong duality. If the Slater condition, i.e.
v
P
2 R ^ 9 x
0
; 8i = 1; : : : ; m : g
i
(x
0
) < 0 ; (2.37)
is satised, then the strong duality holds. Hence, the constrained problem 2.33 is
solved, if a saddle point for the corresponding Lagrange function was obtained.
2.2.2 Stochastic Lagrangian Relaxation for Dynamic Re-
course Problems
The stochastic Lagrangian relaxation is slightly dierent to the Lagrangian relax-
ation presented above. Subject for the relaxation is a constraint that has to be
fullled for -almost all scenarios. The approach is illustrated on the following
two-stage problem.
Problem 2.2 Let (
;A;P) be a probability space,  2 P. The sets C
X
and C
Y
are compact and convex. Further, x 2 R
n
and y 2 L
1
(
;A; ;R
m
) are the decision
variables. The functions f : R
n
 R
m
 R
l
7! R and g : R
m
7! R
k
are convex. The
38
stochastic data d(!) and h(!) are elements of L
1
(
;A; ;R
l
) and L
1
(
;A; ;R
k
),
respectively. Then, the problem reads:
min
x2X\C
X
E min
y(!)2Y \C
Y
f(x; y(!); d(!)) (2.38)
subject to:
8! 2 
 : g(y(!))  h(!) : (2.39)
The stochastic constraint (2.39) is subject for the relaxation. Since (2.39 is a
inequality constraint with objects from L
1
, the appropriate Lagrange multipliers
are elements of L
1
(cf. [RW78]), i.e.  2 L
1
(
;A; ;R
k
). Using these multipliers
the straightforward formulation of the corresponding Lagrange functions reads:
fEf(x; y(!); d(!))g+ < (:); g(y(:))  h(:) >


; (2.40)
where < :; : >


denotes a suitable scalar product.
In distinction to Lagrangian relaxation within the deterministic setting, the
stochastic nature of the underlying problem should be taken into account. The
Lagrange parameters denote some prices for the capacities (2.39) | they should
be independent of the probability of the corresponding scenario.
In Problem 2.2, the Lagrange parameters denote capacity prices at the sec-
ond stage. Assume now, that the problem was solved by some method yielding
optimal rst-stage variables. Then, the problem with xed rst-stage variables
decomposes into single scenario problems. Since these problems do not contain
any stochasticity, they are solvable by Lagrangian relaxation. The Lagrange
parameter for a scenario returned by Lagrangian relaxation should equal the cor-
responding parameter of the stochastic version. Therefore, the scalar product is
dened as:
< (:); g(y(:))  h(:) >


:= E
n
(!)
T

g(y(!))  h(!)
o
: (2.41)
The dierence between Lagrangian relaxation of a stochastic program and
the stochastic Lagrangian relaxation gets clear, if a problem with a nite number
of scenarios is considered. The rst one is the relaxation of the deterministic
graph-equivalent, which leads to:
K
X
k=1

k
f
k
(x; y
k
) + 
k
(g(y
k
)  h
k
) (2.42)
as the corresponding Lagrange function, while the deterministic graph-equivalent
of the stochastic Lagrangian relaxation reads:
K
X
k=1

k
n
f
k
(x; y
k
) + 
k
(g(y
k
)  h
k
)
o
: (2.43)
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Moreover, in a two-scenario example with identical scenarios, the stochastic La-
grangian relaxation gives the same values as for the corresponding one-scenario
problem | the other approach gives just half as big Lagrange parameters.
For xed Lagrange parameters, the problem might decompose into a number
of stochastic subproblems. Sometimes these subproblems are easier to solve than
the originating problem. The measurability of the Lagrange parameters plays an
important part.
Problem 2.3 (Decomposable Multi-stage Problem) Let x and y denote
stochastic decision variables, while the input process contains the variables T , b and
z. The problem reads:
min
x;y
E
T
X
t=1
c
T
t
x
t
+ d
T
t
y
t
(2.44)
subject to:
8t = 2; : : : ; T : T
t
x
t 1
+Wx
t
= b
t
(2.45)
8t = 1; : : : ; T : F
t
x
t
 f
t
(2.46)
8t = 1; : : : ; T : G
t
y
t
 g
t
(2.47)
8t = 1; : : : ; T : U
t
x
t
+ V
t
y
t
 z
t
: (2.48)
Equation (2.45) expresses the dynamics of the system, while (2.48) shows, that x
and y share common capacities.
The relaxation of the constraint (2.48) yields the Lagrange function:
L(;x;y) := E
T
X
t=1
c
T
t
x
t
+ d
T
t
y
t
+ 
t
 
U
t
x
t
+ V
t
y
t
  z
t

; (2.49)
where 
t
are suitable Lagrange parameters. A stochastic Lagrange multiplier
corresponds to each constraint (2.48). Since (x;y) has to be nonanticipative
with respect to the ltration F(T ; b; z), the term U
t
x
t
+ V
t
y
t
  z
t
is measurable
with respect to A
t
(T ; b; z). Therefore, the appropriate Lagrange multiplier 
t
is an element of L
1
(
;A
t
(T ; b; z); ;R
k
), where A
t
denotes the -eld of the
ltration F assigned to time period t and k is a suitable dimension (cf. [RW76]).
This is the main dierence to scenario decomposition. There, the dual param-
eter satises a dierent measurability. In scenario decomposition dual variables
should enforce the nonanticipativity of primal variables. If 
t
(!) is the dual pa-
rameter to a certain primal variable, and this primal variable corresponds to the
node ([!]
t
; t) of the scenario tree, then 
t
is measurable with respect to
~
A
t
:=  f[]
s
j 2 [!]
s
; s  tg : (2.50)
These -elds form a structure, which is inverse to ltrations. This inverse struc-
ture can not be used to reduce the storage requirements for the scenario decom-
position method. Hence, a dual variable is used for each splitted primal variable,
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which leads to a dual problem of high dimension. The stochastic Lagrangian
relaxation of few constraints leads to dual problems of low dimension.
The common measurability of primal and dual variables in the stochastic
Lagrangian relaxation leads to subproblems, that often have well known counter-
parts in (deterministic) optimization.
For xed  the Problem 2.3 decomposes into a dynamic problem in x, i.e.:
min
x
E
T
X
t=1
c
T
t
x
t
+ 
t
U
t
x
t
(2.51)
subject to:
8t = 2; : : : ; T : T
t
x
t 1
+Wx
t
= b
t
(2.52)
8t = 1; : : : ; T : F
t
x
t
 f
t
; (2.53)
and into a bunch of problems in y
t
, that are for each ! 2 
; t = 1; : : : ; T :
min
y

d
T
t
y
t
+ 
t
(!)V
t
yjG
t
y
t
 g
t
	
: (2.54)
Such a situation is not as articial as it seems, because the problem models
the situation, that an enterprise can use the market in order to satisfy certain
demands. Then, the problems in y
t
present the trading of such commodities.
Since the constraint of sharing a resource/capacity was relaxed, the problem in
x could decompose in subproblems, too.
2.3 Decomposition
The approach dicussed in this section consists in a \stochastic version" of the
classical Lagrangian relaxation idea ([Lem92]) that is very popular in power opti-
mization ([BLSP83, FK98, GMR
+
97, LR96, SF94, WW96, ZG88]). That means,
that the demand and reserve constraints are subject for the stochastic Lagrangian
relaxation. This relaxation of a unit commitment problem with uncertain demand
leads to stochastic subproblems | their counterparts are network ow problems
and dynamic programming problems including continuous variables.
Associating stochastic Lagrange multipliers with the unit coupling constraints
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(2.27) and (2.28) leads to the Lagrangian L:
L(u;p; s;w;;) = E
T
X
t=1
8
<
:
I
X
i=1
FC
i
(p
t
i
;u
t
i
) + SC
t
i
(u
i
) (2.55)
+
t
 
d
t
 
I
X
i=1
p
t
i
 
J
X
j=1
(s
t
j
 w
t
j
)
!
(2.56)
+
t
 
r
t
 
I
X
i=1
(u
t
i
p
max
i
  p
t
i
)
!
9
=
;
: (2.57)
Using this Lagrange function the dual problem reads:
Problem 2.4 (Problem, dual to the VEAG-Problem 2.1)
max
;0
min
(u;p;w;s)
L(u;p; s;w;;) (2.58)
subject to:
8i = 1; : : : ; I; t = 1; : : : ; T : u
t
i
p
min
i
 p
t
i
 u
t
i
p
max
i
(2.59)
8j = 1; : : : ; J; t = 1; : : : ; T : 0  s
t
j
 s
max
j
(2.60)
0  w
t
j
 w
max
j
(2.61)
0  l
t
j
 l
max
j
(2.62)
l
t
j
= l
t 1
j
  s
t
j
+ 
j
w
t
j
: (2.63)
8j = 1; : : : ; J : l
0
j
= l
in
j
; l
T
j
= l
end
j
: (2.64)
Due to the relaxation of the coupling constraints (2.27) and (2.28), the minimiza-
tion in (2.58) decomposes into stochastic single unit subproblems and the dual
function takes the form
D(;) =
I
X
i=1
~
D
i
(;) +
J
X
j=1
^
D
j
() + E
T
X
t=1
[
t
d
t
+ 
t
r
t
]; (2.65)
where
~
D
i
(;) and
^
D
j
() refer to the optimal values of the thermal subproblem
(4.2) and the hydro storage subproblem (4.1), respectively. The dual function
D is concave and non-dierentiable on R
2N
, but of lower dimension than the
primal model in problem 2.1. Hence, the approach is based on the same, but
stochastic, ingredients as in the classical case: a solver for the non-dierentiable
dual, subproblem solvers, and a Lagrangian heuristics. It turns out that, with
a state-of-the-art bundle method for solving the dual, eÆcient stochastic sub-
problem solvers based on a specic descent algorithm and stochastic dynamic
programming, respectively, and a specic Lagrangian heuristics for determining a
nearly optimal solution, this stochastic Lagrangian relaxation algorithm becomes
eÆcient.
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Scenarios Nodes (N) Dual Variables Primal Variables
1 168 336 10852
5 462 924 29568
10 756 1512 48384
20 1176 2352 75264
30 1663 3326 106432
50 2478 4956 158592
80 3696 7392 236544
100 4200 8400 268800
Table 2.2: Dimension of the dual problem in comparison to the primal problem
2.4 Duality Gap in Mixed-Integer Programs
Mixed-integer programs show a behavior unlike the one that is known from linear
programs. Linear programs are convex, and if feasible points exist for both, the
primal and the dual problem, then the optimal values of the primal and the dual
problem coincide. This is also known as strong duality
1
. This is no longer valid
in the mixed-integer case, even if all constraints but the integrality constraints
are formulated in linear form.
The appearance of integrality constraints kicks us out of the nice
framework of linear programs. The equivalent formulation is the for-
mulation as a nested minimization. Then, the objective functions is
the minimum of the objective values of a nite number
2
of ordinary
linear programs. On the one hand, the objective value function is
not convex, since the minimum of convex functions is no longer a
convex function. On the other hand, integer variables appear in the
constraints too, which results in varying domains for the linear pro-
grams. Outside the domain, the objective value of a minimization
problem equals innity by denition. The minimization of such ex-
tended real valued functions leads to a function with discontinuities.
The appearance of integrality constraints has a combinatorial eect. In order
to nd the optimal value, several combinations of integer variables have to be
investigated. The dependence of the set of optimal points on the right hand side
shows two dierent situations:
 Two combinations of integer variables result in almost the same optimal
value. If the right hand side changes in a certain direction, then one combi-
nation replaces the other as the optimal solution. Thus, changing the right
1
cf. page 38
2
Assuming, that integer variables are bounded.
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hand side slightly can lead to a completely dierent set of optimal points,
even if the objective function shows some continuity.
 A slight change of the right hand side allows a combination of integer vari-
ables to correspond to a feasible linear problem. Then, the minimization
over the integer variables has one more candidate to consider. Conversely, a
slight change of the right hand side may destroy the feasibility of a certain
linear subproblem. Hence, changing the right hand side slightly may lead
to jumps of the objective function.
This combinatorial eect requires the evaluation of the objective function for
a number of combinations that are feasible and nearly optimal or just nearly
feasible. The high dimension of the programs prevents the solution by complete
enumeration. Branch-and-bound methods run out of memory, if the number of
candidates for the optimal solution is too big.
If the real optimum is not available, one might look for a reasonably good
point instead, which could be obtained by a decomposition method. Dual de-
composition methods relax some constraints, which are penalized by Lagrange
multipliers and taken into the objective function. Now, the remaining constraints
are separable, and the problem can be splitted into subproblems.
Such an approach works well in the continuous case. However in the mixed-
integer case, some information linkage between the integer variables is cut. An
example for such an information linkage is the case, if just one out of n integer
variables appears to be nonzero in the optimal solution. Such a behavior is not
even reected by the subproblems of the dual program, because dual variables
can not carry combinatorial information. This is the price, which has to be paid
for the advantage of a smaller complexity of the dual problem. A small example
is illustrating this situation.
Problem 2.5 (One stage, one unit) The unit has an objective function, which
is aÆne linear for the online state and zero otherwise. The output of the unit has
to be within a certain range, which depends on the state of the unit. The primal
problem reads:
min
(u;p)

ap+ bu j p = D; p
min
u  p  p
max
u
	
: (2.66)
Further, u 2 f0; 1g; p 2 R, and D denotes the demand. A reasonable assumption
are positive xed and operational costs, i.e. b > 0 and a > 0, respectively. For values
D 2 [p
min
; p
max
] the primal problem yields an optimal value v
P
:= aD + b.
Relaxing p = D one gets
max

min

min
p
(ap + b+ (D   p)) ; D

(2.67)
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ap
min
+ b
aD
b + aD
ap
max
+ b
a
opt
o-branch
min-branch
max-branch
Figure 2.2: Example: one stage, one unit
as the corresponding dual problem. Hereby, the minimization with respect to u
is unrolled | the two terms for the online and oine state are stated explicitly.
The minimization with respect to p is one-dimensional and three cases have to be
considered:
min
p
(ap+ b+ (D   p)) :=
8
<
:
ap
max
+ b + (D   p
max
)  > a
b + aD  = a
ap
min
+ b + (D   p
min
)  < a :
(2.68)
The maximization in (2.67) is separately considered for these 3 regions, which leads
to an optimal value for the dual problem of v
D
:= (a+ b=p
max
)D.
Note, that there is a gap between the optimal value of the primal problem and
that one of the dual problem:
v
P
  v
D
=

1 
1
p
max
D

b : (2.69)
Note, this dual gap vanishes as D approaches p
max
.
Figure 2.2 explains, what happened. The dual problem lacks the information, that
the unit has to be online
3
. Therefore, the intersection of the max-branch and the
o-branch is chosen as the maximal value for the dual problem, while the intersection
of the max-branch with the min-branch appears to be the optimum for the primal
problem.
The problem 2.5 shows that a duality gap appears, if combinatorial informa-
tion is omitted.
3
Otherwise, the demand cannot be satised!
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This example with just one unit and one time period is not as articial as
it seems, because the request of one unit being online appears in all scheduling
problems.
Is is not possible to close the duality gap using just linear functions. The
incorporation of constraints into the objective function by means of other than
linear functions prevents the decomposition. For instance, sub-additive functions
might be able to close the gap, since they can carry combinatorial information.
However, the problem still has its complexity. In almost all mixed-integer prob-
lems the optimal solution shows some combinatorial aspect.
The lack of convexity in the mixed-integer case is a result of the presence
of integer variables. The combinatorial aspect prevents the existence of optimal
Lagrange parameters, such that strong duality holds. However, the objective
value of the dual problem can be used to certify the quality of a solution that
was obtained by some heuristics.
If the primal point corresponding to the optimal dual parameters as the so-
lution of the inner minimization problem is feasible, then this primal point is
optimal too, because the penalty term vanishes. This can be used to obtain
upper bounds for the duality gap (cf. [Ber82]).
2.5 Lagrangian Reduction
Solving the dual problem provides Lagrange multipliers for the so called \dual
information" about the relaxed constraints. In convex optimization non-zero mul-
tipliers correspond to active constraints, which are necessary for the optimization.
In distinction to that, constraints with zero multipliers can be omitted.
The information about active constraints can be used to derive primal feasible
points. Moreover, primal feasible points preferred by the dual information, which
are feasible, are also optimal for the primal problem.
Theorem 2.1 (Optimality of Crossover Points) Let f and g be convex func-
tions on conv(X) that is a compact set. The considered primal problem reads:
v
P
:= min ff(x) j x 2 X; g(x)  0g : (2.70)
The variable
~
 denotes an optimal point for the dual problem, i.e.:
v
D
:= max
0
min
x2X
f(x) + 
T
g(x); (2.71)
while
~
X denotes the set of dual preferred primal points, i.e.:
~
X := argmin
x2X
f(x) +
~

T
g(x): (2.72)
=) The intersection fxjg(x)  0g \
~
X comprises optimal points.
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Proof: Since f and g where convex function and the set X was bounded, the weak
duality holds, i.e.:
 9x
0
; x
0
2 X; g(x
0
)  0; v
P
= f(x
0
) and
 v
D
 v
P
.
Because
~
 was optimal for the dual problem (2.71), it follows:
v
D
= min
x2X
f(x) +
~

T
g(x) : (2.73)
This values is also attained by all elements of
~
X:
8x 2
~
X : v
D
= f(x) +
~

T
g(x) : (2.74)
The last term is less than zero for all feasible x, i.e.:
8x 2
~
X : g(x)  0 =) f(x)  v
D
 v
P
: (2.75)
But x feasible and f(x)  v
P
means, that x is optimal. #
Even in case of convex problems, which satisfy the Slater-condition, the dual
information is not suÆcient for obtaining feasible points. The Lagrange method
can not guarantee to return Lagrange multipliers, which lead to a non-empty
intersection with the feasibility set. Or the set of dual preferred points might be
too large in order to get hints about the primal solution. The following example
illustrates this situation.
Problem 2.6 (Example for the Lagrangian Relaxation)
min
x
1
;x
2
;z
x
2
1
+ x
2
2
s.t.:
x
1
+ z  5; x
2
  z  3 :
The optimal point for this problem is x
1
= 4, x
2
= 4, and z = 1.
Now, the constraints are subject to the Lagrangian relaxation, thus the resulting
dual problem reads:
Problem 2.7 (Corresponding Dual Problem)
max

1
;
2
0
min
x
1
;x
2
;z
x
2
1
+ x
2
2
+ 
1
(5  x
1
  z) + 
2
(3  x
2
+ z) :
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After sorting the variables the (dual) objective function reads:
max

1
;
2
0
min
x
1
;x
2
x
2
1
  
1
x
1
+ x
2
2
  
2
x
2
+ 5
1
+ 3
2
+min
z
(
2
  
1
)z
| {z }
= 1 i 
1
6=
2
:
In order to get a nite value for the dual problem, the Lagrange parameters have
to have equal values, otherwise the inner minimization tends to  1 due to the
marked term, because z is unbounded.
Thus, the dual problem reduces to:
max
0
min
x
1
;x
2
x
2
1
+ x
2
2
  (x
1
+ x
2
) + 8 ; (2.76)
which simplies to max
0
min
x
2x
2
  2x + 8. The optimality conditions give
x =

2
and
Æ
Æ
(

2
2
  
2
+ 8) = 0)  = 8. Therefore, x
1
= x
2
= 4 is obtained as
a result of the dual approach. Note, the dualization lost some information about
z. In order to obtain a solution for the primal problem, a z must be found such
that (4; 4; z) is a feasible point.
This small example shows, that only partial information about primal points
can be gained from dual information. If one applies a numerical method to the
dual problem, the algorithms returns an arbitrary value for z, which need not be
feasible.
The decomposition method was applied to the power scheduling problem with
uncertain demand in order to avoid the complexity due to the integer variables.
Hence, the interest has the dependency of the schedules on the dual parameters,
which present prices for the demand and reserve capacities. The question arises,
which schedules are preferred, and how this preference changes with respect to
perturbed prices.
Problem 2.8 (Mixed-Integer Problem) The mixed-integer problem suitable for
Lagrangian reduction reads:
minfg
0
(b; c)j8i 2 I : g
i
(b; c)  d
i
g ; (2.77)
where b and c denote binary variables and continuous variables, respectively. I is an
appropriate index set, g
i
are functions f0; 1g
m
R
n
! R being convex on the convex
closure of the feasibility domain.
The dual problem to this mixed-integer problem reads:
max
0
min
(b;c)
(
g
0
(b; c) +
X
i2I

i
(d
i
  g
i
(b; c))
)
: (2.78)
This problem is convex in d
i
and non-dierentiable due to the binary variables,
because it is the maximum of aÆne linear functions m

+ 
T
d with
m

:= min
(b;c)
g
0
(b; c)  
T
g(b; c) : (2.79)
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Let B() dene the binary part of the set of optimal points for the inner mini-
mization problem for a given :
B() := arg min
b2f0;1g
m
(
min
c2R
n
g
0
(b; c) +
X
i2I

i
(d
i
  g
i
(b; c))
)
: (2.80)
The parameter  has inuence on the objective function only, the set of feasible
points is not aected. If the functions g
0
and g are linear and b 2 [0; 1]
n
, then
the solution is stable with respect to a partition of the parameter space, and
the partition comprises convex cones. A solution corresponds to the cone the
solution is optimal for. This is generalized in [BGK
+
82] for nonlinear parametric
problems. But we are just interested in the continuity with respect to the binary
part of the solution.
For xed b the objective value of the remaining perturbed problem
v
b
:= min
c2R
n
g
0
(b; c) +
X
i2I

i
(d
i
  g
i
(b; c)) (2.81)
is continuous in , because the feasibility set is not aected by the parameter
(cf.[BGK
+
82]). The set B() contains the elements b, which correspond to mini-
mal v
b
. Therefore, the mapping ! B() is upper semi-continuous according to
Berge. Since B() is a subset of f0; 1g
m
the upper semi-continuity reads:
8
0
9 Æ : 8 2 
0
+ ÆIB : B()  B(
0
) : (2.82)
Hence, no new schedules b have to be taken into account, if the dual parameter
varies slightly.
The dual parameter is strictly greater than zero, if the fulllment of the cor-
responding constraint needs to be enforced. These non-zero parameters carry
information about primal points. For many problems such as scheduling prob-
lems, the dependency of B() on  is of more interest than the dependency of
the continuous variables on the dual variables.
Problem 2.9 (Binary Problem)
minfg
0
(b)j8i 2 I : g
i
(b)  d
i
g (2.83)
The dual function and the set B() are dened as above without c.
Theorem 2.2 (Necessary Optimality Condition) Let 
?
denote the optimal
dual parameter, realizing the maximum.
=) Then, for non-zero dual parameters 
?
i
there exist schedules
~
b and

b enclosing
d
i
, i.e.:
8i; 
?
i
> 0 =) 9
~
b;

b 2 B(
?
) : g
i
(
~
b)  d
i
 g
i
(

b) (2.84)
49
Proof: The proof is done indirectly. First, it is assumed that for a certain i such a
~
b does not exists:
9i
0
; 
?
i
0
> 0; 8b 2 B(
?
) : g
i
0
(b) > d
i
0
: (2.85)
That means 
?
i
0
(d
i
0
  g
i
0
(b)) is strictly negative for all b in B(
?
). Due to the
upper semi-continuity of B(:) this is even valid for a slightly changed , i.e. for
~
 := 
?
  e
i
0
, when  is small enough, and e
i
is the i-th unit vector. Hence:
8 > 0; B(
?
  e
i
0
)  B(
?
) =) 8b 2 B(
?
  e
i
0
) : (d
i
0
  g
i
0
(b)) < 0 : (2.86)
Then, the value ~v :=  max
b2B(
?
)
(d
i
0
  g
i
0
(b)) denotes the increment of the value
of the dual problem, if 
?
is replaced by
~
. This contradicts the optimality of 
?
.
Therefore, the assumption 8b 2 B(
?
) : g
i
0
(b) > d
i
0
is not true.
The proof of the existence of

b is done similarly. #
Hence, a set of primal points corresponds to an optimal solution of the dual
problem, and this set is neither empty nor a singleton. Moreover, after solving
the dual problem one has to determine the set of dual preferred primal points.
This set might contain a point that is nearly optimal.
Since the dual (Lagrange) information is used to reduce the set of points
examined in order to nd a nearly optimal point, this method is called Lagrangian
reduction.
2.6 Facet Search
The solution of the dual problem to a certain primal problem gives op-
timal Lagrange parameters, but no feasible points. In most situations
the user is interested in optimal primal points too. The primal points
that are the solution of the last inner minimization problem, form a
good initial guess for an optimal point. Moreover, if this primal point
is feasible with respect to all constraints, then this point is optimal
(cf. Theorem 2.1). However, this happens very seldom. Then, some
heuristics
4
are performed resulting in a point that is suÆciently close
to the optimum. Such heuristics have a long tradition in power op-
timization, see [ZG88]. In this paper a new heuristics is developed,
that uses the dependency between the dual parameters and the set of
preferred primal binary points.
Since heuristics are based on background information about the underlying
\real-world" problem, the problem considered in this section provides more struc-
ture than the problems investigated before.
4
The heuristics presented in this section was developed for the hydro-thermal power gener-
ation system of Chapter 4.
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Problem 2.10 (Stochastic Generation Problem) Let T denote the number
of time intervals and I the number of thermal units, respectively. Then, the objective
function reads:
min
u;p;x
E
T
X
t=1
I
X
i=1
F
i
(u
t
i
;p
t
i
) + S
t
i
(u
i
) ; (2.87)
where F
i
denotes the fuel cost function of the unit i and satises the following
conditions:
u = 0 =) F
i
(u; p) = 0 (2.88)
u = 1 =) F
i
(u; p) > 0 (2.89)
u = 1 ^ p^ > ~p =) F
i
(u; p^) > F
i
(u; ~p) : (2.90)
The startup costs S
t
i
(u
i
) may depend on the duration of preceeding up and down
times. The only restriction is:
8u : S
t
i
(u)  0 :
The constraints for this problem are:
8i = 1; : : : ; I; t = 1; : : : ; T : u
t
i
p
min
i
 p
t
i
 u
t
i
p
max
i
(2.91)
Ax  b (2.92)
8t = 1; : : : ; T :
P
I
i=1
p
t
i
+
P
j2J
x
t
j
 d
t
(2.93)
8t = 1; : : : ; T :
P
I
i=1
u
t
i
p
max
i
  p
t
i
 r
t
; (2.94)
where x denotes some opportunity to shift demand to other time periods, by means
of (2.93). Examples for this are pumped hydro storage plants or contracts. The
inequalities (2.92) express constraints on such actions.
Let 
?
and 
?
denote the optimal Lagrange parameters for the dual problem to
problem 2.10:
max
;0
min
u;p;x
E
T
X
t=1

t
(
d
t
 
I
X
i=1
p
t
i
+
X
j2J
x
t
j
)
(2.95)
+ 
t
(
r
t
 
I
X
i=1
(u
t
i
p
max
i
  p
t
i
)
)
(2.96)
+
I
X
i=1
F
i
(u
t
i
;p
t
i
) + S
t
i
(u
i
) (2.97)
subject to:
8i = 1; : : : ; I; t = 1; : : : ; T : u
t
i
p
min
i
 p
t
i
 u
t
i
p
max
i
(2.98)
Ax  b (2.99)
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Usually, the values d and r do not coincide with the output generated by the
solution of the inner problem (2.95) { (2.99). That means, a duality gap exists or
the solution of the inner problem is not feasible. The infeasibility of primal points
obtained during the last iteration forces a search among other primal points. The
dual information can be used to reduce this search.
Similarly to B() in the Section 2.5 the set U(;) is dened by:
U(;) := argmin
u

min
p
i
E
T
X
t=1
FC
i
(p
t
i
;u
t
i
) + SC
t
i
(u
i
) (2.100)
 (
t
  
t
)p
t
i
  
t
u
t
i
p
max
i

:
This set can be understood as a set of preferred schedules of inde-
pendent power producers. These power producers are price takers.
They sell power (p
t
i
or x
t
j
) and reserve capacity (u
t
i
p
max
i
  p
t
i
) to the
market for the prices 
t
and 
t
, respectively. In order to maximize
their gains they prefer certain schedules. Owners of thermal units
that use cheap fuel, will produce power, because the market price is
usually higher than their costs. Units with high operation costs are
in operation only, if their reserve capacities are requested. Otherwise
they are oine. Only few
5
power producers are in a situation, where
the market prices do not lead to a unique schedule. A \magic hand"
should guide these producers in a way, that the system covers demand
and reserve.
The heuristics bases on a sequence of schedules within the set U(;). There
exists a canonical partial order
6
on such sets, i.e.:
u^  ~u() 8i = 1; : : : ; I; 8t = 1; : : : ; T : u^
t
i
 ~u
t
i
:
The case u^  ~u with 9i; 9t : u^
t
i
< ~u
t
i
is denoted by u^  ~u.
The sequence starts with a maximal element u
(0)
with respect to the partial
order . In each iteration a tuple (i; t; !) is chosen such, that u
t
i
(!) is still
undecided. The corresponding element of the sequence is the maximal element
u
(l)
2 U(;) with u
(l)
 u
(l 1)
and u
(l)
t
i
(!) = 0.
The sequence decreases component-wise, until all undecided pairs (unit, time
period) are oine. However, it is possible to abort the sequence evaluation, since
the tail of the sequence comprises infeasible problems only.
5
The power producers in this situation are supposed to have identical congurations, because
dierent congurations lead to dierent costs and then the market is capable to distinguish these
units and the prices are settled accordingly.
6
The denition is given without the stochasticity of the variables.
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Corollary 2.1 Let fu
(l)
g
L
l=0
denote the sequence as constructed above. The set
F (u) denes the feasibility set:
F (u) := f(p;x)j(u;p;x) is feasible w.r. to (2.91) { (2.94)g
Then, the following implication holds:
8k; F (u
(k)
) = ; =) 8l > k : F (u
(l)
) = ;
Proof: Assuming that there exists k; l; k < l with F (u
(k)
) = ; and F (u
(l)
) 6= ;. For
simplicity,
~
u;
~
p;
~
x are the variables of iteration l, and
^
u;
^
p;
^
x correspond to iteration
k. Since F (
~
u) was not empty, a point (
~
p;
~
x) 2 F (
~
u) exists.
Now,
^
p is dened by:
p^
t
i
(!) =

~u
t
i
p
min
i
i ~u
t
i
(!) < u^
t
i
(!)
~p
t
i
(!) otherwise
: (2.101)
Taking
^
x =
~
x, the point (
^
u;
^
p;
^
x) is feasible, because of the feasibility of (
~
u;
~
p;
~
x)
and
8t = 0; : : : ; T :
P
I
i=0
^
p
t
i

P
I
i=0
~
p
t
i
(2.102)
P
I
i=0
^
u
t
i
p
max
i
 
^
p
t
i

P
I
i=0
~
u
t
i
p
max
i
 
~
p
t
i
: (2.103)
Therefore (
^
p;
^
x) 2 F (u
(k)
) holds, which contradicts the assumption. #
The union [
u2U(;)
F (u) forms a regular gure in a certain high
dimensional space. Usually, this gure has a nonempty interior. The
facets as extremal points of this gure are interesting, since they could
contain points with a reasonably good objective value. The slopes of
these facets dier only slightly. That might be the reason for the
behavior of the dual algorithm. At the beginning the dual value
increases much. After a certain number of iterations the increase
is no longer signicant, but the dual point still moves. The geometric
interpretation means, that many facets are active or almost active
during the nal iterations. This could be imagined like the surface of
a diamond near the point where all colors of the rainbow are to be
seen.
The heuristics \facet search" does not consider all facets, only facets of a certain
\path" are investigated. This path goes almost diagonally through these facets,
and will hopefully hit the best. Then, the algorithm of this heuristics reads:
1. Solve the dual problem and get optimal Lagrange parameters (;).
2. Detect U(;) by (2.100).
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3. Set rst schedule u
(0)
2 argmax

U(;). Usually, u
(0)
has more units
in operation than are needed in order to cover the demand. Moreover, the
corresponding economic dispatch problem contains feasible points.
4. Set v
?
=1, k = 0.
5. Solve the economic dispatch problem with u = u
(k)
:
v
(k)
= min
(p;x)2F (u)
E
T
X
t=1
I
X
i=1
F
i
(u
t
i
;p
t
i
) + S
t
i
(u
i
) : (2.104)
(a) If F (u
(k)
) = ;, goto 8, because the search for primal points can be
aborted due to corollary 2.1.
(b) If v
(k)
< v
?
, then v
?
:= v
(k)
and u
?
:= u
(k)
.
6. Detect a time period t, a scenario !, and an undecided unit i. The next
schedule is determined by
u
(k+1)
2 argmax


u 2 U(;)ju  u
(k)
^ u
t
i
(!) = 0
	
7. Goto 5
8. The best element of the sequence, i.e. v
?
= argmax
k
v
(k)
, provides the
primal point (u
?
;p
?
;x
?
) with the best objective value as the the result of
this heuristics. STOP.
In step 5 an economic dispatch problem has to be solved. Since it has to be
solved for each element of the sequence, an eÆcient method is required. The sub-
sequent dispatch problems dier in few binary variables only. Therefore, iteration
methods are superior.
In point 6 some knowledge can be used in order to obtain a good result. The
method used to determine the node and the unit that is going to be switched o,
has a great inuence on the result.
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Chapter 3
Algorithms for Stochastic
Subproblems
The stochastic Lagrangian relaxation method decomposes the original problem
into stochastic subproblems. They have to be solved several times, since they are
part of the inner loop of the solver for the dual problem. Therefore, the stochastic
Lagrangian relaxation method needs eÆcient solvers for these problems in order
to solve the problem in a reasonable amount of time.
3.1 Descent Method for Stochastic
Storage Problems
Many multi-stage stochastic linear programs have a simple structure. For ex-
ample, the stages are coupled by some resource state variables. This dynamic
structure can be exploited. Similar to dynamic programming the expected cost-
to-go is just a function of the current state. Instead of evaluating the state
space the presented descent method looks for descent directions for the expected
cost-to-go. This section shows that it is suÆcient to examine just a small but
suÆciently large subset of directions.
3.1.1 The Model
The model includes just one exogenous stochastic variable:
 : (
;A;P) f1; : : : ; Tg  ! R :
The decision variable x and the resource state variable l are stochastic too:
x; l : 
 f1; : : : ; Tg  ! R :
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The bold notation (i.e. x
t
) is used to denote the random variable x(:; t) for the
aim of simplicity.
Problem 3.1 Then, the stochastic storage problem reads:
min
x
E
T
X
t=1

t
x
t
(3.1)
subject to:
8t = 1 : : : T : x
min
 x
t
 x
max
(3.2)
0  l
t
 l
max
(3.3)
l
t
= l
t 1
+ x
t
(3.4)
l
0
= l
in
; l
T
= l
end
(3.5)
And the decision variable x and the resource state variable l have to be nonanticipa-
tive, i.e. F(x; l)  F().
Proposition 3.1 (Existence of an optimal point) Since the constraints have
a simple structure, necessary conditions on the existence of a feasible point are quite
simple:
 0  l
in
 l
max
 0  l
end
 l
max
 Tx
min
 l
end
  l
in
 Tx
max
.
=) Then, there exists a feasible point.
It is also possible to formulate the problem without the variable l and express the
restrictions (3.3), (3.4), and (3.5) just using the x-, l
in
-, l
end
-, and l
max
- variables.
The introduction of l simplies the constraints | they get a Markovian structure.
This plays an important part in the following considerations.
Such a model appears for instance as a subproblem in the short term
optimization of a hydro-thermal power generation system. In this
case l denotes the stored water at the upper dam, while x is the
corresponding release of water or the pumped amount, if x is positive
or negative, respectively. Then, 
t
denotes the value of releasing or
pumping water. One can also think of it as a model for trading goods,
stocks etc. Then, l denotes the portfolio and x the buy/sale decisions.
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In this problem the storage volume variable l
t
j
plays the part of a resource state
variable, that means the variables for t > t
0
and t < t
0
do not inuence each
other when l
t
j
for t = t
0
is xed. The equation (3.4) describing the dynamics of
the system is one-dimensional. Hence, the storage volume can be increased and
decreased using x. The costs of changing the storage volume at time t = t
0
, i.e.,

t
0
x
t
0
, have to be compared with the changes of costs in all subsequent time
periods,
E
T
X
t=t
0
+1

t
x
t
; (3.6)
in order to nd out whether an alteration of the storage volume leads to a de-
crease of the objective function or not. If such a change of the storage volume l
t
j
in any node does not lead to a decrease of the objective function, then the current
point (x; l) is optimal for (3.1)-(3.5). The subsequent costs (3.6) are caused by
changes of variables in the g-subtree in order to satisfy the balance (3.4). Since
the problem has a special structure, certain points x
t
yielding a minimal value
of (3.6) have many zero components. In [Now96] it is shown that the search for
descent directions may be restricted to such elements. Moreover, the non-zero
components describe a g-subtree of the scenario tree. Then, the conditions on
step lengths and on steps to be descent directions take simpler forms. The con-
struction of these g-subtrees is done in a systematic way starting at the leaves and
determining which nodes should be leaves in such g-subtrees. This is explained
on an example next.
3.1.2 Example for a Simple Direction
45 30 60
35 50
35
15
1714
151020
40
60
Descent direction 80
Capacity bound reached
40
25
70
Figure 3.1: Example of a simple direction
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Figure 3.1 shows an example with 4 scenarios having identical probabilities
(i.e. 1=4) and 7 stages. The small numbers at the nodes represent the values

t
. The g-subtree mentioned above is marked with thick arrows (starting at the
node with value 10 and ending at nodes with 60, 70, 35, and 15 as values).
Problem 3.2 To simplify the presentation, we take up the position of the stor-
age operator. Then, the -values represent prices for buying and selling a certain
commodity, and the aim is to maximize the prot, i.e.:
max
x
E
T
X
t=1

t
x
t
(3.7)
subject to:
8t = 1 : : : T : x
min
 x
t
 x
max
; 0  l
t
 l
max
(3.8)
l
t
= l
t 1
+ x
t
(3.9)
l
0
= l
in
; l
T
= l
end
: (3.10)
Assume that a certain amount is bought at the second stage to a price of 10. The
price paid at this node has to be compared with the gain from selling the amount
at some nodes in the g-subtree in order to keep the balance (3.4). Each node in
the g-subtree is examined in order to determine whether the amount should be
sold at this node or should be kept for the subsequent nodes.
If the amount is kept up to the last stage, it has to be sold in any case. In our
example, the gain is 15 in the lowest scenario. If this happens, the amount is also
sold at the last stage of the second lowest scenario due to the stochastic nature
of the problem. Hence, the gain is 35. The average gain of these two scenarios is
25, shown at the lowest inner solid surrounding. The comparison of this average
gain with the price at the node before, i.e. 17, leads to the decision to keep the
amount up to the last stage. Hence, it follows that the gain of selling the amount
at this node or later is 25. This is denoted by a surrounding with a dotted line,
indicating that it has the same value as the inner one. The decision at the node
before, i.e., the result of the comparing the value of the surrounded g-subtree (25)
with the value at the node (14), leads to the same decision (to keep the amount)
save for the fact that, at this point, it is out of interest at which node the amount
is actually sold. In the last but one stage of the second scenario the comparison
of the value for the last stage (60) with the one of the stage before (70) yields
the decision to sell the amount at that node, i.e. at the last but one stage.
The uppermost scenario indicates the case where keeping up to the last stage
is not feasible due to capacity bounds. Hence, the comparisons of the nodes before
indicate that the amount should be sold at the node with value 60. Applying the
same analysis to all nodes yields where the amount should be kept and where it
should be sold in order to get maximal gain from buying at the second stage. A
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ow from the second stage to subsequent stages is associated with this maximal
gain, which corresponds to the thick marked g-subtree in Figure 3.1. Note that
the leaves of this g-subtree correspond to nodes where the decision is selling.
Further, these decisions are independent of the node at which this g-subtree
starts. In case the storage is not empty at the rst stage, it is also feasible to sell
rst and to buy back the amount later. However, this can be treated in a similar
way and leads to a second set of binary decisions. After this analysis has been
applied to all nodes of the scenario tree, an ascent direction for the maximization
problem can be found examining all nodes just once.
This analysis can be carried out for the minimization problem (3.1)-(3.5) in
a similar way.
3.1.3 Conditions on Directions to be Descent Directions
In this section directions are investigated to determine whether they are descent
directions or not. Since the resource state variable l is well determined by the
initial value l
in
and the variable x, changes of the l variable are not considered
explicitly.
For the minimization problem (3.1)-(3.5) the conditions on the existence of a
descent direction are sketched next. The variables and decisions for the case of an
increased storage are denoted by the superscript up, while down refers to the case
of a decreased storage. The decision to reduce the storage is denoted by b
up
k
= 1,
while b
up
k
= 0 refers to the decision to keep the additional amount. Similarly,
the notations b
down
k
= 1 and b
down
k
= 0 are used. Let 
k
be the probability
and Succ(k) the set of all successors of the node k, and introduce the following
auxiliary variables:
 d
up
k
and d
down
k
denote upper bounds for the step length:
d
up
k
=

x
k
  x
min
; if b
up
k
= 1
minfl
max
  l
k
;min
2Succ(k)
d
up

g; if b
up
k
= 0
(3.11)
d
down
k
=

x
max
  x
k
; if b
down
k
= 1
minfl
k
;min
2Succ(k)
d
down

g; if b
down
k
= 0
: (3.12)
 r
up
k
and r
down
k
denote the best average values for the subtrees:
r
up
k
=


k

k
; if b
up
k
= 1
P
2Succ(k)
r
up

; if b
up
k
= 0
(3.13)
r
down
k
=


k

k
; if b
down
k
= 1
P
2Succ(k)
r
down

; if b
down
k
= 0
: (3.14)
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For the leaves of the scenario tree the variables b
up
k
and b
down
k
must have the
value 1, otherwise these variables are not well dened. The correctness of all
nodes corresponding to the time period t + 1 yields the correct denition of the
stage-t variables. Hence, all these auxiliary variables are well dened.
Now, the conditions on a direction to be a descent direction, to which a g-
subtree starting at node k is associated, reads:
Case of increasing the level: minfx
max
  x
k
; d
up
k
gf
k

k
  r
up
k
g  0 ; (3.15)
Case of decreasing the level: minfx
k
 x
min
; d
down
k
gf 
k

k
+r
down
k
g  0 : (3.16)
Theorem 3.1 Let (x; l) and (
^
x;
^
l) be feasible points with respect to (3.2)-(3.5).
=) Then, there exists a feasible point (
~
x;
~
l) with the following property:
(P1) The storage level process
~
l of the new point (
~
x;
~
l) is bounded by the old storage
levels, i.e.:
8 2 
; 8t = 1; : : : ; T :
~
l
([]
t
;t)
2 [minfl
([]
t
;t)
;
^
l
([]
t
;t)
g;maxfl
([]
t
;t)
;
^
l
([]
t
;t)
g]:
Proof: Let (x;l) be the dierence (
^
x;
^
l)  (x; l). If this dierence is zero, then
one can take (
~
x;
~
l) = (x; l) and the property (P1) is fullled trivially. Assume now
that this dierence is not zero. This means at least one component x
k
is not zero,
thus it follows:
9 t
0
2 argmin

t j 9  2 
; x
([]
t
;t)
6= 0
	
:
Let ! be a random element such that x
([!]
t
0
;t
0
)
6= 0. This node k = ([!]
t
0
; t
0
)
is the root of the g-subtree which is constructed next. For each element  2 [!]
t
0
there exists a time period t
1
() := argmin

t j x
([!]
t
0
;t
0
)
x
([]
t
1
;t
1
)
 0
	
, because
the balance equation is fullled by (
^
x;
^
l) and (x; l). The leaves of the g-subtree are
the nodes L = f([]
t
1
()
; t
1
())g
2[!]
t
0
. Then, the step-length is determined by:
d = min
k2L[f([!]
t
0
;t
0
)g
jx
k
j (3.17)
In case of x
([!]
t
0
;t
0
)
> 0 the new process
~
x is constructed as:
~x
([]
t
;t)
=
8
<
:
x
([]
t
;t)
+ d i  2 [!]
t
0
^ t = t
0
x
([]
t
;t)
  d i  2 [!]
t
0
^ t = t
1
()
x
([]
t
;t)
otherwise.
In case of x
([!]
t
0
;t
0
)
< 0 the construction of
~
x is similarly:
~x
([]
t
;t)
=
8
<
:
x
([]
t
;t)
  d i  2 [!]
t
0
^ t = t
0
x
([]
t
;t)
+ d i  2 [!]
t
0
^ t = t
1
()
x
([]
t
;t)
otherwise.
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The proof of the feasibility of the process
~
x is done scenario-wise, because only
scenarios with  2 [!]
t
0
are aected, i.e.: for  62 [!]
t
0
the corresponding components
of x and
~
x do not dier. The same is valid for the rst few components corresponding
to time periods until t
0
, i.e.:
8t = 1; : : : ; t
0
  1 : x
([!]
t
;t)
= ~x
([!]
t
;t)
:
Without loss of generality, the case x
([!]
t
0
;t
0
)
> 0 is assumed, the case x
([!]
t
0
;t
0
)
<
0 can be considered similarly. Under this assumption and for the time period t
0
the
value of ~x
([!]
t
0
;t
0
)
is contained in the interval [x
([!]
t
0
;t
0
)
; x^
([!]
t
0
;t
0
)
]. For the intermediate
time periods the components of
~
x and of x do not dier, i.e.:
8 2 [!]
t
0
; 8t = t
0
+ 1; : : : ; t
1
()  1 : ~x
([]
t
;t)
= x
([]
t
;t)
:
For the time period t
1
() and for the case x
([!]
t
0
;t
0
)
> 0 the value of ~x
([]
t
1
()
;t
1
())
is
contained in the interval [x^
([]
t
1
()
;t
1
())
; x
([]
t
1
()
;t
1
())
]. For the remaining time periods
the same is valid as for the intermediate time periods, i.e.:
8 2 [!]
t
0
; 8t = t
1
() + 1; : : : ; T : ~x
([]
t
;t)
= x
([]
t
;t)
:
Hence,
~
x is feasible.
To this process
~
x a storage process
~
l is associated due to (3.4) and (3.5). Next,
the feasibility of
~
l is to be proved. Again, this is done scenario-wise, because scenarios
 62 [!]
t
0
are out of interest. For the rst few time periods, the components of x
and
~
x do not dier, this results in:
8t = 1; : : : ; t
0
  1 : l
([!]
t
;t)
=
~
l
([!]
t
;t)
:
The next time periods have a slightly more complex structure, here the relation to
both processes x and
~
x have to be taken into account.
Without loss of generality the case x
([!]
t
0
;t
0
)
> 0 is considered, since the other
case can be treated similarly. In that case the storage level
^
l
([!]
t
0
;t
0
)
is greater than
l
([!]
t
0
;t
0
)
. This gap increases during the next time periods until time t
1
(), because
this is the rst time period in each scenario, where x
([]
t
1
()
;t
1
())
is negative. In
comparison to l the level
~
l is shifted by d for the intermediate time periods. Due to
equation (3.17) the amount d is small enough such that
~
l
([]
t
;t)
is still less than
^
l
([]
t
;t)
for these time periods. Hence it follows:
8 2 [!]
t
0
; 8t = t
0
; : : : ; t
1
()  1 :
~
l
([]
t
;t)
2 [l
([]
t
;t)
;
^
l
([]
t
;t)
]:
For the remaining time periods the levels
~
l
([]
t
;t)
and l
([]
t
;t)
coincide. Since (
^
x;
^
l)
and (x; l) were feasible with respect to (3.2)-(3.5), the point (
~
x;
~
l) is feasible too.
Furthermore, the storage process has the property (P1). #
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Corollary 3.1 (Existence of a converging sequence) Under the assumptions
of theorem 3.1 there exists a sequence of points f(
~
x
n
;
~
l
n
)g such that:
1. to the dierence between 2 consecutive points a step corresponding to a
g-subtree can be assigned
2. the sequence converges to (
^
x;
^
l) in a nite number of steps.
Proof: The sequence is the result of the repeated application of the procedure
described in the proof of theorem 3.1, where the point (
^
x;
^
l) is xed and starting
with (
~
x
1
;
~
l
1
) = (x; l) the point (x; l) is replaced by the current iterate(
~
x
n
;
~
l
n
). This
procedure guarantees point 1.
Next, the verication of point 2 is done. The focus is set on the dierence
(x
n
;l
n
) = (
~
x
n
;
~
l
n
)   (
^
x;
^
l). The absolute value of x
n
k
decreases, because the
new point (
~
x;
~
l) is constructed in such a way. Equation (3.17) ensures that at least
one component of x vanishes. Hence, in each iteration one component of x
n
attains zero. Because x
0
had a nite number of non-zero components the sequence
converges in nitely many steps. #
Corollary 3.2 Let (x; l) and (
^
x;
^
l) be feasible points with respect to (3.2)-(3.5).
The sequence of steps fx
n
g
N
n=1
is constructed as in the proof of theorem 3.1. The
new point (
~
x;
~
l) is built using this sequence of steps without the rst step, thus
~
x = x+
P
N
n=2
x
n
and
~
l = l +
P
N
n=2
l
n
.
=) Then, the point (
~
x;
~
l) is feasible.
Proof: Since corollary 3.1 gives
^
x = x+
N
X
n=1
x
n
;
^
l = l+
N
X
n=1
l
n
;
the point (
~
x;
~
l) fullls:
~
x =
^
x x
1
;
~
l =
^
l l
1
:
It is the same point one gets if (x; l) and (
^
x;
^
l) are exchanged in theorem 3.1. Hence,
the sequence converges to a feasible points, even if the rst step is omitted. #
As a additional result of this corollary, the rst consecutive steps can be omitted
and still the sequence converges to feasible points.
Corollary 3.3 Let (x; l) and (
^
x;
^
l) be feasible points with respect to (3.2)-(3.5),
and (
^
x;
^
l) is optimal, but (x; l) is not.
=) Then, there exists a sequence of steps as constructed in the proof of theorem
3.1, and all steps are descent steps.
Proof: The rst step must be a descent step, otherwise this step can be omitted
and still the sequence converges to a certain point. Due to corollary 3.2 this point is
feasible and it has a lower objective value than (
^
x;
^
l) if the rst step had not been a
descent step. This is a contradiction to the optimality of (
^
x;
^
l). #
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Furthermore, the rst consecutive steps can be omitted and then it follows that
all steps must be descent steps. As a consequence of this corollary, there exists
a sequence of proper descent steps converging to an optimal point, since all non-
proper descent steps can be omitted.
Theorem 3.2 Let (x; l) and (
^
x;
^
l) be feasible points with respect to (3.2)-(3.5),
and (
^
x;
^
l) is optimal but (x; l) is not.
=) Then, there exist values for f(b
up
k
; b
down
k
)g
k2V
, such that condition (3.15) or
condition (3.16) is satised.
Proof: As a result of corollary 3.3, there exists a sequence of steps and all steps are
descent steps. To prove this theorem the rst step is considered. The node ([!]
t
0
; t
0
)
was used as a root node, while the leaves of the considered g-subtree were the nodes
L = f([]
t
1
()
; t
1
())j 2 [!]
t
0
g. The rst step was a descent step, i.e.:
E
T
X
t=1

t
~
x
t
  E
T
X
t=1

t
x
t
= E
T
X
t=1

t
 
~
x
t
  x
t

 0; (3.18)
where (
~
x;
~
l) denotes the point obtained by the procedure in the proof of theorem 3.1.
The dierence reads
= E
T
X
t=1

t

~
x
t
  x
t
	
=

~x
([!]
t
0
;t
0
)
  x
([!]
t
0
;t
0
)
	

([!]
t
0
;t
0
)

([!]
t
0
;t
0
)
+
X
k2L
f~x
k
  x
k
g
k

k
= d
(

([!]
t
0
;t
0
)

([!]
t
0
;t
0
)
 
X
k2L

k

k
)
;
if d denotes ~x
([!]
t
0
;t
0
)
  x
([!]
t
0
;t
0
)
, because many components of x and
~
x coincide,
and the absolute values of ~x
k
  x
k
do not dier for k = ([!]
t
0
; t
0
) or k 2 L. The
sum can be rewritten using the auxiliary variables if the values f(b
up
k
; b
down
k
)g
k2V
are
chosen as follows:
b
up
([]
t
;t)
= b
down
([]
t
;t)
=

1 i  2 [!]
t
0
^ t = t
1
() _ t = T
0 otherwise.
Then, the following is valid:
X
k2L

k

k
= r
up
([!]
t
0
;t
0
)
= r
down
([!]
t
0
;t
0
)
:
In case the storage level is increased at the root node of the g-subtree, d is positive
and a lower bound for minfx
max
  x
k
; d
up
k
g. This and (3.18) leads to the fulllment
of condition (3.15).
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In the other case, i.e. the storage level is decreased at the root node, d is negative
and  d is a lower bound for minfx
k
  x
min
; d
down
k
g. Then (3.18) leads to
jdj
(
 
([!]
t
0
;t
0
)

([!]
t
0
;t
0
)
+
X
k2L

k

k
)
 0;
which means, that condition (3.16) is fullled. #
Once the condition (3.15) or (3.16) is fullled, a descent direction exists. If
the inequalities (3.15) and (3.16) are strongly fullled , the descent direction is a
proper descent direction.
3.1.4 Extensions
Despite the fact that this section considers a simple model, the pre-
sented method has a larger capability. The main idea was to construct
descent direction in such a way, that the existence could eÆciently be
proved, and that the steps require just few elementary computations.
Next, few extensions of the basic model are given.
The problem 3.1 does not consider the spread between the purchase price and the
selling price like transaction costs in stock markets. Such a dierence occurs even
in simple storage problems, where more energy has to be used to pump water
uphill than regained by turbining due to the restricted eÆciency of the machines.
Problem 3.3 The stochastic storage problem with \transaction" costs reads:
min
x
E
T
X
t=1

t

1

(x
t
)
+
+ (x
t
)
 

(3.19)
subject to:
8t = 1 : : : T : x
min
 x
t
 x
max
(3.20)
0  l
t
 l
max
(3.21)
l
t
= l
t 1
+ x
t
(3.22)
l
0
= l
in
; l
T
= l
end
; (3.23)
where a
+
and a
 
are dened as a
+
= maxfa; 0g and a
 
= minfa; 0g and  2 (0; 1)
denotes the limited cycle eÆciency of that storage plant.
The objective function of this problem is a piecewise linear function. This non-
linearity can be avoided by splitting the x variable. Then, s  0 describes the
energy from turbining/selling, while w  0 denotes the amount of energy needed
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for pumping/buying. Splitting this variable the problem gets a linear structure,
i.e.:
Problem 3.4 (Stochastic Pumped Storage Problem)
min
(s;w)
E
T
X
t=1

t
 
w
t
  s
t

(3.24)
subject to:
8t = 1 : : : T : 0  w
t
 w
max
(3.25)
0  s
t
 s
max
(3.26)
0  l
t
 l
max
(3.27)
l
t
= l
t 1
+ w
t
  s
t
(3.28)
l
0
= l
in
; l
T
= l
end
; (3.29)
where  2 (0; 1) denotes the cycle eÆciency of the pumped storage plant.
The introduction of s and w led to a linear structure.
Corollary 3.4 (Complementarity s/w) Under the assumption of  > 0 a point
with 9 t
?
; 1  t
?
 T; 9 2 
 : s
t
?
()w
t
?
() > 0 is not optimal.
Proof: As discussed in [GRS92] such a point (s;w) can be replaced by a point
(
~
s;
~
w), which has an objective value less than that of (s;w).
Assume: 
?
() > 0 ^ s
t
?
()w
t
?
() > 0, then the point (
~
s;
~
w) is dened as:
Æ := minfw
t
?
();
1

s
t
?
()g (3.30)
w
t
(!) :=

w
t
(!)  Æ; i  = ! ^ t = t
?
w
t
(!); otherwise
(3.31)
s
t
(!) :=

s
t
(!)  Æ; i  = ! ^ t = t
?
s
t
(!); otherwise
: (3.32)
This construction ensures, that the point (
~
s;
~
w) satises all bounds. The l-variable
remains unchanged:
l
t
?
() = l
t
?
 1
() + (w
t
?
()  Æ)  (s
t
?
()  Æ) (3.33)
= l
t
?
 1
() + w
t
?
()  s
t
?
() : (3.34)
Then, the dierence of the objective values reads:
E
T
X
t=1

t
 
w
t
  s
t

  E
T
X
t=1

t
 
~
w
t
 
~
s
t

= 
t
?
()(1  )ÆP ([]
t
?
) (3.35)
Because the point (
~
s;
~
w) is feasible, and the right hand side of equation (3.35) is
positive, the points (s;w) could not have been optimal.
#
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In that case, the problems 3.4 and 3.3 are equivalent by setting
s
t
=  (x
t
)
 
; w
t
=
1

(x
t
)
+
:
In order to solve problem 3.4 the dierent contribution ofw and s to the objective
function has to be taken into account. In case of w
k
> 0 for example, 
k
has to
be replaced by
1


k
within the denition of r
down
k
in (3.14). Depending on w
k
> 0,
w
k
 0, s
k
> 0, and s
k
 0 similar changes have to be made in (3.11), (3.12),
(3.13), (3.15), and (3.16), respectively. In problem 3.3 the cost function was
piecewise linear with just 2 segments, but problems with a more sophisticated
objective function can be treated in the same way.
Problem 3.5 (Economic Dispatch Problem) The cost function includes ad-
ditional variables:
min
(p;s;w)
E
T
X
t=1
I
X
i=1
c
i
p
t
i
(3.36)
subject to:
8t = 1 : : : T; i = 1 : : : I : p
min
it
 p
t
i
 p
max
it
(3.37)
8t = 1 : : : T; j = 1 : : : J : 0  w
t
j
 w
max
j
(3.38)
0  s
t
j
 s
max
j
(3.39)
0  l
t
j
 l
max
j
(3.40)
l
t
j
= l
t 1
j
+ 
j
w
t
j
  s
t
j
(3.41)
l
0
j
= l
in
j
; l
T
j
= l
end
j
; (3.42)
8t = 1 : : : T :
I
X
i=1
p
t
i
+
J
X
j=1
(s
t
j
 w
t
j
)  d
t
: (3.43)
In models describing power generation systems, I denotes the number of thermal
units, while J corresponds to the number of pumped hydro storage plants. These
pumped storage plants are used to cut o the peaks of the load curve. The
remaining curve has a more uniform structure, which means that the thermal
units can operate within their favorable ranges. If 
t
(D) denotes the optimal
value function of the following parametric problem:
Problem 3.6 (Parametric Thermal Dispatch)

t
(D) := min
p
I
X
i=1
c
i
p
i
subject to:
p
min
it
 p
t
i
 p
max
it
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i=1
p
i
 D
then the economic dispatch problem 3.5 can be rewritten omitting the thermal
power variables p
i
.
Problem 3.7 (Storage Problem with Hidden Units)
min
(s;w)
E
T
X
t=1

t
 
d
t
 
J
X
j=1
(s
t
j
 w
t
j
)
!
(3.44)
subject to:
8t = 1 : : : T; j = 1 : : : J : 0  w
t
j
 w
max
j
(3.45)
0  s
t
j
 s
max
j
(3.46)
0  l
t
j
 l
max
j
(3.47)
l
t
j
= l
t 1
j
+ 
j
w
t
j
  s
t
j
(3.48)
l
0
j
= l
in
j
; l
T
j
= l
end
j
: (3.49)
Only storage plants occur in this problem as in the problem 3.4. Moreover,
the linearization of problem 3.7 coincides with problem 3.4 with the following
replacement:

t
=
Æ
Æd

t
(d):
Usually, the function  as dened in problem 3.6 is not smooth, but it is ap-
propriate to take a smooth approximation instead. Since the solution procedure
for problem 3.6 is based on a priority list, the resulting piecewise linear function
could be mollied as follows. The piecewise linear function  is given as:
(d) =
d  d
k+1
d
k
  d
k+1
f
k
+
d  d
k
d
k+1
  d
k
f
k+1
(3.50)
if d resides in [d
k
; d
k+1
]. The table f(d
k
; f
k
)g
K
k=1
is built beforehand, and it con-
tains the breakpoints of that function and their function values. Within the re-
gions f[d
k
 Æ; d
k
+Æ]g
K 1
k=2
, Æ small enough, the function is replaced by a quadratic
one, which builds a smooth connection of the segments [d
k 1
; d
k
] and [d
k
; d
k+1
].
In case of a smooth  function, descent directions of problem 3.4 are as well
descent directions of the problem 3.7.
Thus, the following algorithm solves problem 3.5. First, the basic priority list
for problem 3.6 is built. Then, an iteration method is applied to problem 3.5
with directions taken from problem 3.7, where the function  is replaced by a
mollied version, and the mollier region gets smaller (Æ ! 0) as the iteration
goes on.
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Problem 3.8 (Storage Problem of a Chained System)
min
x
E
T
X
t=1
I
X
i=1

t
x
t
i
(3.51)
subject to:
8i = 1 : : : I; 8t = 1 : : : T : x
min
i
 x
t
i
 x
max
i
(3.52)
8j = 1 : : : J; 8t = 1 : : : T : 0  l
t
j
 l
max
j
(3.53)
8t = 1 : : : T : l
t
= l
t 1
+Mx
t
(3.54)
8j = 1 : : : J : l
0
j
= l
in
j
; l
T
j
= l
end
j
; (3.55)
where M is the incidence matrix of the water network consisting of nodes (i.e. reser-
voirs l
j
) and arcs (ows x
i
).
Since the linkage (3.54) is no longer one-dimensional, the descent step algo-
rithm needs some information about the direction, which has to be computed by
a small linear program. This information has to be stored, such that it can be
used for the update step. Because it is unlikely that the increased amount of
implementational work is regained by a reasonable decrease of the computation
time, the method of projected gradients (cf. [LP66] and [Pol97](textbook)) seems
to be more appropriate.
3.1.5 Algorithm
Section 3.1.3 presented necessary conditions for the existence of a descent direc-
tion. These conditions depend on the binary variables b
up
k
and b
down
k
. However, the
existence of a direction with the steepest descent can be veried without exam-
ining all possible combinations of the binary variables. First of all, the condition
(3.15) does not depend on the b
down
k
-, d
down
k
-, and r
down
k
-variables, while condition
(3.16) does not depend on the b
up
k
-, d
up
k
-, and r
up
k
-variables. For a direction of
steepest descent with k as a root node the term 
k

k
+ r
up
k
has to be as small
as possible. Since r
up
k
is a recursively dened sum, each term can be minimized
separately under the consideration of a non-zero step-length. The analysis leads
to the following rules:
b
up
k
=
8
>
>
>
<
>
>
>
:
1 i
 
minfl
max
  l
k
;min
2Succ(k)
d
up

g = 0

_


k

k

P
2Succ(k)
r
up


^ (x
k
  x
min
> 0)
_ (k is a leaf)
0 otherwise
(3.56)
b
down
k
=
8
>
>
>
<
>
>
>
:
1 i
 
minfl
k
;min
2Succ(k)
d
down

g = 0

_


k

k

P
2Succ(k)
r
down


^ (x
max
  x
k
> 0)
_ (k is a leaf)
0 otherwise
(3.57)
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The fulllment of condition (3.15) guarantees the existence of a direction
with increased level realizing a lower objective value. To this direction a g-
subtree corresponds, which starts at the node k = ([!]
t
0
; t
0
). The leaves are
the following nodes
~
k = ([]
t
1
; t
1
), where  2 [!]
t
0
and t
1
is dened as t
1
=
argmin
t2[t
0
+1;T ]
ftjb
up
([]
t
;t)
= 1g. That means they are the rst nodes in each
scenario following the root and having the ag b
up
~
k
set. The same applies to the
direction with decreased level. Here, b
up
~
k
is replaced by b
down
~
k
.
Hence, descent steps can be found, if all auxiliary variables are recursively
computed, and for each node the descent-step-conditions (3.15) and (3.16) are
examined. If a descent step is found, an update of all intermediate nodes (between
k and
~
k) is performed.
Having these conditions in mind, the algorithm can be outlined as follows:
Step 1: Input and initialization;
Step 2: Determine a feasible point;
Step 3: Compute d
up
k
, d
down
k
, r
up
k
, and r
down
k
at all nodes;
Step 4: Search for the node (root of the g-subtree) with the steepest descent;
unless it can be found, the current iterate is optimal ! STOP;
Step 5: Update x
k
and l
k
at all nodes;
Step 6: Goto Step 3.
This descent algorithm EXCHA was implemented and tested. Each step of the
algorithm requires only a few elementary computations, and in each step some
variables attain upper or lower bounds. Hence, the algorithm is very eÆcient, as
can also be seen in Figure 4.6, where the computing times in seconds of EXCHA
on an HP-workstation are shown for a stochastic hydro storage problem with
T  18 and binary trees branching at all time periods with numbers of scenarios
ranging up to 200.000. Notice that, in case a sequence of such problems with
slightly dierent -variables has to be solved, the last iterate of the previous
problem can be used as a initial point for the next problem.
3.2 Dynamic Programming for Stochastic
Programs
The occurrence of binary variables is quite often a diÆculty very hard
to overcome. Fortunately, in most cases the problem has a dynamic
structure and satises the Bellman-Principle, see also [Bel57]. One of
the well known applications of this principle is the Dijkstra algorithm
for searching the shortest path in a graph. In this section an extension
of this algorithm is presented. The stochastic nature requires the
search of a tree with minimal expected length, which corresponds to
a subtree of the scenario tree.
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The Bellman-Principle is one of the basic principles in the optimization of a
problem that has a dynamic structure. Next, this principle is explained on the
shortest path problem.
Problem 3.9 (Shortest Path Problem) Let (V;E) denote a directed graph
and c
e
the length of arc e. The problem is to nd a path connecting x^ and ~x,
such that it's length is minimal, i.e.:
min
(
K 1
X
k=1
c
(x
k
;x
k+1
)





9K; 9 fx
k
g
K
k=1
 V; x
1
= x^; x
K
= ~x
)
: (3.58)
Theorem 3.3 (Bellman-Principle) In this theorem x
k
denotes the k-th element
of the sequence. Under the assumption that the sequence fx
k
g
K
k=1
is the optimal
solution of the shortest path problem, =) then, for any k; 1  k  K the sequences
fx
j
g
k
j=1
are optimal for the problems
min
(
J 1
X
j=1
c
(x
j
;x
j+1
)





9 J; 9 fx
j
g
J
j=1
 V; x
1
= x^; x
J
= x
k
)
:
And the remaining sequences, i.e. fx
j
g
K
j=k
for k; 1  k  K, are optimal for the
problems
min
(
J 1
X
j=1
c
(x
j
;x
j+1
)





9 J; 9 fx
j
g
J
j=1
 V; x
1
= x
k
; x
J
= ~x
)
:
Proof: Since the problem is symmetric, the proof is only shown for the rst point.
Assuming that the sequence fx
k
g
K
k=1
is optimal for problem 3.9 and there exists a
k

, for which the sequence fx
j
g
k

j=1
is not optimal for the problem
min
(
J 1
X
j=1
c
(x
j
;x
j+1
)





9 J; 9 fx
j
g
J
j=1
 V; x
1
= x^; x
J
= x
k

)
: (3.59)
The optimality of fx
k
g
K
k=1
implies the boundness of (3.59), therefore an optimal
solution fx
0
i
g
I
i=1
must exist, yielding
I 1
X
i=1
c
(x
0
i
;x
0
i+1
)
<
k

 1
X
j=1
c
(x
j
;x
j+1
)
; x
0
1
= x
1
; , and x
0
I
= x
k

: (3.60)
Now, the sequence fx
?
j
g
J
j=1
, J := I +K   k

constructed as
x
?
j
:=

x
0
j
i j  I
x
j I+k

otherwise
has a lower value than the optimal value of (3.58), due to (3.60). Since the point
fx
?
j
g
J
j=1
is feasible, this is a contradiction to the optimality of fx
k
g
K
k=1
. Hence, the
sequence fx
j
g
k

j=1
is optimal. #
70
Although the examples deals with a graph theoretical problem, many combi-
natorial problems with a separable objective function can be solved using this
principle. The application of this principle to problems having a dynamic struc-
ture is called dynamic programming , see [Bel57, Ber87]. In this framework the
path lengths are replaced by the cost-to-go functions.
Problem 3.10 The problem is to nd a combination of u 2 f0; 1g
T
such, that
it minimize a sum consisting of state dependent (F (u
t
)) and transition dependent
(S
t
(u
t
; u
t+1
)) components, i.e.:
min
u
T
X
t=1
F (u
t
) + S
t
(u
t
; u
t+1
); (3.61)
where S
T
(u
T
; :)  0 for convenience.
On-line
Off-line
t=1 t=2 t=3 t=4 t=5
Figure 3.2: Deterministic Dynamic Programming
For T = 5 this problem is shown in Figure 3.2. The weights F (u
t
) are assigned
to nodes, while the weights S
t
(u
t
; u
t+1
) correspond to arcs. Then, the problem
3.10 is equivalent to the search of a shortest path, starting at t = 1 and ending
at t = T . The cost-to-go function is dened as:

t
(u
t
) := F (u
t
) + min
~u

S
t
(u
t
; ~u) + 
t+1
(~u)
	
:
This is the so called \Backward formula" and the computation of problem 3.10 is
obvious. One starts to compute the costs-to-go for t = 5, that means

T
(u
T
) = F (u
T
), and continues to compute these costs-to-go for t = 4; 3; 2; 1
carrying out a minimization in each step which is just the comparison of two
values. The minimal value of 
1
(u
1
) and its accompanying trajectory provide the
desired solution for (3.61).
In case of stochasticity the computation is similar:
Problem 3.11 Let (
;A
T
;P) be a probability space,  : 
 f1; : : : ; Tg ! R
n
is
a random variable, and 
t
has to be measurable with respect to A
t
. The functions
F (u
t
) and S
t
(u
t
; u
t+1
) are the same as in problem 3.10 save for the occurrence of 
t
,
that means that these functions depend on the random variable. Then, the stochastic
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dynamic problem reads:
min
u
E
T
X
t=1
F (u
t
; 
t
) + S
t
(u
t
;u
t+1
; 
t
);
where u
t
is measurable with respect to A
t
.
However, in the stochastic case the optimal solution does no longer correspond to
a shortest path as in the deterministic case. In Figure 3.3 an example is shown,
where 
t
is unique for t = 1; 2; 3 and has two dierent values for t = 4; 5; 6. The
corresponding scenario tree is shown in the lower left corner, while the program-
ming graph is displayed in the upper right corner. After the third time period
the scenario tree branches.
On-line
Off-line
On-line
On-line
Off-line
Off-line
t=1 t=2 t=3
t=4 t=5 t=6
corresponding
scenario tree
Figure 3.3: Stochastic Dynamic Programming
At this point the stochastic nature of the problem has to be taken into account.
Instead of searching a shortest path the search is done for a tree with a minimal
weighted length. Each branch of this tree corresponds to a scenario of the scenario
tree. The function 
t
is now a random function and u a random variable. This
is the only modication in comparison to the Dijkstra-algorithm. The cost-to-go
function is dened as:

t
(u
t
) := F (u
t
) + E

min
~u

S
t
(u
t
; ~u) + 
t+1
(~u)
	



A
t

: (3.62)
Using this stochastic version of the \Backward Formula" the problem 3.11 is
solvable with few elementary computations. In distinction to the deterministic
problem a \Forward Formula" does not exists.
The same applies straightforward to problems with u
t
(!) 2 f0; 1; : : : ; Ng is
| the formulae do not change.
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Some combinatorial problems describing the operation of units include du-
ration dependent startup costs. Duration dependent startup costs mean, that
the cost of bringing a unit into operation depends on the duration that unit was
oine before. Such a behavior occurs, if a unit cools down in the oine mode
and has to be brought to a certain temperature within the startup procedure.
It is common in the unit-commitment-community to include this behavior
into the dynamic programming model by arcs, which jump from a time period to
a time period, which is not necessarily the next one.
Such a modeling is not possible, since the scenario tree might branch at in-
termediate time periods. Then, the long range jump arcs have to replaced by
multi-arcs, i.e. arcs which are n-tuples of nodes (and n > 2). For such a gener-
alized graph a theory of dynamic programming does not exists.
However, it is possible to include duration depending startup costs by extend-
ing the state space.
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Chapter 4
Application to a Hydro-Thermal
Power Generation System
The dynamic multi-stage stochastic model for the weekly cost-optimal
generation of electric power by a generation system comprising ther-
mal power plants and pumped hydro storage plants involves a large
number of integer and continuous variables. Due to the huge size of
the model, an application of state-of-the-art mixed-integer LP solvers
is prevented. Therefore, a decomposition method is used in order to
nd suboptimal points. The stochastic Lagrangian relaxation is ap-
plied to the constraints that couple units. The dual problem, i.e. the
maximization with respect to those Lagrange parameters, is solved
by the bundle method presented in the next section.
4.1 Kiwiel's Proximal Bundle Method
There exists a wide variety of methods (cf. [HUL96a, HUL96b, Pol97])
that solve non-dierentiable convex problems. Bundle methods seem
to be the most eÆcient methods among them. Since they store in-
formation about the objective function during several iterations, they
lead to a smaller number of function evaluation than other methods.
We consider the minimization of a convex function f on a nonempty closed con-
vex set X in R
n
and assume that the optimal set X

is nonempty and we can
compute f(x) and a sub-gradient g(x) 2 @f(x) for each x 2 X. The proximal
bundle method [Kiw90, Kiw95] generates a sequence (x
k
) in X converging to
some element of X

, and trial points y
k
2 X starting with y
1
= x
1
for evaluating
sub-gradients g(y
k
) of f and its polyhedral lower approximation
~
f
k
(x) = max
j2J
k

f(y
j
)+ < g(y
j
); x  y
j
>
	
; (4.1)
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where J
k
is a subset of f1; :::; kg and < :; : > denotes the scalar product in R
k
.
In the iteration k the next trial point y
k+1
is selected by
y
k+1
2 argminf
~
f
k
(x) +
1
2
u
k
kx  x
k
k
2
: x 2 Xg (4.2)
where u
k
is a proximity weight. A descent step to x
k+1
= y
k+1
occurs if f(y
k+1
) 
f(x
k
) + v
k
, where  2 (0; 1) is xed and v
k
=
~
f
k
(y
k+1
)   f(x
k
)  0. If v
k
= 0,
then x
k
is optimal. Otherwise, a null step x
k+1
= x
k
improves the next polyhedral
function
~
f
k
. Strategies for updating u
k
and choosing J
k+1
are discussed in [Kiw90,
Kiw95]. The method is implemented such that the cardinality of J
k
is bounded
(by some natural number NGRAD) and that it terminates if  v
k
is less than a
given (relative) optimality tolerance.
This technique is applied to solve the dual stochastic problem (2.4) by putting
f =  D and X = R
2N
+
, where N is the number of nodes of the load scenario tree.
Our test runs conrmed the experiences of [Fel97] that a smaller number of
function evaluations in case of a disaggregated objective function does not pay o
the additional amount of work, which NOA 3.0 has to do in order to compute the
next trial points. Hereby, the disaggregation of the objective function means that
the bundle method stores information about function values and sub-gradients of
several summands of the objective function separately. Additionally, the method
has to deal with a far more complex bundle structure, and the solver for the
quadratic problems needs more time for the computation.
Therefore, our computational experiments were made with the aggregated
version and about 200 as the number of stored sub-gradients (NGRAD). Figure
4.1 shows a typical run. In the rst few iteration the progress with respect to
the objective value is quite big. After these rst iterations the bundle method
improves the approximation of the dual function by some trial points, as one can
see in Figure 4.2. The objective function seems to be very at around the optimal
value, since the objective does not change much during the last iterations.
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Figure 4.1: Objective function value
during the NOA 3.0 iterations
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Figure 4.2: Details of Figure 4.1,
showing the trial and real steps
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Further experiments were made with dierent numbers of nodes of the scenario
tree, i.e. with dierent dimension of the dual vector. For the dimensions used in
our experiments (see Figure 4.3) the computation time depends almost linearly
on the number of nodes.
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Figure 4.3: Computation times [s] of NOA 3.0 on a HP-J280
Our computational experience with the proximal bundle code NOA 3.0 ([Kiw94])
for solving (2.4) was very encouraging (cf. Section 4). In our test runs, for in-
stance, NOA 3.0 applied to solve (2.4) performed in 300 iterations as good as a
standard sub-gradient method (with step lengths
1
k
) in 10.000 iterations.
The number of subgradients in the bundle increases with each iteration. This
leads to a storage problem, if bundle elements are kept during all iterations.
However, if elements are deleted during the iterations, cycling can occur. This
did not happened in our numerical experiments.
Other methods like the reduced complexity bundle method ([LTZ98]) start
with a new bundle each time a real step is performed. The bundle in this method
does not contain the function value. Therefore, this bundle does not present a
lower approximation of the non-dierentiable function. Moreover, the bundle is
used to determine a descent direction. Then, the real step includes a line-search.
Modied sub-gradient algorithms (cf. [RC99]) and reduced complexity bundle
methods (cf. [LTZ98]) have their justication for problems, where function eval-
uations are cheap. Then, a large number of function evaluations is not a problem.
These methods are also applicable, if a high precision is not required. Bundle
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methods using lower approximations and an eÆcient method for the quadratic
subproblems outperform these descent-step-like methods.
4.2 Descent Method for the Storage Subprob-
lems
This method (cf. 3.1) is used for computing the single-unit subproblems of (2.4)
that correspond to pumped hydro storage plants. The problem for the storage
plant j reads:
Problem 4.1 (Storage Subproblem)
~
D
j
() := min
(s
j
;w
j
)
E
T
X
t=1

t
 
w
t
j
  s
t
j

(4.3)
subject to:
8t = 1 : : : T : 0  w
t
j
 w
max
j
(4.4)
0  s
t
j
 s
max
j
(4.5)
0  l
t
j
 l
max
j
(4.6)
l
t
j
= l
t 1
j
+ 
j
w
t
j
  s
t
j
(4.7)
l
0
j
= l
in
j
; l
T
j
= l
end
j
; (4.8)
where 
j
2 (0; 1) denotes the cycle eÆciency of the pumped storage plant j.
This problem is the same as problem 3.4 and solved by the algorithm described
in Section 3.1.5. For further details of this method it is referred to [Now96].
This algorithm is used inside the NOA 3.0-bundle method. Therefore, the
problem has to be solved again and again. Since it is an iteration method, it can
make use of the optimal point of the previous iteration as a starting point.
Figures 4.4, 4.5, and 4.6 show numerical results for one pumped hydro unit
and a small number of stages (i.e. less than 10), but with dierent number of
scenarios on a HP-715 Workstation. The problems were randomly generated and
solved using s = w = 0 as a starting point. The computing times in Figures
4.5 and 4.6 are the times, the program had been in memory. This explains the
outliers in these gures. For a comparison with MSLiP(cf. [Gas90]) the reader is
referred to [Now96].
Figure 4.4 shows that the number of descent steps is about half the number of
scenarios. The reason for that is that in each step of the algorithm some variable
attains an upper or lower bound and remains unchanged during the following
iterations. Since each step requires only a few elementary computations, the
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Figure 4.4: Number of steps of EXCHA against the number of scenarios
algorithms is very eÆcient as to be seen in Figure 4.5.
Further computations were made on a HP-735 Workstation with up to 30
stages and 220.000 scenarios. As Figure 4.6 shows, the required computation
time grows linearly with the number of scenarios, hence linearly with the number
of nodes.
4.3 Stochastic Dynamic Programming
The stochastic dynamic programming algorithm (cf. 3.2) is used to solve the
single-unit subproblems, which correspond to thermal units:
Problem 4.2 (Thermal Subproblem)
~
D
i
(;) = min
(u
i
;p
i
)
E
T
X
t=1
FC
i
(p
t
i
;u
t
i
) + SC
t
i
(u
i
) (4.9)
 (
t
  
t
)p
t
i
  
t
u
t
i
p
max
i
(4.10)
subject to:
8t = 1; : : : ; T : u
t
i
p
min
i
 p
t
i
 u
t
i
p
max
i
; (4.11)
and (u
t
i
;p
t
i
) are measurable with respect to A
t
.
This problem is a multi-stage stochastic mixed-integer problem and it seems, that
it has the same complexity as the original problem 2.1. Fortunately, this problem
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Figure 4.5: Computing time of EXCHA against the number of scenarios
has a usable structure | the formulation as a nested minimization problems
paves the way for eÆcient methods.
Problem 4.3
~
D
i
(;) = min
u
i
E
T
X
t=1
F
i
(u
t
i
;
t
;
t
) + SC
t
i
(u
i
)  
t
u
t
i
p
max
i
; (4.12)
where F
i
(u
t
i
;
t
;
t
) is the result of the inner minimization:
F
i
(u; ; ) := min
p
fFC
i
(p; u)  (  )pg (4.13)
subject to:
8t = 1; : : : ; T : up
min
i
 p  up
max
i
; (4.14)
and u
t
i
is measurable with respect to A
t
.
The inner minimization problem is one dimensional, and in case of piecewise
linear or piecewise convex quadratic fuel cost functions FC
i
the minimization
can be carried out explicitly.
Hence, the remaining problem is of combinatorial nature. The start-up costs
SC
t
i
(u
i
) depend on the components u

i
of u
i
for  = t; t   1; : : : ; t   
c
i
, where

c
i
is the time the unit i needs to cool down. This is not suitable for dynamic
programming, because these costs depend on more than 2 nodes. In order to apply
the dynamic programming algorithm to stochastic programs, the state space is
extended by including the recent history, such that the start-up costs depend
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just on the current and the previous state. The stochastic dynamic programming
graph (without weights) is dened as:
V
SDP
:= V  (f(1; )j = 1; : : : ; 
max
1
g [ f(0; )j = 1; : : : ; 
max
0
g) ;(4.15)
E
SDP
 V
SDP
 V
SDP
: (4.16)
Constraints like minimum up- and down-times are imposed by limiting the
feasible transactions. Figure 4.7 shows a part of the state transition graph of a
thermal unit having a minimum up-time of 6 hours, a minimum down-time of 5
hours, and a cooling-down-time of 8 hours. These feasible transactions reduce
the set of arcs E
SDP
:
8e 2 E
SDP
: 
T
R
(e) 2 T
R
; (4.17)
where 
T
R
is the projection on the transaction graph, dened as:

T
R
(e) := f((u; ); (u
0
; 
0
))j e = ((k; u; ); (k
0
; u
0
; 
0
))g (4.18)
An example with 14 time periods and 3 scenarios for a unit with a (4, 3, 5)
conguration is shown in Figure 4.8. The corresponding formulae to (3.62) for
the cost-to-go functions 
i
(n) read:

i
(n) :=

F
i
(n) + E

min
(n;~n)2E
SDP

S(n; ~n) + 
i
(~n)




n

; (4.19)
where n; ~n are nodes of the dynamic programming graph. Each node n is a tuple
(([!]
t
; t); u; ), and  denotes the duration the unit was in state u
t
i
.
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1 hour offline
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5 hours offline
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Figure 4.7: Feasible transactions T
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Figure 4.8: The complete dynamic programming graph for a unit with 4 hours
must-on time, 3 hours must-o time, and 5 hours cooling time.
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The node weights

F
i
(n) are dened as

F
i
(([!]
t
; t); u; ) :=

F
i
(1; 
t
(!); 
t
(!)) i u = 1 ;
0 otherwise :
(4.20)
The startup costs are ; independent:

S(n; ~n) :=


i
+ 
i
(1  e
 


i
) i u = 0 ^ ~u = 1
0 otherwise ;
(4.21)
where n = (([!]
t
; t); u; ) and ~n = (([!]
t+1
; t+ 1); ~u; ~) for simplicity, and (
i
; 
i
; 
i
)
denote the startup cost parameters for unit i. Figure 4.9 shows an example. Here,
0
2
4
6
8
10
0 10 20 30 40 50 60
Figure 4.9: The exponential startup curve
8 is the cost if the unit was o-line for a very long time, so everything had to be
warmed up. If it was down for just 10 hours, there are some parts, which still
have a higher temperature.
There is an opportunity to reduce the startup costs, when the unit is
o-line for a few hours. This method is called \Banking" and is not
considered in this paper. Banking means, that the thermal plant uses
fuel to keep its operational temperature without producing electricity.
Since it is very sophisticated to distinguish slightly dierent startup costs, the
unit is considered to be cold, if it was o-line for about 30 hours. In the VEAG-
system a 5% accuracy leads to a 40 hours for large coal red thermal plants, 8
hours for medium size plants and 1 hour for gas turbines. Our computational
results showed that the number of nodes in the dynamic programming graph is
not a limiting factor. From experience the ner approximation of startup costs
leads to a speed up of the bundle method. The explanation might be a smoother
dual function.
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Figure 4.10: The reduced dynamic programming graph
The dynamic programming algorithm is capable to consider must-on and
must-o constraints too. This is done by reducing the dynamic programming
graph. In order to get a unit online at a certain time period of a certain sce-
nario, the corresponding o-line nodes are deleted. In Figure 4.10 these nodes
are marked gray. The deletion of these nodes causes the deletion of other nodes,
which do not have a ancestor or a successor. In Figure 4.10 the node for t = 4
and a online time of 1 hour is not feasible due to the must-o constraint at time
t = 6 of the upper scenario. This cause the non-existence of the node t = 6
and 3 hours online for all scenarios. That means, that must-up and must-o
constraints of one scenario have impacts on the parts of other scenarios. Hence,
the must-on and must-o constraints imply further restrictions on the stochastic
dynamic programming graph in order to get feasible schedules.
Denition 4.1 A stochastic dynamic programming graph is irreducible, if all nodes
belong to at least one feasible schedule. That means, for all nodes ~v there exists a
schedule s such that ~v belongs to a dynamic programming path, which corresponds
to that schedule, i.e.:
8~v 2 V
SDP
; 9s : V ! V
SDP
; ~v 2 Im(s) ; (4.22)
8(v; v
0
) 2 E : (s(v); s(v
0
)) 2 E
SDP
: (4.23)
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The following set G
?
denotes the set of nodes to which a feasible schedule corre-
sponds, i.e.:
G
?
:= max
8
<
:
~v 2 V
red






8(v; v
0
); (v
0
; v) 2 E ; 9~v
0
2 G
?

V
(~v) = v;
V
(~v
0
) = v
0
;
((~v
0
; ~v) 2 E
SDP
_ (~v; ~v
0
) 2 E
SDP
)
9
=
;
; (4.24)
where 
V
denotes the Cartesian projection onto V , and V
red
the nodes of the
stochastic dynamic programming graph, which do not conict with must-on and
must-o constraints. The denition is correct, because G
?
 V
SDP
, and because
of the fact that the union of these sets fullls the right hand side, whenever each
of the two sets fullls the right hand side. The computation of such an irreducible
set of nodes is done by the alternating application of the following 2 operators:
P (G) := G n f~v j :9~v
0
2 G : (
V
(~v
0
);
V
(~v)) 2 Eg (4.25)
N(G) := G n f~v j 9e = (
V
(~v); v
0
) 2 E; 8~v
0
2 G : 
V
(~v
0
) 6= v
0
g : (4.26)
The rst operator deletes all nodes, which do not have an ancestor in G, the
latter deletes nodes without a successor for at least one branch of the scenario
tree. The procedure starts with G
0
= V
red
and a decreasing sequence is built by
G
k+1
:= PNG
k
.
Corollary 4.1 The sequence built as described above has the following properties:
 There exists a k
0
such that G
k+1
= G
k
is valid for all k  k
0
.
 G
?
= lim
k!1
(PN)
k
(V
red
)
Proof: The rst item is true, since the application of the operators creates a de-
creasing sequence of set; because the rst set G
0
had a nite number of elements,
the method has to stop after a nite number of steps.
Due to the denition of P and N the following inclusions are fullled:
8G  G
?
: G
?
 P (G); G
?
 N(G) : (4.27)
Therefore, G
?
 lim
k!1
(PN)
k
(V
red
) is fullled. The niteness of steps gives
PNG
k
0
= G
k
0
That means, all elements of G
k
0
do not fulll the remove-conditions
of (4.25) and (4.26). Hence, all elements fulll the conditions of (4.24). Since G
?
is
the maximum of such sets, the sets G
?
and G
k
0
are equal. #
First, the nodes V
SDP
are created and the arcs are added that correspond
to feasible transactions as in T
R
. During the following arcs are removed if a
neighboring node is deleted. Next, nodes violating the must-on and must-o
constraints are removed. After that the iteration procedure can start.
At the beginning all nodes are marked black. Nodes corresponding to t = 1
are marked green. Next, all nodes are considered | if they have a green ancestor,
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they are also marked green. This corresponds to the application of the operator
P . Green nodes for t = T are marked red. Next, nodes are marked red, if they
have at least one red node for each branch of the scenario tree. This corresponds
to the application of the operator N . All black and green nodes are removed,
the remaining red nodes are marked black. If at least one node was removed, the
procedure starts with marking the start nodes (t = 1) green. After a nite number
of iterations no more nodes are deleted and the procedure stops. This technique
is also known as coloring. The remaining graph contains feasible schedules only.
If the graph is empty, then the must-on and must-o constraints conict and a
feasible schedule does not exists.
After setting up the stochastic dynamic programming graph, arc weights are
calculated (i.e. the SC
t
i
(u
i
)) and assigned.
In each iteration of the dual method, when the stochastic dynamic program-
ming part is called, the minimization in
~
F
i
(n) is carried out and assigned to the
nodes as weights. Then, the calculations of the cost-to-go values is done using
the backward-formula, and the paths yielding the minimum are marked. The
forward run along the marked paths gives the schedules with minimal costs.
On a HP-J280 such a dynamic programming step for 1 unit, 168 time periods
and 1 scenario is done within 4 ms.
4.4 Lagrangian Reduction and Facet Search
The solution of the dual problem gives optimal dual parameters within a certain
accuracy. Since there is no way to use dual information in order to obtain primal
optimal points, heuristics as developed in Section 2.6 are used instead.
The problem, a good primal solution is searched for, is the VEAG-problem
2.1, i.e.:
min
(u;p;w;s)
E
I
X
i=1
T
X
t=1
FC
i
(p
t
i
;u
t
i
) + SC
t
i
(u
i
); (4.28)
subject to several constraints. This objective function is modied to an extended-
real valued function by including the constraints. The min-max-problem with the
Lagrange-function reads:
min
(u;p;s;w)
max
(;)
L(u;p; s;w;;) : (4.29)
This formulation ensures, that all constraints are met, when the optimal value of
this problem is less than innity. One can think of a relaxation of the following
type:
min
(s;w)
max
(;)
min
(u;p)
L(u;p; s;w;;) : (4.30)
From a mathematical point of view this problem has some inter-
esting properties. The inner max-min-problem is the same as the
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dual problem to the generation problem of a system comprising ther-
mal units only. The use of pumped hydro storage plants results in
load curve, where the peaks and the o-peaks are reduced. If this
relaxed problem could be solved and optimal s;w variables could be
obtained, then fast heuristics (like [ZG88]) for the purely thermal
problem could be applied for getting primal points u;p, which yield
an objective value close to the optimum.
However, the nested min-max-min sequence inhibits some com-
putational diÆculties. Without more sophisticated techniques three
dierent algorithms are required. The nesting of the min and max
operators results in a nesting of the algorithms | and therefore in an
increased time complexity of the compound algorithm.
The further relaxation, i.e.:
max
(;)
min
(u;p;s;w)
L(u;p; s;w;;) ; (4.31)
does not increase the duality gap, because
D(s;w;;) := min
(u;p)
L(u;p; s;w;;) (4.32)
is a convex function in (s;w), and therefore the strong duality holds. This close
relationship gives rise to the assumption that the dependency of the binary values
u on the dual values (;) in (4.30) is of the same type as the dependency of b
on  in (2.78). Under normal circumstances, the optimal output level of a unit is
maximal, if the unit is online (see (4.13) and (4.14)). Thus, the problem appears
to be a binary one.
In order to investigate the dependency of u on (;), the number of u-
components were counted for dierent values of (;). Since (;) is an element
of a high dimensional space, a certain direction was chosen. In [ZG88] it was
shown, that (0; 1 ) is a direction, where thermal units tend to be online. Because
our reserve constraints were formulated dierently, the direction (1 ; 1 ) was taken
instead.
In Figures 4.11 { 4.14 the dotted line shows the behavior for dual values very
close to the dual optimum | the dual problem was solved to a high accuracy
with high computational eort. The solid lines in these gures shows, that the
ramp of the dotted line is approximated as the dual values draw near to the
optimal values. The ordinate value 0 denote the dual values as obtained by the
the dual solver. Positive values denote a perturbation in the direction (1 ; 1 ),
while negative values denote a perturbation in the opposite direction.
Figure 4.11 shows the dependency for inaccurate dual points. At least 2000
binary variables have wrong values. Thus, few iterations of the solver of the dual
problem do not provide the requested accuracy. The rst origin of the predicted
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ramp shows Figure 4.12. During the dual iterations the dependency approaches
the ramp, see Figures 4.13 and 4.14. These pictures (4.11 { 4.14) give a hint that
the dual problems should be solved with at least 0:5 10
 4
accuracy in order to
get a good characterization of the binary values.
As assumed, the ramp shows that many binary values may change their values,
if the dual parameter is perturbed slightly as predicted in theorem 2.2. Even there
is a ramp, many binary variables are xed. Thus, the binary variables belong to
3 dierent groups:
1. variables, which stay zero,
2. variables, which are always one,
3. variables, which take dierent values.
This distinction forms the basis for the heuristics. As mentioned in Section
2.6, the dual information results in schedules, which are preferred by the inner
minimization problem 4.2. In fact, the dual information recommends to have
units with high operational costs oine, while cheap units are suggested to be
online in all time periods. Figure 4.15 shows the preferred schedule of a unit
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Figure 4.15: Cycle Unit in a high load week starting on Friday morning
with medium operational costs. The demand of that week is more than the
average. Therefore, the online state of a unit with medium costs is preferred.
Only in scenarios with a lower demand and during the weekend (time periods
20 { 80) the unit is neither preferred to be online nor to be oine. Therefore,
the schedule of this unit during these time periods should be settled together
with the schedules of the other units of the system in order to reach low overall
operation costs.
Figure 4.16 shows the opposite. The optimal Lagrange parameters of this low
load example lead to another set of recommended schedules. During the weekend
(time periods 65 { 115) and in some scenarios with a lower demand the oine
state of this unit is preferred. In all other time periods the schedule of this unit
has to be settled in coordination with the other units of the system.
Hence, the heuristics starts with xing the binary variables, which are pre-
ferred by the dual variables. This reduces the dimension of the problem
1
. Then,
there is only a few percentages of the binary variables left for the optimization.
However, the number of combinations is still to big for a complete enumeration.
The free binary variables form a hypercube in a certain high dimensional
space. Two corners of this hypercube are certainly not optimal, the corner with
all components equal to zero and the corner with all components equal to one.
1
Therfore, I call it Lagrangian reduction.
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Figure 4.16: Cycle Unit in a low load week starting on Wednesdays noon
Moreover, the rst one is not even feasible in most cases. If all undecided units
are online, then the sum of xed costs is unnecessarily high. Therefore, the corner
with the best objective value must lie on a path from the rst to the latter corner.
The remaining question is the path to follow. Since the Lagrangian multiplier do
not supply information about that point, a greedy algorithm is applied that uses
the information obtained during the search.
The heuristics can be outlined as follows:
1. Solve the dual problem.
2. Detect the preferred schedules and x the corresponding binary variables.
3. Set all undecided variables to zero.
4. Solve the corresponding economic dispatch problem.
5. Check feasibility of the problem:
 problem is infeasible: Select a time period, where the additional amount
needed to satisfy the reserve constraint is maximal. Choose an unde-
cided unit and set it online in this and the neighboring time periods
that are requested by dynamic programming.
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 problem is feasible:
{ If the objective value is the best so far, then store the schedule
and the output levels.
{ Select a time period with units operating within the high price
regions of their cost functions. Choose an undecided unit and
set it online in this and the neighboring time periods that are
requested by dynamic programming.
6. If there was no undecided unit in the previous step, keep that time period
out of consideration and select another time period. If there is no time
period and no undecided unit, then STOP
7. GOTO 4.
Note, in each step an economic dispatch problem has to be solved. But the
sequence was constructed in a way, that subsequent schedules dier just in few
binary variables. That means, the next schedule comprises one more online unit.
This unit could be used to increase the outcome of the thermal part and this leads
to a reduced turbine or an increased pumping mode of the hydro part. Thus, the
optimal dispatch of one schedule is a good starting point for the iteration method
that solves the next schedule.
4.45e+07
4.5e+07
4.55e+07
4.6e+07
4.65e+07
4.7e+07
4.75e+07
4.8e+07
4.85e+07
0 10 20 30 40 50 60 70
dual value
infeasible
feasible
Figure 4.17: Objective value and feasibility of the chosen sequence
In Figure 4.17 the objective values and the feasibilities to the economic dis-
patch problems of the sequence are displayed. At the beginning (0) of the se-
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quence the objective value is quite small due to the small number of units being
online. Because the number of online units is to small, the problem is not feasi-
ble. Therefore, the objective value, being less than the value of the dual problem,
forms not a contradiction to the duality theory. As long as units are brought on-
line, the xed operation costs are increased. At a certain point of the sequence
(e.g. at 13 in Figure 4.17) the number of online unit is suÆciently large to meet
the demand. However, in most cases this was only possible by the use of pumped
hydro storage plants to a great extent. But the excessive use of pumped storage
plants is not optimal. When further thermal units are brought into operation,
the operation of the pumped storage plants and their operational (and hidden)
costs can be reduced. Figure 4.17 shows, that the distance to the value of the
dual problem can be cut by half.
At each step there is an increase of the x costs of the thermal units, which is
compensated by the decrease of the operational costs of the hydro plants during
the rst steps | until a favorable operation of the pumped storage hydro units
is reached. Then, bringing further units online leads to a net increase of the
objective function.
Figure 4.17 also shows that once the feasibility is reached all further points are
feasible too. This gives rise to the opposite direction: the sequence starts at the
point with all undecided units online. In each step an undecided unit is switched
o in a time period with superuous reserve and in neighboring time periods due
to dynamic programming. This approach allows to abort the sequence evaluation
at the rst time period with infeasibility without cutting o the best point. This
is also justied by corollary 2.1.
4.5 Comparison with the modied
Zhuang/Galiana Heuristics
The heuristics developed in the previous section belongs to the greedy
algorithms. It is in the nature of greedy algorithms to fail at some
problems. Therefore an excessive numerical experiment was done in
order to compare the facet search with a well known heuristics from
[ZG88].
The original Zhuang/Galiana heuristics (cf. [ZG88]) was developed for a sys-
tem comprising thermal units only. This search method for a \reserve feasible
solution" (RFS-procedure) modies the current schedule in the following way:
1. Solve the dual problem in the same manner as in Section 2.3. The reserve
constraint should look like:
8t = 1; : : : ; T :
I
X
i=1
u
t
i
p
max
i
 d
t
+ r
t
: (4.33)
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2. Select a time period t with a maximal violation of the reserve constraint.
If no reserve constraint was violated, then the current schedule is optimal
and STOP
3. For each thermal unit i compute the increase 
i
of 
t
, which is necessary
to get unit i online in that time period due to the dynamic programming
algorithm.
4. Increase 
t
by the smallest
2
amount of 
i
.
5. Compute the new schedule by dynamic programming.
6. GOTO 2.
The reserve constraint in form of (4.33) ensures the fulllment of the demand
constraint with appropriate output levels if the reserve constraint is fullled. On
the base of the schedule found by the heuristics a economic dispatch can be
performed such, that the sum of fuel and startup costs is minimal with respect
to the xed schedule.
But the VEAG-system comprises pumped hydro storage plants too. There-
fore, the operation of the hydro plants has to be xed in order to apply the
RFS-procedure of (cf. [ZG88]). The optimal operation of the system found by
primal methods (cf. [DGM
+
97]) gives a hint, how the hydro plant operation
should look like.
The pumped storage plants are used in peaks to reduce the output of the ther-
mal system, while in o-peaks the turbined amount of water has to be pumped
uphill again, which results in a increased output of the thermal system during
o-peaks periods. The numerical experiments shows that pumped hydro storage
plants are usually used to cut o peaks and o-peaks of the demand curve.
Such a method, which also takes the unsatised reserve into account, is de-
scribed in detail in [GMR
+
97, DGM
+
97]. This greedy heuristics reads:
1. Initialize the hydro plants in order to satisfy the balance equations.
2. Find a time period, where the reserve constraints is violated or if such a
time period does not exists, a time period with high operational costs.
3. Find a suitable time period with satised reserve and low operational costs.
4. If such a pair of time periods can't be found, then STOP.
5. Determine the amount of energy/water to be exchanged.
6. GOTO 2.
2
+ small  for numerical stability
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The key of this WRS
3
heuristics is the pairing of time periods. In peak periods
energy is used which was stored in a o-peak period. Thus, there is a ow of
energy from o peak periods to peak periods with losses (limited cycle eÆciency)
and ow constraints (limits on engines, pumps, and the reservoir level).
The basic ow equation corresponding to the nodes prevents the application
to a stochastic problem, the comparisons were made on deterministic problems,
i.e. problems with one scenario.
Because we were interested in the average performance, a huge number of
problems were generated and the results are plotted in Figures 4.18 and 4.19. In
order to support the visualization the line y = x was added to the plots.
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Figure 4.18: Comparison of computing times
In Figure 4.18 the computing time of both methods are plotted. With few
exceptions the modied Zhuang/Galiana heuristics needs not more than 30 sec-
onds for the problems, while the facet search in average needs 5 seconds more.
Quite often more time is spend in the facet search. One reason for that behavior
might be the variation of the length of the sequence that has to be evaluated.
In Figure 4.19 the upper bound for the duality gaps are plotted. The upper
bounds are given in percent and denote the relative dierence between the found
primal value and the dual value, while the term duality gap refers to the relative
dierence of the \optimal" primal value and the dual value.
The tail to the right denotes experiments, where the facet search led to an
upper bound of less than 0.4%, but the modied Zhuang/Galiana heuristics gave
3
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Figure 4.19: Comparison of upper bounds for the duality gaps
results with up to 1% upper bound. Furthermore, most problem were solved
with a bound of less than 0.35% by the facet search. If the problems were solved
by the WRS-Z/G heuristics, bounds of more than 0.35% were obtained for an
essential part of the problems.
The second solution method (WRS+Z/G) combines 2 heuristics. The
rst one has no information about the thermal system. It just tries to
reduce the gap between peak load and o-peak load. But the oper-
ation of the pumped storage hydro plants should reduce unnecessary
state changes of the thermal system. Sometimes these two aims do
not lead to the same schedule and this WRS heuristics will fail.
The second heuristics looks for a schedule of the thermal system,
which satises the reserve constraints. At this time, the opportunity
to change the hydro schedule accordingly, is not used. Obviously,
this is a lack of the second methodology. On the other hand, the
heuristics deal with problems of lower complexity. This explains, why
the WRS+Z/G heuristics is faster in average.
4.6 Economic Dispatch
The economic dispatch problem is the same problem as the problem 2.1 save for
the fact that the u's are xed. In case of piecewise linear fuel cost functions FC
i
this problem is a stochastic multi-stage linear problem. Problems of that type
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can be solved by methods like MSLiP (cf. [Gas90]). Another opportunity is to
solve the deterministic equivalent by eÆcient methods like CPLEX.
Fortunately, the economic dispatch problem inhibits the same structure as
the problem 3.5. Therefore, some eort was made in order to apply the same
technology of Section 3.1.
First, the problem 2.1 has to be transformed into a storage problem with
hidden thermal units like problem 3.7. This transformation uses a parametric
thermal dispatch. At this time, the additional reserve constraint (2.28) has to be
taken into account. Hence, the parametric problems reads:
v
(r;u)
(d) := min
p
i
I
X
i=1
u
i
=1
FC
i
(1; p
i
) (4.34)
subject to:
8i = 1; : : : ; I; u
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i
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The solution technique for this problem is based on a priority list. This lists
tells, in which order the units should increase their output level, if the output of
the system does not meet the demand. The list contains the segments of all fuel
costs functions, which were assumed to be piecewise linear. Let c
k
denote the
slope of the segment k, which has the length d
k
and belongs to unit i
k
. Assume
further, that the list is ordered, i.e. c
0
 c
1
 : : :  c
K 1
 c
K
. Then the
algorithm reads:
1. Initialize
8i = 1; : : : ; I : p
i
=

p
min
i
u
i
= 1
0 u
i
= 0
; (4.38)
set k = 0.
2. If
P
I
i=1
 d then STOP, p is optimal.
3. If u
i
k
= 0,
then set k := k + 1 and GOTO 2
else
 
k
:= minfd
k
; d 
P
I
i=1
p
i
g
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 increase p
i
k
, i.e. p
i
k
:= p
i
k
+
k
.
 if
P
I
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p
i
= d then
{ set k
?
:= k,
{ d
up
:= d
k
 
k
{ d
down
:= 
k
{ k
++
:= minfkjk > k
?
^ u
i
k
= 1g
{ k
  
:= maxfkjk < k
?
^ u
i
k
= 1g
 set k := k + 1.
4. GOTO 2.
This algorithm shows, that the same priority list can be used even for dierent
values of u. Note, the feasibility of the problem has to be checked separately. In
addition, more information like objective value and distances to the neighboring
segments can be derived easily:
 objective value: v
(r;u)
(d) =
P
K
k=1
c
k

k
,
 distance to the next segment or the end of the feasibility region:
d
"
:= minfd
up
;
I
X
i=1
u
i
=1
p
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i
  r  
I
X
i=1
p
i
g;
 distance to the previous segment: d
#
:= d
down
,
 the slope of the current, the previous, and the next segment: c
k
?
, c
k
  
, and
c
k
++
.
Problem 4.4 (VEAG-Problem with Hidden Units) The remaining problem
reads:
min
(s;w)
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(4.39)
subject to:
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j
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This problem, comprising pumped storage plants only, can be solved by the
descent method for storage problems presented in Section 3.1. At the point, where
the step length is calculated, the distances to the neighboring segments are taken
into account. The details are omitted here, because they do not contribute to
the understanding of the method.
Another, already mentioned, opportunity to solve this problem is an LP-
solver. Since we were interested in the performance of the adapted algorithm,
this algorithm was compared with the commercial solver CPLEX.
The rst experiment was made with an example with 25 thermal units, 8
pumped hydro storage plants, 40 time periods, and 1 scenario. The led to an
LP with 2952 columns, 3720 rows and 9624 nonzero elements of the constraint
matrix.
CPLEX-Function Pricing-Strategies primal/dual
-1 0 1 2 3 4
simplex/primal 60.79 63.83 91.05 129.92 124.39 77.71
simplex/dual 50.82 46.56 51.79 65.69 51.35
baropt 16.0
hybbaropt/primal 18.41 18.31 18.31 33.2 18.3 18.23
hybbaropt/dual 18.82 18.38 41.42 74.49 18.3
hybnetopt/primal 55.53 56.17 76.92 115.44 105.82 59.04
hybnetopt/dual 62.9 62.42 62.73 75.86 62.96
Table 4.1: Computation time in seconds of CPLEX for the small example
The computation time of the adapted algorithm was 1.85 seconds. The com-
mercial solver CPLEX oers a lot of dierent algorithms and options for solving
LP problems. Table 4.1 shows the corresponding computation times. The pric-
ing strategies are options for the primal and the dual simplex solver. This table
shows, that the best method within CPLEX for the economic dispatch problem
is the barrier method. The simplex methods take at least twice as long, whatever
options are used.
The small example gave a rst hint that the barrier method would be the
appropriate CPLEX solver to the economic dispatch problem. Table 4.2 shows
the computation times of an example with the same conguration, but 192 time
periods. This corresponds to an LP-problem with 14 200 columns, 17 856 rows
and 46 256 non-zeros of the constraint matrix. The ECDISP algorithm took 50.95
seconds to solve the problem. Again, the barrier method was the best CPLEX-
method | however, the adapted method was still faster than the general method
for LP-problems.
The tables 4.1 and 4.2 justify that the adapted method should be compared
with the barrier method. The results of further experiments are displayed in table
4.3. In the rst column the number of scenarios are located. They correspond to
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CPLEX-Function Pricing-Strategies primal/dual
-1 0 1 2 3 4
Simplex/primal 1232.47 1188.4 1918.15 2664.14 2440.7 1696.9
Simplex/dual 1086.18 946.24 1103.48 1466.54 1083.8
baropt 94.78
hybbaropt/primal 114.71 114.32 114.36 486.55 114.45 114.35
hybbaropt/dual 115.08 114.69 693.03 1424.86 114.84
hybnetopt/primal 957.66 910.39 1298.03 2252.83 1960.93 1162.68
hybnetopt/dual 1393.82 1253.76 1412.06 1833.96 1392.3
Table 4.2: Computation time in seconds of CPLEX for the bigger example
Scen. Nodes ct(ECDISP) ct(CPLEX) adv
1 168 6.96 46.31 6.65
2 252 11.02 64.35 5.84
3 336 18.69 97.61 5.22
4 392 41.25 150.37 3.65
5 462 29.48 162.47 5.51
6 504 37.17 228.76 6.15
7 588 47.93 206.00 4.30
8 630 40.06 249.56 6.23
9 687 43.09 305.43 7.09
10 723 61.59 289.79 4.71
11 792 67.17 500.30 7.45
12 828 95.57 356.88 3.73
13 930 86.73 461.54 5.32
14 966 116.81 534.78 4.58
15 1035 98.04 569.18 5.81
16 1071 107.79 529.14 4.91
17 1036 117.42 620.65 5.29
18 1064 103.33 504.41 4.88
19 1120 91.63 1720.33 18.77
20 1148 111.31 768.21 6.90
21 1232 131.94 243.27 1.84
22 1260 128.18 794.93 6.20
Table 4.3: Ratio of the computation times of CPLEX to ECDISP
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a certain number of nodes of the scenario tree that are to be found in the second
column. The next 2 column are the computation times of ECDISP and CPLEX.
The last column displays the ratio of the computation time of CPLEX to that
of ECDISP. It seems that ECDISP is about 5 to 6 times faster than the barrier
method. The computations were done on a SUN workstation with 160 MByte
memory and CPLEX 4.0 was used. It was not possible at this time to extend this
comparison to examples with more than 22 scenario, because CPLEX ran out of
memory. Figures 4.20 and 4.21 shows the numbers for test runs with ECDISP
alone.
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Figure 4.20: Number of ECDISP iterations against the number of scenarios
The number of iterations grows almost linearly with the number of scenarios.
This can be explained by the fact, that the ECDISP method is a descent method.
The number of facets, which a descent method has to cross, grows with the
dimension. Since the scenarios are loosely coupled, i.e. at 1 node of the scenario
tree, the number of facets grows almost linearly.
The same applies to the computation time. Figure 4.21 shows, that the com-
putation time grows almost linearly with the number of scenarios.
4.7 Numerical Results
The solvers for subproblem discussed in the previous sections are combined to a
compound algorithm, which can solve the problem 2.1 up to nearly optimality,
and in addition can provide a stochastic solution for that problem.
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Figure 4.21: Computation times against the number of scenarios for the ECDISP
algorithm
The data interface for the program are ASCII-les | the input les describe
the conguration of the hydro-thermal power generation system and the load
forecast, while the output les contain the schedules of all units and hydro plants.
The ow chart 4.22 shows in which order the sub-algorithms are executed.
The upper part contains a cycle with an exit point, which is denoted by the
question \ Dual optimality reached?". Here, the dual problem 2.4 is solved with
a certain accuracy. The computation time of this part is denoted by ct(NOA) in
table 4.7.
The FORTRAN-routines of NOA 3.0 were encapsulated into C++-
classes. The user-supplied function usefun, used in NOA 3.0 for func-
tion evaluations, wraps the FORTRAN-call into calls of C-functions.
This approach made it possible to use FORTRAN for the computation
of the dual function and C++ for the solutions procedures of the sub-
problems, which must have access to data stored in C++-structures.
In distinction to the suggested use of NOA 3.0 (cf. [Kiw94]) the pack-
age was used as a subroutine instead of as a program, because the
maximization of the dual function is just a part of the compound al-
gorithm. Since speed was one of the major aims, the problem setup
was done by a C++-part and a slightly modied subroutine of the
FORTRAN-package was called with prepared arguments.
The descent method for the storage subproblems runs directly
on the global data structure, which had suitable structure for this
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algorithm. In each call by the usefun-function of NOA 3.0 the descent
method starts with the last point of the previous iteration as a starting
point. During the last iterations of the dual algorithm the Lagrange
parameters do not change much. This leads to a small number of
iterations of the descent method, since the last point of the previous
iterations seems to be a good approximation of the optimal solution.
The stochastic dynamic programming algorithm traverses the sce-
nario tree and the corresponding dynamic programming graph in var-
ious ways. It turned out, that the pointer structure of the scenario
tree is not suitable for the forward and backward iterations of the dy-
namic programming algorithm. Here, a separate data structure was
used instead of in-place-operations. The initialization of the stochas-
tic dynamic programming structure contains the following steps:
1. Setup of a full stochastic dynamic programming graph, which
bases on the scenario tree. This results in a graph like in Figure
4.8.
2. Marking forbidden nodes as dead nodes, like the marked nodes
in Figure 4.10.
3. Coloring the graph as described in Section 4.3 in order to nd
the irreducible graph.
4. The stochastic dynamic programming graph is reorganized such,
that there exist just nodes of the irreducible graph.
5. Since online nodes of the programming graph that correspond to
the same node of the scenario tree have a common node weight, a
separate data structure containing the node weights was added.
6. Arc weights are the startup costs. These costs do not depend on
the dual parameters. Therefore, these weight are assigned to the
arcs during the initialization.
7. Data structures, used to support the forward and backward it-
erations, and storage for the ags and auxiliary values for the
stochastic dynamic programming algorithm are added.
In each stochastic dynamic programming call, the dual values are
translated into node weights and stored into the corresponding places.
Then, the basic stochastic dynamic programming algorithm is called.
This routine ends with optimal values stored in the auxiliary data
structures. They are evaluated and the corresponding results are
stored within the global data structure.
The observation was made, that a common data structure for all
algorithms leads to access problems. In former implementations of the
dynamic programming algorithm it happens, that several values were
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only accessible by indirect links, i.e. c[i[n]] = a[b[n]] + d[k[n]]. Our
experience gave, that in increase of computation time for copying data
is paid o by a more eective access to data within the sub-algorithm.
In our implementation the stochastic dynamic programming does not
essentially contribute to the computation time.
The next part forms the stochastic Lagrangian relaxation. This methods uses a
perturbation analysis in order to x as many binary variables as possible. The
implementation follows exactly the description given in Section 4.4.
The lower part describes the facet search method. Here, the solver for the
economic dispatch algorithm is called for each examined schedule. As proposed at
the end of Section 4.4 the sequence starts with as many units online as possible.
Note, during this facet search all units/time-periods remain unchanged, once they
are xed during the Lagrangian reduction.
# of sc. nodes ct(NOA) ct(
P
) bound for d. gap
1 168 10.14 16.38 0.203
2 193 14.31 25.44 0.179
2 269 29.34 40.14 0.387
3 276 25.64 62.76 0.106
4 275 30.64 53.26 0.331
5 542 64.73 101.41 0.193
8 739 80.81 180.60 0.246
10 983 127.45 229.56 0.712
13 900 111.28 2281.31 1.009
17 1786 277.84 733.36 0.446
21 2098 350.84 530.64 0.389
24 2175 373.75 694.7 0.833
27 2208 379.63 8349.38 0.729
31 2558 523.10 9791.48 1.033
32 2173 359.14 3337.28 0.657
33 2241 482.03 4074.91 0.345
34 3043 496.72 1498.72 0.948
37 2823 459.60 7776.40 1.013
39 3848 874.25 4091.57 0.818
Table 4.4: Results for the compound algorithm, computation times (ct) are in
seconds, ct(
P
) denotes the computation time for the whole algorithm
Table 4.7 shows the computation times for test problems with dierent num-
bers of scenarios. The second column shows the number of nodes within the
scenario tree. The dimension of the dual problem is twice this number. All dual
problems were solved using 200 subgradients and an optimality tolerance of 10
 5
.
The third column shows the computation time for the dual problem, while the
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Figure 4.22: Flow Chart for the Complete Algorithm
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next column shows the time consumption for the compound algorithm. The last
column shows the computed bound for the duality gap. This bound is computed
as:
b :=
v(x^)  v
D
v
D
; (4.45)
where v(x^) denotes the primal value of best solution, and v
D
denotes the optimal
value of dual problem. The dual gap itself is
g :=
v
P
  v
D
v
D
; (4.46)
where v
P
denotes the value of the optimal primal solution. Since exact method
for the primal stochastic problem are not known, the gap cannot be determined.
However, one is interested in the gap between the found primal solution and the
optimal solution. Again, the proposed method provides an upper bound:
v(x^)  v
P
v
P

v(x^)  v
D
v
D
: (4.47)
Thus, the last column of table 4.7 certies, that the best solution found during
the facet search is at least 0:5% close to the optimum. Assuming, that there exists
a gap between the optimal primal value and the optimal dual value, small upper
bounds for the gap give rise to the assumption, that the facet search has found
the optimal solution
4
.
Some examples of table 4.7 show a larger bound for the duality gap. This
fact coincides with a high amount of computation time. Numerical experiments
have shown, that the number of economic dispatch problems, which are solved
during the facet search of these problems, is very high. This is possible only, if
the perturbation analysis within the Lagrangian reduction could not determine
a suÆciently large number of xed binary variable. Then, there are too many
variables free for the facet search, which leads to a long sequence and to high
computation times. Since the success of the Lagrangian reduction method de-
pends heavily on the accuracy of the dual parameters, the problems should be
solved again with a higher accuracy for the dual part.
Figure 4.23 shows the plotted results of a test run with real-life data. The
hydro-thermal system comprises 25 thermal unit and 7 pumped hydro storage
plants. The data of this conguration were provided by Vereinigte Energiewerke
VEAG Berlin. The scenarios were constructed
5
by the following approach (cf.
[GKNRW99]):
 Time Series Analysis: Fitting of a special class of non-stationary linear time
series models (SARIMA) (cf. [BD96, TSP95])
4
However, this assumption cannot be proved.
5
This work was done by my colleagues Dr. N. Gr

owe-Kuska and I. Wegner
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Figure 4.23: Real life example with forecast scenarios
 Construction of an initial scenario tree (cf. [Weg99]).
 Optimal reduction of the initial tree to a numerically tractable size on the
base of certain Fortet-Mourier-metrics.
During the rst 40 hours the forecast is almost exact. This is represented by
common values for all scenarios. The decrease of information about the future
realization of the demand leads to an increasing number of dierent scenarios.
At time period 40 the uncertainty is represented by 2 scenarios. Here, the
decision process anticipates the future and leads to dierent schedules for the
scenarios. In one scenario thermal unit are kept in operation and that energy is
used to pump water uphill. The same situation can be observed at time periods 75
and 105. This stored amount of water is then used during the weekend (115 165).
Here, the thermal output of the system does not vary as much as the demand.
Generally, the pumped hydro storage plants are used to:
 keep the thermal units in eÆcient region of operation,
 prevent a cycling operation of the unit or
 to cover load peaks.
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Note, the output of the compound algorithm should give just hints on neces-
sary decisions, which have to be made right now. The schedules for a weekend,
which are a result of a program run on a Monday, are neither optimal nor even
feasible. Instead, the solution of problem 2.1 provides explanations, how future
unknown events should be anticipated.
For example, reading Figure 4.23 leads to the insight, that a thermal unit
should be kept online during time periods 42   47, if the demand is above a
certain level at the hour 42, because it is very likely, that the demand is higher
than normal some 40 hours later. Using water, which was stored during 42  47,
the demand can be covered by an increased operation of the pumped hydro
storage plants.
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Conclusions
This thesis has treated a model for the cost optimal power scheduling of a hydro-
thermal system under uncertainty of electricity demand. The model was solved
by the application of stochastic Lagrangian relaxation. This approach consists in
a \stochastic version" of the classical Lagrangian relaxation idea ([Lem92]) that
is very popular in power optimization ([BLSP83, FK98, GMR
+
97, LR96, SF94,
WW96, ZG88]). In dierence to the application of Lagrangian relaxation to the
deterministic graph-equivalent ([BLRS99]) the stochastic Lagrangian relaxation
yields a dierent (stochastic) scalar product of the stochastic Lagrange multipliers
and the left-hand side of the relaxed constraints. The numerical results justied
such a modication, because the authors of [BLRS99] had to use a preconditioner
in order to avoid ill-conditioning of the dual problem.
Due to the relaxation of unit coupling constraints, the mixed-integer multi-
stage stochastic linear program with xed dual parameters decomposes into a
number of stochastic subproblems of lower dimension. Since only few constraints
were subjected to the relaxation, the non-dierentiable dual problem is of lower
dimension, too.
In the presented approach the treatment of stochasticity is delayed until the
solution of the subproblems. Due to the common measurability of the decision
variables and the Lagrange parameters the stochastic subproblems have coun-
terparts in a deterministic framework | as there are network ow problems and
deterministic unit commitment. In this Ph.D. work a descent method for stochas-
tic storage problems and a dynamic programming algorithm adapted to stochastic
programs were developed. These solution methods can handle the stochasticity
without an essential impact on the computation times. Therefore, the delayed
treatment of the stochasticity is one of the major advantages of the stochastic
Lagrangian relaxation.
The solver for the dual problem just provides marginal prices for the relaxed
constraints. In this paper a new heuristics is developed that bases on the interplay
of dual parameters and the corresponding set of preferred primal points. The
heuristics performs a search along a certain path through this set. At each point
an economic dispatch problem is solved by an iteration method using the last
solution as a starting point. The design of the economic dispatch solver as an
iteration method allows the evaluation of a sequence of schedules without solving
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each problem from scratch. It was shown, that the evaluation of a sequence leads
to better numerical results than a search for a feasible point. That is the price
that has to be paid for the presence of pumped hydro storage plants.
The heuristics developed in this paper is able to return a stochastic solution for
the optimization of a hydro-thermal power generation system under uncertainty.
It was compared on deterministic problems with a compound heuristics developed
by the authors of [DGM
+
97]. It was shown, that the new heuristics needs more
computation time, but can provide tighter bounds for the duality gap.
The author of [Fel97] utilizes a dierent heuristics for deterministic problems.
This heuristics bases on the twice-dual problem. The Lagrange parameters corre-
sponding to the active set strategy within the bundle method are used to derive
some \probabilistic" schedules (u
it
2 [0; 1]). Variables with value in (0; 1) corre-
spond to schedules, which are neither dual preferred to be online nor preferred to
be oine in the framework of this thesis. In [Fel97] a sampling method is applied
in order to x the binary variables, while in this paper a search along a path is
carried out.
In the paper [BLRS99] numerical results are reported for a stochastic power
scheduling problem of a hydro-thermal system. The considered system comprises
57 nuclear power plants, 15 hydro-valleys and about 60 thermal units. The
solution method bases on the Lagrangian relaxation of the deterministic graph-
equivalent and provides marginal prices as a result.
A stochastic model is also focused in [TBL96]. First, the problem is decom-
posed into single scenario problems that are solved by Lagrangian relaxation and
dynamic programming. The outer progressive hedging procedure restores the
nonanticipativity. When a feasible point is obtained during the iterations, then
the duality gap is calculated. If the number of iterations exceeds a certain limit
or the duality gap is below a threshold, the latest feasible solution is reported
as the result. The same model is solved in [TKW97], but incorporating fuel
constraints and spot prices. The approach is similar to that in [BLRS99], i.e.
Lagrangian relaxation of the deterministic graph-equivalent. The stochastic sin-
gle unit problems are similarly solved as in the present thesis. However, time
dependent startup cost are not included in that paper. For updating the stochas-
tic Lagrange parameter a subgradient method with a quadratic approximation of
the dual function instead of a line-search method was used.
The numerical results in the this thesis have shown that the stochastic La-
grangian relaxation method successfully solves the stochastic power scheduling
problem. In dierence to the mentioned papers, the cost function of the thermal
systems was piecewise linear, while the startup costs may depend on the dura-
tion the unit was down. The Lagrangian heuristics bases on the interplay of dual
and primal variables and can provide a primal solution with a reasonably good
objective value with a certicate of mostly less than 0.5 %.
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Notations
For convenience the most used notations of this paper are given here.
Sets
Together with the sets their corresponding indices are presented.
1; : : : ; I set of indices i for thermal units,
1; : : : ; J set of indices j for pumped hydro storage plants,
1; : : : ; T set of indices t for time periods,

 set of random events !, (
;A;P) is the corresponding probability space,
A a -eld on 
,
F a ltration, i.e. a increasing sequence of -elds on 
: F = fA
t
g
T
t=1
,
[!]
t
 
 equivalence class of ! at time t,
V set of nodes v = ([!]
t
; t) of the scenario tree,
E set of arcs e = (v; v) of the scenario tree,
2
A
the power set: 2
A
= fBjB  Ag,
(R;B) the space of real numbers and the family of Borel-sets.
Variables, Constants, Data, and Abbreviations
!;  2 
 random events,
k = ([!]
t
; t) 2 2


 f1; : : : ; Tg a node in the scenario tree,
u
t
i
: 
! f0; 1g binary decision for the thermal unit i and time period t, 1 means
the unit is online, while 0 denotes the oine state,
p
t
i
: 
! R output level of thermal unit i and time period t,
s
t
j
: 
! R output level of hydro plant j and time period t,
w
t
j
: 
! R the amount of energy used by the pumped storage hydro plant j in
the time period t for pumping water uphill,
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lt
j
: 
! R the storage level of hydro plant j in the time period t,
d
t
: 
! R the random demand of electricity,
r
t
: 
! R the requested spinning reserve,

t
: 
! R
+
the dual parameter to the demand constraint in time period t,

t
: 
! R
+
the dual parameter to the reserve constraint in time period t,

k
the probability of node k, i.e. 
k
= P ([!
k
]
t
k
),
bold variables like d; r;p;u; s;w; l;x;; denote the corresponding stochastic
variable without mentioning the argument !.
Functions
FC
i
: f0; 1g  R ! R fuel cost function of unit i,
SC
t
i
: f0; 1g
T
! R start-up cost function of unit i in time period t
D : R
T
 R
T
! R the dual function,
^
D
i
: R
T
 R
T
! R the part of the dual function according to thermal unit i,
~
D
j
: R
T
 R
T
! R the part of dual function according to storage plant j,
Succ(k) : V ! 2
V
the set of all immediate successors of the node k.
Terms
scenario A scenario is just an element ! of the abstract probability space 
.
g-subtree A generalized subtree (short g-subtree) is a graph (V
0
; E
0
), which
is a subgraph of a certain graph (in this paper the scenario tree) , i.e.:
(V
0
; E
0
)  (V;E), and which is a tree for itself. The dierence to the well-
known subtree is, that the leaves of a g-subtree do not have to be leaves in
the originating tree.
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