We show the short-time existence and uniqueness of solutions for the motion of an evolving hypersurface in contact with a solid container driven by the volume-preserving mean curvature flow (MCF) taking line tension effects on the boundary into account. Difficulties arise due to dynamic boundary conditions and due to the contact angle and the non-local nature of the resulting second order, nonlinear PDE. In addition, we prove the same result for the Willmore flow with line tension, which results in a nonlinear PDE of fourth order. For both flows we will use a Hanzawa transformation to write the flows as graphs over a fixed reference hypersurface.
Introduction
This paper is devoted to two-dimensional evolving hypersurfaces Γ in R 3 that are brought in contact with a solid boundary and which move under a geometrical flow taking line energy effects at the boundary into account. In many physical systems interfaces evolve in order to decrease surface area or energies involving the curvature of the surface. If mass is conserved the enclosed volume has to be preserved as for example in attachment limited kinetics, see [TC95] . If such a surface gets into contact with some fixed impermeable boundary ∂Ω the occurring contact angle is mainly determined by the material constants which involve the surface energies of the interfaces involved. But in particular on small length scales a second effect is entering the scenery, namely the line tension (cf. Section 1 of [BLK06] ). This effect penalizes long contact curves and forces the drop or bubble to roll off the boundary. Mathematically line tension effects have been studied in the stationary case by Morgan, Taylor and Cook (cf. [Mor94a] 
, [Mor94b], [MT91], [Coo85]).
The geometric evolution law that we want to consider is
which is known as the volume-preserving mean curvature flow (MCF), see [Hui87] , and is a simplified model for interface motion under a volume constraint. During this motion it is often unnatural to prescribe the boundary curve or the contact angle since an arbitrary drop or bubble, which is brought in contact with a solid container, will not instantly have a boundary curve or contact angle that is energetically minimal. Instead of doing so, we will impose dynamic boundary conditions to allow the contact angle to change and the boundary curve to move. We will prove in Theorem 3.13 that for a sufficiently smooth initial droplet there is a small time interval in which we can guarantee that the initial droplet can evolve following the rules of this motion.
Biomembranes, such as the surface of a red blood cell, however, are related to the so called Helfrich energy (cf. [Can70] and [CV12] ). The Willmore energy can be viewed as the easiest example of the Helfrich energy. Instead of minimizing their areas these hypersurfaces try to minimize their bending energies, which results in the Willmore flow
Here the motion of a surface proportional to the Laplace-Beltrami operator of the mean curvature plus some lower order curvature related terms. Including the wetting and line tension effect on the boundary we will again show well-posedness for sufficiently short times in Theorem 5.10.
In Section 2 we describe the general setting and introduce the notation that will be used. After presenting the preliminaries we will move on to investigate the volume-preserving MCF of an evolving hypersurface with line tension effects on the contact curve. This motion will be governed by nonlinear PDEs of second order, which we will linearize around a fixed reference hypersurface. Section 3 is devoted to the proof of the existence of solutions of the MCF for sufficiently short times. We will achieve this goal by first considering the short-time existence of solutions of the linearized flow and then apply a fixed point argument to prove the same statement for the original nonlinear flow. The non-local nature of the volume-preserving MCF will give rise to some technical difficulties. After the consideration concerning the MCF, we will study the Willmore Flow in the same context in Section 4. The setting of the evolving hypersurface in contact with a container remains the same as before, but now the rules governing the motion of the hypersurface will be given as the Willmore flow. Again we will include line tension effects and boundary conditions of relaxation type. The resulting nonlinear PDE will be of fourth order, but purely local. The end of the section will be devoted to the linearization of the PDE. Following the same strategy as for the MCF we will prove the short-time existence of solutions for the motion driven by the Willmore flow in Section 5.
The volume-preserving MCF and its linearization 2.1 The mean curvature flow
In this section we consider the motion of an evolving hypersurface Γ = (Γ(t)) t∈I in R 3 driven by the volume-preserving mean curvature flow
V Γ (t) = H Γ (t) − H(t),
where V Γ is the normal velocity, H Γ is the mean curvature given as the sum of the principle curvatures and H(t) is the mean value of the mean curvature, defined as
H(t) := − Γ(t)
H Γ(t) (t, p) dH 2 := 1
1 dH 2 Γ(t) H Γ(t) (t, p) dH 2 .
Here, H(t) is exactly the right choice to make this flow volume preserving. More precisely, by calculating the first variation of the volume functional we see
1 dH 2 = 0.
The hypersurface shall evolve inside a container Ω and remain in contact with the fixed boundary ∂Ω. For two parameters a ∈ R and b > 0 we impose a dynamic boundary condition of relaxation type v ∂D (t) = a + bκ ∂D (t) + cos(α(t)),
where v ∂D is the normal boundary velocity of the contact curve, κ ∂D is its geodesic curvature with respect to ∂Ω and cos(α(t)) = n Γ , n D is the contact angle of Γ and D. The precise assumptions shall be introduced now. Let Ω ⊆ R 3 be an open, non-empty, connected domain with smooth boundary ∂Ω. Furthermore, let Γ ⊆ Ω be a connected, smooth hypersurface with boundary ∂Γ such that Γ ∪ ∂Γ is compact and ∅ = ∂Γ ⊆ ∂Ω. V ⊆ Ω denotes the region between Γ and ∂Ω and D shall be defined as D := ∂V ∩ ∂Ω. In particular, we have ∂D = ∂Γ. For a point p ∈ Γ we denote the exterior normal to Γ in p by n Γ (p), where the term "exterior" should be understood with respect to V . Analogously, for the normal n ∂Ω (p) for p ∈ ∂Ω, which coincides with n D (p) if p ∈ D ⊆ ∂Ω. Furthermore, for a point p ∈ ∂Γ we want to denote by n ∂Γ (p) and n ∂D (p) the outer conormals to ∂Γ and ∂D in p. In addition, we define the tangent vector to the curve ∂Γ by τ (p) := c ′ (t) |c ′ (t)| and its curvature vector by κ(p) :=
∂Ω
We assume throughout the whole paper
which will be crucial later on. The whole situation is sketched in Figure 1 .
, n ∂D (p)) form two righthanded orthonormal bases of R 3 in every point p ∈ ∂Γ if we choose the right orientation of c. Moreover, we note that { τ (p), n ∂Γ (p)} and { τ (p), n ∂D (p)} are orthonormal bases of T p Γ and T p D, respectively.
(ii) We have α = π 2 − β and
since all vectors have unit length.
̺(t, q)
The distance function ̺ Our first goal is to perform a Hanzawa transformation and write the evolving hypersurface as a family of graphs of a time-dependent distance function ̺ : [0, T ] × Γ * −→ (−ε 0 , ε 0 ) over a fixed reference hypersurface Γ * . This reference hypersurface Γ * is supposed to have the same properties as described above. The distance ̺(t, q) of a point q ∈ Γ * shall be measured in normal direction as indicated in Figure 2 , but this is not possible for a boundary point q ∈ ∂Γ * . In our situation we need some correction term to ensure that the evolving hypersurface Γ neither crosses ∂Ω nor detaches from it.
To this purpose we need to introduce a curvilinear coordinate system Ψ as invented by Vogel [Vog00]. We introduce this coordinate system now because with its help we can write an evolving hypersurface as a graph over the fixed reference surface Γ * .
For q ∈ ∂Γ * and w ∈ (−ε 0 , ε 0 ) with ε 0 > 0 sufficiently small there is a smooth function
Obviously, t(q, 0) = 0 and we can extend t smoothly to a function
such that t(q, 0) = 0 for all q ∈ Γ * . Next we will use a special coordinate system
where T : Γ * −→ R 3 is an arbitrary tangential vector field, that coincides with n ∂Γ * on ∂Γ * and vanishes outside a small neighborhood of ∂Γ * . By construction this curvilinear coordinate system satisfies Ψ(q, 0) = q for all q ∈ Γ * and Ψ(q, w) ∈ ∂Ω for all q ∈ ∂Γ * and all w ∈ (−ε 0 , ε 0 ). Moreover, we can choose ε 0 > 0 small enough so that Ψ is a diffeomorphism onto its image. The existence of such a curvilinear coordinate system is guaranteed due to (2.1) which is a result from [Vog00], where one can also find more technical details concerning this Ψ.
We define our evolving hypersurface Γ := (Γ ̺ (t)) t∈I via Γ ̺ (t) := Im(Ψ(•, ̺(t, •))) and observe that by our construction of Ψ we have Γ 0 (t) = Γ * for all t ∈ [0, ∞). We assume that ̺ is smooth enough such that all the upcoming terms are defined.
The precise flow that we want to consider is
This flow is motivated by the gradient flow of the energy functional
together with a constant volume constraint, where a, b ∈ R with b > 0 are given. If we vary the hypersurface by a smooth (2.8) and calculate the first variation of (2.6) we end up with
for some λ ∈ R and all ζ ∈ F(Γ), where we dropped the argument "p" for a more convenient notation. Searching for necessary conditions that a critical hypersurface of the energy (2.6) has to satisfy we end up with
This shows that a stationary hypersurface of the flow (2.4)-(2.5) is a critical point for the energy (2.6) and therefore a possible minimizer, for details we refer to [Mue13] .
In the following we want to linearize these two equations around ̺ ≡ 0. To this end we need some relations concerning the curvilinear coordinate system, which we will derive now. Whenever a star * is added to some of the previous terms, we mean the respective term for the hypersurface.
Let q ∈ ∂Γ * = ∂D * be fixed, U ⊆ R 3 be an open neighborhood of q and assume that F : R 3 −→ R is a smooth function describing U ∩ ∂Ω as zero-level-set, i.e.,
Then ∇F (q) ⊥ T q ∂Ω if ∇F (a) = 0 and w.l.o.g. we assume ∇F ∇F = n D * on D * -otherwise we replace F by −F . By the choice of Ψ we obtain for all q ∈ ∂Γ * 0 = F (Ψ(q, w)) = F (q + wn Γ * (q) + t(q, w)n ∂Γ * (q)) ∀ w ∈ (−ε 0 , ε 0 ).
Differentiating this equation with respect to w and setting w = 0 gives
Keeping the assumption (2.1) in mind one can rewrite this identity with the help of (2.2) to get
Hence we can write the vector ∂ w Ψ(q, 0) as
Utilizing (2.2) this shows that on the boundary ∂Γ * the vector ∂ w Ψ(0) has the following coordinates with respect to the two orthonormal bases introduced in Remark 2.1:
(2.13)
We note that the relation ∂ w Ψ(0), n Γ * = 1 does also hold in Γ * since 14) which is a fact used in Lemma 2.2 below.
Linearization of the MCF and the dynamic boundary condition
In this subsection we want to linearize the volume-preserving MCF as given by (2.4)-(2.5) around ̺ ≡ 0, which corresponds to a linearization around Γ * . This result will be distributed over several lemmas and uses calculations from [Dep10].
Lemma 2.2:
For all q ∈ Γ * and all t ∈ [0, ∞) we have
Proof: This follows in exactly the same manner as in the linearization of the normal boundary velocity in the upcoming lemma (cf.
[Mue13] for details).
Lemma 2.3:
For all q ∈ ∂Γ * and all t ∈ [0, ∞) we have
, we observe by the definition of the normal boundary velocity
and with the help of the product rule this leads to
where we used (2.13) in the last line.
Lemma 2.4:
For all q ∈ Γ * and all t ∈ [0, ∞) we have We fix a time t and for ε ∈ (−ε 0 , ε 0 ) we set
Obviously, these new hypersurfaces Γ are just renamed versions of the previous Γ ̺ (t) because Γ(ε) = Γ ε̺ (t). But now ε can be considered to be the time parameter of the evolution. We will write H Γ(ε) , V Γ(ε) , etc. for the terms of the evolving hypersurface Γ(ε)
ε∈ (−ε0,ε0) . In particular, an expression related to Γ evaluated for ε = 0 will result in the respective expression on Γ * , because Γ(0) = Γ * . With this new notation (cf. Lemma 3.5 from [Dep10]) we write
With the help of the transport theorem from the appendix of [GW06], the derivative of the area integral can be written as
and we observe
Evaluated in ε = 0 we get using (2.13)
Exactly the same calculations with
With the help of the transport theorem of [GW06] and Lemma 5.1 from [Dep10] the derivative of the curvature integral is
Using these variations we transform equation (2.16) as follows
Proof: Elementary calculations.
To be able to linearize the boundary condition we need the following lemma. 
and for all F (x) = q ∈ ∂Γ * and i ∈ {1, 2}
and for the fixed
Proof: (i) The first equation is a property of the curvilinear coordinate system as we constructed it. The second claim we obtain by differentiation.
(ii) Equation (2.12) for q = F (x) ∈ ∂Γ * . (iii) Using (ii) and (2.14) we get
Since ∂ i n Γ * lies in the τ * -n ∂Γ * -plane we see
where we used (2.13). (iv) With (i) and (2.19) we obtain
(v) By (i), (ii) and (2.19) we have
(vi) Similar to (v), where we use (iv) in addition, we get
(vii) Using the previous equations one observes
(viii) Analogously to (vii).
Lemma 2.9: For the linearization of the angle condition we have
where II Γ * and II D * are the second fundamental forms of Γ * and D * with respect to the normals n Γ * and n D * , respectively.
Proof: By the product rule we get 2.20) and the normal can be written as
For the vector
we get using Lemma 2.7 and Lemma 2.8(iv)
and consider the terms (1), (2) and (3) separately. With Lemma 2.8(vii)+(viii) we first observe
For the second term we obtain with Lemma 2.
Inserting this into (2.22) we get
Due to (2.21) we have to project this vector along the normal n Γ * and multiplying with n D * (q) this leads to
Finally for part (3) we use the curve
Then we have c(ε) ∈ ∂Ω for all ε ≥ 0, c(0) = q and c
* and due to (2.13) we get
Therefore we obtain
Writing n Γ * = sin(α)n ∂D * + cos(α)n D * and considering the fact that
In combination this leads to 
which is the desired statement.
Lemma 2.10: For the linearization of the geodesic curvature we have Proof: First we denote by
a parametrization of ∂Γ * and with
we denote a parametrization of ∂ Γ(ε), where Γ(ε) is the evolving hypersurface from the proof of Lemma 2.6. Choosing the orientation of c appropriately, we have
and particularly
Therefore we see
The weak formulation of this reads as
Before we can differentiate the equation with respect to ε we need some auxiliary equations, which are all obtained by simple calculations:
1. Let a(ε, s) be a quantity smoothly depending on ε and s. Then
where s(q) is the abbreviation for s(q) := c −1 (q) with q ∈ ∂Γ * .
2. If we denote with P the projection onto the n ∂D * -n D * -plane, we get by Lemma 2.7(ii)
3. Using the second auxiliary calculation we obtain
Using these auxiliary equations we can differentiate (2.25) with respect to ε and derive
Integration by parts yields the rewritten equation
We will now investigate the first integrand. Starting with
we project onto the n ∂D * -n D * -plane and differentiate with respect to s, which gives
This and the fact (n ∂D
In addition, (2.27) shows that the third integrand in (2.26) reads as
Inserting these two facts into (2.26) we obtain
Since ξ was chosen arbitrarily, we can again apply the fundamental lemma of the calculus of variation to end up with
We want to have an equation where ̺ is contained in every single term, therefore we rewrite the third term as
Finally, we have the desired expression
Combining the results from Lemma 2.2 to Lemma 2.10 the linearization of (2.4)-(2.5) is given by
where we have dropped the argument q for a more convenient notation and introduced f and g 0 to compensate for the difference between the linearized and the nonlinear operator as well as an initial condition. This linearization will be the starting point for the short-time existence of solutions of the MCF in the section to follow. In this section we will show that the flow (2.4)-(2.5) has a unique strong solution for short times. Our goal will be achieved by first considering solutions of the linearized flow (2.28)-(2.30) and then apply Banach's fixed point argument to transfer the short-time existence to the non-linear flow.
In a first step we want to show that for fixed T > 0 the flow 
Although the authors only consider domains in R n the results carry over to smooth manifolds. We would have to use a partition of unity and local coordinates several times, but for the sake of notation we skip these technicalities.
Dropping the argument q the operators and functions in our case read as
We note that the required condition "all B j and at least one C j are non-trivial" is satisfied. Moreover, in our case we have E := F := R, which are obviously of type HT since the Hilbert-transform is continuous on L 2 (R; R). we have to consider the setting that is called "case 1" in [DPZ08]. In our situation the required function spaces simplify to
where we have to assure 
p for the trace spaces. Therefore we assume p > 3. As the principle parts of the operators we obtain
To apply the theorems of [DPZ08] we have to check the respective assumptions. We remark that we can ignore the assumptions (LS − ∞ ) and (LS + ∞ ) due to the case l = 2m and furthermore we can also ignore assumptions (SD), (SB) and (SC), since we have assumed all involved surfaces and operators to be smooth enough. Now we only have to revise the ellipticity assumption (E) and the Lopatinskii-Shapiro condition (LS).
To prove that condition (E) is satisfied let t ∈ J, q ∈ Γ * and ξ ∈ R 2 with ξ = 1. Then we see
In order to check condition (LS), the finite dimension of E = F = R allows us to prove the equivalent condition that the desired ODE given by
has only the trivial solution (v, σ) = (0, 0) in
Thus let ξ ∈ R, λ ∈ C + with | ξ| + |λ| = 0. Then the ODE to be considered is
Equation (I) immediately shows that v(y) = c 1 e µy + c 2 e −µy with µ := λ + ξ 2 = 0. Since µ and −µ appear in v we can w.l.o.g. choose for µ the complex square root that satisfies ℜ(µ) > 0. There is no chance that ℜ(µ) = 0 due to the choice of λ and ξ. Since we require v ∈ C 0 (R + ; R), one can see that c 1 = 0. Now (III) shows c 2 = v(0) = σ. As demanded in condition (LS) we identify the positive part of the last coordinate axis with the inner normal to ∂Γ * , i.e., −n ∂Γ * = ( 0 1 ). With this identification (II) reads as
This shows that we have
which is either the case for σ = 0 or if
This is not possible since ℜ(λ + b sin(α(q)) ξ 2 ) ≥ 0 whereas − sin(α(q)) 2 λ + ξ 2 has negative real part due to ℜ(µ) > 0. This leads to σ = 0 and hence to v ≡ 0, which is the desired condition (LS).
Upon having proved all assumptions of [DPZ08], we can state our first theorem.
Theorem 3.1: Let 3 < p < ∞, J := [0, T ] and the spaces be defined as in (3.4). Then the problem
has a unique solution (u, ρ) ∈ Z u × Z ρ if and only if
Proof: Follows from Theorem 2.1 in [DPZ08] applied to our specific case.
From this theorem we deduce a corollary that gives us the existence and uniqueness of solutions of the flow (3.1)-(3.3) on each finite interval.
Corollary 3.2: Let 3 < p < ∞, J := [0, T ] and the spaces be defined as in (3.4). Then (3.1)-(3.3) has a unique solution
Proof: Follows from Theorem 3.1 with g 1 ≡ 0. Then the condition
can be ignored since on the one hand ̺ 0 | ∂Γ * ∈ πZ ρ = W Now we want to move on to the more important considerations about the non-local part, which we ignored in (3.1)-(3.3), but has to be included for the flow (2.28)-(2.30). The basic ingredient will be a perturbation result of semigroup theory and the time-independence of the operators A, B 0 , B 1 , C 0 and C 1 .
For a second theorem from [DPZ08] we have to define the operator
where the domain and codomain are Remark 3.5: For the same reason as in the proof of Corollary 3.2 we were allowed to erase the three conditions
from the original theorem in [DPZ08].
Short-time existence of solutions for the volume-preserving mean curvature flow
Now we want to prove the short-time existence of solutions of the non-linear flow
14)
where we have adopted the structure of the linearized PDE in Theorem 3.1. We will use the contraction mapping principle on the equation LΦ = (N Φ, Φ 0 ) to prove the desired short-time existence. To this end we define the functions Φ := (u, ρ) and Φ 0 := (u 0 , ρ 0 ), the spaces
the operator L : E −→ F × I as the left-hand side of (3.6)-(3.10) and for the right-hand side of the contraction mapping principle we define the non-linear operator N : E −→ F as
In order to apply the contraction mapping principle we need the following technical lemmas. 
Lemma 3.6: Let 1 < p < ∞ and J = [0, T ]. Then for all σ ∈ (0, 1) we have the following embeddings
Z u ֒→ W σ p (J; W 2(1−σ) p (Γ * ; R)), Z ρ ֒→ W σ( 3 2 − 1 2p ) p (J; W (1−σ)(3− 1 p ) p (∂Γ * ; R)), Y 0 ֒→ W σ( 1 2 − 1 2p ) p (J; W (1−σ)(1− 1 p ) p (∂Γ * ; R)), Z u ֒→ BU C(J; W 2− 2 p p (Γ * ; R)) ֒→ BU C(J; BU C 1 (Γ * ; R)),(3.
Remark 3.7:
The second embedding in (3.16) is only valid for p > 4 and will be crucial in the considerations to follow. This is the reason why we are forced to restrict the range of p from p > 3 in Theorem 3.1 to p > 4 in our final Theorem 3.13 below.
Later in our most important technical lemma we will deal with quasi-linear differential operators. For this purpose it is helpful to know that the spaces containing the second highest derivatives are Banach algebras (cf. Lemma 3.8). 
) and arrive at
Lemma 3.8: Let 4 < p < ∞. Then the spaces
which contain the first spacial derivatives of u and the first arc-length derivatives of ρ are Banach algebras up to a constant in the norm estimate of the product.
Proof: (i) First we use Lemma 3.6 to obtain
where we have used p > 4 in the second embedding. We use this embedding and the triangle inequality to prove for f, g ∈ ∇
in a straight forward manner.
(ii) Consider Lemma 3.6 to obtain
where we used p > 4 in the second embedding. Combining this with the product rule one proves for f, g ∈ ∇ 1 Z ρ via direct estimates
Further details can be found in [Mue13] .
Lemma 3.9:
Proof: The linearization we calculated in Section 2.2 is indeed the Fréchet derivative as we will see later in this proof. Our first goal is to show
For r > 0 small enough all the terms appearing in F and G are well-defined and the linear parts of F and G can be omitted since
) and A is of second order in space.
•
dt is of first order in time.
• •
) because of Lemma 3.6(i) with σ = 1 2 and B 0 is of first order in space. This leads to
and by (A.24) in [Gru95] the trace operator γ 0 maps as follows Next we want to turn our attention to the two velocities in F and G. We first remark
since J is compact, ∂ w Ψ is continuous up to the boundary and since we have assumed 0 < α < π. Hence we obtain
Similarly we get for the normal boundary velocity v ∂Γ (ρ)
) for some ε > 0 by Lemma 3.6. This proves v ∂Γ (ρ) Y0 < ∞. Now we consider the angle term and the constant a. Since J, ∂Γ * and Γ * are bounded and
we conclude n Γ (u), n D (u) Y0 < ∞ which follows from the same estimates and embeddings as in Lemma 3.8(ii) and a Y0 < ∞. Finally, we look at the remaining curvature terms. Due to Lemma 3.6 we see that |u(t, q)| and |∇ Γ * u(t, q)| remain bounded. This shows that for a maybe even smaller r the first fundamental form of all the hypersurfaces in the family (Γ ̺ (t)) t∈J is not degenerated. Because of the facts that on the one hand H Γ (u) depends linearly on the second space derivatives of u and on the other hand the coefficients, that involve only u and its first derivatives, are bounded as seen above, we get
For the non-local mean integral we first take a look at the area. Surely,
1 dH 2 depends continuously on t ∈ [0, T ]. Therefore, we obtain 0 < c ≤
where J is some determinant term that includes no second or higher order derivatives of u. Thus, the integrand depends linearly on the second space derivatives of u and the coefficients are bounded. The same argumentation as above finally leads to
To estimate the geodesic curvature we observe
. By usual Sobolev embeddings and the assumption p > 4 we get in addition
and hence |ρ(t, q)|, |∂ σ ρ(t, q)| and |∂ 2 σ ρ(t, q)| remain bounded. The smooth dependence of κ ∂D (ρ) on ρ shows κ ∂D (ρ) Y0 < ∞ in the same way as for v ∂Γ (ρ). This finally completes the proof of
Here we note that we have calculated in Section 2.2 the first variations of the parts of N . We will denote these variations by the prefix δ. Assuming the Lipschitz continuity of δ Φ N leads us to the Fréchet differentiability. Therefore for N ∈ C 1 (B E r (O); F) the Lipschitz continuity of δ Φ N remains to be proven. To simplify the formulas we look at each term in each component of N separately. Starting with H Γ we know that we can write
with a α , b ∈ C 3 (U ) and U ⊆ R × R 2 a closed neighborhood of 0. Linearizing this we obtain
for u, u ∈ B r (0). This Lipschitz condition can be seen via
where we have used Lemma 3.8. Because of
Moreover, in the same manner as for the linear parts A, B 0 , B 1 , C 0 and C 1 we prove Id L(Zu,X) < ∞, ∇ Γ * L(Zu,X) < ∞ and ∂ α L(Zu,X) < ∞ for |α| = 2, which enables us to continue the inequality above as follows
This shows Lipschitz continuity of
. Similar considerations can be made for κ ∂D , V Γ and v ∂D . Also in the same manner we see that the angle term
into account we have for the trace operator
which is equivalent to γ 0 :
. As seen before the integral mean of the mean curvature has the form
where J is some determinant term. Hence we can write
with a α and b similar to the considerations for H Γ , simply including the terms J(u, ∇ Γ * u) and
. With the same estimates as for H Γ we obtain
is Lipschitz continuous and H ∈ C 1 (B r (0), X). All of these continuity statements show N ∈ C 1 (B 
Lp(J)
.
Using Gauss' theorem for hypersurfaces we can write the first integral as a lower order boundary integral. Choosing q > p arbitrarily and r > p such that
r and utilizing Hölder's inequality we can continue the estimate above as follows
Lr(J)
Using these three facts we see
q . For more details on this proof we refer to [Mue13] .
Remark 3.10: (i) An important fact for the following considerations is that L is an isomorphism. We do not need to consider the condition g 0 (0) − B 0 (D)u 0 − C 0 (D ∂ )ρ 0 ∈ π 1 Z ρ in Theorem 3.1 due to the same arguments as in the proof of Corollary 3.2. Moreover, B 1 (D)u 0 + C 1 (D ∂ )ρ 0 = g 1 (0) can be dropped, because g 1 ≡ 0 and (u 0 , ρ 0 ) ∈ I. Due to Theorem 3.1 L is an isomorphism between E and F × I.
(ii) Although we have not indicated this dependence so far, the spaces E and F actually depend on T and should have been better denoted by E T and F T . The same is true for the operators L and N . The justification for this notational inexactness will be given in the following Lemma. This will be the first and also last segment where we will use the exact notation to indicate the dependence on T .
In order to get the norm estimates uniformly bounded in T , we choose the norms on E T , Y T , F T as follows:
where X is normed in the standard way. = f and f
There exists a bounded extension operator from E T to E T0 , i.e., for all Φ ∈ E T there is some
where the trace in
. We obtain a unique
and have the estimate (ii) We know that for (f, Φ 0 ) ∈ F T × I there is a unique solution Φ ∈ E T of L T Φ = (f, Φ 0 ). We use the extension f ∈ F T0 from (i) to obtain a unique solution Φ ∈ E T0 such that L T0 Φ = ( f , Φ 0 ).
Comparing Φ and Φ we see by the uniqueness that Φ [0,T ] = Φ holds. Therefore we obtain the following estimate
where it is important to note that c(T 0 ) only depends on the fixed T 0 but not on T .
where L T ≤ c follows from direct estimates since the coefficients are uniformly bounded.
(iv) Via the extension from (iii) we see
. Therefore we get for the norms the following estimate
This leads to DN
The two recently proven lemmas are the main tools for the application of the contraction mapping principle. 
We set X r := Φ ∈ B E r (O) | Φ(0) = Φ 0 . By Lemma 3.11(iv) we can choose r > 0 independent of T such that
Then we see that for all T ∈ [0, T 0 ] we have
Before stating the main estimate we have to look at N (O) F . Here we observe that
0. This fact and Lemma 3.9 show that for a sufficiently small time interval [0, T ] we get N (O) F ≤ ε and DN [O] L(E;F) ≤ ε for arbitrarily small ε > 0. We use these facts in the estimate
To see that K is contractive, we use Lemma 3.9 again and observe that for all Φ 1 , Φ 2 ∈ X r the following holds
Choosing T smaller than
2 Φ 1 − Φ 2 E and therefore K : X r −→ X r is a contraction and the assertion follows from the contraction mapping principle.
Transforming this statement into our original situation we can establish the following theorem. Theorem 3.13: Let T > 0 be sufficiently small and 4 < p < ∞. Then there exists an ε > 0 such that for each ̺ 0 ∈ πZ u with ̺ 0 | ∂Γ * ∈ πZ ρ and ̺ 0 πZu + ̺ 0 | ∂Γ * πZρ < ε there exists a unique solution ̺ ∈ Z u with ̺| ∂Γ * ∈ Z ρ of the system
Remark 3.14: Although it seems as if we would require smallness of the time interval and the initial hypersurface parametrized by ̺ 0 , this is actually not the case. We can start the evolution with rather general initial surfaces.
where K Γ is the Gauss curvature of Γ.
We have already linearized some parts of this flow in Section 2.2 and will now only calculate the highest order derivatives of the remaining parts as we have seen in Section 3.1 that only these are important for the short-time existence. Therefore, we will not compute the lower order terms like K Γ , whose linearization obviously contains only first and second order derivatives of ̺.
For the next linearization of ∆ Γ H Γ we need to indicate the dependence of the operator ∆ Γ on ̺. Following the notation of [Dep10] we transform the surface gradient ∇ Γ̺(t) and the LaplaceBeltrami-Operator ∆ Γ̺(t) onto the reference surface Γ * using the pullback metric. The operators then read as
where
Lemma 4.1: The linearization of ∆ Γ H Γ has the form
where G 1 is a smooth function.
Proof: By the product rule we obtain
For ̺ ≡ 0 we obviously see ∆ 0 Γ * = ∆ Γ * and H 0 = H Γ * . In combination with Lemma 2.4 we have
The linearization of the Laplace-Beltrami operator applied to H Γ * contains at most second order derivatives of ̺ and the claim follows. (t, q) , where G 2 is a smooth function.
Lemma 4.2: The linearization of
Proof: First we decompose the desired expression using ∇ Γ0(t) H Γ0(t) = ∇ Γ * H Γ * and n ∂Γ0(t) = n ∂Γ * as follows
While the linearization of the conormal contains ̺ and its first derivatives, a closer look at the first term shows
where LOT stands for lower order terms that include at most second order derivatives of ̺. Using Lemma 2.4 again we see
This proves the desired statement. 
where F 1 and F 2 are smooth functions and we have suppressed the argument q again. Again we have to check some assumptions to apply the theorems of [DPZ08] . Due to the case l < 2m this time we can only ignore the assumptions (LS + ∞ ), (SD), (SB) and (SC), but have to check the assumptions (E), (LS) and henceforth (LS − ∞ ). For assumption (E) we let t ∈ J, q ∈ Γ * and ξ ∈ R 2 with ξ = 1. Then we see
For checking the condition (LS) we prove that the ODE given by has only the trivial solution in C 0 (R + ; R) × R for ξ ∈ R and λ ∈ C + with | ξ| + |λ| = 0. Now we will look at these equations step by step.
Equation ( 
