For unsupervised domain adaptation, the target domain error can be provably reduced by having a shared input representation that makes the source and target domains indistinguishable from each other. Very recently it has been shown that it is not only critical to match the marginal input distributions, but also align the output class distributions. The latter can be achieved by minimizing the maximum discrepancy of predictors. In this paper, we take this principle further by proposing a more systematic and effective way to achieve hypothesis consistency using Gaussian processes (GP). The GP allows us to induce a hypothesis space of classifiers from the posterior distribution of the latent random functions, turning the learning into a largemargin posterior separation problem, significantly easier to solve than previous approaches based on adversarial minimax optimization. We formulate a learning objective that effectively influences the posterior to minimize the maximum discrepancy. This is shown to be equivalent to maximizing margins and minimizing uncertainty of the class predictions in the target domainEmpirical results demonstrate that our approach leads to state-to-the-art performance superior to existing methods on several challenging benchmarks for domain adaptation.
Introduction
The success of deep visual learning largely relies on the abundance of data annotated with ground-truth labels where the main assumption is that the training and test data follow from the same underlying distribution. However, in realworld problems this presumption rarely holds due to artifacts such as the different types of noise or sensors, changes in object view or context, resulting in degradation of performance during inference on test data. One way to address this problem would be to collect labeled data in the test domain and learn a test-specific classifier while possibly leveraging the model estimated from the training data. Nevertheless, this would typically be a highly costly effort.
Domain adaptation, a formalism to circumvent the aforementioned problem, is the task of adapting a model trained in one domain, called the source, to another target domain, where the source domain data is typically fully labeled but we only have access to images from the target domain with no (or very few) labels. Although there are several slightly different setups for the problem, in this paper we focus on the unsupervised domain adaptation (UDA) with classification of instances as the ultimate objective. That is, given the fully labeled data from the source domain and unlabeled data from the target, the goal is to learn a classifier that performs well on the target domain itself.
One mainstream direction to tackle UDA is the shared space embedding process. The idea is to find a latent space shared by both domains such that the classifier learned on it using the fully labeled data from the source will also perform well on the target domain. This is accomplished, and supported in theory [3] , by enforcing a requirement that the distributions of latent points in the two domains be indistinguishable from each other. A large family of UDA approaches including [21, 19, 14, 1, 16, 35, 15, 28, 38, 18] leverage this idea (see Sec. 4 for more details). However, their performance remains unsatisfactory, in part because the methods inherently rely on matching of marginal, classfree, distributions while using the underlying assumption that the shift in the two distributions, termed covariate shift [56] , can be reduced without using the target domain labels.
To address this issue, as effective solution was proposed in [51] , which aims to take into account the class-specific decision boundary. Its motivation follows the theorem in [2] relating the target domain error to the maximal disagreement between any two classifiers, tighter than the former bound in [3] . It implies that a provably small target error is achievable by minimizing the maximum classifier discrepancy (MCD). The approach in [51] , the MCD Algorithm (MCDA for short), attempted to minimize MCD directly using adversarial learning similar to GAN training [20] , i.e., through solving a minimax problem that finds the pair of most discrepant classifiers and reduces their disagreement.
In this paper we further extend the MCD principle by proposing a more systematic and effective way to achieve consistency in the hypothesis space of classifiers H through Gaussian process (GP) [47] endowed priors, with deep neural networks (DNNs) used to induce their mean and covariance functions. The crux of our approach is to regard the classifiers as random functions and use their posterior distribution conditioned on the source samples, as the prior on H. The key consequence and advantages of this Bayesian treatment are: (1) One can effectively minimize the inconsistency in H over the target domain by regularizing the source-induced prior using a max-margin learning principle [63] , a significantly easier-to-solve 1 task than the minimax optimization of [51] which may suffer from the difficulty of attaining an equilibrium point coupled with the need for proper initialization. (2) We can quantify the measure of prediction uncertainty and use it to credibly gauge the quality of prediction at test time.
Although GP models were previously known to suffer from the scalability issues [47] , we utilize recent deep kernel techniques [27, 64] to turn the non-parametric Bayesian inference into a more tractable parametric one, leading to a learning algorithm computationally as scalable and efficient as conventional (non-Bayesian) deep models. Our extensive experimental results on several standard benchmarks demonstrate that the proposed approach achieves state-of-the-art prediction performance, outpacing recent UDA methods including MCDA [51].
Problem Setup and Preliminaries
We begin with the formal description of the UDA task for a multi-class classification problem.
Unsupervised domain adaptation: Consider the joint space of inputs and class labels, X × Y where Y = {1, . . . , K} for (K-way) classification. Suppose we have two domains on this joint space, source (S) and target (T), defined by unknown distributions p S (x, y) and p T (x, y), respectively. We are given source-domain training examples with labels
with no labels. We assume the shared set of class labels between the two domains. The goal is to assign the correct class labels {y T i } to target data points D T . To tackle the problem in the shared latent space framework, we seek to learn the embedding function G : X → Z and a classifier h : Z → Y in the shared latent space 1 In the sense of optimization stability: it is well known that a good equilibrium point of the minimax optimization (adversarial learning), adopted in MCDA, is difficult to attain computationally, being highly sensitive to the choice of optimization hyperparameters. Z. The embedding function G(·) and the classifier h(·) are shared across both domains and will be applied to classify samples in the target domain using the composition y = h(z) = h(G(x)).
Our goal is to find the pair (h, G) resulting in the lowest generalization error on the target domain,
with I(·) the 1/0 indicator function. Optimizing e T directly is typically infeasible. Instead, one can exploit the upper bounds proposed in [2] and [3] , which we restate, without loss of generality, for the case of fixed G. 
Here e S (h) is the error rate of h(·) on the source domain, e * := min h∈H e S (h) + e T (h), and d S (h, h ) := E z∼S [I(h(z) = h (z))] denotes the discrepancy between two classifiers h and h on the source domain S, and similarly for d T (h, h ). We use z ∼ S to denote the distribution of z in the latent space induced by G and p S (x, y). Looser bound. With e * the uncontrollable quantity, due to the lack of labels for T in the training data, the optimal h can be sought through minimization of the source error e S (h) and the worst-case discrepancy terms. In the looser bound (4), the supremum term is, up to a constant, equivalent to sup h∈H E z∼S [I(h(z) = +1)] + E z∼T [I(h(z) = −1)], the maximal accuracy of a domain discriminator (labeling S as +1 and T as −1). Hence, to reduce the upper bound one needs to choose the embedding G where the source and the target inputs are indistinguishable from each other in Z. This input density matching was exploited in many previous approaches [61, 17, 7, 60] , and typically accomplished through adversarial learning [20] or the maximum mean discrepancy [23] .
Tighter bound. Recently, [51] exploited the tighter bound (3) under the assumption that H is restricted to classifiers with small errors on S. Consequently, d S (h, h ) becomes negligible as any two h, h ∈ H agree on the source domain. The supremum in (3), interpreted as the Maximum Classifier Discrepancy (MCD), reduces to: sup
Named MCDA, [51] aims to minimize (5) directly via adversarial-cooperative learning of two deep classifier networks h(z) and h (z). For the source domain data, these two classifiers and G aim to minimize the classification errors cooperatively. An adversarial game is played in the target domain: h and h aim to be maximally discrepant, whereas G seeks to minimize the discrepancy 3 .
Our Approach
Overview. We adopt the MCD principle, but propose a more systematic and effective way to achieve hypothesis consistency, instead of the difficult minimax optimization. Our idea is to adopt a Bayesian framework to induce the hypothesis space. Specifically, we build a Gaussian process classifier model [47] on top of the share space. The GP posterior inferred from the source data naturally defines our hypothesis space H. We then optimize the embedding G and the kernel of the GP so the posterior hypothesis distribution leads to consistent, least discrepant, class predictions most of the time, resulting in reduction of (5) . Our approach is denoted by GPDA, and its details are described below.
GP-endowed Maximum Separation Model
We consider a multi-class Gaussian process classifier defined on Z: there are K underlying latent functions f (·) := {f j (·)} K j=1 , a priori independently GP distributed, namely
where each k j is a covariance function of f j , defined on Z × Z. For an input point z ∈ Z, we regard f j (z) as the model's confidence toward class j, leading to the class prediction rule:
We use the softmax likelihood model,
, for j = 1, . . . , K. (8) Source-driven H Prior. The labeled source data, D S , induces a posterior distribution on the latent functions f ,
where
The key idea is to use (9) to define our hypothesis space H. The posterior places most of its probability mass on those f that attain high likelihood scores on S while being smooth due to the GP prior. It should be noted that we used the term prior of the hypothesis space H that is induced from the posterior of the latent functions f . We use the H prior and the posterior of f interchangeably.
Note that due to the non-linear/non-Gaussian likelihood (8), exact posterior inference is intractable, and one has to resort to approximate inference. We will discuss an approach for efficient variational approximate inference in 3 See the Supplementary Material for further technical details. Sec. 3.2. For the exposition here, let us assume that the posterior distribution is accessible. Target-driven Maximally Consistent Posterior. While D S serves to induce the prior of H, D T will be used to reshape this prior. According to MCD, we want this hypothesis space to be shaped in the following way: for each target domain point z = G(x), x ∼ T , the latent function values f (z) sampled from the posterior (9) should lead to the class prediction (made by (7) ) that is as consistent as possible across the samples. This is illustrated in Fig. 1 . Consider two different H priors p A and p B at a point z, p A (f (z)) and p B (f (z)), where for brevity we drop the conditioning on D S in notation. The class cardinality is K = 3. For simplicity, we assume that the latent functions f j 's are independent from each other. Fig. 1 shows that the distributions of f j 's are well-separated from each other in p A , yet overlap significantly in p B . Hence, there is a strong chance for the class predictions to be inconsistent in p B (identical ordering of colored samples below figure), but consistent in p A . This means that the hypothesis space induced from p B contains highly discrepant classifiers, whereas most classifiers in the hypothesis space of p A agree with each other (least discrepant). In other words, the maximum discrepancy principle translates into the maximum posterior separation in our Bayesian GP framework.
We describe how this goal can be properly formulated. First we consider the posterior of f to be approximated as an independent Gaussian 4 . For any target domain point z ∼ T and each j = 1, . . . , K let the mean and the variance of the H prior in (9) be:
The maximum-a-posterior (MAP) class prediction by the model is denoted by j * = arg max 1≤j≤K μ j (z). As we seek to avoid fluctuations in class prediction j * across samples, we consider the worst scenario where even an unlikely (e.g., at 5% chance level) sample from f j (z), j other than j * , cannot overtake μ j * (z). That is, we seek
where α is the normal cutting point for the least chance (e.g., α = 1.96 if 2.5% one-side is considered). While this should hold for most samples, it will not hold for all. We therefore introduce an additional slack ξ ≥ 0 to relax the desideratum. Furthermore, for ease of optimization 5 , we impose slightly stricter constraint than (12), lead- ing to the final constraint: max
(13) A constant, 1 here, was added to normalize the scale of f j 's.
Our objective now is to find such embedding G, GP kernel parameters k, k(z, z ) = φ(z) φ(z ), and minimal slack ξ, to impose (13) . Equivalently, we pose it as the following optimization problem, for each z ∼ T : 14) with (a) + = max(0, a).
Note that (13) and (14) are reminiscent of the largemargin classifier learning in traditional supervised learning [62] . In contrast, we replace the ground-truth labels with the the most confidently predicted labels by our model since the target domain is unlabeled. This aims to place class boundaries in low-density regions, in line with entropy minimization or max-margin confident prediction principle of classical semi-supervised learning [22, 71, 58, 8] .
In what follows, we describe an approximate, scalable GP posterior inference, where we combine the variational inference optimization with the aforementioned posterior maximum separation criterion (14).
Variational Inference with Deep Kernels
We describe our scalable variational inference approach to approximate the posterior (9) . Although there are scal-able GP approximation schemes based on the random feature expansion [46] and the pseudo/induced inputs [45, 54, 59, 13] , here we adopt the deep kernel trick [27, 64] to exploit the deeply structured features. The main idea is to model an explicit finite-dimensional feature space mapping to define a covariance function. Specifically, we consider a nonlinear feature mapping φ : Z → R d such that the covariance function is defined as an inner product in a feature space, namely k(z, z ) := φ(z) φ(z ), where we model φ(·) as a deep neural network. A critical advantage of explicit feature representation is that we turn the nonparametric GP into a parametric Bayesian model. As a consequence, all inference operations in the non-parametric GP reduce to computationally more efficient parametric ones, avoiding the need to store the Gram matrix of the entire training data set, as well as its inversion.
Formally, we consider K latent functions modeled as f j (z) = w j φ(z) with w j ∼ N (0, I) independently for j = 1, . . . , K. We let W = [w 1 , . . . , w K ] . Note that the feature function φ(·) is shared across classes to reduce the number of parameters and avoid overfitting. The parameters of the deep model that represents φ(·) serve as GP kernel parameters, since
Since computing (15) is intractable, we introduce a variational density q(W) to approximate it. We assume a fully factorized Gaussian,
where m j ∈ R d and S j ∈ R d×d constitute the variational parameters. We further let S j 's be diagonal matrices. To have q(W) ≈ p(W|D S ), we use the following fact that the marginal log-likelihood can be lower bounded:
where the evidence lower-bound (ELBO) is defined as:
with the likelihood stemming from (8) . As the gap in (17) is the KL divergence between q(W) and the true posterior p(W|D S ), increasing the ELBO wrt the variational parameters {(m j , S j )} brings q(W) closer to the true posterior. Raising the ELBO wrt the GP kernel parameters (i.e., the parameters of φ) and the embedding 6 G can potentially improve the marginal likelihood, i.e., the left hand side in (17) . In optimizing the ELBO (18), the KL term (denoted by KL) can be analytically derived as
However, there are two key challenges: the log-likelihood expectation over q(W) does not admit a closed form, and one has to deal with large N S . To address the former, we adopt Monte-Carlo estimation using M iid samples {W (m) } M m=1 from q(W), where the samples are expressed in terms of the variational parameters (i.e., the reparametrization trick [30] ) to facilitate optimization. That is, for each j and m, w
For the latter issue, we use stochastic optimization with a random mini-batch B S ⊂ D S . That is, we optimize the sample estimate of the log-likelihood defined as:
Optimization Strategy
We combine the maximum posterior separation criterion in (14) with the variational inference of the previous section to arrive at the comprehensive optimization task.
Our approximate posterior (16) leads to closed-form expressions for μ j (z) and σ j (z) in (10-11) as follows:
With q(W) fixed, we rewrite our posterior maximum separation loss in (14) as follows. We consider stochastic optimization with a random mini-batch
sampled from the target domain data.
Combining all objectives thus far, our GPDA algorithm 7 can be summarized as the following two optimizations alternating with each other:
with λ the impact of the max separation, e.g., λ = 10.0. 6 Note that the inputs z also depend on G. 7 In the algorithmic point of view, our algorithm can be seen as a maxmargin Gaussian process classifier on the original input space X without explicitly considering the shared space Z. See Supplement for details.
Related Work
There has been extensive prior work on domain adaptation [10] . Recent approaches have focused on transferring deep neural network representations from a labeled source dataset to an unlabeled target domain by matching the distributions of features between different domains, aiming to extract domain-invariant features [48, 4, 9, 40, 50, 67, 65, 6, 37, 49] . To this end, it is critical to first define a measure of distance (divergence) between source and target distributions. One popular measure is the non-parametric Maximum Mean Discrepancy (MMD) (adopted by [6, 66, 35] ), which measures the distance between the sample means of the two domains in the reproducing Kernel Hilbert Space (RKHS) induced by a pre-specified kernel. The deep Correlation Alignment (CORAL) method [57] attempted to match the sample mean and covariance of the source/target distributions, while it was further generalized to potentially infinite-dimensional feature spaces in [69] to effectively align the RKHS covariance descriptors across domains.
The Deep Adaptation Network (DAN) [34] applied MMD to layers embedded in a RKHS to match higher order moments of the two distributions more effectively. The Deep Transfer Network (DTN) [68] achieved alignment of source and target distributions using two types of network layers based on the MMD distance: the shared feature extraction layer that can learn a subspace that matches the marginal distributions of the source and the target samples, and the discrimination layer that can match the conditional distributions by classifier transduction.
Many recent UDA approaches leverage deep neural networks with the adversarial training strategy [48, 4, 9, 40, 50, 67] , which allows the learning of feature representations to be simultaneously discriminative for the labeled source domain data and indistinguishable between source and target domains. For instance, [16] proposed a technique called the Domain-Adversarial Training of Neural Networks (DANN), which allows the network to learn domain invariant representations in an adversarial fashion by adding an auxiliary domain classifier and back-propagating inverse gradients. The Adversarial Discriminative Domain Adaptation (ADDA) [60] first learns a discriminative feature subspace using the labeled source samples. Then, it encodes the target data to this subspace using an asymmetric transformation learned through a domain-adversarial loss. The DupGAN [26] proposed a GAN-like model [20] with duplex discriminators to restrict the latent representation to be domain invariant but category preserving.
In parallel, within the shared-latent space framework, [32] proposed an unsupervised image-to-image translation (UNIT) framework based on the Coupled GANs [33] . Another interesting idea is the pixel-level domain adaptation method (PixelDA) [6] where they imposed alignment of distributions not in the feature space but directly in the raw pixel space via the adversarial approaches. The intention is to adapt the source samples as if they were drawn from the target domain, while maintaining the original content. Similarly, [41] utilized the CycleGAN [70] to constrain the features extracted by the encoder network to reconstruct the images in both domains. In [52] , they proposed a joint adversarial discriminative approach that can transfer the information of the target distribution to the learned embedding using a generator-discriminator pair.
Experimental Results
We compare the proposed method 8 with state-of-theart on standard benchmark datasets 9 . Digit classification task consists of three datasets, containing ten digit classes: MNIST [31] , SVHN [42] , USPS [60] . We also evaluated our method on the traffic sign datasets, Synthetic Traffic Signs (SYN SIGNS) [39] and the German Traffic Signs Recognition Benchmark [55] (GTSRB), which contain 43 types of signs. Finally, we report performance on VisDA object classification dataset [43] with more than 280K images across twelve categories. The details of the datasets as well as additional experiments on the Office-31 dataset are available in the Supplementary Material. Fig. 2 illustrates image samples from different datasets and domains.
We evaluate the performance of all methods with the classification accuracy score. We used ADAM [29] for training; the learning rate was set to 0.0002 and momentum to 0.5 and 0.999. We used batches of size 32 from each domain, and the input images were mean-centered. The hyper-parameters are empirically set as λ = 50.0, α = 2.0. The sensitivity w.r.t. hyperparameters λ and α will be discussed in Sec. 5.3. We also used the same network structure as [51] . Specifically, we employed the CNN architecture used in [16] and [6] for digit and traffic sign datasets and used ResNet101 [25] model pre-trained on Imagenet [11] . We added batch normalization to each layer in these models. Quantitative evaluation involves a comparison of the performance of our model to previous works and to Source Only that do not use any domain adaptation. For "Source Only" baseline, we train models on the unaltered source training data and evaluate on the target test data. The training details for comparing methods are available in our Supplementary material due to the space limit.
Results on Digit and Traffic Signs datasets
We show the accuracy of different methods in Tab. 1. It can be seen the proposed method outperformed competitors in all settings confirming consistently better generalization of our model over target data. This is partially due to combining DNNs and GPs/Bayesian approach. GPs exploit local generalization by locally interpolating between neighbors [5] , adjusting the target functions rapidly in the presence of training data. DNNs have good generalization capability for unseen input configurations by learning multiple levels of distributed representations. The results demonstrate GPDA can improve generalization performance by adopting both of these advantages.
Results on VisDA dataset
Results for this experiment are summarized in Tab. 2. We observe that our GPDA achieved, on average, the best performance compared to other competing methods. Due to vastly varying difficulty of classifying different categories of objects, in addition to reporting the average classification accuracy we also report the average rank of each method over all objects (the lower rank, the better). The higher performance of GPDA compared to other methods is mainly attributed to modeling the classifier as a random function and consequently incorporating the classifier uncertainty (variance of the prediction) into the proposed loss function, Eq. 23. The image structure for this dataset is more complex than that of digits, yet our method exhibits very strong performance even under such challenging conditions. Another key observation is that some competing methods, e.g., MMD, DANN, perform worse than the source-only model in classes such as car and plant, while GPDA and MCDA performed better across all classes, clearly demonstrating the effectiveness of the MCD principle.
Ablation Studies
Two complementary studies are conducted to investigate the impact of two hyper-parameters α and λ, controlling the trade off of the variance of the classifier's posterior distribution and the MCD loss term, respectively. To this end, we conducted additional experiments for the digit datasets to analyze the parameter sensitivity of GPDA w.r.t. α and λ, with results depicted in Fig. 3a and 3b , respectively. Sensitivity analysis is performed by varying one parameter at the time over a given range, while for the other parameters we set them to their final values (α = 2, λ = 50). From Fig. 3b , we see that when λ = 0 (no MCD regularization term), the Tab. 1: Classification results on the digits and traffic signs datasets (best viewed in color). The best score is in bold red, second best in light red. Results are cited from each study. The score of MMD is cited from DSN [7] . † indicates the method used a few labeled target samples as validation, different from our GPDA setting. We repeated each experiment five times and report the average and the standard deviation of the accuracy. The accuracy for MCDA was obtained from classifier F 1 . n is MCDA's hyper-parameter, which denotes the number of times the feature generator is updated to mimic classifiers. MNIST * and USPS * denote all the training samples were used to train the models. performance drops considerably. As λ increases from 0 to 50, the performance also increases demonstrating the benefit of hypothesis consistency (MS term) over the target samples. Indeed, using the proposed learning scheme, we find a representation space in which we embed the knowledge from the target domain into the learned classifier.
Similarly, from Fig. 3a , we see that when α = 0 (no prediction uncertainty) the classification accuracy is lower than the case where we utilize the prediction uncertainty, α > 0.
The key observation is that it is more beneficial to make use of the information from the full posterior distribution of the classifier during the learning process in contrast to when the classifier is considered as a deterministic function. Fig. 4 : Histograms of prediction (un)certainty for our models: (a) after convergence, (b) at an early stage of training. Abscissa is the Bhattacharyya distance b/w two largest mean posteriors, an indication of prediction certainty; the higher the distance, the more certain the prediction is. For each model, we compute the histograms of correctly and incorrectly predicted samples (green vs. red). In our final model (a), there is a strong correlation between prediction (un)certainty (abscissa) and prediction correctness (color).
Prediction Uncertainty vs. Prediction Quality
Another advantage of our GPDA model, inherited from Bayesian modeling, is that it provides a quantified measure of prediction uncertainty. In the multi-class setup considered here, this uncertainty amounts to the degree of overlap between two largest mean posteriors, p(f j * (z)|D S ) and p(f j † (z)|D S ), where j * and j † are the indices of the largest and the second largest among the posterior means {μ j (z)} K j=1 , respectively (c.f., (10) ). Intuitively, if the two are overlapped significantly, our model's decision is less certain, meaning that we anticipate the class prediction may not be trustworthy. On the other hand, if the two are well separated, we expect high prediction quality.
To verify this hypothesis more rigorously, we evaluate the distances between two posteriors, the measure of certainty in prediction, for two different cohorts: correctly classified test target samples by our model and the incorrectly predicted ones. Specifically, for the SVHN to MNIST adaptation task, we evaluate the Bhattacharyya distances [12] between the two cohorts. In our variational Gaussian approximation (22) , the Bhattacharyya distance can be computed in a closed form; Supplement for details.
The histograms of the distances are depicted in Fig. 4 , where we contrast the two models, one at an early stage of training and the other after convergence. Our final model in Fig. 4(a) exhibits large distances for most samples in the correctly predicted cohort (green), implying well separated posteriors or high certainty. For the incorrectly predicted samples (red), the distances are small suggesting significant overlap between the two posteriors, i.e., high uncertainty. In contrast, for the model prior to convergence, Fig. 4(b) , the two posteriors overlap strongly (small distances along hor- This analysis also suggests that the measure of prediction uncertainty provided by our GPDA model, can be used as an indicator of prediction quality, namely whether the prediction made by our model is trustworthy or not. To verify this, we depict some sample test images in Fig. 5 . We differentiate samples according to their Bhattacharyya distances. When the prediction is uncertain (left panel), we see that the images are indeed difficult examples even for human. An interesting case is when the prediction certainty is high but incorrectly classified (lower right panel), where the images look peculiar in the sense that humans are also prone to misclassify those with considerably high certainty.
Analysis of Shared Space Embedding
We use t-SNE [36] on VisDA dataset to visualize the feature representations from different classes. Fig. 6 depicts the embedding of the learned features G(x), and the original features x. Colors indicate source (red) and target (blue) domains. Notice that GPDA significantly reduces the domain mismatch, resulting in the expected tight clustering. This is partially due to the use of the proposed probabilistic MCD approach, which shrinks the classifier hypothesis class to contain only consistent classifiers on target samples while exploiting the uncertainty in the prediction.
Conclusion
We proposed a novel probabilistic approach for UDA that learns an efficient domain-adaptive classifier with strong generalization to target domains. The key is to model the classifier's hypothesis space in Bayesian fashion and impose consistency over the target samples in their space by constraining the classifier's posterior distribution. To tackle the intractability of computing the exact posteriors, we combined the variational Bayesian method with a deep kernel technique to efficiently approximate the classifier's posterior distribution. We showed, on three challenging benchmark datasets for image classification, that the proposed method outperforms current state-of-the-art in unsupervised domain adaptation of visual categories.
