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Pennsylvania 1 RI 3 
In passive solar heating architecture the daily heat wave enters the structure, is 
attenuated in amplitude, and is shifted in phase. This poses the problem of 
minimizing the attenuation without changing the phase. Heat flow can be simulated 
by an RC electrical filter with grounded capacitors. This paper treats the problem of 
selecting the capacitors of such a filter to minimize the attenuation across a resistive 
load. An algorithm is developed and a graph of attenuation versus load is plotted 
when the phase lag of the inside temperature is twelve hours. 
1. INTRODUCTION 
We treat here an optimization problem relating to periodic sinusoidal 
heat flow through a conducting heat body. One isothermal portion of the 
boundary surface may be termed the input and another isothermal portion 
may be termed the output. This permits treating the body as a filter. The 
analysis developed in this paper reveals that there are certain limitations on 
the phase and amplitude of the output wave. 
We have studied corresponding problems for one dimensional flow in 
previous papers [l-3]. These papers concerned the optimum design of walls 
for passive cooling or heating. 
The system treated here is governed by the classical linear partial dif- 
ferential equation of heat flow. To simplify the analysis, we discretie the 
system by forming a lumped electrical network model of the continuous 
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system. This model furnishes insights not readily available in the contin- 
uous system. 
In our previous papers, we solved the problem of choosing the resistors of 
the filter to maximize the output amplitude subject to a prescribed phase 
lag. In this paper, the resistors are held fixed, and the capacitors are chosen 
to maximize the output amplitude subject to a prescribed phase lag. 
The physical problem which motivated our studies in [l-3] is to design a 
non-homogeneous wall to maximize the thermal flywheel effect. Namely, if 
the walls of a building lag the temperature flow through them by 180”, then 
the temperature fluctuation at the inside surface of the wall will be out of 
phase with the outside fluctuation, and so tend to cancel any in-phase 
infiltration losses into the building. Hence, the interior temperature will stay 
approximately constant. This passive solar heating architecture is used in 
the adobe houses of the American Southwest. 
2. THE CONDUCTING PLATE 
A two-dimensional example of the system to be treated is a conducting 
plate in the (x, y) plane. The temperature U(x, y, t) satisfies the heat 
equation 
(1) 
Here q is the radiation coefficient, c is the heat capacity per unit area, and 
W(x, y, t) is the source of heat per unit area. The system is passive, so q 
and c are non-negative. The matrix kij is symmetric and positive semidefi- 
nite. 
We can also interpret Eq. (1) as describing the voltage U(x, y, t) on the 
upper plate of a condenser. The lower plate is taken to be a perfect 
conductor at zero voltage. Then kij is the electrical conductivity tensor of 
the upper plate. The leakage conductance between the plates per unit area is 
q. The capacitance between the plates per unit area is c. Note that c may not 
be constant because the dielectric separating the plates can vary with 
position. The time variation must be assumed slow enough so that inductive 
effects are negligible. 
The only type of time variation of interest for the problem at hand is the 
sinusoidal case at angular frequency w. Thus we let U(x, y, t) = u(x, y)ei“‘, 
and W(x, y, t) = w(x, y)eiwf. The right side of Eq, (1) becomes (q + iwc)u 
- w. Hence, (q + iwc) can be interpreted as admittance to ground. 
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3. THE NETWORK MODEL 
The conducting plate can be modeled as a lumped RC network (see, for 
example, [4,5]). This is not a general RC network because all capacitors 
must have a common terminal (ground). We term this an RCG network. A 
typical RCG network is shown in Fig. 1. The square blocks correspond to 
admittance to ground and have the form (q + iwc). 
The network shown has seven nodes: 1,2,3,4,5,6, and a ground node 0. 
Kirchhoff s current law gives the following system of equations for the node 
voltage a,, ur,. . . , u6 if we take a0 = 0. 
k-0 
j= 1,2 ,***9 6 (2) 
Here gjk is the admittance of the branch connecting nodej and node k, and 
wj is the current entering node j from outside the network. Then the 
following result is well known. 
kXIPROCITY LEMMA. Let (wj, uj) be one solution of the network equa- 
tions (Eq. (2)), and let ( Gj, iij) be another solution, then 
5 wpj = i GjUj. 
j-1 j-l 
Prooj Because fi, = 0 we can write 
6 6 6 6 6 
Fyfij = T  $lgjkt"j - uk)Gj = C CgjkCUk - uj)Gk* 
0 0 
(3) 
FIG. I. An RCG network. 
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The second equality holds because gjk = gkj. Thus 
Then Eq. (3) follows by symmetry. 
A node j is said to be insulated if 9 = 0. 
RCG Maximum Principle. Suppose that the maximum of the magnitudes 
lukl of the voltage is M > 0. Then 
lujl < My (4 
if j is an insulated node and gjO * 0. 
Proof If j is an insulated node 
6 6 
uj = c gjkUk /c gjk- 
k-l k-0 
Taking absolute value gives 




i gjk = ki, gjk + gj0’ 
k-0 
The term gjO is not zero, and is in the first quadrant. All other terms on the 
right are nonnegative so 
I I 
i gjk ’ i lgjkl* 
k-0 k-l 
(6) 
Then Eqs. (5) and (6) prove Eq. (4) for an RCG network. (It may be shown 
that Eq. (4) is not true for a general RC network.) 
A network is connected if there is a chain of the gjk, none zero, between 
any node and the ground node. 
REGULARITY LEMMA. The network equations (Eq. (2)) for a connected 
RC network are nonsingular, 
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Proof The proof of Eq. (3a) holds even if iZj is the complex conjugate of 
uj, so 
(3b) 
The terms on the right are all seen to be in the first quadrant. 
Suppose that the voltages uj are not all zero. Then for some p and u, 
u,, * u, and gPy * 0. 
This follows by connectivity. Then by Eq. (3b) we see that 
Consequently, the 9 can not all vanish, and so Eq. (2) is nonsingular. 
4. VARYING THE PARAMETERS OF A FILTER 
Let the nodes 2,3,. . . , 6 be insulated. Let the voltage u, be termed the 
input voltage, and let ug be termed the output voltage. Then the network 
may now be termed a “filter.” 
Of interest is the variation in the output voltage due to variations of the 
parameters gjk when u, is held constant. Of particular interest for the 
present study is variation only in the admittances of the square boxes shown 
in Fig. 1. Thus, permit variations Sg,,, Sg,,, . . . , Sg,, in glo, g,, . . . , g,,, 
but otherwise 6gjk = 0. The input u, does not change, so au, = 0; also 
nodes 2,..., 6 are insulated so 9 = 0 for j > 1. The Regularity Lemma 
justifies variation of E!q. (2). Thus 
h$ = t Bgjk(Uj - Uk) + ; gjk(6uj - su,) = 0, 
k=O k-0 
j = 2,..., 6. 
(7) 
Of course 6gjk = 0 if k * 0. Then define SW,! as 
“wi’ = -6gjo(uj - uo) = 4gjouj, j=2 ,-**, 6. ’ 03) 
We wish to show that (6w’, 6u) is a solution of the network equations 
(Eq. (2)). Thus, Eqs. (7) and (8) give 
8% = i gjk(suj - h,), j=2 ,--*, 6. (9) 
k-0 
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Also, let this relation be used to define SW;, and so, actually, Eq. (9) holds 
forj = l,..., 6. 
To proceed we need a “reverse” solution. For this solution, node 6 is 
input and node 1 is the output. Let (w*, u*) denote such a solution with 
UT = 0. Thus the output is “shorted.” 
VARIATIONAL LEMMA. Let 6u, be the variation in output voltage due to 
variations Sg,,, Sg,, . . . , 6g, in the admittances glo, g20,. . . , g,. Then in 
the RCG network of Fig. 1, 
6u, = - i ui*ujsgjo, (10) 
j=2 
where uj* is a reverse solution with boundary condition 
24: = 0 7 wz* = 0 ,***, ws* = 0 9 ws* = 1. 01) 
Proof Employ the Reciprocity Lemma for the two solutions (w*, u*) 
and (6w’, Su). Then 
i sw;ui* = i wi* suj = w: au, + ws* 6u,. 
j-1 j-1 
The right side reduces to au, because wt = 1 and au, = 0. On the left 
UT = 0, so 
Then expressing “w,! by Eq. (8) yields the proof of Eq. (10). 
5. AN OPTIMAL FILTER PROBLEM 
We continue to study the filter network with input voltage u, and output 
voltage ug. Let the complex attenuation factor of the filter be defined as 
\k = u,/u6. Then \k = feie, wheref>OandO~8<2a.&llfthereal 
attenuation factor, and 8 the phase lag. 
Problem A. Given an angle /3 > 0 seek nonnegative capacitance values 
c2, cg,..., c6 so as to minimize the attenuation factor f subject to the constraint 
I3 2 /I on the phase lag 8. All other parameters are held constant. 
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To treat this problem we use the Variational Lemma with 6gia = iw 8cj, 
where Scj is the variation in the capacitance cj. Thus, 
6 
614, = -iw C ui*ujScj. 
j=2 





THEOREM 1. Suppose c2, c3,. . . , c6 give a local minimum to Problem A. 
Then, 
cjujui* = real, j=2,3 6, ,*-*, 02) 
where UT is the reverse solution and uj is a solution with suitable input value 
24, f 0. 
Proof: Suppose that for j = p, the product in Eq. (12) does not vanish. 
Choose u, so that the product is real. Let v be another value ofj for which 
the product does not vanish. Then, of course, cP > 0 and c, > 0. This 
implies that &,, and SC, can be taken with either sign. Thus 
Sf . f + i&9 = ~(~4~24~ Sf+ + &,6c,). 
If uzu, were not real, it is clear that 6c,, and SC, could be chosen so that 
Sf < 0 and 68 > 0. This contradicts the minimum property assumed, so the 
theorem is proven. 
6. THE LADDER FILTER 
The preceding theorem can be made sharper if the network has the 
special ladder form shown in Fig. 2. It is assumed in the discussion to follow 
that all resistances shown in Fig. 2 are to have positive values. The 
capacitances are taken to be nonnegative and designate the last one as C,. 
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FIG. 2. An RCG ladder filter. 
IMPEDANCE LEMMA. The impedance Z of an RCG ladder filter with at 
least one nonzero capacitance has a negative imaginary part and a positive real 
part. 
Proof The impedance at point 6 is Z,, so 
Z;’ = iwC, + R;‘. 
The impedance at point 5 is Z,, so 
Z;’ = iwc, + (rs + Z,)-‘. 
Thus Z, and ZS satisfy the lemma. Continuing this series-parallel process 
gives an inductive proof. 
LOCAL DECAY LEMMA. In an RCG laader filter, the capacitor voltage 
decreases in amplitude and phase on moving to the next capacitor. However, 
the phase decrease is less than 90”. 
Proof It is easy to show that 
‘.i 5 - = a + ib, -= * + Zj,, l<j<5. 03) uj+l 
It is assumed that cj+, > 0, so the Impedance Lemma gives a > 1 and 
b > 0. This is seen to complete the proof. 
THEOREM 2. Suppose that the capacitors of an RCG ladder filter are 
chosen to give a relative minimum of the attenuation subject to a phase lag 
constraint. Then phase uj + phase uJ’ has the same value at each capacitor, if 
uj are capacitor voltages and UT are voltages of the reverse filter. 
Proof Conceivably, it might happen that some capacitance vanishes. 
For example, suppose ck = 0. Then node k is deleted, and replace r,-, by 
rk-, + rk. This gives an optimum RCG filter with one less node. Of course, 
it is impossible that c2,. . . , C, all vanish, because we have assumed /I > 0. 
These considerations show that there is no loss of generality in confining 
attention to the case cj > 0, except that possibly C, = 0. 
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Next we observe that uj * 0 for any j. This is easily seen from relation 
Eq. (13). A similar analysis of the reverse filter shows UT f 0 forj > 1. Thus 
ujuj* * 0 forj = 2,..., 6. Consequently, the relation Eq. (12) of Theorem 1 
shows that uju~ is positive or negative. Say uzul is positive. Then it follows 
from the Local Decay Lemma that t.+uz is also positive, etc. In other words, 
if no capacitance vanishes 
phase uj + phase UT = constant, j=2 ,. . . , 6. 04) 
This proves Theorem 2. 
We term relations Eq. (14) the uoZtage equiphase condition. Any ‘filter 
which satisfies this equiphase condition can be seen to furnish a “stationary 
solution” of Problem A even if it did not give a relative minima. 
In our previous paper [l], we derived the current equiphuse condition: 
phase yj + phase** = constant, j= 1 ,. . . , 5, (15) 
where vj is the current through resistor j. This is the optimality condition 
when the resistors are varied rather than the capacitors. 
An algorithm was developed in [l] for constructing a current equiphase 
filter. The key formula gave the resistances 5 as a recursion formula. Next 
we seek an analogous recursion formula for the capacitances cj in a voltage 
equiphase filter. 
7. CONSTRUCTION OF AN EQUIPHASE FILTER 
An algorithm is now to be given to construct a filter which satisfies the 
equiphase condition of Theorem 2. In the interest of simplicity, we take 
r, = 1, rz = 1,. . . , rs = 1. Also we take 0 = 1. The terminating resist- 
ance R, is not arbitrary, but is fixed by Eq. (26). On the other hand, the 
algorithm has two arbitrary parameters. They could be used to specify the 
input impedance. 
There is no lose of generality in taking the following normalization 
conditions instead of Eq. (1 l), 
u2 = 1, 24; = 1. 
Of course, uj and uj* satisfy Kirchhoff’s current law: 
(16) 
'j+l = (2 + iCj)Uj - uj-,, j=2 9’..9 5, (17) 
I$+, = (2 + iCj)Ui* - ui*-,, j=2 ,-* * 9 5. (18) 
Let P be an arbitrary positive parameter, and let c2 = P. The reverse filter 
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has a shorted output, so of = 0. Thus, for j = 2 relation Eq. (18) gives 
24: = (2 + iP). (19) 
Then, to satisfy the equiphase conditions at node 3, take 
u3 = Q(2 - iP), (21) 
where Q is a positive parameter. Note that then U, is determined by Eq. (17) 
as 
u, = (2 + iP) - Q(2 - iP) = 2 - 2Q + iP(1 + Q). (22) 
We shall now use induction. Suppose that u&, usuz,. . . , ujuT are all 
real valued. We try to define cj by the formula 
21m(xj + xi*) 
‘j = 4 - Re( xi + xj*) ’ 
where 
‘j-1 x. = - 
ui*- , 
J uj ’ 




Then we can use the Kirchhoff relations Eqs. (17) and (18) to define uj+ , 
and uy+ ,. Multiplication gives 
'j+l'j*,l = (4 - c; + 4icj)ujuj* + uj-,ui*-, 
- (2 + icj)( ujui*-, f uj-,ui*). 
Divide this relation by ujuT to obtain 
I/x~+,x~~+~ = 4 - cj’ + 4icj + xjxi* - (2 + icj)(xj + xi*), 
taking the imaginary part gives 
Im[l/xj+,xT+,] = Im[ -2(xj + XT)] + Re[4cj - cj(xj + XT)]. 
Substituting Eq. (23) into the right side is seen to make the right side vanish. 
Thus, the left side vanishes and consequently xi+ ,x7+, is real. In turn, this 
shows that uj+ ,uT+ , is real. 
Thus, given two positive parameters P and Q, the formulae Eqs. (17)-( 19) 
are recursion relations which determine us,. . . , u6, and uf,. . . , us*, and 
cj,..., c5. Moreover relation Eq. (12) of Theorem 1 holds. 
It remains to select the terminating capacitance C, and the terminating 
resistance R,. We see from relation Eq. (13) that 
xg= 1++= 1 +$+ic,. 
6 6 
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TABLE 1. 
An Equiphase Filter 
n C C R P 
2 0.393 0.654 3.359 0.595 70.282 2.177 
3 0.231 0.464 3.913 0.755 90.635 3.708 
4 0.168 0.372 4.414 0.894 107.531 4.741 
5 0.130 0.316 4.882 1.024 122.242 5.906 
6 0.106 0.280 5.210 1.152 135.453 7.231 
I 0.091 0.254 5.468 1.280 147.582 8.749 
8 0.080 0.236 5.661 1.413 158.907 10.499 
9 0.072 0.222 5.197 1.553 169.628 12.529 
10 0.067 0.212 5.879 1.701 179.893 14.899 
6 f 
Separating real and imaginary parts gives: 
C, = Im x6, (25) 
R, = (Rex, - l)-‘. (26) 
Thus all the quantities of a ladder filter have been determined provided that 
relations Eqs. (23), (25), and (26) give positive values for j = 3,. . . , 5. In 
that case relation Eq. (12) of Theorem 1 holds. Then, as in the proof of 
Theorem 2, it follows that ujuT is positive for j = 2,. . . , 6. This shows that 
the algorithm gives an equiphase filter. 
The complex attenuation factor is seen to be 
~ 
6 
= 2 - 2Q + iP(l + Q) 
‘6 
(27) 
A sample run is given in Table 1 for the case P = c, = 1.007 Q = 0.307, 
and for n = 10 meshes. The network has a phase shift of 180’ and an 
attenuation of f = 14.9. The terminating capacitance is C,, = 0.212, and 
load resistance R,, = 5.879. This network has a resistance ratio of p = 1.7 
(see below). 
If the problem were to have a phase lag of 135” rather than 180”, then the 
network would be terminated at n = 6. Then Table 1 shows that the 
attenuation is f = 7.231, the terminating capacitance is C, = 0.280, the load 
resistance is R, = 5.210, and the resistance ratio is p = 1.152. 
8. THE RESISTANCE RATIO 
In our papers [ 1,2], we showed that an important parameter in adobe 
wall design was the ratio of the total heat capacity of the walls to the heat 
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capacity of the interior. This ratio was termed the capacity ratio, and 
symbolized as g. In a network model such as shown in Fig. 2, the 
capacitances c2,. . . , c5 could be interpreted as capacitances of wall layers, 
and C, could be interpreted as the capacitance of the interior. Then the 
capacity ratio is 
g = (c* + c3 + * * * + c,)/c,. (28) 
In the present paper, the resistors are left constant and the capacitors are 
varied so the following analogous ratio p is introduced 
p = (r, + r, + * * - + r5)/Ra. (29) 
We term p the resistance ratio. The following lemmas relate f, 8, and p. 
MONOTONICITY LEMMA 1. The optimum attenuation factor f is an increus- 
ing function of the phase lug j3. 
Proof. Suppose first that C, > 0. Then allow a variation SC, in C,. In 
this special case the variational formula reduces to 
9 + i&9 = iwu* 6C 
f 
6 6' 
Because w$ = 1, we have ~2 = Zt, the impedance of the reverse filter. It 
then follows from the Impedance Lemma that iwug = a + ib, where a and 
b are positive. Then 
Sf f + iso = (U + ib) SC,. 
Hence Sf < 0 and 619 < 0 if SC, < 0. This is seen to prove the lemma, if 
c, > 0. 
If C, = 0, we vary cs and make use of the fact that us/u6 is positive. Then 
a similar argument completes the proof. 
MONOTONICITY LEMMA 2. The optimum attenuation factor f is an increus- 
ing function of the resistance ratio p. 
Proof: It is a direct consequence of the Variational Lemma that 
Hence Sf < 0 and 68 > 0 if &R, > 0. This is seen to give the proof. 
LOWER BOUND LEMMA. The optimum attenuation satisfies 
f>p+l. 
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Proof. If all capacitances are zero, there is no phase lag and it is clear 
that f = p + 1. Then make use of Monotonicity Lemma 1. 
8. CALCULATIONS WITH THE REVERSE FILTER 
In attempting to find equiphase solutions of the network equations, we 
have found some numerical stability can be gained by allowing the first 
resistor in the network to take a value less than 1, say r, = S. For this 
problem, Eqs. (16)-(18), (23), (25), and (26) still hold; in place of Eqs. (19) 
and (21), we now have 
u$ = (1 + S) + iP, 
uj = Q[l + S - iP], (30) 
Eq. (22) becomes 
u1 = [(l + S)(l - Q) + iP(l + Q)]/S, (31) 
and Eq. (27) is 
\ c ,  
6 
= (1 + s)(l -  Q )  + iP(l + Q )  
s"6 
(32) 
An alternate approach, which we have found useful in constructing 
equiphase filters with many meshes (over 30) and phase shifts of 180”, is to 
use the backward solution u* having a load resistance S, as shown in Fig. 3. 
In general, this filter will not be equiphase, unless by chance u6 = 0. 
However, the equiphase condition holds except at the last mesh, and if 116 is 
small, the filter is approximately equiphase. Each such backward solution 
will give an upper bound for the attenuation factor. Computationally, this 
problem is much simpler, since the attenuation factor is now 
6 
*6 = 3 = u;: 
FIG. 3. A reverse filter. 
(33) 
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by Eq. (16). The voltages and capacitors are still given by Eqs. (16), (30), 
and (23). The new p factor is 
no. of meshes - 1 
P= s * 
It turns our that this scheme is much more stable for networks with large 
phase shifts and many meshes. We have used it to construct the lower curve 
in the graph in Fig. 4. This curve is the lower envelope of a number of 
backward solutions of the mesh equations with S = 0.4 and phase shifts of 
180’. It can be seen that over this range of values f and p are approximately 
linearly related. For comparison, we have plotted in the upper curve the f 
versus p for the matched exponential Zinc considered in [5]. This is a 
continuous transmission line in which the capacitivity and resistivity vary 
exponentially along the line. The line is terminated in its characteristic 
impedances, which is taken as a capacitance C and a resistance R in parallel. 
We have found that it is often close to the optimum solution (see our 











FIG. 4. Attenuation vs. resistance ratio for 180’ phase lag. 
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9. DISCUSSION 
It is worth noting that there are three principal aspects of this study. The 
first is the formulation of a necessary condition for minimum attenuation of 
a phase shift network of lumped RC type. We termed this the equiphase 
condition. The second aspect was the formulation of an algorithm for 
constructing equiphase networks. The third aspect is the use of networks, so 
constructed, to give a numerical approximation of a continuous system-the 
abode wall. 
In [ 1, 21 we modeled an adobe wall as an electrical transmission line of 
series resistance r and shut capacitance c per unit length. We took r and c as 
arbitrary functions of the distance x along the line. By a simple change of 
variable, X = +(x), it is possible to have an equivalent system in which c is 
constant (or in which r is constant). In [l] this was termed the Invariance 
Lemma. 
The Invariance Lemma furnished the motivation for setting 9 = 1 is the 
equiphase algorithm given above. However, taking at least r, variable 
improves computability. Otherwise, the algorithm often gave negative values 
to the capacitance after just a few meshes. We termed this numerical 
instability. 
It is customary to assume that any lumped network can be approximated 
closely by a continuous system. Thus the equiphase networks furnish 
standards of comparison for continuous systems. Such a comparison is 
given by the graph in Fig. 4. The conclusion to be drawn is that for a fixed 
resistance ratio p there is a transmission line (approximating an equiphase 
network) which has much less attenuation then the classical exponential 
line. In turn, the exponential line is better than a uniform line [2,5]. 
REFERENCES 
I. C. V. COFFMAN, R. J. DUFFIN, AND G. KNOWLES, Are adobe walls optimal phase shift 
filters?, Aduun. Appl. Math. 1 (1980), 50-66. 
2. R. J. DUFFIN, AND G. KNOWLES, Temperature control of buildings by adobe wall design, 
Solar Energy 27 (1981), 241-244. 
3. R. J. DUFFIN, Distributed and lumped networks, J. Math. and Mech. 8 (1959), 793-826. 
4. R. J. Duffin and T. A. Porschiug, Bounds for the conductance of a leaky plate via network 
models, “Proc. Symp. on Generalized Networks,” Polytechnic Institute of Brooklyn, pp. 
417-441, 1966. 
5. R. J. DUFFIN, AND G. KNOWLES, A passive wall design to miuimize building temperature 
swings, submitted for publication. 
