This paper studies the problem of designing sampled-data observers and observer-based, sampled-data, output feedback stabilizers for systems with both discrete and distributed, state and output time-delays. The obtained results can be applied to time delay systems of strict-feedback structure, transport Partial Differential Equations (PDEs) with nonlocal terms, and feedback interconnections of Ordinary Differential Equations with a transport PDE. The proposed design approach consists in exploiting an existing observer, which features robust exponential convergence of the error when continuous-time output measurements are available. The observer is then modified, mainly by adding an inter-sample output predictor, to compensate for the effect of data-sampling. Using Lyapunov stability tools and smallgain analysis, we show that robust exponential stability of the error is preserved, provided the sampling period is not too large. The general result is illustrated with different examples including state observation and output-feedback stabilization of a chemical reactor.
Introduction
With the growing penetration of network technology in control systems, the compensation of the effects of time-delay has become a major issue in control theory [19, 25, 26, 27, 33] . A great deal of interest has recently been paid to the problem of designing state observers for linear and nonlinear systems with measurement delays. The dominant design approach consists in starting with the design of an exponentially convergent observer for the delay-free system, which is described by Ordinary Differential Equations (ODEs), and modifying it mainly by adding predictors: static predictors (see [27] ) or dynamic (chain) predictors (see [1, 4, 12, 14, 15, 30] ). In parallel to this research activity, which takes into account the time-delay explicitly in the model, a separate activity, based on Partial Differential Equations (PDEs) has been initiated in [31] . This consists in modeling time-delays by means of first-order hyperbolic PDEs, leading to a representation of the delayed system in the form of an ODE-PDE cascade (see also the recent work [3] , where a PDEbased chain-observer is constructed).
Most existing results on observer design for delayed systems have been established assuming the measurement delay to be of discrete nature. So far, only a few studies have investigated the case of distributed measurement time-delays. The PDE-based observer developed in [10] and the recent observer developed in [7] , are notable exceptions.
The nowadays-digital implementation of observers entails sampling in time of all system signals needed by the observer. Consequently, the design of sampled-data observers is a major issue. Sampled-data observers for ODE systems can be classified in four main categories:
1) observers where data-sampling is accounted for through a standard Zero-Order-Hold (ZOH) sampling of the output estimation error; see for example [2, 37] , 2) observers designed on approximate discrete-time models (see [8, 13] ), 3) continuous-discrete time observers where correction terms are employed at the sampling times; see for instance [34] , and 4) sampled-data observers, where the time-varying delay effect (caused by output sampling) is compensated by using inter-sample output predictors; see [23] . The use of inter-sample output predictors was extended to systems with asynchronous measurements (see [32] ) and systems described by parabolic PDEs (see [29] ).
The combination of time-delay and data-sampling effects necessarily makes the problem of observer design more complex. Indeed, not only data-sampling introduce a time-varying delay but it also entails information lost. The case of discrete measurement delays, in conjunction with data sampling, has been investigated in [4, 5, 25, 27, 37] . Results on observer-based output feedback stabilization of delay systems with sampled measurements have been recently given in [16, 36] (but see also the case of state feedback in [35] ).
In the present work, we extend for the first time the use of inter-sample predictors to the case of time-delay systems with state and output (discrete and/or distributed) measurement delays. Moreover, we provide observer-based output feedback stabilization results for delay systems with sampled measurements under appropriate assumptions. More specifically, we consider nonlinear time-delay systems of the form: ( , h  . The input u is assumed to be available, but the inputs , d  are unknown and represent possible modeling errors and measurement noise, respectively. The proposed sampled-data observer design approach consists in starting with an existing observer, which features robust exponential convergence when continuous-time output measurements are available (see Definition 2.1 for the precise meaning of the phrase "robust exponential convergence"). The available observer, based on continuous-time measurements, is then modified, mainly by adding an inter-sample output predictor, to compensate for the effect of data-sampling. Using Lyapunov stability tools and small gain analysis, we show that the robust exponential stability feature is preserved, provided that the sampling period is sufficiently small (Theorem 2.2). The sampled-data observer can be used in a straightforward way for the design of observer-based output feedback stabilizers (Corollary 2.4) under certain assumptions.
The second contribution of the paper is that it provides a framework where sampled-data observer and feedback design for ODE-PDE loops can be converted to a similar problem for a time-delay system. More specifically, we consider feedback interconnections of ODEs with a first-order, hyperbolic PDE with non-local terms of the form [3, 9, 17, 18, 28, 38] . For the class of systems (1.2), (1.3), (1.4), (1.5), we provide sampled-data observers and observer-based, sampled-data, output feedback stabilizers (Theorem 3.2 and Corollary 3.4). The usefulness of the obtained results is illustrated through the design of a sampled-data observer for a chemical reactor model proposed in [28] and the output feedback stabilization of the reactor (Theorem 3.3 and Example 3.5) with no restriction on the transport speed (or equivalently with no restriction on the induced delay). The obtained results can also be applied to the case where no ODEs are present (i.e., the case of a single first-order hyperbolic PDE with non-local terms). The case of observer design for a single first-order hyperbolic PDE was recently studied in [11] . It should also be noted that for many cases where there is an interconnection term in the boundary condition of the PDE, there is a simple transformation that can express the system to the form (1.2), (1.3), (1.4), (1.5) and consequently, the form (1.2), (1.3), (1.4), (1.5) is not restrictive.
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Sampled-data observers are also provided for the class of uncertain, triangular, globally Lipschitz delay systems of the form 1, , 
are globally Lipschitz functional with 0 r  being the maximum delay. Again, by using the inter-sample predictor 4 design, we are in a position to design sampled-data observers for system (1.6), no matter how large the maximum delay 0 r  is (Theorem 4.1). The observer design is based on the high-gain observer design for ODEs, proposed in [20] .
It should be noted that in all cases the results are global. Moreover, we are in a position to consider uncertain sampling schedules (i.e., the sampling times are not a priori known) and guarantee robustness with respect to measurement noise. Finally, in the absence of measurement noise and unknown disturbances, exponential convergence of the observer error is achieved. The obtained results in all cases are proved by means of a combined use of Lyapunov-Krasovskii functionals and a small-gain analysis. The fact that the proposed sampled-data observer design approach with an inter-sample output predictor can indifferently be applied to time-delay systems, to transport PDEs, and to interconnections of ODEs with a transport PDE, provides the approach with a strong unifying feature.
The structure of the paper is as follows. In Section 2 we give the general results for the timedelay systems of the form (1.1). Section 3 is devoted to the study of ODE-PDE loops of the form (1.2), (1.3), (1.4), (1.5). The results for the triangular, globally Lipschitz, time-delay case (1.6) are presented in Section 4. All the proofs are provided in Section 5. Finally, the concluding remarks of the present work are given in Section 6.
Notation. Throughout this paper we adopt the following notation:
 By   we denote the set of non-negative real numbers. Let : 
Assumptions and Main Result
In the present work we study systems of the form (1.1) under the following assumptions: 
Assumption (H3) essentially requires that the derivative of the output of system (1. Nevertheless, the class of systems satisfying Assumption (H3) is very wide, including many systems of practical interest e.g. (1.6).
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The notion of the Robust Exponential Observer (REO) for system (1.1) is crucial to the development of the main results of the present work and it is given in the following definition. 
, ( , , ) 
At this point, it should be noticed that the way that the inputs d and  enter the Input-to-Output (IOS) Stability estimate (2.5) is different. While the input d comes in estimate (2.5) through a (possibly) nonlinear gain function, the input  appears in estimate (2.5) with a linear gain and with a fading memory effect (see [24] ). This difference is important and allows, in what follows, the construction of sampled-data observers.
Besides the fact that Definition 2.1 introduces the notion of REO for systems with state delays, there are important differences between the notion of a REO in Definition 2.1 and other similar notions that were used in the literature (for systems described by ODEs; see [4, 23] 

, while in other similar notions in the literature either there is no control input u or the sup-norm of u appears in the corresponding observer error estimate. This difference is important when the observer is to be used in conjunction with a state feedback control law for the dynamic stabilization of the system.
We are now in a position to state our main result. 
  be constants that satisfy
Then for every sampling sequence   
t F z w t u t t w t R z u t t x z t
         (2.8) ( ) ( ) ( ) i ii w h x      (2.9) initial      1 00 1 00 (1 ) exp( ) (1 ) exp( ) sup ( ) exp( ( )) sup ( ( ) ) tt s t s t x x B t a x z B s t s g d s                      (2.10) where 1 ( ) : (1 ) ( ( ) ( )) g s B g s s      and exp( ) 1 :1 BL      .
Remark 2.3: (a)
The sampled-data observer (2.8), (2.9) is simply the REO (2.3) with the unavailable output signal replaced by the signal produced by the inter-sample output predictor
Notice that (2.10) guarantees the IOS property for the output map ˆt t Y x x  from the inputs , d  , i.e. from the inputs expressing the effect of modeling errors and measurement noise, respectively. However, a comparison of (2.5) and (2.10) shows that the input gains are higher for the sampled-data observer (2.8), (2.9) than the continuous-time REO (2.3). It is clear that sampling makes the observer more sensitive to modeling errors and measurement noise.
(c)
The sampled-data observer (2.8), (2.9) is a hybrid observer with delays. For each sampling
x t z t w t of (1.1) with (2.8), (2.9) with initial condition 00 ( , ) xz , corresponding to inputs ,, ud , is produced by the following algorithm:
Step 0 i  : For the design of observed-based, output feedback we need a stabilizability assumption.
uu  , dD  and such that for
with initial condition 0 x exists for all 0 t  and satisfies the following estimate
When Assumption (H4) holds then we obtain the following stabilization result. 
Corollary 2.4 (Global Stabilization by
Moreover, if aK   (the function involved in (2.5) ) is linear then â is linear too.
Hyperbolic PDE-ODE Interconnections

3.A. The General Case
When a plant is interconnected with a transport process then we can obtain a system of the form (1.1) with distributed delays. This is the reason that in this section we consider initial-boundary value problems of the form (1.2), (1.3), (1.4) with initial condition 
, for which there exists a constant
Under Assumption (A1), Theorem 2.2 on page 22 in [28] guarantees that for every 
For such systems, the output we obtain from (3.2), (3.3) and (1.5) the delay system (1.2) with
t t rz Cz v t z g z c t p x p p p dp C z c t p
1,..., iN  (3.8) and output given by 12 ,, 11
At this point, we need the following technical assumption:
) and 
The proof of the following lemma is almost trivial and is omitted. (3.12) , (3.13) , (3.14) , (3.15) , (3.16 
Based on Theorem 2.2 and Lemma 3.1, we are in a position to show the following result. (3.12) , (3.13) , (3.14) , (3.15) , (3.16) 
3.B. Application to a Chemical Reactor
The model of a chemical reactor with an exothermic chemical reaction taking place in it and a cooling jacket with negligible axial heat conduction of the cooling medium is given in Chapter 2 and Chapter 8 of [28] : 
dx t x t x t v t z dz dt
        (3.26) ( , )( , ) ( , ) ( )
vv t z c t z v t z x t tz
      
( ) ( , ) ( ) dx t x t x t v t z dz u t dt
where () ut is the input that expresses the variation of the reactor inlet temperature. Moreover, it is indeed the case that the measured temperature is the temperature of the cooling medium at the exit of the jacket, i.e., the measured output is ( ) ( ,1) y t v t  . The reactor model (1.4), (3.27), (3.28), is a system of the form (1.2), (1.3), (1.4) , (1.5) with () 
the solution ( ( ), [ ], ( ), ( )) x t v t z t w t of (1.4), (3.27), (3.28) with
,0
t z t r r z t k z t w t t z t z t z t z s t s dsdl u t k z t w t t w t z t z t r r z t t x z t
v t z t p x p dp 
The proof of Theorem 3.3 is constructive and is given in Section 5. It should be also noticed that there is no restriction in the speed 0 c  of the transport process (or equivalently, in the delay 0 r  ).
3.C. Stabilization of Hyperbolic PDE-ODE Loops
For stabilization purposes, we need to assume (A1), (A2), (A3) as well as the following (stabilizability) assumption. (3.12) , (3.13) , (3.14) , (3.15) Under Assumption (A4), we obtain the following stabilization result.
Corollary 3.4 (Global Stabilization of Hyperbolic PDE-ODE Loops with Observer-Based Sampled-Data Feedback): Suppose that Assumptions (A1), (A2), (A3), (A4) hold for system (1.2), (1.3), (1.4). Consider system (1.1) with
, where (3.12) , (3.13) , (3.14) , (3.15) , (3.16 
where nn H   is the matrix involved in (3.24) .
The following example illustrates the use of Corollary 3.4. 
Triangular Globally Lipschitz Delay Systems
In this section we consider systems of the form (1.6), where we assume that there exists a constant Since the pair of matrices ( , ) Ac is observable, there exists 1 ( ,..., )
Using Theorem 2.2, we are in a position to prove the following result.
Theorem 4.1:
There exist constants ,0  ,
x t z t w t of (1.6) with 
c z t w t i n t z t f z z u t K c z t w t t x z t w t f z u t z t t
The proof of Theorem 4.1 is based on a combined Lyapunov analysis together with small-gain arguments. The observer (4.5), (4.6) is constructed by the combination of a high-gain observer with an inter-sample predictor. However, as the proof of Theorem 4.1 shows, the observer parameter 1   for system (1.6) has to be greater than that of the corresponding delay-free, triangular, globally Lipschitz system. More specifically, the parameter 1   depends on the maximum delay 0 r  (see inequality (5.43) in the proof of Theorem 4.1).
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Proofs
We start with the proof of Theorem 2.2. then there is nothing to show. Consequently, we next focus on the case
Proof of Theorem 2.2:
Notice that the component of the solution t z of (5.1) is actually a solution of
. Therefore, by virtue of (2.5) and since   , the following estimate holds for all
Using (2.1), (2.2), (2.8) and (2.9), we get for all 
, we obtain for all (1 ) 
with initial condition 0 x , corresponding to inputs , dd, exists for all 0 t  and satisfies the following estimate
Notice that the component () xt of the solution of the closed-loop system (1.1) with (2.8), (2.9) and (2.13) coincides with the solution of (5.9) 11) ). Indeed, using (3.4),
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(3.6), (3.11), (3.22) 
is a REO for system (3.30) . In order to prove this fact, we consider the Lyapunov functional 
t bE t RE t r z t r x t r Q z t r x t r r z t x t E t
In the above inequality we have used the triangle inequality and the definitions (5.18), (5.19) . Consequently, by using the (Young) inequalities
E t z t r x t r E t z t r x t r
          2 2 1 2 1 2 11 ( ) () ( ) ( ) ( ) ( ) 22
        2 21 22 2 1 2 2 ( ) ( ) ( ) ( ) 4 k bk k bk E t t E t t      2 22 1 1 1 1 ( ) ( ) ( ) ( ) 4 k k E t t E t t
 
we obtain from (5.17), (5.20) the following inequality for 0 t  a.e.: 
Concluding Remarks
The present work studied the problem of designing sampled-data observers and observer-based, sampled-data, output feedback stabilizers for systems with both discrete and distributed, state and output time-delays. The obtained results were applied to time delay systems of strict-feedback structure, transport PDEs with nonlocal terms, and feedback interconnections of ODEs with a transport PDE. The study constitutes a unified theoretical framework to deal with (sampled-data observer design and output-feedback stabilization for) ODEs, delay systems and PDEs, while these were generally dealt with separately.
There are many things to be done in the case of ODE-PDE loops. It is important to extend the results to the case of more than one transport PDE. This extension is a topic for future research. The results of the present work can be easily extended to the case of networked control systems with uniformly globally exponentially protocols (see for instance [6] ).
