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Abstract
The following analog of Bernstein inequality for monotone ratio-
nal functions is established: if R is an increasing on [−1, 1] rational
function of degree n, then
R′(x) <
9n
1− x2 ‖R‖, x ∈ (−1, 1).
The exponential dependence of constant factor on n is shown, with
sharp estimates for odd rational functions.
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1 Introduction
Let Pn be the space of all polynomials of degree at most n. Denote by Qn the
set of all continuous rational functions on [−1, 1 ], r = p
q
, where p, q ∈ Pn.
Now we state the well-known Bernstein inequality: If p ∈ Pn, then
(1) |p′(x)| ≤ n√
1− x2 ‖p‖, x ∈ (−1, 1),
where ‖ · ‖ := ‖ · ‖C[−1,1] is the uniform norm on [−1, 1]. Unfortunately,
the direct analog of this inequality in rational approximation impossible to
establish. Indeed, if R(x) = δ x
x2+δ2
, δ > 0, then |R(x)| < 1, x ∈ R and
R′(0) = δ−1 can be arbitrary large. What is true, is Pekarskii inequality [1],
where the norm of R′ and of R are taken in different spaces. Our main result
is
Theorem 1. If R ∈ Q2n is an odd and increasing function on [−1, 1], then
(2) R′(0) ≤ 1
2
· 9nR(1).
Theorem 1 easily implies the following analog of estimate (1) for all in-
creasing on [−1, 1] rational functions.
Corollary 1. If R ∈ Qn is an increasing function on [−1, 1], then
R′(x) <
9n
1− x2‖R‖, x ∈ (−1, 1).
A lower estimate for the constant in the right hand side of (2) is provided by
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Theorem 2. For each n ∈ N
sup
R
R′(0)
‖R‖ ≥ 9
n−1,
where the supremum is taken over the set of all odd increasing on [−1, 1]
rational function R ∈ Q2n−1.
In Section 2 we prove some auxiliary results, in Section 3 we prove The-
orem 1 and in Section 4 we prove Theorem 2.
2 Auxiliary lemmas
Let ui < vi, i = 1, n, be arbitrary numbers. Put
Π : =
{
~y = (y1, . . . , yn) ∈ Rn | ui ≤ yi ≤ vi, i = 1, n
}
,
Π+k : = {~y = (y1, . . . , yn) ∈ Π | yk = vk} , k = 1, n,
and
Π−k := {~y = (y1, . . . , yn) ∈ Π | yk = uk} , k = 1, n.
To prove the following Lemma 1 we use the well known Brouwer fixed-point
theorem [2]
Theorem B. Let A be a closed bounded convex subset of Rn and F : A→ A
be a continuous mapping on A. Then F (~z) = ~z, for some ~z ∈ A.
Lemma 1. Let fk : Π→ R, k = 1, n, be continuous functions satisfying the
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following inequalities
fk(~y) < 0, ~y ∈ Π−k , k = 1, n,
and
fk(~y) > 0, ~y ∈ Π+k , k = 1, n.
Then, there exists ~z ∈ Π such that fk(~z) = 0, k = 1, n.
Proof. Without any loss of generality we may assume that Π = [−1; 1]n. Put
ϕ(~x) = (ϕ1(~x), ..., ϕn(~x)), where
ϕk(~x) =
fk(~x)
|fi(~x)|+ (1− x2k)
.
This definition readily implies
|ϕi(~x)| ≤ 1, ~x ∈ Π,(3)
ϕi(~x) = 1, ~x ∈ Π+k , k = 1, n,(4)
ϕi(~x) = −1, ~x ∈ Π−k , k = 1, n.(5)
Since each ϕk, k = 1, n, is a continuous function on Π, then by (4) and (5),
there exists a number µ > 0 small enough, such that
(6) ϕ(~x) > 0, ~x = (x1, . . . , xn) ∈ Π, 1− µ ≤ xk ≤ 1,
and
(7) ϕ(~x) < 0, ~x = (x1, . . . , xn) ∈ Π, −1 ≤ xk ≤ −1 + µ.
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Now we prove that the set A := Π and the mapping F (~x) := ~x − µϕ(~x)
satisfy the conditions of the Theorem B. Since ϕ is a continuous mapping,
then F is a continuous mapping as well. Finally, we prove that F (~x) ∈ Π,
for all ~x ∈ Π, that is
(8) − 1 ≤ xk − µϕk(~x) ≤ 1, xk ∈ [−1, 1 ], k = 1, n.
If xk ∈ [−1 + µ, 1 − µ ], then the inequality (8) readily follows from (3).
Taking into account (6) and (7) we get (8) for xk ∈ [ 1 − µ, 1 ] and for
xk ∈ [−1,−1 + µ ] respectively, k = 1, n, so (8) holds. Thus, by Theorem B,
F (~z) = ~z, for some ~z ∈ Π, whence fk(~z) = 0, k = 1, n. Lemma 1 is
proved.
Lemma 2. Let f be an increasing continuous function on [ 0, 1 ] such that
f(0) = 0, f(1) = 1 and f ′(0) > 1
2
· 9n. Then there exist the numbers
0 < z1 < z2 < . . . < zn ≤ 1 satisfying
(9) f(zs) =
n∑
k=1
4 · 9k−1 z
2
kzs
z2k + 3z
2
s
, s = 1, n.
Proof. Since g(x) := f(x)/x is a continuous function on [ 0, 1 ] ( limx→0 g(x) =
f ′(0) > 1
2
· 9n ) and g(1) = 1, then there exist the numbers 0 < un < vn <
un−1 < vn−1 < . . . < u1 < v1 ≤ 1 for which g(ui) = 3 · 9i−1 and g(vi) = 9i−1,
whence f(ui) = 3 · 9i−1ui and f(vi) = 9i−1vi, i = 1, n. The fact that f is an
increasing function yields
(10) vi < 3 · 9k−iuk, 1 ≤ k < i ≤ n.
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For each s = 1, n put
fs(~y) = fs(y1, . . . , yn) :=
n∑
k=1
4 · 9k−1 y
2
kys
y2k + 3y
2
s
− f(ys), ~y ∈ Π.
If ~y ∈ Π+s , then ys = vs, hence
fs(~y) > 4 · 9s−1 v
2
svs
v2s + 3v
2
s
− f(vs) = 0, s = 1, n.
If ~y ∈ Π−s , then ys = us, hence
fs(~y) =
n∑
k=1
4 · 9k−1 y
2
kus
y2k + 3u
2
s
− f(us) =
s−1∑
k=1
4 · 9k−1 y
2
kus
y2k + 3u
2
s
+ 9s−1us +
n∑
k=s+1
4 · 9k−1 y
2
kus
y2k + 3u
2
s
− 3 · 9s−1us
≤
s−1∑
k=1
4 · 9k−1us +
n∑
k=s+1
4 · 9k−1 v
2
k
3u2s
us − 2 · 9s−1us
≤ 1
2
· 9s−1us +
n∑
k=s+1
4
3
· 92s−kus − 2 · 9s−1us < 0, s = 1, n,
where in the last line we use (10). Applying Lemma 1 for the functions fs,
s = 1, n we get that there exists ~z = (z1, . . . zn) ∈ Π, such that fs(~z) = 0,
s = 1, n, which is (9). Lemma 2 is proved.
3 Proof of Theorem 1
Let R ∈ Q2n be an odd and increasing on function on [−1, 1 ] such that
R′(0) > 1
2
· 9nR(1). Without any loss of generality we may assume that
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R(1) = 1. By Lemma 2, there exist the numbers 0 < zn < zn−1 < . . . < z1 ≤
1 such that the function
L(x) :=
n∑
k=1
4 · 9k−1 z
2
kx
z2k + 3x
2
−R(x)
satisfies the equalities L(zs) = 0, s = 1, n. Further, we have
L′(0) =
n∑
k=1
4 · 9k−1 − R′(0) < 0,
and
L′(zs) =
n∑
k=1
4 · 9k−1 z
2
k(z
2
k − 3z2s )
(z2k + 3z
2
s )
2
−R′(zs)
<
s−1∑
k=1
4 · 9k−1 − 1
2
· 9s−1 < 0.
Thus, each of the open intervals (0, zn), (zn, zn−1), ...,(z2, z1) contains at least
one zero of the function L. Since L is an odd function, then L has at least
4n + 1 zeroes on [−1, 1 ]. On the other hand l ∈ Q4n, so L ≡ 0. This
contradiction finished the proof of Theorem 1.
Proof of Corollary 1: Without any loss of generality we may assume that
x > 0. For each increasing rational function R ∈ Qn and x ∈ (0, 1) put
H(y) :=
R(x+ y(1− x))−R(x− y(1− x))
2
.
Evidently, H ∈ Q2n is odd increasing rational function with ‖H‖ ≤ ‖R‖.
Note that H ′(0) = (1− x)R′(x). Thus, applying Theorem 1 for the function
H we get
R′(x) ≤ 9
n
2(1− x)‖R‖ ≤
9n
1− x2‖R‖.
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4 Proof of Theorem 2
Below we use without proof two easy inequalities: If γ, α > 0, then
(11)
γ2(γ2 − x2)
(γ2 + x2)2
≥ −γ
2
α2
, |x| ≥ α,
and
(12)
γ2(γ2 − x2)
(γ2 + x2)2
≥ −1
8
, x ∈ R.
Let Kn be the set of all odd rational functions R ∈ Q2n−1 with R′(x) > 0,
x ∈ [−1, 1]. Evidently, it is sufficient to prove that
(13) Sn := sup
R∈Kn
R′(0)
‖R‖ ≥ 9
n−1.
If n = 1, then the function R(x) ≡ x provide (13). Let R ∈ Kn be an
arbitrary function. Fix ε ∈ (0, R′(0)/2). Since R′ is a continuous function,
then there exists α, β > 0 such that R′(x) > R′(0) − ε, for |x| < α, and
R′(x) > β, for x ∈ [−1, 1]. For each γ > 0 put
Gγ(x) := R(x) + 8(R
′(0)− 2ε) γ
2x
γ2 + x2
, x ∈ [−1, 1].
We have
(14) G′γ(x) = R
′(x) + 8(R′(0)− 2ε)γ
2(γ2 − x2)
(γ2 + x2)2
,
so
(15) G′γ(0) = 9R
′(0)− 16ε.
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The inequality (12) implies G′γ(x) > R
′(0)−ε− (R′(0)−2ε) = ε, for |x| < α.
Thus, by (11) and (14) Gγ ∈ Kn+1, for all γ small enough, such that
8(R′(0)− 2ε)γ
2
α2
< β.
Moreover
(16) ‖Gγ‖ ≤ ‖R‖+ 4(R′(0)− 2ε)γ → ‖R‖, γ → 0.
Since R ∈ Kn is an arbitrary function and ε can be arbitrary small, then (15)
and (16) yield Sn+1 ≥ 9Sn. This gives us (13). Theorem 2 is proved.
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