This paper describes a new data structure, difference decision diagrams (DDDs) 
Introduction
Model checking [12] is used extensively today for formal verification of finite state systems such as digital circuits and embedded software. The success of the technique is primarily due to the use of ROBDDs [8] for representing sets of and relations over Boolean variables symbolically, making it possible to verify systems with a very large number of states. However, if the model contains non-Boolean (e.g., real-valued) variables, ROBDDs and other symbolic representations of Boolean predicates are inefficient. As a consequence, state-of-the-art techniques for analyzing systems with time, modeled for example as timed automata, are only capable of analyzing systems with a handful of timers and a few thousand states.
In this paper we consider a Boolean logic extended with difference constraints, i.e., inequalities of the form Ü Ý and Ü Ý , where Ü and Ý are integer or real-valued £ Supported by a grant from the Danish Technical Research Council variables and is a constant. Difference constraints arise naturally when analyzing systems with time, expressing relations between the timers in the model, e.g., that the difference between two timers is within some bound. We call the Boolean logic over difference constraints for difference constraint expressions given by the following grammar:
where Ü Ý ¾ Î Ö denote variables and ¾ denotes a constant. In this paper, the domain of the logic is either the real numbers Ê or the integers . Notice that this logic subsumes Boolean logic since a Boolean variable can for instance be represented as a constraint Ü Ü ¼ ¼ using two variables Ü Ü ¼ ¾ Î Ö.
The main contribution of this paper is a data structure, called difference decision diagrams (DDDs) , for representing difference constraint expressions symbolically, making it possible to represent the state space of timed systems (and other systems with non-Boolean variables) efficiently. DDDs represent difference constraint expressions using a decision tree in a manner similar to the ROBDD representation of a Boolean expression. Consider the following expression over Ü, Ý, Þ ¾ Ê: ½ Ü Þ ¿ ´Ý Þ ¾ Ý Ü ¼µ (2) Figure 1 shows as an´Ü Ýµ-plot for Þ ¼ and the corresponding DDD. Each non-terminal vertex in a DDD contains a test expression « (a difference constraint) and has two outgoing edges called the high-and low-branch which are drawn with solid and dashed lines, respectively. The high-branch is followed when « evaluates to true; the lowbranch when « evaluates to false. 
Related Work
One approach to analyze systems with time or other continuous variables is to make the dense domains discrete. For example, in a timed model it is assumed that the clocks only can take integer or rational values. Such a discretization makes it possible to use ROBDDs for representing both the state graph and the associated timing information [2, 7, 9, 10] . However, this way of representing dense domains is often inefficient; the ROBDD representation is very sensitive to the granularity of the discretization and to the size of the delay ranges. Another approach based on ROBDDs is to have a Boolean variable representing each constraint, and use an external decision procedure to determine implications among these variables [11] . These implications are used to prune the representation of the state space. The advantage is that any kind of decidable constraints can be used. Our approach can be seen as a simplified version of this where we take advantage of restricting the types of constraints to difference constraints and perform reductions on-the-fly.
Several algorithms for analyzing timed automata have been developed. The unit-cube approach [1] models time as dense but represents the timing information using a finite number of equivalence classes. Again, the number of timed states is dependent on the size of the delay ranges and easily becomes unmanageable. Several recent timing analysis methods use difference bound matrices (DBMs) [14] for representing the timing information [6, 15, 17, 22] (see [23] for an extensive description of the different approaches to model checking of timed automata.) In these approaches, a set of DBMs representing the possible timer configurations is associated with each discrete state of the system. Although DBMs provide a compact representation of a clock configuration, there are several serious problems with the approaches based on DBMs: (1) the number of DBMs for representing the timing information associated with a given state can become very large, (2) there is no sharing or reuse of DBMs among the different discrete states, and (3) each discrete state is represented explicitly, thus these approaches are limited by the number of reachable states of the system. Several researchers have attempted to remedy these shortcomings, for example by using partial order methods [5, 18, 20] or by using approximate methods [3, 4, 21] . Although these approaches do address problem (1), they are still susceptible to problems (2) and (3) since each state is represented explicitly. Using DDDs it is possible to combat all three problems since: (1) unlike DBMs, DDDs are not limited to representing the timing information as a union of convex sets, (2) DDDs represent all states and the associated timing information in a single shared data structure, and (3) states and the timing information are represented symbolically using difference constraint expressions.
Another approach [19] suggests using a partition refinement algorithm for efficient model checking. However, the reported running times are still exponential.
Based on the initial ideas of this paper, Larsen et al. have developed a similar data structure [16] .
Difference Decision Diagrams
The data structure difference decision diagrams (DDDs) is developed to efficiently represent and manipulate difference constraint expressions. Difference decision diagrams share many properties with binary decision diagrams (BDDs): (1) they can be ordered, (2) they can be reduced making it possible to check for tautology and satisfiability in constant time, and (3) many of the algorithms and techniques for BDDs can be modified to apply to DDDs.
Definition 1 (Difference Decision
The vertex set Î contains two terminals 0 and 1 with outdegree zero, and a set of non-terminal vertices with outdegree two and the following attributes: We use Ú Ù to denote that the vertex Ù is reachable from Ú (i.e., there is a path from Ú to Ù). The size of a DDD Ú, denoted Ú , is the number of vertices reachable from Ú; that is, Ú Ù ¾ Î Ú Ù .
Ordering
To define ordered DDDs, we assume given a total ordering of the variables Ü ½ Ü Ò , which furthermore must totally order pairs of variables´Ü Ü µ. 1 We extend this ordering to attributes ×ØÖ´Úµ of vertices Ú in a DDD. Constants, ÓÒ×Ø´Úµ, are ordered as usually in , and the two operators, ÓÔ´Úµ, are ordered as LE LEQ. Bounds, ÓÒ×Ø´Úµ ÓÔ´Úµµ and constraints,´Ú Ö´Úµ ÓÙÒ ´Úµµ, are ordered lexicographically. For example,
We assume that the two terminal vertices have attributes that are greater than all non-terminals.
Definition 2 (Ordered DDD) An ordered DDD (ODDD)
is a DDD where each non-terminal vertex Ú satisfies: 
Requirement 1 expresses that the pair of variables Ú Ö´Úµ ´ÔÓ×´Úµ Ò ´Úµµ ´Ü Ü µ of a vertex Ú is normalized ; that is, Ü Ü . This does not restrict what we can represent with DDDs, because the two variables in a vertex can always be swapped by negating the bound and swapping the low-and high-branches. We further require in an ordered DDD, that either the children of a vertex have variables later in the ordering (requirement 2 and first part of 3) or the variables along the low-branch are identical (second part of 3). The second part of requirement 3 makes it possible to have multiple tests on the same pair of variables, which is needed because of the disjunctive abilities of DDDs. The last two requirements imply ×ØÖ´Úµ ×ØÖ´ ´Úµµ and ×ØÖ´Úµ ×ØÖ´ÐÓÛ´Úµµ. The DDD in Figure 1 is an example of an ordered DDD with the ordering Þ Ü Ý extended reversed lexicographically to pairs of variables.
Locally Reduced DDDs
Similar to ROBDDs, we define a set of local reduction rules that reduce the size of the DDD representation. 
Definition 3 (Locally Reduced DDD)
Ü Ý º ½ ½ ´Ü Ý º ¾ ¾ ÐµÜ Ý º ¾ ¾ Ð
Construction of DDDs
In this section we present efficient algorithms for manipulating locally reduced DDDs. Orderedness ensures that the basic algorithm for computing the Boolean connectives is polynomial. However, for existential quantification the situation is different. Although the algorithm in polynomial time computes the modified and additional constraints, its worst-case running time is exponential since it needs to regain orderedness. The algorithms are all based on a function MK for creating DDD vertices. The function MK normalizes the two variables and ensures that the created vertex is locally redu- 
Boolean Combination of DDDs
The function APPLY´ÓÔ Ù Úµ is used to combine two DDDs rooted at Ù and Ú with a Boolean operator ÓÔ. AP-PLY is a generalization of the version used for ROBDDs, which is based on the fact that any binary Boolean operator ÓÔ distributes over the if-then-else operator:
This equivalence provides a method to combine two DDDs with a Boolean operator. Reading the equivalence from left to right, we see that we can move the Boolean operator down one level in the DDD. If we continuously do so until both arguments of ÓÔ are 0 or 1, we can evaluate the expression and return the appropriate result. If the two pairs of variables are equal, we can simplify Eq. 5:
Together, Eq. 5 and 6 can be used to give the algorithm 
Quantifications
Since the domain of the variables is infinite, quantification is more complicated than the binary Boolean connectives.
Existential quantification of a variable Ü in a DDD rooted
at Ù is performed by removing all vertices reachable from Ù containing Ü, but keeping all implicit constraints induced by Ü among the other variables. For example, quantifying out Ü in the expression given in Eq. 2 yields Ü Ý Þ ½, see Figure 2 . Here, the constraint Ý Þ ½ does not occur explicitly in , but implicitly because of Ý Ü ¼ and Ü Þ ½.
To compute Ü ´Ü Ü º Ðµ, we consider two cases: If Ü is different from both Ü and Ü , we can push down the quantifier one level in the DDD:
If Ü is equal to Ü or Ü , we relax all paths in and Ð with Ü Ü and Ü Ü , respectively, and combine the results with disjunction: However, in order to maintain orderedness these new constraints cannot be added where they are discovered through calls to MK, but need to be added through calls to APPLY (lines 8-15) . The repeated calls to APPLY imply that the running time of EXISTS is worst-case exponential.
Assignment
The operations of assignment and replacement are often used in verification. Although these can be implemented using existential quantification, we give more efficient algorithms for general replacement and a special frequent case of assignment.
After performing an assignment Ü Ý·℄, when Ü Ý, the variable Ü is given the value of another variable Ý plus a constant in the expression . Performing an assignment corresponds to removing all explicit bounds on Ü, and then updating Ü with a new value. The assignment operation ASSIGN´Ù Ü Ý µ can therefore be performed as:
If Ü is equal to Ý, an assignment corresponds to incrementing Ü by the value . In these cases, the assignment can be performed without the existential quantification. This is done by the algorithm INCREMENT´Ù Ü µ for computing Ü Ü · ℄ with running time Ç´ Ù µ:
Replacement
The replacement operator Ý · Ü℄ syntactically substitutes all occurrences of Ü in with another variable Ý plus a constant . The replacement operator can be implemented using conjunction and existential quantification: 
Path Reduced DDDs
The previous section gave algorithms for constructing locally reduced DDDs. However, locally reduced DDDs are not a canonical representation of difference constraint expressions. In this section we show how to remove some of the redundant constraints in a path, making the representation semi-canonical. In a semi-canonical representation, there is exactly one DDD for a tautology (the terminal 1) and exactly one DDD for an unsatisfiable expression (the terminal 0). Thus, with semi-canonical DDDs it is straightforward to test for tautology, satisfiability, and equivalence (after using APPLY with a biimplication).
Paths and Semi-canonical DDDs
A path in a DDD corresponds to a conjunction of difference constraints or negated difference constraints (whenever the path follows a low-branch). Since the negations always can be removed by swapping the variables, changing the comparison operator, and negating the constant, a path corresponds to a conjunction of difference constraints, also called a system of difference constraints [13, Sect. 25.5] . We denote the system of difference constraints induced by a path Ô by Ô℄. A path Ô is defined to be feasible if the corresponding system of difference constraints has a feasible solution. If the constraint system has no solution, the path is infeasible.
Definition 4 (Path-reduced DDD)
A path-reduced DDD (R P DDD) is a locally reduced DDD where all paths are feasible.
£
Paths ending at the terminals 0 and 1 are called 0-paths and 1-paths, respectively. If a DDD has no infeasible 0-paths and 1-paths, then it has no infeasible paths because a feasible constraint system will still be feasible if we remove some of the difference constraints from it. So if all 0-paths and 1-paths in a DDD Ù are feasible, then Ù is path reduced.
For R P DDDs it is straightforward to decide satisfiability and tautologiness: cause there is a feasible 1-path from Ú, Ú is satisfiable. ¤ Theorem 1 also shows how to check equivalence between two R P DDDs: Use APPLY with the biimplication operator and observe whether the result is the tautology ½.
Reduce
An algorithm for making a DDD rooted at Ù path reduced is: The DDD has three 1-paths and one 0-path. The 0-path corresponds to the system of difference constraints Ü Þ ¼, Þ Ý ¼, and Ý Ü ¼, which has no feasible solution (i.e., the 0-path is infeasible). Thus, if we call PATHRE-DUCE on the root vertex, the REDUCE-call on the vertex containing Ý Ü ¼ returns 1, and because of the third local reduction requirement, the result is the terminal 1.
There are several algorithms for determining whether a system of difference constraints is feasible. Two well-known algorithms are Floyd-Warshall's algorithm and Bellman-Ford's algorithm [13] , which both have worst-case running times Ç´Ò ¿ µ, where Ò is the number of variables. PATHREDUCE´Ùµ enumerates all paths in Ù, and because the number of paths can be exponential in the size of Ù, the complexity of PATHREDUCE´Ùµ is Ç´¾ Ù Ò ¿ µ.
PATHREDUCE can be improved by using a faster algorithm to determine feasibility of a path, and by reusing the result of the feasibility check in the two recursive calls. These optimizations can be realized by an incremental version of the Bellman-Ford algorithm, but although these optimizations in practice improve the performance of PATHRE-DUCE, they do not improve on the worst-case runtime.
As shown in Theorem 1, it is straightforward to determine whether a path reduced DDD represents a tautology and whether it is satisfiable. However, in practice it is often more efficient to search for a counterexample when checking for tautology or satisfiability. For instance, when checking for tautology, the PATHREDUCE algorithm can be modified to stop (and report false) if a feasible 0-path is found. Similarly, when checking for satisfiability, the algorithm can stop (and report true) if a feasible 1-path is found. This approach also leads to a practical algorithm for finding a satisfying variable assignment, called ANYSAT. The algorithm searches for a feasible 1-path and if one is found, the corresponding system of difference constraints is solved, yielding a satisfying assignment.
Fully Reduced DDDs
The reductions ensuring local and path reducedness are quite powerful. As an example consider the two sets built from nine triangles as shown in Figure 4 (a). They each contain nine convex regions representable by 15 non-terminal DDD vertices using the ordering´Ü Þµ ´Ý Þµ ´Ý Üµ.
Computing the disjunction of the two sets using APPLY results in the ¿ ¢ ¿-square represented with only four nonterminal vertices in an R P DDD. As another example consider the nine sets shown in Figure 4 (b). Combined they yield a simple convex square although no two sets together form a convex region. Using difference bound matrices similar powerful reductions are very expensive to obtain.
However, path-reducedness is not enough to ensure a canonical representation. As an example, consider the three path-reduced DDDs of Figure 5 which all represent the same triangular area (shown in Figure 5(d) ). Local and path reductions are too weak to identify them. One problem (shown in Figure 5(a) ) is that the constraints may contain a certain amount of slack. For instance, the constraint Ü Þ ¼ could be tightened to Ü Þ ¾ without changing the semantics. To avoid this kind of slack we introduce a notion of a path being tight, which strengthens the notion of path reducedness. 
£
From the definition it is clear that tightness generalizes path reducedness since any tight DDD is also an R P DDD. Hence, Theorem 1 implies that it is trivial to determine satisfiability and tautologiness of tight DDDs. Adding tightness as a condition prevents the existence of the DDD in Figure 5 (a). A DDD can be made tight by enumerating all paths, for each path solve the associated all-pairs shortest path problem, replacing the bounds of the constraints by the bounds from the solution, and finally combine all the tight paths by disjunction using AP-PLY. Hence, the DDD (a) will get reduced to the DDD (b).
Tight DDDs are still not canonical due to implicit constraints that arise as consequences of the constraints in the vertices. The solution set will not depend on how many of these implicit constraints are made explicit but the resulting DDDs will be different. To remove this arbitrariness, vertices will be added to the DDD: Definition 6 (Saturation) A tight path Ô from an R P DDD is saturated if for all constraints « not on Ô, if « is added to Ô either (1) « is not dominating and tight, or (2) the constraint system Ô ½ ℄ « is infeasible, when Ô℄ is written Ô℄ Ô ½ ℄ Ô ¾ ℄ with all constraints on Ô ½ smaller than « with
(c) Figure 6 . An example where the mergeability test is necessary to merge two paths into one, making the top constraint redundant.
respect to , and all constraints on Ô ¾ larger than «. An R P DDD Ù is saturated if all paths from Ù are saturated. £ Saturation can be obtained by making as many implicit constraints as possible explicit without introducing any infeasible paths in the DDD. As an example, the DDD in Figure  5 (c) will be saturated into the DDD in Figure 5 (b As it is illustrated by the above discussion, canonicity is rather difficult to obtain in DDDs. This is quite unlike the situation for BDDs, where local reductions and a total ordering of the variables is enough to obtain it. The reason is that, in DDDs there are non-local dependencies among the various constraints giving rise to not only untight constraints but also implied constraints that may or may not be explicitly present. Pragmatically, the lack of canonicity of path-reduced DDDs might not be a problem. The main benefit of the canonicity of ROBDDs is that the questions of equivalence, satisfiability, and tautologiness are trivial to answer. However, as pointed out in Theorem 1, satisfiability and tautologiness is trivial for path-reduced DDDs and even for just local-reduced DDDs the questions can be solved by a simple on-the-fly search for feasible paths. The crucial issue is whether the representation during computations stay compact which can occur with just a semi-canonical representation. 
Corollary 3

Conclusion
The problem addressed in this paper is how to efficiently represent and manipulate a Boolean logic over inequalities of the form Ü Ý and Ü Ý , where the variables are integer or real-valued. We have proposed a data structure inspired by ROBDDs for representing the expressions from the logic as a decision diagram in which the test conditions are difference constraints.
Introducing an ordering of the constraints makes it possible to extend the APPLY algorithm for ordered BDDs to ordered DDDs without changing its runtime complexity. However, since the domain of the variables in the logic is infinitary, other operations such as existential quantification, are more difficult than for BDDs. For ordered DDDs, these algorithms are basically polynomial, but they become exponential due to the ordering requirement. Another complication is that there are implicit constraints among the variables causing the DDD data structure to be non-canonical even when local reductions are used. A first step towards canonicity is to eliminate all infeasible paths. Such a pathreduced DDD, can be tested for tautology and satisfiability in constant time. However, semantically equivalent DDDs may still have different representations. We have defined several additional restricting conditions, which we conjecture will result in canonical DDDs. It is clearly difficult to obtain an efficient canonical representation. Although canonicity would be intriguing to obtain and allow one to check for equivalence in constant time, it is not necessarily desirable in practice. A canonical representation will not be more compact than a non-canonical representation and the equivalence check can be performed as a tautology check.
Boolean variables can be modeled as difference constraints, making it possible to combine Boolean, continuous, and integer variables within a single data structure. All operations on the Boolean variables in the DDD can be performed as efficiently as with BDDs. One use of combining Boolean and real-valued variables is in constructing the set of reachable states for a concurrent timed system. The effectiveness of the data structure and associated algorithms is demonstrated by constructing the set of reachable states for Milner's scheduler extended with two timers per cycler. This is a highly concurrent system with an exponential number of (discrete) reachable states, yet the representation of the reachable states grows only polynomially in the number of cyclers. Clearly, any approach based on an explicit state enumeration, e.g., those based on difference bound matrices, will fail for such systems.
One path that could be taken when extending the results of the paper would be to generalize the difference constraints to linear inequalities È Ò ½ Ü º ordered by a total ordering. The basic data structure and the APPLY algorithm would be unchanged. In the existential quantification the only change is in RELAX, where Ü is isolated and new inequalites are obtained by substituting the inequality for Ü. In eliminating infeasible paths, a general linear programming solver must be used, e.g, the simplex algorithm.
