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Confidence Intervals Based on Robust Estimators
Meral Cetin

Serpil Aktas

Hacettepe University
Classical estimation of confidence intervals based on the sample mean and variance is sensitive to
outliers. Robust methods were proposed for reducing the influence of outliers. The Minimum Volume
Ellipsoid estimator (MVE), having a high breakdown point, is one of the robust estimators for location
and scale parameters. The robust confidence interval for location parameter is constructed based on the
MVE, and compared with the proposed robust confidence interval estimation methods. The performance
of the robust confidence interval based on MVE is illustrated with a simulation study. The lengths of
100(1-α)% confidence intervals were investigated.
Key words: Robust estimators, minimum volume ellipsoid estimator, robust confidence interval.
based on sample mean, Huber estimator and
median.

Introduction
Little attention has been given to confidence
intervals (CI) based on robust estimators when
the underlying distribution is nonsymmetric.
Robust confidence limits were studied by Huber
(1968). Du Mond and Lenth (1987) studied the
robust confidence interval for the biweight M
estimator. Tiku and Tan (1986) used the MML
estimators for location and compare it with the
trimmed mean, Sprot’s estimators and the
others. Fraiman et.al (2001) constructed the
robust confidence interval based on optimal
robust M-estimates of location.
Robust confidence interval for the
median were given by Staudte and Sheather
(1990). Adrover and Zamar (2000) defined the
globally robust confidence interval and p-values
for the location. The robust confidence interval
based on the minimum volume ellipsoid
estimator is investigated for location parameter.
It is compared with the confidence interval

Robust Confidence Interval
The most common technique for finding
a 100(1-α)% confidence interval is
x ± t1−α / 2; n−1 [ S / n ]

(1)

where t is the 100(1-α/2) percentage point of the
distribution on n-1 degrees of freedom. If the
data come from the nonsymmetric distribution
the confidence interval may vary one sample to
another. The sample mean and variance would
be affected from the distribution and tend to give
long intervals.
Robust confidence interval for median is
given by the following

Median ± t1− α/2;n − 1[S * /

n]

(2)

where, S* is the standard error of the median
given by (Fraiman et.al, 2001).
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The confidence interval based on Huber
estimator is given by

253

CONFIDENCE INTERVALS BASED ON ROBUST ESTIMATORS
Huber ± t1 − α / 2; n −1[Shuber]

be minimum volume ellipsoid. The location and
scale MVE estimators yield an effective method
for identifying outliers in multivariate data
(Rousseeuw, 1990).
This estimator is defined to be the
ellipsoid of minimum volume covering at least h
points of the data set (Rousseeuw, 1987). The
breakdown point of MVE estimator at any pdimensional sample X is

(4)

where, Huber is M estimator of location and
Shuber is the standard error of the huber
estimators given by Equation [5],
S huber =

mad (x )
1.486

(5)

The MVE, having high breakdown point, is one
of the robust estimators for the location and
scale parameters (Wilcox, 1997). It is one of
several multivariate location and scale
estimators. This estimator has high finite-sample
breakdown point. The use of estimators with
high finite-sample breakdown point yields good
performance according to the masking effect.
Rousseeuw (1984) introduced the affine
equivariant estimator with maximal breakdown
point, by putting T(X)= center of minimal
volume ellipsoid covering h points of X where h
can be taken equal to [n+1]+1. This is called the
minimum volume ellipsoid estimator (1987).
The covariance estimator of this is given by the
ellipsoid. Because of the transform x→ xA+b is
an ellipsoid where A and b are the constants,
MVE is an affine equivariant estimator, such
that any transformation on x does not affect the
MVE.
The minimum volume ellipsoid
estimator proposed by Rousseeuw (1985) is a
robust estimation of location and scale of
multivariate data in the presence of outliers. The
MVE is the robust estimation of multivariate
location and scale defined by minimizing the
volume of an ellipsoid containing h points.
These robust location and scale estimators can
be used to detect multivariate outliers and
leverage points.
The MVE estimator searches for the
smallest ellipse containing half of the data
(Wilcox, 1997). When sampling from a
multivariate normal distribution, then it rescaled
these estimates so that they estimate the usual
population mean and covariance matrix. It is
difficult to find the smallest ellipse containing
half of data. From the n points, MVE estimator
randomly selects h points without replacement
and computes the volume of this ellipse. The set
of points giving the smallest volume is taken to

ε n* (T , X ) = (n / 2 − p + 1) / n

(6)

which
converges
to
50%
as
n → ∞ ((Rousseeuw,
1987).
The
robust
confidence interval for location based on MVE
is constructed by,

MVE ± t1−α / 2; n −1[ S mve ]

(7)

where MVE is the location parameter and the
SMVE scale parameter. SMVE is computed as
cov.mve in the statistical software S-Plus. When
the outliers are much larger than the true values
SMVE has the best estimation. SMVE estimator
takes into account half of the observations which
are distributed nearest to an estimated center
(Ma & Genton, 2001).
Simulation Study
The performance of the robust confidence
intervals of a location parameter is illustrated by
Monte Carlo Simulation using the S-Plus
coding. Four types of confidence intervals
including sample mean, median, Huber and
MVE were calculated. Random samples were
generated from the normal distribution for the
sample sizes n=25, 50, 100, 500 and 1000 with
1000 replications. In order to see the effect of
outliers on the estimators and also on the
confidence interval, the simulation was
implemented by generating no outlier, one
outlier and many outliers. These outliers were
generated for the same samples.
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Table 1: Lower - upper Bound and Width of the Confidence Interval of Estimators
When Data Consist of No Outlier
Sample
Size

Sample Mean
5.5737 ; 14.4436
(8.8699)
5.9333;14.0742
(8.1409)
6.0959;13.9145
(7.8186)
6.0061;13.9147
(7.8287)
6.0855;13.9183
(7.8327)
6.0367; 13.9184
(7.8413)

10
25
50
100
500
1000

Huber
7.2332; 12.7427
(5.5096)
7.3331;12.6631
(5.3300)
7.3960;12.6182
(5.2222)
7.3842;12.6135
(5.2292)
7.3680;12.6357
(5.2647)
7.3616;12.6335
(5.2719)

MVE
5.3136;14.6654
(9.3491)
4.4203;15.5563
(11.1360)
3.8225;16.2043
(12.3817)
3.4443;16.5351
(13.0908)
3.0507;16.9469
(13.8962)
2.9606;17.0353
(14.0747)

Median
7.8332;12.1622
(4.3290)
8.9133;11.1037
(2.1904)
9.3179;10.7087
(1.3908)
9.5066;10.4798
(0.9732)
9.7976;10.1973
(0.3997)
9.8433;10.1486
(0.3053)

25
20
15

Huber
MVE
median
mean

10
5
0
n=10

n=25

n=50

n=100

n=500 n=1000

Sample size

Figure 1: Estimators with respect to the sample size and the lenght (no outlier).
Length of CI is on the Y axis.
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Table 2: Lower - upper Bound and Width of the Confidence Interval of Estimators
When Data Consist of One Outlier
Sample
Size
10

Sample Mean
-8.875;34.8801
(43.7551)
-23.7889;50.9608
74.7498
-39.0150;66.6043
105.6196
-62.6400;90.4405
153.0801
-160.5000;188.4520
348.9508
-233.3500;261.3210
494.668

25
50
100
500
1000

Huber
7.0711;13.6131
(6.5421)
7.3196;12.9334
5.6139
7.3993;12.7218
5.3226
7.3722;12.6985
5.3263
7.3768;12.6395
5.2727
7.3635;12.6357
5.2723

MVE
4.0045;15.9879
(11.9834)
4.179;15.7979
11.6189
3.6877;16.3001
12.6125
3.3542;16.6501
13.2959
3.0403;16.9475
13.9073
2.9649;7.0233
14.0584

Median
7.8139;12.7297
(4.9157)
8.8008;11.3764
2.5756
9.3498;10.7582
1.4084
9.5368;10.5112
0.9744
9.7827;10.2144
0.4316
9.8435;10.1498
0.3063

25
20

Huber
MVE
median

15
10
5
0
n=10

n=25

n=50 n=100 n=500 n=1000
Sample size

Figure 2: Estimators with respect to the sample size and the lenght (one outlier).
Length of CI is on the Y axis.
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Table 3: Lower - upper Bound and Width of the Confidence Interval of Estimators
When Data Consist of Many Outlier
Sample
Size
10
25
50
100
500
1000

Sample Mean
-12.8933;44.8948
57.7881
-40.9061; 82.5339
123.4400
-83.9356;141.9135
225.8391
-181.502;279.5056
461.0074
-741.4450;960.4278
1701.8720
-1494.2700;1912.8690
3407.3600

Huber
6.9204;14.7930
7.8727
7.3259;13.6704
6.3445
7.4419;13.3682
5.9263
7.3904;13.4107
6.0203
7.3795;12.9939
5.6441
7.3829;12.9910
5.6081

MVE
2.7041;17.2674
14.5634
3.3345;16.6874
13.3529
3.2255;16.7500
13.5245
2.9702;17.0183
14.0481
2.7511;17.2263
14.4752
2.7648;17.2297
14.4919

Median
7.5889;13.6491
6.0603
7.0727;11.6354
2.5628
9.4939;11.0521
1.5582
9.7299;10.8072
1.0773
9.8931;10.3499
0.4568
9.9703;10.2927
0.3224

25
20

Huber
MVE
median

15
10
5
0
n=10

n=25

n=50 n=100 n=500 n=1000
Sample size

Figure 3: Estimators with respect to the sample size and the lenght (many outlier).
Length of CI is on the Y axis.
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Conclusion
The numerical results given in Tables 1, 2 and 3
show the behaviour of the confidence intervals
calculated under different conditions. It is
known that the mean is very sensitive to outliers.
The width of the confidence intervals for each
estimators are not affected by the sample size
when data consist of no outlier. While the
shortest width is obtained for the median among
the others, the widest CI is the MVE. When the
sample size is increasing, the width of the
median is seen to be decreasing. Unlike others,
the width of the CI based on Huber estimates
does not vary with the sample size.
The CI based on the mean gives very
long width when data consist of one outlier.
Other CI’s based on robust estimators give
similar results for the case of no outlier.
Although the CI based on mean yield a large
width, the case of more than one outlier, robust
CI are not affected by the outliers. Irrespective
of the number of outlier, the robust CI give the
alike results. Note that the confidence interval
based on the MVE estimator is approximately
two times wider than the Huber.
It can be concluded that the width of the
confidence intervals based on the MVE, Huber
and the median are not affected by the outlier(s).
In the Figures, note there is no difference
between the CI’s when the data consist of one
outllier and more than one outlier. For large
samples the confidence intervals for the Huber
and MVE is stationary for the case of outlier.
When the distribution is nonsymmetric,
utilization of the robust confidence intervals
would be appropriate. The smallest CI is always
obtained for the case. It should be noted that
explicit inferences were not made.
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