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Das Thema dieser Arbeit fa¨llt in das Gebiet der Systemapproximation. Ein ur-
spru¨nglich großes und parameteraba¨ngiges Modell wird auf ein vereinfachtes kleineres
Modell reduziert, welches die U¨bertragungsfunktion des urspru¨nglichen Modells ap-
proximiert, wobei die Parameterabha¨ngigkeit im reduzierten Modell erhalten bleibt.
Das vereinfachte Modell wird dann anstelle des urspru¨nglichen Modells in einer
Vielzahl von Anwendungen verwendet.
Die in dieser Arbeit behandelten Modelle werden aus den Maxwell Gitter Gleichun-
gen gewonnen, welche wiederum aus den kontinuierlichen Maxwell Gleichungen mit
Hilfe der Methode der Finiten Integration (FIT) resultieren. Prinzipiell kann in elek-
tromagnetischen Problemen eine Vielzahl von Gro¨ßen als Parameter dienen. Diese
Arbeit beschra¨nkt sich jedoch auf Material- und Geometrie-Parameter, wobei Let-
zteres besondere Beachtung erha¨lt.
Zu diesem Zweck werden zwei unterschiedliche Ansa¨tze verfolgt. Der Erste basiert
auf bereits bestehenden Ansa¨tzen zur parametrischen Ordnungsreduktion, welche
jedoch nicht auf Systeme in der direkt aus den Maxwell Gitter Gleichungen re-
sultierenden Form angewendet werden ko¨nnen. Es wird ein Linearisierungsschritt
entwickelt, welcher der Ordnungsreduktion vorausgestellt wird, mit dessen Hilfe die
FIT- Systeme in die erwu¨nschte Form gebracht werden ko¨nnen.
Ein alternativer Ansatz basiert auf der Verwendung der Systeme in der direkt aus
den Maxwell Gitter Gleichungen erhaltenen Form. Die Projektionsmatrix des pa-
rametetrischen Systems wird als Komposition lokaler Projektionsmatritzen definiert.
Diese Methode erweist sich als flexibler bezu¨glich der Variation geometrischer Pa-
rameter, wobei der Variationsspielraum zuna¨chst auf die Gro¨ße der entspechenden
Gitterla¨nge begrenzt ist. Es wurden jedoch U¨berlegungen angestellt, diese Limi-
tierung aufzulockern.
Die in dieser Arbeit entwickelten Methoden wurden an mehreren Beispielen angewen-
det sowie untereinander verglichen.
2 Kurzfassung
Abstract
The topic of this thesis falls in the field of system approximation. The original large-
scale and parameter-dependent model is reduced to a smaller model which approx-
imates the transfer function of the original model while the parameter dependence
is retained in the reduced model. The simplified model is then successfully used
instead of the original model in a large variety of applications.
The models stem from the Maxwell grid equations, which are obtained from the
continuous Maxwell equations with the help of the Finite Integration Theory (FIT).
In general, a variety of parameters is possible for electromagnetic problems. In this
work though, the focus has been set to material and geometry parameters with
particular emphasis on the latter.
To this purpose, two main strategies are followed. The first strategy is based on
already existing works on parametric model order reduction. These methods are not
applicable to systems in the form naturally obtained by the Maxwell grid equations.
Therefore, in order to be able to apply these methods, a linearization step is shown
that appropriately adapts the FIT systems to the desired form.
An alternative approach is based on using the system in the form directly obtained
from the Maxwell grid equations, and defines the projection matrix of the parametric
system as the composition of local projection matrices. This method provides more
flexibility in the geometry variation than the approach described above. Naturally,
the variation range of geometrical parameters in this method is restricted to the
mesh-cell size, though considerations have been performed to loosen this restriction.





Unfolding the title of this thesis brings out three main subjects, namely electromag-
netic field simulations, parametric systems and model order reduction methods. Nu-
merical simulations are nowadays an indispensable tool in many engineering fields.
They are used in the design process, where they allow for a faster optimization
procedure, they shorten development cycles and reduce costs. The time consuming
prototype construction is often avoided. Furthermore, they admit valuable insight
into relations in cases where measurements are not feasible. Numerical simulations
have also gained entry in the field of electrodynamics. The discrete equations on
which they are based form a model which allows for a system-theoretic approach.
In general, systems in practice are large, so that the need arises to replace them
by smaller approximating systems. Model order reduction techniques are a common
method for this purpose. This introductory chapter is intended to provide a quick
insight into each of the three topics mentioned above.
1.1 Motivation
Modeling the real world by simple abstract representations is a main characteristic
of human behavior and is being considered as the most important ability of Homo
sapiens compared to its less developed predecessor, the Neanderthal. The cave-
paintings in stone-age are the first abstract representations of real-world objects.
The numbers, for counting and marking on bones, are the first recognizable models
and were documented since about 30.000 BC. However, it was the Ancient Near
East and Ancient Greek cultures which educed the modeling breakthrough.
With the independent development of astronomy and architecture by the Babyloni-
ans, Egyptians and Indians, as well as the development of the mathematical theory
by the Greeks, a development was started, that is continued until today. Modeling
started becoming mathematical, i. e. the real world was described by mathematical
objects with the advantage of a precise analysis by means of mathematical tools.
Sciences and mathematics followed thereafter a parallel mutually interacting devel-
opment. Nowadays, mathematical modeling is widely used in a large variety of other
disciplines, such as in engineering, in economics, in biosciences, but also in the social
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sciences. The mathematical modeling of electromagnetic phenomena started in the
18th century. A brief historical overview will be given in the next chapter.
1.2 Systems
System (from the greek word συ´στηµα (systima), ”whole compounded of several
parts or members, system”, literary ”composition” [33]) is a set of interacting or
interdependent components forming an integrated whole. The word system has a
long history which can be traced back to Plato, Aristotle and Euclid.
The concept of a ”system” was first developed in the natural sciences in the 19th
century by the French physicist Nicolas Le´onard Sadi Carnot in the field of ther-
modynamics. In 1850, the German physicist Rudolf Clausius added the concept of
the surroundings to the picture. However, it was not before 1945 that the biologist
Ludwig von Bertalanffy pioneered with his general systems theory. He generalized
the concept of systems to be irrespective of the particular kind or the nature of its
elements, and the relations between them. Furthermore, models, principles, and
laws that apply to them or their subclasses were introduced. Since then, significant
development was achieved especially in the use of mathematics to study systems.
Naturally, the elements of a system are scoped from the elements of the surrounding,
that is some entities are inside the system and some are outside. Formally, this can
be achieved by viewing a system as an ”exclusion law”, declaring that some outcomes
are possible while others are not [41, p. 1]. If U denotes the set in which the outcomes
of a phenomenon are produced andB the subset of U of all possible outcomes, called
the behavior, a system can be formally defined as the pair (U,B). The behavior B
can be viewed as a law excluding the occurrence of certain outcomes. In science, B
is usually described by equations, the behavioral equations. In this case, it contains
those variables satisfying the equations. Different equations can define the same
system. Of course, also behavioral inequalities exist.
One important class of systems are dynamical systems. A dynamical system is a
system which evolutes in time, that is, the set U contains objects that are functions
of time. The time axis needed to formalize the notion of the dynamical system is T.
For continuous-time systems T = R or R+ and for discrete time systems T = Z or
Z+, or an interval in R or Z, respectively. In this work only continuous time systems
are considered, therefore it is assumed T = R. The family of time functions take
their values in the space W, which is called the signal space. Thus, the behavior B
is a subset of WT (WT is the standard mathematical notation for the collection of all
maps from T to W). With this notation, a dynamical system is formally defined as
a triple Σ = (T,W,B). The issue of dynamical systems will be revisited in chapter
3.
The notions of systems and mathematical models are often set equal, though it has
to be considered, that both notions go along with different backgrounds, even if the
practical result, namely the equations governing the system or the mathematical
model, are the same.
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1.2.1 Systems in Electrodynamics
In this thesis, the systems come from the field of macroscopic electrodynamics which
is described by four fundamental equations, the Maxwell equations. They will be
introduced in chapter 2, along with three constitutive equations that are required
for their solution. Except for a few special cases, the time-dependent Maxwell
equations in general form have no analytical solution. For this reason, they are
discretized in space by mapping the continuous space to a finite set of discrete
elements leading to a system of differential equations and, for transient problems, in
time by introducing discrete instants in time yielding a set of difference equations.
This work concentrates on spatially discretized systems. Then, it is tried to find
approximate solutions to the Maxwell equations by solving the discrete equations.
These are the Maxwell grid equations, which will also be introduced in chapter 2.
1.2.2 Systems obtained from the Discrete Electrodynamics
Equations
All systems in this work stem from the Maxwell grid equations, which are formed
by a set of partial differential equations. Different representations of this system
exist, as will be shown in chapter 3. They all describe the same system, but they
exhibit different numerical properties, as the system matrices differ. Furthermore,
additional requirements, such as for instance the consideration of losses, result in
different behavioral equations.
In the following, the various equations describing the systems treated in this work
will be shown. The systems will be defined either in the time domain, or in the
frequency domain, with the frequency parameter s. Details about the mathematics
underlying this transformation, namely the Fourier and Laplace transforms, can be
found e. g. in [67].
As will be shown in chapter 3, the system of Maxwell grid equations can be repre-




u = Cx +Di,
(1.2.1)
where A,B,C,D are the system matrices, the block-vectors i,u are the input and
output of the system, respectively, and s is the frequency parameter. The interpre-
tation of these matrices will be explained in chapter 3 and 4.




2 +A1s+A0)x = Bi,
u = Cx +Di.
(1.2.2)
Notice, that it is not the identity matrix that corresponds to s and s2, as it is the
case in the classical state-space notation (1.2.1). With simple matrix multiplication
the first equation of (1.2.2) can be reformulated to s2x + sx = A¯x+ B¯i. It depends
on the context, which notation is preferred.
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Higher-order systems with powers of s > 2 arise in connection with material losses













The main topic of this work, however, are parametric systems. Formally, it can be
distinguished between the case in which the frequency parameter s is included in
the parameter set and the case in which s is viewed independently from the other
parameters. In the first case the notation s = (s1, . . . , sr) is used, where s is one of
the parameters, and in the second case the parameters, excluded s, are contained in
the vector ξ = (ξ1, . . . , ξr−1).
Different system representations arise at this point. The most general form assumes
that the matrices As, Bs, Cs and Ds depend on the parameters, either in a known






In this work, a special case with As,Bs,Cs and Ds being (multivariate) polynomials
of time-invariant (frequency-independent) matrices is considered. These systems are
called multi-parameter polynomial systems. As a special notation is needed for this
kind of systems, they will be introduced in chapter 4.
If the alternative description with ξ = (ξ1, . . . , ξr−1) is used, again with Aξ, Bξ, Cξ

















In this case, the matrices Ak,Bk,Ck are time-invariant. Notice, that to each pa-
rameter vector ξ, s corresponds one system, denoted by Σξ,Σs.
1.3 Complexity Reduction and System Approxi-
mation
Once a mathematical model or system is set-up, the question of solving it arises.
The methods used for this purpose are nowadays assigned to the field of numerical
analysis. As exact solutions of practical mathematical problems are often impossible
to obtain, this field studies the numerical algorithms for approximating the solutions
while maintaining reasonable bounds on errors.
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The history of mathematical problem-solving shows that, while the mathematical
model complexity steadily increased, the large computational requirements in most
cases restricted the solvable problems to a very small number of cases. The develop-
ment of numerical methods made it possible to automate the solution process and
gave rise to the first computers, which, at the beginning of the last century were
human workers. The methods often depended on hand interpolation in large printed
tables. Nevertheless, the problem size was still limited. In 1945 the first Electronic
Numerical Integrator and Computer (ENIAC) was introduced which revolutionized
the mathematical problem solving. It was the first time that large practical prob-
lems were feasible by mathematical modeling. The field of numerical analysis and in
particular numerical linear algebra has known an incredible development. The par-
allel development in mathematical methods and in computer science which followed
enabled the solution of continuously increasing problem sizes and complexities, but
this procedure is ever-ongoing. Due to either increased system size or an increased
desire for detail there is always a demand to solve larger and more complex models.
One example of this development is the use of increasingly higher frequencies in
electronic circuits, which have a twofold impact on the mathematical model. On
one side, the smaller wavelengths require a finer space discretization leading to in-
creasingly larger systems of equations. On the other side, field effects have received
relevance in fields that were once completely assigned to circuit simulation.
However, it is not only a matter of larger and faster computers. It is also a matter of
efficient approaches, such that the given possibilities are fully exploited. Even today,
where inconceivable sizes compared to the time of first computers are solvable, many
dense numerical linear algebra techniques are only computationally feasible for a
limited number of variables.
1.3.1 Problem Set-up
One of these efficient approaches, to which the topic of this thesis belongs, falls in
a field which is broader known as complexity reduction or system approximation.
The original complex model is reduced to a simplified model which captures the
main characteristics of the original model. The simplified model is then successfully
used instead of the original model in a large variety of applications. Apparently, de-
pending on the use of the simplified model, an appropriate choice among a variety
of reduction steps has to be done. If the model is intended to be used for a fast
frequency sweep, where the model is used many times, the accuracy and the reduc-
tion time are of main interest. Obviously, the time to generate the reduced model
should be less than the time to solve the original model. If the model is used in an
optimization process, where the invariable parts of the structure are represented by
a simplified model and only the remaining parts are optimized, then the preservation
of stability or passivity of the system is more important than the reduction time.
In the past years, methods of model order reduction (MOR) have been developed
to determine an approximate dynamical system Σˆ by appropriately reducing the
number of equations describing the initial system. The general formulation of the
problem can be as follows: Given Σ, e. g. in a form as described in the previous
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section, with x ∈ Rn, determine a system Σˆ in the same form as Σ with xˆ ∈ Rm
withm≪ n, such that the approximation error between the original and the reduced
system is small in a predefined sense which will be investigated analytically in the
respective chapter. Important properties of the original system such as stability and
passivity should be preserved also for the reduced order model. Furthermore, the
applied procedure should be computationally stable and efficient.
The most common MOR methods are based on projections in appropriate subspaces,








Figure 1.1: Model order reduction of a dynamical system: a large scale system Σ
is approximated by a reduced order system Σˆ. The approximation criteria will be
discussed subsequently.
1.3.2 Approximation by Projection
MOR methods by projection correspond to projection in an appropriate subspace
and truncation. Their principle will be shown for the system (1.2.1) in state-space
form. Let x live in Rn×1 and consider the change of basis T ∈ Rn×n in the state-
















where xˆ ∈ Rm, x˜ ∈ Rn−m,V,W ∈ Rn×m. Loosely speaking, it is aimed to pack the
important information of the system in xˆ and the redundant information in x˜.
Substituting for x in (1.2.1) and retention of only the first m equations leads to:{
xˆ(t) =WTA(Vxˆ+T1x˜) +W
TBi,
u = C(Vxˆ+T1x˜) +Di.
(1.3.7)
The approximation occurs by neglecting the term T1x˜, i. e. the redundant part of






Thus, the approximating matrices are: Aˆ = WTAV, Bˆ = WTB, Cˆ = CV and D.
Analogous results hold for the systems in (1.2.2) to (1.2.5). The choice of V andW
depends on the system requirements and will be investigated in chapter 5.













Figure 1.2: Model order reduction of a parametric system with ξ = (ξ1, ξ2, . . . , ξr−1)
the vector containing the parameters, excluding the frequency parameter s.
1.3.3 Problem Formulation for Parametric MOR
The same considerations hold for parametric systems, or sometimes called multivari-
ate systems. As described in the previous section, several system representations
exist, based on s or ξ. A parametric MOR (PMOR) method consists in developing
a system Σˆs,ξ by appropriately reducing the number of initial differential equations.
The additional requirement is to retain the dependence on the parameter-vector ξ, s,
respectively, in the reduced system, as visualized in figure 1.2 for Σξ.




u(s) = Cˆ(s)xˆ(s) + Dˆ(s)i(s),
(1.3.9a)

















Finally, figure 1.3 summarizes pictorially the set-up described in this introduction.
1.4 Dissertation Goals
Order reduction techniques for single-parameter systems have been analyzed thor-
oughly for many years. An overview of basic single-parameter MOR will be given
in chapter 5. In the past years the interest centered upon reduction of systems
depending on multiple parameters, whereas in this work the focus has been set to
both material and geometry parameters. Different approaches are needed for these
two parameter kinds: while material variations do not affect the mesh underlying
the space discretization, geometry parameters definitely do. This eventually leads
to matrices of different sizes. Most existing methods cannot cope with different-
sized matrices. While a large number of works exists on this topic, in particular on
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ODE’s: Maxwell grid equations : Σ
model order reduction
: Σˆreduced number of ODE’s
simulation, control
Figure 1.3: The general set-up: from modeling electrodynamic phenomena to reduced
order models
material parametric systems, for geometrical parameterizations, investigations are
still in an initial state.
In view of the highly practical relevance to vary the geometry, e. g. in the devel-
opment phase of a device, and the lack of existing works taking into account this
specialty of geometrical parameter variations, it was an informed decision to em-
phasize on them. Additionally, while there are several works related to parametric
MOR for Finite Element (FE) systems (e. g. [17]), there has been so far no work
on PMOR for systems resulting from the Finite Integration Theory (FIT). The
cornerstone of this dissertation is, therefore, to develop parametric reduction tech-
niques adapted to the needs of FIT systems, while paying particular attention on
geometrical parameter variations.
To this purpose, two main strategies are followed. The systems naturally obtained
by the Maxwell grid equations are in the form of equation (1.2.5), as will be shown in
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chapter 4. However, already existing works on PMOR are not applicable to systems
in this form. One strategy is, therefore, to appropriately adapt the FIT systems ob-
tained directly from the Maxwell grid equations, so that these existing approaches
can be applied. These methods are based on higher-order Krylov subspaces and
guarantee that the leading moments, i. e. the Laurent series expansion coefficients
around one fixed interpolation point s, of the original and the reduced system are
precisely the same. Unfortunately, these systems suffer from the difficulty to freely
vary the geometry parameters. As will be shown in chapter 6 this has to do with
the fact that these methods require a constant mesh topology. However, the com-
putational grid does not necessarily remain the same during geometrical variations.
Their usage is therefore limited for geometry parameter variations, while they are
suitable for material variations.
An alternative approach is based on using the system in the form directly obtained
from the Maxwell grid equations, equation (1.2.5), and defines the projection matrix
of the parametric system as the composition of local projection matrices. This
method provides more flexibility in the geometry variation, i. e. it does not require
a constant mesh topology, it requires only a constant mesh size. Naturally, the
variation range of geometrical parameters in this method is restricted to the mesh-
cell size. However considerations have been performed to loosen this restriction. For
this method, no moment matching properties between original and reduced system
can be guaranteed. Nevertheless, the simplicity of this approach combined with the
good agreement of original and reduced system is the main advantage in practice.
For each method a detailed description and the required supporting tools are given:
techniques for choosing the points in the parameter range where the series coefficients
are matched, or for which the singular value decomposition is performed, estimations
for the modeling error, the stability issue, treating multiple-input multiple-output
systems are some of these.
1.5 Outline
This introduction has given an overview of all topics covered in this thesis, which will
be dealt with in detail in the following chapters. In chapter 2, the basic equations
describing the continuous electrodynamics as well as their spatial discretization by
the FIT will be described. Chapter 3 gives the fundamentals of dynamical systems
relevant to the order reduction methods. In chapter 4 it is shown how the different
classes of dynamical systems specified in the introduction arise from special appli-
cations of the FIT. A brief overview of classical MOR techniques is summarized in
chapter 5. Parametric MOR techniques are developed in chapter 6 and tested on
numerical examples in chapter 7. Finally, this work concludes with a summary and
an outlook in chapter 8.
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Chapter 2
Electrodynamics
The Maxwell equations describe all macroscopic phenomena of electromagnetism. In
the first part of this chapter they are axiomatically stated along with three constitutive
equations that are required for their solution. Except for a few special cases, the time-
dependent Maxwell equations in general form have no analytical solution. For this
reason they are discretized in space by mapping the continuous space to a finite set of
discrete elements and, for transient problems, in time by introducing discrete instants
in time. Numerical methods are used in order to find approximate solutions which are
determined for every spatial element at each time instant. Numerous discretization
techniques exist to discretize integral or differential equations in space. In this work
the Finite Integration Technique (FIT) is used. The principles are described in the
second part of this chapter.
2.1 Continuous Electrodynamics
While first observations both of electric as well as magnetic phenomena go back to
the ancient ages by Thales of Miletus, except of some individual observations during
the Middle Ages, it was in the 18th century that first quantitative statements were
made by H. Cavendish (1773) and C. A. Coulomb (1785) in the field of electrostat-
ics. In 1826, the relation of electric and magnetic fields was first stated by A. M.
Ampe`re in a law that was later named Ampe`re’s law. In 1831 the induction law was
stated by M. Faraday, nowadays also known as Faraday’s law. In 1873 James Clerk
Maxwell established in his book ”A Treatise on Electricity and Magnetism” a closed
theory which combined all previous existing works and experimental results and is
still nowadays the description basis of all macroscopic electromagnetic phenomena.
Maxwell’s main contribution, which enabled his closed theory, was to define the
displacement current density ~D.
2.1.1 The Maxwell Equations
The continuous Maxwell equations combine the magnetic field strength indicated by
~H , the magnetic flux denoted by ~B, the electric field strength ~E, the dielectric flux
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density or dielectric displacement ~D, the electric current density ~J and the charge
density ̺. They read:∫
∂A





~B(~r, t) · d ~A ∀A ⊂ R3, (2.1.1a)
∫
∂A









· d ~A ∀A ⊂ R3, (2.1.1b)
∫
∂V
~D(~r, t) · d ~A =
∫
V
̺(~r, t) dV ∀V ⊂ R3, (2.1.1c)
∫
∂V
~B(~r, t) · d ~A = 0 ∀V ⊂ R3. (2.1.1d)
The first two equations are known as Faraday’s and Ampe`re’s laws, respectively,
and relate the time differential of a field flux over an arbitrary surface area A to the
voltage along its boundary ∂A. Equations (2.1.2c) and (2.1.2d) are named Gauss’
law and Gauss’ law of magnetism and relate the charge in an arbitrary volume V
to the fluxes through their closed boundary ∂V . The latter states the absence of
magnetic charges.
For stationary media, the Maxwell equations can be expressed equivalently in their
differential form using the general Stokes theorem. Application of the Kelvin-Stokes
theorem to Ampe`re’s and Faraday’s law and the Gauss-Ostrogradsky’s theorem to
Gauss’ laws (2.1.2c) and (2.1.2d) yield the differential form of Maxwell’s equations:




∇× ~H(~r, t) = ∂D(~r, t)
∂t
+ ~J(~r, t), (2.1.2b)
∇ · ~D(~r, t) = ̺(~r, t), (2.1.2c)
∇ · ~B(~r, t) = 0. (2.1.2d)
The current density ~J in (2.1.1b) and (2.1.2b) can be decomposed into a conductive
part ~Jκ, a convective part ~Jc and the impressed current density ~Je:
~J(~r, t) = ~Jκ(~r, t) + ~Jc(~r, t) + ~Je(~r, t). (2.1.3)
2.1.2 Material Equations
The equations described above are universally valid. They are independent of the
material properties. The influence of the material is expressed in relations holding
between the vectors ~D and ~E, ~B and ~H as well as between the external field ~Ee,
the overall ~E, and ~J describing the electric and magnetic properties of a given
medium. From a mathematical viewpoint, equations (2.1.1) form a coupled set of
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first-order linear partial differential equations. Therefore, each equation cannot be
solved individually. The pairwise connection between ~D and ~E, ~B and ~H enables
their solution. The constitutive equations in the general case are given by
~D(~r, t) = ε0 ~E(~r, t) + ~P ( ~E,~r, t), (2.1.4a)
~B(~r, t) = µ0 ~H(~r, t) + ~M( ~H,~r, t), (2.1.4b)
~J(~r, t) = κ~E(~r, t). (2.1.4c)
The material constants ε0 and µ0 are the permittivity and permeability of the free
space while ~P ( ~E,~r, t) and ~M( ~H,~r, t) denote the polarization and magnetization of
the medium, respectively. While the first terms in (2.1.4a) and (2.1.4b) describe
the linear contributions of the field, ~P and ~M describe the macroscopic behavior of
the physical effects inside the materials and are, in general, time-variant, frequency-
dependent and non-linear as well as non-isotropic functions of ~E and ~H , respectively.
Typically, modeling a material behavior of this kind is difficult, but in many cases
materials with simplified behavior can be assumed. In case of a linear hysteresis-
free material, ~P and ~M can be modeled with the help of the electric and magnetic
susceptibility tensors χe and χm, respectively, using the convolution operator ∗:
~P ( ~E,~r, t) = ε0χe(~r, t) ∗ ~E(~r, t) + ~Pr(~r), (2.1.5a)
~M( ~H,~r, t) = χm(~r, t) ∗ ~H(~r, t) + ~Mr(~r). (2.1.5b)
The terms ~Pr and ~Mr describe the permanent polarization or magnetization of a
material and are assumed as zero in the following. The frequency dependence is
obtained by considering the equations in frequency domain:
~D(~r, ω) = ε0εr(~r, ω) · ~E(~r, ω), (2.1.6a)
~B(~r, ω) = µ0µr(~r, ω) · ~H(~r, ω), (2.1.6b)
where εr and µr are the relative permittivity and permeability of the material,
respectively. The frequency dependence is set by atomic and molecular interactions
due to an external electric field. Various models exist to describe the resulting
macroscopic behavior. Detailed descriptions can be found in [62]. Of importance in





For frequency-independent isotropic material εr and µr are scalar time-invariant
values and the constitutive equations read:
~D = ε0εr ~E, (2.1.8a)
~B = µ0µr ~H. (2.1.8b)
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2.1.3 Boundary Conditions
With the help of Maxwell’s integral equations the field behavior on the transition of
two different media 1 and 2 with characteristic values ε1, µ1, κ1 and ε2, µ2, κ2 can be
determined. Application of Faraday’s and Ampe`re’s laws on a surface intersecting
the material interface results in the limit case in the following conditions for the
fields:
~n× ( ~E2 − ~E1) = 0, (2.1.9a)
~n× ( ~H2 − ~H1) = ~JA, (2.1.9b)
where ~n is the unit normal vector of the interface pointing from medium 1 to medium
2, and ~JA is the surface current density. Thus, the tangential electric field compo-
nent is always continuous at material transitions, whereas the tangential magnetic
field component is only continuous if there is no surface current on the interface.
Analogously, application of Gauss’ laws on a closed volume containing both material
leads to the following conditions for the fluxes ~D and ~B:
( ~D1 − ~D2) ~n = σA, (2.1.10a)
( ~B1 − ~B2) ~n = 0, (2.1.10b)
with σA being the surface charge density. Thus, while the magnetic flux is always
continuous at the interface of two different media, the dielectric flux density ~D is
only continuous if there is no surface charge.
2.1.4 Wave Equation
Combining the first two Maxwell equations in differential form, (2.1.2a) and (2.1.2b),
and the material equations (2.1.4a) and (2.1.4c), the second-order forms of the

















ε−1(~r, t)∇× ~H(~r, t)
)
= ∇× (ε−1 ~J(~r, t)). (2.1.11b)
Assuming that the waves propagate far enough from sources, such that ~J = 0 and














ε−1(~r, t)∇× ~H(~r, t)
)
= 0. (2.1.12b)
Using the vector calculus relation
∇× (∇× ~a) = ∇(∇ · ~a)−△~a (2.1.13)
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∇2 ~H(~r, t). (2.1.14b)





Of special interest is the field propagation in metallic structures, known as waveg-
uides . It is assumed that all boundary surfaces are perfectly electric conducting
and that the profile does not change along the waveguide axis. The Maxwell equa-
tions for harmonic time dependence e−jωt and for a guide containing a homogenous,
loss-free medium, with permeability µ and permittivity ε, lead to the wave equation







Waveguides support in general two field patterns: TE modes (Transverse Electric)
with no electric field in the direction of propagation and TM modes (Transverse
Magnetic), with no magnetic field in the direction of propagation. Other trans-
verse modes which occur because of boundary conditions imposed on the wave by
other waveguide types are the TEM and hybrid modes. TEM modes (Transverse
Electro-Magnetic) have neither an electric nor a magnetic field in the direction of
propagation. Hybrid modes have nonzero electric and magnetic fields in the direc-
tion of propagation. The TEM wave cannot exist in a single guide with perfectly
conducting walls. Two or more conductors are required, as e. g. in a coaxial cable
or a (ideal) microstrip line.
The superposition of eigenmodes can describe every field in a waveguide. With m











−jkww − bmejkww), (2.1.16b)
where am denotes the m− th mode traveling in positive coordinate direction and bm
the corresponding part traveling in negative direction.
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2.2 Discrete Electrodynamics
The objective of discrete electrodynamics is to find approximate solutions to the
Maxwell equations. The first step consists in mapping the domain of interest Ω in
the continuous space, Ω ⊂ (R1,R2,R3), to a finite set of discrete elements Gi which
depend on the dimensionality of Ω. In this way, a set of spatial elements is defined
which is a topological structure in space and is referred to as computational grid
G. Let ΩG be the domain covered by the computational grid. In R3 the discrete
volumes Gi, also called grid cells, are associated with elementary points P (i, j, k),
edges L(i, j, k) and surfaces A(i, j, k).
The discrete elements have to be connected such that they completely cover the
domain of interest, i. e.
⋃Gi = G. However, the elements must not overlap, that is⋂
nP
Gi = Ø. For practical reasons, typically basic geometrical shapes like triangles
or rectangles in a two-dimensional domain and tetrahedrons or hexahedrons in three-
dimensional domains are used.
Numerical methods are used to solve the resulting discrete equations for every spa-
tial element at each time instance. The solutions comprise approximations to the
continuous Maxwell equations. The discretization method of choice in this work is
the Finite Integration Technique.
2.2.1 The Finite Integration Technique
The Finite Integration Technique (FIT) was introduced by T. Weiland in 1977
[69, 71]. Initially applied in the frequency domain for the numerical determination
of eigenfrequencies in resonant structures, the range of applications was continu-
ously extended. Today, an extremely wide range of electromagnetic components are
successfully solved using the FIT. Applications include electro- and magnetostatics,
stationary current problems, low and high frequency problems, as well as devices
with movement of charged particles.
2.2.2 Spatial Discretization by Computational Grids
For the discretization of the Maxwell equations the FIT makes use of a staggered
pair of grids, the primary grid G and the dual grid G˜. This idea goes back to the
seminal paper of K.S. Yee in 1966, [79]. The principle idea of the FIT is to split
the closed line integrals in the continuous Maxwell equations into integrals along
the grid edges and the closed surface integrals into integrals over the grid surfaces.
Hereby, Faraday’s and Gauss’ law of magnetism make use of the primary grid,
while Ampe`re’s and Gauss’ law of the dual grid. In this way, the resulting discrete
equations are exact representations of the continuous Maxwell equations. However,
at this point they are still two pairs of uncoupled equations, as no connection has
been assumed between the primary and the dual grid and no material conditions
have been applied. The inevitable approximations going along with all numerical
methods are introduced in the FIT by the discretization of the material relations
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(2.1.4), as will be explained more detailed in section 2.2.5. At that point, the
also necessary coupling between primary and dual grid is accomplished. However,
imposing a specific relation between the two grids gives the opportunity to shape
an efficient implementation.
The dual grid is constructed according to the following duality conditions: the grid
points P˜ of the dual grid G˜ are co-located with the centers of the primary grid
cells. The orientation of a dual (primary) edge coincides with the orientation of the
primary (dual) surface. Furthermore, every primary surface is cut by exactly one
dual edge and every primary edge is cut exactly by one dual surface. In principal,
the respective cutting angles can be arbitrary. If they are 90◦, the orthogonality
condition is met.
Given an arbitrary primary grid G the construction of a dual grid G˜ fulfilling the first
three conditions is generally possible. This does not hold true for the orthogonality
condition. Grids fulfilling all conditions are referred to as dual orthogonal. The
grid set-up in the Cartesian coordinate system employs a staggered pair of dual
orthogonal grids, as will be shown in the following.
Typically, a general, curvilinear, orthogonal coordinate system (u, v, w) is assumed,
though in this work problems in the three-dimensional Cartesian space are consid-
ered. A suitable pair of dual orthogonal hexahedral grids G and G˜ is used.
The primary grid edges are aligned with the Cartesian coordinates and lead to the
following definition:
G = {(u(i), v(j), w(k)) ⊂ R3|i ∈ {1 . . . I}, j ∈ {1 . . . J}, k ∈ {1 . . .K}}. (2.2.17)
The corresponding edges, surfaces and volumes are given by the following equations:
Lu(i) = u(i)u(i+ 1), Lv(j) = v(j)v(j + 1), Lw(k) = w(k)w(k + 1),
Au(j, k) = Lv(j)Lw(k), Av(i, k) = Lu(i)Lw(k), Aw(i, j) = Lu(i)Lv(j),
V (i, j, k) = Au(i)Av(j)Aw(k),
(2.2.18)
with i ∈ {1 . . . I − 1}, j ∈ {1 . . . J − 1}, k ∈ {1 . . .K − 1}.
With I, J,K the number of points in each coordinate direction u, v and w, and i, j, k
the corresponding indices, the nP mesh points are numbered as follows:
n(i, j, k) = i+ (j − 1)I + (k − 1)IJ. (2.2.19)
Figure 2.1 shows the Cartesian grid with the above definitions.
The dual grid is defined by




(u(i) + u(i+ 1)), (2.2.21)
v˜(j) = 1
2
(v(j) + v(j + 1)),
w˜(k) = 1
2
(w(k) + w(k + 1)).













































































Figure 2.1: The Cartesian grid used for discretizing a structure. The indication



















Figure 2.2: Depiction of the primary grid G relative to the dual grid G˜; the numbering
has been chosen such, that every dual mesh edge intersects the primary mesh surface
with the same number.
The dual edges, surfaces and volumes are defined analogously to (2.2.18).
Figure 2.2 shows the primary grid relative to its dual. In a first instance, homoge-
neous material is assumed in every resulting elementary volume. Other cases will
be considered later on.
2.2.3 The Maxwell Grid Equations
2.2.3.1 Discretization of Faraday’s law
Focusing on the discretization of Faraday’s law and Gauss’ law of magnetism using
the primary grid, the FIT makes use of the electric voltage ⌢ep along edge Lp, p ∈
{u, v, w} and the surface integral of the magnetic flux over the surface Ap, denoted
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← ← ←




















⌢ep(i, j, k) =
∫
Lp(i,j,k)
~E · ds, (2.2.22a)
⌢
bp(i, j, k) =
∫
Ap(i,j,k)
~B · d ~A. (2.2.22b)
Then, for one mesh cell, e. g. the cell depicted in figure 2.3, holds:
⌢eu(i, j, k) +
⌢ev(i+ 1, j, k)− ⌢eu(i, j + 1, k)− ⌢ev(i, j, k) = − d
dt
⌢
bw(i, j, k). (2.2.23)
According to the same figure, it is sufficient to consider only one mesh cell, as
the line-integrals of directly neighbored cells are mutually canceling. Thus, if the
induction law holds for one elementary surface, it holds for all surfaces. All electric









which, as already mentioned, is an exact representation of Faraday’s law. The matrix
CFIT is sparse and singular and as apparent from equation (2.2.23), each row has
two entries 1 and two −1. It is, thus, a topology matrix which plays the role of the
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P (i, j, k)
G
Figure 2.4: In order to derive the discrete Gauss’ law of magnetism, the surface
integral of the magnetic flux over a primary grid cell shown above is split in six
surface integrals over its cell-surfaces.
2.2.3.2 Discretization of Gauss’ law of magnetism
If in Gauss’ law of magnetism the surface integral of the magnetic flux over a mesh
cell is split in six surface integrals over the cell-surfaces, the discrete Gauss’ law
of magnetism is obtained. Again, as shown in figure 2.4, the surface-integrals of
directly neighbored cells are mutually canceling, so that only one cell has to be
considered.













bw(i, j, k + 1) = 0.
The resulting grid equation is:
SFIT
⌢


































































a sparse topological matrix which corresponds to the divergence operator.
2.2.3.3 Discretization of Ampe`re’s law and Gauss’ law
For the discretization of the first Maxwell equation, the electric voltages ⌢e are
mapped to the mesh edges while the components of the magnetic flux
⌢
b to the sur-
faces of G˜. In order to evaluate the line and surface integral in the second Maxwell
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equation, the components of
⌢
h should be mapped to the grid edges and the com-
ponents of
⌢
d to the grid surfaces. At this point the introduction of the dual grid is
required, with which the discretization of Ampe`re’s and Gauss’ law, i. e. the second
and third Maxwell equation are accomplished. The magnetic voltage
⌢
hp along the
dual edge L˜p, p ∈ {u, v, w} and the surface integral of the dielectric flux
⌢
dp over the
dual surface A˜p are used.
Summarizing, the Maxwell grid equations read:
CFIT















d = q, (2.2.29c)
SFIT
⌢
b = 0, (2.2.29d)
where the matrices S˜FIT and C˜FIT are the topology matrices representing the source
(divergence) and the curl operator, respectively, corresponding to the dual grid G˜.
2.2.4 Properties of the Matrices
The solutions of the continuous Maxwell equations fulfill certain vector analytic
relations, in particular
∇ · ∇ × ~E = 0 and ∇×∇ϕ = 0. (2.2.30)
An important feature of the FIT is that discrete analogues of these equations exist
for the grid spaces, i. e. they hold for both the primary and the dual grid. Fur-
thermore, they guarantee that important physical properties, for instance energy or
charge conservation and the validity of the continuity equation, are maintained in
the Maxwell grid equations. They are derived in [73, 71] and read:





FIT = 0. (2.2.31b)
Finally, with respect to the matrices CFIT and C˜FIT the duality condition of G and





As mentioned earlier, the coupling of the primary and the dual quantities as well
as the consideration of the intrinsic model data is accomplished by the discretized
forms of equations (2.1.4). The calculation is accomplished in a two-step procedure.
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Figure 2.5: Integration path for determination of the relation between the magnetic
field voltage
⌢
h defined on the dual grid and the magnetic flux
⌢
b defined on the primary
grid.
On one hand, the electric voltage ⌢e and the flux quantity
⌢
b have to be connected
with the field density
⌢
d and the field strength
⌢
h, respectively. On the other hand,
a suitable averaging has to be assumed for the generally discontinuous, location-
dependent material properties at the intersection points of edges and surfaces of
both grids.




b. Figure 2.5 shows four primary cells intersected by one dual cell. The intersection
points will be the integration path of
∫
∂A
~H(~r, t) · d~s. Splitting the integral into four
parts corresponding to the primary cells, each of which may be filled with different
material, and averaging the permeability along this part lines leads to the desired
relation.
More precisely, every dual edge section C1 . . . C4 traverses two primary cells, which
may have different permeability values µ. Only the normal component of the mag-
netic flux is continuous at the intersection point. With the assumption that its
variation in the vicinity of the intersection point is small, it is:
⌢
bu(i, j, k) =
∫
Au(i,j,k)
~B · d ~A ≈ buAu(i, j, k), (2.2.33)
with bu giving an approximation at the edge center.
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The line integral of ~H along C3 is then:
⌢
hu(i, j, k) =
∫
C3
~H(~r, t) · d~s ≈ bu





The averaged permeability can be defined as follows:











bu(i, j, k) =
Au(i, j, k)
L˜u(i, j, k)µ−1(i, j, k)
⌢
hu(i, j, k). (2.2.36)





The material equations for Mε and Mκ can be derived with an analogous consid-
eration using dual faces and primary edges. In this case, the averaged permittivity∫∫
εdA∫∫
dA




















The averaged inverse permeability values corresponding to each primary mesh cell
are grouped in a diagonal matrix:
Dµ−1 = diag{µ−1u (1), . . . µ−1u (nP ), µ−1v (1), . . . µ−1v (nP ), µ−1w (1), . . . µ−1w (nP )}.
(2.2.39)
Analogously, the matrices Dε and Dκ which contain the permittivity and conduc-
tivity values, respectively, of each mesh cell are defined.
The edge lengths and surface areas of the primary grid can also be grouped in
diagonal matrices DS and DA respectively:
DS = diag{Lu(1), . . . , Lu(nP ), Lv(1), . . . , Lv(nP ), Lw(1), . . . , Lw(nP )}, (2.2.40a)
DA = diag{Au(1), . . . , Au(nP ), Av(1), . . . , Av(nP ), Aw(1), . . . , Aw(np)}. (2.2.40b)
28 Chapter 2: Electrodynamics
For the dual mesh, the diagonal matrices D˜S and D˜A are defined which contain the
dual mesh edge lengths and surface areas.










Thus, the Maxwell equations in terms of ⌢e and
⌢
h with the material equations (2.2.41)
read:
CFIT




















h = 0. (2.2.42d)
2.2.7 Material Interface Modeling
2.2.7.1 Staircase approximation
Each primary mesh cell has so far assumed to be homogenously filled with one
material. Material interfaces have thus always coincided with mesh cell interfaces.
In this case, modeling material interfaces of two different media with an arbitrary
interface shape, is straightforward. The percentage of the primary grid cell that is
filled with material 1 decides whether the mesh cell is considered to be filled with
material 1 or with material 2. If the percentage is less than 50% the cell is considered
to be filled with material 1, otherwise, it is considered to be filled with material 2.
Figure 2.6 shows the trivial case of the interface to perfectly electric conducting
(PEC) material, as both the tangential electric voltages and the normal magnetic
fluxes are zero. Thus, implicitly the boundary conditions are fulfilled. Furthermore,
all entries of Mstaircaseε corresponding to primary grid edges of PEC-filled cells are
set to zero, while there is no need to modify Mstaircaseµ . Nevertheless, this method is
inaccurate and therefore alternative methods are prefered.
2.2.7.2 Partially Filled Cells
Alternatively to the homogenously filled mesh cells described above, partial fillings
in the mesh cells, with each volume-part possessing different material properties,
can be considered. This feature was already incorporated in the classical FIT [69]
where the partially filled cells (PFC) were tetrahedrons. In [63] an approach with
arbitrary partial filled cells was presented on a hexahedral mesh. In the following,
only the case of PEC material is considered.
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Figure 2.6: Two adjacent primary cells in 2D. The left is filled with PEC material
and the right with vacuum. Due to the boundary conditions, the tangential electric
grid voltage ⌢ev is zero.
Perfectly electric conducting material
Figure 2.7, shows three constellations of the way an interface between PEC material
and vacuum cuts the primary faces and edges. If the PEC region defines a small
part of the mesh cell, then the magnetic flux which is allocated at the dual mesh
center still lies in the vacuum region, otherwise it lies in the PEC region.






⌢e i2 − ⌢e i3 − ⌢e i4 . (2.2.43)
The factor fA,m describes the proportion of the mesh-cell surface Am which is filled
with perfectly electric conducting material. Analogously, fL,i gives the proportion of
the mesh edges Li which are inside the electric conducting material. The magnetic
flux
⌢










~E(x, y, z)d~s. (2.2.44b)
Formally, the consideration of partially filled meshes simply corresponds to a modi-
fication of the material matrices:
Dµ(m,m)
PFC = Dµ(m,m)(1− fAm), (2.2.45a)
Dε(i, i)




In case that the allocation points of some non-vanishing field vectors, which are
necessary for calculating the material matrices, lie inside the perfect conductor, no
physical interpretation can be applied to the approach of considering the partial
fillings. Nevertheless, the equations are still valid.
As this approach to approximate the partial fillings results just in a modification of
the material matrices, without changing their structure, there is no impact on the
properties of the FIT.


































Figure 2.7: The figure shows different constellations of primary cells which are par-
tially filled with PEC material. In 2.7a the filling is less than 50% of the cell area.
The dual edge is thus assigned to the vacuum region. In 2.7b and 2.7c the filling is
more than 50%. In this case the magnetic grid voltage and the magnetic grid in-
duction are assigned to the PEC region. In both cases the PEC-vacuum interface is
associated with a reduced cell area AmfAm and shortened cell edges Li1fLi1 , i = 1 . . . 4.
2.2.8 Discrete Wave Equation
Analogously to the continuous wave equation (2.1.14), in the discrete Maxwell equa-
tions one of the vectors ⌢e or
⌢
h can be eliminated, leading to the discrete wave
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As the discrete curl operators CFIT, C˜FIT appears twice, this equation is known also
as discrete curl-curl equation.
2.2.9 Boundary Conditions and Excitation of the Compu-
tational Domain
Analogously to the continuous space, boundaries are used to separate the compu-
tational domain from its surrounding. Boundary conditions are defined in order to
determine the local fields and in order to model the influence of the surrounding
space on the computational domain. The boundary conditions are as diverse as the
situations they model.
In principle, depending on whether the energy exchange with the surroundings can
take place or not, it is distinguished between open and closed boundary condi-
tions. Most common closed boundary conditions are the Dirichlet and the Neumann
boundary conditions. While the first forces the field solution to specific values on
the boundary, the latter sets the normal field derivative at the boundary to a de-
fined value. Two special cases are obtained in structures with perfectly electric
or magnetic surrounding, i. e. the ideal electric or magnetic boundary conditions,
respectively.
Lossy electric boundaries are assigned to the closed boundary conditions, even
though energy leaks to the surroundings, yet it is not a free energy exchange. One
example is the impedance boundary condition which yields from the ideal electric
boundary with some additional assumptions. It is used to model metals with finite
conductivity.
Of special interest are the boundaries modeling waveguides. In this case, a guided
energy exchange in form of electromagnetic waves is desired. The waveguide port
forms both a boundary condition as well as an excitation way.
Finally, a way to excite the computational domain from inside is given by the discrete
ports. They are implemented by impressing a voltage at a primary edge or a current
density at a dual surface.
2.2.9.1 Electric boundary condition
The electric boundary condition models structures surrounded by perfectly electric
conducting material. It is implemented by using the Dirichlet boundary condition.
All tangential electric voltages and all normal magnetic fluxes vanish. As these
quantities are defined on the edges and surfaces of the primary grid, respectively,
the corresponding entries in the matrices CFIT and SFIT can be set to zero. In this
way though, the topological structure of these matrices is destroyed and therefore,
preferably, the corresponding entries in the material matrices are set to zero. As
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they are diagonal matrices, due to the zero entries the matrices get singular. In this
case, the pseudo-inverse has to be used instead. Except of modeling the physical
implementation of a perfectly conducting surrounding the electric boundary is often
used as a symmetry condition. If, for example, symmetry considerations yield that
the electric field of a grid plane contains only normal components, then this plane
can be replaced by the electric boundary. In this way, the calculation domain is
reduced, thus time and storage capacity is saved.
2.2.9.2 Magnetic boundary condition
Analogously, the magnetic boundary condition formally models structures which are
surrounded by material with an infinite permeability. It is implemented by using the
Neumann boundary condition. In this case, all tangential magnetic voltages and all
normal electric fluxes vanish. Though, as no normal ⌢e components and no tangential
⌢
h components are defined at the boundary, in this case, the corresponding entries in
the material matrices cannot be set to zero. As shown in [73, p. 56], this boundary
condition is implemented by considering reduced dual lengths and surfaces at the
boundary, thus no modification of the material matrices is necessary.
Magnetic boundaries are mainly used as symmetry conditions in structures with
symmetric fields following the same considerations as stated above for the electric
boundaries.
2.2.9.3 Impedance boundary condition
The assumption of PEC material is not always possible. The impedance boundary
condition gives the opportunity to consider losses in metallic structures. Making use
of the complex permittivity (2.1.7), the wave vector of time-harmonic plane waves



















is much smaller than the corresponding wave length in free space, i. e. the wave is
highly damped in the metal. Therefore, an extremely fine mesh would be required
to capture this wavelength.
The implementation in the FIT is based on a surface impedance model proposed in
[63]. In [75, p. 15 f.], a modification of this implementation is proposed that improves
the bad matrix conditioning in the initial approach which is disadvantageous for
model order reduction. As a result, frequency-dependent matrices Mµ are obtained
[75, p. 18].
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2.2.9.4 Open boundary condition
There are basically three different ways to model free space in the FIT. One way is to
make use of a boundary element method in combination with the FIT. Alternatively,
a two-dimensional eigenvalue problem can be set-up on the boundary. The mode
patterns solving this problem can be then impressed on the boundary. In this way an
infinite extension of the two-dimensional structure as a waveguide can be modeled.
Finally, a special absorbing material can be used to surround the computational
domain. Each incident wave can penetrate without reflections the material and is
then absorbed completely. An ideal boundary condition can be then applied to the
absorbing material. This idea forms the basis of the perfectly matched layer (PML)
boundaries. Details about the implementation of this approach in the FIT as well
as general references to the topic can be found in [75, p.18 f.].
2.2.9.5 Waveguide boundary condition
An important issue is how to transfer the boundaries of waveguide structures, as de-
scribed in section 2.1.5, to the discrete FIT model. Apparently, a special treatment
is needed, as none of the previously described cases applies. The resulting bound-
ary conditions are called waveguide ports and can be used for both terminating a
computational domain as well as for exciting it.
Basically two options are possible: either a really open boundary is constructed
through which energy can exit the computational domain, but also enter it for
excitation. Alternatively, the infinite continuation of the waveguide is modeled by
an equivalent closed problem with an impressed boundary current. This corresponds
to the usage of the surface current density ~J = ~n× ~H in continuous electrodynamics.
Both approaches, which were initially described in [70] and more detailed in [47], are





h, which, in analogy to the continuous case, can be formed by superposition














where am denotes the m−th mode traveling in positive coordinate direction and bm
the corresponding part traveling in negative direction. Furthermore, the phasors
⌢et,m and
⌢
ht,m are two-dimensional vectors, which contain only transversal elements
⌢e ,
⌢






w−th element of the respective matrices. The two-dimensional modes ⌢et,m,⌢ht,m are
the solutions to an eigenvalue problem that results by letting ∆w → 0. This is
described in detail in [47].
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Figure 2.8: The original and the equivalent structures for modeling the waveguide
boundary condition with impressed current densities.














This is completely analogous to the continuous space:
~nw × ~H → Nw⌢ht, (2.2.51a)
~nw · ( ~E × ~H) = ~E · (−(~nw × ~H))⌢eTt → (−Nw)
⌢
ht. (2.2.51b)
The amplitude of the phasor is arbitrary and is therefore usually chosen such, that
the power in the waveguide takes the value 1, i. e.
⌢eTt,m(−Nw)
⌢
ht,m = 1. (2.2.52)
This relation corresponds to the integral over the Poynting-vector
∫
~nw( ~E× ~H∗)dA.
Both vectors ⌢et,m and
⌢
ht,m can then be used to model the open boundary, as it
is described in [16, 47, 63]. However, of relevance in this work is the alternative
approach of modeling the closed problem, described in the following.
The standardization defined above (2.2.52) is valid for one single frequency, or equiv-
alently, for a frequency-independent port impedance Z = ET/HT. This applies to
the TEM modes and monofrequent solutions, but not to the TE- and TM-modes.
Therefore, these cases have to be treated separately. Nevertheless, as the port
impedance for both the TE- and the TM-modes is known analytically, a simple
correction of the values calculated for the TEM and monofrequent case can be ac-
complished with the help of respective correcting factors. Therefore, first the TEM
and monofrequent case will be considered.
TEM modes and mono-frequent solution
As
⌢
h is allocated on the dual grid and therefore not known in the boundary surface,
the original discrete structure shown in figure 2.8a is replaced by an equivalent
structure depicted in figure 2.8b.
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For the w−th element of the vector ⌢j e containing all
⌢
j the change in the orientation
corresponds to the application of the cross-product ~JF = ~n × ~H , which can be
expressed by the discrete operator Nw. Thus,
⌢




















With a = (a1, a2, . . . , aM) and b = (b1, b2, . . . , bM) the matrices containing the
mode-coefficients from (2.2.49) and Z
1/2
L the diagonal matrix containing
√
ZL,m, the
generalized current and voltage are defined according to:
u = Z
1/2















L u− Z1/2L i). (2.2.55b)
With this definition of Z
1/2
L , in case of no reflections (am = 1, bm = 0) at the ports,
the port power is also um · im = 1. With equations (2.2.55), the w-th element of
⌢
hm,t(ame






































Combined with equation (2.2.54), this result leads to an expression for the w−th
element of the excitation vector
⌢
j e,m with respect to the w−th element of the two-
dimensional vector
⌢
ht,m, which has been calculated before
⌢




















This constant results from the adaptation of the two-dimensional propagation con-
stant kw, to the three-dimensional mesh, to capture the dispersion-effect and thus
to avoid an energy error. The procedure is shown in [47]. The term cos(kw,3D∆w/2)
thus compensates the energy error made by performing the port-mode standard-
ization (2.2.52) in the same plane w = 0, whereas the port-modes are allocated in
spatially separated meshes. For fine discretizations its value is very close to one and
it is therefore often neglected.
The vector
⌢
j e is two-dimensional. The third dimension is considered with the help











j e,m, bm = Lkb
2D
m . (2.2.59)
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As the modes are orthogonal, from the definitions (2.2.55) and equation (2.2.52),
the generalized port voltage can be given
um =
√






TE- and TM- modes


























These correcting factors have to be considered for each frequency in equations
(2.2.57) and (2.2.60).
2.2.9.6 Discrete ports
While the waveguide ports are a convenient tool to terminate waveguides, sometimes
one wishes to excite the computational domain at single internal points, e. g. to
model feeding point sources for antennas, current or voltage sources. In this case,
discrete ports are used, which impress a voltage at a primary edge or a current
density at a dual surface. As for dual orthogonal grids the normal vector to the dual
surface lies on the primary edge, the current density can be interpreted as flowing
through the primary edge. This edge forms the discrete port path, to which an
impedance is associated. As in practice the current density impression is preferred,
the discrete port principally consists of a current source with an internal resistor.
Sometimes, e. g. for transmission lines at very low frequencies, discrete ports are
more convenient than waveguide ports, despite the fact that the latter is more
accurate. However, caution is advised, as at higher frequencies, for instance if the
discrete port length is larger than a tenth of a wavelength, the S-parameters may be
different than those resulting from using waveguide ports. This may happen due to
higher levels of reflections at the port position, that is, the port and the structure
are not matched properly.
Chapter 3
Dynamical Systems
In the introduction the notion of a dynamical system has been defined. The systems
resulting from the Maxwell grid equations described in the previous chapter belong to
a special class of dynamical systems, namely systems described by linear differential
equations. In this chapter basic results concerning this class of systems will be given.
Basically, two different description approaches of these systems exist: the external
and the internal description. The former is associated with the system quantities one
is interested in. This leads to the definition of input and output variables as well as
a function connecting those two, the transfer function. The internal description is
associated with variables which are not directly accessible. These variables are called
auxiliary variables. One important special class of auxiliary variables is formed by
state variables. Both descriptions are equivalent. It is rather the viewpoint that
changes. In this chapter both approaches are discussed. Furthermore, important
system concepts, such as stability and passivity, reachability and observability, are
summarized. This information will be valuable in the next chapter.
3.1 Dynamical Systems defined by Linear Differ-
ential Equations
In the system defined by (2.2.42), which will be denoted by ΣFIT in the following,
only the first two Maxwell equations are considered. The remaining equations play
the role of auxiliary conditions. Due to the conditions in (2.2.31), they are satisfied
provided that appropriate methods are used, exact calculations are performed and



















Based on this formulation, by using the curl-curl equation or by considering losses,
higher-order formulations result. This will be subject to the subsequent chapter.
Apparently, (3.1.1) is a special case of the general formulation given in the following.
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w = 0. (3.1.3)
Without going into detail how w looks like in particular, here general results about
this class of systems will be given.




l), i. e. those functions w : R→ Rl, which for all a, b ∈ R:∫ b
a
|w(t)|dt <∞. (3.1.4)





Equation (3.1.3) defines the dynamical system Σ = (R,Rl,B), with





w = 0}, (3.1.5)
where a weak solution is, simplified, a solution that satisfies (3.1.3) for almost all t,
that is, except for a set of zero measure. For the exact definition see for instance
[41, p. 34].
The systems described by (3.1.3) are linear, time-invariant (LTI). Linearity and
time-invariance are important notions in applications. A dynamical system Σ =
(T,W,B) is called linear ifW is a vector space over R or C andB is a linear subspace
of WT. A dynamical system Σ = (T,W,B), T = R or Z, is called time-invariant if
B is shift-invariant. Simply speaking, in a time-invariant system, if a trajectory is
in B, then the shifted trajectory is also in B. The proofs are straightforward and
given for instance in [41, p. 42].
Given the system of Maxwell grid equations (3.1.1), it is not a priori clear which
system description is best. Therefore, instead of viewing a system as a map between
inputs and outputs, as it is done in the classical approach, here it is more appropri-
ate to define the system by its behavior. The behavioral framework of mathematical
systems is introduced thoroughly and comprehensively in the book by Willems and
Poldeman [41]. Moreover, when introducing dependencies on material and geome-
try parameters, the resulting equations do not have the form used in the classical
framework (state-space form). Therefore, again the behavioral approach seems to be
more appropriate. Nevertheless, this short introductory chapter is not stuck strictly
to the behavioral approach. It is rather used additionally for comprehension.
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3.1.1 Input and Output Variables
If the polynomial matrix R is square and has full row rank, then two trajectories
with the same past are identical. If on the other hand the rank of the polynomial
matrix R is less than the number of its columns, parts of w are not uniquely deter-
mined by their past, i. e. the trajectories contain free components. This leads to the
input/output representation of the system. Simply speaking, the trajectories w can
be partitioned in two components i and u. One component can be chosen freely, let
it be i and be called the input, while the other, called the output u, is completely
determined by its past and the input. The formal definition is given in [41, p. 81].
The partition of w in input and output is not unique. Consider for example the
case in the voltage/current behavior of a resistor, where either of the two variables
can be chosen to be the input or the output.
In the previous chapter ports and boundary conditions have been used to describe
the interactions of the FIT-system with its environment. Without restricting the
general case, in this way naturally in- and output variables are defined. How they
will enter the system description is subject to the next chapter.
3.1.2 Transfer Function





w = 0, R being full row rank, admits a represen-













where detP(·) 6= 0 and P−1Q is a matrix of proper rational functions, i. e. the degree
of the numerator does not exceed the degree of the denominator. If furthermore,
in each entry the degree of the numerator is strictly smaller that the degree of the
denominator, the matrix is called strictly proper. The definition of the behavior is
modified appropriately. The matrix H = P−1Q is called the transfer function of the
behavior/the system.
3.1.3 Convolution Systems and Impulse Response
Under certain conditions, it can be shown that systems defined by differential equa-





which is known as the impulse response of the system. The name is justified as for
an input that is zero for all time instances except for t = 0, where it is a pulse, the
output is exactly the function h. Assuming that the system is causal, i. e. h = 0 for
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t ≤ 0, and time-invariant, i. e. the function h(t, τ) depends only on the difference of





The conditions for the equivalence are that the admissible trajectories are restricted
to those that w = 0, ∀t ≤ t′, t′ ∈ R (the systems are then called initially at rest)
and furthermore that det(P(·)) 6= 0 and P−1Q is strictly proper [41, p. 97]. In this
case, the transfer function H is the Laplace transform of the impulse response [41,
p. 281 f.], with the Laplace frequency parameter s, i. e.
H(s) = L(h) = P(s)−1Q(s). (3.1.9)
As already mentioned in the introduction, details about this transformation, namely
the Fourier and Laplace transforms, can be found e. g. in [67].
The transfer function plays an important role in system description and therefore
also in MOR methods, as these methods use the terms of its Laurent series expansion
either around s = 0, s = σ, ∞ or multiple expansion points. This will be explained
in detail in the following chapters.
3.1.4 The Moments of a Function





tkh(t) e−s0t dt, k = 0, 1, 2, . . . . (3.1.10)
If this function has a Laplace transform, the kth moment of h evaluated at s = s0
reads:







As will be shown in the next chapter, this definition can be generalized to the
multi-parameter case where besides s other parameters are considered.
The description presented above is related to the external description of the system,
as the input and output are usually the variables that are measurable and that one
is interested in. In most cases, other variables, called auxiliary variables, need to be
introduced in addition to those intended to be modeled. As the auxiliary variables
are not those in which one is particularly interested in and they are usually not
directly measurable, the following description is referred to as internal description.
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3.2 State-Space Models
3.2.1 Auxiliary Variables
The auxiliary variables, denoted by x, lie in the space Ux. Together with U it
defines U × Ux, the space in which (w,x) take values. Then, with (U,Ux,Bx) a
mathematical system with auxiliary variables is defined, which is called an auxiliary
representation of the system Σ. The set B is often called external behavior, as its
elements are the directly measurable variables, while the set Bx is called internal
behavior, as often its variables are implicit and not directly measurable. With this
definition two descriptions of the system are possible, called the internal and the
external description. Further details about these descriptions can be found in [1,
p. 59]. For dynamical systems U = (T,W) and Ux = (T,X), while the internal
behavior is Bx ⊂ (W ×X)T.


























The behavior corresponding to equation (3.2.12) is defined:
Bf = {(w,x) ∈ Lloc1 (R,Rl ×Rn) | (w,x) satisfies 3.2.12 weakly}, (3.2.14a)
B = {w ∈ Lloc1 (R,Rl) | x ∈ Lloc1 (R,Rn) such that (w,x) ∈ Bf}. (3.2.14b)
3.2.2 State-Space Models
One important special class of auxiliary variables is formed by state-variables. The
concept of state plays an important role for dynamical systems. State variables,
loosely speaking, parameterize the ”memory” of the system, i. e. they split the past
and the future of the behavior. The formal definition is given in [41, p. 119].
As has been mentioned, the variablew can always be partitioned in input and output
variables. This way of viewing can be combined with the state concept leading to
systems in input/state/output form. It can be shown, see for instance the notes on
[41, p. 122], that every system described by (3.2.12) and having the property of
state as defined in [41, p. 119] has a representation of the form:
d
dt
x = Ax+Bi, (3.2.15a)
u = Cx+Di, (3.2.15b)
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which is the well-known classical state-space formulation. The variable x is the state
which takes its values in Rn, n being the order of the state-space representation,
and Rn is the state-space. The state-space model is governed by a set of differential
equations that are of first order in x and of zero order in w (therefore also of zero
order in i,u). The first equation describes the dynamics of the system as well as
the input. The second equation, also called the output equation, is a set of linear
algebraic equations and describes the system output. The matrix D is called the
feed-through term. Figure 3.1 illustrates the notion of a dynamical system in state-
space form.






u = (u1 . . . ul)
Figure 3.1: Functional diagram used to describe dynamical systems in state-space
form.
In chapter 4, several representations stemming from the Maxwell grid equations, in
particularΣFIT from equation (3.1.1), will be given. According to that, there are also
several possibilities to define the auxiliary variable x. One possible representation
is indeed the classical state-space form, yet other representations are possible. In
principal, the same system is defined, but each representation exhibits different
numerical properties, as the system matrices and the behavioral equations differ.
Thus, although a transformation in the classical state-space form is possible for the
FIT-system, it is important to notice, that other representations may be numerically
more efficient, which turns true as will be shown in later chapters.
3.2.3 Solution of State-Space Equations
An explicit expression for the solution of the state equations is obtained by first
considering the case i = 0 and then the general case i 6= 0. Let x(i,x0, t) be this
solution, which depends on the input i and the initial state x0. This yields to the
expression for x:




eA(t−τ)Bi(τ)dτ , t ≥ t0, (3.2.16)
and for the output:
u(t) = Cx(i,x0, t) +Di(t) = Cx(0,x0, t) +Cx(i, 0, t) +Di(t). (3.2.17)
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3.2.4 Reachability and Observability
There are a number of important concepts related to LTI systems which will be
described in this section. First the concept of reachability will be introduced. It is
related to the state equations, thus in this case only the matrices A and B are of
importance.
A state x¯ is called reachable, if from an arbitrary zero state x0 with a finite input
function i in a finite time T holds:
x¯ = x(i,x0, T ). (3.2.18)
The subspace containing all reachable states of Σ is called the reachable subspace
Xreach ⊂ X of the system, while it is called completely reachable if equality holds.
The reachability matrix is defined as:
R(A,B) = [BABA2B . . . An−1 . . . ]. (3.2.19)
As its column span is determined by the first n terms [1, p. 67], for computational
purposes the finite reachability matrix
Rn(A,B) = [BABA2B . . .An−1 ] (3.2.20)
is of importance. The fundamental relation concerning reachability is that the reach-
ability subspace is given by the image of the linear map corresponding to the reach-







The reachability gramians are positive semidefinite, i. e. their eigenvalues are non-
negative and their columns span the reachability subspace, im P(t) = Xreach =
im R(A,B). In [1, p. 72] equivalent reachability conditions are summarized and
proven.
Another important concept is that of observability. In this case, only the matrices
A and C are of relevance. A state x¯ is called unobservable, if for all t ≥ 0 it is
u(t) = x(0, x¯, t) = 0. The subspace Xunobs containing all unobservable states of Σ is
called the unobservable subspace of Σ. The system is called completely observable
if Xunobs = 0. The observability matrix is defined as:
O(C,A) = [CT ATCT(AT)2CT . . . ]T, (3.2.22)
where again only the first n terms are of importance, yielding the finite observabil-
ity matrix On(C,A). The main result concerning observability is that Xunobs =





Tτ CTC eAτ dτ, t ∈ R+. (3.2.23)
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the orthogonal complement of the reachable subspace of Σ equals the unobservable
subspace of ΣT, i. e. XreachΣ = X
unobs
ΣT
. Furthermore, a system Σ is reachable if and
only if ΣT is observable [1, p. 77].
Both the reachability and the observability subspaces are very important tools for
MOR, as they equal to the Krylov subspaces of Kq(A,B) and Kq(AT,CT), respec-
tively. The reduction techniques based on Krylov subspaces will be described in
chapter 5.
3.2.5 S-Parameters
The voltage and current are often chosen as input and output variables in circuit-
based systems describing applications in electrodynamics. Nevertheless, in practical
high-frequency applications voltages, currents and impedances cannot be measured
in a direct way and are therefore considered as secondary or derived quantities.
What can be measured directly are the reflection and transmission coefficients [12,
p. 248], that is, the relation of the amplitudes and phase angles of the reflected or
scattered waves from a junction to the amplitudes and phase angles of the incident
wave. As the field equations and most microwave devices are linear, there is a linear
relation between the scattered-wave amplitudes and the incident-wave amplitudes.
This relationship is described by the scattering matrix S:






where a and b are the incident-wave amplitudes and reflected-wave amplitudes re-
spectively. Then, the diagonal entries represent the reflection coefficients, while the
other entries are the transmission coefficients between two ports. The scattering
matrix is symmetric, i. e. ST = S, for a reciprocal system. For loss-less systems it is
unitary, i. e. ST = S−1.
As shown in [75, p. 45] the quantities a and b can be chosen as input and output
variables for FIT systems leading to the formulations shown therein. These formula-
tions could be used for the subsequent MOR techniques. However, better numerical
properties of the resulting system matrices are obtained by defining the input and
output variables as explained in the next chapter by means of the current density
vector
⌢
j s and the electric voltage
⌢e at the ports and then calculating the scattering
parameters from the transfer function (which is the same as the impedance). The
relation between the standardized impedance H¯ and the scattering matrix S is given
by:
S = (H¯− I)(H¯+ I)−1. (3.2.26)
How the errors occurring naturally to the impedance calculation by means of the FIT
are propagated to the S-Parameters is investigated in [75, p. 44] for the single-port
case.
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3.2.6 Stability
In principal, stability means that small inputs produce small outputs, where the
definition of ”small” depends on the norm. Various norms are defined for LTI
systems, for example summarized in [1].
A distinction is made between systems without external influence and systems with
excitation. A system without external influence is called stable if all elements of its
behaviorB are bounded, i. e. |w| ≤M , w ∈ B , for t > 0. It is called asymptotically
stable if all elements of B approach to zero, i. e. w ∈ B → 0, for t → 0. If one or
more elements do not converge, but are bounded for all time-instances, it is called
marginally stable.
For systems with external influence, i. e. systems with in- and output variables as
defined by equation (3.1.6), a distinction is made between internal stability and
bounded-input, bounded-output (BIBO) stability. A system is internally stable, if
the corresponding system resulting for i = 0 is asymptotically stable. It is internally
marginally stable, if the corresponding system for i = 0 is marginally stable.
A system is called BIBO stable if any bounded input i results in a bounded output
u:
supt≥0‖i(t)‖ <∞⇒ supt≥0‖u(t)‖ <∞, (i,u) ∈ B. (3.2.27)
Let the description of Σ with the convolution integral be u =
∫∞
−∞
h(t − τ)i(τ)dτ ,
where h is the impulse response. Then, the system is BIBO stable if and only if [1,
p. 151]: ∫ ∞
0
|h(t)|dt <∞. (3.2.28)
Poles and eigenvalues of a system are strongly related to the stability of the system.
In the following, stability conditions are given:
1. A system is internally asymptotically stable, if all eigenvalues of −A have a
negative real part.
2. A system is internally marginally stable, if all eigenvalues of −A have a non-
positive real part. The eigenvalues on the imaginary axis have to be simple
roots of the characteristic polynomial det(sI+A).
3. A system is BIBO stable, if all eigenvalues of −A, that is the roots of the
numerator, which are not canceling with the roots of the denominator, have
a negative real part. If no roots are canceling, the system is asymptotically
stable.
3.2.7 Passivity
While stability is a natural property of physical models, in some cases a stronger
concept is required. For instance, source-free electronic structures that are stable
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can become instable if non-linear components are connected to them. Therefore,
the concept of passivity is introduced. In particular, while at the composition of
stable elements, the stability of the overall system is not guaranteed in general, the
composition of passive elements always leads to passive overall systems.
A system is called passive, if it does not generate energy. As described in [1, p.
163], the passivity concept is related to the so-called positive realness of a system.
A rational function H(s) is called positive real if:
Re{s} ≥ 0⇒ Re{H(s)} ≥ 0, s ∈ C, s not a pole. (3.2.29)
Conditions for the positive realness of H can be found in [1, p. 164 f.]. As described
already in [63] and more generally in [75, p. 41], due to the relation C˜ = CT and
the positive definite material matrices, systems resulting from the FIT are usually
positive real and therefore passive. This property is not taken for granted, as for
many other discretization methods it is not given.




This chapter is devoted to the various system formulations that result from the
Maxwell grid equations. After specifying the in- and output variables of the FIT
system, the derivation of the state-space and other relevant formulations from the
Maxwell grid equations is provided. Along with each system representation, prop-
erties of the respective matrices are given. Special attention is paid to parametric
systems, where the focus is set to both material and geometry parameters. A crucial
difference between these parameter types exists. In particular, while the matrices ob-
tained by the FIT exhibit an explicit linear dependence on the material parameters,
this is not the case for geometry parameters, which show up an implicit dependence.
However, in order to obtain the multivariate polynomial form introduced in section 1
which is required for the subsequent MOR, an explicit dependence also on the geom-
etry parameters is necessary. To this purpose, a method is developed for obtaining
a -nonlinear- explicit dependence on the geometry parameters.
4.1 Input and Output Variables
Starting point for all formulations is the FIT-system ΣFIT, (2.2.42), which is given















The structure described by this system interacts with its environment through the
ports that let energy enter and leave the structure. The variables describing this
interaction in case of waveguide ports or discrete ports are the current density vector
⌢
j e and the voltage
⌢e across the external terminal. From physical considerations it
follows that
⌢
j e at the ports can be set to any time function and thus be considered
as a free variable. Furthermore, given
⌢
j e, i. e. i, the variable u is determined by the
input.
The generalized current is associated by
⌢
j e = Ri with the current density vector⌢
j e at the excitation ports, as described in 2.2.57. The generalized voltage is u =
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L⌢e. These are the external variables, denoted by w = (i,u), while the remaining
variables in (3.1.1) are the auxiliary variables. According to section 3.1.1 in the
previous chapter, w can be partitioned into in- and output variables. Thus, from
an intuitive point of view, ΣFIT can be considered as an input/output system with
i as input and u as output. Furthermore, the auxiliary variables are state variables
in case of a state-space model.
In general, it is possible to define the input ports to be different from the output
ports, with dimension l and l′ respectively, but in practice this is rather unusual,
hence, l = l′.
4.2 Single-Parameter Systems
4.2.1 The State-Space Formulation
In the following, the state-space formulation of ΣFIT will be derived. In [41] a
general procedure is proposed, nevertheless here an intuitive approach is chosen.
With the in- and output variables defined in the previous section, the auxiliary
variable x = (⌢e,
⌢


























With the inversion of the material matrices Mε,Mµ, which is trivial as they are
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In the loss-free case (Mκ = 0), the system matrix of (4.2.4) can be transformed in


















are defined. As CFIT = C˜
T
FIT, the resulting system matrix is skew-symmetric.



























































In both cases, the resulting system is a first-order system in the classical state-space






The system can be shifted about a frequency s0, yielding:
ΣFIT,linear,shift
{
(s− s0)x = (A− s0I)x+Bi,
u = Cx.
(4.2.9)
For the systems considered here, D = 0, i. e. no direct coupling between in- and
output exists.
4.2.1.1 Transfer function and moments of the state-space system
The transfer function H, with u = Hi, is:
H(s) = C(sI−A)−1B. (4.2.10)
For the shifted system (4.2.9) the transfer function reads:
H(s− s0) = C(I+ (s− s0)A¯)−1B¯, (4.2.11)
with
A¯ = (s0I−A)−1 and B¯ = A¯B. (4.2.12)
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= η(s0) + η1(s0)
(s− s0)
1!
+ · · ·+ ηk(s0)(s− s0)
k
k!
+ . . . . (4.2.14)
The moments (provided that D = 0) around s0 = 0 are:
ηk(s0 = 0) = CA
−(k+1)B, k ≥ 0, (4.2.15)
and those at s0:
ηk(s0) = C(s0I−A)−(k+1)B, k ≥ 0. (4.2.16)
4.2.1.2 Reduced state-space system
The reduced systems ΣˆFIT,linear and ΣˆFIT,linear,shift are given by:
ΣˆFIT,linear
{





(s− s0)xˆ = (Aˆ− s0I)xˆ+ Bˆi,
u = Cˆxˆ.
(4.2.18)
Analogously to (4.2.13), the moments of the reduced systems are given by:
ηˆk(s0) = Cˆ(s0I− Aˆ)−(k+1)Bˆ, k ≥ 0. (4.2.19)
4.2.2 The Curl-Curl Formulation










Again, the in- and output variables as defined above, with
⌢
j s = Bi and u = C
⌢e,









which is a second-order linear system in ⌢e, as described in (1.2.2). The vector ⌢e
plays the role of the auxiliary vector x. The number of unknowns is about half of
those in (4.2.8).
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ε B = R
′
and








































a general formulation for both systems can be given:
ΣFIT,curl,general :
{
Fs2x +Ksx+ACCx = sBi,
u = Cx.
(4.2.24)
The matrix CTFITMµ−1CFIT (and its symmetrized version) is singular, as CFIT is
singular. Therefore, in order to make use of its moments, it is necessary to shift
the expression about a frequency s0. In such cases, a variable transformation of s is
accomplished in (4.2.21):
(
Mε(s− s0)2 + 2Mεss0 −Mεs20 +Mκs+CTFITMµ−1CFIT
)
⌢e =
(s− s0)Bi+ s0Bi. (4.2.25)
The term 2Mεss0 −Mεs20, can be written as follows:
2Mεss0 −Mεs20 = 2Mεss0 − 2Mεs0s0 + 2Mεs0s0 −Mεs20
= 2Mεs0(s− s0) +Mεs20,
(4.2.26)
and equation (4.2.20) results in:
(







⌢e = (s− s0) Bi+ s0Bi. (4.2.27)
If no losses are considered (Mκ = 0), the loss-free, shifted, non-symmetrized curl-
curl system is given by:
ΣFIT,curl,shift :
{ (
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4.2.2.1 Transfer function and moments of the curl-curl system




while for the shifted version holds:
H(s− s0) = C
(
Mε(s− s0)2 + 2Mεss0 −Mεs20 +CTFITMµ−1CFIT
)−1
B. (4.2.30)
The moments are again the Laurent series coefficients defined in (4.2.13) and read:
ηk(s0) = C(Mε(s− s0)2 + 2Mεss0 −Mεs20 +CTFITMµ−1CFIT)−(k+1)B, k ≥ 0.
(4.2.31)
4.2.2.2 Reduced curl-curl system
A reduced curl-curl system of (4.2.28) is defined by:
ΣˆFIT,curl,shift :
{ (





and its transfer function and moments are defined analogously to (4.2.30) and
(4.2.31), respectively.
4.2.3 Higher-Order Systems
In general, due to atomic and molecular interactions caused by external electric
fields, the material parameters are frequency-dependent. This has already mentioned
in section (2.1.2). The Maxwell equations applied for these cases result in higher-

















The specification of Ak,Bk, NA and NB depends on the material properties.
In [75, p. 32 f.] two examples of FIT systems in this form are derived, namely
systems resulting from structures with dispersive dielectrica and systems resulting
from structures with PML-boundary conditions.
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In the curl-curl equation (4.2.21) only the frequency parameter s appears explicitly.
Other parameters, e. g. the material parameters ε, µ and κ, or geometry param-
eters are implicitly included in the material matrices Mε(ξ),Mµ−1(ξ) and Mκ(ξ)
in a nonlinear dependence. Thus, the general formulation of parametric systems,









The in- and output matrices are considered parameter-independent. Analogously,
the parameter dependence can be considered in the linear and the higher-order
systems, both in their normal as well as in their shifted versions.
Some order reduction techniques, however, as will be described in chapter 6, require
an explicit dependence on the parameters. In the following, it is therefore aimed to
find a formulation with explicit parameter specification by linearizing (4.3.36).
4.3.1 Linearization of the Curl-Curl Equation
In the following, the method is restricted to frequency and normalized geometry
variation, s and ν = (νx, νy, νz), respectively. The mesh is considered as being
stretched rectilinearly according to the geometry variation. In this way, the mesh
topology is maintained. Let G1 be the original mesh and G2x,y,z the maximally
modified mesh in x−, y− and z− direction, respectively, then the following equation
Gu = G1 + (G2u − G1)νu with νu ∈ [0, 1], u = x, y, z, (4.3.37)
describes pictorially how the points, edges and surfaces of the modified mesh Gu in
each direction result from the respective points, edges and surfaces of G1 and G2x,y,z.
It is assumed that the variation in each direction is not larger than the respective
edge lengths of the original mesh. Figure 4.1 shows the original and the stretched
mesh in horizontal direction for a simple test model.
The mesh modifications result in a variation of the geometry dependent matrices
DS,DA, D˜S, D˜A which contribute to the material matrices Mε,Mµ and Mκ, given
in (2.2.41). In the following, problems without losses are considered. In these cases
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Figure 4.1: Geometry variation based on a rectilinear stretched mesh with a fixed
mesh topology.











(DS2u −DS1)︸ ︷︷ ︸
Mu
νu, u = x, y, z. (4.3.38)















the symmetric curl-curl system cannot be made use of and therefore the non-
symmetric curl-curl system (4.2.21) has to be used for the linearization.
Each element DS(ii), i = 1 . . . n can be explicitly stated as:
D−1S (ii) =
1
M0(ii) +Mx(ii)νx +My(ii)νy +Mz(ii)νz
. (4.3.40)








) , u = x, y, z. (4.3.41)





1− q , |q| ≤ 1, (4.3.42)
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Naturally, the condition∣∣∣∣(−Mx(ii)M0(ii)νx −My(ii)M0(ii)νy − Mz(ii)M0(ii)νz
)∣∣∣∣ ≤ 1 (4.3.44)
has to be satisfied. Notice that for each fraction holds:∣∣∣∣Mx,y,z(ii)M0(ii)
∣∣∣∣ ≤ 1 and νx,y,z ≤ 1. (4.3.45)










, u = x, y, z. (4.3.46)
Analogously, the remaining matrices can be formulated following the same idea in
the form:
D˜S = N0 +Nxνx +Nyνy +Nzνz, (4.3.47a)
DA = K0 +Kxνx +Kyνy +Kzνz, (4.3.47b)
D˜A = L0 + Lxνx + Lyνy + Lzνz. (4.3.47c)
Substitution of the material matrices withDS, D˜S,DA, D˜A from (4.3.46) and (4.3.47)
in (4.2.28),(no losses are considered), leads to an expression with explicit dependence







































Notice, that the system matrix of the resulting system is a polynomial of time-
invariant matrices. The general form of this kind of problems is given in section
4.3.3.
The error caused by this linearization, i. e. the relative error of truncating the series
expressing D−1S andD
−1
A after k terms, has been analyzed in [55]. The results therein
and further investigations showed that a value k = 2 . . . 4 is a good trade-off between
accuracy and system complexity.
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4.3.2 Material Parameter Variations
In the previous subsection attention was paid to geometry variations. If material
parameters play a role, the diagonal matrices Dε,Dµ−1 and Dκ are also affected.
Whereas Dε and Dκ depend linearly on the material parameters ε and κ, notice
that for Dµ−1 , it is its inverse that enters (4.2.21). Let Dε1 be the material matrix
corresponding to the parameter ε1 and Dε2 the matrix corresponding to the material
parameter ε2. Then, for the matrix corresponding to any ε holds:
Dε = Dε,1 + (Dε,2 −Dε,1)︸ ︷︷ ︸
∆Dε
νε, νε ∈ [0 . . . 1]. (4.3.49)
Thus, the modified equation (4.2.28) leads to:
(









⌢e = sBi, (4.3.50)
with Mε,1 = D˜ADε,1D
−1
S and ∆Mε = D˜A∆DεD
−1
S . The matrix on the left hand
side of the equation can also be written in the form:










For the permeability, given Dµ−11 ,Dµ
−1
2
corresponding to the material parameters µ1
and µ2, respectively, the matrix Dµ−1 is given by:
Dµ−1 = Dµ−11 + (Dµ
−1
2
−Dµ−11 )︸ ︷︷ ︸
∆D
µ−1
νµ, νµ ∈ [0 . . . 1]. (4.3.52)
If, additionally to the geometry parameters, the material parameters µ and ε are
varied, then (4.3.48) has to be combined with (4.3.49) and (4.3.52), respectively.
4.3.3 Multi-Parameter Polynomial Systems
Equations (4.3.48) and (4.3.51) derived in the previous sections can be generalized
with the help of systems which are set up by multivariate matrix polynomials. As
more than one parameter is varied, the introduction of the notion of a multi-index
is required. A multi-index is an r-tuple α = (α1, . . . , αr) of non-negative integers
α1, . . . , αr, i. e. α ∈ Nr0. With s = (s1, s2, . . . , sr)T ∈ Rr the following definitions
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hold [17]:











∂sα11 · · ·∂sαrr
, (4.3.53d)
xα = 0, if ∃ i ∈ {1, . . . , r} : αi < 0. (4.3.53e)
With these definitions, and with Aα ∈ Rn×n,x,Bα,Cα ∈ Rn×1, the general form of
















As already referred to in the introduction, these systems are a special case of (1.2.4).
While the parameter dependence in the general form (1.2.4) is not specified, what
results here is an implicit, nonlinear dependence on s.
4.3.3.1 The transfer function and moments of multi-parameter systems
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in the first equation of (4.3.54) and assuming without loss of generality that i = 1.























(α+ β − γ)!s
α+β−γCαxβ. (4.3.62)
After evaluation at s = 0 only terms with α+β−γ = 0 remain which leads to the
result:









4.3.4 The Multi-Parameter Curl-Curl System
The material matrices in the systems (4.2.8), (4.2.21) or (4.2.33) may be considered
as depending on a parameter vector ξ containing for example material or geometry
parameters. Their general form is described by (1.2.5).




+2Mε(ξ)s0(s− s0) +Mε(ξ)s20 +ACC(ξ))x = sBi,
u = Cx.
(4.3.64)
The transfer function of the non-symmetrized loss-free shifted curl-curl system is:
H((s− s0), ξ) = C
(
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The moments are again the Laurent series coefficients defined in (4.2.13) and read:
ηk(s0) = C(Mε(ξ)(s− s0)2 + 2Mε(ξ)ss0 −Mε(ξ)s20
+CTFITMµ−1(ξ)CFIT)
−(k+1)B, k ≥ 0. (4.3.66)
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Chapter 5
Model Order Reduction for
Single-Parameter Systems
MOR techniques based on projection have been described as the problem of deter-
mining matrices V and W that form an oblique projection of the original system,
such that the reduced system approximates the original one in a special sense. How
to determine V and W is the objective of this chapter. Most model reduction tech-
niques are based on the retention of some invariant system properties, which are for
instance the Hankel singular values, the eigenvalues or the moments of the system.
In order to accomplish this retention and determine the corresponding projection
matrices V,W, basically, three different types of methods exist: methods based on
the singular value decomposition (SVD), methods based on Krylov subspaces and fi-
nally methods that are a mixture of SVD- and Krylov based methods. While the SVD
methods will be briefly addressed in the introductory part, the focus of this chapter
will be set on Krylov based methods. These methods are based on the invariance of
some power series coefficients of the transfer impedance, in other words they rely on
the moment matching of the original and the reduced system impedances. The ap-
proach to those methods will be twofold: first, a way to approximate the impedance of
Σ by means of power series expansions (partial realization and Pade´ approximation,
which are special cases of rational interpolation) will be given. Then, the connection
with Krylov subspaces will be shown.
5.1 Overview of Basic Approximation Methods
Krylov based reduction techniques are based on the invariance of some power series
coefficients of the transfer impedance. In 5.3 it will be shown how they are associated
with special Krylov subspaces of the system matrices. Before going into detail in
5.2 and 5.3, a survey of the other type of methods, the SVD-based methods, will be
presented.
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5.1.1 Balanced Truncation
In balanced truncation, which was introduced in [36], the invariant properties are
the Hankel singular values, which are based on the reachability and observability
subspaces of the system. More precisely, the method is based on the observation that
states that require a large amount of energy to reach are in the span of eigenvectors
of the reachability gramian corresponding to small eigenvalues. States that require
a large amount of energy in order to be observed lie in the span of eigenvectors
of the observability gramian corresponding to small eigenvalues. Thus one way to
reduce the original system is to eliminate those states which are difficult to reach or
to observe. As the concepts of reachability and observability are basis-dependent,
in principal, the difficult-to-reach states are not the same as the difficult-to-observe
states. Nevertheless, with an appropriate transformation, a basis can be deter-
mined, such that the transformed gramians Pt and Qt are equal, i. e. that the states
addressed above are precisely the same.
A reachable, observable and stable system is called balanced, if P = Q. Further-
more, it is called principal-axis-balanced if P = Q = diag(σ1 . . . σn), with σ1 . . . σn
being the Hankel singular values. With the Cholesky factor U of the reachability
gramian P and the eigenvalue decomposition of UTQU
P = UUT, UTQU = KΣ2KT, (5.1.1)
the balancing transformation, with which the transformed gramians Pt = TPTT
and Qt = T−∗QT−1 are both equal to Σ, is given by T = Σ1/2KTU−1. Further
details can be found in [1, p. 210].
For the order reduction by balanced truncation, let the linear system Σ with the sys-
tem matrices A,B and C be balanced with the gramians P = Q = diag(σ1 . . . σn) =





















where Σ1 ∈ Rp×p and Σ2 contains the negligible Hankel singular values. The main
advantages of balanced truncation are the preservation of stability and passivity, as





These two properties are proven both for continuous-time as well as for discrete-time
systems in [1, p. 212 f.]. Therein, also numerical issues of the balanced truncation as
well other types of balancing can be found. However, due to its association with the
solution of Lyapunov equations and the SVD, balanced truncation requires O(n2)
operations and O(n3) storage and is thus inefficient for large-scale settings.
There is ongoing work in the field of balanced truncation, e. g. in [42]. Also in [7, 44]
balanced truncation of symmetric second-order systems is investigated. Balanced
truncation received attention also with respect to multi-parameter systems in [4].
This issue will be revisited in chapter 6.
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5.1.2 Proper Orthogonal Decomposition
Closely related to the SVD and balanced truncation is the proper orthogonal de-
composition (POD). The starting point is a collection of snapshots:
xi = x(ti), i = 1 . . . N. (5.1.4)
With X = [x1 . . .xN ], this state trajectory is written in terms of an orthonormal
basis U and a coefficient matrix Γ:
X = UΓ. (5.1.5)
The POD of (5.1.5) seeks to find truncated snapshots which are reconstructed from
only k basis vectors:
Xˆ = [xˆ1, xˆ2 . . . xˆN ] = UkΓkk, k < N, (5.1.6)
where Uk = [u1 . . .uk] and Γkk = [γ1(1 : k, 1) . . . γN(1 : k, 1)], such that Xˆ approx-
imates X in some averaged sense. Usually, the second induced norm of |X − Xˆ| is












i with k = rank(Pˆ) < rank(P) (5.1.7)
of the original and reduced data, respectively. This problem can be solved with the
help of the Hankel singular values of X and a fundamental theorem called Schmidt-
Eckart-Young-Mirsky theorem [1, p. 37]. Thus, for the order reduction, the SVD
of X is computed X = UΣVT. The leading k left singular vectors of X form the
projection matrices, that is Uk = V =W.
In [1, p. 279] the similarities between POD and balanced truncation are examined.
In particular, if instead of a Galerkin projection, as used above, a Petrov-Galerkin
projection (V 6= W) is applied, and if the input is the impulse response of the
system, then the balanced truncation of linear systems is shown to be a POD. It is
shown, that in this case the projection on the dominant eigenspace of the product
of two gramians leads to a global error bound.
The POD is widely used especially for nonlinear PDEs or nonlinear ODEs. An
extensive literature exists for the POD. A selection of contributions can be found
e. g. in [1, p. 282].
5.1.3 Modal Approximation
A further truncation method is the modal approximation, which is derived from
the eigenvalue decomposition (EVD) of the system matrix A, in contradiction to
the previously mentioned techniques which are based on the EVD and balancing of
the reachability and observability gramians. A diagonalizable matrix A, e. g. the
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curl-curl system matrix in FIT, can be transformed in a basis composed of its eigen-
vectors. The transfer function H is decomposed in terms of partial fractions as-
sociated with the respective eigenvalues. The reduced system is then obtained by
retaining only those partial fractions that are related to poles which have a domi-
nant impact on the time-behavior of the system. Normally, eigenvalues that lie far
left of the imaginary axis (all eigenvalues lie on the left half-plane, as otherwise the
system would be unstable) corresponding to fast decaying time-instances are of low
importance, thus for the reduction the eigenvalues closest to the imaginary axis are
chosen. The invariant properties for this reduction method are thus the k dominant
poles, i. e. the k eigenvalues with largest real part. The partial fractions, which are
related to the remaining poles, are omitted and form the approximation error Hcorr.
However, as described in [19, 216], and illustrated by an example in [1, p. 283], the
nearness of the poles to the imaginary axis is not necessarily related to the dominant
behavior of the system, i. e. to the location of the resonances of the system. This
difficulty to a priori identify the truly dominant eigenvalues forms a disadvantage of
this approach. Nevertheless, in [19, p. 455] a measure of dominance for eigenvalues
is defined, which is associated with the reachability and observability of the system.
In this way, a connection to the balanced truncation is established, as it is based
on the same principle of evaluating the states with respect to their reachability and
observability. The order reduction is obtained by projecting on the matrices formed
by the eigenvectors defined above.
5.2 Partial Realization, Pade´ Approximation and
Rational Interpolation
5.2.1 Moment Matching
The single-parameter reduction techniques in this work are based on the invariance
of some power series coefficients of the transfer impedance. As described in chapter
3, the given original systems are uniquely determined by their impulse response h
or equivalently by the transfer function H, which is the Laplace transform of the
impulse response. The transfer functions H considered here are rational and can
be therefore expanded in power series. Thus, for a given system Σ, with transfer
function H, an approximating lower-dimensional system Σˆ, with transfer function
Hˆ, is determined, that matches the leading power series coefficients of H. In the
following, applications with several possible power series will be shown.
5.2.1.1 Partial realization
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The coefficients ηk(∞), ηˆk(∞) are the Markov parameters of Σ and Σˆ, respectively.
The approximation of Σ by Σˆ in this approach is accomplished by matching the l
leading Markov parameters of Σ and Σˆ:
ηk(∞) = ηˆk(∞), k = 0, 1, . . . , l. (5.2.9)
This problem is known as partial realization [23].
5.2.1.2 Pade´ approximation










respectively. The coefficients ηk(0), ηˆk(0) are the moments of Σ and Σˆ, respectively.
A reduced order model that matches the leading moments of the original model is
known as its Pade´ approximation [26].
5.2.1.3 Shifted Pade´ approximation




ηk(s0) (s− s0)k, and Hˆ =
∞∑
k=0
ηˆk(s0) (s− s0)k, (5.2.11)
respectively. In this case the coefficients ηk(s0), ηˆk(s0) are called shifted moments
of Σ and Σˆ, respectively. The reduced order model matching the leading shifted
moments of the original model is called a shifted Pade´ approximation.
5.2.1.4 Multi-point Pade´ approximation or rational interpolation
It is also possible to use an expansion at multiple points s01 , s02 , . . . s0i . At each
interpolation point a different number of moments can be matched. The approxition
resulting from this approach is known as multi-point Pade´ approximation. In case
that only one moment per point is matched, it is known as rational interpolation.




ηki(s0i) (s− s0i)ki, and Hˆ =
∞∑
ki=0
ηˆki(s0i) (s− s0i)ki. (5.2.12)
5.2.2 Explicit Moment Matching
In the early development of moment matching techniques, the reduced order model
was formed from an explicit knowledge of the moments. The respective methods
are known as explicit moment matching methods [48, 8] and have been successfully
used in control theory since the 19-seventies.
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5.2.2.1 Asymptotic waveform evaluation (AWE)
Especially an approach known as Asymptotic Waveform Evaluation (AWE) [40]
received large attention. It is based on an iterative calculation of the moments η(0),
as it is given for the general polynomial multi input multi output (MIMO) case in
(5.4.29). The calculation leads to power iterations which are of limited use. This is
due to several reasons, one of which being that they can only find the eigenvector
corresponding to the largest eigenvalue [65, p. 204 f.]. In practice, this limits the
resulting order to a value between 10 and 15 [17].
One idea to overcome this drawback is to use Pade´ approximations at multiple
interpolation points leading to a method called complex frequency hopping (CFH)
[10]. Nevertheless, explicit moment matching methods were soon replaced by Krylov
subspace methods which will be introduced in the following.
5.3 Krylov Subspace Iterations
The shortcomings of explicit moment matching methods were overcome by using
methods based on Krylov subspaces. The Krylov subspace Kq(A,b) of a matrix A
with respect to a vector b is defined as:
Kq(A,b) = {b,Ab,A2b, . . . ,Aq−1}. (5.3.13)
Replacing b by B gives the Krylov subspace Kq(A,B) of A with respect to multiple
vectors contained as columns in B (MIMO case). Obviously, the Krylov subspace
of A is identical to the reachability subspace Rq(A) defined in chapter 3. Methods
based on these subspaces are called Krylov-based methods.
A vast number of names and acronyms have proliferated in association with Krylov
subspaces. Nevertheless, all these methods are based on a few fundamental ideas.
Different avenues of describing this foundation exist. Following the reasoning of [65],
the Arnoldi algorithm [2] will be considered to describe this foundation. Directly
connected to the Arnoldi algorithm is the Lanczos algorithm [30], which can be
viewed as a specialization of the Arnoldi algorithm to the case where A is hermitian.
Only the basic algorithms and the basic uses will be given. An overview of variants
of Krylov-based methods and their uses are contained e. g. in [43, 1, 22, 65].
5.3.1 The Arnoldi Algorithm
The method was introduced in 1951, initially devised to reduce a nonhermitian
matrix to Hessenberg form. Starting from the first column, and proceeding column
by column, this is done by orthogonal similarity transformations, i. e. A = VHVT.
This equation represents the complete reduction of A to the Hessenberg matrix
H. However, in practical applications the size n of A is huge, thus only a partial
reduction to Hessenberg form is proceeded, i. e. the first k columns of AV = VH
are considered. Let Vk be the matrix consisting of the first k columns of V, i. e. the
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vectors v1,v2, . . .vk. Let also H˜k be the (k + 1)× k upper-left submatrix of H,
which is also a Hessenberg matrix. It follows for AVk = Vk+1H˜k: A






 v1 . . . vk+1


h11 · · · h1k







The last column of this equation gives an (k + 1)-term recurrence:
Avk = h1kv1 + · · ·+ hkkvk + hk+1,kvk+1, (5.3.15)
from which the Arnoldi algorithm follows by simple application of the modified
Gram-Schmidt iteration [65, p. 58]. The procedure is given in algorithm 5.1.
Algorithm 5.1 Arnoldi Method
1: v1 = b/|b|, b arbitrary
2: for k = 1, . . . , do
3: rk = Avk
4: for i=1,. . . ,k do
5: hjk = v
Trk
6: rk = rk − hjkvj
7: end for
8: hk+1,k = |rk|
9: vk+1 = rk/hk+1,k
10: end for
At each step of algorithm 5.1, the previous vector vk is multiplied with A and
then the resulting vector rk is orthogonalized against all previous vi’s by the Gram-
Schmidt procedure. The algorithm stops, if rk = rk − hjkvj = 0. Conditions under
which this situation occurs can be found, e. g. in [43, p. 148 f.].
A key-result in this context following directly from (5.3.14) is that the v1,v2, . . . ,vk
form an orthonormal basis of Kk(A,v1). The proof can be found in [43, p. 146].
Notice, that if Hk denotes the matrix obtained from H˜k by deleting its last row, the
following relations can be shown:
AVk = Vk+1Hk = VkHk + rke
T
k , (5.3.16)
where ek is the canonical unit vector ∈ Rk×1. The term rkeTk is the residual Rk,
which is by construction orthogonal to the columns of Vk.
It has to be mentioned that for both the Arnoldi and the Lanczos algorithms, block
variants, e. g. in [22, p. 485 f.], [43, p .196 f.] and band variants, e. g. [75, p. 53 f.]
exist. Nevertheless, here the classical approaches are given.
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5.3.2 The Lanczos Algorithm
The Lanczos algorithm was originally proposed as a method for solving linear sys-
tems of equations and eigenvalue problems. It can be viewed as a specialization of
the Arnoldi algorithm to the case where A is hermitian. In the following, a further
simplification is assumed, that A is real and symmetric. This implies that Hk is
also real and symmetric and as it is also Hessenberg, it immediately follows that
it is tri-diagonal. Thus, the (k + 1)-recurrence (5.3.15) is replaced by a three-term
recurrence. It is accustomed to use different symbols for the Lanczos algorithm. The









. . . βk−1
βk−1 αk
 . (5.3.17)
The procedure is stated in algorithm 5.2.
Algorithm 5.2 Basic Lanczos algorithm
1: β0 = 0,v0 = 0,v1 = b/|b|, b arbitrary
2: for k = 1, 2, . . . do
3: rk = Avk
4: αk = v
T
k rk
5: rk = rk − βk−1vk−1 − αkvk
6: βk = |rk|
7: vk+1 = rk/βk
8: end for
5.3.3 The Two-Sided Lanczos Algorithm
If instead of one starting vector, two starting vectors are used, the two-sided Lanczos
algorithm is obtained, which is shown in algorithm 5.3.
Other variants, as e. g. the implicitly restarted Arnoldi and Laczos methods (IRAM)
can be found in [43, p. 143 f.].
Summarizing the preceding results leads to the observation that all algorithms above
rely on a common basic iteration, called the basic Krylov iteration. In the kth step
with A ∈ Rn×n,b ∈ Rn×1 and the start-vector v1 = b/|b| it is:
AVk = VkHk + rke
T
k , (5.3.18)
where Vk = [v1,v2 . . .vk] ∈ Rn×k is orthonormal, Hk = VTkAVk ∈ Rk×k, rk ∈ Rn×k
and ek is the canonical unit vector ∈ Rk×1.
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Algorithm 5.3 Two-sided Lanczos algorithm
1: β1 =
√|bTcT|, γ1 = sign(bTcT)β1, v1 = b/β1,w1 = cT/γ1,
2: for k = 1, 2, . . . do
3: αk = w
T
kAvk
4: rk = Avk − αkvk − γkvk−1, qk = ATwk − αkwk − βkwk−1
5: βk+1 =
√|rTk qk|, γk+1 = sign(rTk qk)βj+1
6: vk+1 = rk/βk+1, wk+1 = qj/γj+1
7: end for
The Krylov iteration has three main uses: the iterative solution of Ax = b, the
iterative approximation of the eigenvalues of A and the approximation of linear
systems by moment matching.
The Arnoldi algorithm can be used to solve systems of equations Ax = b. The
idea is at each step k to approximate the exact solution x0 by the vector xk that
minimizes the norm of the residual rk = b−Axn. The standard algorithm for this
purpose is the GMRES (generalized minimal residuals). Details to this topic can be
found e. g. in [65, p. 266 f.]. Other methods can be found in [1, 43].
The second application, the iterative approximation of the eigenvalues of A, is
achieved by using the eigenvalues of the projected matrix Hk as approximations
of the most dominant eigenvalues of A. In particular, in each step, the Krylov
iteration is used to determine matrices Vk and Wk, with
AVk = VkHk +Rk, (5.3.19)
where Rk is orthogonal to Wk. This condition is known as Petrov-Galerkin condi-
tion. The eigenvalues of the Hessenberg matrix Hk
H =WTAV, withWTV = Ik, i. e. W andV are biorthogonal (5.3.20)
can be computed by standard methods and are called Arnoldi or Lanczos estimates,
depending on which method is used. They are also known as Ritz values. Of
course, as naturally k ≪ n, not all eigenvalues are computed. However, typically
the extreme eigenvalues, i. e. the eigenvalues near the edge of the spectrum A, are
identified. In most applications these are exactly the eigenvalues of interest and this
feature made the Krylov iteration to one of the most important iterative methods.
In [22] and [1, p. 324] the use of Krylov methods with respect to invariant subspace
approximation is motivated by using the Rayleigh quotient.
Nevertheless, the application of interest in this chapter is the system approximation
by moment matching. In [24, p. 26 f.] a nice brief historical overview of model order
reduction by projection is given. The first significant work, in which the mathematic
relation between a Krylov-based algorithm and partial realizations was recognized,
is [23]. In [68], Pade´ and shifted Pade´ approximations were related to variants of
Krylov subspaces. In his thesis [24], E. Grimme provides a general framework of
Krylov based methods for the general case of rational interpolation. These topics
will be subject to the next section.
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5.4 Krylov Subspace Projection Methods for Mo-
ment Matching
The projection framework described in the introductory section has, so far, not
been set in context with the Krylov subspaces described in this section. This will
be done in the following, first for the linear and the curl-curl system in section
5.4.1 and then for the general polynomial system in section 5.4.2. If the system
is given in state-space data, the partial realization problem, as well as the Pade´
interpolation and the rational interpolation problems can be solved in a numerically
efficient way by projecting on the matrices V and/or W produced by the Arnoldi
algorithm, the Lanczos algorithm or the two-sided Lanczos algorithm. In this case,
the starting vectors are not arbitrary as in the case of eigenvalue approximations,
but are determined by the system matrices B and C.
The single-parameter systems arising in this work are the linear system (4.2.8), which
is skew-symmetric, the curl-curl system (4.2.24), and the polynomial system (4.2.33).
The projection-based reduction of polynomial systems will be addressed separately
in the Pade´ approximation section. The linear and the curl-curl system constitute
two competing approaches which have been subject to an extensive cost comparison,
with respect to the required matrix-vector multiplications and orthogonalization
steps in [75]. The curl-curl system turns out to be approximately half as expensive
as the linear system. Therefore, the curl-curl system will take precedence over
the linear system, nevertheless, for simplicity reasons the procedures will be shown
mainly using the linear system.
Key properties of Krylov-based methods are primarily that the moment matching
is achieved without explicitly computing the moments, as opposed to the explicit
moment matching techniques, and that the procedure is implemented iteratively.
5.4.1 Linear and Curl-Curl System
5.4.1.1 Partial realization by Krylov subspaces
Consider the linear system ΣFIT,linear,shift (4.2.9) and let it be denoted by Σ in this
section. Furthermore, consider the Krylov subspaces Kq(A,B) and Kq(AT,CT) and
matrices V and W, such that:
det(WTV) 6= 0, (5.4.21a)
Kq(A,B) ⊆ colsp{V}, (5.4.21b)
Kq(AT,CT) ⊆ colsp{W}. (5.4.21c)
A reduced system Σˆ as in (4.2.18) with V andW as defined above, is a partial real-
ization of Σ and matches 2q Markov parameters (5.2.8), if both equations (5.4.21b)
and (5.4.21c) hold. If only one of these relations holds, only q Markov parameters
are matched.
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In fact, the projections are distinguished between one-sided and two-sided projec-
tions. Depending on this feature, the number of values η matched can be deter-
mined. For one-sided projections q values are matched. If, additionally, relation
(5.4.21c) holds, then, twice as many values, i. e. 2q values, can be matched with a
reduced system of the same dimension as above. However, on the other hand, the
choice of V and W determines if the stability and passivity are retained in the re-
duced system. The Lanczos algorithm naturally uses a one sided projection, as only
the matrix V is used. This does not hold true for the Arnoldi and the two-sided
Lanczos. Whereas 2q moments can be matched, the stability is not retained in these
both cases.
For the moment matching derivation, consider the first q Markov parameters of Σ,







Equality of moments means that Σˆ is a partial realization of Σ that matches q
Markov parameters.
Partial realizations of curl-curl system (4.2.24) can be handled with the transforma-
tion s′ = s2. In [75, p. 57 f.], partial realizations are investigated with respect to
FIT-systems, in particular the linear and the curl-curl system. Issues such as the
symmetric case, stop criteria, error calculation, convergence speed-up or condition-
ing are addressed. Partial realizations received little attention in the model order
reduction community in comparison with Pade´ approximations, which will be de-
scribed subsequently. This was mainly due to the larger size of reduced models they
produce, but also because they are particularly efficient for easy-to-invert material
matrices, as they are in FIT systems. For systems resulting from Finite Elements
this is not necessarily the case.
5.4.1.2 Pade´ via Lanczos (PVL)
A Pade´ approximation Σˆ of the linear system Σ is obtained by imposing the follow-
ing conditions:
det(VTV) 6= 0, (5.4.23a)
Kq(A¯, B¯) ⊆ colsp{V}, (5.4.23b)
Kq(A¯T,CT) ⊆ colsp{V}, (5.4.23c)
where A¯ = (s0I −A)−1, B¯ = A¯B. The reduced system Σˆ matches 2q moments if
both last relations in (5.4.23) hold. The projection matrix V is calculated by means
of the Lanczos algorithm. This approach was first introduced in [48]. In [18] and
[25] they were used independently for large network analysis problems.
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The choice of interpolation points has been investigated in [24]. The optimal inter-
polation point is the barycenter of poles in the respective frequency range. As this
is not a priori known, the center of the frequency range is a good alternative. A new
work which may be useful in the error analysis and in the selection of expansion
points in Krylov-based model order reduction is presented in [78]. It is based on the
investigation of the Sylvester equations associated to the Krylov subspaces.
An extensive analysis of Pade´ approximations with respect to the linear and the
curl-curl FIT systems is again contained in [75, p. 72 f.]. In particular, simplifica-
tions for symmetric and skew-symmetric matrices (corresponding to the symmetric
curl-curl system and the skew-symmetric linear system) are described. Furthermore,
as by nature this approach is not based on a symmetric and thus stability preserving
projection, modifications that ensure stability and passivity in the reduced system
are proposed. In this context, one particular method known as passive reduced-order
interconnect macro-modeling algorithm (PRIMA), which was initially introduced in
[38], is used. The same method was used in [49], in EMC simulations. A short intro-
duction is also given in [45]. PRIMA is based on the usage of V both as projection
as well as test matrix, while the projection of the matrices is done explicitly. For
the symmetrized linear system, the reduced system reads:
Hˆ(s) = BTV(sI+VTAV)−1VTB. (5.4.24)
For real s0, this reduced order model preserves stability and passivity. The moments
matched are half of the maximal possible moments that can be matched. The proofs
can be found in [38] and in [20].
5.4.1.3 Multiple interpolation points
Multi-point Pade´ approximations as defined by (5.2.12), can also be performed by
projection methods. In [24], methods resembling the Lanczos- and Arnoldi proce-
dures, known as rational Krylov methods, are proposed.
The reduction using the PRIMA approach can also be extended to multiple inter-
polation points:
Vq = [V1,V2 . . .VI ], (5.4.25)
where each matrix Vi is the projection matrix corresponding to the interpolation
point s0i. The dimension of each Vi can be chosen separately.
As described in [75, p. 78], for simulations in electrodynamics usually one interpo-
lation point is sufficient. Except for a smoother error distribution in the frequency
range, there is no large benefit of the usage of multiple interpolation points. Nev-
ertheless, making use of local subspaces corresponding to distinct points in the
frequency range is the key-idea for the neighboring-subspace method introduced for
multi-parameter systems in chapter 6.
Table 5.1, similar as in [24], gives an overview of the different approximation methods
and the respective power series expansions.
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Table 5.1: Overview of the power series expansions used in the different approxima-
tion methods.
5.4.1.4 Two-step Lanczos
The methods described above are either very fast but producing reduced systems
with relatively large order (e. g. partial realization), or they are slow but producing
small systems (e. g. modal approximation, Pade´ approximation). For a really fast
frequency sweep the numerical cost of a Pade´ approximation is typically too high. On
the other hand, the systems obtained by partial realizations are normally too large
for an effective sweep over a large number of frequencies samples. The combination
of a method from the first category and a method from the second category leads
to an approach where in a first step the original system is reduced for example
with a partial realization to a model of moderate size. In a second step, this model
is reduced by means of a fast Pade´ approximation. The overall time is negligibly
higher than for a single partial realization, but the model size is the same as that
of a direct Pade´ approximation. This approach was first presented in [76] under the
name two-step Lanczos, whereas it is not restricted to the Lanczos algorithm for the
reduced system computation. Details on numerical issues can be found in [75, p. 85
f.].
5.4.2 Pade´ Approximations for Polynomial Systems
The implicit moment matching methods based on the Arnoldi or the Lanczos al-
gorithm are not suitable for polynomial systems of the form (4.2.33). This section
is devoted to this class of systems. Consider a polynomial system (4.2.33) which is
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Throughout this section the MIMO case will be considered, the single input single































This recursion motivates to introduce the concept of higher-order Krylov subspaces.





Xk =M1Xk−1 +M2Xk−2 + · · ·+MnXk−n,
(5.4.30)
a higher-order Krylov subspace is defined as:
Kq(M1,M2, . . .MM ,X) = span{X0,X1, . . . ,Xq−1}. (5.4.31)
A very efficient approach to calculate a stable basis of Kq(M1,M2, . . .MM ,x) =
span{X0,X1, . . . ,Xq−1}, is known as well conditioned asymptotic waveform evalua-
tion (WCAWE), and was introduced in [51]. Prior to giving the WCAWE iteration,
several definitions have to be given, here for block matrices. Let Ek be matrices
consisting of m × m blocks. Except of the k-th block which is a unity matrix,
all the other elements are zero. Furthermore, let U be an n × n upper-triangular




U(t : n− k + t− 1, t : n− k + t− 1)−1. (5.4.32)
The indexing of U and Pw follows the notation of MATLAB
r [35] and it refers to
blocks in case of m > 1 .
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Then, the WCAWE is based on the following iteration, here given in its block-variant

























A′k[V0 . . .Vn−k]P2(n, k)En−k
 .
(5.4.33)
With [V˜0, V˜1 . . . V˜n] from the iteration above and the vectors [X0,X1, . . .Xn] given
by the iteration (5.4.29), it can be shown by induction [51] that:
span{V˜0V˜1 . . . V˜n} = span{X0 X1 . . . Xn}. (5.4.34)
Basically, U can be an arbitrary n× n upper-triangular non-singular matrix. Nev-
ertheless, the best conditioning for this approach is achieved, if VU is obtained by
orthogonalizing Xn. Therefore, a modified Gram-Schmidt is incorporated in equa-
tions (5.4.33). The matrices Vk are connected with the Xk by:
V˜n = Xn − [V0 . . .Vn−1][V0 . . .Vn−1]TXn. (5.4.35)
In case of m > 1, the new vectors have to be orthogonalized with respect to each
other by means of the QR-factorization:
V˜n = VnUn. (5.4.36)
The matrix U can be then expanded by:
U(1 : n− 1, n) = [V0 . . .Vn−1]TXn and U(n, n) = Un. (5.4.37)
It has to be mentioned, that despite the improvement in stability, similar to Pade´
approximations, a high numerical cost is required for this approach, which has been
implemented and tested for FIT-Systems by [29] and will be a substantial part of
the contraction method for multi-parameter systems described in chapter 6.
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Chapter 6
Model Order Reduction for
Multi-Parameter Systems
The reduction techniques presented so far apply to single-parameter systems. Main
subject in this thesis, though, is the development of order reduction techniques for
multi-parameter systems, where the system matrices are material and geometry de-
pendent, while particular focus is put on the latter. After giving a brief overview of
existing approaches for parametric model order reduction, this chapter presents sev-
eral methods for FIT-systems. While material parameter variations are easy to im-
plement in all methods, the geometrical variations exhibit some difficulties. For each
method this issue is touched on in particular. Furthermore, each method descrip-
tion is accompanied with a discussion about numerical properties, for instance about
techniques for choosing the interpolation points, about modeling error-estimations,
the stability issue, multiple-input multiple-output systems etc. A simple example is
used to demonstrate the methods.
6.1 Methods Overview
It is on hand to extend the reduction principle underlying the single-parameter case
to multi-parameter systems. One approach to design parametric reduction methods
is therefore based on the retention of some invariant system properties. One property
that can be retained, are the moments, as they have been presented in chapter 4 for
multi-parameter system representations. The related methods are associated with
higher-order Krylov subspaces.
The first work related to parametric order reduction based on Krylov projection
methods was [74], where a moment matching approach is presented for a system
depending on two parameters. The method calculates a projection matrix V, such
that the reduced order model matches the first moments of the transfer function with
respect to both parameters. The generalization of this work to the multi-parameter
case was presented in [15]. Based on the Taylor series expansion of the transfer
function, appropriate higher-order Krylov subspaces are derived. The main draw-
back of this method is that the reduced model order grows very rapidly even for a
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small number of parameters. This method was again revisited in [28] to reduce para-
metric systems based on matrix-valued spline approximations. A two-sided Arnoldi
algorithm featuring a deflation procedure is presented that extends the two-sided
Arnoldi variant in [5] to the parametric case. The moments were recursively calcu-
lated by a robust method presented in [6]. Nevertheless, no satisfactory reductions
were obtained.
In this work two alternative methods based on multi-parameter moment retention
will be presented. Both methods are iterative and stable and circumvent the ill-
conditioned problem of directly calculating the moments. The first resembles the
single-parameter Arnoldi algorithm, as in the calculation iteration only the orthonor-
mal basis vectors are multiplied with the system matrices. Therefore, it is called
multi-parameter Arnoldi method. The second algorithm is based on the deduction of
the original problem on a sequence of single-parameter models. In [17] this method
was called the contraction method.
Alternatively, PMOR approaches that are not based on higher-order Krylov sub-
spaces exist. In [4], an approach is presented that is based on balanced truncation
and interpolation of the transfer functions of weighted linear reduced order models
evaluated at several expansion points of the parameter-set. The expansion points
have been chosen according to the sparse grids method [3]. The method is very sen-
sitive to the choice of the expansion points. The order of the systems corresponding
to the chosen expansion points defines the order of the final reduced order model.
Although it is a very powerful method, difficulties are encountered in systems with
weekly damped modes. Furthermore, in order to apply the sparse grids method, the
parameter dependency of the matrices has to be known. This method has not been
implemented for FIT-systems.
The methods described above require an explicit dependence on the parameters.
They require the systems in the form (4.3.54), in other words, that the system
matrices A,B,C and D of the parametric systems depend explicitly on the param-
eters. According to the classification in the introduction on whether the frequency
is considered separately from the other parameters in the parameter-vector or not,
the respective systems are denoted by Σs and Σξ, respectively. In order to be used
for FIT systems, the system equations need to be appropriately adapted so that
they exhibit an explicit dependence on the parameters. While material parameters
enter the curl-curl formulation (4.2.20) in an explicit linear dependence, the system
matrices depend implicitly and non-linearly on the geometry parameters. As de-
scribed in chapter 4, a linearization of the system equations poses the requirement
of a constant mesh topology. Geometry parameter variations are thus difficult to
handle.
The trend is therefore towards a different category of methods that can handle the
implicit parameter dependence of the system matrices. These methods use the FIT
systems in the initial form (1.2.4) and (1.2.5). In this case, there is no requirement
of a constant mesh topology.
The most straight-forward approach is inspired by the multi-point Pade´ approxi-
mation for the single-parameter case 5.2.1.4. Let Σi be the system corresponding
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to each parameter-set, Ki be the respective Krylov subspace and Vi the projection
matrix of this local system. The projection matrix of the parametric system is de-
fined as the composition of the local projection matrices Vi. This method was called
neighboring-subspace method in [56], as the subspaces seem to be, simply speaking,
close to each other, at least for small parameter variations or for a small sensitivity
on a specific parameter.
While this approach offers a greater flexibility concerning geometry variations, there
are still some restrictions, as will be explained in detail in section 6.5.
An interesting approach is introduced in [39] which is also based on the reduction of
local original models in the parameter space. A parametric reduced order model is
calculated by interpolating the system matrices of the local reduced models, while it
is aimed to find compatible system representations with optimal interpolation prop-
erties. To this purpose, a so-called matrix matching is applied, that modifies the
system realizations at some parameters such that the corresponding matrices be-
come as similar as possible. Matrix matching is based only on the reduced models,
i. e. it is not related to the full model. This implies that it can even be applied to
geometry parameter variations associated to different mesh topologies. The matrix
interpolation was successfully used in applications, i. e. in the field of computing
optimal configurations of self-optimizing systems, as described in [28]. Nevertheless,
this approach is associated with the costly solution of Lyapunov equations. This
method has not been applied to FIT systems, it is therefore an open question to com-
pare the obtained accuracy with the accuracy of the neighboring-subspace method
and moreover, if the additional effort outweighs an eventual accuracy improvement.
Finally, there are methods that arise from analogous considerations as the PMOR,
though they follow different avenues of approaching the problem. One major repre-
sentative of these methods is the sensitivity analysis, which is a general approach to
a priori obtain information about the influence of parameter variations on the sys-
tem behavior, for instance during the design and optimization process of computer
aided engineering.
In order to quantify the influence of parameter variations, it is convenient to use a
gradient representation in the parameter space which corresponds to a linearization
around the nominal working point. In this way, the system behavior can be pre-
dicted for small parameter changes. A general approach leading to such derivative
information required for the gradient representation is given by the sensitivity anal-
ysis. In case of the so-called adjoint sensitivity analysis, the gradient information
results from evaluating the system twice, regardless of the number of parameters.
At the same time, for the adjoint sensitivity analysis the derivatives of the system
matrix entries with respect to the design parameters have to be computed. For the
adjoint sensitivity analysis in high-frequency structures see for instance [37]. Also
in [46] a brief introduction is given.
Another method that is connected to model order reduction but is not a reduc-
tion method itself is based on the interpolation of the reduced order S-parameters.
Analogously to the neighboring-subspace method, local systems Σi are considered.
However, instead of considering the local projection matrices as in the neighboring-
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subspace method or the local transfer impedance, the reduced S-parameters are
determined. The interpolation of these reduced S-parameters gives an approxima-
tion to the original system S-parameters. As the interpolation step is performed
after the reduction of each local model, considerations about how to avoid that the
mesh is affected by geometry variations so that the associated V remains constant,
are not of relevance here.
Both the sensitivity analysis and the S-parameter fitting are not covered in the
discussion of this work. Nevertheless, their close connection to MOR should always
be kept in mind. For practical applications it depends on the specific problem
requirements which method is best.
In this chapter, the procedure will be to first discuss the moment matching meth-
ods, i. e. the multi-parameter Arnoldi and the contraction method, and then the
neighboring-subspace method.
6.2 Moment Matching for Multi-Parameter Sys-
tems
Consider systems of the form (4.3.54). For simplicity reasons SISO systems are con-
sidered. The projection spaces in the multi-port case consist of the SISO projection
spaces, thus, this simplification does not imply a generality restriction. Consider









where xβ and ηβ are the moments of x and H, respectively. In order to calculate


















The equation described above defines a multi-level recursion. In each step all xβ−α,
with |β| ≤ q (q is the order of the truncated Taylor series) and 1 ≤ |α| ≤ |α|max
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Tbα, cˆα = cαV. (6.2.6)
Methods for choosing V and W will be discussed in the following sections.
Analogously to the original model, the multi-parameter Taylor series expansion of








with xˆβ and ηˆβ representing the moments of xˆ and Hˆ, respectively. Analogously











If W = V and V is chosen such that





 ⊆ colspV, (6.2.9)
then the first moments of the multi-parameter Taylor series expansion of x(s) and
H(s) around an expansion point s0 match those of xˆ(s) and Hˆ(s), respectively,
[17, 11], i.e.
ηβ = ηˆβ, ∀β : |β| ≤ q. (6.2.10)
Analogously to the single-parameter case, the direct calculation of the moments is
ill-conditioned and therefore replaced by stable and efficient algorithms, e. g. the
two moment matching techniques shown next.
6.3 Multi-Parameter Polynomial Arnoldi Method
Let the first k moments xβ be numbered by i = 1, . . . , k, i. e. xβi and let v1, . . . ,vk
be an orthonormal basis of span {xβ1 , . . . ,xβk} which is wished to be extended
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by vk+1 with the help of the moment xβ. With the reduced QR-factorization of















with hβ1 . . .hβk being the coordinate vectors. It is thus for each i:
xβi = Vkhβi . (6.3.12)
The starting vector v1 and its corresponding coordinate hβ1 are determined with




, hβ1 = |A−10 b0|e1. (6.3.13)







which is then separated in terms of hk and rk into horizontal and perpendicular
components of span{V}, respectively. For xβ it can be written:































where Hα,k and Rα,k are the horizontal and perpendicular part of A
−1
0 Aα Vk in
(6.3.14) with respect to colsp {Vk}, i.e.:
A−10 AαVk = VkHα,k +Rα,k, V
T
kRα,k = 0. (6.3.18)
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Algorithm 6.1 Multi-parameter Arnoldi method
1: Given Vα,bα








and hβ1 = |A−10 b0|e1 , k = 2 .
3: for r = 2, r ≤ q, r = r + 1 do
4: for ∀b : |b| = r do
5: Calculate Hα,k and Rα,k in (6.3.18)
6: Calculate hk in (6.3.17a)
7: Calculate hr in (6.3.17b)













The procedure is summarized in algorithm 6.1.
The microstrip of figure 6.1 will be used throughout this chapter to test and compare
the reduction methods. The length l, the width w and the depth d are considered
as parameters. In [55] the length-variation is considered separately for the multi-
parameter Arnoldi algorithm, here the situation is analyzed, that all three param-
eters are varied simultaneously, that is a three-dimensional variation is considered.
The maximal admissible variation range for the multi-parameter Arnoldi method
and the subsequent contraction method is given in figure 6.1. This chapter con-
centrates on geometry parameters, material parameters are considered in chapter 7.







frequency s [GHz] 0 . . . 5
length l [mm] 8 . . . 9
width w [mm] 10 . . . 11
depth d [mm] 10 . . . 10.1
Figure 6.1: Geometric structure and parameter range for the microstrip line model.
The example models are generated by the commercial software package CST MI-
CROWAVE STUDIO (MWS) [13]. In order to admit a large geometry variation
range, a relatively coarse mesh is chosen. Of course, this is not an exact solution
to the microstrip line problem, nevertheless in this chapter of main interest is the
error directly stemming from the order reduction techniques. The original and the
reduced system are compared by means of their S-parameters which are calculated
from the impedance as described in chapter 3. At this point it has to be mentioned
that for all methods described in this chapter the projection matrices are kept in
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storage. This means that also the field solutions of the original and the reduced
system could be compared. Nevertheless, only a comparison of the S-parameters
has been analyzed. The calculations are performed in MATLABr by making use
of the system matrices produced by MWS. This gives a direct comparison of two
MATLABr solutions obtained from the same system matrices and reveals the error
made by the respective order reduction technique. The reference S-parameter curves
for the microstrip line are given in figure 6.2.
The error between the complex reduced-system S-parameters Sˆ and the reference
S-parameters S is defined by:
fmult−arnoldi(si, ξj) = f(si, ξj) = |∆S| = |Sˆ(si, ξj)− S(si, ξj)|. (6.3.19)
The S-parameters are discrete functions of the frequency samples si, i = 1 . . . ns,
where ns = 1000 throughout this work, and ξj , j = 1 . . . nξ. In this example it is
ξ = (l, w, d). In order to have a measure for the error over the parameter space, the
maximum and the mean error values have to be determined. The maximum over
the frequency samples is:
fmaxsi (ξj) = maxsi {f(si, ξj)}. (6.3.20)






The maximum and the mean value of f¯si(ξj) over the samples ξj are respectively:






Let tred denote the time needed to set up the reduced order model and tS the time to
calculate the S-parameters of the original model from its system matrices, while tSˆ
the time to calculate the reduced S-parameters from the reduced system matrices.
Table 6.1 shows for each order q = 0 . . . 6 the errors f¯si,ξj and fmaxsi,ξj , the times tred
and tSˆ, as well as the size m of the respective projection matrix V. As a comparison,
the time tS to calculate the original S-parameters from the imported system matrices
in MATLABr is approximately 6 min.
The multi-parameter Arnoldi method will not be used further in this work, as the
contraction method presented next exhibits better numerical properties.
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q m f¯si,ξj fmaxsi,ξj tred/s tSˆ/s
0 2 0.76 0.77 0.86 0.1
1 10 0.68 0.7 163.5 0.4
2 30 0.84 0.85 580.6 0.54
3 70 0.37 0.3796 1.55 ·103 4.6
4 126 0.1 0.15 3.5 ·103 11
5 194 0.08 0.0882 7.58 ·103 31.3
6 240 0.07 0.0726 1.143 ·104 57
Table 6.1: The table summarizes the mean and maximum error values as defined
in equations (6.3.22) for increasing orders q. The value m gives the size of the
projection matrix. tred is the time needed to set up the reduced order model and tSˆ
is the time to calculate the S-parameters from the reduced system matrices.




























Figure 6.2: The MATLABr reference S-parameters S11 and S22 calculated for the
bounds of the parameter range, set a (l, w, d) = (8, 10, 1) and set b (9, 11, 1.1).
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By equating with the multi-parameter Taylor-series expansion of (6.2.1), and having




























Let p = s − s0, and notice that the left side of (6.4.25) describes a homogenous
polynomial in r variables with degree k. Sets S0 ⊂ . . .Sk ⊂ . . .Sq ⊂ Rr are con-
sidered, in which Sk, k = 0 . . . q is unisolvent in homogenous polynomials of degree
k in r variables, i. e. any polynomial with r variables and degree k is completely
determined by its values at the points of Sk [21]. For efficiency reasons, Sk should
be hierarchical. For example, Sk can be given by:
Sk = {(γ, q − |γ|, |γ| ≤ k)}, k = 0 . . . q, (6.4.26)





























































Equation (6.4.28) states that the determination of the multi-parameter moments can
be reduced to the calculation of Krylov subspaces of single-parameter models at the
points p ∈ Sk. In [17], these systems are called contractions of the multi-parameter
polynomial system in the point p, and therefore the method is called contraction
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method. Figure 6.3 visualizes the set of points S0,S1 and S2 in R3. S0 contains only
point ξ0, S1 contains ξ0 and two further points (red dots) of the parameter set and
S2 contains the points of S1 as well as the three points that are indicated by red
dots. Formally, the kth set is defined by equation (6.4.26). Here, γ = (γ1, γ2) ≥ 0


















Figure 6.3: Hierarchical bases of unisolvent sets in R3 for the contraction method
for q=2.
Algorithm 6.2 summarizes the contraction method.
Algorithm 6.2 Multi-parameter moment matching by contraction method
1: V
2: q
3: Calculate hierarchical bases S0 . . .Sq
4: for all p ∈ Sq do
5: U = WCAWE ( Σ(s)|p , q )
6: for k = 0 . . . q do
7: if p ∈ Sk then
8: V(:, vi + (1 : blocksize)) = U(:, k · blocksize + (1 : blocksize)) %block-




12: V = qr(V) % Orthogonalization by QR-decomposition
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q m f¯si,ξj fmaxsi,ξj tred/s tSˆ/s
0 2 0.76 0.78 8.75 0.06
1 10 0.69 0.7 35.45 0.15
2 30 0.79 0.83 98.34 0.9
3 70 0.34 0.34 214.18 3.55
4 140 0.0098 0.001 386.95 21.15
5 252 3.196 ·10−4 0.0012 621.31 60.04
6 420 1.208 ·10−4 0.00011 991.95 205
7 660 3.515 ·10−5 3.514 ·10−5 1.6 ·103 601
Table 6.2: The table summarizes the mean and maximum error values as well as the
reduction and evaluation times tred and tSˆ, respectively, for different orders q for the
contraction method.



















q = 0 q = 3 q = 5 q = 7
Figure 6.4: Logarithmic error fcontraction = |∆S21| = |Sˆ21−S21|, obtained with differ-
ent reduction orders q for an arbitrary sample in the parameter range.
The same test model as in the previous section is used. Table 6.2 gives for each
order q = 0 . . . 7 the errors f¯si,ξj and fmaxsi,ξj , the times tred and tSˆ, as defined in
the previous section, as well as the size m of the respective projection matrix V.
Figure 6.5 shows how the reduced S21-parameter curve gradually approaches the
MATLABr reference curve, while figure 6.4 shows the error fcontraction = |Sˆ − S|,
obtained with reductions of orders q = 0, 3, 5, 7, for an arbitrary sample in the
parameter range.
Both methods introduced above require an explicit dependence on the parameters,
as in (4.3.54), which is naturally not given for FIT systems in (4.2.28). The curl-curl
equation (4.2.28) can only be linearized as described in section 4.3.1 when the mesh
topology is fixed for all parameter changes. Obviously, this is a strong limiting factor
for geometrical variations, as the systems result from FIT-models with automatically
created meshes, which are not necessarily the same.
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Figure 6.5: The reduced S-parameter Sˆ21 curve for q = 0 . . . 7 gradually approximates
the original curve S21. This approaching way is typical for the contraction method.
90 Chapter 6: Model Order Reduction for Multi-Parameter Systems
6.5 Neighboring-Subspace Method
The necessary condition of topology preservation for parametric MOR with geometry
parameters is relaxed in the approach presented in the following. For this approach,
the parametric loss-free shifted curl-curl system (4.3.64) which is a special form
of (1.2.5) is used. The system is considered at the discrete parameter values ξ,





+2Mε(ξ)s0(s− s0) +Mε(ξ)s20 +ACC(ξ))x = sBi,
u = Cx.
(6.5.29)
6.5.1 Projection on a “Neighboring” Subspace
The observation that the S-parameter curves change only slightly for small variations
around an expansion point ξ0, leads to the assumption that the matrices Vξ related
to each Σξ in the neighborhood of ξ0 differ also only slightly. Therefore, it makes
sense to investigate how large the error is, if the systems Σξ in the neighborhood
of ξ0 are reduced uniformly with V0, instead of with their own projection matrices
Vξ, whereby all projection matrices are obtained with the single-parameter Arnoldi
method. This question is pursued in the following.
The microstrip line of figure 6.1 which has already been used in the previous sections,
will illustrate the considerations. The length l is chosen as a parameter, that is the
parameter vector is ξ = l. Within the variation range of figure 6.1, the mesh remains
constant, therefore it is possible to use the projection matrix corresponding to ∆l =
0, let it be denoted by V0, in order to project all systems corresponding to ∆l =
0 . . . 1. The error fnsm(s, l) = |∆Sˆ21| = |Sˆ21 − S21| for ∆l = 0, 0.1, 0.3, 0.5, 0.8, 1, is
shown in figure 6.6. The resulting error justifies the name “neighboring subspaces”.
6.5.2 Projection on Merged Local Projection Matrices
In continuation of this though, several interpolation points ξi, i = 1 . . . N, can be
selected to form the matrix
Vall = [V1 V2 . . .VN ]. (6.5.30)
Let mi be the number of columns of each Vi. In most subspaces corresponding to
Vi, common directions appear. In order to set up V, the directions are sorted by
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Figure 6.6: The figure shows the error fnsm = |Sˆ21−S21| between the reduced models
Σξ corresponding to the indicated lengths and the MATLAB
r reference solution,
i. e. the original model solution. The projection was performed with a common ma-
trix V corresponding to l = 8mm.
with U an n× n unitary matrix and N an∑Ni=1mi×∑Ni=1mi unitary matrix. The
matrix Σ contains the singular values of Vall. Choosing for V the first m columns
of U, i. e. :
V = U(:, 1 : m), (6.5.32)
guarantees to capture the m most important directions of Vall. Apparently, besides
the number of expansion points, also the number of columns of each Vi, as well as
the number of directions m kept in V can be chosen freely.
This technique has already been used in [31] and [32].
6.5.2.1 Choice of interpolation points
The decisive questions arising at this point are how many interpolation points have
to be taken and how they have to be placed in the parameter space. While no
established theory exists for answering these questions, for the latter, it is obvious
that the points should rather be well distributed in the parameter space than lying
close to each other. Pursuing the former question leads to experimenting with
parameter sets S ′1,S ′2 . . .S ′M with different numbers of elements. For efficiency
reasons and in order to obtain an estimate of the current approximation error that
allows an automated abortion when a desired accuracy is reached, the sets should
be hierarchical, for example S ′1 ⊂ S ′2 ⊂ . . .S ′M . Obviously, the hierarchical bases
introduced in section 6.4 and visualized in figure 6.3 do not fulfill both conditions,
as the points are not well distributed in the parameter space.
Sets of points S ′i, i = 0 . . . which are both hierarchical, i. e. S ′0 ⊂ S ′1 ⊂ S ′2 ⊂ . . . ,
and well distributed are the points comprising the multidimensional sparse grids [9].
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Sparse grids are a numerical technique, initially investigated by the Russian mathe-
matician Smolyak, which are used to represent, integrate or interpolate high dimen-
sional functions. The points are chosen such that a smooth multi-parameter func-
tion can be approximated with a suitable interpolation formula. With the Smolyak
method, which still forms the basis of all sparse grid methods, single-parameter
interpolation formulas are extended to the multi-parameter case by using tensor
products. With increasing problem dimension, this powerful interpolation method
requires several orders of magnitude less nodes than conventional interpolation on a
full grid. Furthermore, the property of full grid interpolation that the error decays
asymptotically with increasing grid resolution is preserved up to a logarithmic factor
in the sparse grid approach. The indices i, i = 0 . . . are called levels of the sparse
grids. In [27], the link is given to the Sparse Grid Interpolation Toolbox, which is a
MATLABrtoolbox for approximating expensive, possibly high-dimensional multi-
parameter functions. Figure 6.7, which visualizes the sparse grids for dimension two
and levels 1, 2 and 3 has been produced with the Sparse Grid Interpolation Tool-
box. An important drawback is that even for low levels the number of interpolation
points is high. This leads to a large projection matrix V. Therefore, for the pur-
poses of the neighboring-subspace method, the principal point distribution of the
sparse grids will be maintained, while occasionally points will be dropped.
6.5.2.2 Variation of the length
In a first instance, the method is analyzed with respect to l. Later on, variations of
the width w and depth d will also be considered. The effect of using more than one
interpolation points has been analyzed by starting with the variation range center
point, and gradually adding points.
Let qA be the order of the single-parameter Arnoldi method underlying the neighboring-
subspace method. Due to the simplicity of the microstrip structure, according to
[75, p.80] a choice of qA between 6, 8 and 10 is sufficient.
Preferably, the singular values of Vall that are used to set-up the projection matrix
V are given in percent p of the size of Vall. Then, the value m in equation (6.5.32),
i. e. the size of the matrix V, is given by: m = floor(p · size(Vall)).
Table 6.3 shows the errors f¯si,ξj and fmaxsi,ξj , the times tred and tSˆ, as defined in the
previous section, as well as the size m of the respective projection matrix V for the
various settings.
The results summarized in table 6.3 show that f¯si,ξj and fmaxsi,ξj are decreased for
increasing numbers of interpolation points. Furthermore, if p = 0.6, the resulting
V leads to larger deviations then other settings. On the contrary, the setting of
five interpolations points, p = 0.8, leads to no accuracy loss. Moreover, no further
improvement is denoted by taking more than five interpolation points or p ≥ 0.8.
The question whether the set of interpolation points affects the error or not has
also been pursued. The same settings have been taken as in the previous example.
Investigations revealed that up to an almost constant factor the errors were the
same. Concluding, it can be stated, that similar results are obtained independently
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Figure 6.7: Visualization of the sparse grids for dimension two and levels 1, 2 . . . 5.
from the exact positions of the interpolation points, as long as more than three
interpolation points are used and as long as they are well distributed in the parameter
variation range. In the remainder of the work the interpolation points are chosen
by using the sparse grids distribution, as described above.
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Interpolation qA p m f¯si,ξj fmaxsi,ξj tred/s
b
one point
6 1 6 0.0491 0.0604 16
8 1 8 5.8·10−4 9.41·10−4 16




0.6 10 0.02 0.02 48
0.8 14 0.02 0.02 48
1 18 0.01 0.05 48
8
0.6 14 2.3·10−4 4·10−4 48
0.8 19 1.51·10−4 1.82·10−4 48
1 24 1.7·10−4 2·10−4 48
10
0.6 18 1.9·10−4 6.23·10−4 48
0.8 24 9.2·10−6 6.8·10−5 48




0.6 18 0.05 0.05 80
0.8 24 9.2·10−3 0.01 80
1 30 0.012 0.0262 80
8
0.6 24 1.7·10−4 2·10−4 80
0.8 32 4.68·10−4 9.28·10−4 80
1 40 4.6·10−5 8.47·10−5 80
10
0.6 30 6.7·10−6 7·10−5 80
0.8 40 7.64·10−6 8.1·10−5 80
1 50 9.39·10−6 1·10−5 80
Table 6.3: Comparison of the effects of different method settings for the length-
variable microstrip example.
6.5.2.3 Variation of the length, the width and the depth
Adding the width w and the depth d, leads to the results shown in table 6.4. In this
case, up to a number of 25 interpolation points, as shown in the third row of table 6.4
are used. A large number of interpolation points leads to a large total column size m
of the projection matrix V, as shown in table 6.4. This leads to both a larger time
tred to calculate V, as well as to a larger time tSˆ to reduce the system by projection
of V. In general, the following considerations have to be taken into account: The
time tred as well as the time tSˆ depend on the size of the projection matrix, which
in turn is influenced by two significant factors: firstly, if the resonance behavior is
simple or complicated, i. e. how many steps qA are needed in the single-parameter
Arnoldi procedure, and secondly, the number of parameters. The size of V might
be reduced by dropping some of the least important singular values. As shown, this
alone could save up to 20 % of the matrix size.
The reductions at each point by the single-parameter Arnoldi algorithm can be
performed in parallel. Assuming that the time to perform the SVD is negligible
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compared to tred, if it is a priori determined how many interpolation points are
used, the overall time to calculate V is approximately the time to reduce one local
matrix.
All above mentioned factors lead to different constellations that have to be consid-
ered for each problem.
Interp. points qA p m f¯si,ξj fmaxsi,ξj tred/s
b
6 1 6 5.8·10−2 7·10−2 17
8 1 8 7.8·10−4 1.2·10−3 17










0.8 5·10−2 5·10−2 83
1 42 1.6·10−2 1.7·10−2 83
8
0.8 2.1·10−4 7.6·10−4 83
1 56 5.6·10−4 1.4·10−3 83
10
0.8 7.5·10−7 3.4·10−6 83


















0.8 1·10−2 2·10−2 245
1 150 1·10−2 1·10−2 245
8
0.8 3.3·10−5 8.6·10−5 245
1 200 2.2·10−5 4.7·10−5 245
10
0.8 1.9·10−7 6.3·10−7 245
1 250 1·10−7 1·10−7 245
Table 6.4: Comparison of the effects of different method settings for the microstrip
example with variable length, width and depth.
Figure 6.10 shows the singular values σj , j = 1 . . . nV of the merged matrix Vall for
the levels 0, 1 and 2, corresponding to 1, 3 and 5 interpolation points respectively.
With qA = 10, the respective sizes of Vall are 10, 30 and 50. For level 0, corre-
sponding to one interpolation point, the singular vectors are of same significance as
the corresponding singular values are all 1. For levels 1 or 2, the singular values
rapidly decrease. As there is no obvious sudden decay, the truncation is based on
empirical values. Omitting the 20% least important singular values has proven to be
a good threshold. For the examples shown in the figures for the projection matrices
corresponding to level 1 and level 2, this threshold means omitting the values with
j > 24 and j > 40.
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Figure 6.8: The errors |Sˆ21 − S21| corresponding to the settings of table 6.3 for an
arbitrary point in the parameter range.
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Figure 6.9: The errors corresponding to the settings of table 6.4 for an arbitrary
point in the parameter range.
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Figure 6.10: The singular values σj , j = 1 . . . nV of the merged matrix Vall for
the levels 0, 1 and 2, corresponding to 1, 3 and 5 interpolation points respectively.
With qA = 10, the respective sizes of Vall are 10, 30 and 50. While for one point all
singular values are 1, meaning that the respective vectors are of the same importance,
for levels 1 or 2, the singular values rapidly decrease.
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6.5.3 Geometry Variation Greater than One Mesh Cell
In the above methodology the row number in eachVi is constant. This is a necessary
requirement for the neighboring-subspace method. Otherwise the merged matrix
could not be set-up. Therefore, for the neighboring-subspace method the limitation
is not the constant mesh topology, but the size of the system matrices. In general,
during a parameter variation the mesh does not remain the same. There are basically
two reasons that are responsible for the variation of the system-matrix size.
Most modern simulation software is based on automatic mesh generation, which in
turn is based on several assumptions, for instance the geometry or the wave length.
Therefore, not only geometrical variations affect the automatic mesh generation,
but also material variations. For simple models, as the microstrip example, this can
be achieved by manually intervening in the mesh creation, so that the parameter
variation occurs on a constant mesh. For complex models this is more difficult.
Nevertheless, even if the mesh is kept fixed, the size of the material matrices can
change. In order to be able to invert the diagonal material matrices, all zero diagonal
entries are omitted. Entries corresponding to PEC material are also omitted. Let
n1, n2 be the sizes of the material matrices Dε,1,Dε,2 corresponding to the geometry
parameters l1 and l2, respectively, depicted in figure 6.11. In case that a dielectric
material is varied, the omitted zero elements are the same for all values of the
geometry parameter l1 . . . l2, thus n1 = n2. In case of a PEC material, as soon as
the geometry parameter is larger than the mesh cell size, the material matrix entries
corresponding to these cells, in the bottom picture of figure 6.11 they are indicated
by the dark grey area, are set to zero. Therefore, in this case it is n1 6= n2.
Material 1 Material 2
l1
Material 1 Material 2
l2
Material 1 Material 2
l2
Figure 6.11: Material 1 with the length l1 is varied to the length l2. The top right
and bottom pictures show the case where the variation is within the mesh cell and
the case where the variation is greater than the mesh cell size, respectively.
In case of PEC material, the mesh is therefore “frozen” for one parameter. The
structure is then discretized on this fixed mesh, for all parameter values e. g. for
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the nominal value of the parameter. The variation within the mesh cell size, as
indicated in the top right picture of figure 6.11, is possible due the feature of PFC
in FIT as described in section 2.2.5. Locally, it acts as a modified mesh cell with
the important difference that only one mesh cell is affected with no impact on the
remainder of the mesh. This fact can be used for handling geometry variations in
multi-parameter MOR. A linearization of the curl-curl equation as in section 4.3.1
is no longer necessary, and, furthermore, even radial geometries can be treated.
In continuation of this thought, in the case of PEC material, an interesting investi-
gation is to determine how large the error is, if for a variation greater than a mesh
cell, a common Dε is used for all systems. That is, a fixed mesh and fixed material
parameters would be used for all local systems. As long as the variation of the PEC
material (other material do not produce zeros in the material matrices), affect only
a few mesh cells, it is expected that the resulting projection matrices are close to
the original ones. With a small error the restriction that the variation has to be
within a mesh cell is relaxed. This issue is investigated in [60] and is an important
advantage of the neighboring-subspace method compared to the other approaches.
Algorithm 6.3 summarizes the neighboring-subspace method introduced in this chap-
ter.
Algorithm 6.3 Neighboring-subspace method
1: V = [ ]
2: for level = 0 . . . levelmax do
3: S ′ = spgrid(level,r) % calculates the set of points corresponding to the sparse
grids
4: for ind = 0 . . . size(S ′, 1) do
5: pv = S ′(ind)
6: update CST MWS models, calculate material matrices and results
7: import CST MWS matrices
8: calculate system matrices A,B,C
9: Vp = block arnoldi(A,B,C, qA) % consider only one qA
10: Vall = [Vall Vp]
11: end for
12: U = SVD(Vall)
13: V = U(:, 1 : m) % keep m largest singular vectors
14: end for
6.6 Concluding Remarks
Based on the discrete equations resulting from the FIT, in this chapter three methods
were presented to approximate the transfer function of the respective systems by
lower dimensional systems, while paying attention on the parameter dependence.
The parameter dependence should be maintained in the reduced model.
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The various multi-parameter system representations derived in chapter 4 form the
basis for the order reduction by means of a general projection framework. For the
reduced model generation basically two principally different approaches are possible.
Either the respective systems are reduced by means of higher-order Krylov subspaces
which match the moments of the original and the reduced model, or the parametric
reduced system is obtained from information resulting from the reduction at specified
samples in the parameter range.
The iterative formulation to determine the moments of the multi-parameter system
is a multi-level recursion. In each step not only the last moment is used, but a
number of previously calculated moments. The numerical cost of this procedure is
therefore increased compared to the single-parameter case.
The direct iterative calculation is numerically instable, similar to the classical case.
Therefore, efficient algorithms are required in order to determine stable bases span-
ning the higher-order Krylov subspaces. This not trivial procedure is fulfilled by
both the multi-parameter Arnoldi algorithm as well as the contraction method pre-
sented in this chapter. While the multi-parameter Arnoldi is more straight-forward
than the contraction method, it requires the storage of large matrix parts.
Based on a tricky reformulation of the multi-parameter moment iteration, the con-
traction method reduces the determination of the higher-order Krylov subspace on
the calculation of Krylov subspaces corresponding to local systems, more precisely
to polynomial systems obtained for one parameter sample. The determination of
the respective Krylov subspaces is performed by means of the classical WCAWE
algorithm, which was presented in the previous chapter. Although being a reliable
method that can reach high orders of accuracy, the contraction method has two
main drawbacks. Being based on multiple evaluations of the WCAWE algorithm its
time-cost is high even for small systems. Furthermore, it requires a constant mesh
topology throughout the variation. Material parameters are not affected by this
restriction, geometry parameters though are difficult to handle in practical applica-
tions with complex structures. In these cases, it is often not possible to guarantee
a constant mesh topology.
The trend is therefore to methods that are mesh-independent or at least that do not
pose the high restriction of a constant mesh topology. The neighboring-subspace
method presented in this chapter for instance requires only a constant mesh. The
projection matrix of the parametric system is defined as the composition of local
projection matrices. Moment matching is in general not guaranteed for these meth-
ods. Its main advantage is that it can rapidly calculate the projection matrix for
the parametric system, with the cost of a single-parameter system. The obtained
accuracy can reach the accuracy of single parameter systems. In case of only one
additional parameter besides the frequency even one or two local projection matrices
are sufficient. A larger number of local projection matrices is required in case of
more parameters, nevertheless the Krylov subspace determination of all local models
can be performed in parallel, so that no additional time cost arises.
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Chapter 7
Numerical Examples
So far, the microstrip example in the previous chapter has served to illustrate the
presented PMOR methods. They have been designed to be accurate over a specified
parameter space of interest, but no considerations have been performed concern-
ing computational efficiency and practical applicability. In order to allow for such
considerations the methods have to be applied to large and complex problems. On
the basis of their performance practical questions arise. To this purpose, two fil-
ter examples of higher complexity than the microstrip line are examined namely a




In order to make statements about the quality of the PMOR methods, for instance
how well the S-parameters S of Σ are approximated by the S-parameters Sˆ of Σˆ, a
reference solution is required. The reference solution is the analytical solution in case
that it exists. As systems having an analytic solution are the exception, alternatively
one reverts on taking a sufficient good approximation which is calculated by means
of software simulation packages. In this work the CST MWS has been used.
Mainly, two sources of numerical inaccuracies affect the solution modules of simu-
lation packages as the CST MWS. These are numerical errors caused by the finite
digit number representation and inaccuracies due to the finite mesh resolution. Cal-
culations in the frequency domain are additionally affected by the accuracy of the
iterative linear equation system solvers. This value has been set to 10−9 throughout
this chapter. Errors stemming from the finite mesh resolution are reduced by in-
creasing the mesh resolution. Thus, one would calculate a solution to the structure
by using the highest possible mesh Gref . The S-parameters corresponding to this
mesh are defined as the reference Sref . Obviously, the resulting systems can be very
large. In practical applications, the approach is other way round: starting from a
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coarse mesh, the mesh resolution is successively refined and the S-parameters are
recalculated. When there is no longer a significant change in the results for increas-
ing mesh density, convergence has been reached. Usually, the resulting mesh G is
much coarser then Gref . In general, accurate S-parameter results for filter structures
can only be obtained by mesh convergence studies, which can be performed either
by manually changing the mesh settings or by making use of the automatic mesh
adaptation tool. Obviously, the latter is the easiest way for this purpose. The final
S-parameters generally differ significantly from the results obtained with the initial
mesh settings. In this work, the following approach is chosen: a very fine mesh Gref
is set as the reference, and by means of error definitions given in the following, a
coarser mesh G for the calculations is defined.
The FIT matrices obtained from the MWS calculation, which contain the mesh data,
the structure information and the port signals can be imported in mathematical
calculation packages. Depending on the system size the relevant system matrices
A,B and C can be determined. In this work the MATLABr package has been
chosen, nevertheless many other options exist. Given the system matrices, the
original transfer function H and the S-parameters S can be then directly calculated
and be compared with the reduced values. The microstrip example of the previous
chapter has been treated in this way.
In case of large and complex structures where no analytical solution can be obtained,
the systems resulting from the mesh G are too large for their S-parameters to be com-
puted directly in MATLABr. One option consists in calculating the S-parameters
in MWS, SMWS, and importing them in MATLAB
r. This procedure has two draw-
backs. Firstly, the representation accuracy of values imported in MATLABr from
CST MWS is 10−6, therefore the quality of the PMOR methods can be traced back
up to this accuracy. Additionally, Sˆ and SMWS are calculated by different tools, so
that a comparison of their computing times is questionable.
In the description given above, as well as in this work so far, the reduced S-
parameters Sˆ are compared with the S-parameters S of the system from which
they resulted. This is the usual policy in the MOR community and goes along with
the problem set-up related to system-approximation described in section 1.3.1. Al-
ternatively, one can detach from the idea that Sˆ should only be compared with S.
In fact, both Sˆ and S can be compared with Sref . The description of this approach
is given in the subsequent section.
7.1.2 Fast Parameter Sweeps
At this point it is required to take one step back and think of what is aimed to
achieve by using PMOR methods. One important practical application of PMOR
methods are simulations with varying parameter values. In this case, the parametric
reduced order model needs to be generated only once and can be used for instance
for fast parameter-sweeps. One typical application is filter tuning, where a model
needs to be evaluated many times in order to obtain the desired setting. Obviously,
the time required to set-up the parametric reduced order model should be smaller
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than a parameter-sweep of the original model. Time-saving is more important than
high solution-accuracies.
Let G be a computational mesh and S be the corresponding S-parameters. In the
following, S will denote the values SMWS imported from MWS. Furthermore, let
FS,ref denote the error of S with respect to S
ref . In practical applications usually
FS,ref ≈ 10−2. From a practical viewpoint it is therefore aimed to achieve reduced
S-parameters with approximately the same accuracy with respect to Sref in less
computation time. As the error of the reduced values Sˆ obtained from the same
system G with respect to Sref is larger than the error between S and Sref , eventually, a
mesh G ′ that is finer than G should be used to obtain the reduced S-parameters. The
S-parameters obtained from the mesh G ′ will be denoted by Sˆ ′. Let FSˆ′,ref denote the
error of Sˆ ′ with respect to Sref . In practice it is therefore aimed that FSˆ′,ref ≈ FS,ref .
Obviously, high MOR accuracies require unnecessarily larger computation times
without practical improvement of FSˆ′,ref .
Assuming that a sweep with m values is performed, it is desired that
m · tS > m · tS′ + tred, (7.1.1)
where tS is the time needed to calculate the S-parameters in MWS, tred is the time
needed to reduce the system Σ′ to Σˆ′ and tS′ is the time to calculate the S-parameters
from the respective system matrices. Again, it should be kept in mind that S and
Sˆ ′ are calculated by different tools, namely by MWS and MATLABr, respectively.
The comparison of the computation times is therefore not completely fair.
While tS′ ≪ tS, usually tred is quite large, and therefore for small m the inequality
in (7.1.1) does not hold. This is in agreement with the fact, that PMOR methods
do not make sense for one or two system evaluations, but for a parameter sweep,
i. e. m ≥ 2. Basically, a value m0 exists, such that m · tS > m · tS′ + tred, m ≥ m0.
Concluding, in practical applications there is a redefinition of the problem set-up
from section 1.3.1 as following: Consider a structure described by the system Σref ,
and Σ, which result from the Maxwell grid equations for the meshes Gref and G, as
described above, where x ∈ Rn. Determine a system Σˆ′ resulting from a mesh G ′ in
the same form as Σ with xˆ ∈ Rm with m ≪ n, such that the approximation error
between the Σˆ′ and Σref is in the same order as the error between Σ and Σref , while
m0 in m · tS > m · tS′ + tred, m ≥ m0 is as small as possible.
7.2 The Narrow-Band Filter
The narrow-band filter shown in figure 7.1 consists of two perfectly conducting
cylindrical resonators in a rectangular cavity. The resonators are coupled by a
rectangular iris. Two coaxial ports are coupled to the device by extending the inner
conductor of the coaxial cables into the cavity. The detailed description of the device
including geometry specifications can be found in [14].




Figure 7.1: The variable parameters for the narrow-band filter are the frequency, the
permittivity of the coupling εr and the cylinder height h.
Narrow-band filter parameter range
frequency s 0.58 . . . 0.63 GHz
permittivity εr 1.2 . . . 2.2
permittivity εr 2 . . . 8
height h 96 . . . 98 mm
The frequency varies in the range of
0.58 . . . 0.63 GHz. The filter will be an-
alyzed with respect to variations of the
permittivity of the coupling εr, both for
a small and a large range, and the height
of the cylinders h.
7.2.1 Permittivity Variation
The reference S-parameters Sref for the permittivity variation have been calculated
with a mesh of 10.801.560 mesh cells with the “General Purpose Frequency Solver”
in the CST Studio Suite and their magnitudes are shown in figure 7.2. In the
complex plane S21 is shown in figure 7.3.
In order to make a choice for G and G ′, some further considerations concerning the
error with respect to Sref have to be taken into account. Besides the definitions given
in the previous chapter, additional error definitions are necessary. In particular, let
si, i = 1 . . . ns denote the frequency samples. Throughout this work ns = 1000
samples have been evaluated. Furthermore, let ξj, j = 1 . . . nξ be the parameter
samples (excluding the frequency). The following error-norm is defined:
maxsi{minsi{|S(si, ξj)− Sref(si, ξj)|}}. (7.2.2)
For convenience the notation |S − Sref |maxmin meaning the above error norm will be
used.
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Figure 7.2: The figure shows the magnitudes of the reference S-parameters for the
permittivity variation of the capacitive coupling in the range εr = 1.2 . . . 2.2.
The same definitions hold for the comparison of Sˆ and Sref , as well as of Sˆ and S:
maxsi{minsi{|Sˆ(si, ξj)− Sref(si, ξj)|}}, (7.2.3a)
maxsi{minsi{|Sˆ(si, ξj)− S(si, ξj)|}}, (7.2.3b)
with the abbreviating notations |Sˆ−Sref |maxmin and |Sˆ−S|maxmin, respectively.
The reason to consider minsi{|S(si, ξj) − Sref(si, ξj)|} additionally to |S − Sref | is
that in most cases the frequency plots S, Sˆ and Sref in the complex plane have
basically the same characteristics, featuring just a small shift.
A mesh convergence analysis gives the error |S−Sref |maxmin for different meshes that
successively get finer. Table 7.1 summarizes the errors |S−Sref |maxmin for different
meshes at an arbitrary point in the parameter space. Here, the system corresponding
to εr = 1.2 is representative for the other parameters.
meshcells |S11−Sref11 |maxmin |S21−Sref21 |maxmin tS
19.296 0.067215 0.045213 174 s=2 m 54 s
86.961 0.050214 0.031972 186 s=3 m 6 s
212.976 0.027157 0.03354 701 s=11 m 41 s
409.360 0.028050 0.03158 900 s=15 m
Table 7.1: Mesh convergence analysis for the narrow-band filter.
Next, the error stemming from the order reduction is determined. To this purpose,
the mesh with 212.976 cells is chosen, as it is a good tradeoff between system size
and achieved error norm.
As a permittivity variation does not cause any mesh changes, the requirements for
the contraction method are fulfilled. An initiated analysis though showed a large
time-cost for one evaluation of the WCAWE algorithm. Considering that a high
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number of WCAWE evaluations is required (at least order 6 is required), the overall
calculation time is prohibitively large. Thus the contraction method proves to be
not suitable for large practical applications. The reduction is therefore performed
with the neighboring-subspace method throughout this chapter.
Investigations have shown that the MOR error is equally distributed in the parame-
ter range of εr. It is therefore sufficient to observe the error at few parameter samples
in the parameter range. Table 7.2 shows the errors f¯s,ε, fmaxs,ε and |Sˆ−S|maxmin, for
different levels of the neighboring-subspace method. The table also gives the time
tred required to set-up the projection matrices V and the time tSˆ to calculate the
reduced Sˆ from the reduced system matrices. In each field of the table two columns
are given, the first refers to S11 and the second to the S21. Obviously, in practice,
the errors fmaxs,ε and |Sˆ−S|maxmin are the same.






maxs,ε |Sˆ11−S11|maxmin |Sˆ21−S21|maxmin tSˆ/s
0 10 1.9·10−4 2.0·10−4 4.0·10−3 4.2·10−3 4.0·10−3 4.2·10−3 0.5
1 24 9.4·10−5 8.9·10−5 1.7·10−3 1.7·10−3 1.7·10−3 1.7·10−3 1.2
2 40 3.8·10−5 3.2·10−5 5.0·10−4 6.0·10−4 5.0·10−4 6.0·10−4 3.1
3 72 5.8·10−5 5.1·10−5 3.0·10−3 1.0·10−3 3.0·10−3 1.0·10−3 4.1
Table 7.2: Error stemming from the order reduction for different levels of the
neighboring-subspace method. The number of points corresponding to the levels
q = 0, 1, 2, 3 are 1, 3, 5 and 9, respectively. The size of the reduction matrix V
is given by m.
Concluding from table 7.2 and by comparing with the results of table 7.1, as both
fmaxs,ε and |Sˆ−Sref |maxmin < 10−3, it is sufficient to choose level 0 or at most 1.
This is in agreement with the experience gained from the microstrip in the previous
chapter. For variations with one parameter (additional to the frequency) it proved to
be sufficient to use one or three interpolation points. Using more than 5 interpolation
points did not further improve the results. Furthermore, the matrix obtained from
the SVD of Vall is truncated for m such that m = 0.8 · size(Vall).
As the reductions can be performed in parallel, the times tred = 3865 s are approx-
imately the same for all levels. Nevertheless, even for q = 0, i. e. one interpolation
point, the resulting error is still in the same range as the error |S−Sref |maxmin of the
original solution. In addition, it is not necessary to take different meshes G,G ′, as
the error convergence apparent from the values in table 7.1 is slow and the MOR
error is smaller than the change between two subsequently chosen meshes. Table
7.3 shows the errors |Sˆ−Sref |maxmin and |S−Sref |maxmin for six samples.
Finally, figure 7.3 depicts the S-parameter S corresponding to the chosen mesh and
the reference S-parameter Sref in the complex plane. Figure 7.4 depicts the MOR
error compared to the errors of the reduced and the original model with respect to
the reference solution.
With the time tred = 3865 s and considering that the time to calculate the S-
parameters in MWS is tS = 701 s, a parameter sweep by using the PMOR method
makes sense for m0 = 3865 s/701 s = 5.5 ≈ 6 parameter values.
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εr |Sˆ11−Sref11 |maxmin |Sˆ21−Sref21 |maxmin |S11−Sref11 |maxmin |S21−Sref21 |maxmin
1.2 0.02784 0.02376 0.02772 0.02427
1.4 0.03052 0.02613 0.03064 0.02665
1.6 0.03181 0.02833 0.03196 0.02885
1.8 0.03398 0.03039 0.03378 0.03092
2.0 0.03622 0.03233 0.03611 0.03286
2.2 0.03743 0.03417 0.03763 0.03471
Table 7.3: Error comparison for six permittivity samples in the variation range
between εr = 1.2 . . . 2.2.





























Figure 7.3: The S-parameter S21 corresponding to the mesh G and the reference
S-parameter Sref21 in the complex plane. The reduced Sˆ21 has not been drawn as in
this view its curve is indistinguishable from S21.
7.2.1.1 Wide-band permittivity variation
In this section the observed variation range will be enlarged to εr = 2 . . . 8. Again,
reference S-parameters have been calculated which are shown in figure 7.5. The
mesh G used for this purpose was the same as in the previous setting for the small
variation range.
Nevertheless, due to the higher permittivity values for the choice of the working
mesh G a finer mesh is required. More precisely, using the mesh of the previous
setting leads to the error values in the second column of table 7.4 implying that
a higher grid resolution is required. It is important to notice, that the errors for
the reduced system (first column of table 7.4) are approximately the same as the
errors of the original system. Obviously, it is not the MOR which causes the largest
error, and a higher value of q would not decrease the error compared to the reference
solution. The results of table 7.4 clearly demonstrate that the MOR is as good as
the system it stems from, always with respect to the reference solution. Observing
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minsi{|S21 − Sref21 |}
minsi{|Sˆ21 − Sref21 |}
minsi{|S21 − Sˆ21|}
εr = 1.6
Figure 7.4: As the error curves are similar for the whole parameter range, it is
sufficient to observe it for one sample, here εr = 1.6. Obviously, the MOR error
minsi{|S21(s, ξ)−Sˆ21(s, ξ)|} is not significant for the errors compared to the reference
solution.













































Figure 7.5: Magnitude of the reference S-parameters for the permittivity variation
between εr = 2 and 8.
the errors of a finer mesh with 409.360 mesh cells, leads to results in the order
10−2, similar to those for the small variation range. Concluding, for a wider range,
as in this example, it is rather advised to refine the mesh, in order to capture the
parameter variation requirements, than to increase the level q. Increasing q does
not improve the results.
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Figure 7.6: The reference S-parameters for the permittivity variation between εr = 2
and 8 in the complex plane.
εr |Sˆ11−Sref11 |maxmin |Sˆ21−Sref21 |maxmin |S11−Sref11 |maxmin |S21−Sref21 |maxmin
2 0.08076 0.04465 0.07773 0.04321
3 0.10856 0.04050 0.10820 0.04154
4 0.12193 0.04131 0.12060 0.04254
5 0.12704 0.04614 0.12479 0.04052
6 0.12952 0.05809 0.13158 0.05681
7 0.13370 0.06313 0.13370 0.06577
8 0.14067 0.06456 0.13904 0.06821
Table 7.4: Comparison of |Sˆ − Sref |maxmin and |S − Sref |maxmin for seven samples
in the variation range. As in the previous setting with the small variation range
one interpolation point is sufficient for the reduction. More interpolation points
unnecessarily increase the size of the projection matrix.
7.2.2 Variation of the Cylinder Height
In order to investigate variations of the cylinder height a mesh consisting of 216.920
cells has been chosen. The choice resulted again from a mesh convergence study.
The permittivity has been set to εr = 2.2 throughout the variation of the height.
The time required for the calculation with the “General Purpose Frequency Solver”
with a solver accuracy of 10−9 in MWS is tS = 565s ≈ 9m25s. The reference curves
shown in figure 7.7 have been obtained with a mesh consisting of 11.793.540 cells.
They have also been calculated with the “General Purpose Frequency Solver” with
a solver accuracy of 10−9.
A problem arises in the area of the iris. The specified value of its height lies within
the variation of the cylinder height. In this case, a common Dε was used for all
systems, i. e. for some parameter values, to few mesh cells a wrong permittivity
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value was assigned in order to keep the mesh fixed, so that the neighboring-subspace
method can be applied. Obviously, it did not affect the quality of the MOR.






































Figure 7.7: Magnitude of the reference S-parameters for the height variation.
Table 7.5 shows the error |S−Sref |maxmin, and the error |Sˆ−Sref |maxmin, obtained by a
reduction with a projection matrix corresponding to q = 0, i. e. to one interpolation
point.
height h |Sˆ11−Sref11 |maxmin |Sˆ21−Sref21 |maxmin |S11−Sref11 |maxmin |S21−Sref21 |maxmin
96 0.02827 0.03323 0.03590 0.04373
96.5 0.02592 0.01773 0.02312 0.01238
97 0.12029 0.10336 0.03469 0.02919
Table 7.5: Error comparison with respect to the reference solution for a reduction
with one interpolation point (level q = 0). The error is not equally distributed in
the parameter variation range. A higher level, i. e. more interpolation points, is
recommended.
At this point, a situation is apparent, that the error |Sˆ−Sref |maxmin of the reduced
S-parameters for q = 0 is not equally distributed in the variation range, as at some
parameter samples, for instance h = 97 mm in table 7.5, indeed larger than the error
|S−Sref |maxmin of the original S-parameters. Basically two options exist at this point.
Either a higher level, i. e. q = 1, which corresponds to three interpolation points,
can be taken, or the reduction should be based on a finer mesh G ′. Both options
will be analyzed. Notice the errors |Sˆ−Sref |maxmin corresponding to the sample point
h = 96 mm, which are lower than the respective |S−Sref |maxmin, due to the merging
of the local projection matrices.
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7.2.2.1 Mesh refinement
The error |Sˆ ′−Sref |maxmin of the reduced system stemming from a mesh G′ that is
finer than G can be compared with the error |S ′−Sref |maxmin. In this case, the error
again was not equally distributed for q = 1. This fact implies that in case that
the error is not equally distributed, a finer mesh does not improve the results. It
is rather recommended to increase the number of interpolation points as described
above.
7.2.2.2 Increase of the level
Alternatively, increasing the reduction level leads to the results shown in table 7.6.
Due to the merging of the local projection matrices, the error is distributed equally
in the parameter range. Considering that the reductions at each point by the single-
parameter Arnoldi algorithm can be performed in parallel, the overall time tred(q =
1) to calculate the projection matrixV(q = 1) is approximately the same as the time
tred(q = 0) to calculate the projection matrix V(q = 0). More precisely, assuming
that the time to perform the SVD is negligible compared to tred, it is:
tred(q = 1) = tred(q = 0) + tSVD ≈ tred(q = 0), for parallel reductions. (7.2.4)
height h |Sˆ11−Sref11 |maxmin |Sˆ21−Sref21 |maxmin |S11−Sref11 |maxmin |S21−Sref21 |maxmin
96 0.03746 0.04300 0.03590 0.04373
96.5 0.02672 0.01276 0.02312 0.01238
97 0.03389 0.02704 0.03469 0.02919
Table 7.6: The table summarizes the errors with respect to the reference solution for
a reduction with level q = 1. Three interpolation points correspond to this level. The
results show an equal distribution in the variation range.
The computation time in MWS is tS,MWS = 565 s, while the reduction time is
t = 7.300 s.
Finally, the pictures in figure 7.8 shows the magnitudes and the complex curves of the
S-parameters Sref , S and Sˆ. Figure 7.8 depicts the errors |S−Sref |maxmin, |Sˆ−Sref |maxmin
and |Sˆ−S|maxmin for an arbitrary point in the parameter range. Obviously, the MOR
error has the smallest value.
7.3 The Langer Filter
The filter shown in figure 7.10 is known as Langer filter. This filter has gained the
status of a reference model, as it has already served as a test example for the single-
parameter MOR methods in [75] as well as for the multi-parameter MOR methods
for FE problems in [17]. But it has been also used in other works [16, 64] associated
with electromagnetic field simulation problems with the FIT.
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Figure 7.8: Comparison of the magnitudes and the complex curves of the narrow-
band filter S-parameters Sref , S and Sˆ. The curves of the latter two are indistin-
guishable from each other, implying that the overall error is dominated by the error
from the coarse mesh resolution of G compared to the mesh Gref .
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Figure 7.9: The errors for an arbitrary point in the parameter range of the narrow-
band filter clearly show that the error stemming from the lower mesh resolution is
significantly higher than the MOR error.
The Langer filter has a symmetric structure consisting of a metallic box which
includes two cylindrical, dielectric insertions. Therefore, it is also called dielectric
filter. It is fed by two coaxial ports which are elongated inner conductors of two
coaxial lines. The resonant behavior is controlled by the two dielectric rings, which
act as coupled resonators and which have nominal value of εr = 38. For this value
the filter serves as a sharp band pass at approximately 4.6 GHz. From a numerical
viewpoint, it is interesting to consider also resonances above 6.5 GHz. The exact
geometrical specifications can be found in [16].
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r
dielectric rings, εr
Figure 7.10: The Langer filter modeled with the FIT method. The parameters con-
sidered are the permittivity εr of the cylindrical discs and their inner radius r.
Due to the symmetry, a magnetic boundary condition can be applied, thus only half
of the filter needs to be discretized to obtain the results of the entire structure. A
hexahedral mesh is used. In the frequency range between 4.0 GHz and 7.5 GHz the
dielectric filter has 8 eigenfrequencies, thus being a demanding problem type.
Langer filter parameter Range
frequency s 4.0 . . . 7.5 GHz
permittivity εr 33 . . . 41
inner radius of disc 2.0 . . . 2.8 mm
The Langer filter is a highly resonant filter
which is very sensitive to the variations of
the cylindrical inclusions. Both the rel-
ative permittivity εr of the rings as well
as the values of the inner radii affect the
frequency response.
7.3.1 Variation of the Inner Radius of the Disc
The variation of the radius is a characteristic example of a variation that is larger
than one mesh cell. As the disc material is dielectric, the entries of the material
matrices do not change to zero for parameter variations that are larger than the
mesh cell size. As described in the previous chapter, this would be the case for PEC
material. Therefore, during the variation of the parameters the mesh can be kept
constant leading to constant-size material matrices.
The reference curves have been calculated with a mesh of 10.868.736 cells corre-
sponding to 90 lines per wavelength with the “Time Domain Solver”. Due to stored
energy inside the Langer filter its solutions converge very slowly. The solver ter-
minated for a remaining stored energy of −50 dB. As the computation is very
116 Chapter 7: Numerical Examples























Figure 7.11: Magnitude of the reference S-parameters Sref21 for the variation of r.
time-consuming, the computation was performed by means of computing on graph-
ics processing units of a cluster computer.
A mesh convergence analysis showed that even for the mesh G a high grid size is
required. Therefore, G has been chosen to consist of 560.000 elements, despite the
fact, that there is still a deviation from the reference as indicated in table 7.7. Figure
7.11 shows the magnitudes of the reference S-parameters for different values of r.
A deviation from the original curves and the reference solution can be observed only
on the right side of the spectrum. The results comply with the error investigation
of the Langer filter in [75, p.114]. Therein the TSL algorithm was applied, which
in the second step consists of the single-parameter Arnoldi algorithm. Calculating
the projection matrix with 50 columns lead to results in the range of 10−9 for the
spectrum lower than 6.5 GHz, and for errors in the range of 10−6 for the spectrum
above 6.5 GHz. Nevertheless, in view of the lower calculation time and smaller
reduced subspace, a projection matrix consisting of 22 columns was advised. In this
case, while in the range between 4.0 and 6.5 GHz the errors are again in the order
of 10−9, in the higher spectrum errors reach orders of 10−2. This is in agreement
with the experience that the classical Arnoldi algorithm approximates the small
eigenvalues first. Nevertheless, in practical settings, even this error is tolerable.
Based on the experience gained by the microstrip example in the previous chapter
and table 7.2, for variations with one parameter (additional to the frequency) it is
sufficient to use one or three interpolation points. Using more than 5 interpolation
points may even deteriorate the result. Thus, in the following, first a reduction with
one interpolation point will be analyzed and then with three points. Again, for the
latter, the matrix Vall is truncated for m such that m = 0.8 · size(Vall).
Table 7.7 compares the errors |Sˆ−Sref |maxmin and |S−Sref |maxmin from the reduction
with q = 0. The higher values are explained by the comparably large error in the
higher spectrum. Again, some parameter samples have larger errors than others,
implying to choose a higher level for the reduction.
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r |Sˆ11−Sref11 |maxmin |Sˆ21−Sref21 |maxmin |S11−Sref11 |maxmin |S21−Sref21 |maxmin
2.2 0.15211 0.32710 0.15921 0.26940
2.4 0.12480 0.21135 0.12184 0.14469
2.6 0.06520 0.0730 0.121851 0.14353
2.8 0.08421 0.0700 0.11870 0.14227
Table 7.7: Comparison of |Sˆ−Sref |maxmin and |S−Sref |maxmin for the samples in the
variation range. One interpolation point has been used for the reduction.
r |Sˆ11−Sref11 |maxmin |Sˆ21−Sref21 |maxmin |Sˆ11−S11|maxmin |Sˆ21−S21|maxmin
2.2 0.14731 0.17999 0.13543 0.16920
2.4 0.12175 0.20569 0.13753 0.12211
2.6 0.11772 0.13899 0.0856 0.0914
2.8 0.1835 0.14227 0.0521 0.08119
Table 7.8: Comparison of |Sˆ − Sref |maxmin and |Sˆ−S|maxmin for the samples in the
variation range. The reduction has been performed with three interpolation points,
which leads to a projection matrix with 52 columns.
The left pictures in figure 7.12 compare the S-parameters Sref21 , S21 and Sˆ21 for 4
samples in the parameter range. The right pictures compare the corresponding
errors |S21−Sref21 |maxmin, |Sˆ21−Sref21 |maxmin and |Sˆ21−Sref21 |maxmin . All figures show a
deviation in the right frequency spectrum in the area of the closely placed poles,
while in the last figure they have shifted out of the observed frequency range. This
deviation does not stem from the neighboring-subspace method, but is due to the
choice of qA = 22 iterations in the single-parameter Arnoldi. As already observed
by comparing table 7.7, the error is not equally distributed over the parameter
range. The smallest values are obtained for the sample r = 2.4 which is close to the
parameter range center, where the first interpolation has been set.
The time tS varies for each value of r, approximately it is 1 h 50min, while the time
to calculate the reduction matrix is tred ≈ 23h. Nevertheless, an average tSˆ = 23 s
is required to calculate Sˆ from the reduced system matrices.
Table 7.8 shows the errors |Sˆ−Sref |maxmin and |Sˆ−S|maxmin for the reduction with three
interpolation points. Obviously, |S−Sref |maxmin is the same as in the previous setting
and has not been shown again. The error norms are now in the same range for all
samples, furthermore their values lie below those in the previous setting. Figure
7.13 compares the S-parameters Sref21 , S and Sˆ for the sample r = 2.4. Figure 7.14
shows the errors obtained for two samples.
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Figure 7.12: The S-parameter Sref21 , S21 and Sˆ21 show a good agreement for all ob-
served samples in the variation range.
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Figure 7.13: Comparison of the S-parameters Sref21 , S21 and Sˆ21. The reduced S-
parameter deviates at the right side of the spectrum, nevertheless with a tolerable
error, as discussed previously.

















mins{|S − Sref |}, r = 2.4
mins{|Sˆ − Sref |}, r = 2.4




Figure 7.14: The blue lines corresponding to the error of S compared to the reference
indistinguishably lie on the red lines belonging to the error of Sˆ compared to the
reference. The green lines which give the PMOR error now lie much below the blue
and red lines. Furthermore they have similar values for both parameters. This is the
case for the remaining parameters which are not shown in the picture.
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Table 7.9: Comparison of |Sˆ21−Sref21 |maxmin and |S21−Sref21 |maxmin for the samples in the
variation range. One interpolation point has been used for the reduction.
7.3.2 Permittivity Variation
The reference S-parameter have been calculated in CST MWS with the “Time Do-
main Solver” on a mesh consisting of 13.553.760 cells. Again, the computation was
performed on a cluster computer on graphics processing units. The solver termi-
nated for a remaining stored energy of −50 dB. Figure 7.15 shows the magnitude of
the reference S-parameters Sref for the εr variation.
Analogous considerations have been performed for the permittivity variation as pre-
viously for the radius variation. Again, both a reduction with one and three param-
eters will be compared.
Table 7.9 contains the errors |Sˆ11−S11|maxmin and |Sˆ21−S21|maxmin, which are equally
distributed despite the large variation range. Figure 7.16 depicts the S-parameters
for one sample point and the respective errors.
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B ε = 33
ε = 38
ε = 41
Figure 7.16: The reduction with one interpolation point leads to a good agreement
between original and reduced model. The error increases at the resonant points and
would be decreased for a larger iteration step in the Arnoldi algorithm, in exchange
with a larger runtime and a higher reduced system dimension. Nevertheless, the
error is almost equally distributed in the large variation range of ε, as shown in the
right picture for three samples.














S21, ε = 36
Sˆ21, ε = 36
S21, ε = 41
Sˆ21, ε = 41
Figure 7.17: Comparison of the S-parameters for the permittivity variation and a
reduction with level 1.
A comparison with the results obtained with the reduction using three interpolation
points (figures 7.17 and 7.18), clearly shows that the latter are smaller over the whole
frequency and parameter range, and that they are additionally equally distributed
in the parameter range.
Both figure 7.11 and figure 7.15 show that the variation of the respective parameters
leads to a nonlinear shift of the S-parameter curves. The PMOR methods being
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Figure 7.18: Results obtained by the reduction with level 1 of the neighboring-subspace
method for the permittivity variation. The error is smaller over the whole frequency
and parameter range, and additionally it is equally distributed in the parameter
range. The samples are representative for the whole parameter range.
able to follow this variation and accurately approximate the curves even for a wide
variation range gives them for this case a definitive advantage over methods based
on the linearization around a working point, e. g. the sensitivity analysis.
7.4 Concluding Remarks
The discussion in this chapter clearly showed that real-world examples require a
fast S-parameter approximation while featuring a tolerable accuracy. Moreover,
they require a flexible variation of both material and geometry variations. PMOR
methods based on the iterative construction of higher-order Krylov subspaces which
require an explicit dependence on the parameters although they give accurate results
over the whole variation domain, they have a double drawback. They are quasi
restricted to material variations and furthermore, they are too slow for large-scale
models.
The neighboring-subspace method leading to similar accuracies is superior with re-
spect to both aspects. A parametric system with one parameter additional to the
frequency parameter can be reduced with an MOR accuracy of |Sˆ−Sref |maxmin ≈ 10−3
by using only three interpolation points. Approximately, the 20% least important
singular values of the merged projection matrix can be truncated, leading to a small
projection matrix. As the projections of the local systems can all be performed
in parallel, the time-cost of the neighboring-subspace method is equivalent to the




The goal of this dissertation was to develop model order reduction (MOR) methods
for parametric systems in electromagnetic field simulations.
More precisely, large-scale and parameter-depending models should be reduced to
smaller models which approximate the transfer function of the original model while
retaining the parameter dependence in the reduced model. For an effective approach,
parametric reduced systems should be both accurate over the entire parameter space
of interest, as well as computationally efficient to solve. Then the parametric reduced
order model needs to be generated only once for simulations with varying parameter
values and can be used for instance for fast parameter sweeps. Obviously, the
time required to set up the parametric reduced model should be smaller than a
parameter-sweep of the original model. The systems stem from the Maxwell grid
equations which result from the continuous Maxwell equations by using the Finite
Integration Technique (FIT).
The FIT is an established method for the discretization of the continuous Maxwell
equations. It makes use of a staggered pair of grids and its principal idea is to
split the closed line integrals in the continuous equations into integrals along the
grid edges and the closed surface integrals into integrals over the grid surfaces. In
chapter 2 the discretization of the four Maxwell equations has been shown. Special
emphasis has been given to the description of the material discretization and the
resulting material matrices. The material matrices are diagonal, which is a very
useful property in the context of MOR. The boundary conditions and the excitation
of the computational domain have also received special attention, as the definition
of the in- and output of the systems resulting from the FIT equations is based on
it. A variety of system descriptions was derived from the Maxwell grid equations,
in order to be able to describe the PMOR methods.
For the generation of the reduced order model there are basically two main chal-
lenges. The first consists in incorporating the parameter dependence in the original
electromagnetic model such that a reduction can be generated. The reason for this
is that most existing approaches to generate a parametric reduced order model are
based on electromagnetic systems that require the same discretization grid for all
parameters.
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The second challenge consists in the reduction method itself. As mentioned earlier,
the reduction method should efficiently produce a parametric reduced order model,
i.e. a low-cost model with respect to the parameters. The efficiency is important,
as if the parameter dependence is not handled carefully, the computational cost to
generate the reduced model can easily exceed the time gained from using the reduced
models, despite their fast evaluation.
The main focus was set to material and geometry parameters. These two parameter
kinds require different approaches, as they exhibit an important difference: geometry
variations do affect the underlying mesh, while material parameter variations do
not. As the mesh is responsible for the sizes of the system matrices, geometry
parameter variations may lead to different sized matrices. Already existing methods
for parametric MOR (PMOR) cannot cope with different sized matrices. While
the reduction step is performed by a general projection framework, based on these
considerations two avenues for developing PMOR methods for FIT systems have
been followed.
The multi-parameter Arnoldi and the contraction method belonging to the first cat-
egory are based on moment matching between original and reduced system. They
offer a stable calculation of the higher-order Krylov subspaces spanned by the multi-
parameter moments, as their direct calculation features numerical instabilities sim-
ilar to the single-parameter case. The example of the microstrip line shows that
in particular the contraction method is a reliable method leading to high accura-
cies. Nevertheless, due to the multiple evaluation of the WCAWE algorithm on
which it relies, its application to real-world problems lead to a very high time-cost.
The Langer filter and the narrow-band filter examined in chapter 7 could not be
efficiently handled with the contraction method.
Both methods require an explicit dependence on the parameters which is naturally
not given in FIT systems. Therefore they are not applicable to systems in the form
directly obtained by the Maxwell grid equations. Nevertheless, by applying the lin-
earization step introduced in this work, both for material as well as for geometry
parameters, the FIT systems were appropriately adapted to the desired form. The
projection matrix is associated with higher-order Krylov subspaces, and is there-
fore the multi-parameter equivalent of single-parameter systems based on ordinary
Krylov subspaces.
The linearization step requires a constant mesh topology. For material parameter
variations the mesh topology does not change, therefore the methods can be directly
applied. As geometry variations cause mesh modifications, using the same grid
during the variation is challenging. There are attempts to overcome this difficulty,
for instance by guarantying a constant mesh topology by manually intervening in
the mesh creation. By means of the commercial software package CST Microwave
Studio (MWS), which is used to generate the FIT models, although possible by using
fixpoints this procedure is not practicable for complex problems. Furthermore, it has
to be adjusted to each specific problem separately. The trend thus leads to methods
that are independent from the underlying discretization grid. This forms one of the
most actual research topics in the field of MOR. In this work an alternative approach
was developed, the neighboring-subspace method.
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This approach is based on using the system in the form directly obtained from the
Maxwell grid equations, that is, no explicit dependence of the system matrices on the
parameters is required. The projection matrix of the parametric system is defined as
the composition of local projection matrices. No moment matching property can be
guaranteed for this method, but it provides more flexibility in the geometry variation
than the contraction method, i. e. it does not require a constant mesh-topology but
only a constant mesh. Naturally, the variation range of geometrical parameters in
this method is restricted to the mesh cell size, though considerations have been
performed to loosen this restriction.
The neighboring-subspace method has been successfully applied to the microstrip
example of chapter 6, where both geometry and material parameters were varied. As
the example of the variation of the length, the width and the depth of the microstrip
line shows, it is even efficient for more than one parameter. Compared to all three
methods it is so far the only method that can cope with large-scale models. The
systems stemming from the narrow-band filter and the Langer filter of chapter 7
were successfully reduced by using this method. Its efficiency lies in the fact that it
is based on powerful single-parameter MOR methods. As both the contraction and
the neighboring-subspace method make use of single-parameter reduction methods,
in the first part of chapter 5 a brief overview of basic single-parameter reduction
methods was given.
Filter tuning has already been addressed in this work as an important application of
PMOR methods. Nevertheless, a variety of potential applications of PMOR methods
exist indicating several directions of future research topics.
One potential application that is currently subject to research is the coupled sim-
ulation of nano-electric structures. Using simulations of the full nonlinear coupled
model, equivalent models for a nano-electric structure are obtained. For these mod-
els suitable mathematical models are used in order to develop PMOR techniques for
a fast simulation of new semiconductor structures for nano-technology and microsys-
tems technology. Due to the small scale and high density of conductors, quantum
effects have to be considered where appropriate.
In the field of network analysis the idea of replacing a complex circuit with a simpler
circuit that features the same approximate behavior is very common. This idea is
extended to replacing an electromagnetic device with a physically motivated equiva-
lent setting, e. g. an electric circuit, featuring an approximate output-input behavior
to the original device. That is, there is a correspondence between an electromagnetic
device and an equivalent electric circuit.
The equivalent circuit cannot be obtained directly from the original electromagnetic
system, as the model size and therefore the number of required circuit elements
would be too high. Both the classical as well as the parametric reduced models can
be used for this purpose. In industry, these equivalent circuits play an important
role, as they are more versatile that the electromagnetic systems they model.
If the topology of the equivalent electrical circuit is known, i. e. the way the circuit
components are arranged with respect to each other, with the help of MOR tech-
niques the circuit component values can be determined. Nevertheless, the ultimate
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goal is a full automated generation of the equivalent circuit. At the moment only
semi-analytic methods have been developed, that is, the topology is known, but
some further information such as specific geometry parameters have to be specified
in order to generate the equivalent circuit. Important open questions are e. g. how
parameter variations affect the equivalent circuit.
In view of the high research activities initiated to face environmental challenges such
as global climate change or dwindling fossil energy, techniques as described above
are truly substantial. Currently, alternative solutions based on regenerative electric
power are developed. A major field is wind power, which is one of the most impor-
tant current energy sources. The actual research is focused on developing powerful
electric energy converters for electric motors, energy storage technology and power
electronics. The trend described above is apparent also in automotive industry,
where new drive solutions are developed, as conventional combustion-motors are
progressively replaced by electric motors. The enormous size and actuality of this






~H magnetic field strength
~E electric field strength
~D dielectric flux density
~J electric current density
̺ charge density
A arbitrary surface area
V arbitrary volume
~J current density
~Je impressed current density
ε0 permittivity of free space
~M( ~H,~r, t) magnetization





σF surface charge density
~JA surface current density
~n unit normal vector
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Discrete electrodynamics
Ω ⊂ (R1,R2,R3) domain of interest in the continuous space
Gi finite set of discrete elements, grid cells
G computational grid, primary grid, mesh
G˜ dual grid
P (i, j, k) primary elementary points
L(i, j, k) primary elementary edges
A(i, j, k) primary elementary surfaces
P˜ (i, j, k) dual elementary points
L˜(i, j, k) dual elementary edges
A˜(i, j, k) dual elementary surfaces
I, J,K number of points in each coordinate direction of the primary grid
nP number of mesh points
i, j, k corresponding indices




b discrete magnetic flux
⌢
d discrete dielectric flux
CFIT, C˜FIT discrete curl operator for primary and dual grid, respectively
SFIT, S˜FIT discrete divergence operator for primary and dual grid, respectively
D˜S ,D˜A diagonal geometry matrices
µ−1 averaged permeability
Mµ,Mε,Mκ material matrices
fAm proportion of mesh cell surface Am filled with PEC material
fLi proportion of the mesh edges Li which are inside the PEC material
⌢et,
⌢




am m−th mode traveling in positive coordinate direction
bm m−th mode traveling traveling in negative direction
⌢et,m and
⌢
ht,m 2D phasors containing only transversal elements
⌢e ,
⌢
h of mode m
Nw discrete cross product operator
Z = ET/HT port impedance
Z
1/2
L diagonal matrix containing
√
ZL,m
u, i generalized voltage and current at the ports
kw,3D constant for calculating the excitation vector
FTE, FTM correcting factors for TE and TM modes at the waveguide ports
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Systems
U set in which the outputs of a system are possible
B system behavior, according to the behavioral approach
s = (s1, . . . , sr) parameter-vector including s
ξ = (ξ1, . . . , ξr−1) parameter-vector excluding s
i,u in- and output
x state for systems in state-space form,
auxiliary variable for systems in other forms
X matrix containing x (MIMO)
Σ system in state-space form
A,B,C,D matrices corresponding to the system in state-space form
Σhigher−order higher-order system
Ak,Bk,Ck,Dk matrices corresponding to the higher-order-system
Σs s-parameterized system
As,Bs,Cs,Ds matrices corresponding to the s-parameterized system
Σξ ξ-parameterized system
Aξ,Bξ,Cξ,Dξ matrices corresponding to the ξ-parameterized system
P,Q reachability and observability gramians
Pt,Qt transformed reachability and observability gramians
h impulse response
H transfer impedance
ηk(∞),ηk(0),ηk(σ) kth Markov parameter, moment or shifted moment, respectively
Kq(A,b) Krylov subspace of order q of matrix A with respect to vector b
H upper Hessenberg matrix arising in the Arnoldi process
r vector perpendicular to the Arnoldi vectors
Tk triband matrix in the Lanczos algorithm
q number of moments matched
z,Z test vector (SISO), matrix containing test vectors (MIMO)
Order Reduction
xˆ reduced state for systems in state-space form,
reduced auxiliary variable for systems in other forms
Σˆ reduced system in state-space form
Aˆ, Bˆ, Cˆ, Dˆ reduced matrices for system in state-space form
Σˆhigher−order reduced higher-order system
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Aˆk, Bˆk, Cˆk, Dˆk matrices corresponding to the reduced higher-order system
σ Hankel singular value
K matrix with eigenvectors
U Cholesky factor of the reachability gramian
Σ matrix with eigenvalues
T balancing transformation matrix
Γ coefficient matrix in POD
Parametric Model Order Reduction
Σˆs reduced s-parameterized system
Aˆs, Bˆs, Cˆs, Dˆs matrices corresponding to the reduced s-parameterized system
Σˆξ reduced ξ-parameterized system
Aˆξ, Bˆξ, Cˆξ, Dˆξ matrices corresponding to the reduced ξ-parameterized system
fmethod norm of difference between reduced and reference S-parameters
f¯s,j average error over frequency for one parameter-set
f¯ξ average error over frequency and parameter samples
f¯max,ξ max(f¯ξ) over parameter samples
tred time to calculate projection matrix
tS time to evaluate S-parameters from the original system matrices
tSˆ time to evaluate S-parameters from the reduced system matrices
S hierarchical bases for contraction method
p contraction point
qA order of Arnoldi method underlying neighboring-subspace method
General
CST AG Computer Simulation Technology AG
MWS Microwave Studio
ODE ordinary differential equation
PDE partial differential equation
ENIAC Electronic Numerical Integrator and Computer
System Theory
LTI Linear Time Invariant System




TE modes Transverse Electric
TM modes Transverse Magnetic
TEM modes Transverse Electro-Magnetic
Discrete electrodynamics
FIT Finite Integration Theory
PEC Perfectly Electric Conducting
PFC Partially Filled Cells
PML Perfectly Matched Layer boundary
Model Order Reduction
MOR Model Order Reduction
PMOR Parametric Model Order Reduction
POD Proper Othogonal Decomposition
AWE Asymptotic Waveform Evaluation
CFH Complex Frequency Hopping
IRAM Implicitly Restarted Arnoldi Method
GMRES Generalized Minimal Residuals
PVL Pade´ Via Lanczos
PRIMA Passive Reduced-Order Interconnect Macro-Modeling Algorithm
TSL Two-Step Lanczos
MIMO Multi Input Multi Output
SISO Single Input Single Output









































dual curl operator, 25











Finite Integration Technique (FIT), 20
Gauss’ law, 16






































meausure of dominance for eigenvalues, 62




















via Lanczos (PVL), 69
multipoint, 70
partial realization, 63

























surface charge density, 18
surface current density, 18
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