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ABSTRACT 
Pengambilan keputusan dalam evaluasi pendidikan, salah satunya adalah penilaian atas kegiatan 
belajar mahasiswa dalam satu semester pada satu mata kuliah tertentu. Metode yang bisa 
diterapkan adalah Metode Data Mining, yaitu Clustering Non-Hierarki. Dipakai sebagai metode 
alternatif atas metode penilaian dengan pembobotan yang selama ini lazim digunakan. Dengan 
segala kelebihan dan kekurangannya, metode Cluster ini bisa dipakai sebagai metode alternatif 
penilaian atas kegiatan belajar mahasiswa dalam satu semester pada satu mata kuliah tertentu. 
Metode Cluster yang digunakan adalah Metode Non-Hierarki. Data yang diolah sebanyak 56 
record dengan tujuan mengelompokkan isi dari variabel-variabel Hadir, Nilai Hadir, Nilai Tugas, 
Nilai UTS & Nilai UAS. Jumlah Cluster yang direncanakan adalah 5, mengacu kepada nilai-nilai 
huruf yang dipakai untuk penilaian. Yaitu, nilai huruf A, B, C, D & E. Hasil dari metode Cluster 
Non-Hierarki tadi dibandingkan dengan penentuan penilaian dengan metode pembobotan yang 
lazim dipakai selama ini. Hasil perbandingan didapatkan 73,21% didapatkan nilai huruf yang 
sama, antara metode Cluster Non-Hierarki dengan metode pembobotan yang lazim dipakai 
selama ini. Diperlukan lebih banyak record untuk meningkatkan kualitas penilaian menggunakan 
metode Cluster Non-Hierarki ini. Diperlukan kebijakan akademik untuk menerapkan metode 
penilaian menggunakan metode Cluster Non-Hierarki ini. 
 
 
Kata Kunci : Data Mining, Cluster, Hon-Hierarki, Metode Penilaian 
 
 
1. Introduction 
Pemanfaatan teknologi informasi telah memasyarakat secara luas. Aspek perkembangan teknologi 
elektronika & perangkat keras telah memudahkan masyarakat dalam memilih perangkat keras 
komputasi yang di inginkan sesuai kebutuhannya. Perkembanan perangkat lunak juga semakin 
meningkatkan kegunaan komputer sebagai tools wajib di masa sekarang. Salah satu organisasi yang 
memanfaatkan keberadaan teknologi informasi (didalamnya ada perangkas keras & perangkat lunak) 
adalah dunia pendidikan. Dunia pendidikan, khususnya pendidikan tinggi sangat perlu untuk 
mengoptimalkan segala kelebihan teknologi informasi. Dalam tulisan ini akan dicoba menerapkan salah 
satu aspek pengambilan keputusan dalam evaluasi pendidikan, yaitu bagaimana memberikan penilaian 
atas kegiatan belajar mahasiswa dalam satu semester pada satu mata kuliah tertentu. Penulis selama ini 
menggunakan teknologi informasi untuk memberikan penilaian atas kegiatan belajar mahasiswa. 
Seperti yang kita maklumi bersama, bahwa penilaian atas kegiatan belajar mahasiswa dalam satu 
semester pada satu mata kuliah tertentu didasarkan atas ketentuan atau pedoman tertentu yang telah 
diketahui oleh Dosen & Mahasiswa yang bersangkutan. Metode penilaian yang akan Penulis sampaikan 
adalah terapan dari salah satu cabang Data Mining, yaitu Klasifikasi. Klasifikasi yang dimaksud adalah 
pengelompokkan atas komponen penilaian yaitu Tugas, Quiz, UTS, UAS & Kehadiran. Asumsi yang 
digunakan adalah meniadakan bobot tiap komponen, karena penilaian yg didasarkan atas klasifikasi ini 
masih belum diterapkan karena metode klasifikasi ini memerlukan perangkat lunak khusus, yaitu SPSS. 
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Metode klasifikasi untuk penilaian ini masih debatable, terkait prosesnya yang relatif agak rumit. Istilah 
klasifikasi dikenal juga dengan istilah cluster atau klaster. 
Ada beberapa metode penilaian yang kita kenal. Dari Buku Panduan Sekolah Tinggi Manajemen 
Informatika & Komputer Indonesia Mandiri, 2006 halaman 9, sbb : 
 
Tabel 1. Penilaian Nilai Akhir 
 
 
Secara mendasar nilai akhir terdiri atas nilai huruf A, B, C, D, atau E. Di sini berarti ada 5 (lima) 
klasifikasi. Bila ada perbedaan jumlah klasifikasi maka pada pengolahan data nilai, pada proses 
klasifikasi tinggal menyesuaikan dengan berapa banyak jumlah tingkatan nilai (klasifikasi) yang 
ditentukan. Jadi klasifikasi nilai didasarkan atas ketentuan yang ada. Misal, bila penilaian di bawah ini 
maka ada 10 klasifikasi. 
 
Tabel 2. Penilaian Nilai Akhir [1] 
 
 
1.1. Konsep Data Mining 
Ada beberapa ahli mengemukakan pengertian tentang Data Mining, sebagai berikut : 
“Data mining is the process of discovering meaningful new correlations, patterns and trends by 
sifting through large amounts of data stored in repositories, using pattern recognition technologies as 
well as statistical and mathematical techniques” [2] 
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“Data mining is the analysis of (often large) observational data sets to find unsuspected 
relationships and to summarize the data in novel ways that are both understandable and useful to the 
data owner” [3]. 
“The extraction of interesting (non-trivial, implicit, previously unknown and potentially useful) 
patterns or knowledge from huge amount of data” [4]. 
Data mining adalah suatu istilah yang digunakan untuk menguraikan penemuan pengetahuan di 
dalam database. Data mining adalah proses yang menggunakan metoda statistik, matematika, 
kecerdasan buatan, dan machine learning untuk mengekstrasi dan mengidentifikasi informasi yang 
bermanfaat dan pengetahuan yang terkait dari berbagai database besar [5]. 
Menurut Gartner Group, data mining adalah suatu proses menemukan hubungan yang berarti, pola 
dan kecenderungan dengan memeriksa dan sekumpulan besar data yang tersimpan dalam penyimpanan 
dengan menggunakan teknik pengenalan pola seperti metoda statistik dan matematika [6] 
 
1.2. Pengelompokkan Data Mining 
Data mining dibagi menjadi beberapa kelompok berdasarkan tugas/fungsi yang dapat dilakukan , 
yaitu [6] : 
1. Deskripsi : Terkadang peneliti dan analis secara sederhana ingin mencoba mencari cara untuk 
menggambarkan pola dan kecenderungan yang terdapat dalam data.  
2. Estimasi : Estimasi hampir sama dengan klasifikasi, kecuali variabel target. Estimasi lebih ke 
arah numerik dari pada ke arah kategori.  
3. Prediksi : Prediksi hampir sama dengan klasifikasi dan estimasi, kecuali bahwa dalam prediksi 
nilai dari hasil akan ada dimasa datang.  
4. Klasifikasi : Dalam klasifikasi terdapat target variabel kategori, sebagai contoh penggolongan 
pendapatan dapat dipisahkan dalam tiga kategori, yaitu pendapatan tinggi, pendapatan sedang, 
dan pendapatan rendah.  
5. Pengklasteran : Pengklasteran merupakan pengelompokan record, pengamatan atau 
memperhatikan dan membentuk kelas objek-objek yang memiliki kemiripan. Klaster atau 
cluster adalah kumpulan record yang memiliki kemiripan satu dengan yang lainya dan 
memiliki ketidak miripan dengan record-record dalam cluster.  
6. Asosiasi : Tugas asosiasi dalam data mining adalah menemukan atribut yang muncul dalam 
satu waktu. Dalam dunia bisnis lebih umum disebut analisis keranjang biasa. 
 
1.3. Data Preprocessing 
Sebelum data diolah dengan data mining, data perlu melalui tahap preprocessing. Tahap ini 
berhubungan dengan pemilihan dan pemindahan data yang tidak berguna (data cleaning), 
penggabungan sumber-sumber data (data integration), transformasi data dalam bentuk yang dapat 
mempermudah proses (data transformation), menampilkan data dalam jumlah yang lebih mudah dibaca 
(data reduction). Semuanya berasal dari data mentah (data transaksi) dan hasilnya akan menjadi data 
yang nantinya siap untuk diolah dengan data mining [7]. 
 
1.4. Analisis Cluster 
Pada algoritma clustering, data akan dikelompokkan menjadi cluster-cluster berdasarkan kemiripan 
satu data dengan yang lain. Prinsip dari clustering adalah memaksimalkan kesamaan antar anggota satu 
cluster dan meminimumkan kesamaan antar anggota cluster yang berbeda [3]. 
Cluster atau kluster dapat diartikan kelompok, dengan demikian pada dasarnya analisis cluster akan 
menghasikan sejumlah kluster (kelompok). Analisis ini diawali dengan pemahamam bahwa sejumlah 
data tertentu sebenarnya mempunyai kemiripan diantara anggotanya, karena itu dimungkinkan untuk 
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mengelompokkan anggota-anggota yang mirip atau mempunyai karakteristik yang serupa tersebut 
dalam satu atau lebih dari satu kluster [8]. 
Seperti diketahui , analisis cluster akan membagi sejumlah data pada satu atau beberapa cluster 
tertentu. Pertanyaan yang timbul adalah “apa yang menjadi batas bahwa sejumlah data dapat disebut 
sebagai satu cluster ?”. Secara logika, sebuah cluster yang baik adalah cluster yang mempunyai : 
1. Homogenitas (kesamaan) yang tinggi antara anggota dalam satu cluster (with-in cluster). 
Sebagai contoh, cluster konsumen rumah yang peduli lingkungan tentu terdiri atas orang-orang 
yang mengutamakan kebersihan dan kenyamanan lingkungan rumahnya. Mereka yang 
mengutamakan harga rumah murah tentu tidak dapat digabungkan menjadi anggota cluster 
tersebut. 
2. Heterogenitas (perbedaan) yang tinggi antara cluster yang satu dengan cluster lainnya 
(between cluster). Dalam contoh diatas, anggota dari cluster konsumen rumah yang peduli 
lingkungan tentu mempunyai pendapat yang jelas berbeda dengan anggota-anggota cluster 
konsumen rumah yang mementingkan harga murah. 
Sehingga, cluster yang baik adalah cluster yang mempunyai anggota-anggota yang semirip 
mungkin satu dengan yang lain, namun sangat tidak mirip dengan anggota-anggota cluster yang lain. 
Disini, istilah “mirip” diartikan sebagai tingkat kesamaan karakteristik antara dua data [8]. 
 
1.5. Proses Dasar dari Analisis Cluster 
Analisis clustering pada dasarnya adalah mencari dan mengelompokkan data yang mirip satu 
dengan yang lain, maka kriteria mirip (similarity) adalah dasar dari metode clustering. Proses 
pengolahan data sehingga sekumpulan data mentah dapat dikelompokkan menjadi satu atau beberapa 
cluster adalah sbb. : 
1. Menetapkan ukuran jarak antar-data 
Mengukur kesamaan antar-obyek (similarity), secara prinsip dasar cluster yang 
mengelompokkan obyek yang mempunyai kemiripan, maka proses pertama adalah mengukur 
seberapa jauh ada kesamaan antar-obyek. Ada 3 metode yang digunakan : 
a. Mengukur korelasi antara sepasang obyek pada beberapa variabel. Jika beberapa data 
memang akan tergabung menjadi satu cluster, tentulah diantara data tersebut ada 
hubungan yang erat, atau disebut berkorelasi satu dengan yang lain. Metode ini 
mendasarkan beberapa korelasi antara data untuk mengetahui kemiripan data satu dengan 
yang lain. 
b. Mengukur jarak (distance) antara dua obyek. Salah satunya adalah metode Euclidean 
Distance. Cara ini akan memasukkan sebuah data ke dalam cluster tertentu dengan 
mengukur jarak data tersebut dengan pusat cluster. Jika data ada dalam jarak yang masih 
ada dalam batas tertentu, data tersebut dapat dimasukkan pada cluster tersebut. 
c. Mengukur asosiasi antar-obyek. Cara ini akan mengasosiasikan sebuah data dengan 
cluster tertentu. Dalam praktek, cara ini tidak sepopuler kedua cara sebelumnya. Dalam 
praktek, penggunaan metode Euclidean Distance adalah yang paling populer. 
 
2. Melakukan proses standarisasi data jika diperlukan 
Setelah cara mengukur jarak ditetapkan, yang perlu diperhatikan adalah apakah satuan data 
mempunyai perbedaan yang besar. Sebagai contoh, jika variabel Penghasilan mempunyai 
satuan juta (000.000), sedangkan usia seseorang hanya mempunyai satuan puluhan (00), maka 
perbedaan yang mencolok ini akan membuat perhitungan jarak (distance) menjadi tidak valid. 
Jika ada perbedaan yang cukup signifikan, maka data harus di standarisasi dengan mengubah 
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data yang ada ke Z-Score. Proses standarisasi menjadikan dua data dengan perbedaan satuan 
yang lebar akan otomatis menjadi menyempit. 
3. Melakukan proses clustering 
Setelah data yang dianggap mempunyai satuan yang satuan yang sangat berbeda diseragamkan 
& metode cluster ditentukan, misal. dipilih Eucledian, langkah selanjutnya adalah membuat 
cluster. Proses inti dari clustering adalah pengelompokan data, yang bisa dilakukan dengan 2 
(dua) metode : 
a. Hierarchical Method. Metode ini memulai pengelompokan dengan dua atau lebih obyek 
yang mempunyai kesamaan paling dekat. Kemudian proses diteruskan ke obyek lain yang 
mempunyai kedekatan kedua. Demikian seterusnya sehingga cluster akan membentuk 
semacam pohon dimana ada hierarki (tingkatan) yag jelas antar-obyek. Dari yang paling 
mirip sampai paling tidak mirip. Semua obyek pada akhirnya hanya akan membentuk 
sebuah cluster. Dendogram biasanya digunakan untuk membantu memperjelas proses 
hierarki tersebut. Hasil keseluruhan dari algoritma hierarchical clustering secara grafik 
dapat digambarkan sebagai tree, yang disebut dengan dendogram. Tree ini secara grafik 
menggambarkan proses penggabungan dari cluster–cluster yang ada, sehingga 
menghasilkan cluster dengan level yang lebih tinggi. [7] 
b. Non-Hierarchical Method. Berbeda dengan metode hierarki, metode ini justru dimulai 
dengan menentukan terlebih dahulu jumlah cluster yang diinginkan (bisa 2, 3 atau lebih). 
Setelah jumlah cluster ditentukan, baru proses cluster dilakukan tanpa mengikuti proses 
hierarki. Metode ini biasa disebut dengan K-Means Cluster. 
4. Melakukan penamaan cluster-cluster yang terbentuk 
Setelah sejumlah cluster terbentuk, entah dengan metode hierarki atau non-hierarki, langkah 
selanjutnya adalah melakukan interpretasi terhadap cluster yang telah terbentuk, yaitu 
memberi nama spesifik untuk menggambarkan isi cluster tersebut. Misal., kelompok 
konsumen yang memperhatikan lingkungan sekitar sebelum membeli sebuah rumah bisa 
dinamai cluster Lingkungan. 
5. Melakukan validasi dan profiling kluster 
Kluster yang terbentuk kemudian diuji apakah hasil tersbut valid. Kemudian dilakukan proses 
profiling untuk menjelaskan karakteristik setiap cluster berdasar profil tertentu (seperti usia 
konsumen pembeli rumah, tingkat penghasilan, dsb.) [8]. 
 
1.6. Asumsi pada Analisis Cluster 
Asumsi untuk analisis cluster terkait dengan sampel yang akan diolah.  
1. Sampel yang diambil benar-benar bisa mewakili populasi yang ada. Memang tidak ada 
ketentuan jumlah sampel yang representatif, namun tetaplah diperlukan sejumlah sampel yang 
cukup besar agar proses clustering bisa dilakukan dengan benar  
2. Multikolinieritas, yakni kemungkinan adanya korelasi antar-obyek. Sebaiknya tidak ada atau 
seandainya ada, besar multikolinieritas tersebut tidaklah tinggi (misal. diatas 0.5). Jika sampai 
terjadi multikolinieritas dianjurkan untuk menghilangkan salah satu variabel dari dua variabel 
yang mempunyai korelasi cukup besar [8]. 
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2. Research Method 
2.1 Persiapan Data 
Data yang akan dijadikan sampel pengolahan data adalah data komponen nilai dari mata kuliah 
Aplikasi Komputer, dengan jumlah record 56. Data yang berisi 0 (nol) adalah data yang pada kasus ini 
dikarenakan tidak ada nilainya, atau ybs tidak mengikuti proses tsb. 
 
Tabel 3. Data Mentah untuk Analisis Cluster (Data diolah sendiri) 
 
2.2. Data View 
Data disiapkan dan dibuka dengan software SPSS, bila awalnya data berbentuk data MS Excel, 
maka ada sedikit perubahan, khususnya nama variabel ketika dibuka pada SPSS, salah satunya adalah 
nama variabel yang tidak memperbolehkan penggunaan spasi antar kata pada penamaan variabel. 
 
Tabel 4. Input Data di SPSS untuk Analisis Cluster (Data diolah sendiri) 
 
 
2.3. Variable View 
Struktur data bisa dilihat dengan mengaktifkan tab variable view, khususnya bila ingin melakukan 
pengeditan atas nama variable, type data atau lebar data. Berikut tampilan dari Variable View berupa 
list & tabel dibawah ini. 
 
Variable: NIM   Type: Number   Width:  12   Dec: 0 
Variable: NAMAMAHASISWA Type: String   Width:  29 
Variable: Hadir  Type: Number   Width:  12   Dec: 1 
Variable: NilaiHadir  Type: Number   Width:  12   Dec: 1 
Variable: UAS   Type: Number   Width:  12   Dec: 1 
Variable: UTS   Type: Number   Width:  12   Dec: 1 
Variable: TugasQuiz#1 Type: Number   Width:  12   Dec: 1 
Variable: TugasQuiz#2 Type: Number   Width:  12   Dec: 1 
 
No NIM NAMA MAHASISWA Hadir
Nilai 
Hadir
UAS UTS
Tugas
/Quiz 
#1
Tugas
/Quiz 
#2
1 371461006 HERI SUPRIYADI                                              10 83 88 88 96 90
2 371463036 DIMAS PROGO PRAWIRA                                         11 91 0 90 0 0
3 371561001 AGUSTINUS DWIYATNA                                          12 99 97 95 88 90
4 371561002 GILANG ANDREINAPUTRI                                        12 99 96 91 91 90
5 371561003 OKI SRI HARTINI                                             12 99 96 86 91 90
6 371561004 ASEP DYANA                                                  12 99 92 79 90 90
7 371561005 ROBBY PERMATA JIWA                                          10 83 82 42 96 90
8 371561006 TUTI ALAWIYAH                                               12 99 94 77 91 90
9 371561008 LAIL ANGGRAINI                                              12 99 94 85 91 90
10 371561009 NADYA DAMAYANTI                                             8 66 85 90 96 90
11 371561011 ANDRI PURNAMA                                               12 99 85 71 90 90
12 371561012 FEBI MUHAMAD FAISAL                                         12 99 0 77 85 90
13 371561013 NURYANA                                                     12 99 63 75 85 90
14 371561014 RISCA ELIVIANA                                              12 99 92 75.5 85 90
15 371561016 REGINA EFRILLIA                                             12 99 86 76 85 90
16 371561017 SYAMDANU SAPUTRA                                            11 91 54 60 53 90
17 371562001 FEBRIYATENTI HASSANAH                                       12 99 94 76.5 85 90
18 371562002 RISKA HERLINA                                               12 99 92 88 85 90
19 371562003 ADITYA LIBYANTO                                             12 99 96 93 90 90
20 371562004 NINA MELINAWATI                                             12 99 94 79.5 80 90
21 371562005 ANGGUN NURSOLEHAH                                           12 99 95 86 80 90
22 371562006 ANNISA APRILIGIA                                            12 99 87 70.5 80 90
23 371562007 CARSANA                                                     11 91 66 74 90 90
24 371562008 SITI HUMAYROH                                               12 99 94 97 93 90
25 371562010 ANDRI SURYADINATA, Amd.AK,CH.                               12 99 95 88 88 90
26 371562011 TOFIK NURHIDAYAT                                            12 99 87 77 95 90
27 371562012 DEDES NURGANDARUM                                           12 99 88 89 87 90
28 371562013 DHELA FEBI SETIAWATI PUTRI                                  12 99 88 80 80 90
29 371562015 DHENAR NATHASYA SEPTIANI                                    12 99 87 85.5 90 90
30 371562016 CICHA MONICA                                                12 99 96 96 88 90
31 371562017 GINA JUNITA                                                 12 99 95 95 88 90
32 371562018 DEWI NOOR PUSPITASARI                                       10 83 90 88 87 90
33 371562019 SITI JUBAEDAH                                               12 99 87 65.5 95 90
34 371562021 ROY PETRUS SINAGA                                           12 99 95 90 92 90
35 371562022 DEDE SITI SARIAH                                            11 91 94 89 80 90
36 371562023 NOVI YANI AGHISNA                                           0 0 0 0 0 0
37 371562024 SRI SUCI RAHAYU                                             12 99 90 88 87 90
38 371562025 ELLY ERMAWATI                                               11 91 94 91 90 90
39 371562026 HELMI DEA SOPANZI                                           4 33 0 0 0 0
40 371562027 YULINAR PERMATASARI                                         12 99 94 81 95 90
41 371562028 NURMAN HAKIM                                                12 99 87 74 90 90
42 371562029 RUDI RIYANTO                                                12 99 96 72 85 90
43 371562030 NOVIA BERTIE                                                12 99 87 77 85 90
44 371562031 DINI AZHARI                                                12 99 96 96 85 90
45 371562032 MAILIDIYA AENI                                              12 99 89 81 92 90
46 371562034 AYU AGESTI                                                  12 99 88 83.5 92 90
47 371562035 ANDINI MURNI                                                12 99 95 90 93 90
48 371562036 SEPTY NOVITASARI                                            12 99 96 92 93 90
49 371562037 HILMY FAUZAN AZIZ                                           11 91 87 90 90 90
50 371562038 VIENA AMELIA SUKRISNA                                       12 99 94 95 92 90
51 371562039 DEWI LESTARI                                               12 99 95 81 93 90
52 371562040 ULLY KRISMANTI                                              12 99 88 89 85 90
53 371562041 INTAN FARIDAH                                               10 83 86 50 85 90
54 371562042 PAXIA KHUSNUL KHOTIMAH                                      11 91 94 91 85 90
55 371562043 ERLINA SIMBOLON                                             9 74 88 79 80 90
56 371562044 ISNA KARISNA                                               12 99 85 75 95 90
No NIM NAMA MAHASISWA Hadir
Nilai 
Hadir
UAS UTS
Tugas
/Quiz 
#1
Tugas
/Quiz 
#2
1 371461006 HERI SUPRIYADI                                              10 83 88 88 96 90
2 371463036 DIMAS PROGO PRAWIRA                                         11 91 0 90 0 0
3 371561001 AGUSTINUS DWIYATNA                                          12 99 97 95 88 90
4 371561002 GILANG ANDREINAPUTRI                                        12 99 96 91 91 90
5 371561003 OKI SRI HARTINI                                             12 99 96 86 91 90
6 371561004 ASEP DYANA                                                  12 99 92 79 90 90
7 371561005 ROBBY PERMATA JIWA                                          10 83 82 42 96 90
8 371561006 TUTI ALAWIYAH                                               12 99 94 77 91 90
9 371561008 LAIL ANGGRAINI                                              12 99 94 85 91 90
10 371561009 NADYA DAMAYANTI                                             8 66 85 90 96 90
11 371561011 ANDRI PURNAMA                                               12 99 85 71 90 90
12 371561012 FEBI MUHAMAD FAISAL                                         12 99 0 77 85 90
13 371561013 NURYANA                                                     12 99 63 75 85 90
14 371561014 RISCA ELIVIANA                                              12 99 92 75.5 85 90
15 371561016 REGINA EFRILLIA                                             12 99 86 76 85 90
16 371561017 SYAMDANU SAPUTRA                                            11 91 54 60 53 90
17 371562001 FEBRIYATENTI HASSANAH                                       12 99 94 76.5 85 90
18 371562002 RISKA HERLINA                                               12 99 92 88 85 90
19 371562003 ADITYA LIBYANTO                                             12 99 96 93 90 90
20 371562004 NINA MELINAWATI                                             12 99 94 79.5 80 90
21 371562005 ANGGUN NURSOLEHAH                                           12 99 95 86 80 90
22 371562006 ANNISA APRILIGIA                                            12 99 87 70.5 80 90
23 371562007 CARSANA                                                     11 91 66 74 90 90
24 371562008 SITI HUMAYROH                                               12 99 94 97 93 90
25 371562010 ANDRI SURYADINATA, Amd.AK,CH.                               12 99 95 88 88 90
26 371562011 TOFIK NURHIDAYAT                                            12 99 87 77 95 90
27 371562012 DEDES NURGANDARUM                                           12 99 88 89 87 90
28 371562013 DHELA FEBI SETIAWATI PUTRI                                  12 99 88 80 80 90
29 371562015 DHENAR NATHASYA SEPTIANI                                    12 99 87 85.5 90 90
30 371562016 CICHA MONICA                                                12 99 96 96 88 90
31 371562017 GINA JUNITA                                                 12 99 95 95 88 90
32 371562018 DEWI NOOR PUSPITASARI                                       10 83 90 88 87 90
33 371562019 SITI JUBAEDAH                                               12 99 87 65.5 95 90
34 371562021 ROY PETRUS SINAGA                                           12 99 95 90 92 90
35 371562022 DEDE SITI SARIAH                                            11 91 94 89 80 90
36 371562023 NOVI YANI AGHISNA                                           0 0 0 0 0 0
37 371562024 SRI SUCI RAHAYU                                             12 99 90 88 87 90
38 371562025 ELLY ERMAWATI                                              11 91 94 91 90 90
39 371562026 HELMI DEA SOPANZI                                           4 33 0 0 0 0
40 371562027 YULINAR PERMATASARI                                         12 99 94 81 95 90
41 371562028 NURMAN HAKIM                                                12 99 87 74 90 90
42 371562029 RUDI RIYANTO                                                12 99 96 72 85 90
43 371562030 NOVIA BERTIE                                                12 99 87 77 85 90
44 371562031 DINI AZHARI                                                 12 99 96 96 85 90
45 371562032 MAILIDIYA AENI                                              12 99 89 81 92 90
46 371562034 AYU AGESTI                                                  12 99 88 83.5 92 90
47 5 2 35 ANDINI MURNI                                                2 99 95 90 3
48 5 2 SEPTY NOVITASARI                                            2 9 96 2 93 90
49 2 37 HILMY FAUZAN AZIZ                                           1 1 8 0 90
50 2 38 VIENA AMELIA SUKRISNA                                       4 5 2
51 2 39 DEWI LESTARI                                                5 1 3
52 2 40 ULLY KRISMANTI                                              88 8 85
53 2 41 INTAN FARID H                                               6 50 85
54 2 42 PAXIA KHUSNUL KHOTIMAH                                      1 1 91 85
55 2 43 ERLINA SIMBOLON                                             9 74 88 79 80
56 2 44 ISNA KARISN                                                 12 99 75 5
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Tabel 5. Tampilan Input Data di SPSS untuk Analisis Cluster (Data diolah sendiri)  
 
3. Result and Analysis 
3.1. Data Preprocessing 
Proses Cluster dimulai dengan menstandarisasi variable, dengan asumsi supaya menghindari 
kesenjangan antar data. Hasil proses standarisasi adalah : 
 
Tabel 6. Tampilan Hasil proses standarisasi di SPSS (Data diolah sendiri) 
 
 
3.2. Hasil Analisis Cluster 
Hasil Cluster dinyatakan dalam angka 1 s/d 5 pada kolom QCL_1. Variabel QCL_1 berisi nomor 
cluster untuk setiap kasus, dan variabel QCL_2 yang berisi jarak antara data nilai tertentu dengan pusat 
cluster (cluster center).  
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Tabel 7. Tampilan Hasil Analisis Cluster di SPSS (Data diolah sendiri) 
 
 
3.3. Melakukan Penamaan Cluster-cluster yang Terbentuk 
Pada QCL_1 terdapat angka 1 s/d 5, hal tersebut dikarenakan pada saat awal telah ditentukan 
kriteria 5 cluster. Jumlah 5 (lima) menyakan kategori nilai akhir huruf, yaitu angka 5 identik dengan 
nilai huruf A, angka 4 identik dengan nilai huruf B, angka 3 identik dengan nilai huruf C, angka 2 identik 
dengan nilai huruf D, dan angka 1 identik dengan nilai huruf E. Jumlah masing-masing cluster adalah : 
 
Tabel 8. Jumlah masing-masing Hasil Analisis Cluster di SPSS (Data diolah sendiri) 
 
Hasil Cluster berupa nilai angka 1 s/d 5 digambarkan dalam grafik untuk menunjukkan sebaran 
datanya. Pada Gambar tersebut nampak nilai 5 atau identik dengan nilai A mendominasi sebaran data, 
atau banyaknya nilai 5 adalah 47 mahasiswa. 
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Gambar 1. Sebaran Hasil Cluster (Data diolah sendiri) 
 
3.4. Melakukan Validasi dan Profiling Cluster 
Validasi dilakukan dengan menghitung dengan metode yang lain. Dalam hal ini adalah menghitung 
dengan pembobotan tertentu. Bila Tugas1, Tugas2 & Hadir berbobot 10%, UTS berbobot 30% & UAS 
berbobot 40% maka nilai akhir bisa dihitung dibawah ini, sekaligus dibandingkan dengan metode 
Cluster. Ada hasil akhir nilai yang SAMA sebanyak 73,21%, dan yang berbeda 26,79%. 
 
Tabel 9. Perbandingan Metode Penilaian (Data diolah sendiri) 
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Grafik Sebaran Hasil Cluster
QCL_1
No NIM
NAMA 
MAHASISWA
Nilai 
Huruf 
Pemba
nding
Hasil 
Cluster
Nilai 
Huruf 
dari 
Cluster
Uji kesamaan 
antara 
Pembanding 
& Cluster
1 371461006 HERI SUPRIYADI                                              A 5 A SAMA
2 371463036 DIMAS PROGO PRAWIRA                                         E 2 D BERBEDA
3 371561001 AGUSTINUS DWIYATNA                                          5 A SAMA
4 371561002 GILANG ANDREINAPUTRI                                        A 5 A SAMA
5 371561003 OKI SRI HARTINI                                             A 5 A SAMA
6 371561004 ASEP DYANA                                                  A 5 A SAMA
7 371561005 ROBBY PERMATA JIWA                                          C 4 B BERBEDA
8 371561006 TUTI ALAWIYAH                                               A 5 A SAMA
9 371561008 LAIL ANGGRAINI                                              A 5 A SAMA
10 371561009 NADYA DAMAYANTI                                             A 4 B BERBEDA
11 371561011 ANDRI PURNAMA                                               B 5 A BERBEDA
12 371561012 FEBI MUHAMAD FAISAL                                         D 1 E BERBEDA
13 371561013 NURYANA                                                     B 5 A BERBEDA
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Tabel 10. Perbandingan Rekapitulasi Metode Penilaian (Data diolah sendiri) 
 
 
4. Conclusion 
Berdasarkan hasil analisis yang Penulis lakukan, dapat disimpulkan beberapa hal, antara lain : 
1. Metode Cluster untuk menentukan penilaian hasil kegiatan belajar mahasiswa masih harus 
dikembangkan dengan melibatkan lebih banyak variabel yang diolah, disamping juga jumlah 
record yang dilibatkan dan pembobotan tiap variabel penilaian. 
2. Dengan penyempurnaan baik dari sisi analisis, jumlah variabel & jumlah record, diharapkan 
metode penilaian hasil kegiatan belajar mahasiswa menggunakan analisis Cluster ini bisa 
dipertimbangkan sebagai metode penilaian yang terstandar. Melengkapi metode pembobotan 
yang selama ini digunakan. 
3. Kelemahan analisis Cluster adalah digunakannya software SPSS, padahal SPSS bukan termasuk 
aplikasi yang lazim & hanya dipakai oleh kalangan tertentu saja. Berbeda dengan software MS 
Excel yang sudah sangat banyak digunakan masyarakat. 
Untuk memperolah pemahaman yang lebih baik tentang metoda Cluster ini beberapa hal berikut 
bisa disarankan, yaitu : 
1. Pemahaman akan metoda Cluster, khususnya statistik multivariat sangat dianjurkan. Di samping 
konsep database dan data mining sebagai disiplin ilmu yang utama. 
2. Analisis Cluster yang berbasis pada database akademik bisa lebih dikembangkan lebih lanjut 
dengan menggunakan variabel-variabel yang lain, yang dipharapkan mampu memberikan 
sumbangan nilai pengetahuan untuk pengambilan keputusan di bidanga akademik. 
3. Perancangan database yang baik akan menjadikan kualitas database yang baik, sehingga kualitas 
database yang akan di analisis dengan data mining akan semakin baik. Sehingga nilai 
pengetahuan yang didapatkan akan berkualitas baik pula. 
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