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a b s t r a c t
We propose a periodic B-spline quasi-interpolation for multivari-
ate functions on sparse grids and develop a fast scheme for the
evaluation of a linear combination of B-splines on sparse grids.
We prove that both of these operations require only O(n logd−1 n)
number of multiplications, where n is the number of univariate B-
spline basis functions used in each coordinate direction and d is the
number of variables of the functions. We also establish the optimal
approximation order of the periodic B-spline quasi-interpolation.
Numerical examples are presented to confirm the theoretical
estimates.
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1. Introduction
The purpose of this paper is two folds: proposing a periodic B-spline quasi-interpolation for
multivariate functions on sparse grids and developing a fast algorithm for evaluating a linear
combination of B-splines on sparse grids.We prove that the sparse B-spline quasi-interpolationwhich
has approximation order O(n−m logd−1 n) requires only O(n logd−1 n) number of multiplications to
construct it, where n is the number of univariate B-spline basis functions used in each coordinate
direction, m is the order of the Sobolev regularity of the function to be approximated, and d is the
number of variables of the functions. We also introduce a fast evaluation algorithm for a linear
combination of B-splines on a sparse gridwhich requires onlyO(n logd−1 n)number ofmultiplications
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to evaluate its values on the sparse grid. Several numerical examples presented demonstrate the
approximation accuracy and computational efficiency.
Quasi-interpolation has been widely studied in the field of approximation theory and its appli-
cations (see, [10–12,5–9,22,28–30]). In particular, B-spline quasi-interpolation is used in [10] as a
key tool to establish elementary facts about polynomial splines. Approximation power of quasi-
interpolation by using multivariate splines is discussed in [11,12]. In [5–8], multivariate quasi-
interpolations by using box splines are studied. Such quasi-interpolations have the property of
reproducing polynomials up to a certain degree. This yields the local approximation order charac-
terized by the Strang–Fix conditions. The quasi-interpolants constructed in [22] reproduce not only
polynomials, but also thewhole spline space.Multivariate quasi-interpolation formulas are developed
in [6]. Quasi-interpolations as direct methods are employed in [9,30] to develop numerical integra-
tion for multivariate integrals. The performance of quasi-interpolation for solving integral equations
is discussed in [28,29].
Beside box splines, quasi-interpolations using tensor products of univariate B-splines are
also widely used in multivariate approximation (see [25,28,29]). However, multivariate quasi-
interpolations of this type consume much computational time, because they are defined on full
grids. Specifically, these multivariate quasi-interpolations require O(nd) number of multiplications
to construct them. When n and d are large, the computational cost for constructing such an
approximation is intolerable. This is an example of ‘‘curse of dimensionality’’. Sparse approximation
is a useful tool to overcome this challenge. A fast algorithm of periodic B-spline interpolation on
sparse grids for bivariate functions is introduced in [1]. In [20], a multiscale piecewise Lagrange
interpolation on sparse grids is presented and applied to computingmultivariate Fourier integrations.
Sparse grid methods are used in [32] for solving partial differential equations aiming at reducing the
computational cost. Properties of the sparse gridmethods are investigated in [2,15–17,24,27]. A sparse
grid method is applied in [21] to developing fast solutions for boundary integral equations. Discrete
algorithms for sparse approximation are discussed in [14,20]. The research progress of sparse grid
methods can be found from a mastery review paper [3].
A remarkable work is introduced in [1] using bivariate periodic spline wavelets on sparse grids
to approximate smooth periodic functions. In that paper, the author presented a periodic B-spline
interpolation algorithm on sparse grids and an algorithm for the evaluation of a linear combination
of B-splines on a sparse grid. The number of multiplications used in these algorithms is O(n log n).
It is pointed out that the periodic B-spline interpolation algorithm on sparse grids has the approxi-
mation order O(n−m log n) where m > 0 is the order of the Sobolev regularity of the function to be
approximated. In certain applications, quasi-interpolation by using B-splines has advantages over the
spline interpolation. In this paper, we develop a periodic B-spline quasi-interpolation algorithm on a
sparse grid for functions of d-variables which requires only O(n logd−1 n) number of multiplications
and enjoys the approximation orderO(n−m logd−1 n), for d ≥ 2.We also extend the fast evaluation al-
gorithm introduced in [1] for a linear combination of bivariate B-splines on sparse grids to the general
d-dimensional case. This extension is non-trivial. In the two-dimensional case treated in [1], the eval-
uation of a linear combination of bivariate B-splines on the two-dimensional sparse grid is reduced to
evaluating several linear combinations of univariate B-splines on the corresponding one-dimensional
full grid. When d > 2, unlike the two-dimensional case, the evaluation of the linear combination of
B-splines of d-variables on the d-dimensional sparse grid is reduced to evaluating several linear com-
binations of B-splines of (d− 1)-variables on (d− 1)-dimensional sparse grids. We need to treat this
new issue raised from the higher dimension scenario.
We organize this paper in six sections. In Section 2, we introduce the multiscale B-spline quasi-
interpolation for a univariate function. This will serve as a basis for constructing a multivariate sparse
approximation. We develop in Section 3 the B-spline quasi-interpolation on sparse grids and present
its complexity analysis. Section 4 is devoted to an analysis of the approximation order of the sparse
quasi-interpolation. We propose in Section 5 a fast evaluation algorithm of linear combinations of
B-splines of d-variables on sparse grids and show that it requires only O(n logd−1 n) number of
multiplications. Finally, in Section 6, we present several numerical examples to demonstrate the
performance of the proposed algorithms and to confirm the theoretical estimates for the algorithms
presented in Sections 3–5.
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2. Multiscale periodic B-spline quasi-interpolations for univariate functions
This section is devoted to the development of amultiscale quasi-interpolation based on periodic B-
splines for univariate functions. Such a multiscale quasi-interpolation will be used in the next section
to develop the multiscale quasi-interpolation for multivariate functions on sparse grids.
We begin with a recalling of the definition of refinable sets. Let N := {1, 2, . . .}, N0 := N ∪ {0},
I := [0, 1], and Zk := {0, 1, . . . , k − 1}, for k ∈ N. We need two contractive mappings ϕϱ : I → I ,
ϱ ∈ Z2, defined by
ϕ0(x) := x2 and ϕ1(x) :=
x+ 1
2
, x ∈ I.
Set Ψ := {ϕϱ : ϱ ∈ Z2}. Clearly, the interval I is the invariant set related to Ψ . Multiscale piecewise
polynomial bases were constructed in [23] for the orthogonal case and in [4] for the interpolatory
case. For each set V ⊆ I , we let Ψ (V ) := {ϕϱ(x) : x ∈ V and ϱ ∈ Z2}. According to [4], a subset V
of I is said refinable relative to the mappings Ψ if V ⊆ Ψ (V ). The points in a refinable set will serve
as a basis to construct interpolation points. The refinability of the set allow us to develop multiscale
interpolations. For a fixedm ∈ N, N ∈ N, we let
vN,r := r2Nm , r ∈ Z2Nm+1, (2.1)
and define a subset of I by
VN := {vN,r : r ∈ Z2Nm+1}.
Then, VN is a refinable set relative to the mappings Ψ [4]. The points in the refinable set VN will be
used constructing multiscale functionals for the quasi-interpolation. Although the numerical method
presented in this paper will be associated with the above specific refinable set VN , other refinable
sets relative to the mappings Ψ may be used in developing multiscale periodic B-spline quasi-
interpolations, with the corresponding multiscale functionals being modified accordingly.
We define periodic B-splines with knots in VN . For x ∈ R andm ∈ N, we let xm+ := xm if x > 0 and
zero otherwise. For each N ∈ N andm ∈ N, we define a B-spline by
BmN (x) := (vN,m − vN,0)[vN,0, . . . , vN,m](· − x)m−1+ , x ∈ R, (2.2)
where [y0, . . . , ym]g is the mth order divided difference of function g at the nodes y0, . . . , ym. The
corresponding periodic B-spline of orderm is then defined for N ∈ N and r ∈ Z2Nm by
BmN,r(x) :=

BmN (x− vN,r), x ≥ vN,r ,
BmN (x− vN,r + 1), x < vN,r , x ∈ I.
For notational convenience, we use BN,r for BmN,r in the rest of this paper, since m is fixed. For each
N ∈ N, we let FN := span{BN,r : r ∈ Z2Nm}. Clearly, FN is the space of periodic splines of ordermwith
knots in VN .
Following [25], we next define the periodic B-spline quasi-interpolation of a continuous function f .
We let C(Ω) denote the space of all continuous functions on domainΩ ∈ Rd. For a function f ∈ C(I),
its periodic extension is defined by
f (x) :=

f (x′), x ∈ R \ I,
f (x), x ∈ I,
where x′ ∈ I \ {0} with x − x′ being an integer. The construction of the periodic B-spline quasi-
interpolation for f requires to construct appropriate linear functionals. To this end, we let vN,r := r2Nm
when r > 2Nm and define two sequences of functions. For r ∈ Z2Nm and x ∈ R, we let
φN,r(x) :=
m−1∏
ι=1
(x− vN,r+ι), (2.3)
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and
ψN,r,u(x) :=

u−1∏
ι=0
(x− ηN,r,ι), u ∈ Zm \ {0},
1, u = 0.
(2.4)
We define for all r ∈ Z2Nm and j ∈ Zm,
ξN,r,j := (−1)
jj!
(m− 1)!φ
(m−j−1)
N,r (0), (2.5)
αN,r,j :=
−
ℓ∈Zj+1
ξN,r,ℓψ
(ℓ)
N,r,ℓ(0)
ℓ! (2.6)
and
ηN,r,j := vN,r + (vN,r+m − vN,r) jm− 1 . (2.7)
The linear functionals for the periodic B-spline quasi-interpolation have the form for f ∈ C(I)
µN,r(f ) :=
−
u∈Zm
αN,r,u[ηN,r,0, . . . , ηN,r,u]f , r ∈ Z2Nm. (2.8)
The periodic B-spline quasi-interpolation operatorQN : C(I)→ FN is expressed by
QN f :=
−
r∈Z2Nm
µN,r(f )BN,r , f ∈ C(I).
We now turn to developing the multiscale periodic B-spline quasi-interpolation. For all j ∈ N0,
we define Dj : C(I) → Fj by D0 := Q0 and Dj := Qj − Qj−1. Thus, the periodic B-spline quasi-
interpolation operatorQN , N ∈ N0, can be rewritten as
QN =
−
j∈ZN+1
Dj. (2.9)
Formula (2.9) leads to a multiscale decomposition ofQN f . We next rewriteQN in terms of multiscale
basis functions and functionals. To do this, we first review the refinement equation of the periodic
B-splines Bj,r , for j ∈ N0 and r ∈ Z2jm. We define mappingsϖj : Z2jm ⊗ Zm+1 → Z2j+1m, j ∈ N0, for
all r ∈ Z2jm and ς ∈ Zm+1 byϖj(r, ς) := (2r + ς) mod 2j+1m. It is well known for all j ∈ N0 and
r ∈ Z2jm that
Bj,r(x) = 12m−1
−
ς∈Zm+1
CςmBj+1,ϖj(r,ς)(x), x ∈ I, (2.10)
where
Cςm :=
m!
ς !(m− ς)! , for all ς ∈ Zm+1.
For each n ∈ N, we denote by Zon and Zen the odd and even numbers in Zn, respectively. We also let
Zm+1,κ := Zom+1 for all κ ∈ Zo2jm, and Zm+1,κ := Zem+1 for all κ ∈ Ze2jm. For all j ∈ N0,m ∈ N, r ∈ Z2jm
and ς ∈ Zm+1,r , we define
ϑ(j,m, r, ς) := r − ς
2
mod 2j−1m.
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With these index sets, we define for j ∈ N, r ∈ Z2jm,
ζj,r :=

µj,r , j = 0,
µj,r − 12m−1
−
ς∈Zm+1,r
Cςmµj−1,ϑ(j,m,r,ς), j > 0. (2.11)
The functionals ζj,r are dual to the basis Bj,r . By using the refinement equation (2.10), we express
operatorDj in terms of the functionals ζj,r and basis Bj,r . To present this result, we need a refinement
formula for B-splines, which is presented in the next lemma.
Lemma 2.1. If for j ∈ N, Aj := ∑r∈Z2jm cj,rBj,r and Aj−1 := ∑r∈Z2j−1m cj−1,rBj−1,r where [cj,r : r ∈
Z2jm] ∈ R2jm and [cj−1,r : r ∈ Z2j−1m] ∈ R2j−1m, then for any a ∈ R and b ∈ R
aAj + bAj−1 =
−
r∈Z2jm

acj,r + b2m−1
−
ς∈Zm+1,r
Cςmcj−1,ϑ(j,m,r,ς)

Bj,r . (2.12)
Proof. Substituting Eq. (2.10) with j being replaced by j− 1 into the definition of Aj−1 yields that
Aj−1 = 12m−1
−
r∈Z2j−1m
cj−1,r
−
ς∈Zm+1
CςmBj,ϖj−1(r,ς). (2.13)
Exchanging the order of summations in (2.13), setting hj,ς :=∑r∈Z2j−1m cj−1,rBj,ϖj−1(r,ς) and noticing
Zm+1 = Zom+1 ∪ Zem+1 and Zom+1 ∩ Zem+1 = ∅ yield
Aj−1 = 12m−1
−
ς∈Zom+1
Cςmhj,ς +
1
2m−1
−
ς∈Zem+1
Cςmhj,ς . (2.14)
We first consider the first term of equality (2.14). From the definition of ϖj−1, we know for all
ς ∈ Zom+1 and r ∈ Z2j−1m that ϖj−1(r, ς) ∈ Zo2jm and r = ϑ(j,m,ϖj−1(r, ς), ς). From this, we
observe for fixed ς ∈ Zom+1 that for each r ∈ Z2j−1m there exists a number κ ∈ Zo2jm such that
cj−1,rBj,ϖj−1(r,ς) = cj−1,ϑ(j,m,κ,ς)Bj,κ . (2.15)
Noting that sets Z2j−1m and Z
o
2jm have the same cardinality, we conclude from (2.15) for a fixed
ς ∈ Zom+1 that the sets {cj−1,rBj,ϖj−1(r,ς) : r ∈ Z2j−1m} and {cj−1,ϑ(j,m,κ,ς)Bj,κ : κ ∈ Zo2jm} are identical.
Thus, we obtain for a fixed ς ∈ Zom+1 that
hj,ς =
−
κ∈Zo
2jm
cj−1,ϑ(j,m,κ,ς)Bj,κ . (2.16)
Replacing Zo
2jm and Z
o
m+1 by Z
e
2jm and Z
e
m+1, respectively, in the above equation, we obtain for fixed
ς ∈ Zem+1 that
hj,ς =
−
κ∈Ze
2jm
cj−1,ϑ(j,m,κ,ς)Bj,κ . (2.17)
Note that Zm+1,κ = Zom+1 when κ ∈ Zo2jm, and Zm+1,κ = Zem+1 when κ ∈ Ze2jm. Substituting (2.16) and
(2.17) into (2.14) and exchanging the order of the summations yield that
Aj−1 = 12m−1
−
κ∈Z2jm
−
ς∈Zm+1,κ
Cςmcj−1,ϑ(j,m,κ,ς)Bj,κ . (2.18)
The desire equation for j ∈ N follows from Eq. (2.18) and the definition of Aj. 
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The next lemma is a direct consequence of Lemma 2.1 applied toDjf .
Lemma 2.2. For all j ∈ N0 and f ∈ C(I), there holds
Djf =
−
r∈Z2jm
ζj,r(f )Bj,r . (2.19)
Proof. Formula (2.19) with j = 0 follows directly from the definition of D0. We next consider the
case when j ∈ N. By setting a = 1, b = −1, Aj = Qjf and Aj−1 = Qj−1f in (2.12), the desired equation
for j ∈ N follows from Lemma 2.1, and the definitions ofDj and ζj,r . 
For a computational purpose, we next derive a formula for functionals µj,r , j ∈ N0 and r ∈ Z2jm.
To this end, for each j ∈ N0, we define ωj(r, θ) := (r(m − 1) + mθ) mod 2jm(m − 1), for r ∈ Z2jm,
θ ∈ Zm, and ηj,γ := γ2jm(m−1) , for γ ∈ Z2jm(m−1). For each θ ∈ Zm, we introduce
βθ :=
m−1−
u=θ
(−1)u+θ (m− 1)uCθuα0,0,u. (2.20)
Lemma 2.3. If m > 1, then for all j ∈ N0, r ∈ Z2jm and f ∈ C(I),
µj,r(f ) =
−
θ∈Zm
βθ f (ηj,ωj(r,θ)). (2.21)
Proof. From the definitions of αj,r,u, we can see that αj,r,0 = α0,0,0. Since for each j ∈ N0, Vj consists
an arithmetic sequence, from Remark 6.1 in [25] we know for all u ∈ Zm \ {0} that αj,r,u = 2−juα0,0,u.
Thus, for all u ∈ Zm \ {0},
αj,r,u = 2−juα0,0,u. (2.22)
Note that {ηj,r,u : u ∈ Zm} is an increasing arithmetic sequence using a common difference 12j(m−1) .
From Theorem 2.57 of [25], we have that
[ηj,r,0, . . . , ηj,r,u]f = 2ju(m− 1)u
−
θ∈Zu+1
(−1)u+θCθu f (ηj,r,θ ). (2.23)
Substituting (2.22) and (2.23) into (2.8) yields that
µj,r(f ) = 2−j
−
u∈Zm
α0,0,u(m− 1)u
−
θ∈Zu+1
(−1)u+θCθu f (ηj,r,θ ). (2.24)
Exchanging the order of the summations in (2.24) and using definition (2.20), we have that
µj,r(f ) =
−
θ∈Zm
βθ f (ηj,r,θ ). (2.25)
According to the definition of vj,r and ηj,r,θ , we see that
f (ηj,r,θ ) = f

r(m− 1)+ θm
2jm(m− 1)

,
which combined with the periodicity of function f and the definition of ωj(r, θ) leads to f (ηj,r,θ ) =
f (ηj,ωj(r,θ)), for all θ ∈ Zm. Substituting this equation into formula (2.25) yields the desired result
(2.21). 
Lemma 2.3 shows that linear functionals µj,r , j ∈ N0 and r ∈ Z2jm, can be expressed as a linear
combination of the evaluation functionals, and their corresponding combination coefficients are
independent of the scale factor j and the translation factor r . By Combining Lemmas 2.2 and 2.3, we
obtain the following multiscale B-spline quasi-interpolation for univariate functions.
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Theorem 2.4. For each N ∈ N, there holds for all f ∈ C(I) that
QN f =
−
j∈ZN+1
−
r∈Z2jm
ζj,r(f )Bj,r , (2.26)
where
ζj,r(f ) =

βθ f (ηj,ωj(r,θ)), j = 0,−
θ∈Zm
βθ

f (ηj,ωj(r,θ))−
1
2m−1
−
ς∈Zm+1,r
Cςmf (ηj−1,ωj−1( r−ς2 mod 2j−1m,θ))

,
j > 0.
(2.27)
Proof. Substituting Eq. (2.21) into formula (2.11) yields the reformulation (2.27) of ζj,r . Formula (2.26)
follows from a substituting (2.19) into (2.9). 
3. Periodic B-spline quasi-interpolations on sparse grids
We develop in this section a periodic B-spline quasi-interpolation formula on a sparse grid for a
multivariate function. For this purpose, we construct the tensor product type multiscale periodic B-
spline quasi-interpolation for a multivariate function by employing the multiscale periodic B-spline
quasi-interpolation for a univariate function. By applying the Smolyak method (cf. [26]), we derive
the periodic B-spline quasi-interpolation on a sparse grid.
We begin with recalling the tensor product notation. Let L(C(Id)) denote the set of continuous
linear functionals on C(Id) satisfying that for each λ ∈ L(C(Id)), there exist n ∈ N and aj ∈ R,
xj ∈ Id, j ∈ Zn such that for all f ∈ C(Id),
λ(f ) =
−
j∈Zn
ajf (xj).
Suppose that d1, d2 ∈ N. For any λr ∈ L(C(Idr ))with
λr(f ) :=
−
j∈Znr
arj f (x
r
j ),
r ∈ {1, 2}, we define λ1 ⊗ λ2 for all f ∈ C(Id1+d2) by
(λ1 ⊗ λ2)(f ) :=
−
j1∈Zn1
−
j2∈Zn2
a1j1a
2
j2 f (x
1
j1 , x
2
j2). (3.1)
It is clear that λ1 ⊗ λ2 is a continuous linear functional on C(Id1+d2). The tensor products of functions
gr ∈ L∞(Idr ), r ∈ {1, 2} are defined by
(g1 ⊗ g2)(x1, x2) := g1(x1)g2(x1), xr ∈ Idr .
It is easy to show that for all λr ∈ L(C(Idr )) and gr ∈ C(Idr ), r ∈ {1, 2},
(λ1 ⊗ λ2)(g1 ⊗ g2) = (λ1g1)⊗ (λ2g2). (3.2)
LetAr : C(Idr )→ L∞(Idr ), r ∈ {1, 2}, be two linear operators satisfying that for each r ∈ {1, 2}, there
exist positive integrals nr ∈ N, linear functionalsλr,j ∈ L(C(Idr )), j ∈ Znr and functions gr,j ∈ L∞(Idr ),
j ∈ Znr such that
Ar f :=
−
j∈Znr
λr,j(f )gr,j, for all f ∈ C(Idr ).
We defineA1 ⊗A2 : C(Id1+d2)→ L∞(Id1+d2) for all f ∈ C(Id1+d2) by
(A1 ⊗A2)f :=
−
j1∈Zn1
−
j2∈Zn2
(λ1,j1 ⊗ λ2,j2)(f )g1,j1 ⊗ g2,j2 .
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From (3.2) and the definition ofA1 ⊗A2, we see for all gr ∈ C(Idr ), r ∈ {1, 2} that
(A1 ⊗A2)(g1 ⊗ g2) = (A1g1)⊗ (A2g2).
Next, we present a multiscale periodic B-spline quasi-interpolation formula for functions of d-
variables by the tensor product. For all N ∈ N and d ∈ N, we define the standard periodic B-spline
quasi-interpolation operator on the full grid by setting QdN := QN ⊗ · · · ⊗QN  
d
. We express QdN in
terms of the B-splines and the corresponding functionals. To this end, we define for each N ∈ N and
r := [rk : k ∈ Zd] ∈ Zd2Nm,
µN,r := µN,r0 ⊗ · · · ⊗ µN,rd−1 and BN,r := BN,r0 ⊗ · · · ⊗ BN,rd−1 .
Hence, for each N ∈ N and for all f ∈ C(Id), operatorQdN has the representation
QdN f =
−
r∈Zd
2Nm
µN,r(f )BN,r. (3.3)
Eq. (3.3) gives the periodic B-spline quasi-interpolation for function f on the full grid, with the number
of terms beingmd2Nd.
To reduce the number of terms used to approximate function f , we construct a multiscale B-spline
quasi-interpolation on a sparse grid. As a preparation, we rewriteQdN in the multiscale form. For each
j := [jk : k ∈ Zd] ∈ ZdN , we let Dj := Dj0 ⊗ · · · ⊗ Djd−1 . According to the definition of QdN and Dj,
from (2.9) we have for all f ∈ C(Id) that
QdN f =
−
j∈ZdN+1
Djf . (3.4)
For α := [αk : k ∈ Zd] ∈ Nd0, let |α| :=
∑
k∈Zd αk. For each N ∈ N, let SdN := {j ∈ ZdN+1 : |j| ≤ N}. The
multiscale periodic B-spline quasi-interpolation of f on the sparse grid is defined for each N ∈ N by
SN f :=
−
j∈SdN
Djf , f ∈ C(Id). (3.5)
For a computational purpose, we re-express SN f in terms of the tensor product of B-splines. To this
end, for each j := [jk : k ∈ Zd] ∈ Nd0, we define index setsWdj := Z2j0m ⊗ · · · ⊗ Z2jd−1m. For each
j := [jk : k ∈ Zd] ∈ Nd0 and r := [rk : k ∈ Zd] ∈ Wdj , we let
ζj,r := ζj0,r0 ⊗ · · · ⊗ ζjd−1,rd−1 and Bj,r := Bj0,r0 ⊗ · · · ⊗ Bjd−1,rd−1 .
Proposition 3.1. For all N ∈ N and f ∈ C(Id), there holds the formula
SN f =
−
j∈SdN
−
r∈Wdj
ζj,r(f )Bj,r. (3.6)
Proof. We rewrite each Djf in terms of the tensor product of B-splines. In the proof of Lemma 2.4
in [20], replacingQj, ηj,r and ℓj,r byDj, ζj,r and Bj,r, respectively, we obtain the following formula
Djf =
−
r∈Wdj
ζj,r(f )Bj,r. (3.7)
Substituting (3.7) into (3.5), we obtain Eq. (3.6). 
Formula (3.6) provides a sparse quasi-interpolation to function f by B-splines. It gives rise to a
scheme for computing SN f . We summarize in the following algorithm the steps of computing the
coefficients ζj,r of Eq. (3.6).
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Algorithm 3.2. Give N ∈ N and f ∈ C(Id).
Step 1. Compute vj,r , j ∈ ZN+1 and r ∈ Z2jm+1 according to (2.1).
Step 2. Compute φ(m−v−1)0,0 (0), v ∈ Zm+1 according to (2.3).
Step 3. Compute ξ0,0,v , v ∈ Zm+1 according to (2.5).
Step 4. Compute ψ (v)0,0,v(0), v ∈ Zm+1 according to (2.4).
Step 5. Compute α0,0,u, u ∈ Zm according to (2.6).
Step 6. Compute ηj,r , j ∈ ZN+1 and r ∈ Z2jm according to (2.7).
Step 7. Compute βθ , θ ∈ Zm according to (2.20).
Step 8. Compute ζj,r(f ), j ∈ SdN and r ∈ Wdj according to the definition of ζj,r and (2.27).
Output: ζj,r(f ), j ∈ SdN and r ∈ Wdj .
For a given N ∈ N, we denote by MN the number of multiplications used in computing the
coefficients of SN f by Algorithm 3.2. For all set A, we let C(A) be the cardinality of A. In the following
proposition, we give an estimate ofMN .
Proposition 3.3. There exists a positive constant c such that for all N ∈ N,
MN ≤ cn logd−1 n, (3.8)
where n := 2Nm.
Proof. For simplicity, we use M(i) to denote the number of multiplications used in the ith step of
Algorithm 3.2, i = 1, 2, . . . , 8. From (2.1), we know thatM(1) equals to O(2N). From (2.3)–(2.6), we
have thatM(i), i = 2, 3, 4, 5, are O(1). By (2.7), we know thatM(6) equals to O(2N+1). From (2.20),
we observe for fixedm ∈ N thatM(7) = O(1). We next estimateM(8). From (2.27) and the definitions
of ζj,r, j ∈ SdN and r ∈ Wdj , we know for given d ∈ N andm ∈ N that there exists a positive constant c
such that for all j ∈ SdN , r ∈ Wdj , and for all N ∈ N, the number of multiplications used in computing
each linear functional ζN,j,r is less than c . Thus, from (3.6), we know that
M(8) ≤
−
j∈SdN
C(Wdj ). (3.9)
ReplacingMN and j−1 in the proof of Theorem 2.13 in [20] byM(8) and j, respectively, we obtain that
M(8) = O(Nd−12N). The total number of multiplications used in Algorithm 3.2 equals to the sum of
the number of multiplications used in each step. Thus, by summingM(i), i = 1, 2, . . . , 8, and noting
that n = 2Nm, we obtain estimate (3.8). 
4. Approximation order
We estimate in this section the approximation order of the quasi-interpolation operators SN f . To
this aim, we need a Whitney type estimate for a sequence of linear operators whose ‖ · ‖∞ norms
are uniformly bounded and which annihilate polynomials of a certain degree locally. The Whitney
estimate will be used to establish the approximation order of the quasi-interpolation operators. For
classicalWhitney estimates, the readers are referred to [13,31]. ForWhitney estimates in scaled shift-
invariant spaces, see [18,19].
We first describe the space of functions to be approximated. Let Cp(Id) denote the space that
consists of continuous periodic functions defined on Id. We consider the space of all functions having
bounded mixed derivatives up to order m. Suppose that Ω ⊂ Rd. For a function f ∈ Cm(Ω) and for
α := [αk : k ∈ Zd] ∈ Nd0 with |α| ≤ m, we define
f (α)(x) :=

∂ |α|
∂xα00 · · · ∂xαd−1d−1
f

(x), x := [xk : k ∈ Zd] ∈ Ω.
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For an α := [αk : k ∈ Zd] ∈ Nd0, let |α|∞ := max{αk : k ∈ Zd}. We introduce the space
Xm(Id) := {f : Id → R : f (α) ∈ Cp(Id), |α|∞ ≤ m}
with the norm
‖f ‖Xm(Id) := max{‖f (α)‖∞ : α ∈ Nd0, |α|∞ ≤ m}.
We define the space of polynomials by letting
Pdm := span
∏
k∈Zd
xmkk : xk ∈ I,mk ∈ Zm, k ∈ Zd

.
We now discuss theWhitney estimate. ForA ⊂ Nd0, we assume that a sequence of linear operators
Aj : C(Id) → L∞(Id), j ∈ A, satisfies two hypotheses. The first one is that Aj, j ∈ A are uniformly
bounded. That is,
(H-1) There exists a positive constant c such that for all f ∈ C(Id) and j ∈ A, ‖Ajf ‖∞ ≤ c‖f ‖∞.
We describe the second hypothesis. For all x ∈ R, we let ⌊x⌋ be the greatest integer who is less
than x. For all k ∈ Zm and j ∈ Nwith j > 1, we define
pk,j,u(x) :=


x− u
2jm
k
, x ∈
[
0,
⌊u/2⌋ +m
2j−1m
]
,
x− 1− u
2jm
k
, x ∈
[
1+ ⌊u/2⌋ −m+ 1
2j−1m
, 1
]
,
0, otherwise,
u ∈ Z2m,
pk,j,u(x) :=


x− u
2jm
k
, x ∈
[⌊u/2⌋ −m+ 1
2j−1m
,
⌊u/2⌋ +m
2j−1m
]
,
0, otherwise,
u ∈ Z2jm with 2m ≤ u ≤ 2jm− 2m,
and
pk,j,u(x) :=


x− u
2jm
k
, x ∈
[⌊u/2⌋ −m+ 1
2j−1m
, 1
]
,
x+ 1− u
2jm
k
, x ∈
[
0,
⌊u/2⌋ +m
2j−1m
− 1
]
,
0, otherwise,
u ∈ Z2jm with u > 2jm− 2m.
The definition of piecewise polynomials pk,j,u, k ∈ Zm, j ∈ Nwith j > 1 and u ∈ Z2jm, ensures that its
periodic extension is a polynomial of order k + 1 on interval [ u−m+1
2jm
, u+m
2jm
] and [ ⌊u/2⌋−m+1
2j−1m ,
⌊u/2⌋+m
2j−1m ].
We also define that for all k ∈ Zm,
pk,1,u(x) :=


x− u
2m
k
, x ∈
[
0,
u+m
2m
]
,
x− 1− u
2m
k
, x ∈
[
1+ u−m+ 1
2m
, 1
]
,
0, otherwise,
u ∈ Zm,
and
pk,1,u(x) :=


x− u
2m
k
, x ∈
[
u−m+ 1
2m
, 1
]
,
x+ 1− u
2m
k
, x ∈
[
0,
u+m
2m
− 1
]
,
0, otherwise,
u ∈ Z2m with u ≥ m.
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The definition of piecewise polynomials pk,1,u, k ∈ Zm and u ∈ Z2m, ensures that its periodic extension
is a polynomial of order k+1on interval [ u−m+12m , u+m2m ].We let pk,0,u(x) := (x− um )k, x ∈ I , for allu ∈ Zm
and k ∈ Zm. For all j := [jk : k ∈ Zd] ∈ Nd0, u := [uk : k ∈ Zd] ∈ Wdj andm := [mk : k ∈ Zd] ∈ Zdm,
we introduce pm,j,u := pm0,j0,u0 ⊗ pm1,j1,u1 ⊗ · · · ⊗ pmd−1,jd−1,ud−1 . For all j := [jk : k ∈ Zd] ∈ Nd0 and
u := [uk : k ∈ Zd] ∈ Wdj , we define a polynomial space by letting
Pdm,j,u := span{pm,j,u : m ∈ Zdm}.
Moreover, for all j ∈ Nd0 and u ∈ Wdj , we define
Ωj,u :=

x := [xk : k ∈ Zd] : xk ∈
[
uk
2jkm
,
uk + 1
2jkm
]
, k ∈ Zd

,
and observe that
Id =

u∈Wdj
Ωj,u and meas(Ωj,u ∩Ωj,u′) = 0, if u ≠ u′. (4.1)
With the notations above, we present below the second hypothesis.
(H-2) For all j ∈ A, u ∈ Wdj and p ∈ Pdm,j,u, (Ajp)(x) = 0, x ∈ Ωj,u.
In the next result, we present a Whitney estimate for ‖Ajf ‖∞ for all f ∈ Xm(Id) and j ∈ A. This
result in spirit is the same as those of the classical whitney estimates presented in [13,18,19,31]. To
ensure this paper self-contained, we include a simple proof for convenience of the readers.
Proposition 4.1. If Aj : C(Id)→ L∞(Id), j ∈ A satisfy hypothesis (H−1) and (H−2), then there exists
a positive constant c such that for all f ∈ Xm(Id) and j ∈ A,
‖Ajf ‖∞ ≤ c2−m|j|‖f ‖Xm(Id), (4.2)
where |j| :=∑k∈Zd jk.
Proof. By (4.1), it suffices to show that there exists a positive constant c such that for all f ∈ Xm(Id),
all j ∈ A and all u ∈ Wdj ,
‖Ajf |Ωj,u‖∞ ≤ c2−m|j|‖f ‖Xm(Id). (4.3)
Note that for all p ∈ Pdm,
‖Ajf |Ωj,u‖∞ ≤ ‖Aj(f − p)|Ωj,u‖∞ + ‖Ajp|Ωj,u‖∞.
We estimate the first item in the right hand side of the above inequality. Noting that Pdm = Pdm,j,u when
we restrict Pdm and P
d
m,j,u onΩj,u, by the Taylor theorem (Theorem 13.18, [25]), there exists a positive
constant c such that for all f ∈ Xm(Id), all j ∈ A, all u ∈ Wj, and for some polynomial p ∈ Pdm,j,u,
‖(f − p)|Ωj,u‖∞ ≤ c2−m|j|‖f ‖Xm(Id).
Hence, by hypothesis (H-1), there exists a positive constant c such that for all f ∈ Xm(Id), j ∈ A and
u ∈ Wj,
‖Aj(f − p)|Ωj,u‖∞ ≤ c2−m|j|‖f ‖Xm(Id). (4.4)
Since ‖Ajp|Ωj,u‖∞ = 0, combining this equation with (4.4), we obtain the desired estimate (4.3). 
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As a direct application of Proposition 4.1, we estimate ‖f − QdN f ‖∞. The error between a non-
periodic function and the B-spline quasi-interpolation of it is estimated in [26]. We can estimate
‖f − QdN f ‖∞ by modifying the proof of Theorem 12.7 in [25]. To make this paper self-contained,
we provide the proof of the estimate of ‖f − QdN f ‖∞ in the next proposition. For each N ∈ N and
u ∈ Zd
2Nm, we letΩN,u := Ωj,u, with j := [N, . . . ,N]. For eachm := [mk : k ∈ Zd] ∈ Zdm, N ∈ N and
u ∈ Zd
2Nm, we define pm,N,u := pm0,N,u0 ⊗ · · · ⊗ pmd−1,N,ud−1 . For each N ∈ N and u ∈ Zd2Nm, we let
Pdm,N,u := span{pm,N,u : m ∈ Zdm}.
Proposition 4.2. There exists a positive constant c such that for all f ∈ Xm(Id) and N ∈ N,
‖f −QdN f ‖∞ ≤ c2−mN|‖f ‖Xm(Id). (4.5)
Proof. Wedenote by I the identity operator from C(Id) to C(Id). By Proposition 4.1, it suffices to show
that the sequenceAN := I−QdN , N ∈ N, satisfies hypotheses (H-1) and (H-2).
We first show that the sequence AN satisfies hypotheses (H-1). Noting that for all f ∈ C(Id) and
N ∈ N,
‖(I−QdN)f ‖∞ = max{‖(I−QdN)f |ΩN,u‖∞ : u ∈ Zd2Nm}, (4.6)
we only need to estimate ‖(I−QdN)f |ΩN,u‖∞, for u ∈ Zd2Nm. From the triangle inequality, we observe
for all u ∈ Zd
2Nm that
‖(I−QdN)f |ΩN,u‖∞ ≤ ‖f |ΩN,u‖∞ + ‖QdN f |ΩN,u‖∞. (4.7)
We next estimate the second term in the right hand side of inequality (4.7). From (3.3), we know for
all u ∈ Zd
2Nm that Q
d
N f |ΩN,u is a linear combination of md functions µN,rBN,r|ΩN,u , r ∈ Zd2Nm, whose
supports overlap with ΩN,u. Thus, by noting that there exists a positive constant c0 such that for all
f ∈ C(Id), N ∈ N and all r ∈ Zd
2Nm, |µN,r(f )| ≤ c0‖f ‖∞, and ‖BN,r‖∞ ≤ 1, we know that there exists a
positive constants c such that for all f ∈ C(Id), N ∈ N and u ∈ Zd
2Nm,
‖QdN f |ΩN,u‖∞ ≤ c‖f ‖∞.
Combining this with (4.7) and noting that ‖f |ΩN,u‖∞ ≤ ‖f ‖∞ for all u ∈ Zd2Nm, we observe that there
exists a positive constants c such that for all f ∈ C(Id), N ∈ N and u ∈ Zd
2Nm,
‖(I−QdN)f |ΩN,u‖∞ ≤ c‖f ‖∞. (4.8)
Substituting (4.8) into (4.6), we confirm that sequenceA, N ∈ N, satisfies hypothesis (H-1).
To show that the sequenceA, N ∈ N, satisfies hypothesis (H-2), we only need to prove that
(Apm,N,u)(x) = 0, x ∈ ΩN,u, for all N ∈ N, u ∈ Zd2Nm, m ∈ Zdm. (4.9)
Because for all k ∈ Zm, N ∈ N and u ∈ Z2Nm, the periodic extension of pk,N,u is a polynomial of
order k + 1 on interval [ u−m+1
2Nm
, u+m
2Nm
], from Theorem 8.11 in [25] we have that when d = 1, for all
k ∈ Zm, N ∈ N and u ∈ Z2Nm, QNpk,N,u(x) = pk,N,u(x), for x ∈ ΩN,u. By the definition of QdN and
pm,N,u, for N ∈ N, m := [mk : k ∈ Zd] ∈ Zdm and u := [uk : k ∈ Zd] ∈ Zd2Nm, from we have that
(QdNpm,N,u)(x) = pm,N,u(x), for all x := [xk : k ∈ Zd] ∈ ΩN,u, which leads to (4.9). 
We next estimate ‖Djf ‖∞.
Lemma 4.3. There exists a positive constant c such that for all f ∈ Xm(Id) and j ∈ Nd0 with |j|∞ > 1,
‖Djf ‖∞ ≤ c2−m|j|‖f ‖Xm(Id). (4.10)
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Proof. We use Proposition 4.1 to prove this lemma by showing that the sequence Dj, j ∈ Nd0 with|j|∞ > 1, satisfies hypotheses (H-1) and (H-2).
We first estimate ‖Djf |Ωj,u‖∞, for u ∈ Wdj . By formula (3.7), for all u ∈ Wdj ,
Djf |Ωj,u =
−
r∈Wdj
ζj,r(f )Bj,r|Ωj,u . (4.11)
By Theorem 2.4 and the definition of ζj,r, there exists a positive constant c such that for all f ∈ C(Id)
and for all j ∈ Nd0, r ∈ Wdj ,
|ζj,r(f )| ≤ c‖f ‖∞.
Therefore, recalling that ‖BN,r‖∞ ≤ 1, for all N ∈ N and r ∈ Zd2Nm, and employing the fact that for
each u ∈ Wj, the number of basis functions Bj,r, r ∈ Wdj , whose supports overlap withΩj,u is bounded
above bymd, we conclude from (4.11) that there exists a positive constants c such that
‖Djf |Ωj,u‖∞ ≤ c‖f ‖∞, for all j ∈ Nd0, u ∈ Wdj , f ∈ C(Id). (4.12)
Note that for all j ∈ Nd0 and f ∈ Xm(Id), ‖Djf ‖∞ = max{‖(Djf )|ΩN,u‖∞ : u ∈ Wdj }. Consequently,
from (4.12) we conclude that the sequenceDj, j ∈ Nd0, with |j|∞ > 1 satisfies hypothesis (H-1).
On the other hand, using an approach similar to that used in the proof of Proposition 4.2, we
show that sequenceDj, j ∈ Nd0, |j|∞ > 1, satisfies hypothesis (H-2). Employing Proposition 4.1 with
A := {j ∈ Nd0 : |j|∞ > 1},Aj := Dj, we obtain the desired estimate (4.10). 
We are now ready to establish the approximation order of SN f .
Theorem 4.4. There exists a positive constant c such that for all N ∈ N with N ≥ d and f ∈ Xm(Id),
‖f − SN f ‖∞ ≤ cn−m logd−1 n‖f ‖Xm(Id), (4.13)
where n := 2Nm.
Proof. According to the triangle inequality, we have that
‖f − SN f ‖∞ ≤ ‖f −QdN f ‖∞ + ‖(QdN − SN)f ‖∞. (4.14)
Proposition 4.2 ensures that there exists a positive constant c such that for all N ∈ N and f ∈ Xdm(Id),
‖f −QdN f ‖∞ ≤ c2−mN‖f ‖Xm(Id). (4.15)
It remains to estimate the second item in the right side of (4.14). From (3.4) and the definition of
SN , we observe that for all N ∈ N and f ∈ Xm(Id),
‖(QdN − SN)f ‖∞ ≤
−
j∈ZdN\SdN
‖Djf ‖∞. (4.16)
Since N ≥ d and for all j ∈ ZdN \ SdN , |j| > N , we know that for all j ∈ ZdN \ SdN , |j|∞ > 1. Substituting
(4.10) of Lemma 4.3 into (4.16), we conclude that there exists a positive constant c such that for all
N ∈ N and f ∈ Xm(Id),
‖(QdN − SN)f ‖∞ ≤ c
−
j∈ZdN\SdN
2−m|j|‖f ‖Xm(Id). (4.17)
Lemma 3.7 of [3] shows that there exists a positive constants c such that for all N ∈ N,−
j∈ZdN\SdN
2−m|j| ≤ c2−NmNd−1. (4.18)
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Combining (4.17) and (4.18), we obtain that there exists a positive constant c such that for all N ∈ N
and f ∈ Xm(Id),
‖(QdN − SN)f ‖∞ ≤ cNd−12−mN‖f ‖Xm(Id). (4.19)
Substituting (4.19) and (4.15) into (4.14) and using n := 2nm, we obtain the desired estimate
(4.13). 
5. Fast evaluation of linear combinations of B-splines on sparse grids
For a fixed x ∈ Rd, evaluating SN f (x) by using (3.6) directly involves O(logd n) multiplications
where n = 2Nm. Thus, evaluating SN f on sparse grids by employing (3.6) directly requests
O(n log2d−1 n)multiplications. The purpose of this section is to develop a fast algorithm for evaluating
linear combinations of B-splines of d-variables on sparse grids, which requests only O(n logd−1 n)
multiplications to complete the entire job. The main point of the algorithm is to convert the problem
of evaluating a linear combination of B-splines of d-variables on a d-dimensional sparse grid into
n problems of evaluating linear combinations of B-splines of (d − 1)-variables on related (d − 1)-
dimensional sparse grids andO(n logd−2 n) problems of evaluating a linear combination of univariate
B-splines on the one-dimensional full grid. Refinement equations of B-splines are used in deriving the
algorithm.
We now describe the linear combination of B-splines on sparse grids to be evaluated. For p ∈ N,
we define index sets V0 := Zp and Vj := {2r + 1 : r ∈ Z2j−1p} for all j ∈ N, and their tensor product
index sets Vdj := Vj0 ⊗ Vj1 ⊗ · · · ⊗ Vjd−1 , for j := [jk : k ∈ Zd] ∈ Nd0. For each j ∈ N0, we set
Gj := {νj,r := r2jp : r ∈ Vj}. For each j := [jk : k ∈ Zd] ∈ Nd0 and r := [rk : k ∈ Zd] ∈ Vdj , we let
νj,r := [νjk,rk : k ∈ Zd]. For each j := [jk : k ∈ Zd] ∈ SdN , we define Gj := {νj,r : r ∈ Vdj }. The sparse
grid is then constructed for each N ∈ N as
SdN :=

j∈SdN
Gj.
For given ζdN := {ζj,r ∈ R : j ∈ SdN and r ∈ Wdj }, linear combinations of B-splines to be evaluated have
the form
Ud
N,ζdN
(ν) :=
−
j∈SdN
−
r∈Wdj
ζj,rBj,r(ν), ν ∈ SdN . (5.1)
Note that SN f (x) defined as in (3.6) is a special case of form (5.1).
The fast algorithm for evaluating form (5.1) requires a decomposition of the sparse grid SdN , which
we present next.
Lemma 5.1. If d > 1, then for each N ∈ N,
SdN =

j∈ZN+1
Gj ⊗ Sd−1N−j . (5.2)
Proof. According to the definitions of Gj and Gj, we have for each j := [jk : k ∈ Zd] ∈ Nd0 that
Gj = Gj0 ⊗ Gj1 ⊗ · · · ⊗ Gjd−1 . (5.3)
On the other hand, from the definition of SdN , we write
SdN = {[j, j] : j ∈ ZN+1 and j ∈ Sd−1N−j}. (5.4)
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For each j ∈ ZN+1 and j ∈ Sd−1N−j , Eq. (5.3) ensures that G[j,j] = Gj⊗Gj. This, together with (5.4) and the
definition of SdN yields that for all N ∈ N,
SdN =

j∈ZN+1
Gj ⊗
 
j∈Sd−1N−j
Gj
 . (5.5)
From (5.5) and the definition of Sd−1N−j , we have the desired result. 
To develop the fast algorithm for evaluating Ud
N,ζdN
(ν), for ν ∈ SdN , we rewrite (5.1) as a sum
of two terms. The first term is a linear combination of univariate B-splines whose coefficients are
determined by evaluating linear combinations of B-splines of (d − 1)-variables on the sparse grids
Sd−1N−j , for j ∈ ZN+1. The second term is the linear combination of B-splines of (d− 1)-variables whose
coefficients are determined by evaluating a linear combination of univariate B-splines on the one-
dimensional full grid. To this end, for given ζdN , j ∈ ZN+1 and r ∈ Z2jm, we define (ζdN)j,r := {ζj,r ∈ ζdN :
j0 = j and γ0 = r}. For each j ∈ N0, we let Sj := S1j . For given ζdN , j ∈ ZN+1, we define
Vd
N,ζdN ,j,ν
:=
−
j′∈Zj+1
−
r∈Z
2j′m
Ud−1
N−j′,(ζdN )j′,r
(ν)Bj′,r , ν ∈ Sd−1N−j , (5.6)
Ud
N,ζdN ,j
(j, r, ν) :=
−
r∈Z2jm
ζ[j,j],[r,r]Bj,r(ν), ν ∈ Sj, j ∈ Sd−1N−j, r ∈ Wd−1j , (5.7)
and
Vd
N,ζdN ,j,ν
:=

−
j′∈ZN+1\Zj+1
−
j∈Sd−1
N−j′
−
r∈Wd−1j
Ud
N,ζdN ,j
′(j, r, ν)Bj,r, j < N,
0, j = N,
ν ∈ Sj. (5.8)
In the following proposition, we decomposeUd
N,ζdN
(ν) into two terms.
Proposition 5.2. If d > 1 and ν ∈ SdN , then there exists aj ∈ ZN+1 with ν ∈ Gj ⊗ Sd−1N−j such that
Ud
N,ζdN
(ν) = Vd
N,ζdN ,
j,ν′(ν)+ VdN,ζdN ,j,ν(ν′), (5.9)
where ν = [ν, ν′] with ν ∈ Gj and ν′ ∈ SdN−j.
Proof. When d > 1,
SdN = {[j, j′] ∈ ZdN+1 : j ∈ ZN+1 and j′ ∈ Sd−1N−j}
and for each j := [j, j′] ∈ SdN ,
Wdj = {[r, r′] : r ∈ Z2jm and r′ ∈ Wd−1j′ }.
Thus, from the definition ofUd
N,ζdN
(ν), we know that
Ud
N,ζdN
(ν) =
−
j∈ZN+1
−
j′∈Sd−1N−j
−
r∈Z2jm
−
r′∈Wd−1j′
ζ[j,j′],[r,r′]B[j,j′],[r,r′](ν). (5.10)
Lemma 5.1 ensures that there exists aj ∈ ZN+1 such that ν ∈ Gj ⊗ Sd−1N−j . Let ν := [ν, ν′] with ν ∈ Gj
and ν′ ∈ Sd−1
N−j . Noting that B[j,j′],[r,r′](ν) = Bj,r(ν)Bj′,r′(ν′), it follows from (5.10) with an exchange of
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the order of summations that
Ud
N,ζdN
(ν) =
−
j∈Zj+1
−
r∈Z2jm
Bj,r(ν)
 −
j′∈Sd−1N−j
−
r′∈Wd−1j′
ζ[j,j′],[r,r′]Bj′,r′(ν′)

+
−
j∈ZN+1\Zj+1
−
j′∈Sd−1N−j
−
r′∈Wd−1j′
Bj′,r′(ν′)
 −
r∈Z2jm
ζ[j,j′],[r,r′]Bj,r(ν)
 . (5.11)
From the definition of (ζdN)j,r , we know for all j ∈ Zj+1 and r ∈ Z2jm that
(ζdN)j,r = {ζ[j,j′],[r,r′] : j′ ∈ Sd−1N−j, r′ ∈ Wd−1j′ }. (5.12)
From ν′ ∈ Sd−1
N−j and Sd−1N−j ⊂ Sd−1N−j for all j ∈ Zj+1, we obtain for all j ∈ Zj+1 that ν′ ∈ Sd−1N−j . Thus, from
(5.12) and the definition ofUd−1
N−j,(ζdN )j,r
, we observe for all j ∈ Zj+1 and r ∈ Z2jm that
Ud−1
N−j,(ζdN )j,r
(ν′) =
−
j′∈Sd−1N−j
−
r′∈Wd−1j′
ζ[j,j′],[r,r′]Bj′,r′(ν′). (5.13)
Since ν ∈ Gj ⊂ Sj and for all j ∈ ZN+1 \ Zj+1, Sj ⊂ Sj, we know for all j ∈ ZN+1 \ Zj+1 that ν ∈ Sj. This
with the definition of Ud
N,ζdN ,j
(j′, r′, ν), implies that for all j ∈ ZN+1 \ Zj+1, j′ ∈ Sd−1N−j and r′ ∈ Wd−1j′ ,
Ud
N,ζdN ,j
(j′, r′, ν) =
−
r∈Z2jm
ζ[j,j′],[r,r′]Bj,r(ν). (5.14)
Substituting (5.13) and (5.14) into (5.11) yields the desired formula (5.9). 
Weneed convenience formulas for computingVd
N,ζdN ,
j,ν′(ν) and VdN,ζdN ,j,ν(ν′). Because Sd−1N−j1 ⊂ Sd−1N−j2
and Sj2 ⊂ Sj1 when j1 > j2, from (5.6) and (5.8) we see that the coefficientsUd−1N−j′,(ζdN )j′,r (ν
′), j′ ∈ Zj2+1
and r ∈ Z2j′m, can be used inVdN,ζdN ,j1,ν′ , and the coefficients
Ud
N,ζdN ,j
′(j, r, ν), j
′ ∈ ZN+1 \Zj1+1, j ∈ Sd−1N−j′
and r ∈ Wd−1j , can be used in VdN,ζdN ,j2,ν , where ν ∈ Sj1 and ν′ ∈ Sd−1N−j2 . From this observation, by
employing the refinement equation of B-splines, we derive the formula for computing Vd
N,ζdN ,j,ν
′(ν)
and Vd
N,ζdN ,j,ν
(ν′). Noting that B-splines are compactly supported, we can develop the fast algorithm
for computingUd
N,ζdN
(ν), ν ∈ SdN .
We first consider computing the first term in formula (5.9). To this end, we present a technical
result. For d > 1, N ∈ N, a given ζdN , j ∈ ZN+1, r ∈ Z2jm and ν ∈ Sd−1N−j , we define
bζdN ,j,r(ν) :=

Ud−1
N,(ζdN )0,r
(ν), j = 0,
Ud−1
N−j,(ζdN )j,r
(ν)+ 1
2m−1
−
ς∈Zm+1,r
CςmbζdN ,j−1,ϑ(j,m,r,ς)(ν), j > 0.
(5.15)
Proposition 5.3. If d > 1, N ∈ N, then for all j ∈ ZN+1 and ν ∈ Sd−1N−j ,
Vd
N,ζdN ,j,ν
=
−
r∈Z2jm
bζdN ,j,r(ν)Bj,r . (5.16)
Proof. This result is proved by induction on j, in conjunction with the fact Sd−1N−j−1 ⊂ Sd−1N−j . We leave
the details to the interested reader. 
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We now turn to considering computing the second term in formula (5.9). To this end, for d > 2,
N ∈ N, a given ζdN , j ∈ ZN+1, ν ∈ Sj, j ∈ Sd−1N−j and r ∈ Wd−1j , we define
bζdN ,j,ν(j, r) :=

Ud
N,ζdN ,j+1
(j, r, ν)+bζdN ,j+1,ν(j, r), j < N − 1 and j ∈ Sd−2N−j−1,UN,ζdN ,j+1(j, r, ν), j = N − 1, and j ∈ Sd−1N−j−1,
0, j = N or j ∈ Sd−1N−j \ Sd−1N−j−1.
(5.17)
Proposition 5.4. If d > 2, then there holds that for all j ∈ ZN+1 and ν ∈ Sj,Vd
N,ζdN ,j,ν
=
−
j∈Sd−1N−j
−
r∈Wd−1j
bζdN ,j,ν(j, r)Bj,r. (5.18)
Proof. This result is proved by induction on j, in conjunction with Sj ⊂ Sj+1. 
We need an algorithm to evaluate linear combination of univariate B-splines on the one-
dimensional full grid. For each N ∈ N, we set ζN := {ζj,r ∈ R : j ∈ ZN+1 and r ∈ Z2jm} and define
recursively
bζN ,j,r :=

ζj,r , j = 0,
ζj,r + 12m−1
−
ς∈Zm+1,r
CςmbζN,j−1,ϑ(j,m,r,ς), j > 1. (5.19)
An induction on N leads to the following formula
U1N,ζN =
−
r∈Z2Nm
bζN ,N,rBN,r . (5.20)
We are now ready to present the fast algorithm for computing a linear combination of B-splines on
the sparse grid. It is a recursive algorithm which we name ‘‘Eval’’. In the recursive algorithm, we call
this algorithm itselfwith appropriate parameterswhennecessary. Theword ‘‘Return’’ in the algorithm
is the operation to leave the current subroutine and resume at the place where the current subroutine
is called. For all d ∈ N, N ∈ N and a given ζdN , we define UdN,ζdN := {U
d
N,ζdN
(ν) : ν ∈ SdN} and
Bd
N,ζdN
:= {bζdN ,j,r(ν) : j ∈ ZN+1, r ∈ Z2jm and ν ∈ S
d−1
N−j }.
Algorithm 5.5. Eval(d,N, ζdN)
Input: d ∈ N, N ∈ N and ζdN .
Output: Ud
N,ζdN
.
Step 1. If d = 1, then compute {bζ1N ,j,r : j ∈ ZN+1 and r ∈ Z2jm} according to (5.19), and compute
U1
N,ζ1N
according to (5.20). Return U1
N,ζ1N
.
Step 2. If d > 1, then for all j ∈ ZN+1 and r ∈ Z2jm, compute Ud−1N−j,(ζdN )j,r := Eval(d− 1,N − j, (ζ
d
N)j,r).
Step 3. For all j ∈ ZN+1, compute {UdN,ζdN ,j(j, r, ν) : ν ∈ Sj, j ∈ Sd−1N−j and r ∈ Wd−1j } according (5.7).
Step 4. Compute Bd
N,ζdN
according to (5.15).
Step 5. Compute {Vd
N,ζdN ,j,ν
(ν) : j ∈ ZN+1 and [ν, ν] ∈ Gj ⊗ Sd−1N−j } according to (5.16).
Step 6. Compute {bζdN ,j,ν(j, r) : j ∈ ZN+1, ν ∈ Sj, j ∈ Sd−1N−j and r ∈ Wd−1j } according to (5.17).
Step 7. For all j ∈ ZN+1 and ν ∈ Gj, compute {VdN,ζdN ,j,ν(ν) : ν ∈ Sd−1N−j } := Eval(d − 1,N − j, (ζdN)j,ν)
where (ζdN)j,ν := {ζj,r =bζdN ,j,ν(j, r) : j ∈ Sd−1N−j and r ∈ Wd−1j }.
Step 8. Compute Ud
N,ζdN
according to (5.9). Return Ud
N,ζdN
.
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In the rest of this section, we estimate the computational cost of Algorithm 5.5. For this purpose,
we let EdN := {(j, ν, j, r) : j ∈ ZN+1, ν ∈ Sj, j ∈ SdN−j and r ∈ Wdj } and recall Lemma 3.6 of [3] which
ensures that there is a positive constant c such that for all N ∈ N−
j∈SdN
2|j| ≤ c2NNd−1. (5.21)
We now present a technical lemma.
Lemma 5.6. If d ∈ N, then there exists a positive constant c such that for all N ∈ N,
C(SdN) ≤ c2NNd−1, (5.22)
and
C(EdN) ≤ 2NNd. (5.23)
Proof. From the definition of SdN , we have that C(S
d
N) =
∑
j∈SdN C(Gj). Noting that for all j ∈ Zd,
C(Gj) = pd2|j|, we obtain that
C(SdN) = pd
−
j∈SdN
2|j|. (5.24)
Combining (5.21) with (5.24), we obtain estimate (5.22).
It remains to prove (5.23). Since for all N ∈ N,
C(EdN) =
−
j∈ZN+1
−
ν∈Sj
−
j∈SdN−j
C(Wdj ),
and for all j ∈ ZN+1, C(Sj) = 2jp, we have for all N ∈ N that
C(EdN) ≤ p
−
j∈ZN+1
2j
−
j∈SdN−j
C(Wdj ). (5.25)
Noting for all j ∈ Nd0 that C(Wdj ) = 2|j|md, from (5.25) we observe for all N ∈ N that
C(EdN) ≤ c5mdp
−
j∈ZN+1
2j
−
j∈SdN−j
2|j|. (5.26)
Again, using (5.21) in (5.26), we conclude that there exists a positive constant c such that for allN ∈ N,
C(EdN) ≤ c
−
j∈ZN+1
2N(N − j)d−1. (5.27)
Note that (N − j)d−1 ≤ Nd−1 for all j ∈ ZN+1. Thus, from (5.27) we obtain (5.23). 
We are now ready to present the main result of this section. We denote by E sN,d the number of
multiplications used in evaluating all elements of Ud
N,ζdN
by Algorithm 5.5, for a given ζdN .
Theorem 5.7. If d ∈ N, then there exists a positive constant c such that for all N ∈ N
E sN,d ≤ cn logd−1 n, (5.28)
where n := 2Nm.
Proof. This theorem is proved by induction on d. For each i = 1, 2, . . . , 8, we use M(i)s to denote
the number of multiplications used in the ith step of Algorithm 5.5. Consider the case d = 1. From
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(5.15), we see that the number of multiplications used for computing bζ1N ,j,r for each j ∈ ZN+1 and
each r ∈ Z2jm isO(1). Thus,M(1)s isO(2N+1). Because n = 2Nm, and Algorithm 5.5 only executes Step
1 when d = 1, we fine that (5.28) holds for d = 1. We assume (5.28) holds for d = d′, d′ ∈ N0 and
show that it holds for d = d′ + 1.
By the induction hypothesis, there exists a positive constant c such that for all N ∈ N, j ∈ ZN+1
and r ∈ Z2jm, the number of multiplications used in computing Ud′N−j,(ζd′+1N )j,r is not greater than
c2N−j(N − j)d′−1. Thus, we have that
M(2)s ≤ c
−
j∈ZN+1
−
r∈Z2jm
2N−j(N − j)d′−1 = cm
−
j∈ZN+1
2N(N − j)d′−1. (5.29)
Because the number ofmultiplications used in computing Ud′+1
N,ζd
′+1
N ,j
(j, r, ν) for each fixed j ∈ ZN+1,
ν ∈ Sj, j ∈ Sd′N−j and r ∈ Wd′j by (5.7) is O(1), there exists a positive constant c such that for all N ∈ N
M(3)s ≤ cC(Ed
′
N ).
For Step 4, since the number of multiplications used in computing b
ζd
′+1
N ,j,r
(ν) for each fixed
j ∈ ZN+1, r ∈ Z2jm and ν ∈ Sd′N−j by (5.15) is O(1), we get that there is a positive constant c such
that for all N ∈ N,M(4)s ≤ cC(Bd′+1N ). Note that for all N ∈ N,
C(Bd
′+1
N ) =
−
j∈ZN+1
−
r∈Z2jm
C(Sd
′
N−j).
Thus, for all N ∈ N,
M(4)s ≤ c
−
j∈ZN+1
−
r∈Z2jm
C(Sd
′
N−j).
Noting that the number of multiplications used in computingVd
′+1
N,ζd
′+1
N ,j,ν
(ν) for each fixed j ∈ ZN+1
and [ν, ν] ∈ Gj ⊗ Sd′N−j by (5.16) is O(1), there exists a positive constant c such that for all N ∈ N,
M(5)s ≤ c
−
j∈ZN+1
C(Gj)C(Sd
′
N−j). (5.30)
In Step 6, the number of multiplications used in computing b˜
ζd
′+1
N ,j,ν
(j, r) for each fixed j ∈ ZN+1,
ν ∈ Sj, j ∈ Sd′N−j and r ∈ Wd′j by (5.17) is O(1). As a result, there exists a positive constant c such that
for all N ∈ N,
M(6)s ≤ cC(Ed
′
N ). (5.31)
Since (5.28) holds when d = d′, there exists a positive constant c such that for all j ∈ ZN+1 and
ν ∈ Gj, the number of multiplications used in computing {VdN,ζdN ,j,ν(ν) : ν ∈ Sd′N−j} is not greater than
c2N−j(N − j)d′−1. Thus, we have that
M(7)s ≤ c
−
j∈ZN+1
2N−j(N − j)d′−1C(Gj). (5.32)
The number of multiplications used in computingUd
′+1
N,ζd
′+1
N
(ν) for each ν ∈ Sd′+1N by (5.9) is O(1).
Hence, there exists a positive constant c such that for all N ∈ N,
M(8)s ≤ cC(Sd
′+1
N ). (5.33)
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Table 6.1
Example 1: Numerical results for functions f2 and f3 .
N Function f2 Function f3
CT CR (%) Err AO CT CR (%) Err AO
3 0.02 4.69 1.59e−1
4 0.05 1.95 3.42e−2 3.05
5 0.016 7.81 5.07e−4 0.14 0.73 5.28e−3 3.34
6 0.018 4.69 4.35e−5 3.81 0.41 0.26 6.61e−4 3.52
7 0.032 2.73 3.47e−6 3.87 1.16 0.085 7.11e−5 3.66
8 0.062 1.56 2.64e−7 3.91 3.09 0.027 6.92e−6 3.75
9 0.125 0.88 1.95e−8 3.93 8.11 0.0086 6.27e−7 3.80
The total number of multiplications used in Algorithm 5.5 equals to the sum of the number of
multiplications used in each step. Thus, there exists a positive constant c such that for all N ∈ N,
E sN,d′+1 ≤ c
−
j∈ZN+1

2N(N − j)d′−1 +
−
r∈2jm
C(Sd
′
N−j)+ C(Gj)C(Sd
′
N−j)

+ C(Ed′N )+ C(Sd
′+1
N ).
Substituting (5.22) and (5.23) into the equation above, from definition of Gj, we have for all N ∈ N
that
E sN,d′+1 ≤ c
 −
j∈ZN+1
2N(N − j)d′−1 + 2NNd′

. (5.34)
Noting that n = 2Nm and (N − j)d′−1 ≤ Nd′−1 for all j ∈ ZN+1, from (5.34) we have that E sN,d′+1
= O(n logd′ n). This means that (5.28) holds when d = d′ + 1. Thus, by the induction principle, we
conclude that (5.28) holds for all d ∈ N. 
6. Numerical examples
We present in this section numerical results to demonstrate the approximation accuracy
and computational efficiency of the proposed algorithms. Specifically, we have two examples to
demonstrate the performance ofmultiscale B-spline quasi-interpolation formula (3.6) on sparse grids,
and one example to exhibit the performance of the fast algorithm for evaluating linear combination
of B-splines on sparse grids.
All computer programs for the examples presented in this section are run on a workstation with a
4 core Intel CPU (each of which is 2.8 GHz) and 4 GB memory.
In the first example,we consider functions of twoor three variables,whose derivatives are periodic.
This example is designed to confirm the theoretical estimate of formula (3.6). The second example is
designed to show that formula (3.6) can also be applied to approximating functionswhose derivatives
are not periodic. In these two examples, we use ‘‘CT’’ to denote computing time spent in calculating
all coefficients of SN(f ), measured in seconds. We will report compression rate CR := MNmd2dN , relative
error Err := ‖f − SN f ‖∞ and the approximation order AO := log2 (N+1)
d‖f−SN f ‖∞
Nd‖f−SN+1f ‖∞ . For the first
two examples, we will plot the constants appeared in the estimates of approximation accuracy and
computational costs. We also plot the constants appeared in the estimates of computational costs
in Theorem 5.7. For this purpose, we define Cerror := ‖f−SN f ‖∞Nd−12−mN‖f ‖Xm(Id) and Ctime :=
CT
n logd−1 n where
n := 2Nm. Moreover, in both Examples 1 and 2, to estimate ‘‘Err’’, we compute the values of f − SN f
on uniform grids with 40962, 5123 and 1284 for d = 2, 3 and 4, respectively.
Example 1. We consider in this example the functions
fd(x) :=
∏
k∈Zd
sin(2πxk), x ∈ Id,
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Fig. 6.1. (a) Values Cerror and (b) Values Ctime of functions fd , d = 2 and 3, in Example 1.
Table 6.2
Example 2: Numerical results for functions g2 , g3 and g4 .
N Function g2 Function g3 Function g4
CT Err AO CT Err AO CT Err AO
3 0.01 4.55e−2 0.01 5.01e−2
4 0.02 2.24e−2 1.85 0.12 2.51e−2 2.24
5 0.007 9.86e−3 0.03 1.11e−2 1.66 0.44 1.25e−2 1.97
6 0.011 4.92e−3 1.27 0.08 5.54e−3 1.53 1.49 6.24e−3 1.79
7 0.012 2.47e−3 1.22 0.23 2.76e−3 1.45 4.66 3.12e−3 1.67
8 0.031 1.23e−3 1.19 0.62 1.39e−3 1.37 14.49 1.56e−3 1.58
9 0.047 6.16e−4 1.17 1.62 6.93e−4 1.34 41.02 7.79e−4 1.51
for d = 2, 3, where x := [xk : k ∈ Zd]. In this example, we choose m = 4. Since functions fd are in
X4(Id) for d = 2, 3, the theoretical approximation is 4. The norm ‖fd‖Xm(Id) = (2π)md, for d = 2, 3.
The numerical results listed in Table 6.1 for d = 2 and d = 3 confirm the theoretical estimates on
approximation order and computing time.
The values of constants Cerror (image (a)) and Ctime (image (b)) are plotted in Fig. 6.1.
Example 2. We consider in this example the functions
gd(x) := e−4(
∑
k∈Zd (xk−0.5)2), x ∈ Id,
for d = 2, 3 and 4, where x := [xk : k ∈ Zd]. Since the derivatives of functions gd, d = 2, 3 and 4, are
not periodic, functions gd, d = 2, 3 and 4, are not in X1(Id). As a result, the theoretical approximation
order is less than 1. In this example, we choose m = 3. The numerical results listed in Table 6.2 for
d = 2, d = 3 and d = 4 confirm the theoretical estimate on approximation order and computing
time. In particular, the computed orders ‘‘AO’’ seem to converge to 1.
We plot the values of constants Cerror (image (a)) and Ctime (image (b)) in Fig. 6.2.
The above two examples confirm the approximation accuracy and computational efficiency of the
quasi-interpolation by B-splines on sparse grids.
Example 3. We demonstrate the performance of Algorithm 5.5. We use ‘‘CT’’ to denote computing
time spent for evaluating all elements ofUdN with given ζ
d
N , measured in seconds. By ‘‘Num’’ we denote
the cardinality of UdN . We define the average time for evaluating all elements of U
d
N by AT := CTNum ,
measured in seconds. In this example, we consider the cases with d = 2, 3 and 4. The coefficient set
ζdN is the coefficients of SN(fd), where d = 2, 3 and 4, where fd is the function considered in Example 1,
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Fig. 6.2. (a) Values Cerror and (b) Values Ctime of functions gd , d = 2, 3 and 4, in Example 2.
Table 6.3
Example 3: Numerical results for evaluating UdN with d = 2, 3 and 4.
N d = 2 d = 3 d = 4
CT Num AT CT Num AT CT Num AT
5 0.007 768 9.12e−6 0.07 6,656 1.05e−5 1.25 49,152 2.54e−5
6 0.015 1,792 8.37e−6 0.17 17,408 9.77e−6 3.68 141,312 2.61e−5
7 0.017 4,096 4.15e−6 0.44 44,032 9.99e−6 10.19 389,120 2.62e−5
8 0.024 9,216 2.61e−6 1.04 108,544 9.58e−6 27.27 1036,288 2.63e−5
9 0.052 20,480 2.54e−6 2.45 262,144 9.35e−6 70.67 2686,976 2.63e−5
Fig. 6.3. Values Ctime of Theorem 5.7 with d = 2, 3 and 4, in Example 3.
andm = 4. Specifically, we set ζdN := {ζj,r(fd) : j ∈ SdN and r ∈ Wdj },m = 4 and p = 4. The numerical
results are listed in Table 6.3. The values of Ctime are plotted in Fig. 6.3.
Example 3 shows the computational efficiency of the fast evaluation method for a linear
combination of B-splines on a sparse grid.
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