Abstract An epitaxial thin film consists of layers of atoms whose lattice properties are determined by those of the underlying substrate. This paper reviews mathematical modeling, analysis and simulation of growth, structure and pattern formation for epitaxial systems, using an island dynamics/level set method for growth and a lattice statics model for strain. Epitaxial growth involves physics on both atomistic and continuum length scales. For example, diffusion of adatoms can be coarse-grained, but nucleation of new islands and breakup for existing islands are best described atomistically. In heteroepitaxial growth, mismatch between the lattice spacing of the substrate and the film will introduce a strain into the film, which can significantly influence the material structure, for example leading to formation of quantum dots. Technological applications of epitaxial structures, such as quantum dot arrays, require a degree of geometric uniformity that has been difficult to achieve. Modeling and simulation may contribute insights that will help to overcome this problem. We present simulations that combine growth and strain showing the structure of nanocrystals and the formation of patterns in epitaxial systems.
length and time scales that it encompasses, from the atomistic scale of Ångstroms and picoseconds to the continuum scale of microns and seconds. This papers reviews our work on simulation of epitaxial growth and of strain in epitaxial system, with applications to the structure of nanocrystals and the formation of patterns on epitaxial surfaces. For simulation of growth we use an island dynamics model with a level set simulation method. Atomistic strain is computed from a linearized lattice statics model.
Epitaxial Growth
The geometry of an epitaxial surface consists of step edges and island boundaries, across which the height of the surface increases by one crystal layer, and adatoms which are weakly bound to the surface. Epitaxial growth involves deposition, diffusion and attachment of adatoms on the surface. Deposition is from an external source, such as a molecular beam. The principal dimensionless parameter (for growth at low temperature) is the ratio D/(a 4 F ), in which a is the lattice constant and D and F are the adatom diffusion coefficient and deposition flux. It is conventional to refer to this parameter as D/F , with the understanding that the lattice constant serves as the unit of length. Typical values for D/F are in the range of 10 4 to 10 8 . The models that are typically used to describe epitaxial growth include the following: Molecular dynamics (MD) consists of Newton's equations for the motion of atoms on an energy landscape. A typical Kinetic Monte Carlo (KMC) method simulates the dynamics of the epitaxial surface through the hopping of adatoms along the surface. The hopping rate comes from an Arrhenius rate of the form e −E/kT in which E is the energy barrier for going from the initial to the final position of the hopping atom. Island dynamics models, one of the subjects of this article, describe the surface through continuum scaling in the lateral directions but atomistic discreteness in the growth direction. Continuum equations approximate the surface using a smooth height function h = h(x, y, t), obtained by coarse graining in all directions. Rate equations describe the surface through a set of bulk variables without spatial dependence. The island dynamics model described here is solved using a level set simulation method. Within the level set approach [28, 29, 40] , the union of all boundaries of islands of height k + 1, can be represented by the level set ϕ = k, for each k. For example, the boundaries of islands in the submonolayer regime then correspond to the set of curves ϕ = 0. Growth of these islands is described by a smooth evolution of the function ϕ.
Validation of the island dynamics/level set method will be detailed in this article by comparison to results from an atomistic KMC model. The KMC model employed is a simple cubic pair-bond solid-on-solid (SOS) model [46] . In this model, atoms are randomly deposited at a deposition rate F . Any surface atom is allowed to move to its nearest neighbor site at a rate r that is determined by r = r 0 exp{−(E S + nE N )/k B T }, where r 0 is a prefactor which is chosen to be 10 13 s −1 , k B is the Boltzmann constant, and T is the surface temperature. E S and E N represent the surface and nearest neighbor bond energies, and n is the number of nearest neighbors.
Level set methods have been used for a number of thin film growth problems that are related to the applications described below. In [13] a level set method was used to simulate coarsening, and in [43] a level set method was used to describe spiral growth in epitaxy. A general level set approach to material processing problems, including etching, deposition and lithography, was developed in [1, 2] and [3] . A similar method was used in [30] for deposition in trenches and vias.
Island Dynamics
Burton, Cabrera and Frank [7] developed the first detailed theoretical description for epitaxial growth. In this "BCF" model, the adatom density solves a diffusion equation with an equilibrium boundary condition (ρ = ρ eq ), and step edges (or island boundaries) move at a velocity determined from the diffusive flux to the boundary. Modifications of this theory were made, for example in [6, 11, 16, 20, 23] , to include line tension, edge diffusion and nonequilibrium effects. These are "island dynamics" models, since they describe an epitaxial surface by the location and evolution of the island boundaries and step edges. They employ a mixture of coarse graining and atomistic discreteness, since island boundaries are represented as smooth curves that signify an atomistic change in crystal height.
Adatom diffusion on the epitaxial surface is described by a diffusion equation of the form (1) in which the last term represents loss of adatoms due to nucleation and desorption from the epitaxial surface has been neglected. Attachment of adatoms to the step edges and the resulting motion of the step edges are described by boundary conditions at an island boundary (or step edge) for the diffusion equation and a formula for the step-edge velocity v.
For the boundary conditions and velocity, several different models are used. The simplest of these is
in which the brackets indicate the difference between the value on the upper side of the boundary and the lower side. Two choices for ρ * are ρ * = 0, which corresponds to irreversible aggregation in which all adatoms that hit the boundary stick to it irreversibly, and ρ * = ρ eq for reversible aggregation. For the latter case, ρ eq is the adatom density for which there is local equilibrium between the step and the terrace [7] .
Line tension and edge diffusion can be included in the boundary conditions and interface velocity as in
in which ρ ± and ∂ρ/∂n ± are the limiting values of the adatom density and its normal derivative at a step from the upper (+) and lower (−) terraces, n is the normal direction at a step (pointing into the lower terrace), κ is curvature, s is the variable along the boundary, and D E is the coefficient for diffusion along and detachment from the boundary. The term βρ * ss was derived in [20] due to edge diffusion.
A snapshot of the results from a typical level-set simulation is shown in Fig. 1 . This figure shows the epitaxial surface, consisting of islands of various heights, after deposition of 40 layers. Numerical details on implementation of the level set method for thin film growth are provided in [12] .
Nucleation and Submonolayer Growth
For the case of irreversible aggregation, a dimer (consisting of two atoms) is the smallest stable island, and the nucleation rate is where · denotes the spatial average of ρ(x, t) 2 and
is the adatom capture number as derived in [5, 45] . Without the factor σ 1 , (4) describes the rate of collisions for a system of uniformly distributed particles that do not stick together; the factor σ 1 provides the leading order correction for particles that stick together. The parameter α reflects the island shape, and α 1 for compact islands. Expression (4) for the nucleation rate implies that the time of a nucleation event is chosen deterministically. Whenever N nuc L 2 passes the next integer value (L is the system size), a new island is nucleated. Numerically, this is realized by raising the level-set function to the next level at a number of grid points chosen to represent a dimer. The choice of the location of the new island is determined by probabilistic choice with spatial density proportional to the nucleation rate ρ 2 . This probabilistic choice constitutes an atomistic fluctuation that must be retained in the level set model for faithful simulation of the epitaxial morphology. For growth with compact islands, computational tests have shown additional atomistic fluctuations can be omitted [36] .
Additions to the basic level set method, such as terms that represent finite lattice constant effects and edge diffusion (not the term κ ss but a surrogate term that has a similar effect), are easily included [37] . The level set method with these corrections is in excellent agreement with the results of KMC simulations. For example, Fig. 2 shows the island size distribution (ISD)
where n s is the scaled density of islands of size s, s av is the average island size, and g(x) is a scaling function. The top panel of Fig. 2 is for irreversible attachment; the other two panels Fig. 2 The island size distribution, as given by KMC (squares) and LS (circles) methods, in comparison with STM experiments (triangles) on Fe/Fe(001) [44] . The reversibility increases from top to bottom include reversibility that will be discussed below. All three panels show excellent agreement between the results from level set simulations, KMC and experiment.
Multilayer Growth
In ideal layer-by-layer growth, a layer is completed before nucleation of a new layer starts. In this case, growth on subsequent layers would essentially be identical to growth on previous layers. In reality, however, nucleation on higher layers starts before the previous layer has been completed and the surface starts to roughen. This roughening transition depends on the growth conditions (i.e., temperature and deposition flux) and the material system (i.e., the value of the microscopic parameters). At the same time, the average lateral feature size increases in higher layers, which we will refer to as coarsening of the surface. These features of multilayer growth and the effectiveness of the level set method in reproducing them is illustrated in Fig. 3 which shows the island number density N as a function of time for two different values of D/F from both a level set simulation and from KMC. The results show near perfect agreement. The KMC results were obtained with a value for the edge diffusion that is 1/100 of the terrace diffusion constants. The island density decreases as the film height increases which implies that the film coarsens.
The simulation results presented above have been for the case of irreversible aggregation. If aggregation is reversible, the KMC method must simulate a large number of detachment and reattachment events that can slow down the simulations significantly. On the other hand, in a level set simulation these events can be directly replaced by their time average and therefore the simulation only needs to include detachment events that do not lead to a subsequent reattachment, making the level set method much faster than KMC, as shown in [33] . Reversibility can be included in the level set method using the boundary conditions (2) with ρ * = ρ eq in which ρ eq depends on the local environment of the island, in particular the edge atom density [8] . For islands consisting of only a few atoms, however, the stochastic nature of detachment becomes relevant and is included through random detachment and breakup for small islands, as detailed in [33] .
Strain in Thin Films

Numerical Simulations for Thin Films
In heteroepitaxial growth, a thin film of one material (e.g., Ge) is grown on top of a substrate of a second material (e.g., Si), with perfect, single crystalline structure in both materials and with the lattice structure of the film determined by the substrate. If the lattice constants a f and a s for the film and substrate are different (e.g., a Ge = 1.04 × a Si ) then strain is generated in the film. Figure 4 illustrates the horizontal compression, as well as the resulting vertical expansion, in the lattice of the film atoms, when they are placed on a substrate of smaller lattice constant. This strain has important effects on the material structure, as well as on its electronic properties.
For this system, it is most convenient to define the atomic displacement relative to a single reference lattice, for example the equilibrium lattice of the substrate, so that the displacement u in the film is defined relative to a nonequilibrium reference lattice. The bond displacement d k± is then and the discrete strain components at a point i are defined as
In these equations D 
where the elastic constant α, β and γ are chosen so that the model is consistent with continuum elasticity, namely,
in which C ij are the Voigt constants. The total energy can be obtained by summing up all the energy densities to get
Minimization of this energy leads to a force balance equation
Away from boundaries and interfaces, these equations are equivalent to a finite difference approximation to the equations of continuum elasticity. At a step on a boundary or interface, there are deviations from the continuum boundary conditions which can be interpreted as force distributions on the boundary. Details of the energy density and the discrete force balance equations can be found in [14, 39] . Computational solution of the strain equations can be computationally challenging. We apply two methods to reduce the computational complexity. First we use an artificial boundary condition along a plane in the substrate that is everywhere below the film. This greatly reduces the extent of the computational domain, with no loss of accuracy [19] . Second, we apply an algebraic multigrid method to solve the strain equations, that greatly accelerates the computations [9] . Similar methods have been developed and implemented by Smereka and Russo [38] . Simulations of island dynamics models including elastic effects have been performed by Hauser, Jabbour and Voigt [18] , as well as by Niu et al. [27] .
Modeling and Simulation for the Structure of Nanocrystals
Layered nanocrystals consist of a core of one material surrounded by a shell of a second material. Synthesis of layered nanocrystals with precise control over their size and shape has been achieved by a number of research groups [10, 22, 25, 32] and provides an effective method for designing material systems with desired optoelectronic properties [22] .
Because of the small size of these systems, their atomic structure is epitaxial in many cases. Lattice mismatch between the materials in the core and shell leads to elastic strain in a layered nanocrystal. This strain has both structural and optoelectronic consequences. If the strain is large enough, then it is relieved by irregular growth of the shell [22] ; i.e., the epitaxial structure is lost. As a result, the shell may break off from the core [22] .
The present study from [4] employs a simple model for the structure and strain of a layered nanocrystal. Simulation of this model for a range of geometric and elastic parameters shows that there is a critical shell size at which strain has maximal influence.
Core/Shell Model
Denote the lattice constants in the core and shell as l c and l s , respectively. For bonds connecting a core atom and a shell atom, the rest length is taken to be the average (l c + l s )/2. Similarly the elastic coefficients for the bonds connecting a core atom and a shell atom are taken to be the averages of the elastic coefficients for the pure materials.
The significant geometric parameters are the core radius r c , the shell thickness r s and the lattice mismatch
The core consists of atoms whose lattice position x (before displacement) satisfies |x| ≤ r c , and the shell consists of atoms with r c < |x| ≤ r c + r s , as shown in Fig. 5 .
Critical Thickness: Simulation Results
Computational results are presented here from minimization of the total elastic energy (after removing degenerate modes corresponding to translation and rotation), corresponding to balance of all of the forces in the system, for 2D (circular, or equivalently rods of infinite length) and 3D (spherical) nanocrystals. For the harmonic potentials used here, this amounts to solving a linear system of equations, in which the forcing terms come from the lattice mismatch . The simulation results include values of the displacements, the forces and the energy density. Graphical results will be presented for the last of these. As a figure of merit for the atomistic strain field in a nanocrystal, we shall use the maximum value E m of the discrete energy density. Since the energy at each atom consists of elastic energy and bond energy, the maximum elastic energy may be a good indicator of strain-driven instability. Figure 6 show the elastic energy density of 3D layered nanocrystals, of fixed core size r c for various values of shell thickness r s . In these simulations, the shell has thickness values r s = 1, 2 and 7 monolayers, on a core of radius r c = 8 monolayers. For all of these simulations, the elastic constants are α = 5, β = 1 and γ = 3 and lattice mismatch is = 0.04. In this figure, the gray scale ranges from black for E = 0 to white for E = E m in which E m is the largest value of E among the three subfigures; i.e., the scales are same for the different subfigures. The black region outside of each nanocrystal is a vacuum where there is no energy. Figure 6 shows that the energy is concentrated in the region of the shell, along the interface with the core. As the shell thickness increases, the strain energy becomes more concentrated near the shell/core interface, even though the maximum energy density decreases for larger shell thickness. In addition the largest values of the energy density are close to the diagonal. Figure 7 shows the maximum energy density for a layered nanocrystal, as a function of shell thickness r s , for fixed values of the other parameters, core size r c and elastic constants α, β, γ and . Figure 7 shows that the maximum energy density increases with increasing shell thickness r s up to a critical shell thickness r * s . For r s > r * s , the maximum energy density is decreasing as a function of r s . The general similarity between the critical shell thickness in 2D and 3D is indicative of the robustness of this result. The physical core radius of CdSe/CdS core/shell nanocrystal is ranging from 11.5Å to 19.5Å which is equivalent to core radius of 3 monolayers to 6 monolayers, since one full monolayer is approximately 3.5Å [32] .
Elastic Energy Density
Critical Thickness
Our simulations show weak sensitivity of critical shell thickness r * s on the core radius r c . The critical thickness r * s is uniformly 2 monolayers as long as the core size is big enough. In simulation, for smaller core size than 3 monolayers for 2D layered nanocrystals and 5 monolayers for 3D layered nanocrystals, the maximum elastic energy density E m occurs at 1 monolayer of shell thickness r s . We also find that the critical shell thickness r * s is roughly independent of the lattice misfit and the elastic parameters α, β and γ .
Patterns in Epitaxial Systems
Self-Assembly
Highly ordered and uniformly sized nano patterns play an increasingly important role for many technological applications. A critical factor for the performance of all such devices is that the patterns are all within a certain size range (which depends on the material), and that the dots are essentially all equal in size. It is therefore the focus of a large number of studies to understand the formation and growth of nano patterns (for recent reviews, see [41, 42] ), and to control their formation and size distribution.
There are various approaches to obtaining arrays of equally sized and spaced nano patterns. In the top-down approach, islands nucleate in previously fabricated nucleation sites. But structures as small as a few nm are difficult to obtain with standard lithographic techniques. In the bottom-up approach, kinetic and/or thermodynamic factors spontaneously lead to the formation of quantum dots [15, 17, 24] . Guided or directed self-assembly is somewhere in-between. In this approach, the goal is to control pattern formation by manipulating the epitaxial growth process. For example, introduction of subsurface dislocation arrays introduces a long-range strain field, which alters the potential energy surface (PES), changing both the adsorption energy E ad and the transition energy E trans of the PES [31, 35] . The results presented here from [26] simulate the process of directed self-assembly, starting from a spatially varying PES.
Epitaxial Growth with Spatially Varying Potential Energy Surface
In this section, we discuss simulations that demonstrate that a properly modified PES for adatom diffusion can lead to self organization of nano patterns. Adatom diffusion is described by a rate for surface diffusion, which is D = D 0 exp(− E/k B T ), where D 0 is a prefactor (chosen to be 10 13 s −1 ), k B is the Boltzmann constant, T is the temperature, and E is the energy barrier for surface diffusion, given by E = E trans − E ad . We study growth systematically as a function of E ad and E trans , which are treated as independent parameters.
For a surface with a spatially varying, anisotropic PES, the diffusion equation (1) becomes
In (14), D is a diffusion tensor where the diagonal entries are labeled D i (x) and D j (x), and correspond to diffusion along the two directions i and j . For simplicity no other direction for diffusion is included (but could easily be incorporated). F is the deposition flux, dN/dt is the nucleation rate, and the last term is the thermodynamic drift, where k B is the Boltzmann constant, and T is the temperature. On island boundaries there is rapid attachment and detachment of adatoms, so that the correct boundary condition is ρ(
is a (spatially varying) detachment rate [8] . The nucleation rate is given by [37] 
where σ 1 is the capture number as in (5), and the average · is taken over all lattice sites.
Simulation Results
We assume a simple sinusoidal variation of E ad and E trans . More precisely, for the results shown in Fig. 8 The results shown in Fig. 8 correspond to the thermodynamic limit (left panel), where only E ad is varied, and the kinetic limit (right panel), where only E trans is varied. For the particular choices presented here, the spatial variation of the diffusion constant D is identical in both cases. The PES is varied only along the i-direction, and is constant along the j -direction. It is immediately evident from the morphologies that islands almost exclusively form along stripes in either limit. But in the kinetic limit, the islands are rather large, while they are much smaller in the thermodynamic limit. Closer inspection shows that the positions of most islands are inverted. In fact the islands nucleate in the region of fast diffusion (low potential energy barrier) in the kinetic limit, but nucleate in the region of slow diffusion in the thermodynamic limit, and that correspondingly all the mass is in these regions.
The explanation for this is the following: In the nucleation rate dN/dt in (14), the parameter σ 1 is essentially constant, so that dN/dt increases either when D increases, or when ρ(x) increases. In the kinetic limit (without a thermodynamic drift), ρ(x) is spatially constant (at least before islands start acting as sinks on the surface, which is the case in the nucleation phase), so that the nucleation rate is dominant in regions where D is large. However, once a thermodynamic drift is present, the adatom concentration is not constant, and is in fact largest in regions where E ad has its minimum. If the drift term is large enough, dN/dt is dominated by a large ρ, which is in regions where D is small (large barrier).
We can now also understand why the islands are much larger in the kinetic limit: Here, nucleation is determined by a large diffusion constant. But the diffusion constant D also determines a characteristic length l char ∼ D χ , which characterizes the size of and spacing between islands. The positive exponent χ depends on the degree of reversibility (i.e., D det and F ) [34] . This means that in regions of large D, islands are on average larger and fewer. On the other hand, in the thermodynamic limit, islands nucleate in the region of small D, where l char is smaller, and hence there are more and smaller islands.
The morphologies shown so far were all obtained at a sub-monolayer pre-coalescence coverage of = 0.2 ML and with a PES that varies sinusoidally. In Fig. 9 we show the morphology at different coverages obtained with PES that varies more sharply in certain regions, and is essentially constant in others. At = 0.1 ML, the islands are aligned even better than in the previously discussed cases. Moreover, at = 0.3 ML, all the islands that are aligned along the j -direction have coalesced in this direction, while they do not touch at all along the i-direction. In fact, we get a very regular array of one-dimensional, monolayer-high nano-wires on the surface. Our simulations suggest a new mechanism by which quantum wires can be obtained, with a width that can be much smaller.
Conclusions
The simulations described above have established the validity of the level set method for simulation of epitaxial growth. Moreover, the level set method makes possible simulations that would be difficult for atomistic methods such as KMC; e.g., systems with large rates of attachment/detachment due to strain [33] . This method can now be used with confidence in many applications that include epitaxy along with additional phenomena and physics.
Atomistic strain due to lattice mismatch in heteroepitaxy is an important feature of thin films. The mathematical model and computational method described here make possible effective simulation of epitaxial systems with strain even in three dimensions; e.g., [27] . This may allow application to many epitaxial phenomena of scientific and technological interest. Two examples presented here are the structure of nanocrystals and pattern formation on an epitaxial surface.
We have examined the elastic energy density of a nanocrystal and the corresponding critical shell thickness. The simulation results presented above are for a highly idealized model of a layered nanocrystal. The robustness of these results with respect to variation of dimension, geometry and material parameters suggests that these results are qualitative and generally applicable.
The results on pattern formation suggest an approach to guiding self-assembly of nano patterns. Application of this approach, even in simulation, will require several additional ingredients, including microscopic models of elasticity and of the strain dependence of the PES and other properties. Also, strain induced changes of the PES due to the developing surface morphologies should be included in a more comprehensive model [21] .
