A procedure is presented for constructing the hyperbolic singular value decomposition of a matrix A with respect to a signature matrix 4. When the rank of A is less than the rank of AH~0A, the decomposition preserves the structure of the isotropic subspace of the column space of A.
unsatisfactory, since it destroys the structure of the isotropic subspace I(A). A version of the HSVD which preserves and highlights the structure of the isotropic subspace was proposed recently by Zha [5] . Unfortunately, the derivation given in [5] is rather indirect, since it relies on a general decomposition for matrix pairs. A direct construction of Zha's HSVD is presented below.
The HSVD admits a number of signal processing applications. One of them is the downdating problem of sliding-window recursive least-squares digital tiltering [6] , where, given a matrix of the form
AlA t -_ we seek to evaluate the eigendecomposition of M. This problem can be solved by writing M as
[A 1
and then performing a HSVD of A. Note that for recursive digital filtering applications, the matrix M has often a Hermitian Toeplitz or close-to-Toeplitz structure. However, the HSVD has applications in other contexts where such a structure need not be present. For example, the HSVD represents a natural tool for implementing square-root Kalman filtering algorithms in Krein-space. It has been shown recently [7, 8] that H ~ and risk-sensitive estimation filters can be formulated as Krein-space estimation problems. The key feature of Kreinspace observation models is that they include noises with an indefinite Gramian, instead of a nonnegative definite covariance. As a consequence, to extend the observation decomposition technique of [9, 10] to observations of this type, one must employ the HSVD. A derivation of Krein-space estimation algorithms based on the HSVD is presented in [l l].
The hyperbolic SVD
A square matrix 4~ is said to be a signature matrix if it is diagonal with +1 and -1 entries. Given a m × m signature matrix q~, a m x m complex matrix V is q~-unitao, if
More generally, P is a q>-hyperexchange matrix if ~,pP,, = ~,
where 4, is a signature matrix. Because of Sylvester's law of inertia, 4, and 4) have the same number of + 1 and -1 diagonal entries, so there exists a permutation matrix P such that 4, = POP r. (6) This implies that a hyperexchange matrix I) can be represented as the producl of a q~-unitary matrix V followed by a permutation P:
i" = PV.
It is also worth noting that if V is 4~-unitary, so is its inverse V ~ -4~VH4~. Similarly, if (-is a ~b-hyperexchange matrix satisfying (5) A procedure for constructing the HSVD of q3-regular matrices with hyperbolic Householder transformations is described in [1] . This procedure is used here as a building block to derive the HSVD for the general case.
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HSVD construction
By performing an eigendecomposition of the matrix AH~A, we obtain 0 l
where UI is a unitary matrix formed by the eigenvectors of A"~bA, and A~ is the diagonal matrix of size p which regroups the nonzero eigenvalues of AHq~A.
Then, consider the matrix
where the block At has size m × p, and A-I has size m × (n -p). We have
[; °01
so that the columns Of Al span I(A). Since A~C~Al = AI with AE invertible, Al has full column rank. Because I(A) has dimension d, we can use a unitary matrix U2 to compress the columns of A~, which gives
where the columns of the m × d matrix A2 form a basis of/(A). Since Aj has full column rank and A~t~AI = At is invertible, AI is @-regular, so that we can apply the HSVD technique of [1] to construct a hyperexchange matrix V~ and a unitary matrix Q1 such that
where D1 is a positive definite diagonal matrix of size p, and 4~1 is a signature matrix.
We have therefore 
Vt[A~ A2]= [ D'Q~'
i.e., F2 is ~b2-isotropic. Note also that since A2 has full column rank, & has full column rank. Then, an eigendecomposition of ~l~& gives
where Q2 is unitary and A2 is a positive definite diagonal matrix of dimension d. Let G2 = F2Q2. We have
By applying a permutation matrix P~ to the rows and columns of ~be, we can rewrite q5 as
with p + q = m -p. Permuting the rows of G 2 accordingly yields
The identities (21a) and (21b) imply
Let D2 be the positive definite square-root of A2/2. Performing QR decompositions of the matrices Ge+ and G2 , we obtain unitary matrices U~ and U such that
The upper triangular factors of G2+ of G2 coincide with D2 because D2 is the We have also
(29) (30) where ~3 is a signature matrix, so that ~ is a hyperexchange matrix. Combining all the operations we have performed up to this point gives ( Remark. From a numerical point of view, the key steps of the above construction are the Hermitian eigendecomposition (IlL the column compression (14), the regular HSVD (15a) and (15b), the Hermitian eigendecomposition (20), and the QR decompositions (25a) and (25b). Each of these steps can be implemented reliably; see for example [1] for a detailed implementation of the regular HSVD. Note that the procedure we have described requires the determination of the rank p of AH@A and the dimension d of the isotropic space I(A). The rank p is obtained from the Hermitian decomposition (1 l), and its accurate determination depends on the separation existing between the nonzero eigenvalues appearing in Al and the zero eigenvalues. The evaluation of d can be performed by using a SVD of A-l to compress the columns of Aj in (14). Then d corresponds to the number of nonzero singular values of AI.
Example
Consider the pair A= 1 1 , 4~= -1 .
0
The matrix A has rank 2, but
has only rank l, so that the column space of A contains an isotropic space of dimension 1. In the eigendecomposition (11) (36) (37) (38)
