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We prove global existence and asymptotic behavior of classical
solutions for two dimensional inviscid rotating shallow water
system with small initial data subject to the zero relative vorticity
condition. One of the key steps is a reformulation of the problem
into a symmetric quasilinear Klein–Gordon system with quadratic
nonlinearity, for which the global existence of classical solutions is
then proved with combination of the vector ﬁeld approach and the
normal form method. We also probe the case of general initial data
and reveal a lower bound for the lifespan that is almost inversely
proportional to the size of the initial relative vorticity.
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1. Introduction and main results
The system of rotating shallow water (RSW) equations is a widely adopted 2D approximation of
the 3D incompressible Euler equations and the Boussinesque equations in the regime of large scale
geophysical ﬂuid motion (cf. [18]). It is also regarded as an important extension of the compressible
Euler equations with additional rotating force.
The rotating shallow water system is of the form
∂th + ∇ · (hu) = 0, (1.1)
∂tu+ u · ∇u+ ∇h + u⊥ = 0, (1.2)
* Corresponding author.
E-mail addresses: bincheng@umich.edu (B. Cheng), cjxie@umich.edu (C. Xie).0022-0396/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2010.09.017
B. Cheng, C. Xie / J. Differential Equations 250 (2011) 690–709 691where h = h(t, x1, x2) and u = (u1(t, x1, x2),u2(t, x1, x2))T denote the total height and velocity ﬁeld
of the ﬂuids, respectively, and u⊥ := (−u2,u1)T corresponds to the rotating force. For mathematical
convenience, all physical parameters are scaled to the unit (cf. [15] for detailed discussion on scaling).
We introduce the perturbations (ρ,u) := (h − 1,u) of the background solution (h,u) = (1,0) and
arrive at
∂tρ + ∇ · (ρu) + ∇ · u= 0, (1.3)
∂tu+ u · ∇u+ ∇ρ + u⊥ = 0, (1.4)
subject to initial data
ρ(0, ·) = ρ0, u(0, ·) = u0. (1.5)
An important feature of the RSW system is that the relative vorticity1 θ := ∇ × u − ρ = (∂1u2 −
∂2u1) − ρ is convected by u,
∂tθ + ∇ · (θu) = 0. (1.6)
Indeed, ∇ × (1.4)–(1.3) readily leads to (1.6). The linearity of (1.6) then suggests that θ ≡ 0 be an
invariant with respect to time (as long as u ∈ C1), i.e.
θ0 ≡ 0 ⇔ θ(t, ·) ≡ 0 ⇔ ∇ × u≡ ρ. (1.7)
Before stating the main theorems, we ﬁx some notations. For 1 p ∞, let Lp denote the stan-
dard Lp space on R2. For l 0 and s 0, deﬁne the weighted Sobolev norm associated with the space
Hl,s as
‖v‖Hl,s :=
∥∥(1+ |x|2)s/2(1− )l/2v∥∥L2 . (1.8)
Also, let Hl := Hl,0 denote the standard Sobolev space.
Theorem 1.1. Consider the RSW system (1.3) and (1.4) with initial data (1.5) which satisﬁes u0 =
(u1,0,u2,0)T ∈ Hk+2,k for k 52 and zero relative vorticity condition
ρ0 = ∂1u2,0 − ∂2u1,0.
Then, there exists a universal constant δ0 > 0 such that the RSW system admits a unique classical solution
(ρ,u) for all time, provided that the initial data satisfy
‖u0‖Hk+2,k = δ < δ0.
Moreover, there exists a free solution u+(t, ·) of linear Klein–Gordon equations such that∥∥u(t, ·) − u+(t, ·)∥∥Hk−15 + ∥∥∂tu(t, ·) − ∂tu+(t, ·)∥∥Hk−16  C(1+ t)−1,
where u+(t, ·) := (cos(1− )1/2t)u+0 + ((1− )−1/2 sin((1− )1/2t))u+1 for some u+0 ∈ Hk−15 and u+1 ∈
Hk−16 .
1 Our deﬁnition here for the relative vorticity is a little different from that in geophysical ﬂuid dynamics.
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Before we discuss the key ideas for the proof, several remarks are in order.
Remark 1.1. Theorem 1.1 shows fundamentally different lifespan of the classical solutions for the
RSW system in comparison with the compressible Euler systems. Note that the relative vorticity
θ = ∇ × u − ρ in the RSW equations plays a very similar role as vorticity ∇ × u in the compress-
ible Euler equations. Correspondingly, RSW solutions with zero relative vorticity θ is an analogue of
irrotational solutions for the compressible Euler equations. However, the life span for 2D compressible
Euler equations with zero vorticity was proved to be bounded from below [22] and from above [19]
by O (1/δ2). Here, δ indicates the size of the initial data. Our result for 2D RSW system, on the other
hand, is global in time due to the additional rotating force.
Remark 1.2. Recent studies have shown the stabilizing effects of rotation in terms of lifespan of clas-
sical solutions in various settings. In [13], the authors obtained critical threshold for the initial data
of a two dimensional pressureless model with rotating force and, in particular, proved global exis-
tence for subcritical initial data. In [5], it was shown that rotating force prolongs lifespan when the
pressure is present and dominated by the rotating force. We also refer to [1] for discussion of RSW
equations in periodic domains subject to balanced rotating and pressure gradient forces. Along the
line of these results, Theorem 1.1 conﬁrms the stabilizing effect of rotation in the global existence of
classical solutions for the full, balanced RSW system.
Remark 1.3. The regularity requirement for initial data in Theorem 1.1, i.e. u0 ∈ Hk+2,k with k > 52,
serves to shorten technical calculations. It is not optimal but neverless covers such important scenar-
ios as compactly supported, smooth initial data.
One of key ingredients of the proof is to treat the RSW system as a system of quasilinear Klein–
Gordon equations (cf. Lemma 2.1). Such reformulation allows us to adapt the fruitful ideas on nonlin-
ear Klein–Gordon equations in recent decades. The global existence for three dimensional quasilinear
Klein–Gordon equations with quadratic nonlinearity was proved independently in [12] using the vec-
tor ﬁelds approach and in [21] using the normal form method. In the two dimensional case, global
existence of classical solutions was proved in [16] for semilinear, scalar equations, where the authors
combined the vector ﬁelds approach and the normal form method. For other related results on two
dimensional Klein–Gordon equations, see e.g. [9,6,17] and references therein. For applications of the
Klein–Gordon equations in ﬂuid equations, we refer to [8] on global existence of three dimensional
Euler-Poisson system for irrotational ﬂows. Note that the irrotationality condition used in [8] plays a
counterpart of the zero-relative-vorticity condition in our result.
For general initial data, we have the following theorem on the lifespan of classical solutions.
Theorem 1.2. Consider the RSW system (1.3) and (1.4), with initial data (1.5) satisfying (ρ0,u0) ∈ Hk+1,k
with k 52. Let δ and ε denote the size of the initial data,
δ = ∥∥(ρ0,u0)∥∥Hk+1,k ,
and the size of the initial relative vorticity,
ε = ∥∥(∂1u2,0 − ∂2u1,0) − ρ0∥∥H2 ,
respectively. Then, there exists a universal constant δ0 > 0 such that, for any δ  δ0 , the RSW system admits a
unique classical solution (ρ,u) for
t ∈ [0,C1ε− 11+C2δ ]. (1.9)
Here, C1 and C2 are constants independent of δ and ε.
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dynamics [18]. In fact, having two uncorrelated scales ε and δ in (1.9) allows us to solely let the size
of the initial relative vorticity ε → 0 and achieve a very long lifespan of classical solutions, regardless
of the total size of initial data.
The proof of Theorem 1.2, given in Section 5, treats the full RSW system as perturbation to the
zero relative vorticity one and utilizes the standard energy methods for symmetric hyperbolic PDE
systems. The dispersive estimates of Theorem 1.1 is crucial in controlling the total energy growth.
Regarding improvement and generalization of Theorem 1.1 and 1.2, we make the following remarks.
Remark 1.4. An obstruction to getting better estimates of the lower bound of lifespan with general
initial data (i.e. nonzero initial relative vorticity) is the rapid growth of the vortical mode. This was
illustrated in e.g. [2] for quasigeostrophic equation, a closed related model for rotating shallow water
equations.
Remark 1.5. Theorems 1.1 and 1.2 are also true for two dimensional compressible Euler equations
with rotating force and general pressure law (e.g., p(ρ) = Aργ for γ  1). The proofs remain largely
the same except for the symmetrization part and associated energy estimates.
We also note that the study of hyperbolic PDE systems with small initial data is closely related
to the singular limit problems with large initial data, see [15,1] and references therein for results on
the particular case of inviscid RSW equations. A collection of open problems and recent progress on
viscous shallow water equations and related models can be found in [4,3] and references therein.
The structure of the rest of the paper is outlined as follows. In Section 2, we reformulate the
RSW system into a symmetric hyperbolic system of ﬁrst order PDEs. Under the zero relative vorticity
condition, it is further transformed into a system of symmetric quasilinear Klein–Gordon equations.
Section 3 is devoted to the local well-posedness of the RSW equations with general initial data and
zero relative vorticity initial data. Section 4 contains the proof of Theorem 1.1 in a series of lemmas,
inspired by the results from [7,16]. The proof of Theorem 1.2 on general initial data can be found in
Section 5. Appendix A contains the proof of a technical proposition used in Section 4.
2. Reformulation of the RSW system
In order to obtain local well-posedness for RSW system, we ﬁrst symmetrize the system (1.3) and
(1.4). This will also be used for proving global existence, where we need to reduce (1.3) and (1.4) to a
symmetric quasilinear Klein–Gordon system.
Introduce a symmetrizer m := 2(√1+ ρ − 1) such that ρ = m + 14m2, then (1.3) and (1.4) are
transformed into a symmetric hyperbolic PDE system,
∂tm + u · ∇m + 1
2
m∇ · u+ ∇ · u= 0, (2.1)
∂tu+ u · ∇u+ 1
2
m∇m + ∇m + u⊥ = 0. (2.2)
The following lemma asserts that, under the invariant (1.7), the above system amounts to a system
of Klein–Gordon equations with symmetric quasilinear terms.
Lemma 2.1. Under the invariant (1.7), ∇ × u = ρ , and transformation m = 2(√ρ + 1 − 1), the solution to
the RSW system (1.3) and (1.4) satisﬁes the following symmetric system of quasilinear Klein–Gordon equations
for U := (m,u1,u2)T ,
∂ttU− U+U=
2∑
i, j=1
Aij(U)∂i jU+
2∑
j=1
A0 j(U)∂0 jU+ R(U˜⊗ U˜), (2.3)
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remainder term R depends linearly on the tensor product U˜⊗ U˜ with U˜ := (UT , ∂tUT , ∂1UT , ∂2UT ).
Here and below, for notational convenience, we use both ∂t and ∂0 to represent time derivatives.
Proof. Rewrite (2.1), (2.2) into a matrix-vector form,
∂tU+
∑
a=1,2
(
ua I + 1
2
m Ja
)
∂aU= L(U), (2.4)
where
J1 :=
(0 1 0
1 0 0
0 0 0
)
, J2 :=
(0 0 1
0 0 0
1 0 0
)
, and L(U) := −
( ∇ · u
∇m+ u⊥
)
. (2.5)
By taking time derivative on the above system, we have
∂ttU+ N(U) = L2(U),
where the nonlinear term
N(U) = ∂t
∑
a=1,2
(
ua I + 1
2
m Ja
)
∂aU+ L
( ∑
a=1,2
(
ua I + 1
2
m Ja
)
∂aU
)
:= N1 + N2. (2.6)
The L2 term, using the calculus identity ∇(∇ · u) − ∇⊥(∇ × u) = u, is
L2(U) =
( ∇ · (∇m + u⊥)
∇(∇ · u) + (∇m + u⊥)⊥
)
=
(
( − 1)m− (∇ × u−m)
( − 1)u+ ∇⊥(∇ × u−m)
)
. (2.7)
Since ρ =m+ 14m2, we have
L2(U) = ( − 1)U+
( −(∇ × u− ρ + 14m2)
∇⊥(∇ × u− ρ + 14m2)
)
. (2.8)
Using (1.7), it yields
L2(U) = ( − 1)U+ 1
4
( −m2
∇⊥(m2)
)
:= ( − 1)U+ N3. (2.9)
Note that we’ve revealed the Klein–Gordon structure in (2.3), it suﬃces to show that the other
terms N1,N2,N3 can all be split into a symmetric second order part and a remainder lower order
part as given in (2.3).
• The N1 term in (2.6). It is easy to see that the lower order terms (with less than second order
derivatives) in N1 are quadratic in U˜, i.e. linear in U˜⊗ U˜. The terms with second order derivatives
are
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a=1,2
(
ua I + 1
2
m Ja
)
∂t∂aU
where matrices I , Ja are all symmetric.
• The N2 term in (2.6). Observe that the linear operator L partially comes from a linearization of
the nonlinear terms in (2.4) and it indeed can be represented as
L(U) =
∑
a=1,2
Ja∂aU+ KU
with constant matrix K . Thus, manipulate the N2 term,
N2 =
∑
a=1,2
Ja∂a
( ∑
b=1,2
(
ub I + 12m Jb
)
∂bU
)
+ K
( ∑
b=1,2
(
ub I + 12m Jb
)
∂bU
)
=
∑
a=1,2
∑
b=1,2
(
ub Ja + 12m Ja Jb
)
∂a∂bU+ quadratic terms of U˜.
The quasilinear terms above have the desired symmetric structure since for each index pair (a,b),
the coeﬃcient of ∂a∂bU= ∂b∂aU is
1
2
(
ub Ja + 12m Ja Jb
)
+ 1
2
(
ua Jb + 12m Jb Ja
)
which, by the deﬁnition of Ja , is symmetric.
• The N3 term in (2.7). By deﬁnition, this term has no second order derivatives and is quadratic
in U˜.
This ﬁnishes the proof for the lemma. 
We end this section with the following remark:
Remark 2.1. The Klein–Gordon structure is hinged on the rotating force which corresponds to the u⊥
in the RSW system. If rotation was absent, the shallow water equations should be transformed into a
system of nonlinear wave equations instead of nonlinear Klein–Gordon equations.
3. Local well-posedness
As in the previous section, let ∂0 = ∂∂t , ∂1 = ∂∂x1 , ∂2 = ∂∂x2 . Deﬁne the vector ﬁelds
Γ := {Γ j}6j=1 = {∂0, ∂1, ∂2, L1, L2,Ω12}, (3.1)
where
L j := x j∂t + t∂ j, j = 1,2; Ω12 := x1∂2 − x2∂1.
We abbreviate
∂α = ∂α1t ∂α21 ∂α32 for α = (α1,α2,α3),
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Γ β = Γ β11 · · ·Γ β66 for β = (β1, . . . , β6).
The local well-posedness of (2.1) and (2.2) and their regularity are contained in the following
theorem.
Theorem 3.1.
(i) Let (m0,u0) ∈ Hn with n 3. Then, there exists a T > 0 depending only on ‖(m0,u0)‖H3 such that (2.1)
and (2.2) admit a unique solution U= (m,u1,u2)T on [0, T ] satisfying
U ∈
n⋂
j=0
C j
([0, T ], Hn− j). (3.2)
(ii) Under the assumptions in (i), also assume ρ0 = ∂1u2,0 − ∂2u1,0 . Then,
ρ(t, ·) = ∂1u2(t, ·) − ∂2u1(t, ·) for t ∈ [0, T ], (3.3)
and U = (m,u1,u2)T satisﬁes the Klein–Gordon system (2.3). If the initial data belong to the weighted
Sobolev space (cf. Deﬁnition (1.8)) such that U0 ∈ Hk+1,k with k 3, then the above solution U satisﬁes
Γ αU, Γ α∂U ∈ C([0, T ], L2), (1+ |x|)Γ βU ∈ C([0, T ], L∞), (3.4)
for any multi-indices |α| k and |β| k − 3.
Proof. The proof of (i) follows from the standard local well-posedness and regularity theory for sym-
metric hyperbolic system, cf. [10,14].
For part (ii), (3.3) comes from the derivation of (1.7). Then, it follows from Lemma 2.1 that U solves
(2.3). Finally, the proof of (3.4) is based on the arguments in [11,20]. Note that, using (2.1), (2.2), one
has
U(0, ·) ∈ Hk+1,k and ∂ ltU(0, ·) ∈ Hk+1−l,k
as long as u0 ∈ Hk+2,k and ρ0 = ∇ × u0. 
4. Global existence and asymptotic behavior of solutions with zero relative vorticity
Throughout this section, we focus on the solutions with zero relative vorticity – cf. (1.7). Theo-
rem 3.1, part (ii), suggests that the RSW system be treated as a system of quasilinear Klein–Gorden
equations. To this end, it is convenient to introduce the following generalized Sobolev norms associ-
ated with vector ﬁelds Γ deﬁned in (3.1),
|U|l,d(t) :=
∑
|α|l
∥∥(1+ t + |x|)−dΓ αU(t, x)∥∥L∞x ,
‖U‖HlΓ (t) :=
∑
|α|l
∥∥Γ αU(t, x)∥∥L2x .
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estimates for the solutions to (2.3). We start with deﬁning a functional (see e.g. [16]) measuring the
size of the solution at time t  0,
X(t) := sup
s∈[0,t]
{|U|k−25,−1(s) + ‖U‖Hk−9Γ (s) + ‖∂U‖Hk−9Γ (s)
+ (1+ s)−σ ‖U‖HkΓ (s) + (1+ s)
−σ ‖∂U‖HkΓ (s)
}
, (4.1)
here, pick any ﬁxed σ ∈ (0,1/2) and k 52.
We then state and prove the following global existence result regarding any symmetric quasilinear
system of Klein–Gordon equations in 2D. Two key lemmas used in the proof will be given and proved
immediately after this.
Theorem4.1. For any k 52, there exists a universal constant δ0 such that the system admits a unique classical
solution for all times if
‖U0‖Hk+1,k + ‖∂tU0‖Hk+1,k = δ < δ0.
In particular, X(t) Cδ holds uniformly for all positive times.
Proof. By the deﬁnition of X(t) and local existence (3.4) of Theorem 3.1, there exists T such that
X(T ) 4C1δ. (4.2)
Here, we choose constant C1 to be greater than all constants appearing in Lemma 4.1 and 4.2 below.
Then, choose δ to be suﬃciently small so that the assumptions of Lemma 4.1 and 4.2 are satisﬁed,
which in turn implies
X(T ) 2C1δ + 32C31δ2.
Impose one more smallness condition on δ so that X(T )  3C1δ in the above estimate. Finally, by
the continuity argument, we can extend T in (4.2) to inﬁnity, i.e., have X(t) 4C1δ uniformly for all
positive times. 
The following lemmas provide estimates on the lower order norms and highest order norms of
X(t), respectively. The quadratic term X2(t), rather than linear term, on the right-hand side of these
estimates guarantees that we can extend such estimates globally as long as X(t) stays suﬃciently
small.
Lemma 4.1. Assume ‖U0‖Hk+1,k  1, X(t) 1. Then, the solution U of (2.3) satisﬁes
|U|k−25,−1(t)+ ‖U‖Hk−9Γ (t)+ ‖∂U‖Hk−9Γ (t) C
(‖U0‖Hk+1,k + ‖∂tU0‖Hk+1,k + X2(t)) (4.3)
as long as the classical solution exists. Here, the constant C is independent of δ and t.
Before we give the proof, we have the following remark:
Remark 4.1. The dispersive estimate in (4.3) is mainly a consequence of linear Klein–Gordon structure,
which is due to rotation as mentioned in Remark 2.1. If the rotation was absent, U should satisfy a
system of nonlinear wave equations and the decay rate in its L∞ type norms should be O (t−1/2)
instead of O (t−1) as suggested by the |U|k−25,−1(t) term of (4.3).
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[G, Q , H](x) :=
∫
R2×R2
GT (y)Q (x− y, x− z)H(z)dy dz
= 1
(2π)4
∫
R2×R2
ei(ξ+η)·xGˆT (ξ)Qˆ (ξ,η)Hˆ(η)dξ dη.
Here, G(·), H(·) are any (2 × 1)-vector-valued functions deﬁned on R2 and Q (·,·) is (2 × 2)-matrix-
valued distribution deﬁned on R2 × R2. Fourier transform is denoted by ˆ in R2 and in R2 × R2.
The same notation will be used for scalar-valued functions
[g,q,h](x) :=
∫
R2×R2
g(y)q(x− y, x− z)h(z)dy dz.
We follow the construction of [21] to transform (2.3) in terms of the new variable
V= (V1, V2, V3)T = U+W= U+ (W1,W2,W3)T (4.4)
where
Wk :=
3∑
i, j=1
[(
Ui
∂tUi
)
, Q ijk ,
(
U j
∂tU j
)]
, k = 1,2,3. (4.5)
The kernels Q ijk are to be determined later so that the new variable V satisﬁes a Klein–Gordon
system with cubic nonlinearity for which estimate (4.3) will be proved using techniques from [16,7].
Without loss of generality, we will demonstrate the proof using V1,U1,W1, Q
ij
1 associated with
the mass equation. From now on, the subscript “1” is neglected for simplicity.
Step 1. We claim that there exist kernels Q ij in (4.5) such that V = U + W satisﬁes the following
Klein–Gordon equation with cubic and quartic nonlinearity,
(∂tt −  + 1)V = S (4.6)
where
S :=
∑
|α|+|β|+|γ |4
max{|α|,|β|,|γ |}3
3∑
a,b,c=1
[
∂αUa∂
βUb,q
abc
αβγ , ∂
γ Uc
]
+
∑
|α|+|β|+|γ |+|ζ |4
max{|α|,|β|,|γ |,|ζ |}3
3∑
a,b,c,d=1
[
∂αUa∂
βUb,q
abcd
αβγ ζ , ∂
γ Uc∂
ζUd
]
(4.7)
with qabcαβγ , q
abcd
αβγ ζ being linear combinations of the entries of all Q
ij
k ’s. Moreover, all the Q
ij
k ’s satisfy
the growth condition
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for any nonnegative integer N .
Indeed, substitute V on the left-hand side of (4.6) with V = U + W where W is deﬁned in (4.5)
for k = 1 and U satisﬁes the ﬁrst equation of (2.3),
(∂tt −  + 1)V = (∂tt − + 1)U + (∂tt − + 1)W . (4.9)
By (2.3), the U terms on the right-hand side of (4.9) amount to
(∂tt − + 1)U =
3∑
i, j=1
[(
Ui
∂tUi
)
, P ij,
(
U j
∂tU j
)]
(4.10)
with Pˆ i j(ξ,η) being 2 × 2 matrices of polynomials with degree less than or equal to 2. By (4.5), the
W terms on the right-hand side of (4.9) are of the form
(∂tt − + 1)W =
3∑
i, j=1
[(
Ui
∂tUi
)
, AQ ij,
(
U j
∂tU j
)]
+ S, (4.11)
where S satisﬁes (4.7) and linear transform A is deﬁned as
ÂQ (ξ,η) := 2
(
0 |ξ |2 + 1
−1 0
)
Qˆ
(
0 −1
|η|2 + 1 0
)
+ (2ξ · η − 1)Qˆ . (4.12)
Combining (4.9)–(4.12), we ﬁnd that, for proving (4.6)–(4.8), it suﬃces to show that there exist
solutions Qˆ i j(ξ,η) to
Pˆ i j(ξ,η) + ÂQ ij(ξ,η) ≡ 0 (4.13)
that satisfy the growth condition (4.8). This part of the calculation only involves basic linear algebra
and calculus so we neglect the details.
Step 2. We apply the decay estimate of Georgiev in [7] to obtain the L∞ estimate for V and
therefore U with O (t−1) decay in time.
Theorem 4.2. (See [7, Theorem 1].) Suppose u(t, x) is a solution of
(∂tt −  + 1)u = f (t, x).
Then, for t  0, we have
∣∣(1+ t + |x|)u(t, x)∣∣ C ∞∑
n=0
∑
|α|4
sup
s∈(0,t)
φn(s)
∥∥(1+ s + |y|)Γ α f (s, y)∥∥L2y
+ C
∞∑
n=0
∑
|α|5
∥∥(1+ |y|)φn(y)Γ αu(0, y)∥∥L2y .
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∞∑
n=0
φn(s) = 1, s 0; φn ∈ C∞0 (R), φn  0 for all n 0,
suppφn =
[
2n−1,2n+1
]
for n 1, suppφ0 ∩ R+ = (0,2].
Apply Γ α on the Klein–Gordon equation (4.6) and use the commutation properties of the vector
ﬁelds to obtain (∂tt − + 1)Γ αV = Γ α S so that by Theorem 4.2,
∣∣(1+ t + |x|)Γ αV (t, x)∣∣ C ∞∑
n=0
∑
|β||α|+4
sup
s∈(0,t)
φn(s)
∥∥(1+ s + |y|)Γ β S(s, y)∥∥L2y
+ C
∞∑
n=0
∑
|β||α|+5
∥∥(1+ |y|)φn(y)Γ βV (0, y)∥∥L2y .
Since V = U +W , we immediately have estimates for |(1+ t+|x|)Γ αU |. After taking summation over
all α’s with |α| k − 25, we arrive at
|U |k−25,−1(t) |W |k−25,−1 + C
( ∞∑
n=0
∑
|β|k−21
sup
s∈(0,t)
φn(s)
∥∥(1+ s + |y|)Γ β S(s, y)∥∥L2y
+ ∥∥U (0, y)∥∥Hk+1,k + ∑
|β|k−20
∥∥(1+ |y|)Γ βW (0, y)∥∥L2y
)
. (4.14)
To obtain estimate on each term, we use the following proposition, the proof of which is given in
Appendix A.
Proposition 4.1. Let Fourier transform of the scalar function q : R2×R2 → R satisfy the growth condition (4.8).
Let f (t, x), g(t, x), h(t, x) be functions with suﬃcient regularity. Consider p = ∞ (respectively p = 2). Then,
at each t  0, for a = |β| + 8 (respectively a = |β| + 6) and b =  |β|2  + 7 where  |β|2  is the maximal integer
less than or equal to |β|2 , one has∥∥(1+ t + |x|)Γ β [ f ,q, g]∥∥Lpx  C(‖ f ‖HaΓ |g|b,−1 + | f |b,−1‖g‖HaΓ ), (4.15)∥∥(1+ t + |x|)Γ β [ f ,q, gh]∥∥Lpx
 C(1+ t)−1(‖ f ‖HaΓ |g|b,−1|h|b,−1 + | f |b,−1(‖g‖HaΓ |h| a2 ,−1 + |g| a2 ,−1‖h‖HaΓ )). (4.16)
Apply Proposition 4.1 (with p = ∞) on the ﬁrst term, and (with p = 2) on the second and fourth
terms of the right-hand side of (4.14) and use the deﬁnition of W in (4.5) and S in (4.6),
|U |k−25,−1(t) C X2(t) + C
∞∑
n=0
sup
s∈(0,t)
φn(s)(1+ s)−1
(
X3(t)+ X4(t))
+ C(‖U0‖Hk+1,k + ‖U0‖2 k+1,k).H
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∞∑
n=0
sup
s∈(0,t)
φn(s)(1+ s)−1 < 5
2
and the assumptions ‖U0‖Hk+1,k  1 and X(t) 1.
Step 3. We derive the L2 estimate part regarding the terms ‖U‖Hk−9Γ (t) + ‖∂U‖Hk−9Γ (t) by a very
similar approach as in Step 2. In fact, apply Γ α on the Klein–Gordon equation (4.6) and use the
commutation properties of the vector ﬁelds to obtain (∂tt −  + 1)Γ αV = Γ α S . Then, we take the
inner product of this equation with ∂tΓ αV and sum over all α with |α| k − 9 to obtain
∥∥V (t, x)∥∥Hk−9Γ + ∥∥∂V (t, x)∥∥Hk−9Γ  C
t∫
0
∥∥S(s, x)∥∥Hk−9Γ ds + C(∥∥V (0, x)∥∥Hk−9Γ + ∥∥∂V (0, x)∥∥Hk−9Γ ).
Since V = U + W , we have
∥∥U (t, x)∥∥Hk−9Γ + ∥∥∂U (t, x)∥∥Hk−9Γ

(∥∥W (t, x)∥∥Hk−9Γ + ∥∥∂W (t, x)∥∥Hk−9Γ )+ C
t∫
0
∥∥S(s, x)∥∥Hk−9Γ ds
+ C(∥∥U (0, x)∥∥Hk−9Γ + ∥∥∂U (0, x)∥∥Hk−9Γ + ∥∥W (0, x)∥∥Hk−9Γ + ∥∥∂W (0, x)∥∥Hk−9Γ )
=: I + II + III.
The estimates of the I , II, III terms above follow closely to that in (4.14), where we use Proposi-
tion 4.1 repeatedly and the fact that k 52. First,
I  (1+ t)−1
∑
|β|k−9
∥∥(1+ t + |x|)Γ βW (t, x)∥∥L2x .
Using (4.5) and Proposition 4.1, we have
I  C(1+ t)−1∥∥U(t, x)∥∥HkΓ ∣∣U(t, x)∣∣k−25,−1  C(1+ t)−1+σ X2(t).
Second, since S contains at most third order derivatives of U, we get
II
t∫
(1+ s)−1
∑
|β|k−9
∥∥(1+ s + |x|)Γ β S(s, x)∥∥L2x ds.
0
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II C
t∫
0
(1+ s)−2∥∥U(s, x)∥∥HkΓ (∣∣U(s, x)∣∣2k−25,−1 + ∣∣U(s, x)∣∣3k−25,−1)
 C
t∫
0
(1+ s)−2+σ (X3(s) + X4(s))ds.
Finally, we have
III C
(∥∥U (0, y)∥∥Hk+1,k + ∥∥U(0, y)∥∥2Hk+1,k).
These estimates ﬁnish the proof of Lemma 4.1 given assumptions ‖U0‖Hk+1,k  1 and X(t) 1. 
Note that in the above estimates for I and II, we use the k-th order norms to bound all lower order
norms. In order to get the global a priori estimate, we have to close the estimates for the highest order
norms. For the RSW system, this is achieved by the energy estimates on the highest order Sobolev
norms ‖ · ‖HkΓ , where its symmetric structure shown in Lemma 2.1 plays a crucial role. Furthermore,
our deliberate choice of growth for the highest order norm helps handle the O (t−1) decay rate which
is not integrable.
Lemma 4.2. Assume ‖Aij(U)‖L∞  1/4. Then, the solution U of (2.3) satisﬁes
(1+ t)−σ (‖U‖HkΓ (t) + ‖∂U‖HkΓ (t)) C(‖U0‖Hk+1,k + ‖∂tU0‖Hk+1,k + X2(t))
as long as the classical solution exists. Here, constant C is independent of δ and t.
Proof. The proof of this lemma combines the ideas in [9,16,6] for energy estimates for Klein–Gordon
equations.
Deﬁne an energy functional
F (t) := 1
2
∑
|α|k
(‖∂tΓ αU‖2L2 + ‖∇Γ αU‖2L2 + ‖Γ αU‖2L2)(t)
+ 1
2
∑
|α|k
2∑
i, j=1
〈
Aij(U)∂iΓ
αU, ∂ jΓ
αu
〉
(t),
where 〈 , 〉 is the L2 inner product deﬁned by 〈 f , g〉 = ∫R2 f T g dx. Clearly, by the commutation prop-
erty of Γ , ∂ and the assumption ‖Aij(U)‖L∞  14 , we have
C1
√
F (t) ‖U‖HkΓ (t)+ ‖∂U‖HkΓ (t) C2
√
F (t), (4.17)
which ensures the equivalence of
√
F (t) and ‖U‖Hk (t) + ‖∂U‖Hk (t).Γ Γ
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∂0Γ
αU), it follows from Leibniz’s rule that
〈
(∂tt −  + 1)Γ αU, ∂tΓ αU
〉= 2∑
i, j=1
〈
Aij(U)∂i jΓ
αU, ∂0Γ
αU
〉+ 2∑
j=1
〈
A0 j∂0 jΓ
αU, ∂0Γ
αU
〉
+
∑
|β|+|γ ||α|
〈
Rβγ
(
Γ β U˜⊗ Γ γ U˜), ∂0Γ αU〉,
where all Rβγ ’s are linear functions. Here U˜= (UT , ∂tUT , ∂1UT , ∂2UT ).
Upon integrating by parts, one has
1
2
∂t
(∥∥∂tΓ αU∥∥2L2 + ∥∥∇Γ αU∥∥2L2 + ∥∥Γ αU∥∥2L2)
= −
2∑
i, j=1
〈
Aij∂iΓ
αU, ∂0∂ jΓ
αU
〉− 〈∂ j Ai j(U)∂iΓ αU, ∂0Γ αU〉
− 1
2
2∑
j=1
〈
∂ j A0 j∂0Γ
αU, ∂0Γ
αU
〉+ ∑
|β|+|γ ||α|
〈
Rβγ
(
Γ β U˜⊗ Γ γ U˜), ∂0Γ αU〉. (4.18)
Since Aij and A0 j are symmetric matrices, we have
〈
Aij∂iΓ
αU, ∂0∂ jΓ
αU
〉= −1
2
∂t
〈
Aij∂iΓ
αU, ∂ jΓ
αU
〉+ 1
2
〈
∂0Aij∂iΓ
αU, ∂ jΓ
αU
〉
.
Summing for all indices α with |α| k in (4.18) and using the fact that min{|β|, |γ |} k/2 < k − 25
in the last terms on the right-hand side of (4.18), one obtains
∂t F (t) C |U|k−25,0F (t).
Thus,
∂t
√
F (t) C(1+ t)−1|U|k−25,−1(1+ t)σ (1+ t)−σ
√
F (t).
By the virtue of (4.17) and the deﬁnition of X(t) in (4.1), we have
‖U‖HkΓ + ‖∂U‖HkΓ  C
(√
F (t)−√F (0) )+ C√F (0)
 C
t∫
0
(1+ s)−1X(s)(1+ s)σ X(s)ds + C‖U0‖Hk+1,k
 C(1+ t)σ X2(t)+ C‖U0‖Hk+1,k ,
which ﬁnishes the proof of Lemma 4.2. 
The proofs of these lemmas also help reveal the asymptotic behavior of U in the following theo-
rem.
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Gordon system such that
∥∥U(t, ·)−U+(t, ·)∥∥Hk−15 + ∥∥∂tU(t, ·)− ∂tU+(t, ·)∥∥Hk−16  C(1+ t)−1, (4.19)
where
U+(t, ·) := cos((1−)1/2t)U+0 + (1− )−1/2 sin((1−)1/2t)U+1 (4.20)
for some initial data U+0 ∈ Hk−15 and U+1 ∈ Hk−16 .
Proof. Recall the deﬁnitions of V in (4.4), W in (4.5) and S in (4.6) and (4.7). Without loss of gen-
erality, switch the notations in (4.6) to boldface V and S while cubic nonlinearity of S remains valid.
Then, Theorem 4.1 and Proposition 4.1 imply that
∥∥S(s, ·)∥∥Hk−15  C(1+ s)−2. (4.21)
Therefore, we can deﬁne
U+0 := V(0, ·) −
∞∫
0
(1−)−1/2 sin((1− )1/2s)S(s, ·)ds ∈ Hk−15 (4.22)
and
U+1 := ∂tV(0, ·) +
∞∫
0
cos
(
(1−)1/2s)S(s, ·)ds ∈ Hk−16. (4.23)
Then, applying the Duhamel’s principle on (4.6) yields
V(t, ·) = cos((1− )1/2t)V(0, ·) + (1− )−1/2 sin((1−)1/2t)∂tV(0, ·)
+
t∫
0
(1− )−1/2 sin((1− )1/2(t − s))S(s, ·)ds. (4.24)
It follows from (4.20), (4.22), (4.23), and (4.24) that we have
V(t, ·) −U+(t, ·) =
∞∫
t
(1−)−1/2 sin((1− )1/2(t − s))S(t, ·)ds.
Therefore, by (4.21),
∥∥V(t, ·) −U+(t, ·)∥∥Hk−15 + ∥∥∂tV(t, ·) − ∂tU+(t, ·)∥∥Hk−16  C(1+ t)−1.
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∥∥W(t, ·)∥∥Hk−15 + ∥∥∂tW(t, ·)∥∥Hk−16  C(1+ t)−1.
We then conclude that U−U+ = V−U+ +W also decays like C(1+ t)−1 as in (4.19). 
5. Lifespan of classical solutions with general initial data
The proof of Theorem 1.2 combines standard energy methods with the estimates from Section 4,
in particular, the O (t−1) decay rate of L∞ type norms.
We start with extracting the zero-relative-vorticity part (ρK0 ,u
K
0 ) from the general initial data
(ρ0,u0) (supscript “K ” here stands for Klein–Gordon). This can be achieved by L2 projection of
(ρ0,u0) onto the function space with zero relative vorticity, but we ﬁnd that it is easier to use the
complementary projection,
ρ0 − ρK0 := ( − 1)−1(∂1u2,0 − ∂2u1,0 − ρ0),
u0 − uK0 :=
(
∂2
(
ρ0 − ρK0
)
, ∂1
(
ρ0 − ρK0
))
.
Using the notations from Theorem 1.2, we have
∥∥(ρ0,u0)− (ρK0 ,uK0 )∥∥H3  C‖∂1u2,0 − ∂2u1,0 − ρ0‖H2 = Cε, (5.1)∥∥(ρK0 ,uK0 )∥∥Hk+1,k  C∥∥(ρ0,u0)∥∥Hk+1,k = Cδ. (5.2)
Let mK := 2(√1+ ρK − 1), then UK := (mK ,uK1 ,uK2 )T solves the symmetrized RSW system (2.1),
(2.2) as well as the Klein–Gordon system (2.3). By choosing δ in (5.2) to be suﬃciently small, we have
UK0 satisfy the assumptions in Theorem 4.1, so that there exists a unique global solution U
K to (2.1)
and (2.1) associated with the initial data UK0 . In addition, the following estimate holds true
∣∣UK ∣∣Wk−25,∞  Cδ1+ t . (5.3)
Now it remains to estimate the difference E := U − UK . To this end, we write the symmetrized
RSW system (2.1), (2.2) into the following compact form
∂tU+
2∑
j=1
B j(U)∂ jU= L(U), (5.4)
with symmetric matrices
B j(U) := u j I + 12m J j
and J j , L deﬁned in (2.5).
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that E satisﬁes
∂tE+
2∑
j=1
B j(E)∂ jE+
2∑
j=1
B j
(
UK
)
∂ jE+
2∑
j=1
B j(E)∂ jU
K = L(E),
subject to initial data E0 = (2√1+ ρ0 − 2
√
1+ ρK0 ,u0 − uK0 ).
Employing the standard energy method, we have e(t) := ‖E(t, ·)‖H3 satisfy an energy inequality,
e′(t) Ce(t)
(|∇E|L∞ + ∣∣UK ∣∣W 4,∞).
We then use Sobolev inequalities and estimate (5.3) to further the above inequality as
e′(t) Ce(t)
(
e(t)+ δ
1+ t
)
.
Dividing it with e2(t) gives
(−e−1(t))′  C(1+ δ
1+ t e
−1(t)
)
which is linear in terms of e−1(t). We ﬁnally arrive at
e(t) (1+ t)Cδ
(
e−1(0)− C
1+ Cδ
[
(1+ t)1+Cδ − 1])−1.
By (5.1), the initial value is bounded by e(0) Cε. Thus, e(t) remains bounded as long as
t <
(
1+ Cδ
Cε
+ 1
) 1
1+Cδ
− 1
which is of the same order as (1.9) in Theorem 1.2 under the smallness assumption on δ and the fact
that ε  δ.
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Appendix A. Proof of Proposition 4.1
We ﬁrst claim the following estimate on kernel q(y, z).
Proposition A.1. Let q(y, z) satisfy the growth condition (4.8), i.e.
∣∣DNqˆ(ξ,η)∣∣ CN(1+ |ξ |4 + |η|4) (A.1)
for any N  0. Then, for
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the following estimate holds true
(
1+ |y| + |z|)lq1(y, z) ∈ L1(R2y × R2z),
for any l 0.
Proof. By (A.1), the following growth condition for q1 holds:
∣∣qˆ1(ξ,η)∣∣= |qˆ(ξ,η)|(
1+ |ξ |2)3(1+ |η|2)3  C(1+ |ξ |2)−1(1+ |η|2)−1.
By induction, we have
∣∣DNqˆ1(ξ,η)∣∣ C(1+ |ξ |2)−1(1+ |η|2)−1 ∈ L2(R2ξ × R2η)
for any integer N  0. Therefore, applying the Plancherel Theorem, we have (1+|y|N +|z|N )q1(y, z) ∈
L2yz , which readily implies
(
1+ |y| + |z|)lq1(y, z) = (1+ |y| + |z|)l−N · (1+ |y| + |z|)Nq1(y, z) ∈ L1(R2y × R2z)
for suitably large N . 
To prove Proposition 4.1, we note that (4.16) is a direct consequence of (4.15) and therefore it
suﬃces to prove (4.15) alone. We then show the following estimate that serves as a slightly stronger
version of (4.15): for any kernel q(y, z) satisfying the growth condition (A.1), there exists a constant
C independent of f , g such that
∥∥(1+ t + |x|)Γ β [ f ,q, g]∥∥Lpx  C ∑
i+ j=|β|
min
{‖ f ‖
H
i+γ
Γ
|g| j+6,−1, | f |i+6,−1‖g‖H j+γΓ
}
(A.3)
where γ = 6 if p = 2 or γ = 8 if p = ∞.
We prove (A.3) by induction.
Step 1. Set |β| = 0. Upon integrating by parts, the left-hand side of (A.3) becomes
∥∥(1+ t + |x|)[ f ,q, g]∥∥Lpx = ∥∥(1+ t + |x|)[ f1,q1, g1]∥∥Lpx (A.4)
where q1 is deﬁned in (A.2) and
f1(t, y) := (1− y)3 f (t, y), g1(t, z) := (1− z)3g(t, z).
It follows from (A.4) that we have
∥∥(1+ t + |x|)[ f ,q, g]∥∥Lpx
=
∥∥∥∥(1+ t + |x|) ∫
2 2
f1(t, x− y)q1(y, z)g1(t, x− z)dy dz
∥∥∥∥
LpxR ×R
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∥∥∥∥ ∫
R2×R2
∣∣(1+ t + |x− y|) f1(t, x− y)q1(y, z)g1(t, x− z)∣∣dy dz∥∥∥∥
Lpx
+
∥∥∥∥ ∫
R2×R2
∣∣ f1(t, x− y)yq1(y, z)g1(t, x− z)∣∣dy dz∥∥∥∥
Lpx

∣∣(1+ t + |y|) f1(t, y)∣∣L∞y ∥∥q1(y, z)∥∥L1yz∥∥g1(t, z)∥∥Lpz
+ ∣∣ f1(t, y)∣∣L∞y ∥∥yq1(y, z)∥∥L1yz∥∥g1(t, z)∥∥Lpz ,
where we used Young’s inequality.
Combed with Proposition A.1 (and Sobolev inequality if p = ∞), the above estimate leads to∥∥(1+ t + |x|)[ f ,q, g]∥∥Lpx  C | f1|0,−1‖g1‖Lp  C | f |6,−1‖g‖HγΓ .
The same estimate holds if we switch f and g . Thus, we proved (A.3) for |β| = 0.
Step 2. Suppose (A.3) is true for all (n − 1)-th order vector ﬁelds. Now pick any n-th order vec-
tor ﬁeld Γ β := Γ β ′Γ 1 where |β ′| = n − 1 and Γ 1 ∈ {∂t, ∂1, ∂2, t∂1 + x1∂t , t∂2 + x2∂t , x1∂2 − x2∂1}. By
product rule and the deﬁnition of normal forms (4.5), for any ∂ ∈ {∂t , ∂1, ∂2}, we have
∂[ f ,q, g] = [∂ f ,q, g] + [ f ,q, ∂ g],
t∂[ f ,q, g] = [t∂ f ,q, g] + [ f ,q, t∂ g],
xi∂[ f ,q, g] =
([
xi∂ f (t, x),q(y, z), g(t, x)
]+ [∂ f (t, x), yiq(y, z), g(t, x)])
+ ([ f (t, x),q(y, z), xi∂ g(t, x)]+ [ f (t, x), ziq(y, z), ∂ g(t, x)]),
which immediately implies that
Γ β [ f ,q, g] = Γ β ′([Γ 1 f ,q, g]+ [ f ,q,Γ 1g])
+ Γ β ′
2∑
i=0
2∑
j=1
Cij
([∂i f , y jq, g] + [ f , z jq, ∂i g]). (A.5)
Here, the kernels are q(y, z), y jq(y, z), z jq(y, z), all satisfying the growth condition (A.1). Therefore,
the inductive hypothesis is true and we apply (A.3) with |β ′| = n − 1 on (A.5) to conclude that (A.3)
also holds for |β| = n. This ﬁnishes the proof for (A.3).
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