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Abstract
We study almost Ka¨hler manifolds whose curvature tensor satisfies the second curvature condi-
tion of Gray (shortly AK2). This condition is interpreted in terms of the first canonical Hermitian
connection. It turns out that this condition forces the torsion of this connection to be parallel
in directions orthogonal to the Ka¨hler nullity of the almost complex structure. We prove a local
structure result for AK2 manifolds, showing that the basic pieces are manifolds with parallel tor-
sion and special almost Ka¨hler manifolds, a class generalizing, to some algebraic extent, the class
of 4-dimensional AK2-manifolds. In the case of parallel torsion, the Einstein condition and the
reducibility of the canonical Hermitian connection is studied.
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1 Introduction
An almost Ka¨hler manifold (shortly AK) is a Riemannian manifold (M2n, g), together
with a compatible almost complex structure J , such that the Ka¨hler form ω = g(J ·, ·)
is closed. Hence, almost Ka¨hler geometry is nothing else that symplectic geometry
with a prefered metric and complex structure. Since symplectic manifolds often arise
in this way is rather natural to ask under which conditions on the metric we get
integrability of the almost complex J . In this direction, a famous conjecture of S.
∗MSC 2000 : 53B20, 53C25
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I. Golberg asserts that every compact, Einstein, almost Ka¨hler manifold is, in fact,
Ka¨hler. At our present knowledge, this conjecture is still open. Nevertheless, they
are a certain number of partial results, supporting this conjecture. First of all, K.
Sekigawa proved [18] that the Goldberg conjecture is true when the scalar curvature
is positive. We have to note that the Golberg conjecture is definitively not true with
the compacity assumption removed. In fact, there are Hermitian symmetric spaces of
non-compact type of any complex dimension n ≥ 3 admitting almost Ka¨hler struc-
tures commuting with the invariant Ka¨hler one [4]. Not that, at the opposite, the
real hyperbolic space of dimension at least 4 do not admits, even locally, orthogonal
almost Ka¨hler structures [17, 8]. In dimension 4, examples of local Ricci flat almost
Ka¨hler metrics are constructed in [3, 8, 15] . In the same paper, a potential source
of compact almost Ka¨hler, Einstein manifolds is considered, namely those compact
Ka¨hler manifolds whose Ricci tensor admits two distinct, constant eigenvalues; in-
tegrability is proven under certain positivity conditions. The rest of known results,
most of them enforcing or replacing the Einstein condition with some other natu-
ral curvature assumption are mainly in dimension 4. To cite only a few of them, we
mention the beautiful series of papers [5, 2, 6] giving a complete local and global class-
fication of almost Ka¨hler manifolds of 4 dimensions satisfying the second and third
Gray condition on the Riemannian curvature tensor. Other recent results, again in
4-dimensions, are concerned with the study of local obstructions to the existence of
Einstein metrics [8], ⋆-Einstein metrics [16], etc.
In this paper our main object of study will be the class of almost Ka¨hler manifolds
satisfying the second curvature condition of Gray. To the best of our knowledge,
the only classification available at present is that of [5] where it is shown that every
4-dimensional almost Ka¨hler manifold satisfying the second curvature condition of
Gray is locally isometric to the unique 3-symmetric space of 4 dimensions. Some
classes of examples are also known, such as twistor spaces over quaternionic-Ka¨hler
manifolds of negative scalar curvature [10, 1].
Our approach to the study of the class of almost Ka¨hler manifolds satisfying the
second Gray curvature condition (shortly AK2) will be directed from the point of
view of the canonical Hermitian connection. Actually, we are going to study the
geometric as well as the algebraic effects of the second curvature condition of Gray
over the torsion of the last mentioned connection. The main result of the present
paper, giving a local structure theorem concerning almost Ka¨hler manifolds in the
class AK2 is the following
Theorem 1.1 Let (M2n, g, J) be an almost Ka¨hler manifold in the class AK2. Let
U be an open set where the Ka¨hler nullity has constant rank. Then there is an open
dense (with respect to the induced topology) set D in U such that around each point
of D the manifold M is locally the Riemannian product of a almost Ka¨hler manifold
whose first canonical connection has parallel torsion and a special AK2-manifold.
The precise definition of special AK2 manifolds is given at the end of the section 4.
They are those supporting almost Ka¨hler structures for which the integral manifolds
of the distribution orthogonal to the Ka¨hler nullity are Ka¨hler, with respect to the
induced structure. Note that algebraically (see definition 4.1 for details) this property
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is automatically satisfied in 4-dimensions.
Theorem 1.1 shows that the study of the torsion of an almost Ka¨hler manifold of
class AK2 reduces, in the local sense precised below, to the study of the structure of
the torsion of a special almost Ka¨hler manifold.
Concerning almost Ka¨hler manifolds with parallel torsion, and in connection with
the existence problem of Einstein almost-Ka¨hler metrics, we are able to prove the
following:
Theorem 1.2 For every almost Ka¨hler manifold with parallel torsion the holonomy
representation of the canonical Hermitian connection is reducible, in the real sense.
Furthermore, if such a manifold is Einstein, then it has to be Ka¨hler.
It follows that an Einstein AK2 manifold is locally the product of a Ka¨hler Einstein
manifold and an Einstein special AK2-manifold. Note the difference with nearly-
Ka¨hler manifolds where many Einstein homogenenous examples exist (see [14]).
Our paper is organised as follows. In section 2 we recall some general, well known
facts of almost Ka¨hler geometry. In section 3, the main technical ingredient of this
paper is proved: using the first canonical Hermitian connection we give an interpre-
tation of the second Gray condition on curvature in terms of the torsion of the last
mentioned connection. Namely, we show that the associated (bundle valued) 1-form
has to be closed. We study this condition using some standard methods and we prove
that the torsion of the canonical Hermitian connection has to be parallel in directions
orthogonal to the Ka¨hler nullity of the almost complex structure. Note that this
result continues to hold in the more general case of quasi-Ka¨hler manifolds satisfying
the second Gray condition on curvature.
In section 4 we obtain a preliminary decomposition result of the distribution or-
thogonal to the Ka¨hler nullity. We use the first Bianchi identity for the canonical
Hermitian connection coupled with the almost Ka¨hler condition and in presence of
the partial parallelism established in section 3 in order to obtain informations about
the algebraic structure of the torsion. Note that in the case of nearly Ka¨hler geometry,
and for an arbitrary holonomy decomposition this approach was sufficient to extract
all necessary algebraic information about the torsion of the canonical Hermitian con-
nection (see [14]). The additional difficulties one has to face in the AK2 case are due
on the one hand to the fact that we have only a partial parallelism for the torsion and
on the other hand to the fact that the almost Ka¨hler condition (viewed algebraically
on the first jet of the almost complex structure) is more complicated than the nearly
Ka¨hler one.
The decomposition mentioned below is brought to its final form, leading to the
proof of theorem 1.1 in section 5. Here we start from the second Bianchi identity
for the canonical Hermitian connection in order to obtain structural properties of
the Hermitian curvature tensor. The latter are used to decide which parts of the
decomposition of the distribution orthogonal to the Ka¨hler nullity arising from the
the algebraic study of section 4 cannot geometrically occur.
Finally, in section 6, a proof of the theorem 1.2 is given, by applying Sekigawas’s
formula (in fact its pointwise version develloped in [4]) to the particular case of parallel
3
torsion.
2 Preliminaries
Let us consider an almost Hermitian manifold (M2n, g, J), that is a Riemannian
manifold endowed with a compatible almost complex structure. We denote by ∇ the
Levi-Civita connection of the Riemannian metric g. Consider now the tensor ∇J , the
first derivative of the almost complex structure, and recall that for all X in TM we
have that ∇XJ is a skew-symmetric (with respect to g) endomorphism of TM , which
anticommutes with J . The tensor ∇J can be used to distinguish various classes of
almost Hermitian manifolds. For example, (M2n, g, J) is quasi-Ka¨hler iff
∇JXJ = −J∇XJ
for all X in TM . If ω = g(J ·, ·) denotes the Ka¨hler form of the almost Hermitian
structure (g, J), we have an almost Ka¨hler structure iff dω = 0. We also recall the
well known fact that almost Ka¨hler manifolds are always quasi-Ka¨hler.
The almost complex structure J defines a Hermitian structure if it is integrable,
that is the Nijenhuis tensor NJ defined by
NJ(X, Y ) = [JX, JY ]− [X, Y ]− J [X, JY ]− J [JX, Y ]
for all vector fields X and Y on M vanishes. This is also equivalent to
∇JXJ = J∇XJ
whenever X is in TM . Therefore, an almost Ka¨hler manifold which is also Hermitian
must be Ka¨hler.
In this paper we will deal mainly with almost Ka¨hler (AK for short)-manifolds,
altough we will autorize us short excursions to the quasi-Ka¨hler class. We begin to
recall some basic facts about the various notions of Ricci tensors. In the rest of this
section (M2n, g, J) will be an AK manifold.
Let Ric be the Ricci tensor of the Riemannian metric g. We denote by Ric′ and
Ric′′ the J-invariant resp. the J-anti-invariant part of the tensor Ric. Then the Ricci
form is defined by
ρ =< Ric′J ·, · > .
We define the ⋆-Ricci form by
ρ⋆ =
1
2
2n∑
i=1
R(ei, Jei)
where {ei, 1 ≤ i ≤ 2n} is any local orthonormal basis in TM . Note that ρ
⋆ is not, in
general, J-invariant. The ⋆-Ricci form is related to the Ricci form by
2.1 ρ⋆ − ρ = 1
2
∇⋆∇ω.
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The (classical) proof of this fact consists in using the Weitzenbo¨ck formula for the
harmonic 2-form ω. Taking the scalar product with ω we obtain :
s⋆ − s =
1
2
|∇J |2
where the ⋆-scalar curvature is defined by s⋆ = 2 < R(ω), ω >
We now come to properties of the curvature tensor of an almost Ka¨hler manifold.
Recall first that we have the decomposition :
Λ2(M) = Λ1,1(M)⊕ Λ2
−
(M)
into J-invariant and J-anti-invariant parts, where the action of J on a two form α is
given by (Jα)(X, Y ) = α(JX, JY ) for all X, Y . Then the real vector bundle Λ2−(M)
has a complex structure J defined by (Jα)(X, Y ) = −α(JX, Y ).
Let R be the curvature tensor of the metric g, with the convention that R(X, Y ) =
∇[X,Y ] − [∇X ,∇Y ] for all vector fields X and Y on M . Let now R˜ be the component
of R acting trivially on Λ1,1(M). It is defined by :
R˜(X, Y, Z, U) =
1
4
(R(X, Y, Z, U)−R(JX, JY, Z, U)−R(X, Y, JZ, JU)+R(JX, JY, JZ, JU)).
Now, R˜ decomposes further as R˜ = R˜′ + R˜′′ where R˜′ and R˜′′ are the components of
R˜ commuting, resp. anticommuting with J . Explicitely, we have :
R˜′′(X, Y, Z, U) = 1
8
(
R(X, Y, Z, U)−R(JX, JY, Z, U)− R(X, Y, JZ, JU) +R(JX, JY, JZ, JU)
−R(X, JY, Z, JU)− R(JX, Y, Z, JU)− R(X, JY, JZ, U)−R(JX, Y, JZ, U)
and
R˜′(X, Y, Z, U) = 1
8
(
R(X, Y, Z, U)−R(JX, JY, Z, U)− R(X, Y, JZ, JU) +R(JX, JY, JZ, JU)
+R(X, JY, Z, JU) +R(JX, Y, Z, JU) +R(X, JY, JZ, U) +R(JX, Y, JZ, U)
)
for all X, Y, Z, U in TM . An important information about this tensors is given by an
identity of A. Gray from [12], page 604, Cor.4.3 :
2.2 R˜′(X, Y, Z, U) = −1
4
< (∇XJ)Y − (∇Y J)X, (∇ZJ)U − (∇UJ)Z > .
We will now give an important formula, which can be interpreted as an obstruction
to the existence of almost Ka¨hler, non-Ka¨hler structures.
Proposition 2.1 [4] Let (M2n, g, J) be an almost Ka¨hler manifold. Then the follow-
ing holds :
∆(s⋆ − s) = −4δ(Jδ(JRic′′)) + 8δ(< ρ⋆,∇·ω >) + 2|Ric
′′|2
+4 < ρ,Φ−∇⋆∇ω > −|Φ|2 − |∇⋆∇ω|2 − 8|R˜′′|2.
Here, the semi-positive 2-form Φ is defined by
Φ(X, Y ) =< ∇JXω,∇Yω > .
and δ denotes co-differentiation with respect to ∇, acting on 1-forms and 2-tensors.
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3 Gray’s curvature conditions
This section is dedicated to interpret some of the well known conditions on the cur-
vature tensor of an almost Hermitian manifold in terms of the torsion of the first
canonical Hermitian connection. We begin by recalling how one can distinguish sev-
eral classes of almost Hermitian manifolds by ”the degree of ressemblance” of their
Riemannian curvature tensor with the curvature tensor of a Ka¨hler manifold.
Let (M2n, g, J) be an almost Hermitian manifold. Let R be the Riemannian curva-
ture tensor of the metric g. Then the following classes of almost Hermitian manifolds
appear in a natural way [12]:
(G1) : R(X, Y, JZ, JU) = R(X, Y, Z, U)
(G2) : R(X, Y, Z, U)− R(JX, JY, Z, U) = R(JX, Y, JZ, U) +R(JX, Y, Z, JU)
(G3) : R(JX, JY, JZ, JU) = R(X, Y, Z, U)
Using the first Bianchi identity it is a simple exercise to see that G1 ⇒ G2 ⇒ G3. It
is also clear that a Ka¨hler structure satisfies all the three conditions. Let us set now
some notations.
Following [12], let AK be the class of almost Ka¨hler manifolds. Then the class
AKi, 1 ≤ i ≤ 3 contains those almost Ka¨hler manifolds whose curvature tensor satis-
fies the condition (Gi). Obviously, we have the inclusions :
AK1 ⊆ AK2 ⊆ AK3.
Note that it was shown in [11] that locally AK1 = K, where K denotes the class of
Ka¨hler manifolds. The other inclusions are strict in dimensions 2n ≥ 6, as shows
the examples of [10], multiplied by Ka¨hler manifolds. In the same spirit, the class
AHi, 1 ≤ i ≤ 3 contains those almost Hermitian manifolds whose Riemannian curva-
ture tensor satisfies condition (Gi).
Let us consider the first canonical connection of the almost Hermitian manifold
(M2n, g, J) to be defined by :
∇XY = ∇XY + ηXY
whenever X, Y are vector fields onM , where ∇ is the Levi-Civita connection of g and
where, to save space, we setted ηXY =
1
2
(∇XJ)JY . We obtain a metric Hermitian
connection on M , that is ∇g = 0 and ∇J = 0. Recall that for each X in TM , ηX is
a skew-symmetric, J-anticommuting endomorphism of TM .
The torsion tensor of the canonical Hermitian canonical connection, to be denoted
by T is given by
TXY = ηXY − ηYX
for allX, Y in TM . Then by the torsion of the almost Hermitian manifold (M2n, g, J)
we will mean simply the torsion tensor of the canonical Hermitian connection.
For the almost Hermitian (M2n, g, J) be almost Ka¨hler one requires that the Ka¨hler
form ω(X, Y ) =< JX, Y > be closed. In our notations, this is equivalent to have
3.1 < TXY, Z >= − < ηZX, Y >
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for all X, Y and Z in TM . In the almost Ka¨hler context, this relation will be used
almost implicitely in the rest of this paper.
Let R(X, Y ) = −[∇X ,∇Y ] +∇[X,Y ] be the curvature tensor of the connection ∇.
Now a standard calculation involving the definitions yields to
3.2 R(X, Y )Z = R(X, Y )Z + [ηX , ηY ]Z−
[
d
∇
u(X, Y )
]
Z
where [
d
∇
u(X, Y )
]
Z = (∇Xη)(Y, Z)− (∇Y η)(X,Z) + ηTXYZ
for all vector fields X, Y, Z on M . Note that d
∇
u(X, Y ) is a J-anticommuting endo-
morphism of TM , whenever X, Y are tangent vectors to M .
Remark 3.1 In the formula (3.2), the notation u stands for the tensor η, considered
as a 1-form with values in the bundle Ω2(M). Then d
∇
, with its expression given
below, is the twisted differential acting on twisted one forms, when considering the
tangent bundle of M endowed with the connection ∇. Since our discussion is intended
to be self-contained and at the elementary level, we will keep things at the level of the
notation after (3.2).
The fact that∇ is a Hermitian connection implies thatR(X, Y, JZ, JU) = R(X, Y, Z, U).
Using this in formula (3.2), together with the skew-symmetry of the J-anticommuting
endomorphism ηX gives us :
3.3 R(X, Y, Z, U)− R(X, Y, JZ, JU) = 2
[
(d
∇
u)(X, Y )
]
(Z, U).
By the symmetry property of the Riemannian curvature we also deduce that
3.4 R(X, Y, Z, U)− R(JX, JY, Z, U) = 2
[
(d
∇
u)(Z, U)
]
(X, Y ).
Lemma 3.1 The almost Hermitian manifold (M2n, g, J) satisfies the condition (G3)
iff
3.5
[
(d
∇
u)(Z, U)
]
(X, Y ) =
[
(d
∇
u)(X, Y )
]
(Z, U).
Moreover, we have (d
∇
u)(JX, JY )+(d
∇
u)(X, Y ) = 0, hence d
∇
u defines a symmetric
endomorphism of Λ2−(M).
Proof :
We change Z and U in JZ and JU respectively in (3.4) and take the sum with (3.3).
Using the condition (G3), we get
[
(d
∇
u)(JZ, JU)
]
(X, Y ) = −
[
(d
∇
u)(X, Y )
]
(Z, U).
To obtain (3.5) we change again Z in JZ and U in JU and use that du
∇
(X, Y ) is
J-anticommuting. The rest is straighforward. 
This simple observation has a number of usefull consequences related to the alge-
braic symmetries of the tensor R.
Corollary 3.1 Let (M2n, g, J) be a quasi-Ka¨hler manifold in the class AH3 and let
X, Y, Z, U be vector fields on M . The following holds :
(i)
R(X, Y, Z, U)−R(Z, U,X, Y ) =< [ηX , ηY ]Z, U > − < [ηZ , ηU ]X, Y > .
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(ii) R(JX, JY ), Z, U) = R(X, Y, Z, U).
Proof :
Property (i) follows immediately from (3.2), the symmetry of Riemannian curvature
operator and lemma 3.1. Since R is a Hermitian connection we have R(Z, U, JX, JY ) =
R(Z, U,X, Y ), hence (ii) follows from (i) and the quasi-Ka¨hler condition on the tensor
η. 
Note that the previous corollary is well known for nearly-Ka¨hler manifolds (see
[13] for instance). Also note that property (i) holds in fact for any almost Hermitian
manifold in the class AH3.
We can have now a clearer understanding of the tensor R˜′′ appearing in the Seki-
gawa’s formula (see proposition 2.1) in terms of the torsion of the canonical Hermitian
connection.
Corollary 3.2 Suppose that (M2n, g, J) belongs to the class AK3. Then :
R˜′′(X, Y, Z, U) =< (∇Xη)(Y, Z)− (∇Y η)(X,Z), U >
whenever X, Y, Z, U belongs to TM .
Proof :
This is a simple computation involving the definition of the tensor R˜′ (see section 2)
and lemma 3.1. It will be left to the reader.
With this preliminaries in mind, we are going to show that quasi-Ka¨hler manifolds
in the class AH2 have a particularly nice description in terms of the torsion.
Proposition 3.1 Let (M2n, g, J) be a quasi-Ka¨hler manifold. Then M satisfies con-
dition (G2) iff
3.6 (∇Xη)(Y, Z) = (∇Y η)(X,Z)
whenever X, Y, Z are in TM . In particular :
3.7 (∇JXη)(JY, Z) + (∇Xη)(Y, Z) = 0.
Proof :
Using (3.3) and (3.4) it is straightforward to see that condition (G2) is equivalent
with
3.8
[
(d
∇
u)(Z, U)
]
(X, Y ) =
[
(d
∇
u)(JX, Y )
]
(JZ, U)
Expanding the right hand side of this equation and taking into account that (M2n, g, J)
is quasi-Ka¨hler gives
3.9
[
(d
∇
u)(Z, U)
]
(X, Y ) =
< (∇JXη)(JY, Z), U > + < (∇Y η)(X,Z), U > + < ηTXYZ, U >=
< (∇JXη)(JY, Z) + (∇Xη)(Y, Z), U > −
[
(d
∇
u)(X, Y )
]
(Z, U) + 2 < ηTXY Z, U > .
But M equally satisfies condition (G3), hence using (3.5) in (3.9) we obtain
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3.10
2
[
(d
∇
u)(X, Y )
]
(Z, U)− 2 < ηTXYZ, U >=
< (∇JXη)(JY, Z), U > + < (∇Xη)(Y, Z), U > .
But the right side of this equation, viewed as a tensor in X and Y is J-invariant,
whilst the right hand side is J-antiinvariant. Therefore, both have to vanish and this
finishes the proof 
Remark 3.2 From the previous proposition we deduce that quasi-Ka¨hler, class AH2-
manifolds have to satisfay the algebraic constraint :
< ηTXY U,W >=< ηTUWX, Y > .
Indeed, this follows immediately from (3.6) and lemma 3.1. Note also that this rela-
tion is automatically satisfied in both nearly Ka¨hler and almost Ka¨hler cases.
Using (3.1) we obtain that for a quasi-Ka¨hler manifold in the class AH2, the difference
between the curvature of the canonical Hermitian connection and the Riemannian
curvature tensor is simply expressed by :
3.11 R(X, Y )Z = R(X, Y )Z + [ηX , ηY ]Z − ηTXY Z
for all vector fields X, Y, Z on M . Note that this difference behaves as the torsion of
the canonical Hermitian was parallel.
Since ∇ is a connection with torsion it is natural to expect proposition 3.1 have
further consequences. We will show that it is actually the case, but we have to prove
first a preparatory lemma.
Lemma 3.2 Let (M2n, g, J) be a quasi-Ka¨hler manifold in the class AH2. Then for
all vector fields X, Y, Z on M we have :
3.12 σX,Y,Z
(
[R(X, Y ), ηZ ]− ηR(X,Y )Z
)
+ σX,Y,Z (∇TXY η)(Z, ·) = 0
where σ denotes the cyclic sum.
Proof :
Starting from (∇Y η)(Z, U) = (∇Zη)(Y, U) we obtain after derivating in the direction
of the vector field X that : (∇
2
X,Y η)(Z, U) = (∇
2
X,Zη)(Y, U). It is elementary to get
then :
σX,Y,Z
[
(∇
2
X,Y η)(Z, U)− (∇
2
Y,Xη)(Z, U)
]
= 0.
Using the Ricci identity for the connection with torsion ∇ (see [9] for instance) we
arrive at :
σX,Y,Z (R(X, Y )η)(Z, U) + σX,Y,Z (∇TXY η)(Z, U) = 0.
We end the proof by recalling that the action of the curvature on η is explicitely given
by :
(R(X, Y )η)(Z, ·) = [R(X, Y ), ηZ ]− ηR(X,Y )Z .

The following result will is the starting point of the whole discussion of AK2 ge-
ometry in this paper.
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Proposition 3.2 Let (M2n, g, J) be a quasi-Ka¨hler manifold in the class AH2. Then
we have :
3.13 ∇TXY η = 0
whenever X and Y belong to TM .
Proof :
Replacing in (3.12) X, Y, Z by JX, JY, JZ respectively we obtain
σX,Y,Z
(
[R(JX, JY ), ηJZ ]− ηR(JX,JY )JZ
)
+ σX,Y,Z (∇TJXJY η)(JZ, ·) = 0
Now, η(JU, ·) = −Jη(U, ·) for all U in TM , and it follows that
−JσX,Y,Z
(
[R(JX, JY ), ηZ ]− ηR(JX,JY )Z
)
+ JσX,Y,Z (∇TXY η)(Z, ·) = 0.
Using now corollary 3.1, (ii) we get σX,Y,Z (∇TXY η)(Z, ·) = 0, or in expanded version
:
3.14 (∇TXY η)(Z, ·) + (∇TY Zη)(X, ·) + (∇TZXη)(Y, ·) = 0.
It is clear that at Z fixed, the first term of (3.14) is J-anti-invariant. Now, (∇TJY Zη)(JX, ·) =
−(∇JTY Zη)(JX, ·) = (∇TY Zη)(X, ·) by (3.7), hence the last two terms of (3.14) are
J-invariant. This clearly ends the proof of the proposition. 
4 A first decomposition result
In this section we will analyse some important geometric consequences of the propo-
sition 3.2 established in the last section in the particular context of almost Ka¨hler
geometry. Our main object of study will be an almost Ka¨hler manifold (M2n, g, J)
belonging to the class AK2.
Let us first set a notational convention, to be used intensively in the present and the
next section and intended to improve presentation. If E and F and vector subbundles
of TM and Q is a tensor of type (2, 1), we will denote by Q(E, F ) (or QEF ) the
subbundle of TM generated by elements of the form Q(u, v) where u belongs to E
and v is in F . We will also denote by < E,F > the product of two generic elements
of E and F respectively.
An important object associated with an almost Ka¨hler manifold is its Ka¨hler
nullity. This is the vector bundle H over M defined at a point m of M by Hm =
{v ∈ TmM : ∇vJ = 0}. We also define V to be the orthogonal complement of H in
TM . Using the almost Ka¨hler condition (3.1) it is easy to see that at each point of
M we have that V is generated by elements of the form TXY,X, Y in TM , in other
words
V = T (TM, TM).
Hence, we have an orthogonal, J-invariant decomposition
4.1 TM = V ⊕H.
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Note that, a priori, H need not to have constant rank over M . However, this is true
locally, in the following sense. Call a point m of M regular if the rank of η attains
a local maximum at m. Using standard continuity arguments, it follows that around
each regular point, the rank of η, and hence that ofH is constant in some open subset.
It is also easy to see that the set of regular point is dense in M , provided that the
manifod is connected. As we are concerned with the local (in some neighbourhod of a
regular point ) structure of AK2 -manifolds we can assume, without loss of generality,
that H has constant rank over M . This assumption will be made in the whole rest
of this paper.
Let us examine now some elementary properties of the decomposition (4.1).
Lemma 4.1 (i) ∇VX belongs to H for all V in V and X in H.
(ii) ∇VW belongs to V if V,W are in V.
Proof :
(i) We know by (3.13) that (∇V η)(X,U) = 0 for all U in TM . Since ηX = 0 this
gives η
∇V X
U = 0 and the proof is finished. Now, (ii) is a straightforward consequence
of (ii). 
As an immediate consequence we obtain our first information concerning the nature
of the distributions V and H .
Corollary 4.1 Both distributions V and H are integrable.
Proof :
The integrability of V follows directly from lemma 4.1, (ii) and the fact that T (V,V) ⊆
V. To prove the integrability of H we use that (∇Xη)(Y, U) = (∇Xη)(Y, U) for all
X, Y in H and U in TM (see proposition 3.1). Since T (H,H) = 0, this is equivalent
to η[X,Y ]U = 0 and this implies readily that [X, Y ] belongs to H . 
Note that in the context of quasi-Ka¨hler AH2 manifolds it is already known [12]
that H is an integrable distribution, over each open subset ofM where it has constant
rank.
Lemma 4.2 For all vector fields V,W belonging to V and X, Y in H respectively we
have :
(i) R(V,W )η = 0.
(ii) [R(X, Y ), ηV ] = ηβV (X,Y ), where βV (X, Y ) = ηηV YX − ηηV XY .
Proof :
(i) We know that ∇η vanishes in vertical directions (cf. 3.13). By derivation, and
taking into account lemma 4.1, (ii) the result follows.
(ii) We use (3.12) actualized by (3.13). We have :
[R(X, Y ), ηV ] + [R(Y, V ), ηX ] + [R(V,X), ηY ] = ηR(X,Y )V+R(Y,V )X+R(V,X)Y .
Now the last two terms of the first member are clearly vanishing and the use of the
first Bianchi identity for ∇ yields after a short computation to the claimed result. 
We are now going to obtain a first decomposition of the vector bundle V having
good algebraic properties with respect to the torsion tensor T . Define a subbbundle
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V0 of V by setting
V0 = T (V,V)
and let V1 be its orthogonal complement in V. In fact, V1 can be considered as the
Ka¨hler nullity of the foliation induced by V with respect to the induced almost Ka¨hler
structure. More precisely, define a tensor
ηˆ : V × V → V by ηˆvw = (ηvw)V .
Then we have V1 = {v ∈ V : ηˆvV = 0}. In other words, we have ηV1V ⊆ H and this
implies that T (V1,V1) = 0. Note that ηˆ completely determines the torsion over V,
that is ηˆvw − ηˆwv = T (v, w) for all v, w in V. This follows from T (V,V) ⊆ V.
In the subsequent, we will assume that the subbundle V0 has constant rank over
M . As our study is purely local and we have already assumed that H has constant
rank over M , there is no loss of generality since V0 has constant rank around each
point of some open dense subset of M .
Remark 4.1 In the subsequent we will treat the distribution V as it were an almost
Ka¨hler manifold with parallel torsion and V1 its Ka¨hler nullity. This approach is
motivated by the simple observation that the integral manifolds of V with respect to
the induced metric and almost complex structure are almost Ka¨hler manifolds with
parallel torsion. Moreover, one can see that the first canonical Hermitian connection
of such an integral manifold, coincides with the restriction of ∇.
The point of departure of our study is the following :
Lemma 4.3 The orthogonal decomposition V = V0⊕V1 is J–invariant and ∇-parallel
inside V.
Proof :
From (3.13) we get that ∇V T = 0 for all V in V. A routine use of lemma 4.1, (ii)
and of the definition of V′ yields now to the parallelism of V0 and hence to that of V1
inside V. 
In the following lemma we show that the existence of such a decomposition gener-
ates strong algebraic restrictions involving the tensors T and ηˆ.
Lemma 4.4 (i) Suppose that we have an orthogonal, J-invariant, decomposition V =
D1 ⊕D2 where the distributions D1 and D2 are J-invariant and ∇-parallel inside V.
Then we have :
R(v1, w1, w, w2) = − < Tw1w, ηˆw2v1 > − < Twv1, ηˆw2v1 >
for all v1, w1 in D1, w in V and w2 in D2.
(ii) under the assumptions in (i) we have ηˆD2T (D1, D1) = 0.
(iii) R(v, w, v1, w1) = 0 for all v, w in V0 and v1, w1 in V1.
(iv) for all vi, 1 ≤ i ≤ 4 in V we have :
R(v1, v2, v3, v4)− R(v3, v4, v1, v2) =< [ηˆv1 , ηˆv2 ]v3, v4 > − < [ηˆv3 , ηˆv4 ]v1, v2 > .
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Proof :
We will prove (i) and (ii) in the same time. Using the first Bianchi identity for the
connexion ∇, we get :
R(v1, w1, w, w2) +R(w1, w, v1, w2) +R(w, v1, w1, w2)+
< Tv1w1, ηw2w > + < Tw1w, ηw2v1 > + < Twv1, ηw2w1 >= 0.
Now the second and the third term below vanish since D1, D2 are ∇-parallel inside
V. Using that R(Jv1, Jw1, w, w2) = R(v1, w1, w, w2) and the J-invariance properties
of the tensor T it follows easily that < Tv1w1, ηw2w >= 0. Hence < Tv1w1, ηˆw2w >= 0
and since w in V was chosen arbitrary we get (ii). The proof of (i) is now straight-
forward.
To prove (iii) we take D1 = V0, D2 = V1 in (i) and use that V1 is the Ka¨hler nullity
of ηˆ. Finally, for the proof of (iv) we use corollary 3.1, (i) and the fact that the tensor
ηH defined by ηHv w = (ηvw)H is symmetric for all v, w in V (this is a consequence of
the fact that the torsion is concentrated in V). 
We are now able to prove our first decomposition result as follows.
Proposition 4.1 The subbundle V0 admits an orthogonal, J-invariant decomposition
V0 =W1 ⊕W2
which is ∇-parallel inside V and has the following algebraic properties :
(i) W1 = T (W1,W1)
(ii) ηˆW1W2 = ηˆW2W1 = 0
(iii) ηˆW2W2 ⊆ V1.
(iv) ηˆW2V1 = W2.
Proof :
We define W1 = T (V0,V0) and let W2 be the orthogonal complement of W1 in V0. It
is clear that Wi, i = 1, 2 are J-invariant and ∇-parallel inside V. Hence, we have a
∇-parallel decomposition (inside V)
V =W1 ⊕ (W2 ⊕ V1).
Using lemma 4.4, (ii) with D1 = W1, D2 = W2 ⊕ V1 we get ηˆW1T (W2,V1) = 0 hence
4.2 ηˆW1 ηˆW2V1 = 0
since ηˆV1V = 0. It follows that
< ηˆW2V1, ηˆW1W2 >= 0.
Now, the definition of W2 implies that < W2, T (V0,V0) >= 0 and the use of the
almost Ka¨hler condition (3.1) gives :
4.3 ηˆW2V0 ⊆ V1.
In particular, ηˆW2W1 ⊆ V1. Then < ηˆW2V1, ηˆW2W1 >= 0 since the vanishing of the tor-
sion on V1 implies that ηˆW2V1 is orthogonal to V1. We deduce that< ηˆW2V1, T (W1,W2) >=
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0, in other words ηˆW2T (W1,W2) is orthogonal to V1. But T (W1,W2) ⊆ W1 by the
definition of W1 and we saw that ηˆW2W1 ⊆ V1. It follows that
ηˆW2T (W1,W2) = 0.
Consider now the orthogonal, J-invariant and ∇-parallel (inside V) decomposition
V = W2 ⊕ (W1 ⊕ V1). Using again lemma 4.4, (ii) we get
ηˆW2T (W1,W1) = 0.
Now, since T (W2,W2) = 0 (this follows immediately from (4.3)) and by the definition
ofW1 we have thatW1 is generated by T (W1,W1) and T (W2,W1) and by the previous
discussion we obtain :
ηˆW2W1 = 0.
Therefore, the second half of property (ii) is now proven .
Now, ηˆW2V1 is orthogonal to W1, but we also know that it is orthogonal to V1 as
T (V1,V1) = 0. It follows that ηˆW2V1 ⊆ W2. Let define now E = ηˆW2V1 and let F be
the orthogonal complement of E in W2. Then ηˆW2F is orthogonal to V1 and then by
(4.3) we obtain that ηˆW2F = 0. Since T (W2,W2) = 0 we also have ηˆFW2 = 0. But
ηˆFV1 ⊆ E ⊆ W2 and then ηˆFV1 = 0. Or F is contained in W2 hence ηˆFW1 = 0. We
showed that ηˆFV = 0 and since F is contained in V0 it has to vanish.
We get that ηˆW2V1 = W2, proving the property (iv). Now using (4.2) we obtain
that ηˆW1W2 = 0 finishing the proof of (ii). Then T (W1,W2) = 0 and this implies that
W1 = T (W1,W1). Then (i) is also proved, and (iii) is an easy consequence of (ii) and
of vanishing of the torsion on W2. 
We end this section with the following definition.
Definition 4.1 Let (M2n, g, J) be in the class AK2. It is said to be special iff H is
of constant rank over M and (∇VJ)V = H.
From an intuitive point of view, special AK2 manifolds are those for which the integral
manifolds of the distribution V, the orthogonal of the Ka¨hler nullity are Ka¨hler. with
respect to the induced structure. Furthermore, the equality required in the definition
forbids product with Ka¨hler manifolds.
Remark 4.2 (i) Every 4-dimensional almost Ka¨hler manifold manifold is special in
the algebraic sense of definition 4.1 on the open set where its Nijenhuis tensor does
not vanish. This is a consequence of the fact that the vector bundle of J-anti-invariant
2-forms is, in this case, of real rank 2.
(ii) If (M2n, g, J) is a special AK2-manifold then it follows directly from the definition
that T (V,V) = 0. We also have
(∇VJ)H = V.
Indeed, if E is the orthogonal complement of (∇VJ)H in V then ηVF = 0. The
vanishing of the torsion on V implies then ηFV = 0. In other words, ηFH is orthogonal
to V and then it has to vanish. We showed that F is in fact contained in the Ka¨hler
nullity of (g, J) hence F = 0 and our assertion follows.
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5 Curvature properties
In this section we will examine the curvature tensor of a local AK2-manifold. After
proving some general properties we will show how the algebraic-geometric properties
of R can be used to obtain more information about the algebraic nature of the decom-
position given in proposition 4.1. Finally, this study will lead to the proof of theorem
1.1, which is given at the end of this section.
Throughout this section (M2n, g, J) will be an almost Ka¨hler manifold in the class
AK2. All the notations in the previous section will be used without further comment.
Lemma 5.1 Let Vi, 1 ≤ i ≤ 3 be in V and X in H. We have :
(i) R(V1, V2, V3, X) = 0
(ii) R(X, V1, V2, V3) = − < [ηV2 , ηV3 ]X, V1 >
(iii) (∇VR)(X, V1, V2, V3) = 0.
Proof :
(i) follows directly from lemma 4.1, (ii) and the integrability of V. To obtain (ii) one
uses the symmetry property of corollary 3.1, (i). Finally, (iii) follows by derivating
(ii) and taking into account that ∇VX belongs to H for all X in H and V in V and
the fact that ∇V η = 0. 
We will now use the second Bianchi identity for the canonical Hermitian connection
in order to get more information about the algebraic properties of ∇J with respect
to the decomposition (4.1).
Proposition 5.1 Let X, Vi, 1 ≤ i ≤ 4 be vector fields on H and V respectively. We
have :
(i)
5.1 R(ηV2X, V1, V3, V4)− R(ηV1X, V2, V3, V4) = − < [ηV3 , ηV4]X, TV1V2 > .
(ii) (∇XR)(V1, V2, V3, V4) = 0.
Proof :
Using the second Bianchi identity we obtain
(∇XR)(V1, V2, V3, V4) + (∇V1R)(V2, X, V3, V4) + (∇V2R)(X, V1, V3, V4)+
R(TXV1, V2, V3.V4) +R(TV1V2, X, V3, V4) +R(TV2X, V1, V3, V4) = 0.
Now, the second and the third terms of this equation are vanishing by lemma 5.1,
(iii). It is easy to see that the first term is J-invariant in V1 and V2 and that all
the remaining terms are J-anti-invariant in V1 and V2. Therefore, (ii) is proven and
we obtain : R(TXV1, V2, V3, V4) +R(TV1V2, X, V3, V4) +R(TV2X, V1, V3, V4) = 0. Since
T (V,V) ⊆ V it suffices now to use lemma 5.1, (ii) to conclude. 
An important consequence of the equation (5.1) is :
Corollary 5.1 We have
ηV1 ηˆV0V0 = 0.
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Proof :
Take V3 in V0, V4 in V1 and V1, V2 in V in equation (5.1). Since Vi, i = 0, 1 are
orthogonal and ∇-parallel inside V we have that
< [ηV3 , ηV4 ]X, T (V1, V2) >= 0.
for all X in H . Since by definition T (V,V) = V0 it follows that < [ηV3 , ηV4]X,U >= 0
for all U in V0. Now, ηV4(ηV3X) is in H since V4 is in V1 and ηV3X in V hence
< ηV4X, ηˆV3U >= − < ηV3ηV4X,U >= 0. In our notations, < ηV1H, ηˆV0V0 >= 0.
Then we get that ηV1 ηˆV0V0 is orthogonal to H . Or the definition of V1 ensures that
ηV1V is contained in H and our result follows. 
Using the previous corollary and equation (5.1) as main tools, we will proceed now
to the refinement of the decomposition given in proposition 4.1. More precisely, our
immediate objective will be to show that the space W2 occuring in the decomposition
given in proposition 4.1, must vanish. To proceed, consider the decomposition
V0 =W1 ⊕W2
and define E ′ = ηˆW2W2 ⊆ V1 and let E be the orthogonal complement of E
′ in V1.
Obviously, the decomposition V1 = E ⊕E
′ is J-invariant and ∇-parallel inside V.
Using corollary 5.1 we obtain some preliminary algebraic information as follows.
Lemma 5.2 We have :
ηE′H ⊆W2.
Proof :
By corollary 5.1, the fact that T (W1,W1) = W1 and the definition of E
′ we obtain
easily that
5.2 ηV1W1 = 0
and
5.3 ηV1E
′ = 0.
The second equation gives us ηEE
′ = ηE′E
′ = 0. Then we have that ηE′E is contained
in T (E,E ′) = 0 (since T (V1,V1) = 0) and thus it vanishes, showing that ηE′V1 = 0.
Hence ηE′H is orthogonal to V1 and by the first equation it is also orthogonal to W1
and our result follows. 
We will need now one more auxiliary lemma.
Lemma 5.3 We have :
(i)
R(v1, w1, v0, w0) = − < [ηˆv0 , ηˆw0]v1, w1 >
for all v1, w1 in V1 and v0, w0 in V0.
(ii) Define a symmetric tensor rˆ : V0 → V0 by setting
< rˆv0, w0 >=
∑
vk∈V1
< ηˆv0vk, ηˆw0vk >
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for all v0, w0 in V0 (here {vk} is an arbitrary local orthonormal basis in V1). Then rˆ
preserves W2 and the restriction of rˆ to W2 has no kernel.
(iii) Let U be in V such that
R(U, V1, V2, V3) = 0
for all V1 in E
′ and V2, V3 in V1. Then U ⊥ E
′.
Proof :
(i) It suffices to apply lemma 4.4, (iii) and (iv).
(ii) That W2 is preserved by rˆ follows directly by the fact that W2 is ∇-parallel
inside V. Let v in W2 be such rˆV = 0. Then the definition of rˆ implies directly
that ηˆvV1 = 0. It follows that ηˆvW2 is orthogonal to V1 and we know that it is also
contained in V1, since v belongs to W2 (cf. proposition 4.1, (iii)). Thus ηˆvW2 = 0,
and again the fact that v belongs to W2 yields ηˆvW1 = 0 (see proposition 4.1, (ii)).
Hence ηˆvV = 0, v is in W2 ⊆ V0 and this clearly implies the vanishing of v.
(iii) Using the symmetry formula of lemma 4.4, (iv) we obtain that
R(V2, V3, V1, U) = 0
for all V2, V3 in V1 and V1 in E
′. Let now v0, w0 be in W2. If {vk} is an orthonomal
basis in V1 then by lemma 4.2, (i) we have that :
5.4 R(vk, Jvk)ηv0w0 = ηR(vk,Jvk)v0w0 + ηv0(R(vk, Jvk)w0).
Now note that using point (i), one easily finds that
∑
vk∈V1
R(vk, Jvk)v = −2(rˆJ)v for
all v in V0. With this in mind, we project (5.4) on V and sum over k to find :
∑
vk∈V1
R(vk, Jvk)ηˆv0w0 = 2J
[
ηˆrˆv0w0 + ηˆv0(rˆw0)].
But elements of the form ηˆv0w0 generates, by definition, E
′ hence taking the scalar
product with U yields to < ηˆrˆv0w0 + ηˆv0(rˆw0), JU >= 0 for all v0, w0 elements of
W2. Since rˆ is positive without kernel on W2, by eventually considering its spectral
decomposition we deduce that JU (and then U) is orthogonal to ηˆW2W2 = E
′ and
the proof is finished. 
Based on these preparations we are now able to show the following.
Proposition 5.2 The subbundle V admits a orthogonal, J-invariant and ∇-parallel
(inside V)-decomposition :
V = V0 ⊕ V1
with V0 = T (V0,V0) and ηV1V0 = 0.
Proof :
We are going to show first that we must have E ′ = 0. Let us consider v0 in W2, w0
in E ′ and v1, v2 in V1 as well as X in H . Using proposition 5.1, (i) we obtain
R(ηv0X,w0, v1, v2)−R(ηw0X, v0, v1, v2) = − < [ηv1 , ηv2 ]X, Tw0v0 > .
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But ηw0X belongs (see lemma 5.2) to W2 ⊆ V0, hence the second term of the left
hand side vanishes by lemma 4.4, (iii), as well as the right hand side, since Tw0v0 is
in V whilst [ηv1 , ηv2 ]X is in H . We found that :
R(ηv0X,w0, v1, v2) = 0
for all w0 in E
′ and all v1, v2 in V1. Applying lemma 5.3, (iii), we obtain that ηv0H
is orthogonal to E ′, that is in our notations < ηW2H,E
′ >= 0. It follows that
ηW2E
′ ⊆ V = W1 ⊕W2 ⊕ V1. But ηˆW2W1 = 0, ηˆW2V1 = W2 (cf. proposition 4.1, (ii)
and (iv)) hence ηW2E
′ ⊆ W2. Or T (E
′,W2) ⊆ V hence it follows that ηE′W2 ⊆ V.
Since E ′ lies in V1, the definition of V1 implies ηE′W2 ⊆ H and we obtain that
ηE′W2 = 0. By means of lemma 5.2 this also implies ηE′H = 0. But using (5.2)
and (5.3) we obtain (because E ′ is contained in V1) that ηE′W1 = 0 and ηE′V1 = 0.
This means that E ′ is contained in H , the Ka¨hler nullity of (g, J) and we obtain that
E ′ = 0.
Now, ηˆW2W2 must vanish and it follows that ηˆW2V1 is orthogonal to W2. But we
already know (see proposition 4.1, (iv)) that the last mentioned spaces are in fact
equal, and then W2 = 0. It follows that W1 = V0 and the proof is now finished, where
the last assertion follows by (5.2). 
We will investigate now the geometrical properties of the decomposition in the
proposition 5.2, properties that will lead, once again, to a better understanding of its
algebraic structure.
Let we introduce the configuration tensor A : H ×H → V by setting :
∇XY = ∇˜XY + AXY
for all X, Y in H , where ∇˜XY denotes the orthogonal projection of ∇XY on H . The
tensor A is precisely the obstruction to the distribution H to be ∇- parallel. In a
similar way, we define B : H × V → H by
∇XV = ∇˜XV +BXV.
Because the connection ∇ is metric we have < BXV, Y >= − < V,AXY > for all
X, Y in H and V in V. Since H is integrable we have that A is symmetric, that is
AXY = AYX . It is also obvious that [AX , J ] = 0 for all X in H .
Lemma 5.4 (i) The distribution V0 is ∇-parallel.
(ii) Moreover we have that ηV0V1 = 0 and ηV1H = V1.
Proof :
(i) We begin by showing that the operator BX , X in H must vanish on V0. Indeed,
let us recall that (∇Xη)(V, ·) = (∇V η)(X, ·) = 0 for all X in H and V in V (see (3.6)
and (3.13)). IfW is in V it follows then easily that (∇XT )(V,W ) = 0. In other words
∇˜X(TVW ) +BX(TVW ) = T (∇XV,W ) + T (V,∇XW )
belongs to V and this implies the vanishing of BX on V0. Consider now V0,W0 in V0.
We have, for any X in H :
∇X(TV0W0) = T (∇XV0,W0) + T (V0,∇XW0)
= T (∇˜XV0,W0) + T (V0, ∇˜XW0).
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But V0 = T (V0,V0) = T (V0,V) and V0 is ∇-parallel insider V, hence (i) is proven.
(ii) We will show first that ηV1H = V1. Since ηV1V0 = 0 we have that ηV1H ⊆ V1.
Consider the decomposition V1 = E ⊕ F with ηV1H = E and F the orthogonal
complement of E in V1. From the definition of F it follows that ηV1F is orthogonal to
H and hence it vanishes (recall that ηV1V1 ⊆ H). Since T (V1,V1) = 0 it also follows
that ηFV1 = 0. This implies that ηFH , which a subspace of V1, is orthogonal to V1,
and hence ηFH = 0. Finally since ηFV0 = 0 (F lies in V1) we get that F is contained
in the Ka¨hler nullity of (g, J) and then, of course, F=0.
Now, by (i) we deduce that V1⊕H is a ∇-parallel distribution. Using an argument
similar to that of lemma 4.4, (ii) for the∇-parallel decomposition TM = V0⊕(V1⊕H)
we find that
ηV0T (V1, H) = ηV0ηV1H = 0.
Combining this with ηV1H = V1 finishes the proof of the lemma. 
The last step before proving the splitting theorem 1.1, consists in investigating
reducibility properties of the Ka¨hler nullity H . We need to introduce some notations.
For every X in H define a linear map :
γX : V1 → V1 by γXV = ηVX.
The maps γX are in relation with the curvature of H (with respect to the canonical
Hermitian connection), as showed in the following lemma.
Lemma 5.5 Let X, Y, Z be in H and V,W in V1. We have :
R(X, Y, ηVW,Z) = R(γZV,W,X, Y )+ < [[γX , γY ], γZ ]V,W >
Proof :
From lemma 4.2, (ii), we know that [R(X, Y ), ηV ]W = ηβV (X,Y )W , where, in our
present notations βV (X, Y ) = ηγY VX − ηγXV Y = [γX , γY ]V . Taking the scalar prod-
uct with Z yields after an easy calculation to the wanted result. 
Lemma 5.6 Suppose that H1 is a J-invariant, ∇-parallel distribution contained in
H. Let H2 be the orthogonal complement of H1 in H. Then the spaces ηV1H1 and
ηV1H2 are mutually orthogonal.
Proof :
LetX1 andX2 be inH1 andH2 respectively. Then the parallelism ofH1, together with
the symmetry property of R (see corollary 3.1, (i)) ensures that R(X1, X2, ηVW,Z) =
R(γZV,W,X1, X2) = 0 for all V,W in V1 and Z in H . Then, by the previous lemma
we obtain
[[γX1 , γX2], γZ ] = 0
for all Z in H . Taking Z = X1 we find that
γ2X1γX2 + γX2γ
2
X1
= 2γX1γX2γX1.
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We change now X2 in JX2 in the previous equation and take into account that
γJX = γXJ = −JγX . It follows that
γ2X1γX2 + γX2γ
2
X1
= −2γX1γX2γX1
hence we must have
γ2X1γX2 + γX2γ
2
X1
= γX1γX2γX1 = 0.
This easily implies that γ3X1γX2 = 0 and since γX is a symmetric operator for all X
in H (as a consequence of T (V,V) ⊆ V) we get that γX1γX2 = 0. But this fact is
equivalent to the orthogonality of the spaces ηV1H1 and ηV1H2, and the proof is now
finished. 
Proof of theorem 1.1 :
Let us define the distribution H1 to be H1 = (ηV0V0)H where the subscript denotes
orthogonal projection. We have then ηV0V0 = V0 ⊕ H1. As V0 is ∇-parallel, so is
ηV0V0, hence H1 must be ∇-parallel. Define now Wi = ηV1Hi, 1 ≤ i ≤ 2. Then
using lemma 5.6 and the fact that ηV1H = V1 we obtain a J-invariant and orthogonal
decomposition
V1 =W1 ⊕W2.
The orthogonality of W1 and W2 ensures, in the standard way, that ηW1W2 = 0 and
that ηW1H2 = ηW2H2 = 0. Let us show now that W1 is a ∇-parallel distribution. Let
X be in H and U,X1 be in W1 and H1 respectively. Then :
∇X(ηUX1) = ηU∇XX1 + η∇XUX1
belongs to ηW1H1 + ηTMX1 = W1, were we used the ∇-parallelism of H1. In the
same way it can be showed that W1 is ∇-parallel inside V. We get a ∇-parallel
decomposition :
TM = (V0 ⊕W1 ⊕H1)⊕ (W2 ⊕H2).
Using the behaviour of the tensor η with respect to this decomposition proven pre-
viously it follows that this splitting is in fact ∇-parallel. From the discussion below
it is now clear that the first factor gives rise to an AK-manifold with parallel torsion
and the second to a special AK2-manifold. 
6 On parallel torsion
In this section we will consider an almost Ka¨hler manifold (M2n, g, J) whose first
canonical connection has parallel torsion. Then proposition 3.1 tells us that (M2n, g, J)
naturally belongs to the class AK2. Our aim here is to show that in this setting that
metric cannot be Einstein if the J is not integrable. Along the way we will also
obtain some information about the holonomy of the canonical Hermitian connec-
tion. We will need first some preliminaries. At first, we define a symmetric tensor
r : TM → TM by < rX, Y >=
2n∑
i=1
< (∇eiJ)X, (∇eiJ)Y > for all X and Y in TM ,
where {ei, 1 ≤ i ≤ 2n} is an arbitrary local orthonomal basis of TM .
20
Lemma 6.1 For any AK-manifold with parallel torsion we have :
(i)
∇⋆∇ω = Φ0
where the 2-form Ψ is defined by Ψ(X, Y ) =< (rJ)X, Y >.
(ii) If {ei, 1 ≤ i ≤ 2n} is an arbitrary local orthonormal basis in TM we define the
2-form ρ by setting ρ =
2n∑
i=1
< R(ei, Jei)·, · >. Then we have :
ρ = 2ρ+
1
2
Ψ.
Proof :
(i) Let us recall the fact that (∇Xω)(Y, Z) =< (∇XJ)Y, Z > for all X, Y Z in TM .
Using this and the parallelism of the torsion, a simple algebraic computation which
will left to the reader yields to the desired result.
(ii) Follows immediately from formula (3.11) and (2.1). 
It is an easy exercise to show that the Ricci tensor is J-invariant in the presence of
parallel torsion. Furthermore, from lemma 6.1, (i) and (2.1) it also follows that the
Ricci-⋆ tensor is J-invariant.
Now, our key ingredient for proving theorem 1.2 consists in the following lemma,
whose first part is Sekigawa’s formula in the AK2 case and whose second part is a
relation complementary to Sekigawa’s coming from the parallelism of the torsion.
Lemma 6.2 We have :
(i)
4 < ρ,Φ−Ψ >= |Φ|2 + |Ψ|2
(ii)
4 < ρ,Φ +Ψ > + < Ψ,Φ+Ψ >= 0.
Proof :
(i) This is an immediate consequence of Sekigawa’s formula (see proposition 2.1),
actualized in the parallel torsion case. Indeed, we must have R˜′′ = 0 (see corollary
3.2). It also clear that s⋆ − s is a constant function. Then, using lemma 6.1, (i) in
Sekigawa’s formula we get the desired result.
(ii) Since the torsion is parallel, we have that R(X, Y ).η = 0 for all X, Y in TM . It
follows that ρ.η = 0 and taking the scalar product with Jη we obtain after an easy
computation that < ρ,Φ+Ψ >= 0. It suffices now to use lemma 6.1, (ii) to conclude.

We can prove the following proposition, which is nothing else that theorem 1.2 in
the introduction.
Proposition 6.1 Let (M2n, g, J) be almost Ka¨hle with parallel torsion. Then :
(i) If g is Einstein then J is integrable ;
(ii) If J is not integrable the connection ∇ has real reducible holonomy.
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Proof :
We prove both assertions in the same time. Let us suppose that we have
6.1 2 < ρ,Φ >=< ρ,Ψ >
and prove that J is integrable. Using (7.1), the relations in lemma 7.1 become :
−2 < ρ,Ψ >= |Φ|2 + |Ψ|2
6 < ρ,Ψ > +|Ψ|2+ < Ψ,Φ >= 0.
We deduce that 3|Φ|2 + 2|Ψ|2 =< Φ,Ψ >. Since < Φ,Ψ >≤ |Φ| · Ψ| we have clearly
that Ψ = Φ = 0, that is (g, J) is a Ka¨hler structure.
Now, if the manifold is Einstein, (6.1) is clearly satisfied, hence (i) is proven. To
prove (ii), suppose that ∇ has irreducible holonomy. Then the ∇-parallel forms Φ,Ψ
must be multiples of ω hence 2Φ = Ψ so (6.1) is again satisfied. 
In the same vein, one can also have integrability results in terms of the Hermitian
Ricci tensor ρ.
Proposition 6.2 Let (M2n, g, J) be almost Ka¨hler with parallel torsion. If there
exists a real constant λ such that ρ = λJ then (g, J) is a Ka¨hler structure.
The proof will be ommited since completely analogue to the of proposition 6.1.
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