: Example stimulus shown with three different lighting positions. The light is positioned above the object in the left image, at the viewpoint in the middle image, and below the object in the righthand image. The object is positioned identically in each of the three views. In this paper, we present an experiment designed to test whether an observer's perception of the object shape is the same given different sources of illumination.
Introduction
Shading is one of the most important cues for conveying 3D information in illustrations and computer graphics. As the technology for collecting and processing 3D data continues to develop and mature, there is a growing need to visualize these data in order to solve problems, explore patterns, and identify relationships related to the data sources. Although 3D display technologies are starting to become more common, most visualizations of multi-dimensional data sets are still performed using a 2D image plane such as those found on a traditional computer monitor screen. Given this limitation, a successful visualization of 3D data is completely dependent on the human visual system's ability to recover shape from 2D displays. Shading information, among other pictorial cues to depth, is likely to be a critical component of any effective visualization system.
There are several depth cues that the brain can use to resolve shape from a 2D image plane, such as texture gradients and linear perspective. The reflective properties of surfaces can also provide information regarding the shape of an object. Among such properties, shading is one of the more salient cues commonly employed by illustrators and computer graphics developers to convey shape information. In a simple diffuse shading model, the shading of any particular point on the surface of an object is simply proportional to the angle between the surface orientation (i.e. the surface normal), and the direction of the incoming light.
If shading is the only cue to depth however, the 3D shape of the de- For each trial, the light was positioned at some angle within a range +/-66 deg above or below the viewpoint, as shown. The diagram is a side-view of the experimental setup. We use the coordinate system that positions the eye along the -Z direction and the up direction along the +Y direction, (the +X direction is coming out of the page).
picted object may be ambiguous if other aspects of the scene (e.g. lighting) are unknown. Belhumeur and colleauges showed that recovering the shape of an object based on shading alone does not have a unique solution [Belhumeur et al. 1997] . Referring to this situation as the bas-relief ambiguity, they showed that there can be a family of related surfaces, any of which could be a solution to the problem if the light source is not fixed to a single location. In other words, the shading of a surface in a particular image is consistent with a host of different surfaces under varying lighting conditions, and an image of any one of the surfaces would be identical to the given image if the right light position was chosen. Given this situation, observers can only resolve these ambiguities by making some assumptions about the scene. Specifically, there is considerable research suggesting that observers may make an assumption regarding the light position in ambiguous situations.
Another concern when attempting to convey 3D information on a 2D image plane is the fact that there are other, non-pictorial cues to shape which will provide a different percept of depth when viewing a 2D image plane. When viewing real objects, the human visual system can utilize cues such as disparity, defocus, and motion parallax to help discern what the 3D shape of an object is, yet these cues do not exist for a 2D picure. In fact, these types of cues all help to convey the sense that the observer is really viewing a flat surface. In some sense, pictorial cues such as shading need to be effective enough so the observer can overcome this sense of flatness in order to have a percept of 3D shape for the displayed object.
Previous research has demonstrated that the human visual system tends to assume light is coming from above (and slightly to the left) when presented with ambiguous shading of an object [Sun and Perona 1998; Mamassian and Goutcher 2001] . investigations of this prior typically involve shape-percetion experiments in which The elevation angle of the light source was set to be a rotation about the origin, above or below the viewpoint, within the plane that includes the eye position, the center of the object, and the above-and-to-the-left direction of the assumed light direction. We found in previous research that the light-from-above prior was experimentally measured to be tilted approximately 12 deg to the left of vertical, on average. In our experiment, the elevation angle of light varied within this plane.
the lighting of the stimuli varies. Observer responses have been shown to be more consistent with a light source above the stimulus object rather than below it.
One problem with these experiments however, is that the light source, although it may vary in position around the object, is still typically fixed at a specific angle from the viewpoint. We refer to this angle (expressed in degrees) as the elevation of the light. When the light is at the viewpoint, the elevation angle is 0 deg. It is 90 deg when the light is directly above the stimulus object, and it is -90 deg when the light is directly below.
For the experiment described in this paper, we were interested in investigating whether varying the elevation angle of the light would have any effect on shape perception. Specifically, we wanted to examine the effect this would have on shape perception when shading is the only information availabe for conveying the 3D shape of an object. In the same way that previous shape perception studies have shown observer percepts are more consistent with a light positioned above rather than below an object, we wanted to study whether estimates of surface orientation would reveal an assumed elevation angle of light.
The main contributions of this paper include the following:
• We experimentally measure how shape perception changes as a function of the elevation angle of light in order to directly evaluate whether the visual system assumes a particular angle when presented with ambiguous shading information.
• We isolate shading from other cues to shape, such as silhouettes, in order to examine how shading alone affects the perception of surface orientation.
• We use unfamiliar shapes to probe a complete distribution of surface orientations in order to fully characterize the effect of varying the elevation angles of light.
Besides helping to gain a greater understanding of how the brain may resolve shading ambiguities to recover 3D shape from images, this experiment also has direct application to the computer graphics field. There has been considerable work in this field developing systems to automatically design lighting for particular scenes or objects in order to maximize the amount of shape information the rendered images will convey [Lee and Hao 2006; Gumhold 2002; Shacked and Lischinski 2001] . If there is a light position which observers are likely to assume given ambiguous shading cues, then it stands to reason that this prior could be exploited when designing an automatic lighting system for an arbitrary scene.
Identifying and measuring a prior for the elevation angle of light could also be applied to the development of new shading techniques and non-photorealistic rendering (NPR) methods. Recently, there have been a number of papers endeavoring to manipulate the lighting, viewpoint, or shading of an object in order to create a different or more effective sense of 3D shape [Rusinkiewicz et al. 2006; DeCarlo et al. 2003 ]. These types of algorithms often include some manipulation of surface normals or light positions in order to modify the shading or contour lines of an object. Understanding the position of an assumed light elevation can help to improve these research projects, and lead to more effective rendering techniques based on a greater knowledge of visual perception.
Background
Although people have questioned whether the visual system assumes light is coming from above at least as early as the 19th century with Sir David Brewster's work [Brewster 1826 ], if not sooner, there has also been considerable research in this area more recently. Ramachandran made several important contributions towards understanding the perception of shape from shading through experiments involving shaded circles which may alternately appear as convex or concave surfaces depending on their orientation [Ramachandran 1988] . Although he demonstrated that observers assume only one light source illuminates a shaded object, and that this light is more likely assumed to be above rather than below, he did not specifically probe the precise location of this assumed light position. Additionally, these experiments typically involved a discrimination of convexity versus concavity, rather than pure surface perception.
Using similar simple stimuli, Sun et al. carried out experiments to empirically measure where this assumed light source is located [Sun and Perona 1998 ]. Specifically, they conducted experiments both to confirm that viewers assume the light is above, and to probe whether the light-from-above prior is tilted away from vertical to any degree. Similar to the work of Ramachandran, they presented the subjects with simple shaded circles and ellipsoids which would either appear as concavities or convexities, depending on the orientation of the shading gradient and the perceived light source. In this experiment, the illumation source was constrained to a plane perpendicular to the viewing direction and it was simply rotated at different angles away from vertical across trials. They found that the light-from-above prior is actually positioned somewhere to the left of vertical.
Mamassian et al. confirmed this finding (that the assumed position is slightly to the left) using line-drawing stimuli meant to represent the embossed surface of a fronto-parallel object [Mamassian and Figure 4: Example stimulus object displayed with the gauge figure positioned on the surface. Although the object is shading using a diffuse Lambertian model, the gauge figure was rendered without any shading in order to prevent it from interfering with the 3D percept of the underlying object provided by the shading cue. The inset images illustrate how the gauge figure appears at different orientations.
Goutcher 2001]. In these stimuli, dark lines indicated a part of the surface facing down and white lines were meant to indicate the highlighting of a surface facing up. Given the simplicity of these stimuli, the lighting could only be perceived to be in one of two positions: above or below the pattern of dark and light lines. It would not have been possible to address the quesiton of whether there is a specific elevation angle of light that viewers prefer.
In a separate paper, Mamassian and colleagues described an experiment similar to the one we present in this paper in which subjects were instructed to estimate surface orientation under various lighting and shading techniques [Mamassian and Kersten 1995] . Although they vary the lighting position for different conditions in the experiment, it was not designed expressly to measure the preferred elevation angle of the source of illumination. More importantly, the object from which they collected the surface normal settings was a simple elliptical shape whose curvature may have been easy for observers to estimate regardless of the shading. They conclude that the occluding contour of the object provided the most shape information. Given the fact that the silhouette of an object can provide information as to the local orientation of a nearby surface point, we chose to remove this shape cue from our experiment using an aperture.
Similar to the Sun et al. paper, Adams, Graf, and Ernst experimentally estimate the position of the assumed light-from-above prior. In their experiment, they rotate the illumination source away from the vertical direction, within a plane that is fronto-parallel to the viewpoint [Adams et al. 2004] . They go a step further by demonstrating that this prior can be modified through interactive training. They fail to address the light elevation angle however, or whether the angle of illumination with respect to the viewpoint has any bearing on shape perception.
In a more recent paper, Adams demonstrates that the light-from-
Example screenshot from the experiment. In this image, a synthetic aperture has been produced to show approximately how the stimuli appeared to the subject. In the actual experiment however, a physical aperture was positioned between the viewer and the display screen. This choice was made in order to guarantee that the subjects would not mistake the edges of the synthetic aperture to be the circular silhouette of the object.
above prior influences visual processing tasks such as visual search and shape discrimination [Adams 2007] . As with the previous work, these experiments include only simple stimuli such as spheres or tetrahedrons which are familar to most viewers. These types of studies cannot examine the effect of shading alone since there are often other cues to an object's surface orientation which the observer may utilize in resolving ambiguous 3D shape.
Caniard and Fleming recently addressed how shape estimation can be affected by changes in illumination conditions [Caniard and Fleming 2007] . They found that 3D shape perception is significantly affected by the illimination on the surface. Using surfaces that are similar in shape to the stimuli we employ in our experiments, they instructed observers to perform a surface-matching task under varying lighting conditions. In contrast to our study however, they varied the light position according to the direction with respect to the surface (azimuth of light) and not the angle of light (elevation).
Methods
We conducted a study to determine if changes in the elevation angle of the illumination source affects 3D shape perception. To experimentally test this, we instructed observers to estimate the local surface orientation at specified sites on a virtual 3D object by orienting a gauge figure to appear normal to the surface [Koenderink et al. 1992] . By varying the elevation angle of the light throughout the experiment, we were able to analyze subject settings as a function of illumination position to determine if there was a position at which performance was optimal. If subjects assume a particular elevation angle of light when attempting to resolve ambiguous shape from shading, their settings would be most accurate when the actual light position was consistent with their assumption.
Setup
The experiment was conducted using a desktop computer running Windows 2000 on an Intel processor. The monitor had a 19 inch display which was gamma-corrected to be a linear function. Subjects were positioned 45cm from the screen and in such a way that their viewing eye (the experiment was conducted monocularly) was directly in front of the center of the display. The subject's head position was maintained throughout the experiment using a customfitted bite bar. Subject responses were made using a mouse, and the pace of the experiment was self-paced.
The monitor was viewed through a physical aperture in order to prevent the observer from using the occluding contour of the object to make judgments of surface orientation. Rather than generating a synthetic aperture using software, we chose to use a physical aperture in order to prevent the viewer from mistaking the edge of the aperture for the occluding contour of a spherical object. The entire experiment was conducted in a dark environment, and the subject covered the eye they were not using with an eye patch.
Stimuli
We generated smooth abstract shapes with random variations in the surface to be used as experimental stimuli. Each object was created by taking a regular icosahedron mesh, subdividing it, and then normalizing the vertices to create a sphere with over 300,000 triangles. The surface of the sphere was then randomly perturbed and smoothed to create a varying surface with which to test shape perception. The objects were then shaded using a local diffuse (Lambertian) shading model without any specularities or cast shadows. See figure 1 for examples. A single directional light source was positioned to compute the shading for each trial (see the Lighting section below for more information on the position of the light source).
Gauge figure
Although there are many methods to test shape perception, such as an alternative forced-choice method, we chose to instruct subjects to locally estimate surface normals at specified sites on the surface of the displayed objects [Koenderink et al. 1992] . For each trial, the subjects were presented with an image of a 3D model with a gauge figure superimposed on the surface at a particular point. Using the mouse, subjects were instructed to orient the gauge figure until it appeared normal to the surface at the specified site. The gauge figure consisted of a single line with a circle at its base (the end that appeared to be fixed to the surface of the object (Figure 4 ).
The task was to orient the line of the gauge figure to appear normal to the surface, and the circle was included in the figure to provide additional perspective on the orientation of the gauge figure. Both the line and circle were rendedered without any shading in order to prevent the gauge figure from interfering with the 3D percept of the shaded surface. The initial orientation of the gauge figure upon the beginning of each trial was randomly set. In order to prevent the relative size of the gauge figure from revealing depth information at different sites along the surface of an object, we always rendered the gauge figure at the same size.
Lighting
The primary objective of the experiment was to study the affect of varying light position, and specifically the elevation angle of the light with respect to the viewpoint. As previously noted, there is ample research to support the claim that the human visual system exhibits a prior for light-from-above. In order to conduct an experiment in which the light elevation angle changes across trials, we first had to constrain the space of possible light positions to a plane that passes through both the viewpoint and object being viewed. For our experiment, the eye is positioned along the -Z axis, the object is centered at the origin, and +Y is the up direction.
Previous research has shown the light-from-above prior is actually titled slightly to the left of vertical with respect to the viewing position. We reviewed the relevant literature and we found the average assumed light position to be approximately 12 degrees to the left of vertical. In our world coordinate system, this corresponds to a -12 degree rotation along the Z axis. We therefore limited the sources of illumination in our experiment to be rotations about the origin within the plane that includes this vector and the eye position (Fig.  3 ). Specifically, we tested 13 different light elevation angles from -66 to 66 deg in 11 deg intervals. An elevation of 0 deg corresponds to a light position in the same direction as the viewpoint (-Z direction). Positive rotations correspond to positions towards +Y from the viewpoint direction (light from above). Negative rotations correspond to positions towards -Y (light from below). See Figure 2 for a diagram of the elevation angle of lighting.
Surface Slant and Tilt
We characterize the surface of the 3D shapes according to the viewer-dependent components of slant and tilt [Koenderink et al. 1992] . The slant of a surface at a specific point is defined to be the angular difference between the surface normal and the vector pointing from the surface position to the eye position. When viewing a sphere centered on the visual axis, slant is zero at the center and it increases as you move towards the edge of the sphere in any direction.
Tilt is defined to be the angle between the positive Y axis and the figure 6 are representative of the individual results for each subject separately. Although slight variations between subjects exist, general performance was poorest when the light was below the object. The errors were also minimized for each subject around the 15-30 degree elevation angle.
projection of the surface normal onto the X-Y plane (assuming the eye is positioned along the -Z axis looking towards the origin). When viewing a sphere centered on the visual axis, tilt is constant along radial lines emanating out from the origin. The tilt of the sphere surface at any position where x ≥ 0 and y = 0 (along the positive X axis) would be zero. Please refer to Koenderink et al. 1992 for more information on slant and tilt [Koenderink et al. 1992 ].
Experimental Design
The experiment consisted of 390 separate trials, each of which was repeated three times in three different blocks. For each trial, the subject was instructed to orient the gauge figure to appear normal to the surface of the object. The settings were self-paced, although subjects typically took about 10 seconds to make a setting. The light position, gauge position, and image of the surface changed for each new trial.
Light positions varied within a range +/-66 deg from the viewpoint in 11 deg increments. The gauge figure positions were chosen to enable a complete sampling of slants and tilts by the end of the experiment (see [Koenderink et al. 1992 ] for a description of how a surface can be characterized by its slant and tilt components). We sampled 6 different tilts (0,60,120,180,240,300 deg) and 5 different slants (0,20,40,60,80 deg) . See figure 5 for an example screenshot from the experiment. For each trial, an image of a new surface was presented to the subject. Between trials, a gray screen was displayed for 500ms to minimize any after-image effect from the previous trial. The total experiment for a single subject required 1180 trials, which were typically collected in hour-long sessions which were broken up into 20 minute blocks. data from three subjects, all of whom were familiar with vision research. All three subjects were not familiar with the shape of the objects used as stimuli in the experiment.
We first analyzed error with respect to the elevation angle of light. If the visual system assumes the source of illumination is positioned at a particular angle from the viewpoint, then their settings would be most accurate when the actual position of the light corresponded to this assumed position. We first measured error in the experiment as the angular difference between the estimated surface normal provided by the user setting and the actual surface normal calculated from the 3D object's mesh surface. The results for all three subjects averaged together is shown in figure 6 .
It is clear that these initial results confirm the light-from-above prior. When the light is positioned below the object (negative light elevation angles), errors are highest. As the light moves towards the viewpoint and above the object, errors decrease in general. These errors are minimized when the light is approximately 20 -30 deg above the viewpoint.
Looking at the individual subjects, the same error pattern exists. Individual errors are highest when the light is below, it is reduced as the light source is positioned more towards the viewpoint and above, and it is minimized when the light is around 20-30 deg (see figure 7 ).
We also analyzed slant and tilt errors with respect to the elevation angle of light (Figures 8 and 9 ). Slant error was calculated as the angular difference (in degrees) between the actual slant of the surface and the slant of the final gauge figure position estimated by the subject. Tilt error was similarly calculated.
An analysis of slant error also confirms that subjects assume light is coming from above (Fig. 8) . Errors were highest when the light was positioned directly below the object. Performance improved as the light rotated to be at the viewpoint, and errors were reduced when the light was again positioned 20-30 deg above the viewpoint. Results from an analysis of individual slant error data reveal a similar pattern of errors (not shown).
An analysis of tilt error revealed a similar pattern to slant error (Fig.  9) . Errors of tilt were minimized when the light was positioned 20- 30 deg above the viewpoint. Performance was also poor when the light was below the object, although errors were highest at approximately -35 deg from the viewpoint rather than directly below the viewpoint. The tilt errors for individual subjects were similar to the average results shown here.
We also analyzed the standard deviation of the settings with respect to the elevation angle of light (Fig. 10) . As with the measurements of error, standard deviation was high when the light was positioned below the object and it decreased as the light moved towards the viewpoint and above. The standard deviation was again minimized when the light was 20-30 degrees above the viewpoint.
Discussion
These findings provide further evidence for a light-from-above prior. In each of the measurements of error we analyzed, performance was poorest when the light was positioned below the object. This suggests that observer settings were made assuming the light was coming from above, which would only lead to accurate settings when the actual light position was consistent with this assumption.
These results also demonstrate that the human visual system is more likely to assume the source of illumination is at a particular angle of elevation with respect to the viewpoint. In this study, we experimentally measure this position to be approximately 20-30 deg above the viewpoint. When presented with ambiguously shaped surfaces, observers end up making assumptions about both the direction and angle of the illumination source in order to resolve the 3D shape. This assumed elevation angle of light leads to more accurate estimations of surface orientation when the actual light position is consistent with this assumption.
Individual results, although varying slightly between subjects, showed similar patterns in error distribution. Every subject performed poorly when the light was below, and errors were minimized within the 10-30 degree range above the viewpoint (Fig. 7) . In general, none of the data from individual subjects differed significantly from the average results.
As noted in the Results section above, all three measurements of error reveal a similar pattern of performance (poor accuracy when In all three cases, standard deviation decreased when the light was positioned above rather than below the object. Consistent with the measurements of error, the standard deviation was lowest when the light was positioned approximately 20-30 deg above the viewpoint, indicating that the subject responses were more reliable within this range.
the light was below, better accuracy when the light was above, and best accuracy when the light was positioned 20-30 degrees above the viewpoint). The analysis of standard deviation is also consistent with these results (Fig. 10) . When the light was positioned below the object, the standard deviation of the settings was high, indicating poor reliability under this lighting condition. When the light was positioned at the viewpoint and above, the standard deviation decreased. The standard deviation was minimized when the light was positioned 20-30 degrees above the viewpoint, indicating that subjects could perform the task more reliably under this lighting condition. This result is consistent with the analysis of errors which showed that accuracy was best when the light was positioned in the same range of elevation angles.
Regardless of how we measured the error in subject settings (angular error, slant, tilt), performance was always found to be best when the light was approximately 20-30 deg above the viewpoint. Above this position however, subject errors increased again as the light was positioned to graze the illuminated object at a higher angle of elevation. One explanation for this is that, as the light is positioned to illuminate the object with a more raking angle (from either below or above), more of the surface of the object will be shaded completely dark. This is because we shade the objects using a simple local diffuse shading model, so any surface that is oriented away from the light source more than 90 deg is rendered as completely dark. Without adequate variation in the shading of the surface around the gauge figure, it may be impossible to make any estimates of the surface orientation. In these situations, there may in fact be no visible These data do not include settings made when the gauge figure was positioned in an area of the surface completely in shadow since these positions often did not reveal any local shape information.
Although the results vary slightly, the pattern of errors is the same. The main difference is that the errors do not increase significantly as the light moves directly above the viewpoint.
pattern of shading at all in the vicinity of the gauge figure.
To asses the extent to which these shadows were affecting the results, we ran a second analysis of the data excluding trials in which the gauge figure was positioned in complete darkness. Figure 11 shows the average angular difference between the estimated and actual surface normal as a function of light elevation angle for all three subjects combined. Not only is the pattern similar to the original analysis, but the errors do not increase as significantly as the light position is moved to be directly above the object. In this analysis, errors are most likely not due to the fact that there was very little shading variation available to the observer in the vicinity of the gauge figure setting.
Despite the fact that gauge figure was never completely in shadow, observers continued to make systematic errors in judging the surface orientation when the light was below the object. Additionally, performance is still the best when the light is positioned above the viewpoint at a 20-30 deg angle. Errors increase as the light is positioned further above the object, but these errors do not approach the levels recorded when the light was below the object. Individual results, although showing some slight variations, repeat this error pattern across the range of light elevation angles (Fig. 12) . Similar results were also obtained after removing the trials in shadows for analyses of slant and tilt errors.
As with many perception studies, it can be difficult if not impossible to validate that the results derived experimentally are solely due to observer percepts of the scene and not a byproduct of the technique itself. In this case of our gauge figure study, it is not known whether the orientation of the gauge figure set by the observer corresponds perfectly to their perception of the surface. It may be that an error is introduced in the response function mapping from the brain to the output of the orientation. If this were the case, it would be possible for the observer to have an accurate percept of the surface orientation, yet the error in the readout of this percept (as the subject makes a gauge figure setting) would produce an inaccurate result. We would need to conduct additional experiments on shape perception using this technique before we could assess the extent to which this response function mapping error is occurring. . Each line represents data from an individual subject. These data exclude settings that were made in complete shadow, since these areas of the object often did not provide any local shape information that the viewer could use to estimate surface orientation.
Conclusion
In this study, we have confirmed the human visual system shows a preference for assuming the source of illumination is above an object when ambiguous shading information is the only cue to resolving the 3D shape of the surface. Additionally, we have demonstrated that this assumption also includes a preference for a particular elevation angle of the light source. By measuring the accuracy of the viewers' surface orientation estimates and comparing them to the actual surface normals, we can conclude that the behavioral settings are most consistent (i.e. show the minimum error) with an elevation angle of light at 20-30 degrees above the viewpoint.
Future Work
Although the results from this experiment are compelling, there are several issues which should be addressed in future work. There may be an effect of the screen surface in that the percept of the surface orientation may be influenced partly by other cues available to the visual system which reveal that the screen is flat (focus, disparity, etc). In a follow-up analysis, we would like to examine whether gauge settings are biased towards the screen normal across the surface of the objects. There is also the question of whether the response function mapping is introducing an error in the readout of the percept, which could be addressed in a related experiment in which observers are instructed to make gauge figure settings on a object for which the perception of shape is known. In this case, any errors in the settings would be attributable to the response function mapping as long as we could be confident that subjects were perceiving the surfaces correctly. Finally, there is the remaining question of why this preference for a particluar elevation angle of light exists. We will need to conduct additional experiments in this domain before we can begin to answer this question.
