In this paper, we study the problem of data skewness. A data set is skewed/imbalanced if its dependent variable is asymmetrically distributed. Dealing with skewed data sets has been identified as one of the ten most challenging problems in data mining research.
Introduction
Learning from skewed/imbalanced data sets is a common yet challenging problem in supervised learning [6] . It has been identified as one of the ten most challenging problems in data mining research [33] . In this paper, we call a data set "skewed" if its dependent variable is numerical and asymmetrically distributed ( Figure 1 shows an example); and call a data set "imbalanced" if its class variable is categorical and the number of instances in one class is different from those in the other class (we only consider two-class data sets in this study). In this paper we use "dependent variable" and "class" interchangeably even if the dependent variable is numeric.
The problem of handling imbalanced data sets from the perspective of classification has been well addressed in the knowledge discovery literature, while relatively less work has be done for dealing with skewed data for regression estimation. A common method for reducing the effects of data skewness on regression is to treat "long tail" data samples (samples far from the mean) as outliers and use quantile regression to estimate the median (instead of the mean) as the predicted value [24, 34] .
In the literature of solving class imbalance problems, data-oriented methods use various sampling techniques to over-sample instances in the minor class or under-sample those in the major class, so that the resulting data is balanced. A typical example is the SMOTE method [5] which increases the number of minor class instances by creating synthetic samples. A variation [7] on SMOTE has integrated boosting with sampling strategies to better model the minority class, by focusing on difficult samples that belong to both minority and majority classes. It is recently proposed that using different weight degrees on the synthetic samples (so-called safe-level-SMOTE [3] ) produces better accuracy than SMOTE.
The focus of algorithm-oriented methods has been put on the extension and modification of existing classification algorithms so that they can be more effective in dealing with imbalanced data. For example, an improved associative classifier named SPARCCC [29] has been introduced to overcome the drawbacks of CBA [22] on imbalanced data sets. Besides, there are also modifications of decision tree algorithms on improving the standard C4.5, such as HDDT [8] and CCPDT [23] .
Akbani et al. [1] and Tezel et al. [21] have proposed approaches to improve support vector machines (SVM) on imbalanced data sets, which they call SDC and GP respectively. But their work are both focused on improving sampling techniques (e.g. modifying SMOTE in GP) for SVM, and do not solve the problem of training bias in the design of SVM learning algorithm per se.
In this paper our goal is to improve the induction process of existing statistical learning algorithms. The model we propose is an algorithm-oriented method and we preserve all original information/distribution of the training data sets. This model is also a generic supervised learning framework that can be applied to the problem of regression estimation. More specifically, the contributions of this paper are as follows:
1. We express the traditional definition of empirical risk function as an arithmetic mean of prediction errors, from which perspective we illustrate why many existing statistical learners have undesirable performance on skewed or imbalanced data sets;
2. We redefine the empirical risk as a quadratic mean of scalar losses on each class label, which we call QMLearn method, making the regularized empirical risk functions robust and insensitive to class skewness / imbalance; 3. We apply the generic framework of QMLearn method to concrete learning models of logistic regression, linear SVM, ordinal linear regression, linear support vector regression (SVR) and quantile regression, and perform comprehensive empirical evaluations on data sets from publicly accessible data repositories, which testify to the superiority of our approach.
The rest of the paper is structured as follows. In Section 2 we introduce the traditional inductive principle of empirical risk minimization, and explain why it is flawed in learning from skewed/imbalanced data. We define QMLearn method in Section 3 and solve it as a convex optimization problem in Section 4. Experiments and analysis are reported in Section 5. We conclude in Section 6 with directions for future work.
Traditional Learning Models
Given training data (x i , y i ) (i = 1, ..., n), where
are feature vectors, d is the number of features and y i are class values (y i ∈ {-1, 1} for classification or y i ∈ R for regression), many machine learning algorithms build predictive models through minimizing a regularized 1 risk function:
where w is the weight vector including the bias b (and hence x by default has an added feature x d+1 ≡ 1), λ is a positive parameter to balance the two items in Equation 2.1. R emp (w) is the empirical risk function which is in the form of:
where n is the total number of instances. The loss function l(x i ,y i ,w) measures the discrepancy between a true label y i and a predicted value from using w. Different settings of loss functions yield different types of learners, such as ln(1 + e −yw T x ) in logistic regression [9] and max(0, 1 -yw T x) as the binary hinge loss in SVM [13] . Here we use w T x to denote the dot product of a weight vector w and a feature vector x. One important requirement for valid loss functions is that they must be convex and sub-differentiable, but not necessarily differentiable, as in the hinge loss function. Table 1 lists the loss functions of the learning models we use in this paper.
Now we explain the drawback of traditional statistical learners from the perspective of classification. For any form of loss functions, the discrepancy/loss between a true label and a predicted label occurs whenever there is a classification error. By minimizing the arithmetic mean (Equation 2.2) of such classification errors/discrepancies, one wants to solve the problem of Equation 2.1, and build decision boundaries from the final weight vector w * . Figure 2 and 3 show the decision boundaries built by traditional logistic regression and linear SVM under different data distributions. We use two-dimensional feature space in the examples of the two figures, where instances are sampled from normal distributions with mean vector (5, 1) for the positive class and (1, 5) for the negative class, and the standard deviations of both dimensions on both classes are 1. We treat samples in the minor class as positive instances. Traditional logistic regression and linear SVM perform well when data is balanced, but when data is highly imbalanced we can observe that their decision boundaries are shifted towards the positive samples, which effectively minimizes the error rate only on negatives. On the imbalance data 
) SVM with Hinge Loss [13] max(0, 1- As the goal of a classification task is to maximize both the sensitivity (i.e.
# true positives # actual positives ) and the specificity (i.e.
# true negatives # actual negatives ) simultaneously, we examine the relationship between these two measures and the arithmetic mean based error rates in terms of isometric lines shown in Figure 4 . We can see that when data is balanced, the empirical risk is minimized when both sensitivity and specificity are close to 1. However, when data is imbalanced, one can obtain low empirical risks with high specificity but low sensitivity. This observation coincides with the scenario where conventional learners perform badly on positive samples in Figure 2 (b) and 3(b).
Quadratic Mean based Learning Models
Quadratic mean (aka. "root mean square") measures the magnitude of varying quantities, which is defined as the square root of the arithmetic mean of the squares of each element to be averaged. For a set of values {x 1 , x 2 , ..., x n }, its quadratic mean is:
Denote by x 1 the classification error rate on one class and by x 2 that of the other class. We provide the following lemma and show that the quadratic mean of the two variables (
) is lower bounded by their arithmetic mean ( 
Proof. The lemma can be proved by the derivations of Figure 4: Loss measured by original empirical risk when data sets follow different class distributions. For balanced data, the empirical risk is minimized when both sensitivity and specificity are close to 1. But when data is imbalanced, the traditional empirical risk is insensitive to large changes of sensitivity. 
This lemma can also be intuitively explained by the Pythagorean theorem shown in Figure 6 . We know that x1 x2
Arithmetic mean Quadratic mean Figure 6 : A geometric illustration of the arithmetic mean and the quadratic mean of x 1 and x 2 where x 1 > x 2 . While the arithmetic mean is determined only by the sum of x 1 and x 2 , the quadratic mean reflects both the sum and the difference of the two variables.
the arithmetic mean is minimized when the sum of x 1 and x 2 is minimal. Then from Lemma 1 it is clear that the quadratic mean is minimized only if the sum and the difference of x 1 and x 2 are both minimal. 
Then the arithmetic mean of prediction errors on the two classes is

9+0 10+990 =0.9% (by applying Equation 2.2), while its quadratic mean based error is
√ (9/10) 2 +(0/990) 2 2
=63.6%. So this (indeed biased) classifier has a low error rate from the arithmetic mean, but has a very high error rate estimated by the quadratic mean.
Recall that traditional methods minimize the arithmetic mean of prediction errors in training process. From Example 1 we know that this minimization becomes more difficult to achieve if one uses the quadratic mean -it forces the minimization of not only the sum of prediction errors, but also the difference of errors between each class.
By using the notion of the quadratic mean, we redefine the empirical risk function of Equation 2.2 as:
The notations in Equation 3.3 are under the assumption that positive instances are ahead of negative instances in a data set (i.e. i ∈ (1, 2, 3 , ..., #pos) are indexes of positive instances and the rest are those of the negatives).
We call [26] . In the figure is a convex function (i.e. R Q emp (w)) with three subgradients evaluated at three different locations. The approximation gap at the end of third iteration is the difference between the lowest value of R Q emp (w) evaluated so far (lowest black circle) and the minimum of the lower bound (the red diamond).
To examine the robustness the definition of R Q emp (w) against data imbalance, we also plot its relationship with sensitivity and specificity shown in Figure 5 . It can be seen that the QMLearn-based empirical risk is always minimized when both sensitivity and specificity are close to 1, regardless of the distribution of the class variable. While  Equation 3 .3 is for the problem of classification, we now derived the QMLearn-based empirical risk function for regression tasks. Suppose instances in a numerical-class data set are sorted by the value of their dependent variable. We define the following empirical risk function to minimize the loss on both sides of the "median" of its dependent variable:
QMLearn in Regression Estimation
The rationale behind minimizing the prediction error rates on both side of the median is to eliminate the influences of left-or right-skewed data distributions (shown in Figure 1) . In Section 5.3 we show that QMLearn-based regression works significantly better than pure median predictions of a 50% quantile regression.
Feature Selection
The weights learned from Equation 2.1 have been used to suggest the significance of features in training data [16] . For example, in classical logistic regression, one wants to obtain the Compute current gap ϵt ← min 0≤i≤t J(wi) -Jt(wt) 9: until ϵt ≤ ϵ 10: Return wt optimal vector of weights from solving:
Since each feature weight (aka. "regression coefficient") describes to what extent that feature contributes to the class of interest, the features whose weights have large absolute values are considered important, and the ones with weights close to zero are considered trivial. When using QMLearn method to select features, we also use the absolute values of weights as indicators of feature significance, but different to Equation 3.5 we obtain the feature weights via solving:
It is also common to evaluate the worth of an attribute by using weights trained by linear SVM [14] . The differences between weights obtained from existing learners (e.g. Equation 3.5) and those from QMLearn methods (e.g. Equation 3.6) are reported in Section 5.4.
Convex Optimization
By substituting R Q emp (w) for R emp (w) in Equation 2.1, we obtain the following QMLearn optimization problem:
Calculating QMLearn-based empirical risk means taking the square root of the average of squares of originally convex scalar loss functions (shown in Table 1 ). Since the operation of taking squares preserves convexity, and the square root does not change the monotonicity of a function, the resulting quadratic mean of convex 
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204 5833 17.6 (Figure 7 gives an example). By taking linearizations (i.e. first order Taylor approximation) on the empirical risk function, the lower bound is tightened iteratively until the difference gap between the approximated lower bound and the real risk function is smaller than a threshold ϵ. An advantage of the bundle method is that it only requires subgradients of the risk function (R Q emp (w)) instead of the entire objective function (J(w)). Given ϵ as a convergence threshold (shown in Algorithm 1), this method is reported having an O( 1 ϵ ) rate of convergency for non-smooth loss functions and O(log( 1 ϵ )) for smooth functions [26] . Algorithm 1 lists the process of solving Equation 4.7. The subproblem of line 7 in Algorithm 1 is solved by a Fechnel dual formulation [18] . The subgradient of QMLearn empirical risk function used in Line 4 is computed as follows. For solving classification problems, define:
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Experiments and Analysis
In this section, we analyze and compare the performance between existing statistical learners and QMLearn-based learners. We conduct experiments separately on problems of classifications and regressions. Besides comparing with existing methods, in the experiments of classification we also compare QMLearn-based methods against other algorithm-oriented approaches (i.e. CCPDT 2 and HDDT 3 ) and data-oriented approaches (i.e. SDC, GP, safe-level-SMOTE). To make the effectiveness of our method more convincing, we also include the recently proposed SVM models Liblinear [12] and ASVM [32] in evaluations.
The safe-level-SMOTE method is implemented on the basis of the Weka [31] version of SMOTE algorithm. Decision trees CCPDT and HDDT are pruned by Fisher's exact test (as recommended in [23] ). All experiments are carried out using 5×2 folds cross-validations, 4 . The bundle method convergence threshold ϵ (as suggested in [26] ) is set to 1E-5.
Classification
In this subsection, we report the experiments on logistic regression [9] , SVM with hinge loss [13] and SVM with Huber loss [4] . We use the same parameters of loss functions between conventional learners and QMLearn learners. The Huber loss threshold (i.e. parameter h in the Huber-SVM loss function shown in Table 1 ) is set to 0.01. We select 28 data sets from KDDCup'09 5 , UCI repository [2] , agnostic vs. prior competition 6 , bio-seville 7 , and text mining domain [15] . For multiple-label data sets, we keep the smallest label as the positive class, and combine all the other labels as the negative class. Details of the data sets are shown in Table 2 . Beside the proportion of the minor class in a data set, we also present the coefficient of variation (CV) [17] to measure imbalance. CV is defined as the ratio of the standard deviation and the mean of the class counts in data sets. So the greater the value of CV, the more imbalanced the data set.
The metric of AUC-PR (area under precision-recall curve) has been reported in [10] better than AUC-ROC (area under ROC curve) for handling imbalanced data. A curve dominates in ROC space if and only if it dominates in PR space, and classifiers that are more superior in terms of AUC-PR are definitely more superior in terms of AUC-ROC, but not vice versa [10] . Hence we use the more informative metric of AUC-PR for classifier comparisons. The performance of existing statistical learners and QMLearn-based learners are shown in Table 2 .
While there are various ways to compare classifiers across multiple data sets, we adopt the strategy proposed by [11] which evaluates classifiers by ranks. In Table 2 the classifiers in comparison are ranked on each data set by the value of their AUC-PR, with ranking of 1 being the best. We carry out Friedman tests on the sequences of ranks between different classifiers. In the Friedman tests, p-values that are lower than 0.05 reject the hypothesis with 95% confidence that the classifiers in comparison are not statistically different.
As shown in the bottom of Table 2 , we first take the Friedman tests within the same type of classifiers, i.e. "LogR vs. LogR Q ", "Hinge vs. Hinge Q ", and Q significantly outperforms all of these classifiers.
Effects of Safe-level-SMOTE Sampling
In this experiment we compare QMLearn model trained on original imbalanced data with existing learners trained on data balanced by the safe-level-SMOTE technique [3] (which we denote by "method name -S"). The comparison results are reported in Table 3 .
We obtain the best results from LogR Q which is significantly better than LogR-S, while Hinge Q and Huber Q is comparable to (better but not significant than) Hinge-S and Huber-S. This observation suggests that if one uses QMLearn method he can obtain results comparable to the cutting-edge sampling technique, so the extra computational cost of data sampling before training can potentially be saved.
Regression
In this subsection we present the results of regression estimation obtained from ordinary linear regression [30] (LR), support vector regression (SVR) [28] and quantile regression (QR) [20] . In SVR we set the insensitive threshold (ϵ in the SVR loss function of Table 1 ) to 0.01. In QR we use 50% percentile (i.e. τ in the quantile regression loss function of Table 1 is set to 0.5).
We select 21 numerical-class data sets from StatLib 8 and UCI [2] shown in Table 4 . The last column of the table is the skewness of the numerical class variable which is measure by Pearson's second skewness coefficients. This skewness measure is defined as
standard deviation . We use root mean squared error (RMSE) as the metric of comparisons in this experiment. The performance of the three pairs of learners are listed in Table 4 . The low p-values from the Friedman tests of all three pairs demonstrate that QMLearn models statistically outperforms the existing regression models. Notably, QMLearnbased quantile regression model significantly outperforms all the other five models. Since quantile regression is originally resilient to noises, the QMLearn-based 50% quantile regression becomes the most robust regression model in handling skewed data.
Feature Selection
The weight vectors obtained from traditional empirical risk functions and QMLearnbased empirical risk functions give different feature rankings, which results in different feature selection performance. In this subsection we compare the usefulness of features selected by these two types of methods. In order to decouple the effects of learning algorithms where feature weights are generated, we use other algorithms that are not included in the training process to evaluate features: when examining the effectiveness of features from categorical-class data sets, we use the CCPDT decision tree algorithm, and for those from numerical-class data sets we use Gaussian process regression [25] .
Since the evaluation metrics (AUC-PR/RMSE) will be very similar among different feature rankings if the number of features selected is close to the total number of features, we only look at the performance of the features ranked relatively higher. So for data sets with more than 200 features, we examine their top 100 ranked features; and for other data sets we test the top half of their entire feature sets.
When we analyze the performance of QMLearn methods on categorical-class data sets, we also compare them with another commonly used feature selection technique -Relief (relevance in estimating features) [19] . Due to page limits, here we only present the feature selection comparisons on two categoricalclass data sets and two numerical-class data sets shown in Figure 8 and 9.
In the case of categorical-class data sets (Figure 8 ), QMLearn features are significantly better than both Relief and existing methods. Here it is not necessary to carry out Friedman tests of rankings to prove the significance, since there are seldom overlaps between the QMLearn method (solids lines) and the existing methods (dashed lines). In the case of numerical-class data sets ( Figure 9 ) we observe some "ties" besides the "wins" of QMLearn over existing regression models. This is because the total number of features in these data sets are relatively small and hence there are smaller feature ranking differences compared to the ones from categorical-class data. But it does not effect the illustration of the advantage of QMLearn over existing methods in feature selection.
Conclusions and future research
The main focus of this paper is to build statistical machine learners that are robust and insensitive to class skewness/imbalance. The traditional empirical risk function uses a flawed arithmetic mean of scalar losses. We have shown that such use of arithmetic mean makes machine learners insensitive to prediction errors of the minor class. (c) ). This observation suggests that the three QMLearn methods are all able to identify the most effective features from their learned weight vectors, which the existing methods fail to achieve.
We have proposed QMLearn, a novel framework which redefines the empirical risk function by using the notion of quadratic mean. QMLearn has been shown theoretically and empirically insensitive to class imbalance/skewness. We have applied this framework into logistic regression, SVM, linear regression, SVR and quantile regression, all of which prove the superiority of the QMLearn method.
On classification problems QMLearn is not only significantly better than existing methods, but also comparable to the state-of-the-art sampling technique. This observation suggests the extra computational cost of data sampling before training can be saved if QMLearn is employed.
Another advantage of QMLearn is that, the weight vectors obtained form QMLearn models are significantly better than those from existing methods for feature selection when data is skewed/imbalanced. It is important to identified the features that are the most resilient to class skewness/imbalance, and this information is revealed from the QMLearn-based weight vectors.
More importantly, we consider QMLearn promising and theoretically valuable since it is a generic framework, and by changing the loss functions it can be applied to lots of other existing statistical learners such as Gaussian Processes and Conditional Random Fields (CRFs) etc. In future our plan is to explore the use of QMLearn methods on non-linear machine learners, and investigate the effects of kernel tricks when facing skewed/imbalanced data distributions.
