We consider a model for mixing binary viscous fluids under an incompressible flow. We proof the impossibility of perfect mixing in finite time for flows with finite viscous dissipation. As measures of mixedness we consider a Monge-Kantorovich-Rubinstein transportation distance and, more classically, the H −1 norm. We derive rigorous a priori lower bounds on these mixing norms which show that mixing cannot proceed faster than exponentially in time. The rate of the exponential decay is uniform in the initial data.
Introduction
The present manuscript is concerned with optimal stirring strategies for binary mixtures of incompressible viscous fluids. More precisely, we study decay rates of certain mixing norms with respect to a constrained velocity field. We focus on passive scalar mixing, which means that the feedback of the transported quantity on the flow field is negligible. To model the binary mixture, we consider an indicator function ρ = ρ(t, x) which takes the values +1 and −1 only, so that the sets {ρ = 1} and {ρ = −1} represent the regions in which the fluid consists of component 'A' and component 'B', respectively. As usual, t and x are the time and space variable, respectively. The stirring velocity field will be denoted by u = u(t, x), and we assume this vector field to be smooth. The transport of the passive scalar by the incompressible flow is then described by the system
and we impose the initial condition ρ(0, x) = ρ 0 (x) ∈ {±1}. For mathematical convenience, we finally assume that all quantities are periodic in the spatial variables with period cell [0, 1) d . Observe that the total mass of each species is preserved under the flow. In the case of a critical mixture, that is the case where both components have the same volume fraction and which we assume in this paper, this means ρ(t, · ) dx = ρ 0 dx = 0 for all t > 0.
A natural question, first formulated in [9] , addresses the optimality of stirring strategies: How efficient can a binary fluid be mixed by an incompressible flow? Classical measures of the mathematical quantification of the degree of mixedness are negative Sobolev norms, with the homogeneous H −1 norm leading the way -not only because of its analytical accessibility. While anyḢ −s norm with s > 0 can be considered as a mixing norm, theḢ −1 is distinguished as it scales like a length, and thus, the actual value of this norm relates to the typical size of one-component (i.e., unmixed) regions in the mixture. Negative Sobolev norms measure oscillations of the indicator function: The larger the typical length scales, the larger the negative Sobolev norm. The actual value of s corresponds to a weight in the measurement of the length scales. On the upper end, the H 0 (i.e., L 2 ) norm is the variance, which is conserved under the flow (1)&(2), and reveals thus no information on the domain morphology. In the context of mixing, negative Sobolev norms were used as large-scale mixing measures in [13, 6, 17, 9] . Alternative measures of the degree of mixedness can be borrowed from the theory of optimal transportation: MongeKantorovich-Rubinstein (MKR) distances can be used to measure the "distance" between two configurations, for instance, the current state and the perfectly mixed state. These MKR distances have been successfully used as measures of mixedness in related studies on demixing problems [8, 15, 18, 2, 16] . We will review the definition of the MKR mixing measure in Subsection 2 below. For more notions of mixing measures, we refer to [9, 11] and references therein.
Any quantitative statement about the efficiency of stirring strategies necessitates to specify certain constraints on the flow, for instance, by fixing the budget for the kinetic energy u L 2 , the viscous dissipation ∇u L 2 , or the palenstrophy ∆u L 2 . Under such constraints, several optimal control problems were proposed to study effective mixing, e.g., [12, 10, 7] . In practice, however, solving optimal control problems may be difficult, so different approaches that are suitable also for numerical studies are desirable. The authors in [9, 11] seek to find optimal stirring strategies by choosing the velocity field u in each time step in direction of the steepest descent of the mixing norms. Their strategy also includes identifying absolute limits on how fast perfect mixing could ever be achieved subject to given constraints on the stirring flow. Here, the choice of the constraint is crucial: While optimal stirring strategies with a fixed energy budget u L 2 yield to perfect mixing in finite time [11, Sec. 2] , theḢ −1 mixing norm cannot decay faster than exponentially when stirring under a palenstrophy constraint ∆u L 2 , cf. [11, Sec. 3] . Such statements on the limit of stirring strategies result from rigorous a priori lower bounds on the mixing norm. In the present work, we address mixing with a prescribed viscous dissipation ∇u L 2 (or even more general ∇u L p with p ∈ (1, ∞] ). This case is most natural for engineering applications where the focus is on overcoming viscous dissipation to maintain stirring. We derive rigorous lower bounds on both MKR mixing measures andḢ −1 norms showing that these cannot decay faster than exponentially in time. The bounds are in agreement with the exponential rates observed during direct numerical simulations of optimal stirring, as reported in [9] .
The remainder of this paper is organized as follows: In Section 2 we introduce the MKR mixing measure and we present our main results. Section 3 contains the proofs. In the appendix, we finally discuss an important tool in our analysis, namely weighted local maximal functions.
Mixing norms and main results
Our primary result, the impossibility of perfect mixing in finite time, comes as a lower bound on an MKR mixing measure. Before stating the theorem, we provide the basic notation. Since MKR distances are the subject of the theory of optimal transportation, which is itself a wide and rapidly growing area of research, we will be unobtrusive in compiling general facts on MKR distances and refer the interested reader to the excellent monographs [20, 21] .
be two periodic probability densities, i.e.,
We denote by Γ(ρ 0 , ρ 1 ) the set of all probability measures on the product space
Roughly speaking, the MKR distance d σ (ρ 0 , ρ 1 ) measures the minimal total cost that is required for transferring mass from a source (producer) ρ 0 to a sink (consumer) ρ 1 . The minimal total cost depends on the cost function σ(z) which encodes the price one has to pay when transferring a unit of mass over a distance z. The measures π ∈ Γ(ρ 0 , ρ 1 ) are the transport plans, i.e., π(x, y) is the amount of mass that is transported from x to y.
With the help of the MKR distance, we introduce the following mixing measure:
be a periodic function with ρ dx = 0.
Let ρ + and ρ − be the probability densities defined by ρ + = 2 max{ρ, 0} and ρ − = −2 min{ρ, 0},
We then define the MKR mixing measure as
Notice that even though the above definition can be easily extended to the vector space of mean-zero functions on [0, 1) d , the quantity D(ρ) is not a norm as it lacks the triangle inequality.
We remark that the above MKR mixing measure has units of length and describes thus, at least heuristically, the typical size of the unmixed regions in the mixture. Moreover, by the virtue of being defined via an MKR distance, D(ρ) measures the total cost required for transporting ρ + into ρ − , which is decreasing when the typical size of the unmixed regions gets smaller, that is, when the fluid is better mixed.
Similar logarithmic MKR distances were used in [2, 16] in the study of demixing problems, where the flow field u is slaved to the indicator function ρ via a Stokes equation, modelling spinodal decomposition in binary viscous fluids. In a certain sense, our first result comes as a corollary of a dissipation inequality derived in [2, Proposition 2.2].
Theorem 1 ([2]
). Let 1 < p ≤ ∞. There exists a constant c > 0 depending on p and d only such that for every T > 0
The statement in Theorem 1 shows that the MKR mixing measure cannot decay faster than exponentially in time, and thus, perfect mixing in finite time is impossible for any given velocity vector field u for which
Remark 1 (Possible generalizations). We remark there is room for several generalizations of the above result:
1. An analogous bound can be derived in the case where m := ρ dx ∈ (−1, 1) \ {0}. In this situation, the definition of D(ρ) has to be modified: ρ ± has to be replaced by (ρ − m) ± , where (.) ± is defined as in Definition 2.
As the system (1)& (2) is invariant under the rescaling
, ρ =ρ, and u =û, our results extend to any domain [0, L) d with L > 0. In this case, one has to understand the involved spatial integrals as spatial averages.
3. The assumption that ρ ∈ {±1} is rather for notational convenience. Qualitatively similar results are true for any smooth density ρ ∈ Ê with ρ L p ′ ≤ 1
In any of these case, the constants appearing in the statement of Theorem 1 remain generic, i.e., they depend on d and p only.
Notice that the statement in Theorem 1 is closely related to a mixing conjecture of Bressan [3] . A version of this conjecture has been already established in [5] and our approach uses techniques developed therein. The connection between Bressan's conjecture andḢ −1 decay rates is discussed in [11, Sec. 4 .A].
Although the MKR mixing measure is not known to be equivalent to a (negative) Sobolev norm, the following estimates, derived in Lemmas 1 and 2 below, indicate that MKR distances yield indeed reasonable measures of the degree of mixedness:
Here, c > 0 is a uniform constant that depends only on the space dimension and As a corollary of Theorem 1 and (3), we obtain the following estimate on the decay rate of theḢ −1 norm.
There exists constants c, C > 0 depending on p and d only such that for every T > 0
This second statement excludes the possibility of finite time mixing in terms of the more classicalḢ −1 mixing norm. The lower bound is in agreement with the robust numerical results obtained in [9] , where exponential decay rates were observed for theḢ −1 mixing norm when applying optimal stirring strategies. Unfortunately, our approach does not allow for a measurement of the degree of mixedness of the initial configuration in terms of thisḢ −1 norm, but only in terms of the inverse BV norm. The latter norm is weaker in the sense that [ρ] 2. In the case of off-critical mixtures, e.g., 1 > m ≫ 0, an analogous result is not obvious. Our proof of estimating the MKR mixing norm by theḢ −1 norm is quite crude as it relies essentially on Jensen's inequality. In the off-critical case, Jensen's inequality produces new m-dependent constants in both the rate c and the factor C, since (ρ−m) ± are not probability distributions. We expect, however, that a more careful analysis would still provide uniform decay rates, in analogy to the formally equivalent statement for the MKR mixing measures D(ρ). The constant C, however, will certainly show an m-dependence as a consequence of the sharp estimate [4, Lemma 1.2].
3. The result in Theorem 2 can be extended to smooth functions ρ ∈ Ê in several ways. One possibility is by replacing the BV norm by the Ginzburg-Landau energy
and restricting to the low-energy regime E(ρ) ≤ 1 (which includes perfect mixing ρ ≡ 0), see also [16, Prop. 4.4] . In a certain rigorous sense (Γ-convergence), the Ginzburg-Landau energy is a smooth-interface regularization of the BV norm [14] .
In the remainder of this paper, we prove Theorems 1 and 2.
3 Proofs
Proof of Theorem 1
Though the proof of Theorem 1 is a small variant of the proof of Proposition 2.2 in [2], we will provide most of its details for the sake of completeness and for the reader's convenience.
Proof of Theorem 1. Since u is divergence-free and ρ ± = ±(ρ ± 1), both ρ + and ρ − satisfy a continuity equation
Arguing as in [2, Lemma 4.1], we can thus show that t → d ln ε (ρ + (t), ρ − (t)) is absolutely continuous and
where ln ε (z) = ln(z + ε) − ln ε for some small ε > 0 and π ε * (t) denotes an optimal transport plan for the MKR distance d lnε (ρ + (t), ρ − (t)). Here we have introduced a regularization of the cost function in order to ensure finiteness for all z ≥ 0. The idea how to estimate the above Lipschitz norm of u by the L p norm of its gradient is inspired by the work of Crippa & DeLellis [5] and uses the notion of maximal functions. If M := M 0 1 denotes the maximal function operator, see Definition 3, it holds
and, for p
The first estimate is proved in a slightly more general version in Lemma 1 of the appendix. The second estimate is the fundamental inequality for maximal functions, cf. [19, p. 5, Theorem 1]. Applying (4), we infer
which can be rewritten as
by the definition of the transport plans. Now, using ρ ± L ∞ = 2, Jensen's inequality and (5), we infer that
Integrating in time now yields
for some constant c > 0 depending only on d and p. Since transport plans are probability measures, the above estimate implies
. By the monotonicity of the logarithm, it is ln(|x− y| + ε) dπ ε * (0)(x, y) ≥ d ln ((ρ 0 ) + , (ρ 0 ) − ), and thus, passing to the limit ε ↓ 0 we have
for all π(T ) ∈ Γ(ρ + (T ), ρ − (T )). Minimizing over π(T ) and applying the exponential function yields the statement of the theorem.
Proof of Theorem 2
The statement in Theorem 2 is an immediate consequence of Theorem 1 and the following two lemmas:
Lemma 2. There exists a constant c > 0 depending only on the space dimension, such that for every ρ : [0, 1) d → {±1} with ρ dx = 0 it holds
The first lemma shows that the MKR mixing measure is dominated by theḢ
norm. The second lemma provides a lower bound on the MKR mixing measure in terms of the inverse BV norm and is derived as an interpolation inequality. In a certain sense, the estimate can be seen as a non-standard isoperimetric inequality.
We start with the relatively simple
Proof of Lemma 1. Let π ∈ Γ(ρ + , ρ − ) be arbitrary, so that
We use Jensen's inequality together with the fact that π is a probability measure to infer D(ρ) ≤ |x − y| dπ, and thus, minimizing over all π ∈ Γ(ρ + , ρ − ) yields
By the Kantorovich-Rubinstein theorem (cf. [20, Theorem 1.14]), d id (ρ + , ρ − ) is a dual norm, namely
The proof of the interpolation inequality of Lemma 2 is more involved. It comes as a nontrivial extension of the estimate [2, Prop. 2.3] . In the new proof below, we use weighted local maximal functions, that will be introduced and discussed in the appendix.
Proof of Lemma 2. Let 0 < r ≤ 1 and R > 0 be two arbitrary constants that will be fixed at the end of the proof. We denote by ρ R the convolution of ρ with a radially symmetric standard mollifier that is supported on a ball of radius R. We then write
The estimate of the first integral on the right is standard and can easily be derived via approximation by smooth functions, namely
For the second term, we choose an arbitrary transport plan π ∈ Γ(ρ + , ρ − ) and write
Since π is a probability measure, the second term in (8) can be controlled as follows:
It remains to estimate the first term in (8) . We first notice that 1 ≤ ln |x − y| + ln e r for all |x − y| ≥ r, and thus 
The integral on the right can be estimated with the help of weighted local maximal functions, that will be introduced and discussed in the appendix. For this purpose, let {ρ ε } ε↓0 be a smooth approximation of ρ. Applying Lemma 3 below with f = ρ ε and θ = 1 2
and thus, by the definition of π and since ρ ± L ∞ = 2 |x−y|<r
We now invoke Lemma 4 with f = |∇ρ ε | and τ = 1 2 , to the effect of
Passing to the limit ε ↓ 0 via Fatou's lemma, the above calculation shows
Finally, combining (6)- (11) where in the last inequality we have used sQ ≤ sr ≤ r and the definition of weighted local maximal functions. In order to deduce (14) , it remains to observe that the prefactor is bounded for θ > 0.
We finally derive the fundamental inequality for weighted local maximal functions. Observe that this estimate fails in the case τ = 0, that is, for classical maximal functions. Because τ > 0, we have that lim |q|↓0 F ( · , q) = 0, and thus the Fundamental Theorem of Calculus yields
where in the last inequality we have used that q ≤ r and f ≥ 0. Via a chance of variables z = Qẑ, we obtain the estimate Notice that we have used τ > 0 in the last estimate. This proves Lemma 4
