Introduction
Due to the advanced development of computing technology, high-dimensional data are widely found in many fields ranging from genomics to marketing and finance. Such data are known as large p small n data where the number of variables p is relatively larger than the sample size n. Generalized linear models 5 (GLMs) have been extensively used to identify associations between response and explanatory variables. Similar to a normal linear regression model, the classical GLMs approach also suffers in large p small n scenario due to collinearity among covariates. Furthermore, regression coefficients are usually assumed to be sparse.
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In biomedical science, variable selection plays an important role in analysis of high-throughput genotype. A typical microarray data have several thousands predictors. For genome-wide association studies (GWAS), the data may contain thousand to million Single nucleotide polymorphisms (SNPs). However, the sample size is usually only in hundreds or thousands. Collinearity problem 15 occurs especially for those genes or SNPs resided in the same biological pathway.
It is also believed that only few genes or SNPs are associated with the phenotype of interest. In addition to continuouse phenotype, discrete or censored outcomes frequently appear in the field of biomedical science. Binary logistic and Cox's proportional hazards models with high-dimensional covariates have 20 received considerable attention over the past decade.
One popular approach in fitting high-dimensional GLMs is through a penalized likelihood method. The most basic and popular penalized likelihood estimator is lasso (Tibshirani (1996) ) where ℓ 1 -penalty is employed to produce sparse coefficients. Many works has been proposed to efficiently compute the 25 regularization paths for GLMs with lasso penalty. Park and Hastie (2007) intro-To enforce some regression coefficients to be exactly zero, a dirac spike using a point mass at zero should be considered instead. Nonetheless, EMVS algorithm is not in the closed form anymore. Moreover, extensions of the EMVS algorithm 60 to GLMs are not straightforward. Pungpapong et al. (2015) presented a contribution of empirical Bayes thresholding (Johnstone and Silverman (2004) ) to select variables in a linear regression framework which can identify and estimate sparse predictors efficiently. A dirac spike-and-slab prior, a mixture prior of an atom of probability at zero 65 and a heavy-tailed density, is put on each regression coefficient. An iterated conditional modes/medians (ICM/M) was also proposed for fast and easy-toimplement algorithm for empirical Bayes variable selection. Similar to an iterated conditional modes algorithm proposed by Besag (1975) , conditional modes are used to obtain hyperparameters and parameters other than regression co-70 efficients. With a dirac spike-and-slab posterior for each regression coefficient, a conditional median is employed to enforce the variable selection. As demonstrated in Pungpapong et al. (2015) , empirical Bayes variable selection can also handle the case when the information about structural relationship among predictors is available through the Ising prior. The ICM/M algorithm can be easily 75 implemented for such complicated prior.
The aim of this paper is to generalize empirical Bayes variable selection to more class beyond linear model. The general framework for extension of empirical Bayes variable selection to GLMs will be described. The details on the implementation of ICM/M algorithm for binary logistic model and Cox's 80 proportional hazards model will also be discussed here.
The rest of of this paper is organized as follows. The next section presents a Bayesian model formulation for high-dimensional GLMs. Section 3 introduces the ICM/M algorithm for GLMs. In Section 4, we introduce how to quantify variable importance and select variables based on false discovery rate. Section 85 5 and Section 6 focus on the implementation of ICM/M algorithm for binary logistic model and Cox's proportional hazards model respectively. Numerical results based on simulation studies are also be shown in Section 5 and Section 6. Application to real data sets are presented in Section 7 and 8. We then conclude this paper with a discussion in Section 9.
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A Bayesian model formulation for high-dimensional GLMs
Consider a generalized linear model (GLM) where each response variable Y i is assummed to be independent and has distribution belonging to exponential family taken the form
where a(.),b(.), and c(.) are functions which vary according to distributions. θ = (θ i , ..., θ n ) is known as the canonical parameter and φ is a dispersion parameter assummed to be known here. A link function g(.) is used to connect the linear predictors η i = β 0 +X i β to the mean
That is, g(µ i ) = η i = β 0 +X i β.
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With an n × 1 matrix of responses Y and n × p matrix containing values of p predictors, the maximum likelihood estimators (MLEs) are obtained to estimate β in low-dimensional setting (n > p). An iteratively reweighted least squares (IRLS) algorithm is typically used to estimate such coefficients. Based on current parameter estimates (β 0 ,β), a quadratic approximation to the likelihood is employed to construct pseudodata Z = (Z 1 , .., Z n ) t and pseudovariances Σ = diag{σ 2 i } as follows:
whereη =β 0 + Xβ. McCullagh and Nelder (1989) showed that the update of β in IRLS is the result of a weighted least squares regression of Z on X where the weighted matrix is Σ −1 . Indeed, the underlying distribution of pseudodata Z is approximated by N (β 0 + Xβ, Σ).
When n ≪ p, a unique solution for the classical MLEs does not exist due to 100 the fact that the design matrix X is not full rank. Thus, the regression coefficients β cannot be updated using a weighted least squares in IRLS procedure. To introduce sparsity in the modeling process, an independent mixture of an atom of probability at zero and a distribution describing non-zero effect can be put on each of the regression coefficient β j as prior in the Bayesian framework. With the approximated distribution of pseudodata Z and assuming that all other parameters except β j are known, β j has a sufficient statistic et al. (2015) , the prior of β j is in the form
Under the prior distribution in (3), each β j is zero with probability (1 − ω) and β j is drawn from the nonzero part of prior γ(β j ) with probability ω. Laplace distribution is employed for γ(β j ), that is,
where α > 0 is a scale parameter.
When the information of structural relationships among predictors is available, an indicator variable τ = (τ 1 , ..., τ p ) t where τ j = I {βj =0} is introduced and the underlying relationships represented by an undirected graph is put on τ .
Specifically, given τ j , the prior of β j is
Again, the Laplace distribution is employed for γ(β j ). To model the relationship among τ under an undirected graph G = (V, E) comprising a set V of vertices and a set E of edges, the following Ising model is considered:
where a and b are parameters and Z(a, b) is a normalizing constant, that is,
When b > 0, the interaction between nearest neighboring nodes is called ferromagnetic, i.e., neighboring τ j and τ l tend to have the same value. When b < 0, the interaction is called anitiferromagnetic, i.e., neighboring τ j and τ l tend to
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have different values. When b = 0, the prior gets back to independent and identical Bernoulli distribution. The value of a + b indicates the preferred value of each τ j . In fact, τ j tends to be one when a + b > 0 and τ j tends to be zero when a + b < 0.
3. The iterated conditional modes/medians algorithm for GLMs 
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Adopting the idea of IRLS, we can extend the ICM/M algorithm to GLMs.
Based on the approximated distribution of the current pseudo data, the ICM/M algorithm is applied to update all parameters. The procedure consists of the outer and inner loop. The outer loop is taken place to update pseudodata and pseudovariances based on current parameter estimates. The inner loop is where 130 the ICM/M is employed to cycle through all parameters update.
Proposition 1. With current values of β 0 and β, pseudodata and pseudovariances {Z, Σ} can be calculated and a sufficient statistic for β j is (X
w.r.t. the approximated distribution of Z which is N (β 0 + Xβ, Σ). Then, the iterative conditional median of β j in the ICM/M algorithm can be constructed as the posterior median of β j in the following Bayesian analysis,
With the independent prior as in (3), the details of the ICM/M algorithm is demonstrated in Algorithm 1.
0 , β (0) and set k = 0.
2. Set k = k + 1.
Update pseudodata and pseudovariances
4. Update weight ω as the mode of its full conditional distribution function.
5. For j = 1, ..., p, update β j as the posterior median.
6. Update β 0 as follows:
whereZ w andX w are the weighted means of Z (k) and X respectively with weight for each observation being σ
Iterate between 2 -6 until convergence.
To incorporate the information of structural relationships among predictors when it is available, the Ising prior (5) 
Indeed, a and b are the logistic regression coefficients when the binary variable τ j is regressed on <j,l>∈E τ l for j = 1, ..., p. Thus, the conditional median of β j can be constructed on the basis of Proposition 2 and the details of the algorithm can be found in Algorithm 2.
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Proposition 2. With current values of β 0 and β, pseudodata and pseudovariances {Z, Σ} can be calculated and a sufficient statistic for β j is (X
where the probability ̟ j is specified as follows,
3. Update pseudodata and pseudovariances
5. Update hyperparameters (a, b) as the mode of its pseudo-likelihood function.
6. For j = 1, ..., p, update β j as the posterior median.
where the probability ̟
7. Update β 0 as follows:
whereZ w andX w are the weighted means of Z (k) and X respectively with weight for each observation being σ −2 i . 8. Iterate between 2 -7 until convergence.
Variable importance and false discovery rate
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Although the ICM/M algorithm with a spike-and-slab prior can enforce variable estimation and selection simultaneously, it is often of interest to quantify the importance of variables. Pungpapong et al. (2015) proposed a local posterior probability to evaluate the importance of variables. Specifically, given all other parameter estimates except for β j , a local posterior probability of j-th predictor is defined as
However, with the Bayesian formulation for GLMs, the local posterior probability in (8) is not in the closed form and it is natural to estimate it by using the pseudodata in the last iteration (Z, Σ) and its approximated distribution.
That is,
Such probability in (9) has a closed form and can be easily computed.
With the local posterior probability ζ and true β, a true false discovery rate (FDR) given the data can be computed as
Following Newton et al. (2004) , the expected FDR given the data in Bayesian scheme is defined as
We then can select a set of important predictors based on the local posterior probability and F DR. By controlling F DR at prespecified level, κ can be chosen and a set of important predictors lists all predictors having the local posterior probability greater than κ. It has been shown that the local posterior 160 probability is a good indicator to quantify the importance of variables.
5. The ICM/M algorithm for binary logistic regression
Impplementation details
When the response variable is binary taking values {0, 1}, the logistic regression is commonly used. The logistic regression assumes Y i is independently
Equivalently, the logistic regression model can be written as
The pseudodata and pseudovariance for binary logistic regression can be constructed based on the current parameter estimates (β 0 ,β) as
whereπ(X i ) =
Some cautions need to be considered to avoid any divergence issues. The 165 details in the implementation of ICM/M algorithm are discussed here to prevent divergence problem:
• When a probability is within the range of ǫ = 10 −5 of 0 or 1, we set it to 0 and 1 respectively.
• When a probability is close to 1. Numeric difficulty arises in calculating pseudodata and pseudovariances due to the termπ(X i )(1 −π(X i )) in the denominator. Hazard or tail functions are employed to improve numerical stability in IRLS (Jorgensen (1994) ). We define
The pseudodata and pseudovariance can be computed as
.
In addition, to avoid the overflows, whenη i < −30 andη i > 30,η i is set to
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-30 and 30 respectively. Care should also be taken to select the appropriate form of the function in each tail. Specifically, the form involving e −η should be used for positive value of η and the form involving e η should be used for negative value of η.
• The idea of active-set convergence is adopted to check convergence in each iteration. The algorithm stops when a complete cycle to update the coefficients in the inner loop does not change the active set of predictorsthose with nonzero coefficients. Active set convergence is also mentioned in Friedman et al. (2010) , Meier et al. (2008) , and Krishnapuram and Hartemink (2005) . 
Simulation studies
Simulation studies were conducted to evaluate the performance of our proposed logistic empirical Bayes variable selection via the ICM/M algorithm.
Large p small n data sets were simulated from the model (12). We compare the performance of our approach with other two popular methods: the regularized 185 logistic regression with lasso (Lasso) and adaptive lasso (ALasso) penalties. A tuning parameter for both methods was chosen based on 10-fold cross-validation.
Using lasso fits as initial values, the ICM/M algorithm was carried out.
Three cases of prior on structured predictors were considered here. Case 1 assumed that all predictors are mutually independent. For Case 2 and Case among 100 simulated data sets.
Case 1: Independent prior
The data for case 1 was generated with n = 250 and p = 1, 000. The intercept term β 0 was set to zero and there are 10 non-zero regression coefficients including β 1 = ... = β 5 = 10 and β 11 = ... = β 15 = −5. The covariates were 200 partitioned into 10 blocks, where each block containing 100 covariates were serially correlated at the same level ρ. The values of ρ were {0, 0.3, 0.5, 0.7, 0.9}. across 100 simulated data sets in Case 1 (with standard deviation in parentheses) . From Table 1 , misclassification rates among the three methods were comparable and they tended to get smaller when the correlation among predictors was high.
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In order to assess the ability to select the correct variables, average number of false positives and false negatives are also reported in Table 1 In order to evaluate the importance of variables through the local posterior probability obtained from ICM/M, the true and estimated FDR were plot against κ in Figure 1 . We first noticed that the estimated FDR was inflated from the true FDR. Furthermore, the FDR was well approximated when the 225 correlation among covariates got higher. By controlling the FDR at level 0.05, the threshold of κ was chosen and all variables having local posterior probabilities suppassed the threshold were selected. Table 2 shows the results on the value of κ, number of false positives, number of false negatives, and number of important variables for Case 1 simulation. We observed that the value of κ 230 was decreasing for higher value of ρ causing lower number of false positives and higher number of false negatives. Overall, the results in Table 2 are better than those in Table 1 . Thus, the local posterior probability and estimated FDR was a suitable tool to select important variables. For case 2, we again fixed n = 250 and p = 1000. The intercept term β 0 was set to zero and the values of regression coefficients β depend on an indicator variable τ which follows a Markov linear chain model with transition matrix:
And τ 1 ∼ π, where π = (0.5 0.5). The effect size for non-zero coefficients were drawn from Uniform [3, 10] . The covariates X were generated from AR(1) with different value of ρ in {0, 0.3, 0.5, 0.7, 0.9}.
As shown in Table 3 , ICM/M had smallest misclassification rates when predictors were independent or had mild correlation among them while adaptive 240 lasso had smallest misclassification rates for mild/high correlation among predictors. Again, we saw the same pattern as in Case 1 simulation that misclassification rates were lower when correlation among predictors was higher for all three methods.
ICM/M had much smaller number of false positives comparing to lasso and 245 adaptive lasso across values of ρ. Lasso and adaptive lasso generally selected large number of non-zero predictors as the true model in Case 2 simulation With the Ising prior, the estimated FDR curves obtained from ICM/M were underestimated making the chosen value of κ to be smaller than it supposed to be. When FDR was controlled at level 0.05, the results in Table 4 had 260 smaller number of false positives and slightly higher number of false negatives.
To reduce the number of false negatives, we can increase the FDR level. 
Case 3: Pathway structure prior
To assess the performance of our proposed method in pathway-based analysis, the data was simulated based on the genotype from publicly available Parkin-
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son's disease (PD) dataset (dbGaP study accession number: phs000089.v3.p2).
Parkinson metabolic pathway and other six pathways related to PD were obtained from KEGG database. For each genetic region in these pathways, SNPs The results from Case 3 simulation were consistent with simulation studies in Case 1 and Case 2. ICM/M outperformed the othere two methods in terms of number of false positives although it has higher number of false negatives.
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ICM/M also had lowest misclassificationr rate in this case. For estimation errors, ICM/M and adaptive lasso also had similar β−β 1 but adaptive lasso yielded smaller β−β 2 2 . As shown in Figure 3 , FDR curve was well approximated in this case. In addition, the results in Table 5 were similar to the results in Table 6 
where Y i is the ovserved time for subject i, X i is a p-dimensional vector of covariates, and δ i is 1 if Y i is the actual survival time and 0 for right-censoring. The
Cox's regression (Cox (1972) ) models survival times through hazard function Let t 1 < t 2 < ... < t m be the increasing list of distinct failure time and define cumulative baseline hazard at time t j for subject i to be
where ∆H 0 (t j ) is the increment of the cumulative baseline hazard at time t j .
Following Johansen (1983) and Nygård et al. (2008) , the regression coefficients can be found by maximizing the extended likelihood taking the form
Given value of β, the increment of the cumulative baseline hazard that maximizes the likelihood is
Hence,Ĥ
The explicit form of the pseudodata and pseudovariace can be computed based on current coefficientsβ as
The approximated distribution of pseudodata Z is N (Xβ, Σ) where Σ = diag{σ 2 i }.
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The ICM/M algorithm can now be used to cycle through parameters update and the active-set convergence is employed as stopping criterion.
Simulation studies
In this section, three cases in simulation were conducted to show the performance of the ICM/M algorithm for Cox's proportional hazards model. Here
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we compare the results with lasso and adaptive lasso for Cox's model in large p small n settings. In all three scenarios, we fixed n = 250 and p = 1, 000. Survival times were simulated from a Cox model with the baseline hazard function of a Weibull distribution with a shape parameter ν = 10 and a scale parameter λ = 1. The censoring times were generated randomly to achieve censoring rate simulated data sets for each case.
Case 4: Independent prior 330
The covariates were simulated the same way as in Case 1 with n = 250 and p = 1, 000. Among 1,000 predictors, the failure times were determined by a linear combination of 20 non-zero coefficients: β 1 = ... = β 10 = 5 and β 101 = ... = β 110 = 2. Table 7 shows that ICM/M performed the best regarding the ability to 335 select true important variables across all levels of correlation among covariates.
The average numbers of both false positives and negatives were close to 0.
Moreover, the average model size was close to the size of true model which was 20. Although lasso also had small numbers of false negatives, it turned out that lasso tended to select much larger number of non-zero coefficients which was Figure 4 shows that the estimated and true FDR curves were very close to each other. In addition, the results in Table 8 and Table 7 were consistent. The average number of false positives and negatives were all close to zero making 
Case 5: Linear chain prior
Covariates with n = 250 and p = 1, 000 were generated the same way as 
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Ability to select variables correctly were assessed in 3 criteria: number of false positives, false negatives, and model size. As you can see in Table 5 , ICM/M was the best method to select correct variables here due to small numbers of false positives and false negatives across all value of ρ. Average model sizes were also close to the true model size containing 19 non-zero coefficients.
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We also noticed that ICM/M gave slightly higher number of false positives when Table 10 when controlling FDR at level 0.05 were slightly higher than the model size in Table 9 
Case 6: Pathway structure prior
For Case 6, gene expression data within an assumed network were simulated.
The network consisted of 10 disjoint pathways. Each of which contained 100 genes resulting in p = 1, 000 in total. Ten regulated genes were assumed in each pathway. The gene expression values were generated from a standard normal 380 distribution. For those regulated genes in the same pathway, the expression values were generated from normal distribution with a correlation of ρ = 0.7 among those 10 regulated genes. Eighteen regulated genes from three pathways were chosen to have non-zero coefficients that were drawn from Uniform[0.5, 5]. As you can see in Table 11 , ICM/M outperformed the other two methods in which is close to 18. Lasso and adaptive lasso selected much more variables into the model resulting in large number of false positives. We also observed that adaptive lasso had smallest avarage values for β−β 1 and β−β 
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Similar to other simulation studies for Cox's model, the true FDR curve was well approximated by the estimated FDR curve. Moreover, the results based on the regression coefficients from ICM/M method in Table 11 were similar to variable selection procedure at FDR level = 0.05 in Table 12 . 
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Assume known pathway information among SNPs from the KEGG database, ICM/M with Ising prior was applied to fit a high-dimensional binary logistic regression. Again, lasso fits were used as initial values of coefficients for ICM/M algorithm. ICM/M was then compared with lasso and adaptive lasso.
From Table 13 , Lasso performed relatively poor due to large misclassification rate and model size. Adaptive lasso had the smallest misclassification rate.
Similar to results in simulation studies, ICM/M tended to select smaller number of variables into the model comparing to lasso and adaptive lasso. There was also an improvement of ICM/M in terms of misclassification rate over lasso. Figure 7 demonstrates the number of SNPs identified by the three methods.
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There were 24 SNPs identified by all three methods. The details of these overlapping SNPs are shown in Table 14 . We noticed that the signs ofβ for each SNPs were the same for three methods. Overall, ICM/M tended to produce larger effect sizes for regression coefficients than the other two methods. This might due to the thresholding of ICM/M to screen out the small regression 435 coefficients.
For ICM/M, FDR obtained from the local posterior probability was estimated. When controlling FDR at level 0.05, κ was chosen to be 0.86 yielding 
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Due to large number of identified SNPs, we further investigated our analysis.
For comparison purposes, we only focused on the results of ICM/M based on the fitted model for the rest of this section although one might consider using FDR and the local posterior probability to select important variables instead.
Since the correlation among SNPs resided in the same genetic region tended Klien and Westenberger (2012) , Polito et al. (2016) , and Lill (2016)). There were another 6 genes that had been reported in Harmonizome database (see 465 Rouillard et al. (2016) ) to have association to PD based on GWAS and other genetic association datasets from the GWASdb SNP-Disease Associations dataset.
These 6 genes included BIRC6, COX7B2, PRKAR2B, TNPO3, and TRIP12.
Among these 6 genes, lasso, adaptive lasso, and ICM/M can identify 5, 4, and was not unusual due to the fact that genes with larger number of identified SNPs were accounted for more variations to the response. Interestingly, we noticed that the p-value for ICM/M method tended to be smaller than the other two methods despite the number of identified SNPs resided in a gene.
Illustration: Lung Adenocarcinoma Microarray Analysis
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We illustrate our proposed methodology for Cox's model to the lung cancer data from Beer et al. (2002) . The microarray data consisting of p = 7, 129 genes were from n = 86 patients with primary lung adenocarcinomas. The survival time of patients in early-stage lung adenocarinomas were recorded and the censoring rate in this data set is 27.9%.
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Three pathways related to lung adenocarcinoma were obtained from KEGG database. Genes in the data set were then mapped to genes in these three pathways to generate an undirectedg graph. This resulted in a gene network consisting of 55 nodes and 109 edges. The rest of the genes were either isolated or not in one of these three pathways. Using lasso coefficients as initial values,
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the ICM/M algorithm with pathway structure prior was applied to the data set. For comparison purposes, the results from lasso and adaptive lasso were also reported.
Lasso , adaptive lasso, and ICM/M selected 24, 23, and 12 genes respectively. Table 16 ). Furthermore, we found that another 3 genes were reported to have some relation with lung cancer in literatures. This included INSL4 (Ludovini et al. (2016) ), PRKACB (Chen et al. (2013) ), and SPRR1B (Ludovini et al. (2016) ). Table 16 : Genes identified by all three methods: lasso, adaptive lasso, and ICM/M in lung adenocarcinoma microarray analysis (Bolded genes were among top 100 genes reported in Beer et al. (2002) In addition to 9 genes in Table 16 , ICM/M also identified 3 more genes 505 including NME2, STMN1, and ZFP36 (see Table 17 ). In fact, NME2, identified by both Lasso and ICM/M, was among the top 100 genes related to survival of patients reported in Beer et. al. (2002) . For STMN1 and ZFP36, only ICM/M was able to identify these 2 genes. Interestingly, both genes were related to lung cancer in recent literatures: STMN1 (Nie et al. (2015) ) and ZFP36 (Shao et al. 510 (2017)). achieves fast computation even in high-dimensional data analysis. The ICM/M algorithm for both linear and nonlinear models is implemented in the icmm R package.
The lasso is the most widely used method in fitting high-dimensional GLMs.
Its popularity stems from its computational feasibility and availability in various Another advantage of our proposed methodology over lasso and adaptive lasso is that our method does not only provide regression coefficients but also a local posterior probability. A local posterior probability for each predictor is proposed to quantify the importance of variable in linear model (Pungpapong et al. 555 (2015) ). For Bayesian variable selction for GLMs, the local posterior probability is estimated using the pseudodata in the last iteration of IRLS. FDR in Bayesian scheme can also be computed and employed to select the final set of important variables. Therefore, our method provides flexibility to select varibles while controlling FDR at a desired level rather than relying on only regression 560 coefficients.
Finally, we would like to note that our method seems to work better with survival data than binary data in terms of false negative rate. This might be due to the fact that binary data is less informative than continuous data even though the censoring rate is quite high (50%).
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