Introduction and Statement of the Results
In this work we continue our study of the adiabatic decomposition of the ζ-determinant, which started with the note [6] and then evolved into much more serious research project (see [7] , [8] , [9] , [10] ). In [9] , [10] the decomposition formula was given in terms of the non-local Atiyah-PatodiSinger boundary conditions. Here we discuss a formula which involves the Dirichlet condition.
We also discuss the relation of our work to the earlier work on the decomposition of the ζ-determinant by Burghelea, Friedlander and Kappeler (from this point on referred to as BFK).
The present work is companion to the paper [10] and in several places we refer to [10] for the proof of a given statement and a more detailed discussion. Let D : C ∞ (M; S) → C ∞ (M; S) be a compatible Dirac operator acting on sections of a bundle of Clifford modules S over a closed manifold M. The operator D is a self-adjoint operator with discrete spectrum. We also assume that we have a decomposition of M as M 1 ∪ M 2 where M 1 and M 2 are compact manifolds with boundaries such that (0.1)
We denote
The ζ-determinant of ∆ is defined as follows where a ′ n/2 := a n/2 − dim ker(D) and a n/2 is a constant term in the asymptotic expansion
The function κ(s) is defined to be the integral in a neighborhood of s = 0 , where h(s) is a holomorphic function of s near s = 0 . The value of the function h(s) at s = 0 is not a local invariant, and this fact implies the non-locality of the ζ-determinant. Therefore, there is no direct decomposition formula for the ζ-determinant of the operator D 2 (see [7] , [8] and [10] for more detailed discussion). However, there is a way to separate the contributions coming from different parts of M , though we loose some information after passing to the adiabatic limit.
In the following we deal only with the product situation. We assume that M and the operator D have product structures in a neighborhood of the boundary Y . This means that there is a bicollar neighborhood N ∼ = [−1, 1] × Y of Y in M such that the Riemannian structure on M and the Hermitian structure on S are products when restricted to N . This implies that D has the following form when restricted to the submanifold N (0.4) D = G(∂ u + B) .
Here u denotes the normal variable, G : S| Y → S| Y is a bundle automorphism, and B is a corresponding Dirac operator on Y . Moreover, G and B do not depend on u and they satisfy (0.5) G * = −G , G 2 = −Id , B = B * and GB = −BG .
There is a further subtlety involving the difference between the odd and even dimensional case, but it is not important in this study, as we discuss only the determinant of the Dirac Laplacian, not the Dirac operator D itself. Now, we replace the bicollar N by N R = [−R, R] × Y and obtain a new closed manifold M R . We use formula (0.4) to extend D to the Dirac operator D R on M R . We study the decomposition of the ζ-determinant of ∆ R = D 2 R as R → ∞. First, we introduce corresponding operators on manifolds M i,R . We denote by ∆ i,R the operator ∆ R |M i,R subject to the Dirichlet boundary condition. The operator ∆ i,R is a self-adjoint operator with discrete spectrum and smooth eigensections. The ζ-determinant of ∆ i,R is well-defined and it enjoys all the nice properties of the ζ-determinant of the Dirac Laplacian on a closed manifold. The problem that we immediately face here, is the divergence of det ζ ∆ R and det ζ ∆ i,R as R → ∞ . However, we can still study the ratio
and obtained a finite answer. The case of invertible tangential operator was described in [8] . It follows from the earlier work on the chiral boundary condition for ∆ R and the Atiyah-Patodi-Singer conditions for D R (see [6] and [7] ). Later, we worked out the case of the non-invertible operator B , and obtained the formula in the case where ∆ i,R were subject to the AtiyahPatodi-Singer conditions (see [9] , [10] ). The new feature in the case of noninvertible B is the presence of infinitely many eigenvalues approaching 0 as R → ∞ . More precisely, we have finitely many eigenvalues of D R which decays exponentially as R → ∞ . In the following we call them e − values.
There are also infinite families of eigenvalues, for both D R and the boundary problems ∆ i,R , which decay as
. We call those eigenvalues s − values. The behavior of s−values can be understood in terms of suitable scattering operators as described in the fundamental paper of Werner Müller (see [5] ). We used the description of s − values given by Müller and obtained a corresponding decomposition formula (see [10] , see also announcement [9] ).
In the present paper we applied the method of [10] to study the case of the Dirichlet boundary condition. Let M i,∞ denote the manifold M i with the infinite cylinder attached i.e. lim R→0 M i,R and D i,∞ denote the Dirac operators on M i,∞ determined by D . The operator D i,∞ defines a scattering matrix C i (0) : ker B → ker B , which is an involution. The following Theorem is the main result of the paper Theorem 0.1. Let us assume that ∆ R does not have exponentially decaying eigenvalues. Then the following equality holds
where
2 restricted to the orthogonal complement of ker B .
Remark 0.2. The operators ∆ i,R are Dirac Laplacians subject to the Dirichlet condition hence they never have exponentially small eigenvalues. This follows easily from mini-max principle.
We offer two proofs of Theorem 0.1. The first proof is a modification of the proof of the corresponding result for the Atiyah-Patodi-Singer conditions given in [10] . The second proof follows from the BFK formula.
The "scattering proof" occupies the first three sections. We discuss the BFK decomposition formula in the case of Dirichlet condition in Section 4. The BFK formula involves the local constant C(Y, ∆ Y ) and the determinant of Dirichlet to Neumann (hence DN) operator B . In Section 5 we study the adiabatic limit of the DN operator. The main result is Theorem 5.6 which describes the behavior of the ζ-determinant of the DN operator for large R.
In Section 6 we perform the explicit computations of the determinants on the cylinder [0, 2R] × Y cut into two halves. The cylinder is not a closed manifold, hence we have to put (Atiyah-Patodi-Singer) conditions at the boundary. The straightforward computations shows that both, our formula and BFK formula, hold in this simple situation. This is sufficient to evaluate C(Y, ∆ Y ) in the case of Dirichlet condition. We obtain the formula
where −b m/2 is the constant term in the expansion of T r e −t∆ Y (m = dim Y ). It follows from the locality of C(Y, ∆ Y ) that (0.7) holds in the general case as well.
Once we have determined the numerical value of C(Y, ∆ Y ) , we may use Theorem 5.6 and BFK formula in order to give another proof of Theorem 0.1 . This proof is discussed at the end of Section 5.
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Small time contribution
We follow here [10] and define relative ζ-function ζ R rel (s)
We decompose ζ R rel (s) into two parts
The derivatives of ζ 
Proof. We follow [7] and [10] (see also [8] ) and we refer to those papers for more details. The asymptotic expansion of T r(e −t∆ R − e −t∆ 1,R − e −t∆ 2,R ) is determined by parametrices of e −t∆ R , e −t∆ 1,R and e −t∆ 2,R . These parametrices are constructed from the heat kernels on the closed manifold M R and heat kernels of the boundary problems on the infinite cylinders. The interior contributions cancel each other and only the boundary contribution is left. This boundary term is equal to
is a holomorphic function of s on the whole complex plane. Moreover, the following equalities hold
Now, we can formulate the main result of this Section Proposition 1.3. We have
small eigenvalues and scattering matrices
In this section we study the relation between the s − values of the operators ∆ R , ∆ 1,R and ∆ 2,R and the scattering matrices C 1 (λ), C 2 (λ) determined by the operators ∆ i,∞ := D 2 i,∞ on M i,∞ . This is necessary for getting the large time contribution in our formula. Most of the material in this Section is simply a reformulation of the results from [10] for the case of the Dirichlet boundary conditions. Therefore in some places we either offer a sketch of the proof, or simply refer to [10] .
Let φ be an eigensection of ∆ 1,R for Dirichlet boundary problem, which corresponds to the s − value λ 2 = λ(R) 2 with |λ| < R −κ for some fixed κ with 0 < κ < 1. That is,
The section φ can be represented in the following way on
There is also the generalized eigensection E(ψ, λ) over M 1,∞ , corresponding to ψ ∈ ker(∆ Y ) and the positive square root of s−value λ 2 . The section E(ψ, λ) satisfies
and it is given by the following formula on the cylinder [0,
where θ(ψ, λ) is a smooth L 2 section orthogonal to ker(∆ Y ) (see [5] and [10] for more details). The scattering matrix C 1 (λ) , which appears in (2.2) is a unitary operator acting on ker B . It satisfies the following functional equation
In particular
Following [5] , we introduce
A simple application of this equality provides
for some positive constant c. The Dirichlet boundary condition and (2.4) imply the following estimate
The operator C 1 (λ) can be extended to an analytic family of the operators in a neighborhood of λ = 0 . Analytic perturbation theory guarantees the existence of the real analytic functions α j (λ) of λ ∈ (−δ, δ) , such that exp(iα j (λ)) are the corresponding eigenvalues of C 1 (λ) for λ ∈ (−δ, δ) . We fix the constant δ 1 , 0 < δ 1 < δ , and define
there exists at most one solution of the equation
Let k j,max = k j,max (R) be the maximal k for which (2.6) has a solution. Then
The following result is a consequence of (2.5),
for an integer k with 0
The proof follows the proof of a similar result given in [10] . Now, we consider equation (2.7) when k = 0. The function α j (λ) is a real analytic function of λ , hence we have
for some constants α jk 's. The operator C 1 (0) is an involution and as a result α j0 = 0 or α j0 = π . It is not difficult to show that λ decays exponentially as R → ∞ under assumption that α j0 = π . However, the operator ∆ 1,R does not have e − values, therefore α j0 = 0 , and we have
Proof. Proposition 2.1 implies
Now, we know that we can exclude the case of k = 0 and α j0 = π. We have |λ(R)| < R −κ and the Proposition follows.
The same method was used in [10] to prove the corresponding result for the operator ∆ R on a closed manifold M R , Proposition 2.3. (see [10] ) There exists R 0 such that for R > R 0 the positive square root λ(R) of s−value λ(R)
2 of ∆ R with λ(R) < R −κ satisfies
for an integer k with 0 < 2kπ − α j (λ(R)) < R 1−κ , where exp(iα j (λ)) is the eigenvalue of the unitary operator
It follows from the discussion presented above that the small eigenvalues of the operators ∆ R , ∆ i,R are determined by the eigenvalues of the onedimensional Dirac operators determined by the matrices C 1 (0) , C 2 (0) and C 12 (0) . Let us discuss a model operator. Let U : W → W denote a unitary operator acting on a d-dimensional vector space W with eigenvalues e iα j for j = 1, · · · , d . We introduce the operator ∆(U),
where E U is the flat vector bundle over S 1 = R/Z defined by the holonomy U . The spectrum of ∆(U) is equal to (2.11)
We also have
(see for instance [1] ). The operator ∆ i,R has the
-dimensional kernel, which is given by 1 -eigenspace of C i (0). The next result follows from Proposition 2.2,
It follows from Proposition 2.4 that T r(e
) , as R → ∞ . The detailed calculations of this result are given in [10] .
The operator C 12 := C 1 (0)
2 of ∆ R with λ(R) < R −κ satisfies (2.14) Proof. We know that α j (λ) is an analytic function of λ for λ ∈ (−δ, δ) , which has the following expansion
with πk − 1 2 α j0 > 0. The square of this equality gives (2.14) since λ(R) < R −κ .
As in the case of Proposition 2.4, Proposition 2.5 and computations made in [10] shows that T r(e −tR 2 ∆ R ) converges to 
large time contribution
In this Section we analyze the large time contribution. This contribution is determined by the determinants of the one-dimensional Dirac operators determined by the scattering matrices. We start with the explicit formulas for the determinants of those operators Proposition 3.1. We have
Proof. The zeta functions of ∆(C i (0)) are given by
-copies of
and its derivative at s = 0 is −4 ln 2.
Proposition 3.2. We have
where e iα j (0) 's are the eigenvalues of C 12 .
Proof. See the computation in p. 360 -361 of [1] .
The next result allows us to perform a rescaling, which plays an important role in the proof of the final formula for the large time contribution Proposition 3.3. We have the following formula for the small time contribution defined by the 1-dimensional operators
Proof. First, note that there exists a constant c 1 such that
This is due to the fact that ∆(C 12 ) , ∆(C i (0)) are Laplacians on S 1 , so the expansion of the trace of the heat operator for each Laplacians is of the form
Now a factor of 1 4 in front of ∆(C 12 ) provides a factor of 2 in front of π t in the expansion for the operator 1 4 ∆(C 12 ) , and we estimate as follows
which completes the proof. Now, we are able to follow the path described in [10] and make the following observation, Proposition 3.4.
The proof of Proposition 3.4 is almost identical to the proof of Proposition 3.1 in [10] and is therefore omitted. We summarize analysis performed in this Section in the following Theorem Theorem 3.5.
. Proposition 1.3 and Theorem 3.5 combined together give the following equality
Now Proposition 3.1, 3.2 and equality (3.5) give Theorem 0.1.
BFK Decomposition Formula
In this Section we are going to describe the BFK decomposition formula. It is a Meyer-Vietoris type formula, which works without bringing the adiabatic process into consideration Theorem 4.1. (see [2] ) Assume that ∆ M is an invertible operator. The decomposition of det ζ ∆ M on M is described by the following formula
where ∆ i is the Laplacian over M i with Dirichlet boundary condition.
The constant C(Y, ∆ Y ) in formula (4.1) is a local invariant, which means that its value is given by the integral
where c(y) is determined by the coefficients of the operator ∆ Y at the point y ∈ Y , that is, the coefficients of ∆ Y over Y . The DN (= Dirichlet to Neumann) operator
is defined as the composition of the following maps
The map N is the restriction of the section to the collar neighborhood of the boundary of the manifoldM , composed with the normal derivative. More precisely, section s ∈ C ∞ (M ; S) defines a couple (s 1 , s 2 ) , where s i is equal to the restriction of s to the collar neighborhood of Y ∼ = Y i in M i . The map N is now given by the formula
We also have further restriction to the boundary ofM and the map I f given by
Let us remind the reader of the construction of the Poisson operator
∆s f,g = 0 and s f,g |Y 1 = f and s f,g |Y 2 = g .
The operator K is defined as the map (s, f ) → s f,g . It is well-known that the map B defines an elliptic, non-negative, pseudo-differential operator of order 1 .
Remark 4.2. (1) It follows from the definition that the DN operator B
, although defined on Y , depends on global information coming from the manifold M . Therefore, explicit computations using formula (4.1) seem to be difficult to perform.
(2) BFK did not provide the formula for the constant C(Y, ∆ Y ). This formula will be discussed in the last Section of this paper.
The adiabatic limit of the DN operator
In this Section we study the behavior of the DN operator under a change of R . We have the operator B R ,
defined in the previous section. The operator B R is a function of R via the Poisson operator K R , which depends on the global information coming from the manifold M 1,R ⊔ M 2,R . To investigate R-dependence we study the way the operator B R acts on each copy of Y in the boundary of a manifold
We denote by {µ 
If φ = φ m is an eigensection of ∆ Y , then the constants a m , b m , d m satisfies the following conditions
Now we have
Proposition 5.1. For any eigensection φ m and an eigensection φ n ∈ ker(∆ Y ) ⊥ , we have
where c is a positive constant.
Proof. Let Ψ R denote the normalized solution of the Dirichlet problem with the boundary data φ m i.e.
.
We have the following representation of Ψ R on the cylinder (
It is not difficult to see that |b k (R)| decays exponentially as R → ∞. This is a consequence of the following inequality
which implies the following
As a result the following estimate holds for sufficiently large R
and we see that |b k (R)| decays exponentially. The boundary condition gives the following constraint on the coefficients a k (R), b k (R)
otherwise , Now Proposition 5.1 follows since |b k (R)| decays exponentially.
Proposition 5.2. For any eigensection φ m and φ n ∈ ker(∆ Y ) , we have
where C ′ 1 (0)φ n = iαφ n and c is a positive constant.
Proof. Let Φ = Φ R denote a solution of the problem
In the proof, we omit the index m in φ m and R in Φ R . Let us define
for small positive λ. For any such λ and ψ := φ n ∈ ker(∆ Y ) , there exists a generalized eigensection E(ψ, λ) , which has the following expression over the cylindrical part (
. It follows from the Green formula over
Equation (5.4) leads to the equality
We differentiate both sides of the equality (5.5) at λ = 0 and obtain
Now the Proposition follows easily from (5.6). Let us consider for instance the case of
Equation (5.6) now reads as
which gives the formula
We also have the corresponding formulas for B 2,R , which leads us to the next statement Corollary 5.3. We have the following formulas, 
For more detail, see Theorem 2.5 in [10] . One simple example to study is the manifoldM, the double of a manifold with boundary M . It is easy to observe (see [10] ) that in this case we have C 1 (0) = −C 2 (0) , and there is no exponentially small eigenvalues of B R .
From now on, we assume that ∆ R has no exponentially decaying eigenvalues. The discussion presented above showed that this implies the condition
hence to the vanishing of the exponentially small eigenvalues of the operator B R . Under this assumption, B R has the following form
The operator L 1 (R) is equal to 0 on the subspace ker(∆ Y ) ⊥ . We use formula (5.7) and the corresponding formula on
This gives the formula
The operator L 2 (R) satisfies,
for a positive constant c . We compute the determinant of the operator
Then the operator L 1 (R) (restricted to the kernel of ∆ Y ) satisfies
Proof. First of all, the assumption we made implies that the direct sum of the ranges of the projections
spans the space ker ∆ Y . It also follows from Proposition 5.2 and the discussion following this result that we have a formula
Now, we use the fact that
hence, in fact, we study the determinant of the operator acting on C h Y and this operator has the form
where g is an invertible operator. We write
The second operator on the right side can be represented in the following form
The corresponding decomposition for the operator P − g −1 (Id − P )g is
This shows that
and the proposition is proved.
Now we study det ζ B R . We give the formula for the adiabatic limit of det ζ B R . First, we use the factorization property of the ζ-determinant to put a product of finitely many eigenvalues up front. Hence, the contribution which comes from the kernel of ∆ Y can be separated and it is equal (up to the error of size O(R −h Y −1 ) ) to the right side of the formula (5.10). We have to add a contribution coming from the orthogonal complement to the kernel of ∆ Y . Up to exponentially small errors we deal with the eigenvalues of the operator 2|B| = 2 √ ∆ Y . We study the integral
where T r ker(B) ⊥ denotes the trace of the operator restricted to the subspace ker(B) ⊥ . The standard argument shows that we can neglect the large time contribution, say ∞ R ε ( see for instance [10] ), and then it is easy to show that
This completes the proof of the main result of this Section Theorem 5.6. The adiabatic limit of the ζ-determinant of the operator B R is given by the formula
where {e iα j } is the set of eigenvalues of the operator C 12 .
Remark 5.7. We have also used a well-known equality for positive elliptic operator ∆ of a positive order,
where c denotes any positive constant.
Second Proof of Theorem 0.1:
We use Theorem 5.6 and BFK formula (4.1)
The constant C(Y, ∆ Y ) is computed in the next Section (see Proposition 6.3) and it is given by the formula
This formula and (5.14) implies that
Example. Computation of BFK constant
In this section we present an example which illustrates nicely the theory developed in the paper. We also use this example to compute the BFK constant.
Remark 6.1. In the example below we study the decomposition of the cylinder
R circle of the length R). Hence, instead of dealing with the Dirac operator on a closed manifold, we have to study a Dirac operator subject to the boundary condition at u = 0, 2R . The only reason for this is that we want to make the presentation shorter. In the case of the mapping torus we have to discuss the zero eigenmodes present in the case, which assumes an extra regularization.
Anyway it is not difficult to check that we end up with the same answer if we use the mapping torus. 
where σ i is an involution on the space ker(B) . We assume that
in order to avoid the discussion of the zero eigenvalues. The Dirac Laplacian
u + ∆ Y with the domain determined by the boundary conditions
We cut M 2R along a hypersurface {R} × Y , and we impose the Dirichlet boundary conditions on the new connected components of the boundary.
We have three operators to consider: 
where e iα j 's are the eigenvalues of σ 1 σ 2 (see [4] 
We want to show that these eigenvalues are actually determined by the corresponding scattering matrices. Let us consider manifold
We have here a Dirac operator D with the boundary condition
which determines the Dirac Laplacian ∆ 1,∞ on M 1,∞ . The generalized eigensection E(φ, λ) of ∆ 1,∞ for ψ ∈ ker(∆ Y ) and small λ is given by the formula
The boundary condition (6.3) now gives
hence C 1 (λ) is equal to the involution σ 1 in this simple example. In the same way, we see that
Now we discuss the DN operator for this example. We have a nice description of the Poisson operator B R in our situation. Contrary to the situation we studied in previous Sections, we need a spectral decomposition of the operator B . Let {µ k ; φ k } k∈Z denote such a decomposition. Though it is not important here, let us remind that if µ k is an eigenvalue, then −µ k is an eigenvalue as well and we can pick-up corresponding eigensections, such that µ k = −µ −k and φ k = Gφ −k . We consider the decomposition of L 2 ([0, R] × Y ; S) onto a direct sum
where S µ k is the eigenspace of B corresponding to µ k . Any φ ∈ L 2 (Y, S| Y ) may be represented in the following way
where φ µ k is an eigensection corresponding to eigenvalue µ k . It is easy to describe the restriction of B 1,R over S µ k . We find B 1,R | Sµ k by solving the following elliptic boundary problem on the interval [0, R]
We obtain
We also have the corresponding formulas over The operator A R is an operator of the form Id + K R , where the operator K R is an operator with a smooth kernel, hence A R is an elliptic pseudodifferential operator. We can now represent B R as (6.7)
where |B| ′ is equal to |B| over ker(B) ⊥ and it is the identity operator when restricted to ker(B) . It follows from (5.15) and (6.7) that det ζ B R is given by the formula Therefore, we have
Once again we repeat the computations from [10] to show that we can forget the "error terms" in the adiabatic limit as R → ∞ and then, taking into account (6.9) and the fact that σ i = C i (0) , we finally obtain
where e iα j (0) 's are the eigenvalues of C 12 = σ 1 σ 2 . Now, we use (0.1) and (4.1) and (6.10) to prove the following formula Remark 6.4. The formula (6.11) was also obtained by Y. Lee (see [3] ). His proof is completely different from the one presented in this paper.
