Polymer processes often contain state variables whose distributions are multimodal; in addition, the models for these processes are often complex and nonlinear with uncertain parameters. This presents a challenge for Kalman-based state estimators such as the ensemble Kalman filter. We develop an estimator based on a Gaussian mixture model (GMM) coupled with the ensemble Kalman filter (EnKF) specifically for estimation with multimodal state distributions. The expectation maximization algorithm is used for clustering in the Gaussian mixture model. The performance of the GMM-based EnKF is compared to that of the EnKF and the particle filter (PF) through simulations of a polymethyl methacrylate process, and it is seen that it clearly outperforms the other estimators both in state and parameter estimation. While the PF is also able to handle nonlinearity and multimodality, its lack of robustness to model-plant mismatch affects its performance significantly.
Introduction
Polymerization reactors offer unique challenges for process modeling, monitoring, and control. The production of polymers of different grades means that the process conditions are changed relatively often. Product quality specifications (usually expressed in terms of constraints on the properties of the molecular weight distribution) and dynamic operation lead to the need for on-line monitoring and control, which further require accurate process models and real-time estimation of states and parameters of the system. Over the years, the most popular estimator used in nonlinear chemical processes-both in general and specifically for polymerization reactors, too-is the extended Kalman filter (EKF) (e.g., [1] [2] [3] [4] [5] [6] [7] [8] ). However, this estimator involves linearization of the original model at each step, and can be inaccurate for highly nonlinear systems. Our focus in this work is on particle-based estimators, which are derivative free estimators using different sampling methods to generate an ensemble of particles to represent the distributions of the dynamic states of the system.
The most commonly used estimators based on the use of an ensemble of particles are the ensemble Kalman filter (EnKF) [9] , the unscented Kalman filter (UKF) [10, 11] and the particle filter (PF) [12] . While the EnKF and the UKF provide only the mean and variance of the posterior distribution of the states (since they use a Gaussian assumption for the distributions), the PF, which works on Bayesian principles, can provide estimates for the full distribution of the states even in situations where the distribution is not Gaussian (which occurs in nonlinear systems) by using a set of particles associated with different weights. In practice, the application of the PF to chemical processes is very recent. Chen et al. [13] compared the performance of the auxiliary particle filter with an EKF for a batch t x n " f px n´1 , u n´1 , θq`v n y n " Hx n`en (1) where x n are the hidden states. u n and y n are the inputs and outputs of the system. θ represents the parameters in the model. v n and e n are process noise and measurement noise respectively. In this section, we will introduce the particle filter and the ensemble Kalman filter for these systems, and then describe the GMM-based ensemble Kalman filter that we propose to employ. The performance of the three estimators will be compared for the PMMA system in later sections.
Particle Filter (PF)
The PF employs a sequential Monte Carlo method that uses a set of sampling techniques to generate samples from a sequence of probability distribution functions.
The particle filter approximates the posterior probability p px n |y n q with a set of N s particles {x piq n }. Each particle is assigned a weight w piq n and the sum of all weights is unity. Since the probability distribution of the states conditioned on the measurements of the outputs, p px n |y 1:n q, is usually Processes 2016, 4, 9 3 of 18 unknown, these particles are drawn from the importance distribution q(x n |y 1:n ). The posterior distribution is given by: p px n |y 1:n q " The N s particles at time step (n-1) are forwarded through the state transition equation
" f px to approximate the prior density p px n |y 1:n´1 q at time instant n. The weight w piq n associated with each particle is calculated using Equation (3) . Then, a resampling step is performed on the prior particles tx such that the weights of all the posterior particles are set to be equal. The full state distribution and its properties can be calculated from the posterior particles.
Ensemble Kalman Filter (EnKF)
The EnKF was first proposed as a data assimilation technique for highly nonlinear ocean models by Evensen [9] and is a Monte Carlo sampling based variant of the Kalman filter. Like the PF, it also uses an ensemble of particles from which the statistical information of the distribution of the states can be calculated, but it uses the Kalman update. In order to have an explicit analytical expression for the Kalman gain, both the prior and posterior distributions are approximated by the Gaussian distribution. The framework of this algorithm is as follows:
At time step k, N e particles are drawn from the prior distribution to form the prior ensemble tx i In the update step, two error matrices are calculated. The error matrix of the predicted state ensemble is defined as:
where
The error matrix of the predicted measurement ensemble is defined as:
where µ y n|n´1
.
The cross-covariance between the state prediction ensemble and measurement ensemble is given in Equation (6) , and the covariance matrix of the measurement ensemble is given in Equation (7).
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with the two covariance matrices, the Kalman gain is calculated as:
where R is the covariance of the measurement noise. Each member of the ensemble is updated as:
where y obs n is the true measurement value at time step n.
Gaussian Mixture Model Based Ensemble Kalman Filter (EnKF-GMM)

Expectation Maximization (EM) for Clustering of the Gaussian Mixture Model
The probability distribution function of a random vector x following a finite Gaussian mixture distribution is given by:
subject to constraints that π j ě 0 and ř M j"1 π j " 1, where π j , µ j , P j are the prior probability, mean and covariance of mode j and N´x; µ j , P j¯" 1
Given a set of data tx i u i"1,..,N randomly generated by a GMM, the expectation maximization (EM) algorithm is used to estimate the parameters of the GMM, θ " tπ 1 , . . . , π M , µ 1 , .., µ M, P 1 , . . . , P M u [24] . EM is a variant of maximum likelihood estimation when there exist hidden variables or missing data. In this case, the mode identity of each data point is considered as the missing or hidden variable. Let tpc i q j u be a binary indicator vector representing the identity of the component that generates x i . Its value is given by:
In the EM algorithm, an E-step is performed first to compute the Q function, the expectation of the log likelihood of the complete data set, by computing the probability of each data x i belonging to each component j given the current parameters θ k estimated from the previous iteration. Specifically, Qp θ|θ k q " ErL pp p z| θqq |txu, θ k s, where txu is the observed data set; tzu is the complete data set consisting of both observed and missing data, tzu " tc 1 , x 1 , . . . , c N , x N u, c i is the membership of each data point, and θ k is the estimate of the last iteration. This becomes
13)
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Next, the M-step is performed to maximize the Q function and calculate the corresponding θ k`1 .
where N k " ř N i"1 w ij . The E-step and the M-step are performed iteratively until the estimates converge. During this process, the problem of singularity may arise when one of the components collapses onto one data point. This usually happens due to over-fitting in the maximum likelihood estimation (MLE). To avoid this problem, one approach is to adopt a Bayesian regularization method [25] to replace the MLE with the maximum a posteriori (MAP) estimate. Based on this method, the update of the covariance is modified to become
where I d is an n-dimensional unit matrix and λ is a regularization constant determined by some validation data [26] . An alternate (ad hoc) method to deal with the problem of singularity is to detect when the singularity occurs and reset the means of all components randomly and the covariance to some larger value.
The pseudo-code for the EM algorithm is provided below. 
// E step while ε ď 1e´6 for i = 1:
In this section, a GMM-based EnKF (EnKF-GMM) filter is proposed to obtain estimates of the full state distribution. As with the particle filter, it also uses a set of particles to represent the posterior Processes 2016, 4, 9 6 of 18 probability distribution function (PDF) of the states. The difference is that the PDF is constrained to be a GMM at every time step.
At each time step, the EnKF-GMM has two steps-forecast and update. The forecast step is identical to the EnKF. An ensemble of size N, tx i u i"1,...,N , is drawn from the prior distribution of the states and forwarded through the model to obtain a predicted ensemble for the next time step. Then, the EM algorithm is performed on the predicted ensemble to obtain the estimates of the GMM with M components. Next, the Kalman update is performed based on each component in the GMM to get an ensemble of size NˆM. Finally, these ensemble members are combined based on their weights and reduced to a size of N. The details of the algorithmic sequence are as follows:
Forecast:
1.
The first portion of the forecast step is to determine the number of components M in the multimodal distribution. M can be determined using the Bayesian or other information criteria [27, 28] , or using prior knowledge. For example, in reservoir models, petrophysical properties (such as porosity or permeability) are typically related to geological units (facies), and variables inside the facies are characterized by underlying multimodal distributions which are known beforehand [9] . In our work, this information can be considered as prior knowledge if we know the distribution of the process noise.
2.
With the knowledge of the process model and the number of components M, the prior ensemble Assuming the predicted state x f at the forecast step is a GMM,
The EM algorithm is applied on tx 
3.
For each component j of the distribution, the Kalman gain matrix for each Gaussian component is computed by utilizing the membership probability matrix W.
, and H is the linearized measurement function. 4.
In the update step, assuming one Gaussian component j claims the ownership of all the ensemble members, the Kalman update can be performed for each component member under component j. This gives us an ensemble size of NˆM. 
5.
The NˆM ensemble members can be combined to form N members by using the probability matrix. This gives us the final posterior ensemble tx a i u i"1,...,N .
The mean and covariance of the posterior can be computed as:
6. The posterior weight of each component of the distribution can be computed based on the observed data d, which contains the measurements y.
7.
The point estimate is given by:
The pseudo-code for the EnKF-GMM algorithm is provided below.
Algorithm 2: EnKF-GMM algorithm. Inputs include the initial distribution of x, the total number of the particles N, the components M, and the time steps T. Inputs and observations at each time step are u n and d n .
[tx a i u
for n = 1:
Apply the EM algorithm on tx using Equation (23) Calculate the parameters of the posterior distribution µ a j , P a j .τ a j using Equations (24)- (26) .
end for Calculate the point estimate x a using Equation (28) end for
While the PF and the EnKF-GMM both can, in principle, account for multimodality, the use of the Gaussian mixture model provides the EnKF-GMM with greater flexibility in capturing a wide variety of distributions under varying levels of model-plant mismatch, as will be shown in the results.
Results and Discussion
Mathematical Model of the Methyl Methacrylate ( MMA) Polymerization Process
Simulations of a free-radical methyl methacrylate (MMA) polymerization process are used to demonstrate the performance of the estimation method proposed in this paper. The process is assumed to take place in a continuous stirred tank reactor (CSTR), and uses AIBN as the initiator and toluene as the solvent. The mathematical model of this process is described below in Equations (29)- (35), and further details can be found in [29, 30] . Parameter values are provided in Table 1 . The six states to be estimated include the monomer concentration C M , the initiator concentration C I , the reactor temperature T, the moments of the polymer distribution, D 0 and D 1 , and the jacket temperature T j . Only the temperatures are measured. The number average molecular weight (NAMW), which is the primary quality variable for the process, is defined as the ratio F " 1.0 m 3 {h M m " 100.12 kg{kgmol
A I " 3.792ˆ10 18 1{h ρ " 866 kg{m 3 A f m " 1.0067ˆ10 15 m 3 {kgmol¨h ρ w " 1000 kg{m 3 A tc " 3.8223ˆ10 10 m 3 {kgmol¨h C p " 2.0 kJ{ pkg¨Kq A td " 3.1457ˆ10 11 m 3 {kgmol¨h C pw " 4.2 kJ{ pkg¨Kq In all the simulations whose results are described in the following sections, the number of particles used for each estimator, N, is 100. The number of components, M, is set to 2. The simulations we perform are introduced here: Case Study 1 provides a comparison of the EnKF-GMM, the PF, and the EnKF for a case with bimodal distributions and insignificant model-plant mismatch. Case Study 2 provides a comparison of the three estimators where the model-plant mismatch is significant. Case Study 3 compares the estimators for state estimation with uncertain parameters, but with the uncertain parameter not being estimated. Case Study 4 considers the same case as Case Study 3, but with combined state and parameter estimation. In Case Study 5, we consider an alternate version of the PF and use the simulation conditions of Case Study 2.
Comparison of State Estimation with the EnKF-GMM, EnKF, and PF (Case Study 1)
In this section, we present the results of applying the EnKF-GMM, EnKF, and PF algorithms on the PMMA process. To illustrate the performance of the estimators in cases where the states have multimodal distributions, bimodal process noise is applied to all the six states. The measurement noise is assumed to be Gaussian. The prior distribution of the state is also assumed to follow a GM distribution which contains two modes.
For Case Study 1, the true initial values of the states are:
The dynamics of the simulation describe how the system relaxes to a steady state from this initial condition. For the estimators, the initial particles are drawn from the prior distribution. The tuning parameters for the prior distribution are its mean and covariance. In the first case, a prior distribution with a small amount of bimodal process noise is tested for the three algorithms. The means of the two Gaussian modes of the prior distribution are: The covariances of the modes of the prior distribution are:
The tuning parameters of the initial distribution indicate a state distribution with insignificant bimodality. The purpose of this simulation is to demonstrate the estimation performance of the three algorithms in the scenario where the state distribution shows insignificant multimodality.
The comparison of estimation results using the EnKF-GMM, EnKF, and PF is shown in Figure 1 , with time steps on the x-axis (each time step is 0.3 h = 18 min). Table 2 shows the root mean squared error (RMSE) over the 25 time steps of the simulation for the six states and the NAMW for the three algorithms. In this case, the estimation results from Figure 1 and Table 2 show that the three algorithms have similar performance in estimation of the six states. However, the EnKF-GMM has the best performance in the estimation of the NAMW. In addition, the converged variance of the estimates of the states, obtained from the estimated covariance matrix with the EnKF-GMM, are [10´4, 10´4, 1.2ˆ10´4, 10´5, 2ˆ10´4, 4ˆ10´4], respectively, confirming the significance of the estimates. The PF performs better than the EnKF only for some states. Increasing the number of particles for each of the algorithms to 200 (results not shown) improves the performance of the PF slightly, but the same conclusions hold.
In
The PF does not show good performance either, and it is outperformed by the EnKF in the estimation of the NAMW. This is because the PF lacks robustness to plant-model mismatch [14] , which is present in this case. Increasing the number of particles for all the estimators does not change these conclusions. Figure 3 shows the evolution of the multimodal posterior distribution of the one of the states (the monomer concentration) at time steps 1, 3, 4, and 9. Table 4 lists the corresponding estimation errors of the three algorithms at those time steps with respect to the true value of . In Case Study 2, the multimodal features of the prior distribution are made more significant compared with the first case. The parameters of the prior distribution given below indicate that both modes lie far away from the true value, which also means that the initial condition mismatch is much larger. The true initial values of the states remain the same as the first case, and the process noise and measurement noise applied to the plant remain unchanged as well. The modified prior distribution is specified by: In this case, the parameters of the prior distribution indicate that both of the modes lie near the tail of the likelihood function. The initial particles not only show significant multimodality, but also some degree of model-plant mismatch. The comparison of estimation using the EnKF-GMM, EnKF, and PF is shown in Figure 2 and the RMSE is shown in Table 3 , and it is clear that the EnKF-GMM outperforms the other two estimators. As expected, the performance of the EnKF has worsened in this case because its Gaussian assumption on the prior and posterior distributions is violated in a significant manner. The PF does not show good performance either, and it is outperformed by the EnKF in the estimation of the NAMW. This is because the PF lacks robustness to plant-model mismatch [14] , which is present in this case. Increasing the number of particles for all the estimators does not change these conclusions.
Processes 2016, 4, x 11 of 18 Figure 4 shows the evolution of the posterior distribution of another state (the jacket temperature) at time steps 2, 6, 9, and 10, and Table 5 shows the corresponding estimation errors of the three algorithms. These distributions are bimodal, and this clearly shows that the EnKF-GMM outperforms the other estimators in the presence of multimodal distributions. Table 4 lists the corresponding estimation errors of the three algorithms at those time steps with respect to the true value of C M . Figure 4 shows the evolution of the posterior distribution of another state (the jacket temperature) at time steps 2, 6, 9, and 10, and Table 5 shows the corresponding estimation errors of the three algorithms. These distributions are bimodal, and this clearly shows that the EnKF-GMM outperforms the other estimators in the presence of multimodal distributions. 
Comparison of State and Parameter Estimation with the EnKF-GMM, EnKF and PF (Case Studies 3 and 4)
We consider the effects of parametric uncertainty in this section. The uncertain parameter chosen for these studies is E p , which is the activation energy associated with the reaction rate parameter k p . We choose E p as the uncertain parameter because (based on dimensionless sensitivity analysis) the NAMW is highly sensitive to the values of this parameter. We consider state estimation and joint state and parameter estimation in this section.
State Estimation with Uncertain Parameter (Case Study 3)
In this sub-section, while E p is an uncertain parameter and noise is added to its value at each time step in the simulation, the parameter is not estimated. The nominal value of E p is set to be
0 4 kJ kgmol , and bimodal Gaussian noise with means of the modes µ 1 "´100, µ 2 " 100 and covariances P 1 " 50, P 2 " 50 is added to it. In addition, process and measurement noise with the same distributions as in the second case in Section 3.2 are included. Figure 5 shows the comparison of the estimation results using the three algorithms over 40 time steps, and Table 6 shows the corresponding RMSE. In this case, the EnKF-GMM shows a small improvement in state estimation performance over the other estimators, especially in the estimation of the NAMW. 
Comparison of State and Parameter Estimation with the EnKF-GMM, EnKF and PF (Case Studies 3 and 4)
We consider the effects of parametric uncertainty in this section. The uncertain parameter chosen for these studies is , which is the activation energy associated with the reaction rate parameter . We choose as the uncertain parameter because (based on dimensionless sensitivity analysis) the NAMW is highly sensitive to the values of this parameter. We consider state estimation and joint state and parameter estimation in this section.
State Estimation with Uncertain Parameter (Case Study 3)
In this sub-section, while is an uncertain parameter and noise is added to its value at each time step in the simulation, the parameter is not estimated. The nominal value of is set to be = 1.8283 × , and bimodal Gaussian noise with means of the modes µ 1 = −100, µ 2 = 100 and covariances 1 = 50, 2 = 50 is added to it. In addition, process and measurement noise with the same distributions as in the second case in Section 3.2 are included. Figure 5 shows the comparison of the estimation results using the three algorithms over 40 time steps, and Table 6 shows the corresponding RMSE. In this case, the EnKF-GMM shows a small improvement in state estimation performance over the other estimators, especially in the estimation of the NAMW. Next, we compare the performance of the estimators for joint state and parameter estimation. Once again, E p is the uncertain parameter and its nominal value is kept the same as in Case Study 3.
The parameter E p is treated as an augmented state for estimation. The prior distribution for E p has the following characteristics: means of µ 1 " 1.9ˆ10 4 , µ 2 " 2.5ˆ10 4 for its two modes, and covariances of P 1 " 500, P 2 " 500. Bimodal noise is added to each particle of the parameter, with means µ 1 "´100, µ 2 " 100 and covariances P 1 " 50, P 2 " 50. Except for the exclusion of process noise, the properties of the simulation are kept the same as in Case Study 3. Figure 6 shows the performance of the estimators in state estimation, and Figure 7 shows their performance in estimating the parameter E p . While the performance of the EnKF in state estimation is comparable to that of the EnKF-GMM, the EnKF-GMM is clearly superior in parameter estimation. The PF has the worst performance among the estimators. Next, we compare the performance of the estimators for joint state and parameter estimation. Once again, is the uncertain parameter and its nominal value is kept the same as in Case Study 3. The parameter is treated as an augmented state for estimation. The prior distribution for has the following characteristics: means of µ 1 = 1.9 × 10 4 , µ 2 = 2.5 × 10 4 for its two modes, and covariances of 1 = 500, 2 = 500. Bimodal noise is added to each particle of the parameter, with means µ 1 = −100, µ 2 = 100 and covariances 1 = 50, 2 = 50. Except for the exclusion of process noise, the properties of the simulation are kept the same as in Case Study 3. Figure 6 shows the performance of the estimators in state estimation, and Figure 7 shows their performance in estimating the parameter . While the performance of the EnKF in state estimation is comparable to that of the EnKF-GMM, the EnKF-GMM is clearly superior in parameter estimation. The PF has the worst performance among the estimators. 
Alternate Point Estimates for the PF (Case Study 5)
In the PF, even though the full distribution is obtained, a point estimate for the states is usually obtained by choosing the expectation (mean) of the posterior particles. This is the method we have employed for the PF in the simulations described in the previous sections. However, if the distribution is multimodal, the mean may not necessarily represent the best point estimate, and the mode of the distribution (which is equivalent to the maximum a posteriori estimate) can provide a better estimate [14, 31] . We investigate whether this approach can improve the performance of the PF, since we are considering cases where the distributions are multimodal. We apply k-means clustering on the posterior distribution of the particles to identify the modes and the maximum a posteriori estimate with the particle filter, and compare the estimation performance of this PF, called the PF-mode, with the other estimators. The parameters of the simulations are similar to the second case study. Figure 8 shows the performance of the estimators, and the RMSE is described in Table 7 . The PF-mode clearly outperforms the PF and the EnKF; however, the EnKF-GMM has superior performance. 
In the PF, even though the full distribution is obtained, a point estimate for the states is usually obtained by choosing the expectation (mean) of the posterior particles. This is the method we have employed for the PF in the simulations described in the previous sections. However, if the distribution is multimodal, the mean may not necessarily represent the best point estimate, and the mode of the distribution (which is equivalent to the maximum a posteriori estimate) can provide a better estimate [14, 31] . We investigate whether this approach can improve the performance of the PF, since we are considering cases where the distributions are multimodal. We apply k-means clustering on the posterior distribution of the particles to identify the modes and the maximum a posteriori estimate with the particle filter, and compare the estimation performance of this PF, called the PF-mode, with the other estimators. The parameters of the simulations are similar to the second case study. Figure 8 shows the performance of the estimators, and the RMSE is described in Table 7 . The PF-mode clearly outperforms the PF and the EnKF; however, the EnKF-GMM has superior performance. The idea of the PF-mode is very similar to that of the EnKF-GMM. Both of them use clustering to extract modes from the posterior distribution and generate a point estimate based on the information in the modes. However, the EnKF-GMM outperforms the PF-mode because it is more robust to poor initial estimates and model-plant mismatch. Also, if the number of modes in the state distributions varies with time, perhaps even becoming unimodal at some times, using the mode as a point estimate is not necessarily superior to the mean. The EnKF-GMM combines the modes of the distribution in proportion based on the calculated weights to get a point estimate, and can adjust its estimation results in these cases by adjusting the weights of the modes.
Conclusions
We have proposed an estimator based on a Gaussian mixture model coupled with an ensemble Kalman filter (EnKF-GMM) that is capable of handling multimodal state distributions, and demonstrated its performance in simulations on a polymethyl methacrylate process. The EnKF-GMM clearly outperforms the particle filter (PF) and the EnKF in both state and parameter estimation with multimodal distributions. The EnKF is limited by the assumption of Gaussian distributions, and the particle filter's performance is affected by its lack of robustness with respect to model-plant mismatch. A different choice for obtaining a point estimate with the particle filter, leading to a maximum a posteriori estimate, improves the performance of the PF, but the EnKF-GMM is still superior, indicating that it is the estimator of choice for systems with multimodal state distributions such as polymer processes. The idea of the PF-mode is very similar to that of the EnKF-GMM. Both of them use clustering to extract modes from the posterior distribution and generate a point estimate based on the information in the modes. However, the EnKF-GMM outperforms the PF-mode because it is more robust to poor initial estimates and model-plant mismatch. Also, if the number of modes in the state distributions varies with time, perhaps even becoming unimodal at some times, using the mode as a point estimate is not necessarily superior to the mean. The EnKF-GMM combines the modes of the distribution in proportion based on the calculated weights to get a point estimate, and can adjust its estimation results in these cases by adjusting the weights of the modes.
We have proposed an estimator based on a Gaussian mixture model coupled with an'ensemble Kalman filter (EnKF-GMM) that is capable of handling multimodal state distributions, and demonstrated its performance in simulations on a polymethyl methacrylate process. The EnKF-GMM clearly outperforms the particle filter (PF) and the EnKF in both state and parameter estimation with multimodal distributions. The EnKF is limited by the assumption of Gaussian distributions, and the particle filter's performance is affected by its lack of robustness with respect to model-plant mismatch. A different choice for obtaining a point estimate with the particle filter, leading to a maximum a posteriori estimate, improves the performance of the PF, but the EnKF-GMM is still superior, indicating that it is the estimator of choice for systems with multimodal state distributions such as polymer processes.
