I. INTRODUCTION
Covariational reasoning-how a change in one quantity results in a change in another, related quantity-is integral to how scientists model and understand the physical world. While physics education researchers have long been considering the role of mathematics in physics, the details of how physics experts and novices coordinate changes in two related quantities is not yet well understood. In this work, we replicate a study of mathematics graduate students' covariational reasoning with physics graduate students to explore how experts in physics reason covariationally [1] .
Notable research in physics education has examined the role of conceptual mathematics in how students reason about physics [2] [3] [4] [5] [6] . In particular it is evident that the use of mathematics is context driven and therefore fundamentally different in a physics setting than a purely mathematical one [7] [8] [9] [10] . Recent work by White Brahmia and collaborators defines physics quantitative literacy (PQL) as "the rich ways that physics experts blend conceptual and procedural mathematics to formulate and apply quantitative models" [11] . In developing an inventory to assess quantitative literacy in physics, Smith et al. identified three specific elements of PQL: proportional reasoning, reasoning about sign, and covariational reasoning [11] [12] [13] . We aim to further explore covariational reasoning as it is ubiquitous in the physical sciences and necessary to understand and conceptualize rates of change [14] .
Although little has been published about covariational reasoning in introductory physics contexts, significant work has been done to characterize students' covariational reasoning by the Research in Undergraduate Mathematics Education (RUME) community [15] [16] [17] [18] [19] . It is an essential tool to interpret derivatives and rates of change of quantities and an important mental habit for student success in conceptualizing calculus [14, 20, 21] . A framework presented by Carlson et al. articulates a collection of mental actions that can be used to classify types of covariational reasoning [22] . Here, mental action is used to describe a specific behavior in students' reasoning, as defined by Carlson et al. For example, one mental action that is indicative of covariational reasoning is identifying that an increase in one quantity is related to a decrease in another. After reviewing this work, we asked the question: would the mental actions articulated by Carlson et al. be the same for physicists engaged in covariational reasoning?
In 2017, mathematics education researchers Hobson and Moore published a study in which they interviewed graduate students in mathematics to characterize expert thinking related to covariational reasoning in graphical contexts [1] . Here, expert refers to students enrolled in a PhD program with significant experience with the introductory-level material presented in the study. We sought to investigate the extent to which the behaviors identified in their work were present in physics student reasoning. Therefore, we replicated the Hobson and Moore study through similarly formatted thinkout-loud interviews with physics graduate students. We then analyzed their apparent mental actions and reasoning patterns in order to determine how covariational reasoning compares between experts in mathematics and physics.
Our aim in this study is to explore the differences in covariational reasoning between experts in mathematics and physics. In doing so, we found that physics expert reasoning exhibited novel behaviors that were not reported in previous work. We offer suggestions for instruction and further study.
II. REVIEW OF PRIOR RUME STUDY
Hobson and Moore report conducting 10 think-out-loud interviews in which mathematics graduate students were given three tasks designed to elicit covariational reasoning. In each task, participants viewed an animation of motion and were asked to produce a graph to show the relationship between two specified distances. The first task involves a road trip from Atlanta to Tampa and asks interview participants to "create a graph that relates their total distance traveled and their distance from Gainesville during the trip" (Fig. 1 ) [1] . The second task shows a cart going around a Ferris wheel and asks students to relate the height of the cart to the total distance traveled; the third task depicts a car moving around a square track and asks students to relate the distance of the car to the wall to the total distance traveled. The researchers employed grounded theory and conceptual analysis to analyze their results, and present the reasoning patterns of two students in particular that are representative of their findings.
Hobson and Moore identified several reasoning behaviors, but we focus on three mathematics expert behaviors, or MEB:
I. Coordinating amounts of change of two quantities, that is, explicitly recognizing that a change in one quantity was directly related to a change in the other. II. Dividing the representation into equal sections to examine how a quantity changes during equal changes of another quantity and comparing the rates of change across sections. III. Explicitly referring to the changing rate of change in a quantity and its relationship to the curvature of the graph. When considering coordinated amounts of change, students may, for example, recognize that a change in the total distance traveled in the Gainesville task is connected to a corresponding change in the distance to Gainesville. Hobson and Moore report one student saying: "So, whatever it is doing distancewise is also happening to its distance to Gainesville. . . 10 miles total distance traveled and it's also 10 miles closer to Gainsville" (MEB I). In the Ferris wheel task, Hobson and Moore report that students equally divided the Ferris wheel into wedges of equal arc length or equal changes of horizontal motion. Students then compared sections to see how the rate of change of the height was changing (MEB II). Finally, throughout the tasks and students presented, there are explicit references to the way that the rate of change is changing as a quantity is varied (MEB III) [1] . 
III. METHODS
Our replication involved 10 individual interviews with physics PhD students at a large research university in the Northwest United States. We attempted to recruit a pool of participants as diverse in race, gender, experience level, and disciplinary focus as was possible within the limits of the population at the University. Interviews lasted between 25 and 50 minutes, and participants were compensated with $15 gift cards to a local coffee shop. Each interview subject was given a computer with the animations and a question sheet. They had the freedom to play the short animations (approximately 5 seconds in length) at any time during the interview, and move between questions at will.
As the goal of the interviews was a direct replication of Hobson and Moore's study, care was taken to mimic the animations and text of the interview questions used by Hobson and Moore. However, small changes in language were made for clarity purposes. The animations shown in Fig III were developed to be functionally identical to those used in the RUME study, based on the descriptions and stills presented there (see Sec II for a description). Although each animation depicts a constant speed motion, participants were not explicitly told that the speeds were constant.
Initial versions of transcripts were generated from recorded student audio with the computer program Otter, and subsequently hand-corrected [23] . Participants' written work was also collected and examined. Transcripts were analyzed using Process and In Vivo coding to identify patterns in reasoning [24] . Our coding was informed by the Hobson and Moore study, and by our literature review on covariational reasoning. As this review was concurrent with our coding, the analysis is best described as a modified approach to grounded theory [25] .
IV. RESULTS
In this paper, we aim to present preliminary findings based on ongoing analysis of the interview transcripts. In our preliminary coding scheme, we identified eight categories of reasoning that were being used by physics experts. Some of these are consistent with the reasoning shown by Hobson and Moore, and some are not. Similarly, some were coded across all participants and some were only coded for a few. Therefore, we focus here on two behaviors that all participants demonstrated at least one of in their reasoning, and that illus-
Interview tasks given to physics graduate students. (a) Going Around Tacoma: students were given the instructions, "A few students are going on a road trip, and decide to drive from Seattle to Portland. They want to avoid the traffic around Tacoma, and take the path shown in the animation. Draw a graph of the students' distance from Tacoma vs. their total distance traveled in the space below." (b) Ferris Wheel: students were given the instructions, "As shown in the animation, a cart moves around a Ferris wheel. Draw the graph of the height of the cart from the ground vs its total distance traveled in the space below." (c) Square Track: students were given the instructions, "As shown in the animation, a car moves around a track. Draw the graph of the distance of the car from the wall vs its total distance traveled in the space below." trate the similarities and differences between expert physics and mathematics reasoning.
In the first reasoning mode, which we refer to as "Using Compiled Relationships," participants deploy a relationship between familiar quantities that they have produced or have prior knowledge of to coordinate changes in the two covarying quantities. In the second, "Neighborhood Analysis," participants choose a specific point or set of points that are especially relevant, determine the behavior of one quantity with respect to another at those points, and then connect the slopes between these points to complete the graph. Throughout our analysis, participants were all coded as using one of these two categories when attempting to explain their reasoning. To better demonstrate how these reasoning modes manifest, we will focus on one transcript in some detail: an interview with a 4th year physics PhD student whom we call "Oliver". We chose Oliver as an example of our findings as they use both approaches and clearly articulate their reasoning during the interview.
A. Using Compiled Relationships
In this mode of reasoning, participants identified an alternative quantity based on a familiar model rather than considering the covariational relationship directly. For example, many participants substituted time for the total distance traveled, or applied familiar trigonometric functions to the uniform circular motion of the Ferris wheel. Both of these reasoning moves were nearly universal in the interviews conducted, with some exceptions discussed below. We speculate that physics experts may be reducing cognitive load by eliminating the need to directly determine the relationship between the two given quantities. Instead, the familiar models of uniform motion and sinusoidal variation allow the experts to use a previously well understood covariational relationship to explain the new situation.
On the Going Around Tacoma task, Oliver began by considering what quantities to use on their axes: "So distance from Tacoma is on the Y-axis, and then total distance. . . it's going to be on the X-axis." At this point, Oliver referred back to the animation, noted that the car was moving at constant speed, and concluded that they could use time to draw their graph: "It looks like they're going at a constant speed. So, total distance is just going to map to time. . . I can think about that being time." Oliver's focus on a salient feature of the car's motion, constant speed, allows them to "map" the total distance traveled onto the time elapsed. They recognize that replacing total distance with time will yield the same graph. We interpret this as Oliver applying a quantitative model of constant speed, x = vt. Since graphing distance versus time is a well-practiced skill for expert physicists, Oliver has reduced the problem to something familiar and is able to quickly draw a correct graph (see Fig. 3A ). This approach differs notably from the reasoning of the mathematics graduate students, who tended to develop direct relationships between distance from Gainesville and total distance traveled by coordinating changes between those two quantities as the car moved along its path (MEB I) [1] .
Similarly, in the Ferris wheel task, Oliver uses prior knowledge of uniform circular motion to avoid directly analyzing the coordinated changes between the height and the total distance traveled. Upon reading the problem statement, Oliver says: "I feel like this is where, like, my understanding of trig functions really comes in handy. Because I know this is a circle. And so, the height goes like a trig function." The relationship between trigonometric functions and circles is strong enough in an expert physicist to immediately trigger this response, and Oliver identifies it themselves. This again differs from the sectioning behavior that the mathematics graduate students engaged in (MEB II). Indeed, even when asked to explain in more detail how they were thinking about the relationship between height and total distance, Oliver simply states: "It's just something that's moving around in a circle. . . I'm just like-oh, trig function." Only after significant probing did Oliver produce an explanation unambiguously recognizable as covariational reasoning-explicitly discussing how and why the height changes with respect to total distance traveled as the cart moves around the circle. At that point, Oliver used Neighborhood Analysis to explain why a trigonometric function applies to the Ferris wheel task, as discussed in the next section. Not every physics expert in our FIG. 3. The graphs generated by Oliver during the course of the interview. We consider these graphs to be correct answers to the tasks at hand. (A) corresponds to the Going Around Tacoma task, (B) to Ferris Wheel, and (C) to Square Track. study readily identified the trigonometric behavior in the Ferris wheel task. Those who did not use a trigonometric model engaged directly with Neighborhood Analysis.
B. Neighborhood Analysis
In Neighborhood Analysis, the participant identifies specific points and determines the slope near those points to find the overall behavior of the graph. We observed this behavior throughout our analysis, but focus on three examples here: using the ends of the semi-circle to begin the graph in the Going Around Tacoma task, using the corners of the square to draw the graph in the Square Track task, and using the top, bottom, and side points of the Ferris wheel to explain and derive trigonometric behavior. Neighborhood analysis contrasts with the expert mathematicians' consideration of changing rate of change (MEB III). Expert physicists avoid explicit analysis of covariation between important points by focusing on the rate of change only at the points themselves. We speculate that the physics experts were again reducing cognitive load, in this case by avoiding consideration of a compound (i.e. second order) rate of change.
In the first problem, after Oliver has decided to consider the graph of distance from Tacoma versus time, they note that the circular path around Tacoma corresponds to a straight line on the graph. After drawing a straight line in the middle of their graph, Oliver states: "and then it's going to be increasing linearly on either side of that," suggesting implicit use of the points at either end of the semi-circular path to partition their graph into sections and consider the behavior in each. This behavior occurs again during Oliver's work on the Square Track task. Oliver begins by drawing axes and applying the time-for-total-distance model, as before. In this case, however, they are more explicit about their choice of points: "So at the middle, it's going to be closest to the wall, and then the distance from the wall doesn't depend on that turn it takes on the sides. So its just going to be something like this [draws graph shown in Fig. 3C ]." Oliver chooses physically relevant points (in this case, associated with a change in direction of the car), considers how the relevant quantity is changing at those points, and draws their graph accordingly.
Neither the Going Around Tacoma task nor the Square Track task allowed us to probe the extent to which participants engage in direct analysis of a changing rate of change, since they both involve linear relationships. To explore this, we examined how Oliver explained their reasoning in the Ferris wheel task after probing from the interviewer. Recall that Oliver had readily applied a trigonometric function to the Ferris wheel task and produced their graph using that model. After questioning from the interviewer, Oliver explains why a trigonometric model made sense: "At the very start, and then down at the bottom. . . if you take a small chunk of the height part, it's not changing very much. In the middle here. . . when it's on the side of the Ferris wheel. . . that's when the height's changing a bunch." Oliver identifies important points along the trajectory (the top, bottom, and sides), and describes how the height changes with small movement along the trajectory around those points. They consider this to be a sufficient basis for generating the graph. These observations are similar to the sense-making work done by Lenz et al. [26] .
We observed a similar approach to generating the graph among participants who did not immediately note the sinusoidal relationship between height and distance traveled. For example, one participant begins the Ferris wheel task by identifying the same points on the trajectory (top, bottom, and sides) and discussing how the height changes around those points. They eventually conclude that the change should be slow on the top, fast on the sides, and slow on the bottom. The participant explains: "So if I want it to be slow, fast, slow. . . I think it looks like. . . [draws a sinusoidal-shaped curve]." The participant identifies physically significant points, and analyzes the slopes at those points to produce a graph. This behavior seems to additionally reduce cognitive load, and is notably distinct from the process of directly analyzing the change in the rate of change of a quantity (MEB III).
V. CONCLUSION
In our replication study, we found two behaviors in preliminary analysis that were consistent across expert physicists and distinct from those of mathematics experts. We observed that physics graduate students sought alternatives to directly analyzing the relationship between two distances, and that they approached producing a relationship by examining change at "important" points rather than assessing the rates of change of equally spaced sections. These differences suggest that physics experts employ a different set of covariational reasoning skills than mathematicians.
We do not propose that our findings are the only ways that covariation emerges in physics reasoning. Indeed, it is likely that our preliminary investigation into covariation in these graphing contexts is merely a small facet of covariational reasoning in physics. Therefore, we suggest that further research into the covariational reasoning of physics experts is warranted. Such research would aid in the development of effective teaching strategies for the modes of covariational reasoning necessary in introductory-level physics. Our findings suggest that students starting an introductory physics course might not have been exposed to these physics-specific reasoning skills in prior math classes.
We are continuing our work to determine if the patterns observed in introductory-physics tasks continue with more advanced physics-content questions. This includes tasks for which participants cannot easily substitute time for one of the variables, or readily apply a well-practiced model. We also suggest that instructors consider explicit use and discussion of covariational reasoning skills and strategies in their teaching. Explicit identification of such skills during instruction, especially those skills that may not be taught in math courses, may help students build their own facility. In particular, instructors may find it useful to discuss how to identify important points in a problem and when it may be productive to simply "connect slopes" rather than consider the behavior of the function between two points.
We claim that covariational reasoning manifests in some different ways in physics than it does in mathematics. We believe this is likely due to differences in the role and goals of mathematics in the two disciplines. We suggest that covariational reasoning, which is at the heart of sense-making with physics models, be further explored through research in physics education. A better understanding and teaching of these skills is of central importance for students continuing in physics as well as in other STEM disciplines.
