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ABSTRACT 
In the context of energy crisis and the environmental concerns, the integration of 
distributed energy resources from renewable energy (RE) and storages in the form of 
Microgrid (MG) is becoming a promising solution for power generation. The 
advantages of MG have motivated numerous researches in order to develop and 
broaden its application into the normal life. The purpose of almost all studies on RE 
based generation MG is to guarantee and improve its feasibility in both technical and 
economical issues. In this study, both these aspects in the short-time as well as in the 
long-time operation of a MG based on photovoltaic (PV) generation and storages are 
considered for the stable and sustainable operation. 
Power management strategy (PMS) plays an important role in the operation of the 
system. In this research, a PMS based on the dynamic characteristics of the devices 
and the trend-prediction of the power is proposed. Firstly, the system components’ 
dynamic characteristics are measured and modeled. The transient characteristic of fuel 
cell (FC) is slow while that of battery is fast. Secondly, based on the results, we 
propose a new trend-prediction PMS using Kalman Filter (KF) for the system 
including PV, FC and Lithium-ion battery (LiB). In the case of shortage power, the 
trend of power for storages calculated by the difference of PV power and load power 
will be predicted and designated to FC. LiB will cover the rest fluctuated power. KF 
parameter can be suitably selected for the predicted value satisfying the limited power 
changing rate of FC. The effectiveness of the new control method will be evaluated 
through simulation using real data of PV power and the load demand and compared 
with conventional PMS. The proposed PMS can give more economically effective 
performance than the conventional PMS. 
Another issue that needs to be solved is the required capacity of battery for an 
existing PV/hydrogen system which includes FC, hydrogen tank and electrolyzer 
(EL). Due to the high cost, the estimation of the least battery capacity requirement for 
compensating any potential fluctuations becomes necessary. Therefore, in this part, 
we aim at downsizing the battery capacity requirement in the hybrid PV/hydrogen 
system by the trend-prediction PMS when the allowed maximum power changing rate 
of hydrogen system and the charge/discharge process efficiency are also taken into 
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consideration. The results reveal that using KF with suitable noise covariance Q can 
reduce the necessary energy of battery in comparison with no-prediction PMS of up to 
56%. The PMS is then improved by combining KF and the power adjustment based 
on the state of charge of the battery. The simulation results show that the improved 
PMS achieves better effectiveness in decreasing the required capacity of battery than 
using the KF-PMS of about 14%. 
When the economic criteria and the operation over the project lifetime are 
considered, it is essential to define the proper sizing of the system in order to use the 
RE more efficiently and economically. So far, there has been no common formula 
showing the dependence of the system reliability on the weather conditions and the 
devices capacity. We optimize the size of the system based on minimizing the 
levelized cost of energy (LCE) subjected to a required grid dependency (GD). Firstly, 
we establish an empirical formula showing the dependence of the GD on weather 
conditions and devices capacity. The formula will give a simple way to rapidly 
calculate the GD for any other location in Japan. The results illustrate that the GD 
depends on the annual total solar insolation without taking the waveform of the 
weather data into consideration and inconsiderably depend on the locations in Japan. 
The verification results show that the formula can be applied in estimating the GD of 
the system quickly and precisely. Secondly, the optimal capacity of the PV and 
storages can be rapidly estimated using a simple iterative method based on the 
required GD and the lowest LCE. In addition, the sensitivities analysis is conducted to 
investigate how the LCE changes when the parameters change. The results indicate 
that the LCE is more sensitive with the variation of the PV cost, the battery cost, the 
battery lifetime and the interest rate than the variation of the EL/FC cost. Thirdly, we 
examine the effect of the PMS proposed in the previous chapter and the fluctuated 
waveform of load on the GD and compare it with the GD calculated by the formula. 
In conclusion, some issues of the PV-based generation MG are considered in this 
research for the stable and economical performance of the system during the 
short-term as well as long-term operation of the system: power management strategy 
based on dynamic characteristics using trend-prediction and the optimal sizing of 
devices in the system. As for each problem, the solution is proposed and proves its 
effectiveness in the application. 
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Chapter 1: Introduction 
  
1.1 General introduction on Renewable Energy – based DC 
Microgrid 
Energy plays an important role in the development of the world due to its 
necessity for every living requirement of humankind 
[1~4]
. Energy is currently mainly 
supplied by the conventional energy sources, for example from coal, petroleum, 
natural gas, crude oil, etc. Figure 1 shows the total primary energy supply by 
resources in the world in 1993, 2011 and estimation for 2020 
[5]
. The fossil fuel was 
estimated to supply up to about 80% of the total energy. However, fossil fuel is 
nowadays more and more exploited, which in turn leads to various problems, for 
example, its depletion, the increasing price 
[1,2,6~9]
 and the political instabilities in the 
regions of energy sources 
[7]
. Meanwhile, the nuclear power has another problem of 
the public opponents that concern the occurrence of the hazardous accidences 
[10]
. In 
addition, the conventional energy can produce the greenhouse gas emissions or air 
pollutions, which may be one of the main causes of the global warming. Therefore, an 
urgent need for the renewable and sustainable energy sources is required 
[1-11]
. 
A sustainable energy system is regarded as a cost-efficient, reliable, and 
environmentally friendly system 
[12]
. Renewable energy (RE) such as wind, solar, 
water, sea, biomass and geothermal energy may be attracting attention as a promising 
alternative of the conventional power 
[1,2,6,12,13]
. RE technologies show many 
advantages which include energy security, non-greenhouse gas emissions, and 
especially, the sustainable development. RE sources can create more job and business 
opportunities 
[1,2,6~13]
. According to IEA statistic data of CO2 emissions from 
Combustion 
[14]
, up to 44% of the global CO2 emissions was produced from coal 
while only 1% from non-fossil fuel (Figure 1.2). Being considered as clean and safe 
power generation, RE is also easily adopted from the social viewpoint 
[10, 15]
. 
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Additionally, RE is an attractive option for supplying loads in remote area 
[6, 7]
. Along 
with the advantages, there are still some associated drawbacks which are their 
intermittent nature depending on the locations and the seasons, and the high capital 
cost of implementation 
[1,2,6,7,15,16]
 . The fluctuated output power from RE may lead to 
the difficulty in satisfying the load at any instant. To overcome these obstacles, RE 
sources are always integrated with other energy storages in order to meet the load 
demand during the varying natural conditions and the fluctuation of the load 
[4, 16~25]
.  
Energy storage can be categorized into short-term and long-term storage. 
Hydrogen system, as long-term storage, which includes fuel cell (FC), water 
electrolyzer (EL) and hydrogen storage tanks, uses hydrogen as alternative form of 
 
 
 
 
Figure 1.1: Total primary energy supply by resources in 1993, 2011 and estimation 
in 2020 
[5]
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energy 
[18~23]
 . Because of its high energy density, it can provide a viable, efficient 
energy for a long time. However, its slow dynamic characteristics make it difficult to 
effectively respond to the fluctuation of the RE or the load. Battery, as one of 
short-term energy storages, which has advantages of fast charging/discharging 
capacity and high round-trip efficiency, but also has disadvantages of low energy 
density, self-discharge and leakage, can be used to cover the sudden change of RE and 
load 
[19,21~23]
 . 
The integration of RE sources and storages in the form of Microgrid (MG) have 
been recently developed and implemented in various locations around the world 
[26]
. A 
MG can be defined as a local power generation which may either be based on 
renewable energy or fossil, combined with storages and loads, and operate as a single 
 
 
 
 
 
Figure 1. 2: World primary energy supply and CO2 emissions shares by fuel in 
2011
[14]
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controllable system. It can work in either grid-dependent or stand-alone mode by 
connecting or disconnecting from the utility 
[27~30]
. The operation of MG can decrease 
the stress on transmission and distribution system of the centralized electrical grid 
[30]
. 
The advantages of MG have motivated extensive researches to develop and broaden 
its application into the normal life 
[30, 31]
. Numerous studies on these systems have 
been conducted on various aspects, for example, the characteristics of the devices, 
their modeling, control method, optimal operation, optimal sizing, etc. The purpose of 
almost all studies on RE-based generation MG is to guarantee and improve its 
feasibility in both technical and economical issues. As for short-time operation, the 
system will be controlled in order to secure the stability against the sudden fluctuation 
of supply and demand. Meanwhile, for the long-time operation, along with the 
technical criteria, the economic effectiveness is also taken into consideration.  
Figure 1.3 illustrates the image of a RE generation-based Microgrid 
[32]
 (a) and the 
scheme in the case of DC grid with PV/Hydrogen system and battery (b). The use of 
DC bus is popular in the RE generation based Microgrid due to its advantages over 
AC energy distribution 
[28, 33-35]
. The electrical energy produced and consumed by PV, 
hydrogen system and battery is in the form of the DC electrical energy while all the 
load demand are consumed in AC form. Hence it is compulsory to convert DC into 
AC for consumers by DC/AC converter 
[34]
. The number of DC/AC converters in AC 
network will be high corresponding to the generators and storages. Meanwhile, using 
DC distribution network inside the system will decrease these DC/AC converters, thus 
reducing some problems involving in DC/AC converter such as harmonics, the loss of 
energy, the cost, etc. 
[34, 35]
. Additionally, if a short circuit occurs at the load side, it 
will not affect the remaining parts of the system 
[35]
. 
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(b) 
 
Figure 1.3: The image of a Renewable Energy generation – based Microgrid [32] (a) 
and the scheme in the case of DC grid with PV/Hydrogen system and battery (b). 
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1.2 Motivation of the research 
In order to widely implement and apply the RE-based MG into the energy sector 
to support the conventional main grid, numerous studies have been carried out. Many 
aspects of the system were considered such as the modeling, the control method 
including both supervisory and local control, the interconnection to the grid, optimal 
sizing, etc.  
The most important problem for the system is the control strategy to ensure the 
equality between the supply and the demand against the fluctuation of the Load and 
the RE source at any instant. Significant efforts have been devoted to the power 
management strategy (PMS), which is the algorithm to allocate the power and control 
the performance of the devices 
[18,19,22,23,36-38]
. The main objective of a PMS is to 
ensure the load satisfaction under power sources’ fluctuations. However, because 
almost all the PMS were based on the power and the state of charge (SOC) of the 
battery to make decision which storage would operate, the sampling time must be 
long enough for the FC being able to work without error. In addition, many researches 
are based on the theoretical model due to the high capital cost of the system design 
and implementation. So far, the dynamic characteristics of the devices in a big-scale 
system have not been considered.  
Another problem motivated the researches for the feasibility of the system is the 
optimal sizing of the system. Sizing optimization of the RE-based MG is very 
important because in fact, the cost of energy produced from such a system is quite 
expensive in comparison with conventional energy, reducing the energy cost will 
make it feasible to any application in industrial as well as in domestic sector. 
Numerous studies on sizing optimization have been conducted in literatures. Most of 
the researches solved the problem by examining the optimization functions which 
were based on minimizing an economic criterion such as the cost of the system 
[39,40]
, 
the levelized cost of energy (LCE) 
[41-43]
 or maximizing the net present value (NPV) of 
16 
the system 
[44]
 subjected to the required system reliability such as loss of power supply 
probability (LPSP) 
[39,41,42]
, loss of load expected (LOLE), loss of energy expected 
(LOEE) or Expected Energy not Supplied (EENS), etc. 
[45]
. However, almost all the 
existing researches assessed the system reliability using the weather data in a typical 
year or supposed solar irradiance waveform for a certain location. With the different 
weather data at a different location, the optimization process must be reconducted. So 
far, there has been no empirical formula showing the dependence of the system 
reliability on the weather conditions and the devices capacity. Such empirical formula 
not only shows the relationship between them but also makes the optimization 
problem become simpler and easier. 
Therefore, in this study, we consider both technical and economical issues in the 
short-time as well as in the long-time operation of a MG based on photovoltaic (PV) 
generation and storages by solving 2 important problems of the RE-based MG that 
are: i) to develop a new power management strategy based on the real dynamic 
characteristics of the devices and the trend-prediction of the power and ii) to design 
the optimal size of the system based on minimizing the levelized cost of energy and 
satisfying a required grid dependency which is calculated by an established empirical 
formula.  
1.3 Target of the dissertation  
The target of this research is to study and develop a stable, sustainable and 
economical MG including renewable energy system and storages which can be 
connected to or disconnected from the main grid to work dependently or off-grid 
mode, respectively. For the purpose of the stable and economical operation of the 
system, this research will solve 2 aspects of the MG as mentioned in the previous 
section.  
The targets can be summarized as follows: 
17 
 R&D the control methods for RE systems with storages for stable and 
economical operation in short time:  
- Study the transient response of the system components in which not only 
the devices but also the DC/DC converters are taken into account.  
- Enhance the efficiency and the stability in supplying power to the load 
demand despite the intermittent and stochastic RE power. 
- Downsize the battery capacity needed to cover the fluctuation in an 
existing system. 
 Optimize the size of all devices in the system for the stable and economical 
operation in a long time: 
- Establish an empirical formula of the system reliability, namely the grid 
dependency (GD), depending on the weather condition and the capacity of 
the devices. The empirical formula is to estimate the GD in a rapid and 
highly accurate way. 
- Minimize the economic index, namely the levelized cost of energy (LCE) 
to find out the optimal configuration. 
 
1.4  Outline of the dissertation 
Here we outline the structure of the subsequent chapters of this thesis and 
highlight the contributions: 
 Chapter 2 provides the background and literature reviews on the previous 
study of the control methods for the renewable energy sources based 
Microgrid. The experiments on the dynamic response of the storages, namely 
the battery and fuel cell are conducted. Based on the experimental results, we 
develop their dynamic models. The efficiencies of the energy conversion and 
of the DC/DC converters for each device are calculated as well. Moreover, 
the data of the photovoltaic power of the system over 1 year is also analyzed. 
A new control method which is based on the dynamic characteristics and the 
18 
trend-prediction of the supply-demand power is proposed. The algorithm of 
the power management strategy is also presented in this chapter. The 
implementation of the proposed control method to the test systems is tested 
by simulation. The effects of the controller parameter on the performance are 
investigated to achieve the most effective and stable operation of the system. 
In addition, the effectiveness of the method is evaluated and discussed 
through comparison with the performance of the system using other control 
methods. The main reason for the effectiveness is explained in this chapter as 
well. 
  Moreover, this chapter also considers the method to downsize the required 
battery capacity to cover the fluctuation component of the power.  The 
proposed trend-prediction PMS is applied to find out the sizing requirement 
of battery for an existing system. When the distribution of the fluctuation 
component is asymmetric and the efficiency of the charging/discharging 
process is included, the PMS will be improved by using offset to adjust the 
power for battery while the changing rate of hydrogen system is still kept 
within the limited range. The algorithm of the battery input/output control in 
the improved PMS is described. The comparison of battery capacity 
requirement using no-prediction PMS, trend-prediction PMS and improved 
trend-prediction PMS is also carried out to prove the effectiveness of the 
proposed PMS in decreasing the needed sizing of battery. 
 Chapter 3 studies the sizing optimization of the PV/hydrogen/battery system 
in order to use the RE more efficiently and economically. Firstly, we 
summarize the studies on sizing optimization in literatures from the optimal 
sizing problems to the methods to solve them. Then we try to establish the 
grid dependency, which represents for the system reliability, depending on the 
weather and system configurations. We carry out the calculation of the GD, 
using the 25 – year weather data of 9 locations throughout Japan, aiming to 
find out the general relationship between the GD and other parameters. The 
fitting process using regressive model is conducted to establish the function 
19 
between the GD and annual total PV energy and storages capacity. The 
accuracy of the fitting as well as the application of the developed GD formula 
is demonstrated by applying in other location and compared with the normal 
calculation. Hence, the optimal capacity of the PV and storages can be rapidly 
estimated using simple iterative method based on the required GD and the 
minimum LCE. In addition, the sensitivities analysis is conducted to 
investigate how the LCE changes when the parameters take other values. 
However, the PMS used in the establishment of formula is the conventional 
one with the time interval of 1 hour and the demand is smooth, the dynamic 
process is not considered. Therefore, finally we examine the effect of the 
PMS proposed in the previous chapter and the fluctuated waveform of load on 
the GD and compare it with the GD calculated by the formula. 
 Chapter 4 concludes the dissertation. 
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Chapter 2: Trend prediction – based power management 
strategy (PMS) for PV system based on dynamic 
characteristics of system components 
2.1 Introduction 
As previously introduced, in the context of increasing concerns regarding the 
energy crisis and the environmental pollution, RE is becoming more and more 
attractive as alternative of the conventional energy sources due to its advantages of 
environmental friendliness and free availability 
[1-2]
. The use of the RE-based 
Microgrid in power generation can contribute to the protection of the environment 
from the green house gas or air pollutants emissions 
[3-6]
. However, the problems of 
most RE sources are the fluctuating and unpredictable characteristics depending on 
meteorological conditions of the installation site, and consequently the impossibility 
for the RE output power to synchronize with the energy consumption. The integrated 
RE system with energy storage systems, therefore, can be the solution of the problem 
and enhance the reliability of the system in satisfying the demand 
[1-10]
. The storage 
systems usually include both short-term and long-term storages, such as battery and 
hydrogen system. Because the transient response of hydrogen system is slow while 
that of battery is faster, battery is used to cover the fluctuation. Aiming at stable and 
sustainable operation of such a hybrid system, one of the most important problems is 
the control strategy to ensure the equality between the supply and the demand against 
the fluctuation of the RE source at any instant. Depending on the objectives of the 
controlling, the power management strategies were studied and simulated in both 
short-term and long-term. The simplest power management strategies (PMSs) in 
which the key decision factors were the power delivered by the RE sources and the 
SOC of the battery were proposed 
[12-18]
. Abdelkafi et al. 
[12]
 considered the PMS for 
hybrid power production unit made up of wind/fuel cell/electrolyzer/ supercapacitor 
(SC) and supplying a three-phase load. The proposed PMS was simple which was 
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only based on the difference of wind power and load and the nominal power of fuel 
cell/electrolyzer. The FC/WE will generate/consume the lack/excess power while SC 
has the only role of compensating the difference power during the transient time of 
FC/WE. In the case of over-charged SC, a dumping load was added and vice versa, in 
the case of deep-discharged SC, the lower priority loads would be disconnected. In 
order to make the most of the capacity of battery/capacitor, Ipsakis et al. 
[13]
 proposed 
three power management strategies for a hybrid PV/Wind/Battery and hydrogen 
system. The authors used the power delivered by the RE sources and the SOC of the 
batteries as the key control parameters. A similar PMS was studied in Ref. [14-18]. 
The PMS was further developed by using hysteresis band to prevent fuel cell from 
frequent start – up and shut – down. Initially studied by Ulleberg et al. [19], the double 
hysteresis bands which were the upper and lower thresholds for the on/off switching 
of FC/WE were introduced and applied in various PMSs 
[20-25]
. However, because the 
PMS was based on the power and the SOC of battery to make decision which storage 
will operate, the sampling time must be long enough for the hydrogen system, which 
has slow dynamic characteristics, being able to work without error. Another approach 
for studying the PMS is based on optimization of power cost and the life time of 
storage devices 
[26~34]
. In Ref. [26], Dufo-Lopez et al. presented a strategy to optimize 
the control of a hybrid system considering the lowest total cost during the lifetime the 
system. They calculated the power below which it is more economical to store energy 
in batteries than in the hydrogen tank. In a similar way, Castaneda et al. 
[28]
 and 
Torreglosa 
[29]
 also calculated and based on the power limits depending on economic 
criteria for the master control. Although the PMSs were also based on the economic 
approach, Tascikaraoglu et al. 
[30]
 and Wang et al. 
[31]
 allocated the power in a different 
way by optimizing the objective function of the operating cost of the system. 
Similarly, Cau et al. 
[32]
 also based on cost function to make decision which storages 
would operate. However, the authors took into account the uncertainty of the both 
forecast weather and load by using probabilities in a stochastic approach instead of 
deterministic one. In Ref. [33], 3 different energy management strategies based on 
optimization of utilization cost, efficiency and lifetime were compared. In general, the 
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cost optimization-based PMSs gained the economic benefit in the long run. However, 
most of the studies used an hourly time interval for simulation 
[26, 28, 30-34]
, they had not 
taken into consideration the dynamic process of the system which is the behavior of 
the system when there is a sudden change of supply or demand. Some other 
researches considered the simulation of the system in the short-time 
[27, 29]
. The system 
behavior was simulated in 160s 
[27]
 or 120s 
[29]
. However, it can be seen that although 
the dynamic process was taken into account, the real dynamic model of devices were 
not examined. Due to the high capital cost of the system design and implementation, 
the previous researches were mainly based on theoretical models. 
The description of the conventional method to use the actual power and the SOC 
to make decision of allocating power was illustrated in Figure 2.1 and Figure 2.2. As 
seen in Figure 2.1, the actual power (black line), which is the difference between PV 
power and the load, is used to make reference to allocate for hydrogen system (blue 
line) 
[12]
. In this case, battery was used as a compensator to cover the deviation of the 
actual power and the power generated/consumed by hydrogen system. In general, 
battery has high capacity; therefore it is used not only as a compensator but also as 
storage. Then the allocation of power also depended on SOC of battery as shown in 
Figure 2.2 with the use of hysteresis band to prevent the frequent start-ups and 
shut-downs 
[20-25]
. In the case of shortage power, fuel cell will generate power when 
the SOC of battery is smaller than SOCon and will not operate when SOC is higher 
than SOCoff. When SOC is within a range of (SOCon, SOCoff), the operation of FC or 
not depending on the previous status, it will continue its operation if it is working and 
continue not to work if it is off. 
It can be noted that using the actual power to designate to hydrogen system will 
result in large energy for battery. In the shortage of power, battery energy may 
decrease quickly, making it deeply discharged or requiring higher energy of battery to 
be back – up for this situation. The use of trend-prediction which can smooth the 
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reference power for hydrogen system and adapt to their dynamic characteristics may 
be a possible solution which results in the smaller needed energy of battery for 
covering the fluctuation.      
In this chapter, we proposed a new PMS considering the dynamic response of the 
components of the system and trend- prediction of supply-demand power that can 
work with real time power using short time interval. Based on experimental results, 
we modeled the dynamic characteristics of devices. Due to its slow response, FC will 
 
 
Figure 2.1: The allocation of power to hydrogen system based on the actual power 
[12]
. 
 
 
 
Figure 2.2: Algorithm of making decision with the use of hysteresis band for the 
fuel cell operation in case of shortage power 
[20-25]
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operate with little change power which is predicted while LiB with its ability of fast 
changing will work to compensate the deviation. The trend of the power will be 
predicted satisfying the dynamic response of the fuel cell, allowing the use of shorter 
sampling time. For trend-predicting, Kalman Filter is used due to its ability to 
recursively estimate the state of a dynamic system without considering all the past 
data and easy adaptation to any alteration of the observations 
[35-36]
. Moreover, the 
changing rate of predicted time series can be adjusted by changing the parameter used 
in KF algorithm. The effectiveness of this new control method will be evaluated 
through simulation. In addition, the comparison between the performance of the 
system under KF-based PMS and conventional one was also carried out.  
As mentioned above, battery with high capacity would work as both a 
compensator and energy storage. In the first part, the trend-prediction PMS was 
applied to an existing RE system with high capacity battery. Therefore, the proposed 
PMS considered the operation of battery including its function of storage along with 
the function of compensator. The second part of this chapter is to consider the 
required capacity of battery to compensate the fluctuation when it works as a 
compensator only and method to downsize it. For an existing PV/Hydrogen system, 
the estimation and the downsizing of battery used for covering the fluctuation 
becomes necessary. KF can predict the trend which is smooth component, adapt the 
required slow changing rate of hydrogen system and filter the symmetrical fluctuation 
part as expected; therefore it can decrease the required capacity of battery. However, 
when the fluctuation distribution is asymmetric, which leads to the unsymmetrical 
charging and discharging power of battery, the evolution of energy in battery may 
increase or decrease continuously, consequently stopping the operation of battery 
when it is fully charged or deeply discharged or requiring higher capacity. Therefore, 
in order to secure the stable operation of the battery as well as the system and use 
battery with smaller capacity, the energy in battery needs to be successively fluctuated 
around the value corresponding to SOC of 50%, especially in the case of asymmetric 
variations and taking into account the converter efficiency. This can be achieved by 
controlling the power for battery as symmetrical as possible. The proposed 
trend-prediction PMS was improved by combining KF with the adjustment of power 
allocated to battery using offset to control the SOC around a reference value. The 
effectiveness in decreasing the battery capacity will be evaluated by simulation and 
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comparison of the required battery energy using conventional, trend-prediction PMS 
and improved trend-prediction PMS. 
2.2 Trend prediction based PMS for stable and economical 
operation of the PV/FC/Battery system 
2.2.1 Dynamic characteristics of devices in the system  
A system consisting of solar energy with LiB and hydrogen system is currently 
installed at University of Tsukuba in Japan. The block diagram of the system is shown 
in Figure 2.3. The system, which is designed for the commercial utility, is composed 
of PV-arrays with nominal capacity of 15kW. When the PV is unable to meet the load, 
a PEM FC rated at 10kW will operate as alternative power source. In addition, in 
order to quickly respond to the PV and Load fluctuation, a Lithium Battery with the 
capacity of 7.5kWh and 15kW is used together with the operation of FC or WE. All 
the devices are combined together to a DC bus of 380V through DC/DC converters. 
The system also connects to the utility through AC/DC converter. The utility is 
responsible for supplying to auxiliary equipments.  
 
 
Figure 2.3: A system model composed of PV, LiB and FC for supply-demand 
adjustment in CNES. 
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In order to evaluate the integrated system’s dynamic performance by simulation, 
the models of all components play important roles and should be developed. In this 
study, dynamic models of all components including DC/DC converter which are 
based on the experimental data have been created. 
2.2.1.1. Photovoltaic system: 
As introduced above, solar PV is available in abundance and considered as clean 
energy source over the conventional one. It becomes a potential energy source for 
power generation and the subject of commercial as well as academic interest.  
The PV system in the study is of 15 kW for medium – scale business including 84 
panels typed NU-180LW wiring in 12 series × 7 parallel. Figure 2.4 shows the I-V 
and P-V characteristics of 1 PV panel. Other technical specifications of the PV panel, 
PV module and DC/DC converter were shown in Table 2.1 and 2.2, respectively. 
 
 
 
 
 
Figure 2.4: I-V and P-V Characteristics of PV panel (NU – 180LW) used in CNES 
at 25
0
C   
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PV output data were collected in CNES in 1 year and analyzed to investigate the 
changing rate. The result of histogram and accumulative distribution of the changing 
rate of PV output in 1 year were shown in Figure 2.5. It can be noted that the 
distribution of PV power changing rate is asymmetric.    
 
 
 
Table 2.1: Specifications of NU – 180LW PV panel. 
 
Maximum power Pmax, W 180 
Open-circuit voltage Voc, V 30 
Short-circuit current Isc, A 8.37 
Voltage at MPP VMPP, V 23.7 
Current at MPP IMPP, A 7.6 
Temperature coefficient – 
short circuit current 
KI,%/C 0.053 
 
 
Table 2.2: Specifications of PV module and DC/DC converter for PV in CNES. 
 
 
PV Module  DC/DC converter  
Operating 
Voltage range 
DC0 ~ 420V DC 380 ± 40V 
Operating 
Current range  
0 ~ 37.5A 
Rate efficiency 13.7% 85% 
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(a) 
 
(b) 
Figure 2.5 The histogram (a) and cumulative distribution (b) of the changing rate PV 
output in 1 year 
2.2.1.2. Load 
Assuming that the system is to supply to a domestic load, the load pattern data is 
collected from several households on the basis of minute and shown in Figure 2.6. 
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Figure 2.6: Household load pattern. 
 
2.2.1.3. Fuel cell 
Fuel cell is a device which uses hydrogen to generate electrical power. The 
principle operation of FC can be illustrated in Figure 2.7 
[37]
. Among many kinds of 
fuel cells, proton exchange membrane (PEM) fuel cells are widely regarded as one of 
the most one of the most promising energy – conversion devices for automotive, 
stationary and portable power systems due to its advantages of low temperature, high 
power density and fast response in comparison with other type of fuel cells 
[38-40]
. 
Most studies on the dynamic characteristics of PEMFC were based on the modeling 
and considered the chemical reactions and the affected conditions such as humidity 
and temperature into the fuel cell operation 
[41-46]
. 
In this section, we carried out the experiments on the PEMFC to obtain the 
dynamic characteristics of FC, namely the dynamic response of fuel cell power vs. 
time when the power reference to FC changes and the consumed hydrogen mass flow 
vs. fuel cell power. These characteristics would be used in modeling the transient 
response of fuel cell when power was allocated to it and to calculate the amount of 
hydrogen as well as the energy conversion efficient of using fuel cell.   
The PEMFC with the power rating of 10kW has been used in the system as 
shown in figure 2.8. Other specifications of this FC are in Table 2.3. 
A numerous experiments on dynamic characteristics of FC were carried out by 
changing the setting output power of the FC stack and DC/DC converter and then 
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Figure 2.7: Principle operation of a fuel cell 
[38]
 
 
 
 
Figure 2.8: The PEMFC 10 kW used in CNES under the study. 
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measuring the real responsiveness of the FC, namely the voltage, current and the flow 
rate of hydrogen. The scheme of the experiment devices were shown in Figure 2.9. 
Figure 2.10 shows the measurement and simulation result of the transient 
response of FC when the required power is 0 kW – 5 kW – 3 kW. The experimental 
results show that the transient response of FC is linear with the rate of about 100 W/s 
when FC stack changes the status from ON to OFF or vice versa or changes its 
generated power. 
The results of experiment on the hydrogen mass flow were shown in Figure 2.11 
 
 
 
 
Figure 2.9: The scheme of devices in the experiment on the dynamic characteristics 
of FC. 
 
 
Table 2.3: Specifications of PEMFC stack and DC/DC converter. 
 
 
FC stack DC/DC converter 
Input 
Hydrogen 
DC 90 ~ 146V 
Rate max. 124LPM, 
Pressure 5barg. 
Output 
DC 100~150V DC 380V ± 40V 
94~100A 0~25A 
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for both dynamic and steady state. In this figure, the hydrogen mass flow and the 
efficiency of energy conversion during dynamic and steady state corresponding to the 
change of FC power at DC bus side were illustrated. The efficiency was calculated 
through experimental results as following function: 
100
2




equiH
DC
E
E
tP
                    (2.1) 
 
 
 
Figure 2. 10: Simulation result for dynamic process of FC power in the case of 
changing power from 0 to 5 kW and then down to 3 kW. 
  
 
 
 
 
Figure 2.11: The experimental results of the mass flow of hydrogen and the 
calculated energy efficiency to time when the fuel cell power at the DC bus side 
changes. 
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where η∆E is energy conversion efficiency in ∆t, PDC is power at DC bus side of 
the converter at t and ∆EH2equi is equivalent power of hydrogen in ∆t, which can be 
calculated as below: 
310LHVM
R
2
2




T
ptm
E
H
equiH       (2.2) 
where 
2H
m , p, T is mass flow, pressure and temperature of H2 respectively, LHV 
is lower heating value of H2 (33kWh/kg), M is molar mass of H2 (2.016g/mol), R is 
gas constant, 0.0821 atm/(mol.K). 
The amount of hydrogen needed to supply to FC depending on the power was 
approximated using fitting curve as shown in Figure 2.12: 
0687.5066.104951.0 )(
2
)(2
 FCDCFCDCH PPm        (2.3) 
where PDC(FC) is power at DC bus side of the converter.  
It can be seen that in Figure 2.12, the hydrogen mass flow is nonlinear with the 
power due to the losses in a fuel cell which can be categorized as fuel crossover and 
internal currents, activation losses, Ohmic losses and concentration losses 
[40, 46, 47]
. 
Instead of ions transporting, in some cases, the fuel also diffuses in the electrolyte, 
which causes the fuel crossover and internal current losses 
[48]
. Mean while, the 
irreversibility intrinsic in the electrochemical reaction causes the activation loss 
[49]
. 
The Ohmic losses are associated with the resistance to the flow of electrical charges. 
The concentration losses result from the diffusion of the reactant and product 
[49, 50]
. 
Using the measured hydrogen mass flow and equation (2.2), we calculated the 
energy conversion efficiency of both fuel cell and the DC/DC converter which is 
shown in Figure 2.13. The efficiency was estimated of approximately 40% including 
the efficiency of DC/DC converter. The efficiency from the experimental results 
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separates into 3 curves because in fact when the efficiency in the steady state and 
dynamic state, namely the increase and decrease of fuel cell power, slightly changes.   
 
2.2.1.4. Lithium-ion Battery 
 
 
Figure 2.12: Experiment and fitting result of the hydrogen mass flow depending on 
FC power at the DC bus side. 
  
 
 
 
Figure 2. 13: Dependence of energy conversion efficiency on the FC power at DC 
bus side. 
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Batteries are the most common choice of short-term storage for RE based – 
Microrgird 
[1-10]
. Among the batteries, LiB has been widely used to smooth out the 
output power fluctuations due to its ability of fast charging/discharging, high 
round-trip efficiency, long – cycle life, etc. [51]. The LiB used in the research is 
SLPB60460330H module with the capacity of 7.5 kWh and maximum power of 15 
kW as shown in Figure 2.14 and other specifications in Table 2.4. 
 
 
 
 
Figure 2. 14: Lithium – ion Battery 15 kW – 7.5 kWh in the CNES under study. 
 
 
Table 2.4: Technical specification of the DC/DC converter used for LiB in the 
system. 
 
LiB side DC bus side 
Voltage range  DC 200 ~ 225V DC 380 ± 40V 
Current range  0 ~ 72.5A 0 ~ 37.5A 
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The scheme of experiment on the dynamic characteristics of LiB was depicted in 
Figure 2.15. State of charge of LiB is a critical parameter using in PMS which is 
defined as the ratio of the remaining energy in the battery and its nominal capacity 
and can be estimated as a function of power generated or consumed by the following 
equation: 
η
E
Δt)(tP
)SOC(tSOC(t) DC 


1
1                    (2.4) 
where SOC(t) is the SOC at time t, PDC(t – 1) is the power at the DC bus side of 
the converter at time t – 1, E is the capacity of LiB, η is the efficiency of the energy 
conversion, considering both charging/discharging efficiency of DC/DC converter 
which is estimated as in Figure 2.16 according to the fitting function: 
 
 
 
Figure 2. 15: Scheme of the experiment on the dynamic characteristics of battery. 
 
 
 
 
 
Figure 2. 16: Efficiency of energy conversion for LiB stack depending on the 
power.   
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Based on the experimental results, an approximated curve of the LiB combined 
with DC/DC converter’s dynamic characteristics was shown in Figure 2.17. It can be 
realized that the transfer function of the dynamic response of LiB and DC/DC stack is 
exponential decay in discharging process and combination of exponentially – 
decaying cosine and sine wave in charging process. This might be due to the 
characteristics of the current control system inside the DC/DC converter using to 
connect LiB with the DC bus.  
 
 
(a) 
 
(b) 
 
Figure 2. 17: Transient response of LiB when discharging (a) and charging (b). 
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The dynamic process of LiB with DC/DC converter when there is a required 
power change was obtained as: 
For the discharging transient process:    
  )1( 0029.0
t
required ePP

          (2.6) 
  
And for the charging transient process:  
 )86.21sin(023.0)86.21cos(1 5.85.8 tetePP ttrequired         (2.7) 
 
2.2.2 Trend-prediction PMS based on KF – Autoregressive model 
2.2.2.1. Trend-prediction PMS 
Control method of the MG based on renewable energy sources and storages in 
both short-term and long-term plays an important role for the stable operation of the 
system in supplying the power to the demand. Considering the analyzed PV power 
changing rate, it can be seen that PV power changes intermittently within a wide 
range. While the dynamic characteristic of the FC is slow, that of the LiB is 
considerably faster. Therefore, the allocation of power to the FC needs to satisfy its 
limit changing rate. In literatures, almost all the PMS was based on the actual power 
and the SOC to make decision of power allocation 
[20-25]
 which is shown in Figure 
2.18.  
In this research, we proposed a new PMS based on the trend-prediction of the 
power that can adapt to the dynamic characteristic of the FC (Figure 2.19). In this 
method, the power is allocated to storages as following: 
- The power for storages, which is the difference of load and PV power, P = PL – 
PPV, will be predicted Ppre.  
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- When Ppre is positive meaning the predicted shortage of power, the FC will generate 
this prediction value Ppre with or without offset depending on the SOC of the LiB. the 
FC will operate with Ppre power minus offset when the SOC is high and plus offset 
when it is too small (Figure 2.19a).  
- LiB takes the passive role to cover the deviation between the FC power and the 
actual P.  
Offset is introduced because the efficiency of DC/DC converter can make LiB to 
be deeply discharged during the operation if it only works to cover the fluctuation in a 
long time. The advantage of the proposed PMS is that it allocates the power to FC and 
LiB according to their dynamic characteristics. Therefore, the system can operate 
stably.  
 
Figure 2. 18: Conventional PMS (no – prediction PMS) [20-25] 
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2.2.2.2. Kalman Filter algorithm 
An important issue needed to be considered in PMS2 is the forecasting tool. In 
order to predict the stochastic time series, there have been numerous approaches 
proposed in literatures, ranging from the traditional time series analysis such as 
 
(a) 
 
(b) 
Figure 2. 19: Algorithm of the trend-prediction PMS for a PV/FC/battery system 
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ARMA (autoregressive moving average) models to recent approaches using ANN 
(artificial neural networks) 
[52-56]
. These methods have the drawback of using 
numerous known data to determine and validate the model structural coefficients. 
Additionally, moving average method can predict the trend but slower to respond to 
rapid change, then it is difficult to adjust the slope of trend. Meanwhile the ANN 
method predicts the fluctuate value but can not predict the trend. With the presence of 
random disturbance in PV output as well as the limitation of power changing rate of 
FC, the use of an adaptive controller becomes necessary. For this reason, Kalman 
Filter, which has advantages of having simple and optimal algorithm working online 
for linear systems with Gaussian noise, easy adaptation to any alteration of the 
observations and ability to change to parameter to obtain the slope of trend as 
expected 
[35,36]
, is chosen for predicting in this study.  
The state and measurement equations for the linear stochastic discrete – time 
system using state – space model (Figure 2.20) are given by: 
xn= Fxn-1 + Gwn                             (2.8) 
yn = Hxn + vn                               (2.9) 
where xn and yn represent state and the measurement (observation) at the moment 
n, respectively. wn and vn denote process and measurement noises, which are assumed 
to be zero mean Gaussian white noise with covariance Ro and Q, respectively. F and 
H are state transition matrix and measurement matrix of appropriate dimensions. 
In this study, 2-dimension trend-Autoregressive (AR) model 
[36]
 was used for 
modeling to predict the little changed part of time series with assumption that y 
contains trend t as:  
yn = tn + vn                               (2.10) 
tn = 2tn-1 – tn-2 + wn                         (2.11) 
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The algorithm of KF including 2 stages can be illustrated as following: 
Time Update: 

nx , priori state estimate and 

nP , priori estimate error covariance 
at step n based on the previous time step values can be calculated as: 
1
  nn Fxx                                (2.13) 
TT
nn GQGFFPP  

1                     (2.14) 
Measurement Update: when the new observation value yn is known, the estimate 
of xn at time n will be: 
)(   nnnnn FxyKxx                    (2.15) 
The KF gain Kn and the estimate covariance Pn at n: 
1T )(   o
T
nnn RHHPHPK               (2.16) 
 nnn PHKP )I(                        (2.17) 
2.2.3 Simulation 
2.2.3.1. Selection of KF parameter 
 
Figure 2. 20: State space model using in Kalman Filter. 
 
48 
The simulation of the proposed trend-prediction PMS applying to a PV/FC/LiB 
system in CNES project was carried out using PV data in 1 year and with the 
assumption that the initial SOC of LiB is of 25%. We calculated the effectiveness of 
the proposed PMS for all days in the considered year. However, we chose 3 typical 
days to illustrate the performance of the proposed PMS. These 3 days was typical 
with the PV output as shown in Figure 2.21 and some analytical data in Table 2.5, 
namely 1 day with high PV energy and average changing rate of PV power (the 1
st
 
day), 1 day with small PV energy and small PV changing rate (the 2
nd
 day), 1 day 
with average PV energy and fast PV changing rate (the 3
rd
 day). 
 
 
 
 
Figure 2. 21 The PV output of 3 typical days for illustration of the system 
performance. 
 
 
 
Table 2.5: Analytical data for the PV power changing rate in 3 typical days. 
 
Day 
PV 
energy 
(kWh) 
PPVrate 
max 
(W/s) 
PPVrate 
min 
(W/s) 
PPVrate 
average 
(W/s) 
PPVrate (W/s) 
at accumulate 
probability of 
99.5% 
Plus Minus 
1
st
 43.21 619 -612 48 -51 288 
2
nd
 18.14 256 -226 41 -41 155 
3
rd
 36.59 607 -609 56 -58 407 
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First, we selected the suitable parameter of KF. The measurement noise 
covariance Ro was estimated of 0.1 using the maximum log – likelihood [36] and based 
on the real past PV power series. The selection of KF parameter, e.g. the process noise 
covariance Q, were carried out to guarantee the FC power changing rate smaller than 
the limit of 100 W/s that FC can operate. Figure 2.22 shows the fluctuation of 
allocated FC power with different Q (Q = 10
-3
, Q = 10
-5
, Q = 10
-9
). The result 
indicated that the larger the Q is, the more strongly the FC power fluctuates. For each 
day, we can calculate the maximum and minimum power changing rate of FC 
depending on different Q.  
Figure 2.23 presents the maximum, minimum FC power changing rate of all days 
in 1 year corresponding to the Q. It can be noted that the power changing rate will 
decrease when the Q decreases. When the Q is smaller than 10
-9
, the FC power will 
moderately fluctuate with the rate of smaller than 100 W/s. Therefore, 10
-9
 was 
chosen as the suitable value of the Q that the FC can operate with the maximum 
changing rate close to its real maximum ability of changing power of 100 W/s. 
 
 
 
 
Figure 2. 22: The changing rate of allocated FC power with different Q in the 1
st
 
day. 
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Figure 2.24 shows the performance of the system in the case of Q = 10
-9
 in 3 
typical days: the FC power and its power changing rate, the LiB power, the amount of 
hydrogen used and the SOC of battery in each day. From the results, it can be realized 
that the power designated to the FC changes little while the power for the LiB 
 
 
Figure 2. 23: The dependence of maximum and minimum FC power changing rate 
of all days on the covariance Q. 
 
 
 
Figure 2. 24: The performance of the system during 3 typical days under KF – 
PMS with Q = 10
-9
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strongly fluctuates. This is due to the application of the trend-AR model and 
KF-based control method which can predict the trend-power that varies slightly. In 
other words, the power will be divided into 2 parts, one gradually changes which will 
be forecasted by KF and generated by FC and the other one drastically fluctuates 
which will be covered by LiB. Therefore, each device can contribute its part to 
generate the needed power depending on its dynamic characteristic. With the selection 
of the Q of 10
-9
, the FC power changing rate is close to 100 W/s, thus FC can operate 
without any problems. In addition, it remains keeping the initial value of 25% over the 
4 days, so the LiB can operate in a long time. 
2.2.3.2. Efficiency of energy conversion 
In order to evaluate the effectiveness of the proposed trend-prediction PMS, a 
comparison of the overall efficiency of the system was conduct using no-prediction 
PMS and KF-PMS. 
The overall efficiency of the system can be calculated as below: 
 


T final
LiB
initial
LiBHPV
T
L
sys
EEEdtP
dtP
0
0
2
             (2.18) 
in which PL, PPV denotes the load and PV power, respectively. EH2 is the 
equivalent energy of hydrogen used during the time period T, which is calculated 
using equation (2.2). 
initial
LiBE ,
final
LiBE represents the initial and final energy in the 
battery respectively.  
We simulated in 3 cases: 
- No-prediction PMS. 
- No-prediction PMS and the offset. 
- Trend-prediction PMS and offset. 
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The result of the amount of consumed hydrogen and corresponding efficiency for 
each day in 1 year using no-prediction PMS with offset = 400 and KF PMS with offset 
= 250 was illustrated in Figure 2.25. It can be seen that in almost all days of the year, 
using KF-PMS consumed less hydrogen than the case of no-prediction PMS, leading 
to higher efficiency of energy conversion. The total amount of hydrogen and the 
overall efficiency was shown in Table 2.6. In the case of using no-prediction PMS, we 
also compared the case of using the same offset with KF-PMS and bigger offset to 
keep SOCmin during the year not to be deeply discharged (SOCmin = 0). The results 
show that when the no-prediction PMS was used, using small offset or without offset 
resulted in deeply discharged situation. When the offset was selected to keep SOC the 
same with KF-PMS, the total amount of hydrogen in this case was higher and 
consequently the overall efficiency was slightly smaller as well.  
 
 
 
 
 
 
 
Figure 2. 25: The amount of consumed hydrogen and the corresponding efficiency 
for each day in 1 year using KF – PMS (offset = 250) and no – prediction PMS 
(offset = 400) 
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2.2.3.3. System stability 
Voltage is an important parameter to assess a power system quality. Therefore, DC 
bus voltage was examined to evaluate the effectiveness of the proposed control 
method. For simplicity, the load was considered as a resistor and represented by a 
resistance R which is calculated by LDC PV /
2
. The DC bus voltage was then simulated 
by the following equation: 
LFCLiBPVDCFCLiBPV PPPPVRPPPV /)()(           (2.19) 
Figure 2.26 shows the DC bus voltage in 3 typical days using 2 PMSs. Assumed 
that PV power changes from one value to another in a short time Δt then keeping this 
value in a sampling time of 3s before changing to other one as shown in Figure 2.26 
(a). With the maximum ΔP of 1860 W (in the 3rd day), the DC bus voltage when the 
sudden change of power occurs in short time Δt = 100 ms was within a range of ± 
10% which is the acceptable range for DC/AC converter working to supply to the 
Table 2.6: Comparison of simulation result of the amount of hydrogen used and the 
overall efficiency using different PMS. 
 
Method SOCmin , % mH2, Nm
3
 
Overall 
efficiency (%) 
No – prediction  
+ no offset PMS 
0 
  
No – prediction 
+(offset = 250) PMS 
0 
  
No – prediction 
+(offset = 400) PMS 
3.21 16456 43.527 
KF PMS 
(offset = 250) 
3.45 16030 44.385 
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(a) 
 
 
(b) 
 
Figure 2. 26: The voltage of DC bus during 3 typical days using no – prediction 
PMS and KF – PMS. 
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load. The shorter the changing time Δt is, the larger the voltage will be. With higher 
changing power, longer occurring time is needed. This voltage changing was occurred 
due to the transient characteristic of DC/DC converter for LiB. To diminish the 
voltage fluctuation, it needs to boost up this characteristic. This can be done by using 
simple controller such as PID (proportional – integral – derivative) or MPC (Model 
Predictive Controller). The simulation results for other days shows that under both 2 
PMSs, the DC bus fluctuated slightly and can supply to the load stably. As mentioned 
above, these sudden changes were caused by the sudden change of power that was 
assumed by error. However, with this unexpected change, the DC bus voltage was still 
within its accepted working voltage range (± 10%). Comparing 2 cases of methods, 
there is no considerable difference between the DC voltages in general.  
2.3 Downsizing the required capacity of battery for PV/H2 
system by trend-prediction and its improved PMS 
2.3.1 Trend-prediction PMS and its improvement for downsizing 
the battery  
In the previous part, we proposed a new trend-prediction PMS for a 
PV/FC/Battery system and applied it to CNES project as a case study. The stochastic 
power would be decomposed into trend and fluctuating components. When there is a 
shortage of power supplying to demand, FC will generate the trend-prediction value. 
LiB takes the responsibility of compensating the deviation of the prediction and the 
actual power, which is unexpected fluctuation. Because the capacity of LiB in this 
system was considerably high, it would operate not only as a compensator but also as 
storage. The proposed method has the advantage in comparison with no-prediction 
based PMS. The proposed PMS, however, was applied to an existing system with 
available storages; the battery capacity requirement was not examined. It can be 
obviously seen that, the higher the capacity of the battery is, the more power it can 
store and provide against the variation. On the other hand, due to its high cost, the 
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estimation of the least battery capacity requirement for compensating any potential 
fluctuations becomes necessary. In this case, battery is used for only one function of 
compensating the deviation between the supply and the demand. Because Kalman 
Filter can predict the trend of the stochastic and separate the drastically changing part 
of the stochastic time series as expected, the proposed PMS can be possibly effective. 
However, when the fluctuation distribution is asymmetric or when the efficiency 
of charging/discharging process of battery is taken into account, the evolution of the 
energy in battery may increase or decrease continuously, consequently requiring 
higher capacity or stopping the operation of battery when it is fully charged or deeply 
discharged. Therefore, the PMS would be improved by combination of KF with the 
control of the state of charge (SOC) of battery to adjust the battery power in such a 
way that the power alternates between charge and discharge meanwhile the allowed 
maximum power changing rates of FC and EL are secured. By adjusting the 
symmetry of battery power distribution, the required capacity of battery could be 
smaller.  
In this part, we focused on determination of the battery capacity requirement in 
the hybrid PV/hydrogen system which is shown in Figure 2.27 by allocating the 
power to battery as alternately positive and negative value while the allowed 
maximum power changing rate of hydrogen system and the efficiency of 
charging/discharging process are also taken into consideration. From the analysis of 
the simulation results, the required capacity of storage could be estimated. The 
effectiveness in reducing the necessary capacity of battery of the proposed PMSs was 
evaluated by the comparison with the no-prediction PMS. 
2.3.1.1. Trend-prediction PMS  
It can be noted that the purpose of the trend-prediction PMS is a slightly different 
from the proposed PMS in the previous part because battery is responsible for 
covering the deviation to smooth out the fluctuation only. The trend-prediction 
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value of shortage or surplus power will be designated to FC and EL due to their slow 
transient response while battery which has the fast dynamic characteristic will cover 
the rest stochastic variation. In order to estimate the minimum required capacity, the 
battery only works to compensate the slowness in the dynamic characteristics of EL 
and FC without being used as storage.  
Figure 2.28 shows the algorithm for battery input/output control of PMS1. The 
difference between load and PV power is calculated, P = PL – PPV, and predicted 
through KF, Ppre. If the predicted value Ppre is positive indicating the predicted 
shortage power, it will be generated by the FC. On the contrary, in the case of 
negative predicted power, the EL will consume this value. Battery will compensate 
the difference between the actual P and the power generated or consumed by the FC 
or the EL respectively.  
 
 
Figure 2. 27: Block diagram of the PV/hydrogen system based MG. 
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2.3.1.2. Improved trend-prediction PMS 
In some cases, the power for battery is continuously positive before changing to 
negative, thus it tends to be charged or discharged consecutively, resulting in high 
capacity requirement. In some other cases, the power distribution is asymmetric or 
when the efficiency of charging/discharging process was taken into account, the 
charged energy will not be enough to compensate the discharged energy, and thus 
energy in battery will decrease. In addition, the trend component derived from the 
filter and designated to hydrogen system, not in almost cases, reaches the allowed 
maximum changing rate. Hence, it is possible to adjust the power for battery as 
expected whilst the limit of power changing rate for EL and FC are still secured. The 
 
Figure 2. 28: The block and algorithm of battery input/output control in KF 
trend-prediction PMS (PMS1). 
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PMS1 could be improved by using offset to adjust the battery power which is called 
PMS2 and shown in Figure 2.29. Offset value is decided based on the SOC of the 
battery and the power for hydrogen system is still adjustable within its limited 
changing rate:   
offset = K×(SOCbat – SOCkeep)                 (2.20) 
where K is the adjustment coefficient. In order to downsize the battery capacity, the 
SOC is controlled to keep stable around 50% (SOCkeep) to cover the upward and 
downward fluctuations. The advantage of PMS2 over the PMS1 is that it can adjust 
 
 
Figure 2. 29: The block and algorithm of battery input/output control in improved 
KF trend-prediction PMS (PMS2) 
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the power of battery in such a way that the battery will charge and discharge 
alternately; making the energy to fluctuate around the reference value. As a result, the 
required capacity will be smaller. 
2.3.2 Determination of battery capacity 
Battery is a device used to cover all the difference between the real power and the 
power of FC or EL due to its ability of changing power quickly. It is connected to the 
DC bus through DC/DC converter. The parameter needed to define is rated energy. 
The energy in battery can be calculated as a function of the power of battery by the 
following equations: 
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where EBat,n is the energy in battery at time n, 
Bat.ch
1nP , 
Bat.disch
1n
P are the charge 
power and discharge power designated for battery at DC bus side of DC/DC converter 
at time n – 1, ηch and ηdisch are efficiency of charge and discharge process, 
respectively.  
To determine the capacity of battery, we assumed the initial of energy in battery is 0 
and corresponding to the SOCkeep which is the value of state of charge needed to be 
kept during operation of battery. Therefore, the needed capacity of battery will be: 
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in which Eneed is the needed battery energy, EBatmax, EBatmin are the maximum and 
minimum energy of battery during the considered time, respectively. MBat is the 
margin coefficient which is usually chosen from 1 to 3 
[20]
. 
With SOCkeep = 50%, it will be estimated capacity of battery will be: 
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BatBatminBatmaxneed )||,max(2 MEEE                   (2.23) 
2.3.3 Simulation and discussion  
The PV data were collected from real 15 kW – class PV systems in 2013 (365 
samples of PV data) in University of Tsukuba, Japan. In order to normalize the data, 
the PV power used in simulation was divided by rated power of PV. The solar 
irradiance and the histogram of normalized PV power changing rate were shown in 
Figure 2.30. The system was supposed to supply to domestic load. In this study, we 
used the real load of several household demands in Tsukuba. Figure 2.31 shows the 
normalized load sample under the study. The simulation was carried out with the 
assumption that the normalized limited changing rate of hydrogen system was 1%/s.  
A comparison between the estimated capacity of battery with MBat = 2 
[20]
 using 
KF-based PMS1 and without prediction (no-prediction-based PMS1) was carried out. 
First of all, the dependence of the needed energy of battery on the Q was investigated. 
For each sample of PV data, we changed the covariance of process noise Q of KF and 
examined the evolution of battery power and energy. Figure 2.32 shows the changing 
process of power and energy in battery using the PMS1 in the case of efficiency of 
charging and discharging process is of 1 (ηch = ηdisch =1) for 1 sample of PV data in 
March 18th 2013. The results reveal that using KF with different Q can change the 
power allocated to battery, which causes the difference in the evolution of energy. The 
needed energy in battery to cover the difference between the supply and the 
consumption in 1 day 
1day
need
E  and the normalized power changing rate 
1day
rateP  
allocated to hydrogen system can be estimated corresponding to each Q. The required 
energy Eneed-all and Prate of all days were determined by the accumulative probability 
of 99.7% of all days’ values and illustrated in Figure 2.33. It can be noted that with 
the constraint of limited changing rate of hydrogen system,
limit
rateP , the power 
changing rate Prate ≤ 
limit
rateP when Q ≤ Qo. Therefore, we can choose Qo and estimate 
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Eneed-all based on
limit
rateP . With the assumed normalized 
limit
rateP is of 1%/s, a suitable Qo 
was selected as Qo = 10
-9
 and the corresponding Eneed in 1 year is 0.064.  
 
 
Figure 2. 31: The normalized domestic load. 
  
(a) 
 
 
(b) 
 
Figure 2. 30: The solar irradiance and the histogram of normalized PV power 
changing rate in 1 year. 
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Figure 2. 32: Evolution of PV power, load, power and energy of battery using KF 
(Q1 = 10
-3
, Q2 = 10
-9
) and no prediction PMS1 during one example day (March 18th 
2013). 
 
Figure 2. 33: The normalized needed energy and power changing rate of EL/FC 
depending on covariance noise Q for all days. 
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Figure 2.34 compares 
1day
need
E  for all 365 days using PMS1 with and without 
trend-prediction method corresponding to Qo = 10
-9
 and ηch = ηdisch =1. The result 
shows that in general, no-prediction PMS would required higher 
1day
need
E  in all days 
than using KF. Summary for 1 year, Eneed in the case of using KF is smaller than that 
of no-prediction method of up to 56% (0.0064 compared with 0.146). The result can 
be explained by the ability of KF to filter the symmetrical fluctuation part of the 
stochastic waveform as expected. In addition, by adjusting the noise covariance Q, the 
more symmetric fluctuating component which was covered by battery could be drew 
out. The energy was kept fluctuating around one value by consecutively increasing 
and decreasing due to charge and discharge process which results in smaller capacity 
of battery.  
When the distribution of fluctuation of PV power is asymmetric as shown in 
Figure 2.30 (b) and when the efficiency of charging and discharging process was 
taken into account, the offset was introduced into the PMS algorithm (PMS2). The 
 
Figure 2. 34: Comparison of the required battery energy for 365 samples of PV 
power using KF and no prediction in the case of PMS1. 
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simulation for PMS2 was carried out with different coefficients K and different 
efficiency. Figure 2.35 illustrates the evolution of energy in battery using KF-PMS1 
and PMS2 in March 18
th
 2013 with Q = 10
-9
 when ηch = ηdisch = 1 and K = 10. The 
evolution energy in this day using PMS2 (purple line) fluctuated around 1 value, that 
is more stable than that of using KF-PMS1. It also needed 
1day
need
E in PMS2 case 
smaller than in KF-PMS1. The comparison of 
1day
need
E  for all samples is depicted in 
Figure 2.36 corresponding to ηch = ηdisch =1 and K = 0 (PMS1) and K = 10 (PMS2). In 
this case, for each day, 
1day
need
E  is considerably smaller than in PMS1. The required 
energy for all days Eneed-all in PMS2 decreases about 14% comparing to KF-PMS1 
(0.055 compared with 0.064). For each efficiency ηch = ηdisch = η, we changed the 
adjustment coefficient K and find out with which K the required energy would be 
smallest. Figure 2.37 shows the suitable K that obtained the minimum Eneed-all 
corresponding to different efficiency. When charging/discharging efficiency is high, 
the adjustment of power needs small coefficient K and resulting in small required 
battery, and vice versa, when it is low, the suitable K and corresponding Eneed will be 
higher. 
 
 
 
Figure 2. 35: Evolution of EBat using KF – PMS1 (Q = 10
-9
, K = 0) and improved 
PMS2 (Q = 10
-9
, K = 10) in the case of η = 1 
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2.4 Conclusions 
In this chapter, we proposed a new trend-prediction PMS for a PV based MG to 
obtain stable and sustainable operation. The proposed PMS was based on the dynamic 
characteristics of the devices in the system to allocate the power. The trend of the 
difference between PV power and load demand would be predicted using Kalman 
Filter and designate to hydrogen system which has slow dynamic characteristics. 
 
Figure 2. 36: Comparison of the needed battery energy for 365 samples of PV 
power using KF – PMS1 and PMS2. 
 
Figure 2. 37: Suitable K and corresponding needed battery energy depending on the 
efficiency of charging/discharging process using PMS2. 
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Battery with fast transient response would cover the deviation between the actual 
power and the power consumed/generated by hydrogen system.  
Firstly, the proposed PMS was applied in the PV/FC/LiB in CNES in Tsukuba, 
Japan. Because the battery in the system has large capacity, it is operated not only as a 
compensator to respond to the fast fluctuation but also as energy storage. The 
dynamic characteristics of FC and LiB was identified through experiment and 
modelled. We can choose the suitable covariance Q of KF to adapt the limited 
changing rate of FC. Simulation results show that with suitable KF parameter, the 
proposed control method can be applied to the PV system for stable operation in short 
time as well as in long time. In comparison with conventional PMS, the proposed 
PMS consume less hydrogen, resulting in higher energy conversion efficiency. 
Secondly, we applied the proposed PMS to estimate and downsize the required 
battery capacity for an existing PV/hydrogen system. In this case, the battery is 
responsible for covering the fluctuation only. KF can separate the stochastic 
waveform into trend and fluctuated components as expected, then it can be possibly 
effective in allocate the symmetric fluctuated component to battery, resulting in 
smaller energy capacity requirement. Through simulation, the proposed 
trend-prediction PMS shows its ability in decreasing the necessary capacity of battery 
of up to 56% in comparison with conventional no-prediction PMS. Considering the 
asymmetric distribution of power changing rate and the efficiency of the 
charging/discharging process, the PMS was then improved by combining KF with 
offset to adjust the power for battery within the limited changing rate of hydrogen 
system. The proposed improved PMS can decrease the required capacity of up to 
14%. 
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Chapter 3: Optimal capacity design of PV system by 
minimizing levelized cost of energy (LCE) and 
development of rapid estimation formula for grid 
dependency (GD) 
3.1 Introduction 
In chapter 2, we considered a PV – based MG in the aspect of the PMS for an 
existing system. The proposed trend-prediction PMS considering the dynamic 
charactersitics of the devices shows its efficiency in stable performance and more 
effective than conventional PMS. However, the optimal sizing of the system has not 
considered. Due to the high capital cost of the RE systems, it is essential to define the 
proper sizing of the systems to use the RE more efficiently and economically 
[1]
 . 
Numerous studies on sizing optimization have been reported 
[2-19]
. Almost the 
researches solved the problem by examining the optimization functions which were 
based on minimizing the cost of the system 
[2-5]
, the levelized cost of energy (LCE) 
[6-10]
 or maximizing the net present value (NPV) of the system 
[11]
 and assessed the 
system reliability by several indices such as loss of power supply probability (LPSP) 
[3,6-9,12]
, loss of load expected (LOLE), loss of energy expected (LOEE) or Expected 
Energy not Supplied (EENS) and Equivalent Loss Factor (ELF), etc. 
[13]
. There have 
been many methods used so far to solve the optimization functions, such as 
probabilistic, analytical and iterative methods 
[6]
. The probabilistic method which was 
based on the weather average value 
[12, 14]
 or the worst scenarios 
[15]
 was considered as 
a simple approach. Yang et al. developed and applied the so-called typical 
meteorological year (TMY) for probability study on an hourly basis to analyze the 
system performance 
[12]
. However, the designs achieved by this method seem to be 
over-sized or inaccurate. In analytical method, the system performance assessment 
can be computed using a set of possible system configurations or a particular size of 
the components 
[6, 7, 11]
. Other methods that have been developed and inspired by 
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biology are Genetic Algorithm (GA) 
[8, 13, 16]
, Particle Swarm Optimization (PSO) 
[17–19]
, Artificial Neural Network (ANN) 
[20]
. These methods do not require deep 
knowledge of the system; however, the calculation is relatively complicated. 
On the other hand, the system reliability has been assessed considering the 
weather data in a typical year or an assumed solar irradiance waveform for a certain 
location 
[12, 14, 15]
. Thus, the optimization process must be reconducted at a different 
location. According to our knowledge, there has been no empirical formula showing 
the dependence of the system reliability on the weather conditions and the devices’ 
capacities. Such empirical formula not only illustrates the relationship between them 
but also makes the optimization problem simpler and easier. Hence, this research aims 
at establishing a formula which can be used to quantify the effect of the weather 
conditions to the system reliability as well as optimize the sizing capacity. In our 
previous work, the sizing of a PV/battery system was investigated 
[21]
. The system 
reliability, namely the grid dependency (GD), defined as the dependence of the 
system on the grid when the system cannot supply to the load and receive the shortage 
power from the grid, was found to be dependent on the annual total solar insolation 
[21]
. However, the battery was used as a single storage for the PV system. In this work, 
the research is further expanded with the integration of a hydrogen system. The 
optimal capacity of PV and the storages can be obtained using a simple iterative 
method based on the required GD and the minimum LCE. We calculated the GD, 
using the 25 – year weather data at 9 locations throughout Japan, aiming to find out a 
general relationship between the GD and other parameters. After obtaining such 
empirical relationship, the system reliability in any Japan’s location can be quickly 
calculated from the formula. 
3.2 Model of the system 
A block diagram of hydrogen based RES system with battery is depicted in Figure 
2.27 in previous chapter. The system is composed of PV arrays, battery and hydrogen 
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system supplying power to the load. All the devices are combined together to a DC 
bus through DC/DC converters. The system also connects to the grid through AC/DC 
converter. The grid is responsible for receiving the excess power or supplying the 
shortage power of the hybrid RES system if necessary. 
3.2.1. PV power: 
The PV output power is highly influenced by the weather conditions, especially 
the solar irradiance and the temperature. It can be estimated as below, 
PV
DCDC
tη
tS
CtP
/loss
STD
PVPV )(
S
)(
)(        (3.1) 
where PPV(t), CPV(t) are the output power and the rated power of PV (kW), 
respectively. S(t), SSTD are the real solar irradiance at the tilted surface of PV panels 
(kW/m
2
) and the standard solar irradiance (1 kW/m
2
), respectively. PV
DCDC /  is the 
efficiency of the DC/DC converter. ηloss is the efficiency standing for the loss due to 
the temperature increase, 
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tTtT                (3.3) 
where λ represents the temperature coefficient (0.00485/°C), Tcell(t), Ta(t) and 
TNOCT are the temperature of the PV cell, the ambient temperature [°C] and the 
nominal operating cell temperature (45°C), respectively.  
The solar irradiance depends on the location, the tilted surface of the PV panels. 
In the present work, the model of solar irradiance on the tilted surface presented in 
Ref. 
[22, 23]
 was used. In general, the solar irradiance on the titled surface includes 
three components: the direct beam, the diffuse radiation, and the reflected light. The 
more detail of the model for these elements can be found in Ref. 
[22, 23]
.  
3.2.2. Battery 
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Battery is modeled by stored energy that could be calculated as a function of the 
battery power at the DC bus side during the charge and discharge process as below, 
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where EBA(t) is the energy in the battery at time t, 
BA.ch
DCside
P , 
BA.disch
DCside
P  is the charge 
and discharge power allocated to the battery at DC bus side of DC/DC converter, σ is 
the self-discharge rate of the battery (0.0046 /day=0.0046/24h), Δt is time step (1h). 
ηch and ηdisch are the efficiencies of the charge and discharge process, respectively (ηch 
= ηdisch = 0.9), 
BA
DC/DC
η  is the DC/DC converter efficiency (
BA
DC/DC
η  = 0.9).  
3.2.3. Hydrogen system: 
Hydrogen system includes an electrolyzer (EL), a fuel cell (FC) with inverse 
functions and operation, and a hydrogen tank. EL will consume electrical power in the 
case of surplus power to produce hydrogen which is then stored in the hydrogen tank. 
FC is contrary which uses the hydrogen from the tank to generate electrical power 
during the period of shortage power. It can be noted that due to the inverse functions, 
FC and EL will not work at the same time. For this system, the optimization variables 
will be the EL and FC capacity. In numerous previous studies, the electrolyzer’s 
output is directly injected into a hydrogen tank 
[13, 17, 24–27]
. In some cases, a 
compressor may be integrated into the hydrogen system to pressurize the hydrogen to 
increase its density 
[28, 29]
. However, in Japan, a very high-pressure (35 MPa) 
electrolyzer without a gas compressor has been developed by Honda Motor Co., Ltd. 
[30, 31]
. For this reason, we assumed that the electrolyzer is directly connected to the 
hydrogen tank without a gas compressor.  
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The hydrogen system is modeled using a parameter of the equivalent energy of 
hydrogen in the hydrogen tank. The equivalent energy in the hydrogen tank will 
decrease when the FC works and vice versa, increase when the EL operates.  
Δt
)(tP
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DCside
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in which Etank(t) is the equivalent energy in the hydrogen tank at time t (kWh), 
 1EL
DCside
tP  and  1FCDCside tP  represent the power at the DC bus side of the EL and the 
FC, ηEL, ηFC, are the efficiencies of the energy conversion of the EL and the FC. ηtank 
expresses the efficiency of the hydrogen tank, (ηEL= 0.6, ηFC × ηtank = 0.5) 
[9]
, 
EL
DC/DC
η  
and 
FC
DC/DC
η  are the DC/DC converters’ efficiencies ( EL
DC/DC
η = FC
DC/DC
η = 0.9).  
3.2.4. Load profile: 
In this study, the system is supposed to supply to 2 kinds of load patterns: a 
network of domestic household load (pattern 1) and a constant load (pattern 2) which 
are shown in Fig. 3.1. It can be realized that there are uncertainties associated with the 
load and the PV power. We consider the uncertainties of the PV power and adopt the 
determined smooth average load. The results will be affected but insignificantly 
because the uncertainties of the load if any can be assumed in the uncertainties of the 
PV power. The hourly mean value of the load has been used as input data of the 
optimization problems in the literature 
[6, 25, 32–35]
. In fact, the criteria for system 
evaluation can not be exactly determined due to those uncertainties. The calculation 
considering the uncertainties of the load is still a relative result. Thus, the use of 
average load can be acceptable in this case. Moreover, it should be noted that the load 
was created to generalize the work so that the total daily consumed energy is 1kWh. 
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3.2.5. Weather data: 
As mentioned above, the weather data, namely the hourly solar irradiance and the 
temperature during the past 25 years (from 1990 to 2014) at 9 locations (except 
Tokyo) around Japan obtained from a database of Japan Meteorological Agency [36] 
are used. The nine selected cities scatter around Japan, from the north to the south, the 
west to the east of Japan, as illustrated in Fig. 3.2a. An example of the collected 
weather data in 1999 in Osaka is shown in Fig. 3.2b. In addition, the meteorological 
data of Tokyo during this period is also acquired for the verification of the established 
formula. 
3.2.6. Power management strategy: 
Power management strategy is a control method to ensure the energy balance of 
the system. The chosen PMS in this work is similar to the strategy in Ref. [24] and 
shown in Fig. 3.3. In this strategy, the on/off switch of the EL/FC will be dependent 
on the level of the energy in the battery as well as in the hydrogen tank. 
In general, the insufficient power from PV to the load will be supplied from the 
storages and/or the grid if necessary. Otherwise, the excess power from the RE system 
can be stored in the battery/hydrogen system or sold to the grid. However, when the 
 
Figure 3. 1: The load profile for domestic household (pattern 1) and hospital 
(pattern 2) 
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penetration of the PV increases further, the utilities/grids may order the output 
restriction or curtail the available RE input to maintain the system security 
[37, 38]
. In 
fact, several utilities in Japan recently ordered the plants to reduce the output due to 
the agile solar development in recent years. Hence, we consider the PV system in the 
case that the grid will not buy the excess energy 
[39]
. The excess energy will be stored 
in the battery and the hydrogen system or using dump load. Although the efficiency of 
the hydrogen system is quite low, when it is introduced into the system, we can 
combine the electricity and the heat generation, which may result in improving the 
efficiency of the system. However, this is of different scope and objective and is not 
considered in this research. 
The allocation of the power to the storages will be decided based on the difference 
between the power produced by PV, PPV, and the demand PD: 
When ΔP = PPV – PD < 0, the necessary power to satisfy the load is provided by the 
battery if it is not deeply discharged. It will partly or fully supply the shortage power 
depending on the energy in the battery. If the battery cannot supply all the shortage, 
the FC will be considered to operate based on the equivalent energy in the hydrogen 
tank. In the final case, if no storages can provide to the load or just provide partly, the 
grid will be responsible for the shortage. The received power from the grid can be 
calculated as following, 
FCBAPVDgrid
PPPPP   (3.6)  
when ΔP > 0, the excess power will be charged for the battery if it is not full. In the 
case of fully charged battery, this surplus energy will be consumed by the EL 
depending on its rated power and the limited equivalent energy in the hydrogen tank 
or dumped if all storages are full. 
The detail of the algorithm can be found in Ref. [24]. 
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3.3 Optimal sizing criteria 
3.3.1. System reliability criterion: 
In this study, the criterion for evaluating the reliability of the RES system is the 
grid dependency (GD) which is defined as the dependence of the RES on the grid in 
supplying to the load in the case of shortage power. The value of the GD is a number 
from 0 to 1. The GD of 0 means that the RES system can fully supply to the load 
without the grid. In other words, it can operate in stand-alone mode. In contrast, the 
GD of 1 means that the load will completely receive the power from the grid. The GD 
is defined as the ratio of the total energy receiving from the grid when the RES system 
cannot meet the demand to the expected load energy in 1 year, 
  
Dyear
8760
1
grid
1
E
tP
GD t



                           (3.7) 
where Pgrid(t) (kW) stands for the power receiving from the grid at time t, 
 


8760
1
DDyear
t
tPE  is the total energy of the load in 1 year.  
As analyzed in the above subsection, the excess energy will be stored in the 
storages or dump load. If the grid agrees to buy the excess energy, this value can be 
used as a criterion to design the system capacity, together with the grid dependency. In 
this case, the grid dependency will not be changed because it is defined by the 
shortage power receiving from the grid. It is unreasonable if the GD is defined 
including both the shortage and the excess energy receiving from or selling to the grid 
because it will be zero if the shortage and the excess energy are equal, but in this case, 
the system still depends on the grid.  
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(a) 
 
(b) 
 
Figure 3. 2: (a) The typical climate locations throughout Japan (Sapporo, Sendai, 
Niigata, Wajima, Osaka, Hiroshima, Kochi, Kagoshima, and Naha) and (b) example 
of the ambient temperature and the solar irradiation in 1999 in Osaka 
83 
 
The calculation of the GD corresponding to each configuration of the system can 
be carried out according to the following procedure. The power allocation to the 
devices in one location in a certain year can be determined based on the proposed 
PMS, the models of the devices, and the assumed load which were expressed in 
section 3.2. Then the GD can be calculated using equation (3.7) based on the shortage 
power receiving from the grid in one year.  
 
3.3.2. Economic criterion: 
It is evident that the economic issue plays an important role in any project. While 
designing the optimal capacity of a RES system, the economic analysis should be 
conducted. The LCE is widely considered in sizing optimization 
[6–10]
 because it is a 
 
 
Figure 3. 3: The general PMS for the system under study 
[24]
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simple but effective way for the economic assessment of a RES system 
[9]
. It can be 
defined as the constant price per unit of energy as the following equation: 
 
Dyear
gridsys
E
ACAC
LCE

        (3.8) 
where LCE (¥/kWh) is the levelized cost of energy, ACsys (¥) and ACgrid (¥) are the 
annual cost of the system and the annual cost of purchasing power from the grid, 
respectively. These two kinds of cost can be calculated as below, 
  M&Orepauxequipsys CRF ACPCPCPCAC     (3.9) 
grid.uDyeargrid k GDEAC       (3.10) 
Where annual cost of the system ACsys includes the main equipment cost PCequip, 
the auxiliary equipment cost PCaux, the total replacement cost PCrep, the annual 
operation and maintenance cost ACO&M. kgrid.u (¥/kWh) represents the electricity price 
purchased from the grid and is assumed to be constant. CRF is the capital recovery 
factor used to change the present capital cost to the annual capital cost:  
1)1(
)1(



N
N
i
ii
CRF       (3.11) 
where i is the interest rate, N is the project lifetime. The number of years has been 
used in numerous previous works to assess the life expectancy of the system as well 
as the storages 
[3, 6, 13, 25, 32–34, 40]
. We assumed that the system lifetime is the life of the 
PV module (20 years) 
[34, 40]
, the battery lifetime is 4 years 
[6, 32, 34]
, and the lifetime of 
the FC/EL/converters is 10 years 
[25, 32, 33]
. Thus they need to be replaced one or 
several times during the project lifetime 
[25, 40]
. 
The above components of the cost can be estimated by equation (3.12) – (3.15)  
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where kPV.u, kBA.u, kEL.u, kFC.u, and kDC/DC.u represent the unit price, CPV, CBA, CEL, 
and CFC are the capacity of the devices, respectively. raux is the ratio of the auxiliary 
equipment cost to the main equipment cost; rO&M is the ratio of the operation and 
maintenance cost to the equipment cost. LBA, LFC, LEL, LDC/DC are the lifetime of the 
battery, the FC and the EL. yBA, yFC, yEL, yDC/DC are the number of replacements of 
these components during the project lifetime 
[13, 29, 32]
. 
The data for the economic evaluation 
[6, 13, 20, 25, 32, 34, 40]
 are shown in Table 3.1. 
 
Table 3.1: Data for economic assessment. 
 
 
Components 
PV Battery EL FC Converter 
Lifetime (years) 20 4 10 10 10 
Unit price (10
4 
¥/kW  
or 10
4 
¥/kWh) 
55 7 40 40 10 
kgrid.u (¥/kWh) 23  rO&M 0.01  
i 0.04  raux 0.10  
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3.3.3. Objective function and constraint: 
In the sizing optimization problem, the system needs to be designed to meet the 
requirement of the system reliability while minimizing the cost. The sizing problem is 
constructed to determine the optimal capacity of PV (CPV), the battery (CBA), the EL 
(CEL), the FC (CFC) that can satisfy the load at a specific GD at the minimum LCE. 
Because the price of the hydrogen tank is quite small in comparison with the cost of 
the EL/FC 
[35]
, we assume that the hydrogen tank is relatively large to store the 
hydrogen produced from the EL (Etankmax = 5 kWh).  
The optimization problem is described as follows: 
LCE = f(CPV, CBA, CEL, CFC)  min 
Subject to GD ≤ GDrequired 
In which, the LCE is calculated using equations (3.8–3.15). The GD, which is 
defined as in equation (3.7), will be estimated based on an empirical formula 
depending on the weather data and the devices’ capacities which is developed in the 
next section. 
3.4 Proposed empirical GD formula 
In order to obtain the GD for solving the optimal sizing problem, in this section, 
we develop an empirical formula of the GD depending on the weather conditions and 
the devices’ capacities. Firstly, the GD of the system will be determined for each 
system configuration (CPV, CBA, CEL, CFC) and the real weather data at 1 location in 1 
year. 
Fig. 3.4 shows an example of the calculation of the equivalent energy in the 
hydrogen tank with 3 system configurations in Osaka in 1999: case 1) (red line) CPV = 
0.50 kW, CBA = 0.60 kWh, CEL = 0.20 kW, CFC = 0.05 kW, case 2) (green line) CPV = 
87 
0.50 kW, CBA = 0.60 kWh, CEL = 0.10 kW, CFC = 0.05 kW, case 3) (black line) CPV = 
0.20 kW, CBA = 0.20 kWh, CEL = 0.20 kW, CFC = 0.02 kW (a). It can be noted that the 
needed hydrogen tank depends on the capacity of the PV and the electrolyzer. The 
selection of a small storage will significantly affect the ability to store energy and then 
affect the GD. On the other hand, a hydrogen tank with too large volume is 
unnecessary because it has a slight impact on the GD. Moreover, the cost of the 
hydrogen tank is quite small than that of other devices 
[35]
. Thus, we assume the 
maximum equivalent energy in the tank is considerably large to store almost all the 
produced hydrogen from the electrolyzer (Etankmax = 5 kWh). The change of the GD is 
small with a higher hydrogen tank volume. For example, when the maximum energy 
of the tank is set to be 10 kWh, the GD is almost the same with that of the case 5 kWh 
when the devices’ capacities are small and about 0.5% smaller when PV capacity is 
high. The power receiving from the grid Pgrid in case 1 is calculated and illustrated in 
Fig. 3.4b. The GD is calculated of 0.112 in this case. 
Considering the real hourly weather data at 9 locations throughout Japan in 25 
years with a broad range of CPV, CBA, CEL, and CFC, we calculate all the GD of the 
system corresponding to these parameters. Then, the dependence of the GD on the 
weather as well as on the devices’ capacities will be analyzed. 
3.4.1. GD formula development and the accuracy: 
Generally, the GD will depend on the waveform of the PV output power, or in 
other words, rely on the waveform of the solar irradiance and temperature. In this 
research, the weather data are collected in 25 years at 9 locations. The results of the 
GD show that corresponding to a specific value of (CPV, CBA, CEL, CFC), the GD 
linearly depends on the annual total solar insolation Stotal (MWh/m
2
) as shown in Fig. 
3.5. Despite the different waveforms and different locations, the GD receives nearly 
identical value at the same device capacity (CPV, CBA, CEL, CFC) and corresponding to 
the same Stotal. Therefore it is possible to determine the GD based on the Stotal without 
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taking the waveform into consideration. This result leads to the simplification and the 
considerable decrease of calculation in the sizing optimization problem because the 
selection of Stotal to estimate the GD is much easier and requires less time than 
calculating based on a series of a long time weather data. 
For the purpose of developing the GD formula, firstly the relationship of the GD 
and a certain parameter will be considered, and then the next step is to find out the 
dependence of the coefficients of this first relationship on the second parameter. The 
process continues until the sub-coefficients depend on the last parameter. 
 
Figure 3. 4: (a) Example of the equivalent energy in the hydrogen tank with 3 
system configurations in Osaka in 1999: case 1) (red line) CPV = 0.50 kW, CBA = 
0.60 kWh, CEL = 0.20 kW, CFC = 0.05 kW, case 2) (green line) CPV = 0.50 kW, CBA 
= 0.60 kWh, CEL = 0.10 kW, CFC = 0.05 kW, case 3) (black line) CPV = 0.20 kW, 
CBA = 0.20 kWh, CEL = 0.20 kW, CFC = 0.02 kW and (b) the power receiving from 
the grid Pgrid in case 1. 
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There is a high possibility that the GD of the system will depend on the annual 
total PV energy that is approximately calculated by (3.16):  
EPV= CPV×Stotal         (3.16)  
Figure 3.6 displays the relationship between GD and the annual PV energy EPV 
with different value of storage capacities (pattern 1). It can be realized that GD is 
exponentially proportional to EPV according to the following function: 
AeAEGD PV
EB
PV 

1)(        (3.17) 
Corresponding to each set of (CBA, CEL, CFC), the coefficient A and B can be 
determined by using regressive analysis and least squared fitting. For example, with 
 
 
 
Figure 3. 5: Dependence of the GD on the annual total solar insolation at 9 
locations corresponding to the specific value of the capacity of devices. 
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CBA = 0.20 kWh, CEL = 0.15 kW, CFC = 0.015 kW, the coefficient A = 0.745 and B = – 
3.283 was found. The coefficient of determination of the fitting in this case R
2
 was 
0.998 meaning that the fitting is relatively accurate. The coefficients A and B will 
depend on (CBA, CEL, CFC).  
The relationship between coefficient A and CEL is also according to exponential 
function. 
31
2)( AeACA EL
CA
EL 
     (3.18) 
Similarly, the sub – coefficients A1, A2, A3 are also exponentially proportional to 
CFC  
31
2)( i
CA
iFCi AeACA
FCi     (i = 1, 2, 3)      (3.19) 
 
 
 
 
 
Figure 3. 6: Dependence of the GD on the annual PV energy at 9 locations. 
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Finally, the sub – coefficients Aij (i, j = 1 to 3) nonlinearly depends on CBA. The 
results of fitting process were given in Table 3.2. 
As for the coefficient B, the same fitting procedures were conducted to found the 
relationship between B and CBA, CEL, CFC. The results were shown in Table 3.2. 
 
 






BA5BA4
BA3BA2
2
BA1
8.0
8.0
CBCB
CBCBCB
B      (3.20) 
31
2)( m
CB
mELm BeBCB
ELm   (m = 1,2,.., 5)     (3.21) 
In a similar way, the GD of system in the case of load pattern 2 was estimated 
based on the coefficients A, B and their sub – coefficients that were fitted and shown 
in Table 3.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
92 
Table 3.2:  The sub – coefficients of A and B used in GD formula for pattern 1. 
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Table 3.3: The sub – coefficients of A and B used in GD formula for pattern 2. 
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The accuracy of the fitting method was examined by the mean absolute error 
(MAE). In statistics, MAE is quantity to measure the average magnitude of the error 
between the real and the predicted value, which is given by: 
n
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ii
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i
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  11
)(
MAE      (3.22) 
where |ei| is the absolute error, yi is the true value, f(xi) is the prediction. 
Applying the above function to calculate the MAE for the fitted formula is 
conducted as followings: corresponding to each specific set of (CBA, CEL, CFC), the 
GD is calculated by using the real weather data at 9 locations during 25 years (yj) and 
estimated by the formula (f(xj)) depending on the real EPV. The average of the absolute 
error between them is the MAE corresponding to (CBA, CEL, CFC).  
Figure 3.7 depicts the MAE with various values of (CBA, CEL, CFC) for the formula 
of pattern 1 (Fig. 3.7a), pattern 2 (Fig. 3.7b), and some detail images of the MAE 
depending on two of 3 parameters (CBA, CEL, CFC) while other parameters is fixed 
(Fig. 3.7c, 3.7d, and 3.7e). From the results, it can be seen that the MAE ranges from 
0.007 to 0.045, in which it mainly varies between 0.015 and 0.025. High MAE values 
occur at some points, for example, the MAE of about 0.045 at (CFC = 0 & CBA = 0.8). 
It is noticeable that these points are the margin points when CBA = 0.8 which is the 
chosen value to change the function. Another formula can separately fit these special 
marginal cases to increase the accuracy. However, the supplement of more functions 
for special cases will increase the complexity of the fitted functions. In addition, if the 
function is used to estimate the GD for the purpose of sizing optimization, the error 
can be acceptable. 
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(a)                                                                 (b) 
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Figure 3. 7: The mean absolute error of the GD calculated by the formula and by 
using real 25 – year weather data in 9 chosen locations depending on three storages 
capacities for pattern 1 (a), pattern 2 (b) and depending on two parameters while 
one parameter is fixed (c, d, e) 
 
 
 
Figure 3.6: Comparison of the needed battery energy for 365 samples of PV power using KF – PMS1 and 
96 
3.4.2. Formula verification: 
In order to verify and demonstrate the effectiveness and the advantages of the 
developed GD formula, the formula is applied to calculate the GD of the system 
assumedly supplying to a group of several households in Tokyo that consumes 8 
kWh/day with a particular configuration of CPV, CBA, CEL, and CFC. The results then 
will be compared with the GD obtained by using 25 – year weather data. 
It is noted that the formula was established in the case of the load of 1 kWh/day. 
Therefore, when using the formula to estimate the GD for the case of the load of a 
certain consumed energy E1day, the obtained formula will be applied to the value of 
(CPV, CBA, CEL, CFC) divided by E1day. 
Moreover, an important parameter in the empirical formula that needs to be 
determined is the annual total insolation Stotal. The selection of the Stotal will be based 
on the probability of its occurrence. Based on the statistics of the Stotal during 25 years 
in Tokyo, the histogram of the Stotal is calculated and shown in Fig. 3.8. During this 
period, it ranges from 1.170 to 1.593 MWh/m
2
. It could be seen that the GD is 
negatively proportional with the Stotal. Thus, the selection of a small Stotal will 
guarantee the calculated GD not to be much smaller than expected. In this work, we 
chose the value of the Stotal at the probability of 0.95 meaning that the selected value 
of the Stotal surely occurs in reality with a probability of 95%. From the cumulative 
probability of the Stotal in Fig. 3.8, the values of the Stotal can be determined 
1859.195%
total
S   MWh/m2. Taking a set of capacity (CPV = 4.00 kW, CBA = 4.00 kWh, 
CEL = 2.40 kW, CFC = 0.16 kW) as an example, the GD calculated by the empirical 
formula corresponding to the
95%
total
S  is 0.2430.  
Meanwhile, the distribution of the GD calculated directly from the weather data 
of 25 years shows that it ranges from 0.1298 to 0.2410. It can be obviously realized 
that the GD obtained by the formula is similar to the maximum value in reality. The 
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comparison is also carried out with some different values of capacities of the devices 
and the Stotal at the guaranteed probability of 0.95, 0.96, 0.97, 0.98 as in Table 3.4. The 
results show that there is an insignificant difference between the GD at the guaranteed 
probability of 95% to 98% and the maximum real GD derived from the weather data 
series. As a result, the developed formula and the selected Stotal of 95% can be applied 
to calculate the GD in a simple way with high accuracy. 
 
 
(a) 
 
(b) 
 
(c) 
Figure 3. 8: (a) The distribution of annual total solar insolation in Tokyo during 25 years, 
(b) the cumulative probability of annual total solar insolation, (c) the distribution of GD 
calculated by normal method using 25 – year weather data corresponding to (CPV = 4.00 
kW, CBA = 4.00 kWh, CEL = 2.40 kW, CFC = 0.16 kW) 
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Table 3.4: The comparison of the GD obtained by the established formula using 
different guarantied probability (95%-98%) and directly calculated by using 25 – year 
weather data corresponding to several set of capacity of devices. 
 
CPV  
kW 
CBA 
kWh 
CEL 
kW 
CFC 
kW 
GD (by formula) 
GD (by real 
weather data) 
95%
totalS  
=1.1859 
96%
totalS  
=1.183 
97%
totalS  
=1.1798 
98%
totalS
=1.1765 
min max 
0.3 0.2 0.2 0.035 0.4961 0.4969 0.4977 0.4986 0.4051 0.4966 
0.5 0.5 0.3 0.020 0.2432 0.2439 0.2447 0.2456 0.1298 0.2511 
0.6 0.5 0.3 0.035 0.1766 0.1772 0.1781 0.1789 0.06050 0.1713 
0.7 0.5 0.5 0.040 0.1276 0.1282 0.1289 0.1297 0.02570 0.1211 
 
3.5 Optimization results 
Aiming at applying the developed empirical GD formula into the optimization 
problem, the Stotal, the required GD, and the expected energy consumed by the load in 
one day should be identified. As analyzed in the previous section, the Stotal of 95% can 
be used with an acceptable accuracy in estimation of the GD. It is noticeable that the 
formula of the GD is not asymptotic at 0; it would be set of 0 when it receives the 
negative value.  
A simple iterative method is applied to determine the optimal sizing. Among the 
configurations satisfying the requirement of GDrequired, the optimal configuration is the 
one that has the minimum LCE. The diagram of the iterative method is shown in Fig. 
3.9. 
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Table 3.5: The result of optimal capacity corresponding to several GDrequired 
 
 
CPV  
kW 
CBA 
kWh 
CEL 
kW 
CFC 
kW 
GDcal GDrequire LCE 
Yen/kWh 
10.72 6.40 0.32 0.304 0 0 329 
7.20 6.40 0 0 0.04890 0.05 268 
5.60 6.40 0 0 0.09950 0.10 227 
4.16 6.24 0 0 0.1997 0.20 172 
3.36 3.36 0 0 0.3990 0.40 124 
2.24 0.64 0 0 0.5990 0.60 71.0 
 
 
 
 
 
Figure 3. 9: The diagram to select the optimal configuration corresponding to 
GDrequired 
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Assuming the system supply to a network of residential households of 8 kWh/day 
in Tokyo, the optimal capacity corresponding to the required GD from 0 to 1 is found. 
Table 5 displays the optimal configurations which have the minimum LCE and meet 
the requirement of the GDrequired, Fig. 3.10 shows the result of the minimum LCE 
corresponding to each required GD from 0 to 1.  
- The LCE will reach the highest value of 328 ¥/kWh in the case GDrequired = 0 with 
the optimal configuration: CPV = 10.72 kW, CBA = 6.40 kWh, CEL = 0.32 kW, CFC 
= 0.304 kW, the system does not depend on the system.  
- When the GDrequired increases from 0 to 0.20, the LCE decreases considerably. It 
can be explained that when the required grid dependency is too small, the increase 
of devices capacity has little effect on the GD. Therefore, a slight change of the 
GDrequired will need a significant change of the LCE.  
- When the GDrequired increases from 0.20 to 0.60, the LCE nearly linearly reduces 
because, in this range of the GDrequired, the changes in the devices’ capacities have 
a relatively considerable effect on the GD. Thus the optimal configurations 
include PV and the storages.  
- When the GDrequired increases from 0.60 to 1.00, the LCE slightly decreases 
because the requirement of the GD is pretty high, the changes of the devices’ 
capacities significantly affects the GD. In this range, the use of the storages is 
unnecessary; the optimal configurations include PV only. 
- When the system totally depends on the grid (GDrequired = 1), the LCE is 23 ¥/kWh 
that is the price of purchasing electricity from the grid.  
The optimization result is calculated based on the empirical formula of the GD for 
the system with or without battery and hydrogen system. In the case of without 
hydrogen system, meaning that only PV and battery, the established formula is still 
applicable with CEL = CFC = 0 and the optimal configuration can be designed. 
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The sensitivity analysis is carried out to investigate the change of the LCE 
according to the variations of several parameters: the cost of the PV systems, the 
battery, the EL and the FC, the interest rate and the lifetime of the battery. Different 
scenarios compared with the basic case are created as followings: 
 PV cost: the cost of PV increases +50% and decreases –50% 
 Battery cost: the cost of battery increases (+25%, +50%, +75%, +100%) 
and decreases (–25%, –50%) 
 FC cost: the cost of FC increases +50% and decreases –50% 
 EL cost: the cost of EL increases +50% and decreases –50% 
 Interest rate: the interest rate increases (+25%, +50%) and decreases (–25%, 
–50%) 
 Battery lifetime: the lifetime of the battery increases +50% and decreases 
–50% 
Figure 3.11 shows the sensitivities analysis results corresponding to the 
parameters variations. It can be seen that the LCE of the optimal configurations 
 
 
Figure 3. 10: The minimum LCE corresponding to the required GD calculated by 
the established formula (pattern 1) 
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changes inconsiderably with the variation of the FC/EL cost. However, the LCE 
changes significantly when the cost of PV, the cost of the battery, the interest rate and 
the lifetime of the battery increase or decrease. The optimal configurations also 
change depending on the change of parameters. 
A deep investigation in the case of the battery cost variation is conducted. Fig. 
3.12 illustrates the optimal configurations of the system corresponding to the 
GDrequired when the battery cost increases +50% and decreases –50%. The battery will 
dominate over the hydrogen system when its cost decreases. When the battery cost 
increases, on the contrary, the combination of the battery and the hydrogen system 
will be more efficient. Moreover, it can be seen from the figure that when the 
GDrequired is small, the battery capacity of a certain value without increasing will be 
optimal configurations. This can be explained by looking into the empirical formula 
of the GD, it is noticeable that when the capacity of the battery increases to a certain 
value, for example, 6.40 kWh corresponding to the case of supplying to the load of 8 
kWh/day, the increase of the battery capacity will not considerably affect the GD. 
Therefore, with a small GDrequired, the increase of the PV capacity and the combination 
of the battery with the hydrogen system will be more economical. In contrast, when 
the GDrequired is high, the use of the only PV will be more efficient. In the case of 
GDrequired = 0, when the battery cost changes, the optimal configuration remains 
unchanged. 
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(a) PV cost variation 
 
 
 (b) Battery cost variation 
 
                
(c) FC cost variation                                          
 
Figure 3.11: Sensitivities analysis results.   
 
 
 
 
 
 
 
104 
 
 
 (d) EL cost variation 
 
   
(e) Interest rate variation     
     
    
 
 (f) Lifetime of battery variation  
 
Figure 3. 11: Sensitivities analysis results.   
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3.6 Optimization using trend-prediction PMS 
In this chapter we optimized the size of the system using the conventional PMS 
with hourly time interval. Additionally, the obtained GD formula was established 
based on the assumed smooth load pattern. Therefore, in this section, we optimized 
the system based on the trend-prediction PMS proposed in chapter 2 using the 
fluctuated load pattern and then compared the results with the case of using empirical 
formula, conventional PMS, and smooth load pattern. 
Figure 3.13 shows the real solar irradiation in 2013 in Tsukuba with the time 
interval of 3 seconds. The normalized load power of the real domestic pattern 
corresponding to is shown in Figure 3.14 with the sampling time of 1min. 
 
 
Figure 3. 12: The optimal configurations of the system corresponding to the 
GDrequired when the battery cost increases +50% and decreases -50% 
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Applying the trend-prediction PMS into the system to calculate the GD with and 
without using the established GD formula and then minimizing the LCE based on the 
required GD, we could obtain the optimal LCE curve corresponding to GDrequired. It 
can be noted that due to the error during the calculation of the GD by formula, we 
calculated the LCE based on the GD formula and GD ± error (0.04). In Figure 3.15, 
the black line depicts the optimal LCE obtained by GD formula, the blue and purple 
lines are for the plus and minus error, the red line is the direct calculation using real 
stochastic PV power, domestic load and trend-prediction PMS. 
The results reveal that the LCE by direct calculation with real fluctuated data is a 
little bit higher than the one by the GD formula. However, it still lies in the area of the 
results by the formula and its errors. Therefore, the optimal result can be obtained 
using the GD formula and validated by error. 
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Figure 3. 13: The solar irradiation in 2013 in Tsukuba. 
 
 
Figure 3. 14: The stochastic domestic demand. 
 
 
 
Figure 3. 15: Comparison of the optimal LCE obtained by using GD formula, GD ± 
error and using GD directly calculated by trend-prediction PMS with real stochastic 
PV and load data 
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3.7 Conclusions 
In this research, a simple but highly accurate formula of the GD is developed 
aiming at giving a fast tool to estimate the GD, then the optimal sizing of the system 
can be rapidly obtained by using an uncomplicated iterative technique to minimize the 
LCE. The GD is found to depend on the annual total solar insolation without taking 
the waveform of the weather data into consideration. The accuracy, as well as the 
application of the developed GD formula, is demonstrated and compared with the 
normal calculation. The results show that the formula can be applied in estimating the 
GD of the system quickly and precisely. Based on the estimated GD and the LCE, the 
optimal capacity of the system is determined. Also, the sensitivities analysis is 
conducted to investigate how the LCE changes when the parameters take other values. 
The results indicate that the LCE is more sensitive to the variation of the PV cost, the 
battery cost, the battery lifetime and the interest rate than the variation of the EL/FC 
cost. Moreover, when these parameters change, the optimal configurations remain 
unchanged with high GDrequired, insignificantly change with small GDrequired and 
considerably change for the GDrequired of about from 0.20 to 0.70. The uncertainties of 
the load and the proposed trend-prediction PMS are also considered to calculate the 
GD and the LCE. The empirical formula of the GD with the validation of the error is 
revealed to be still applicable in this case. 
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Chapter 4: Conclusion 
 The main goal of this research was to study and develop a PV generation – based 
Microgrid with stable, sustainable and economical performance. The system can be 
connected to or disconnected from the main grid to work in dependent or off – grid 
mode, respectively. The research would solve 2 aspects of the MG which are: i) the 
control method to operate the system considering the dynamic characteristics of the 
devices and against the fluctuation of the PV generation and load demand and ii) the 
sizing optimization of the devices in the system. 
In chapter 2, we proposed a trend-prediction PMS using Kalman Filter to allocate 
the power to battery and hydrogen system. We carried out the experiments on the 
dynamic characteristics of the storages including the DC/DC converter in the Carbon 
Neutral Energy Supply system (CNES) in Tsukuba, Japan and modeled them. The 
experiment results show that fuel cell is slow in responding to the input power 
changing while the battery can quickly respond to fluctuated power. Therefore, the 
trend-prediction PMS was proposed based on the dynamic characteristics of the 
devices to designate power. The trend of the difference between load and PV power 
will be predicted to adapt the slow transient response of the hydrogen system. Kalman 
Filter can predict the trend and separate the stochastic time series into trend and 
fluctuation components. The parameter of KF can be selected for the trend prediction 
value satisfying the limited changing rate of the hydrogen system. The simulations 
results show that with suitable value of KF parameter, the proposed control method 
can be applied to the PV system for stable operation in short time as well as in a long 
time. In comparison with conventional no-prediction PMS, the overall energy 
conversion using trend-prediction PMS is slightly higher. 
In addition, based on the proposed PMS, the requirement of battery capacity was 
also estimated. Because the KF can filter the symmetrical fluctuation part of the 
stochastic waveform as expected, using KF with suitable parameter can reduce the 
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necessary energy of battery. The simulation results show that the proposed PMS can 
decrease the required capacity of battery comparing to conventional no-prediction 
PMS. When the asymmetric distribution of power changing rate and the efficiency of 
the charging/discharging process were taken into account, the PMS was improved by 
using offset to control the charging and discharging energy of battery within the 
limited changing rate of hydrogen system, leading to the decrease of the required 
capacity. The proposed improved PMS can decrease the required capacity of up to 
14% in comparison with trend-prediction PMS. 
In chapter 3, the research focuses on the optimal sizing of the system. When the 
economic criterion was considered to assess a project, the optimal capacity of system 
components becomes necessary. In this study, the optimization problem was solved by 
minimizing the LCE and satisfying the required GD. A GD formula depending on the 
annual total solar insolation and the devices capacity was developed. The accuracy as 
well as the application of the developed GD formula was demonstrated and compared 
with the normal calculation. The results show that the formula can be applied to 
highly accurately estimate GD of the system in any location in Japan with assumed 
load pattern. Additionally, the sensitivities analysis was conducted to investigate how 
the LCE changed when the parameters take other values. Moreover, when the 
dynamic load and the trend-prediction PMS is considered, the results show that the 
GD formula can be still applied to calculate the GD and then the optimal sizing of the 
system.  
In conclusion, the research provides new methods to operate and design a PV – 
based Microgrid with storages for a stable, sustainable and economical performance 
to integrate the PV generation into the grid. The research also partly contributes to 
broaden the application of PV or the RE sources in general into the energy sector, 
especially in power system. 
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Tôi muốn được gửi lời cảm ơn chân thành tới gia đình, bạn bè và đồng nghiệp đã 
luôn ở bên cạnh tôi, động viên tôi vượt qua mọi khó khăn trong quá trình học tập tại 
Nhật Bản để đạt được học vị Tiến sỹ như ngày hôm nay.  
Con xin cảm ơn bố mẹ đã luôn tôn trọng và tin tưởng vào các lựa chọn của con, 
động viên con cố gắng học hành. Thời gian 5 năm ở Nhật đã cho con rất nhiều những 
trải nghiệm thú vị và những bài học hữu ích, từ cuộc sống hàng ngày đến công việc 
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tệ, nhưng nhờ có bố mẹ, có gia đình mà con đã vượt qua. Con sẽ tiếp tục cố gắng hơn 
nữa. 
Xin cảm ơn mọi người!  
  
 
