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Abstract
Estimating dynamic correlation between a pair of time series is of importance in many
applications. We present a new estimator for the dynamic correlation between a pair of
correlated Brownian motions and show that, as the sample size increases, the estimator
converges in probability to the underlying true dynamic correlation.
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1. Introduction
Dynamic correlation between a pair of time series is of long-standing interest in many fields
such as economics [1] and neuroscience [2]. In this paper, we focus on bivariate Brownian
motion (Xt, Yt), t ∈ [0, T ], and present a weakly-consistent estimator for the dynamic cor-
relation, ρt = γt/σ
x
t σ
y
t = γt/t between Xt and Yt. Assume n points are sampled from each
time series at time points {t1, . . . , tn = T} ≡ I. Throughtout the paper, we assume without
loss of generality, E(Xt) = 0 = E(Yt), ∀t and for convenience, we take ti = i, ∀i; however,
our results will hold in general, even without these simplifications. The estimators that we
consider are ρˆ pu = γˆ
p
u/σˆ
x,p
u σˆ
y,p
u , u ∈ I, p > 0, where
γˆ pu =
1
T − 1
∑
v∈I
v 6=u
(Xu − v−pXv)(Yu − v−pYv)
(u− v)2 ,
(σˆx, pu )
2 =
1
T − 1
∑
v∈I
v 6=u
(Xu − v−pXv)2
(u− v)2 , (σˆ
y, p
u )
2 =
1
T − 1
∑
v∈I
v 6=u
(Yu − v−pYv)2
(u− v)2 .
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2. Results
Our main result is the following theorem.
Theorem 2.1. ρˆ pu → ρu in probability for each u and p > 0, as T →∞.
We first make a few remarks which will be used later.
Remark 1: A random variable V follows a variance-gamma distribution with parameters
r > 0, θ ∈ R, σ > 0, µ ∈ R (denoted VG(r, θ, σ, µ)) if it has probability density function
given by
pV G(x; r, θ, σ, µ) =
1
σ
√
piΓ( r
2
)
exp
(
θ
σ2
(x− µ)
)( |x− µ|
2
√
θ2 + σ2
) r−1
2
K r−1
2
(√
θ2 + σ2
σ2
|x− µ|
)
,
where x ∈ R and Kν(·) is a modified Bessel function of the second kind [3,4]. We have
E(V ) = µ+ rθ, Var(V ) = r(σ2 + 2θ2) [5].
Remark 2: If (X, Y ) denote a bivariate normal random vector with zero means, variances
(σ2x, σ
2
x) and correlation coefficient ρ, then Z = XY follows VG(1, ρσxσy, σxσy
√
1− ρ2, 0)
[3]. In particular, based on Remark 1, E(Z) = ρσxσy, Var(Z) = (1 + ρ
2)σ2xσ
2
y and E(Z
2) =
(1 + 2ρ2)σ2xσ
2
y , which could also be obtained using direct calculation with bivariate density.
Remark 3: Based on Remark 2, for the bivariate Brownian motion (Xt, Yt) mentioned in
the first paragraph, we have E(XtYt) = tρt, Var(XtYt/t
2) = (1+ρ2t )/t
2 ≤ 2/t2, E(XtYt)2/t4 =
[(1 + ρ2t )t
2 + ρ2t t
2]/t4 ≤ 3t−2 and for s < t,
E
(
XtYtXsYs
t2s2
)
=
1
t2s2
{E[(Xt −Xs)(Yt − Ys)XsYs] + E[(Yt − Ys)X2sYs]
+ E[(Xt −Xs)XsY 2s ] + E[X2sY 2s ] ≤
(t− s)s+ 3s2
t2s2
=
1
ts
+
2
t2
≤ 3
s2
, since s < t,
where we used the independent increments property of Brownian motion.
We denote Sa =
∑∞
n=1 n
−a for a > 0; Sa <∞ for a > 1. Although the primary focus of the
paper and the main result is for the case p > 0, we have the following result for p = 0.
Lemma 2.2. Var(γˆ0i ) → 0, Var([σˆx,0i ]2) → 0 and Var([σˆy,0i ]2) → 0, for each i, as T →∞.
Proof:
Var(γˆ0i ) ≤ E(γˆ2t ) =
1
(T − 1)2
T∑
j=1
j 6=i
E[(Xi −Xj)(Yi − Yj)]2
(i− j)4
+
1
(T − 1)2
T∑
j=1
j 6=i
T∑
k=1
k 6=i,j
E[(Xi −Xj)(Yi − Yj)(Xi −Xk)(Yi − Yk)]
(i− j)2(i− k)2 (1)
2
Using one of the facts mentioned in Remark 3 in the inequality below,
1st term =
1
(T − 1)2


i−1∑
j=1
E(Xi−jYi−j)
2
(i− j)4 +
T∑
j=i+1
E(Xj−iYj−i)
2
(j − i)4

 ≤ CS2(T − 1)2 = O(T−2),
where C is a finite constant and we also used the property Xu+h −Xu d= Xh for Brownian
motion. As k ranges within the inner sum in the second term in (1), there are L values for
which (i − j)2 < (i − k)2, for some fixed L in {1, . . . , T}, and for the remaining T − L − 2
values (i− j)2 > (i− k)2. So, applying another fact mentioned in Remark 3, we get,
2nd term ≤ 1
(T − 1)2
T∑
j=1
j 6=i
{
L
(i− j)2 + C1S2
}
≤ (C2 + C1T )S2
(T − 1)2 = O(T
−1),
where C1 and C2 are finite constants. Putting this together, we get Var(γˆ
0
i ) → 0 as T →∞.
Using similar arguments it is easy to prove the remaining statements in the lemma. 
Lemma 2.3. Var(γˆpi ) → 0, Var([σˆx,pi ]2) → 0 and Var([σˆy,pi ]2) → 0, for each i and for each
p > 0, as T →∞.
Proof:
Var(γˆpi ) ≤
1
(T − 1)2
T∑
j=1
j 6=i
E[(Xi −Xjj−p)(Yi − Yjj−p)]2
(i− j)4
+
1
(T − 1)2
T∑
j=1
j 6=i
T∑
k=1
k 6=i,j
E[(Xi −Xjj−p)(Yi − Yjj−p)(Xi −Xkk−p)(Yi − Ykk−p)]
(i− j)2(i− k)2 (2)
[(Xi −Xjj−p)(Yi − Yjj−p)]2 = [(Xi −Xj)2 + 2Xj(Xi −Xj)(1− j−p) +X2j (1− j−p)2]
× [(Yi − Yj)2 + 2Yj(Yi − Yj)(1− j−p) + Y 2j (1− j−p)2]
Expanding and taking expectations, many terms become zero by applying properties of
Brownian motion. With the remaining non-zero terms, the first term in eq. (2) becomes
1
(T − 1)2
T∑
j=1
j 6=i
(i− j)−4
{
E[(Xi −Xj)2(Yi − Yj)2] + E[(Xi −Xj)2Y 2j (1− j−p)2]
+ 4E[XjYj(Xi −Xj)(Yi − Yj)(1− j−p)2] + E[X2j (Yi − Yj)2(1− j−p)2] + E[X2j Y 2j (1− j−p)4]
}
Applying again properties of Brownian motion and facts mentioned in the remarks above,
1st term ≤ (T − 1)−2(C1S2 + C2Sp+2 + C3S2(p+1) + C4S3p+2 + C5S2(2p+1)) = O(T−2),
3
where C1, C2, C3, C4 and C5 are finite constants. For the second term in eq. (2), expanding
(Xi −Xjj−p)(Yi − Yjj−p)(Xi −Xkk−p)(Yi − Ykk−p)
= [(Xi−Xj)+Xj(1−j−p)][(Yi−Yj)+Yj(1−j−p)][(Xi−Xk)+Xk(1−k−p)][(Yi−Yk)+Yk(1−k−p)]
we will get 16 terms, some of which will be zero after taking expectations. Using properties
of Brownian motion and facts from the remarks above to the non-zero terms, we will get
2nd term in (2) = O(T−1) and hence Var(γˆpi ) → 0 as T → ∞. Using similar arguments the
remaining statements in the lemma can also be proved. 
Lemma 2.4. For each t ∈ {1, . . . , n}, Qt = E(γˆpt )/
√
E([σˆx,pt ]
2)E([σˆy,pt ]
2)→ ρt as T →∞.
Proof:
E(γˆpt ) =
T∑
s=1
s 6=t
1
(t− s)2
(
tρt +
s
s2p
ρs
)
−
t−1∑
s=1
2sρs
(t− s)2sp −
T∑
s=t+1
2tρt
(t− s)2sp
= ρt


T∑
s=1
s 6=t
t
(t− s)2 −
T∑
s=t+1
2t
(t− s)2sp

+ ρs


T∑
s=1
s 6=t
s
s2p(t− s)2 −
t−1∑
s=1
2s
(t− s)2sp


= ρt


T∑
s=1
s 6=t
t
(t− s)2 −
T∑
s=t+1
2t
(t− s)2sp +
T∑
s=1
s 6=t
s
s2p(t− s)2 −
t−1∑
s=1
2s
(t− s)2sp

 (3)
+ ρs


T∑
s=1
s 6=t
s
s2p(t− s)2 −
t−1∑
s=1
2s
(t− s)2sp

− ρt


T∑
s=1
s 6=t
s
s2p(t− s)2 −
t−1∑
s=1
2s
(t− s)2sp

 .
D ≡ E([σˆx,pt ]2) =
T∑
s=1
s 6=t
1
(t− s)2
(
t+
s
s2p
)
−
t−1∑
s=1
2s
sp(t− s)2 −
T∑
s=t+1
2t
sp(t− s)2
=
T∑
s=1
s 6=t
t
(t− s)2 −
T∑
s=t+1
2t
(t− s)2sp +
T∑
s=1
s 6=t
s
s2p(t− s)2 −
t−1∑
s=1
2s
(t− s)2sp
which is the bracketed term in (3) and it is a divergent series. Following the same steps, it
is easy to check that E([σˆy,pt ]
2) = D. Thus the denominator term in Qt is
√
D2 = D. Thus
Qt = ρt +Rt
where
Rt =
1
D


T∑
s=1
s 6=t
s(ρs − ρt)
s2p(t− s)2 +
t−1∑
s=1
2s(ρt − ρs)
(t− s)2sp

 .
4
The second term within the bracketed term above in the expression for Rt is a finite sum,
thus converges. The first term converges if 2p+ 2− 1 > 1; that is, if p > 0. Hence, Rt → 0
if p > 0. 
Proof of Theorem 2.1: Using Lemma 2.3, Chebychev’s inequality, Slutsky’s lemma,
Continuous mapping theorem [6] and part (iii) of Theorem 2.7 in [6, p.10] we get ρˆ pu →
E(γˆpt )/
√
E([σˆx,pt ]
2)E([σˆy,pt ]
2) in probability for each u and p > 0; this fact combined with
Lemma 2.4 proves the theorem. 
A robustified version of the estimator presented in this paper, for the p = 0 case, was studied
empirically in [7].
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