Abstract. SVM parameter selection determines the performance of its learning and generalization ability. As many in the choice of the number of selectable parameters, blindly searching optimal parameters in a number of parameters are required tremendous time cost , and it is difficult to obtain the optimal parameters. To solve the support vector machine parameter optimization problem, a chaos particle swarm optimization algorithm is introduced to determine the parameters of SVM. Chaos theory is applied in PSO algorithm to improve the diversity of the population and particle traversal search, which can effectively improve the PSO algorithm convergence speed and accuracy., and SVM mode is optimized. Through a specific example, its results demonstrate that the chaos PSO has a good high efficiency and higher accuracy than the traditional PSO applied in SVM classifier.
Introduction
Support vector machine (SVM) is based on the principle of minimizing the structural risk methods. The algorithm is a convex quadratic optimization problem, which find the global optimal solution. On the one hand, it can solve the practical problems of small sample, nonlinearity, curse of dimensionality, etc. [1] [2] [3] On the other hand, it can also overcome the defects including converges slow and easy to fall into local minimum of neural network. However, SVM has a prominent problem in a specific application process, which is how to select the key parameters that affect the performance of the algorithm, since the parameter selection of SVM determines the performance of its learning and generalization ability. Currently, the general method to select the parameters concludes gradient descent algorithm, genetic algorithm and particle swarm optimization (PSO). But these methods have their drawbacks [4] [5] [6] [7] . In view of the chaos optimization characters concluding randomness, ergodicity, sensitivity to initial conditions, this paper introduce chaos optimization theory into particle swarm optimization algorithm. A chaos particle swarm optimization (CPSO) algorithm for optimize the parameters of SVM is proposed. Chaos performance is used to improve the ergodicity of diversity and particle search of population, which can improve the efficiency of the algorithm and the classification accuracy of SVM classifier [8] [9] [10] [11] .
Support vector machine
SVM is a new learning method based on structural risk minimization principle of the machine, which can make full use of the limited sample learning acquisition decision function with high generalization ability. Considering a two classification models, a training sample is defined as
, where i x represents the input vector and i y represents the classification sign. The two classes of linear discriminant function of separable cases are as follows:
Where x is the sample vector, w is the weight vector, b represents the classification threshold. This process can be described as 
Which satisfies:
(3) Thus, Eq. (2) is defined as the classification and ultra flat surface of support vector.
A two types of linear separable linear sample set
is given. The weight vector w in hyperplane and classification threshold b are both obtained. As to any support vector sv x and its classification label sv y , it satisfies the following condition.
The maximum interval of the classification plane can be calculated as w 2 , Therefore, the maximum class interval is equivalent to the minimum. If the surplus plane need to classify all samples correctly, it must satisfy:
Thus, the SVM hyperplane by solving the following constrained optimization problem was the solution:
Which is a A typical quadratic programming problem. The optimal solution is a saddle point of the following Lagrangian:
Where i a is the Lagrange multipliers, The above optimization problem inverts into a dual form to get the solution:
According KKT conditions, those points on the boundary of two types of sample points fall in support vector machine SVM required solution. Classification decision function is obtained as follows:
is the kernel function. The Gaussian kernel function is selected as the support vector machine kernel function in this paper. The form of Gaussian kernel function is shown as follows:
Thus, the optimal separating hyperplane is required:
For SVM with Gaussian kernel function, the parameters conclude adjustment parameter C and core width  . The parameter C is made between the structure and the risk of sample error compromise. The value of C is related to the tolerable error. A larger value allows small error and the smaller value allows larger errors. Core width  is related to the input space of learning sample or the width. If the extent of the input sample is large, the value is large. On the contrary, if the extent of the input sample is small, the value is also small.
Chaos particle swarm optimization algorithm
PSO algorithm is simple, but it has a weak local search capability , easy to fall into local optima, the late evolutionary slow convergence and other defects. Because of the chaotic motion with ergodicity, randomness, sensitivity to initial conditions and other characteristics, so chaos principle is introduced in PSO in order to enhance the diversity of the population, particle traversal search, improve the ability to get rid of local extreme points and convergence speed and accuracy. This paper uses Logistic equation to construct chaotic sequence:
Where  is the control parameter. When  equals 4, the system is fully in a chaotic state. Using the position and velocity of particles chaotic sequence initialization neither change the nature of randomness to initialize the particle swarm optimization algorithm has, at the same time being able to put to good use to improve the diversity and chaos characteristics of particle populations search ergodic, generating on the basis of a large number of initial population, merit elect initial groups.
In the current search to the entire particle swarm optimal location based on chaotic sequence to generate a new, substitute the current position of a particle in the particle swarm chaotic sequence with the optimal position of the particle . Introducing chaotic sequence search algorithm generates a number of local optimum iteration points in the neighborhood , in order to help the inert particles to escape from the local minimum point , to quickly find the optimal solution.
Research indicates that although the chaotic search is of ergodicity and may avoid from local optima, but a simple chaos search needs a large number of loop steps to obtain a better solution and the result is sensitivity to the initial value . Combining chaos optimization algorithm and PSO algorithm ,we proposed chaotic particle swarm optimization (CPSO), in which PSO algorithm for global search, and Chaos Algorithm based on the results of the PSO algorithm for local search. Main steps of CPSO algorithm are as follows:
Step 1 Randomly initialize the particle state positions and velocities . They are usually generated randomly in the permitted range , each current state position of particles set its state position of local optima , and compute the corresponding local optima (individual objective function's fitness), while the global optima (global fitness value) is the best of all local optimas, recording the serial number of the particle of the global optima, the current position of the global optima particle set its position of global optima;
Step 2 Compute the fitness value (the value of objective function） corresponding to each particle;
Step 3 For each particle, compare each fitness value with the local optima, if better, then update the current local optima state;
Step 4 For each particle, compare the fitness values with the global optima, if better, then update the current global optima;
Step 5 According to equation (1) and equation (2), update fly velocity and state position of each particle;
Step 6 According to equation (4) , generate the chaotic variables between [-B, B] (where B is upper limit of disturb range) to disturb the position of updated particles ;
Step 7 Search in state space and compare the new state (the value of objective function) with the previous one , if better, then update the current state position;
Step 8 If the pre-set stop condition is met (usually the fitness value is less than a given value or the number of iteration loops is equal to or larger than the given maximum number N of iteration loops) and output final results , computation stops ; if not, return to step 2 to continue to carry out next loop of state search computation.
Parameters optimization of SVM based on CPSO
The fitness function of CPSO is defined as the mean square error (MSE) which can directly reflect the performance of SVM. MSE is defined as follows:
Where i y is the actual value and ' y is the forecasting value. The steps of CPSO-SVM is specifically described as follows:
(1) Parameter settings of CPSO. The parameters include the size of the particle populations, fitness error limit, the maximum allowed number of iterations, inertia weight and learning factors.
(2) Set the position and velocity of chaos particle. The initial velocity of each particle i v is randomly generated.
(3) The personal best position of each particle is set as the current position. Calculate the fitness of each particle and take the fitness of the best individual particles corresponding to the extreme as the initial global extremes. 
Where i v represents the particle velocity, w represents the inertia weight, iter represents the current iterations. 
Specific example and results analysis
In order to measure the validity of chaotic particle swarm optimization SVM model, the 690 cases of a credit card company are used in this paper, in which each piece of data has 15 properties which contains 6 continuous attributes , 8 items type attribute and a target attribute. The credit card data is divided into 10 groups of simulation experiments. The comparative experiments is the traditional particle swarm optimization algorithm.
Chaos particle swarm optimization algorithm parameter settings are as follows: the size particle swarm population is 30, learning factor 1 c and 2 c are both 2, the maximum iteration times is 1000. Meanwhile, the two parameters C and  in this paper implement B=binary coding. The searching scope of C is set from 0 to 1000, and the searching scope of  is set from 0.1 to 100.
The stop condition of these two algorithms is as follows: When the maximum evolution algebra is over 1000 generations or the difference of the absolute value for 10 consecutive generations is less than 0.01, the optimization process is stopped. Then the parameters are the optimal parameters of SVM. Its classification results are shown in Table 1 . Classification results in Table 1 indicate that, compared with traditional PSO method, when given the data classification, the chaos particle swarm optimization algorithm has a higher precision and its number of iterations reduces significantly.
Conclusions
SVM classification accuracy largely depends on its chosen parameters, this paper applies chaos particle swarm optimization algorithm to solve the problems conclude artificially selected blindness and randomness in support vector machine, which ensure the accuracy of the classification results. Using the advantages of chaos optimization including randomness, ergodicity, sensitivity to initial conditions, etc. can overcome the shortcomings of local optimum value of PSO, improve the diversity of the population and particle traversal search, improve the convergence speed and accuracy. 
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