Convex Optimization Algorithms and Recovery Theories for Sparse Models in Machine Learning by Huang, Bo
Convex Optimization Algorithms and
Recovery Theories for Sparse Models in
Machine Learning
Bo Huang
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
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Bo Huang
Sparse modeling is a rapidly developing topic that arises frequently in areas such as machine learn-
ing, data analysis and signal processing. One important applic tion of sparse modeling is the re-
covery of a high-dimensional object from relatively low number of noisy observations, which is the
main focuses of the Compressed Sensing [14,22], Matrix Completion(MC) [13,34,68] and Robust
Principal Component Analysis (RPCA) [12]. However, the power of sparse models is hampered by
the unprecedented size of the data that has become more and more available in practice. Therefore,
it has become increasingly important to better harnessing the convex optimization techniques to
take advantage of any underlying “sparsity” structure in problems of extremely large size.
This thesis focuses on two main aspects of sparse modeling. From the modeling perspective, it
extends convex programming formulations for matrix completion and robust principal component
analysis problems to the case of tensors, and derives theoreical guarantees for exact tensor recov-
ery under a framework of strongly convex programming. On theoptimization side, an efficient
first-order algorithm with the optimal convergence rate hasbeen proposed and studied for a wide
range of problems of linearly constraint sparse modeling problems.
In Chapter 2, we generalize matrix completion and matrix RPCA models and rigorously study
tractable models for provably recovering low-rank tensors. Unlike their matrix-based predecessors,
current convex approaches for recovering low-rank tensorsbased on incomplete (tensor comple-
tion) or/and grossly corrupted(tensor robust principal anlysis) observations still suffer from a lack
of theoretical guarantees, although they have been used in various recent applications and have
exhibited promising empirical performance. In Chapter 2, we attempt to fill this gap. Specifically,
we propose a class of convex recovery models (including strongly convex programs) that can be
proved to guarantee exact recoveries under certain conditis.
In all of the sparse models for low-rank tensor recovery problems discussed in Chapter 2,
the most popular convex relaxations currently being used minimize the sum of the nuclear norms
(SNN) of the unfolding matrices of the tensor. In Chapter 3, we show that this approach can be
substantially suboptimal: reliably recovering aK-way tensor of lengthn and Tucker rankr from
Gaussian measurements requiresΩ(rnK−1) observations. In contrast, a certain (intractable) non-
convex formulation needs onlyO(rK +nrK) observations. We introduce a simple, new convex





observations. The lower bound for the SNN model follows fromur new result on recovering
signals with multiple structures (e.g. sparse, low rank), which demonstrates the significant sub-
optimality of the common approach of minimizing the sum of individual sparsity inducing norms
(e.g. l1 norm, nuclear norm). Our new formulation for low-rank tensor recovery shows how the
sample complexity can be reduced by designing convex regularizers that exploit several structures
jointly.
In Chapter 4, we propose and analyze an accelerated linearized Bregman (ALB) method for
solving the sparse models discussed in Chapter 2 and 3. This accelerated algorithm is based on the
fact that the linearized Bregman (LB) algorithm first proposed by Stanley Osher and his collabora-
tors is equivalent to a gradient descent method applied to a cert in dual formulation. We show that
the LB method requiresO(1/ε) iterations to obtain anε-optimal solution and the ALB algorithm
reduces this iteration complexity toO(1/
√
ε) while requiring almost the same computational effort
on each iteration. Numerical results on compressed sensingand matrix completion problems are
presented that demonstrate that the ALB method can be significa tly faster than the LB method.
In Chapter 5, we extend the arguments of Chapter 4 and apply the linearized Bregman (LB)
method to solving linear programming problems. Numerical experiments show that neither the
LB method or the accelerated LB method works well on linear programming problems, especially
on real data sets. Inspired by the observation that the linearized Bregman, when solving linear
programming problems, can be viewed as a sequence of box-constrained quadratic minimizations
that are restricted to different supports of the solution variable, we propose new algorithms that
combine the Conjugate Gredient/BFGS update with the linearz d Bregman method. Numerical
experiments on both synthetic and real data sets were conducted, and the new CGLB algorithm
not only significantly outperformed the accelerated linearized Bregman proposed in Chapter 4, but
was also comparable with the MATLAB solver on small-medium scale real data sets.
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1.1 Background and Motivation
Sparse modeling is a rapidly developing topic which arises fr quently in areas such as machine
learning, data analysis and signal processing. One important application of the sparse modeling
is to recover a high-dimensional object from relatively lownumber of noisy observations, which
are main focuses of the Compressed Sensing [14,22], the Matrix Completion(MC) [13,34,68] and
the Robust Principal Component Analysis (RPCA) [12]. However, the power of the sparse models
is hampered by the data of unprecedented size more and more available in practice. Therefore,
it becomes to an appealing topic on better harnessing the convex optimization techniques to take
advantage of the underlying “sparsity” structure of the problem.
This thesis focuses on two main aspects of the sparse modeling. From the modeling per-
spective, it extends convex programming formulations for the matrix completion and the robust
principal component analysis problems to the case of tensors, and derives theoretical guarantees
1
for the exact tensor recovery under the framework of strongly convex programming. Specially,
As modern computer technology keeps developing rapidly, multi-dimensional data (elements of
which are addressed by more than two indices) is becoming prevalent in many areas such as com-
pute vision [85] and information science [25, 77]. For instace, a color image is a 3-dimensional
object with column, row and color modes [66]; a greyscale video is indexed by two spatial vari-
ables and one temporal variable; and 3-D face detection usesinformation with column, row, and
depth modes. Tensor-based modeling is a natural choice in these cases because of its capability
of capturing the underlying multi-linear structures. Although often residing in extremely high-
dimensional spaces, the tensor of interest is frequently low-rank, or approximately so [41]. Con-
sequently, low-rank tensor recovery or estimation is gaining significant attention in many different
areas: estimating latent variable graphical models [2], classifying audio [53], mining text [18],
processing radar signals [19], to name a few. Lying at the corof high-dimensional data anal-
ysis, tensor decomposition serves as a useful tool to revealwhen the tensors can be modeled as
lying close to a low-dimensional subspace. The two commonlyused decompositions are CANDE-
COMP/PARAFAC(CP) [15,36] and Tucker decomposition [83]. In particular, based on the Tucker
decomposition, a convex surrogate for tensor rank, which here w refer assum-of-nuclear-norms
(SNN), has been proposed in [50] and serves as a more tractable measure of the tensor rank in
practical settings. This thesis focuses on the low-rank tensor estimation under partial or corrupted
observations. More specifically, an underlying low-rank tensor can be recovered by minimizing the
SNNover all tensors that obey the given data which may be incomplete or corrupted by arbitrary
outliers. This idea, after first being proposed in [50], has been studied in [28, 75, 76, 79, 80], and
successfully applied to various problems [27, 42, 44, 46, 73, 74]. Unlike the matrix cases, the re-
2
covery theory for low-rank tensor estimation problems is far from being well established. In [80],
Tomioka et. al. conducted a statistical analysis on the tensor decomposition and provided the first
theoretical guarantee forSNNminimization. The above result has been significantly enhanced in a
recent paper [55], in which it is not only proved that the complexity bound obtained in [80] is tight
when using theSNNas the convex surrogate, but also proposed a simple improvement that works
much better in cases of high-order tensors. Unfortunately,both of the aforementioned results as-
sume Gaussian measurements, while in practice the problem settings are more often similar to
matrix completion [13,34,68] or robust PCA [12,89] problems. Mimicking their low-dimensional
predecessors, the tensor-based completion and robust PCA formulations have been applied to real
applications where their empirical performances have beenpromising. However, to the best of our
knowledge, it is still an open question that what are the theoretical guarantees for exact recovery
in tensor completion and tensor RPCA problems.
Once we established a set of sufficient conditions for low-rank tensor recovery problems, the
next natural question is that whether we can do better, or more formally, is the complexity bound
we achieved optimal under the current convex programming formulation? The answer is “No”
when we are considering recovering a low-rank tensor under the standard random Gaussian mea-
surements. In particular, we show that although the bound istight as long as we are using the
SNN as the convex surrogate, it can be substantially suboptimal with respect to the actual “degree
of freedom”: reliably recovering aK-way tensor of lengthn and Tucker rankr from Gaussian
measurements requiresΩ(rnK−1) observations. In contrast, a certain (intractable) non-covex for-
mulation needs onlyO(rK +nrK) observations. We introduce a simple, new convex relaxation,






The lower bound for the SNN model follows from our new result on recovering signals with mul-
tiple structures (e.g. sparse, low rank), which demonstrates the significant sub-optimality of the
common approach of minimizing the sum of individual sparsity inducing norms (e.g.l1 norm, nu-
clear norm). Our new formulation for low-rank tensor recovery shows how the sample complexity
can be reduced by designing convex regularizers that exploit several structures jointly.
From the optimization perspective, efficient algorithms baed on Augmented Lagrangian func-
tion or splitting techniques have been designed for low-rank te sor recovery problems, e.g., [28,
31, 40, 91]. However, in the matrix settings, instead of solving the original convex programming
directly, some algorithms, e.g., [11, 24, 39, 89], have beenproposed to solve thestrongly convex
problems by adding a smalll2 perturbationτ‖ · ‖2F to the original objective. It is well known that
the Lagrangian dual for a strongly convex objective is differentiable [71]. Therefore this leads to
an unconstraint smooth dual problem which makes a wide classof efficient methods applicable.
In [94], the L-BFGS algorithm and gradient methods with linesearch were studied. The major
issue with the strongly convex approach is thatτ needs to tend to zero in order to obtain the ex-
act recovery. On the other hand, the empirical convergence spe d of most of the aforementioned
algorithms depend onτ. In general, a largerτ leads to a faster convergence rate. Fortunately, it
has been proved that a finiteτ is sufficient for the purpose of low-rank matrix recovery. Inthe
thesis, we extend this conclusion to the case of tensors and provide provable convex programming
formulations for tensor completion and tensor RPCA problems.
It is also well known that most of the sparse modeling problems can formulated as the following
4
general constraint convex programming
min
x∈Rn
J(x) s.t. Ax= b, (1.1.1)
whereA ∈ Rm×n, b ∈ Rm and J(x) is a norm function (e.g.,‖ · ‖1, ‖ · ‖∗ or ∑Ki=1‖ · ‖∗). The
linearized Bregman (LB) method was proposed in [93] to solvethe basis pursuit problem where
J(x) := ‖x‖1 in (4.1.1). The method was derived by linearizing the quadratic penalty term in
the augmented Lagrangian function that is minimized on eachiteration of the so-called Bregman
method introduced in [64] while adding a prox term to it. The linearized Bregman method was
further analyzed in [8, 10, 92] and applied to solve the matrix completion problem in [8]. The
linearized Bregman method depends on a single parameterµ > 0 and, as the analysis in [8, 10]






‖x‖22, s.t. Ax= b, (1.1.2)
rather than the problem (4.1.1). It has been shown in this thesis that, for low-rank tensor recovery
problem whereJ(x) is defined as theSum of Nuclear Norms (SNN), the solution to (4.1.2) is also
a solution to problem (4.1.1) as long asµ is chosen large enough. Furthermore, it can be shown
that the linearized Bregman method can be viewed as a gradient escent method applied to the






where the objective functionGµ(y) is differentiable sincegµ(x) is strictly convex (see, e.g., [72]).
Motivated by this result, some techniques for speeding up the classical gradient descent method
applied to this dual problem such as taking Barzilai-Borwein (BB) steps [3], and incorporating it
into a limited memory BFGS (L-BFGS) method [48], were proposed in [92]. Numerical results
on the basis pursuit problem (4.1.1) reported in [92] show that e performance of the linearized
Bregman method can be greatly improved by using these techniques.
1.2 Preliminaries and Notations
Throughout the paper we denote tensors by boldface Euler script letters, e.g.,X . Matrices are
denoted by boldface capital letters, e.g.,X; vectors are denoted by boldface lowercase letters, e.g.,
x; and scalars are denoted by lowercase letters, e.g., x. For K-way tensorX ∈ Rn1×n2×···×nK , its
mode-i fiber is a ni-dimensional column vector defined by fixing every index but the i h of X .
The mode-iunfolding(matricization) of the tensorX is the matrix denoted byX (i) ∈ Rni×∏ j 6=i n j
is obtained by concatenating all the mode-i fibers ofX as column vectors. We denoten(1)i =
max{ni,∏ j 6=i n j} andn
(2)
i = min{ni ,∏ j 6=i n j}. The vectorizationvec(X ) is defined asvec(X (1)).
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1.2.1 Tensor Norms
Here we extend norm definitions for vectors to tensors. The Frobenius norm of any tensorX is
defined as
‖X ‖F := ‖vec(X )‖2.
Similarly, thel1/l∞ norm of a tensorX is defined by its vectorization, i.e.,
‖X ‖1/∞ := ‖vec(X )‖1/∞.
Tensor-matrix Multiplication: The mode-i product (matrix) product of with tensorX with matrix
A of compatible size is denoted asY = X ×i A, where theith mode ofY is
Y (i) := AX (i).
1.2.2 Linear and Projection Operators
• [Matrization] We denote the tensor-to-matrix operator by capital lettersin calligraphic fond,
e.g.,Ai , andAi transforms a tensorX to its mode-i unfolding, i.e.,
Ai(X ) := X (i),
and the adjoint ofAi , denoted byA∗i , is defined byA
∗
i (X (i)) = X .
• [Support] For a tensorX ∈Rn1×n2×···nK , letΩ be any subset of indices, i.e.,Ω∈ [n1]× [n2]×
7





X i1,i2,···iK (i1, i2, · · · iK) ∈ Ω
0 otherwise
The projection operatorPΩ can be extended to tensor matricization. Specifically, we define
thePΩk be the operator that projects thekth unfoldingX (k) onto the supportΩ, i.e.,
PΩk[X (k)] := (AkPΩA
∗
k )[X (k)].
Also for simplicity, we denoteΩk to be the supportΩ applied to thekth mode when there is
no confusions in using this notation; thus
PΩk[X (k)] = (PΩ[X ])(k) . (1.2.1)
1.2.3 Tensor Decomposition
• [CANDECOMP/PARAFAC(CP)] The CANDECOMP/PARAFAC(CP) rank of a tensor is
defined as
rankcp(X ) := min
{
r | X = ∑ri=1a
(i)





Unlike the matrix rank definition, the numerical algebra of tensors is fraught with hardness
results [38], and even computing tensor’s(CP) rank is NP-hard.
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• [Tucker] The Tucker decomposition [82] approximatesX as
X = C ×1 A1×2 A2 · · ·×K AK,
whereC ∈ Rr1×r2×···rK is called thecore tensor, and the factor matrices{Ai ∈ Rni×r i} are
column-wise orthonormal. Note thatAi is the matrix of the left singular vectors of thei-
th unfoldingX (i), and the Tucker rank (also called n-rank) ofX is a K-dimensional vector
whosei-th entry is the (matrix) rank of the mode-i unfoldingX (i), i.e.,
ranktc(X ) := (rank(X (1)), rank(X (2)), · · ·rank(X (K))).
1.2.4 Low-rank Matrix Recovery Models
In this section, we review the existing convex programming models for Matrix Completion (MC)
and Robust Principal Component Analysis(RPCA) [12,89]. Both problems demonstrate that a low
rank matrixX0 ∈ Rn1×n2 (n1 ≥ n2) can be exactly recovered from partial or/and corrupted obser-
vations via convex programming, under certainincoherence conditionson X0’s row and column
spaces.
• [Matrix Incoherence Conditions] It is well known that exact recovery becomes tractable
when the matrix is not in the null space of the sampling operator. This requires the singular
vectors of the low-rank componentX0 to be sufficiently spread and not highly correlated
with any standard basis. This motivates the following definitio .
9
Definition 1. Assume that X0 ∈Rn1×n2 is of rank r and has the singular value decomposition
X0 = UΣV⊤ = ∑ri=1σiuiv⊤i , whereσi , 1 ≤ i ≤ r are the singular values ofX 0, and U and




∥∥2 ≤ µrn1 , maxi
∥∥V⊤ei






where{ei} is the standard matrix basis.













wherePU (PV) is the orthogonal projection onto the column space ofU(V). Thus (1.2.4) and
(1.2.5) indicate how spread out the singular vectors are with respect to the standard basis.
Note that for any subspace, the smallestµ can be is 1, which can be achieved whenU is
perfectly evenly spread out. The largest possible value forµ is n1/r when a standard basis
vector lies in the subspace spanned by the columns ofU andV. A well-conditioned matrix
for the recovery is expected to have small incoherence parameterµ. Although other condi-
tions such as therank-sparsity incoherence conditions[17] have also been investigated, the
10
above conditions (1.2.2)-(1.2.3) are those most commonly used for both matrix completion
and RPCA problems.
• [Matrix Completion (MC)] In MC problems, we would like to recover the matrixX0, given






(X0)i j , if (i, j) ∈ Ω;
0, otherwise.
(1.2.6)
Clearly, this problem is ill-posed for generalX0. However, the low-rankness ofX0 greatly
alleviates the difficulty here. Here one minimizes the nuclear norm‖ · ‖∗, the sum of all
the singular values, to recover the original low-rank matrix. As proposed in [13], and later
further studied in [34, 68], even when the number of observedentries, i.e.|Ω|, is much less
than the ambient dimensionn1n2, X0 with small rankr can still be exactly recovered by the
following tractable (convex) approach:
min ‖X‖∗ (1.2.7)
s.t. PΩ[X] = PΩ[X0].
Guarantees for exactly recoveringX 0 by solving (1.2.7) were first studied in [13], and later
simplified and sharpened in [34,68].
• [Robust Principal Component Analysis (RPCA)] In RPCA problems, the goal is to re-
11
cover the low-rank matrixX0 from observationsB, which is a superposition of the low-rank
componentX0 and a sparse corruption componentE0. In [12], the following convex pro-




s.t X+E = B.
It has been shown that whenλ =
√
n1, solving (1.2.8) yields the exact recovery ofX0 when
it is low-rank and incoherent.
• [Mixture Model] Suppose in addition to being grossly corrupted, the data matrix B is ob-
served only partially (say only entries in the supportΩ ⊆ [n1]× [n2] are accessible). The
exact recovery ofX0, which is considered as a combination of (1.2.7) and (1.2.8), can be
accomplished by solving the following problem:
min λ‖X‖∗+‖E‖1 (1.2.9)
s.t. PΩ[X+E] = B,
where the corruption matrixE has nonzero entries only on the subsetΩ of its n1×n2 entries,
i.e.,PΩ⊥ [E] = 0. Model (1.2.9) is equivalent to MC when there is no corruption, i.e.,E = 0,
and it reduces to RPCA whenΩ is the entire set of indices. This model has been studied
in [12] and [45]. In particular, the bound established in [45] is consistent with the best
known results for both MC and RPCA.
12
A strongly convex formulation is obtained by addingl2 perturbation terms to the objective








s.t. PΩ[X+E] = B.
Strongly convex models have been studied for compressed sensing, MC and RPCA prob-
lems [94–96]. The results are that, instead of vanishing to zer ,τ only needs to be reasonably
small for exact recovery. Since an extremely smallτ often leads to an unsatisfying conver-




Provable Low-rank Tensor Recovery
2.1 Introduction
Since, a tensor, generalizes the concept of a matrix, it arises naturally in applications of high-
dimensional data analysis. The tensor-based low-rank recovery models including tensor comple-
tion [50] and tensor robust PCA [40] problems have been investigated and demonstrated encourag-
ing performances in various applications. Besides the empirical studies, some progresses on their
theoretical guarantees have been achieved recently. In [80], Tomioka et. al. conducted the statis-
tical study of tensor decomposition and provided the first (upper)bound on the number of random
Gaussian measurements required for exact low-rank tensor rec very. In a more recently work [55],
Mu et. al. proved that, under the same settings, the bound obtained in [80] is tight. However, both
aforementioned works are based on the constraint of random Gaussian measurements, while a rig-
orous study on more practical settings such as tensor completion and tensor robust PCA problems
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is still left open. In this section, we extend the model (1.2.0) and propose a provable strongly
convex programming model for low-rank tensor recovery problems.
2.2 Tensor recovery models
In this section, we review some most commonly used models forlow-rank tensor recovery prob-
lems.
• [Convexification for tensor ranks] The most commonly used definitions for tensor ranks
are the CANDECOMP/PARAFAC(CP) rank [15,36] and the Tucker rank [83]. Many recent
applications focus more on the Tucker rank (n-rank) becauseof its bases on matrix rank.
Given all tensors whose corresponding elements match the given the incomplete set of ob-




ranktc(X ) PΩ[X ] = PΩ[X 0] (2.2.1)
[Robust PCA(non-convex)] min
w.r.t.RK+
ranktc(X )+‖E‖0 X +E = B . (2.2.2)
To convexify the vector optimization problems (2.2.1)-(2.2. ) which are NP-hard, it is nat-
ural to replace the above n-rank’s by the weighted sum of nuclear norms. This leads to the
15












λi‖X (i)‖∗+‖E‖1 X +E = B . (2.2.4)
The idea of using the term∑Ki=1 λi‖X (i)‖∗, which here we refer to assum-of-nuclear-norms
(SNN), as a convex surrogate for Tucker rank was first proposed in [50]. However, in this
work we put possibly different weights to each nuclear norm,while in [50] and similar works
that came afterwards, considered only the heuristic of an equal weighted sum of nuclear
norms. This means more model parameters in problems (2.2.3)and (2.2.4) to be tuned.
Fortunately, we will provide an explicit expression forλi which allows for exact recovery
and only depends on the dimensions of the targeting tensorX . Moreover, the aboveSNN
becomes equal weighted whenX has the same dimension for every mode.
• [Strongly convex programming] On the optimization perspective, instead of directly deal-
ing with the original convex programming problem, algorithms, e.g., [11, 24, 39, 89], have
been proposed to solve a strongly convex programming problem that approximates it by
adding with a smalll2 perturbationτ‖ · ‖2F being added to the original objective. This is not
surprising since in general the strong convexity is a favorable property for deriving faster
optimization algorithms. It is well known that the Lagrangian dual to the strongly convex
programming is unconstrained as well as differentiable, which makes it suitable to a much
broader well established efficient algorithms. The main drawback of this class of problems
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sometimes comes from the noise brought by introducing the extra l2 perturbation. The pa-
rameterτ needs to vanish to zero for exact recovery. On the other hand,for most of the
aforementioned algorithms, an infinitely smallτ will significantly deteriorate the conver-
gence speed. Fortunately, it has been proved that a finiteτ is sufficient for the purpose of
low-rank matrix recovery, and we show in this paper that the same conclusion also holds for
tensor recovery problems.
2.3 Tensor Incoherence Conditions
As in low-rank matrix recovery problems, some incoherence conditions need to be met if recovery
is to be possible for tensor-based problems. Hence, we propose a new set of incoherence conditions
(2.3.1)-(2.3.2) for a tensorX 0 by extending the matrix incoherence conditions (1.2.2)-(1.2.3) to the
unfoldings ofX 0 and adding a new “mutual incoherence” condition.
Definition 2. Suppose that for a tensorX 0 ∈ Rn1×n2×···nK , its unfoldings{X (i)}i=1,2··· ,K have the
singular value decompositions

















maxj ‖U⊤k ej‖2 ≤
µrk
nk
, maxj ‖V⊤k ej‖2 ≤
µrk
















where{ei} is the standard matrix basis.
Note that the first two inequalities in (2.3.1) are just the regular matrix incoherence conditions










n(1)k . Furthermore, if we defineκi :=
r i
n(2)i
to be the “rank-saturation” for theith mode,




whereκ := maxi{κi}. Obviously a largeκ means that the tensorX 0 while having some mode (the
kth) with low (Tucker)rank, also has modes with high ranks, i.e., X 0 is somewhat “unbalanced”
with respect to its ranks. To compare the newmutual incoherence conditionwith the original

















How restricted is joint incoherence condition
Figure 2.1: The average ratio‖T ‖∞/K‖λ1U1V⊤1 ‖∞
as a function of the rankr for randomly generated 3-
way tensorsX ∈ R100×100×100 with Tucker rank(1, r, r). For each rankr ∈ [1,100], we run 10
independent trials and averaged their output ratios
then the biggerκ is, the harder it is for (2.3.2) to be satisfied. To demonstrate how restrictive (2.3.2)
can be, we randomly generated a 3-way tensorX ∈ R100×100×100 with its Tucker decomposition
X = C ×1 A1×2 A2 · · ·×K AK,
where a core tensorC ∈R1×r×r has entrees generated from i.i.d Gaussian distribution, and e chAi
is a random orthogonal matrix. We gradually increasedr from 2 to 100, so that while we always
hadκ1 = 1100, κ ranged from
2
100 to 1. From Figure 2.1, we observe that althoughr andκ were
increased significantly, our mutual incoherence condition(2.3.2) appeared to be much looser than
what (2.3.3) suggests, since the ratio‖T ‖∞/K‖λ1U1V⊤1 ‖∞
grew much more slowly thanr andκ.
Although (2.3.2) is not that restrictive in general, as Figure 2.1 illustrated, (2.3.2) does char-
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acterize a class of tensors on which SNN is a plausible model tuse since it favors tensors whose
Tucker rank is more balanced. More specifically, for problems whereκ is significantly larger than
κk so that (2.3.2) becomes quite restrictive, SNN minimization is more likely to perform poorly.
Indeed, Figure 2.2 illustrates the difference between the SNN model and the Singleton model,
which minimizes only the nuclear norm of the low-rank mode unfolding, on recovering an incom-
plete tensorX 0 under different ranks and levels of observations. We noticefrom Figure 2.2 that
the SNN model outperforms the Singleton model whenr ≤ 5, but does worse than the Singleton
model whenr > 5. Specifically, the performance of the SNN model is very goodfor small r but
deteriorate asr is increased, while the Singleton model usually recoversX 0 when the fraction of
the elements ofX 0 that are observed is greater than 0.25, regardless of the rank of all other non-
low-rank modes. This is not surprising since by minimizing the sum of nuclear norms, we are
enforcing a low-rank structure for all modes simultaneously even if this may not be the case for
the true solution. Therefore extra conditions are needed tonsure that all the non-low-rank modes
are not too far out of line from the well-conditioned low-rank mode when we are minimizing their
ranks. In particular, (2.3.2) suggests the average overallincoherence should be on a par with the
incoherence of the low-rank (th) mode as measured by the infinity norm.
2.4 Main Results
In this section, we consider recovering a low-rank tensorX 0 under incomplete and corrupted ob-
servations. LetΩ be the set of entries accessible to us. Out of the entire setΩ, a subsetΛ ⊂ Ω of




















Sum of Nuclear Norms











Figure 2.2: A random tensorX 0 ∈ R30×30×30 with (Tucker)rank(1, r, r) was generated. We letr
increase from 1 to 10, and the portion of the observed entries, i.e.,ρ, to range from 0 to 0.3. For
each pair(ρ, r), we ran 5 independent trials and plotted the success ratek/5, wherek is the number
of exact recovery successes, i.e., relative error< 10−3. The lighter a region is, the more likely
exact recovery can be achieved under the given choice ofρ andr.
As is easily seen, this can be viewed as a combination of the matrix completion and the matrix
RPCA, when extended to the case of tensors.
min
X ,E











s.t. PΩ[X +E ] = B
(2.4.1)
Note that the entries ofE andB are nonzero only in supportΩ, and by the definition ofΓ, we also
have
PΓ[E ] = 0, PΓ[X ] = PΓ[B].
Our main result giving conditions under which solving (2.4.1) yields the exact recovery ofX 0 is
contained in the following.
Theorem 1. SupposeX 0 obeys the same incoherence conditions(2.3.1)-(2.3.2)with parameters
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µ, and the support setΩ is uniformly distributed with cardinality m= ρn(1)k n
(2)
k . Also suppose that















n(1)i yields the exact solutionX 0 with probability at least1−Cn−3 for
where C, Cr and Cγ are positive numbers.
2.5 Architecture of the Proof
2.5.1 Sampling Schemes and Model Randomness
Theorem 1 is established based on using aUniform sampling scheme without replacementto
choose a set of entreesΩ with cardinality m. However, in order simplify our proofs, it is more
convenient as is commonly done to work with other sampling schemes, such asBernoulli sam-
pling. Specifically, in our proofs, we will work withBernoulli samplingwith a Random sign
model.
[Bernoulli sampling] A Bernoulli sampling schemehas been used in previous work ( [13], [12])
22
to facilitate the analysis of matrix completion and RPCA problems. For theBernoulli model, we
haveΩ := {(i, j) : δi j = 1}, where theδi j ’s are i.i.d Bernoulli variables taking value one with
probability ρ and zero with probability 1−ρ. Bernoulli samplingcan be written asΩ ∼ Ber(ρ)
for short. Being a proxy for uniform sampling, the probability of failure under Bernoulli sampling
with p= mn1×n2···×nK closely approximates the probability of failure under uniform sampling.





Γ ∼ Ber((1− γ)ρ)
Ω ∼ Ber(ρ),
and that the signs of nonzeros entries ofE0 are deterministic. However, it turns out that it is easier
to prove Theorem 1 under the stronger assumption that the signs of the nonzeros entries ofE0 are
independent symmetric Bernoulli variables. We define two independent random subsets ofΩ:
Λ′ ∼ Ber(2γρ),
Γ′ ∼ Ber((1−2γ)ρ),
It is convenient to think of
E0 = PΛ[E ],
for some fixed tensorE . Consider now a random sign tensorW with i.i.d. entries such that for
23
any index vec[i] ∈ Ri1×i2···×iK ,




Now|E | ◦W has components with symmetric random signs and we define a new“noise” tensor
E ′0 := PΛ′ [|E | ◦W ] .







exact with high probability, then it is also exact with at least the same probability for the model
with input data(X 0,E0). Therefore from now on, we can equivalently work with
Λ ∼ Ber(2γρ), Γ ∼ Ber((1−2γ)ρ) ,
the locations of nonzero and zero entries ofE0, respectively, and assume that the nonzero entries
of E0 have symmetric random signs.
2.5.2 Supporting Lemmas
Assume that theith unfoldingX (i) has the singular value decomposition
X (i) =U iΣiV⊤i i = 1,2, · · · ,K. (2.5.1)
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DefineTi to be the linear space
Ti :=
{
W|W =U iX⊤+YV⊤i for some X,Y
}
, (2.5.2)
andT⊥i to be the orthogonal complement ofTi . The orthogonal projectionPTi on Ti is given by
PTi (Z) = PUi Z+ZPVi −PUi ZPVi , (2.5.3)
andPT⊥i is defined as
PT⊥i
(Z) = (I −PUi )Z(I −PVi ), (2.5.4)
wherePUi andPVi are the orthogonal projections ontoU i andV i respectively.
Lemma 1. With the tensorT defined as in Definition 2, we have, for any mode i,
T (i) ∈ Ti ,
where the subspace Ti is defined in(2.5.2).
Proof. For X = C ×1 A1×2 A2 · · ·×K AK, let Lk ∈ Rrk×rk andRk ∈ R∏ j 6=k r j×rk be matrices of the
left and right singular vectors ofC (k), the modek unfolding ofC . Then the singular value decom-
position ofX (k) obeys




whereΣk ∈ Rrk×rk is the matrix whose diagonal elements are the singular values of C (k) and
Φk := AK ⊗·· ·Ak+1⊗Ak−1 · · ·⊗A1.
Therefore the subspaceTk in (2.5.2) corresponding to (2.5.5) is
Tk =
{
W|W = AkLkX⊤+YR⊤k Φ⊤k for some X,Y
}
. (2.5.6)
Note that the columns ofAkLk are orthonormal since those ofAk are andLk is an orthonormal
matrix. On the other hand,T can be explicitly written as







, and itskth unfoldingT(k) = Ak (C T)(k)Φk is in Tk since we can
chooseX andY in (2.5.6) as
X = L−1k (C T)(k) Φk, Y = 0.
We now state three key inequalities which are crucial for theproof of the main theorem. The
first and third inequalities, i.e., (2.5.8) and (2.5.10), can be found in [13] and (2.5.9) can be found
in [12]. Note that all three inequalities are applied to the matricization on thekth mode wherek is
the low-rank mode.
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Lemma 2. SupposeΩ is sampled from the Bernoulli model with parameterρ, LetZ ∈Rn1×n2··· ,×nK
and k is the low-rank mode in(2.3.1)-(2.3.2), andΩk is the supportΩ applied to the kth mode as
defined in(1.2.1). Then with the high probability,
∥∥ρ−1PTkPΩkPTk −PTk




∞ ≤ ε‖PTkZ(k)‖∞ (2.5.9)












for some C′2 > 0, provided thatρ ≥C2
logn(1)k
n(2)k
for some small constant C2 > 0.
2.5.3 Dual Certificates























S (k)+ τ(X 0−E0)(k)







ρn(1)k andS (k) is the kth unfolding of
S := sgn(E0),




k is sufficiently large.
Proof. Consider a feasible perturbation(X 0+∆,E0−PΩ[∆]). We now show that the objective








i ] ∈ ∂‖Ai [X 0]‖∗ , for any i ∈ [K]
S +F 0 ∈ ∂‖E0‖1,
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where for each i
PTk[W
0






















































































































The third equality requires choosingW0i = 0 for all i 6= k and picking upW0k andF 0 such that
〈A∗kW0k,∆〉 = 〈W0k,∆(k)〉= ‖PT⊥k [∆(k)]‖∗
〈F 0,∆〉 = ‖PΓ[∆]‖1 = ‖PΓk[∆(k)]‖1;
the last inequality is due to (2.5.11), thus
〈PTk
[
















































































Substituting (2.5.13) into (2.5.12), we obtain



















































which implies thatPTkPΓk is injective. As a result, (2.5.14) holds if and only if∆ = 0.
Proof of Theorem 1:








































]∥∥∥ ≤ λk4 .
(2.5.16)
.
[Proof of (2.5.15)] We constructY, which is supported onΓk, by gradually increasing the size of
































PTk −q−1j PTkPΓ j PTk
)
[Z j−1].










‖Z0‖∞, ‖Z j‖∞ ≤
1
2 j logn(1)k
‖Z0‖∞ ∀ j > 1,
∥∥∥
(

















∞. By the triangle inequality, we have
‖Z0‖∞ ≤ ‖T (k)‖∞ +‖PTk[S (k)]‖∞.
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and from the mutual incoherence condition (2.3.2)


















































































The last inequality holds whenCρ is large enough.




∥∥∥ ≤ ‖S (k)‖ and the sign matrixS (k) =
35

















whenCγ is sufficiently small.
• Fourth, we bound‖Yp‖∞.
‖Yp‖∞ ≤ ∑
j















































providedCρ is sufficiently large.













































































































Square Deal: Lower Bounds and Improved
Relaxations for Tensor Recovery
3.1 Introduction
In the previous chapter, we consider the problem of recovering aK-way tensorX ∈ Rn1×n2×···×nK
from linear measurementsz= G [X ] ∈ Rm. Typically, m≪ N = ∏Ki=1ni , and so the problem of
recoveringX from z is ill-posed. In the past few years, tremendous progress has been made in un-
derstanding how to exploit structural assumptions such as sp rsity for vectors [14] or low-rankness
for matrices [69] to develop computationally tractable methods for tackling ill-posed inverse prob-
lems. In many situations, convex optimization can estimatea structured object from near-minimal
sets of observations [1, 16, 56]. For example, ann×n matrix of rankr can, with high probabil-
ity, be exactly recovered fromCnr generic linear measurements, by minimizing the nuclear norm
‖X‖∗ = ∑i σi(X). Since a rankr matrix hasr(2n− r) degrees of freedom, this is nearly optimal. In
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contrast, we show in this chapter that the correct generalization of these results to low-rank tensors
is not true. The theoretical guarantees we achieved in the previous chapter for tensor recovery prob-
lems can be quite sub-optimal in general. For ease of statingresults, supposen1 = · · · = nK = n,
and ranktc(X )  (r, r, · · · , r). LetTr denote the set of all such tensors. We will consider the prob-
lem of estimating an elementX 0 of Tr from Gaussian measurementsG (i.e., zi = 〈G i ,X 〉, where
G i has i.i.d. standard normal entries). To describe a generic tensor inTr , we need at mostr
K + rnK
parameters. We also show that a certain nonconvex strategy can re over allX ∈ Tr exactly when
m> (2r)K +2nrK. In contrast, the best known theoretical guarantee for SNN minimization, due to
Tomioka et al. [80], shows thatX 0 ∈ Tr can be recovered (or accurately estimated) from Gaussian
measurementsG , providedm= Ω(rnK−1). It can be shown that this number of measurements is
alsonecessary: accurate recovery is unlikely unlessm= Ω(rnK−1). Thus, there is a substantial
gap between an ideal nonconvex approach and the best known tractable surrogate. Lastly, we intro-
duce a simple alternative, which we call thesquare reshapingmodel, which reduces the required
number of measurements toO(r⌊K/2⌋n⌈K/2⌉). For K > 3, this improves by a multiplicative factor
polynomial inn.
3.2 Bounds for Non-Convex and Convex Recovery Models
3.2.1 Non-convex models
In this section, we introduce a non-convex model for tensor recovery, and show that it recovers
low-rank tensors from near-minimal number of measurements. While our nonconvex formulation
is computationally intractable, it gives a baseline for evaluating tractable (convex) approaches.
40
For a tensor of low Tucker rank, the matrix unfolding along each mode is low-rank. Suppose
we observeG [X 0]∈Rm. We would like to attempt to recoverX 0 by minimizing some combination




ranktc(X ) s.t. G [X ] = G [X 0]. (3.2.1)
The recovery performance of program (3.2.1) depends heavily on the properties ofG . Suppose
(3.2.1) fails to recoverX 0 ∈ Tr . Then there exists anotherX ′ ∈ Tr such thatG [X ′] = G [X 0].
To guarantee that (3.2.1) recoversany X 0 ∈ Tr , a necessary and sufficient condition is thatG is
injective onTr , which is implied by the condition null(G)∩T2r = {0}. So, if null(G)∩T2r = {0},
(3.2.1) will recover anyX 0 ∈ Tr . We expect this to occur when the number of measurements
significantly exceeds the number of intrinsic degrees of freedom of a generic element ofTr , which
is O(rK +nrK). The following theorem shows that whenm is approximately twice this number,
with probability one,G is injective onTr :
Theorem 2. Whenever m≥ (2r)K + 2nrK + 1, with probability one,null(G)∩T2r = {0}, and
hence(3.2.1)recovers everyX 0 ∈ Tr .
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3.2.2 Convex models
[Sum of Nuclear Norms]
Since the nonconvex problem (3.2.1) is NP-hard for generalG , it is tempting to seek a convex
surrogate. We have discussed the SNN convexification for theTucker rank in the previous chapter,






λi‖X (i)‖∗ s.t. G [X ] = G [X 0], (3.2.2)
The optimization (3.2.2) was first introduced by [50] and hasbeen used successfully in applications
in imaging [27, 42, 44, 46, 73, 74]. Similar convex relaxations have been considered in a number
of theoretical and algorithmic works [28, 75, 76, 79, 80]. Itis not too surprising, then, that (3.2.2)
provably recovers the underlying tensorX 0, when the number of measurementsm is sufficiently
large. The following is a (simplified) corollary of results of Tomioka et. al. [79]1:
Corollary 3 (of [79], Theorem 3). Suppose thatX 0 has Tucker rank(r, . . . , r), and m≥ CrnK−1.
With high probability,X 0 is an optimal solution to(3.2.2), with eachλi = 1. Here, C is numerical.
This result shows that thereis a range in which (3.2.2) succeeds: loosely, when we undersample
by at most a factor ofm/N∼ r/n. However, the number of observationsm∼ rnK−1 is significantly
larger than the number of degrees of freedom inX 0, which is on the order ofrK + nrK. Is it
possible to prove a better bound for this model? Unfortunately, we show that in generalO(rnK−1)
measurements are alsonecessaryfor reliable recovery using (3.2.2):
1Tomioka et. al. also show noise stability whenm=Ω(rnK−1) and give extensions to the case where the ranktcX 0 =
(r1, . . . , rK) differs from mode to mode.
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×nK−1. Then if the
number of measurements m≤ κ−2, X 0 is not the unique solution to(3.2.2), with probability at
least1−4exp(− (κ−m−2)
2
16(κ−2) ). Moreover, there existsX 0 ∈ Tr for whichκ = rnK−1.
This implies that Corollary 3 (and other results of [79]) is ess ntially tight. Unfortunately,
it has negative implications for the efficacy of the sum of nuclear norms in (3.2.2): although a
generic elementX 0 can be described using at mostrK +nrK real numbers, we requireΩ(rnK−1)
observations to recover it using (3.2.2). Theorem 4 is a direct consequence of a much more gen-
eral principle underlying multi-structured recovery, whic is elaborated next. After that, in the
next section, we demonstrate that for low-rank tensor recovry, better convexifying schemes are
available.
[Square Deal]
The number of measurements promised by Corollary 3 and Theorem 4 is actually the same (up to
constants) as the number of measurements required to recovea tensorX 0 which is low-rank along
just one mode. Since matrix nuclear norm minimization correctly recovers an1×n2 matrix of rank
r whenm≥Cr(n1+n2) [16], solving
minimize‖X (1)‖∗ subject to G [X ] = G [X 0] (3.2.3)
also recoversX 0 w.h.p. whenm≥CrnK−1.
This suggests a more mundane explanation for the difficulty with (3.2.2): the termrnK−1 comes
from the need to reconstruct the right singular vectors of then×nK−1 matrixX (1). If we had some
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way of matricizing a tensor thatproduced a more balanced (square) matrixand alsopreserved the
low-rank property, we could remedy this effect, and reduce the overall sampling requirement. In
fact, this is possible when the orderK of X 0 is four or larger.
ForA∈Rm1×n1, and integersm2 andn2 satisfyingm1n1=m2n2, the reshaping operator reshape(A,m2,n2)
returns am2×n2 matrix whose elements are taken columnwise fromA. This operator rearranges
elements inA and leads to a matrix of different shape. In the following, wereshape matrixX (1)
to a more square matrix while preserving the low-rank property. Let X ∈ Rn1×n2×···×nK . Select
j ∈ [K] := {1, 2, · · · , K}. Then we define matrixX [ j ] as2













We can viewX [ j ] as a natural generalization of the standard tensor matricizat on. Whenj = 1, X [ j ]
is nothing butX (1). However, when somej > 1 is selected,X [ j ] could become a more balanced
matrix. This reshaping also preserves some of the algebraicstru tures ofX . In particular, we will
see that ifX is a low-rank tensor (in either the CP or Tucker sense),X [ j ] will be a low-rank matrix.




i ◦ · · · ◦a
(K)
i , then













2You can also think of (3.2.4) as embedding tensorX into the matrixX [ j ] as follows:X i1,i2,··· ,iK =
(




























(2) If X has Tucker decomposition3 X = C ×1U1×2U2×3 · · ·×K UK, then
X [ j ] = (U j ⊗·· ·⊗U1)C [ j ] (UK ⊗·· ·⊗U j+1)∗.
Using Lemma 4 and the fact that rank(A⊗B) = rank(A) rank(B), we obtain:
Lemma 5. Let ranktcX =(r1, r2, · · · , rK), andrankcp(X )= rcp. Thenrank(X [ j ])≤ rcp, andrank(X [ j ])≤
min
{
∏ ji=1 r i , ∏
K
i= j+1 r i
}
.
Thus,X [ j ] is not only more balanced but also maintains the low-rank property of tensorX ,
which motivates us to recoverX 0 by solving
minimize
∥∥X [ j ]
∥∥
∗ subject to G [X ] = G [X 0]. (3.2.5)
Using Lemma 5 and [16], we can prove that this relaxation exactly recoversX 0, when the number
of measurements is sufficiently large:
Theorem 5. Consider a K-way tensor with the same length (say n) along each mode. (1) IfX 0 has
CP rank r, using(3.2.5)with j = ⌈K2 ⌉, m≥Crn⌈
K
2 ⌉ is sufficient to recoverX 0 with high probability.




2 ⌉ is sufficient to
recoverX 0 with high probability.




2 ⌉) required to recoverX with square reshaping (3.2.5),
is always within a constant of the numberO(rnK−1) with the sum-of-nuclear-norms model, and is
3The mode-i (matrix) productA ×i B of tensorA with matrix B of compatible size is the tensorC such that
C (i) = BA(i).
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significantly smaller whenr is small andK ≥ 4. E.g., we obtain an improvement of a multiplicative
factor ofn⌊K/2⌋−1 whenr is a constant. This is a significant improvement.
Our square reshaping can be slightly generalized to group any j modes (say modesi1, i2, · · · , i j )
together rather than the firstj rows. DenoteI = {i1, i2, · · · , i j} andJ = [K]\I = {i j+1, i j+2, · · · , iK}.




k= j+1 nik can be defined similarly as in (3.2.4) but with
a relabeling preprocessing. For 1≤ k≤ K, we relabel modek as the original modeik. Denote the
relabeled tensor aŝX . Then we can define













Lemma 5 and Theorem 5 can be easily modified. As suggested by Theorem 5 (after modification),
in practice, we would like to setI that minimizes the quantity,









For tensors with different lengths or ranks, the comparisonbetween sum-of-nuclear-norms and our
square reshaping becomes more subtle. It is possible to construct examples for which the square
reshaping model does not have an advantage over the SNN model, even forK > 3. Nevertheless,
for a large class of tensors, our square reshaping is capableof reducing the number of generic
measurements required by SNN model, both in theory and in numerical experiments.
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3.3 Numerical Experiments
We corroborate the improvement of square reshaping with numerical experiments ontensor com-
pletion for both noise-free case (synthetic data) and noisy case (real data). Tensor completion
attempts to reconstruct the (approximately) low-rank tensor X 0 from a subsetΩ of its entries.
By imposing appropriate incoherence conditions (and modifying slightly arguments in [33]), it is
possible to prove exact/stable recovery guarantees for both our square deal formulation and the
SNN model for tensor completion. However, unlike the recovery problem under Gaussian random
measurements, due to the lack of sharp upper bounds, we have no proof that our square reshaping
model is guaranteed to outperform the SNN model here. Nonetheless, numerical results below
indicate clearly the advantage of our square approach, which much complements our theoretical
results established in previous sections.
3.3.1 Simulation
We generate a 4-way tensorX 0 ∈ Rn×n×n×n as X 0 = C 0 ×1 U1×2 U2×3 U3×4 U4, where the
core tensorC 0 ∈ R1×1×2×2 has i.i.d. standard Gaussian entries, and matricesU1, U2 ∈ Rn×1 and
matricesU3, U4 ∈ Rn×2, satisfyingU∗i U i = I , are drawn uniformly at random. The observed











∗ s.t. PΩ[X ] = PΩ[X 0]. (3.3.2)
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Tensor completion with Square Norm minimization

























Tensor completion with SNN minimization












Figure 3.1:Tensor completion. The colormap indicates the fraction of correct recovery, which
increases with brightness from certain failure (black) to certian success (white).Left: square
reshaping model.Right: SNN model.
We increase the problem sizen from 10 to 30 with increment 1, and the observation ratioρ from
0.01 to 0.2 with increment 0.01. For each(ρ,n)-pair, we simulate 5 test instances and declare a
trial to be successful if the recoveredX ⋆ satisfies‖X ⋆−X 0‖F/‖X 0‖F ≤ 10−2.
The optimization problems are solved using efficient first-order methods. Since (3.3.2) is equiv-
alent to standard matrix completion, we use the Augmented Lagrangian Method (ALM) proposed
in [47] to solve it. For the sum of nuclear norms minimization(3.3.1), we implement the acceler-
ated linearized Bregman algorithm [39] to solve it (which weill discuss in the appendix).
Figure 3.1 plots the fraction of correct recovery for each pair (black= 0% and white= 100%).
Clearly much larger white region is produced by square norm,which empirically suggests that
(3.3.2) outperforms (3.3.1) for tensor completion problem.
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3.3.2 Video Completion
Color videos can be naturally represented as 4-mode tensors(length×width×channels×frames).
In this part, we compare the performances of our square formulation and SNN model on video data
completion from randomly missing pixels. We consider threevid o datasets here:
1. The first video, referred to as the Ocean video is of size 112× 60× 3× 32. It records
the movements of ocean and has been used in [50] to demonstrate the efficacy of the SNN
model.
2. The second video, referred to as the Face video is of size 96×65×3×994. It is a YOUTUBE
video that records the face of a lady aging from young to old.
3. The third video, referred to as the Escalator video is of size 96×128×3×30. It records an
escalator in the airport with passengers travelling along the escalator.
For our square reshaping, we setI = {1,4} for the Ocean and the Escalator videos, and set
I = {1,2} for the Face video, to form the embedded matrixX I . Due to the existence of noise in

















‖PΩ[X ]−D‖2F +λ‖X I ‖∗ , (3.3.4)
whereD = PΩ[X 0] is the observed tensor,λi ≥ 0 andλ ≥ 0 are tuning parameters. Since the
purpose of our experiment is to compare the efficacy between SNN and square reshaping, to make
the comparison fair and meaningful, we should tune those parameters as optimally as possible.
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That is not an easy task, especially for SNN model (3.3.3), which involves four tuning parameters.
As a remedy, here we solve the nuclear norm constrained optimization problems. Specifically, we















F s.t.‖X I‖∗ ≤ β. (3.3.6)
In our experiments, we setβi andβ to their oracle values, i.e.βi =
∥∥(X 0)(i)
∥∥
∗ andβ = ‖(X 0)I‖∗.
By doing that, the solutions to (3.3.5) and (3.3.6) can be respectively regarded as the best achievable
results from (3.3.3) and (3.3.4) in terms of recoveringX 0.
Figures 3.2 and 3.3 display the results of recovery using (3.3.5) and (3.3.6). For the Ocean and
the Face videos, our square reshaping clearly outperforms the SNN model. We expect the benefits
of using our square formulation will be much magnified in multi-spectral video data, where the
number of channels could be much larger than 3. In such data, the video tensor tends to be low
rank in both the wavelength and the temporal modes. Thus we can group these two modes to form
our low-rank matrixX I . When the technique of taking multi-spectral data becomes mature in the
future, we believe our square reshaping model will be more useful and more significant for the
completion task.
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Figure 3.2: Sample snapshots from our datasets: Ocean, Face, Escalator.Left : sampled video (20
% for the Ocean video, 2% for the face video and 30% for the Escalator video). Middle : video
recovered by SNN model.Right: video recovered by square reshaping.






































































Accelerated Linearized Bregman Method
for Sparse Modeling problems
4.1 Introduction




J(x) s.t. Ax= b, (4.1.1)
whereA ∈ Rm×n, b ∈ Rm and J(x) is a norm function (e.g.,‖ · ‖1, ‖ · ‖∗ or ∑Ki=1‖ · ‖∗). The
linearized Bregman (LB) method was proposed in [93] to solvethe basis pursuit problem where
J(x) := ‖x‖1 in (4.1.1). The method was derived by linearizing the quadratic penalty term in
the augmented Lagrangian function that is minimized on eachiteration of the so-called Bregman
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method introduced in [64] while adding a prox term to it. The linearized Bregman method was
further analyzed in [8, 10, 92] and applied to solve the matrix completion problem in [8]. The
linearized Bregman method depends on a single parameterµ > 0 and, as the analysis in [8, 10]






‖x‖22, s.t. Ax= b, (4.1.2)
rather than the problem (4.1.1). It has been shown in this thesis that, for low-rank tensor recovery
problem whereJ(x) is defined as theSum of Nuclear Norms (SNN), the solution to (4.1.2) is also
a solution to problem (4.1.1) as long asµ is chosen large enough. Furthermore, it can be shown
that the linearized Bregman method can be viewed as a gradient escent method applied to the





where the objective functionGµ(y) is differentiable sincegµ(x) is strictly convex (see, e.g., [72]).
Motivated by this result, some techniques for speeding up the classical gradient descent method
applied to this dual problem such as taking Barzilai-Borwein (BB) steps [3], and incorporating it
into a limited memory BFGS (L-BFGS) method [48], were proposed in [92]. Numerical results
on the basis pursuit problem (4.1.1) reported in [92] show that e performance of the linearized
Bregman method can be greatly improved by using these techniques.
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Our starting point is also motivated by the equivalence betwe n applying the linearized Breg-
man method to (4.1.1) and solving the Lagrangian dual problem (4.1.3) by the gradient descent
method. Since the gradient ofGµ(y) can be shown to be Lipschitz continuous, it is well-known
that the classical gradient descent method with a properly chosen step size will obtain anε-optimal
solution to (4.1.3) (i.e., an approximate solutionyk such thatGµ(yk)−Gµ(y∗) ≤ ε) in O(1/ε) it-
erations. In [58], Nesterov proposed a technique for accelerating the gradient descent method for
solving problem of the form (4.1.3) (see, also, [59]), and proved that using this accelerated method,
the number of iterations needed to obtain anε-optimal solution is reduced toO(1/
√
ε) with a neg-
ligible change in the work required at each iteration. Nesterov also proved that theO(1/
√
ε) com-
plexity bound is the best bound that one can get if one uses only the first-order information. Based
on the above discussion, we propose an accelerated linearized Bregman (ALB) method for solving
(4.1.2) which is equivalent to an accelerated gradient descent method for solving the Lagrangian
dual (4.1.3) of (4.1.2). As a by-product, we show that the basic nd the accelerated linearized Breg-
man methods requireO(1/ε) andO(1/
√
ε) iterations, respectively, to obtain anε-optimal solution
with respect to the Lagrangian for (4.1.2).
4.2 Bregman and Linearized Bregman Methods
The Bregman method was introduced to the image processing community by Osher et al. in [64]
for solving the total-variation (TV) based image restoration problems. The Bregman distance [7]
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with respect to convex functionJ(·) between pointsu andv is defined as
DpJ(u,v) := J(u)−J(v)−〈p,u−v〉, (4.2.1)
wherep ∈ ∂J(v), the subdifferential ofJ at v. The Bregman method for solving (4.1.1) is given
below as Algorithm 4.1. Note that the updating formula forpk (Step 4 in Algorithm 4.1) is based




It was shown in [64,93] that the Bregman method (Algorithm 4.1) converges to a solution of (4.1.1)
in a finite number of steps.
Algorithm 4.1 Original Bregman Iterative Method
1: Input: x0 = p0 = 0.
2: for k= 0,1, · · · do




4: pk+1 = pk−A⊤(Axk+1−b);
5: end for
It is worth noting that for solving (4.1.1), the Bregman method is equivalent to the augmented
Lagrangian method [37,67,70] in the following sense.
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Theorem 6. The sequences{xk} generated by Algorithm 4.1 and by the augmented Lagrangian




xk+1 := argminxJ(x)−〈λk,Ax−b〉+ 12‖Ax−b‖2
λk+1 := λk− (Axk+1−b)
(4.2.2)
starting fromλ0 = 0 are exactly the same.






From the second equation in (4.2.2) and usingλ0 = 0, we getλk = −∑kj=1(Axj −b). Thus,pk =
A⊤λk for all k. Hence it is easy to see that Step 3 of Algorithm 4.1 is exactlythe same as the first
equation in (4.2.2) and that thexk+1 computed in Algorithm 1 and (4.2.2) are exactly the same.
Therefore, the sequences{xk} generated by both algorithms are exactly the same.







Although there are many algorithms for solving the subproblem (4.2.3) such as FPC [35], SPGL1
[84], FISTA [4] etc., it often takes them many iterations to do so. The linearized Bregman method
was proposed in [93], and used in [9, 10, 65] to overcome this difficulty. The linearized Breg-
man method replaces the quadratic term12‖Ax−b‖2 in the objective function that is minimized
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in Step 3 of Algorithm 4.1 by its linearization〈A⊤(Axk−b),x〉 plus a proximal term12µ‖x−xk‖2.
Consequently the updating formula forpk is changed since the optimality conditions for this min-
imization step become:
0∈ ∂J(xk+1)− pk+A⊤(Axk−b)+ 1
µ
(xk+1−xk).
In Algorithm 4.2 below we present a slightly generalized version of the original linearized Bregman
method that includes an additional parameterτ that corresponds to the length of a gradient step in
a dual problem.
Algorithm 4.2 Linearized Bregman Method
1: Input: x0 = p0 = 0, µ> 0 andτ > 0.
2: for k= 0,1, · · · do




4: pk+1 = pk− τA⊤(Axk−b)− 1µ(xk+1−xk);
5: end for
In [92], it is shown that whenµ‖A‖2 < 2, where‖A‖ denotes the largest singular value ofA,
the iterates of the linearized Bregman method (Algorithm 2 with τ = 1) converge to the solution of






‖x‖2 s.t. Ax= b. (4.2.4)
We prove in Theorem 7 below an analogous result for Algorithm2 for a range of values ofτ.
However, we first prove, as in [92], that the linearized Bregman ethod (Algorithm 2) is equivalent
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to a gradient descent method
yk+1 := yk− τ∇Gµ(yk) (4.2.5)
































is strictly convex and continuously differentiable with gradient∇Φµ(v)= v−ŵµ , andŵ=argminw{J(w)+
1
2µ‖w−v‖2} (e.g., see Proposition 4.1 in [5]). From this it follows that∇Gµ(y) = Aw∗−b. Hence
the gradient method (4.2.5) corresponds to Algorithm 4.3 below.
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Algorithm 4.3 Linearized Bregman Method (Equivalent Form)
1: Input: µ> 0, τ > 0 andy0 = τb.
2: for k= 0,1, · · · do
3: wk+1 := argminw{J(w)+ 12µ‖w‖2−〈yk,Aw−b〉};
4: yk+1 := yk− τ(Awk+1−b).;
5: end for
Lemma 6 and Theorem 7 below generalize Theorem 2.1 in [92] by allowing a step length
choice in the gradient step (4.2.5) and show that Algorithms4.2 and 4.3 are equivalent. Our proof
closely follows the proof of Theorem 2.1 in [92].
Lemma 6. xk+1 computed by Algorithm 4.2 equals wk+1 computed by Algorithm 4.3 if and only if
A⊤yk = pk− τA⊤(Axk−b)+ 1
µ
xk. (4.2.7)
Proof. By comparing Step 3 in Algorithms 4.2 and 4.3, it is obvious that wk+1 is equal toxk+1 if
and only if (4.2.7) holds.
Theorem 7. The sequences{xk} and{wk} generated by Algorithms 4.2 and 4.3 are the same.
Proof. We prove by induction that equation (4.2.7) holds for allk≥ 0. Note that (4.2.7) holds for
k = 0 sincep0 = x0 = 0 andy0 = τb. Now let us assume that (4.2.7) holds for all 0≤ k ≤ n−1;
thus by Lemma 6wk+1 = xk+1 for all 0≤ k≤ n−1. By iterating Step 4 in Algorithm 4.3 we get





















τA⊤(Axj −b) = A⊤yn,
where the last equality follows from (4.2.8); thus by induction (4.2.7) holds for allk ≥ 0, which
implies by Lemma 6 thatxk = wk for all k≥ 0.
Before analyzing Algorithms 4.2 and 4.3, we note that by defining vk = A⊤yk and algebraically
manipulating the last two terms in the objective function inStep 3 in Algorithm 4.3, Steps 3 and 4




wk+1 := argminwJ(w)+ 12µ‖w−µvk‖2
vk+1 := vk− τA⊤(Awk+1−b)
(4.2.9)
if we setv0 = τA⊤b. Because Algorithms 4.2 and 4.3 are equivalent, convergence results for the
gradient descent method can be applied to both of them. Thus we have the following convergence
result.
Theorem 8. Let J(w) ≡ ‖w‖1. Then Gµ(y) in the dual problem(4.2.6) is continuously differ-
entiable and its gradient is Lipschitz continuous with the Lipschitz constant L≤ µ‖A‖2. Conse-
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quently, if the step lengthτ < 2µ‖A‖2 , the sequences{x
k} and{wk} generated by Algorithms 4.2 and
4.3 converge to the optimal solution of(4.2.4).
Proof. WhenJ(x) = ‖x‖1, wk+1 in (4.2.9) reduces to
wk+1 = µ·shrink(vk,1),
where theℓ1 shrinkage operator is defined as
shrink(z,α) := sgn(z)◦max{|z|−α,0},∀z∈ Rn,α > 0. (4.2.10)
Gµ(y) is continuously differentiable sincegµ(x) is strictly convex. Since for any pointy, ∇Gµ(y) =
Aw−b, wherew= µ · shrink(A⊤y,1), it follows from the fact that the shrinkage operator is non-
expansive, i.e.,
‖shrink(s,α)−shrink(t,α)‖ ≤ ‖s− t‖, ∀s, t,α
that
‖∇Gµ(y1)−∇Gµ(y2)‖= ‖µ·A ·shrink(A⊤y1,1)−µ·A ·shrink(A⊤y2,1)‖
≤ µ· ‖A‖ · ‖A⊤(y1−y2)‖
≤ µ‖A‖2‖y1−y2‖,
for any two pointsy1 andy2. Thus the Lipschitz constantL of ∇Gµ(·) is bounded above byµ‖A‖2.
Whenτ < 2
µ‖A‖2 , we haveτL < 2 and thus|1−τL|< 1. It then follows that the gradient descent
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methodyk+1 = yk− τ∇Gµ(yk) converges and therefore Algorithms 4.2 and 4.3 converge tox∗µ, the
optimal solution of (4.2.4).
Before developing an accelerated version of the LB algorithm in the next section. We would
like to comment on the similarities and differences betweenth LB method and Nesterov’s com-
posite gradient method [61] and the ISTA method [4] applied to problem (4.1.1) and related prob-
lems. The latter algorithms iterate Step 3 in the LB method (Algorithm 4.2) with pk = 0, and








Hence, while these methods and the LB method both linearize the quadratic term‖Ax−b‖2 while
handling the nonsmooth term‖x‖1 directly, they are very different.
Similar remarks apply to the accelerated LB method presented i the next section and fast
versions of ISTA and Nesterov’s composite gradient method.
Remark 1. The Algorithm 4.2 and 4.3 can be viewed as the primal and dual imp ementations for
the linearized Bregman. The variables x and p are primal variable while y is the dual variable.
4.3 The Accelerated Linearized Bregman Algorithm
Based on Theorem 7, i.e., the equivalence between the linearized Bregman method and the gradient
descent method, we can accelerate the linearized Bregman method by techniques used to accelerate
the classical gradient descent method. In [92], Yin considere several techniques such as line
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search, BB step and L-BFGS, to accelerate the linearized Bregman method. Here we consider the
acceleration technique proposed by Nesterov in [58, 59]. This technique accelerates the classical
gradient descent method in the sense that it reduces the iteration complexity significantly without
increasing the per-iteration computational effort. For the unconstrained minimization problem
(4.1.3), Nesterov’s accelerated gradient method replacesthe gradient descent method (4.2.5) by




xk+1 := yk− τ∇Gµ(yk)
yk+1 := αkxk+1+(1−αk)xk,
(4.3.1)
where the scalarsαk are specially chosen weighting parameters. A typical choice for αk is αk =
3
k+2. If τ is chosen so thatτ ≤ 1/L, whereL is the Lipschitz constant for∇Gµ(·), Nesterov’s ac-
celerated gradient method (4.3.1) obtains anε-optimal solution of (4.1.3) inO(1/
√
ε) iterations,
while the classical gradient method (4.2.5) takesO(1/ε) iterations. Moreover, the per-iteration
complexities of (4.2.5) and (4.3.1) are almost the same since computing the gradient∇Gµ(·) usu-
ally dominates the computational cost in each iteration. Nesterov’s acceleration technique has
been studied and extended by many others for nonsmooth minimizat on problems and variational
inequalities, e.g., see [4,29,30,32,57,60,61,81].
Our accelerated linearized Bregman method is given below asAlgorithm A.1. The main dif-
ference between it and the basic linearized Bregman method (Algorithm 4.2) is that the latter uses
the previous iteratexk and subgradientpk to compute the new iteratexk+1, while Algorithm A.1
uses extrapolations ˜xk andp̃k that are computed as linear combinations of the two previousiterates
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and subgradients, respectively. Carefully choosing the sequence of weighting parameters{αk}
guarantees an improved rate of convergence.
Algorithm 4.4 Accelerated Linearized Bregman Method
1: Input: x0 = x̃0 = p̃0 = p0 = 0, µ> 0, τ > 0.
2: for k= 0,1, · · · do
3: xk+1 = argminxD
p̃k
J (x, x̃
k)+ τ〈A⊤(Ax̃k−b),x〉+ 12µ‖x− x̃k‖2;
4: pk+1 = p̃k− τA⊤(Ax̃k−b)− 1µ(xk+1− x̃k);
5: x̃k+1 = αkxk+1+(1−αk)xk;
6: p̃k+1 = αkpk+1+(1−αk)pk.
7: end for
In the following, we first establish the equivalence betweenthe accelerated linearized Bregman
method and the corresponding accelerated gradient descentmethod (4.3.1), which we give explic-
itly as (4.3.2) below applied to the dual problem (4.2.6). Based on this, we then present complexity
results for both basic and accelerated linearized Bregman methods. Not surprisingly, the acceler-
ated linearized Bregman method improves the iteration complexity from O(1/ε) to O(1/
√
ε).
Theorem 9. The accelerated linearized Bregman method (Algorithm A.1)is equivalent to the ac-




wk+1 := argminJ(w)+ 12µ‖w‖2−〈ỹk,Aw−b〉
yk+1 := ỹk− τ(Awk+1−b)
ỹk+1 := αkyk+1+(1−αk)yk.
(4.3.2)
More specifically, the sequence{xk} generated by Algorithm A.1 is exactly the same as the se-
quence{wk} generated by(4.3.2).
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Proof. Note that the Step 3 of Algorithm A.1 is equivalent to
xk+1 := argminJ(x)−〈p̃k,x〉+ τ〈A⊤(Ax̃k−b),x〉+ 1
2µ
‖x− x̃k‖2. (4.3.3)
Comparing (4.3.3) with the first equation in (4.3.2), it is eay to see thatxk+1 = wk+1 if and only if
A⊤ỹk = p̃k+ τA⊤(b−Ax̃k)+ 1
µ
x̃k. (4.3.4)
We will prove (4.3.4) in the following by induction. Note that (4.3.4) holds fork= 0 since ˜y0 = τb
andx̃0 = p̃0 = 0. As a result, we havex1 = w1. By definingw0 = 0, we also havex0 = w0,
A⊤ỹ1 = A⊤(α0y1+(1−α0)A⊤y0) = α0A⊤ỹ0+α0τA⊤(b−Aw1)+(1−α0)A⊤y0. (4.3.5)
On the other hand,
p1 = p̃0+ τA⊤(b−Ax̃0)− 1
µ
(x1− x̃0) = A⊤ỹ0− 1
µ
x1, (4.3.6)
where for the second equality we used (4.3.4) fork = 0. Expressing ˜p1 and x̃1 in terms of their
affine combinations ofp1, p0, x1 andx0, then substituting forp1 using (4.3.6) and using the fact
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Thus we proved that (4.3.4) holds fork= 1. Now let us assume that (4.3.4) holds for 0≤ k≤ n−1,
which impliesxk = wk,∀0≤ k≤ n sincex0 = w0. We will prove that (4.3.4) holds fork= n.
First, note that
pn = p̃n−1+ τA⊤(b−Ax̃n−1)− 1
µ
(xn− x̃n−1) = A⊤ỹn−1− 1
µ
xn, (4.3.7)
where the first equality is from Step 4 of Algorithm A.1 and thesecond equality is from (4.3.4) for
k= n−1. From Step 6 of Algorithm A.1 and (4.3.7), we have
p̃n = αn−1pn+(1−αn−1)pn−1




where the last equality uses Step 5 of Algorithm A.1. On the otr hand, from (4.3.2) we have
A⊤ỹn = A⊤(αn−1yn+(1−αn−1)yn−1)




where the third equality is fromwn = xn and wn−1 = xn−1, the last equality is from Step 5 of
Algorithm A.1. Combining (4.3.8) and (4.3.9) we get that (4.3. ) holds fork= n.
Like the linearized Bregman, we can also use a simpler implementation for accelerated lin-
earized Bregman method in which the main computation at eachstep is a proximal minimization.




wk+1 := argminJ(w)+ 12µ‖w−µṽk‖2
vk+1 := ṽk− τA⊤(Awk+1−b)
ṽk+1 := αkvk+1+(1−αk)vk
(4.3.10)
As before this follows from lettingvk = A⊤yk and ṽk = A⊤ỹk and completing the square in the
objective function in the first equation of (4.3.2).
Next we prove iteration complexity bounds for both basic andccelerated linearized Breg-
man algorithms. Since these algorithms are standard gradient escent methods applied to the
Lagrangian dual function and these results have been well established. For the completeness, we
provide the proofs in the appendix.
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Theorem 10. Let the sequence{xk} be generated by the linearized Bregman method (Algorithm
4.2) and(x∗,y∗) be the pair of optimal primal and dual solutions for Problem(4.2.4). Let {yk}
be the sequence generated by Algorithm 4.3 and suppose the step lengthτ ≤ 1L , where L is the











Thus, if we further haveτ ≥ β/L, where0 < β ≤ 1, then(xk+1,yk) is an ε-optimal solution to
Problem(4.2.4)with respect to the Lagrangian function if k≥ ⌈C/ε⌉, where C:= L‖y
∗−y0‖2
2β .
Before we analyze the iteration complexity of the accelerated linearized Bregman method, we
introduce a lemma from [81] that we will use in our analysis.
Lemma 7 (Property 1 in [81]). For any proper lower semicontinuous functionψ : Rn → (−∞,+∞]


















The following theorem gives an iteration-complexity result for the accelerated linearized Breg-
man method. Our proof of this theorem closely follows the proof of Proposition 2 in [81].
Theorem 11. Let the sequence{xk} be generated by accelerated linearized Bregman method (Al-
gorithm A.1) and(x∗,y∗) be the optimal primal and dual variable for Problem(4.2.4). Let {αk}
be chosen as
αk−1 = 1+θk(θ−1k−1−1), (4.3.13)
where




Let the sequence{yk} be defined as in(4.3.2)and the step lengthτ ≤ 1L , where L is the Lipschitz






Thus, if we further haveτ ≥ β/L, where0 < β ≤ 1, then(xk+1,yk) is an ε-optimal solution to





Remark 2. The proof technique and the choice ofθk used here are suggested in [81] for acceler-
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ating the basic algorithm. Other choices ofθk can be found in [4, 58, 59, 81]. They all work here
and give the same order of iteration complexity.
4.4 Extension Problems with Additional Convex Constraints
We now consider extensions of both the LB and ALB methods to problems of the form
min
x∈X
J(x) s.t Ax= b, (4.4.1)
whereX is a nonempty closed convex set inRn. It is not clear how to extend the LB and ALB
methods (Algorithms 4.2 and A.1) to problem (4.4.1) since wecan no longer rely on the relation-
ship
0∈ ∂J(xk+1)− pk+A⊤(Axk−b)+ 1
µ
(xk+1−xk)
to compute a subgradientpk+1 ∈ ∂J(xk+1). Fortunately, the Lagrangian dual gradient versions of
these algorithms do not suffer from this difficulty. All thatis required to extend them to problem








remains the same. Also it is clear that the iteration complexity results given in Theorems 10 and
11 apply to these algorithms as well.
Being able to apply the LB and ALB methods to problems of the form f (4.4.1) greatly expands
their usefulness. One immediate extension is to compressedsensing problems in which the signal
is required to have nonnegative components. Also (4.4.1) directly includes all linear programs.
Applying the LB and ALB to such problems, with the goal of onlyobtaining approximated optimal
solutions, will be the subject of a future paper.
4.5 Numerical Experiments
In this section, we report some numerical results that demonstrate the effectiveness of the acceler-
ated linearized Bregman algorithm. All numerical experiments were run in MATLAB 7.3.0 on a
Dell Precision 670 workstation with an Intel Xeon(TM) 3.4GHZ CPU and 6GB of RAM.
4.5.1 Numerical Results on Compressed Sensing Problems
In this subsection, we compare the performance of the accelerat d linearized Bregman method
against the performance of the basic linearized Bregman method on a variety of compressed sens-
ing problems of the form (4.1.1).
We use three types of sensing matricesA ∈ Rm×n. Type (i): A is a standard Gaussian matrix
generated by therandn(m,n) function in MATLAB. Type (ii): A is first generated as a standard
Gaussian matrix and then normalized to have unit-norm columns. Type (iii): The elements ofA
are sampled from a Bernoulli distribution as either+1 or−1. We use two types of sparse solutions
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x∗ ∈ Rn with sparsitys (i.e., the number of nonzeros inx∗). The positions of the nonzero entries
of x∗ are selected uniformly at random, and each nonzero value is sampled either from (i) standard
Gaussian (therandnfunction in MATLAB) or from (ii) [−1,1] uniformly at random (2∗ rand−1
in MATLAB).
For compressed sensing problems, whereJ(x) = ‖x‖1, the linearized Bregman method reduces





vk+1 := vk+ τA⊤(b−Axk+1),
where theℓ1 shrinkage operator is defined in (4.2.10). Similarly, the accelerated linearized Breg-





vk+1 := ṽk+ τAT(b−Axk+1)
ṽk+1 := αkvk+1+(1−αk)vk.
Both algorithms are very simple to program and involve only oneAx and oneA⊤y matrix-vector
multiplication in each iteration.
We ran both LB and ALB with theseedused for generating random number in MATLAB
setting as 0. Here we setn = 2000,m= 0.4× n,s= 0.2×m,µ = 5 for all data sets. We set
τ = 2
µ‖A‖2 . We terminated the algorithms when the stopping criterion
‖Axk−b‖/‖b‖< 10−5 (4.5.1)
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was satisfied or the number of iterations exceeded 5000. Notetha (4.5.1) was also used in [92].
We report the results in Table 4.5.1.
Table 4.1: Compare linearized Bregman (LB) with accelerated linearized Bregman (ALB)
Standard Gaussian matrixA Number of Iterations Relative error‖x−x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,s= 0.2m) LB ALB LB ALB
Gaussian 2000 5000+ 330 5.1715e-3 1.4646e-5
Uniform 2000 1681 214 2.2042e-5 1.5241e-5
Normalized Gaussian matrixA Number of Iterations Relative error‖x−x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,s= 0.2m) LB ALB LB ALB
Gaussian 2000 2625 234 3.2366e-5 1.2664e-5
Uniform 2000 5000+ 292 1.2621e-2 1.5629e-5
Bernoulli +1/-1 matrixA Number of Iterations Relative error‖x−x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,s= 0.2m) LB ALB LB ALB
Gaussian 2000 2314 222 4.2057e-5 1.0812e-5
Uniform 2000 5000+ 304 1.6141e-2 1.5732e-5
In Table 4.5.1, we see that for three out of six problems, LB did not achieve the desired con-
vergence criterion within 5000 iterations, while ALB satisfied this stopping criterion in less than
330 iterations on all six problems. To further demonstrate the significant improvement the ALB
achieved over LB, we plot in Figures 4.1, 4.2 and 4.3 the Euclidean norms of the residuals and the
relative errors as a function of the iteration number that were obtained by LB and ALB applied to
the same data sets. These figures also depict the non-monotonic behavior of the ALB method.
ALB and other fast implementations
We compare our results with the implementations used in [92], i.e, (BB+LS) kicking+BB line-
search, (LB) L-BFGS. We use the randomly generatedA andx∗. The stopping criterion (4.5.1) is
used.
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Figure 4.1: Gaussian matrixA, Left: Gaussianx∗, Right: Uniformx∗












































Figure 4.2: Normalized Gaussian matrixA, Left: Gaussianx∗, Right: Uniformx∗
















































Figure 4.3: Bernoulli matrixA, Left: Gaussianx∗, Right: Uniformx∗
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In Table 4.5.1, we report the number of iterations before reaching the stopping criterion. For
fairness of comparison, we record the number ofA andAT multiplications at each iteration. The
choices ofA andx∗ are stated in the table. We setµ= 5 uniformly for all tests and exact regulariza-
tion holds for all of the tested problem. This can be seen fromthe low relative errors ofO(10−6)
achieved by ALB method. Increasingα will maintain exact regularization but make the algorithms
take more iterations
4.5.2 Numerical Results on Matrix Completion Problems
There are fast implementations of linearized Bregman [8] and other solvers [51,52,78,88] for solv-
ing matrix completion problems. We do not compare the lineariz d Bregman and our accelerated
linearized Bregman algorithms with these fast solvers here. Rather our tests are focused only on
comparing ALB with LB and verifying that the acceleration actually occurs in practice for matrix
completion problems. The nuclear norm matrix completion problem (1.2.7), i.e.,
min
X
‖X‖∗ s.t. PΩ(X) = PΩ(M), (4.5.2)
where[PΩ(X)]i j = Xi j if (i, j) ∈ Ω and[PΩ(X)]i j = 0 otherwise. When the convex functionJ(·) is
the nuclear norm of matrixX, the Step 3 of Algorithm 4.2 with inputsXk,Pk can be reduced to





‖X− (Xk−µ(τPΩ(PΩXk−PΩ(M))−Pk))‖2F . (4.5.3)
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It is known (see, e.g., [8,52]) that (4.5.3) has the closed-form solution,
Xk+1 = Shrink(Xk−µ(τPΩ(PΩXk−PΩ(M))−Pk),µ),
where the matrix shrinkage operator is defined as
Shrink(Y,γ) :=UDiag(max(σ− γ,0))V⊤,
andY = UDiag(σ)V⊤ is the singular value decomposition (SVD) of matrixY. Thus, a typical
iteration of the linearized Bregman method (Algorithm 4.2), with initial inputsX0 = P0 = 0, for





Pk+1 := Pk− τ(PΩXk−PΩM)− (Xk+1−Xk)/µ.
(4.5.4)
Similarly, a typical iteration of the accelerated linearized Bregman method (Algorithm A.1), with











where the sequenceαk is chosen according to Theorem 11. We compare the performance of LB
and ALB on a variety of matrix completion problems. We created matricesM ∈ Rn×n with rankr
by the following procedure. We first created standard Gaussin matricesML ∈Rn×r andMR∈Rn×r
and then we setM = MLM⊤R . The locations of thep known entries inM were sampled uniformly,
and the values of thesep known entries were drawn from an iid Gaussian distribution.The ratio
p/n2 between the number of measurements and the number of entriesi the matrix is denoted
by “SR” (sampling ratio). The ratio between the dimension ofthe set ofn×n rank r matrices,
r(2n− r), and the number of samplesp, is denoted by “FR”. In our tests, we fixedFR to 0.2 and
0.3 andr to 10. We tested five matrices with dimensionn = 100,200,300,400,500 and set the
numberp to r(2n− r)/FR. The random seed for generating random matrices in MATLAB was
set to 0.µ was set to 5n (a heuristic argument for this choice can be found in [8]). Weset the step
lengthτ to 1/µ since for matrix completion problems‖PΩ‖= 1. We terminated the code when the
relative error between the residual and the true matrix was les than 10−4, i.e.,
‖PΩ(Xk)−PΩ(M)‖F/‖PΩ(M)‖F < 10−4. (4.5.6)
Note that this stopping criterion was used in [8]. We also setth maximum number of iteration to
2000.
We report the number of iterations needed by LB and ALB to reach (4.5.6) in Table 4.5.2. Note
that performing the shrinkage operation, i.e., computing an SVD, dominates the computational cost
in each iteration of LB and ALB. Thus, the per-iteration complexities of LB and ALB are almost
the same and it is reasonable to compare the number of iterations needed to reach the stopping
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Figure 4.4: Comparison of LB and ALB on matrix completion problems with rank= 10,FR= 0.2
criterion. We report the relative errore r := ‖Xk−M‖F/‖M‖F between the recovered matrixXk
and the true matrixM in Table 4.5.2. We see from Table 4.5.2 that ALB needed significantly fewer
iterations to meet the stopping criterion (4.5.6).
In Figures 4.4 and 4.5, we plot the Frobenius norms of the residuals and the relative errors
obtained by LB and ALB for iteration 1-500 for the tests involving matrices with dimension=
200,300,400 and 500. Note that the non-monotonicity of ALB is far lesspronounced on these
problems.
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Figure 4.5: Comparison of LB and ALB on matrix completion problems with rank= 10,FR= 0.3
79
Table 4.2: Compare accelerated linearized Bregman (ALB) with BB line search (BB+LS) and the
original linearized Bregman (LB)
µ= 5
Normalized Gaussian matrixA TotalA andAT multiplications Relative error‖x− x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,k= 0.2m) LB BB+LS ALB LB BB+LS ALB
Uniform 1000 2000+ 1014 538 9.999e-003 5.755e-007 1.538e-006
Uniform 2000 2000+ 990 582 8.304e-003 4.309e-007 1.638e-006
Uniform 4000 2000+ 1852 702 7.202e-003 2.997e-007 1.563e-006
Gaussian 1000 1486 242 320 3.747e-006 1.066e-006 1.403e-006
Gaussian 2000 2000+ 632 374 1.475e-003 2.976e-006 1.436e-006
Gaussian 4000 2000+ 2000+ 888 2.817e-003 5.839e-004 1.229e-006
Gaussian matrixA TotalA andAT multiplications Relative error‖x− x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,k= 0.2m) LB BB+LS ALB LB BB+LS ALB
Uniform 1000 2000+ 1768 622 4.688e-003 1.169e-006 1.474e-006
Uniform 2000 2000+ 2000+ 1116 7.061e-003 1.526e-004 1.429e-006
Uniform 4000 2000+ 1626 532 5.488e-003 1.268e-006 1.504e-006
Gaussian 1000 2000+ 492 448 1.347e-004 3.845e-006 1.419e-006
Gaussian 2000 2000+ 1832 736 9.450e-003 4.329e-006 1.317e-006
Gaussian 4000 2000+ 2000+ 738 3.396e-003 2.079e-004 1.189e-006
µ= 10
Normalized Gaussian matrixA TotalA andAT multiplications Relative error‖x− x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,k= 0.2m) LB BB+LS ALB LB BB+LS ALB
Uniform 1000 2000+ 1772 624 2.641e-002 6.812e-007 1.420e-006
Uniform 2000 2000+ 1728 616 1.652e-002 4.393e-007 1.443e-006
Uniform 4000 2000+ 2000+ 778 1.122e-002 2.151e-003 1.406e-006
Gaussian 1000 1580 222 302 2.498e-006 7.572e-007 1.481e-006
Gaussian 2000 2000+ 752 420 1.169e-003 6.956e-007 1.435e-006
Gaussian 4000 2000+ 2000+ 808 2.503e-003 4.236e-004 1.383e-006
Gaussian matrixA TotalA andAT multiplications Relative error‖x− x∗‖/‖x∗‖
Type ofx∗ n(m= 0.4n,k= 0.2m) LB BB+LS ALB LB BB+LS ALB
Uniform 1000 2000+ 2000+ 690 3.142e-002 2.778e-003 1.504e-006
Uniform 2000 2000+ 2000+ 1562 1.220e-002 4.865e-005 1.276e-006
Uniform 4000 2000+ 1618 730 1.463e-002 6.519e-004 1.561e-006
Gaussian 1000 1622 264 426 3.218e-006 1.369e-006 1.425e-006
Gaussian 2000 2000+ 1874 584 9.626e-003 8.747e-007 1.502e-006
Gaussian 4000 2000+ 2000+ 836 2.796e-003 6.113e-004 1.251e-006
Table 4.3: Comparison between LB and ALB on Matrix Completion Problems
FR= 0.2, rank= 10 FR= 0.3, rank= 10
n SR iter-LB err-LB iter-ALB err-ALB SR iter-LB err-LB iter-ALB err-ALB
100 0.95 85 1.07e-4 63 1.11e-4 0.63 294 1.75e-4 163 1.65e-4
200 0.49 283 1.62e-4 171 1.58e-4 0.33 1224 3.76e-4 289 1.83e-4
300 0.33 466 1.64e-4 261 1.60e-4 0.22 2000+ 3.59e-3 406 1.93e-4
400 0.25 667 1.79e-4 324 1.65e-4 0.17 2000+ 1.12e-2 455 1.80e-4
500 0.20 831 1.76e-4 398 1.65e-4 0.13 2000+ 3.14e-2 1016 7.49e-3
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Chapter 5
Fast Linearized Bregman Algorithms On
Linear Programming Problems
In this chapter, we discuss how to apply the linearized Bregman ethod to linear programming





It is equivalent to (4.1.1) with
J(x) := c⊤x+1(x≥ 0),
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pk+1 = pk− τA⊤(Axk−b)− 1µ(xk+1−xk).
(5.0.2)





p̃k+1 = p̃k− τA⊤(Axk−b)− 1µ(xk+1−xk),
(5.0.3)
where p̃k is the subgradient of the indicator function1(x ≥ 0). We also have the corresponding






ṽk+1 = ṽk− τA⊤(Axk+1−b).
(5.0.4)
5.1 A New Convergence Analysis for the LB Method
Although the convergence for the general LB method has been wll studied, we propose a new way
of analyzing the LB method on LP problems. It becomes clearerin this analysis why the regular
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LB method converges slowly, and how we can improve it. First we introduce the notation to be
used throughout this section:
[Notation]
• uk := A⊤(Axk−b);
• a≥v (≤v)b for two vectorsa,b∈ R n if and only if |a j | ≥ (≤)|b j | and sgn(a j) = sgn(b j) for
all j;
• Let Ik be the support of the variablexk andĪk be the complementary set ofIk.
• For simplicity, we assume that the supportIk is the first|Ik| elements(1,2, · · · |Ik|) of {1,2, · · ·m}.
• Let Ak := AIk be the sub-matrix ofA that contains only columns inIk, andĀk be the rest of








• Let the range(A) and range(A⊤) be the subspaces spanned by the columns ofA andA⊤,
respectively.
Lemma 8. If the linearized Bregman method (e.g.(4.2.9) is applied to the compressed sensing
and the linear programming problems, we have
xk−xk+1 ≤v τµuk (5.1.1)
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Proof. For the compressed sensing problems, we have
xk+1 = µ·shrink(vk,1).
Using the update










xk−xk+1 = µ((vk−1)+− (vk)+)
≤v µ(vk−1−vk)
≤v µτuk.
Theorem 12. When applied to the compressed sensing and linear programming problems with
τ < 2µ‖A‖2 , the linearized Bregman algorithm (Algorithm 4.2) has the following properties.
1. vk = pk+ 1µx
k ∈ span{A⊤}
2. ‖Axk+1−b‖2 < ‖Axk−b‖2
















0 = 0∈ span{A⊤}, the claim is true since the increment topk+
1
µx
k on each iteration is also in the subspace spanned byA⊤.
2. Letµτũk be the actual increment ofxk+1 overxk, i.e.,
xk+1 = xk−µτũk.
From Lemma 8, we know that
ũk ≤v uk, (5.1.2)
which means the magnitude of each component of ˜uk is dominated by that ofuk.










F ′(α) = 2(Aũk)⊤(A(xk−αµũk)−b)
= 2(Aũk)⊤(Axk−b)−2αµ(Aũk)⊤Aũk
= 2(ũk)⊤uk−2αµ(ũk)⊤(A⊤A)ũk.















andxk+1 = xk− τµũk, we will have
‖Axk+1−b‖2 < ‖Axk−b‖2.
3. For any other feasible solutionz such thatAz= b, let us check the optimality conditions
〈∂J(x∗),x∗−z〉 = 〈p∗+ 1
µ
x∗,x∗−z〉,






for somey∗, then the optimality conditions can be written as






which implies thatx∗ is the optimal solution.
Remark 3. In the original linearized Bregman method, the iterative update for vk = pk+ 1µx
k is
vk+1 = vk− τA⊤(Axk−b).
On the other hand, from Theorem 12, we know that any update of the form
vk+1 = vk−dk, xk+1 = µ(vk+1)+




Indeed, we could have a much better choice for dk than τA⊤(Axk − b). In the next section, we
demonstrate scenarios whereτA⊤(Axk − b) results in an inefficient update, and how a smarter
choice of dk can significantly accelerate the convergence rate.
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5.2 A new fast linearized Bregman method for the linear pro-
gramming
In this section, we first discuss the Kicking technique whichwas originally proposed for solving
the compressed sensing problem. Here we show that it can be easily applied to the linear program-
ming problem. Besides the Kicking technique, we also consider combining it with theConjugate
Gradient (CG)andBFGSmethods to further accelerate the convergence rate.
5.2.1 The Kicking technique
The so-called Kicking technique was proposed by Osher et.al. [65] to accelerate the linearized
Bregman method for solving the compressed sensing problems. In the following, we present some
important observations that motivate the use of the Kickingtechnique, as well as the features of
the Kicking technique that enable it to be extended to solving more general problems. These
observations are mostly based on the primal implementations (Algorithm 4.2 and A.1).
1. The relationship between the primal variablesx andp and the dual variablesy andv is:














3. The current iteratexk is the unique optimal solution of (4.2.4) whenever it satisfies primal
feasibility, i.e.,Axk = b. Therefore the convergence rate of the linearized Bregman method
highly depends on how fast the residual‖Axk−b‖2 decreases.
4. In step 3 of Algorithms 4.2 and A.1, when the difference betweenxk+1 andxk (x̃k in Algo-
rithm A.1) is small and they share the same support, i.e.,Ik = Ik+1, then
J(xk+1)−J(xk)−〈pk,xk+1−xk〉= 0. (5.2.3)
Therefore at that iteration, the linearized Bregman iteration reduces to a gradient descent







where Ik = {i : xki > 0} denotes the set of indices of the nonzero components ofxk, xIk
denotes a vector inR|Ik| containing only the elements ofx in Ik andAIk is the sub-matrix ofA
corresponding toxkIk.
However, when the magnitude of descent directionA⊤Ik(Ax
k−b) is so small that
xk+1j ≈ xkj , j ∈ Ik
xk+1j = x
k




stagnation will occur. Therefore it is not efficient to continue to solve forx within the same support
Ik. To get around this problem, the Kicking technique creates ashort-cut leading to the new active
set Ik+1. More specifically, in Algorithm 4.2 the Kicking technique fixes the variablexk+1 := xk








j ∈ I ck (5.2.4)
pk+1j := p
k
j j ∈ Ik (5.2.5)
where∆t is defined as
∆t := max{t : pk+1 ∈ ∂J(xk)}. (5.2.6)
In other words,∆t is the time when condition (5.2.3) is about to be violated. The computation on
the r.h.s of (5.2.6) is easily performed whenJ(x) is a piecewise linear function such as‖x‖1. More
broadly speaking, besides the compressed sensing problems, the Kicking technique is also applica-
ble to problems withpiecewise linearobjective which naturally includes the linear programming
problem, i.e.,
J(x) := c⊤x+1{x≥ 0},
where1{·} is the indicator function.
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As explained above, the Kicking technique is invoked whenevr the support setIk of the iterate
xk does not change for many iterations due to the the small magnitude of the gradient descent step.
Generally speaking, the slower the supportIk changes, the more likely the Kicking technique will
be invoked. For linear programming problems, simple simulations presented in the next section
show that the support setIk changes even less frequently than in compressed sensing problems.
This implies that the Kicking technique can be also useful for linear programming problems to
avoid stagnation in the vicinity of the optimal solution of min‖AIkx−b‖2.
Remark 4. Note that by calling the Kicking technique, extra small errors will be introduced. This
is because, when applying the Kicking technique, we are violating the condition
vk+1 ∈ span{A⊤}
since we added vk by the partial vector ukĪk instead of the whole vector u
k. This introduces an error
to the final solution x∗. On the other hand, the error can be neglected if we use the Kicking only
when ukIk is very small, which is exactly the case when x
k+1 ≈ xk. Sometimes it limits the use of
the Kicking technique which means that, in order to make the error negligible, it can not be called
freely unless the residual is decreasing extremely slowly.
5.2.2 The linearized Bregman method with conjugate gradient steps
In [65], it has been demonstrated that the Kicking techniquecan be effective for compressed sens-
ing problems. In contrast, for linear programming problems, the numerical experiments suggest
that “stagnation” is in general not the only reason for the slow convergence. Therefore accelera-
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Figure 5.1: Linearized Bregman method on Netlib data ’ADLITTL .mat’. Left: ‖Axk−b‖22, Right:
‖xk+1−xk‖22
tion techniques other than “Kicking” need to be developed. An illustration of this is the following.
We applied the linearized Bregman to the data set ofADLITTLE.matin Netlib, and we set the
following criterion for calling the Kicking technique.
‖xk+1−xk‖ ≤ 0.1.
From Figure 5.1, we see that the overall convergence rate wasfairly slow. As the main indicator
of the convergence,‖Axk−b‖22, decayed slowly to around 10−3 after 104 iterations. Surprisingly,
within 104 iterations, which is much larger than the criterion we set tocall the Kicking procedures,
the Kicking technique was never invoked since the difference between two consecutive iterates,
i.e.,‖xk+1−xk‖22, was always 30. This implied that there was no “stagnation” despite of the slow
convergence rate. On the other hand, for the above problem, the active setIk change only 38 times
throughout 10,000 iterations. As is mentioned in the previous subsection, within the same active
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set Ik, the linearized Bregman method reduces to the straight gradient escent method with the
fixed step lengthτ for minimizing the residual‖AIkx−b‖2. Therefore we know the main reason
for the slow convergence is due to the inefficient gradient steps.
The above arguments provide us with the important clues on how to speed up the convergence.
Instead of using the gradient as the descent direction, we can use the conjugate gradient steps which
converge innsteps to the minimizer of an unconstraint quadratic functioofn variables. Algorithm
5.1 is the standardConjugate Gradient Methodfor minimizing ‖Ax−b‖2. The algorithm keeps
Algorithm 5.1 Conjugate Gradient Method
1: r0 =−A⊤(Ax0−b),




4: xk+1 = xk+αkuk,
5: rk+1 = rk−αkA⊤Auk,






10: uk+1 = rk+1+βkuk
11: end if
track of the last descent direction{uk} and residual(gradient){rk}. The steps (3) and (4) perform
a conjugate gradient descent step. Note that (3) and (4) are crucial to makerk perpendicular to
past iterates so that the same property will hold for the nextd scent directionuk+1. The steps (9)
and (10) generate the new descent directionuk+1 which is conjugate to all the previous descent
directions and residuals.
Recall that our goal is to accelerate the decrease of the residual ‖AIkx− b‖22 with Ik being
the support ofx; therefore steps (3) and (9) in Algorithm 5.1 need to be slightly modified when
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combined with the linearized Bregman. Suppose thatxk+1 has the same support asxk. Then
although we updatevk by
vk+1 = vk+ τuk,

















If we can perform the above CG updates (5.2.7)-(5.2.8) without changing the supportIk, the resid-
ual ‖Ax−b‖ will decrease quickly in the subspacex∈ Ik. However, the major issue that limits its



















Next we describe in detail the procedures of incorporating conjugate gradient steps along with the
Kicking technique in the linearized Bregman method.
1. We setτ0 = 2µ‖A‖2 (or a lower estimate of it), and start withv
0 = 0; thusx0 andp0 can be also
computed. The initial descent directionu0 and the residualr0 are
r0 = u0 = A⊤(b−Ax0)






αk if αk ≤ ∆tk
max{∆tk,τ0} o.w.
(5.2.9)
whereαk is computed by (5.2.7) and∆tk is the time when some nonzero component ofvk is
about to change its sign, i.e.,
∆tk := max{s|vkj · (vkj +sukj)> 0 for ∀ j : vkj 6= 0} (5.2.10)
The idea behind (5.2.9) is that we try to take a full exact linesearch stepαk without changing
the supports ofxk andpk characterized by the step length∆tk. If this is possible, i.e.,
αk ≤ ∆tk,
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we use the next descent directionuk+1 as a conjugate gradient direction. Otherwise when
αk > ∆tk, we take the largest step length without violating
‖Axk+1−b‖2 < ‖Axk−b‖2. (5.2.11)
It is obvious that∆tk leads to (5.2.11) since∆tk < αk by definition, and it has been shown in
the second conclusion of Theorem 12 that (5.2.11) holds as long as the step size is less than
2
µ‖A‖2 .
3. Perform the regular linearized Bregman steps with the newst p lengthτ, i.e.,
xk+1 = µ·max(vk,0)
vk+1 = vk+ τuk,
and the residual is computed as
rk+1 = A⊤(b−Axk+1).
4. When‖rk+1Ik+1‖ ≤ ε, whereε is a pre-defined small value, we know thatx





Therefore we switch to the new active set by applying the Kicking technique.
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5. Now we compute the next descent directionuk+1 as follow.
• If τ = αk, this implies that a full steepest step is taken without changing the active set
of xk. Therefore the next descent direction should be conjugate to the previous one, i.e.,
uk+1 = rk+1+βkuk
whereβk is computed by (5.2.8).
• If τ 6=αk, we cannot generate the conjugate gradientuk+1 and we setuk+1 to the regular
gradientrk+1, i.e.,
uk+1 = A⊤(b−Axk+1).
The above procedure is described in Algorithm 5.2. From Figure 5.1, we already see that, without
Algorithm 5.2 Conjugate Gradient Linearized Bregman (CGLB)
1: Setv0 = 0 andx0 = (−µ·c)+.
2: Setr0 = u0 = A⊤(b−Ax0), τ0 = 2/(µ‖A‖2) andε = 10−8.
3: for k= 1,2, · · · do
4: τ is computed by (5.2.9).
5: xk+1 = µ· (vk)+,
6: vk+1 = vk+ τuk,
7: rk+1 = A⊤(b−Axk+1),
8: if ‖rk+1Ik+1‖
2 ≤ ε then
9: Call theKicking procedure.
10: else
11: if τ = αk then
12: uk+1 = rk+1+βkuk whereβk is defined as (5.2.8).
13: else





the CG updates we discussed above, the linearized Bregman method can be fairly inefficient even
with the Kicking technique. Next, we apply our CGLB method (Algorithm 5.2) to both synthetic
and real data sets and demonstrate the great improvement of the new CGLB algorithm over the
original linearized Bregman method. In Table 5.1, we compare the CGLB method with the Matlab
solver on the synthetic data sets. The components ofA, b andc are randomly generated from the
standard Gaussian distribution. In order to make the best use of the linearized Bregman method
which performs only matrix and vector multiplications, we makeA sparse by zeroing out all but a
fractionk of its components.
The Random sparsity matrixA Cpu time(sec) Residual‖Ax−b‖2
(n,m,k) Matlab CGLB Matlab CGLB
(104,1000,0.05) 11.7 5.1 4.851432e-011 7.068521e-012
(104,2000,0.02) 86.2 17.5 3.330402e-011 1.146507e-011
(5000,1000,0.02) 11.6 3.0 1.437937e-011 0.911005e-011
Table 5.1: CGLB v.s. Matlab on synthetic data sets with largeand sparseA’s.
In Figure 5.2, we demonstrate the significant inprovment that the CGLB method exhibits over
the straight linearized Bregman method on several real datasets from the Netlib data base. As
we know, the residual‖Ax−b‖22 is the major indicator of the convergence for both methods, we
compare their decay rate on‖Ax−b‖22 in Figure 5.2.
In Table 5.2, we compare our CGLB method with the Matlab solver on several real Netlibs data
sets. It is worth mentioning that, because of the extral2 perturbation12µ‖x‖22, the CGLB method is
not solving the original linear programming. In order to produce the correct solution,µ is required
to be large enough. However, if the original linear programming problem is unbounded, CGLB
fails to give the correct answer no matter how largeµ is.
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Figure 5.2: The decay of the residual log10‖Ax−b‖22 over the iterations. Here we compare three
different algorithms. The green curve is the straight linearized Bregman method, the blue curve
is the accelerated linearized Bregman from the previous section, which is based on the Nesterov
accelerating technique, the red curve is the CGLB method.
Table 5.2: CGLB v.s. Matlab on Netlib data sets
Netlib Datas Matrix Size Cpu time Residual‖Ax−b‖ Error
Name (n,m) Matlab CGLB Matlab CGLB ‖c
⊤(xCGLB−xmatlab)‖
‖c⊤xmatlab‖
AFIRO.mat (51, 27) 0.3 0.1 3.940887e-014 9.740180e-013 6.1483e-010
ADLITTLE.mat (138, 56) 0.5 0.4 3.153577e-014 4.297251e-005 0.0065
ADLITTLE.mat (138, 56) 0.5 0.4 3.153577e-014 4.297251e-005 0.0065
SC50B.mat (78, 50) 0.3 0.1 1.611010e-014 1.898189e-011 3.8775e-014
SC50A.mat (78, 50) 0.3 0.1 8.534108e-013 9.489085e-005 4.6645e-006
GROW22.mat (946, 440) 0.5 1.1 3.266052e-008 1.789332e-010 NA
FIT1D.mat (24, 1049) 0.4 0.5 9.581569e-008 9.355395e-005 NA
BEACONFD.mat (173, 295) 0.4 0.3 2.572157e-012 3.547562e-005, 0.0078
Remark 5. In our algorithm, we use a step size asτ0 = 2µ‖A‖2 when a full step conjugate gradient
update is not achievable, since this always guarantees the decrease on the norm of the residual
‖Ax− b‖22. Moreover, it changes the support by one or more indices. There are other possible
support transition schemes. For instance, one could chooseτ0 to be∆tk so that each time only one
index is allowed to enter or leave the support.
Remark 6. In Algorithm 5.2, within each support Ik, we solve a nonnegativity-constrained (i.e.,
x≥ 0) quadratic minimization problem. At the mean while, the support Ik changes over iterations.
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There are similar algorithms on box-constrained quadraticprogramming problems such as [20,
21, 26, 54, 63, 90]. The major difference in our work is the extra requirement that all the descent
directions must lie the subspace spanned by columns of A⊤.
5.2.3 The BFGS Linearized Bregman Method
As is discussed in the previous section, within in the subspace determined byIk, the linearized
Bregman method reduces to the quadratic subspace minimizaton, i.e.,
min‖Akx−b‖22.
In this section, we discuss how to apply BFGS steps instead ofthe conjugate gradient steps to
accelerate the decrease in the residual‖Axk−b‖2 within the supportIk.
The BFGS method is given by Algorithm 5.3.
Algorithm 5.3 BFGS Algorithm
1: Setx0 = 0 andH0 = I .
2: for k= 1,2, · · · do
3: gk = ∇ f (xk),
4: pk =−Hkgk,
5: Compute the step lengthαk through either the exact or inexact line search.
6: xk+1 = xk+αkpk,
7: sk = xk+1−xk,
8: yk = ∇ f (xk+1)−∇ f (xk).









Next we apply the BFGS updates in the exactly the same way as presented in Algorithm 5.3,
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which solves the unconstraint least square problem withA= Ak whereAk contains the columns of
A that correspond toIk. However, when the supportIk changes, we propose a novel approach to












wherex+ andp− are positive and negative sub-vectors of variablesx andp, respectively, i.e,















We denotev-null to be the set of components ofv that are equal to 0. We first discuss the case
wherev-null is empty. It is more complicated whenv-null is not empty and we leave a discussion
of this to the end of this section. As we show below, like CGLB,the BFGS update also generates
a sequence of{xk} such that
xk ∈ range(A⊤).
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Theorem 13. The BFGS algorithm (Algorithm 5.3) generates a sequence{xk} and approximate
inverse Hessian matrices{Hk} such that
1. For∀k, xk ∈ range{A⊤}.
2. There exists a sequence of symmetric matrices{Mk}, such that M0 = 0 and
Hk = I +A⊤MkA.
3. The update for Mk satisfies













[How to guarantee that v∈ range{A⊤}?]
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wherexk+ ∈ R |Ik′ | and pk− ∈ R |Īk′ |. Within the same supportIk′, we update the variablexk+ by




gk = A⊤k′ (Ak′x
k−b)





whereM ∈ R m×m and we have implicitly used the third conclusion of Theorem 13 to represent the
approximate inverse HessianHk.
Note thatdk is obviously in the range space ofA⊤k′ , i.e.,
dk = A⊤k′ · [(b−Ak′xk)−MkAk′gk] (5.2.13)











whereA= [Ak′|Āk′]. Hence the we have
vk+1 = vk+αkA⊤[(b−Ak′xk)−MkAk′gk], (5.2.14)
and starting withv0 = 0, we always havevk ∈ range{A⊤} due to Theorem 13.
[How to choose the step lengthαk?]
Next we discuss how to determine the step lengthαk in the update for the variablev, i.e.,
vk+1 = vk+αkA⊤[(b−Ak′xk)−MkAk′gk]
= vk+αkdkv
In the case of the unconstrained least square problem, BFGS with exact line search behaves
better than the one with inexact line search, and the exact line search itself is faster than inexact
line search for the quadratic objective functions. Therefore, we use exact line search with respect
to the function‖Ak′x−b‖2 whenever it does not change the current support. However when an
exact line search is about to change the current supportIk′ , we proceed to the next iteration in the
following way.
(P1) We perform the inexact line search whenever the exact line search fails to maintain the





and, as discussed in the previous section, it will always guarantee a decrease in‖Ax−b‖22.
(P2) Because of the non-smoothness of the function‖A(v>0)x−b‖2 at the turning point between
different supportsIk′ and Ik′′ (or more precisely, whenv-null is not empty andv has com-
ponents equal 0), inexact line search may have difficulty in finding a point that satisfies the
Curvature condition. The other idea which does not require using inexact line search when
the support is about to changes is to let
αk := max{t : (vk+ t ·dkv > 0) = Ik′}.
Hence the support just starts to change atαk with the set of positive components either
expanding or shrinking. Then within this new support, we continue proceeding with the
BFGS steps and exact line search.
[How to choose the starting inverse Hessian matrixH when the support changes?]Note that
the inverse Hessian matrix we are talking about here is the one used to updatexk+, i.e.,
xk+1+ = x
k−αk(I +A⊤k MkAk)gk,
so we haveH = I +A⊤k M
kAk ∈ R |Ik|×|Ik| andMk = R m×m. Suppose at thekth iteration, the support
changes fromIk to Ik+1, and the current inverse Hessian matrix is written as
Hk = I +A⊤k M
kAk.
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Then for the next iteration, we keepMk unchanged and start with the
Hk+1 = I +A⊤k+1M
kAk+1.
This update ensures thatHk+1 inherits most of the ”curvature information” fromHk. For instance,
if Ik+1 expandsIk by one component, thenHk is exactly the sub-matrix ofHk+1 that corresponds
to Ik. Similarly, if Ik+1 shrinksIk by one component, thenHk+1 truncates fromHk the information
that corresponds toIk+1\Ik.
In short, the rule of updating the inverse Hessian matrixH = I +A⊤k M
kAk is that
1. UpdateMk if the supportIk is unchanged;
2. UpdateAk if the support changes.
[The BFGS Linearized Bregamn Method] Our approach for applying BFGS steps within the
linearized Bregman method is described in Algorithm 5.4. Steps 1-3 initialize the variables as well
as the inverse Hessian matrixH0 = I +A⊤0 M
0A0 = I . The while loop terminates when we obtain a
feasible solutionxk. Step 6 computes the gradient of the function of the partial residual‖Akx−b‖2.
When‖gk‖2 is small, then the currentxk is already nearly optimal within the current supportIk, so
Kicking needs to be applied in Step 7 and the support will be changed. Steps 10-11 implemented
an exact line search with respect to the function‖Akx−b‖2 anddkx corresponds to the sub-vector
of dk that affectsxk+. Steps 12-15 apply when the exact line search does not changethe support,
thus a full BFGS step is taken andMk is updated accordingly. Steps 17-19 apply when an exact
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line search is about to change the current support, thereforᾱk that can be computed by either (P1)
or (P2) which will possibly change the support ofvk+1.
Algorithm 5.4 BFGS Linearized Bregman
1: Givenv0 andx0 = µ·max(v0−c,0).
2: The supportI0 := (v0 > 0) andε = 10−8.
3: SetM0 = 0 (H0 = I ).
4: while ‖Axk−b‖2 ≥ ε do
5: Compute the gradient:gk = A⊤k (Ax
k−b);
6: if ‖gk‖2 ≤ ε then
7: Apply the Kicking technique.
8: else
9: Compute the descent direction:dk = A⊤[(b−Akxk)−MkAkgk] anddkx = dkIk;





11: if (vk+αk ·dk > 0) = Ik then
12: vk+1 = vk+αk ·dk;
13: ComputeMk+1 from Mk as stated in Theorem 13.
14: (The supportIk+1 remains unchanged)
15: else
16: Computeᾱk by either(P1)or (P2)stated in section 5.2.2.
17: vk+1 = vk+ ᾱk ·dk.




[The nonempty set ofv-null and restarting the BFGS method]
When the set ofv-null is not empty, which means thatv has components exactly equal to 0,
the situation becomes much more complicated. For instance,suppose that we have a zero iterate
vk = 0 and some inverse Hessian matrix is given asHk, then with the current gradient vectorgk,
the direction generated by the BFGS method is
dk =−Hkgk,
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which is descent direction ifHk is positive definite, i.e.,
dk ·gk < 0.
However only the positive components ofdk will contribute toxk+1 := µ·max(vk+αkdk,0) since




But it is likely that after zeroing out all the negative component,dkx is no longer a descent direction!
In fact, this has been an issue for most of the projected Newton’s ype of algorithms for a long
time. A possible solution to this, proposed in [6], is to rewrite the inverse Hessian matrix in the




H̄k 0 . . . 0
0 dr+1 . . . 0
... 0
... 0
0 0 . . . dn


wherevkr+1 = · · ·vkn = 0. However, if we use theHk of this form and updatevk by
vk+1 := vk−Hkgk,
then it will be in general extremely hard to make sure thatvk ∈ range{A⊤} unless we choose
110
Hk = I , which is equivalent to abandoning all previous curvature information and restarting the
BFGS steps.
For a non-sparseA, thev-null is mostly empty sincevk ∈ range{A⊤}. Therefore in this case,
we use inexact line search forᾱk (P1) when exact line search will change the current support.
However, if we use (P2) to computeᾱk, then we have at least one component ofvk equal to 0 every
time the support changes. In practice, whenv- ull is not empty and the projected directiondkx is no
longer a descent direction, we restart the BFGS by settingM = 0(H = I). In general, the setv-null
can be large in the beginning and decreases quickly as we restart the BFGS several times, but we
can also be extremely unlucky thatv-null never quickly shrinks and our algorithm degenerates to
the steepest descent method.
5.2.4 Comparison with the CGLB method
Finally in Figure 5.3, we compare the Linearized Bregman based the BFGS update with the CGLB
method. Since each iteration for BFGS update is much more timconsuming, we only compare
their number of iterations Note that to accelerate run time of ach iteration, we can mimic the
update in the limited memory BFGS algorithm [49]. However, the generalization is not straight
forward since we also need to guarantee that
vk ∈ span(A⊤).
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Figure 5.3: The decay of the residual log10‖Ax−b‖22 over the iterations. Here we compare three
different algorithms. The blue curve is the straight linearized Bregman method, the red curve is
the LB+CG method, and the green curve is the LB+BFGS method.
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On the other hand, it can be expected its number of iterationswill be slightly larger than that of the





We established provable models for several sparse tensor modeling problems as well as theoretical
guarantees for exact recovery. We also proposed efficient optimization algorithms for solving
large-scale sparse modeling and linear programming problems.
In Chapter 2, we established a theoretical bound for the low-rank tensor recovery model, i.e.,
(2.4.1), based on SNN convexification. The model (2.4.1), extending both matrix completion and
matrix RPCA models to the case of tensors, employs a stronglyconvex programming formulation.
Its reduced form, i.e.,τ = 0, has been repeatedly used in practice with an excellent empirical
performance. This is, to the best of our knowledge, the first rigorous study on theoretical guarantees
for the aforementioned problems. Simulations suggest thatthe tensor model (2.4.1) is not superior
to the matrix model unconditionally; thus we propose a new set of tensor incoherence conditions
under which using high-order tensor models based on SNN minimization is plausible.
Although we established a set of sufficient conditions for exactly recovering a low-rank tensor,
it remains unclear how to derive necessary conditions except for the generic settings with random
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Gaussian measurements, which is discussed in detail in Chapter 3. It would be more interesting
to extend the similar arguments to the more practical tensorcompletion and tensor RPCA models
discussed in this work. Furthermore, the bound achieved in Theorem 1 does not explain why the
SNN model is superior to the Singleton model, as suggested bynumerical simulations, when the
Tucker ranks of all modes are simultaneously low. This requires a sharper bound for the SNN
model, which is an unaddressed issue in this work and serves as an interesting topic for future
research.
In Chapter 3, we establish several theoretical bounds for the problem of low-rank tensor re-




measurements are sufficient to recover anyX 0 ∈ Tr almost surely. We high-
light that though the nonconvex recovery program is NP-hardin general, it can serve a baseline for
evaluating tractable (convex) approaches. For the conventional convex surrogate sum-of-nuclear-
norms (SNN) model (3.2.2), we prove a necessary condition that Ω(rnK−1) Gaussian measure-
ments are required for reliable recovery. This lower bound is erived from our study on multi-
structured object recovery under a very general setting, which can be applied to many other sce-
narios (e.g. signal processing, metric learning, computervision). To narrow the apparent gap be-
tween the non-convex model and the SNN model, we unfold the tensor into a more balanced matrix





2 ⌉) measurements are sufficient to recover a tensorX 0 ∈ Tr with high probability.
Though the theoretical results only pertain to Gaussian measur ments, our numerical experiments
for tensor completion also suggests that the square reshaping model outperforms the SNN model.
Compared withΩ(rnK−1) measurements required by the sum-of-nuclear-norms model,the sample
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2 ⌉), required by the square reshaping (3.2.5), is always withina constant of
it, much better for smallr andK ≥ 4. Although this is a significant improvement, compared with
the nonconvex model (3.2.1), the improved sample complexity achieved by square norm model
is still suboptimal. It remails an open problem to obtain near-optimal convex relaxations for all
K > 2.
In Chapter 4, we analyzed the iteration complexity of the linarized Bregman method, which
applies naturally to sparse modeling problems such as compressed sensing and matrix(tensor) com-
pletion. Specifically, we showed that for a suitably chosen st p length, the method achieves a value
of the Lagrangian of a quadratically regularized version ofthe basis pursuit problem that is within
ε of the optimal value inO(1/ε) iterations. We also derived an accelerated version of the linear zed
Bregman method whose iteration complexity is reduced toO(1/
√
ε). Numerical experiments re-
sults demonstrate the great improvement of the acceleratedlinearized Bregman method over the
original method.
In Chapter 5, we extended the arguments of Chapter 4 and applied the linearized Bregman
method to linear programming problems. We demonstrated by numerical experiments that the
previous accelerating techniques including “Kicking” canbe quite ineffective when handling linear
programming problems. Inspired by the fact that the linearized Bregman method can be viewed
as a sequence of box-constrained quadratic minimizations that are restricted on different supports
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of the solution variable, we proposed new algorithms that combines the Conjugate Gredient/BFGS
update with the linearized Bregman method. Numerical experiments on both synthetic and real
data sets are conducted, and the new CGLB algorithm not only significantly outperformed the
accelerated linearized Bregman proposed in Chapter 4, but also w s comparable with the MATLAB
solver on small-medium scale real data sets. We also established some theoretical fundamentals
on combining the BFGS updates with linearized Bregman. However, the empirical performance is
not quite satisfying due to some unaddressed issues such as wat to do if there is a the non-empty
v-null set and choosing the step size at the support transitio .
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A.1 Proof for Theorem 2
The proof of Theorem 1 follows from a covering argument, which we establish in several steps as
below.
Let
S2r = {D | D ∈ T2r ,‖D‖F = 1} . (A.1)
The following lemma shows that the required number of measurements can be bounded in terms
of the exponent of the covering number forS2r , which can be considered as a proxy for dimen-
sionality:
Lemma 9. Suppose that the covering number forS2r with respect to Frobenius norm, satisfies
N(S2r ,‖·‖F ,ε) ≤ (β/ε)d , (A.2)
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for some integer d and scalarβ that does not depend onε. Then if m≥ d+1, with probability one
null(G)∩S2r = /0, which implies thatnull(G)∩T2r = {0}.
Proof. The arguments we used below are primarily adapted from [23],where their interest is to
establish the number of Gaussian measurements required to recover a low rank matrix by rank
minimization.




is a standard Gaussian random variable, and
so
∀ t > 0, P
[ ∣∣〈G i ,D
〉∣∣< t
]







Let N be anε-net forS2r in terms of‖·‖F . Because the measurements are independent, for any













Moreover, for anyD ∈S2r , we have




















































Sincem≥ d+1, (A.7) goes to zero asε ց 0. Hence, taking a sequence of decreasingε, we can
show thatP
[
infD∈S2r ‖G [D]‖∞ = 0
]
≤ t for every positivet, establishing the result.
Following Lemma 9, it just remains to find the covering numberof S2r . We use the following
lemma, which uses the triangle inequality to control the effct of perturbations in the factors of the
Tucker decomposition
[[C ;U1,U2, · · · ,UK]] := C ×1U1×2U2×3 · · ·×K UK, (A.8)
where themode-i (matrix) productof tensorA with matrixB of compatible size, denoted asA×i B,
outputs a tensorC such thatC (i) = BA(i).





F = 1. Then














Proof. This follows from the basic fact that for any tensorX and matrixU of compatible size,
‖X ×kU‖F ≤ ‖U‖ ‖X ‖F , (A.10)
which can be established by direct calculation. Write












[[C ′;U ′1, . . . ,U
′










∥∥U i −U ′i
∥∥
,
where the first inequality follows from triangle inequalityand the second inequality follows from
the fact that‖C‖F = 1,
∥∥U j
∥∥ = 1,U∗i U i = I andU ′i
∗U ′i = I .
Using this result, we construct anε-net forS2r by buildingε/(K+1)-nets for each of theK+1
factorsC and{U i}. The total size of the resultingε net is thus bounded by the following lemma:
Lemma 11. N(S2r ,‖·‖F ,ε) ≤ (3(K+1)/ε)
(2r)K+2nrK
Proof. The idea of this proof is to construct a net for each componentof the Tucker decomposition
and then combine those nets to form acompoundnet with the desired cardinality.
DenoteC = {C ∈ R2r×2r×···×2r | ‖C‖F = 1} and O = {U ∈ Rn×r | U∗U = I}. Clearly, for
any C ∈ C, ‖C‖F = 1, and for anyU ∈ O, ‖U‖ = 1. Thus by Prop. 4 of [86] and Lemma
5.2 of [87], there exists an εK+1-netC
′ coveringC with respect to the Frobenius norm such that
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#C′ ≤ (3(K+1)ε )(2r)
K
, and there exists anεK+1-netO
′ coveringO with respect to the operator norm
such that #O ′ ≤ (3(K+1)ε )2nr. Construct
S
′






. The rest is to show thatS′2r is indeed anε-net coveringS2r
with respect to the Frobenius norm.
For any fixedD = [[C ;U1, · · · ,UK]] ∈ S2r whereC ∈ C andU i ∈ O, by our constructions





ε and‖U i −U ′i‖ ≤
3(K+1)
ε .
ThenD ′ = [[C ′;U ′1, · · · ,U ′K]] ∈S′2r is within ε-distance fromD, since by the triangle inequality













∥∥U i −U ′i
∥∥ ≤ ε.
This completes the proof.
With these observations in hand, Theorem 1 follows immediatly.
A.2 Proof for Lemma 4
Proof. (1) By the definition ofX [ j ], it is sufficient to prove that the vectorization of the righthand






i ◦ · · · ◦a
(K)
i , we have









































where the last equality follows from the fact that vec(a◦b) = b⊗a. Similarly, we can derive that


















































Thus, equation (3.2.4) is valid.
(2) The above argument can be easily adapted to prove the second claim. SinceX = C ×1
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U1×2U2×3 · · ·×K UK, we have
vec(X (1)) = vec
(
U1 C (1) (UK ⊗UK−1⊗·· ·⊗U2)∗
)
= (UK ⊗UK−1⊗·· ·⊗U1) vec(C (1)),
where the last equality follows from the fact that vec(ABC) = (C∗⊗A)vec(B). Similarly, we can
derive that the vectorization of the right hand side of (3.2.5),
vec
(
(U j ⊗U j−1⊗·· ·⊗U1) C [ j ] (UK ⊗UK−1⊗·· ·⊗U j+1)∗
)
= (UK ⊗UK−1⊗·· ·⊗U1) vec(C [ j ])
= (UK ⊗UK−1⊗·· ·⊗U1) vec(C (1))
= vec(X (1)).
Thus, equation (3.2.5) is valid.
A.3 Accelerated Linearized Bregman Method
1. The proof of Theorem 10.




By using the convexity of functionGµ(·) and the Lipschitz continuity of the gradient∇Gµ(·),
we get for anyy,
Gµ(yk)−Gµ(y) ≤ Gµ(yk−1)+ 〈∇Gµ(yk−1),yk−yk−1〉+ L2‖yk−yk−1‖2−Gµ(y)




= 1τ 〈yk−1−yk,yk−y〉+ 12τ‖yk−yk−1‖2
≤ 12τ(‖y−yk−1‖2−‖y−yk‖2).
(A.2)
Settingy= yk−1 in (A.2), we obtainGµ(yk) ≤ Gµ(yk−1) and thus the sequence{Gµ(yk)} is non-













and this implies (4.3.12).





and denote the linearization ofGµ(y) as
lGµ(x;y) := Gµ(y)+ 〈∇Gµ(y),x−y〉 ≤ Gµ(x). (A.4)















Defineŷk := (1−θk)yk+θky∗, we have
Gµ(y























































where the second inequality is from (A.4) andτ ≤ 1/L, the third inequality uses Lemma 7 with
















From (4.3.14), it is easy to show that1−θkθ2k
























which immediately implies (4.3.15).
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A.4 Accelerated linearized Bregman algorithm for low-rank
tensor recovery problems
In the section, we will address our numerical algorithms fors lving optimization problems such





‖X (i)‖∗ subject to PΩ[X ] = PΩ[X 0]. (A.1)
By introducing auxiliary variableW and splittingX into X 1, X 2, · · · , X K, it can be easily verified






s.t. X i = W , i = 1,2, · · · ,K, (A.2)
PΩ[W ] = PΩ[X 0],
whose objective function is now separable.
The accelerated linearized Bregman (ALB) algorithm, proposed in [39], is an efficient first-
order method designed for solving convex optimization problems with nonsmooth objective func-
tions and linear constraints. It has been successfully applied to solveℓ1 and nuclear norm mini-
mization problems [39]. The ALB algorithm solves nonsmoothproblem by firstly smoothing the
objective function (e.g. adding a smalll2 perturbation), and then exploiting Nesterov’s accelerated
scheme [62] to the dual problem, which can be verified to be unconstrained and Lipschitz differ-
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Algorithm A.1 Accelerated linearized Bregman algorithm for SNN model (5.1)
Initialization: Y 0i = Ỹ
0
i = 0 for eachi ∈ [K], Z0 = Z̃
0
= 0, µ> 0, τ > 0, t0 = 1;
for k= 0, 1, 2, · · · do
for i = 1, 2, · · · , K do
X k+1i = µ·Shrinkage(Y ki ,1);
end for

































for i = 1, 2, · · · , K do























entiable. In Algorithm A.1, we describe our ALM algorithm adapted to problem (A.2). Algorithm















s.t. X i = W , i = 1,2, · · · ,K, (A.3)
PΩ[W ] = PΩ[X 0],
where we denoteY i as the dual variable for the constraintX i = W and denoteZ as the dual
variable for the last constraintPΩ[W ] = PΩ[X 0]. Since the objective function in (A.3) is separable,
each setup of the ALB algorithm is easy to solve as we can see from Algorithm A.11.
1The Shrinkage operator in line 4 of Algorithm A.1 performs the regular shrinkage on the singular values of thei
unfolding matrix ofY ki , i.e. (Y
k
i )(i), and then folds the resulting matrix back into tensor.
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For our numerical experiment (K = 4), we choose smoothing parameterµ= 50‖X 0‖F and step
size τ = 15µ. Empirically, we observe that larger values ofµ do not result in a better recovery
performance. This is consistent with the theoretical results established in [43,96].
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