Abstract. We establish the complete spectral and strong dynamical localization for the one-dimensional multi-particle Anderson tight-binding model and for weakly interacting particles system. In other words, we also show stability of the one-dimensional localization from the single-particle to multi-particle systems with an arbitrary large but finite number of particles and for sufficient weakly interacting models. The proof uses the multi-scale analysis estimates for multi-particle systems.
Introduction
Localization for discrete multi-particle random Schrödinger operators was initially proved by Aizenmann and Warzel [1, 2] using the fractional moment method and by Chulaevsky and Suhov [10, 11] using the multiscale analysis in the strong disorder regime. Some other strategies using different forms of the multi-scale analysis were recently developed by Chulaevsky [7, 8] . While similar results were obtained by Anne Boutet de Monvel et al. [3, 4] for the multi-particle model with alloy-type external random potential in the continuum.
In [1] , the authors assumed that the distribution function of the i.i.d. random variables is absolutely continuous with a bounded density satisfying another technical condition and proved stability of localization from single-particle to weakly interacting multi-particle systems. Note that the decay of eigenfunctions correlators implies that of the Green's functions. The analysis of eigenfunctions correlators towards localization using the multiscale analysis is not essential, only some probability bounds on the Green's functions are needed. Our method covers a large class of models with absolutely continuous distributions. We decided to address here only the lattice case and we hope that a continuum version of the results can be settled with similar arguments.
In the present paper, we use the multi-particle multi-scale analysis of [8, 11] , in the high disorder case and adapted in [15, 16] in the low energy regime and show the complete spectral and strong dynamical localization for the discrete model with absolutely continuous distributions in one dimension. Such a strategy is valid in one dimension and the method uses a perturbed argument based on the resolvent identities for operators in Hilbert spaces. We restricted our-self in one dimension since the disorder is arbitrary and in dimension greater than one, it is well known that the multi-scale analysis in the single-particle localization theory for an arbitrary disorder are proved at extreme energies.
Let us come back again and stress that the actual believe from physical experiences is that the complete Anderson localization occurs in two dimension in the same way as the one-dimensional case. In two dimension, the physics of the system is more richer and the multi-scale analysis bounds might be less stronger than exponential as for one-dimensional systems.
In one dimension Carmona et al. [5, 6] in the discrete case and Damanik et al. [13] in the continuum proved strong forms of Wegner and multi-scale analysis estimates for the single-particle Anderson-Bernoulli model.
The derivation of the spectral localization from the multi-scale analysis results is then obtained using the scheme proposed in [15, 16] which idea goes back to Fröhlich et al. [17] and Dreifus and Klein [14] . While for the proof dynamical localization we refer again to the paper [16] . We recall that dynamical localization with methods relying on the multi-scale analysis was initially obtained by Germinet and De Bièvre [18] , Damanik and Stollmann [12, 22] and Germinet and Klein [19] .
In one dimension, our main results for arbitrary disorder and for sufficient weakly interacting sytems are Theorem 1 (Anderson localization) and Theorem 2 (strong dynamical localization).
In Section 2 we describe our multi-particle models, the assumptions and the statement of the results. Section 3 is devoted to the Wegner and the Combes-Thomas estimates. We establish in Section 4 the initial scale length estimate for the one-dimensional multiparticle system with weak interaction. In Section 4.3, we develop the one-dimensional multi-particle multi-scale induction step in the lattice at fixed energy. We then deduce the variable energy MSA bounds in Section 5. A proof of the main results based on the multi-particle multi-scale analysis bounds are given in Sections 6 and 7.
2. The model, assumptions and the results 2.1. The n-particle Hamiltonian on the lattice. Define the two following norms on
We consider a system of N -particles where N ≥ 2 is finite and fixed. Let
Above, ∆ is the nd-dimensional lattice nearest-neighbor Laplacian:
for Ψ ∈ ℓ 2 (Z nd ) and x ∈ Z nd . V : Z d × Ω → R is a random field relative to a probability space (Ω, B, P) and U : (Z d ) n → R is the potential of inter-particle interaction. V and U act on ℓ 2 (Z nd ) as multiplication operators by functions V(x, ω) and U(x) respectively. Technically, we will prove in this paper, stability of initial MSA bounds from the onedimensional single-particle estimates to the multiparticle estimates under sufficiently weak interaction. This will allows us to perform multiparticle multiscale analysis for the weak interacting multiparticle Anderson model leading to the complete Anderson localization.
Assumptions.
(I) Short-range interaction. Fix any n = 1, . . . , N . The potential of inter-particle interaction U is bounded and of the form
where φ : N :→ R is a compactly supported function such that
To describe our assumptions on the random potential
we need some notations. Denote by F V the distribution function on R of the i.i.d. random variables. Namely, let E ∈ R F V (E) := P {V (0, ω) ≤ E} and let µ be the associated measure on R, i.e,
Define the quantity
We also define
for some κ ∈ (0, 1).
(P) Absolutely continuous distribution. The random potential V :
Furthermore, the probability distribution measure µ has a bounded density, i.e.,
Note that assumption (P) above implies that µ is Hölder continuous of order 1. Remark that, under the assumptions (I) and (P), we have that the spectrum of the one-dimensional mutiparticle Hamiltonian H
Therefore it suffices for our purposes to show Anderson localization on
2.3. The results.
Theorem 1.
Under assumptions (I) and (P), there exists h * > 0 such that for any
h , with interaction of amplitude |h|, exhibits complete Anderson localization, i.e., with P-probability one, (i) the spectrum of H (n) is pure point, (ii) the eigenfunctions Ψ i (x, ω) relative to eigenvalues E i (ω) ∈ I are rapidly decaying at infinity: for each Ψ j for all x ∈ Z N d and some constants a, c,
Denote by B 1 the set of bounded measurable functions f : R → R such that f ∞ ≤ 1. We now give our result on strong Hilbert-Schmidt dynamical localization of any order.
Theorem 2.
Under assumptions (I) and (P), there exists h * > 0 such that for any h ∈ (−h * , h * ) any bounded Borel function f : R → R, any bounded region K ⊂ Z N d and any s > 0 we have:
where (|X|Ψ)(x) := |x|Ψ(x), P I (H (N ) (ω)) is the spectral projection of H (N ) (ω) onto the interval I.
Wegner and Combes-Thomas estimates
According to the general structure of the MSA, we work with lattice rectangles, for u = (u 1 , . . . , u n ) ∈ Z nd , we denote by C (n) L (u) the n-particle cube, i.e,
and given {L i : i = 1, . . . , n}, we define the rectangle
where
(u i ) are cubes of side length L i center at points u i . We define the internal boundary of the domain C (n) (u) by
and its external boundary by
3)
The cardinality of the cube C (n)
We define the restriction of the Hamiltonian H
with simple boundary conditions on
and its resolvent by
The matrix elements G C (n) (u),h (x, y; E) are usually called the Green functions of the
) and
We will also make use of the following notion.
L (y)) is separable if |x−y| > 7N L and if one of the cube is J -separable from the other.
In our earlier work [16] such as in other previous papers in the multi-particle localization theory [3, 11] the above notion was crucial in order to prove the Wegner estimates for pairs of multi-particle cubes via Stollmann's Lemma. It is plain [16] Section 4.1, that sufficiently distant pairs of fully interactive cubes have disjoint projections and this fact combined with independence is used in that case to bound the probability of an intersection of events relative to those projections. The multi-particle multi-scale induction step of the multiscale analysis of the present text mostly overlap with the previous paper [16] .
Theorem 3 (Wegner estimates [9, 16] ). Assume that the random potential satisfies assumption (P), then
for some τ 2 ∈ (4, τ ).
Theorem 4 (Combes-Thomas estimate [20]). Consider a lattice Schrödinger operator
|x−y| .
(3.10)
Fix-energy MSA bounds under weak interaction
In this Section we fix d = 1, i.e., we consider here the one-dimensional multiparticle random Hamiltonian H (N ) h (ω) = −∆+V(x, ω)+hU(x) acting in the Hilbert space ℓ 2 (Z N ). Now, we aim to prove stability of the MSA bounds from the single-particle lattice systems to multiparticle systems with sufficiently weak interaction in the interval
Consider the one-dimesional single-particle Hamiltonian
with a non-constant i.i.d. random potential V : Z×Ω → R. Recall that in one-dimensional Anderson models one can prove strong estimates on the Green functions (cf. [6, 14, 21] ) and also on eigenfunction correlators. It follows for example by Theorem IX (a) in [21] that for all L 0 large enough and any
There exists a constant µ(I) > 0 such that
are the eigenvalues and corresponding eigenfunctions of
4.1. The initial MSA bound for the n-particle system without interaction. The main result of this subsection is Lemma 5 given below. The proof of Lemma 5 relies on an auxiliary statement formulated below, Lemma 2. We need to introduce first
the eigenvalues and the corresponding eigenfunctions of H
(ω) are written as sum
while the corresponding eigenfunctions Ψ j 1 ...jn can be chosen as tensor products
jn . The eigenfunctions of finite volume Hamiltonian are assumed normalised.
Then for all E ∈ I and all u ∈ Z n :
with L 0 large enough.
The proof of Lemma 5 relies on the following auxiliary statement.
-NR, and for any operator H
(1)
In a similar way, we factorize every eigenfunction,
, and the respective eigenvalue,
Here
for L large enough (depending on m * , N, d).
Proof of Lemma 5. We will say that H 
are satisfied. Introduce the events
Then by Lemma 2,
4.2.
The initial MSA bound for weakly interacting multi-particle systems. Now we derive the required initial estimate from its counterpart established for non-interacting systems.
0 (ω) (without interparticle interaction) fulfill the following condition: for all E ∈ I and all u ∈ Z nd
Then there exists h * > 0 such that for all h ∈ (−h * , h * ) the Hamiltonian H 
Proof. Note first that the assumption of Lemma 6 is proved in the statement of Lemma 5. Set
Therefore, there exists sufficiently small ǫ > 0 such that
where m = m * /2 > 0. Since, by assumption,
. With such values p ′ and τ , inequality (4.4)
Next, it follows from the second resolvent identity that
By Lemma 3, applied to Hamiltonians
and H
, for any τ > 0 there is
Therefore,
Combining (4.6), (4.7), and (4.9), we obtain that for all
Multiscale induction. We recall the following facts: For any
(u), E) the maximal number of (not necessarily separable) partially
(u), E) the maximal number of fully interactive
). Let J = κ(n) + 5 with κ(n) = n n and E ∈ R. Suppose that
Fixed energy bounds for PI cubes.

Lemma 4. Let E ∈ R. Consider a PI cube with the canonical decomposition
Proof. By Definition of the canonical decomposition, the subconfigurations u ′ and u ′′ are non-interacting so that U(u) = U(u ′ ) + U(u ′′ ) and
reads as
. Therefore its eigenvalues are the sums E ij = λ i + µ j where
and {φ j } are eigenvectors of H
. We have
In the former case using (4.12) combined with assumption (i) we have
while in the latter case, we have by (4.11) and (ii),
Now it is easy to see that, for 2
if L 0 is sufficiently large. This implies the required result.
Lemma 5. Let 2 ≤ n ≤ N . Consider θ ∈ (0, 1/3), and
It follows from the definition of a PI cube that ΠC
Let us focus on the first term in the RHS. The second term will be bound with similar arguments.
where B ′′ is the sigma-algebra generated by the values of the random potential in C
In either case, the Combes-Thomas estimate (Theorem 4 ) implies that max
Hence by hypothesis sup
We finally obtain:
Fixed energy scale induction.
Let us set for k ≥ 0
Theorem 7. Assume that condition (P) holds true. Assume that for all k ≥ 0 and E ∈ I the following conditions are satisfied:
Then for all E ∈ I and all u ∈ Z nd
Proof. First observe that assumption (i) implies by Lemma 5 that
Let us assess the first term in the RHS:
1−3θ and 0 < θ < 1/3. On the other hand using corollary 3, we have that
, as required.
4.3.3.
Conclusion. Taking into account the above results, we finally get by induction on n that for all E ∈ I and all u ∈ Z nd
Variable-energy MSA bounds for the weakly interacting system
To derive the variable energy bound from its fixed energy counterpart, we follow the same strategy as in [8] . Let I be a bounded interval, i.e., |I| < ∞. Given an integer L > 0 and points x, y ∈ Z N d set:
Let a > 0, also introduce
(ω) and I ⊂ R a bounded interval. Let be given numbers a, b, c,
and for all
Then there is an event
is contained in a union of intervals j=1,...,|C
By Chebychev's inequality and Fubini's Theorem combined with (5.2) we have
and set
Observe that for E ∈ R(c),
L (x)|. Now, we show by contraposition that with ω / ∈ B x,y (b)
Assume otherwise and consider any point λ * in the non empty set figuring in the above LHS and let J = {E ′ ∈ I : |E ′ − λ * | ≤ b} ⊂ R(c), b ≤ c. Then for any E ∈ J, one has by (5.1)
and |E x,y (a)| ≥ mes(J) = 2b > b contrary to the choice of ω. We therefore get the assertion, since the set R(c) is independent of y.
Taking into account the results of the fixed energy MSA established in the previous subsection (cf. (4.13) 
The latter inequality follows from our assumption that p > 6N d/(1 − 3θ), since p k = p(1 + θ) k . These values will be used below.
Theorem 9. Assume that assumption (P) holds true, then for any pairs of separable
Proof. With the above choice of a, b, c, introduce the events
in the same way as in the proof of Theorem 8, and B y (b) relative to the cube
Thus applying Theorem 3 (B), we obtain:
Proof of Theorem 1
Given u ∈ Z N d and an integer k ≥ 0, set, using the notations of Lemma 1,
and define
where the parameter b is to be chosen later. One can easily check that:
(u) are separable by Lemma 1. Define the event Ω k (u) := ∃E ∈ I, and x ∈ A k+1 (u): min{F
Theorem 9 implies that
occurs finitely many times = 1.
Therefore, it suffices to pick the potential {V (y, ω), y ∈ Z d } with ω ∈ Ω <∞ and prove the exponential decay of any nonzero generalised eigenfunction Ψ of H. Since Ψ is polynomially bounded, there exist C, t ∈ (0, ∞) such that for all
Since Ψ is not identically zero, there exists u ∈ Z N d such that Ψ(u) = 0. Let us show that there is an integer
. Then by the geometric resolvent inequality for the eigenfunction implies that
This shows that if F u (E) < 2L So there is an integer
. Let ρ ∈ (0, 1) and choose b such that
introduce the annuli
for some constants a, c, C > 0. The bound (6.1) implies that
where a ′ ≥ a/2 > 0 for large values of k (hence, L k ). Next, since x ∈ A k+1 , we have that
for large values of k. Therefore, the bound (6.2) implies that
with a ′′ = a ′ /2 > 0 .
Proof of Theorem 2
We summarize in Theorem 10 below some well-known results on expansions in generalized eigenfunctions for lattice Schrödinger operators which can be found, e.g., in the book [20] . Let I ⊂ R and denote by ν(I) = P I (H) the projection valued measure associated to H. Further, given any pair of points n, m ∈ Z D , introduce a real valued Borel measure ν n,m (·) by ν n,m (I) = δ n , ν(I)δ m .
Consider a sequence {α n } n∈Z D with α n > 0, α n = 1 and define a positive spectral measure ρ(·) by ρ(I) = n∈Z D α n ν n,n (I).
(7.1)
Observe that ρ is a normalized Borel measure: ρ(R) = 1. For ω ∈ B j , since
we can assume without loss of generality that F x (λ) < 2L and the function Ψ : x → T x,y (λ) is polynomially bounded for ρ a.e. λ. Next, the geometric resolvent inequality for eigenfunctions gives
where a, c > 0 are some constants and provided j ≥ k 1 for some k 1 ≥ 0 large enough. yielding
For ω ∈ B c j , we have
Finally, since by Theorem 9 P B c j ≤ C(|I|, N, d)L
