The papers in this special issue were selected from conferences on learning theory that were held from 1997 through 1999. The authors submitted expanded versions of their conference papers that included additional material and elaborated proofs that did not appear in the conference papers. The papers went through the standard review process of Machine Learning before appearing here.
of the master algorithm and apply the bound to parametric and non-parametric classes of prediction algorithms.
In "Drifting Games", Schapire studies online learning in a game theoretic setting. The paper introduces a game played between two players called the shepherd and the adversary. The author describes an algorithm for this game and proves an upper bound on its performance. This algorithm subsumes Freund's boost-by-majority, Freund and Schapire's Adaboost algorithm, and Cesa-Bianchi et al.'s Binomial Weights algorithm. Schapire also describes an efficient implementation of the shepherd algorithm that might prove to be useful in machine learning applications.
The last paper by Freund called "An Adaptive Version of the Boost by Majority Algorithm" provides a generalization of boost-by-majority and Adaboost in a different direction. Freund gives an adaptive version, motivated by Brownian motion, of boost-by-majority by looking at the limit where on each boosting iteration the booster makes an infinitesimal change to a distribution over the examples it is provided with. The result is a noise-robust algorithm that can be especially useful in boosting using hypotheses of high VC-dimension.
Thanks to the authors for their contributions, and to the reviewers of the papers their thorough work.
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