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In these lecture notes we discuss the solution theory of geometric wave equations as
they arise in Lorentzian geometry: for a normally hyperbolic differential operator the
existence and uniqueness properties of Green functions and Green operators is discussed
including a detailed treatment of the Cauchy problem on a globally hyperbolic manifold
both for the smooth and finite order setting. As application, the classical Poisson algebra
of polynomial functions on the initial values and the dynamical Poisson algebra coming
from the wave equation are related. The text contains an introduction to the theory of
distributions on manifolds as well as detailed proofs.
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Preface
These lecture notes grew out of a two-semester course on wave equations on Lorentz manifolds which
I gave in Freiburg at the physics department in the winter term 2008/2009 and the following summer
term 2009. This lecture originated from a long term project on the deformation quantization of
classical field theories started some nine years before: the aim was to understand recent developments
on quantization following the works of Dütsch and Fredenhagen [18–20]. As time passed, the beautiful
book of Bär, Ginoux, and Pfäffle [4] on the global theory of wave equations appeared and provided the
basis for a revival of that old project. So the idea of presenting the results of [4] to a larger audience
of students was born. The resulting lectures aimed at master and PhD students in mathematics
and mathematical physics with some background in differential geometry and a lively interest in
the analysis of hyperbolic partial differential equations. Though both, the lecture and these notes,
followed essentially the presentation of [4], I added more detailed proofs and some background material
which hopefully make this material easily accessible already for students.
During the preparation of these lecture notes many colleagues and friends gave me their help and
support. To all of them I am very grateful: First of all, I would like to thank Frank Pfäffle for his
continuous willingness to explain many details of [4] to me. Without his help, neither the lecture
nor these lecture notes would have been possible in the present form. Also, I would like to thank
Michael Dütsch and Klaus Fredenhagen for continuing discussions concerning their works as well as
on related questions on deformation quantization of classical field theories, thereby constantly raising
my interest in the whole subject. Florian Becher helped not only with the exercise and discussion
group for the students but is ultimately responsible for this project by pushing me to “give a lecture
on the book of Bär, Ginoux, and Pfäffle”. I am also very grateful to Domenico Giulini who helped me
out in many questions on general relativity and gave me access and guidance to various references.
Moreover, I am indebted to Stefan Suhr for helping me in many questions on Lorentz geometry and
improving various arguments during the lecture. I would like to thank also all the participant of
the course who brought the lecture to success by their constant interest, their questions, and their
remarks on the manuscript of these notes, in particular Jan Paki. Finally, I am very much obliged to
Jan-Hendrik Treude for taking care of the LATEX-files, the Xfig-pictures, and all the typing as well as
for his numerous comments and remarks. Without his help, the manuscript would have never been
finished.
Most grateful I am for my children Silvia, Richard, Sonja, and Robert, as a source of unlimited
inspiration and for Viola, for her continuous support, both morally and scientifically.
Erlangen, August 2012 Stefan Waldmann
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Introduction and Overview
The theory of linear partial differential equations can be divided into three principal parts: the first
is the elliptic theory of equations like the Laplace equation, the next is the parabolic theory being the
habitat of the heat equation, and the third is the hyperbolic theory. All three differ in their behaviour,
concepts, and applications.
It will be the hyperbolic theory where the wave equation
1
c2
∂2u
∂t2
−
n−1∑
i=1
∂2u
∂x2i
= 0 (1)
on Rn provides the first and most important example. While for the elliptic theory the boundary
problem is characteristic, for the hyperbolic situation the main task is to understand an initial value
problem: for time t = 0 one specifies the solution u(0, x) and its first time derivative ∂u∂t (0, x) for all
x ∈ Rn−1 and seeks a solution of the wave equation with these prescribed initial values. Of course,
also for the wave equation one can pose boundary condition on top of the initial value problem.
Together with the question of how (continuous) the solution depends on the initial conditions this
becomes the Cauchy problem for hyperbolic equations.
The relevance of the wave equation as coming from the science and in particular from physics
is overwhelming; we indicate just two major occurrences: on a phenomenological level it describes
propagating waves in elastic media in a linearized approximation. This approximation is typically well
justified as long as the displacements are not too big. Then the wave equation provides a good model
for many everyday situations like water waves, elastic vibrations of solids, or propagation of sound.
The constant c in the wave equation is then the speed of propagation and a characteristic quantity of
the material. On a more fundamental level, and more important for our motivation, is the appearance
of the wave equation in various physical theories of fundamental interactions. Most notable here is
Maxwell’s theory of electromagnetic fields. In this context, the wave equation appears as an exact
and fundamental equation describing the propagation of electromagnetic waves (light, radio waves,
etc.) in the vacuum. Remarkably, it is a field equation not relying on any sort of carrier material like
the hypothetical ether. The constant c becomes the speed of light, one of the few truly fundamental
constants in physics. But even beyond Maxwell’s theory the wave equation and its generalizations
like the Klein-Gordon equation provide the linear part of all known fundamental field theories.
Needless to say, it is worth studying such wave equations. But which framework should be taken
to formulate the problem in a mathematically meaningful and yet still interesting way?
A short look at the wave equation shows that it is invariant under the affine pseudo-orthogonal
group O(1, n − 1) nRn in the sense that the natural affine action of O(1, n − 1) nRn on Rn pulls
back solutions of the wave equation to solutions again. In more physical terms we have the invariance
group of special relativity, the Poincaré group. This already indicates to take a geometric point of
view and interpret the wave equation as coming from the d’Alembert operator  corresponding to
the Minkowski metric η = diag(+1,−1, . . . ,−1). Indeed, this point of view opens the door for various
generalizations if we replace η and Rn by an arbitrary Lorentz metric g on an arbitrary manifold M :
we still have a d’Alembert operator (coming from g) and hence a wave equation. In more physical
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terms we pass from special to general relativity. But even if one is not interested in geometry a priori,
generalizations of the wave equation like∑
i,j
Aij
∂2u
∂xi∂xj
+
∑
i
Bi
∂u
∂xi
+ Cu = 0, (2)
with coefficient functions Aij , Bi, and C onRn such that the matrix (Aij(x)) has signature (+,−, . . . ,−)
at every point x ∈ Rn, can be treated best only after a geometric interpretation of the functions Aij .
Otherwise, it will be almost impossible to get hands on the Cauchy problem of such a wave equation
with non-constant coefficients. In fact, the first naive idea would be to find adapted coordinates
on order to bring (2) to the form (1), at least concerning the second order derivatives. However,
generically this has to fail since the typically non-zero curvature of the metric corresponding to the
coefficients Aij is precisely the obstruction to get constant coefficients in front of the leading orders
of differentiation by a change of coordinates. This brings us back to a geometric point of view which
we will take in the following.
The Geometric Framework
The wave equations we will discuss are located on a Lorentz manifold, i.e. on a smooth n-dimensional
manifold M equipped with a smooth Lorentz metric g. We choose the signature (+,−, . . . ,−) as
common in (quantum) field theory but probably less common in general relativity. The notions of
light-, time-, and spacelike vectors, future and past, causality, etc. which we will develop in the sequel,
have their origin in the theory of general relativity which is the main source of inspiration in Lorentz
geometry. In particular, the notion of a spacetime will be used synonymously for a Lorentz manifold.
The metric allows to speak of the d’Alembert operator  acting on the smooth functions on M .
While this gives already many interesting wave equations there are still two directions of generalization:
first, we would like to incorporate also lower order terms of differentiation as in (2). Second, many
application like e.g. Maxwell’s theory require to go beyond the scalar wave equations and need
“multicomponent” functions uα instead of a single, scalar one. These components may even be coupled
in a non-trivial way.
Both situations can be combined into the following framework. We take a vector bundle E −→M
over M and consider a linear second order differential operator D acting on the sections of E with
leading symbol being the same as for the scalar d’Alembert operator. Such a normally hyperbolic
differential operator will have the local form
Du =
(
gij
∂2uα
∂xi∂xj
+Biαβ
∂uβ
∂xi
+ Cαβ u
β
)
eα, (3)
where the section u = uαeα is expressed locally in terms of a local frame {eα} of E and we use local
coordinates {xi} onM . Here gij are the coefficients of the (inverse) metric tensor g while Biαβ and Cαβ
are coefficient functions determined by D. In this expression and from now on we shall use Einstein’s
summation convention that pairs of matching coordinate or frame indexes are automatically summed
over their range.
A differential operator D like in (3) makes sense even on any semi-Riemannian manifold. For the
formulation of the Cauchy problem we need the Lorentz signature and two extra structures beside the
metric. The first is a time orientation which separates future from past. This will allow for notions
of causality and thus for the notions of advanced and retarded solutions of the wave equation. From
a physics point of view such a time orientation is absolutely necessary to have a true interpretation
of (M, g) as a spacetime. The second ingredient is that of a hypersurface Σ in M on which we
can specify the initial values. Thus Σ corresponds to “t = 0” in this geometric context. At first
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
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sight any spacelike hypersurface might be suitable. However, already in Rn the t = 0 hypersurface
has additional properties: it divides Rn into two disjoint pieces, the future and the past of t = 0.
Moreover, every inextensible causal curve has to pass through this t = 0 hypersurface in precisely
one point. Physically speaking, this means that knowing things on Σ allows to compute the entire
time evolution in a deterministic way. This is the main idea behind an initial value problem. Thus
we can already anticipate that this feature will turn out to be crucial for a good Cauchy problem. In
general, a spacelike hypersurface Σ will be called a Cauchy hypersurface if it satisfies this condition:
every inextensible causal curve passes in exactly one point through Σ. It is a non-trivial and in fact
quite recent theorem that the existence of such a smooth Cauchy hypersurface is equivalent to the
notion of a globally hyperbolic Lorentz manifold. Moreover, having one such Cauchy hypersurface
allows already to split M into a time axis and spacelike directions, i.e. M ∼= R × Σ, in such a way
that also the metric becomes block-diagonal. We will have to explain all these notions in more detail.
The Analytic Framework
After setting the geometric stage we also have to specify the analytic aspects properly in order to
obtain a complete formulation of the Cauchy problem. Handling linear partial differential equations
allows for various approaches. Most notably, one can use Sobolev space techniques or distribution
theory. In the sequel, we will exclusively use the distributional approach for reasons which are not
even that easy to explain. Nevertheless, let us try to motivate our choice:
At first, physicists are usually more adapted to the notions of distributions, at least on a heuris-
tic level, than to Sobolev spaces and their usage. Moreover, and more important, the solution to
the Cauchy problem using distribution theory relies on the notion of Green functions also called
fundamental solutions. These are particular distributional solutions of the wave equation with a δ-
distribution as inhomogeneity. The collection of all these Green functions can be combined into a
single operator, the Green operator. Very informally, this will be an “inverse” of the differential opera-
tor D. Now these Green operators allow for a very efficient description of the solutions to the Cauchy
problem and are hence worth to be studied. Finally, and this might be the most important reason
to choose the distributional approach, these Green operators appear as fundamental ingredients, the
propagators, for every quantum field theory build on top of the classical field theory described by the
wave equation. Even though we do not enter the discussion of quantizing the classical field theory we
at least provide the starting point by constructing the Poisson algebra of the classical theory. The
Poisson bracket is then defined by means of the Green operators and will allow us to view the time
evolution of the initial values as a “Hamiltonian system” with infinitely many degrees of freedom.
The interest in this Hamiltonian picture is the ultimate reason for us to favour the distributional
approach over the Sobolev one. Even though we do not discuss this here, there is yet another reason
why the distributional approach is interesting: it is within this framework where one can discuss the
propagation of singularities most naturally by means of wavefront analysis.
Within the distributional approach we will have an interplay of very singular objects, the distribu-
tional sections of vector bundles, and very regular ones, the smooth sections of the corresponding dual
bundles. Here smooth stands for C∞, i.e. infinitely often differentiable. However, at many places we
will pay attention to the number of derivatives which are actually needed. This will result in certain
“finite order” statements. Even though there is also a well-developed theory of real analytic wave
equations and their solutions we will exclusively stick to the C∞- and Ck-case.
Throughout this work, we will avoid techniques from Fourier analysis and stay exclusively in
“coordinate space”. It is clear that in a geometric framework there is no intrinsic definition of a global
Fourier transform. In principle, one can pass to a microlocal version of Fourier transform between
tangent and cotangent spaces. However, we shall not need this more sophisticated approach here,
even though this will lead to some deeper insights in the nature of the singularities of the Green
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
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operators by means of a wavefront analysis. As this text should serve as a first reading in this area
we decided to concentrate on the more basic formulations.
A User’s Guide for Reading
This text addresses mainly master and PhD students who want to get a fast but yet detailed access to
an important research topic in global analysis and partial differential equations on manifolds of great
recent interest. The reader should have some background knowledge in differential geometry. We use
the language of manifolds, vector bundles, and tensor calculus without further explanations. Some
previous exposure to locally convex analysis and distribution theory on Rn might be useful but will
not be required: all relevant notions will either be explained in detail or accompanied with explicit
references to other textbooks for detailed proofs. Knowledge in Lorentz geometry is of course useful
as well, but we will develop those parts of the theory which are relevant for our purposes, essentially
the notions of causality. We assume that the reader has at least some vague interest in the physical
applications of the theory as we will take this often as motivation.
The presented material is entirely standard and can also be found in various other sources. We
mainly follow the beautiful exposition of Bär, Ginoux, and Pfäffle [4] but rely also on the textbooks
[23, 27, 31] for certain details and further aspects on distributions on manifolds and geometric wave
equations not discussed in [4]. Concerning Lorentz geometry we refer to the textbook of O’Neill [46]
and the recent review article of Minguzzi and Sanchez [45] on the causal structure. Other resources
on Lorentz geometry and general relativity are the classical texts [6, 29, 56, 59]. More details on
distribution theory and locally convex analysis can be found in the standard textbooks [34,51,58]. For
further reading one should consult the recent booklet [3] as well as the articles [14,15] for approaches
to (quantum) field theories on curved spacetimes based on the construction of Green functions for
geometric wave equations. Though we do not touch this subject, background information on axiomatic
approaches to quantum field theory might be helpful and can be found in the classical textbooks [28,57].
Beside these general references we will provide more detailed ones throughout the text.
The material is divided into four chapters and two supplementary appendices:
In the first chapter we set the stage for the relevant analysis on manifolds. In Section 1.1 we
introduce test function and test section spaces and investigate their locally convex topologies. The
central result will be Theorem 1.1.11 establishing the LF topology for compactly supported smooth
sections as well as important properties like completeness of this topology. Moreover, we study
continuous linear maps between test section spaces: on one hand pull-backs with respect to bundle
maps and on the other hand various multilinear pairings between sections. Finally, we show that the
smooth sections with compact support are sequentially dense in all other Ck- and Ck0-sections. Then
in Section 1.2 we discuss differential operators and their symbols. In particular, we introduce a global
symbol calculus based on the usage of covariant derivatives. Differential operators are then shown
to be continuous linear maps for the test section spaces. We show that differential operators have
adjoints for various natural pairings and compute the adjoints explicitly by using the global symbol
calculus in Theorem 1.2.21. We arrive in Section 1.3 at the definition of distributions or, more
precisely, of generalised sections. Here we first present the intrinsic definition. Later on, we interpret
distributions always with respect to a fixed reference density: this way, one can avoid carrying around
the additional density bundle everywhere. We define the weak∗ topology and explain the support
and singular support of generalized sections. Important for later use will be the characterization
of generalized sections with compact support in Theorem 1.3.18. We introduce the push-forward,
the action of differential operators as well as the external tensor product of distributional sections.
Parallel to the smooth case we develop the Ck-case, both for test sections and distributions of finite
order.
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Chapter 2 contains a rough overview on Lorentz geometry where we focus on particular topics
rather than on a general presentation. In Section 2.1 we recall some basic concepts from semi-
Riemannian geometry like parallel transport and the exponential map of a connection, the Levi-Civita
connection and the d’Alembert operator. Still for general semi-Riemannian manifolds we introduce
the notion of a connection d’Alembertian and provide a definition and characterization of normally
hyperbolic differential operators. We pass to true Lorentz geometry in Section 2.2 where we mainly
focus on aspects related to the causal structure. As motivation, also for the wave equations, we
recall some features of general relativity. This gives us the notions of time orientability, causality,
and ultimately, of Cauchy hypersurfaces. Here we discuss the characterization of globally hyperbolic
spacetimes by the existence of smooth Cauchy hypersurfaces in Theorem 2.2.31 and present some
important consequences of this “splitting theorem”. Throughout this section our proofs are rather
sketchy but illustrated by simple geometric (counter-) examples. Even without explicit proofs this
should help to develop the right intuition. We conclude this chapter with some general remarks on
wave equations, the Cauchy problem, and advanced and retarded Green functions in Section 2.3.
Even though Chapter 3 deals with the local construction of Green functions we need already
here geometric concepts like parallel transport and the exponential map. As warming up we start
in Section 3.1 with the wave equation (1) on flat Minkowski spacetime and obtain the advanced and
retarded Green functions by constructing an entirely holomorphic family {R±(α)}α∈C of distributions,
the Riesz distributions. For α = 2 one obtains the Green functions of . We examine these Riesz
distributions in great detail as they will be the crucial tool to construct local Green functions in
general. The case of spacetime dimensions n = 1 (only time) and n = 2 is discussed explicitly
as one obtains a drastically simpler approach here. In Section 3.2 we use the exponential map to
transfer the Riesz distributions also to the curved situation, at least in a small normal neighborhood
of a given point. However, the curvature will now cause slightly different features of the Riesz
distributions which results in the failure of R±(p, 2) being a Green function of the scalar d’Alembert
operator. Nevertheless, the defect can be computed explicitly enough to use the Riesz distributions in
Section 3.3 to formulate an heuristic Ansatz for the true Green function, now for a general normally
hyperbolic differential operator, as a series expansion in the “degree of singularity”. This Ansatz leads
to transport equations similar to the WKB approximation whose solutions will be the Hadamard
coefficients. Even though working on a small coordinate patch the construction of the Hadamard
coefficients in Theorem 3.3.10 requires the full machinery of differential geometry and would be
hard to understand without the usage of covariant derivatives and their parallel transports. As an
application of this general approach we compute the Hadamard coefficients for the Klein-Gordon
equation in flat spacetime explicitly and obtain an explicit formula for the advanced and retarded
Green functions in Theorem 3.3.18. Back in the general situation we show in the rather technical
Section 3.4 how a true Green function with good causal properties can be obtained from the Hadamard
coefficients. Here one first enforces the convergence of the above Ansatz thereby destroying the
property of a Green function. The result is a parametrix which can be modified in a second step to
obtain the Green functions in Theorem 3.4.42. As a first application we use the local Green functions
to construct particular solutions of the inhomogeneous wave equation for distributional and smooth
inhomogeneities in Section 3.5 in Theorem 3.5.17.
Chapter 4 is now devoted to the global situation. First we have to recall the notion of the time
separation on a Lorentz manifold in Section 4.1 which is then used to prove uniqueness of solutions
in Theorem 4.1.11 with either future or past compact support provided the global causal structure is
well-behaved enough. Section 4.2 contains the precise formulation of the global Cauchy problem as
well as its solution for globally hyperbolic spacetimes. We discuss both the smooth situation as well
as certain finite differentiability versions of the Cauchy problem in Theorem 4.2.16. The continuous
dependence on the initial values in the Cauchy problem follows from general arguments using the
open mapping theorem. This feature is then used in Section 4.3 to obtain global Green functions
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and the corresponding global Green operators. The difference of the advanced and retarded Green
operator provides an “inverse” to the wave operator in the sense of a specific exact sequence discussed
in Theorem 4.3.18. Moreover, it constitutes the core ingredient for the classical Poisson algebra of
the field theory corresponding to the wave equation as discussed then in Section 4.4. We give two
alternative definitions of the Poisson algebra: one as polynomial algebra on the initial conditions
depending on the choice of the Cauchy hypersurface with the canonical “symplectic” Poisson bracket.
The other version is obtained as quotient of the polynomial algebra on all field configurations with
Poisson bracket coming from the Green operators. The equivalence of both is shown in Theorem 4.4.22
and gives an easy proof of the “time-slice” axiom of the classical field theory in Theorem 4.4.29,
analogously to the quantum field theoretic formulation. Also a classical analog of the “locality” axiom
is proved in Theorem 4.4.27.
Appendix A contains background information on parallel transports and the Taylor expansion of
various geometric objects like the exponential map and the volume density. In Appendix B we recall
some basic applications of Stokes’ theorem.
The text does not contain exercises. However, it is understood that students who really want to
learn these topics in a profound way have to delve deep into the text. Some of the proofs are sketched
and require some extra thoughts, others contain rather long computations which can and should be
repeated.
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Chapter 1
Distributions and Differential Operators
on Manifolds
In this chapter we discuss the basic ingredients for analysis on smooth manifolds: first we introduce
the canonical locally convex topologies for the smooth functions (with compact support) onM as well
as for smooth sections of vector bundles. These spaces will constitute the spaces of test functions and
test sections, respectively. We have to discuss convergence of test functions as well as the completeness
of the test function spaces. In a second step we consider differential operators acting on test functions
and test sections. After discussing elementary algebraic and topological properties we compute the
adjoint of a differential operator with respect to a given positive density explicitly: here a symbol
calculus is introduced and basic properties are shown. Finally, we introduce distributions as the
continuous linear functionals on the various test function spaces. This allows to dualize all operations
on test functions in an appropriate way. In particular, differential operators will act on distributions
as well. We discuss the module structure of distributions, give first basic examples and define the
support, and singular support of distributions.
1.1 Test Functions and Test Sections
A good understanding of the topological properties of test sections of vector bundles is crucial. The
manifold M will be n-dimensional. In the following, we shall use Einstein’s summation convention:
the summation over dual pairs of indexes in multilinear expressions is automatic.
1.1.1 The Locally Convex Topologies of Test Functions and Test Sections
In this subsection, we give several different but equivalent descriptions of the locally convex topology
of test functions and test sections. Let E −→ M be a vector bundle of rank N . The first collection
of seminorms is obtained as follows. For a chart (U, x) we consider a compact subset K ⊆ U together
with a collection {eα}α=1,...,N of local sections eα ∈ Γ∞(E
∣∣
U
) such that {eα(p)}α=1,...,N is a basis
of the fiber Ep. We always assume that U is sufficiently small or e.g. contractible such that local
base sections exist. The collection {eα}α=1,...,N will also be called a local frame. The dual frame will
then be denoted by {eα}α=1,...,N where eα ∈ Γ∞(E∗
∣∣
U
) are the local sections with eα(eβ) = δαβ . For
s ∈ Γ∞(E) we have unique functions sα = eα(s) ∈ C∞(U) such that
s
∣∣
U
= sαeα. (1.1.1)
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We define the seminorms
pU,x,K,`,{eα}(s) = sup
p∈K
|I|≤`
α=1,...,N
∣∣∣∣∣∂|I|sα∂xI (p)
∣∣∣∣∣ , (1.1.2)
where I = (i1, . . . , in) ∈ Nn0 denotes a multiindex of total length |I| = i1 + · · · + in. Clearly, the
seminorm depends on the choice of the chart, the compactum, the integer ` ∈ N0 as well as on the
choice of the local base sections. In case we have just functions, i.e. sections of the trivial vector
bundle E = M ×C, we can use the canonical trivialization which results in the simpler form
pU,x,K,`(f) = sup
p∈K
|I|≤`
∣∣∣∣∣∂|I|f∂xI (p)
∣∣∣∣∣ (1.1.3)
of the seminorm for f ∈ C∞(M).
Lemma 1.1.1 For all choices of a chart (U, x), a compact subset K ⊆ U , an integer ` ∈ N0 and
local base sections {eα} of E on U , the map
pU,x,K,`,{eα} : Γ
∞(E
∣∣
U
) −→ R+0 (1.1.4)
is a well-defined seminorm.
Proof. Clearly, the supremum over K is finite as all partial derivatives are continuous. The remaining
properties of a seminorm are checked easily. 
An alternative construction of seminorms is as follows. On E −→ M we choose a covariant
derivative∇E and on TM −→M a torsion-free covariant derivative∇, e.g. the Levi-Civita connection
for some (semi-) Riemannian metric. Moreover, on E we choose a Riemannian fiber metric if E is a
real vector bundle or a Hermitian fiber metric if E is complex, respectively. Finally, we shall use a
Riemannian metric on M . Then the two metric structures give rise to fiber metrics on all bundles
constructed out of TM and E via tensor products etc. Moreover, we have the following operator of
symmetrized covariant differentiation:
Definition 1.1.2 (Symmetrized covariant differentiation) Let ∇E be a covariant derivative for
a vector bundle E −→M and let ∇ a torsion-free covariant derivative on M . Then
DE : Γ∞(SkT ∗M ⊗ E) −→ Γ∞(Sk+1T ∗M ⊗ E) (1.1.5)
is defined by
DE(α⊗ s)(X1, . . . , Xk+1) =
k+1∑
`=1
(∇X`α⊗ s+ α⊗ ∇EX`s) (X1, . . . , `∧, . . . , Xk+1), (1.1.6)
where α ∈ Γ∞(SkT ∗M), s ∈ Γ∞(E), and X1, . . . , Xk+1 ∈ Γ∞(TM).
Proposition 1.1.3 The operator DE is linear, well-defined, and satisfies the following properties:
i.) For E = M ×C with the canonical flat covariant derivative and f ∈ C∞(M) we have
D f = d f. (1.1.7)
ii.) For α ∈ Γ∞(SkT ∗M) and β ⊗ s ∈ Γ∞(S`T ∗M ⊗ E) we have
DE ((α ∨ β)⊗ s) = (Dα ∨ β)⊗ s+ α ∨ DE(β ⊗ s). (1.1.8)
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iii.) Locally in a chart (U, x) we have
DE(α⊗ s)
∣∣∣
U
=
(
dxi ∨∇ ∂
∂xi
α
)
⊗ s+ dxi ∨ α⊗ ∇E∂
∂xi
s. (1.1.9)
Proof. Clearly, (1.1.6) gives a well-defined E-valued symmetric (k + 1)-form. On the trivial line
bundle the flat connection is ∇Xf = LX f = (d f)(X) from which (1.1.7) is obvious. The Leibniz
rule (1.1.8) is a direct consequence from (1.1.9) but can also be obtained in a coordinate free way. We
prove (1.1.9) by an explicit computation.(
DE(α⊗ s)) (X1, . . . , Xk+1)
=
k+1∑
`=1
(∇X`α⊗ s+ α⊗ ∇EX`s) (X1, . . . , `∧, . . . , Xk+1)
=
k+1∑
`=1
(
dxi(X`)∇ ∂
∂xi
α⊗ s+ dxi(X`)α⊗ ∇E∂
∂xi
s
)
(X1, . . . ,
`∧, . . . , Xk+1)
=
(
dxi ∨
(
∇ ∂
∂xi
α⊗ s+ α⊗ ∇E∂
∂xi
s
))
(X1, . . . , Xk+1).

Using this symmetrized covariant differentiation we can construct a seminorm for s ∈ Γ∞(E) as
follows. First we consider (DE)`s ∈ Γ∞(S`T ∗M ⊗ E). Then we can use the fiber metric h on
S`T ∗M ⊗ E to get a fiberwise norm ‖ · ‖h. Then for every compact subset K ⊆M we consider
pK,`(s) = sup
p∈K
∥∥∥(DE)`s∣∣p∥∥∥h , (1.1.10)
where we suppress the dependence of pK,` on the choices of ∇, ∇E and h to simplify our notation.
Lemma 1.1.4 For all choices of a compactum K ⊆M and ` ∈ N0 the map
pK,` : Γ
∞(E) −→ R+0 (1.1.11)
is a well-defined seminorm.
Proof. Thanks to the continuity of
∥∥(DE)`s∥∥ the supremum is actually a maximum over the compact
subset K. Thus pK,`(s) ∈ R+0 is finite. The remaining properties of a seminorm follow at once. 
We can now use both types of seminorms to construct locally convex topologies for Γ∞(E). Since
neither the system of the pU,x,K,`,{eα} nor the pK,` are filtrating, we have to take maximums over
finitely many of them in each of the following cases:
A Choose an atlas (U, x) with local base sections {eα} on each chart and consider all seminorms
pU,x,K,`,{eα} arising from the charts of this atlas, all ` ∈ N0, and all compact subsets K ⊆ U .
B Choose ∇, ∇E and fiber metrics and consider all seminorms pK,` arising from all compact
subsets K ⊆M and all ` ∈ N0.
As a slight variation of A we can also consider the locally convex topology where we only take
countably many compacta:
A’ Take only at most countably many charts and in each chart (U, x) only an exhausting sequence
. . . ⊆ Kn ⊆ K˚n+1 ⊆ Kn+1 ⊆ . . . ⊆ U of compacta.
Analogously we can use only an exhausting sequence of compacta in the second version:
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B’ Take the pK,` seminorms for an exhausting sequence . . . ⊆ Kn ⊆ K˚n+1 ⊆ Kn+1 ⊆ . . . ⊆ M of
M by compacta.
Note that for second countable manifolds we can indeed find a countable atlas together with a
choice of countably many compacta, each contained in a chart, which cover the whole manifold M .
Theorem 1.1.5 Let E −→M be a vector bundle over M .
i.) The four locally convex topologies induced by the choices A, B, A’, and B’ of seminorms coincide.
Thus Γ∞(E) has an intrinsic locally convex topology not depending on any of the above choices.
ii.) Γ∞(E) is a Fréchet space with respect to the above natural topology.
iii.) When restricting to those seminorms with ` ≤ k for a fixed k ∈ N0, then we obtain natural
Fréchet topologies for Γk(E).
Proof. First we note that the topologies induced by B and B’ are the same: indeed B is clearly finer
than B’ as it contains all the seminorms of B’. Conversely, we have pK,`(s) ≤ pK′,`(s) for K ⊆ K ′.
Now if Kn is an exhausting sequence of compacta, then K ⊆ Kn for sufficiently large n, hence the
seminorm pK,` can be dominated by pKn,`. Thus the induced topologies are equivalent.
For the first version it is clear that A induces a finer topology than A’ asA contains all seminorms
from A’. Now let (U, x) be a chart of the chosen atlas and Un the sequence of charts which already
cover M which works since M is assumed to be second countable. Moreover, let Kn,m ⊆ Un be
the exhausting sequence of compacta and let K ⊆ U be given. Since K is compact, finitely many
Un1 , . . . , Unk already cover K. Furthermore, since the K˚n,m cover Un, already finitely many K˚n,m
cover K. Thus the compactum K is covered by finitely many of the Kn,m’s. From the chain rule it
is clear that there are smooth functions ΦIJ ∈ C∞(U ∩ U˜) such that for |I| ≤ `
∂|I|f
∂xI
∣∣∣
U∩U˜
=
∑
|J |≤`
ΦIJ
∂|J |f
∂x˜J
∣∣∣
U∩U˜
on the overlap of two charts (U, x) and (U˜ , x˜). In fact, the ΦIJ are certain polynomials in the partial
derivatives of the Jacobian of the coordinate change. It follows that there is a constant c with
pU,x,K,`(f) ≤ c pU˜ ,x˜,K,`(f)
for all f ∈ C∞(U ∩ U˜) and K ⊆ U ∩ U˜ compact. The constant depends on U , x, K, `, U˜ , and x˜ but
not on f . The precise form of c is irrelevant, it can be obtained from the maximum of the ΦIJ over
K where the ΦIJ can be obtained recursively from the chain rule. From this we see that
pU,x,K,` ≤ maxn,m cn,m pUn,xn,Kn,m,`,
where the maximum is taken over the finitely many n,m such that the Kn,m cover K. This shows
that the topology induced by A’ is finer than the one obtained by A. Thus all together, they coincide.
Finally, let ` ∈ N0 be given. By induction and the local expressions
∇E∂
∂xi
eα = A
β
iαeβ and ∇ ∂
∂xi
dxj = −Γjik dxk
with the connection one-forms and Christoffel symbols of ∇E and ∇, respectively, we see that there
exist smooth functions aJi1...i`
γ
α ∈ C∞(U) such that
(DE)`s
∣∣∣
U
=
∑
|J |≤`
1
`!
aJi1...i`
γ
α dx
i1 ∨ · · · ∨ dxil ⊗ eγ ∂
|J |sα
∂xJ
. (∗)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
1.1. Test Functions and Test Sections 11
The precise form of the aJi1...i`
γ
α is irrelevant, they can be obtained recursively as polynomials in the
partial derivatives of the Aβiα and Γ
k
ij . Moreover, for the term with highest derivatives, i.e. where
|J | = `, we have the following explicit expression
(DE)`s
∣∣∣
U
= dxi1 ∨ · · · ∨ dxi` ⊗ eα ∂
`sα
∂xi1 · · · ∂xx` + (lower order terms). (∗∗)
This can easily be obtained by induction since the difference between partial derivatives and covariant
derivatives is given by additional terms involving the Aβiα and Γ
k
ij . But these terms do not involve
derivatives of the functions sα. Now let K be a compactum. Then we find finitely many compacta
Kn ⊆ Un contained in charts (Un, xn) such that the Kn cover K. In each chart (U, x) we see that
there are constants cU > 0 with∥∥∥(DE)`s∣∣p∥∥∥ ≤ cU max|J |≤`
α
∣∣∣∣∣∂|J |sα∂xJ (p)
∣∣∣∣∣ for p ∈ U,
where cU is obtained from the maximum of the aJi1···i`
γ
α and the norms of the dxi1 ∨ · · · ∨ dxi` ⊗ eγ
with respect to the chosen fiber metrics according to (∗). But this shows that
pK,` ≤ cmaxn pUn,xn,Kn,`,{eα},
where the maximum is taken over the finitely many n such that Kn cover K and c = maxn cUn .
This shows that the topology induced by A is finer than the one induced by B. Conversely, given a
pU,x,K,`,{eα} we see from (∗∗) that we can estimate the partial derivatives ∂
|J|sα
∂xJ
with |J | ≤ ` by norms
of (DE)`s and norms of partial derivatives ∂
|J′|sα
∂xJ′
for |J ′| < `. By induction on ` we conclude that
we can estimate the partial derivatives ∂
|J|sα
∂xJ
with |J | = ` by norms of (DE)`′s with `′ ≤ `. Since the
relative coefficient functions are all smooth this gives a constant c > 0 such that
pU,x,K,`,{eα}(s) ≤ cmax`′≤` pK,`′(s).
This shows that the topology induced by B is finer than the one induced by A. Thus, we have shown
that all four topologies coincide. Since the version A does not depend on the choices of ∇E , ∇ and
the fiber metrics and since the version B does not depend on an atlas and local trivializations we
see that the topology itself does not depend on any of the chosen data. Note however, that the
particular systems of seminorms certainly do depend on these choices, only the resulting topology is
independent.
For the second part, we first notice that the topology is certainly Hausdorff: the seminorms p{p},0
with p ∈ M are already separating. Moreover, the versions A’ and B’ consist of countably many
seminorms which define the topology. Here it is crucial to have second countable manifolds. Thus
we only have to show completeness and thanks to the countably many seminorms we only have to
consider Cauchy sequences and not general Cauchy nets. Thus let sn ∈ Γ∞(E) be a Cauchy sequence
with respect to e.g. A. Taking K = {p} a point and ` = 0 we see that the sequence sαn(p) ∈ C (or R)
is a Cauchy sequence and hence a convergent sequence. Thus sn(p) −→ s(p) ∈ Ep for some unique
vector s(p). This shows that there is a section s : M −→ E of which we have to show smoothness.
However, smoothness is a local concept which we can check in a local chart. But then the seminorms
pU,x,K,`,{eα} just define the usual C
∞-topology of functions on U with values inRN orCN , respectively,
via the trivialization {eα}. Hence we conclude that all functions sα = eα(s) are smooth and thus
s ∈ Γ∞(E) is a smooth section everywhere since by A we can cover the whole manifold with charts
(U, x). Again we can argue locally to show that sn −→ s in the sense of A. This shows that Γ∞(E) is
(sequentially) complete which gives the second part. The third part is clear, we have shown the most
difficult part k = +∞ already. 
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In the following, we shall always endow Γ∞(E) as well as Γk(E) with these naturally defined
topologies.
Definition 1.1.6 (C∞-Topology) The natural Fréchet topology of Γ∞(E) is called the C∞-topology.
Analogously, we call the natural Fréchet topology of Γk(E) the Ck-topology.
Remark 1.1.7 (C∞-Topology)
i.) A sequence sn ∈ Γ∞(E) converges to s with respect to the C∞-topology if and only if sn converges
uniformly on all compact subsets of M with all derivatives to s. Similar, the convergence in the
Ck-topology is the locally uniform convergence in the first k derivatives.
ii.) If M is compact, we can use K = M in the seminorms of A and B. This shows that the
Ck-topology is even a Banach topology since we can also take the maximum 0 ≤ ` ≤ k. Thus
for this particular case, techniques from Banach space analysis become available. However, the
C∞-topology is not Banach, even if M is compact. In the non compact situation, none of the
Ck-topologies is Banach.
iii.) The case of smooth functions instead of smooth sections is somewhat easier. Here we do not
need the additional local base sections {eα}, hence from A we obtain seminorms pU,x,K,`. In the
second version, we do not need the additional covariant derivative ∇E nor the fiber metric on
E but only ∇ and a Riemannian metric on M .
Remark 1.1.8 In the following we can use either types of seminorms to characterize the C∞-topology.
Since the main importance of the seminorms is to control derivatives of order up to ` on a compactum
K we shall sometimes symbolically write pK,` for the seminorms obtained from either the maximum
of some finitely many pUn,xn,Kn,`,{enα} where the Kn are such that they cover K from the seminorms
of type A or the maximum of the pK,`′ with `′ ≤ ` from the seminorms of type B. Clearly, the
seminorms pK,` obtained this way specify the topology already completely and are filtrating and
Hausdorff. It should become clear from the context whether we apply these symbolic seminorms or
the more concrete ones as in A or B.
On a non compact manifold the space C∞0 (M) is a proper subspace of all smooth functions C∞(M).
Analogously, Γ∞0 (M) is a proper subspace of Γ∞(M) for every vector bundle of positive rank. The
following proposition shows that we can use sections with compact support to approximate arbitrary
ones.
Proposition 1.1.9 For a vector bundle E −→ M the subspace Γ∞0 (M) of compactly supported sec-
tions is dense in Γ∞(M) with respect to the C∞-topology. Analogously, Γk0(E) is dense in Γk(E) in
the Ck-topology for all k ∈ N0.
Proof. We choose an exhausting sequence . . .Kn ⊆ K˚n+1 ⊆ Kn+1 ⊆ . . . ⊂ M of compacta and
appropriate functions χn ∈ C∞0 (M) with the property
χn
∣∣
Kn
= 1 and supp(χn) ⊆ Kn+1.
Clearly, such χn exists thanks to the C∞-version of the Urysohn Lemma, see e.g. [60, Kor. A.1.5].
Then for s ∈ Γ∞(E) we define sn = χns ∈ Γ∞0 (E) and have for all ` ∈ N0
pKn,`(s− sm) = 0,
for m ≥ n. This shows that sn −→ s in the C∞-topology. For the Ck-topology the argument is the
same. 
While on one hand, the above statement will be very useful to approximate sections by compactly
supported sections, it shows on the other hand that the C∞-topology is not appropriate for Γ∞0 (M)
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as this subspace is not complete in the C∞-topology. Thus we are looking for a finer locally convex
topology which makes Γ∞0 (M) complete. The construction is based on the following observation:
Lemma 1.1.10 Let A ⊆M be a closed subset and let
ΓkA(E) =
{
s ∈ Γk(E)∣∣ supp(s) ⊆ A} . (1.1.12)
Then ΓkA(E) ⊆ Γk(E) is a closed subspace with respect to the Ck-topology for all k ∈ N0 ∪ {+∞}.
Proof. Since we are in a Fréchet situation, it is sufficient to consider sequences in order to approach
the closure. Thus let sn ∈ ΓkA(E) with sn −→ s ∈ Γk(E) be given. Since Ck-convergence implies
pointwise convergence we see that for p ∈M\A
0 = sn(p) −→ s(p),
whence s(p) = 0. Thus supp(s) ⊆ A as desired and s ∈ ΓkA(E) follows. 
This way, the ΓkA(E) become Fréchet spaces themselves being closed subspaces of the Fréchet
space Γk(E). We call the resulting topology the CkA-topology. With respect to their induced topology,
the inclusion maps
ΓkA(E) ↪→ ΓkA′(E) (1.1.13)
for A ⊆ A′ are continuous and have closed image. This is clear as the seminorms pK,` needed for ΓkA(E)
are also continuous seminorms on ΓkA′(E). Moreover, the induced topology on Γ
k
A(E) by (1.1.13) is
again the CkA-topology. Thus (1.1.13) is an embedding and not just an injective continuous map. We
shall now focus on compact subsets K ⊆M and choose an exhausting sequence Kn as before. Then
the corresponding sequence
ΓkK0(E) ↪→ ΓkK1(E) ↪→ · · · ↪→ ΓkKn(E) ↪→ ΓkKn+1(E) ↪→ · · · ↪→ Γk0(E) (1.1.14)
allows to endow the “limit” Γk0(E) with the inductive limit topology. Since all the inclusions are
embeddings and since we only need countably many compacta, we have a countable strict inductive
limit topology (or LF topology) for Γk0(E). By general nonsense on such limit topologies, see e.g. [34,
Sect. 4.6], we obtain the following characterization of a locally convex topology on Γk0(E), which we
call the C∞0 -topology:
Theorem 1.1.11 (C∞0 -topology) Let k ∈ N0 ∪ {+∞}. The inductive limit topology on Γk0(E) ob-
tained from (1.1.14) enjoys the following properties:
i.) Γk0(E) is a Hausdorff locally convex complete and sequentially complete topological vector space.
The topology does not depend on the chosen sequence of exhausting compacta.
ii.) All the inclusion maps
ΓkK(E) ↪→ Γk0(E) (1.1.15)
are continuous and the Ck0-topology is the finest locally convex topology on Γ
k
0(E) with this prop-
erty. Every ΓkK(E) is closed in Γ
k
0(E) and the induced topology on Γ
k
K(E) is the C
k
K-topology.
iii.) A sequence sn ∈ Γk0(E) is a Ck0-Cauchy sequence if and only if there exists a compact subset
K ⊆ M with sn ∈ ΓkK(E) for all n and sn is a CkK-Cauchy sequence. An analogous statement
holds for convergent sequences.
iv.) If V is a locally convex vector space, then a linear map Φ : Γk0(E) −→ V is Ck0-continuous if
and only if each restriction Φ
∣∣
ΓkK(E)
: ΓkK(E) −→ V is CkK continuous. It suffices to consider an
exhausting sequence of compacta.
v.) If M is non compact Γk0(E) is not first countable and hence not metrizable.
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Proof. We shall only sketch the arguments and refer to [34, Sect. 4.6] for details on strict inductive
limit topologies. The first part follows from general nonsense on countable strict inductive limit
topologies since all the constituents ΓkK(E) are Fréchet spaces. The second part is an alternative
characterization of inductive limit topologies. Part iii.) and iv.) are also general facts on inductive
limit topologies. The last part follows essentially from Baire’s theorem. 
Remark 1.1.12 In the sequel, we only need the properties i.) – iv.) of the Ck0-topology, not its
precise definition. In fact, it will turn out that the actual handling of this rather complicated LF
topology is fairly easy. We refer to the literature for more background information on LF topologies,
see e.g. [34, Sect. 4.6] or [36, 37,58]. Of course, we are mainly interested in the case k =∞.
Remark 1.1.13 We also remark that the inclusion maps Γk0(E) ↪→ Γk(E) are continuous for all
k ∈ N0 ∪ {+∞}.
1.1.2 Continuous Maps between Test Section Spaces
In this subsection we shall collect some basic examples of maps between test function and test section
spaces which on one hand have a geometric origin, and which on the other hand are continuous in
the Ck- and Ck0-topologies, respectively. We start with the following situation:
Proposition 1.1.14 Let φ : M −→ N be a smooth map. Then the pull-back φ∗ : C∞(N) −→ C∞(M)
is a continuous linear map with respect to the C∞-topology.
Proof. Let K ⊆ M be a compact subset and ` ∈ N0 be given. Moreover, let (U, x) be a chart with
K ⊆ U . Then we consider the compact subset φ(K) ⊆ N . This will be covered by finitely many
charts (V, y) of N and we can assume that already one chart will do the job. Then we compute by
the chain rule
pU,x,K,`(φ
∗f) = sup
p∈K
|I|≤`
∣∣∣∣∣∂|I|φ∗f∂xI (p)
∣∣∣∣∣ = supp∈K
|I|≤`
∣∣∣∣∣∣
∑
J≤I
ΦIJ(p)
∂|J |f
∂yJ
(φ(p))
∣∣∣∣∣∣ ,
where again the ΦIJ are smooth functions on U obtained from polynomials in the derivatives of the
Jacobi matrix of the map φ with respect to the charts (V, y) and (U, x). Since φ is smooth the maps
ΦIJ turn out to be smooth, too, hence on K they are bounded. Moreover, the partial derivatives of
f on φ(K) are bounded as well so we finally obtain an estimate
pU,x,K,`(φ
∗f) ≤ c pV,y,φ(K),`(f),
where the constant c depends on the maxima of the functions ΦIJ over K and thus on φ but not on
f . But this is the desired continuity. 
Remark 1.1.15 Since in the proof we estimated a seminorm with order of differentiation ` again by
a seminorm with order of differentiation `, the statement remains true for a Ck-map φ : M −→ N :
the pullback φ∗ : Ck(N) −→ Ck(M) is Ck-continuous.
For functions with compact support the pull-back φ∗f with an arbitrary map φ : M −→ N will no
longer have compact support in general. Take e.g. any smooth map φ : M −→ N from a non compact
manifold M into a compact one, then φ∗1N = 1M but 1N ∈ C∞(N) = C∞0 (N) and 1M /∈ C∞0 (M).
Thus we need an extra condition to assure that φ∗ maps C∞0 (N) into C∞0 (M):
Definition 1.1.16 (Proper map) A smooth map φ : M −→ N is called proper if φ−1(K) ⊆ M is
compact for all compact K ⊆ N .
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The above definition makes perfect sense in a general topological context, the smoothness and the
manifold structure of M,N are not needed. Note that a continuous map maps compact subsets to
compact subsets, but inverse images of compact subsets need not be compact as the above example
shows.
Proposition 1.1.17 Let φ : M −→ N be a smooth proper map. Then
φ∗ : C∞0 (N) −→ C∞0 (M) (1.1.16)
is continuous in the C∞0 -topology.
Proof. Let K ⊆ N be compact. By Theorem 1.1.11, iv.) we have to show that the restriction
φ∗
∣∣
C∞K (N)
: C∞K (N) −→ C∞0 (M) is continuous. Now φ−1(K) is compact since φ is proper and thus we
know
φ∗ : C∞K (N) −→ C∞φ−1(K)(M),
since in general supp(φ∗f) = φ−1(supp(f)). The proof of Proposition 1.1.14 shows that the pφ−1(K),`-
seminorms of the images of φ∗ can be estimated by the pK,`-seminorms. Thus φ∗ is continuous.
Finally, we know that
C∞φ−1(K)(M) ↪→ C∞0 (M)
is continuous by Theorem 1.1.11, ii.). Thus the criterion for the continuity of φ∗ is fulfilled. 
Remark 1.1.18 Again, there is a Ck0-version of this statement since we only used the same ` for the
estimation in the proof of Proposition 1.1.14.
In a last step, we shall treat test sections of vector bundles. Let E −→M and F −→M be vector
bundles. Since a smooth map φ : M −→ N alone does not yield any map between Γ∞(E) and Γ∞(F )
by itself, we need a vector bundle morphism. Recall that a vector bundle morphism Φ : E −→ F is
a smooth map such that Φ maps fibers of E into fibers of F and Φ is linear on each fiber. Thus Φ
induces a smooth map φ such that
M N
φ
//
E
piE

F
Φ
//
piF

ιE
HH
(1.1.17)
commutes. Indeed, φ = piF ◦ Φ ◦ ιE , where ιE : M −→ E denotes the zero section.
Lemma 1.1.19 Let Φ : E −→ F be a vector bundle morphism and ω ∈ Γ∞(F ∗). Then
(Φ∗ω)
∣∣
p
(sp) = ω
∣∣
φ(p)
(Φ(sp)) (1.1.18)
for sp ∈ Ep and p ∈M defines a smooth section Φ∗ω ∈ Γ∞(E∗) called the pull-back of ω by Φ.
Proof. It is easy to check that for s ∈ Γ∞(E) the function p 7→ Φ∗ω∣∣
p
(s(p)) is smooth whence Φ∗ω is
smooth itself. Moreover, Φ∗ω
∣∣
p
: Ep −→ R (or C) is clearly linear hence the statement follows. 
The pull-back indeed obeys the usual properties of a pull-back, i.e. for vector bundle morphisms
E
Φ−→ F Ψ−→ G we have
(Ψ ◦ Φ)∗ = Φ∗ ◦Ψ∗ and (idE)∗ = idΓ∞(E∗) . (1.1.19)
We claim that this gives again continuous maps.
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Proposition 1.1.20 Let Φ : E −→ F be a vector bundle morphism. Then Φ∗ : Γ∞(F ∗) −→ Γ∞(E∗)
is continuous with respect to the C∞-topology.
Proof. We first need some local expressions. Let eα ∈ Γ∞(E
∣∣
U
) and fβ ∈ Γ∞(F
∣∣
V
) be local base
sections defined over open subsets U ⊆M and V ⊆ N . We assume that on V we have local coordinates
y and x on U ⊆ φ−1(V ). By choosing V and U sufficiently small this is possible. Then Φ∣∣
E|U can be
written as follows. For sp = sαp eα(p) ∈ Ep there exist coefficients Φβα(p) such that
Φ(sp) = s
α
pΦ
β
α(p)fβ(φ(p)),
since Φ(sp) ∈ Fφ(p) for all sp ∈ Ep and p ∈ M . The smoothness of Φ gives the smoothness of the
locally defined functions Φβα ∈ C∞(U). Now let ω ∈ Γ∞(F ∗) be given as
ω
∣∣
V
= ωβf
β,
where fβ ∈ Γ∞(F ∗∣∣
V
) are the dual base sections of the fβ as usual. Then
(Φ∗ω)(s)
∣∣
U
= (ω ◦ φ)(Φ(s)) =
(
(ωβ ◦ φ)(fβ ◦ φ)
)
(Φγα(fγ ◦ φ)sα) = φ∗(ωβ)Φβαsα.
Hence we have Φ∗ω
∣∣
U
= φ∗(ωβ)Φ
β
αeα. Now we can estimate
pU,x,K,`,{eα}(Φ
∗ω) = sup
|I|≤`
p∈K
α=1,...,rank(E)
∣∣∣∣∣ ∂|I|∂xI (Φ∗ω)α(p)
∣∣∣∣∣
= sup
|I|≤`
p∈K
α=1,...,rank(E)
∣∣∣∣∣ ∂|I|∂xI (φ∗(ωγ)Φγα) (p)
∣∣∣∣∣
≤ cpV,y,φ(K),`,{fβ}(ω),
by the same kind of computation as for the proof of Proposition 1.1.14. The constant c involves the
maxima of polynomials in the partial derivatives of the Jacobi matrix of φ as well as of Φβα, again by
the chain rule and the Leibniz rule. But then the continuity is clear. 
Remark 1.1.21 (Pull-back of sections)
i.) For the support of Φ∗ω we obtain
supp Φ∗ω ⊆ φ−1(suppω), (1.1.20)
which is immediate from the definition. Note that due to possible degeneration in the fiberwise
maps Φ
∣∣
Ep
the support may be strictly smaller than the right hand side.
ii.) Again, for a vector bundle morphism Φ : E −→ F of class Ck we obtain a continuous map
Φ∗ : Γk(F ∗) −→ Γk(E∗) (1.1.21)
with respect to the Ck-topology.
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Example 1.1.22 (Tangent map) Let φ : M −→ N be a smooth map. Then Tφ : TM −→ TN is
a smooth vector bundle morphism over φ. Thus the pull-back gives (Tφ)∗ : Γ∞(T ∗N) −→ Γ∞(T ∗M).
Clearly, the pull-back (Tφ)∗ in the sense of Lemma 1.1.19 coincides with the usual pull-back φ∗ of one-
forms in this case. Note that if φ is Ck then Tφ is only of class Ck−1. Moreover, Tφ extends to vector
bundle morphisms (Tφ)⊗r : ⊗rTM −→ ⊗rTN hence we also obtain pull-backs φ∗ : Γ∞(⊗rT ∗N) −→
Γ∞(⊗rT ∗M) being continuous linear maps with respect to the C∞-topology.
The case of compactly supported sections is treated analogously to the case of C∞0 (N). Using
(1.1.20) we can copy the proof of Proposition 1.1.17 and obtain the following result:
Proposition 1.1.23 Let Φ : E −→ F be a vector bundle morphism such that the induced map
φ : M −→ N is proper. Then the pull-back
Φ∗ : Γ∞0 (F
∗) −→ Γ∞0 (E∗) (1.1.22)
is continuous with respect to the C∞0 -topology. Analogous statements hold for the Ck case.
We conclude this section with yet another type of maps, namely the module structures and various
tensor products.
Proposition 1.1.24 Let E −→M and F −→M be vector bundles.
i.) The pointwise multiplication
C∞(M)× C∞(M) 3 (f, g) 7→ fg ∈ C∞(M) (1.1.23)
is continuous with respect to the C∞-topology, hence C∞(M) becomes a Fréchet algebra.
ii.) The module structure
C∞(M)× Γ∞(E) 3 (f, s) 7→ f · s ∈ Γ∞(E) (1.1.24)
is continuous with respect to the C∞-topology, hence Γ∞(E) becomes a Fréchet module over the
Fréchet algebra C∞(M).
iii.) The tensor product
Γ∞(E)× Γ∞(F ) 3 (s, t) 7→ s⊗ t ∈ Γ∞(E ⊗ F ) (1.1.25)
is continuous with respect the C∞-topology.
iv.) The natural pairing
Γ∞(E∗)× Γ∞(E) 3 (ω, s) 7→ ω(s) ∈ C∞(M) (1.1.26)
is continuous with respect to the C∞-topology.
Analogous statements hold for the Ck case.
Proof. All the above statements rely only on the Leibniz rule for differentiation of products. Let
K ⊆ U be compact and let x be local coordinates on U , then
pU,x,K,`(fg) = sup
p∈K
|I|≤`
∣∣∣∣∣ ∂|I|∂xI (fg)∣∣p
∣∣∣∣∣ = supp∈K
|I|≤`
∣∣∣∣∣∣
∑
J≤I
(
I
J
)
∂|J |f
∂xJ
(p)
∂|I−J |g
∂xI−J
(p)
∣∣∣∣∣∣ ≤ cpU,x,K,`(f) pU,x,K,`(g),
with a constant only depending on the combinatorics of the multinomial coefficients
(
I
J
)
and hence
only on `. This shows the first part. Writing out the local expressions for all the other parts in terms
of coefficient functions and local base sections shows that all other parts can be reduced to part i.)
and hence the above computation. 
Remark 1.1.25 As usual there are Ck0-versions of this statement. Moreover, we have analogous
statements for various multilinear pairings and applications of endomorphisms to sections etc.
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1.1.3 Approximations
In this subsection we shall sketch some approximation results of how less differentiable functions can
be approximated by smooth ones. This rather technical section will turn out to be useful in many
places.
Theorem 1.1.26 Let E −→ M be a vector bundle. Then Γ∞0 (E) is (sequentially) dense in Γk(E)
for all k ∈ N0 with respect to the Ck-topology.
Proof. First we know from Proposition 1.1.9 that Γk0(E) is dense in Γk(E). Thus we only have to show
that Γ∞0 (E) is dense in Γk0(E) with respect to the Ck-topology thanks to the continuous embedding
of Ck0(E) into Ck(E) according to Remark 1.1.13. Let s ∈ Γk0(E) be given. Then we choose charts
(Ui, xi) of M together with local base sections eαi ∈ Γ∞(E
∣∣
Ui
). Moreover, we choose a partition of
unity ϕi ∈ C∞0 (M) with suppϕi ⊆ Ui being compact and
∑
ϕi = 1. The compactness of supp s
guarantees that finitely many Ui already cover supp s and hence
s =
∑
i
ϕis,
with a finite sum. Thus we only have to approximate a ϕis ∈ Γk0(E) where supp(ϕis) ⊆ Ui is in the
domain of a chart. Now
ϕis = s
α
i eαi
with sαi ∈ Ck0(Ui). From the local theory we know that we find functions sαim ∈ C∞0 (Ui) with sαim → sαi
in the Ck-topology: e.g. one can use a convolution of the sαi with a function χm(x) = m
nχ(mx),
where χ ∈ C∞0 (Rn) is a function with
∫
χ(x) dn x = 1. Then for sufficiently large m
(sαi ◦ xi) ∗ χm ∈ C∞0 (x(U)),
hence
sαim = ((s
α
i ◦ xi) ∗ χm) ◦ x−1 ∈ C∞0 (U)
is smooth and fulfills sαim −→ sαi in the Ck-topology. For details see e.g. [31, Thm. 1.3.2]. Since we
can approximate each sαi we also can approximate si = s
α
i eαi and thus s =
∑
i ϕis =
∑
i si since the
sums are always finite. 
1.2 Differential Operators
In this section we introduce differential operators on sections of vector bundles and discuss their
continuity properties with respect to the various Ck- and Ck0-topologies.
1.2.1 Differential Operators and their Symbols
There are several equivalent definitions of differential operators on manifolds. We present here the
most pragmatic one. Let E −→M and F −→M be vector bundles over M .
Definition 1.2.1 (Differential operators) Let D : Γ∞(E) −→ Γ∞(F ) be a linear map. Then D
is called differential operator of order k ∈ N0 if the following conditions are fulfilled.
i.) D can be restricted to open subsets U ⊆M , i.e. for any open subset U ⊆M there exists a linear
map DU : Γ∞(E
∣∣
U
) −→ Γ∞(F ∣∣
U
) such that
DU (s
∣∣
U
) = (Ds)
∣∣
U
(1.2.1)
for all sections s ∈ Γ∞(E).
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ii.) In any chart (U, x) of M and for every local base sections eα ∈ Γ∞(E
∣∣
U
) and fβ ∈ Γ∞(F
∣∣
U
) we
have
Ds
∣∣
U
=
k∑
r=0
1
r!
Di1...irU
β
αfβ
∂rsα
∂xi1 · · · ∂xir (1.2.2)
with locally defined functions Di1...irU
β
α ∈ C∞(U), totally symmetric in i1, . . . , ir.
The set of differential operators D : Γ∞(E) −→ Γ∞(F ) of order k ∈ N0 is denoted by DiffOpk(E;F )
and we define
DiffOp•(E;F ) =
∞⋃
k=0
DiffOpk(E;F ). (1.2.3)
Remark 1.2.2 (Differential operators)
i.) Clearly, DiffOpk(E;F ) is a vector space and we have
DiffOpk(E;F ) ⊆ DiffOpk+1(E;F ) (1.2.4)
for all k ∈ N0. Thus DiffOp(E;F ) is a filtered vector space. Note however that (1.2.3) does not
yield a graded vector space.
ii.) The restriction of a differential operator D is important since we also want to apply D to sections
which are only locally defined.
iii.) If we are given an atlas of charts and local bases and locally defined functions Di1...irU
β
α, then we
can define a global differential operator D by specifying its local form as in (1.2.2), provided the
functions Di1...irU
β
α transform in such a way that two definitions agree on the overlap of any two
charts in that atlas. In fact, the precise transformation law of the Di1...irU
β
α is rather complicated
thanks to the complicated form of the chain rule for multiple partial derivatives.
iv.) Differential operators are local, i.e. supp(Ds) ⊆ supp(s).
Lemma 1.2.3 (Leading symbol) If D : Γ∞(E) −→ Γ∞(F ) is a differential operator of order
k ∈ N0, locally given by (1.2.2), then the definition
σk(D)
∣∣
U
=
1
k!
Di1...ikU
β
α
∂
∂xi1
∨ · · · ∨ ∂
∂xik
⊗ fβ ⊗ eα (1.2.5)
yields a globally well-defined tensor field, called the leading symbol of D
σk(D) ∈ Γ∞(SkTM ⊗ F ⊗ E∗). (1.2.6)
Proof. This is a straightforward computation since the terms with maximal number of derivatives of
sα in (1.2.2) transform nicely. 
Note that there is no intrinsic way to define “sub-leading” symbols of a differential operator of
order k ≥ 2. The functions Di1...irU βα do not have a tensorial transformation law. In fact, terms
with different r even mix. This is also the reason that we can only speak of the maximal number of
partial derivatives appearing in (1.2.2) as “order”. There is no intrinsic way to characterize differential
operators “with exactly k partial derivatives”: this would be a chart dependent statement.
Since canonically F ⊗ E∗ ' Hom(E,F ), we can interpret the leading symbol σk(D) also as a
section
σk(D) ∈ Γ∞(SkTM ⊗ Hom(E,F )). (1.2.7)
We shall sketch now another, more conceptual approach to differential operators, see [26, Def. 16.8.1]:
it is essentially based on the observation that for a differential operator D the commutator [D, f ] with
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a left multiplication by f ∈ C∞(M) is a differential operator of at least one order less than D because
of the Leibniz rule. We consider an associative, commutative algebra A over some ground field k. Of
course, we are mainly interested in A = C∞(M) and k = C. Next we consider two A-modules E,F
and set for k < 0
DiffOpk(E;F) = {0} (1.2.8)
and for k ≥ 0 inductively
DiffOpk(E;F) =
{
D ∈ Homk(E,F)
∣∣∣ [D,La] ∈ DiffOpk−1(E;F) ∀a ∈ A} , (1.2.9)
where La denotes the left multiplication of elements in the module with a. As before we set
DiffOp•(E;F) =
⋃
k∈Z
DiffOpk(E;F). (1.2.10)
By general considerations it is rather easy to show that DiffOpk(E,F) ⊆ DiffOpk+1(E,F) whence
(1.2.10) is again filtered. Moreover, DiffOpk(E;F) is a k-vector space and a left A-module via
(a ·D)(e) = a ·D(e), (1.2.11)
where a ∈ A, D ∈ DiffOpk(E;F), and e ∈ E. If G is yet another A-module then the composition of
differential operators is defined and yields again differential operators. In fact,
DiffOpk(F;G) ◦DiffOp`(E;F) ⊆ DiffOpk+`(E;G) (1.2.12)
holds for all k, ` ∈ Z. It follows that
DiffOp•(E) = DiffOp•(E;E) (1.2.13)
is a filtered subalgebra of all k-linear endomorphisms Endk(E) of E. Moreover, by definition we have
DiffOp0(E;F) = HomA(E,F). (1.2.14)
Theorem 1.2.4 For A = C∞(M) and E = Γ∞(E), F = Γ∞(F ) the algebraic definition of DiffOp•(E;F)
yields the usual differential operators DiffOp•(E;F ).
The proof is contained e.g. in [60, App. A.5]. We omit it here as we shall mainly work with the local
description of differential operators.
1.2.2 A Global Symbol Calculus for Differential Operators
The leading symbol of a differential operator is in many aspects a much nicer object as it is a tensor
field. The problem of having no canonical definition of sub-leading symbols can be cured at the price
of a covariant derivative. We choose a torsion-free covariant derivative ∇ for the tangent bundle as
well as a covariant derivative∇E for E. Then for the operator of symmetrized covariant differentiation
DE as in Definition 1.1.2 we have in any chart (U, x) and with respect to any local base sections eα
(
DE
)`
s
∣∣∣
U
=
∂`sα
∂xi1 . . . ∂xi`
dxi1 ∨ · · · ∨ dxi` ⊗ eα + (lower order terms), (1.2.15)
for every section s ∈ Γ∞(E). This was used in the proof of Theorem 1.1.5 and is an easy consequence
of the local expression DE
∣∣
U
= dxi ∨∇ ∂
∂xi
together with a simple induction on `.
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Now let X ∈ Γ∞(SkTM ⊗ Hom(E,F )) be given. Then locally we can write
X
∣∣
U
=
1
k!
Xi1...ikβα
∂
∂xi1
∨ · · · ∨ ∂
∂xik
⊗ fβ ⊗ eα. (1.2.16)
This indicates how we can define a differential operator out of X and DE . We use the natural pairing
of the SkTM -part of X with the SkT ∗M -part of
(
DE
)k
s and apply the Hom(E,F )-part of X to the
E-part of
(
DE
)k
s. This gives a well-defined section of F . In the literature, different conventions
concerning the pairing of symmetric tensor fields are used. We adopt the following convention, best
expressed locally as〈
X,
(
DE
)k
s
〉
= k!Xi1...ikβα
∂ksα
∂xi1 . . . ∂xik
fβ + (lower order terms). (1.2.17)
With other words, this is the natural pairing of V ⊗ · · · ⊗ V︸ ︷︷ ︸
k−times
with V ∗ ⊗ · · · ⊗ V ∗︸ ︷︷ ︸
k−times
restricted to sym-
metric tensors without additional pre-factors. Indeed, note that the tensor indexes of
(
DE
)k
s are
given by
(
DE
)k
s
∣∣∣
U
= k!
∂`sα
∂xi1 . . . ∂xi`
dxi1 ⊗ · · · ⊗ dxi` ⊗ eα + (lower order terms) (1.2.18)
according to our convention for the symmetrized tensor product ∨.
Definition 1.2.5 (Standard ordered quantization) Let X ∈ Γ∞(S•TM ⊗ Hom(E,F )) be a not
necessarily homogeneous section and let ~ > 0. Then the standard ordered quantization %Std(X) :
Γ∞(E) −→ Γ∞(F ) of X is defined by
%Std(X)s =
∞∑
r=0
1
r!
(
~
i
)r 〈
X(r),
1
r!
(
DE
)r
s
〉
, (1.2.19)
for s ∈ Γ∞(E), where X = ∑rX(r) with X(r) ∈ Γ∞(SrTM ⊗Hom(E,F )) are the homogeneous parts
of X.
Note that by definition of the direct sum there are only finitely many X(r) different from zero whence
the sum in (1.2.19) is always finite.
Theorem 1.2.6 (Global symbol calculus) The standard ordered quantization provides a filtration
preserving C∞(M)-linear isomorphism
%Std :
∞⊕
k=0
Γ∞(SkTM ⊗ Hom(E,F )) −→ DiffOp•(E;F ), (1.2.20)
such that for X ∈ Γ∞(SkTM ⊗ Hom(E,F )) we have
σk(%Std(X)) =
(
~
i
)k
X. (1.2.21)
Proof. From the local expression of
(
DE
)`
s as in the proof of Theorem 1.1.5 it is clear that %Std(X) is
indeed a differential operator. Note that the sum is finite and forX = X(k) ∈ Γ∞(SkTM⊗Hom(E,F ))
the differential operator %Std(X) has order k. For f ∈ C∞(M) we clearly have %Std(fX) = f %Std(X)
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since the natural pairing is C∞(M)-bilinear. This shows that %Std is a filtration preserving C∞(M)-
linear map. Let X ∈ Γ∞(SkTM ⊗ Hom(E,F )) be homogeneous of degree k ∈ N0. Then locally
%Std(X)s
∣∣
U
=
1
k!
(
~
i
)k 〈
X,
1
k!
(
DE
)k
s
〉 ∣∣∣
U
=
1
k!k!
(
~
i
)k
Xi1...ikβαk!
∂ksα
∂xi1 . . . ∂xik
fβ + (lower order terms),
hence (1.2.21) is clear by the definition of σk as in (1.2.5). Now let D ∈ DiffOpk(E;F ) be given.
Then
σk
(
D −
(
i
~
)k
%Std(σk(D))
)
= 0,
hence D− ( i~)k %Std(σk(D)) is a differential operator of order at most k−1. By induction we can find
Dk = σk(D), Dk−1, . . . , D0 with D` ∈ Γ∞(S`TM ⊗ Hom(E,F )) such that
D = %Std
(
k∑
r=0
(
i
~
)r
Dr
)
, (1.2.22)
which proves surjectivity. The injectivity is also clear, as σk(D) is uniquely determined by D and by
induction the above Dk−1, . . . , D0 are unique as well. 
Remark 1.2.7 (Global symbol calculus)
i.) The standard ordered quantization and its inverse map %Std−1, i.e. the global symbol calculus,
come indeed from quantization theory, where E = F = M × C is the trivial line bundle and
Γ∞(S•TM) is identified in the usual, canonical way with functions on T ∗M being polynomial
in the fibers. Indeed, there is a unique algebra isomorphism
J :
∞⊕
k=0
Γ∞(SkTM) 3 X 7→ J(X) ∈ Pol•(T ∗M) (1.2.23)
with J(f) = pi∗f and J(X)(αp) = αp(X(p)) for f ∈ C∞(M) = Γ∞(S0TM) and X ∈ Γ∞(TM),
where αp ∈ T ∗pM . The pre-factor ~i in (1.2.19) is due to the physical conventions since we
can interpret functions in Pol1(T ∗M) to be linear in the momenta on the phase space T ∗M
corresponding to the configuration space M . In the case M = Rn with the flat covariant
derivative ∇, the map %Std is indeed the standard ordered quantization on T ∗M = R2n, i.e. first
all “momenta to the right”. A more detailed discussion can be found in [60, Sect. 5.4].
ii.) For X ⊗ A ∈ Γ∞(TM ⊗ Hom(E,F )) with X ∈ Γ∞(TM) and A ∈ Γ∞(Hom(E,F )) we simply
have
%Std(X ⊗ A)s = ~
i
A(∇EXs). (1.2.24)
In particular, the choice of ∇ does not yet enter. This is of course no longer the case for higher
symmetric degrees. Also
%Std(A) = A (1.2.25)
is just a C∞(M)-linear operator, not yet differentiating.
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1.2.3 Continuity Properties of Differential Operators
From the local form of differential operators we immediately obtain the following continuity statement:
Theorem 1.2.8 (Continuity of differential operators) Let D ∈ DiffOpk(E;F ) be a differential
operator of order k. Then for all ` ∈ N0 the map
D : Γk+`(E) −→ Γ`(E) (1.2.26)
is well-defined and continuous with respect to the Ck+`- and C`-topology.
Proof. Clearly, if s ∈ Γk+`(E) then (DE)k s ∈ Γ`(E) is still ` times continuously differentiable. Since
the natural pairing does not lower the degree of differentiability, we can define %Std(X)s in the obvious
way. Since furthermore every differential operator D of order k is of the form %Std(X) with X having
at most tensorial degree k, the extension (1.2.26) is defined in a unique way. If (U, x) is a chart and
eα ∈ Γ∞(E
∣∣
U
) and fβ ∈ Γ∞(F
∣∣
U
) are local base sections then
pU,x,K,`,{fβ}(Ds) = sup
p∈K
|I|≤`
β
∣∣∣∣∣ ∂|I|∂xI ∑`
r=0
1
r!
Di1...irU
β
α(p)
∂rsα
∂xi1 · · · ∂xir (p)
∣∣∣∣∣
≤ c
∑
i1,...,ir
r
sup
p∈K
|I|≤`
β,α
∣∣∣∣∣ ∂|I|∂xIDi1...irU βα(p)
∣∣∣∣∣ supp∈K
|J |≤`
α
∣∣∣∣∣ ∂|J |∂xJ ∂rsα∂xi1 · · · ∂xir (p)
∣∣∣∣∣
≤ c′ max
i1,...,ir
β,α
pU,x,K,`(D
i1...ir
U
β
α) maxr
pU,x,K,`+r,{eα}(s)
≤ c′ pU,x,K,`,{eα},{fβ}(D) pU,x,K,`+k,{eα}(s),
where c′ is a combinatorial factor depending only on ` and k and
pU,x,K,`,{eα},{fβ}(D) = sup
p∈K
α,β
|I|≤`
i1,...,ir
∣∣∣∣∣∂|I|Di1...irU βα∂xI (p)
∣∣∣∣∣ .
But this is the desired estimate to conclude the continuity with respect to the Ck+`- and C`-topology.
Corollary 1.2.9 A differential operator D ∈ DiffOp•(E;F ) is continuous with respect to the C∞-
topology.
In the proof of Theorem 1.2.8 we have made use of the quantities
pU,x,K,`,{eα},{fβ}(D) = sup
p∈K
α,β
|I|≤`
i1,...,ir
∣∣∣∣∣∂|I|Di1...irU βα∂xI (p)
∣∣∣∣∣ , (1.2.27)
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which are easily shown to be seminorms on DiffOp•(E;F ). For a fixed k ∈ N0, these make DiffOpk(E;F )
again a Fréchet space, a simple fact which we shall not prove here. Moreover, the standard ordered
quantization is then a continuous isomorphism with continuous inverse
%Std :
k⊕
`=0
Γ∞(S`TM ⊗ Hom(E,F )) −→ DiffOpk(E;F ). (1.2.28)
However, all differential operators DiffOp•(E;F ) will have to be equipped with an inductive limit
topology similar to the construction of the C∞0 -topology. In any case, we shall not need these aspects
here.
Instead, we consider now the restriction of D ∈ DiffOpk(E;F ) to compactly supported sections
Γk+`K (E). Since supp(Ds) ⊆ supp s we have
D : Γk+`A (E) −→ Γ`A(F ) (1.2.29)
for all closed subsets A ⊆M . Since in the estimate
pU,x,K,`,{fβ}(Ds) ≤ cpU,x,K,`,{eα},{fβ}(D) pU,x,K,`+k,{eα}(s) (1.2.30)
we have the same compactum on both sides, we find that
D : Γk+`K (E) −→ Γ`K(F ) (1.2.31)
is continuous in the Ck+`K - and C
`
K-topology. From this we immediately obtain the following continuity
statement:
Theorem 1.2.10 Let D ∈ DiffOpk(E;F ) be a differential operator of order k ∈ N0. Then for all
` ∈ N0 the restriction
D : Γk+`0 (E) −→ Γ`0(F ) (1.2.32)
is continuous in the Ck+`0 - and the C
`
0-topology. Moreover
D : Γ∞0 (E) −→ Γ∞0 (F ) (1.2.33)
is continuous in the C∞0 -topology.
Proof. This follow immediately from (1.2.31) and the characterization of continuous maps as in
Theorem 1.1.11, iv.). 
1.2.4 Adjoints of Differential Operators
For a section s ∈ Γ∞(E) and µ ∈ Γ∞(E∗ ⊗ |Λtop|T ∗M) the natural pairing of E and E∗ gives a
density µ(s) ∈ Γ∞(|Λtop|T ∗M) which we can integrate, provided the support is compact. Therefore
we define
〈s, µ〉 =
∫
M
µ(s) =
∫
M
s · µ, (1.2.34)
whenever the support of at least one of s or µ is compact.
Lemma 1.2.11 The pairing (1.2.34) is bilinear and non-degenerate. Moreover 〈s, fµ〉 = 〈fs, µ〉 for
f ∈ C∞(M).
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Proof. Let s ∈ Γ∞(E) be not the zero section and let p ∈M be such that s(p) 6= 0. Then we find an
open neighborhood U of p and a section ϕ ∈ Γ∞0 (E∗) with compact support suppϕ ⊆ U such that
ϕ(s) ≥ 0 and ϕ(s)∣∣
p
> 0.
Using local base sections this is obvious. Now choose a positive density ν ∈ Γ∞(|Λtop|T ∗M), then
ϕ⊗ ν ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) will satisfy 〈s, ϕ⊗ ν〉 6= 0. This shows that (1.2.34) is non-degenerate
in the first argument. The other non-degeneracy is shown analogously. The second statement is
clear. 
In particular, 〈 · , · 〉 restricts to a non-degenerate pairing
〈 · , · 〉 : Γ∞0 (E)× Γ∞0 (E∗ ⊗ |Λtop|T ∗M) −→ C. (1.2.35)
As an immediate consequence we obtain the following statement. First recall that an operator
D : V −→W (1.2.36)
is adjointable with respect to bilinear pairings
〈 · , · 〉
V,V˜
: V × V˜ −→ C and 〈 · , · 〉
W,W˜
: W × W˜ −→ C, (1.2.37)
if there is a map DT : W˜ −→ V˜ such that
〈Dv, w˜〉
W,W˜
= 〈v,DTw˜〉
V,V˜
. (1.2.38)
If the pairings are non-degenerate then an adjoint DT is necessarily unique (if it exists at all) and
both maps D, DT are linear maps. Clearly, DT is adjointable, too, with (DT)T = D. Thus in our
situation, adjointable maps with respect to the pairing (1.2.34) or (1.2.35) have unique adjoints and
are necessarily linear.
Proposition 1.2.12 Let D ∈ DiffOpk(E;F ) be a differential operator of order k. Then D : Γ∞0 (E) −→
Γ∞0 (F ) is adjointable with respect to (1.2.34) and the (unique) adjoint
DT : Γ∞(F ∗ ⊗ |Λtop|T ∗M) −→ Γ∞(E∗ ⊗ |Λtop|T ∗M) (1.2.39)
is again a differential operator of order k.
Proof. Let {(Ui, xi)}i∈I be a locally finite atlas and let eiα ∈ Γ∞(E
∣∣
Ui
) and fiβ ∈ Γ∞(F
∣∣
Ui
) be local
base sections. Moreover let {χi}i∈I be a locally finite partition of unity subordinate to the atlas with
suppχi being compact. As usual, we write
Ds
∣∣
Ui
=
k∑
r=0
1
r!
Di1...irUi
β
αfβ
∂rsαi
∂xi1i · · · ∂xiri
,
where s
∣∣
Ui
= sαi eiα with s
α
i = e
α
i (s) ∈ C∞(Ui). For µ ∈ Γ∞(F ∗ ⊗ |Λtop|T ∗M) we write
µ
∣∣
Ui
= µiβf
β|dx1i ∧ · · · ∧ dxni |,
with µiβ ∈ C∞(Ui). Here |dx1 ∧ · · · ∧ dxn| denotes the unique locally defined density with value 1
when evaluated on the coordinate base vector fields ∂
∂x1
, . . . , ∂∂xn . Then we compute
〈Ds, µ〉 =
∫
M
µ(Ds) =
∑
i
∫
xi(Ui)
(χiµ(Ds)) ◦ x−1i dn xi
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=
∑
i
∫
xi(Ui)
(
χiµiβ
k∑
r=0
1
r!
Di1...irUi
β
α
∂rsαi
∂xi1i · · · ∂xiri
)
◦ x−1i dn xi.
Note that the integrand consists of compactly supported functions only. Thus we can integrate by
parts and obtain
〈Ds, µ〉 =
∑
i
∫
xi(Ui)
(
k∑
r=0
(−1)r
r!
∂r
∂xi1 · · · ∂xir
(
χiµiβD
i1...ir
Ui
β
α
)
sαi
)
◦ x−1i dn xi.
Now the function χiµiβDi1...irUi
β
α has compact support in Ui thanks to the choice of the χi. Thus it
defines a global function in C∞0 (M). It follows that
µi =
k∑
r=0
(−1)r
r!
∂r
∂xi1 · · · ∂xir
(
χiµiβD
i1...ir
Ui
β
α
)
eαi ⊗ |dx1i ∧ · · · ∧ dxni |
is a global section in Γ∞0 (E∗⊗ |Λtop|T ∗M) with compact support in Ui. Since the χi are locally finite,
the sum
DTµ =
∑
i
µi
is well-defined and yields a global section DTµ ∈ Γ∞(E∗ ⊗ |Λtop|T ∗M) such that
〈Ds, µ〉 = 〈s,DTµ〉 .
This shows that D is adjointable. From the actual computation above it is clear that DT differentiates
again k times. Thus DT ∈ DiffOpk(F ∗⊗ |Λtop|T ∗M,E∗⊗ |Λtop|T ∗M) follows. However, there is also
another nice argument based on the algebraic definition of differential operators: Let D : Γ∞(E) −→
Γ∞(F ) be a differential operator of order zero. Thus D can be viewed as a section of Hom(E,F ), i.e.
D ∈ Γ∞(Hom(E,F )). Then in µ(Ds) we can simply apply the pointwise transpose ofD to the F ∗-part
of µ. This defines DTµ pointwise in such a way that (DTµ)(s) = µ(Ds). Clearly 〈Ds, µ〉 = 〈s,DTµ〉
follows. Now we proceed by induction. We assume that the adjoint always exists (what we have
shown already) and for differential operators of order ` ≤ k− 1 the adjoint has order `, too. Thus let
D ∈ DiffOpk(E;F ) and f ∈ C∞(M). Then we have
〈fDs, µ〉 = 〈Ds, fµ〉 = 〈s,DTfµ〉 ,
and on the other hand
〈fDs, µ〉 = 〈[f,D]s, µ〉+ 〈D(fs), µ〉
= 〈s, [f,D]Tµ〉+ 〈fs,DTµ〉
= 〈s, [f,D]Tµ〉+ 〈s, fDTµ〉 .
Hence by the non-degeneracy of 〈 · , · 〉 we conclude that
[f,DT] = [f,D]T ∈ DiffOpk−1(F ∗ ⊗ |Λtop|T ∗M,E∗ ⊗ |Λtop|T ∗M)
by induction. But this shows DT ∈ DiffOpk(F ∗ ⊗ |Λtop|T ∗M,E∗ ⊗ |Λtop|T ∗M) as wanted. 
Corollary 1.2.13 Let D ∈ DiffOpk(E;F ). Then for the leading symbol σk(DT) ∈ Γ∞(SkTM ⊗
Hom(F ∗ ⊗ |Λtop|T ∗M,E∗ ⊗ |Λtop|T ∗M)) we have
σk(D
T) = (−1)kσk(D)T ⊗ id|Λtop|T ∗M , (1.2.40)
where σk(D)T denotes the pointwise transpose from Hom(E,F ) to Hom(F ∗, E∗).
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Proof. From the local computations in the proof of Proposition 1.2.12 we obtained
µi =
k∑
r=0
(−1)r
r!
∂r
∂xi1 · · · ∂xir
(
χiµiβD
i1...ir
Ui
β
α
)
eαi ⊗ |dx1i ∧ · · · ∧ dxni |
=
(−1)k
k!
χiD
i1...ik
Ui
β
α
∂kµiβ
∂xi1 · · · ∂xik e
α
i ⊗ |dx1i ∧ · · · ∧ dxni |+ (lower order terms).
Since DTµ =
∑
i µi and
∑
i χi = 1, we conclude that
DTµ
∣∣
Ui
=
(−1)k
k!
Di1...ikUi
β
α
∂kµiβ
∂xi1i · · · ∂xiki
eαi ⊗ |dx1i ∧ · · · ∧ dxni |+ (lower order terms)
= (−1)kσk(D)T ⊗ id|Λtop|T ∗M (µ) + (lower order terms).

Remark 1.2.14 (Other pairings)
i.) There are several variations of the above proposition. On one hand one can consider the natural
pairing of α- and (1− α)-densities for any α ∈ C to obtain
〈 · , · 〉 : Γ∞0 (E ⊗ |Λtop|αT ∗M)× Γ∞0 (E∗ ⊗ |Λtop|1−αT ∗M) −→ C (1.2.41)
via pointwise natural pairing and integration of the remaining 1-density. This is again non-
degenerate. Thus we can also compute the adjoints of differential operators
D : Γ∞0 (E ⊗ |Λtop|αT ∗M) −→ Γ∞0 (F ⊗ |Λtop|βT ∗M) (1.2.42)
and obtain differential operators
DT : Γ∞(F ∗ ⊗ |Λtop|1−βT ∗M) −→ Γ∞(E∗ ⊗ |Λtop|1−αT ∗M) (1.2.43)
by the same kind of computation as in Proposition 1.2.12. There, we considered the case
α = 0 = β.
ii.) Another important case is for complex bundles E with a (pseudo-) Hermitian fiber metric hE .
Then we can use the C-sesquilinear pairings
〈s, t⊗ µ〉 =
∫
M
h(s, t) µ, (1.2.44)
where s, t ∈ Γ∞(E) and µ ∈ Γ∞(|Λtop|T ∗M) and at least one has compact support. Clearly,
this extends to
〈 · , · 〉 : Γ∞(E)× Γ∞0 (E ⊗ |Λtop|T ∗M) −→ C (1.2.45)
in a C-sesquilinear way. While D 7→ DT is C-linear, now the adjoint D∗ depends on D in an
antilinear way.
iii.) A very important situation is obtained by merging the above possibilities. For a Hermitian vector
bundle E −→M with Hermitian fiber metric h we consider the sections Γ∞0 (E ⊗ |Λtop|
1
2T ∗M).
On factorizing sections we can define
〈s⊗ µ, t⊗ ν〉 =
∫
M
h(s, t) µν, (1.2.46)
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since µν is a 1-density. Then the pairing extends to a C-sesquilinear pairing
〈 · , · 〉 : Γ∞0 (E ⊗ |Λtop|
1
2T ∗M)× Γ∞0 (E ⊗ |Λtop|
1
2T ∗M) −→ C, (1.2.47)
which is not only non-degenerate but positive definite. Thus Γ∞0 (E ⊗ |Λtop|
1
2T ∗M) becomes
a pre-Hilbert space. Moreover, taking E to be the trivial line bundle with the canonical fiber
metric gives a pre-Hilbert space Γ∞0 (|Λtop|
1
2T ∗M) of half densities. Its completion to a Hilbert
space is the so-called intrinsic Hilbert space on M .
While the above constructions are always slightly asymmetric unless we take half-densities, we
obtain a more symmetric situation if we integrate with respect to a given positive density. Thus we
choose once and for all a positive density µ > 0 onM . Later on, this will be the (pseudo-) Riemannian
volume density, but for now we do not need this additional property. For a vector bundle E −→ M
we then have the pairing
〈s, ϕ〉µ =
∫
M
ϕ(s) µ, (1.2.48)
for s ∈ Γ∞(E) and ϕ ∈ Γ∞(E∗), at least one having compact support. Clearly,
〈s, ϕ〉µ = 〈s, ϕ⊗ µ〉 (1.2.49)
with the original version (1.2.34) of the pairing 〈 · , · 〉. Since µ > 0 it easily follows that (1.2.49) is
non-degenerate and satisfies
〈fs, ϕ〉µ = 〈s, fϕ〉µ (1.2.50)
for all f ∈ C∞(M). For the action of differential operators we again have adjoints:
Theorem 1.2.15 Let D ∈ DiffOpk(E;F ) be a differential operator of order k ∈ N0. Then there
exists a differential operator DT ∈ DiffOpk(F ∗;E∗) such that
〈Ds,ϕ〉µ = 〈s,DTϕ〉µ (1.2.51)
for all s ∈ Γ∞(E) and ϕ ∈ Γ∞(F ∗), at least one having compact support.
Proof. The proof is now fairly simple. Since D has an adjoint, denoted by D˜ for a moment, with
respect to (1.2.34) we have
〈Ds,ϕ〉µ = 〈Ds,ϕ⊗ µ〉 =
〈
s, D˜(ϕ⊗ µ)
〉
,
and locally
D˜(ϕ⊗ µ)
∣∣∣
U
=
k∑
r=0
1
r!
D˜i1...irU
β
α
∂r
∂xi1 · · · ∂xir (ϕβµU ) e
α ⊗ |dx1 ∧ · · · ∧ dxn|
=
k∑
r=0
1
r!
D˜IU
β
α
∑
J≤I
(
I
J
)
∂|J |ϕβ
∂xJ
∂|I−J |µU
∂xI−J
eα ⊗ |dx1 ∧ · · · ∧ dxn|
=
k∑
r=0
|I|=r
J≤I
1
r!
(
I
J
)
D˜IU
β
α
∂|J |ϕβ
∂xJ
1
µU
∂|I−J |µU
∂xI−J
eα ⊗ µU | dx1 ∧ · · · ∧ dxn|
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=
( k∑
r=0
|I|=r
J≤I
1
r!
(
I
J
)
D˜IU
β
α
∂|J |ϕβ
∂xJ
1
µU
∂|I−J |µU
∂xI−J
eα
)
⊗ µ∣∣
U
,
since µU > 0 thanks to µ > 0. This shows that with
DTϕ
∣∣∣
U
=
k∑
r=0
|I|=r
J≤I
1
r!
(
I
J
)
D˜IU
β
α
∂|J |ϕβ
∂xJ
1
µU
∂|I−J |µU
∂xI−J
eα (∗)
we obtain a locally defined differential operator DT such that
D˜(ϕ⊗ µ)
∣∣∣
U
= (DTϕ)⊗ µ
∣∣∣
U
.
Now the left hand side is globally well-defined and hence the right hand side is chart independent as
well. This shows that DT is indeed a global object, locally given by (∗). Obviously, it is a differential
operator of order k. 
Remark 1.2.16
i.) Note that DT as in Theorem 1.2.15 depends on the choice of µ > 0 while the adjoint as in
Proposition 1.2.12 is intrinsically defined, though of course between different vector bundles.
However, we shall not emphasize the dependence of DT on µ in our notation. It should become
clear from the context which version of adjoint we use.
ii.) Analogously to Corollary 1.2.13 we see that the leading symbol of DT is given by
σk(D
T) = (−1)kσk(D)T, (1.2.52)
where again σk(D)T ∈ Γ∞(Hom(F ∗, E∗)) is the pointwise adjoint of σk(D) ∈ Γ∞(Hom(E,F )).
This is obvious from the local computations in the proof as we have to collect those terms with
all k derivatives hitting the ϕβ instead of the µU .
Sometimes it will be important to compute the adjoint of DT more explicitly. Here we can use our
global symbol calculus developed in Section 1.2.2. To this end, we introduce the following divergence
operators. If X ∈ Γ∞(TM) is a vector field then its covariant divergence is defined by
div∇(X) = tr(Y 7→ ∇YX), (1.2.53)
where the trace is understood to be the pointwise trace: indeed Y 7→ ∇YX is a C∞(M)-linear map
Γ∞(TM) −→ Γ∞(TM) which therefor can be identified with a section in Γ∞(End(TM)). Thus the
trace is well-defined. More explicitly, in local coordinates (U, x) we have
div∇(X)
∣∣
U
= dxi
(
∇ ∂
∂xi
X
)
. (1.2.54)
Clearly, we have for f ∈ C∞(M) and X ∈ Γ∞(TM) the relation
div∇(fX) = X(f) + f div∇(X) (1.2.55)
This Leibniz rule suggests to extend the covariant divergence to higher symmetric multivector fields
as follows.
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Definition 1.2.17 (Covariant divergence) Let ∇ be a torsion-free covariant derivative forM and
let ∇E be a covariant derivative for E. For X ∈ Γ∞(S•TM ⊗ E) we define
divE∇(X) = is(dx
i)∇ ∂
∂xi
X. (1.2.56)
Lemma 1.2.18 By (1.2.56) we obtain a globally well-defined operator
divE∇ : Γ
∞(S•TM ⊗ E) −→ Γ∞(S•−1TM ⊗ E), (1.2.57)
which is given on factorizing sections by
divE∇(X1 ∨ · · · ∨Xk ⊗ s) =
k∑
`=1
X1 ∨ · · ·
`∧ · · · ∨Xk ⊗
(
div∇(X`)s+∇EX`s
)
(1.2.58)
+
k∑
`,m=1
6`=m
(∇X`Xm) ∨X1 ∨ · · ·
`∧ · · · ∨Xk ⊗ s, (1.2.59)
where X1, . . . , Xk ∈ Γ∞(TM) and s ∈ Γ∞(E).
Proof. First it is clear that the transformation properties of ∂
∂xi
and dxi under a change of local
coordinates guarantee that divE∇ is indeed well-defined and independent of the chart. Thus div
E
∇ is a
globally defined operator lowering the symmetric degree by one. Now let X1, . . . , Xk ∈ Γ∞(TM) and
s ∈ Γ∞(E) be given. Then we compute
divE∇(X1 ∨ · · · ∨Xk ⊗ s)
= is(dx
i)∇ ∂
∂xi
(X1 ∨ · · · ∨Xk ⊗ s)
= is(dx
i)
(
k∑
`=1
X1 ∨ · · · ∨ ∇ ∂
∂xi
X` ∨ · · ·Xk ⊗ s+X1 ∨ · · · ∨Xk ⊗ ∇E∂
∂xi
s
)
=
∑
`,m=1
` 6=m
X1 ∨ · · · ∨ ∇ ∂
∂xi
X` ∨ · · · ∨ dxi(Xm) ∨ · · · ∨Xk ⊗ s
+
k∑
`=1
X1 ∨ · · · ∨ dxi
(
∇ ∂
∂xi
X`
)
∨ · · · ∨Xk ⊗ s+
k∑
`=1
X1 ∨ · · · ∨ dxi(X`) ∨ · · · ∨Xk ⊗ ∇E∂
∂xi
s
=
∑
`,m=1
` 6=m
X1 ∨ · · · ∨ ∇XmX` ∨ · · ·
m∧ · · · ∨Xk ⊗ s
+
k∑
`=1
X1 ∨ · · · ∨ div∇(X`) ∨ · · · ∨Xk ⊗ s+
k∑
`=1
X1 ∨ · · ·
`∧ · · · ∨Xk ⊗ ∇EX`s.

The covariant derivative ∇ also acts on densities hence we can compute the derivative ∇Xµ of
the positive density µ. This defines a function
α(X) =
∇Xµ
µ
, (1.2.60)
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depending C∞(M)-linearly on X. Thus we obtain a one-form α ∈ Γ∞(T ∗M) which measures how
much µ is not covariantly constant. Similarly, we can define the µ-divergence of a vector field by
divµ(X) =
LX µ
µ
. (1.2.61)
Lemma 1.2.19 For X ∈ Γ∞(TM) we have
divµ(X) = div∇(X) + α(X). (1.2.62)
Proof. This can be obtained from a simple computation in local coordinates which we omit here, see
e.g. [60, Sect. 2.3.4]. 
Writing this as
divµ(X) = div∇(X) + is(α)X, (1.2.63)
we can motivate the following definition. For X ∈ Γ∞(S•TM ⊗ E) we set
divEµ (X) = div
E
∇(X) + is(α)X, (1.2.64)
where is(α) acts on the S•TM -part as usual.
Lemma 1.2.20 On factorizing section we have
divEµ (X1 ∨ · · · ∨Xk ⊗ s) =
k∑
`=1
X1 ∨ · · ·
`∧ · · · ∨Xk ⊗
(
divµ(X`)s+∇EX`s
)
(1.2.65)
+
k∑
`,m=1
6`=m
∇X`Xm ∨X1 ∨ · · ·
`∧ · · · m∧ · · · ∨Xk ⊗ s. (1.2.66)
Proof. The proof of (1.2.65) is completely analogous to the proof of Lemma 1.2.18. 
We can now use the divergence operator to compute the adjoint of a differential operator in a
symbol calculus explicitly:
Theorem 1.2.21 (Neumaier) Let X ∈ Γ∞(SkTM ⊗ Hom(E,F )) and let ∇ and ∇E, ∇F be given.
Then the adjoint operator to %Std(X) with respect to 〈 · , · 〉µ is explicitly given by
%Std(X)
T = (−1)k %Std(N2XT), (1.2.67)
where
N = exp
(
~
2i
divHom(E,F )µ
)
(1.2.68)
and where we use the induced covariant derivative on Hom(E,F ) and Hom(F ∗, E∗).
Proof. By a partition of unity argument we can reduce the problem to the case where the involved
tensor fields have compact support in a chart (U, x). In this chart we first note that from the definition
of the covariant derivative of a density we obtain the local expression
α =
(
L ∂
∂xi
µ
µ
− Γ`i`
)
dxi
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for the one-form α. Now let ω ∈ Γ∞(S`T ∗M ⊗ F ∗) and s ∈ Γ∞(E). In the following of this proof,
we shall simply write divµ for all divergences instead of specifying the vector bundle explicitly, just
to simplify our notation. For X ∈ Γ∞(Sk+`TM ⊗ Hom(E,F )) we compute
L ∂
∂xi
(〈
is(dx
i)X,ω ⊗ (DE)k−1 s〉µ)
=
∂
∂xi
(〈
is(dx
i)X,ω ⊗ (DE)k−1 s〉)µ+ 〈is(dxi)X,ω ⊗ (DE)k−1 s〉L ∂
∂xi
µ
=
〈
∇ ∂
∂xi
(
is(dx
i)X
)
, ω ⊗ (DE)k−1 s〉µ+ 〈is(dxi)X,∇ ∂
∂xi
ω ⊗ (DE)k−1 s〉µ
+
〈
is
(
L ∂
∂xi
µ
µ
dxi
)
X,ω ⊗ (DE)k−1 s〉µ
=
〈
is(dx
i)∇ ∂
∂xi
X,ω ⊗ (DE)k−1 s〉µ+ 〈is (−Γii` dx`)X,ω ⊗ (DE)k−1 s〉µ
+
〈
is(dx
i)X,∇ ∂
∂xi
ω ⊗ (DE)k−1 s+ ω ⊗ ∇ ∂
∂xi
(
DE
)k−1
s
〉
µ
+
〈
is
(
L ∂
∂xi
µ
µ
dxi
)
X,ω ⊗ (DE)k−1 s〉µ
=
〈
div∇(X), ω ⊗
(
DE
)k−1
s
〉
µ+
〈
is(α)X,ω ⊗
(
DE
)k−1
s
〉
µ
+
〈
X,DF
∗
ω ⊗ (DE)k−1 s〉µ+ 〈X,ω ⊗ (DE)k s〉µ
=
〈
divµ(X), ω ⊗
(
DE
)k−1
s
〉
µ+
〈
X,DF
∗
ω ⊗ (DE)k−1 s〉µ+ 〈X,ω ⊗ (DE)k s〉µ.
Integrating this equality over M gives immediately∫
M
〈
X,ω ⊗ (DE)k s〉µ = −∫
M
〈
X,DF
∗
ω ⊗ (DE)k−1 s〉µ− ∫
M
〈
divµ(X), ω ⊗
(
DE
)k−1
s
〉
µ. (∗)
This result is now again true for general compactly supported sections by the above partition of unity
argument. We claim now that for all ` ≤ k we have∫
M
〈
X,ω ⊗ (DE)k s〉µ = (−1)`∑`
r=0
(
`
r
)∫
M
〈
divrµ(X), (D
F ∗)`−rω ⊗ (DE)k−` s〉µ.
Indeed, a simple induction gives this formula as we can successively apply (∗)
(−1)`
∑`
r=0
(
`
r
)∫
M
〈
divrµ(X), (D
F ∗)`−rω ⊗ (DE)k−` s〉µ
= (−1)`
∑`
r=0
(
`
r
)(∫
M
〈
divr+1µ (X), (D
F ∗)`−rω ⊗ (DE)k−`−1 s〉µ
+
∫
M
〈
divrµ(X), (D
F ∗)`−r+1ω ⊗ (DE)k−`+1 s〉µ)
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=
`+1∑
r=1
(−1)`+1
(
`
r − 1
)∫
M
〈
divrµ(X), (D
F ∗)`−r+1ω ⊗ (DE)k−`−1 s〉µ
+
∑`
r=0
(
`
r
)∫
M
〈
divrµ(X), (D
F ∗)`+1−rω ⊗ (DE)k−(`+1) s〉µ
= (−1)`+1
∫
M
〈
div`+1µ (X), ω ⊗
(
DE
)k−`+1
s
〉
µ
+
∑`
r=1
(−1)`+1
((
`
r − 1
)
+
(
`
r
))∫
M
〈
divrµ(X), (D
F ∗)`+1−rω ⊗ (DE)k−(`+1) s〉µ
+ (−1)`+1
∫
M
〈
divµ(X), (D
F ∗)`+1ω ⊗ (DE)k−`+1 s〉µ
= (−1)`+1
`+1∑
r=0
(
`+ 1
r
)∫
M
〈
divrµ(X), (D
F ∗)`+1−rω ⊗ (DE)k−(`+1) s〉µ.
In particular, for k = ` we obtain the formula∫
M
〈
X,ω ⊗ (DE)k s〉µ = (−1)k k∑
r=0
(
k
r
)∫
M
〈
divrµ(X), (D
F ∗)k−rω ⊗ s
〉
µ
with no derivatives acting on s anymore. Thus we have computed the adjoint of %Std(X). Indeed,
collecting the pre-factors gives∫
M
(%Std(X)s) µ =
1
k!
(
~
i
)k ∫
M
〈
X,ω ⊗ (DE)k s〉µ
=
(−1)k
k!
(
~
i
)k k∑
r=0
(
k
r
)∫
M
〈
divrµ(X), (D
F ∗)k−rω ⊗ s
〉
µ
=
(−1)k
k!
(
~
i
)k k∑
r=0
(
k
r
)∫
M
(k − r)!
(
~
i
)k−r (
%Std(div
r
µ(X
T))ω
)
(s) µ
= (−1)k
∫
M
(
%Std
(
k∑
r=0
1
r!
(
~
i
)r
divrµ(X
T)
)
ω
)
(s) µ
= (−1)k
∫
M
(
%Std(N
2XT)ω
)
(s) µ,
with N as in (1.2.68). 
Remark 1.2.22 The reason for the unpleasant prefactor (−1)k is that we have not used a sesquilinear
pairing. Indeed, if we have the situation as in Remark 1.2.14 then we would have the following result:
For simplicity we consider the scalar case only, i.e. E = F = M ×C are both the trivial line bundle
hence Γ∞(E) = C∞(M). Then consider
〈ϕ,ψ〉µ =
∫
M
ϕψ µ (1.2.69)
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for ϕ,ψ ∈ C∞0 (M) instead of (1.2.48). The additional complex conjugation uses the sign (−1)k to
obtain
%Std(X)
T = %Std(N
2(X)T) (1.2.70)
for X ∈ Γ∞(SkTM) in this case. This also generalizes to the case of Hermitian vector bundles, see [11]
for an additional discussion.
1.3 Distributions on Manifolds
In this section we introduce distributions as continuous linear functionals and discuss several of their
basic properties. In particular, the behaviour under smooth maps and differential operators will be
discussed.
1.3.1 Distributions and Generalized Sections
As in the well-known case of M = Rn we define distributions as continuous linear functionals on the
test function spaces:
Definition 1.3.1 (Distribution) A distribution u on M is a continuous linear functional
u : C∞0 (M) −→ C. (1.3.1)
The space of all distributions is denoted by C∞0 (M)′ or D′(M).
Remark 1.3.2 (Distributions)
i.) The continuity of course refers to the LF topology of C∞0 (M) as introduced in Theorem 1.1.11. In
particular, a linear functional is continuous if and only if for all compacta K ⊆M the restriction
u
∣∣
C∞K (M)
: C∞K (M) −→ C (1.3.2)
is continuous in the C∞K -topology. This is the case if and only if for all ϕ ∈ C∞K (M) we have a
constant c > 0 and ` ∈ N0 such that
|u(ϕ)| ≤ cmax
`′≤`
pK,`′(ϕ). (1.3.3)
Analogously, we could have used the seminorms pU,x,K,` avoiding the usage of a covariant deriva-
tive but taking a maximum over finitely many compacta in the domain of a chart. With the
symbolic seminorms of Remark 1.1.8 we can combine this to
|u(ϕ)| ≤ c pK,`(ϕ). (1.3.4)
In the following, we shall mainly use this version of the continuity. Since each C∞K (M) is a
Fréchet space, u restricted to C∞K (M) is continuous iff it is sequentially continuous. This gives
yet another criterion: A linear functional u : C∞0 (M) −→ C is continuous iff for all ϕn ∈ C∞0 (M)
with ϕn −→ ϕ in the C∞0 -topology we have
u(ϕn) −→ u(ϕ). (1.3.5)
ii.) The minimal ` ∈ N0 such that (1.3.3) is valid is called the local order ordK(u) of u on K. Clearly,
this is a quantity independent of the connection used for pK,` and can analogously be obtained
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from the seminorms pU,x,K,` as well. The independence follows at once from the various estimates
between the seminorms as in the proof of Theorem 1.1.5. The total order of u is defined as
ord(u) = sup
K
ordK(u) ∈ N0 ∪ {+∞}, (1.3.6)
and the distributions of total order ≤ k are sometimes denoted by D′k(M). Their union is
denoted by D′F (M) and called distributions of finite order.
iii.) The distributions D′(M) as well as D′k(M) and D′F (M) are vector spaces. We have D
′k(M) ⊆
D′`(M) for k ≤ `. It can be shown that already for M = Rn all the inclusions D′k(M) ⊆
D′`(M) ⊆ D′F (M) ⊆ D′(M) are proper.
iv.) If u has order ≤ k it can be shown that u extends uniquely to a continuous linear function
u : C`0(M) −→ C (1.3.7)
with respect to the C`0-topology provided ` ≥ k. This follows essentially from the approximation
Theorem 1.1.26, see e.g [31, Thm 2.16].
Example 1.3.3 (δ-functional) For p ∈M the evaluation functional
δp : C
∞
0 (M) 3 ϕ 7→ ϕ(p) ∈ C (1.3.8)
is clearly continuous and has order zero. More generally, if vp ∈ TpM is a tangent vector then
vp : ϕ 7→ vp(ϕ) (1.3.9)
is again continuous and has order one.
Example 1.3.4 (Locally integrable densities) Let µ : M −→ |Λtop|T ∗M be a not necessarily
continuous section. Then µ is called locally integrable if for all charts (U, x) and all K ⊆ U the
function µU in µ
∣∣
U
= µU | dx1 ∧ · · · ∧ dxn| is integrable over K with respect to the Lebesgue measure
on x(U). Since the |dx1 ∧ · · · ∧ dxn| transform with the smooth absolute value of the Jacobian of
the change of coordinates, it follows at once that local integrability is intrinsically defined and it is
sufficient to check it for an atlas and an exhausting sequence of compacta. It is then easy to see that
µ : C∞0 (M) 3 ϕ 7→
∫
M
ϕ µ ∈ C (1.3.10)
is continuous. Indeed, if K ⊆M is compact then volµ(K) =
∫
K |µ| <∞ is well-defined and we have∣∣∣∣∫
M
ϕ µ
∣∣∣∣ ≤ volµ(K) pK,0(ϕ). (1.3.11)
Note that |µ| = √µµ is well-defined as 1-density and still locally integrable. In particular, (1.3.10) is
a distribution of order zero.
Remark 1.3.5 (Generalized densities) The last example shows that we can identify densities of
quite general type (locally integrable) with certain distributions. For this reason, we call distributions
also “generalized densities”, following e.g. [23,27]. Note however that e.g. Hörmander takes a different
point of view and treats distributions as “generalized functions”. In [31] a distribution is not a
continuous linear functional on C∞0 (M) but has a slightly different transformation behaviour under
local diffeomorphisms. In fact, his generalized functions can be viewed as continuous linear functionals
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on Γ∞0 (|Λtop|T ∗M). To emphasize the generalized density aspect from now on we adopt the notation
of [27] and write
Γ−∞(|Λtop|T ∗M) = {u : C∞0 (M) −→ C ∣∣ u is linear and continuous} . (1.3.12)
This point of view will be very useful when we discuss the transformation properties of distributions.
Later on, both versions will be combined anyway since we consider distributional sections of arbitrary
vector bundles. Thus speaking of generalized functions will be non ambiguous.
We can now generalize the notion of distributions to test sections instead of test functions.
Definition 1.3.6 (Generalized section) Let E −→ M be a smooth vector bundle. Then a gener-
alized section (or: distributional section) of E is a continuous linear functional
s : Γ∞0 (E
∗ ⊗ |Λtop|T ∗M) −→ C. (1.3.13)
The generalized sections will be denoted by Γ−∞(E).
Remark 1.3.7 Note that here we have some mild clash of notations since we defined a distribu-
tion already as a generalized density u ∈ Γ−∞(|Λtop|T ∗M) while a generalized density according to
Definition 1.3.6 is a continuous linear functional
u : Γ∞0
((|Λtop|T ∗M)∗ ⊗ |Λtop|T ∗M) −→ C, (1.3.14)
and not u : C∞0 (M) −→ C. However, for any line bundle L we have canonically L∗ ⊗ L ' M × C
hence we can (and will) canonically identify Γ∞0 ((|Λtop|T ∗M)∗ ⊗ |Λtop|T ∗M) with C∞0 (M). Thus
Definition 1.3.6 and Definition 1.3.1 are consistent.
Moreover, a section of E is always a generalized section of E since for s ∈ Γ∞(E) we can integrate
ω(s) with ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) over M and obtain a continuous linear functional which we
can identify with an element in Γ−∞(E). In fact, the section s is uniquely determined be the values∫
M ω(s) for all ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) hence this is indeed an injection. Therefor we have
Γ∞(E) ⊆ Γ−∞(E). (1.3.15)
More generally, we also have
Γk(E) ⊆ Γ−∞(E) (1.3.16)
for all k ∈ N0 by the same argument.
Remark 1.3.8 If we choose a smooth positive density µ > 0 then we can also identify Γ−∞(E) with
the topological dual of Γ∞0 (E∗). Indeed, if s ∈ Γ−∞(E) then we can define
Iµ(s) : Γ
∞
0 (E
∗) 3 ω 7→ s(ω ⊗ µ) ∈ C, (1.3.17)
and clearly obtain an element Iµ(s) ∈ Γ∞0 (E∗)′ in the topological dual. The reason is that the map
Γ∞0 (E
∗) 3 ω 7→ ω ⊗ µ ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) (1.3.18)
is continuous in the C∞0 -topology according to Proposition 1.1.24 and Remark 1.1.25. Moreover, since
(1.3.18) is even a bijection with continuous inverse, we obtain an isomorphism
Iµ : Γ
−∞(E) −→ Γ∞0 (E∗)′. (1.3.19)
In case of M = Rn one uses the Lebesgue measure dn x ∈ Γ∞(|Λtop|T ∗Rn) to provide such an
identification. Note however that (1.3.19) does not behave well under vector bundle morphisms as we
shall see later since µ needs not to be invariant. Finally, if the choice of µ is clear from the context,
we shall omit the symbol Iµ and identify Γ−∞(E) directly with the dual space Γ∞(E∗)′ to simplify
our notation. This will frequently happen starting from Chapter 3.
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Remark 1.3.9 (Module structure) The generalized sections Γ−∞(E) become a C∞(M)-module
via the definition
(f · s)(ω) = s(fω). (1.3.20)
Indeed ω 7→ fω is C∞0 -continuous and hence (1.3.20) is indeed a continuous linear functional f · s ∈
Γ−∞(E). The module property is clear.
Remark 1.3.10 (Order of generalized sections) The continuity of s ∈ Γ−∞(E) is again ex-
pressed using the seminorms of Γ∞(E∗ ⊗ |Λtop|T ∗M) in the following way. For every compactum
K ⊆M there are constants c > 0 and ` ∈ N0 such that
|s(ω)| ≤ cmax
`′≤`
pK,`′(ω), (1.3.21)
for all ω ∈ Γ∞K (E∗⊗ |Λtop|T ∗M). Again, the local order of s on K is defined to be the smallest ` such
that (1.3.21) holds. This also defines the global order
ord(s) = sup
K
ordK(s) (1.3.22)
as before. As in the scalar case, a generalized section s ∈ Γ−∞(E) with global order ord(s) ≤ k
extends uniquely to a C`0-continuous functional
s : Γ`0(E
∗ ⊗ |Λtop|T ∗M) −→ C (1.3.23)
for all ` ≥ k. We shall denote the distributional sections of order ≤ ` by Γ−`(E). Note that Γ−0(E)
are not just the continuous sections.
We also want to topologize the distributions. Here we use the most simple locally convex topology:
the weak∗ topology:
Definition 1.3.11 (Weak∗ topology) The weak∗ topology for Γ−∞(E) is the locally convex topolo-
gy obtained from all the seminorms
pω(s) = |s(ω)|, (1.3.24)
where ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M).
In the following we always use the weak∗ topology for Γ−∞(E). We have the following properties:
Theorem 1.3.12 (Weak∗ topology of Γ−∞(E))
i.) A sequence sn ∈ Γ−∞(E) converges to s ∈ Γ−∞(E) if and only if for all ω ∈ Γ∞0 (E∗⊗|Λtop|T ∗M)
sn(ω) −→ s(ω). (1.3.25)
ii.) Γ−∞(E) is sequentially complete, i.e. every weak∗ Cauchy sequence converges.
iii.) The inclusions Γk(E) ⊆ Γ−∞(E) are continuous in the Ck- and weak∗ topology for all k ∈
N0 ∪ {+∞}.
iv.) The map Γ−∞(E) 3 s 7→ fs ∈ Γ−∞(E) is weak∗ continuous for all f ∈ C∞(M).
v.) The sections Γ∞0 (E) are sequentially weak∗ dense in Γ−∞(E).
Proof. The first part is clear since sn −→ s means for every seminorm pω we have
pω(sn − s) −→ 0,
which is (1.3.25). Thus the notion of convergence in Γ−∞(E) is pointwise convergence on the test
sections Γ∞0 (E∗ ⊗ |Λtop|T ∗M). The second part is non-trivial but follows from general arguments:
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first one shows that the topological dual V ′ of a Fréchet space V is sequentially complete by a Banach-
Steinhaus argument. Here Fréchet is crucial. Second, one extends this result to LF spaces like our
Γ∞0 (E∗ ⊗ |Λtop|T ∗M), see e.g. [31, Thm. 2.1.8] or [51, Thm. 6.17] for details. Note however that
Γ−∞(E) is not complete; in fact, the completion is the full algebraic dual [34, p.147]. The third part
is easy since for a Ck-section s ∈ Γk(E) we have for all ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M)
pω(s) = |s(ω)| =
∣∣∣∣∫
M
ω(s)
∣∣∣∣ ≤ cpK,0(s),
with some constant c > 0 depending on ω but not on s and a compactum suppω ⊆ K. Essentially, c
is the volume of K times the maximum of ω with respect to the metrics used to define pK,0. From
this the continuity is obvious. For the fourth part we compute
pω(fs) = |fs(ω)| = |s(fω)| = pfω(s),
which already shows the continuity. The last part is slightly more tricky. We have to construct a
sequence sn ∈ Γ∞0 (E) with sn −→ s in the weak∗ topology using of course the identification of sn
with an element of Γ−∞(E). We choose a countable atlas of charts (Un, xn) and a partition of unity
χn subordinate to this atlas. Then we consider the distributions χns ∈ Γ−∞(E). We claim that
∞∑
n=0
χns = s
in the weak∗ topology. To prove this, let ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) be given and let K = suppω.
Then only finitely many χn are nonzero on K, hence
∑
n
(χns)(ω) =
finite∑
n
s(χnω) = s
(
finite∑
n
χnω
)
= s(ω).
This proves convergence. Since the χns are countable, it is sufficient to prove that each χns can
be approximated by a sequence of sections in Γ∞0 (E). Since suppχn ⊆ Un we also conclude that
(χns)(ω) = 0 if suppω ∩Un = ∅. Thus we are left with the problem to approximate a distribution on
a chart which can be done by some appropriate convolution, see e.g. [51, Thm. 6.32]. 
Remark 1.3.13 (Weak∗ topology of Γ−∞(E))
i.) It should be noted that Γ−∞(E) is not Fréchet, in fact it is not metrizable. Thus sequential
completeness is weaker than completeness: Γ−∞(E) is not complete and its completion is the
full algebraic dual of Γ∞0 (E∗ ⊗ |Λtop|T ∗M).
ii.) The importance of continuity of the inclusion is that for sections sn ∈ Γk(E) with sn −→ s in
the Ck-topology we also have sn −→ s in the weak∗ topology of Γ−∞(E) for all k ∈ N0 ∪{+∞}.
iii.) The last part shows that Γ−∞(E) is, on one hand, a large extension of Γ∞0 (E) and also Γ∞(E)
which, on the other hand, is still not “too large”: continuous operations with distributions are
already determined by their restrictions to Γ∞0 (E). This justifies the name “generalized section”.
1.3.2 Calculus with Distributions
In this subsection we shall extend various constructions with sections to generalized sections. The
main idea is to “dualize” continuous linear operations on test sections in an appropriate way.
We begin with the definition of the support of a distribution and its restriction to open subsets.
Definition 1.3.14 (Restriction and support) Let U ⊆M be open and s ∈ Γ−∞(E).
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i.) The restriction s
∣∣
U
is defined by
s
∣∣
U
(ω) = s(ω) (1.3.26)
for ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M
∣∣
U
), i.e. for ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) with suppω ⊆ U .
ii.) The support of s is defined by
supp s =
⋂
A⊆Mclosed
s|M\A=0
A. (1.3.27)
Remark 1.3.15 (Restriction and Support)
i.) It is easy to show that s
∣∣
U
∈ Γ−∞(E∣∣
U
). Moreover, we clearly have
(s
∣∣
U
)
∣∣
V
= s
∣∣
V
, (1.3.28)
for V ⊆ U . In more sophisticated terms this means that Γ−∞(E) has the structure of a presheaf
over M with values in locally convex vector spaces.
ii.) If Uα ⊆M is an open cover of M and if we have sα ∈ Γ−∞(E
∣∣
Uα
) given such that
sα
∣∣
Uα∩Uβ = sβ
∣∣
Uα∩Uβ , (1.3.29)
whenever Uα ∩Uβ 6= ∅ then there exists a unique s ∈ Γ−∞(E) with s
∣∣
Uα
= sα. The proof of this
fact uses a partition of unity argument to glue together the locally defined sα. In fact, if χα is
a subordinate partition of unity one checks that the definition
s(ω) =
∑
α
sα(χαω) (1.3.30)
indeed gives the desired s, independent of the choice of the partition of unity. Moreover, if
s, t ∈ Γ−∞(E) are given then
s
∣∣
Uα
= t
∣∣
Uα
(1.3.31)
for all α implies s = t. This is obvious. Again, with more high-tech language this means that
Γ−∞(E) is in fact a sheaf and not only a presheaf.
iii.) The support supp s of s ∈ Γ−∞(E) is the smallest closed subset with s∣∣
M\ supp s = 0 and we have
p ∈ supp s if and only if for every open neighborhood U of p we find ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M)
with suppω ⊆ U and s(ω) 6= 0.
iv.) For s ∈ Γ−∞(E), f ∈ C∞(M), t ∈ Γ0(E) and ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) we have
supp(fs) ⊆ supp f ∩ supp s (1.3.32)
s(ω) = 0 if supp s ∩ suppω = ∅, (1.3.33)
and the support of t as a continuous section in Γ0(E) coincides with the support of t viewed as
distribution. Thus the notion of support has the usual properties as known from continuous or
smooth sections.
After the support we also have a more refined notion, namely the singular support. It characterizes
where a generalized section is not just a smooth section but actually “singular”.
Definition 1.3.16 (Singular support) Let s ∈ Γ−∞(E).
i.) s is called regular in p ∈M if there is an open neighborhood U ⊆M of p such that
s
∣∣
U
∈ Γ∞(E∣∣
U
). (1.3.34)
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ii.) The singular support of s is
sing supp s = {p ∈M | s is not regular in p} . (1.3.35)
The singular support of s indeed behaves similar to the support.
Remark 1.3.17 (Singular support) Let s ∈ Γ−∞(E), t ∈ Γ∞(E) and f ∈ C∞(M).
i.) The singular support sing supp s is the smallest closed subset of M with
s
∣∣
M\ sing supp s ∈ Γ∞(E). (1.3.36)
This follows easily from the fact that smooth sections are determined by their restrictions to
open subsets and by (1.3.29) in Remark 1.3.15.
ii.) We have
sing supp s ⊆ supp s, (1.3.37)
sing supp(fs) ⊆ sing supp s, (1.3.38)
and
sing supp t = ∅. (1.3.39)
Again these properties follow in a rather straightforward way from the very definition.
Having a notion of support of distributions it is interesting to consider those elements of Γ−∞(E)
with compact support. The following theorem gives a full description:
Theorem 1.3.18 (Generalized sections with compact support) Let s ∈ Γ−∞(E) have com-
pact support. Then we have:
i.) s has finite global order ord(s) <∞.
ii.) s has a unique extension to a linear functional
s : Γ∞(E∗ ⊗ |Λtop|T ∗M) −→ C, (1.3.40)
which is continuous in the C∞-topology.
Conversely, if s : Γ∞(E∗⊗ |Λtop|T ∗M) −→ C is a continuous linear functional then its restriction to
Γ∞0 (E∗ ⊗ |Λtop|T ∗M) is a generalized section of E with compact support.
Proof. Thanks to the compactness of supp s we can find an open neighborhood U of supp s such that
U cl ⊆M is still compact. Hence there is a χ ∈ C∞0 (M) with χ
∣∣
Ucl
= 1. It follows from (1.3.32) that
χs = s.
For K = suppχ we find some ` ∈ N0 and c > 0 such that for all ω ∈ Γ∞K (E∗ ⊗ |Λtop|T ∗M) we have
|s(ω)| ≤ cpK,`(ω),
since s is continuous with the seminorms of Remark 1.1.8. If ω ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) is arbitrary
we have χω ∈ Γ∞K (E∗ ⊗ |Λtop|T ∗M), hence
|s(ω)| = |s(χω)| ≤ cpK,`(χω) ≤ c′ pK,`(ω) ≤ c′ pM,`(ω)
by the Leibniz rule and the compactness of suppω. From this we immediately see that s has global
order ord(s) ≤ `. For the second part consider ω ∈ Γ∞(E∗ ⊗ |Λtop|T ∗M) then χω has compact
support and we can set
s(ω) = s(χω).
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This clearly provides a linear extension of s and since supp(χω) ⊆ K we have
|s(ω)| = |s(χω)| ≤ c pK,`(χω) ≤ c′ pK,`(ω),
which is the continuity in the C∞-topology. Thus s is a continuous extension. Since
Γ∞0 (E
∗ ⊗ |Λtop|T ∗M) ⊆ Γ∞(E∗ ⊗ |Λtop|T ∗M)
is dense by Proposition 1.1.9, such an extension is necessarily unique. Now let s : Γ∞(E∗ ⊗
|Λtop|T ∗M) −→ C be linear and continuous in the C∞-topology. Then there exists a compactum
K ⊆M and ` ∈ N0, c > 0 with
|s(ω)| ≤ cpK,`(ω)
for all ω ∈ Γ∞(E∗ ⊗ |Λtop|T ∗M). From this it follows easily that s∣∣
Γ∞
K′ (E
∗⊗|Λtop|T ∗M) is continuous
in the C∞K′-topology for all compacta K
′. Moreover, for suppω ∩ K = ∅ we have s(ω) = 0, hence
supp s ⊆ K follows. 
Definition 1.3.19 The generalized sections of E with compact support are denoted by Γ−∞0 (E).
After having identified the distributions with compact support we can extend this construction
under slightly milder assumptions: if only the overlap supp s ∩ suppω is compact then the pairing
s(ω) is already well-defined:
Proposition 1.3.20 Let s ∈ Γ−∞(E) be a generalized section. Then there exists a unique extension
s˜ of s to a linear functional
s˜ :
{
ω ∈ Γ∞(E∗ ⊗ |Λtop|T ∗M) ∣∣ suppω ∩ supp s is compact} −→ C, (1.3.41)
such that
i.) s˜ coincides with s on Γ∞0 (E∗ ⊗ |Λtop|T ∗M),
ii.) s˜(ω) = 0 if supp s ∩ suppω = ∅.
Proof. Assume first that s˜′ is another such extension and let ω be a test sections as in (1.3.41). Then we
choose a cut-off function χ ∈ C∞(M) with χ = 1 on an open neighborhood U of K = supp s∩ suppω.
Thus ω = χω+ (1−χ)ω with χω having compact support and supp(1−χ)ω ∩ supp s = ∅. Hence for
the extension s˜ we get by linearity and i.) and ii.)
s˜(ω) = s˜(χω + (1− χ)ω) = s˜(χω) + s˜((1− χ)ω) = s(χω).
The same arguments hold for s˜′ whence s˜′(ω) = s(χω) = s˜(ω) follows. This shows that such an
extension is necessarily unique. To show existence we simply define s˜(ω) = s(χω) where χ is chosen
as above. Clearly, two different choices of χ lead to the same extension by the above uniqueness
argument. Since for ω, ω′ we can find a common χ, satisfying the requirements with respect to both
ω and ω′, we see that the above definition is linear. For suppω compact we find a χ with χω = ω
whence i.) follows. Finally, if supp s ∩ suppω = ∅ then χ = 0 will do the job and so ii.) holds. 
One can also put a certain locally convex topology on the vector space of such test functions such
that the extension is actually continuous. In the following we will denote this extension simply by s.
Remark 1.3.21 A slight variation of this proposition is the following. If ordK s ≤ ` for some compact
subset K then s extends uniquely to a linear functional
s :
{
ω ∈ Γ`(E∗ ⊗ |Λtop|T ∗M) ∣∣ suppω ∩ supp s ⊆ K} −→ C, (1.3.42)
such that
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i.) s˜ coincides with the continuous extension of s to Γ`K(E
∗⊗ |Λtop|T ∗M) on those ω with suppω ⊆
K.
ii.) s(ω) = 0 if suppω ∩ supp s = ∅.
After the discussion of supports we can now move distributions around by using smooth maps
between manifolds and vector bundle morphisms. The latter one clearly includes the case of smooth
maps by viewing smooth functions as sections of the trivial line bundle and extending a smooth map
in the unique way to a vector bundle morphism of the trivial line bundles.
Thus let E −→M and F −→M by vector bundles and let Φ : E −→ F be a smooth vector bundle
morphism over the smooth map φ : M −→ N . We can now obtain pull-backs and push-forwards
of distributions by dualizing the statements of the Propositions 1.1.20 and 1.1.23 appropriately. We
start with the scalar case:
Definition 1.3.22 (Push-forward of distributions) Let φ : M −→ N be a smooth map. The
push-forward of compactly supported generalized densities
φ∗ : Γ−∞0 (|Λtop|T ∗M) −→ Γ−∞0 (|Λtop|T ∗N) (1.3.43)
is defined on f ∈ C∞(M) by
(φ∗µ)(f) = µ(φ∗f). (1.3.44)
Proposition 1.3.23 (Push-forward of distributions) Let φ : M −→ N be a smooth map.
i.) The push-forward φ∗µ of µ ∈ Γ−∞0 (|Λtop|T ∗M) is a well-defined generalized density with compact
support
φ∗µ ∈ Γ−∞0 (|Λtop|T ∗N). (1.3.45)
The map φ∗ is linear and continuous with respect to the weak∗ topologies.
ii.) Assume φ is in addition proper. Then the push-forward extends uniquely to Γ−∞(|Λtop|T ∗M)
and gives a linear continuous map
φ∗ : Γ−∞(|Λtop|T ∗M) −→ Γ−∞(|Λtop|T ∗N) (1.3.46)
with respect to the weak∗ topologies. Explicitly, for all ϕ ∈ C∞0 (N) the push-forward φ∗µ of µ is
given by
(φ∗µ)(ϕ) = µ(φ∗ϕ). (1.3.47)
iii.) We have
(idM )∗ = idΓ−∞(|Λtop|T ∗M) and (φ ◦ ψ)∗ = φ∗ ◦ ψ∗. (1.3.48)
Proof. Since by Proposition 1.1.14 the pull-back φ∗ : C∞(N) −→ C∞(M) is C∞-continuous, by
(1.3.44) one obtains a well-defined transpose map of φ∗ which —consequently— is denoted by φ∗.
Clearly, φ∗ is linear and
pf (φ∗µ) = |φ∗µ(f)| = |µ(φ∗f)| = pφ∗f (µ)
shows immediately that φ∗ is weak∗ continuous. The second part follows analogously, now using
Proposition 1.1.17 instead. The uniqueness of this extension follows since φ∗µ is continuous and since
the compactly supported distributions Γ−∞0 (|Λtop|T ∗M) are sequentially dense in Γ−∞(|Λtop|T ∗M).
The later follows from Theorem 1.3.12, v.) since already Γ∞0 (|Λtop|T ∗M) ⊆ Γ−∞0 (|Λtop|T ∗M) ⊆
Γ−∞(|Λtop|T ∗M) is sequentially dense. The last part is obvious and follows immediately from the
corresponding properties of the pull-back of functions. 
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C
M
suppµ
Figure 1.1: The push-forward has now singular support.
Remark 1.3.24 (Push-forward of smooth densities) Since by Remark 1.3.15, iv.) we have
Γ∞0 (|Λtop|T ∗M) ⊆ Γ−∞0 (|Λtop|T ∗M), we can always push-forward compactly supported smooth den-
sities in the sense of generalized densities by (1.3.44). However, even though µ is smooth, φ∗µ needs
not to be smooth at all. A simple example is obtained as follows: Let ι : C −→M be a submanifold
of positive codimension and let µ ∈ Γ∞(|Λtop|T ∗C) be a smooth density on C. Then for f ∈ C∞0 (M)
we have
ι∗µ(f) =
∫
C
ι∗f µ, (1.3.49)
which can not be written as
∫
M f ν with some smooth ν ∈ Γ∞(|Λtop|T ∗M). In fact, one can show
rather easily that
supp ι∗µ = sing supp ι∗µ = ι(suppµ) (1.3.50)
in this case, see also Figure 1.1. The simplest case of this class of examples is given by C = {pt}
and µ = δpt the evaluation functional on C∞(pt) = C. On C, the δ-functional is actually a smooth
density but on any higher dimensional manifold this is of course no longer the case.
Remark 1.3.25 There is also a vector-valued version of push-forward. Since for a vector bundle
morphism Φ : E −→ F over φ : M −→ N we have a continuous pull-back
Φ∗ : Γ∞(F ∗) −→ Γ∞(E∗), (1.3.51)
this dualizes to a push-forward
Φ∗ : Γ−∞0 (E ⊗ |Λtop|T ∗M) −→ Γ−∞0 (F ⊗ |Λtop|T ∗N) (1.3.52)
being again linear and weak∗ continuous. In case φ is proper we get an extension
Φ∗ : Γ−∞(E ⊗ |Λtop|T ∗M) −→ Γ−∞(F ⊗ |Λtop|T ∗N), (1.3.53)
which is again linear, unique and weak∗ continuous. In general, a smooth section of E ⊗ |Λtop|T ∗M
is pushed forward to a singular section of F ⊗ |Λtop|T ∗N . Note however, that there are conditions on
Φ and φ such that Φ∗s is again smooth for a smooth s, see e.g. the discussion in [27, p. 307].
Analogously to the pull-backs we shall now dualize the action of differential operators to find
an extension to distributional sections. As we had (at least) two versions of dualizing differential
operators, we again obtain several possibilities for distributions.
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We start with the “intrinsic” version. Thus let D : Γ∞(E) −→ Γ∞(F ) be a differential operator.
Then its adjoint is a differential operator
DT : Γ∞0 (F
∗ ⊗ |Λtop|T ∗M) −→ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) (1.3.54)
of the same order as D. This motivates the following definition:
Definition 1.3.26 (Differentiation of generalized sections) Let D ∈ DiffOp•(E;F ) then
D : Γ−∞(E) −→ Γ−∞(F ) (1.3.55)
is defined by
(Ds)(µ) = s(DTµ) (1.3.56)
for all s ∈ Γ−∞(E) and µ ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗M).
This definition indeed gives a reasonable notion of differentiation of generalized sections as the follow-
ing theorem shows:
Theorem 1.3.27 Let D ∈ DiffOpk(E;F ).
i.) For all s ∈ Γ−∞(E) the definition (1.3.56) gives a well-defined generalized section Ds ∈ Γ−∞(F )
and the map
D : Γ−∞(E) −→ Γ−∞(F ) (1.3.57)
is linear and weak∗ continuous. Moreover, we have for all ` ∈ N0
D : Γ−`(E) −→ Γ−`−k(F ). (1.3.58)
ii.) The map D is the unique extension of D : Γ∞(E) −→ Γ∞(F ) which is linear and weak∗ contin-
uous.
iii.) With respect to the C∞(M)-module structure of Γ−∞(E) and Γ−∞(F ), the map D as in (1.3.57)
is a differential operator of order k in the sense of the algebraic definition of differential operators,
i.e.
D ∈ DiffOpk(Γ−∞(E),Γ−∞(F )). (1.3.59)
iv.) We have
supp(Ds) ⊆ supp s (1.3.60)
and
sing supp(Ds) ⊆ sing supp s. (1.3.61)
v.) For every open subset U ⊆M we have
Ds
∣∣
U
= D
∣∣
U
(s
∣∣
U
). (1.3.62)
Proof. Since DT : Γ∞0 (F ∗ ⊗ |Λtop|T ∗M) −→ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) is again a differential operator of
order k by Proposition 1.2.12 and since differential operators are C∞0 -continuous by Theorem 1.2.10,
the definition (1.3.56) yields indeed a continuous linear functional Ds ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗M)′ =
Γ−∞(F ). Clearly, D is linear and we have
pµ(Ds) = |Ds(µ)| = |s(DTµ)| = pDTµ(s),
from which we obtain the weak∗-continuity at once. The claim (1.3.58) is clear by counting. The
second part follows easily since by Theorem 1.3.12, v.) the space Γ∞0 (E) ⊆ Γ−∞(E) is weak∗ dense
hence any weak∗ continuous extensions is necessarily unique. For s ∈ Γ∞(E) the definition (1.3.56)
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coincides with the usual application of D by Proposition 1.2.12: the definition (1.3.56) was made
precisely that way to have an extension of D : Γ∞(E) −→ Γ∞(F ). For the third part, we first
consider a differential operator D ∈ DiffOp0(E;F ) = HomC∞(M)(Γ∞(E),Γ∞(F )) = Γ∞(Hom(E,F ))
of order zero. For s ∈ Γ−∞(E) we have then for all µ ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗M) the relation
D(f · s)(µ) = (f · s)(DTµ) = s(fDT(µ)) = s(DT(fµ)) = (f ·Ds)(µ),
hence D(f ·s) = f ·D(s) follows. Thus D as in (1.3.56) is a C∞(M)-linear map and hence a differential
operator of order zero in the sense of definition (1.2.9). Now we can proceed by induction on the
order: assume that D ∈ DiffOpk(E;F ) yields a differential operator D ∈ DiffOpk(Γ−∞(E),Γ−∞(F ))
of the same order k for all k ≤ `. Then for D ∈ DiffOp`+1(E,F ) we have
(D(f · s)− f ·D(s)) (µ) = (f · s)(DTµ)−D(s)(fµ) = s (fDTµ−DT(fµ)) = s([f,DT]µ).
Since for A = [f,D] ∈ DiffOp`(E,F ) we have AT = [f,DT], we see that [f,D] : Γ−∞(E) −→
Γ−∞(F ) is a differential operator of order ` by induction. Thus D is again a differential operator
of order ` + 1, since f was arbitrary. This shows the third part. Now let µ ∈ Γ∞0 (F ∗ ⊗ T ∗M)
with suppµ ⊆ M\ supp s then suppDTµ ⊆ M\ supp s as well hence (Ds)(µ) = s(DTµ) = 0 by
Remark 1.3.15, iv.). Thus (1.3.60) follows. Let t ∈ Γ∞(E∣∣
M\ sing supp s) be the smooth section such
that for all µ ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗M) with suppµ ⊆M\ sing supp s we have s(µ) =
∫
M t µ. Then for
those µ we have
(Ds)(µ) = s(DTµ) =
∫
M
t DTµ =
∫
M
(Dt)µ,
since suppDTµ ⊆ suppµ. ThusDs is regular onM\ sing supp s, too, hence for the singular support we
get sing supp(Ds) ⊆M\(M\ sing supp s) = sing supp s. For the last part let µ ∈ Γ∞0 (F ∗⊗|Λtop|T ∗M)
be a test section with suppµ ⊆ U . Then
Ds
∣∣
U
(µ) = Ds(µ) = s(DTµ) = s(DT
∣∣
U
µ) = s
∣∣
U
(DT
∣∣
U
µ) =
(
D
∣∣
U
(s
∣∣
U
)
)
(µ),
since DT
∣∣
U
(µ) has still support in U by the locality of differential operators. 
Remark 1.3.28 In Theorem 1.2.15 we have defined a different adjoint DT ∈ DiffOp(E∗;F ∗) of
D ∈ DiffOp(E;F ) with respect to an a priori chosen positive density µ > 0. We can use this
adjoint to extend D to distributional sections as well. To this end we first observe that every section
in Γ∞0 (F ∗ ⊗ |Λtop|T ∗M) is a tensor product ω ⊗ µ of a uniquely determined section ω ∈ Γ∞0 (F ∗)
and the positive density µ, since µ provides a trivialization of |Λtop|T ∗M . Thus it is sufficient to
consider ω ⊗ µ ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗M) in the following. For s ∈ Γ−∞(E) we define Ds : Γ∞0 (F ∗ ⊗
|Λtop|T ∗M) −→ C by
(Ds)(ω ⊗ µ) = s((DTω)⊗ µ), (1.3.63)
which gives a well-defined linear map. Since DT is continuous and since the tensor product is contin-
uous too, Ds ∈ Γ−∞(F ). Moreover,
pω⊗µ(Ds) = |Ds(ω ⊗ µ)| = pDTω⊗µ(s) (1.3.64)
shows that D : Γ−∞(E) −→ Γ−∞(F ) is weak∗ continuous. Since by construction D coincides with
D : Γ∞(E) −→ Γ∞(F ) on the smooth sections Γ∞(E) ⊆ Γ−∞(E), we conclude that the definition
(1.3.63) and the intrinsic definition from Definition 1.3.26 actually coincide. In particular, even though
DT in (1.3.63) depends on µ explicitly, the combination s(DTω⊗µ) only depends on the combination
ω ⊗ µ. In [4, Sect. 1.1.2] the approach (1.3.63) was used to define the extension of D to generalized
sections.
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1.3.3 Tensor Products
In this section we consider various tensor product constructions for distributions. The first one is
about the values of a distribution and provides a rather trivial extension of our previous considerations.
Definition 1.3.29 (Vector-valued generalized sections) Let E −→ M be a vector bundle and
V a finite-dimensional vector space. Then a V -valued generalized section of E is a continuous linear
map
s : Γ∞0 (E
∗ ⊗ |Λtop|T ∗M) −→ V. (1.3.65)
The set of all V -valued generalized sections of E is denoted by Γ−∞(E;V ).
Since we always assume that the target vector space V is finite-dimensional, all Hausdorff locally
convex topologies on V coincide. Thus the notion of continuity of (1.3.65) is non-ambiguous. It is
clear that all the previous operations on distributions can be carried over to the vector-valued case
since they were constructed from operations on the arguments of s.
Proposition 1.3.30 For a finite-dimensional vector space V and a vector bundle E −→M we have
the canonical isomorphism
Γ−∞(E)⊗ V 3 s⊗ v 7→ (ω 7→ s(ω)v) ∈ Γ−∞(E;V ). (1.3.66)
Proof. First we note that the map ω 7→ s(ω)v is linear and continuous with respect to the C∞0 -topology
of Γ∞0 (E∗ ⊗ |Λtop|T ∗M). Indeed, if |s(ω)| ≤ cpK,`(ω) for K ⊆M compact, c > 0 and ` ∈ N0 and all
ω ∈ Γ∞K (E∗ ⊗ |Λtop|T ∗M) then
‖s(ω)v‖ ≤ c pK,`(ω) ‖v‖ ,
where ‖ · ‖ is any norm on V . Thus the right hand side of (1.3.66) is a vector-valued distribution.
Clearly, the map is bilinear in s and v hence it indeed defines a linear map
Γ−∞(E)⊗ V −→ Γ−∞(E;V ).
Let e1, . . . , ek ∈ V be a vector space basis. For a V -valued distribution s ∈ Γ−∞(E;V ) we have
scalar distributions sα = eα ◦s since for finite-dimensional vector spaces the algebraic and topological
duals coincide. Thus s = sαeα in the sense that s(ω) = sα(ω)eα. Moreover, the sα(ω) are uniquely
determined hence the sα are unique. It follows that sα ⊗ eα is a pre-image of s under (1.3.66), hence
(1.3.66) is surjective. Injectivity is clear since the sα are unique. 
In the following we shall use this isomorphism to identify Γ−∞(E) ⊗ V with Γ−∞(E;V ). In
particular, the weak∗ topology of Γ−∞(E;V ) is just the component-wise weak∗ topology of Γ−∞(E).
One can endow Γ−∞(E)⊗V with a tensor product topology such that (1.3.66) is even an isomorphism
of locally convex vector spaces. However, we shall not need this here. Note also that for arbitrary
locally convex V the map (1.3.66) is still defined and injective, but usually no longer surjective.
The next tensor product is based on the tensor product of the arguments. We consider a product
manifold M ×N with the canonical projections
M
prM←−M ×N prN−→ N. (1.3.67)
For this situation, we first prove the following statement which is of independent interest:
Theorem 1.3.31 Let M , N be manifolds. Then for all k ∈ N0 ∪ {+∞} the map
Ck0(M)⊗ Ck0(N) 3 f ⊗ g 7→ pr∗Mfpr∗Ng ∈ Ck0(M ×N) (1.3.68)
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is a continuous injective algebra homomorphism with sequentially dense image with respect to the
Ck0-topologies. In more detail, we have estimates
pK×L,k(pr
∗
Mfpr
∗
Ng) ≤ cmax
`≤k
pK,`(f) max
`≤k
pL,`(g), (1.3.69)
if we use factorizing data to define the seminorms pK×L,k on M ×N .
Proof. First we discuss the linear algebra aspects. Since the algebraic tensor product of two associative
algebras is canonically an associative algebra, we can indeed speak of an algebra homomorphism. It
follows immediately that (1.3.68) is bilinear in f and g and thus well-defined on the tensor product.
Then the homomorphism property is clear. The injectivity is clear as for linear independent fα and
linear independent gβ the images of fα⊗gβ are still linear independent. This can be seen by evaluating
at appropriate points (x, y) ∈ M × N . Thus we can identify f ⊗ g with pr∗Mfpr∗Ng and avoid the
latter, more clumsy notation. We come now to the continuity property. Thus let ∇M and ∇N be
torsion-free covariant derivatives and let ∇M×N be the corresponding covariant derivative on M ×N .
By DM , DN , and DM×N we denote the corresponding symmetrized covariant derivatives. Now let
K ⊆ M and L ⊆ N be compact. Then K × L ⊆ M ×N is compact, too, and every compact subset
of M × N is contained in such a compactum for appropriate K and L. Thus it suffices to consider
K × L ⊆M ×N . For f ∈ CkK(M) and g ∈ CkL(N) we compute
DkM×N (pr
∗
M (f)pr
∗
N (g)) =
k∑
`=0
(
k
`
)
D`M×N (pr
∗
Mf) ∨ Dk−`M×N (pr∗Ng)
=
k∑
`=0
(
k
`
)
pr∗M
(
D`M f
)
∨ pr∗N
(
Dk−`N g
)
,
since DM×N is a derivation and since DM×N pr∗M = pr
∗
M DM as well as DM×N pr
∗
N = pr
∗
N DN . If we
also choose the Riemannian metric on M × N to be the product metric of gM on M and gN on N
we obtain for the pK×L,k seminorm
pK×L,k(pr
∗
M (f)pr
∗
N (g)) = sup
(x,y)∈K×L
∥∥∥∥DkM×N (pr∗M (f)pr∗N (g))∣∣∣(x,y)
∥∥∥∥
M×N
≤ sup
x∈K
0≤`≤k
sup
y∈L
c
∥∥∥D`M f ∣∣x∥∥∥M ∥∥∥Dk−`N g∣∣y∥∥∥N
= cmax
`≤k
pK,`(f) pL,`(g),
which shows the continuity property of (1.3.68). We are left with the task to show that finite sums
of factorizing functions are sequentially dense. Thus let F ∈ Ck0(M ×N) be given. We choose atlases
{(Uα, xα)} of M and {(Vβ, yβ)} of N together with subordinate partitions of unity {χα} and {ψβ},
respectively. Then the {(Uα×Vβ, xα×yβ, χα⊗ψβ)} provides an atlas ofM×N with a corresponding
partition of unity. Since suppF is compact, it follows that
F =
∑
α,β
χα ⊗ ψβ · F
is a finite sum and each term χα ⊗ ψβ · F has compact support in Uα ⊗ Vβ . Thus it will be sufficient
to find a sequence in Ck0(Uα)⊗ Ck0(Vβ) which approximates a function in Ck0(Uα × Vβ). This reduces
the problem to the following local problem: We have to show that Ck0(Rn)⊗ Ck0(Rm) is sequentially
dense in Ck0(Rn+m). We will need the following technical lemma:
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Lemma 1.3.32 Let f ∈ Ck0(Rn) and K ⊆ Rn compact. For every  > 0 there exists a polynomial
p ∈ Pol(Rn) such that for all ` ≤ k
pK,`(p − f) < . (1.3.70)
Proof. We only sketch the proof which uses some convolution tricks. We consider the normalized
Gaussian
Gδ(x) =
1√
piδ
n e
− 1
δ
x2
for δ > 0. Then the integral of Gδ equals one for all δ. For f ∈ Ck0(Rn) the convolution
(Gδ ∗ f)(x) =
∫
Rn
Gδ(x− y)f(y) dn y
is a smooth function Gδ ∗ f ∈ C∞(Rn) and we have ∂|I|∂xI (Gδ ∗ f) = Gδ ∗ ∂
|I|f
∂xI
for all multiindexes I
with |I| ≤ k. It is now a well-known fact that Gδ ∗ f approximates f uniformly on Rn, i.e.
‖Gδ ∗ f − f‖∞ −→ 0 for δ −→ 0
in the sup-norm ‖ · ‖∞ over Rn. If k ≥ 1 we can repeat the argument and obtain that
sup
x∈Rn
∣∣∣∣∣ ∂|I|∂xI (Gδ ∗ f)− ∂|I|f∂xI
∣∣∣∣∣ −→ 0
for δ −→ 0 and for all multiindexes with |I| ≤ k. In a second step we approximate the Gaussian by
its Taylor series. Since on every compact subset K ⊆ Rn the Taylor series converges to Gδ in the
C∞K -topology we find a polynomial
p,K,k,δ(x) =
1√
piδ
n
finite∑
r≥0
1
r!
(
−x
2
δ
)r
such that for ` ≤ k
pK,`(Gδ − p,K,k,δ) < .
The convolution
f,K,k,δ(x) =
∫
Rn
p,K,k,δ(x− y)f(y) dn y
is again a polynomial of x of the same order as p,K,k,δ and we use this to approximate f on a compact
subset. Thus let K ⊆ Rn be fixed and consider x ∈ K. Then∣∣∣∣∣ ∂|I|∂xI f,BR(0),k,δ(x)− ∂|I|∂xI (Gδ ∗ f)(x)
∣∣∣∣∣
=
∣∣∣∣∣
∫ (
p,BR(0),k,δ(x− y)
∂|I|f
∂xI
(y)−Gδ(x− y)∂
|I|f
∂xI
(y)
)
dn y
∣∣∣∣∣
≤
∫
supp f
∣∣p,BR(0),k,δ(x− y)−Gδ(x− y)∣∣
∣∣∣∣∣∂|I|f∂xI (y)
∣∣∣∣∣
≤ 
∫
supp f
∣∣∣∣∣∂|I|f∂xI (y)
∣∣∣∣∣ dn y,
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if we choose BR(0) large enough such that K − supp f ⊆ BR(0). This is clearly possible since both
K and supp f are compact. It follows that on a compact subset K ⊆ Rn the polynomial f,BR(0),k,δ
approximates Gδ ∗ f in the CkK-topology. Thus we obtain that f,BR(0),k,δ also approximates f in the
CkK-topology as well. Rescaling  appropriately gives the polynomials p as desired. O
Using this lemma we can proceed as follows: Let F ∈ Ck0(Rn+m) be given and choose χ ∈ C∞0 (Rn)
and ψ ∈ C∞0 (Rm) such that their tensor product χ ⊗ ψ is equal to one on suppF . This is clearly
possible. Then F = χ ⊗ ψ · F can be approximated by polynomials on every compact subset. Let
K × L ⊆ Rn+m be a compactum such that χ⊗ ψ ∈ C∞K×L(Rn+m) and choose pr ∈ Pol(Rn+m) such
that on K × L the polynomials pr converge to F in the CkK×L-topology by Lemma 1.3.32. Since for
polynomials we have
Pol(Rn+m) = Pol(Rn)⊗ Pol(Rm),
we find that χ⊗ ψ · pr ∈ C∞K×L(Rn+m) is actually in C∞K (Rn)⊗ C∞L (Rm). Now
pK×L,k(F − χ⊗ ψ · pr) = pK×L,k(χ⊗ ψ · F − χ⊗ ψ · pr) ≤ cpK×L,k(F − pr) −→ 0
for r −→ ∞, which shows the density with respect to the Ck0-topology since all members of the
sequence are in one fixed compactum K × L. 
Remark 1.3.33 In fact, the proof even shows that
C∞0 (M)⊗ C∞0 (N) ⊆ Ck0(M ×N) (1.3.71)
is sequentially dense in the Ck0-topology for all k ∈ N0 ∪ {+∞}. Note that this gives an independent
proof of Theorem 1.1.26 at least for the scalar case as we can choose N = {pt} hence C∞0 (N) = C
and Ck0(M ×N) ' Ck0(M). Thus we recover that
C∞0 (M) ⊆ Ck0(M) (1.3.72)
is dense in the Ck0-topology.
Corollary 1.3.34 For all k ∈ N0 ∪ {+∞} the map
Ck(M)⊗ Ck(N) 3 f ⊗ g 7→ ((x, y) 7→ f(x)g(y)) ∈ Ck(M ×N) (1.3.73)
extends to a linear injective continuous algebra homomorphism with dense image with respect to the
Ck-topology.
Proof. The estimates (1.3.69) also show that (1.3.73) is continuous. The fact that the image is
dense follows from Theorem 1.3.31 since it contains the images of Ck0(M)⊗ Ck0(N) which is dense in
Ck0(M×N) in the Ck0-topology. By Proposition 1.1.9 the subspace Ck0(M×N) is dense in Ck(M×N) in
the Ck-topology. Since Ck0-convergence implies Ck-convergence, the statement follows. The remaining
statements are clear. 
We can also extend the above statements to vector bundles. To this end we recall the following
construction of the external tensor product of two vector bundles E −→ M and F −→ N . Over the
Cartesian product M ×N we consider the vector bundle
E  F = pr#M (E)⊗ pr#N (F ), (1.3.74)
where prM and prN are the usual projections and pr
#
M (E) −→M ×N as well as pr#N (F ) −→M ×N
denote the pull-backs of the vector bundles E and F , respectively. More informally, EF is the vector
bundle with fiber Ex ⊗ Fy over (x, y) ∈M ×N and vector bundle structure coming from (1.3.74). If
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eα ∈ Γ∞(E
∣∣
U
) and fβ ∈ Γ∞(F
∣∣
V
) are local base sections then pr#M (eα)⊗pr#N (fβ) ∈ Γ∞
(
E  F
∣∣
U×V
)
are local base sections, too. To simplify our notation we shall write
s t = pr#M (s)⊗ pr#N (t) (1.3.75)
for s ∈ Γ∞(E) and t ∈ Γ∞(F ) in the sequel. Without going into the details, the local trivializations
of E and F allow to use Theorem 1.3.31 and Corollary 1.3.34 to obtain the following analogue for
vector bundles:
Theorem 1.3.35 Let k ∈ N0 ∪ {+∞} and let E −→M and F −→ N be vector bundles. Then
Γk0(E)⊗ Γk0(F ) 3 s⊗ t 7→ s t ∈ Γk0(E  F ) (1.3.76)
is an injective continuous Ck0(M) ⊗ Ck0(N)-module morphism with sequentially dense image in the
Ck0-topology. Analogously,
Γk(E)⊗ Γk(F ) 3 s⊗ t 7→ s t ∈ Γk(E  F ) (1.3.77)
is an injective continuous Ck(M)⊗ Ck(N)-module morphism with dense image in the Ck-topology.
Note that on the left hand side the tensor product is taken over R or C, depending on the type
of the vector bundles. The module structures on both sides are the canonical ones.
Remark 1.3.36 It should be noted that for s ∈ Γ∞(E) and t ∈ Γ∞(F ) we have
supp(s t) = supp s× supp t. (1.3.78)
Remark 1.3.37 For the density bundles we have canonically
|Λtop|T ∗M  |Λtop|T ∗N ∼= |Λtop|T ∗(M ×N), (1.3.79)
where the isomorphism is defined by
|Λtop|T ∗xM ⊗ |Λtop|T ∗yN 3 µx ⊗ νy 7→ µx  νy ∈ |Λtop|T ∗(x,y)(M ×N), (1.3.80)
with
(µx  νy)(v1, . . . , vm, w1, . . . , wn) = µx(v1, . . . , vm)νy(w1, . . . , wn), (1.3.81)
where v1, . . . , vm ∈ TxM and w1, . . . , wn ∈ TyN . Moreover, for Ei −→M and Fi −→ N with i = 1, 2
we have the compatibility
(E1 ⊗ E2) (F1 ⊗ F2) ' (E1  F1)⊗ (E2  F2), (1.3.82)
and in particular
(E∗ ⊗ |Λtop|T ∗M) (F ∗ ⊗ |Λtop|T ∗N) ' (E∗  F ∗)⊗ |Λtop|T ∗(M ×N), (1.3.83)
which we shall frequently use in the following.
In order to define the tensor product of distributions we need the following technical lemma:
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Lemma 1.3.38 Let X ⊆ Rn and Y ⊆ Rm be open and let φ ∈ C∞(X × Y ) be smooth. Assume that
there is a compact subset K ⊆ X such that suppφ ⊆ K ×Y . Let u ∈ C∞0 (X)′ be a scalar distribution.
Then the function
y 7→ u(φ( · , y)) (1.3.84)
is smooth on Y . Moreover, for all multiindexes I ∈ Nm0 we have
∂|I|
∂yI
u(φ( · , y)) = u
(
∂|I|
∂yI
φ( · , y)
)
. (1.3.85)
Finally, for f ∈ C∞(Y ) we have
u(f(y)φ( · , y)) = f(y)u(φ( · , y)), (1.3.86)
i.e. the map φ 7→ (y 7→ u(φ( · , y))) is C∞(Y )-linear.
Proof. In (1.3.84) we apply u to the function x 7→ φ(x, y) for fixed y ∈ Y . By assumption, this
function has compact support in K ⊆ X with respect to the x-variables for every fixed y ∈ Y , hence
(1.3.84) is a well-defined function. We shall now consider a slightly more detailed statement. On the
compact subset K the distribution u has some finite order ` = ordK(u). Thus for all test functions
ϕ ∈ C∞K (X)
|u(ϕ)| ≤ cpK,`(ϕ), (∗)
and we can extend u to a continuous linear functional on C`K(X) such that (∗) still holds for ϕ ∈ C`K(X).
We refine the claim as follows: for φ ∈ Ck(X × Y ) with suppφ ⊆ K × Y and k ≥ ` the function
y 7→ u(φ( · , y)) is in Ck−`(Y ) and (1.3.85) holds for all |I| ≤ k − `. Clearly, this statement includes
(1.3.85) and (1.3.84) for the smooth case k =∞. Let y0 ∈ Y be fixed and consider some Br(y0)cl ⊆ Y .
Then on the compact subset K×Br(y0)cl ⊆ X×Y the function ∂|J|φ∂xJ is uniformly continuous as long
as |J | ≤ k. Thus for  > 0 there is a δ > 0 such that for (x, y0), (x, y0 + h) ∈ K × Br(y0)cl with
|h| ≤ δ we have ∣∣∣∣∣∂|J |φ∂xJ (x, y0)− ∂|J |φ∂xJ (x, y0 + h)
∣∣∣∣∣ < .
It follows that
pK,`(φ( · , y0)− φ( · , y0 + h)) < 
for those h since ` ≤ k. Thus the continuity of u with respect to the norm pK,` on C`K(X) as in (∗)
yields
u(φ( · , y0 + h)) −→ u(φ( · , y0))
for h −→ 0 for all y0 ∈ Y . Thus (1.3.84) is continuous, This proves the case k = `. Now assume
k ≥ ` + 1 hence we have some orders of differentiation for “free”. Thus let e ∈ Rn be a unit vector
and y0 ∈ Y together with a sufficiently small ball Br(y0)cl ⊆ Y as before. Then for |J | ≤ ` the partial
derivatives ∂
|J|φ
∂xJ
are at least once continuously differentiable. Hence for 0 < |t| < r
1
t
(
∂|J |φ
∂xJ
(x, y0 + te)− ∂
|J |φ
∂xJ
(x, y0)
)
= ei
∂|J |+1∂φ
∂xJ∂yi
(x, y0 + t0e)
with some appropriate t0 ∈ [0, t]. Since the (|J |+1)-st derivatives are still continuous, on K×Br(y0)cl
they are uniformly continuous. Thus for all 0 < |t| ≤ δ∣∣∣∣∣1t
(
∂|J |φ
∂xJ
(x, y0 + te)− ∂
|J |φ
∂xJ
(x, y0)− ∂
|J |+1φ
∂xJ∂yi
(x, y0)e
i
)∣∣∣∣∣ < 
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with some appropriately chosen δ > 0. This means that
pK,`
(
1
t
(φ( · , y0 + te)− φ( · , y0))− ∂eφ( · , y0)
)
< .
Hence again by the continuity of u we get for the directional derivative in direction e
∂eu(φ( · , y0)) = u(∂eφ( · , y0)).
Since y0 was arbitrary and since ∂eφ is Ck−1 with k − 1 ≥ ` we see that all directional derivatives
at all y ∈ Y exist and are continuous. This proves that (1.3.84) is in C1(Y ) and (1.3.85) is valid for
|I| = 1. By induction we can proceed as long as k ≥ `. The last statement is clear since u acts only
on the x-variables and not on the y-variables. 
In a geometric context the above lemma, in its refined version, becomes the following statement:
Proposition 1.3.39 Let E −→ M and F −→ N be vector bundles and let µ ∈ Γk((E∗  F ∗) ⊗
|Λtop|T ∗(M ×N)) be a density such that there exists a compact subset K ⊆M with suppµ ⊆ K ×N .
Let s ∈ Γ−∞(E) be a generalized section such that ordK(s) ≤ `. Then the map
(s⊗ id)(µ) : y 7→ s(µ( · , y)) (1.3.87)
defines a Ck−`-section of F ∗⊗|Λtop|T ∗N . If F ′ −→ N is another vector bundle and D ∈ DiffOpm(F⊗
|Λtop|T ∗N ;F ′ ⊗ |Λtop|T ∗N) a differential operator of order m ≤ k − ` then D applied to (1.3.87)
coincides with the section
y 7→ s((idD)(µ)( · , y)), (1.3.88)
where idD means that D acts only on the y-variables. For the support of (s⊗ id)(µ) we have
supp(s⊗ id)(µ) ⊆ prN (suppµ). (1.3.89)
Proof. By the usual partition of unity argument with the usual local trivialization of the involved
bundles we can reduce the above statements to the local and scalar case. Thus Lemma 1.3.38 yields
that (1.3.87) is a well-defined Ck−`-section and the combination of (1.3.85) and (1.3.86) gives (1.3.88).
It remains to show (1.3.89). Thus let y ∈ N\prN (suppµ). Thus for all x ∈ M we have µ(x, y) = 0.
This gives immediately s(µ( · , y)) = 0. Since N\prN (suppµ) is open, (1.3.89) follows. 
Remark 1.3.40 In particular, for all s ∈ Γ−∞(E) and µ ∈ Γ∞0 ((E∗  F ∗) ⊗ |Λtop|T ∗(M ×N)) we
have (s⊗ id)(µ) ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗N).
We use this proposition now to prove the following statement on the (external) tensor product of
distributions.
Theorem 1.3.41 (Tensor product of generalized sections) Let E −→M and F −→ N be vec-
tor bundles and let s ∈ Γ−∞(E) and t ∈ Γ−∞(F ) be generalized sections. Then there exists a unique
generalized section s t ∈ Γ−∞(E  F ) such that
(s t)(µ ν) = s(µ)t(ν) (1.3.90)
for µ ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) and ν ∈ Γ∞0 (F ∗ ⊗ |Λtop|T ∗N). Moreover, for ω ∈ Γ∞0 ((E∗  F ∗) ⊗
|Λtop|T ∗(M ×N)) we have
(s t)(ω) = t((s⊗ id)(ω)) = s((id⊗t)(ω)). (1.3.91)
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Proof. Since Γ∞0 (E∗⊗|Λtop|T ∗M)⊗Γ∞0 (F ∗⊗|Λtop|T ∗N) is dense in Γ∞0 ((E∗F ∗)⊗|Λtop|T ∗(M×N))
by Theorem 1.3.35 and the identification (1.3.83) of Remark 1.3.37, the uniqueness of s t with the
property (1.3.90) is clear. The idea is now to use the feature (1.3.91) to actually construct s  t:
Thus let ω ∈ Γ∞0 (E∗  F ∗ ⊗ |Λtop|T ∗(M ×N)) be given. We can assume that suppω ⊆ K × L with
compact subsets K ⊆M and L ⊆ N , respectively. For s and t we have estimates of the form
|s(µ)| ≤ c pK,k(µ) (∗)
|t(ν)| ≤ c′ pL,`(ν), (∗∗)
for the seminorms of Remark 1.1.8 whenever suppµ ⊆ K and supp ν ⊆ L. By Proposition 1.3.39 we
know that
(s⊗ id)(ω) : y 7→ s(ω( · , y))
is a smooth section of F ∗ ⊗ |Λtop|T ∗N . Moreover, since the application of s is C∞(N)-linear and
commutes with differentiation in N -direction we immediately conclude that
pL,`((s⊗ id)(ω)) ≤ c′′ pK×L,`(ω). (∗∗∗)
Finally, by Remark 1.3.40 we have
supp((s⊗ id)(ω)) ⊆ prN (suppω) ⊆ L,
hence (s⊗ id)(ω) has compact support. Thus we can apply t and obtain by (∗∗)
|t((s⊗ id)(ω))| ≤ c′ pL,`((s⊗ id)(ω)) ≤ c′c′′ pK×L,`(ω).
Thus ω 7→ t((s⊗ id)(ω)) is a continuous linear functional on Γ∞K×L((E∗F ∗)⊗ |Λtop|T ∗(M ×N)) for
all K × L with respect to the C∞K×L-topology. Hence it defines a generalized section in Γ−∞(E  F )
by the characterization of Theorem 1.1.11, iv.). If ω = µ ν is an external tensor product itself, we
obtain
t((s⊗ id)(µ ν)) = t(y 7→ s((µ ν)( · , y)))
= t(y 7→ s(µ( · )ν(y)))
= t(y 7→ ν(y)s(µ))
= t(ν)s(µ).
This shows that the distribution t ◦ (s⊗ id) satisfies (1.3.90). Hence it is the unique solution s t we
are looking for. This proves existence of s t and the first half of (1.3.91). However, we could have
constructed s  t by taking s ◦ (id⊗t) as well which gives, by uniqueness, the same s  t. Thereby
we have (1.3.91). 
Remark 1.3.42 For the external tensor product
 : Γ−∞(E)⊗ Γ−∞(F ) −→ Γ−∞(E  F ) (1.3.92)
one immediately obtains
supp(s t) = supp s× supp t, (1.3.93)
whence we also have
 : Γ−∞0 (E)⊗ Γ−∞0 (F ) −→ Γ−∞0 (E  F ). (1.3.94)
It can be shown that for compactly supported s and t the conclusions of Theorem 1.3.41 remain valid
for µ, ν, ω not necessarily compactly supported.
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Remark 1.3.43 (“Internal” tensor product of distributions) For vector bundles E −→M and
F −→ M over the same manifold, one may wonder whether there is an “internal” tensor product of
generalized sections, i.e. a map
⊗ : Γ−∞(E)⊗ Γ−∞(F ) −→ Γ−∞(E ⊗ F ), (1.3.95)
extending the tensor product of smooth sections, which is now C∞(M)-bilinear with respect to the
C∞(M)-module structures of generalized sections. If such an extension of the usual tensor product of
smooth section would exist in general, this would result in an algebra structure on C∞0 (M)′ if we take
E = F to be the trivial line bundles. Here on meets serious problems: such a multiplication (obeying
the usual properties) can be shown to be impossible. A “definition” of s⊗ t like
“(s⊗ t)(µ⊗ ν) = s(µ)t(ν)” (1.3.96)
is not well-defined since the tensor product µ⊗ ν of sections is C∞(M)-bilinear while the right hand
side of (1.3.96) is certainly not C∞(M)-bilinear.
Note however, that under certain circumstances the tensor product s ⊗ t can indeed be defined
in a reasonable way. However, a much more sophisticated analysis of the singularities of s and t is
needed.
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Chapter 2
Elements of Lorentz Geometry and
Causality
In this second chapter we set the stage for wave equations on spacetime manifolds. First we recall
some basic properties and notions for manifolds with covariant derivative, positive densities and semi-
Riemannian metrics. We shall discuss their relations and introduce concepts like parallel transport as
well as certain canonical differential operators arising from the choice of a semi-Riemannian metric.
In particular, the d’Alembert operator will provide the prototype of a wave operator. We generalize
this to arbitrary vector bundles and discuss several physical examples of wave equations resulting
from these differential operators.
After discussing the basics of semi-Riemannian and Lorentz metrics we introduce the notions of
causality on Lorentz manifolds. To this end we first have to endow the Lorentz manifold with a time
orientation which then gives rise to the notions of future and past. The most important notion in
this context for us will be that of Cauchy hypersurfaces. On one hand, the existence of a Cauchy
hypersurface will yield a particularly nice causal structure of the Lorentz manifold. On the other
hand, they will serve as the natural starting point where we can pose initial value problems for a wave
equation.
Such initial value problems for wave equations will then be the subject of the last part of this
chapter. Closely related will be the notion of Green functions of advanced and retarded type. They
are particular elementary solutions of the wave equations subject to “boundary conditions” referring
to the causal structure of the spacetime.
For several theorems we will not provide proofs in this chapter as this would lead us too far into the
realm of Lorentz geometry. Instead we refer to the literature, in particular to the textbooks [6,23,46]
as well as to the review article [45].
2.1 Preliminaries on Semi-Riemannian Manifolds
In this section we collect some further properties of covariant derivatives on vector bundles and their
curvature, specializing to the Levi-Civita connection of a semi-Riemannian metric. All of the material
is very much standard and can be found in textbooks like [6, 39,46].
2.1.1 Parallel Transport and Curvature
Let ∇E be a covariant derivative for a vector bundle E −→ M as before. Recall that the curvature
tensor R of ∇E is defined by
R(X,Y )s = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s (2.1.1)
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for X,Y ∈ Γ∞(TM) and s ∈ Γ∞(E). A simple computation shows that R is C∞(M)-linear in each
argument and thus defines a tensor field
R ∈ Γ∞(End(E)⊗ Λ2T ∗M). (2.1.2)
There are certain contractions we can build out of R. The most important one is the pointwise trace
of the End(E)-part of R. This gives a two-from
trR(X,Y ) = tr(s 7→ R(X,Y )s), (2.1.3)
i.e. a section trR ∈ Γ∞(Λ2T ∗M). The following lemma gives an interpretation of trR:
Lemma 2.1.1 Let ∇E be a covariant derivative for a vector bundle E −→M .
i.) The two-form tr T ∈ Γ∞(Λ2T ∗M) is closed, d trR = 0.
ii.) The two-form trR is exact. In fact,
trR = −dα, (2.1.4)
where α ∈ Γ∞(T ∗M) is defined by
α(X) =
∇EXµ
µ
, (2.1.5)
with respect to any chosen positive density µ ∈ Γ∞(|Λtop|E∗).
Proof. Clearly, we only have to show ii.). Note that i.) would also follow rather easily from the
Bianchi identity. Let µ ∈ Γ∞(|Λtop|E∗) be a positive density. Then the covariant derivative ∇E is
extended as usual to |Λtop|E∗ and α is a well-defined one-form. A simple computation shows that
the curvature of ∇|Λtop|E∗ is given by dα. On the other hand, the curvature of ∇|Λtop|E∗ is given by
− trR, see e.g. [60, Prop. 2.2.43]. 
With other words, trR = 0 is a necessary condition for the existence of a covariantly constant
density µ ∈ Γ∞(|Λtop|E∗). In fact, the condition is locally also sufficient and globally the deRham
class [α] ∈ H1dR(M) might be an obstruction.
Definition 2.1.2 (Unimodular covariant derivative) A covariant derivative ∇E is called uni-
modular if trRE = 0.
Let γ : I ⊆ R −→M be a smooth curve defined on an open interval I and let a, b ∈ I. In general,
the fibers of E at γ(a) and γ(b) are not related in a canonical way. Using the covariant derivative,
this can be done as follows. We are looking at a section s along γ such that s is covariantly constant
in the direction γ˙. More precisely, we consider the pull-back bundle γ#E −→ I together with the
pull-back ∇# of ∇E . Then we want to find a section s ∈ Γ∞(γ#E) with
∇#∂
∂t
s = 0. (2.1.6)
If {eα} are local base sections of E over some open subset U ⊆ M and γ(I) ⊆ U then (2.1.6) is
equivalent to
0 = ∇#γ˙ (sα(t)eα(γ(t))) = s˙α(t)eα(γ(t)) + sα(t)Aβα(γ˙(t))eβ(γ(t)), (2.1.7)
i.e.
s˙β(t) +Aβα(γ˙(t))s
α(t) = 0. (2.1.8)
Since (2.1.8) is an ordinary linear differential equation for the coefficient functions sα : I −→ R, they
have unique solutions sα(t) for all t and all initial conditions sα(a). Moreover, the resulting time
evolution sα(a) 7→ sα(t) is a linear map and by uniqueness even an isomorphism. If the image of γ
is not within the domain of a single bundle chart we can cover it with several ones (finitely many for
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compact time intervals) and use the uniqueness statement to glue the local solutions together in the
usual way. The uniqueness will then guarantee that the result will not depend on the choice how we
covered the curve with bundle charts. Finally, this gives the following result:
Proposition 2.1.3 Let ∇E be a covariant derivative for E −→ M and let γ : I ⊆ R −→ M be a
smooth curve. Let a, b ∈ I.
i.) For every initial condition sγ(a) ∈ Eγ(a) there exists a unique solution s(t) ∈ Eγ(t) of (2.1.6).
ii.) The map sγ(a) 7→ s(b) is a linear isomorphism Eγ(a) −→ Eγ(b) which is denoted by
Pγ,a→b : Eγ(a) −→ Eγ(b). (2.1.9)
Definition 2.1.4 (Parallel transport) The linear isomorphism Pγ,a→b : Eγ(a) −→ Eγ(b) is called
the parallel transport along γ with respect to ∇E.
Remark 2.1.5 (Parallel transport)
i.) In general, Pγ,a→b depends very much on the choice of the curve γ connecting γ(a) and γ(b).
ii.) We can define Pγ,a→b also for piecewise smooth curves by composing the parallel transports of
the smooth pieces appropriately.
iii.) If the curvature RE is zero then the parallel transport Pγ,a→b is independent of the curve γ but
only depends on γ(a) and γ(b), provided the points are close enough. More precisely, if γ and γ˜
are two curves with γ(a) = γ˜(a) and γ(b) = γ˜(b) such that there is a smooth homotopy between
γ and γ˜ then Pγ,a→b = Pγ˜,a→b. Note however that RE = 0 is a rather strong condition which
implies certain strong topological properties of the vector bundle E −→M .
iv.) If γ : I −→M is a smooth curve and σ : J −→ I is a smooth reparametrization then the parallel
transports along γ and γ˜ = γ ◦ σ coincide. More precisely, for a′, b′ ∈ J we have
Pγ,σ(a′)→σ(b′) = Pγ◦σ,a′→b′ . (2.1.10)
Since the parallel transport “connects” the fibers of E at different points, a covariant derivative is also
called connection. Some further properties of the parallel transport are collected in the Appendix A.1.
2.1.2 The Exponential Map
In the case E = TM a covariant derivative has additional features we shall discuss now. First, we
have another contraction of the curvature tensor R given by
Ric(X,Y ) = tr(Z 7→ R(Z,X)Y ) (2.1.11)
for X,Y ∈ Γ∞(TM). The resulting tensor field
Ric ∈ Γ∞(T ∗M ⊗ T ∗M) (2.1.12)
is called the Ricci tensor of ∇. Note that the trace in (2.1.11) only can be defined for E = TM . The
third contraction tr(Z 7→ R(X,Z)Y ) would give again the Ricci tensor up to a sign. Thus (2.1.11) is
the only additional interesting contraction.
For a covariant derivative ∇ on TM we have yet another tensor field, the torsion
Tor(X,Y ) = ∇XY −∇YX − [X,Y ], (2.1.13)
which gives a tensor field
Tor ∈ Γ∞(Λ2T ∗M ⊗ TM). (2.1.14)
Then ∇ is called torsion-free if Tor = 0. The relation between R and Tor is encoded in the first
Bianchi identity, see e.g. [35, Chap. III]:
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Lemma 2.1.6 (First Bianchi identity) For any covariant derivative for TM we have
R(X,Y )Z + cycl.(X,Y, Z) = (∇XTor)(Y,Z) + Tor(Tor(X,Y ), Z) + cycl.(X,Y, Z). (2.1.15)
In particular, for a torsion-free ∇ we have
R(X,Y )Z +R(Y, Z)X +R(Z,X)Y = 0, (2.1.16)
for all X,Y, Z ∈ Γ∞(TM).
Proof. The proof consists in a straightforward algebraic manipulation using only the definitions. 
Corollary 2.1.7 Let ∇ be torsion-free. Then
Ric(X,Y )− Ric(Y,X) + (trR)(X,Y ) = 0, (2.1.17)
whence Ric is symmetric if in addition ∇ is unimodular.
In case of the tangent bundle the parallel transport can be used to motivate the following question.
For a starting point p ∈M and a starting velocity vp ∈ TpM , is there a curve γ with γ˙(0) = vp such
that γ˙ is parallel along γ? Such an auto-parallel curve will be called a geodesic. To get an idea we
consider this condition, which globally reads
∇#∂
∂t
γ˙ = 0, (2.1.18)
in a local chart (U, x). We denote by
∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
(2.1.19)
the locally defined Christoffel symbols Γkij ∈ C∞(U). Then (2.1.18) means for the curve γ : I ⊆ R −→
M with γ˙(t) = γ˙i(t) ∂
∂xi
and γi = xi ◦ γ ∈ C∞(I) explicitly
γ¨i(t) + Γik`(γ(t))γ˙
k(t)γ˙`(t) = 0. (2.1.20)
This is a (highly nonlinear) ordinary second order differential equation. Hence we have unique solu-
tions for every initial condition γ˙i(0) ∂
∂xi
∣∣∣
γ(0)
= vp, where p = γ(0), at least for small times. Since
locally
Torkij = Γ
k
ij − Γkji, (2.1.21)
we see that the torsion Tor of ∇ does not enter the geodesic equation (2.1.20). We collect a few
well-known facts about the solution theory of the geodesic equation:
Theorem 2.1.8 (Geodesics) Let ∇ be a covariant derivative for TM −→M .
i.) For every vp ∈ TpM there exists a unique solution γ : Ivp ⊆ R −→M of (2.1.20) with γ˙(0) = vp
and maximal open interval Ivp ⊆ R around 0.
ii.) Let λ ∈ R and vp ∈ TpM . If γ denotes the geodesic with γ˙(0) = vp then γλ(t) = γ(λt) is the
geodesic with γ˙λ(0) = λvp.
iii.) There exists an open neighborhood V ⊆ TM of the zero section such that for all vp ∈ V the
geodesic with γ˙(0) = vp is defined for all t ∈ [0, 1]. We set expp(vp) = γ(1) for this geodesic.
iv.) For vp ∈ V ⊆ TM the curve t 7→ expp(tvp) is the geodesic γ with γ˙(0) = vp.
v.) The map exp : V ⊂ TM −→M is smooth.
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Figure 2.1: The exponential map gives a normal chart.
vi.) The map
pi × exp : V ⊆ TM 3 vp 7→ (p, expp(vp)) ∈M ×M (2.1.22)
is a local diffeomorphism around the zero-section. It maps the zero section onto the diagonal and
for all p ∈M
T0p expp = idTpM . (2.1.23)
Proof. The proof can be found e.g. in [39, Chap. VIII, §5] or [12, §11 and §12]. 
Definition 2.1.9 (Exponential map) For a given covariant derivative ∇, the map exp : V ⊆
TM −→M given by v.) of Theorem 2.1.8 is called the exponential map of ∇.
Remark 2.1.10 (Exponential map) Let ∇ be a covariant derivative on M .
i.) Since the geodesic equation does not depend on the antisymmetric part of the Γkij we can safely
pass from ∇ to a torsion-free covariant derivative by adding the appropriate multiple of the
torsion tensor. The geodesics do not change and neither does the exponential map.
ii.) The exponential map is best understood in terms of spray vector fields on TM , see e.g. [39,
Chap. VIII, §5] or [12, §11 and §12]. In fact, exp is just the projection of the time-one-flow of
the spray vector field associated to ∇ by the bundle projection.
iii.) It follows from (2.1.23) that the exponential map expp at a given point p ∈ M induces a
diffeomorphism
expp : Vp ⊆ TpM −→ Up ⊆M (2.1.24)
between a sufficiently small open neighborhood Vp ⊆ TpM of 0p and its image Up ⊆ M which
becomes an open neighborhood of
p = expp(0p) ∈ Up ⊆M. (2.1.25)
Thus the map (expp
∣∣
Vp
)−1 : Up −→ Vp yields a chart of M centered around p which is called
a normal or geodesic chart with respect to ∇. The choice of linear coordinates on Vp ⊂ TpM
induces then normal coordinates on Up ⊆M , see also Figure 2.1.
More details on properties of the exponential map can be found in the Appendix A.2 where we
compute, among other things, the Taylor expansions of various objects in normal coordinates. The
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following definition is motivated by the flat situation where the notions of “star-shaped” and “convex”
have an immediate meaning.
Definition 2.1.11 An open subset U ⊆M is called
i.) geodesically star-shaped with respect to p ∈ M if there is a star-shaped V ⊆ Vp with expp
∣∣
V
:
V
'−→ U = expp(V ).
ii.) geodesically convex if it is geodesically star-shaped with respect to any point p ∈ U .
Usually, we simply speak of star-shaped and convex open subsets of M if the reference to ∇ is clear.
Note that the properties described in Definition 2.1.11 depend on the choice of ∇ and are not invariant
under an arbitrary change of coordinates.
For a general covariant derivative it might well be that the domain of definition of exp is a proper
open subset: geodesics need not be defined for all times but can “fall of the manifold”. The simplest
example is obtained from R2\{0} with the flat connection. Geodesics are straight lines. Thus the
geodesic starting at (−1, 0) with tangent vector (1, 0) stops being defined at t = 1 since it would reach
0 which is not a part of R2\{0}. While this example looks rather artificial there are more difficult
situations where one can not just “add a few points”. These considerations motivate the following
definition:
Definition 2.1.12 (Geodesic completeness) The covariant derivative ∇ is called geodesically com-
plete if all geodesics are defined for all times.
2.1.3 Levi-Civita-Connection and the d’Alembertian
We shall now specialize the connection ∇ further and add one more structure, namely a semi-
Riemannian metric:
Definition 2.1.13 (Semi-Riemannian metric) A section g ∈ Γ∞(S2T ∗M) is called semi-Rie-
mannian metric if the bilinear form gp ∈ S2T ∗pM on TpM is non-degenerate for all p ∈ M . If in
addition gp is positive definite for all p ∈M then g is called Riemannian metric. If gp has signature
(+,−, . . . ,−) then g is called Lorentz metric.
Remark 2.1.14 (Semi-Riemannian metrics)
i.) The signature of a semi-Riemannian metric is locally constant and hence constant on a connected
manifold, since it depends continuously on p and has only discrete values.
ii.) For Lorentz metrics also the opposite signature (−,+, . . . ,+) is used in the literature. This
causes some confusions and funny signs. So be careful here! Our convention is the more common
one in quantum field theory, while the other one is preferred in general relativity.
A semi-Riemannian metric specifies a unique covariant derivative and a unique positive density:
Proposition 2.1.15 Let g be a semi-Riemannian metric on M .
i.) There exists a unique torsion-free covariant derivative ∇, the Levi-Civita connection, such that
∇g = 0. (2.1.26)
ii.) There exists a unique positive density µg ∈ Γ∞(|Λtop|T ∗M) such that
µg
∣∣
p
(v1, . . . , vn) = 1, (2.1.27)
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whenever v1, . . . , vn form a basis of TpM with |gp(vi, vj)| = δij. In a chart (U, x) we have
µg
∣∣
U
=
√
|det(gij)| |dx1 ∧ · · · ∧ dxn|, (2.1.28)
with gij = g( ∂∂xi ,
∂
∂xj
).
iii.) The density µg is covariantly constant with respect to the Levi-Civita connection,
∇µg = 0. (2.1.29)
Thus ∇ is unimodular.
Proof. The proof is very much standard and will be omitted here, see e.g. [60, Aufgabe 3.7 and
5.10]. 
Remark 2.1.16 (Semi-Riemannian metrics) Let g be a semi-Riemannian metric on M .
i.) For a semi-Riemannian metric we have a notion of geodesics, namely those with respect to the
corresponding Levi-Civita connection.
ii.) The covariant divergence div∇(X) of a vector field X ∈ Γ∞(TM) and the divergence with
respect to the density µg, i.e.
divµg(X) =
LX µg
µg
(2.1.30)
coincide: We have
div∇(X) = divµg(X), (2.1.31)
which follows immediately from Lemma 1.2.19, see also [60, Sect. 2.3.4], since ∇µg = 0. Thus
we shall speak of the divergence and simply write
div(X) = div∇(X) = divµg(X) (2.1.32)
on a semi-Riemannian manifold.
iii.) Since g ∈ Γ∞(S2T ∗M) is non-degenerate it induces a musical isomorphism
[ : TpM 3 vp 7→ v[p = g(vp, · ) ∈ T ∗pM, (2.1.33)
which gives a vector bundle isomorphism
[ : TM −→ T ∗M. (2.1.34)
The inverse of [ is usually denoted by
] : T ∗M −→ TM. (2.1.35)
Extending [ and ] to higher tensor powers we get musical isomorphisms also between all corre-
sponding contravariant and covariant tensor bundles. If locally in a chart (U, x)
g
∣∣
U
=
1
2
gij dx
i ∨ dxj , (2.1.36)
then v[ = gijvi dxj , where v = vi ∂∂xi . If g
ij denotes the inverse matrix to the gij from (2.1.36),
i.e. gijgjk = δik, then
α] = gijαi
∂
∂xj
(2.1.37)
for a one-form α = αi dxi. This motivates the notion “musical” as [ lowers the indexes while ]
raises them. Finally, we have the dual metric locally given by
g−1
∣∣
U
=
1
2
gij
∂
∂xi
∨ ∂
∂xj
, (2.1.38)
which is a global section g−1 ∈ Γ∞(S2TM).
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iv.) The metric g ∈ Γ∞(S2T ∗M) can equivalently be interpreted as a homogeneous quadratic func-
tion on TM via the usual canonical isomorphism from Remark 1.2.7. The function
T = J(g) ∈ Pol2(TM) (2.1.39)
is then usually called the kinetic energy function in the Lagrangian picture of mechanics. Anal-
ogously, g−1 ∈ Γ∞(S2TM) gives a homogeneous quadratic function
T = J(g−1) ∈ Pol2(T ∗M) (2.1.40)
on T ∗M , the kinetic energy in the Hamiltonian picture of mechanics. It turns out that all
notions of geodesics etc. can be understood in this geometric mechanical framework. For
example, geodesics are just the base point curves of solutions of the Euler-Lagrange equations
and Hamilton’s equations with respect to the Lagrangian L = T and Hamiltonian H = T ,
respectively. Thus geodesic motion is motion without additional forces induced by some addition
potentials. The exponential map exp is then just the Hamiltonian flow of T at time t = 1
projected back to M . For more on this mechanical point of view, see e.g. [60, Sect. 3.2.2].
v.) Using the inverse matrix gij we have the following local Christoffel symbols of the Levi-Civita
connection
Γkij =
1
2
gk`
(
∂g`i
∂xj
+
∂g`j
∂xi
− ∂gij
∂x`
)
. (2.1.41)
Since by Corollary 2.1.7 and Proposition 2.1.15, iii.) for a semi-Riemannian manifold (M, g) the Ricci
tensor Ric is in fact symmetric
Ric ∈ Γ∞(S2T ∗M), (2.1.42)
we can compute a further “trace” by using the metric g. Note that while Ric can be defined for every
covariant derivative this further contraction requires g. One calls the function
scal =
〈
g−1,Ric
〉 ∈ C∞(M) (2.1.43)
the scalar curvature. Locally, scal is just
scal
∣∣
U
= gij Ricij . (2.1.44)
In the literature, there are many other notations for scal, e.g. R (without indexes) or s or S.
We come now to differential operators defined by means of a semi-Riemannian metric. We have
already seen the divergence operator div which acts on vector fields and which can be extended as in
Lemma 1.2.18 to all sections Γ∞(S•TM). We have two other important operators.
Definition 2.1.17 (Gradient and d’Alembertian) On a semi-Riemannian manifold (M, g) the
gradient of a function is defined by
grad f = (d f)] ∈ Γ∞(TM) (2.1.45)
and the d’Alembertian of a function f ∈ C∞(M) is
f = div(grad f) ∈ C∞(M). (2.1.46)
In case of a Riemannian manifold we write ∆ f = div(grad f) instead and call ∆ the Laplacian.
Remark 2.1.18 There are different sign conventions in the definition of the Laplacian and the
d’Alembertian. In particular, sometimes −∆ is favoured instead of our ∆ since ∆ as we defined
it turns out to be a negative essentially selfadjoint operator on C∞(M) for compact M .
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We discuss now a couple of local formulas which allow to handle the operators div, grad and  more
explicitly.
Proposition 2.1.19 Let (M, g) be a semi-Riemannian manifold and let (U, x) be a chart of M .
i.) The gradient of f ∈ C∞(M) is locally given by
grad(f)
∣∣
U
= gij
∂f
∂xi
∂
∂xj
. (2.1.47)
ii.) The divergence of X ∈ Γ∞(TM) is locally given by
div(X)
∣∣
U
=
∂Xi
∂xi
+ ΓkkiX
i. (2.1.48)
iii.) The d’Alembertian of f ∈ C∞(M) is locally given by
f
∣∣
U
= gij
(
∂2f
∂xi∂xj
− Γkij
∂f
∂xk
)
. (2.1.49)
iv.) The d’Alembertian is a second order differential operator with leading symbol
σ2() = 2g−1 ∈ Γ∞(S2TM). (2.1.50)
Moreover, with respect to the global symbol calculus induced by the Levi-Civita connection we
have
 =
(
i
~
)2
%Std(2g
−1), (2.1.51)
whence
f = 1
2
〈
g−1,D2 f
〉
. (2.1.52)
Proof. The local formulas (2.1.47) and (2.1.48) are clear. Then (2.1.49) follows from some straight-
forward computation using the precise form of (2.1.41) for the Christoffel symbols. Then (2.1.50) is
clear by definition of the leading symbol. For (2.1.51) and (2.1.52) we compute
D2 f = D d f = dxi ∨∇ ∂
∂xi
(
∂f
∂xj
dxj
)
= dxi ∨ ∂
2f
∂xi∂xj
dxj + dxi ∨ ∂f
∂xj
∇ ∂
∂xi
dxj
=
∂2f
∂xi∂xj
dxi ∨ dxj − Γjik
∂f
∂xj
dxi ∨ dxk,
which gives
D2 f =
(
∂2f
∂xi∂xj
− Γkij
∂f
∂xk
)
dxi ∨ dxj
for a general connection ∇. For g−1 = 12gij ∂∂xi ∨ ∂∂xj we find〈
g−1,D2 f
〉
= 2gij
(
∂2f
∂xi∂xj
− Γkij
∂f
∂xk
)
= 2f.
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Remark 2.1.20 (Hessian) Sometimes 12 D
2 f ∈ Γ∞(S2T ∗M) is also called the Hessian
Hess(f) =
1
2
D2 f ∈ Γ∞(S2T ∗M). (2.1.53)
Then the d’Alembertian is the trace of the Hessian with respect to g−1. Moreover, the gradient
grad : C∞(M) −→ Γ∞(TM) is a differential operator of order one, the same holds for the divergence
div : Γ∞(TM) −→ C∞(M).
Remark 2.1.21 For later use we also mention the following Leibniz rules
grad(fg) = g grad(f) + f grad(g), (2.1.54)
div(fX) = f div(x) +X(f), (2.1.55)
(fg) = gf + grad(g)f + grad(f)g + fg = gf + 2 〈grad(f), grad(g)〉+ fg, (2.1.56)
for f, g ∈ C∞(M) and X ∈ Γ∞(TM). They can easily be obtained from the definitions.
Example 2.1.22 (Minkowski spacetime) We consider the n-dimensional Minkowski spacetime.
As a manifold we have M = Rn with canonical coordinates x0, x1, . . . , xn−1. Then the Minkowski
metric η on M is the constant metric
η =
1
2
ηij dx
i ∨ dxj (2.1.57)
with (ηij) = diag(+1,−1, . . . ,−1). One easily computes that in this global chart all Christoffel
symbols vanish: (M,η) is flat. Moreover, we have for the above differential operators
grad f =
∂f
∂x0
∂
∂x0
−
n−1∑
i=1
∂f
∂xi
∂
∂xi
, (2.1.58)
divX =
∂X0
∂x0
+
n−1∑
i=1
∂Xi
∂xi
, (2.1.59)
f = ∂
2f
∂(x0)2
−
n−1∑
i=1
∂2f
∂(xi)2
. (2.1.60)
This shows that  is indeed the usual wave operator or d’Alembertian as known from the theory of
special relativity, see e.g. [50]. Finally, the Lorentz density with respect to η is just the usual Lebesgue
measure
µη = | dx0 ∧ · · · ∧ dxn−1|. (2.1.61)
2.1.4 Normally Hyperbolic Differential Operators
The aim of this subsection is to generalize the d’Alembertian to more general fields than scalar fields.
As it will turn out later, the most important feature of  is the fact that the leading symbol is given
by the metric. This motivates the following definition:
Definition 2.1.23 (Normally hyperbolic operator) Let E −→ M be a vector bundle over a
Lorentz manifold (M, g). A differential operator D : Γ∞(E) −→ Γ∞(E) is called normally hyper-
bolic if it is of second order and
σ2(D) = 2g
−1 ⊗ idE . (2.1.62)
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Recall that σ2(D) ∈ Γ∞(S2TM⊗End(E)) which explains the second tensor factor in (2.1.62). Usually,
we simply write σ2(D) = 2g−1 with some slight abuse of notation. Note also that, as already for the
d’Alembertian itself, the factor 2 in the symbol comes from our convention for symbols. Here also
other conventions are used in the literature. However, this will not play any role later. The important
fact is that D has a symbol being just a constant nonzero multiple of g−1.
The following construction will always lead to a normally hyperbolic operator:
Example 2.1.24 (Connection d’Alembertian) Let ∇E be a covariant derivative for E −→ M
and let ∇ be the Levi-Civita connection. This yields a global symbol calculus whence by
∇ =
(
i
~
)2
%Std(2g
−1 ⊗ idE) = 1
2
〈
2g−1 ⊗ idE , 1
2
(DE)2 ·
〉
(2.1.63)
a second order differential operator is given with leading symbol
σ2(∇) =
(
i
~
)2
σ2(%Std(2g
−1 ⊗ idE)) = 2g−1 ⊗ idE (2.1.64)
by Theorem 1.2.6. Thus ∇ is normally hyperbolic for any choice of ∇E . An operator of this type is
called the connection d’Alembertian with respect to ∇E .
Lemma 2.1.25 (Connection d’Alembertian) Let ∇E be a covariant derivative for E −→M and
∇ the corresponding connection d’Alembertian.
i.) For f ∈ C∞(M) and s ∈ Γ∞(E) we have
∇(fs) = (f)s+ 2∇Egrad(f)s+ f∇s. (2.1.65)
ii.) Let Aαiβ = e
α
(
∇E∂
∂xi
eβ
)
∈ C∞(U) denote the local Christoffel symbols with respect to a chart
(U, x) and local base sections eα ∈ Γ∞(E
∣∣
U
). Then locally
∇s =
(
gij
∂2sα
∂xi∂xj
+ 2gij
∂sγ
∂xi
Aαjγ − gijΓkij
∂sα
∂xk
+ gij
(
∂Aαiβ
∂xj
−AαkβΓkij +AγiβAαjγ
)
sβ
)
eα.
(2.1.66)
Proof. For the first part we use Proposition 1.1.3 to compute
(DE)2(fs) = DE(d f ⊗ s+ f DE s) = D d f ⊗ s+ 2 d f ∨ DE s+ f(DE)2s.
Then for the natural pairing we have
∇(fs) = 1
2
〈
g−1, (DE)2(f · s)〉
=
1
2
〈
g−1,D d f
〉 · s+ 〈g−1, d f ∨ DE s〉+ 1
2
f
〈
g−1, (DE)2s
〉
= f · s+ 2gij ∂f
∂xi
∇E∂
∂xj
s+ f∇s
= f · s+ 2∇Egrad(f)s+ f∇s,
proving the first part. For the second, let Aαiβ be the local Christoffel symbols. Then first we have
DE s = dxi ⊗ ∇E∂
∂xi
s = dxi ⊗
(
∂sα
∂xi
eα + s
α∇E∂
∂xi
eα
)
= dxi ⊗ ∂s
α
∂xi
eα + dx
i ⊗ sαAβiαeβ
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=
(
∂sβ
∂xi
+ sαAβiα
)
dxi ⊗ eβ.
Consequently, we have
(DE)2s = dxj ∨∇E⊗T ∗M∂
∂xj
((
∂sβ
∂xi
+ sαAβiα
)
dxi ⊗ eβ
)
= dxj ∨
(
∂2sβ
∂xi∂xj
+
∂sα
∂xj
Aβiα + s
α∂A
β
iα
∂xj
)
dxi ⊗ eβ
+ dxj ∨
(
∂sβ
∂xi
+ sαAβiα
)(
−Γijk dxk ⊗ eβ +Aγjβ dxi ⊗ eγ
)
=
∂2sβ
∂xi∂xj
dxi ∨ dxj ⊗ eβ + 2∂s
α
∂xi
Aβjα dx
i ∨ dxj ⊗ eβ − ∂s
β
∂xi
Γiji dx
j ∨ dxk ⊗ eβ
+ sα
∂Aβiα
∂xj
dxi ∨ dxj ⊗ eβ − sαAβiαΓijk dxj ∨ dxk ⊗ eβ + sαAγiαAβjγ dxi dxj ⊗ eβ.
The natural pairing with g−1 means replacing 12 dx
i∨dxj with gij everywhere. This gives the result.
We now prove that every normally hyperbolic operator is actually a connection d’Alembertian up
to a C∞(M)-linear operator. We have the following result, sometimes called a generalized Weitzenböck
formula, see e.g. [5, Prop. 3.1]:
Proposition 2.1.26 (Weitzenböck formula) Let D ∈ DiffOp2(E) be a normally hyperbolic dif-
ferential operator. Then there exists a unique covariant derivative ∇E for E and a unique B ∈
Γ∞(End(E)) such that
D = ∇ +B. (2.1.67)
Proof. First we show uniqueness. Assume that ∇E and B exist such that (2.1.67) holds. Then from
Lemma 2.1.25 we know that
D(f · s)− fD(s) = ∇(f · s) +B(f · s)− f∇(s)− fB(s) = (f) · s+ 2∇Egrad(f)s,
since B is C∞(M)-linear. Thus we have
∇Egrad(f)s =
1
2
(D(f · s)− fD(s)− (f) · s) (∗)
for all f ∈ C∞(M) and s ∈ Γ∞(E). Since gradients of functions span every TpM for all p ∈ M , the
covariant derivative ∇E is uniquely determined by D via (∗). But then also B = D−∇ is uniquely
determined. Let us now turn to the existence: to this end we compute the right hand side of (∗)
locally in order to show that it actually defines a connection. Let locally
Ds
∣∣
U
= gij
∂2sα
∂xi∂xj
eα +D
iβ
α
∂sα
∂xi
eβ +D
β
αs
αeβ
with local coefficients Diβα, Dβα ∈ C∞(U). Then we have
1
2
(D(f · s)− fD(s)− (f) · s)
=
1
2
(
gij
∂2(fsα)
∂xi∂xj
eα +D
iβ
α
∂(fsα)
∂xi
eβ + fD
β
αs
αeβ − fgij ∂
2sα
∂xi∂xj
eα − fDiβα
∂sα
∂xi
eβ − fDβαsαeβ
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−gij ∂
2f
∂xi∂xj
sαeα + g
ijΓkij
∂f
∂xk
sαeα
)
=
1
2
(
2gij
∂f
∂xi
∂sα
∂xj
eα +D
iβ
α
∂f
∂xi
sαeβ + g
ijΓkij
∂f
∂xk
sαeα
)
= (grad f)j
∂sα
∂xj
eα +
1
2
(
Diβαgij(grad f)
jsαeβ + g
ijΓkijgk`(grad f)
`sαeα
)
.
On one hand we know that the right hand side of (∗) is globally defined. On the other hand, we
see from the local expression that replacing grad f by an arbitrary vector field X defines locally a
connection with connection one-forms
Aβiα =
1
2
Djβαgij +
1
2
grsΓjrsgijδ
β
α, (∗∗)
i.e. a connection ∇E such that on U
∇EXs = (LX sα)eα +AβiαXisαeβ.
This is clear from the local expression. Together we see that we indeed have a global connection ∇E
with local connection one-forms Aβiα as in (∗∗). It remains to show that this connection ∇E yields
(2.1.67). So we have to show that D − ∇ is C∞(M)-linear. Using the explicit expression (∗∗) for
Aβiα together with Lemma 2.1.25, ii.) this is a straightforward computation. We have
Ds−∇s = Diβα
∂sα
∂xi
eβ +D
β
αs
αeβ − 2gij ∂s
α
∂xi
Aβiαeβ + g
ijΓkij
∂sα
∂xk
eα
− gij
(
∂Aβiα
∂xj
sα −AβkαΓkijsα +AγiαAβjγsα
)
eβ
=
∂sα
∂xi
(
Diβα − 2gij
(
1
2
D`βαgj` +
1
2
grsΓ`rsgj`δ
β
α
)
+ gjkΓijkδ
γ
α
)
eβ
+Dβαs
αeβ − gij
(
∂Aβiα
∂xj
sα −AβkαΓkijsα +AγiαAβjγsα
)
eβ
=
(
Dβα − gij
∂Aβiα
∂xj
+ gijAβkαΓ
k
ij − gijAγiαAβjγ
)
sαeβ.
This is clearly C∞(M)-linear and hence the local expression for an endomorphism fieldB ∈ Γ∞(End(E)).
Since D−∇ is globally defined, B is indeed a globally defined section. Of course, taking the explicit
but complicated transformation laws for coefficients of second order differential operators, connection
one-forms and Christoffel symbols, this can also be checked by hand (though it is not very funny). 
Remark 2.1.27 (Normally hyperbolic operators)
i.) If D is normally hyperbolic and ∇E is the corresponding covariant derivative then D satisfies
the Leibniz rule
D(f · s) = fD(s) + 2∇Egrad(f)s+ (f) · s (2.1.68)
for all f ∈ C∞(M) and s ∈ Γ∞(E). This follows from the above proof. The connection ∇E is
also called the D-compatible connection. In the following, we can safely assume that D is of the
form ∇ +B as above.
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ii.) While in general every B ∈ Γ∞(End(E)) gives a normally hyperbolic ∇+B, in specific contexts
there are sometimes more geometrically motivated choices for both, the connection ∇E and the
additional tensor field B.
iii.) Even though we formulated the above proposition and the definition of normally hyperbolic
differential operators with respect to a Lorentz signature, it is clear that the above considerations
apply also to the general semi-Riemannian case. In the Riemannian case, the corresponding
operators are called connection Laplacians and normally elliptic operators, respectively.
2.2 Causal Structure on Lorentz Manifolds
While most of the material up to now was applicable for general semi-Riemannian manifolds we shall
now discuss the causal structure referring to the Lorentz signature exclusively.
2.2.1 Some Motivation from General Relativity
In general relativity the spacetime is described by a four-dimensional manifold M equipped with a
Lorentz metric g subject to Einstein’s equation. One defines the Einstein tensor
G = Ric−1
2
scal ·g, (2.2.1)
which is a symmetric covariant tensor field
G ∈ Γ∞(S2T ∗M). (2.2.2)
It can be shown that the covariant divergence of G vanishes,
divG = 0, (2.2.3)
while G itself needs not to be covariant constant at all. Physically, (2.2.3) is interpreted as a conser-
vation law. Einstein’s equation is then given by
G = κT, (2.2.4)
where T ∈ Γ∞(S2T ∗M) is the so-called energy-momentum tensor of all matter and interaction fields
on M excluding gravity. The constant κ is up to numerical constants Newton’s constant of gravity.
The precise form of T is complicated and depends on the concrete realization of the matter content
of the spacetime under consideration. More generally, Einstein’s equation with cosmological constant
are
G+ λg = κT, (2.2.5)
where λ ∈ R is a constant, additional parameter of the theory, the cosmological constant.
The nature of these equations is that for a given functional expression for T usually coming
from a variational principle, the metric g has to be found in such a way that (2.2.4) or (2.2.5)
is satisfied. However, this is rather complicated as (2.2.4) and (2.2.5) turn out to be quadratic
partial differential equations of second order in the coefficients of the metric which are of a rather
complicated type. On one hand they are “hyperbolic” and therefor ask for an “initial value problem”.
On the other hand, when formulating (2.2.4) or (2.2.5) as initial value problem for a metric on a 3-
dimensional submanifold, the Equations (2.2.4) or (2.2.5) have a certain gauge freedom thanks to the
diffeomorphism invariance of the condition (2.2.4) and (2.2.5), respectively. This yields “constraints”
which have to be satisfied. For more details on this initial value problem in general relativity see
e.g. [16,17,22].
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All this makes general relativity quite complicated, both from the conceptual and practical point
of view. We refer to textbooks on general relativity for a more detailed and sophisticated discussion,
see e.g. [6, 29,54,56].
For T = 0 one speaks of a vacuum solution to Einstein’s equation: only those degrees of freedom
are relevant which come directly from geometry and hence from gravity. Already this particular case
is very complicated as it is still highly non-linear. Nevertheless, there are solutions which look like
propagating waves or black holes.
In the following, we take the point of view that a certain energy and momentum content of the
spacetime results in a certain metric g. Then we assume that there is a slight perturbation by some
additional field φ on M which on one hand has only a minor contribution to T and thus does not
influence g. On the other hand, the field is subject to field equations determined by g. With other
words, we neglect the back-reaction of the field on g but investigate the field equations in a fixed
background metric g.
Thus we arrive at field equations for φ on a given spacetime (M, g). It turns out that the question
whether g is a solution to Einstein’s equation or not, is of minor importance when we want to
understand the field equations for φ. In fact, the geometric features of g which guarantee a “good
behaviour” of φ are rather independent of Einstein’s equation.
In general, physically relevant field equations for φ can be quite complicated: if we are interested
in “interacting fields” then the field equations are non-linear. Thus all the technology of distributions
etc. does not apply, at least not in a naive way. For this reason we restrict to linear field equations:
one motivation is that even if the original field equations for φ are non-linear, a linearization around
a solution φ0 might be interesting. Assuming that φ0 is a solution one considers φ = φ0 + ψ and
rewrites the (non-linear) equations for φ as field equations for the perturbation ψ and neglects higher
order terms in ψ. This way one obtains an approximation in form of a linear field equation for ψ.
We shall now discuss some typical examples. The prototype of a field equation is the Klein-Gordon
equation for a scalar field φ ∈ C∞(M) of mass m ∈ R
φ+m2φ = 0. (2.2.6)
On non-trivial geometries there are physical arguments suggesting that the Klein-Gordon equation
should be modified in a way incorporating the scalar curvature, i.e. one considers
φ+ ξ scalφ+m2φ = 0, (2.2.7)
where ξ ∈ R is a parameter. While (2.2.7) is still linear, a self-interacting modification of the Klein-
Gordon equation is e.g.
φ+m2φ+ λφ2 + µφ3 = 0, (2.2.8)
where again λ, µ ∈ R are parameters of the theory. If φ0 is a solution of (2.2.8) then a linearized
version of (2.2.8) for φ = φ0 + ψ is given by
ψ +m2ψ + 2λφ0ψ + 3φ20ψ = 0. (2.2.9)
By this procedure we obtain a rather general linear equation with leading symbol being the metric but
fairly general C∞(M)-linear part, in our case either ξ scal +m2 or m2 + 2λφ0 + 3µφ20 or a combination
of both.
This motivates that one should consider linear second order differential equations of normal hy-
perbolic type, i.e.
(+B)φ = 0, (2.2.10)
with B ∈ C∞(M). Finally, the step towards general vector bundles and sections φ ∈ Γ∞(E) is only
a mild generalization: in many physical field theories the fields have more than one component. This
way we arrive at field equations of the form
(∇ +B)φ = 0 (2.2.11)
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for φ ∈ Γ∞(E) with a connection d’Alembertian ∇ and some B ∈ Γ∞(End(E)). Note once more
that in our approximation to general relativity we have a fixed background metric g used in the
definition of ∇.
2.2.2 Future and Past on a Lorentz Manifold
Having a fixed Lorentz metric g on a spacetime manifoldM we can now transfer the notions of special
relativity, see e.g. [50], to (M, g). In fact, each tangent space (TpM, gp) is isometrically isomorphic
to Minkowski spacetime (Rn, η) with η = diag(+1,−1, . . . ,−1), by choosing a Lorentz frame: there
exist tangent vectors ei ∈ TpM with i = 1, . . . , n such that
gp(ei, ej) = ηij = ±δij . (2.2.12)
Remark 2.2.1 (Local Lorentz frame) The pointwise isometry from (TpM, gp) to (Rn, η) can be
made to depend smoothly on p at least in a local neighborhood: For every p ∈M there exists a small
open neighborhood U of p and local sections e1, . . . , en ∈ Γ∞(E
∣∣
U
) such that for all q ∈ U
gq(ei(q), ej(q)) = ηij . (2.2.13)
In general, the frame {ei}i=1,...,n can not be chosen to come from a chart x on U , i.e. ei is not ∂∂xi .
Here the curvature of g is the obstruction. Nevertheless, such local Lorentz frames will simplify certain
computations. We note that for two local Lorenz frames {ei}i=1,...,n and {e˜i}i=1,...,n on U there exists
a unique smooth function Λ : U −→ O(1, n− 1) such that
ei(p) = Λ
j
i (p)e˜j(p), (2.2.14)
since the Lorentz transformations O(1, n− 1) are precisely the linear isometries of (Rn, η).
As in special relativity one states the following definition:
Definition 2.2.2 Let (M, g) be a Lorentz manifold and vp ∈ TpM a non-zero vector. Then vp is
called
i.) timelike if gp(vp, vp) > 0,
ii.) lightlike or null if gp(vp, vp) = 0,
iii.) spacelike if gp(vp, vp) < 0.
Non-zero vectors with gp(vp, vp) ≥ 0 are sometimes also called causal. To the zero vector, no attribute
is assigned.
In a fixed tangent space we have two open convex cones of timelike vectors whose boundaries consists
of the lightlike vectors together with the zero vector, see Figure 2.2. Already in Minkowski spacetime
there are Lorentz transformations which exchange the two connected components of the timelike
vectors. Thus there is no intrinsic definition of “future-” and “past-directed” vectors in (Rn, η). Clearly,
for physical purposes it is crucial to have such a distinction: we choose once and for all a time-
orientation on Minkowski spacetime (Rn, η), i.e. a choice of one of the interiors of the light-cones
to be future directed. We symbolize this choice by (Rn, η, ↑). Now only the orthochronous Lorentz
transformations
L↑(1, n− 1) = {Λ ∈ O(1, n, 1) ∣∣ Λ00 > 0} (2.2.15)
preserve the time-orientation (Rn, η, ↑). Clearly, L↑(1, n − 1) is a closed subgroup of O(1, n − 1) of
the same dimension.
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time-like
space-like
light-like
Figure 2.2: Light cone structure in Minkowski spacetime
Analogously, Lorentz transformations do not preserve the space-orientation in general. For a
spacelike sub vector space Σ ⊆ Rn (of dimension n − 1), there are orientation preserving and re-
versing Lorentz transformations. Choosing one orientation of Σ we obtain an additional structure
on Minkowski spacetime which we symbolize as (Rn, η,+) or (Rn, η, ↑,+) in the case where we have
chosen a time-orientation as well. One can check that “+” does not depend on the particular choice of
Σ. The subgroups preserving + or + and ↑ are the proper and the proper and orthochronous Lorentz
transformations denoted by L+(1, n − 1) and L↑+(1, n − 1), respectively. It is a standard fact that
L↑+(1, n− 1) is the connected component of the identity and hence a normal subgroup. The discrete
resulting quotient group is
L(1, n− 1)/L↑+(1, n− 1) = {id,P,T,PT} (2.2.16)
with relations P2 = T2 = id and PT = TP. Then T is the time-reversal while P is the parity
operation.
We want to use now the time- and space-oriented Minkowski spacetime (Rn, η, ↑,+) in order to
obtain time and space orientations for (M, g) as well. Here we meet the usual obstructions analogously
to the obstructions for orientability in general. In the following the time-orientability will be crucial
while the space-orientability is not that important. Thus we focus on the time-orientability. Here one
has the following result:
Proposition 2.2.3 Let (M, g) be a Lorentz manifold. Then the following statements are equivalent:
i.) There exists a timelike vector field X ∈ Γ∞(TM), i.e. X(p) is timelike for all p ∈M .
ii.) There exists an open cover {Uα}α of M with local Lorentz frames {eαi}i=1,...,n ∈ Γ∞(TUα) such
that on Uα ∩ Uβ 6= ∅ the transition matrix Λαβ ∈ O(1, n− 1) with
eαi = Λαβ
j
ieβj (2.2.17)
takes values in L↑(1, n− 1).
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Proof. Assume that X ∈ Γ∞(TM) is timelike. Then we choose an open cover {Uα} of M with locally
defined Lorentz frames {eαi} on Uα. Without restriction we can choose the Uα to be connected. Then
on Uα either the timelike vector eα1 or the timelike vector −eα1 is in the same connected component
of the timelike vectors as X. Changing eα1 to −eα1 if necessary yields a local Lorentz frame on Uα
with eα1 in the same connected component as X. Since this holds for all α we obtain transition
matrices Λαβ in C∞(Uα ∩ Uβ,L↑) as wanted.
Conversely, let such an open cover and local Lorentz frames be given. We choose a partition of
unity χα subordinate to Uα with χα ≥ 0. Then we define
X =
∑
α
χαeα1 (∗)
which is clearly a globally defined smooth vector field X ∈ Γ∞(TM). At p ∈ M only finitely many
α contribute to (∗). Moreover, since by (2.2.17) all the eα1(p) are in the same connected component
of the timelike vectors and since this connected component is convex, also X(p) is in this connected
component. It follows that X(p) is timelike. 
There are still alternative formulations of the property described by i.) and ii.) in Proposi-
tion 2.2.3. However, for the time being we take the result of Proposition 2.2.3 as definition of
time-orientability:
Definition 2.2.4 (Time-orientability) Let (M, g) be a Lorentz manifold.
i.) (M, g) is called time-orientable if there exists a timelike vector field X ∈ Γ∞(TM).
ii.) The choice of a timelike vector field X ∈ Γ∞(TM) is called a time-orientation.
iii.) With respect to a time-orientation, a timelike vector vp ∈ TpM is called future directed if vp is
in the same connected component as X(p). It is called past directed if −vp is future directed.
Remark 2.2.5 (Time-orientability) Note that time-orientability of (M, g) is rather independent
of (topological) orientability of M . One can find easily a Lorentz metric on the Möbius strip which is
time-orientable and, conversely, a Lorentz metric on the cylinder S1×R which is not time-orientable.
We leave it as an exercise to figure out the details of these examples.
In the following, we shall always assume that (M, g) is time orientable. Moreover, we assume
that a time-orientation has been chosen once and for all. This will be important for a consistent
interpretation of (M, g) as a spacetime manifold. Using the time orientation we can define the future
and past of a given point in M . More precisely, one calls a curve γ : I ⊆ R −→M timelike, lightlike,
spacelike or causal if γ˙(t) is timelike, lightlike, spacelike, or causal for all t ∈ I, respectively. A causal
vector vp ∈ TpM is called future or past directed if it is contained in the closure of the future or past
directed timelike vectors at p. Then a curve γ is called future or past directed if γ˙(t) is causal and
future or past directed at every t. By continuity we see that a causal curve is either future or past
directed. In a time-oriented spacetime it cannot change the causal direction. Clearly a C1-curve is
sufficient for this argument.
Definition 2.2.6 Let (M, g) be a time-oriented Lorentz manifold and p, q ∈M . The we define
i.) p q if there exists a future directed, timelike smooth curve from p to q.
ii.) p ≤ q if either p = q or there exists a future directed, causal smooth curve from p to q.
iii.) p < q if p ≤ q but p 6= q.
Clearly the relations  and ≤ are transitive. We use these relations to define the chronological and
causal future and past of a point:
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t
Figure 2.3: Future and past for a convex subset of Minkowski spacetime.
Definition 2.2.7 (Chronological and causal future and past) Let (M, g) be a time-oriented Lorentz
manifold and p ∈M .
i.) The chronological future of p is
I+(p) =
{
q ∈M ∣∣ p q} . (2.2.18)
ii.) The chronological past of p is
I−(p) =
{
q ∈M ∣∣ q  p} . (2.2.19)
iii.) The causal future of p is
J+(p) =
{
q ∈M ∣∣ p ≤ q} . (2.2.20)
iv.) The causal past of p is
J−(p) =
{
q ∈M ∣∣ q ≤ p} . (2.2.21)
Sometimes we indicate the ambient spacetime M in the definitions by I±M (p) and J
±
M (p) since they
will play a crucial role. The definitions of I±M (p) and J
±
M (p) reflect global properties of M which are
not necessarily preserved under isometric embeddings. We illustrate the meaning of I±M (p) and J
±
M (p)
by some examples:
Example 2.2.8 The spacetime (M, g) in Figure 2.3 and the following pictures are open subsets of
the usual Minkowski spacetime (R2, η) with future direction being “upward”. Figure 2.4 shows that
I+M (p) and J
+
M (p) are not just the intersections of M with I
+
R2
(p) and J+
R2
(p), but actually smaller.
Figure 2.5 illustrates that J+M (p) needs not to be the closure of I
+
M (p). In fact, J
+
M (p) is not closed at
all in this example.
Without proof we state the following result, see e.g. [46, Chap. 14]:
Proposition 2.2.9 Let (M, g) be a time-oriented Lorentz manifold. Then for every p ∈ M the
chronological future and past I±M (p) of p is an open subset of M .
The intuition behind this proposition is clear and is visualized in Figure 2.6. Since the sets I±M (p)
are open, we can use them to define a collection of open subsets of M . In particular, we consider the
intersections I+M (p) ∩ I−M (q) for p, q ∈ M . These subsets are sometimes called (chronological) open
diamonds as Figure 2.7 suggests. In flat Minkowski space the sets I+M (p)∩I−M (q) are diamond-shaped.
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Figure 2.4: Future and past for a spacetime M with “notch”.
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q
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t I+M(p)
Figure 2.5: Future and past for a spacetime with an excluded line segment.
I+M (p)
open subset around q
timelike curve
p
still timelike
q
Figure 2.6: The chronological future is open.
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.
.
p
q
I+M (p) ∩ I+M (q)
Figure 2.7: An chronological open diamond in a spacetime.
J−M (A)
J+M (A)
I−M (A)
I+M (A)
A
Figure 2.8: Chronological and causal future and past of A in Minkowski spacetime (R2, η).
These open diamonds can be used to define a new topology on M : they form a basis of a topology
sometimes called the Alexandrov topology of (M, g). By Proposition 2.2.9 it is coarser than the original
topology. We will come back to the question whether the Alexandrov topology actually coincides with
the usual one; a case which is of course physically interesting: in this case the topological structure of
M is determined by the causal structure. Analogously to the chronological open diamonds, we define
the diamonds
JM (p, q) = J
+
M (p) ∩ J−M (q). (2.2.22)
Finally, we can extend Definition 2.2.7 to arbitrary subsets A ⊆ M . One defines the chronological
future and past as well as the causal future and past of A by
I±M (A) =
⋃
p∈A
I±M (p) (2.2.23)
and
J±M (A) =
⋃
p∈A
J±M (p), (2.2.24)
respectively. Again, J±M (A) needs not to be closed but is contained in the closure of I
±
M (A) which is
always open by Proposition 2.2.9.
Definition 2.2.10 (Future and past compactness) Let (M, g) be a time-oriented Lorentz mani-
fold. Then a subset A ⊆ M is called future compact if J+M (p) ∩ A is compact for all p ∈ M and past
compact if J−M (p) ∩A is compact for all p ∈M .
The geometric interpretation is clear and can be visualized again in Minkowski spacetime as in Fig-
ure 2.9. Clearly, A needs not be compact in the topological sense. However, if all the J±M (p) are
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.
J−M(p)
compact
A
p
Figure 2.9: A past compact subset A in Minkowski spacetime.
closed then every compact subset A ⊆M is future and past compact.
The phenomenon in Figure 2.4 motivates the following definition:
Definition 2.2.11 (Causal compatibility) Let (M, g) be a time-oriented Lorentz manifold and
U ⊆M open. Then U is called causally compatible if for all p ∈M we have
J±U (p) = J
±
M (p) ∩ U. (2.2.25)
More generally, a time-orientation preserving isometric embedding ι : (N,h) ↪→ (M, g) of a time-
oriented Lorentz manifold (N,h) into (M, g) is called causally compatible if ι(N) ⊆ M is causally
compatible.
Remark 2.2.12 Let (M, g) be a time-oriented Lorentz manifold.
i.) U ⊆M is causally compatible if for every causal curve from p ∈ U to q ∈ U in M one also finds
a causal curve from p to q which lies entirely in U . In Figure 2.4 this is not the case for the
subset M ⊆ R2.
ii.) If V ⊆ U ⊆M are open subset such that V ⊆ U is causally compatible in the Lorentz manifold
(U, g
∣∣
U
) and U is causally compatible in M , then also V ⊆M is causally compatible.
iii.) If U ⊆M is causally compatible and A ⊆ U the clearly
J±U (A) = J
±
M (A) ∩ U. (2.2.26)
iv.) Since the relation “causally compatible” is transitive with respect to inclusion, we obtain a
category of n-dimensional time-oriented Lorentz manifolds Lorentzn as follows: the objects will
be n-dimensional time-oriented Lorentz manifolds and the morphisms ι : (N,h) ↪→ (M, g) will
be isometric embeddings preserving the time-orientations which are causally compatible. Even
though there are usually not many morphisms between two objects in this category, it will turn
out to be a very useful notion. In recent approaches to axiomatic quantum field theory on
generic spacetimes this point of view becomes important, see e.g. [15,30] and references therein.
2.2.3 Causality Conditions and Cauchy-Hypersurfaces
We continue our investigation of the causality structure of a time-oriented Lorentz manifold (M, g).
We start with the following definition:
Definition 2.2.13 (Causal subsets) Let U ⊆M be an open subset. Then U is called causal if there
is a geodesically convex open subset U ′ ⊆M such that U cl ⊆ U ′ and for any two points p, q ∈ U cl the
diamond JU ′(p, q) is compact and contained in U cl.
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U
x
JU ′(p, q)
outside of U cl
q
U ′
t
p
Figure 2.10: A subset U which is convex but not causal.
x
p
q
U
JU ′(p, q)
t
U ′
Figure 2.11: A subset U which is causal but not convex.
Figure 2.10 to Figure 2.12 show the relations between the notions of geodesically convex and causal
subsets. Again, the ambient spacetime is the Minkowski spacetime (R2, η). Since the geodesics are
still the straight lines, open convex subsets U ′ ⊆ R2 in the usual sense coincide with the geodesically
convex subsets. The “opposite” of a causal domain are the acausal subsets of M .
Definition 2.2.14 (Acausal and achronal subsets) Let A ⊆ M be a subset of a time-oriented
Lorentz manifold. Then A is called
i.) achronal if every timelike curve intersects A in at most one point.
ii.) acausal if every causal curve intersects A in at most one point.
Clearly, acausal subsets are achronal but the reverse is not true. Already the light cones in Minkowski
spacetime are achronal but not acausal, as Figure 2.13 illustrates. Using the causal structure of (M, g)
we obtain a refined notion of boundary and closure of a subset A ⊆ M . One defines p ∈ Acl to be
an edge point if for all open neighborhoods U of p there exists a timelike curve from I−U (p) to I
+
U (p)
which does not meet A. In Figure 2.14 the point q is an edge point of the segment while p is not.
In Figure 2.15, the line segment A is considered as subset of 3-dimensional Minkowski spacetime
(R3, η). Then all points in Acl are edge points. Thus the notion of edge points is finer than the notion
of a (topological) boundary point. We want to get as large achronal or acausal subsets as possible:
they will be good candidates for Cauchy hypersurfaces where we can impose initial conditions. The
following theorem states that we can expect at least C0-submanifolds.
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U
q
p′
p
x
q′
U ′
t
Figure 2.12: A subset U which is both convex and causal.
causal curve
x
timelike curve
light-conet
Figure 2.13: The light cones in Minkowski spacetime are achronal but not acausal.
. .
timelike curve timelike curve
does not meet A
A
x
q is an edge point
p is no edge point
p q
meets A
t
Figure 2.14: Examples of edge points of a line segment in 2-dimensional Minkowski spacetime.
A
timelike curve
does not meet A
Figure 2.15: Examples of edge points of a line segment A in 3-dimensional Minkowski spacetime.
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I−M (Σ)
I+M (Σ)
M
Σ
timelike curves
p
q
Figure 2.16: A Cauchy hypersurface Σ in a spacetime M .
Theorem 2.2.15 (Achronal hypersurfaces) Let (M, g) be a time-oriented Lorentz manifold and
A ⊆M achronal. Then A is a topological hypersurface in M if and only if A does not contain any of
its edge points.
Recall that a topological hypersurface Σ of M is a C0-manifold Σ together with a C0-embedding
i : Σ ↪→M with codimension one. In general, we can not expect more than a C0-hypersurface as the
example of the light cone shows. For a proof we refer to [46, Prop. 24 in Chap 14]. The following
corollary is a straightforward consequence of Theorem 2.2.15.
Corollary 2.2.16 An achronal subset A is a closed topological hypersurface if and only if A is edge-
less.
The extreme case of an achronal hypersurface will be a Cauchy hypersurface. First recall that a
timelike curve γ : I ⊆ R −→M is called inextensible if there is no “reparametrization” γ˜ : J ⊂ R −→
M of γ such that γ˜(J) ⊇ γ(I) is strictly larger. Then we can formulate the following definition:
Definition 2.2.17 (Cauchy hypersurface) Let (M, g) be a time-oriented Lorentz manifold. A sub-
set Σ ⊆M is called a Cauchy hypersurface if every inextensible timelike curve meets Σ in exactly one
point.
Remark 2.2.18 (Cauchy hypersurface) Clearly, a Cauchy hypersurface Σ is achronal. Moreover,
by the very definition of an edge point, Σ has no edge points. Thus Σ is a closed topological hyper-
surface by Theorem 2.2.15. Finally, if q ∈ M there exists a timelike curve through q, say a timelike
geodesic. Thus such a timelike curve has an extension which meets Σ in one point p ∈ Σ. It follows
that either q  p, p = q, or p  q. Thus M is the disjoint union of the non-empty open subsets
I±M (Σ) and Σ. Hence Σ is the topological boundary of I
±
M (Σ), i.e. we have the disjoint union
M = I+M (Σ) ∪˙ Σ ∪˙ I−M (Σ). (2.2.27)
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.
may not
influence A
will be influenced by A only
q′
q
p
x
A
D−M (A)
D+M (A)
t
outside of A as well
gets influence from
Figure 2.17: Cauchy development of a subset A in the 2-dimensional Minkowski spacetime.
Furthermore, on can show that a Cauchy hypersurface is met by every inextensible causal curve at
least once, see e.g. [46, Lem. 29 in Chap. 14].
The physical interpretation of a Cauchy hypersurface is that the whole future of the spacetime, viewed
from Σ is predictable in the sense that every particle or light ray being in the future I+M (Σ) of Σ has
passed through Σ at earlier times. Analogously, viewed from Σ, the whole past ofM is already known.
For an arbitrary subset A ⊆ M we can still ask which part of M is predictable from A. This
motivates the following definition of the Cauchy development of A:
Definition 2.2.19 (Cauchy development) Let A ⊆ M be a subset. The future Cauchy develop-
ment D+M (A) ⊆ M of A is the set of all those points p ∈ M for which every past-inextensible causal
curve through p also meets A. Analogously, one defines the past Cauchy development D−M (A) and we
call
DM (A) = D
+
M (A) ∪D−M (A) (2.2.28)
the Cauchy development of A.
Remark 2.2.20 (Cauchy development) Let A ⊆ M be a subset. The physical interpretation of
D+M (A) is that D
+
M (A) is predictable from A. Analogously, D
−
M (A) consists of those points which
certainly influence A in their future. We have A ⊆ D±M (A).
Remark 2.2.21 For A ⊆M we clearly have
D±M (D
±
M (A)) = D
±
M (A) (2.2.29)
and hence
DM (DM (A)) = DM (A). (2.2.30)
Moreover, for A ⊆ B ⊆M we have
D±M (A) ⊆ D±M (B) (2.2.31)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
2.2. Causal Structure on Lorentz Manifolds 81
t .p
x
Figure 2.18: Periodic timelike geodesic on a cylinder.
t
x
...
remove these lines
lightlike curves
q′′
q′
p
Figure 2.19: Almost periodic timelike curves on a cylinder with removed line segments.
and
DM (A) ⊆ DM (B). (2.2.32)
Thus the three operations D±M ( · ) and DM ( · ) behave similar as the topological closure A 7→ Acl.
Remark 2.2.22 If A ⊆ M is achronal then A is a Cauchy hypersurface if and only if DM (A) = M .
Thus for an achronal hypersurface, DM (A) can be viewed as the largest subset of M for which A
is a Cauchy hypersurface. In fact, one can show that DM (A) is open for an acausal topological
hypersurface, see e.g. [46, Lem. 43 in Chap. 14].
While the existence of a Cauchy hypersurface is from the physical point of view very appealing, it
is by far not evident. In fact, not every time-oriented Lorentz manifold has a Cauchy hypersurface.
Quite contrary to the existence of a Cauchy hypersurface is the following example:
Example 2.2.23 We consider the cylinder M = S1 × R with Lorenz metric d t2 − dx2 where the
time variable is in S1-direction. The global vector field ∂∂t is timelike and defines the time-orientation.
Then through every point p ∈ M there is a timelike geodesic which is periodic. Thus there cannot
be any Cauchy hypersurface. Figure 2.18 illustrates this situation. A slight variation is obtained by
removing two lines in Figure 2.19. Then there are no longer closed timelike curves. However, starting
arbitrarily close to the point p at q′ there is a timelike curve (no longer geodesic of course) which ends
again arbitrarily close to p in q′′.
Both situations are of course very bad for physical interpretations: in the first case one could travel
into ones own past with all the funny paradoxa appearing. In the second case one could do so at least
approximately. This motivates the following definition:
Definition 2.2.24 (Causality condition) Let (M, g) be a time-oriented Lorentz manifold.
i.) M is called causal if there are no closed causal curves in M .
ii.) An open subset U ⊆ M is called causally convex if no causal curve intersects with U in a
disconnected subset of U .
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iii.) M is called strongly causal at p ∈ M if every open neighborhood of p contains an open causally
convex neighborhood.
iv.) M is called strongly causal if M is strongly causal at every point p ∈M .
Without proof we mention the following interpretation of the strong causality condition, see e.g. [6,
Prop. 3.11]:
Theorem 2.2.25 (Kronheimer, Penrose) A time-oriented Lorentz manifold (M, g) is strongly
causal if and only if the Alexandrov topology coincides with the original topology of M .
The last ingredient we need is the following: In Example 2.2.8 we have seen examples of time-
oriented spacetimes where the sets J±M (p) are not closed and hence not the closure of the I
±
M (p).
To cure this effect one demands that the diamonds JM (p, q) = J+M (p) ∩ J−M (q) are compact for all
p, q ∈M . Here one has the following nice consequence, see e.g. [45]:
Proposition 2.2.26 Assume that JM (p, q) = J+M (p) ∩ J−M (q) is compact for all p, q ∈M on a time-
oriented spacetime (M, g). Then the causal past and future J±M (p) of any point p ∈ M are closed
subsets of M .
Remark 2.2.27 In this section we only introduced some of the characteristic features of a time-
oriented Lorentz manifold. There are many other notions of causality with increasing strength. Re-
markably, many fundamental insights have been obtained only recently. We refer to the very nice
review article of Minguzzi and Sánchez [45] for an additional discussion.
2.2.4 Globally Hyperbolic Spacetimes
We are now in the position to define a globally hyperbolic spacetime according to [10]:
Definition 2.2.28 (Globally hyperbolic spacetime) A time-oriented Lorentz manifold (M, g) is
called globally hyperbolic if
i.) (M, g) is causal,
ii.) all diamonds JM (p, q) are compact for p, q ∈M .
Note that in earlier works the notion of globally hyperbolic spacetimes involved a strongly causal
(M, g) instead of just a causal one. It was observed only recently that these two notions actually
coincide, see [10].
The relevance of this condition comes from the relation to Cauchy hypersurfaces. To this end, we
first introduce the notion of a time function:
Definition 2.2.29 (Time function) Let (M, g) be a time-oriented Lorentz manifold and t : M −→
R a continuous function. Then t is called a
i.) time function if t is strictly increasing along all future directed causal curves.
ii.) temporal function if t is smooth and grad t is future directed and timelike.
iii.) Cauchy time function if t is a time function whose level sets are Cauchy hypersurfaces.
iv.) Cauchy temporal function if t is a temporal function such that all level sets are Cauchy hyper-
surfaces.
Remark 2.2.30 (Time functions)
i.) With the other sign convention for the metric a temporal function has past directed gradient.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
2.2. Causal Structure on Lorentz Manifolds 83
Σt′
Σt
grad t
Figure 2.20: The gradient flow of a Cauchy temporal function.
ii.) If t is temporal, its level sets are (if nonempty) embedded smooth submanifolds since the gradient
is non-zero everywhere and hence every value is a regular value. Note that they do not need to
be Cauchy hypersurfaces at all: In fact, remove a single point from Minkowski spacetime then
the usual time function is temporal but there is no Cauchy hypersurface at all.
iii.) The gradient flow of t gives a diffeomorphism between the different level sets of t. Since every
timelike curve intersects a Cauchy hypersurface precisely once we see that this gives a diffeomor-
phism
M ' t(M)× Σt0 , (2.2.33)
and all Cauchy hypersurfaces are diffeomorphic to a given reference Cauchy hypersurface Σt0 .
This gives a very strong implication on the structure of M .
iv.) By rescaling t we can always assume that the image of t is the whole real line R. This follows
as the image of t is necessarily open and connected (for connected M).
The following celebrated and non-trivial theorem brings together the notions of globally hyperbolic
spacetimes and the existence of Cauchy temporal functions.
Theorem 2.2.31 Let (M, g) be a connected time-oriented Lorentz manifold. Then the following
statements are equivalent:
i.) (M, g) is globally hyperbolic.
ii.) There exists a topological Cauchy hypersurface.
iii.) There exists a smooth spacelike Cauchy hypersurface.
In this case there even exists a Cauchy temporal function t and (M, g) is isometrically diffeomorphic
to the product manifold
R× Σ with metric g = β d t2 − gt, (2.2.34)
where β ∈ C∞(R × Σ) is positive and gt ∈ Γ∞(S2T ∗Σ) is a Riemannian metric on Σ depending
smoothly on t. Moreover, each level set
Σt = {(t, σ) ∈ R× Σ} ⊆M (2.2.35)
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p
x
timelike
not compact
a b
Σ
geodesic
timelike
t
M = R× Σ
q
geodesic
JM (p, q)
Figure 2.21: The Minkowski strip
of the temporal function t is a smooth spacelike Cauchy hypersurface.
Remark 2.2.32 The equivalence of i.) and ii.) is the celebrated theorem of Geroch [25]. The
enhancement to the smooth setting is due to Bernal and Sánchez [7–10]. Conversely, having a metric
of the form β d t2 − gt on R × Σ it is trivial to see that all level sets Σt are spacelike hypersurfaces
diffeomorphic to Σ. Note however, that the form (2.2.34) alone does not guarantee that the Σt are
Cauchy hypersurfaces.
Example 2.2.33 (Minkowski strip) We consider Σ = (a, b) an open interval with −∞ < a < b <
+∞ and M = R×Σ ⊆ R2 as open subset of Minkowski space. Then Σt is not a Cauchy hypersurface
for any t. This is clear from the observation that there are inextensible timelike geodesics not passing
through Σt. In fact, M is not globally hyperbolic at all: while M is causal (and even strongly causal)
it fails to satisfy the second condition of global hyperbolicity: there are diamonds JM (p, q) which are
not compact, see Figure 2.21. Thus by Theorem 2.2.31 there cannot exist any Cauchy hypersurface.
Nevertheless, the metric is of the very simple form
g = d t2 − dx2. (2.2.36)
The problem with this example comes from the geometric feature of the open interval Σ = (a, b) ⊆
R of being “too short”. The following proposition gives now a sufficient condition such that this can
not happen:
Proposition 2.2.34 Let M = R× Σ with Lorentz metric
g =
1
2
d t ∨ d t− f(t)gΣ, (2.2.37)
where gΣ is a Riemannian metric on Σ and f ∈ C∞(R) is positive. The time-orientation is such that
∂
∂t is future directed. Then (M, g) is globally hyperbolic if and only if gΣ is geodesically complete.
For a proof see e.g. [4, Lem. A.5.14]. Many of the physically interesting examples of spacetimes from
general relativity can be brought to the form (2.2.37) whence the above Proposition can be used to
discuss the global hyperbolicity of (M, g).
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n Σ
Figure 2.22: The future directed normal vector field of a Cauchy hypersurface Σ.
For later use we mention the following result which still enhances Theorem 2.2.31, see [9, Thm. 1.2].
Theorem 2.2.35 Let (M, g) be globally hyperbolic and let Σ ⊆ M be a smooth spacelike Cauchy
hypersurface. Then there exists a Cauchy temporal function t such that the t = 0 Cauchy hypersurface
coincides with Σ.
2.3 The Cauchy Problem and Green Functions
Having the notion of a Cauchy hypersurface we are now in the position to formulate the Cauchy
problem for a normally hyperbolic differential operator. Here we still be rather informal only fixing
the principal ideas. The precise formulation of the Cauchy problem will be given and discussed in
detail in Section 4.2.
Thus let (M, g) be globally hyperbolic and Σ ⊆ M a smooth Cauchy hypersurface which we
assume to be spacelike throughout the following. At a given point p ∈ Σ ⊆ M the tangent plane
TpΣ ⊆ TpM is spacelike whence there exists a unique vector np ∈ TpM which satisfies
gp(np, TpΣ) = 0, (2.3.1)
gp(np, np) = 1, (2.3.2)
np is future directed. (2.3.3)
This vector is called the future directed normal vector of Σ at p. Taking all points p ∈ Σ we obtain
the future directed normal vector field of Σ, i.e. the vector field
n ∈ Γ∞ (TM ∣∣
Σ
)
, (2.3.4)
such that (2.3.1), (2.3.2), and (2.3.3) hold for every p ∈ Σ. Since Σ is a smooth submanifold, n is
smooth itself. We consider now a normally hyperbolic differential operator D ∈ DiffOp(E) on some
vector bundle E −→M . Then this operator gives the homogeneous wave equation
Du = 0, (2.3.5)
or more generally
Du = v, (2.3.6)
where v ∈ Γ∞(E) is a given inhomogeneity and u ∈ Γ∞(E) is the field we are looking for. Having
specified the inhomogeneity which physically corresponds to a source term, we can try to find a
solution u which has specified initial values and initial velocities on Σ. More precisely, we want
u
∣∣∣
Σ
= u0 ∈ Γ∞(E
∣∣
Σ
) (2.3.7)
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and
∇En u
∣∣∣
Σ
= u˙0 ∈ Γ∞(E
∣∣
Σ
) (2.3.8)
with a priori given u0 and u˙0. The hope is that this Cauchy problem has a unique solution, probably
after considering compactly supported v, u0, and u˙0. Moreover, one hopes that the solution u depends
in a reasonably continuous way on the initial values u0 and u˙0 and perhaps also on v.
More generally, one can try to find solutions u ∈ Γ−∞(E) for distributional initial values u0, u˙0 ∈
Γ−∞(E
∣∣
Σ
) and distributional v ∈ Γ−∞(E). In general, however, we meet difficulties with this Cauchy
problem. Namely, we can not just restrict a distribution u to a submanifold Σ in order to make sense
out of (2.3.7) and (2.3.8): this is only possible if u behaves nicely enough around Σ. Clearly, the
restriction is not problematic as soon as u is at least C1.
As a last comment we note that the Cauchy problem still makes sense if Σ is just a spacelike
hypersurface which is not necessarily a Cauchy hypersurface. In this case we still can hope to get a
solution to the Cauchy problem but we have to expect non-uniqueness for obvious reasons.
The main idea to attack this problem is to construct particular distributional solutions, the fun-
damental solutions Fp ∈ Γ−∞(E)⊗ E∗p ⊗ |Λtop|T ∗pM such that
DFp = δp, (2.3.9)
where δp is the δ-distribution at p ∈ M viewed as E∗p ⊗ |Λtop|T ∗pM -valued generalized section of E,
i.e. for a test section µ ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) we have
δp(µ) = µ(p) ∈ E∗p ⊗ |Λtop|T ∗pM. (2.3.10)
Definition 2.3.1 (Green function) Let p ∈ M . A generalized section Fp of E which satisfies
(2.3.9) is called fundamental solution of D at p. If a fundamental solution F±p in addition satisfies
suppF±p ⊆ J±M (p), (2.3.11)
then F±p is called advanced or retarded Green function of D at p, respectively.
Remark 2.3.2 (Green function) Note that the notion of a fundamental solution makes sense for
every differential operator on any manifold. The notion of advanced and retarded Green functions
makes sense for any differential operator on a time-oriented Lorentz manifold, see also Figure 2.23.
The remaining part of these notes are now devoted to the study of existence and uniqueness of Green
functions F±p . Moreover, we have to relate the Green functions to the Cauchy problem for D. Here
it will be important not only to have a Green function Fp for every p ∈ M . We also will need a
reasonable dependence of Fp on p.
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J+M (p)
J−M (p)
. p ∈M
suppG+p
suppG−p
Figure 2.23: The support of a Green function at a point p ∈M .
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Chapter 3
The Local Theory of Wave Equations
The purpose of this chapter is to discuss the existence and uniqueness of fundamental solutions for the
wave equation determined by a normally hyperbolic differential operator at least on small enough open
subsets of M . Thus the global structure of M does not yet play a role in this chapter. Nevertheless,
already locally the geometry enters in form of non-trivial curvature terms and resulting non-trivial
parallel transports. Thus already at this stage we will be beyond the usual flat situation of the wave
equation in R2n.
We basically follow [4] and construct the fundamental solution first in the flat case of Minkowski
spacetime. Here we use the approach of Riesz [49] by specifying the fundamental solutions using
holomorphic function techniques. Then one constructs a formal solution on a domain as a series with
certain coefficients, the Hadamard coefficients. This solution will be a series with no good control
of convergence and in fact, no convergence in general. Thus an additional step is needed to find
the “true” fundamental solutions. To this end certain cut-off parameters are introduced yielding a
convergent series which is however no longer a fundamental solution but only a parametrix. With
some convolution tricks this can be cured in the last step. The fundamental solution will have nice
causal properties allowing to find solutions to the inhomogeneous wave equation with good causal
properties as well.
3.1 The d’Alembert Operator on Minkowski Spacetime
As warming up we consider the most simple case of a normally hyperbolic differential operator, the
d’Alembert operator on flat Minkowski spacetime.
3.1.1 The Riesz Distributions
We shall not only construct the fundamental solutions of the d’Alembert operator
 = ∂
2
∂t2
−∆ (3.1.1)
in n dimensions but a local family of distributions associated to . Sometimes we will set t = x0
and ~x = (x1, . . . , xn−1) for abbreviation. In more physical terms, we set the speed of light c to 1 by
choosing appropriate units. Here we follow essentially the approach of Riesz [49], see [4, Sect. 1.2] for
a modern presentation of this approach.
Using the Minkowski metric η we have the following function, also denoted by η,
η(x) = η(x, x) (3.1.2)
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on Rn. Clearly η ∈ Pol2(R2) is a homogeneous quadratic polynomial. Explicitly, in the standard
coordinates we have
η(x0, . . . , xn−1) = (x0)2 −
n−1∑
i=1
(xi)2 = t2 − (~x)2. (3.1.3)
We consider the following family of continuous functions on Minkowski spacetime:
Definition 3.1.1 Let α ∈ C have Re(α) > n. Then one defines
R±(α)(x) =
{
c(α, n)η(x)
α−n
2 forα ∈ I±(0)
0 else,
(3.1.4)
where the coefficient is
c(α, n) =
21−αpi
2−n
2
Γ(α2 )Γ(
α−n
2 + 1)
. (3.1.5)
Remark 3.1.2 (Gamma function) The Gamma function
Γ : C\{0,−1,−2, . . .} −→ C (3.1.6)
is known to be a holomorphic function with simple poles at −n for n ∈ N0. One has the following
properties:
i.) The residue at −n ∈ N0 is given by
res−nΓ =
(−1)n
n!
. (3.1.7)
ii.) For z ∈ C \ {0,−1,−2, . . .} one has the functional equation
Γ(z + 1) = zΓ(z) with Γ(1) = 1. (3.1.8)
iii.) For n ∈ N0 one obtains from (3.1.8) immediately
Γ(n+ 1) = n!. (3.1.9)
iv.) For Re(z) > 0 one has Euler’s integral formula
Γ(z) =
∫ ∞
0
tz−1e−t d t (3.1.10)
in the sense of an improper Riemann integral.
v.) For all z ∈ C \ {0,−1,−2, . . .} one has Legendre’s duplication formula
Γ(z)Γ(z +
1
2
) = 21−2z
√
pi Γ(2z). (3.1.11)
For more details and proofs of the above properties of Γ we refer to any textbook on complex function
theory like e.g. [48, Chap. 2]. The graph of the Gamma function along the real axis can be seen in
Figure 3.1.
Since the Gamma function Γ has no zeros we conclude that the prefactor c(α, n) is holomorphic
for all α ∈ C: indeed, for those α ∈ C where Γ(α2 ) or Γ(α−n2 +1) has a pole the inverse is well-defined
and has a zero of the same (first) order as the pole of the Γ function. This happens for
α
2
= 0,−1,−2, . . . and α− n
2
+ 1 = 0,−1,−2, . . .
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Figure 3.1: The Gamma function along the real axis
Thus we conclude
c(α, n) = 0 iff α ∈ {−2k ∣∣ k ∈ N0} ∪ {n− 2k ∣∣ k ∈ N0} , (3.1.12)
since the nominator has clearly no zeros. For α not being in the above special set but still with
Re(α) > n, the function R±(α) is continuous but not smooth on Rn:
Lemma 3.1.3 For Re(α) > n the function R±(α) is continuous on Rn. It is smooth in I±(0) and
in Rn \ J±(0).
Proof. The function x 7→ c(α, n)η(x)α−n2 is clearly smooth for x ∈ I±(0) since here η(x) > 0.
Conversely, on the open subset Rn \ J±(0) the function R±(α) is zero and hence smooth, too. The
continuity follows as η(x) −→ 0 for x ∈ I±(0) with x −→ ∂I±(0) and α > n guarantees that the
function 0 ≤ ξ 7→ ξ α−n2 is at least continuous at 0. 
The next lemma clarifies the behaviour under Lorentz transformations.
Lemma 3.1.4 Let Λ ∈ L↑(1, n − 1) be an orthochronous Lorentz transformation and Re(α) > n.
Then
Λ∗R±(α) = R±(α). (3.1.13)
If T ∈ L(1, n− 1) is the time-reversal x0 7→ −x0 then
T∗R±(α) = R∓(α). (3.1.14)
Proof. If Λ ∈ L(1, n−1) is an arbitrary Lorentz transformation then by the very definition of L(1, n−1)
we have
(Λ∗η)(x) = η(Λx) = η(Λx,Λx) = η(x, x) = η(x),
and thus Λ∗η = η. But then (3.1.13) and (3.1.14) are obvious since the light cones J±(0) are mapped
to J±(0) and to J∓(0) under Λ ∈ L↑(1, n− 1) and under T, respectively. 
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In particular, it would be sufficient to consider R+(α) alone since we can recover every information
about R−(α) from R+(α) via (3.1.14).
Since R±(α) ∈ C0(Rn) we can consider R±(α) also as a distribution (of order zero) via the usual
identification, i.e.
R±(α) : ϕ 7→
∫
Rn
ϕ(x)R±(α)(x) dn x (3.1.15)
for test functions ϕ ∈ C∞0 (Rn). Here and in the following we use the Lebesgue measure dn x for
integration. Note that this coincides with the Lorentz density induced by η.
Lemma 3.1.5 Let Re(α) > n.
i.) For every x ∈ Rn the function
α 7→ R±(α)(x) (3.1.16)
is holomorphic.
ii.) For every test function ϕ ∈ C∞0 (Rn) the function
α 7→ R±(α)(ϕ) (3.1.17)
is holomorphic.
Proof. The first part is clear as the Gamma function and hence the coefficient c(α, n) is holomorphic.
Moreover, for x ∈ J±(0) the map α 7→ η(x)α−n2 is holomorphic. However, this pointwise holomorphy
of R±(α) is not the relevant feature for the following. Instead, we need the second part. To prove
this, we consider ϕ ∈ C∞0 (R). Then
R±(α)(ϕ) =
∫
Rn
ϕ(x)R±(α)(x) dn x =
∫
suppϕ
ϕ(x)R±(α)(x) dn x.
Since suppϕ is compact we can exchange the orders of integration for every closed triangle path ∆
in {α ∈ C | Re(α) > n} by Fubini’s theorem. Thus∫
∆
R±(α)(ϕ) dα =
∫
∆
∫
suppϕ
ϕ(x)R±(α)(x) dn x dα =
∫
suppϕ
ϕ(x)
∫
∆
R±(α)(x) dα dn x = 0,
since R±(α)(x) is holomorphic for every x ∈ Rn. It follows by Morera’s theorem that (3.1.17) is
holomorphic, too. 
In this sense we have a holomorphic map
{α ∈ C | Re(α) > n} 3 α 7→ R±(α) ∈ D′(Rn) (3.1.18)
with values in the distributions. The key idea is now to investigate (3.1.18) in detail to show that, as
a holomorphic map, it has a unique extension to the whole complex plane C. To this end we need
the following technical lemma:
Lemma 3.1.6 In the sense of continuous functions we have:
i.) For Re(α) > n we have
ηR±(α) = α(α− n+ 2)R±(α+ 2).
ii.) For Re(α) > n+ 2k the function R±(α) is Ck and we have
∂
∂xi
R±(α) =
1
α− 2R
±(α− 2)ηijxj . (3.1.19)
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iii.) For Re(α) > n we have
grad η ·R±(α) = 2α gradR±(α+ 2). (3.1.20)
iv.) For Re(α) > n+ 2 we have
R±(α+ 2) = R±(α). (3.1.21)
Proof. The first part is a simple calculation. We have
α(α+ 2− n)R±(α+ 2) = α(α+ 2− n)c(α+ 2, n)η α+2−n2
= α(α+ 2− n)c(α+ 2, n)η α−n2 η
=
α(α+ 2− n)c(α+ 2, n)
c(α, n)
ηR±(α),
and
c(α+ 2, n)
c(α, n)
=
21−2−αpi
2−n
2 Γ(α2 )Γ(
α−n
2 + 1)
Γ(α+22 )Γ(
α+2−n
2 + 1)2
1−αpi
2−n
2
=
2−2Γ(α2 )Γ(
α−n
2 + 1)
α
2 Γ(
α
2 )
α+2−n
2 Γ(
α−n
2 + 1)
=
1
α(α+ 2− n) . (∗)
For the second part we recall that in I±(0) the function R±(α) is smooth as well as in Rn \ J±(0).
On the latter, the function and hence all its derivatives are zero. In I±(0) we compute
∂
∂xi
R±(α)
∣∣∣
I±(0)
= c(α, n)
∂
∂xi
η(x)
α−n
2 = c(α, n)
α− n
2
η(x)
α−n
2
−1 ∂
∂xi
η(x)
= c(α, n)
α− n
2
η(x)
α−2−n
2 2ηijx
j = c(α, n)(α− n)η α−2−n2 ηijxj
=
c(α, n)
c(α− 2, n)(α− n)R
±(α− 2)ηijxj (∗)= 1
(α− 2)(α− n)(α− n)R
±(α− 2)ηijxj
=
1
(α− 2)R
±(α− 2)ηijxj .
Now if Re(α) > n + 2k then Re(α − 2) > n + 2k − 2 is still larger than n for positive k ∈ N. Thus
the partial derivative ∂
∂xi
R±(α)
∣∣
I±(0) is the continuous function
1
(α−2)R
±(α− 2)ηijxj in I±(0) which
continuously extends to Rn by setting it zero outside of I±(0). Indeed, since R±(α − 2) has this
as continuous extension, we obtain a continuous extension of ∂
∂xi
R±(α)
∣∣
I±(0). But this matches the
partial derivative of R±(α) outside of J±(0). Thus we obtain a continuous partial derivative ∂
∂xi
R±(α)
on all of Minkowski space Rn which shows that R±(α) is at least C1. By induction we can proceed
as long as α− 2k > n. The third part is now a simple consequence of the first and second part. We
have
grad η =
(
∂η
∂xi
dxi
)]
=
∂η
∂xi
ηij
∂
∂xj
= 2ηikx
kηij
∂
∂xj
= 2xj
∂
∂xj
= 2ξ.
Thus grad η is twice the Euler vector field on Rn, which, remarkably, does not depend on the metric
η but only on the vector space structure. Using (3.1.19) we compute for Re(α) > n
2α gradR±(α+ 2) = 2αηij
∂R±(α+ 2)
∂xi
∂
∂xj
= 2αηij
1
α+ 2− 2R
±(α)ηikxk
∂
∂xj
= R±(α)2xk
∂
∂xk
= R±(α) grad η.
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For the last part we use (3.1.19) twice and obtain
R±(α+ 2) = ηij ∂
∂xi
∂
∂xj
R±(α+ 2)
= ηij
∂
∂xi
(
1
α+ 2− 2R
±(α+ 2− 2)ηjkxk
)
= ηij
1
α
(
∂
∂xi
R±(α)
)
ηjkx
k + ηij
1
α
R±(α)ηjk
∂
∂xi
xk
=
1
α
ηij
1
α− 2ηilx
lR±(α− 2)ηjkxk + 1
α
R±(α)ηijηjkδki
=
1
α
1
α− 2ηilx
lxiR±(α− 2) + n
α
R±(α)
=
1
α(α− 2)η ·R
±(α− 2) + n
α
R±(α)
i.)
=
(α− 2)(α− 2− n+ 2)
α(α− 2) R
±(α) +
n
α
R±(α)
=
α− n+ n
α
R±(α) = R±(α).

The above relations hold in the “strong sense”, i.e. they are equalities of continuous or even
Ck-functions valid point by point. Since Ck(Rn) ↪→ D′(Rn) is injectively embedded via (3.1.15) we
conclude that the above relations also hold in the sense of distributions. This gives us now the idea
how one can define R±(α) for arbitrary α ∈ C at least in the sense of distributions. On one hand,
we want to obtain a holomorphic family of distributions R±(α) for all α ∈ C extending the already
given ones as in Lemma 3.1.5, ii.). Since a holomorphic function is already determined by its values
on the non-empty open half space of Re(α) > n, such an extension is necessarily unique if it exists
at all. On the other hand, we can make use of the relations in Lemma 3.1.6, in particular the one
in iv.), to define such an extension. Indeed, we can express R±(α) as the d’Alembert operator acting
on R±(α+ 2) for Re(α) > n+ 2. Now if Re(α) > n we define R±(α) as distribution by
R±(α) = R±(α+ 2). (3.1.22)
Since α 7→ R±(α) is a holomorphic family of distributions for Re(α) > n by Lemma 3.1.5 ii.) the
definition (3.1.22) and the previous Definition 3.1.1 coincide as they coincide for Re(α) > n + 2 by
Lemma 3.1.6, iv.). Thus we can define inductively for Re(α+ 2k) > n
R±(α) = R±(α+ 2k) (3.1.23)
for k ∈ N. We need the following Lemma:
Lemma 3.1.7 Let α ∈ C and define R±(α) by
R±(α) = kR±(α+ 2k), (3.1.24)
where k ∈ N0 is such that Re(α + 2k) > n. Then (3.1.24) does not depend on the choice of k and
yields an entirely holomorphic family of distributions which extends the family {R±(α)}Re(α)>n.
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Proof. First we note that (3.1.24) yields a well-defined distribution as R±(α+2k) is even a continuous
function for all k ∈ N0 with Re(α+ 2k) > n and derivatives of distributions yield distributions. Thus
R±(α) ∈ D′(Rn) is well-defined. If k′ ∈ N0 is another number with Re(α+ 2k′) > n, say k′ > k, then
kR±(α+2k) = k′R±(α+2k′) since by Lemma 3.1.6 iv.) we have R±(α+2k) = k′−kR±(α+2k′).
This shows that (3.1.24) does not depend on k. In particular, if already Re(α) > n then k = 0
would suffice and R±(α) coincides with the previous definition in this case. Thus (3.1.24) extends our
previous definition. Finally, let ϕ ∈ C∞0 (Rn) be a test function, then
R±(α)(ϕ) =
(
kR±(α+ 2k)
)
(ϕ) = R±(α+ 2k)(kϕ)
depends holomorphically on α since kϕ ∈ C∞0 (Rn) is again a test function and R±(α+ 2k) depends
holomorphically on α by Lemma 3.1.5 ii.) in the distributional sense. Thus (3.1.24) is a holomorphic
extension of our previous definition. 
Corollary 3.1.8 The family {R±(α)}α∈C of distributions as in (3.1.24) is the unique holomorphic
family of distributions extending the family from (3.1.17).
After these preparations we are now in the position to state the main definition of this section:
Definition 3.1.9 (Riesz distributions) For α ∈ C the distributions R+(α) are called the advanced
Riesz distributions and the R−(α) are called the retarded Riesz distributions.
3.1.2 Properties of the Riesz Distributions
Having a definition of R±(α) for all complex numbers α ∈ C we can start to collect some properties
of the Riesz distributions. In particular, they will turn out to provide Green functions for  on
Minkowski spacetime. We start with the following observation:
Proposition 3.1.10 Let α ∈ C. Then we have:
i.) For all orthochronous Lorentz transformations Λ ∈ L↑(1, n− 1) we have
Λ∗R±(α) = R±(α), (3.1.25)
and for the time-reversal T ∈ L(1, n− 1) we have
T∗R±(α) = R∓(α). (3.1.26)
ii.) One has
ηR±(α) = α(α− n+ 2)R±(α+ 2). (3.1.27)
iii.) For all i = 1, . . . , n one has
(α− 2) ∂
∂xi
R±(α) = R±(α− 2)ηijxj . (3.1.28)
iv.) Let λ > 0. Then for all ϕ ∈ C∞0 (Rn) one has
λα−nR±(α)(ϕλ) = R±(α)(ϕ), (3.1.29)
where ϕλ(x) = λnϕ(λx). Infinitesimally, this means for the Lie derivative with respect to the
Euler vector field
Lξ R
±(α) = (α− n)R±(α), (3.1.30)
i.e. R±(α) is homogeneous of degree α− n.
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v.) One has
grad η ·R±(α) = 2α gradR±(α+ 2) (3.1.31)
and
R±(α+ 2) = R±(α). (3.1.32)
Proof. For the first part we first note that the Jacobi determinant of the diffeomorphism x 7→ Λx is
±1 for Λ ∈ L↑(1, n−1) whence it preserves the Lorentz volume density |dx1∧· · ·∧dxn| = dn x. Thus
the general definition of Λ∗R±(α) simplifies in this case and is compatible with (3.1.15) for Re(α) > n.
In fact, we have for Re(α) > n and ϕ ∈ C∞0 (Rn)∫
ϕ(x)(Λ∗R±(α))(x) dn x =
∫
ϕ(x)R±(α)(Λx) dn x
=
∫
ϕ(Λ−1y)R±(α)(y) dn y
=
∫
(Λ∗ϕ)(y)R±(α)(y) dn y.
Since the continuous function R±(α) for Re(α) > n is L↑(1, n − 1)-invariant by Lemma 3.1.4, and
since
α 7→ (Λ∗R±(α))(ϕ) = R±(α)(Λϕ)
as well as α 7→ R±(α)(ϕ) are both holomorphic for all α ∈ C, these holomorphic functions coincide
for all α ∈ C. The second and third part follow by the same arguments as both sides are holomorphic
functions of α when evaluated on ϕ ∈ C∞0 (Rn) and they coincide for Re(α) sufficiently large by
Lemma 3.1.5. Now let λ > 0. Then α 7→ λα is holomorphic on C and thus α 7→ λαR±(α)(ϕλ) is
holomorphic on C for any fixed ϕ ∈ C∞0 (Rn). Thus we have to show (3.1.29) only for sufficiently
large Re(α) in order to apply the uniqueness arguments. But for Re(α) > n we have
R±(α)(λx) =
{
c(α, n)η(λx)
α−n
2 x ∈ I±(0)
0 else
=
{
c(α, n)(λ2)
α−n
2 η(x)
α−n
2 x ∈ I±(0)
0 else
= λα−nR±(α)(x)
for all x ∈ Rn. Then, in the sense of distributions,
λα−nR±(α)(ϕλ) = λα−n
∫
R±(α)(x)λnϕ(λx) dn x
=
∫
R±(α)(λx)ϕ(λx)λn dn x
=
∫
R±(α)(y)ϕ(y) dn y
= R±(α)(ϕ).
Thus we conclude that (3.1.29) holds for all α ∈ C. To prove the infinitesimal version (3.1.30) one can
either use (3.1.28) and (3.1.27) or differentiate (3.1.29): Indeed, since (λ, x) 7→ λnϕ(λx) is smooth
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and compactly supported in x “locally uniform in λ”, a slight variation of Lemma 1.3.38 shows that
λ 7→ λα−nR±(α)(ϕλ) is smooth in λ and the derivatives can be computed by differentiating “under
the integral sign” as in Lemma 1.3.38. We find
∂
∂λ
(
λα−nR±(α)(ϕλ)
)
= (α− n)λα−n−1R±(α)(ϕλ) + λα−nR±(α)
(
∂
∂λ
(x 7→ λnϕ(λx))
)
= (α− n)λα−n−1R±(α)(ϕλ) + λα−nλnR±(α)
(
∂ϕ
∂xi
(λx)xi
)
+ λα−nnλn−1R±(α)(x 7→ ϕ(λx)).
Since the left hand side does not depend on λ, this has to vanish for all λ > 0. Setting λ = 1 yields
0 = (α− n)R±(α)(ϕ) +R±(α)
(
xi
∂ϕ
∂xi
)
+ nR±(α)(ϕ)
= αR±(α)(ϕ) +R±(α)
(
∂
∂xi
(
x 7→ xiϕ(x)))−R±(α)(nϕ)
= (α− n)R±(ϕ)− ∂R
±(α)
∂xi
(xiϕ)
= (α− n)R±(α)(ϕ)− (Lξ R±(α))(ϕ),
and thus (3.1.30). The last part again follows from Lemma 3.1.6, iii.) and iv.) as well as the
uniqueness argument: clearly both sides evaluated on a test function give holomorphic functions of α
which coincide for large Re(α). 
Remark 3.1.11 (Homogeneous distributions) In general, a distribution u ∈ D′(Rn \ {0}) is
called homogeneous of degree α ∈ C if for all test functions ϕ ∈ C∞0 (Rn \ {0}) one has
λαu(ϕλ) = u(ϕ) (3.1.33)
for all λ > 0, where ϕλ(x) = λnϕ(λx) as before. By the same argument as in the proof one can show
that (3.1.33) implies
Lξ u = αu. (3.1.34)
In fact, (3.1.34) turns out to be equivalent to its integrated form (3.1.33). It is then a non-trivial but
interesting question whether a homogeneous distribution u ∈ D′(Rn \ {0}) of some degree α can be
extended to a distribution u ∈ D′(Rn) such that the homogeneity is preserved. A detailed discussion
of homogeneous distributions can be found in [31, Sect. 3.2]. As a final remark we mention that many
problems in renormalization theory of quantum field theories can be reformulated mathematically as
the question whether certain homogeneous distributions on Rn \ {0} have homogeneous extensions
to Rn, see e.g. [52, 55].
In a next step we want to understand the support and singular support of the Riesz distributions
R±(α). Here we can build on the results from Lemma 3.1.3 and 3.1.4: the support and singular
support have to be Lorentz invariant subsets under the orthochronous Lorentz group L↑(1, n−1). We
denote by
C±(0) =
{
x ∈ Rn ∣∣ x ∈ J±(0) and η(x, x) = 0} (3.1.35)
the boundary of I±(0). The particular values α ∈ C where c(α, n) vanishes play an exceptional role
for the support of R±(α). We call them exceptional, i.e. α ∈ C is exceptional if
α ∈ {n− 2k,−2k | k ∈ N0}. (3.1.36)
Then we have the following result:
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Proposition 3.1.12 (Support of R±(α)) Let α ∈ C.
i.) If α is not exceptional then
suppR±(α) = J±(0), (3.1.37)
and the singular support
sing suppR±(α) ⊆ ∂I±(0) = C±(0) (3.1.38)
is either {0} or C±(0).
ii.) If α is exceptional then
suppR±(α) = sing suppR±(α) ⊆ C±(0). (3.1.39)
iii.) Let n ≥ 3. For α ∈ {n− 2k | k ∈ N0, k < n2 } we have
suppR±(α) = sing suppR±(α) = C±(0). (3.1.40)
Proof. Let α ∈ C be arbitrary. Since by definition of R±(α) we have
R±(α) = kR±(α+ 2k)
for k sufficiently large such that Re(α+ 2k) > n, we have by Theorem 1.3.27, v.)
R±(α)
∣∣∣
Rn\C±(0)
= k
(
R±(α+ 2k)
∣∣∣
Rn\C±(0)
)
=
{
kc(α+ 2k, n)η α+2k−n2 on I±(0)
0 else,
=
{
c(α, n)η
α−n
2 on I±(0)
0 else,
using the explicit computation of η as in the proof of Lemma 3.1.3. Thus on the open subset
Rn \ C±(0) = I±(0) ∪ (Rn \ J±(0)) we have a smooth function
R±(α)
∣∣∣
Rn\C±(0)
=
{
c(α, n)η
α−n
2 on I±(0)
0 else,
for all α ∈ C. From this we immediately conclude that for all α ∈ C
suppR±(α) ⊆ J±(0) (∗)
and
sing suppR±(α) ⊆ C±(0), (∗∗)
since J±(0) and the light cone C±(0) are already closed. Then the Lorentz invariance Λ∗R±(α) =
R±(α) for all Λ ∈ L↑(1, n − 1) yields that the support and the singular support have to be Lorentz
invariant subsets. Indeed, in general one has
supp Λ∗R±(α) = Λ(suppR±(α))
sing supp Λ∗R±(α) = Λ(sing suppR±(α))
for every diffeomorphism Λ. Thus suppR±(α) and sing suppR±(α) are closed Lorentz invariant
subsets of Minkowski space. In particular, sing suppR±(α) is either {0} or C±(0) as these are the
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
3.1. The d’Alembert Operator on Minkowski Spacetime 99
x1, . . . , xn−1
x0
C+(0)
b
χ = 1 here
−r r
suppϕ
a
0
Figure 3.2: The test function constructed in the proof of Proposition 3.1.12.
only Lorentz invariant subsets of C±(0). Now let α be not exceptional. Then c(α, n) is non-zero and
hence R±(α)
∣∣
I±(0) is non-zero and even smooth. Thus
suppR±(α) ⊇ I±(0).
On the other hand, by (∗), we note suppR±(α) ⊆ J±(0), whence (3.1.38) follows. This shows the first
part. For the second part, let α be exceptional. Then c(α, n) = 0 whence R±(α)
∣∣
Rn\C±(0) vanishes
identically. Thus
suppR±(α) ⊆ C±(0)
follows. Now C±(0) has empty open interior whence the support of R±(α) is either empty or neces-
sarily entirely singular. Thus
suppR±(α) = sing suppR±(α)
follows, proving the second part. For the last part we follow [4, Prop. 1.2.4.] and prove first the
following technical statement. We consider a test function ψ ∈ C∞0 (R) with suppψ ⊆ [a, b] and
a bump function χ ∈ C∞0 (Rn−1) such that χ
∣∣
Br(0)
= 1 for some r > b. Then the test function
ϕ(x0, x1, . . . , xn−1) = ψ(x0)χ(x1, . . . , xn−1) has the property that
ϕ
∣∣∣
J+(0)
(x0, . . . , xn−1) = ψ(x0) (∗∗∗)
for all x ∈ J+(0), see also Figure 3.2. Then the claim is that for all Re(α) > 0 one has
R+(α)(ϕ) =
1
Γ(α)
∫ ∞
0
(x0)α−1ψ(x0) dx0. (∗∗∗∗)
Indeed, we first note that both sides are holomorphic in α. For the left hand side this is true for all
α ∈ C and for the right hand side this follows as 1Γ(α) is entire and the integral is holomorphic by the
same Morera type argument as in the proof of Lemma 3.1.5. Thus it will be sufficient to show (∗∗∗∗)
for Re(α) > n where we can use the explicit form of R+(α) as continuous function. We compute
R+(α)(ϕ) = c(α, n)
∫
J+(0)
η(x)
α−n
2 ϕ(x) dn x
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= c(α, n)
∫ ∞
0
dx0
∫
|~x|≤x0
(
(x0)2 − (~x)2)α−n2 ψ(x0)χ(~x) dn−1 x
(∗∗∗)
= c(α, n)
∫ ∞
0
dx0ψ(x0)
∫
|~x|≤x0
(
(x0)2 − (~x)2)α−n2 dn−1 x.
For the ~x-integration we use (n − 1)-dimensional polar coordinates r and ~Ω, i.e. the radius r = |~x|
and the remaining point ~Ω = ~x|~x| on the unit sphere S
n−2. We evaluate for fixed x0 the inner integral∫
|~x|≤x0
(
(x0)2 − (~x)2)α−n2 dn−1 x = ∫ x0
0
rn−2 d r
∫
Sn−2
(
(x0)2 − r2)α−n2 d Ω
= vol(Sn−2) ·
∫ x0
0
(
(x0)2 − r2)α−n2 rn−2 d r.
The remaining integral can be brought to the following form. First we substitute ρ = r
x0
and then
ρ = cos θ. This yields∫ x0
0
(
(x0)2 − rn)α−n2 rn−2 d r = ∫ 1
0
(1− ρ2)α−n2 ρn−2(x0)α−n+n−2+1 d ρ
= (x0)α−1
∫ 1
0
(1− ρ2)α−n2 ρn−2 d ρ
= (x0)α−1
∫ pi/2
0
(sin2 θ)
α−n
2 (cos θ)n−2 sin d θ
= (x0)α−1
∫ pi/2
0
(sin θ)α−n+1(cos θ)n−2 d θ.
The last integral is Bronstein-integrable, see e.g. [13, Sect. 1.1.3.4, Integral 10] and gives
(x0)α−1
∫ pi/2
0
(sin θ)α−n+1(cos θ)n−2 d θ =
1
2
Γ(α−n2 + 1)Γ(
n−3
2 + 1)
Γ(α−n2 +
n−3
2 − 2)
=
1
2
Γ(α−n2 + 1)Γ(
n−3
2 + 1)
Γ(α−12 + 1)
.
Since finally the surface of the (n− 2)-dimensional unit sphere is known to be
vol(Sn−2) =
2pi
n−1
2
Γ(n−12 )
,
see e.g. [24, p. 142], we obtain
R+(α)(ϕ) = c(α, n) · 2pi
n−1
2
Γ(n−12 )
· 1
2
Γ(α−n2 + 1)Γ(
n−3
2 + 1)
Γ(α−12 + 1)
·
∫ ∞
0
(x0)α−1ψ(x0) dx0
=
21−αpi
2−n
2
Γ(α2 )Γ(
α−n
2 + 1)
2pi
n−1
2
Γ(n−12 )
· 1
2
Γ(α−n2 + 1)Γ(
n−3
2 + 1)
Γ(α−12 + 1)
·
∫ ∞
0
(x0)α−1ψ(x0) dx0
=
21−α
√
pi
Γ(α2 )Γ(
α
2 +
1
2)
·
∫ ∞
0
(x0)α−1ψ(x0) dx0
=
1
Γ(α)
·
∫ ∞
0
(x0)α−1ψ(x0) dx0,
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where the last equality is valid thanks to Legendre’s duplication formula (3.1.11). This finally estab-
lishes the claim (∗∗∗∗). In particular, for α = 2 we obtain
R+(2)(ϕ) =
1
Γ(2)
∫ ∞
0
(x0)α−1ψ(x0) dx0 =
∫ ∞
0
(x0)α−1ψ(x0) dx0,
from which it follows that the support of R+(2) cannot be 0 ∈ Rn alone as we get a non-trivial
result for a ϕ with 0 /∈ suppϕ by taking a ψ with support away from zero. Thus by the previous
arguments the support is at least C+(0). So if n is even then 2 is an exceptional value whence
suppR+(2) = sing suppR+(2) ⊆ C+(0) and thus
suppR+(2) = sing suppR+(2) = C+(0)
follows. Since in this case also 2, 4, . . . , n− 2, n are exceptional and
R+(2) = kR+(2 + 2k)
for all k ∈ N0 we conclude from the locality (1.3.60) of differential operators by Theorem 1.3.27 that
C+(0) = suppR+(2) ⊆ suppR+(2 + 2k) ⊆ C+(0)
for all those k with 2 + 2k ≤ n. But then again suppR+(2 + 2k) = C+(0) follows. Now let n be odd.
Since R+(α)(ϕ) is holomorphic for all α and since the limit α −→ 1 of (∗∗∗∗) exists, we conclude
R+(1)(ϕ) =
∫ ∞
0
ψ(x0) dx0,
whence the support of R+(1) is again not only {0}. Thus we can repeat the argument with R+(1)
instead of R+(2) and obtain (3.1.40) also in this case. Of course the result for R−(α) is completely
analogous or can be deduced from the time reversal symmetry (3.1.26). 
The following counting of the order of the Riesz distributions R±(α) is straightforward:
Proposition 3.1.13 (Order of R±(α)) Let α ∈ C.
i.) If Re(α) > n then the global order of R±(α) is zero
ord(R±(α)) = 0. (3.1.41)
ii.) The global order of R±(α) is bounded by 2k where k ∈ N0 is such that Re(α) + 2k > n.
iii.) If Re(α) > 0 then the global order of R±(α) is bounded by n if n is even and by n+ 1 if n is odd.
Proof. The first part is clear since for Re(α) > n the distribution R±(α) is even a continuous function.
For the second part let k ∈ N0 be such that Re(α) + 2k > n. Then
ord(R±(α)) = ord(kR±(α+ 2k)) ≤ ord(R±(α+ 2k)) + 2k = 0 + 2k,
since ord(R±(α+ 2k)) = 0 by the first part. Finally, let Re(α) > 0 and n = 2k be even. Then by the
second part ord(R±(α)) ≤ 2k = n since Re(α) + n > n. If on the other hand n = 2k + 1 is odd then
by the second part ord(R±(α)) ≤ 2(k + 1) = n+ 1 since Re(α) + 2(k + 1) > n. 
The next statement is on the reality of R±(α) for real α ∈ R. In fact, one has the following
statement:
Proposition 3.1.14 (Reality of R±(α)) Let α ∈ C. Then one has
R±(α) = R±(α). (3.1.42)
In particular, for α ∈ R one has
R±(α) = R±(α). (3.1.43)
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Proof. First we consider Re(α) > n. Then we have
R±(α)(x) =
{
c(α, n)η(x)
α−n
2 for x ∈ I±(0)
0 else
=
{
c(α, n)η(x)
α−n
2 for x ∈ I±(0)
0 else
= R±(α)(x)
for all x ∈ Rn since Γ(α) = Γ(α) and hence c(α, n) = c(α, n). For arbitrary α ∈ C let k ∈ N0 be
such that Re(α) + 2k > n. Then
R±(α) = kR±(α+ 2k) = kR±(α+ 2k) = kR±(α+ 2k) = R±(α),
since  is a real differential operator and R±(α+ 2k) = R±(α+ 2k) for Re(α+ 2k) > n. 
The next statement is the key observation why the Riesz distributions are actually what we are
looking for.
Proposition 3.1.15 One has
R±(0) = δ0. (3.1.44)
Proof. We have to compute R±(0)(ϕ) for ϕ ∈ C∞0 (Rn). Let ϕ ∈ C∞K (Rn) with some compact K ⊆ Rn
and choose χ ∈ C∞0 (Rn) with χ
∣∣
K
= 1. Then we have ϕ = χϕ. Moreover, by the usual Hadamard
trick we have smooth functions ϕi ∈ C∞(Rn) such that
ϕ(x) = ϕ(0) +
∑n
i=1
xiϕi(x).
In fact,
ϕi(x) =
∫ 1
0
∂φ
∂xi
(tx) d t
will do the job. Note that suppϕi is not compact. In any case, we have
ϕ = χϕ = χϕ(0) +
∑n
i=1
xiχϕi
with compactly supported χϕ(0) and xiχϕi. Only now we can apply the distribution R±(0) to both
terms giving
R±(0)(ϕ) = R±(0)
(
χϕ(0) +
∑
i
xiχϕi
)
= ϕ(0)R±(0)(χ) +
∑
i
(
xiR±(0)
)
(χϕi).
Now 2xi is the i-th component of grad η whence by Proposition 3.1.10, v.) for α = 0 we obtain
2
(
xiR±(0)
)
(χϕi) = 2 · 0 · ηij ∂R
±(2)
∂xj
(χϕi) = 0.
This shows
R±(0)(ϕ) = ϕ(0)R±(0)(χ).
Since R±(0)(ϕ) does not depend on the choice of the cut-off function χ the constant R±(0)(χ) does
neither. However, it might still depend on the chosen compactum K which is easy to see to be not
the case. This shows that
R±(0) = R±(0)(χ)δ0 = c · δ0
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is a multiple of the δ-functional at zero. We are left with the computation of c = R±(0)(χ). To this
end it is obviously sufficient to compute R±(0)(ϕ) for one function with ϕ(0) 6= 0. Thus we again use
a factorizing function
ϕ(x) = ψ(x0)χ(x1, . . . , xn−1)
with ψ ∈ C∞0 (R) and χ ∈ C∞0 (Rn−1) such that χ is equal to 1 on a large enough ball around 0 in
order to have
ϕ
∣∣∣
J+(0)
(x0, . . . , xn−1) = ψ(x0).
Recall that we constructed such a function in the proof of Proposition 3.1.12, iii.). Then we have
ϕ
∣∣∣
J+(0)
(x) = ψ¨(x0),
since the x1-, . . . , xn−1-derivatives in  do not contribute. From the above proof we know that
R±(0)(ϕ) = R±(2)(ϕ) =
∫ ∞
0
x0ψ¨(x0) dx0 = −
∫ ∞
0
ψ˙(x0) dx0 = ψ(0) = ϕ(0),
by integration by parts and using that ψ has compact support. Thus R±(0)(ϕ) = ϕ(0) whence the
multiple is 1 and the proof is finished for dimensions n ≥ 3. The two remaining cases n = 1, 2
are indeed much simpler. Either, one can modify the above argument to work also in this simpler
situation. Or, as we shall do in Subsection 3.1.3, one uses a direct computation. 
The last proposition allows us to formulate the following main result of this subsection: we have
found the advanced and retarded Green functions of the scalar wave equation on Minkowski spacetime.
Theorem 3.1.16 (Green function of ) The Riesz distributions R±(2) are advanced and retarded
Green functions for the scalar d’Alembert operator  on Minkowski spacetime.
Proof. First we know by Proposition 3.1.10, v.) that R±(2) = R±(0) which is δ0 by Proposi-
tion 3.1.15. Thus the R±(2) are fundamental solutions of . Moreover, by Proposition 3.1.12 we
know that suppR±(2) ⊆ J±(0) whence we indeed have advanced and retarded Green functions. 
Remark 3.1.17 For the later use we mention that for ϕ ∈ Ck0(Rn) the distribution R±(α) can still
be applied to ϕ as long as ord(R±(α)) ≤ k by Remark 1.3.10. This is the case for
Re(α) > n− 2 ·
[
k
2
]
(3.1.45)
by Proposition 3.1.13, ii.). In this case R±(α)(ϕ) = R±(α+ 2`)(`ϕ) for 2` ≤ k and since R±(α)(ϕ)
is still holomorphic for Re(α) > n and ϕ ∈ C00(Rn) we obtain the result that R±(α)(ϕ) is holomorphic
for Re(α) > n− 2 · [k2 ] and ϕ ∈ Ck0(Rn).
3.1.3 The Riesz Distributions in Dimension n = 1, 2
In this small section we compute the Riesz distributions R±(α) and in particular R±(2) for low
dimensions explicitly.
We start with the most trivial case n = 1. In this case R1 is equipped with the Riemannian
metric η = d t2, where we denote the canonical coordinate simply by t. Though we do not even have
an honest Lorentz spacetime in this case the results from the preceding sections are nevertheless valid.
In this case, the advanced and retarded Green functions R±(2) are even defined as continuous
functions since Re(2) = 2 > 1 = n.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
104 3. THE LOCAL THEORY OF WAVE EQUATIONS
Proposition 3.1.18 Let n = 1. Then the advanced and retarded Green functions of  = ∂2
∂t2
are
explicitly given as the continuous functions
R+(2)(t) =
{
t for t > 0
0 else
(3.1.46)
and
R−(2)(t) =
{
|t| for t < 0
0 else.
(3.1.47)
Moreover, for Re(α) > 1 we have
R±(α)(t) =
{
1
Γ(α) |t|α−1 for t ∈ R±
0 else.
(3.1.48)
Proof. First we compute for all α ∈ C
c(α, 1) =
21−αpi
2−1
2
Γ(α2 )Γ(
α−1
2 + 1)
=
21−α
√
pi
Γ(α2 )Γ(
α
2 +
1
2)
=
1
Γ(α)
by Legendre’s duplication formula. Since η(t) = t2 and I±(0) = R± we have (3.1.48). Finally,
Γ(2) = 1 whence (3.1.46) and (3.1.47) follow. 
Remark 3.1.19 (Riesz distribution in one dimension)
i.) It is an easy exercise to compute ∂
2
∂t2
R±(2) in the sense of distributions directly to show that
∂2
∂t2
R±(2) = δ0. (3.1.49)
In fact, we have done this implicitly in the proof of Proposition 3.1.15.
ii.) The functions R±(α) for Re(α) > 1 coincide with the functions χα−1± of Hörmander in [31,
Sect. 3.2., (3.2.17)]. In fact, even though the function R±(α) defined by (3.1.48) is no longer
continuous for Re(α) > 0, it is still locally integrable. Thus it defines a distribution also in this
case, depending holomorphically on α. Hence we conclude
R±(α)(t) =
{
1
Γ(α) |t|α−1 for t ∈ R±
0 else
(3.1.50)
is valid for Re(α) > 0 in the sense of locally integrable functions. The functions χα± are at the
heart of the study of homogeneous distributions and can be used to obtain fundamental solutions
of much more general second order differential operators with constant coefficients than just for
, see [31, Sect. 3.2].
We turn now to the case n = 1 + 1. Here it is convenient to use the coordinates (t, x) ∈ R2 with
η(t, x) = t2 − x2. (3.1.51)
First we compute the prefactor c(α, n) for n = 2. We have
c(α, 2) =
21−α
Γ(α2 )
2
(3.1.52)
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Figure 3.3: Light cone coordinates.
as one immediately obtains from the definition. In order to evaluate η
α−2
2 we introduce new coordi-
nates on R2. We pass to the light cone coordinates
u =
1√
2
(t− x) and v = 1√
2
(t+ x), (3.1.53)
i.e.
t =
1√
2
(u+ v) and x =
1√
2
(v − u). (3.1.54)
Since this is clearly a global diffeomorphism we can evaluate R±(α) in these new coordinates. The
prefactors are chosen in such a way that the diffeomorphism is orientation preserving and has Jacobi
determinant equal to one: It is just the counterclockwise rotation by 45◦ in the (t, x)-plane, see
Figure 3.3. First we note that the function η in these coordinates is
η(u, v) =
1
2
(u+ v)2 − 1
2
(v − u)2 = 1
2
(u2 + 2uv + v2 − u2 + 2uv − v2) = 2uv. (3.1.55)
Moreover, the future and past I±(0) of 0 can be described by
I+(0) =
{
(u, v) ∈ R2 ∣∣ u, v > 0} (3.1.56)
and
I−(0) =
{
(u, v) ∈ R2 ∣∣ u, v < 0} , (3.1.57)
see again Figure 3.3. Thus we have for Re(α) > 2
R±(α)(u, v) =
{
21−α
Γ(α
2
)2
(2uv)
α−2
2 for u, v ∈ R±
0 else
(3.1.58)
=
{
21−α
Γ(α
2
)2
|√2u|α−22 |√2v|α−22 for u, v ∈ R±
0 else,
(3.1.59)
whence R±(α) is factorizing in these coordinates. This suggests to consider the following functions
r±(α)(u) =
{
2−
α
4
Γ(α
2
) |u|
α−2
2 for u ∈ R±
0 else
(3.1.60)
for Re(α) > 2. Since the prefactor is still holomorphic for all α ∈ C and since |u|z is locally integrable
for Re(z) > −1 we can extend this definition to the case Re(α) > 0.
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Proposition 3.1.20 Let Re(α) > 0.
i.) The functions r±(α) on R are locally integrable and thus define distributions of order zero with
supp r±(α) = R± ∪ {0}. (3.1.61)
ii.) For every ϕ ∈ C∞0 (R) the function
α 7→
∫
r±(α)(u)ϕ(u) du (3.1.62)
is holomorphic for Re(α) > 0.
iii.) For α = 2 we have
r±(2)(u) =
{
1√
2
for u ∈ R±
0 else,
(3.1.63)
i.e. a multiple of the Heaviside distribution.
Proof. Let Re(α) > 0. Clearly, the only interesting thing about the local integrability of r±(α) is
around zero since on R \ {0} the function is clearly smooth and thus in L1loc. Thus we consider
α = β + iγ with β > 0 and γ ∈ R. Then
|r±(α)(u)| =

∣∣∣∣ 2β+iγ4Γ(β+iγ
2
)
∣∣∣∣ ∣∣∣|u|β+iγ−22 ∣∣∣ u ∈ R±
0 else
≤ cβ,γ |u|
β−2
2 .
But the function u 7→ |u|β−22 is locally integrable for β > 0. This shows the first part as (3.1.61)
is obvious. Now let ϕ ∈ C∞0 (R) or, which would be sufficient, ϕ ∈ C00(R). Let suppϕ ⊆ [a, b] and
without restriction b > 0, then∫
R
r+(α)(u)ϕ(u) du =
∫ ∞
0
2−
α
4
Γ(α2 )
u
α−2
2 ϕ(u) du =
2−
α
4
Γ(α2 )
∫ b
0
u
α−2
2 ϕ(u) du.
Since the function u 7→ uα−22 ϕ(u) is integrable over [a, b] we can again exchange the integration over a
triangle path
∫
∆ dα in the complex half space with Re(α) > 0 and the integral
∫ b
0 du. Thus Morera’s
theorem again yields the statement that (3.1.62) is holomorphic. The last part is clear. 
Lemma 3.1.21 In the lightcone coordinates the d’Alembert operator is
 = 2 ∂
2
∂u∂v
. (3.1.64)
Proof. This is a trivial computation. 
Proposition 3.1.22 Let u, v be the light cone coordinates on R2. Then the distributions
R±(2)(u, v) = r±(2)(u)r±(2)(v) (3.1.65)
are advanced and retarded Green functions of  of order zero.
Proof. Of course, we know this from the general Theorem 3.1.16, but here we can give a more
elementary proof. We consider the + case where we have
r+(2)(u) =
1√
2
Θ(u)
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with the Heaviside function Θ. Since r+(2) is locally integrable, we have a distribution r+(2) ∈ D′(R)
of order zero. Moreover, one knows
∂
∂u
Θ = δ0.
The same holds for the v-dependence. Thus we can interpret (3.1.65) as external tensor product
R±(2) =
1
2
Θu  Θv,
whence
2
∂2
∂u∂v
R±(2) = 2
∂
∂u
 ∂
∂v
(
1
2
Θu  Θv
)
=
∂
∂u
Θu 
∂
∂v
Θv = δ(0,0).
Since the Jacobi determinant of the coordinate change is one, the δ-distribution in (u, v) is the same
as the one in (t, x). Thus the claim follows. Note that this formulation is of course more elementary
and can almost be “guessed”. 
Remark 3.1.23 In n = 1 + 1 all the Riesz distributions are factorizing as external tensor products
of the distributions r±(α) of one variable. This simplifies the discussion considerably. Note however,
that this is a particular feature of n = 1 + 1 and no longer true in higher dimensions. Note also that
from Proposition 3.1.13 we only get the estimate ord(R±(2)) ≤ 2 which is clearly not optimal: The
Riesz distributions R±(2) in n = 1 + 1 are locally integrable and hence of order zero.
It is a good exercise to work out the cases n = 1 + 2 and n = 1 + 3 explicitly.
3.2 The Riesz Distributions on a Convex Domain
We pass now from Minkowski spacetime to a general Lorentz manifold (M, g) and try to find analogs
of the Riesz distributions at least locally around a point p ∈ M . The main idea is to use the Riesz
distributions on the tangent space TpM , which is isometric to Minkowski space, and push forward
the Riesz distributions via the exponential map.
3.2.1 The Functions %p and ηp
Since onM we have a canonical positive density, namely the Lorentz volume density µg from Proposi-
tion 2.1.15, ii.), we can use this density to identify functions and densities once and for all. In partic-
ular, this results in an identification of the generalized sections Γ−∞(E) of a vector bundle E −→M
with the topological dual of Γ∞0 (E∗) and not of Γ∞0 (E⊗ |Λtop|T ∗M) as we did before. In more detail,
for s ∈ Γ−∞(E) and a test section ϕ ∈ Γ∞0 (E∗) we first map ϕ to ϕ⊗ µg ∈ Γ∞0 (E∗⊗ |Λtop|T ∗M) and
then apply s, i.e. we set
s(ϕ) = s(ϕ⊗ µg), (3.2.1)
and drop the explicit reference to µg to simplify our notation. Since
Γ∞0 (E
∗) 3 ϕ 7→ ϕ⊗ µg ∈ Γ∞0 (E∗ ⊗ |Λtop|T ∗M) (3.2.2)
is indeed an isomorphism of LF spaces as discussed in Remark 1.3.8, we have an induced isomorphism
of the topological duals which is (3.2.1).
If we now want to push forward the R±(α) from TpM toM we have to take care of the two different
notion of volume densities. On TpM we have the constant density coming from the Minkowski scalar
product gp while one M we have µg. In general, the push-forward of µg(p) via expp to M does
not coincide with µg whence we need a way to compare the two densities. This is done by the
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following construction. Let Vp ⊆ TpM be a suitable open star-shaped neighborhood of 0p and let
Up = expp(Vp) ⊆M be the corresponding open neighborhood of p such that
expp : Vp −→ Up (3.2.3)
is a diffeomorphism. Then we define the function
%p =
µg
∣∣
Up
expp∗(µg(p))
∣∣
Up
. (3.2.4)
Lemma 3.2.1 The function %p is well-defined and smooth on Up. We have %p > 0 and
%p expp∗(µg(p)) = µg (3.2.5)
on Up.
Proof. Since on Vp the exponential map is a diffeomorphism, the push-forward of the constant density
µg(p) ∈ |Λtop|T ∗pM gives a smooth density on Up. Clearly, it is still positive whence the quotient (3.2.4)
is well-defined and a smooth function. Since also µg > 0 it follows that %p > 0 everywhere. 
Sometimes it will be convenient to work on Vp instead of Up. Thus we can pull-back everything
to Vp by expp and obtain
exp∗p(%p) exp
∗
p(expp∗ µg(p))︸ ︷︷ ︸
µg(p)
= exp∗p(%p)µg(p) = exp
∗
p(µg) (3.2.6)
on Vp. To simplify our notation we abbreviate
%˜p = exp
∗
p(%p) ∈ C∞(Vp) (3.2.7)
and have
%˜pµg(p) = exp
∗
p(µg). (3.2.8)
Thus %˜p is the function which measures how much exp∗p(µg) is not constant.
To effectively compute %p or %˜p one proceeds as follows. Let e1, . . . , en ∈ TpM be a basis. Then
we can evaluate both densities on e1, . . . , en to get %p and %˜p. More precisely, by the definition of the
pull-back we have for v ∈ Vp
%˜p(v) =
µg(expp(v))
(
Tv expp e1, . . . , Tv expp en
)
µg(p)(e1, . . . , en)
. (3.2.9)
Thus we have to compute “determinants” of the tangent map of expp in order to obtain %˜p. This
can indeed be done rather explicitly by using Jacobi vector fields at least in a formal power series
expansion in v. We give here the result without going into details, but refer to Appendix A.3 for
more background information.
Proposition 3.2.2 The Taylor expansion of %˜p up to second order is explicitly given by
%˜p(v) = 1− 1
6
Ricp(v, v) + · · · , (3.2.10)
where Ricp is the Ricci tensor at p and v ∈ TpM .
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Proof. First we note that µg is covariantly constant and hence parallel along all curves. Thus we
do not get any contributions of covariant derivatives of µg. This simplifies the general result from
Theorem A.3.5 and yields the result (3.2.10). 
Corollary 3.2.3 At p ∈M we have
%p
∣∣
p
= −1
3
scal(p). (3.2.11)
Proof. By general results from Appendix A.1 we know that for any function f ∈ C∞(M) one has the
formal Taylor expansion
(exp∗p f)(v) ∼v→0
∞∑
r=0
1
r!
1
r!
Dr f
∣∣
p
(v, . . . , v),
where D is the symmetrized covariant derivative. By Proposition 3.2.2 we have for %p = expp∗(%˜p)
1
4
D2 %p
∣∣
p
(v, v) = −1
6
Ricp(v, v),
whence the Hessian of %p at p is given by
Hess%p =
1
2
D2 %p = −1
3
Ricp .
Thus we conclude
%p
∣∣ = 1
2
〈
g−1,D2 %p
〉 ∣∣
p
= −1
3
〈
g−1,Ric
〉 ∣∣
p
= −1
3
scal(p)
by the definition of the scalar curvature as in (2.1.43) as well as by Proposition 2.1.19, iv.). 
With the general techniques from the appendix it is also possible to obtain the higher orders in the
Taylor expansion of %p in a rather explicit and systematic way. They turn out to be universal algebraic
combinations of the curvature tensor and its covariant derivatives. However, we shall not need this
here. Instead, we mention that by the usual expansion
√
1 + x = 1 + 12x+ · · · we immediately find
√%p
∣∣∣
p
= −1
6
scal(p) (3.2.12)
and
 1√
%p
∣∣∣
p
=
1
6
scal(p). (3.2.13)
For the Riesz distributions we needed the quadratic function η(x) = η(x, x) as basic ingredient.
Clearly, we have this on every tangent space whence we can define
η˜p(v) = gp(v, v) (3.2.14)
for every v ∈ TpM . Analogously to the relation between %p and %˜p we set
ηp(q) = η˜p(exp
−1
p (q)) (3.2.15)
for q ∈ Up. With other words, ηp ∈ C∞(Up) is the function with
exp∗p(ηp) = η˜p. (3.2.16)
We collect now some properties of the functions ηp and η˜p.
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Proposition 3.2.4 Let (M, g) be a time-oriented Lorentz manifold and p ∈M . Moreover, let U ⊆M
be geodesically star-shaped with respect to p.
i.) The gradient of ηp ∈ C∞(N) is given by
grad ηp
∣∣
q
= 2Texp−1p (q) expp(exp
−1
p (q)) (3.2.17)
for q ∈ U .
ii.) One has
g(grad ηp, grad ηp) = 4ηp. (3.2.18)
iii.) On I±U (p) the gradient of ηp is a future resp. past directed timelike vector field.
iv.) One has
ηp = 2n+ g(grad log %p, grad ηp). (3.2.19)
Proof. For the first part we need the Gauss Lemma which says
gexpp(v)
(
Tv expp(v), Tv expp(w)
)
= gp(v, w)
for v ∈ Vp ⊆ TpM and w ∈ TpM arbitrary, see Proposition A.2.11. Using this we compute for q ∈ U
and wq ∈ TqM
d ηp
∣∣
q
(wq) = wq(η˜p ◦ exp−1p )
= d η˜p
∣∣∣
exp−1p (q)
(
Tq exp
−1
p (wq)
)
= 2gp
(
exp−1p (q), Tq exp
−1
p (wq)
)
= 2gq
(
Texp−1p (q) expp(exp
−1
p (q)), Texp−1p (q) expp Tq exp
−1
p (wq)
)
= 2gq
(
Texp−1p (q) expp(exp
−1
p (q)), wq
)
by the Gauss Lemma for v = exp−1p (q) and the chain rule. By the very definition of the gradient this
gives (3.2.17). For the second part we again use the Gauss Lemma and get with v = exp−1p (q) for
q ∈ U
gq(grad ηp
∣∣
q
, grad ηp
∣∣
q
) = 4gexpp(v)
(
Tv expp(v), Tv expp(v)
)
= 4gp(v, v)
= 4gp(exp
−1
p (q), exp
−1
p (q))
= 4ηp(q)
as claimed. For the third part we first notice that the points in I±(0p) ⊆ TpM are mapped under expp
to points in I±U (p) since there is a timelike curve joining p and such a point q = expp(v), namely the
geodesic t 7→ expp(tv). This is indeed a timelike curve for all t thanks to the Gauss Lemma. Thus for
q ∈ I±U (p) we have q = expp(v) with v ∈ I±(0p) ⊆ TpM whence ηp(q) = gp(exp−1p (q), exp−1p (q)) > 0.
This shows ηp > 0 on I±U (p). By the second part we conclude
g(grad ηp, grad ηp) > 0
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on I±U (p) whence grad ηp is timelike on I
±
U (p). Now let v ∈ I+(0p) ⊆ TpM be future directed. Then
t 7→ expp(tv) is a future directed geodesic with tangent vector
d
d t
expp(tv) = Ttv expp(v) =
1
2t
grad ηp
∣∣∣
expp(tv)
.
Thus for t > 0 the gradient of ηp is a positive multiple of the tangent vector of expp(tv) and hence
future directed itself at expp(tv). Since every point in I
+
U (p) can be reached this way, grad ηp is future
directed on all of I+U (p). With the same argument we see that grad ηp is past directed on I
−
U (p). The
last part is again a computation. First we note that thanks to %p > 0 everywhere, we have a smooth
real-valued logarithm log %p ∈ C∞(U). The Leibniz rule (1.2.55) for div gives
div
(
1
%p
grad ηp
)
= Lgrad ηp
(
1
%p
)
+
1
%p
div grad ηp = g
(
grad
1
%p
, grad ηp
)
+
1
%p
%p
and thus
%p = %p div
(
1
%p
grad ηp
)
− g
(
%p grad
1
%p
, grad ηp
)
= %p div
(
1
%p
grad ηp
)
− g
(
grad log
1
%p
, grad ηp
)
= %p div
(
1
%p
grad ηp
)
+ g (grad log %p, grad ηp) .
We still have to compute the first divergence. Since div here is always the divergence with respect to
µg we consider on U
divµg
(
1
%p
X
)
= div%p expp∗(µg(p))
(
1
%p
X
)
= divexpp∗(µg(p))
(
1
%p
X
)
+LX(log %p)
= LX
(
1
%p
)
+
1
%p
divexpp∗(µg(p))(X) +
1
%p
LX %p
=
1
%p
divexpp∗(µg(p))(X)
by the chain rule and the behaviour of the divergence operator under the change of the reference
density, see e.g. [60, Lemma 2.3.45]. Thus we have for a general vector field X
%p div
(
1
%p
X
)
= divexpp∗(µg(p))(X)
on U . Since the definition of the divergence operator is natural with respect to diffeomorphisms we
have
divexpp∗(µg(p))(X) = expp∗
(
divµg(p)(exp
∗
pX)
)
.
Now we consider again X = grad ηp whence
exp∗p(grad ηp)
∣∣∣
v
= Texpp(v) exp
−1
p
(
grad ηp
∣∣∣
expp(v)
)
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= 2Texpp(v) exp
−1
p
(
Texp−1p (expp(v))
expp(exp
−1
p (expp(v)))
)
= 2v.
With other words
exp∗p(grad ηp) = 2ξTpM
is twice the Euler vector field on the tangent space TpM . But the divergence of ξTpM with re-
spect to the constant density is easily seen to be n = dimM . Thus we end up with ηp =
2n+ g(grad log %p, grad ηp), finishing the proof. 
Remark 3.2.5 In fact, it will be the last statement of the last proposition which causes new compli-
cations compared to the trivial, flat case. Here we have of course
flatηflatp = 2n (3.2.20)
without the additional term as in (3.2.19). Clearly %flatp = 1 whence this additional contribution
vanishes. However, (3.2.20) was essential for the correct functional equation of the (flat) Riesz distri-
butions in Section 3.1.
3.2.2 Construction of the Riesz Distributions R±U (α, p)
For Re(α) > n the Riesz distributions R±(α) are even continuous functions on Minkowski space. As
such we can simply push-forward them via expp, at least on the star-shaped V ⊆ TpM , to a continuous
function on U ⊆ M . There, a continuous function defines a distribution after multiplying with the
density µg.
Remark 3.2.6 Let f ∈ C0(TpM) be a continuous function on the tangent space of p. We view f as
a distribution as usual via
f(ϕ) =
∫
TpM
f(v)ϕ(v) µg(p) (3.2.21)
for ϕ ∈ C∞0 (TpM). Using expp we can write this as follows. Let ϕ ∈ C∞0 (M) with suppϕ ⊆ U then
the continuous function expp∗(f
∣∣
V
) ∈ C0(U) can be viewed as a distribution on U
expp∗(f
∣∣
V
)(ϕ) =
∫
M
expp∗(f
∣∣
V
)(q)ϕ(q) µg(q) (3.2.22)
according to our convention. This equals
expp∗(f
∣∣
V
)(ϕ) =
∫
M
expp∗(f
∣∣
V
) expp∗(exp
∗
p ϕ)(q)%p(q)(expp∗ µg(p))(q) (3.2.23)
=
∫
M
expp∗
(
f
∣∣
V
exp∗p ϕ exp
∗
p %pµg(p)
)
(q) (3.2.24)
=
∫
TpM
f exp∗p ϕ%˜p µg(p) (3.2.25)
= (%˜pf)(exp
∗
p ϕ). (3.2.26)
Thus, if we want to have a consistent definition of the push-forward of a distribution on TpM to a
distribution onM we should include the prefactor %˜p: let u ∈ D′(TpM) = C∞0 (TpM)′ be a distribution.
Then one defines expp∗ u as the distribution expp∗(u
∣∣
V
) ∈ D′(U) = C∞0 (U)′ via
expp∗(u
∣∣
V
)(ϕ) = u(%˜p exp
∗
p ϕ), (3.2.27)
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which is a well-defined distribution as the restriction of u to V is a well-defined distribution on V
and supp(%˜p exp∗p ϕ) ⊆ V thanks to suppϕ ⊆ U . Note that this definition differs from the entirely
intrinsic definition of the push-forward of distributions in Proposition 1.3.23 in so far as we have
modified our notion of distributions itself.
We apply this construction of the push-forward now to the Riesz distributions R±(α). First we
note that R±(α) is intrinsically defined on TpM without specifying a particular isometric isomor-
phism (TpM, gp) ' (Rn, η). The reason is that R±(α) on Minkowski spacetime is invariant under
orthochronous Lorentz transformations. We still denote the Riesz distribution on TpM by R±(α).
Then the following definition makes sense:
Definition 3.2.7 (Riesz distributions on U) Let p ∈ M and let U ⊆ M be a geodesically star-
shaped open neighborhood of p. Moreover, let V = exp−1p (U) ⊆ TpM be the corresponding star-shaped
open neighborhood of 0 ∈ TpM . Then the advanced and retarded Riesz distributions R±U (α, p) ∈
C∞0 (U)′ are defined by
R±U (α, p)(ϕ) = expp∗
(
R±(α)
∣∣
V
)
(ϕ) = R±(α)
∣∣
V
(
%˜p exp
∗
p ϕ
)
(3.2.28)
for α ∈ C and ϕ ∈ C∞0 (U).
We collect now the properties of R±(α, p) in complete analogy to those of R±(α). In fact, most
properties can be transferred immediately using (3.2.28). However, when it comes to differentiation,
the additional prefactor %˜p has to be taken into account properly.
Proposition 3.2.8 Let U ⊆ M be geodesically star-shaped around p ∈ M . Then the Riesz distribu-
tions R±U (α, p) have the following properties:
i.) If Re(α) > n then R±U (α, p) is continuous on U and given by
R±U (α, p)(q) =
{
c(α, n) (ηp(q))
α−n
2 for q ∈ I±U (p)
0 else.
(3.2.29)
ii.) For Re(α) > n+ 2k the function R±U (α, p) is even C
k on U .
iii.) For all α we have R±U (α, p)
∣∣
I±U (p)
= c(α, n)η
α−n
2
p ∈ C∞
(
I±U (p)
)
and 0 = R±(α, p)
∣∣
U\J±U (p)
∈
C∞
(
U \ J±U (p)
)
.
Proof. By definition of expp∗
(
R±(α)
∣∣
V
)
the singularities of R±(α) correspond one-to-one to the
singularities of R±U (α, p) under expp since expp is a diffeomorphism and the function %˜p is smooth
and nonzero on V . In particular, for q /∈ J±U (p) we have exp−1p (q) /∈ J±(0) ⊆ TpM . Thus on
this open subset, R±(α) coincides with the smooth function being identically zero. This shows
R±U (α, p)
∣∣
U\J±U (p)
= 0. Inside the light cone, i.e. for q ∈ I±U (p) and hence exp−1p (q) ∈ I±(0), we have
that R±(α) is the smooth function c(α, n)η˜
α−n
2
p . Thus by (3.2.27) we have for ϕ ∈ C∞0
(
I±U (p)
)
R±U (α, p)(ϕ) = R
±
U (α, p)
∣∣∣
I±U (p)
(ϕ)
= R±(α)
∣∣∣
I±(0)
(
%˜p exp
∗
p ϕ
)
=
∫
I±(0)
R±(α)(v)%˜p(v)(exp∗p ϕ)(v) d
n v
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=
∫
I±U (p)
c(α, n)
(
η˜p ◦ exp−1p
)α−n
2 (q)ϕ(q) µg(q)
=
∫
I±U (p)
c(α, n) (ηp(q))
α−n
2 ϕ(q) µg(q)
=
(
c(α, n)η
α−n
2
p
)
(ϕ),
since η˜p ◦ exp−1p = ηp by definition of ηp. This shows the third part. The first and second part follow
from the continuity properties of R±(α) as in Lemma 3.1.3 and Lemma 3.1.6, ii.). 
The analogue of Lemma 3.1.5 and Lemma 3.1.7 is the following statement:
Proposition 3.2.9 Let U ⊆ M be star-shaped around p ∈ M . Then for every fixed test function
ϕ ∈ C∞0 (U) the map α 7→ R±U (α, p)(ϕ) is entirely holomorphic on C.
Proof. Since for ϕ ∈ C∞0 (U) the function %˜p exp∗p ϕ is a test function on V ⊆ TpM and hence on TpM ,
Lemma 3.1.5 and Lemma 3.1.7 guarantee that α 7→ R±(α)(%˜p exp∗p ϕ) is holomorphic. 
Proposition 3.2.10 Let U ⊆M be geodesically star-shaped around p ∈M .
i.) For all α ∈ C we have
ηpR
±
U (α, p) = α(α− n+ 2)R±U (α+ 2, p). (3.2.30)
ii.) For all α ∈ C we have
grad ηp ·R±U (α, p) = 2α gradR±U (α+ 2, p). (3.2.31)
iii.) For all α ∈ C \ {0} we have
R±U (α+ 2, p) =
(ηp − 2n
2α
+ 1
)
R±U (α, p). (3.2.32)
iv.) For α = 0 we have
R±U (0, p) = δp. (3.2.33)
Proof. The first part is the literal translation of Proposition 3.1.10 ii.) together with the fact that
ηp = η˜p ◦ exp−1p . For the second part we have to be slightly more careful: in general, the gradient
operator grad on M with respect to g is not intertwined into the gradient operator on TpM with
respect to the flat metric gp via expp. This is only true for arbitrary functions if the metric g is flat.
Nevertheless we have for Re(α) > n on I±U (p)
2α gradR±U (α+ 2, p) = 2αc(α+ 2, n) grad
(
η
α+2−n
2
p
)
= 2αc(α+ 2, n)
α+ 2− n
2
η
α−n
2
p grad ηp
= c(α, n)η
α−n
2
p grad ηp
= grad ηp ·R±U (α, p).
Since for Re(α) > n the distribution R±U (α + 2, p) is actually a C
1-function and since on U \ I±U (p)
the relation (3.2.31) is trivially fulfilled, (3.2.31) holds on U in the sense of C0-functions and thus
also in the sense of distributions. The usual holomorphy argument shows that (3.2.31) holds for all
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α ∈ C. For the third part we repeat our considerations from Lemma 3.1.6, iii.). We first consider
Re(α) > n + 2 whence R±U (α + 2, p) is C
2, R±U (α, p) is C
1, and we can compute  in the sense of
functions. On I±U (p) we have
R±U (α+ 2, p) = div(gradR
±
U (α+ 2, p))
(3.2.31)
= div
(
1
2α
grad ηp ·R±U (α, p)
)
=
1
2α
g(gradR±U (α, p), grad ηp) +
1
2α
R±U (α, p)ηp
(3.2.31)
=
1
2α
g
(
1
2(α− 2) grad ηp ·R
±
U (α− 2, p), grad ηp
)
+
1
2α
ηp ·R±U (α, p)
(3.2.18)
=
1
2α
1
2(α− 2)4ηpR
±
U (α− 2, p) +
1
2α
ηp ·R±U (α, p)
(3.2.30)
=
1
α(α− 2)(α− 2)(α− 2− n+ 2)R
±
U (α, p) +
1
2α
R±U (α, p)ηp
=
(
α− n
α
+
1
2α
ηp
)
R±U (α, p)
=
(ηp − 2n
2α
+ 1
)
R±U (α, p).
Since for Re(α) > n + 2 Equation (3.2.32) is an equality between at least continuous functions, we
have shown (3.2.32) since on U \ J±U (p) we trivially have (3.2.32) as both sides are identically zero.
Thus (3.2.32) holds for Re(α) > n+ 2 and by the obvious holomorphy in α ∈ C \ {0} of both sides it
holds for all α 6= 0. Finally, we have
R±U (0, p)(ϕ) = R
±(0)(%˜p exp∗p ϕ) = δ0(%˜p exp
∗
p ϕ) = %˜p(0) · ϕ(expp(0)) = 1 · ϕ(p) = δp(ϕ),
since %˜p(0) = 1. 
Note that in the flat case we have ηp = 2n whence (3.2.32) simplifies to flatR±flat(α + 2, p) =
R±flat(α, p) from which we deduced that R
±
flat(2, p) is the Green function to flat in Theorem 3.1.16.
However, in the general situation we have
ηp = 2n+ g(grad log %p, grad ηp) (3.2.34)
by our computation in Proposition 3.2.8, iv.). This additional term is responsible for the failure of
R±U (2, p) to be a Green function at p.
In order to determine the support and singular support of R±U (α, p) we recall that under expp the
chronological future and past I±(0) of 0 ∈ TpM are mapped to I±U (p). The same holds for J±(0) and
J±U (p) since expp is assumed to be a diffeomorphism on the neighborhood U of p. Then the following
statement is again a direct consequence of Proposition 3.1.12.
Proposition 3.2.11 (Support and singular support of R±U (α, p)) Let U ⊆ M be star-shaped
around p ∈M and let α ∈ C.
i.) If α is not exceptional then
suppR±U (α, p) = J
±
U (p) (3.2.35)
and
sing suppR±U (α, p) ⊆ ∂I±U (p). (3.2.36)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
116 3. THE LOCAL THEORY OF WAVE EQUATIONS
ii.) If α is exceptional then
sing suppR±U (α, p) = suppR
±
U (α, p) ⊆ ∂I±U (p). (3.2.37)
iii.) If n ≥ 3 and α ∈ {n− 2k∣∣k ∈ N0, k < n2} we have
sing suppR±U (α, p) = suppR
±
U (α, p) = ∂I
±
U (p). (3.2.38)
Proof. This follows from Proposition 3.1.12 and the general behaviour of supp and sing supp under
push-forwards with diffeomorphisms and multiplication with positive smooth functions. 
Proposition 3.2.12 (Order of R±U (α, p)) Let U ⊆M be star-shaped around p ∈M and let α ∈ C.
i.) If Re(α) > n then ordU (R±U (α, p)) = 0.
ii.) The global order of R±U (α, p) is bounded by 2k where k ∈ N0 is such that Re(α) + 2k > n.
iii.) If Re(α) > 0 then the global order of R±U (α, p) is bounded by n if n is even and by n+ 1 if n is
odd.
Proof. The order of a distribution does not change under push-forwards with diffeomorphisms and mul-
tiplication with positive smooth functions. Thus the result follows directly from Proposition 3.1.13.
Proposition 3.2.13 (Reality of R±U (α, p)) Let U ⊆M be star-shaped around p ∈M and let α ∈ C.
Then we have
R±U (α, p) = R
±
U (α, p). (3.2.39)
Proof. Since %˜p = %˜p > 0 this follows from Proposition 3.1.14. 
In a next step we need to understand how the Riesz distribution R±U (α, p) depends on the point
p ∈ M . To this end we have to be slightly more specific with our definition of R±U (α, p). In order to
compare (3.2.28) for different p it is convenient to choose a common reference Minkowski spacetime.
Thus we consider the following situation: assume that U is not only star-shaped with respect to p
but also with respect to p′ ∈ O where O ⊆ U is a small open neighborhood of p. In particular, if U
is even geodesically convex then we can choose O = U . Moreover, let e1, . . . , en be a smooth Lorentz
frame on U inducing isometric isomorphisms
Ip′ : (Tp′M, gp′ , ↑) −→ (Rn, η, ↑) (3.2.40)
preserving the time orientation. Clearly, Ip′ depends smoothly on p′ in this case. Then for ϕ ∈ C∞0 (U)
we have for all p′ ∈ O
R±U (α, p
′)(ϕ) = R±(α)
(
Ip′∗(%˜p′ exp∗p′ ϕ)
)
(3.2.41)
with R±(α) being the Riesz distributions on Rn, independent of p′.
Lemma 3.2.14 Let K ⊆ U be compact. Then for every compact subset L ⊆ O there exists a
compactum K˜ ⊆ Rn such that
supp
(
Ip′∗(%˜p′ exp∗p′ ϕ)
) ⊆ K˜ (3.2.42)
for all ϕ ∈ C∞K (U) and all p′ ∈ L.
Proof. For all p′ ∈ O the function x 7→
(
Ip′∗(%˜p′ exp∗p′ ϕ)
)
(x) is a compactly supported smooth
function on Rn. Since Ip′ is a linear isomorphism and %˜p′ is strictly positive,
Kp′ = supp
(
Ip′∗(%˜p′ exp∗p′ ϕ)
)
= Ip′(exp
−1
p′ (suppϕ))
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by the general behaviour of supports under diffeomorphisms. The various compacta Kp′ depend on
p′ in a continuous way. More precisely, there is a map Φp′ : V˜ ⊆ Rn −→ Rn such that Kp′ = Φp′(Kp)
which depends continuously on p′. In fact, define
Φ(p′, x) = Ip′(exp−1p′ (expp(I
−1
p (x))))
for x ∈ Ip(V ) ⊆ Rn. Then Φ : O × V −→ Rn is even smooth. Now for {p′} ⊆ O compact we have
Kp′ ⊆ Φ({p′} ×Kp) and thus
⋃
p′ Kp′ ⊆ Φ
(⋃
p′{p′} ×Kp
)
. If p′ ∈ L runs through a compact subset
L ⊆ O then the union of the Kp′ is contained in a compactum itself since Φ is continuous. This is
the K˜ we are looking for. 
Using this lemma we see that the support of Ip′∗(%˜p′ expp′ ϕ) is uniformly contained in some
compactum inRn. This allows to use the continuity of the distributions R±(α) to obtain the following
result:
Proposition 3.2.15 Let U ⊆M be star-shaped around p ∈M and let O ⊆ U be an open neighborhood
of U such that U is star-shaped around every p′ ∈ O.
i.) For every compacta K ⊆ U and L ⊆ O there exists a constant cK,L,α > 0 such that
|R±U (α, p′)(ϕ)| ≤ cK,L,α pK,2k(ϕ) (3.2.43)
for all ϕ ∈ C∞K (U) and p′ ∈ L where k ∈ N0 is such that Re(α) + 2k > n.
ii.) In particular, for Re(α) > 0 and every compacta K ⊆ U and L ⊆ O there exists a constant
cK,L,α > 0 such that
|R±U (α, p′)(ϕ)| ≤ cK,L,α pK,n+1(ϕ) (3.2.44)
for all ϕ ∈ C∞K (U).
iii.) Let k ∈ N0 satisfy Re(α) + 2k > n. Then for every Φ ∈ C2k+`0 (O × U) the map
O 3 p′ 7→ R±U (α, p′)(Φ(p′, · )) ∈ C (3.2.45)
is C` on O.
iv.) Again, for Re(α) > 0 and Φ ∈ Cn+1+`(O × U) the corresponding map (3.2.45) is C` on O.
v.) Let ϕ ∈ Ck0(U) then the map
α 7→ R±U (α, p)(ϕ) (3.2.46)
is holomorphic for Re(α) > n− 2 [k2 ].
vi.) If Φ ∈ C∞(O×U) is even smooth and has support supp Φ ⊆ O×K with some compact K, then
the function
O 3 p′ 7→ R±U (α, p′)(Φ(p′, · )) (3.2.47)
is smooth on O.
Proof. By Lemma 3.2.14 we have a compact subset K˜ ⊆ Rn such that
supp
(
Ip′∗(%˜p′ exp∗p′ ϕ)
) ⊆ K˜
for all p′ ∈ L and ϕ ∈ C∞K (U). Thus by continuity of R±(α) and the fact that R±(α) has order ≤ 2k
whenever Re(α) + 2k > n, see Proposition 3.1.13, ii.), we have∣∣R±U (α, p′)(ϕ)∣∣ = ∣∣R±(α)(Ip′∗(%˜p′ exp∗p′ ϕ))∣∣ ≤ cpK˜,2k(Ip′∗(%˜p′ exp∗p′ ϕ)) = c′ pK,2k(ϕ),
since Ip′∗%˜p′ is bounded with all its derivatives on the compactum K˜ as it is smooth anyway, and
Ip′∗ exp∗p′ ϕ is also smooth on K˜. Since the exponential map expp′ also depends smoothly on p
′ all
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its derivatives up to order 2k are bounded as long as p′ ∈ L, the same holds for Ip′ . This gives the
new constant c′ independent of p′ but only depending on L. This proves the first part. The second
follows since for Re(α) > 0 the order of R±(α) is bounded by n+ 1 by Proposition 3.1.13, iii.). The
third part follows immediately from the technical Lemma 3.2.14 and a careful counting of the number
of derivatives needed in the proof of that lemma, see also Proposition 1.3.39. The fourth part is a
particular case thereof. The holomorphy follows immediately from Remark 3.1.17. For the last part
note that by definition of R±U (α, p
′) we have
R±U (α, p
′)(Φ(p′, · )) = R±(α) (Ip′∗(%˜p′ exp∗p′ Φ(p′, · ))) ,
and the function
(p′, x) 7→ Ip′∗(%˜p′ exp∗p′ Φ(p′, · ))
∣∣∣
x
has support in O× K˜ with K˜ ⊆ Rn compact. Moreover, by the smooth choice of Ip′ and the smooth-
ness of %˜ and exp we conclude that it is smooth in both variables. Thus we can apply Lemma 1.3.38
to obtain the smoothness of (3.2.47). 
In particular, it follows from the fourth part that the map p′ 7→ (id⊗R±U )(α, p′)(Φ) is smooth on
O for Φ ∈ C∞0 (O × U).
Let us now discuss an additional symmetry property of the Riesz distributions. In the flat case
the exponential map
expp : TpM −→M (3.2.48)
is just the translation, i.e. for (M, g) = (Rn, η) we have
expp(v) = p+ v. (3.2.49)
Thus in this case for Re(α) > 0 we have
R±(α, p)(q) = (expp∗R
±(α))(q) = R±(α)
(
exp−1p (q)
)
= R±(α)(q − p). (3.2.50)
In particular,
R±(α, p)(q) = R∓(α, q)(p) (3.2.51)
follows since q − p ∈ I+(0) iff p − q ∈ I−(0) and the function η is invariant under total inversion
x 7→ −x. While the phrase “R±(α, p)(q) depends only on the difference q−p” clearly only makes sense
on a vector space, the symmetry feature (3.2.51) remains to be true also in the geometric context. Of
course, now we have to take care that the points p and q enter equally in (3.2.51) whence the domain
U has to be star-shaped with respect to both. But then we have the following statement:
Proposition 3.2.16 (Symmetry of R±U (α, p)) Let U ⊆M be geodesically convex and α ∈ C.
i.) If Re(α) > n then
R±U (α, p)(q) = R
∓
U (α, q)(p) (3.2.52)
for all p, q ∈ U .
ii.) For all Φ ∈ C∞0 (U × U) one has∫
U
R±(α, p)(Φ(p, · )) µg(p) =
∫
U
R∓(α, q)(Φ( · , q)) µg(q). (3.2.53)
Proof. First we note that thanks to the convexity of U the Riesz distributions R±U (α, p) are defined for
all p ∈ U . For Re(α) > n the Riesz distributions are continuous functions explicitly given by (3.2.29)
in Proposition 3.2.8, i.). We compute
ηp(q) = gp
(
exp−1p (q), exp
−1
p (q)
)
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.
.q
p
Tv expp(v)
−Tv expp(v)
v = exp−1p (q)
−v
Figure 3.4: A geodesic running backwards.
= gexpp(exp
−1
p (q))
(
Texp−1p (q) expp(exp
−1
p (q)), Texp−1p (q) expp(exp
−1
p (q))
)
= gq
(
Texp−1p (q) expp(exp
−1
p (q)), Texp−1p (q) expp(exp
−1
p (q))
)
by the Gauss Lemma. Now v = exp−1p (q) is the tangent vector of the geodesic t 7→ expp(tv) which
starts at p and reaches q at t = 1. Reversing the time the curve τ 7→ expp((1− τ)v) is still a geodesic
which now starts at q for τ = 0 and reaches p at τ = 1. Thus the tangent vector of this geodesic is
uniquely fixed to be exp−1p (q) since in the convex U the exponential map expp is a diffeomorphism.
On the other hand, by the chain rule it follows that
d
d τ
∣∣∣
τ=0
expp((1− τ)v) = Tv expp(−v) = −Tv expp(v),
whence we have shown
exp−1q (p) = −Texp−1p (q) expp(exp−1p (q)). (∗)
It follows that
ηp(q) = gq(exp
−1
q (p), exp
−1
q (p)) = ηq(p).
Since ηp(q) is something like the “Lorentz distance square” it is not surprising that this quantity is
symmetric in p and q: everything else would be rather disturbing. Since we have a relative sign in (∗)
we see that if exp−1p (q) ∈ I+(0p) then the geodesic t 7→ expp(t exp−1p (q)) is future directed for all times
whence exp−1p (q) ∈ I−(0q) is past directed. From Figure 3.4 this is clear. But then (3.2.52) follows
directly from (3.2.29) since the prefactors c(α, n) are the same for the advanced and retarded Riesz
distributions. For the second part we first consider Re(α) > n. Then R±U (α, p)(q) is a continuous
function on U ×U since ηp(q) is smooth in both variables. Thus R±U (α, p)( · ) is locally integrable and
hence the function
(p, q) 7→ R±U (α, p)(q)Φ(p, q)
has compact support and is continuous. Thus we apply Fubini’s theorem and interchange the q- and
p-integrations ∫
U
R±U (α, p)(Φ(p, · )) µg(p) =
∫
U
∫
U
R±U (α, p)(q)Φ(p, q) µg(q)µg(p)
=
∫
U
∫
U
R±U (α, p)(q)Φ(p, q) µg(p)µg(q)
(3.2.52)
=
∫
U
∫
U
R∓U (α, q)(p)Φ(p, q) µg(p)µg(q)
=
∫
U
R∓U (α, q)(Φ( · , q)) µg(q),
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which proves (3.2.53) for Re(α) > n. For general α ∈ C we notice that the integrands of both sides
are compactly supported smooth function on U thanks to Proposition 1.3.39 and Remark 1.3.40.
Thus the usual Morera type argument shows that both sides are holomorphic functions of α since
the integrands are holomorphic in α and we exchange the integrations
∫
U and
∫
∆ dα as usual: by
holomorphy we conclude that the equality (3.2.53) holds for all α as it holds for Re(α) > n. 
3.3 The Hadamard Coefficients
Differently from the flat situation, the Riesz distribution R±U (2, p) does not yield a fundamental solu-
tion for . Indeed, we cannot evaluate R±U (2, p) as we did in the flat case since in Proposition 3.2.10
we had to exclude the value of α needed for R±U (2, p) explicitly. Instead, from
R±U (α+ 2, p) =
(ηp − 2n
2α
+ 1
)
R±U (α, p), (3.3.1)
valid for α 6= 0 we only see the following: The limit α −→ 0 of the right hand side, which would
be the interesting point, is problematic. One has R±U (0, p) = δp but the prefactor itself is singular,
at least on first sight. However, the simple pole in ηp−2n2α is not as dangerous as it seems. In fact,
we know that α 7→ R±U (α + 2, p)(ϕ) is holomorphic on the whole complex plane. Hence the limit
α −→ 0 of the left hand side certainly exists. Thus we do have an analytic continuation of the right
hand side for α = 0, the singularity was not present after all. However, the precise value at α = 0 is
hard to obtain and not just δp. Of course, we know it is R±U (2, p), but this does not help.
Thus one proceeds differently. The Ansatz is to use all Riesz distributions R±U (2 + 2k, p) and
approximate the true Green function by a series in the R±U (2 + 2k, p) for k ∈ N0 with appropriate
coefficients. These coefficients are the Hadamard coefficients we are going to determine now. The
expansion we obtain can be thought of as an expansion of the Green functions in increasing regularity
as the R±U (2 + 2k, p) become more and more regular for k −→∞.
3.3.1 The Ansatz for the Hadamard Coefficients
The setting will the following. We consider a normally hyperbolic differential operator D = ∇ +B
on some vector bundle E −→ M over M with induced connection ∇E and B ∈ Γ∞(End(E)) as in
Section 2.1.4. Moreover, for p ∈M we choose a geodesically star-shaped open neighborhood U ⊆M
on which R±U (α, p) is defined as before. According to our convention for distributions, the Green
functions are now generalized sections
R±(p) ∈ Γ−∞(E)⊗ E∗p , (3.3.2)
as we take care of the density part using µg. The pairing with a test section ϕ ∈ Γ∞0 (E∗) yields then
an element in E∗p . The equation to solve is
DR±(p) = δp, (3.3.3)
where δp is viewed as E∗p -valued distribution on Γ∞0 (E∗) and DR±(p) is defined as usual.
The Ansatz for R±(p) is now the following. Since the R±U (α, p) have increasing regularity for
increasing Re(α) we try a series
R±(p) =
∞∑
k=0
V kp R
±
U (2 + 2k, p) (3.3.4)
with smooth sections
V kp ∈ Γ∞
(
E
∣∣
U
)⊗ E∗p . (3.3.5)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
3.3. The Hadamard Coefficients 121
Then (3.3.4) should be thought of as an expansion with respect to regularity. The starting point for
k = 0 will be the most singular term coming from R±U (2, p). Of course, such an Ansatz can hardly be
expected to work just like that. Even if we can find reasonable V kp such that (3.3.3) holds “in each
order of regularity”, the series (3.3.4) has to be shown to converge: In fact, this will not be the case
(except for some very particular cases) whence we have to go a step beyond (3.3.4). However, for the
time being we shall investigate the Ansatz (3.3.4).
First we note that a scalar distribution like R±U (α, p) can be multiplied with a smooth section like
V kp and yields a distributional section
V kp R
±
U (2 + 2k, p) ∈ Γ∞0 (E∗)′ ⊗ E∗p = Γ−∞(E)⊗ E∗p . (3.3.6)
In Remark 1.3.9 it is only necessary that one factor of the product is actually smooth. We compute
now (3.3.3). First we assume that the series (3.3.4) converges at least in the weak∗ topology so that
we can apply D componentwise. This yields
DR±(p) = D
∞∑
k=0
V kp R
±
U (2 + 2k, p)
=
∞∑
k=0
D
(
V kp R
±
U (2 + 2k, p)
)
=
∞∑
k=0
(
D(V kp )R
±
U (2 + 2k, p) + 2∇EgradR±U (2+2k,p)V
k
p + V
k
p R±U (2 + 2k, p)
)
(3.3.7)
by the Leibniz rule of a normally hyperbolic differential operator as in Remark 2.1.27, i.). Note that
in (2.1.68) it is sufficient that one of the factors is smooth. Inserting the properties of R±U (α, p) from
Proposition 3.2.8 yields then
DR±(p) = D(V 0p )R
±
U (2, p) + 2∇EgradR±U (2,p)V
0
p + V
0
p R±U (2, p)
+
∞∑
k=1
(
D(V kp )R
±
U (2 + 2k, p) + 2∇E1
4k
R±U (2k,p) grad ηp
V kp + V
k
p
(ηp − 2n
4k
+ 1
)
R±U (2k, p)
)
= 2∇E
gradR±U (2,p)
V 0p + V
0
p R±U (2, p) +
∞∑
k=0
D(V kp )R
±
U (2 + 2k, p)
+
∞∑
k=1
(
2∇E1
4k
grad ηp
V kp + V
k
p
(ηp − 2n
4k
+ 1
))
R±U (2k, p)
= 2∇E
gradR±U (2,p)
V 0p + V
0
p R±U (2, p)
+
∞∑
k=1
(
D(V k−1p ) + 2∇E1
4k
grad ηp
V kp +
(ηp − 2n
4k
+ 1
)
V kp
)
R±U (2k, p).
(3.3.8)
We view (3.3.8) as an expansion with respect to regularity. Thus, we ask for (3.3.7) in each “order”,
i.e. (3.3.7) should be fulfilled for each component in front of the R±U (2k, p). This yields the following
equations. In lowest order we have for V 0p the equation
2∇E
gradR±U (2,p)
V 0p + V
0
p R±U (2, p) = δp, (3.3.9)
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while for k ≥ 1 we have the recursive equations
1
2k
∇Egrad ηpV kp +
(ηp − 2n
4k
+ 1
)
V kp = −D(V k−1p ) (3.3.10)
for V kp . Equivalently, we can write this for k ≥ 1 as
∇Egrad ηpV kp +
(
1
2
ηp − n+ 2k
)
V kp = −2kD(V k−1p ). (3.3.11)
Since (3.3.11) also makes sense for k = 0 it seems tempting to unify (3.3.9) and (3.3.11). To this end,
we take (3.3.11) for k = 0 and multiply this by R±U (α, p) yielding
∇E
grad ηpR
±
U (α,p)
V 0p +
(
1
2
ηp − n
)
V 0p R
±
U (α, p) = 0, (3.3.12)
which is equivalent to
∇E
2α gradR±U (α+2,p)
V 0p + α
(
R±U (α+ 2, p)−R±U (α, p)
)
V 0p = 0, (3.3.13)
by Proposition 3.2.10. Now we can divide by α and obtain the condition
2∇E
gradR±U (α+2,p)
V 0p +
(
R±U (α+ 2, p)−R±U (α, p)
)
V 0p = 0, (3.3.14)
whose limit α −→ 0 exists and is given by
2∇E
gradR±U (2,p)
V 0p +
(
R±U (2, p)−R±U (0, p)
)
V 0p = 0, (3.3.15)
since R±U (α, p) is holomorphic in α for all α ∈ C. Since moreover R±U (0, p) = δp we can evaluate the
condition (3.3.15) further and obtain
2∇E
gradR±U (2,p)
V 0p + V
0
p R±U (2, p) = V 0p δp. (3.3.16)
Thus we conclude that (3.3.11) for k = 0 implies (3.3.9) iff V 0p (p) = idEp . This motivates that we
want to solve (3.3.9) with the additional requirement
V 0p (p) = idEp , (3.3.17)
which we can view as an initial condition. Indeed, all the gradients gradR±U (α, p) are pointing in
“radial” direction parallel to grad ηp by Proposition 3.2.10. Thus a differential equation like (3.3.9)
should have a unique solution once the value is fixed in the “center”, i.e. at p. Then one has just
to follow the flow of grad ηp in order to determine the value elsewhere. Of course, this geometric
intuition has to be justified more carefully. In any case, we take these heuristic considerations as
motivation for the following definition:
Definition 3.3.1 (Transport equations) Let k ∈ N0 and let D ∈ DiffOp2(E) be normally hyper-
bolic. Then the recursive equations
∇Egrad ηpV kp +
(
1
2
ηp − n+ 2k
)
V kp = −2kDV k−1p (3.3.18)
together with the initial condition
V 0p (p) = idEp (3.3.19)
are called the transport equations for V kp ∈ Γ∞(E
∣∣
U
)⊗ E∗p corresponding to D.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
3.3. The Hadamard Coefficients 123
Remark 3.3.2 (Transport equations) Let D ∈ DiffOp2(E) be normally hyperbolic.
i.) According to our above computation, the transport equation for k = 0 implies
2∇E
gradR±U (2,p)
V 0p + V
0
p R±U (2, p) = δp. (3.3.20)
ii.) The transport equations are the same for the advanced and retarded R±(p). Thus we only have
to solve them once and can us the same coefficients V kp for both Green functions.
Definition 3.3.3 (Hadamard coefficients) Let D ∈ DiffOp2(E) be normally hyperbolic and U ⊆
M geodesically star-shaped around p ∈ M as before. Solutions V kp ∈ Γ∞(E
∣∣
U
) ⊗ E∗p of the transport
equations are then called Hadamard coefficients for D at the point p.
In the following we shall now explicitly construct the Hadamard coefficients and show their unique-
ness. Note however, that even having the V kp does not yet solve the problem of finding a Green function
since the convergence of (3.3.4) is still delicate.
3.3.2 Uniqueness of the Hadamard Coefficients
We shall now prove that the Hadamard coefficients are necessarily unique. To this end we need the
parallel transport in E with respect to the covariant derivative ∇E induced by D. Since on U we
have unique geodesics joining p with any other point q ∈ U , namely
γp→q(t) = expp(t exp
−1
p (q)), (3.3.21)
we shall always use these paths for parallel transport. For abbreviation, we set
Pp→q = Pγp→q ,0→1 : Ep −→ Eq. (3.3.22)
From the explicit definition of the parallel transport we find the following technical statement:
Lemma 3.3.4 The parallel transport along geodesics in U yields a smooth map
U 3 q 7→ Pp→q ∈ Eq ⊗ E∗p , (3.3.23)
which we can view as a smooth section
Pp→· ∈ Γ∞(E
∣∣
U
)⊗ E∗p . (3.3.24)
Proof. Let eα ∈ Γ∞(E
∣∣
U
) be a locally defined smooth frame and let Aβα be the corresponding smooth
connection one-forms. Then the parallel transport is determined by the equation
s˙β(t) +Aβα
(
d
d t
expp(t exp
−1
p (q))
)
sα(t) = 0. (∗)
Since the map (q, t) 7→ expp(t exp−1p (q)) is smooth on an open neighborhood of U × [0, 1] ⊆ U ×R the
solutions to (∗) also depend smoothly on q and t on this neighborhood. Thus, the solutions depend
smoothly on q when evaluated at t = 1, which implies the smoothness of (3.3.24). 
Using this smoothness of the parallel transport we can obtain the following result:
Theorem 3.3.5 (Uniqueness of the Hadamard coefficients) Let U ⊆ M be geodesically star-
shaped around p and let D ∈ DiffOp2(E) be normally hyperbolic. Then the Hadamard coefficients for
D at p are necessarily unique. In fact, they satisfy
V 0p =
1√
%p
Pp→· (3.3.25)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
124 3. THE LOCAL THEORY OF WAVE EQUATIONS
and for k ≥ 1 and q ∈ U
V kp (q) = −k
1√
%p(q)
Pp→q
(∫ 1
0
√
%p(γp→q(τ))τk−1P−1γp→q ,0→τ
(
D(V k−1p )(γp→q)(τ)
))
d τ. (3.3.26)
Proof. We consider the “Lorentz radius” function rp =
√|ηp| ∈ C0(U) which is continuous but not
differentiable. However, on U \ CU (p) where CU (p) = C+U (p) ∪ C−U (p) with
C±U (p) = expp(C
±(0) ∩ V ),
the function ηp is non-zero and hence rp ∈ C∞(U \ CU (p)) is smooth. On U \ CU (p) we have
ηp = r
2
p
with (q) = +1 for exp−1p (q) timelike and (q) = −1 for exp−1p (q) spacelike, respectively. Using our
results from Proposition 3.2.4 we find
1
2
ηp − n = 1
2
g(grad log %p, grad ηp) =
1
2
Lgrad ηp log %p = Lgrad ηp log
√
%p,
valid on U since %p > 0. Moreover, by (3.2.18) we get on U \ CU (p)
Lgrad ηp(log r
k
p) = kLgrad ηp(log rp) = k
1
rp
Lgrad ηp(rp) = k
1√
ηp
Lgrad ηp
(√
ηp
)
= k
1√
ηp

2
√
ηp
Lgrad ηp ηp =
k
2ηp
〈grad ηp, grad ηp〉 = 2k.
Since √%prkp > 0 on U \ CU (p) we can rewrite the transport equation (3.3.18) equivalently as
−2kD(V k−1p ) = ∇Egrad ηpV kp +
(
1
2
ηp − n+ 2k
)
V kp = ∇Egrad ηpV kp +
1√
%prkp
Lgrad ηp
(√
%pr
k
p
)
V kp ,
and thus as
∇Egrad ηp
(√
%pr
k
pV
k
p
)
= −√%prkp2kD(V k−1p ). (∗)
Since on U \ CU (p) the additional factor √%prkp is both positive and smooth, (∗) is equivalent to the
transport equation on U \ CU (p).
Now we consider first k = 0. Then (∗) means that
∇Egrad ηp
(√
%pV
0
p
) ∣∣∣
U\CU (p)
= 0. (∗∗)
Since the gradient grad ηp is at every point q just twice the tangent vector of the geodesic γp→q(t) =
expp(t exp
−1
p (q)) we conclude from (∗∗) that the local section √%pV 0p ∈ Γ∞(E
∣∣
U
)⊗ E∗p is covariantly
constant in direction of all geodesics γp→q as long as q ∈ U \CU (p), i.e. as long as exp−1p (q) is either
timelike or spacelike. But √%pV 0p is smooth and thus by continuity we conclude that (∗∗) holds on
all of U . But this shows that √%pV 0p is parallel along all geodesics starting at p whence it is given by
means of the parallel transport, i.e.
√
%pV
0
p
∣∣
q
= Pp→q
(√
%pV
0
p
∣∣
p
)
= Pp→q
(
1 · idEp
)
= Pp→q,
since by assumption V 0p (p) = idEp and %p(p) = 1 by Proposition 3.2.2. Indeed, if eα ∈ Ep is a basis
then Pp→q(idEp) = Pp→q(eα ⊗ eα) = Pp→q(eα)⊗ eα = Pp→q since the parallel transport only acts on
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the Ep-part of idEp and not on the E∗p -part which is considered as values in all of our considerations
up to now. But this shows (3.3.25) and hence the uniqueness of V 0p .
Now let k ≥ 1. Then we again consider (∗) on U \ CU (p). To this end we first note that since
grad ηp is twice the push-forward of the Euler vector field ξTpM on TpM its flow can be computed
explicitly. In fact, let c(t) = expp(e2t exp−1p (q)) then for small t around 0 we have by Proposition 3.2.4
c˙(t) = Texpp(e2t exp
−1
p (q))
expp
(
2e2t exp−1p (q)
)
= 2Tc(t) expp(exp
−1
p (c(t))) = grad ηp
∣∣
c(t)
,
whence c(t) is the integral curve of grad ηp through c(0) = q. Thus (∗) implies
∇#∂
∂t
(
c#
√
%pr
k
pV
k
p
)
= −2kc#
(√
%pr
k
pD(V
k−1
p )
)
, (∗∗∗)
where ∇# is the pull-back connection with respect to the curve c. Thus √%prkpV kp satisfies the
perturbed parallel transport equation along c with perturbation given by the right hand side of (∗∗∗).
The solutions of such equations are obtained in terms of the parallel transport as follows:
Lemma 3.3.6 Let γ : I ⊆ R −→M be a smooth curve on an open interval and let f ∈ Γ∞(γ#E) be
a smooth section. Then the perturbed parallel transport equation
∇#∂
∂t
s = f (3.3.27)
has
s(t) = Pγ,t0→t
(
s(t0) +
∫ t
t0
P−1γ,t0→τ (f(τ)) d τ
)
(3.3.28)
as unique and smooth solution s ∈ Γ∞(γ#E) with initial condition s(t0) ∈ Eγ(t0) for t0 ∈ I.
Proof. We choose a frame eα(t0) ∈ Eγ(t0) at γ(t0) and parallel transport it to eα(t) = Pγ,t0 7→t(eα(t0)).
This yields a covariantly constant frame eα ∈ Γ∞(γ#E), i.e. we have ∇#∂
∂t
eα = 0, see also the proof of
Lemma A.1.1. Then s(t) = sα(t)eα(t) for any section s ∈ Γ∞(γ#E) with sα ∈ C∞(I). Thus (3.3.27)
becomes
s˙α(t) = fα(t)
for all α with initial conditions sα(t0) for t = t0. The unique solution to this system of ordinary first
order differential equations is
sα(t) = sα(t0) +
∫ t
t0
fα(τ) d τ. ()
Now we compute
Pγ,t0→t ◦ P−1γ,t0→τ (fα(τ)eα(τ)) = fα(τ)Pγ,t0→t(eα(t0)) = fα(τ)eα(t),
whence
Pγ,t0→t
(
s(t0) +
∫ t
t0
P−1γ,t0→τ (f(τ)) d τ
)
= Pγ,t0→t(s
α(t0)eα(t0)) +
∫ t
t0
fα(τ)eα(t) d τ
=
(
sα(t0) +
∫ t
t0
fα(τ) d τ
)
eα(t)
= sα(t)eα(t)
= s(t)
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as wanted. The uniqueness is clear from specifying the initial conditions and smoothness follows from
the smoothness of the fα and the explicit form (). O
We apply the lemma to the curve c(t) = expp
(
e2t exp−1p (q)
)
where v = exp−1p (q) is either spacelike
or timelike and t ∈ (−∞, ) with some small  > 0 such that e2tv is still in the domain V ⊆ TpM of
expp. Then the homogeneous transport equation for k ≥ 1 implies
∇#∂
∂t
c#
(√
%pr
k
pV
k
p
)
= 0, (/)
and hence √
%pr
k
pV
k
p
∣∣
c(t)
= Pc,t0→t
(√
%pr
k
pV
k
p
∣∣
c(t0)
)
.
Taking e.g. t0 = 0 we obtain for all t ∈ (−∞, )
V kp (expp(e
2tv)) =
1(√
%prkp
) (
expp(e
2tv)
)Pc,0→t (√%prkpV kp ∣∣q) .
Suppose V kp (q) 6= 0 then also √%prkpV kp
∣∣
q
6= 0. Since the parallel transport is reparametrization
invariant we can write this equally well as
V kp (expp(tv)) =
1(√
%prkp
) (
expp(e
2tv)
)Pγ,t0→t (√%prkpV kp ∣∣q) , (,)
with γ(t) = expp(tv) being the geodesic reparametrization by the “arc length”. Now the limit t −→ 0
of Pγ,t0→t exists and is given by P−1p→q. Thus the limit of t −→ 0 of Pγ,t0→t
(√
%pr
k
pV
k
p
∣∣
q
)
exists and is
a certain non-zero vector. But for k ≥ 1 the limit of rkp(expp(tv)) for t −→ 0 is 0 whence the prefactor
in (,) becomes singular. Thus V kp can not be continuous at p. Thus V kp (q) 6= 0 for some q ∈ U \CU (p)
already implies that V kp is non-continuous at p. We conclude that the homogeneous equation (/) has
only the trivial solution V kp = 0 as everywhere smooth solution. This implies that the inhomogeneous
transport equation (∗∗∗) can have at most one everywhere smooth solution which shows uniqueness
of the V kp for k ≥ 1. It remains to shows that they necessarily satisfy Equation (3.3.26). According
to Lemma 3.3.6, a particular solution along the curve c is given by(√
%pr
k
pV
k
p )(c(t)
)
= Pc,t0→t
((√
%pr
k
pV
k
p
)
(c(t0)) +
∫ t
t0
(Pγ,t0→τ )
−1
(
−2k√%prkpD(V k−1p )
)
(cτ ) d τ
)
,
where t, t0 ∈ (−∞, ) with some suitable  > 0. Since we are interested in a solution V kp which is still
defined at q = p, the limit of V kp (c(t0)) for t0 −→ −∞ should exist. But then the limit t0 −→ −∞
yields (√%0rkp)(c(t0)) −→ (
√
%0r
k
p)(p) = 0 whence the first term on the right hand side does not
contribute in this limit. Thus under the regularity assumption we have
(
√
%pr
k
pV
k
p )(c(t)) = Pc,−∞→t
(∫ t
−∞
(Pγ,−∞→τ )−1
(
−2k√%prkpD(V k−1p )
)
(cτ ) d τ
)
= −2kPc,−∞→t
∫ t
−∞
√
%p(c(τ))r
k
p(c(τ))P
−1
c,−∞→τ
(
D(V k−1p )(c(τ))
)
d τ.
Now we have by the isometry properties of the exponential map in radial direction
rp(c(t)) =
√
|ηp| expp
(
e2t exp−1p (q)
)
=
√∣∣gp (e2t exp−1p (q), e2t exp−1p (q))∣∣
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= e2t
√∣∣gp (exp−1p (q), exp−1p (q))∣∣,
and by assumption gp
(
exp−1p (q), exp−1p (q)
) 6= 0. After dividing by √∣∣gp (exp−1p (q), exp−1p (q))∣∣ we
obtain
e2kt
√
%p(c(t))V
k
p (c(t)) = −2kPc,−∞→t
∫ t
−∞
√
%p(c(τ))e
2kτP−1c,−∞→τ
(
D(V k−1p )(c(τ))
)
d τ
= −2kPα,0→e2t
∫ e2t
0
√
%p(c(σ))σ
kP−1γ,0→σ
(
D(V k−1p )(γ(σ))
) dσ
2σ
,
with the substitution σ = e2τ and thus d τ = dσ2σ . Note that with this substitution c(τ(σ)) =
expp
(
e2τ(σ) exp−1p (q)
)
= expp(σ exp
−1
p (q)) = γ(σ) is indeed the geodesic from p to q. By the invariance
under reparametrization of the parallel transport we get Pc,−∞→τ = Pγ,0→σ which explains the above
formula. Taking t = 0 we find c(0) = γ(1) = q and thus√
%p(q)V
k
p (q) = −kPp→q
∫ 1
0
√
%p(γp→q(τ))τk−1P−1γp→q ,0→τ
(
D(V k−1p )(expp(τ exp
−1
p (q)))
)
d τ
after replacing σ by τ again. Since √%p > 0 this gives (3.3.26). Indeed, (3.3.26) only follows for
q ∈ U \ CU (p) but the continuity of the right hand side makes (3.3.26) correct everywhere. 
Remark 3.3.7 Note that the additional rkp in the higher transport equations yields a completely
different behaviour of the solution for q −→ p. While for k = 0 no singularities arise the case k ≥ 1
behaves much more singular. In fact, only one solution is everywhere smooth. This is the reason why
for k = 0 we have to specify an initial condition V 0p (p) = idEp while for k ≥ 1 the boundary condition
of being smooth at q = p fixes the solution.
3.3.3 Construction of the Hadamard Coefficients
In Theorem 3.3.5 we have not only shown the uniqueness of the Hadamard coefficients which was
essentially a consequence of the desired smoothness at p but we also obtained a rather explicit recursive
formula for the V kp . Using (3.3.25) and (3.3.26) we recursively define V kp for k ≥ 0 by
V 0p (q) =
1√
%p(q)
Pp→q (3.3.29)
and
V kp (q) = −
k√
%p(q)
Pp→q
∫ 1
0
√
%p(γp→q(τ))τk−1P−1γp→q ,0→τ
(
D(V k−1p ) expp(τ exp
−1
p (q))
)
d τ (3.3.30)
for q ∈ U . Thus it remains to show that these V kp indeed define smooth sections satisfying the
transport equations. The smoothness is guaranteed from the following proposition which even handles
the smooth dependence on p. We again formulate it for a situation as in Proposition 3.2.15.
Proposition 3.3.8 (Smoothness of V k) Let O ⊆ U ⊆ M be open subsets such that U is geodesi-
cally star-shaped around all p ∈ O. Then the recursive definitions (3.3.29) and (3.3.30) yield smooth
sections
V k ∈ Γ∞(E∗  E∣∣
O×U ) (3.3.31)
via the definition
V k(p, q) = V kp (q) (3.3.32)
for (p, q) ∈ O × U and k ≥ 0.
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Proof. First we note that %(p, g) = %p(q) is actually a smooth function % ∈ C∞(O × U) with % > 0
everywhere. This follows from Lemma A.3.2. From Lemma 3.3.4 we deduce that the dependence of
Pp→q on q is smooth and a similar argument shows that also the dependence on p is smooth. In fact,
the parallel transport depends smoothly on (p, q) ∈ O × U yielding thereby a smooth section
P ∈ Γ∞
(
E∗  E
∣∣
O×U
)
.
It follows that V 0 is smooth on O × U . We rewrite the recursive definition (3.3.30) in terms of %,
γ(p, q, τ) = γp→q(τ) = γτ (p, q)
and the V k. Then (3.3.30) becomes
V k =
k√
%
P
∫ 1
0
√
% ◦ γτP ◦ γτ
(
(idD(V k−1)) ◦ γτ
)
τk−1 d τ.
By induction we assume that V k−1 is smooth. Now γ is smooth on O × U × [0, 1] and thus the
integrand is smooth with a compact domain of integration. This results in a smooth V k. 
As already in Proposition 3.2.15 we can e.g. take a convex U ⊆M and set O = U in order to meet
the conditions of Proposition 3.3.8. It remains to show that the V kp actually satisfy the transport
equations with the correct initial condition.
Proposition 3.3.9 Let U ⊆ M be geodesically star-shaped around p ∈ M . Then the sections V kp ∈
Γ∞(E
∣∣
U
) ⊗ E∗p defined by (3.3.29) and (3.3.30) satisfy the transport equations (3.3.18) with initial
condition V 0p (p) = idEp .
Proof. Clearly V 0p (p) = idEp since %p(p) = 1. In the proof of Theorem 3.3.5 we have seen that (3.3.18)
is equivalent to
∇Egrad ηp
(√
%pr
k
pV
k
p
)
= −2k√%prkpD(V k−1p ) (∗)
on the open subset U \ CU (p). Since we already know that the section V k are smooth on U by
Proposition 3.3.8 we know that they satisfy (3.3.18) on U iff they satisfy (3.3.18) on U \ CU (p) by a
continuity argument. Thus it suffices to show (∗) on U \ CU (p). In the proof of Theorem 3.3.5 we
have shown that (∗) implies
∇#∂
∂t
(
c#
(√
%pr
k
pV
k
p
))
= −2kc#
(√
%pv
k
pD(V
k−1
p )
)
(∗∗)
for the curve c(t) = expp(e2t exp−1p (q)) with q ∈ U and t ∈ (−∞, ) and  > 0 sufficiently small. But
if we have (∗∗) for all such curves c then we get back (∗) since grad ηp
∣∣
q
= c˙(0) and the left hand side
of (∗) can be evaluated point by point as ∇Egrad ηp is tensorial in grad ηp. Thus (∗∗) for all such curves
is equivalent to (∗). But V kp (q) was precisely the solution of (∗∗) at t = 0 by Lemma 3.3.6. But this
means at q we have
∇Egrad ηp
(√
%pr
k
pV
k
p
) ∣∣∣
q
= −2k√%prkpD(V k−1p )
∣∣
q
.
Since q ∈ U \ CU (p) was arbitrary, (∗) follows which completes the claim. 
Theorem 3.3.10 (Hadamard Coefficients) Let O ⊆ U ⊆ M be open subsets such that U is
geodesically star-shaped around all p ∈ O. Let D ∈ DiffOp2(E) be normally hyperbolic. Then for
each p ∈ O the operator D has unique Hadamard coefficients V kp ∈ Γ∞
(
E
∣∣
U
)⊗E∗p explicitly given by
V kp (q) = V
k(p, q) where V k ∈ Γ∞
(
E∗  E
∣∣
O×U
)
is recursively determined by
V 0 =
1√
%
P (3.3.33)
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and
V k = − k√
%
P
∫ 1
0
(√
%P
(
idD(V k−1)
))
◦ γτ τk−1 d τ, (3.3.34)
where P ∈ Γ∞
(
E∗  E
∣∣
O×U
)
is the parallel transport P (p, q) = Pp→q along γp→q(τ) = γτ (p, q) =
expp(τ exp
−1
p (q)). On the diagonal we explicitly have the simplified recursion
V k(p, p) = −
(
(idD)(V k−1)
)
(p, p). (3.3.35)
Proof. It remains to show the simplified recursion (3.3.35) for p = q. For k ≥ 1 we have
V k(p, p) = − k√
%(p, p)
Pp→p
∫ 1
0
(√
%P
(
(idD)(V k−1)
))
(γτ (p, p))τ
k−1 d τ
= −k
∫ 1
0
(idD)(V k−1)
∣∣
(p,p)
τk−1 d τ
= −k(idD)(V k−1)∣∣
(p,p)
∫ 1
0
τk−1 d τ
= −(idD)(V k−1)∣∣
(p,p)
.

We illustrate the recursion formula by computing the first non-trivial Hadamard coefficient along
the diagonal.
Example 3.3.11 (First Hadamard coefficient) LetD = ∇+B be normally hyperbolic as usual.
Thus let sp ∈ Ep be a vector in Ep and let
s(q) = Pp→q(sp), (3.3.36)
which defines a vector field s ∈ Γ∞ (E∣∣
U
)
. We compute the covariant derivatives of s at p. At general
points q ∈ U this might be very complicated but at p we have by Proposition A.1.7 the formal Taylor
expansion
i(ei1) · · · i(eik)
1
k!
(
DE
)k
s
∣∣∣
p
=
∂k
∂vi1 · · · ∂vik (Pγv ,0→1)
−1 (s(γv(1))), (3.3.37)
with a basis e1, . . . , en ∈ TpM and γv(t) = expp(tv) as usual. But
(Pγ,0→1)−1 (s(γv(1))) = (Pγv ,0→1)
−1 Pp→q=expp(v)(sp) = sp
is independent of v. Thus all partial derivatives vanish and we conclude
(
DE
)k
s
∣∣
p
= 0. But then
∇s
∣∣
p
= 12
〈
g−1,
(
DE
)2
s
〉 ∣∣
p
= 0 follows as well. From this we conclude by (3.3.35)
V 1(p, p)
= −(idD)(V 0)(p, p) = −(idD)
(
1√
%
P
)
(p, p) = −D
(
1√
%p
Pp→· (eα)
)
⊗ eα
∣∣∣
p
= − 1√
%p
D (Pp→· (eα))⊗ eα
∣∣∣
p
− 2
(
∇E
grad 1√
%p
Pp→· (eα)
)
⊗ eα
∣∣∣
p
− 1√
%p
∣∣∣
p
Pp→· (eα)⊗ eα
∣∣∣
p
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= −(∇ +B) (Pp→· (eα))
∣∣∣
p
⊗ eα + 0− 1√
%p
∣∣∣
p
eα ⊗ eα
= −B
∣∣∣
p
(eα)⊗ eα − 1
6
scal(p) idEp ,
by (3.2.13) and idEp = eα ⊗ eα with a basis eα of Ep. Thus we have
V 1(p, p) = −1
6
scal(p) idEp −B(p). (3.3.38)
3.3.4 The Klein-Gordon Equation
Even though in general the convergence of (3.3.4) is hard to control and may even fail in general
there is one example where we can compute the Hadamard coefficients explicitly and show weak∗
convergence of (3.3.4).
We consider again the flat Minkowski spacetime (Rn, η) but now the Klein-Gordon equation(
+m2
)
φ = 0 (3.3.39)
instead of  alone. As usual m2 denotes a positive constant. The physical meaning in quantum field
theory of m is that of the mass of the particle described by (3.3.39).
Since the metric η is translation invariant and the operator +m2 is translation invariant as well,
we only have to compute the Hadamard coefficients at a single point p ∈ Rn and can then translate
everything. Thus we can choose p = 0. As already mentioned before, expp is just the addition with
p whence
exp0 : T0R
n = Rn −→ Rn (3.3.40)
is simply the identity map. Also the density function %p becomes very simple as we have
%p = 1 (3.3.41)
for all p. Thus the recursion for the Hadamard coefficients simplifies drastically. Finally, we note that
the Klein-Gordon operator  + m2 has already the normal form with B = m2. Thus the covariant
derivative is the flat one and the parallel transport is the identity. Therefor we have
V 0p =
1√
%p
Pp→· = id
and
V kp (q) = −
k√
%p(q)
Pp→q
∫ 1
0
√
%p(γp→q(τ))P−1γp→q ,0→τ
(
D(V k−1p )(γp→q(τ))
)
τk−1 d τ
= −k
∫ 1
0
D(V k−1p )(p+ τ(q − p))τk−1 d τ.
Now V 0p is constant. We claim that, since m2 is constant as well, all Hadamard coefficients are
constant, too. Indeed, assuming this for k − 1 shows that
V kp (q) = −k
∫ 1
0
D(V k−1p )(p+ τ(q − p))τk−1 d τ
= −kD(V k−1p )
∫ 1
0
τk−1 d τ
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= −D(V k−1p )
= −m2V k−1p ,
which is again constant. Thus by induction we conclude the following:
Lemma 3.3.12 The Hadamard coefficients for the Klein-Gordon operator  + m2 on Minkowski
spacetime are constant and explicitly given by
V kp = (−m2)k (3.3.42)
for k ∈ N0 and all points p ∈ Rn.
This particularly simple form allows to determine the convergence of (3.3.4) explicitly. We consider
large k ∈ N0 such that R±(2 + 2k) is actually a continuous function. More precisely, we fix N ∈ N0
then for 2k ≥ n−2+2N the distributionR±(2+2k) is actually a CN function according to Lemma 3.1.3,
explicitly given by
R±(2 + 2k)(x) =
21−(2+2k)pi
2−n
2
Γ
(
2+2k
2
)
Γ
(
2+2k−n
2 + 1
) η(x) 2+2k−n2 = pi 2−n2
22k−1k!Γ
(
k + 2− n2
) η(x)k+1−n2 (3.3.43)
for x ∈ I±(0) and 0 elsewhere. We want to estimate R±(2k) and its derivatives over a compactum
K ⊆ Rn. To this end we compute the first partial derivatives of R±(α) explicitly. We know already
∂
∂xi1
R±(α) =
1
α− 2R
±(α− 2)ηi1jxj =
1
α− 2R
±(α− 2)xi1 , (3.3.44)
where we use the notation
xi = ηijx
j . (3.3.45)
Thus we get
∂2
∂xi1∂xi2
R±(α) =
R±(α− 4)
(α− 2)(α− 4)xi1xi2 +
R±(α− 2)
α− 2 ηi1i2 , (3.3.46)
since clearly ∂
∂xi2
xi1 = ηi1i2 . Moving on from this we get
∂3
∂xi1∂xi2∂xi4
R±(α) =
R±(α− 6)
(α− 2)(α− 4)(α− 6)xi1xi2xi3
+
R±(α− 4)
(α− 2)(α− 4) (ηi1i3xi2 + ηi2i3xi1 + ηi1i2xi4)
(3.3.47)
and
∂4
∂xi1∂xi2∂xi4∂xi4
R±(α)
=
R±(α− 8)
(α− 2)(α− 4)(α− 6)(α− 8)xi1xi2xi3xi4
+
R±(α− 6)
(α− 2)(α− 4)(α− 6) (ηi1i4xi2xi3 + ηi2i4xi1xi3 + ηi3i4xi1xi2 + ηi1i2xi3xi4 + ηi1i3xi2xi4)
+
R±(α− 4)
(α− 2)(α− 4) (ηi1i2ηi3i4 + ηi1i3ηi2i4 + ηi1i4ηi2i3) .
(3.3.48)
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Now we see how one can guess the general formula: For ` = 2r derivatives we have contributions of
1
(α−2)···(α−2(r+s))R
±(α − 2(r + s)) with coefficients consisting of symmetrizations of s factors η and
2r − 2s factors of x where only those symmetrizations are done which are not automatic, i.e. xi1xi2
only occurs once and not twice. For ` = 2r + 1 we have the analogous statement. Summarizing this
in a more formalized way gives the following result:
Proposition 3.3.13 (Taylor coefficients of R±(α)) Let ` ∈ N0 and set r =
[
`
2
]
whence ` = 2r or
` = 2r + 1 depending on ` being even or odd. Then the partial derivatives of the Riesz distribution
R±(α) for α /∈ {2, 4, . . . , 4r} are given by
∂`
∂xi1 · · · ∂xi`R
±(α)
=
r∑
s=0
R±(α− 2`+ 2(r + s))
(α− 2) · · · (α− 2`+ 2(r − s))
∑
σ∈Sr,s
ηiσ(1)iσ(2) · · · ηiσ(2r−2s−1)iσ(2(r−s))xiσ(2(r−s)+1) · · ·xiσ(`) ,
(3.3.49)
where Sr,s denotes those permutations of {1, . . . , `} such that
σ(1) < σ(2), . . . , σ(2(r − s))
σ(3) < σ(4), . . . , σ(2(r − s))
...
σ(2(r − s)− 1) < σ(2(r − s))
and σ(2(r − s) + 1) < σ(2(r − s) + 2) < . . . < σ(`).
(3.3.50)
Proof. The proof consists in a rather boring and tedious understanding of the above symmetrization
procedure. Since we only need some qualitative consequences of (3.3.49) we leave it as an exercise. 
Remark 3.3.14 The above result has again two possible interpretations. On one hand, (3.3.49) holds
for all α except for the poles in the sense of distributions. Even for the singular α, the right hand
side has an analytic continuation by the left hand side. On the other hand, for Re(α) large enough,
R±(α) is a C`-function and (3.3.49) holds pointwise in the sense of functions. By Lemma 3.1.3 this is
the case for Re(α) > n+ 2`.
We consider now the case Re(α) > n+ 2` and want to use (3.3.49) to estimate the `-th derivatives
of the function R±(α) over a compactum K ⊆ Rn. Thus let R > 0 be large enough such that
K ⊆ BR(0) (3.3.51)
for some Euclidean ball around zero. The following is then obvious from the definition of R±(α) and
gives a (rather rough) estimate on the sup-norm of R±(α) over K.
Lemma 3.3.15 Let K ⊆ Rn be compact and let R > 0 with K ⊆ BR(0). Then for Re(α) > n we
have
pK,0(R
±(α)) ≤ |c(α, n)|RRe(α)−n. (3.3.52)
Proof. For those x ∈ I±(0) we have
|η(x, x)| =
∣∣∣∣∣(x0)2 −
n−1∑
i=1
(xi)2
∣∣∣∣∣ ≤ |(x0)2 + · · ·+ (xn)2| = R2,
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and outside of I±(0), the function R±(α) vanishes anyway. 
Taking derivatives into account we have the following estimate for large Re(α):
Proposition 3.3.16 Let K ⊆ Rn be compact and let R ≥ 1 with K ⊆ BR(0). Then for Re(α) >
n+ 2` we have
pK,`(R
±(α)) ≤ ` · `! ·RRe(α)−n ·max
{
|c(α)|, |c(α− 2)||α− 2| , . . . ,
|c(α− 2`)|
|(α− 2) · · · (α− 2`)|
}
, (3.3.53)
with c(α) = c(α, n) for abbreviation.
Proof. From Proposition 3.3.13 we know that for precisely `′ derivatives we have for x ∈ K
∣∣∣∣∣ ∂`
′
∂xi1 · · · ∂xi`′ R
±(α)(x)
∣∣∣∣∣ ≤
r=
[
`′
2
]∑
s=0
|R±(α− 2`′ + 2(r − s))(x)|
|(α− 2) · · · (α− 2`′ + 2(r − s))|
∑
|η · · · η · x · · ·x|
≤
r=
[
`′
2
]∑
s=0
|c(α− 2`′ + 2(r − s))|RRe(α)−2`′+2(r−s)−n
|(α− 2) · · · (α− 2`′ + 2(r − s))| `
′!R`
′
,
since in the sum over all allowed permutations we have at most `′! factors (In fact, we always have
much less, but a rough estimate will do the job). Moreover, every factor in η · · · η · x · · ·x is clearly
≤ R in absolute value. Now since we assumed R > 1 we have for r =
[
`′
2
]
and s = 0, . . . , r
RRe(α)−2`
′+2(r−s)−nR`
′ ≤ RRe(α)−`′+2
[
`′
2
]
−n ≤ RRe(α)−n,
since −`′ + 2
[
`′
2
]
is either −1 or 0. Thus we can simplify this to
∣∣∣∣∣ ∂`
′
∂xi1 · · · ∂xi`′ R
±(α)(x)
∣∣∣∣∣ ≤ RRe(α)−n`′!
r=
[
`′
2
]∑
s=0
|c(α− 2`′ + 2(r − s))|
|(α− 2) · · · (α− 2`′ + 2(r − s))|
≤ `′!RRe(α)−n`′
r=
[
`′
2
]
max
s=0
{ |c(α− 2`′ + 2(r − s))|
|(α− 2) · · · (α− 2`′ + 2(r − s))|
}
.
For pK,` we finally have to take the maximum of this expression over all `′ = 0, . . . , `. In the maximum
over s we can then simply take the largest of all, resulting in
pK,`(R
±(α)) ≤ ` · `! ·RRe(α)−n ·max
{
|c(α)|, |c(α− 2)||α− 2| , . . . ,
|c(α− 2`)|
|(α− 2) · · · (α− 2`)|
}
,
which is what we wanted to show. 
Note that we only gave a rather rough estimate, which will nevertheless be sufficient for the
following. We specialize this now to the case α = 2+2k with k large enough such that 2+2k > n+2`.
Then an even rougher estimate specializes (3.3.53) to the following estimate:
Corollary 3.3.17 Let ` ∈ N be fixed and k ∈ N such that 2 + 2k > 2`+ n whence R±(2 + 2k) is C`.
Then we have for any compactum K ⊆ Rn with K ⊆ BR(0) for a sufficiently large R > 1
pK,`(R
±(2k)) ≤ ``!R2+2k−n pi
1−n
2
2k−2k!
. (3.3.54)
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Proof. We compute explicitly by (3.3.43)
c(2 + 2k − 2`)
(2 + 2k − 2) · · · (2 + 2k − 2`) =
pi
2−n
2
22(k−`)−1(k − `)! Γ (k − `+ 2− n2 ) · 2k · · · 2(k − `+ 1)
=
pi
2−n
2
22k−`−1k! Γ
(
k − `+ 2− n2
) .
Now by assumption 2 + 2k > 2` + n whence on one hand ` ≤ k since n ≥ 1. Thus 22k−`−1 ≥ 2k−1.
Moreover, k− `+ 2− n2 > 1 whence by the monotonous growth of the Γ function, see Figure 3.1, the
smallest contribution of Γ
(
k − `+ 2− n2
)
occurs at Γ
(
3
2
)
= 12
√
pi. Thus we have∣∣∣∣ c(2 + 2k − 2`)(2 + 2k − 2) · · · (2 + 2k − 2`)
∣∣∣∣ ≤ pi 2−n22k−1k!12√pi
for all `. Inserting this into (3.3.53) gives the result. 
Again, estimating 1
Γ(k−`+2−n2 )
by 12
√
pi is very rough, in particular as we are interested for fixed
` in the asymptotic behaviour for k −→ ∞. The additional Γ-factor behaves essentially like a 1k!
therefor improving the estimate (3.3.54) significantly. However, for the following theorem, already
(3.3.54) is sufficient.
Theorem 3.3.18 (Green function of the Klein-Gordon operator) Let p ∈ Rn. Then the se-
ries
R±(p) =
∞∑
k=0
(−m2)kR±(2 + 2k, p) (3.3.55)
converges in the weak∗ topology to the advanced and retarded Green function of the Klein-Gordon
operator +m2, respectively. More precisely, for 2 + 2k > 2`+ n the series∑
2+2k>2`+n
(−m2)kR±(2 + 2k, p) (3.3.56)
converges in the C`-topology to a C`-function on Rn. Finally, on I±(0) the series (3.3.55) converges
in the C∞-topology to a smooth function given by
R±(0)
∣∣∣
I±(0)
=
∞∑
k=0
pi
2−n
2 (−m2)k
22k−1k! Γ
(
k + 2− n2
) ηk+1−n2 (3.3.57)
for p = 0 from which the other R±(p) can be obtained by translation.
Proof. Clearly it suffices to show the convergence of (3.3.56) in the C` topology: since C`(Rn) ↪→
D′(Rn) is continuously embedded, we can deduce the weak∗ convergence of (3.3.55) from that at once.
To show (3.3.56), we even show absolute convergence: let K ⊆ Rn be compact with K ⊆ BR(0) for
sufficiently large R > 1. Then∑
2+2k>2`+n
pK,`
(
(−m2)kR±(2 + 2k, 0)
)
≤
∑
2+2k>2`+n
(m2)k``!R2+2k−n
pi
1−n
2
2k−2k!
≤ c
∑
2+2k>2`+n
(m2R2)k
k!
with some constant c > 0 depending on `, R. Since the series on the right is dominated by em2R2 we see
that we indeed have absolute convergence with respect to pK,` for all K. This shows C`-convergence
everywhere and hence weak∗ convergence. Finally, on I±(0) the functions R±(2 + 2k)
∣∣
I±(0) are
always smooth whence the above result shows that they converge in all C`-topologies. But this means
convergence in the C∞-topology, establishing the last claim (3.3.57). By translation invariance, the
convergence results also hold for any other p ∈ Rn. 
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Remark 3.3.19 Of course, there are much more straightforward techniques to obtain the Green
functions for +m2 on Minkowski spacetime. The standard approach is to use Fourier transformation
techniques and to construct R±(0) as even tempered distribution on Rn. In fact, for most applications
in quantum field theory the momentum space representation of R±(0) is needed anyway. However,
our approach here is intrinsically geometric in the following sense: on a general spacetime Fourier
transformation is not available, at least not in the naive way. Also, the above construction shows
that R±(0) depends analytically on m2: the series (3.3.55) being precisely the weak∗ convergent
Taylor expansion in the variable m2 which may even be taken to be complex. This gives an entirely
holomorphic family of distributions for m2 ∈ C. Finally, the series (3.3.57) can actually be expressed
in terms of known transcendental functions, depending on the dimension n.
3.4 The Fundamental Solution on Small Neighborhoods
In this section we construct out of the local Riesz distributions R±(α, p) and the corresponding
Hadamard coefficients a fundamental solution on a small neighborhood of p ∈ M . One proceeds
in two steps, first the formal series R±(p) is made to converge by brutally modifying the higher
order terms. The price paid is that the result is not yet a fundamental solution but differs from the
fundamental solution by a “smoothing” kernel, i.e. one gets a parametrix for D. In a second step
one shows how the parametrix can be changed to a fundamental solution by using an appropriate
geometric series of the smooth kernel. Again, we follows essentially [4].
In the following we fix a geodesically convex open subset U ′ ⊆ M and use the corresponding
Riesz distributions R±U ′(α, p) which are now available for all p ∈ U ′. Moreover, by Theorem 3.3.10
the Hadamard coefficients are now smooth sections
V k ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
, (3.4.1)
out of which we obtain the formal fundamental solution
R±(p) =
∞∑
k=0
V kp R
±
U ′(2 + 2k, p) (3.4.2)
on U ′. Of course, there is no reason to believe that (3.4.2) converges in general, even not in the weak∗
sense. However, the Riesz distributions R±U ′(2 + 2k, p) are continuous functions if k is large enough.
In fact, by Proposition 3.2.8 we know that R±U ′(2 + 2k, p) is at least continuous if k >
n
2 . Thus we fix
N ∈ N0 with N > n2 and split the sum (3.4.2) at k = N .
3.4.1 The Approximate Fundamental Solution
The idea is now that the finite sum
N−1∑
k=0
V kp R
±
U ′(2 + 2k, p) ∈ Γ∞0
(
E∗
∣∣
U ′
)′ (3.4.3)
is a well-defined distribution. On the other hand, this contribution is believed to yield the most
singular contribution to the yet to be found fundamental solution responsible for the δ-distribution
in DR±(p) = δp. Thus the hope is that the remaining, infinite sum can be modified and made to
converge but yielding a less singular contribution than δp, in fact only a smooth one.
For technical reasons we will need a cutoff function χ ∈ C∞0 (R) with
suppχ ⊆ [−1, 1], 0 ≤ χ ≤ 1, and χ∣∣
[− 1
2
, 1
2
]
= 1. (3.4.4)
For every choice of such a cutoff function, we have the following technical lemma:
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Lemma 3.4.1 Let ` ∈ N and `′ > `+ 1. Then there are universal constants c(`, `′) such that for all
0 <  ≤ 1 one has
pK,0
(
d`
d t`
(
χ
(
t

)
t`
′
))
≤ c(`, `′) pK,`(χ), (3.4.5)
where K is any compactum containing [−1, 1].
Proof. First note that χ
(
t

)
= 0 for
∣∣ t

∣∣ > 1 and hence |t| > . Thus the support of t 7→ χ ( t) is
contained in [−, ] ⊆ [−1, 1]. It follows that in (3.4.5) we can safely replace the supremum over K
by a supremum over R everywhere. In any case, we have by the Leibniz rule and the chain rule
d`
d t`
(
χ
(
t

)
t`
′
)
=
∑`
m=0
(
`
m
)
dm
d tm
(
χ
(
t

))
d`−m t`′
d t`−m
=
∑`
m=0
(
`
m
)
1
m
dm χ
d tm
(
t

)
`′(`′ − 1) · · · (`′ − `+m+ 1)t`′−`+m.
Now for |t| >  the factor dm χd tm
(
t

)
vanishes whence we find
pK,0
(
d`
d t`
(
χ
(
t

)
t`
′
))
≤ sup
t
∑`
m=0
(
`
m
)
`′(`′ − 1) · · · (`′ − `+m+ 1)`′−`
∣∣∣∣dm χd tm
(
t

)∣∣∣∣
≤ 
∑`
m=0
(
`
m
)
`′(`′ − 1) · · · (`′ − `+m+ 1) pK,`(χ),
since only |t| ≤  contribute and `′−` ≤  for `′ ≥ `+ 1. 
Since U ′ is assumed to be convex, the Lorentz distance square is defined on U ′ × U ′ and gives a
smooth function η ∈ C∞(U ′ × U ′) by setting
η(p, q) = ηp(q) = gp
(
exp−1p (q), exp
−1
p (q)
)
. (3.4.6)
We know from the proof of Proposition 3.2.16 that η is even a symmetric function
η(p, q) = η(q, p). (3.4.7)
Finally, since U ′ is assumed to be geodesically convex the geodesics joining p, q ∈ U ′ in U ′ are unique.
Thus we see that η(p, q) = 0 iff the geodesic joining p and q is lightlike. Since the points q which are
in the image of C(0) ⊆ TpM under expp are just CU ′(p) we see that
η−1({0}) =
⋃
p∈U ′
{p} × CU ′(p). (3.4.8)
The idea is now to keep the series (3.4.2) unchanged in a small, and in fact only infinitesimal,
neighborhood of the singular support, i.e. the light cones η−1({0}), and modify it outside to ensure
convergence. To this end we will choose a sequence j ∈ (0, 1] of cutoff parameters and consider the
series
(p, q) 7→
∞∑
j=N
χ
(
η(p, q)
j
)
V j(p, q)R±U ′(2 + 2j, p)(q)
=
{∑∞
j=N χ
(
η(p,q)
j
)
V j(p, q)c(2 + 2j, n)η(p, q)j+1−
n
2 for q ∈ I±U ′(p)
0 else.
(3.4.9)
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Since N ≥ n2 all the terms in the modified (and truncated) series are at least C0. In fact, the j-th
term is at least (j −N)-times continuously differentiable by Proposition 3.2.8, ii.) and by our choice
of N . For estimating the derivatives of χ
(
η
j
)
in a suitable way, we first recall the following version
of the chain rule:
Lemma 3.4.2 Let g : U ⊆ Rn −→ R and f : R −→ R be smooth, then for every multi-index I ∈ Nn0
∂|I|
∂xI
(f ◦ g) =
∑
r=1,...,|I|
J1,...,Jr≤I
crJ1···Jr
dr f
d tr
◦ g ∂
|J1|g
∂xJ1
· · · ∂
|Jr|g
∂xJr
(3.4.10)
with some universal constants crJ1···Jr ∈ Q.
Proof. This is clear by iterating the chain rule |I| times. In fact, most of the crJ1···Jr are zero anyway.
We shall now use an exhausting series of compacta for U ′, i.e. we choose compact subsets
K0 ⊆ . . .K` ⊆ K˚`+1 ⊆ . . . ⊆ U ′ (3.4.11)
with U ′ =
⋃
`≥0K`. This choice will give us seminorms pK`,k for all involved bundles satisfying a
good estimate for natural pairings and
pK`,k ≤ pK`′ ,k′ (3.4.12)
for ` ≤ `′ and k ≤ k′, see Remark 1.1.8. The filtration property (3.4.12) will turn out to be crucial.
We shall use the same exhausting sequence of compacta (3.4.11) to obtain an exhausting sequence
K` ×K` of U ′ × U ′ as well.
We consider now the function
χ±j (p, q) =
{
χ
(
η(p,q)
j
)
η(p, q)j+1−
n
2 for q ∈ I±U ′(p)
0 else,
(3.4.13)
which is Cj−N for j ≥ N > n2 according to the properties of η as in Proposition 3.2.8, ii.). We apply
now Lemma 3.4.1 and Lemma 3.4.2 to obtain the following estimate:
Lemma 3.4.3 Let `, k ∈ N0 and j large enough such that j −N ≥ k. Then we have
pK`×K`,k(χ
±
j ) ≤ jc(k, `, j), (3.4.14)
with constants c(k, `, j) > 0 independent of j satisfying
c(k, `, j) ≤ c(k′, `′, j) (3.4.15)
for ` ≤ `′ and k ≤ k′.
Proof. We have by the chain rule as in Lemma 3.4.2
pK`×K`,k(χ
±
j ) ≤ sup
(p,q)∈K`×K`
|I|≤k
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jr
∣∣∣∣∣∣
dr
(
χ
(
t
j
)
tj+1−
n
2
)
d tr
∣∣∣∣∣∣
∣∣∣∣∣∂|J1|η∂xJ1
∣∣∣∣∣ · · ·
∣∣∣∣∣∂|Jr|η∂xJr
∣∣∣∣∣
≤ j sup
|I|≤k
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jrc
(
r, j + 1− n
2
)
cr pK`×K`,k(η)
r
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with cr = maxt∈R
∣∣∣dr χd tr (t)∣∣∣ < ∞. The maximum over r ≤ k is denoted by c˜k. The finitely many
coefficients crJ1···Jr have a maximum depending only on k and the sum has a certain maximal number
of terms, again depending only on k. Thus there is a ˜˜ck with
pK`×K`,k(χ
±
j ) ≤ j˜˜ck c˜k c˜(k, j + 1− n2)maxr≤k pK`×K`,k(η)r,
where c˜
(
k, j + 1 − n2
)
= maxr≤k c(r, j + 1 − n2 ). But this is already the desired form since clearly˜˜ck increases with k, c˜k increases with k and so does c˜(k, j + 1 − n2 ). Finally, the last maximum also
increases with k and ` whence we can set
c(k, `, j) = ˜˜ck c˜k c˜(k, j + 1− n
2
)
max
r≤k
pK`×K`,k(η)
r,
which will do the job. 
Together with the usual product rule for the seminorms pK`×K`,k we obtain the following result:
Lemma 3.4.4 Let k, ` ∈ N0 and j ≥ N + k. Then the j-th term of the series (3.4.9) satisfies the
estimate
pK`×K`,k
(
χ
(
η
j
)
V jR±U ′(2 + 2j, · )
)
≤ jc(k, `, j)c(2 + 2j, n) pK`×K`,k(V j). (3.4.16)
Proof. This is now easy from the product rule of the seminorms which gives a k-depending universal
constant absorbed into the definition of c(k, `, j) and the formula (3.4.9) for the j-th term. 
Choosing the j appropriately, this can be made arbitrarily small in the following way:
Proposition 3.4.5
i.) For any j ≥ N and every j ∈ (0, 1] such that
j max
k
{
c(k, j, j)c(2 + 2j, n) pKj×Kj ,k(V
j)
}
≤ 1
2j
(3.4.17)
the series (3.4.9) converges absolutely in the C0-topology to a continuous section of E∗E
∣∣
U ′×U ′.
ii.) The series (3.4.9) starting at j ≥ N + k converges absolutely in the Ck-topology to a Ck-section.
iii.) The series (3.4.9) restricted to the open subset U ′ × U ′ \ η−1({0}) converges in the C∞-topology
to a smooth section of E∗  E
∣∣
U ′×U ′\η−1({0}).
Proof. For a fixed j ≥ N there are only finitely many k ∈ N0 with j −N ≥ k whence the maximum
over the k’s in (3.4.17) is well-defined. Thus we clearly can choose j ∈ (0, 1] to satisfy (3.4.17). Since
we can take k = 0, the second part implies the first as well. Thus let k ∈ N0 be arbitrary and consider
the truncated series for j ≥ N + k. First we note that every term is Ck whence we have to estimate
their pK`×K`,k-seminorms. We have for every ` ≥ N + k
pK`×K`,k
 ∑
j≥N+k
χjV
jc(2 + 2j, n)
 ≤ ∑
j≥N+k
jc(k, `, j)c(2 + 2j, n) pK`×K`,k(V
j)
≤
∑
N+k≤j≤`
jc(k, `, j)c(2 + 2j, n) pK`×K`,k(V
j)
+
∑
j>`
jc(k, `, j)c(2 + 2j, n) pK`×K`,k(V
j)
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≤ const. +
∑
j>`
jc(k, j, j)c(2 + 2j, n) pKj×Kj ,k(V
j)
≤ const. +
∑
j>`
1
2j
<∞,
by the choice (3.4.17) and the fact that for j ≥ ` we can replace pK`×K`,k(V j) by pKj×Kj ,k(V j) as
well as c(k, `, j) ≤ c(k, j, j) according to (3.4.15). This shows absolute convergence with respect to
pK`×K`,k for all ` ≥ N + k. But the compacta are increasing whence this shows absolute convergence
in the Ck-topology by the completeness of Γk
(
E∗  E
∣∣
U ′×U ′
)
. Finally, we note that every term in
(3.4.9) is smooth on U ′ × U ′ \ η−1({0}). Then we have Ck-convergence by the second part for these
restrictions, since omitting the first k terms does not change the convergence behaviour of the series.
But this means that we have convergence in the C∞-topology. 
We can thus define an approximate fundamental solution R˜±U ′(p) by taking
R˜±U ′(p) =
N−1∑
j=0
V jp R
±
U ′(2 + 2j, p) +
∞∑
j=N
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p), (3.4.18)
after choosing the j as in Proposition 3.4.5. From the support properties of the R±U ′(2 + 2j, p) and
the above convergence statement, we obtain the following result:
Corollary 3.4.6 Let the j ∈ (0, 1] be chosen to satisfy (3.4.17). Then (3.4.18) is weak∗ convergent
to a distributional section
R˜±U ′(p) ∈ Γ−(n+1)
(
E
∣∣
U ′
)⊗ E∗p (3.4.19)
of global order ≤ n+ 1 with
supp R˜±U ′(p) ⊆ J±U ′(p), (3.4.20)
sing supp R˜±U ′(p) ⊆ C±U ′(p). (3.4.21)
Proof. By Proposition 3.4.5 the series converges in the Ck-topology and hence also in the weak∗
topology. Since the series is a continuous section it is of order 0, the finitely many extra terms for
j ≤ N −1 are all of order ≤ n+1 by Proposition 3.2.12, iii.). This shows (3.4.19). Since each term in
(3.4.18) has support in J±U ′(p) also the limit has support in J
±
U ′(p) as this is already a closed subset of
U ′ as we assume U ′ to be geodesically convex. Moreover, the singular support of the first terms with
j ≤ N − 1 is in C±U ′(p). By Proposition 3.4.5 iii.), the series is smooth inside I±U ′(p) whence (3.4.21)
follows as well. 
Let us now determine in which sense R˜±U ′(p) is an approximate solution. Since the series converges
in the weak∗ sense we can apply D = ∇ + B term by term thanks to the continuity of differential
operators, see Theorem 1.3.27, i.). In our situation we can even argue in the sense of functions if we
start the series at N + 2 because then we have C2-convergence for which D is continuous as well. In
any case we get
DR˜±U ′(p) =
N−1∑
j=0
D
(
V jp R
±
U ′(2 + 2j, p)
)
+
∞∑
j=N
D
(
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p)
)
= δp +D(V
N−1
p )R
±
U ′(2N, p) +
∞∑
j=N
D
(
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p)
)
, (3.4.22)
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thanks to the transport equations for V jp . Indeed, the transport equations, by their very construction,
yield Hadamard coefficients V jp such that
N−1∑
j=0
D
(
V jp R
±
U ′(2 + 2j, p)
)
= D(V 0p )R
±
U ′(2, p) + 2∇EgradR±
U′ (2,p)
V 0p + V
0
p R±U ′(2, p)
+D(V 1p )R
±
U ′(4, p) + 2∇EgradR±
U′ (4,p)
V 1p + V
1
p R±U ′(4, p)
+ · · ·
+D(V N−1p )R
±
U ′(2N, p) + 2∇EgradR±
U′ (2N,p)
V N−1p + V
N−1
p R±U ′(2N, p)
= δp
+ 2∇E
gradR±
U′ (4,p)
V 1p + V
1
p R±U ′(4, p) +D(V
0
p )RU ′(2, p)
+ · · ·
+ 2∇E
gradR±
U′ (2N,p)
V N−1p + V
N−1
p R±U ′(2N, p) +D(V
N−2
p )R
±
U ′(2N − 2, p)
+D(V N−1p )R
±
U ′(2N, p)
= δp + 0 + · · ·+ 0 +D(V N−1p )R±U ′(2N, p) (3.4.23)
for arbitrary N by (3.3.9) and (3.3.10). We consider now the remaining sum over j in (3.4.22) and
get by the Leibniz rule for D
D
(
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p)
)
= 
(
χ
(
ηp
j
))
V jp R
±
U ′(2 + 2j, p) + 2∇Egradχ( ηp
j
) (V jp R±U ′(2 + 2j, p))
+ χ
(
ηp
j
)
D
(
V jp R
±
U ′(2 + 2j, p)
)
. (3.4.24)
By the transport equations we have
D
(
V jp R
±
U ′(2 + 2j, p)
)
= D(V jp )R
±
U ′(2 + 2j, p) + 2∇EgradR±
U′ (2+2j,p)
V jp + V
j
pR±U ′(2 + 2j, p)
= D(V jp )R
±
U ′(2 + 2j, p)−D(V j−1p )R±U ′(2j, p). (3.4.25)
By shifting the summation index appropriately, we get
DR˜±U ′(p)− δp = D(V N−1p )R±U ′(2N, p) +
∞∑
j=N

(
χ
(
ηp
j
))
V jp R
±
U ′(2 + 2j, p)
+
∞∑
j=N
2∇E
gradχ
(
ηp
j
) (V jp R±U ′(2 + 2j, p))+ ∞∑
j=N
χ
(
ηp
j
)
D(V jp )R
±
U ′(2 + 2j, p)
−
∞∑
j=N
χ
(
ηp
j
)
D(V j−1p )R
±
U ′(2j, p)
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− j2 < η(p, q) < j2
η(p, q) = 0
Figure 3.5: The open neighborhood Sj of η−1({0}) in the flat case.
=
(
1− χ
(
ηp
N
))
D(V N−1p )R
±
U ′(2N, p) +
∞∑
j=N

(
χ
(
ηp
j
))
V jp R
±
U ′(2 + 2j, p)
+
∞∑
j=N
2∇E
gradχ
(
ηp
j
) (V jp R±U ′(2 + 2j, p))
+
∞∑
j=N
(
χ
(
ηp
j
)
− χ
(
ηp
j+1
))
D(V jp )R
±
U ′(2 + 2j, p)
=
(
1− χ
(
ηp
N
))
D(V N−1p )R
±
U ′(2N, p) + Σ1 + Σ2 + Σ3, (3.4.26)
where we abbreviated the last three series with Σ1,Σ2, and Σ3, respectively. In order to investigate
these three series we need the following technical lemma:
Lemma 3.4.7 Let j ∈ (0, 1] be chosen as in (3.4.17).
i.) The function (p, q) 7→ 1− χ
(
η(p,q)
N
)
vanishes on an open neighborhood of η−1({0}).
ii.) The vector field U ′ × U ′ 3 (p, q) 7→ (id grad)
(
χ
(
η(p,q)
j
))
∈ TqU ′ vanishes on an open neigh-
borhood of η−1({0}).
iii.) The function (id)
(
χ
(
η
j
))
vanishes on an open neighborhood of η−1({0}).
iv.) The function χ
(
η
j
)
− χ
(
η
j+1
)
vanishes on an open neighborhood of η−1({0}).
v.) The section
(
1− χ
(
η
N
))
D(V N−1)R±U ′(2N, · ) as well as all the sections in the three series
Σ1,Σ2, and Σ3 are smooth on U ′ × U ′.
Proof. We consider the open neighborhood
Sj =
{
(p, q) ∈ U ′ × U ′
∣∣∣ − j
2
< η(p, q) <
j
2
}
⊆ U ′ × U ′
of η−1({0}). Clearly, by continuity of η this is an open neighborhood, see Figure 3.5 for the flat
analogue. Since the cutoff function χ is constant and equal to one on
[−12 , 12], we see that the
function χ
( η
j
)
is equal to one on the open Sj . From this i.) follows at once. Thus also the gradient
vanishes on Sj whence ii.) and iii.) follow. Since Sj ∩Sj+1 is still an open neighborhood of η−1({0}),
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ηp(q) = j
ηp(q) =
j
2
Hj
Figure 3.6: The set Hj ∩ {p} × U ′.
we get iv.). But this means that the prefactors in all the above terms vanish on an open neighborhood
of η−1({0}) which was the only place where the Riesz distributions R±U ′(2 + 2j, · ) were non-smooth.
Thus v.) follows, too. 
This lemma suggests that the weak∗ convergence of all the three sums Σ1,Σ2, and Σ3, which we
already know, can be sharpened to a C∞-convergence: in this case the defect of R˜±U ′(p) of being a
fundamental solution would be just a smooth section and not a general, distributional section. After
possibly redefining the j this can indeed be achieved as we shall see now.
First we note that the functions χ
(
η
j
)
are only interesting in the following subset
Hj =
{
(p, q) ∈ U ′ × U ′
∣∣∣ j
2
≤ η(p, q) ≤ j
}
. (3.4.27)
Indeed, for η(p, q) > j the cutoff function produces a zero, for η(p, q) <
j
2 the function is identically
one until η(p, q) < − j2 . But for negative η(p, q) the definition of R±U ′(2 + 2j, p)(q) gives already
zero. Thus we only get contributions to each of the series Σ1 and Σ2 from Hj for the j-th term.
Geometrically, Hj ∩ {p} ×U ′ looks like a thick mass shell, see Figure 3.6. It follows that for the j-th
term in Σ1 or Σ2 we get only contributions from the compactum K` × K` ∩ Hj for the seminorm
pK`×K`,k.
We start now estimating the pK`×K`,k of the j-th term in the sum Σ2. To this end we first estimate
the function η on K` ×K` ∩Hj as follows.
Lemma 3.4.8 Let j ≥ N and k, ` ∈ N0 arbitrary. Then
pK`×K`∩Hj ,k+1
(
ηj+1−
n
2
)
≤ d(k, `, j)j−
n
2
−k
j , (3.4.28)
with some constants d(k, `, j) > 0 such that
d(k, `, j) ≤ d(k′, `′, j) (3.4.29)
for k ≤ k′ and ` ≤ `′.
Proof. By the chain rule as in Lemma 3.4.2 we have
pK`×K`∩Hj ,k+1
(
ηj+1−
n
2
)
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≤ sup
(p,q)∈K`×K`∩Hj
|I|≤k+1
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jr
∣∣∣∣∣d tj+1−
n
2
d tr
∣∣∣∣∣
t=η(p,q)
∣∣∣∣∣∂|J1|η∂xJ1
∣∣∣∣∣ · · ·
∣∣∣∣∣∂|J1|η∂xJ1
∣∣∣∣∣
≤ sup
|I|≤k+1
j
2
≤t≤j
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jr
∣∣∣(j + 1− n
2
) · · · (j + 1− n
2
− r + 1)tj+1−n2−r∣∣∣ (pK`×K`∩Hj ,k+1(η))r
≤ sup
|I|≤k+1
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jr
(j
2
)j+1−n
2
−(k+1) (
pK`×K`∩Hj ,k+1(η)
)r
≤ j−
n
2
+k
j max|I|≤k+1
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jr
1
2j+1−
n
2
−(k+1)
(
pK`×K`∩Hj ,k+1(η)
)r
︸ ︷︷ ︸
d(k,`,j)
.
Note that the supremum over t and r ≤ k+ 1 of tj+1−n2−r is obtained for the smallest t = j2 and the
largest r = k+ 1. The constants d(k, `, j) clearly grow if the compactum K` is replaced by the bigger
one K`′ . They also grow if we allow larger k. 
This can now be used to estimate the j-th term of the series Σ2. We have the following result:
Lemma 3.4.9 Let k, ` ∈ N0 and j ≥ N . Then we have
pK`×K`,k
(
∇E
gradχ
(
η
j
) (V jR±U ′(2 + 2j, · ))
)
≤ ckc(2 + 2j, n)d(k + 1, `, j) pK`×K`,k+1(V j) maxr≤k+1 pK`×K`,k+1(η)
r · j−
n
2
−2k−1
j .
(3.4.30)
Proof. We simply compute
pK`×K`,k
(
∇E
gradχ
(
η
j
) (V jR±U ′(2 + 2j, · ))
)
= pK`×K`∩Hj ,k
(
∇E
gradχ
(
η
j
) (V jR±U ′(2 + 2j, · ))
)
≤ ck,` pK`×K`∩Hj ,k+1
(
χ
(
η
j
))
pK`×K`∩Hj ,k+1(V
j) pK`×K`∩Hj ,k+1(R
±
U ′(2 + 2j, · )),
since we need one order of differentiation for the gradient and one for the covariant derivative. In the
constant ck,` the estimates of the derivatives of the metric, the connection, the Leibniz rule, etc. enter.
Note that since these quantities are smooth everywhere, we can take the supremum over K` × K`
whence ck,` does not depend on j. Now by the chain rule as in Lemma 3.4.2 we have
pK`×K`∩Hj ,k+1
(
χ
(
η
j
))
≤ sup
(p,q)∈K`×K`∩Hj
|I|≤k+1
∑
r≤|I|
J1,...,Jr≤I
crJ1···Jr
∣∣∣∣dr χd tr
∣∣∣∣
t= η
j
1
rj
∣∣∣∣∣∂|J1|η∂xJ1
∣∣∣∣∣ · · ·
∣∣∣∣∣∂|Jr|η∂xJr
∣∣∣∣∣
≤ 1
k+1j
ck max
r≤k+1
pK`×K`,k+1(η)
r,
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where the sum over the crJ1···Jr as well as the supremum over the r-th derivatives of χ are combined
into the constant ck. For the seminorm of R±U ′(2 + 2j, · ) we get
pK`×K`∩Hj ,k+1(R
±
U ′(2 + 2j, · )) ≤ pK`×K`∩Hj ,k+1
(
c(2 + 2j, n)ηj+1−
2
2
)
≤ c(2 + 2j, n)d(k + 1, `, j)j−
n
2
−k
j
by Lemma 3.4.8. Putting things together we obtain
pK`×K`,k
(
∇E
gradχ
(
η
j
)V jR±U ′(2 + 2j, · )
)
≤ ckc(2 + 2j, n)d(k + 1, `, j)j−
n
2
−2k−1
j pK`×K`,k+1(V
j) max
r≤k+1
pK`×K`,k+1(η)
r.

Lemma 3.4.10 Let j ≥ N . Choose j ∈ (0, 1] such that in addition to (3.4.17)
j max
`≤j
k≤ 1
2(j−n2−1)
ckc(2 + 2j, n)d(k + 1, `, j) pK`×K`,k+1(V
j) max
r≤k+1
pK`×K`,k+1(η)
r <
1
2j
. (3.4.31)
Then the sum Σ2 converges absolutely in the C∞-topology to some Σ2 ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
.
Proof. First we note that we can indeed find j ∈ (0, 1] meeting the requirement (3.4.31). Then we
have for fixed k, ` the estimate
pK`×K`,k
∑
j≥N
2∇E
gradχ
(
η
j
)V jR±U ′(2 + 2j, · )

≤ pK`×K`,k
j0−1∑
j=N
2∇E
gradχ
(
η
j
)V jR±U ′(2 + 2j, · )

+ 2
∑
j≥j0
ckc(2 + 2j, n)d(k + 1, `, j) pK`×K`,k+1(V
j) max
r≤k+1
pK`×K`,k+1(η)
r · j−
n
2
−2k−1
j
≤ const. + 2
∑
j≥j0
1
2j
<∞,
provided we set j0 larger than ` and such that j0 − n2 − 2k − 1 ≥ 1, which is clearly possible. In this
case j−
n
2
−2k−1
j ≤ j for j ≥ j0, and we can use (3.4.31) to get the estimate. But this shows absolute
convergence in the seminorm pK`×K`,k as the finitely many terms with N ≤ j ≤ j0− 1 do not matter.
Since ` and k were arbitrary we get C∞-convergence. Note that it is crucial that each term of Σ2 is
already smooth, quite differently from the ideas in Proposition 3.4.5. 
By a completely analogous argument one can estimate the terms in the sum Σ1 and show that
again finitely many conditions on each j ∈ (0, 1] yield C∞-convergence also of Σ1. We do not write
down the explicit condition but leave this as an exercise. The result is the following:
Lemma 3.4.11 There are choices of j ∈ (0, 1] analogous to (3.4.31) such that the sum Σ1 converges
absolutely in the C∞-topology to some section Σ1 ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
.
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Finally, we consider the third sum Σ3. Here the argument is slightly different leading nevertheless
to the same consequences.
Lemma 3.4.12 Let `, k ∈ N0 and let j ≥ N satisfy j ≥ 2k + n2 . Then we have
pK`×K`,k
((
χ
(
η
j
)
− χ
(
η
j+1
))
D(V j)R±U ′(2 + 2j, · )
)
≤ (j + j+1)f(k, `, j), (3.4.32)
with some constants f(k, `, j) not depending on the choices of the j.
Proof. We estimate
pK`×K`,k
((
χ
(
η
j
)
− χ
(
η
j+1
))
D(V j)R±U ′(2 + 2j, · )
)
= pK`×K`,k
((
χ
(
η
j
)
− χ
(
η
j+1
))
ηk+1D(V j)c(2 + 2j, n)ηj−
n
2
−k
)
≤ ckc(2 + 2j, n)(
pK`×K`,k
(
χ
(
η
j
)
ηk+1
)
+ pK`×K`,k
(
χ
(
η
j+1
)
ηk+1
))
pK`×K`,k
(
D(V j)ηj−
n
2
−k
)
≤ ckc(2 + 2j, n) (je(k, `, j) + j+1e(k, `, j)) pK`×K`,k
(
D(V j)ηj−
n
2
−k
)
,
with some constants e(k, `, j) obtained from a Leibniz rule and arguments as in the proof of Lemma 3.4.3
and Lemma 3.4.1. Note that for j ≥ 2k− n2 the function ηj−k−
n
2 is still Ck whence the last seminorm
is still finite. Putting all the constants together, we get the desired estimate. 
Again, we can turn (3.4.32) into a condition on the j in order to make the seminorm smaller than
1
2j
.
Lemma 3.4.13 Let the j ∈ (0, 1] be chosen such that in addition to (3.4.17) we have
j ·max
 max`≤j
2k+n
2
≤j
f(k, `, j), max
`≤j−1
2k+n
2
≤j−1
f(k, `, j − 1)
 ≤ 12j . (3.4.33)
Then the sum Σ3 converges absolutely with respect to the C∞-topology and yields a smooth section
Σ3 ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
.
Proof. Note that (3.4.33) are again finitely many condition on each j whence we indeed can find an
j ∈ (0, 1] satisfying (3.4.33). Now Lemma 3.4.12 yields the estimate
pK`×K`,k
∑
j≥N
((
χ
(
η
j
)
− χ
(
η
j+1
))
D(V j)R±U ′(2 + 2j, · )
)
≤ pK`×K`,k
j0−1∑
j=N
((
χ
(
η
j
)
− χ
(
η
j+1
))
D(V j)R±U ′(2 + 2j, · )
)
+
∞∑
j=j0
(j + j+1)f(k, `, j)
≤ const. + 2
∞∑
j=j0
1
2j
<∞,
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if we take j0 ≥ N such that j0 ≥ 2k + n2 and j0 ≥ `. Indeed, in this case we have
j · max
`≤j
2k+n
2
≤j
f(k, `, j) ≤ 1
2j
and j+1 · max
`≤j
2k+n
2
≤j
f(k, `, j) ≤ 1
2j
,
both by (3.4.33). But then the absolute convergence of Σ3 is clear as the finitely many terms N ≤
j ≤ j0 − 1 do not change the convergence. 
Collecting the results of the previous lemmas we arrive at the following result:
Proposition 3.4.14 There is a choice of j ∈ (0, 1] such that the approximate solution R˜±U ′(p) satis-
fies in addition to the properties described in Proposition 3.4.5 and Corollary 3.4.6
DR˜±U ′(p) = δp +K
±
U ′(p, · ) (3.4.34)
with some smooth section K±U ′ ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
for p ∈ U ′.
Proof. Indeed, the section K±U ′ is obtained from the computation in (3.4.26) as
K±U ′ =
(
1− χ
(
η
N
))
D(V N−1)R±U ′(2N, · ) + Σ1 + Σ2 + Σ3.
The convergence results on the series Σ1,Σ2, and Σ3 yield K±U ′ ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
as we wanted.
Note that in total, we only have to impose finitely many conditions on each j according to Proposi-
tion 3.4.5, i.), Lemma 3.4.10, the analogue condition from Σ1, and Lemma 3.4.13. 
Remark 3.4.15 (Parametrix) The proposition just says that we have constructed a parametrix
R˜±U ′(p) of D for every p ∈ U ′, see also [31, Sect. 7.1] for more information on parametrices.
In Proposition 3.2.15 we had some estimates for |R±U ′(p)(ϕ)| locally uniform in p. Since R˜±U ′(p) is
build out of the R±U ′(α, p) we can expect a similar feature also for R˜
±
U ′(p). Indeed, this is the case:
For a fixed ϕ ∈ Γ∞0 (E∗
∣∣
U ′) we can view U
′ 3 p 7→ R˜±U ′(p)(ϕ) ∈ E∗p as a section of E∗ defined on
U ′. This section has nice features, it will be smooth again. More precisely, we have the following
statements:
Proposition 3.4.16 Let R˜±U ′(p) be the approximate fundamental solution. Moreover, let k ∈ N0 and
K,L ⊂ U ′ be compact. Then we have:
i.) There is a constant cK,L > 0 such that∣∣∣R˜±U ′(p)(ϕ)∣∣∣ ≤ cK,L pK,n+1(ϕ) (3.4.35)
for all p ∈ L and ϕ ∈ Γ∞K
(
E∗
∣∣
U ′
)
. In particular, the distribution R˜±U ′(p) is of global order
≤ n+ 1.
ii.) The section R˜±U ′( · )(ϕ) of E∗
∣∣
U ′ is smooth for all ϕ ∈ Γ∞0 (E∗
∣∣
U ′).
iii.) There are constants cK,L,k > 0 such that
pL,k(R˜
±
U ′( · )(ϕ)) ≤ cK,L,k pK,k+n+1(ϕ) (3.4.36)
for all ϕ ∈ Γ∞K (E∗
∣∣
U
).
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iv.) The operator
R±U ′ : Γ
∞
0 (E
∗∣∣
U ′) 3 ϕ 7→
(
p 7→ R±U ′(p)(ϕ)
) ∈ Γ∞(E∗∣∣
U ′) (3.4.37)
is continuous in the C∞0 - and C∞-topology.
Proof. Clearly, the estimate (3.4.35) is a particular case of the more general situation in (3.4.36) for
k = 0. Thus fix k ∈ N0. Then we have
R˜±U ′(p) =
N+1∑
j=0
V jp R
±
U ′(2 + 2j, p) +
N+k−1∑
j=N
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p) +
∞∑
j=N+k
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p),
(∗)
and we know that the third contribution converges in the Ck-topology to
fk(p, q) =
∞∑
j=N+k
χ
(
ηp
j
)
(q)V jp (q)R
±
U ′(2 + 2j, p)(q),
which is a section fk ∈ Ck(E∗  E
∣∣
U ′×U ′). Now let ϕ ∈ Γ∞K (E∗
∣∣
U ′) then the pairing of fk with ϕ is
p 7→ fk(p, · )ϕ =
∫
U ′
f(p, q) · ϕ(q) µg(q) =
∫
K
fk(p, q) · ϕ(q) µg(q), (∗∗)
which still yields a Ck-section. In fact, we immediately obtain an estimate of the form
pL,k(fk( · )ϕ) ≤ vol(K) pL×K,k(fk) pK,0(ϕ)
by differentiating into the integral (∗∗), which is legal as the compactly supported integrand is Ck in
p and all first derivatives in p-direction yield still a continuous integrand in p and q. The first and
second contribution in (∗) are slightly more complicated. First we note that the sums are all finite
and each term is of the form Φk(p, · )R±U ′(2 + 2j, p) with a smooth section Φj ∈ Γ∞(E∗  E
∣∣
U ′×U ′).
Thus applying this to a fixed test section ϕ ∈ Γ∞K (E∗
∣∣
U ′) gives by the very definition of the Riesz
distributions the map
p 7→ Φj(p, · )R±U ′(2 + 2j, p)(ϕ) = R±U ′(2 + 2j, p)
(
Φj(p, · )ϕ( · ))
= R±(2 + 2j)
(
%˜p( · ) exp∗p(Φj(p, · )ϕ( · ))
)
. (∗∗∗)
If we want now to estimate the p-dependence we can rely on Lemma 1.3.38: The function (p, q) 7→
%˜p(q) exp
∗
p(Φ
j(p, q)ϕ(q)) is smooth in both variables and has support in U ′×K thanks to the support
condition on ϕ. Thus the lemma applies and yields a smooth function of p. Moreover, we can
differentiate into the application of R±(2 + 2j) and have for the p-derivatives of (∗∗∗)
∂|I|
∂xI
(
p 7→ Φj(p, · )R±U ′(2 + 2j, p)(ϕ)
)
= R±(2 + 2j)
(
∂|I|
∂xI
(
p 7→ Φj(p, · )R±U ′(2 + 2j, p)(ϕ)
))
, (,)
where x are some generic coordinates for the p-variable. Now we know that for j ≥ 0 the Riesz
distribution R±(2 + 2j) is of order ≤ n+ 1. In fact, the order is much less for some j, see also the low
dimensional discussion in Section 3.1.3, but the above estimate on the order will do the job. Thus for
each term we get an estimate of the form
pL,k
(
ΦkR±U ( · )ϕ
)
≤ cjK,L pK,k+n+1(ϕ),
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as we need the n+1 derivatives of ϕ for R±(2+2j) and up to k derivatives from the differentiation and
the chain rule coming from (,). In the constant cjK,L we get contributions of the first k derivatives
of Φj , expp and %˜p as well as from the continuity of R±(2 + 2j). Thus we arrive at finitely many
estimates for the finitely many terms in (∗) which can be combined into (3.4.36). This shows the
third part. But then the fourth part is clear as well. 
Remark 3.4.17 The estimate in (3.4.36) also shows that we can apply the operator R˜±U ′ to less
regular sections than smooth ones. In fact, R˜±U ′ extends to a well-defined continuous linear operator
R˜±U ′ : Γ
k+n+1
0 (E
∗∣∣
U ′) −→ Γk(E∗
∣∣
U ′) (3.4.38)
for all k ≥ 0 with respect to the Ck+n+10 - and Ck-topology, respectively. This will sometimes be a
useful extension.
The last features we will need are some support properties of the “defect” K±U ′ of R˜
±
U ′ being a
fundamental solution.
Lemma 3.4.18 The smooth section K±U ′ ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
satisfies
(p, q) ∈ suppK±U ′ ⊆ U ′ × U ′ =⇒ q ∈ J±U ′(p). (3.4.39)
Proof. Assume that K±U ′(p, q) is non-zero. From
K±U ′(p, q) =
(
1− χ
(
ηp(q)
j
))
D
(
V N−1p R
±
U ′(2N, p)
)
(q) + Σ1(p, q) + Σ2(p, q) + Σ3(p, q)
and the fact that each series Σ1,Σ2,Σ3 has only terms involving R±U ′(2 + 2j, p)(q), to have a non-zero
contribution we necessarily need q ∈ J±U ′(p). Thus K±U ′(p, q) 6= 0 implies q ∈ J±U ′(p). Since the support
of K±U ′ is the closure of all those point with K
±
U ′(p, q) 6= 0 it is contained in the closure of those points
(p, q) ∈ U ′×U ′ with q ∈ J±U ′(p), all closures taken with respect to U ′×U ′. Since U ′ is assumed to be
geodesically convex, one can show that the causal relation
J±U ′ =
{
(p, q) ∈ U ′ × U ′ ∣∣ q ∈ J±U ′(p)} ⊆ U ′ × U ′
is actually closed. Note that this is a stronger statement than all J±U ′(p) being closed in U
′, see
e.g. [45, Prop. 2.10] or [46, Lemma 2 in Chap. 14]. But then (3.4.39) follows at once. 
Remark 3.4.19 (Future and past stretched subsets) A subset S ⊆ U ′ × U ′ with the feature
that (p, q) ∈ S implies q ∈ J±U ′(p) is also called future or past stretched, respectively. Thus the
support of K±U ′ is future and past stretched with respect to U
′, respectively.
We are now in the position to collect all the features of the approximate fundamental solution
R˜±U ′ we shall need in the following:
Theorem 3.4.20 (Approximate fundamental solution) Let U ′ ⊆M be geodesically convex and
let V j ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
be the Hadamard coefficients with respect to the normally hyperbolic
operator D ∈ DiffOp2(E). Then there exists a sequence j ∈ (0, 1] for j ≥ N > n2 such that
R˜±U ′(p) =
N−1∑
j=0
V jp R
±
U ′(2 + 2j, p) +
∞∑
j=N
χ
(
ηp
j
)
V jp R
±
U ′(2 + 2j, p) (3.4.40)
converges in the weak∗ topology to a distribution R˜±U ′(p) ∈ Γ−∞
(
E
∣∣
U ′
)⊗ E∗p with the following prop-
erties:
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i.) For the support and singular support we have
supp R˜±U ′(p) ⊆ J±U ′(p), (3.4.41)
sing supp R˜±U ′(p) ⊆ C±U ′(p). (3.4.42)
ii.) We have
DR˜±U ′(p) = δp +K
±
U ′(p, · ) (3.4.43)
with a smooth section K±U ′ ∈ Γ∞
(
E∗  E
∣∣
U ′×U ′
)
.
iii.) The support of K+U ′ is future stretched and the support of K
−
U ′ is past stretched.
iv.) For a test section ϕ ∈ Γ∞0
(
E∗
∣∣
U ′
)
the section p 7→ R˜±U ′(p)(ϕ) is smooth.
v.) For compact subsets K,L ⊆ U ′ there exist constants cK,L > 0 such that∣∣∣R˜±U ′(p)(ϕ)∣∣∣ ≤ cK,L pK,n+1(ϕ) (3.4.44)
for all p ∈ L and ϕ ∈ Γ∞K
(
E∗
∣∣
U ′
)
. In particular, for the global order of R˜±U ′(p) we have
ord
(
R˜±U ′(p)
)
≤ n+ 1. (3.4.45)
3.4.2 Construction of the Local Fundamental Solution
Having a (well-behaved) parametrix to a differential operator there is a more or less standard proce-
dure of how one can obtain a fundamental solution from it. Roughly speaking, the defect in having
a fundamental solution is so small that one can use a geometric series to resolve this problem.
We will choose now an open subset U ⊆ U ′ such that
U cl ⊆ U ′ (3.4.46)
is compact. Later on, we will need additional properties of U but for the time being the com-
pactness of U cl will suffice. Then we consider the following integral operator build out of K±U ′ ∈
Γ∞
(
E∗  E
∣∣
U ′×U ′
)
. Let ϕ be a section of E∗ defined at least on U cl then we can naturally pair
K±U ′(p, q) · ϕ(q) and integrate. This gives(
K±Uϕ
)
(p) =
∫
Ucl
K±U ′(p, q) · ϕ(q) µg(q). (3.4.47)
Depending on the properties of ϕ the integral will be well-defined and yields a rather nice section of
E∗ defined on U ′. One rather general scenario is the following:
Definition 3.4.21 With respect to some auxiliary positive fiber metric on E∗ we define
Γb
(
E∗
∣∣
U
)
=
{
ϕ : U −→ E∗ ∣∣ ϕ(q) ∈ E∗q and ϕ is bounded and measurable} . (3.4.48)
Here the fiber metric is used to define a norm on each fiber. With respect to these norms we want
ϕ to be bounded over U . The following technical lemma is well-known and obtained in a completely
standard way:
Lemma 3.4.22 (The Banach space Γb
(
E∗
∣∣
U
)
) Let U ⊆M be open with compact closure.
i.) The definition of Γb
(
E∗
∣∣
U
)
does not depend on the auxiliary smooth fiber metric.
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ii.) The vector space Γb
(
E∗
∣∣
U
)
becomes a Banach space via the norm
pU,0(ϕ) = sup
q∈U
‖ϕ(q)‖E∗q . (3.4.49)
iii.) Different choices of positive fiber metrics on E∗ yield equivalent Banach norms (3.4.49).
iv.) The restriction map
Γk(E∗) 3 ϕ 7→ ϕ∣∣
U
∈ Γb(E∗
∣∣
U
) (3.4.50)
is continuous for all k ∈ N0 ∪ {+∞}.
Proof. The measurability of a section is intrinsically defined and refers only to the Borel σ-algebra of
the topological space M . Clearly, the boundedness does not depend on the choice of the fiber metric.
Only the numerical value of the bound depends on this choice. Obviously, (3.4.49) is a norm and
different choices of the fiber metric yield equivalent norms in (3.4.49). This can entirely be copied
from our considerations in Theorem 1.1.5. We have to show completeness of Γb(E∗
∣∣
U
). Thus let
ϕn ∈ Γb(E∗
∣∣
U
) be a Cauchy sequence with respect to pU,0. Then we have uniform convergence of
ϕn(q) −→ ϕ(q) on U cl. Since every ϕn is bounded the limit is bounded as well. Finally, already the
pointwise limit of measurable functions (and hence by local triviality: of sections) is known to be
measurable again, see e.g. [2, Satz X.1.11]. Thus ϕ ∈ Γb
(
E∗
∣∣
U
)
is the desired limit of ϕn. Finally,
if ϕ ∈ Γk(E∗) then ϕ∣∣
U
∈ Γb
(
E∗
∣∣
U
)
since over a compactum U cl any continuous section is bounded
and measurable. Moreover, by elementary features of the supremum we have
pU,0
(
ϕ
∣∣
U
)
= pUcl,0(ϕ),
with our previous definition of the seminorm pK,`. This gives the continuity of (3.4.50). 
We claim that the operator K±U is well-defined on Γb
(
E∗
∣∣
U
)
and maps into the smooth sections
in a continuous manner.
Lemma 3.4.23 Let k ∈ N0 and U ⊆ U ′ open with compact closure U cl ⊆ U ′.
i.) For ϕ ∈ Γb
(
E∗
∣∣
U
)
we have K±Uϕ ∈ Γ∞
(
E∗
∣∣
U ′
)
.
ii.) We have an estimate of the form
pK,k
(
K±Uϕ
) ≤ vol(U cl) pK×Ucl,k(K±U ′) pU,0(ϕ) (3.4.51)
for all ϕ ∈ Γb
(
E∗
∣∣
U
)
and compact K ⊆ U ′.
Proof. We first proof continuity. Thus let p ∈ U ′ be fixed and consider pn −→ p. Since the
integrand K±U (pn, q) · ϕ(q) is bounded by some integrable function, namely by the constant function
pK×Ucl,0(K
±
U ′) pU,0(ϕ) where K is any compactum containing the convergent sequence pn, we can
apply Lebesgue’s dominated convergence and find
lim
n→∞(K
±
Uϕ)(pn) = limn→∞
∫
Ucl
K±U ′(pn, q) · ϕ(q) µg(q)
Lebesgue
=
∫
Ucl
lim
n→∞K
±
U ′(pn, q) · ϕ(q) µg(q)
=
∫
Ucl
K±U ′(p, q) · ϕ(q) µg(q)
= (K±Uϕ)(p),
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which is the continuity of K±Uϕ. By an analogous argument we can also exchange the partial differen-
tiation with the integration yielding a continuous partial derivative
∂
∂xi
K±Uϕ =
∫
Ucl
∂K±U ′(p, q)
∂xi
· ϕ(q) µg(q), (∗)
all with respect to some local trivialization of E∗. Thus K±Uϕ turns out to be C
1 and by induction we
get K±Uϕ ∈ Γ∞
(
E∗
∣∣
U ′
)
. This shows the first part. For the second, we use a local trivialization and
(∗) to obtain
∂|I|
∂xI
(K±Uϕ)
∣∣∣
p
=
∫
Ucl
∂|I|K±U ′
∂xI
(p, q) · ϕ(q) µg(q),
from which we get
pUcl,k(K
±
Uϕ) ≤ sup
p∈Ucl
|I|≤k
∫
Ucl
∥∥∥∥∥∂|I|K±U ′∂xI (p, q)
∥∥∥∥∥ ‖ϕ(q)‖ µg(q)
≤ vol(U cl) pK×Ucl,k(K±U ′) pU,0(ϕ). 
With other words, the integral operator behaves like a convolution integral: the result inherits
the better properties concerning smoothness of both factors under the integral.
The problem is now that the operator K±U is far from being “local”: it changes and typically
enlarges the support strictly. Thus it is slightly tricky to define powers of K±U . However, as we did not
insist on ϕ being continuous at all we can proceed as follows: For ϕ ∈ Γb
(
E∗
∣∣
U
)
the section K±Uϕ is
smooth and defined on the larger open subset U ′. Thus restricting K±Uϕ back to U
cl yields a section
which is clearly measurable and bounded and still smooth on the interior U of U cl. Thus we have
Γb
(
E∗
∣∣
U
) 3 ϕ 7→ K±Uϕ∣∣U ∈ Γb (E∗∣∣U) . (3.4.52)
By some slight abuse of notation we denote the composition ϕ 7→ K±Uϕ 7→ K±Uϕ
∣∣
U
again simply by
K±U .
Lemma 3.4.24 The linear operator
K±U : Γb
(
E∗
∣∣
U
) 3 ϕ 7→ K±Uϕ∣∣U ∈ Γb (E∗∣∣U) (3.4.53)
is continuous with operator norm ∥∥K±U∥∥ ≤ vol(U cl) pUcl×Ucl,0(K±U ′). (3.4.54)
Proof. From Lemma 3.4.23 we know that for all ϕ ∈ Γb
(
E∗
∣∣
U
)
we have
pU,0(K
±
Uϕ) = pUcl,0(K
±
Uϕ) ≤ vol(U cl) pUcl×Ucl,0(K±U ) pU,0(ϕ),
which gives the continuity as well as the estimate on the operator norm (3.4.54). 
Corollary 3.4.25 If the open subset U ⊆ U ′ is sufficiently small in the sense that
vol(U cl) pUcl×Ucl,0(K
±
U ) < 1, (3.4.55)
then the operator
id+K±U : Γb
(
E∗
∣∣
U
) −→ Γb (E∗∣∣U) (3.4.56)
is invertible with continuous inverse given by the absolutely norm-convergent geometric series(
id+K±U
)−1
=
∞∑
j=0
(−K±U )j . (3.4.57)
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Proof. Since the operator norm of K±U is smaller or equal to vol(U
cl) pUcl×Ucl,0(K
±
U ) the statement
follows from general arguments on the geometric series and the fact that bounded operators on a
Banach space form a Banach space themselves with respect to the operator norm. 
Note that since pUcl×Ucl,0(K
±
U ) is only getting smaller for smaller U
cl, there always exists a small
enough U ⊆ U ′ around a given point in U ′.
The idea is now to use the inverse (id+K±U )
−1 to correct the approximate solution R˜±U ′ at least on
some small enough U ⊆ U ′. There are now two problems: the inverse a priori maps into Γb
(
E∗
∣∣
U
)
but we want some smooth section instead of a bounded and measurable one. Moreover, we want to
control the support of the result at least in so far that we get “causal behaviour”.
The first problem is solved by a more careful investigation of the geometric series: indeed the
operator K±U already maps into much nicer sections than just bounded and measurable ones. By
Lemma 3.4.23 they are restrictions of smooth sections on U ′.
The second problem will persist unless we make some additional assumptions on the subset U . It
has to be causal, see Section 2.2.3. We will postpone this investigation to Section 3.4.3.
We start to discuss the smoothness properties. For continuous sections things are still very simple
as there is a good and easy notion of a continuous section over a compact subset. In fact, the
continuous sections over U cl form a closed subspace
Γ0
(
E∗
∣∣
Ucl
) ⊆ Γb (E∗∣∣U) (3.4.58)
with respect to the norm pU,0 = pUcl,0. Clearly, restricting a continuous section ϕ ∈ Γ0
(
E∗
∣∣
U ′
)
to
U cl yields ϕ
∣∣
Ucl
∈ Γ0 (E∗∣∣
Ucl
)
. From Lemma 3.4.23, i.) we obtain
K±U : Γ
0
(
E∗
∣∣
Ucl
) −→ Γ0 (E∗∣∣
Ucl
)
(3.4.59)
in a continuous way. Moreover, the operator norm estimate (3.4.54) for the restriction (3.4.59) of
K±U to continuous sections is still valid. Since Γ
0
(
E∗
∣∣
Ucl
)
is a Banach space by its own, we get a
continuous invertible operator(
id+K±U
)−1
=
∞∑
j=0
(−K±U )j : Γ0
(
E∗
∣∣
Ucl
) −→ Γ0 (E∗∣∣
Ucl
)
(3.4.60)
with absolutely norm-convergent geometric series analogously to Corollary 3.4.25.
In order to control the smoothness properties of the inverse of id+K±U we introduce the following
subspaces of Γ0
(
E∗
∣∣
Ucl
)
. The tricky point is to define smoothness on a closed subset U cl instead of
an open one in such a way that we still get a good functional space.
Definition 3.4.26 (The space Γk
(
E∗
∣∣
Ucl
)
) Let k ∈ N0, then a section ϕ ∈ Γ0
(
E∗
∣∣
Ucl
)
is called
Ck on U cl if it can be approximated by sections ϕn
∣∣
Ucl
, with ϕn ∈ Γk
(
E∗
∣∣
Un
)
with respect to the norm
pUcl,k, where Un ⊇ U cl is open. The set of all such section is denoted by
Γk
(
E∗
∣∣
Ucl
)
=
{
ϕ ∈ Γ0 (E∗∣∣
Ucl
) ∣∣∣ ϕ is Ck} . (3.4.61)
Remark 3.4.27 For sections in Γ0
(
E∗
∣∣
Ucl
)
which are Ck in U and have bounded derivatives the
seminorm pUcl,k is actually a norm with pUcl,0 ≤ pUcl,k. We obtain a norm topology on the subset of
sections ϕ ∈ Γ0 (E∗∣∣
Ucl
)
which are restrictions of Ck-sections defined on an (arbitrarily small) open
neighborhood of U cl. By definition, Γk
(
E∗
∣∣
Ucl
)
is the Banach space completion of these sections.
Note however that for ϕ ∈ Γk (E∗∣∣
Ucl
)
it is not clear whether there is a section ϕ˜ ∈ Γk (E∗∣∣
U˜
)
with
ϕ = ϕ˜
∣∣
Ucl
(3.4.62)
for some open U˜ ⊇ U cl. In fact, the existence of such a Ck-section ϕ˜ depends very much of the form
of the boundary ∂U cl of U cl which can be very “wild”.
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Though this is a difficult question in general, we shall not be bothered by it too much as in the end
we are only interested in ϕ
∣∣
U
for ϕ ∈ Γk (E∗∣∣
Ucl
)
which is Ck on U . In fact, we have that
Γk
(
E∗
∣∣
Ucl
) 3 ϕ 7→ ϕ∣∣
U
∈ Γk (E∗∣∣
U
)
(3.4.63)
is a continuous injective linear map with
pK,k(ϕ) ≤ pUcl,k(ϕ) (3.4.64)
for all compact K ⊆ U cl. This is obvious. Note however, that in general (3.4.63) is far from being
surjective.
Remark 3.4.28 Let D ∈ DiffOpk(E∗) be a differential operator of order k and ` ≥ k. Then there is
a canonical extension of D
∣∣
U
to Γ`(E∗
∣∣
Ucl
) such that for ϕ ∈ Γ` (E∗∣∣
Ucl
)
we have Dϕ ∈ Γ`−k (E∗∣∣
Ucl
)
and
D : Γ`
(
E∗
∣∣
Ucl
) −→ Γ`−k (E∗∣∣
Ucl
)
(3.4.65)
is continuous. Indeed, let ϕ˜ ∈ Γ` (E∗∣∣
U˜
)
then pUcl,`−k(Dϕ˜) ≤ cpUcl,k(ϕ˜) for some c > 0 depending
on D by Theorem 1.2.8. Since the restrictions of such ϕ˜ to U cl form a dense set in the Banach space
Γ`
(
E∗
∣∣
Ucl
)
we obtain the result.
Lemma 3.4.29 The operator K±U : Γ
0
(
E∗
∣∣
Ucl
) −→ Γ0 (E∗∣∣
Ucl
)
restricts to a continuous linear oper-
ator
K±U : Γ
k
(
E∗
∣∣
Ucl
) −→ Γk (E∗∣∣
Ucl
)
(3.4.66)
for all k ∈ N0 whose image are restrictions of smooth sections of E∗ defined on U ′. The operator
norm of (3.4.66) is bounded by ∥∥K±U∥∥ ≤ vol(U cl) pUcl×Ucl,k(K±U ′). (3.4.67)
Proof. Since Γk
(
E∗
∣∣
Ucl
) ⊆ Γ0 (E∗∣∣
Ucl
) ⊆ Γb (E∗∣∣Ucl) we can use Lemma 3.4.23 to get the estimate
pUcl,k(K
±
Uϕ) ≤ vol(U cl) pUcl×Ucl,k(K±U ′) pUcl,0(ϕ)
and K±Uϕ ∈ Γ∞
(
E∗
∣∣
U ′
)
. Since in general pUcl,0(ϕ) ≤ pUcl,k(ϕ) for ϕ ∈ Γk
(
E∗
∣∣
Ucl
)
we have the
continuity and also the estimate for the operator norm of K±U as in (3.4.67). 
If we want to repeat the argument of invertibility of K±U : Γ
k
(
E∗
∣∣
Ucl
) −→ Γk (E∗∣∣
Ucl
)
we face
the following problem: for a fixed k we can certainly shrink U in such a way that the operator norm
(3.4.67) becomes less than one, but as we are interested in all k ∈ N the countable intersection of all
shrinkings of U might be empty. Thus we have to proceed differently. The idea is that we influence
the numerical value of the operator norm of K±U by passing to a different but equivalent Banach norm
for Γk
(
E∗
∣∣
Ucl
)
.
Lemma 3.4.30 Let U ⊆ U ′ be small enough such that
δ = vol(U cl) pUcl×Ucl,0(K
±
U ) < 1, (3.4.68)
and let k ∈ N0. Then
p˜Ucl,k(ϕ) = pUcl,0(ϕ) +
1− δ
2 vol(U cl) pUcl×Ucl,k(K
±
U ′) + 1
pUcl,k(ϕ) (3.4.69)
defines a norm on Γk
(
E∗
∣∣
Ucl
) ⊆ Γ0 (E∗∣∣
Ucl
)
which is equivalent to pUcl,k. With respect to this Banach
norm the operator K±U has operator norm∥∥K±U∥∥˜ ≤ 1 + δ2 < 1. (3.4.70)
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Proof. We know that 1 − δ > 0 by assumption. Thus it is an easy task to see that the two norms
p˜Ucl,k and pUcl,k are equivalent, since pUcl,0(ϕ) ≤ pUcl,k(ϕ) as well as pUcl,0(ϕ) < p˜Ucl,k(ϕ). Moreover,
by (3.4.67) we have for the operator norm of K±U the following estimate
p˜Ucl,k(K
±
Uϕ) = pUcl,0(K
±
Uϕ) +
1− δ
2 vol(U cl) pUcl×Ucl,k(K
±
U ′) + 1
pUcl,k(K
±
Uϕ)
≤ δ pUcl,0(ϕ) +
1− δ
2 vol(U cl) pUcl×Ucl,k(K
±
U ′) + 1
vol(U cl) pUcl×Ucl(K
±
U ′) pUcl,0(ϕ)
≤
(
δ +
1− δ
2
)
pUcl,0(ϕ)
≤ 1 + δ
2
p˜Ucl,k(ϕ)
for ϕ ∈ Γk (E∗∣∣
Ucl
)
. Since 0 ≤ δ < 1 by assumption (3.4.68) we conclude 1+δ2 < 1 as desired. 
Corollary 3.4.31 Let k ∈ N0. Then the operator
id+K±U : Γ
k
(
E∗
∣∣
Ucl
) −→ Γk (E∗∣∣
Ucl
)
(3.4.71)
is linear, continuous, and bijective with continuous inverse given by the absolutely norm-convergent
series (
id+K±U
)−1
=
∞∑
j=0
(−K±U)j . (3.4.72)
Proof. This is now obvious by the lemma. 
We shall now compute the inverse of id+K±U slightly more explicit: in fact, it is again an integral
operator with a nice kernel. The j-th power of K±U is explicitly given by(
(K±U )
jϕ
)
(p) =
∫
Ucl
K±U ′(p, z1)
(
(K±U )
j−1ϕ
)
(z1) µg(z1)
=
∫
Ucl
· · ·
∫
Ucl
K±U ′(p, z1) · · ·K±U ′(zj−1, zj)ϕ(zj) µg(z1) · · ·µg(zj)
=
∫
Ucl
(∫
Ucl
· · ·
∫
Ucl
K±U ′(p, z1) · · ·K±U ′(zj−1, q) µg(z1) · · ·µg(zj−1)
)
ϕ(q) µg(q)
(3.4.73)
by Fubini’s theorem. Thus (K±U )
j has again a nice kernel given by
K
±(j)
U (p, q) =
∫
Ucl
· · ·
∫
Ucl
K±U ′(p, z1) · · ·K±U ′(zj−1, q) µg(z1) · · ·µg(zj−1). (3.4.74)
For this kernel we have the following properties:
Lemma 3.4.32 Let j ∈ N. Then the j-th power of K±U has again a smooth integral kernel K±(j)U ′ ∈
Γ∞
(
E∗  E
∣∣
U ′×U ′
)
explicitly given by
K
±(j)
U (p, q) =
∫
Ucl
· · ·
∫
Ucl
K±U ′(p, z1) · · ·K±U ′(zj−1, q) µg(z1) · · ·µg(zj−1), (3.4.75)
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satisfying the estimate
pK×K,k
(
K
±(j)
U ′
)
≤ vol(U cl) p(K∪Ucl)×(K∪Ucl),k(K±U ′)δj−2, (3.4.76)
with δ as in (3.4.68) where K ⊆ U ′ is compact.
Proof. The above computation (3.4.73) shows that (3.4.75) is indeed the kernel of (K±U )
j : Γ0
(
E∗
∣∣
Ucl
) −→
Γ0
(
E∗
∣∣
Ucl
)
. From the explicit formula (3.4.75) and an argument analogous to the one in the proof
of Lemma 3.4.23 we see that K±(j)U has a continuation for all (p, q) ∈ U ′ × U ′ to a smooth section by
the very same expression (3.4.75). Moreover, we can differentiate K±(j)U by differentiating under the
integral. This yields
pK×K,k
(
K
±(j)
U
)
≤
∫
Ucl
· · ·
∫
Ucl
pK×Ucl,k(K
±
U ′) pUcl×Ucl,0(K
±
U ′) · · · pUcl×Ucl,0(K±U ′)︸ ︷︷ ︸
j−1 times
pUcl×K,k(K
±
U ′) µg(z1) · · ·µg(zj−1)
≤ vol(U cl)j−1 pUcl×Ucl,0(K±U ′)j−2 p(K∪Ucl)×(K∪Ucl),l(K±U ′)2
= vol(U cl)δj−2 p(K∪Ucl)×(K∪Ucl),l(K
±
U ′)
2,
since only the first and last K±U ′ in (3.4.75) depend on the points p, q ∈ K ⊆ U ′ which are used
for differentiation in pK×K,k. Thanks to the factorization of the variables, we do not get extra (k-
dependent) constants from the Leibniz rule. Thus (3.4.76) follows. 
Corollary 3.4.33 The operator (id+K±U )
−1 ◦K±U has a smooth kernel explicitly given by the series∑∞
j=1(−1)j−1K±(j)U ′ , which converges in the C∞-topology of Γ∞
(
E∗  E
∣∣
U ′×U ′
)
.
Proof. By the lemma, each K±(j)U ′ is smooth on U
′×U ′. Moreover, with respect to a given seminorm
pK×K,k, the above series converges since δ < 1 by assumption on U cl. This shows that the series∑∞
j=1(−1)j−1K±(j)U ′ converges (even absolutely) with respect to pK×K,k. Since K ⊆ U ′ and k ∈ N0
are arbitrary, we have C∞-convergence. Clearly, when restricting to U cl×U cl, the series is the kernel
of
(
id+K±U
)−1 ◦K±U . 
Lemma 3.4.34 Let ϕ ∈ Γ∞ (E∗∣∣
U ′
)
be smooth. Then
(
id+K±U
)−1 (
ϕ
∣∣
Ucl
)
is in Γk
(
E∗
∣∣
Ucl
)
for all
k ∈ N0. Moreover, (
id+K±U
)−1 (
ϕ
∣∣
Ucl
) ∣∣∣
U
∈ Γ∞ (E∗∣∣
U
)
(3.4.77)
and the map
Γ∞
(
E∗
∣∣
U ′
) 3 ϕ 7→ (id+K±U)−1 (ϕ∣∣Ucl) ∣∣∣U ∈ Γ∞ (E∗∣∣U) (3.4.78)
is continuous. The image is even in the subset of those smooth sections on U which are restrictions
of smooth sections of E∗ on U ′.
Proof. First we note that ϕ
∣∣
Ucl
∈ Γk (E∗∣∣
Ucl
)
by the very definition as in Definition 3.4.26. Moreover,
since
pUcl,k
(
ϕ
∣∣
Ucl
)
= pUcl,k(ϕ),
the restriction map is a continuous map
Γ∞(E∗
∣∣
U ′) −→ Γk(E∗
∣∣
Ucl
)
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for any k ∈ N0. Now
(
id+K±U
)−1
(ϕ
∣∣
Ucl
) ∈ Γk(E∗∣∣
Ucl
) by Corollary 3.4.31 and applying
(
id+K±U
)−1
is again continuous. Finally, restricting a section in Γk
(
E∗
∣∣
Ucl
)
to U gives a Ck-section in the usual
sense by (3.4.63) in Remark 3.4.27. Moreover, this restriction is again continuous whence finally
Γ∞
(
E∗
∣∣
U ′
) 3 ϕ 7→ (id+K±U)−1 (ϕ∣∣Ucl) ∣∣∣U ∈ Γk (E∗∣∣U)
is continuous for all k ∈ N0. In particular, it follows that
(
id+K±U
)−1 (
ϕ
∣∣
Ucl
) ∣∣∣
U
∈ Γ∞ (E∗∣∣
U
)
. Since
the inverse is given by the geometric series we see that(
id+K±U
)−1 (
ϕ
∣∣
Ucl
)
= ϕ
∣∣
Ucl
−
((
id+K±U
)−1 ◦K±U) (ϕ∣∣Ucl) .
Now ϕ
∣∣
Ucl
is the restriction of the smooth section ϕ on U ′ to U cl. Also the operator (id+K±U )
−1 ◦
K±U has a smooth integral kernel defined even on U
′ × U ′ by Corollary 3.4.31. Hence the result((
id+K±U
)−1 ◦K±U) (ϕ∣∣Ucl) can also be viewed as the smooth section
((
id+K±U
)−1 ◦K±U) (ϕ∣∣Ucl) (p) = ∫
Ucl
 ∞∑
j=1
(−1)j−1K±(j)U (p, q)
ϕ(q) µg(q), (∗)
defined even for p ∈ U ′. Since the kernel of (∗) is smooth it follows easily that(
id+K±U
)−1 ◦K±U : Γk (E∗∣∣Ucl) −→ Γ∞ (E∗∣∣U ′)
is a continuous linear map: this can be done analogously to the argument in Lemma 3.4.23 where we
only have to replaceK±U by the smooth kernel of (∗) in (3.4.51). This shows that
((
id+K±U
)−1 ◦K±U) (ϕ∣∣Ucl) ∈
Γ∞
(
E∗
∣∣
U ′
)
and hence (3.4.78). Moreover, the composition of all the involved maps including the last
restriction to U are continuous. Thus (3.4.78) is continuous as well. 
Note that
(
id+K±U
)−1 is defined even on U ′ via the integral formula. But here it is no longer the
inverse of the operator id+K±U .
We can now use the inverse of id+K±U to build a true fundamental solution as follows:
Definition 3.4.35 (Local fundamental solution) Let U ′ ⊆M be geodesically convex and U ⊆ U ′
be open with compact closure U cl ⊆ U ′ such that the volume of U cl is small enough. For p ∈ U we
define
F±U (p) : Γ
∞
0
(
E∗
∣∣
U
) 3 ϕ 7→ (id+K±U)−1 (R˜±U ( · )(ϕ)) ∣∣∣
p
∈ E∗p . (3.4.79)
Theorem 3.4.36 (Local fundamental solution) Let U ′ ⊆ M be geodesically convex and let U ⊆
U ′ be open with compact closure U cl ⊆ U ′ such that the volume of U cl is small enough. Then for
p ∈ U the map
F±U (p) : Γ
∞
0
(
E∗
∣∣
U
) −→ E∗p (3.4.80)
is a local fundamental solution of D at p such that for every ϕ ∈ Γ∞0
(
E∗
∣∣
U
)
F±U ( · )ϕ : p 7→ F±U (p)(ϕ) (3.4.81)
is a smooth section of E∗ over U . In fact,
F±U : Γ
∞
0
(
E∗
∣∣
U
) 3 ϕ 7→ F±U ( · )(ϕ) ∈ Γ∞ (E∗∣∣U) (3.4.82)
is a continuous linear map.
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Proof. From Theorem 3.4.20, iv.) we know that R˜±U ′( · )(ϕ) defines a smooth section of E∗ over U ′.
By Proposition 3.4.16 we know that R˜±U ′ : Γ
∞
0 (E
∗∣∣
U ′) 3 ϕ 7→ R˜±U ′( · )ϕ ∈ Γ∞(E∗
∣∣
U ′) is continuous in
the C∞0 - and C∞-topology, respectively. By Lemma 3.4.34, also the map
Γ∞
(
E∗
∣∣
U ′
) 3 ϕ 7→ (id+K±U)−1 (ϕ∣∣Ucl) ∣∣∣U ∈ Γ∞ (E∗∣∣U)
is continuous, whence it follows that (3.4.82) is continuous and linear. This also implies (3.4.81).
Thus it remains to shows that F±U (p) is indeed a fundamental solution of D at p. We compute(
DF±U (p)
)
(ϕ) = F±U (p)(D
Tϕ)
=
((
id+K±U
)−1 (
R˜±U ( · )(DTϕ)
)) ∣∣∣
p
=
((
id+K±U
)−1 ((
DR˜±U ( · )
)
(ϕ)
)) ∣∣∣
p
=
((
id+K±U
)−1
(ϕ+K±Uϕ)
) ∣∣∣
p
= ϕ(p)
by (3.4.34). But this is precisely the defining property of a fundamental solution. 
Corollary 3.4.37 Let D ∈ DiffOp2(E) be a normally hyperbolic differential operator. Then every
point in M has a small neighborhood U ⊆ M such that on U we have a fundamental solution F±U (p)
for all p ∈ U , i.e.
DF±U (p) = δp, (3.4.83)
and such that the linear map
F±U : Γ
∞
0
(
E
∣∣
U
) 3 ϕ 7→ ( p 7→ F±U (p)(ϕ)) ∈ Γ∞ (E∣∣U) (3.4.84)
is continuous.
3.4.3 Causal Properties of F±U
The construction of the integral operator K±U and the invertibility of id+K
±
U works for arbitrary
small enough U ⊆ U ′. However, since K±U is non-local the nice support properties of R˜±U ′ are typically
destroyed. To guarantee good causal behaviour we need to put some extra conditions on U .
Remark 3.4.38 Let U ⊆ U ′ be causal, i.e. for p, q ∈ U cl ⊆ U ′ we have J±U ′(p, q) ⊆ U cl and the
diamond is compact. Then U cl is causally compatible with U ′. Indeed, if say q ∈ J+U ′(p) then we can
join p and q by a unique future directed geodesic which is entirely in J+U ′(p, q). Thus this curve is also
entirely in U cl whence q ∈ J+
Ucl
(p) proving that U cl is causally compatible with U ′.
In the following, we assume that U ⊆ U ′ is in addition a causal subset. As a first consequence we
have
J±
Ucl
(p) = J±U ′(p) ∩ U cl (3.4.85)
for p ∈ U cl.
Lemma 3.4.39 Let U ⊆ U ′ be in addition causal. Then for ϕ ∈ Γ0 (E∗∣∣
Ucl
)
we have
supp(K±Uϕ) ⊆ J∓Ucl(suppϕ). (3.4.86)
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suppϕ
suppϕ
p
p
J+U ′(p)
J+U ′(p)
J−U ′(suppϕ)
J−U ′(suppϕ)
(K+U ′ϕ)(p) = 0
(K+U ′ϕ)(p) 6= 0
Figure 3.7: The relation between the supports in the proof of Lemma 3.4.39.
Proof. We know that (p, q) ∈ suppK±U ′ implies q ∈ J±U ′(p) by Lemma 3.4.18. Thus for p ∈ U cl and(
K±Uϕ
)
(p) =
∫
Ucl
K±U ′(p, q) · ϕ(q) µg(q)
we get (K±Uϕ)(p) = 0 if the integrand vanishes identically. But if K
±
U ′(p, q) · ϕ(q) 6= 0 for some (p, q)
then on one hand q ∈ J±U ′(p) by the support features of K±U ′(p, q) and q ∈ suppϕ on the other hand.
Thus q ∈ J±U ′(p) ∩ suppϕ follows. We conclude that necessarily (K±Uϕ)(p) = 0 if J±U ′(p) ∩ suppϕ = ∅.
From this we conclude
supp(K±Uϕ) ⊆ J∓U ′(suppϕ) ∩ U cl = J∓Ucl(suppϕ)
see also Figure 3.7. 
To compute the support of
(
id+K±U
)−1
ϕ one may have the idea that with (3.4.86) also the finite
powers of K±U have the property (3.4.86). This is indeed correct as by induction and (3.4.86)
supp
(
(K±U )
jϕ
) ⊆ J∓U (supp ((K±U )j−1ϕ)) ⊆ J∓U (J∓U · · · J∓U (suppϕ)) = J∓U (suppϕ), (3.4.87)
since clearly J∓U (A) = J
∓
U (J
∓
U (A)) for arbitrary A ⊆ U . However, taking the geometric series for(
id+K±U
)−1 would require to take the closure of the union of countably many closed subsets of
J∓U (suppϕ). Now J
∓
U (suppϕ) need not be closed at all, even though suppϕ is closed. Thus we can
not conclude by this argument that the support of
(
id+K±U
)−1
ϕ lies in J∓U (suppϕ). However, we
can proceed as follows:
Lemma 3.4.40 For all j ∈ N the supports of the integral kernels K±(j)U ′ of (K±U )j are future respec-
tively past stretched, i.e.
(p, q) ∈ suppK±(j)J ′ ⊆ U ′ × U ′ =⇒ q ∈ J±U ′(p). (3.4.88)
Moreover, the support of the integral kernel of (id+K±U )
−1◦K±U is also future respectively past stretched.
Proof. Assume thatK±(j)U ′ (p, q) 6= 0. Then the integrand in (3.4.75) can not be identically zero whence
there have to be z1, . . . , zj−1 ∈ U cl with z1 ∈ J±U ′(p), . . . , zj−1 ∈ J±U ′(zj−2), q ∈ J±U ′(zj−1). But this
means q ∈ J±U ′(p) proving (3.4.88) with the same closure argument as in the proof of Lemma 3.4.40.
Now we consider the C∞-convergent sum of the K±(j)U ′ . If
∑∞
j=1(−1)j−1K±(j)U ′ (p, q) 6= 0 for some (p, q)
then at least for one j we have K±(j)U ′ (p, q) 6= 0. Thus q ∈ J±U ′(p) and we can proceed as before. 
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Corollary 3.4.41 For ϕ ∈ Γ0 (E∗∣∣
Ucl
)
we have
supp
((
id+K±U
)−1
ϕ
)
⊆ J∓
Ucl
(suppϕ). (3.4.89)
Proof. Clearly, we have (
id+K±U
)−1
ϕ = ϕ− (id+K±U)−1 ◦K±Uϕ.
With suppϕ ⊆ J∓
Ucl
(suppϕ) and the above lemma the statement follows at once as in Lemma 3.4.39.
Using this property of
(
id+K±U
)−1 for causal U we arrive at the following statement:
Theorem 3.4.42 (Local Green functions) Let U ⊆ U ′ be small enough and causal. Then the
fundamental solutions F±U (p) from Theorem 3.4.36 are advanced and retarded Green functions, i.e.
we have
suppF±U (p) ⊆ J±U (p). (3.4.90)
Proof. Let ϕ ∈ Γ∞0
(
E∗
∣∣
U
)
be a test section. Then
supp
(
F±U ( · )(ϕ)
)
= supp
((
id+K±U
)−1
R˜±U ′( · )(ϕ)
)
⊆ J∓
Ucl
(
R˜±U ′( · )(ϕ)
)
⊆ J∓
Ucl
(
J∓
Ucl
(suppϕ)
)
= J∓
Ucl
(suppϕ), (∗)
since supp R˜±U ′(p)
∣∣
U
⊆ J±
Ucl
(p) whence for suppϕ∩ J±
Ucl
(p) = ∅ we conclude R˜±U ′(p)(ϕ) = 0. Thus p /∈
J∓
Ucl
(suppϕ) implies R˜±U ′(p)(ϕ) = 0. Since for compactly supported ϕ we have a closed J
∓
Ucl
(suppϕ)
by U being causal we conclude that supp R˜±U ′( · )(ϕ) ⊆ J∓Ucl(suppϕ). This shows (∗). Thus if suppϕ∩
J±
Ucl
(p) = ∅ for p ∈ U cl then p /∈ J∓U (suppϕ) and thus p /∈ supp(F±U ( · )(ϕ)) whence F±U (p)(ϕ) = 0
follows. But this implies (3.4.90) as J±
Ucl
(p) is closed thanks to U being causal. 
Since every point in a time-oriented Lorentz manifold has an arbitrarily small causal neighborhood
we finally arrive at the following result:
Corollary 3.4.43 Let D ∈ DiffOp2(E) be normally hyperbolic. Then every point in M has a small
enough causal neighborhood U ⊆ M such that on U we have advanced and retarded Green functions
F±U (p) at p ∈ U , i.e.
DF±(p) = δp (3.4.91)
and
suppF±U (p) ⊆ J±U (p), (3.4.92)
such that in addition
F±U : Γ
∞
0
(
E∗
∣∣
U
) 3 ϕ 7→ (p 7→ F±U (p)(ϕ)) ∈ Γ∞ (E∗∣∣U) (3.4.93)
is a continuous linear map.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
160 3. THE LOCAL THEORY OF WAVE EQUATIONS
3.5 Solving the Wave Equation Locally
In this section we show how the Green functions F±U (p) can be used to obtain solutions to the wave
equation
Du = v (3.5.1)
with a prescribed source term v. The main idea is that a suitable v can be written as a superposition
of δ-functionals. Since F±U (p) solves (3.5.1) for v = δp we get a solution to (3.5.1) for arbitrary v
by taking the corresponding superposition of the fundamental solutions F±U (p). Of course, at the
moment we are restricted to v having compact support in U .
Then we are interested in two extreme cases: for a distributional v we can only expect to obtain
distributions u as solutions. However, if v has good regularity then we can expect u to be regular as
well.
3.5.1 Local Solutions for Distributional Inhomogeneity
Let v ∈ Γ−∞0 (E
∣∣
U
) be a generalized section of E with compact support in U . We want to solve
Du± = v (3.5.2)
with some u± ∈ Γ−∞(E∣∣
U
).
Remark 3.5.1 Since a normally hyperbolic differential operator D describes a wave equation we
expect from physical considerations that a source term v causes propagating waves whence the support
of u± is expected to be non-compact: In fact, the best we can hope for is that in spatial directions the
support stays compact while in time directions we will have non-compact support at least in either
the future or the past. Up to now we are dealing with the local situation U ⊆M where thanks to the
simple geometry those questions are rather harmless. Later on this issue will become more subtle.
Lemma 3.5.2 Let U ⊆ M be a small enough open subset such that the construction of F±U as in
Section 3.4 applies.
i.) The map F±U : Γ
∞
0 (E
∗∣∣
U
) −→ Γ∞(E∗∣∣
U
) induces a linear map
(F±U )
′ : Γ−∞0 (E
∣∣
U
) −→ Γ−∞(E∣∣
U
) (3.5.3)
by dualizing, i.e. for v ∈ Γ−∞0 (E
∣∣
u
) and ϕ ∈ Γ∞0 (E∗
∣∣
U
) one defines(
(F±U )
′(v)
)
(ϕ) = v
(
F±U (ϕ)
)
. (3.5.4)
ii.) The map (F±U )
′ is weak∗ continuous.
iii.) We have
D(F±U )
′(v) = v (3.5.5)
for all v ∈ Γ−∞0 (E
∣∣
U
).
Proof. For the first part we recall that we have the identification
Γ∞0 (E
∗∣∣
U
) 3 ϕ 7→ ϕ⊗ µg ∈ Γ∞0 (E∗
∣∣
U
⊗ |Λtop|T ∗M)
from which we obtain the identification
Γ−∞(E
∣∣
U
) 3 u 7→ (ϕ 7→ u(ϕ⊗ µg)) ∈ Γ∞0 (E∗
∣∣
U
)′. (∗)
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Since tensoring with µg > 0 does not change the supports we can dualize the continuous map
F±U : Γ
∞
0 (E
∗∣∣
U
) −→ Γ∞(E∗∣∣
U
)
to a map
(F±U )
′ : Γ∞(E∗
∣∣
U
)′ −→ Γ∞0 (E∗
∣∣
U
)′. (∗∗)
Using (∗) and the fact that the dual space of all test sections are the compactly supported generalized
sections, see Theorem 1.3.18, we get
Γ−∞0 (E
∣∣
U
)
(∗)−→ Γ∞(E∗∣∣
U
)′
(F±U )
′
−→ Γ∞0 (E∗
∣∣
U
)′
(∗)−→ Γ−∞(E∣∣
U
),
whose composition we denote by (F±U )
′ as well. This is the map (3.5.3). Dualizing yields a weak∗
continuous map in (∗∗). Finally, the identifications (∗) are weak∗ continuous as well, hence it results
in a weak∗ continuous map (3.5.3). Note that in (3.5.4) we have hidden the aspect of the reference
density µg in the pairing of v and F±U (ϕ). This shows the first and second part. For the third part
we unwind the definition of DF±U
′. Let ϕ ∈ Γ∞0 (E∗
∣∣
U
) be a test section and compute(
D
(
(F±U )
′(v)
))
(ϕ) =
(
(F±U )
′(v)
)
(DTϕ)
= v
(
p 7→ F±U (DTϕ)
∣∣
p
)
= v
(
p 7→ (F±U (p))(DTϕ)
)
= v (p 7→ ϕ(p))
= v(ϕ),
using the definition of the dualized map and the feature DF±U (p) = δp. But this means (3.5.5). 
Remark 3.5.3 (Fundamental solutions) We note that in the above proof we have not used any
details of the properties of D or F±U . The only thing we needed was the property that
F±U : Γ
∞
0 (E
∗∣∣
U
) 3 ϕ 7→ (p 7→ F±U (p)(ϕ)) ∈ Γ∞(E∣∣U ) (3.5.6)
is continuous in the C∞0 - and C∞-topology in order to dualize (3.5.6) to a map (3.5.3) and the
fundamental solution property
DF±U (p) = δp (3.5.7)
in order to compute D(F±U )
′(v) as in (3.5.5). Thus the above argument shows one principle usage
of fundamental solutions: they allow to solve the inhomogeneous equations in a distributional sense.
Of course, up to now we have just found on particular solution for each inhomogeneity v but no
uniqueness. In fact, for our wave equations we expect to have many solutions as we expect traveling
waves for trivial inhomogeneity v = 0. Thus we have to specify boundary conditions in order to
get more specific solutions. In order to control the “boundary conditions” in our case, we use the
fundamental solutions F±U (p) as in Theorem 3.4.42, i.e. on a causal U ⊆M .
Lemma 3.5.4 Let U ⊆ M be small enough and causal and let F±U (p) be the corresponding funda-
mental solutions as in Theorem 3.4.42. For v ∈ Γ−∞0 (E
∣∣
U
) we have
supp(F±U )
′(v) ⊂ J±U (supp v). (3.5.8)
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J−U (suppϕ)
suppϕ
J+U (supp v)
supp v
Figure 3.8: The supports of ϕ and v in Lemma 3.5.4.
Proof. We use the causality property suppF±U (p) ⊆ J±U (p) for all p ∈ U of the fundamental solu-
tion. Thus let ϕ ∈ Γ∞0 (E∗
∣∣
U
) be a test section with suppϕ ∩ J±U (supp v) = ∅. We have to show
((F±U )
′(v))(ϕ) = 0 for all such ϕ. We compute
(F±U
′(v))(ϕ) = v
(
F±U (ϕ)
)
= v
(
p 7→ F±U (p)(ϕ)
)
.
From the proof of Theorem 3.4.42 we know that supp(p 7→ F±U (p)(ϕ)) ⊂ J∓Ucl(suppϕ). But suppu ∩
J±U (suppϕ) = ∅ by assumption whence v(p 7→ F±U (p)(ϕ)) = 0 follows, see also Figure 3.8. 
Remark 3.5.5 Even though we do not yet have the uniqueness properties, already at this stage we
see some very nice features familiar from our physically motivated expectations:
i.) Using the solution u+ = (F+U )
′(v) of the inhomogeneous wave equation we see that the influence
of the source term v is only in the future of v. This is a physically reasonable behaviour. The
interpretation is that at some time one switches on a source term, e.g. an oscillating dipole, and
observes emitted waves u+ in the future of v. In particular, the signals emitted by v can not
propagate faster than with light speed. The solution u− is the other extreme which for physical
reasons is not acceptable.
ii.) In the flat situation of the Minkowski spacetime (Rn, η) we can take U = Rn and obtain
F±
Rn
(0) = R±(2) and F±
Rn
(p) is the translated Riesz distribution for arbitrary p ∈ Rn. Then
the construction of the solutions (F±
Rn
)′(v) for a given v is the well-known solution procedure as
known e.g. from electrodynamics [32, 53].
iii.) Of particular interest is the following situation: a charged pointlike particle with charge e moves
along a trajectory t 7→ ~x(t) in Minkowski spacetime with velocity |~v(t)| = |~˙x(t)| < 1. As usual,
we set the speed of light c = 1 by choosing an appropriate unit system. Then the charge density
is %(t, ~x) = eδ~x(t) while the current density is ~j(t, ~x) = e~v(t)δx(t), viewed both as distributions
on the spatial Rn−1 inside Minkowski spacetime. They combine into an Rn-valued distribution
on Rn denoted by j. The corresponding solution A = (F±U )
′(j) of A = j is then known as the
Lienhard-Wiechert potential . It describes the electromagnetic potential of the radiation emitted
by the moving charge, see e.g. [53, Sect. 3.6] or [32, Sect. 14.1].
iv.) From our construction, (F±U )
′ is only defined on the distributional sections with compact support.
However, the example of the moving charge gives an inhomogeneity with non-compact support,
at least in timelike directions: Here only the support in spatial directions is compact for all
times. Thus for physical applications it will be necessary to extend the domain of (F±U )
′ to more
general distributions.
3.5.2 Local Solution for Smooth Inhomogeneity
In a next step we want to discuss the additional properties of the solutions (F±U )
′(v) of the inhomo-
geneous wave equation Du = v for distributional v having some kind of regularity. Of particular
interest is the case where v is actually smooth and hence a test section v ∈ Γ∞0 (E
∣∣
U
).
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To this end we first collect some more specific properties of the operator
(
id+K±U
)−1. It will be
advantageous to consider integral operators with smooth kernel in general. Thus we consider the
following situation: Let U ⊂M be open with U cl compact and let U cl ⊆ U ′ with U ′ open. Moreover,
let K ∈ Γ∞(E∗  E∣∣
U ′×U ′) be a smooth kernel on the larger open subset U
′ × U ′. For sections
ϕ ∈ Γb(E∗
∣∣
U
) we consider the integral operator
(Kϕ)(p) =
∫
Ucl
K(p, q) · ϕ(q) µg(q) (3.5.9)
analogously to (3.4.47), where p ∈ U ′. Repeating the arguments from Lemma 3.4.23 and Lemma 3.4.29
we obtain the following general result:
Lemma 3.5.6 Let U ⊆ U cl ⊆ U ′ with U,U ′ open and U cl compact. For the integral operator K
corresponding to a smooth kernel K ∈ Γ∞(E∗  E∣∣
U ′×U ′) as in (3.5.9) the following statements are
true:
i.) For ϕ ∈ Γb(E∗
∣∣
U
) one has Kϕ ∈ Γk(E∗∣∣
Ucl
) for all k ∈ N0 and Kϕ
∣∣
U
∈ Γ∞(E∗∣∣
U
).
ii.) The maps (all denoted by K)
K : Γb(E
∗∣∣
U
) 3 ϕ 7→ Kϕ ∈ Γk(E∗∣∣
Ucl
) (3.5.10)
and
K : Γb(E
∗∣∣
U
) 3 ϕ 7→ Kϕ∣∣
U
∈ Γ∞(E∗∣∣
U
) (3.5.11)
are continuous. In fact, for k ∈ N0 one even has
pUcl,k(Kϕ) ≤ cpUcl,0(ϕ) (3.5.12)
for some c > 0 depending on k.
Proof. For the first part we can copy the proof of Lemma 3.4.23, i.) and show that (3.5.9) yields a
smooth section Kϕ ∈ Γ∞(E∗∣∣
U ′). Its restriction to U
cl is then in Γk(E∗
∣∣
Ucl
) by the very definition,
see Definition 3.4.26. Moreover, the restriction to the open U is of course still smooth. For the second
part it suffices to show (3.5.11). But clearly
pK,k(Kϕ) ≤ vol(U cl) pK×Ucl,k(K) pUcl,0(ϕ)
as in Lemma 3.4.23, ii.). But then the continuity is clear by the definition of the locally convex and
Banach topologies of Γb(E
∗∣∣
U
), Γk(E∗
∣∣
Ucl
) and Γ∞(E∗
∣∣
U
), respectively. 
We apply this lemma now to the Green functions F±U (p) in the following way.
Lemma 3.5.7 Let U ⊆ U cl ⊆ U ′ ⊆ M be as in Section 3.4 with U small enough and let K±U be the
integral operator from (3.4.47).
i.) For every k ∈ N0 there is a c > 0 such that for ϕ ∈ Γb(E∗
∣∣
U ′) we have
pUcl,k
(((
id+K±U
)−1 ◦K±U) (ϕ)) ≤ cpUcl,0(ϕ). (3.5.13)
ii.) For ϕ ∈ Γk(E∗∣∣
U ′) there is a c˜ > 0 such that
pUcl,k
((
id+K±U
)−1
(ϕ
∣∣
Ucl
)
)
≤ c˜pUcl,k(ϕ). (3.5.14)
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Proof. From Corollary 3.4.33 we know that the operator
(
id+K±U
)−1 ◦ K±U has a smooth kernel in
Γ∞(E∗  E
∣∣
U ′×U ′). Thus the previous Lemma 3.5.6, ii.) applies and (3.5.12) gives (3.5.13). For the
second part we note that(
id+K±U
)−1 (
ϕ
∣∣
Ucl
) ∣∣∣
Ucl
= ϕ
∣∣
Ucl
− (id+K±U)−1 ◦K±U (ϕ)∣∣Ucl ,
as we already argued in the proof of Lemma 3.4.23. But then
pUcl,k
((
id+K±U
)−1 (
ϕ
∣∣
Ucl
))
= pUcl,k
(
ϕ− (id+K±U)−1 ◦K±U (ϕ)) ≤ pUcl,k(ϕ) + cpUcl,0(ϕ)
with c > 0 from (3.5.13). Since pUcl,k(ϕ) ≥ pUcl,0(ϕ) we take c˜ = 1 + c to obtain (3.5.14). 
The importance in the above estimates is that we can control the “loss of derivatives”: the operator(
id+K±U
)−1 is not loosing orders of differentiation while (id+K±U)−1 ◦K±U is even gaining smoothness
in (3.5.13). We combine this now with the properties of R˜±U ′ from Proposition 3.4.16 to obtain the
following property of the operator F±U :
Proposition 3.5.8 Let U ⊆ U cl ⊆ U cl be as before and let F±U =
(
id+K±U
)−1◦R˜±U ′( · ) be the operator
as in Definition 3.4.35. Then for all compacta K ⊆ U and all k ∈ N0 we have a cK,k > 0 such that
pUcl,k(F
±
U (ϕ)) ≤ cK,k pK,k+n+1(ϕ) (3.5.15)
for all ϕ ∈ Γ∞K (E∗
∣∣
U
).
Proof. We know already from the proof of Theorem 3.4.36 that the operator F±U is continuous but
(3.5.15) gives a more precise statement of this. We have by (3.5.14) and (3.4.36)
pUcl,k(F
±
U (ϕ)) = pUcl,k
((
id+K±U
)−1 (
R˜±U ′
)
(ϕ)
)
≤ c˜pUcl,k
(
R˜±U ′(ϕ)
)
≤ c˜ cK,Ucl,k+n+1 pK,k+n+1(ϕ),
which is (3.5.15). 
Corollary 3.5.9 The operator F±U has a continuous extension to an operator
F±U : Γ
k+n+1
0 (E
∗∣∣
U
) −→ Γk(E∗∣∣
U
) (3.5.16)
for all k ≥ 0, and the estimate (3.5.15) also holds for ϕ ∈ Γk+n+1K (E∗
∣∣
U
).
Proof. The estimate (3.5.15) for all compact subsetsK ⊆ U is just the continuity of F±U in the Ck+n+10 -
and Ck-topology. Thus by the usual density argument we have a unique continuous extension (3.5.16)
still obeying the estimate (3.5.15). 
As usual we can also dualize (3.5.16) and get a weak∗ continuous map
(F±U )
′ : Γ−k0 (E
∣∣
U
) −→ Γ−k−n−1(E∣∣
U
), (3.5.17)
again for all k ≥ 0. Recall that by Remark 1.3.8 the topological dual spaces of Γk(E∗∣∣
U
) and Γk0(E∗
∣∣
U
)
can be identified with Γ−k0 (E
∣∣
U
) and Γ−k(E
∣∣
U
), respectively. Note again, that Γ−0(E
∣∣
U
) are not just
the continuous sections Γ0(E
∣∣
U
). The importance of Proposition 3.5.8 and Corollary 3.5.9 is that we
only loose a fixed amount of derivatives under F±U . In this sense the order of the map F
±
U is globally
bounded by n+ 1.
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In general, a continuous operator A : Γ∞0 (E∗) −→ Γ∞(E∗) gives a dual operator A′ : Γ−∞0 (E) −→
Γ−∞(E) as we did this above for A = F±U . Now this operator A
′ does not necessarily map Γ∞0 (E) ⊆
Γ−∞0 (E) into Γ
∞(E) ⊆ Γ−∞(E). For this additional property, A needs to be a “symmetric” operator
for the natural pairing. We will now show this feature for F±U . We consider the following situation.
Let v be a distributional section of E with compact support in U as before but we assume that v is
actually a C`-section with ` ∈ N0. Then for a test section ϕ ∈ Γ∞0 (E∗
∣∣
U
) we have
(F±U )
′(v)(ϕ) = v(F±U (ϕ)) =
∫
U
v(p) · F±U (ϕ)
∣∣
p
µg(p) =
∫
U
v(p) · F±U (p)(ϕ) µg(p), (3.5.18)
according to our convention for the pairing of Γ−∞0 (E
∣∣
U
) and Γ∞(E∗
∣∣
U
). For the Riesz distributions
we already had some symmetry properties as explained in Proposition 3.2.16. Thus the question is
whether we can extend this to F±U as well and move F
±
U to the other side in the natural pairing
(3.5.18). We start with the corresponding symmetry property of R˜±U ′ .
Lemma 3.5.10 Let R˜±U ′ be as before and let k ∈ N0. The for all u ∈ Γk+n+10 (E
∣∣
U ′) we have
i.) R˜±U ′ dualizes to a weak
∗ continuous linear map(
R˜±U ′
)′
: Γ−k0 (E
∣∣
U ′) −→ Γ−k−n−1(E
∣∣
U ′). (3.5.19)
ii.) We have (R˜±U ′)
′(u) ∈ Γk(E∣∣
U ′) explicitly given by((
R˜±U ′
)′
(u)
)
(q) =
∞∑
j=0
(
V˜ jq
)T
R∓U ′(2 + 2j, q)(u), (3.5.20)
where V˜ j = V j for j ≤ N − 1 and V˜ j = V jχ( ηj ) for j ≥ N for abbreviation and
T : Γ∞
(
E∗  E
∣∣
U ′×U ′
)
−→ Γ∞
(
E  E∗
∣∣
U ′×U ′
)
(3.5.21)
is the canonical transposition also flipping the arguments.
Proof. The first part is clear since R˜±U ′ is a continuous linear map
R˜±U ′ : Γ
k+n+1
0 (E
∗∣∣
U
) −→ Γk(E∗∣∣
U
)
by Remark 3.4.17 and the duals are just given by Γ−k−n−1(E
∣∣
U ′) and Γ
−k
0 (E
∣∣
U ′) respectively. Thus
it remains to evaluate (R˜±U ′)
′(u). Since we can interpret u as distributional section of any order we
want, it is sufficient to evaluate the result on smooth test sections ϕ ∈ Γ∞0 (E∗
∣∣
U ′) since they will by
dense in every other test section space Γ`0(E∗
∣∣
U ′). Thus we compute
(R˜±U ′)
′(u)(ϕ) = u
(
R˜±U ′(ϕ)
)
=
∫
U ′
u(p) · R˜±U ′(ϕ)
∣∣
p
µg(p)
=
∫
U ′
u(p) · R˜±U ′(p)(ϕ) µg(p)
=
∫
U ′
u(p) ·
N−1∑
j=0
V jp R
±
U ′(2 + 2j, p)(ϕ) µg(p)
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+
∫
U ′
u(p) ·
 ∞∑
j=N
V jp χ
(
ηp
j
)
R±U ′(2 + 2j, p)(ϕ)
µg(p).
We set V˜ jp = V jp for j ≤ N − 1 and V˜ jp = V jp χ(ηpj ) for j ≥ N to abbreviate the single terms. Then we
have
(R˜±U ′)
′(u)(ϕ) =
N+k−1∑
j=0
∫
U ′
u(p) · V˜ jp R±U ′(2 + 2j, p)(ϕ) µg(p)
+
∞∑
j=N+k
∫
U ′
u(p) ·
∫
U ′
V˜ jp (q)R
±
U ′(2 + 2j, p)(q) · ϕ(q) µg(q)µg(p), (,)
since in the second series we have Ck-convergence by Proposition 3.4.5, ii.) and compact support.
Thus the series can indeed be taken outside the integrals. For the first N + k terms we use Proposi-
tion 3.2.16 in a slightly more general setting: the function
(p, q) 7→ u(p) · V˜ jp (p, q) · ϕ(q)
is compactly supported in U ′ × U ′ but only Ck+n+1 instead of C∞. However, the involved Riesz
distributions are all of order ≤ n + 1 whence we still can apply Proposition 3.2.16, ii.), e.g. by
arguing with the usual density trick. This gives
N+k−1∑
j=0
∫
U ′
R±U ′(2 + 2j, p)
(
q 7→ u(p) · V˜ j(p, q) · ϕ(q)
)
µg(p)
=
N+k−1∑
j=0
∫
U ′
R∓U ′(2 + 2j, q)
(
p 7→ u(p) · V˜ j(p, q)
)
· ϕ(q)) µg(q)
=
N+k−1∑
j=0
∫
U ′
R∓U ′(2 + 2j, q)
(
p 7→ u(p) · V˜ j(p, q)
)
· ϕ(q) µg(q).
Now it is useful to consider the transposition map
T : Γ∞
(
E ∗E∣∣
U ′×U ′
)
−→ Γ∞
(
E  E∗
∣∣
U ′×U ′
)
,
defined in the usual way by exchanging the order of arguments (p, q)↔ (q, p) and the E- and E∗-parts,
respectively. Thus we have
N+k−1∑
j=0
∫
U ′
R∓U ′(2 + 2j, q)
(
p 7→ u(p) · V˜ j(p, q)
)
· ϕ(q) µg(q)
=
N+k−1∑
j=0
∫
U ′
R∓U ′(2 + 2j, q)
(
p 7→ V˜ jT(p, q) · u(p)
)
· ϕ(q) µg(q)
=
N+k−1∑
j=0
∫
U ′
V˜ jTR∓U ′(2 + 2j, · )(u)
∣∣
q
· ϕ(q) µg(q).
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By the smoothness of V˜ jT and Proposition 3.2.15 we conclude that the section
q 7→
∞∑
j=0
(
(V˜ jR∓U ′(2 + 2j, · ))T(u)
)
(q)
is actually a Ck-section of E on U ′ since u is Ck+n+1. It remains to consider the second part of (,).
First we again use Proposition 3.2.16, i.) to move R±U ′(2 + 2j, p) to the other side. Afterwards we
exchange the order of integration and summation back by the same Ck-convergence yielding eventually
∞∑
j=N+k
∫
U ′
∫
U ′
u(p) · V˜ jp (q)R±U ′(2 + 2j, p)(q) · ϕ(q) µg(p)µg(q)
=
∞∑
j=N+k
∫
U ′
∫
U ′
R∓U ′(2 + 2j, q)(p)u(p) · V˜ j(p, q) · ϕ(q) µg(p)µg(q)
=
∫
U ′
ϕ(q) ·
∫
U ′
 ∞∑
j=N+k
(V˜ kq )
TR∓U ′(2 + 2j, q)
 (p) · u(p) µg(p)µg(q).
The series still converges in the Ck-topology as we only switched the labels. Thus the inner integrand
is a Ck-section on U ′×U ′ being paired with a compactly supported Ck+n+1-section u. This gives still
a Ck-section on U ′ which is then paired with the remaining ϕ. We conclude that
(
(R˜±U ′)
′(u)
)
(ϕ) =
∫
U ′
 ∞∑
j=0
(V˜ j)TR∓U ′(2 + 2j, · )(u)
 (q) · ϕ(q) µg(q)
with a Ck-section (
(R˜±U ′)
′(u)
)
(q) =
∞∑
j=0
(V˜ jq )
TR∓U ′(2 + 2j, q)(u)
as claimed. 
Remark 3.5.11 The Riesz distributions R±U ′(α, p) enjoy the symmetry property R
±
U ′(α, p)(q) =
R∓U ′(α, q)(p) as soon as Re(α) > n. For all α ∈ C, the correct analog of this symmetry was ob-
tained in Proposition 3.2.16, ii.). Thus extending the transposition T from smooth to continuous or
even distributional sections we have (
R±U ′
)T
= R∓U ′ (3.5.22)
in the sense of Proposition 3.2.16, ii.). Moreover, since in the series (3.5.20) we have the “same”
coefficients as for the original series defining R˜±U ′ only at flipped points, we get the same sort of
estimates and convergence results. In particular we have(
R˜±U ′
)′
=
(
R˜∓U ′
)T
(3.5.23)
on distributional sections which are at least Cn+1. This allows to efficiently compute
(
R˜±U ′
)′
(u) for
u ∈ Γn+10 (E
∣∣
U ′) by means of the nicely convergent series (3.5.20) or (3.5.23).
Corollary 3.5.12 Let u ∈ Γ∞0 (E
∣∣
U ′) then
(
R˜±U ′
)′
(u) ∈ Γ∞(E∣∣
U ′).
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U ′
p
K
J−U ′(K)
Figure 3.9: The intersection of the future of a point p with the past of a compactum K, all in a
geodesically convex U ′.
Corollary 3.5.13 Let k ∈ N0 ∪{+∞} and u ∈ Γk+n+10 (E
∣∣
U ′). Then the series (3.5.20) converges in
the Ck-topology.
Proof. This follows analogously to the statements for R˜±U ′ as in Proposition 3.4.5: the finitely many
terms with j ≤ N +k− 1 are already Ck by themselves and the remaining sum converges in Ck before
applying to u on U ′ × U ′. Then the integration over p together with the compactly supported u
can be exchanged with the summation by the usual arguments. It gives then the Ck-convergence on
U ′. 
We can use the lemma also to extend R˜±U ′ as well as its dual
(
R˜±U ′
)′
and
(
R˜∓U ′
)T
to some more
general test sections and distributions with not necessarily compact support. We consider the follow-
ing situation: Let K ⊆ U ′ be compact, then the intersection J+U ′(p) ∩ J−U ′(K) is still compact since
U ′ is geodesically convex, see Figure 3.9. In fact, also the intersection J+U ′(L) ∩ J−U ′(K) is compact
for another compactum L ⊆ U ′. Suppose suppϕ ⊆ J−U ′(K) for a test section ϕ ∈ Γk(E∗
∣∣
U ′) with not
necessarily compact support. Then for every j and every p ∈ U ′ the overlap
supp
(
V˜ jp R
+(2 + 2j, p)
)
∩ suppϕ ⊆ suppR+U ′(2 + 2j, p) ∩ suppϕ
⊆ J+U ′(p) ∩ suppϕ
⊆ J+U ′(p) ∩ J−U ′(K)
is compact. Thus V˜ jp R+U ′(2+2j, p)(ϕ) is defined by Proposition 1.3.20 in a non-ambiguous way. By the
same argument, also R˜+U ′(ϕ) is well-defined. Moreover, since for p ∈ L the support of V˜ jp R+(2 + 2j, p)
has still compact overlap with suppϕ we can replace ϕ by some χϕ as in the proof of Proposition 1.3.20
and get the same convergence results of the series
R˜+U ′(p)(ϕ) =
∞∑
j=0
V˜ jp R
+(2 + 2j, p)(ϕ) (3.5.24)
as for compactly supported ϕ. In conclusion, this gives a Ck-convergence if ϕ is of class Ck+n+1 for
all k ∈ N0 ∪ {+∞}. With the same argument, also the series
(
R˜−U ′
)T
converges. Here of course we
need u ∈ Γk+n+1(E∣∣
U ′) with suppu ⊆ J+U ′(K) to make the series
(R˜−U ′)
T(u) =
∞∑
j=0
(V˜ j· )
TR−U ′(2 + 2j, · )(u) (3.5.25)
converge in the Ck-topology. We collect these results in the following lemma:
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Lemma 3.5.14 Let K ⊆ U ′ be compact and k ∈ N0 ∪ {+∞}.
i.) Assume u ∈ Γk+n+1(E∣∣
U ′) has support in J
∓
U ′(K). Then
(R˜∓U ′)
T(u) =
∞∑
j=0
(V˜ j· )
TR∓U ′(2 + 2j, · )(u) (3.5.26)
converges in the Ck-topology.
ii.) Assume ϕ ∈ Γk+n+1(E∗∣∣
U ′) has support in J
∓
U ′(K). Then
R˜±U ′(p)(ϕ) =
∞∑
j=0
V˜ jp R
±(2 + 2j, p)(ϕ) (3.5.27)
converges in the Ck-topology.
We can now study the dual of F±U under the assumption that U ⊂ U cl ⊂ U ′ is causal in order to
have good support properties of the integral operator K±U .
Lemma 3.5.15 Let u ∈ Γ∞0 (E
∣∣
U
). Then
(F±U )
′(u) =
(
R˜∓U
)T(
q 7→ u(q)−
∫
U
u(p) · L±U (p, q) µg(p)
)
(3.5.28)
with L±U being the smooth integral kernel of
(
id+K±U
)−1 ◦K±U . Thus (F±U )′(u) ∈ Γ∞(E∣∣U ).
Proof. For ϕ ∈ Γ∞0 (E∗
∣∣
U
) we have to evaluate the pairing
(F±U )
′(u)(ϕ) = u
(
F±U (ϕ)
)
=
∫
U
u(p) · F±U (ϕ)
∣∣
p
µg(p)
=
∫
U
u(p) · (id+K±U)−1 (R˜±U ( · )(ϕ)) ∣∣∣
p
µg(p)
=
∫
U
u(p)
(
R˜±U (p)(ϕ)−
(
id+K±U
)−1 ◦K±U (R˜±U ( · )(ϕ)) ∣∣∣
p
)
µg(p).
Now
(
id+K±U
)−1◦K±U is again an integral operator whose kernel is smooth and given by the truncated
geometric series as in Corollary 3.4.33. Thus denote its kernel by L±U ∈ Γ∞(E∗  E
∣∣
U ′×U ′), noting
that even though we only integrate over U cl the kernel has a smooth continuation to U ′×U ′. Since we
integrate at least continuous functions and sections over compact sets U cl and U cl×U cl, respectively,
we can exchange the orders of integration and obtain
(F±U )
′(u)(ϕ) =
∫
U
u(p) · R˜±U (ϕ)(p) µg(p)−
∫
U ′
∫
U ′
u(p) · L±U (p, q) · R˜±U (ϕ)(q) µg(q)µg(p)
=
∫
U
(
u(q)−
∫
U
u(p) · L±U (p, q) µg(p)
)
· R˜±U (ϕ)(q) µg(q)
=
∫
U
v(q) · R˜±U (ϕ)(q) µg(q), (∗)
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with
v(q) = u(q)−
∫
U
u(p) · L±U (p, q)µg(p).
Now the second term in v is smooth and has a smooth extension to U ′. The first contribution u is
compactly supported in U and smooth whence it also has a smooth extension to U ′: we conclude
v ∈ Γ∞(E∣∣
U
). We claim that in (∗) we are allowed to move R˜±U from ϕ to v on the other side of the
pairing. Indeed, by the causal properties of L±U according to Lemma 3.4.40 we know
suppL±U ⊆
{
(p, q)
∣∣ q ∈ J+U ′(p)} ⊆ U ′ × U ′.
Thus when restricting to U cl and using that U is causal we see that the integrand u(p) · L±U (p, q) is
possibly non-trivial only for p ∈ supp v and q ∈ J±U ′(p) ∩ U cl = J±Ucl(p). But this is equivalent to
p ∈ J∓
Ucl
(q) and hence the integrand is possibly non-trivial only for suppu ∩ J∓
Ucl
(q) 6= ∅. In other
words, supp
((
id+K±U
)−1 ◦K±U) (u) ⊆ J±Ucl(suppu). Hence supp v ⊆ J±Ucl(suppu). Note that due to
the transposed integration this differs from the considerations for L±U acting on ϕ ∈ Γ∞0 (E∗
∣∣
U
). But
then expanding the series over j in R˜±U (ϕ) we get∫
U
v(q) · R˜±U (ϕ)(q) µg(q) =
∫
U
v(q) ·
∞∑
j=0
V˜ jq R
±
U (2 + 2j, q)(ϕ) µg(q)
=
∞∑
j=0
∫
U
v(q) · V˜ jq R±U (2 + 2j, p)(ϕ) µg(q)
=
∞∑
j=0
∫
U
(
V˜ jp
TR∓U (2 + 2j, p)(v)
)
· ϕ(p) µg(p)
=
∫
U
∞∑
j=0
V˜ jp
TR∓U (2 + 2j, p)(v) · ϕ(p) µg(p)
=
∫
U
(R˜∓U )
T(v)(p) · ϕ(p) µg(p).
Here we used that C0-convergent series can be exchanges with integration over compacta and R±U
can be transposed as in Proposition 3.2.16, ii.) even though v has non-compact support: The main
point is that the overlap of the supports is compact even though supp v ⊆ J±
Ucl
(suppu) typically is
non-compact. But then we know that the series still converges in the C0-topology and can be moved
inside the integral by Lemma 3.5.14. 
Remark 3.5.16 A careful counting of derivatives shows that the operator
(
id+K±U
)−1 does not eat
orders of differentiation and (R˜∓U )
T needs at most n+ 1. Thus we also obtain the statement that
(F±U )
′ : Γk+n+10 (E
∣∣
U
) −→ Γk(E∣∣
U
) (3.5.29)
holds for all k ∈ N0 ∪ {+∞}.
We summarize the result of this section in the following theorem:
Theorem 3.5.17 Let k ∈ N0 ∪ {+∞} and u ∈ Γk+n+10 (E
∣∣
U
. Then (F±U )
′(u), explicitly given by
(3.5.27), is a Ck-section of E
∣∣
U
with
supp(F±U )
′(u) ⊆ J±U (suppu) and D(F±U )′(u) = u. (3.5.30)
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In particular, we have a smooth local solution of the wave equation for a smooth and compactly
supported inhomogeneity.
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Chapter 4
The Global Theory of Geometric Wave
Equations
Since in a time-oriented Lorentz manifold every point has a causal neighborhood we see from the
results in the last chapter that locally we have advanced and retarded fundamental solutions, i.e.
Green functions, for a given normally hyperbolic differential operator. Moreover, we have seen how
these fundamental solutions can be used to construct solutions to the inhomogeneous wave equations
for different kinds of inhomogeneities.
The topic in this chapter is now to globalize these results from the (small) neighborhoods to the
whole Lorentz manifold. Here the global causal structure yields obstructions of various kinds: in
general we will not be able to find global Green functions. Instead, we will need some assumptions
on the global geometry. Here the best situation will be obtained for globally hyperbolic Lorentz
manifolds. On such spacetimes we can then also formulate and solve the Cauchy problem for the
wave equation. This nice solutions theory allows to treat the wave equation essentially as an (infinite-
dimensional) Hamiltonian dynamical system. We will illustrate this point of view by determining the
relevant Poisson algebra of observables.
4.1 Uniqueness Properties of Fundamental Solutions
It will be easier to show uniqueness of fundamental solutions than their actual existence. In the follow-
ing we will provide criteria under which there is at most one advanced and one retarded fundamental
solution. In order to treat a rather general situation we first recall some more refined techniques for
the description of the causal structure.
4.1.1 Time Separation
The time separation function τ on M will be the Lorentz analogue of the Riemannian distance d.
However, in various aspects it behaves quite differently. It will help us to formulate appropriate
conditions on M to ensure uniqueness properties for the fundamental solutions. We recall here its
definition and some of the basic properties.
Definition 4.1.1 (Arc length) Let γ : [a, b] −→M be a (piecewise) C1 curve in a semi-Riemannian
manifold (M, g). Then its arc length is defined by
L(γ) =
∫ b
a
√∣∣gγ(t)(γ˙(t), γ˙(t))∣∣ d t. (4.1.1)
Clearly, the definition makes sense for piecewise C1-curves as well. The following is obvious:
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p
longest causal curve
from p to q
q
I+M (p)
Figure 4.1: The twin paradoxon
Lemma 4.1.2 The arc length of a piecewise C1 curve γ is invariant under monotonous piecewise C1
reparametrization.
Unlike in Riemannian geometry, for different points p and q there may still be curves γ joining p
and q which have arc length 0, namely if γ˙ is timelike. This makes the concept of a “distance” more
complicated. One has the following definition:
Definition 4.1.3 (Time separation) The time separation function τ : M ×M −→ R ∪ {+∞} in
a time-oriented Lorentz manifold (M, g) is defined by
τ(p, q) = sup
{
L(γ)
∣∣ γ is a future directed causal curve from p to q} (4.1.2)
if q ∈ J+M (p) and τ(p, q) = 0 if q /∈ J+M (p).
In contrast to the Riemannian situation where one uses the infimum over all arc lengths of curves
joining p and q to define the Riemannian distance, the time separation τ has some new features: first
it is clear that τ(p, q) = 0 may happen even for p 6= q; this is possible already in Minkowski spacetime.
Moreover, in general τ(p, q) is not a symmetric function as it involves the choice of the time-orientation.
Again, this can easily be seen for Minkowski spacetime and points p 6= q with q ∈ I+M (p). In this case
τ(p, q) is the Minkowski length of the vector ~pq = q−p. The fact that all other future directed causal
curves from p to q are shorter is the mathematical fact underlying the so-called twin paradoxon. In
the more weird examples of Lorentz manifolds it may happen that τ(p, q) = +∞ for some or even
all pairs of points: the Lorentz cylinder from Figure 2.18 is an example. By spiralling around the
cylinder we find a future directed timelike geodesic γ from p to q of arbitrarily big length L(γ). This
already indicates that the points p and q with τ(p, q) = +∞ will be responsible for bad behaviour of
the causal structure.
Recall that a lightlike curve γ from p to q is called maximizing if there is no timelike curve from
p to q. Then we have the following useful Lemma:
Lemma 4.1.4 If there is a causal curve γ from p to q which is not a maximizing lightlike curve then
there also exists a timelike curve from p to q.
The proof can be found e.g. in [46, Thm. 10.51], see also the discussion in [45, Thm. 2.30]. The
geometric meaning of this is illustrated in Figure 4.2. In fact, it can be shown that a maximizing
lightlike curve is, up to reparametrization, a lightlike geodesic without conjugate points between the
endpoints. Moreover, one can show that the timelike curve in the lemma can be chosen arbitrarily
close to the original causal curve γ. Using this lemma one arrives at the following properties of the
time separation:
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p
q
q′
maximizing lightlike geodesic
timelike everywhere
causal, not timelike
but not maximizining
lightlike
Figure 4.2: Illustration for Lemma 4.1.4.
Theorem 4.1.5 (Time separation) Let (M, g) be a time-oriented Lorentz manifold and p, q, r ∈
M .
i.) One has τ(p, q) > 0 iff p q.
ii.) If there exists a timelike closed curve through p then we have τ(p, p) = +∞. Otherwise one has
τ(p, p) = 0.
iii.) If 0 < τ(p, q) < +∞ then τ(q, p) = 0.
iv.) For p ≤ q ≤ r one has a reverse triangle inequality, i.e.
τ(p, q) + τ(q, r) ≤ τ(p, r). (4.1.3)
v.) Suppose p, q ∈ U ⊆ M with an open geodesically convex U . If q ∈ I+U (p) then the geodesic
γ(t) = expp(t exp
−1
p (q)) maximizes the arc length of all causal curves from p to q which are
entirely in U and τU (p, q) =
√
gp(exp
−1
p (q), exp
−1
p (q)).
vi.) The time separation function τ is lower semi continuous, i.e. for convergent sequence pn −→ p
and qn −→ q one has
lim inf
n→∞ τ(pn, qn) = τ(p, q). (4.1.4)
Proof. We only sketch the arguments and refer to [46, Chapter 14] or [45, Sect. 2.5] for details. If
p q then there is a timelike future directed curve γ from p to q. Thus L(γ) > 0 and τ(p, q) ≥ L(γ).
Conversely, suppose τ(p, q) > 0 then there is a causal future directed curve γ from p to q which
cannot be a lightlike curve as for lightlike curves we have arc length 0. By Lemma 4.1.4 we can
deform γ into a timelike curve whence p q follows. This gives the first part. If we have a timelike
closed loop γ through p then clearly L(γ) > 0. Thus winding around more and more often produces
L(γn) = nL(γ) −→ +∞, showing τ(p, p) = +∞. Otherwise, there can be at most a maximizing
lightlike loop through p or p /∈ J+M (p) at all, by Lemma 4.1.4. In both cases L(γ) = 0 for all (possibly
none at all) curves whence τ(p, p) = 0. The third part is clear since 0 < τ(p, q) shows that there is
a timelike curve from p to q and hence p  q. If also τ(q, p) > 0 then also q  p whence we would
obtain a closed timelike loop from p to p with non-trivial length L(γ). Running around this loop n
times and then to q gives a timelike curve from p to q with arc length at least nL(γ) −→ +∞. This
contradicts τ(p, q) <∞, see also Figure 4.3. For the fourth part, let p ≤ q ≤ r be given and let  > 0.
We find future directed causal curves γ1 from p to q and γ2 from q to p with
τ(p, q) < L(γ1) +  and τ(q, r) < L(γ2) + 
by definition of τ as supremum. Since τ(p, r) is clearly not less than L(γ1) + L(γ2) as γ2 after γ1 is
joining p to r, we find
τ(p, r) ≥ L(γ1) + L(γ2) > τ(p, q)− + τ(q, r)− ,
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p q
Figure 4.3: A timelike loop from p to q.
q1
q
p
p1
geodesically convex
γ
p′
Figure 4.4: Illustration for proof of Theorem 4.1.5, vi.).
whence τ(p, r) ≥ τ(p, r)+τ(q, r)−2. Since  > 0 was arbitrary, we get the reverse triangle inequality.
For the fifth part we refer to e.g. [46, Lem. 5.33 and Prop. 5.34]. Using this we can prove the last
part as follows: for τ(p, q) = 0 nothing is to be shown. Thus consider 0 < τ(p, q) < +∞. Now we fix
 > 0. Then we have to find a neighborhood U of p and a neighborhood V of q such that for p′ ∈ U
and q′ ∈ V we have τ(p′, q′) > τ(p, q) − . Since 0 < τ(p, q) < +∞ we find a timelike curve γ from
p to q with τ(p, q) < L(γ) + 3 by the first part. Now we choose a geodesically convex neighborhood
V ′ of q and fix a point q1 ∈ V ′ on the curve γ such that the curve γ from q1 to q stays inside V ′, see
Figure 4.4. Since the curve γ from q1 to q is inside V ′ and timelike, we know from the fifth part that
the geodesic segment from q1 to q in V ′ maximizes the arc length and hence it is longer (or equal) as
the curve γ from q1 to q. Now we fix a smaller neighborhood V of q by the condition that q′ ∈ V is
in the causal future of q1 and the geodesic cq1,q′(t) = expq1(t exp
−1
q1 (q
′)) from q1 to q′ has arc length
L(cq1,q′) > L(cq1,q)−

3
.
This is clearly possible as the arc length depends continuously on the endpoint. From the two
conditions we see that the curve from p to q′ first along γ and then along cq1,q′ has arc length
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p
q
J+M(p)
p′

2

Figure 4.5: A discontinuous time separation.
L(γ) − 3 . An analogous construction around p specifies a p1 and the neighborhood U . Then for
p′ ∈ U and q′ ∈ V we have a timelike curve by first taking the geodesic from p′ to p1 then via
γ from p1 to q1 and finally along the geodesic from q1 to q′. Its arc length is at least L(γ) − 2 3 .
Since γ was chosen such that L(γ) + 3 > τ(p, q) we see that the arc length of the curve from p
′
to q′ is at least τ(p, q) − 3 − 2 3 = τ(p, q) − . It follows that for all p′, q′ in these neighborhoods
we have τ(p′, q′) ≥ τ(p, q) − . This shows the lower semi continuity of τ for the case τ(p, q) < ∞.
The construction for τ(p, q) =∞ proceeds analogously by choosing large L(γ) and neighborhoods as
before. 
The following example shows that τ is not continuous in general:
Example 4.1.6 (Discontinuous time separation) Consider the Minkowski plane with a half axis
removed, i.e. M = R2 \ (−∞, 0], see Figure 4.5. Let p = (−1,−1) then the causal future J+M (p) is the
triangle under the removed axis. In particular, q = (1, 0) is not in the future of p whence τ(p, q) = 0.
However, for p′ = (−1,−1 + ) with 0 <  < 1 the point q is in J+M (p′). The broken geodesic from p′
to (0, 2) and then from (0,

2) to q are both timelike and the length of the first is
L(γ1) =
√
1− (1− 
2
)2 =
√
1− 1 + − 
2
4
=
√
− 
2
4
while the length of the second curve is
L(γ2) =
√
1− 
2
4
.
It follows that τ(p′, q) is at least
√
− 24 +
√
1− 24 , whence
lim sup
→0
τ(p′, q) ≥ 1 (4.1.5)
follows at once (in fact equality holds). But since p′ −→ p for  −→ 0 we see that τ is not upper
semi continuous and hence not continuous. In fact, moving q further upwards we can make the jump
arbitrarily high.
The question is now whether we have spacetimes where τ is continuous (and finite). Clearly, Minkowski
spacetime is an example where τ is continuous and finite. More generally, convex spacetimes have
this feature:
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suppu
suppu
t
after the storm
a quiet sea
without reason
wave appearing
from nothing
Figure 4.6: Waves with either past or future compact support should not exist.
Example 4.1.7 (Time separation for convex spacetimes) Suppose that M is geodesically con-
vex, or U ⊆ M is a geodesically convex neighborhood. Then the time separation τU on U is finite
and continuous. Indeed, this follows from Theorem 4.1.5, v.) at once.
Slightly less obvious is the following situation of a globally hyperbolic spacetime: In fact, this state-
ment can be seen as an additional motivation for the definition of globally hyperbolic spacetimes as
in Definition 2.2.28. However, it was noted that Definition 2.2.28 implies strong causality as well.
Using this observation, we can quote the following result [46, Prop. 21 in Chap. 14]:
Example 4.1.8 (Time separation for globally hyperbolic spacetimes) Suppose that (M, g) is
globally hyperbolic. Then the time separation τ is finite and continuous, see also [45, Thm. 3.83].
With these two fundamental examples in mind we conclude this short subsection on time separation
and refer to [46, Chap. 14] for additional information.
4.1.2 Uniqueness of Solutions to the Wave Equation
In general, the wave equation
Du = 0 (4.1.6)
has many solutions u ∈ Γ−∞(E): physically such solutions correspond to propagating waves without
sources. However, also from our physical intuition we expect that a propagating wave without any
possibility to interact with source terms has to “travel forever”. Thus a non-trivial solution of (4.1.6)
with either future or past compact support should not exist, see Figure 4.6. Assuming some (technical)
conditions about the causality structure of the spacetime this is indeed true.
To formulate these conditions first recall that the causal relation ≤ is called closed if for any
sequence pn −→ p and qn −→ q with pn ≤ qn we have p ≤ q as well. Equivalently, this means that
J+M =
{
(p, q) ∈M ×M ∣∣ p ≤ q} ⊆M ×M (4.1.7)
is a closed subset of M ×M .
We consider now the following three properties which will turn out to be sufficient to guarantee
the uniqueness of the solutions to (4.1.6) with future or past compact support.
i.) (M, g) is causal, i.e. there are no causal loops.
ii.) J+M is closed.
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J+M(p)
p
suppu
q˜max
q˜
Figure 4.7: Finding the “top” of the support of u.
iii.) The time separation τ is finite and continuous.
Concerning the relation among these three properties some remarks are in due:
Remark 4.1.9 (Causally simple spacetimes) A time-oriented Lorentz manifold (M, g) which sat-
isfies the causality condition i.) is called causally simple if in addition J±M (p) are closed for all p ∈M ,
see e.g. [45, Sect. 3.10]. One can show that this is equivalent to being causal and J+M being closed
which is equivalent to being causal and J±M (K) being closed for all compact subsets K ⊆M . Thus i.)
and ii.) just say that (M, g) is causally simple.
Remark 4.1.10
i.) The finiteness of τ clearly implies that there are no timelike loops.
ii.) There are examples of causally simple spacetimes which do not satisfy iii.). So this is indeed an
additional requirement.
iii.) Convex spacetimes satisfy all three requirements, see Example 4.1.7.
iv.) Also globally hyperbolic spacetimes satisfy all three conditions, see e.g. the discussion in [45,
Thm. 3.83].
With these conditions we can now prove the following theorem:
Theorem 4.1.11 Assume that a time-oriented Lorentz manifold (M, g) satisfies the three condi-
tions i.), ii.), iii.). Let D ∈ DiffOp2(E) be a normally hyperbolic differential operator on some
vector bundle E −→M and let u ∈ Γ−∞(E) be a distributional section. If u has either past or future
compact support and satisfies the homogeneous wave equation
Du = 0, (4.1.8)
then u = 0.
Proof. We follow [4, Thm. 3.1.1] and consider the case of a future compact support suppu. We
have to show suppu = ∅. We assume the converse and choose a point q˜ ∈ suppu. The future
compactness of suppu means that for all p ∈M the subset suppu∩J+M (p) ⊆M is compact. Choosing
p ∈ I−M (q˜) we obtain a non-empty intersection suppu ∩ J+M (p), see Figure 4.7. We now want to find
the “top” of the intersection suppu ∩ J+M (p): since the time separation τ is continuous the map
q 7→ τ(p, q) for q ∈ suppu∩J+M (p) takes its maximal value τ(p, q˜max) at some (not necessarily unique)
q˜max ∈ suppu ∩ J+M (p) by compactness. We consider now the intersection suppu ∩ J+M (q˜max) which
is still compact and non-empty since q˜max ∈ suppu ∩ J+M (q˜max). Figure 4.7 suggests that this subset
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J+M(p)
p
suppu
J+M(qmax)
qmax
Figure 4.8: The point qmax on top of suppu ∩ J+M (p).
is actually rather small. In fact, for q ∈ suppu ∩ J+M (q˜max) we have on one hand τ(p, q) ≥ τ(p, q˜max)
since q ≥ q˜max and τ(p, q) ≤ τ(p, q˜max) by the maximality of q˜max. Thus
τ(p, q) = τ(p, q˜max)
for all q ∈ suppu ∩ J+M (q˜max). Among all the q ∈ suppu ∩ J+M (q˜max) we want to find a particular
qmax such that the intersection suppu∩J+M (qmax) contains only qmax and no other points. In order to
find such an optimal point we proceed as follows. The compact subset suppu∩ J+M (q˜max) is partially
ordered via ≤. Indeed, p ≤ p as well as transitivity, p ≤ p′ and p′ ≤ p′′ implies p ≤ p′′, are always
true. Since we do not have causal loops also p ≤ p′ and p′ ≤ p implies p = p′. Now assume that we
have an increasing chain of elements {qi}i∈I , i.e. a subset of points of which any two are in relation
“≤”. Our manifold being second countable we can find a countable dense subset {qn}n∈N ⊂ {qi}i∈I
which is ordered again since it is the subset of an ordered set. We define Qn to be the maximum of
{q1, . . . , qn} for all n ∈ N. This gives a sequence (Qn) of elements in {qn}n∈N such that for every qk
there is an n0 with qk ≤ Qn for all n ≥ n0. Now the Qn have accumulation points in the compact
subset suppu∩ J+M (q˜max). Thus fixing a suitable subsequence Qnm this converges to some Q∞ which
is still in suppu ∩ J+M (q˜max). Since the relation ≤ is closed we see that Q∞ is an upper bound for all
the qn, i.e. we have qn ≤ Q∞ for all n ∈ N0. Since the {qn}n∈N0 ⊆ {qi}i∈I are dense and “≤” is a
closed relation, we also have
qi ≤ Q∞
for all indexes i ∈ I. This shows that inside suppu ∩ J+M (q˜max) every increasing chain has an upper
bound. Thus we are in the position to use Zorn’s Lemma and conclude that there are maximal
elements for all of suppu ∩ J+M (q˜max). Thus we pick one of these not necessarily unique ones and
obtain a qmax ∈ suppu ∩ J+M (p) such that on one hand q 7→ τ(p, q) attains its maximum at qmax and
we have q ≤ qmax for all q ∈ suppu ∩ J+M (q˜max). Thus it follows that
suppu ∩ J+M (qmax) = {qmax}
by the maximality property with respect to “≤”. Thus we arrive at the following picture, see Figure 4.8,
where qmax is now on the top of suppu∩J+M (p) and J+M (qmax) does not intersect suppu∩J+M (p) except
in qmax. Now we consider a causal neighborhood U ⊆ U ′ of qmax in some convex U ′ ⊆ M with U cl
compact in U ′, such that the volume of U cl is sufficiently small. Consider a sequence of points pi ∈ U
which converge to qmax and are contained in I−M (qmax)∩I+(p). Then for large enough i the intersection
J+M (pi) ∩ suppu is entirely contained in U . Indeed, assume this is not true. Then for each i ∈ N
we can find a qi ∈ J+M (pi) ∩ suppu which is not in U . By the compactness of J+M (p) ∩ suppu we
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Figure 4.9: The sequence pi approaching qmax.
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U
I+M(pi) ∩ U
J+M(pi)
K
qmax
Figure 4.10: The neighborhood of qmax.
can assume that qi −→ q converges inside J+M (p) ∩ suppu, probably we have to pass to a suitable
subsequence. Since qi ∈ J+M (pi) and qi −→ q as well as pi −→ qmax we conclude by the closedness of
the relation “≤” that q ≥ qmax. Thus q ∈ J+M (qmax) ∩ suppu = {qmax} and hence q = qmax. On the
other hand, qi /∈ U implies q /∈ U as U is open which gives a contradiction to qmax ∈ U . Thus we
arrive indeed at the situation as in Figure 4.9. We choose such a point pi and consider the compact
subset K = J+M (pi) ∩ suppu ⊆ U . The open subset U˜ = I+M (pi) ∩ U contains qmax and is therefor
an open neighborhood of qmax, see Figure 4.10. Now we want to show that u(ϕ) = 0 for all test
sections ϕ ∈ Γ∞0 (E∗
∣∣
U˜
). Since with D ∈ DiffOp2(E) also the transposed operator DT ∈ DiffOp2(E∗)
is normally hyperbolic we can solve the inhomogeneous wave equation
DTψ = ϕ
with some ψ ∈ Γ∞(E∗∣∣
U
) by Theorem 3.5.17. In particular, we know that with ϕ being smooth also
ψ is smooth. Moreover, this theorem also provides us information on the support: we can take the
advanced solution for which we have suppψ ⊆ J+U (suppϕ) ⊆ J+M (pi) ∩ U , see Figure 4.11. Thus we
get
suppu ∩ suppψ ⊆ suppu ∩ J+M (pi) ∩ U ⊆ suppu ∩ J∗M (pi) = K.
This is now the compactness criterion we need for applying u to the section ψ according to Proposi-
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pi
suppu
J+U (suppϕ)
U
suppϕ
Figure 4.11: The support of ϕ and its future.
tion 1.3.20. Note that both have non-compact support in general. But then we have
u(ϕ) = u(DTψ) = Du(ψ) = 0
by Du = 0. This shows that u vanishes on all test sections ϕ ∈ Γ∞0 (E∗
∣∣
U˜
). Thus the support of u
is disjoint from U˜ . Now we arrived at the desired contradiction as qmax ∈ suppu but U˜ is an open
neighborhood of qmax. Hence suppu = ∅ follows and thus u = 0. The case of past compact support
is analogous. 
From this theorem we immediately obtain several statements about the solutions of the wave
equations. Under the same assumptions on the global structure of M , i.e. we require a causally
simple spacetime with finite and continuous time separation, one obtains the following statement:
Corollary 4.1.12 Let (M, g) be a causally simple Lorentz manifold with finite and continuous time
separation. Then for every normally hyperbolic differential operator D ∈ DiffOp2(E) there exists at
most one fundamental solution at p ∈ M with past compact support and at most one with future
compact support.
Proof. Indeed if DF = δp = DF˜ then F − F˜ solves the homogeneous wave equation and has still
past (or future) compact support. Thus F − F˜ = 0 by the preceding theorem. 
Now we pass to a globally hyperbolic spacetime (M, g). On one hand we know from Remark 4.1.10
that (M, g) satisfies the hypothesis of Theorem 4.1.11. On the other hand on a globally hyperbolic
spacetime the subset J±M (p) are always past/future compact: indeed, by the very definition of global
hyperbolicity, J+M (p) ∩ J−M (q) = JM (p, q) is a compact diamond for all p, q ∈ M . This is just the
statement that J+M (p) is past compact and J
−
M (q) is future compact. This gives immediately the
following result:
Corollary 4.1.13 Let (M, g) be a globally hyperbolic Lorentz manifold. Then for every normally
hyperbolic differential operator D ∈ DiffOp2(E) there exists at most one advanced and at most one
retarded Green function at p ∈M .
Example 4.1.14 (Uniqueness of Green functions) Let (Rn, η) be the flat Minkowski spacetime
as before. Since this is a globally hyperbolic spacetime we have the following global and unique Green
functions:
i.) The Riesz distributions R±(2) are the unique advanced and retarded Green functions for  at
0. Their translates to arbitrary p ∈ Rn are the unique advanced and retarded Green functions
for  at p.
ii.) The distributions R˜±(p) =
∑∞
k=0(−m2)kR±(2 + 2k, p) are the unique advanced and retarded
Green functions at p ∈ Rm of the Klein-Gordon operator +m2 on Minkowski spacetime.
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J+U (q)
J−U (p)not compact
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x
Figure 4.12: Convex domain in Minkowski spacetime with non-unique Green functions.
Finally, we mention that on convex domains we can not conclude the uniqueness of advanced and
retarded Green functions without further assumptions. Even though geodesically convex domains
satisfy the hypothesis of Theorem 4.1.11 it may not be true that J+U (p) is past or future compact,
respectively. This is clear from the example in Figure 4.12. Indeed, if in this situation we take the
Green function R±(2)(p) of  on (Rn, η) and restrict them to U we obtain advanced and retarded
Green functions {R±(2)(p)∣∣
U
}p∈U for all points p ∈ U . Taking now a point r ∈ Rn as in Figure 4.12
and adding R+(2)(r)
∣∣
U
to R+(2)(q)
∣∣
U
we still have an advanced Green function since R+(2)(r) = 0
on U . However, as sing suppR+(2)(r) = C+(r) by Proposition 3.1.12 for n even, we see that this new
advanced Green function differs from R+(2)(q)
∣∣
U
on the intersection C+(r) ∩U , even in an essential
way. Thus we cannot hope for uniqueness of advanced and retarded Green functions in general.
4.2 The Cauchy Problem
In order to pose the Cauchy problem we have to assume that we have a Cauchy hypersurface on which
we can specify the initial values. Thus in this section we assume that (M, g) is a globally hyperbolic
spacetime and ι : Σ ↪→ M is a smooth spacelike Cauchy hypersurface in M whose existence is
guaranteed by Theorem 2.2.31. Furthermore, the future directed timelike normal vector field of Σ
will be denoted by n ∈ Γ∞(TM ∣∣
Σ
) as in Section 2.3.
Remark 4.2.1 When solving the wave equation Du = v in a distributional sense for u, v ∈ Γ−∞(E)
one might be tempted to ask for the initial conditions of u on Σ. However, since ι : Σ ↪→ M is far
from being a submersion the restriction ι∗u is not at all well-defined. To see the problem one should
try to define ι∗δ for the δ distribution on R and ι : {0} ↪→ R. Thus for the Cauchy problem to make
sense we either have to specify conditions on u and v which ultimately allow to define ι∗u etc., or we
restrict ourselves directly to regular initial conditions and solutions of some Ck-regularity. As usual,
the most convenient situation will be the C∞-case.
In view of the above remark we will therefore focus on regular and smooth solutions and initial
conditions. Thus the Cauchy problem consists in the following task: Given an inhomogeneity v ∈
Γ∞(E) we want to find a solution u ∈ Γ∞(E) of
Du = v (4.2.1)
for given initial conditions u0, u˙0 ∈ Γ∞0 (ι#E), i.e.
ι#u = u0, (4.2.2)
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ι#∇En u = u˙0. (4.2.3)
Here ∇E will always be the covariant derivative on E determined by D as usual. Note that the left
hand side of (4.2.2) is indeed well-defined as for p ∈ Σ the value ∇En(p)u ∈ Ep is defined as ∇E is
function linear in the tangent vector field argument. Thus we can interpret p 7→ ∇En(p)u indeed as a
section of ι#E.
4.2.1 Uniqueness of the Solution to the Cauchy Problem
As for the solutions of the homogeneous wave equation also for the Cauchy problem the uniqueness
will be easier to show than the existence. We start with some preparatory material on the adjoint
DT of D. Recall from Theorem 1.2.15 that DT ∈ DiffOp2(E∗) is determined by∫
M
ϕ(Du) µg =
∫
M
(DTϕ)u µg (4.2.4)
for ϕ ∈ Γ∞(E∗) and u ∈ Γ∞(E) with at least one of them having compact support. We want to
compute now DT explicitly.
Lemma 4.2.2 Let D ∈ DiffOp2(E) be a normally hyperbolic differential operator written as D =
∇+B with B ∈ Γ∞(End(E)) and the connection d’Alembertian ∇ build out of the connection ∇E
defined by D.
i.) The transposed operator DT ∈ DiffOp2(E∗) is given by
DT = ∇ +BT (4.2.5)
where ∇ is the connection d’Alembertian with respect to the induced connection ∇E∗ for E∗
coming from ∇E.
ii.) For s ∈ Γ∞(E) and ψ ∈ Γ∞(E∗) we have
(ψ(s)) = (∇ψ)(s) + ψ(s) +
〈
g−1, (DE
∗
ψ) ∨ (DE s)
〉
. (4.2.6)
iii.) For s ∈ Γ∞(E) and ψ ∈ Γ∞(E∗) we have
(DTψ)(s)− ψ(Ds) = div
((
(DE∗ ψ)(s)− ψ(DE s))#) . (4.2.7)
Proof. For the first part we use Theorem 1.2.21 as well as the result from Example 2.1.24. In this
example we found that ∇ = ( i~)2 %Std(2g−1⊗ idE). Since the remaining part B is C∞(M)-linear it is
clear that B = %Std(B) in the sense that the tensor field B acts pointwise as endomorphism on sections
of E. By Theorem 1.2.21 we have %Std(B)T = %Std(BT) as there are no degrees to be lowered by the
divergence operator divEnd(E)µg . In fact, we have ϕ(Bs) = (BTϕ)(s) by definition of the pointwise
transposition from which %Std(B)T = %Std(BT) is immediate. The transpose of ∇ is more involved:
here we need to compute the divergence of 2g−1 ⊗ idE . First we note that the one-form α measuring
the non-parallelness of the integration density µg is vanishing thanks to Proposition 2.1.15, iii.).
Thus divEnd(E)µ coincides with the connection divergence div
End(E)
∇ where we have to use the induced
connection on End(E) coming from ∇E . Thus we have to compute
div
End(E)
∇ (g
−1 ⊗ idE) = is(dxi)∇End(E)∂
∂xi
(g−1 ⊗ idE)
= is(dx
i)
(
∇ ∂
∂xi
g−1 ⊗ idE +g−1 ⊗ ∇End(E)∂
∂xi
idE
)
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= 0 + 0,
since on one hand g−1 is parallel for the Levi-Civita connection and on the other hand idE is a
parallel section with respect to ∇End(E). In fact, the latter result is just the definition of ∇End(E): for
A ∈ Γ∞(End(E)) and s ∈ Γ∞(E) the induced connection ∇End(E) is determined by
(∇End(E)A)(s) = ∇E(As)−A(∇Es).
Thus idE is covariantly constant since the right hand side will be zero for A = idE . We conclude that
DT =
(
i
~
)2
%Std(2g
−1 ⊗ idE)T + %Std(B)T
=
(
i
~
)2
%Std(2g
−1 ⊗ idE∗) +BT
= ∇ +BT,
where now ∇ is the connection d’Alembertian on E∗ with respect to the induced connection ∇E∗ .
For the second part we first show the following Leibniz rule of  with respect to natural pairings, see
also Lemma 2.1.25. We compute
(ψ(s)) = 1
2
〈
g−1,D2(ψ(s))
〉
=
1
2
〈
g−1,D((DE
∗
ψ)(s) + ψ(DE s))
〉
=
1
2
〈
g−1, ((DE
∗
)2ψ)(s) + 2(DE
∗
ψ) ∨ (DE s) + ψ((DE)2s)
〉
= (∇ψ)(s) +
〈
g−1, (DE
∗
ψ) ∨ (DE s)
〉
+ ψ(∇s),
where we have used the compatibility of the symmetrized covariant derivative operators D,DE and
DE
∗
with natural pairings. This compatibility is immediate from the definition of these operators, see
Proposition 1.1.3, iii.). This shows the second part. For the last part we know from Theorem 1.2.21
that (DTψ)(s) − ψ(Ds) vanishes after integrating over M with respect to µg. Thus it has to be a
divergence of some vector field with respect to µg. However, this vector field is only unique up to a
divergence free vector field. Thus (4.2.6) gives an explicit representative. First we notice that the
contribution of B cancels as (BTψ)(s) − ψ(Bs) = 0 holds pointwise. Thus we only have to consider
(∇ψ)(s)− ψ(∇s). We compute using the compatibility with natural pairing again
D
((
DE
∗
ψ
)
(s)
)
− D (ψ (DE s))
=
((
DE
∗)2
ψ
)
(s) +
(
DE
∗
ψ
) (
DE s
)− (DE∗ ψ) (DE s)− ψ ((DE)2 s)
=
((
DE
∗)2
ψ
)
(s)− ψ
((
DE
)2
s
)
.
Hence we obtain for the left hand side of (4.2.6)
(DTψ)(s)− ψ(Ds) = 1
2
〈
g−1,
(
DE
∗)2
ψ
〉
(s)− ψ
(
1
2
〈
g−1,
(
DE
)2
s
〉)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
186 4. THE GLOBAL THEORY OF GEOMETRIC WAVE EQUATIONS
=
1
2
〈
g−1,D
((
DE
∗
ψ
)
(s)− ψ (DE s))〉 ,
since natural pairings commute. Now the one-form in this pairing is determined by((
DE
∗
ψ
)
(s)− ψ (DE s)) (χ) = (∇E∗χ ψ) (s)− ψ (∇Eχ s)
for χ ∈ Γ∞(TM). Since g−1 is covariantly constant for the Levi-Civita connection, we have in general
1
2
〈
g−1,Dα
〉
= div(α#)
for arbitrary one-forms α ∈ Γ∞(T ∗M). This completes the proof. 
Now we consider again a small convex open subset U ′ ⊆M and a causal open subset U ⊆ U cl ⊆ U ′
of sufficiently small volume so that we can use our local fundamental solutions from Chapter 3. The
subset U being causal includes the diamonds JU (p, q) being compact and since it is inside the convex
U ′ there are no causal loops in U . Thus U is globally hyperbolic and by Theorem 2.2.31 we have a
smooth spacelike Cauchy hypersurface ι : Σ ↪→ U in U . In fact, we recall from [45, Thm. 2.14] that
every point in M has a neighborhood basis of globally hyperbolic open subsets. Thus we can safely
assume the existence of a smooth Cauchy hypersurface in U . Since Σ is spacelike the pull-back of g to
Σ gives a negative definite metric (beware of our signature convention) which includes a corresponding
volume density. We denote this by µΣ ∈ Γ∞(|Λtop|T ∗Σ) and use it for integration on Σ. Denote the
fundamental solutions of DT ∈ DiffOp2(E∗) on U as constructed analogously to the ones of D by
G±U (p) ∈ Γ−∞(E∗
∣∣
U
)⊗ Ep where p ∈ U . Then we have operators
G±U : Γ
∞
0 (E
∣∣
U
) −→ Γ∞(E∣∣
U
), (4.2.8)
enjoying properties analogously to the F±U . In particular, we have a dual map
(G±U )
′ : Γ−∞0 (E
∗∣∣
U
) −→ Γ−∞(E∗∣∣
U
), (4.2.9)
which restricts to a map
(G±U )
′ : Γ∞0 (E
∗∣∣
U
) −→ Γ∞(E∗∣∣
U
) (4.2.10)
by Theorem 3.5.17. We will need the difference between the advanced and retarded fundamental
solutions. We define the map
GU = G
+
U −G−U : Γ∞0 (E
∣∣
U
) −→ Γ∞(E∣∣
U
), (4.2.11)
which gives a dual map
G′U = (G
+
U )
′ − (G−U )′ : Γ−∞(E∗
∣∣
U
) −→ Γ−∞(E∗∣∣
U
). (4.2.12)
On smooth sections ϕ ∈ Γ∞0 (E∗
∣∣
U
), viewed as distributional sections, the map G′U is determined by
(G′Uϕ)(u) = ϕ(GU (u)) =
∫
U
ϕ(p) · (G+U (p)u−G−U (p)u) µg(p), (4.2.13)
where u ∈ Γ∞0 (E
∣∣
U
) is a test section of E
∣∣
U
. Since we know by Theorem 3.5.17 that G′U (ϕ) is actually
a smooth section of E∗
∣∣
U
, it makes sense to restrict this section to Σ. Then we obtain the following
lemma:
Lemma 4.2.3 Assume u ∈ Γ∞(E∣∣
U
) is a solution to the homogeneous wave equation Du = 0 and
let ϕ ∈ Γ∞0 (E∗
∣∣
U
). Then we have∫
U
ϕ(p) · u(p) µg(p) =
∫
Σ
(
(∇E∗n G′U (ϕ)) · u0(σ)−G′U (ϕ)(σ) · u˙0(σ)
)
µΣ(σ), (4.2.14)
where u0 = ι#u, u˙0 = ι#∇En u ∈ Γ∞(i#E) are the initial values of u on Σ.
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Σ
J−U (Σ)
U ′
suppϕ
U
J+U (suppϕ)
Figure 4.13: Sketch of the situation of the proof for Lemma 4.2.3.
Proof. Let ϕ ∈ Γ∞0 (E∗
∣∣
U
) be a test section and let ψ± = (G±U )(ϕ) ∈ Γ−∞(E∗
∣∣
u
) which is in Γ∞(E∗
∣∣
U
)
by Theorem 3.5.17. We know from this theorem that DTψ± = ϕ and suppψ± ⊆ J±U (suppϕ). For a
Cauchy surface Σ and an arbitrary compact subset K ⊆ U one knows that J±U (K) ∩ J∓U (Σ) is again
compact, see Figure 4.13. For a proof of this fact we refer to [4, Cor. A.5.4] or [45, p. 44]. We know
that the (globally hyperbolic) spacetime U decomposes into the disjoint unions
U = I−U (Σ)∪˙Σ∪˙I+U (Σ),
where I±U (Σ) are open and Σ is the common boundary of these open subsets, see Remark 2.2.18. Since
we have chosen even a smooth Cauchy hypersurface, we can apply Gauss’ Theorem in the form of
Theorem B.11 to the vector field
X± =
((
DE
∗
ψ±
)
(u)− ψ± (DE u))# ∈ Γ∞(TU).
Indeed, this vector field has support in J±U (suppϕ). Thus the integrations over I
∓
U (Σ) and J
∓
U (Σ) as
well as over Σ itself are well defined because the integrands all have compact support. We consider
first the case of I−U (Σ). Then the future directed normal vector n on Σ points outwards whence∫
I−U (Σ)
div(X+) µg =
∫
∂I−U (Σ)=Σ
g(X+, n) µΣ (∗)
by Theorem B.11. We evaluate both sides explicitly. First we have∫
I−U (Σ)
div(X+) µg =
∫
I−U (Σ)
(
(DTψ+)(u)− ψ+(Du))µg = ∫
I−U (Σ)
ϕ(u) µg,
by Lemma 4.2.2 and Du = 0 as well as DTψ+ = ϕ. For the right hand side of (∗) we get∫
Σ
g(X+, n) µΣ =
∫
Σ
(
g
((
DE∗ ψ+(u)
)#
, n
)
− g
(
ψ+
(
DE u
)#
, n
))
µΣ
=
∫
Σ
((
DE
∗
ψ+(u)
)
(n)− (ψ+(Du)) (n))µΣ
=
∫
Σ
((
∇E∗n ψ+
)
(u)− ψ+ (∇En u))µΣ
=
∫
Σ
((
∇E∗n ψ+
)
(u0)− ψ+(u˙0)
)
µΣ,
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suppu0∪
supp u˙0
JU(suppu0 ∪ supp u˙0)
JU(suppϕ)
Σ suppϕ
Figure 4.14: The support of the initial data.
where we have omitted the restriction ι# in our notation for the sake of simplicity. Analogously, we
obtain for I+U (Σ) the result ∫
I+U (Σ)
div(X−) µg = −
∫
Σ
g(X−, n) µΣ, (∗∗)
since now n is pointing inwards. Evaluating both sides gives∫
I+U (Σ)
div(X−) µg =
∫
I+U (Σ)
ϕ(u) µg
and
−
∫
Σ
g(X−, n)µΣ = −
∫
Σ
((
∇E∗n ψ−
)
(u0)− ψ−(u˙0)
)
µΣ.
Thus taking the sum of (∗) and (∗∗) gives the equality∫
U
ϕ(u) µg =
∫
Σ
(
∇E∗n (ψ+ − ψ−)(u0)− (ψ+ − ψ−)(u˙0)
)
µΣ,
which is (4.2.14) by the definition of ψ+ and ψ−. 
Lemma 4.2.4 Assume u ∈ Γ∞(E∣∣
U
) is a solution to the homogeneous wave equation Du = 0 and
let u0, u˙0 ∈ Γ∞(ι#E) denote the initial values of u on Σ. Then
suppu ⊆ JU (suppu0 ∪ supp u˙0). (4.2.15)
Proof. We determine the support of u viewed as distributional section. This will coincide with the
true support thanks to Remark 1.3.15, i.). Thus let ϕ ∈ Γ∞0 (E∗
∣∣
U
) be a test section. Then we
know that supp(G±U )
′(ϕ) ⊆ J±U (suppϕ) by Lemma 3.5.4. It follows that G′U (ϕ) has its support in
JU (suppϕ). Suppose that suppu0 ∪ supp u˙0 will not intersect JU (suppϕ), see Figure 4.14. Then this
is equivalent to say that suppϕ does not intersect JU (suppu0∪ supp u˙0). But by (4.2.14) the integral
over Σ is clearly 0 whence
∫
U ϕ(u)µg = 0 follows. Thus u, viewed as distribution, vanishes on all
these ϕ where suppϕ ∩ JU (suppu0 ∪ supp u˙0) = ∅. But this means suppu ⊆ JU (suppu0 ∪ supp u˙0)cl.
It remains to show that JU (suppu0 ∪ supp u˙0) is closed. In fact, this is true in general as we shall
sketch now: Let A ⊆ Σ be closed and consider J+M (A) for simplicity. Let pn ∈ J+M (A) be a sequence of
points with pn −→ p ∈M . Choose a point q in the chronological future of p, i.e. we have p ∈ I−M (q).
Since I−M (q) is open, all but finitely many pn are in I
−
M (q) whence q is in the chronological future of
these pn. Thus in particular q ∈ J+M (A) as we can join the curves from A to pn and then from pn to q.
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pn
p
I−M(q)
Σ
q
J+M(A)
rn
r
A
Figure 4.15: The causal influence of a closed set A ⊆ Σ in a Cauchy hypersurface is closed again.
Now we find causal curves γn from pn through Σ entirely inside J+M (A) giving us a point rn ∈ Σ ∩A.
Since these curves are in the cone J−M (q) we have rn ∈ Σ ∩ J−M (q). For a Cauchy hypersurface one
knows that Σ ∩ J−M (q) is always compact. Thus also A ∩ Σ ∩ J−M (q) is compact and hence the rn
converge to some r ∈ A after passing to a suitable subsequence. But then the curves γn converge to
some limiting curve γ joining r with p, see [46, Lemma 14.14] for details on the notion of limiting
curves. By continuity γ is still causal and thus p ∈ J+M (A), see Figure 4.15. The argument for J−M (A)
is analogous. 
Later on we will be interested in those u ∈ Γ∞(E∣∣
U
) where the initial values u0, u˙0 ∈ Γ∞(ι#E)
have compact support in Σ.
Let us now prove the uniqueness property of the Cauchy problem. Lemma 4.2.3 states that locally
on U the solution u of the wave equation is determined by its initial values u0 and u˙0 on Σ, since
the left hand side of (4.2.14) determines u as a distribution and hence by the injective embedding
according to Remark 1.3.5 also as a section. Thus we need to globalize this uniqueness statement.
Theorem 4.2.5 Let (M, g) be globally hyperbolic and let ι : Σ ↪→ M be a smooth spacelike Cauchy
hypersurface with future directed normal vector field n ∈ Γ∞(ι#TM). Assume that u ∈ Γ∞(E) is a
solution to the wave equation Du = 0 with initial conditions
u0 = 0 = u˙0. (4.2.16)
Then
u = 0. (4.2.17)
Proof. First we note that by Theorem 2.2.31 there is a Cauchy temporal function t on M such that
the level surface for t = 0 coincides with Σ. We set
ιt : Σt =
{
p ∈M ∣∣ t(p) = t} ↪→M
for all times t ∈ R. The gradient of t is by definition future directed and timelike and for a tangent
vector vp ∈ TpΣt we have d t
∣∣
p
(vp) = 0 whence the gradient of t is orthogonal to TpΣt at p ∈ Σt.
Normalizing the gradient will give a globally defined vector field n ∈ Γ∞(TM) such that for every
t ∈ R the restriction nt = ι#t n ∈ Γ∞(ι#t TM) is the future directed normal vector field of Σt. Now let
p ∈ M be given and let t0 = t(p) be its time value, i.e. p ∈ Σt0 . Assume t0 > 0 (the case t0 < 0 is
treated analogously). Then we define
tmax = sup
{
t ∈ [0, t0]
∣∣ u vanishes on J−M (p) ∩ ∪0≤τ≤tΣτ} .
Since u vanishes on Σ0 this is well-defined and we have 0 ≤ tmax ≤ t0, see also Figure 4.16. The
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u = 0 here
Σt0
Σtmax
Σ = Σ0
p
J−M (p)
Figure 4.16: The definition of tmax
JU ((supputmax ∪ supp u˙tmax) ∩ U)
u = 0 here
p
Σtmax
U
J−M (p)
Figure 4.17: Showing that u is zero locally above Σmax.
idea is now to show tmax = t0 whence by continuity u vanishes also at p. As p was arbitrary this will
imply u = 0 everywhere for positive times. Then the analogous argument would give u = 0 also for
negative times. Thus let us assume the controversy, i.e. tmax < t0. Let q ∈ J−M (p) ∩ Σtmax , then we
can find a small open causal neighborhood U ⊆ U cl ⊆ U ′ of q such that on one hand we have our
local fundamental solutions and on the other hand U ∩ Σtmax is still a Cauchy hypersurface. Note
that this additional requirement can still be achieved, see e.g. [4, Lem. A.5.6]. In fact, the Cauchy
development D(V ) of a small enough open neighborhood q ∈ V ⊆ Σtmax of q in Σtmax will do the
job, see also Remark 2.2.22. We consider the initial values of u on this Cauchy hypersurface and
denote them by utmax = ι
#
tmaxu and u˙tmax = ι
#
tmax∇En(p)u as usual. From Lemma 4.2.4 we know that u
restricted to the small open subset U has the following property
suppu ⊆ JU (supputmax ∪ supp u˙tmax ∩ U) .
Now by continuity and the choice of tmax we know that utmax = 0 = u˙tmax on Σtmax ∩ J−M (p). In
particular, utmax = 0 = u˙tmax in the open subset U ∩ Σtmax ∩ J−M (p) of Σtmax , see Figure 4.17. But
then Lemma 4.2.4 shows that u still vanishes on J−M (p)∩ J+M (Σtmax ∩U), i.e. in this part of U which
is above Σtmax and in the past of p. Since J
−
M (p) ∩ Σtmax is compact we can cover this part of the
Cauchy hypersurface Σtmax with finitely many U1, . . . , UN for which the above argument applies. Now
the union U1 ∪ . . .∪UN is an open neighborhood of J−M (p)∩Σtmax and hence u vanishes on this open
subset (U1 ∪ . . . ∪ UN ) ∩ J−M (p) ∩ J+M (Σtmax) in the future of J+M (Σtmax). But this means that there
is an  > 0 such that on Σt ∩ J−M (p) the section u still vanishes for all t ∈ [tmax, tmax + ). This is
in contradiction to the maximality of tmax and hence tmax = t0 whence u(p) = 0 by continuity. This
shows that u = 0 on J+M (Σ) and an analogous argument gives u = 0 on J
−
M (Σ). 
As this is one of the central theorems we give an alternative proof of the uniqueness statement. In
particular, it will give some new insight and an additional technique which turns out to be useful also
at other places.
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u = 0 have compact
support in Σtmax
u = 0 UN
p
J−M (p)
Σtmax
Σt
Figure 4.18: Showing that u is zero in a small neighborhood of Σtmax .
u+ = u
u+ = 0
U
t
t
Σ0
Figure 4.19: The neighborhood U .
Alternative Proof of Theorem 4.2.5. Again we use a foliation of M by smooth spacelike Cauchy
hypersurfaces Σt where for each t ∈ R the set Σt is the level hypersurface of a Cauchy temporal
function as before. We define now
u+(p) =
{
u(p) for t(p) ≤ 0
0 for t(p) > 0
,
and claim that this is a C2-section still satisfying the wave equation Du+ = 0. Since M = I+M (Σ0) ∪
Σ0 ∪ I−M (Σ0) with open I±M (Σ0) and Σ0 the common boundary of I±M (Σ0) we can check the regularity
of u+ on each piece. Clearly on I±M (Σ0) we have u
+
∣∣
I±M (Σ0)
∈ Γ∞(E∣∣
I±M (Σ0)
) and Du+
∣∣
I±M (Σ0)
= 0.
Thus we only have to check that u+ is C2 at Σ0, then by continuity Du+ = 0 will follow everywhere.
Thus let p ∈ Σ0 and choose a small open neighborhood V ⊆ Σ0 of p allowing for local coordinates
x1, . . . , xn−1 and a trivialization of the bundled E
∣∣
Σ0
. By the splitting theorem we have an open
neighborhood U ⊆M of p such that the time function t gives a diffeomorphism U ' (−, )× V and
the metric g
∣∣
U
is given by
g
∣∣
U
= β dt2 − gt
with β ∈ C∞(U) positive and gt a smooth time-dependent metric on Σ0, see Theorem 2.2.31. In fact,
we have this block diagonal structure even globally, see also Figure 4.19. Now u0 = 0 implies that
u+ is continuous at Σ0. Moreover, all partial derivatives of u in x1, . . . , xn−1 direction vanish on Σ0
and hence the partial derivative of u+ in x1, . . . , xn−1 directions are continuous as well. The block
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compact
Σ0
J+M (p)
p
J+M (p) ∩ suppu+
u+ = 0
Figure 4.20: The section u+ has future compact support.
diagonal form of the metric shows that ∂∂t is parallel to n at Σ0 whence the condition u˙0 = 0 means
that the partial ∂∂t -derivative of u vanishes at Σ0. Indeed this differs (in our trivialization) from the
covariant derivative by C∞(M)-linear combinations of the components of u0, which vanish by u0 = 0.
We conclude that u+ is C1. For the second derivative we first observe that the contributions ∂
2
∂xi∂xj
u
all vanish on Σ0 since u0 = 0 is constant. Moreover, since u is C2, the contributions ∂∂t
∂
∂xi
u = ∂
∂xi
∂
∂tu
vanish on Σ0 since ∂∂tu = 0 identically on Σ0. For the last combination
∂2
∂t2
u we have to use the wave
equation. Locally the wave equation reads(
1
β
∂2
∂t2
− gijt
∂2
∂xi∂xj
)
u+ a
∂u
∂t
+ bi
∂u
∂xi
+Bu = 0,
where gijt is the inverse metric to the metric gt on Σt, and a, bi, B are coefficient functions. Evaluating
this on Σ0 using the previous results gives ∂
2u
∂t2
= 0 on Σ0. Thus the second partial derivatives are
also continuous in this local chart. It follows that u+ is C2. By continuity it follows that Du+ = 0
everywhere. But then Theorem 4.1.11 gives immediately u+ = 0 since clearly u+ has future compact
support, see Figure 4.20, and M being globally hyperbolic fulfills the conditions of Theorem 4.1.11.
But this implies u
∣∣
I−M (Σ0)
= 0. An analogous argument for
u−(p) =
{
0 p ∈ I−M (Σ0)
u(p) p ∈ I+M (Σ0)
shows that u
∣∣
I+M (Σ0)
= 0 as well. 
Remark 4.2.6 The alternative proof gives yet another interpretation of Cauchy hypersurfaces. They
are the hypersurfaces Σ along which solutions of the wave equation can be sewed together if they
match on Σ. The argument in this approach will be used at several instances again.
In view of the alternative proof we see that the uniqueness of the solution to the Cauchy Problem
is a direct consequence of Theorem 4.1.11 alone. The considerations in Section 4.2.1 before are not
needed. Moreover, since Theorem 4.1.11 works even for distributional sections u ∈ Γ−∞(E) the
regularity needed for the uniqueness is actually much smaller than C∞:
Theorem 4.2.7 Let (M, g) be globally hyperbolic and let ι : Σ ↪→ M be a smooth spacelike Cauchy
hypersurface with future directed normal vector field n ∈ Γ∞(ι#TM). Let v ∈ Γ0(E) be a continuous
section and u ∈ Γ2(E) a C2-section satisfying the inhomogeneous wave equation
Du = v. (4.2.18)
Then u is uniquely determined by its initial conditions u0 = ι#u and u˙0 = ι#∇En u on Σ.
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Proof. Requiring u ∈ Γ2(E) is the minimal requirement to view (4.2.18) as a pointwise equation.
In fact, since continuous sections still embed into Γ−∞(E) we also have Du = v in the sense of
distributional sections. Suppose u˜ ∈ Γ2(E) is an alternative solution with the same initial conditions.
Then u− u˜ is a C2-solution of the homogeneous wave equation. For this we can repeat the argument
from the alternative proof of Theorem 4.2.5 since we only needed C2 there. Thus u − u˜ = 0 as
distributions by Theorem 4.2.5 and hence u− u˜ = 0 as C2-sections as well. 
4.2.2 Existence of Local Solutions to the Cauchy Problem
After the uniqueness we pass to the existence of solutions to the Cauchy problem. We will assume
that the Cauchy data as well as the inhomogeneity of the wave equation have compact support.
The first statement is still a local result to the Cauchy problem:
Proposition 4.2.8 Let (M, g) be a time-oriented Lorentz manifold with a smooth spacelike hypersur-
face ι : Σ ↪→M with future directed normal vector field n. Moreover, let U ⊆ U cl ⊆ U ′ be a sufficiently
small causal open subset of M such that Σ∩U ↪→ U is a Cauchy hypersurface for U . Then there exists
a unique solution u ∈ Γ∞(E∣∣
U
) for given initial values u0, u˙0 ∈ Γ∞0 (ι#E
∣∣
U
) and given inhomogeneity
v ∈ Γ∞0 (E
∣∣
U
) of the inhomogeneous wave equation
Du = v (4.2.19)
with ι#u = u0 and ι#∇En u = u˙0. In addition we have
suppu ⊆ JM (suppu0 ∪ supp u˙0 ∪ supp v). (4.2.20)
Proof. As usual, sufficiently small means that we have our local fundamental solutions and therefor
the result of Chapter 3. The uniqueness of u follows directly from Theorem 4.2.5. We can apply
the splitting theorem for globally hyperbolic manifolds in the form of Theorem 2.2.31 to U , see
also [45, Thm. 2.78]. Thus we find a Cauchy temporal function t on U inducing an isometry of U to
R×(Σ∩U) such that the metric becomes β dt2−gt with β ∈ C∞(U) positive and gt a time dependent
Riemannian metric on Σ ∩ U . Every t-level surface is Cauchy and we have the normal vector field
n =
1√
β
∂
∂t
∈ Γ∞(TU),
which is normal to every level surface. Moreover, since by definition U ⊆ U ′ is contained in a
convex domain U ′ the vector bundle E is trivializable over U ′ and hence over U . Therefore we can
choose a frame {eα} over U of E
∣∣
U
and write u = uαeα with smooth functions uα ∈ C∞(U) for every
u ∈ Γ∞(E∣∣
U
). This allows to identify a section u with a collection of scalar function uα. The normally
hyperbolic operator D is now of the form
D =
1
β
∂2
∂t2
+ D˜, (∗)
where D˜ contains at most first t-derivatives, still up to second derivatives in Σ-directions, and it has
matrix-valued coefficient functions with respect to our trivialization induced by the eα. We claim now
that the initial conditions together with the wave equation determine all t-derivatives of a solution
along Σ. The argument is similar to the proof of Theorem 4.2.5. Suppose u is a smooth solution of
Du = v with initial conditions u0 and u˙0. We already know that u˙0 is determined by u0 and ∂u∂t
∣∣
Σ
and conversely ∂u∂t
∣∣
Σ
is determined by u˙0 and u0. Using (∗) we see that
∂2u
∂t2
= β(Du− D˜u) = β(v − D˜u). (∗∗)
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This shows that ∂
2u
∂t2
∣∣
Σ
is determined by u0 and ∂u∂t
∣∣
Σ
, namely we have
∂2u
∂t2
∣∣∣
Σ
= (βv)
∣∣∣
Σ
− (βD˜u)
∣∣∣
Σ
,
where the right hand side uses only u0 and ∂u∂t
∣∣
Σ
since D˜ is at most of first order in the t-variable.
Moreover, differentiating (∗∗) j-times we get
∂j+2u
∂tj+2
=
∂j(βv)
∂tj
− ∂
j
∂tj
(βD˜u).
Hence on Σ we have
∂j+2u
∂tj+2
∣∣∣
Σ
=
∂j(βv)
∂tj
∣∣∣
Σ
− ∂
j
∂tj
(βD˜u)
∣∣∣
Σ
. (∗∗∗)
We see that the right hand side is a C∞(Σ)-linear combination of the u0, ∂u∂t
∣∣
Σ
, . . . , ∂
j+1u
∂tj+1
∣∣
Σ
plus an
affine term ∂
j(βv)
∂tj
∣∣
Σ
. Thus by induction we conclude that all t-derivatives of u on Σ are determined
by u0 and ∂u∂t
∣∣
Σ
, and of course by the choice of the inhomogeneity v. Moreover, since we have a
C∞(Σ)-affine linear combination we conclude that
supp
(
∂ju
∂tj
∣∣
Σ
)
⊆
suppu0 ∪ supp u˙0 ∪ supp v︸ ︷︷ ︸
K
 ∩ Σ = K ∩ Σ
is contained in a compact subset K ′ = K ∩ Σ of Σ for all j. Now we use these recursion formulas to
define sections uj ∈ Γ∞(E
∣∣
Σ
) by (∗∗∗) for all j ≥ 2. First we note that we indeed can find a global
section u˜ ∈ Γ∞(E) whose t-derivatives on Σ are given by the uj : this is essentially a consequence
of the Borel Lemma for Fréchet spaces, see e.g. [60, Satz 5.3.33]. For convenience we repeat the
argument here: We choose a cut-off function χ ∈ C∞0 (R) with suppχ ⊆ [−1, 1] and χ
∣∣
[− 1
2
, 1
2
]
= 1. As
we did frequently in Section 3.4 we consider as Ansatz a series
u˜(t, p) =
∞∑
j=0
χ
(
t
j
)
tj
j!
uj(p) (?)
with numbers 0 < j ≤ 1 yet to be chosen. We want to choose them in such a way that the series
converges in the C∞-topology of Γ∞(E
∣∣
U
). Clearly, each term has support in [−1, 1] × K ′ whence
we only have to consider the seminorms of Γ∞(E
∣∣
U
) estimating derivatives on this compactum. It is
clear from the Ansatz and the properties of χ that if we have C∞-convergence then ∂
j u˜
∂tj
∣∣
t=0
= uj for
all j. Thus let us estimate the k-th seminorm p[−1,1]×K′,k of each term of (?). With the usual Leibniz
rule and the fact that the seminorms factorize on factorizing functions we get from Lemma 3.4.1
p[−1,1]×K′,k
(
χ
(
t
j
)
tj
j!
uj
)
≤ j
j!
p[−1,1],k(χ) pK′,k(uj).
This allows to choose the j such that
j max
k≤j
p[−1,1],k(χ) pK′,k(uj) < 1.
Then the series (?) converges in the Ck-norm p[−1,1]×K′,k absolutely as the first terms do not spoil
the convergence. Thus we have absolute C∞-convergence in total. This shows the existence of a
u˜ ∈ Γ∞(E∣∣
U
) with
∂j u˜
∂tj
∣∣∣
Σ
= uj
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Σ
JM (K)
K′
R×K′
(t, p)
p
Figure 4.21: The splitting yields simple timelike curves.
suppw
Σ
supp v
supp u˜ ⊆ [−1, 1]×K′
JM (K)
Figure 4.22: The supports of the several sections in the proof of Proposition 4.2.8.
and
supp u˜ ⊆ JM (K).
Indeed, the last claim follows from the fact that supp u˜ ⊆ [−1, 1] ×K ′ and R ×K ′ ⊆ JM (K) since
for every (t, p) ∈ R×K ′ the curve τ 7→ (τ, p) connects (0, p) to (t, p) and the curve is clearly timelike.
This follows from the splitting of the metric, see also Figure 4.21. From the construction of u˜ we see
that Du˜ coincides with v including all time derivatives on Σ. In other words, Du˜− v vanishes on Σ
up to infinite order. Thus we can consider the definition
w± =
{
Du˜− v on I±M (Σ)
0 on J∓M (Σ),
which gives a smooth section w± ∈ Γ∞(E
∣∣
U
). Since both u˜ and v have compact support, also w± is
compactly supported. Thus we can solve the inhomogeneous wave equation
D˜˜u± = w±
on the open subset U according to Theorem 3.5.17 with a smooth solution ˜˜u± ∈ Γ∞(E∣∣U ) such
that supp ˜˜u± ⊆ J±U (suppw±). Since suppw ⊆ (suppDu˜ ∪ supp v) ∩ J+(Σ) ⊆ J+M (K) we conclude
J+M (suppw) ⊆ J+M (K). This shows that supp ˜˜u± ⊆ J±M (K)∩U = J±U (K). In particular, ˜˜u∣∣J∓M (Σ) = 0.
Now we consider the smooth section u± ∈ Γ∞(E
∣∣
U
) defined by
u± = u˜− ˜˜u±.
Since ˜˜u± vanishes on J∓M (Σ) we have u± = u˜ on J∓M (Σ). In particular, u∓ coincides with u˜ up to
all orders on Σ by continuity of the t-derivatives. Thus u± satisfies the correct initial conditions.
Moreover, on I±U (Σ) we have
Du±
∣∣
I±U (Σ)
= Du˜
∣∣
I±U (Σ)
−D˜˜u±∣∣U±U (Σ) = (w + v)∣∣I±U (Σ) − w∣∣I±U (Σ) = v∣∣I±U (Σ),
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
196 4. THE GLOBAL THEORY OF GEOMETRIC WAVE EQUATIONS
whence on this open part of U the section u± solves the inhomogeneous wave equation. Since both
u+ and u− agree on Σ up to infinite orders, as they agree with u˜, we can glue them together and set
u =
{
u+ on I+U (Σ)
u− on I−U (Σ).
On one hand, this yields a smooth section u ∈ Γ∞(E∣∣
U
) on all of U . Moreover, u solves the inhomo-
geneous wave equation on both open parts I±U (Σ) and hence on all of U by continuity. Finally, we
know that
supp(u±) ⊆ supp u˜ ∪ supp ˜˜u± ⊆ JU (K) ∪ J±U (K) = JU (K),
whence also suppu ⊆ JU (K). This completes the proof. 
We can refine the above argument for finite order of differentiability. Here on one hand the Borel-
Lemma is not needed as we can simply take a polynomial in t multiplied by the cut-off function
in order to have compact support. On the other hand, we have to count orders of differentiation
carefully:
Proposition 4.2.9 Let k ≥ 2. Under the same general assumptions as in Proposition 4.2.8 we
assume to have initial values u0 ∈ Γ2(k+n+1)+20 (ι#E
∣∣
U
), u˙0 ∈ Γ2(k+n+1)+10 (ι#E
∣∣
U
) and an inhomo-
geneity v ∈ Γ2(k+n+1)0 (E
∣∣
U
). Then there exists a unique solution u ∈ Γk(E∣∣
U
) of the inhomogeneous
wave equation
Du = v (4.2.21)
with initial conditions ι#υ = u0 and ι#∇nu = u˙0. For the support we still have
suppu ⊆ JM (suppu0 ∪ supp u˙0 ∪ supp v). (4.2.22)
Proof. As in the proof of Proposition 4.2.8 we define the sections uj recursively by
∂j+1u
∂tj+1
∣∣
Σ
=
∂j(βv)
∂tj
∣∣
Σ
− ∂
j
∂tj
(βD˜u)
∣∣
Σ
(∗)
with uj = ∂
ju
∂tj
∣∣
Σ
. Since for the right hand side we only have up to j + 1 time derivatives we need
u0, u1, . . . , uj+1 in order to determine uj+2. In the local coordinates on U we split the operator D˜ into
D˜ = D2 +D1
∂
∂t where D2, D1 are operators differentiating only in spacial directions. The coefficients
of D2, D1 depend on all variables and D2 is of order two while D1 is of order one. Then the recursion
(∗) for u = u0 + tu1 + t22 u2 + . . . can be written as
uj+1 =
∂j
∂tj
(βv)
∣∣∣
t=0
− ∂
j
∂tj
βD2
j∑
k=0
tk
k!
uk
∣∣∣
t=0
− ∂
j
∂tj
βD1
∂
∂t
j∑
k=0
tk+1
(k + 1)!
uk+1
∣∣∣
t=0
=
∂j
∂tj
(βv)
∣∣∣
t=0
−
j∑
k=0
(
j
k
)
∂j−k
∂tj−k
(βD2)
∣∣∣
t=0
uk −
j∑
k=0
(
j
k
)
∂j−k
∂tj−k
(βD1)
∣∣∣
t=0
uk+1. (∗∗)
Note that ∂
j−k
∂tj−k (βD2)
∣∣
t=0
is again a differential operator of order two while ∂
j−k
∂tj−k (βD1)
∣∣
t=0
is of order
one. This determines uj+2 recursively in terms of spacial derivatives of u0, . . . , uj+1. We claim that
uj+2 contains at most j+ 2 derivatives of u0, at most j+ 1 derivatives of u1 and at most j derivatives
of v. Indeed, for j = 0 we have
u2 = βv
∣∣
Σ
− βD2
∣∣
Σ
u0 − βD1
∣∣
Σ
u1,
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which shows the claim for this j. By inductions we see from (∗∗) that ∂j−k
∂tj−k (βD2)
∣∣
t=0
uk contains at
most k + 2 derivatives of u0 and hence at most j + 2 derivatives since k = 0, . . . , j. Moreover, it
contains at most k+ 1 derivatives of u1 and hence at most k+ 1 ≤ j + 1. Finally it contains at most
k− 1 derivatives of v and thus also here things match. For the second sum one proceeds analogously.
Finally, the first term gives j derivatives of v, which also matches our claim. Now assume we are give
u0 and u1 of class C2(k+n+1)+2 and C2(k+n+1)+1, respectively. Moreover, suppose v ∈ Γ2(k+n+1)0 (E
∣∣
U
).
Then the uj defined by the recursion (∗) are of class C2(k+n+1)+2−j . Thus the finite sum
u˜(t, p) = χ(t)
k+n+1∑
j=0
tj
j!
uj(p)
gives a section of class at least Ck+n+1+2. Moreover, the recursion shows that Du˜− v vanishes up to
order tk+n+1. Thus gluing this with zero gives a section
w± =
{
Du˜− v on I±U (Σ)
0 else,
which is still of class Ck+n+1 everywhere. Then ˜˜u± is of class Ck by Theorem 3.5.17 and thus u± are
both of class Ck. Since ˜˜u± is Ck and vanishes on the open subset I∓U (Σ), the u± = u˜− ˜˜u± agree with
u˜ on Σ up to order tk. Thus also the glued solution u is of class Ck as claimed. The statement about
the support is analogous to the smooth case. 
Remark 4.2.10 Having Lemma 4.2.3 in mind, it is tempting to define the solution of the Cauchy
problem (at least in the homogeneous case v = 0) by the formula (4.2.14): Using instead of a test
section ϕ a δ-functional at p would directly give
u(p) =
∫
Σ
(∇En G′U (δp)∣∣σ · u0(σ)−G′U (δp)∣∣σ · u˙0(σ))µΣ(σ). (4.2.23)
However, here we face two problems. First one has to shows that u is indeed a solution of Du = 0
with the correct initial conditions. Second, and more severe, one has to justify the restriction of the
distributions ∇En G′U (δp) and G′U (δp) to the hypersurface, which is indeed a nontrivial task. Thus we
leave (4.2.23) as a heuristic formula and stay with Proposition 4.2.8 and Proposition 4.2.9.
4.2.3 Existence of Global Solutions to the Cauchy Problem
To approach the global existence of solutions we assume as before that M is globally hyperbolic with
a smooth spacelike Cauchy hypersurface Σ. Now we again use the splitting theorem M ∼= R×Σ with
the first coordinate being the Cauchy temporal function and Σt the Cauchy hypersurface of constant
time t where we shift the origin to Σ0 = Σ. For every p ∈ M we have a unique time t with p ∈ Σt.
On each Σt we have a Riemannian metric gt such that g = β dt2 − gt. This allows to speak of the
open balls around p ∈ Σt of radius r > 0 with respect to this metric gt. We denote these by Br(p)
without explicit reference to t. Note that Br(p) ⊆ Σt is open in Σt but not in M , see also Figure 4.23.
Here we use the Riemannian distance dgt in Σt with respect to gt for defining the ball, i.e.
dgt(p, q) = inf
{∫ b
a
gt(γ˙(τ), γ˙(τ)) d τ
∣∣∣∣ γ(a) = p, γ(b) = q, γ(τ) ∈ Σt} , (4.2.24)
where γ is an at least piecewise C1 curve joining p, q ∈ Σt inside Σt. Having such a ball we consider its
Cauchy development DM (Br(p)) = D+M (Br(P ))∪D−M (Br(p)) inM according to Definition 2.2.19, see
again Figure 4.23. We now want to find r small enough that DM (Br(p)) is a nice open neighborhood
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Br(p) Σt
Σ0 = Σ
D(Br(p))
M = R× Σ
Figure 4.23: An open ball Br(p) in a Cauchy hypersurface Σt and its Cauchy development D(Br(p)).
U ′
U
D(Br(p))
D(Br′(p))
Σt
p
Figure 4.24: Illustration for the proof of Lemma 4.2.11.
of p allowing a local fundamental solution: in this case we call an open neighborhood a relatively
compact causal open neighborhood of small volume or short RCCSV for abbreviation. We start with
a couple of technical lemmas, following [4]:
Lemma 4.2.11 The function ρ : M −→ (0,+∞] defined by
ρ(p) = sup
{
r > 0
∣∣ D(Br(p)) is RCCSV} (4.2.25)
is well-defined and lower semi-continuous.
Proof. We have to show first that the set of r > 0 with D(Br(p)) RCCSV is non-empty. To this
end we choose an RCCSV neighborhood U ⊆ U cl ⊆ U ′ as before. Then U ∩ Σt will be an open
neighborhood of p in Σt hence it contains a Br(p) ⊆ Σt. The problem might be that the Cauchy
development of Br(p) may reach too far outside of U or even U ′ such that it is not RCCSV for free,
see Figure 4.24. In fact, we have to choose a small enough r such that D(Br(p)) ⊆ U . In this case
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U
Σt
q−
q+
J+U (q
−)
J−U (q
+)
Figure 4.25: Constructing a small enough open ball around p.
it is causal in U ′ and has small enough volume. We choose points q± ∈ U with p ∈ J±U (q∓). Then
we consider the open subset J+U (q−) ∩ J−U (q+) which is an neighborhood of p, see Figure 4.25. The
intersection of this neighborhood of p (in M) with Σt gives an open neighborhood of p in Σt. Now
we choose a Br(p) contained in this neighborhood. We claim that DM (Br(p)) is in U . First we note
that J±U (q
∓) = U ∩ J±M (q∓) since U is causally compatible with M . Now if q ∈ D+M (Br(p)) then
every past-inextensible causal curve meets Br(p). We claim that q ∈ I−(q+). Assume that this is
not the case. Then we have a past-inextensible curve from p to q which has to pass through the
backward light cone of q+. Denote this intersection point by q0. Since we are inside a geodesically
convex neighborhood U ′, we can take the unique lightlike geodesic from q+ to this q0 which is past
directed. Since this geodesic is on the light cone, it hits the Cauchy hypersurface Σt not in the open
subset I−U (q
+) but on its boundary, say in the point q1. Thus it will not intersect the even smaller
open ball Br(p). Thus the combined curve from q back to q0 and then back to q1 will never hit
Br(p), no matter how we extend it further in past directions. This contradicts q ∈ D+M (p) whence we
conclude that q ∈ I−U (q+). A simpler argument shows that q is also in the chronological future of q−
and hence in the intersection of the two open subsets I+U (q
−) and I−U (q
+). An analogous argument
shows that a point in D−M (p) is also in this intersection. We finally arrived at the desired statement
that DM (Br(p)) is in U .
Now let p ∈M and r > 0 with ρ(p) > r be given. In particular DM (Br(p)) will be RCCSV. Then
we have to show that for a given  > 0 we have
ρ(p′) > r − 
for all p′ in an appropriate open neighborhood of p. We consider the following function defined for
p′ ∈ DM (Br(p)) by
λ(p′) = sup
{
r′ > 0
∣∣ Br′(p′) ⊂ DM (Br(p))} ,
i.e. we ask for the balls around p′ to be contained in the Cauchy development of Br(p). Note that p′
may correspond to a different time t′ 6= t which has to be taken into account in the definition of the
radius r′, i.e. we use gt′ . We claim that there is an open neighborhood V of p such that for all p′ ∈ V
we have
λ(p′) > r − .
Assume that this is not true. Then we can find a sequence pn −→ p of points in DM (Br(p)) with
λ(pn) ≤ r −  for all n. Then it follows that for r′ = r − 2 the ball Br′(pn) is not entirely contained
in DM (Br(p)) for all n. This allows to find a point qn ∈ Br′(pn) \DM (Br(p)). Since DM (Br(p)) is
RCCSV the closure DM (Br(p))cl is compact and thus also Br(p)cl ⊆ DM (Br(p))cl. Since the metric
gt and hence the distance function dgt depend (at least) continuous on t we conclude that with the
convergence of pn −→ p and r′ < r we have Br′(pn) ⊆ [−1, 1]×Br(p)cl for all n ≥ n0. But then also the
points qn ∈ Br′(pn) ⊆ [−1, 1]×Br(p)cl are in this compact “box”, see Figure 4.26. Therefore we find a
convergent subsequence which we denote by qn −→ q as well. Now pn −→ p and qn ∈ Br′(pn)cl whence
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pn
p
Br(pn)
Br(p)
cl
[−1, 1]×Br(p)cl Σt
Figure 4.26: Balls around the pn with radius r′ are finally inside the box [−1, 1]×Br(p)cl.
DM(Br(p))
Σt′
Σt
DM(Br′(p
′))
Br(p)
Br′(p
′)
Figure 4.27: For points p′ ∈ DM (Br(p)) the Cauchy development of a smaller ball is included in that
of Br(p).
q ∈ Br′(p)cl follows. Since Br′(p)cl ⊆ Br(p)cl we conclude q ∈ Br(p). But DM (Br(p)) is open and
hence eventually all sequence elements qn are contained in DM (Br(p)) which is a contradiction. Thus
our original claim was in fact true. Thus let p′ ∈ V be in this neighborhood and let r−  < r′ < λ(p′).
Then by definition we have Br′(p′) ⊆ DM (Br(p)) and hence by Remark 2.2.21 we have
D(Br′(p
′)) ⊆ D(Br(p)).
Since the larger Cauchy developmentDM (Br(p)) is RCCSV this is also true for the smallerDM (Br′(p′)).
Indeed, DM (Br′(p′)) is causal in the surrounding convex U ′ and has smaller volume than DM (Br(p))
SinceDM (Br′(p′))cl ⊆ DM (Br(p))cl it is also pre-compact as wanted. But this shows ρ(p′) ≥ r′ > r−,
which is the lower semi-continuity. 
Geometrically, this semi-continuity means that for a given Br(p) around p we can find a ball
Br′(p
′) around p′ with only slightly smaller r′ < r such that the Cauchy development of Br′(p′) is
still entirely in the one of Br(p), see also Figure 4.27. The next auxiliary function we shall need is
the following. We define for r > 0 and p ∈ M (always with respect to the chosen Cauchy temporal
function)
θr(p) = sup
{
τ > 0
∣∣∣ JM (B r
2
(p)cl
)
∩ ([t− τ, t+ τ ]× Σ) ⊆ DM (Br(p))
}
, (4.2.26)
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Σt−τ
Σt
Σt+τ
DM (Br(p))
p
JM (B r2 (p)
cl)
r
2
r
Figure 4.28: Illustration for the function θr(p).
Kq
q˜ K˜
tmin
tmax
t
[tmin, t]
Figure 4.29: The compact subset K is in [tmin, t]× K˜.
where t is the time corresponding to the point p, i.e. p ∈ {t} × Σ ⊆M . The picture to have in mind
is sketched in Figure 4.28. Again, we first show that this is well-defined, i.e. the subset of τ > 0 with
JM (B r
2
cl) ∩ ([t− τ, t+ τ ]× Σ) ⊆ DM (Br(p)) is non-empty:
Lemma 4.2.12 For every p ∈M and r > 0 there exists a τ > 0 such that
JM
(
B r
2
(p)cl
)
∩ ([t− τ, t+ τ ]× Σ) ⊆ DM (Br(p)), (4.2.27)
where t ∈ R is the unique time with p ∈ Σt.
Proof. First we note the following statement: for a compact subset K ⊆M = R×Σ let tmin and tmax
be the minimum and maximum of the time function on K, respectively. Then consider an arbitrary
time t ≥ tmax and let K˜ = J+M (K) ∩Σt which we can identify with a subset of Σ again since Σt ' Σ.
Guided by Figure 4.29 we claim that K is contained in [tmin, t] × K˜: indeed, let p ∈ K be given,
then there is a timelike curve from p to q ∈ K˜ which is just τ 7→ (τ, p) where τ ranges from the time
t(p) ≥ tmin of p to t. Thus in the trivialization p corresponds to (t(p), q) ∈ [tmin, t] × K˜. Since K is
compact, one knows that J+M (K) ∩ Σ = K˜ is compact as well, see e.g. [45, p. 44]. This shows that
J+M (K) ∩ ([tmin, t] × Σ) ⊆ [tmin, t] × K˜ is compact, too. As we can argue analogously for J−M (K) we
see that for any compact subset K ⊆ M the subset JM (K) ∩ ([t1, t2] × Σ) is compact for t1 ≤ tmin
and t2 ≥ tmax. In particular, JM (B r
2
(p)cl) ∩ ([t − 12 , t + 12 ] × Σ) is compact for all n ≥ 1 since here
tmin = t = tmax.
Now assume such a τ with (4.2.27) does not exist. Then we find qn ∈ ([t − 1n , t + 1n ] × Σ) ∩
JM (B r
2
(p)cl) which are not in DM (Br(p)). Since the subset JM (B r
2
(p)cl) ∩ ([t − 1n , t + 1n ] × Σ) is
compact we can pass to a convergent subsequence, which we also denote by qn converging to some q.
Clearly, the point q has time value t. But this means q ∈ JM (B r
2
(p)cl) ∩ {t0} × Σ = B r
2
(p)cl. Now
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tn + θr(p)− 
tn
tn − θr(p) + 
pn
JM (B r
2
(pn)
cl)
qn
DM (Br(pn))
JM (xn)
xn
Figure 4.30: Construction of the points qn in the proof of Lemma 4.2.13.
DM (Br(q)) is an open neighborhood of B r
2
(p)cl, thus we have necessarily qn ∈ DM (Br(q)) for almost
all n. This a contradiction and hence we have a τ > 0 as wanted. 
Lemma 4.2.13 The function θr : M −→ (0,∞] is well-defined and lower semi-continuous.
Proof. By the last lemma, the function is well-defined. We consider p ∈M and  > 0. Then we have
to show that for all p′ in a suitable neighborhood of p we still have θr(p′) ≥ θ(p) − . Let t ∈ R be
the time of p. We assume that there is no such open neighborhood of p. Thus we find a sequence
pn −→ p of points with θr(pn) < θr(p)−  for all n. Since IM (Br(p)) as well as (t− τ, t+ τ)×Σ are
open neighborhoods of p we have
pn ∈ JM
(
Br(p)
cl
)
∩ ([−T, T ]× Σ) (∗)
for T large enough and n ≥ n0. As already argued in the proof of Lemma 4.2.12, this subset is
compact. For the times tn of pn ∈ {tn} × Σ we know tn −→ t as pn −→ p. Since θr(pn) < θr(p) − 
we have
JM
(
B r
2
(p)cl
)
∩ ([tn − θr(p) + , tn + θr(p)− ]× Σ) * DM (Br(pn)).
Hence we can choose points qn ∈ JM
(
B r
2
(p)cl
)
∩ ([tn − θr(p) + , tn + θr(p)− ]× Σ) which are not
in DM (Br(pn)), see Figure 4.30. By definition we find xn ∈ B r
2
(qn)
cl with qn ∈ JM (xn). From
pn −→ p we also conclude that for sufficiently large n we have
JM
(
B r
2
(pn)
cl
)
⊆ JM
(
Br(p)
cl
)
,
see also Figure 4.31. This shows that qn ∈ JM
(
B r
2
(pn)
cl
)
⊆ JM
(
Br(p)
cl
)
whence together with
qn ∈ [tn − θr(p) + , tn + θr(p) − ] × Σ we see that all the qn are in the compact subset (∗). For
the xn this is also true as we have xn ∈ B r
2
(pn)
cl ⊆ JM
(
B r
2
(pn)
cl
)
. We may pass to convergent
subsequences qn −→ q and xn −→ x. Since xn ∈ B r
2
(pn)
cl with pn −→ p we conclude by continuity
of the Riemannian distance function that x ∈ B r
2
(p)cl. Moreover, since the causal relation “≤” is
closed on a globally hyperbolic spacetime, see Remark 4.1.10, we conclude from qn ∈ JM (xn) and
the convergence of the sequences that q ∈ JM (x) and hence q ∈ JM (B r
2
(p)cl). In addition, since
qn ∈ [tn−θr(p)+, tn+θr(p)−]×Σ and tn −→ t we conclude that q ∈ [t−θr(p)+, t+θr(p)−]×Σ.
Thus we can use the definition of the function θr(p) at p and conclude from
q ∈ JM
(
B r
2
(p)cl
)
∩ ([t− θr(p) + , t+ θr(p)− ]× Σ)
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p
pn
t
tn
JM (B r2 (pn)
cl) JM (Br(p)
cl)
Figure 4.31: The double cones of the half radius balls around pn are included in the double cone of
the full radius ball around p for large n.
tn + θr(p)− 
tn
tn − θr(p) + 
pn
JM (B r
2
(pn)
cl)
qn
γn
yn
DM (Br(pn))
Figure 4.32: The causal curve γn from the proof of Lemma 4.2.13 which does not meet Br(pn).
that q ∈ DM (Br(p)). Indeed, θr(p) > θr(p)−  whence we can apply (4.2.26) for τ = θr(p)− . Since
the qn are not in DM (Br(pn)) we have an inextensible causal curve γn through qn which does not
meet Br(pn), see Figure 4.32. However, since Σtn is a Cauchy hypersurface, it meets γn in exactly
one point, say yn, see also Remark 2.2.18. Now we claim that the yn are also in a compact subset. To
this end we consider again a large enough T such that all times occurring are in [−T, T ]. First note
that it may well happen that none of the yn are in the compact subset (∗) if pn −→ p but all the pn
have the same time and come, say from the “right”. In this case, already Minkowski spacetime gives
us yn not in (∗). However, the intersection JM (B r
2
(p)cl) ∩ ΣT = L is compact and hence the past
of L intersected with the time interval [−T, T ] × Σ is again compact, as we argued in the proof of
Lemma 4.2.12, see Figure 4.33. But now qn ∈ JM
(
B r
2
(p)cl
)
⊆ JM
(
Br(p)
cl
)
shows that qn ∈ J−M (L).
But then also the past J−M (qn) is in the past of J
−
M (L) and thus yn ∈ J−M (qn) ⊆ J−M (L). Since the
time of yn is tn ∈ [−T, T ] we conclude that yn ∈ J−M (L) ∩ ([−T, T ]× Σ) for all n. Clearly, if yn is in
the future of qn, i.e. the Figure 4.33 is reversed, the same holds for J+M (L) ∩ ([−T, T ] × Σ). Taking
the union JM (L) ∩ ([−T, T ] × Σ) will therefore give a compactum for which all yn are inside. Thus
we can also here pass to a convergent subsequence yn −→ y. Necessarily y ∈ Σt as tn −→ t. Since
yn /∈ Br(pn) we conclude y ∈ Br(p) by continuity of the distance function dgt with respect to t. Since
all the curves γn are causal, we have qn ∈ JM (yn) and by the closedness of the causal relation “≤” on
a globally hyperbolic spacetime we conclude q ∈ JM (y). Hence there are inextensible causal curves
through y and q. But since every such curve meets Σt in only one point, namely in y, it can not meet
Br(p). However, q ∈ DM (Br(p)), which is a contradiction. 
The importance of the two lower semi-continuous functions ρ and θr is that they are bounded
from below on every compact subset: this is an adaption of the statement that a continuous function
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Figure 4.33: The compactum L.
is bounded (it takes maximum and minimum) on a compact subset. Indeed, let f : K −→ R be lower
semi-continuous and K compact. Then for all p ∈ K and  > 0 we find an open neighborhood U(p)
of p such that f(p′) ≥ f(p)−  for all p′ ∈ U(p). Covering K with finitely many such neighborhoods
U(p1), . . . , U(pn) we see that f(p′) ≥ mini f(pi) −  whence f is bounded from below. Let c =
infp∈K f(p) the infimum of f . Then we have a sequence pn ∈ K with f(pn) −→ c. Now K is
compact whence pn has a convergent subsequence which we denote also by pn −→ p. Thus let  > 0
and choose U ⊆ K such that f(p′) ≥ f(p) −  for all p′ ∈ U . Now all but finitely pn are in U
whence f(pn) ≥ f(p)−  for all but finitely many n. It follows that also the limit limn f(pn) satisfies
c = limn f(pn) ≥ f(p)− . Thus c ≥ f(p)−  for all  > 0. But by construction of c we know c ≤ f(p)
whence f(p) = c follows.
It follows that on a compact subset K ⊆ M the functions ρ and θr are bounded from zero. We
use this in the following lemma:
Lemma 4.2.14 Let K ⊆ M by compact. Then there is a δ > 0 such that for all times t ∈ R and
all ut, u˙t ∈ Γ∞(ι#t E) on Σt with support supput, supp u˙t ⊆ K we have a smooth solution u of the
homogeneous wave equation Du = 0 on the time slice (t − δ, t + δ) × Σ with the initial conditions
u
∣∣
Σt
= ut and ∇En u
∣∣
Σt
= u˙t. Moreover, for the support one has
suppu ⊆ JM (supput ∪ supp u˙t) . (4.2.28)
Proof. Since ρ is lower semi-continuous according to Lemma 4.2.11 and positive, it admits a minimum
on the compact subset K. Thus we find an r0 > 0 with ρ(p) > 2r0 for all p ∈ K. For this radius,
the function θ2r0 is lower semi-continuous according to Lemma 4.2.13 and positive. Hence we find a
δ > 0 with θ2r0 > δ on K. We claim that this δ will do the job. Thus let t ∈ R be given. Since
Σt ∩K is again compact, we can cover Σt ∩K with finitely many open balls Br0(p1), . . . , Br0(pN ) of
radius r0, where as usual the notion of “ball” refers to the Riemannian manifold (Σt, gt). We can find
a smooth partition of unity χ1, . . . , χN subordinate to the cover Br0(p1) ∪ . . . ∪Br0(pN ), i.e. on this
open cover of Σt∩K we have χ1 + · · ·+χN = 1 and suppχα ⊆ Br0(pα) for all α = 1, . . . , N . It follows
that we can decompose the initial conditions ut and u˙t into smooth pieces having compact support in
Br0(pα) by considering χαut and χαu˙t, respectively. Clearly, we still have χαut, χαu˙t ∈ Γ∞0 (ι#t E) and
χ1ut + · · ·+χNut = ut as well as χ1u˙t + · · ·+χN u˙t = u˙t. By definition of ρ the Cauchy development
DM (B2r0(pα)) of the balls with twice the radius is still RCCSV, see Figure 4.34. Thus we can apply
Proposition 4.2.8 to these open subsets and obtain a smooth solution uα ∈ Γ∞
(
E
∣∣
DM (B2r0 (pα))
)
of
the homogeneous wave equation Duα = 0 on DM (B2r0(pα)) for the initial conditions
uα
∣∣
Σt
= χαut and ∇En uα
∣∣
Σt
= χαu˙t.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
4.2. The Cauchy Problem 205
K
p1 p3 . . . pNp2
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Figure 4.34: The covering of the compact subset K ∩ Σt and the Cauchy development of the balls.
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suppuα ⊆ JM (Br0(pα))
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extended byextended by
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Figure 4.35: The local solutions uα constructed in the proof of Lemma 4.2.14 and their support.
Moreover, since we consider the homogeneous wave equation, the supports satisfy
suppuα ⊆ JM (suppχαut ∪ suppχαu˙t) . (∗)
By definition of the function θ2r0 and the choice of δ we see that
JM
(
Br0(pα)
cl
)
∩ ([t− δ, t+ δ]× Σ) ⊆ DM (B2r0(pα)).
Hence the solution uα is defined on the subset JM
(
Br0(pα)
cl
) ∩ ([t− δ, t+ δ]× Σ). Moreover, since
suppχαut, suppχαu˙t ⊆ Br0(pα) we conclude from (∗) that
suppuα ⊆ JM
(
Br0(pα)
cl
)
.
Since uα is smooth onDM (B2r0(pα)) we can safely extend uα by zero to (t−δ, t+δ)×Σ, see Figure 4.35,
and have a section uα ∈ Γ∞
(
E
∣∣
(t−δ,t+δ)×Σ
)
satisfying suppuα ⊆ JM
(
Br0(pα)
cl
)∩ ([t− δ, t+ δ]× Σ)
and Duα = 0 as well as
uα
∣∣
Σt
= χαut and ∇En uα
∣∣
Σt
= χαu˙t.
Then their sum u = u1 + . . .+ uN will still satisfy Du = 0 on (t− δ, t+ δ)× Σ and
u
∣∣
Σt
= ut as well as ∇En u
∣∣
Σt
= u˙t,
since the χα are a partition of unity. Finally,
suppu ⊆ suppu1 ∪ . . . ∪ suppuN
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⊆ JM (suppχ1ut ∪ suppχ1u˙t) ∪ . . . ∪ JM (suppχNut ∪ suppχN u˙t)
⊆ JM (suppχ1ut ∪ suppχ1u˙t ∪ suppχNut ∪ suppχN u˙t)
⊆ JM (supput ∪ supp u˙t) ,
since on one hand JM (A) ∪ JM (B) ⊆ JM (A ∪ B) and on the other hand suppχαut ⊆ supput and
suppχαu˙t ⊆ supp u˙t for all α. This completes the proof. 
Remark 4.2.15 We see from the proof that we do not loose any differentiability by the globalization
process. Only for the local solvability of the Cauchy problem we need to count orders of differentiation
carefully. The reason is that the partition of unity can be chosen smooth and hence we do not spoil
regularity by decomposing everything into small pieces. Thus we get from Proposition 4.2.9 the
analogous statement: for initial conditions ut ∈ Γ2(k+n+1)+2(ι#t E) and u˙t ∈ Γ2(k+n+2)+1(ι#t E) with
the same support conditions we get a solution u ∈ Γk
(
E
∣∣
(t−δ,t+δ)×Σ
)
, where of course k ≥ 2. The
statement on the support is also still valid.
Now we come to the existence of global solutions to the Cauchy problem. As before, M = R×Σ
is globally hyperbolic with a smooth spacelike Cauchy hypersurface.
Theorem 4.2.16 Let (M, g) be a globally hyperbolic spacetime with smooth spacelike Cauchy hyper-
surface ι : Σ ↪→M .
i.) For u0, u˙0 ∈ Γ∞0 (ι#E) and v ∈ Γ∞0 (E) there exists a unique global solution u ∈ Γ∞(E) of the
inhomogeneous wave equation Du = v with initial conditions ι#u = u0 and ι#∇En u = u˙0. We
have
suppu ⊆ JM (suppu0 ∪ supp u˙0 ∪ supp v) . (4.2.29)
ii.) For k ≥ 2 and u0 ∈ Γ2(k+n+1)+20 (ι#E), u˙0 ∈ Γ2(k+n+1)+10 (ι#E) and v ∈ Γ2(k+n+1)0 (E) there
exists a unique global solution u ∈ Γk(E) of the inhomogeneous wave equation Du = v with
initial conditions ι#u = u0 and ι#∇En u = u˙0. It also satisfies (4.2.29).
Proof. Uniqueness follows in both cases from Theorem 4.2.5. We consider the first case with smooth
initial conditions. Since all the supports are compact so is their union. Therefore, we can cover
this compact subset with finitely many RCCSV subsets for which we can apply the local existence
according to Proposition 4.2.8. Again, choosing an appropriate partition of unity subordinate to this
cover, we can decompose the initial conditions and the inhomogeneity into pieces having their compact
supports inside of the RCCSV subsets. If we succeed to show the existence of a global solution for
such initial conditions and inhomogeneity with support in the RCCSV subset, we can afterwards sum
up this finite number of solutions to get a solution for the arbitrary u0, u˙0 and v. This shows that
without restriction, we can assume that suppu0, supp u˙0 and supp v are contained in a single RCCSV
subset U ⊆ U cl ⊆ U ′ as required by Proposition 4.2.8. We set K = suppu0 ∪ supp u˙0 ∪ supp v ⊆ U ,
which is still compact. By using a second partition of unity argument, we can cut K into even smaller
pieces such that we have, for the fixed U , the properties
K ⊆ (−, )× Σ
and
JM (K) ∩ ((−, )× Σ) ⊆ U,
for an appropriate small  > 0, see Figure 4.36. Now let u ∈ Γ∞(E∣∣
U
) be the solution according to
Proposition 4.2.8. Since suppu ⊆ JM (K) we see that we can smoothly extend u to the whole time
slice (−, )× Σ by 0. We have to argue that we can extend this solution even further on arbitrarily
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
4.2. The Cauchy Problem 207
t = −
t = +
t = 0
JM (K) U
Σ
K
JM (K) ∩ (−, )× Σ ⊆ U
Figure 4.36: The compact set K = suppu0 ∪ supp u˙0 ∪ supp v of the proof of Theorem 4.2.16.
t = +
t = −
t− δ
t+ δ
t = 0
tTmax
K
Figure 4.37: The choice of t for given δ > 0 in the proof of Theorem 4.2.16.
large time slices (−T, T ) × Σ. Thus we set Tmax to be the supremum of all those times T for which
there exists a smooth extension of u to the slice (−, T ) × Σ, still obeying the causality condition
suppu ⊆ JM (K). Since we have at least T ≥  the supremum Tmax is positive. Since K is in the
slice (−, ) × Σ we have Du = 0 on [+, Tmax) × Σ since the inhomogeneity has supp v ⊆ K. If we
have two extensions, u until T and u˜ until T˜ with T < T˜ , then u˜
∣∣
(−,T )×Σ = u since the open piece
(−, T )×Σ is globally hyperbolic itself. Hence the uniqueness statement from Theorem 4.2.5 applies
to u˜
∣∣
(−,T )×Σ and u. Thanks to this uniqueness we only have to show the existence of a solution for
arbitrary, but fixed finite T , i.e. Tmax = +∞. This will automatically give a solution defined for all
times t ∈ R+ and hence a solution on (−,∞)× Σ.
We assume the converse, i.e. Tmax < ∞. We consider K˜ = ([−, Tmax] × Σ) ∪ JM (K) which is
compact as we have already argued at the beginning of the proof of Lemma 4.2.12 in greater generality.
We can therefore apply Lemma 4.2.14 to this compact subset K˜ yielding a δ > 0 as described there.
Now we take a t < Tmax with Tmax − t < δ but K ⊆ (−, t) × Σ. Note that since K ⊆ (−, ) × Σ
and Tmax ≥ , this is clearly possible no matter what δ > 0 is, see Figure 4.37. On the whole slice
(t− δ, t+ δ)× Σ we solve the homogeneous wave equation Dw = 0 for the initial conditions
w
∣∣
Σt
= u
∣∣
Σt
and ∇En w
∣∣
Σt
= ∇En u
∣∣
Σt
,
which is possible thanks to Lemma 4.2.14. On a smaller slice (t− η, t+ η)× Σ the inhomogeneity v
already vanishes by supp v ⊆ K since K is contained in the open slice (−, t)×Σ. Thus on this slice
w and u both solve the homogeneous wave equation with the same initial conditions on Σt. Therefore
w = u on (−, t) × Σ, again by the uniqueness theorem. But this shows that w extends u to the
slice (−, t + δ) × Σ in a smooth way. For the support we see that the initial conditions for w are
contained in JM (K)∩Σt. For the future of t this means that suppw is still contained in JM (K), for
the past of t we already know that w = u whence in total suppw ⊆ JM (K), see Figure 4.38. But
Tmax < t+δ whence we get a contradiction since w is a valid extension of u with all desired properties.
Thus Tmax = +∞. An analogous argument shows that also in the past directions we can extend the
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initial conditions for w
u herew =
suppu
suppw
t
K
Figure 4.38: The extension w of u in the proof of Theorem 4.2.16.
solution to t = −∞. This gives the first part. The second part proceeds completely analogous, using
only Proposition 4.2.9 and Remark 4.2.15 instead. 
4.2.4 Well-Posedness of the Cauchy Problem
We have seen that the Cauchy problem for the inhomogeneous wave equation with smooth initial data
and smooth compactly supported inhomogeneity admits a unique smooth solution. Also in the context
of sufficiently large but finite differentiability we have a unique solution to the Cauchy problem. A
Cauchy problem is called well-posed if for given initial data one has a unique solution which depends
continuously on the initial data. Of course, this requires to specify the relevant topologies in detail.
In typical situations, the relevant topologies should be clear from the context. Note also that for
physical applications a continuous dependence on the initial data is certainly necessary in order to
have a physically reasonable theory: initial data are always subject to (arbitrarily small but non-
zero) uncertainties when measured. Thus a discontinuous dependence would lead to a physical theory
without predictive power. But even if one has continuous dependence it may well happen for Cauchy
problems that the discrepancy at finite times between solutions corresponding to very close initial
conditions grows very fast in time, typically in an exponential way when quantified correctly. Thus
it might be of interest to have the continuity even sharpened by some more quantitative description.
Back to our situation we want to show the well-posedness of the Cauchy problem with respect
to the usual locally convex topologies of smooth or Ck-sections. The main tool will be the following
general statement from locally convex analysis:
Theorem 4.2.17 (Open mapping theorem) Let E, E˜ be Fréchet spaces and let φ : E −→ E˜ be a
continuous linear map. If φ is surjective then φ is an open map.
As usual, a map φ is called open if the images of open subsets are again open. The proof of the open
mapping theorem can e.g. be found in [51, Thm. 2.11]. We will need the following corollary of it:
Corollary 4.2.18 Let φ : E −→ E˜ be a continuous linear bijection between Fréchet spaces. Then φ−1
is continuous as well.
Indeed, let U ⊆ E be open. Then the set-theoretic (φ−1)−1(U), i.e. the pre-image of U under φ−1,
coincides simply with φ(U) which is open by the theorem. Thus φ−1 is continuous. Note that for
general maps between topological spaces a continuous bijective map needs not have a continuous
inverse at all.
We are now interested in the following situation: the result of Theorem 4.2.16 can be viewed as
a map
Γ∞0 (ι
#E)⊕ Γ∞0 (ι#E)⊕ Γ∞0 (E) −→ Γ∞(E), (4.2.30)
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sending (u0, u˙0, v) to the unique solution u of the wave equation Du = v with initial conditions u0
and u˙0. Clearly, the map (4.2.30) is linear which easily follows from the uniqueness statement of
Theorem 4.2.16. Thus continuous dependence on the initial conditions will refer to the continuity of
the map (4.2.30). Note that this even includes the continuous dependence on the inhomogeneity v.
The relevant topologies are then the C∞-topology on the target side and the canonical topology of the
direct sum of the C∞0 -topologies. Since the direct sum is finite, this is not problematic and essentially
boils down to show C∞0 -continuity for each summand. This way, we arrive at the following theorem:
Theorem 4.2.19 (Well-posed Cauchy problem I) Let (M, g) be a globally hyperbolic spacetime
with smooth spacelike Cauchy hypersurface ι : Σ ↪→ M . Then the linear map (4.2.30) sending the
initial conditions and the inhomogeneity to the corresponding solution of the Cauchy problem is con-
tinuous.
Proof. First we note that the “inverse” map which evaluates an arbitrary section u ∈ Γ∞(E) on the
Cauchy hypersurface and applies D to it is continuous, i.e.
P : Γ∞(E) 3 u 7→ (ι#u, ι#∇En u,Du) ∈ Γ∞(ι#E)⊕ Γ∞(ι#E)⊕ Γ∞(E) (∗)
is continuous in the C∞-topologies. This is clear as all three components of P are continuous. Indeed,
the restriction is continuous by a slight variation of the results from Proposition 1.1.20. The applica-
tion of either ∇En or D is continuous as well whence the continuity of each of the three components
of P follows. However, for a general u ∈ Γ∞(E) neither the restrictions ι#u and ι#∇En u nor Du
will have compact support. Thus we enforce this by considering a fixed compact subset K ⊆M and
the subspaces Γ∞K∩Σ(ι
#E) as well as Γ∞K (E) of Γ
∞(ι#E) and Γ∞(E) of those sections with compact
support in the compact subsets K ∩ Σ and K, respectively. By Lemma 1.1.10 we know that both
spaces are Fréchet spaces as they are C∞-closed subspaces of the Fréchet spaces Γ∞(ι#E) and Γ∞(E),
respectively. Hence their direct sum is a closed subspace of the target in (∗) whence the pre-image
VK = P
−1(Γ∞K∩Σ(ι
#E)⊕ Γ∞K∩Σ(ι#E)⊕ Γ∞K (E)) ⊆ Γ∞(E)
is again closed. This way, it becomes a Fréchet subspace itself. Restricted to VK , the map PK = P
∣∣
VK
becomes bijective, this is precisely the statement of Theorem 4.2.16. Indeed, PK is surjective since
every point in Γ∞K∩Σ(ι
#E)⊕ Γ∞K∩Σ(ι#E)⊕ Γ∞K (E) has a pre-image. This is just the existence of the
solutions to the Cauchy problem. However, as the solution is unique, we have precisely one pre-image
under PK . Since now all involved spaces are Fréchet themselves and PK is obviously continuous, we
can apply Corollary 4.2.18 to conclude that PK has continuous inverse
P−1K : Γ
∞
K∩Σ(ι
#E)⊕ Γ∞K∩Σ(ι#E)⊕ Γ∞(E) −→ VK ⊆ Γ∞(E)
for all K ⊆ M compact. By the definition of the inductive limit topology this gives us immediately
the continuity of the map (4.2.30) as claimed. In fact, this is again a general feature of LF topologies
and this trick can be transferred to the general situation, see e.g. [34]. 
With an analogous argument we also obtain the well-posedness of the Cauchy problem in the
following situation of finite differentiability:
Theorem 4.2.20 (Well-posed Cauchy problem II) Let (M, g) be a globally hyperbolic spacetime
with smooth spacelike Cauchy hypersurface ι : Σ ↪→M and let k ≥ 2. Then the linear map
Γ
2(k+n+1)+2
0 (ι
#E)⊕ Γ2(k+n+1)+10 (ι#E)⊕ Γ2(k+n+1)0 (E) −→ Γk(E) (4.2.31)
sending (u0, u˙0, v) to the unique solution u of the inhomogeneous wave equation Du = v with initial
conditions ι#u = u0 and ι#∇En u = u˙0 is continuous.
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Thus we have in both cases a well-posed Cauchy problem. There are, however, some small
drawbacks of the above theorems: First, as already mentioned, we are limited to inhomogeneities v
with compact support in M . Physically more appealing would be an inhomogeneity with compact
support only in spacelike direction, i.e. the “eternally moving electron”. Note that this is clearly
an intrinsic concept on a globally hyperbolic spacetime. Moreover, the control of derivatives in
Theorem 4.2.16 and hence in Theorem 4.2.20 seems not to be optimal. In particular, it would be nice
to show that the map (4.2.31) has some fixed order independent of k.
4.3 Global Fundamental Solutions and Green Operators
While in Chapter 3 we have discussed the local existence of fundamental solutions as well as their prop-
erties we shall now pass to the global picture. From the uniqueness statements in Corollary 4.1.13 we
see that the local advanced and retarded fundamental solutions necessarily agree with the restrictions
of the corresponding global ones if the latter exist at all. Here we have to restrict to such an RCCSV
neighborhood which is globally hyperbolic itself, i.e. a Cauchy development of a small enough ball
in Σ. Then the question of existence of global fundamental solutions can be viewed as the question
whether the given local fundamental solutions can be extended to the whole spacetime.
Actually, we shall proceed differently and construct the global fundamental solutions directly using
the global statements on the Cauchy problem. As before, we assume throughout this section that
(M, g) is globally hyperbolic.
4.3.1 Global Green Functions
We first consider the smooth version. Here we start with the following theorem:
Theorem 4.3.1 Let (M, g) be a globally hyperbolic spacetime and D ∈ DiffOp2(E) a normally hyper-
bolic differential operator. For every point p ∈M there is a unique advanced and retarded fundamental
solution F±M (p) of D at p. Moreover, for every test section ϕ ∈ Γ∞0 (E∗) the section
M 3 p 7→ F±M (p)ϕ ∈ E∗p (4.3.1)
is a smooth section of E∗ which satisfies the equation
DTF±M ( · )ϕ = ϕ. (4.3.2)
Finally, the linear map
F±M : Γ
∞
0 (E
∗) 3 ϕ 7→ F±M ( · )ϕ ∈ Γ∞(E∗) (4.3.3)
is continuous.
Proof. The uniqueness was already shown in Corollary 4.1.13. For the existence we consider the
following construction: we first choose a splitting M ' R × Σ with a Cauchy temporal function
being the first coordinate of the product and Σ being a smooth spacelike Cauchy hypersurface. We
denote as usual by Σt the level set of fixed time t, i.e. Σt = {t} × Σ ιt↪→ M , which is again a Cauchy
hypersurface. Normalizing the gradient of t appropriately we obtain the smooth future-directed unit
normal vector field n ∈ Γ∞(TM) which, at Σt, is normal to Σt for all times t. Now let ϕ ∈ Γ∞0 (E∗)
be a test section of E∗. Since ϕ has compact support we find a time t such that suppϕ is in the past
of t. More precisely, we have suppϕ ⊆ I−M (Σt), see Figure 4.39. We now apply Theorem 4.2.16, i.) to
the transposed operator DT ∈ DiffOp2(E∗) which we know to be normally hyperbolic as well. Thus
we obtain a unique global and smooth solution ψ+ ∈ Γ∞(E∗) of the inhomogeneous wave equation
DTψ+ = ϕ for the initial conditions ι#t ψ+ = 0 = ι
#
t ∇E
∗
n ψ
+. First we note that ψ+ does not depend
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Σt
Σt˜
Σt′
I−M (Σt)
suppϕ
J+M (suppϕ)
Figure 4.39: The various hypersurfaces chosen in the future of suppϕ in the proof of Theorem 4.3.1.
on the precise choice of t. Indeed, let t′ be another time with suppϕ ⊆ I−M (Σt′) and assume e.g.
t < t′. Denote by ψ+′ ∈ Γ∞(E∗) the corresponding solution of the Cauchy problem DTψ+′ = ϕ
and ι#t′ ψ
+′ = 0 = ι#t′∇E
′
n ψ
+′. Then we find a t˜ < t such that suppϕ ⊆ I−M (Σt˜) since I−M (Σt) is
open while suppϕ is closed, see again Figure 4.39. The open piece (t˜,∞) × Σ = ⋃t>t˜ Σt ⊆ M is
still a globally hyperbolic spacetime on its own. Here ψ+′ satisfies DTψ+′ = 0 since suppϕ is not
in this part of M . Since ψ+′ has vanishing initial conditions on Σt′ we conclude by the uniqueness
properties of solutions that ψ+′ = 0 on (t˜,∞) × Σ. This implies in particular the feature that
ι#t ψ
+′ = 0 = ι#t ∇E
∗
n ψ
+′ whence both ψ+ and ψ+′ have vanishing initial conditions on Σt and
satisfy the wave equation DTψ+′ = ϕ = DTψ+ on all of M . Thus by the uniqueness according
to Theorem 4.2.7 we conclude ψ+ = ψ+′. Hence the section ψ+ does not depend on the choice of
t as long as t is large enough. According to Theorem 4.2.19 the map which assigns ϕ to ψ+ is a
continuous linear map with respect to the C∞0 - and C∞-topology. Moreover, evaluating ψ+ at a given
point p ∈ M is a E∗p -valued continuous linear functional, namely the δp-functional. Thus the map
ϕ 7→ ψ+(p) is a continuous linear functional for every point p ∈ M . This defines the generalized
section F+M (p) ∈ Γ−∞(E)⊗ E∗p , i.e.
F+M (p) : ϕ 7→ ψ+(p)
with ψ+ as above. By definition of F+M (p) the map (4.3.1) is just the map ϕ 7→ ψ+ which is continuous
according to Theorem 4.2.19 and yields a smooth section ψ+. This shows (4.3.1) and (4.3.3) for
the case of “+”. We prove that F+M (p) is a fundamental solution at p. For the two test sections
ϕ,DTϕ ∈ Γ∞0 (E∗) we have resulting solutions ψ+, ψ˜+ as above, i.e. DTψ+ = ϕ and DTψ˜+ = DTϕ.
Thus DT(ψ˜+ − ϕ) = 0 and both ψ˜+ and ϕ have vanishing initial conditions on Σt: the section ϕ
even vanishes in an open neighborhood of Σt while ψ˜+ has vanishing initial conditions on Σt by
construction. Thus by uniqueness we have ψ˜+ − ϕ = 0. Unwinding this gives(
DF+M (p)
)
(ϕ) = F+M (p)(D
Tϕ) = ψ˜+(p) = ϕ(p),
hence DF+M (p) = δp follows as ϕ is an arbitrary test section. This gives us a fundamental solution
F+M (p) at every point p ∈ M . It remains to show that F+M (p) is actually an advanced fundamental
solution, i.e. suppF+M (p) ⊆ J+M (p). Since J+M (p) is closed by global hyperbolicity of M we have to
find an open neighborhood of q ∈M \ J+M (p) on which F+M (p) vanishes. Thus let q /∈ J+M (p) be such
a point. By closedness of J+M (p) there is an open neighborhood of q such that q
′ /∈ J+M (p) for all q′
in this neighborhood. We distinguish two cases. If p /∈ J+M (q) then we also have p /∈ J+M (q′) for all
q′ in a small neighborhood of q. Thus we can choose q′, q′′ close to q with q ∈ I+M (q′) ∩ I+M (q′′) but
p /∈ J+M (q′′) and p /∈ J−M (q′), see Figure 4.40. In this case p /∈ JM (JM (q′′, q′)). Since IM (q′′, q′) is an
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J+M (q
′′)
J−M (q
′)
p
J+M (p)
q′′
q′
q
Figure 4.40: Choosing the points q′ and q′′ with q ∈ JM (q′′, q′) for q and p spacelike.
q′
IM (q
′′, q′)q′′
p
Σt
Σt′
q
Figure 4.41: The points p and q do not lie spacelike to each other.
open neighborhood of q we have for all ϕ ∈ Γ∞0 (E∗) with suppϕ ⊆ IM (q′′, q′) by Theorem 4.2.16, i.)
the property suppψ+ ⊆ JM (suppϕ) ⊆ J+M (q′′)∪J−M (q′), where ψ+ is the section with vanishing initial
conditions for large times and DTψ+ = ϕ. Since p /∈ J+M (q′′) ∪ J−M (q′) we have 0 = ψ+(p) = F+M (p)ϕ.
However, this simple argument only works for p and q spacelike. Thus the other case is where p and q
are not spacelike, but p is in J+M (q). But then necessarily the time t of p is strictly larger than the one
of q as q 6= p. We fix a time t′ between t and the time of q and choose a point q′ on Σt in the future
I+M (q) of q, see Figure 4.41. Moreover, let q
′′ ∈ I−M (q) be arbitrary. This gives us an open diamond
IM (q
′′, q′) which is an open neighborhood of q. Let ϕ ∈ Γ∞0 (E∗) have support in IM (q′′, q′) and let
ψ+ be the solution of DTψ+ = ϕ with vanishing initial values for large times as before. Since t > t′
is clearly later than suppϕ we have ψ+
∣∣
Σt
= 0. But this gives ψ+(p) = 0 also in this case and hence
F+M (p)ϕ = 0 for all such ϕ. This finally shows that suppF
+
M (p) ⊆ J+M (p) as wanted. The retarded
case is analogous as usual. 
We can strengthen the above result in the following way. As we have at least some rough counting
of needed derivatives in Theorem 4.2.16, ii.) for the Cauchy problem we can use this to estimate the
order of the Green functions F±M (p):
Theorem 4.3.2 Let (M, g) be a globally hyperbolic spacetime and D ∈ DiffOp2(E) a normally hy-
perbolic differential operator. Then the unique advanced and retarded Green functions F±M (p) of D at
p are of global order
ordF±M (p) ≤ 2n+ 6. (4.3.4)
More precisely, the linear map (4.3.3) extends to a continuous linear map
F±M : Γ
2(k+n+1)
0 (E
∗) 3 ϕ 7→ F±M ( · )ϕ ∈ Γk(E∗) (4.3.5)
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for all k ≥ 2 such that we still have
DTF±M ( · )ϕ = ϕ. (4.3.6)
Proof. By Theorem 4.2.16 ii.) we can repeat the whole construction in the proof of Theorem 4.3.1
for a test section ϕ ∈ Γ2(k+n+1)0 (E∗). Indeed, the initial conditions for ψ+ being zero for large times
clearly satisfy the differentiability conditions of Theorem 4.2.16, ii.). Thus we obtain a solution
ψ+ ∈ Γk(E) of DTψ+ = ϕ. With the definition F+M (p)ϕ = ψ+(p) and hence ψ+ = F+( · )ϕ we get by
Theorem 4.2.20 the continuity of (4.3.3). By construction, (4.3.6) still holds. Now let p ∈M be given
and choose k = 2 which is the minimal one allowed by Theorem 4.2.16 and Theorem 4.2.20. Then
the continuity of (4.3.3) implies that for all compact K ⊆M we find a constant c > 0 with∣∣F+M (p)ϕ∣∣ = p{p},0 (F+M ( · )ϕ) ≤ cpK,2(k+n+1)(ϕ).
But this shows that the local order of F+M ( · ) on the compactum K is less or equal than 2n + 6,
independently on K. It is clear by the usual density argument that the map F+M (p) defined here is
indeed the unique extension of the advanced Green function defined in the previous Theorem. The
retarded case is analogous. 
Remark 4.3.3 Again, the estimate on the order is usually very rough and even worse than the
estimate we found in the local case. Nevertheless, the important point is that the order is globally
finite and independent of p. Since in the construction of the solution ψ+ we only needed the very
special initial conditions ι#ψ+ = 0 = ι#∇En ψ+ the proof of the local solution to the Cauchy problem
as in Proposition 4.2.9 with finite differentiability simplifies drastically yielding a simplified recursion
only involving the inhomogeneity. We leave it as an open task to improve the estimate (4.3.4) on the
global order.
4.3.2 Green Operators
The fundamental solutions F±M (p) were constructed as the map ϕ 7→ (p 7→ F±M (p)ϕ) being a map
Γ∞0 (E∗) −→ Γ∞(E), i.e. the solution map from the Cauchy problem. We shall now investigate this
map more closely as it provides almost an inverse to D. In general, one defines the following operators.
Definition 4.3.4 (Green Operators) Let (M, g) be a time-oriented Lorentz manifold and D ∈
DiffOp2(E) a normally hyperbolic differential operator. Then a continuous linear map
G±U : Γ
∞
0 (E) −→ Γ∞(E) (4.3.7)
with
i.) DG±M = idΓ∞0 (E),
ii.) G±MD
∣∣
Γ∞0 (E)
= idΓ∞0 (E),
iii.) supp(G±Mu) ⊆ J±M (suppu)cl for all u ∈ Γ∞0 (E)
is called an advanced and retarded Green operator for D, respectively.
Note that if the causal relation is not closed we have to put a closure in part iii.) by hand. In view of
the local result in (4.2.8) one can imagine that a Green operator for D is linked to the fundamental
solutions G±M (p) of the dual differential operator D
T ∈ DiffOp2(E∗). In fact, we have the following
proposition for general spacetimes, where we require suppG±M (p) ⊆ (J±M (p))cl in the case when the
causal relation is not closed.
Proposition 4.3.5 (Green operators and fundamental solutions) Let (M, g) be a time-oriented
Lorentz manifold and D ∈ DiffOp2(E) a normally hyperbolic differential operator.
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i.) Assume {G±M (p)} is a family of global advanced or retarded fundamental solutions of DT at
every point p ∈ M with the following property: for every test section u ∈ Γ∞0 (E) the section
p 7→ G±M (p)u is a smooth section of E depending continuously on u and satisfying DG±M ( · )u = u.
Then
(G±Mu)(p) = G
∓
M (p)u (4.3.8)
yield advanced and retarded Green operators for D, respectively.
ii.) Assume G±M are advanced or retarded Green operator for D, respectively. Then G
±
M (p) : Γ
∞
0 (E) −→
C defined by
G±M (p)u = (G
∓
Mu)(p) (4.3.9)
defines a family of advanced and retarded fundamental solutions of DT at every point p ∈ M
with the properties described in i.), respectively.
Proof. For the first part we assume to have a family {G±M (p)}p∈M of advanced or retarded funda-
mental solutions of DT with the above properties. By assumption, the resulting linear map (4.3.8)
is continuous. It satisfies DG±M = idΓ∞0 (E) also by assumption. Since the G
±
M (p) are fundamental
solutions of DT we have
(G±MDu)(p) = G
∓
M (p)(Du) = (D
TG∓M (p))(u) = δp(u) = u(p)
for all p ∈ M and u ∈ Γ∞0 (E). Thus G±MD = idΓ∞0 (E) as well. Finally, we have to check the support
properties thereby explaining the flip from ± to ∓ in (4.3.8). Thus let p ∈ M be given such that
0 6= (G±Mu)(p) = G∓(p)u. Since the support of the distributions G∓M (p) is in J∓M (p)cl this implies
that suppu has to intersect J∓M (p)
cl. Since J∓M (p)
cl = I∓M (p)
cl, see [45, Prop. 2.17], and since suppu
has an open interior which is non-empty, we see that suppu also has to intersect I∓M (p). But then
p ∈ I∓M (suppu) whence supp(G±Mu) ⊆ I±M (suppu)cl = J±M (suppu)cl follows, proving the first part.
For the second part assume G±M is given and define G
±
M (p) = δp ◦ G∓M , according to (4.3.9). This is
clearly a distribution since δp is continuous and G∓M is continuous by assumption. By construction,
the section p 7→ G±M (p)u = (G∓Mu)(p) is smooth and depends continuously on u. We have
DG∓M ( · )u = D
(
p 7→ G∓M (p)u
)
= DG±Mu = u
as well as (
DTG∓M (p)
)
(u) = G∓M (p)(Du) =
(
G±M (Du)
)
(p) = u(p),
whence G∓M (p) is a fundamental solution satisfying also DG
±
M ( · )u = u. Finally, for the support we
can argue as before in part i.). 
Remark 4.3.6 (Green operators)
i.) If the causal relation “≤” is closed then the definition of a Green operator simplifies and also
the above proof simplifies. This will be the case for globally hyperbolic spacetimes.
ii.) At first glance, a Green operator of D looks like an inverse on the space of compactly supported
sections. However, this is not quite correct as G±M maps into Γ
∞(E) and not into Γ∞0 (E).
Nevertheless, the Green operator behaves very much like an inverse of D
∣∣
Γ∞0 (E)
.
iii.) In general, Green operators do not exist: if e.g. M is a compact Lorentz manifold and D =  is
the scalar d’Alembertian then the constant function 1 has compact support but satisfied 1 = 0.
Thus G1 = 1 is impossible for a linear map G.
In the case of a globally hyperbolic spacetime our construction of advanced and retarded fundamental
solutions in Theorem 4.3.1 gives immediately advanced and retarded Green operators:
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Corollary 4.3.7 On a globally hyperbolic spacetime any normally hyperbolic differential operator has
unique advanced and retarded Green operators.
Proof. Indeed, the fundamental solutions were precisely constructed as in the proposition with the
operator coming from the solvability of the Cauchy problem in Theorem 4.3.1. 
Having related the Green operators of D to the fundamental solutions of DT we can also relate the
Green operators of D and DT directly. First we notice that, as we already did locally in Section 3.5,
the Green operators allow for dualizing:
Proposition 4.3.8 Let (M, g) be globally hyperbolic and let D ∈ DiffOp2(E) be a normally hyperbolic
differential operator with advanced and retarded Green operators G±M : Γ
∞
0 (E) −→ Γ∞(E).
i.) The dual map (G±M )
′ : Γ−∞0 (E
∗) −→ Γ−∞(E∗) is weak∗ continuous and satisfies
DT(G±M )
′(ϕ) = ϕ = (G±M )
′DTϕ (4.3.10)
for all generalized sections ϕ ∈ Γ−∞0 (E∗) with compact support.
ii.) For a generalized section ϕ ∈ Γ−∞0 (E∗) with compact support we have
supp(G±M )
′(ϕ) ⊆ J∓M (suppϕ). (4.3.11)
Proof. Since G±M : Γ
∞
0 (E) −→ Γ∞(E) is linear and continuous we have an induced dual map
(G±M )
′ : Γ∞(E)′ = Γ−∞0 (E
∗) −→ Γ∞0 (E)′ = Γ−∞(E∗) where we identify the dual spaces as usual by
means of the canonical volume density µg. Then (G±M )
′ is automatically weak∗ continuous. To prove
(4.3.10) we take a test section u ∈ Γ∞0 (E) and compute(
DT(G±M )
′(ϕ)
)
(u) = (G±M )
′(ϕ)(Du) = ϕ
(
G±MDu
)
= ϕ(u)
by the very definitions. Since Γ∞0 (E) ⊆ Γ∞(E) is dense this is sufficient to show the first part of
(4.3.10), which is understood as an identity between generalized sections with compact support. For
the other part we compute(
(G±M )
′DTϕ
)
(u) = (DTϕ)(G±Mu) = ϕ
(
DG±Mu
)
= ϕ(u).
Note that DTϕ has again compact support whence the above computation is indeed justified. This
proves (4.3.10). For the second statement let u ∈ Γ∞0 (E) be a test section. Then (G±M )′(ϕ)u =
ϕ(G±Mu). Since supp(G
±
Mu) ⊆ J±M (suppu) we see that ϕ(G±Mu) vanishes if suppϕ ∩ J±M (suppu) = ∅.
But this means J∓M (suppϕ)∩ suppu = ∅. Thus for suppu ⊆M \J∓M (suppϕ) we have (G±M )′(ϕ)u = 0
which implies (4.3.11), since J±M (suppϕ) is already closed. 
As in the local situation we can now apply (G±M )
′ to generalized sections ϕ which are actually
smooth, i.e. ϕ ∈ Γ∞0 (E∗). We expect that we obtain the Green operators of DT. Here we need the
following simple Lemma:
Lemma 4.3.9 Let (M, g) be a globally hyperbolic spacetime and let D ∈ DiffOp2(E) be a normally
hyperbolic differential operator with advanced and retarded Green operators G±M . Moreover, denote
the corresponding Green operators of DT ∈ DiffOp2(E∗) by F±M . Then we have for ϕ ∈ Γ∞0 (E∗) and
u ∈ Γ∞0 (E) ∫
M
(F±Mϕ) · u µg =
∫
M
ϕ · (G∓Mu) µg. (4.3.12)
Proof. The lemma is a simple integrations by parts argument. First we note that F±Mϕ has (non-
compact) support in J±M (suppϕ) while G
∓
Mu has (non-compact) support in J
∓
M (suppu) by the very
definition of Green operators. It follows from the global hyperbolicity that the overlap J±M (suppϕ)∩
J∓M (suppϕ) is compact, see Figure 4.42. Thus writing u = DG
∓
Mu we get
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J+M (suppu)
suppu
suppϕ
J−M (suppϕ)
Figure 4.42: The compact overlap of J+M (suppu) and J
−
M (suppϕ).∫
M
(F±ϕ) · u µg =
∫
M
(F±Mϕ) · (DG∓Mu) µg
(∗)
=
∫
M
(DTF±Mϕ) · (G∓Mu) µg
=
∫
M
ϕ · (G∓Mu) µg,
where we have used DTF±Mϕ = ϕ and the compactness of the overlap to justify the integration by
parts in (∗). 
From this lemma we immediately see that the dual operator (G∓M )
′ : Γ−∞0 (E
∗) −→ Γ−∞(E∗)
applied to a distributional section which is actually smooth, i.e. to ϕ ∈ Γ∞0 (E∗) ⊆ Γ−∞0 (E∗) is given
by
(G∓M )
′ϕ = F±Mϕ. (4.3.13)
Indeed, this is just the content of (4.3.12) where we interpret the right hand side as the distributional
section ϕ ∈ Γ−∞0 (E∗) evaluated on G∓M (u) as usual. In particular, the dual map (G∓M )′ yields a
smooth section and not just a distributional one when applied to ϕ ∈ Γ∞0 (E∗). Moreover, since F±M
is continuous with respect to the C∞0 - and C∞-topology according to Theorem 4.3.1 we have also
continuity of the dual operators (G∓M )
′ on Γ∞0 (E∗) with respect to the C∞0 - and C∞-topology. This
way, we obtain the global analogues of the local results obtained in Section 3.4.2. We summarize the
discussion the in the following theorem:
Theorem 4.3.10 Let (M, g) be globally hyperbolic and let D ∈ DiffOp2(E) be a normally hyperbolic
differential operator. Denote the global advanced and retarded Green operators of D by G±M and those
of DT by F±M , respectively.
i.) For the dual operators we have
(G±M )
′∣∣
Γ∞0 (E∗)
= F∓M (4.3.14)
(F±M )
′∣∣
Γ∞0 (E)
= G∓M . (4.3.15)
ii.) The duals of the Green operators restrict to maps
(G±M )
′ : Γ∞0 (E
∗) −→ Γ∞(E∗), (4.3.16)
(F±M )
′ : Γ∞0 (E) −→ Γ∞(E), (4.3.17)
which are continuous with respect to the C∞0 - and C∞-topologies, respectively.
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iii.) The Green operators have unique weak∗ continuous extensions to operators
G±M : Γ
−∞
0 (E) −→ Γ−∞(E) (4.3.18)
F±M : Γ
−∞
0 (E
∗) −→ Γ−∞(E∗) (4.3.19)
satisfying
supp(G±Mu) ⊆ J±M (suppu) (4.3.20)
supp(F±Mϕ) ⊆ J±M (suppϕ), (4.3.21)
respectively. For these extensions one has
G±M =
(
F∓M
∣∣
Γ∞0 (E∗)
)′
(4.3.22)
F±M =
(
G∓M
∣∣
Γ∞0 (E)
)′
. (4.3.23)
Proof. Indeed, part i.) was already discussed and part ii.) is clear by part i.) and the continuity of
Green operators. The last part is also clear since the corresponding dual operators provide us with
an extension of the Green operators according to i.). The uniqueness of the extension is clear as
the smooth sections with compact support are (sequentially) dense in the distributional sections with
compact support: this follows analogously to the density statement in Theorem 1.3.18, v.) for the case
of arbitrary distributional sections. Then (4.3.20) and (4.3.21) are obtained from Proposition 4.3.8, ii.)
applied to DT and D, respectively. Finally (4.3.22) and (4.3.23) are clear. 
Remark 4.3.11 With some slight abuse of notation we do not distinguish between the Green oper-
ators and their canonical extension to generalized sections. This gives the short hand version
G±M =
(
F∓M
)′ (4.3.24)
of (4.3.22) and (4.3.23). In particular, the Green operators of DT are completely determined by those
of D and vice versa.
As a first application of the extended Green operators we obtain a solution of the wave equation
for arbitrary compactly supported inhomogeneity with good causal behaviour:
Theorem 4.3.12 Let (M, g) be a globally hyperbolic spacetime and D ∈ DiffOp2(E) normally hyper-
bolic with advanced and retarded Green operators G±M .
i.) The Green operators G±M : Γ
−∞
0 (E) −→ Γ−∞(E) satisfy
DG±M = idΓ−∞0 (E) = G
±
MD
∣∣
Γ−∞0 (E)
. (4.3.25)
ii.) For every v ∈ Γ−∞0 (E), every smooth spacelike Cauchy hypersurface ι : Σ ↪→M with
supp v ⊆ I+M (Σ), (4.3.26)
and all u0, u˙0 ∈ Γ∞0 (ι#E) there exists a unique generalized section u+ ∈ Γ−∞(E) with
Du+ = v, (4.3.27)
suppu+ ⊆ JM (suppu0 ∪ supp u˙0) ∪ J+M (supp v), (4.3.28)
sing suppu+ ⊆ J+M (supp v), (4.3.29)
ι#u+ = u0 and ι#∇En u = u˙0. (4.3.30)
The section u+ depends weak∗ continuously on v and continuously on u0, u˙0.
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J+M (supp v)
supp v
suppu0 ∪ supp u˙0
JM (suppu0 ∪ supp u˙0)
u might be
singular here
Σ′
Σ
smooth here
u is
Figure 4.43: The figure shows the supports of the inhomogeneity v, the initial conditions u0, u˙0 and
where the solution to the inhomogeneous wave equation might be singular.
iii.) An analogous statement holds for the case supp v ⊆ I−M (Σ).
Proof. For the first part we can use the fact that all involved maps are weak∗ continuous and Γ∞0 (E)
is weak∗ dense in Γ−∞0 (E). Then (4.3.25) is just a consequence of the defining properties of a Green
operator on Γ∞0 (E). For the second part we first notice that G
+
Mv ∈ Γ−∞(E) is a generalized section
with support in J+M (supp v) according to (4.3.20) and DG
+
Mv = v according to the first part. Let
w ∈ Γ+∞(E) be the unique solution to the Cauchy problem Dw = 0 and ι#w = u0 and ι#∇En w = u˙0
whose existence and uniqueness is guaranteed by Theorem 4.2.16, i.). We set u = w +G+Mv. This is
a generalized section with Du = v as w solves the homogeneous wave equation. Moreover, we have
suppu = supp(w +G+Mv)
⊆ suppw ∪ suppG+Mv
⊆ JM (suppu0 ∪ supp u˙0) ∪ J+M (supp v),
according to (4.2.29) and (4.3.20). Since w is smooth we also have sing suppu = sing suppG+Mv ⊆
J+M (supp v). Now supp v ⊆ J+M (Σ) implies that M \ J+M (supp v) is an open neighborhood of Σ, see
Figure 4.43. Thus u is smooth on an open neighborhood of Σ whence the restriction of u is well-
defined. Note that for a general element of Γ−∞(E) this would not be possible. Thus (4.3.30) is
meaningful and we have ι#u = ι#w = u0 as well as ι#∇En u = ι#∇En w = u˙0. Hence u has all required
properties. Note that u depends weak∗ continuously on v as G+M is weak
∗ continuous. Moreover, w
depends continuously on u0, u˙0 with respect to the C∞- and C∞0 -topologies. Finally, suppose that u˜
is another generalized section satisfying the four properties (4.3.27) - (4.3.30). Then u− u˜ solves the
homogeneous wave equation and has singular support away from Σ, too. Thus we can speak of initial
conditions of u − u˜ on Σ which are now identically zero. Let Σ′ be another Cauchy hypersurface
separating Σ and J+M (supp v) as in Figure 4.43, which we clearly can find. Then in the globally
hyperbolic spacetime I−M (Σ
′) we have a smooth solution u − u˜ of the homogeneous wave equation
with vanishing initial conditions. Hence (u − u˜)∣∣
I−M (Σ′)
= 0 by the uniqueness Theorem 4.2.5. But
this implies that the generalized section u − u˜ meets the conditions of Theorem 4.1.11, which gives
u− u˜ = 0 everywhere. 
Remark 4.3.13 With other words, we have again a well-posed Cauchy problem in this more general
context of generalized sections as inhomogeneities. Note that due to u ∈ Γ−∞(E) the weak∗ continuity
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is the best we can hope for. Analogously to Theorem 4.2.16, ii.) we can also solve the analogous
Cauchy problem with finite differentiability of the initial conditions. In this case we can have singular
support outside of J+M (supp v) but only a rather mild one: on M \ J+M (supp v) the solution u is Ck
whence the restrictions to Σ still make sense.
4.3.3 The Image of the Green Operators
In this section we want to characterize the image of the Green operators G±M in Γ
∞(E) in some more
detail. Since supp(G±Mu) ⊆ JM (suppu) for u ∈ Γ∞0 (E) we see already here that in general, the
maps G±M can not be surjective. In general, M can not be written as JM (K) for a compact subset.
This would require a compact Cauchy hypersurface Σ. These considerations motivate the following
definition:
Definition 4.3.14 (The space Γksc(E)) Let k ∈ N ∪ {+∞}. For a time-oriented Lorentz manifold
we denote by Γksc(E) ⊆ Γk(E) those section u for which there exists a compact subset K ⊆ M with
suppu ⊆ JM (K).
Of course, we are mainly interested in the globally hyperbolic case. The notion “sc” refers to spacelike
compact support. We want to endow the subspace Γksc(E) ⊆ Γk(E) with a suitable topology analogous
to the one of Γk0(E). Indeed, Γksc(E) is dense in Γk(E) for the C∞-topology as Γk0(E) ⊆ Γksc(E) ⊆ Γk(E)
is already dense. Thus we need a finer topology for Γksc(E) to have good completeness properties. Since
JM (K) is closed in M on a globally hyperbolic spacetime we can use Lemma 1.1.10 to construct a
LF topology for Γksc(E) as follows: For K ⊆ K ′ we have JM (K) ⊆ JM (K ′) whence
ΓkJM (K)(E) ↪→ ΓkJM (K′)(E) (4.3.31)
is continuous in the CkJM (K)- and C
k
JM (K′)-topology and we have a closed image. Since the induced
topology from the CkJ(K′)-topology on the image of (4.3.31) is again the C
k
J(K)-topology we indeed
have a nice embedding. Finally, for an exhausting sequence Kn ⊆M of compacta we have eventually
JM (K) ⊆ JM (Kn). Thus a countable sequence of subsets exhausts all JM (K)’s. These are the
prerequisites for the strict inductive limit topology analogously to the case of Γ∞0 (E) as formulated in
Theorem 1.1.11. We call the resulting topology the Cksc-topology. Without going into further details
we state the consequences literally translating from Theorem 1.1.11.
Theorem 4.3.15 (LF topology for Γksc(E)) Let (M, g) be a time-oriented Lorentz manifold with
closed causal relation and let k ∈ N0∪{+∞}. Endow Γksc(E) with the inductive limit topology coming
from (4.3.31).
i.) Γksc(E) is a Hausdorff locally convex complete and sequentially complete topological vector space.
ii.) All inclusions ΓkJM (K)(E) ↪→ Γksc(E) are continuous and the Cksc-topology is the finest locally
convex topology on Γksc(E) with this property. Every ΓkJM (K)(E) is closed in Γ
k
sc(E) and the
induced topology from the Cksc-topology is again the CkJM (K)-topology.
iii.) A sequence un ∈ Γksc(E) is a Cksc-Cauchy sequence iff there is a compact subset K ⊆M with un ∈
ΓkJM (K)(E) and un is a C
k
JM (K)
-Cauchy sequence. An analogous statement holds for convergent
sequences.
iv.) If V is a locally convex vector space then a linear map Φ : Γksc(E) −→ V is Cksc-continuous iff all
restrictions Φ
∣∣
Γk
JM (K)
: ΓkJM (K)(E) −→ V are CkJM (K)-continuous. It suffices to check this for an
exhausting sequence of compacta.
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v.) If in addition M is globally hyperbolic with a smooth spacelike Cauchy hypersurface Σ then
Γksc(E) = Γ
k(E) iff Σ is compact in which case the Cksc- and the Ck-topologies coincide. Otherwise
the Γksc-topology is strictly finer. In fact,
ι# : Γksc(E) −→ Γk0(ι#E) (4.3.32)
is a surjective linear map which is continuous in the Cksc- and Ck0-topology. It furthermore has
continuous right inverses.
Proof. First we note that for an exhausting sequence Kn of compacta we have K ⊆ Kn for all
compacta and n suitably large. Thus countably many Kn will suffice to specify the inductive limit
topology of Γksc(E). Since we have the continuous embedding with closed image (4.3.31) and the
correct induced topology on the image, we are indeed in the situation of a countable strict inductive
limit of Fréchet spaces, see again e.g. [34, Sect. 4.6] for details. In particular, the parts i.) - iv.)
are consequences of the general properties of LF topologies. For the last part it is clear that if Σ
is a compact Cauchy hypersurface then JM (Σ) = M whence the Cksc-topology simply coincides with
the Ck-topology as ΓkJM (Σ)(E) is already the inductive limit. Thus assume that Σ is not compact.
Moreover, let K ⊆ Σ be a compact subset in Σ. Then the restriction of a section u ∈ ΓkJM (K)(E) to
Σ yields a section ι#u ∈ ΓkK(ι#E). Moreover, we clearly have that the linear map
ι# : ΓkJM (K) 3 u 7→ ι#u ∈ ΓkK(i#E) (∗)
is continuous. This is clear from the concrete form of the seminorms defining the Ck-topology on M
and Σ, respectively. Here we see that in general
ι# : Γ∞sc −→ Γ∞0 (ι#E),
hence Γ∞sc (E) ( Γ∞(E) follows from Γ∞0 (i#E) ( Γ∞(i#E) at once. Moreover, since (∗) is continuous
for all such K ⊆M we see that also
Γ∞JM (K)(E) −→ Γ∞K (ι#E) ↪→ Γ∞0 (ι#E) (∗∗)
is continuous. Now we use that an exhausting sequence Kn ⊆ Σ inside of Σ still provides an
exhausting sequence JM (Kn) ⊆M of M . Thus we can use (∗∗) to conclude the continuity of (4.3.32)
by part iv.). Conversely, using the fact that M is diffeomorphic to R × Σ we can extend a section
u0 ∈ Γ∞0 (ι#E) to M by using the prolongation map
prol(u0)
∣∣
(t,σ)
= u0(σ), (?)
i.e. prol(u0) = pr
#
2 u0. Note that the vector bundle E on M can be identified with the pull-back
bundle pr#2 ι
#E −→ M since the time axis is topologically trivial. Here pr2 : M = R × Σ −→ Σ
is the projection onto Σ as usual. Note that (?) makes use of the diffeomorphism M ' R × Σ and
is not canonical. If u0 ∈ ΓkK(ι#E) then prol(u0) ∈ Γkpr−12 (K)(E) ⊆ Γ
k
JM (K)
(E) since clearly pr−12 (K)
is inside JM (K), see Figure 4.44, as the curve t 7→ (t, σ) is clearly timelike, see also the proof of
Proposition 4.2.8. Since prol(u0) is “constant” in time it is easy to see that prol : ΓkK(ι
#E) −→
Γk
pr−12 (K)
(E) ⊆ ΓkJM (K)(E) is continuous. Then also
prol : ΓkK(ι
#E) −→ Γksc(E)
is continuous by part ii.). Now the characterization of the C∞0 -topology asserts that prol : Γk0(ι#E) −→
Γksc(E) is continuous as well sinceK ⊆ Σ was an arbitrary compact subset, see again Theorem 1.1.11, iv.).
Since by construction ι#prol = id we finally showed the last part. Note that the Cksc-topology is clearly
strictly finer because Γksc(E) ⊆ Γk(E) is dense in the Γk-topology but Γksc(E) is complete in the Γksc-
topology. 
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K σ
(t, σ)
pr−12 (K)
Σ
JM (K)
Figure 4.44: The pre-image of a compactum K ⊆ Σ under the projection pr2 is inside the causal
future of K in a globally hyperbolic manifold.
Remark 4.3.16 (The Cksc-topology) We can repeat the discussion of continuous maps also for
the Cksc-topology in complete analogy to the case of the Ck0-topology as in Subsection 1.1.2 and
Subsection 1.2.3. In particular, any differential operator D ∈ DiffOpk(E;F ) of order k gives a
continuous linear map
D : Γk+`sc (E) −→ Γ`sc(F ) (4.3.33)
with respect to the Ck+`sc - and the C`sc-topology for all ` ∈ N0 ∪ {+∞}. We also have approximation
theorems resulting from the ones in Subsection 1.1.3.
The space Γ∞sc (E) ⊆ Γ∞(E) is the natural target space for the Green operators G±M since the
causality requirement
supp(G±M (u)) ⊆ JM (suppu) (4.3.34)
immediately implies G±M (u) ∈ Γksc(E). The continuity of G±M with respect to the C∞-topology on
Γ∞(E) implies also the continuity with respect to the in general strictly finer C∞sc -topology:
Proposition 4.3.17 Let (M, g) be a time-oriented Lorentz manifold with closed causal relation. As-
sume that G±M are advanced or retarded Green operators for a normally hyperbolic differential operator
D ∈ DiffOp2(E). Then
G±M : Γ
∞
0 (E) −→ Γ∞sc (E) (4.3.35)
is continuous with respect to the C∞sc - and C∞0 -topology.
Proof. We know that G±M : Γ
∞
0 (E) −→ Γ∞(E) is continuous by definition. Thus let K ⊆M be com-
pact then G±M : Γ
∞
K (E) −→ Γ∞(E) is continuous in the C∞K - and C∞-topology be Theorem 1.1.11, iv.).
Since the image is in Γ∞JM (K)(E) and the C
∞
JM (K)
-topology of Γ∞JM (K) is the subspace topology inherited
from Γ∞(E) we have continuity of
G±M : Γ
∞
K (E) −→ Γ∞JM (K)(E)
for all compact subsets K ⊆M . By Theorem 4.3.15, ii.) we conclude that also
G±M : Γ
∞
K (E) −→ Γ∞sc (E)
is continuous. Since K was arbitrary, by Theorem 1.1.11, iv.) we have the continuity of (4.3.35). 
Now we come to the main result of this section which describes the image of the difference of the
advanced and the retarded Green operator: as already in the local case we consider the propagator
GM = G
+
M −G−M : Γ∞0 (E) −→ Γ∞sc (E), (4.3.36)
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if G±M are advanced and retarded Green operators for a normally hyperbolic differential operator D.
Here we have the following statement:
Theorem 4.3.18 Let (M, g) be a time-oriented Lorentz manifold with closed causal relation. Assume
that a normally hyperbolic differential operator D ∈ DiffOp2(E) has advanced and retarded Green
operators G±M .
i.) The sequence of linear maps
0 −→ Γ∞0 (E) D−→ Γ∞0 (E) GM−→ Γ∞sc (E) D−→ Γ∞sc (E) (4.3.37)
is a complex of continuous linear maps.
ii.) The complex (4.3.37) is exact at the first Γ∞0 (E).
iii.) If (M, g) is globally hyperbolic then (4.3.37) is exact everywhere.
Proof. The continuity refers to the natural topologies of Γ∞0 (E) and Γ∞sc (E), respectively, and follows
from Remark 4.3.16 and Proposition 4.3.17. From the very definition of Green operators it follows that
GM ◦D = 0 = D ◦GM on Γ∞0 (E). This shows that (4.3.37) is a complex. To show exactness at the
first Γ∞0 (E) we have to show that D is injective on Γ∞0 (E). Thus let u ∈ Γ∞0 (E) with Du = 0 be given.
Then 0 = G+MDu = u shows the injectivity of D. For the last part assume that (M, g) is globally
hyperbolic. To show exactness at the second Γ∞0 (E) we have to show imD
∣∣
Γ∞0 (E)
= kerGM . We
already know “⊆” hence we consider u ∈ Γ∞0 (E) with GMu = 0. We know that v = G+Mu = G−Mu has
support in J+M (suppu) as well as in J
−
M (suppu) as G
±
M are advanced and retarded Green operators.
This shows supp v ⊆ J+M (suppu) ∩ J−M (suppu) which is compact. Indeed, the intersection of J+M
and J−M of compact subsets like suppu is again compact on a globally hyperbolic spacetime. This
implies v ∈ Γ∞0 (E). Since in general DG+Mu = u we see u = Dv with u compactly supported. This
shows exactness at the second place. To show exactness at the third place we have to show that
u ∈ Γ∞sc (E) with Du = 0 is actually of the form u = GMv with v ∈ Γ∞0 (E). Thus let u ∈ Γ∞sc (E)
be such a section. For u ∈ Γ∞sc (E), the support of u is contained in some JM (K ′) with K ′ ⊆ M
compact. Choosing an open neighborhood of K ′ with compact closure K, i.e. K ′ ⊆ K˚ ⊆ K, we
see that suppu ⊆ I+M (K) ∪ I−M (K). The two subsets I±M (K) provide an open cover of the open
subset IM (K) ⊆ M . Thus we can find a subordinate partition of unity χ+, χ− ∈ C∞(IM (K)) with
suppχ± ⊆ I±M (K) and χ+ + χ− = 1 on IM (K). Setting u± = χ±u we have u = u+ + u− with
suppu± ⊆ I±M (K) ⊆ J±M (K). From Du = 0 we see Du+ = −Du− which we denote by v. Since
suppDu± ⊆ suppu± we conclude supp v ⊆ suppu+ ∩ suppu− ⊆ J+M (K) ∩ J−M (K) which is compact,
i.e. v ∈ Γ∞0 (E). In particular we can apply G±M to v. We want to show G+MDu+ = u+: Even though
Du+ = v has compact support we can not directly apply the defining property of G+M since u
+ does
not have compact support. However, we can interpret u+ in a distributional sense and compute for
a test section ϕ ∈ Γ∞0 (E∗)∫
M
ϕ(p) · (G+MDu+)(p) µg
(∗)
=
∫
M
(F−Mϕ) · (Du+)(p) µg
(∗∗)
=
∫
M
(DTF−Mϕ)(p) · u+(p) µg
=
∫
M
ϕ(p) · u+(p) µg,
where we have used Lemma 4.3.9 in (∗) and integration by parts in (∗∗) which is possible since F−Mϕ
has support in J−M (suppϕ) while u
+ has support in J+M (K). Hence the overlap of their supports is
compact even though their supports are not. Then the above computation shows G+MDu
+ = u+.
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Σ
n
I−M (Σ)
I+M (Σ)
J+M (suppϕ)
J−M (suppϕ)
suppX−
suppϕ
suppX+
Figure 4.45: The supports of the functions ϕ and X±.
Analogously we find G−MDu
− = u−. Putting these results together gives GMv = G+Mv − G−Mv =
G+MDu
+ +G−MDu
− = u+ + u− = u. Therefore, u is in the image of GM with a pre-image in Γ∞0 (E)
as wanted. 
Remark 4.3.19 (Propagator) The simple description of the image and kernel of the operator
GM = G
+
M − G−M has many important consequences. In physics in (quantum) field theory this
operator is called the propagator which is one of the most crucial ingredients in any perturbative
(quantum) field theory. It also appears as the kernel of the Poisson bracket in classical field theory
which we will discuss in Section 4.4.
As an application of the operator GM we obtain a global version of Lemma 4.2.3 expressing the
solution of the homogeneous Cauchy problem in terms of the initial data:
Theorem 4.3.20 Let (M, g) be a globally hyperbolic spacetime and let ι : Σ ↪→ M be a smooth
spacelike Cauchy hypersurface. Let D ∈ DiffOp2(E) be normally hyperbolic and let F±M be the advanced
and retarded Green operators of DT. Then the solution u ∈ Γ∞sc (E) of the homogeneous wave equation
Du = 0 with initial values ι#u = u0 and ι#∇En u = u˙0 on Σ is determined by∫
M
ϕ(p) · u(p)µg(p) =
∫
Σ
(
(∇En FM (ϕ))(σ) · u0(σ)− FM (ϕ)(σ) · u˙0(σ)
)
µΣ (4.3.38)
for ϕ ∈ Γ∞0 (E∗).
Proof. The proof is literally the same as for Lemma 4.2.3. Therefore it will be enough to sketch
the arguments. We consider the sections F±M (ϕ) ∈ Γ∞sc (E∗) which have supports suppF±M (ϕ) ⊆
J±M (suppϕ). Taking covariant derivatives and pairing with u gives the vector field
X± =
(
(DE
∗
F±M (ϕ)) · u− F±M (ϕ) · (DE u)
)# ∈ Γ∞(TM)
which has again support in J±M (suppϕ). In particular, suppX
± ∩ I∓M (Σ) as well as suppX± ∩Σ are
(pre-) compact and hence the following integrations will be well-defined. Integrating over I−M (Σ) the
unit normal field n is pointing outwards as it is future-directed. Conversely, integrating over I+M (Σ)
the vector field −n is pointing outwards. Thus by Theorem B.11 we get∫
I±M (Σ)
div(X∓) µg = ∓
∫
Σ
g(X∓n) µΣ,
where we of course have restricted X± to Σ on the right hand side. For the left hand side we obtain∫
I±M (Σ)
div(X∓) µg =
∫
I±M (Σ)
div
(
(DE
∗
F±M (ϕ)) · u− F±M (ϕ) · (DE u)
)#
µg
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(4.2.7)
=
∫
I±M (Σ)
(
(DTD∓M (ϕ)) · u− F±(ϕ)(Du)
)
µg
=
∫
I±M (Σ)
ϕ · u µg,
since F±M are the Green operators of D
T and Du = 0. For the right hand side we have
∓
∫
Σ
g(X∓, n) µΣ = ∓
∫
Σ
(
(DE
∗
F∓M (ϕ)) · u− F∓M (ϕ) · DE u
)
· n µΣ
= ∓
∫
Σ
(
(∇E∗n F∓M (ϕ)) · u− F∓M (ϕ) · ∇En u
)
µg
= ∓
∫
Σ
(
(∇E∗n F∓M (ϕ)) · u0 − F∓M (ϕ) · u˙0
)
µΣ,
with an analogous computation as in Lemma 4.2.3. Putting things together gives (4.3.38). 
Remark 4.3.21 From this formula we see that the homogeneous Cauchy problem can again be en-
coded completely in terms of the Green operators. Since also the inhomogeneous Cauchy problem with
vanishing initial conditions can be solved by means of the Green operators thanks to Theorem 4.3.12
we see that the Cauchy problem and the construction of the Green operators are ultimately the same
problem.
4.4 A Poisson Algebra
In this section we describe a first attempt to establish a Hamiltonian picture for the wave equation
based on a certain Poisson algebra of observables coming from the canonical symplectic structure on
the space of initial conditions. Throughout this section, (M, g) will be globally hyperbolic. For the
vector bundle E −→M we have to be slightly more specific: We choose E to be a real vector bundle.
The reason will be to get the correct linearity properties of the Poisson bracket later. From a physical
point of view, many of the complex vector bundles actually arise as complexifications of real ones.
Then the wave operators in question have the additional property to commute with the complex
conjugation of the sections of the complexified bundles. This will be important in applications in
physics later on, in particular for CPT-like theorems in quantum field theories, see e.g [28,57]. For an
overview on the geometrical aspects of (finite-dimensional) classical mechanics we refer to [1, 43,60]
4.4.1 Symmetric Differential Operators
Now we equip the vector bundle E with an additional structure, namely a fiber metric h. In most
applications this fibre metric will be positive definite, a fact which we shall not use though. In any
case, the fibre metric induces a musical isomorphism [ : E −→ E∗ with inverse # : E∗ −→ E as usual.
On sections we have
[ : Γ∞(E) 3 u 7→ u[ = h(u, · ) ∈ Γ∞(E∗). (4.4.1)
There should be no confusion with the sharp and flat map coming from the Lorentz metric g. Using
this additional structure one can define symmetric differential operators as usual:
Definition 4.4.1 (Symmetric differential operators) Let (E, h) be a real vector bundle with fibre
metric and D ∈ DiffOp•(E). Then the adjoint of D with respect to h is defined to be the unique
D∗ ∈ DiffOp•(E) with ∫
M
h(D∗u, v)µg =
∫
M
h(u,Dv)µg (4.4.2)
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for all u, v ∈ Γ∞0 (E). The operator D is called symmetric if
D = D∗. (4.4.3)
Remark 4.4.2 (Symmetric differential operators)
i.) The definition of the adjoint D∗ with respect to h is well-defined indeed. Namely, if D ∈
DiffOpk(E) then one has
D∗u = (DTu[)# (4.4.4)
with the adjoint operator DT ∈ DiffOpk(E∗) as we discussed it before in Theorem 1.2.15. This
follows from the simple computation∫
M
h((DTu[)#, v) µg =
∫
M
(DTu[) · v µg =
∫
M
u[ ·Dv µg =
∫
M
h(u,Dv)µg, (4.4.5)
which shows that (4.4.4) solves the condition (4.4.2). It is clear that D∗ is again a differential
operator of the same order as D and it is necessarily unique since the inner product is non-
degenerate.
ii.) The adjoint D∗ depends on h but also on the density µg in the integration (4.4.2). The map
D 7→ D∗ is a linear involutive anti-automorphism, i.e. we have
(D∗)∗ = D and (DD˜)∗ = D˜∗D∗ (4.4.6)
for D, D˜ ∈ DiffOp•(E).
iii.) In the case of a complex vector bundle one proceeds similarly: for a given (pseudo-) Hermitian
fibre metric one defines the adjoint D∗ by the same condition (4.4.2). Now D 7→ D∗ is antilinear
in addition to (4.4.6) and DiffOp•(E) becomes a ∗-algebra over C by this choice. Differential
operators withD = D∗ are now called Hermitian. A particular case is obtained for a complexified
vector bundle EC = E ⊗ C. If h is a fibre metric on E then it induces a Hermitian fibre metric
on EC by setting
hC(u⊗ z, v ⊗ w) = h(u, v)zw (4.4.7)
for u, v ∈ Ep and z, w ∈ C. Then a symmetric operator D ∈ DiffOp•(E) yields a Hermi-
tian operator DC ∈ DiffOp•(EC) which commutes in addition with the complex conjugation of
sections.
In most physically interesting situations the wave operator D will be symmetric. As a motivation we
consider the following example:
Example 4.4.3 (Symmetric connection d’Alembertian) Let (E, h) be a real vector bundle with
fibre metric h. Moreover, let ∇E be a covariant derivative which is metric with respect to h, i.e.
LX h(u, v) = h(∇EXu, v) + h(u,∇EXv) (4.4.8)
for all X ∈ Γ∞(TM) and u, v ∈ Γ∞(E). We claim that in this case the connection d’Alembertian
is symmetric. Indeed, (4.4.8) immediately implies that the symmetric covariant derivative operators
DE and DE
∗
with respect to ∇E and ∇E∗ are intertwined by # and [ as follows(
DE u
)[
= DE
∗
u[ (4.4.9)
for u ∈ Γ∞(SkT ∗M ⊗E) and [ applied to the E-part only. This is a simple verification. But then we
have for ∇ by Lemma 4.2.2, i.)(
∇
)T
u[ =
〈
g−1,
(
DE
∗)2
u[
〉
=
〈
g−1,
((
DE
)2
u
)[〉
=
〈
g,
(
DE
)2
u
〉[
=
(
∇u
)[
, (4.4.10)
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since the natural pairing of the S2T ∗M component with g−1 obviously commutes with the musical
isomorphism [ acting only on the E-component. But this implies
∇ =
(
∇
)∗ (4.4.11)
as claimed. More generally, if B ∈ Γ∞(End(E)) is also symmetric with respect to h, which is now a
pointwise criterion, then D = ∇ +B is symmetric as well.
This construction is also compatible with complexification: if h is extended to EC = E ⊗ C as
in Remark 4.4.2, iii.) then the connection ∇E also extends to EC yielding a metric connection ∇EC
with respect to hC. The condition (4.4.8) is then satisfied for real tangent vector fields X ∈ Γ∞(TM)
while we have to replace X by X in the first term of the right hand side of (4.4.8) in general. With this
(pseudo) Hermitian fibre metric hC and the covariant derivative ∇EC the property (4.4.9) still holds,
resulting in (4.4.11) for the connection d’Alembertian ∇ on EC. Again ∇ is not only Hermitian
but also commutes with the complex conjugation of sections of EC. Note that for general complex
vector bundles there is no notion of complex conjugation of sections.
From now on we shall focus on a symmetric and normally hyperbolic differential operator D. In
fact, we shall also assume that ∇E is metric. Then D = D∗ means B = B∗ for D = ∇ + B.
Since D = D∗ essentially means that we can identify D with DT via [ and # we expect a similar
relation between the Green operators, extending the already found relations between F±M and G
±
M as
in Theorem 4.3.10. In fact, one has the following characterization:
Proposition 4.4.4 (Symmetry of Green operators) Let (M, g) be globally hyperbolic and let D ∈
DiffOp2(E) be a normally hyperbolic differential operator on the real vector bundle E. Assume that
D is symmetric with respect to a fibre metric h on E.
i.) For the Green operators of D and DT and u ∈ Γ∞0 (E) we have(
G±Mu
)[
= F±Mu
[. (4.4.12)
ii.) For u, v ∈ Γ∞0 (E) we have ∫
M
h
(
u,G±Mv
)
µg =
∫
M
h
(
G∓Mu, v
)
µg. (4.4.13)
iii.) The Green operators of the canonical C-linear extension of D to EC = E ⊗C are the canonical
C-linear extension of the Green operators G±M of D. They still satisfy (4.4.12),∫
M
hC
(
u,G±Mv
)
µg =
∫
M
hC
(
G∓Mu, v
)
µg (4.4.14)
for u, v ∈ Γ∞0 (EC) and additionally the reality condition
G±Mu = G
±
Mu. (4.4.15)
Proof. Clearly, u ∈ Γ∞0 (E) has compact support iff u[ has compact support, making (4.4.12) mean-
ingful. We compute for ϕ ∈ Γ∞0 (E∗)
DT
(
G±Mϕ
#
)[ (4.4.4)
=
(
DG±Mϕ
#
)[
=
(
ϕ#
)[
= ϕ,
since G±M is a Green operator for D. Analogously,(
G±M (D
Tϕ)#
)[(4.4.4)
=
(
G±MDϕ
#
)[
=
(
ϕ#
)[
= ϕ.
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Now ϕ 7→ (G±Mϕ#)[ is clear linear and continuous since #, [ as well as G±M are continuous. Finally,
since # and [ preserve supports we have supp
(
G±Mϕ
#
)[ ⊆ J±M (suppϕ). This shows that the map ϕ 7→(
G±Mϕ
#
)[ is indeed an advanced and retarded Green operator for DT, respectively. By uniqueness
according to Corollary 4.3.7 we get (4.4.13). Using this, we compute∫
M
h
(
u,G±Mv
)
µg =
∫
M
u[ · (G±Mv) µg
(4.3.12)
=
∫
M
(
F∓Mu
[
)
· v µg
(4.4.13)
=
∫
M
(
G∓Mu
)[ · v µg
=
∫
M
h
(
G∓Mu, v
)
µg
for u, v ∈ Γ∞0 (E). Now consider u, v ∈ Γ∞0 (EC). Then Du = Du yields the hermiticity D = D∗ with
respect to hC. With the same kind of uniqueness argument we see that the Green operators G±M of
D, canonically extended to G±M : Γ
∞
0 (EC) −→ Γ∞(EC), yield the Green operators of the extension
D ∈ DiffOp2(EC). Moreover, we clearly have (4.4.15) by construction. But then (4.4.14) follows from
(4.4.15) and (4.4.13) at once. 
Remark 4.4.5 Extending our notation of the adjoint to more general operators we can rephrase the
result of (4.4.13) or (4.4.14) by saying (
G±M
)∗
= G∓M . (4.4.16)
Note that Proposition 4.4.4, iii.) still holds for arbitrary Hermitian D = D∗ on arbitrary complex
vector bundles except for (4.4.15). In both cases, it follows that the propagator GM = G+M −G−M is
antisymmetric
G∗M = −GM (4.4.17)
or anti-Hermitian in the complex case, respectively. In the complex case we can rescale GM by i to
obtain a Hermitian operator
(iGM )
∗ = iGM . (4.4.18)
4.4.2 Interlude: The Lagrangian and the Hamiltonian Picture
To put the following construction in the right perspective we briefly remind on the Lagrangian and
Hamiltonian approach to field equations as it can be found in various textbooks on classical and
quantum field theory. Most of our present considerations should be taken as heuristic as it would
require a lot more effort to justify them on a mathematically rigorous basis. They serve as a motivation
for our definition of certain Poisson brackets.
Many field equations in physics arise from an action principle where an action functional is defined
on the space of all field configurations on the whole spacetime by means of a Lagrangian density. Such
a Lagrangian density L can be viewed as a function on the (first) jet bundle J1E of E which takes
values in the densities |Λtop|T ∗M on M . Roughly speaking, the k-th jet bundle JkE of E is a
fibre bundle over M whose fibre at p ∈ M consists of equivalence classes of Taylor expansions of
sections of E around p up to order k. Two sections are called equivalent if they have the same
Taylor expansion at p up to order k. This is a coordinate independent statement whence the jet
bundles serve the following purpose: we can make geometrically sense of the statement that a map
L : Γ∞(E) −→ Γ∞(|Λtop|T ∗M) depends at p ∈ M only on the first k derivatives of u ∈ Γ∞(E) at
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p. In our case one typically has k = 1 and symbolically writes L(u, ∂u) to emphasize that L(u, ∂u)
∣∣
p
depends only on u(p) and ∂u
∂xi
(p). Having specified such a Lagrangian density L the action S(u) is
defined by the (hopefully existing) integral of L(u, ∂u) over M . Then the stationary points of the
action functional are supposed to be those sections which satisfy the wave equation. With other words
one wants the Euler-Lagrange equations for L to be the wave equation under consideration. Note
that the precise formulation of an action principle is far from being trivial: on one hand, one has to
require certain integrability conditions on the sections in order to have a well-defined action. On the
other hand, in deriving the Euler-Lagrange equations one usually neglects certain boundary terms
or considers only variations with compact support. Thus it is not evident that the Euler-Lagrange
equations really describe the stationary points of S. Even worse, in typical situations the solutions of
the Euler-Lagrange equations yield sections u with no good integrability properties at all. Our wave
equation is a good example as here the non-trivial solutions have to have non-compact support in
timelike directions. This way, it may well happen that none of the solutions of the Euler-Lagrange
equation is in the domain of definition of the action S at all, except for some trivial solutions like
u = 0. To handle these difficulties a more sophisticated variational calculus is required which is not
within the reach for us at this stage. Therefore, we take a more pragmatic point of view and take the
Lagrangian density L and the corresponding Euler-Lagrange equations as the starting point instead
of the action S itself. These equations and hence the wave equation are the ultimate goal anyway.
The idea is now to treat the Euler-Lagrange equations for the Lagrangian density as Euler-
Lagrange equations of a suitably defined Lagrangian function defined on the space of initial con-
ditions: this way we can interpret the field theoretic wave equations as a classical mechanical system,
though of course with infinitely many degrees of freedom. The idea is roughly as follows: the ini-
tial conditions of the wave equation are specified on a fixed smooth spacelike Cauchy hypersurface
ι : Σ ↪→ M . There we have to specify the value of the section u0 ∈ Γ∞0 (ι#E) and the normal deriva-
tive u˙0 ∈ Γ∞0 (ι#E). Mechanically speaking, this corresponds to the initial position and the initial
velocity. Thus the (velocity-) phase space of the Lagrangian approach is the tangent bundle of the
space of initial positions in complete analogy to Lagrangian mechanics for finite-dimensional systems.
Since the initial positions are described by the vector space Γ∞0 (ι#E) the notion of tangent bundle
is simple: we just have to take Γ∞0 (ι#E)× Γ∞0 (ι#E), i.e. two copies of the configuration space. The
Lagrange function now consists in evaluating the Lagrange density on u0 and u˙0 on Σ and integrating
over Σ: this indeed makes sense as the Lagrange density L can be written relative to the density µg
as L(u, ∂u) = L˜(u, ∂u)µg with a function L˜(u, ∂u) on the first jet bundle. Then we can take this
function and evaluate it on u0 and u˙0 instead of u and ∂u and consider the density L˜(u0, u˙0)µΣ on Σ.
Again, we ignore the technical details which are less severe as for the action since we are interested
in u0 and u˙0 with compact support anyway. The integration over Σ is thus easily defined.
Having a Lagrangian mechanical point of view for our wave equation we can try to pass to a
Hamiltonian description by the usual Legendre transform. This amounts to the passage from the
tangent bundle to the cotangent bundle of the configuration space Γ∞0 (ι#E). While the tangent
bundle of a vector space is conceptually easy, the cotangent bundle is more subtle: here the fact that
Γ∞0 (ι#E) is infinite-dimensional becomes crucial. Thus we have to decide which dual we want to
take. Of course, the algebraic dual seems inappropriate whence we take the topological dual which
we identify with Γ−∞(ι#E∗) as usual by means of µΣ. Then the cotangent bundle of Γ∞0 (ι#E) is
Γ∞0 (ι#E) × Γ−∞(ι#E∗). The following proposition shows that this is indeed a symplectic vector
space in a very good sense. We formulate it for a general vector bundle F −→ M over an arbitrary
manifold.
Proposition 4.4.6 (Symplectic vector space)
i.) Let W be a Hausdorff locally convex topological vector space with topological dual and consider
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V = W ⊕W ′. Then on V the two-form
ωcan
(
(w,ϕ), (w′, ϕ′)
)
= ϕ′(w)− ϕ(w′) (4.4.19)
is antisymmetric and non-degenerate.
ii.) Let F −→M be a real vector bundle. Then on Γ∞0 (F ∗ ⊗ |Λtop|T ∗M)⊕ Γ−∞(F ) the two-form
ωcan
(
(ϕ, u), (ϕ′, u′)
)
= u′(ϕ)− u(ϕ′) (4.4.20)
is antisymmetric and non-degenerate.
iii.) Let F −→ M be a real vector bundle and let µ be a positive density on M . Then on Γ∞0 (F ∗)⊕
Γ−∞(F ) the two form
ωcan
(
(ϕ, u), (ϕ′, u′)
)
= u′(ϕ⊗ µ)− u(ϕ′ ⊗ µ) (4.4.21)
is antisymmetric and non-degenerate.
Proof. Clearly, ωcan is bilinear in all three cases and antisymmetric on the nose. Assume that
(w,ϕ) ∈W ⊕W ′ is such that ωcan((w,ϕ), · ) = 0. Then it follows that ϕ′(ω) = 0 for all ϕ′ ∈W ′ and
ϕ(w′) = 0 for all w′ ∈ W . This clearly implies ϕ = 0. Since W is Hausdorff, by some Hahn-Banach-
like statements it follows that W ′ is large enough to separate points, see e.g. [34, Sect. 7.2]. Thus
also w = 0 follows which proves that (4.4.19) is non-degenerate. The second and third part are only
special cases. 
Since in our situation we have a canonical positive density on Σ, namely µΣ, we can apply the
third part and conclude that Γ∞0 (ι#E)⊕ Γ−∞(ι#E∗) is indeed a symplectic vector space.
Without going into the details we can now use the Lagrange function to define a Legendre trans-
form by which we can pull back the canonical symplectic form of the cotangent bundle to the tangent
bundle. This constructions boils down to the following simple map, at least in all cases relevant for
us. By means of the fibre metric hΣ on ι#E coming from h on E we can map a tangent vector
u˙0 ∈ Γ∞0 (ι#E) to a cotangent vector in Γ−∞(ι#E∗) by taking u˙[ ∈ Γ∞0 (ι#E∗) and interpret this
smooth section of ι#E∗ as a distributional section u˙[0 ∈ Γ−∞(ι#E∗). Clearly, this yields an injective
linear map
Γ∞0 (ι
#E) 3 u˙0 7→ u˙[0 ∈ Γ∞0 (ι#E∗) ⊆ Γ−∞(ι#E∗), (4.4.22)
which allows to pull back ωcan to the tangent bundle. This results in the following, still non-degenerate
two-form:
Lemma 4.4.7 The pull-back of the symplectic form ωcan from the cotangent bundle of Γ∞0 (ι#E) to
its tangent bundle Γ∞0 (ι#E)⊕ Γ∞0 (ι#E) via (4.4.22) is explicitly given by
ωh ((u0, u˙0), (v0, v˙0)) =
∫
Σ
(hΣ(u0, v˙0)− hΣ(u˙0, v0))µΣ (4.4.23)
for u0, u˙0, v0, v˙0 ∈ Γ∞0 (ι#E). The two-form ωh turns Γ∞0 (ι#E) ⊕ Γ∞0 (ι#E) also into a symplectic
vector space.
Proof. Evaluating (4.4.21) for the distributional sections u˙[0, v˙[0 gives immediately (4.4.23). We have
to check the non-degeneracy: but since hΣ is non-degenerate we can always find smooth (v0, v˙0) for a
given (u0, u˙0) 6= 0, resulting in a non-trivial pairing via ωh. 
Remark 4.4.8 (Weak vs. strong symplectic) The symplectic structure ωcan on the cotangent
bundle is even a strong symplectic form if one defines the topological dual of Γ−∞(ι#E∗) in an
appropriate way: ωcan induces an isomorphism from Γ∞0 (ι#E) ⊕ Γ−∞(ι#E∗) to its topological dual.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
230 4. THE GLOBAL THEORY OF GEOMETRIC WAVE EQUATIONS
For ωh this is clearly not the case as the topological dual of Γ∞0 (ι#E) ⊕ Γ∞0 (ι#E) are two copies
of Γ−∞(ι#E∗) but with ωh((u0, u˙0), · ) we only obtain the (very small) part of smooth sections of
ι#E∗ and not the generalized ones. This is an effect of infinite dimension as in finite dimensions an
injective linear map from a vector space to its dual is necessarily bijective. This indicates that for a
Hamiltonian description one has to expect some (bad!) surprises.
In any case, we only want to use the symplectic form to define the Poisson algebra of observables of
our “mechanical” system. In the most general approach this algebra consists of smooth functions on
the (co-) tangent bundles. However, we do not want to enter the quite nontrivial discussion on the
appropriate definition of smooth functions on the LF space Γ∞0 (ι#E)⊕ Γ∞0 (ι#E). There are several
competing options which we do not discuss here. To get a flavour of the complications one should
consult e.g. [38]. Instead, we focus only on a very small class of functions, the polynomials on the
tangent bundle.
4.4.3 The Poisson Algebra of Polynomials
If V is a Hausdorff locally convex topological vector space over R, what should the polynomials on
V be? Clearly, a homogeneous polynomial of degree 1 is just a linear functional V −→ R and hence
an element of the dual space of V . Having a topological vector space V we require continuity for the
homogeneous polynomials of degree 1 whence we end up with an element of V ′.
Passing to homogeneous quadratic polynomials we certainly like to have expression as
p(v) =
N∑
i=1
ϕi(v)ψi(v)
with ϕi, ψi ∈ V ′ to be part of our observables. Indeed, if we insist on an algebra this is even forced
by the algebraic features: such a p : V −→ R is the sum of products of elements in V ′. Since we can
multiply further we also have to include functions of the form
p(v) =
N∑
i=1
ϕ
(i)
1 (v) · · ·ϕ(i)k (v) (4.4.24)
with ϕ(i)1 , . . . , ϕ
(i)
k ∈ V ′ and v ∈ V . Such a function certainly deserves the name “homogeneous
polynomial of degree k”. Taking also linear combinations of such polynomials of different homogeneity,
which is again required if we want an algebra of observables, we end up with functions p : V −→ C
of the form
p(v) = c+
∑`
k=1
Nk∑
i=1
ϕ
(i)
1,k(v) · · ·ϕ(i)k,k(v) (4.4.25)
with ϕ(i)χ,k ∈ V ′ and v ∈ V and a constant c ∈ C.
Definition 4.4.9 (Polynomial functions) Let V be a Hausdorff locally convex topological vector
space. Then the polynomial functions generated by the constants and the linear functions ϕ ∈ V ′ are
denoted by Pol•(V ).
These functions can be identified with the symmetric algebra over V ′.
Proposition 4.4.10 Let V be a Hausdorff locally convex topological vector space. Then the polyno-
mial functions p : V −→ R of the form (4.4.25) are in canonical bijection with the symmetric algebra
S•V ′ over V ′. The isomorphism is explicitly given by
J : S•V ′ 3 ϕ1 ∨ · · · ∨ ϕk 7→ J(ϕ1 ∨ · · · ∨ ϕk) = J(ϕ1) · · · J(ϕk) ∈ Pol•(V ), (4.4.26)
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where for degree 0 and 1 we have explicitly
J(ϕ)(v) = ϕ(v) and J(1)(v) = 1. (4.4.27)
On arbitrary homogeneous elements Φ ∈ SkV ′ we have
J(Φ)(v) =
1
k!
Φ(v, . . . , v). (4.4.28)
Proof. This is abstract nonsense on the symmetric algebra. First we recall that SkV ′ consists of linear
combinations of totally symmetrized tensor products of k elements ϕ1, . . . , ϕk ∈ V ′. We adopt the
convection
ϕ1 ∨ · · · ∨ ϕk =
∑
σ∈Sk
ϕσ(1) ⊗ · · · ⊗ ϕσ(k)
without prefactors. Then it is well-known that S•V ′ with ∨ is the (up to canonical isomorphisms)
free commutative algebra generated by 1 and V ′. Since the polynomials (4.4.25) are, by construction,
also generated by V ′ and the constants, we get a unique algebra homomorphism J by specifying it
on the generators by (4.4.27). Evaluating this on higher tensor products gives immediately (4.4.28)
with prefactor. It remains to show that J is injective, since the surjectivity is clearly the definition of
the polynomials. Thus assume that Φ =
∑`
k=1 Φk ∈ S•V ′ with homogeneous components Φk ∈ SkV ′
satisfies J(Φ) = 0. Then for all v ∈ V we have∑`k=1 1k!Φk(v, . . . , v) = 0. Rescaling v to tv with t ∈ R
we see that the polynomial
p(t) =
∑`
k=1
1
k!
Φk(v, . . . , v)t
k = 0
vanishes identically. Hence Φk(v, . . . , v) = 0 for all k separately. Now the polarization identities allow
to express Φk(v1, . . . , vk) in terms of linear combinations of terms Φk(w, . . . , w) with w being certain
linear combinations of the v1, . . . , vk. E.g. for quadratic ones we have
Φ2(v1, v2) =
1
2
(Φ2(v1 + v2, v1 + v2)− Φ2(v1, v1) + Φ2(v2, v2))
and so on. But then Φk(v, . . . , v) = 0 for all v ∈ V implies Φk = 0 in SkV ′. Thus J is injective. 
Remark 4.4.11 (Polynomial functions) Let again V be a Hausdorff locally convex vector space.
i.) From Proposition 4.4.10 we have that
J : S•V ′ −→ Pol•(V ) (4.4.29)
is an isomorphism of commutative, unital, and graded algebras.
ii.) More generally, one could define a polynomial function p : V −→ R on V of degree k to be a
function with the property
p(tv) = tkp(v) (4.4.30)
for all v ∈ V and t ∈ R plus some suitable continuity at the origin. This continuity is already
needed in finite dimensions to exclude functions like
p(v) =
{
0 for v = 0
vivjvk∑dimV
`=1 (v
`)2
for v 6= 0 (4.4.31)
to be a “linear polynomial” in v. Here v = viei with a basis ei ∈ V .
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iii.) Since V ′ carries a natural Hausdorff locally convex topology, the weak∗ topology, one can endow
SkV ′ with a locally convex topology as well: in fact, there are several and typically inequivalent
possibilities. The usage of such topologies can be two-fold: on one hand we can complete each
SkV ′ which amounts to obtaining polynomial functions of homogeneous degree k of the form
p(v) =
∞∑
i=1
ϕ
(i)
1 (v) · · ·ϕ(i)k (v), (4.4.32)
where the topology on SkV ′ is now used to make sense out of the limit. But we can also
complete into another direction: the direct sum S•V ′ =
⊕∞
k=0 S
kV ′ can be completed to include
also “transcendental” functions and not just polynomials. In particular, one would be interested
in functions as f(v) = eϕ(v) with ϕ ∈ V ′. This leads to notions of holomorphic or real analytic
functions on V . While the first completion does not give anything new in finite dimension the
second is already interesting in finite dimensions. If V is infinite-dimensional, both types of
completions are typically non-trivial and depend on the precise choices of the topologies on the
(symmetric) tensor products.
After these general considerations we come back to our original task: on the symplectic vector
space Γ∞0 (ι#E)⊕ Γ∞0 (ι#E) we want to establish a polynomial algebra with a Poisson bracket.
So the first guess is to use the symmetric algebra over Γ−∞(ι#E∗) ⊕ Γ−∞(ι#E∗), which is the
topological dual of Γ∞0 (ι#E) ⊕ Γ∞0 (ι#E) via the usual identification, and endow this symmetric
algebra with a Poisson bracket. The problem is here the following: Since ωh is only a weak symplectic
form, not every linear functional has a Hamiltonian vector field. Thus the Poisson bracket can not be
defined that easily on all linear functionals and hence on all polynomials. This forces us to proceed
differently: we take as a beginning the subspace
Γ∞0 (ι
#E∗)⊕ Γ∞0 (ι#E∗) ⊆ Γ−∞(ι#E∗)⊕ Γ−∞(ι#E∗) (4.4.33)
as dual space of Γ∞0 (ι#E) ⊕ Γ∞0 (ι#E) and consider the symmetric algebra over this much smaller
space. Here the following result is easy to obtain:
Proposition 4.4.12 On the symmetric algebra over Γ∞0 (i#E∗)⊕Γ∞0 (i#E∗) exists a unique Poisson
bracket { · , · }h induced by ωh with the property{
J(ϕ0, ϕ˙0), J(ψ0, ψ˙0)
}
h
=
∫
Σ
(
h−1Σ (ϕ0, ψ˙0)− h−1Σ (ϕ˙0, ψ0)
)
µΣ (4.4.34)
for (ϕ0, ϕ˙0), (ψ0, ψ˙0) ∈ Γ∞0 (ι#E∗)⊕ Γ∞0 (ι#E∗). The Hamiltonian vector field of the linear functional
J(ϕ0, ϕ˙0) with respect to ωh is the constant vector field
XJ(ϕ0,ϕ˙0) = (−ϕ˙#0 , ϕ#0 ). (4.4.35)
Proof. First we note that any Poisson bracket on a symmetric algebra S•W of any vector space W
is uniquely determined by its values on W alone: since a Poisson bracket satisfies by definition a
Leibniz rule in both arguments it is determined by its values on a set of generators of the algebra.
Since necessarily {1, · } = 0 = { · ,1} for any Poisson bracket it is therefore sufficient to specify it on
the generators W ⊆ S•W . Thus { · , · }h will be uniquely determined by (4.4.34). To motivate the
formula (4.4.34) we first prove (4.4.35). Thus let (ϕ0, ϕ˙0) be given. Since this is viewed as a linear
function the differential is constant and given by (ϕ0, ϕ˙0) at every point, i.e.
d J(ϕ0, ϕ˙0)
∣∣
(u0,u˙0)
= (ϕ0, ϕ˙0). (∗)
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Thus the Hamiltonian vector field, defined by ωh(Xf , · ) = d f( · ) in general, is determined by∫
Σ
(ϕ0(v0) + ϕ˙0(v˙0))µΣ = dJ(ϕ0, ϕ˙0)
∣∣
(u0,u˙0)
(v0, v˙0)
= ωh
(
XJ(ϕ0,ϕ˙0)
∣∣
(u0,u˙0)
, (v0, v˙0)
)
=
∫
Σ
(
hΣ
(
XJ(ϕ0,ϕ˙0)
∣∣
(u0,u˙0)
, v˙0
)
− hΣ
(
X˙J(ϕ0,ϕ˙0)
∣∣
(u0,u˙0)
, v0
))
µΣ.
This shows that XJ(ϕ0,ϕ˙0) is the constant vector field with the two components
XJ(ϕ0,ϕ˙0)
∣∣
(u0,u˙0)
= (−ϕ˙#0 , ϕ#0 )
at every point (u0, u˙0), i.e. (4.4.35). Now the Poisson bracket is, by definition {f, g} = Xg(f) =
df(Xg). Hence we get the constant function{
J(ϕ0, ϕ˙0), J(ψ0, ψ˙0)
} ∣∣∣
(u0,u˙0)
= (ϕ0, ϕ˙0)(ψ˙
#
0 ,−ψ#0 )
=
∫
Σ
(
ϕ0(ψ˙
#
0 )− ϕ˙0(ψ#0 )
)
µΣ
=
∫
Σ
(
h−1Σ (ϕ0, ψ˙0)− h−1Σ (ϕ˙0, ψ0)
)
µΣ,
using the dual fibre metric h−1Σ on ι
#E∗. This explains the statement (4.4.34). For finite dimensional
vector spaces (or manifolds) we could now argue with the usual calculus of smooth functions that,
thanks to the closedness of ωh, the Poisson bracket is indeed a Poisson bracket. In infinite dimensions
we can not just rely on the analogy, in particular since ωh is only a weak symplectic structure. Instead
of establishing an appropriate calculus also in this situation, which in principle can be done, we prove
the existence of a Poisson bracket on the polynomials by hand. In fact, this follows from the next
proposition at once. 
Proposition 4.4.13 Let W be a real vector space and let
pi : W ×W −→ R (4.4.36)
be an antisymmetric bilinear form. Then on S•W there is a unique Poisson bracket { · , · }pi with
{ · , · }pi : SkW × S`W −→ Sk+`−2W, (4.4.37)
such that for v, w ∈W = S1W ⊆ S•W one has
{v, w}pi = pi(v, w)1. (4.4.38)
Proof. Again, the uniqueness is clear since by the Leibniz rule, a Poisson bracket is determined by
its values on the generators. Enforcing the Leibniz rule gives us the explicit expression
{v1 ∨ · · · ∨ vk, w1 ∨ · · · ∨ w`}pi =
∑
i,j
pi(vi, wj)v1 ∨ · · ·
i∧ · · · ∨ vk ∨ w1 ∨ · · ·
j∧ · · · ∨ w`
as the unique extension of pi to S•W which satisfies the Leibniz rule in both arguments. Since pi is
antisymmetric, { · , · }pi is antisymmetric as well. It remains to check the Jacobi identity. Thus let
Jacpi(f, g, h) = {f, {g, h}pi}pi + {g, {h, f}pi}pi + {h, {f, g}pi}pi
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
234 4. THE GLOBAL THEORY OF GEOMETRIC WAVE EQUATIONS
be the Jacobiator of { · , · }pi for arbitrary f, g, h ∈ S•W . We have to show that Jacpi(f, g, h) = 0.
Now it is a simple algebraic fact that Jacpi is a derivation in each argument. Thus Jacpi(f, g, h) = 0
iff the Jacobiator vanishes on generators already. In our case Jacpi(v, w, u) = 0 is clear, since {v, w}pi
is already constant. The grading statement (4.4.37) is clear. 
This way we obtain a Poisson algebra of polynomials modeled by the symmetric algebra over
Γ∞0 (ι#E∗) ⊕ Γ∞0 (ι#E∗). Without going into the details we note that this Poisson bracket has rea-
sonable continuity properties with respect to the usual LF topology of Γ∞0 (ι#E∗) ⊕ Γ∞0 (ι#E∗). To
explain these properties we first rewrite
Γ∞0 (ι
#E∗)⊕ Γ∞0 (ι#E∗) = Γ∞0 (ι#(E∗ ⊕ E∗)) (4.4.39)
as usual. Then we have the following lemma:
Lemma 4.4.14 There is a canonical injection
SkΓ∞0 (ι
#(E∗ ⊕ E∗)) ↪→ Γ∞0 (ι#(E∗ ⊕ E∗) · · ·︸ ︷︷ ︸
k-times
ι#(E∗ ⊕ E∗))Sk (4.4.40)
of the symmetric power of Γ∞0 (ι#(E∗ ⊕ E∗)) of degree k into the sections of the k-th external ten-
sor product of ι#(E∗ ⊕ E∗) with itself which are totally symmetric under the internal action of the
permutations of the fibres. Explicitly, we have
(ϕ1 ∨ · · · ∨ ϕk)(p1, . . . , pk) =
∑
σ∈Sk
ϕσ(1)(p1) · · · ϕϕ(k)(pk) (4.4.41)
for p1, . . . , pk ∈ Σ and Γ∞0 (ι#(E∗ ⊕ E∗)).
Proof. Clearly, (4.4.41) is injective and well-defined, yielding a totally symmetric section with compact
support. This follows analogously to Theorem 1.3.35. 
Remark 4.4.15 As in Theorem 1.3.35 this map is continuous in a very precise way: we have esti-
mates analogously to the ones in (1.3.69). Without introducing this notion, we note that (4.4.40)
is continuous with respect to the projective tensor product topology of SkΓ∞0 (ι#(E∗ ⊕ E∗)), see
e.g. [34, Chap. 15] for more details on this pi-topology. Moreover, we note that the image of (4.4.40)
is sequentially dense in the totally symmetric sections. This can also be shown analogously to The-
orem 1.3.35. In fact, this even allows to extend the Poisson bracket { · , · }h to the direct sum over
the right hand side of (4.4.40) for k ∈ N0 by a continuity argument. However, we shall not enter this
discussion here.
From now on, we shall omit the explicit usage of the symbol J in (4.4.29) to simplify our notation
and identify elements in S•V with the polynomials in Pol•(V ) directly.
4.4.4 The Covariant Poisson Algebra
Up to now the Poisson algebra of observables has certain deficits from a physical point of view: its
definition depends on the choice of a Cauchy hypersurface. In particular, it is not quite clear whether
we get different Poisson algebras for different choices and, if not, how they are related in detail.
In fact, since on a globally hyperbolic spacetime M all smooth spacelike Cauchy hypersurfaces are
diffeomorphic and since any two positive definite fibre metrics are isometric, one can cook up an
isomorphism of the Poisson algebras corresponding to (Σ1, hΣ1) and (Σ2, hΣ2), respectively. However,
this does not seem to be a very conceptual statement as the isomorphism is just there by “pure luck”.
More severe than these aesthetic arguments is the conceptual disadvantage that all nice symmetries
between time- and spacelike directions will be “broken” by the choice of Σ. As example, one considers
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again Minkowski spacetime (Rn, η) with its Poincare symmetry O(1, n − 1) n Rn. Choosing an
arbitrary smooth spacelike Cauchy hypersurface Σ results in destroying the symmetry: the Poincare
group action will not respect the splitting Rn ' R×Σ, even if Σ is a spacelike linear subspace. Thus
the true symmetry of the situation might be hidden after choosing a splitting R× Σ.
Thus we look for a Poisson algebra isomorphic to the one constructed in Proposition 4.4.12 which
is intrinsically defined without reference to Σ. This will be accomplished by the following construc-
tion, essentially going back to Peierls [47], see also [19–21, 41, 42] for a more modern treatment and
applications to the (deformation) quantization of classical field theories as well as the thesis [33].
Note however, that we are only dealing with rather simple polynomial functions here instead of more
general smooth functions.
We consider Γ∞0 (E∗) which we can use to evaluate arbitrary sections u ∈ Γ∞sc (E) on the whole
spacetime M . Again, the symmetric algebra S•Γ∞0 (E∗) serves as polynomial algebra on all fields
Γ∞sc (E), whether they are solutions to Du = 0 or not. The evaluation is the normal one, i.e. for
ϕ ∈ Γ∞0 (E∗) we set
ϕ(u) =
∫
M
ϕ(p) · u(p) µg(p) (4.4.42)
and extend this to S•Γ∞0 (E) as before. Then these symmetric tensors become again an observable
algebra. However, it should be emphasized clearly that we are dealing with polynomials on a much
too large space Γ∞sc (E) at the moment. Surprisingly, we will even have a Poisson bracket on this too
large algebra:
Proposition 4.4.16 Let (M, g) be a globally hyperbolic spacetime and D ∈ DiffOp2(E) a normally
hyperbolic differential operator that is symmetric with respect to a fibre metric h on E. Then on the
symmetric algebra S•Γ∞0 (E∗) there is a unique Poisson bracket { · , · } determined by
{ϕ,ψ} =
∫
M
h−1 (FMϕ,ψ)µg (4.4.43)
for ϕ,ψ ∈ Γ∞0 (E∗), where FM = F+M − F−M as before. It satisfies{
SkΓ∞0 (E
∗), S`Γ∞0 (E
∗)
}
⊆ Sk+`−2Γ∞0 (E∗). (4.4.44)
Proof. Since FM is an antisymmetric operator with respect to the integration and h according to
Remark 4.4.5, see also (4.4.17), the right hand side of (4.4.43) defines an antisymmetric bilinear form
on Γ∞0 (E∗). Thus, Proposition 4.4.13 can be applied. 
Definition 4.4.17 (Covariant Poisson bracket) The Poisson bracket on S•Γ∞0 (E∗) resulting from
(4.4.43) is called the covariant Poisson bracket corresponding to D.
Even though S•Γ∞0 (E∗) is enough to separate points on the too large space of all fields Γ∞sc (E), the
covariant Poisson bracket becomes trivial for elements not sensitive to solutions of the wave equation.
More precisely, we have the following result:
Lemma 4.4.18 Let ϕ ∈ Γ∞0 (E∗). Then the following statements are equivalent:
i.) ϕ is a Casimir element of the covariant Poisson algebra (S•Γ∞0 (E∗), { · , · }), i.e. we have
{ϕ, · } = 0. (4.4.45)
ii.) ϕ vanishes on solutions u ∈ Γ∞sc (E) of the wave equation Du = 0, i.e.∫
M
ϕ · u µg = 0. (4.4.46)
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iii.) ϕ is in the kernel of FM , i.e.
FMϕ = 0. (4.4.47)
Proof. We show i.) ⇒ iii.) ⇒ ii.) ⇒ i.). Assume {ϕ, · } = 0, then 0 = {ϕ,ψ} = ∫M h−1(FMϕ,ψ)µg
for all ψ ∈ Γ∞0 (E∗) which implies FMϕ = 0 since the pairing is non-degenerate. Now, if FMϕ = 0
then by Theorem 4.3.18, iii.) applied to DT we know ϕ = DTχ for some χ ∈ Γ∞0 (E∗). Thus∫
M
ϕ · u µg =
∫
M
DTχ · u µg =
∫
M
ϕ ·Du µg = 0
for any solution u ∈ Γ∞sc (E) of the wave equation. Finally, assume that ii.) holds and let ψ ∈ Γ∞0 (E∗)
be arbitrary. Then (FMψ)# = GMψ# solves the homogeneous wave equation. Thus
0 =
∫
M
ϕ · (FMψ)#µg =
∫
M
h−1(ϕ, FMψ)µg = −{ϕ,ψ}
for all ψ ∈ Γ∞0 (E∗). By the Leibniz rule this implies {ϕ, · } = 0 in general, since these ψ generate the
whole algebra. 
We can rephrase the result of the lemma as follows: the kernel of FM is a subspace kerFM ⊆
Γ∞0 (E∗) which generates an ideal inside S•Γ∞0 (E∗). The generators of this ideal are Casimir elements
whence the ideal is in fact even a Poisson ideal . Thus the quotient algebra of S•Γ∞0 (E∗) by this ideal
becomes a Poisson algebra itself. Now we want to relate this quotient to the canonical Poisson algebra
defined on a Cauchy hypersurface Σ as constructed in the previous subsection. We want to establish
a Poisson isomorphism which is compatible with the evaluation on solutions of the wave equation. To
make these things more precise we again consider the result from Theorem 4.3.20. If u ∈ Γ∞sc (E) is
the unique solution of Du = 0 with initial conditions u0, u˙0 on Σ then the evaluation of ϕ ∈ Γ∞0 (E∗)
on u can be expressed by∫
M
ϕ · u µg =
∫
Σ
(
(i#∇E∗n FMϕ) · u0 − (i#FMϕ) · u˙0
)
µΣ, (4.4.48)
according to Theorem 4.3.20. Comparing this with the evaluation of a section (ϕ0, ϕ˙0) ∈ Γ∞0 (ι#(E∗⊕
E∗)) on initial conditions according to (4.4.34), i.e.
(ϕ0, ϕ˙0)
∣∣
(u0,u˙0)
=
∫
Σ
(ϕ0 · u0 + ϕ˙0 · u˙0) µΣ, (4.4.49)
suggests to map ϕ ∈ Γ∞0 (E∗) to the section (ϕ0, ϕ˙0) ∈ Γ∞0 (ι#(E∗ ⊕ E∗)) given by
ϕ0 = ι
#∇E∗n FMϕ and ϕ˙0 = −ι#FMϕ. (4.4.50)
We denote this “restriction map” by
%Σ : Γ
∞
0 (E
∗) 3 ϕ 7→
(
ι#∇E∗n FMϕ,−ι#FMϕ
)
∈ Γ∞0 (ι#(E∗ ⊕ E∗)). (4.4.51)
Since S•Γ∞0 (E∗) is freely generated by Γ∞0 (E∗) we can extend %Σ in a unique way to a unital algebra
homomorphism to S•Γ∞0 (ι#(E∗ ⊕ E∗)) which we still denote by
%Σ : S
•Γ∞0 (E
∗) −→ S•Γ∞0 (ι#(E∗ ⊕ E∗)). (4.4.52)
Then the above discussion results in the following lemma:
Lemma 4.4.19 Let u ∈ Γ∞sc (E) be a solution of the homogeneous wave equation with initial conditions
u0, u˙0 ∈ Γ∞0 (ι#E) on Σ. Then for every Φ ∈ S•Γ∞0 (E∗) we have
Φ(u) = %Σ(Φ)(u0, u˙0). (4.4.53)
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
4.4. A Poisson Algebra 237
Proof. We know (4.4.53) for Φ = ϕ ∈ Γ∞0 (E∗) by construction. For the constants we have by
definition %Σ(1) = 1 whence (4.4.53) is also true here. For higher symmetric tensors Φ ∈ S•Γ∞0 (E∗)
the evaluation on u was defined to be compatible with the ∨-product, i.e.
(ϕ1 ∨ · · · ∨ ϕk)(u) = ϕ1(u) · · ·ϕk(u).
Since we used the same sort of evaluation also for the symmetric tensors in S•Γ∞0 (ι#(E∗ ⊕ E∗)) the
statement follows from the algebra homomorphism property of %Σ. 
Since the initial conditions determine the solution uniquely and vice versa it is tempting to use
the algebra homomorphism %Σ to relate the Poisson algebras on M and on Σ. Indeed, we have the
following result:
Lemma 4.4.20 The algebra homomorphism %Σ is a homomorphism of Poisson algebras
%Σ : (S
•Γ∞0 (E
∗), { · , · }) −→ (S•Γ∞0 (ι#(E∗ ⊕ E∗)), { · , · }h). (4.4.54)
Proof. Since the Poisson brackets satisfy a Leibniz rule by definition and since %Σ is a unital algebra
homomorphism it suffices to check the claim on generators. Thus let ϕ,ψ ∈ Γ∞0 (E∗) be given and
let (ϕ0, ϕ˙0) = %Σ(ϕ) and (ψ0, ψ˙0) = %Σ(ψ) be the corresponding sections in Γ∞0 (ι#(E∗ ⊕E∗)). More-
over, both Poisson brackets {(ϕ0, ϕ˙0), (ψ0, ψ˙0)}h and {ϕ,ψ} are constants, i.e. multiples of the unit
elements, respectively. Thus we only have to compute these number as %Σ(1) = 1 by definition. We
have{
(ϕ0, ϕ˙0), (ψ0, ψ˙0)
}
=
∫
Σ
(
h−1Σ (ϕ0, ψ˙0)− h−1Σ (ϕ˙0, ψ0)
)
µΣ
= −
∫
Σ
(
(ι#∇E∗n FMϕ) · (ι#FMψ)# − (ι#FMϕ) · (ι#∇E
∗
n FMψ)
#
)
µΣ. (∗)
Now FMψ is a solution of the wave equation, DTFMψ = 0. Since D is symmetric, u = (FMψ)# =
GMψ
# is a solution of Du = 0. The initial conditions for u on Σ are given by
u0 = ι
#u = ι#(FMψ)
# and u˙0 = ι#∇En u = ι#(∇E
∗
n FMψ)
#
since the connections ∇E and ∇E∗ are compatible with the musical isomorphisms as ∇E is assumed
to be metric with respect to h. By Theorem 4.3.20 we conclude{
(ϕ0, ϕ˙0), (ψ0, ψ˙0)
}
(∗)
= −
∫
M
ϕ · u µg
= −
∫
M
ϕ · (FMψ)#µg
= −
∫
M
h−1(ϕ, FMψ) µg
=
∫
M
h−1(FMϕ,ψ) µg
= {ϕ,ψ} .
This shows that the constants coincide and thus the claim follows. 
Lemma 4.4.21 The Poisson homomorphism %Σ is surjective and its kernel coincides with the ideal
generated by the Casimir elements in Γ∞0 (E∗), which coincides with all those Φ ∈ S•Γ∞0 (E∗) which
vanish on all solutions u ∈ Γ∞sc (E) of the homogeneous wave equation Du = 0.
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
238 4. THE GLOBAL THEORY OF GEOMETRIC WAVE EQUATIONS
Proof. By definition we have %Σ(1) = 1. Now let (ϕ0, ϕ˙0) ∈ Γ∞0 (ι#(E∗ ⊕ E∗)) be given. Then there
is a unique solution Φ ∈ Γ∞sc (E∗) of the homogeneous wave equation DTΦ = 0 with initial conditions
ι#Φ = −ϕ˙0 and ι#∇E∗n Φ = ϕ0 (∗)
by Theorem 4.2.5, i.) applied to DT. By Theorem 4.3.18, iii.) we know that Φ = FMϕ for
some ϕ ∈ Γ∞0 (E∗). But then %Σ(ϕ) = (ϕ0, ϕ˙0) follows directly from (∗). Since the sections
(ϕ0, ϕ˙0) ∈ Γ∞0 (ι#(E∗ ⊕ E∗)) generate the whole symmetric algebra and %Σ is an algebra homo-
morphism, the surjectivity follows. Now let Φ ∈ S•Γ∞0 (E∗). Then %Σ(Φ) = 0 iff for all (u0, u˙0)
we have %Σ(Φ)(u0, u˙0) = 0. But this is equivalent to Φ(u) = 0 for all solutions u ∈ Γ∞sc (E) of the
homogeneous wave equation Du = 0 by Lemma 4.4.19. Thus the kernel of %Σ consists precisely of
those Φ ∈ S•Γ∞0 (E∗) which vanish on solutions. Since the kernel is clearly a (Poisson) ideal as %Σ is a
(Poisson) algebra homomorphism and since the Casimir elements ϕ ∈ Γ∞0 (E∗) vanish on solutions by
Lemma 4.4.18 it follows that the ideal generated by the Casimir elements is part of the kernel. Now
in symmetric degree one the converse is true: ϕ ∈ Γ∞0 (E∗) is a Casimir element iff it is in the kernel.
Thus we see that the induced map
%Σ : Γ
∞
0 (E
∗)
/{
ϕ ∈ Γ∞0 (E∗)
∣∣ {ϕ, · } = 0} −→ Γ∞0 (ι#(E∗ ⊕ E∗))
is already a linear isomorphism. Thus we have an algebra isomorphism
%Σ : S
• (Γ∞0 (E∗)/{ϕ ∈ Γ∞0 (E∗) ∣∣ {ϕ, · } = 0}) −→ S•Γ∞0 (ι#(E∗ ⊕ E∗).
By a general argument, one has canonically S•(V
/
W ) = S•V
/
J(W ) for every linear subspaceW ⊆ V ,
where J(W ) ⊆ S•V is the ideal generated by the elements in W . Hence we can conclude that %Σ is
already injective on S•Γ∞0 (E∗) modulo the ideal generated by the Casimir elements in Γ∞0 (E∗). Thus
the two ideals coincide. 
The covariant Poisson bracket gives us automatically the correct quotient procedure: the van-
ishing ideal of the subspace of solutions to the wave equation is a Poisson ideal, which can now be
characterized in many equivalent ways: it is the ideal generated by the Casimir elements (and hence
easily seen to be a Poisson ideal), or, equivalently, the ideal generated by the kernel of FM , or, equiva-
lently, the kernel of any of the Poisson homomorphisms %Σ for any Cauchy hypersurface %Σ. However,
the physically important interpretation is the first: two Φ,Ψ ∈ S•Γ∞0 (E) should be considered to be
the same observables if they yield the same “expectation values”
Φ(u) = Ψ(u) (4.4.55)
for all physically relevant u ∈ Γ∞sc (E), i.e. for all solutions of the wave equation. Note that a priori
it is not clear whether this vanishing ideal of the subspace of solutions is a Poisson ideal at all. We
can now summarize the results so far.
Theorem 4.4.22 (Covariant Poisson algebra) Let (M, g) be a globally hyperbolic spacetime and
let E be a real valued vector bundle with fibre metric and metric connections ∇E. Let D = ∇ + B
be a symmetric, normally hyperbolic differential operator on E. Moreover, let { · , · } be the covariant
Poisson bracket for S•Γ∞0 (E∗) and let ι : Σ ↪→M be a smooth spacelike Cauchy hypersurface.
i.) The following subspaces of S•Γ∞0 (E∗) coincide:
• The vanishing ideal of the solutions of the wave equation Du = 0, i.e.{
Φ ∈ S•Γ∞0
∣∣ Φ(u) = 0 for all u ∈ Γ∞sc (E) with Du = 0} . (4.4.56)
• The ideal generated by the Casimir elements ϕ ∈ Γ∞0 (E∗).
• The ideal generated by the kernel of FM : Γ∞0 (E∗) −→ Γ∞sc (E∗).
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• The kernel of the Poisson homomorphism
%Σ : S
•Γ∞0 (E
∗) −→ S•Γ∞0 (ι#(E∗ ⊕ E∗)). (4.4.57)
ii.) The subspace in i.) is a Poisson ideal.
iii.) The quotient Poisson algebra S•Γ∞0 (E∗)
/
ker %Σ is canonically isomorphic to the Poisson algebra
S•(Γ∞0 (E∗)
/
kerFM ) endowed with the induced bracket coming from (4.4.43) and
%Σ : S
•Γ∞0 (E
∗)
/
ker %Σ −→ S•Γ∞0 (ι#(E∗ ⊕ E∗)) (4.4.58)
is an isomorphism of Poisson algebra. It is compatible with evaluation on solutions and initial
data, respectively, in the sense of (4.4.53).
Proof. All the statements are clear from the preceding lemmas. 
Remark 4.4.23 (Covariant Poisson bracket) The remarkable feature of the Poisson bracket { · , · }
on S•Γ∞0 (E∗) as well as on the quotient S•(Γ∞0 (E∗)
/
kerFM ) is that it does not refer to a splitting
R × Σ of M . Instead it is “fully covariant”, i.e. defined in global and canonical terms only. Never-
theless, via %Σ it is isomorphic to the Poisson algebra on the Cauchy hypersurface Σ. The price is
that for the construction of { · , · } we have to use the dynamics already. This is a new feature as in
geometrical mechanics the Poisson structure is understood as a purely kinematical ingredient of the
theory. The dynamics comes only after specifying a Hamiltonian as an element of the a priori given
Poisson algebra. Thus the above “covariant” Poisson bracket may also deserve the name “dynamical
Poisson bracket”.
Remark 4.4.24 (Time evolution) Using the Poisson isomorphisms %Σ for different Cauchy hyper-
surfaces we get a time evolution from one Cauchy hypersurface to another one. For smooth Cauchy
hypersurfaces Σ,Σ′ we have
%Σ′ ◦ %−1Σ : S•Γ∞0 (ι#(E∗ ⊕ E∗)) −→ S•Γ∞0 (ι′#(E∗ ⊕ E∗)) (4.4.59)
with %Σ, %Σ′ as in (4.4.58). This is an isomorphism of Poisson algebras. In this sense, the time
evolution of the wave equation is “symplectic”.
The next observation would be indeed very complicated and almost impossible to detect inside the
canonical Poisson algebras of polynomials on the initial data. Here the global point of view indeed
tuns out to be superior: Since we interpret the Φ ∈ S•Γ∞0 (E∗) as polynomial observables we can
speak of a support of them. Indeed, we define for
Φ =
N∑
k=0
ϕ
(k)
1 ∨ · · · ∨ ϕ(k)k (4.4.60)
the support of Φ to be the (finite) union of the supports of the ϕ(k)1 , . . . , ϕ
(k)
k . In this sense we can
speak of an observable being located in a certain region of the spacetime. The physical interpretation
is that Φ corresponds to an observation (measurement) performed on the solution u in the spacetime
region determined by supp Φ. Since we consider only those Φ coming from compactly supported
ϕ ∈ Γ∞0 (E∗) the support of Φ is also compact. Causality now means that two measurements Φ and
Φ′ should not influence each other in any way if they are performed in spacelike regions of M . The
next proposition says that this is indeed the case:
Proposition 4.4.25 (Locality) Let U,U ′ ⊆M be open subsets such that U is spacelike to U ′. Then
for all Φ,Φ′ ∈ S•Γ∞0 (E∗) with supp Φ ⊆ U and supp Φ′ ⊆ U ′ we have{
Φ,Φ′
}
= 0. (4.4.61)
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U ′
suppϕ
U
JM (suppϕ
′)
suppϕ′
Figure 4.46: Illustration of the locality concept.
Proof. By the Leibniz rule it is again sufficient to consider ϕ,ϕ′ ∈ Γ∞0 (E∗) with suppϕ ⊆ U and
suppϕ′ ⊆ U ′ only. But here (4.4.61) is obvious since suppϕ ⊆ U and suppFMϕ′ ⊂ JM (suppϕ′) ⊆
JM (U
′) have no overlap. Thus the integral (4.4.43) vanishes, see also Figure 4.46. 
For a later yet to be found transition to a quantum field theory, i.e. a quantization of the classical
observable algebra, it is useful to consider also the complexification of S•Γ∞0 (E∗). This is the ultimate
definition of the classical observable algebra.
Definition 4.4.26 (Classical observable algebra) The classical observable algebra of the classical
field theory determined by the wave equation is the unital Poisson ∗-algebra
A(M) = S•
(
Γ∞0 (E
∗)
/
kerFM
)⊗ C (4.4.62)
endowed with the complex conjugation as ∗-involution, the symmetric tensor product as associative
and commutative product, and the covariant Poisson bracket induced from S•Γ∞0 (E∗).
Here a Poisson ∗-algebra means that the ∗-involution is compatible with the Poisson bracket in
the sense that { · , · } is real, i.e. for Φ,Ψ ∈ S•(Γ∞0 (E∗)
/
kerFM )⊗ C we have
{Φ,Ψ} = {Φ,Ψ} , (4.4.63)
which is obvious as we complexified a Poisson algebra over R. This is the ultimate reason that we
insisted on a real vector bundle from the beginning. Alternatively, we can write the complexification
as
S•Γ∞0 (E
∗)⊗ C = S•CΓ∞0 (E∗ ⊗ C), (4.4.64)
where we take the symmetric algebra over the complex numbers of the section of the complexified
bundle. Again, this is compatible with the quotient procedure since FM behaves well under complex-
ification, according to Proposition 4.4.4, iii.).
The locality property clearly passes to the quotient in the following sense: for an open subset
U ⊆M we define analogously to (4.4.62)
AM (U) = S
•
(
Γ∞0 (E
∣∣
U
)
/
kerFM
∣∣
Γ∞0 (E|U )
)
⊗ C, (4.4.65)
and call this the subalgebra of observables located in U . Clearly, we have natural embeddings
AM (U) ↪→ AM (U ′) ↪→ AM (M) (4.4.66)
for all U ⊆ U ′ ⊆M and each AM (U) is a Poisson ∗-algebra itself. In this sense, AM (M) becomes the
inductive limit (int the category of Poisson ∗-algebras) of the collection of the AM (U). The important
consequence of Proposition 4.4.25 says that we have a local net of observable algebras:
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Theorem 4.4.27 (Local net of observables) The collection of Poisson ∗-algebras
{
AM (U)
∣∣ U ⊆M is open}
forms a net of local observables with inductive limit A(M), satisfying the causality condition{
AM (U),AM (U
′)
}
= 0 (4.4.67)
for U,U ′ ⊆M spacelike to each other.
Remark 4.4.28 This property is the classical analogy of one of the Haag-Kastler axioms for an
(algebraic or axiomatic) quantum field theory: observables in spacelike regions should commute. We
refer to [28] for further information on algebraic quantum field theory. Note that it would be extremely
complicated to encode this net structure in the canonical Poisson algebra over Σ: here the covariant
approach turns out to be the better choice.
We also have the following version of the time slice axiom:
Theorem 4.4.29 (Time slice axiom) Let ι : Σ ↪→ M be a smooth spacelike Cauchy hypersurface
coming from a splitting M ' R× Σ. Let  > 0, then we have
AM ((−, )× Σ) = AM (M). (4.4.68)
Proof. This equality is of course not true on the level of the polynomial algebra S•Γ∞0 (E) itself since
there are certainly elements with support outside (−, ) × Σ. The point is that they are equivalent
to elements in S•Γ∞0
(
E∗
∣∣
(−,)×Σ
)
modulo the kernel of FM . First we note that (−, )× Σ is again
a globally hyperbolic spacetime by its own. Moreover, the embedding of (−, )×Σ into M = R×Σ
is causally compatible. We can now apply our theory of Green operators to D and DT restricted to
(−, )×Σ and obtain unique Green operators F±(−,)×Σ for DT on (−, )×Σ, too. Since (−, )×Σ
is causally compatible in M , the support properties of F±(−,)×Σ match those of F
±
M “restricted” to
(−, )× Σ. Thus by uniqueness we conclude that for ϕ ∈ Γ∞0
(
E∗
∣∣
(−,)×Σ
)
we have
F±(−,)×Σϕ = F
±
Mϕ
∣∣
(−,)×Σ. (∗)
This implies that on S•Γ∞0
(
E∗
∣∣
(−,)×Σ
)
the covariant Poisson bracket coming from F(−,)×Σ coin-
cides with the restriction of the covariant Poisson bracket coming from FM . Moreover, if ϕ ∈ Γ∞0 (E∗)
with support in (−, ) × Σ vanishes on u ∈ Γ∞sc (E) satisfying Du = 0 on M it also vanishes on
u ∈ Γ∞sc (E
∣∣
(−,)×Σ) satisfying Du = 0 on (−, ) × Σ. Indeed, in the condition ϕ(u) = 0 only
u
∣∣
(−,)×Σ enters. This shows that
kerF(−,)×Σ = ker
(
FM
∣∣
Γ∞0
(
E
∣∣
(−,)×Σ
)) .
Therefore the Poisson ∗-algebraAM ((−, )×Σ) built using FM and the Poisson ∗-algebraA(−,)×Σ((−, )×
Σ) coincide. Now we have the Poisson ∗-isomorphisms
%Σ : A(−,)×Σ −→ S•(Γ∞0 (ι#(E∗ ⊕ E∗)))⊗ C,
according to Theorem 4.4.22 applied to the spacetime (−, )× Σ as well as
%−1Σ : S
•(Γ∞0 (ι
#(E∗ ⊕ E∗)))⊗ C −→ AM (M),
also using Theorem 4.4.22, now for the spacetime M . But this shows the equality (4.4.68). 
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suppϕ
JM(suppϕ)
suppψ
JM(suppψ)
(ϕ0, ϕ˙0) = (ψ0, ψ˙0)
Figure 4.47: The time slice axiom
Remark 4.4.30 (Time slice axiom) We can rephrase this statement by saying that for every ϕ ∈
Γ∞0 (E∗) with arbitrary compact support there is also a ψ ∈ Γ∞0
(
E∗
∣∣
(−,)×Σ
)
having compact support
very close to Σ such that their images under %Σ in Γ∞0 (ι#(E∗ ⊕ E∗)) coincide, see also Figure 4.47.
Since we know that %Σ is injective up to elements in kerFM which is the image of DT by (4.3.37)
according to Theorem 4.3.18, we see that for every ϕ ∈ Γ∞0 (E∗) there is a ψ ∈ Γ∞0 (E∗) with support
in (−, )× Σ such that
ϕ− ψ ∈ kerFM = imDT, (4.4.69)
see also [4, Lem. 4.5.6] for another approach to this question. Physically speaking, the time slice
feature (4.4.68) says that on the level of observables a Cauchy hypersurface already determines every-
thing. In view of our previous results this is of course not very surprising.
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Appendix A
Parallel Transport, Jacobi Vector Fields,
and all that
In this appendix we collect some facts on parallel transports, Taylor expansions and Jacobi vector
fields needed in the computation of the derivatives of densities.
A.1 Taylor Expansion of Parallel Transports
Let ∇ be a torsion-free covariant derivative for M and let ∇E be a covariant derivative for a vector
bundle E −→M . The aim is to compute the Taylor expansion of the parallel transport with respect
to E along curves in M . Of particular interest will be the geodesics with respect to ∇.
Out of ∇ and ∇E we can build covariant derivatives for all kind of bundles constructed from TM
and E via dualizing and taking tensor products. We will denote them all by ∇ or ∇E if E is involved.
If γ : I ⊆ R −→M is a smooth curve defined on some open interval then the pull-back connection of
∇ or ∇E will be denoted by ∇#. The canonical vector field on R is ∂∂t .
Lemma A.1.1 Let γ : I ⊆ R −→ M be a smooth curve in M and let s ∈ Γ∞(γ#E) be a section of
E along γ. For t, t0 ∈ I and all k ∈ N0 we have
dk
dtk
(Pγ,t0→t)
−1 s(t) = (Pγ,t0→t)
−1
(
∇#∂
∂t
· · · ∇#∂
∂t
s(t)
)
, (A.1.1)
where Pγ,t0→t : Eγ(t0) → Eγ(t) denotes the parallel transport along γ with respect to ∇E.
Proof. We choose a vector space basis eα(t0) ∈ Eγ(t0) and define smooth sections eα ∈ Γ∞(γ#E)
along γ by
eα(t) = Pγ,t0→teα(t0),
i.e. by parallel transporting eα(t0) to every point γ(t) for t ∈ I. Since the parallel transport is a
linear isomorphism, for every t the eα(t) still form a basis of Eγ(t). By the very definition, the eα(t)
solve the differential equation
∇#∂
∂t
eα(t) = 0 (∗)
with initial conditions eα(t0) ∈ eγ(t0). Thus they are covariantly constant along γ. Now let s ∈
Γ∞(γ#E) be arbitrary. Then there are unique smooth functions sα ∈ C∞(I) with
s(t) = sα(t)eα(t).
By linearity of Pγ,t0→t we have
(Pγ,t0→t)
−1 (s(t)) = sα(t) (Pγ,t0→t)
−1 (eα(t)) = sα(t) (Pγ,t0→t)
−1 Pγ,t0→t(eα(t0)) = s
α(t)eα(t0).
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This shows that we can express the left hand side of (A.1.1), being a curve in the vector space Eγ(t0),
with respect to the fixed basis eα(t0). Thus the t-derivatives are easily computed giving
d
dt
(Pγ,t0→t)
−1 s(t) =
d
dt
(sα(t)eα(t0)) = s˙
α(t)eα(t0) = s˙
α(t) (Pγ,t0→t)
−1 (Pγ,t0→t(eα(t0)))
= (Pγ,t0→t)
−1 (s˙α(t)eα(t))
(∗)
= (Pγ,t0→t)
−1
(
∇#∂
∂t
(sα(t)eα(t))
)
= (Pγ,t0→t)
−1
(
∇#∂
∂t
s(t)
)
,
by the covariant constancy of the eα(t). This shows (A.1.1) for k = 1 and from here we can proceed
by induction. 
The next lemma will be useful to compute the Taylor coefficients of a function of several variables
in an efficient way. The proof is a simple computation.
Lemma A.1.2 Let F ∈ C∞(Rn,Rm) and k ∈ N0. Then one has
∂kF
∂vi1 · · · ∂vik
∣∣∣
v=0
=
1
k!
∂k
∂vi1 · · · ∂vik
(
dk
d tk
F (tv)
∣∣∣
t=0
)
. (A.1.2)
The following technical lemma will allow us to compute iterated covariant derivatives in terms of the
symmetrized covariant derivative.
Lemma A.1.3 For s ∈ Γ∞(E) one inductively defines
∇0s = s,(∇1s) (X) = ∇EXs,(
∇ks
)
(X1, . . . , Xk) =
(
∇EX1∇k−1s
)
(X2, . . . , Xk)
(A.1.3)
for X1, . . . , Xk ∈ Γ∞(TM). Then ∇ks ∈ Γ∞(⊗kT ∗M ⊗ E) is a well-defined tensor field and we have∑
σ∈Sk
(
∇ks
)
(Xσ(1), . . . , Xσ(k)) =
((
DE
)k
s
)
(X1, . . . , Xk) (A.1.4)
for the totally symmetric part of ∇ks.
Proof. By induction it is clear that ∇ks is C∞(M)-linear in each argument. Thus it defines a tensor
field of the above type. To prove (A.1.4) we first note that for k = 0, 1 we have ∇0s = s = (DE)0s
and ∇1s = DE s as wanted. We proceed by induction and have∑
σ∈Sk
(
∇ks
)
(Xσ(1), . . . , Xσ(k)) =
∑
σ∈Sk
(
∇EXσ(1)∇k−1s
)
(Xσ(2), . . . , Xσ(k))
=
k∑
`=1
∑
σ∈Sk
σ(1)=`
(
∇EX`∇k−1s
)
(Xσ(2), . . . , Xσ(k))
=
k∑
`=1
(
∇EX`(DE)k−1s
)
(X2, . . . ,
`∧, . . . , Xk)
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=
(
(DE)ks
)
(X1, . . . , Xk),
since the permutations σ ∈ Sk with σ(1) = ` are precisely the permutations of the remaining 1, . . . ,
`∧
, . . . , k entries. 
Since covariant derivatives are extended to tensor bundles and dual bundles in such a way that we
have Leibniz rules with respect to tensor products and natural pairings, the parallel transport enjoys
homomorphism properties in the following sense:
Lemma A.1.4 Let γ : I ⊆ R −→M be a smooth curve in M and f ∈ C∞(M), st0 , s˜t0 ∈ Eγ(t0) and
αt0 ∈ E∗γ(t0).
i.) Viewing f as a sections of ⊗0E, γ#f = γ∗f is parallel if and only if f is constant along γ.
ii.) For all t ∈ I we have
Pγ,t0→t(st0 ⊗ s˜t0) = Pγ,t0→t(st0)⊗ Pγ,t0→t(s˜t0). (A.1.5)
iii.) For all t ∈ I we have
αt0(st0) = Pγ,t0→t(αt0(st0)) = Pγ,t0→t(αt0) (Pγ,t0→t(st0)) . (A.1.6)
Proof. For the first part we observe that by definition ∇EXf = X(f) when viewing a function as a
tensor field. Moreover, γ#f = γ∗f and hence ∇#∂
∂t
γ#f = ∂∂tγ
∗f
∣∣
t
= γ˙(t)f
∣∣
γ(t)
which is zero iff f ◦ γ is
constant. It follows that for a number z ∈ ⊗0Eγ(t0) = C we simply have Pγ,t0→t(z) = z for all times.
This shows the first part. For the second part we note that the left hand side is the unique solution
of
∇#∂
∂t
Pγ,t0→t(st0 ⊗ s˜t0) = 0
with initial condition st0 ⊗ s˜t0 for t = t0. For the right hand side we compute
∇#∂
∂t
(Pγ,t0→t(st0)⊗ Pγ,t0→t(s˜t0))
= ∇#∂
∂t
(Pγ,t0→t(st0))⊗ Pγ,t0→t(s˜t0) + Pγ,t0→t(st0)⊗ ∇#∂
∂t
Pγ,t0→t(s˜t0) = 0,
by the Leibniz rule of ∇# for sections Γ∞(γ#(E ⊗ E)) with respect to ⊗. Since the right hand side
of (A.1.5) is st0 ⊗ s˜t0 for t = t0 we have (A.1.5) by uniqueness. Analogously, one shows iii.). 
By combination of ii.) and iii.) we obtain the compatibility of parallel transport with the usual
tensor product constructions and multilinear pairings. We shall use this frequently in the following.
Since a covariant derivative ∇E also induces a covariant derivative for the density bundles we
consider the compatibility of the parallel transport with the evaluation of a density on a basis. To
this end we first recall the definition of the covariant derivative of a density. If Aβα ∈ Γ∞(T ∗U) denote
the local connection one-forms of ∇E with respect to a local frame eα ∈ Γ∞
(
E
∣∣
U
)
then the covariant
derivative of a z-density µ ∈ Γ∞(|Λtop|zE∗) is defined locally by
(∇Xµ)(e1, . . . , eN ) = X(µ(e1, . . . , eN ))− z
N∑
α=1
Aαα(X)µ(e1, . . . , eN ), (A.1.7)
where N = rankE and z ∈ C, see e.g. [60, Sect. 2.2] for this approach and the proof that (A.1.7)
indeed gives a globally defined ∇Xµ ∈ Γ∞(|Λtop|zE∗). We shall interpret (A.1.7) in a more global
way. Since µ is not multilinear in the arguments e1, . . . , eN we can not expect a simple Leibniz rule
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(and hence an alternative global definition of ∇Xµ) for the covariant derivative of a z-density. Instead
we shall solve the differential equation
∇#∂
∂t
µ = 0 (A.1.8)
for a µ ∈ Γ∞(γ#|Λtop|zE∗) explicitly. To this end, we note that γ#(|Λtop|zE∗) = |Λtop|z(γ#E)∗.
Thus we can evaluate (A.1.8) in a local frame of γ#E giving the equivalent local condition
0 = (∇#∂
∂t
µ)(e1, . . . , eN ) =
∂
∂t
(µ(e1, . . . , eN ))− z
N∑
α=1
A#αα
(
∂
∂t
)
µ(e1, . . . , eN ) (A.1.9)
where A#αβ ∈ Γ∞(T ∗I) are the local connection one-forms of ∇# with respect to the local frame
eα ∈ Γ∞(γ#E). Note that (A.1.9) is valid not only for frames of the form γ#eα but for all frames. In
particular, we can choose a covariantly constant frame as in the proof of Lemma A.1.1. This simply
means that A#βα = 0 for such a frame. Thus we arrive at the statement that for a covariantly constant
frame we have (A.1.9) iff
∂
∂t
(µ(e1, . . . , eN )) = 0. (A.1.10)
This means that for a covariantly constant frame the function µ(e1, . . . , eN ) is constant. Conversely,
if µ(e1, . . . , eN ) is constant for a covariantly constant frame then A#
β
α = 0. Hence by (A.1.7) we
conclude that µ is covariantly constant. From this we obtain the following statement:
Lemma A.1.5 (Parallel transport of densities) Let z ∈ C and γ : I ⊆ R −→ M a smooth
curve. For a z-density µ ∈ |Λtop|zE∗γ(t0) and a basis e1, . . . , eN ∈ Eγ(t0) we have
µ(e1, . . . , eN ) = (Pγ,t0→t(µ)) (Pγ,t0→t(e1), . . . , Pγ,t0→t(eN )) . (A.1.11)
Proof. Let µ(t) = Pγ,t0→t(µ) ∈ |Λtop|zE∗γ(t) and let eα ∈ Γ∞(γ#E) be a covariantly constant frame,
i.e. eα(t) = Pγ,t0→t(eα(t0)). Then we know that
µ(e1(t0), . . . , eN (t0)) = µ(t)(e1(t), . . . , eN (t))
by our previous considerations. But this is (A.1.11). 
Thus also here the parallel transport has “homomorphism properties”. Note however that the
covariant derivative does not obey a simple Leibniz rule with respect to the “pairing” of a z-density
and a frame.
Now we consider geodesics γ(t) = expp(tv) with respect to ∇ instead of arbitrary curves. Since
in this case γ˙ is covariantly constant along γ we obtain the following lemma:
Lemma A.1.6 Let s ∈ Γ∞(E) and let γ : I ⊆ R −→M by a geodesic. Then we have for all k ∈ N0
and t ∈ I (
∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k times
γ#s
)
(t) =
(
∇ks∣∣
γ(t)
)
(γ˙(t), . . . , γ˙(t)). (A.1.12)
Proof. For k = 0 the statement is clearly correct. For k = 1 we have(
∇#∂
∂t
γ#s
)
(t) =
(∇γ˙(t)s) (γ(t)) = ∇s∣∣γ(t)(γ˙(t))
by definition of ∇#. Thus (A.1.12) holds for k = 1 as well. The general case follows by induction
since
∇ks∣∣
γ(t)
(γ˙(t), . . . , γ˙(t)) =
(
∇#∂
∂t
∇k−1s
) ∣∣∣
γ(t)
(γ˙(t), . . . , γ˙(t))
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=
(
∇#∂
∂t
(
γ#∇k−1s
)) ∣∣∣
t
(γ˙(t), . . . , γ˙(t))
= ∇#∂
∂t
(
(γ#∇k−1s)
) ∣∣∣
t
(γ˙(t), . . . , γ˙(t))
−
k−1∑
`=1
γ#∇k−1s∣∣
t
(γ˙(t), . . . ,∇#∂
∂t
γ˙
∣∣
t
, . . . , γ˙(t))
= ∇#∂
∂t
· · · ∇#∂
∂t
s
∣∣
t
− 0,
using that γ˙ is covariantly constant. 
Using Lemma A.1.3 we can rephrase the statement (A.1.12) using the symmetrized covariant
derivative since we only evaluate ∇ks∣∣
γ(t)
on k times the same vector γ˙(t). Thus we have
∇#∂
∂t
· · · ∇#∂
∂t
s =
1
k!
(
γ#
(
DE
)k
s
)
(γ˙, . . . , γ˙), (A.1.13)
taking into account the correct combinatorics. We can use this now to compute the Taylor coefficients
of the parallel transport along geodesics in general:
Proposition A.1.7 (Taylor coefficients of the parallel transport) Let k ∈ N0 and s ∈ Γ∞(E)
be given. Denote by γv(t) = expp(tv) the geodesic starting at p with velocity v ∈ TpM . Then the
Taylor coefficients of the parallel transport in radial directions are given by
∂k
∂vi1 · · · ∂vik (Pγv ,0→1)
−1 s(γv(1))
∣∣∣
v=0
= is(ei1) · · · is(eik)
1
k!
(
DE
)k
s
∣∣
p
, (A.1.14)
where v1, . . . , vk are the linear coordinates on TpM with respect to a vector space basis e1, . . . , en ∈
TpM .
Proof. First note that s(γv(1)) ∈ Eγv(1) whence (Pγv ,0→1)−1 s(γv(1)) ∈ Eγv(0) = Ep is indeed a vector
in Ep for all v ∈ TpM . Thus the map
v 7→ (Pγv ,0→1)−1 s(γv(1))
is a smooth Ep-valued function on TpM defined on an open neighborhood of 0. Thus we can apply
Lemma A.1.2 to compute its Taylor coefficients. We obtain
∂k
∂vi1 · · · ∂vik (Pγv ,0→1)
−1 s(γv(1))
∣∣∣
v=0
Lem. A.1.2
=
∂k
∂vi1 · · · ∂vik
1
k!
∂k
∂tk
∣∣∣
t=0
(Pγtv ,0→1)
−1 s(γtv(1))
=
∂k
∂vi1 · · · ∂vik
1
k!
∂k
∂tk
∣∣∣
t=0
(Pγv ,0→t)
−1 s(γv(t))
Lem. A.1.1
=
∂k
∂vi1 · · · ∂vik
1
k!
∂k
∂tk
∣∣∣
t=0
(Pγv ,0→t)
−1
(
∇#∂
∂t
· · · ∇#∂
∂t
s(γv(t))
)
(A.1.13)
=
∂k
∂vi1 · · · ∂vik
1
k!
∂k
∂tk
∣∣∣
t=0
(Pγv ,0→t)
−1
(
1
k!
(
γ#
(
DE
)k
s
)
(γ˙, . . . , γ˙)
) ∣∣∣
t=0
=
∂k
∂vi1 · · · ∂vik
1
k!
1
k!
(
DE
)k
s
∣∣
p
(v, . . . , v)
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=
∂k
∂vi1 · · · ∂vik
1
k!
1
k!
vj1 · · · vjk (DE)k s∣∣
p
(ej1 , . . . , ejk)
=
1
k!
(
DE
)k
s
∣∣
p
(ei1 , . . . , eik),
using γv(0) = p and γ˙v(0) = v. 
Of course, the Taylor expansion of (Pγv ,0→1)
−1 s(γv(1)) around 0 needs not to converge at all. In
fact, the Borel Lemma, see e.g. [60, Remark 5.3.34], shows that all possible numerical values appear
as Taylor coefficients of smooth functions. Nevertheless, we can use this proposition to obtain the
formal Taylor series in a very nice way:
Corollary A.1.8 The formal Taylor series of the function TpM 3 v 7→ (Pγv ,0→1)−1 s(γv(1)) ∈ Ep is
given by
(Pγv ,0→1)
−1 s(γv(1)) ∼ J
(
eD
E
s
)
(v), (A.1.15)
where J :
⊕∞
k=0 S
kT ∗pM ⊗ Ep −→ Pol•(TpM)⊗ Ep is the canonical isomorphism, extended to formal
series in the symmetric and polynomial degree, respectively.
Proof. This is now just a matter of computation. By Proposition A.1.7 we have in the sense of a
formal series in v
∞∑
k=0
1
k!
∂k
∂vi1 · · · ∂vik (Pγv ,0→1)
−1 s(γv(1))
∣∣∣
v=0
vi1 · · · vik =
∞∑
k=0
1
k!
1
k!
(
DE
)k
s
∣∣∣
p
(ei1 , . . . , eik)v
i1 · · · vik
=
∞∑
k=0
1
k!
1
k!
(
DE
)k
s(v, . . . , v)
=
∞∑
k=0
1
k!
J
((
DE
)k
s
)
(v)
= J
( ∞∑
k=0
1
k!
(
DE
)k
s
)
= J
(
eD
E
s
)
(v). 
In a more informal way one can say that the Taylor expansion of the parallel transport along
geodesics around initial velocity 0 is given by the exponential of the symmetrized covariant derivative.
We can specialize this statement to functions instead of general sections. Here we simply have for
f ∈ C∞(M)
(Pγv ,0→1)
−1 f(γv(1)) = f(γv(1)) = f(expp(v)) = (exp
∗
p f)(v),
since by Lemma A.1.4 the parallel transport of numbers is trivial. Thus we obtain the Taylor expansion
of exp∗p around 0:
Corollary A.1.9 (Taylor expansion of exp∗p) Let V ⊆ TpM be an open neighborhood of 0 such
that expp
∣∣
V
is a diffeomorphism onto U = expp(V ) ⊆M . Moreover, let f ∈ C∞(U). Then the formal
Taylor series of exp∗p f ∈ C∞(V ) around 0 is given by
exp∗p f ∼ J
(
eDf
)
. (A.1.16)
With other words, the Taylor expansion in normal coordinates around p coincides with the Taylor
expansion using D.
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A.2 Jacobi Vector Fields and the Tangent Map of expp
In this section we consider not a single curve γ in M but families of curves which are smoothly
parametrized by an additional variable. With other words, we consider smooth surfaces
σ : Σ −→M (A.2.1)
in M where Σ ⊆ R2 is open. For convenience, we mainly restrict to Σ = I × I ′ where I, I ′ ⊆ R are
open intervals. Hence Σ is an open rectangle. The two variables will be denoted by (t, s) ∈ Σ. The
canonical vector fields ∂∂t and
∂
∂s on Σ give now rise to vector fields
σ˙ = Tσ
(
∂
∂t
)
and σ′ = Tσ
(
∂
∂s
)
, (A.2.2)
which we can view as vector fields along σ, i.e. sections
σ˙, σ′ ∈ Γ∞(σ#TM) (A.2.3)
of the pulled back tangent bundle. The first lemma gives a geometric interpretation of the torsion of
a covariant derivative. Note that for ∇# there is no intrinsic definition of torsion possible.
Lemma A.2.1 Let ∇ be a covariant derivative for M and σ : Σ −→M a smooth surface. Then
∇#∂
∂t
σ′ −∇#∂
∂s
σ˙ = σ# Tor(σ˙, σ′). (A.2.4)
In particular, if ∇ is torsion-free we have
∇#∂
∂t
σ′ −∇#∂
∂s
σ˙ = 0. (A.2.5)
Proof. This is just a simple consequence of the definition of the pull-back connection ∇#. If (U, x) is
a local chart we have
σ˙(t, s) =
∂σi
∂t
(t, s)
∂
∂xi
∣∣∣
σ(t,s)
and σ′(t, s) =
∂σi
∂s
(t, s)
∂
∂xi
∣∣∣
σ(t,s)
,
where σi = xi ◦ σ. Then
∇#∂
∂t
σ′
∣∣∣
t,s
=
∂
∂t
∂σi
∂s
(t, s)
∂
∂xi
∣∣∣
σ(t,s)
+
∂σi
∂s
(t, s)Γkji(σ(t, s))
∂σj
∂s
(t, s)
∂
∂xk
∣∣∣
σ(t,s)
,
and analogously for ∇#∂
∂s
σ˙. From this the claim (A.2.4) follows since Torkij = Γkij − Γkji. But then
(A.2.5) is clear. 
Lemma A.2.2 Let ∇E be a covariant derivative for E −→M and σ : Σ −→M a smooth surface in
M . Then for e ∈ Γ∞(σ#E) we have
∇#∂
∂t
∇#∂
∂s
e−∇#∂
∂s
∇#∂
∂t
e = RE
∣∣
σ
(σ˙, σ′)e. (A.2.6)
Proof. This is just a particular case of the statement that the local curvature two-forms of ∇E are
the pull-backs of the local curvature two-forms of ∇ together with [ ∂∂t , ∂∂s] = 0. 
We can now turn to Jacobi vector fields: they will turn out to be the infinitesimal version of a
family of geodesics. One defines for a yet arbitrary curve a Jacobi vector field as follows:
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Definition A.2.3 (Jacobi vector field) Let γ : I ⊆ R −→ M be a smooth curve in M . Then a
vector field J ∈ Γ∞(γ#TM) is called Jacobi vector field along γ if it satisfies the differential equation
∇#∂
∂t
∇#∂
∂t
J(t) = Rγ(t)(γ˙(t), J(t))γ˙(t) (A.2.7)
for all t ∈ I.
Up to now it is not necessary for γ to be a geodesic, though later on in most applications γ will be
a geodesic. We investigate (A.2.7) in a local chart (U, x). As usual we set γi = xi ◦ γ. Then we have
for
J(t) = J i(t)
∂
∂xi
∣∣∣
γ(t)
(A.2.8)
the first covariant derivative
∇#∂
∂t
J =
dJ i
dt
∂
∂xi
+ ΓkijJ
iγ˙j
∂
∂xk
. (A.2.9)
Analogously, one computes the second covariant derivative
∇#∂
∂t
∇#∂
∂t
J =
d2J i
dt2
∂
∂xi
+ Γkij
dJ i
dt
γ˙j
∂
∂xk
+
d
dt
(
Γkij γ˙
j
)
J i
∂
∂xk
+ Γkij
dJ i
dt
γ˙j
∂
∂xk
+ ΓkijJ
iγ˙jΓmkl
∂
∂xm
, (A.2.10)
where always the data on M has to be evaluated at γ(t). On the other hand we have for the right
hand side of (A.2.7)
R(γ˙, J)γ˙ = R`kij γ˙
iJ j γ˙k
∂
∂x`
. (A.2.11)
It follows that (A.2.7) is locally a system of linear second order differential equations for the coefficient
functions J i on I ⊆ R having the identity as leading symbol and time-dependent coefficients for the
first and zeroth order terms. Thus we can apply the well-known theorems on existence and uniqueness
of solutions for such ordinary differential equations:
Proposition A.2.4 Let γ : I ⊆ R −→M be a smooth curve and a ∈ I. Then for every v, w ∈ Tγ(t)M
there exists a unique Jacobi vector field Jv,w along γ with
Jv,w(a) = v and ∇#∂
∂t
Jv,w(a) = w. (A.2.12)
Moreover, the map
Tγ(t)M ⊕ Tγ(t)M 3 (v, w) 7→ Jv,w ∈ Γ∞(γ#TM) (A.2.13)
is a linear injection.
Proof. We cover the image of γ by local charts. Then locally we have existence and uniqueness by
the local form of (A.2.7). The uniqueness then guarantees that the local solutions patch together
nicely on the overlaps of the charts. Then the linearity of (A.2.13) is a consequence of the linearity
of (A.2.7). 
Now we consider the particular case of a geodesic γ(t) = expp(tv). In this case we can describe
the Jacobi vector fields with initial values J(a) = 0 explicitly as follows:
Theorem A.2.5 Let v, w ∈ TpM and let I × I ′ ⊆ R2 be a small enough open rectangle around (0, 0)
such that
σ : I × I ′ 3 (t, s) 7→ σ(t, s) = expp(t(v + sw)) (A.2.14)
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is well-defined. Moreover, let γ(t) = σ(t, 0) be the geodesic with initial velocity v at p ∈M . Then
J(t) = σ′(t, 0) ∈ Γ∞(γ#TM) (A.2.15)
is the Jacobi vector field along γ with initial values
J(0) = 0 and ∇#∂
∂t
J(0) = w. (A.2.16)
Proof. First we notice that for small enough I, I ′ around 0 the map σ is well-defined and hence J is
a smooth vector field along the geodesic γ. We compute by the chain rule
σ′(t, s) =
∂
∂s
expp(t(v + sw)) =
(
Tt(v+sw) expp
)( d
ds′
∣∣∣
s′=0
(s′ 7→ t(v + (s+ s′)w))
)
=
(
Tt(v+sw) expp
)
(tw) = t
(
Tt(v+sw) expp
)
(w),
where we have used the linearity of the tangent map and the canonical identification Tt(v+sw)TpM '
TpM as usual. It follows that J(0) = σ′(0, 0) = 0 is satisfied indeed. Moreover, we compute
∇#∂
∂t
σ′(t, s) = ∇#∂
∂t
(
t(Tt(v+sw) expp)(w)
)
=
(
Tt(v+sw) expp
)
(w) + t∇#∂
∂t
(
(Tt(v+sw) expp)(w)
)
,
by the Leibniz rule for a covariant derivative. It follows that
∇#∂
∂t
J(0) = ∇#∂
∂t
σ′(t, 0)
∣∣∣
t=0
= (Tt(v+sw) expp)(w)
∣∣∣
t=s=0
+ 0 = T0 expp(w) = w,
since T0 expp = id. This shows that J has the correct initial conditions (A.2.16). Finally we compute
∇#∂
∂t
∇#∂
∂t
J(t) = ∇#∂
∂t
∇#∂
∂t
σ′(t, s)
∣∣∣
s=0
= ∇#∂
∂t
∇#∂
∂s
σ˙(t, s)
∣∣∣
s=0
= ∇#∂
∂t
∇#∂
∂t
σ˙(t, s)
∣∣∣
s=0
+R
∣∣∣
σ(t,0)
(σ˙(t, 0), σ′(t, 0)σ˙(t, 0),
by Lemma A.2.1 and the torsion-freeness of ∇ as well as by Lemma A.2.2. Now for all s the curve
t 7→ σ(t, s) = expp(t(v + sw)) is a geodesic whence ∇#∂
∂t
σ˙(t, s) = 0 identically in s. This finally shows
that the Jacobi equation, i.e. (A.2.7), is satisfied. 
Corollary A.2.6 Let v, w ∈ TpM . Then
J(t) = t
(
Ttv expp
)
(w) (A.2.17)
is the unique Jacobi vector field along γ(t) = expp(tv) with J(0) = 0 and ∇#∂
∂t
J(0) = w.
By covariant differentiation of the Jacobi differential equation we obtain the covariant derivatives
of the Jacobi vector field up to all orders, at least recursively. To this end, we first notice that the
right hand side of (A.2.7) can be viewed as a natural pairing of γ#R ∈ Γ∞(γ# EndTM ⊗ Λ2TM)
with γ˙, J ∈ Γ∞(γ#TM). Thus using the covariant derivative ∇# on all the involved bundles gives
∇#∂
∂t
(
∇#∂
∂t
∇#∂
∂t
J
)
= ∇#∂
∂t
(
γ#R(γ˙, J)γ˙
)
=
(
∇#∂
∂t
γ#R
)
(γ˙, J)γ˙ + (γ#R)(γ˙,∇#∂
∂t
J)γ˙, (A.2.18)
since ∇#∂
∂t
γ˙ = 0 for a geodesic. Moreover,
∇#∂
∂t
γ#R
∣∣∣
t
=
(∇γ˙(t)R) ∣∣∣
γ(t)
(A.2.19)
allows to compute the covariant derivatives of γ#R in terms of the covariant derivatives of R on M .
By iteration, the successive use of the Leibniz rule of ∇# with respect to natural pairings yields the
following statement:
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Lemma A.2.7 Let J ∈ Γ∞(γ#TM) be a Jacobi vector field along a geodesic γ. Then
exp
(
λ∇#∂
∂t
)
∇#∂
∂t
∇#∂
∂t
J =
(
exp
(
λ∇#∂
∂t
)
γ#R
)
(γ˙, J)γ˙ + (γ#R)
(
γ˙, exp
(
λ∇#∂
∂t
))
γ˙ (A.2.20)
in the sense of a formal power series in the formal parameter λ.
Proof. Either this is shown by differentiating both sides with respect to λ and observing that the
resulting differential equations coincide thanks to (A.2.18), or by induction in the summation param-
eter of the exponential series. 
Remark A.2.8 The lemma can be used to efficiently compute (∇#∂
∂t
)kJ at t = 0 for k ∈ N0. Indeed,
it provides a recursion scheme giving(
∇#∂
∂t
)2
J(0) = R(v, J(0)) = 0, (A.2.21)
(
∇#∂
∂t
)3
J(0) =
(
∇#∂
∂t
γ#R
)
(v, J(0))v +R
(
v,∇#∂
∂t
J(0)
)
v = 0 +R(v, w)v, (A.2.22)
since γ˙(0) = v and J(0) = 0 as well as ∇#∂
∂t
J(0) = w. The next terms are
(
∇#∂
∂t
)4
J(0) =
((
∇#∂
∂t
)2
γ#R
)
(v, 0)v + 2
(
∇#∂
∂t
γ#R
)
(v, w)v +R
(
v,
(
∇#∂
∂t
)2
J(0)
)
v
= 2
(
∇#∂
∂t
γ#R
)
(v, w)v (A.2.23)
and (
∇#∂
∂t
)5
J(0) =
((
∇#∂
∂t
)3
γ#R
)
(v, 0)v + 3
((
∇#∂
∂t
)2
γ#R
)(
v,∇#∂
∂t
J(0)
)
v
+ 3
(
∇#∂
∂t
γ#R
)(
v,
(
∇#∂
∂t
)2
J(0)
)
v +R
(
v,
(
∇#∂
∂t
)3
J(0)
)
v
= 3
((
∇#∂
∂t
)2
γ#R
)
(v, w)v + 3R(v,R(v, w)v)v, (A.2.24)
using successively those computations done in lower orders. Moreover, an easy induction shows that
(∇#∂
∂t
)kJw(0) is a homogeneous polynomial in v of order k − 1 and linear in w. Here one uses that
∇#∂
∂t
of an arbitrary tensor field γ#T is linear in v.
We can use this to compute the Taylor expansion of the tangent map of the exponential map expp.
For any v ∈ TpM the tangent map Tv expp is a linear map Tv expp : TpM −→ Texpp(v)M . In order to
compute its Taylor expansion around v = 0 we first have to identify Texpp(v)M with TpM again by
using the parallel transport Pγv ,0→1 : TpM −→ Texpp(v)M along the geodesic t 7→ γv(t) = expp(tv).
This way we obtain a linear map
(Pγv ,0→1)
−1 ◦ Tv expp : TpM −→ TpM (A.2.25)
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for every v ∈ TpM small enough. We want to compute now the Taylor coefficients of
TpM 3 v 7→ (Pγv ,0→1)−1 ◦ Tv expp ∈ End(TpM) (A.2.26)
around v = 0. To do so we evaluate the endomorphism on a fixed vector w ∈ TpM and consider the
map
v 7→ (Pγv ,0→1)−1 ◦ Tv expp(w). (A.2.27)
In order to compute the partial derivatives of (A.2.27) in the v-variable it suffices to consider the
derivatives of the map
t 7→ (Pγv ,0→1)−1 ◦ Ttv expp(w) (A.2.28)
around t = 0 instead and use Lemma A.1.2 afterwards. Since Ttv expp(w) =
1
tJw(t) is a multiple of
the unique Jacobi vector field Jw ∈ Γ∞(γ#v TM) along γv with Jw(0) = 0 and ∇#∂
∂t
Jw(0) = w we can
compute its covariant derivatives by means of Lemma A.2.7 and Remark A.2.8 recursively. Finally,
we note that
Pγtv ,0→1 = Pγv ,0→t, (A.2.29)
whence we have to consider the map
t 7→ (Pγv ,0→t)−1
(
1
t
Jw(t)
)
, (A.2.30)
of which we want to compute the Taylor coefficients around t = 0. Collecting things we obtain the
following result:
Theorem A.2.9 (Taylor coefficients of T expp) Let p ∈M and v, w ∈ TpM . Then for all k ∈ N0
we have
∂k
∂vi1 · · · ∂vik
∣∣∣
v=0
(Pγv ,0→1)
−1 ◦ Tv expp(w) =
1
(k + 1)!
∂k
∂vi1 · · · ∂vik ∇
#
∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k+1 times
Jw(t)
∣∣∣
t=0
. (A.2.31)
The first terms of the (formal) Taylor expansion around v = 0 are therefore given by
(Pγv ,0→1)
−1 ◦ Tv expp(w) = w +
1
6
Rp(v, w)v +
1
12
(∇vR)p(v, w)v + · · · . (A.2.32)
Proof. By Corollary A.2.6 we have tTtv expp(w) = Jw(t) whence we can compute the ∇#∂
∂t
-derivatives
of the vector field t 7→ Ttv expp(w) at t = 0 as follows. By the Leibniz rule we have
∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k times
Jw(t)
∣∣∣
t=0
= ∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k times
(tTtv expp(w))
∣∣∣
t=0
= tTtv expp(w)
∣∣∣
t=0
+ k∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k−1 times
Ttv expp(w)
∣∣∣
t=0
+ 0,
whence for k ≥ 1 we get
∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k−1 times
(tTtv expp(w))
∣∣∣
t=0
=
1
k
∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k times
Jw(t)
∣∣∣
t=0
. (∗)
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Now the right hand side is recursively computable by Lemma A.2.7, see Remark A.2.8 for the first
terms. We can collect the results and obtain
∂k
∂vi1 · · · ∂vik
∣∣∣
v=0
(
(Pγv ,0→1)
−1 ◦ Tv expp
)
(w)
(A.1.2)
=
1
k!
∂k
∂vi1 · · · ∂vik
dk
dtk
∣∣∣
t=0
(
(Pγtv ,0→1)
−1 ◦ Ttv expp
)
(w)
(A.2.29)
=
1
k!
∂k
∂vi1 · · · ∂vik
dk
dtk
∣∣∣
t=0
(Pγv ,0→t)
−1 (Ttv expp(w))
(A.1.1)
=
1
k!
∂k
∂vi1 · · · ∂vik (Pγv ,0→t)
−1∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k times
Ttv expp(w)
∣∣∣
t=0
(∗)
=
1
k!
∂k
∂vi1 · · · ∂vik
1
k + 1
∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k+1 times
Jw(t)
∣∣∣
t=0
,
which shows (A.2.31). As we know from Remark A.2.8, the (k + 1)-st covariant derivative of Jw at 0
is a homogeneous polynomial in v of order k. This is also clear from the proof of Lemma A.1.2. Now
we compute the first orders of the Taylor expansion explicitly. Since we already know T0 expp = id
the zeroth order is given as in (A.2.32). In fact, this was used to show ∇#∂
∂t
Jw(0) = w. For the first
order k = 1 we get
∂
∂vi
(Pγv ,0→1)
−1 Tv expp(w)
∣∣∣
v=0
=
∂
∂vi
1
2
∇#∂
∂t
∇#∂
∂t
Jw(0) = 0
by (A.2.21). The next order gives
∂2
∂vi∂vj
(Pγv ,0→1)
−1 ◦ Tv expp(w)
∣∣∣
v=0
=
∂2
∂vi∂vj
1
6
(
∇#∂
∂t
)3
Jw(0)
=
1
6
∂2
∂vi∂vj
Rp(v, w)v
=
1
6
(
Rp(
∂
∂xj
, w)
∂
∂xi
+Rp(
∂
∂xi
, w)
∂
∂xj
)
.
Thus
1
2!
∂2
∂vi∂vj
(Pγv ,0→1)
−1 ◦ Tv expp(w)vivj =
1
6
R(v, w)v,
explaining the quadratic term in (A.2.32). The cubic term is obtained from (A.2.23)
∂3
∂vi∂vj∂vk
(Pγv ,0→1)
−1 ◦ Tv expp(w)
∣∣∣
v=0
=
1
4!
∂3
∂vi∂vj∂vk
2
(
∇#∂
∂t
γ#R
)
(v, w)v
=
1
4!
∂3
∂vi∂vj∂vk
2 (∇vR)p (v, w)v,
from which we get
1
3!
∂3
∂vi∂vj∂vk
(Pγv ,0→1)
−1 ◦ Tv expp(w)
∣∣∣
v=0
vivjvk =
1
12
(∇vR)p (v, w)v,
as claimed in (A.2.32). 
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Remark A.2.10 More symbolically we can write the (formal) Taylor expansion of the tangent map
of expp as
(Pγv ,0→1)
−1 ◦ Tv expp(w) ∼v→0
∞∑
k=0
1
k!
∂k
∂vi1 · · · ∂vik
(
(Pγv ,0→1)
−1 ◦ Tv expp
)
(w)
∣∣∣
v=0
vi1 · · · vik
=
∞∑
k=0
1
k!
∂k
∂vi1 · · · ∂vik
 1(k + 1)! ∇#∂∂t · · · ∇#∂∂t︸ ︷︷ ︸
k+1 times
Jw(t)
∣∣∣
t=0
 vi1 · · · vik
=
∞∑
k=0
1
(k + 1)!
∇#∂
∂t
· · · ∇#∂
∂t︸ ︷︷ ︸
k+1 times
Jw(t)
∣∣∣
t=0
= exp
(
∇#∂
∂t
)
Jw(t)
∣∣∣
t=0
,
since on one hand ∇#∂
∂t
· · · ∇#∂
∂t
Jw(t) is a homogeneous polynomial in v of degree k for k+1 derivatives
and since the zeroth term of the exponential series does not contribute due to Jw(0) = 0. Of course
the formula
(Pγv ,0→1)
−1 ◦ Tv expp(w) ∼v→0 exp
(
∇#∂
∂t
)
Jw(t)
∣∣∣
t=0
(A.2.33)
is only the formal Taylor expansion: in general, the right hand side will not converge in any reasonable
sense. Note however that the combinatorics to compute the covariant derivatives of Jw at t = 0 is
fairly simple and given by universal polynomials in the curvature and its covariant derivatives at p.
As a last application of our investigations of Jacobi vector fields we specialize to the case of a
semi-Riemannian manifold (M, g) and the Levi-Civita connection ∇. Then one has the following
result, known as the Gauss Lemma:
Proposition A.2.11 (Gauss Lemma) Let (M, g) be a semi-Riemannian manifold and p ∈ M .
Then for v, w ∈ TpM we have
gexpp(v)
(
Tv expp(v), Tv expp(w)
)
= gp(v, w), (A.2.34)
whenever v is still in the domain of expp.
Proof. We consider the surface σ(t, s) = expp(t(v + sw)) which is defined for t ∈ [0, 1] and s small
enough. Then we have
σ˙(t, s) = Texpp(t(v+sw)) expp(v + sw) and σ
′(t, s) = Texpp(t(v+sw)) expp(tw)
by the chain rule as we computed already in the proof of Theorem A.2.5. Thus we have to compute
gexpp(v) (σ˙(1, 0), σ
′(1, 0)). We consider the geodesic t 7→ expp(t(v + sw)) = γs(t) with initial velocity
vector v + sw. First we note by ∇#∂
∂t
γ˙s = 0 that
∂
∂t
gγs(t) (γ˙s(t), γ˙s(t)) = 2gγs(t)
(
∇#∂
∂t
γ˙s(t), γ˙s(t)
)
= 0, (∗)
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by the fact that g is covariantly constant. It follows that gγs(t)(γ˙s(t), γ˙s(t)) = gp(v + sw, v + sw). In
fact, this is the Gauss Lemma for w = v. To proceed we compute
∂
∂t
gσ(t,s)(σ˙(t, s), σ
′(t, s)) = gσ(t,s)
(
∇#∂
∂t
σ˙(t, s), σ′(t, s)
)
+ gσ(t,s)
(
σ˙(t, s),∇#∂
∂t
σ′(t, s)
)
= 0 + gσ(t,s)
(
σ˙(t, s),∇#∂
∂t
σ˙(t, s)
)
=
1
2
∂
∂s
(
gσ(t,s) (σ˙(t, s), σ˙(t, s))
)
,
using the fact that ∇ is torsion-free, see Lemma A.2.1. Since all curves t 7→ σ(t, s) = γs(t) are
geodesics we know that
gσ(t,s)(σ˙(t, s), σ˙(t, s)) = gσ(0,s)(σ˙(0, s), σ˙(0, s)) + gp(v + sw, v + sw),
whence
1
2
∂
∂s
(
gσ(t,s) (σ˙(t, s), σ˙(t, s))
)
= gp(v, w) + sgp(w,w).
Putting things together we have for s = 0 and all t
∂
∂t
gσ(t,0)(σ˙(t, 0), σ
′(t, 0)) = gp(w,w)
independent of t. Hence we conclude gσ(t,0)(σ˙(t, 0), σ′(t, 0)) = tgp(v, w) and setting t = 1 gives the
desired result (A.2.34). 
Remark A.2.12 (Gauss Lemma) The geometric interpretation of the Gauss Lemma is two-fold.
For v = w we see that the length-square of the tangent vector of a geodesic is constant. In the
Riemannian setting this simply means that the length itself stays constant whence geodesics are
curves with “constant velocity”. In the Hamiltonian picture, this part of the Gauss Lemma can be
interpreted as energy conservation under the Hamiltonian time evolution, see e.g. [60, Aufgabe 3.10,
vii.)] for this point of view. The case with arbitrary w means that along a geodesic at least the “angles”
with respect to the tangent vector of the geodesic are preserved.
A.3 Jacobi Determinants of the Exponential Map
Now we will use the formal Taylor expansion of Tv expp around v = 0 to consider the following
problem. Given a positive density µ ∈ Γ∞(|Λtop|T ∗M) on M , i.e. µ > 0 everywhere, we can compare
the constant density µp on TpM with µ via the exponential map expp of ∇. More precisely, we
consider an open neighborhood of the zero section such that
pi × exp : V ⊆ TM −→ U ⊆M ×M (A.3.1)
is a diffeomorphism onto its image, denoted by U . In fact, U is an open neighborhood of the diagonal
since (pi × exp)(0p) = (p, p) for 0p ∈ TpM .
Definition A.3.1 Let µ ∈ Γ∞(|Λtop|T ∗M) be a positive density on M . Then the function ρ : U −→
R is defined by
ρ(p, q)(expp ∗µp)q = µq (A.3.2)
for (p, q) ∈ U .
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Lemma A.3.2 Let µ ∈ Γ∞(|Λtop|T ∗M) by a positive density. Then ρ ∈ C∞(U) and ρ > 0.
Proof. We have
ρ(p, q) =
µq
(expp ∗µp)
∣∣
q
> 0.
Moreover, the map (p, q) 7→ expp∗ µp
∣∣
q
is a smooth map on U with values in |Λtop|T ∗qM . Since at
every point (p, q) the value is a positive density the quotient is well-defined and smooth. 
Remark A.3.3 Geometrically speaking, the function ρ measures how much the density µ at q differs
from the density µ at p when the latter is moved to q by means of the exponential map. Thus ρ
encodes the change of volume as one moves around in M . Note that ρ is not symmetric.
Sometimes we fix a reference point p ∈M and consider the function ρp : Up −→ R defined by
ρp(q) = ρ(p, q) (A.3.3)
for q ∈ Up ⊆ M where Up is an open neighborhood on which we have normal coordinates, i.e.
Up = expp(Vp) with Vp = V ∩ TpM . Thus we have
ρp expp∗ µp = µ (A.3.4)
on Up. Moreover, it will also be convenient to compare the densities on the tangent space of p and
not on M . Thus one defines the function ρ˜ : V −→ R by
ρ˜(vp)µp = (exp
∗
p µ)(vp). (A.3.5)
Thus ρ˜ is the prefactor of the constant density µp on TpM such that we obtain the pull-back of µ.
Clearly, we have
ρ˜(vp) = ρ(p, expp(vp)), (A.3.6)
whence also ρ˜ = ρ ◦ (pi × exp) ∈ C∞(V ) is smooth and positive. Again, we write ρ˜p ∈ C∞(Vp) for the
restriction of ρ˜ to a particular tangent space of a fixed reference point p ∈M .
The aim is now to compute the (formal) Taylor expansion of ρ˜p around v = 0 which is equivalent
to the (formal) Taylor expansion of ρp in normal coordinates around p. To this end, we first give
another interpretation of ρ and ρ˜. In fact, we have two aspects of comparing the volumes. On one
hand, the density µ is not “constant” along M since there is simply no intrinsic way to formulate such
a statement. On the other hand, the exponential map needs not to be volume preserving. We try to
separate these two effects as follows: Using the unique geodesic t 7→ expp(tv) from p to q = expp(v)
we can parallel transport µq back to p using the parallel transport induced by ∇ on the density bundle.
This gives a constant density (Pγv ,0→1)
−1 µexpp(v) ∈ |Λtop|T ∗pM on TpM for every v ∈ Vp. Thus this
will be a constant multiple of µp depending parametrically on v. This v-dependence measures how
much µ is not parallel with respect to ∇. Secondly, we consider the tangent map
Tv expp : TpM −→ Texpp(v)M, (A.3.7)
and want to determine its change of volume features. Since source and target are different vector
spaces there is no way to define a “determinant” of this linear map, we first have to take care that we
get a map from a tangent space into the same tangent space. Thus we consider
(Pγv ,0→1)
−1 ◦ Tv expp : TpM −→ TpM (A.3.8)
instead.
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Combining the effects we use the density (Pγv ,0→1)
−1 µexpp(v) and evaluate on a basis e1, . . . , en ∈
TpM after applying (Pγv ,0→1)
−1 ◦ Tv expp to it. In order to get a result which is independent of the
chosen basis we normalize it by µp(e1, . . . , en), i.e. we consider the quantity
1
µp(e1, . . . , en)
(
(Pγv ,0→1)
−1 (µexpp(v))
)(
P−1γv ,0→1 ◦ Tv expp(e1), . . . , P−1γv ,0→1 ◦ Tv expp(en)
)
(A.3.9)
for v ∈ Vp ⊆ TpM . Then we have the following statement:
Lemma A.3.4 For p ∈M and v ∈ Vp ⊆ TpM we have
ρ˜(p) =
1
µp(e1, . . . , en)
(
(Pγv ,0→1)
−1 (µexpp(v))
)(
P−1γv ,0→1 ◦ Tv expp(e1), . . . , P−1γv ,0→1 ◦ Tv expp(en)
)
,
(A.3.10)
where e1, . . . , en ∈ TpM is a basis.
Proof. Using Lemma A.1.5 we compute(
P−1γv ,0→1(µexpp(v))
)(
P−1γv ,0→1 ◦ Tv expp e1, . . . , P−1γv ,0→1 ◦ Tv expp en
)
= µexpp(v)(Tv expp(e1), . . . , Tv expp(en))
= (exp∗p µ)
∣∣
v
(e1, . . . , en)
by the definition of the pull-back of a density. But then the right hand side of (A.3.10) is
exp∗p µ
∣∣
v
(e1, . . . , en)
µp(e1, . . . , en)
= ρ˜p(v)
by (A.3.5) proving the lemma. 
Since we have a good understanding of the Taylor expansion of P−1γv ,0→1 ◦ Tv expp as well as of the
parallel transport Pγv ,0→1 itself, we can use these results to obtain the complete Taylor expansion of
the function ρ˜p around v = 0, at least up to the usual recursive computation of the derivatives of the
Jacobi vector fields.
Theorem A.3.5 Let µ ∈ Γ∞(|Λtop|T ∗M) be a positive density on M and let p ∈ M . Then the
function ρ˜p from (A.3.10) has the following formal Taylor expansion around v = 0
ρ˜p(v) ∼v→0 J(eDµ)(v) · det
(
P−1γv ,0→1 ◦ Tv expp
)
, (A.3.11)
the first orders of which are explicitly given by
ρ˜p(v) = 1 + αp(v) +
1
2
(∇vα
∣∣
p
)(v) +
1
2
α(v)2 − 1
6
Ricp(v, v) + · · · (A.3.12)
up to terms of order higher than 2. Here α ∈ Γ∞(T ∗M) is the one-form with ∇Xµ = α(X)µ.
Proof. We fix a basis e1, . . . , en ∈ TpM , then we first have(
(Pγv ,0→1)
−1µexpp(v)
)
(Ae1, . . . , Aen) = | detA|
(
(Pγv ,0→1)
−1µexpp(v)
)
(e1, . . . , en)
for any linear map A : TpM −→ TpM . Since in our case A = P−1γv ,0→1 ◦ Tv expp is continuously
connected to idTpM via v −→ 0, we see that the determinant is always positive. Thus we can evaluate
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the determinant of P−1γv ,0→1 ◦ Tv expp in the usual multilinear way. Since in general Ae1 ∧ · · · ∧Aen =
det(A)e1 ∧ · · · ∧ en, we have to compute
P−1γv ,0→1
(
Tv expp(e1)
) ∧ · · · ∧ P−1γv ,0→1 (Tv expp(en))
∼v→0
(
exp
(
∇#∂
∂t
)
Je1(t)
∣∣∣
t=0
)
∧ · · · ∧
(
exp
(
∇#∂
∂t
)
Jen(t)
∣∣∣
t=0
)
,
and compare it to e1 ∧ · · · ∧ en. From here we get the first orders explicitly by (A.2.32).(
exp
(
∇#∂
∂t
)
Je1(t)
∣∣∣
t=0
)
∧ · · · ∧
(
exp
(
∇#∂
∂t
)
Jen(t)
∣∣∣
t=0
)
=
(
e1 +
1
6
Rp(v, e1)v + · · ·
)
∧ · · · ∧
(
en +
1
6
Rp(v, en)v + · · ·
)
= e1 ∧ · · · ∧ en + 1
6
n∑
`=1
e1 ∧ · · · ∧Rp(v, e`)v ∧ · · · ∧ en + · · ·
= e1 ∧ · · · en + 1
6
n∑
`=1
e1 ∧ · · · ∧ ek(Rp(v, e`)v)ek ∧ · · · ∧ en + · · ·
= e1 ∧ · · · en + 1
6
e`(Rp(v, e`)v)e1 ∧ · · · en + · · ·
=
(
1− 1
6
Ricp(v, v) + · · ·
)
e1 ∧ · · · ∧ en,
whence up to second order we get
det
(
P−1γv ,0→1 ◦ Tv expp
)
= 1− 1
6
Ricp(v, v) + · · · .
The second step consists in Taylor expanding the parallel transport of µ. Here we have by Corol-
lary A.1.8 the formal Taylor expansion
P−1γv ,0→1µexpp(v) ∼v→0 J(eDµ)(v), (∗)
where D : Γ∞(S•T ∗M ⊗ |Λtop|T ∗M) −→ Γ∞(S•+1T ∗M ⊗ |Λtop|T ∗M) is the symmetrized covariant
derivative on the density bundle. This shows (A.3.11). The first orders of (∗) are given by
J(eDµ)(v) = µ+ (Dµ)(v) +
1
2
1
2
(D2 µ)(v, v) + · · · .
Using ∇Xµ = α(X)µ we get
Dµ = α⊗ µ,
D2 µ = Dα⊗ µ+ α ∨ Dµ
= Dα⊗ µ+ α ∨ α⊗ µ,
D3 µ = D2 α⊗ µ+ (Dα ∨ α+ α ∨ Dα)⊗ µ+ α ∨ α ∨ α⊗ µ
=
(
D2 α+ 2Dα ∨ α+ α ∨ α ∨ α)⊗ µ,
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D4 µ =
(
D3 α+ 2D2 α ∨ α+ 2Dα ∨ Dα+ 3Dα ∨ α ∨ α)⊗ µ
+
(
D2 α+ 2Dα ∨ α+ α ∨ α ∨ α) ∨ α⊗ µ
=
(
D3 α+ 3D2 α ∨ α+ 2Dα ∨ Dα+ 5Dα ∨ α ∨ α+ α ∨ α ∨ α ∨ α)⊗ µ,
and so on by the Leibniz rule. Thus in particular
(Dµ)(v) = α(v)µ and (D2 µ)(v, v) = (Dα)(v, v)µ+ 2α(v)α(v)µ.
Note that (Dα)(v, v) = 2(∇vα)(v) by the definition of D acting on a one-form. Collecting all terms
gives
J(eDµ)(v) = µ+ α(v)µ+
1
4
(2(∇vα)(v) + 2α(v)α(v))µ+ · · ·
=
(
1 + α(v) +
1
2
(
(∇vα)(v) + α(v)2
)
+ · · ·
)
µ.
Putting things together we have up to second order in v
ρ˜p(v) =
(
1 + α(v) +
1
2
(αv(α))(v) +
1
2
α(v)2 + · · ·
)
·
(
1− 1
6
Ricp(v, v) + · · ·
)
= 1 + αp(v) +
1
2
(
(∇vα)
∣∣
p
(v) + αp(v)
2
)
− 1
6
Ricp(v, v) + · · · .

Remark A.3.6 Again, we note that the evaluation of arbitrarily high orders of the Taylor expansion
of ρ˜p is reduced to the fairly easy computation of Dk µ for arbitrary k as well as to the slightly more
involved Taylor expansion of the determinant of the tangent map of exp. However, for the tangent
map itself we have a fairly easy and completely algebraic procedure via the Jacobi fields. Since also
Dk µ can be computed in terms of covariant derivatives of the one-form α by a simple recursion, we
can consider the problem of finding higher orders in ρ˜p to be algebraic and simple.
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Appendix B
A Brief Reminder on Stokes Theorem
In this appendix we collect a few basic facts on Stokes’ Theorem and its applications in semi-
Riemannian geometry.
We start with the following situation: let U ⊆M be an open subset and assume that its topological
boundary ι : ∂U ↪→M is an embedded submanifold of codimension one. In this situation we say that
U has a smooth boundary .
Lemma B.1 (Transverse vector field) Let U ⊆ M be a non-empty open subset with smooth
boundary. Then there exists a transverse vector field n ∈ Γ∞(ι#TM) on ∂U , i.e. for all p ∈ ∂U the
vector n(p) is transverse to Tp(∂U) ⊆ TpM .
Proof. By assumption we have an atlas of submanifold charts. Since the codimension is one, we can
label the coordinates (x1, . . . , xn) in such a chart in a way that xn = 0 corresponds to the boundary
∂U and xn > 0 yields points inside U , see Figure B.1. Clearly, we can find an atlas with this feature.
Now − ∂∂xn is pointing outwards of U in such a chart. It is now easy to check that the property of
pointing outwards is convex, i.e. convex combinations of (locally defined) vector fields which point
outwards point outwards again. Thus a partition of unity argument gives a smooth vector field n
on ∂U which points outwards at every point. In particular n(p) is transverse to Tp(∂U) at every
p ∈ ∂U . 
On a connected component of ∂U a transverse vector field is either pointing outwards or pointing
inwards. We can use transverse vector field to induce orientations:
Lemma B.2 Assume M is orientable and ω ∈ Γ∞(ΛtopT ∗M) is a nowhere vanishing n-form. If
n ∈ Γ∞(ι#TM) is a transverse vector field to ∂U then in ω ∈ Γ∞(ΛtopT ∗∂U) is a nowhere vanishing
(n− 1)-form on ∂U .
x1, . . . , xn−1
xn
∂U
U
Figure B.1: A chart for the boundary ∂U .
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Proof. Of course, here we view in ω as a (n − 1)-form defined on ∂U only. If e2, . . . , en form a basis
in Tp∂U then n(p), e2, . . . , en ∈ TpM form a basis by transversality. Thus, ω evaluated on this basis
is non-zero, hence in ω is nowhere vanishing. 
Definition B.3 (Induced orientation) Let U ⊆ M be open with smooth boundary ∂U . If M is
oriented then the induced orientation of ∂U is defined by the (n−1)-form in ω where ω ∈ Γ∞(ΛtopT ∗M)
is a positively oriented n-form and n ∈ Γ∞(ι#TM) is a transverse vector field pointing outwards.
Remark B.4 It is an easy check that this is indeed well-defined, i.e. the induced orientation of ∂U
only depends on the orientation of M but not on the choices of ω and n.
With respect to these orientations we can integrate top degree forms. The fundamental feature of
such integrations is then formulated in Stokes’ Theorem:
Theorem B.5 (Stokes) LetM be oriented and let U ⊆M be a non-empty open subset with smooth
boundary ι : ∂U ↪→ M , equipped with the induced orientation. Then for all ω ∈ Γ∞0 (Λn−1T ∗M) we
have ∫
U
dω =
∫
∂U
ι∗ω. (B.1)
For a proof of this well-known theorem one may consult any textbook on differential geometry, see.
e.g. [44, Thm. 8.11] or [40, Thm. 14.9].
Remark B.6 There are many generalizations of (B.1) for forms and boundaries of less regularity than
C∞: this is reasonable to expect since ultimately (B.1) is an equation between integrals whence only
measure-theoretic properties should be relevant. In particular, the theorem still holds for boundaries
with corners, see [40, Thm. 14.20].
We shall now use this theorem to obtain similar results for the non-oriented situation: this is still
plausible to be possible as changing the orientation from ω to −ω should produce the same sign on
both sides of (B.1). We shall now see how this can be made precise.
Lemma B.7 Let U ⊆ M be open with smooth boundary and let n ∈ Γ∞(ι#TM) be a transverse
vector field.
i.) For µ ∈ Γ∞(|Λtop|T ∗M), p ∈ ∂U and e2, . . . en ∈ Tp(∂U) the definition
(in µ)
∣∣
p
(e2, . . . , en) = µp(n(p), e2, . . . , en) (B.2)
defines a smooth density in µ ∈ Γ∞(|Λtop|T ∗(∂U)).
ii.) The map
Γ∞(|Λtop|T ∗M) 3 µ 7→ in µ ∈ Γ∞(|Λtop|T ∗(∂U)) (B.3)
is continuous and C∞(M)-linear in the sense that for f ∈ C∞(M) we have
in(fµ) = ι
∗f in µ. (B.4)
iii.) For a positive density µ also in µ is positive.
Proof. We choose a submanifold chart (V, x) of M such that xn = 0 corresponds to ∂U in this chart.
Then any transverse vector field n has a nontrivial ∂∂xn -component along x
n = 0, i.e. writing
n
∣∣
V
= ni
∂
∂xi
c© Stefan Waldmann 2012-08-23 11:14:58 +0200 Hash: c16a7c9
263
with ni ∈ Γ∞(∂U ∩ V ) we have nn(x1, . . . , xn−1) 6= 0. If e2, . . . en are a frame at p ∈ ∂U the it is
easy to check that in µ transforms correctly under the change of frames. Thus (B.2) defines a density
indeed. Moreover, if µ
∣∣
V
= µV | dx1 ∧ · · · ∧ xn| where µV ∈ C∞(V ) is the local form of µ in this chart
then in µ
∣∣
∂U∩V = ι
∗(µV )| dx1∧ · · ·∧dxn−1||nn| whence the local function representing in µ is ι∗µV |nn|.
Since nn is everywhere different from zero, this is smooth again, showing that in µ is indeed smooth.
Moreover, if µ is positive we see that in µ is positive as well. The continuity is again a consequence
of the above local expression as we can use these submanifolds charts to characterize the Fréchet
topologies of Γ∞(|Λtop|T ∗M) and Γ∞(|Λtop|T ∗(∂U)), respectively. Finally, (B.4) is clear from the
definition. 
Thus having specified a transverse vector field n of ∂U we can speak of the induced density in µ
coming from a density µ on M . From the above definition it is clear that
ifn µ = |f | in µ (B.5)
for any nowhere vanishing function f ∈ C∞(∂U).
We now specialize to the following situation: assume that M is in addition a semi-Riemannian
manifold with metric g. Moreover, we assume that ∂U allows for a transverse vector field n which is
nowhere lightlike, where we shall use the notions of timelike, spacelike and lightlike vectors as in the
Lorentzian situation. Then on each connected component g(n, n) is either positive or negative whence
n is either timelike or spacelike everywhere on this connected component. We can now achieve two
things: first we can arrange n in such a way that n(p) is not only transverse to Tp(∂U) but orthogonal.
Moreover, we can normalize n(p) at every p ∈ ∂U . Finally, we choose n(p) to point outwards: his
determines n(p) uniquely. Indeed, since Tp(∂U) ⊆ TpM has codimension one the annihilator space
Tp(∂U)
ann ⊆ T ∗pM of one-forms annihilating Tp(∂U) is one-dimensional. Then n(p) ∈ (Tp(∂U)ann)#
is orthogonal to all of Tp∂U and uniquely determined as n(p)[ ∈ Tp(∂U)ann by definition. Then
normalizing and orienting it gives a unique vector.
Definition B.8 (Normal vector field) Let (M, g) be semi-Riemannian and let U ⊆ M be open
with smooth boundary. Assume that the annihilator spaces Tp(∂U)ann ⊆ T ∗pM of ∂U are never
lightlike (with respect to g−1). Then the unique normalized transverse vector field n ∈ Γ∞(ι#TM)
which is orthogonal to ∂U and pointing outward is called the normal vector field of ∂U .
This allows us to obtain a uniquely determined metric and density on ∂U as follows:
Definition B.9 Let M be semi-Riemannian and let U ⊆M be open with connected smooth bound-
ary such that Tp(∂U)ann ⊆ T ∗pM is never lightlike. Then the induced metric on ∂U is ι∗g ∈
Γ∞(S2T ∗∂U).
Lemma B.10 Under the above assumptions, ι∗g is a semi-Riemannian metric on ∂U . Moreover,
µι∗g = in µg, (B.6)
where n ∈ Γ∞(ι#TM) is the normal vector field of ∂U .
Proof. Let p ∈ ∂U . Then we have to show that ι∗g∣∣
p
is indeed non-degenerate (the Riemannian case
is trivial). We find in TpM a semi-Riemannian frame e1, . . . , en such that e1 = n(p). Then e2, . . . en
are a basis of Tp∂U with
ι∗g
∣∣
p
(ei, ej) = gp(ei, ej) = ±δij
for i, j = 2, . . . , n. Thus ι∗g is non-degenerate. Its signature can be obtained from knowing whether n
is time- or spacelike and from the signature of g. In particular, e2, . . . en is a semi-Riemannian frame for
ι∗g. From this we see that by definition µι∗g
∣∣
p
(e2, . . . , en) = 1. On the other hand (in µg)(e2, . . . , en) =
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µg
∣∣
p
(n(p), e2, . . . , en) = 1 as n(p), e2, . . . , en is a semi-Riemannian frame for g. Thus the two densities
coincide as they coincide on one frame. 
We can now use the normal vector field n to formulate Gauss’ Theorem as a consequence of Stokes’
Theorem:
Theorem B.11 (Gauss) Let (M, g) be a semi-Riemannian manifold and U ⊆M open with smooth
connected boundary ι : ∂U ↪→M . Assume that T (∂U)ann is never lightlike. Then for all vector fields
X ∈ Γ∞0 (TM) we have ∫
U
div(X)µg = 
∫
∂U
g(ι#X, n)µι∗g, (B.7)
where  = 〈n, n〉 ∈ {1,−1}.
Proof. First we consider the oriented case. Thus the left hand side is∫
U
div(X)µg =
∫
U
div(X)Ωg,
with the positively oriented volume form Ωg yielding µg under the canonical map from forms to
densities, see [60, Prop. 2.2.42]. Note that div(X) can alternatively be computed via div(X)Ωg =
LX Ωg = d(iX Ωg). Thus we can apply Stokes’ Theorem and get∫
U
div(X)Ωg =
∫
U
d(iX Ωg) =
∫
∂U
ι∗(iX Ωg). (∗)
Now along ∂U we can decompose X into its n-component and parallel components. We have
X(p) = gp(X(p), n(p))n(p) +X‖(p)
where X‖(p) is orthogonal to n(p) and hence in Tp∂U . Note that we need the constant  here since
gp(n(p), n(p)) =  may be −1 instead of 1. However,  is constant on ∂U . Now we note that
ι∗ iX‖(p) Ωg
∣∣
p
= 0,
since evaluating iX‖(p) Ωg
∣∣
p
on n − 1 tangent vectors in Tp∂U means evaluating Ωg
∣∣
p
on n tan-
gent vectors in Tp∂U . Thus they are necessarily linear dependent. This shows that ι∗ iX(p) Ωg
∣∣
p
=
gp(X(p), n(p)) in(p) Ωg
∣∣
p
. Finally, it is easy to see that in(p) Ωg
∣∣
p
is the (by definition positively ori-
ented) semi-Riemannian volume form of ι∗g. This is clear be the same argument as for µι∗g in
Lemma B.10. This finally shows∫
U
div(X)µg =
∫
∂U
div(X)Ωg = 
∫
∂U
g(i#X, n)Ωi∗g = 
∫
∂U
g(i#X, n)µi∗g, (∗*)
and hence (B.7). If we change the orientation from Ωg to −Ωg then the induced orientation Ωι∗g
changes to −Ωι∗g since the normal vector field n remains unchanged : “pointing outwards” does not
depend on any choice of orientation. Thus we see that the left and right side of (∗∗) both change their
sign. From this we conclude that (B.7) also holds in the non-oriented case: indeed, by a partition
of unity argument we can chop down X into small pieces having support in a chart. There we can
choose an orientation and use (∗∗). Summing up again is allowed as the validity of (∗∗) does not
depend on the local choices. 
A particular case of interest is the following. Assume (M, g) is a Lorentzian manifold and the
boundary ∂U is spacelike. Then the normal vector field n is timelike and we have∫
U
div(X)µg =
∫
∂U
g(ι#X, n)µι∗g (B.8)
for all X ∈ Γ∞0 (TM).
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Arc lenght, 173
Auto-parallel, see Geodesic
Back-reaction, 69
Baire’s theorem, 14
Banach topology, 12
Borel Lemma, 194
Bounded section, 149
Caesar, 1
Canonical symplectic form, 228
Casimir element, 235
Cauchy development, 80, 190, 197
Cauchy hypersurface, 79, 82, 83
Cauchy problem, 86
distributional inhomogeneity, 217
global existence, 206
homogeneous, 223
uniqueness, 189, 192
well-posed, 208, 209
Causal compatibility, 76, 157
Causal future, 73
Causal loop, 81
Causal past, 73
Causal relation, 148
closed, 178
Causal subset, 76, 157
Causal vector, 70
Causality, 241
Causality condition, 81
Causally convex, 81
Christoffel symbol, 10, 58, 62
Chronological future, 73
Chronological past, 73
Classical Observable algebra, 240
Complexified bundle, 225
Configuration space, 22
Connection, see Covariant derivative
Connection d’Alembertian, 65
Hermitian, 226
symmetric, 225
Connection one-form, 10
Continuity
differential operator, 23, 24
distribution, 34
natural pairing, 17
pull-back, 14–17
sequential, 34
tensor product, 17
weak∗, 37
Convex, see Geodesically convex
Convolution, 18, 48
Cosmological constant, 68
Covariant derivative, 8
curvature, 55
D-compatible, 67
density, 245
exponential map, 59
Levi-Civita, 60
metric, 225
torsion-free, 58
unimodular, 56, 58, 60
Covariant divergence, 29, 30, 61
Covariant Poisson algebra, 238
Covariant Poisson bracket, 235
Curve
maximizing lightlike, 174
timelike, 174
Cutoff parameters, 136
d’Alembertian, 62, 89
in light cone coordinates, 106
δ-Functional, 35, 86
Dense subspace, 12, 18
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Density, 24
divergence, 31, 61
external tensor product, 50
generalized, 35
locally integrable, 35
metric, 60
pairings, 27
positive, 25
push-forward, 43
Diamond
causal, 75
compact, 82
open, 73
Differential operator, 18
adjoint, 25, 28, 224
algebraic characterization, 20
continuity, 23, 24
Fréchet space, 24
leading symbol, 19
adjoint, 26, 29
locality, 19
order, 18
symmetric, 224
Distribution, 34
finite order, 35
homogeneous, 97, 104
local order, 35
push-forward, 42
total order, 35
Distributional section, see Generalized section
Divergence, 31, 61
Dynamical Poisson bracket, 239
Edge point, 77
Einstein equation, 68
Einstein tensor, 68
Embedding, 13
Euler vector field, 93, 95, 112
Euler’s integral formula, 90
Euler-Lagrange equation, 62
Euler-Lagrange equations, 228
Exponential map, 59
Taylor expansion, 248
Fiber metric, 224
Hermitian, 225
First Bianchi identity, 58
Frame, 7
Lorentz, 70
Freak wave, 178
Fréchet algebra, 17
Fréchet module, 17
Fréchet space, 10
Fundamental solution, 86, 161
approximate, 139, 148
formal, 135
global, 210
local, 156
uniqueness, 182
Future compact, 75
Future directed, 72
Future stretched, 148, 158
Gamma function, 90
Gauss Lemma, 110, 255
Gauss’ Theorem, 187, 264
General relativity, 68
Generalized density, see Distribution
Generalized function, 35
Generalized section, 36
compact support, 40
differentiation, 44
external tensor product, 52
internal tensor product, 54
module structure, 37
order, 37
push-forward, 43
regular point, 39
restriction, 38
singular support, 39
support, 38
vector-valued, 46
Geodesic, 58
periodic, 81
Geodesic chart, 59
Geodesic completeness, 60
Geodesically complete, 84
Geodesically convex, 60, 76
Geodesically star-shaped, 60
Geometric mechanics, 62
Geometric series, 151
Geroch’s Theorem, 84
Global symbol calculus, 21
Globally hyperbolic, 82, 83
Gradient, 62
Green function
advanced, 86
d’Alembertian, 103
global, 210
global order, 212
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local, 159
local existence, 159
retarded, 86
uniqueness, 182
Green operator
advanced, 213
dual, 216
existence, 215
reality, 226
retarded, 213
symmetric, 226
uniqueness, 215
Haag-Kastler axioms, 241
Hadamard coefficient
first, 129
Hadamard coefficients, 123, 148
existence, 128
smoothness, 127
uniqueness, 123
Hamilton equation, 62
Hamiltonian, 62
Hamiltonian flow, 62
Hamiltonian vector field, 232
Heaviside distribution, 106
Hessian, 64
Inextensible, 79
Inhomogeneity, 85
distributional, 160
smooth, 170
Inital values, 85
Inital velocity, 86
Initial conditions, 189, 192
distributional, 183
regularity, 183
Initial position, 228
Initial velocity, 228
Integral operator, 163
Intrinsic Hilbert space, 28
Jacobi identity, 233
Jacobi vector field, 108, 250
Jacobiator, 234
Kinetic energy, 62
Klein-Gordon equation, 69, 130, 182
Green function, 134
Hadamard coefficients, 131
Lagrangian, 62
Lagrangian density, 227
Lagrangian function, 228
Laplacian, 62
Leading symbol, 64
Lebesgue measure, 64, 92
Legendre transform, 228
Legendre’s duplication formula, 90, 101, 104
Leibniz rule, 20, 29
Lienhard-Wiechert potential, 162
Light cone coordindates, 105
Light speed, 162
Lightlike vector, 70
Linearization, 69
Locality, 239
Locally convex topology
C∞-topology, 12
C∞0 -topology, 13, 34
C∞sc -topology, 219
Ck-topology, 12
closed subspace, 13
CkA-topology, 13
Ck0-topology, 13
Cksc-topology, 219
complete, 13
first countable, 13
for sections, 10
Hausdorff, 13
inductive limit, 13
LF topology, 13
metrizable, 13
sequentially complete, 13
weak∗, 37
Lorentz density, 64, 92, 107
Lorentz distance square, 119
Lorentz manifold, see Spacetime
Lorentz radius, 124
Lorentz transformation
orthochronous, 70, 91, 95
proper, 70
Metric
Lorentzian, 60
Riemannian, 60
semi-Riemannian, 60
Minkowski metric, 64
Minkowski spacetime, 64, 89, 103
space-orientation, 70
time-orientation, 70
Minkowski strip, 84
Musical isomorphism, 61, 224
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Normal chart, 59
Normal coordinates, 59
Normal vector, 85
Normal vector field, 85, 263
Normally hyperbolic operator, 64, 123
Leibniz rule, 67
Observable, 240
Local net, 241
support, 239
Open mapping theorem, 208
Operator norm, 151
Orientable, 261
Orientation
induced, 262
Pairing
half-densities, 28
positive definite, 28
Parallel transport, 57, 123, 243
density, 246
perturbation, 125
Taylor coefficients, 247
Parametrix, 146
Parity, 71
Past compact, 75
Past directed, 72
Past stretched, 148, 158
Phase space, 22
Poisson algebra, 232
homomorphism, 237
Poisson bracket, 232
covariant, 235
Poisson ideal, 236
Poisson ∗-algebra, 240
Polynomial function, 230
Predictable, 80
Predictive power, 208
Presheaf, 39
Prolongation map, 220
Propagating wave, 160
Propagator, 223
anti-Hermitian, 227
antisymmetric, 227
global, 221
image, 222
kernel, 222
local, 186
Proper map, 14, 42
Pull-back, 14
of sections, 16
Push-forward
weak∗ continuity, 42
Quantization, 22
RCCSV, 198
Ricci tensor, 57, 62, 108
Riemannian distance, 173
Riesz distribution, 182
advanced, 95
in dimension 1, 104
in dimension 2, 106
on domain, 113
order, 116
reality, 116
singular support, 115
support, 115
symmetry, 118
order, 101
reality, 101
retarded, 95
singular support, 98
support, 98
Taylor coefficients, 132
Scalar curvature, 62, 109
Seminorm, 9
filtrating system, 9
for sections, 8
weak∗, 37
Sheaf, 39
Signature, 60
Smooth boundary, 261
Smooth kernel, 163
Source term, 85, 160
Spacelike compact support, 219
Spacelike vector, 70
Spacetime, 68
causal, 81, 178
causally simple, 179
convex, 178
globally hyperbolic, 178, 182, 189, 192
strongly causal, 81
Special relativity, 64
Spray, 59
Standard ordered quantization, 21
Star-shaped, see Geodesically star-shaped
Stokes’ Theorem, 262
Storm, 178
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Strict inductive limit, 219
Superposition, 160
Support, 13
Symmetrized covariant derivative, 8
Symplectic vector space, 228
Tangent map, 17
Temporal function, 82, 83, 85
Tensor product
external, 49
densities, 50
sections, 50
functions, 46
Time evolution, 239
Time function, 82
Time separation, 174, 175
discontinuous, 177
finite and continuous, 179
Time slice axiom, 241, 242
Time-orientable, 72
Time-orientation, 72
Time-reversal, 71, 91, 95
Timelike loop, 175
Timelike vector, 70
Torsion, 57, 249
Transport equation, 122, 128
Transverse vector field, 261
Twin paradoxon, 174
Urysohn Lemma, 12
Vanishing ideal, 238
Vector bundle morphism, 15, 43
Wave equation
global solution, 206
homogeneous, 85, 179
inhomogeneous, 85, 160, 206
local solution, 170
scalar, 103
unique solution, 189, 192
Weak∗ topology, 37
sequential completeness, 37
Weitzenböck formula, 66
Zorn’s Lemma, 180
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