Introduction
The Prize-collecting Steiner Tree Problem (PCST) is a widely studied problem in the combinatorial optimization literature [2] . In PCST, we are given a graph G = (V, E) such that vertices are assigned prizes ∀v ∈ V : p(v) ∈ R + and edges are weighted with costs ∀e ∈ E : c(e) ∈ R + . The objective is to find a tree T = (V t , E t ) which minimizes:
Vertices with prize p(v) = 0 are referred to as Steiner nodes, and vertices with p(v) > 0 are called terminal nodes [7] . By adding an artificial root node to the input graph with edges from root to every other node with weight ω, we construct an augmented graph G = (V ∪root, E ∪E root ), where E root = e (root,v∈V ) with associated cost function ∀e ∈ E root : c (e) = ω. The solution to the Prize-collecting Steiner Forest Problem (PCSF) on graph G is the solution to PCST on G with a slightly modified objective function [8] :
The parameter ω regulates the number of selected outgoing edges from the root, which determines the number of trees in the forest. The final forest is obtained by removing the root from T as well as the edges emanating from it, such that the single tree solution connected by root becomes a solution of disconnected components. A desirable forest can be obtained by running the method for different values of ω. The PCSF problem from combinatorial optimization maps nicely onto the biological problem of finding differentially enriched sub-networks in the interactome of a cell. An interactome is a graph in which vertices represent biomolecules and edges represent the known physical interactions of those biomolecules. We can assign prizes to vertices based on measurements of differential expression of those cellular quantities in a patient sample and costs to edges from confidence scores for those intra-cellular interactions from experimental observation (high confidence means low edge cost), yielding a viable input to the PCSF problem. Vertices of the interactome which are not observed in patient data are not assigned a prize and become the Steiner nodes.
An algorithm to approximately solve the Prize-Collecting Steiner Forest problem can then be applied against this augmented interactome, resulting in a set of subgraphs corresponding to subsections of the interactome in which functionally related biomolecules may play an important concerted role in the differentially active biological process of interest. Thus, PCSF, when applied in a biological context, can be used to predict neighborhoods of the interactome belonging to the key dysregulated pathways of a disease.
The PCSF problem is NP-hard, and therefore requires tremendous amounts of computation to determine exact solutions for large inputs. In biology, large networks are the norm. For example, the human Protein-Protein Interaction (PPI) network has some 15,000 nodes and 175,000 edges [1] . Adding metabolites for a more complete interactome yields inputs of some 36,000 nodes and over 1,000,000 edges. We require efficient algorithms to investigate these huge biological graphs for each patient, which requires solving PCSF many times.
We present a heuristic algorithm for PCSF which outperforms other heuristic approaches from the literature in computational efficiency for larger graphs by a factor of 10, while preserving the quality of the results. Our algorithm, MST-PCSF, builds from the ideas presented in [24, 25] , using a greedy clustering pre-processing step which divides large input graph into smaller clusters, and a heuristic to find approximate solutions for each cluster.
Related Work
The authors in [2] initially studied the prize-collecting traveling salesman problem, and proposed a 3-approximation algorithm. A 2-approximation with O(n 3 logn) running time is proposed in [3] by using the primal-dual method, improved by [4] to O(n 2 logn) execution time. That runtime was maintained in [5] , which improved the approximation factor to 2 − 2 n . Exact methods were devised in [6, 7] using mixed integer linear programming, and a branch-and-cut algorithm based on directed edges was proposed to solve the model. An exact row generation approach was presented in [9] using a new set of valid inequalities.
A relax-and-cut algorithm was studied in [10] to develop effective Lagrangian heuristic. A multi-start local search algorithm with perturbations was integrated with variable neighborhood search in [11] . Seven different variations of PCST were studied in [12] , and polynomial algorithms were designed for four of them. Some lower bound and polyhedral analyses were performed in [13] [14] [15] [16] . A tabusearch metaheuristic, and a combination of memetic algorithms and integer programming were employed in [17, 18] for PCST.
The application of the PCST approach in Biology has led to important results. The specific biological problems were to identify functions of molecules [19] , to find protein associations [20] , and to reconstruct multiple signaling pathways [21] . We have been developing heuristic and matheuristic PSCT algorithms [24, 25] for similar applications, and in this study we aim to extend these ideas to a forest approach in order to make more realistic biological inferences.
3 Algorithm: MST-PCSF, a fast heuristic algorithm for the PCSF problem
The proposed MST-PCSF heuristic algorithm is composed of two distinct phases. First, we cluster the input graph to transform a global problem into a set of smaller local problems. Second, we bypass the intractability of PCSF by instead solving the Minimum Spanning Tree Problem (MST) on an altered representation of the input graph. These simple ideas dramatically reduce the time needed to obtain high quality solutions to the Prize-collecting Steiner Forest Problem.
Greedy Clustering transforms a global problem into a set of local problems
The intuition behind the clustering phase of the algorithm is that, in the context of biological interaction networks, we anticipate finding within the expression data groups of dysregulated terminal nodes joined by moderately high confidence edges and Steiner nodes, forming independent high-prize, low-cost patches in the input graph. Simply put, we anticipate the clusters exist quite strongly in the data, and constituent trees from the optimal solution forest will be split between these clusters, but will not span multiple clusters. Clustering therefore is a sensible first step. PCSF has proven more apt for the problem of highlighting disease-relevant networks than PCST because in a tumorous cell, for example, multiple functional pathways may be simultaneously active and dysregulated, but non-overlapping.
If we seek to find a tree, we are forced to incorporate spurious edges in our solution. If we seek to find a set of disconnected trees, however, we only select the edges needed to connect the high-prize terminals. (C) Choose a terminal at random and evaluate which terminals are reachable, assign them to a cluster.
(D)
Iteratively select nodes assigned to the cluster and find additional nodes which satisfy the clustering criterion with respect to other nodes in the cluster.
(E) Cluster is full when no more terminals satisfy the criterion. Start a new cluster with an unclustered node. The clustering is performed by considering the pairwise relationship of terminal nodes. Two terminal nodes i and j are clustered together if they satisfy the strict clustering criterion:
, which worked best of those we tested for biological networks. After clustering the graph, singleton and doubleton clusters are merged with their nearest neighbor clusters, since those subgraphs harbor very little biological information on their own.
Algorithm 1 MST-PCSF, Clustering phase
Initizalization: Set U = {v : p(v) > 0}, the set of 'unassigned terminals'. Set A = ∅, the set of 'assigned terminals'. Vector C such that |C| = |U | and Ci ← 0 for all i : 1...U Matrix D ∈ R |U |×|U | such that Di,j is the weighted distance of the shortest path from vi to vj for all pairs vi, vj ∈ U clusterID ← 0
Remove arbitrary vertex vi from U and insert it into A. while A is not ∅ do Remove arbitrary vertex va from A.
Remove vu from U and insert it into A. end if end for end while end while for each singleton and doubleton cluster
Dij, the closest subgraph to G k . Consolidate G k with the nearest cluster Gmin k end for Output terminals set A, assignment vector C representing the final clustering.
Solving MST on an altered representation of the input graph bypasses the complexity of PCSF
In the second phase of the algorithm, we bypass the complexity of PCSF by finding instead the tree covering every terminal node with minimum total edge costs, called the Minimum Spanning Tree. The altered representation of the original network is the set of complete subgraphs composed exclusively of terminals from each cluster, in which each edge is weighted with the shortest path distance between the terminal nodes. We can solve MST on this representation quickly and then project the solution back into the original graph, and finally, disconnecting nodes too expensive to retain in the solution. 
Algorithm 2 MST-PCSF, MST phase

Initizalization:
For each subgraph Gs, construct the complete subgraph of the terminal nodes in Gs called G s =(V s , E s ), such that each edge ∈ E s is weighted with the cost of the shortest path between the terminals it connects in Gs. The algorithmic steps in (Figure 2 A-D) can be repeated several times in order to decrease the tree cost further, by adding the Steiner nodes incorporated in the solution tree (Figure 2-D) into the cliques constructed in the next iteration (Figure 2-A) , yielding better results at each iteration until convergence. However, we only perform a single iteration of those steps for our results in this work.
Results
We compare the performances of MST-PCSF and the message passing algorithm (MSGP), a broadly used heuristic algorithm for PCST and PCSF. The MSGP algorithm has been used to predict unknown protein associations [20] , find hidden components of regulatory networks [22] , and reconstruct cell-signaling pathways [21] . We test the performances of these algorithms on small benchmark instances from the literature, as well as medium and large networks generated from real biological data. We use the default parameters for MSGP, except the reinforcement parameter g, which is set to 0.001 as in [21] . The computational studies are performed on a server equipped with an AMD Opteron(tm) Processor 6320 and shared memory of 256 GB. A single core is used while running the experiments. We run the algorithms for values of ω = {1, 2} for medium and large instances, and we used ω = {5, 8} for small instances due to their higher edge costs.
The first of these domains is a set of benchmark instances for PCST algorithms from the literature [11] called the D instance set, which is composed of smaller networks of roughly 1,000 nodes and 25,000 edges. However, since the algorithms we compare solve PCSF, we modify the D instances by adding a root node beforehand, and specify they use that node as their root. For these small inputs, MSGP provides slightly higher upper bounds while MST-PCSF outperforms MSGP in average running time. (Table 1) The second domain is phosphoproteomic data from the Glioblastoma patients in [21] . These graphs are obtained by using differentially expressed genes as terminals by mapping them onto the human PPI network. As our PPI, we use STRING (version13), in which the network edges have a experimentally-derived confidence score s(e) [1] . The low confidence edges with s(e) < 0.5 are removed to improve the reliability of the findings. We convert edge confidence into edge cost: c(e) = max(0.01, 1 − s(e)). For these networks, the upper bounds of MST-PCSF and MSGP are comparable for both values of ω while MST-PCSF is an order of magnitude faster. (Table 3) Our largest graphs are generated by mapping the phosphoproteomic data from the Breast Cancer patients in [23] onto an integrated interactome of proteins and metabolites, resulting in networks with 36,897 nodes and 1,016,288 edges. Here as well, each network represents a single patient (Table 2 ). For these large networks, MST-PCSF arrives at similar results in a tenth the time. Table 1 . Performances of MST-PCSF and MSGP for the D instances [21] . The performance of the message passing algorithm [20] and the proposed heuristic are displayed under M SGP and M ST -P CSF for ω = {5, 8}. We report the upper bounds obtained from the methods under OBJ column. The running times of the methods are provided in seconds under t(s) column. Table 2 . The comparison results of the methods for the Breast Cancer network instances generated based on phosphoproteomic data in [23] . The performance of the message passing algorithm [20] and the proposed heuristic are displayed under M SGP and M ST -P CSF for ω = {1, 2}. Table 3 . Performances of MST-PCSF and MSGP for the Glioblastoma network instances generated from phosphoproteomic data from [21] . The first four columns provide instance name, number of total nodes, edges, and terminals for each network. The performance of the message passing algorithm [20] and the proposed heuristic are displayed under M SGP and M ST -P CSF for ω = {1, 2}. We report the upper bounds obtained from the methods under OBJ column. The running times of the methods are provided in seconds under t(s) column. Finally, we compare the results provided by MST-PCSF and MSGP in Glioblastoma patient networks for ω = 1. We excluded the UBC gene from the interactome due to its high node degree. We took the union of output forests for these 9 instances for each algorithm. MST-PCSF provided a subgraph with 269 nodes and 301 edges and MSGP provided a subgraph of 286 nodes and 364 edges. We merged the subgraphs into one network, demonstrating the overlap between the solutions (Figure 3) . The methods obtained solutions with 255 common nodes and 251 common edges. MST-PCSF recovered 89% of nodes and 83% of edges of the solution provided by MSGP. This result demonstrates that our algorithm does not merely recover similar quality solutions, but in fact, very similar solutions.
Conclusion
We present a new heuristic algorithm for the Prize-collecting Steiner Forest problem which supersedes the existing algorithms of which we are aware, particularly on larger-scale graphs common in the application-space of biology. The PCSF approach is well suited to the problem of predicting disease-relevant subnetworks from an interactome conditional on observed data gathered from patients. Our algorithm reduces the requisite computing time to solve PCSF which expedites existing research and also provides the capacity to analyze these data patient-bypatient, an operation which previously has been prohibitively computationally expensive.
Our algorithm accelerates the pace of relevant subnetwork imputation, which we hope will be a boon for all who apply the Prize-collecting Steiner Forest approach, in biology and elsewhere. 
