The logistic transform, originally suggested by Johnson [9] , is applied to analyze responses which are restricted to a finite interval, so-called bounded outcome scores. Examples of bounded outcome scores are often standardized to lie in the interval [0,1] and can be found in many research areas. Here, we look at a popular measure in drug compliance research, i.e., the proportion of days the patient has correctly taken a drug and an ADL score, the Barthel index, often used in stroke trials. However, the fact that the score can be 0 or 1 complicates matters. Therefore, a latent score is assumed on (0,1) with a logistic-normal distribution. This approach is examined in the case when the bounded outcome score is a proportion and when it can be considered as a coarse version of a score on (0,1). The usefulness of our approach for clinical trials will be shown for the two-group comparison. A simulation study evaluates the performance (P r(type I error) and power) of our approach for various distributions on [0,1] in comparison with the two-sample Wilcoxon test. Finally, our approach is illustrated on data from a recent compliance-enhancing clinical trial (THAMES study) conducted in Belgium and on the outcome (Barthel index) of a stroke trial (ECASS-1 study) comparing the effect of placebo and a thrombolytic on patients with an acute ischemic stroke.
Introduction
Bounded outcome scores are measurements that are restricted to a finite interval, which can be closed, open or half-closed. Examples of bounded outcome scores can be found in many medical disciplines. For instance, in compliance research one measures the proportion of days that a patient correctly takes his/her drug, hereafter denoted as pdays. Another example is the Barthel-index which is an Activity on Daily Living (ADL) scale which (in one version) has a minimal value of 0 (death or completely immobilised) to 20 (able to perform all daily activities independent) and which jumps with steps of 1. This scale is often used in stroke trials to measure the recovery of a patient in practical terms after an acute stroke.
Typically, bounded outcome scores show a variety of distributions, from unimodal to Jand U -shaped. This peculiar shape of the distribution often necessitates the use of nonparametric methods, like the Wilcoxon test (see Lesaffre et al. [15] ). Alternatively, one may consider a discretized version of the score and use statistical methods for categorical data, see e.g., Whitehead [23] . While non-parametric tests are often as powerful as parametric tests, possibilities to do on statistical modelling, e.g., when covariate-adjustment is envisaged, are limited. On the other hand, reducing the score to a binary variable invariably reduces the efficiency of the comparison. Hence, a parametric method using the original scores would be welcome.
Here, we explore the use of the logistic-transform first suggested by Johnson [9] to model the distribution of bounded outcome scores. One problem, however, is that most outcome scores are defined on a closed interval while the logistic transform assumes an open interval. This problem could be resolved by assuming a latent variable on (0,1) which gives rise to an observed score taking values on [0,1].
In Section 2 we indicate the usefulness of the logistic transformation for clinical research with bounded outcome scores. In the next section we present methods for fitting distributions on [0,1] assuming latent scores which have a logistic-normal distribution on (0,1). In Section 4 we will look at other distributions than the logistic-normal distribution. In Section 5 a simulation study evaluates the performance (P r(type I error) and power) of our approach for various distributions on [0,1] in comparison with the two-sample Wilcoxon test. In Section 6 we illustrate our method first on pdays, the primary endpoint of the THAMES study, a recent compliance-enhancing intervention study performed in Belgium. In this case the bounded outcome score is a proportion. Secondly we re-analyze the primary endpoint (Barthel index) of the ECASS-1 study, an early placebo-controlled randomized clinical trial evaluating the effect of a thrombolytic drug on patients with an acute ischemic stroke. In this case we assume that the bounded outcome score is a coarsened version of a latent score on (0,1). Finally, in Section 7 we summarize our results and make some suggestions for further research in this area. 2 The logistic transformation and its application to clinical research Johnson [9] suggested the logistic transformation Z = α + β log U −a b−U where U is a score on the interval (a, b). The aim of Johnson was to achieve standard normality. In the case of proportions a = 0 and b = 1. Here we take α = 0 and β = 1 and assume that the logistic transformation achieves a normal density N (µ, σ 2 ). In general, when Z has density f (z) ≡ f (z; θ) then U has as density g(u) ≡ g(u; θ) = f (logit(u)) 1 u (1−u) , where logit(u) = log u 1−u . When Z ∼ N (µ, σ 2 ), then U has a logistic-normal distribution, denoted by LN (µ, σ 2 ) and θ T = (µ, σ 2 ). While the normal density is certainly most important to us, transformations to other distributions like the t-distribution and the logistic distribution are also of interest here.
The logistic-normal distribution can have very different shapes depending on the choice of µ and σ 2 . In Figure 1 , we show the different shapes of the logistic-normal distribution, from a unimodal distribution to a J-and U -shaped distribution. Of course similar shapes appear when transformation to a t-or logistic distribution is envisaged. Hence, the logistic transformation is very well suited to model a variety of distributions on (0,1). A similar property holds for the Beta family, but Aitchison and Begg [1] indicate that the logisticnormal distribution is richer and can approximate any Beta density to a sufficient degree.
It is clear that when the bounded outcome scores have a logistic-normal distribution then the analysis can be done on the z-scale using classical statistical analyses assuming a Gaussian distribution. For instance, when comparing the effect of a new treatment versus a standard treatment at the end of the study a simple unpaired t-test can be used on the z-values, instead of a non-parametric test on the u-values. Further, a 95% confidence interval can be obtained for the true difference ∆ (> 0) between the two treatments on the z-scale. An interpretation of ∆ in a particular case is given in the following paragraph.
The logistic transformation is also a useful tool for sample size calculations in a clinical trial with a bounded outcome score U as primary endpoint. Most sample size calculations assume the location-shift alternative. Namely, it is assumed that under H 0 the density of the primary endpoint is g 0 (u) and that under H a this density is shifted to, say the right with an amount ∆ (> 0). But with a bounded outcome score U the location-shift alternative is most often not an option because of the boundaries at 0 and 1. This lead Lesaffre and De Klerk [14] to estimate the necessary sample size by modelling historical data on pdays, the proportion of days the patient correctly takes his/her drug, by a mixture of two Beta densities and assuming a different effect of the intervention treatment on the two subpopulations of patients (represented by the two beta densities). Alternatively, if the distribution of U under the null-and alternative hypothesis is logistic-normal, one could postulate the location-shift alternative on the transformed (e.g., normal) scale. That is, we assume that the distribution of Z under H 0 is N (µ, σ 2 ), while under the alternative it is N (µ + ∆, σ 2 )). If the logistic transformation yields on the z-scale a logistic distribution, then the effect-size ∆ σ can be interpreted as a log-odds ratio for the cumulative distributions on the z-scale, i.e.
where F 0 (z) is the cumulative logistic distribution under H 0 and F ∆ (z) the cumulative logistic distribution under H a . In this respect, we obtain a generalisation of the proportional odds model for ordinal data described by McCullagh [16] to continuous data, see also Whitehead [23] . Further, because of the monotone transformation from U to Z, the same property must hold for U . Namely, (1) also holds when replacing F 0 (z) and F ∆ (z) by the corresponding cdf's of U , i.e., G 0 (u) and G ∆ (u), respectively. Unfortunately, this result does not hold for the normal distribution. Nevertheless, for the transformed normal distributions, it is easily seen that the proportion of individuals better off with the new treatment than with the control treatment is equal to P ∆ = Φ ∆ σ √ 2 and because the logistic transformation is monotone the same property holds on the original scale. Hence, using the location-shift alternative on the transformed scale allows to rank different alternatives easily because ∆ 1 < ∆ 2 implies that on the original scale the distribution under the first alternative hypothesis is stochastically smaller than under the second alternative hypothesis. Hence, power and sample size calculations are relatively easy since they can be done on the transformed scale. Further, a 95% C.I. for P ∆ can be obtained using the Delta Method when estimates for ∆, σ and their covariance matrix are available.
The logistic transformation is also useful in statistical modelling of bounded outcome scores on (0,1). Indeed, the logit regression model
with Z ∼ N (0, 1) has been used in various applications (see e.g., [10] ). We would argue that this feature is one of the major advantages of our approach, especially in clinical trial applications when baseline covariates need to be taken into account.
Despite the attractiveness of working on the transformed scale, in practice bounded outcome scores often lie in the closed interval [0,1] implying that the logistic transform is not possible. A way out to this problem is to assume a latent bounded score on (0,1) which is coarsely measured giving rise to the observed bounded outcome scores on [0,1]. In the next section we will look at some possible approaches to model scores on [0,1], but we consider only the logistic-normal case.
3 Modelling bounded outcome scores on [0,1]
Often bounded outcome scores are proportions or fractions. Aitchison and Shen [3] give examples in different research areas, e.g., as a medical application they mention the proportion of serum proteins in blood. Compliance research, as seen above, provides other examples. Inevitably, the true proportion for an individual is almost never known because it either involves destructive and/or exhaustive measuring.
In this section we will denote a score on [0,1] by Y i to distinguish it from a score U i ∈ (0, 1). We consider three major cases. In the first case, the bounded outcome scores Y i are proportions equal to r i /N i (i = 1, . . . , n) whereby r i is the ith count out of N i units. For instance, in compliance research, pdays i = r i /N i , whereby r i is the number of days the ith patient has correctly taken the drug in N i days. In the second case, the Y i s are discrete random variables on [0,1]. So we will assume a latent structure on (0,1) behind the bounded outcome score. An example of this type is the Barthel index (see e.g., Lesaffre et al. [15] ). In the third case, the Y i s are fractions, e.g., the fraction of a substance in some material (e.g., the fraction of serum proteins in blood).
Modelling proportions on [0,1]
When, given the individual, the bounded outcome score is a proportion derived from a series of independent Bernoulli experiments, then an obvious choice is to work with a binomial distribution. Namely, we could assume that,
with U i ∼ LN (µ, σ 2 ). Thus, we assume that given U i , r i has a binomial distribution and that U i is a continuous latent random variable which has a logistic-normal distribution. For each value of U i one observes N i binary outcomes W ij (j = 1, . . . , N i ) summing up to r i . For the compliance example, U i could be interpreted as the (true) latent adherence of the ith patient to the drug. The observed adherence pdays i = r i /N i is a coarse measure for the latent score depending on the operational definition of when the drug is taken correctly and on the length of the period that the patient is observed. Observe that this model is actually a classical measurement error model [4] , specifying the distribution f (Y |U ).
Model (3) can be extended by replacing µ by x T i β and hence becomes an example of a generalized mixed effects model, whereby conditional on U i the W ij are assumed to be independent. Fitting such a model can be done with e.g., the SAS procedure NLMIXED using Maximum Likelihood or the function glmmPQL in package MASS [20] in R [18] using Penalized Quasi-Likelihood. Hence, actually we are modelling overdispersion. An alternative way to deal with the overdispersion problem is to use quasi-likelihood. In that case, we assume that the variance function of our model is of the form V (φ,
which is assumed by the binomial model. Although, there is no statistical model leading to the variance function V (φ, p i ), the parameters can be estimated and they also have the usual asymptotic properties [17] . Nowadays, standard software is available for fitting quasi-likelihood models, e.g., function glm in R or the SAS procedure GENMOD.
Modelling discrete bounded outcome scores on [0,1] which are not proportions
When Y i is a discrete random variable on [0,1] (e.g., the Barthel index), but not a proportion then it is not immediately obvious what model to choose for the scores. But, we could assume that the observed score is a coarse measure of the true latent score which lies in the interval (0,1). This assumption can often be made, but not always as discussed in Section 6.2.
With a latent score on (0,1) there could be several mechanisms that generate observed scores on [0,1]. One mechanism is rounding-off. Namely, the latent score The framework of our approach is that of coarsened data, as formalized by Heitjan and Rubin [8] and Heitjan [7] . They considered deterministic or stochastic coarsening. In particular, when there is more than one possible procedures to generate the Y i from the U i , then one speaks of a stochastic coarsening.
In general, we assume m s + 1 disjoint intervals [(a l , b l )] (a l , b l are real numbers in [0, 1] and [(., .)] denotes the four possible kinds of intervals) for which m s +1 l=1 [(a l , b l )] = [0, 1] and each one contains only one y i = k i /m, (k = 0, s, . . . , m), then
where s denotes the step length. For different procedures generating a l and b l , we obtain different coarsening mechanisms, i.e., rounding-off, digit preference, etc. In case of stochastic coarsening for different individuals different coarsening mechanisms apply, hence different sets of [(a l , b l )] apply. For deterministic coarsening and stochastic coarsening when the observed y i are coarsened at random (CAR), the likelihood becomes
where g is the probability density function of the logistic-normal distribution.
This integral can be calculated by means of the transformation z = logit (u), and so we get that the likelihood of the sample becomes the likelihood of interval-censored normally distributed random variables,
where z
is the distribution function of the standard normal distribution.
The Maximum Likelihood estimates for this model can easily be obtained using standard numerical procedures like the Newton-Raphson or the BFGS (Broyden, Fletcher, Goldfarb and Shanno) algorithm. Alternatively, an EM algorithm can be written involving the calculation of means of truncated normal distributions.
Observe that while in the previous subsection we specified the model f (Y |U ) now we have specified f (U |Y ), although in a rather simple way. One could specify other models for f (U |Y ), for instance a normal kernel N (0, σ 2 δ ) truncated at the boundaries. This corresponds to the Berkson measurement error model. However, it is not clear to what physical phenomenon, like rounding-off, this model corresponds to.
The previous mechanisms (rounding-off, digit preference, etc.) assume only coarsened recording of the true latent scores. Of course even without coarsening, the observed scores may deviate from the latent scores purely by random variation (as in the previous subsection). In other words, Y i = U i + δ i , where δ i is the measurement error for the ith subject. When measurement error happens on the transformed scale, i.e.,
. If there is no information on σ δ there is no way of retrieving the distribution of the true latent score, and actually in many applications there is no need to do this. Hence, if measurement error is present (which is often the case) we will assume here that the observed score Y i is obtained from coarsened recording of U i + δ i , which has a logistic-normal distribution. But, for simplicity reasons we denote the variance on the transformed scale again σ 2 .
Modelling fractions on [0,1]
Fractions typically have a value in [0, 1]. The values in (0,1) can be assumed realizations of a continuous random variable. For instance, the proportion of mercury in amalgam is the ratio of 2 continuous random variables with numerator the weight of mercury and denominator the total weight. But, because some alloys do not contain the specific component this ratio can be zero. The other extreme is that the alloy is not an alloy but a pure substance. Thus, although a fraction is a proportion the method explained in Section 3.1 cannot be used here. On the other hand, a mixture distribution could describe the distribution of fractions by adding to a classical distribution on (0, 1) two point-mass distributions at the boundaries, i.e., at 0 and at 1. This is similar to the models considered by Zhou and Tu [24] and Lachenbruch [11, 12] who examined two-part models for positive random variables with a zero-part and hence we call it a three-part model. Formally, the three-part model is
where
where d i is the indicator vector specifying when U ∈ (0, 1) is observed, I(y = a) is the Dirac function being 1 for y = a and zero elsewhere and p 1 > 0, p 2 > 0, p 1 + p 2 < 1. Clearly, the proportions p 1 , p 2 represent the proportions of subjects who have a score 0, 1 respectively and need to be estimated from the data. A useful extension could be to include covariates in the 0-and 1-parts, as well. Namely, the probability of belonging to one of the three parts can be given by the regression model:
where e.g., h is the logit function, α j (j = 1, 2) are two parameter vectors and w i is a set of covariates not necessarily the same as x i (i.e., the covariates in the continuous part).
The three-part model could also be considered in the two previous sections, in case the logistic transform does not provide a good fit to the data or its use is not supported by the problem's nature as will be seen in Section 6.2.
Alternatives to the logistic-normal distribution
In Section 3 we emphasized the logistic-normal distribution, but it is not the only suitable distribution resulting from the logistic transformation and not necessarily the best one either. Indeed, statistical inference based on the normal distribution is known to be vulnerable to outliers. A more robust approach is to use the logistic-t distribution instead of the logisticnormal [13] . Of course, for scores on (0,1) a part of the attractiveness of the approach would be lost because we would need to replace the classical techniques, like the t-test, by more sophisticated ones. The same remark applies for a proportion on [0,1] with a latent score on (0,1), since the current software (e.g., SAS proc NLMIXED) assumes normality for the latent scores. For the rounding-off mechanism changing from a logistic-normal to a logistic-t distribution is relatively straightforward since it only involves replacing the normal integrals by t-integrals. Moreover, using the BFGS algorithm as optimization procedure requires only the first-order derivatives to be adapted which can easily be computed.
Another extension to the logistic-normal distribution is obtained by changing the logistic transformation. Aitchison and Lauder [2] suggested the Box-Cox transformation family
for which when λ → 0 corresponds to the logistic transformation. However, the authors did not document the usefulness of their extension. For the analysis of clinical trial data, we suspect that the extra flexibility has little to offer.
Simulation study
The purpose of this simulation study is to evaluate our proposals for analyzing bounded outcome scores on [0,1] in the two-group situation and under the shift-alternative on the transformed scale. More specifically we focus on the cases described in Sections 3.1 and 3.2 and are interested in the probability of the Type I error and the power for different alternatives. Further, we assume below that the first treatment group pertains to the control treatment and the second treatment group to the experimental treatment.
Set up of simulation study
All simulations involve two-group comparisons. We first look at scores on (0,1). The mean and variance from the control and experimental treatments are specified on the transformed scale and vary from 0 to 3 and from 1 to 4, respectively, to ensure different shapes of the distribution on the original scale. In particular, to achieve U -shaped and Unimodal distributions we used µ = 0 and σ equal to 4 and 1, respectively. For the J-shaped we used µ = 3 and σ = 1. Further, we vary ∆/σ from 0 (H 0 ) to 0.2, 0.5 and 1, corresponding to no, small, moderate and large treatment effects, respectively. In all cases the mean of the model is µ + ∆x ∆ , where x ∆ is the treatment indicator. The sample sizes for the treatment groups vary and are taken as n 1 = n 2 = 20, 50 and 100. We sampled from a logistic-normal, a logistic-t and a logistic-logistic distribution. Each situation was sampled 1000 times. For all sampled situations we apply the two-sample t-test on the transformed scale and the Wilcoxon test (on the original scale). While these simulations actually represent a power comparison between a two-sample t-test and a Wilcoxon test, they are not of primary interest to us. However, they are useful to serve as a benchmark to the simulations on [0,1].
To simulate scores y i on [0,1] we use the simulated scores u i on (0,1). Firstly, we create proportions (like for the compliance measure) by simulating from the Binomial distribution with probability u i and N i fixed first at 30 and then varying stochastically from 10 to 200. Then we compared the Wilcoxon test on the original proportions with an analysis using a generalized mixed-effects model (i.e., SAS proc NLMIXED). Secondly, the y i s are obtained using the coarsening mechanism that y i = k/m when (k − 0.5s)/m ≤ U i < (k + 0.5s)/m, where (k = 1, . . . , m) with s = 1 and m = 10, 30 and 50. In the boundaries, we have y i = 0 when 0 < U i < 0.5s/m and y i = 1 when (m − 0.5s)/m < U i < 1. In this case we compare the Wilcoxon test with the model of Section (3.2) assuming as reference distribution for the latent variable the logistic-normal. For this model an S/R function was written by the authors which is available upon request.
In a second step the effect of including a baseline covariate into our models is examined. The purpose is to show the advantage of our approach above versus a non-parametric approach by allowing for covariate adjustment thereby increasing the power of the statistical comparison between the treatment groups. This simulation was inspired by the results obtained from the THAMES and from the survival part of the ECASS-1 study. More specifically we have taken the value of ∆ from these studies. Further, we have taken for µ = 0, 1. 
Simulation results

Results on (0,1)
First we compared (results not shown) the achieved significance level and power of the t-test on the logistically transformed score and the Wilcoxon test on the original score are compared on random variables with a logistic-normal, a logistic-t and a logistic-logistic distribution, respectively. This is actually a standard comparison of the test characteristics of the t-test and the Wilcoxon test. The results are not particularly of interest here but were useful as a benchmark for the results in the following subsections. The simulation results indicated (as expected) that the t-test and the Wilcoxon test have similar characteristics under the nulland alternative hypotheses, with the Wilcoxon test having a slightly higher power for the logistic-t and logistic-logistic distributions.
Results for the Binomial model
In Table 1 the comparison between the Wilcoxon test and the Binomial model with a normal random-effect and N i = 30 is presented. In the majority of the cases we observe that the performance of the Wilcoxon test is nearly identical with the one of the Binomial model. The Type I error is close to 0.05 for all the cases even for the small sample size n = 40. Further, we observe the expected positive association of the power with the sample size and the effect size ∆/σ. However, the power does also depend on the shape of the distribution, in contrast to the results of the previous subsection. In particular, we observe that more powerful is the Ushaped, followed by the Unimodal and the J-shaped, especially for small N i . An explanation of this phenomenon lies in the fact that the latent score U i (true probability of success) is not known but only the observed proportion is. When all the true proportions are relatively close to 0 or to 1 the observed proportions will be relatively close to each other, especially when N i are small. A proof of this is seen in the power of the Wilcoxon test which shows a similar behavior. When N i varies from 10 to 200 (results not shown), the power increases and the dependence of the power on the shape of the distribution gradually decreases.
Results for the Coarsening model
In Table 2 the comparison between the Wilcoxon test and the model based on the coarsening mechanism of Section 3.2 with m = 10 is presented. Basically the same phenomenon is seen as for the previous case. Further, a similar explanation of why the J-shaped model performs worse can be given. However, as m and n increase, the distribution shape dependency of the power gradually disappears.
Including covariates
The results for the power calculations when taking the response measured at baseline into account are presented in Tables 3 and 4 . First of all, we observe that now the Wilcoxon can have a much lower power than the parametric models taking the baseline covariate into account. Further, as σ and ρ increase the difference in power between the parametric models and the Wilcoxon test increases. Finally, we observe that this difference is more obvious for the THAMES study since in this case the estimated ∆ is lower and thus more difficult to detect by the nonparametric test.
Applications
A compliance-enhancing intervention study: THAMES study
Recently, an open-label, multicenter compliance-enhancing intervention (THAMES) study was completed in Belgium to measure the effect of a program of pharmaceutical care, designed to enhance adherence to atorvastatin treatment. All patients, aged 18 years or above, who had been taking atorvastatin for at least 3 months were included in the study provided they usually got their medication in one of the pharmacies participating in the study. Four welldefined districts were identified, two in Flanders (North of Belgium) and two in Wallonia (South of the country). In both Flanders and Wallonia, all pharmacists in one of the districts were to apply measures to improve compliance and enhance persistence, whereas in the second district no such measures were taken. All pharmacists were equipped with the MEMS system, an electronically monitored pharmaceutical package designed to compile the dosing histories of ambulatory patients taking oral medications (see [19] ). At the first visit, the pharmacist instructed the patient how to use the monitored packages. Depending on the number of tablets prescribed and posology, the patient was instructed to return to the pharmacy every month or every 3 months. The total study duration was 12 months. Therefore, the number of visits to the pharmacy ranged from 5 to 13. At each visit, the patient's dosing history was checked by means of the electronic monitoring system. The period between the first and second visit was considered to be the baseline period. In addition to the compilation of dosing histories as described above, pharmaceutical care measures to enhance compliance/persistence with the prescribed dosing regime were applied from the second pharmacy visit onwards, i.e. after the baseline period. The pharmacist used several tools to improve compliance, more details can be found in [21] . In case the patient failed to appear for the last visit, contact was made with the patient by telephone or postcard in order to obtain the reasons for drop-out.
The primary efficacy parameter of the THAMES study was adherence to prescribed therapy in the post-baseline period whereby adherence was defined for each patient as the proportion of days during which the MEMS record showed that the patient had opened the pill container. This variable was also estimated at baseline (baseline adherence) between the first intake of drug and the time of the second visit to the pharmacy. The second pharmacy visit was the first time the pharmacist was to counsel with the patient based on observed dosing history data. Finally for the calculation of the "post-baseline adherence" the post-baseline period was arbitrarily cut-off at day 300.
Baseline covariates
The THAMES study could not be randomized due to practical difficulties. Therefore, we need to compare the baseline covariates of the intervention and control groups. In Table 5 we compared: gender, age, weight, work status (unemployed versus employed), a cardiovascular risk score (see Vrijens et al. [21] ), family history of CHD and the pdays at baseline with the appropriate statistical techniques. Especially, the adherence at baseline is of interest, the Wilcoxon test gives a significant value (p-value = 0.011). The reasons for this significant difference at the start are not clear, but it requires that the imbalance at the start needs to be taken into account. We were aware of the potential dangers of correcting for baseline covariates in the presence of imbalance at baseline (see e.g., Wainer and Brown [22] ). However, for illustrative purposes we will still perform an ANCOVA type of analysis in the next subsection, for instance to show that our approach easily incorporates baseline covariates.
Efficacy comparison
Initially, we checked for a treatment effect without correcting for any baseline covariates. Both the Wilcoxon test and the Binomial model give a significant intervention effect with p-value < 0.001. In Figure 3 the histograms of the two treatment groups with superimposed kernel estimates and fitted distributions are presented. We observe that the estimated logisticnormal distributions provide a very good fit to the observed data. Finally, P ∆ = 0.657 with corresponding 95% C.I. using the Delta method (0.601, 0.713), which also supports the intervention effect.
In the second part of the analysis we take into account the baseline covariates mentioned in Section 6.1.1. Note that the logit of baseline adherence was taken as covariate. In Table  6 the results of the Binomial model with a logistic-normal random effect are shown. A highly significant intervention effect (p-value < 0.001) is seen. Also, most of the covariates do not seem to have a strong impact on the response. As mentioned above our analysis uses a generalized linear mixed model to estimate the intervention effect. A competitor is a marginal GEE model. In Table 7 the results are shown from an analysis using R function glm (see also Section 3.1). As expected the intervention effect is lower now. On the other hand the regression coefficients of the other regressors are larger in absolute value than for the previous analysis indicating that in the generalized linear mixed approach the random variable Z captures much of the extra-Binomial variation. While we are aware of the dispute between statisticians regarding the use of a random effects model versus a marginal model, we believe that here the generalized mixed effects model is to be preferred since the estimated intervention effect can clearly be related to the obtained effect if the true compliance measures were known.
A stroke trial: ECASS-1 study
The ECASS stroke study is a double-blind randomized parallel study designed to compare the effect of alteplase (a thrombolytic drug) and placebo in patients with an acute ischaemic stroke. The primary outcome is patient status at 3 months assesses by the Barthel index, a measure of quality-of-life assessing the ability of patients to perform daily activities. For more details we refer to [6] and [5] . Several versions of the Barthel index exist. In the ECASS-1 study the one used has scale from 0 to 100 with steps of 5. This version can be standardized such that the values lie in [0,1]. The higher the score the better the patient can live an independent life with 1 as the maximal value when the patient can live an independent life without the help of others. The score could also be considered as a reflection of a latent scale which measures the ability to cope with a handicap resulting from, say, a cerebrovascular stroke. In this way it is plausible that the latent score for most if not all patients is less than 1. This is medically supported since an observed score of 1 does not necessarily imply complete neurologic recovery of the patient. Further it is also true that for a patient who survived a stroke with a (observed) score of zero his/her true latent score is close to zero but not really zero. But, clearly this is different from a patient who has an observed score of zero because he did not survive the stroke. For this patient our assumption of a latent score on (0,1) is not tenable. We could overcome this conflict by using a two-part model with one point-mass distribution at 0 describing the patients who did not survive the stroke and a continuous latent variable in (0,1) reflecting the ability for the remaining patients. Observe that this model is not exactly the same as the one described in Section 3.3. Indeed, here the mixture is based on the extra information we have on the patient (survived versus deceased) and not in the first place on the observed value of zero for the bounded outcome score.
In particular, combining models (5) and (7) , the model for the Barthel index which takes into account patient mortality has the form,
The corresponding log-likelihood is given by,
are given in Section 3.2. Since the parameters α and θ have distinct parameter spaces, model (8) splits up in a logistic regression for the mortality rate and the coarsening model for the latent ability only for the survivors.
According to our remarks in the beginning of this section, a reasonable coarsening mechanism in the case of Barthel index could be,
where m = 100 and s = 5 in our case and when k−s/2 m < 0 or k+s/2 m > 1 then y i (u i ) equals 0 or 1, respectively. Before adopting this mechanism and use model (8) for our analysis we should consider any discrepancies from the CAR assumption. The use of this mechanism assumes two different lengths for the intervals in which u i might lie, namely s/2m if u i ∈ (0, s/2m) or u i ∈ (0, 1 − s/2m) and s/m in any other case. However, based on Corollary 1 of Heitjan and Rubin [8] , we could assume CAR here because the type of coarsening used is known from y i and moreover for all the values of u i ∈ y i we obtain the same coarsening mechanism.
In accordance with [15] we first perform a Wilcoxon test on all patients ignoring their mortality status. This gives a non significant treatment effect with p-value = 0.104. Observe that this analysis mainly addresses the more practical question of how beneficial the thrombolytic treatment is overall (combining ability with mortality).
Using model (8) we first divided the total study sample into survivors and deaths. The model uses a logistic regression to predict mortality. The second part of the model only involves survivors and on this part the model introduced in Section 3.2 is used. As mentioned above, when the parameters of the two parts of the model are different, the analysis splits up into two independent parts. The results for the effect of treatment and baseline covariates on mortality are presented in Table 8 . In particular, we observe no treatment effect (p-value = 0.080) but only a significant age effect (p-value < 0.001).
With regard to the second part of the model, we started our analysis without using any baseline covariate. Both the Wilcoxon test and the coarsening model give a significant treatment effect with corresponding p-values equal to 0.002 and 0.003, respectively. In Figure 4 the histograms of the two treatment groups with the superimposed kernel estimates and the fitted distributions are presented. We observe also here that the estimated logistic-normal distributions provide a very good fit to the observed data. The estimated P ∆ equals 0.583 with corresponding 95% C.I. using the Delta method (0.530, 0.637), showing the treatment effect. In a second step the baseline covariates are introduced into the model. Table 9 presents the results of the Coarsening model. A more significant treatment effect (p-value = 0.001) is obtained by introducing the covariates and again a significant age effect (p-value < 0.001) but of course in the other direction now.
Conclusion
The assumption of a latent variable on (0,1) together with the logistic transform facilitates the modelling of the distribution of the bounded outcome score on [0,1] and allows baseline covariate adjustment. We believe that this is the main advantage of our approach over other approaches.
Despite the attractiveness of our approach, some critical remarks are needed. For the Binomial model, we assumed that a random intercept model is adequate. For the compliance example, this assumption is probably justified when the period upon which pdays is calculated is relatively short. However, for longer periods it is likely that a random slope or serial correlation is needed. On the other hand for the Coarsening model, a particular coarsening mechanism needs to be chosen in order to calculate the integrals in (5) . However, it is not always clear which coarsening mechanism is underlying a discrete outcome score. For instance, the coarsening mechanism chosen for the Barthel index was driven by logical reasoning but there is no way of verifying whether this coarsening mechanism actually applies here.
We believe that future research is needed to render our approach more useful in practice. For instance, it would be helpful to have analytical expressions which allow us to calculate the necessary sample size when planning a clinical trial with bounded outcome scores given µ, ∆, σ and (a) N for the Binomial model or (b) m for the Coarsening model. Further, repeated models for bounded outcome scores using either a multivariate approach as suggested by Aitchison and Shen [3] or incorporating random effects could be useful. Finally, a closer look is needed on how to include bounded outcome scores as covariates in a regression model. 
