In many situations of interest, obstacles to acoustic wave propagation such as terrain or buildings exist that provide unique challenges to localization. These obstacles introduce multiple propagation paths, reflections, and diffraction into the propagation. In this paper, matched field processing is proposed as an effective method of acoustic localization in a two dimensional scattering environment. Numerical techniques can be used to model complex propagation in a space where analytical solutions are not feasible. Realistically, there is always some uncertainty in model parameters that in turn can adversely affect localization ability. In particular, uncertainty in array location, sound speed, and various parameters affecting inter-array coherence only are investigated. A spatially distributed, multiarray network is shown to mitigate the effects of uncertainty. Multiarray inverse filter processing techniques are evaluated through perturbation of uncertain model parameters. These techniques are more accurate and flexible to implement than other matched field processing methods such as time reversal.
I. INTRODUCTION
The ability to detect, locate, and identify acoustic sources, be they gunfire, animals, or geological events, is advantageous to a wide range of monitoring and surveillance applications. 1 An approach utilizing multiple inexpensive nodes of simple acoustic sensors to form a distributed sensor network can be very effective. 2 Strengths of acoustic sensors include long range, high-fidelity, no line of sight ͑LOS͒ to target, and passive nature.
Many free-field techniques are available to accomplish acoustic source localization-such as time difference of arrival, 3 interaural level difference, 4 and triangulation of bearings 5 -which passively exploit phase and or amplitude differences between sensors. These methods are formulated assuming plane wave propagation and break down in more complicated environments such as urban areas. The major difference is the presence of terrain or buildings that act as obstacles to acoustic wave propagation. These obstacles obstruct LOS and introduce multiple propagation paths, reflections, diffraction, and scattering into the propagation. Specifically, reverberant energy distorts loudness cues and indirect paths distort phase cues and time of arrival. Localization by bearings can tolerate some cases of non-LOS, such as diffraction over a hill, but will be confused by image sources. Returns from the environment that stand prominently above the diffuse and temporally decaying reverberation background and can be confused with or camouflage returns from an intended target and are known as clutter.
The problem of multipath propagation is well known and many statistical approaches have been proposed to mitigate the effect of clutter. 6, 7 In a known environment, a powerful method for acoustic source localization is time reversal refocusing 8, 9 in which sensor measured signals are backpropagated in a virtual environment using finite-difference time-domain ͑FDTD͒ models that incorporate the geometry and propagation physics. Because of the reciprocity of the wave equation, inverted signals emitted from the sensor locations converge on the original source location. Time reversal acoustics has been developed recently in many fields, 10, 11 especially medical ultrasound, and focusing ability has been found to degrade when there is a loss of information. 12 Specifically, dissipation in the medium breaks the invariance of wave equation and, in practice, the time reversal operation is achievable only on a limited aperture time reversal mirror 13 that results in decreased focusing quality in diffracting media. Measurement of a propagation matrix, the collection of transfer functions between the time reversal mirror and multiple sources, to create an inverse filter has been shown to give superior performance to time reversal at the cost of more measurements. 14, 15 This relationship between time reversal and inverse filtering has been extensively studied. 16, 17 In this paper, matched field processing ͑MFP͒ using an inverse filter is presented as a method to locate acoustic sources in an urban environment using multiple microphone arrays. Whereas the conventional plane wave beamformer 18 steers an array in a particular direction, a matched field processor exploits the full-field acoustic propagation to predict the pressure in multiple dimensions, i.e., if the field is complex enough such that it cannot be described by a single plane wave, the fields are distinct enough such that multidimension resolution is possible. The process entails matching the sensor measured acoustic field with replicas of the expected field at multiple locations, essentially an inverse problem. MFP has been largely developed in ocean acoustics 19 for source localization and tomography. The replica fields are obtained by applying the acoustic wave equation to waveguide propagation models. In contrast to the typical underwater application, there is no closed form solution for the array manifold vectors in scattering environments due to the complex nature of propagation. The array manifold vectors can be obtained by measurement 20, 21 or numerical modeling. The logistic challenges of large-scale measurements compared to the widespread availability of urban geographic information and flexibility of numerical models makes this option attractive. Regardless of the employed approach, model-environment mismatch is a concern.
MFP accounts for the unique signature of the reverberant acoustic field at a receiver such that location of a propagating source can be determined anywhere in the known environment. Naturally, localization performance is correlated with the quality of a priori information. There is always some uncertainty in the precise location and even presence of scatterers, and fluctuations in the atmospheric conditions, temperature, and density of the medium are unavoidable. Mismatch has been studied extensively in the context of ocean acoustics; 22, 19 however, urban environments offer unique challenges. Some of the effects of model uncertainty have been studied in the context of time reversal refocusing. Liu et al. 23 found that localization was generally tolerant of minor changes in scatterer position, although the addition of an obstacle close to a receiver caused substantial degradations. Yon et al. 15 reported similar robustness to perturbations such as moving persons within a room. In a second experiment, small variations in temperature were shown to increase the sidelobe level during focusing. It will be shown herein that because uncertainty in any given parameter can be interpreted as uncertainty in the phase of a propagating wave, many forms of uncertainty have similar effects.
In this paper, a network of multiple acoustic arrays is proposed to mitigate the effects of uncertain environmental parameters. One of the great strengths of sensor networks is the multitude of information from disparate vantage points. This is especially apparent in urban environments, where large obstacles can obstruct LOS and cause heavy shadowing at some receiver locations. It will be shown that the extent of error is highly dependent on the source-receiver geometry. The error induced by model mismatch is used to evaluate the relative performance of two multiarray processing methods: coherent and incoherent. While coherent processing utilizes more information, incoherent processing is more robust to distorted information. Uncertainty affecting inter-array coherence only is also investigated. Source localization with distributed sensor arrays and partial spatial coherence has been studied in the context of plane wave propagation. 24 However, matched field processing using multiple arrays has not been considered previously.
In Sec. II, the signal model and signal processing methods are presented. Multiarray processing methods are introduced. It is shown how numerical modeling techniques can be used to acquire the propagation matrix for MFP. In Sec. III, an example of acoustic propagation in a complex urban environment is used to demonstrate single and multiarray processing methods. In Sec. IV, the effect of uncertainty ͑calibration error, model mismatch, and uncertainty affecting inter-array coherence only͒ on these methods is examined through numerical experiments to demonstrate the relative performance during practical implementation. The performance is spatially dependent and it will be shown that this technique readily lends itself to the advantages of a spatially distributed sensor network and incoherent processing.
II. THEORY

A. Signal model
In general, we assume small compact nodes each equipped with a microphone array, limited onboard computational ability, and a communication link to the network. Consider N nodes each with M sensors and a single stationary source radiating at one of J discrete locations l n = ͕x s , y s ͖. A schematic of a representative two dimensional ͑2D͒ node-source geometry appears in Fig. 1 . Solid black objects represent buildings which obstruct LOS and introduce multiple propagation paths, reflections, diffraction, and scattering into the propagation.
The sampled signal at the mth microphone on the nth node r n,m,j ͑t͒ consists of the jth source signal s j ͑t͒ filtered by the environment and a noise component v n,m ͑t͒ as follows:
where d n,m,j ͑t͒ is the impulse response between source and receiver which captures the effects of propagation in a complex environment as well as the acousto-electric response of the receiver. In the frequency domain, let r n ͑͒ be the vector of complex sound pressures measured by the M microphones of the nth array and s͑͒ be a vector of complex source signals radiating from J locations at frequency . r n ͑͒ and s͑͒ are related by D n ͑͒, an M ϫ J complex propagation matrix, where d n,m,j ͑͒ is the transfer function between the mth microphone and a sound source radiating from the jth location. Therefore, we have 
In general, notation indicating time or frequency dependence will be suppressed when it is clear from the context.
B. Propagation model
In typical beamforming applications, free-field propagation is assumed and the propagation matrix can be described analytically by the source-receiver distance. 18 Urban propagation is a very complicated problem because of the presence and often irregular structure of many intersecting streets amid variously shaped buildings. In such environments, closed form expressions for acoustic pressure between arbitrary source and receiver locations do not exist. Because of its major importance, noise propagation in urban spaces has been studied for a long time. A history of various approaches can be found by Picaut et al. 25 Recent advances in computational power enable numerical models of sufficient complexity to be calculated. The FDTD method has been chosen due to its flexibility, accuracy, and ease of implementation.
The FDTD method solves a first-order approximation of the differential equations that govern acoustic wave propagation. It is possible to create very high-fidelity models which can simulate the acoustic field in the presence of complicated phenomena such as scattering obstacles, transient sources, nonlinear effects, and a moving inhomogeneous medium. 26 The widely accepted staggered difference algorithm, 27 or leapfrog method, is used in which velocity and pressure calculations are staggered in both time and space. A substantial reduction in computational requirements is achieved by using a two dimensional model as an approximation of the three dimensional world. This involves a number of approximations and limitations to the modeling capability; 28 for example, buildings are essentially infinitely tall and vertical propagation is ignored. However, the kinematics of the computations remains accurate and the 2D model is sufficient to describe all phenomena of interest for the purpose of this work.
To build the propagation matrix D, a FDTD simulation is run once for each source location. The pressure histories at the sensor locations are stored and a Fourier transform is performed on each impulse response to yield the frequency domain steering vectors.
C. Matched field processing
Matched field processing provides an estimate of the field distribution given the sample covariance matrix. The matched field power response function is the beamformer output
where w j is a M ϫ 1 vector of complex frequency domain sensor coefficients for the jth source and ⌽ RR is the cross spectral density of the vector of microphone outputs. 19 The real vector b is the concatenation of j beamformer outputs and an estimate of the squared source location vector s 2 . The source location estimate is chosen as the argument that maximizes b. There are many different choices for w based on the statistics of the data received at the array. The goal is to optimize the beamformer response so the output contains minimal contributions due to noise and signals arriving from directions other than the desired signal directions.
Matched field processing is a generalization of plane wave beamforming and many algorithms developed in this context have been adapted to MFP. The minimum variance distortionless response ͑MVDR͒ beamformer has been developed in the context of plane wave beamformers 18 and has been introduced to MFP, 19 sometimes referred to as the maximum likelihood method. It has a number of attributes suitable to MFP; these include good sidelobe suppression and a modest tolerance to mismatch when compared to other adaptive methods. The weights are given by
where d j is a M ϫ 1 vector of complex frequency domain sensor coefficients for the jth source. The noise-only covariance matrix ⌽ VV is used as it allows for flexibility in design, and inclusion of the signal in the matrix can increase sensitivity to mismatch. 29 Practically, it can be difficult to obtain signal free estimates of the noise cross spectral density ͑CSD͒. Assuming a diffuse noise field creates a superdirective beamformer that optimally rejects coherent noise. However, uncorrelated noise is amplified at low frequencies where ⌽ VV becomes ill-conditioned. In order to overcome this problem, the MVDR beamformer can be solved under a white noise constraint. The method uses a small added scalar to the main diagonal of the CSD matrix, which also conditions the matrix for inversion.
The factor ␣ can range from 0 to 1, which results in the unconstrained superdirective or delay-and-sum beamformer, respectively. Here, ␣ can be chosen based on the noise field and equipment used, and for this work a value of ␣ = 0.01 is used to provide a balance between directivity index and white noise gain. This realization of ⌽ VV is used for all the results to follow.
D. Multi-array processing
Incoherent network processing implies that the individual beamformer outputs of each array are combined in a magnitude only sense; no phase information is shared. For example, the outputs could be averaged such that
Any correlation that may exist between the arrays is ignored. Although the potential for this information is lost, the processor is ultimately robust against any corruption of said information.
To process the data from all arrays coherently, all the individual microphones are treated as part of a single compound array ͑i.e., sensor outputs r n from each of the N arrays are aggregated into one vector͒. Because the array signals are combined in a complex sense, the relative magnitude and phase information is retained. Alternatively, incoherent processing discards this information and the criterion for any given optimal weights is not met. Assuming perfect coherence between all sensors in the network, the optimal coherent method will outperform the incoherent method. However, the incoherent processor is robust to a lack of inter-array coherence. This will be explored in more detail in Sec. III.
E. Broadband processing
If the source is broadband such that there is energy distributed across some frequency bandwidth, the beamformer output can be combined across F frequencies. The use of increased amounts of data stabilizes the estimation process, and has been found to be effective in reducing ambiguous beamformer sidelobes. 30 There are a number of different ways to combine the beamformer outputs across frequency; these can be classified broadly into two classes: conventional incoherent methods and coherent broadband methods. 31 Depending on the propagation environment, the beamformer outputs may contain useful cross frequency information if spatially correlated noise is present.
Broadband incoherent processing ignores any correlation across frequency and is optimal only in the unknown flat source spectrum case
where the matched field power response function b j ͑ f ͒ can be the result of incoherent or coherent array processing.
III. MULTI-ARRAY MATCHED FIELD PROCESSING IN AN URBAN ENVIRONMENT
A. Test environment
The test environment for the following numerical experiments is based on an artificial training village of 15 closely spaced concrete buildings in a flat area, similar to that used for previous time reversal experiments. 8 A general consistency between the sound pressure level given by a two dimensional FDTD model and measured microphone data at multiple locations has been found in previous work by Liu and Albert. 32 Given the results of the experimental validation, a similar FDTD model has been constructed for this work. Figure 2 shows the geometrical relationship between five four-microphone arrays and multiple scattering objects over a 160ϫ 110 m 2 area. The scattering objects are treated as rigid ͑infinite impedance͒. At the wavelengths of interest, any surface roughness present on the scattering objects is negligible. The source signal is a Ricker wavelet 33 with a center frequency of f c = 100 Hz. This a zero-phase wavelet commonly used in seismology to represent impulsive sources. The FDTD spatial mesh is Cartesian with grid cells ͕⌬x , ⌬y͖ = ͕0.2, 0.2͖ m yielding 440 000 elements overall. This allows for roughly 17 grid points per primary wavelength. Microphones are arranged in each array with radius 0.2 m. Here, 3626 source locations are specified at 2 m spacing in a rectangular grid. To ensure numerical stability of the FDTD calculation, the time step is chosen to satisfy the theoretical courant condition. 34 The time step is chosen as 0.3 ms and the simulation is run for 2500 time steps or 750 ms to allow the pulse excitation to sufficiently propagate through the environment. All 2500 points are used to calculate the fast Fourier transform ͑FFT͒ for subsequent frequency domain processing.
B. Numerical example
The transmission loss 19 of two single arrays has been reshaped into a two dimensional matrix and laid onto the proper coordinates in relation to the scatterers ͑Fig. 3͒. In addition to spherical spreading, the sensitivity is heavily influenced by reflection, diffraction, and shadowing introduced by the scatterers. Similarly, the transmission loss of the entire coherent five-array network also appears in Fig. 3 ͑right pane͒. The transmission loss of the coherent network is distinct from any single array. Contrary to an average, it takes on the features of the most sensitive array to any given location; i.e., the coherent sensitivity is low only if the sensitivity of every individual array is.
Generally, source localization is very challenging in scattering environments due to multipath propagation. However, the MFP performance actually increases over the freefield case as complex diffraction and scattering lends spatial distinction to the acoustic field, known as hyper-resolution. 35 Aubry et al. 36 has shown the complexity of a scattering medium to increase the global number of degrees of freedom of the propagation matrix. Considering two single arrays ͑node 1 and node 2͒ and two multiarray processing strategies ͑coherent and incoherent processing utilizing all five nodes͒, the broadband beamformer matched field power response functions corresponding to a source at l s = ͕65, 73͖ have been calculated and are presented in Fig. 4 . Twenty-five discrete frequencies have been averaged in the band 90-120 Hz, which has reduced the sidelobe level. These are also known as ambiguity functions because they show the relative uniqueness between the beamformer output at each location. In all cases, the maximum of the matched field power response function is at l s . Regions in space that share a similar amplitude and phase response to the true source location are essentially sidelobes as in directional beamforming. However, in MFP, the characteristics of the environment have a far greater influence on beamformer sidelobes than microphone geometry. Node 2 receives more direct energy and is in closer proximity than node 1 which receives propagation through many buildings. The complex geometry creates a distinct acoustic field; however, in a large domain, the distinction is not necessarily unique at every point as evident by sidelobes. While both the incoherent and coherent network clearly resolves the source, sidelobes are more efficiently reduced by the coherent processing. The incoherent approach is an average so while one array's contribution eliminates some of the ambiguity of another, it also adds some of its own.
IV. UNCERTAINTY AND LOCALIZATION PERFORMANCE
In this section, some aspects of practical implementation are studied in a complex urban environment. The relative performance of individual arrays and multiarray processing techniques is evaluated considering uncertainty in model parameters. Because the effects are highly dependent on the source-receiver geometry, localization error is calculated over the entire domain. Finally, the feasibility of using freefield weights for MFP in a full-field environment is investigated. 
A. Forms of uncertainty
The ability of the true source location to dominate the magnitude of the beamformer output will degrade in the presence of uncertainty. This uncertainty can manifest itself in a variety of ways, such as thermal noise originating from the sensors and associated hardware, noise from wind, and acoustic interferers. It is also likely that the numerical model or experimental situation used to obtain the steering vector matrix differs from the situation in which signals are measured, such as discrepancies in the geometry and impedance characteristics of buildings. Fine features at a small scale are computationally expensive to model and unlikely to be known at high levels of detail. Regardless, even an experimentally characterized array will suffer from the ever changing atmospheric conditions, temperature, and density of the propagating medium. Numerical experiments offer fine control over individual parameters. This section outlines some forms of uncertainty and how they are simulated. Each form of uncertainty is introduced in isolation with the exception of uncertainty due to inter-array coherence when explicitly noted
Uncertainty due to calibration error
It is possible that the true location of a microphone array differs from the numerical model. Even precise location measuring devices such as those utilizing global positioning system ͑GPS͒ can exhibit significant variance and drift. This is known as system mismatch or calibration error and various forms, such as array tilt, have been studied in ocean acoustics. 19 It is informative to view these uncertainties in terms of the phase of a propagating or reflected wave. For example, at 100 Hz, an uncertainty of 2 m represents 210°of phase. Therefore, near a reflecting boundary with an uncertainty of 2 m, we cannot be certain whether the reflected wave will be in phase or out of phase with the incoming wave at any given position. To investigate this case, a perturbed model was built in which the location of each sensor array is shifted 2 m in one direction ͑Fig. 5͒.
The original and perturbed node locations are listed in Table I Broadband matched field power response functions for a 2 m uncertainty in array location are presented in Fig. 6 . In general, a perturbation of the steering vectors causes the mainlobe to decrease in value while the sidelobe levels fluctuate. The precise effect of model mismatch, however, is very complex and dependent on the array-source geometry and model. Contrary to both multi-array techniques, none of the single array maps maintained the global maximum at the true source location.
In the case of mismatch, the signal model is no longer described by Eq. ͑2͒. Although the received waves do not match any cataloged steering vectors, they are coherent across the array. Uncertainty in model parameters can be interpreted as corrupting the steering vectors with spatially correlated noise. Note that, from a MFP beamformer design standpoint, this is a motivation for using the superdirective beamformer over the delay-and-sum beamformer ͑which optimally rejects incoherent noise͒.
Uncertainty due to model mismatch
Like an uncertainty in location, uncertainty in the temperature of the propagating medium can be interpreted as a phase uncertainty and has a similar effect. Consider a 20°C perturbation in temperature. There is a 3% increase in the speed of sound between 15 and 35°C With this change in temperature, a propagating wavefront at 100 Hz will be completely out of phase with a wave at the original temperature after approximately 15 wavelengths or about 52 m. To investigate this case, a perturbed model was built in which the temperature was increased by 20°C. Data from the perturbed model simulate signals actually acquired while the data from the original model are an estimate D of the true steering vector matrix. Visual results for this case are suppressed for brevity, but will be addressed in Sec. IV B.
Uncertainty affecting inter-array coherence only
Atmospheric turbulence and uncertainty in parameters such as the speed of a moving medium are likely to have a negligible effect on the closely spaced sensors of a single array but can cause substantial phase differences on a larger scale between microphones on separate nodes. 37 Furthermore, data from each node are referenced to an individual clock, which is subject to desynchronization with the network. All of these factors compromise inter-array signal coherence. To simulate perfect intra-array coherence while degrading inter-array coherence, each array's signal vector r n is phase shifted by a realization of a random phase factor = e i␤v , ͑8͒
where i = ͱ −1, v ͕0,1͖ is a uniformly distributed random variable and ␤ ͕0,2͖ is a parameter governing the extent of phase distortion. Over many averages, the spectral coherence function matrix of the compound array becomes block diagonal, with ones on the block diagonal ͑corresponding to individual arrays͒ and reduced inter-array coherence elsewhere. Here, we confine our study to the limiting case of zero inter-array coherence induced by ␤ = 2. Although a range of coherence is possible, this example represents the worst-case scenario. Despite precautions such as using the best available hardware, in practical implementation it is often unrealistic to assume a level of coherence due to the variability of the propagation medium ͑turbulence, wind, temperature gradients, etc.͒. Figure 7 displays two cases of a broadband coherent network matched field power response function due to an absence of inter-array coherence. More robust than timedomain methods, the frequency domain formulation decouples the magnitude and phase and coherent processing is still viable even though coherence between arrays is 0. The first case, Fig. 7 ͑top͒, considers the effect of zero inter-array coherence only. Compared to Fig. 4 , the result is a very similar response to the unperturbed coherent case with the addition of increased sidelobes due to the corrupted phase information. However, the sidelobes are not as high as the incoherent processor which does not utilize relative amplitude information. In contrast to typical free-field beamforming, the relative amplitude provides discriminating informa- Fig. 6 ͑bottom right͒, again we see increased sidelobes and a peak that has shifted farther from the correct location. In this case, both the relative phase and amplitude information is distorted. A loss of inter-array coherence alone is not enough to disrupt localization; it intensifies the effect of other uncertainty
B. Spatial variation of performance
While many studies have been done on the consequences of imperfect models 23 and it is almost always assured that model uncertainty will degrade beamformer performance, the extent of the degradation is both model specific and highly dependent on the array-source geometry as shown previously. To quantify the impact of mismatch on performance, it is necessary to search a large domain. In the past, this has been difficult as many time-consuming computations must be carried out. With the availability of ever increasing computational power, however, simulations of useful scope can be executed reasonably. The localization performance of each individual array and the entire network considering various forms of uncertainty was calculated over the entire domain.
The rms localization error j of the estimated source location versus the true source location is calculated as
where l j is chosen as the location that maximizes the broadband matched field power response function b BB,j . The spatial distribution of error considering a 2 m uncertainty in array location appears in Fig. 8 for individual arrays and the various network processing schemes. Turning attention first to the individual array performance, there is a trend of increasing error with distance, especially visible for arrays outside the cluster of buildings. Possibly, it is more accurate to say the error increases with each interaction with a reflecting boundary where the phase mismatch causes constructive versus destructive interference or vice versa. Uncertainty in temperature ͑not shown͒ yields similar trends.
Although individual arrays may perform well locally, clearly in this environment a network of spatially distributed sensors offers a dramatic increase in performance overall. The coherent processor preserves the effective range of each array and error builds up mostly on the edges. This trend is further pronounced in the coherent processor with additional inter-array incoherence. Meanwhile, the incoherent processor can be susceptible to the influence of one heavily degraded array. However, it is still able to utilize the multiarray information with some degree of effectiveness, on average outperforming any single array. While the maximum value of a single array's beamformer output may be way off mark, the incoherent processor accounts for any energy that is present at the correct location.
Statistics of the performance considering other forms of uncertainty are collected in Table II . In practical situations, an estimate that is wrong by 50 m and an estimate that is wrong by 100 m may be equally worthless. The median, as well as the mean of the localization error, is included as the median does not share the mean's susceptibility to influence by outliers.
The incoherent processor actually outperforms the coherent processor ͑with perfect inter-array coherence͒ in the perturbed temperature case. Because the coherent processor depends on more information than the incoherent, it is more vulnerable to mismatch. When inter-array coherence is completely eliminated ͑labeled coherent with ͒, the coherent processor degrades past the incoherent approach. The coherent processor may have less of a margin over the incoherent processor in the temperature case because the location perturbation affected all the sensors on each array similarly. Considering the improbability of coherent conditions, incoherent processing is a robust alternative with reasonable accuracy.
For each source location, the error of the best and worstperforming individual array was recorded. Statistics for these two virtual arrays ͑which could be array 1, 2, 3, 4, or 5 depending on the situation͒ were calculated and appear in the last two rows of Table II . It is interesting to see that, at the majority of locations, a single array is more accurate than the entire network. This suggests that there may be a more favorable way to fuse array information.
C. Parametric performance study
The susceptibility of MFP to model mismatch raises the following question: Do conditions exist in which it is advantageous to abandon the full-field model and rely on a freefield model? Free-field techniques are attractive because they do not require a large computational or knowledge investment. Furthermore, simplicity often goes hand in hand with robustness. The free-field weights are susceptible to temperature changes, for example, but not to the degree a numerical model is. Moreover, they are completely independent of any information concerning the location of buildings. A free-field beamformer will indicate the direction from which energy originated and, in the limit of having infinite arrays, good performance is assured. Practically, the quantity of sensors is limited. In this subsection, the rate of change of performance with the number of available nodes is investigated. This study is carried across multiple scenarios: MFP using 2D free-field weights and using full-field weights under variable degrees of uncertainty.
The various cases are evaluated by the metric of percent coverage. Previous results concentrated on the absolute deviation of the location estimate. Practically, at some point, the magnitude of error is irrelevant; i.e., the estimate may be useless whether it is 60 or 600 m away. Percent coverage is defined here as the percentage of total locations J at which the error j is less than some threshold. Figure 9 shows the percent coverage for five situations using a threshold of 20 m: MFP using free-field weights, MFP using full-field weights considering a perturbation in array location of 1, 2, 5, and 9 m. Each array is perturbed progressively farther in one direction as indicated by Fig. 5 . Both the free-field and full-field situations utilize incoherent processing with one, two, three, four, or five nodes. For each perturbation, the results shown for the one node case is the average percent coverage of the five individual nodes. For the two node case, the performance of all possible pairs of nodes is averaged. Similarly, the three and four node case is an average of all possible triplets and quadruplets. The value for the five node case represents a single number.
As presented explicitly early in this paper, the effect of uncertainty is very complex over space. The results in Fig. 9 consider only one spatial distribution of arrays in one arrangement and density of buildings and location perturbation along a single direction. Despite the noted limitations, the performance is evaluated at a reasonable sample size of over 3000 locations. It should be noted that the free-field results for the single array represent a consequence of the simulation more than physical performance. Although on some numerical scale there are slight inter-microphone phase differences, passive ranging with a single, small aperture array is ambiguous. FIG. 8 . ͑Color online͒ Error ͑meters͒ of matched field processor due to a 2 m uncertainty in array location for individual arrays ͓͑a͒-͑e͔͒, incoherent processor ͑f͒, coherent processor ͑g͒, and coherent processor with additional inter-array incoherence ͑h͒.
Two intuitive trends are confirmed by Fig. 9 : Performance decreases as the level of uncertainty increases and performance increases as the number of nodes ͑and therefore available information͒ increases. Furthermore, it is advantageous to use mildly uncertain model data over a free-field model for MFP weights, at least in a test environment of this complexity. Based on typical GPS equipment/geospatial data, uncertainty in the geometry of the boundaries ͑position and size of buildings and land contours͒ is approximately 1 m. The movement of vehicles in an urban environment can be interpreted as an additional uncertainty of geometry on the order of 0-5 m, depending on the proximity of the obstacle to the array.
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V. CONCLUSIONS
On a coarse scale, acoustic propagation in an urban environment is analogous to the reverberant field created by scattering objects. The complex field gives rise to a unique relationship between any two points in space that can be exploited for source localization. Matched field processing combined with finite-difference time-domain modeling has been proposed as an effective method of acoustic localization in a scattering environment.
Realistically, there is always some uncertainty in various model parameters that in turn can adversely affect localization ability. Uncertainty in physical parameters can lead to uncertainty in the magnitude and/or phase of the measured signal. Phase uncertainty can also be interpreted as a loss of coherence between sensors and/or arrays. The uncertainty manifests itself as error in the position estimate and some insight into the mechanism was garnered by quantifying the error over space. It was found that the degree of performance degradation is dependent on the spatial source-receiver relationship.
A spatially distributed, multiarray network was proposed and shown to mitigate the effects of uncertainty. Processing techniques were evaluated through perturbation of uncertain model parameters. Because individual arrays are spatially separated and subject to clocking errors and large-scale medium inhomogeneities, inter-array coherency is compromised. Coherent as well as incoherent fusion strategies were studied. While the coherent processor is able to make use of more information, it is ultimately more vulnerable to mismatch. Furthermore, coherent processing generally requires higher computational and communication requirements, a luxury for untethered nodes. Results show the spatially averaged performance of coherent processing can be worse than the incoherent processor. However, the ability to utilize more information is not always detrimental if applied robustly; e.g., incoherent multiarray inverse filtering uses more information than time reversal refocusing. In a related experiment, the time reversal refocusing technique has been applied to the scenario considered herein and shown to yield inferior localization performance compared to the coherent inverse filter. 38 While it is only certain that each array is locally accurate, one individual array could be identified to outperform the multiarray strategies over the majority of the domain. This suggests that there may be a more favorable way to fuse array information, and the future understanding of factors that influence array performance in such complex situations will yield superior array positioning and fusion strategies.
Use of a full-field model was shown to be more accurate than a free-field model considering modest uncertainty. It is possible that in real propagation conditions, the margin between free-field weights and numerical model based weights may be narrower. Semi-porous obstacles with finite impedance and three dimensional propagation can facilitate LOS while the increase in complexity heightens the potential for mismatch in the numerical model.
Regardless of the uncertainty level, multiarray MFP by way of an inverse filter is an attractive alternative to time reversal refocusing for passive acoustic source localization in an urban environment. In addition to superior performance, inverse filtering offers flexibility of implementation and control over design parameters through an established beamforming framework. Because beamforming can be formulated in the frequency domain, it is not necessary to transmit the full time-domain data and time synchronization requirements can be relaxed for incoherent processing. Sensor data can be locally processed at each array and only the distilled information need be transmitted to be fused with other ar- rays. The time accuracy required is on the order of an acoustic event as opposed to a sample. A disadvantage of this inverse method is that many calculations are needed to build the propagation matrix, even for conservative resolution of the source location vector. However, these calculations can be made before implementation and stored for real-time source localization. 1
