Abstract. The goal of blind source separation is to separate multiple signals from linear mixtures without extensive knowledge about the statistical properties of the unknown signals. The design of separation criteria that achieve accurate and robust source estimates within a simple adaptive algorithm is an important part of this task. The purpose of this paper is threefold: (1) We introduce the Huber M-estimator cost function as a contrast function for use within prewhitened blind source separation algorithms such as the well-known and popular FastICA algorithm of Hyvärinen and Oja. The resulting algorithm obtained from this cost is particularly simple to implement. We establish key properties regarding the local stability of the algorithm for general non-Gaussian source distributions, and its separating capabilities are shown through analysis to be largely insensitive to the cost function_s single threshold parameter. (2) We illustrate the use of the Huber M-estimator cost as a criterion within the winning algorithm entry for the blind source separation portion of the first Machine Learning for Signal Processing Workshop Data Analysis Competition, describing the key features of the algorithm design for successful separation of large-scale and ill-conditioned signal mixtures with reduced data set requirements. (3) We show how the FastICA algorithm can be implemented without significant additional memory resources by careful use of sequential processing strategies.
Introduction
Blind Source Separation (BSS) refers to a general class of signal processing methods to extract statisticallyindependent source signals from linear mixtures with no or little information about the sources or the mixing conditions. BSS has received recent attention because of its potential applications in signal processing such as in speech recognition systems, telecommunications, image restoration and medical signal processing. In BSS, one possesses a set of measured signal vectors x ðkÞ ¼ AsðkÞ þ #ðkÞ ð 1Þ
where A is an unknown ðm Â mÞ mixing matrix, sðkÞ ¼ ½s 1 ðkÞ Á Á Á s m ðkÞ T is a vector-valued signal of sources, and 3ðkÞ contains jointly Gaussian noise. In most treatments of the BSS task, the fs i ðkÞg are assumed to be statistically-independent, and A is full rank. The goal is to obtain a separating transform B such that y ðkÞ ¼ BxðkÞ ð 2Þ
contains estimates of the source signals. In independent component analysis (ICA), the linear model in Eq.
(1) may not hold, yet the goal is to produce signal features in yðkÞ that are as independent as possible. Numerous ICA and BSS algorithms have been developed [1] [2] [3] [4] . Among these methods, the FastICA procedure in [4] has fast convergence, global convergence for kurtosis-based contrasts in the noise-free case, and no step size parameter. In BSS algorithms, the choice of cost function determines each procedure_s average separation capabilities. Relationships between this cost function and the underlying source signal statistics affect the performance of these algorithms. For example, maximum likelihood natural gradient-based BSS approaches fail if a stability condition on the algorithm nonlinearities and the source distributions is not satisfied [3] . Moreover, no fixed cost function within such algorithms will separate arbitrary source mixture types [5] . It has been shown, however, that the family of three-level quantizer nonlinearities
are universal, such that there always exists a value of 0 i depending on the ith output signal distribution for which the ML-based gradient BSS algorithm is locally-stable at a separating solution [5] .
In this paper, we explore the design of simple and robust FastICA procedures for blind source separation of large-scale signal mixtures (i.e. large numbers of mixing channels and/or snapshots) through the design of novel criteria and signal processing implementation methods. In terms of separation criteria, the FastICA algorithm is known to be globally-convergent for a kurtosis-based contrast; however, other contrast choices provide local convergence only if they satisfy a certain stability condition with respect to the output signal distributions [4] . While several cost function choices appear to work for different source types, we are unaware of any theoretical results concerning the local stability of such cost functions for arbitrary source distributions. We propose the use of the Huber M -estimator cost function from robust statistics [6] as a FastICA algorithm contrast. A simple version of the FastICA algorithm involving only multiplies, adds, and threshold operations is obtained from this cost. We show through analysis and simulation that the algorithm_s separation behavior is largely independent of the cost function_s threshold parameter for many source distributions, making it a robust choice when knowledge of the source p.d.f.s is unavailable. Simulations comparing the performance of the FastICA algorithm with cubic or hyperbolic tangent nonlinearities show the efficacy of the Huber Mestimator nonlinearity for the FastICA algorithm.
As evidence of the Huber M-estimator_s capabilities as a separation criterion, we present a novel algorithm employing this contrast that won the Blind Source Separation portion of the 2005 Machine Learning for Signal Processing (MLSP) Workshop Data Analysis Competition. We briefly describe the goals of this competition and give additional details regarding the winning algorithm entry, in which additional enhancements involving prewhitening, coefficient orthogonalization, and source identification have been carefully used. Finally, as blind source separation can involve the use of large data sets, we show how the FastICA algorithm can be implemented in situations where memory architecture limitations prohibit the creation of significant amounts of temporary swap space for storing intermediate signals. The sequential processing strategy outlined in this paper allows one to process large signal sets involving hundreds to thousands of channels of data without significant memory bottlenecks.
The organization of this paper is as follows. In the next section, we describe the Huber M-estimator cost function and how it can be used within the FastICA algorithm to obtain a simple and robust source separation procedure. Proofs of the criterions_ suitability for source separation are provided in the associated appendices.
Blind Source Separation Using Robust
Statistical Measures
The Huber M-estimator Cost Function
In his work on robust estimation and statistics [6] , Huber specified the M -estimate b x x N as a location parameter of a set of scalar measurements xðkÞ, 1 k N, as a solution to the following problem:
where GðyÞ is a scalar cost function whose overall shape controls the robustness and accuracy of the estimate b x x N given imprecise knowledge about the characteristics of xðkÞ. Of particular interest is distributional robustness, in which the p.d.f. of xðkÞ is unknown or deviates significantly from an assumed prior. Huber_s work led to the specification of the so-called Huber M-estimator cost function
where > 0 is a threshold parameter designed to trade off the parameter estimation quality with the estimate_s robustness to outliers and lack of prior distributional knowledge. The cost function in Eq. (5) combines the quadratic and absolute value functions in a convenient fashion. Minimizing Eq. (4) with the choice in Eq. (5) results in the implicit equation Figure 1 shows the shapes of GðyÞ, gðyÞ, and for completeness, the derivative of gðyÞ given by 
where y t ðkÞ ¼ w T t vðkÞ is the estimated source at time k and algorithm iteration t and the expectations in Eq. (9) are computed using N-sample averages. In [4] , the algorithm in Eqs. (9) and (10) is formulated as the solution to the following optimization problem:
such that Efy
where n is a unit-variance Gaussian random variable. The criterion in Eq. (11) is described as the square of a simple estimate of the negentropy based on the scalar function GðyÞ, where GðyÞ is Bpractically any non-quadratic function^ [4] . The constraints on GðyÞ depend on the statistics of the source extracted at the fixed point of the algorithm iteration, and the stability conditions are given in [4] 
Hð À jy t ðkÞjÞ; ð14Þ
where HðuÞ ¼ 1 when u ! 0 and is zero otherwise. It also is robust to data outliers, although this particular property is not the focus of this paper. Table 1 lists a short MATLAB script for implementing the multiple-unit version of this algorithm, in which the QR decomposition is used for signal deflation. In this program, iter is the number of iterations of the FastICA-based update; the for loop can be easily replaced by a while loop with a suitably-chosen stopping condition.
Relationships to Existing FastICA Approaches
Our proposed single-unit FastICA procedure shares some similarities to two other existing BSS approaches employing FastICA-type updates, and we now carefully consider these relationships:
Relationship to tanh -based FastICA Procedure In [4] , Hyvarinen suggests the empirical use of the following cost function for the FastICA procedure: Comparing the shapes of g 1 ðyÞ and g 0 1 ðyÞ with gðyÞ and g 0 ðyÞ for the Huber M -estimator cost, they are seen to be quite similar, especially when a 1 ¼ 1 and ¼ 1 are chosen. Our proposed algorithm, however, is much simpler to implement in hardware, as it only 
requires multiplies, adds, and bit-level sign operations. The simplicity of our nonlinearity also allows us to prove certain theoretical properties concerning the algorithm_s capabilities, as we shall show shortly.
Relationship to FastICA Procedure within a Sparse Code Shrinkage Algorithm In [7] , the authors describe a processing strategy for separating mixtures of sparse sources, e.g. sources that have impulsive amplitude distributions. The processing strategy employs a FastICA procedure in which a particular density-based separation criterion is suggested. The first density model considered in this separation task yields the following nonlinearities for use within the FastICA algorithm: g 0 ðyÞ ¼ sgnðyÞ maxð0; jyj À KÞ ð17Þ
where K is a source and noise-dependent model parameter. Although Eqs. (17) and (18) appear to be quite different to those developed from the Huber Mestimator cost function in Eqs. (7) and (8), the associated cost functions of these two sets of algorithm nonlinearities are statistically equivalent within adaptive procedure and have identically-performing coefficient updates. The following theorem confirms this fact, the proof of which is in the Appendix.
Theorem 1
The FastICA algorithm in Eqs. (9) and (10) employing gðyÞ and g 0 ðyÞ in Eqs. (7) and (8), respectively, has the same exact performance as the FastICA algorithm with sparse-density-based source modeling nonlinearities given by g 0 ðyÞ and g 0 0 ðyÞ in Eqs. (17) and (18), respectively, when K ¼ .
Despite the identical performance of these two algorithms, it should be noted that the procedure in [7] was motivated solely by the sparse code shrinkage problem, and no mention was made in [7] that the resulting algorithm might successfully separate nonsparse sources. Our theoretical studies of the Huber M-estimator cost function indicate that this criterion can separate both sparse and non-sparse sources, and that this separation occurs for a wide range of threshold parameter values .
On the Local Stability of the Huber M-estimator Cost for FastICA
Given the stability condition in Eq. (13), what can be said about the Huber M-estimator cost function when it is used in the FastICA algorithm? The following two theorems, proven in the Appendix, illustrate two properties about this cost.
Theorem 2 Let gðyÞ and g 0 ðyÞ have the forms in Eqs. (7) and (8) 
Taken together, these two theorems do not ensure Eq. (13). They suggest, however, that the design range for could be significant for many distributions. We substantiate this claim through the analysis below and by simulations in the next section. These results are also significant because, to our knowledge, few if any statements about the stability of a specific non-kurtosis-based cost function within FastICA have been given in the scientific literature. Moreover, it is unlikely that such results could be easily found given the complexity of the integrals for other gðyÞ choices e.g. g 1 ðyÞ ¼ tanhða 1 yÞ).
We have evaluated the range of values for which Eq. (13) is satisfied for four well-known zeromean, unit-variance, non-Gaussian distributions: binary-fAE1g , uniform-½À ffiffi ffi 3 p ; ffiffi ffi 3 p , Laplacian, and four-level fÀ3= ffiffi ffi
For the first three distributions, the Huber M-estimator cost produces an algorithm that is locally-stable for in the range ½0; s max Þ , where s max is the maximum possible value of s i ðkÞ admitted by the source p.d.f. For the last distribution, the algorithm is predicted by Eq. (13) to be locally-stable for 2 ½0; 0:44721Þ [ ð0:5961; 1:342Þ, which represents almost 90% of the range ½0; s max Þ. In other words, any positive value of that places the nonlinear portion of gðyÞ within the non-zero portion of the source p.d.f. often results in a locally-convergent algorithm. Again, this evaluation does not guarantee that FastICA with the Huber Mestimator cost will always work, but it suggests that one does not need to design specific values of to achieve separation.
In practice, one may not know what value to choose to obtain separation of a particular source mixture. A constant value creates the possibility of a poor match between the cost and any one source distribution. For this reason, we suggest that one randomize the value of over a range of positive values during coefficient adaptation. This randomization is not expected to significantly harm final separation performance given the linear shape of gðyÞ over jyj < ; the main expected affect is a slight slowdown in convergence speed.
Simulations
We now explore the performance of the FastICA algorithm with Huber M -estimator cost via simulations. Here, m ¼ 10-source mixtures were generated consisting of three binary-fAE1g -, three uniform-½À ffiffi ffi 3 p ; ffiffi ffi 3 p -, two Laplacian, and two four-level
g -distributed independent sources and a random mixing matrix. The multi-unit FastICA procedure was applied to this data for numbers of snapshots ranging from N ¼ 100 to N ¼ 5; 000 and for different values. The performance factor computed is the separation cost
with C ¼ WPA as obtained at convergence of the algorithm. One hundred iterations were averaged to obtain each data point shown. Figure 2 compares the performance of FastICA with the Huber cost function and ¼ 1 and with the Huber cost function and a uniformly-randomized in the range 0:3 1 at each iteration with two other versions of FastICAone using GðyÞ ¼ 0:25y 4 or gðyÞ ¼ y 3 , and another employing GðyÞ ¼ log coshðyÞ or gðyÞ ¼ tanhðyÞ. As can be seen, the versions based on the Huber cost function perform as well as or better than that based on the tanhðyÞ nonlinearity and they outperform the algorithm based on the kurtosis contrast. More significantly, our algorithm version with a randomized threshold parameter provides good separation performance across all sample sizes; performance deviations were less than AE1dB from the algorithm with a fixed ¼ 1 value. Figure 3 illustrates the performance sensitivity of the FastICA algorithm with Huber M-estimator cost to the value of for these signal mixtures. As can be seen, the algorithm performs well for values of satisfying 0:2 1, and its performance degrades gracefully for higher values. (c) the condition number of the mixing system A is large, and/or (d) the observation noise #ðkÞ in the measurements is large.
In this section, we describe the design of FastICAbased algorithms for addressing situations in which (a), (b), and/or (c) is true. The methods were developed as part of the Data Analysis Competition organized for the 2005 IEEE Machine Learning for Signal Processing Workshop and represent the winning entry for the blind source separation portion of this particular competition. As will be seen, the robustness of the Huber M -estimator cost was leveraged in developing the approach taken to win this portion of the contest.
Description of the BSS Portion of the 2005 MLSP Data Analysis Competition
The BSS portion of the 2005 MLSP Data Analysis Competition consisted of four tasks which had a common data collection model:
where A is an ðm Â mÞ unknown matrix, S is an ðm Â NÞ matrix of source signals, and N is an ðm Â NÞ matrix of Gaussian noise signals. The distributions of each of the m source signals were specified as being independent from sample to sample and having one of the following two p.d.f._s: maximum crosstalking factor of 15% and an average signal-to-interference (SIR) ratio of 15 dB is achieved across 100 different simulation runs.
The overal SIR is defined as
Description of the Winning BSS Solution
Our approach to the BSS portion of the 2005 MLSP Data Analysis Competition employed a FastICAbased procedure with significant modifications in order to address the particular constraints of the above subtasks [9] . We designed the algorithm to specifically address the reduced data set problem and then used this approach to solve the large-scale and ill-conditioned mixing problems. The noisy separation problem was not attempted. A FastICAbased solution was chosen because of this algorithm_s computational simplicity and ability to scale well both with m and N given standard computing resources (e.g. a standard PC). All portions of the solution were coded and implemented in the MATLAB technical computing environment. Important features of our winning algorithm solution are summarized below:
1. Clever use of coefficient orthogonalization: A multiple-source FastICA algorithm employs coefficient orthogonalization in order to guarantee that different source signals are extracted at each system output. In our algorithm, both sequential coefficient orthogonalization(e.g. Gram-Schmidt or QR-based) and iterative symmetric orthogonalization were used. The iterative symmetric orthogonalization approach employed the coefficient updates
where t is the orthogonalization iteration index. A stopping criterion for this update is when the meansquared difference of the first column of W T ðtÞWðtÞ and ½1 0 Á Á Á 0 T is less than 10 -12
. Additional details regarding this form of iterative coefficient orthogonalization, including its convergence behavior and relationship to existing approaches, can be found in [10] . Our algorithm employed a FastICA-based procedure with QR-based orthogonalization for one iteration to obtain initial acquisition for separation, followed by an iterative alternating strategy of (1) a FastICA-based procedure with QR-based orthogonalization for M 1 iterations and (2) a FastICA-based procedure with iterative symmetric orthogonalization for M 2 iterations, until a global stopping criterion was met. At this point, one final FastICA-based update procedure without coefficient orthogonalization was used to improve performance by a small amounttypically a 0:5 to 1 dB SIR improvement was obtained when this final FastICA-based procedure was used. ð32Þ Figure 4a shows GðyÞ and the zero-mean unitvariance source distribution for which it is designed. Figure 4b shows GðyÞ and the impulsive distribution for which it is designed. Both GðyÞ and GðyÞ have well-behaved derivatives, are robust to impulsive source distributions, and are easy to compute. 3. Output reordering based on source type: The observed performance of the algorithm indicated that the impulsive sources were separated with a quality that exceeded that of the extracted uniformly-distributed sources. In order to improve overall performance, we re-ordered the source outputs after every iteration of the FastICA procedure to place these extracted impulsive sources in the first set of output signals. This reordering minimizes the effect that asymmetric deflation places on the overall separation performance of the algorithm. The detection of source type employed the same fourth moment criterion used to select GðyÞ and GðyÞ in the separation updates. This sorting is based on the extracted output signals only and does not rely on knowledge of the number of sources of each type in the mixture. 4. Prewhitening using the singular value decomposition: It is well-known that the singular value decomposition (SVD) is a numerically-robust procedure. It can be used to perform prewhitening of an ðm Â NÞ data matrix X as follows: for
where U and V are orthonormal and S is a diagonal matrix of singular values, define the sample prewhitening matrix
It can be easily shown that for vðkÞ ¼ PxðkÞ,
When any of the singular values in S are close to the machine precision of the computing environment, however, the inverse S is ill-conditioned. For this reason, we modified the prewhitening solution to allow a regularization parameter as
where is a small value. For our simulations, we set ¼ 10 À13 . Figure 5 plots the performance of the proposed algorithm when applied to mixtures of m ¼ 132 sources, in which half of the sources are uniform-distributed and half have impulsive distributions, where N ¼ 5; 000 . The results from 100 trials are shown, in which it is seen that the algorithm_s performance easily exceeds the 15 dB SIR requirement for more than 90% of the simulation runs. In this case, the maximum SIR condition of less than 15% is the limiting performance factor. Figure 6 shows the results of separation trials in which m ¼ 50 sources are separated using only N ¼ 1; 175 mixture snapshots. The algorithm_s average SIR performance just exceeds the 15 dB requirement for 90% of the simulation runs. Note that the BSS competition rules did not have a minimum crosstalking limit. Figure 7 shows the performance of the proposed algorithm when applied to m ¼ 10 source mixtures generated from an ill-conditioned Hilbert mixing matrix with a condition number of 1:6e13, where N ¼ 5; 000. As can be seen, the SIR of this procedure is between 30 and 35 dB, and a low value of maximum SIR is also maintained across the simulation trials.
Performance in the Data Analysis Competition Benchmarks

Implementation of Fixed-point FastICA
Procedures with Limited Memory Requirements
Overview
Many applications of independent component analysis and blind source separation involve significant numbers of snapshots N and/or numbers of signal mixtures m. An example of such an application is the analysis of fMRI data [11] . In such situations, it is desirable to design adaptive procedures that make the best possible use of memory resources. While modern electronic and magnetic storage technology has significantly lowered the cost of information storage, hardware and architectural constraints can make accessing large amounts of storage problematic. In this section, we consider the design of FastICA-based algorithms that make best use of signal and coefficient memory. Such implementations can be expected to run faster than moreconventional approaches that assume unlimited memory resources when the computational platform used has memory hardware limitations. The final algorithm uses approximately ðm þ 1ÞN þ m 2 þ 2m memory locations to implement the entire algorithm.
We consider the implementations of prewhitening and of cost function optimization with signal deflation separately.
Prewhitening Under Low Memory Requirements
The signal prewhitening task can potentially involve storage of both the original signal mixtures xðkÞ and the prewhitened signal mixtures vðkÞ; leading to approximately 2mN storage locations for both signal sets. We can reduce this memory storage requirement to ðm þ 1ÞN þ Oðm 2 Þ by using an inverse Cholesky decomposition for the prewhitening ma- trix. In this case, we factorize the sample-based autocorrelation matrix as
where P À1 is the lower-triangular Cholesky factor of b R R . Then, the prewhitened signal mixtures can be computed as v ðkÞ ¼ PxðkÞ:
Since P À1 is lower triangular, its inverse can be computed via backsubsitution. Moreover, since P is lower-triangular as well, we can store the ith element of vðkÞ in the same location as the ith element of xðkÞ for all 1 k N as the original signals are not needed by the FastICA procedure.
FastICA Implementation Under Low Memory Requirements
A single-unit m-source FastICA algorithm is typically applied to snapshots from an m-dimensional prewhitened signal mixture vðkÞ to produce the output signal yðkÞ. When extracting m sources, it initially appears to be necessary to store the output signals fy i ðkÞg and the prewhitened signal mixtures fv i ðkÞg for 1 i m in separate memory locations, thus leading to a 2mN storage requirement. When sequential deflation is used, however, this amount of storage can be reduced to approximately ðm þ 1ÞN þ Oðm 2 Þ in the following way. We can apply an orthogonal matrix to the prewhitened mixtures at the ith separation stage, such that the energy remaining in the i-dimensional deflated signal space can be represented using ði À 1Þ measurements. Then, we can prune the input signal dimension by one at each separation stage, such that the ði þ 1Þth separation stage requires only an ði À 1Þ-dimensional prewhitened input signal. The appropriate orthognal matrix that allows this pruning can be computed from a QR decomposition of the ði Â iÞ matrix ðI À w i w T i Þ, where w i need only be i -dimensional. Note that the resulting matrix W obtained from this procedure has only ðm þ 1Þm=2 non-zero elements, such that the orthogonal separation system is not retained by the procedure in direct form. The output signals computed from the separation system are numerically-equivalent to a non-memory-reduced implementation, however. Table 2 shows the proposed low-memory implementation of the FastICA procedure. The algorithm uses the MATLAB built-in functions chol, qr, and sqrt which have unknown memory requirements, but the remaining algorithm code only requires the matrices and vectors y, yt, W, Wt, and Wold, along with a scalar accumulator that is required to collect the results of multiply/add operations 1 . The maximum amount of memory needed for the five above variables is ðm þ 1ÞN þ ðm þ 2Þm locations. These memory requirements could be further reduced to approximately mN þ Oðm 2 Þ memory locations if sequential time processing is allowed, as (a) we could accumulate the value of Wt without storing the N -dimensional vector yt in the single-unit procedure, and (b) we could compute the elements of yt needed for the output signal yði; :Þ sequentially over time while performing deflation for the remaining ði À 1Þ signals in y . Both steps would involve for loops of size N, however, which would likely slow down the MATLAB program significantly. Such changes would likely pose no performance penalty for a dedicated DSP implementation.
MATLAB Implementation and Performance Results
Using this program, we have successfully separated mixtures of m ¼ 200 sources with N ¼ 50; 000 snapshots in MATLAB on a Windows-based PC with 2 GB of internal electronic RAM. The total memory use for the entire PC was typically between 400 and 500 MB during any one simulation run.
Conclusions
In many blind source separation and independent component analysis algorithms, the cost function used to measure signal independence is a design parameter. In this paper, we have considered Huber_s single-parameter M -estimator cost function for use within the well-known FastICA algorithm. The algorithm so obtained is computationally-simple, and the procedure works well for a wide range of threshold parameters as shown via a local stability analysis. The Huber M -estimator cost function has been successfully used in an algorithm design that won the blind source separation portion of the first Data Analysis Competition of the IEEE Machine Learning for Signal Processing Workshop, and complete details of this algorithm design have been provided. Finally, as many signal processing applications of blind source separation involve large amounts of measured data, we have considered the design of FastICA-based separation algorithms that employ low-memory requirements to allow best use of electronic memory resources. 
