We present an algorithm to compute best least-squares approximations of discrete real-valued functions by first-degree splines (broken lines) with free knots. We demonstrate that the algorithm delivers after a finite number of steps a (global) best approximation. The analysis is complemented by remarks on programming and by a number of numerical examples including applications from medicine (MBC, MIC).
Introduction
Splines of a real variable with free knots form a highly nonlinear approximation family with varying dimension of the boundary (Cromme [2] ). Even just local best approximations are therefore not easily computed (Cromme [3] ) and globally convergent numerical methods are not known.
But for the special case of first-degree splines (broken lines) with free knots a globally convergent numerical method for the approximation of discrete data in the least-squares sense could be developed and is presented in the following sections.
The basic idea of the method is to reduce the complexity of the original problem: Instead of solving the original nonlinear problem on the whole data set a number of just linear problems on subsets ("segments") is treated and assembled to a solution of the original problem.
The underlying idea is sketched in Fig. 1 : In this figure the best L 2 -approximation s * from the set of first-degree splines with 5 free knots t 1 , . . . , t 5 to discrete data (x i , f i ), i = 0, 1, . . . , 18, is plotted. Knots can be located between two data abscissae (such knots will be called interior knots in the following, in our example t 1 und t 4 are interior knots) or coincide with data abscissae (called data knots, in our example t 2 = x 4 , t 3 = x 10 , and t 5 = x 15 are data knots).
Basic is the observation that s * is not only best approximation on the whole data set, but also on subsets of the data called segments; for a formal introduction of notations see below. For example s * | [x4,x12] is a best approximation from S 1 (x 7 , x 10 ), the first-degree splines with fixed knots x 7 and x 10 , to the data (x 4 , f 4 ) , . . . , (x 12 , f 12 ). For if a better approximations with fixed knots x 7 and x 10 to the data (x 4 , f 4 ) , . . . , (x 12 , f 12 ) existed, s * could be modified in the considered segment in the direction ofs. The interior knots t 1 and t 4 would be slightly moved in this process, the other knots would remain unchanged. The approximation error of the thus modified spline would be smaller than the approximation error of s * -contradicting the optimality of s * as best approximation. So if these segments ranging from one interior knot to the next interior knot were known, we could determine s * by solving just linear (!) approximation problems with fixed knots segment for segment. But since the segments of a best approximation are not known in advance our algorithm examines systematically possible segmentations of the data abscissae to see if they might lead to a best approximation. The implementation of this idea raises a number of questions which will be adressed after formal presentation of the algorithm in the following section.
Let us summarize the most important notations used: Let P m denote the real-valued polynomials of degree smaller or equal m and [a, b] a real interval a < b. For a =: t 0 < t 1 < . . . , < t k < t k+1 := b and
be the set of splines of degree m with k fixed (simple) knots t 1 , . . . , t k . The splines of degree m ∈ N with at most k ∈ N free (simple) knots are the set
Let µ + 2 real abscissae a =: x 0 < x 1 < . . . < x µ+1 := b and function values f 0 , . . . , f µ+1 ∈ R of a function f : [a, b] → R be given. We define vectors X := (x 0 , . . . , x µ+1 ) t , F := (f 0 , . . . , f µ+1 ) t , and for
With the Euclidian norm · 2 our problem can now be stated:
In the following sections we generally assume k ≥ 1 and µ ≥ k + 1 ≥ 2, since otherwise the problem would be a purely polynomial approximation problem or the data could be reproduced exactly in
The basic algorithm and convergence theorem
A spline s ∈ S 1 k [a, b] partitions the data abscissae x 0 < x 1 < . . . < x µ+1 naturally into segments each ranging from an interior knot (i.e. a knot situated between two data abscissae) to the next interior knot. Within a segment there can be more data knots, i.e. knots coinciding with data abscissae.
Such segmentations are basic for the numerical procedure presented below. In defining the segments it is advantageous to code the position of knots in a "position vector", i.e. the information wether a knot coincides with an abscissa and with which or between which abscissae a knot is located. To start we define position vectors for arbitrary first-degree splines. As will be seen later, the algorithm needs to deal only with "regular" position vectors, see Defintion 2.6. 
where N 0 := N ∪ {0} and 0 is considered even.
, a =: x 0 < x 1 < . . . < x µ+1 := b and x 0 < t 1 < t 2 < . . . < t k < x µ+1 the position vector p ∈ N k 0 of s to the data x 0 , . . . , x µ+1 is defined as
Conclusion 2.2. (a)
The position vector for s * from Fig. 1 is the vector p = (6, 13, 19, 24, 29).
(b) A position vector of s allows us to infer back the position of the knots of s:
, if p(j) is even. By Definition 2.1 (b) the position of knots is mapped one-to-one onto the set of position vectors.
(c) Successive components p(j) and p(j + 1) of a position vector p for s ∈ S 1 k [a, b] are equal iff t j and t j+1 lie in the same interval x i , x i+1 :
. Proof. We confine ourselves to the proof of (d). Let p be a position vector according to Definition 2.1 (a). For odd p(j) set t j := x p(j)+1
2
. For even p(j) without less of generality let p(j) to p(j + q) be exactly the components of p identical with p(j), that is, p(j) = p(j + 1) = . . . = p(j + q) and p(j − 1) < p(j), if j ≥ 2 and p(j + q) < p(j + q + 1), if j + q < k. Choose t j , . . . , t j+q such that
holds. This implies t 1 < t 2 < . . . < t k and each spline from S • Case 1: All p(j) are odd (j = 1, 2, . . . , k). Then s has no interior knots, all knots coalesce with date abscissae and we have
There is only one segment S 0 := {x 0 , x 1 , . . . , x µ+1 }.
• Case 2: At least one component p(j) of p is even. Let r ∈ {1, . . . , k} be chosen maximal such that p(j l ) is even for l = 1, . . . , r and suitable j l with 1 ≤ j 1 < j 2 < . . . < j r ≤ k. The knots t j1 , . . . , t jr are exactly the interior knots of s. Set
Let r ≥ 2, l ∈ {1, . . . , r − 1} hold. In case i l = i l+1 , set S l := ∅. In case i l + 1 ≤ i l+1 set
are the knots in segment S l coalescing with data abscissae. So the segments S 0 (to the left of first interior knot t j1 ) and S r (to the right of the last interior knot t jr ) are left to be defined here (and also for r = 1). S 0 consists of abscissae x 0 , . . . , x i1 and contains -if j 1 − 1 > 0 -the knots
Segment S r consists of abscissae x ir +1 , . . . , x µ+1 and contains -if j r + 1 ≤ k -the knots
S e g m e n t S l
Figure 2: Diagram of segment S l : Numbers 0, 1, 2, . . . , 2µ as pointer for the position of knots and the segment S l = x i l +1 , . . . , x i l+1 ranging from interior knot t j l to interior knot t j l+1 .
Example 2.4. Position vector p = (6, 1, 3, 19, 24, 29) for spline s * in Fig. 1 leads to segments S 0 = {x 0 , x 1 , x 2 , x 3 } without knots, S 1 = {x 4 , x 5 , . . . , x 12 } with knots t 2 := x 7 and t 3 := x 10 and to segment S 2 = {x 13 , x 14 , . . . , x 18 } with the knot t 5 := x 15 . Remark 2.5. Because of Theorem 12 in [4] we can limit our search for a best approximation to splines with only simple knots and for which the additional features (a) to (d) from Theorem 12 in [4] hold; see also Appendix A. In Lemma 2.7 we will prove that these are exactly the splines with regular position vectors. 
(c) For p(j) and p(j + l + 1) (l ≥ 0) both even and for l ≥ 1 in addition p(j + 1), . . . , p(j + l) odd the following inequality holds Proof. Lemma 2.7 reflects the fact that properties (a) to (d) in Definition 2.6 for components p(1), . . . , p(k) guarantee features (a) to (d) in Theorem 12 in [4] and vice versa. As an example let us elaborate (d):
So let p be a position vector of a spline s ∈ S 1 k [a, b], t j and t j+1 knots of s.
-Case 1: t j and t j+1 are interior knots, i.e. p(j) and p(j + 1) are even. Then at least two data abscissae are situated between t j and t j+1 iff
-Case 2: t j is an interior and t j+1 a data knot, i.e., p(j) is even and p(j + 1) is odd. Then at least two data abscissae lie between or on t j and t j+1 iff
The equivalence of feature (d) from Theorem 12 in [4] to the requirement
is shown with similar arguments in -Case 3: t j is data knot, t j+1 interior knot, that is, p(j) is odd and p(j + 1) is even, -Case 4: t j and t j+1 are data knots, that is, p(j) and p(j + 1) are odd.
Altogether this proves the equivalence of 2.6 (d) and Theorem 12 (d) from [4] .
Conclusion 2.8. For a regular position vector the following statements hold true:
Proof. See Definition 2.6 (a) and (d).
Lemma 2.9. The number of regular position vectors grows exponentially in µ.
Proof. According to Definition 2.6 a position vector is regular if all k components p(1) < p(2) < . .
In such cases all knots of related splines are data knots. So there are at least as many regular position vectors as there are subsets of {1, 3, 5, . . . , 2µ − 1} with k elements. According to standard results in combinatorics there are
With growing µ and k = µ 2 for example exponential growth of the number of regular position vectors is therefore programmed.
The fast growth of the number of regular position vectors is evident in Table 1: We can now specify the algorithm for the solution of Approximation problem 1.1: The algorithm examines systematically all regular position vectors to see if they might code the position of the knots of a best approximating spline
Algorithm 2.10.
2. For the next regular position vector p of length k for the data abscissae x 0 , . . . , x µ+1 which has not yet been examined carry out exactly one of the following two steps 3 and 4:
3. If all p(i) for i = 1, 2, . . . , k are odd compute the best approximation
to the data (x 0 , f 0 ) , . . . , (x µ+1 , f µ+1 ). The spline s is thus the solution of a discrete linear least-squares approximation problem with fixed knots. If F − s(X) 2 < ̺, set ̺ := F − s(X) 2 , s * := s. Continue with step 2. 
(a) For each segment S l (l = 0, 1, . . . , r) compute the best least-squares approximation s l to the data (
Here s l is to chosen from P 1 if q l = 0 and
(b) For all l = 1, . . . , r check whether the splines s l−1 and s l intersect in some point
If this is the case for all l, l = 1, . . . , r define 2 , s * := s and procede with step 2. If for some l ∈ {1, . . . , r} splines s l−1 and s l do not intersect in (x i l , x i l +1 ) reject the position vector p under investigation and continue with step 2.
Procede with step 2.
5. When all regular position vectors p of length k have been examined s * is the wanted best approximation and ̺ the corresponding approximation error. End.
The proof that Algorithm 2.10 solves the approximation problem is based on Theorem 12 in [4] : Theorem 2.11. Algorithm 2.10 stops after a finite number of steps and delivers with s * a best approximation f − s * 2,X = inf
Proof. Let s * be a best approximation whith the additional features from Theorem 12 in [4] . Because of Lemma 2.7 the position vector p * of s * is then regular and is therefore treated in Algorithm 2.10.
Furthermore, the following assertion holds:
Assertion 2.12. When Algorithm 2.10 elaborates on p * the function computed in step 3 or step 4 by the algorithm ist just s * .
Proof. a) If step 3 is executed (all p * (i) are odd) then s * as best approximation from S 
contradicting the optimality of s * . The above assumption must therefore be wrong and the assertion b) holds. s * is thus an element of
, the splines computed by the algorithm. Therefore the minimal approximation error is realized by the algorithm and a best approximation computed.
Realization, simplification and acceleration
As can be seen from Lemma 2.9 the computational cost and computing time grows exponentially with the number of data µ + 2 causing a corresponding memory demand. It ist advisable to restrain from computing and storing all (regular) position vectors since this would cause an exponential demand for memory. Instead, when a newly regular position vector is found, steps 3 und 4 should follow right away such that the position vector -once examined -can be deleted.
The algorithm is suitable for parallelization. Steps 3 and 4 can be executed for several regular position vectors in parallel.
Segments S 0 to S r and their best approximations s 0 , . . . , s r could also be examined in parallel for intersection points. But this implementation is not advisable because it might lead to unnecessary computations: If the approxiomations s 0 , s 1 , . . . , s r on segments S 0 , S 1 , . . . , S r are computed in parallel and for example s 0 and s 1 do not intersect in x i0 , x i0+1 , then the position vector under examination can already be dismissed and the computation of s 2 , . . . , s r (for r ≥ 2) in the parallel realization of the algorithm would be an additional and unnecessary effort.
In this respect more effective is sequential programming, starting step 4, computing s 0 and s 1 , and then check whether they intersect in x i0 , x i0+1 . In analogy a best approximation s l+2 on the next segment S l+2 is determined only if s l and s l+1 have been found to intersect in x i l , x i l +1 . Otherwise, the position vector currently under investigation is sorted out and computing further approximations related to this position vector can be skipped.
Furthermore, the algorithm should be programmed such that if the program terminates prematurely because of time limitations at least the best approximation found so far is saved and handed over to the main program. If position vectors of good approximations are dealt with early the consequences of a premature termination can be further limited.
If there is prior knowledge about the position of knots of a best approximation related position vectors should be examined with priority.
Which clues for the optimal position of knots can be deduced from the data? Besides the divided differences of first order ∆
can be helpful here. The knots of a best-approximating first-order spline could be expected in the neighborhood of data abscissae x j where the ∆ 
Numerical examples and applications
In this section we present numerical examples to illustrate the performance of Algorithm 2.10. For each example we list the knots and the approximation error and present the solutions in graphical form, but refrain from enumerating the coefficients of the best approximations in all examples.
Example 4.1. Let µ = 15, x i := i for i = 0, 1, . . . , 16, f i := 1 for i = 0, 1, . . . , 7, 9, . . . , 16 and for f 8 := 2 be given. For k = 1, 2, 3, 4, 5 Algorithm 2.10 computes best approximations s k ∈ S 1 k [t 0 , t 16 ] with knots t 1 , . . . , t k given in the following table:
0.78881 k = 3 7 8 9 0 k = 4 4 7 8 9 0 k = 5 1 2 7 8 9 0
For k = 1, 2, 3 s k has exactly k proper knots. To approximate the data for k ≥ 4 only 3 proper knots are needed and the remaining k − 3 knots are not proper knots; see Fig. 3 . Example 4.2. The so-called Titanium Heat Data have been dicused in literature and approximated from a number of approximation families; e.g. [5] and [6] . The data describe a property of titanium as function of temperature. The measuring points are equidistant in the interval [595, 1075] . The least-squares approximation with broken lines delivers a good approximation as can seen in Fig. 4 For k = 2 a best approximation s 2 was computed with the (interior) knots t 1 = 0.77277 and t 2 = 1.83478 and approximation error F − s 2 (X) 2 = 686.36122. Raising the number of free knots to k = 3 lowers the approximation error to F − s 3 (X) 2 = 460.5584 where the computed best approximation s 3 has the three (interior) knots t 1 = 0.25851, t 2 = 0.87598 and t 3 = 1.81896. Example 4.5. Fig. 7 shows the best approximations from S Next, we present a medical application which originally motivated the development of Algorithm 2.10. The medical objective is to determine with an automated procedure the lowest concentration of an antibiotic necessary to kill (a defined high proportion of) the targeted bacteria, the so-called minimal bactericidal concentration (MBC). In clinical applications this helps to fight germs effectictely whith minimal unwanted side effects.
The measurements are determined as follows: An inital concentration κ 0 of the antibiotic is halved in each step. Germs are then exposed to each dilution κ(j) := κ 0 · 2 −j , j = 0, . . . , z, z ∈ N \ { 0 }. The effect of concentration κ(j) on the viability of the germs ist measured by a flourescence method which allows to derive the values ϕ j := number of surviving germs after exposition total number of germs before exposition for j = 0, . . . , z.
This gives us z + 1 data points (κ(0), ϕ 0 ) , . . . , (κ(z), ϕ z ). For better representation instead of concentration κ(j) the logarithmic values log (κ(j)) are used, that ist, we make use of the relation j = − log(κ(j))−log(k0) log (2) and plot the pairs
See Fig. 8 for a typical graph of the data and a best approximating first-degree spline s * ∈ S 1 2 [x 0 , x z ] with knots t 1 und t 2 . The knot t 1 is interpreted from the medical perspective as minimal bactericidal
Also of medical interest is knot t 2 from which
is derived, the minimal inhibitory concentration, the lowest concentration with noticeable bactericidal effect; see [1] for more details.
In the following examples the initial concentration was κ 0 := 256 = 2 8 , when z = 19 and κ 0 := 128 = 2 7 , when z = 18. The following numerical example shows typical data and a typical best approximation s * ∈ S As best approximation from S As seen in the above example the two knots t 1 and t 2 of a best approximation partition the medical data into three segments. In many cases the values are slightly monotonically increasing in the first and the last segment and ascending rapidly in the middle segment.
It may happen that no measurements are available from the middle segment. The following examples show that not always two (proper interior) knots are needed for a best approximation and the solutions need not to be unique. For i = 0, 1, . . . , 18 the medical data (x i , f i ) As best approximation from S with the data knots t 1 = 9 and t 2 = 10, see Fig. 9 . The associated approximation error is F − s * (X) 2 = 4.24581 and we compute MBC = 2 7−t1 = 0.25 and MIC = 2 7−t2 = 0.125.
Algorithm 2.10 computed just one best approximation, namely s * , but there exist infinitely many best approximations to the given data: Each of the functions
is a best approximation from S 1 2 [x 0 , x 18 ] to the data (x 0 , f 0 ) , . . . , (x 18 , f 18 ) for arbitrary y 1 , y 2 with t 1 ≤ y 1 < y 2 ≤ t 2 . As limit case we get the discontinuous functions s (y, x) := −0.026416 x + 5.58421 , x ≤ y 0.25296 x + 93.83177 , x > y with jump discontinuity in y for arbitrary y ∈ (t 1 , t 2 ) as best approximations to the given data. with the interior knot t 1 = 8.98057, the data knot t 2 = 10 and the minimal approximation error F 2 − s * 2 (X) 2 = 4.11872, see Fig. 10 . Here again, arbitrarily many solutions s (y 2 , t) ∈ S 1 2 [t 0 , t 18 ]can be derived from s * for all of which s (y 2 , x 9 ) = s * (x 9 ) = f 9 = 7.5123 must hold. This implies that for the knots y 1 and y 2 the inequality t 1 ≤ y 1 < x 9 < y 2 ≤ t 2 must be valid. Because of s (y 2 , x 9 ) = f 9 only one of the two knots can be freely chosen, the other one depends on that choice. If e.g. y 2 with x 9 < y 2 < t 2 ist chosen, then the splines
x9−y1 (x − x 9 ) + f 9 , y 1 < x < y 2 0.25296 x + 93.83177 , x ≥ y 2 also are best approximations, where y 1 ist determined as solution of s 1 (y 2 ) = s 2 (y 2 ). Measurement data not always meet the pattern of Example 4.6. Whether the interpretation of computed knots als MIC and MBC ist still a good idea must be decided from the medical perspective. In the next example we focus on such a situation. 
