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Abstract 
A new lower bound on the independence number of a graph is established and an accompa- 
nying efficient algorithm constructing an independent vertex set the cardinality of which is at 
least this lower bound is given. (~) 1998 Elsevier Science B.V. All rights reserved 
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Let G denote a simple graph with vertex set V(G) = {1 . . . . .  n}, edge set E(G) 
and degree sequence {dl . . . . .  dn}. The independence number ct(G) is defined to be the 
order of a maximum independent subset of V(G). 
Caro and Wei [1, 13] independently proved 
Theorem 1. ~(G)~> Y'~=I 1/(1 + di). 
1 for i = 1 . . . . .  n and CW(G) = ~-~inl qi. Several lower bounds on ~(G) Set qi = 
improving CW(G) are known [4,9, 10]. 
Theorem 2 (Harant et al. [6]). 
~(G)  = 
n 
max Z(1 -x i )  1--[ xj 
0 ~<xi <~ 1 
i=1 ijEE(G) 
Using Theorem 2 an efficient algorithm constructing a 'large' independent vertex set 
I C_ V(G) was given in [6], however, it remained open whether I I [ is at least as large 
as CW(G). Havel and Hakimi [7, 5] recursively characterized the integer sequences that 
arise as the degree sequences of simple graphs and discussed the so-called residuum 
R(G) of a graph G (see also [9]). (R(G) will not be defined here.) 
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Fajtlowicz [2] checked many graphs and found that in every case ~(G)>~R(G) holds. 
Favaron et al. [3] discovered a rather complicated proof of this inequality, which Fajt- 
lowicz had announced as a conjecture. Simplified versions of the proof were given by 
Griggs and Kleitman [4] and Triesch [12]. There is a natural greedy algorithm for pro- 
ducing a large independent set of a graph G, called Maxine by Fajtlowicz. It repeatedly 
removes ome vertex v that has a maximum degree in the current graph H, and then 
continues on the induced subgraph H-  v, until no edges remain. Let T(G) be the size 
of the resulting independent set of vertices. Of course, T(G) depends on the choice 
of the vertex v when at some stage at least two vertices have a maximum degree. 
Actually, Griggs and Kleitman [4] proved that in any case T(G)>~R(G). Murphy [9] 
showed that 
CW(G) -  1 
ct(G) >~M(G) = CW(G) + 
A(G)(A(G) + 1) 
where A(G) is the maximum degree of G and Selkow [11] established that 
n ( Z ) ¢x(G)~>S(G) = Zq i 1 + (diqi G qj) 
i=I ijEE(G) " 
where x@y = max{0,x -y}  for any real numbers x and y. In this paper a lower bound 
B(G) on ~(G) (Theorem 5) improving CW(G) will be deduced and an accompanying 
efficient algorithm constructing an independent vertex set of cardinality no smaller than 
this new lower bound B(G) will be provided (Theorems 7 and 8). Let 5 e denote the 
n simplex in R n given by xi>~O for i = 1 . . . . .  n and E i= lX i  = 1, and let og(G) be the 
order of a maximum complete graph contained in G. The main tool we shall use is a 
classic result of Motzkin and Straus [8]. 
Theorem 3. 
max ') 
Considering the complementary graph the following is a corollary of Theorem 3 and 
can also be found in [8]. 
Theorem 4. 
~(G) = 
1 
max n 2 (x,,...,x,,)E.9 ° ~-]i=lXi ~- 2 ~-]ijCE(G)XiXj 
The following theorem gives an improvement of CW(G). 
Theorem 5. 
~(G)>~ 
(CW(G))  2 
CW(G) -  ~ijEE(G)(di -- dj)2qiq)2 2" 
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Proof .  With xi = qi/Ej=l qj for i = 1 . . . . .  n and Theorem 4 we have 
n 
(~ i= l  qi) 2 
~(G) >/ 
Zin=l q2 + 2 Eij@E(G) qiqj 
I1 
(~'-i= l qi) 2 
n ~-~-i=l qZi + EijEE(G) (q2 ÷ q2 _ (qi -- qj)2) 
n 
(~-~i= 1 qi ) 2 
Zi=ln q2 + ~-~ij~E(C)(q~ + q}) -- f]ij~e~C)( di -- dj)2qiq)2 " 
Clearly, ~~ij~Eic)(q2i + q}) = ~-~i~l diq~ and the proof of Theorem 5 is complete. [] 
Let us compare the bound 
(CW(G))  2 
B(G) = CW(G) -  ~-~.ijEE(G)(di- djl]2a2~2~/i t/j (see Theorem 5) 
with the bounds CW(G) ,M(G) ,  T (G) ,S(G)  and R(G). For an arbitrary graph G we 
have T(G)>~R(G) (see [4]) and B(G)>~CW(G) (see Theorem 5), and for a connected 
graph G the inequality M(G)>~CW(G)  (see [9]) holds. Next we will show that the 
differences B(G) - M(G),  B(G) - S(G) and B(G) - T(G) can be arbitrarily large 
even in the class of connected graphs. For this purpose let p be a positive integer. 
Consider the star Ki,p on p + 1 vertices; clearly, the differences B(KI,p) -M(K I ,p )  
and B(Kl ,p) - S(KI,p) are arbitrarily large if p is large enough. Define the graph Gp 
by V(Gp) = {Xl . . . . .  X6p, Yl . . . . .  yp},  E (Gp)  = {XiXi+ 1 [i = 1 . . . . .  6p -- 1} tO {X6pXl} tO 
{yix6i--5,yix6i--3,yix6i--1 I i = 1 . . . . .  p}. I f  the vertices Yl,Y2 . . . . .  yp,X3,X6 . . . . .  X6p,Xl, 
X4 . . . . .  X6p-- 2 of Gp are  deleted (in this order) the independent vertex set {xz,x5 . . . . .  
X6p_l} remains and we obtain T(Gp) = 2p. It is easy to see that CW(Gp) = 2p, 
B(Gp) = 96 ~p,  thus B(Gp) - T(Gp) is arbitrarily large if p is large enough. 
The following theorem gives more information on the bounds CW(G) and B(G). 
Theorem 6. The followin 9 statements are equivalent. 
(a) All components of  G are complete graphs. 
(b) The form ~-]7=l x2 + 2 ~-~,ijrE(G)XiXj attains its minimum in the interior of  ,9:. 
(c) ~(G) = CW(G) .  
(d) ~(G) = B(G). 
Proof. The equivalence of (a) and (b) was proved in [8]. Using this equivalence and 
the ideas of the proof of Theorem 5 we have (d)---+(a)--+(c) and obviously, (c)---~(d) 
and we are done. [] 
In the proof of Theorem 7 we will give an efficient algorithm constructing a 'large' 
independent vertex set I C_ V(G) of a graph G and in the proof of Theorem 8 we will 
show that using this algorithm it is even possible to form an independent vertex set 
the cardinality of which is at least B(G). 
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Theorem 7. There is an C(An)-algorithm that, for any fixed (Xl . . . . .  Xn) E 5 e, con- 
structs an independent vertex set 1 of a graph G with maximum degree A such that 
~'~inl X 2 -~- 2 ~ijEE(o)xixj" 
Proof. First we describe the following 
Algorithm 
INPUT: A graph G with vertex set V(G) = {1 . . . . .  n} and edge set E(G) and a point 
(xl . . . . .  x . )  E 5e. 
OUTPUT: I C_ V(G). 
1. V := V(G); E := E(G);  
2. while E -¢ 0 do 
begin 
choose an edge pq E E; 
if xp + y~.psEEXs > Xq "~ ~qsEEXs 
then beg inxq:=Xp+Xq;  Xp:=O; V:= V \{p};  E :=E\{ps lsE  V, psEE} end 
else beg inxp:=xp+Xq;  Xq:=O; V:= V \{q};  E :=E\{qs]sE  V, qsEE} end 
end; 
3. I :=  V; 
STOP 
It is easy to see that the algorithm runs in C(An) time. Thus, it remains to show 
that the set I C_ V(G) is an independent vertex set of G of the desired cardinality. 
Lemma. Let c, xl . . . . .  xr be real numbers, let H be a graph with 
V(H) = {1 . . . . .  r} and edge set E(H) and let pq E E(H) with p < q. 
Set F(xl . . . . .  Xr) = ~-~f =l x2i + 2 ~-~ijEe(H)XiXj. 
Then the form F satisfies 
vertex set 
F(x  1 . . . . .  Xp_ l ,X  p ~- C, Xp+ 1 . . . . .  Xq_ l ,X  q - C, Xq+l . . . . .  Xr ) 
..... z  s-x -z 
psEE(H) qsEE(H) " 
The straightforward proof of this lemma is left to the reader. 
Now we are ready to complete the proof of Theorem 7. 
During the algorithm the current graph H with vertex set V and edge set E is always 
a subgraph of G. In step 2 of the algorithm a vertex and all edges of H incident upon 
this vertex are deleted, n = ~>0, i n ~~i=lXi 1,Xi = 1 . . . . .  is preserved and the lemma 
ensures that ~iL1 x2 -~-2 ~-~ijEE(G)XiXj does not increase. At the end of the algorithm E 
is empty and therefore, I is an independent vertex set of G and we have Y'~iE; Xi = 1. 
Since I is independent and xi = 0 for i ~ 1 it remains to show that I I I /> 1/~-]iElX2. 
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With 1 = (~-~icl xi)2 = ~-~i~l x2 +2 ~ij~,,i~j xixj, by Theorem 3 we have 1 ~< ~i~,  x2+ 
(1 - 1/t I I) which completes the proof of Theorem 7. [] 
The proof of Theorem 5 entails 
n Theorem 8. With xi = qi/~-~j=l qj for i = 1 . . . . .  n the algorithm of  Theorem 7 finds 
an independent vertex set 1 C_ V(G) with I I I >>.B(G). 
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