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Abstract. We develop a systematic information-theoretic framework for quantification and mit-
igation of error in probabilistic Lagrangian (i.e., trajectory-based) predictions which are obtained
from (Eulerian) vector fields generating the underlying dynamical system in a way which natu-
rally applies in both deterministic and stochastic settings. This work is motivated by the desire to
improve Lagrangian predictions in complex, multi-scale systems based on simplified, data-driven
models. Here, discrepancies between probability measures µ and ν associated with the true
dynamics and its approximation are quantified via so-called ϕ-divergencies, Dϕ(µ‖ν), which are
premetrics defined by a class of strictly convex functions ϕ. We derive general information bounds
on the uncertainty in estimates, Eν [f ], of ‘true’ observables Eµ[f ] in terms of ϕ-divergencies; we
then derive two distinct bounds on Dϕ(µ‖ν) itself. First, an analytically tractable bound on
Dϕ(µ‖ν) is derived from differences between vector fields generating the true dynamics and its
approximations. The second bound on Dϕ(µ‖ν) is based on a difference of so-called finite-time
divergence rate fields and it can be exploited within a computational framework to mitigate the
error in Lagrangian predictions by tuning the fields of expansion rates obtained from simplified
models. This new framework provides a systematic link between Eulerian (field-based) model
error and the resulting uncertainty in Lagrangian (trajectory-based) predictions.
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1. Introduction
Consider a probability space (Ω,F ,P) and a dynamical system on a manifold M generated by
a map φµt,t0 : M×Ω→M, φµt0,t0 = Id ∀ t, t0 ∈ I ⊂ R. Given the paths, M3x 7→ φµt,t0(x, ω)∈M,
labeled by their initial conditions and contained in Ω, we refer to estimation of path-based
observables, e.g., E
[
f
(
φµt,t0(x, ω)
)]
, and of the underlying law of φµt,t0 as Lagrangian predictions;
in contrast, we refer to the issue of estimating the map φµt,t0 itself as Eulerian predictions. This
terminology follows from studies of transport in dynamical systems (e.g., [57, 65, 72, 76, 1]).
Many dynamical systems encountered in applications generate highly complex dynamics and
they involve a very large number of degrees of freedom with nonlinear couplings across a wide
range of spatio-temporal scales; examples range from dynamics of fluid flows, to neural networks,
systems biology and molecular dynamics, to financial mathematics. Various approximations
(systematic or ad-hoc) of the true dynamics which are necessary in such cases result in loss of
information in the simplified dynamics, thus making the subsequent estimates of the observables
uncertain and often unreliable. In this work we focus on developing a framework for Lagrangian
uncertainty quantification (LUQ) which is concerned with deriving bounds on the error associated
with estimation of observables E[f(piνµ ◦ φµt,t0(x, ω))] based on approximate/reduced models of
the original dynamics leading to E[f(φνt,t0(x, ω))]; here φ
µ
t,t0
∈M, φνt,t0 ∈ M and piνµ : M→M
is a projection onto M ⊆ M. We confine ourselves to situations where the dynamical system
generating φµt,t0 is induced by an ODE/SDE
dXt = b
µ(t,Xt)dt+
∑
k>1 σ
µ
k (t,Xt) ◦ dW kt , Xt0 = x ∼ µt0 , t, t0 ∈ I ⊂ R, (1.1)
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small Eulerian error          small Lagrangian error=)
t > t0
Xt0 ⇠ µt0Xt ⇠ µt
dXt = b
µ(Xt)dt
kbµ   b⌫kL2 ⇠ O(") D'(µtk⌫t)  1but
bµ(x) = ( x1, x2)T
b⌫(x) = ( x1 + ", x2 + ")T
dX˜t = b
⌫(X˜t)dt
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Figure 1. Illustration of some important differences between Eulerian and Lagrangian predictions (autonomous
deterministic setting for simplicity of exposition). The discrepancy between two probability measures on the initial
conditions propagated from the same initial measure at t0 under dynamics induced by vector fields b
µ and bν
can be large even if ‖bµ − bν‖  1. Blue and green curves denote integral lines of the two vector fields (with a
single hyperbolic fixed point), and the red-shaded contours indicate the supports of the time-marginal probability
measures (at t0 and t> t0 respectively).
where the (Eulerian) fields bµ(t, ·), σµk (t, ·) ∈M generate continuous solutions Xµt (ω) =φµt,t0(x, ω)
with the initial condition x∈M distributed according to the probability measure µt0 , and W kt (ω)
are independent one-dimensional Wiener processes (we postpone details to §2 and §4).
The core challenge in assessing robustness and accuracy of Lagrangian predictions lies in the
nonlinear and nonlocal-in-time nature of extraction of Lagrangian information from the dynamics
generated by the Eulerian fields bµ, σµk . Despite superficial similarities, the Lagrangian uncer-
tainty quantification and error mitigation is distinctly different from uncertainty quantification
in the Eulerian case; a simple example is sketched in Figure 1. In particular, minimising the
lack of information between the fields bµ, σµk and their approximations b
ν , σνk is analogous to the
framework developed in the Eulerian context in [58, 60, 19, 59, 18, 20, 17]. On the other hand,
approximations of the observables E[f ] are inherently non-local in time, and they are sensitive to
small perturbations in the (Eulerian) fields generating (1.1). Importantly, the Eulerian accuracy
does not generally imply Lagrangian accuracy (see Figures 1 and 2). For example, even if the
fields generating (1.1) are well-approximated in the sense that ‖bµ − bν‖ 1, ‖σµk − σνk‖ 1 in
a suitable norm, this does not imply that
∣∣E[f(piνµ ◦ φµt,t0(x, ω))] − E[f(φνt,t0(x, ω))]∣∣ 1, since
the trajectory structure and the associated pathspace probability measures Qµ, Pµ and their
time-marginals µt, νt, can be very different; this fact is well-known in the theory of deterministic
dynamical systems in the context of bifurcation theory and nearly-integrable chaotic dynamics
(e.g., [76], KAM theorem, etc.); see a sketch in Figure 2.
4 Lagrangian uncertainty quantification and information inequalities for stochastic flows
Quantification and mitigation of error in Lagrangian predictions due to the potentially un-
certain Eulerian input is amenable to analysis in a probabilistic framework; in such a setting
information-theoretic tools can be used to understand how to bound and optimise the lack of
information in Lagrangian predictions obtained from imperfect Eulerian fields. To achieve this
goal, which builds on a recent work [21], one needs to develop a framework which allows to ‘tune’
imperfect model dynamics so that their trajectory structure remains ‘close’ to that of the original
system in an appropriate metric. Three major steps are needed to achieve our objective:
(i) Determination of an appropriate probabilistic measure of discrepancy between two La-
grangian (trajectory-based) predictions.
(ii) Identification of the most important Lagrangian structures which need to be tuned in order
to maximise the skill of reduced-order Lagrangian predictions.
(iii) Derivation of bounds on the error in the estimation of observables and the underlying prob-
ability measures from reduced models of the true dynamics.
The above challenges are addressed within a general information-theoretic framework, in which
discrepancies between probability measures are defined via a class of premetrics referred to as
divergencies. Following [21], a unified approach to this problem is based on utilising so-called ϕ-
divergencies, Dϕ(µ‖ν), between probability measures µ and ν associated with the true dynamics
and its approximation. Here, we develop approaches that provide uncertainty and sensitiv-
ity bounds for observables of interest over a finite-time horizon for non-autonomous stochastic
models. The bounds are expressed in terms new ϕ-information inequalities (of Csisza´r–Pinsker–
Kullback type) which have the form
Bϕ,−(µ‖ν; f) 6 Eµ[f ]− Eν [f ] 6 Bϕ,+(µ‖ν; f),
where Eµ[f ] :=
∫
fdµ, Bϕ,± : R → I ⊂ R, Bϕ,− 6 Bϕ,+, and Bϕ,+(µ‖ν; f) =Bϕ,−(µ‖ν; f) = 0
iff µ= ν or if f is constant ν-a.s. Moreover, we derive two distinct bounds on Dϕ(µ‖ν) which is
involved in Bϕ,±:
(a) Bounds in terms of a certain auxiliary vector field involving differences between the vector
fields bµ, σµk and their approximations.
(b) Bounds in terms of probabilistic measures of expansion rates in terms of so-called ϕ-FTDR
fields [21] associated with the truth and its approximation.
The results derived in (a) provide an analytically tractable framework and they provide an ana-
lytically tractable connection between the Eulerian (field-based) model error and the uncertainty
in Lagrangian (trajectory-based) predictions. The approach developed in (b) is based on a norm
of the difference between so-called finite-time divergence rate (ϕ-FTDR) fields [21] which utilise
a recently developed probabilistic framework for quantifying expansion rates in stochastic flows.
The ϕ-FTDR bound has important connections to other probabilistic and geometric measures
used in the past to study finite-time mixing and transport in stochastic flows. Importantly, this
bound can be exploited within a computational framework to mitigate the error in Lagrangian
predictions by tuning the fields of expansion rates in simplified models in order to optimally
reproduce the original expansion rate fields.
The long-term goal is to use this framework for tuning imperfect Eulerian models generating
the vector fields (bµ, σµk in the case of (1.1)) based on available empirical data in order to minimise
the loss of relevant information in the subsequent Lagrangian predictions (see Figure 3 for a sketch
of the framework).
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Figure 2. Illustration of important differences between Eulerian and Lagrangian predictions (non-autonomous,
time-periodic, deterministic setting). The discrepancy between two probability measures on the initial conditions
propagated under the (Hamiltonian) dynamics induced by vector fields bµ and bν can be large even if ‖bµ−bν‖  1.
Here, the red-shaded patches denote supports of invariant measures on the respective Poincare´ sections. Different
values of parameters Λ,Ω in the ε-small term lead to different invariant measures (in this example ∆ = 0); all
measures evolve from the same initial measure (supported on the green-shaded contour).
The contents of this article are as follows. Section 2 is devoted to the general formulation of the
problem, where we also recall some relevant concepts and notations. In section 3, we introduce
information theoretic pre-metrics, termed ϕ-divergencies, and outline their main properties fol-
lowing [21]. Then, we derive generalised information inequalities which involve the ϕ-divergencies
between probability measures associated with the true and approximate dynamics. These infor-
mation inequalities provide a unified framework for quantifying error in probability measures
generated by approximate models, as well as errors in the corresponding observables. In section
4 we recall some relevant definitions and results concerned with stochastic flows, which are then
used in section 5 to characterise information bounds for stochastic flows in terms of bounds on the
ϕ-divergence between the true and approximate probability measures; these bounds are obtained
via certain reconstruction of vector fields in section 5.1, and in section 5.2 in terms of scalar fields
of trajectory-based divergence rates for stochastic flows derived in [21]. The analysis carried out
for time-marginal measures in §5.1 is extended to measures on pathspace in section 5.3. Section 6
illustrates application of our results to a toy example of a slow-fast SDE. We close with some
remarks on future work in section 7.
2. Setup and notations
Our starting point is to formulate the main notions and concepts needed in the construction
of an information-theoretic framework for a probabilistic comparison of trajectory structure in
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<latexit sha1_base64="8w2KHEVQ1zomV0682BM37hVsN JE=">AAAB+XicbVBNS8NAFHypX7V+pXr0EiyCp5KIoN6KXvRWwdhCE8Nmu2mXbjZhd6OU2J/ixYOKV/+JN/+NmzYHbR1Y GGbe481OmDIqlW1/G5Wl5ZXVtep6bWNza3vHrO/eySQTmLg4YYnohkgSRjlxFVWMdFNBUBwy0glHl4XfeSBC0oTfqnFK/ BgNOI0oRkpLgVlvB16M1BAjll9P7j2eBWbDbtpTWIvEKUkDSrQD88vrJziLCVeYISl7jp0qP0dCUczIpOZlkqQIj9CA9D TlKCbSz6fRJ9ahVvpWlAj9uLKm6u+NHMVSjuNQTxYx5bxXiP95vUxFZ35OeZopwvHsUJQxSyVW0YPVp4JgxcaaICyozmr hIRIIK91WTZfgzH95kbjHzfOmfXPSaF2UbVRhHw7gCBw4hRZcQRtcwPAIz/AKb8aT8WK8Gx+z0YpR7uzBHxifP9QKk+s= </latexit><latexit sha1_base64="8w2KHEVQ1zomV0682BM37hVsN JE=">AAAB+XicbVBNS8NAFHypX7V+pXr0EiyCp5KIoN6KXvRWwdhCE8Nmu2mXbjZhd6OU2J/ixYOKV/+JN/+NmzYHbR1Y GGbe481OmDIqlW1/G5Wl5ZXVtep6bWNza3vHrO/eySQTmLg4YYnohkgSRjlxFVWMdFNBUBwy0glHl4XfeSBC0oTfqnFK/ BgNOI0oRkpLgVlvB16M1BAjll9P7j2eBWbDbtpTWIvEKUkDSrQD88vrJziLCVeYISl7jp0qP0dCUczIpOZlkqQIj9CA9D TlKCbSz6fRJ9ahVvpWlAj9uLKm6u+NHMVSjuNQTxYx5bxXiP95vUxFZ35OeZopwvHsUJQxSyVW0YPVp4JgxcaaICyozmr hIRIIK91WTZfgzH95kbjHzfOmfXPSaF2UbVRhHw7gCBw4hRZcQRtcwPAIz/AKb8aT8WK8Gx+z0YpR7uzBHxifP9QKk+s= </latexit><latexit sha1_base64="8w2KHEVQ1zomV0682BM37hVsN JE=">AAAB+XicbVBNS8NAFHypX7V+pXr0EiyCp5KIoN6KXvRWwdhCE8Nmu2mXbjZhd6OU2J/ixYOKV/+JN/+NmzYHbR1Y GGbe481OmDIqlW1/G5Wl5ZXVtep6bWNza3vHrO/eySQTmLg4YYnohkgSRjlxFVWMdFNBUBwy0glHl4XfeSBC0oTfqnFK/ BgNOI0oRkpLgVlvB16M1BAjll9P7j2eBWbDbtpTWIvEKUkDSrQD88vrJziLCVeYISl7jp0qP0dCUczIpOZlkqQIj9CA9D TlKCbSz6fRJ9ahVvpWlAj9uLKm6u+NHMVSjuNQTxYx5bxXiP95vUxFZ35OeZopwvHsUJQxSyVW0YPVp4JgxcaaICyozmr hIRIIK91WTZfgzH95kbjHzfOmfXPSaF2UbVRhHw7gCBw4hRZcQRtcwPAIz/AKb8aT8WK8Gx+z0YpR7uzBHxifP9QKk+s= </latexit>
QµI<latexit sha1_base64="7vqpGg966LpspNOlvVfznijY09g= ">AAAB+XicbVC9TsMwGHT4LeUvhZHFokJiqhKEBGwVLLC1EqGVmhA5rtNatZ3IdkBV6KOwMABi5U3YeBucNgO0nGTpdPd9+s4Xp Ywq7Tjf1tLyyuraemWjurm1vbNr1/buVJJJTDycsER2I6QIo4J4mmpGuqkkiEeMdKLRVeF3HohUNBG3epySgKOBoDHFSBsptGvt 0OdIDzFi+c3k3udZaNedhjMFXCRuSeqgRCu0v/x+gjNOhMYMKdVznVQHOZKaYkYmVT9TJEV4hAakZ6hAnKggn0afwCOj9GGcSPOE hlP190aOuFJjHpnJIqaa9wrxP6+X6fg8yKlIM00Enh2KMwZ1AoseYJ9KgjUbG4KwpCYrxEMkEdamraopwZ3/8iLxThoXDad9Wm9 elm1UwAE4BMfABWegCa5BC3gAg0fwDF7Bm/VkvVjv1sdsdMkqd/bBH1ifP9QZk+s=</latexit><latexit sha1_base64="7vqpGg966LpspNOlvVfznijY09g= ">AAAB+XicbVC9TsMwGHT4LeUvhZHFokJiqhKEBGwVLLC1EqGVmhA5rtNatZ3IdkBV6KOwMABi5U3YeBucNgO0nGTpdPd9+s4Xp Ywq7Tjf1tLyyuraemWjurm1vbNr1/buVJJJTDycsER2I6QIo4J4mmpGuqkkiEeMdKLRVeF3HohUNBG3epySgKOBoDHFSBsptGvt 0OdIDzFi+c3k3udZaNedhjMFXCRuSeqgRCu0v/x+gjNOhMYMKdVznVQHOZKaYkYmVT9TJEV4hAakZ6hAnKggn0afwCOj9GGcSPOE hlP190aOuFJjHpnJIqaa9wrxP6+X6fg8yKlIM00Enh2KMwZ1AoseYJ9KgjUbG4KwpCYrxEMkEdamraopwZ3/8iLxThoXDad9Wm9 elm1UwAE4BMfABWegCa5BC3gAg0fwDF7Bm/VkvVjv1sdsdMkqd/bBH1ifP9QZk+s=</latexit><latexit sha1_base64="7vqpGg966LpspNOlvVfznijY09g= ">AAAB+XicbVC9TsMwGHT4LeUvhZHFokJiqhKEBGwVLLC1EqGVmhA5rtNatZ3IdkBV6KOwMABi5U3YeBucNgO0nGTpdPd9+s4Xp Ywq7Tjf1tLyyuraemWjurm1vbNr1/buVJJJTDycsER2I6QIo4J4mmpGuqkkiEeMdKLRVeF3HohUNBG3epySgKOBoDHFSBsptGvt 0OdIDzFi+c3k3udZaNedhjMFXCRuSeqgRCu0v/x+gjNOhMYMKdVznVQHOZKaYkYmVT9TJEV4hAakZ6hAnKggn0afwCOj9GGcSPOE hlP190aOuFJjHpnJIqaa9wrxP6+X6fg8yKlIM00Enh2KMwZ1AoseYJ9KgjUbG4KwpCYrxEMkEdamraopwZ3/8iLxThoXDad9Wm9 elm1UwAE4BMfABWegCa5BC3gAg0fwDF7Bm/VkvVjv1sdsdMkqd/bBH1ifP9QZk+s=</latexit>
  EQµI [f ]  EP ⌫I [f ]   6 K D'(QµIkP ⌫I ) 
<latexit sha1_base64="2E/IadmwHz+gNtPC/qIXSRd+R+4=">AAACjnicbVFbS8MwGE3rbc7b1EdfikOYD45OBBUVxQsovmz gVFi78jVLt2Ca1iQdjNq/4w/yzX9jug2dzg8Ch3POd40fMyqVbX8a5szs3PxCYbG4tLyyulZa33iUUSIwaeKIReLZB0kY5aSpqGLkORYEQp+RJ//lKtef+kRIGvEHNYiJG0KX04BiUJrySu+OT7tvTgiq5/vpTdZOG20nTLwhg4Gld1nWCty9SUe97fApx6gOI6+ SAVfWt3qf5Urlh7jOPKcPIu7RSmOySN7Weav/pniym6fveqWyXbWHYU2D2hiU0TjqXunD6UQ4CQlXmIGUrZodKzcFoShmJCs6iSQx4BfokpaGHEIi3XR4z8za0UzHCiKhn95lyE5mpBBKOQh97cyHlX+1nPxPayUqOHJTyuNEEY5HjYKEWSqy8s+xOlQQrNhAA8C C6lkt3AMBWOkvLOoj1P6uPA2a+9Xjqt04KF9cjq9RQFtoG1VQDR2iC3SL6qiJsLFs7Bsnxqm5bh6aZ+b5yGoa45xN9CvM2y+cOcsM</latexit><latexit sha1_base64="2E/IadmwHz+gNtPC/qIXSRd+R+4=">AAACjnicbVFbS8MwGE3rbc7b1EdfikOYD45OBBUVxQsovmz gVFi78jVLt2Ca1iQdjNq/4w/yzX9jug2dzg8Ch3POd40fMyqVbX8a5szs3PxCYbG4tLyyulZa33iUUSIwaeKIReLZB0kY5aSpqGLkORYEQp+RJ//lKtef+kRIGvEHNYiJG0KX04BiUJrySu+OT7tvTgiq5/vpTdZOG20nTLwhg4Gld1nWCty9SUe97fApx6gOI6+ SAVfWt3qf5Urlh7jOPKcPIu7RSmOySN7Weav/pniym6fveqWyXbWHYU2D2hiU0TjqXunD6UQ4CQlXmIGUrZodKzcFoShmJCs6iSQx4BfokpaGHEIi3XR4z8za0UzHCiKhn95lyE5mpBBKOQh97cyHlX+1nPxPayUqOHJTyuNEEY5HjYKEWSqy8s+xOlQQrNhAA8C C6lkt3AMBWOkvLOoj1P6uPA2a+9Xjqt04KF9cjq9RQFtoG1VQDR2iC3SL6qiJsLFs7Bsnxqm5bh6aZ+b5yGoa45xN9CvM2y+cOcsM</latexit><latexit sha1_base64="2E/IadmwHz+gNtPC/qIXSRd+R+4=">AAACjnicbVFbS8MwGE3rbc7b1EdfikOYD45OBBUVxQsovmz gVFi78jVLt2Ca1iQdjNq/4w/yzX9jug2dzg8Ch3POd40fMyqVbX8a5szs3PxCYbG4tLyyulZa33iUUSIwaeKIReLZB0kY5aSpqGLkORYEQp+RJ//lKtef+kRIGvEHNYiJG0KX04BiUJrySu+OT7tvTgiq5/vpTdZOG20nTLwhg4Gld1nWCty9SUe97fApx6gOI6+ SAVfWt3qf5Urlh7jOPKcPIu7RSmOySN7Weav/pniym6fveqWyXbWHYU2D2hiU0TjqXunD6UQ4CQlXmIGUrZodKzcFoShmJCs6iSQx4BfokpaGHEIi3XR4z8za0UzHCiKhn95lyE5mpBBKOQh97cyHlX+1nPxPayUqOHJTyuNEEY5HjYKEWSqy8s+xOlQQrNhAA8C C6lkt3AMBWOkvLOoj1P6uPA2a+9Xjqt04KF9cjq9RQFtoG1VQDR2iC3SL6qiJsLFs7Bsnxqm5bh6aZ+b5yGoa45xN9CvM2y+cOcsM</latexit>
dX˜t = b
⌫(t, X˜t)dt+  
⌫(t, X˜t)dW˜t
<latexit sha1_base64="411Y tHHyO4TYlyyYTrm3cPuNAVM=">AAACMHicbZDLSgMxFIYz9Vbr rerSTbAIFaXMiKAboehClxXsBTp1yGTSNjSTGZIzQil9JDc+im 4UFHHrU5i2A2rbA4GP/z+Hk/P7seAabPvNyiwsLi2vZFdza+sb m1v57Z2ajhJFWZVGIlINn2gmuGRV4CBYI1aMhL5gdb93NfLrD0 xpHsk76MesFZKO5G1OCRjJy18HLnARMNzwAF9g/96VSRGOf8XD AI5czTshmWOlXPfAyxfskj0uPAtOCgWUVsXLP7tBRJOQSaCCaN1 07BhaA6KAU8GGOTfRLCa0RzqsaVCSkOnWYHzwEB8YJcDtSJknA Y/VvxMDEmrdD33TGRLo6mlvJM7zmgm0z1sDLuMEmKSTRe1EYIj wKD0ccMUoiL4BQhU3f8W0SxShYDLOmRCc6ZNnoXZScuySc3taK F+mcWTRHtpHReSgM1RGN6iCqoiiR/SC3tGH9WS9Wp/W16Q1Y6U zu+hfWd8/Ri2ohw==</latexit><latexit sha1_base64="411Y tHHyO4TYlyyYTrm3cPuNAVM=">AAACMHicbZDLSgMxFIYz9Vbr rerSTbAIFaXMiKAboehClxXsBTp1yGTSNjSTGZIzQil9JDc+im 4UFHHrU5i2A2rbA4GP/z+Hk/P7seAabPvNyiwsLi2vZFdza+sb m1v57Z2ajhJFWZVGIlINn2gmuGRV4CBYI1aMhL5gdb93NfLrD0 xpHsk76MesFZKO5G1OCRjJy18HLnARMNzwAF9g/96VSRGOf8XD AI5czTshmWOlXPfAyxfskj0uPAtOCgWUVsXLP7tBRJOQSaCCaN1 07BhaA6KAU8GGOTfRLCa0RzqsaVCSkOnWYHzwEB8YJcDtSJknA Y/VvxMDEmrdD33TGRLo6mlvJM7zmgm0z1sDLuMEmKSTRe1EYIj wKD0ccMUoiL4BQhU3f8W0SxShYDLOmRCc6ZNnoXZScuySc3taK F+mcWTRHtpHReSgM1RGN6iCqoiiR/SC3tGH9WS9Wp/W16Q1Y6U zu+hfWd8/Ri2ohw==</latexit><latexit sha1_base64="411Y tHHyO4TYlyyYTrm3cPuNAVM=">AAACMHicbZDLSgMxFIYz9Vbr rerSTbAIFaXMiKAboehClxXsBTp1yGTSNjSTGZIzQil9JDc+im 4UFHHrU5i2A2rbA4GP/z+Hk/P7seAabPvNyiwsLi2vZFdza+sb m1v57Z2ajhJFWZVGIlINn2gmuGRV4CBYI1aMhL5gdb93NfLrD0 xpHsk76MesFZKO5G1OCRjJy18HLnARMNzwAF9g/96VSRGOf8XD AI5czTshmWOlXPfAyxfskj0uPAtOCgWUVsXLP7tBRJOQSaCCaN1 07BhaA6KAU8GGOTfRLCa0RzqsaVCSkOnWYHzwEB8YJcDtSJknA Y/VvxMDEmrdD33TGRLo6mlvJM7zmgm0z1sDLuMEmKSTRe1EYIj wKD0ccMUoiL4BQhU3f8W0SxShYDLOmRCc6ZNnoXZScuySc3taK F+mcWTRHtpHReSgM1RGN6iCqoiiR/SC3tGH9WS9Wp/W16Q1Y6U zu+hfWd8/Ri2ohw==</latexit><latexit sha1_base64="411Y tHHyO4TYlyyYTrm3cPuNAVM=">AAACMHicbZDLSgMxFIYz9Vbr rerSTbAIFaXMiKAboehClxXsBTp1yGTSNjSTGZIzQil9JDc+im 4UFHHrU5i2A2rbA4GP/z+Hk/P7seAabPvNyiwsLi2vZFdza+sb m1v57Z2ajhJFWZVGIlINn2gmuGRV4CBYI1aMhL5gdb93NfLrD0 xpHsk76MesFZKO5G1OCRjJy18HLnARMNzwAF9g/96VSRGOf8XD AI5czTshmWOlXPfAyxfskj0uPAtOCgWUVsXLP7tBRJOQSaCCaN1 07BhaA6KAU8GGOTfRLCa0RzqsaVCSkOnWYHzwEB8YJcDtSJknA Y/VvxMDEmrdD33TGRLo6mlvJM7zmgm0z1sDLuMEmKSTRe1EYIj wKD0ccMUoiL4BQhU3f8W0SxShYDLOmRCc6ZNnoXZScuySc3taK F+mcWTRHtpHReSgM1RGN6iCqoiiR/SC3tGH9WS9Wp/W16Q1Y6U zu+hfWd8/Ri2ohw==</latexit>
X˜t0 ⇠ µt0
<latexit sha1_base64="HaNcSn3zyk9IaSrHqWDVZAcAeL0= ">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQi6LLoxmUF+4AmhMlk0g6dScLMjVBCV278FTcuFHHrN7jzb5y2WWjrgQtnzrmXu feEmeAaHOfbqqysrq1vVDdrW9s7u3v2/kFHp7mirE1TkapeSDQTPGFt4CBYL1OMyFCwbji6mfrdB6Y0T5N7GGfMl2SQ8JhTAkYK 7GMPuIgY7gUFBM4Ee5pL7Ml8/gzsutNwZsDLxC1JHZVoBfaXF6U0lywBKojWfdfJwC+IAk4Fm9S8XLOM0BEZsL6hCZFM+8XsjA k+NUqE41SZSgDP1N8TBZFaj2VoOiWBoV70puJ/Xj+H+MoveJLlwBI6/yjOBYYUTzPBEVeMghgbQqjiZldMh0QRCia5mgnBXTx5m XTOG67TcO8u6s3rMo4qOkIn6Ay56BI10S1qoTai6BE9o1f0Zj1ZL9a79TFvrVjlzCH6A+vzB5L2mIo=</latexit><latexit sha1_base64="HaNcSn3zyk9IaSrHqWDVZAcAeL0= ">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQi6LLoxmUF+4AmhMlk0g6dScLMjVBCV278FTcuFHHrN7jzb5y2WWjrgQtnzrmXu feEmeAaHOfbqqysrq1vVDdrW9s7u3v2/kFHp7mirE1TkapeSDQTPGFt4CBYL1OMyFCwbji6mfrdB6Y0T5N7GGfMl2SQ8JhTAkYK 7GMPuIgY7gUFBM4Ee5pL7Ml8/gzsutNwZsDLxC1JHZVoBfaXF6U0lywBKojWfdfJwC+IAk4Fm9S8XLOM0BEZsL6hCZFM+8XsjA k+NUqE41SZSgDP1N8TBZFaj2VoOiWBoV70puJ/Xj+H+MoveJLlwBI6/yjOBYYUTzPBEVeMghgbQqjiZldMh0QRCia5mgnBXTx5m XTOG67TcO8u6s3rMo4qOkIn6Ay56BI10S1qoTai6BE9o1f0Zj1ZL9a79TFvrVjlzCH6A+vzB5L2mIo=</latexit><latexit sha1_base64="HaNcSn3zyk9IaSrHqWDVZAcAeL0= ">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQi6LLoxmUF+4AmhMlk0g6dScLMjVBCV278FTcuFHHrN7jzb5y2WWjrgQtnzrmXu feEmeAaHOfbqqysrq1vVDdrW9s7u3v2/kFHp7mirE1TkapeSDQTPGFt4CBYL1OMyFCwbji6mfrdB6Y0T5N7GGfMl2SQ8JhTAkYK 7GMPuIgY7gUFBM4Ee5pL7Ml8/gzsutNwZsDLxC1JHZVoBfaXF6U0lywBKojWfdfJwC+IAk4Fm9S8XLOM0BEZsL6hCZFM+8XsjA k+NUqE41SZSgDP1N8TBZFaj2VoOiWBoV70puJ/Xj+H+MoveJLlwBI6/yjOBYYUTzPBEVeMghgbQqjiZldMh0QRCia5mgnBXTx5m XTOG67TcO8u6s3rMo4qOkIn6Ay56BI10S1qoTai6BE9o1f0Zj1ZL9a79TFvrVjlzCH6A+vzB5L2mIo=</latexit><latexit sha1_base64="HaNcSn3zyk9IaSrHqWDVZAcAeL0= ">AAACBnicbVDLSsNAFJ3UV62vqEsRBovgqiQi6LLoxmUF+4AmhMlk0g6dScLMjVBCV278FTcuFHHrN7jzb5y2WWjrgQtnzrmXu feEmeAaHOfbqqysrq1vVDdrW9s7u3v2/kFHp7mirE1TkapeSDQTPGFt4CBYL1OMyFCwbji6mfrdB6Y0T5N7GGfMl2SQ8JhTAkYK 7GMPuIgY7gUFBM4Ee5pL7Ml8/gzsutNwZsDLxC1JHZVoBfaXF6U0lywBKojWfdfJwC+IAk4Fm9S8XLOM0BEZsL6hCZFM+8XsjA k+NUqE41SZSgDP1N8TBZFaj2VoOiWBoV70puJ/Xj+H+MoveJLlwBI6/yjOBYYUTzPBEVeMghgbQqjiZldMh0QRCia5mgnBXTx5m XTOG67TcO8u6s3rMo4qOkIn6Ay56BI10S1qoTai6BE9o1f0Zj1ZL9a79TFvrVjlzCH6A+vzB5L2mIo=</latexit>
⌫
⇥
f(X˜t0,xt )
⇤
<latexit sha1_base64="VVes7wPDG5a4aF8dj3OjKx/FkuU=">AAACFnicbVDLSsNAFJ34tr6iLt0MFkFBSyKCLkURXF awWmhimEwm7dDJJMzciCXkK9z4K25cKOJW3Pk3TtoufB0YOJxzL3fOCTPBNTjOpzUxOTU9Mzs3X1tYXFpesVfXrnSaK8paNBWpaodEM8ElawEHwdqZYiQJBbsO+6eVf33LlOapvIRBxvyEdCWPOSVgpMDe8xICvTAszsobT+ZeyLudeNsDLiKG2wHcF BA4u3flTuX4gV13Gs4Q+C9xx6SOxmgG9ocXpTRPmAQqiNYd18nAL4gCTgUra16uWUZon3RZx1BJEqb9YhirxFtGiXCcKvMk4KH6faMgidaDJDSTVQj926vE/7xODvGRX3CZ5cAkHR2Kc4EhxVVHOOKKURADQwhV3PwV0x5RhIJpsmZKcH9H/kuu9huu 03AvDurHJ+M65tAG2kTbyEWH6BidoyZqIYru0SN6Ri/Wg/VkvVpvo9EJa7yzjn7Aev8CJCefUg==</latexit><latexit sha1_base64="VVes7wPDG5a4aF8dj3OjKx/FkuU=">AAACFnicbVDLSsNAFJ34tr6iLt0MFkFBSyKCLkURXF awWmhimEwm7dDJJMzciCXkK9z4K25cKOJW3Pk3TtoufB0YOJxzL3fOCTPBNTjOpzUxOTU9Mzs3X1tYXFpesVfXrnSaK8paNBWpaodEM8ElawEHwdqZYiQJBbsO+6eVf33LlOapvIRBxvyEdCWPOSVgpMDe8xICvTAszsobT+ZeyLudeNsDLiKG2wHcF BA4u3flTuX4gV13Gs4Q+C9xx6SOxmgG9ocXpTRPmAQqiNYd18nAL4gCTgUra16uWUZon3RZx1BJEqb9YhirxFtGiXCcKvMk4KH6faMgidaDJDSTVQj926vE/7xODvGRX3CZ5cAkHR2Kc4EhxVVHOOKKURADQwhV3PwV0x5RhIJpsmZKcH9H/kuu9huu 03AvDurHJ+M65tAG2kTbyEWH6BidoyZqIYru0SN6Ri/Wg/VkvVpvo9EJa7yzjn7Aev8CJCefUg==</latexit><latexit sha1_base64="VVes7wPDG5a4aF8dj3OjKx/FkuU=">AAACFnicbVDLSsNAFJ34tr6iLt0MFkFBSyKCLkURXF awWmhimEwm7dDJJMzciCXkK9z4K25cKOJW3Pk3TtoufB0YOJxzL3fOCTPBNTjOpzUxOTU9Mzs3X1tYXFpesVfXrnSaK8paNBWpaodEM8ElawEHwdqZYiQJBbsO+6eVf33LlOapvIRBxvyEdCWPOSVgpMDe8xICvTAszsobT+ZeyLudeNsDLiKG2wHcF BA4u3flTuX4gV13Gs4Q+C9xx6SOxmgG9ocXpTRPmAQqiNYd18nAL4gCTgUra16uWUZon3RZx1BJEqb9YhirxFtGiXCcKvMk4KH6faMgidaDJDSTVQj926vE/7xODvGRX3CZ5cAkHR2Kc4EhxVVHOOKKURADQwhV3PwV0x5RhIJpsmZKcH9H/kuu9huu 03AvDurHJ+M65tAG2kTbyEWH6BidoyZqIYru0SN6Ri/Wg/VkvVpvo9EJa7yzjn7Aev8CJCefUg==</latexit><latexit sha1_base64="VVes7wPDG5a4aF8dj3OjKx/FkuU=">AAACFnicbVDLSsNAFJ34tr6iLt0MFkFBSyKCLkURXF awWmhimEwm7dDJJMzciCXkK9z4K25cKOJW3Pk3TtoufB0YOJxzL3fOCTPBNTjOpzUxOTU9Mzs3X1tYXFpesVfXrnSaK8paNBWpaodEM8ElawEHwdqZYiQJBbsO+6eVf33LlOapvIRBxvyEdCWPOSVgpMDe8xICvTAszsobT+ZeyLudeNsDLiKG2wHcF BA4u3flTuX4gV13Gs4Q+C9xx6SOxmgG9ocXpTRPmAQqiNYd18nAL4gCTgUra16uWUZon3RZx1BJEqb9YhirxFtGiXCcKvMk4KH6faMgidaDJDSTVQj926vE/7xODvGRX3CZ5cAkHR2Kc4EhxVVHOOKKURADQwhV3PwV0x5RhIJpsmZKcH9H/kuu9huu 03AvDurHJ+M65tAG2kTbyEWH6BidoyZqIYru0SN6Ri/Wg/VkvVpvo9EJa7yzjn7Aev8CJCefUg==</latexit>
⇤⇥
f(X˜t0,xt )
⇤
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Figure 3. A conceptual sketch of a framework for tuning imperfect Eulerian models generating the vector fields
(bµ, σµ in the case of (1.1)) based on available empirical data in order to minimise the loss of relevant information in
the subsequent Lagrangian predictions. For simplicity, the dimension (in the spatial domain) of the true dynamics
and its approximation is assumed the same, and the true dynamics is assumed to be deterministic; these restrictions
are not necessary and the technical details are outlined in §2 and §5.
stochastic flows and the associated uncertainty quantification and mitigation of model error in
Lagrangian (i.e., trajectory-based) predictions.
2.1. Problem setup. Throughout this paper we assume that the original dynamics is defined
either on M=R` or flat torus M= T¯`, ` > 1. We are concerned with characterising the evolution
of functionals or ‘observables’, Eµ[f(Xt)], defined on solutions of continuous-time dynamical
systems generated by stochastic differential equations1 on M
dXt = b
µ(t,Xt)dt+ σ
µ(t,Xt) ◦ dWt, Xt0 = x ∼ µt0 , (2.1)
and observables Eν [f(X˜t)] based on the approximation of (2.1) on M⊆M, dim(M) = d 6 `,
dX˜t = b
ν(t, X˜t)dt+ σ
ν(t, X˜t) ◦ dW˜t, X˜t0 = x ∼ νt0 . (2.2)
Here σµ· k : I ×M→M, 1 6 k 6 m with I := [t0, t0 + T ] ⊂ R, 0 < T <∞, and bµ : I ×M→M
are bounded measurable vector fields and {W kt : 1 6 k 6 m; t > t0} is m-dimensional Brownian
motion on a complete probability space (Ω,F ,P); analogous notation holds for (2.2) with ν
instead of µ, M instead of M, etc. Note that the labelling of the coefficients indicates that
the initial values are distributed according to the respective measures µ and ν and not that
the coefficients depend on the measures. We assume that the respective ‘drift’ and ‘diffusion’
1We start from the Stratonovich form of the SDE rather than the Iˆto form since the former one is consistent
with the physical limit which leads to stochastic perturbations in the deterministic dynamics (e.g., [43]).
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terms bµ, σµ, bν , σν , satisfy the standard conditions (e.g., [75, 51] for existence and uniqueness of
solutions, Xt(ω), X˜t(ω), of (2.1) and (2.2) respectively.
Consider the set P(M) of all probability measures on M, and let (νt)t∈I , (µt)t∈I , µt ∈P(M),
νt ∈P(M), be, respectively, time-marginals of the laws of Xt(ω) and X˜t(ω) w.r.t. P that satisfy
(in the weak sense) the forward Kolmogorov equations (e.g., [51, 14, 75])∂tµt = L
µ∗
t µt, µt|t=t0 = µt0 ,
∂tνt = Lν∗t νt, νt|t=t0 = νt0 ,
(2.3)
where L(·)∗t is the L2 dual of the corresponding differential operator (aka generator) L(·)t given by
Lµt f(x) =
∑`
i=1
b˚µi (t, x)∂xif(x) +
1
2
∑`
i,j=1
aµij(t, x)∂
2
xixjf(x), f ∈ C2b (M), (2.4)
where b˚µi (t, x) := b
µ
i (t, x) + c
µ
i (t, x), c
µ
i (t, x) :=
1
2
∑d
k=1 σ
µ
jk(t, x)∂xjσ
µ
ik(t, x), a
µ
ij =
∑m
k=1 σ
µ
ikσ
µ
jk;
analogous notation is assumed for the generator Lνt .
We are interested in a measure-based quantification of the discrepancy between the trajectory
structure of the dynamics induced by (2.1) and (2.2); in applications the dynamics in (2.1) can be
considered as the ‘truth’, and (2.2) to be its approximation. Note that this setting is very different
from the previous considerations in [58, 60, 19, 59, 18, 20, 17] which focussed on uncertainty
quantification in the vector fields bµ, bν , σµ, σν generating the dynamics (2.1) and (2.2). An
important issue when considering trajectory-based (Lagrangian) uncertainty quantification in
applications is to find an appropriate measure of discrepancy between time-marginal probability
measures µt and νt associated with the underlying dynamics
2. One natural way to measure this
discrepancy or ‘error’ is to consider a family of ϕ-divergences, Dϕ(µt‖νt), defined by (see §3.1)
Dϕ(µt‖νt) =
∫
ϕ
(
dµt/dνt
)
dνt, (2.5)
where dµt/dνt is the Radon-Nikodym derivative of µt
3 with respect to νt (restricted toM⊆M)
and ϕ is a strictly convex function. Dϕ does not, in general, define a metric on the space of
probability measures but it nevertheless allows to construct a very useful framework for a proba-
bilistic quantification of modelling error in applications. Importantly, any ϕ-divergence satisfies
information monotonicity [31, 32, 33] which is naturally imposed by physical constraints when
simplifying/coarse-graining the underlying dynamics4. Information-monotone divergencies are
jointly convex in the arguments, and they uniquely determine (cf. [27]) a special Riemann-
ian geometry with desirable invariance properties on the manifold of probability measures in
which a Pythagorean-like decomposition and a geodesic projection theorem play a crucial role
for applications to statistical estimation (e.g., [5, 2, 4, 3]). Note, in particular, that setting
ϕ(u) =u log u−u+ 1 in (2.5) yields the KL-divergence [49] which is widely used in informa-
tion theory and for uncertainty quantification in statistical inference (e.g., [30, 23, 56, 11, 12]).
However, the suitability of the geometry induced by a given ϕ-divergence for uncertainty quan-
tification depends on the particular application and on the considered submanifold of probability
2 Probability measures on pathspaces W` = C(I;M), Wd = C(I;M) are considered in §5.3.
3 In all considerations involving ϕ-divergencies, Radon-Nikodym derivatives or absolute continuity we will denote
by µt the time-marginal on defined on M⊆M in order to simplify notation.
4 Information monotonicity of a divergence D implies that D(µ‖ν) > D(µA‖νA), where µA(B) = µ(An ∩ B)
and νA(B) = ν(An ∩B) for all B ∈ B(M) and for any measurable partition A = {An : n ∈ N} of M.
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measures (e.g., [5, 2, 3, 31, 32, 33]); thus, a general framework cannot be restricted to any single
ϕ-divergence. For example, KL-divergence is not the most suitable divergence to consider when
dealing with measures whose densities are not in the exponential family; KL-divergence is also not
suitable for sensitivity analysis of rare events in stochastic dynamical models (e.g., [10, 37]). It
is worth stressing that a number of other divergences (or contrast functions), including Chernoff
[28], Renyi [69], and Bregman [22] divergencies, have been extensively investigated in various
contexts (information theory, statistical inference, optimisation, image processing, neural net-
works; e.g., [23, 12, 3, 56, 4, 31, 33]). However, these divergencies are not, in general, information
monotone and are not suitable for our purposes.
2.2. Notation. Here, we list further definitions and notation which recurs throughout the paper.
Definition 2.1 (Wiener space). We shall fix the probability space (Ω,F ,P) as the classical
Wiener space, i.e., Ω = C0(I;Rm),m > 1, I := [t0, t0 +T ] ⊂ R+, 0 < T <∞, is a linear subspace
of continuous functions that take value zero at t = t0, and endowed with the uniform norm
‖ω‖Ω = sup
t∈I
|ω(t)|.
The sigma algebra F is the Borel sigma algebra generated by open subsets of Ω and P is the
Wiener measure, i.e., the law on C0(I;Rm) induced by the m-dimensional Wiener process.
Definition 2.2.
(a) For f : RN → R, the following function spaces will also be in place.
– Mb(RN ) set of bounded Borel measurable functions,
– M+(RN ) set of non-negative Borel measurable functions,
– Cb(RN ) set of bounded continuous functions,
– C+c (RN ) set continuous non-negative functions with compact supports,
– C∞c (RN ) set of smooth functions with compact supports.
(b) Given the Borel measure space
(
RN ,B(RN ),mN
)
, we denote Lp(RN ;mN ), 1 6 p < ∞ as
the set of real-valued Lebesgue integrable functions satisfying
Lp
(
RN ;mN
)
:=
{
f ∈Mb(RN ) : ‖f‖p <∞
}
, ‖f‖p =
(∫
RN
|f |pdmN
)1/p
.
Moreover, for 1 6 p 6∞, we define Lp+
(
RN ;mN
)
:=
{
f ∈ Lp(RN ;mN) : f > 0}.
(c) Let l∈N and 06δ61 and let Cl,δ(RN ;RN ) be the Fre´chet space of functions f : RN→RN
which are such that their l-th derivative is δ-Ho¨lder continuous with seminorms
‖f‖l,0,C :=
∑
0≤|α|≤l
sup
x∈C
|Dαf(x)|,
‖f‖l,δ;C := ‖f‖l,0;C +
∑
|α|=l
sup
x,y∈C,x6=y
|Dαf(x)−Dαf(y)|
|x− y|δ , 0 < δ ≤ 1.
Here, C is a compact convex subset of RN , α= (α1, . . ., αd) ∈ NN , |α| = α1 + · · ·+ αN and
Dαf(x) =
∂|α|f(x)
(∂x1)α1 · · · (∂xd)αN .
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(d) Let Cl,δb (RN ;RN ) be the Banach space of functions f : RN→RN with the norms
‖f‖l := sup
x∈RN
|f(x)|
1 + |x| +
∑
1≤|α|≤l
sup
x∈RN
|Dαf(x)|,
‖f‖l,δ := ‖f‖l +
∑
|α|=l
sup
x,y∈RN, x 6=y
|Dαf(x)−Dαf(y)|
|x− y|δ <∞, 0 < δ ≤ 1.
(e) Let I ⊂ R be a closed interval with m(I) <∞, where m is the Lebesgue measure on R.
– C(I; Cl,δb (RN ;RN )) denotes the set of all jointly continuous vector fields f : R×RN → RN
such that f(t, ·) ∈ Cl,δb (RN ;RN ) and supt∈I ‖f(t, ·)‖l,δ <∞.
– Lp
(I; Cl,δb (RN ;RN )) denotes the set of all jointly continuous vector fields such that f(t, ·) ∈
Cl,δb (RN ;RN ) and
∫
I ‖f(t, .)‖pl,δdt <∞.
(f) Let R × RN 3 (t, x) 7→ σ(t, x) be N × m matrix vector field. The Hilbert-Schmidt (or
Frobenius) norm of σ(t, x) is denoted by ‖σ(t, x)‖hs and it is defined by
‖σ(t, x)‖2hs :=
N∑
i=1
m∑
k=1
|σik(t, x)|2.
(g) Let M ⊆ RN be non-empty Borel set. One can restrict the sets of functions defined above
to M; for example, f ∈ Cb(M) means fM∈ Cb(RN ), where fM:M∩Domf → R.
3. Information measures and inequalities
In this section, we first recall the notion of information-theoretic divergencies (§3.1), and we
derive an extended version of the Csisza´r–Pinsker–Kullback inequality in §3.2. The resulting
bounds are subsequently utilised in the framework for Lagrangian uncertainty quantification. It
is worth pointing out that, although we focus on Markovian flows generated by SDEs, the results
discussed below can be easily extended to more general stochastic dynamical systems.
3.1. ϕ-divergencies. These generalised distances over a manifold of probability measures are
given by premetrics constructed from a class of strictly convex functions ϕ : [0,∞] → [−∞,∞]
satisfying the normality conditions
ϕ(1) = 0, ∇ϕ(1) = 0, inf
a>0
ϕ(a) > −∞. (3.1)
Let µ and ν be two probability measures on a measurable space (M,B(M)). Then, the ϕ-
divergence between µ and ν is defined by5
Dϕ(µ‖ν) =

∫
M ϕ
(dµ
dν
)
dν, if µ ν and ϕ(dµdν ) ∈ L1(M; ν),
+∞, otherwise,
(3.2)
where dµ/dν is the Radon-Nikodym derivative of µ with respect to ν. In practice, verification of
the absolute continuity condition in the definition (3.2) proves to be a subtle and a challenging
task, in particular, for probability measures generated by SDEs. However, one can bypass this
5 The definition of Dϕ in (3.2) is closely related to that of f -divergence due to Csiszar [31, 32, 33]. However,
depending on the publication and the author, the conditions (3.1) are often not imposed and such f -divergences
might not even be premetrics. Here, we disambiguate the notation by requiring that ϕ used to generate Dϕ
necessarily satisfies the normality conditions (3.1); thus removing the symmetries Df+c(u−1) =Df , Dcf =Df , c 6= 0,
present in the general f -divergencies. We also extend this definition in (3.3).
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condition by finding a suitable dominating measure for both µ and ν. In such a case, an alternative
definition for Dϕ is constructed as follows: Let λ be any reference positive measure on (M,B(M))
such that µ λ and ν  λ, the ϕ-divergence between µ and ν is defined by
Dϕ(µ‖ν) =

∫
M ϕ
(
dµ
dλ
/
dν
dλ
)
dν, if ϕ
(
dµ
dλ
/
dν
dλ
)
∈ L1(M, ν),
+∞, otherwise.
(3.3)
Note that definition (3.3) is independent of the reference measure used due to the uniqueness of
the Radon-Nikodym derivative; in fact, this property implies invariance of the above definition
w.r.t. a diffeomprphic change of variables. In general, Dϕ is not symmetric and it does not
satisfy the triangle inequality. However, due to Jensen’s inequality and (3.1), Dϕ is information
monotone (e.g., [31, 32, 33]); i.e., for any Markov kernel κ, we have
Dϕ(µ‖ν) > Dϕ(µκ‖νκ),
where µκ(A) =
∫
M κ(x,A)µ(dx), νκ(A) =
∫
M κ(x,A)ν(dx) for all A ∈ B(M). Information mono-
tonicity is naturally imposed by physical constraints when coarse-graining 4 the underlying dy-
namics and it also implies that Dϕ is a premetric; i.e., Dϕ(µ‖ν) > 0 and Dϕ(µ‖ν) = 0 iff µ = ν
almost everywhere. Importantly, ϕ-divergences belong to a class of convex integrals which admit
the following duality representation (e.g. [6]): Let M be a Polish space and ν, µ ∈ P(M). Then
Dϕ(µ‖ν) = sup
f∈Cb(M)
{∫
M
f(x)µ(dx)−
∫
M
ϕ∗(f(x))ν(dx)
}
(3.4)
= sup
f∈Cb(M)
{
〈f, µ〉 − 〈ϕ∗(f), ν〉
}
,
where ϕ∗ is the Legendre-Fenchel conjugate of ϕ; i.e.,
ϕ∗(s∗) = sup
s>0
{
s s∗ − ϕ(s)}, ∀ s∗ ∈ R. (3.5)
It follows immediately from the above representation that Dϕ : P(M) × P(M) → R+ is lower
semicontinuous; i.e., if µn, νu ∈ P(M) converges narrowly to µ, ν ∈ P(M), then
Dϕ(µ‖ν) ≤ lim inf
n→∞ Dϕ(µn‖νn), (3.6)
and that it is jointly strictly convex in the arguments, i.e., for µi 6= νi, i = 1, 2, and α ∈ (0, 1)
Dϕ(αµ1 + (1− α)µ2‖αν1 + (1− α)ν2) < αDϕ(µ1‖ν1) + (1− α)Dϕ(µ2‖ν2). (3.7)
Various well-known divergencies used in information theory, probability theory and statistics
are derived from (3.2) or (3.3) with an appropriate choice the convex function ϕ. Examples of
divergencies (some of them proper metrics) are listed below (cf. [56]):
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Examples of ϕ-divergencies
ϕ(u)
KL-divergence u log u− u+ 1
Hellinger distance (
√
u− 1)2, 2(1−√u)
Total variation 12 |u− 1|
χ2-divergence (u− 1)2, u2 − 1
α-divergence

4
1−α2 (1− u(1+α)/2), α 6= ±1
u log u, α = 1,
− log u, α = −1.
χα-divergence |u− 1|α, 1 6 α <∞.
Information-monotone divergencies uniquely determine (cf. [27]) a special Riemannian geom-
etry on the manifold of probability measures in which a Pythagorean-like decomposition and a
geodesic projection theorem play a crucial role for applications of information-geometric frame-
work to statistical estimation ([5, 2, 4, 3]). The suitability of the geometry induced by a given
ϕ-divergence for uncertainty quantification depends on the particular application and on the
considered submanifold of probability measures (e.g., [5, 2, 3, 31, 32, 33]). A number of other
divergences, including Chernoff [28], Renyi [69], and Bregman [22] divergencies, have been ex-
tensively investigated in various contexts (e.g., [23, 12, 3, 56, 4, 31, 33]) but they are generally
not information monotone. Given that we aim to exploit these geometric properties in the fu-
ture work on uncertainty quantification in reduced-order models, we consider the whole family
of ϕ-divergencies in the framework developed in the subsequent sections.
In particular, the Kullback-Libler divergence (KL-divergence) which is obtained by setting
ϕ(u) = u log u − u + 1, for u > 0 in (3.2) which is of key importance in information theory and
statistical estimation. The variational representation [34, 35] for KL-divergence is given by
Dkl(µ‖ν) = sup
f∈Cb(M)
{
〈f, µ〉 − log〈ef , ν〉
}
. (3.8)
Finally, we define an Orlicz subspace Lϕ∗(M; ν)6
Lϕ∗(M; ν) :=
{
f ∈M+(M) : ∀γ > 0,
∫
M
ϕ∗(γf)dν +
∫
M
ϕ∗(−γf)dν <∞
}
(3.9)
with the Orlicz norm ‖f‖ϕ∗ = inf
{
a> 0 :
∫
M ϕ
∗ (f/a) dν 6 1
}
. The convex conjugate ϕ∗ in (3.5)
is locally bounded and the normality conditions (3.1) ensure that ϕ∗ is a Young function, i.e.,
(i) ϕ∗ is lower-semicontinuous, ϕ∗(0) = 0 and ϕ∗ is not identically zero, and
(ii) (−α, α) ⊂ domϕ∗ for some α > 0.
This implies that the Orlicz subspace Lϕ∗(M; ν) is well-defined and nontrivial, in the sense that
Lϕ∗(M; ν) 6= {0}. The Orlicz subspace Lϕ∗(M; ν) will contain the class of observables under
which the information inequality in subsection §3.2 will be formulated.
6 The set of measurable functions Lϕ∗(M; ν) is a subspace of a larger Orlicz space Lϕ∗(M; ν) defined by
Lϕ∗(M; ν) :=
{
f ∈ M(M) : ∃ γ > 0, ∫M ϕ∗(γf)dν <∞}.
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3.2. Information inequalities. Here, we derive certain bounds termed information inequalities
which provide both observable- and measure-based quantification of modelling error within a
unified abstract framework. These inequalities provide sharp weak error bounds tailored to a
given observable by utilising the variational formulation of Dϕ (cf. (3.4)), and they provide an
extension of analogous bounds developed for the KL-divergence in [36, 29, 55]. Here, we derive
a further generalisation of the Csisza´r–Kullback–Pinsker inequality to the class of ϕ-divergencies
and a much larger class of observables than those admissible for the KL - or χ2-divergence; namely,
the bound has the form (Theorem 3.2)
Bϕ,−(µ‖ν; g) 6 Eµ[g]− Eν [g] 6 Bϕ,+(µ‖ν; g), (3.10)
where Eµ[g] :=
∫
M gdµ, Bϕ,+,Bϕ,− : R→ I ⊂ R and Bϕ,+(µ‖ν; g) =Bϕ,−(µ‖ν; g) = 0 iff µ= ν or
if g is constant ν-a.s. As discussed later in Theorem 3.2, in all the above formulas the observables
g are in the Orlicz subspace Lϕ∗(M; ν) defined in (3.9). Furthermore, we derive a representation
formula for Bϕ,±(µ‖ν; g) in Proposition 3.4 which allows to re-write (3.10) as
Kˆνϕ,g
(−Dϕ(µ‖ν)) 6 Eµ[g]− Eν [g] 6 Kνϕ,g(Dϕ(µ‖ν)), (3.11)
where Kˆνϕ,g : R−→R−, Kνϕ,g : R+→R+, are such that Kνϕ,g(u) → 0, Kˆνϕ,g(−u) → 0 as u ↓ 0. In
§5.1 we develop the bound(3.11) further in the context of SDEs in order to bound Dϕ(µ‖ν) in
terms of differences between the vector fields generating the dynamics in (2.1) and (2.2); this
step is important for bounding the error in estimates of (Lagrangian) observables explicitly in
terms of the (Eulerian) vector fields generating the true and approximate underlying dynamics.
Remark 3.1.
(i) An information-theoretic measure of finite-time average expansion rates of trajectories of non-
autonomous SDEs/ODEs known as KL-divergence rate Dt−t0kl (µˆxt ||µˆxt0) := 1|t−t0|Dkl(µˆxt ||µˆxt0),
was shown in [21] to be linked to the commonly used finite-time Lyapunov functionals
Λt−t0t0 (x, y) = |t − t0|−1 log
[ |Dxφt,t0 (x) y|
|y|
]
, y 6= 0, used in measuring the growth of pertur-
bation in flows of ODEs; namely∣∣Eµˆt0 [Λt−t0t0 (x, ·)]∣∣ 6 Dt−t0kl (µˆxt ||µˆxt0), t, t0 ∈ I. (3.12)
Here, µˆxt ∈P(TxM) is a solution of the forward Kolmogorov equation for the derivative
flow, Dφt,t0(x), starting from µˆ
x
t0 ∈P(TxM) of the initial perturbation y ∈TxM. One can
recover the inequality (3.12) from the information inequality (3.11), by taking g(y) = log |y|−
Eµˆt0 [log |y|], y 6= 0. Extensions to stochastic flows were discussed in [21]. We shall return to
a more general form of this idea in §5.2.
(ii) The information inequality (3.11) is related to the inequality proved long ago by Csisza´r
in [31] in terms of the total variation distance ‖µ − ν‖TV but it applies to a larger class of
observables g, namely g ∈ Lϕ∗(M; ν). Csisza´r’s result concerns the existence of K˜ : R+ → R+
depending on ϕ and ν with K˜(u)→ 0 as u→ ϕ(1) such that
‖µ− ν‖TV 6 K˜
(Dϕ(µ‖ν)). (3.13)
On the other hand, the variational representation of ‖µ− ν‖TV is given by
‖µ− ν‖TV = sup
‖g‖∞61
{
Eµ[g]− Eν [g]
}
. (3.14)
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Combining the Csisza´r inequality (3.13) with (3.14) yields∣∣Eµ[g]− Eν [g]∣∣ 6 ‖g‖∞ K˜(Dϕ(µ‖ν)). (3.15)
It is relatively straightforward to verify that L∞(M; ν) ⊂ Lϕ∗(M; ν), using (3.5) and (3.1),
which implies that the information inequality (3.11) is valid for a larger class of observables.
This is particularly useful when dealing with trajectory-based uncertainty quantification in
pathspace, where it may not be simple to verify the information inequality (3.15) for the
relevant class of Dϕ. A typical example is the case of χ2 distance obtained for ϕ(u) =
(u− 1)2, u > 0, which leads to the Chapman-Robbins bound (e.g., [52])∣∣Eµ[g]− Eν [g]∣∣ 6√Varν(g)√χ2(µ‖ν), Varν(g) := Eν[(Eν [g]− g)2],
which is more useful when g ∈ L2(M; ν) with µ ν, and g need not be in L∞(M; ν).
Theorem 3.2. Let µ, ν be a pair of probability measures on a Polish space (M,B(M)) with
Dϕ(µ‖ν)<∞, where ϕ : R+→ R is strictly convex, satisfying (3.1), and is twice continuously
differentiable. Then, for any g ∈ Lϕ∗(M; ν), there exist Bϕ,+,Bϕ,−: R→ I ⊆ R such that
Bϕ,−(µ‖ν; g) 6 Eµ[g]− Eν [g] 6 Bϕ,+(µ‖ν; g), (3.16)
where
Bϕ,±(µ‖ν; g) := ± inf
λ>0
{
1
λ
∫
M
ϕ∗
(± λ(g − Eν [g]))dν + 1
λ
Dϕ(µ‖ν)
}
, (3.17)
and
Bϕ,+(µ‖ν; g) = Bϕ,−(µ‖ν; g) = 0, iff µ = ν; or if g is constant ν-a.s. (3.18)
Proof: See Appendix A.1.
Remark 3.3. The above result generalises the ‘goal-oriented information inequality’ for KL-
divergence and χ2 developed in [29, 36, 55], to a class of all information monotone divergences.
Note that, when ϕ(x) =x log x, x> 0, the Orlicz subspace Lϕ∗(M, ν) is simply the class of all
cumulant generating functions (aka logarithmic moment generating functions). The results in
[29, 36, 55] are based on the regularity of cummulant generating functions. Our generalisation
relies on a convex-analytic approach under the normality conditions (3.1) imposed on ϕ or ϕ∗.
Proposition 3.4 (Representation formula for Bϕ,±(µ‖ν; g)). Given the bound (3.16) and the
assumptions of Theorem 3.2, consider the convex function λ 7→ Gϕ,ν(λ; g) defined by
Gϕ,ν(λ; g) =
∫
M
ϕ∗
(
λ(g − Eν [g])
)
dν.
(1) Let g ∈Mb(M). If there exists λ¯ > 0 such that Gϕ,ν(λ; g) <∞ for all λ ∈ (0, λ¯). Then,
Bϕ,+(µ‖ν; g) = Kνϕ,g
(Dϕ(µ‖ν)),
where Kνϕ,g : R+ → R+ is given by Kνϕ,g(R2) = inf
{
δ > 0 : G∗ϕ,ν(δ; g) > R2
}
, and G∗ϕ,ν(δ; g) is
the Fenchel-Legendre conjugate of Gϕ,ν(λ; g) defined by
G∗ϕ,ν(δ; g) = sup
λ∈(0,λ¯)
{
λδ − Gϕ,ν(λ; g)
}
.
Similarly, Bϕ,− admits the representation
Bϕ,−(µ‖ν; g) = Kˆνϕ,g(−Dϕ(µ‖ν)),
where Kˆνϕ,g(−R2) = sup{δ > 0 : −G∗ϕ,ν(−δ; g)<−R2}=− inf{δ > 0 : G∗ϕ,ν(−δ; g) > R2}.
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(2) If g ∈ Lϕ∗(M; ν) with g 6= Eν [g], ν-a.s., and Dϕ(µ‖ν) <∞. Then
Bϕ,+(µ‖ν; g) = ∇Gϕ,ν
(
H˜−1+,g
(Dϕ(µ‖ν)); g) ,
Bϕ,−(µ‖ν; g) = ∇Gϕ,ν
(
−H˜−1−,g
(Dϕ(µ‖ν)); g) ,
where H˜−1+,g is the pseudo-inverse of a function H+,g : [0,∞)→ R defined by
H+,g(λ) = −Gϕ,ν(λ; g) + λ∇Gϕ,ν(λ; g), (3.19)
which is strictly increasing on (0,∞), while H˜−1−,g is the pseudo-inverse of H−,g : (−∞, 0]→ R
which is strictly decreasing on (−∞, 0).
Proof. See Appendix A.2.
Remark 3.5. From the definition of the convex function Gϕ,ν(λ; g), we have that for λ > 0
∇λGϕ,ν(λ; g) =
∫
M
(
g − Eν(g)
)
∇ϕ∗
(
λ
(
g − Eν(g)))dµ.
Based on the above representation formula, if g ∈ L∞(M; ν), we have
Bϕ,+(µ‖ν; g) 6 ‖g‖∞
∫
M
2∇ϕ∗
(
H˜−1+,g
(Dϕ(µ||ν))) dµ.
Similarly,
∇λGϕ,ν(−λ; g) = −
∫
M
(
g − Eν(g)
)
∇ϕ∗
(
− λ(g − Eν(g)))dµ,
so that
Bϕ,−(µ‖ν; g) > −‖g‖∞
∫
M
2∇ϕ∗
(
H˜−1−,g
(Dϕ(µ||ν))) dµ.
The normality conditions (3.1) imply that there exists K˜νϕ,g : (−∞,∞)→ R+ depending on g, ν
and ϕ with K˜νϕ,g(u)→ 0 as u→ 0, such that
Bϕ,+(µ‖ν; g) 6 ||g||∞K˜νϕ,g
(Dϕ(µ||ν)), Bϕ,−(µ‖ν; g) > −||g||∞K˜νϕ,g(Dϕ(µ||ν)). (3.20)
The bounds (3.20) lead to the usual Csisza´r–Pinsker–Kullback inequality (3.15), which implies
that for class observables in L∞(M; ν), the ϕ-information bound Bϕ,+(µ‖ν; g) is tighter.
We conclude this section by deriving a more explicit representation of the ϕ-information bounds
Bϕ,± in (3.16) via linearisation at Dϕ(µ‖ν), i.e., when the probability measure ν is regarded as
a small perturbation of µ. This result is a generalisation of a bound obtained for KL-divergence
in [36] but it is derived using different techniques. We summarise this idea as follows:
Corollary 3.6 (Linearisation of ϕ-information bounds). Let µ, ν be probability measures on the
Polish space (M,B(M)) and the strictly convex function ϕ ∈ C2(R+) satisfies (3.1). Suppose
that Dϕ(µ‖ν) <∞ and g ∈ Lϕ∗(M; ν) with Eν [g] 6= g, ν-a.s. Then
Bϕ,±(µ|ν; g) = ±
√
2∇2ϕ∗(0)Varν(g)
√
Dϕ(µ‖ν) +O(Dϕ(µ‖ν)), (3.21)
and ∣∣Eµ[g]− Eν [g]∣∣ 6√2∇2ϕ∗(0)Varν(g)√Dϕ(µ‖ν) +O(Dϕ(µ‖ν)). (3.22)
The term O(Dϕ(µ‖ν)) can be resolved further if ϕ∗ ∈ CN+2b (R) for all N > 1.
Proof. See Appendix A.3.
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4. Preliminaries on stochastic flows
In the remainder of this work, Markov evolutions (Pt,s)t>s and their duals (P∗t,s)t>s will play a
crucial role in conjunction with certain admissible pathspace probability measures (Ps,x)(s,x)∈I×M
induced by the stochastic flow {φt,s(·, ω): t, s ∈ I} generated by an SDE. In order to make the
presentation self-contained, we recall some important definitions and results which will be needed
in subsequent derivations. Importantly, we shall recall the notion of Lebesgue almost everywhere
martingale solution for SDEs introduced in [41] and its relation to the flows of solutions of the
forward Kolmogorov (Fokker-Planck) equation. Given two SDEs (2.1) and (2.2), the Lebesgue
almost everywhere martingale solutions will be crucial for representing solutions of one SDE in
terms of solutions of the other one. Since, the diffusion coefficients of these SDEs need not be
the same in our considerations, the reconstructed SDE will, in general, not be as regular as the
original one. However, we shall demonstrate in §5.1.1 that the reconstructed SDE generates
Lebesgue a.e. martingale solutions.
Definition 4.1 (Markov transition kernel). Let (M,B(M)) be a measurable space, s, t∈I, s6 t,
x∈M, and B ∈B(M). A map (s, x, t, B) 7→ P (s, x; t, B) is a Markov transition kernel on M if
(i) for fixed s, t, x, the map B 7→ P (s, x; t, B) is a probability measure on (M,B(M)),
(ii) for fixed s, t, B, the map x 7→ P (s, x; t, B) is B(M)-measurable,
(iii) for fixed s, t, u∈I with s 6 u 6 t, and for all x∈M, B ∈ B(M), the following holds
P (s, x; t, B) =
∫
M
P (u, y; t, B)P (s, x;u, dy), (4.1)
(iv) P (s, x; s,B) = IB(x) for all x ∈M and B ∈ B(M).
Definition 4.2 (Markov evolutions and their duals). Any Markov transition kernel P (s, x; t, B)
onM defines a Markov evolution of linear operators (Pt,s)t>s on the space of bounded measurable
functions as follows
Pt,sf(x) :=
∫
M
f(y)P (s, x; t, dy), t > s, f ∈Mb(M). (4.2)
The dual of Pt,s which acts on probability measures µ ∈ P(M) is defined by
P∗t,s µ(B) :=
∫
M
P (s, x; t, B)µ(dx), t > s, B ∈ B(M). (4.3)
For a given Markov transition kernel the evolution of measures on P(M) is induced by∫
M
Pt,sf(x)µs(dx) =
∫
M
[ ∫
M
f(y)P (s, x; t, dy)
]
µs(dx) =
∫
M
f(y)P∗t,sµs(dy), f ∈Mb(M). (4.4)
In particular, for f(x) = IB(x) and t > s, the evolution of the measure µt from µs is given by∫
M
P (s, x; t, B)µs(dx) = P∗t,sµs(B) =: µt(B), B ∈ B(M). (4.5)
The evolution of observables and measures under the action of Markov evolutions does not
impose restrictions on the regularity of the Markov kernels in t, s ∈ I. However, in this work we
focus on kernels which are induced by an underlying stochastic flow; this restriction is natural
when dealing with solutions of SDEs.
Definition 4.3 (Stochastic flow [50, 51]). Let M be a d-dimensional smooth manifold and let
{φt,s(x, ω) : s, t ∈ I, x ∈ M} be a random field defined on a Wiener space (Ω,F ,P). The map
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φt,s(·, ω) is called stochastic flow of homeomorphisms if there exists a null set N ⊂ Ω such that
for any ω /∈ N , the family of continuous maps {φt,s(·, ω) : s, t ∈ I} is a flow of homeomorphisms
in the following sense:
(i) φt,s(·, ω) = φt,u(φu,s(·, ω), ω) holds for any s, t, u ∈ I.
(ii) φs,s(·, ω) = IdM, for all s ∈ I.
(iii) the map φt,s(·, ω) :M→M is a homeomorphism for any s, t ∈ I.
The map φt,s(·, ω) is a stochastic flow of Ck-diffeormorphisms if φt,s(x, ω) is k-times continuously
differentiable with respect to x for all s, t ∈ I and the derivatives are continuous in (s, t, x).
Definition 4.4 (Two-parameter filtration). Let F ts be the smallest sub σ-field of F containing
∩ε>0σ
(
φv,u : s − ε 6 u, v 6 t + ε
)
and all null sets of F . Then, the two-parameter filtration
{F ts : t0 6 s ≤ t 6 t0 + T} is the filtration generated by the stochastic flow φt,s.
Given the stochastic flow, φt,s : M× Ω → M, the corresponding Markov transition kernel,
P (s, x; t, B), is generated via
P (s, x; t, B) := P
({ω ∈ Ω: φt,s(x, ω) ∈ B}), t > s, B ∈ B(M). (4.6)
Thus, P (s, x; t, B) represents the probability that the process φt,s(x, ·) takes a value in the set B
at time t > s, given that φs,s(x, ·) = x. Consequently, the Markov evolution (4.2) induced by the
stochastic flow φt,s is given by
Pt,sf(x) = E
[
f(φt,s(x, ω))
]
:=
∫
M
f(y)P (s, x; t, dy), t > s, f ∈Mb(M), (4.7)
where the expectation is w.r.t. the P-law of φt,s. The dual P∗t,s in (4.3) induced by φt,s is given by∫
M
f(x)(P∗t,sµs)(dx) =
∫
M
E
[
f(φt,s(x, ω))
]
µs(dx), t > s, f ∈Mb(M). (4.8)
Definition 4.5 (Martingale solution in the sense of Stroock-Varadhan [75]). Let Wd := C(I;M)
and let γt :Wd →M, γt(ω) =ω(t), t∈I, be a projection of Wd onto M. A probability measure
Ps,x ∈ P(Wd) is a solution to the martingale problem for a differential operator At starting from
x∈M at time s∈I if:
(i) Ps,x
({ω : γs(ω) = x}) = 1,
(ii) For any f ∈ C∞c (M), the stochastic process Mft := f(γt(ω))− f(γs(ω))−
∫ t
s Auf(γu(ω))du is
a Ps,x -martingale starting from s w.r.t. the canonical filtration (Ft)t>0, Ft := σ{γs : s 6 t}.
The martingale problem is said to be well-posed if Ps,x exists uniquely for any (s, x) ∈ I ×M.
Now, consider the SDE
dXt0,xt = b
κ
(
t,Xt0,xt
)
dt+ σκ
(
t,Xt0,xt
) ◦ dWt, Xt0,xt0 = x ∼ κt0 ∈ P(M), (4.9)
where σ· k : R+ ×M →M, 1 6 k 6 m, and b : R+ ×M →M are bounded measurable vector
fields such that for all x, y ∈M and t ∈ I := [t0, t0 + T ]
|bκ(t, x)− bκ(t, y)|+ ‖σκ(t, x)− σκ(t, y)‖hs 6M |x− y|, M <∞, (4.10)
where ‖ · ‖hs is the Hilbert-Schmidt (or Frobenius) norm.
Remark 4.6. The following observations are well-established (e.g., [70, 74, 75]). By the bound-
edness and measurability assumptions on the coefficients (b, σ) of (4.9), it can be shown that
Pt,sf ∈ Cc(M) for f ∈ Cc(M), i.e., (Pt,s)t>s, t, s∈I, is a Feller evolution. Indeed, there exists a
constant Mb,σ <∞ depending on supx∈M, s6r6t(1 + |x|2)−1
[‖σ(s, x)‖2hs ∨ |b(s, x)|2], such that
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(i) for each f ∈ Cc(M), we have Pt,sf ∈ Cc(M),
(ii) for each f ∈ C2b (M), we have Lf ∈ C(M) and |Lf(x)| 6Mb,σ
(
1 + |x|2) ‖f‖2.Moreover, if f ∈
C2c (M) and f is supported on the ball BR(0), then supx∈Sd−1 |Lf(x)| 6Mb,σ
(
3 + 8R2
) ‖f‖2.
Consider a stochastic flow generated by (4.9) such that Xt0,xt (ω) = φ
κ
t,t0(x, ω), ω-a.e [51]. The
map Ω 3 ω 7→ Xt0,xt (ω) = φκt,t0(x, ω) induces a map P 7→ P κt0,x ∈ P(Wd) of the Wiener measure
to P(Wd) defined by P κt0,x = P ◦φκ,−1t,t0 (x, ω) which is a solution to the martingale problem for the
differential operator Lt in (2.4) starting from x∈M at t0 ∈I (see, e.g., [61, 75]).
Definition 4.7 (Weak solution of forward Kolmogorov equation [41]). Consider the forward
Kolmogorov equation
∂tκt +
d∑
i=1
∂xi (˚biκt)−
1
2
d∑
i,j=1
∂xixj (aijκt) = 0, in [t0, t0 +T ]×M, κt|t=t0 = κt0 , (4.11)
We say that κt ∈P(M)7 is the time-marginal measure solution to the forward Kolmogorov equa-
tion (4.11) in the following weak sense
d
dt
∫
M
f(x)κt(dx) =
∫
M
(
d∑
i
b˚i(t, x)∂xif(x) +
1
2
d∑
i,j=1
aij(t, x)∂xixjf(x)
)
κt(dx), f ∈ C∞c (M),
and the initial condition means that κt converges narrowly to κt0 as t→ t0; i.e.,
lim
t ↓ t0
∫
M
f(x)κt(dx) =
∫
M
f(x)κt0(dx), f ∈ Cc(M). (4.12)
We note that since the equation (4.11) is in divergence form (cf. [41]), it is well-posed without
any regularity requirement on the coefficients (b, σ) such as the uniform Lipschitz condition (4.10),
provided that ∫ t0+T
t0
∫
A
(|b(t, x)|+ ‖(σσT )(t, x)‖hs)κt(dx)dt <∞
for any relative compact subset A ⊆M.
Proposition 4.8 (Martingale solutions and solutions of the forward Kolmogorov equation [41]).
Let A ⊆M be a Borel set, the following are equivalent:
Existence:
(i) Let (κt)t∈I , κt ∈P(M), be the flow of weak solutions of the forward Kolmogorov equation.
Then, there exists a measurable family of probability measures (P κt0,x)x∈M⊂P(Wd) such
that P κt0,x is a martingale solution of the SDE (4.9) starting at t0 ∈I from κt0-a.e. x∈M,
and∫
M
f(x)κt(dx) =
∫
M×Wd
f(φκt,t0(x, ω))P
κ
t0,x(dω)κt0(dx), f ∈ C∞c (M). (4.13)
(ii) Let κt0 ∈ P(M) and let (P κt0,x)x∈M ⊂ P(Wd) be a measurable family of probability measures
on Wd such that P κt0,x is a martingale solution of the SDE (4.9) starting t0 ∈I from κt0-a.e.
x ∈M. Assume that∫
I
∫
M×Wd
IBr(0)
(
φκt,t0(x, ω)
)
P κt0,x(dω)κt0(dx) <∞, r > 0,
7 The measure κt could also be signed measure but here we are interested in a positive measure.
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and set P κt0 :=
∫
M P
κ
t0,x κt0(dx), P
κ
t0 ∈ P(Wd). Then, the measure κt := P κt0 ◦ φκ,−1t,t0 on M
satisfying (4.13) solves (in the weak sense) the forward Kolmogorov equation.
Uniqueness:
(i) Time marginals of martingale solutions (P κs,x)x∈M of the SDE are unique for any x ∈ A.
(ii) Finite non-negative measure-valued solutions of the forward Kolmogorov equation are unique
for any Borel probability measure κt0 concentrated on A.
Definition 4.9 (Lebesgue a.e. martingale solution [41]). Given a time-marginal probability mea-
sure κt0 ∈P(M), κt0(dx) = ρt0(x)md(dx) with ρt0 ∈ L∞(M)∩L1+(M), we say that a measurable
family of measures (P κt0,x)x∈M on Wd is a Lebesgue a.e. κt0-martingale solution starting at t0 if:
(i) for κt0-a.e. x, P
κ
t0,x is a martingale solution of (4.9) starting from x∈M (at time t0 ∈I);
(ii) for any t ∈ I and κt(dx) = ρt(x)md(dx) with ρt0 ∈ L∞(M) ∩ L1+(M) uniformly in t ∈ I
κt := P
κ
t0 ◦ φκ,−1t,t0  md, (P κt0 ◦ φκ,−1t,t0 )(A) = P κt0
(
ω : φκt,t0(x, ω)∈A
)
, A ∈ B(M),
where P κt0 :=
∫
M P
κ
t0,x κt0(dx), P
κ
t0 ∈ P(Wd). Note that if κt0 = δx, then P κt0 ◦ φκ,−1t,t0 is precisely
the Markov transition kernel defined in (4.6).
Intuitively, Lebesgue a.e.martingale solutions consist of those martingale solutions of an SDE
whose time marginals are absolutely continuous with respect to the Lebesgue measure. Abso-
lutely continuous measure solutions of the forward Kolmogorov equation coincide with these time
marginals of martingale solutions. Furthermore, the following holds:
Proposition 4.10 (Existence and uniqueness of Lebesague a.e. martingale solution [41]). Sup-
pose that the forward Kolmogorov equation has unique weak solutions belonging to the convex
subset E+(I ×M) ⊂ L1(I ×M;md ⊗m) defined by
E+(I×M) =
{
f ∈ L∞(I;L1+(M;md)) ∩ L∞(I;L∞+ (M;md)) : f ∈ C(I;w∗ − L∞(M;md))
}
.
Then, there exists a version of a martingale solution (P κt0,x)x∈M ⊂ P(Wd) which is κt0-Lebesgue
a.e. martingale solution of the SDE (4.9) for any κt0(dx) = ρt0(x)md(dx), ρt0 ∈ L1+(M;md) ∩
L∞+ (M;md). If (P˜ κt0,x)x∈M is κ˜t0-Lebesgue a.e. martingale solution of the SDE (4.9) for a fixed
κ˜t0(dx) = ρ˜t0(x)md(dx), ρ˜t0 ∈L1+(M;md)∩L∞+ (M;md), then P κt0,x = P˜ κt0,x formd-a.e. x∈ supp(κ˜t0).
Clearly, the existence and uniqueness of Lebesgue a.e. martingale solution depends on the
regularity of the coefficients and that of the initial distribution. Extra care is needed when the
diffusion coefficient a = σσT is degenerate, because the martingale problem may not be well-
posed in such a case. However, in this work, we are interested in SDEs generating a stochastic
flow of Cl diffeormorphisms which amounts to requiring that σ· k ∈ C
(I; Cl,δb (Rd;Rd)), 16 k 6
m, l> 2, 0<δ6 1; in this case the Lebesgue a.e. martingale solution exists uniquely (e.g., [41,
14]). Consideration of Lebesgue a.e. martingale solutions will be crucial in the reconstruction of
solutions of the SDEs (2.1) in terms of the solutions of (2.2). Since, the diffusion coefficients of
these SDEs need not be the same in our considerations, the reconstructed SDE will, in general, not
be as regular as the original one. However, we shall demonstrate in §5.1.1 that the reconstructed
SDE generates Lebesgue a.e. martingale solutions.
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5. Information bounds for Markovian stochastic flows
In this section, we consider information bounds for the laws of stochastic flows generated by
SDEs on M, as well as bounds on the corresponding probability measures on the pathspace
C(I;M). As discussed in §3.2, quantification of modelling errors for observables and probability
measures in the information-theoretic framework entails consideration of appropriate premetrics
on the manifold of probability measures. Here, we first obtain an information bound via an
appropriate reconstruction of the vector fields generating the SDE (2.1) in terms of vector fields
generating (2.2). This approach allows to express information bounds in terms of differences
between coefficients of the two SDEs and it provides an analytically tractable connection between
the Eulerian (field-based) error and the uncertainty in Lagrangian (trajectory-based) predictions.
We then derive a different bound on error in Lagrangian predictions which is based on a norm
of the difference between so-called finite-time divergence rate (FTDR) fields [21] which utilise a
recently developed probabilistic framework for quantifying expansion rates in stochastic flows.
The FTDR bound has important connections to other probabilistic and geometric measures used
in the past to study finite-time mixing and transport in stochastic flows [21]. Importantly, this
bound can be exploited within a computational framework to mitigate the error in Lagrangian
predictions by tuning the fields of expansion rates in simplified models in order to optimally
reproduce the original expansion rate fields.
Finally, we extend the considerations in the phase spaceM to the pathspaceWd := C(I;M) by
means of a projection for so-called ϕ-admissible pathspace measures associated with the ’truth’
dynamics (2.1) onto pathspace measures associated with the approximation (2.2).
5.1. Information bound via reconstruction. Here, we consider the relationship between
solutions of forward Kolmogorov equations for the SDEs (2.1) and (2.2), following an approach
recently developed in [15] in the context of the KL-divergence and the total variation distance.
The main idea is to represent one of the forward Kolmogorov equations in terms of the other one.
This type of ‘reconstruction’ is standard when the SDEs have the same diffusion coefficients; for
different diffusion coefficients, the reconstructed equation may have singular coefficients even in
the uniform elliptic case. Thus, in the present case, extra care and justification are needed to
make sense of the resulting solutions and the resulting information bounds.
In order to simplify derivations in this section, we first consider the case when the original and
approximate dynamics evolve on the same domain; i.e., M = M in (2.1) and (2.2). The case of
M⊆M is discussed in Remark 5.4 below.
Suppose that M = M and that the coefficients of the SDEs (2.1) and (2.2) are such that
(Qµt0,x, b
µ, aµ)x∈M and (P νt0,x, b
ν , aν)x∈M are, respectively, Lebesgue a.e. µt0- and νt0-martingale
solutions (cf. Definition 4.9). Then, the probability densities (ρµt )t∈I and (ρνt )t∈I w.r.t. the
Lebesgue measure on R+×M exist uniquely [41, 14, 75] and satisfy (in the weak sense)
∂tρ
µ
t = Lµ∗t ρµt = 12∂2xixj (aµijρµt )− ∂xi (˚bµi ρµt ), (5.1)
∂tρ
ν
t = Lν∗t ρνt = 12∂2xixj (aνijρνt )− ∂xi (˚bνi ρνt ), (5.2)
with summation implied over repeated indices. We shall re-write Lµt in terms of Lνt and an
additional vector field to derive a second-order differential operator in the form Lµt = Lνt +Θµν∇,
where the vector field Θµν is to be specified.
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Given the solutions (ρµt )t∈I and (ρνt )t∈I of the forward Kolmogorov equations (5.1) and (5.2),
respectively, we have the following reconstructed equation,
∂tρ
µ = Lν∗t ρµ −∇ · (Θµνρµ). (5.3)
This is derived as follows
∂tρ
µ − Lν∗t ρµ = Lµ∗t ρµ − Lν∗t ρµ = ∂xi
(
1
2∂xj (a
µ
ijρ
µ)− 12∂xj (aνijρµ) + b˚νi ρµ − b˚µi ρµ
)
= −∂xi
(
1
2∂xj
(
[aνij − aµij ]ρµ
)
+ [˚bµi − b˚νi ]ρµ
)
= −∂xi
(
1
2 [a
ν
ij − aµij ]∂xjρµ − [(˚bνi − 12∂xjaνij)− (˚bµi − 12∂xjaµij)]ρµ
)
= −∇ · (Θµνρµ),
which implies that
∂tρ
µ = Lν∗t ρµ −∇ · (Θµνρµ), (5.4)
and, formally, we have Lµt = Lνt +Θµν∇, where
Θµν :=
1
2(a
ν − aµ)∇ρµ/ρµ − (hν − hµ), (5.5)
hµi := b˚
µ
i − 12∂xjaµij , hνi := b˚νi − 12∂xjaνij .
Finally, by recalling that b˚i = bi +
1
2σj∂xjσi, we see that the reconstructed coefficients h
µ, hν
reduce to
hµi = b
µ
i −
1
2
d∑
j=1
σµi ∂xjσ
µ
j , h
ν
i = b
ν
i −
1
2
d∑
j=1
σνi ∂xjσ
ν
j .
Next, we recall the notion of a pseudo-inverse of a tensor field which will be crucial in most of
the proofs in this section.
Definition 5.1 (Pseudo-inverse of a tensor field). The psuedo-inverse σ˜−1 of a tensor field
σ : Rd → L(Rm;Rd) is defined via the limit
σ˜−1 = lim
ε→0
(
σTσ + εIdm×m
)−1
σT = lim
ε→0
σT
(
σσT + εIdd×d
)−1
.
In a similar fashion, the pseudo-inverse of a = σσT is given by a˜−1 = (˜σT )
−1
σ˜−1 s.t.
σ = aσ˜−1, σT = σ˜−1a, σ˜−1 = σ˜−1(˜σT )
−1
σT and σ˜−1 = σT a˜−1. (5.6)
Geometrically, for a : Rd → L(Rd;Rd) and a˜−1 : Rd → L(Rd;Rd), the vector spaces Rd and
L(Rd;Rd) can be decomposed as Rd = [ker(a)]⊥ ⊕ ker(a) and L(Rd;Rd) = ran(a) ⊕ [ran(a)]⊥.
The restriction a˜ : [ker(a)]⊥ → ran(a) is an isomorphism; therefore, the pseudo-inverse a˜−1 is
defined on ran(a) to be the inverse of a˜, namely
a˜−1 =
 0T , if a = 0,aT (aTa)−1, if a 6= 0.
Remark 5.2. The following instance of the vector field Θµν is well-studied in theory and appli-
cations (e.g., [14, 70]). If the diffusion coefficients are equal σν = σµ = σ, we have
Θµν(t, x) = b
ν(t, x)− bµ(t, x),
which is simply the difference between the drift terms of the truth dynamics and its approxima-
tion. Consequently, the evolution of ρµ in (5.3) is induced by a generator with a shifted drift term.
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Now, with the above notation in place, we summarise the main result of this subsection as follows:
Theorem 5.3 (Information bound for SDEs). Assume that the following conditions hold:
(i) bµ, b ν ∈ C(I; C1b (M;M)) σ µ. k, σ ν. k ∈ C(I; C2,δb (M;M)), 1 6 k 6 m, and σν 6= 0,
(ii) νt(dx) = ρ
ν
t (x)dx
8 and µt(dx) = ρ
µ
t (x)dx for all t ∈ I := [t0, t0 + T ], 0 < T < ∞ and
νt0(dx) = µt0(dx) = ρt0(x)dx with ρt0 ∈ L1+(M, dx) ∩ L∞+ (M, dx),
(iii) ϕ ∈ C2(R+) is a strictly convex function satisfying the normality condition (3.1) and
ηt(x) := ρ
µ
t (x)/ρ
ν
t (x) is such that ϕ (ηt) ∈ L1(M, νt) for all t ∈ I.
Then, for every compact interval J ⊂ (t0, t0 + T ), we have
Dϕ(µt‖νt) =
∫
M
ϕ (ηt(x)) ρ
ν
t (x)dx
6 1
2
∫ t
t0
∫
M
∣∣(σ˜−1,νΘµν)(s, x)∣∣2ϕ′′(ηs(x))η2s(x)ρνs(x)dxds, ∀t ∈ J . (5.7)
Proof. See §5.1.2.
Evidently, the presence of the vector field Θµν in the information bound in Theorem 5.3 gives a
connection between Eulerian (field-based) model error and uncertainty in the (trajectory-based)
predictions. It is analytically tractable as the bound is based on the coefficients of the respective
SDEs; this is useful for our purpose, since it is generally not possible to compute the flow map
and the induced probability measures on M explicitly, even for SDEs with simple coefficients.
The proof of Theorem 5.3 requires some preparation, since the regularity of the vector field Θµν
is not immediately obvious from the regularity of the coefficients of the associated SDEs. This
is because the additional term in the generator Lνt +Θµν∇ might be singular, even if Lνt is non-
degenerate. The source of the potential singularity arises from the logarithmic gradient ∇ρµ/ρµ
in the vector field Θµν (5.5). However, we show that whenever Lνt is a one-point generator9 of a
stochastic flow of Ck-diffeormophisms with k > 110 with a uniformly integrable derivative flow, one
can construct a Lebesgue a.e. martingale solution from the reconstructed generator Lνt + Θµν∇;
this is the same as establishing the weak solvability of the Cauchy problem associated with the
reconstructed generator Lνt + Θµν∇ or its L2(M; dx) adjoint Lν∗t − ∇ · (Θµν · ). The main steps
described below rely on the fact that for vector fields of the two SDEs satisfying the assumption (i)
of Theorem 5.3, the logarithmic gradient ∇xρµt /ρµt is square-integrable, implying that∫
I
∫
M
|σ˜−1,νΘµν |2dxdt <∞.
Then, the well-known Girsansov theorem is applied to construct the Markov evolution for
the SDE with coefficients (˚bν + Θµν , σ
ν). This observation implies the weak solvability of the
reconstructed backward Kolmogorov equation
∂tu(t, x) = Lνt u(t, x) +Θµν∇u(t, x), u(t, ·)
∣∣
t=t0
= f ∈ C2b (M).
8 Here and below we set dx ≡ md(dx) with md the Lebesgue measure on Rd to simplify notation.
9 The one-point generator Lt generates the one-point motion or diffusion process which can be represented by
the stochastic flow with a ‘fixed’ x ∈ M, i.e., {φt,t0(ω, x) : t > t0, x ∈ M}; N -point generators of stochastic flows
are discussed in, e.g., [51].
10 It is known from Jacobi theorem (e.g., [7]) that a diffeomorphism is quasi-invariant with respect to the
Lebesgue measure on Rd or Riemannian volume on a smooth manifold M. Thus, the stochastic flow of Ck diffeo-
morphisms for k> 1 induced by an SDE is automatically a Lebesgue a.e.martingale solution (cf. Definition 4.9).
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Remark 5.4. In many important applications involving so-called reduced-order models (ob-
tained via averaging/homogenisation or data-driven techniques), the ‘true’ dynamics evolves on
a higher dimensional domain than its approximation; i.e., M ⊂ M in (2.2). Consequently, the
time-marginal probability measures solving (5.2) are defined on a submanifold of M, and one
has to consider the space marginals of µt on M ⊂ M. In such a case, let M =M×Y, with Y
some finite-dimensional measurable space. Then, the evolution of the M-marginal density ρt|M
can still be formally written in the form (5.1) with the operator Lµt∗ρ defined via the coefficients
bµρ , σ
µ
ρ,k, 1 6 k 6 m, given by
bµρ(t, x) =
∫
bµ(t, x, y)ρµt (y|x)dy, σµρ,k(t, x) =
∫
σµk (t, x, y)ρ
µ
t (y|x)dy, x ∈M, y ∈ Y, (5.8)
where ρµt (y|x) is determined from the joint density ρµt (x, y) = ρµt (y|x)ρµt (x) solving the forward
Kolmogorov equation associated with the dynamics of (2.1), and ρµt (x) is theM-marginal density
satisfying ρµt (x) = Lµt∗ρ ρµt (x). If the branches of the conditional density x 7→ ρµt (y|x) are continu-
ously differentiable; the regularity of the vector fields bµ(t, x, y), σµk (t, x, y) ensure that the vector
fields bµρ(t, x), σ
µ
ρ,k(t, x) defined in (5.8) are regular which is what is required in Theorem 5.3. We
consider an example associated with such a configuration in §6.3.
5.1.1. Solutions of the reconstructed Kolmogorov equation. Here, we investigate the square inte-
grability of the logarithmic gradient ∇xρµ/ρµ present in the vector field Θµν (5.5); these results
are needed in the proof of Theorem 5.3 which is discussed in §5.1.2. First, we construct fields
of uniformly elliptic diffusion matrices via a limiting procedure which applies when the original
diffusion matrix fields aij =σikσjk are sufficiently smooth. This limiting procedure is summarised
in the following lemma:
Lemma 5.5. Suppose the vector fields b˚∈L1(I; C1b (M;M)), σ. k(t, ·)∈C2,δb (M;M), 16 k6m,
with 0<δ6 1 such that ∫
I
∫
M
(|∂xiσik(t, x)|2 + |σik(t, x)|2) dxdt <∞. (5.9)
Then, there exists a family of positive-definite matrix fields with aε = σεσ
T
ε , ε > 0, such that
(i) cε|ξ|2 6 〈ξ, aε(t, x)ξ〉 6 c−1ε |ξ|2, for all (t, x) ∈ I ×M, and ξ ∈M,
(ii) ‖σε − σ‖L2(I×M) → 0, as ε→ 0,
(iii) ‖∂xσε − ∂xσ‖L2(I×M) → 0, as ε→ 0.
(iv) Given µt0(dx) = ρt0(x)dx with ρt0 > 0 such that ρt0 ∈ L1+(M; dx) ∩ L∞(M; dx), there
exists Cε > 0 such that∫
I
∫
M
|∇x log ρεt (x)|2ρεt (x)dxdt
6
∫
I
∫
M
Cε
(t− t0)2 supy∈ME
[∫ t
t0
‖Dxφεξ,t0(x)‖2dξ
∣∣∣φεt,t0(x) = y] ρεt (x)dxdt <∞,
where ρεt is the solution of the forward Kolmogorov equation with the coefficients (b, σε).
Proof. See Appendix A.4.
Furthermore, we have the following:
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Proposition 5.6. Assume that b˚ ∈ C(I; C1b (M;M)), σ. k ∈ C(I; C2,δb (M;M)), 1 6 k 6 m, and
the initial measure µt0(dx) = ρt0(x)dx is such that ρt0 > 0 with ρt0 ∈ L1(M; dx) ∩ L∞(M; dx).
Then, there exists C > 0 such that∫
I
∫
M
|∇x log ρt,t0(x)|2 ρt(x)dxdt
6
∫
I
∫
M
C
(t− t0)2 supy∈ME
[∫ t
t0
‖Dxφξ,t0(x)‖2dξ
∣∣∣φt,t0(x) = y] ρt(x)dxdt <∞.
Proof. See Appendix A.5.
Now, we know that for b˚ ν , b˚µ ∈C(I; C1b (M;M)), σν. k, σµ. k ∈C(I; C2,δb (M;M)), 1 6 k 6 m, the
logarithmic gradient ∇x log ρµt (x) is square-integrable from Proposition 5.6. Recalling that
Θµν =
1
2
(
aνij − aµij
)
∇x log ρµt −
(˚
bνi − ∂xjaνij − b˚µi + ∂xjaµij
)
,
from (5.5) we obtain that for σν 6= 0 (see (5.6)),∫
I
∫
M
|σ˜−1,νΘµν(s, x)|2dxds <∞.
Next, we establish a growth condition on the vector field b˜ = b˚ν +Θµν generating the drift in the
reconstructed SDE.
Lemma 5.7. Assume that b˚µ, b˚ ν ∈ C(I; C1b (M;M)), σµ. k, σν. k ∈ C(I; C2,δb (M;M)), 1 6 k 6 m,
and set b˜ = b˚ν +Θµν . Then,
(1 + |x|)−1|b˜| ∈ L1(I;L1loc(M;M)).
Proof. See Appendix A.6.
In fact, the above construction yields the following version of Girsanov’s transformation.
Proposition 5.8. Consider the SDE
dX˜t0,xt = b˜
ν
(
t, X˜t0,xt
)
dt+ σν
(
t, X˜t0,xt
)
dWt, X˜
t0,x
t0
= x ∈M, (5.10)
where b˜ν = b˚ν + Θµν , and Θµν is defined in (5.5) with b˚
ν , b˚µ ∈ C(I; C1b (M;M)), σν. k, σµ. k ∈
C(I; C2,δb (M;M)), 1 6 k 6 m, and σν 6= 0. Then, the Markov evolution (P˜νt,t0)t∈I associated
with solutions of (5.10) is defined by
P˜νt,t0f(x) = E
[
f
(
X˜t0,xt
)
g(t, t0, x)
]
, f ∈ Cb(M),
where the stochastic process (g(t, t0, .))t>t0 is given by
g(t, t0, x) = exp
{
−1
2
∫ t
t0
∣∣∣(σ˜−1,νΘµν)(ξ, X˜t0,xξ )∣∣∣2dξ + ∫ t
t0
〈
(σ˜−1,νΘµν)
(
ξ, X˜t0,xξ
)
, dWξ
〉}
.
Proof. This is standard (e.g., [70, 67, 75]) due to the construction outlined earlier in this section.
Proposition 5.8, in turn, ensures the weak solvability of the forward Kolmogorov equation of
the reconstructed SDE with the coefficients (bν +Θµν , σ
ν) and the initial data ρ0 ∈ L1+(M; dx)∩
L∞+ (M; dx). We summarise the above results in the following proposition:
Proposition 5.9 (Summary). Consider the solution µt(dx) = ρ
µ
t (x)dx of (5.1) and the solution
νt(dx) = ρ
ν
t (x)dx of (5.2) with Lµ∗,Lν∗ involving the coefficients of the SDEs (2.1) and (2.2)
such that bµ, bν ∈ C(I; C1b (M;M)), σµ.k, σν.k ∈ C(I; C2,δb (M;M)), 1 6 k 6 m, σν 6= 0. Then,
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(i) |σ˜−1,νΘµν | ∈ L2(I;L2(M;µt)), and (1 + |x|)−1|Θµν | ∈ L1(I;L1(M;µt)).
(ii) There exists a unique weak solution to the forward Kolmogorov equation
∂tρ
µ
t = Lν∗t ρµt −∇ · (Θµνρµt ), ρµt0 = ρt0 ∈ L1+(M; dx) ∩ L∞(M; dx).
5.1.2. The proof of Theorem 5.3. With the summary in Proposition 5.9, we are ready to prove our
result on information bound between Lebesgue a.e. flows of solutions of two stochastic differential
equations on M. First, we give three preparatory lemmas that will facilitate the proof.
Lemma 5.10. Let L∗t be the L2(M; dx) adjoint of the generator Lt with the coefficients (b, σ. k),
16 k6m with a= (aij)16i,j6d, aij =σikσjk. Then, for f, g ∈ C2b (M× (t0, t0 +T )) and ϕ ∈ C2b (R),
L∗tϕ(f) = ϕ′(f)L∗t f +
1
2
ϕ′′(f)〈a∇f,∇f〉+ (fϕ′(f)− ϕ(f))∇ · (b− 1
2
∇a),
L∗t (fg) = fL∗t g + gL∗t f + 〈a∇f,∇g〉+ fg∇ · (b−
1
2
∇a).
Proof. See Appendix A.7.
Lemma 5.11. Let ϕ ∈ C2(R+) and assume that the conditions of Proposition 5.9 hold and
µt(dx) = ηt(x)νt(dx) such that ϕ(ηt) ∈ L1(M, νt) for all t ∈ I. Then
∂t(ϕ(ηt)ρ
ν
t ) = Lν∗t (ϕ(ηt)ρνt )−
1
2
ρνtϕ
′′(ηt)〈aν∇ηt,∇ηt〉 − ϕ′(ηt)∇ · (Θµνρµt ). (5.11)
Proof. See Appendix A.8.
Lemma 5.12. Let ϕ ∈ C2(R+), assume that the condition of Proposition 5.9 hold and µt  νt
with µt(dx) = ηt(x)νt(dx) such that ϕ(ηt) ∈ L1(M, νt) for all t ∈ I. Then, for f ∈ C∞c (M) and
any compact interval [τ, t] ⊂ (t0, t0 + T ), we have∫
M
ϕ(ηt(x))f(x)νt(dx) +
1
2
∫ t
τ
∫
M
|(σν)T (s, x)∇xηs(x)|2ϕ′′(ηs(x))f(x)νs(dx)ds
=
∫
M
ϕ(ητ (x))f(x)ντ (dx) +
∫ t
τ
∫
M
ϕ(ηs(x))Lνt f(x)νs(dx)ds
+
∫ t
τ
∫
M
[
〈Θµν(s, x),∇xηs(x)〉ϕ′′(ηs(x))f(x)
+ 〈Θµν(s, x),∇f(x)〉ϕ′(ηs(x))
]
ηs(x)νs(dx)ds. (5.12)
Proof. See Appendix A.9.
Proof of Theorem 5.3. First, re-write the term 〈Θµνηs,∇ηs〉 of the integrand in the inequal-
ity (5.12) of Lemma (5.12). Recall the expression for the pseudo-inverse σ˜−1,ν for σν 6= 0 and
apply Young’s inequality to obtain〈
σ˜−1,νΘµνηs, (σν)T∇ηs
〉
6 1
2
|(σν)Tβµν |2η2s +
1
2
|(σν)T∇ηs|2, (5.13)
where βµν = a˜
−1,νΘµν . Combining the inequalities (5.13) and (5.12) of Lemma 5.12 and re-
arranging terms leads to∫
M
ϕ(ηt(x))f(x)νt(dx) 6
∫
M
ϕ(ητ (x))f(x)ντ (dx) +
∫ t
τ
∫
M
ϕ(ηs(x))Lνt f(x)νs(dx)ds
+
∫ t
τ
∫
M
〈Θµν(s, x),∇f(x)〉ϕ′(ηs(x))ηs(x)νs(dx)ds
+
1
2
∫ t
τ
∫
M
|((σν)Tβµν)(s, x)|2ϕ′′(ηs(x))η2s(x)f(x)νs(dx)ds. (5.14)
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Next, we show that for f ∈ C∞c (M) with f > 0,
lim
τ→t0
∫
M
ϕ(ητ (x))f(x)ντ (dx) = 0. (5.15)
From the strict convexity of ϕ and the normality condition (3.1), we know that ϕ is locally
bounded Lipschitz continuous; in particular, given ϕ(1) = 0, we have Cϕ > 0 such that
ϕ(η) 6 |ϕ(η)− ϕ(1)| 6 Cϕ|η − 1|,
and∫
M
ϕ(ητ (x))f(x)ντ (dx) 6
∫
M
|ϕ(ητ (x))− ϕ(1)|f(x)ρντ (x)dx 6 Cϕ
∫
M
|ρµτ (x)− ρντ (x)|f(x)dx.
Since µt(dx) = ρ
µ
t (x)dx and νt(dx) = ρ
ν
t (x)dx for all t ∈ I, and the smoothness of the coefficients
of the SDEs (2.1), (2.2) ensures that ρνt , ρ
µ
t are regular, then by Lemma 2.1 in [15], we have
lim
τ→t0
∫
M
|ρµτ (x)− ρντ (x)|f(x)dx = 0. (5.16)
The limit (5.15) clearly follows from (5.16). Next, we estimate the remaining term of the integrand
in (5.12) as follows. Consider a cut-off function χ ∈ C∞c (M) such that
χ(x) = 1 for |x| 6 1, and χ(x) = 0 for |x| > 1,
and the sequence of functions (fn)n∈N ⊂ C∞c (M) with fn > 0, where fn(x) := χ(n−1x). We see
that fn → 1, ∇fn → 0 and Lνt fn → 0 as n→∞. Next, recall from item (ii) in Remark 4.6 that
for each f ∈ C2b (M), Lνt f ∈ C(M), and there exists M := Mbν ,σν > 0, such that
|Lνt f(x)| 6M
(
1 + |x|2) ‖f‖C2b (M).
In particular,
|Lνt fn(x)| 6M
(
1 + |x|2) . (5.17)
Next, we use the local boundeness of ϕ to obtain∣∣∣∣∫ t
t0
∫
M
ϕ(ηs(x))Lνt fn(x)νs(dx)ds
∣∣∣∣ 6 Cϕ ∫ t
t0
∫
M
|Lνt fn(x)| νs(dx)ds. (5.18)
By the bounds (5.17)-(5.18) and the Lebesgue dominated convergence theorem, we have
lim
n→∞
∫ t
t0
∫
M
ϕ(ηs(x))Lνt fn(x)µs(dx)ds = 0. (5.19)
From the definition of fn, we have
|∇fn(x)| = n−1|∇χ(n−1x)| 6 4(1 + |x|)−1‖∇χ‖∞,
so that 〈
Θµν(s, x),∇fn(x)
〉
ϕ′(ηs(x))ηs(x) 6 4(1 + |x|)−1
∣∣Θµν(s, x)∣∣∣∣ϕ′(ηs(x))∣∣ηs(x).
We have∫ t
t0
∫
M
〈
Θµν(s, x),∇fn(x)
〉
ϕ′(ηs(x))ηs(x)νs(dx)
6 4
∫ t
t0
∫
M
(1 + |x|)−1|Θµν(s, x)||ϕ′(η(x))|ηs(x)ρν(x)dxds
= 4
∫ t
t0
∫
M
|ϕ′(η(x))|(1 + |x|)−1|Θµν(s, x)|ρµs (x)dxds.
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By Proposition 5.9, we know that (1+|x|)−1|Θµν | ∈ L1(I;L1(M, µt)) and as ϕ′ is locally bounded,
then by Lebesgue dominated convergence theorem, we arrive at the limit
lim
n→∞
∫ t
t0
∫
M
〈Θµν(s, x),∇fn(x)〉ϕ′(ηs(x))ηs(x)νs(dx) = 0. (5.20)
Finally, put (5.15), (5.19), (5.20) into the estimate (5.14) and, since fn → 1 as n → ∞, for any
t ∈ [t1, t2] ⊂ I we have∫
M
ϕ(ηt(x))νt(dx) 6
1
2
∫ t
t0
∫
M
∣∣((σν)Tβµν)(s, x)∣∣2 ϕ′′(ηs(x))η2s(x)νs(dx)ds
=
1
2
∫ t
t0
∫
M
∣∣(σ˜−1νΘµν)(s, x)∣∣2 ϕ′′(ηs(x))η2s(x)νs(dx)ds. 
5.2. Bound on ϕ-divergence in terms of ϕ-FTDR fields. The information-theoretic no-
tion of expansion rates in stochastic flows known as finite-time divergence rates (ϕ-FTDR) was
introduced in [21].
Definition 5.13 (ϕ-FTDR). Let (µt)t∈I be a flow of probability measures generated by duals of
Markov evolutions (Pµ∗t,t0)t∈I such that µt = Pµ∗t,t0µt0 . The finite-time divergence rate (ϕ-FTDR)
between µt and µt0 is defined by
Dt−t0ϕ (µt‖µt0) :=
1
|t− t0|Dϕ(µt‖µt0), t ∈ I := [t0, t0 + T ], 0 < T <∞.
For ϕ ∈ C2(R+) strictly convex, we shall derive a bound on Dt−t0ϕ (µt‖νt) in terms of the difference
between Dt−t0ϕ (µt‖µt0) and Dt−t0ϕ (νt‖µt0), which reads
Dt−t0ϕ (µt‖νt) ≤
∣∣Dt−t0ϕ (µt‖µt0)−Dt−t0ϕ (νt‖µt0)∣∣, t ∈ I.
Importantly, this bound enables one to minimise model errors in finite-time probabilistic trajectory-
based predictions by tuning FTDR fields generated by the truth dynamics and its approximation.
FTDR fields were shown in [21] to be related to various probabilistic and geometric measures of
transport and mixing in non-autonomous stochastic dynamical systems such as
(i) finite-time Lyapunov exponent fields (FTLE, [46, 40, 44, 45]),
(ii) stochastic Lyapunov functionals (almost sure and moment exponents; see [21]).
Theorem 5.14. Let ϕ ∈ C2(R+) be a strictly convex function satisfying the normality condi-
tions (3.1). Let µt ∈ C(I,P(M)) and νt ∈ C(I,P(M)) be solutions of forward Kolmogorov
equations corresponding to the SDEs (2.1) and (2.2) with νt0 =µt0 . If Dt−t0ϕ (µt‖νt) < ∞
Dt−t0ϕ (µt‖µt0) <∞ and Dt−t0ϕ (νt‖µt0) <∞ for all t ∈ I, then
Dt−t0ϕ (µt‖νt) 6
∣∣Dt−t0ϕ (µt‖µt0)−Dt−t0ϕ (νt‖µt0)∣∣, ∀ t ∈ I. (5.21)
Remark 5.15.
(i) The sufficient condition for Dt−t0ϕ (µt||νt) < ∞ for all t ∈ I is that the vector fields
bµ, σµ, bν , σν and Θµν are bounded and continuously differentiable with bounded derivat-
tives (see Proposition 5.18). These, in particular, yield that Dt−t0ϕ (µt||µt0) < ∞ and
Dt−t0ϕ (νt||νt0) <∞, for all t ∈ I, where µt0 = νt0 (see also, [21]).
(ii) The bound in (5.21) allows to optimise Lagrangian predictions onM based on an approx-
imate dynamics (2.2) by utilising results from [21]. Consider divergence rates between
probability measures µxt = PΦ
x∗
t,t0 µBε(0) and ν
x
t = PΨ
x∗
t,t0 µBε(0). Here, PΦ
x
t,t0 is the Markov
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evolution induced by the centred flow Φxt,t0(v, ω) := φt,t0(x+ v, ω)− φt,t0(x, ω) with φt,t0
the stochastic flow associated with the SDE (2.1). Similarly, PΨxt,t0 is the Markov evolu-
tion induced by the centred flow Ψxt,t0(v, ω) := ψt,t0(x + v, ω) − ψt,t0(x, ω) with ψt,t0 the
stochastic flow associated with the SDE (2.2). Then, a simple criterion for optimising
Lagrangian predictions onM over some time interval T can be obtained from the bound∫ t0+T
t0
∫
M
Dt−t0ϕ (PΦ
x∗
t,t0 µBε(0)‖PΨ
x∗
t,t0 µBε(0))dxdt
6
∫ t0+T
t0
∫
M
∣∣Dt−t0ϕ (PΦx∗t,t0 µBε(0)‖µBε(0))−Dt−t0ϕ (PΨx∗t,t0 µBε(0)‖µBε(0))∣∣dxdt,
where the maps x 7→ Dt−t0ϕ (PΦ
x∗
t,t0 µBε(0)‖µBε(0)), x 7→ Dt−t0ϕ (PΨ
x∗
t,t0 µBε(0)‖µBε(0)), corre-
sponds to FTDR fields discussed in [21].
Proof of Theorem 5.14. See Appendix A.10.
5.3. Information bounds on pathspace. Here, we extend the results derived in the previous
sections to probability measures on the pathspaceWd = C(I;M). In order to simplify exposition,
we restrict the discussion to the case of M =M in (2.1) and (2.2); i.e., the ‘truth’ the dynamics
and its approximation are defined on the same domain.
We consider pathspace measures Qµt0 =
∫
MQ
µ
t0,x
µt0(dx) and P
ν
t0 =
∫
M P
ν
t0,xµt0(dx), as in Def-
inition 4.9, with finite-dimensional marginals QµIn , P
ν
In defined on ⊗ni=1Ai, Ai ∈ B(M), by
QµIn(⊗ni=1Ai) := Q
µ
t0
{
ω : Xs1(ω) ∈ A1, · · · , Xsn(ω) ∈ An
}
,
P νIn(⊗ni=1Ai) := P νt0
{
ω : X˜s1(ω) ∈ A1, · · · , X˜sn(ω) ∈ An
}
,
where Xxs (ω) = φ
µ
s,t0
(x, ω), X˜xs (ω) = φ
ν
s,t0(x, ω), solve (2.1) and (2.2) on I:= [t0, t0 +T ] with the
measures on the initial condition νt0 = µt0 , and t0 < s1 < · · · < sn 6 t0 + T .
We shall derive the following identity on Wd which yields a unique projection (termed ϕ-
projection) of P νt0 onto a certain closed convex subset of P(Wd) of probability measures with
time-marginals (µt)t∈I solving the forward Kolmogorov equation associated with (2.1); namely
inf
{Dϕ(Qµt0 ||P νt0) : Qµt0  P νt0 , Qµt0 ◦X−1t = µt, ∀ t ∈ I}
= sup
{∫
M
n∑
i=1
fi(x)µsi(dx)−
∫
M
ϕ∗
( n∑
i=1
fi(x)
)
νsi(dx);
∀ 1 6 n <∞, f1, . . . , fn ∈Mb(M), s1, . . . , sn ∈ I
}
,
where (µsi)
n
i=1, (νsi)
n
i=1, satisfy∫
M
fdµsi =
∫
M
EQ
µ
t0,x [f(Xsi(ω))]µt0(dx), and
∫
M
fdνsi =
∫
M
EP
ν
t0,x [f(X˜si(ω))]µt0(dx),
for all f ∈Mb(M). Importantly, we show that the ϕ-projection is given in terms of a ϕ-divergence
between solutions of the corresponding forward Kolmogorov equations and it can be linked to
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ϕ-FTDR fields (§5.2) via
inf
{
Dϕ(Qµt0‖P νt0) : Qµt0 ◦X−1t = µt, ∀ t ∈ I
}
6 sup
{ n∑
i=1
∣∣∣Dϕ(µsi‖µt0)−Dϕ(νsi‖µt0)∣∣∣, ∀ 1 6 n <∞, s1, . . . , sn ∈ I}. (5.22)
Moreover, for finite-dimensional marginals, one has a more practically useful bound
inf
{
Dϕ(QµIn‖P νIn) : Q
µ
In ◦X−1ti = µti , t0, t1, . . . , tn ∈ I
}
6
n∑
i=1
∣∣∣Dϕ(µti‖µt0)−Dϕ(νti‖µt0)∣∣∣, t1, . . . , tn ∈ I. (5.23)
The information identities (5.22) and (5.23) yield a suitable way of quantifying model error for
Markovian stochastic flows generated by SDEs in pathspace and phase space, respectively.
In order to obtain the above results, we first briefly characterise absolute continuity of proba-
bility measures generated by the SDE characterised by11 (bν + Θµν , σ
ν) with respect to an SDE
with the characteristic (bν , σν) on the pathspace Wd. The procedure is not new, but it is not
immediately obvious how absolute continuity in the phase space M is linked to the absolute
continuity in the pathspace Wd. We start by recalling some absolute continuity lemmas on Wd
(see, e.g., [13, 70]).
Lemma 5.16 ([13]). Let Q,P ∈ P(Wd) and (Fn)n∈N be a filtration on Wd such that for each
An ∈ Fn we have σ
(⋃
n∈NAn
)
= σ({Xt : t ∈ I}) = Ft. If Q|Fn  P |Fn for all n ∈ N, then
(a) Q P if and only if lim supn→∞ dQ|FndP |Fn <∞, P -a.s.,
(b) Q ⊥ P if and only if lim supn→∞ dQ|FndP |Fn =∞, P -a.s.,
(c) if Q P and ϕ
(
dQ
dP
)
∈ L1(Wd;P ), then Dϕ(Q‖P ) = limn→∞Dϕ
(
Q|Fn‖P |Fn
)
.
Proof. See Appendix A.11.
Lemma 5.17 ([13, 70]). Let Mt be a continuous localmartingale with respect to (Wd,Ft) and
let 〈M〉t12 be the corresponding quadratic variation process such that 〈M〉∞ := limt→∞〈M〉t. If
E(M)(t) = exp (Mt − 12〈M〉t), then{
ω : lim
t→∞ E(M)(t) = 0
}
=
{
ω : 〈M〉∞ =∞
}
, P - a.s.
Proof. See Appendix A.12.
The following proposition is reminiscent of the reconstruction procedure utilised in §5.1. It
also yields a formula for Dϕ(Qµt0,x‖P νt0,x) where Qµt0,x, P νt0,x ∈ P(Wd) are extremal martingale
solutions for two SDEs with coefficients (bν +Qµν , σ
ν) and (bν , σν) starting from the same initial
condition x ∈M at time t0 ∈ I.
Proposition 5.18. Consider Θµν in (5.5) and let
(
(Qµt0,x)x∈M, b
ν+Θµν , σ
ν
)
,
(
(P νt0,x)x∈M, b
ν , σν
)
be families of extremal martingale solutions for two SDEs starting from the same initial condition
x ∈M at time t0 ∈ I; furthermore, set βµν = a˜−1,νΘµν . Then
11 See §5.1 for details on the reconstructed field Θµν .
12 Throughout this section 〈·〉t denotes the quadratic variation of a stochastic process at time t, while 〈·, ·〉
denotes the inner product.
Lagrangian uncertainty quantification and information inequalities for stochastic flows 29
(i) Qµt0,x ⊥ P νt0,x if and only if,∫ t
t0
〈βµν , aνβµν〉 (s, X˜s)ds =∞, P νt0,x -a.s., t ∈ I.
(ii) Qµt0,x  P νt0,x if and only if,∫ t
t0
〈βµν , aνβµν〉 (s, X˜s)ds <∞, P νt0,x -a.s., t ∈ I.
(iii) Moreover, assume that ϕ ∈ C2(R+) is a strictly convex function satisfying the normality
conditions (3.1), and such that ϕ
(
dQµt0,x
dP νt0,x
)
∈ L1(Wd;P νt0,x). Then,
Dϕ
(
Qµt0,x‖P νt0,x
)
=
1
2
EP
ν
t0,x
(∫ t
t0
ϕ′′(Ds)D2s
〈
βµν , a
νβµν
〉
(s, X˜s)ds
)
, t ∈ I, (5.24)
where Ds = dQ
µ,s
t0,x
/dP ν,st0,x with Q
µ,s
t0,x
:= Qµt0,x|Fs , P ν,st0,x := P νt0,x|Fs .
Proof. See Appendix A.13.
We are now ready to prove the existence of a unique ϕ -projection of P νt0 onto a closed convex
subset Cµνϕ,I ⊂ P(Wd) defined by
Cµνϕ,I :=
{
Q ∈ P(Wd) : Dϕ(Q‖P νt0) <∞, Q ◦X−1t = µt ∈ P(M) ∀ t ∈ I
}
. (5.25)
Importantly, given the ϕ -projection Qµνt0 ∈ Cµνϕ,I , the representation of Dϕ(Qµνt0 ‖P νt0) can be ob-
tained in terms of a ϕ-divergence between solutions of the corresponding forward Kolmogorov
equations, and it can be linked to ϕ-FTDR fields (§5.2) as already noted earlier in this subsection.
Definition 5.19 (ϕ-admisible flows of time-marginal probability measures and ϕ-projection).
(a) We say that the flow of time-marginal probability measures (µt)t∈I on M is ϕ-admissible if
Cµνϕ,I is a nonempty subset of P(Wd).
(b) A measure Qµνt0 ∈ Cµνϕ,I is called a ϕ-projection of P νt0 onto Cµνϕ,I if
Dϕ
(
Qµνt0 ‖P νt0
)
= inf
{
Dϕ
(
Q‖P νt0
)
: Q ∈ Cµνϕ,I
}
.
Theorem 5.20. Let
(
(P νt0,x)x∈M, b
ν , σν
)
be Lebesgue a.e. martingale solutions of the SDEs (2.1)
and (2.2), and let {µt}t∈I , {νt}t∈I , µt0 = νt0 , denote flows of time-marginal probability measures
on M satisfying∫
M
fdµt =
∫
M
EQ
µ
t0,x [f(Xt(ω))]µt0(dx), and
∫
M
fdνt =
∫
M
EP
ν
t0,x [f(X˜t(ω))]µt0(dx),
for all t ∈ I, f ∈ Mb(M), and with the measure on the initial conditions µt0(dx) = ρt0(x)dx,
ρt0 ∈L∞+ (M; dx) ∩ L1+(M; dx). Assume that ϕ ∈ C2(R+) is strictly convex and that it satisfies
the normality conditions (3.1), and ϕ (dµt/dνt) ∈ L1(M; νt) for all t ∈ I = [t0, t0 + T ]. Then,
there exists a unique ϕ-projection, Qµνt0 ∈ Cµνϕ,I ⊂ P(Wd), such that
Dϕ
(
Qµνt0 ‖P νt0
)
= sup
{∫
M
n∑
i=1
fi(x)µsi(dx)−
∫
M
ϕ∗
( n∑
i=1
fi(x)
)
νsi(dx);
∀ 1 6 n <∞, f1, . . . , fn ∈Mb(M), s1, . . . , sn ∈ I
}
. (5.26)
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Moreover, for finite-dimensional marginals, QµIn , P
ν
In , s.t. t0 < t1 6 · · · 6 tn, the following holds
Dtn−t0ϕ
(
QµνIn‖P νIn
)
6
n∑
i=1
∣∣∣Dtn−t0ϕ (µti‖µt0)−Dtn−t0ϕ (νti‖µt0)∣∣∣
+
n∑
i=1
|tn−ti|
|tn−t0|
∣∣∣Dti−t0ϕ (µti‖µt0)−Dti−t0ϕ (νti‖µt0)∣∣∣, (5.27)
where QµνIn ∈ C
µν
ϕ,In with
Cµνϕ,In :=
{
Q ∈ P(MIn) : Dϕ(Q‖P νIn) <∞, Q ◦X−1ti =µti ∈P(M), t0, t1, . . . , tn ∈ I
}
, (5.28)
and Dt−t0ϕ = |t− t0|−1Dϕ, where Dt−t0ϕ (µti‖µt0) and Dt−t0ϕ (νti‖µt0) denote ϕ-FTDR fields (The-
orem 5.14, §5.2) induced by (2.1) and (2.2) with time-marginal measures µt and νt s.t. µt0 = νt0 .
Proof. See Appendix A.14.
6. Case study
Here, we illustrate the results derived in the previous sections applied to various dimensionally-
reduced approximations of slow-fast systems.
6.1. A brief review of a reduction procedure via averaging. We briefly outline a very
useful framework for deriving approximations of slow-fast dynamics which is obtained via aver-
aging over the fast dynamics. Consider a general slow-fast SDE on Rd × Rl, d > 1, l > 1, and
given by dX
ε
t = εF (t,X
ε
t , Y
ε
t )dt+
√
εσx(Xεt )dBt, X
ε
0 = x0 ∼ µ0,
dY εt = b(X
ε
t , Y
ε
t )dt+ σ
y(Xεt , Y
ε
t )dWt, Y
ε
0 = y ∼ Π0,
ε 1, (6.1)
where the vector fields generating the above dynamics satisfy F ∈L1([0, T ]; C1b (Rd×Rl;Rd)),
σx.m ∈C1b (Rd;Rd), 1 6 m 6 d, b, σy. k ∈ C2b
(
Rd × Rl;Rl), 1 6 k 6 l, and B = {Bmt : 1 6 m 6
d, t > 0}, W = {W kt : 1 6 k 6 l, t > 0} are, respectively, d-dimensional and l-dimensional
independent standard Brownian motions. Under the above regularity of the coefficients, the
SDE (6.1) generate stochastic flows of C1 diffeomorphisms (e.g., [8, 51]). We refer to Xε as the
slow variables and to Y ε as the fast variables.
Assume that the ‘fast’ subsystem with the slow variable frozen, i.e.,
dY xt = b(x, Y
x
t )dt+ σ
y(x, Y xt )dWt, (6.2)
admits ergodic measures
{
Πx : x ∈ K b Rd} such that x 7→ Πx is bounded Lipschitz continuous
in the narrow topology generated by P(Rl). Define the averaged vector field F¯ as
F¯ (t, x) =
∫
Rl
F (t, x, y)Πx(dy),
and assume it exists in the case of (6.1). The ‘averaged’ dynamics, representing an approximation
of the evolution of the slow variables, is then given by (see, e.g., [66, 16] among many others)
dX¯xt = F¯ (t, X¯
x
t )dt+ σ
x(X¯xt )dBt, X¯
x
0 = x ∼ µ0, (6.3)
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where Xεt/ε −→ X¯xt as ε → 0 in probability (instance of weak LLN) (e.g., [42, 48]). Then, as a
consequence of ergodicity of the branches of the invariant measures {Πx : x ∈ K b Rd}, we have
F¯ (t, x) =
∫
Rl
F (t, x, y)Πx(dy) = lim
T→∞
1
T
∫ T
0
F
(
t+ s, x, Y xs/ε
)
ds.
Another approximation of Xt can be obtained by appropriately accounting for the leading-order
effects of fluctuations between the averaged dynamics and the slow dynamics, leading to (e.g., [16])
dZ = F¯ (t, Z)dt+ σx(Z)dBt +
√
εσ(t, Z)dBˆt,
where the additional diffusion due to the fluctuations is defined via
(σσT )(t, x) = a(t, x) :=
∫ ∞
0
CF˜ (t+ s, x)ds
with the time-correlation matrix, CF˜ (t, x), of F˜ (t, x, y) := F (t, x, y)− F¯ (t, x) defined by
CF˜ (t+ s, x) =
∫
Rl
E
[
F˜ (t+ s, x, Y xs )F˜
T (t, x, y) + F˜ (t, x, y)F˜ T (t+ s, x, Y xs )
∣∣∣Y x0 = y]Πx(dy);
we assume that all the integrals above exist.
With the above notation in place, we list some approximations of the slow subsystem arising
from stochastic averaging (e.g., [63, 9, 16, 42, 66, 48, 47]) in Table 6.1.
Table 6.1. Reduced equations for slow-fast SDE 6.1
Approximations {I,F} of the slow-fast SDE (6.1)
Approximation Dynamics
Infinite time-scale separation - ε = 0. (I) dX¯ = F¯ (t, X˜)dt+ σx(X¯)dBt
Finite time-scale separation - 0 < ε 1, (F) dZ = F¯ (t, Z)dt+ σx(Z)dBt +
√
εσ(t, Z)dBˆt
6.2. Information inequalities for approximated dynamics. Here, we outline how the var-
ious information bounds expounded in §3.2 can be utilised to assess validity of dimensionally
reduced approximations of slow-fast systems. In order to keep this paper reasonably concise, we
shall only briefly describe such approaches for a toy example specified in the next subsection; a
full treatment of various types of multi-scale systems is postponed to subsequent publications.
A starting point is to consider the law Λt ∈ P(Rd × Rl) of solutions of the slow-fast SDE
(6.1); since Rd × Rl is a Polish space, the disintegration theorem (e.g., [7, 6]) ensures that
Λt(dxdy) = Π
x
t (dy)⊗ µt(dx), where µt ∈ P(Rd) and Πxt ∈ P(Rl). Let Πx ∈ P(Rl) be the ergodic
measure of the fast subsystem and define g : Rd → R by
g(x) =
∫
Rl
f(x, y)Πx(dy), f ∈Mb(Rd × Rl).
Let νt ∈ P(Rd) be the time-marginal probability measure induced by any of the reduced models
in Table 6.1 on the subspace of the slow variables, and assume that g ∈ Lϕ∗(Rd;µ0) which can be
achieved by choosing an appropriate convex function ϕ in (3.9). Then, we obtain the following:
(a) Information inequalities of §3.2
Bϕ,−
(
µt‖νt; g
)
6
∫
Rd
g(x)µt(dx)−
∫
Rd
g(x)νt(dx) 6 Bϕ,+(µt‖νt; g), (6.4)
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where
Bϕ,±
(
µt‖νt; g
)
= ± inf
λ>0
{
1
λ
Gϕ,νt(±λ; g) +
1
λ
Dϕ(µt‖νt)
}
,
and
Gϕ,νt(λ; g) :=
∫
Rd
ϕ∗
(
λ(g − Eνt(g)))dνt
=
∫
Rd
ϕ∗
(
λ
∫
Rl
f(x, y)Πx(dy)− λ
∫
Rd×Rl
f(x, y)Πx(dy)νt(dx)
)
νt(dx). (6.5)
(b) Representation formula: The bound (6.4) might not be straightforward to evaluate given
the form of (6.5). However, we recall from Proposition 3.4 that
Bϕ,+
(
µt‖νt; g
)
= Kνtϕ,g (Dϕ(µt‖νt)) , Bϕ,−(µt‖νt; g) = Kˆνtϕ,g(−Dϕ(µt‖νt)),
where Kνtϕ,g, Kˆνtϕ,g : R+→R+ are defined by
Kνtϕ,g(R) = inf{λ > 0 : G∗ϕ,νt(λ; g) > R}, Kˆνtϕ,g(−R) = sup{λ > 0 : −G∗ϕ,νt(−λ; g) < −R},
and G∗ϕ,νt(λ; g) = sups∈(0,λˆ){λs− Gϕ,νt(s; g)}. These lead the following error bound
Kˆνtϕ,g(−Dϕ(µt‖νt)) 6
∫
Rd
g(x)µt(dx)−
∫
Rd
g(x)νt(dx) 6 Kνtϕ,g (Dϕ(µt‖νt)) . (6.6)
Given the monotonicity of Kϕ,g, the uncertainty in the observable Eν [g] relative to Eµ[g] can
be bounded by utilising the bounds on the divergence between the measures via the bound
on Dϕ(µt‖νt) derived Theorem 5.3 of §5.1; this bound is evaluated in the next section for
the two reduced order models in Table 6.1.
Note that issues with the potential lack of the absolute continuity are avoided whenever one of
the following holds (e.g., [64, 62, 61]).
(i) The diffusion coefficients in the slow-fast system (6.1) and in the reduced models are non-
degenerate or, more generally, when the Ho¨rmander Lie bracket conditions are satisfied.
(ii) The initial distribution has a strictly positive density ρ0 ∈ L1+(Rd; dx)∩L∞+ (Rd; dx), and the
coefficients of the slow-fast SDE (6.1) and that of the reduced models are twice continuously
differentiable with bounded derivatives.
Although condition (i) or (ii) do not necessarily imply that µt  νt, each of the conditions is
sufficient for existence of a dominating strictly positive measure given by the Lebesgue measure
on Rd for both the marginal measure µt and the reduced measure νt. Thus, we resort to defining
Dϕ via (3.3).
6.3. Toy example. Let d = l = 1, consider the following slow-fast SDE:
dXt =
(−βXt + Y 2t ) dt+ σxdBt, X0 ∼ µ0 ∈ P(R),
dYt = −1
ε
γYtdt+
1√
ε
σydWt, Y0 ∼ Π0 ∈ P(R).
(6.7)
Here 0 < ε  1 is the time scale separation between the slow variable Xε and the fast variable
Y ε, Wt, Bt, are independent standard Brownian motions, β > 0, γ > 0, σx 6= 0, σy 6= 0, are
paramters. The fast subsystem for (6.7) generates a stochastic flow {Y xt : t > 0} on R defined by
Y x,yt = e
−γty +
∫ t
0
e−γ(t−s)σydWs.
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The stochastic flow {Y xt : t > 0} admits an ergodic invariant measure Πx(dy) given by
Πx(dy) =
√
γ
piσy
exp
(
−y
2γ
σ2y
)
dy =: Πx(y)dy.
Now, we calculate the coefficients of the reduced models listed in Table 6.1. The averaged equation
((I) in Table 6.1) for the slow dynamics in (6.7) from weak LLN is given by
dX¯ =
(
− βX¯ + σ
2
y
2γ
)
dt+ σxdBt =: F¯α(X¯)dt+ σxdBt,
where α := (β, σy). In order to derive the approximation of (6.7) from CLT (see (F) in Table 6.1),
we consider the fluctuation between averaged equation and the slow component of the the slow-
fast SDE (6.7), σ(x) can be evaluated as follows
a(x) = (σσT )(x) =
∫ ∞
0
CF¯ (t, x)dt = 4
∫ ∞
0
σ4y
4γ2
e−2γsds =
σ4y
2γ3
.
With the above calculations in place, we consider a suite of reduced models for (6.7) which is
summarised in Table 6.2.
Table 6.2. Reduced equations for example 6.7
Approximations {I,F} of the toy slow-fast SDE (6.7)
Approximation Dynamics α = (β, σy)
(I) dX¯(t) = F¯α(X¯(t))dt+ σxdBt
(F) dZ(t) = F¯α(Z(t))dt+ σxdBt +
√
ε
σ2y√
2γ3
dB˜t
Now, we can use the information inequalities to investigate the reliability of the above reduced-
order approximations. To this end, we denote µt as the marginal probability distribution for the
slow variable Xεt . If ρ
ε
t (x, y) is the solution of the forward Kolmogorov equation for the solution
(Xεt , Y
ε
t ) of the slow-fast SDE (6.7), then µt(dx) = ρt(x)dx, where ρt(x) =
∫
R2 ρ
ε
t (x, y)dy.
Next, let νIt , ν
F
t denote the probability distributions of the respective reduced models from Table
6.2 and consider Dϕ
(
µt‖νIt
)
and Dϕ
(
µt‖νFt
)
. As discussed in §5, the bounds on the discrepancies
between µt and its approximations can be considered either in terms of the reconstructed field
Θµν in (5.5) of §5.1 or determined via differences between the corresponding the ϕ-FTDR fields
(§5.2). The information bound in terms of the reconstructed vector field is more analytically
tractable since it explicitly involves differences between the fields generating the original and
the approximate dynamics; the ϕ-FTDR will be valuable in computational considerations which
are postponed to future publications. Below, we utilise the bound (5.7) from Theorem 5.3
to decide which approximation in Table (6.2) leads to better estimates of the time marginal
measure µt associated with the slow dynamics in (6.7) and, consequently, a better approximation
of the observables via the information inequality (6.6). While this result is not particularly
surprising, it serves as a non-trivial illustration of our framework; detailed analysis of reduced-
order approximations in multi-scale systems and the Lagrangian uncertainty quantification is
postponed to a subsequent publication.
In order to derive the information bound in terms of the vector field Θµν(t, x) in (5.5) for the
case of the slow-fast SDE (6.7), let Lµ∗ be defined by
Lµ∗ρt(x) =
∫
R
Lε∗ρεt (x, y)dy, ∂ρεt = Lε∗ρεt , (6.8)
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where Lε∗ is the L2(R2; dxdy) dual of Lε = Lx + y2∂x + ε−1Ly with
Lx := −βx∂x + σ
2
x
2
∂2xx, and Ly := −γy∂y +
σ2y
2
∂2yy
Let νrt be the law of the reduced model for r ∈ {I,F}. We want to derive the following information
bound based on Theorem 5.3:
Dϕ(µt‖νrt) 6
1
2
∫ t
0
∫
R
∣∣(σ−1,rΘµνr)(s, x)∣∣2 ϕ′′(ηs(x))η2s(x)ρrs(x)dxds,
where Θµνr is given in (5.5), ηt = ρt/ρ
r
t with µt(dx) = ρt(x)dx, and ν
r
t(dx) = ρ
r
t(x)dx. Here,
for brevity, we focus on the above bound in terms of the KL-divergence which is obtained for
ϕ(z) = z log z, z > 0. Then, noticing that in such a case ϕ′′(z) = z−1 we have
Dkl(µt||νrt) 6
1
2
∫ t
0
∫
R
∣∣∣σ−1x Θεµνr(s, x, ρs)∣∣∣2ρs(x)dxds.
The coefficients Θµνr , r ∈ {I,F} can be obtained by recalling the reconstructed forward Kol-
mogorov equation (5.3) which, for the case of the dynamics in (6.7), is given by
∂tρt = Lµ∗ρt, Lµ∗ρt = Lr∗ρt − ∂x(Θεµνrρt). (6.9)
This implies that
−∂x(Θεµνrρt) = Lµ∗ρt(x)− Lr∗ρt(x) =
∫
R
Lε∗ρεt (x, y)dy − Lr∗ρt(x).
Averaged SDE (I):
If we write Lε∗ = L∗x − ∂x(y2 · ) + ε−1L∗y and recall from stochastic averaging that
LI∗ρt(x) = −∂x
(∫
R
[−βx+ y2]Πx(y)dyρt(x)
)
+
σ2x
2
∂2xx
(∫
R
Πx(y)dyρt(x)
)
=
∫
R
[
L∗x
(
ρt(x)Π
x(y)
)
− ∂x
(
y2ρt(x)Π
x(y)
)]
dy,
we obtain
Lµ∗ρt(x)− LI∗ρt(x) = L∗x
(∫
R
[ρεt (y|x)−Πx(y)] dyρt(x)
)
− ∂x
(∫
R
y2 [ρεt (y|x)−Πx(y)] dyρt(x)
)
+ ε−1
∫
R
L∗yρεt (x, y)dy
= −∂x
(
Kε(t, x)ρt(x)
)
+
σ2x
2
∂2xx
(
Cε1(t, x)ρt(x)
)
+ ε−1∂x(Cε3(t, x)),
where Cεi (t, x), i = 1, 2, 3, and K
ε(t, x) are defined by
Kε(t, x) = −βxCε1(t, x) + Cε2(t, x), Cε1(t, x) =
∫
R
[
ρεt (y|x)−Πx(y)
]
dy,
Cε2(t, x) =
∫
R
y2
[
ρεt (y|x)−Πx(y)
]
dy, Cε3(t, x) =
∫ x
c
[ ∫
R
L∗yρεt (ξ, y)dy
]
dξ,
for some constant c ∈ R. This implies that
ΘεµνI(t, x, ρt) = K
ε(t, x)− σ
2
x
2
ρ−1t (x)∂x
(
Cε1(t, x)ρt(x)
)− ε−1ρ−1t (x)Cε3(t, x).
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To write the KL-divergence bound in this case, we recall that σ−1,I = σ−1x , ϕ(z) = z log z, z > 0
and ϕ′′(z) = 1z . Then, for any t ∈ [0, T ], 0 < T <∞, we have
Dkl(µt||νIt ) 6
1
2
∫ t
0
∫
R
∣∣∣σ−1x ΘεµνI(s, x, ρs)∣∣∣2ρs(x)dxds, (6.10)
In order to compare the KL-divergence bound in (6.10) to that of other reduced models, we expand
Θε
µνI
(t, x, ρt) in ε > 0. To this end, we assume that ρ
ε
t (x, y) = ρ
0
t (x, y) + ερ
1
t (x, y) +O(ε
2), where∫
ρ1t (x, y)dxdy = 0, and we obtain from (6.8)
L∗yρ0t = 0,
∂tρ
0
t = L∗xρ0t − ∂x(y2ρ0t ) + L∗yρ1t ,
∂tρ
1
t = L∗xρ1t − ∂x(y2ρ1t ),
where the first equation implies that ρ0t (x, y) = ρt(x)Π
x(y). With the above expansion at hand,
we can expand the functions Cεi (t, x), i = 1, 2, 3, in ε > 0, as follows
Cε1(t, x) = εC
1
1 (t, x) +O(ε
2) = ε
∫
R
ρ1t (y|x)dy +O(ε2),
Cε2(t, x) = εC
1
2 (t, x) +O(ε
2) = ε
∫
R
y2ρ1t (y|x)dy +O(ε2),
ε−1Cε3(t, x) = C
1
3 (t, x) + εC
2
3 (t, x) +O(ε
2)=
∫ x
c
[
L∗yρ1t (ξ, y)dy
]
dξ+ ε
∫ x
c
[
L∗yρ2t (ξ, y)dy
]
dξ+O(ε2).
Substituting into Θε
µνI
(t, x, ρt) and recalling that K
ε(t, x) = −βxCε1(t, x) + Cε2(t, x), we have
ΘεµνI(t, x, ρt) = K
ε(t, x)− σ
2
x
2
ρ−1t (x)∂x
(
Cε1(t, x)ρt(x)
)− ε−1ρ−1t (x)Cε3(t, x)
= −ρ−1t (x)C13 (t, x)− εβxC11 (t, x) + εC12 (t, x)
− εσ
2
x
2
ρ−1t (x)∂x
(
C11 (t, x)ρt(x)
)− ερ−1t (x)C23 (t, x) +O(ε2)
= −ρ−1t (x)C13 (t, x) +O(ε).
Finally, we can write the KL-divergence bound (6.10) expanded in ε > 0, for t ∈ [0, T ], 0 < T <
∞, as follows
Dkl(µt||νIt ) 6
1
2
∫ t
0
∫
R
∣∣∣σ−1x C13 (s, x)ρ−1s (x)∣∣∣2ρs(x)dxds+O(ε). (6.11)
‘Fluctuating’ approximation (F): The generator of the dynamics associated with this
approximation is (see Table 6.2)
LF∗ρt(x) = LI∗ρt(x) + ε
σ4y
4γ3
∂2xxρt(x)
and
−∂x(ΘεµνFρt(x)) =
∫
Lε∗ρεt (x, y)dy − LF∗ρt(x)
= −∂x
(
ΘεµνI(t, x, ρt)ρt(x)
)
− ε σ
4
y
4γ3
∂2xxρt(x),
so that
ΘεµνF(t, x, ρt) = Θ
ε
µνI(t, x, ρt) +
εσ4y
4γ3
∂x log ρt(x).
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Recalling that σ−1,F = (σx,
√
ε
σ2y√
2γ
)−1, we have for all t ∈ [0, T ], 0 < T <∞,
Dkl(µt||νFt ) 6
1
2
∫ t
0
∫
R
∣∣∣(σx,√ε σ2y√
2γ3
)−1
ΘεµνF(s, x, ρs)
∣∣∣2ρs(x)dxds. (6.12)
Furthermore, we recall that
ΘεµνF(t, x, ρt) = Θ
ε
µνI(t, x, ρt) + ε
σ4y
4γ3
∂x log ρt(x) = ρ
−1
t (x)C
1
3 (t, x) +O(ε).
Since, (σx,
√
ε
σ2y√
2γ
)−1 =
(
σ2x + ε
σ4y
2γ2
)−1
(σx,
√
ε
σ2y√
2γ3
)T , we have
∣∣∣(σx,√ε σ2y√
2γ3
)−1ΘεµνF(t, x, ρt)
∣∣∣2 = ΘεµνF(t, x, ρt)2(σ2x + ε σ4y2γ3)−1
=
(
ρ−1t (x)C
1
3 (t, x) +O(ε)
)2(
σ2x + ε
σ4y
2γ3
)−1
=
(
ρ−2t (x)C
1
3 (t, x)
2 +O(ε)
)(
σ2x + ε
σ4y
2γ3
)−1
,
so that for 0 < ε < 1 small enough such that ε
σ4y
2σ2xγ
3 < 1, we have(
σ2x + ε
σ4y
2γ3
)−1
= σ−2x
(
1 + ε
σ4y
2σ2xγ
3
)−1
= σ−2x − εσ−4x
σ2y
2γ3
+O(ε2).
Thus,∣∣∣(σx,√ε σ2y√
2γ3
)−1ΘεµνF(t, x, ρt)
∣∣∣2 =(σ−2x − εσ−4x σ2y2γ3 +O(ε2))(ρ−2t (x)C13 (t, x)2 +O(ε))
= σ−2x ρ
−2
t (x)C
1
3 (t, x)
2
(
1− ε σ
4
y
2σ2xγ
3
)
+O(ε)
=
∣∣∣∣σ−1x C13 (t, x)ρ−1t (x)
√
1− ε σ
4
y
2σ2xγ
3
∣∣∣∣2 +O(ε). (6.13)
In this case, the KL-divergence bound (6.12), could be written as
Dkl(µt||νFt ) 6
∫ t
0
∫
R
∣∣∣∣σ−1x C13 (s, x)ρs(x)−1(1− ε σ4y2σ2xγ3
)1/2∣∣∣∣2ρs(x)dxds+O(ε). (6.14)
We conclude that whenever 0 < ε  1 such that ε σ2y
2σxγ3
6 1, the leading order term of the
information bound (6.14) is smaller than that of (6.11). Thus, for ε
σ2y
2σxγ3
6 1, the probability
measure νFt represents a better approximation to the probability measure µt, as claimed. We
repeat that while the above result is not particularly surprising, it serves as a simple, non-
trivial illustration of the developed framework; detailed analysis of reduced-order dynamical
approximations in multi-scale systems and the Lagrangian uncertainty quantification is postponed
to a subsequent publication.
7. Conclusions
In this work, we developed a general framework for quantification and mitigation of error in
probabilistic Lagrangian predictions which are obtained from Eulerian vector fields generating
the underlying dynamical system in a way which naturally applies in both the deterministic and
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stochastic settings. This new framework for Lagrangian uncertainty quantification (LUQ) pro-
vides a systematic link between Eulerian (field-based) model error and the resulting uncertainty
in Lagrangian (trajectory-based) predictions, and it paves the way to obtaining meaningful in-
formation about evolution of trajectory-based functionals from ‘uncertain’ approximations of the
true dynamics.
The Lagrangian uncertainty quantification (LUQ) was addressed within a general information-
theoretic framework, in which discrepancies between evolving probability measures were defined
via so-called ϕ-divergencies, Dϕ(µ‖ν), between probability measures µ and ν associated with the
true dynamics and its approximation. We derived ϕ-information inequalities (of Csisza´r–Pinsker–
Kullback type) on uncertainty in the estimates of the observables Eµ
[
f
(
piνµ ◦ φµt,t0(x, ω)
)]
based
the approximate dynamics via Eν
[
f
(
φνt,t0(x, ω)
)]
. Moreover, we derived two distinct bounds on
Dϕ(µ‖ν) which is involved in the bounds on the error in the observables. First, we derived
bounds on Dϕ(µ‖ν) in terms of an auxiliary vector field Θµν involving differences between the
vector fields generating the true Lagrangian dynamics and its approximations; these bounds
provide an analytically tractable connection between the Eulerian (field-based) model error and
the uncertainty in Lagrangian (trajectory-based) predictions. The second approach was based
on a norm of the difference between so-called finite-time divergence rate (ϕ-FTDR) fields which
utilise a recently developed probabilistic framework for quantifying expansion rates in stochastic
flows [21]. Importantly, the ϕ-FTDR bound can be exploited within a computational framework
to mitigate the error in Lagrangian predictions by tuning the fields of expansion rates in simplified
models in order to optimally reproduce the original expansion rate fields.
The results outlined above lay foundations for a general information-geometric framework
aimed at quantifying error and uncertainty in path-based predictions from uncertain vector fields
generating the underlying stochastic dynamical system. One strand of a follow-up work involves
uncertainty quantification, large deviations, and optimal path-space tuning of reduced-order La-
grangian predictions of multi-scale stochastic dynamical systems obtained from uncertain vector
fields; results will be reported in a forthcoming publication. An explicit use of the underlying
geometry imposed by ϕ-divergencies on the space of measures for optimal model tuning and
Lagrangian uncertainty quantification is a subject of an ongoing work and will be reported in
subsequent publications.
Appendix A. Further proofs
A.1. Proof of Theorem 3.2. We present the proof of Theorem 3.2 in two propositions, Propo-
sition A.1 and A.2, corresponding to (3.16) and (3.18) respectively.
Proposition A.1. Let µ and ν be probability measures on a Polish space (M,B(M)) such that
Dϕ(µ‖ν) <∞. Then, for any g ∈ Lϕ∗(M; ν) (3.9), we have
Bϕ,−(µ‖ν; g) 6 Eµ[g]− Eν [g] 6 Bϕ,+(µ‖ν; g).
Proof. We note that Dϕ(µ‖ν) < ∞ implies that there exists 0 < f = (dµ/dλ)/(dν/dλ) ∈
L1(M; ν) such that dµ = fdν (e.g., [6]). Then, for any g ∈ Lϕ∗(M; ν), the Young-Fenchel’s
inequality reads
fg 6 ϕ∗(g) + ϕ
(
f
)
,
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and, consequently, ∫
M
gdµ−Dϕ(µ‖ν) 6
∫
M
ϕ∗(g)dν <∞. (A.1)
Clearly, λ
(
g − Eν [g]) ∈ Lϕ∗(M; ν) for λ > 0, and for any g ∈ Lϕ∗(M; ν); thus we have
λ
(
Eµ[g]− Eν [g])−Dϕ(µ‖ν) 6 ∫
M
ϕ∗
(
λ
(
g − Eν [g]))dν
which leads to
Eµ[g]− Eν [g] 6 1
λ
(∫
M
ϕ∗
(
λ
(
g − Eν [g]))dν +Dϕ(µ‖ν)). (A.2)
Moreover, for λ > 0, the function λ(Eν [g]−g) ∈ Lϕ∗(M; ν) for g ∈ Lϕ∗(M; ν) with Dϕ(µ‖ν) <∞,
we also obtain
−λ(Eµ[g]− Eν [g]) 6 ∫
M
ϕ∗
(
λ(Eν [g]− g))dν +Dϕ(µ‖ν).
Finally, for any g ∈ Lϕ∗(M; ν), we have
Eµ[g]− Eν [g] > − 1
λ
(∫
M
ϕ∗
(
λ(Eν [g]− g))dν +Dϕ(µ‖ν)). (A.3)
Combining (A.2) and (A.3), and taking the infimum over λ > 0 leads to the desired formula
Bϕ,−(µ‖ν; g) 6 Eµ[g]− Eν [g] 6 Bϕ,+(µ‖ν; g). 
Proposition A.2. Let µ and ν be probability measures on a Polish space (M,B(M)) such that
Dϕ(µ‖ν) < ∞. Assume that the strictly convex function ϕ : R+→R satisfies (3.1) and is twice
continuously differentiable. Then, the functionals Bϕ,±(µ‖ν; g) have the following properties:
(i) Bϕ,+(µ‖ν; g) > 0 and Bϕ,+(µ‖ν; g) = 0, if and only if µ = ν or g is constant ν -a.e.,
(ii) Bϕ,−(µ‖ν; g) 6 0 and Bϕ,−(µ‖ν; g) = 0, if and only if µ = ν or g is constant ν -a.e.
Proof. We only prove part (i) of the Proposition since part (ii) can be derived by changing the
sign of λ. First, consider the strictly convex function λ 7→ Gϕ,ν(λ; g) defined by
Gϕ,ν(λ; g) =
∫
M
ϕ∗
(
λ(Eν [g]− g)
)
dν. (A.4)
Then, the functional Bϕ,+(µ‖ν; g) becomes
Bϕ,+(µ‖ν; g) = inf
λ>0
{
1
λ
Gϕ,ν(λ; g) + 1
λ
Dϕ(µ‖ν)
}
.
Observe that Dϕ(µ‖ν) > 0 by definition; thus, it only remains to show that Gϕ,ν(λ; g) > 0. By
Jensen’s inequality together with the normality conditions (3.1), we have
Gϕ,ν(λ; g) =
∫
M
ϕ∗
(
λ(Eν [g]− g)
)
dν > ϕ∗
(∫
M
λ(Eν [g]− g)dν
)
= ϕ∗(0) = 0,
which implies that Bϕ,+(µ‖ν; g) > 0.
Next, if µ = ν, then Dϕ(µ‖ν) = 0 and we have
Bϕ,+(µ‖ν; g) = inf
λ>0
{ 1
λ
Gϕ,ν(λ; g)
}
= lim
λ→0
1
λ
Gϕ,ν(λ; g) = d
dλ
Gϕ,ν(λ; g)
∣∣
λ=0
=
∫
M
∇ϕ∗(0)(Eν [g]− g)dν = 0, (A.5)
since ϕ∗ is strictly convex and ϕ∗(0) = 0.
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Conversely, assume Bϕ,+(µ‖ν; g) = 0 and g 6= Eν [g]. First, recall that
inf
λ>0
{ 1
λ
Gϕ,ν(λ; g)
}
= 0, inf
λ>0
{ 1
λ
Dϕ(µ‖ν)
}
= 0. (A.6)
Thus, based on the properties of Gϕ,ν(λ; g), and Dϕ(µ‖ν), and the properties of infimum, the
constraint
0 = Bϕ,+(µ‖ν; g) = inf
λ>0
{
1
λ
Gϕ,ν(λ; g) + 1
λ
Dϕ(µ‖ν)
}
(A.7)
implies that µ = ν when g 6= Eν [g]. If, on the other hand, g = Eν [g] ν-a.s., then Gϕ,ν(λ; g) = 0,
since ϕ∗(0) = 0 by (3.5) and (3.1), and one arrives at (since Dϕ(µ‖ν) > 0)
Bϕ,+(µ‖ν; g) = inf
λ>0
{ 1
λ
Dϕ(µ‖ν)
}
= 0.
Conversely, if Bϕ,+(µ‖ν; g) = 0 and µ 6= ν, then (A.6) and (A.7) imply that Eν [g] = g.
A.2. Proof of Proposition 3.4. Before proving the representation formula for the bound
Bϕ,±(µ‖ν; g) with µ, ν ∈P(M) and g ∈Lϕ∗(M; ν), recall the notion of a pseudo-inverse of a
real-valued function.
Definition A.3 (Pseudo-inverse). For a nondecreasing function, η : R→ [0,∞], set
J =

[
infx η(x), supx η(x)
]
, if η is bounded,[
infx η(x), ∞
)
, otherwise.
The function η˜−1 : J → [0,∞] is the pseudo-inverse of η, is given by
η˜−1(y) := inf{x : η(x) > y}, ∀ y ∈ J .
The pseudo-inverse η˜−1(y) is uniquely determined almost everywhere on J .
Part 1 of Proof of Proposition 3.4: Define
Θ+(λ,R) :=
1
λ
Gϕ,ν(λ; g) + 1
λ
R2, Θ−(λ,R) := − 1
λ
Gϕ,ν(−λ; g)− 1
λ
R2,
for λ > 0, where R2 = Dϕ(µ‖ν). Then
Bϕ,+(µ‖ν; g) = inf
λ>0
Θ+(λ,R), Bϕ,−(µ‖ν; g) = sup
λ>0
Θ−(λ,R). (A.8)
Below, we consider the part of the proof concerned with Bϕ,+(µ‖ν; g); the representation formula
for Bϕ,−(µ‖ν; g) is obtained in an analogous fashion by replacing the sign of λ in the steps below.
First, notice that λ 7→ Gϕ,ν(λ; g) is convex and Gϕ,ν(0; g) = 0. It then follows that δ 7→ G∗ϕ,ν(δ; g)
is nonnegative and nondecreasing convex function on [0,∞] with G∗ϕ,ν(0; g) = 0. We make the
following observations:
(i) From the proof of Proposition A.2 the strict convexity of Gν(· ; g) for Eν [g] 6= g, ν - a.s.,
follows from the strict convexity of ϕ∗.
(ii) Part of the normality conditions 3.1 read, ϕ(1) = 0 and ϕ(z) > −∞ for all z ∈ R+, this
implies that dom ϕ∗ 6= ∅ and ϕ∗(s) > −∞ for all s ∈ R+.
The observation (i) and (ii) implies that Gϕ,ν(· ; g) is a proper convex function. Next, if R > 0,
we have seen from the proof of Proposition A.2, that Θ+(λ;R)→∞ as λ ↓ 0 and as λ ↑ ∞. This
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implies that the infimum is achieved at some point λ† ∈ (0,∞). Suppose that the infimum is not
unique; say, there exists an infimum L > 0 such that for 0 < λ†1 < λ
†
2 <∞, we have
Gϕ,ν(λ†1; g) +R2 = λ†1L and Gϕ,ν(λ†2; g) +R2 = λ†2L.
Given that the function Gϕ,ν(·; g) is a strictly convex function, we have that for λ˜ = 12(λ†1 + λ†2),
Gϕ,ν(λ˜; g) +R2 < λ˜L,
which contradicts the minimality of λ†1 and λ
†
2. Thus, the minimiser of Θ+(λ,R) is unique and
finite for R > 0. For R = 0, we get a continuous extension13 of Θ+(λ, 0) such that
Θ+(λ, 0)|λ=0 = Θ+(0, 0) = 0,
since Gϕ,ν(0; g) = ∇λGϕ,ν(0; g) = 0, and we obtain a unique minimiser λ†(0) = 0. By the lower
semicontinuity of (λ,R) 7→ Θ+(λ,R), we extend the minimisation problem to (A.8) for all R > 0.
Next, we observe that the Fenchel-Young inequality yields
G∗ϕ,ν(δ; g) > δλ− Gϕ,ν(λ; g), ∀λ ∈ R,
which implies that G∗ϕ,ν(δ; g) is strictly convex, nonnegative and unbounded. Thus, the inverse14
G˜∗−1ϕ,ν (t; g) =:Kνϕ,g(t) exists, for all t > 0. Recalling the definition of Bϕ,+, we have for R > 0
Bϕ,+(µ‖ν; g) = inf
λ>0
{
1
λ
Gϕ,ν(λ; g) + 1
λ
R2
}
=
1
λ†(R)
Gϕ,ν(λ†(R); g) + 1
λ†(R)
R2 =: θ†(R), (A.9)
where 0 < λ†(R) <∞ is unique for R 6= 0, and Bϕ,+(µ‖ν; g) = 0 for R = 0 given the properties
discussed above. It remains to show that
θ†(R) = Kνϕ,g(R) = inf{δ > 0 : G∗ϕ,ν(δ; g) > R2},
which is equivalent to showing that G∗ϕ,ν(δ; g) > R2 if and only if δ > θ†. To see this, consider
first R > 0 so that 0 < λ†(R) < ∞. If δ > θ†, then by the Fenchel-Young inequality and (A.9)
we have
G∗ϕ,ν(δ; g) + Gϕ,ν(λ†; g) > δλ† > θ†λ† =
(
1
λ†
Gϕ,ν(λ†; g) + 1
λ†
R2
)
λ† = Gϕ,ν(λ†; g) +R2,
which leads to the desired result. When R = 0, we have λ† = 0 and the Fenchel-Young inequality
leads to
G∗ϕ,ν(δ; g) + Gϕ,ν(λ†; g) > δλ† =⇒ G∗ϕ,ν(δ; g) > 0
since Gϕ,ν(0; g) = 0. On the other hand, if G∗ϕ,ν(δ; g) > R2; let α(λ) := λδ− λθ†, λ > 0, and note
that
α(λ) = δλ− λ inf
λ>0
{ 1
λ
Gν(λ; g) + 1
λ
R2
}
> δλ− Gϕ,ν(λ; g)−R2 > δλ− Gϕ,ν(λ; g)− G∗ϕ,ν(δ; g),
which implies
λδ − Gϕ,ν(λ; g) < G∗ϕ,ν(δ; g) + α(λ).
Taking supremum of both sides over λ > 0 and recalling the definition of Fenchel’s convex
conjugate G∗ϕ,ν(δ; g), we have sup{α(λ) : λ > 0} > 0. Since α(λ) is a linear function with α(0) = 0
13 This extension follows as well from the normality conditions (3.1), which ensures the convex function ϕ is
nonincreasing on the interval (0, 1] and nondecreasing on the extended interval [1,∞]. Thus, its Legendre-Fenchel
conjugate ϕ∗ is nondecreasing on [0,∞] with ϕ∗(0) = 0.
14 In this case, the pseudo-inverse coincides with the inverse.
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and sup{α(λ) : λ > 0} > 0, we have that δλ − θ†λ = α(λ) > 0 for all λ > 0 which implies that
δ > θ†. Consequently, we arrive at inf{δ > 0 : G∗ϕ,ν(δ; g) > R2} = θ†. 
Part 2 of Proof of Proposition 3.4: Similar to Part 1 of the proof we focus on Bϕ,+(µ‖ν; g); the
representation formula for Bϕ,−(µ‖ν; g) is obtained in an analogous fashion by replacing the sign
of λ in the steps below. Given part 1 of the proof, Gϕ,ν(· ; g) is a proper convex function and twice
continuously differentiable on its effective domain |λ| <∞. For 0<R<∞ the unique minimiser
0<λ† = λ†(R)<∞ of Θ+(· , R) satisfies
− 1
(λ†)2
Gϕ,ν(λ†; g) + 1
λ†
∇λGϕ,ν(λ†; g)− 1
(λ†)2
R2 = 0, (A.10)
or equivalently
− Gϕ,ν(λ†; g) + λ†∇λGϕ,ν(λ†; g) = R2. (A.11)
Now, let G∗ϕ,ν(δ; g) be the Legendre-Fenchel conjugate of Gϕ,ν(· ; g) for λ > 0; i.e.,
G∗ϕ,ν(δ; g) = sup
λ>0
{
λδ − Gϕ,ν(λ; g)
}
. (A.12)
By the lower semicontinuity and strict convexity of Gϕ,ν(λ; g) with Gϕ,ν(λ; g)<∞15 in an open
neighbourhood of λ= 0 together with ∇λGϕ,ν(0; g) = 0, the subdifferential ∂Gϕ,ν(s; g) 6= ∅ 16 for
s in an open neighbourhood of λ= 0. Importantly, 0 ∈ ∂Gϕ,ν(s; g) which implies that G∗ϕ,ν(δ; g)
has a unique minimum at δ = 0, and G∗ϕ,ν(δ; g) → ∞ as δ → ∞ (e.g., [71]; see also [36] for
the case of KL-divergence). For λ > 0 let δˆ(λ) := ∇λGϕ,ν(λ; g) > 0 be the unique solution of
G∗ϕ,ν(δˆ; g) = λδˆ − Gϕ,ν(λ; g); then, by convex duality, we have that
Hg(λ) = −Gϕ,ν(λ; g) + λ∇λGϕ,ν(λ; g) = G∗ϕ,ν(δˆ(λ); g) (A.13)
is non-negative and strictly increasing for λ > 0 (this is due to the fact that G∗ϕ,ν(δ; g) in (A.12)
is strictly increasing for δ > 0, and δˆ(λ) is strictly increasing since ∇2λGϕ,ν(λ; g) > 0). Thus, the
pseudo-inverse H˜−1+,g of Hg defined on (0,∞) exists uniquely almost everywhere for λ > 0. Then,
from (A.11), we have for 0 < R <∞ that
λ† = λ†(R) = H˜−1+,g(R2). (A.14)
Substituting (A.14) into the minimisation problem (A.8) and then using (A.11), we arrive at
Bϕ,+(µ‖ν; g) = Θ+(λ†(R), R) = ∇λGϕ,ν(λ†(R); g) = ∇λGϕ,ν(H˜−1+,g(R2); g). (A.15)
Finally, note that the above representation can be extended to include R= 0 given that λ†(0) = 0,
H˜−1g (0) = 0, and ∇λGϕ,ν(0; g) = 0. To complete the proof, we note that since Hg(λ) in (A.13)
is strictly increasing for λ > 0, we have limR→∞Hg(R2) = ∞ and the representation (A.15)
continues to hold in terms of a pseudo-inverse H˜−1+,g of Hg.

15 Given that g ∈Lϕ∗(M; ν) we immediately have Gϕ,ν(λ; g)<∞; see (3.9).
16 The set ∂Gϕ,ν(s; g) is defined by ∂Gϕ,ν(s; g) := {t ∈ R : Gϕ,ν(λ; g)− Gϕ,ν(s; g) > t(λ− s)〉, ∀λ ∈ R}.
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A.3. Proof of Corollary 3.6. Similar to the proof of Proposition 3.4 we define
Θ+(λ,R) :=
1
λ
Gϕ,ν(λ; g) + 1
λ
R2, Θ−(λ,R) := − 1
λ
Gϕ,ν(−λ; g)− 1
λ
R2,
for λ > 0, where R2 = Dϕ(µ‖ν) so that
Bϕ,+(µ‖ν; g) = inf
λ>0
Θ+(λ,R), Bϕ,−(µ‖ν; g) = sup
λ>0
Θ−(λ,R). (A.16)
We consider the proof concerned with Bϕ,+(µ‖ν; g) since the proof concerning Bϕ,−(µ‖ν; g) is
obtained by changing the sign of λ. First, we note that the existence of a unique minimiser λ† of
inf
λ>0
{
1
λ
Gϕ,ν(λ; g) + 1
λ
R2
}
(P+)
follows from the proof of Proposition 3.4; in particular, for 0 6 R < ∞ the unique minimiser
0 6 λ†(R) <∞ of Θ+(· , R) satisfies
− 1
(λ†)2
Gϕ,ν(λ†; g) + 1
λ†
∇λGϕ,ν(λ†; g)− 1
(λ†)2
R2 = 0, (A.17)
with λ†(0) = 0. Next, consider a function
H(λ,R) := − 1
λ2
(
Gϕ,ν(λ; g)− λ∇λGϕ,ν(λ; g) +R2
)
,
and note that, given the properties of Gϕ,ν(λ; g), we have
H(λ,R) := − 1
2λ2
(
λ2∇2λGϕ,ν(0; g)− 2R2 +O(λ3)
)
, (A.18)
where∇2λGϕ,ν(0; g) = ∇2ϕ∗(0)Varν(g) > 0 for E[g] 6= g. In particular, given the strictly increasing
map [0,∞) 3 R 7→ λ†(R) representing the unique solution of (A.17), we have for 0<R<∞ that
(λ†)2∇2λGϕ,ν(0; g)− 2R2 +O((λ†)3) = 0, (A.19)
and, consequently,
λ†(R) = Cϕ∗R+O(R2), Cϕ∗ :=
√
2
(∇2ϕ∗(0)Varν(g))−1/2. (A.20)
It remains to note that (A.20) uniquely solves (A.17) for all 0 6 R < ∞. In a similar fashion,
by a change of variable λ 7→ −λ, we obtain −λ†(R) as the unique solution to the optimisation
problem
sup
λ>0
{
− 1
λ
Gϕ,ν(−λ; g)− 1
λ
Dϕ(µ‖ν)
}
. (P−)
Now, it only remains to expand the representation formula Bϕ,±(R; g) = ∇λGϕ,ν(H˜−1g (R2); g)
derived in part (2) of Proposition 3.4 around R= 0, with R2 = Dϕ(µ‖ν). Combining the expansion
(A.20) and λ†(R) = H˜−1g (R2), H˜−1g (0) = 0 (cf. equation (A.14)), with the fact that Gϕ,ν(0; g) =
∇λGϕ,ν(0; g) = 0, we have
Bϕ,+(µ‖ν; g) = ∇Gϕ,ν(H˜−1g (R2)) = ∇λGν(0; g) +∇2λGϕ,ν(0; g)H˜−1g (R2) +O(|H˜−1g (R2)|2)
= ∇2ϕ∗(0)Varν(g)λ†(R) +O(λ†(R)2)
=
√
2∇2ϕ∗(0)Varν(g)R+O(R2)
=
√
2∇2ϕ∗(0)Varν(g)
√
Dϕ(µ‖ν) +O(Dϕ(µ‖ν)).

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A.4. Proof of Lemma 5.5. Part (i), (ii) and (iii) of the lemma are well-known in the literature
(see e.g.,[68]). There are many ways to construct a family of positive definite matrix {aεij : ε > 0}
such that aε = σεσ
T
ε from the matrix vector field σ satisfying the conditions of the lemma, for
example, σε = (εσ + I)
−1 (σ + εI) , (e.g., [68]) or from the definition of pseudo-inverse. Here, we
present the proof of Part (iv), as it would be very useful in what follows. Given the family of
positive definite matrix vector field aεij(t, x) with a
ε(t, x) = σε(t, x)σ
T
ε (t, x), it follows that there
exists Cε > 0 such that
‖σ−1ε ‖hs 6 Cε. (A.21)
Next, recall a smoothing property, Bismut–Elworthy–Li formula, (e.g., [67, 64, 38, 39]) for the
Markov evolution (Pεt,t0)t>t0 of the solutions of SDE with the coefficients (b, σε), let f ∈ Cb(M)
be given, then for all t ∈ I, the directional derivative of Pεt,t0f(x) exists in all direction h ∈ M
and
〈DxPεt,t0f(x), h〉 =
1
t− t0E
[
f(φεt,t0(x))
∫ t
t0
〈
σ−1ε (ξ, φ
ε
ξ,t0(x)) ·Dxφεξ,t0(x)h, dWξ
〉]
(A.22)
Given the Markov tranisition kernel of the one-point motions {φεt,t0(x, ω) : (t, x) ∈ I × M}
denoted by P ε(t0, x; t, A) = P{ω : φεt,t0(x, ω) ∈ A}, A ∈ B(M); by the smoothness of the
coefficients (b, σε) and uniform ellipticity of σε, we know that the transition kernel P
ε(t0, x; t, .)
is absolutely continuous with respect to the Lebesgue measure on M with the jointly smooth
transition density ρεt (x, y) defined by
Pεt,t0f(x) =
∫
M
f(y)ρεt (x, y)dy, f ∈ Cb(M).
Now, differentiating with respect to x, in the direction of h ∈M, we have
〈DxPεt,t0f(x), h〉 =
∫
M
f(y)〈Dxρεt (x, y), h〉dy. (A.23)
Taking the conditional expectation of (A.22) given φt,t0(x) = y, we have
〈DxPεt f(x), h〉
=
∫
M
f(y)ρεt (x, y)
1
t− t0E
[∫ t
t0
〈
σ−1ε (ξ, φ
ε
ξ,t0(x)) ·Dxφεξ,t0(x)h, dWξ
〉 ∣∣∣φεt,t0(x) = y] dy. (A.24)
In particular, comparing the integrals (A.23) and (A.24) for any test function f ∈ C+c (M) (cf.
[39]), we arrive at
〈Dxρεt (x, y), h〉
= ρεt (x, y)
1
t− t0E
[∫ t
t0
〈
σ−1ε (ξ, φ
ε
ξ,t0(x)) ·Dxφεξ,t0(x)h, dWξ
〉 ∣∣∣φεt,t0(x) = y] . (A.25)
The formula (A.25) could be represented in the form
〈Dx log ρεt (x, y), h〉
=
1
t− t0E
[∫ t
t0
〈
σ−1ε (ξ, φ
ε
ξ,t0(x)) ·Dxφεξ,t0(x)h, dWξ
〉 ∣∣∣φεt,t0(x) = y] , (A.26)
with the convention that Dx log ρ
ε
t (x, y) := 0, if ρ
ε
t (x, y) = 0. To obtain the square integrabil-
ity of the directional derivative 〈Dx log ρεt (x, y), h〉, we apply Jensen’s inequality for conditonal
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expectation and Itoˆ isometry to obtain
|〈Dx log ρεt (x, y), h〉|2 =
1
(t− t0)2
(
E
[∫ t
t0
〈
σ−1ε (ξ, φ
ε
ξ,t0(x)) ·Dxφεξ,t0(x)h, dWξ
〉 ∣∣∣φεt,t0(x) = y])2
6 1
(t− t0)2E
[(∫ t
t0
〈
σ−1ε (ξ, φ
ε
ξ,t0(x)) ·Dxφεξ,t0(x)h, dWξ
〉)2 ∣∣∣φεt,t0(x) = y
]
6 1
(t− t0)2E
[∫ t
t0
∣∣σ−1ε (ξ, φεξ,t0(x)) ·Dxφεξ,t0(x)h∣∣2 dξ∣∣∣φεt,t0(x) = y]
In summary, we have the inequality
|〈Dx log ρεt (x, y), h〉|
6 1
(t− t0)
(
E
[∫ t
t0
∣∣σ−1ε (ξ, φεξ,t0(x)) ·Dxφεξ,t0(x)h∣∣2 dξ∣∣∣φεt,t0(x) = y])1/2 . (A.27)
Recall that ρεt (x, y) is the fundamental solution of the forward Kolmogorov equation, so for a
flow map φεt,t0 with the initial value x ∈ M such that x ∼ µt0(dx) = ρt0(x)dx, the probability
density ρεt (x) from t0 to t > t0 is given by
ρεt (x) =
∫
M
ρεt (x, y)ρt0(y)dy. (A.28)
By the boundedness property of σ−1ε in (A.21) and uniform integrability of the derivative flow
Dxφ
ε
t,t0(x), we obtain
〈Dxρεt (x), h〉 =
∫
M
〈Dxρεt,t0(x, y), h〉ρt0(y)dy
=
∫
M
〈Dx log ρεt (x, y), h〉ρεt (x, y)ρt0(y)dy
6 sup
y∈M
|〈Dx log ρεt (x, y), h〉|
∫
M
ρεt (x, y)ρt0(y)dy,
= sup
y∈M
|〈Dx log ρεt (x, y), h〉|ρεt (x).
This implies that
|〈logDxρεt (x), h〉|2 6
1
(t− t0)2 supy∈ME
[∫ t
t0
∣∣σ−1ε (ξ, φεξ,t0(x)) ·Dxφεξ,t0(x)h∣∣2 dξ∣∣∣φεt,t0(x) = y] .
In particular, take h to be a unit vector and integrate with respect to the measure ρεt (x)dxdt over
I ×M, to arrive at the desired bound∫
I
∫
M
| log∇xρεt (x)|2ρεt (x)dxdt
6
∫
I
∫
M
Cε
(t− t0)2 supy∈ME
[∫ t
t0
‖Dxφεξ,t0(x)‖2dξ
∣∣∣φεt,t0(x) = y] ρεt (x)dxdt <∞.

A.5. Proof of Proposition 5.6. We first notice that conditions of Lemma 5.5 are statisfied,
so, there exists family of uniform elliptic matrix vector fields {aε : ε > 0} such that aε = σεσ∗ε .
Next, we regularise the limit of aε via a regularising kernel wα given by
wα(x) = α
−dw(α−1x), with w ∈ C∞(M), w > 0, and
∫
M
w(x)dx = 1.
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Given the limit a˜(t, x) with its regularisation a˜α(t, x) given by
a˜ij(t, x) = lim
ε→0
aεij(t, x), a˜
α
ij(t, x) := a˜ij ∗ wα(x, t) =
∫
M
wα(x− y)a˜(t, y)dy, (A.29)
it follows by the property of this regularisation, that x 7→ a˜αij(t, x) is infinitely continuously
differentiable with bounded derivatives of all order. In particular, for all x ∈M, y ∈ Sd−1
|〈D2xa˜α(t, x)y, y〉| 6 Kt := sup
{
sup
x∈M
|〈D2xa˜(t, x)y, y〉| : y ∈ Sd−1
}
, t ∈ I, (A.30)
where 〈D2xa˜α(t, x)y, y〉 := yT [Hxa˜α(t, x)]y and Hxa˜α(t, x) is the Hessian of the vector field a˜α(t, .)
at point x. To see that Kt is independent of α, we use the property of the regularizing kernel
wα(x) to obtain
|〈D2xa˜α(t, x)y, y〉| = |〈Dxa˜ ∗ ∂xwα(t, x)y, y〉| 6 sup
x∈M
|〈D2xa˜(t, x)y, y〉|
∫
M
α−dw
(
α−1z
)
dz
= sup
x∈M
|〈D2xa˜(t, x)y, y〉|
Consequently, we have that
|〈D2xa˜α(t, x)y, y〉| 6 sup
{
sup
x∈M
|〈D2xa˜(t, x)y, y〉| : y ∈ Sd−1
}
= Kt, t ∈ I,
where Kt is independent of α > 0. Next, let σ˜
α be the unique square root of the matrix vector
field a˜α, i.e., a˜ij(t, x) = σ˜
α
ik(t, x)σ˜
α
jk(t, x), then by (e.g., lemma 3.2.3 in [74]), we have for all
x ∈M, y ∈ Sd−1,
‖〈Dxσ˜α(t, x), y〉‖hs 6 m
√
2Kt, t ∈ I. (A.31)
Now, with the estimate (A.31), we obtain
‖〈Dxσ˜(t, x), y〉‖hs 6 ‖ 〈Dxσ˜(t, x)−Dxσ˜α(t, x), y〉 ‖hs + ‖〈Dxσ˜α(t, x), y〉‖hs
6 ‖ 〈Dxσ˜(t, x)−Dxσ˜α(t, x), y〉 ‖hs +m
√
2Kt.
As α→ 0, we have for all t ∈ I, x ∈M, y ∈ Sd−1 that
‖〈Dxσ˜(t, x), y〉‖hs 6 m
√
2Kt.
Since Kt > 0, thanks to the uniform elliptic limiting proceedure, then by the inverse function
theorem, there exists an open subset A ⊂M and Ct > 0 such for (t, x) ∈ I ×A,
‖σ˜−1(t, x)‖hs 6 Ct. (A.32)
From the inequality (A.27), we have
|〈Dx log ρεt (x, y), h〉|2
6 1
(t− t0)2E
[∫ t
t0
∣∣σ−1ε (ξ, φεξ,t0(x)) ·Dxφεξ,t0(x)h∣∣2 dξ∣∣∣φεt,t0(x) = y]
6 1
(t− t0)2E
[∫ t
t0
∣∣[σ−1ε (ξ, φεξ,t0(x))− σ˜−1(ξ, φξ,t0(x)] ·Dxφεξ,t0(x)h∣∣2 dξ∣∣∣φεt,t0(x) = y]
+
1
(t− t0)2E
[∫ t
t0
∣∣σ˜−1(ξ, φξ,t0(x)) · [Dxφξ,t0(x)h−Dxφεξ,t0(x)h]∣∣2 dξ∣∣∣φεt,t0(x) = y]
+
1
(t− t0)2E
[∫ t
t0
∣∣σ˜−1(ξ, φξ,t0(x)) ·Dxφξ,t0(x)h∣∣2 dξ∣∣∣φt,t0(x) = y] .
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By the smoothness solutions of SDE with the coefficients (b, σε), (b, σ˜), the respective derivative
flows Dxφ
ε
t,t0(x) and Dxφt,t0(x) exist and satisfy
∫ t
t0
E|Dxφεξ,t0(x)h|2dξ <∞,
∫ t
t0
E|Dxφξ,t0(x)h|2dξ <∞,
limε→0
∫ t
t0
E|Dxφεξ,t0(x)h−Dxφξ,t0(x)h|2dξ = 0 for all h ∈M, t ∈ I.
(A.33)
Taking the limit of the logarithmic gradient 〈Dx log ρεt,t0(x, y), h〉 and taking note of the limiting
procedure of σ−1ε , then by the properties (A.33) with Cauchy-Schwartz inequality, we obtain
|〈Dx log ρt(x, y), h〉|2
6 1
(t− t0)2E
[∫ t
t0
∣∣σ˜−1(ξ, φξ,t0(x)) ·Dxφξ,t0(x)h∣∣2 dξ∣∣∣φt,t0(x) = y]
6 1
(t− t0)2E
[∫ t
t0
‖σ˜−1(ξ, φξ,t0(x))‖2hs|Dxφξ,t0(x)h|2dξ
∣∣∣φt,t0(x) = y] .
Finally, using the bound on σ˜−1 from (A.32), we have
|〈Dx log ρt(x, y), h〉|2 6 C
(t− t0)2E
[∫ t
t0
|Dxφξ,t0(x)h|2dξ
∣∣∣φt,t0(x) = y] . (A.34)
Now, for a stochastic flow φt,t0 with initial value x ∈ M such that x ∼ µt0(dx) = ρt0(x)dx, the
evolved density ρt(x) from t0 to t > t0 takes the form ρt(x) =
∫
M ρ
ε
t (x, y)ρt0(y)dy. We follow the
same argument as the one in the proof of Lemma 5.5 to arrive at the desired inequality∫
I
∫
M
| log∇xρt(x)|2ρt(x)dxdt
6
∫
I
∫
M
C
(t− t0)2 supy∈ME
[∫ t
t0
‖Dxφξ,t0(x)‖2dξ
∣∣∣φt,t0(x) = y] ρt(x)dxdt. (A.35)

A.6. Proof of Lemma 5.7. Given the regularity of the coefficients, we have seen from Propo-
sition 5.6 that there exists C > 0 such that∫
I
∫
M
|∇x log ρµt (x)|2 dxdt
6
∫
I
∫
M
C
(t− t0)2 supy∈ME
[∫ t
t0
‖Dφξ,t0(x)‖2dξ
∣∣∣φt,t0(x) = y] dxdt <∞.
Recall from our construction of Θµν that
b˚ν +Θµν = b˚
ν
i +
1
2
(
aνij − aµij
)
∇x log ρµt −
(˚
bνi − ∂xjaνij − bµi + ∂xjaµij
)
=
1
2
(
aνij − aµij
)
∇x log ρµt + ∂xjaνij − ∂xjaµij + b˚µi .
Clearly, we only have to show that 12(1 + |x|)−1
(
aνij − aµij
)
∇x log ρµt,t0 ∈ L1(I;L1loc(M;M)).
Indeed, by Young’s inequality, we have for any bounded open subset B ⊂M ⊆ Rd,∫
I
∫
B
∣∣∣(aνij − aµij)∇x log ρµt ∣∣∣ dxdt
6 1
2
∫
I
∫
B
|aνij(t, x)− aµij(t, x)|2dxdt+
1
2
∫
I
∫
B
|∇x log ρµt (x)|2dxdt <∞.
This implies that |b˜| ∈ L1(I;L1loc(M;M)) and in particular, (1 + |x|)−1|b˜| ∈ L1(I;L1loc(M;M)).

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A.7. Proof of Lemma 5.10. Given the smoothness of the coefficients, we proceed by chain and
product rules of differentiation, to obtain
L∗tϕ(f) = −∂xi(biϕ(f)) +
1
2
∂2xixj (σikσjkϕ(f))
= −ϕ(f)∂xibi − ϕ′(f)bi∂xif +
1
2
(
ϕ′(f)σikσjk∂2xixjf + ϕ
′′(f)σikσjk∂xif∂xjf
+ ϕ′(f)∂xj (σikσjk)∂xif + ϕ
′(f)∂xj (σikσjk)∂xjf + ϕ(f)∂
2
xixj (σikσjk)
)
= −ϕ(f)∂xibi + ϕ′(f)f∂xibi − ϕ′(f)∂xi(bif) +
1
2
(
ϕ′(f)∂2xixj (σikσjkf)
− ϕ′(f)f∂2xixj (σikσjk) + ϕ(f)∂2xixj (σikσjk) + ϕ′′(f)σikσjk∂xif∂xjf
)
= ϕ′(f)
[− ∂xi(bif) + 12∂xixj (σikσjkf)]+ (ϕ′(f)f − ϕ(f)) ∂xi (bi − ∂xj (σikσjk))
+
1
2
ϕ′′(f)σikσjk∂xif∂xjf.
Next, we verify the second identity. In similar fashion to the procedure used above, we obtain
L∗t (fg) = −∂xi(bifg) +
1
2
∂2xixj (σikσjkfg)
= −fg∂xibi − f [∂xi(big)− g∂xibi]− g[∂xi(bif)− f∂xibi]
+
1
2
(
− fg∂2xixj (σikσjk)− ∂xi(fg)∂xj (σikσjk) + f∂2xixj (σikσjkg)
+ g∂2xixj (σikσjkf) + 2σikσjk∂xif∂xjg + [g∂xif + f∂xig]∂xj (σikσjk)
)
= −f∂xi(big) +
1
2
f∂2xixj (σikσjkg)− g∂xi(bif) +
1
2
g∂2xixj (σikσjkf)
+ σikσjk∂xif∂xjg + fg∂xi [b
i − 1
2
∂xj (σikσjk)].

A.8. Proof of Lemma 5.11. Proceeding as in Lemma 2.4 in [15], we recall from Lemma 5.10
that for all test functions f, g ∈ C2b (M× (t0, t0 + T )) and ϕ ∈ C2b (R+), we haveLν∗t ϕ(f) = ϕ′(f)Lν
∗
t f +
1
2ϕ
′′(f)〈aν∇f,∇f〉+ (fϕ′(f)− ϕ(f))∇ · hν ,
Lν∗t (fg) = fLν
∗
t g + gLν
∗
t f + 〈aν∇f,∇g〉+ fg∇ · hν .
(A.36)
Next, from the assumptions on the coefficients of the SDEs and the initial data, we have that
the densities ρµt and ρ
ν
t are continuous and strictly positive on the bounded subsets of the form
BR × (t0, t0 + T ) = {x ∈ M : |x| 6 R} × (t0, t0 + T ). So ηt = ρµt /ρνt is continuous on the set
BR × (t0, t0 + T ). Now, consider the forward Kolmogorov equations in the weak sense∂tρνt = Lν
∗
t ρ
ν
t ,
∂tρ
µ
t = Ltν∗ρµt −∇ · (Θµνρµt ),
and the equation
∂tρ
µ
t − ηt∂tρνt = Lν
∗
t ρ
µ
t − ηtLν
∗
t ρ
ν
t −∇ · (Θµνρµt ). (A.37)
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Observe, that ηtρ
ν
t = ρ
µ
t implies that ∂tρ
µ
t − ηt∂tρνt = ρνt ∂tηt and the identities (A.36) lead to
Lν∗t ρµt − ηtLν
∗
t ρ
ν
t = Lν
∗
t (ηtρ
ν
t )− ηtLν
∗
t ρ
ν
t = ρ
ν
tLν
∗
t ηt + 〈aν∇ρνt ,∇ηt〉+ ρνt ηt∇ · hν .
The equation (A.37) becomes
ρνt ∂tηt = ρ
ν
tLν
∗
t η + 〈aν∇ρνt ,∇ηt〉+ ρνt ηt∇ · hν −∇ · (Θµνρµt ). (A.38)
Multiplying both sides of (A.38) by ϕ′(ηt) and noticing that
∂tϕ(ηt) = ϕ
′(ηt)∂tηt, and ∇ϕ(ηt) = ϕ′(ηt)∇ηt,
we have
ρνt ∂tϕ(ηt) = ϕ
′(ηt)ρνtLν
∗
t ηt + 〈aν∇ρνt ,∇ϕ(ηt)〉+ ηtϕ′(ηt)ρνt∇ · hν − ϕ′(ηt)∇ · (Θµνρµt ). (A.39)
From the identities (A.36), we write ϕ′(ηt)Lν∗t ηt as follows
ϕ′(ηt)Lν∗t ηt = Lν
∗
t ϕ(ηt)−
1
2
ϕ′′(ηt)〈aν∇ηt,∇ηt〉 − (ηtϕ′(ηt)− ϕ(ηt))∇ · hν (A.40)
and substituting (A.40) into equation (A.39), we have
ρνt ∂tϕ(ηt) = ρ
ν
tLν
∗
t ϕ(ηt)−
1
2
ρνtϕ
′′(ηt)〈aν∇ηt,∇ηt〉+ 〈aν∇ρνt ,∇ϕ(ηt)〉
+ ηtρ
ν
t∇ · hν − ϕ′(ηt)∇ · (Θµνρµt ). (A.41)
Addition of ϕ(ηt)∂tρ
ν
t = ϕ(ηt)Lν
∗
t ρ
ν
t to the equation (A.39) leads to
ρνt ∂tϕ(ηt) + ϕ(ηt)∂tρ
ν
t = ρ
ν
tLν
∗
t ϕ(ηt) + ϕ(ηt)Lν
∗
t ρ
ν
t + 〈aν∇ρνt ,∇ϕ(ηt)〉
+ ηtρ
ν
t∇ · hν −
1
2
ρνtϕ
′′(ηt)〈aν∇ηt,∇ηt〉 − ϕ′(ηt)∇ · (Θµνρµt ).
By product rule of differentiation together with the identities (A.36), we arrive at
∂t(ϕ(ηt)ρ
ν
t ) = Lν
∗
t (ϕ(ηt)ρ
ν
t )−
1
2
ρνtϕ
′′(ηt)〈aν∇ηt,∇ηt〉 − ϕ′(ηt)∇ · (Θµνρµt ). (A.42)

A.9. Proof of Lemma 5.12. Recall from Lemma 5.11 that
∂t(ϕ(ηt)ρ
ν
t ) = Lν
∗
t (ϕ(ηt)ρ
ν
t )−
1
2
ρνtϕ
′′(ηt)〈aν∇ηt,∇ηt〉 − ϕ′(ηt)∇ · (Θµνρµt ). (A.43)
Multiply both sides of equation (A.43) by a test fucntion f ∈ C∞c (M) and integrate to arrive at∫ t
τ
∫
M
∂s(ϕ(ηs)ρ
ν
s)f(x)dxds+
1
2
∫ t
τ
∫
M
ϕ′′(ηs)〈aν∇ηs,∇ηs〉f(x)νs(dx)ds
=
∫ t
τ
∫
M
ϕ(ηs)Lνt f(x)νs(dx)ds−
∫ t
τ
ϕ′(ηs)∇ · (Θµνρµs )f(x)dxds. (A.44)
By Newton-Leibniz formula, we have∫ t
τ
∫
M
∂s(ϕ(ηs)ρ
ν
s)f(x)dxds =
∫
M
ϕ(ηt)f(x)νt(dx)−
∫
M
ϕ(ητ )f(x)ντ (dx). (A.45)
Also, one has
−
∫ t
τ
∫
M
ϕ′(ηs)∇ · (Θµνρµs )f(x)dxds =
∫ τ
τ
∫
M
[
ϕ′′(ηs)〈Θµν ,∇ηs〉f(x) + 〈Θµν ,∇f(x)〉
]
ηsνs(dx)ds.
(A.46)
Substituting (A.45) and (A.46) in (A.44), we obtain the required inequality (5.12). 
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A.10. Proof of Theorem 5.14. For a finite time interval I it is sufficient to consider Dϕ(µt‖νt);
the result can be then extended to divergence rates on unbounded intervals provided that the
respective ratios are finite. We want to show that
Dϕ(µt‖νt) 6
 Dϕ(µt‖µt0)−Dϕ(νt‖µt0), if Dϕ(µt‖µt0) > Dϕ(νt‖µt0),− (Dϕ(µt‖µt0)−Dϕ(νt‖µt0)) , if Dϕ(νt‖µt0) > Dϕ(µt‖µt0).
Consider the convex set L1,ϕ(M;µt0) = {f : M → [a, b] : f, ϕ(f) ∈ L1(M;µt0)} for some
0 < a 6 b < ∞, and set dµt = ηµt dµt0 . By the assumptions of the theorem, we have ϕ(ηµt ) =
ϕ (dµt/dµt0) ∈ L1(M;µt0). Let h ∈ L1,ϕ(M;µt0) and define β : [0, 1]→ R+ by
βt(s) =
〈
ϕ(sηµt + (1− s)h), µt0
〉
, (A.47)
so that βt(1) = Dϕ(µt‖µt0). One can check that s 7→ βt(s) is convex, and as ϕ ∈ C2(R+) with
the normality conditions (3.1) ensure that s 7→ βt(s) is twice continuously differentiable with
bounded derivatives. In particular, we have
β′t(s) =
〈∇ϕ (sηµt + (1− s)h) (ηµt − h), µt0〉.
Recalling that every convex function is the envelope of its tangents (e.g., [71]), we arrive at
Dϕ(µt‖µt0) = βt(1) = sup
s∈[0,1]
{
βt(s) + β
′
t(s)(1− s)
}
>βt(0) + β′t(0)
=
〈
ϕ(h), µt0
〉
+
〈∇ϕ(h)(ηµt − h), µt0〉.
This implies that
Dϕ(µt‖µt0) >
〈∇ϕ(h)(ηµt − h), µt0〉+ 〈ϕ(h), µt0〉, ∀h ∈ L1,ϕ(M;µt0). (A.48)
In particular, take h1 ∈ L1,ϕ(M;µt0) s.t. ϕ(h1) = 2ϕ(ηνt ) with ηνt = dνt/dµt0 and observe that〈
ϕ(h1), µt0
〉
= 2
∫
M
ϕ(ηνt )dµt0 = 2
∫
M
ϕ
(
dνt
dµt0
)
dµt0 = 2Dϕ(νt‖µt0).
Then, from (A.48), we obtain
1
2
Dϕ(µt‖µt0) >
1
2
〈∇ϕ(h1)(ηµt − h1), µt0〉+Dϕ(νt‖µt0). (A.49)
On the other hand, take h2 ∈L1,ϕ(M;µt0) s.t. ϕ(h2) = 2ϕ(ηt)ηνt with ηt = dµt/dνt, ηνt = dνt/dµt0
and notice that〈
ϕ(h2), µt0
〉
= 2
∫
M
ϕ
(dµt
dνt
) dνt
dµt0
dµt0 = 2
∫
M
ϕ
(dµt
dνt
)
dνt = 2Dϕ(µt‖νt).
From the inequality (A.48), we have
1
2
Dϕ(µt‖µt0) >
1
2
〈∇ϕ(h2)(ηµt − h2), µt0〉+Dϕ(µt‖νt). (A.50)
Combining (A.49) and (A.50) yields
Dϕ(µt‖νt) 6 Dϕ(µt‖µt0)−Dϕ(νt‖µt0) + C(µt0 , µt, νt,∇ϕ), (A.51)
where
2C(µt0 , µt, νt,∇ϕ) := −〈∇ϕ(h2)(ηµt − h2), µt0〉 − 〈∇ϕ(h1)(ηµt − h1), µt0〉.
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Next, we derive a bound on C(µt0 , µt, νt,∇ϕ) as follows,
2C(µt0 , µt, νt,∇ϕ)− 2Dϕ(νt‖µt0) + 2Dϕ(νt‖µt0) + 2Dϕ(µt‖νt)
6 2C(µt0 , µt, νt,∇ϕ) + 〈ϕ(h1), µt0〉+ 〈ϕ(h2), µt0〉 − 2Dϕ(νt‖µt0)
= −〈∇ϕ(h2)(ηµt − h2), µt0〉+ 〈ϕ(h2), µt0〉
− 〈∇ϕ(h1)(ηµt − h1), µt0〉+ 〈ϕ(h1), µt0〉 − 2Dϕ(νt‖µt0)
6 2 sup
h∈L1,ϕ(µt0 )
{
〈∇ϕ(h)(ηµt − h), µt0〉+ 〈ϕ(h), µt0〉
}
− 2Dϕ(νt‖µt0)
= 2Dϕ(µt‖µt0)− 2Dϕ(νt‖µt0), (A.52)
where the last equality is based on Proposition 1.2 in [26]. The above bound implies that
C(µt0 , µt, νt,∇ϕ) 6 −Dϕ(µt‖νt) +Dϕ(µt‖µt0)−Dϕ(νt‖µt0) (A.53)
and, consequently, the inequality (A.51) implies that
Dϕ(µt‖νt) 6 Dϕ(µt‖µt0)−Dϕ(νt‖µt0). (A.54)
To complete the proof, we exchange the role of ηµt with dνt = η
ν
t dµt0 in equation (A.47). This
implies defining [0, 1] 3 s 7→ β˜t(s) as follows
β˜t(s) = 〈ϕ (sηνt + (1− s)h) , µt0〉, h ∈ L1,ϕ(M;µt0),
so that β˜t(1) = Dϕ(νt‖µt0). In similar fashion as in the first case, β˜t ∈ C2b ([0, 1]) and
Dϕ(νt‖µt0) = sup
s∈[0,1]
{
β˜t(s) + (1− s)β˜′t(s)
}
> β˜t(0) + β˜′t(0)
= 〈ϕ(h), µt0〉+ 〈∇ϕ(h)(ηνt − h), µt0〉. (A.55)
Then, taking h1 such that ϕ(h1) = 2ϕ(η
µ
t ) with η
µ
t = dµt/dµt0 in conjunction with (A.55)
leads to
1
2
Dϕ(νt‖µt0) >
1
2
〈∇ϕ(h1)(ηνt − h1), µt0〉+Dϕ(µt‖µt0). (A.56)
Also, take h2 ∈L1,ϕ(M;µt0) s.t. ϕ(h2) = 2ϕ(ηt)ηνt with ηt = dµt/dνt, ηνt = dνt/dµt0 and notice
that 〈
ϕ(h2), µt0
〉
= 2
∫
M
ϕ
(dµt
dνt
) dνt
dµt0
dµt0 =
∫
M
ϕ
(dµt
dνt
)
dνt = 2Dϕ(µt‖νt).
From the inequality (A.48), we have
1
2
Dϕ(νt‖µt0) >
1
2
〈∇ϕ(h2)(ηνt − h2), µt0〉+Dϕ(µt‖νt). (A.57)
Combining (A.56) and (A.57), we have
Dϕ(µt‖νt) 6 − (Dϕ(µt‖µt0)−Dϕ(νt‖µt0)) + C˜(µt0 , µt, νt,∇ϕ), (A.58)
where
2C˜(µt0 , µt, νt,∇ϕ) := −〈∇ϕ(h2)(ηνt − h2), µt0〉 − 〈∇ϕ(h1)(ηνt − h1), µt0〉.
Following an analogous procedure to that in (A.52), we have
2C˜(µt0 , µt, νt,∇)− 2Dϕ(µt‖µt0) + 2Dϕ(νt‖µt0) + 2Dϕ(µt‖νt) 6 2Dϕ(νt‖µt0)− 2Dϕ(µt‖µt0),
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and it follows from (A.58) that
Dϕ(µt‖νt) 6 −
(
Dϕ(µt‖µt0)−Dϕ(νt‖µt0)
)
.
Extension to the divergence rates Dt−t0ϕ is straightforward provided that Dt−t0ϕ (µt‖νt) < ∞,
Dt−t0ϕ (µt‖µt0) <∞ and Dt−t0ϕ (νt‖µt0) <∞ for all t ∈ I. 
A.11. Proof of Lemma 5.16. Part (a) and part (b) is proved long ago in [13]. Indeed, as
Q,P are probability measures on the Polish space Wd, then, there exists a unique Lebesgue
decomposition of Q given by Q = Qac + Qs, such that Qac  P and Qs ⊥ P. Given that
Q|Fn  P |Fn for all n ∈ N, we have (see, e.g., [13, 70]),
Qac(A) =
∫
A
lim
n→∞
dQ|Fn
dP |Fn
dP, A ∈ Ft; (A.59)
Qs(A) =
({
ω : lim sup
n→∞
dQ|Fn
dP |Fn
=∞
}
∩A
)
, A ∈ Ft. (A.60)
The equalities (A.59) and (A.60) yield part (a) and part (b). For part (c), set
Dn = EP
[
dQ
dP
∣∣∣
Fn
]
=
dQ|Fn
dP |Fn
, P -a.s.;
it is straightforward from part (a) that (Dn)n∈N is a P -uniform integrable martingale. As Ft is
compactly generated by (Fn)n∈N, we obtain that
lim
n→∞Dn =
dQ
dP
, P -a.s.
Next, given that the strictly convex function ϕ satisfies the normality condition (3.1) and the
assumptions in part (c), by Fatou’s lemma, we have
lim inf
n→∞ Dϕ(Q|Fn‖P |Fn) = lim infn→∞ E
P [ϕ (Dn)] > EP [ϕ(D)] = Dϕ(Q‖P ). (A.61)
Conversely, by Jensen’s inequality for conditional expectation, yields
EP [ϕ(D)|Fn ] > ϕ (Dn) , P -a.s.,
which implies that Dϕ(Q‖P ) > Dϕ(Q|Fn‖P |Fn). 
A.12. Proof of Lemma 5.17. We proceed as in [13]. The exponential martingale E(M)(n) is
clearly non-negative local martingale, it follows from Fatou’s lemma for conditional expectation
that E(M)(n) is a supermartingale, so, by Doob’s theorem (e.g., [70, 51]), it coonverges almost
surely. Since, E(M) = E (M2 ) exp (−14〈M〉), we have
{ω : 〈M〉∞ =∞} ⊆
{
ω : lim
n→∞ E(M)(n) = 0
}
, a.s.
Conversely, the identity E(−M) = E(M)−1 exp (〈M〉), yields{
ω : lim
n→∞ E(M)(n) =∞
}
⊆ {ω : 〈M〉∞ =∞} . 
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A.13. Proof of Proposition 5.18. Fix x ∈M and let τn = inf{t > t0 : |X˜t| > n}∧(t0+T ), 0 <
T <∞. Then τn is a localising sequence for the local martingale Mt defined by
Mt =
∫ t
t0
〈
a˜−1,ν(bˆ− bν)(s, X˜s), dSs
〉
−
∫ t
t0
〈
a˜−1,ν(bˆ− bν), bˆ
〉
(s, X˜s)ds,
where bˆ = bν +Θµν and Ss denotes P
ν
t0,x-adapted martingale given bySt = X˜t − X˜t0 −
∫ t
t0
bν(s, X˜s)ds, t ∈ I,〈
S
〉
t
=
∫ t
t0
aν(s, X˜s)ds, t ∈ I.
(A.62)
Next, for fixed n ∈ N, Mτn∧t is a P νt0,x-adapted martingale (e.g. [13, 70]) and the corresponding
quadratic variation process 〈M〉t is given by
〈M〉t =
∫ t
t0
〈
bˆ− bν , a˜−1,ν(bˆ− bν)
〉
(s, X˜s)ds =
∫ t
t0
〈βµν , aνβµν〉(s, X˜s)ds, (A.63)
where βµν = a˜
−1,νΘµν . Now, consider the probability measures Q
µ,τn
t0,x
:= Qµt0,x|Fτn , P ν,τnt0,x :=
P νt0,x|Fτn . Then, by Girsanov theorem (e.g., [13, 70]), Qµ,τnt0,x  P ν,τnt0,x and P ν,τnt0,x  Qµ,τnt0,x with
dQµ,τnt0,x
dP ν,τnt0,x
=
1
E(−M)(τn) , P
ν
t0,x -a.s.
This implies that{
ω : lim sup
n→∞
dQµ,τnt0,x
dP ν,τnt0,x
=∞
}
=
{
ω : lim
n→∞ E(−M)(τn) = 0
}
, P νt0,x -a.s.,
and, according to Lemma 5.17, this implies{
ω : lim sup
n→∞
dQµ,τnt0,x
dP ν,τnt0,x
=∞
}
=
{
ω : 〈M〉∞ =∞
}
.
Then, by part (a) and part (b) of Lemma 5.16, part (i) and part (ii) hold.
For part (iii), we start by noticing that the regularity of the convex function ϕ implies that
t 7→ ∫ tt0 ϕ′(Ds)d〈D〉s is continuous and finite on the interval I, where
Ds =
dQµ,st0,x
dP ν,st0,x
, P νt0,x -a.s., s ∈ [t0, t], t ∈ I.
Now, consider the localising sequence (Tn)n∈N defined by
Tn = inf
{
t ∈ [t0, t0 + T ] : Dt 6 1/n or
∫ t
t0
ϕ′(Ds)d〈D〉s > n
}
,
so that Tn ↑ (t0 + T ) as n→∞. Next, by Itoˆ’s formula, we have
ϕ (Dt∧τn∧Tn) = ϕ(Dt0) +
∫ t∧τn∧Tn
t0
ϕ′ (Ds) dDs +
1
2
∫ t∧τn∧Tn
t0
ϕ′′(Ds)d〈D〉s.
Since ϕ(Dt0) < ∞ (recall that ϕ(Dt0) = ϕ(1) = 0), then by Jensen’s inequality, we have that
(ϕ(Dt))t∈I is a uniformly integrable submartingale w.r.t. P νt0,x. Taking the expectation of both
sides w.r.t. P νt0,x, we have
EP
ν
t0,x [ϕ(Dt∧τn∧Tn)] =
1
2
EP
ν
t0,x
[∫ t∧τn∧Tn
t0
ϕ′′(Ds)d〈D〉s
]
.
As ϕ is continuous and locally bounded on R+ due to its convexity and the normality condi-
tion (3.1), we have that ϕ(Dt∧τn∧Tn) → ϕ(Dt∧(t0+T )), as n → ∞. By uniform integrability of
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(ϕ(Dt))t∈I w.r.t. P νt0,x, we have that E
P νt0,x [ϕ(Dt∧τn∧Tn)] → EP
ν
t0,x [ϕ(Dt)] as n → ∞. Conse-
quently, by the monotone convergence theorem, we have
EP
ν
t0,x [ϕ(Dt)] =
1
2
EP
ν
t0,x
[∫ t
t0
ϕ′′(Ds)d〈D〉s
]
, t ∈ I.
Finally, observe that Dt is nothing but the exponential martingale of Mt appearing in part (i)
and (ii) (see equation (A.63)), so that d〈D〉s = D2sd〈M〉s. This fact together with the assumption
ϕ
(
dQµt0,x
dP νt0,x
)
)
∈ L1(Wd;Pt0,x) and part (c) of Lemma 5.16 yields
Dϕ
(
Qµt0,x‖P νt0,x
)
= lim
n→∞E
Pt0,x
[
ϕ(Dt∧τn∧Tn)
]
= EPt0,x
[
ϕ(Dt)
]
=
1
2
EPt0,x
(∫ t
t0
ϕ′′(Ds)D2s
〈
βµν , a
νβµν
〉
(s, X˜s)ds
)
, t ∈ I.

A.14. Proof of Theorem 5.20. First, we note that for a strictly convex function ϕ ∈ C2(R+),
ϕ-projections Qµνt0 are uniquely determined since C
µν
ϕ,I is a closed convex subset of P(Wd); this
is a consequence of Hahn–Banach theorem. Thus, there exists a unique Qµνt0 ∈ Cµνϕ,I such that
Dϕ
(
Qµνt0 ‖P νt0
)
= inf
{
Dϕ(Q‖P νt0) : Q ∈ Cµνϕ,I
}
. (A.64)
It remains to show that Qµνt0 is Markovian in the sense that for any t1, t2 ∈ I with t0 6 t1 < t2,
the conditional distribution of Xt2(ω) under Q
µν
t0
given the σ-algebra Ft1 is only a function of t2
and t1, Xt1(ω). First, we note that under the assumed regularity of the coefficients (b
ν , σν), i.e.,
bν ∈ C(I; C1b (M;M)), σν· k ∈ C2,δb (M;M)) (see Proposition 4.10 and the last paragraph in §4)
and P νt0 ∈ P(Wd) there exists a predictable process βˆµν : I ×Wd →M s.t. Qµt0 ∈ Cµνϕ,I ⊂ P(Wd)
is a martingale solution of an SDE associated with the generator LQµt0 := ∂∂t +Lνt +aν βˆµν∇ on the
domain C∞c (I ×M) (this assertion follows from Girsanov theorem (e.g., [70], or [25, Proposition
3.5])). To show that Qµt0∈Cµνϕ,I has a Markovian version, we only need to show the uniqueness of
the conditional expectation of βˆµν given Ft. To this end, we consider the pre-Hilbert spaces
Hµ :=
{
B ∈Mb(I ×M;M) :
(∫
I×M
〈B, aνB〉(s, x)µs(dx)ds
)1/2
<∞
}
and
HQµt0 :=
{
β ∈Mb(I ×Wd;M) :
(∫
I×Wd
〈β(s, ω), aν(s,Xs)β(s, ω)〉Qµt0(dω)ds
)1/2
<∞
}
.
It follows from Proposition 5.18 that βˆµν(s,Xs(ω)) is in HQµt0 .
Now, let Qµt0 ∈ Cµνϕ,I and let the predictable process βˆµν ∈ HQµt0 be given. Then, by the Riesz
representation theorem (e.g., [73]), there exists a unique B ∈ H−1µ such that for all f ∈ H−1µ , we
have∫
I×Wd
〈
βˆµν(s,Xs(ω))(a
νf)(s,Xs(ω))
〉
Qµt0(dω)ds =
∫
I×M
〈B, aνf〉(s, x)µs(dx)ds, (A.65)
where H−1µ := closure of
{
B ∈Mb(I ×M;M) : B = ∇xf, f ∈ C∞c (I ×M)
}
in Hµ. This implies
that B is the unique Markovian version of βˆµν , i.e., EQ
µ
t0
[
βˆµν |Fs
]
= B(s,Xs); we denote the
Markovian version of Qµt0 by Q̂
µ
t0
. The first part of the proof will be complete if we justify the
following:
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Claim I: Let Q̂µt0 be the Markovian version of Q
µ
t0
∈ Cµνϕ,I . Then Q̂µt0 ∈ Cµνϕ,I and Dϕ
(
Q̂µt0‖P νt0
)
6
Dϕ(Qµt0‖P νt0) for all Qµt0 ∈ Cµνϕ,I .
The difficult part of the claim is to show that Q̂µt0 ◦X−1t = µt, t ∈ I. This is achieved by first
establishing the following domination property
EQ̂
µ
t0 [f(t,Xt(ω))] 6
∫
M
f(t, x)µt(dx), t ∈ I, f ∈Mb(I ×M). (A.66)
In order to derive the above inequality, we follow the same localisation procedure as the one
expounded in [24, 25] in the case of KL-divergence. First, it is clear from (A.65) and the Lp-
contractivity of conditional expectation that (for p = 2)∫
I
∫
M
〈B(s, x), (aνB)(s, x)〉µs(dx)ds 6
∫
I
∫
Wd
〈
βˆµν(s), a
ν(s,Xs(ω))βˆµν(s,Xs(ω))
〉
Qµt0(dω)ds <∞.
(A.67)
We define localising sequences (Tk)k∈N and (Sk)k∈N as follows:
Tk = inf
{
t ∈ [t0, t0 + T ] :
∫ t
t0
〈βˆµν , aν βˆµν〉(s, ω)ds > k
}
,
Sk = inf
{
t ∈ [t0, t0 + T ] :
∫ t
t0
〈B, aνB〉(s,Xs)ds > k
}
.
Next, consider the Radon-Nikodym derivative
dQµ,t∧Tkt0
dP ν,t∧Tkt0
=: Dt∧Tk ,
whereQµ,t∧Tkt0 := Q
µ
t0
|Ft∧Tk , P
ν,t∧Tk
t0
:= P νt0 |Ft∧Tk . Then, by Novikov’s criterion (see also Lemma 5.16),
we have that Qµ,t∧Tkt0 ∈ P(Wd) and for f ∈Mb(I ×M), we have
EQ
µ,t∧Tk
t0 [f(t,Xt)] = EP
ν,t∧Tk
t0 [f(t,Xt)Dt∧Tk ] −→
k→∞
EP
ν
t0 [f(t,Xt)Dt] = EQ
µ
t0 [f(t,Xt)]. (A.68)
Next, let B(n,m) = (B
i
(n,m))i>1 be a sequence Borel functions defined byBi(n,m) = Bi(u, x)I{|Bi(u,x)|6n}I{max16j6n |aνij |6m}, if i 6 n,Bi(n,m) = 0, if i > n,
where Bi ∈ Mb(I×M;M). For each (n,m) ∈ N × N, we see that B(n,m) is bounded Borel
measurable and 〈B(n,m), aνB(n,m)〉 is bounded. This implies that the probability measure Q˜µ,t∧Tk(n,m)
defined via
dQ˜µ,t∧Tk(n,m) := exp
∑
k>1
∫ t∧Tk
t0
Bk(n,m)dM˜
k
s −
1
2
∫ t∧Tk
t0
〈B(n,m), aνB(n,m)〉(s,Xs)ds
 dP νt0
is well-defined, where M˜kt , k > 1, are square-integrable P νt0 local martingales defined byM˜kt := X˜t∧Tk − X˜t0 −
∫ t∧Tk
t0
bν(s, X˜s)ds,
〈M˜〉t∧Tk =
∫ t∧Tk
t0
aν(s, X˜s)ds.
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We consider the difference∫
M
f(t,Xt)µt(dx)−
∫
M
EQ˜
µ,t∧Tk
(n,m) [f(t,Xt(ω))]µt0(dx)
=
∫
I×M
〈
aν(B −B(n,m)),∇xf
〉
(s, x)µs(dx)ds, (A.69)
for f ∈ C∞c (I×M). Given that∇xf is bounded with a compact support, by the Cauchy–Schwartz
inequality there exists C > 0 (cf. [24]) such that∣∣∣ ∫ t
t0
〈aν(B −B(n,m)),∇xf〉(s,Xs)ds
∣∣∣2 6 C‖∇xf‖2∞∣∣∣ ∫ t
t0
〈B −B(n,m), aν(B −B(n,m))〉(s,Xs)ds
∣∣∣2.
Consequently, for f ∈ C∞c (I ×M) (see [24, Section 4]) we have
EQ˜
µ,t∧Tk
(n,m) [f(t,Xt)] 6
∫
M
f(t, x)µt(dx) + C‖f‖∞‖B −B(n,m)‖2Hµ
(
1 + ‖B −B(n,m)‖2Hµ
)
.
Then, for any f ∈Mb(I ×M), we use the density argument to arrive at
EQ
µ,t∧Tk
(n,m) [f(t,Xt)] 6
∫
M
f(t, x)µt(dx) + C‖f‖∞‖B −B(n,m)‖2Hµ
(
1 + ‖B −B(n,m)‖2Hµ
)
. (A.70)
Applying the bounded convergence theorem twice, one has
lim
n→∞ limm→∞ ‖B −B(n,m)‖Hµ = 0.
Next, it is relatively straightforward to verify via the variational representation of Dϕ that
limn,m→∞Dϕ(Q˜µ,t∧Tk(n,m) ‖Qµ,t∧Tkt0 ) 6 2Dϕ(Qµt0‖P νt0) < ∞. Then, by the ϕ-divergence formula in
part (iii) of Proposition 5.18 and (A.68), we obtain
lim
n→∞ limm→∞Dϕ(Q˜
µ,t∧Tk
(n,m) ‖Qµ,t∧Tkt0 )
= lim
n→∞ limm→∞E
P νt0
[∫ t∧Sk
t0
ϕ′′(Gn,ms )(G
n,m
s )
2Ds
〈
B−B(n,m), aν(B−B(n,m))
〉
(s,Xs)ds
]
= 0,
where
Gn,ms =
dQµ,s(n,m)
dQµ,st0
, s ∈ I.
It follows that (Dt∧Sk , B(n,m), µt0) → (Dt∧Sk , B(n,∞), µt0) as m → ∞ P νt0 -a.s. and there exists a
subsequence (Dt∧Sk , B(nj ,∞), µt0) s.t. (Dt∧Sk , B(nj ,∞), µt0) → (Dt∧Sk , B, µt0) as j→∞, P νt0 -a.s.
Then, applying Fatou’s lemma twice, we have for any f ∈M+(I ×M),
EQ̂
µ
t0
[
f(t,Xt)I{t<Sk}
]
= EP
ν
t0 [f(t,Xt)Dt∧Sk ] 6 lim infn→∞ lim infm→∞ E
Q˜
µ,t∧Sk
(n,m)
[
f(t,Xt)I{t<Sk}
]
6 lim inf
n→∞ lim infm→∞ E
Q˜
µ,t∧Sk
(n,m) [f(t,Xt)] 6
∫
M
f(t, x)µt(dx). (A.71)
Combining (A.69), (A.70) and (A.71) together with application of monotone convergence theo-
rem, we arrive at the domination property
EQ̂
µ
t0 [f(t,Xt)] 6
∫
M
f(t, x)µt(dx). (A.72)
Since Q̂µt0 ◦X−1t and µt are probability measures on M, the domination property (A.72) implies
that Q̂µt0 ◦ X−1t = µt and hence, Q̂µt0 ∈ Cµνϕ,I . This conclusion follows from the property of Dϕ,
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i.e., given the domination property (A.72), we have from the variational representation of Dϕ,
Dϕ(Q̂µt0 ◦X−1t ||µt) = sup
f(t,·)∈Cb(M)
{∫
M
f(t, x)(Q̂µt0 ◦X−1t )(dx)−
∫
M
ϕ∗(f(t, x))µt(dx)
}
= sup
f(t,·)∈Cb(M)
{
EQ̂
µ
t0 [f(t,Xt)]−
∫
M
ϕ∗(f(t, x))µt(dx)
}
6 Dϕ(µt||µt) = 0.
The second assertion, Dϕ(Q̂µt0‖P νt0) 6 Dϕ(Qµνt0 ‖P νt0), of Claim I is obtained by noticing that
Dϕ(Q̂µt0‖P νt0) = sup
f∈Mb(Wd)
{∫
Wd
fdQ̂µt0 −
∫
Wd
ϕ∗(f)dP νt0
}
= sup
f∈Cb(Wd)
{∫
Wd
fdQ̂µt0 −
∫
Wd
ϕ∗(f)dP νt0
}
6 Dϕ(Qµt0‖P νt0), ∀Qµt0 ∈ Cµνϕ,I , (A.73)
where we have used the fact that Qµt0 ◦ X−1t = µt = Q̂µt0 ◦ X−1t . Note also that (A.64) and the
inequality (A.73) imply that Q̂µt0 = Q
µν
t0
so that the unique projection Qµνt0 of P
ν
t0 onto the closed
and convex non-empty set Cµνϕ,I is Markovian. Thus, the probability measure Q
µν
t0
defines the
following Markov transition kernel
Qµνt0 (ω : Xt(ω) ∈ A|Fs) =: Qµν(s,Xs; t, A), t0 6 s 6 t, A ∈ B(M).
The above implies, if Xs = x, f ∈Mb(M) that
EQ
µν
t0
[
f(Xt(ω))|Fs
]
=
∫
M
f(y)Qµν(s, x; t, dy), t0 6 s 6 t.
By induction, for t0 6 u1 < · · · < um = s < t1 < · · · < tn 6 t0+T , and {gi}mi=1, {fi}ni=1 ⊂Mb(M)
EQ
µν
t0
[
g1(Xu1(ω)) · · · gm(Xum(ω))f1(Xs(ω)) · · · fn(Xtn(ω))
∣∣Fs]
= g1(x) · · · gm(x)
∫
A1×···×An
f(y1) · · · fn(yn)Qµν(s, x; t, dy1) · · ·Qµν(tn−1, yn−1; tn, dyn), (A.74)
for (A1, · · · , An) ∈ ⊗ni=1B(M) and QµνI (⊗ni=1Ai) = Qµνt0
{
ω : Xt1(ω) ∈ A1, · · · , Xtn(ω) ∈ An
}
.
Now, we derive the representation of Dϕ(Qµνt0 ||P νt0) where Qµνt0 , P νt0 ∈ Cµνϕ,I ⊂ P(Wd). To this
end, consider the measurable spaces
(M,B(M)) and (I,B(I), ρ), I := [t0, t0 + T ], where ρ is a
nonnegative measure on B(I). The set of paths is Wd := C(I,M), is endowed with the relative
σ-field associated with B(M)⊗I . We utilise the primal-dual representation of constrained convex
optimisation problem (e.g., [71, 53, 54]). The primal problem is given by
Dϕ(Qµνt0 ||P νt0) = inf
{Dϕ(Qµt0 ||P νt0) : Qµt0  P νt0 , Qµt0 ◦X−1t = µt, ∀ t ∈ I} . (A.75)
The dual problem associated with the primal problem (A.75) is given by (e.g., [71, 54] and, in
particular, [53, Proposition 6.2] with appropriate notational adjustments)
sup
{∫
I×M
n∑
i=1
αi(t)fi(x)µt(dx)ρ(dt)−
∫
Wd
ϕ∗
(∫
I
n∑
i=1
αi(t)fi(Xt(ω))ρ(dt)
)
P νt0(dω);
∀ 1 6 n <∞, fi ∈ Cb(M), αi ∈ L1(I, ρ), 1 6 i 6 n
}
. (A.76)
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By Fenchel primal-dual equality (e.g., [71, 53, 54] ), we have
inf
{Dϕ(Qµt0 ||P νt0) : Qµt0  P νt0 , Qµt0 ◦X−1t = µt, ∀ t ∈ I}
= sup
{∫
I×M
n∑
i=1
αi(t)fi(x)µt(dx)ρ(dt)−
∫
Wd
ϕ∗
(∫
I
n∑
i=1
αi(t)fi(Xt(ω))ρ(dt)
)
P νt0(dω);
∀ 1 6 n <∞, fi ∈ Cb(M), αi ∈ L1(I, ρ), 1 6 i 6 n
}
.
Using the fact that P νt0 is an extremal solution to the martinagle problem with generator Lνt
starting from µt0 , we have
inf
{Dϕ(Qµt0 ||P νt0) : Qµt0  P νt0 , Qµt0 ◦X−1t = µt, ∀ t ∈ I}
= sup
{∫
I×M
n∑
i=1
αi(t)fi(x)µt(dx)ρ(dt)−
∫
M
ϕ∗
(∫
I
n∑
i=1
αi(t)fi(x)ρ(dt)
)
νt(dx);
∀ 1 6 n <∞, fi ∈ Cb(M), αi ∈ L1(I, ρ), 1 6 i 6 n
}
. (A.77)
Moreover, if we consider the discrete topology on I ⊂ R with ρ the counting measure on I, then
(A.77) can be written in a more general form [53, Proposition 6.1]
inf
{Dϕ(Qµt0 ||P νt0) : Qµt0  P νt0 , Qµt0 ◦X−1t = µt, ∀ t ∈ I}
= sup
{∫
M
n∑
i=1
fi(x)µsi(dx)−
∫
M
ϕ∗
( n∑
i=1
fi(x)
)
νsi(dx);
∀ 1 6 n <∞, f1, . . . , fn ∈Mb(M), s1, . . . , sn ∈ I
}
. (A.78)
The above procedure simplifies further if one considers the ϕ-projection for finite-dimensional
marginals QµIn , P
ν
In on ⊗ni=1Ai, Ai ∈ B(M) in which case one obtains
inf
{Dϕ(QµIn ||P νIn) : QµIn  P νIn , Qµt0 ◦X−1ti = µti , t0, t1, . . . , tn ∈ I}
= sup
{∫
M
n∑
i=1
fi(x)µti(dx)−
∫
M
ϕ∗
( n∑
i=1
fi(x)
)
νti(dx);
f1, . . . , fn ∈Mb(M), t1, . . . , tn ∈ I
}
. (A.79)
The second part of the theorem follows from the observation that the normality conditions (3.1)
imply that ϕ∗(0) = 0, which in particular implies that ϕ∗ is a superadditive convex function, so
the r.h.s of (A.78) can bounded by the sum of the difference of FTDR fields, as in Theorem §5.14
of §5.2. To see this, the supperadditivity of ϕ∗ implies that
−ϕ∗
(
n∑
i=1
fi(x)
)
6 −
n∑
i=1
ϕ∗(fi(x)),
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so that from (A.78), we have
inf
{Dϕ(Qµt0 ||P νt0) : Qµt0  P νt0 , Qµt0 ◦X−1t = µt, ∀ t ∈ I}
6 sup
{ n∑
i=1
∫
M
fi(x)µsi(dx)−
n∑
i=1
∫
M
ϕ∗(fi(x))νsi(dx);
∀ 1 6 n <∞, f1, . . . , fn ∈Mb(M), s1, . . . , sn ∈ I
}
6 sup
{ n∑
i=1
∣∣∣Dϕ(µsi‖µt0)−Dϕ(νsi‖µt0)∣∣∣, ∀ 1 6 n <∞, s1, . . . , sn ∈ I}.
Analogously, for finite-dimensional marginals QµIn , P
ν
In on ⊗ni=1Ai, Ai ∈ B(M) we obtain
inf
{Dϕ(QµIn ||P νIn) : QµIn  P νIn , Qµt0 ◦X−1ti = µti , t0, t1, . . . , tn ∈ I}
6 sup
{ n∑
i=1
∫
M
fi(x)µti(dx)−
n∑
i=1
∫
M
ϕ∗(fi(x))νti(dx);
f1, . . . , fn ∈Mb(M), t1, . . . , tn ∈ I
}
6
n∑
i=1
∣∣∣Dϕ(µti‖µt0)−Dϕ(νti‖µt0)∣∣∣, t1, . . . , tn ∈ I.
We then note that, for any t ∈ I,
n∑
i=1
∣∣∣Dϕ(µti‖µt0)−Dϕ(νti‖µt0)∣∣∣ = n∑
i=1
(ti − t0)
∣∣∣Dti−t0ϕ (µti ||µt0)−Dti−t0ϕ (νti ||µt0)∣∣∣
6 |t− t0|
n∑
i=1
∣∣∣Dti−t0ϕ (µti ||µt0)−Dti−t0ϕ (νti ||µt0)∣∣∣
+ |t− t0|
n∑
i=1
|t− ti|
|t− t0|
∣∣∣Dti−t0ϕ (µti ||µt0)−Dti−t0ϕ (νti ||µt0)∣∣∣.
Consequently, assuming without the loss of generality that t0 < t1 6 · · · 6 tn, we have
Dtn−t0ϕ (Qµνt0 ||P νt0) 6
n∑
i=1
∣∣∣Dti−t0ϕ (µti ||µt0)−Dti−t0ϕ (νti ||µt0)∣∣∣
+
n∑
i=1
|tn − ti|
|tn − t0|
∣∣∣Dti−t0ϕ (µti ||µt0)−Dti−t0ϕ (νti ||µt0)∣∣∣.

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