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Abstract—Considering the increasing penetration of renewable
energy sources and electrical vehicles in utility distribution
feeders, it is imperative to study the impacts of the resulting
increasing uncertainty on the delivery capability of a distribution
network. In this paper, probabilistic available delivery capability
(ADC) is formulated for a general distribution network integrat-
ing various RES and load variations. To reduce the computational
efforts by using conventional Monte Carlo simulations, we
develop and employ a computationally efficient method to assess
the probabilistic ADC, which combines the up-to-date sparse
polynomial chaos expansion (PCE) and the continuation method.
Particularly, the proposed method is able to handle a large
number of correlated random inputs with different marginal
distributions. Numerical examples in the IEEE 13 and IEEE
123 node test feeders are presented, showing that the proposed
method can achieve accuracy and efficiency simultaneously.
Numerical results also demonstrate that the randomness brought
about by the RES and loads indeed leads to a reduction in the
delivery capability of a distribution network.
Index Terms—Available delivery capability (ADC), continua-
tion method, Copula, distribution systems, Nataf transformation,
polynomial chaos expansion, probabilistic continuation power
flow (PCPF).
I. INTRODUCTION
THE ever increasing integration of renewable energysources (RES) (e.g., wind power and solar photovoltaic
(PV)) and new forms of load demand (e.g., electric vehicles
(EVs)) introduces more and more uncertainties to the utility
distribution feeders. The resulting randomness in distribution
system may affect the delivering capability of a distribution
system. The concept of available delivery capability (ADC)
proposed in [1], [2] is used to describe the maximum power
that can be delivered over the existing amount for which no
thermal overloads, voltage violations, and voltage collapse
occur. The minimum among the ADC subject to the thermal
limits, the ADC subject to the voltage violations and the ADC
subject to the voltage collapse is termed as the system overall
ADC. Nevertheless, the proposed ADC and the developed
numerical method to solve it [1] did not account for the uncer-
tainties coming from RES or EVs, which in turn are essential
and stringent considering the constantly increasing integration
of these components. In this paper, we propose a probabilistic
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framework to investigate the impact of uncertainties on the
ADC of distribution networks.
The probabilistic analysis methods can be classified into
two major categories: simulation methods and analytical meth-
ods. Monte Carlo simulation (MCS) [3] belonging to the
first category is the most widely applied method due to its
simplicity, yet its high computational effort may prohibit its
applications in real world, even with more efficient sampling
methods such as Latin hypercube sampling [3], importance
sampling [4], and Latin supercube sampling [5]. Attempt-
ing to release the computational burden, analytical methods
are developed utilizing mathematical approximations, among
which the cumulant method [6] and its extended versions
[7] as well as point estimation method [8], [9] are the two
representative ones. Nevertheless, the probability distributions
of the power flow responses cannot be directly acquired from
either cumulant methods or point estimation methods [10].
Another emerging method is the polynomial chaos expansion
(PCE). The key idea of PCE is to represent the probabilistic
response as a sum of orthogonal polynomial basis functions. It
was firstly proposed by Wiener [11] exclusively for Gaussian
random variables using Hermite polynomial. Xiu [12] fur-
ther generalized the method to handle non-Gaussian random
variables using a specific family of orthogonal polynomials.
The popularity of the PCE method is mainly attributed to the
following features: (i) It has strong mathematical basis; (ii) It
can be readily integrated into existing deterministic analysis
tools in a non-intrusive fashion. (ii) Accurate estimations for
the probability distribution and the associated statistics can be
obtained with low computational cost.
PCE or generalized PCE (gPCE) has been applied in the
context of power systems to study the probabilistic power
flow [10] and the load margin problem [13], yet they suffer
from ‘the curse of dimensionality’ as the number of random
inputs or the degree of polynomials increases. This issue
has been addressed in [14] to solve the probabilistic power
flow problem using a basis-adaptive sparse scheme that was
originally developed in [15], [16]. Our previous work [17]
combined the basis-adaptive sparse PCE (SPCE) and the
continuation method to solve the ADC problem for general
distribution networks with RES.
However, little work to date has considered the cases in
which a great number of random inputs with different marginal
distributions co-exist and are highly correlated with each
other. This situation, however, may be very common in power
systems. Indeed, the stochastic characterizations for various
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RES are rather diverse. The wind speed may be described
by Weibull distribution, Rayleigh distribution, and Gamma
distribution [18],[19], whereas the solar radiation may follow
Beta distribution or Weibull distribution [20],[21] depending
on different locations and the time scales of interest. Further-
more, wind speeds, solar radiations and load power at different
sites within the same geographical area are typically dependent
due to similar weather conditions and social customs. The
challenges of handling such situation using the PCE method lie
in the facts: 1) Finding the orthogonal polynomial basis for the
distribution that a certain random input follows may be hard
if the distribution is out of the regular list; 2) Obtaining the
joint probability distribution of correlated random variables is
difficult in practice.
In this paper, we attempt to address these challenges of
the conventional PCE and employ the modified PCE to as-
sess probabilistic ADC for distribution networks with RES.
Particularly, the first challenge aforementioned is resolved by
employing the Stieltjes procedure which is able to construct
a set of univariate polynomials orthogonal to any arbitrary
probability distribution; the second challenge is overcome by
leveraging on Copula and Nataf transformation to construct
the joint distribution from available marginal distributions and
correlation coefficient matrix. The contributions of the paper
are as below:
• A mathematical formulation of probabilistic ADC prob-
lem based on continuation power flow is developed
for distribution networks integrating RES generators and
loads that may follow various marginal distributions.
• A computationally efficient yet accurate algorithm is
proposed to evaluate the probabilistic ADC, which com-
bines the sparse PCE method and continuation method.
Particularly, for the PCE method:
– Random variables with diverse marginal distributions
can be accommodated using a set of mixed multivari-
ate polynomial basis.
– Computational efficiency is improved by applying a
flexible least angle regression (LAR)-based adaptive
sparse scheme.
– Correlation between random variables can be incor-
porated using the Nataf transformation.
• Accurate probabilistic characteristics of the ADC can be
achieved by the proposed methodology with much less
computational efforts compared to the LHS-based MCS.
The obtained ADC provides important insights regarding
how the uncertainty affects the delivery capability of the dis-
tribution network. The simulation results show that the ADC
has to be decreased to prevent the system from unexpected
violations due to the randomness in the system. Considering
the general trend of increasing penetration of RES, it is
of paramount significance to carefully consider the resulting
increasing variability in a system and to seriously investigate
their impact to the performance of a power grid from different
perspectives.
It should be noted that there is a similar concept “hosting
capability (HC)” emerging in recent publications (e.g., [22],
[23]), which is defined as “the amount of new production
or consumption that can be connected to the grid without
endangering the reliability or voltage quality for other cus-
tomers”. Various performance indices have been embedded
into HC assessment, such as voltage quality [22], overloading
[24], and harmonic distortion [25], etc. However, there is
a fundamental difference between the hosting capacity and
the available delivery capability considered in this paper.
The hosting capacity typically works as planning tool, which
applies repetitive power flow study to identify a relatively
conservative amount of distributed generator (DG) deployment
from randomly selected combinations of DG locations and
sizes. In contrast, the ADC discussed in this paper serves as
an operation tool, which adopts continuation power flow study
to determine the maximum power margin without the violation
of operational limits and should be assessed constantly on
hour basis. For instance, given the forecast of load increasing
pattern, along with the probabilistic models and parameter
values of the renewable generators in the next two hours,
the estimated available delivery capability is able to determine
whether the distribution system is able to support such amount
of power increase with high probability, and how far the
system is away from the thermal limits, the voltage limits and
the voltage collapse point.
The rest of the paper is organized as the following. Section
II introduces the probabilistic models of wind power, solar PV
and loads. This is followed by the mathematical formulation
of probabilistic ADC in Section III. Section IV describes the
sparse PCE method and its implementation in assessing ADC.
The detailed algorithm to assess the probabilistic ADC is
presented in Section V. The simulation results on the IEEE
13 node and 123 node test feeders are given in Section VI.
Conclusions and perspectives are discussed in Section VII.
II. THE PROBABILISTIC POWER SYSTEM MODEL
Typically, each of uncertain model input can be expressed
as a random variable associated with a probabilistic density
function (PDF) X ∼ fX(x). In the context of power grids, the
uncertainties mainly come from wind generation, solar gener-
ation and load demand. The corresponding random variables
are wind speed v, solar radiation r and load active power PL.
In this section, we describe their probabilistic model based on
different time ranges of interests.
A. Wind Generation
In long-time scale, the Weibull distribution is a good fit
to the observed wind speed empirical distribution in many
locations around the world [26]-[28]. The probability density
function for a Weibull distribution is as follows: fV (v) =
k
c
(
v
c
)k−1
exp
[
−( v
c
)k] where v is the wind speed, k and c are
the shape and scale parameters, respectively.
In short-time operation analysis, however, the
wind speed follows normal distribution [29]:
fV (v) =
1√
2piσv
exp
(
− (v−µv)2
2σ2v
)
where the mean µv is
the forecasted wind speed, and variance σv represents the
forecasting error which can be obtained from historical data.
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For each realization of wind speed v, the corresponding
wind power injected into its terminal bus can be calculated by
the wind speed-power output relation [30]:
Pw(v) =

0 v ≤ vin or v > vout
v−vin
vrated−vinPr vin < v ≤ vrated
Pr vrated < v ≤ vout
(1)
where vin, vout and vrated are the cut-in, cut-out, and rated
wind speed (m/s), Pr is the rated wind power (kW ) and Pw
is the active power output of wind power. The reactive power
output Qw can be computed under the assumption of constant
power factor (e.g., 0.85 lagging).
B. Solar Generation
For long-time scale analysis, the solar radiation is typ-
ically represented by Beta distribution [31]: fR (r) =
Γ(α+β)
Γ(α)Γ(β)
(
r
rmax
)α−1(
1− r
rmax
)β−1
where r and rmax (W/m
2)
are the actual and maximum solar radiations, respectively; α
and β are the shape parameters of the distribution; Γ is the
Gamma function.
For short-time scale application, similar to the wind gen-
eration, the solar radiation follows the normal distribution
assuming that the mean of solar radiation can be accurately
forecasted [29]. The solar radiation-power output relation is
described by [32]:
Ppv(r) =

r2
rcrstd
Pr 0 ≤ r < rc
r
rstd
Pr rc < r ≤ rstd
Pr r > rstd
(2)
where rc is a certain radiation point set usually as 150 W/m2,
rstd is the solar radiation in the standard environment, Pr is
the rated capacity of the solar PV. Solar generation is injected
into the power grid at unity power factor [33], and hence Qpv
is assumed to be zero in this study.
C. Load Variation
Rapid deployment of smart meters provides massive amount
of real-time residential load data to utility companies, which
typically in 15 minutes, 30 minutes or 1 hour resolutions [34].
Such abundance of data makes short-term load forecasting
possible in distribution systems [35], [36], [37]. To describe
the uncertainty of load forecast, the most common practice is
to use the normal distribution [38]. The forecasted mean value
µPL of PL is typically provided by load forecaster, and σPL
denotes the forecasting error. Generally, the load forecaster
only provides the active power, whereas the reactive power is
determined under the assumption of constant power factor.
It is worth mentioning that the increasing prevalence of
RES, especially residential solar PVs, and the varying tariffs
structure have noteworthy impact on the load consumption
patterns [39]. Users tend to shift usage and respond to the
price to save cost, making the load patterns more prone to
change than before. However, as distribution systems become
fully deployed with smart meters, it is still possible, with a
reasonable accuracy, to obtain probability distributions within
a short period of time, e.g. a few hours.
III. MATHEMATICAL FORMULATION OF PROBABILISTIC
AVAILABLE DELIVERY CAPABILITY
The three-phase distribution power flow equations can be
represented as f (x) =
[
Pϕi0 − Pϕi (x)
Qϕi0 −Qϕi (x)
]
= 0 where x =
[θa, θb, θc, Va, Vb, Vc]
T , e.g., voltage angles and magnitudes
for all phases. Let v, r and PL be the random vectors that
represent wind speeds, solar radiations and load variations,
respectively, the three phase probabilistic continuation power
flow (PCPF) equations of a N bus system can be described
as below. Specifically, for PQ type nodes, the PCPF equations
are:
Pϕi0 − V ϕi
N∑
j=1
M∑
k=1
V kj
(
Gϕkij cos θ
ϕk
ij +B
ϕk
ij sin θ
ϕk
ij
)
+ λ
(
∆PϕGi + ∆P
ϕ
wi(vi) + ∆P
ϕ
pvi(ri)−∆PϕLi(PϕLi)
)
= 0
(3)
Qϕi0 − V ϕi
N∑
j=1
M∑
k=1
V kj
(
Gϕkij sin θ
ϕk
ij −Bϕkij cos θϕkij
)
+ λ (∆QϕGi + ∆Q
ϕ
wi(vi)−∆QϕLi(PϕLi)) = 0
(4)
For PV type nodes, the corresponding PCPF equations are:
Pϕi0 − V ϕi
N∑
j=1
M∑
k=1
V kj
(
Gϕkij cos θ
ϕk
ij +B
ϕk
ij sin θ
ϕk
ij
)
+ λ
(
∆PϕGi + ∆P
ϕ
wi(vi) + ∆P
ϕ
pvi(ri)−∆PϕLi(PϕLi)
)
= 0
(5)
V ϕi = Vi0 (6)
QϕGi −QϕLi0 − V ϕi
N∑
j=1
M∑
k=1
V kj
(
Gϕkij sin θ
ϕk
ij −Bϕkij cos θϕkij
)
+Qϕwi0 + λ (∆Q
ϕ
wi(vi)−∆QϕLi(PϕLi)) = 0
(7)
Qmin,i ≤ QϕGi ≤ Qmax,i (8)
where Gϕkij and B
ϕk
ij are entries in the bus admittance matrix;
∆Pϕwi(vi), ∆P
ϕ
pvi(ri), ∆P
ϕ
Li and ∆P
ϕ
Gi are the real power
variation from wind power, solar PV, load and other types of
distributed generators at the phase ϕ of bus i respectively;
∆Qϕwi(vi) and ∆Q
ϕ
Li are the reactive power variation from
wind power and load, respectively; QϕGi is the reactive gen-
eration, and M is the number of phases. If QϕGi exceeds its
limits, say Qmin,i or Qmax,i, then the terminal bus switches
from PV to PQ with QϕGi fixed at the violated limit.
In fact, the set of parameterized three-phase PCPF equations
(3)-(8) can be described in the following compact form:
f (x,µ,λ,U) = f (x,µ)− λb(U) = 0 (9)
where x is the state vector, µ is the control parameters vector
such as the tap ratio of transformers, U = [v, r,PL] is the
random vector describing the wind speed, the solar radiation,
the load active power. Besides, the load-generation variation
vector b of the system is
b (U) =
[
∆P ϕG + ∆P
ϕ
w (v) + ∆P
ϕ
pv(r)−∆P ϕL (PL)
∆QϕG + ∆Q
ϕ
w(v)−∆QϕL(PL)
]
(10)
It is obvious that the set of the parameterized power flow
equations become the base-case power flow equation if λ = 0.
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The probabilistic ADC formulation therefore can be pro-
posed as the following:
max λ
s.t. f (x,µ)− λb(U) = 0 (a)
Vmin ≤ V ϕi (x,µ,λ,U) ≤ Vmax (b)
Iϕij (x,µ,λ,U) ≤ Iij,max (c)
Qmin,i ≤ QϕGi (x,µ,λ,U) ≤ Qmax,i (d)
(11)
where Vmin and Vmax are the lower and upper limits of
bus voltages; Iij,max is the specified capacity of the line or
transformer between bus i and bus j; λ is the normalized
load margin under given load-generation variation vector. The
maximum value of λ that could be achieved without the
violation of (11) corresponds to the ADC. Note that λ is a
random variable due to the random input U . Equation (a)
specifies that the solution must satisfy the parameterized power
flow equations (9); Equations (b)-(d) imply that the solution
has to satisfy typical operational and electrical constrains.
IV. ADAPTIVE SPARSE POLYNOMIAL CHAOS EXPANSION
In this paper, we will improve and apply the adaptive sparse
PC expansion to solve the probabilistic ADC problem. The
PC expansion and its associated advanced techniques will be
detailed in this section, which can handle practical problems
with a large number of dependent random inputs accurately,
efficiently and reliably.
A. Generalized Polynomial Chaos Expansion
Consider a random vector ξ = (ξ1, ξ2, ..., ξn,) with n in-
dependent components and described by the joint probability
density function (PDF) fξ (ξ is related with U in (11)), then
the target stochastic response Y (e.g., the ADC in this study)
can be represented by:
Y = g(ξ) =
∞∑
k=0
ckΨk(ξ) (12)
which is termed as the polynomial chaos expansion, where
{Ψk} is multivariate polynomials orthogonal to fξ and can
be constructed as the tensor product of their univariate coun-
terparts [15]:
Ψk(ξ) =
n∏
i=1
φij (ξi), k = 0, ...,∞ (13)
where the subscript ij refers to the j-th degree of the i-
th univariate polynomial basis. {φij} is the orthogonal basis
with respect to fξi . In this notation, there is an implicit one-
to-one mapping between the subscript k and a multi-index
ak = (ak1, ..., akn) in which each component aki defines the
degree j of the i-th univariate polynomial basis with j = aki.
Note that for practical implementation, the gPCE of the
stochastic response is truncated such that the total degree is
not higher than p, i.e,
∑M
j=1 ij ≤ p. More advanced truncation
strategy will be discussed in Section IV-C. The truncated PC
expansion therefore can be expressed as:
Y = g(ξ) ≈
P−1∑
k=0
ckΨk(ξ) (14)
TABLE I
STANDARD FORMS OF CLASSICAL CONTINUOUS DISTRIBUTIONS AND
THEIR CORRESPONDING ORTHOGONAL POLYNOMIALS [12]
Distribution Density Function Polynomial Support
Normal 1√
2pi
e−x
2/2 Hermite (-∞,∞)
Uniform 1
2
Legendre [-1,1]
Beta (1−x)
α(1+x)β
2α+β+1B(α+1,β+1)
Jacobi [-1,1]
Exponential e−x Laguerre (0,∞)
Gamma x
αe−x
Γ(α+1)
Generalized
Laguerre
[0,∞)
* The Beta function is defined as B(p, q) = Γ(p)Γ(q)
Γ(p+q)
.
where P is the number of retained terms.
The choice of the type of polynomial φi depends on the
distribution type of the i-th random input ξi. Table I shows a
set of typical continuous distributions and their corresponding
orthogonal polynomials which are able to achieve optimal (ex-
ponential) convergence rate [12]. Numerical study in [12] has
also shown that improper selection of the type of polynomials
will lead to clearly slower convergence rate, and result in an
higher degree of expansion with much more terms to reach a
specified accuracy. In case a distribution type that is out of the
basic types in Table I, there are usually two options available.
If the distribution of a random input is close to one of basic
distributions in Table I, then the isoprobabilistic transformation
[40] can be applied to projected the random input to a basic
distribution so its corresponding polynomials still applicable;
otherwise, we could numerically construct a set of univariate
polynomial basis in the form: p˜i = pik〈pik,pik〉 orthogonal to
an arbitrary distribution. Particularly, the discretized Stieltjes
procedure is adopted in this paper which employs a recurrence
relation that holds for the computation of any orthogonal
polynomial [41]:
√
bk+1p˜ik+1 (ξi) = (ξi − dk) p˜ik (ξi)−
√
bkp˜ik−1 (ξi)
p˜i−1 (ξi) = 0, p˜i0 (ξi) = 1
(15)
dk =
〈ξpik, pik〉
〈pik, pik〉 , k ≥ 0
b0 = 〈pi0, pi0〉 , bk = 〈pik, pik〉〈pik−1, pik−1〉 , k ≥ 1
(16)
where k denotes the polynomial degree.
To illustrate the construction of mixed multivariate
polynomials, consider a 3-dimensional input random
vector ξ = (ξ1, ξ2, ξ3) with independent components
ξ1 ∼Weibull (λ, k), ξ2 ∼ Beta (α, β) and ξ3 ∼ N (0, 1)
respectively, the multivariate polynomials that correspond to
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p ≤ 2 are:
Ψ0 (ξ) = p˜i10 (ξ1)φ20 (ξ2)φ30 (ξ3) 7→ a0 = (0, 0, 0)
Ψ1 (ξ) = p˜i11 (ξ1)φ20 (ξ2)φ30 (ξ3) 7→ a1 = (1, 0, 0)
Ψ2 (ξ) = p˜i10 (ξ1)φ21 (ξ2)φ30 (ξ3) 7→ a2 = (0, 1, 0)
Ψ3 (ξ) = p˜i10 (ξ1)φ20 (ξ2)φ31 (ξ3) 7→ a3 = (0, 0, 1)
Ψ4 (ξ) = p˜i11 (ξ1)φ21 (ξ2)φ30 (ξ3) 7→ a4 = (1, 1, 0)
Ψ5 (ξ) = p˜i11 (ξ1)φ20 (ξ2)φ31 (ξ3) 7→ a5 = (1, 0, 1)
Ψ6 (ξ) = p˜i10 (ξ1)φ21 (ξ2)φ31 (ξ3) 7→ a6 = (0, 1, 1)
Ψ7 (ξ) = p˜i12 (ξ1)φ20 (ξ2)φ30 (ξ3) 7→ a7 = (2, 0, 0)
Ψ8 (ξ) = p˜i10 (ξ1)φ22 (ξ2)φ30 (ξ3) 7→ a8 = (0, 2, 0)
Ψ9 (ξ) = p˜i10 (ξ1)φ20 (ξ2)φ32 (ξ3) 7→ a9 = (0, 0, 2)
(17)
where p˜i1, φ2 and φ3 represent the univariate numerical poly-
nomial, the Jacobi polynomial and the Hermite polynomial,
respectively, and their subscripts identify their degrees. Now
we have Y = c0Ψ0(ξ) + ...+ c9Ψ9(ξ) with known polyno-
mial basis, the next step is to determine the coefficients
{ci : i = 0, ..., 9}.
B. Calculation of the Coefficients
The least-square minimization is employed in this paper to
calculate the coefficients because of its efficiency for high-
dimensional problems. Let ξC = {ξ(1), ξ(2), ..., ξ(MC)} be
MC samples of the random variables ξ, also termed as the
experimental design (ED) , and yC = {y(1), y(2), ..., y(MC)}
be the corresponding stochastic responses calculated by a
deterministic method, then the coefficients can be calculated
by solving the following least-square minimization problem:
cˆ = arg min
Mc∑
l=1
[
H
(
ξ(l)
)
c− y(l)
]2
(18)
where H is the so-called design matrix evaluated as:
H =

Ψ0(ξ
(1)) Ψ1(ξ
(1)) · · · ΨP−1(ξ(1))
Ψ0(ξ
(2)) Ψ1(ξ
(2)) · · · ΨP−1(ξ(2))
...
...
...
...
Ψ0(ξ
(MC)) Ψ1(ξ
(MC)) · · · ΨP−1(ξ(MC))
 (19)
where P is the number of retained terms (i.e., P = 10 in (17)).
The least square solution of their corresponding coefficients
can be achieved by
cˆ = (HTH)−1HTyC (20)
C. Least Angle Regression (LAR)-based Sparse Scheme
The standard truncation scheme retains polynomials up to
a certain degree p, however, the number of retained terms
P increases exponentially with both the number of inputs
n and the degree p. To mitigate this issue, the maximum
interaction and hyperbolic (or q-norm) truncation [15] have
been employed based on the fact that most of responses depend
on main effects and low-rank interactions.
An,p,q = {ak ∈ Nn :
(
n∑
i=1
aqki
)1/q
≤ p, q ∈ (0, 1)} (21)
In addition, the least angle regression (LAR) is exploited
to automatically detect the significant coefficients so that they
can be estimated by a small set of simulations, while the rest
of coefficients are set to zero. This scheme is based on the fact
that the predictors (column vector ofH in (19)) are not equally
relevant in the sense that some predictors may contribute more
significantly to the response y than the others. LAR is an
effective regression tool for fitting the linear model even when
the number of predictors is much larger than the available
simulation data (rows of H). The readers are referred to [42]
for more details on LAR. Eventually, a sparse PC expansion
of the response can be built. The response (e.g., ADCs in
this study) of any new samples can be evaluated efficiently by
directly substituting to the solved PC expansion (14) instead of
solving the original complex problem (e.g., the PCPF problem
(11)).
It is worthy mentioning that the set of significant coefficients
and their estimated values depend on the samples used. Adding
new samples may lead to a different set of PCE coefficients.
Hence, a sophisticate error index is required to ensure the
accuracy and avoid the over-fitting issue as discussed in the
next subsection.
D. Adaptive Sparse PCE Procedure
The aforementioned basis truncation scheme requires an
predetermined degree p which is crucial to the accuracy and
efficiency, which nevertheless is difficult to choose in advance
since it is strongly problem-dependent. Hence, instead of
setting a fixed p, an adaptive procedure can be employed
to a range of candidates (p0, ..., pmax) to find a satisfactory
sparse PC expansion. Given a experimental design of size MC ,
the sparse PC expansion is built with sequentially increasing
polynomial degrees, starting from p0 until the prescribed
accuracy or the pmax is reached.
To evaluate the accuracy of the spare PC expansion while
avoiding the over-fitting issue, this paper applies the corrected
leave-one-out error index εcloo as the stopping criteria [15]:
εcloo = εloo × T (MC , P ) (22)
where
εloo =
1
MC
MC∑
i=1
y(i) − gˆ
(
ξ(i)
)
1− hi
2/σ2Y
T (MC , P ) =
MC
MC − P
{
1 + tr
[(
HTH
)−1]} (23)
and h = diag
[
H
(
HTH
)−1
HT
]
, σ2Y is the empirical vari-
ance of the response vector yC evaluated on the experimental
design.
This error index has two distinguished features: (i) it
requires to run model simulation only once to obtain εloo
compared to the n times in traditional leave-one-out error
evaluation; (ii) it is more effective against the over-fitting issue
by introducing a correcting factor T (MC , P ) proposed in [43].
E. The Nataf Transformation
So far, the random inputs are assumed to be mutually
independent as required by the adaptive sparse PC expansion.
To accommodate dependent random inputs, we need to obtain
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the joint distribution of the variables and build a bridge
between the dependent inputs U and the independent standard
variables ξ on which the polynomials basis can be built.
The Nataf transformation offers an effective way to model
the dependence structure of a random vector using a normal
copula parameterized by its correlation matrix R [44]. Given
the marginal cumulative distribution function Fi (ui) of each
continuous random variable Ui, i = 1, 2, ..., n and the linear
correlation matrix ρ, the Nataf transformation TNataf (u)
defined by [40]:
η = TNataf (u) = T3 ◦ T2 ◦ T1(u) (24)
maps u to a vector of independent standard normal random
vector η. Particularly, the three transformations T1, T2 and T3
are:
T1 : u 7→ w = [F1 (u1) , ..., Fn (un)]T
T2 : w 7→ z =
[
Φ−1 (w1) , ...,Φ
−1 (wn)
]T
T3 : z 7→ η = L−1z
(25)
where Φ is the cumulative distribution function of 1-
dimensional normal distribution, L is the unique lower tri-
angular matrix from Cholesky factorization of R: R = LLT ,
and R is the linear correlation matrix of the multivariate
normal distribution associated with the normal copula. The off-
diagonal element Rij can be obtained by solving the following
quadrature equations provided that ρij is known:
ρij =
∫∫
R2
(
xi − µi
σi
)(
xj − µj
σj
)
Φ2 (zi, zj , Rij) dzidzj (26)
where µi and σi are the mean and variance of xi respectively,
Φ2 (zi, zj , Rij) is the PDF of a two-dimensional standard
normal distribution with mean 0, variance 1, and correlation
coefficient Rij . The readers are referred to a novel method in
[45] for solving (26).
The Nataf transformation maps the random input U into an
independent standard normal random vector η. One valuable
property of Nataf transformation is invertibility. In fact, it
is the inverse Nataf transformation u = T−1Nataf (η) that is
normally used in experimental design, by which the set of
samples of η can be transformed back into samples of U so
that the corresponding responses y can be evaluated. Note that
a further isoprobabilistic transformation [40] may be required
if ξi is not a standard normal random variable:
T4 : ξi = G
−1(Φ(ηi)) (27)
where G−1 is the inverse cumulative distribution function of
ξi; otherwise ξi = ηi.
It should be pointed out that the presented method in this
section is still applicable when Y is a stochastic response
vector. In that case, the adaptive sparse PCE procedure will be
performed repeatedly to find a satisfactory PC expansion for
each of component of Y . In fact, there are three responses in
this study, i.e., the voltage-violation ADC, thermal-violation
ADC and voltage-collapse ADC.
V. COMPUTATION OF PROBABILISTIC ADC
In this section, a step-by-step description of the proposed
probabilistic ADC calculation is summarized below:
Step 1. Input network data, probability distribution and param-
eters of n random inputs, i.e., wind speed, solar radiation and
load, and their correlation matrix ρ.
Step 2. Choose the independent standard variable ξi and
corresponding univariate polynomial φi for each of random
input ui.
Step 3. Generate an experimental design of size MC . This
process can be implemented as the following steps
• a) Generation MC samples ξC = (ξ(1), ξ(2), ..., ξ(MC)) in
standard space by the Latin hypercube sampling (LHS).
• b) Transform ξC into physical space by the inverse Nataf
transformation uC = T−1Nataf ◦ T−14 (ξC);
• c) Evaluate uC by deterministic simulation tool, say
CDFLOW tool [46], to obtain the accurate responses
yC = (y
(1), y(2), ..., y(MC));
The set of sample-response pairs (ξC ,yC) can then be used
to build the PC expansions of (14).
Step 4. Apply the adaptive sparse procedure to find the best
PC expansion for each response Yi sequentially. The kth (p0 <
k ≤ pmax) PC expansion of the response Yi can be built by
the following steps:
• a) Generate the set of candidate multi-indices of degree
k and truncate them using (21), and then evaluate the
resulting multivariate polynomials of degree k to form
the design matrix Hk = [Hk−1,∆Hk].
• b) Apply the LAR algorithm to select the best set of
retained columns of Hk, then estimate the corresponding
coefficients by (18).
• c) Calculate the correlated leave-one-out error e(k)cloo by
(22). If it reaches the prescribed accuracy, i.e., e(k)cloo < 
or e(k)cloo ≥ e(k−1)cloo ≥ e(k−2)cloo , then return the best PC
expansion. Otherwise, increase the degree of polynomials
and go to a).
Step 5. If the best PC expansions of all responses have reached
the required accuracy, go to Step 6; otherwise, go to Step 3 to
generate additional ∆MC new samples, then go back to Step 4
using the enriched experiment design (ξC+∆ξC ,yC+∆yC).
Note that the previous solved PC expansion for each response
can be reused as the starting point.
Step 6. Once the PC expansions for all responses are obtained,
sample ξ extensively, e.g., MS samples, and apply the solved
PC expansions (14) to evaluate the corresponding responses
Y for all these samples.
Step 7. Compute the statistics of each response, and generate
the result report.
Remark: the number of samples MC in Step 3 is usually much
smaller than MS in Step 6. Unlike MCS, PCE does not solve
(11) for the MS samples in Step 6, hence it is more efficient.
The main computational effort of PCE lies in Step 3.
VI. NUMERICAL STUDIES
In this section, we apply the proposed method to investigate
the probabilistic ADC of the modified IEEE 13 node and
123 node test feeders [47]. The LHS-based Monte Carlos
simulation (MCS) is used as a benchmark to validate the
accuracy and the performance of the proposed method. In
this study, we assume that wind speed follows Weibull dis-
tribution, solar radiation follows Beta distribution, and load
power follows normal distribution, the parameters of which
are available on the study period. Particularly, the shape and
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scale parameters of the Weibull distribution for wind speed are
k = 7.41 and c = 2.06; the shape parameters and boundaries
of the Beta distribution are α = 2.06, β = 2.50, r = 0
and s = 1000. For each load, the mean of load increase is
set to the base case value and the variance equals to 5%
of its mean. The corresponding univariate polynomials of
Weibull distribution, Beta distribution and normal distribution
are chosen to be numerical polynomial, Jacobi polynomial
and Hermite polynomial, respectively. It should be noted that
the proposed method is not limited by any specific marginal
probability distribution.
For simplicity, all wind generators share the same set of
vrate, vin, and vout which are 15.0, 4.0, and 25.0 m/s,
respectively. Similarly, all solar PVs are assumed to share
the same rc and rstd, which are 150.0 and 1000.0 W/m2,
respectively. The linear correlation coefficient ρij between
component i and j of wind speed v, solar radiations r and
load power PL are 0.5, 0.8, 0.4, respectively.
A. The Modified IEEE 13 Node Test Feeder
We add two solar PVs and two wind generators to the IEEE
13 node test feeder, the total loads of which are 1.733 MW
and 1.051 Mvar. The rated power Pr of the solar PVs at bus
675 and bus 692 are 180kW and 240kW, respectively, and the
rated power Pr of the wind generators at bus 680 and bus
634 are 450kW and 300kW, respectively. Since there are 8
single-phase loads in this feeder, the total random inputs is
12.
To investigate the impact of uncertainty on the ADC of the
system, we first apply the CDFLOW tool to trace the P-V
curves and ADCs of the deterministic system, i.e., without
uncertainty. Fig. 1 shows the three-phase P-V curves of bus
675 at the sample point where all random inputs equal to
their mean values (i.e., deterministic system). The P-V curves
of different phases are quite different due to the unbalanced
network parameters and loads. Voltage magnitude at phase
C drops the most quickly as the load-generation increase
along the predetermined direction. Among the three ADCs (the
ADC subject to voltage violation, the ADC subject to thermal
violation, and the ADC subject to voltage collapse), the ADC
subject to voltage violation, 0.894 MW, is the smallest one due
to fact that the voltage at the single-phase bus 611 reaches the
lower voltage limit 0.90 p.u. Hence the overall ADC of the
system is 0.894 MW.
Next, we assess the probabilistic ADC by the proposed
method and compare the results with the benchmark MCS.
Based on the experiment design, the LAR algorithm truncates
the terms of the full PC expansion (12) after the second degree,
leading to 25 multivariate polynomials, i.e., P = 25 in (14).
Then the least square method is applied to estimate the coeffi-
cients corresponding to the retained multivariate polynomials.
After the coefficients of sparse PC expansion (14) are solved,
4000 samples are generated to assess the statistical properties
of ADCs by the MCS and the solved sparse PC expansion,
respectively. Table II shows the estimated mean and variance
of the ADCs by the MCS and the sparse PCE, from which
we can see that the sparse PCE is able to provide reasonably
good estimations.
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Fig. 1. Without considering uncertainties, the voltage-violation ADC is 0.894
MW, the thermal-violation ADC is 1.112 MW and the voltage-collapse ADC
is 2.451 MW. The (overall) ADC is hence 0.894 MW.
TABLE II
COMPARISON OF THE ESTIMATED STATISTICS OF THE ADC
ADC µmcs µpce ∆µµmcs% σ
2
mcs σ
2
pce
∆σ2
µmcs
%
V.V. 0.8935 0.8935 0.0023 0.0003 0.0002 -0.0013
T.V. 1.1143 1.1138 -0.0440 0.0039 0.0038 -0.0067
V.C. 2.4521 2.4514 -0.0312 0.0033 0.0023 -0.0407
* The V.V., T.V. and V.C. represent voltage violation, thermal violation and
voltage collapse respectively.
Nevertheless, to get these comparable accuracy, MCS needs
to run 4000 simulations (i.e. solving (11)), while the sparse
PCE only requires 31 simulations for solving coefficients of
(14). Table III lists the time for experimental design ted,
solving coefficients tsc, and evaluating statistic samples tes,
and the total time ttotal. The time that sparse PCE spends
on solving coefficients and evaluating statistic samples is
negligible compared to that for solving (11) for 4000 times.
Clearly, the sparse PCE is much more efficient than MCS.
Once we have the statistics of the probabilistic ADC,
one natural step afterwards is to see how the uncertainty
actually affect the delivery capability of a generic distribution
system. As shown in Fig. 1, the voltage-violation ADC without
considering the uncertainty is 0.894MW, it is interesting to
see that the corresponding probability at the CDF curve (Fig.
2) is 0.518, indicating that there is 51.8% probability that the
delivery capability is less than or equal to 0.894MW. Such low
probability of security is typically unacceptable in real-world
applications. To ensure 95% confidence level that the system
will not encounter voltage violation, however, the voltage-
violation ADC has to be reduced from 0.894MW to 0.868MW
corresponding to 2.91% reduction. These results clearly show
that the overall ADC has to be reduced to account for the
variability of RES and load variations.
TABLE III
COMPARISON OF COMPUTATION TIME BETWEEN SPCE AND MCS
Method ted(s) tsc(s) tes(s) ttotal(s)
SPCE 8.713 0.934 0.213 9.860
MCS – – 2810.654 2810.654
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Fig. 2. The distribution of voltage-violation ADC computed by MCS and
sparse PCE. They are almost overlapped. To ensure 95% confidence level
that the system will not encounter unexpected voltage violations, the ADC
has to be reduced 2.91% of the value calculated in deterministic system.
TABLE IV
COMPARISON OF THE ESTIMATED STATISTICS OF THE ADC
ADC µmcs µpce ∆µµmcs% σ
2
mcs σ
2
pce
∆σ2
µmcs
%
V.V. 19.2794 19.2808 0.0070 0.2002 0.1976 -0.0131
T.V. 2.0710 2.0716 0.0277 0.0048 0.0043 -0.0231
V.C. 58.4813 58.4697 -0.0199 2.9956 2.9943 -0.0021
B. The Modified IEEE 123 Node Test Feeder
The IEEE 123 node test feeder is a comprehensive unbal-
anced feeder which has overhead and underground lines with
various phasing, regulators, shunt capacitor banks, and unbal-
anced loading with all combination of load types (constant PQ,
constant I and constant Z) [47]. In order to assess the impact
of uncertainties on the ADC of this network, 20 solar PVs
and 20 wind generator of 30kW are connected to the network.
There are totally 134 random inputs including stochastic loads.
Applying the full second-order PC expansion, we need to
run thousands of simulations to calculate the 9180 coefficients,
which becomes a huge burden and weakens the advantage
of the PCE over the MCS. To mitigate the issue, the sparse
PCE is applied, which requires only 336 simulations to solve
the 269 coefficients of the truncated PC expansions (14). In
contrast, MCS requires 10000 simulation (i.e. solving (11))
to get comparable accuracy. Table IV presents a comparison
between the estimated mean, variance, and percentage error
of the probabilistic ADC evaluated by the proposed sparse
PCE and those by the MCS. Table V shows the time spent by
the two methods. Clearly, these results demonstrate that the
proposed sparse PCE is able to provide accurate estimation
for the probabilistic ADC using much less computational time
(≈ 130 ) than the MCS.
The thermal-violation ADC (the corresponding overall ADC
TABLE V
COMPARISON OF COMPUTATION TIME BETWEEN SPCE AND MCS
Method ted(s) tsc(s) tes(s) ttotal(s)
SPCE 732.144 28.796 0.652 761.592
MCS – – 21790.000 21790.000
The thermal violation ADC (WM)
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Fig. 3. The distribution of the thermal-violation ADC computed by MCS and
sparse PCE. They are almost overlapped. To ensure 95% confidence level, the
thermal-violation ADC has to be decreased 4.51% of the value calculated in
deterministic system.
in this case) without considering uncertainties is 2.063MW and
the corresponding probability in CDF curve (Fig. 3) is 0.238,
which means there is a risk of 23.8% that operating the system
to this margin will lead to unexpected thermal violation. To
achieve 95% confidence on operating the system securely, the
thermal-violation ADC have to be decreased to 1.970MW, i.e.,
a 4.51% reduction in ADC of the deterministic system.
To verify the robustness of the proposed method, the con-
vergence rate is traced by increasing the sample size from
0.25n to 5n (n is the number of random inputs). For each
sample size, 100 replications are generated and evaluated
by the proposed method. As shown in Fig. 4, it is found
that the statistics of ADC settle down to the values that
computed by the LHS-based MCS using 10000 samples when
the sample size reaches 2.5n (i.e., 335 in this case), after which
little improvement can be achieved by increasing sample size.
Similar results have been observed in the previous example,
indicating a nice property of the sparse PCE that its simulation
time grows linearly as the number of the random inputs
increases.
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Fig. 4. The distribution of the mean of the thermal-violation ADC as
the number of samples increases. Little improvement can be achieved by
increasing sample size after it reaches 2.5 times of the number of random
inputs (i.e., 335 in this case).
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VII. CONCLUSION AND PERSPECTIVES
In this paper, we have proposed a formulation of probabilis-
tic ADC for a general distribution network integrating various
RES and load variations. A computationally efficient method
to assess the probabilistic ADC is also developed, which
combines the up-to-date sparse PCE and the continuation
method. The proposed method is able to handle a large number
of correlated random inputs with diverse marginal probability
distributions. Numerical studies show that the sparse PCE
method can provide accurate estimations for the probabilistic
ADC in terms of probability distribution and statistics with
much less computational time (≈ 130 ) than that of the MCS.
Moreover, the computational time grows linearly, rather than
exponentially, as the number of random inputs increases.
The probabilistic ADC provides an intuitive yet significant
picture regarding how the uncertainty brought about by the
RES affects the delivery capabilities of a distribution network.
It has been shown in our study that 4.51% reduction in the
ADC may be needed due to the randomness in the system
to ensure the secure operation. This number may be even
larger if the penetration of RES increases or their variances
grow within a certain time period. This study points out that
the increasing uncertainty to the system resulting from the
growing penetration of RES needs to be carefully considered
and its impact to the performances of a system has to be
thoroughly investigated.
In the future, we plan to develop control measures to reduce
the variance of ADC and thus increase the practical ADC
by mitigating the violations at weak buses and branches. Ap-
propriate control measures to reduce the variance of delivery
capability will help compensate the impact of the randomness
and thus enhance the overall security of modern power grids.
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