The paper is dealt with two kinds of multistep intervals methods which can be used to solve the initial value problem in the form of intervals containing all possible numerical errors. The interval methods of Nyström type are explicit, while the methods of MilneSimpson are implicit. It appears that we can get two families of interval methods of the second kind. For both kinds of interval methods numerical examples are presented and compared with other interval multistep method considered in previous papers of the author.
I. INTRODUCTION
Interval methods for solving the initial value problem in floating-point interval arithmetic give solutions in the form of intervals which contain all possible numerical errors, i.e. representation errors, rounding errors, and errors of methods.
In a number of our previous papers we have presented interval methods of Runge-Kutta type [2, 3, 13, 15, 16, 20] , and interval multistep methods of Adams type (explicit of Adams-Bashforth type [5, 18] and implicit of AdamsMoulton type [4, 6, 18] ). This paper is dealt with other interval multistep methods based on the well-known conventional methods of Nyström (Sec. III) and MilneSimpson (Sec. IV). We show that in the case of implicit interval methods of Milne-Simpson type there exist two families of such methods and one of them is better (a similar case has been shown for interval methods of AdamsMoulton type). For both kinds of the interval methods introduced, i.e. of Nyström type and of Milne-Simpson type) we prove theorems that the exact solution of the initial value problem belongs to the intervals obtained (see Theorem 1 in Sec. III and Theorem 3 in Sec. IV). We also estimate the widths of interval solutions obtained by the considered methods (see Theorem 2 in Sec. III and Theorem 5 in Sec. IV). All the proofs of these theorems are original.
On the basis of a number of numerical tests concerning one-and multidimensional problems we can conclude that for the same number of steps explicit interval methods of Nyström type are somewhat better (i.e. give the interval solution with a smaller width) than the methods of AdamsBashforth type, and implicit interval methods of MilneSimpson type give somewhat better results than the methods of Adams-Moulton type. Two examples that confirm this conclusion are presented in Sec. V.
II. THE INITIAL VALUE PROBLEM AND CONVENTIONAL METHODS OF NYSTRÖM AND MILNE-SIMSPON
The initial value problem is of the form 0 ' ( , ),
, y f t y y y = = (1) where ( ) .
N y y t = ∈R We assume that the solution of (1) exists and is unique.
As is well-known, in order to construct the Nyström explicit methods (see e.g. [ (2) Replacing ( , ( )) f x y x with ( ) ( ), W x r x + where ( ) W x is the interpolation polynomial of degree 1 k − and ( ) r x denotes the interpolation error, and then integrating the equation obtained, finally from (2) we get ( ) ( 
where ∇ is the backward difference operator, 
or only the values of the function, i.e.
( ) 
III. EXPLICIT INTERVAL METHODS OF NYSTRÖM TYPE
is monotonic with respect to inclusion. The explicit interval methods of Nyström type we define as follows:
where
In (7) it is assumed that for the integration interval Let us note that we cannot write
Moreover, the formula (7) can be written in more convenient form:
In particular, for a given k from (7) and (8) we have the following methods: 
For explicit interval methods of Nyström type we can prove that the exact solution of the initial value problem belongs to the intervals obtained with these methods. We have
Proof. First, let us prove that if ( , ( )) ( , )
F T Y is an interval extension of ( , ) f t y and ( , ( )) ( , )
From this relation it follows that ( )
.
But ( ) ( )
From (10) and (11) the inclusion (9) follows immediately.
Let us consider the formula (3) for n = k, i.e. and from (9) and the fact that all coefficients j ν are nonnegative it follows that 1 1
Applying Taylor's formula we have
Moreover, since '( ) ( , ( )) and y t f t y t = ( )
From (14)- (16) it follows that
From the assumption the function Ψ is an interval extension of . ψ Thus, on the basis of (15) and (17) we have 
Thus, we have shown that ( ) k y t belongs to the interval 
where the constants A, B and C are independent of h.
Proof.
From (8) we obtain ( )
Since the function Ψ is monotonic with respect to inclusion, then if the step size h is chosen in such a way that
and hence ( ) ( ( , )).
Moreover, on the basis of the assumptions about the function F it follows that there exists a constant L such that ( )
where 1,2,..., max .
For further simplicity, let us denote:
From (20) we get ( )
Hence, for n = k we have
and for n = k + 1 we get ( )
If in the above inequality we take into considerations the estimation (23), then we obtain ( )
For n = k + 2 from (22) we have ( )
and taking into account (23) and (24) we get ( )
From (23), (24) and (25) it follows that in general (for each i = 1, 2, ... , m -1) we have
i.e., taking into account the notations (21),
we have 
IV. IMPLICIT INTERVAL METHODS OF MILNE-SIMSPON TYPE

Let ( , )
T Y Ψ denotes the interval extension of 
where ( , ),
The second kind of interval methods of Milne-Simpson type, based on (5), are as follows:
In particular, for a given k from (29) we get the following methods of the first kind: 
Below there are examples of the methods of the second kind (obtained from (30)).
• k = 1 
∑ ∑
Let us note that we can get only one kind of explicit interval methods of Nyström type. It follows from the fact that for these methods we have denote the sets of all real intervals and all n-dimensional real interval vectors, respectively. An iteration process follows immediately from the well-known fixed-point theorem. If we assume that G is the contracting mapping, i.e.
( )
where ρ denotes a metric ( ) 
We have assumed that Ψ is monotonic with respect to inclusion. Moreover, if the step size h is such that satisfies the condition 
. 
, 
βα βα βδ βα βν βα
From (38) for n = k + 2 we get ( )
Using (27) and the following estimation: The IntervalArithmetic has been presented and discussed in [12] and [14] , and can be obtain from the author by e-mail.
V. NUMERICAL RESULTS
All calculations in the examples
In Table 1 we present the results obtained by the interval methods of Nyström type for k = 2 and k = 4, and compare them to the results obtained by the interval methods of Adams-Bashforth type, presented e.g. in [5] , for the same values of k. One can observe that interval methods of Nyström type give somewhat better solutions, because the diameters of the intervals obtained are smaller.
In Table 2 similar results for implicit interval methods of Milne-Simpson type and Adams-Moulton type are presented. Implicit interval methods of Adams-Moulton type have been presented in [4] , [6] and [17] . It is easy to observe that for the same number of steps implicit interval methods of Milne-Simpson type, presented in this paper, give somewhat better results than the methods of AdamsMoulton type. Let us note that the number of iterations in both of these implicit methods is the same. Figure 1 presents widths of interval solutions as functions of the number of methods steps. It appears that for each of the method considered there exists an optimal number of method steps. From the second figure (Fig. 2) follows that for a given number of method steps there exists the best step size.
Example 2
As an example of two-dimensional problem let us consider a plane motion of two bodies. Let us assume that the bodies are material points with the masses m 1 and m 2 , and are in a constant mutual distance .
α From the wellknown equations of motion of N bodies in inertial frame of references, i.e. from the following equations: where G denotes the gravitational constant, it follows that the considered motion is described by the following differential equations of the first order: (45) 
VI. CONCLUSIONS
Interval methods for solving the initial value problem in floating-point interval arithmetic give solutions in the form of interval which contain all possible numerical errors, i.e. representation errors, rounding errors, and errors of methods. For the method considered in this paper it follows that for the same number of steps explicit interval methods of Nyström type are somewhat better (i.e. give the interval solution with a smaller width) than the methods of AdamsBashforth type [5, 9, 18, 21] , and implicit interval methods of Milne-Simpson type give somewhat better results than the methods of Adams-Moulton type [4, 6, 17, 18] . Another conclusion concerning the interval methods of Milne-Simpson type is that the methods based on backward interval differences give somewhat worse results than the methods based only on the combinations of interval function values at different points (see Theorem 4 and  Table 3 ). Moreover, for each particular problem one should choose the appropriate step size and the number of method steps to obtain the interval solution with the smallest width (diameter). It appears that for a given step size there exists the optimal number of method steps, and for a given number of method steps there exists the best step size.
