The authors review experimental and nonexperimental causal inference methods, focusing on assumptions for the validity of instrumental variables and propensity score (PS) methods. They provide guidance in four areas for the analysis and reporting of PS methods in medical research and selectively evaluate mainstream medical journal articles from 2000 to 2005 in the four areas, namely, examination of balance, overlapping support description, use of estimated PS for evaluation of treatment effect, and sensitivity analyses. In spite of the many pitfalls, when appropriately evaluated and applied, PS methods can be powerful tools in assessing average treatment effects in observational studies. Appropriate PS applications can create experimental conditions using observational data when randomized controlled trials are not feasible and, thus, lead researchers to an efficient estimator of the average treatment effect.
characteristics. An individual's PS is the probability of being treated (exposed) conditional on observed characteristics. In general, there are three ways of using the estimated PS. First, the predicted probability is used as a covariate in addition to the treatment indicator in a multivariable regression for the outcome of interest. The most commonly used models are logistic regression for binary outcomes and the Cox model for time-to-event data. Second, a treated subject is matched to one or more comparison subjects based on the closeness in their estimated PS. Differences in the outcome of interest between the treated subject and the matched comparison subject(s) are summarized to derive an average treatment effect. In the third way, all subjects are stratified into bins (quintiles or quartiles) of the estimated PS. The treatment effect is estimated by a weighted difference in the matched pairs (or clusters), or stratified samples. Henceforth, we use "treatment" to represent the objective of an empirical investigation that may be a specific medical intervention, an exposure to a risk factor, a policy initiative, or a characteristic or trait of a population.
One recent review of applications of PS methods (Weitzen, Lapane, Toledano, Hume, & Mor, 2004) lamented on the lack of procedural guidance in appropriately using and clearly reporting the methods, and the paucity of sensitivity analyses of results. Stürmer et al. (2006) abstracted 177 published studies from 1998 to 2003 that used PS methods and found that estimates based on PS methods and estimates obtained by conventional methods of covariate adjustment differed for only 9 out of 69 studies in which such comparisons were possible. This led some researchers to advocate joint consideration of PS estimates and multivariate analysis for a check of robustness (Baser, 2006) . A more statistically sophisticated review (Austin, 2008a) focused on matching methods and the need to account for the matched design when assessing balance between treated and untreated subjects and estimating treatment effects. The author found that many PS applications in medical research were not appropriate and listed common errors (e.g., using logistic regression, t tests, and chi-squared tests in the matched sample) in employing matching methods.
New Contribution
We review experimental and nonexperimental data analysis methods and provide guidelines for the analysis and reporting of various PS methods in medical research. Evaluation of PS methods in a given study should be based on four factors. First, the estimated PS must satisfy the balancing property (Rosenbaum & Rubin, 1983b) . Second, when we apply the PS on an irrelevant (or preintervention) measure that is not affected by the treatment, the estimated effect should be null (Rosenbaum, 2002) . This is similar to the evaluation test proposed by Heckman, Ichimura, and Todd (1997) in the context of evaluating training programs. Third, one should explicitly compare the matched cases with the population of interest when a substantial number of subjects are eliminated due to trimming or lack of matched controls (Smith & Todd, 2005) . Fourth, sensitivity analyses with respect to the specification of the PS and matching techniques are crucial steps in any evaluation of PS methods (Rosenbaum & Rubin, 1983a) .
We provide guidelines in implementing PS methods and selectively evaluate mainstream medical journal articles from 2000 to 2005 against our proposed guidelines.
Experimental and Nonexperimental Data Analysis Methods Experimental Data
In a randomized controlled trial (RCT), the treatment effect can be estimated from the simple difference in outcomes between the treated and the control groups, assuming the assignment of treatment is well randomized with respect to both observed and unobserved subject characteristics, and the treatment effect is homogeneous across the study population. The strongest argument supporting randomized experiments is that under certain assumptions they solve the fundamental evaluation problem of unobservable counterfactuals. A counterfactual outcome refers to what would have happened hypothetically if a person could be observed in a state where she or he was not, that is, the would-be outcome of a person in treatment if she or he was not treated or the would-be outcome of a person in control if she or he was treated. In well-designed and well-conducted RCTs, the counterfactual outcomes of the treated are estimated by the observed outcomes of the control group.
The list of criticisms associated with randomization is long. Most RCTs are designed to demonstrate efficacy of a treatment in a selective group of patients. External validity is threatened when the sample or practice settings are not representative of the general population (Cook & Campbell, 1979) . Treatment effects may vary by subgroups of the selected patients. As discussed in Kravitz, Duan, and Braslow (2004) , individuals may depart from the group average because of differences in susceptibility, responsiveness to the treatment, vulnerability to adverse side effects, and utilities for different outcomes. Many of these variables are not available to the analyst and render the internal validity of an RCT suspect. If the treatment and control groups are unbalanced, theoretical and practical solutions have not been adequately addressed. Deleting the unbalanced subgroup will lose the basis justifying randomization. If we could use regression methods to correct the imbalance, we could have done so without randomization. 1 Finally, ethical issues and high costs of randomized trials prohibit some experiments.
Nonexperimental Data Method: Propensity Score
There have been many important developments in nonexperimental causal inference methods in past decades (see Heckman & Vytlacil, 2007 , and the references therein; see also Heckman, 2005a Heckman, , 2005b Heckman & Smith, 1995; Sobel, 2005) . To the best of our knowledge, however, there is no consensus on which method is superior to the others, nor is an approach deemed a panacea against all potential causes of bias in analyses. All methods have underlying assumptions on which the validity of the estimates depends. See Imbens and Wooldridge (2009) for a technical review of the convergence of the statistical and econometric literatures on the evaluation of treatment.
In nonexperimental analyses, the main threat to validity is selection bias. Selection bias consists of the difference between the adjusted outcomes of the "control" subjects and the desired counterfactual. There are two types of selection bias: overt bias due to measured but not appropriately adjusted confounders and hidden bias due to unmeasured confounders. In nonexperimental data, individuals are not randomly assigned but rather "self-selected" into the treatment or control groups. As a result, the standard statistical techniques may yield biased estimates of true effects if the subjects in the two groups differ in unobserved ways that relate to both the outcome and the treatment. For example, suppose more severely ill patients are more likely to take a new (or higher dose) drug, then the effect of the drug may be overestimated due to the phenomenon of regression to the mean, or it may be underestimated due to poor prognosis. An analyst is forced to construct a "control" sample through poststratification matching or other statistical/econometric techniques to achieve as much balance as possible ad hoc. PS methods and the instrumental variables (IV) approach are two commonly used techniques, with the former developed and used more often in medical, biostatistics, and epidemiologic research, and the latter in social science and economic research.
PS methods can correct overt bias if all pertinent variables are observed and measured without error. When a confounder to the treatment is not observed or is measured with error in an observational study (or in a clinical trial with noncompliance), the PS methods correct the hidden bias only to the extent that the unobserved confounders are correlated with the observed covariates. Rosenbaum and Rubin (1983b) clearly stated the assumption under which the PS estimates are valid, namely, the strong ignorability of treatment assignment. This assumption has two components: first, among individuals with the same observed characteristics before treatment, their treatment assignment does not depend on the potential benefit associated with the treatment or control condition; and second, no individual is guaranteed to be in the treatment or control group. In other words, given the set of covariates used for matching, treatment assignment is independent of potential outcomes (also referred to as "conditional independence"). Because only observed characteristics are used for matching (also referred to as "selection on observables"), unlike randomization, the potential for selection bias still exists. For a more technical discussion of the estimation of average treatment effects under these assumptions, see Imbens (2004) . Wooldridge (2002) showed that under the strong ignorability assumption the linear regression approach (also called the model-based approach)-regressing outcome on treatment indicator and a consistently estimated PS-leads to a consistent estimator of the average treatment effect for a continuous outcome. The corresponding results for some outcomes modeled by a nonlinear regression approach do not generally hold (Austin, Grootendorst, Normand, & Anderson, 2007) . Austin, Grootendorst, Normand, et al. (2007) suggest that this is because the model-based approach estimates a marginal effect using the matched pairs. For some nonlinear models, the distinction between marginal estimates obtained by generalized estimating equation method and conditional estimates by the subject-specific random effects models is important, both in terms of magnitude and interpretation (Gardiner, Luo, & Roman, 2009 ).
Nonexperimental Data Method: Instrumental Variables
The IV methods are hallmark techniques in econometrics that can correct for hidden bias under certain assumptions. If the treatment variable (or any explanatory variable of interest) is correlated with unmeasured confounder (and thus with the error term in the equation of interest), then the treatment variable is endogenous. The usual regression estimates are biased when one or more endogenous variables are included as explanatory variables. The IV approach provides a solution to the endogeneity problem under very strong assumptions. We restrict our description of the approach to the case where the outcome is continuous and the instrument and the endogenous regressor are binary. Many-valued discrete endogenous variables (i.e., variables that have several discrete levels), multiple endogenous variables, and nonlinear problems are beyond the scope of this review.
In standard textbook linear IV methods, the set up is as follows. Assume a causal relationship is linear between the outcome of interest Y i and the treatment indicator D i :
In the absence of randomization or the presence of systematic noncompliance, D i may be correlated with the unobserved component of the error, e i . Suppose we have a third variable Z i , an instrument (or IV), that satisfies two conditions: First, it is uncorrelated with e i , and second, it is correlated with the endogenous D i . The first assumption requires that the instrument, similar to random assignment, does not affect the outcome directly, that is, uncorrelated with the error term e i . This is called the exclusion restriction. Examples of IVs could be encouragement to participate in a health education program or the distance from a patient's residence to facilities that offer one type of treatment versus another for emergency medical conditions. It has been shown that the IV estimator of the average treatment effect is a local average treatment effect for subpopulations whose endogenous variable changes value induced by the instrument (Imbens & Angrist, 1994) . Without the constant treatment effect assumption, the IV estimator may not coincide with the population average. Under certain assumptions, the two-stage least squares estimator is the most efficient IV estimator.
When the number of instruments equals the number of endogenous variables, the problem is called "exactly identified" or "just identified." Because there is no empirical test that the instrument is uncorrelated with the error term e i , there is no test for IV analysis of an exactly identified model. A model with p endogenous variables is called "overidentified" when the number of instruments, M, is greater than p, in which case we say that there are Mp overidentification restrictions. When we have more instruments than necessary, we can test whether the additional instruments are valid in the sense that they are uncorrelated with e i , that is, the overidentification test. Notice that this is not a direct test of the first assumption either. For the testing procedure, see Wooldridge (2002) .
A good instrument is strongly correlated with the endogenous variable. The twostage least-squares estimator is biased when the instruments are weak, that is, the correlation with the endogenous regressor is low (Bound, Jaeger, & Baker, 1995) . In practice, convincing instruments are hard to come by, and not all assumptions for the validity of the IV approach can be tested, just as not all assumptions for the validity of the PS methods or RCTs can be tested. Nevertheless, the strength of the instruments can and should be tested (Staiger & Stock, 1997) . Baser (2009) illustrated how weak instruments may produce inconsistent and inefficient results. For a highly readable explanation of the danger of many weak instruments, see Angrist and Pischke (2009) . Greenland (2000) provides an excellent introduction of the IV approach for medical researchers.
Implementation of PS Methods
The PS methods have gained great popularity because they are easy to implement empirically. However, to appropriately use various PS methods, there is a plethora of choices a researcher has to make ( Figure 1 ). To facilitate full understanding of these choices, we summarize the basic framework of estimating an average treatment effect. For each subject i, we observe the following: a binary treatment indicator variable D i , equal to 1 if the subject is treated and 0 if not; a vector of observed pretreatment covariates x i ; and the outcome variable of interest y i . The PS (p i ) for subject i represents the probability of being treated given the pretreatment factors:
The regression adjustment (or model-based) method typically estimates the average treatment effect through a regression of y i on D i , p i , and interaction of D i and p i . Although it is the most widely used and easily implemented method, it is not recommended by Rubin (2004) who stated that this method can be effective when nonlinear terms in the propensity score are included in the model, but in general the method must be used cautiously, and the user must be confident that the propensity scores are well estimated, at least up to a monotone transformation. (p. 856) It is easy to construct examples where a misspecified equation of interest leads to bias in estimating treatment effect. The model-based adjustment is not robust to misspecifications in either the propensity equation or the equation of interest without further corrections.
Common PS matching estimators are the following: (a) The single nearest-neighbor matching without replacement, where an untreated subject with the value of p j that is closest to p i is selected as the match. (b) The multiple nearest-neighbors matching without replacement, where each treated subject has more than one matched neighbor with equal weight. This may reduce variance of the estimator, but may increase its bias due to more poor matches. (c) The caliper or radius matching that imposes a tolerance on the maximum distance between p i and p j . Participants for whom no match is found within the caliper c are excluded from the analysis. (d) In the stratification or interval matching or binning method, the common support of p i is partitioned into intervals and treatment effects are estimated within each interval and then averaged. (e) The kernel matching method gives a kernel weight for the ith treated and jth control pair. The kernel matching differs from the conventional matching methods in (a) to (d) in that the former is matching with replacement. Although methods (a) to (c) can be modified to match with replacement, when the number of untreated subjects is small, doing so may result in one untreated subject being matched repeatedly with multiple treated subjects and lead to complication in statistical tests for balance and estimating standard errors of the treatment effect. Kernel matching with replacement essentially is a weighted regression of y i . These matching methods assume that after conditioning on a set of observed characteristics, potential outcomes are conditionally mean independent of treatment. If unobserved systematic differences exist between treated and untreated groups, for example, if more sickly patients are more likely to select a treatment, then the above PS estimates are subject to hidden bias. Alternatively, in a longitudinal study we can employ the difference-in-differences matching method that allows for temporally invariant differences in unobserved or unmeasured covariates.
We systematically outline the many choices faced by a researcher when she or he uses the various matching methods (Figure 1 ). First, although not universally accepted, some researchers (Heckman, Ichimura, Smith, & Todd, 1998) have advocated choosing nonexperimental comparison samples as close to the experimental sample as possible before estimating PSs, for example, restricting the comparison sample to be in the same age groups or geographic area as the treated sample. However, it can be argued that it is the role of the PS to remove any preintervention differences based on observed variables. The main advantage of PS methods over direct adjustment by these variables in the outcome equation of interest is reduction of dimensionality. One should avoid including posttreatment variables in estimating PS using some form of stepwise regressions. When simply guided by statistical tests for "best"-fit models we are tempted to "over" control for variables that may be affected by and measured after the treatment and hence risk the violation of the ignorability of treatment assignment assumption (Wooldridge, 2005) . 2 Second, all PS methods require 0 < p i (x i ) < 1 and sufficient overlap of the estimated PS between the treated and control groups, that is, the common support problem. The common support of the estimated PS refers to the interval of PSs outside of which there are either treated subjects or comparison subjects but not both. For example, at extremely high (low) values of the PS there is no observation from the comparison (treatment) sample. Without this restriction on the support, any treated subject with very high p i will have poorly matched controls in that the difference in PSs between the treated and comparison observations might be large, especially in single nearestneighbor matching without replacement. Researchers have proposed different ways of constructing the common support, the simplest of which is to discard comparison observations with estimated PS below the minimum or above the maximum of the estimated PS in the treatment group. Smith and Todd (2005) demonstrated that variations in common support regions influenced estimated treatment effects.
Third, once the PSs are estimated and the matched sample is constructed, the covariate balance between the treated group and the comparison group must be assessed. There is some debate on whether the use of significance testing is appropriate for assessing balance (Austin, 2008a; Hansen, 2008) . However, the assessment of imbalance using some form of significance testing has a long tradition in the field (D' Agostino, 1998; Rosenbaum & Rubin, 1984) . Our view is that the test, if used, should be consistent with the matching method used to construct the matched sample. If single nearestneighbor matching or caliper matching without replacement is used, then a paired t test or signed rank test can be used to compare the means or medians of continuous variables, McNemar's chi-square test can be used for binary variables, and more general test for marginal homogeneity in square tables can be used for multinomial responses (Agresti, 1990) . When the number of covariates is large there is a multiple-testing problem causing inflation of Type I error. If multiple matches are selected for each treated subject, one may rely on the random intercept model for continuous variables, conditional logistic regression for binary variables, or the generalized estimating equation methods to account for the correlation between matched subjects when assessing imbalance. Simple two-sample t tests and chi-square tests assuming independence between observations are not suitable. When matching is done with replacement, it leads to dependency of observations that is beyond the matched pairs (or clusters). Some researchers use the reduction in standardized difference (Austin, 2008a) -measured by the mean differences as a percentage of the average standard deviation between the treated group and the comparison group-before and after matching as a gauge for the quality of matching. However, even with large reductions in standardized differences, balance in covariates may not be achieved. In the stratification or binning method, F tests are used for assessing differences between treatment groups by PS strata. Rosenbaum and Rubin (1984) , following the seminal article by Cochran (1968) , suggest that using five strata could remove about 90% of the bias, although the F tests may be sensitive to the number of strata used. Thus, some researchers use regression-based tests adjusted by the estimated PSs. This is the weakest form of all tests for the balancing property. Clearly, as stated by Rubin (2006) , there is still substantial work to be done in carrying out diagnostic checks of balance.
Fourth, assuming that the above steps are satisfactory (perhaps after several iterations of estimating PS and assessing balance), many alternative matching estimators of average treatment effect exist as we described earlier. When using the nearestneighbor matching with replacement, the seed for the random number generator might affect how the tied scores are handled. The most frequently used matching algorithm is greedy matching where the treated units are ordered and the nearest available match from the controls is selected after setting aside previously selected controls. Greedy matching without replacement has two defects. First, if there are many treated subjects with high values of p i and few untreated comparisons with such values, matching without replacement will result in many poor matches. Second, the estimate depends on the order in which the observations are matched. Matching with replacement may increase precision but it may also increase variance. An optimal matching algorithm, proposed by Gu and Rosenbaum (1993) , overcomes these problems by minimizing the total distance (measured in various ways) within matched sets. The choices of the radius in the caliper matching method and the bandwidth in the kernel matching are all subject to judgment.
Fifth, our review of the medical literature found that PS methods have been applied widely when the main outcome is binary or time-to-event. Logistic regression or Cox regression is typically used on the matched sample or on the unmatched sample while adjusting for the estimated PS. Recent studies have shown that PS methods result in biased estimates of conditional odds ratios for binary outcomes, biased estimates of conditional hazard ratios for time-to-event outcomes, unbiased estimates of rate ratios for count outcomes, and unbiased estimates of relative risks for binary outcomes (Austin, 2008b; . One solution is to use a collapsible estimand as an alternative where the marginal association between treatment and outcome remains invariant to the omission of another variable (Greenland, Robins, & Pearl, 1999; Pearl, 2009 ). Instead of an odds ratio, one can use risk difference to examine the effect of treatment on a binary outcome through linear probability models. These findings are consistent with Rosenbaum and Rubin's (1983a) original conclusion that the PS methods lead to unbiased estimates of treatment effects for linear models.
Finally, when using various PS methods, researchers may have to trade off between bias and variance of the estimates. Eliminating bias should be the primary goal of the analysis, albeit inflation in the variance could lead to incorrect conclusions about the efficacy of the intervention. Sensitivity analysis is a crucial part of assessment for bias. Assessment for overt bias can be carried out by exploring different specifications for the estimation of PS. One way to gauge the specification of PS is to use an outcome or a preintervention variable that is known to be unaffected by the treatment. When we apply PS methods using such variables as outcomes, the estimated treatment effect should be null.
Sensitivity Analysis Methods: Assessing Hidden Bias
When crucial variables are omitted from the estimation of PSs or when important confounders are, for any reason, not measured, the estimated treatment effects may exhibit positive or negative hidden biases. To assess hidden bias, various methods for sensitivity analysis have been proposed. To paraphrase Rosenbaum (2002) , a sensitivity analysis examines how inferences about treatment effects would be altered by hidden biases of various magnitudes. We briefly summarize three most frequently used methods for binary outcomes.
The first method was proposed by Rosenbaum and Rubin (1983a) . Recall the condition under which the PS estimates are valid requires the treatment assignment to be strongly ignorable given all observed variables x. Suppose this assumption is violated given x, but strong ignorability of treatment assignment holds given x and u, an unobserved binary covariate such as genetic predisposition for the disease of interest. Under the new assumption, PS estimates are valid if u is included in the analysis. If conclusions of treatment effects are insensitive over a range of plausible associations between u and the outcome and treatment assignment, the qualitative causal inferences are more defensible. For example, assume an unobserved variable u exists and it would double the odds of receiving the treatment and halve the odds of improvement in outcome. Now assume u is observed and added in the analysis. If this does not change the qualitative conclusion of treatment effects, then we can be more confident with the original results. Ichino, Mealli, and Nannicini (2008) proposed a simulation-based technique for this sensitivity analysis; the technique is implemented by Nannicini (2007) . 3 The second method for sensitivity analysis was put forth by Rosenbaum (1987) . This approach involves only one sensitivity parameter, that is, the association of u with treatment assignment, as opposed to the Rosenbaum and Rubin approach (1983a) that considers the full spectrum of the distribution of u and its association with treatment and outcome. This second approach provides bounds for the significance level of the null hypothesis of no treatment effect under the assumption of strong ignorability given x. For example, in a one-to-one matched study, without loss of generalizability, assume u is binary and denote by G the odds ratio of being treated for u equals to 1 versus u equals to 0. For various values of G the Rosenbaum (1987) approach provides the corresponding upper and lower bounds for the significance level of the original inference. A study is insensitive to hidden bias if extreme values of G are required to alter the conclusion. Becker and Caliendo (2007) implement this approach for binary outcomes, and DiPrete and Gangl (2004) implement it for binary as well as continuous outcomes.
The above two sensitivity methods examine the consequences of weakening the strong ignorability assumption. The third approach, proposed by Manski (1990) , consists of constructing bounds for treatment effects that rely on either the outcome being bounded or on alterative identifying assumptions, such as selection rules. We use an example to clarify the relationship between the Manski bounds and the Rosenbaum and Rubin (1983a) approach. Manski (1990) shows that when outcomes are bounded, treatment effects are also bounded. In the special case of a binary outcome, the upper bound for the treatment effect among those who were treated is the expected value of the potential outcome when treated, and the lower bound is 1 less than the upper bound. It can be shown that the upper bound is achieved when all treated individuals have u = 1 and all controls with u = 1 have outcome equal to 0. The lower bound is achieved when all treated individuals have u = 1 and all controls with u = 1 have outcome equal to 1. These two sets of circumstances are the extreme cases in the Rosenbaum and Rubin (1983a) approach and are highly implausible. Because the Rosenbaum and Rubin and Rosenbaum (1987) methods are built on reasonable assumptions on associations between unobserved confounders, treatment assignment, and/or potential outcomes, these two approaches are more informative than Manski (1990) bounds. These two methods are related to the control function approach in Heckman and Navarro-Lozano (2004) where the unobserved factors are strictly continuous, specific to potential outcomes, and modeled structurally. Lin, Psaty, and Kronmal (1998) 
Review of Recent Applications
Next, we evaluate selected applications from 2000 to 2005 in mainstream medical journals against the four criteria we proposed in the New Contribution section, namely, examination of balance, overlapping support description, use of estimated PS for evaluation of treatment effect, and sensitivity analyses in the sense of Rosenbaum and Rubin (1983a) . Table 1 summarizes 27 articles in medical journals by the four criteria. Most of these articles used PS methods as a supplementary analysis and conclusions therein were seldom based on PS methods alone. Our purpose is to compare the use of PS methods with our recommended criteria, not to challenge the findings of any article.
Balancing Test
As seen in Table 2 , after estimating PS, 13 studies used matched samples. These studies would have required balancing tests of observed covariates between matched pairs. One study using one-to-one matched sample examined balance appropriately by standardized differences and another study by signed rank test. Three studies did not present balancing tests. The other eight studies did not take into account the matched nature of the selected sample and carry out a t test, z test, c 2 test, Kruskal-Wallis test, Wilcoxon rank sum test, or Fisher exact test, all assuming independent sampling. Among the four studies that used stratification methods (by quintiles, quartiles, or deciles), which should have required balancing tests within strata, only one study reported the appropriate F test, and the other three did not present balancing tests.
Overlapping Support
Among the 27 studies reviewed, only one explicitly trimmed their sample based on the common support. Additionally, three studies reported the number of matched cases and controls within each quartile or quintile of PS. Reporting the range of common support and the number of matches should be a routine practice.
Estimation of Treatment Effects
When matched designs were used (one-to-one or one-to-m matching), eight studies employed appropriate analytic methods, such as weighted average of paired differences, McNemar test, and conditional logistic regression (Table 3 ). Three of the eight studies and additional five studies used inappropriate analytic methods to estimate treatment effects, such as log-rank test of Kaplan-Meier curves, logistic and Cox regressions. All four studies using stratification methods appropriately derived estimates of treatment effects within each stratum. Without matching, 10 studies used the estimated PS as covariate(s) in regressions, either linearly or in dummy variables format of the PS quintiles, quartiles, or deciles. None of these studies took into consideration that the PS was an estimated regressor. When using fitted PS, from a first-stage binary model, such as probit or logit, in the second-stage regression model, one needs to at least make the second-stage inference robust to heteroscedasticity using the Huber-White standard errors (Wooldridge, 2002) . A more efficient estimator is the 
Stratified
Estimates within strata Yes full information maximum likelihood method applied to the equations of both stages (Wooldridge, 2002) .
Sensitivity Analysis
Only 1 out of the 27 studies carried out the sensitivity analysis of Rosenbaum and Rubin (1983a) . Wang et al. (2005) found that to explain fully the increased risk of death associated with conventional antipsychotic agents compared with atypical antipsychotic medications, a hypothetical confounder would need to have very large relative risk.
It may be of interest to some readers that Wang et al. (2005) used both PS and IV methods in addition to the traditional multivariable regressions. They found that all three approaches led to the same conclusions about the association of the risk of death and conventional antipsychotic agents. For a more thorough empirical comparison of the two approaches, Landrum and Ayanian (2001) studied 18-month mortality reduction associated with ambulatory cardiology care following myocardial infarction. They demonstrated the importance of understanding each model's assumptions, carrying out sensitivity analyses, and paying attention to interpretations of results.
An Example
None of the studies reviewed above reported more than one PS method in their analyses. However, many alternative matching estimators of average treatment effect exist. In the example below, we demonstrate that different matching estimators may give substantially different results.
In a previous study, we examined the impact of being diagnosed and treated for prostate cancer on employment status for men aged between 30 and 65 years (Bradley, Neumark, Luo, Bednarek, & Schenk, 2005) , using multivariable regressions where PS adjustment was made. A control group was constructed from the Current Population Survey (CPS) in the same geographic area and of the same age group. We estimated PSs for having cancer, using age, race, marital status, education, number of children, income, and occupation with four specifications. In the first specification (Model 1), we included the above covariates. In the second specification (Model 2), we added to the first specification higher order terms of the baseline continuous variables. In the third specification (Model 3), we added to the first specification interactions of age with other covariates. In the fourth specification (Model 4), we included baseline variables, higher order terms, and interactions. All four models had a high c statistic (.81-.88), and Model 4 out performed the other models based on the likelihood ratio test.
We stratified the data into five bins for each of the above models and used the F test to test group differences in all covariates between the cancer patients versus the control subjects in each model. Model 3 yielded estimated PS that balanced the two groups where all F statistics for baseline covariates were below the critical values. Thus, we used this specification in the analysis that followed. 4 Figure 2 displays the predicted probability of having prostate cancer. A lack of overlap implied that there were combinations of covariate values that predicted PS in only one of the groups so that cancer patients cannot be matched to controls. The existence of unobserved variables related to cancer places the assumption of ignorability in doubt. We consider sensitivity to possible unobserved confounders later. Table 4 presents the estimates of the effect of cancer on percent reduction in 6-month employment using the regression-based method, single nearest-neighbor matching with or without replacement, three nearest-neighbors matching, caliper matching, and kernel density matching methods. Matching estimates differed from each other, sometimes substantially (ranging from 8% to 16%). This could be because different matching methods may retain different subgroups of patients. Furthermore, single nearest neighbor with replacement and multiple nearest neighbors increased the standard errors compared with single nearest neighbor without replacement. The two kernel matching methods had the smallest standard errors. In addition, caliper matching with a radius of estimated PSs of 0.1 and stratification with five bins led to insignificant effects. Thus, simply comparing different PS methods will not give conclusive results. Additional sensitivity analysis is needed. PS methods lead to unbiased estimates under the assumption that having cancer was independent of employment conditional on the set of observed characteristics. This assumption would be violated if unobserved variables that affected employment independently affected the likelihood of having cancer. Potential unobserved confounders in this study could be genetic disposition for cancer or having access to health insurance that offers cancer screening. Unobserved confounders can bias the results in either direction. For example, if patients with the genetic disposition for cancer were less likely to be continuously employed, the PS estimates of the average causal effect will be larger than the true effect of cancer. On the other hand, if patients having health insurance through employment had increased chance of getting screened for cancer, the PS estimates will be smaller than the true effect. We examined the robustness of the causal estimates to unobserved confounders using the Rosenbaum and Rubin (1983a) and Rosenbaum (1987) methods described above.
Following the Rosenbaum and Rubin (1983a) approach, we considered situations in which the hypothetical unobserved variable has varying degrees of associations with cancer and employment. For example, for the single nearest neighbor without replacement estimate, the estimated treatment effect is 10.5% under the assumption of no unobserved confounder (p = .05). Assume a binary confounder, u, exists and let the conditional expectations of u given cancer status, employment outcome, and other covariates vary between 0.1 and 0.9. We found the range of estimates was from 3.4% to 15.3%. However, to alter the inference to 3.4%, the odds ratio of u for employment would have to be 2.1 and the odds ratio of u for cancer would have to be 0.02, extremely small to be likely. To alter the inference to 15.3%, the odds ratio of u for employment would have to be 3.5 and the odds ratio of u for cancer would have to be 60.2, extremely large to be likely. In addition, when u is associated with employment at the odds ratio of 3.7 and with cancer at the odds ratio of 4.8, the simulated treatment effect is 9.9%, which is very close to the estimated effect of 10.5%. This evidence suggests that the estimated effect is robust to likely potential unobserved confounders. Following Rosenbaum (1987) , we made the matched individuals differ in their odds of having cancer as a result of a hidden confounder u and let the odds ratio go from 1 to 5, and we found that for various matching estimates to be overestimates of the effect of cancer, the odds ratio of u for cancer between matched pairs needs to be at least as large as 2 to 2.5. Note that this approach makes fewer assumptions about u and thus is less informative than the first approach.
The data above were not ideal in that the comparison sample derived from CPS was small, which violates a commonly recommended rule that the comparison sample should be at least 10 times as large as the treated sample. However, this example demonstrated that not all PS estimates were equivalent, and one should always provide sensitivity analyses. Because we do not have good instruments for cancer diagnosis and treatment, we cannot demonstrate the use of IV approach or sample selection models. But the sensitivity analysis provides partial evidence that it may not be necessary to use IV or sample selection correction in this example. Sensitivity analyses of the Rosenbaum and Rubin (1983a) and the Rosenbaum (1987) forms are very informative to the plausibility of the inference.
Conclusions
We summarized the differences between RCTs, PS methods, and IV methods; described some criteria for appropriately using PS methods; and reviewed some articles in leading medical journals against these criteria. Most applications presented only certain aspects of the PS results, such as using c statistics to gauge the discrimination of the logistic regression of estimating PS. We reiterate the emphasis in Austin (2008a) that the matched nature of the sample should be taken into account when performing balancing tests and estimating final treatment effects. The abundance of choices in using PS matching methods may lead to divergent results, suggesting that researchers should examine several matching methods for sensitivity. After each matching method, one should make explicit who the matched subjects were in relation to the total sample. Single nearest-neighbor matching method is especially sensitive. Often one has to eliminate many observations without a match and there is no clear guideline as to which matching methods to use when they produce different estimates.
For the purpose of evaluating treatment effects, RCT and nonexperimental data analyses rely on different assumptions to estimate counterfactual outcomes. RCT assumes randomization balances both observed and unobserved factors. PS methods assume strong ignorability of treatment assignment, or selection on observables. IV methods assume valid IVs exist. No matter which method a researcher employs, the internal validity of the method needs to be carefully examined. In RCT, this involves meticulous implementation of randomization, strict adherence to treatment protocol by providers, compliance by patients, and no differential attrition between groups. In PS methods, to ensure validity involves careful consideration of the research question that can be answered with the selected treatment and control population, diligent check of balance in observed variables, and scrupulous examination of the plausibility of strong ignorability of treatment assignment, and lucid presentation and interpretation of the results. In IV methods, not all assumptions concerning the validity of instruments are testable, just as in PS the strong ignorability assumption is not testable. Whenever possible, the overidentification test should be performed and weak instruments should be avoided.
In a nonexperimental study, a sensitivity analysis assessing the degree to which the qualitative conclusions are affected due to hidden bias is crucial. Researchers should carry out the Rosenbaum and Rubin (1983a) type of sensitivity analyses and examine the plausibility of all assumptions in their study settings. When a sensitivity analysis indicates that an unobserved confounder may influence the substantive conclusion, IV methods have the advantage of being able to resolve some hidden bias issues if good instruments can be found, whereas PS methods may or may not. Pearl (2009) , in his reflection on the controversy surrounding PS methods (Smith & Todd, 2005) , noted that there is a tendency among investigators to play down the cautionary note concerning the required conditions for PS estimates to be valid and to interpret the mathematical proof of PS methods as a guarantee to eliminate confounding. Investigators are tempted to assume that strong ignorability is satisfied or likely to be satisfied if one includes as many covariates as possible. Pearl points out that it is not enough to warn practitioners against the dangers they cannot recognize, but rather, they must be given "eyeglasses to spot the threats and a meaningful language to reason about them" (Pearl, 2009, p. 352) . In spite of the many pitfalls, when appropriately evaluated and applied, PS methods can be powerful tools in assessing average treatment effects in observational studies. Appropriate PS applications can create experimental conditions using observational data when RCTs are not feasible and, thus, lead researchers to an efficient estimator of the average treatment effect.
