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Given a graph f = (V, E), the graph group on f is the group generated by the 
vertex set V with the detining relations being that two adjacent vertices commute. 
In the following, the centralizer problem for graph groups is solved and it is shown 
that, for some graph groups, aut(F(T)) is finitely generated by generators which 
are natural analogues to the Nielsen automorphisms for a free group. 0 1989 
Academic Press, Inc. 
INTRODUCTION 
Let r= ( V, E) be a graph. We define F(T), the graph group on r, to be 
the group with presentation (V 1 [El), where [E] denotes the set of 
commutators ([a, b] : {a, b} E E}. 
The class of graph groups contains as extreme cases the free and the free 
abelian groups. It is natural to consider those properties which are true for 
both free and free abelian groups and to inquire whether they remain true 
for graph groups. 
Similar objects were first studied by Kim and Roush [6], and then by 
Kim, Makar-Limanov, Neggers, and Roush, [S] who were examining the 
graph algebra. Let K be a field and r be a graph. The graph algebra, K(T), 
is the K algebra generated by the vertices of r subject only to the relations 
that two adjacent vertices commute. Their main result was that two graph 
algebras are isomorphic if and only if their graphs are isomorphic. They 
also characterized those monomials in K(T) which commute, leading to the 
theorem that the centralizer of a monomial in a graph algebra is also a 
graph algebra. Dicks [ 11 found a free resolution of K as a K(T) module 
with trivial action, which gives, for any ring R, an RF(T)-free resolution 
of R. This resolution allowed Droms [2] to compute the integral cohomol- 
ogy ring of F( I->, which is what might be called the graph exterior algebra. 
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Droms proved, following the methods of Kim et al., that two graph groups 
are isomorphic if and only if the graphs are isomorphic. This implies that 
the graphs are significant to the group structure and are not simply a 
convenience in describing the presentation. 
In the following we give necessary and sufficient conditions for two 
elements to commute in F(T) and give a complete description of the 
centralizer of an element. There are two obvious ways in which a pair of 
elements may commute in a graph group. On one hand, the elements may 
commute letter by letter; that is, they are represented by two words such 
that every letter occurring in the first word is adjacent in the graph to every 
letter occurring in the second word. On the other hand, the two elements 
may belong to a cyclic subgroup of F(T). We show that a combination of 
these two effects accounts for all commutativity in F(T). 
As an application, we examine the automorphism groups of graph 
groups. A striking fact about both free and free abelian groups is that their 
automorphism groups have essentially the same generators. If A = A(X) is 
a free abelian group of rank N on the (ordered) set X, then aut(A) = 
GL(N, ), generated by the elementary matrices. 
For the free group F(X), the elementary transformations written multi- 
plicatively generate aut(F(X)) and are called the Nielsen automorphisms. 
They are defined on the generators of F as follows: 
[Nl] Inversion, N(x)=?c-’ for some generator x and N(z)=z for 
z # x; 
[N2] Transposition, N(X) = 4’ and N(y) = s for generators x and J 
and N(z) = z for z # X, y; and 
[N3] Transuection, N(x) =xy for generators x and y and N(z)=,- 
for Z # x. 
For a graph group, we have constructed analogues to the Nielsen 
automorphisms. We define the set of elementary automorphisms of F(T) to 
consist of the following: 
[EN 11 Inversions, I= I(x) which inverts some X, x E V, 
[EN21 Graphic Automorphisms, K, which is induced by an 
automorphism of the graph, z E Aut(T); 
[EN31 Dominated Transvections, T= Z’(x, y), where y is adjacent to 
every vertex which is adjacent to X, with T(x) = xy, and 
[EN41 Locally Inner Automorphisms. L = L(v, Y) where v E V and Y, 
/ Yl> 1, is a connected component of r- star(v), with L(y) = uyv - ’ for 
YE Y. 
Conjecture. The automorphism group of a graph group is generated by 
the elementary automorphisms. 
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Notice that these reduce to the classical case when the graph is discrete 
or complete. 
In the following, the conjecture is established in the cases where r is a 
tree or where r is strongly two-connected. We also show that the collection 
of graph groups for which the conjecture is true is closed under the 
operations of direct sum and free product. 
In the process, we consider bases in free groups. We identify a nice set 
of moves, a combination of transvections and conjugations, which are 
sufficient to Nielsen reduce a basis some of whose elements are conjugate 
to elements of the preferred basis. Our result here generalizes a recent result 
by Humphries [4]. 
I. WORDS 
Given a word w on the letters L= (Vu V-l), the length of W, (IV/, is the 
number of letters in the spelling of M’, and the support ofw, supp(w), is the 
set of elements z, in V such that u or u-r occurs in the spelling of LV. 
Let r= (V, E) be a graph, F(r) = ( V, [El) be the graph group 
associated with r, and let u E F(T). Then we define the length of u, 1~1, to 
be the least number of letters in any word representing U. We also define 
the support of U, supp(u), to be the set of those vertices which occur in the 
support of every word representing U. 
If tv is a word containing no segment of the form vxu-r or v-IXU, where 
u is a vertex adjacent to every vertex in supp(x), then we say that w is a 
graphically reduced ulord. If 117 does contain such a segment, then this 
segment can be replaced by x, and it is easy to show that every word )V can 
be transformed into a graphically reduced word by a finite sequence of 
such moves. A given graphically reduced word representing u can be trans- 
formed into any other graphically reduced word for u by a finite sequence 
of moves which do not affect the length of the words, i.e., replacing a seg- 
ment ab by ba, where a and b are adjacent vertices (or inverses of vertices). 
A word ~7 is a graphically reduced word for u if and only if Iwl = 1~1, and 
if bv is a graphically reduced word for u then supp(u) = supp( w). 
If U, u E F(T) then IUZI~ d 1241 + Ial, and if there is equality then we say 
that the product uv is a reducedfactorization. 
Let u’ be a graphically reduced word and let (a, b} be a pair of non- 
adjacent vertices. We define the projection of bv onto {a, b), denoted by 
w{a, b}, to be the subword of 1~ obtained by deleting those letters in w 
which are not one of a, a-‘, b, or 6-l. Of course, the projection of w onto 
{a, b} will be the empty word if supp(w) is disjoint from (a, b}. Notice 
that the projection of a graphically reduced word need not be graphically 
reduced. For u E F(T) we define the projection of u onto (a, b}, denoted by 
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~{a, b), by ~{a, b} =u+, b}, w h ere \V is any graphically reduced word 
representing u. It is easy to see that ~{a, b) is well defined. If e = (a, b > 
then we shall simply write ~(e}. We define PB(u), the projection basis of U, 
to be the set of all words which are projections of u onto pairs of non- 
adjacent vertices. 
In the same way, the projection of u onto a vertex is well defined and is 
denoted by ~(a}. 
For any graph r= (V, E), the complement of r, written r”, is the graph 
with vertex set V such that two vertices in r” are adjacent if and only if 
they are non-adjacent in IY 
LEMhL4 1. Let I- be a graph whose complement r’ has no isolated 
vertices. Then if two elements of F(T) have the same projection basis then 
thell have the same length and support. 
ProoJ Let M and 11’ be elements in F(T) and let v be a vertex of K 
Then since v is not isolated in r there is a vertex v’ which is non-adjacent 
to v. Since U(V, v’} = ~v(V, v’}, the number of occurrences of the vertex v in 
any graphically reduced word for u or zi is determined, and the result 
follows. 
The following proposition amounts to a solution to the word problem. 
PROPOSITION 1. Let r be a graph whose complement has no isoiated 
vertices and let u, v E F(T). Then PB(u) = PB(v) if and only if u = v. 
ProoJ: We induct on 1~1. If 1~1 = lvl =O, then U= u= 1 and there is 
nothing to show. 
Now, let IuI> 0 and let a be a vertex in supp(u) = supp(v) such that a 
or a-‘, say a, is the first letter in every projection in the projection basis 
PB(z4) = PB(o) in which it occurs. We know that such a vertex exists since 
u is represented by some graphically reduced word, and the first letter in 
this word will have the property. Such a letter is not necessarily unique and 
will be called afirst fetter ofu. We have then that la-iul = Ja-Iv/ = IuI - 1, 
PB(a-‘u) is obtained from PB(u) by simply deleting a from the beginning 
of every projection in PB(u) in which it appears, and similarly for 
PB(a-‘u). So PB(a-‘u)= PB(a-Iv), hence a-‘u=a-‘v by induction and 
thus u = 11. QED. 
II. THE CONJUGACY PROBLEM 
Let u and v be elements of F(T). 14 and L’ are conjugate if and only if 
u can be transformed into v by a finite sequence of moves of the form 
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u+uuu-‘, where a is a letter of F(T). It is clear that laua-‘1 is equal to 
either (~1-2, 1~1, or 1~1 +2, and it is easy to show that if u and v are 
conjugate then the ‘sequence of moves can be chosen such that all length 
decreasing moves occur first. 
We say that an element, u, in a graph group is cyclicly reduced if u 
cannot be written u = au’a-’ with (~1 = lu’l + 2. An element can be cyclicly 
reduced by a sequence consisting only of length reducing moves. The result 
does not depend on the particular sequence, which is the result of 
PROPOSITION. Every element ye F;(r) is conjugate to a unique cyclicly 
reduced element, CR(u), u = crCR(u)cl-‘, such that IuI = ICR(u)l + 2 1~11. 
ProoJ: Only uniqueLess is at issue. Suppose there are cyclicly reduced 
elements .x and y such that u = 6x6-l = byp-’ are reduced factorizations of 
U. Let a be a first letter of 6. If a is not a first letter of fl, then a is a first 
letter of y and a is not an element of supp(p). Hence a-‘, a last letter of 
6-l, must be a last letter of x, contradicting the fact that y is cyclicly 
reduced. 
So a is a first letter of both /? and 6, and we have the reduced factoriza- 
tions 
6 = ali’, B = UP, (yxd’-’ = py/j-l, 
and the result follows by induction on (~1. Q.E.D. 
COROLLARY 1. Ifu =pu’p ml is a reducedfactorization, then CR(u) = CR@‘). 
If u is conjugate to v then [CR(u)1 = (CR(v)I. This reduces the conjugacy 
problem to that for cyclicly reduced elements of equal length, which is easy. 
III. THE CENTRALIZER PROBLEM 
Let u and u be elements of F<r). We have that (UU( d (u( + Iv\. There 
exists a unique h such that 
u = u’h with (~1 = lu’l + Ih(, 
v=h-lU’ with Iv/ = It>‘1 + (hi, 
and 
uv = lid with (uvl = lu’l + lv’l. 
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Let (a, b) be a pair of non-adjacent vertices of r. The projections 
~{a, b} and ~(a, b} satisfy 
and 
u{a, b} = u’{a, b) * h(a, b), 
o{a, b} =k-l{u, b} * v’{a, b}, 
(uv){a, b} =u’{a, b) * o’(a, b), 
where the symbol * denotes the juxtaposition of words. Note that h = 1 if 
and only if UD is a reduced factorization. 
LEMMA 1. Let u and t’ be commuting elements of F(T) such that uv is 
a reduced factorization, and let {a, b) be a pair of non-adjacent vertices in 
IY Then there exists a word h{ e} in the letters a, a ~ I, b, and b -’ such that 
u(e) = h{e}ji’) and u{e> = h(e)k”‘. 
ProoJ Since uv is a reduced factorization, vu must also be one, since 
lvul = luul = Iu/+ 1~1. So we have that u{e> * v(e> = (uv)(e} = (uu){e> = 
v(e) * ti(e} from which the result follows. 
PROPOSITION 1. Suppose that u and v are commuting elements in F(T) 
such that 
[l] uv is a reduced factorization, and 
[2] the subgraph of T generated by supp(uv) has connected comple- 
ment. 
Then there exists an element, h, in F(T) such that both u and ~7 belong 
to the cyclic subgroup of F(T) generated by h. 
Proof. If lu{a, b)l =(~(a, b)l f or all pairs e = {a, b) of non-adjacent 
vertkes in r, then the previous lemma implies that v(e> = u(e >? for all e; 
hence PB(u) = PB(v), u = u, and we are done. 
On the other hand, if j(u, b) < k(a, b), say, for some non-adjacent pair 
{a, b}, then the connectedness of the complement of r implies that 
j(e) < k(e) for all non-adjacent pairs e in r. Thus every basic projection of 
u is a proper initial segment of the corresponding basic projection of v, and 
u has the reduced factorization v = uv’. Moreover, since both factors of the 
projection v(e) have the same support, u and u’ satisfy all he conditions of 
the lemma and the result follows by induction on IuI + IvI. Q.E.D. 
Let U, v E F(T) such that there is no letter x such that we have 
simultaneously that 
11 = xu’x-l, Iu( = lu’l + 2 and v =xvtx-l, Iv1 = Iv’\ + 2. 
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Then we say that u and v are pairwise cyclicly reduced. It is easy to see that, 
given any two elements u and v, there is a unique element z such that 
u=zu’z-1, 1241 = IU’J + 2 IZI, 
v = xv’x-l, IUI = 10’1 + 2 lzl, 
and such that u’ and ~7’ are pairwise cyclicly reduced. 
LEMMA 2. Let u and v be commuting elements in F(T) satisf$ng 
Cl1 I4 < I4 + lvl 
[2] u and v are pairwise cyclicly reduced, and 
[3] the graph generated by L = supp(u) v supp(v) has connected 
complement. 
Let g and h be defined by the equations 
u = u’g = hu” with IuI = lu’l + lgl = Iu”J + Jkl 
v=g -Iv! = ,,“,$ - 1 with Iv1 = Iv’1 + lgl = Iv”1 + Ihl 
t4u=44'v'= V'lUN with IuvJ = lu’l + Iv’/ = Iu”J + )v”l. 
Then L = supp(u) = supp( v) = supp( g) = supp(h). 
Using this lemma we may show 
PROPOSITION 2. Let u and v be commuting elements in F(T) satisfying 
Cl1 I4 < I4 + I4 
[Z] u and v are pairwise cyclicly reduced 
[S] the induced subgraph of r on the set L=supp(u) =supp(v) has 
connected complement. 
Then there exists an element h of F(T) such that both u and v belong to 
the cyclic subgroup of F(T) generated by h. 
Proof We first show that vu~’ is a reduced factorization, then applying 
Proposition 1 will give the result. 
Suppose to the contrary that Ivu-~I < Iv1 + 1~~1. Then there would be 
some letter, x, such that u = rx and v = sx are both reduced factorizations. 
By Lemma 2, XE supp(g), so that u= rx implies that both g= g’x 
and v=g-‘v’=x-‘s’=x - ls”x are reduced factorizations. Similarly 
xEsupp(h), so h=x-‘h’ and u=hu”=x-‘r’=x - ‘r”x, also reduced, con- 
tradicting assumption [2]. Q.E.D. 
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Proof of Lemma 2. 
0 supp(g) = supp(h): 
For any a in L we have I(uu){a)l =lu{a}l+lv{a)l-2 Ig{a}l and 
l(uzz){a>/ = Iv(a}l +/u(a)/ -2 l/i{u}I, so /g(a)1 = lh{a)l for all a and 
supp(g) = supp(h). 
0 supp( U’) = supp( 24”) : 
This follows since lu{a)l = Iu’(a}l + lg(a}l = Iu”{a>l + Ih(a 
Similarly we have supp(v’) = supp(v”). 
0 L = supp(u) = supp(rI): 
Suppose to the contrary that, say, there is a vertex b EL - supp(v). Since 
b is connected to supp(o) by a path of non-edges, we may assume that b 
is non-adjacent o a vertex c E supp(u). Let e = (6, c}. 
We have that 
u{b, c} y’(b, c} *g(c) =I+} * u”(b) c>, 
L,(b, c} =u(c> =g-‘{c} *u’(c) = u”{c; *h-“(c)-, 
and 
(uu)(b, c} = (uu){b, c} = u’{b, c> * z+j 
= tl”(c} * u”{b, c>, 
and we see that all the various factors in these three equations are non- 
trivial. The factors u’{ b, c> and zJ’{ b, c) are non-trivial since b is an 
element of supp(u). To see that k(c) and u”(c) are non-trivial let k denote 
the position of the first b in the projection zr(b, c}. Then by the third 
equation k= Iv”{c}I + (k- Ih{c}l), and so lu”{c>I = IR{c)l. Since u{c> is 
non-trivial, both II”{ c} and h{c} are non-trivial. It follows easily that the 
remaining factors are non-trivial. 
Fact. The equations 
u’{x, y> * g{x, 4’) =h{xv Y> * U”{xy 4’h 
gpl{x, y} * u’{x, y} =tlU{.u, y] *h-lb J+ 
and 
u/(x, Y} * u’{x, y} =u”(X, y:> * z4N{x9 A 
with all factors non-trivial, imply that 
u{x, Y> =z * u”‘(X, y} * z-l, 
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and 
u{x,y)=z*v”‘{x,y}*z-‘, 
with z equal to one of x, y, or their inverses. 
Thus we have that u{b, c} =z * ~“‘{b, c} *z-l and u{b, c> = 
z * v”‘{c> * z-i, with z equal to either c or its inverse. 
If c is a first letter of U, then we must have reduced factorizations 
u=cxc-l and v = cyc-I, contradicting assumption [2]. 
Suppose then that c is not the first letter of U, that is, there is a letter c, 
in supp(u) so that (c, c,} is not an edge in r and ci occurs first in U{C, cl>. 
Since c is both the first and the last vertex in u{b, c} and u{b, c}, and all 
the factors g{b, c}, h{b, c}, u’{b, c>, ~‘(6, c}, u”{b, c}, and v”{b, c} are 
non-trivial, it follows that the projections g{c}, h(c), u’{c}, u’(c>, u”(c), 
and v”{c} are all non-trivial. Then we have that g{c, cl}, h{c, cl}, 
+A Cl}, V’{G Cl>, u”{c, c,}, and u”(c, cl} are all non-trivial and we can 
apply the fact to get that 
u{c, Cl} =z * uyc, Cl} *z-I, 
and 
v{c, Cl> =z * u”‘{C, c,} * z-l, 
with z either ci or its inverse. We may now continue in this way to find c2, 
cg, etc., until we find a letter, c,, = d, which is a first letter of U. We must 
now have that u = dxd-I and u = dyd-’ are reduced factorizations, 
contradicting assumption [2]. 
0 L = supp(g): 
We define two subsets, C and S, of L. S, the set of survivors, is given by 
s = L - supp( g) = L - supp(h) 
and C, the set of casualties, by 
c= (L - supp(u’)) u (L - supp(u’)). 
No letter can be both a casualty and a survivor, since if, say, 
x E L - supp( g) and .X E L - supp( u’), then x E L - supp( u), a contradiction. 
On the other hand every letter of L is either a casualty or a survivor, since 
to say that a is neither a casualty nor a survivor is to say that none of the 
projections, g(a), h(a), ~‘{a}, ~‘{a}, ~“{a>, or ~“{a}, are trivial and we 
have seen that such a situation leads to a contradiction of the fact that u 
and v are pairwise cyclicly reduced. Thus the sets C and S partition the 
set L. 
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CLAIM. Let a and b be non-commuting elements of L. Then either both a 
and b are elements of S, or both are elements of C. 
ProoJ: Let b be the last letter of u(a, b}. 
If b is a survivor, then b is not an element of supp(g) and so 
u{a, 6) = u’{a, b) * g(a, b) = u’{a, 6) * g(a}. 
Since b is the last letter we must have that jg(a}l = 0; that is, a is a 
survivor also. 
If b is a casualty, say b is not an element of supp(u’) = supp(u”), then 
u(a, b} = h(a, b} * u”{a}, and since b is the last letter of u(a, b) we must 
have that 1~” (a} 1 = 0; that is, a is a casualty also. This proves the claim. 
Thus the complement of the induced subgraph r(L) has been partitioned 
as a disjoint union of graphs 
P(L) = P(C) u P(S). 
Since this graph is connected, one of the factors is empty, and since the 
product uu is not a reduced factorization, there are elements ,which do not 
survive. These elements must be casualties. Therefore there are no 
survivors, and supp(g) = L as claimed. 
This completes the proof of Lemma 2. 
We may now give necessary and sufficient conditions for two elements, 
u and V, to commute in a graph group. 
Let u and u be two pairwise cyclicly reduced elements which commute in 
F(f > and let L = supp(u) u supp(n). L induces a full subgraph T(L) of P 
whose complement decomposes uniquely into connected components 
T”(L)=B,uB,u ... uB,. 
So every vertex in Bi is adjacent in r to every vertex in B,. for i i j. This 
induces unique reduced factorizations of 24 and t’ as 
I4=u~u~~-.u~ and v=vIL’*.“vk, 
where each of ui and vi is supported only by vertices in Bi and such that 
each pair ui and vi satisfies the conditions of either Proposition 1 or 
Proposition 2. Thus there exist elements hi, 1 < i<k, such that uj and uj 
belong to the cyclic subgroup of F(T) generated by hi. 
We have proved the following 
PROPOSITION 3. Let u and v be elements of F(T) lvhich are pairwise 
cyclicly reduced. Then u and ~1 commute if and only if there are reduced 
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factorizations u = uI u2 . . . uk, and v = vI v2 . . vk, such that the following 
conditions hold: 
[l] there is an element hi such that both ui and vi belong to the 
subgroup generated hi, 
[2] supp(h,) is disjoint from supp(h,) for i# j, 
[3] ‘every vertex in supp(h,) is adjacent to each vertex in supp(hj), 
i#j. 
COROLLARY 1. If two elements, u and v, commute in a graph group, then 
any pair, hi and hi, defined above, also commutes. 
COROLLARY 2. If u and v are pairwise cyclicly reduced and commute in 
F(T) and if u is not cyclicly reduced, then one of the u,‘s is not cyclicly 
reduced and thus vi = 1. 
COROLLARY 3. If two elements, u and v, commute, then we can find an 
element, p, such that pup-’ and pup-’ are both cyclicly reduced. 
Let u E F( I-) and let CR(u) be the cyclic reduction of u, i.e., the unique 
cyclicly reduced element such that there is a reduced factorization 
u=pCR(u)p-‘, and let B,, B,, . . . . B, denote the connected components of 
the complement of T(supp(CR(u))) and write CR(u) = uluz .. . uk, such 
that supp(ui) = Bi. Each ui belongs to a maximal cyclic subgroup whose 
generator, hi, is uniquely defined up to sign. We call h a pure factor of u, 
and denote the set of pure factors of u by PF(u). Note that the pure factors 
of u are cyclicly reduced. We also define link(u) to be the set of all vertices 
in r which are not elements of supp (CR(u)) but which are adjacent to 
every vertex in supp(CR(u)). 
Proposition 1 now implies 
THE CENTRALIZER THEOREM. The centralizer of u E F(T), u = 
pCR(u) p ~ I, is conjugate by p to the subgroup of F(r) generated by 
link(u) u PF( u). 
Moreover, the set PF(u) = {h, , . . . . hk} g enerates a free abelian group qf 
rank k and 
cent(CR(u))= (h,)O (h,)O ... 0 (hk)@F(r(link(u))). 
Recall that a graphical subgroup of a graph group F(r) is a subgroup 
which is generated by a (full) subgraph of ZY It is a consequence of the 
centralizer theorem that the centralizer of any element of a graph group is 
itself a graph group and is, in fact, isomorphic to a graphical subgroup. It 
is not in general true that every subgroup of a graph group is itself a graph 
group. 
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IV. AUTOMORPHISMS OF GRAPH GROUPS 
Eiemel-ltary Automorphisms 
One striking similarity between free and free abelian groups is that their 
automorphism groups have the same generators. If F is free of rank n, 
then aut(F) is generated by the Nielsen transformations, which, written 
additively, generate aut(F/[F, F]) = GL(n, 2) in the form of the elementary 
matrices. 
Let F be a free group and let S be a basis for F. The Nielsen transforma- 
tions are as follows: 
[N 1 ] Inuersions, I= I [s] : s -+ s-i for some s E S, leaving S - s fixed; 
[N2] Transuections, T= T[s, t] : s + st for some s, t E S leaving 
S-s fixed; and 
[N3] Transpositions, P = P(s, t): s ++ t, for some pair s, t E S, leaving 
S- (s, t> fixed. 
Strictly speaking, the transpositions may be omitted. 
Since a graph group is a generalization of both the free and free abelian 
groups, it is natural to expect that some variation on this theme will hold 
true. 
Replacing S with the set V of vertices of r, the inversions also define 
automorphisms of the graph group F(T). Many of the transpositions and 
transvections, however, fail to define endomorphisms of F(T). 
Given a transvection z: x -+ xy, r defines an automorphism of F(r) if 
and only if y is adjacent to every vertex to which x is adjacent. Following 
[S] we define a partial order on the vertex set of a graph by setting b $ a 
if, given any vertex c which is distinct from b and adjacent to a, c is then 
also adjacent to b. We say that b dominates a. Thus the transvection T 
defines an automorphism of F(r) if and only if y dominates x, and we call 
r a dominated transvection. 
A transposition 3ct* y defines an endomorphism, hence an auto- 
morphism, if and only if x % y and y % x; however such transpositions are 
not sufficient in general to generate those automorphisms of F(T j which 
simply permute the vertices. Fortunately these automorphisms are neatly 
described as those automorphisms of F(T) which are induced by 
automorphisms of the graph r, which will be called graphic automorphisms. 
The inversions, dominated transvections, and graphic automorphisms do 
not in general generate aut(F( r) ). For example, if r is the pentagon 
illustrated in Fig. 1 then the order relation 9 on the vertices is trivial, so 
that there are no dominated transvections at all. The inversions and 
graphic automorphisms generate a finite group of automorphisms all of 
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FIG. 1. Pentagon. 
which preserve the length of the elements of F(T), in particular, contain- 
ing no inner automorphisms of F(T). 
Augmenting this list of automorphisms to include those inner 
automorphisms corresponding to conjugation by vertices of r will not 
serve in general to generate aut(F(T)). For example, consider the graph 
consisting of two pentagons joined at a vertex. Again, the order relation % 
is trivial for this graph so that there are no dominated transvections. Define 
an automorphism as shown in Fig. 2. 
It is clear that this cannot be obtained from inner, inverting, and graphic 
automorphisms. We will call such an automorphism locally inner. 
For any vertex u in f, we define link(v) to be the set of vertices which 
are adjacent to u, and star(v) to be link(u) u (u}. The valence of a vertex 
u, val(u), is the number of vertices to which it is adjacent, so val(u) = 
Ilink(u)l. 
DEFINITION. Let 2) be a vertex off and let Y be the set of vertices of one 
connected component of r-- star(u). We define a map L = L[u, Y] from V 
into F(r) by setting L(y) = uyu-’ if YE Y, and L(x) =x if x is not a 
vertex in Y. 
L defines an automorphism of F(T) and there are finitely many such L. 
We call L a locally inner automorphism. 
DEFINITION. We define the set of elementary automorphisms of F(T) to 
consist of the following: 
[ENl] Inversions, I= I[x]: x -+ x-l, which inverts some x E V; 
[EN21 Dominated Transuections, T = T[x, y] : x -+ xy, for some 
x, y E V such that y dominates x; 
d h d h 
FIG. 2. A new automorphism. 
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[EN31 Graphic Automorphisms, TC, for neaut(F); and 
[EN41 Locally Inner Automorphisms, L = L[v, Y] where Y, ( YI > 1, 
is a connected component of f-star(v), with L(y) = vyv-’ for all YE Y. 
Note. The condition in [EN41 that 1 Y( > 1 only serves to eliminate 
redundancy, since if Y consists of a single vertex then that vertex is 
dominated by v, so that L[v, Y] can be written in terms of dominated 
transvections and inversions. 
Conjecture. The elementary automorphisms generate aut(F( r) ). 
We will prove some results in support of this conjecture. In particular, 
we show that the conjecture is true if r is a tree or, on the other hand, if 
r is star two-connected and has girth greater than four. We will also show 
that the collection of graph groups for which the conjecture is true is closed 
under the operations of free product and direct sum. 
Note that, in contrast to the Nielsen automorphisms for a free group, the 
graphic automorphisms are not redundant, as can be seen in the case of the 
pentagon. 
EN-Equivalence 
DEFINITION. Let f’ and f” be two automorphisms of F(T). We say 
that f’ and f I’ are EN-equivalent if f ‘h’ = Ir’f ‘, where h’ and h” are both 
products of elementary automorphisms. 
This is an equivalence relation on aut(F(T)) and we would like to show 
that every automorphism of F(T) is EN-equivalent to the identity. 
As in the case of free groups, it is convenient to work with bases rather 
than the automorphisms themselves, and while for a free group a basis is 
just a generating set of minimal cardinality, a basis in a graph group is in 
fact a graph. In precise analogy with free and free abelian groups, we define 
a functor U from the category of groups to the category of graphs which 
sends each group G to the graph U(G), called the underlying graph of G, 
whose vertex set is G itself and in which two elements are adjacent if and 
only if they commute. U has a left adjoint F which sends each graph r to 
F(T), the graph group on r. The adjoint isomorphism is 
4: Hom(F(r), G) + Hom(T, U(G)), 
and the elements of Hom(r, U(F<T))) corresponding to $(aut(F(T))) 
are called bases of the graph group F(r), with the basis corresponding to 
the identity called the preferred basis of F(T). 
It is clear by examining abelianizations that any two bases for a graph 
group must have the same number of vertices, which number has been 
481:1?6:1-4 
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defined to be the rank of the graph group. It has been shown, see [3], that 
any two bases of a graph group are isomorphic. 
DEFINITION. Two bases of F(T) are EN-equivalent if one can be trans- 
formed into the other by a finite sequence of moves of the following forms, 
where 4: r-+ U(F(T)) is a basis of F(T): 
[ENl] replace d(v) with d(v)-’ for some v in r, 
[EN21 replace each d(v) with d(rc(u)) for some R in aut(r), 
(EN31 replace d(v) with $(u) d(w) for some pair of vertices v and M-’ 
in r such that M’ dominates u, 
D-41 replace 4(v) with &a) d(y) 4(a))’ for each vertex y in some 
connected component Y of r- star(a) for some fixed vertex a in r, 
[EN51 replace each b(u) with Iz(d(v)) for some elementary 
automorphism lz of F(r). 
Two automorphisms are EN-equivalent if and only if their correspond- 
ing bases are EN-equivalent. 
A basis is EN-equivalent to r if and only if its corresponding 
automorphism can be written as the product of elementary automorphisms. 
General Reduction Theorems 
PROPOSITION 1. If two buses are conjugate, then they are EN-equivalent. 
ProoJ Let v be a vertex in r and let Xi, . . . . X, denote the vertices of the 
connected components of r- star(v). Then the product 
of elementary automorphisms is the inner automorphism corresponding to 
the vertex v, and the result follows. 
The partial order 9 that has been defined induces an equivalence rela- 
tion on the vertex set, and we denote the equivalence class of a by [a], 
[a]= {VE V: (a$~) and (vBu)). 
Each equivalence class must generate a subgraph which is either complete 
or discrete and we will abuse terminology and say that an equivalence class 
is complete or discrete. 
We will use this equivalence relation to partition the vertices into two 
sets. Let D denote the set of vertices in r which are dominated by a 
non-adjacent vertex and let C= I’-- D. 
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FACT 1. D contains every vertex which belongs to a non-singleton dis- 
crete equivalence class in F, while C contains every vertex which belongs to 
a non-singleton complete quivalence class. 
Proof: The first statement is immediate. For the second, suppose that u 
is both equivalent and adjacent to v’. Let IV be any vertex dominating v: 
Then IV dominates v’ also, and so is adjacent o tl since u’ is. Thus v belongs 
to c. 
FACT 2. No element of D dominates any element of C. 
Proof. Suppose to the contrary that we have v E C, w E D, and w 9 v. HJ 
is dominated by some vertex, x, which is not adjacent to w. Since both x 
and MI dominate v, both are adjacent to v. Since w dominates v, KJ is adja- 
cent to x, a contradiction. 
FACT 3. If v is an element of C, then the set of vertices dominating v, 
Dam(v), generates a complete subgraph of lY 
PROPOSITION 2. Every basis of F(F) is EN-equivaLent o a basis, I/I, 
$: F-, U(F(F)), such that every vertex in supp(CR($(v)) dominates v, 
with at least one vertex equivalent o v. Moreover, either 
[ 11 v E C, in which case every pure factor of I&V) is a vertex and 
cent(CR($(v)) = cent(v) = F(r(star(v))) or 
[2] v ED, in which case we have that every pure factor of I,!J(v), except 
perhaps h,, is a vertex which strictly dominates v and is adjacent o v. In this 
case no vertex in supp(h,) is adjacent o v, and cent(CR($(v))) = cent(h,) = 
(h, ) @ F( r(link(h))). 
Proof In what follows let f be an automorphism of F(F), let Y be a 
vertex of r, and let n = CR( f(v)). 
LEMMA 1. If XE supp(q) then val(x)>val(v). 
Proof We have seen that the centralizer of f(v) is conjugate to the 
subgroup 
cent(v)= (h,)O(h,)O - 0 @,HBJ’WUink(~))), 
where PF(n) = {h,, . . . . hk}. So cent(q) is a graph group of rank k+ 
Ilink(q)l. But rk(cent(v)) = val(v) + 1, so 
val(v) + 1 = k + Ilink(q 
Let x E supp(q), then x E supp(h) for some i, and x must be adjacent to 
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at least one vertex corresponding to each of the k - 1 other pure factors, 
and also to each of the vertices in link(q). Thus 
val(x) > k- 1 + Ilink = val(v) 
and the lemma is proved. 
LEMMA 2. There exists a vertex, x, in supp(q) such that val(x) = val(v). 
Proof We examine the induced map, f’, on the abelianization of 
F(T). Order V such that the valences of successive vertices is non-increas- 
ing, and represent f’ by the square matrix M. Let r denote the number of 
vertices of valence greater than val(v). The first r columns of M consist 
only of zeros beyond the rth row. If every vertex in supp(q) had valence 
greater than val(v) then the column corresponding to v would also have 
zeros belolw the rth row, giving r + 1 such rows, a contradiction. 
LEMMA 3. Let a be a vertex of valence val(v) in supp(q). The vertices of 
valence val(v) in supp(q) belong to a single equivalence class and the pure 
factors for f(v), PF(f(v)) = {hl, . . . . hk), satisfy one of the following sets of 
conditions: either 
Cl1 Isupp(h,)l > 1; 
[Z] zf cr~supp(h,), val(cr) =val(v), then every vertex in supp(h,) 
dominates CI and is non-adjacent to cl; 
[3] hi, i = 2, . . . . k, is supported by one vertex and that vertex strictly 
dominates CI and is adjacent o cc; and 
[4] cent(q) = cent(h,) 
or 
Cl] lsupp(h,)l = 1 for all i= 1, . . . . k; 
[2] for all P~supp(~), n dominates a and is adjacent o a; and 
[3] cent(q) = cent(a). 
ProoJ: 
Case 1. h, is supported by more than one vertex. 
In this case every vertex in supp(q) whose valence is the same as that of 
v must lie in supp(h,) as well. Since if CI is a vertex in hi, i> 1, then CI is 
adjacent to at least two vertices in supp(h,), at least k-2 vertices corre- 
sponding to the other pure factors, and every vertex in link(q). Altogether, 
val(a) > 2 + k - 2 + Jlink(q)l = val(v) + 1. 
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So every vertex in supp(q) with valence val(v) is contained in supp(h, j. 
But every vertex in supp(h,) is adjacent to at least 
lsuPP(h*)l + ... + Isu~~(&)l + Ilink( 
vertices, that is, 
Isupp(h,)l + ... + lsupp(h,)l + val(v) + 1 -k 
vertices. 
Since there is, by Lemma 2, a vertex in h, with valence val(v), it follows 
that 
Isupp(h,)l = . . . = Isupp(h,)l= 1, 
and we may take h2, . . . . hk to be vertices. Moreover, we have identified all 
val(v) vertices which are adjacent to a vertex of valence val(v) in supp(h,). 
They consist of link(q) together with hS, . . . . hk. So if a is a vertex of valence 
val(v) in supp(h,) then every other vertex in supp(h,) dominates IX and no 
vertex in supp(k,) is adjacent o CI. In particular all vertices in supp(q) with 
valence val(v) are equivalent, and [a] is discrete if Isupp(h,)l > 1. 
We see also that the vertices hz, . . . . hk all strictly dominate CY and are 
adjacent to CI. 
Case 2. Each pure factor hi, 1 Q i< k, is supported by a single vertex, 
in which case wecan take them to be vertices. 
Then hi is adjacent to hi for all j # i, and also with each vertex of link(q), 
a total of 
(k- 1) + Ilink = val(v) 
vertices. So if h, is a vertex of valence val(v), then every hi dominates h, 
for all j. In particular, those h,‘s of valence val(v) are all equivalent to h, . 
Note that, in this case, the equivalence class of o( is complete if there is 
more than one hi with valence val(v). QED. 
Thus we can associate with each vertex v in f the equivalence class of 
those vertices of r in supp(CR(f(v))) which have valence val(v). This 
defines a map, 8, from the vertex set of r to the vertex set of the quotient 
graph of r modulo the equivalence relation. Following Kim et al. [S], OF 
Droms [3] it can be shown that 8 is a graph morphism and lifts to a graph 
automorphism of r. Applying the graphic move corresponding to the 
inverse of this automorphism gives a basis with the desired properties. This 
completes the proof of Proposition 2. 
PROPOSITION 3. Every basis of F(T) is EN-equivalent to a basis, $, 
which satisfies the conclusion qf Proposition 2, arzd is such that for each 
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vertex v in C we have that e(v) is conjugate to v. Moreover, the set [v] is 
conjugate to the set [t&v)]. 
ProoJ: Let I++ be a basis satisfying the conclusion of Proposition 3, and 
let v be a vertex in C. Suppose that the proposition is true for all vertices 
in C of valence greater than that of v. 
We assume that e(v) is cyclicly reduced. Then if )Y is adjacent to v, we 
have that every vertex in supp(+(~~)) lies in star(v). If w dominates v, then 
w is in C and every vertex in supp(CR($(,v))) dominates v, since NJ 
dominates ~7 and every vertex in supp( CR(ti(br) j dominates CV. Since each 
vertex dominating v is adjacent o v, it follows that $(w) is cyclicly reduced. 
So if ~7 strictly dominates v, then &MI) = \v. 
Consider the set, Dom(u j, of vertices which dominate v. Dam(v) contains 
[v] together with those vertices which strictly dominate v. Dam(v) 
generates a complete graph in K We may apply dominated transvections 
to assume that supp(t&v’)) is contained in [v] for each v’ equivalent to v. 
[v] generates a free abelian group, and there are elementary moves whose 
effects on ti([v]) are any transvection, since the vertices in [v] all 
dominate one another; any transposition, since they are all equivalent; and, 
of course, any inversion. Thus our result reduces to the classical case. 
Q.E.D. 
PROPOSITION 4. Every basis of F(T) is EN-equivalent to a basis, @, 
which satisfies the conclusion of Proposition 3 and is such that e(v) contains 
only one pure factor for each vertex in IT 
ProoJ: First modify the basis until it conforms with the conclusions of 
the previous proposition. Then those $(v) having more than one pure 
factor correspond to vertices in r outside C. The reduction proceeds, as 
before, in order of decreasing valence. If the valence of v is maximal among 
all vertices in r, then there is nothing to show. 
Assume that $(v) is cyclicly reduced with more than one pure factor and 
that +(w) contains only one pure factor for each vertex, IV, in 1” whose 
valence is greater than that of v. Except for the first pure factor, which is 
supported by some vertices equivalent to v itself, the pure factors of $(v) 
are supported by individual vertices which dominate v and are adjacent to 
v. Such vertices must belong to C, and so if u’ is such a vertex, we have that 
$(w) is conjugate to 1~. But since u.’ is adjacent to v, and since +(v) is 
cyclicly reduced, t&w) must be a conjugate to w by an element whose support 
is contained in link(v). But MY dominates v, so that in fact $(w) = )Y, and a 
sequence of dominated transvections will remove )V from among the pure 
factors of $(v). 
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In this way we can remove the remaining superfluous pure factors in the 
basis $. Q.E.D. 
In sum we have 
THEOREM 1. Every basis of F(T) is EN-equivalent to a basis, I/J, such 
that for each vertex, v, in r, we have 
[l] tf v is an element of C, then $(v) is conjugate to v itself, and 
moreover [v] is conjugate to the set [$(v)]; 
[2] if v is an element of D, then $(v) has exactly one pure factor 
which is supported entirely by vertices which dominate v and are not adjacent 
to v, some of which must be equivalent o v. 
The next result allows us to restrict our attention to graphs which are 
connected and whose complements are also connected. 
Given two graphs r= ( V, E) and A = ( U, D), their disjoint union is the 
graph Tu A = (Vu U, E u D), where u denotes the disjoint union of sets. 
The join of r and A is the graph r+ A = (P u A’)“, that is, the join is 
obtained from the disjoint union by connecting every vertex in the first 
factor with every vertex in the second factor. 
It is clear that 
F(Tu A) = F(T) * F<A) and F(l-+A)=F(T)@F(A). 
THEOREM 2. Let F;(r) and F(A) satisfy the conjecture. Then 
F(T u A) and F(T+ A > also satisfy the conjecture. 
Proof. For the join, let r have join components (ri>, i= 1, 2, .~., k, 
such that each F( ri> satisfies the conjecture. So r= Ti + I.’ + rk. It is 
easy to see that a graph has a unique set of join components in the same 
way that it has connected components. Since the singleton components 
play a special role, let us choose notation so that they all occur first in the 
list (r,], so there is a j< k so that r is a singleton if and only if i<j. 
These singleton components will all be equivalent in r and will also be of 
maximal valence in IY Thus, if II/ is a basis of F(T), we have that $ is 
EN-equivalent to a basis, which we will also call $, with $(u) = o for each 
vertex u making up an entire join component of f. Furthermore, since such 
a u dominates all the other vertices in r, Theorem 1 implies that v is not 
an element of supp($(tu)) for $1’ # v. 
Now, let x be a vertex in a non-singleton join component Ti. If x f C, 
then, by Theorem 1, G(x) is conjugate to x, and thus I#J(X) is supported by 
Ti. If x E D, then the pure factor of $(x) is, by Theorem 1, supported by 
fi, and so $(x) is supported by Ti. Since the conjecture is true for F(T), 
the result follows for joins. 
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In the case of the union, let r have the connected components (r,>, 
i=l 3 .--, k, with ri a singleton component if and only if i <j for some j < k, 
as before. 
Let $ be a basis of F(r). Modify rl/ by EN moves until it satisfies the 
conclusions of Theorem 1 of the previous section. If v and w are vertices in 
different connected components and u dominates ~7, then MJ must be 
isolated in r. Thus, if x is not isolated in r, we must have that the pure 
factor of ti(x) is supported entirely by the connected component of X, ri. 
We may apply locally inner moves to assume that ti(x) is cyclicly reduced. 
It follows that for every vertex, y, in the component of x, we have that 
I&) is supported entirely by that component. Since the conjecture is true 
for F(Ti), we may assume that $(y) = y. 
We proceed thusly for each non-singleton component of r until we have 
modified 1,9 until it is fixed on each vertex of r except perhaps those vertices 
which are isolated. The isolated vertices, however, are all equivalent and 
are dominated by every vertex in r, and the result follows from Nielsen. 
THEOREM 3. Let $ be a basis for F(T) satisfJ)ing Theorem 1. Let v be 
a vertex and let Y be a connected component of r-star(v) Then if 
v E supp($(y)) for some y E Y, then v E supp(@(x)) for all x E Y, 
ProoJ: We show that v E supp(~&)) for some x adjacent to 4’ and not 
adjacent to u, and the result will follow by connectedness of Y. t,+(v) com- 
mutes with $(x), so that there is a unique element z such that $(y) and 
$(x) have the reduced factorizations I&J) = zy’z-i and $(x) = zx’z-’ with 
x’ and y’ pairwise cyclicly reduced. The vertex v does not support either x’ 
or JJ’, since that would imply that v is adjacent to y or X, respectively. So 
v supports z, hence v supports $(x). Q.E.D. 
A Theorem of Free Groups 
To work some examples, we need to examine closely the case of bases of 
a free group. Theorem 4, which follows, generalizes a result of Humphries 
c41. 
DEFINITION. A set, B, in a free group with preferred basis, X, is said to 
be Nielsen reduced if for any three elements b, , b,, and b, in B u B- ’ we 
have that 
(nl) b,#l 
(n2) b,b, # la IblbA 3 Ibll, lb4 
(n3) blb2 # 1, b2b, Z 13 lb,b,bJ > PII- lhl+ IbA. 
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THEOREM 4. Let P= {pl, ..,, pn} and (2 = (ql, . . . . qm) be finite sets and 
set D=PvQ. 
Let F(D) denote the free group on the set D, and let ii/(D) = {$(d): dE Dj 
be a basis for F(D) such that $(q) is conjugate to q for each q in Q. 
Then $(D) can be Nielsen reduced by a finite sequence of the foElowing 
moves and their inverses: 
[Ml] Replace +!r(p) boith $(p)+?(d), or $(d) t,/~(p), for some PEP 
and some dED, d#p. 
[M2] Replace $(q) with $(d)$(q)$(d))‘, for some qEQ, and 
dED. 
Furthermore, if for some d, de D, lve have $(d) = d, then #(d) is not 
disturbed in the reduction. 
Proof Choose a well-ordering, > , of the set D u D - ‘. This induces a 
well-ordering, which is also denoted by >, on the set F(D), whose elements 
are identified with the reduced words which represent hem, as follows: Set 
w> u” if either 11~1 > 1~7’1 or lwj = Iul’I and H’ is greater than CV’ in the 
lexicographical ordering of the set of reduced words of length (~1. 
If w is a word, we define the left half of MJ, L(W): to be the initial segment 
of HJ of length $1~1 + 11, where [t] denotes the integer part of t. 
Now, define a new well-ordering, denoted by g2, on the set F(D) by 
setting 4’ 4 z if either: 
[l] min{L(y), L(J)-‘)) <min{L(z), L(z-‘)I, or 
[Z] min{L(y), L(y:-‘)) = min{L(z), L(z-“)I, and max{L(y), 
L(y-I)} <max{L(z), L(z-‘)}. 
Note that if 1 JJ/ < lzl then J’ 4 z. 
Note also that there is no relation between G and the partial order with 
the same notation in the previous section. 
We shall show that if y?(D) is not Nielsen reduced, then we can apply 
one of the moves [Ml] or [M2] to strictly reduce the set e(D) in the 
well-ordering $. 
There are a number of cases. Let p, q, and d be elements of Pu P-“, 
Q u Q - ‘, and D u D-i, respectively. 
[II If MP) tit41 < Itib)I or I+(d) HP)I < INP)L then we may use 
one of [Ml] or [M2] to replace $(p) with $(p) $(d) or $(d)@(p), 
respectively, strictly reducing +(D) with respect to >, hence with respect 
to $. 
[2] If (nl) is satisfied for all appropriate elements of D and 
I@(P) $(q)l< W(q)1 or 144~1) ti(~)I < 111/(q)l, then, since less than half of 
$(q) cancels in the product, and since $(q) = crqcl ~ ’ for some ~1, we have 
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that IIcl(p)ti(q)$(p)pll <v+(q) or IIc/(p)-‘il/(q)W)l< Mq)l, respectively, 
and a move of type [M2] will reduce e(D) with respect to 9. 
[3] If 1$(q) tj(q’)l < 1$(q)/, then there are two cases: 
(4 IvW 4%‘)12 l4W)L so that less than half of $(q) cancels 
in the product. Since 11/(q)= crqa-’ for some a, we must have that 
14w4’) $(4) WY1 < I$(q)I so that a move of type [M2] will reduce 
WI. 
(b) 19(q) 9(dI . 1 is ess than both It&q)1 and l$(q’)l. We may write 
t+h(q) =crqa-’ and $(q’) = bq’fi-‘. S ince more than half of both $(q) and 
t,h(q’) cancel in their product, we must have Ict( # IpI, since, otherwise, CI = fi 
and thus 4-l = q’, a contradiction. Suppose w.1.o.g. that 181 > /cl1 and set 
B = aq6, reduced as written, for some 6. Then 
(aq-‘a-’ )(ccq6q’6-‘q-‘a-‘)(aqa-‘)=a6q’6-’LY--’ 
(not necessarily reduced as written), so that I+(q) t,h(q’) t,h(q)-‘1 < l$(q’)l 
and a move of type [M2] reduces +(D) with respect to B. 
[4] I+(a) $(n’)l> l$(d)l, /$(&)I for all elements d and d’ in D u D-I. 
Then we consider a triple x, y, ZE D u D-l, with xy # 1 and yz# 1. 
Since no more than half of y cancels in either of the two products xy and 
yz, we may write x = X’CI-‘, y = ozy’p-l, and z = flz’ such that the products 
x’y’ and y’z’ are both reduced as written. 
There are two’cases. 
(a) If b # 1, then xyz = x’y’z’ is reduced as written, so that 
by4 = 1x1 - l yl + lzl + 2 (y’l > 1x1 - 13’) + IZI 
and x, y, and z satisfy Nielsen’s conditions. 
(b) If b = 1, then since less than half of y cancels in either of the two 
products, we must have that 
and that p #q. 
I4 = IPI = $Yl < $4 ;I& 
We have p # CI, so let us suppose that c1< p. There are two cases. 
6) ZEPUP-‘, in which case 
yz = az’ < /3z, 
so that a move of types [Ml] or [M2] will reduce ti(D). 
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(ii) ZEQUQ-‘, in which case, since IpI # i (z/, we may write 
z=pz”p-‘, reduced as written, for some z”. Now 
)‘XJ+ = GIzflc(-I .g jpp- = z, 
so that a move of type [M2] reduces e(D). 
Note that for any element d in D, none of the moves described above 
increases the length of $(d), so that, in particular, if $(d) = d, then it is left 
undisturbed in the reduction process. 
This completes the proof of Theorem 4. 
Automorphisrns of a Tree Group 
In this section we will show that the automorphism conjecture is true if 
the graph is a tree. We remark that it has been shown by Droms [23 that 
a graph group is the fundamental group of a three manifold if and only if 
every component of the graph is a tree or a triangle, so this result will 
establish the conjecture for graph groups which are also three manifold 
groups. 
Let T = ( I’, E) be a tree, and partition V by V= P u Q, where P is the 
set of pendent vertices in I-, i.e., those vertices of valence one. 
The partial order we have defined on the vertices of a graph is 
particularly simple in the case of a tree. If u and w are vertices in T and u 
dominates IV, then w must be pendent. If p is a pendent vertex and p is 
adjacent to z), then the set of vertices dominating p consists of every vertex 
in star(u). 
THEOREM 5. The automorphism group of F(T) is generated by elemen- 
tary automorphisms. 
ProoJ Let $ be a basis for F(T). 
Since T is a tree, the only vertices not belonging to the set C, defined in 
Section 2, are the pendent vertices. Thus by Theorem 1 we have that $ is 
EN-equivalent to a new basis, up, such that M(U) is conjugate to u for every 
non-pendent vertex u, and, for every pendent vertex p which is adjacent to 
P, we have that supp(CR(f(p))) is contained in link(u). 
Let u be a non-pendent vertex. By applying an inner automorphism, we 
may assume that 1,5(v) =u. Then we will have that supp($(y)) is contained 
in link(u) for each vertex y in link(u). Notice that, since T has no circuits, 
link(u) generates a free subgroup of F(T), hence so does $(link(u)), and 
the theorem will follow from Theorem 4. The moves [M 1 ] and [M2] of 
the theorem are restrictions of elementary moves to $(link(v)). $(link(v)) 
is a basis for the free group whose preferred basis is link(u). Since, see 
Lyndon and Schupp [7, Chap. 11, the length of an element of a ‘Nielsen 
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reduced basis is exactly 1, applying the theorem reduces the length of every 
basis element in $(star(u)) to 1. If w is a non-pendent vertex in star(u), then 
$0~) = w. It is clear, then, that there is a sequence of graphic and inverting 
moves such that $(p) =p for any pendent vertex in star(v). Thus 1,9 can be 
reduced to the identity on star(u). 
The non-pendent vertices of a tree form a connected set (also a tree), so 
we can continue this process to reduce $ to the identity on all of T. 
This completes the proof of Theorem 5. 
Automorphisms of a Star Two-Connected Graph Group 
If a graph r is such that the deletion of any vertex leaves a connected 
non-singleton graph then f is said to be two-connected. Two-connectedness 
is equivalent to the property that every two vertices are joined by two 
disjoint paths, or that every pair of vertices belongs to an elementary cycle. 
Let r= (V, E) be a two-connected graph such that, for all UE I’, 
r-- star(u) is connected. We say that r is star two-connected. A graph is 
star two-connected if and only if every two points are connected by two 
paths such that the distance between the paths is greater than one. 
We will prove 
THEOREM 6. If r is star two-connected and contains no triangle or 
square, then aut(F(T)) is generated by the elementary automorphisms. 
For the graph group of a star two-connected graph r every locally inner 
automorphism is in fact inner. If r also contains no triangles or squares, 
then no vertex dominates any other vertex. To see this, let a dominate b in 
r. If a is adjacent o b then b must have valence one, otherwise there would 
be a triangle, but a two-connected graph has no vertices of valence one. If 
a is not adjacent to b, then, since b is neither isolated nor of valence one, 
b is adjacent to at least two vertices, say c and d, in which case {a, c, b, d} 
forms a square. 
So we have from Theorem 6 that 
THEOREM 7. If r is star two-connected and contains no triangles or 
squares, then out( (F( r) ) is generated by the inversions and graphic 
automorphisms. In particular, out(F(r)) is finite. 
Examples of such graphs are n-gons with n >4, or the graph of the 
dodecahedron. 
LEMMA 4. Let r be star two-connected and containing no triangles or 
squares and let x be a basis for F(T). Then x is EN-equivalent to a basis 
such that four consecutive vertices are fixed. 
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Prooj Since r is a two-connected, every two vertices lie on an elemen- 
tary cycle. Take any cycle M of minimal length. M must be a full subgraph 
of r by minimality and the length of A4 must be greater than four. Denote 
any four consecutive vertices along A4 as follows: 
a b c d 
0 0, 
Since no vertex in r dominates any other, we have that every vertex is 
in C, the set of vertices not dominated by a non-adjacent vertex. By 
Theorem 1, we may assume that X(V) is conjugate to v for each vertex v. 
Since a and b are adjacent, x(a) commutes with X(b) and by Corollary 3, 
there is an element p such that ~(a)=pup-’ and X(b)=pbp-“, so that 
applying an inner automorphism yields a new basis x with x(a) = a and 
X(b) = b. 
Now, x(c) = TCT-~, with the support of T contained in link(b). Suppose 
x is an element of link(b) distinct from a and c. Then x is not adjacent to 
any vertex in the cycle M other than b: x is not adjacent to CI and c since 
I’ has no triangles, x is also not adjacent o the vertices in M - b which are 
adjacent to a and c since r has no squares, and lastly, x is not adjacent to 
any other vertex of M since that would “short circuit” M, contradicting its 
minimality in r. Thus a and c are connected by the path M-b in 
r-star(x). Since x(a)=a is not supported by x, neither is x(c) by 
Theorem 3, so supp(x(c)) is contained in {a, c>. This implies that x(a) and 
x(c) generated the subgroup of F(T) generated by a and c. By Theorem 4 
then, supp(z) is contained in (a}, in which case conjugating x by a suitable 
power of a yields a new basis 1+9 with $(a) = a, $(b) = b, and G(c) = c. By 
the same argument for $(d)=&G-‘, 6 can only be supported by the 
vertex b, and conjugating I,!I by a suitable power of b yields a basis w with 
$(a) = a, $(b) = b, $(c) = c, and 1,9(d) = d. QED. 
Proof of Theorem 6. Let x be a basis. x is EN-equivalent to a basis x 
for which four consecutive elements of a minimal circuit M are left fixed, 
say the segment 
cl b c d 
cl -2. 
We will show that x is in fact fixed on all vertices of r. We show first that 
x(m) = m for all vertices m in M. Suppose to the contrary and without loss 
of generality that e is the other vertex adjacent o d in M and that x(ej f e. 
Then, as before, x(e) must be supported at most by the vertex c. But 
this contradicts Theorem 3, since c does not support x(a) = a and a is 
connected to e in r- star(c). 
Now, suppose that v is any vertex in r for which X(V) # c. Let 
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x(v) = [UC-~. There is a vertex JJ ~supp(i) which is distinct from u and 
non-adjacent to u. We have that r-star(y) is connected and contains u 
together with at least two vertices of M, since the length of M is greater 
than five. But this would imply that y supports the image of both vertices, 
which is a contradiction. Thus x(v) = v for all vertices v in r. Q.E.D. 
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