Mitigación automática de soft-errors en nuevas aplicaciones de los sistemas empotrados by Restrepo Calle, Felipe et al.
Mitigación automática de soft-errors en nuevas aplicaciones de los
sistemas empotrados
Felipe Restrepo-Calle1, Antonio Martínez-Álvarez1, H. Guzmán-Miranda2
F.R. Palomo2, M.A. Aguirre2, Sergio Cuenca-Asensi1
1Departamento Tecnología Informática y Computación. Universidad de Alicante
2Departamento Ingeniería Electrónica. Universidad de Sevilla
Resumen
Las crecientes prestaciones de los micropro-
cesadores, derivadas de la miniaturización de
las tecnologías electrónicas, están provocando
la aparición de nuevas aplicaciones de los sis-
temas empotrados en todos los ámbitos. Sin
embargo, el empleo de las tecnologías nano-
métricas conlleva una mayor sensibilidad de
los procesadores a los fallos transitorios indu-
cidos por radiación (soft-errors). Por tanto, en
el desarrollo de las nuevas generaciones de es-
tos sistemas, y no solo en aquellos que deben
trabajar en ambientes de alta radiación, la ﬁa-
bilidad se está convirtiendo en un factor de
creciente importancia. En este trabajo se pre-
senta una infraestructura basada en compila-
dor que permite el co-diseño de estos nuevos
sistemas donde la tolerancia a fallos es un pa-
rámetro tan relevante como lo pueden ser el
coste, el consumo o el rendimiento. Las herra-
mientas desarrolladas facilitan la exploración
del espacio de diseño existente entre las téc-
nicas de protección puramente hardware y las
técnicas basadas en la redundancia del softwa-
re. De esta forma se obtienen soluciones híbri-
das con un mejor balance entre los distintos re-
quisitos del diseño, habilitando a los sistemas
empotrados para abordar nuevas aplicaciones
de seguridad y misión crítica.
1. Introducción
La incorporación de las tecnologías nanomé-
tricas en la implementación de procesadores
(tanto soft-cores como hard-cores), ha pues-
to a disposición de los diseñadores una nueva
generación de sistemas empotrados y sistemas
on-chip de gran capacidad. Estos nuevos sis-
temas mejoran notablemente las prestaciones
de los antiguos, permitiéndo además su aplica-
ción a nuevos ámbitos y mercados donde an-
teriormente los sistemas empotrados no tenían
cabida. Por otro lado, estas nuevas tecnologías
además de reducir el tamaño de los componen-
tes, con las consiguientes mejoras en costes y
rendimiento, reducen también los márgenes de
diseño (niveles de voltaje y ruido soportados).
Esto redunda negativamente en la ﬁabilidad de
los dispositivos y provoca que los microproce-
sadores sean más susceptibles a fallos transito-
rios, como los inducidos por radiación [1]. Este
tipo de fallos, también llamados soft-errors, no
provocan un daño permamente, pero pueden
ocasionar un comportamiento anómalo en la
ejecución de un programa alterando la trans-
ferencia de alguna señal o incluso alguna va-
riable registrada.
Hasta hace poco los fallos inducidos por ra-
diación afectaban principalmente a sistemas
cuya operación se llevaba a cabo en entornos
espaciales sometidos a radiación. Sin embargo,
estas nuevas circunstancias están provocando
la aparición de soft-errors también en sistemas
que trabajan a bajo nivel atmosférico [2], in-
cluso a nivel terrestre [3]. Como resultado, en
las nuevas aplicaciones empotradas para siste-
mas de seguridad y de misión crítica, donde
los fallos pueden implicar importantes pérdi-
das económicas o incluso de vidas humanas,
son necesarias la aplicación de técnicas de to-
lerancia a fallos. Ejemplo de ello, son los saté-
lites de bajo coste desarrollados recientemente
[4], sistemas robustos para la industria auto-
motriz [5], entre otros.
Las técnicas más usuales para la mitigación
del efecto de los fallos transitorios, conocidas
como técnicas de endurecimiento, se basan en
la redundancia del hardware [6, 7, 8]. En gene-
ral todas ellas brindan una solución muy efec-
tiva, pero su alto coste puede resultar incon-
veniente para muchos sistemas empotrados.
Con el ﬁn de reducir el coste de adopción de
las técnicas de tolerancia a fallos, en la última
década han ido apareciendo soluciones basa-
das en la redundancia del software, proporcio-
nando además un nivel aceptable de ﬁabilidad
[9, 10]. Se pueden encontrar distintas propues-
tas para detección de fallos, bien mediante el
empleo de redundancia de código a alto nivel
[11], o a bajo nivel (instrucciones ensambla-
dor) [12, 13]. En general, las técnicas basadas
en sofware resultan más baratas de implemen-
tar, aunque conllevan una peor ﬁabilidad y un
impacto negativo en el rendimiento.
En este trabajo se presenta una infraes-
tructura extensible basada en compilador, que
permite combinar distintas técnicas hardwa-
re y software de tolerancia a fallos (co-diseño
hw/sw). Las herramientas desarrolladas faci-
litan la exploración del espacio de diseño de
nuevas aplicaciones de seguridad y de misión
crítica, donde la ﬁabilidad juega un papel tan
importante como lo puedan ser el rendimiento
o el coste del sistema.
Como caso de estudio para validar la pro-
puesta, se ha diseñado un front-end y un back-
end para el compilador, que da soporte al mi-
croprocesador PicoBlaze [14]. También se han
implementado y evaluado tres técnicas softwa-
re y se ha estudiado detalladamente el endure-
cimiento de una aplicación sobre distintas ver-
siones de PicoBlaze. Del lado software, se ha
empleado una modiﬁcación mejorada de la téc-
nica SWIFT-R [15], entre otras. Del lado hard-
ware, se han empleado 5 descripciones RTL de
Picoblaze independientes de FPGA, variando
la selección de estructuras redundantes. Con
todo ello, se han llevado a cabo diferentes me-
didas de los compromisos entre tamaño del có-
digo, rendimiento, cobertura a fallos y costes.
El resto del artículo se organiza como sigue.
La siguiente sección presenta el modelo de fa-
llos empleado y la terminología empleada. La
sección 3 presenta la infraestructura de endu-
recimiento. La sección 4 describe el caso de
estudio comentado, incluyendo los resultados
experimentales y ﬁnalmente la sección 5 pre-
senta las conclusiones del trabajo.
2. Modelo de fallos y terminología
El presente trabajo se centra en el conocido
modelo denominado SEU  Single Event Up-
set. En dicho modelo de fallos acontece una
permutación del valor de un determinado bit
(bitﬂip) por cada ejecución de programa a
causa de la ionización provocada por la inter-
acción con una partícula cargada. A pesar de
su sencillez, este modelo es ampliamente uti-
lizado en la comunidad de tolerancia a fallos
dada su cercanía al comportamiento real [11].
Para evaluar la ﬁabilidad del sistema, cla-
siﬁcamos los fallos inyectados en consonancia
con el efecto que producen en la ejecución del
programa tal y como propone Reis et al. [15].
Si el fallo no impide que el programa conti-
núe su ejecución, pero se producen resultados
incorrectos, se cataloga como Silent Data Co-
rruption (SDC ). Si los resultados son los es-
perados, el fallo se cataloga como unnecessary
for Architecturally Correct Execution (unA-
CE). Finalmente, si produce una ﬁnalización
anormal del programa, o entra en un bucle in-
ﬁnito, se cataloga como Hang. Los efectos SDC
y Hang no son deseables en ningún caso.
Vale la pena mencionar que las técnicas ba-
sadas en software introducen redundancia, lo
que implica dos hechos importantes a tener en
cuenta. Primero, estas técnicas incrementan el
tiempo de ejecución de los programas, y por
tanto también la probabilidad de ocurrencia
de fallo. Segundo, la redundancia incremen-
ta el número de bits presentes en el sistema,
incrementando el número de bits susceptibles
de fallo. Por tanto, la cobertura frente a fa-
llos ofrecida por una determinada estrategia
de endurecimiento está directamente relacio-
nada con el porcentaje de fallos unACE y el
incremento del tiempo de ejecución.
3. Infraestructura propuesta
3.1. Entorno de endurecimiento software
El entorno de endurecimiento está compues-
to por un compilador de endurecimiento mul-
tiobjetivo, un simulador genérico de instruccio-
nes máquina, en adelante ISS1 y varios back-
ends y front-ends2 para dar soporte a distintos
micros. La ﬁgura 1 muestra un esquema gene-
ral del entorno de endurecimiento.
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Figura 1: Entorno de endurecimiento de software
Como puede observarse, un cierto front-end
del compilador toma el código ensamblador de
un micro soportado, realiza el análisis léxico,
sintáctico y semántico del código y genera un
GIF (Flujo Genérico de Instrucciones). Este
ﬂujo representa una abstracción de alto nivel
del programa para una arquitectura genérica.
Posteriormente, se realizan las tareas de endu-
recimiento sobre el GIF con el módulo GH-
Core (Núcleo Genérico de Endurecimiento),
que genera un nuevo GIF endurecido o H-GIF.
Este nuevo ﬂujo se traslada mediante un cier-
to back-end a código nativo de cualquiera de
los microprocesadores soportados. Nótese que
es posible obtener código endurecido para un
micro A a partir de las fuentes de un programa
para un micro B.
Cabe destacar que el módulo de endureci-
miento GH-Core está basado en una arquitec-
tura de microprocesador genérica, lo que per-
mite diseñar técnicas de tolerancia a fallos con
independencia del procesador. La generación
del código endurecido es automática y sigue re-
glas de transformación a nivel de instrucción.
GH-Core tiene dos componente principales:
el endurecedor y el simulador (ISS). El endu-
1Instruction Set Simulator
2rutinas de traducción del ensamblador original al
genérico y viceversa
recedor integra las rutinas usuales de mitiga-
ción de errores (que pueden ser extendidas).
De otra parte, el ISS asiste al diseñador en la
implementación de dichas rutinas. Esto permi-
te producir automáticamente diferentes análi-
sis en los ﬂujos GIF y HGIF para comprobar
la corrección del proceso de endurecimiento,
a la vez que obtener información útil para el
proceso de co-diseño: incremento del tiempo
de ejecución y del tamaño del código, estima-
ciones de ﬁabilidad, etc. Para estimar la ﬁabi-
lidad obtenida mediante las técnicas software,
el ISS puede simular SEUs realizando permu-
tación de valores de bits aleatorios. Con esto,
el conjunto Hardener+ISS ofrece un rico con-
junto de parámetros de co-diseño que pueden
ser usados para realizar una exhaustiva explo-
ración del espacio de diseño.
El endurecedor clasiﬁca de modo especial
las instrucciones cuya ejecución implica cru-
zar la frontera de la Esfera de Replicación
(SoR) [16], que es el dominio lógico de replica-
ción. Utilizando este concepto, es posible in-
cluir/excluir al subsistema de memoria y el
banco de registros dentro de la SoR, o bien
sólo un subconjunto seleccionado de registros.
Cuando una instrucción provoca la entrada de
un dato en la esfera de replicación (mediante
lectura de puerto, carga de valor en registro o
lectura de memoria), ésta es etiquetada como
inSoR; consecuentemente, si se produce una
escritura en puerto o en memoria, se etique-
ta como outSoR. Las fronteras de la SoR, y
en consecuencia, la cobertura de la protección,
puede cambiar según la técnica aplicada.
3.2. FTUnshades
El segundo componente de la infraestructu-
ra es el entorno FTUnshades [17]. Se trata de
una plataforma basada en FPGA para el estu-
dio de la ﬁabilidad de sistemas digitales fren-
te a soft-errors. El entorno permite conﬁgu-
rar la FPGA con una versión real del sistema
completo e inyectar fallos, de forma no intrusi-
va, durante la ejecución de una aplicación. Los
SEUs se emulan induciendo permutas del va-
lor de ciertos bits escogidos al azar por medio
de una reconﬁguración dinámica. Una suite de
herramientas software permiten comprobar el
diseño, recoger y analizar los resultados de las
campañas de inyección de fallos. En este tra-
bajo, FTUnshades fue utilizado para validar
la cobertura a fallos de las distintas versiones
HW/SW de los sistemas.
4. Caso de Estudio
Para evaluar la funcionalidad de la infraestruc-
tura propuesta, se ha desarrollado un front-
end y back-end para PicoBlaze. Así mismo, se
ha codiﬁcado en VHDL una versión tecnoló-
gicamente independiente del microprocesador
(RTL-PicoBlaze), que es equivalente ciclo a ci-
clo a la original.
Como parte del caso de estudio, se han im-
plementado tres técnicas software de protec-
ción basadas en la Triple Redundancia Modu-
lar (TMR). Dos de ellas siguen una estrategia
local y están destinadas a proteger únicamente
las instrucciones aritméticas y lógicas; la terce-
ra es una adaptación de la técnica SWIFT-R,
que sigue una estrategia global.
El procedimiento de mitigación desarrollado
en la primera técnica TMR1 consta de los si-
guientes pasos: 1  Identiﬁcación de los nodos
(bloques básicos), sub-nodos y construcción del
Grafo de Control de Flujo CFG del programa.
2  Triplicación de instrucciones deseadas. Ca-
da instrucción redundada opera con copias de
registros. 3  Inserción de votadores por ma-
yoría y procedimientos de recuperación para
los registros protegidos. 4  Liberación de co-
pias redundantes de registros después de que
cada votador haya veriﬁcado su corrección. 5
 Opcionalmente, durante el proceso de en-
durecimiento, se pueden insertar votadores y
procedimientos de recuperación si no hay su-
ﬁcientes registros para realizar réplicas y hace
falta liberar estos recursos.
La segunda técnica implementada TMR2
consiste en detectar y corregir fallos en la me-
moria de datos mediante el cómputo duplicado
de las instrucciones seleccionadas más un ter-
cer cómputo opcional en caso de discrepancia.
La Fig. 2 muestra un ejemplo de un programa
PicoBlaze endurecido con TMR1 y TMR2.
SWIFT-R es un método global enfocado en
la recuperación frente a fallos en la sección de
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Figura 2: Endurecimiento con TMR1 y TMR2
datos que está muy ligado al banco de registros
del micro. Nuestra implementación del método
puede resumirse como:
1  Identiﬁcación de nodos, sub-nodos y
construción del CFG. 2  Triplicación de da-
tos la primera vez que entran en la esfera de
redundancia SoR (después de instrucciones in-
SoR). En este caso, sólo el banco de registros
se considera incluido en la SoR; no así la de
memoria, porque asumimos que tiene su pro-
pio mecanismo de protección [15]. Por lo tanto,
para cada instrucción inSoR, se crean 2 copias
adicionales del valor que ingresa a la esfera,
sin acceder de nuevo a memoria o puertos. 3
 Triplicación de las instrucciones que operen
con datos. 4  Comprobación de la consisten-
cia (insertando votadores y prodecimientos de
recuperación) de los datos que intervienen en
las instrucciones siguientes: tipo outSoR y las
localizadas antes de un salto condicional (afec-
tan a los ﬂags y pueden ocasionar un salto in-
correcto). 5  Los registros redundantes pue-
den liberarse si no se usan más (implica un
análisis detallado del CFG).
Nótese que TMR1 guarda las copias de los
registros sólo hasta su comprobación, mientras
que SWIFT-R las mantiene mucho más, hasta
que no se vuelvan a usar más.
Se han realizado 2 experimentos para el ca-
so de estudio. El primero evalúa las técnicas
de redundancia implementadas con un ben-
chmark de aplicaciones: ordenación-burbuja
(bub), división, multiplicación, potenciación
escalar (div, mult, pow), Fibonacci (ﬁb), Má-
ximo Común Divisor (gcd), suma y multipli-
cación de matrices (madd, mmult). El segundo
experimento muestra las posibilidades del en-
torno en el co-diseño de sistemas robustos.
4.1. Evaluación de las técnicas software
Usando la infraestructura, se ha endurecido
de forma automática cada programa del ben-
chmark aplicando las tres técnicas software.
La ﬁguras 3 y 4 muestran los incrementos
obtenidos (normalizados con respecto a la ver-
sión sin endurecer) en tamaño de código y
tiempo de ejecución.
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Figura 3: Incremento normalizado del código
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Figura 4: Incremento normalizado del tiempo de
ejecución
TMR1 y TMR2 presentan casi el mismo im-
pacto sobre el código, la media geométrica de
todos los programas del incremento normali-
zado de codigo y tiempo de ejecución es de
×2,52 y ×2,58 respectivamente, mientras que
la técnica SWIFT-R es ligeramente mayor en
código ×2,92. Sin embargo, con respecto a la
ﬁgura 4, SWIFT-R ofrece el menor impacto en
el tiempo de ejecución (×2,50), mientras que
TMR1 y TMR2 lo degradan signiﬁcativamen-
te (×2,81 y ×2,54). Estos análisis de incremen-
tos pueden motivar importantes decisiones de
diseño en función de las restricciones de cada
aplicación.
El siguiente experimento evalúa la ﬁabilidad
ofrecida por las técnicas. Para ello, sobre cada
aplicación (original y endurecida) se han lle-
vado a cabo 5000 ejecuciones en el simulador
(ISS). En consonancia con el modelo de fallos,
sólo se simula un SEU en el banco de regis-
tros por cada ejecución. La ﬁgura 5 muestra
los porcentajes de fallos para cada programa.
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Figura 5: Clasiﬁcación de fallos en porcentaje para
la versión sin endurecer (O), TMR1 (A), TMR2
(B), SWIFT-R (C) usando el simulador (campaña
de test ejecutada sobre el banco de registros)
En suma los porcentajes unACE son:
83,95% para la versión sin endurecer, 85,68%
para TMR1, 84,44% para TMR2 y 94,01%
para SWIFT-R. Estos porcentajes represen-
tan una estimación de la cobertura a fallos, ya
que el ISS, al ser genérico no tiene en cuen-
ta la microarquitectura del procesador. No
obstante, se trata de una información valio-
sa que permite comparar la calidad de cada
una de las técnicas, sin necesidad de recurrir
a medidas más precisas (nótese que SWIFT-
R ofrece una mejor cobertura que TMR1 y
TMR2 ). Para validar las estimaciones del ISS,
se ha utilizado FTUnshades con una campa-
ña de inyección de fallos similar a la anterior.
La Fig. 6 muestra los resultados obtenidos. En
este caso, el porcentaje de fallos unACE ha si-
do de 89,50% para la versión sin endurecer,
90,56% para TMR1, 89,77% para TMR2 y
96,39% para SWIFT-R. Estos resultados con-
ﬁrman las pruebas anteriores de simulación.
Aunque los porcentajes obtenidos por emula-
ción son ligeramente superiores a los de simu-
lación, mantienen la misma tendencia.
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Figura 6: Clasiﬁcación de fallos en% para la ver-
sión sin endurecer (O), TMR1 (A), TMR2 (B),
SWIFT-R (C) usando FTUnshades (Campaña de
test ejecutada sobre el banco de registros)
Los resultados de cobertura junto con los
incrementos reﬂejados deberán ser tenidos en
cuenta en las decisiones sobre el diseño, ya que
representan un compromiso entre tamaño del
código, rendimiento y ﬁabilidad. Si el tiem-
po de ejecución es crítico, para maximizar la
cobertura a fallos se descartarían las técnicas
más lentas, seleccionando las más apropiadas
para las restricciones de diseño.
4.2. Espacio de CoDiseño
Con la infraestructura propuesta es posible se-
guir diferentes estrategias de co-diseño. Pa-
ra demostrar las posibilidades se ha realiza-
do un análisis en profundidad del algoritmo de
multiplicación de matrices en Picoblaze, imple-
mentando distintos niveles de endurecimiento
tanto en hardware como en software. En es-
ta prueba, SWIFT-R se ha aplicado selectiva-
mente sólo a diferentes combinaciones de re-
gistros en el software (mmult sólo usa los re-
gistros 0, A, D, E y F ). Fig. 7 muestra los in-
crementos normalizados de tiempo y tamaño
para distintas versiones endurecidas de mmult.
Para ayudar al diseñador a priorizar qué re-
gistros hay que endurecer y cuáles no, el ISS
ofrece información sobre el tiempo de vida de
cada uno y el número de accesos que recibe.
El cuadro 1 reﬂeja esta información. El tiempo
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Figura 7: Incrementos de tamaño y tiempo de eje-
cución para mmult usando hardening selectivo
Cuadro 1: Uso de registros en mmult
Registro #Escrituras #Lecturas #Lec/Esc Tiempo vida [%]
0 340 357 183 55,3%
A 20 83 45 85,7%
D 27 135 108 48,7%
E 27 135 108 52,2%
F 9 9 27 83,3%
de vida expresa el tiempo total durante el cual
un registro retiene un dato válido, que está di-
rectamente relacionado con su sensibilidad a
fallos transitorios. El número de veces que se
accede a un registro, está ligado al impacto
que tendrá endurecimiento en el tamaño del
código y el rendimiento del programa. Ambos
factores deben tenerse en cuenta para diseñar
la estrategia de endurecimiento.
La protección del sistema se ha complemen-
tado aplicando TMR por hardware a diferen-
tes conjuntos de registros. Se han generado las
siguientes versiones de Picoblaze: P0: sin en-
durecer; P1: contador de programa, ﬂags, y el
puntero de pila; P2: registros del pipeline; P3:
P1 + P2 ; P4: versión totalmente endurecida
(P3 + banco de registros).
Para evaluar la ﬁabilidad global del siste-
ma se han preparado las siguientes pruebas:
para cada sistema (endurecido selectivamente
en software y hardware), se ha ejecutado una
campaña de inyección en FTUnshades. Cada
campaña hace ataques selectivos sobre sub-
conjuntos de registros. Cada subconjunto sufre
5000 SEUs (1 por ejecución) en ciclos de reloj
escogidos al azar. La ﬁgura 8 presenta la clasi-
ﬁcación porcentual de fallos en cada sistema.
Estos resultados son la suma ponderada de los
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Figura 8: Clasiﬁcación porcentual de fallos para cada test versión del procesador (P0 . . .P3 )
obtenidos en los ataques selectivos, suponien-
do idéntica probabilidad de fallos en cada bit.
El análisis de estos datos permite encontrar
soluciones de compromiso entre los distintos
parámetros del diseño que mejor se acomoden
con las especiﬁcaciones del sistema.
Nótese que SWIFT-R ofrece un considera-
ble aumento de la ﬁabilidad, incluso en la ver-
sión de Picoblaze no endurecida (hasta 95,38%
de fallos unACE en caso de protección de to-
dos los registros). Estos resultados son sen-
siblemente mejores que los obtenidos con ca-
da versión de Picoblaze endurecida únicamen-
te por hardware (versiones none en la ﬁgura).
La combinación de la técnica SWIFT-R con la
versión P1 aumenta la ﬁabilidad hasta alcan-
zar 98,32% de fallos unACE. Como demues-
tran los resultados, el endurecimiento de los
registros del pipeline no mejora la cobertura,
aún siendo más numerosos que los protegidos
en la versión P1. Los resultados mejoran al au-
mentar el número de registros protegidos (P3 ),
llegando a una completa cobertura en la ver-
sión P4 (estos resultados no se muestran al
obtenerse siempre un 100% de unACEs).
Para obtener una mejor estimación de los
costes en área, cada versión se ha sintetizado
con Xilinx XST 10.1. La ﬁgura 9, muestra es-
tos costes normalizados con respecto a la ver-
sión P0 en términos de Flip/Flops y Latches,
primitivas(MUXs, LUTs) y RAM (tanto dis-
tribuida como en bloques); también ilustra el
porcentaje de fallos unACE al aplicar SWIFT-
R a todos los registros del banco.
Cabe destacar que los costes se incrementan
considerablemente cuando se endurecen los re-
gistros del pipeline (P2 y P3 ), mientras que la
ﬁabilidad mejora tímidamente o incluso em-
peora si comparamos con aproximaciones más
económicas (P2+SWIFT-R). Para P4, los al-
tos costes hardware podrían ocasionar que el
diseño fuera desestimado, aún siendo la ﬁabi-
lidad del 100%.
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Figura 9: Costes hardware normalizados y porcen-
taje de fallos unACE para cada versión del micro
5. Conclusiones
Este trabajo presenta una infraestructura de
endurecimiento dirigida por compilador para
el codiseño de nuevas aplicaciones de los sis-
temas empotrados, relacionadas con la seguri-
dad y los sistemas de misión crítica. Con ella se
facilita la exploración del espacio de diseño en-
tre técnicas de tolerancia a fallos puramentes
hardware y las puramente software mediante
la evaluación del compromiso entre ciertas res-
tricciones de diseño, ﬁabilidad y coste hardwa-
re. Las ventajas de la aproximación se ilustran
por medio de un caso de estudio exhaustivo.
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