Abstract-This paper introduces a novel technique for sequential blind extraction of singularly mixed sources. First, a neuralnetwork model and an adaptive algorithm for single-source blind extraction are introduced. Next, extractability analysis is presented for singular mixing matrix, and two sets of necessary and sufficient extractability conditions are derived. The adaptive algorithm and neural-network model for sequential blind extraction are then presented. The stability of the algorithm is discussed. Simulation results are presented to illustrate the validity of the adaptive algorithm and the stability analysis. The proposed algorithm is suitable for the case of nonsingular mixing matrix as well as for singular mixing matrix.
I. INTRODUCTION

B
LIND separation of independent source signals from their mixtures has received considerable attention in recent years. This class of signal processing techniques can be used in many technical areas such as communications, medical signal processing, speech recognition, image restoration, etc. [1] .
The objective of blind separation is to recover source signals from their mixture without prior information on the source signals and mixing channel. The mixtures of source signals can be divided into several categories, such as instantaneous mixtures, and dynamical or convolutive mixtures [20] - [25] . Independent component analysis (ICA) can be used for blind separation of instantaneous mixtures, whereas dynamical component analysis (DCA) can deal with convolutive mixtures. The mixing process may also be classified as linear or nonlinear. Although the problems of nonlinear channel equalization and blind source separation in nonlinear mixture have been studied in several papers such as [2] and [3] , most technical publications focus on blind separation of linear mixtures of source signals [4] - [11] , [17] - [19] .
Consider a general linear case of instantaneous mixing of sources observable at outputs (1) where -dimensional source signal;
-dimensional mixed signal; constant matrix known as mixing matrix. In (1) , the sources and the mixing matrix are unknown and the components of are observed. The task of blind separation is to recover sources from without knowing .
An ill-conditioned mixing case has been discussed in [14] , [15] , where the algorithms of blind extraction have been developed for . But this approach needs an assumption or preprocessing before blind extraction; that is, should be prewhitened. The prewhitening processing can be described as follows. When , set , where is an constant matrix. From the assumptions of independence and unit variance of the components of , we have (2) where is the expectation operator. Obviously, must be of full column rank, otherwise it is impossible to fulfill , where is an identity matrix. A recent reference [16] presents a neural network and proposes unconstrained extraction and deflation criteria that require neither a priori knowledge of source signals nor whitening of mixed signals and can cope with a mixture of signals with positive and negative kurtosis. It is shown that the criteria have no spurious equilibria by proving that all spurious equilibria are unstable. However, as in the previous studies [12] , [13] , the condition that mixing matrix is of full column rank is necessary, which means that . Otherwise, the set is a subspace of . It is possible that the unstable spurious equilibria in are stable the subspace , which leads to a spurious solution and the failure of sequential blind extraction when there is no criterion for identifying true solutions and spurious solutions. In [17] , a recurrent neural network and its associated learning rule are presented, which can deal with the case in which is near ill-conditioned or near singular, but has to be nonsingular.
Among numerical aspects of ICA, the case of singular square mixing matrix deserves special attention and is the focus of this paper. The objective of this paper is to discuss sequential blind extraction of sources when is dimensional and singular, thus is also dimensional. In this paper, without loss of generality, we assume that the source signals are independent with zero means.
In the ill-conditioned case of singular , blind extraction is perhaps more effective than blind separation, because the solvability of blind separation for this ill-conditioned case is difficult to obtain. Generally, only one source signal can be obtained by a single-source blind extraction. By using sequential blind extraction, we can obtain more than one source signals.
In this paper, a neural-network model and its associate learning rule are developed for sequential blind extraction in the ill-conditioned case with singular . This approach is also suitable for the case in which is nonsingular. The extractability analysis of the problem is also presented, and two sets of sufficient and necessary conditions are derived.
This paper is organized as follows. The problem statement is given in Section I. A neural-network model and a corresponding adaptive algorithm for single-source blind extraction are presented in Section II. The extractability analysis then follows in Section III. The neural-network model and an adaptive algorithm for sequential blind extraction are developed in Section IV. Section V discusses the stability of the adaptive algorithm for the case of singularly mixed sources. Simulation results for extracting speech signals are presented in Section VI, one of which confirms the validity of the adaptive algorithm, and another reveals the validity of stability analysis in Section V. The concluding remarks in Section VII summarize the results.
II. SINGLE-SOURCE EXTRACTION
In this section, the algorithm for a single-source blind extraction from the mixed sources is introduced.
Define an evaluation function
where and are nonlinear odd functions such as and [4] ; are the outputs of the neural network defined as follows:
Obviously, when and are statistically independent for (i.e., a signal corresponding to is extracted). (4) is depicted in Fig. 1 , in which is referred to as the main extracted signal, and as the main output. How to determine the main extracted signal will be discussed in the next two sections. It can be seen from (3) and (4) that if there exist a set of weights , such that , then the weight vector is an equilibrium of (5).
III. EXTRACTABILITY ANALYSIS
Denote the row vectors of as . Since is singular, the row vectors are linearly dependent and there exists a row vector in and constants , such that . The following extractability condition will play an important role in blind source extraction.
Extractability Condition: There is a row vector in which satisfies: (6) (7) where are constants for . For example, the following mixing matrices satisfy the above extractability condition:
Note that the third matrix above is nonsingular. It is not difficult to prove that any nonsingular matrix satisfies the extractability condition. Therefore the subsequent results in this paper are also applicable to nonsingular case.
In the extractability condition, row in is singled out for extraction [i.e., is the extracted signal to replace in (4) and (5)]. For the convenience of discussions, we assume hereafter that satisfies the extractability condition and is the main extracted signal. In general, if satisfies the extractability condition, then a signal corresponding to will be extracted. 
it can be obtained from (1) and (9) . . . 
Denoting the right-hand side of (10) as yields . . .
Thus the source signal can be extracted from the mixed sources up to a coefficient (i.e., ), and the new mixed sources are only related to . The blind extraction can be continued to determine based on the new mixed sources . Because the extracted source can be any signal, the order of signals in sequential extraction may change.
In the following, the conditions are derived under which the extractability condition holds. 
where are variables. From (13), (14) has a special solution . Consider the homogeneous equation of (14) . . . . . .
There are basic solutions of (15) 
Thus the general solution of (14) can be represented by
where are arbitrary. If the extractability condition is not satisfied for , then for any solution of (14)
Set , then
From (18) and (19), it is easy to obtain (20) From that , (19) and (13) 
where are variables. Obviously, the number of basic solutions of (21) is . But from (15), (16) and (20), all are the basic solutions of (21) . A contradiction has occurred, thus the extractability condition is satisfied. The sufficiency is obtained.
Necessity: It is sufficient to prove that for any dimensional submatrix of denoted as , if , then the extractability condition is not satisfied. According to the conditions above, any column of can be represented as a linear combination of the remaining columns.
Without loss of generality, consider the defined in (12 (5) is used, the first output is the new mixture of some sources which is independent of the other outputs. The analysis on the case above is presented in the following.
For sake of simplicity, suppose that is the mixture of and ; i.e., (23) where .
Thus if (25) then the output is independent of . Theorem 2: By using the blind extraction model (4), there exists a set of weights such that a mixture of sources can, be extracted and the other outputs are independent of these sources, if and only if there is an -dimensional submatrix composed by columns of , which satisfies , and the submatrix denoted as , composed by the remaining columns of , has rank 1.
Proof: Necessity: Assume that there is a set of weights in (4) such that a mixture of sources can be extracted, and the other outputs are independent of these sources. 
and (31) The justification of (31) is similar to that in the proof of Theorem 1.
From (29), it is easy to obtain 
By setting , then a mixture of sources can be extracted using model (4) , and the other outputs are independent of these sources. The sufficiency is thus obtained.
Theorem 2 implies that if its conditions are satisfied, then there are sources which can not be separated, and the largest number of source signals which can be extracted by (4) and (5) is .
IV. SEQUENTIAL EXTRACTION
Before the adaptive algorithm is presented, all possible cases will be discussed first.
Obviously, when the neural network and algorithm (4) and (5) are used, implies that the first row vector of can be represented as a linear combination of the other row vectors.
If , and , then either is one source signal , or is the mixture of several sources which can not be separated according to Theorem 2. Thus the first extraction is finished, and the next extraction should be continued by using as new mixtures to replace .
There exist three cases of sequential blind extraction. 
Case 1:
The extractability condition is satisfied for , then a source can be extracted.
Case 2: The conditions in Theorem 2 are satisfied, a mixture of some sources can be extracted, the remaining signals are independent of these sources; i.e., a partition is performed.
If Case 1 or 2 above occurs, then and , the sequential blind extraction continues by using the remaining mixtures.
Case 3: Neither Case 1 nor 2 occurs, then or and , thus any source or a mixture of sources can not be extracted. The main extracted signal should be changed [i.e., and are interchanged in (4)], and the single-step blind extraction can be conducted again.
After the th extraction, if Case 3 always occurs when the main signal has been changed over in the subsequent extraction, then it implies that the extraction algorithm is completed or the remaining sources cannot be separated. In the extracted signals and remaining signals, some are composed of a single source signal , some are mixtures of more source signals.
If the order of extracted signals is neglected, then the final results are the same despite that is a single or mixture of some s.
In order to extract many sources, the sequential extraction should be used. The algorithm is presented below.
Step 1: Initialize , step size . Set small positive constants . Step 3: Evaluate the results of Step 2 using .
1) If
, then is an extracted source signal. Let , go to Step 2.
2) If
, or if , then set , and go to Step 4.
Step 4: If , then exchange the main extracted signal; i.e., set (36) and go to Step 2; otherwise, stop.
One can decide the values of according to their experience. For different problems, these parameters should be set differently. From our simulation experience, the bigger data set of signals to be processed is, the larger should be set (e.g., is set as 2.2 in Example 1 in this paper). can be set very small (e.g., 10 ) to avoid discarding extracted tiny sources of interest. For speech signals, image signals since the intuitionistic results can be used in determining whether the extraction is successful.
A block diagram to illustrate the algorithm is depicted in Fig. 2 , where Cases (a) and (b) refer to 1), and Cases (c) and (d) refer to 2) in Step 3.
In the above adaptive algorithm, there is no need for any deflation algorithm. The output of the most recent extraction becomes the input to the current one.
When the mixing matrix is singular, blind extraction can be performed if one of two sets of sufficient and necessary conditions in Corollary 1 and Theorem 2 are satisfied. Otherwise, blind extraction can not be realized by using the adaptive algorithm of this paper. Needless to say, that for the case in which the conditions above are not satisfied, it is difficult to carry out the blind extraction or blind separation using other algorithms too. The difficulty stems from the lack of solvability.
V. STABILITY ANALYSIS
In this section, the results of stability analysis of model (4) and (5) is presented.
For simplicity, the functions , are taken as , as in [4] and [6] .
If satisfy (37)
then is an equilibrium of (5). From the discussion in Section III, if the extractability condition holds, then (38) is an equilibrium of (5).
In the following, the stability of the equilibrium is analyzed. Set 
Set
, which are the outputs of the network at the equilibrium.
Expanding into Taylor series and retaining the first-order term, we obtain (43) By taking the expectations of right-hand side of (40) and (41), and noting that from (37), the first-order approximation equations of (40) and (41) can be obtained, for (44) (45) By combining the two equations above, a th order equations is obtained, which is denoted as (46) where is the corresponding coefficient matrix.
According to the well-known stability theory, if all eigenvalues of in (46) have negative real parts, then the equilibrium composed of is asymptotically stable. It is not difficult to find that and in (38) are not unique, thus the equilibrium of (40) and (41) is not unique. Obviously, the stability here is a kind of local stability. Since the equilibria are not unique, if there are more than two stable equilibria, then it is impossible to ensure the global stability. In general, there exist many equilibria and some of which are not asymptotically stable. Thus it is important to choose initial values and step sizes properly for the adaptive algorithm. Yet, for many other algorithms, properly choosing initial values and step sizes is equally essential, unless the underlying cost functions are convex.
VI. SIMULATIONS RESULTS
Simulation results presented in this section are divided into two parts. The first part of the simulation is on sequential extraction in Section IV. The second part of the simulation is concerned with the stability analysis discussed in Section V.
In is from a music signal, is an uniform white noise with values in is a Gaussian noise with mean 0.0 and variance 1.0. The underlying mixing matrix is assumed to be To avoid local minima and periodic oscillation and improve performance of learning as in [15] , additive noise is introduced, that is where is a Gaussian noise with zero mean and variance of 1.0.
Figs. 3 and 4 show the results of sequential blind extraction of two sources. Specifically, the first extracted signal is shown in Fig. 3 , and the second extracted signal is shown in Fig. 4 . The main outputs and the inputs of the second extraction are obtained simultaneously. From Fig. 3 , we can see that the error is very small (i.e., within ). The decreasing ISI is about within [0, 0.2].
In the second extraction shown in Fig. 4 , the main extracted signal is instead of . Fig. 4 shows that the source is recovered as up to a scale. and are unextracted noises in the second extraction.
Example 2: A speech signal of a male is singularly mixed with two sources of random noises and , where is a uniform white noise with values in , is a Gaussian noise with zero mean and variance of 1.0. The mixing matrix is assumed to be From the discussion in Section V, the corresponding firstorder approximate equation of (40) and (41) is as follows: (47) As discussed in the preceding section, the equilibrium of the algorithm is not unique. For example, is an equilibrium, and is also an equilibrium. In the simulation, the equilibrium is obtained by using the adaptive algorithm.
Set , all initial values of as zeros. The computed equilibrium is . In Fig. 5 , the decreasing and ISI over time reveal the stability of the equilibrium above.
The proposed adaptive algorithm is also suitable for the case in which the number of sources is larger than that of the observables; i.e., is an dimensional matrix, where , as can be seen in Example 2. Note that in Example 2, , in fact, they are the same signals up to a scaling factor.
VII. CONCLUDING REMARKS
We have presented analytical and simulation results on sequential blind source extractions with singular mixing matrices. We have discussed the extractability conditions, the neural-network model and its associated adaptive learning rule, and the stability results of the algorithm for ill-conditioned mixtures.
Simulation results using three and four source mixtures have been used to illustrate the proposed approach and have confirmed the validity of the theoretical results and demonstrated the performance of the algorithm.
The proposed adaptive algorithm provides a new paradigm for blind source extraction with singular mixing matrices. Since nonsingular mixing matrices always satisfy the extractability condition, the adaptive algorithm can be also used for blind sources extraction with nonsingular mixing matrices. In addition, the adaptive algorithm presented in this paper is also suitable for the case in which the number of sources is larger than that of the observables.
