In this paper, we consider a wireless amplify-and-forward relay network with multiple source-relay-destination pairs transmitting concurrently over parallel channels and investigate the distributed power allocation problem within the framework of non-cooperative game theory. In order to combat the interference effect, each source node iteratively maximizes its own rate based on local information by allocating its power across different subchannels, subject to its power constraint, while treating the signals from the other users as additive noise. First, by focusing on the low signal to interference plus noise ratio (SINR) region, we propose a modified iterative water-filling algorithm. The existence of Nash equilibrium (NE) is guaranteed and the sufficient condition to reach a NE is determined. Then, we consider medium and high SINR regions and propose distributed algorithms based on both best (or optimal) and sub-optimal responses. The proposed algorithm based on the sub-optimal response is mathematically tractable and easier to compute, and exhibits a negligible performance loss, compared to the best-response based algorithm.
I. INTRODUCTION
In many wireless networks, the transmitters may not be able to support multiple physical antennas due to size, complexity, cost or other constraints. Cooperative communication [1] is an alternative approach that is becoming increasingly popular thanks to its ability to provide spatial diversity without packing multiple antennas physically into small-size mobile nodes. Depending on whether the source's signals are forwarded by the relay after regeneration or not, user cooperation can be further classified as nonregenerative cooperation, e.g., amplify-and-forward (AF), and regenerative cooperation, e.g., decode-andforward (DF) [1] .
It has been shown that power allocation is an efficient approach to enhance the spectral efficiency [11] .
Several power allocation algorithms were proposed, by utilizing the channel state information (CSI) at the transmitter, to improve the performance of cooperative networks. In particular, the authors in [2] proposed opportunistic cooperation which can achieve the minimum outage probability for cooperative DF networks by dynamically adjusting the transmission time and corresponding power of each network node based on the global CSI. In [10] , the authors investigated the rate optimization problem in multiple access AF relay networks based on a centralized power control scheme. Unfortunately, these centralized algorithms are, in general, difficult to implement in practice despite their appealing performance gain, due to the high signaling overhead incurred in coordination, information exchange, etc. [15] . Another drawback of the conventional relay transmissions is the spectral loss due to the pre-log factor of 1/2 [1] . Consequently, spectrally-efficient transmission protocols have been proposed to avoid the loss [3] [4] . For instance, the authors in [3] proposed a two-way relaying protocol that allows the source nodes to transmit simultaneously to enhance the utilized spectral efficiency. A sophisticated protocol was proposed in [4] , wherein the source node first transmits in non-overlapping time slots to different relays that will transmit simultaneously in the remaining time slot. By doing so, the relaying time slot is spatially reused and thus, the spectral loss factor is recovered.
Higher spectral efficiency can be further achieved by reusing both the source slot and relaying slot [9] . As in [2] , however, the proposed power allocation algorithms require the global CSI in most existing works on spectrally-efficient relay networks, e.g., [3] . Furthermore, in these papers, the users need to explicitly cooperate with each other, which may not always be realistic for selfish users [19] .
To address the aforementioned concerns, some distributed power allocation algorithms were recently proposed (see [6] - [8] and references therein). Of particular interest is modeling the problem of distributed power allocation from the game-theoretic perspective. For example, the problem of allocating the relay's power to different sources based on auctions was examined in [6] for a wireless AF relay network. However, as in conventional relay networks, the spectral loss issue was not addressed in [6] . Considering a spectrallyefficient network with spatial reuse of the relaying slot, the authors focused on the energy efficiency of the network and investigated the distributed power allocation problem using game theory [5] . Nonetheless, the spectral efficiency can be further enhanced by allowing simultaneous transmissions from the source nodes, and the convergence of the proposed algorithm was not discussed in [5] .
In this paper, we consider a spectrally-efficient multi-user relay network wherein concurrent transmissions from different source-relay pairs are allowed, and derive distributed power allocation algorithms within the framework of non-cooperative game theory [24] . Each source node iteratively maximizes its own rate based on its local information by allocating its power across different subchannels, while treating the signals from the other users as additive noise. First, we consider low signal to interference plus noise ratio (SINR) regions and propose a simultaneous modified iterative water-filling algorithm. Specifically, each user updates its power allocation by multiplying the water-level by a certain factor on a per-subchannel basis. The existence of Nash equilibrium (NE) is guaranteed and the sufficient condition to reach a NE is also determined. Then, by focusing on medium and high SINR regions, we propose distributed algorithms based on either best or sub-optimal responses. With a negligible performance loss in terms of the average sum rate of all users compared to the best-response based algorithm, the algorithm based on the sub-optimal response is mathematically tractable and easier to compute. Furthermore, it can be equivalently viewed as the classic Gaussian interference channel model, for which analytical sufficient conditions for the convergence to the unique NE can be readily obtained. Finally, we conduct extensive simulations to validate the analysis.
The rest of this paper is organized as follows. Section II describes the system model and problem formulation. In Section III, a distributed power allocation algorithm is proposed for the multi-user relay network operating in low SINR regions. In Section IV, assuming that medium and high SINR can be observed at the destinations, we develop two distributed power allocation algorithms based on best and sub-optimal responses, respectively. Simulation results are shown in Section V. Finally, concluding remarks are offered in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a relay network consisting of Q source-relay-destination pairs 1 , as illustrated in Fig. 1 .
A. System Model
The i-th source, relay and destination nodes are indexed by S i , R i and D i , respectively, for i = 1, 2 · · · Q.
Assuming that the system has N unit-bandwidth subchannels (or frequency bins), we denote the normalized channel coefficients for the k-th S i − R j and the k-th R i − D j subchannels by g k i,j and h k i,j , respectively, for k = 1, 2 · · · N and i, j = 1, 2 · · · Q. The transmit powers of the S i and R i over the k-th subchannel are P i,k and P R i ,k , respectively. In this paper, we assume that P R i ,k is predetermined, and concentrate only on the power allocation of P i,k . The transmission between different nodes suffers from frequency nonselective independent ergodic block (or quasi-static) fading. Local CSI, i.e., g k i,i and h k i,i , is only available at user i through training sequences and channel feedback [2] . Hence, due to the distributed nature, neither g
Furthermore, we assume the zero-mean complex additive white Gaussian noise (AWGN) at each node over each subchannel to have a variance of N 0 . Due to the half-duplex constraint, we consider orthogonal relaying transmissions, e.g., the source node and the relay node transmit in two non-overlapping time slots. For convenience of analysis, the direct link between S i and D i is neglected due to, for instance, the shadowing effects [3] . In this paper, we adopt the classical AF strategy [1] as the relaying operation.
To spatially reuse the source slot and relaying slot [9] , we divide each frame equally into two orthogonal time slots. During the first half of the frame, all the source nodes transmit simultaneously to the relays.
Then, simultaneous transmissions from all the relays are activated during the second half of the frame. A similar transmission scheme was considered in [9] wherein the authors derived the optimal amplification gain at each relay node. The signals received at R i and D i can then be respectively written as
where x i,k is the unit-variance transmit signal by
is the amplification factor of R i , n
are the AWGN terms at R i and D i over the k-th subchannel, respectively. The amplification factor α
, which is part of the local information known by user i, is chosen to satisfy the power constraint at the relay, i.e., α
. By plugging y
into (1), we can rewrite the received signal over the k-th subchannel at D i as 4 We can see from (2) that the signal received by D i contains the interference component x j,k generated by the other users, in addition to its desired signal component x i,k . Note that it is rather involved for user i to achieve the channel capacity by finding the optimal input distribution and jointly decoding h [14] . Hence, in order to utilize in (2) can actually be viewed equivalently as a signal transmitted through a one-hop interference channel, the coefficient of which is only imperfectly known at D i . Specifically, the actual channel coefficient is
i which is independent of the "estimation error", i.e.,
In general, the capacity in the presence of channel estimation errors is still unknown, and only some capacity bounds are available [13] [14] . Alternatively, a simple yet reasonable approach is to view the term
as additive noise at D i , and by doing so, a closed-form lower bound on the channel capacity can be readily obtained [13] . Since we focus on developing distributed algorithms, we assume that D i is only interested in the signal transmitted by S i and consider transmission techniques with no interference cancelation. Treating h 
Assuming that each source node transmits information streams across all the subchannels, the transmission rate of user i, for i = 1, 2 · · · Q, can be mathematically expressed as
where the scaling factor 1 2 is due to the fact that S i transmits for a fraction of 1 2 of the frame,
B. Problem Formulation
The traditional view of interference channels focuses on interference cancelation by allowing the transmitters to cooperatively transmit their signals to the destination. Unfortunately, to achieve this, a central controller having the knowledge of global CSI is required, incurring a heavy spectral loss due to the signalling overhead in information exchange and coordination. If such global cooperation, except for time synchronization, cannot be assumed, each user may try to compete for the scarce resource and optimize its own performance based on its local information regardless of all the other users. In this communication setting, a natural solution is to formulate the interference channel into the framework of non-cooperative game theory [15] . In particular, we consider a non-cooperative game in which each user optimally allocates its power across all the subchannels to maximize its own payoff, i.e., transmission rate in (4). The powerallocation game can be mathematically stated in the following structure
where Ω {1, 2 · · · Q} is the set of active users (i.e., S i − R i − D i pair), P i is the set of admissible power allocation strategies of user i defined as
and R i (p i ; p −i ) is the payoff function of user i, given its own power allocation p i and that of all the other users p −i . Note that
is assumed for all i ∈ Ω to ensure that P i is always nonempty. Moreover, the equality
in the admissible strategies can also be replaced
without affecting the optimal solution, since the equality must be activated at the optimum point, which can be easily proved using standard optimization techniques [19] . Given the power level of all the other users, the optimal power allocation strategy of user i is referred to as the best response function denoted by p * i , for all i ∈ Ω. In the non-cooperative game, the NE is achieved when user i, given the strategy of all the other users p −i , cannot increase its payoff R i (p i ; p −i ) by unilaterally changing its own power allocation strategy p i , for all i ∈ Ω.
III. DISTRIBUTED POWER ALLOCATION IN LOW SINR REGIONS
In this section, we consider the scenario in which the destination node can only receive a low SINR. This is not unusual in wireless networks when harsh transmission environments occur, e.g., randomly faded channels, severe interferences and low power constraints.
In sufficiently low SINR regions, an important property of the transmission rate in (4) is that it can be appropriately approximated as a linear function of the receive SINR [22] , which can be well justified by the fact that log(1 + x) ≈ x · log(e) where x > 0 is a sufficiently small number. Hence, for each user i ∈ Ω, we can reformulate the power control problem in low SINR regions as follows
where
, as a function of the power allocation strategies of both user i and the other users, is the receive SINR of user i over the k-th subchannel given in (3) and P i is the admissible power strategy of user i defined in (6) . In general, the optimization problem of maximizing
over the p i and p −i is a nonconvex problem and the global optimal solution is difficult to obtain. However, for each user i ∈ Ω in the non-cooperative game G, it solves the optimization problem in (7) by allocating its power across all the subchannels while treating the power allocation strategy of all the other users as unchanged. We can easily prove that, for a fixed
over the p i is a convex optimization problem and, fortunately, the closed-form solution can also be readily obtained. The following theorem summarizes the power allocation strategy of user i, given the strategy of the other users.
Theorem 1:
For any fixed and feasible value of p −i , the optimal power allocation of user i p *
T in low SINR regions is unique and given by
b a = max{a, min{x, b}}, λ i is the Lagrangian multiplier chosen to satisfy the power constraint
, and
Proof: The solution can be obtained by simple manipulations using the Karush-Kuhn-Tucker (KKT)
conditions [23] . The details are omitted here due to space limitations.
Then, based on Theorem 1, all the Nash equilibria in the low SINR scenario, if they exist, must satisfy the following set of nonlinear equations
With regard to the existence of NE in the game G, we have the following proposition which guarantees that the solution set of the fixed-point equations in (10) is always nonempty.
Proposition 1:
In low SINR regions, the game G admits at least one NE regardless of the channel gains.
Proof: It can be easily shown that the set P i of all feasible power allocation strategies of user i, as defined in (6), is convex and compact, for all i ∈ Ω. Furthermore, the payoff function of each user i in low SINR regions, i.e.,
, is continuous in p = (p i ; p −i ) and strictly concave in p i ∈ P i given any strategy p −i . Hence, the payoff function is also quasi-concave [23] . Then, based on the fundamental game theory result as summarized in Proposition 20.3 in [24] , we conclude that the game G in (5) admits at least one NE. Now, we develop a distributed power allocation algorithm, which can achieve the NE based on only local information, and find the sufficient conditions under which the solution of the proposed distributed algorithm will converge to the NE regardless of the initial points. We observe that, in order to respond optimally to the strategy of other users, user i needs to know the values of
On one hand, the knowledge of
by allowing the relay node R i to feed back P R i ,k and the amplification factor α
. Since user i knows its own transmit power P i,k and channel gain g
at D i and then fed back to user i. To sum up, the local information needed at user i to compute the proposed power allocation given in (8) includes {g
is the sum interferences caused by relays at D i . The details of how to acquire such knowledge is beyond the scope of this paper and interested readers may refer to [13] and references therein. It can also be seen from (8) that the optimal power allocation of user i, given the strategy of all other users, is a modified water-filling solution [16] . Specifically, the water level is modified on a persubchannel basis by multiplying a certain factor that is a function of the power allocation strategy of other users. Hence, we can rewrite the optimal power allocation of user i in (8) as
Motivated by the idea of the modified water-filling algorithm with additional "taxation terms" [16] [21], we fix t i,k and solve the power allocation strategy of user i using (8) while treating the interference term caused by other users as a constant. Then, we update P i,k and t i,k , according to (8) and (11), respectively, repeatedly until convergence or the maximum number of iteration is reached. Specifically, the modified iterative water-filling consists of two loops. The outer loop is essentially updating t i,k according to (11) , while the inner loop is that, assuming that the multiplication factor t i,k is fixed, we iterate the power allocation process over all the users. Note that the water level λ i can be efficiently determined using numerical methods [16] , e.g., bisection, and thus the optimal power allocation of user i can be obtained Step 1: m = n = 0; Choose a feasible p In general, the sufficient condition for the global convergence of Algorithm I is difficult to establish due to the two coupled update processes in Step 2 and Step 3. Given a fixed value of t, the inner loop of updating p i in Step 2 of Algorithm I is in essence a simultaneous iterative modified water-filling algorithm. We can adopt the approaches in [19] [20] to find conditions under which the inner loop, i.e., Step 2, in Algorithm I converges globally given arbitrary initial points. Furthermore, we observe from extensive simulations that the inner loop converges in many cases even when the derived convergence conditions are not satisfied.
Compared to the inner loop, the conditions for convergence of t in the outer loop in Algorithm I is even more cumbersome to establish. However, the convergence can be guaranteed by incorporating a memory factor in the update process in Step 3 of Algorithm I [16] . For instance, according to [16] , we can update t based on the following recursive relation
where θ ∈ [0, 1] is a constant referred to as memory factor andt m+1 i,k is calculated directly from (11). The recursive relation in (12) is also referred to as smoothed update [19] . Note that, when θ = 1, the value of t is actually not updated in Algorithm I. It is shown in [16] that, by appropriately choosing a memory factor, the convergence of updating t is guaranteed at the expense of slowing down the convergence speed of Algorithm I. We further note that, if the process of updating t converges, Algorithm I will then converge to the NE of the game G, since it adopts the optimal solution to the convex optimization problem (7) for
Before deriving the convergence conditions for the inner loop in Algorithm I, we first define the matrix
where β i,k is defined in (9) . Now, introducing the matrix norm · ∞,mat induced by the vector maximum norm · ∞ defined as
we establish the following theorem that gives the sufficient conditions for the inner loop of Algorithm I to converge from any initial points.
Theorem 2:
If the following condition is satisfied:
where S max and the matrix norm · ∞,mat are defined respectively in (13) and (14), then, as N it → ∞, the proposed simultaneous iterative modified water-filling power allocation algorithm in the inner loop (Step 2) in Algorithm I converges to a unique point regardless of the initial feasible points.
Proof: See the appendix.
Theorem 2 gives the sufficient condition for convergence of the inner loop in Algorithm I. As long as the inner loop converges and the memory factor is appropriately chosen to guarantee the convergence of the outer loop, Algorithm I will convergence to a NE of the game G. However, note carefully that, for any value of t, the condition given in (15) is only sufficient for the inner loop in Algorithm I to converge globally to a unique point, denoted by p * (t) which is the solution to the following set of equations:
where WF (p * −i (t)) is the modified water-filling operator given in (8) . Theorem 2 does not necessarily guarantee the convergence of Algorithm I to a unique NE. As mentioned earlier, we can incorporate a memory factor into the update of t and hence, guarantee the convergence of Algorithm I [16] [17] . From Theorem 2, we also see that the inner loop in Algorithm 1 converges as long as, for all users, the sum equivalent interference channel gain divided by the desired channel gain is less than one. This coincides with the sufficient conditions for convergence derived for conventional Gaussian interference channels with one-hop transmission [19] . Interestingly, the condition in (15) is independent of the values of t, i.e., the convergence of the inner loop is not affected by the outer loop in Algorithm I.
IV. DISTRIBUTED POWER ALLOCATION IN MEDIUM AND HIGH SINR REGIONS
In the previous section, we have developed the distributed power allocation algorithms in low SINR regions. Nevertheless, the assumption of low SINR will become invalid and Algorithm I is no longer suitable, if the channel is in a good condition, e.g., the source node is close to the destination, or the nodes are transmitting at a high power. Accordingly, we shall consider in this section the scenario in which medium and high SINR can be observed at the destination nodes. Two different cases, i.e., each user optimally or sub-optimally allocates its power across the subchannels, will be discussed.
A. Best Response Based Algorithm
The same as in low SINR regions, we focus on the distributed power allocation algorithm, aiming at maximizing the rate of each individual user given the strategy of other users, and formulate the problem, for each user i ∈ Ω, within the framework of non-cooperative game theory as
where γ D i ,k given in (3) is the receive SINR over the k-th subchannel at D i . Based on the fact that the problem in (17) is convex given any feasible value of p −i , we can easily obtain the unique and optimal power allocation of user i, which summarized in Theorem 3 as follows.
Theorem 3:
T in medium and high SINR regions is unique and given by
and λ i is a constant chosen to satisfy the power constraint
Proof: Using the standard optimization technique, the solution can be obtained from the KKT conditions [23] . The details are omitted due to the limited space.
For the convenience of notation, we express the power allocation strategy of each user i as follows
As in low SINR regions, only local information, i.e., {g
is required to compute (19) at user i, for i ∈ Ω. Furthermore, there also exists at least one NE in the game in medium and high SINR regions, as stated in the following proposition.
Proposition 2:
In medium and high SINR regions, the game G admits at least one NE regardless of the channel gains.
Proof:
The proof follows the same steps as those in proving Proposition 1.
Furthermore, in medium and high SINR regions, it is clear that the NE of the game G satisfies the following
With the same amount of information exchange as in low SINR regions, the distributed power allocation algorithm in medium and high can be described in Algorithm II as follows. Step 1: n = 0; Choose a feasible p It is known that efficient numerical methods are available to compute the water-filling solution [15] .
Nevertheless, it is an involved task and incurs high computational complexity to compute the optimal power allocation given in (18) . Furthermore, it is challenging to establish the sufficient conditions for the convergence of Algorithm II, though the convergence is observed in many simulations. In order to solve the power allocation problem efficiently and characterize analytically the convergence conditions of the proposed distributed algorithm, we shall propose another algorithm in which each user sub-optimally allocates its power across all the subchannels. The convergence of this algorithm is mathematically tractable and, despite the sub-optimal choice of power allocation strategy in each iteration, the performance loss in terms of the sum rate of all users is negligible, as will be shown from the extensive simulations.
B. Sub-Optimal Response Based Algorithm
By observing carefully the receive SINR in (3), we note that the complicated expression in (18) is due, in great part, to the fact that the term P i,k appears in both the denominator and nominator of the (3). Since there are multiple source nodes and the network operates in medium and high SINR regions, |g 
Consequently, |g
can be eliminated, without affecting too much the value of the receive SINR, from the denominator in (3) and thus, we obtain the approximated receive SINR at D i over the k-th subchannel aŝ
Then the power allocation problem, for each user i, can be formulated in the same form as (17) , except that the receive SINR in (17) is replaced by (22) . Note that the approximated receive SINR in (22) , which is also a upper bound on (3), can be viewed as the SINR in a classic interference channel without the relaying node [15] . Specifically, by denoting, for k = 1, 2 · · · N,
we can rewrite the approximated SINR in (22) aŝ
By removing the relay nodes from the system illustrated in Fig. 1 , we may view the relay network equivalently as a virtual network which is the same as the classic model that have been considered in a rich body of literature, e.g., [15] [18] . Then, assuming that, in the virtual network, the channel gain between S i and D j over the k-th subchannel is given by |f k i,j | 2 , the power allocation problem reduces to the distributed spectral management in Gaussian interference channels [15] which has been increasingly popular recently. It is well known that the optimal power allocation of user i, which treats the the interfering power from other users as additive noise, is the water-filling solution [15] given by
where |f (23) and λ i is chosen to satisfy the total power constraint of user i, for i = Ω and k = 1, 2 · · · N. Based on the approximated SINR in (22) , there also exits at least one NE in the game G which can be easily proved following the proof of Proposition 1. Moreover, the NE can be reached by using the distributed algorithm, referred to as Algorithm III, which is similar to Algorithm II and omitted here for brevity. The only difference between Algorithm III and Algorithm II is that, in Algorithm III, the power update equation is given by (25) . Clearly, the power allocation strategy based on (25) is sub-optimal for each user, given the strategy of other users. Nevertheless, (25) is easier to compute compared with (18) and thus, is more applicable in computational capacity-limited networks, e.g., sensor networks.
Define the matrix
where |f k i,j | 2 is given in (23) . Then, the convergence of Algorithm III is guaranteed by the following theorem, which is obtained by substituting the appropriate parameters into Theorem 1 in [19] , where more sufficient conditions for the convergence can also be found.
Theorem 4:
Algorithm III converges to the unique NE of G based on the approximated receive SINR in (22) , regardless of the initial points, if the following condition is satisfied:
where the norm · ∞,mat and the matrixŜ max are defined in (14) and (26), respectively.
V. NUMERICAL RESULTS
In the simulations, we adopt the path loss fading model with Rayleigh fading and the path loss factor is set to be 3. For the convenience of illustration, we consider a network with four source-relay-destination pairs transmitting over four subchannels, let the normalized distance between S i and D i be one, and assume that R i is placed in the middle of the line S i − D i , for i ∈ Ω, and that the inter-user distance between user i and j, denoted by d int i,j , is the same for all i, j ∈ Ω and i = j. It should be noted that the proposed algorithms can also be applied to any other network topologies and any number of subchannels.
A. Low SINR Regions
First, we characterize the Pareto bound of the achievable rate in Fig. 2 by randomly choosing a channel realization. For illustration purpose, we only focus on the two-user case and choose a typical channel realization. It can be seen from Fig. 2 that the solution given by Algorithm I is closer to the Pareto bound compared to the equal power allocation scheme and the time-division multiple-access (TDMA) protocol, though there still is a gap between Algorithm I and the Pareto optimality. Interestingly, we observe that both users can improve their utilities by applying Algorithm I, even though the users act selfishly. Then, we illustrate in Fig. 3 the convergence of Algorithm I and show the average sum rate achieved by different schemes in Fig. 4 . We can see from the simulation result in Fig. 5 that, even though the derived sufficient condition in Theorem 2 is not satisfied, the convergence of Algorithm I can still be observed in almost all the channel realizations. In all the simulations, we set the memory factor θ = 0.6 in the process of updating t in Algorithm I. Note that, if we choose a different value of θ, the proposed Algorithm I can still outperform the equal power allocation and the TDMA protocol, which is not shown in this paper since the results are similar. Furthermore, through extensive simulations, we find that the average sum rate achieved by Algorithm I is in fact insensitive to the choice of θ.
B. Medium and High SINR Regions
In medium and high SINR regions, similar observations can be made as those in low SINR regions.
Due to the space limitations, we only illustrate in this paper the illustration of convergence of the proposed algorithms and the performance comparison in terms of the average sum rate. Specifically, the convergence of each user's rate by applying Algorithm II and the convergence of the sum rate are illustrated in the upper and lower subplots of Fig. 6 , respectively. In Fig. 7 , we show the performance comparison in terms of the average sum rate and it can be seen that the proposed Algorithm III based on the sub-optimal response can achieve almost the same average sum rate as Algorithm II, which validates the use of the approximated SINR in (22) .
Before concluding this section, we note that if the inter-user distance is sufficiently small, the interference will become a dominant factor in the receive SINR [5] and thus, it will limit the performance of the proposed algorithms. In this case, the TDMA protocol may outperform the proposed algorithms at the expense of a higher complexity in coordinating the transmissions of the source and relay nodes, which is difficult to implement in some systems, wherein there are no message exchanges or coordination possible between users.
VI. CONCLUSION
In this paper, we considered a wireless multi-user relay network, wherein the users have no access to the global CSI, and derived distributed power allocation algorithms within the framework of non-cooperative game theory. In contrast with conventional relay networks, simultaneous transmissions from different sourcerelay pairs are allowed. The proposed power allocation algorithms can efficiently combat the interferences generated at the destination and provide a significant gain in terms of the average sum rate based on local information only. First, we considered low SINR regions and proposed an iterative modified waterfilling algorithm. Specifically, each user updates its power allocation by multiplying the water-level by a factor on the per-subchannel basis. The existence of NE along with the sufficient condition to reach a NE was also determined. Then, by focusing on medium and high SINR regions, we proposed distributed algorithms based on both best and sub-optimal responses. Compared to the best-response based algorithm, the algorithm based on the sub-optimal response is mathematically tractable and easier to compute while incurring a negligible sum-rate performance loss. Furthermore, it can be equivalently viewed as the classic Gaussian interference channel model for which analytical sufficient conditions for the convergence to the unique NE can be readily obtained. Finally, we conducted extensive simulations to show that, in low SINR regions, the proposed modified iterative water-filling algorithm can yield a significant gain in terms of the average rate compared to two simplified algorithms, i.e., the equal power allocation scheme and the TDMA-based protocol, while in medium and high SINR regions, both Algorithm II and Algorithm III can outperform these two simplified algorithms.
APPENDIX
First of all, before proving Theorem 2, we introduce the following lemma the proof of which was given in [19] .
Lemma 1:
The modified water-filling solution p * i = WF i (p −i ) in (8) can be expressed as the projection of [−insr i (p −i )] onto the simplex S defined as P i in (6) with respect to the weighted Euclidean norm 3 with weights t 1 = [t i,1 , t i,2 · · · t i,N ], i.e.,
We now give the main properties of the modified water-filling projection operator in (28) that will be fundamental to find the sufficient conditions for the convergence of the inner loop in Algorithm I. For notational convenience, we rewrite the projection operator, for each user i, as follows
where P i and t i are defined in (6) and (11), respectively, and
Furthermore, denote the admissible set of power allocation strategies of all the users by P = P 1 ×P 2 · · ·×P Q , and define, for each user i, the mapping T(p) = (T i (p)) i∈Ω : P → P as
Following the proof of Proposition 1 that ensures the existence of NE in the game G in low SINR regions, we can easily show that, given a fix value of t, there exists at least one equilibrium point in the iteration process in the inner loop of Algorithm I, which guarantees that the solution set to the following set of equations is always nonempty: 3 The weighted Euclidean norm with weights w = [w1, w2 · · · wN ] is defined as ||x||2,w
In [19] , the authors showed that the conventional water-filling projection operator onto a convex set satisfies the non-expansive property [25] . Now, we will formally extend the non-expansive property to the case of modified water-filling projection defined in (28), and summarize it in Lemma 2 as follows. 
Proof: It is clear that, due to the convexity of the projection, the operator projecting z ∈ R N + onto the simplex P i with respect to the weighted Euclidean norm yields a unique point, denoted by [z]
|| · || 2,t i P i , in P i that has the closet weighted distance to z. From the optimality condition [25] , we also know that, if
T ∇F (x) ≥ 0 for every y ∈ X . In particular, for some point
is the unique point in
following the optimality condition, we have
for all y ∈ P i . Now, we arbitrarily choose from R N + two vectors, x and y, and denote their projected vectors in
, respectively. It follows from (35) that
and
Then, by summing up (36) and (37), rearranging the terms and applying Cauchy-Schwartz inequality [23] , we have
Finally, Lemma 2 can be established by dividing both sides of (38) by
Our aim is to establish the sufficient conditions under which the mapping T defined in (32) is a block-contraction, based on the non-expansive property of the modified water-filling projection operator.
Specifically, we shall rigourously prove Proposition 3 in the following.
Proposition 3:
where S max and the matrix norm · ∞,mat are defined in (13) and (14), respectively, then the mapping T defined in (32) is block-contraction with modulus δ = S max ∞,mat , with respect to the block-maximum norm · t,block defined as
is the weighted Euclidean norm with the weighting vector
Proof: To prove the contraction property of the mapping T, we need to show
Given any p (1) = (p
2 · · · p
Q ) ∈ P, we define respectively, for each user i, the weighted Euclidean distances between these two vectors and their projected vectors using (32) as
and e i = p
Then, it follows that 
where (44) is due to the non-expansive property of the modified water-filling projection operator defined in (28) and G j,i is a diagonal matrix given in (31 where S max is defined in (13) . Then, by applying the maximum norm · ∞ , we obtain the following
where · ∞,mat , defined in (14) , is the matrix norm induced by the vector norm · ∞ . Finally, based on (40), (42) and (47), it follows that
for any p (1) , p (2) ∈ P = P 1 × P 2 · · · × P Q . Therefore, the mapping T is block-contraction with modulus δ = S max ∞,mat . Proposition 1.1 in [25] states that, if a mapping M : X → X is a contraction with modulus κ ∈ [0, 1) and X is a closed subset of R n , then the mapping M has a unique fixed point x * ∈ X and, furthermore, the update sequence generated by x(t + 1) = M(x(t)) converges to the fixed point x * given any initial value x(0). In Proposition 3, we have shown that, if S max ∞,mat < 1 is satisfied, then the mapping T : P → P defined in (32) is block-contraction with modulus δ = S max ∞,mat ∈ [0, 1) with respect to the blockmaximum norm defined in (40). Therefore, Theorem 2 is proved by applying Proposition 1.1 in [25] and Proposition 3. 
