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Abstract: Land use and cover change (LUCC) is important for the global biogeochemical cycle and
ecosystem. This paper introduced a change detection method based on a bi-band binary mask and an
improved fuzzy c-means algorithm to research the LUCC. First, the bi-band binary mask approach
with the core concept being the correlation coefficients between bands from different images are used
to locate target areas with a likelihood of having changed areas. Second, the improved fuzzy c-means
(FCM) algorithm was used to execute classification on the target areas. This improved algorithm
used distances to the Voronoi cell of the cluster instead of the Euclidean distance to the cluster center
in the calculation of membership, and some other improvements were also used to decrease the loops
and save time. Third, the post classification comparison was executed to get more accurate change
information. As references, change detection using univariate band binary mask and NDVI binary
mask were executed. The change detection methods were applied to Landsat 8 OLI images acquired
in 2013 and 2015 to map LUCC in Chengwu, north China. The accuracy assessment was executed
on classification results and change detection results. The overall accuracy of classification results
of the improved FCM is 95.70% and the standard FCM is 84.40%. The average accuracy of change
detection results using bi-band mask is 88.92%, using NDVI mask is 81.95%, and using univariate
band binary mask is 56.01%. The result of the bi-band mask change detection shows that the change
from farmland to built land is the main change type in the study area: total area is 9.03 km2. The
developed method in the current study can be an effective approach to evaluate the LUCC and the
results helpful for the land policy makers.
Keywords: change detection; correlation coefficient; binary mask; Voronoi distance; fuzzy c-means;
Landsat 8 OLI
1. Introduction
Land use and cover changes (LUCC) in earth’s surface alter biogeochemical and hydrological
cycles, and affect climate change and ecological balance [1]. Therefore, global and regional assessments
on LUCC are important for climate and ecosystem [2]. It is of great importance to monitor the
LUCC, for example in China where significant LUCC has happened in the last decades [3–6]. Change
detection technology for remote sensing image has been applied in many areas such as land cover/land
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use change detection [7,8], agricultural survey [9,10], urban sprawl monitoring [11,12], forest and
vegetation monitoring [13,14], wetland monitoring [15,16], water quality monitoring [17,18], disaster
evaluation [19,20] and so on [21].
Many change detection techniques have been developed, for example, post-classification
comparison (PCC), image differencing, principle components analysis, and vegetation index
differencing and so on [22,23]. Singh [24] grouped the change detection technique into two categories,
comparative analysis of independently produced classifications for different dates and simultaneous
analysis of multi-temporal data, according to the classification of image and the sequence of comparison
for the bi-temporal images. Lu [25] figured out that the image differences is the most widely used
method for change detection in algebra change detection methods. Bovolo et al. [26] used Landsat
TM5 from two temporal images to produce the multi-spectral difference images, and then used
Support Vector Domain Description (SVDD) to classify and produce the change detection maps. Ghosh
and others [27–29] used Landsat TM7 and Landsat TM5 images to produce the difference images,
and then hybridized the fuzzy c-means and Gustafson–Kessel clustering with two optimization
techniques (genetic algorithm and simulated annealing) to classify the images. Zanotta and Haertel [30]
transformed images from two temporal ones to fraction images, used the fraction images to calculate
difference image, defined change in terms of degrees of membership to the class “change”, and
produced the fuzzy change maps. Chen and Cao [31] identified edges in different images produced
from bi-temporal images, and applied Markov random field based approaches to adjust the threshold
to realize the change detection. As another most used change detection, PCC plays an important role
in change detection researches. The classification step in PCC greatly influences the final accuracy of
the change detection results [32]. Unsupervised classification, because avoids the manual intervention,
decreases the influence of the subjective factor of researchers and does not need training data, is often
chosen to execute the classification [33]. Shalaby and Tateishi [34] applied the maximum likelihood
classification method on the bi-temporal images, and post-classification change detection technique
was applied successfully. The maximum likelihood classification method has been applied on the
bi-temporal images, and obtained the change information via post-classification comparison [35,36].
Hussain et al. [22] suggested that the image differencing approach is relatively simple and easy
to interpret results. The post-classification comparison can reduce the influences from atmospheric,
sensor and local disturbance; minimize the effects of using multi-sensor images and produce the
complete matrices of change. However, there are drawbacks of these two change detection methods.
The image difference approach does not have complete matrices of change information and it is
difficult to select the optimal threshold; the same value may have different meanings depending on
the starting class [22]; and too much information would be discarded in the subtraction process [24].
Regarding the PCC method, the final accuracy depends on classification accuracy of individual images,
which can cause the accumulation of errors [22,32].
To minimize the limitations of image difference approach and improve the classification accuracy,
this paper introduced a framework for change detection, which is the combination of a bi-band binary
mask approach and an improved fuzzy c-means algorithm (FCM). It can make the most of information
about the changed and unchanged areas to produce the complete change matrices. The bi-band binary
mask approach takes account of the correlation coefficients of all corresponding bands in each image,
and then uses the coefficients to choose proper bands to calculate the difference images, which helps
to quickly identify the changed area. Finally, the improved FCM algorithm and post classification
comparison were applied to distinguish which class the pixel belongs to and produce the complete
matrix of changes. To evaluate the classification accuracy, both the improved FCM algorithm and
the standard FCM algorithm were applied on images. The bi-band binary mask was used to locate a
suspected changed area to be our target area, reducing the amount of processing data and execution
time, especially in the pixel-based unsupervised classification algorithm. Regarding the capability of
the bi-band binary mask, binary mask of the univariate and Normalized Difference Vegetation Indices
(NDVI) difference images were used to execute the same change detection procedure, and the results
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were compared. The combination of bi-band binary mask and fuzzy c-means algorithm for land-use
change detection method was applied in Chengwu County, north China.
2. Materials and Methods
2.1. Study Area
Chengwu County is located in the southwest of Shandong Province, north China (Figure 1).
Chengwu covers an area of 988.3 km2 and is found within 115◦43′57.6”E–116◦10′07.5”E, and
34◦48′21.8”N–35◦09′44.0”N. Chengwu is located in an alluvial plain of the Yellow River, thus has flat
topography. The average altitude is 45.5 m above sea level. The climate is a typical temperate climate:
four distinct seasons, sufficient rainfall, and hot in summer. Agriculture is the primary industry
of Chengwu.
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2.2. Dataset and Preprocessing 
To evaluate the performance of the proposed method, two Landsat 8 OLI datasets were 
obtained from the U.S. Geological Survey (http://glovis.usgs.gov/). A pair of near-anniversary 
images was selected to minimize the error introduced by mere seasonal differences [37]. One dataset 
is from 22 August 2015, and the other is from 1 September 2013 (WGS 84, UTM, Zone 50N, path 123, 
row 034), with a pixel size of 30 m × 30 m for the spectral bands used (Figure 2). These images were 
selected based on the acquisition time, availability and quality of the datasets for the study area. 
The images were ortho-rectified and all of the multi-spectral bands were used to aid in the 
classification of images via the improved fuzzy c-means algorithm. Through the use of ENVI 5.1 
(EXELIS VIS, Boulder, CO, USA), the radiometric calibration and FLAASH atmospheric correction 
were executed on the images, a histogram matching approach was executed on them to reduce 
differences caused by light condition and so on, which led to the difference in hue. The study area 
was subset via a shape file of Chengwu County. 
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2.2. ataset and reprocessing
To evaluate the performance of the proposed method, two Landsat 8 OLI datasets were obtained
from the U.S. Geological Survey (http://glovis.usgs.gov/). A pair of near-anniversary images was
selected to minimize the error introduced by mere seasonal differences [37]. One dataset is from
22 August 2015, and the other is from 1 September 2013 (WGS 84, UTM, Zone 50N, path 123, row 034),
with a pixel size of 30 m × 30 m for the spectral bands used (Fig re 2). These images were selected
based on the acquisition time, availability and quality of the datasets for the study area.
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mask was created and used to mask off unchanged areas in the two images. Second, the 
unsupervised classification method was executed on the changed areas on the two images. Third, 
the Post-Classification Comparison (PCC) method was applied to get the precise location of changed 
area and determine the change pattern. Fourth, the accuracy of the change detection results was 
evaluated before the final change map was determined. 
 
Figure 3. The flowchart of this study. 
The images were ortho-rectified and all of the multi-spectral bands were used to aid in the
classification of images via the improved fuzzy c-means algorithm. Through the use of ENVI 5.1
(EXELIS VIS, Boulder, CO, USA), the radio etric calibration and FLAASH atmospheric correction were
executed on the images, a histogram matching approach was executed on them to reduce differences
caused by light condition and so on, which led to the difference in hue. The study area was subset via
a shape file of Chengwu County.
2.3. Methods
is study introduces a change detection method bas d o a bi-band b na y mask approach and
an improved fuzzy c-means algorith (FCM).
There are two mportant steps of this chang detection method. One is the binary sk , w ich
were u ed to mask off unchanged areas in the bi-tempor l images, and a rough location f areas with a
likelihood of chang w re remained and considered to be the target areas; th oth r is the improved
FCM based unsupervised lassification, which was executed on target areas in the two images to help
to precisely locate changed areas in PCC.
There are several steps of this proposed change detection method (Figure 3). First, the
binary mask was created and used to mask off unchanged areas in the two images. Second, the
unsupervised classification method was executed on the changed areas on the two images. Third, the
Post-Classification Comparison (PCC) method was applied to get the precise location of changed area
and determine the change pattern. Fourth, the accuracy of the change detection results was evaluated
before the final change map was determined.
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2.3.1. Target Area Rough Location
Target area rough location was realized through the use of a bi-band binary mask. The binary
mask is derived from the bi-temporal images datasets according to the correlation parameter of each
pair of corresponding bands. The binary mask was used to mask out areas with a likelihood of having
changed. The detailed process is illustrated as Figure 4.
The correlation parameter is based on the observation that pairs of brightness values from the
same geographic area between bi-temporal image datasets tend to be highly correlated when little
change occurs, but they could be uncorrelated when big change occurs [38].
Corresponding bands refer to bands from two temporal images that share the same number of
bands, e.g., band 1 from image 1 and band 1 from image 2 constitute a pair of corresponding bands.
The correlation coefficients of each pair of corresponding bands were computed; the maximum of
correlation coefficients indicates that this pair of bands contains more information about unchanged
area than that of changed one, while the minimum indicates that this pair of bands contains more
information about changed area. The pair(s) of bands that correspond to the minimum and the
maximum value (Bmin1 and Bmin2, and Bmax1 and Bmax2) were selected to create difference images
(Dmin and Dmax), separately. Then, thresholds were selected to separate the changed areas from
unchanged areas for the difference images. The changed areas were labeled as 1 and the unchanged
areas were labeled as 0. The two binary mask datasets were created: one for the least correlated bands
(CA1) and the other for the most correlated bands (CA2). The next step is to combine these two binary
mask datasets using the logistic operator OR. The combined binary mask data were used to roughly
locate the changed areas quickly.
To evaluate the validity of this bi-band binary mask, two other binary masks (the NDVI difference
binary mask and the univariate image difference binary mask) were created to compare.
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2.3.2. The NDVI Difference Binary Mask a d Univariate Image Diffe ence B nary Mask
Vegetation change detection is an important content for change detection. NDVI is sensitive for the
vegetation change, and the NDVI differencing has been widely used for vegetation monitoring [35,36].
Considering the high vegetation coverage of the study area, the NDVI difference binary mask was
selected due to its sensitivity to vegetation change. Due to its simple and intuitive theory, the univariate
image differencing is the most widely applied change detection algorithm [33,34], and the univariate
image difference binary mask was also selected for comparison.
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The NDVI binary mask was the result of NDVI difference threshold segmentation. The NDVI
difference was calculated through the NDVI subtraction between the two images. The univariate image
differencing binary mask was the result of singe band difference threshold segmentation. Fan et al. [39]
found that when choosing single band data to calculate difference images, band 2 (0.52–0.60 µm) data
in Landsat TM image should be the first priority considering the physical characteristics. Band 2 in
Landsat TM image corresponds to band 3 (0.53–0.59 µm) in Landsat 8 OLI image. Therefore, band 3
image data of the study area were chosen to calculate the univariate difference image.
Thresholds for these two difference images were determined by trial and error.
2.3.3. Changed Area Precise Location and Change Pattern Determination
For the precise location of change area, here an improved fuzzy c-means algorithm was used
to eliminate false areas in the rough location of changed area. A post classification comparison was
executed to determine the change pattern. The flow chart is illustrated as Figure 5.
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To know the concrete From–To information of the changed areas, classifications were executed
on the bi-temporal image datasets. Here, an improved fuzzy c-means algorithm (FCM) was used
to execute an unsupervised classification. This algorithm combined the improvements put forward
by Höppner et al. [40], Kolen et al. [41] and Yang et al. [42]. Höppner et al. [40] found that some
properties of the membership functions defined in the standard fuzzy c-means are undesirable at least
in some application areas, for example the small peaks of high membership degrees are supposed to be
avoided and the membership degrees are supposed to be crisper. To solve these problems, they used
distances to the Voronoi cell of the cluster instead of the Euclidean distance to the cluster center during
membership calculation, and the result was found to be more effective, and much closer to those of
the crisp original methods. It was also less sensitive to noise and outliers. Zhu et al. [43] also proved
the feasibility of this improved FCM algorithm in their study. In mathematics, a Voronoi diagram
is a partitioning of a plane into regions based on distance to points in a specific subset of the plane.
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That set of points (called seeds, sites, or generators) is specified beforehand, and for each seed there
is a corresponding region consisting of all points closer to that seed than to any other. These regions
are called Voronoi cells. The Voronoi diagram of a set of points is dual to its Delaunay triangulation
(https://en.wikipedia.org/wiki/Voronoi_diagram).
The formulas involved in this improved fuzzy c-means algorithm are as follows:
ui,j =
1
∑ck
(
dV(xj ,pi)
dV(xj ,pk)
) 1
m−1
(1)
pi =
∑nj=1 u
m
i,jxj
∑nj=1 u
m
i,j
(2)
where xj ∈ X, j ∈ {1, . . . , n} means the datum, pi ∈ P, i ∈ {1, . . . , c} means the cluster, dE means
the Euclidean distance, dV means the Euclidean distance to the border of Voronoi cell, and ui,j means
the membership degree.
dV(x, pi) =
1
2
(d2E(x, pi)− min1≤s≤cd
2
E(x, ps)) (3)
Noteworthy is that:
∀ 1 ≤ j ≤ n :
c
∑
i=1
ui,j = 1, (4)
∀ 1 ≤ i ≤ c : ∑nj=1 ui,j > 0, (5)
When the difference of ui,j’s values in two consecutive calculation is less than a specific threshold,
the calculation will stop.
Although the improvement can solve problems listed above, it consumes more time. Here, the
improvements developed by Kolen et al. [41] and Yang et al. [42] were utilized. Kolen et al. [41]
proposed to combine the update of centers of clusters and the membership matrix. Yang et al. [42]
proposed to mark the cluster centers to distinguish them from sample points. These two methods were
found to be useful to reduce the execution time.
This research refers to the land cover classification system from 2015, and images were first
classified into eleven land use and land cover types and to identify potential classes. It is worth
noting that some spectral classes correspond to various land use and land cover types with spectral
similarities, for example grassland and farmland. Arguably, we followed previous studies [3,44,45],
in which similar spectral were assigned to one land use and land cover type, which was of more
importance for this research. Considering the local environment of the study area, the former eleven
land use and land cover types were combined into three types: farmland, built land and water.
2.3.4. Accuracy Assessment
In total, 1000 random points were created using ArcGIS toolbox 10.2 (ESRI, Redlands, CA,
USA) (Create Random Points) to evaluate the accuracy of both the classification results and the change
detection results. Random points were created separately for each kind of classification result or change
detection result, and the value of different results were masked into these points. The correctness of
every point’s value was evaluated manually.
This approach is divided into two main phases: the target area location phase and the target
area-processing phase. This study used Landsat 8 OLI images whose spatial resolution is 30 m to
execute the change detection.
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3. Results
3.1. Assessment of the Improved/Standard Fuzzy c-Means Algorithm Based Classification
To evaluate the effectiveness of the improved fuzzy c-means in image classification, two kinds
of fuzzy c-means algorithm were executed separately on image of study area of year 2015: one is the
standard one, which uses the Euclidean distances to the cluster prototypes to calculate the membership
degrees (the ED method); and the other is the improved one presented above, which use distances
to the Voronoi cell of the cluster to calculate the membership degrees (the VD method) and made
improvements to reduce the execution time. First, the images were classified to eleven land use and
land cover types; second, the same types were merged; and, third, the image was classified into three
types, built land, farmland and water (Figure 6). As stated in the Methodology, combining land
use and land cover types may be imperfect, but it has been used in previous researches and also
suitable for our research area. The results show that the VD methods produced more built land than
ED methods. Three sites were selected randomly from the images, and the detailed comparison of
these three sites confirmed that the VD methods identify much more built land than ED methods.
To examine and quantify the accuracy of the classification algorithms, 1000 checkpoints (Figure 7) were
created randomly using the toolbox in ArcGIS and the error matrixes were calculated utilizing these
points (Tables 1 and 2).
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Land Cover Type Built Land Farmland Water Total 
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Water 0 0 100 100 100.00 0.00 
Total 485 412 103 1000 
Producer’s Accuracy (%) 69.28% 99.03% 97.09% 
Omission Error (%) 30.72% 0.97% 2.91% 
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i . lassification results of land use and land cover types in Chengwu in year 2015: (a) the result
of the improved FCM; and (b) the result of the standard FCM.
Table 1. The classification error matrix of VD (Voronoi Distance) method.
Land Cover Type Built Land Farmland Water Total User’s Accuracy(%)
Commission
Error (%)
Built land 470 26 4 500 94.00 6.00
Farmland 13 387 0 400 96.75 3.25
Water 0 0 100 100 100.00 0.00
Total 483 413 104 1000
Producer’s Accuracy (%) 97.31 93.70 96.15
Omission Error (%) 2.69 6.30 3.85
Overall Accuracy (%) 95.70 Kappa Coefficient 0.93
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Table 2. The classification error matrix of ED (Euclidean Distance) method.
Land Cover Type Built Land Farmland Water Total User’s Accuracy(%)
Commission
Error (%)
Built land 336 4 3 343 97.96 2.04
Farmland 149 408 0 557 73.25 26.75
Water 0 0 100 100 100.00 0.00
Total 485 412 103 1000
Producer’s Accuracy (%) 69.28 99.03 97.09
Omission Error (%) 30.72 0.97 2.91
Overall Accuracy (%) 84.40 Kappa Coefficient 0.74
According to the error matrix, both the overall accuracy and the kappa coefficient of the VD
method are better than those of the standard one. The biggest difference between these two methods
was caused by the classification between built land and farmland. The classification results of the ED
method show that there were many misclassifications between built land and farmland, i.e., much
built land was classified as farmland. The user’s and producer’s accuracy also reflect that even the
standard algorithm can correctly classify most of the farmland, but it also mistakenly classified some
built land as farmland. The ED method’s commission error of farmland and omission error of built
land also reveal the same phenomenon.
The error matrix of VD matrix shows that both the omission error and commission error are small
and the overall accuracy is high. It shows the capability of classifying pixels into the correct classes of
this method is better than that of the standard one.
3.2. Assessment of Univariate Band/NDVI/Bi-Band Binary Masks Based Change Detection
The bi-band binary mask, NDVI binary mask and the univariate band binary mask were utilized
to execute change detection on the study area.
The univariate band binary mask used the band 3 (0.53–0.59 µm) data for calculations and the
result shows an area of 45.753 km2 land with a likelihood of change (Figure 8a). The binary NDVI
mask (Figure 8b) shows an area of 110.606 km2 land that is suspected to have some changes in the
land use and land cover types. The binary bi-band mask was derived from band 1 (0.43–0.45 µm) and
band 5 (0.85–0.88 µm) according to the correlation coefficients of each pair of band (Table 3) from the
Sustainability 2017, 9, 479 11 of 17
bi-temporal images. The result of binary bi-band mask (Figure 8c) shows that there are 165.834 km2
area that is suspected to have changes. The area of target area of the univariate band binary mask
varies greatly compared to the areas of the other two binary masks.
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Table 3. Correlation coefficients of each pair of corresponding bands for t e two temporal images.
Image 2015
Image 2013
Band 1 Band 2 Band 3 Band 4 Band 5 Band 6 Band 7
band 1 0.796
band 2 0.814
band 3 0.830
band 4 0.848
band 5 0.969
band 6 0.882
band 7 0.868
Through the information masked from the bi-temporal images by the binary masks, the change
information was obtained utilizing the method presented before (Figure 9). The accuracy of those two
methods is presented in Table 4.
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Table 4. The accuracy of the change detection result. 
Land Cover Change Types X → Y 1 Overall Accuracy (%) 
Band 3 Mask NDVI Mask Bi-Band Mask 
Built land → Farmland 85.71 100.00 100.00 
Built land → Water 45.45 63.64 72.73 
Farmland → Built land 88.24 88.68 94.12 
Farmland → Water 50.00 66.67 66.67 
Water → Built land 0.00 72.73 100.00 
Water → Farmland 66.67 100.00 100.00 
Average accuracy (%) 56.01 81.95 88.92 
1 X → Y means the land cover type changed from X to Y from 2013 to 2015. 
 
Figure 9. Change detection results: (a) the univariate band binary mask method; (b) the NDVI binary 
mask method; and (c) the bi-band binary mask method. 
The overall accuracy of the bi-band mask method (88.92%) is a little higher than that of the 
NDVI mask method (81.95%), and much higher than the univariate band binary mask’s (56.01%). 
The statistics information about the change detection results of these three methods in Table 5 
shows that the three change detection results differs in some ways. The main changes are between 
built land and farmland, but the total areas are also different. The order of total area detected by the 
three methods is: NDVI > Bi-band > Univariate band. 
Table 5. Comparison of change detection results of these three methods. 
Land Cover Change Types 
Area (km2)
Band 3 Mask NDVI Mask Bi-Band Mask 
Built land → Farmland 2.07 1.94 5.45 
Built land → Water 0.11 0.23 0.11 
Farmland → Built land 15.51 19.01 13.89 
Farmland → Water 0.01 0.06 0.14 
Water → Built land 0.00 0.16 0.28 
Water → Farmland 0.06 0.00 0.08 
Total area of detected 17.76 21.42 19.94 
Built land Changed 13.33 17.00 8.60 
Farmland Changed −13.39 −17.12 −8.49 
Water Changed 0.06 0.12 −0.12 
By checking the results of these three methods, there are three sites where the largest 
differences were found between the univariate band mask and the bi-band mask (site 1, site 2 and 
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Table 4. The accuracy of the change detection result.
Land Cover Change
Types X→ Y 1
Overall Accuracy (%)
Band 3 Mask NDVI Mask Bi-Band Mask
Built land→ Farmland 85.71 100.00 100.00
Built land→Water 45.45 63.64 72.73
Farmland→ Built land 88.24 88.68 94.12
Farmland→Water 50.00 66.67 66.67
Water→ Built land 0.00 72.73 100.00
Water→ Farmland 66.67 100.00 100.00
Average accuracy (%) 56.01 81.95 88.92
1 X→ Y means the land cover type changed from X to Y from 2013 to 2015.
The overall accuracy of the bi-band mask method (88.92%) is a little higher than that of the NDVI
mask method (81.95%), and much higher than the univariate band binary mask’s (56.01%).
The statistics information about the change detection results of these three methods in Table 5
shows that the three change detection results differs in some ways. The main changes are between
built land and farmland, but the total areas are also different. The order of total area detected by the
three methods is: NDVI > Bi-band > Univariate band.
Table 5. Comparison of change detection results of these three methods.
Land Cover Change Types
Area (km2)
Band 3 Mask NDVI Mask Bi-Band Mask
Built land→ Farmland 2.07 1.94 5.45
Built land→Water 0.11 0.23 0.11
Farmland→ Built land 15.51 19.01 13.89
Farmland→Water 0.01 0.06 0.14
Water→ Built land 0.00 0.16 0.28
Water→ Farmland 0.06 0.00 0.08
Total area of detected 17.76 21.42 19.94
Built land Changed 13.33 17.00 8.60
Farmland Changed −13.39 −17.12 −8.49
Water Changed 0.06 0.12 −0.12
By checking the results of these three methods, there are three sites where the largest differences
were found between the univariate band mask and the bi-band mask (site 1, site 2 and site 3), and
three sites with the largest differences between the NDVI mask and the bi-band mask (site 4, site 5 and
site 6), as shown in Figure 10. Site 1, site 3, site 4 and site 6 illustrate change information detected by
bi-band mask method and not detected by the univariate band mask or the NDVI mask method. Site 2
and site 5 illustrate the contrary situation, meaning detected by univariate band mask or NDVI mask
method but not detected by bi-band mask method.
It can easily be found that the result of site 2 in univariate band mask, site 3 and site 6 in bi-band
mask consistent with the field observation, and the other were false alarms. The result of site 1/site 4
was caused by the cloudlet contained in the image, which was only detected by the bi-band mask. The
bi-band mask was influenced by cloudlet and regarded it as changed area, and the classification could
not distinguish it from built land, resulting in the wrong detection. The result of site 5 was detected by
the NDVI mask method only; the land cover type was changed from built land to farmland, and since
NDVI is sensitive to plants change, it incorrectly regard it as changed area. The result of site 2 in the
univariate band mask was true, while some of it was omitted in the bi-band mask.
Revising the wrong result in site 1 and site 2 in the bi-band mask change detection result, the
change information of our study area is shown in Figure 11 and Table 6.
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those of the standard fuzzy c-means based one (84.40%/0.74). The improved one can distinguish 
built land and farmland well, while the standard one cannot. The producer’s accuracy of the built 
land classified using the improved one is 97.31%, while that of the standard one is 69.28%. The user’s 
accuracy of the farmland classified using the improved one is 96.75%, while that of the standard one 
is 73.25%. 
With the help of the binary mask, many data were masked out, which largely reduced the 
amount of data needed to be processed. This binary mask approach can also apply on high 
resolution images that have a much more data to be processed, it would be helpful to reduce the 
workload and save the processing time. 
Although the accuracy was improved, there are still some defects that need to be improved. (1) 
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Table 6. The statistics of land cover change information extracted using bi-band mask.
Land Cover Change Types Area (km2)
Built land→ Farmland 5.28
Built land→Water 0.11
Farmland→ Built land 14.14
Farmland→Water 0.14
Water→ Built land 0.28
Water→ Farmland 0.08
Total area of detected 20. 2
Built land Chang d 9.03
Farmland Changed −8.92
Water Changed −0.12
Sustainability 2017, 9, 479 14 of 17
The main changes of land cover happened between built land and farmland. Particularly, the
change from farmland to built land is the largest one (14.14 km2). Although part of the built land
converted to farmland and water, the results manifest the increase of built land and the decrease of other
land cover types in general. Totally, the area of built land increased by 9.03 km2, farmland decreased by
8.92 km2 and the water decreased by 0.12 km2 during the research period. This urbanization process is
similar to many cities in China [46–48].
4. Discussion
The change detection method proposed in this study proved to be effective, the accuracy of the
change detection results of this method is high, and the workload was largely reduced by taking
advantage of the binary mask; a more accurate information about the land cover/land use type was
achieved using the improved fuzzy c-means algorithm
The overall accuracy of the bi-band binary mask is 88.92%, higher than that of the univariate band
mask approach (56.01%) and the NDVI mask approach (81.95%). The overall accuracy and the kappa
coefficient of the improved fuzzy c-means based classification (95.70%/0.93) are higher than those of
the standard fuzzy c-means based one (84.40%/0.74). The improved one can distinguish built land
and farmland well, while the standard one cannot. The producer’s accuracy of the built land classified
using the improved one is 97.31%, while that of the standard one is 69.28%. The user’s accuracy of the
farmland classified using the improved one is 96.75%, while that of the standard one is 73.25%.
With the help of the binary mask, many data were masked out, which largely reduced the amount
of data needed to be processed. This binary mask approach can also apply on high resolution images
that have a much more data to be processed, it would be helpful to reduce the workload and save the
processing time.
Although the accuracy was improved, there are still some defects that need to be improved.
(1) The improved fuzzy c-means algorithm proved useful in image classification and change detection
in this study, and the accuracy of the classification results (Table 1) were better than the standard
fuzzy c-means algorithm (Table 2). Nevertheless, it was only tested in our study area where the land
cover type is simple; in other sites where the land cover type is complex, the classification effects of
this algorithm need to be further tested. In addition, the accumulation error that would cause by the
classification accuracy cannot be completely avoided. (2) Binary mask can help to reduce the data
needed to be processed, but it can also bring some side effect such as ignoring neighborhood pixels, i.e.,
the neighborhood information of some pixels is unused, and this can probably cause some mistakes
in the classification phase. (3) In this study, the threshold of bi-band difference image, univariate
band difference image and the NDVI difference image were determined by trial and error, which
greatly hindered the automation of this change detection method. (4) In our study area, it appears
that the bi-band binary mask method cannot completely reduce the influence of the cloudlet, so care
should be taken for the authenticity of the change detection result if one or both of the images contain
cloud. (5) Similar to some other change detection methods, this approach was also affected by the
variance in phenology [21,37,49]. The bi-band mask, NDVI mask or univariate band mask all require
the phenology variance between the two periods to be smallest, otherwise it would be hard for this
approach to handle the change detection.
Selecting the threshold through trial and error greatly hindered the automation. Singh [24]
mentioned that the selection of the best threshold level should usually be associated with a prior
knowledge about the scene or visual interpretation. Although it is difficult to select an appropriate
threshold automatically, we will try to find an automatic way to solve this problem in the future work.
The overall accuracy was high, but there are still shortages, such as the omission of some changed areas,
which should be further studied to improve the performance in the future work. The accumulation
error is inevitable; what we can do here is choose the classification method that can get the more
accurate classification results.
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5. Conclusions
The developed approach is divided into two phases: the target area location phase and the target
area-processing phase. The bi-band binary mask was used to locate the suspected changed area to
be our target area, reducing the amount of processing data and execution time, especially in the
pixel-based unsupervised classification algorithm. The improved fuzzy c-means algorithm provided
more accurate classification results. This study used Landsat 8 OLI images with spatial resolution of
30 m to execute the change detection. The change detection approach can not only help us locate the
suspected changed area, but also get the detailed change information. The bi-band mask technique
not only reduces the workload, but also provides as much information as possible about the changed
area. The improved fuzzy c-means algorithm based unsupervised classification can avoid the manual
intervention and decrease the influence of the subjective factor of researchers and it is less sensitive to
noise, more time-saving, and the overall accuracy is high.
The combination of bi-band binary mask and fuzzy c-means algorithm for land-use change
detection method was applied in Chengwu County, north China. The classification accuracy of
this improved fuzzy c-means algorithm (95.70%) is better than that of the standard one (84.40%).
In conclusion, the experimental results obtained on the bi-temporal remote sensing images demonstrate
the effectiveness of the proposed method, and it could be applied in regional change detection.
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