Abstract. This article deals with problems related to efficient sensor placement in linear time-invariant discrete-time systems with partial state observations. The output matrix is assumed to be constrained in the sense that the set of states that each output can measure are pre-specified. Two problems are addressed assuming purely structural conditions at the level of only the interconnections between the system being known. 1) We establish that identifying the minimal number of sensors required to ensure a desired structural observability index is NP-complete. 2) We propose an efficient greedy strategy for selecting a fixed number of sensors from the given set of sensors in order to maximize the number of states structurally observable in the system. We identify a large class of systems for which both the problems are solvable in polynomial time using simple greedy algorithms to provide best approximate solutions. An illustration of the techniques developed here is given on the benchmark IEEE 118-bus power network, which has ∼ 400 states in its linearized model.
Introduction
Controllability and observability have been regarded as important properties of controlled dynamical systems since the seminal work of Kalman [Kal60] . In the past few decades, due to the increasing size and complexity of the dynamical systems around us, the analysis of controllability and observability of systems has gained prominence and led to a variety of studies. Examples include analysing the dynamics of power grids that span countries, understanding the chemical pathways of complex reactions in the human brain, etc [Her13, Kat11, NBW06] . Various methods have been developed for the regulation and observation of such large-scale networks, with noteworthy techniques proposed in [PKP + 16, PBP15] for regulation of brain and neural networks and [OMM10] for the control of biological systems.
On the one hand, the ever-increasing demand for low-cost control and quick reconstruction of past states from the observations for large-scale systems has brought to the foreground the problem of identifying a subset of the states with fewest elements that are required to "efficiently" control or observe these systems assuming exact knowledge of the system parameters. This problem may look deceptively simple, but it is a computationally difficult one: Indeed, it was proved in [Ols14] that the problem of finding precisely the smallest number of actuators to make a linear system controllable is NP-hard. In fact, it can be demonstrated that even approximating the minimum number of states to which actuators are directly attached within a multiplicative factor of log d is NP-hard, where d is the number of states in the system; an analogues statement holds for observability. On the other hand, it is imperative to control large scale systems such as power networks with the knowledge of only the interconnections among the states of the dynamical system because of ubiquitous modeling uncertainties and system parameters that are prone to drift over time due to ageing or structural alterations, etc. In this situation, it is still possible to address crucial system theoretic problems involving controllability and observability using tools from structural systems theory. Recall that structural systems theory deals with system-theoretic properties that depend only on the interconnections between the system states, inputs, and outputs. The locations of fixed zeroes in the system, input, and output matrices of a linear system provide crucial information about controllability, observability and other system-theoretic properties. The literature on structural system theory is comprehensive, the key concepts having been explored in several articles, e.g., [Lin74, LSB11, Ols15, PKA16] . We resort to structural system theory to deal with certain problems related to structural observability. Throughout this article we assume that the output matrix and the set of states that each output can measure are known a priori.
Most systems in the real world admit only partial state observations, and one of the central problems in systems theory is the efficient recovery of the actual system states from the observations. In this connection, it is essential to understand how quickly the states can be recovered from the observations of a discrete-time linear system. The observability index characterises this property and determines the minimum number of iterations required to fully reconstruct the states of a discrete-time linear control system. The definition of structural observability index was introduced in [Mor82] , and various methods required for its computation were proposed in [SDT97] . Therefore, we focus on addressing the problem of determining the minimal number of sensors/outputs required to guarantee a desired bound on structural observability index when the output matrix and the set of states to which each output is connected are pre-specified. This is the minimal sensor placement problem. We also address this problem when a "forbidden set" of states is given: the forbidden set consists of the subset of states that cannot be directly connected to any output. Recently, [SH13] provided bounds on the (controllability and) observability index for structured linear systems by employing graph-theoretic techniques, and it was proved in [Roc14] that the problem of identifying the minimum number of states to be connected to distinct outputs to ensure a specific bound on structural observability index is NP-complete.
Alongwith the minimal sensor placement problem we address the problem of identifying a fixed number of outputs from the given set of outputs so that maximum number of states are structurally observable in the system. This is the cardinality constrained sensor placement problem. This particular problem becomes relevant when the permissible number of outputs may not be adequate to observe the entire system. Therefore, we need a design strategy to select outputs in such a way that maximum number of states are structurally observable in the system.
In the case of small-scale networks, it is possible to solve both of the above problems by brute force, i.e., testing all possible sensor placement combinations. However, in the case of large-scale networks, testing all the combinations and identifying the subsets of sets to fulfil the objectives constitutes a hard combinatorial problem. For a simple illustration, consider the IEEE 118-bus network, for which the output matrix is typically taken to be the identity matrix I d , where d is the number of states in the dynamical model of IEEE 118-bus network which, in this case is 407.
1 Clearly, finding brute-force solutions to the problems discussed above involves testing all the possible subsets of 407 states, which is quite impossible.
Let us precisely state the problems considered in this article. Given a set of states and sensors/outputs, we consider two problems:
(1) Minimal sensor placement problem: The determination of the minimal number of sensors that is essential to guarantee a specific given bound on the structural observability index of the system. We also consider a more general version of this problem by considering a "forbidden set" of states, consisting of those states that are not directly connected to any output. (2) Cardinality constrained sensor placement problem: The selection of a fixed number of sensors from the available set of sensors to maximize the number of states that can be structurally observable in the system.
We identify mild condition under which both the problems are solvable in polynomial time (in the dimension of states and outputs) using simple greedy algorithms.
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The advantage of greedy algorithms is that they provide a suboptimal solutions of our hard combinatorial optimization problems in reasonable times.
The key contributions of this article are as follows:
• We propose a polynomial time greedy algorithm for solving the minimal sensor placement problem and provide a solution that approximates up to multiplicative factor of O(log d), where d is the number of states in the system. • We extend the minimal sensor placement problem by considering a "forbidden set" of states and provide an approximate solution for it.
• A greedy algorithm to solve the cardinality constrained sensor placement problem with an approximation ratio of (1 − 1/e) is proposed here.
• The above sensor-placement problems being NP-complete, these are the best possible results that can be obtained via greedy algorithms and at the level of generality considered here.
The rest of this article unfolds as follows: §2 reviews certain concepts and results from discrete mathematics that will be used in this article. The precise problem statements and our main results for approaching the problems at hand to sensor placement are presented in §3. An illustrative benchmark example of an IEEE 118-bus power network is presented in §4. We conclude with a summary of this article and a set of future directions in §5.
Preliminaries
The notations employed here are standard: We denote the set of real numbers by R, the positive integers by N ⋆ , and let [n] := {1, 2, . . . , n} for n ∈ N ⋆ . Given a set X, we denote by |X| its cardinality. For sets X and Y , X \ Y represents the elements belonging to X and not to Y . If A ∈ R n×n is a matrix, then A ij represents the entry located at ith row and jth column, and A(J) denotes the |J| × n submatrix of A obtained by retaining the rows in J for J ⊂ [n]. We denote by I n the identity matrix of dimension R n×n and I(J) as the submatrix of the identity matrix obtained by retaining the rows in J for J ⊂ [n].
1 The linearized model of IEEE 118-bus power network is explained in §4. 2 See §3, Assumption 3.4.
2.1. System description. Consider a linear time-invariant system (2.1)
where x(t) ∈ R d are the states and y(t) ∈ R p are the outputs at time t, and A ∈ R d×d and C ∈ R p×d are the given state and output matrices respectively. The system (2.1) is completely described by the pair (A, C), and we shall interchangeably refer to (2.1) and (A, C) in the sequel.
As stated in the introduction, in our analysis the precise numerical values of the entries of A and C will not matter, but the information about the locations of fixed zeros in A and C is necessary. For any matrix R, the sparsity matrix of R is defined as a matrix of same dimension as R with each entry as either a zero or a star, denoted by ⋆. Each nonzero entry in R is represented by ⋆ and zero entry in R is represented by 0 in its sparsity matrix. A numerical realisation of R is obtained by assigning nonzero numerical values to the star entries of the sparsity matrix of R. Let A ∈ {0, ⋆} d×d and C ∈ {0, ⋆} p×d represent the sparsity matrices of the system and the output matrices. [A] be the collection of all matrices of the same dimension and structure/sparsity as A. 
where V = A ⊔ C and E = E A ⊔ E C , and ⊔ represents the disjoint union. In simple words, E A symbolizes the set of edges between the state vertices, and E C symbolizes the set of edges from the state vertices to the output vertices in the graph G(A, C). In a similar manner, we can define G(A) = (A, E A ) as a directed graph with vertex set A and edge set considering the edges between the state vertices. For U ⊂ A ⊔ C, the induced subgraph to U consists of U and all the edges whose endpoints are contained in U . Therefore, G(A) is the induced subgraph of G(A, C) to A. Note that the sparsity matrix of A and C are utilized to obtain a directed graph G(A, C).
Note that the vertices need not have to be distinct. The length of the walk is defined as the number of edges it contains. If a directed walk from v 1 to v k of length ℓ exists then it is denoted by v 1
Definition 2.1. For the directed graph G(A, C) corresponding to the system (2.1) and a subset S ⊂ A, the out-neighbourhood of S is the set
Each vertex in N + (S) is termed as an out-neighbour of S. The directed graph G(A, C) is said to have a contraction if there exists a set S ⊂ A such that |N + (S)| < |S|.
A fundamental connection between the system theoretic property of structural observability and certain structural/sparsity properties of G(A, C) is given by 
Theorem 2.3. [Wes96, p. 109] A matching M in a bipartite graph H is a maximum matching in H if and only if H has no M -augmenting path.

4
A maximum matching M can be found in In a similar manner as above, any matrix W ∈ R m×n can be represented by an undirected bipartite graph 2.2. Structural observability index. We catalogue some important notions specific to structural observability index.
The observability index µ(A, C) of (2.1) is given by
The observability index µ(A, C) is the minimum number of iterations required to recover/determine uniquely the initial state x 0 . In other words, x 0 may be obtained by left-inversion in the linear equation
The k-step observability matrix associated with the pair (A, C) is given by
The structural counterpart of the observability index as defined in (2.2), namely, structural observability index, is defined as 
is, therefore, the set of states that are observable from output i in exactly k steps. If the output i is directly connected to some v j ∈ A, i.e., v j
We also say that the state vertex v j admits output i. Therefore, for k ≥ 2 we have the iterative description [ℓ] be the output-sets up to iterations ℓ associated with the output vertices C. A bipartite graph B(A ⊔ Z(C), E) is where the vertices of A and vertices corresponding to Z(C) forms a partition and Fig. 2; here Z = {Y i (k)} i∈C,k∈ [3] is the set associated with the output vertices in C. Figure 2 . Illustration of the digraph G(A, C) and the bipartite graph B(A ⊔ Z(C), E), where Z = {Y i (k)} i∈C,k∈ [3] , associated with the output vertices C = {1, 2}, defined in Definitions 2.5 and 2.6.
We need a little digression into properties of submodular functions:
2.3. Submodular functions. Let V be a finite set, and let 2 V denotes the collection of all subsets of V .
Intuitively, this property implies that adjoining an element v to the set S results in a larger increment in f than adding v to a superset T of S [Lov83] . Let V be a finite set, let h : 2 V → R be a non-decreasing submodular function, and let n ∈ N ⋆ . Consider the optimization problem (2.5)
The optimization problem (2.5) deals with finding a set ∆ of smallest cardinality such that the constrain h(∆) ≥ n is satisfied.
The following greedy Algorithm 1 has been proposed for providing an approximate solution of (2.5), for which the subsequent theorem holds.
Algorithm 1: Approximate solution to Problem (2.5).
Input: h, n Output: Approximate solution ∆ * to Problem (2.5) 
, where h(∆ k−1 ) denotes the value of h at the (k − 1)th iteration.
Under the assumptions of problem (2.5), we consider a second optimization problem:
where r is a positive integer. In other words, (2.6) selects an at most r-element subset of V that maximises h. Algorithm 2 will be utilized in the subsequent theorem that provides an approximate solution of (2.6). 
In the next section we provide the exact problem statements and approximation algorithms to obtain a solution of the problems dealt in the sequel.
Sensor placement Problems
In this section we address the problems related to the efficient placement of sensors/outputs in a linear time-invariant system as defined in (2.1). Specifically, we deal with: minimal sensor placement problem and cardinality constrained sensor placement problem. Recall that for a matrix W , W (J) denote the |J|×d submatrix of W obtained by retaining the rows in J.
3.1. Minimal sensor placement problem. In this subsection we consider the problem: Given A ∈ R d×d , C ∈ R p×d , and
where C(J) is the submatrix of the output matrix C obtained by retaining the rows corresponding to output vertices in J. (P 1 ) determines the minimal number of outputs required from the set of available outputs to ensure a desired structural observability index ℓ.
The following is a special case of (P 1 ):
where I(L) is the submatrix of the identity matrix I d obtained by retaining the rows corresponding to output vertices in L. (P 2 ) determines the minimal number of state variables that must admit output so as to ensure that the structural observability index of the system (2.1) is at most ℓ. It was proved in [Roc14] that an instance of the SET COVER is polynomially transformed to an instance of (P 2 ). It means that each step required to transform an instance of SET COVER to an instance of (P 1 ) takes polynomial time. The overall procedure also takes polynomial time. Since (P 2 ) is in the complexity class NP and the SET COVER is NP-hard, (P 2 ) is NP-complete [CLRS09, Lemma 34.8]. Specifically, for parameters A and C = I d a solution to (P 1 ) provides in particular, a solution to (P 2 ). Therefore, (P 1 ) is at least as difficult as (P 2 ), which is known to be NP-complete.
Theorem 3.1. (P 1 ) is NP-complete.
Remark 3.2. Let n 1 denote the minimum number of outputs needed such that the resulting structural observability index is at most ℓ and n 2 denotes the minimum number of state variables to admit output to ensure an upper bound of ℓ on the structural observability index of the system (2.1). Then n 1 ≤ n 2 . In other words, the minimum number of outputs required is always at most the minimum number of state variables needed to ensure a desired structural observability index.
The following result characterises a pair (A, C) with specified structural observability index. Here we impose the following assumption to find approximation algorithm for solving (P 1 ).
Assumption 3.4. Throughout it is assumed that each state vertex has a self loop in the graph G(A). Consequently, the resultant G(A, C) has no contraction.
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Before solving (P 1 ), we define the function Ξ : 2 C → R by where Z(S) = {Y i (k)} i∈S,k∈ [ℓ] and B(A ⊔ Z(S), E) are defined in Definition 2.6. 
By the definition of Ξ(·) it is clear that for S ⊂ T ⊂ C, Ξ(S) ≤ Ξ(T ). Therefore, Ξ(·) is a monotone non-decreasing function.
Let S ⊂ T ⊂ C, and suppose that v / ∈ T . To show that Ξ(·) is submodular it is enough to establish that takes value 1 if the system (A, C) is observable and µ(A, C(S)) ≤ ℓ, and 0 if no state variable is observable with µ(A, C(S)) ≤ ℓ. Based on Definition 3.1, a new version of (P 1 ) is introduced:
Remark 3.6. There always exists at least one S meeting the condition Ξ(S) ≥ d, namely, the set S = C; in other words, (P ′ 1 ) is always feasible. (3.1) . Suppose that Assumption 3.4 holds. Then S * is an optimal solution of (P 1 ) if and only if S * is an optimal solution of (P ′ 1 ).
Proof. We prove that an optimal solution of (P 1 ) is an optimal solution of (P ′ 1 ) and vice-versa.
We assume that S * is an optimal solution of (P 1 ). By Assumption 3.4, G(A) has a perfect matching. Consequently, condition (b) of Theorem 3.3 is always satisfied irrespective of the output matrix C. Suppose S * is not an optimal solution of (P [ℓ] . Hence, condition (a) of Theorem 3.3 is also satisfied with µ(A, C(L)) ≤ ℓ. This contradicts the assumption that S * is an optimal solution of (P 1 ) and completes the proof that S * is also an optimal solution of (P ′ 1 ). In the similar manner we can prove that if S * is an optimal solution of (P ′ 1 ), then S * is an optimal solution of (P 1 ).
Submodularity of Ξ(·) enables us to provide a greedy algorithm to find an approximate solution to (P 1 ). 
The following theorem depicts how close the solution obtained by the greedy Algorithm 3 is from the optimal solution of (P 1 ):
Theorem 3.8. Let S ′ be an optimal solution of (P 1 ). If Algorithm 3 terminates after step k so that |S * | = k, then
Proof. Theorem 2.10 asserts that the greedy algorithm for solving minimization problems of the form min{|S| Ξ(S) ≥ d}, where Ξ(·) is a non-decreasing submodular function, returns a set S * satisfying
, where S k−1 is the set obtained in the (k − 1)th iteration of the greedy Algorithm 3. Since Ξ(∅) = 0, Ξ(C) = d, and Ξ(S k−1 ) < d, we have
.
The value of Ξ(S k−1 ) can be at most (d − 1) in the (k − 1)th iteration. Therefore, an immediate bound for the right hand side of (3.3) is
Remark 3.9. In the worst case, Algorithm 3 will not terminate until S = C, i.e., p iterations. Each iteration requires O(d 4 ) computations. Therefore, the total runtime is O(pd 4 ). This is the best bound any polynomial time algorithm can achieve assuming P = NP. Note that this is a worst-case bound; Algorithm 3 often performs much better than the above bound in practice, as the numerical experiments in §4 demonstrate.
3.2. Minimal sensor placement problem with forbidden set. A set of state vertices F ⊂ A is termed as forbidden if the vertices in F are not allowed to admit any output. Let F be the set of output vertices in C which are directly connected to one of the state vertices in F . Let (P 1 ) is altered by including a forbidden set F and the set of vertices F which are not allowed in the solution of (P 1 ). The exact statement is: Remark 3.10. Given a set F , verification of whether a solution of (3.4) is likely to exist or not is done by considering the bipartite graph B(A ⊔ Z(C \ F), E), where
, then a solution is guaranteed to exist.
Since (P 2 ) is a special case of (P 1 ), the results and algorithms discussed above are applicable to provide a solution for (P 2 ).
3.3. Cardinality constrained sensor placement. We address the problem that involves selecting a set of S output vertices of cardinality at most r (1 ≤ r ≤ p) such that the maximum number of state vertices are observable from S in the graph G(A). We define the function Ξ ′ : 2 C → R by where S ⊂ C and Z(S) = {Y i (k)} i∈S,k∈ [d] .
For S ⊂ C, Ξ ′ (S) determines the maximum number of state vertices observable from S with the condition that the structural observability index is at most d, i.e., µ(A, C) ≤ d. Here we aim to optimally place the outputs such that maximum number of state vertices are observable from S. Based on Definition 3.5 of Ξ ′ (S), the problem of selecting up to r output vertices is given by
where i ≤ r ≤ p. Although maximizing a submodular function Ξ ′ (·) is a NPhard problem, there exists efficient greedy algorithms for providing an approximate solution for (P 3 ). 
go to step 2 8 end 9 end while 10 return S * ; exit
The following theorem depicts how close the solution obtained by the Algorithm 4, is from the optimal solution of (P 3 ): Theorem 3.11. LetŜ be an optimal solution of (P 3 ), and let S * be the set returned by Algorithm 4. Then
Proof. Theorem 2.11 asserts that for any monotone non-decreasing submodular function Ξ ′ (·), the greedy algorithm returns a set satisfying
Remark 3.12. Without loss of generality, Assumption 3.4 can be relaxed to a weaker condition of having a perfect matching in the graph G(A), e.g., the Kautz digraph K(r, n) has a perfect matching for n ≥ 2. 6 Under this weaker assumption also, all the results and algorithms discussed are applicable to provide a solution for (P 1 ) and (P 3 ). 
Illustrative example
In this section we provide an illustration of our results in the context of a benchmark electrical power grids, namely, the IEEE 118-bus system.
The IEEE 118-bus system corresponds to an electric power grid composed of
• 118 buses; • 53 power generators and, • 65 power loads, coupled through network interconnections.
We adopt the cyber-physical model of the generators and loads proposed in [IXKM10] , where the linear system is obtained via linearization at the nominal operating point. The corresponding digraph G(A) is shown in Fig. 3 . The total number of vertices in G(A) is 407 and the total number of directed edges is 920. Real power consumed by load Let us assume that generator i and load j are connected to each other by a transmission line (i, j), represented in the form of a digraph in Fig. 4 . The frequency component of bus i, i.e., w Gi affects the dynamics of the power component of bus j, i.e., P Lj , and vice-versa. This implies that there exist outgoing edges from the frequencies of the components into the powers of the components in the neighbouring buses. of the system. If the structural observability index is small, the number of outputs required to obtain a certain structural observability index is quite large, which is natural. However, beyond a certain threshold of the structural observability index, the number of required outputs remains unchanged, i.e., the required number of outputs stays at 14 after the structural observability index crosses 30.
Similarly, we provide an approximate solution of the cardinality constrained sensor placement Problem (P 3 ) by using Algorithm 4. Fig. 6 depicts the variation in the number of states observable in the system as the permissible number of outputs changes. Fig. 6 portrays that the number of states observable in the graph G(A) increases with the permissible number of outputs. If the number of outputs permitted is small, the number of states observable is quite small, which is natural. However, beyond a certain threshold of the permissible number of outputs, i.e., in this case 14, all the vertices in G(A) are observable. 
Concluding remarks
In this article we have addressed and solved two problems of optimal sensor placement in linear systems associated with the observability of the system, namely, the minimal sensor placement problem and the cardinality-constrained sensor placement problem. Both are, in general, hard combinatorial optimization problems. However, this fact does not preclude the existence of classes, where it is possible to determine solutions efficiently. In fact, we provided simple greedy algorithms that have polynomial complexity (in the dimension of states and outputs,) to solve these problems under a mild assumption on the structure of the system. The problems being NP-complete, these are the best possible results at the level of greedy algorithms and the level of generality considered here. By standard duality argument, all the results have analogous counterparts and interpretation for controllability and actuator placement. Future research involves determining interesting subclasses where the current problems can be solved efficiently, and identification of vulnerable connections between the states in the system whose deletion leads to sudden jumps in the observability index of the system.
