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On the Gaussian limiting distribution of lattice points
in a parallelepiped
Mordechay B. Levin
Abstract
Let Γ ⊂ Rs be a lattice obtained from a module in a totally real al-
gebraic number field. Let R(θ,N) be an error term in the lattice point
problem for the parallelepiped [−θ1N1, θ1N1]×· · ·× [−θsNs, θsNs]. In
this paper, we prove that R(θ,N)/σ(R,N) have Gaussian limiting
distribution as N → ∞, where θ = (θ1, ..., θs) is a uniformly dis-
tributed random variable in [0, 1]s, N = N1 · · ·Ns and σ(R,N) ≍
(logN)(s−1)/2. We obtain also a similar result for the low discrepancy
sequence corresponding to Γ.
Key words: lattice points problem, low discrepancy sequences, totally real algebraic
number field, central limit theorem.
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1 Introduction.
1.1. Preliminaries. In 1992, J. Beck (see [Be1]-[Be3]) discovered a very surprising phe-
nomena of randomness of the sequence {n√2}n≥1 and the lattice {(n, n
√
2+m)|(n,m) ∈
Z2} :
vol
(x, y, z) ∈ [0, 1)
3 :
[xN ]∑
n=0
(χ([0, y), {n√2 + z})− y)
c1
√
logN
< t
→ Φ(t) =
1√
2π
∫ t
−∞
e−u
2/2du
as N → ∞, where χ([0, y), v) is the indicator function of [0, y), c1 > 0 and {v} is the
fractional part of v.
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According to [Be2, p.41], the generalizations of this results to the multidimensional
case for a Kronecker’s lattice {(n, nα1 +m1, ..., nαs−1+ms−1) | (n,m1, ..., ms−1) ∈ Zs} is
very difficult because of the problems connected to Littlewood’s conjecture:
lim
n→∞
n≪ nα≫≪ nβ ≫= 0
for all reals α, β, where ≪ x≫= min({x}, 1− {x}).
In this paper, in order to avoid these problems, we consider a lattice Γ obtained from
a module in a totally real algebraic number field. We prove the Central Limit Theorem
for the number of points in a parallelepiped. We obtain also a similar result for low dis-
crepancy sequences corresponding to Γ (see [Le2]). Results of this paper were announced
in [Le1], [Le2]. For related questions and generalizations, see [Le3]. In a forthcoming
paper, we will generalize results from [Be2] to the cases of s-dimensional Halton’s se-
quences (for 1-dimensional case see [LeMe]), (t, s)-sequences, and admissible lattices (see
the definition below).
1.2. Lattice points.
Let O ⊂ Rs be a compact region, vol O the volume of O, tO the dilatation of O
by a factor t > 0, and let tO + x be the translation of tO by a vector x ∈ Rs. Let
Γ ⊂ Rs be a lattice, i.e., a discrete subgroup of Rs with a compact fundamental set Rs/Γ,
det Γ=vol(Rs/Γ). Let
N (O,Γ) = card(O ∩ Γ) =
∑
γ∈Γ
χ(O,γ) (1.1)
be the number of points of the lattice Γ lying inside the region O, where we denote by
χ(O,γ), γ ∈ Rs, the indicator function of O. We define the error R(O+x,Γ) by setting
N (O + x,Γ) = volO(det Γ)−1 + R(O + x,Γ). (1.2)
Let Nm(x) = x1x2 . . . xs for x = (x1, . . . , xs). The lattice Γ ⊂ Rs is admissible if
Nm Γ = inf
γ∈Γ\{0}
|Nm(γ)| > 0.
Let K be a totally real algebraic number field of degree s ≥ 2, and let σ be the canon-
ical embedding of K in the Euclidean space Rs, σ : K ∋ ξ → σ(ξ) = (σ1(ξ), . . . , σs(ξ)) ∈
Rs, where {σj}sj=1 are s distinct embeddings of K in the field R of real numbers. Let
NK/Q(ξ) be the norm of ξ ∈ K. By [BS, p. 404]
NK/Q(ξ) = σ1(ξ) · · ·σs(ξ), and |NK/Q(α)| ≥ 1 (1.3)
2
for all algebraic integers α ∈ K \ {0}. We see that |Nm(σ(ξ))| = |NK/Q(ξ)|. Let M be a
full Z module in K, and let ΓM be the lattice corresponding to M under the embedding
σ. It is known that the set M⊥ of all β ∈ K, for which TrK/Q(αβ) ∈ Z for all α ∈ M , is
also a full Z module (the dual of the module M) of the field K (see [BS], p. 94). Recall
that the dual lattice Γ⊥M consists of all vectors γ
⊥ ∈ Rs such that the inner product
〈γ⊥,γ〉 belongs to Z for each γ ∈ Γ. Hence ΓM⊥ = Γ⊥M . Let (CM)−1 > 0 be an integer
such that (CM)
−1γ are algebraic integers for all γ ∈M ∪M⊥. Hence
min(Nm ΓM ,Nm Γ
⊥
M) ≥ CsM . (1.4)
Therefore ΓM and ΓM⊥ are admissible lattices. In the following we will use the notation
Γ = ΓM .
1.3. Low discrepancy sequences.
Let ((βn,N)
N−1
n=0 ) be an N -point set in an s-dimensional unit cube [0, 1)
s, O = [0, y1)×
· · · × [0, ys) ⊆ [0, 1)s,
∆(O, (βn,N)N−1n=0 ) = #{0 ≤ n < N | βn,N ∈ O} −Ny1 . . . ys. (1.5)
We define the L∞ and L2 discrepancy of a N -point set (βn,N)
N−1
n=0 as
D((βn,N)
N−1
n=0 ) = sup
0<y1,...,ys≤1
∣∣∣ 1
N
∆(O, (βn,N)N−1n=0 )
∣∣∣,
D2((βn,N)
N−1
n=0 ) =
(∫
[0,1]s
∣∣∣ 1
N
∆(O, (βn,N)N−1n=0 )
∣∣∣2dy1 . . . dys)1/2.
In 1954, Roth proved that there exists a constant C˙ > 0, such that
ND2((βn,N)
N−1
n=0 ) > C˙(lnN)
s−1
2 , (1.6)
for all N -point sets (βn,N)
N−1
n=0 .
Definition 1. A sequence (βn)n≥0 is of low discrepancy (abbreviated l.d.s.) if
D((βn)
N−1
n=0 ) = O(N
−1(lnN)s) for N →∞. A sequence of point sets ((βn,N)N−1n=0 )∞N=1 is of
low discrepancy (abbreviated l.d.p.s.) if D((βn,N)
N−1
n=0 ) = O(N
−1(lnN)s−1) for N →∞.
For examples of l.d.s. and l.d.p.s. see [BC] and [DrTi]. In [Fr], Frolov constructed
a low discrepancy point set from a module in a totally real algebraic number field (see
also [By], [Skr]). Using this approach, we proposed in [Le2] the following construction of
l.d.s. :
According to (1.4) |Nm(γ(1) − γ(2))| ≥ CsM for different points γ(1),γ(2) ∈ Γ. Hence,
there are no two different points γ(1),γ(2) ∈ Γ with γ(1)s = γ(2)s . We have that the set
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Wx = ((x, 0) + Γ) ∩ [0, 1)s−1 × (−∞,∞) with x ∈ [0, 1)s−1 can be enumerated by a
sequence (zx,k, zs(x, k))
+∞
k=−∞ in the following way:
zx,0 = x, zs(x, 0) = 0, zx,k ∈ [0, 1)s−1 and zs(x, k) < zs(x, k + 1) ∈ R, (1.7)
for k ∈ Z. We see that there exists a unique (w, ys) ∈ Wx with
ys = min{v > 0 | ∃w ∈ [0, 1)s−1, such that (w, v) ∈ Wx}.
Let T (x) = w. In [Le2], we proved that T (x) is the ergodic transformation with respect
to the Lebesgue measure of [0, 1)s−1, T k(x) = zk(x) for k ∈ Z, and (T k(x))k≥L is the
l.d.s. for all x and all L.
We note that throughout the paper O-constants do not depend on x, θ and N.
1.4. Statement of the results.
Let Ks = [−1/2, 1/2)s, N = (N1, ..., Ns), Ni > 0, (i = 1, ..., s), N = N1N2...Ns,
(x1, ..., xs) · (y1, ..., ys) = (x1y1, ..., xsys), (x1, ..., xs) · O = {(x1, ..., xs) · (y1, ..., ys) :
(y1, ..., ys) ∈ O} and n = [log2N ] + 1.
Theorem 1. With the notations as above, there exist w2 > w1 > 0 such that
sup
t,x
∣∣∣∣vol{θ ∈ [0, 1)s : R(θ ·N ·Ks + x,Γ)w(N,x)n(s−1)/2 < t
}
− Φ(t)
∣∣∣∣ = O(n−1/15)
as N →∞, with w(N,x) ∈ [w1, w2] for all x ∈ [0, 1)s−1.
Theorem 2. Let O = [0, y1)×· · ·× [0, ys−1). Then there exist w2 > w1 > 0 such that
sup
t
∣∣∣∣∣vol
{
y ∈ [0, 1)s,x ∈ [0, 1)s−1 : ∆
(O, (T k(x))[ysN]−1k=0 )
v(N,x)n(s−1)/2
< t
}
− Φ(t)
∣∣∣∣∣ = O(n−1/15)
as N →∞, with v(N,x) ∈ [w1, w2].
Remark. Let K(r1, r2) be an algebraic number field with signature (r1, r2), r1 +
2r2 = s, Γ = Γ(M, r1, r2) ⊂ Rs a lattices obtained from a module M in K(r1, r2),
N = (N
′
1, ..., N
′
r1
, N1, ..., Nr2) ∈ Zr1+r2+ , γ = (γ ′1, ..., γ ′r1, γ1, ..., γr2) ∈ Rs (γ
′
i ∈ R, γj ∈
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R2, i = 1, .., r1, j = 1, ..., r2), y = (y
′
1, ..., y
′
r1
, y1, ..., yr2), V = R
s/Γ, (y,x) a uniformly
distributed random variable in [0, 1]r1+r2×V , 1G the indicator function of the domain G,
G(N) =
r1∏
i=1
[−Niyi, Niyi]
r2∏
j=1
{z ∈ R2 |z| ≤ Njyj},
and let
ξ1(N) =
∑
γ∈Γ+x
1G(N)(γ), ξ2(N) =
∑
γ∈Γ+x
1G(N)(γ)
r2∏
j=1
√
N2j y
2
j − γ2j
In a forthcoming paper, we will prove CLT for the multisequence ξi(N), where i = 1 if
r2 ≥ 2 and i = 2 if r2 = 1, r1 ≥ 1. The case r2 = 1, r1 = 0 was investigated earlier by
Hughes and Rudnick [HuRu].
2 Proofs of theorems
2.1. Algebraic units.
Let DM be the ring of coefficients of the full module M , UM be the group of units
of DM , M1 = M , M2 = M
⊥, and let ηk,1, ..., ηk,s−1 be the set of fundamental units of
UMk (k = 1, 2). According to the Dirichlet’s theorem (see e.g., [BS, p. 112]), every unit
η ∈ UMk has a unique representation in the form
η = (−1)aηa1k,1...ηas−1k,s−1, k = 1, 2, (2.1.1)
where a1, ...as−1 are rational integers and a ∈ {0, 1}. We will denote σ(UMk) by the same
symbol UMk .
Lemma 1. Let y1, ..., ys > 0 be reals, y = (y1, ..., ys), y = Nm(y) = y1y2...ys. Then
there exists ηk(y) ∈ UMk with
yiy
−1/s|σi(ηk(y))| ∈ [1/c0, c0], (2.1.2)
where i = 1, ..., s, k = 1, 2, and
c0 = exp
( ∑
k=1,2
∑
1≤i,j<s
| ln |σi(ηk,j)||
)
> 1. (2.1.3)
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Proof. We fix k ∈ {1, 2}. The matrix (ln |σi(ηk,j)|)1≤i,j<s is non singular [BS, pp.
104,115]. Hence, there exist reals b1, ..., bs−1 with∑
1≤j<s
bj ln |σi(ηk,j)| = 1/s ln y − ln yi, i = 1, ..., s− 1.
Taking aj = [bj ], j = 1, ..., s− 1 and ηk(y) = ηa1k,1...ηas−1k,s−1, we obtain for i ∈ [1, s− 1]
−
∑
1≤j<s
| ln |σi(ηk,j)|| ≤ ln(yiy−1/s|σi(ηk(y))|) ≤
∑
1≤j<s
| ln |σi(ηk,j)||. (2.1.4)
Hence
− ln c0 ≤ ln(yiy−1/s|σi(ηk(y))|) ≤ ln c0, i = 1, ..., s− 1, k = 1, 2.
Bearing in mind that |Nm(ηk(y))| = 1 and y = y1y2...ys, we get from (2.1.4) and (2.1.3)
ln(ysy
−1/s|σs(ηk(y))|) = −
∑
1≤i<s
ln(yiy
−1/s|σi(ηk(y))|) ∈ [− ln c0, ln c0].
Therefore, the assertion (2.1.2) is true for i ∈ [1, s], k = 1, 2, and Lemma 1 is proved.
We apply this lemma to the vector y = N = (N1, ..., Ns). Let N
′
i = Ni|σi(η1(N))|,
i = 1, ..., s and let σ(η1(N)) = (σ1(η1(N)), ..., σs(η1(N))). We see that
γ ∈ ΓM ∩ (θ ·N ·Ks + x)⇔ γ · σ(η1(N)) ∈ ΓM ∩ (θ ·N′ ·Ks + x · σ(η1(N))).
Hence
N (θ ·N ·Ks + x,ΓM) = N (θ ·N′ ·Ks + x · σ(η1(N)),ΓM).
By (1.2), we have
R(θ ·N ·Ks + x,ΓM) = R(θ ·N′ ·Ks + x · σ(η1(N)),ΓM).
Therefore, without loss of generality, we can assume that
NiN
−1/s ∈ [1/c0, c0], i = 1, ..., s. (2.1.5)
Now, let n = [log2N ] + 1,
F
′
n = {γ ∈ Γ⊥ \ {0} : |γi||Nm(γ)|−1/s ∈ [1/c0, c0], i = 1, ..., s, |Nm(γ)| ≤ n1/2}
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and
Fn =
⋃
γ∈F′n
{γ ′ ∈ F′n : γ
′
1 = max
η∈U
M⊥
, γ·σ(η)∈F′n
(γ · σ(η))1}. (2.1.6)
By (1.4), we get that
if γ(1),γ(2) ∈ Fn, γ(1) 6= γ(2) then γ(1) 6= γ(2) · σ(η) ∀η ∈ UM⊥ . (2.1.7)
Lemma 2. Let a, b ≥ 1 be integers,
G(a, b) = {γ ∈ Γ⊥ \ {0} : max
1≤i≤s
|γi| ∈ (2a, 2a+b], |Nm(γ)| ≤ n1/2}, (2.1.8)
G
′
(a, b) :=
⋃
γ∈Fn
⋃
η∈U(γ,a,b)
γ · σ(η), (2.1.9)
with
U˙(γ(0), a, b) = {η ∈ UM⊥ : γ(0) · σ(η) ∈ G(a, b)}. (2.1.10)
Then
G(a, b) = G
′
(a, b), #U˙(γ(0), a, b) = O(b(a+ b)s−2) for γ(0) ∈ Fn, (2.1.11)
#G(a, b) = O(n1/2b(a + b)s−2),∑
γ∈Fn
1
|Nm(γ)| = O(lnn) and
∑
γ∈Fn
1
Nm2(γ)
= O(1). (2.1.12)
Proof. It is easy to see that G(a, b) ⊇ G′(a, b). Let γ ∈ G(a, b). By Lemma 1, there
exists η ∈ UM⊥ with γ·σ(η) ∈ F′n. From (2.1.6), we obtain that there exists η1 ∈ UM⊥ with
γ(1) = γ ·σ(ηη1) ∈ Fn. By (2.1.9) and (2.1.10), we get that γ = γ(1)σ((ηη1)−1) ∈ G′(a, b)
and G(a, b) = G
′
(a, b).
Let m = (m1, ..., ms) ∈ Zs, m1 + ... + ms = 0, κ = (κ1, ..., κs), κi ∈ {−1, 1} (i =
1, ..., s), ν(µ) = s if µ 6= s, ν(µ) = 1 if µ = s, j ≥ 0 and
B(m, µ,κ, j) =
∏
1≤i<ν(µ)
(κi2
mi , κi2
mi+1]× (jκν(µ)2−mν(µ)CsM , (j + 1)κν(µ)2−mν(µ)CsM ]
×
∏
ν(µ)<i≤s
(κi2
mi , κi2
mi+1]. (2.1.13)
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It is easy to see that
B(m1, µ,κ1, j1) ∩ B(m2, µ,κ2, j2) = ∅ for (m1, µ,κ1, j1) 6= (m2, µ,κ2, j2). (2.1.14)
Applying (1.4), we have for every µ ∈ [1, s] that
Γ⊥ \ {0} =
⋃
κ1,...,κs∈{−1,1}
⋃
m∈Zs,
m1+...+ms=0
⋃
j≥0
⋃
γ∈B(m,µ,κ,j)
γ. (2.1.15)
Let
γ(1),γ(2) ∈ Γ⊥ ∩B(m, µ,κ, j).
From (2.1.13), we see that
|Nm(γ(1) − γ(2))| < CsM .
By (1.4), we obtain that γ(1) = γ(2) and
#Γ⊥ ∩ B(m, µ,κ, j) ≤ 1. (2.1.16)
Suppose
η ∈ UM⊥ ∩B(m, µ,κ, j).
Using (2.1.13), we have that
1 = |Nm(η)| = (j + z1)CsM2z2(s−1), with z1, z2 ∈ [0, 1]. (2.1.17)
Hence
− 1 + 21−s/CsM ≤ j ≤ 1/CsM .
Applying (2.1.16), we get∑
j≥0
#UM⊥ ∩ B(m,µ,κ, j) ≤ 2 + 1/CsM . (2.1.18)
We denote σ−1(B(m,µ,κ, j)) and σ−1(U˙(γ(0), a, b)) by the same symbols B(m,µ,κ, j)
and U˙(γ(0), a, b). Now let
U¨µ(γ
(0), a, b) = {γ ∈ U˙(γ(0), a, b) : |γi| ≤ |γ(0)µ |, i = 1, ..., s}.
It is easy to see that
U˙(γ(0), a, b) =
⋃
µ∈[1,s]
U¨µ(γ
(0), a, b). (2.1.19)
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Let
η ∈ U¨µ(γ(0), a, b) ∩ B(m,µ,κ, j). (2.1.20)
Denote mi ∈ Z (i = 1, ..., s) from the following condition:
log2 |σ(η)i| = mi + zi, with zi ∈ [0, 1). (2.1.21)
By (2.1.8) and (2.1.20), we obtain
log2 |(γ(0)σ(η))µ| = log2 |γ(0)µ |+mµ + zµ ∈ (a, a+ b],
and
mµ ∈ J1 := (a− 1− log2 |γ(0)µ |, a+ b− log2 |γ(0)µ |] ∩ Z, with #J1 ≤ b+ 2. (2.1.22)
From (2.1.8), (2.1.20) and (1.4), we get
log2 |γ(0)i σ(η)i| = log2 |γ(0)i |+mi+zi ≤ a+b and mi ≤ a+b− log2 |γ(0)i |. (2.1.23)
Using (2.1.23), (2.1.21) and (2.1.21), we derive that
log2 |γ(0)i σ(η)i| = log2 |γ(0)i | −
∑
j∈[1,s],j 6=i
log2 |σ(η)i|
≥ log2 |γ(0)i | −
∑
j∈[1,s],j 6=i
(mj + 1) ≥
∑
j∈[1,s]
log2 |γ(0)j | − (s− 1)(a+ b+ 1)
= −(s− 1)(a+ b+ 1) + log2 |Nm(γ(0))| ≥ −(s− 1)(a+ b+ 1) + log2CsM .
By (2.1.23), we have mi ∈ [log2 |γ(0)i σ(η)i| − log2 |γ(0)i | − 1, a+ b− log2 |γ(0)i |]. Hence
mi ∈ J2 := [−1− (s− 1)(a+ b+ 1) + s log2CM − log2 |γ(0)i |, a+ b− log2 |γ(0)i |],
with #J2 ≤ s(a+ b+ 1) + 2 + s| log2CM |.
We fix µ ∈ [1, s] and we consider (2.1.15). For given m1, ..., mν(µ)−1, mν(µ)+1, ..., ms,
we take mν(µ) = −
∑
i∈[1,s],i 6=ν(µ)mi. By (2.1.15), we get
#U¨µ(γ
(0), a, b) ≤
∑
κ1,...,κs∈{−1,1}
∑
mµ∈J1
∑
mi∈J2
i6=µ,ν(µ)
∑
j≥0
#(U˙(γ(0), a, b) ∩B(m,µ,κ, j)).
Bearing in mind (2.1.18), (2.1.19) and (2.1.22), we obtain
#U˙(γ(0), a, b) = O(#J1(#J2)
s−2) = O(b(a+ b)s−2). (2.1.24)
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Hence, the assertion (2.1.11) is proved.
Let F1 ⊂ Rs be a fundamental domain for the field K, and let
F2 = {γ ∈ Γ⊥ \ {0} : |γi||Nm(γ)|−1/s ∈ [1/c0, c0], i = 1, ..., s} (see (2.1.2)).
By [BS, pp. 312, 322], the points of F1 can be arranged in a sequence γ˙
(k) so that
0 < |Nm(γ˙(1))| ≤ |Nm(γ˙(2))| ≤ ... and c(1)k ≤ |Nm(γ˙(k))| ≤ c(2)k, k = 1, 2, ... for some
c(2) > c(1) > 0. Therefore, the points of F2 can be arranged in a sequence γ
(k) so that
0 < |Nm(γ(1))| ≤ |Nm(γ(2))| ≤ ... and
c(3)k ≤ |Nm(γ(k))| ≤ c(4)k, k = 1, 2, ...
for some c(4) > c(3) > 0.
Using (2.1.6), we have that∑
γ∈Fn
1/|Nm(γ)| = O(ln(n)),
∑
γ∈Fn
1/Nm2(γ) = O(1), and #Fn = O(n
1/2).
By (2.1.9) and (2.1.24), we obtain
#G(a, b) ≤
∑
γ(0)∈Fn
#U˙(γ(0), a, b) = O(n1/2b(a+ b)s−2).
Hence, Lemma 2 is proved.
2.2. Diophantine inequalities.
We consider the following simple variant of the S-unit theorem (see [ESS, Theo-
rem 1.1, p. 808]): Let β1, ..., βd ∈ K, βi 6= 0, i = 1, .., d, deg(K) = s. We consider the
equation
β1η1 + ...+ βdηd = 1 (2.2.1)
with η = (η1, ..., ηd) ∈ (UM⊥)d. A solution η of (2.2.1) is called non-degenerate if∑
i∈I βiηi 6= 0 for every nonempty subset I of {1, ..., d}.
Theorem A. The number A(β1, ..., βd) of non-degenerate solutions η ∈ (UM⊥)d of
equation (2.2.1) satisfies the estimate
A(β1, ..., βd) ≤ exp((6d)3ds).
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Linear forms in logarithms. Write Λ for the linear form in logarithms,
Λ = b1 logα1 + ...+ bk logαk,
where b1, ..., bk are integers, |bi| ≤ B (i = 1, ..., k), B ≥ e. We shall assume that α1, ..., αk
are non-zero algebraic numbers with heights at most A1, ..., Ak (all ≥ e) respectively.
Theorem B. [BW, Theorem 2.15, p. 42] If Λ 6= 0, then
|Λ| > exp(−(16kd)2(k+2) lnA1... lnAk lnB),
where d denote the degrees of Q(α1, ..., αk).
Let
G(1) = {γ ∈ Γ⊥ : |γ| ≤ N, |Nm(γ)| ≤ n1/2 and |Niγi| > 2(lnn)4 ∀i ∈ [1, s]}, (2.2.2)
G(2) = {γ ∈ Γ⊥ : |γ| > N5}, G(3) = {γ ∈ Γ⊥ : |γ| ≤ N5, |Nm(γ)| > n1/2}, (2.2.3)
G(4) = {γ ∈ Γ⊥ : N < |γ| ≤ N5, |Nm(γ)| ≤ n1/2} and G(5) = {γ ∈ Γ⊥ \ {0} :
|γ| ≤ N, |Nm(γ)| ≤ n1/2 and ∃i ∈ [1, s] with |Niγi| ≤ 2(lnn)4}. (2.2.4)
It is easy to see that G(i) ∩G(j) = ∅ for i 6= j, and
Γ⊥ \ {0} = G(1) ∪G(2) ∪G(3) ∪G(4) ∪G(5). (2.2.5)
Let
G˙0 = {γ ∈ G(1) : max
1≤j≤s
|γi| ≤ 2n4/9}, (2.2.6)
G˙i = {γ ∈ G(1) : max
1≤j≤s
|γi| ∈ (2in4/9 , 2(i+1)n4/9−n2/9 ]},
and
G¨i = {γ ∈ G(1) : max
1≤j≤s
|γi| ∈ (2(i+1)n4/9−n2/9 , 2(i+1)n4/9 ]}, i = 1, 2, ...
By (2.2.2) and (2.2.6), we have that G˙i ∩ G˙j = ∅ for i 6= j, G˙i ∩ G¨j = ∅ and
G(1) = G˙0 ∪
[n5/9]⋃
i=1
(G˙i ∪ G¨i). (2.2.7)
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Lemma 3. There exist c˙, c¨ > 0 such that for all ν ∈ [1, s] and κ ∈ {−1, 1}
min
γ(1),γ(2)∈G(1),γ
(1)
ν 6=κγ
(2)
ν
Nν |γ(1)ν − κγ(2)ν | ≥ Nν |γ(2)ν | exp(−c¨(lnn)3) ≥ c˙n20s.
Proof. Let γ
(1)
ν /γ
(2)
ν κ < 0. From (2.2.2), we obtain
min
γ(1),γ(2)∈G(1),γ
(1)
ν 6=κγ
(2)
ν
Nν |γ(1)ν − κγ(2)ν | ≥ Nν |γ(2)ν | ≥ 2(lnn)
4
. (2.2.8)
Now let γ
(1)
ν /γ
(2)
ν κ > 0. Taking into account that | exp(x) − 1| ≥ |x| for any real x, we
get
|γ(1)ν − κγ(2)ν | = |γ(2)ν (exp(ln(κγ(1)ν /γ(2)ν ))− 1)| ≥ |γ(2)ν ln(κγ(1)ν /γ(2)ν )|. (2.2.9)
By (2.1.6), (2.1.8), (2.1.9) and (2.2.2), we have that there exists (γ˙
(k)
ν , ηk) such that
γ
(k)
ν = γ˙
(k)
ν · σν(ηk) where γ˙(k) ∈ Fn and ηk is a unit in K (k = 1, 2). Let γ˙(k) = σ(f(k))
with some f(k) ∈M⊥ (k = 1, 2). Using (2.1.1), (2.1.6) and (2.2.2), we obtain
γ(k)ν = σν(f
(k))(−1)a(k)σν(η2,1)a
(k)
1 · · ·σν(η2,s−1)a
(k)
s−1 ,
|σi(f(k))| ≤ c0n1/(2s) for i = 1, ..., s, (2.2.10)
and
|a(k)1 ln(σν(η2,1)) + ...+ a(k)s−1 ln(σν(η2,s−1))| ≤
≤ | ln |γ(k)ν ||+ | ln |σν(f(k))|| ≤ lnN + 1/(2s) lnn + ln(c0).
Bearing in mind that det((ln(σi(η2,j)))1≤i,j≤s−1) 6= 0 (see [BS, pp. 104, 115]), we get that
there exists C˜1 > 0 such that |a(k)i | < C˜1n for i = 1, ..., s−1, k = 1, 2 and n = [log2N ]+1.
Let κ1 = sign(γ
(1)
ν /γ
(2)
ν ), where sign(x) = 1 for x > 0 and sign(x) = −1 for x < 0 .
We see that
ln |γ(1)ν /γ(2)ν | = ln(κ1γ(1)ν /γ(2)ν ) = ln(κ1(−1)a
(1)
σν(f
(1)))− ln((−1)a(2)σν(f(2)))
+ (a
(1)
1 − a(2)1 ) ln(σν(η2,1)) + · · ·+ (a(1)s−1 − a(2)s−1) ln(σν(η2,s−1)).
Let C˜2maxi∈[1,s−1]H(η2,i), where H(α) is the height of α. By (1.4), C
−1
M f
(k) is an algebraic
integer (k = 1, 2). Thus f(x) = xs + fs−1x
s−1 + · · ·+ f0 = (x− σ1(C−1M f(k))) · · ·
(x− σs(C−1M f(k))) is the characteristic polynomial of C−1M f(k). Hence
H(C−1M f
(k)) ≤ maxi∈[0,s−1] |fi|. From (2.2.10), we have thatH(C−1M f(k)) ≤ (2C−1M c0n(1/(2s))))s
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and H(f(k)) ≤ (2C−2M c0n(1/(2s))))s.
Applying Theorem B with d = s, k = s+1, α1 = κ1(−1)a(1)σν(f(1)), α2 = (−1)a(2)σν(f(2)),
α3 = σν(η2,1),..., αs+1 = σν(η2,s−1), A1 = A2 = (2C
−2
M c0n
(1/(2s)))s, A3 = · · · = As−1 =
C˜2 and B = 2C˜1n, we obtain
| ln(κ1γ(1)ν /γ(2)ν )| ≥ exp(−c¨ν(lnn)3),
with some c¨ν > 0. Taking into account (2.2.9) and that Nν |γ(2)ν | ≥ 2(lnn)4 , we have
min
γ(1),γ(2)∈G(1),γ
(1)
ν 6=κγ
(2)
ν
Nν |γ(1)ν − κγ(2)ν | ≥ Nν |γ(2)ν | exp(−c¨ν(lnn)3) ≥ c˙νn20s,
with some c˙ν > 0. Now using (2.2.8), we get the assertion of Lemma 3.
2.3. Poisson summation formula.
We shall need the Poisson summation formula:
det Γ
∑
γ∈Γ
f(γ −X) =
∑
γ∈Γ⊥
f̂(γ)e(〈γ,x〉), (2.3.1)
where
f̂(Y ) =
∫
Rs
f(X)e(〈y,x〉)dx
is the Fourier transform of f(X), and e(x) = exp(2π
√−1x), 〈y,x〉 = y1x1 + · · ·+ ysxs.
Formula (2.3.1) holds for functions f(x) with period lattice Γ if one of the functions f or
f̂ is integrable and belongs to class C∞ (see e.g. [StWe, p. 251]).
Let d = (d1, ..., ds), di ≥ 0 (i = 1, ..., s), Od = [−d1/2, d1/2]× · · ·× [−ds/2, ds/2], and
let χ̂Od(γ) be the Fourier transform of the indicator function χOd(γ). It is easy to prove
that χ̂Od(0¯
) = d1d2 · · · ds and
χ̂Od(γ) =
s∏
i=1
e(diγi/2)− e(−diγi/2)
2π
√−1γi
=
s∏
i=1
sin(πdiγi)
πγi
, for Nm(γ) 6= 0. (2.3.2)
We fix a nonnegative function ω(x), x ∈ Rs, of the class C∞, with a support inside
the unit ball |x| ≤ 1, such that ∫
Rs
ω(x)dx = 1. (2.3.3)
We set ωτ (x) = τ
−sω(τ−1x), τ > 0, and
ωˆ(y) =
∫
Rs
e(〈y,x〉)ω(x)dx. (2.3.4)
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Notice that the Fourier transform ωˆτ (y) = ωˆ(τy) of the function ωτ(y) satisfies the
bound
|ωˆτ (y)| < c2(1 + τ |y|)−2s. (2.3.5)
Lemma 4. There exists a constant c > 0, such that we have for N > c
|R(Oθ·N + x,Γ)− R¨(Oθ·N + x,Γ)| ≤ 2s,
where
R¨(Oθ·N + x,Γ) = (det Γ)−1
∑
γ∈Γ⊥\0
¯
χ̂Oθ·N(γ)ω̂(τγ)e(〈γ,x〉), τ = N−2. (2.3.6)
Proof. Let O±τθ·N = [0,max(0, θ1N1 ± τ))× · · · × [0,max(0, θsNs ± τ)), and let χO(x) be
the indicator function of O. We consider the convolutions of the functions χO±τ
N
(γ) and
ωτ(y) :
ωτ ∗ χO±τ
N
(x) =
∫
Rs
ωτ (x− y)χO±τ
N
(y)dy. (2.3.7)
It is obvious that the nonnegative functions (2.3.7) are of class C∞ and are compactly
supported in τ -neighborhoods of the bodies O±τ
N
, respectively. We obtain
χO−τ
θ·N
(x) ≤ χOθ·N(x) ≤ χO+τ
θ·N
(x), χO−τ
θ·N
(x) ≤ ωτ ∗ χOθ·N(x) ≤ χO+τ
θ·N
(x). (2.3.8)
Replacing x by γ − x in (2.3.8) and summing these inequalities over γ ∈ Γ = ΓM , we
find from (1.1), that
N (O−τθ·N + x,Γ) ≤ N (Oθ·N + x,Γ) ≤ N (O+τθ·N + x,Γ),
and
N (O−τθ·N + x,Γ) ≤ N˙ (Oθ·N + x,Γ) ≤ N (O+τθ·N + x,Γ),
where
N˙ (Oθ·N + x,Γ) =
∑
γ∈Γ
ωτ ∗ χOθ·N(γ − x). (2.3.9)
Hence
−N (O+τθ·N + x,Γ) +N (O−τθ·N + x,Γ)
≤ N˙ (Oθ·N + x,Γ)−N (Oθ·N + x,Γ) ≤ N (O+τθ·N + x,Γ)−N (O−τθ·N + x,Γ).
Thus
|N (Oθ·N + x,Γ)− N˙ (Oθ·N + x,Γ)| ≤ N (O+τθ·N + x,Γ)−N (O−τθ·N + x,Γ). (2.3.10)
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Consider the right side of this inequality. We have that O+τθ·N \O−τθ·N is the union of boxes
O(i), i = 1, ..., 2s − 1, where
vol(O(i)) ≤ vol(O+τ
N
)− vol(O−τ
N
) ≤
s∏
i=1
(Ni + τ)−
s∏
i=1
(Ni − τ)
≤ N
( s∏
i=1
(1 + τ)−
s∏
i=1
(1− τ)
)
< c¨sNτ = c¨s/N, , τ = N
−2,
with some c¨s > 0. From (1.4), we get |Nm(γ)| ≥ CsM for γ ∈ ΓM \ 0¯. We see |Nm(γ1− γ2)| ≤ vol(O(i) + x) < CsM for γ1,γ2 ∈ O(i) + x and N > c¨s/CsM . Therefore, the box
O(i) + x contains at most one point of ΓM for N > c¨/CsM . By (2.3.10), we obtain
|N˙ (Oθ·N + x,Γ)−N (Oθ·N + x,Γ)| ≤ 2s − 1, for N > c¨/CsM . (2.3.11)
Let
R˙(Oθ·N + x,Γ) = N˙ (Oθ·N + x,Γ)− vol(Oθ·N)
det Γ
. (2.3.12)
By (2.3.9), we have that N˙ (Oθ·N + x,Γ) is a periodic function of x ∈ Rn with the
period lattice Γ. Applying the Poisson summation formula to the series (2.3.9), and
bearing in mind that ω̂τ(y) = ω̂(τy), we obtain from (2.3.6)
R˙(Oθ·N + x,Γ) = R¨(Oθ·N + x,Γ).
Note that (2.3.5) ensures the absolute convergence of the series (2.3.6) over γ ∈ Γ⊥ \{0}.
Using (1.2), (2.3.11) and (2.3.12), we get the assertion of Lemma 4.
2.4. Upper bound of the variance of R(θ ·N ·Ks + x,Γ). Let
A(G) = (det Γ)−1
∑
γ∈G
χ̂Oθ·N(γ)ωˆ(τγ)e(〈γ,x〉), (2.4.1)
A˜(G) = (det Γ)−1
∑
γ∈G
|χ̂Oθ·N(γ)ωˆ(τγ)|, (2.4.2)
and let
B(G,κ) =
∑
γ∈G
(det Γ)−1ωˆ(τγ)
(2π
√−1)sNm(γ)e
( s∑
k=1
γk(κk(θkNk)/2 + xk)
)
. (2.4.3)
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We obtain from (2.3.2)
A(G) =
∑
κ1,...,κs∈{−1,1}
κ1κ2 · · ·κsB(G,κ). (2.4.4)
Using the Cauchy–Schwartz inequality, we get
|A(G)|2 ≤ 2s
∑
κ1,...,κs∈{−1,1}
|B(G,κ)|2. (2.4.5)
By (2.2.5) and (2.3.6), we see that
R¨(Oθ·N + x,Γ) = A(G(1)) + ... +A(G(5)). (2.4.6)
Let
h(γ) =
(det Γ)−1ωˆ(τγ)
(2π
√−1)sNm(γ)e
( s∑
k=1
γkxk
)
. (2.4.7)
It is easy to see that
B(G,κ) =
∑
γ∈G
h(γ)e
( s∑
k=1
κkγkθkNk/2
)
, (2.4.8)
and
A(G) =
∑
κ1,...,κs∈{−1,1}
κ1κ2 · · ·κs
∑
γ∈G
h(γ)e
( s∑
k=1
κkγkθkNk/2
)
. (2.4.9)
Lemma 5. With notations as above
A(G(2)) = O(1/N).
Proof. By (2.4.3) and (2.3.5) we have that
|B(G(2),κ)| ≤ c2
∑
γ∈G(2)
(det Γ)−1(τ |γ|)−2s
(2π)s|Nm(γ)| , τ = N
−2. (2.4.10)
Notice that for every lattice L ∈ Rs, one has the bound (see, e.g., [GL] p. 141, 142)
#{γ ∈ L : j ≤ |γ| ≤ j + 1} = O(js−1).
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Hence ∑
γ∈Γ⊥:|γ|≥N5
|γ|−2s ≤
∑
j≥N5
∑
γ∈Γ⊥:|γ|∈[j,j+1)
|γ|−2s = O
( ∑
j≥N5
j−s−1
)
= O(N−5s).
By (1.4), (2.2.3) and (2.4.10), we obtain
|B(G(2),κ)| ≤ c2(CsM det Γ(2π)s)−1
∑
γ∈Γ⊥:|γ|≥N5
N4s|γ|−2s = O(N−s).
Using (2.4.4), we get the assertion of Lemma 5.
We consider the probability space ([0, 1]s, λ, B([0, 1]s)) with Lebesgue’s measure λ.
Hence, we have the following formula for the expectation:
E[f(θ)] =
∫
[0,1]s
f(θ)dθ. (2.4.11)
Lemma 6. Let γ(i) ∈ Γ⊥, i = 1, 2, γ(1) 6= γ(2). Then
|E[e(〈γ(1) − γ(2), θ ·N〉/2 + β)]| ≤ 1
πsCsMN
.
Proof. Bearing in mind that∣∣∣ ∫ 1
0
e(xz)dx
∣∣∣ = ∣∣∣e(z)− 1
2πz
∣∣∣ ≤ 1|πz| , with z 6= 0, (2.4.12)
(1.4) and that N1 · · ·Ns = N , we have
|E[e(〈γ(1) − γ(2), θ ·N〉/2 + β)]| ≤ 1
πsN |Nm(γ(1) − γ(2))| ≤
1
πsCsMN
.
Lemma 7. With notations as above
E[|A(G(1))|2] = O(ns−1), E[|A(G(3))|2] = O(ns−3/2), (2.4.13)
and
|A(G˙)| ≤ A˜(G˙) = O(ns), with G ⊆ G(1). (2.4.14)
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Proof. By (2.4.3), (2.4.5) and the Cauchy–Schwartz inequality, we obtain that
E[|A(G)|2] ≤ 2s
∑
κ1,...,κs∈{−1,1}
(∑
γ∈G
(det Γ)−2|ωˆ(τγ)|2
(2π)2s|Nm(γ)|2
+
∑
γ(1),γ(2)∈G, γ(1) 6=γ(2)
(det Γ)−2|ωˆ(τγ(1))||ωˆ(τγ(2))|
(2π)2s|Nm(γ(1))||Nm(γ(2))| |E[e(〈γ
(1) − γ(2),κ · θ ·N〉/2 + β)]|
)
with β =
∑s
k=1(γ
(1)
k − γ(2)k )xk.
Applying Lemma 6, we get
E[|A(G)|2] ≤ 22s
∑
µ∈[1,s]
S1,µ(G) +
22s
πsCsMN
S2(G,G), (2.4.15)
with
S1,µ(G) =
∑
γ∈G,|γi|≤|γµ|,i=1,....,s
(det Γ)−2|ωˆ(τγ)|2
(2π)2s|Nm(γ)|2 (2.4.16)
and
S2(G˙, G¨) =
∑
γ(1)∈G˙,γ(2)∈G¨, γ(1) 6=γ(2)
(det Γ)−2|ωˆ(τγ(1))||ωˆ(τγ(2))|
(2π)2s|Nm(γ(1))||Nm(γ(2))| . (2.4.17)
We fix µ ∈ [1, s], and we consider S1,µ(G). Let γ ∈ B(m,µ,κ, j). According to (2.1.13)
and (2.1.16), we have
|Nm(γ)| = (j + z1)CsM2z2(s−1), and #Γ⊥ ∩ B(m, µ,κ, j) ≤ 1 (2.4.18)
with z1, z2 ∈ [0, 1]. By (2.2.3) and (2.4.18), we obtain
j + 1 ≥ n1/2(CsM2s−1)−1 for γ ∈ G(3).
Hence ∑
j≥0
∑
γ∈G(3)∩B(m,µ,κ,j)
1
|Nm(γ)|2 = O
( ∑
j≥n1/2
1/j2
)
= O(n−1/2), (2.4.19)
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∑
j≥0
∑
γ∈G∩B(m,µ,κ,j)
1
|Nm(γ)|2 = O
(∑
j≥1
1/j2
)
= O(1), for G ⊆ G(1). (2.4.20)
Bearing in mind that Nm(γ) ≤ N5s for γ ∈ G(1) ∪G(3) and n = [log2N ] + 1, we get from
(2.2.3) and (2.4.18) that∑
j≥0
∑
γ∈(G(1)∪G(3))∩B(m,µ,κ,j)
1
|Nm(γ)| = O
( ∑
1≤j≤N5s
1/j
)
= O(n). (2.4.21)
By (2.1.13), (2.2.3) and (1.4), we have for γ ∈ (G(1) ∪G(3)) ∩B(m,µ,κ, j) that
log2 |γi| ∈ [mi, mi + 1), i ∈ [1, s], i 6= ν(µ), |γi| ≤ N5, |Nm(γ)| ≥ CsM ,
CsMN
−5(s−1) ≤ |γi|, and s log2CM − 5(s− 1) log2N ≤ log2 |γi| ≤ 5 log2N, 1 ≤ i ≤ s.
Therefore
mi ∈ J, i ∈ [1, s], i 6= ν(µ) with J = [s log2CM − 5(s− 1)n, 5n]. (2.4.22)
From (2.1.15), (2.3.5) and (2.4.16), we derive
S1,µ(G) ≤
∑
κ1,...,κs∈{−1,1}
∑
m∈Zs
m1+...ms=0
∑
j≥0
∑
γ∈G∩B(m,µ,κ,j)
|γi|≤|γµ|,i=1,...,s
(det Γ)−2c22
(2π)2s|Nm(γ)|2 . (2.4.23)
Hence, we obtain for i = 1, 3 that
S1,µ(G
(i)) ≤
∑
κ1,...,κs∈{−1,1}
∑
mk∈J,k∈[1,s], k 6=ν(µ)
m1+...+ms=0
∑
j≥0
∑
γ∈G(i)∩B(m,µ,κ,j)
(det Γ)−2c22
(2π)2s|Nm(γ)|2 .
Applying (2.4.19), (2.4.20) and (2.4.22), we get that
S1,µ(G
(1)) = O(ns−1), and S1,µ(G
(3)) = O(ns−1−1/2). (2.4.24)
Analogously, we have from (2.4.17) and (2.4.21) that for G˙, G¨ ⊂ G(1) ∪G(3)
S2(G˙, G¨) = O
(( ∑
κ1,...,κs∈{−1,1}
∑
mk∈J,k∈[1,s]
k 6=ν(µ),m1+...+ms=0
∑
j≥0
∑
γ∈G(1)∪G(3)∩B(m,µ,κ,j)
1
Nm(γ)
)2)
= O(n2s).
(2.4.25)
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According to (2.4.15), we obtain (2.4.13). By (2.4.2) and (2.3.2), we have that
A˜(G) ≤ (det Γ)−1c2
∑
γ∈G
1/|Nm(γ)|.
Now using (2.4.21), similarly to (2.4.23)-(2.4.24), we get (2.4.14). Hence, Lemma 7 is
proved.
Lemma 8. With notations as above
S1,µ(G˜) = O(n
s−11/9), with G˜ = G˙0
⋃
1≤i≤n5/9+1
G¨i, µ = 1, ..., s.
Proof. Let γ ∈ G¨i ∩B(m, µ,κ, j). By (2.1.13), we have that log2 |γk| ∈ [mk, mk +1)
with k ∈ [1, s], k 6= ν(µ). From (2.2.6) and (1.4), we derive for |γi| ≤ |γµ|, i = 1, ...., s
that
log2 |γk| ≤ (i+ 1)n4/9, log2 |γk| ≥ s log2CM −
∑
j∈[1,s], j 6=k
log2 |γj|, k = 1, ..., s,
and
log2 |γµ| > (i+ 1)n4/9 − n2/9.
Therefore
mµ ∈ J1, with J1 = ((i+ 1)n4/9 − n2/9 − 1, (i+ 1)n4/9], #J1 ≤ n2/9 + 2,
and
mk ∈ J2 with J2 = (−(s− 1)(i+ 1)n4/9 + s log2CM − 1, (i+ 1)n4/9],
k ∈ [1, s], k 6= ν(µ), µ, #J2 = O((i+ 1)n4/9), i = 1, 2, .... By (2.4.23), we get that
S1(G¨i) ≤
∑
κ1,...,κs∈{−1,1}
∑
mµ∈J1
∑
mk∈J2
k 6=µ,ν(µ)
∑
j≥0
∑
γ∈G¨i∩B(m,µ,κ,j)
|γi|≤|γµ|,i=1,....,s
(det Γ)−2c22
(2π)2s|Nm(γ)|2 .
Using (2.4.20), we obtain
S1,µ(G¨i) = O(#J1#J
s−2
2 ) = O(i
s−2n((s−2)4+2)/9).
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Similarly we get that S1,µ(G˙0) = O(n
4(s−1)/9). Now from (2.4.16) and (2.2.6), we have
S1,µ(G˜) = S1,µ(G˙0) +
∑
1≤i≤n5/9+1
S1,µ(G¨i) = O
( ∑
1≤i≤n5/9
is−2n((s−2)4+2)/9
)
= O(ns−1−2/9).
Hence, Lemma 8 is proved.
Lemma 9. With notations as above
E[|A(G(5))|2] = O(ns−2(lnn)4).
Proof. Let
G(5,µ) = {γ ∈ G(5) : |Nµγµ| ≤ 2(lnn)4 and |Njγj| > 2(lnn)4 for j < µ}. (2.4.26)
By (2.2.4), we have that
G(5) =
⋃
µ∈[1,s]
G(5,µ), G(5,µ) ∩G(5,j) = ∅ for µ 6= j.
Similarly to (2.4.15)-(2.4.17), using the Cauchy–Schwartz inequality, we obtain from
(2.3.2) and (2.4.1) that
E[|A(G(5))|2] ≤ s2s−1
∑
µ∈[1,s]
∑
κj∈{−1,1}
j∈[1,s],j 6=µ
∑
γ(1),γ(2)∈G(5,µ)
ψ˙(γ(1),γ(2)),
with
ψ˙(γ(1),γ(2)) =
(det Γ)−2|ωˆ(τγ(1))||ωˆ(τγ(2))|
(2π)2s|Nm(γ(1))||Nm(γ(2))| ψ˜(γ
(1),γ(2)) (2.4.27)
and
ψ˜(γ(1),γ(2)) =
∣∣∣E[ sin(πθµNµγ(1)µ ) (2.4.28)
× sin(πθµNµγ(2)µ )e
( ∑
1≤j≤s, j 6=µ
(γ
(1)
j − γ(2)j )θjNjκj/2
)]∣∣∣.
Hence
E[|A(G(5))|2] ≤ s2s
∑
µ∈[1,s]
∑
κj∈{−1,1},j∈[1,s], j 6=µ
(S˙1(µ) + S˙2(µ)) (2.4.29)
21
with
S˙1(µ) =
∑
γ∈G(5,µ)
ψ˙(γ,γ) and S˙2(µ) =
∑
γ(1),γ(2)∈G(5,µ),
γ(1) 6=γ(2)
ψ˙(γ(1),γ(2)). (2.4.30)
Bearing in mind that | sin(x)| ≤ |x|, we derive from (2.4.28) that
ψ˜(γ,γ) ≤ min(1, |2πNµγµ|2). (2.4.31)
Consider S˙2(µ). By (2.4.12), we get for γ
(1) 6= γ(2) that
ψ˜(γ(1),γ(2)) ≤
∏
j∈[1,s],j 6=µ
1
πNj|γ(1)j − γ(2)j |
=
Nµ|γ(1)µ − γ(2)µ |
πs−1N |Nm(γ(1) − γ(2))| ≤
2(lnn)
4+1
πs−1CsMN
.
According to (2.1.8), (2.2.4) and (1.4), we have G(5) ⊂ G(s log2CM−(s−1)(n+1), n+1).
Using Lemma 2, we obtain #G(5) = O(ns). Applying (2.4.27) and (2.4.30), we get
S˙2(µ) = O(n
2sN−12(lnn)
4+1) = O(1). (2.4.32)
Now we fix µ ∈ [1, s], and we consider S˙1(µ). Let
γ ∈ Γ⊥ ∩B(m, µ,κ(1), j).
According to (2.1.13) and (2.4.26), we have that
log2 |Nµγµ| = log2Nµ +mµ + z1 ≤ (lnn)4, z2 ∈ [0, 1).
Hence
mµ ∈ J˙ , with J˙ = (−∞, (lnn)4 − log2Nµ].
By (2.4.18) and (1.4), we obtain that CsM max(1, j) ≤ Nm(γ) ≤ (j + 1)CsM2s−1 and∑
mµ∈J˙
∑
j≥0
∑
γ∈G(5,µ)∩B(m,µ,κ(1),j)
min(1, |Nµγµ|2)
|Nm(γ)|2 = O
( ∑
mµ∈J˙
∑
j≥1
min(1, N2µ2
2mµ)
j2
)
= O
( ∑
mµ≤− log2 Nµ
∑
j≥1
N2µ2
2mµ
j2
+
∑
mµ∈[− log2Nµ,(lnn)
4−log2 Nµ]
∑
j≥1
1
j2
)
= O((lnn)4). (2.4.33)
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Bearing in mind (2.1.13) and that |γ| ≤ N , we have for k 6= µ, ν(µ) that
mk + z1 = log2 |γk| = log2Nm(γ)−
∑
j∈[1,s],j 6=k
log2 |γj| ≥ log2CsM − (s− 1)(n+ 1),
with z1 ∈ [0, 1) and
mk ∈ J¨ with J¨ = [log2CsM − (s− 1)(n+ 1)− 1, n+ 1]. (2.4.34)
By (2.1.15), (2.4.27), (2.4.30), (2.4.31) and (2.3.5), we get
S˙1(µ) ≤
⋃
κ(1)∈{−1,1}s
⋃
m∈Zs,
m1+...+ms=0
⋃
j≥0
∑
γ∈G(5,µ)∩B(m,µ,κ(1),j)
ψ˙(γ,γ)
≤
⋃
κ(1)∈{−1,1}s
∑
mµ∈J˙
∑
mk∈J¨,
k∈[1,s],k 6=µ,ν(µ)
∑
j≥0
∑
γ∈G(5,µ)∩B(m,µ,κ(1),j)
(det Γ)−2c22min(1, |2πNµγµ|2)
(2π)2s|Nm(γ)|2 .
Applying (2.4.33) and (2.4.34), we derive
S˙1(µ) = O(#J¨
s−2(lnn)4) = O(ns−2(lnn)4).
By (2.4.29) and (2.4.32), Lemma 9 is proved.
Lemma 10. With notations as above
A(G(4)) = O(1). (2.4.35)
Proof. By (2.3.5), (2.3.2) and (2.4.1), we have
|A(G(4))| ≤ (det Γ)−1c2
∑
γ∈G(4)
s∏
i=1
| sin(π(θiNiγi)|
2π|γi| .
From (2.2.3), we get for γ ∈ G(4) that |γ| > N ,
∃ν ∈ [1, s] with log2(|γν |) ≥ log2(|γ|/s) ≥ n− 1− log2 s,
and
log2(|γ1|) + ...+ log2(|γs|) ≤ 1/2 log2 n, n = [log2N ] + 1.
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Hence, there exists µ ∈ {1, ..., s} \ {ν} with
log2(|γµ|) ≤
1
s− 1
∑
i∈[1,s],i 6=ν
log2(|γi|) =
1
s− 1
( ∑
i∈[1,s]
log2(|γi|)− log2(|γν|)
)
,
≤ (−n + 1 + log2 s+ 1/2 log2 n)/(s− 1), and |γµ| ≤ 4N−
1
s−1n1/2.
Bearing in mind that NµN
−1/s ∈ [1/c0, c0], we obtain
| sin(π(θµNµγµ))| ≤ π|θµNµγµ| ≤ π|Nµγµ| = O(N 1s− 1s−1n1/2) = O(n−s).
Therefore
|A(G(4))| = O
(
n−s
∑
γ∈G(4)
1/|Nm(γ)|
)
= O(n−s#G(4)).
Taking into account that G(4) ∈ G(0, 10n), we get from Lemma 2 the assertion of
Lemma 10.
Lemma 11. There exists a real w2 > 0 such that
E[(R(θ ·N ·Ks + x,Γ))2] ≤ w2ns−1, (2.4.36)
E[|R(θ ·N ·Ks + x,Γ)−A(G(1))|2] = O(ns−1−1/2), (2.4.37)
and
E
[
(R(θ ·N ·Ks + x,Γ)−
∑
i∈[1,n5/9]
A(G˙i))2
]
= O(ns−1−2/9). (2.4.38)
Proof. By (2.4.6) and Lemma 4, we get
|R(θ ·N ·Ks + x,Γ)−
5∑
i=1
A(G(i))| ≤ 2s.
It is easy to see that
|R(θ ·N ·Ks + x,Γ)−A(G(1))| ≤
5∑
i=2
|A(G(i))|+ 2s.
Using the Cauchy–Schwartz inequality, we obatain
E[|R(θ ·N ·Ks + x,Γ)−A(G(1))|2] ≤ 5
( 5∑
i=2
E[|A(G(i))|2] + 22s
)
.
24
Applying Lemma 5 - Lemma 10, we have (2.4.37). By Lemma 7, the triangle inequality
and the Cauchy–Schwartz inequality, we get (2.4.36).
Now consider the statement (2.4.38). From (2.2.7) and (2.4.1) we obtain, that
A(G(1)) =
[n5/9]∑
i=1
A(G˙i) +A(G˜), with G˜ = G˙0
[n5/9]⋃
i=1
G¨i. (2.4.39)
According to (2.4.15), we have
E[|A(G˜)|2] ≤ 22s
∑
µ∈[1,s]
S1,µ(G˜) +
22s
πsCsMN
S2(G˜, G˜).
Using Lemma 8 and (2.4.25), we derive
E[|A(G˜)|2] = O(ns−1−2/9).
From (2.4.37) and the triangle inequality, we get (2.4.38). Therefore, Lemma 11 is proved.
2.5. Lower bound of variance of R(θ ·N ·Ks + x,Γ).
Lemma 12. There exist reals w3, c5 > 0 such that for N > c5 and for all x
ψˇ :=
∑
γ∈G(1)
(det Γ)−2
(2π)2s|Nm(γ)|2E
[ s∏
i=1
sin2(πθiNiγi)
]
2 cos2(2π〈γ,x〉) ≥ w3ns−1. (2.5.1)
Proof. Let m ∈ Zs, m1 + · · ·+ms = 0, q = 2 + [det Γ⊥/CsM ], and
D(m) =
s∏
i=1
[−qmi , qmi]× [− det Γ⊥qms, det Γ⊥qms ].
According to Minkowsky’s theorem, there exists γ(m) ∈ Γ⊥ \ {0} with γ(m) ∈ D(m).
We see that
|Nm(γ(m))| ≤ det Γ⊥. (2.5.2)
Suppose |γ(m)i| ≤ qmi−1 for some i ∈ [1, s− 1]. By (1.4) we get
CsM ≤ |Nm(γ(m))| ≤ det Γ⊥/q < CsM .
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We arrive at a contradiction. Hence
|γ(m)i | ∈ (qmi−1, qmi] for i ∈ [1, s− 1], and γ(m(1)) 6= γ(m(2)), (2.5.3)
for m(1) 6= m(2). Let
G¯ = {γ(m) | − n/(4s) logq 2 ≤ mi ≤ −2s, i = 1, ..., s− 1}. (2.5.4)
We see for sufficiently large N that
#G¯ ≥ ns−1((5s)−1 logq 2)s−1. (2.5.5)
By (2.1.5) NiN
1/s ∈ [1/c0, c0]. From (2.5.4), we obtain for sufficiently large N that
Ni2
−2s ≥ |Niγi| ≥ c−10 2n/s−n/(4s) logq 2−2 ≥ 2ln
4n, i ∈ [1, s− 1], γ ∈ G¯
Consider γs with γ ∈ G¯. By (2.5.2), we have
|γs| = |Nm(γ)(γ1 · · · γs−1)−1| ∈ |γ1 · · · γs−1|−1[CsM , det Γ⊥].
Now using (2.5.3) and (2.5.4), we obtain for sufficiently large N that
logq |Nsγs| ≤ n/s logq 2 + logq(c0 det Γ⊥)−m1 − ...ms−1 ≤ 3/4n logq 2,
and
logq |Nsγs| ≥ (n− 1)/s logq 2− logq c0 + logq CsM −m1 − ...ms−1 − s ≥ n(logq 2)/(2s).
Therefore, we get for sufficiently large N and for γ ∈ G¯
|γ| < N/2, |Nm(γ)| ≤ det Γ⊥, |Niγi| ≥ 2ln4n, i = 1, ..., s. (2.5.6)
So G¯ ∪ 2G¯ ⊂ G1 (see (2.2.2)).
Let γ ∈ G¯. Taking into account that |Niγi| ≥ 4 (i = 1, ..., s), we obtain∫ 1
0
sin2(πθiNiγi)dθi = 1/2− 1/2
∫ 1
0
cos(2πθiNiγi)dθi ≥ 1/4. (2.5.7)
Let I = [1/6, 1/3] ∪ [2/3, 5/6]. If {〈γ,x〉} /∈ I, then | cos(2π{〈γ,x〉})| ≥ 1/2. Let
{〈γ,x〉} ∈ I. Then we take 2γ instead of γ. We see that | cos(2π{〈2γ,x〉})| ≥ 1/2, and
max(cos2(2π〈γ(m),x〉), cos2(2π〈2γ(m),x〉)) ≥ 1/4. (2.5.8)
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By (2.5.1) - (2.5.8), we have
ψˇ ≥
∑
γ(m)∈G¯
m∈Zs−1
(det Γ)−2
(2π)2sC2sM
(1/4)s−1max(cos2(2π〈γ(m),x〉), cos2(2π〈2γ(m),x〉)) ≥ w4#G¯,
with w4 = (det Γ)
−2((2π)2sC2sM)
−14−s. Applying (2.5.5), we get the assertion of Lemma 12.
Lemma 13. There exist reals c6, w1 > 0 such that for N > c6
E[(R(θ ·N ·Ks + x,Γ))2] ≥ w1ns−1. (2.5.9)
Proof. Applying (2.3.2) and (2.4.1), we have
E[|A(G(1), 0)|2] = S¨1 + S¨2, (2.5.10)
with
S¨1 =
∑
γ(1),γ(2)∈G(1),
γ(1)=±γ(2)
ψ¨(γ(1),−γ(2)), S¨2 =
∑
γ(1),γ(2)∈G(1),
γ(1) 6=±γ(2)
ψ¨(γ(1),−γ(2)), (2.5.11)
where
ψ¨(γ(1),−γ(2)) = (det Γ)
−2ωˆ(τγ(1))ωˆ(−τγ(2))
(2π)2sNm(γ(1))Nm(−γ(2)) e(〈γ
(1) − γ(2)〉, x)ψ˘(γ(1) − γ(2)).
and
ψ˘(γ(1),γ(2)) = E
[ s∏
i=1
sin(πθiNiγ
(1)
i ) sin(−πθiNiγ(2)i )
]
. (2.5.12)
We consider S¨1. Bearing in mind (2.3.3), (2.3.4), that |e(z)−1| = 2| sin(πz)| ≤ 2π|z| and
that ω(x) is supported inside the unit ball B = {x : |x| ≤ 1}, we obtain for τ = 1/N2
and |γ| ≤ N that
|ωˆ(τγ)− 1| =
∣∣∣ ∫
Rs
e(〈τγ,x〉)ω(x)dx− 1
∣∣∣ = ∣∣∣ ∫
B
(e(〈γ,x〉/N2)− 1)ω(x)dx
∣∣∣ (2.5.13)
≤
∣∣∣ ∫
B
|e(〈γ,x〉/N2)− 1|ω(x)dx
∣∣∣ ≤ 2π/N ∫
B
ω(x)dx = 2π/N.
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By (2.5.12), we see that
ψ˘(γ(1),−γ(2))(Nm(γ(1))Nm(−γ(2)))−1 = ψ˘(γ(1),γ(2))(Nm(γ(1))Nm(γ(2)))−1. (2.5.14)
Taking into account that 1 + cos(2z) = 2 cos2(z), we get from (2.5.1), (2.5.11), (2.5.13)
and (2.5.14) that
S¨1 = ψˇ +O
(
1/N
∑
γ∈G(1)
1
|Nm(γ)|2
)
. (2.5.15)
By (2.4.16), (2.4.24), (2.5.13) and Lemma 12, we have for sufficiently large N
S¨1 ≥ 0.5w3ns−1. (2.5.16)
Now we consider S¨2. We see from (2.5.12) and (2.4.12)
|ψ˘(γ(1),γ(2))| =
∣∣∣2−2s ∑
κ
(1)
1 ,...,κ
(2)
s ∈{−1,1}
κ
(1)
1 κ
(1)
2 · · ·κ(2)s E
[
e
( ∑
1≤i≤s,j=1,2
θiNiκ
(j)
i γ
(j)
i /2
)]∣∣∣
≤ 2−s
∑
κ1,...,κs∈{−1,1}
∣∣∣E[e( s∑
i=1
θiNi(γ
(1)
i + κiγ
(2)
i )/2
)]∣∣∣
≤ 2−s
∑
κ1,...,κs∈{−1,1}
s∏
i=1
min
(
1,
1
π|Ni(γ(1)i + κiγ(2)i )|
)
. (2.5.17)
Applying Lemma 3, we get that ψ(γ(1),γ(2)) = O(n−20s). By (2.4.17), (2.4.25) and
(2.5.11), we derive that
S¨2 = O(n
−20sS2(G
(1), G(1))) = O(n−2s).
From (2.5.10) and (2.5.16), we have for sufficiently large N that
E[|A(G(1), 0)|2] ≥ 0.25w3ns−1. (2.5.18)
By the triangle inequality, we obtain(
E[(R(θ ·N ·Ks + x,Γ))2])1/2 ≥ (E[|A(G(1), 0)|2])1/2
− (E[|R(θ ·N ·Ks + x,Γ)−A(G(1), 0)|2])1/2.
Using (2.5.18) and Lemma 11, we get the assertion of Lemma 13.
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2.6. Four moments estimates for A(G˙i). In this subsection, we will prove that
E[|A(G˙i)|4] = O(i2(s−2)n8/9(s−1)) (2.6.1)
and
E
[( ∑
i∈[1,n5/9]
(A2(G˙i)− E[A2(G˙i)])2
)]
= O(n2(s−1)−2/9).
We need these estimates to apply the martingale CLT in the next section. Let
δ(T) =
{
1, if T is true,
0, otherwise.
Lemma 14. The assertion (2.6.1) is true.
Proof. Using the following simple inequality∣∣∣ ∑
1≤i≤2s
ai
∣∣∣4 ≤ (2s max
1≤i≤2s
|ai|)4 ≤ 24s
∑
1≤i≤2s
|ai|4,
we obtain from (2.4.4)
E[|A(G˙i, τ)|4] ≤ 24s
∑
κ1,...,κs∈{−1,1}
|B(G˙i,κ, τ)|4. (2.6.2)
Applying (2.4.8) and Lemma 6, we get
E[|B((G˙i,κ)|4)] =
∏
1≤j≤4
∑
γ(j)∈G˙i
|h(γ(j))|(δ(γˆ = 0
¯
) + (1− δ(γˆ = 0
¯
))N−1O(1)),
where γˆ = γ(1) − γ(2) + γ(3) − γ(4). From (2.4.7), (2.4.17), (2.4.25) and Lemma 2, we
derive that
E[|B((G˙i,κ, τ)|4)] = V1 + V2 +O(n8s/N), (2.6.3)
where
Vk =
∏
1≤j≤4
∑
γ(j)∈G˙i
(det Γ)−1|ωˆ(τγ(j))|
(2π)s|Nm(γ(j))| δ(γˆ = 0¯)δk(γ¯), k = 1, 2, (2.6.4)
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with γ¯ = (γ(1),γ(2),γ(3),γ(4)) and
δ1(γ¯) = δ(∄j, l ∈ [1, 4], j 6= l | γ(j) = (−1)l−j+1γ(l)), δ2(γ¯) = 1− δ1(γ¯). (2.6.5)
By (2.1.6) and (2.1.10), we have that γ(j) = γ˜(j) · σ(η(j)), with γ˜(j) = (γ˜(j)1 , ..., γ˜(j)s ),
γ˜(j) ∈ Fn and η(j) ∈ U˙(γ(j), a, b) (j = 1, ..., 4). Using (2.1.10) and (2.2.6), we obtain that
a = in4/9 and b = n4/9 − n2/9.
Hence
Vk = O
( ∏
1≤j≤4
∑
γ˜(j)∈Fn
∑
η(j)∈U˙(γ˜(j),a,b)
1
|Nm(γ˜(j))|δk(γ¯)
)
(2.6.6)
×δ(γ˜(1) · σ(η(1))− γ˜(2) · σ(η(2)) + γ˜(3) · σ(η(3))− γ˜(4) · σ(η(4)) = 0
¯
).
It is easy to see that
γ˜(1) · σ(η(1))− γ˜(2) · σ(η(2)) + γ˜(3) · σ(η(3))− γ˜(4) · σ(η(4)) = 0
¯
if and only if
(γ˜
(1)
1 σ1(η
(1))− γ˜(2)1 σ1(η(2)) + γ˜(3)1 σ1(η(3)))/γ˜(4)1 σ1(η(4)) = 1. (2.6.7)
First we consider V1. We fix γ˜
(1), γ˜(2), γ˜(3), γ˜(4) and η(4). From (2.1.6) and (2.6.5), we
get that there is no degenerate solutions (η(1), η(2), η(3)) of the equation (2.6.7). Applying
Theorem A, we have that the number of non-degenerate solutions (η(1), η(2), η(3)) of (2.6.7)
is finite. Hence
V1 = O
( ∑
γ˜(j)∈Fn,1≤j≤4
∑
η(4)∈U˙(γ˜(4),a,b)
1
|Nm(γ˜(1))| · · · |Nm(γ˜(4))|
)
. (2.6.8)
By (2.1.11) and (2.1.12), we derive
V1 = O((ln n)
4b(a+ b)s−2) = O(is−2n4/9(s−1)(ln n)4). (2.6.9)
Now we consider V2. Let γ
(j0) = (−1)l0−j0+1γ(l0). Bearing in mind that γˆ = γ(1)−γ(2)+
γ(3)−γ(4) = 0
¯
, we obtain that γ(j1) = (−1)l1−j1+1γ(l1) with {j1, l1} = {1, 2, 3, 4}\{j0, l0}.
Hence, from (2.6.4), we get
V2 = O
(( ∑
γ˜(1)∈Fn
∑
η(1)∈U˙(γ˜(1),a,b)
1
Nm2(γ˜(1))
)2)
.
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By (2.1.11) and (2.1.12), we have
V2 = O(b
2(a+ b)2(s−2)) = O(i2(s−2)n8/9(s−1)).
Using (2.6.2), (2.6.3) and (2.6.9), we obtain (2.6.1) and the assetetion of Lemma 14.
Let γ¯ = (γ(1),γ(2),γ(3),γ(4)), and let
γ˙ = γ˙ = (γ˙1, ..., γ˙s) = κ
(1) · γ(1) + · · ·+ κ(4) · γ(4), γ¨ = κ(3) · γ(1) + κ(4) · γ(2),
γ¨ = γ¨ = (γ¨1, ..., γ¨s) = κ
(3) · γ(1) + κ(4) · γ(2), (2.6.10)
δ˙1(γ¯) = δ(γ˙ = 0
¯
, γ¨ = 0
¯
),
δ˙2(γ¯) = δ(γ˙ = 0
¯
, γ¨ 6= 0),
δ˙3(γ¯) = δ(γ˙ 6= 0
¯
, γ¨ = 0
¯
),
δ˙4(γ¯) = δ(γ˙ 6= 0
¯
, γ¨ 6= 0
¯
, ∃ν ∈ [1, s] γ˙ν = 0 and γ¨ν = 0),
δ˙5(γ¯) = δ(γ˙ 6= 0
¯
, γ¨ 6= 0
¯
, ∃ν ∈ [1, s] γ˙ν = 0 and ∄ν ∈ [1, s] γ˙ν = 0, γ¨ν = 0),
δ˙6(γ¯) = δ(γ˙ 6= 0
¯
, γ¨ 6= 0
¯
, ∀ν ∈ [1, s] γ˙ν 6= 0 and γ¨ν 6= 0),
δ˙7(γ¯) = δ(γ˙ 6= 0
¯
, γ¨ 6= 0
¯
, ∀ν ∈ [1, s] γ˙ν 6= 0 and ∃ν ∈ [1, s] γ¨ν = 0).
It is easy to verify that ∑
1≤k≤7
δ˙k(γ¯) = 1. (2.6.11)
Lemma 15. Let l ≥ 2, i, j = 1, 2, ..., and let
H˙i,j(l) =
∑
κ(1),...,κ(4)∈{−1,1}s
∑
γ(1),γ(2)∈G˙i
∑
γ(3),γ(4)∈G˙j
h(γ(1)) · · ·h(γ(4)) (2.6.12)
× δ˙l(γ¯)E
[
e
( ∑
k∈[1,s]
∑
ν∈[1,2]
θkκ
(ν)
k γ
(ν)
k Nk/2
)]
E
[
e
( ∑
k∈[1,s]
∑
ν∈[3,4]
θkκ
(ν)
k γ
(ν)
k Nk/2
)]
.
Then
H˙i,j(l) = O(n
−10s). (2.6.13)
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Proof. Applying (2.4.7) and Lemma 6, we get
H˙i,j(l) = O
( ∑
κ(1),...,κ(4)∈{−1,1}s
∑
γ(1),γ(2)∈G˙i
∑
γ(3),γ(4)∈G˙j
|Nm(γ(1)...γ(4))|−1δ˙l(γ¯)
×
∏
k∈[1,s]
min(1,
1
Nk|γ˙k − γ¨k|)min(1,
1
Nk|γ¨i|)
)
.
From (2.6.10), we have that for l ≥ 2 there exists k0 ∈ [1, s] such that max(|γ˙k0 −
γ¨k0|, |γ¨k0|) > 0. Using Lemma 3, we derive that Nimax(|γ˙k0 − γ¨k0|, |γ¨k0|) > c˙n20s. Thus
H˙i,j(l) = O
(
n−20s
( ∑
γ∈G(1)
(Nm(γ))−1
)4)
. (2.6.14)
By (2.1.8) and (2.2.2) G(1) = G(0, 2n). Similarly to (2.6.8) and (2.6.9), we obtain from
Lemma 2 that
H˙i,j(l) = O(n
−20sn8s) = O(n−10s). (2.6.15)
Hence, Lemma 15 is proved.
Lemma 16. Let l ≥ 2, i < j, and
H¨i,j(l) =
∑
κ(1),...,κ(4)∈{−1,1}s
∑
γ(1),γ(2)∈G˙i
∑
γ(3),γ(4)∈Gj
h(γ(1)) · · ·h(γ(4)) (2.6.16)
× δ˙l(γ¯)E
[
e
( ∑
k∈[1,s]
∑
ν∈[1,4]
θkκ
(ν)
k γ
(ν)
k Nk/2
)]
.
Then
H˙i,j(l) = O(j
s−2n4/9(s−1)+2/45). (2.6.17)
Proof. Applying (2.4.7) and Lemma 6, we get
H¨i,j(l) = O
( ∑
κ(1),...,κ(4)∈{−1,1}s
∑
γ(1),γ(2)∈G˙i
∑
γ(3),γ(4)∈G˙j
|Nm(γ(1)...γ(4))|−1 (2.6.18)
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× δ˙l(γ¯)
∏
ν∈[1,s]
min(1,
1
Nν |γ˙ν|)
)
.
We will prove Lemma 16 separately for each l ∈ [2, 7]:
Case l ∈ {2, 5}. We will consider the case l = 2. The proof for the case l = 5 is
similar. By (2.6.10) and (2.6.18), we have
H˙i,j(2) = O(
∑
1≤ν≤s
H˜i,j,ν).
with
H˜i,j,ν =
∑
κ(1),...,κ(4)∈{−1,1}s
∑
γ(1),γ(2)∈G˙i
∑
γ(3),γ(4)∈Gj
|Nm(γ(1)...γ(4))|−1δ(γ˙ν = 0, γ¨ν 6= 0).
Let γ(j) = γ˜(j) · σ(η(j)), with γ˜(j) ∈ Fn and η(j) ∈ U˙(γ(j), aj, bj) (j = 1, ..., 4), a1 = a2 =
in4/9, a3 = a4 = jn
4/9 and b1 = ... = b4 = n
4/9−n2/9. We fix γ˜(1), γ˜(2), γ˜(3), γ˜(4) and η(4).
Bearing in mind that γ¨ν 6= 0 and i < j, we obtain that there is no degenerate solutions
(η(1), η(2), η(3)) (see (2.2.1)) of the equation
γ˙ν =
∑
1≤k≤4
κ(k)ν γ˜
(k)
ν σν(η
(k)) = 0.
Similarly to (2.6.8) and (2.6.9), we derive from Theorem A, (2.1.11) and (2.1.12) that
H˜i,j,ν = O
( ∑
γ˜(j)∈Fn,1≤j≤4
∑
η(4)∈U˙(γ˜(4),a4,b4)
1
Nm(γ˜(j))
)
= O(js−2n4/9(s−1)(ln n)4).
Hence, the assertion (2.6.17) is proved.
Case l ∈ {3, 7}. We have from (2.6.10) for both cases l = 3 and l = 7 that there
exists ν ∈ [1, s] such that γ˙ν 6= 0, γ¨ν = 0 and γ˙ν = κ(1)ν γ(1)ν + κ(2)ν γ(2)ν . Applying Lemma
3, we get |Nν γ˙ν | ≥ c˙n20s. Now using (2.6.14),(2.6.15) and (2.6.18), we obtain (2.6.17).
Case l = 4. By (2.6.10), we have that there exist µ, ν ∈ [1, s] with γ¨ν = 0, γ˙ν = 0,
and γ˙µ 6= 0. It is easy to derive that γ(1) = ±γ(2), γ(3) = ±γ(4) and γ˙µ = κ˜1γ(1)µ + κ˜2γ(3)µ
with κ˜i ∈ {−2, 0, 2}, i = 1, 3. Hence
|γ˙µ| = 2|γ(1)µ | or |γ˙µ| = 2|γ(3)µ | or |γ˙µ| = 2|γ(1)µ ± γ(3)µ | 6= 0.
Applying (2.2.2) and Lemma 3, we get |Nµγ˙µ| ≥ c˙n20s for sufficiently largeN . By (2.6.14),
(2.6.15) and (2.6.18), we obtain (2.6.17).
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Case l = 6. By (2.2.6), we have that there exists ν ∈ [1, s] such that γ(4)ν ≥ 2jn4/9.
Using Lemma 3, we obtain for sufficiently large N that
|γ¨ν | = |κ(3)ν γ(3)ν + κ(4)ν γ(4)ν | ≥ |γ(4)ν | exp(−c¨(lnn)3) ≥ 2jn
4/9
exp(−c¨(lnn)3)|
≥ 2(i+1)n4/9−n2/9+2 ≥ 2|κ(1)ν γ(1)ν + κ(2)ν γ(2)ν |.
Hence, we get for sufficiently large N that
Nν |γ˙ν| = Nν |κ(1)ν γ(1)ν + κ(2)ν γ(2)ν + κ(3)ν γ(3)ν + κ(4)ν γ(4)ν | ≥ Nν |γ¨ν |/2 ≥ n20s.
Now from (2.6.14), (2.6.15) and (2.6.18), we obtain (2.6.17). Thus, Lemma 16 is proved.
Let
Hi,j =
∑
1≤l≤7
(H¨i,j(l)− H˙i,j(l)). (2.6.19)
By (2.6.11), (2.6.12) and (2.6.16), we get
Hi,j =
∑
κ(1),...,κ(4)∈{−1,1}s
∑
γ(1),γ(2)∈G˙i
∑
γ(3),γ(4)∈Gj
h(γ(1)) · · ·h(γ(4)) (2.6.20)
×
(
E
[
e(
∑
k∈[1,s]
∑
l∈[1,4]
φk,l)
]
− E
[
e(
∑
k∈[1,s]
∑
l∈[1,2]
φk,l)
]
E
[
e(
∑
k∈[1,s]
∑
l∈[3,4]
φk,l)
])
with φk,l = θkκ
(l)
k γ
(l)
k Nk/2.
Lemma 17. With notations as above, we have
κ := E
[( ∑
i∈[1,n5/9]
(A2(G˙i)− E[A2(G˙i)])
)2]
= O(n2(s−1)−2/5).
Proof. Let
κi,j = E
[(A2(G˙i)− E[A2(G˙i)])× (A2(G˙j)− E[A2(G˙j)])].
It is easy to see that
κi,j = E
[A2(G˙i)A2(G˙j)]− E[A2(G˙i)]E[A2(G˙j)],
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and
κ ≤ κ˙ + κ¨, with κ˙ =
∑
i∈[0,n5/9]
κi,i and κ¨ = 2
∑
i,j∈[1,n5/9], i<j
|κi,j |. (2.6.21)
By Lemma 14, we obtain
κi,i ≤ E[|A(G˙i)|4] = O(i2(s−2)n8/9(s−1)),
and
κ˙ = O
( ∑
i∈[0,n5/9]
i2(s−2)n8/9(s−1)) = O(n2(s−1)−5/9
)
. (2.6.22)
Using (2.4.9) and (2.6.20), we get
κi,j = Hi,j. (2.6.23)
From (2.6.10), (2.6.12) and (2.6.16), we derive
H¨i,j(1)− H˙i,j(1) = 0.
By Lemma 15 and Lemma 16, we have
H˙i,j(l) = O(n
−10s) and H¨i,j(l) = O(j
s−2n4/9(s−1)+2/45), l = 2, 3, ..., 7, i < j.
Applying (2.6.19), we obtain Hi,j = O(j
s−2n4/9(s−1)). Now from (2.6.21) and (2.6.23), we
get
κ¨ = O
( ∑
j∈[1,n5/9]
js−1n4/9(s−1)+2/45
)
= O(n5s/9+(s−1)4/9+2/45) = O(ns−2/5).
By (2.6.21) and (2.6.22), Lemma 17 is proved.
2.7. Martingale approximation.
Denote by F˙(l) the sigma field on [0, 1)s generated by {[k1
2l
, k1+1
2l
) × ... × [ks
2l
, ks+1
2l
) :
k1, ..., ks = 0, ..., 2
l − 1}. Let l(0) = 0, l(i) = (i+ 1)[n4/9] + [n/s− n1/9],
Fi = F˙(l(i)) and ξi = E[A(G˙i) | Fi]−E[A(G˙i) | Fi−1], i = 1, 2, ... (2.7.1)
Then (ξi)i≥1 is the martingale difference array satisfying E[ξi|Fi−1] = 0, i = 1, 2, ...
Lemma 18. With notations as above
E[A(G˙i) | Fi−1] = O(n−10s), A(G˙i)− ξi = O(n−10s), (2.7.2)
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A(G˙i)2 − ξ2i = O(n−8s) and |ξi|4 ≤ 8|A(G˙i)|4 +O(n−6s). (2.7.3)
Proof. It is easy to see that
∣∣2l ∫ (k+1)/2l
k/2l
sin(λθ)dθ
∣∣ = 2l/λ| cos(λ(k + 1)/2l)− cos(λk/2l)| ≤ 2l+1/λ, with λ > 0.
Hence, we obtain for |γj| ≥ 2i[n4/9] and |Nj| ≥ c−10 2(n−1)/s that∣∣∣2li−1 ∫ (k+1)/2li−1
k/2li−1
sin(Njγjθ)dθ
∣∣∣ ≤ c02−[n1/9]+5. (2.7.4)
Bearing in mind that
E[φ1(θ1) · ... · φs(θs) | Fi−1] =
s∏
j=1
2li
∫ (kj+1)/2li−1
kj/2
li−1
φj(θj)dθj
on [ k1
2li−1
, k1+1
2li−1
) × ... × [ ks
2li−1
ks+1
2li−1
), we have from (2.2.6), (2.3.2), (2.4.1), Lemma 2 and
(2.7.4), that
E[A(G˙i) | Fi−1] = O(ns2−[n1/9]) = O(n−10s). (2.7.5)
Now let |γj| ≤ 2(i+1)[n4/9]−[n2/9] and θ(1,2)j ∈ [ k2li , k+12li ) then
| sin(Njγjθ(1)j )− sin(Njγjθ(2)j )| = |Njγj(θ(1)j − θ(2)j ) cos(Njγjθ(3)j )| ≤ 2[n
1/9]−[n2/9]+2c0,
with θ
(3)
j ∈ [ k2li , k+12li ), and
s∏
j=1
sin(Njγjθ
(1)
j ) =
s∏
j=1
sin(Njγjθ
(2)
j ) +O(2
[n1/9]−[n2/9]).
Therefore
s∏
j=1
sin(Njγjθj) = E
[ s∏
j=1
sin(Njγjθ) | Fi
]
+ O(2[n
1/9]−[n2/9]). (2.7.6)
Taking into account (2.2.6), (2.3.2), (2.4.1) and (2.7.5), we get (2.7.2). It is easy to see
that
|A(G˙i)2−ξ2i | ≤ (2|A(G˙i)|+|A(G˙i)−ξi|)|A(G˙i)−ξi|, and |ξi|4 ≤ 8|A(G˙i)|4+8|A(G˙i)−ξi|4.
Applying (2.4.14), we obtain (2.7.3). Hence, Lemma 18 is proved
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We shall use the following variant of the martingale central limit theorem (see [Mo,
p. 414]):
Let (Ω,F , P ) be a probability space and {(ζn,k, Fn,k) | n = 1, 2, ..., k = 1, ..., kn} be a
martingale difference array with E[ζn,k|Fn,k−1] = 0 a.s. (Fn,0 is the trivial field).
Theorem C. Let L(n, ǫ) =
∑
1≤k≤kn
E[ζ2n,kδ(|ζn,k| > ǫ)],
SSn =
∑
1≤k≤i
ζn,k, and V
2
n =
∑
1≤k≤kn
E[ζ2n,k|Fn,k−1], (2.7.7)
An = E[|V2n − 1|], Wn =
∫ 1
0
L(n, ǫ)dǫ, and
∑
1≤k≤kn
E[ζ2n,k] = 1. (2.7.8)
Then
sup
t
|P (SSn < t)− Φ(t)| ≤ 7(W1/4n + A1/3n ). (2.7.9)
Now we apply Theorem C to the martingale difference array (2.7.1) with Fn,k = Fk,
ζn,i = ξi/̺, ̺ = (
∑
i∈[1,kn]
E[ξ2i ])
1/2, and kn = [n
5/9].
Lemma 19. Let
SSn =
∑
1≤i≤kn
ξi/̺. (2.7.10)
Then
sup
t
|P (SSn < t)− Φ(t)| = O(n−1/15).
Proof. By (2.7.1), (ξi)i≥1 is the martingale difference sequence (and consequently
orthogonal). Using the triangle inequality, Lemma 11, Lemma 13 and Lemma 18, we
obtain
̺2 =
∑
i∈[1,kn]
E[ξ2i ] = E
[( ∑
i∈[1,kn]
ξi
)2]
= E
[ ∑
i∈[1,kn]
A(G˙i)2
]
+O(1)
= E[(R(θ ·N ·Ks + x,Γ))2] +O(ns−1−2/9) ∈ ns−1[w3, w4], (2.7.11)
with some w4 > w3 > 0.
Let F˙ be a sub-σ-algebra of F . By Jensen’s inequality, we get
E[|ϑ|α] ≤ (E[|ϑ|β])α/β and E[|ϑ|α | F˙ ] ≤ (E[|ϑ|β | F˙ ])α/β , with β > α > 0. (2.7.12)
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Consider Wn. We derive from (2.7.8) that
Wn =
∑
1≤i≤kn
∫ 1
0
∫
|ξi/̺|2δ(ξi/̺| > ǫ)dPdǫ ≤
∑
1≤i≤kn
∫ 1
0
∫
{|ξi/̺|>ǫ}
|ξi/̺|2|ξi/(̺ǫ)|24/25dPdǫ
≤
∑
1≤i≤kn
∫
|ξi/̺|74/25dP
∫ 1
0
ǫ−24/25dǫ.
Applying (2.7.11) and (2.7.12) with α = 74/25, β = 4, we have
Wn ≤ 25
∑
1≤i≤kn
(∫
|ξi/̺|4dP
)37/50
= O
(
n−(s−1)37/25
∑
1≤i≤kn
(E[A4(G˙i)])37/50
)
.
By Lemma 14, we get
Wn = O
(
n−(s−1)37/100
∑
1≤i≤kn
i2(s−2)
37
25n
8
9
(s−1) 37
50
)
= O(n−(s−1)
37
25
+ 5
9
(2(s−2) 37
50
+1)+ 8
9
(s−1) 37
50 ) = O(n−4/15) and W1/4n = O(n
−1/15). (2.7.13)
Next consider An. Let
U2n =
∑
1≤k≤kn
(ξi/̺)
2. (2.7.14)
Using (2.7.11), (2.7.14) and Lemma 18, we derive
E[|U2n − 1|2] = ̺−4E
[∣∣∣ ∑
1≤k≤kn
(ξ2i −E[ξ2i ])
∣∣∣2]
≤ 2̺−4E
[( ∑
1≤k≤kn
(A2(G˙i)− E[A2(G˙i)])
)2]
+O(n−5).
By Lemma 17, we obtain
E[|U2n − 1|2] = O(n−2(s−1)+2(s−1)−5/9) = O(n−5/9). (2.7.15)
Let
ςi = (ξi/̺)
2 − E[(ξi/̺)2|Fi−1] and V2n =
∑
1≤i≤kn
E[(ξi/̺)
2|Fi−1]. (2.7.16)
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By (2.7.1), we see that (ςi)i≥1 is the martingale difference array satisfying
E[ςi|Fi−1] = 0, i = 1, 2, ... . From (2.7.14), we have
E[|V2n − U2n|2] = E
[∣∣∣ ∑
1≤i≤kn
ςi
∣∣∣2] = ∑
1≤i≤kn
E[ς2i ].
Using (2.7.16) and (2.7.12), we get
E[ς2i ] ≤ 2̺−4(E[ξ4i ] + E[(E[ξ2i |Fi−1])2]) ≤ 4̺−4E[ξ4i ].
By Lemma 14, Lemma 18 and (2.7.11), we have
E[|V2n − U2n|2] = O
(
n−2(s−1)
∑
1≤i≤kn
E[A4(G˙i)] + n−7s
)
(2.7.17)
= O
(
n−2(s−1)
∑
1≤i≤kn
i2(s−2)n8/9(s−1)
)
= O(n−2(s−1)+5/9(2s−3)+8/9(s−1)) = O(n−5/9).
By (2.7.8) and (2.7.12), we get
A2n = (E[|V2n − 1|])2 ≤ E[|V2n − 1|2] = E[|V2n − U2n + U2n − 1|2]
≤ 2E[|V2n − U2n|2] + 2E[|U2n − 1|2].
From (2.7.15) and (2.7.17), we derive
A2n = O(n
−2/5), and A1/3n = O(n
−1/15).
Applying (2.7.13) and Theorem C, we obtain the assertion of Lemma 19.
2.8. End of the proof of Theorem 1.
Let ˙SSn = R(θ ·N · Ks + x,Γ)/ ˙̺ and ˙̺ = (E[R2(θ ·N · Ks + x,Γ)])1/2. Using Lemma
11 and Lemma 18, we obtain
E
[(
R(θ ·N ·Ks + x,Γ)−
∑
1≤i≤kn
ξi
)2]
≤ 2E
[(
R(θ ·N ·Ks + x,Γ)−
∑
1≤i≤kn
A(G˙i)
)2]
+ 2E
[( ∑
1≤i≤kn
(A(G˙i)− ξi)
)2]
= O(ns−1−2/9). (2.8.1)
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By (2.7.11), we get ˙̺2 − ̺2 = O(ns−1−2/9), ˙̺2 ≥ w2ns−1 for some w2 > 0, and∣∣∣1
̺
− 1
˙̺
∣∣∣ = |̺− ˙̺|
̺ ˙̺
=
|̺2 − ˙̺2|
̺ ˙̺|̺+ ˙̺| = O(n
−3/2(s−1)−2/9). (2.8.2)
Applying (2.7.10), (2.7.11), (2.8.2) and (2.8.1), we derive
E[(SSn − ˙SSn)2] ≤ 2E
[( ∑
1≤k≤kn
ξi −R(θ ·N ·Ks + x,Γ)
)2
/̺2
]
+ 2(1/̺− 1/ ˙̺)2E[R2(θ ·N ·Ks + x,Γ)] = O(n−2/9).
By Chebyshev’s inequality, we have
P (| ˙SSn − SSn| ≥ n−1/15) = O(n−2/9+2/15) = O(n−1/15). (2.8.3)
It is easy to see that
{ ˙SSn < t} ⊆
(
{SSn < t+ n−1/15} ∩ {| ˙SSn − SSn| ≤ n−1/15}
)
∪ {| ˙SSn − SSn| ≥ n−1/15}
and
{SSn < t− n−1/15} ⊆
(
{ ˙SSn < t} ∩ {| ˙SSn−SSn| ≤ n−1/15}
)
∪{| ˙SSn−SSn| ≥ n−1/15}.
Hence
P ({SSn < t− n−1/15})− P ({| ˙SSn − SSn| ≥ n−1/15}) ≤ P ({ ˙SSn < t})
≤ P ({SSn < t+ n−1/15}) + P ({| ˙SSn − SSn| ≥ n−1/15}). (2.8.4)
We note for |u| ≤ n−1/15 that
|Φ(t + u)− Φ(t)| < 1√
2π
∫ t+|u|
t−|u|
e−u
2/2du ≤ 1√
2π
∫ t+n−1/15
t−n−1/15
du =
2√
2π
n−1/15.
Using Lemma 19, we get
sup
t
|P ({SSn < t + u})− Φ(t)| ≤ sup
t
(|P ({SSn < t + u})− Φ(t + u)|
+ |Φ(t+ u)− Φ(t)|) = O(n−1/15), |u| ≤ n−1/15.
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By (2.8.4) and (2.8.3), we derive
sup
t
|P ( ˙SSn < t)− Φ(t)| = O(n−1/15).
Bearing in mind that throughout the paper O-constants does not depend on x, we
obtain the assertion of Theorem 1.
2.9. Sketch of the proof of Theorem 2. We use notations from §1.3. Let
I0 = [0, y1)×· · ·×[0, ys−1), I1 = [−y1/2, y1/2)×· · ·×[−ys−1/2, ys−1/2), I2 = [−1/2, 1/2)s−1,
I3 = [−ysN det Γ/2, ysN det Γ/2), I4 = [−zs(x, [ysN ])/2, zs(x, [ysN ])/2),
u1 = (y1/2, ..., ys−1/2, zs(x, [ysN ])/2) − x˙, u2 = (1/2, ..., 1/2, zs(x, [ysN ])/2) − x˙ with
x = (x1, ..., xs−1), x˙ = (x1, ..., xs−1, 0).
By (1.1), (1.5) and (1.7), we obtain
∆(I0, (T l(x))[ysN ]−1l=0 ) = N (I1 × I3 + u1,Γ)− y1 · · · ys−1N (I3 × I2 + u2,Γ).
Let a = zs(x, [ysN ]), b = ysN det Γ, and let
(κ, I) =
{
(1, [−a/2,−b/2) ∪ [b/2, a/2), if a > b,
(−1, [−b/2,−a/2) ∪ [a/2, b/2, otherwise.
By (1.5) and (1.7), we get
∆(I0, (T l(x))[ysN ]−1l=0 ) = R˙1 + κR¨1 − y1y2 · · · ys−1(R˙2 + κR¨2),
with
R˙i = R(Ii × I3 + uk,Γ), and R¨i = R(Ii × I4 + uk,Γ), i = 1, 2.
It is easy to verify (see also [Le2, p. 86]) that
R¨i = O((ln(n))
s−1), i = 1, 2.
Thus R˙1 − y1y2 · · · ys−1R˙2 is the essential part of ∆(I0, (T l(x))[ysN ]−1l=0 ). Repeating the
proofs of §2.4, we have the upper bound of the variance of R˙1 − y1 · · · ys−1R˙2. Using
Roth’s inequality (1.6), we get the lower bound of the variance R˙1 − y1 · · · ys−1R˙2. Next
repeating the proofs of §2.5− §2.8, we obtain the assertion of Theorem 2.
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