6 a alfredo.arcosjimenez@uclm.es, d faustopedro.garcia@uclm.es 7 Abstract: Delamination is a common problem in wind turbine blades, creating stress 12 concentration areas that can lead to the partial or complete rupture of the blade. This paper 13 presents a novel delamination classification approach for reliability monitoring systems in wind 14 turbine blades. It is based on the feature extraction of a nonlinear autoregressive with exogenous 15 input system (NARX) and linear auto-regressive model (AR). A novelty in this paper is NARX 16 as a Feature Extraction method for wind turbine blade delamination classification. Further, the 17 NARX feature is demonstrated to be significantly better than linear AR feature for blade damage 18 detection, and NARX can describe the inherent nonlinearity of blade delamination correctly. A 19 real case study considers different levels of delamination employing ultrasonic guided waves that 20 are sensitive to delamination. Firstly, the signals obtained are filtered and de-noised by wavelet 21 transforms. Then, the features of the signal are extracted by NARX, and the number of features 22 is selected considering the Neighbourhood Component Analysis as main novelties. Finally, six 23 scenarios with different delamination sizes have been performed by supervised Machine Learning 24 methods: Decision Trees, Discriminant Analysis, Quadratic Support Vector Machines, Nearest 25 Neighbours and Ensemble Classification.
61
A common problem in composite structures, such as wind turbine blades (WTB), is the 62 appearance of delamination. The delamination is the disunion of one or more layers of the composite material, which leads to a deterioration of the structural properties of the whole 64 structure.
65
When a structure with any delamination is subjected to tensions and forces, e.g. in work regimen, 66 stress concentration is generated at the edges of the disunion. It can generate the total breakage of 67 the structure [1] . Due to the risks and large economic costs involved in the breakage of a WTB, a 68 proper maintenance management based on predictive maintenance is required.
69
Structural health monitoring (SHM) is employed to analyse the condition of a structure. It is 70 usually considered in a predictive and preventive maintenance strategy [2] [3] [4] . It is often used to 71 detect failures in real time, or at fixed intervals by analysing the signals collected from sensors 72 and using signal processing methods.
73
SHM systems have become an important research topic to reduce operation and maintenance cost.
74
In the last decade, due to advances in the computational capacity of electronic systems and digital 75 signal processing, SHM is having more relevance [5, 6] . New SHM techniques and approaches 76 have been developed for inspecting WTBs [7] [8] [9] . SHM is also employed to measure and evaluate 77 the structural integrity in the new concept of "smart-blade", that involves the life cycle of the 78 blade including design, operation, maintenance, repair and recycling [10] . Figure 1 shows the 79 methodology of an "smart-blade". 
100
A general procedure in pattern recognition using ML is to filter the original signal, extract and 101 select the relevant features, and classify the extracted features [18] . The classified results are used 102 to identify WTB conditions or levels of damage severity [7, 19, 20] The frequencies employed in this paper were: 25, 37, 55 and 100 kHz, being 37 and 55 kHz the 172 frequencies that provided better results.
173
Six different case studies were carried out: the first case of study consists of transmitting UGW 174 in the WTB without inducing any damage; the second is to induce internal damage of one 175 centimetre in length and one centimetre in deep with a sharp instrument. The following cases are 176 increased the depth of the defect in one centimetre up to 5 centimetres (Table 1) . Table 1 
196
The signals are firstly filtered and de-noised by Wavelet transforms [43, 44] . The signals contain 197 noise that appears at high frequencies (random noise).
198
The Wavelet transform is a powerful method that allows to identify the local characteristics of a 
205
In the case of the multi-level filters, they repeat the filtering process with the output signals from 206 the previous level, leading the wavelet decomposition trees. Additional information is obtained 207 by filtering at each level. However, more decompositions levels do not always mean better 208 accurate results.
209
The Daubechies wavelet family were employed according to reference [46] , where it is 210 demonstrated that they are the most suitable for this type of signals because they are more 211 sensitive to sudden changes, and they handle with boundary problems for finite length signals.
212
The number of levels was set at seven after several experiments, where it was obtained the highest 213 percentage of information. The lower wavelet approximation is removed from the original signal 214 to avoid the trend and other undesirable components that appear in the low frequencies.
215
The denoising of the signals is performed employing a multilevel 1-D Wavelet analysis using the 216 Daubechies family [47] . An overly aggressive filtering could eliminate information about the 217 condition, e.g. small echoes that come from defects. The threshold for the de-noising is obtained 218 by a wavelet coefficients selection rule using a penalization method provided by Birgé-Massart, 219 which produces good results [48] . In contrast to other digital filters, the Wavelet de-noising filter is the current value of the output with a zero-mean white noise input, the AR(p) model can be 233 written as equation (1) 
242
The NARX model is introduced in this section and then the details of the nonlinear FE procedure 243 are discussed, followed by the feature number determination using NCA. an order up to 3 is given by equation (2) 
Features Extraction

258
The coefficients of NARX, given in equation (4), are obtained as:
259
Step 1 Step 2. The matrix of second-order terms (∑ ∑ is: 
281
Nº TERMS 1-5
Step 4. P matrix consists of the matrices involved (A, B) ,
283
284
Step 5. The solution of equation (3) is given by equation (8) , ,…, . The objective is to find a vector of weighting w to select the subset of characteristics 295 optimizing the classification of nearest neighbours. w is the weighted distance between two 296 samples and , given by equation (10):
where is a weight associated with the th feature.
298
The reference point in NCA is chosen randomly, where all points in have a probability of being 299 selected as the reference point. The point selects the point as its neighbour with a probability 300 , receiving the class label from the neighbour selected. is defined by equation (11):
(11) 303 where exp is a Kernel function, and the Kernel with is an input parameter that 304 influences the probability of each point to be selected as the reference point. The probability of 305 the query point x i to be correctly classified, p i , is given by equation (12):
(12)
being 1 if the class label , and 0 if the class label
307
The true leave-one-out classification accuracy is calculated by equation (13):
308 (13) where is a regularization parameter set by cross validation. The regularization term ∑ is 309 introduced in equation (12) to improve the feature selection and avoid overfitting.
310
A gradient rule is applied by differentiating regarding to in equation (14):
312
CLASSIFICATION METHODS
313
ML multiclass with supervised learning is employed to classify the scenarios of the WTB Classification.
317
DT is a classifier used because of a complex decision process is segregated in simpler decision 318 processes [53] . DT consists in three stages: Construction of the maximum tree using a binary 319 partition procedure; tree pruning, and; selection of the optimal tree by means of a cross-validation 320 procedure. A classification tree is graphically represented by nodes and branches. The tree is 321 initially represented by the root node.
322
Construction of the maximum tree is based on the cyclic decomposition of an initial data group, 323 called the parent group, into two mutually exclusive subgroups, namely daughter groups. The 324 subgroups are configured to increase the homogeneity of the new group using the impurity 325 function.
326
The impurity function determines the quality of a node. The impurity, or partition criterion, is 327 given by Gini's Diversity Index (GDI), equation (15):
being p(i) the observed fraction of classes with class i that has the node. A node with only one 329 class, named pure node, GDI = 0, being GDI > 0 in other cases.
330
The optimal tree generally presents overfitting [54] . The second phase of the process is to reduce 331 the size of the tree, that consists of cutting off terminal nodes until the optimal size. The tree is 332 divided in different subtrees, that are compared to find the optimal, considering the measure of 333 cost complexity , given by equation (16) 
where is a dimension factor (2 for QDA), and T is a transpose operator.
d)
To calculate the result of the discriminant function by equation (18) 
where and are the SVM parameters, and is a kernel function, and the quadratic function 365 Kernel is , ′ , ′ 1 .
367
The hyperplane is defined by equation (20), and the distance between the hyperplane and pattern 368
x is given by equation (19).
369
‖ ‖
A training classifier is used to find the value w that maximizes the margin between the class 370 boundary and the training patterns [56] . The objective function, J, of the training algorithm is 371 given by equation (21).
372
‖ ‖ 2 
where y is the class label, is the class label for i-th nearest neighbour among its k nearest 386 neighbours. The Dirac delta function is expressed by equation (24) 
where the result of the classification of the vote, based on the weighted majority vote, is obtained 393 by equation (26) 394 arg max , ∈
Equation (26) indicates that a neighbour with less distance has a weight greater than one with 395 more distance. Therefore, the nearest neighbour will have a weight of 1, and the furthest 396 neighbour will have a weight of 0. The neighbours between these distances will have linear scaled 397 weights.
398
Ensemble classification methods are learning algorithms that construct a set of classifiers whose According to the results given by NCA, the value p = 15 has been selected. The FE provided by NARX gives better results than AR in all scenarios, see Table 3 .
457
The Demšar method has been employed to identify the significant difference between the 458 classifiers and to establish the ranking between them.
459
The test results for significant differences between classifiers and for each experiment show that 460 the Friedman test for AR did not reject the null hypothesis (p-value = 7,8894 -04 ≤ 0,05). The
461
Bonferroni-Dunn test, see Figure 8 , rejects the null hypothesis for p ≤ 0,05, with a confidence 462 value α=0,05 for the classifier 1 (DTC The t-Test is applied for NARX (Table 3) to validate the results between the classifiers. The test 470 rejects the null hypothesis in the cases of the DT-QDA, DT-QSVM and DT-EBT classifiers.
471
Consequently, DT can be discarded for this purpose. For QDA-QSVM, QDA-WKNN, QDA-
Fig. 7
Bonferroni-Dunn test for AR and NARX with α=0,05.
EBT, QSVM-WKNN, QSVM-EBT, WKNN-EBT, the p-value is ≥ 0.05, i.evalidating these 473 methods.
474 QSVM is the best classifier for AR (Table 5 ). Finally, the t-Test indicates that the QDA classifier 484 is the best classifier for NARX. The classifiers for NARX FE do not present significant difference 485 in terms of precision according to the evaluation tests, i.e. they present accuracy and robustness. 486
Analysis of the results employing AUC.
487 Table 4 shows the AUC results, where all scenarios exceed 0.87 (87%) of successes in the AR 488 FE, and 0.92 (92%) in the NARX FE. Furthermore, it is observed that QSVM and LDA are close 489 to 1 (100%) in all scenarios.
490 Figure 9 shows the results of the best classifier with AR FE (a) and NARX FE (b 
