Abstract. There are two aims in this paper. One is to give criteria on τ -tilting finiteness for two kinds of two-point algebras; another is to give criteria on τ -tilting finiteness for algebras from Table T and Table W 
Introduction
τ -tilting theory was introduced by Adachi, Iyama and Reiten [3] . For a finite dimensional basic algebra Λ over an algebraically closed field K, they constructed a class of Λ-modules named (support) τ -tilting modules (see Definition 2.1) as a generalization of classical tilting modules. Let T = T 1 ⊕ T 2 ⊕ . . . ⊕ T n be a classical tilting Λ-module with n = |Λ| and T i indecomposable, where |Λ| is the number of isomorphism classes of indecomposable direct summands of Λ. If we remove a direct summand T i from T to get T /T i = ⊕ j =i T j , then there is at most one indecomposable module T * i such that T * i ≃ T i and T * i ⊕ (T /T i ) is again a tilting Λ-module. We call T * i ⊕ (T /T i ) the mutation of T with respect to T i . Note that mutation of T is not always possible.
In [3] , the authors showed that mutation (see Definition 2.4) at any indecomposable direct summand of support τ -tilting modules is possible. Furthermore, this wider class of modules has close relations with two-term silting complexes, functorially finite torsion classes and cluster-tilting objects, see [3] for details.
Therefore, it is important to classify support τ -tilting modules for a given algebra. Recently many scholars worked on this topic. For example, Adachi [1] classified τ -tilting modules for Nakayama algebras, Adachi [2] and Zhang [19] studied τ -rigid modules for algebras with radical square zero and Mizuno [17] classified support τ -tilting modules for preprojective algebras of Dynkin type, etc,. In this context, it is natural to consider algebras with only finitely many support τ -tilting modules, which are called τ -tilting finite algebras (see Definition 2.3) and studied by Demonet, Iyama and Jasso [9] .
It is well known that local algebras and representation-finite algebras are τ -tilting finite, and any idempotent truncation of a τ -tilting finite algebra is also τ -tilting finite ([18, Corollary 2.4]). Therefore, it is natural and necessary to consider τ -tilting finiteness of two-point algebras, that is, algebras with exactly two simple modules.
We may consider quivers with only two vertices because any indecomposable finite dimensional basic K-algebra over an algebraically closed field K is isomorphic to a bound quiver algebra KQ/I, where Q is a finite connected quiver and I is an admissible ideal of KQ. For non-negative integers i, j, m, n, let Q(i, j, m, n) be a quiver consisting of two vertices 1,2, i loops on vertex 1, j loops on vertex 2, m arrows from 1 to 2 and n arrows from 2 to 1.
In this paper, we give several results toward the complete classification of two-point algebras in terms of τ -tilting finiteness. Similar to minimal wild algebra, we call an algebra Λ minimal τ -tilting infinite if Λ is τ -tilting infinite, but any proper factor algebra of Λ is τ -tilting finite. Theorem 1.1. Let Λ be a two-point algebra, Λ op its opposite algebra and Q Λ its Gabriel quiver.
(I) If Q Λ = Q(i, j, m, n) with m 2 or n 2, then Λ is τ -tilting infinite.
(II) Let Q Λ = Q(i, j, m, n) with m + n = 1 and Γ i an algebra from the following Table Γ . If i + j = 1, then Λ is τ -tilting infinite if and only if it has Γ 3 or Γ op 3 as a factor algebra. If i = j = 1, then Λ is τ -tilting infinite if and only if it has one of Γ 3 , Γ 4 , Γ 5 , Γ 6 and their opposite algebras as a factor algebra.
(1) KQ(0, 0, 2, 0);
(2) β 3 = 0; (3) β 4 = 0; (8) α 2 = µν = νµ = να = 0; (9) α 3 = µν = νµ = να = 0; (10) α 2 = µν = νµ = ναµ = 0; (11) α n = µν = να 3 = α 3 µ = 0, n 2, n ∈ N; (12) α m = να = αµν = α 3 µ = (µν) n = 0, m 2, n 1, m, n ∈ N; (13) α m = µνµ = νµν = να 2 = α 2 µ = (ναµ) n = 0, m 2, n 1, m, n ∈ N; (14) α 2 = µν, να n µ = 0, n 1, n ∈ N; (15) α 3 = µν, να n µ = 0, n 1, n ∈ N; (16) α n = µν, να 3 = α 3 µ = 0, n 4, n ∈ N;
(17) α m = β n = νµ = βν = µβ = να 2 = α 2 µ = (ναµ) r = 0, m, n 2, r 1, m, n, r ∈ N; (18) α m = β n = νµ = βν = να = α 2 µ = µβ 2 = αµβ = 0, m, n 2, m, n ∈ N; (19) α 2 = µν, β 2 = νµ, αµβ = βνα = 0; (20) αµ = µβ, βν = να, α m = β n = (νµ) r = 0, m, n 2, r 1, m, n, r ∈ N.
Remark: For an algebra Γ i , we mean the bound quiver algebra with an admissible ideal generated by relation (i). where #sτ -tilt Γ i is the number of support τ -tilting modules of Γ i and see Definition 2.9 for the type of H(sτ -tilt Γ i ).
The following corollary is obvious from Theorem 1.2 and Corollary 2.11.
and their opposite algebras as a factor algebra, then Λ is τ -tilting infinite.
Representation type of two-point algebras is determined by various authors, such as Bongartz and Gabriel [6] , Hoshino and Miyachi [14] , Brustle and Han [7] , etc,. In particular, Han [13, Theorem 1] (see Proposition 4.1) showed that representation type of two-point algebras is determined by degeneration to quotient of algebras in Table T and quotient to algebras in Table W (see the end of this paper) .
Although it does not directly lead to a complete classification of τ -tilting finite two-point algebras, it is a good starting point to study algebras from Table T and  Table W in [13] . As an application of Theorem 1.1 and Theorem 1.2, we determine τ -tilting finiteness for algebras from Table T and Table W (II) Others are τ -tilting finite. Moreover, #sτ -tilt T i , #sτ -tilt W i , the type of H(sτ -tilt T i ) and the type of H(sτ -tilt W i ) are as follows. This paper is organized as follows. In Section 1, we recall basic concepts of τ -tilting theory and silting theory, and we list some reduction theorems that we will use. In Section 2, we give proofs of main results. In Section 3, we give a proof of Theorem 1.4.
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Preliminaries
For background materials on representation theory of finite dimensional algebras over a field and basic knowledge on quiver representations, we refer to [5] .
Throughout this paper, we denote by Λ a finite dimensional basic algebra over an algebraically closed field K, C(Λ) the center of Λ, Λ op the opposite algebra of Λ, mod Λ the category of finitely generated right Λ-modules and proj Λ the full subcategory of mod Λ consisting of projective Λ-modules. For M ∈ mod Λ, we denote by add(M) (respectively, Fac(M)) the full subcategory of mod Λ whose objects are direct summands (respectively, factor modules) of finite direct sums of copies of M. We denote by |M| the number of isomorphism classes of indecomposable direct summands of M. We often describe Λ-modules via their composition series. For example, each simple module S i is written as i, 1 2 is an indecomposable Λ-module M with a unique simple submodule S 2 such that M/S 2 = S 1 .
We denote by C b (proj Λ) the category of bounded complexes of projective Λ-modules and by K b (proj Λ) the corresponding homotopy category, which is triangulated. We denote by τ the Auslander-Reiten translation on the module category. Note that it is not functorial.
there exists an idempotent e of Λ such that M is a τ -tilting (Λ/ e )-module. Equivalently, we may consider a pair of Λ-modules (M, P ) called a support τ -tilting pair where M is τ -rigid, P is projective, Hom Λ (P, M) = 0 and |M| + |P | = |Λ|.
Note that a faithful τ -tilting Λ-module is a tilting Λ-module ([3, Proposition 2.2]) and M is a τ -tilting (Λ/ e )-module if and only if (M, P ) is a support τ -tilting pair with P = eΛ. We denote by τ -rigid Λ (respectively, sτ -tilt Λ) the set of isomorphism classes of indecomposable τ -rigid (respectively, support τ -tilting) Λ-modules. Recall that a complex T in K b (proj Λ) is called two-term if it is a complex concentrated in degree 0 and −1. We denote by 2-silt Λ the set of isomorphism classes of basic two-term silting complexes in K b (proj Λ).
) be the split Grothendieck group generated by isomorphism classes of indecomposable complexes
Dehy and Keller [8, Theorem 2.3] showed that a basic two-term silting complex is uniquely determined by its g-vector.
Definition-Proposition 2.3. ([9, Corollary 2.9]) Let Λ be a finite dimensional algebra, then each of the following conditions is equivalent to Λ being τ -tilting finite:
(1) There are only finitely many isomorphism classes of indecomposable τ -rigid Λ-modules.
(2) One of (equivalently any of) τ -rigid Λ, sτ -tilt Λ and 2-silt Λ is finite.
Let C be an additive category and X, Y objects of C. A morphism f : X → Z with Z ∈ add(Y ) is called a minimal left add(Y )-approximation of X if it satisfies the following conditions:
, where add(Y ) denotes the category of all direct summands of finite direct sums of copies of Y .
Next, we introduce the concept of mutation, which is the core of τ -tilting theory. We define the support τ -tilting quiver Q(sτ -tilt Λ) of Λ as follows.
• The set of vertices is sτ -tilt Λ.
• We draw an arrow from M to N if N is a left mutation of M. Similarly, we define irreducible left silting mutation ([4, Definition 2.30]) of silting complexes. Let T = X ⊕ Y be a basic silting complex in K b (proj Λ) with an indecomposable summand X. We take a minimal left add(Y )-approximation π and a triangle X
the irreducible left mutation of T with respect to X. The two-term silting quiver Q(2-silt Λ) of Λ is defined as follows.
• The set of vertices is 2-silt Λ.
• We draw an arrow from T to S if S is an irreducible left mutation of T .
2.1. Poset structures on sτ -tilt Λ and 2-silt Λ. There exists a natural partial order on sτ -tilt Λ defined as follows. We denote the Hasse quiver of sτ -tilt Λ by H(sτ -tilt Λ). 
Similarly, there is a partial order on 2-silt Λ introduced by Aihara and Iyama [4, Theorem 2.11]. For T, S ∈ 2-silt Λ, we say T S if Hom K b (proj Λ) (T, S[i]) = 0 for any i > 0. We denote by H(2-silt Λ) the Hasse quiver of 2-silt Λ. Furthermore, they [4, Theorem 2.35] showed that a sequence
There exists a poset isomorphism between sτ -tilt Λ and 2-silt Λ.
Note that sτ -tilt Λ has the unique maximal element Λ and the unique minimal element 0. Then we can define the type of H(sτ -tilt Λ) (equivalently, H(2-silt Λ)) as follows.
Definition 2.9. Let Λ be a τ -tilting finite algebra. We say that the Hasse quiver H(sτ -tilt Λ) is of type H m,n if it is of the form
2.2.
Reduction. There are some reduction theorems. First, we recall the brick-τ -tilting correspondence introduced by Demonet, Iyama and Jasso [9] . Recall that M ∈ mod Λ is called a brick if End Λ (M) = K. We denote the set of isomorphism classes of bricks in mod Λ by brick Λ. Let Λ 1 , Λ 2 be two algebras over K, we call Λ 2 a factor algebra of Λ 1 if there exists a surjective K-algebra homomorphism φ :
Corollary 2.11. Let Λ 2 is a factor algebra of Λ 1 . If Λ 2 is τ -tilting infinite, then so is Λ 1 . 
Proof. Note that there exists a K-linear fully-faithful functor
, where ∼ h is the homotopy equivalence and
Proof.
(1) We define ϕ :
because the difference is equal to the following null homotopic endomorphism.
and ψ : T r 2 → T 2 as follows.
because the difference is null homotopic as follows.
Main Results
We divide the proof of Theorem 1.2 into some lemmas.
Lemma 3.1. In Table Γ , algebras Γ 2 and Γ 11 are τ -tilting finite.
Proof. We show that H(2-silt Γ 2 ) and H(2-silt Γ 11 ) are finite sets by direct calculation, then the result follows from Proposition 2.8.
( 
and Hom Γ 2 (P 1 , P 2 ) = 0, one can easily compute the mutation at P 1 and the mutation at P 2 . We only show details for the rest.
(
does not belong to 2-silt Γ 2 and we ignore this mutation. To compute µ − X (T 2 ), we take a triangle
, where π is a minimal left add(Y )-approximation.
. In fact, if we compose π with the endomorphism
then all elements of
, then
as required. By Lemma 2.15,
, and show that 
implies that λ is the identity. By applying Lemma 2.15 twice,
, and show
In fact, if we compose π with the endomorphism
, where
then all elements of Hom K b (proj Γ 2 ) (X, Y ) are obtained. And if
, where π is a minimal left add(X)-approximation. Then X ′ = X ⊕3 and π =
, it is enough to considerΓ 11 by Lemma 2.13, whereΓ 11 := Γ 11 /{α 3 = νµ = ναµ = να 2 µ = 0}. The indecomposable projective modules ofΓ 11 are , then H(2-siltΓ 11 ) is as follows.
Since HomΓ 11 (P 1 , P 2 ) ≃ e 2Γ11 e 1 = Kν ⊕ Kνα ⊕ Kνα 2 and HomΓ 11 (P 2 , P 1 ) ≃ e 1Γ11 e 2 = Kµ ⊕ Kαµ ⊕ Kα 2 µ, we know that the computation of mutation at P 1 is similar to case (1) and the mutation at P 2 is equivalent to mutation of Γ op 2 , then the computation is also similar to case (1) by Lemma 2.12. We omit the details. 
. Note that we may also compute the g-vectors of Γ 2 by using the two steps (3, −1) = 3 · (1, 0) − (0, 1) which gives ( Table Γ , algebras Γ 5 , Γ 6 and Γ 7 are τ -tilting infinite.
Proof. We will show that H(2-silt Γ 5 ), H(2-silt Γ 6 ) and H(2-silt Γ 7 ) are infinite sets.
(1) The indecomposable projective modules of Γ 5 are
we show that there exists the following sequence in H(2-silt Γ 5 ). 
, where π is a minimal left add(X)-approximation.
Note that the map (p, q, r, s) ∈ K 4 → (pe 1 + qα) ± (re 1 + sα)µβ ∈ Γ 5 is injective and Hom Γ 5 (P 1 , P 2 ) = 0 implies there is no nonzero null homotopic endomorphism. Hence, π 2 is uniquely determined by π 2 • f n−1 = f n • π 1 from the commutativity of maps between two complexes, and it is enough to determine π 1 . So is λ = (λ 1 , λ 2 ) ∈ End K b (proj Γ 5 ) (X), where λ 1 is in degree −1 and λ 2 is in degree 0.
We have λ 1 ∈ span I n , βE i,n n,n , β 2 E i,n n,n so that X is indecomposable and
where O is a zero matrix with suitable size, I n is the n×n identity matrix and E k,ℓ m,n is a matrix (a i,j ) m×n such that a k,ℓ = 1 and a i,j = 0 for any i = k, j = ℓ. Then X ′ = X By Lemma 2.15, , there exists the following sequence in H(2-silt Γ 6 ) and the calculation is similar to case (1).
. . . ,
The indecomposable projective modules of Γ 7 are
we show that there exists the following sequence in H(2-silt Γ 7 ).
. . .
For
,
n,n−1 . By using Lemma 2.15,
In case (1) and case (3), S is obtained by (n + 1) irreducible left mutations. It follows from Proposition 2.7 that T > S and S cannot be homotopy equivalent to an already computed complex. Thus the sequences in (1) and (3) are infinite.
Proof of Theorem 1.2. We prove the result case by case.
(1) Γ 1 is just the Kronecker algebra. It is easy to check that
is a brick in mod Γ 1 and the family (M λ ) λ∈K consists of infinitely many pairwise non-isomorphic bricks, then Γ 1 is τ -tilting infinite by Lemma 2.10. Obviously, it is minimal τ -tilting infinite.
(2) It is clear that H(sτ -tilt Γ 2 ) is of type H 1,5 by Proposition 2.8 and Lemma 3.1. (3) By the similar computation as case (1) in the proof of Lemma 3.1, we find that there is a sequence
. We have the following sequence of g-vectors for Γ 3 (similar to Remark 3.2),
The g-vector v 2n is computed by
n and it is of the form (a n , 1−n)⊕(b n , 3−2n).
Then v 2n+1 = (a n , 1−n)⊕(4a n −b n , 1−2n). This means that T • is an infinite sequence by [9, Theorem 6.5], thus Γ 3 is τ -tilting infinite. For the minimality, it is enough to considerΓ 3 := Γ 3 /{µβ 3 = 0} since Soc(P 1 ) = Kµβ 3 and Soc(P 2 ) = Kβ 3 . Note that H(sτ -tiltΓ 3 )≃ H(sτ -tilt Γ 2 ), thus Γ 3 is minimal τ -tilting infinite.
(4) Γ 4 is a gentle algebra and it is representation-tame by Hoshino and Miyachi's result [14, Theorem A], thus Γ 4 is τ -tilting infinite by Lemma 2.14. For the minimality, we considerΓ 4 := Γ 4 /{αµβ = 0} since Soc(P 1 ) = Kαµβ and Soc(P 2 ) = Kβ. Denote the projective modules ofΓ 4 byP 1 andP 2 , thenP 1 = 1 2 1 2 2 ,P 2 = 2 2 and H(sτ -tiltΓ 4 ) is finite as follows. 
(5) For the minimality of Γ 5 , we considerΓ 5 := Γ 5 /{αµβ = 0} since Soc(P 1 ) = Kαµβ and Soc(P 2 ) = Kβ 2 . Note that sτ -tiltΓ 5 ≃ sτ -tiltΓ 4 , thus Γ 5 is minimal τ -tilting infinite.
(6) For the minimality of Γ 6 , we considerΓ 6 := Γ 6 /{β 3 = 0} since Soc(P 1 ) = Kαµβ = Kµβ 3 , Soc(P 2 ) = Kβ 3 and β 3 ∈ C(Γ 6 /{µβ 3 = 0}). , then H(sτ -tilt Γ 10 ) is shown as above. In the following cases, we apply Lemma 2.13 without further notice. We compute the center of an algebra by using GAP, see [21] . (11) H(sτ -tilt Γ 11 ) is of type H 5,5 by case (2) in the proof of Lemma 3.1.
(13) Since α 2 , νµ, αµν + µνα + ναµ ∈ C(Γ 13 ) and αµν ∈ C(Γ 13 ), whereΓ 13 := Γ 13 /{α 2 = νµ = ναµ = αµν + µνα = 0}, then µν ∈ C(Γ 13 /{αµν = 0}), thus
whereΓ 11 is from the proof of Lemma 3.1.
(17) Since α 2 , β, αµν + µνα + ναµ ∈ C(Γ 17 ) and αµν ∈ C(Γ 17 ),
(18) Since α 2 , β 2 , αµν ∈ C(Γ 18 ) and µν ∈ C(Γ 18 /{α 2 = β 2 = αµν = 0}), then we have sτ -tilt Γ 18 ≃ sτ -tiltΓ 18 , whereΓ 18 := Γ 18 /{α 2 = β 2 = µν = 0}. Then H(sτ -tiltΓ 18 ) is as follows. 19 ) is as follows. Proof of Theorem 1.1. (i) We already know that Γ 1 is τ -tilting infinite, then any algebra with quiver Q(i, j, m, n), m 2 or n 2 is τ -tilting infinite by Corollary 2.11.
(ii) We only show the case Q Λ = Q(0, 1, 1, 0). If Λ has Γ 3 as a factor algebra, then it is τ -tilting infinite by Corollary 2.11. If Λ does not have Γ 3 as a factor algebra, we show that either Λ is a factor algebra of Γ 2 or β 3 is a central element and Λ/{β 3 = 0} is a factor algebra of Γ 2 .
Let r = min{i ∈ N | β i = 0}. The indecomposable projective modules of Λ are
and P 2 = e 2 β . . .
. If 2 r 3, then β 3 = 0 and Λ is a factor algebra of Γ 2 . Suppose that r 4. If µβ 3 = 0, then Γ 3 is a factor algebra of Λ, so that µβ 3 = 0. Then β 3 is a central element and Λ/{β 3 = 0} is a factor algebra of Γ 2 . Thus Λ is τ -tilting finite if it does not have Γ 3 as a factor algebra.
(iii) We only show the case Q Λ = Q(1, 1, 1, 0). Let I be an admissible ideal such that Λ = KQ Λ /I is a finite dimensional algebra. We divide the proof into the following cases.
Case (1):
Both of them are reduced to (ii), i.e., the case Q(0, 1, 1, 0) or Q(1, 0, 1, 0).
Case (2): αµ, µβ / ∈ I and αµ or µβ appears in the relations. Note that if
with k ij ∈ K, then αµ = 0 by recursive operations of replacing αµ with k ij α i µβ j and this is a contradiction. Hence,
for any choice of k ij . Similarly, for any choice of k ij , we have µβ −
Thus we only consider (2.1) and (2.2) below, both of them are reduced to (ii).
Case (3): αµ, µβ / ∈ I, except (2.1) and (2.2). (3.1) αµβ ∈ I. Let p = min{i ∈ N | α i = 0} and q = min{j ∈ N | β j = 0}. Note that p 2 and q 2. The indecomposable projective modules of Λ are
where there may exists linear dependence in P 1 . We show that Λ is τ -tilting finite if it does not have Γ 3 or Γ op 3 as a factor algebra. RecallΓ 4 andΓ 6 from the proof of Theorem 1.2.
If (p, q) = (2, 2), then Λ ≃Γ 4 and H(sτ -tilt Λ) is of type H 1,4 . If (p, q) = (2, 3) or (3, 2), then Λ is a factor algebra ofΓ 6 orΓ op 6 . Thus Λ is τ -tilting finite. Suppose that p 3, q 3 and Λ does not have Γ 3 or Γ op 3 as a factor algebra. If µβ 3 = 0, then we have either Γ 3 is a factor algebra of Λ or
In the latter case, we have
so that we may assume µβ 3 = 0. Similarly, we may assume that α 3 µ = 0 holds. Then α 3 and β 3 are central elements of Λ. Thus it is enough to consider Λ ′ = KQ(1, 1, 1, 0)/{α 3 = β 3 = αµβ = 0}. One can check that Λ ′ is τ -tilting finite and H(sτ -tilt Λ ′ ) is of type H 1,5 by the similar computation with Lemma 3.1, thus we omit the details.
(3.2) αµβ / ∈ I. In this case, let p = min{i ∈ N | α i = 0}, r = min{i ∈ N | α i µ = 0}, q = min{j ∈ N | β j = 0} and t = min{j ∈ N | µβ j = 0}. Note that p r 2 and q t 2. The indecomposable projective modules of Λ are 
Then it reduces to the following case.
(3.2.1)
with 2 i s < r and 0 = k is ∈ K. Then min{i s } s 1 depends on relations of the form (3.2.1) and let i 0 be the minimum.
• If i 0 = 2, then e 1 , e 2 , α, µ, β, α 2 , αµ, µβ, αµβ are linearly independent and Λ has Γ • If i 0 4, then Λ has Γ op 3 as a factor algebra, i.e., Λ/{α
(3.2.2)
depends on relations of the form (3.2.2) and let j 0 be the minimum.
• If j 0 = 2, then Λ has Γ 5 as a factor algebra, i.e., Λ/{α
• If j 0 = 3, then Λ has Γ 6 as a factor algebra, i.e., Λ/{α 2 = β 4 = 0} ≃ Γ 6 .
• If j 0 4, then Λ has Γ 3 as a factor algebra, i.e., Λ/{α = β 4 = 0} ≃ Γ 3 . Hence Λ is τ -tilting infinite.
(c) Assume that • If (i 0 , j 0 ) = (2, 2), then Λ has Γ 5 and Γ op 5 as factor algebras.
• If (i 0 , j 0 ) = (3, 3), then Λ has Γ 6 and Γ op 6 as factor algebras.
• If (i 0 , j 0 ) = (2, 3) or (3, 2) , then Λ has Γ op 5 and Γ 6 or Γ 5 and Γ op 6 as factor algebras.
• If (i 0 , j 0 ) = (2, 4) or (4, 2), then Λ has Γ 3 and Γ op 5 or Γ op 3 and Γ 5 as factor algebras.
• If (i 0 , j 0 ) = (3, 4) or (4, 3) , then Λ has Γ 3 and Γ op 6 or Γ op 3 and Γ 6 as factor algebras.
• If i 0 4 and j 0 4, then Λ has Γ 3 and Γ op 3 as factor algebras. Hence Λ is τ -tilting infinite.
On the other hand, if Λ does not have one of Γ 3 , Γ 4 , Γ 5 , Γ 6 and their opposite algebras as a factor algebra, we must have αµβ ∈ I. Then Λ is τ -tilting finite by (3.1).
Corollary 3.4. Let Λ be a two-point algebra without loops, Λ is τ -tilting finite if and only if it is representation-finite.
Proof. According Theorem 1.1 (I), Λ is τ -tilting finite if and only if its Gabriel quiver satisfying Q(0, 0, m, n), m 1 and n 1. In fact, any finite dimensional algebra with quiver Q(0, 0, 1, 1) or Q(0, 0, 1, 0) ≃ Q(0, 0, 0, 1) is representation-finite from Bongartz and Gabriel [6] .
Application
We recall the main result in [13] as follows. See the end of this paper for Table T  and Table W • T 2 , W 6 and W 7 do not have Γ 3 or Γ op 3 as a factor algebra.
• T 4 ∼ T 8 and W 8 ∼ W 13 do not have one of Γ 3 , Γ 4 , Γ 5 , Γ 6 and their opposite algebras as a factor algebra.
• #sτ -tilt T 20 = 7 and #sτ -tilt T 21 = 6 (by the following computation).
• T 9 is a factor algebra of Next, we apply Lemma 2.13 to construct a two-sided ideal I generated by elements which are contained in the center and the radical of T i (respectively, W i ) such that sτ -tilt Λ ≃ sτ -tilt (T i /I) (respectively, sτ -tilt (W i /I)). 
The corresponding Hasse quivers are as follows. Proof. This is an immediate consequence of Theorem 1.4 and the fact #brick Λ = #sτ -tilt Λ − 2 for a given τ -tilting finite algebra Λ.
Note that the proof of Theorem 2 in [13] depends on #brick W i , thus we can check that proof by Corollary 4.2. Unfortunately, there are two mistakes in the proof of Theorem 2 in [13] , but Theorem 2 still holds. We got Prof. Han's permission to correct these mistakes as follows.
Remark 4.3. We correct the following cases in the proof of Theorem 2 in [13] .
(1) In case A = W (14), the author showed that there are 7 bricks in mod A. We correct that there are 8 bricks in mod A and Ext (1) ν 1 µ 1 = ν 2 µ 2 = (ℓ 1 µ 1 + ℓ 2 µ 2 )(k 1 ν 1 + k 2 ν 2 ) = (ℓ 3 µ 1 + ℓ 4 µ 2 )(k 3 ν 1 + k 4 ν 2 ) = 0, where k 1 , k 2 , k 3 , k 4 , ℓ 1 , ℓ 2 , ℓ 3 , ℓ 4 ∈ K and k 1 k 4 = k 2 k 3 , ℓ 1 ℓ 4 = ℓ 2 ℓ 3 .
• µ 2 ,µ 3 (25) α 3 = β 2 = νµ = µν = να = µβ = βν = α 2 µ = 0; (26) α 2 = β 2 = νµ = αµ = να = βν = 0; (27) α 2 = µν, β 2 = νµ = αµ = µβ = βνα = 0; (28) α 2 = µν, β 2 = νµ = αµ = βν = 0; (29) α 2 = µν, β 2 = νµ = να = µβ = 0; (30) α 2 = µν, β 2 = νµ = να = βν = αµβ = 0; (31) αµ = µβ, α 2 = β 3 = µν = να = βν = µβ 2 = 0; (32) αµ = µβ, α 2 = β 2 = να = βν = µνµ = νµν = 0; (33) αµ = µβ, α 3 = β 3 = νµ = µν = να = βν = µβ 2 = α 2 µ = 0; (34) αµ = µβ, α 3 = β 2 = νµ = να = βν = α 2 µ = 0;
