For any complex domain Ω, one can ask if all contractive algebra homomorphisms of A(Ω) (into the algebra of Hilbert space operators) are completely contractive or not. By Ando's Theorem, this has an affirmative answer for Ω = ID 2 , the bi-disc -while the answer is unknown for Ω = ( 1 (2)) 1 , the unit ball of C 2 with 1 − norm. In this paper, we consider a special class of homomorphisms associated with any bounded complex domain; this well known construct generalizes Parrott's example. Our question has an affirmative answer for homomorphisms in this class with Ω = ( 1 (2)) 1 . We show that there are many domains in C 2 for which the question can be answered in the affirmative by reducing it to that of Ω = ID 2 or ( 1 (2)) 1 . More generally, the question for an arbitrary Ω can often be reduced to the case of the unit ball of an associated finite dimensional Banach space. If we restrict attention to a smaller subclass of homomorphisms the question for a Banach ball becomes equivalent to asking whether in the analogue of Grothendieck's inequality, in this Banach space, restricted to positive operators, the best constant is = 1 or not . We show that this is indeed the case for Ω = ID 2 , ID 3 or the dual balls, but not for ID n or its dual for n ≥ 4. Thus we isolate a large class of homomorphisms of A(ID 3 ) for which contractive implies completely contractive. This has many amusing relations with injective and projective tensor product norms and with Parrott's example.
is easily seen to be an unital algebra homomorphism, which is continuous from H ∞ (Ω) equipped with the topology of uniform convergence on compact sets into C 2n×2n with the usual operator norm topology. In this paper, we study a stronger notion of continuity. 
Thus, for any rational function r in the algebra R(Ω) of rational functions with poles of Ω, the evaluation map r → r(N (ω, A)), r ∈ R(Ω) is well defined and coincides with the homomorphism ϕ ω (A, ·) on R(Ω).
Here are two competing definitions of spectral set (resp. complete spectral set). We would say that the operator tuple N (ω, A) admits the compact setΩ as a spectral set (resp.
complete spectral) set if 1. the homomorphism ϕ ω (A, ·) is contractive ( resp. completely contractive ) on the algebra A(Ω) of functions holomorphic in a neighbourhood ofΩ, or if 2. the homomorphism ϕ ω (A, ·) is contractive ( resp. completely contractive ) on the algebra R(Ω).
Agler [1] uses the first definition, while Paulsen [7] uses the second one.
These two notions of a spectral set need not coincide. We will be mainly concerned with ω (A, ·) is contractive on any one of these algebras then it is contractive on all of them.
be the power series expansion of F around the point ω in Ω with matrix co-efficients. Thus
where ∼ means that we have obtained the last matrix after elementary row and column operation from the preceeding one and
There is a bi-holomorphic automorphism ( Möbius map ) of the matrix unit ball taking F (ω) to 0, which is in fact a rational function. Using this map and the von Neumann inequality, it is not hard to prove the following theorem (cf. [6, 7] ).
For a normed linear space V , let (V ) 1 denote the open unit ball in V .
where ID = {z : |z| ≤ 1} and Hol ω (Ω, ID) = {f : f : Ω → ID is holomorphic , f (ω) = 0}.
However the set
is a unit ball with respect to some norm in C m ( see [7] ). The Carathéodory norm is the dual norm
Proof: The condition in 1.1 for k = 1 is equivalent to contractivity of the operator L A : Similarly, the homomorphism ϕ
Again, the set
is a unit ball with respect to some norm in C k×m k ( see [7] ). If we let C (k) Ω,ω be the dual norm, then as before the condition in theorem 1.1 is equivalent to contractivity of the operator
An explicit description of the set DΩ (k) (ω) will certainly help understand the operator
A . In this note, we will describe the set DΩ (k) (ω) for a product domain and a balanced domain.
Following Paulsen [7] , we define for each domain Ω, and a fixed point ω ∈ Ω, a numerical constant as follows
Note that α(Ω, ω) = α(Ω, ω), whereΩ is the holomorphic convex hull of Ω. Therefore,Ω is a domain of holomorphy, and we assume through out this paper that the domain Ω is a domain of holomorphy.
The case of a balanced domain
Let B be a bounded domain in C m , which contains zero and is balanced.
Remark 1.3
We note that if we use rational functions or functions holomorphic in neighbourhood ofΩ in defining the set DB(0), we would still have 8) and if B is a ball with respect to some norm, then
In particular, the operator norm on C 
is a contraction.
Proof: By the preceeding remark,
Since the convex hull co B of the balanced region B is a ball, it follows that
Any such linear contraction is holomorphic and maps B into C k×k , op 1 . Therefore, we have the opposite inequality in 1.10. The contractivity of ϕ
The simple observation (see 1.9) that
completes the proof. 2 Example 1.5 Let 0 < r ≤ 1/4, and
Since B is a Rienhardt domain, and is logarithmically convex, it follows that it is a domain of holomorphy. Remark 1.3 implies that DB(0) is the unit bi-disk. Therefore, C Ando's theorem (cf. [7] ) and the duality result from [6] shows that α(B, 0) = 1. 
Note that this is a genuinely new example of a domain

The case of an arbitrary domain
We now examine the relationship between the contractivity of
If k = 1, then we have verified that these two questions are equivalent (Proposition 1.2) .
The situation is more complicated for k > 1.
Theorem 1.6 If there is a holomorphic map
is an isometry then ϕ
Proof: As we have pointed out, the operator norm on C k×k and the Carathéodory norm
, op is a contraction, which is the norm decreasing property of the Carathéodory norm. This amounts to the inclusion
, we see that the map
is holomorphic. We can assume without loss of generality that DH(ω) = I, therefore DG(ω) = Λ. Thus we get the opposite inclusion in 1.12. In view of lemma 1.4, the proof is complete. 2
The case of a product domain
Let Ω 1 , Ω 2 ⊆ C be any two bounded domains, P = Ω 1 × Ω 2 be the product domain in C and ω = (ω 1 , ω 2 ) ∈ P be an arbitrary but fixed point. domains Ω j at the points ω j ∈ Ω j . The unit ball with respect to the dual Carathéodory
and the derivative DG j (ω j ) = 1. Since the Carathéodory norm of a product domain is the maximum of the Carathéodory norms on the factors (see [4] ), it follows that and ω = (ω 1 , ω 2 ) ∈ P be an arbitrary but fixed point. If z ∈ C 2 , C P,ω , then
by Theorem 1.7. This theorem also implies that α(
, C P,ω 1 is bi-holomorphic to the bi-disk, it follows via Ando's theorem that α(P, ω) = 1
for every ω ∈ P.
A special class of homomorphisms
We now specialise to those domains B, which can be realised as the unit ball with respect to some norm · B in C 
. . , m be such that
that is, 
This completes the proof. 2
The theorem specialised to k = 1 says that the operator
is a contraction. The operator
is 
Every contractive homomorphism ϕ 0 (A, ·) is completely contractive over H ∞ (B) for
A as in this section. what are the spaces V which satisfy the following
A, B ≤ A B , for all
Here ., . is the Hilbert-Schmidt inner product.
A stronger property which a Banach space may possess is : , the 2-summing norm π 2 (u) is defined as
where the supremum is over all n ≥ 1 and all x 1 , . . . , x n ∈ V for which
From the case n = 1 in the definition of π 2 (u), it is clear that we have
Fact 2 : Property P is equivalent to the 2-summing property.
(Remark : This fact was brought to our attention by Pisier in a private conversation. But the proof presented below is more direct than the argument outlined by him.) . Hence, putting
Thus Property P says that π 2 (u) ≤ uˇ for all such u. We have already remarked that the reverse inequality is trivial. 2 Proof: An easy norm computation shows that for l p (2), 1 < p < ∞, Property P fails with both A and B taken as the 2 × 2 identity. 2
and only if
αβγ is a non-negative real number.
(Here, and later, * stands for an unspecified (real) number, not necessarily the same in all occurences.)
Proof: We may assume that α, β, γ are all non-zero (otherwise it reduces to Fact 3).
Choose ω ∈ T 3 such that Aˇ = Aω, ω . Now, Aˇ = Aˆ means that 
Hence, we have, 
We have to show that A, B ≤ Bˇ . Since Bˇ ≥ sup Bz, z , where the supremum is
, it is enough to show that A, B ≤ sup Bz, z , that is,
Since the left hand side is ≤ f (α 
Then the maximum of f is attained on the torus T× T.
Proof: Rotating β, we see that at a maximum,
The last two terms here give the standard inner product between the two vectors (|β|, 1 − |β| 2 ) and (|λ 2 + λ 3 α|, |λ 3 | 1 − |α| 2 ). Therefore, Cauchy-Schwarz shows that at a maximum, these two vectors must be proportional (so that at a maximum, |α| = 1 ⇒ |β| = 1.), and the maximum value of f is
Therefore, it suffices to show that the maximum over |α| ≤ 1 of this last expression is attained at |α| = 1. Suppose, on the contrary, that the maximum is attained at a point α in the interior of the unit disc. Parrott's example (cf. [6] , [7] ) shows that there is a contractive homomorphism ϕ 0 (A, ·) on
, which is not completely contractive. This study was motivated partly to see if 
