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Abstract
We extend the hybrid global optimization method proposed by Xu (J. Comput. Appl. Math. 147 (2002)
301–314) for the one-dimensional case to the multi-dimensional case. The method consists of two basic
components: local optimizers and feasible point 0nders. Local optimizers guarantee e2ciency and speed of
producing a local optimal solution in the neighbourhood of a feasible point. Feasible point 0nders provide
the theoretical guarantee for the new method to always produce the global optimal solution(s) correctly. If
a nonlinear nonconvex inverse problem has multiple global optimal solutions, our algorithm is capable of
0nding all of them correctly. Three synthetic examples, which have failed simulated annealing and genetic
algorithms, are used to demonstrate the proposed method.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Inverse problems have been to 0nd a quality model in the model space that matches measured data
in a certain sense of optimality, and thus have almost always been solved as an optimization problem
with or without constraints (see e.g. [35,46,48]). A nonlinear optimization model for nonlinear
nonconvex inversion can be cast as follows:
min : f(x); (1a)
subject to the constraint,
x∈X; (1b)
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where f(·) maps X into Y; X is a subset of Rn and is either given explicitly or determined implicitly
by some (linear or nonlinear) constraints, and Y∈R. The point set X may be of a complicated
structure, consisting of a number of disconnected point subsets Xi; i = 1; 2; : : : ; m. Since the cost
function f(x) for an inverse problem always takes on positive numbers, the image Y of X falls in
R+—the positive part of R. In this paper, without loss of generality, we assume that X is given
as a parallelopiped box de0ned by xi6 xi6 Hxi (i= 1; 2; : : : ; n), where xi and Hxi are the given lower
and upper bounds of xi. If xi is su2ciently small and Hxi su2ciently large, the optimization model
(1) essentially becomes unconstrained.
Finding the global optimal solution(s) to the nonlinear optimization problem (1) has been painstak-
ingly di2cult. Although local optimization techniques have been very sophisticated and well doc-
umented, they can only guarantee to produce a local optimal solution, unless a starting point is
su2ciently close to a global optimal solution (see, e.g. [5]) or the function to be optimized is con-
vex. The assumption for the success of an optimization algorithm of local nature is as di2cult to
check as to 0nd the global optimal solution(s) of the objective function with multiple local solutions,
however. The Monte Carlo optimization method can also only produce a suboptimal solution. The
development of global optimization is a matter of last two or three decades. Global optimization
methods can be classi0ed into two types: stochastic and deterministic. The former may be said to
start with the publications of Metropolis et al. [29] and Holland [22], which are pioneering to the
full development and applications of the algorithms of stochastic nature, in particular, simulated
annealing and genetic algorithms, in the last two decades (see e.g. [1,4,9,15,17,24,27,43,45]).
Simulated annealing and genetic algorithms cannot theoretically guarantee to always produce a
global optimal solution, unless the number of samplings tends to (practically impossible) in0nity.
Actually, the failure of the algorithms of random nature to correctly 0nd the global optimal solu-
tion can often be seen in the literature of geophysical inversion (see e.g. [13,28,41]). A number
of hybrid global optimization algorithms have been proposed by combining simulated annealing/
genetic algorithms with a local optimization method (see e.g. [7,8,13,16,28]) in order to maximally
use the good global property of random searching/sampling and the convergence rate of a local
method. Cary and Chapman [7] proposed to use the Monte Carlo method to locate a globally
approximate point and then use the local optimizer to 0nd the optimal solution near the Monte
Carlo solution. Gerstoft [16] suggested incorporating the Gauss–Newton method into genetic algo-
rithms in order to improve every member of the new generation. Liu et al. [28] and Fallat and
Dosso [13] started with a simplex and then used simulated annealing to determine the direction
and step of searching. Essentially, we may say that these hybrid algorithms 0rst use simulated
annealing/genetic algorithms to 0nd a good approximate point and then start a local optimizer to
0nd a local optimal solution near the point before going to the next iteration number. Since a
local optimizer only improves the speed to obtain an optimal solution near an initial point but
cannot alter the local nature of the solution, hybrid methods of this kind provide no guarantee to
always 0nd the global optimal solution either, as in the case of simulated annealing or genetic
algorithms.
Deterministic global optimization has been rapidly developed since late 1970s. Global optimization
methods are often based on the idea of either transforming the function f(x) into a new cost function,
or of successive partitioning of the de0nition domain, in particular, by direct use of interval arithmetic
mathematics (see e.g. [6,18–20,25,26,39]). The construction of the new cost function is carried out by
using a Lipschitz constant [3,36,44] or by introducing an extra quadratic term so that the transformed
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function is approximately convex (see e.g. [14]). Barhen et al. [2] proposed a nonlinear monotonic
mapping to construct a new cost function. The method using interval arithmetic has recently been
applied in hypocentre locations by Tarvainen et al. [47]. Transforming the original cost function into
a new one always involves the introduction of some extra parameters and cannot generally guarantee
the convergence to a global solution to that of the original problem [3], however.
The purpose of this paper is to extend the hybrid global optimization method proposed by Xu
[50] to the multi-dimensional case. The method is composed of two basic elements: local optimiz-
ers and feasible point 0nders. Local optimizers fully take all the advantages of sophisticatedness
and fast convergence of local optimization algorithms, while feasible point 0nders guarantee that
the next iteration of search always produces either a global optimal solution or a solution better
than the previous one. The method has been successfully applied to identify the correct global
optimal solution of a one-dimensional cost function with more than 1; 750; 000 local minima by
Xu [50]. The paper is organized as follows. Section 2 will brieLy discuss local optimization algo-
rithms. Section 3 is focused on the algorithms of feasible point 0nders, which are quite diMerent
from the one-dimensional case of Xu [50]. Xu [51] has shown that the (disconnected) regions of
feasible points of nonlinear and nonconvex inequality constraints can be bounded by the bounding
boxes at any given accuracy. In other words, we can always 0nd the smallest bounding boxes to
bound the disconnected regions of feasible points of nonlinear and nonconvex constraints. We will
then assemble local optimizers and feasible point 0nders to make global optimizers in Section 4.
Some examples will be synthesized in Section 5 to demonstrate how the hybrid global optimizers
work.
2. Local optimizers
By local optimizers, we mean the optimization algorithms that essentially 0nd a local optimal
solution near the starting point in a certain sense. Optimization methods of local nature have been
well developed and shown to be robust, reliable, and fast in 0nding a local optimal solution. The
algorithms of this kind are very diverse, depending on whether the problem is constrained, on
whether the derivatives of the problem have been used, and further on whether the derivatives of
the 0rst and/or second order are used. Generally speaking, local optimizers using more information
on the function to be optimized often have a better performance in quickly 0nding a local optimal
solution. Hybrid algorithms for global optimization in geophysical inversion often use derivative-free
simplex methods [13,28], local optimizers with the derivatives of 0rst order [7,8], and Gauss–Newton
methods with the derivatives of second order [16].
In principle, all the local optimizers start with the following iteration procedure:
xk+1 = xk + 	kdk ; (2)
where k is the iteration index, 	k is a positive constant that determines the length of a step for
the next search from xk , dk is a unit vector that decides the direction of the next search. They are
diMerent only in the method of choosing the step length 	k and the direction of the next search dk .
Simplex methods use the (n + 1) vertices of a simplex space to decide xk and dk [31]. The basic
idea of these methods is to replace the vertex (say xhk) with the largest function value with a point
that is believed to be on the line joining the centroid (say x0k) of the simplex space without x
h
k and
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xhk itself. Thus we have xk = x
0
k and dk = x
0
k − xhk . Simplex methods were reported to be eMective
mainly for problems with a few number of unknowns [12]. The reason to use derivative-free local
optimizers such as simplex methods is mainly that the derivatives of the function to be optimized
is too complicated to compute analytically. In some cases, it may even be impossible to derive
the derivatives of a function analytically. However, with the advance of techniques for automatic
computation of derivatives, we may be on the safe side to assume that the derivatives of 0rst order of
a function are available numerically. The direction of search for local optimizers using the derivatives
of the function is given by
dk =− HDk∇f(xk); (3)
(see, e.g. [5,42]), where ∇f(xk) is the gradient of f(x), the matrix HDk is positive de0nite, which
is given properly or computed using the 0rst-order and/or second-order derivatives of f(x). For
instance, the steepest descent method simply assigns an identity matrix to HDk . Conjugate and
quasi-Newton methods compute HDk from the 0rst-order derivatives of f(x). Newton method further
uses the second-order derivatives of f(x) to determine HDk . In other words, HDk is the Hessian ma-
trix of f(x). If the second-order derivatives are easy to compute, we should use Newton method
for optimization. Requiring the information on second-order derivatives for global optimization in
geophysical inversion may be too strict in some applications. Fortunately, by properly designing the
matrix HDk from the 0rst-order derivatives to approximate the Hessian matrix of Newton method, we
can still have the fast convergence rate of Newton method without the actual computation of the
second-order derivatives. Such a class of methods has been known as quasi-Newton methods. The
most popular and robust quasi-Newton method decides the search direction as follows:
dk =− H k∇f(xk); (4a)
(see, e.g. [5,12,42]), where the matrix H k+1 is iteratively computed by
H k+1 = (I − kpkqTk ) H k(I − kqkpTk ) + kpkpTk ; (4b)
k = 1=qTk pk ; (4c)
pk = xk+1 − xk ; (4d)
qk =∇f(xk+1)−∇f(xk); (4e)
(see e.g. [12,34]), where I is an identity matrix. This algorithm has been shown to converge super-
linearly. In practical implementation, one can use an identity matrix for H 0 to start executing this
quasi-Newton algorithm. Since an identity matrix may be signi0cantly diMerent from the inverse of
the initial Hessian, one may 0rst use an identity matrix to 0nd the 0rst x1, and then compute
H 0 =
qT0p0
qT0q0
I;
to initialize (4). For more local optimizers, the reader is referred to some of excellent books on
local optimization methods (see, e.g. [5,12,34]).
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3. Feasible point nders
Consider a system of nonlinear equalities and inequalities de0ned by
gi(x) = 0; i∈ E; (5a)
gi(x)6 0; i∈ I; (5b)
where all the gi(x) map Rn into R, the index sets E for the equality constraints and I for the
inequality constraints satisfy E ∪ I = {1; 2; : : : ; m} and E ∩ I = ∅. A feasible point 0nder can thus
naturally be de0ned as a technique/method to 0nd points that satisfy all the equality and inequality
constraints of (5).
Three kinds of methods have been proposed in order to 0nd a feasible point of (5), namely, (i)
gradient and Newton methods; (ii) trust-region methods; and (iii) methods using interval arithmetic
mathematics. Gradient and Newton methods 0rst reformulate the problem of 0nding a feasible point
as a constrained optimization model and then solve for the optimal solution (see e.g. [10,37,38,40]).
The solution of the reformulated optimization problem may be indeed a feasible point of (5), if the
initial point is su2ciently close to the feasible region(s). The idea of the trust-region methods is
to transform the problem (5) into an optimization problem subject to a given trust region (see e.g.
[11]). As in the case of the Newton-based methods, the trust-region methods also depend on an
initial point. If an initial point is close to a non-feasible, local stationary point, then the trust region
methods would fail to 0nd a feasible point [11]. Interval analysis can also be used to 0nd a feasible
point of (5a) [32,49] and further of (5) [51]. Hong [23] used interval analysis to 0nd a feasible
point of polynomial equations and inequalities. The method of Neumaier [32] and Wolfe [49] was
based on the combination of linear approximation and bisection. It could be computationally very
ine2cient and practically inaccurate if the initial box is su2ciently large, as was shown by Xu
[51] in the case of nonlinear nonconvex inequalities. Interval analysis can also be used to quickly
0nd the smallest bounding box(es) to enclose the (disconnected) feasible point region(s) of (5) at
any given accuracy [51]. The de0nition of a smallest bounding box was also given in Xu [51]. In
general, many infeasible points are also included in the smallest bounding box(es). As the illustrative
example shown in Fig. 1, the ratio of feasible points to infeasible points is about 1:100.
Since this study is focused on unconstrained nonlinear inverse problems, our feasible point 0nder
is equivalent to 0nding a point that satis0es:
g(x)6 0; x∈X; (6)
where X is a parallelopiped box with upper and lower bounds for each component of x. Nevertheless,
if there are indeed many inequality constraints, one can then use a technique described in Xu [51]
to derive an equivalent representation of type (6). If no points in X satisfy (6), then the feasible
point 0nder would return an empty set. In the one-dimensional case, Xu [50] has recast the problem
of 0nding a feasible point of (6) into that of 0nding zero points of the function g(x) in the interval
[x; Hx]. All the solutions of g(x) = 0 can then be successfully solved using interval analysis. The
success of the feasible point 0nder in the one-dimensional case cannot, unfortunately, directly be
extended to the multi-dimensional case, since no such Newton-like iterative techniques are available
to 0nd zero points of a function of multivariables. In the rest of this section, we will show that the
combination of the numerical method for bounding feasible point sets [51] with the one-dimensional
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Fig. 1. The illustrative example showing the ratio of feasible points to infeasible points within the smallest bounding box,
with the region of feasible points being shaded.
feasible point 0nder [50] can either successfully produce a feasible point of (6) or indicate that (6)
has no solutions at all. Since 0nding a feasible point is only a means and a guarantee for successfully
obtaining a local optimal solution to an inverse problem, we will also implement two approximate
techniques, namely, the Monte Carlo approach and Newton method, to help search for a feasible
point of (6).
3.1. Bounding the feasible points of (6) by interval analysis
As the 0rst step to 0nd a feasible point that satis0es (6) (if it exists), we will 0rst identify all
the (disconnected) regions of feasible points of (6). Up to the present, however, there exist no
techniques that can 0nd all the feasible points at any given accuracy within a reasonable budget of
computation cost. Instead, we will use interval arithmetic to delete those certainly infeasible points
from the initial box X and thus produce the smallest bounding box(es) to bound the feasible points
of (6).
The 0rst method to bound the feasible points of (6) was proposed by Hansen and Sengupta
[21] (see also [20]). The basic idea of their method is to linearize (6) and then iteratively solve
a one-dimensional linear interval inequality in order to eliminate those certainly infeasible points
of (6). This method works well only if the function g(x) is approximately convex or if the initial
box X is su2ciently small. In fact, if a box is su2ciently small, it is always possible to obtain
the sharpest interval of a function unless the function is ill-posed or highly nonlinear even inside a
su2ciently small box. Actually, a small box has been the key to the success of interval arithmetic
mathematics, in particular, for the solution to a nonlinear equation or equation system and for global
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optimization (see e.g. [18–20,30,33,39]). Practically, we cannot expect either of these two conditions
to hold true. Thus Hansen–Sengupta’s method can at most reduce the size of X as far as possible
[20]. By incorporating the method of bisection into Hansen–Sengupta’s method, Xu [51] has shown
that the modi0ed method can be used to approximately 0nd all the (disconnected) region(s) of
feasible points. If high accuracy is required, it takes too much CPU time and is not practically
viable. Recently, by directly working on the nonlinear inequality (6), Xu [51] proposed a quick
solution approach, together with the one-dimensional feasible point 0nder of Xu [50], and used this
combination of methods to quickly 0nd the smallest bounding box(es) to bound the feasible points
of (6) at any given accuracy.
3.1.1. Hansen–Sengupta’s method
Given a point y in X, if it satis0es (6), then we will directly go to local optimizers, since a
feasible point has been found by chance without the need of applying the technique to be described
here. The probability of immediately 0nding a feasible point is roughly equal to the ratio of the
feasible points to the infeasible points within the given box. Thus without loss of generality, we
assume that the point y is infeasible. Applying the mean value theorem to (6), we have
g(x) = g(y) + (x− y)T∇g();
where ∇g() is the vector of the 0rst-order partial derivatives of the function g(x) at the point
 ∈X. Since ∇g()∈∇g′(X), (6) may be rewritten as
g(y) + (x− y)T∇g(X)6 0; x∈X; (7)
where ∇g(X) is the interval vector of the 0rst-order derivatives of g(x) computed within the box
X. Instead of directly solving (7), Hansen [20] proposes to use
g(y) + (x− y)T∇g(X)¿ 0; x∈X; (8)
to eliminate those certainly infeasible points from X. Since all the points x that satisfy (8) are
certainly not feasible, no feasible points of the original problem (6) will be eliminated by deleting
the solutions to (8) from X [20].
Rewrite (8) as follows:
g(y) +
n∑
j=1; j =i
(Xj − yj)g′j(X) + (xi − yi)g′i(X)¿ 0; (9)
or in symbolic but equivalent form,
U+Vt ¿ 0; (10)
where g′k(X) is the derivative interval of g(x) with respect to xk (k = 1; 2; : : : ; n),
U= g(y) +
n∑
j=1; j =i
(Xj − yj)g′j(X) = [u; Hu];
V= g′i(X) = [v; Hv];
and
t = xi − yi:
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Let the solution set of t in (10) be denoted by Tc, namely,
Tc = {t : u+ vt ¿ 0; u∈U; v∈V}:
By direct analysis of (10), we can obtain the complement set of Tc, which is given as follows:
T= {t : t ∈ (−∞;∞) and t ∈ Tc}
=


(−∞; −u= Hv] if u¿ 0; v¿ 0 and Hv¿ 0
(−∞; −u=v] if u6 0 and v¿ 0
[− u=v; ∞) if u¿ 0; v¡ 0 and Hv6 0
[− u= Hv; ∞) if u6 0 and Hv¡ 0
(−∞; −u= Hv] ∪ [− u=v; ∞) if u¿ 0 and v¡ 0¡ Hv
(−∞; ∞) if u6 0 and v6 06 Hv
empty set if u¿ 0 and v= Hv= 0
(11)
(see e.g. [20,51]).
With the solution set T of (11), we can then compute the reduced point set(s) of X. The new
interval of X along the coordinate axis xi is given as follows:
Xni =Xi ∩ (T+ yi); (12)
where Xni is the new interval in the component xi. If T consists of two parts, say Ti1 and Ti2
(compare the 0fth row on the right hand side of (11)), we then separate X into two disconnected
boxes, which are computed by replacing T with the respective intervals, namely,
Xni1 =Xi ∩ (Ti1 + yi); (13a)
Xni2 =Xi ∩ (Ti2 + yi): (13b)
The above procedure to eliminate certainly infeasible points is repeated for i = 1; 2; : : : ; n and
is supposed to result in m subboxes. Choose one of these boxes of reduced size, replace X with
this new subbox and then repeat the procedure of eliminating certainly infeasible points until no
improvement can be achieved. Xu [51] has shown that Hansen–Sengupta’s method generally does
not result in any improvement on X, if g(x) is nonlinear and nonconvex, and if the initial box X
is su2ciently large. Thus Hansen–Sengupta’s method is called to help 0nd a feasible point only if
g(x) is monotonic in X or if X is su2ciently small.
3.1.2. The numerical method
The numerical method for bounding the feasible point set of (6) was recently proposed by Xu [51].
It mainly consists of four components: (i) a quick solution approach; (ii) using interval arithmetic
to compute the range of the original nonlinear and nonconvex function g(x) in a given box Y; (iii)
deciding whether the box Y is feasible, not feasible or needs further multiple slicing; (iv) slicing
the box Y into a number of subboxes. Components (ii) and (iii) are obvious by themselves and
should need no further explanations. Thus we will show how to design components (i) and (iv) in
our numerical method in the following.
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The quick solution approach is to quickly eliminate those certainly infeasible points of (6) in the
current box Y. Suppose that we want to quickly eliminate those certainly infeasible points of, say
x1, in the interval Yx1 . Then the quick solution approach is to replace all the other components of
x other than x1 with their intervals de0ned by the box Y. Thus (6) is simpli0ed symbolically as:
gs(a; x1)¿ 0; (14)
where a∈A, x1 ∈Yx1 , A is a given interval vector determined by Y. The problem is to 0nd all
the x1 in Yx1 that satis0es (14). By eliminating the solution of (14) from Yx1 , we obtain the
improved interval(s) for x1. This procedure is iteratively applied to all the components of x until
no improvement is possible. For a nonlinear function gs(a; t), t generally intermingles with a. Thus
0nding the exact solution to (14) would be hard. To further simplify (14), we can replace all the
intermingled terms with their proper bounds, in particular for those terms being small but highly
oscillatory, and then quickly solve the simpli0ed one-dimensional inequality of (14) numerically by
using the one-dimensional equation solver [20] or equivalently, the one-dimensional feasible point
0nder [50]. For example, given the following nonlinear and nonconvex inequality:
g(x; y) =−10 exp(−|x| − |y|) + sin (xy) + 56 0;
and
X=
{
[− 108; 108]
[− 108; 108]
}
;
(see [51]). After the 0rst iteration of applying the quick solution approach to x and y, the initial
box X has been signi0cantly reduced to a very small one:
S=
{
[− 0:9163; 0:9163]
[− 0:9163; 0:9163]
}
:
Iteration will further improve this box S [51].
Now we will focus on the fourth component of our numerical method, namely, multiply slicing
Y into a number of subboxes. Given a point y∈Y, suppose that we would start slicing along the
side with maximum width, say the xn component. By replacing all the other components of x with
the values of y, namely, xi=yi for all i¡n, and replacing inequality sign of (6) with equality sign,
then (6) becomes
g(y1; y2; : : : ; yn−1; xn) = 0; (15)
where the only variable xn is de0ned in the interval Yxn . By using the one-dimensional feasible
0nder [50], we can quickly separate all the disconnected feasible and infeasible subintervals of xn
in Yxn . Accordingly, we can slice Y into a number of subboxes along xn. In case that (15) has
no solutions at all, we select a new component for multiple slicing. If the equation of type (15)
has no solutions for any component of x, then Y is either the smallest bounding box under check
if g(y)6 0, or we have to bisect Y into two subboxes if g(y)¿ 0 and then repeat the procedure
described here. It has been shown that the numerical method can quickly 0nd the smallest bounding
box(es) to bound the feasible points of (6). For more technical details and algorithms on the method,
the reader is referred to Xu [51].
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3.2. Finding a feasible point in a sharpest box
In this Subsection, we will focus on 0nding a feasible point within the sharpest or smallest
box that bounds a feasible point set. In the previous subsection, we have shown that the modi0ed
Hansen–Sengupta’s technique can be used to quickly obtain approximate bounding boxes of feasible
points and the numerical method to quickly obtain the smallest bounding boxes of feasible points.
Without loss of generality, we will assume in this subsection that the given box X is the sharpest
or smallest. In what follows, we will discuss two approximate methods, namely, the Monte Carlo
sampler and Newton method, to 0nd a feasible point in a smallest box. As we have already known,
the Monte Carlo method may fail to produce a feasible point, unless the number of sampling points
is su2ciently large. Newton method may not 0nd a feasible point either, if the initial point is not
su2ciently close to the region(s) of feasible points. We will also propose a new feasible point 0nder
here. This new 0nder is built up on the combination of the numerical method for bounding feasible
point sets and the one-dimensional feasible point 0nder. Of course, if g(x) is only one-dimensional,
then we only need the one-dimensional feasible point 0nder. The new technique is exact in the sense
that it either produces a feasible point or indicates that there is no feasible point in X. It is thus
also the guarantee for the success of our new global optimization method to be presented in the
next section.
3.2.1. The Monte Carlo sampler
Since 0nding a feasible point is the means but not the goal in global nonlinear inversion, we can
try to use any possible option that may quickly give us a feasible point. As the 0rst approximate
method, we can use the simple Monte Carlo sampler. We only need this simple version of Monte
Carlo sampling, because our purpose is to 0nd a feasible point quickly but not to obtain an improved
or (sub)optimal solution. More sophisticated methods of Monte Carlo nature in optimization such
as simulated annealing and genetic algorithms should probably not be used in order to save time,
although they are applicable in principle.
In general, we do not have any prior knowledge on the where-about of feasible points within
X. To reLect this ignorance, we should accordingly use non-informative probabilistic models to
generate random numbers for the components of x. In the case of Cartesian coordinate systems,
such an isotropic probabilistic model is the uniform distribution within an interval [x; Hx], namely,
pi(x1) = 1=( Hxi − xi) for each component of x. The joint distribution for x is given as follows:
p(x) =
n∏
i=1
pi(xi) =
n∏
i=1
1
( Hxi − xi) : (16)
The Monte Carlo method has been known to perform poorly in optimization and numerical in-
tegration, unless the number of sampling points tends to in0nity, as can be predicted by the large
number theorem in probability. However, after recasting the problem of 0nding a feasible point as
a geometrical probabilistic model, we immediately conclude that the success of the simple Monte
Carlo method in 0nding a feasible point is rather likely, with the probability proportional to the
ratio of the feasible points to the infeasible points within X. In the case of the illustrative example
(see Fig. 1), the geometrical probability is about one per cent. In other words, for this example,
we expect to obtain a feasible point in every 100 random drawings. If the ratio of the feasible
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points to the infeasible points is rather large, we may 0nd a feasible point quickly by random
drawing.
3.2.2. Newton method
Assume an initial point x0 and denote the point computed by an algorithm at the kth step or
iteration by xk . Newton method is to 0rst recast the problem of 0nding a feasible point of (6) as
the following optimization model:
min : (x− xk); (17a)
subject to the linearized inequality constraint:
g(xk)− (x− xk)T∇g(xk)6 0; (17b)
(see [10,38,40]), where (x−xk) is a distance or a norm of (x−xk). Very often, the Euclidean norm
is chosen since the solution of x with this norm can be easily derived. ∇g(xk) is the gradient of
g(x) at the point xk . Obviously, the optimization problem (17) has a unique solution. If xk satis0es
(17b), then it must also satisfy (6). The solution of (17) has then a simple solution, namely, x=xk ,
which, however, should have already indicated that a solution had been found at the previous step
and (17) is not needed any more. Thus without loss of generality, we assume that xk does not
satisfy (6). The unique solution can then be given as follows:
xk+1 = xk − g(xk)
[∇g(xk)]T∇g(xk)
∇g(xk); (18)
which is the familiar Newton formula. The convergence of the solution (18) is aMected by the
starting point [10,38].
In particular, suppose that the function g(x) has many stationary points in the infeasible part of X.
If x0 is chosen from this infeasible part, then the iteration would very likely stop at some stationary
point such that ∇g(xk) = 0. No feasible point will ever be obtained. In practice, if the Monte Carlo
sampler failed to 0nd a feasible point, we may take the point with the minimum value from the
Monte Carlo samplings as x0 to start applying Newton method. If there are a number of equality
and inequality constraints, we can still linearize all of them and set up the optimization problem of
type (17). For more detail, the reader is referred to Pshenichnyi [38]; Daniel [10] or Ratschek and
Rokne [38].
3.2.3. The new feasible point <nder
The simple Monte Carlo sampler may practically fail to 0nd a feasible point, if the geometrical
probability or the ratio of the feasible points to the infeasible points in X is rather small, and
in particular, if the number of random drawings is small as well. On the other hand, given a
0nite number of random drawings, due to the stochastic nature of the Monte Carlo sampler, there
always exists a possibility that a feasible point cannot be found. Newton method could often fail
to 0nd a feasible point as well, if it starts from a region of infeasible points and if g(x) has many
stationary points in this region. In order to avoid using the language of probability in global nonlinear
nonconvex inversion, and in order to eliminate the drawback of methods of Newton type, we will
now have to develop a new method to 0nd a feasible point. Unlike random search and gradient
methods, the new method must, in any case, produce a feasible point in X or indicate that there
exists no feasible point at all in X.
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By assumption, X is one of the smallest bounding boxes that were obtained by the numerical
method for bounding feasible point sets. By a smallest bounding box X, we mean that given a
hyperplane xi = ci, if it cuts through X, then it must intersect the equation of g(x) = 0 at least once
inside X [51]. In order to 0nd a feasible point inside X, we can 0rst use any hyperplane of type
xi = ci to bisect X. For convenience, one often chooses the side with maximum width to bisect.
Without loss of generality, assume that for the given box X, xn has the maximum width. Let the
middle point of xn be denoted by ymn, i.e.
ymn =
xn + Hxn
2
; (19)
where xn and Hxn are the lower and upper bounds of xn, respectively. Thus the intersection of the
hyperplane xn = ymn and the inequality (6) becomes:
g(x1; x2; : : : ; xn−1; ymn)6 0; (20)
where the bounds of xi (i = 1; 2; : : : ; n− 1) is given by the box X.
Applying the numerical method for bounding feasible point sets to (20), we can obtain the smallest
bounding boxes of reduced dimension to bound the feasible points of (20). Denote these smallest
bounding boxes of dimension (n − 1) by X1(n−1);X2(n−1); : : : ;Xrn(n−1). Choose one of these boxes
for further search for a feasible point, say X1(n−1), without loss of generality. Again we can choose
the side with maximum width, say now xn−1, to bisect. As in the case of xn, we use the middle
point of xn−1 as a hyperplane to intersect and then (20) becomes
g(x1; x2; : : : ; xn−2; ym(n−1); ymn)6 0; (21)
where the bounds of xi (i = 1; 2; : : : ; n− 2) are given by the box X1(n−1), the middle point of xn−1
is computed in the same manner as in (19).
Repeating this procedure, we 0nally have the inequality of the following kind:
g(ym1; ym2; : : : ; ym(i−1); xi; ym(i+1); : : : ; ym(n−1); ymn)6 0; (22)
where xi is only one variable de0ned in a given interval Xi1, and all the ymj (j = i) are the middle
points of the corresponding components xj computed with the proper smallest bounding boxes.
(22) has been completely solved using the one-dimensional feasible point 0nder [50]. Thus we can
always 0nd a feasible point, or more generally, a set of feasible points of (6) in the smallest bounding
box X.
4. The hybrid global optimization method
In this section, we will assemble local optimizers and feasible point 0nders in Section 3 to build
up a new hybrid global optimization method to solve the nonlinear nonconvex inverse problem (1).
To begin with, let us 0rst choose an initial point x0 from the box X and start the local optimizer.
Assume that the local optimizer has produced the optimal solution and optimal value of f(x) near
x0, which are denoted by x∗0 and f∗0 , respectively. Since local optimizers provide no guarantee that
x∗0 is also the global optimal solution of the nonlinear nonconvex inverse problem (1), we use f∗0
to form the following new nonlinear optimization problem:
min : f(x); (23a)
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subject to the following nonlinear nonconvex inequality and bound constraints,
f(x)− f∗0 ¡ 0; (23b)
x∈X: (23c)
Applying the numerical method for bounding feasible point sets to (23b) and (23c), we can then
obtain a number of disconnected smallest bounding boxes by eliminating those certainly infeasible
points from X, which are denoted by S1; S2; : : : ;Sl. Obviously, if the nonlinear inequality (23b)
has no solution in X, then x∗0 is indeed a global optimal solution of (1); otherwise, it cannot be,
since there exist points in X such that f(x)¡f∗0 . This indicates that solving the new optimization
problem (23) either con0rms that x∗0 is a global optimal solution or produces a better solution with a
smaller function value. Actually, by repeatedly applying the above procedure to (23), we can always
correctly 0nd the global optimal solution(s) of (1), as theoretically guaranteed by Theorem 1 of Xu
[50] after slight modi0cation.
Now we will focus on technical realization. Without loss of generality, we assume that all the
boxes Si (i = 1; 2; : : : ; l) are not empty. Store all the smallest boxes Si into a problem list. Take a
box from the problem list to process. In order not to cause any confusion, we denote the current
box by Y. Then use the feasible point 0nders in Section 3 to 0nd a feasible point in Y, say y∈Y.
Restart the local optimizer with the new initial feasible point y. Denote the optimal solution and
optimal value of f(x) by x∗y and f∗y, respectively. Of course, f∗y ¡f∗0 , since f(y)¡f∗0 . As in
(23), we use f∗y to form a new optimization problem:
min : f(x); (24a)
subject to the following nonlinear nonconvex inequality and bound constraints,
f(x)− f∗y ¡ 0; (24b)
x∈Y: (24c)
If the nonlinear nonconvex inequality (24b) has no solutions in Y, then x∗y is the optimal solution
that is currently available. If the problem list is empty, then it is also the global solution. The job
of 0nding the global optimal solution to the nonlinear nonconvex inverse problem is done. If the
list is not empty, take a new box from the problem list and replace Y in (24c) with this new box.
For simplicity but without confusion, we will still use Y to mean this new box. If (24b) has no
solutions for this new box either, we take a new box from the problem list and repeat the same
procedure described in the above.
If (24b) has solutions in Y, as in (17), we can use the numerical method to bound the feasible
points of (24b) in Y. Without loss of generality, assume that the numerical method has resulted in
ly smallest bounding boxes, which are denoted by Si (i = 1; 2; : : : ; ly). Store all these boxes into
the problem list and repeat the same procedure as described in the above. When the problem list
becomes empty, we have found the global optimal solution(s) of the nonlinear nonconvex inverse
problem (1). Thus our hybrid global optimization method always converges to the global optimal
solution(s) of the nonlinear nonconvex inverse problem (1). If the inverse problem has many global
solutions, our method will 0nd all of them.
To summarize, we put all the steps described in the above together to assemble our new global
optimization algorithm for nonlinear nonconvex inverse problems. When assembling the algorithm,
436 P. Xu / Journal of Computational and Applied Mathematics 155 (2003) 423–446
we may slightly alter the orders of use of feasible point 0nders. Since both the Monte Carlo sampler
and Newton method for 0nding a feasible point are approximate, they can be tried before the
smallest bounding box has been found. Thus, so far as the quick solution approach has resulted in
the improved (smaller) boxes, we will immediately use one or both of the Monte Carlo sampler and
Newton method in order to 0nd a feasible point. In case that these two methods fail, we will strictly
follow the new feasible point 0nder of Section 3. The brief description of the global optimization
algorithm is given as follows:
Algorithm I.
1. Given an initial box X, compute the lower bound of f(x), which is denoted by f. Initialize a
problem list and the global solution list. Assign X and f to the problem list;
2. Choose a point y in X, apply the local optimizer, and denote the optimal solution and its optimal
function value by x∗ and f∗. Store x∗ into the solution list;
3. If the problem list is empty, then print out the global solution list that contains all the global
optimal solutions, and then terminate;
4. Take a box Y, together with the lower bound f of f(x), from the problem list. If f¿f∗, go
to Step 3;
5. Use the quick solution approach to solve (24b) in Y (note f∗y =f∗). If there exists no solution,
go to Step 3. Compute the lower bound for each subbox resulted from using the quick solution
approach. Replace the working box Y by the subbox with the minimum lower bound f and store
all the other subboxes and their lower bounds into the problem list. If the quick solution approach
fails to reduce the size of Y, go to Step 8;
6. Use the Monte Carlo sampler to 0nd a feasible point in Y. If it is successful, call the local
optimizer to obtain the new optimal solution set x∗n and f∗n . Replace x∗ and f∗ with x∗n and f∗n ,
respectively. Empty the solution list and put the new solution x∗n into the list. Then go to Step 5;
7. If the Monte Carlo sampler failed to produce a feasible point, use its best point to start Newton
method. If Newton method 0nds a feasible point, call the local optimizer to obtain the new optimal
solution set x∗n and f∗n . Replace x∗ and f∗ with x∗n and f∗n , respectively. Empty the solution list
and put the new solution x∗n into the list. Then go to Step 5;
8. Use the feasible point 0nder of Section 3 to 0nd a feasible point. As common practice, start
to slice along the component with the largest width, say xn in the interval Yn, given xi = ymi
(i=1; 2; : : : ; (n−1)), ymi is the middle point of xi. If a feasible point has been found, call the local
optimizer to obtain the new optimal solution set x∗n and f∗n . Slice Y into a number of subboxes
according to the feasible/infeasible results of the new feasible point 0nder. Except for the subbox
that contains x∗n , compute the lower bounds for all the other subboxes, eliminate those subboxes
if their lower bounds are larger than f∗n , and then store the remaining subboxes and their lower
bounds into the problem list. Replace x∗ and f∗ with x∗n and f∗n , respectively. Empty the solution
list and put the new solution x∗n into the list. Then replace the working box Y with the subbox
containing x∗n , and go to Step 5;
9. After slicing all the components, if no feasible point is found, test whether any part of xi ¡yi
or xi ¿yi can be eliminated. If Y has been tightened, replace Y with the improved one and go
to Step 8. If Y is smaller than a pre-determined , delete this box, if f¡f∗ or if f = f∗ and
x∗ is inside Y, and then go to Step 3; if f = f∗ but x∗ is not in Y, store the middle point of
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Y into the solution list. Otherwise, bisect Y into two subboxes. Compute the lower bounds. Put
one of them with its lower bound into the problem list and then go to Step 8;
5. Synthetic examples
In this section, we will use three unconstrained optimization problems to demonstrate our new
hybrid global optimization method for nonlinear nonconvex inversion. Two of these functions have
been used by Liu et al. [28], Fallat and Dosso [13] and others to test the hybrid algorithms by
combining genetic algorithms and/or stochastic annealing with a local optimizer. For convenience of
discussions, the functions are rewritten as follows:
• Rosenbrock’s parabolic valley [28]
f(x) =
n−1∑
i=1
[100(xi+1 − x2i )2 + (1− xi)2]; (25)
where n is the number of the variables x. The two-dimensional case was treated in Nelder and
Mead [31] and the shape of the function can be found in Liu et al. [28] in the area of −26 x16 2
and −16 x26 4. Liu et al. [28] used this function to illustrate their hybrid method of combining
simulated annealing with the Nelder-Mead’s downhill simplex algorithm before applying it to the
determination of the reLection coe2cients for a one-dimensional acoustic earth model from a
normal incidence seismogram. In our experiment, we set n to 150, and −1086 xi6 108.
• The multimodal function (see e.g. [13])
f(x) = 4:8 + x21 + 5x
2
2 + 0:1x
2
3 + 0:05x
2
4 + x
2
5 + x
2
6
− 0:3 cos 4(x1 − x2)− 1:4 cos 4(x1 + x2)
− 0:5 cos 10(0:05x4 − 0:1x3)
− 1:0 cos 10(0:05x4 + 0:1x3)− 0:25 cos 5(x5 − x6)
− 1:35 cos 5(x5 + x6): (26a)
Similar to Liu et al. [28], Fallat and Dosso [13] also developed a hybrid global optimization
method by combining simulated annealing with the Nelder-Mead’s downhill simplex algorithm.
However, the hybrid algorithms of Liu et al. [28] and Fallat and Dosso [13] are diMerent in the
method of determining the direction and step of searching for advancing the simplex. Fallat and
Dosso [13] used (26a) to test their hybrid algorithm before applying it to invert acoustic data
for compressional speed and density pro0les. Some one- and two-dimensional pro0les of (26a)
in the region of −26 xi6 2 (i = 1; 2; : : : ; 6) can also be found in Fallat and Dosso [13]. It is
obvious after a quick look at (26a) that the nonlinearity of the function is solely caused by the
six cosine functions. On the other hand, these six cosine functions are distinctly grouped into
three independent two-dimensional functions. Thus minimizing f(x) of (26a) is mathematically
equivalent to independently minimizing three two-dimensional functions. In order to make (26a)
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Fig. 2. The contour plots of the three independent groups of cosine functions and the added cosine term. For
the convenience of visibility, we only show a pro0le of the common major feature of the two added cosine
terms by setting x3 and/or x4 to zero. The upper-left part: f1(x) = 0:3 cos 4(x1 − x2) + 1:4 cos 4(x1 + x2); The
upper-right part: f2(x) = 0:5 cos 10(0:05x4 − 0:1x3) + 1:0 cos 10(0:05x4 + 0:1x3); The lower-left part: f3(x)=
0:25 cos 5(x5 − x6) + 1:35 cos 5(x5 + x6); and the lower-right part: f4(x) = cos 6(x1x5).
truly six-dimensional and more complicated, we have added two more cosine terms to (26a),
namely,
f(x) = 4:8 + x21 + 5x
2
2 + 0:1x
2
3 + 0:05x
2
4 + x
2
5 + x
2
6
− 0:3 cos 4(x1 − x2)− 1:4 cos 4(x1 + x2)
− 0:5 cos 10(0:05x4 − 0:1x3)
− 1:0 cos 10(0:05x4 + 0:1x3)− 0:25 cos 5(x5 − x6)
− 1:35 cos 5(x5 + x6)
− 0:8 cos 6(x1x5 + 0:05x4)− 1:6 cos 6(x2x6 + 0:1x3): (26b)
We show the three groups of cosine functions of (26a) and the term cos 6(x1x5) in Fig. 2, from
which it is very clear that the function (26b) has a great number of local minima.
• The third test function is two-dimensional and given as follows:
f(x; y) =−cos x − cosy − 1:5 sin(2x)sin(2y)− 3 exp{−x2=b2x − y2=b2y}; (27)
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Fig. 3. The contour plot of the function (27), namely,f(x; y)=−cos x−cos y−1:5 sin(2x) sin(2y)−3:0 exp{−x2=b2x−y2=b2y}.
where bx = 20:0; by = 10:0. We then set the lower and upper bounds of x and y to −106 and
107, respectively, namely,
X=
{
[− 106; 107]
[− 106; 107]
}
:
The function is roughly estimated to have more than 162 billions local minimum solutions within
the speci0ed de0nition domain. The number will be doubled if local maximum solutions are
also counted. Thus it is expected that local optimizers would de0nitely fail to 0nd the optimal
solution(s). Although this function is simple (compared with (25) and (26b)), it has two signi0cant
features: (i) it has two global optimal solutions; and (ii) the curvature near each of the global
solutions is small. As in Examples 1 and 2, we will test our new global inversion method by
starting at diMerent points xi and yi, which will be randomly generated in the box X. The function
(27) is shown in Fig. 3.
All the experiments were conducted on a Toshiba Notebook Tecra 8000 (Pentium II 400 MHz
with 128 MB RAM). The local minimization process will be terminated if |xk+1i − xki |6 10−8 for
all the variables xi, where k is the iteration index. In order to demonstrate the performance of our
new global inversion method, we repeatedly 0nd the global optimal solution(s) from m diMerent,
randomly generated starting points for each of these three examples. In this paper, we only show the
0rst 200 results, simply for the visibility of plots. The common feature of all these experiments is
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Fig. 4. The distances of the starting points from the origin, the CPU times to obtain the optimal solution x∗f, the optimal
objective function values, the mean deviations of the optimal solutions from the true one, and the mean lengths of the
bounding boxes within which the optimal solutions have been found, for the 200 experiments. Upper plot: dash-dotted
line—the distances of the starting points from the origin (in logarithms), dotted line—the CPU times to obtain the optimal
solutions (in seconds), and solid line—the optimal objective function values (in logarithms); middle plot: the mean lengths
of the bounding boxes within which the optimal solutions are found (in logarithms); lower plot: the mean deviations of
the optimal solutions from the true one, namely, xi = 1 (i = 1; 2; : : : ; 150), (again in logarithms).
threefold: (i) the local optimizer almost always converges to a local minimum solution, as expected;
(ii) our new global inversion method 0nds correctly all the global optimal solutions; (iii) unlike
simulated annealing, genetic algorithms and/or other hybrid algorithms, in addition to reporting the
global solution(s), we will also report the bounding box(es) within which the global solution(s) is
found.
We will now report the detailed experiment results. In order to plot the experiment results neatly,
we will show the distance of a starting point from the origin instead of the point itself. In case
that the optimal solution(s) has already been known exactly, for instance, in Examples 1 and 2,
we will only plot the average deviation of the found optimal solution from its true one, namely,
x =
∑n
i=1 |x∗if − x∗it|=n, where n is the number of variables, x∗if and x∗it are the found and true
optimal solutions of the ith variable, respectively. It is well known that the global solution of (25)
is uniquely given by x∗i = 1 for all the 150 variables, with f(x∗) = 0. Fig. 4 shows the starting
points, the CPU times, the found optimal objective function values, the mean deviations of the found
optimal solution from the true one, and the mean side of the bounding box within which the optimal
solution has been found. Assume that a box is bounded by [x∗if; Hx
∗
if], then the mean length of sides
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Table 1
Some mean, minimum and maximum values from the experiments on the three examples: distance—the distances of
starting points from the origin; CPU—the CPU times to obtain the global optimal solution(s); f(x∗f)—the optimal values
of the objective functions; b—the bounding boxes; and x—the deviations of the found global optimal solutions from
the true one(s)
Examples/solutions E1S E2S E3S1 E3S2
distance min 632285880.616 1.226 504001.742
mean 704468596.581 2.741 7230954.868
max 780561969.383 4.311 13953354.613
CPU min 0.3200 0.0190 8.3550
mean 11.8241 0.2096 10.7770
max 43.7550 0.2700 12.2800
f(x∗f) min 0:0000E + 00 −2:4000000000 −6:4365775419 −6:4365775419
mean 3:3539E− 17 −2:4000000000 −6:4365775419 −6:4365775419
max 5:3144E− 16 −2:4000000000 −6:4365775419 −6:4365775419
b min 0:0000E + 00 2:6656E− 08 1:1689E− 03 1:1766E− 03
mean 5:6171E− 09 4:9745E− 08 1:5043E− 03 1:4377E− 03
max 9:6822E− 08 7:4140E− 08 1:7076E− 03 1:6886E− 03
x min 0:0000E + 00 0:0000E + 00
mean 1:2136E− 11 0:0000E + 00
max 1:1070E− 08 0:0000E + 00
E1S and E2S stands for the global optimal solutions to the 0rst two examples, and E3S1 and E3S2 for the 0rst and
second global optimal solutions of Example 3, respectively.
of the bounding box is denoted by b and computed as follows:
b=
n∑
i=1
| Hx∗if − x∗if|=n:
For these 200 experiments on Example 1, although the starting points are far away from the origin
(see Table 1), the optimal solutions have been correctly found to the accuracy of 1:0E − 8. The
mean value of the objective function at the optimal solutions is equal to 3:3539E − 17, with their
minimum and maximum values being the machine zero and 5:3144E − 16, respectively (compare
Table 1). The correctness of the optimal solutions can be further proved by the small bounding boxes
(compare the middle subplot of Fig. 4) within which the optimal solutions are found. The mean
length of sides of the boxes is as small as 5:6171E− 9 for all the 200 experiments. On average, the
global optimal solution is found with 11.8241 CPU seconds. If the local optimizer 0nds the global
solution quickly by chance, then our method took only 0.3200 CPU seconds to produce the global
optimal solution.
Figure 5 shows the starting points, the CPU times and the found optimal objective function values.
It is noted that all the 200 diMerent experiments on Example 2 have produced the same (exactly
correct) value of objective function of −2:4 and the same mean length of sides of bounding boxes
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Fig. 5. The distances of the starting points from the origin, the CPU times to obtain the optimal solution x∗f and the
optimal objective function values for the 200 experiments on Example 2: solid line—the distances of the starting points
from the origin; dotted line—the CPU times to obtain the optimal solutions (in seconds); and dash-dotted line—the optimal
objective function values.
of 4:9745E−8. It is surprising that our method has essentially produced the exact optimal solutions,
since their diMerences from the true solution of xi = 0 (i = 1; 2; : : : ; 6) are all equal to the machine
zero (compare Table 1). The minimum and maximum lengths of sides of bounding boxes are as
small as 2:6656E − 8 and 7:4140E − 8 for all the 200 experiments, respectively. Basically, our
method took almost no times to correctly produce the global optimal solution (compare Table 1).
Although the modi0ed example is much more complicated than that in Fallat and Dosso [13], our
method has never failed to correctly 0nd the global optimal solution. In fact, our hybrid method has
no possibility to fail, theoretically. On the other hand, we can talk here about the global optimal
solution and its value of cost function at the accuracy of 1:0E − 8, which is an order of several
magnitudes better than those reported in Fallat and Dosso [13], not to mention the rate of failure of
their hybrid algorithm.
The 200 experiments on Example 3 have clearly demonstrated that our new method can always
correctly 0nd all the global optimal solutions of an objective function within the speci0ed domain.
Fig. 6 shows the distances of the starting points from the origin, the CPU times to obtain the
two global optimal solutions of (27) and the optimal objective function values from these 200
experiments. Since no exact global optimal solutions are available for this example, we only plot in
Fig. 7 the variations of the global optimal solutions with the 200 experiments. It is obvious from
Fig. 6 that all the 200 experiments have correctly resulted in the same global optimal value of
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Fig. 6. The distances of the starting points from the origin, the CPU times to obtain the optimal solution x∗f and the
optimal objective function values for the 200 experiments on Example 3: solid line—the distances of the starting points
from the origin (in logarithms); dotted line—the CPU times to obtain the optimal solutions (in seconds); and dash-dotted
line—the optimal objective function values.
the objective function (27). Indeed, this global optimal function value cannot be further improved
within two small bounding boxes with mean lengths of sides being 1:5043E − 3 and 1:4377E − 3
(see Table 1), respectively, inside which the global optimal solutions must be. The reader might
notice that the mean lengths of bounding boxes reported for this example are much larger than those
for Examples 1 and 2. This is due to the impact of small curvature near the global solutions. If
the radius of curvature near a global solution is large and if a bounding box to enclose a global
optimal solution is pre-determined too small, then too many problem boxes will be produced. As a
consequence, the computer may quickly run out of memory. Indeed, in our tests on Example 3, if we
set the resolution bounding box to 1:0E−8, then more than 10,000 problem boxes have been readily
generated. Keeping in mind that an inverse ill-posed problem almost always has a small curvature
near a global optimal solution, this memory problem can turn out to be an important indicator that
the problem under study is ill-posed or extremely nonlinear even inside a small box. In this latter
case, we would also readily 0nd many diMerent but indistinguishable local solutions. Although the
mean lengths of sides of bounding boxes are around 0.001, the global optimal solutions have been
found to the accuracy of 1:0E − 8, as can be clearly seen in Fig. 7. The large radius of curvature
near each of the global optimal solutions also signi0cantly aMect the computation times. Although
this example has only two variables, it took much more times than Example 2 to correctly 0nd
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Fig. 7. The mean lengths of the bounding boxes within which the optimal solutions have been found and the variations of
the global optimal solutions with the 200 experiments on Example 3. Since the variations of the solutions are very small,
we actually plot the diMerences of the two global optimal solutions from the points (−0:2458261870; −0:2456427130) and
(0:2458261870; 0:2456427130), respectively. The upper plot is for the 0rst global optimal solution: dash-dotted line—the
mean lengths of sides of the bounding boxes (in logarithms), dotted line—the variations of x∗1f of the 0rst global optimal
solutions around −0:2458261870 (units 10−9), and solid line—the variations of x∗2f of the 0rst global optimal solutions
around −0:2456427130 (units 10−9); the lower plot is for the second global optimal solution: dash-dotted line—the mean
lengths of sides of the bounding boxes (in logarithms), dotted line—the variations of x∗1f of the second global optimal
solutions around 0.2458261870 (units 10−9), and solid line—the variations of x∗2f of the second global optimal solutions
around 0.2456427130 (units 10−9).
the global optimal solutions. Before 0nishing this section, I would like to note that in general, our
new method always 0nds the global optimal solutions, quickly and correctly, for all the experiments
on these three examples. It then spends much of the computation time in ensuring that the found
solutions are indeed globally optimal by providing the smallest possible bounding boxes for the
found global optimal solutions.
6. Concluding remarks
Simulated annealing and genetic algorithms have been most frequently used to solve nonlinear
nonconvex inverse problems (see e.g. [4,43]). Since algorithms of these types are of random na-
ture, they have two fundamental disadvantages: (i) they may often fail to 0nd the global optimal
solution(s) since the number of samplings cannot practically tend to in0nity; (ii) the e2ciency and
P. Xu / Journal of Computational and Applied Mathematics 155 (2003) 423–446 445
convergence rate of these algorithms are generally quite low. In order to improve the e2ciency of
these methods, one may search for some empirical rules (see e.g. [4,9,45]) or design hybrid algo-
rithms with local optimizers (see e.g. [7,8,13,16,28]). None of these eMorts can help circumvent the
0rst di2culty, however.
We have extended the hybrid global optimization method proposed by Xu [50] to the multi-
dimensional case. The method consists of two basic elements: local optimizers and feasible point
0nders. Given a feasible point, local optimizers will quickly produce a local optimal solution in
the neighbourhood of the feasible point. Feasible point 0nders serve two purposes: (i) to guarantee
a solution that is better than the current best possible; and most importantly, (ii) if feasible point
0nders 0nd no solution, then the global optimal solution has been found. Therefore our method can
always correctly 0nd the global optimal solution. If an inverse problem has multiple solutions, the
method can also correctly 0nd all of them. The algorithm performs rather well unless we set too tight
a box b as a convergence criterion for the following two cases: (i) the problem is ill-conditioned;
and (ii) there are too many local solutions which are diMerent but essentially indistinguishable from
the global optimal solution inside a small box near the global optimal solution. In these cases, one
will have to compromise between computation cost and b. The method has been demonstrated with
three synthetic examples.
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