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Abstract
This paper is concerned with the oscillation behavior of solutions of the nonlinear two-dimesional difference system
∆xn = bng(yn),
∆yn−1 = −an f (xn), n ∈ N (n0) = {n0, n0 + 1, . . .}.
Some necessary and sufficient conditions are given for the oscillation of all solution of the system. Our result improve and
generalize some results in the literature. Examples to illustrate the result are included.
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1. Introduction
Oscillatory behavior is one of the main considerations in the qualitative study of nonlinear difference equations
and systems and is the subject of many investigations; we refer to [1] for the general theory of difference equations.
It is an interesting problem to extend oscillation criteria for second-order nonlinear difference equations to the case of
nonlinear two-dimensional difference systems, since such systems include, in particular, second-order nonlinear, half
linear, and quasilinear difference equation as special cases. Recently, Graef [2] studied a class of two-dimensional
nonlinear difference systems of the form
∆xn = bng(yn), ∆yn−1 = −an f (xn), n ∈ N (n0) = {n0, n0 + 1, . . .}, (1)
and given some sufficient conditions for the oscillation of all solutions of the system (1), where f (u), g(u) are
continuous real valued functions on R with the sign property
u f (u) > 0 and ug(u) > 0, for all u 6= 0.
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However, some results need to assume that g(x) satisfies the condition:
(C) There exists nonnegative function g1 such that
g(u)− g(v) = g1(u, v)(u − v) and g1(u, v) ≥ c > 0, for u, v 6= 0. (2)
So the applicability of the results will be restricted. For example, for an important class of second-order quasilinear
difference equations
∆
(
an−1(∆xn−1)α
)+ pn f (xn) = 0, an−1 6= 0, α 6= 1, (3)
it can written in form of the system (1),
∆xn = 1an y
1/α
n , ∆yn−1 = −pn f (xn).
where g(u) = u 1α ; obviously, g(x) does not satisfy condition (C) above. On the other hand, we find that some
conditions in [2] are also necessary to guarantee the oscillation of all solutions of (1). In addition, a remaining problem
is to characterize the case limn→∞ Bn = limn→∞∑n−1s=n0 bs <∞.
As usual, a solution ({xn, yn}) of the system (1) will be called oscillatory if both components are oscillatory, and
it will be called nonoscillatory otherwise. The difference system (1) will be called oscillatory if all its solutions are
oscillatory.
In Section 2, we obtain some necessary and sufficient conditions for all solutions of the system (1) to be oscillatory,
improve the results of [2], and generalize Hooker and Patula’s results to the system (1). In Section 3, we obtain
additional necessary and sufficient conditions under the condition
∑n−1
s=n0 bs < ∞, and improve and generalize
Zhang’s [5] results.
2.
∑n−1
s=n0 bs = ∞
In this section, we improve some results of [2]. In order to compare with the results of [2], we adopt the notation
of [2], and the following conditions will be utilized.
(c1) an ≥ 0 and bn ≥ 0 for all n ∈ N (n0) and neither sequence vanishes identically for n ≥ n0.
(c2) There exist nonnegative functions f1 and g1 such that
f (u)− f (v) = f1(u, v)(u − v),
g(u)− g(v) = g1(u, v)(u − v), g1(u, v) ≥ c > 0, for u, v 6= 0.
(c3)
∫ ±∞
±α
du
f (u) <∞ for every α > 0.
(c4) limn→∞ Bn = ∞, where Bn =∑n−1s=n0 bs .
(c5)
∑∞
n0 Bnan = ∞.
(c6) f (uv) ≥ f (u) f (v) for all u, v > 0.
(c7)
∫ ±α
0
du
f (g(v)) <∞ for all α > 0.
(c8)
∑∞
n=n0 an f (Bn) = ∞.
(c9) f and g are nondecreasing.
(c10) g(uv) ≥ g(u)g(v) for uv > 0.
(c11)
∫ ±∞
±α
du
g( f (u)) <∞ for every α > 0.
In order to prove our result, we need the following lemmas:
Lemma 1. Suppose that (c1), (c2), (c4) are satisfied. If
∞∑
n=n0
bng
( ∞∑
r=n+1
ar
)
<∞, (4)
then the system (1) has a nonoscillatory solution ({xn}, {yn}) such that limn→∞ xn = α 6= 0 and limn→∞ yn = 0.
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Proof. If (4) holds, then there exists a sufficiently large integer N such that
∞∑
n=N
bng
( ∞∑
s=n+1
as
)
<
f −1(1)
2
. (5)
Consider the Banach space lN∞ of all real sequences x = {xn}∞n=N with norm
‖x‖ = sup |xn|, n ≥ N .
Define a closed bounded subset S of lN∞ as follows:
S =
{
x ∈ lN∞ : 0.5 f −1(1) ≤ xn ≤ f −1(1), n ≥ N
}
. (6)
Define an operator F : S → lN∞ such that
(F(x))n = f −1(1)−
∞∑
s=n
bsg
( ∞∑
r=s+1
ar f (xr )
)
, n ≥ N . (7)
By a method similar to that of [3], we can conclude that there is a fixed point x∗ ∈ S such that Fx∗ = x∗.
Set
y∗n =
∞∑
r=n+1
ar f (x∗r ).
Then
∆x∗n = bng(y∗n ), ∆y∗n−1 = −an f (x∗n ), n ≥ N .
Obviously, limn→∞ x∗n = f −1(1) 6= 0 and limn→∞ y∗n = 0. 
Similarly to the proof of Theorem 3 of [3], we have
Lemma 2. Suppose that (c1), (c4) and (c9) are satisfied. If
∞∑
n0
an f (Bn) <∞, (8)
then the system (1) has a nonoscillatory solution ({xn}, {yn}) such that limn→∞(xn/Bn) = α 6= 0, limn→∞ yn =
β 6= 0.
Theorem 1. Suppose that (c1), (c4), (c6), (c7) and (c9) are satisfied. Then, all solutions of the system (1) are
oscillatory if and only if (c8) holds.
Proof. Necessity. If (c8) is violated, then, by Lemma 2, there is a nonoscillatory solution ({xn}, {yn}) of the system
(1) such that
lim
n→∞
xn
Bn
= const 6= 0, lim
n→∞ yn = β 6= 0.
Sufficiency. See [2]. The proof is complete. 
Remark 1. Obviously, Theorem 1 improves Theorem 2 in [2].
Theorem 2. Suppose that (c1)–(c4) is satisfied. Suppose, further, that there is a positive constant d such that for
sufficiently small u, g(u) ≤ du. Then, all solutions of the system (1) are oscillatory if only if (c5) holds.
Proof. Necessity. If (c5) is violated, then, interchanging the order of summation, we have
∞∑
n0
bn
∞∑
s=n+1
as <∞. (9)
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By the assumption, we get
∞∑
n0
bng
( ∞∑
s=n+1
as
)
<∞. (10)
Hence, by Lemma 1, the system (1) has a nonoscillatory solution ({xn}, {yn}) such that limn→∞ xn = const 6= 0 and
limn→∞ yn = 0.
Sufficiency. See [2]. 
Remark 2. We impose the condition g(u) ≤ du on the function g, so (c5) is necessary for system (1) to be oscillatory.
Example 1. Consider the nonlinear difference equation
∆2xn−1 + pn|xn|λsgn xn = 0, n ≥ n0. (11)
In [4], the authors proved the following results for Eq. (11).
(i) If λ > 1, then a necessary and sufficient condition for oscillation is that
∞∑
n=n0
npn = ∞. (12)
(ii) If 0 < λ < 1, then a necessary and sufficient condition for oscillation is that
∞∑
n=n0
nλ pn = ∞. (13)
Eq. (11) can be written in the form:
∆xn = yn, ∆yn−1 = pn|xn|λsgn xn, n ∈ N (n0) = {n0, n0 + 1, . . .}. (14)
where bn = 1, g(u) = u, an = pn, f (u) = |u|λsgn u. Applying Theorems 2 and 1 to the above system (14),
respectively, we can obtain the same conclusions (i) and (ii).
If (c2) is replaced by (c9) and (c10), then we get
Theorem 3. Suppose that (c1), (c4), (c9)–(c11) are satisfied. Then, all solutions of the system (1) are oscillatory if
only if
∞∑
n0
bng
( ∞∑
r=n+1
ar
)
= ∞. (15)
Proof. Necessity. If (15) is violated, then, by Lemma 1, the system (1) has a nonoscillatory solution ({xn}, {yn}) such
that limn→∞ xn = const 6= 0 and limn→∞ yn = 0.
Sufficiency. Let (15) hold, and suppose that (1) has a nonoscillatory solution ({xn}, {yn}). We may assume that
xn > 0 for n ≥ n1. In view of (c4) and Lemma 4 in [3], we get yn > 0; it follows from the first equation of the system
(1) that ∆xn > 0, n ≥ n1, and limn→∞ xn = ∞ by Lemma 1. From the second equation of the system (1), we have
∆yn < 0; hence, limn→∞ yn ≥ 0.
Summing the second equation of (1) from n + 1 to∞, we have
yn ≥
∞∑
r=n+1
ar f (xr ), n ≥ n1, (16)
By (16), (c10), and in view of nonincreasing of f, g, it follows that
∆xn
g( f (xn+1))
= bng(yn)
g( f (xn+1))
≥
bng
(
∞∑
r=n+1
ar f (xr )
)
g( f (xn+1))
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≥ bng
( ∞∑
r=n+1
ar f (xr )
f (xn+1)
)
≥ bng
( ∞∑
r=n+1
ar
)
,
i.e.
∆xn
g( f (xn+1))
≥ bng
( ∞∑
r=n+1
ar
)
, n ≥ n1. (17)
Summing two sides of (17) from n1 to n, we obtain
n∑
r=n1
∆xr
g( f (xr+1))
≥
n∑
s=n1
bsg
( ∞∑
r=s+1
as
)
. (18)
Define
r(t) = xn + (t − n)∆xn, n ≤ t ≤ n + 1.
In view of ∆xn ≥ 0, then xn ≤ r(t) ≤ xn+1 and
∆xn
g( f (xn+1))
≤ r
′(t)
g( f (r(t)))
≤ ∆xn
g( f (xn))
. (19)
From (18) and (19), we obtain∫ ∞
r(n1)
ds
g( f (s))
≥
∫ n+1
n1
dr(t)
g( f (r(t)))
≥
n∑
s=n1
bsg
( ∞∑
r=s+1
as
)
.
In view of (c11) and (15), this inequality yields a contradiction and completes the proof of the theorem. 
Example 2. Consider the nonlinear difference system
∆xn = |yn| 1α−1yn, ∆yn−1 = −qnϕ(xn), n ∈ N = {1, 2, . . .}, (20)
where qn ≥ 0, and does not vanishes identically for n ≥ 1, ϕ ∈ C((−∞,∞), (−∞,∞)), ϕ(u) is nondecreasing and
uϕ(u) > 0 for u 6= 0. Let an = 1, bn = qn, g(u) = |u| 1α−1u, f (u) = ϕ(u). Suppose that there exists a β > α such
that
lim|u|→∞
|ϕ(u)|
|u|β > 0.
Then, by Theorem 3, all solutions of (20) are oscillatory if and only if
∞∑
n=1
( ∞∑
r=n+1
qn
) 1
α
= ∞. (21)
Suppose that there exists a β < α such that
lim|u|→0
|ϕ(u)|
|u|β > 0.
Then, by Theorem 1, all solutions of (20) are oscillatory if and only if
∞∑
n=1
ϕ
(
n−1∑
s=1
qn
)
= ∞. (22)
J. Jiang, X. Tang / Computers and Mathematics with Applications 54 (2007) 1240–1249 1245
3. The case
∑∞
s=n0 bs <∞
In this section, we need following conditions:
(c12) limn→∞
∑n−1
s=n0 bs <∞.
(c13) g(uv) ≥ g(u)g(v), g(−u) = −g(u).
(c14)
∫ ±∞
±α
du
f (g(v)) <∞ for all α > 0.
(c15)
∫ ±α
0
du
g( f (u)) <∞ for every α > 0.
Theorem 4. Suppose that (c1), (c6), (c9), (c12)–(c14) are satisfied. Then, all solution of the system (1) are oscillatory
if and only if
∞∑
n=n0
an f
( ∞∑
s=n
bs
)
= ∞. (23)
Proof. Sufficiency. Let ({xn}, {yn}) be a nonoscillatory solution of the system (1). Without of loss of generality,
assume that xn > 0 for n1 ≥ n0; then ∆yn−1 ≤ 0 for n1 ≥ n0. Thus, summing the first equation of (1), we have
xn+1 − xn1 =
n∑
s=n1
bsg(ys) ≤ g(yn1)
n∑
s=n1
bs, for n ≥ n1.
Hence
xn1 ≥ −g(yn1)
n∑
s=n1
bs, for n ≥ n1.
Letting n →∞, we have
xn1 ≥ −g(yn1)
∞∑
s=n1
bs . (24)
From (1), there are two possible cases of ∆xn . First, we consider that ∆xn ≥ 0 for n ≥ n1. In this case,
yn > 0 for n ≥ n1. Summing the second equation of (1) from n1 + 1 to n, we have
n∑
s=n1+1
as f (xs) = yn1 − yn < yn1 .
Let n →∞; then we have
∞∑
s=n1+1
as f (xs) <∞. (25)
For this case, {xn} is nondecreasing, and in view of (c12), there exists an n2 ≥ n1 such that
xn ≥
∞∑
s=n
bs, for n ≥ n2. (26)
By (25) and (26), we have
∞∑
s=n2+1
as f
( ∞∑
i=s
bi
)
<∞, (27)
which contradicts (23).
Now we consider the possible case that ∆xn ≤ 0 for n ≥ n1. In this case, yn < 0 and ∆yn−1 ≤ 0 for n ≥ n1. By
(24), we have
xn
−g(yn) ≥
∞∑
s=n
bs, for n ≥ n1. (28)
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By (c6), (c9), we have
an f
( ∞∑
s=n
bs
)
≤ an f
(
xn
−g(yn)
)
≤ an f (xn)
f (−g(yn)) =
−∆yn−1
f (−g(yn)) . (29)
Define
r(t) = yn + (t − n)∆yn, n ≤ t ≤ n + 1.
In view of ∆yn ≤ 0, then −yn ≤ −r(t) ≤ −yn+1 and
−∆yn
f (g(−yn)) ≥
−r ′(t)
f (g(−r(t))) ≥
−∆yn
f (g(−yn+1)) . (30)
From (29) and (30), we obtain∫ −yn
−yn1
ds
f (g(s))
≥
∫ n
n1
−dr(t)
f (g(−r(t))) ≥
n∑
s=n1
as f
( ∞∑
r=s
bs
)
.
In view of (c14) and (23), this inequality yields a contradiction and completes the proof of sufficiency.
Necessity. If (23) is violated, then there exists a sufficiently large N that
∞∑
n=N
an f
( ∞∑
s=n
bs
)
<
g−1(1)
2
. (31)
Consider the Banach space lN∞ of all real sequences x = {xn}∞n=N with norm
‖x‖ = sup
n≥N
 xn∞∑
s=n
bs
 .
We define a closed bounded subset S of lN∞ as follows:
S =
x ∈ lN∞ : g(1/2) ≤
xn
∞∑
s=n
bs
≤ 1, n ≥ N
 .
Define an operator F : S → lN∞ such that
(F(x))n = −
∞∑
s=n
bsg
(
−g−1(1)+
∞∑
r=s
ar f (xr )
)
. (32)
We shall show that FS ⊂ S. In fact, by (c13), we have
(F(x))n ≤ −g
(
−g−1(1)
) ∞∑
s=n
bs =
∞∑
s=n
bs,
and
(F(x))n ≥ −g
(
−g−1(1)+ g
−1(1)
2
) ∞∑
s=n
bs = g
(
g−1(1)
2
) ∞∑
s=n
bs = g(1/2)
∞∑
s=n
bs .
It is routinely verified that F is a continuous mapping and F(S) is pre-compact. By Schauder’s fixed-point theorem,
we can conclude that there exists an x ∈ S such that x = Fx . Set
yn = −g−1(1)+
∞∑
r=n
ar f (xr ), n ≥ N .
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Then
∆xn = bng(yn), ∆yn−1 = −an f (xn), n ≥ N .
The proof is complete. 
Example 3. Consider the nonlinear difference equation
∆(cn∆xn)+ pnxνn+1 = 0, ν > 1, (33)
where ν is a quotient of odd positive integers. Eq. (33) can written in the form:
∆xn = bng(yn), ∆yn−1 = −an f (xn), (34)
where bn = 1/cn, an = pn−1, g(u) = u, and f (u) = uν . Obviously, all conditions of Theorem 4 are satisfied. By
Theorem 4, all solutions of (33) are oscillatory if and only if
∞∑
n=n0
pn−1
( ∞∑
s=n
1
cn
)ν
= ∞. (35)
Remark 3. The conclusion of Example 3 is Theorem 2.1 of [5].
Theorem 5. Suppose that (c1), (c9), (c12), (c13) and (c15) are satisfied. Then, all solutions of the system (1) are
oscillatory if and only if
∞∑
n=n0
bng
(
n∑
s=n0
as
)
= ∞. (36)
Proof. Sufficiency. Let ({xn}, {yn}) be a nonoscillatory solution of the system (1). Without of loss of generality,
assume that xn > 0 for n1 ≥ n0, then ∆yn−1 < 0 for n1 ≥ n0. From (1), there are two possible cases of ∆xn . First,
we consider the case where ∆xn > 0 for n ≥ n1. In this case, xn is nondecreasing, so there exists a positive number
d such that xn > d > 0 for n ≥ n1. Hence, from the second equation of (1), we have
∆yn−1 = −an f (xn) ≤ −dan .
Summing two sides of the above inequality from n1 + 1 to n, we get
d
n∑
s=n1+1
as ≤ yn1 − yn < yn1 .
By (c12), we have
∞∑
n=n0
bng
(
n∑
s=n1+1
as
)
< g(yn1)
∞∑
n=n0
bn <∞, (37)
which contradicts (36).
Now we consider the possible case where ∆xn < 0 for n ≥ n1. In this case, yn < 0 and ∆yn−1 < 0 for n ≥ n1.
Summing the second equation from n1 + 1 to n, we have
yn − yn1 = −
n∑
s=n1+1
as f (xs),
So
−yn =
n∑
s=n1+1
as f (xs)− yn1 ≥
n∑
s=n1+1
as f (xs) ≥ f (xn)
n∑
s=n1+1
as . (38)
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By (c13) and (38), we get
−∆xn = −bng(yn) = bng(−yn) ≥ bng
(
f (xn)
n∑
s=n1+1
as
)
≥ bng( f (xn))g
(
n∑
s=n1+1
as
)
.
Similarly to the argument of Theorem 4, we get∫ α
0
du
g( f (u))
≥
∞∑
n=n0
−∆xn
g( f (xn))
≥
∞∑
n=n0
bng
(
n∑
s=n1+1
as
)
. (39)
In view of (c15) and (36), this inequality yields a contradiction and completes the proof of sufficiency.
Necessity. If (36) is violated, then there exists a sufficiently large N such that
∞∑
n=N
bng
(
n∑
s=n0
as
)
<
f −1(1)
2
. (40)
Consider the Banach space lN∞ of all real sequences x = {xn}∞n=N with norm
‖x‖ = sup
n≥N
|xn|
We define a closed bounded subset S of lN∞ as follows:
S =
{
x ∈ lN∞ :
f −1(1)
2
≤ xn ≤ f −1(1), n ≥ N
}
.
Define an operator F : S → lN∞ such that
(F(x))n = f
−1(1)
2
−
∞∑
s=n
bsg
(
−
n∑
s=n0
as f (xs)
)
. (41)
Similarly to the proof of Theorem 4, we can show the mapping F satisfies the assumptions of Schauder’s fixed point
theorem. There exists an x ∈ S such that x = Fx . Set
yn = −
n∑
s=n0
as f (xs), n ≥ N ,
then
∆xn = bng(yn), ∆yn−1 = −an f (xn).
The proof is complete. 
Example 4. Consider the nonlinear difference equation
∆(cn∆xn)+ pnxνn+1 = 0, ν < 1, (42)
where ν is a quotient of odd positive integers. Eq. (42) can written in the form:
∆xn = bng(yn), ∆yn−1 = −an f (xn), (43)
where bn = 1/cn, an = pn−1, g(u) = u, f (u) = uν . Obviously, all the conditions of Theorem 5 are satisfied. By
Theorem 5, then all solutions of (42) are oscillatory if and only if
∞∑
n=n0
1
cn
n∑
s=n0
ps−1 = ∞. (44)
By rearranging the double sum, we have
∞∑
n=n0
pn
∞∑
s=n+1
1
cn
= ∞. (45)
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Remark 4. The conclusion of Example 4 is Theorem 2.2 of [5].
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