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ABSTRACT 
An alternative proof, via matrix equations, is given for the stability criterion of 
Lknard and Chipart. The proof is simple and elementary. 
1. INTRODUCTION 
Let 
a(x)=x”-a,x”-‘-aa,_,x”l-‘-... -aa,x-aa, 
and 
b(x)=xm-b,xm-1-b,_Irm-2-... -b,x-b, 
be two polynomials with real coefficients of degree n and m respectively, 
with n > m. Then the Bezoutiant bilinear form defined by a(x) and b(x) is 
given by 
B(a b;x y)= +MYh4Y)W n-1 
, 3 
"-Y 
= , ~ob,,~iyk. 
The symmetric matrix B = ( bik) associated with this bilinear form is called the 
Bezout matrix and will be denoted by Ba,b. 
Representing the polynomial a(x) by 
u(x) = h(2) +xg(x”), 
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we define two other polynomials h(u) and g(u) as follows: 
h(u)=-a,-u,u-ugL2--**, 
g(u) = - a,-a,u-aa,u2- ..* 
(set u,+~= - 1). 
With these definitions, one can state the following criterionof stability. 
THEOREM 1. Necessary and sufficient conditions f. all the zeros of a(x) 
to have negative real parts are that the Bezout matrix Bh,g is positive definite 
and that ai < 0 for all i. 
The above result is contained in the original paper of Lienard and 
Chipart [9] and has been quoted by Krein and Naimark [B]. This criterion of 
stability will therefore be called the stability criterion of Lienard and 
Chipart. However, it is to be noted that the statement of the Lienard- 
Chipart stability criterion in the above form is little known in the literature. 
A more commonly used form is the one that involves Hurwitz determinants 
and consists of checking the positivity of either odd or even order Hurwitz 
determinants. 
The equivalence of the condition of Hurwitz with that of Lienard and 
Chipart has been verified by Fujiwara [6]. 
The purpose of this paper is to present a proof of Theorem 1 via matrix 
equations. The proof is simple and elementary in nature. 
2. A LEMMA 
The basis of our proof of Theorem 1 is the following result: 
LEMMA 1. Let a(x) and b(x) be two polynomials of degree n and m 
respectively (m < n), and let A and B be their associated companion 
matrices. Then the Bezout matrix Ba,b is such that 
B,,,A = A TB,,b. (1) 
Moreover, in case m = n, in addition to (l), Ba,b satisfies the equation 
B,,,B= BTB,,,. 
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The above result has been recently established by the author [4] in 
connection with proving the Routh-Hurwitz-Fujiwara and the Schur-Cohn- 
Fujiwara theorems using Lyapunov equations. However, for the sake of 
completeness, a short derivation of the lemma is presented below: 
Proof Let 
*= O O l ..* Y . 
I a, 0 a2 1 ... 0 ... . a, 0 
(3) 
Then it can be shown that the n successive rows x1, x2,. . . ,x,, of a symmetric 
solution X of the matrix equation 
XA=ATX (4) 
are such that (i) x, can be chosen arbitrarity, and (ii) x1, x2,. . . , x, _ 1 satisfy the 
recursive relation 
‘i- 1 = xiA - a,x,,, i=n,n-l,..., 3,2. 
Again, it has been shown by Bamett [l] and the author [3] that the 
successive rows Z,, Z,, . . . , Z,, of B, b are related by 
-Zi_,=ZiA-a,Z,,, i=n,n-l,..., 3,2. 
Thus, the first n - 1 rows of B, b satisfy the same recursive relation as do 
those of X in (4). x,,, being arbikuy, can be taken in particular as the last 
row of B,+ Thus 
B,,,A = A TBa,b. 
Analogously, if a(x) and b(x) h ave the same degree, then taking the compan- 
ion matrix B of the polynomial b(x) in the form (3), one can show that 
B,,,B= BTBa,,. n 
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3. PROOF OF THE STABILITY CRITERION OF LIENARD AND 
CHIPART 
Let n =2m+ 1 (n =2m) if 12 is odd (even). Then it is fairly well known [7, 
p. 2281 that when a, < 0, i = 1 , , . . , n, all zeros of a(x) have negative real parts 
if and only if the zeros Xi, A,, . . . , A,,, of h(u) and those pi, ys, . . . , h (or 
PI, k!, . . . , hrm- J of g(u) satisfy 
In what follows, it will be shown that this is equivalent to B,,g being positive 
definite. 
We first assume that B,_ is positive definite and that a, < 0, i = 1,. . . , n, 
and show that then the zeros of h(u) and g(u) have the required properties. 
Case 1. n is odd. Here g(u) and h(u) are both of the same degree. Let G 
and H be the companion matrices in the form (3) of g(u) and - (l/aJh( u) 
respectively. Then, since 
Bh ,.g=-1B,, 
” 
a, 2’ 
we have by Lemma 1 
Bh,gH = H TBh,g 
and 
(6) 
Also, since H and G are non-derogatory and B,,g satisfies (6) and (7), it 
follows from Corollary 3 of [2] that the eigenvalues of H and G are all real 
and distinct. But the eigenvalues of H and G are just the zeros of h(u) and 
g(u). Moreover, as a, < 0 for all i, h(u) and g(u) are strictly positive for all 
u > 0. Thus, the zeros of h(u) [and those of g(u)] are all distinct and negative 
real. 
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Case 2. n is even. Here the degree of g(u) is m - 1, and that of h(u) is 
m. Let H be the companion matrix in the form (3) of h(u). By Lemma 1, 
Bh,gH= HTB,,,. (8) 
Also, let G be the companion matrix of - (l/u&g(u). Then, since h(u) and 
ug(u) have the same degree, by Lemma 1 
From (B), 
%,t& = G TB,,,ug> (9) 
%u,H=HTB,,ug. 00) 
(Bfi,,H)H= H’(%,sH). (11) 
Equations (10) and (11) imply that Bh,gH and Bh,ug are both symmetric 
solutions of the matrix equation XH = H TX. It is easy to check that the last 
row of Bh,ug is the same as that of Bh3,H, whence it follows from the proof of 
Lemma 1 that 
Bh,gH = Bfi,w. (12) 
Again, since Bh,s is positive definite and a, <0 for ah i, it follows that 
h(u) > 0 for ah u > 0, and the zeros of h(u) are all distinct and negative real. 
Application of Corollary 3 of [2] to (8) now shows that (B,,,H)= I$_ is 
negative definite. Since Bh,_ satisfies (9) and is negative definite and 
g(u) > 0 for aII u > 0, it follows that the zeros of g(u) are also distinct and 
negative real In either case, therefore, it follows that the positive definite- 
ness of Bh 
g(u) are Jl 
and the fact that a, < 0 for ah i imply that zeros of both h(u) and 
distinct and negative real. Again, in case h(u) and g(u) have real 
distinct zeros, it can be shown’ [S] that the Bezout matrix Bh,g is congruent 
to a diagonal matrix R = dg(r,,, . . . , rmm), where 
rii= Ii! (xi-+) lJ?l(Ai-~) 
i=l 
i#j 
‘This result follows from the fact that the Bezoutiant matrix &,p symmetrizes the 
companion matrix H and that VTHV is a diagonal matrix, where V is the Vandermonde matrix, 
whose ith column is given by (l,&,x~,...,A~-l)T. 
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(p=m or m-l, in our case). 
Let X,<A,<As<‘** <X, and ~i<~s<y,<.*. <r.~, (p=m or m-l). 
Then the positive definiteness of B,,g now clearly shows that the zeros Ai of 
h(u) and pi of g(u) satisfy the relation (5). 
By the result stated at the beginning of this section, all the zeros of the 
real polynomial a(x) have negative real parts. Conversely, let a, < 0 for all i, 
and let the zeros of h(u) and those of g(u) be distinct and negative real. 
Suppose that they satisfy the relation (5). To see that Bh,g is positive definite 
in this case, one proceeds as follows: From the Bezout matrix Ba,b defined by 
two polynomials a(x) and b(x) [where b(x) = a( - x)] construct a matrix F 
defined by 
F= DB,.,, (13) 
where 
D=dg(l,-1,1,-l,..., (-I)“-‘). 
The matrix F was used by Fujiwara in his classical paper [6], and he proved 
that F is positive definite if and only if all the zeros of a(x) have negative 
real parts. It has been recently shown by the author in [4] that F satisfies the 
Lyapunov matrix equation 
FA+A=F= - W, (14) 
where W= fnTfn is a non-negative positive semidefinite matrix, and where ffl 
is the last row of F and is given by 
f,=(2u,,0,2u3,0,2a,,0 ,..., Zu,,), whennisodd, 
fn=(0,2az,0,2a4,...,0,2a,), when n is even. 
It is easy to establish, by equating the corresponding elements of the 
matrices of both sides of (14), that the coefficients fii of F are given by 
Ai= if i+jisodd, 
f;i=2~~~(-I)ii’u~u~+j+~-~ if i+i is even, 
fii =_(i for all i and i. 
(Set u,+i= - 1 and ~,+,,a, i 22.) Once the structure of the matrix F is 
known from the above, the Bezout matrix Bh,g can be easily identified as a 
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principal submatrix of +F. To be more specific, if 
denotes the principal submatrix of F consisting of rows and columns 
. . 
~l,Q,...,& ’ then 
Bhg= fF 2 4 6 .** 2m 
2 4 6 a’- 2m 
where n = 2m or 2m + 1, according as n is even or odd. For example: When 
n=5, 
ala2 0 ala4 0 -aI 
0 - a2a3 a1a4 0 al +a5a2 0 
F=2 ala4 0 a,a,-a,a,-a, 0 -a3 , 
0 al+a5a2 0 a3+a5a4 0 
-a1 0 -a3 0 - a5 
B”,g=( ‘2’3 - ‘Ia4 
aI + a5a2 
z;=zI;)=;F(; ;). 
When n=6, 
F=2 
\ 
ala2 0 ala4 0 ala6 0 
0 - %a3 ala4 0 - 'Za5 ala6 0 -a2 
ala4 0 a3a4-a2a5+alaa 0 a2+a3a6 0 
0 a2a5-ala6 0 a,a,-a,a,-a, 0 - a4 
‘1’6 0 ‘2 a3a6 + 0 ‘4 a5a6 + 0 
0 - a2 0 --a4 0 -‘6 
i 
a2a3 - ala4 a2a5- ala6 - a2 
Bhg= aza5-ala6 a4a5-a3a6-a2 -a4 , 
- a2 -a4 -‘6 I 
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Since our assumption implies that all the zeros of a(r) have negative real 
parts, F is therefore positive definite in this case. Positive definiteness of Bh,g 
now follows from positive definiteness of F. n 
The author would like to express his sincere thanks to Professor David 
Carlson of Oregon State University for reading the first version of the 
manuscript with great patience and making some valuable suggestions which 
improved the quulity and the overall readability of the paper. 
REFERENCES 
S. Bamett, A note on the Bezoutian matrix, SIAM J. Appl. Math. 22 (1972), 
158-161. 
David H. Carlson, On real eigenvalues of complex matrices, Puc@c J. Math. 15, 
No. 4 (1965), 1119-1129. 
B. N. Datta, Quadratic forms, matrix equations and the matrix eigenvalue 
problem, Ph.D. Thesis, Univ. of Ottawa, Ottawa, Canada, Mar. 1972. 
B. N. Datta, On the Routh-Hurwitz-Fujiwara and the Schur-Cohn-Fujiwara 
theorems for the root-separation problem, Linear Algebra and A&., to be 
published. 
B. N. Datta, Some interesting properties of the Bezoutian matrix, and their 
applications to stability problems, in preparation. 
M. Fujiwara, On algebraic equations whose roots lie in a circle or in a haIf plane 
(in German), Math. Z. 24 (1926), 161-169. 
F. R. Gantmacher, The Theory of Matrices, Vol. II, Chelsea, New York, 1959. 
M. G. Krein and M. A. Naimark, The Method of Symmetric and Hermitian Forms 
in the Theory of Separation of the Roots of Algebraic Equutiun.s (in Russian), 
GNTI, Kharkov, 1936. 
A. L&nard and M. Chipart, Sur le signe de la partie r&&e des racines d’une 
Equation algbbrique, J. Math. Pures Appl. 10, Ser. 6 (1914), 291346. 
Received 4 June 1976; reuised 11 July 1977. 
