Tensorial Function Theory: From Berezin transforms to Taylor's Taylor
  series and back by Muhly, Paul S. & Solel, Baruch
ar
X
iv
:1
21
0.
29
64
v1
  [
ma
th.
OA
]  
10
 O
ct 
20
12
TENSORIAL FUNCTION THEORY:
FROM BEREZIN TRANSFORMS TO TAYLOR’S TAYLOR SERIES AND
BACK
PAUL S. MUHLY AND BARUCH SOLEL
Abstract. LetH∞(E) be the Hardy algebra of aW ∗-correspond-
ence E over a W ∗-algebra M . Then the ultraweakly continuous
completely contractive representations of H∞(E) are parametrized
by certain sets AC(σ) indexed by NRep(M) - the normal ∗-repres-
entations σ of M . Each set AC(σ) has analytic structure, and
each element F ∈ H∞(E) gives rise to an analytic operator-valued
function F̂σ on AC(σ) that we call the σ-Berezin transform of F .
The sets {AC(σ)}σ∈Σ and the family of functions {F̂σ}σ∈Σ exhibit
“matricial structure” that was introduced by Joeseph Taylor in
his work on noncommutative spectral theory in the early 1970s.
Such structure has been exploited more recently in other areas of
free analysis and in the theory of linear matrix inequalities. Our
objective here is to determine the extent to which the matricial
structure characterizes the Berezin transforms.
1. Introduction
Our purpose in this paper is to explore relations among three subjects:
(1) the theory of Berezin transforms that arise from the representation
theory of tensor algebras and Hardy algebras of W ∗-correspondences,
(2) infinite dimensional holomorphy, and (3) the theory of free holo-
morphic functions initiated by Joseph Taylor in [Tay72, Tay73]. In this
introduction we indicate the connections we have in mind and provide
a bit of context. Details and a fuller account, including relevant defini-
tions of terms left undefined here, will be given in subsequent sections.
Suppose first that M is a W ∗-algebra and that E is a W ∗-correspond-
ence over M .1 With these ingredients one may build two operator
algebras, T+(E) and H∞(E), that are generated by a copy of M and
The research of both authors was supported in part by a US-Israel Binational
Science Foundation grant. The second author was also supported by the Technion
V.P.R. Fund.
1We shall assume throughout that M has a separable predual and that E is
countably generated.
1
TENSORIAL FUNCTION THEORY 2
the creation operators {Tξ | ξ ∈ E} acting on the full Fock space
F(E) = M ⊕ E ⊕ E⊗2 ⊕ E⊗3 ⊕ · · · : T+(E), the tensor algebra of E,
is the norm closed algebra generated by these objects and H∞(E), the
Hardy algebra of E, is its ultraweak closure. One may think of T+(E) as
a generalization of the disc algebra A(D), and H∞(E) may be viewed
as a generalization of the classical Hardy space, H∞(D), consisting of
the bounded analytic functions on D. Indeed, when M = C = E,
then T+(E) is naturally completely isometrically isomorphic to A(D)
and H∞(E) is naturally completely isometrically isomorphic and weak-
∗ homeomorphic to H∞(D). Another important example to keep in
mind is that which arises when M = C and E = Cd, d ≥ 2. In
this case, T+(E) is naturally completely isometrically isomorphic to
Gelu Popescu’s noncommutative disc algebra Ad [Pop96] and H∞(E)
has come to be called the algebra of noncommutative analytic Toeplitz
operators. The terminology is due to Davidson and Pitts [DP98], and
much of the initial theory of these algebras is due to them. Other
interesting finite dimensional settings can be constructed from graphs
or quivers. (See [Muh97, MS99, KK06] for examples.)
It is worthwhile to emphasize that even if one were interested only in
these finite dimensional examples, it is useful to work with the gen-
eral theory. One reason is that the general theory is invariant under
Morita equivalence [MS00, MS11a] and, among many things, Morita
theory allows one to study every T+(E) and H∞(E) in terms of an-
alytic crossed products - generalizations of twisted polynomial rings -
that have played such a prominent role in the theory of non-self-adjoint
operator algebras. The point is that although T+(E) and H∞(E) look
very much like algebras of functions of several (noncommutative) vari-
ables, as we shall see, they behave much more like algebras of functions
of one variable than one might expect.
In [MS98, Theorem 2.9], we showed that every completely contractive
representation of T+(E) is given by a pair, (σ, z), where σ is a normal
representation of M on a Hilbert space Hσ and z : E ⊗σ Hσ → Hσ is
an operator of norm at most 1 that intertwines σE ◦ ϕ and σ, where
σE is the representation of L(E) that is induced by σ in the sense of
Rieffel [Rie74a] and where ϕ denotes the left action of M on E. We
denote the representation associated to (σ, z) by σ × z.
(In general, if A is a not-necessarily-self-adjoint algebra and if π and ρ
are two representations of A by bounded operators on Hilbert spaces
Hpi andHρ, respectively, then we shall write I(π, σ) for the collection of
all operators C from Hpi to Hρ such that Cπ(a) = ρ(a)C for all a ∈ A
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and we call I(π, ρ) the intertwiner space or the space of intertwiners
from π to ρ.)
For each normal representation σ of M , we endow I(σE ◦ ϕ, σ) with
the operator norm and we write D(0, 1, σ) for the open unit ball in
I(σE ◦ ϕ, σ). Then, when σ is fixed, each F ∈ T+(E) gives rise to a
B(Hσ)-valued function F̂σ defined on the closed unit ball D(0, 1, σ) by
the formula
(1.1) F̂σ(z) := σ × z(F ).
Because of formulas that we derived in [MS09, Theorem 13], we call F̂σ
the σ-Berezin transform of F .2 The collection of all σ-Berezin trans-
forms, {F̂σ}σ∈NRep(M), obtained by letting σ range over the collection of
all normal representations ofM on separable Hilbert space, NRep(M),
is called the Berezin transform of F and will be written simply as F̂ .
It is easy to see that for F ∈ T+(E), each σ-Berezin transform F̂σ is
a continuous function on D(0, 1, σ) with values in B(Hσ), where both
spaces are given the norm operator topology. Further, F̂σ is holomor-
phic in the sense of Frechet [HP74, 112 and 778] when restricted to
D(0, 1, σ).
A similar sort of representation exists for elements F ∈ H∞(E). How-
ever, for these F , F̂σ makes good sense only on the set of zs in D(0, 1, σ)
such that σ× z extends from T+(E) to an ultraweakly continuous rep-
resentation of H∞(E) in B(Hσ). We denote the set of such points by
AC(σ) and for reasons spelled out in [MS11b] we call them the abso-
lutely continuous points in D(0, 1, σ). It turns out that D(0, 1, σ) ⊆
AC(σ) [MS04, Corollary 2.14]. Thus, for F ∈ H∞(E), F̂σ makes sense
as a function on D(0, 1, σ). It is, in fact, bounded and holomorphic
with respect to the norm topologies on D(0, 1, σ) and B(Hσ).
The Frechet power series of F̂σ is easy to calculate and has a remarkably
simple expression in terms of the tensorial “Fourier series” in which F
may be expressed using the gauge automorphism group built from the
number operator on the full Fock space F(E). We call power series
with this special form tensorial power series (Definition 2.9). It is
natural to inquire about the structure of such power series, in general,
and one soon sees that much of standard elementary theory of complex
2We are indebted to Lew Coburn for calling our attention to the connection be-
tween our formulas and the classical Berezin transform associated with the Hardy
space on the open unit disc in the complex plane. We note, too, that our termi-
nology agrees with that of Gelu Popescu [Pop08] in those settings where his theory
and ours overlap.
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analysis on the open unit disc can be recapitulated in the more general
setting we are describing. When M = C and E = Cd, this has been
done already by Popescu in [Pop06].
For a given σ, we write B(σ) for {F̂σ | F ∈ H∞(E)}. Then B(σ)
is an algebra under pointwise multiplication that may be identified
naturally with a quotient of H∞(E) by an ultraweakly closed ideal
and the map F → F̂σ is a complete quotient map. If σ is a faithful
normal representation of M of infinite multiplicity, then the map is
a completely isometric isomorphism from H∞(E) onto B(σ) [MS08,
Lemma 3.8]. In general, however, B(σ) is a proper quotient of H∞(E).
Indeed, when M = C, and E = Cd, with d ≥ 2, then each normal
representation of M is, of course, (unitarily equivalent to) a multiple
of the representation σ1 of C on the one-dimensional Hilbert space, C.
The σ1-Berezin transforms {F̂σ1 | F ∈ H∞(E)} are the multipliers of
the Drury-Arveson space and so form a commutative algebra. On the
other hand, B(∞σ1) is isomorphic to the algebra of noncommutative
analytic Toeplitz operators in the fashion just described. For 2 ≤
n < ∞, B(nσ1) is a completion of the algebra of d generic n × n
matrices. So, as soon as n ≥ 2, it is noncommutative. But also, by
virtue of the polynomial identities these algebras satisfy, it is easy to see
that when n 6= m, B(nσ1) ≇ B(mσ1), and that no finite dimensional
representation of C yields a faithful representation of either H∞(E) or
of T+(E) in terms of Berezin transforms. Thus there arise very natural
questions: How much is lost when forming the σ-Berezin transform
of an element in H∞(E)? How might one reconstruct an F from its
finite dimensional σ-Berezin transforms? What extra information is
required? While we are still far from giving definitive answers to these
questions, we believe that what we accomplish here is a helpful start.
There is an important feature of the discs D(0, 1, σ) that plays a central
roll in our theory: For any two normal representations of M , σ and τ ,
(1.2) D(0, 1, σ)⊕ D(0, 1, τ) ⊆ D(0, 1, σ ⊕ τ).
The meaning of this inclusion is easy to understand when one realizes
that I((σ⊕ τ)E ◦ϕ, σ⊕ τ) may be viewed as a set of operator matrices[
z11 z12
z21 z22
]
acting as operators from HσE◦ϕ ⊕HτE◦ϕ to Hσ ⊕Hτ , where
z11 ∈ I(σE ◦ ϕ, σ), z12 ∈ I(τE ◦ ϕ, σ), z21 ∈ I(σE ◦ ϕ, τ), and z22 ∈
I(τE ◦ ϕ, τ). So D(0, 1, σ) ⊕ D(0, 1, τ) is just the collection of those
matrices
[
z11 z12
z21 z22
]
∈ D(0, 1, σ ⊕ τ) in which the off-diagonal entries
vanish.
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Definition 1.1. A family of sets {U(σ)}σ∈NRep(M), with U(σ) ⊆ I(σE◦
ϕ, σ), satisfying U(σ)⊕U(τ) ⊆ U(σ⊕ τ) is called a matricial family of
sets.
Matricial families, in particular, families of discs {D(0, 1, σ)}σ∈NRep(M),
enjoy properties that are very similar to the properties of the domains
that Taylor first considered in [Tay72, Section 6], when he introduced
a notion of localization for free algebras. They are very closely related
to the fully matricial sets of Dan Voiculescu [Voi04, Voi10], which are
matricial sets in our terminology but also satisfy additional conditions
which we do not use here. In contexts when E is finite dimensional,
matricial sets are essentially the noncommutative sets that Bill Helton,
Igor Klep, Scott McCullough and others study in the setting of lin-
ear matrix inequalities [HKM11b, HKM11a, HKMS09]. They are also
closely connected to the noncommutative sets in the work of Dmitry
Kaliuzhny˘i-Verbovetsky˘i and Victor Vinnikov devoted to noncommu-
tative function theory [KVV09, KV10, KVV].
There is another property that the discs also enjoy, viz. for any con-
traction t ∈ I(τ, σ), the inclusion,
(1.3) tD(0, 1, τ)(IE ⊗ t∗) ⊆ D(0, 1, σ),
holds. This shows that the discs are matricially convex in the sense
of operator space theory (see [ER00]). While matricial convexity does
not play a role in our immediate considerations, it already has proved
useful elsewhere.
The Berezin transform, F̂ = {F̂σ}σ∈NRep(M), of an element F ∈ H∞(E)
satisfies the equation
(1.4) F̂σ⊕τ (z⊕w) = F̂σ(z)⊕ F̂τ (w), z⊕w ∈ D(0, 1, σ)⊕D(0, 1, τ).
This, too, is a critical feature of the functions in Taylor’s theory and
in the other places just cited. In fact, the Berezin transforms have an
additional property that we will use repeatedly:
Definition 1.2. Suppose {U(σ)}σ∈NRep(M) is a matricial family of sets
and suppose that for each σ ∈ NRep(M), fσ : U(σ) → B(Hσ) is a
function. We say that f := {fσ}σ∈NRep(M) is a matricial family of
functions in case
(1.5) Cfσ(z) = fτ (w)C
for every z ∈ U(σ), every w ∈ U(τ) and every C ∈ I(σ, τ) such that
(1.6) Cz = w(IE ⊗ C).
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When the family {U(σ)}σ∈NRep(M) is {D(0, 1, σ)}σ∈NRep(M), and f =
{fσ}σ∈NRep(M) is a Berezin transform, then it is easy to see that the
assumptions on an operator C : Hσ → Hτ that C ∈ I(σ, τ) and satisfies
equation (1.6) express the fact that C lies in I(σ × z, τ × w). But
then, equation (1.5) is immediate. It is simply a manifestation of the
structure of the commutant of the representation (σ⊕ τ)× (z⊕w). In
this setting also, the defining hypothesis for a matricial family can be
written simply as
(1.7) I(σ × z, τ ×w) ⊆ I(fσ(z), fτ (w)),
for all σ, τ ∈ NRep(M), z ∈ AC(σ), and w ∈ AC(τ). Consequently, we
sometimes say that a matricial family respects intertwiners. Observe
that if a family respects intertwiners, then it automatically satisfies
equations like (1.4).
What is surprising is the following converse - a nonlinear double com-
mutant theorem of sorts - which extends the double commutant the-
orem for induced representations of Hardy algebras [MS04, Corollary
3.10]. We shall prove a more refined statement in Theorem 4.4.
Theorem 1.3. If f = {fσ}σ∈NRep(M) is a matricial family of functions,
with fσ defined on AC(σ) and mapping to B(Hσ), then there is an
F ∈ H∞(E) such that f is the Berezin transform of F , i.e., fσ = F̂σ
for every σ.
Three features of Theorem 1.3 deserve comment: (1) the domain of
each fσ is AC(σ), (2) all the representations in NRep(M) are used,
and (3) no hypotheses on the nature of the functions fσ are made.
They are not assumed to be analytic or continuous; they are not even
assumed to be bounded. If we relax (1) and assume only that the
functions are defined on D(0, 1, σ), then the theorem breaks down: In
Example 4.5 we will exhibit an unbounded family f = {fσ}σ∈NRep(M),
where fσ is defined only on D(0, 1, σ), that satisfies (1.7). However,
we shall also prove that if the fσ : D(0, 1, σ) → B(Hσ) are bounded
uniformly in σ ∈ NRep(M) and if they respect intertwiners, then f is
a Berezin transform (Theorem 4.8).
With regard to (2), it is helpful to reflect on the fact that NRep(M) is
really a W ∗-category in the sense of [GLR85]. In fact, it is essentially
Riefel’s category Normod−M [Rie74b]. We do not need much of the
theory of such categories to achieve our goals here, but that theory has
guided our thinking. The objects of NRep(M) are the normal repre-
sentations of M on separable Hilbert space. (We have abused notation
a bit and have simply written σ ∈ NRep(M), when σ is a normal rep-
resentation of M .) The set of morphisms from σ to τ is the intertwiner
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space I(σ, τ). We want to consider subcategories Σ of NRep(M) with
the property that if σ and τ are in Σ, then so is σ⊕ τ . Such a category
is an additive subcategory of NRep(M). In the literature, particularly
that dealing with the setting where M = C and E = Cd, it is im-
portant to extract as much information as is possible from the finite
dimensional representations ofM , and, of course, the finite dimensional
representations of M determine an additive subcategory of NRep(M).
Although, we do not know how to modify the hypotheses in Theorem
1.3 so that we can restrict to every additive subcategory, we can prove
that if Σ is a full additive subcategory of NRep(M) that consists of
faithful representations of M , if f = {fσ}σ∈Σ is a uniformly bounded
matricial family of functions, with fσ : D(0, 1, σ)→ B(Hσ), then each
of the fσs is Frechet holomorphic in D(0, 1, σ) and the Frechet-Taylor
expansion of fσ can be expressed explicitly in terms of tensors from the
tensor powers of E in the same way that the Taylor series for Berezin
transforms can be expressed, i.e., in terms of our tensorial power series.
But to do this, we must first use ideas from Kaliuzhny˘i-Verbovetsky˘i
and Vinnikov [KVV09, KV10, KVV] to show that the fσs have Taylor
series in the sense of Joseph Taylor [Tay73] and then use a variant of
our duality theorem [MS04, Theorem 3.6] to show that Taylor’s Taylor
coefficients are tensors of the desired type. Thus, we will show that
there are strong interconnections among three notions of holomorphy
and their associated power series: Frechet holomorphy for maps be-
tween Banach spaces, Taylor’s notion of free holomorphy, and tensorial
holomorphy. We were led to these by studying Berezin transforms of
elements of H∞(E). Although Theorem 4.8 shows that a matricial
family of functions f = {fσ}σ∈NRep(M), with fσ : D(0, 1, σ) → B(Hσ),
is a Berezin transform if and only if f is uniformly bounded in σ,
the proof very much depends upon properties of NRep(M) that are
not shared by all subcategories. The best we can say at this stage
is that if Σ is a full additive subcategory of NRep(M) consisting of
faithful representations, if f = {fσ}σ∈Σ is a family of functions with
fσ : D(0, 1, σ) → B(Hσ), and if supσ∈Σ supz∈D(0,1,σ) ‖fσ(z)‖ < ∞, then
f is a family of tensorial power series if and only if f is a matricial
family (Theorem 5.1). Additional information appears to be needed to
conclude that such an f is a Berezin transform.
Section 2 is dedicated to recapping a number of facts we need from the
theory of tensor algebras and Hardy algebras. Tensorial power series
are also introduced and some of their properties developed. Section 3 is
devoted to developing general properties of matricial sets and functions.
Section 4 is devoted to proving a refined version of Theorem 1.3. The
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connection between Taylor’s Taylor series and our Tensorial Taylor
series is made in Section 5. Finally in Section 6 we extend our work in
Section 5 to cover maps between correspondence duals.
Acknowledgement. We are pleased to thank Victor Vinnikov for en-
lightening conversations we had with him over matricial function the-
ory. His work in this area, especially that with Dmitry Kaliuzhny˘i-
Verbovetsky˘i and Mihai Popa, has been a source of inspiration to us.
2. Preliminaries
Throughout, M will be a fixed W ∗-algebra with separable predual.
However, we shall not fix a representation in advance, but instead we
shall want to access the entire category of normal representations of M
on separable Hilbert space, NRep(M). We shall always assume that
such representations are unital. Strictly speaking, we shall not want to
identify unitarily equivalent representations. But when M = C, there
is no harm in doing so. Also, throughout this paper, Σ will denote an
additive subcategory of NRep(M). This means that whenever σ and τ
are in Σ so is σ⊕τ , where Hσ⊕τ := Hσ⊕Hτ and σ⊕τ(a) := σ(a)⊕τ(a).
In particular, we shall be interested in additive subcategory generated
by a single representation σ. It consists of all the finite multiples of σ,
which we write nσ. When we want to consider an infinite multiple of
σ, we will be explicit about this and denote it by ∞σ. Only at certain
points will we need to assume that Σ is a full subcategory of NRep(M),
meaning that when σ and τ are in Σ, then all the intertwiners between
σ and τ are also in Σ. We will be explicit about where this assumption
is used. We will, however, always assume that if σ lies in Σ and if
τ = mσ, then the natural injection ιk of Hσ into Hτ , that identifies Hσ
with the kth summand of Hτ , is a morphism in Σ, and so is its adjoint,
ι∗k, which is the projection of Hτ onto Hσ.
We shall fix a W ∗-correspondence E over M . Thus, E is a self-dual
right Hilbert module overM that is endowed with a left action given by
a faithful normal representation ϕ of M in the algebra of all continuous
linear right module maps on E, L(E). (Recall that because E is a self-
dual right Hilbert module over M , every bounded right module map on
E is automatically adjointable.) As with Hilbert space representations,
we shall assume normal homomorphisms between W ∗-algebras are uni-
tal and, in particular, we shall assume that ϕ is unital. Like M , E is a
dual space. We shall refer to the weak-∗ topology on a W ∗-algebra or
on a W ∗-correspondence as the ultraweak topology [MS11b, Paragraph
2.2].
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The k-fold tensor powers of E, balanced overM (via ϕ), will be denoted
E⊗k. Recall that E⊗k is the self-dual completion of the C∗-tensor power
and so is a W ∗-correspondence over M . The left action of M on E⊗k
will be denoted by ϕk, i.e., ϕk(a)(ξ1⊗ ξ2⊗ · · · ⊗ ξk) := (ϕ(a)ξ1)⊗ ξ2⊗
· · · ⊗ ξk. In particular, ϕ0 is just left multiplication of M on M and
ϕ1 = ϕ [MS11b, Paragraph 2.7].
There are a number of spaces and algebras that we will want to build
from the tensor powers E⊗k. First, there is the Fock space F(E) :=
M ⊕ E ⊕ E⊗2 ⊕ E⊗3 ⊕ · · · Here we interpret the sum as the self-dual
completion of the Hilbert C∗-module direct sum. It is a natural W ∗-
correspondence over M , with the left action ϕ∞ := ϕ0 ⊕ ϕ1 ⊕ ϕ2 ⊕ · · ·
[MS11b, Paragraph 2.7]. For ξ ∈ E, we write Tξ for the creation
operator determined by ξ. By definition, Tξη := ξ ⊗ η, η ∈ F(E).
It is easy to check that Tξ is bounded, with norm dominated by ‖ξ‖.
Since we are assuming ϕ is injective and unital, it follows that ‖Tξ‖ =
‖ξ‖. The norm-closed subalgebra of L(F(E)) generated by ϕ∞(M)
and {Tξ}ξ∈E will be denoted T+(E) and called the tensor algebra of
E. The Hardy algebra of E is defined to be the ultraweak closure of
T+(E) in L(F(E)). The (nonclosed) subalgebra of T+(E) generated by
ϕ∞(M) and{Tξ}ξ∈E will be denoted by T0(E) and called the algebraic
tensor algebra of E. In the purely algebraic setting it would simply be
called the tensor algebra of E.3
Before getting too far along with the theory, it will be helpful to have
an example that we can follow as the theory develops.
Example 2.1. (The Basic Example) In this example we let M =
C and we let E = Cd. The left and right actions coincide and the
inner product is the usual one, except we choose it to be conjugate
linear in the right hand variable. We interpret Cd as ℓ2(N), when
d = ∞. The representations of M on Hilbert space, in this case, are
all multiples of the identity representation σ1 which represents C on
C via multiplication, i.e., we may view the objects in NRep(M) as
{nσ1 | n ∈ N ∪ {∞}}. For m,n ∈ N ∪ {∞}, the intertwiner space
I(mσ1, nσ1) may be identified with the n × m matrices, where when
either m or n is infinite, we interpret the n ×m matrices as bounded
linear operators. To keep the notation simple, when it is convenient we
shall write Mn(C) for B(ℓ
2(N)) when n =∞. An additive subcategory
of NRep(M) is determined by any additive subsemigroup of N∪ {∞}.
3Strictly speaking, because our coefficient algebra M may be noncommutative,
in the algebra literature T0(E) would be called the tensor M -ring determined by
the bimodule E. (See, e.g., [Coh06, P. 134].)
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The Fock space F(E) is usually called the full Fock space of the Hilbert
space Cd. It is customary to identify F(Cd) with ℓ2(F+d ), where F+d
denotes the free semigroup on d generators. The identification is carried
out explicitly by letting {ei | 1 ≤ i ≤ d} denote the standard basis for
Cd and then sending the decomposable tensor ei1 ⊗ ei2 ⊗ · · · ⊗ eik ∈
(Cd)⊗k ⊆ F(Cd) to δw, where δw is the point mass at the word w =
i1i2 · · · ik. The vacuum vector Ω in F(Cd) is sent to the empty word
∅ in F+d . When this identification is made, then the creation operator
Tei is identified with the Si, where Si is the isometry defined by the
equation
Siδw = δiw, w ∈ F+d .
Also under this identification, the algebraic tensor algebra T0(Cd) is
identified with the free algebra on d generators, C〈X1, X2, · · · , Xd〉,
realized as convolution operators on ℓ2(F+d ) through the correspondence
Xi ↔ Si. Of course, T+(Cd) may be viewed as the norm closed, unital
algebra generated by the Si, and, as we mentioned in the introduction,
in this guise it is known as Popescu’s noncommutative disc algebra
[Pop96]. Its ultraweak closure, H∞(E), which in this case coincides
with its weak operator closure, is the noncommutative analytic Toeplitz
algebra.
Definition 2.2. The full Cartesian product Πk≥0E
⊗k will be called
the formal tensor series algebra determined by M and E and will be
denoted by T+((E)). Elements in T+((E)) will be denoted by formal
sums, θ ∼∑k≥0 θk, θk ∈ E⊗k.
It is easy to see that T+((E)) is, indeed, an algebra under coordinate-
wise addition and scalar multiplication, with the product given by the
formula
θ ∗ η = ζ,
where θ ∼ ∑k≥0 θk, η ∼ ∑k≥0 ηk, and ζ ∼ ∑k ζk are related by the
equation
ζk :=
∑
k=l+m
θl ⊗ ηm, k, l,m ≥ 0.
Further, we may view T0(E), T+(E) and H∞(E) as subsets of T+((E))
using the “Fourier coefficient operators” calculated with respect to the
gauge automorphism group acting on L(F(E)) [MS11b, Paragraph
2.9]. That is, if Pn is the projection of F(E) onto E⊗n and if
Wt :=
∞∑
n=0
eintPn,
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then {Wt}t∈R is a one-parameter (2π-periodic) unitary group in L(F(E))
such that if {γt}t∈R is defined by the formula γt = Ad(Wt), then {γt}t∈R
is an ultraweakly continuous group of ∗-automorphisms of L(F(E)),
called the gauge automorphism group of L(F(E)). This group leaves
each of the algebras T0(E), T+(E), and H∞(E) invariant and so do
each of the Fourier coefficient operators {Φj}j∈Z defined on L(F(E))
by the formula
(2.1) Φj(F ) :=
1
2π
ˆ 2pi
0
e−intγt(F ) dt, F ∈ L(F(E)),
where the integral converges in the ultraweak topology. Further, if
F ∈ H∞(E), then Φj(F ) is of the form Tθj , where θj ∈ E⊗j. This
is clear if F ∈ T0(E). For a general element F ∈ H∞(E), the result
follows from the facts that T0(E) is ultraweakly dense in H∞(E) and
Φj is ultraweakly continuous. In fact, if Σk is defined by the formula
(2.2) Σk(F ) :=
∑
|j|<k
(1− |j|
k
)Φj(F ),
F ∈ L(F(E)), then for F ∈ L(F(E)), limk→∞Σk(F ) = F , in the ultra-
weak topology. It follows that for F ∈ H∞(E), F determines and is
uniquely determined by its sequence of Fourier coefficients θ = {θj}j≥0,
where Tθj := Φj(F ).
The correspondence E determines an endo-functor ΦE from NRep(M)
into NRep(M). For an object σ in NRep(M), ΦE(σ) = σ
E ◦ ϕ, where
σE is the representation of L(E) that is induced from σ in the sense of
Rieffel [Rie74a]: For X ∈ L(E), σE(X) = X ⊗ IHσ acting on E ⊗σ Hσ.
It is [Rie74a, Theorem 5.3] that ensures that for T ∈ I(σ, τ), ΦE(T )
should be IE ⊗ T ∈ I(ΦE(σ),ΦE(τ)).
Following the notation in [MS11b, Paragraph 2.6] and elsewhere in our
work, we set Eσ∗ = I(σE ◦ ϕ, σ) for each σ ∈ NRep(M). Also, for
z0 ∈ Eσ∗ and 0 ≤ R ≤ ∞, we write D(z0, R, σ, E) for the open disc or
ball in Eσ∗ of radius R centered at z0. Usually, E will be dropped from
the notation, since it will be understood from context.
The space Eσ∗ is a bimodule over σ(M)′, where for a, b ∈ σ(M)′ and
ξ ∈ Eσ∗, a · ξ · b := aξ(IE ⊗ b). In fact, it is a left Hilbert module over
σ(M)′, where the inner product is given by the formula 〈ξ, η〉 = ξη∗
and as such, Eσ∗ becomes a correspondence over σ(M)′. Although
the correspondence properties of Eσ∗ have figured heavily elsewhere in
our work, they do not play much of a role here. Only the bimodule
properties are of consequence in this section. (In Section 6 we will
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use properties of the correspondence Eσ, which is a right Hilbert W ∗-
module over σ(M)′.)
Once σ is fixed, each z ∈ Eσ∗ determines a homomorphism, denoted
σ×z, from T0(E) to B(Hσ), which is defined on the generators of T0(E)
via the formulas
σ × z(ϕ∞(a)) = σ(a), a ∈M,
σ × z(Tξ)(h) = z(ξ ⊗ h), ξ ∈ E, h ∈ Hσ.
The fact that these equations define a representation of T0(E) on
B(Hσ) follows from the universal properties of tensor algebras once
it is checked that the map ξ → σ × z(Tξ) is a bimodule map in the
sense that
σ × z(Ta·ξ·b) = σ(a)(σ × z(Tξ))σ(b), a, b ∈M, ξ ∈ E.
And conversely, every representation ρ of T0(E) on Hilbert space such
that the restriction of ρ to ϕ∞(M) in T0(E) is a normal representation
of M , say σ, and the restriction of ρ to the subspace {Tξ}ξ∈E yields an
ultraweakly continuous bimodule map of E, must be of the form σ× z,
where z is given by the formula z(ξ ⊗ h) = ρ(Tξ)h.
As we indicated in the introduction, it is of fundamental importance for
our theory, that σ × z extends from T0(E) to a completely contractive
representation of T+(E) on B(Hσ) if and only if z lies in the norm closed
disc D(0, 1, σ) [MS11b, Theorem 2.9]. Moreover, for ‖z‖ < 1, σ × z
extends further to be an ultraweakly continuous, completely contractive
representation of H∞(E) on Hσ [MS04, Corollary 2.14]. We write
AC(σ, E), or simply AC(σ), when E is understood, for the collection of
all z ∈ D(0, 1, σ) such that σ× z extends to an ultraweakly continuous,
completely contractive representation of H∞(E) on Hσ. We then call
z an absolutely continuous point in D(0, 1, σ) and we say that σ × z is
an absolutely continuous representation. The terminology derives from
the fact that one can define an H∞-functional calculus in the sense of
Sz.-Nagy and Foiaş for a contraction operator if and only if its minimal
unitary dilation is absolutely continuous. (See [MS11b], where this
perspective is developed at length.)
Remark 2.3. There is now a bit of ambiguity that needs to be clarified.
When we write I(σ × z, τ × w) we shall always mean the set of all
operators C : Hσ → Hτ such that C ∈ I(σ, τ) and Cz = w(IE ⊗
C). It is straightforward to see that this happens if and only if C ∈
I(σ, τ) and Cσ × z(F ) = τ ×w(F )C for all F ∈ T0(E). Since T0(E) is
norm dense in T+(E) and since σ × z and τ ×w extend to continuous
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representations of T+(E) when ‖z‖, ‖w‖ ≤ 1, it follows that I(σ×z, τ×
w) = {C : Hσ → Hτ | Cσ × z(F ) = τ × w(F )C for allF ∈ T+(E)},
when ‖z‖, ‖w‖ ≤ 1. Likewise, since AC(σ) is the set of all z ∈ Eσ∗ such
that σ×z extends from T+(E) to an ultraweakly continuous completely
contractive representation of H∞(E), we find that I(σ × z, τ × w) =
{C : Hσ → Hτ | Cσ × z(F ) = τ × w(F )C for allF ∈ H∞(E)} when
z ∈ AC(σ) and w ∈ AC(τ).
With the notation we have established, it follows that T0(E) may be
represented as a space polynomial-like, B(Hσ)-valued functions on E
σ∗
via the formula:
(2.3) F̂σ(z) := σ × z(F ), F ∈ T0(E), z ∈ Eσ∗.
Since our primary objective is to understand the nature of the functions
F̂σ, it will be helpful to work carefully through some examples that
illuminate their definition. Consider first the case when F = Tξ1Tξ2 =
Tξ1⊗ξ2 . Then for h ∈ Hσ, we have
(2.4)
(σ × z)(Tξ1Tξ2)(h) = (σ × z)(Tξ1)(σ × z)(Tξ2)(h)
= z(ξ1 ⊗ z(ξ2 ⊗ h))
= z(IE ⊗ z)(ξ1 ⊗ ξ2 ⊗ h).
More generally, we find that
(σ×z)(Tξ1⊗ξ2⊗···⊗ξk)(h) = z(IE⊗z) · · · (IE⊗k−1⊗z)(ξ1⊗ξ2⊗· · ·⊗ξk⊗h).
Observe that z(IE ⊗ z) · · · (IE⊗k−1 ⊗ z) is a bounded linear operator
from E⊗k ⊗Hσ to Hσ, with norm dominated by ‖z‖k. Further, z(IE ⊗
z) · · · (IE⊗k−1⊗z) intertwines σE⊗k◦ϕk and σ. Thus z(IE⊗z) · · · (IE⊗k−1⊗
z) is an element of I(σE⊗k ◦ ϕk, σ) = (E⊗k)σ∗. In [MS04, Page 363]
z(IE ⊗ z) · · · (IE⊗k−1 ⊗ z) is called the kth generalized power of z. We
shall denote it here by z(k) and we shall denote the function z → z(k),
fromEσ∗ to (E⊗k)σ∗, by Zk, i.e., Zk(z) := z(k) = z(IE⊗z) · · · (IE⊗k−1⊗z).
By convention, we set Z0(z) ≡ IHσ .
Example 2.4. In the context of our basic example, Example 2.1, E⊗σ
Hσ is C
d ⊗ Hσ, which we shall view simply as columns of length d
of vectors from Hσ. We may do this, since there is no consequential
balancing going on. After all, σ is a representation of C. It follows that
Eσ∗ := I(σE ◦ ϕ, σ) may be identified with all d-tuples of operators in
B(Hσ) arranged as a row. That is, we may and shall write E
σ∗ = {z =
(Z1, Z2, · · · , Zd) | Zi ∈ B(Hσ)}. So, if F ∈ T0(E) and if we identify
T0(E) with the free algebra on d generators, as we did in our basic
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example, we may write F =
∑
w∈F+
d
awXw, and then equation (2.3)
becomes
F̂σ(z) =
∑
w∈F+
d
awZw,
where Zw = Zi1Zi2 · · ·Zik , w = i1i2 · · · ik. In particular, if σ happens
to be an n-dimensional representation with n < ∞, then Eσ∗ is the
collection of all d-tuples of n × n matrices and equation (2.3) yields
the representation of the free algebra on d generators on the algebra
of d generic n × n matrices. The function Zk in this setting assigns
to z = (Z1, Z2, · · · , Zd) the tuple (Zw)|w|=k of length dk that is ordered
lexicographically by the words of length k.
In the following lemma and, indeed, throughout this paper, we identify
E⊗(k+l) with E⊗k ⊗ E⊗l; E⊗0 := M .
Lemma 2.5. The functions Zk, from Eσ∗ to (E⊗k)σ∗, satisfy the equa-
tion
Zk+l(z) = Zk(z)(IE⊗k ⊗ Zl(z)), z ∈ Eσ∗.
Further, each Zk is Frechet differentiable and the Frechet derivative of
Zk, denoted DZk, is given by the formula
(2.5) (DZk)(z)[ζ ] =
k−1∑
l=0
Zl(z)(IE⊗l ⊗ ζ)(IE⊗(l+1) ⊗ Zk−l−1(z))
for all z, ζ ∈ Eσ∗.
The proof is a straightforward calculation based on the definition of
Zk and will be omitted. Observe that for each z ∈ Eσ∗, DZk(z) is a
bounded linear operator from Eσ∗ to (E⊗k)σ∗ whose norm is dominated
by k‖z‖k−1.
If θ ∈ E⊗k, we shall write Lθ for the linear operator from Hσ to E⊗k⊗σ
Hσ that maps h to θ⊗h. Evidently, ‖Lθ‖ ≤ ‖θ‖, with equality holding
if σ is faithful. The calculations that led from equation (2.4) through
Lemma 2.5 immediately yield
Theorem 2.6. Suppose F =
∑n
k=0 Tθk ∈ T0(E), with θk ∈ E⊗k. Then
for σ ∈ NRep(M) and z ∈ Eσ∗, the operator F̂σ(z) in B(Hσ) is given
by the formula
(2.6) F̂σ(z) =
n∑
k=0
Zk(z)Lθk .
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Further, as a function of z ∈ Eσ∗, F̂σ is Frechet differentiable and its
Frechet derivative, mapping Eσ∗ to B(Hσ), is given by the formula
(2.7) DF̂σ(z)[ζ ] =
n∑
k=0
DZk(z)[ζ ]Lθk .
Of course, we would like to extend our function theory beyond the realm
of the algebraic tensor algebra. For this purpose, we follow Popescu
[Pop06] (who followed Hadamard, who followed Cauchy) and introduce
the following definition.
Definition 2.7. For θ ∼∑k≥0 θk in T+((E)), we define R(θ) to be
R(θ) = (lim sup
k→∞
‖θk‖ 1k )−1,
and we call R(θ) the radius of convergence of the formal series θ.
Of course, R(θ) is a non-negative real number or +∞.
Proposition 2.8. Suppose θ ∼ ∑k≥0 θk in T+((E)) and R = R(θ) is
not zero. Then for each σ ∈ NRep(M), for each z0 ∈ Eσ∗, and for
each z ∈ D(z0, R, σ), the series
(2.8)
∞∑
k=0
Zk(z− z0)Lθk
converges in the norm of B(Hσ). The convergence is uniform on any
subdisk D(z0, ρ, σ), ρ < R; and it is uniform in σ, as well. The resulting
function, fσ, is analytic as a map from D(z0, R, σ) to B(Hσ) and the
Frechet derivative of fσ is given by the formula
Dfσ(z)[ζ ] =
∞∑
k=1
DZk(z− z0)[ζ ]Lθk , z ∈ D(z0, R, σ), ζ ∈ Eσ∗.
Proof. The uniform convergence of (2.8) follows a standard argument:
Fix ρ, ρ′ such that 0 < ρ < ρ′ < R. Since 1
R(θ)
= lim supk ‖θk‖1/k, there
is an m such that, for all k ≥ m, ‖θk‖1/k < 1/ρ′. For such k, for all
σ and for all z ∈ D(z0, ρ, σ), ‖Zk(z − z0)Lθk‖ ≤ ‖z − z0‖k‖θk‖ ≤ ( ρρ′ )k.
Since ρ < ρ′, we see that (2.8) converges uniformly on D(z0, ρ, σ). The
remaining assertions can be proved by similar elementary estimates.
Alternatively, one can appeal to [HP74, Theorems 3.17.1 and 3.18.1].

Definition 2.9. The series (2.8) is called the tensorial power series
determined by the formal tensor series θ, the point z0, and the repre-
sentation σ.
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Remark 2.10. Following the line of thought developed in elementary
texts on complex function theory, one might expect that if z ∈ Eσ∗ has
norm larger than R(θ), then the series (2.8) diverges. However, the
situation is quite a bit more complicated than in one complex variable.
For example, if M = E = C and if dimHσ ≥ 2, then we may identify
Eσ∗ with B(Hσ), and if z is any nilpotent element in E
σ∗, the series
(2.8) converges no matter what R(θ) is. The situation is even more
complicated: There are series θ with finite R(θ) such that for “most”
σ the series (2.8) converges on all of Eσ∗, i.e., almost all fσ are entire.
A particularly instructive example, due to Luminet [Lum86, Exam-
ple 2.9], is constructed as follows. Let Sk(X1, X2, · · · , Xk) denote the
standard identity in k noncommuting variables:
Sk(X1, X2, · · · , Xk) =
∑
s∈Sk
sign(s)Xs(1)Xs(2) · · ·Xs(k),
whereSk denotes the permutation group on k letters and where sign(s)
is 1 if s is even and −1 if s is odd. Then the set of these identities
determines an element θ in T+((C2)) by identifying T+((C2)) with the
free formal series in two noncommuting variablesX1 andX2 and setting
θ(X1, X2) =
∑
k≥2
Sk(X1, X1X2, · · · , X1Xk−12 ).
When this series is written as a series of words in X1 and X2,
θ(X1, X2) =
∑
w∈F+2
λwXw,
one sees that for each positive integer d there is a word w of length at
least d so that λw = 1. It follows that R(θ) <∞. However, if σ is any
finite dimensional representation of C = M , the series (2.8) converges
throughout Eσ∗. Indeed, for any given z there are only finitely many
nonzero terms in the series. On the other hand, we will be able to show
later that given R′ > R(θ), there is a σ ∈ NRep(M) and an element
z ∈ Eσ∗ with ‖z‖ = R′ such that the series (2.8) diverges.
The next proposition establishes a bridge between the theory developed
in [MS04, MS05, MS08, MS09] and the focus of this paper. First, recall
that if F ∈ H∞(E), then the Fourier coefficients Φj(F ) are of the form
Tθj for θj ∈ E⊗j . Further, the series
∑
j≥0 Tθj is Cesaro summable to
F (2.2). On the other hand, each Fourier coefficient operator Φj is
contractive and so the norm of each θj is dominated by ‖F‖. Thus the
radius of convergence of the series θ ∼ ∑j≥0 θj is at least one. Since
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σ × z(Tθ) = Zj(z)Lθ for θ ∈ E⊗j and z ∈ D(0, 1, σ), the validity of the
following proposition is immediate.
Proposition 2.11. For F ∈ H∞(E) and σ ∈ Σ, the σ-Berezin trans-
form F̂σ, defined on AC(σ) by the formula, F̂σ(z) := σ × z(F ), admits
the tensorial power series expansion,
(2.9) F̂σ(z) =
∞∑
j=0
Zj(z)Lθj ,
where Tθj = Φj(F ). The series converges in norm for z ∈ D(0, 1, σ),
uniformly in σ and on any sub-disk, D(0, ρ, σ), ρ < 1. Moreover, the
function F̂σ(z) is bounded by ‖F‖ throughout AC(σ).
Remark 2.12. In view of Proposition 2.11, one might wonder if every
bounded analytic function on D(0, 1, σ), with tensorial power series∑∞
j=0Zj(z)Lθj , comes from a function in H∞(E). Thanks to a very
detailed study by Arveson, such is not the case. He shows that in one
of the simplest settings, when M = C, E = Cd (d ≥ 2), and σ is one-
dimensional, there are bounded analytic functions on D(0, 1, σ) (which
is the unit ball in Cd) which are not of the form F̂σ(z) for any element
F in H∞(Cd) (see [Arv98, Theorem 3.3]).
3. Matricial Families and Functions
Suppose σ and τ are two normal representations of our W ∗-algebra
M on Hilbert spaces Hσ and Hτ , respectively. We have noted that
if one writes σ ⊕ τ matricially as (σ ⊕ τ)(·) =
[
σ(·) 0
0 τ(·)
]
, then
E(σ⊕τ)∗ = I((σ⊕ τ)E ◦ ϕ, (σ⊕ τ)) may be written as matrices of oper-
ators
[
z11 z12
z21 z22
]
, viewed as operators from HσE◦ϕ ⊕HτE◦ϕ to Hσ ⊕Hτ ,
where z11 ∈ I(σE◦ϕ, σ), z12 ∈ I(τE◦ϕ, σ), z21 ∈ I(σE◦ϕ, τ), and where
z22 ∈ I(τE ◦ ϕ, τ). In particular, note that all the matrices of the form[
z11 0
0 z22
]
, with z11 ∈ I(σE ◦ ϕ, σ) and z22 ∈ I(τE ◦ ϕ, τ) are contained
E(σ⊕τ)∗. We abbreviate this fact by writing Eσ∗ ⊕ Eτ∗ ⊆ E(σ⊕τ)∗. We
will have occasion later to think about higher order matrices. That
is, if σ1, σ2, · · · , σn are n (not-necessarily distinct) representations in
NRep(M), then E(σ1⊕σ2⊕···⊕σn)∗ can be viewed as n×n matrices whose
i, j-entries lie in I(σEj ◦ ϕ, σi). When this is done, we will be able to
write
∑⊕
1≤i≤nE
σi∗ ⊆ E(σ1⊕σ2⊕···⊕σn)∗.
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Remark 3.1. In Definition 1.1, we defined the notion of a matricial
family of sets indexed by all of NRep(M). Evidently, that notion
can be “relativized” to additive subcategories. So if Σ is an additive
subcategory of NRep(M), then a family of sets U = {U(σ)}σ∈Σ that
satisfies the following two properties will be called a matricial E,Σ-
family of sets. If Σ or E are clear from context, we shall simply call U
a matricial family of sets.
(1) Each U(σ) is contained in Eσ∗.
(2) The family {U(σ)}σ∈Σ is closed with respect to taking direct
sums, i.e.,
U(σ)⊕ U(τ) :=
[U(σ) 0
0 U(τ)
]
⊆ U(σ ⊕ τ).
If each of the members of U is described by a common property, such
as being open or a domain, then we shall adjust the terminology ap-
propriately, e.g., by saying that the family is a matricial E,Σ-family of
open sets or domains. We shall say that U unitarily invariant, if each
U(σ) is unitarily invariant in the sense that for each unitary operator
u ∈ σ(M)′ and each z ∈ U(σ), u−1 ·z·u := u−1z(IE⊗u) lies in U(σ). Re-
latedly, U is called matricially convex, if for any σ and τ in Σ and for all
v ∈ I(σ, τ) such that vv∗ = IHτ , v · U(σ) · v∗ = vU(σ)(IE ⊗ v∗) ⊆ U(τ).
Example 3.2. We already have noted that {D(0, 1, σ)}σ∈NRep(M) is a
matricially convex, matricial family of sets. However, the best we can
say, in general, is that {AC(σ)}σ∈NRep(M) is unitarily invariant. For a
more general class of discs, suppose that {ζσ}σ∈Σ is a family of vectors
with ζσ ∈ Eσ∗ such that ζσ⊕τ = ζσ ⊕ ζτ for all σ, τ ∈ Σ. We shall call
ζ := {ζσ}σ∈Σ an additive field of vectors over Σ. Given such a field ζ
and an R, 0 ≤ R ≤ ∞, we shall call D(ζ, R) := {D(ζσ, R, σ)}σ∈Σ the
matricial disc determined by the field ζ . If ζσ = 0 for all σ ∈ Σ, we
shall simply write D(0, R), calling it the matricial disc {D(0, R, σ)}σ∈Σ
we already have defined. It is clear that D(ζ, R) is a matricial set when
ζ is an additive field of vectors over Σ, but in general D(ζ, R) won’t
be matricially convex. However, it will be matricially convex when
ζ = {ζσ}σ∈Σ is a central additive field in the sense that ζτ(IE ⊗ C) =
Cζσ for all C ∈ I(σ, τ), σ, τ ∈ Σ, as is evident from the definition.
Note that for ζ to be a central additive field requires more than each
ζσ being central in the sense of [MS08, Definition 4.11], which simply
means that ζσ(IE ⊗ C) = Cζσ for all C ∈ I(σ, σ) = σ(M)′. However,
if each ζσ is central in that sense, then D(ζ, R) is a unitarily invariant
matricial set. Note, too, that if Σ is the subcategory consisting of
all multiples of a single representation σ, together with all the spaces
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I(nσ,mσ), n,m ∈ N, and if ζσ is a central vector in Eσ∗, then {ζmσ}m∈N
is a central additive field on Σ, where ζmσ is the m-fold direct sum of
copies of ζσ.
To see these examples in the simplest, most concrete setting, consider
the following addition to our basic example, Example 2.1.
Example 3.3. Let M = C and let E = Cd. Then since every repre-
sentation σ of C is simply a multiple of the basic, 1-dimensional rep-
resentation σ1, i.e., σ = nσ1 for a suitable positive integer n or ∞, it
follows that Eσ∗ = {z = (Z1, Z2, · · ·Zd) | Zi ∈Mn(C)}, where we inter-
pret M∞(C) as B(ℓ
2(N)). The disc D(0, R, σ) is {z = (Z1, Z2, · · ·Zd) |
‖∑ZiZ∗i ‖ 12 < R}, and a z = (Z1, Z2, · · · , Zd) ∈ D(0, 1, σ) is in AC(σ),
when σ is a finite multiple of σ1, if and only if z is completely non-
coisometric [MS11b, Corollary 5.7] in the sense that ‖z(k)∗h‖ → 0 for
every h ∈ Cn [MS04, Remark 7.2]. (No such simple characterization of
AC(∞σ1) is known.) For a z ∈ Eσ∗ and unitary u ∈ σ(M)′ = Mn(C),
u−1 · z · u = u−1z(IE ⊗ u) = (u−1Z1u, u−1Z2u, · · · , u−1Zdu). Thus z is
central if and only if each Zi is a scalar multiple of the identity. Fur-
ther, as we have seen, an additive subcategory Σ of NRep(M) is simply
determined by an additive subsemigroup of N∪ {∞} and a central ad-
ditive field {ζσ}σ∈Σ is a family of central elements such that for each i,
1 ≤ i ≤ d, the scalar that forms the scalar multiple of the identity in
the ith element of ζσ is independent of σ.
Remark 3.4. The notion of a matricial family of functions indexed by
NRep(M), defined in Definition 1.2, can be “relativized” to additive
subcategories, too. So, if {U(σ)}σ∈Σ is a matricial E,Σ-family, where
Σ is an additive subcategory of NRep(M), then a family of functions
f = {fσ}σ∈Σ, with
fσ : U(σ)→ B(Hσ), σ ∈ Σ,
is an E,Σ-matricial family of functions, or simply a matricial family of
functions, in case f respects intertwiners in the sense that for every z ∈
U(σ), every w ∈ U(τ), I(σ×z, τ×w) ⊆ I(fσ(z), fτ (w)). (Thanks to our
convention established in Remark 2.3, I(σ×z, τ×w) ⊆ I(fσ(z), fτ (w))
if and only if every C ∈ I(σ, τ) that satisfies the equation Cz = w(IE⊗
C) also satisfies the equation Cfσ(z) = fτ (w)C.) We shall say that f
is continuous, or holomorphic, etc., in case each fσ has the indicated
property.
Proposition 3.5. Let Σ be an additive subcategory of NRep(M) and
let D(ζ, R) be the matricial disc determined by a central additive field
ζ on Σ, where 0 < R ≤ ∞. If θ ∈ T+((E)) has radius of convergence
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at least R, then the collection {fσ}σ∈Σ of tensorial power series deter-
mined by θ, fσ(z) :=
∑
k≥0Zk(z − ζσ)Lθk , forms a matricial family of
holomorphic functions on D(ζ, R).
Proof. We saw in Proposition 2.8 that each fσ is a holomorphic B(Hσ)-
valued function defined throughout D(ζσ, R, σ). We therefore need only
check that {fσ}σ∈Σ preserves intertwiners. For this, it suffices to check
that for each k, the kth terms of {fσ}σ∈Σ preserve intertwiners. If
C ∈ I(σ × z, τ × w), then by definition C ∈ I(σ, τ), so C ∈ I(Z0(z−
ζσ)Lθ0 ,Z0(w−ζτ )Lθ0) because Z0(z−ζσ) is identically IHσ in z, similarly
for Z0(w − ζτ ), and because when we view Lθ0 as a map from Hσ
to M ⊗σ(M) Hσ we identify θ0 with σ(θ0), when we identify Hσ with
M ⊗σ(M) Hσ, as is customary; similarly for Lθ0 and τ(θ0). To handle
I(Z1(z− ζσ)Lθ1 ,Z1(w− ζτ )Lθ1), observe first that Lθ1C = (IE⊗C)Lθ1
whether Lθ1 is viewed as a map from Hσ to E ⊗σ Hσ or from Hτ
to E ⊗τ Hτ . Further, Cζσ = ζτ (IE ⊗ C) by definition of a central
family and Cz = w(IE ⊗ C) by the hypothesis that C ∈ I(σ × z, τ ×
w). Thus C ∈ I(Z1(z − ζσ)Lθ1 ,Z1(w − ζτ)Lθ1). The general case
I(Zk(z− ζσ)Lθk ,Zk(w− ζτ )Lθk) is handled by noting that it suffices to
check the intertwining condition when θk is a decomposable tensor, say
θk = ξ1⊗ξ2⊗· · ·⊗ξk and noting that in this case, Zk(z−ζσ)Lθk = Z1(z−
ζσ)Lξ1Z1(z − ζσ)Lξ2 · · · Z1(z − ζσ)Lξk and similarly Zk(w − ζτ )Lθk =
Z1(w− ζτ )Lξ1Z1(w− ζτ )Lξ2 · · ·Z1(w− ζτ )Lξk . For these expressions,
it is obvious that C intertwines, by virtue of the fact that C ∈ I(Z1(z−
ζσ)Lθ1 ,Z1(w− ζτ )Lθ1). 
A concept that is closely related to the notion of a matricial family of
functions is given in
Definition 3.6. Suppose E and F are two W ∗-correspondences over
the same W ∗-algebra, M and suppose Σ is an additive subcategory
of NRep(M). If {U(σ)}σ∈Σ is an E,Σ-matricial family of sets and if
{V(σ)}σ∈Σ is an F,Σ-matricial family of sets, then we call a family
of maps {fσ}σ∈Σ, where fσ maps U(σ) to V(σ), an E, F,Σ-matricial
family of maps, or for short, a matricial family of maps, in case
Cfσ(z) = fτ (w)(IF ⊗ C)
for every C : Hσ → Hτ in I(σ, τ) such that Cz = w(IE ⊗ C), for all
z ∈ U(σ) and all w ∈ V(τ). To say the same thing more succinctly,
{fσ}σ∈Σ is a matricial family of maps in case
(3.1)
I(σ × z, τ ×w) ⊆ I(σ × fσ(z), τ × fτ (w)), z ∈ U(σ), w ∈ U(τ).
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To help forestall confusion that may develop, we emphasize that we
will be consistent in our distinction between functions and maps: ma-
tricial families of functions map matricial families of sets to algebras
of operators; matricial families of maps are families of maps between
matricial families of sets. As we shall see later, matricial families of
maps are connected to homomorphisms between Hardy algebras.
4. A special Generator
In ring theory, a module G is a generator for the category of left mod-
ules over a ring R, RM, in case every M ∈ RM is the image of a
homomorphism from the algebraic direct sum of a suitable number of
copies of G [AF92, Page 193]. In [Rie74b], Rieffel defines a generator
for NRep(M) in a similar fashion, but allows infinite Hilbert space
direct sums. In [Rie74b, Proposition 1.3], he proves that a representa-
tion σ is a generator for NRep(M) in this extended sense if and only
if σ is faithful. Here we shall develop a useful analogue of the notion
of a generator for the category of ultraweakly continuous, completely
contractive representations of H∞(E).
Definition 4.1. We shall say that a generator π for NRep(M) is an
infinite generator in case it is an infinite multiple of a generator for
NRep(M), i.e., an infinite multiple of a faithful normal representation
of M . We shall say that σ0 is a special generator for NRep(M) if
σ0 = π
F(E) ◦ ϕ∞ for an infinite generator for NRep(M).
Remark 4.2. Of course σ0 and π are equivalent in NRep(M) if π is an
infinite generator. However, we want to consider additive subcategories
of NRep(M) that are not necessarily closed under forming infinite di-
rect sums. Consequently, it is important for our considerations to make
a distinction between σ0 and π.
If σ0 = π
F(E) ◦ϕ∞, acting on Hσ0 = F(E)⊗piHpi, is a special generator
for NRep(M), and if s0 is defined by the formula
s0(ξ ⊗ h) = Tξh, ξ ∈ E, h ∈ F(E)⊗pi Hpi,
then σ0 × s0 is an induced representation of H∞(E) in the sense of
[MS99]. In [MS11b, Proposition 2.3] we show that σ0× s0 is unique up
to unitary equivalence in the sense that if π′ has the same properties as
π and if σ′0⊗s′0 is constructed from π′ in a similar fashion to σ0×s0, then
σ′0⊗s′0 is unitarily equivalent to σ0×s0. Further, if σ×z is any induced
representation ofH∞(E), then there is a subspace K ofHpi that reduces
π such that σ× z is unitarily equivalent to σ0× s0|F(E)⊗piK. Observe
that by construction σ0×s0 is absolutely continuous, so s0 ∈ AC(σ0). In
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fact, σ0×s0 is a generator for the category of all ultraweakly continuous
completely contractive representations of H∞(E). This assertion is the
content of the following theorem, which is a summary of Theorems 4.7
and 4.11 of [MS11b].
Theorem 4.3. Suppose σ ∈ NRep(M) and z ∈ D(0, 1, σ). Then z lies
in AC(σ) if and only if Hσ is the closed linear span of the ranges of
the operators in I(σ0 × s0, σ × z). In this event, the stronger equation
holds:
Hσ =
⋃
{Ran(C) | C ∈ I(σ0 × s0, σ × z)}.
With this theorem at our disposal, we are able to prove the following
theorem that has Theorem 1.3 as an immediate corollary.
Theorem 4.4. Suppose Σ is a full additive subcategory of NRep(M)
that contains a special generator σ0 for NRep(M). If f = {fσ}σ∈Σ is
a family of functions such that each fσ maps AC(σ) to B(Hσ), then f
is a Berezin transform (restricted to {AC(σ)}σ∈Σ) if and only if f is
an E,Σ-matricial family.
Proof. We already have noted Berezin transforms are matricial fam-
ilies of functions on {AC(σ)}σ∈NRep(M). So certainly, their restric-
tions to {AC(σ)}σ∈Σ are matricial E,Σ-families. For the converse,
suppose that {fσ}σ∈Σ is a matricial family of functions defined on
{AC(σ)}σ∈Σ. Since Σ is assumed to be full, for every σ and τ in Σ,
IΣ(σ, τ) = INRep(M)(σ, τ) where the subscripts indicate the category
under consideration. It follows that for every z ∈ AC(σ) and for ev-
ery w ∈ AC(τ), IΣ(σ × z, τ × w) = INRep(M)(σ × z, τ × w). So our
hypotheses guarantee that for every C ∈ INRep(M)(σ0 × s0, σ0 × s0),
Cfσ0(s0) = fσ0(s0)C. That is, fσ0(s0) lies in the double commutant
of σ0 × s0(H∞(E)). However, σ0 × s0 is the restriction of πF(E) to
H∞(E), where σ0 = π
F(E) ◦ ϕ∞, and πF(E)(H∞(E)) is its own double
commutant by [MS04, Corollary 3.10]. Thus there is an F ∈ H∞(E)
so that
(4.1) fσ0(s0) = F̂σ0(s0).
If σ is an arbitrary representation in Σ and if z ∈ AC(σ), then for
every C ∈ INRep(M)(σ0× s0, σ× z), fσ(z)C = Cfσ0(s0) because Σ is full
and {fσ}σ∈Σ preserves intertwiners by hypothesis. However, by (4.1),
Cfσ0(s0) = CF̂σ0(s0). Hence we have
fσ(z)C = CF̂σ0(s0) = F̂σ(z)C,
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where the second equality is justified by Remark 2.3. Since the ranges
of the C in INRep(M)(σ0 × s0, σ × z) cover all of Hσ, by Theorem 4.3,
we conclude that fσ(z) = F̂σ(z). 
We digress momentarily to provide an example promised in the intro-
duction that shows that Theorems 4.4 and 1.3 can fail if the hypothesis
that the matricial function f = {fσ}σ∈Σ in question is defined only on
{D(0, 1, σ)}σ∈Σ and not on the collection of larger sets, {AC(σ)}σ∈Σ.
Example 4.5. We let M = C = E. Then NRep(M) may be identified
with {nσ1}0<n≤∞, where, recall, σ1 is the one-dimensional representa-
tion of C on C. The disc D(0, 1, σ) is just the collection of all operators
of norm less than 1 in B(Hσ). We set fσ(z) = (IHσ − z)−1, i.e., fσ is
just the resolvent operator restricted to D(0, 1, σ). Then it is immedi-
ate that f = {fσ}σ∈NRep(M) is a matricial family of functions defined
on {D(0, 1, σ)}σ∈NRep(M). However, since none of the fσs is bounded,
f is not a Berezin transform of an element in H∞(E) ≃ H∞(T).
This example should be compared with Theorem 4.8.
We would like to use Theorem 4.4 to obtain information about which
matricial families of functions come from tensorial power series that
have a given radius of convergence. First, however, we take up an issue
that was left hanging after Proposition 2.8.
Proposition 4.6. Suppose θ ∼∑ θk ∈ T+((E)) has a finite radius of
convergence R = R(θ). If R′ > R, then there a σ ∈ NRep(M) and z ∈
Eσ∗, with ‖z‖ = R′, such that the tensorial power series ∑k Zk(·)Lθk
diverges at z; indeed,
∑
k ‖Zk(z)Lθk‖ =∞.
Proof. Choose ρ, with R < ρ < R′, let σ be σ0 and set z = R
′s0. Since
1
ρ
< 1
R
, there are infinitely many ks for which ‖θk‖1/k > 1ρ . On the
other hand, Zk(z)Lθk = Zk(R′s0)Lθk = R′k(Tθk ⊗pi IK0). Consequently,
‖Zk(z)Lθk‖ = R′k‖θk‖. So for each k satisfying ‖θk‖1/k > 1ρ , we have
‖Zk(z)Lθk‖ > (R
′
ρ
)k > 1. Since there are infinitely many such ks, the
series
∑
k ‖Zk(z)Lθk‖ diverges to ∞. 
Theorem 4.7. Suppose Σ is a full additive subcategory of NRep(M)
containing a special generator for NRep(M). If f = {fσ}σ∈Σ is a fam-
ily of functions, with fσ mapping D(0, R, σ) to B(Hσ), then there is a
formal tensor series θ with R(θ) ≥ R such that f is the family of tenso-
rial power series determined by θ, {∑k≥0Zk(z)Lθk | z ∈ D(0, R, σ)}σ∈Σ,
if and only if f is an E,Σ-matricial family of functions.
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Proof. Arguments we have used before show that if the fσs admit ten-
sorial power series expansions of the indicated kind, then the family
preserves intertwiners. Consequently, we shall concentrate on the con-
verse assertion. So assume that {fσ}σ∈Σ preserves intertwiners. Since
Σ is assumed to be full, we may and will drop the subscripts Σ and
NRep(M) on all intertwining spaces. Also, we will let σ0 = π
F(E)◦ϕ∞,
for a suitable infinite generator π. The key to our analysis is to focus on
fσ0 in order to bring properties of H
∞(E) into play and then to use the
intertwining property of the family {fσ}σ∈Σ to propagate to the other
discs D(0, R, σ). Fix 0 < r < R and consider fσ0(rs0). Recall that
σ0 × s0(H∞(E)) = πF(E)(H∞(E)). Consequently, every C in the com-
mutant of πF(E)(H∞(E)) lies in I(σ0×s0, σ0×s0) = I(σ0×rs0, σ0×rs0)
and, thus commutes with fσ0(rs0). Since π
F(E)(H∞(E)) equals its
own double commutant, there is an element Fr ∈ H∞(E) such that
fσ0(rs0) = π
F(E)(Fr) = F̂rσ0(s0). Now take a z ∈ D(0, r, σ). Then
‖1
r
z‖ < 1 and so σ × 1
r
z is absolutely continuous. We conclude, by
Theorem 4.3, that
(4.2)
∨
{Ran(C) | C ∈ I(σ0 × s0, σ × 1
r
z)} = Hσ.
Also, for every C ∈ I(σ0× s0, σ× 1r z) = I(σ0× rs0, σ× z), Cfσ0(rs0) =
fσ(z)C by hypothesis. Since fσ0(rs0) = F̂rσ0(s0), we see that fσ(z)C =
CF̂rσ0(s0). But by Remark 2.3, CF̂rσ0(s0) = F̂rσ(
1
r
z)C, so we conclude
from (4.2) that ,
(4.3) fσ(z) = F̂rσ(
1
r
z), ‖z‖ < r < R.
We need to remove the dependence of Fr on r. So if 0 < r < r1 <
r2 < R and if ‖z‖ ≤ r, we obtain the equation F̂r1σ( 1r1 z) = F̂r2σ( 1r2 z).
In particular,
(4.4) F̂r1σ0(
r
r1
s0) = F̂r2σ0(
r
r2
s0).
We now would like to apply the “Fourier coefficient maps” Φk to equa-
tion (4.4). To give this its proper meaning, note that, whenever X ∈
H∞(E) and 0 < t < 1,
(4.5) Φ̂k(X)σ0(ts0) = t
kΦk(X)⊗ IHpi .
This is easy to verify by first takingX = Tξ for ξ ∈ E⊗m, and then using
linearity and ultra-weak continuity. Thus, applying Φk to equation
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(4.4), we obtain
(4.6)
rk
rk1
Φk(Fr1)⊗ IHpi =
rk
rk2
Φk(Fr2)⊗ IHpi .
for all k ≥ 0, which implies that r 7→ 1
rk
Φk(Fr) is constant in r, 0 < r <
R, for every k. Consequently, since the image of Φk is {Tθk | θk ∈ E⊗k},
there is a θk ∈ E⊗k, independent of r, so that
Tθk ⊗ IHpi =
1
rk
Φk(Fr)⊗ IHpi , 0 < r < R.
Canceling “⊗IHpi ”, as we may, we conclude that
(4.7) Φk(Fr) = r
kTθk = Trkθk , 0 < r < R.
Now fix 0 < r < R and z ∈ Eσ∗ with ‖z‖ < r. For 0 ≤ k, let
ξk = r
kθk ∈ E⊗k. Then with Fr in place of F and 1r z in place of z, we
find that
F̂rσ(
1
r
z) =
∑
k≥0
1
rk
Zk(z)Lξk
and
∑
1
rk
‖Zk(z)Lξk‖ <∞. By (4.3), we conclude that fσ(z) = F̂rσ(1r z) =∑
k≥0
1
rk
Zk(z)Lξk =
∑
k≥0Zk(z)Lθk . Thus
∑ ‖Zk(z)Lθk‖ < ∞ and
fσ(z) =
∑
k≥0Zk(z)Lθk . By Theorem 4.6, R(θ) ≥ R.
It remains to show that the series θ ∼∑ θk is uniquely determined by
{fσ}σ∈Σ. In fact, it is uniquely determined by fσ0 . Suppose θ′ ∼
∑
θ′k
is another series with R(θ′) ≥ R and suppose∑
k≥0
Zk(z)Lθk = fσ0(z) =
∑
k≥0
Zk(z)Lθ′
k
for all z ∈ D(0, R, σ0). However, as we have seen from our analysis
that yielded (4.5), Zk(ts0)Lθk = tkTθk ⊗ IHpi . Thus we conclude that
for 0 ≤ t < min{1, R(θ)},∑
k≥0
tkTθk ⊗ IHpi =
∑
k≥0
Zk(ts0)Lθk =
∑
k≥0
Zk(ts0)Lθ′
k
=
∑
k≥0
tkTθ′
k
⊗ IHpi ,
where all the series converge in the operator norm on B(F(E)⊗piHpi).
Since the map X 7→ πF(E)(X), X ∈ L(F(E)), is a faithful normal
representation of L(F(E)),∑
k≥0
tkTθk =
∑
k≥0
tkTθ′
k
as norm-convergent series in H∞(E). So, if we apply Φk to both sides,
we conclude that tkTθk = t
kTθ′
k
for every k. Hence θk = θ
′
k for every k
and θ = θ′. 
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As we noted in Remark 2.12, it can happen that a series
∑
k≥0Zk(z)Lθk
represents a bounded holomorphic function fσ on D(0, 1, σ) for a par-
ticular σ and R(θ) ≥ 1, θ ∼∑ θk, but fσ is not a σ-Berezin transform.
However, the following proposition shows that if fσ is a member of a
matricial family of functions f = {fσ}σ∈Σ that are uniformly bounded
in σ, then f is a Berezin transform.
Theorem 4.8. Suppose Σ is an additive full subcategory of NRep(M)
that contains a special generator for NRep(M) and suppose f = {fσ}σ∈Σ
is an E,Σ-matricial family of functions, with fσ defined on D(0, 1, σ)
and mapping to B(Hσ). Then f is a Berezin transform restricted to
{D(0, 1, σ)}σ∈Σ if and only if
(4.8) sup{‖fσ(z)‖ | σ ∈ Σ, z ∈ D(0, 1, σ)} <∞.
Proof. If there is an F ∈ H∞(E) such that fσ = F̂σ for all σ, then
certainly ‖fσ(z)‖ ≤ ‖F‖ for all σ and z. So we shall attend to the
converse and suppose sup{‖fσ(z)‖ | σ ∈ NRepO(M), z ∈ D(0, 1, σ)} =
A <∞. If 0 < r < 1, then as we saw in the proof of Theorem 4.7, there
is an Fr ∈ H∞(E) such that fσ0(rs0) = πF(E)(Fr) and fσ(z) = F̂rσ(1r z)
for all ‖z‖ < r and all σ (see (4.3)).
Also, it follows from Theorem 4.7 that f is a tensorial power series
{∑k≥0Zk(·)Lθk | z ∈ D(0, 1, σ)} where the series θ ∼ ∑k≥0 θk in
T+((E)) has R(θ) ≥ 1. For 0 < t < r < 1, we thus have
F̂rσ0(
t
r
s0) = fσ0(ts0) =
∑
k≥0
Zk(ts0)Lθk =
∑
k≥0
tkTθk ⊗ IHpi
and it follows that for every integer m ≥ 0,
Φm(F̂rσ0(
t
r
s0)) = t
mTθk ⊗ IHpi .
Therefore
Φm(F̂rσ0(s0)) = r
mTθk ⊗ IHpi
for every 0 < r < 1.
Note that, for every 0 < r < 1, ||Fr|| = ||πF(E)(Fr)|| = ||fσ0(rs0)|| ≤ A.
Thus {Fr} is a bounded set.
If rn ր 1 and if F is an ultraweak limit point of {Frn}, say F =
limα Frnα for an appropriate subnet of {rn}, then for every m ≥ 0
we have Φm(π
F(E)(F )) = limΦm(π
F(E)(Frnα )) = limΦm(F̂rnασ0(s0)) =
lim rmnαTξm⊗piIHpi = Tξm⊗piIHpi . It follows that Φm(F ) = Tθm and, using
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Proposition 2.11, we have, for every σ ∈ Σ and every z ∈ D(0, 1, σ),
fσ(z) =
∑
k≥0
Zk(z)Lθk = F̂σ(z).
Thus fσ = F̂σ. 
In the following theorem we want to consider two W ∗-correspondences
over M , E and F , and relate maps between their families of absolutely
continuous representations to homomorphisms between their Hardy al-
gebras.
Theorem 4.9. Suppose Σ is a full additive subcategory of NRep(M)
that contains a special generator for NRep(M). Suppose also that E
and F are two W ∗-correspondences over M and that f = {fσ}σ∈Σ is
a family of maps, with fσ : AC(σ, E) → AC(σ, F ). Then f is an
E, F,Σ-matricial family of maps if and only if there is an ultraweakly
continuous homomorphism α : H∞(F ) → H∞(E) such that for every
z ∈ AC(σ, E) and every Y ∈ H∞(F ),
(4.9) α̂(Y )(z) = Ŷ (fσ(z)).
Proof. Suppose that f = {fσ}σ∈Σ is a matricial family of maps and let
Y be an element of H∞(F ). For each σ ∈ Σ, define gσ : AC(σ, E) →
B(Hσ) by gσ(z) = Ŷ (fσ(z)). If z ∈ AC(σ, E), if w ∈ AC(τ, E), and if
C ∈ I(σ× z, τ ×w), then since f is assumed to be a matricial family of
maps, C ∈ I(σ×fσ(z), τ×fτ (w)). By Theorem 4.4, Cgσ(z) = gτ(w)C.
Thus, by Theorem 4.4 again, there is an operator α(Y ) in H∞(E)
such that α̂(Y )(z) = gσ(z) for all z ∈ AC(σ, E). Thus equation 4.9
is satisfied. Note that α(Y ) is uniquely determined by virtue of the
uniqueness assertion in Theorem 4.7. Since
(4.10) α̂(Y )(z) = gσ(z) = Ŷ (fσ(z)),
it is clear that α is a homomorphism. It remains to prove that α is
ultraweakly continuous. For that purpose, let σ be the special generator
σ0 and let z = s0 in (4.10), to conclude that
α(Y )⊗ IHpi = Ŷ (fσ0(s0)),
from which it follows immediately that α is ultraweakly continuous.
For the converse, suppose the family f implements a homomorphism
α via equation (4.10). To show that f is an E, F,Σ-matricial family of
maps, we must show that the family preserves intertwiners in the sense
of equation (3.1). So let C ∈ I(σ × z, τ × w) and apply Theorem 4.4
to conclude that CŶ (fσ(z)) = Cα̂(Y )(z) = α̂(Y )(w)C = Ŷ (fτ (w))
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for all Y ∈ H∞(F ). In particular, this holds for Y = Tξ for every
ξ ∈ F . So, if we write Lσξ for the map from Hσ → F ⊗σ Hσ defined
by the equation Lσξh := ξ ⊗ h and if we define Lτξ similarly, then for
Y = Tξ we conclude that Ŷ (fσ(z)) = fσ(z)L
σ
ξ and Ŷ (fτ (w)) = fτ (w)L
τ
ξ .
Thus Cfσ(z)L
σ
ξ = fτ (w)L
τ
ξC = fτ (w)(IE ⊗ C)Lσξ . Since this equation
holds for all ξ ∈ F , we conclude that Cfσ(z) = fτ (w)(IE ⊗ C). Thus
C ∈ I(fσ(z), fτ (w)). 
Remark 4.10. Recall that an element z ∈ Eσ∗ lies in the center of Eσ∗
in case b · z = z · b for all b ∈ σ(M)′ [MS08, Definition 4.11], in which
case we write z ∈ Z(Eσ∗). Thus z ∈ Z(Eσ∗) if and only if σ(M)′ ⊆
I(σ× z, σ× z). It follows that if {fσ}σ∈NRep(M) is a matricial family of
maps, with fσ : AC(σ, E) → AC(σ, F ), then fσ(AC(σ, E) ∩ Z(Eσ∗)) ⊆
AC(σ, F ) ∩ Z(F σ∗).
5. Function Theory without a generator
In this section we shall focus on additive subcategories Σ of NRep(M)
that do not necessarily contain a special generator and address the
problem of deciding which matricial families of functions {fσ}σ∈Σ have
tensorial power series representations as in Proposition 2.8. In partic-
ular, we shall prove the following theorem which complements and is
something of a converse to Proposition 3.5.
Theorem 5.1. Suppose Σ is an additive subcategory of NRep(M) and
that D(ζ, R) is a matricial disc determined by an additive field ζ =
{ζσ}σ∈Σ on Σ and R, 0 < R ≤ ∞. Suppose, also, that f = {fσ}σ∈Σ
is a matricial family of functions defined on D(ζ, R) that is locally
uniformly bounded on D(ζ, R) in the sense that for each r < R,
sup
σ∈Σ
sup
z∈D(ζσ ,r)
‖fσ(z)‖ <∞.
Then:
(1) Each fσ is Frechet analytic on D(ζσ, R).
(2) If the subcategory is full, if the additive field ζ is also central,
and if each σ ∈ Σ is faithful, then f is a family of tensorial
power series {∑k≥0Zk(z − ζσ)Lθk | z ∈ D(ζk, R, σ)}σ∈Σ, where
θ ∼∑k≥0 θk has R(θ) ≥ R.
To achieve this goal, we use the matrix analysis initiated by Tay-
lor in [Tay72], and developed further in the work of Voiculescu in
[Voi04, Voi10], in the work of Helton and his collaborators [HKMS09,
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HKM11a, HKM11b] and especially in the investigations of Kaliuzhny˘i-
Verbovetsky˘i and Vinnikov [KVV09, KV10, KVV06]. Indeed, the first
half of Theorem 5.1 is proved by showing that Taylor’s matrix analysis
leads to one of Taylor’s Taylor series for each fσ. The existence of such
a series implies that fσ is Frechet analytic. The second half of the the-
orem involves showing that each of Taylor’s Taylor coefficients comes
from an element of a suitable tensor power of E⊗k.
Throughout this section, Σ will denote a fixed additive subcategory
of NRep(M). No other assumptions will be placed on Σ, except as
explicitly stated in added hypotheses in the statements of results. In
particular, we do not assume that Σ is full, nor do we assume that Σ
contains a special generator. The matricial sets we will consider will
primarily be matricial discs D(ζ, R) = {D(ζσ, R, σ)}σ∈Σ, where ζ is an
additive field of vectors on Σ (see Example 3.2). Note, in particular,
that the assumption that ζ is an additive field on Σ guarantees that
ζmσ = ζσ ⊕ ζσ ⊕ · · · ⊕ ζσ (m-summands).
The following result can be found in [KV] for the case when M = C.
Lemma 5.2. Let f = {fσ}σ∈Σ be a matricial family of functions de-
fined on a matricial E,Σ-family {U(σ)}σ∈Σ where Σ is an additive
subcategory of NRep(M). Suppose σ, τ ∈ Σ, z ∈ U(σ), w ∈ U(σ) and
u ∈ I(τE ◦ϕ, σ) are such that
(
z u
0 w
)
∈ U(σ⊕ τ). Then there is an
operator ∆fσ,τ (z,w)(u) ∈ B(Hτ , Hσ) such that
(1)
fσ⊕τ (
(
z u
0 w
)
) =
(
fσ(z) ∆fσ,τ (z,w)(u)
0 fτ (w)
)
.
(2) If b ∈ σ(M)′ is such that z(IE⊗b) = bz and such that
(
z bu
0 w
)
∈
U(σ⊕τ), then fσ(z)b = bfσ(z) and∆fσ,τ (z,w)(bu) = b∆fσ,τ (z,w)(u).
In particular ∆fσ,τ (z,w)(tu) = t∆fσ,τ (z,w)(u) for t ∈ C such
that (
z tu
0 w
)
∈ U(σ ⊕ τ).
(3) If b ∈ τ(M)′ is such that w(IE ⊗ b) = bw and such that(
z u(IE ⊗ b)
0 w
)
∈ U(σ ⊕ τ),
then fτ (w)b = bfτ (w) and∆fσ,τ (z,w)(u(IE⊗b)) = ∆fσ,τ (z,w)(u)b.
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(4) If σ = τ , z ∈ U(σ) and b ∈ σ(M)′ such that
(
z bu
0 z+ bu
)
∈
U(σ ⊕ σ), then
fσ(z+ bu)− fσ(z) = ∆fσ,σ(z, z+ bu)(bu)
and, if t ∈ C,
fσ(z+ tu)− fσ(z) = t∆fσ,σ(z, z+ tu)(u).
Remark 5.3. It should be emphasized that in (1), ∆fσ,τ (z,w)(u) repre-
sents an operator in B(Hτ , Hσ), whose full dependence on z, w and u
has still to be determined. Among other things, part (2) of the lemma
proves that ∆fσ,τ (z,w)(u) extends to be homogeneous in u of degree
one, but the additivity in u will be proved later in Lemma 5.9. It should
also be emphasized that to prove that ∆fσ,τ (z,w)(u) extends to be ho-
mogeneous in u the full force of the assumption that f is matricial is
not used: We may assume that σ = τ and that the intertwiners in-
volved are operator matrices whose entries are scalar multiples of the
identity (on Hσ). These are present in any of the categories we use, as
was stated at the outset of Section 2.
Proof. Write Iσ for the identity operator on Hσ. Then
(5.1)
(
z u
0 w
)(
IE ⊗ Iσ
0
)
=
(
Iσ
0
)
z
and
(5.2)
(
0 Iτ
)( z u
0 w
)
= w
(
0 IE ⊗ Iτ
)
.
Since f preserves intertwiners, we may write
(5.3) fσ⊕τ (
(
z u
0 w
)
)
(
Iσ
0
)
=
(
Iσ
0
)
fσ(z)
and
(5.4)
(
0 Iτ
)
fσ⊕τ (
(
z u
0 w
)
) = fτ (w)
(
0 Iτ
)
.
So, if we write fσ⊕τ (
[
z u
0 w
]
) as
[
a11 a12
a21 a22
]
, then (5.3) shows that a11 =
fσ(z) and a21 = 0, while (5.4) also shows that a21 = 0 as well as
a22 = fτ (w). The remaining entry, a12, is taken as the definition of
∆fσ,τ (z,w)(u). This proves (1).
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For (2) note that the equality(
b 0
0 Iτ
)(
z u
0 w
)
=
(
z bu
0 w
)(
IE ⊗ b 0
0 IE ⊗ Iτ
)
implies(
b 0
0 Iτ
)(
fσ(z) ∆fσ,τ (z,w)(u)
0 fτ (w)
)
=
(
fσ(z) ∆fσ,τ (z,w)(bu)
0 fτ (w)
)(
b 0
0 Iτ
)
,
proving (2).
The proof of (3) is similar using the equality(
Iσ 0
0 b
)(
z u(IE ⊗ b)
0 w
)
=
(
z u
0 w
)(
IE ⊗ Iσ 0
0 IE ⊗ b
)
.
For (4), simply note that( −Iσ Iτ )( z bu0 z+ bu
)
= z
( −IE ⊗ Iσ IE ⊗ Iτ )
and use the properties of f . 
Even though the linearity in u of the operator ∆fσ,τ (z,w)(u) has still
to be shown, ∆fσ,τ (z,w) can be viewed as a noncommutative difference
operator with values in B(Hτ , Hσ).
Definition 5.4. With the hypotheses and notation as in Lemma 5.2,
we call ∆fσ,τ (z,w) the Taylor difference operator determined by f and
the points z and w. If σ = τ and z = w, we call ∆fσ,σ(z, z) the Taylor
derivative of f at z and denote it ∆fσ(z, z) or ∆fσ(z).
Even though its linearity in u has still to be shown, we can also define
non commutative difference operators of higher order. We will need
these first. So to this end, note that by applying part (1) of Lemma 5.2
repeatedly one finds that for every σ0, . . . , σn in Σ, for every zi ∈ U(σi)
(0 ≤ i ≤ n) and for every uj ∈ I(σEj ◦ ϕ, σj−1) (1 ≤ j ≤ n), the matrix
(5.5) fσ0⊕σ1⊕···⊕σn(


z0 u1 0 · · · 0
0 z1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . zn−1 un
0 · · · · · · 0 zn


)
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has a block upper triangular form with fσ0(z0), . . . , fσn(zn) on the main
diagonal, assuming of course that the argument is in U(σ0⊕σ1⊕ · · ·⊕
σn), i.e.,
(5.6) fσ0⊕σ1⊕···⊕σn(


z0 u1 0 · · · 0
0 z1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . zn−1 un
0 · · · · · · 0 zn


)
=


fσ0(z0) a01 a02 · · · a0n
0 fσ1(z1) a12
. . . a1n
...
. . .
. . .
...
... fσn−1(zn−1) an−1n
0 · · · · · · fσn(zn)


Definition 5.5. The function of u1, u2, · · · , un defined by the 0, n
entry of the right hand side of Equation 5.6 will be called the nth-
order Taylor difference operator determined by z0, z1,· · · ,zn, and will
be denoted ∆nfσ0,σ1,··· ,σn(z0, . . . , zn). If z0 = z1 = · · · = zn = z, we call
∆nfσ,σ,··· ,σ(z, z, · · · , z) := ∆nfσ(z) the nth-order Taylor derivative of fσ
at z.
The arguments for the proofs of parts (2) and (3) of Lemma 5.2 can be
adapted easily to prove the following lemma. We omit the details.
Lemma 5.6. Suppose {zi} and {uj} are as above. Fix 1 ≤ k ≤ n + 1
and choose b ∈ σk−1(M)′ so that bzk−1 = zk−1(IE ⊗ b) (in particular, b
can be in C), then:
(1) If 1 < k ≤ n and if both
∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , uk−1, buk, . . . , un)
and ∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , uk−1(IE⊗b), uk, . . . , un) are
well defined, in the sense that the argument matrices in the
expression 5.5 lie in U(σ0 ⊕ σ1 ⊕ · · · ⊕ σn), then
∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , uk−1, buk, . . . , un)
= ∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , uk−1(IE ⊗ b), uk, . . . , un).
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(2) If k = 1 and if ∆nfσ0,σ1,··· ,σnf(z0, . . . , zn)(bu1, . . . , un) is well
defined, then
∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(bu1, . . . , un)
= b∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un)
.
(3) If k = n + 1 and if ∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un(IE ⊗ b))
is well defined, then
∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un(IE ⊗ b))
= ∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un)b.
Remark 5.7. Again we want to note that the argument for Lemma 5.6
shows that if we take the σis to be one and the same σ, so that the
matrix 

z0 u1 0 · · · 0
0 z1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . zn−1 un
0 · · · · · · 0 zn


acts from E⊗σ Hmσ to Hmσ, then the only matrices necessary to show
that ∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un) extends to be homogeneous in
each of the uis are block matrices whose entries are scalar multiples of
the identity on Hσ.
Lemma 5.8. Given σ0, . . . , σn in Σ, zi ∈ U(σi) (0 ≤ i ≤ n) and
uj ∈ I(σEj ◦ϕ, σj−1) (1 ≤ j ≤ n), then for 0 ≤ i < j ≤ n, the i, j entry,
aij of the right hand side of Equation (5.6) is
ai,j = ∆
jfσ0,σ1,··· ,σj (z0, . . . , zj)(u1, . . . , uj).
Proof. The proof proceeds by induction. For n = 1, the assertion is
Lemma 5.2(1). So assume it holds for n and write σ = ⊕n+1i=0 σi. We
apply Lemma 5.2(1) repeatedly. If we partition σ as σ = (⊕ni=0σi) ⊕
σn+1, Lemma 5.2 and the induction hypothesis prove the lemma for all
j ≤ n and for i = j = n + 1. To obtain the formula for ai,n+1, simply
write σ as σ = (⊕i−2k=0σk)⊕ (⊕n+1k=i−1σk), then apply Lemma 5.2 and the
induction assumption. 
The argument used in the proof of the following lemma was shown
to us by Victor Vinnikov. It will appear in his joint work with D. S.
Kaliuzhny˘i-Verbovetsky˘i [KVV].
TENSORIAL FUNCTION THEORY 34
Lemma 5.9. Let f = {fσ}σ∈Σ be a matricial family of functions de-
fined on a matricial E,Σ-family {U(σ)}σ∈Σ where Σ is an additive sub-
category of NRep(M). Suppose σ, τ ∈ Σ, z ∈ U(σ), w ∈ U(σ) and ui ∈
I(τE ◦ϕ, σ) for i = 1, 2 are such that A :=
(
z u1 + u2
0 w
)
∈ U(σ⊕τ),
B :=

 z 0 u10 z u2
0 0 w

 ∈ U(2σ⊕τ) and C :=

 z 0 u20 z u1
0 0 w

 ∈ U(2σ⊕τ).
Then
∆fσ,τ (z,w)(u1 + u2) = ∆fσ,τ (z,w)(u1) + ∆f(z,w)(u2).
Proof. Considering f2σ⊕τ (B) and f2σ⊕τ (C) and using Lemma 5.2(1)
with 2σ ⊕ τ split as σ ⊕ (σ ⊕ τ) we find that these matrices have the
following from:
f2σ⊕τ (B) =

 fσ(z) x y0 fσ(z) ∆fσ,τ (z,w)(u2)
0 0 fτ (w)


and
f2σ⊕τ (C) =

 fσ(z) u v0 fσ(z) ∆fσ,τ (z,w)(u1)
0 0 fτ (w)


for some x, y, u, and v. Writing S for the 3 × 3 permutation matrix
associated with the transposition (1, 2), we see that C = SBS−1 =
SBS. Thus f(C) = Sf(B)S and, therefore, y = ∆fσ,τ (z,w)(u1) and
f2σ⊕τ (B) =

 f(z) x ∆fσ,τ (z,w)(u1)0 f(z) ∆fσ,τ (z,w)(u2)
0 0 fτ (w)

 .
Now write D =
(
I I 0
0 0 I
)
. Then DB = AD and, thus Df2σ⊕τ (B) =
fσ⊕τ (A)D. Since fσ⊕τ (A) =
(
fσ(z) ∆fσ,τ (z,w)(u1 + u2)
0 fτ (w)
)
, we may
equate the (1, 3) entries to obtain the result. 
Remark 5.10. Again, in Lemma 5.9, if we set τ = σ, we see that
the only matrices used in the proof are matrices that are block scalar
matrices. Combining Lemma 5.9 with Lemma 5.2(2), we conclude that
∆fσ,τ (z,w)(u) extends to be linear in u.
We can now deduce the multilinearity of∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(·, . . . , ·)
(with z0, . . . , zn fixed) from the linearity of ∆fσ,τ (z,w)(u) in u. In order
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to avoid specifying the conditions on the variables as in the statement
of the lemma above, we restrict ourselves to matricial discs.
Corollary 5.11. Let f = {fσ}σ∈Σ be a matricial family of functions,
defined in a matricial disc D(ζ, r). Then for every σ0, . . . , σn in Σ and
every zi ∈ D(ζσi, r, σi), (0 ≤ i ≤ n), the function
∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un),
defined for uj ∈ I(σEj ◦ ϕ, σj−1) (1 ≤ j ≤ n) with norm sufficiently
small can be extended to a multilinear map on I(σE1 ◦ ϕ, σ0) × · · · ×
I(σEn ◦ ϕ, σn−1).
Proof. For n = 1, this is shown in Lemma 5.9. For the general case, fix
1 ≤ j ≤ n and write

z0 u1 0 · · · 0
0 z1
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . zn−1 un
0 · · · · · · 0 zn


=
(
X Z
0 Y
)
whereX is a j×j block and Z is a j×(n−j) block with uj in the bottom
left corner and all other entries 0. Applying fσ0⊕σ1⊕···⊕σn to this matrix
we get, on one hand, a matrix with ∆nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un)
in the upper right corner and, on the other hand, a 2× 2 block matrix
that we shall simply write as ∆f(X, Y )(Z) in the (1, 2) corner. Using
Lemma 5.9, we know that ∆f(X, Y )(Z) is linear in Z and, thus, linear
in uj. Therefore ∆
nfσ0,σ1,··· ,σn(z0, . . . , zn)(u1, . . . , un), being a corner, is
linear in uj. This completes the proof. 
The following theorem is an analogue of Taylor’s Taylor Theorem with
remainder [Tay73, Proposition 4.2].
Theorem 5.12. Let f = {fσ}σ∈Σ be a matricial family of functions
defined on a matricial disc D(ζ, r). Fix σ ∈ Σ and choose z and w in
D(ζσ, r, σ) so that the matrix
(5.7)


z w 0 · · · 0
0 z
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . z w
0 · · · · · · 0 z+w


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lies in D(ζ(n+1)σ, r, (n+ 1)σ). Then
fσ(z+w) =
n−1∑
k=0
∆kfσ(z)(w, . . . ,w)+∆
nfσ,σ,··· ,σ(z, . . . , z, z+w)(w, . . . ,w).
Proof. Denote the matrix (5.7) by A and note that,
A


IE ⊗ Iσ
...
...
...
IE ⊗ Iσ


=


Iσ
...
...
...
Iσ


(z+w).
Applying the intertwining property of f(n+1)σ and Lemma 5.8 completes
the proof. 
We would like to pass to the limit as n→∞, in Theorem 5.12, but to
do this, we must impose an additional hypothesis on f , viz. f must be
locally uniformly bounded in the sense of Theorem 5.1. The following
theorem should be compared with Theorem 4.8. There, we assumed
that the additive subcategory Σ is full and contains a special generator
for NRep(M). Here we make no assumptions on Σ other than it is an
additive subcategory of NRep(M).
Theorem 5.13. Let f = {fσ}σ∈Σ be a matricial family of functions de-
fined on a matricial disc D(ζ, r) and suppose that f is locally uniformly
bounded in the sense of Theorem 5.1. Then:
(1) Each fσ is Frechet differentiable in z, z ∈ D(ζσ, r, σ), and
f ′σ(z)(w) = ∆f(z)(w).
(2) Each fσ may be expanded on D(ζσ, r, σ) as
(5.8) fσ(ζσ + z) =
∞∑
k=0
∆kfσ(ζσ)(z, . . . , z),
where the series converges absolutely and uniformly on every
disc D(0, r0, σ) with r0 < r.
Proof. To prove (1), let r0 < r and let M be greater than
sup
σ∈Σ
sup
z∈D(ζσ ,r0)
‖fσ(z)‖,
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which is finite by assumption. Fix z ∈ D(ζσ, r0, σ) and note that for w
with norm sufficiently small (say, ||w|| ≤ s), the matrix
(5.9)

 z w 00 z w
0 0 z+w


lies in D(ζ3σ, r0, 3σ) = D(ζσ ⊕ ζσ ⊕ ζσ, r0, 3σ). But this implies in
particular, that [
z w
0 z
]
lies in D(ζ2σ, r0, 2σ). Our boundedness assumption, then implies that
for ‖w‖ ≤ s,
‖∆fσ(z)(w)‖ ≤ ‖
[
fσ(z) ∆fσ(z)(w)
0 fσ(z)
]
‖ = ‖f2σ(
[
z w
0 z
]
)‖ ≤M,
i.e., ∆fσ(z)(·) extends to be a bounded linear operator. Further, the
same sort of argument shows that when we apply f3σ to the matrix (5.9)
for ‖w‖ ≤ s, we have ||∆2fσ,σ,σ(z, z, z+w)(w,w)|| ≤M , by definition of
∆2f·,·,·(·, ·, ·)(·, ·). But by Theorem 5.12, fσ(z+w)−fσ(z)−∆fσ(z)(w) =
∆2fσ,σ,σ(z, z, z+w)(w,w). So, if we writew0 for
s
||w||
w, then ||fσ(z+w)−
fσ(z) − ∆fσ(z)(w)|| = ||( ||w||s )2∆2fσ,σ,σ(z, z, z + w)(w0,w0)|| ≤ ||w||
2M
s2
,
which proves that
1
||w|| ||fσ(z+w)− fσ(z)−∆fσ(z)(w)|| −→ 0
as w→ 0. Thus (1) is proved.
To prove (2), fix 0 < r0 < r1 < r, write q := r1/r0 and let r2 :=
r1√
1+q2
< r0. Then for every n and every z ∈ D(ζσ, r2, σ),
w :=


ζσ q(z− ζσ) 0 · · · 0
0 ζσ
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . ζσ q(z− ζσ)
0 · · · · · · 0 z


lies in D(ζ(n+1)σ, r1, (n+ 1)σ) ⊆ D(ζ(n+1)σ, r, (n+ 1)σ). Thus
||∆nfσ,σ,··· ,σ(ζσ, . . . , ζσ, z)(q(z− ζσ), . . . , q(z− ζσ))|| ≤ ||f(w)|| ≤M.
From Lemma 5.8, we conclude that
||∆nfσ,σ,··· ,σ(ζσ, . . . , ζσ, z)(z− ζσ, . . . , z− ζσ)|| ≤ q−nM −→
n→∞
0.
So Theorem 5.12 proves (5.8) for z ∈ D(ζσ, r2, σ).
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To pass to z in the larger disc D(ζσ, r0, σ), observe that for such z
u :=


ζσ q(z− ζσ) 0 · · · 0
0 ζσ
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . ζσ q(z− ζσ)
0 · · · · · · 0 ζσ


lies in the disc D(ζ(n+1)σ, r1, (n+ 1)σ) ⊆ D(ζ(n+1)σ, r, (n+ 1)σ). Conse-
quently
||∆nfσ,σ,··· ,σ(ζσ, . . . , ζσ)(z− ζσ, . . . , z− ζσ)|| =
q−n||∆nfσ,σ,··· ,σ(ζσ, . . . , ζσ)(q(z− ζσ), . . . , q(z− ζσ))|| ≤ q−nM.
It follows that the series in Equation (5.8) converges absolutely and
uniformly on D(0, r0).
To see that the sum is fσ(ζσ + z), fix z ∈ D(0, r0, σ) and consider the
function h(λ) := fσ(ζσ+λz). By part (1) h is analytic in a disc centered
at the origin in the complex plane having radius bigger than 1. On the
other hand we may also form
g(λ) :=
∞∑
k=0
∆kfσ,σ,··· ,σ(ζσ, . . . , ζσ)(λz, . . . , λz)
=
∞∑
k=0
λk∆kfσ,σ,··· ,σ(ζσ, . . . , ζσ)(z, . . . , z),
which is also analytic in a disc centered at the origin of radius bigger
than 1. By what we have just shown, these two Banach space-valued
functions agree on a neighborhood of the origin in the complex plane.
Therefore, they agree on the intersection of their domains of definition
([HP74, Theorem 3.11.5]), which includes 1, i.e., Equation (5.8) is valid
throughout the disc D(0, r0, σ). 
Remark 5.14. As a special case of Theorem 5.13, we obtain a formula
that was inspired by [KV]. If σ is a normal representation of M , then
the subcategory Σ generated by σ is just the collection of finite mul-
tiples of σ. The collection of morphisms from mσ to nσ is just the
n×m matrices over σ(M)′. A ζ0 ∈ Eσ∗ generates an additive field over
Σ simply by setting ζkσ = ζ0 ⊕ ζ0 ⊕ · · · ⊕ ζ0 (k summands). Then, if
f = {fmσ}m∈N is a locally bounded, matricial function on the matricial
disc D(ζ, r), ζ = {ζmσ}m∈N, then Theorem 5.8 implies that for every
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m ∈ N and every z in D(ζmσ, r,mσ),
fmσ(z) =
∞∑
k=0
∆kfmσ(ζmσ)(z− ζmσ, . . . , z− ζmσ).
Suppose f = {fσ}σ∈Σ is a matricial function defined on a matricial disc
D(ζ, r) and suppose that f is locally uniformly bounded as in Theorems
(5.1) and (5.8). Then we have just seen that each fσ is Frechet differ-
entiable throughout D(ζσ, r, σ). By [HP74, Theorem 26.3.10] fσ can be
expanded in a unique power series about each point z ∈ D(ζσ, r, σ), and
the series converges at least in the largest open ball centered at z con-
tained in D(ζσ, r, σ). The terms of the power series are built from the
higher order Frechet derivatives of fσ. Recall from the general theory of
differentiable functions on Banach spaces (applied to our setting) that
the nth order Frechet derivative of fσ is a B(Hσ)-valued function, de-
notedDnfσ, that is defined on D(ζσ, r, σ)×Eσ∗×Eσ∗×· · ·×Eσ∗ and has
the following properties: For each z, Dnfσ(z)(u1, . . . , un) is a bounded,
symmetric, multilinear function of (u1, . . . , un) ∈ Eσ∗×Eσ∗×· · ·×Eσ∗,
where the norm ‖Dnfσ(z)(·, . . . , ·)‖ is locally bounded in z ∈ D(0, r, σ)
([HP74, Theorem 26.3.5]). If we writeDnfσ(z)(u) forD
nfσ(z)(u, . . . , u),
then Dnfσ(z)(u) is homogeneous of degree n in u and for each a ∈
D(ζσ, r, σ) there is an r
′, depending on a, such that
(5.10) fσ(z+ u) =
∞∑
n=0
1
n!
Dnfσ(z)(u),
with the convergence uniform for ||z − a|| < r′ and ||u|| < r′ ([HP74,
Theorem 3.17.1]).
When z = ζσ we find that
(5.11) fσ(ζσ + u) =
∞∑
n=0
1
n!
Dnfσ(ζσ)(u)
Since each of the summands in equations (5.8) and (5.11) is homoge-
neous, we conclude that
∆kfσ(ζσ)(z) =
1
k!
Dkfσ(ζσ)(z)
for all k and z for which the left hand side is well defined.
We may therefore summarize our analysis as follows.
Corollary 5.15. Let Σ be an additive subcategory of NRep(M), let
f = {fσ}σ∈Σ be a matricial family of functions defined on a matricial
disc D(ζ, r), and suppose that f is locally uniformly bounded on D(ζ, r).
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Then, for every σ ∈ Σ, every k ≥ 0, and every z ∈ D(0, r, σ), Taylor’s
Taylor derivatives and the Frechet derivatives of fσ are related by the
equation
(5.12) ∆kfσ(ζσ)(z, . . . , z) =
1
k!
Dkf(ζσ)(z),
and so ∆kfσ(ζσ)(z) is the restriction to the diagonal of D(ζσ, r, σ)
k of
a bounded, symmetric, k-linear map on Eσ∗ × Eσ∗ · · · × Eσ∗. Conse-
quently, we may write
fσ(ζσ + z) =
∞∑
k=0
∆kfσ(ζσ)(z)
=
∞∑
k=0
1
k!
Dkf(ζσ)(z)
Remark 5.16. At this point we pause to take stock of what we have
proved, and with what hypotheses. First of all, we have proved the
first assertion of Theorem 5.1. Further, we identified the higher Frechet
derivatives of f with Taylor’s Taylor derivatives (Equation (5.12)). We
did this with the minimal hypotheses that we have placed on our addi-
tive categories, vis., that they contain the natural injections and pro-
jections for finite direct sums.
To obtain the second assertion of Theorem 5.1, we will need the as-
sumptions stated there. Even though in some of the results to follow
we can we can get by with slightly weaker assumptions, for the remain-
der of this section, we shall assume:
Σ is full; every σ in Σ is faithful; and ζ is central.
The assumption that ζ is central allows us to assume that ζσ = 0 for
each σ. That is, we can translate the disc D(ζ, R) to D(0, R) whenever
ζ is central.
Lemma 5.17. Suppose Σ is a full additive subcategory of NRep(M),
and suppose that ζ = {ζσ}σ∈Σ is a central additive field on Σ. Suppose,
also, that f = {fσ}σ∈Σ is a matricial function define on the matricial
disc D(ζ, R), 0 < R ≤ ∞, and define g = {gσ}σ∈Σ by setting gσ(z) :=
fσ(z+ζσ). Then g is a matricial function on D(0, R) and for all positive
integers k,
∆kfσ(ζσ)(z− ζσ) = ∆kgσ(0)(z− ζσ).
Proof. The fact that g is matricial is immediate from the observation
that when ζ is central, I(σ × (z+ ζσ), τ × (w+ ζτ )) = I(σ × z, τ ×w).
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The equation for Taylor’s derivatives is immediate from their definition,
Definition 5.5. 
We want to show that this symmetric multilinear map is the restriction
of a completely bounded map defined on the tensor product Eσ∗ ⊗
Eσ∗ · · · ⊗ Eσ∗, balanced over σ(M)′. To accomplish this, we need the
following technical lemma.
Lemma 5.18. Suppose f = {fσ}σ∈Σ is a matricial function defined on
a matricial disc centered at the origin D(0, r) = {D(0, r, σ}σ∈Σ. Suppose
that p and k are positive integers and that for 1 ≤ j ≤ k, integers l(j)
and m(j) are defined and satisfy
1 ≤ l(1) < m(1), l(2) < m(2), l(3) < · · · < m(k) ≤ p.
Suppose also that u1, . . . , uk are in E
σ∗ and let U be the p × p matrix
over Eσ∗ (viewed as an element of Epσ∗) whose (l(j), m(j)) entry is
uj, for all j, 1 ≤ j ≤ k, and whose other entries are all zero. Then
A := fpσ(U), viewed as a p× p matrix over B(Hσ), will have non zero
entries only in positions (l(j), m(j + s)) where m(j) = l(j + 1), m(j +
1) = l(j + 2), . . . , m(j + s − 1) = l(j + s). In these positions we will
have
Al(j),m(j+s) = ∆
s+1fσ(0)(uj, . . . , uj+s).
Proof. Suppose first that, for every j, m(j) = l(j) + 1. Then the non
zero entries of U are all on the first diagonal above the main one and the
result follows easily from Lemma 5.8 (noting that ∆rf(0)(z1, . . . , zr) =
0 if one of the zi is 0). For the general case, let θ be a permutation
on {1, . . . , p} such that θ(l(1)) = 1, θ(m(j)) = θ(l(j)) + 1 for all j
and θ(l(j + 1)) = θ(m(j)) + |m(j) − l(j + 1)| for all 1 ≤ j ≤ p − 1.
Such θ always exists (but, in general, is not unique). Write S for
the permutation matrix associated with θ and consider U′ = SU(I ⊗
S−1). This matrix will have non zero entries only on the first diagonal
above the main diagonal and, thus, f(U′) = SAS−1 will be of the form
described above and it will follow that A satisfies the assertion of the
lemma. 
Recall that if V1, V2, · · · , Vk, and X are operator spaces and if ϕ : V1×
V2 × · · · × Vk → X is a multilinear map, then one writes ϕ(n) for the
multilinear map
ϕ(n) : Mn(V1)× · · · ×Mn(Vk)→ Mn(X)
defined by
ϕ(n)((α1 ⊗ v1), · · · , (αk ⊗ vk)) = α1α2 · · ·αk ⊗ ϕ(v1, v2, . . . , vk)
TENSORIAL FUNCTION THEORY 42
for αi ∈Mn(C) and vi ∈ Vi [ER00, Section 9.1].
Lemma 5.19. Let f = {fσ}σ∈Σ be a matricial family of functions
defined on a matricial E,Σ-family of discs {D(0, r, σ)}σ∈Σ, where Σ
is a full additive subcategory of NRep(M). For σ ∈ Σ, write ϕ :
Eσ∗ × Eσ∗ · · · ×Eσ∗ → B(Hσ) for the map
ϕ(u1, . . . , uk) = ∆
kfσ(0)(u1, . . . , uk), ui ∈ Eσ∗, i = 1, 2, · · · , k.
Then, when Mn(E
σ∗) is identified with Enσ∗, we have
(5.13) ϕ(n)(U1, . . . ,Uk) = ∆
kfσ(0)(U1, . . . ,Uk)
for Ui ∈ Enσ∗.
Proof. Since the functions on both sides of (5.13) are k-linear, it suf-
fices to prove the lemma for matrices Ui that have only one non zero
entry. If U is such a matrix and the only non zero entry is u, which
lies in the (i, j) position, we write U = εi,j ⊗ u. So, we write Uj =
εr(j),s(j)⊗uj and, using the definition of ϕ(n), we have ϕ(n)(U1, . . . ,Uk) =
εr(1),s(1) · · · εr(k),s(k) ⊗∆kfσ(0)(u1, . . . , uk). Thus
ϕ(n)(U1, . . . ,Uk) = εr(1),s(k) ⊗∆kfσ(0)(u1, . . . , uk)
provided s(j) = r(j+1) for all 1 ≤ j ≤ k−1, and it equals 0 otherwise.
In order to compute the right hand side of (5.13), we form the matrix
B :=


0 U1 0 · · · 0
0 0
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . 0 Uk
0 · · · · · · 0 0


,
write A for the (k + 1) × (k + 1) matrix f(k+1)nσ(B) and note that
∆kfnσ(0)(U1, . . . ,Uk) is the n× n block of A in the (1, k + 1) position.
If we now view A as a matrix of size n(k+1)×n(k+1) (over B(Hσ)), we
see that A satisfies the assumptions of Lemma 5.18, with p = n(k+1),
l(1) = r(1), m(1) = n + s(1), l(2) = n + r(2) etc. It follows from
that lemma that the only non zero entry in the upper-right n×n block
can be in the (l(1), m(k)) position and this will be non zero only if
m(1) = l(2), m(2) = l(3), . . . , m(k − 1) = l(k). Using our notation
here, this entry will be non zero if and only if s(j) = r(j + 1) for all
1 ≤ j ≤ k − 1. If this is the case, then by Lemma 5.18, this entry will
be ∆kfσ(0)(u1, . . . , uk). This completes the proof. 
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Proposition 5.20. Let f = {fσ}σ∈Σ be a matricial family of functions
defined on a matricial disc D(0, r) = {D(0, r, σ)}σ∈Σ where Σ is a full,
additive subcategory of NRep(M). Suppose f is uniformly bounded in
norm by M so that, for every σ ∈ Σ, and for every z ∈ D(0, r, σ),
||fσ(z)|| ≤M . Then, for every k, the map
(5.14) ∆kfσ(0)(·, · · · , ·) : Eσ∗ ×Eσ∗ · · · × Eσ∗ → B(Hσ)
is a k-linear map, balanced over σ(M)′, and is completely bounded, with
||∆kfσ(0)(·, · · · , ·)||cb ≤ M
rk
.
Proof. With the notation preceding Lemma 5.19, we have
||∆kfσ(0)(·, · · · , ·)||cb = sup{||∆kfσ(0)(n)|| : n ≥ 1}.
Note that in [ER00] this norm is denoted || · ||mb but we follow the
notation in [BLM04] and in other places in the literature. Using
Lemma 5.19, it suffices to show that ||∆kfσ(0)(·, · · · , ·)|| ≤ Mrk . For
this, consider ui ∈ D(0, 1, σ) and write u′i := rui ∈ D(0, r, σ). Then
||∆kfσ(0)(u′1, . . . , u′k)|| ≤ ||f(k+1)σ(


0 u′1 0 · · · 0
0 0
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . 0 u′k
0 · · · · · · 0 0


)|| ≤ M.
By the k-linearity of the map, we get
||∆kfσ(0)(u1, . . . , uk)|| ≤ M
rk
,
proving the complete norm estimate. The only thing left to prove is the
fact that the map is balanced, but this follows from Lemma 5.6. 
Recall that, in the discussion preceding Lemma 2.5, Zk is defined by
the formula, Zk(z) := z(k) = z(IE ⊗ z) · · · (IE⊗k−1 ⊗ z), for z ∈ Eσ∗.
For the statement of the following theorem it will be convenient to
use the natural extension of Zk to Eσ∗ × Eσ∗ × · · · × Eσ∗ and write
Zk(u1, . . . , uk) := u1(IE ⊗ u2) · · · (IE⊗k−1 ⊗ uk), for u1, . . . , uk in Eσ∗.
Theorem 5.21. Let f = {fσ}σ∈Σ be a matricial family of functions
defined on a matricial disc D(0, r) over a full, additive subcategory Σ
of faithful representations in NRep(M). Suppose that f is defined and
bounded uniformly M on D(0, r). Then, for every k, there is a unique
θk ∈ E⊗k, with ||θk|| ≤ Mrk , such that
(5.15) ∆kfσ(0)(u1, . . . , uk)h = Zk(u1, . . . , uk)(θk ⊗ h)
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for every u1, . . . , uk in E
σ∗ and every h ∈ Hσ.
Proof. Consider the map ψ : Eσ ×Eσ × · · · × Eσ → B(H) defined by
ψ(η1, . . . , ηk) = ∆
kfσ(0)(η
∗
k, . . . , η
∗
1)
∗.
For simplicity, we write here N for the von Neumann algebra σ(M)′.
Using Proposition 5.20, we see that this is a k-linear map, balanced over
σ(M)′, with norm not exceeding M
rk
. Applying [BMP00, Theorem 2.3],
we find that it induces a linear, completely bounded map Ψ : Eσ ⊗hN
Eσ ⊗hN · · · ⊗hN Eσ → B(Hσ), where ⊗hN is the module Haagerup
tensor product, and ||Ψ|| ≤ M
rk
. But Eσ ⊗hN Eσ ⊗hN · · · ⊗hN Eσ =
Eσ ⊗C∗ Eσ ⊗C∗ · · · ⊗C∗ Eσ where ⊗C∗ is the internal tensor product
of C∗-correspondences (see [Ble97, Theorem 4.3] ). For b, c ∈ N and
η1, . . . , ηk ∈ Eσ, we have Ψ(b·η1⊗η2⊗· · ·⊗ηk ·c) = Ψ((IEσ⊗b)η1⊗η2⊗
· · ·⊗ηkc) = ∆kfσ(0)(c∗η∗k, . . . , η∗1(I⊗ b∗))∗ = (c∗∆kf(0)(η∗k, . . . , η∗1)(I⊗
b∗))∗ = bΨ(η1⊗η2⊗· · ·⊗ηk)c (using Lemma 5.6). Thus, Ψ is a bimodule
map. Write F for the C∗-correspondence Eσ ⊗C∗ Eσ ⊗C∗ · · · ⊗C∗ Eσ
(over N = σ(M)′). Using the terminology of [MS98], we say that
(Ψ, ι) is a completely bounded covariant representation of F where ι
is the identity representation of σ(M)′ on Hσ. It follows from [MS98,
Lemma 3.5] that there is a bounded map Ψ˜ : F ⊗ιHσ → Hσ such that
Ψ˜(ϕF (·) ⊗ IH) = ι(·)Ψ˜ and ||Ψ˜|| ≤ Mrk . Now note that (Eσ)⊗k is the
self-dual completion of F and, using Remark 1.8 in [Vis11], we have
F⊗ιHσ = (Eσ)⊗k⊗ιHσ. Thus we can view Ψ˜ as a map from (Eσ)⊗k⊗ι
Hσ into Hσ satisfying Ψ˜(ϕ(·)⊗IH) = ι(·)Ψ˜. Applying [MS04, Theorem
3.6 and Lemma 3.7], there is an element θk ∈ E⊗k that corresponds
to Ψ˜ via the isomorphism ((Eσ)⊗k)ι ∼= E⊗k. More precisely, we have,
using Equation (3.1) in [MS04], for every η1, η2, . . . , ηk in E
σ and every
h ∈ Hσ,
(5.16) L∗θk(IE⊗(k−1)⊗ηk) · · · (IE⊗η2)η1h = Ψ˜(ηk⊗ηk−1⊗· · ·⊗η1⊗h) =
= ∆kfσ(0˜)(η
∗
1, . . . , η
∗
k)
∗h.
Taking adjoints and writing ui for η
∗
i , we obtain the desired result. 
The following corollary is now immediate, by Theorem 5.13 and The-
orem 5.21.
Corollary 5.22. Let f = {fσ}σ∈Σ be a uniformly bounded matri-
cial family of functions defined on a matricial disc D(0, r), where Σ
is a full additive subcategory of faithful representations in NRep(M).
Then there is a uniquely determined series θ ∼ ∑k≥0 θk in T+((E))
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with R(θ) ≥ r such that f is the family of tensorial power series
{∑k≥0Zk(z)Lθk | z ∈ D(0, r, σ)}σ∈Σ .
Remark 5.23. Corollary 5.22 and Lemma 5.17 immediately yield the
second assertion of Theorem 5.1
6. Series for matricial families of maps
In the previous section we studied matricial families of functions in
contexts where special generators are not present in the category under
consideration. In this section we focus on matricial families of maps
(as in Theorem 4.9). Many of the results proved for functions extend to
the setting of such families with only minor changes necessary. Indeed,
the formulas that go into defining ∆kfσ when f is a map are minor
variants of the formulas that enter into the definitions of ∆kfσ when f
is a function. One has only to replace equations like Cfσ(z) = fτ (w)C
with Cfσ(z) = fτ (w)(IF ⊗ C). To illustrate, recall that to say f is a
matricial family of maps means that for each pair, σ and τ in Σ, for
each z ∈ D(0,r,σ) , for each w ∈ D(0, r, τ), and for each C ∈ I(σ, τ)
such that Cz = w(IE ⊗ C) we have
Cfσ(z) = fτ (w)(IF ⊗ C).
So, if
[
z u
0 w
]
lies in D(0, r, σ ⊕ τ) and if fσ⊕τ (
[
z u
0 w
]
) =
[
a11 a21
a21 a22
]
,
then because (
Iσ
0
)
z =
(
z u
0 w
)(
IE ⊗ Iσ
0
)
,
we must have
(6.1)
(
Iz
0
)
fσ(z) =
(
a11 a12
a21 a22
)(
IF ⊗ Iσ
0
)
,
which implies that a11 = fσ(z) and a21 = 0. Formula (6.1) is essen-
tially formula (5.3), and the other formulas in the analysis of matricial
functions have similar modifications for matricial maps. In particu-
lar, one can proceed to define ∆fσ,τ (z,w)(u) as a12, and prove that
∆fσ,τ (z,w)(u) is linear in u. With matricial maps, however, ∆fσ,τ (z,w)(·)
is a map from Eσ∗ to F σ∗.
Once the distinction between matricial maps and functions is recog-
nized, the entire body of results that begins with part (1) of Definition
5.2, ends with Remark 5.16, and does not inolve the bimodule properties
of Eσ∗ (as a bimodule over σ(M)′), goes through mutatis mutandis for
matricial maps. In particular, the series expansions of functions found
in Corollary 5.15 make sense and remain valid for maps. However, the
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notion of a ”tensorial power series of maps” has not been defined and
the series expansion found in assertion (2) of Theorem 5.1 does not
make sense in the setting of maps. So our principal goal, Theorem 6.1,
is to exhibit the appropriate replacement and to give a definition of
tensorial power series of maps.
We shall assume our category Σ ⊆ NRep(M) is additive, full, and
has the property that every representation σ ∈ Σ is faithful. Although
matricial maps can be defined on arbitrary matricial sets, for simplicity
we shall restrict ourselves to matricial discs centered at the origin.
Thus we will consider matricial maps f = {fσ}σ∈Σ defined on an E,Σ-
matricial disc D(0, r), for some r. We shall assume that f maps into an
F,Σ-matricial disc. This is tantamount to assuming that f is uniformly
bounded in σ.
We will write MLM(E, F ) for the maps in L(E, F ) that are bimod-
ule maps. That is, T ∈ L(E, F ) lies in MLM(E, F ) if and only if
T (ϕE(a)ξb) = ϕF (a)T (ξ)b, for all a, b ∈ M . Our goal is to prove the
following theorem that complements part (2) of Theorem 5.1.
Theorem 6.1. Let E and F be two W ∗-correspondences over the
same W ∗-algebra, M , and suppose Σ is a full additive subcategory
of NRep(M) whose objects are all faithful representations of M . If
f = {fσ}σ∈Σ is a matricial family of maps, mapping an E,Σ-disc
D(0, r, E) to an F,Σ-disc D(0, R, F ), then there is a uniquely defined
sequence of bimodule maps {Dkf}∞k=0, where for each k, Dkf lies in
MLM(F,E⊗k), such that for every z ∈ D(0, r, σ),
(6.2) fσ(z) = fσ(0) +
∑
k≥1
Zk(z)(Dkf ⊗ IHσ).
Theorem 6.1 immediately suggests the following definition for a tenso-
rial power series of maps between two correspondence duals.
Definition 6.2. A map f defined from an open disc D(ζ0, r, σ) in E
σ∗
to F σ∗ is said to have a tensorial power series expansion on D(ζ0, r, σ)
in case there is a sequence {Θk}k≥0, with Θk in MLM(F,E⊗k), such
that
f(z) =
∑
k≥0
Zk(z− ζ0)(Θk ⊗ IHσ)
for all z ∈ D(ζ0, r, σ).
Under our standing hypotheses on Σ, the derivatives ∆kfσ(0) are really
k-linear bimodule maps on (Eσ∗)k mapping to F σ∗, when we view Eσ∗
as a bimodule over σ(M)′, and they are balanced over σ(M)′. The
principal obstacle to proving Theorem 6.1 turns out to be isolating the
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dependence of ∆kfσ(0) on σ. This, in turn requires a careful study
of the dualities involved. Our analysis therefore rests on the following
two lemmas. Note that the first is couched in terms of maps from Eσto
F σ instead of maps from Eσ∗ to F σ∗. The reason is that as we noted
on page 12, Eσ and F σ are right correspondences over σ(M)′ and this
allows us to apply our Duality Theorem, [MS04, Theorem 3.6], to iden-
tify E and F with the second duals, Eσ,ι and F σ,ι, respectively, where
ι is the identity representation of σ(M)′ on Hσ. This identification will
prove central to what follows.
Lemma 6.3. If E and F are two W ∗ − correspondences over M and
if σ ∈ NRep(M) is a faithful normal representation, then:
(1) Every τ ∈σ(M)′ Lσ(M)′(Eσ, F σ) induces is a unique bounded map
τ∗ : F → E such that for every η ∈ Eσ and every θ ∈ F ,
(6.3) η∗Lτ∗(θ) = τ(η)
∗Lθ,
where Lθ : Hσ → F ⊗σ Hσ is given by Lθh = θ ⊗ h.
(2) The map τ∗ lies in MLM(F,E) and the correspondence τ 7→
τ∗ is contravariant and surjective, i.e., (τ1τ2)∗ = τ2∗τ1∗ and
(σ(M)′Lσ(M)′(Eσ, F σ))∗ =M LM(F,E).
Proof. Recall that Eσ := I(σ, σE ◦ ϕ) is a (right) W ∗-correspondence
over σ(M)′. Recall, too, that if ι denotes the identity representation of
σ(M)′ on Hσ, then the map WE : E → Eσ,ι such that WE(ξ)∗(η⊗h) =
L∗ξ(ηh), where ξ ∈ E, η ∈ Eσ and h ∈ Hσ, and where Lξ : Hσ → E⊗Hσ
is given by Lξh := ξ ⊗ h, is a correspondence isomorphism [MS04,
Theorem 3.6]. Similarly, one has a correspondence isomorphism WF :
F → F σ,ι. Also, note that, given g ∈ F σ,ι (so that g : Hσ → F σ ⊗ι Hσ
and g(bh) = (ϕι(b) ⊗ IHσ)gh, where b ∈ σ(M) and ϕι(·) is the left
action of σ(M) on F σ,ι) and τ ∈σ(M)′ Lσ(M)′(Eσ, F σ), we have that
(τ ∗ ⊗ IHσ)g ∈ Eσ,ι. Now define
τ∗(θ) = W
−1
E ((τ
∗ ⊗ IHσ)WF (θ)).
It follows easily that τ∗ ∈M LM(F,E). Also, (τ ∗⊗I)WF (θ) = WE(τ∗(θ))
and, for every η ∈ Eσ and h ∈ Hσ, WE(τ∗(θ))∗(η⊗h) = WF (θ)(τ ∗(η)⊗
h). Using the definitions of WE and WF , we find that L
∗
τ∗(θ)
(ηh) =
L∗θ(τ(η)h). By taking adjoints, we obtain Equation (6.3). For the
uniqueness statement in (1), suppose that ξ ∈ E satisfies η∗Lξ =
τ(η)∗Lθ for all η ∈ Eσ. Then, for every η ∈ Eσ and h ∈ Hσ,
L∗ξ(ηh) = L
∗
τ∗(θ)
(ηh) and, since the images of all η ∈ Eσ span E⊗Hσ, we
find that L∗τ∗(θ) = L
∗
ξ on E ⊗Hσ, which in turn implies that τ∗(θ) = ξ.
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The fact that the map τ 7→ τ∗ is contravariant follows easily from the
definition. The fact that it is surjective follows from duality. 
Lemma 6.4. Suppose E and F are two W ∗-correspondences over the
sameW ∗-algebraM . For i = 1, 2, let σ1 and σ2 be two faithful represen-
tations in NRep(M) and let τi be a map in σi(M)′Lσi(M)′(Eσi , F σi). If
for every c, d ∈ I(σ1, σ2) we have τ1((I⊗c∗)ηd) = (I⊗c∗)τ2(η)d for ev-
ery η ∈ Eσ2, then τ1 = τ2. Consequently, under our standing hypothe-
ses that Σ is additive, full, and composed of faithful representations, if
{τσ}σ∈Σ is a family of maps, with τσ ∈σ(M)′ Lσ(M)′(Eσ, F σ), and if for
every σ1, σ2 ∈ Σ and every c, d ∈ I(σ1, σ2) we have τσ1((I ⊗ c∗)ηd) =
(I ⊗ c∗)τσ2(η)d for every η ∈ Eσ2, then the maps τσ∗, σ ∈ Σ, obtained
from Lemma 6.3 are independent of σ.
Proof. First note that (IE ⊗ c∗)ηd lies in Eσ1 for every c, d ∈ I(σ1, σ2)
and every η ∈ Eσ2 . If we write ηc,d for (IE ⊗ c∗)ηd, then by the
assumption, τ1(ηc,d) = (I ⊗ c∗)τ2(η)d. So, for every θ ∈ F , we have
η∗c,dLτ1∗(θ) = τ1(ηc,d)
∗Lθ = ((I ⊗ c∗)τ2(η)d)∗Lθ = d∗τ2(η)∗Lθ(I ⊗ c) =
d∗η∗Lτ2∗(θ)(I ⊗ c) = d∗η∗(I ⊗ c)Lτ2∗(θ) = η∗c,dLτ2∗(θ). Thus
(6.4) L∗τ1∗(θ)ηc,d = L
∗
τ2∗(θ)
ηc,d
for every η ∈ Eσ2 and c, d ∈ I(σ1, σ2). Since both σ1 and σ2 are normal
faithful representations of M ,
∨{d(Hσ1) : d ∈ I(σ1, σ2)} = Hσ2 and∨{c∗(Hσ2) : c ∈ I(σ1, σ2)} = Hσ1. It follows from [MS04, Lemma 3.5]
that
∨{η(Hσ2) : η ∈ Eσ2} = E ⊗σ2 Hσ2 and, therefore, that
(6.5)
∨
{ηc,d(Hσ1) : η ∈ Eσ2 , c, d ∈ I(σ1, σ2)} = E ⊗σ1 Hσ1 .
Combining these equations above we conclude that τ1∗ = τ2∗. 
Corollary 6.5. Under the hypotheses of Theorem 6.1, the matricial
map f has a well-defined Taylor derivative ∆fσ(0)(·) that is a map
from Eσ∗ to F σ∗ in σ(M)′Lσ(M)′(Eσ∗, F σ∗). Its transposed map η 7→
(∆fσ(0)(η
∗))∗ lies in σ(M)′Lσ(M)′(Eσ, F σ) and has the following depen-
dence on σ: There is a map Df ∈M LM(F,E) such that for every
σ ∈ Σ and every z ∈ Eσ∗,
∆fσ(0)(z) = z ◦ (Df ⊗ IHσ).
Proof. As we indicated at the beginning of this section, the existence
and linearity of∆fσ(0)(·) is proved using the arguments of Lemma 5.2(1)
and Lemma 5.9. The fact that ∆fσ(0)(·) is a bimodule map uses the
arguments of Lemma 5.2(2) and (3). (Note that we are entitled to
apply these because we are assuming Σ is full.) Thus the transposed
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map η 7→ (∆fσ(0)(η)∗)∗ lies in σ(M)′Lσ(M)′(Eσ, F σ), also, and it fol-
lows from Lemma 6.3 and Lemma 6.4 that there is an element Df of
MLM(F,E) such that, for every σ ∈ Σ, every η ∈ Eσ and every θ ∈ F ,
η∗LDf(θ) = ∆fσ(0)(η
∗)Lθ. Writing z in place of η
∗ and applying the
two sides of this equality to h ∈ Hσ, we obtain the equation
∆fσ(0)(z)(θ ⊗ h) = z(Df(θ)⊗ h) = z(Df ⊗ IH)(θ ⊗ h)
and the result follows. 
A similar analysis allows us to identify the dependence of ∆kfσ(0) on
σ, k > 1.
Lemma 6.6. Under the hypotheses of Theorem 6.1, we conclude that
for all k ∈ N and σ ∈ Σ, the Taylor derivative ∆kfσ(0)(·, . . . , ·) is
well defined and is a completely bounded k-linear, bimodule map from
Eσ∗×· · ·×Eσ∗ to F σ∗ that is balanced over σ(M)′. Moreover, there is
a uniquely determined map Dkf in MLM(F,E⊗k) such that for every
σ ∈ Σ and every z ∈ Eσ∗,
∆kfσ(0)(z) = Zk(z) ◦ (Dkf ⊗ IHσ).
Proof. The proof of the existance of ∆kfσ(0)(·, . . . , ·) uses the same
arguments as the analogous result for matricial families of functions,
as we already have mentioned. To get the bimodule properties of
∆kfσ(0)(·, . . . , ·), note that as in the proof of Theorem 5.21,∆kfσ(0)(·, . . . , ·)
induces a bimodule map Ψ : Eσ ⊗C∗ Eσ ⊗C∗ · · · ⊗C∗ Eσ → F σ. Using
Ψ in place of τ in Lemma 6.3, we obtain a map Ψ∗ ∈M LM(F,E⊗k).
Note that we do not know that Ψ induces a bimodule map on (Eσ)⊗k,
but all we needed in the proof of Lemma 6.3 is to know that the
map Ψ ⊗ IHσ : (Eσ)⊗k ⊗ι Hσ → F ⊗ι Hσ is well defined and inter-
twines the actions of σ(M)′. This holds here since (Eσ)⊗k ⊗ι H =
Eσ ⊗C∗ Eσ ⊗C∗ · · · ⊗C∗ Eσ ⊗ι H , thanks to an observation of Viselter
[Vis11, Remark 1.8]. So we do indeed obtain a map Ψ∗ ∈M LM(F,E⊗k)
such that, for every θ ∈ F and every z ∈ Eσ∗,
Zk(z)LΨ∗(θ) = ∆kfσ(0)(z)Lθ.
The map Dkf that we want is Ψ∗. 
The proof of Theorem 6.1 is essentially complete. All that is necessary
is to observe that an analogue of the expansion (5.8) holds also for ma-
tricial families of maps. Since we have identified the Taylor derivatives
with the Dkf , the proof is complete.
We conclude by showing how the Schur class automorphisms we con-
sidered in [MS08] fit into theory we have developed here.
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Example 6.7. For a central element γ ∈ D(Z(Eσ)), the map gγ :
D(Eσ∗)→ D(Eσ∗) is defined by
gγ(z) = ∆γ(I − zγ)−1(γ∗ − z)∆−1γ∗
where ∆γ = (IH−γ∗γ)1/2 ∈ Z(σ(M)′) = σ(Z(M)) and ∆γ∗ = (IE⊗H−
γγ∗)1/2 ∈ B(E ⊗σ Hσ). In [MS08, Lemma 4.20] it is shown that there
is a completely isometric automorphism αγ of H
∞(E) such that
α̂γ(X)(z) = X̂(gγ(z))
for z ∈ D(0,1,σ). Using Theorem 4.9 we see that gγ is a matricial
family of maps (with E = F ) and, thus, Corollary 6.1 applies and we
can write
(6.6) gγ(z) = gγ(0) +
∑
k≥1
Zk(z)(Dkgγ ⊗ IHσ).
On the other hand, using the expansion (I − zγ)−1 =∑k≥0(zγ)k, one
can write gγ as
(6.7) gγ(z) = ∆γγ
∗∆−1γ∗ +
∑
k≥1
∆γzγzγ · · ·γz∆γ∗
where, in the k-th term, z appears k times.
At first glance, it might not be evident that the terms in the expansion
(6.7) can be written in the form of the terms in (6.6). To deal with
the zeroth term, simply note that ∆γγ
∗ = γ∗∆γ∗ so that ∆γγ
∗∆−1γ∗ =
γ∗ = gγ(0). For the first term, note that ∆
2
γ∗ = I−γγ∗ ∈ (ϕE(M)⊗I)′
(since γ ∈ Eσ) but also, for a ∈ σ(M)′, γ∗(I⊗a) = aγ (since γ is in the
center of Eσ) and, thus, ∆2γ∗ ∈ (IE ⊗ σ(M)′)′ = L(E)⊗ IH . It follows
that one can write ∆γ∗ = X⊗IH for an X ∈ L(E)∩ϕE(M)′. Note also
that ∆γ is in Z(σ(M)) = σ(Z(M)) and (identifying ∆γ with σ
−1(∆γ)),
the first term in (6.7) can be written ∆γz∆γ∗ = z(ϕE(∆γ)⊗ IHσ)(X ⊗
IHσ) = z((ϕE(∆γ)X) ⊗ IHσ) so that, writing Dgγ = ϕE(∆γ)X ∈
L(E) ∩ ϕE(M)′ =M LM(E), we have the first term of (6.7) written in
the form of (6.6). (Note that ϕE(∆γ) ∈ ϕE(M)′ since ∆γ ∈ Z(M)).
For k ≥ 2 a similar computation is possible. It is a little less straightfor-
ward than the computation of Dgγ, but the case when k = 2 illustrates
amply what to do. With γ as above, define a map Y : E⊗H → E⊗2⊗H
by Y ζh = (IE ⊗ ζ)γh for every ζ ∈ Eσ and h ∈ Hσ. To see that
this map is well defined and bounded, compute ||∑i(I ⊗ ζi)γhi||2 =∑
i,j〈(I ⊗ ζi)γhi, (I ⊗ ζj)γhj〉 =
∑
i,j〈γ∗(I ⊗ ζ∗j ζi)γhi, hj〉. Since γ is
in the center of Eσ, the last expression equals
∑
i,j〈γ∗γζ∗j ζihi, hj〉. As
ζj ∈ Eσ, this is equal to
∑
i,j〈ζ∗j (ϕE(γ∗γ)⊗ IH)ζihi, hj〉 = ||(ϕE(γ∗γ)⊗
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IH)
1/2
∑
i ζihi||2. Thus ||Y || ≤ ||γ||. It is also easy to check that Y in-
tertwines IE ⊗ b and IE⊗2 ⊗ b for every b ∈ σ(M)′. Thus, there is some
Y0 ∈M LM(E,E⊗2) such that Y = Y0⊗IH . For z ∈ Eσ∗ and ζ ∈ Eσ, we
have zζ ∈ σ(M)′ and, since γ is central, we conclude that for h ∈ Hσ,
γzζh = (I ⊗ zζ)γh = (I ⊗ z)(Y0 ⊗ I)ζh. Thus γz = (IE ⊗ z)(Y0 ⊗ IHσ).
We now compute:
∆γzγz∆γ∗ = zγz(ϕE(∆γ)⊗ IH)(X ⊗ IH) = Z2(z)(Y0ϕE(∆γ)X ⊗ IH),
which shows that D2gγ = Y0ϕE(∆γ)X.
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