To each max-stable process with α-Fréchet margins, α ∈ (0, 2), a symmetric α-stable process can be associated in a natural way. Using this correspondence, we deduce known and new results on the spectral representation of max-stable processes from their α-stable counterparts. We investigate the connection between the ergodic properties of a stationary max-stable process and the recurrence properties of the non-singular flow generating its spectral representation. In particular, we show that a stationary max-stable process is ergodic iff the flow generating its spectral representation has vanishing positive recurrent component. We prove that a stationary max-stable process is ergodic (mixing) iff the associated SαS process is ergodic (mixing). We construct non-singular flows generating the max-stable processes of Brown and Resnick.
Introduction
Symmetric α-stable (SαS) and max-stable processes form two natural and rich classes of stochastic processes. For both classes, important role is played by the notion of spectral representation. Fundamental results on the existence and uniqueness of the spectral representation are due to Bretagnolle et al. (1966) , Schreiber (1972) , Hardin (1982) , Rosinski (1995) in the case of SαS processes and to de Haan (1984) and de Haan and Pickands (1986) in the case of maxstable processes. Although there is similarity between the SαS and max-stable theories, the methods which were used in the papers cited above are quite different. In the SαS case, fundamental role is played by the rigidity of L α -spaces, whereas de Haan (1984) and de Haan and Pickands (1986) use more explicit constructions. Thus, it is natural to ask whether it is possible to construct some sort of correspondence between SαS and max-stable processes which allows to obtain the max-stable results from their SαS counterparts more or less automatically. It was noted in Stoev and Taqqu (2005) that it is possible to associate to each SαS process with non-negative spectral representation a max-stable process with the same spectral representation. Further, it was shown there that the pointwise maximum of n independent copies of a SαS process converges in distribution, as n → ∞ and after normalization, to the associated max-stable process. Vice versa, in a natural way it is possible to associate to each max-stable process with α-Fréchet margins, α ∈ (0, 2), a SαS process. We give a precise definition of this association in Section 2 and show that most properties of a max-stable process are shared by the associated SαS process. This will be used in Section 3 to deduce the fundamental theorems of de Haan (1984) and de Haan and Pickands (1986) from their SαS counterparts. The uniqueness of the spectral representation allows to establish a link between stationary SαS and max-stable processes and nonsingular flows on measure spaces, see Hardin (1982) , de Haan and Pickands (1986) , Rosinski (1995) . In the SαS case, it was shown that the ergodic properties of a stationary process are closely related to the recurrence properties of the generating flow. By Hopf's theorem, the state space of the generating flow can be decomposed into conservative (or recurrent) and dissipative (or transient) parts. It was shown in Rosinski (1995) that stationary SαS processes having only dissipative part in their spectral representation are mixed moving averages processes (and, consequently, mixing) . The conservative part may be further decomposed into positive recurrent and null recurrent parts. SαS processes generated by a flow with nonvanishing positive recurrent part were shown to be non-ergodic in Samorodnitsky (2005) , whereas processes generated by a null recurrent flow are ergodic and may be both mixing and non-mixing, see Rosinski and Samorodnitsky (1996) , Gross and Robertson (1993) . In Sections 4 and 5 we prove analogous results for max-stable processes. We also prove a max-stable counterpart of the SαS result of Surgailis et al. (1993) giving a criterion for two mixed moving averages processes to have the same law. A class of natural examples of stationary max-stable processes is provided by Brown-Resnick processes, which were introduced in Brown and Resnick (1977) in a special case and in Kabluchko et al. (2007) in general form. In Section 6 we construct explicitly nonsingular flows generating Brown-Resnick processes. We give sufficient conditions for these flows to be positive recurrent or dissipative. We also construct SαS counterparts of Brown-Resnick processes. We use the following notational conventions. If it is necessary to distinguish between SαS and max-stable objects (random variables, vectors, spectral measures, etc.), the former will have a superscript +, whereas the latter will have a superscript ∨. Note, however, that the subscript + denotes non-negativity. By D = we denote the equality of finite-dimensional distributions; P lim denotes convergence in probability and ∨ stands for the maximum or supremum. If ap-plied to vectors, the maximum is taken componentwise. If (Ω, A, µ) is a measure space and α > 0, then L α (Ω, A, µ) denotes the space of measurable functions
2 SαS processes associated to max-stable processes
We start by recalling necessary facts about multivariate SαS and max-stable distributions. For more information, we refer to Samorodnitsky and Taqqu (1994) and Chapter 5 of Resnick (1987) . A random vector X = (X i ) n i=1 whose distribution is symmetric with respect to the origin is called symmetric α-stable (SαS), α ∈ (0, 2), if for each r ∈ N the random vector X
(1) + . . . + X (r) has the same distribution as r 1/α X, where X (1) , . . . , X (r) are independent copies of X. Equivalently, X is SαS if there is a finite symmetric measure Γ on the unit sphere S n in R n such that the characteristic function of X satisfies
The measure Γ is uniquely determined and is called the spectral measure of X. Note that we always exclude the gaussian case α = 2. A fundamental role is played by the notion of SαS stochastic integral. There are several possible definitions; we need a definition in terms of Poisson processes.
be an enumeration of points of a Poisson point process on Ω × R with intensity µ × dy/|y| α+1 . For f ∈ L α (Ω, A, µ) and for α ∈ (0, 1) the SαS stochastic integral of f is defined by
where b α > 0 is a normalizing constant. The symbol M α µ is to be understood as a random SαS measure with control measure µ. The above definition does not work for α ≥ 1 since then the sum on the right-hand side of (2) diverges. This difficulty can be overcome by introducing regularizing terms, see Samorodnitsky and Taqqu (1994) Samorodnitsky and Taqqu (1994) , the distribution of the vector (
Now, we proceed to the max-stable case. In this paper, a random vector X = (X i ) n i=1 is called max-stable if for every r ∈ N the componentwise maximum (r) has the same distribution as r 1/α X, where X (1) , . . . , X (r) are independent copies of X. Here, the parameter α takes values in (0, ∞). We always suppose that the margins of X are non-degenerate, in which case they are α-Fréchet, that is they have distribution functions of the form F α c (t) = exp(−(c/t) α )1 t>0 , c > 0. A random vector X is max-stable iff its distribution function satisfies
n . Here, 0/0 is interpreted as 0. The measure Γ is determined uniquely. We recall the definition of max-stable stochastic integral introduced by de Haan (1984) 
be an enumeration of points of a Poisson point process on Ω × R + with intensity
where
is max-stable and, by de Haan (1984) , its distribution function is given by
for all (u 1 , . . . , u n ) ∈ [0, ∞) n \{0}. Now we are ready to associate to each max-stable vector a SαS vector. For a finite measure Γ on the unit sphere S n define its symmetrization Γ sym by Note that an n-dimensional SαS random vector is associated to some maxstable vector iff its spectral measure is concentrated on S n + ∪ (−S n + ). The next proposition extends the notion of association from random vectors to random processes. A stochastic process is called SαS (resp. max-stable) if all of its finite-dimensional distributions are SαS (resp. max-stable).
Proposition 2.1. Let {η ∨ (t), t ∈ T } be a max-stable process with α ∈ (0, 2). Then there is a SαS process {η + (t), t ∈ T } with the following property: for each n ∈ N and t 1 , . . . , t n ∈ T the SαS vector (η
To prove the above proposition we need to introduce some notation. If Γ is a finite not necessarily symmetric measure on R n \{0} and m ≤ n, we define a measure π n,m Γ on S m as follows: for a Borel set A ⊂ S m let
Note that if Γ is symmetric, then so is π n,m Γ; further, if Γ is concentrated on Proof. We consider only the max-stable case. Since (X i ) n i=1 is max-stable with spectral measure Γ, its distribution function is given by (4). We compute the distribution function of the vector (X i )
Thus, the spectral measure of ( Rosinski, 1994) , we prefer to work with the SαS processes.
The next two simple lemmas will be often needed in the sequel.
2). Then the random vectors
as the push-forward of the measure µ under the mapping F . Using (6), the spectral measure of X ∨ is easily seen to be π n,n ν. Analogously, using (3), the spectral measure of X + is (π n,n ν) sym . Thus, X + and X ∨ are associated.
Lemma 2.3. Let {η ∨ (t), t ∈ T } be a max-stable process and denote by η + the SαS process associated to
Proof. Denote by Γ ∨ k , resp. Γ + k , the spectral measure of the bivariate max-stable vector
An analogous statement holds in the SαS case, the proof being similar, and the lemma follows. So, suppose that Γ ∨ k converges weakly to a measure Γ ∨ concentrated on ∆. Then it follows from (4) that
and thus the distribution of X ∨ k converges weakly to a distribution of some bivariate max-stable vector X ∨ with a.s. equal margins.
Conversely, suppose that the sequence of measures Γ ∨ k has a limit point Γ ∨ which is not concentrated on ∆. Then the sequence of distributions of X ∨ k has as limit point a distribution of some bivariate max-stable vector X ∨ whose margins are non-equal. It follows that for some ε > 0 lim inf
3 Spectral representation of max-stable processes
The notion of spectral representation plays a fundamental role in the theory of SαS and max-stable processes. In this section, we deduce the results of de Haan (1984) and de Haan and Pickands (1986) on the existence and uniqueness of the spectral representation of max-stable processes from their SαS counterparts.
Definition 3.1. A spectral representation of a SαS process {η
+ (t), t ∈ T } is a collection of functions {f t } t∈T ⊂ L α (Ω, A, µ), defined on some measure space (Ω, A, µ), such that {η + (t), t ∈ T } D = + Ω f t dM α µ , t ∈ T .
Similarly, a collection of functions
By a fundamental theorem of de Haan (1984) , any max-stable process defined on a countable state space T (as well as any stochastically continuous max-stable process on R) has a spectral representation. We start by proving a somewhat more general version of this theorem.
Theorem 3.1. Any max-stable process {η ∨ (t), t ∈ T } has a spectral representation on some sufficiently rich measure space.
Proof. We may suppose that α ∈ (0, 2). Let {η + (t), t ∈ T } be the SαS process associated to η ∨ as in Proposition 2.1. By Bretagnolle et al. (1966) and Schreiber (1972) , η + has a spectral representation {f t } t∈T on some measure space (Ω, A, µ). We show that {|f t |} t∈T is a spectral representation of η ∨ . Take t 1 , . . . , t n ∈ T . Then the set
has full µ-measure. Indeed, otherwise the spectral measure of (η + (t 1 ), . . . , η + (t n )) would not be concentrated on S n + ∪(−S n + ). We show that the collection {|f t |} t∈T forms another spectral representation of η + . To this end, we compute the characteristic function of (
So, the collection {|f t |} t∈T is a spectral representation of η + and thus, by Lemma 2.2, it is also a spectral representation of η ∨ .
The spectral representation is generally non-unique. In Hardin (1982) 
the σ-algebra generated by the extended-valued functions f t /f s , s, t ∈ T , coincides with A.
A stochastic process {η(t), t ∈ T } is said to be separable in probability (or to satisfy condition S) if there is a countable set T 0 ⊂ T such that for every t ∈ T there is a sequence
For example, condition S is satisfied if T is a separable metric space and the process η is stochastically continuous. Recall that a probability space is called a Lebesgue space if it is isomorphic, as a measure space, to an interval [0, a], 0 ≤ a ≤ 1, with the Lebesgue measure, extended by at most countable number of atoms with total mass 1 − a. Now we reprove the following result of de Haan and Pickands (1986) (see also Stoev and Taqqu (2005) for the slightly more general version given below). 
Proof. Again, we may assume α ∈ (0, 2). Let η + be the SαS process associated to η ∨ , see Proposition 2.1. It follows from Lemma 2.3 that η + satisfies condition (S). By Theorem 1.1 of Hardin (1982) , η + has a minimal spectral representation {f t } t∈T defined on a Lebesgue probability space (Ω, A, µ) . As in the proof of Theorem 3.1, {|f t |} t∈T is a spectral representation of η ∨ . We show that it is minimal. Condition 1 of Definition 3.2 is satisfied trivially. To show that Condition 2 holds, recall from the proof of Theorem 3.1 that for each s, t ∈ T the sign of f t coincides with the sign of f s µ-a.e. and, consequently, the σ-algebra generated by |f t |/|f s | coincides with the σ-algebra generated by f t /f s . However, the latter is equal to A since {f t } t∈T was chosen to be a minimal representation of η + . We prove the uniqueness part of the theorem. Suppose that {f 1 t } t∈T and {f 2 t } t∈T are two minimal spectral representations of η ∨ as described in the statement of the theorem. Both can be also viewed as minimal representations of the SαS process η + associated to η ∨ (Lemma 2.2). Thus, by the uniqueness result of Hardin (1982) , there are π and h satisfying (7).
Let us note that a minimal representation of an SαS process exists even if the process does not satisfy condition S, see Hardin (1982) . However, the underlying measure space is not Lebesgue in this case, and uniqueness of the minimal representation holds in a weaker form. Analogous results for max-stable processes can be easily obtained by the above method. The uniqueness of the minimal spectral representation was used in Hardin (1982) and Rosinski (1995) to obtain a characterization of stationary SαS processes in terms of non-singular flows on measure spaces. It was shown there that each stochastically continuous stationary SαS process can be generated by a nonsingular measurable flow on a Lebesgue probability space, an integrable function on the same space and a ±1-valued cocycle. Analogous result for max-stable processes was obtained in de Haan and Pickands (1986) (note, however, that in the max-stable case the cocycle is not needed). We are going to deduce the result of de Haan and Pickands (1986) from its SαS counterpart. Additionally, we show that the generating flow can be taken to be measurable, this will be needed in the sequel. First, we need to recall the necessary definitions, see Krengel (1985) for more information. A flow on a measure space (Ω, A, µ) is a one-parameter family {τ t } t∈R of measurable transformations of Ω satisfying the group property τ 0 = id, τ t+s = τ t • τ s , t, s ∈ R. Note, in particular, that all τ t are invertible. A flow {τ t } t∈R is called non-singular if every τ t is non-singular, i.e τ t • µ µ for all t ∈ R. A flow is called measurable if the map (ω, t) → τ t (ω) is measurable as a map from (Ω × R, A × B) to (Ω, A) (here, B is the Borel σ-algebra). A nonsingular flow on (Ω, A, µ) defines a one-parameter group {U t } t∈R of positivity 
is a minimal spectral representation of η ∨ .
Proof. We may suppose that α ∈ (0, 2). Let η + be the SαS process associated to η ∨ . It is also stochastically continuous by Lemma 2.3. By Hardin (1982) and Theorem 3.1 of Rosinski (1995) , η + is generated by a triple consisting of a measurable nonsingular flow {τ t } t∈R on a Lebesgue probability space (Ω, A, µ), a function g 0 ∈ L α (Ω, A, µ) and a ±1-valued cocycle a t (ω) (see Rosinski, 1995 , for a definition) such that {g t } t∈R , where g t = a t ·U t (g 0 ), is a spectral representation of η + . Then for f t = |g t | Eq. (9) holds. Further, as in the proof of Theorem 3.1, {f t } is a spectral representation of η ∨ . This finishes the proof.
Hopf decomposition and mixed moving maxima
Definition 4.1. We say that a max-stable process {η ∨ (t), t ∈ R} is generated by a non-singular measurable flow {τ t } t∈R on a σ-finite measure space (Ω, A, µ)
there is no set B ∈ A such that for each t ∈ R we have
Here, U t is an isometry of L α (Ω, A, µ) defined by (8). By Theorem 3.3, each stochastically continuous stationary max-stable process is generated by some flow. A measure space on which a non-singular measurable flow acts can be decomposed into the so-called dissipative and conservative parts (Hopf decomposition). Our goal in this section is to study the dissipative part of the Hopf decomposition. First, we recall some definitions, see Krengel (1985) . Let τ be a non-singular invertible measurable transformation of a measure space (Ω, A, µ) 
Proof. By Theorem 3.3 η
∨ is generated by a flow {τ t } t∈R on a measure space (Ω, A, µ) and a function f 0 . Let f t = U t f 0 . Define
is the decomposition having all required properties. The uniqueness part of the theorem follows by applying Theorem 4.3 of Rosinski (1995) to the associated SαS process η + .
Now we are going to show that the class of stationary max-stable processes generated by dissipative flows coincides with the class of mixed moving maxima processes. In the next definition, (R, B, λ) is the real line endowed with the Borel σ-algebra B and the Lebesgue measure λ.
Definition 4.2. A stationary max-stable process {η ∨ (t), t ∈ R} is called mixed moving maxima process if there is a σ-finite measure space (W, W, ρ) and a function
g ∈ L α + (W × R, W × B, ρ × λ) such that {η ∨ (t), t ∈ R} D = ∨ W ×R g(w, s − t)dM α ρ×λ (w, s), t ∈ R .
Theorem 4.3. A stationary max-stable process {η ∨ (t), t ∈ R} is generated by a dissipative flow iff it has a mixed moving maxima representation.
Proof. Analogous to the proof of Theorem 4.4 in Rosinski (1995) .
In the next theorem we give a criterion which allows to decide when two mixed moving maxima processes are equal in law. We deduce it from the corresponding SαS result due to Surgailis et al. (1993) . Let η ∨ be a mixed moving maxima process as in Definition 4.2. By Fubini's theorem the map w → g(w, ·) is a ρ-a.e. well-defined map from W to L α + (R). We define a finite measure ν on S + = {f ∈ L α + (R) : f α = 1}, endowed with the σ-algebra of Borel sets, by
For two functions f 1 , f 2 ∈ L α (R) we write f 1 ∼ f 2 if f 1 is a translate of f 2 , that is if there is an s ∈ R such that f 1 (·) = f 2 (· − s) a.e. Let S + / ∼ be the quotient space, endowed with the σ-algebra of ∼-invariant sets, and let π : S + → S + / ∼ be the quotient map. Surgailis et al. (1993) that
. This proves the "only if" part of the theorem. The "if" part is easy, see Surgailis et al. (1993) .
A characterization of ergodicity
A natural question is how to characterize ergodicity and mixing of a stationary SαS (or max-stable) process in terms of its generating flow. Characterizations of ergodicity and mixing for stationary SαS processes were given in Cambanis et al. (1987) , Gross (1994) , Gross and Robertson (1993) , Samorodnitsky (2005) . In the last paper, ergodicity was characterized in terms of the positive-null decomposition of the conservative part (see below): a stationary SαS process generated by a nonsingular measurable flow is ergodic iff the flow has no positive recurrent component. For max-stable processes, the question was studied in Stoev (2007) . In particular, Stoev (2007) gives an easy verifiable necessary and sufficient condition for mixing. However, conditions of his Theorem 3.2 characterizing the ergodicity are difficult to verify. In Theorem 5.1 below we prove a max-stable counterpart of the result of Samorodnitsky (2005) . Furthermore, we shall see in Theorem 5.2 below that ergodicity (resp. mixing) of a max-stable process is equivalent to the ergodicity (resp. mixing) of the associated SαS process. However, this fact cannot be proved by a simple argument using the notion of association. Thus, our arguments in this section differ significantly from that of the previous sections. The conservative part C of a non-singular measurable flow {τ t } t∈R on (Ω, A, µ) can be decomposed into a positive recurrent and null recurrent parts P and N in a way similar to the decomposition of the set of recurrent states of a Markov chain into positive recurrent and null recurrent states. For an exact definition we refer to Krengel (1985) . Here, we need only the following two properties of the positive-null decomposition. First, on the positive part P , there is a finite τ -invariant measure ν such that ν ∼ µ (on P ). Second, if f ∈ L 1 (Ω, A, µ), then Krengel's stochastic ergodic theorem says that for every measurable set B ⊂ N of finite measure and every ε > 0
The next theorem is a max-stable counterpart of Samorodnitsky (2005), although the proof is different. Proof. First suppose that the positive recurrent component P is non-empty. Let f t = U t f 0 . By changing a measure on P , we may suppose that µ is invariant on P and that µ(P ) = 1. Let ε be so small that
(the left-hand side is positive by Condition 2 of Definition 4.1). Define the stationary max-stable processes η ∨ P and η ∨ N by restricting the spectral representation of η ∨ to the positive resp. null recurrent part. More precisely, set
We show that for every C > 0
It follows from (10) that we can find a δ > 0 such that µ(A) > ε, where A = {ω ∈ P : f 0 (ω) > δ}. Since the restriction of τ t to P is measure preserving, we have, by Birkhoff's ergodic theorem,
for some function g with P gdµ = µ(A) > ε. It follows that there is a set B ⊂ P of positive measure such that g |B > ε. Now, from the definition of the extremal stochastic integral (5), we have
is an enumeration of the points of the Poisson point process on P × R + with intensity µ |P × dy/y α+1 . Without the loss of generality assume that y 1 is the largest of all y k . We have
If the event {y 1 ≥ C/(c α δ)} occurs, then for each t with τ t (ω 1 ) ∈ A we have
and thus, if additionally the event {ω 1 ∈ B} occurs, lim sup
This proves (11). Now we show that η ∨ is non-ergodic. If η ∨ were ergodic then we would have with P-probability 1 lim inf
However, this contradicts (11) if C is sufficiently large. Now we prove the "if" part of the theorem. Suppose that η ∨ is generated by a measurable non-singular flow with vanishing positive recurrent part. For simplicity we may suppose that α = 1. By Theorem 3.2 of Stoev (2007) , in order to show that η ∨ is ergodic it suffices to show that for every
(∧ denotes the minimum). Choose a set A 1 ⊂ Ω of finite measure such that
Further let the constant c be so large that A2 f dµ < ε where
By Krengel's stochastic ergodic theorem and with the notation
we have lim T →∞ µ(A 3 (T )) = 0. Thus, if T is sufficiently large, then µ(A 3 (T )) < ε/c. We are going to show that (12) holds. If T is large then
This proves (12) and the ergodicity of η ∨ . (2005) the same is true for η + , the ergodic part of the theorem is established. We prove the mixing part of the theorem. For simplicity we suppose that α = 1. By Theorem 3.3 of Stoev (2007) 
On the other hand, by Gross (1994) , η + is mixing iff for every compact set
We show that (13) and (14) are equivalent. Suppose that (13) holds. Let δ = min(inf t∈K t, ε). Then δ > 0 and we have
Letting t → ∞ and using (13), we obtain (14). Now suppose that (14) holds. Find a set A of finite measure and a constant c such that
, c] and ε/µ(A) instead of ε in (14), we obtain that lim t→∞ µ(A(t)) = 0. Thus, for t sufficiently large we have µ(A(t)) ≤ ε/c. We obtain, for t large,
This proves (13).
Using the notion of association it is straightforward to deduce from the SαS results of Samorodnitsky (2005) that a stationary max-stable process generated by a positive recurrent (resp. null recurrent) flow in some representation must be generated by positive recurrent (resp. null recurrent) flow in any other representation. Further, in the decomposition η ∨ = η 
is an enumeration of points of a Poisson point process on R + with intensity dy/y α+1 and X k , k ∈ N, are independent copies of some stationary non-negative-valued stochastic process {X(t), t ∈ R}. Here is a short proof of this. After changing a measure on P , we may assume that {τ t } t∈R is measure preserving on P and that µ(P ) = 1. By the definition of the extremal stochastic integral (5) we obtain
where ω k , k ∈ N, are elements from P , chosen independently according to the measure µ |P . To finish the proof define independent stationary stochastic processes {X k (t), t ∈ R}, k ∈ N, by X k (t) = c α U t f 0 (ω k ). Thus, stationary max-stable processes generated by positive recurrent flows are exactly those considered in Theorem 2 of Schlather (2002) . The null-recurrent component η ∨ N is less tractable.
Spectral representation of Brown-Resnick processes
In this section, we find an explicit construction of non-singular flows generating a class of stationary max-stable processes which will be called Brown-Resnick processes. These processes arise naturally as limits of pointwise maxima of large number of suitably normed and spatially rescaled gaussian processes, see Brown and Resnick (1977) and Kabluchko et al. (2007) . First, we recall the definition of these processes (note that processes we are considering have Fréchet margins). Let W = {W t , t ∈ R} be a gaussian process with stationary increments, defined on some probability space (Ω, A, µ). We always suppose that W has zero mean and continuous sample paths. Recall that stationarity of increments means that the law of the process {W t+h − W h , t ∈ R} does not depend on h ∈ R. Let σ 2 t = VarW t be the variance and 
Although this is by no means evident from the spectral representation (15), Brown-Resnick processes turn out to be stationary. This was proved by Brown and Resnick (1977) for W being a Brownian motion, and in Kabluchko et al. (2007) in the general case. By Theorem 3.3, the process η ∨ , being stationary max-stable, must be generated by a non-singular flow. Our goal will be to construct this flow explicitly. To do this, we first define the probability space on which the flow acts. Let C 0 (R) be the space of continuous functions on R vanishing at zero, endowed with the usual product σ-algebra B. LetW = {W t , t ∈ R} be the process defined bỹ W t = W t − W 0 . Note thatW is a gaussian process with stationary increments having the same variogram γ t as W . Note also thatW 0 = 0 a.s. and VarW t = γ t . Denote by ν the law of the drifted processξ t =W t − γ t /2 on the space C 0 (R). Now we define a flow on the space (C 0 (R), B, ν) as follows: for t ∈ R we define The proof of Theorem 6.1 will be based on the following auxiliary result.
Proposition 6.1. For each h ∈ R the law of the process {ξ t+h − ξ h , t ∈ R} under the probability measure e ξ h dµ is the same as the law of {ξ t , t ∈ R}.
Proof. First note that Ω e ξ h dµ = 1 and so e ξ h dµ is indeed a probability measure on Ω. Take t 1 , . . . , t n ∈ R. The Laplace transform ϕ of the random vector
Now, under the probability measure µ, the random vector (ξ t 1 +h , . . . , ξ t n +h , ξ h ) is gaussian with easily computable expectation and covariance. A calculation similar to that in the proof of Theorem 9 in Kabluchko et al. (2007) shows that
which is exactly the Laplace transform of the vector (ξ t 1 , . . . ,ξ t n ). This finishes the proof.
As a byproduct we obtain a result already proved in Kabluchko et al. (2007) . Proof. Take h, t 1 , . . . , t n ∈ R. We have
Here, the second equality follows from (6). Applying to the right-hand side Proposition 6.1, we obtain
Thus, the distribution of (η
does not depend on h, which proves the stationarity of η ∨ . Further, the law of the processξ t is completely determined by the variogram γ t , which proves the second part of the corollary.
Proof of Theorem 6.1. First, note that (C 0 (R), B, ν) is a Lebesgue space. We show that {τ t } t∈R is a measurable non-singular flow on C 0 (R). The measurability is clear. The group property is also easily verified: τ t1 (τ t2 ω(s)) = τ t1 (ω(· + t 2 ) − ω(t 2 ))| ·=s = (ω(· + t 1 + t 2 ) − ω(t 2 ) − ω(t 1 + t 2 ) + ω(t 2 ))| ·=s = ω(s + t 1 + t 2 ) − ω(t 1 + t 2 ) = τ t1+t2 ω(s).
We show that for each h ∈ R the transformation τ h is non-singular. More precisely, we claim that
Let B ⊂ C 0 (R) be a B-measurable set. It follows from Proposition 6.1 applied toW that
This may be written as
1 ω∈B dν(ω). This proves (17). Now we show that the flow {τ t } t∈R , together with the function f 0 = 1, generates a spectral representation of the Brown-Resnick process η ∨ in the sense of Definition 4.1. Let f t = U t f 0 . We have
It follows that
Recall that ν is the law of the random processξ t . Thus
Applying to the right-hand side Eq. (16) with h = 0, we obtain
This shows that {f t } t∈R is a spectral representation of η ∨ . Finally, we show that the representation {f t } t∈R is minimal. Clearly, the σ-algebra generated by f t /f s , t, s ∈ R, is contained in B. On the other hand, it contains the σ-algebra generated by f t , t ∈ R, (set s = 0 and recall that f 0 = 1), which coincides with B. The proof is finished.
The explicit construction of the spectral representation of the Brown-Resnick processes η ∨ together with the results of the previous section allows to say more about the ergodic properties of η ∨ .
Theorem 6.2. Suppose that
Then the corresponding process η ∨ is generated by a dissipative flow.
Proof. Let {τ t } t∈R be the flow constructed in the proof of Theorem 6.1. Recall from Krengel (1985) that the flow {τ t } t∈R is dissipative iff τ 1 is dissipative. To show that τ 1 is dissipative it suffices to construct a countable covering {A i } i∈N of C 0 (R) with the property that for each i ∈ N almost every point from A i , under the iteration of τ 1 , returns to A i only finitely many times. We define
It follows from (18) that for ν-almost every ω ∈ C 0 (R) we have lim t→∞ ω(t) = −∞ and thus ∪ i∈N A i = C 0 (R) mod ν. If ω ∈ A i then τ j ω is not in A i for j > i since τ j ω(−j) = ω(0) − ω(j) = −ω(j) > 0. Thus, every point from A i returns to A i only finitely many times. This proves the theorem. Cambanis et al. (1987) , the S1S BrownResnick processes, depending on the variogram γ, may be both positive recurrent (and thus, non-ergodic) and dissipative (and thus, mixing) . To see this, combine Theorems 6.3 and 6.2 with Theorem 5.2.
