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Abstract
We study the asymptotic behavior of low-lying eigenvalues of spatially cut-off P(φ)2-Hamiltonian in
the semi-classical limit. We determine the semi-classical limit of the lowest eigenvalue of the Hamiltonian
in terms of the Hessian of the potential function of the corresponding classical equation. Moreover, we
prove that the gap of the lowest two eigenvalues goes to 0 exponentially fast in the semi-classical limit when
the potential function is double well type. In fact, we prove that the exponential decay rate is greater than
or equal to the Agmon distance between two zero points of the symmetric double well potential function.
Also we study basic properties of the Agmon distance and instanton.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Spatially cut-off P(φ)2-Hamiltonian is used to construct non-trivial quantum scalar fields
in space time dimension two and studied from various points of view, e.g., [9,13,34,17,18,
35–38,41]. Hamiltonians in quantum systems contain a small physical parameter, Planck
constant h¯, and it is called semi-classical analysis to study properties of quantum systems
when h¯ → 0. There are many studies on spectral properties of Schrödinger operators in
the semi-classical limit. See, e.g., [15,25,27,28,39,40]. Classical mechanics corresponding to
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conjecture that the low-lying spectrum of the spatially cut-off P(φ)2-Hamiltonian in the semi-
classical limit is related with the potential function U of the classical dynamics given by the
Klein–Gordon equation. One of the aim of this paper is to study the asymptotic behavior of the
lowest eigenvalue of spatially cut-off P(φ)2-Hamiltonian in the semi-classical limit. We already
studied the same problem for P(φ)2-Hamiltonian in the case where the space is a finite interval
in [8]. In that case, one particle Hamiltonian has compact resolvent and it makes analysis in [8]
simple. However, in the case of spatially cut-off P(φ)2-Hamiltonian, such a property does not
hold and it cause some difficulties. In addition to the asymptotics of the lowest eigenvalue, we
study the semi-classical tunneling of the spatially cut-off P(φ)2-Hamiltonian with symmetric
double well potential function. That is, we show that the gap between lowest two eigenvalues is
exponentially small in the semi-classical limit. It is still an open problem to obtain the precise
asymptotics of the gap of spectrum.
The organization of this paper is as follows. In Section 2, we state our main results. Let μ
be the Gaussian measure on the space of tempered distributions S ′(R) whose covariance opera-
tor is (m2 −)−1/2 on L2(R), where m is a positive number and  is the Laplace operator. Let
A = (m2 −)1/4 be the self-adjoint operator on H(= H 1/2(R)). One can define a Dirichlet form
on L2(S ′(R),μ) using A as a coefficient operator. Let −LA be the non-negative generator of the
Dirichlet form. This operator is so-called a free Hamiltonian and naturally unitarily equivalent
to the second quantization operator dΓ ((m2 − )1/2), where (m2 − )1/2 is a self-adjoint op-
erator on H−1/2(R). Let λ = 1
h¯
, that is λ is a large positive parameter. We consider spatially
cut-off P(φ)2-Hamiltonian −LA + Vλ, where Vλ(w) = λV (w/
√
λ) is an interaction poten-
tial function. The potential function V (w) is defined by V (w) = ∫
R
:P(w(x)):g(x)dx, where
P(x) =∑2Mk=0 akxk is a polynomial with a2M > 0. Also :P(w(x)): stands for the Wick polyno-
mial and g is a non-negative smooth function with compact support. The operator −LA + Vλ
is formally unitarily equivalent to an infinite dimensional Schrödinger operator on L2(R) with
the fictitious infinite dimensional Lebesgue measure and its formal potential function U is given
by U(h) = 14‖Ah‖2H + V (h), where V (h) =
∫
R
P(h(x))g(x) dx and h ∈ H 1(R). This poten-
tial function U is the potential function for the classical dynamics which is defined by the
corresponding nonlinear Klein–Gordon equation. In the first main theorem (Theorem 2.3), we
determine the semi-classical limit of the lowest eigenvalue E1(λ) of −LA + Vλ under the as-
sumptions that U is non-negative, has a finitely many zero points and the Hessians of U at zero
points are non-degenerate. In the case where U is a symmetric double well potential function,
one may expect that the gap between second lowest eigenvalue E2(λ) and the lowest eigenvalue
E1(λ) of −LA + Vλ is exponentially small when λ → ∞. In the case of Schrödinger operators,
the exponential decay rate is equal to the Agmon distance between two zero points of the potential
function. Second main result (Theorem 2.6) is concerned with this estimate (tunneling estimate).
Actually, we prove that the exponential decay rate is greater than or equal to the Agmon distance
d
Ag
U (h0,−h0) between zero points h0,−h0 of the symmetric double well potential function U .
What is the infinite dimensional analogue of the Agmon distance in this case? Formally, it is the
Riemannian distance on H 1/2(R) determined by a Riemannian metric U(w)ds2 which is “con-
formal” to the L2-metric ds2. In this section, we define the Agmon distance on H 1(R). We prove
that the distance can be extended to a continuous distance function on H 1/2(R) in Appendix A.
Also, the Agmon distance is related with an instanton which is a minimizing path of the Eu-
clidean (imaginary time) action integral. We summarize basic properties of Agmon distance and
instanton in our model in Appendix A. For instance, we prove existence of a minimal geodesic
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of instanton. However, we think the subjects are interesting by themselves.
In Section 3, first, we recall the definition of the spatially cut-off P(φ)2-Hamiltonian based on
Dirichlet forms on L2(S ′(R),μ). Next, we prepare necessary tools for the proof of main theo-
rems. Actually we need a stronger theorem (Theorem 3.12) than Theorem 2.3 to prove tunneling
estimate. In the proof of the lower bound of the limit of E1(λ), we use large deviation results
of Wiener chaos and a lower bound estimate of the generator of hyperbounded semi-groups. To
apply these results, we need to approximate the operator A by operators of the form
√
mI + T ,
where I is the identity operator and T is a trace class operator on H . Comparing the case where
the space is a finite interval in [8], this step is not so simple, since the operator A has a con-
tinuous spectrum. These approximations are constructed by using the Fourier transform. After
these preliminaries, we prove Theorem 3.12 in Section 4. We give the proofs of some lemmas in
Appendix A. In Section 5, we introduce an approximate Agmon distance dWU (h0,−h0) between
h0 and −h0 and prove that the exponential decay rate of the gap of the spectrum is greater than
or equal to dWU (h0,−h0). This kind of decay estimate follows from the estimate for the ground
state function (ground state measure). It is important that the Agmon distance function belongs
to an H 1-Sobolev space in the classical proof. However, the Agmon distance dAgU is a distance
function on H 1/2(R) and it seems that the distance function cannot be extended to a function on
W on which H 1-Sobolev space is defined. To overcome this difficulty, we introduce a family of
non-negative bounded Lipschitz continuous functions u on W which approximate U and using
u we define a distance function ρWu (O, ·) from an open subset O . This ρWu (O, ·) does belong to
H 1-Sobolev space. Using ρWu (O, ·) and Theorem 3.12, we can give an exponential decay esti-
mate for the ground state measure in a similar way to finite dimensional cases. By optimizing u
and so ρWu , we define dWU (h0,−h0). In the last step, we prove that dAgU (h0,−h0) = dWU (h0,−h0)
which implies the second main theorem. In Section 6, we give an example.
2. Statement of main results
Let L2(R) = L2(R→R, dx) and L2(R)C be the complexification of L2(R). Let  = d2dx2 be
the Laplace operator on L2(R)C with the domain D(). The subspace L2(R) is invariant under
the operator  and |D()∩L2(R) is also a self-adjoint operator in L2(R). We denote it also by .
Let m > 0 and we set A˜ = (m2 − )1/4. Let Hs(R) = Hs(R → R)(= D(A˜2s)) (s  0) be the
Hilbert space with the norm ‖ ‖Hs defined by
‖ϕ‖Hs =
∥∥A˜2sϕ∥∥
L2 (2.1)
where, we identify Hs(R) as a subset of L2(R). We may denote Hs(R) by Hs simply. Let
Hs(R)C be the complexification of Hs(R). There exists a unique Gaussian measure μ on S ′(R)
such that ∫
S ′(R)
exp
(√−1〈ϕ,w〉)dμ(w) = exp(−1
2
(
ϕ, A˜−2ϕ
)
L2(R)
)
, (2.2)
where 〈ϕ,w〉 is a natural coupling of ϕ ∈ S(R) and w ∈ S ′(R). The Hilbert space H 1/2(R)
is nothing but the Cameron–Martin subspace of μ. Below, we write H = H 1/2(R). Let us
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Φ = A˜−1 : L2 → H . Then Φ is a unitary operator and A and A˜ are unitarily equivalent to each
other by this unitary map. That is A = Φ ◦ A˜ ◦Φ−1 holds. Let us consider a second quantization
operator dΓ ((m2 − )1/2), where (m2 − )1/2 is a self-adjoint on H−1/2(R) with the domain
D((m2 −)1/2) = H 1/2(R). There exists a unitarily equivalent operator −LA on L2(S ′(R),μ)
to dΓ ((m2 −)1/2). These operators are free Hamiltonians and we use the version −LA in this
paper. We give the precise definition of −LA based on Dirichlet forms in the next section. Spa-
tially cut-off P(φ)2-Hamiltonian is a perturbation of −LA by an interaction potential function.
Now we define the interaction potential in L2(S ′(R),μ). We refer the reader for basic results of
spatially cut-off P(φ)2-Hamiltonian to [38,41].
Definition 2.1. For w ∈ S ′(R), define wn(x) = 〈pn(x − ·),w〉, where
pn(x) =
(
n
4π
)1/2
exp
(
−nx
2
4
)
.
Let λ > 0.
(1) Let us define
:
(
wn(x)√
λ
)k
: =
(
wn(x)√
λ
)k
+
[k/2]∑
j=1
ck,j
(
wn(x)√
λ
)k−2j(
cn√
λ
)2j
, (2.3)
where ck,j = (− 12 )j k!j !(k−2j)! and c2n =
∫
S ′(R) wn(x)
2 dμ(w) = 12π
∫∞
0
e−m2 t√
t (t+ 2
n
)
dt .
(2) Let P(x) = ∑2Mk=0 akxk be a polynomial function with M  2 and a2M > 0. Let g be a
non-negative C∞ function on R with compact support. Define
∫
R
:P
(
w(x)√
λ
)
:g(x)dx =
2M∑
k=0
ak
∫
R
:
(
w(x)√
λ
)k
:g(x)dx
= lim
n→∞
2M∑
k=0
ak
∫
R
:
(
wn(x)√
λ
)k
:g(x)dx (2.4)
as a limit in L2(S ′(R), dμ). We define
:V
(
w√
λ
)
: =
∫
R
:P
(
w(x)√
λ
)
:g(x)dx (2.5)
and
Vλ(w) = λ:V
(
w√
λ
)
:. (2.6)
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f
(〈ϕ1,w〉, . . . , 〈ϕn,w〉),
where f is a smooth bounded function on Rn (n = 1,2, . . .) whose all derivatives are also
bounded. It is known that (−LA + Vλ,FC∞b ) is essentially self-adjoint. We use the same
notation −LA + Vλ for the self-adjoint extension which is called a spatially cut-off P(φ)2-
Hamiltonian. Also it is known that the operator −LA + Vλ is bounded from below. Let
E1(λ) = infσ(−LA + Vλ), where σ(−LA + Vλ) denotes the spectral set of −LA + Vλ.
Formally, −LA + Vλ is unitarily equivalent to the infinite dimensional Schrödinger operator
on L2(L2(R), dw):
−L2(R) + λ:U(w/
√
λ ): − 1
2
tr
(
m2 −)1/2, (2.7)
where dw is an infinite dimensional Lebesgue measure,
:U(w): = 1
4
∫
R
w′(x)2 dx +
∫
R
(
m2
4
w(x)2 + :P (w(x)):g(x))dx
and L2(R) denotes the “Laplacian” on L2(R, dx). That is the P(φ)2-Hamiltonian is related with
the quantization of the nonlinear Klein–Gordon equation:
∂2u
∂t2
(t, x) = −2(∇U)(u(t, x)), (2.8)
where ∇ denotes the L2-gradient. Hence, it is natural to put assumptions on U to study asymp-
totic behavior of spectrum of −LA + Vλ in the semi-classical limit λ → ∞. Here let us re-
call standard assumptions on potential function U on Rd in the case of Schrödinger operators
−Hλ,U = −+ λU(x/
√
λ ) in L2(Rd , dx). Under the assumptions
(H1) U is sufficiently smooth, minU = 0 and the zero point is a finite set;
(H2) The Hessians of U at zero points are strictly positive;
(H3) lim inf|x|→∞ U(x) > 0.
It is well-known [15,27,28,40,26] that limλ→∞ infσ(−Hλ,U ) is determined by the spectral bot-
tom of the harmonic oscillators which are obtained by replacing U by quadratic approximate
functions near zero points of U . By the analogy, we consider the following assumptions on our
potential functions.
Assumption 2.2. Let P be the polynomial in Definition 2.1 and U be the function on H 1 which
is given by
U(h) = 1
4
∫
R
h′(x)2 dx +
∫
R
(
m2
4
h(x)2 + P (h(x))g(x))dx for h ∈ H 1. (2.9)
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Z := {h ∈ H 1 ∣∣U(h) = 0}= {h1, . . . , hn0} (2.10)
is a finite set.
(A2) For all 1 i  n0, the Hessian ∇2U(hi) is non-degenerate. That is, there exists δi > 0 for
each i such that
∇2U(hi)(h,h) := 12
∫
R
h′(x)2 dx +
∫
R
(
m2
2
h(x)2 + P ′′(hi(x))g(x)h(x)2)dx
 δi‖h‖2L2(R) for all h ∈ H 1(R). (2.11)
Clearly, the nondegeneracy of the Hessian is equivalent to the strictly positivity of the
Schrödinger operator m2 −+ 4vi , where
vi(x) = 12P
′′(hi(x))g(x). (2.12)
Using the Taylor expansion of U at hi , we obtain an approximate operator −LA +Qvi . Hence it
is natural to expect the following theorem which is our first main result.
Theorem 2.3. Assume that (A1) and (A2) hold. Let E1(λ) = infσ(−LA + Vλ). Then
lim
λ→∞E1(λ) = min1in0 Ei, (2.13)
where
Ei = infσ(−LA +Qvi ) (2.14)
and Qvi is given by
Qvi (w) =
∫
R
:w(x)2:vi(x) dx. (2.15)
In the theorem above, the function vi is a C∞ function but may take negative values. How-
ever, the Wick polynomial Qvi can be defined in the same way as in Definition 2.1. Actually,
Ei > −∞ for all i and we can give the explicit form of the number Ei using the Hilbert–Schmidt
norm of a certain operator. See Lemma 3.6. By analogy with Schrödinger operators in L2(Rd),
one may expect that there exist eigenvalues near the values E1, . . . ,En0 for large λ. By the Si-
mon and Hoegh-Krohn’s result, if Ej − mini Ei < m, then there exist eigenvalues near Ej for
large λ. However, if Ej − mini Ei m, then embedded eigenvalues in the essential spectrum of
−LA + Vλ may appear. Of course, there are some constraints on the numbers E1, . . . ,En0 be-
cause they are related with some variational problems. At the moment, the author has no answer
to this problem. Simon [37] gave examples of embedded eigenvalues in the essential spectrum of
spatially cut-off P(φ)2-Hamiltonian in a different situation.
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main theorem, we prove that E2(λ) − E1(λ) is exponentially small when U is a symmetric
double well type potential function in the semi-classical limit. This kind of estimate is related
with tunneling in quantum mechanical system. We refer the reader to [2,15,27,28,40,26,32] for
tunneling estimates in the case of Schrödinger operators. See [16] also for large dimension cases.
To state our estimate, we introduce infinite dimensional analogue of Agmon distance in quantum
mechanics.
Definition 2.4. Let 0 < T < ∞ and h, k ∈ H 1(R). Let ACT,h,k(H 1(R)) be the all absolutely
continuous functions c : [0, T ] → H 1(R) satisfying c(0) = h, c(T ) = k. We omit the subscript
T when T = 1 and omit denoting h, k if there are no constraint. Let U be the potential function
in (2.9). Assume U is non-negative. We define the Agmon distance between h, k by
d
Ag
U (h, k) = inf
{
U (c)
∣∣ c ∈ ACT,h,k(H 1(R))}, (2.16)
where
U (c) =
T∫
0
√
U
(
c(t)
)∥∥c′(t)∥∥
L2 dt. (2.17)
In this paper, we consider separable Hilbert space valued functions defined on intervals of R.
In that case, the notion of absolute continuity of the functions is equivalent to that the functions
are equal to indefinite integrals of Bochner integrable functions and the same property (a.e. dif-
ferentiability, etc.) as finite dimensions hold. See [14]. Note that the definition of Agmon distance
above does not depend on T . We give another definition of the Agmon distance in Appendix A
so that the distance function can be extended to a continuous distance function on H 1/2(R). Next
we introduce symmetric double well type potential functions.
Assumption 2.5. Let P = P(x) be the polynomial function in the definition of U . We consider
the following assumption.
(A3) For all x, P(x) = P(−x) and Z = {h0,−h0}, where h0 = 0.
The following is our second main theorem.
Theorem 2.6. Assume that U satisfies (A1), (A2), (A3). Then it holds that
lim sup
λ→∞
log(E2(λ)−E1(λ))
λ
−dAgU (h0,−h0). (2.18)
In [8], we determine the semi-classical limit of the lowest eigenvalue of P(φ)2-Hamiltonian in
the case where the space is a finite interval. By a similar kind of proof, we can prove that a similar
estimate to Theorem 2.6 holds true in such a case too. Finally, we make remarks on researches on
semi-classical limit of −LA+Vλ. Arai [9] studied a semi-classical limit of partition functions for
P(φ)2-Hamiltonians in the case where the space is a finite interval. The semi-classical properties
of spectrum of Schrödinger operators in large dimension are studied in [24,25,42,43,33,16].
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The probability measure μ whose covariance operator (m2 − )−1/2 on L2(R) exists
on S ′(R). However, we can choose a proper subset W of S ′(R) on which μ exists. Let S
be a non-negative self-adjoint trace class operator on H such that Sh = 0 for any h = 0. Let
‖h‖S = (Sh,h)H . Let HS be the completion of H with respect to the Hilbert norm ‖ ‖S . Then
μ(HS) = 1. Of course, there are no significance in a particular choice of HS . However, the fol-
lowing choice HS0 is useful in some estimate. See Lemma 3.18. Let −H = 1 + x2 −  be
the Schrödinger operator on L2(R). Clearly −−1H is a Hilbert–Schmidt operator on L2. Let us
consider a trace class self-adjoint operator on H :
S0 = A˜−2(−H)−2.
Then HS0 can be identified with a subset of S ′(R) and
‖w‖2S0 =
∫
R
∣∣(1 + x2 −)−1w(x)∣∣2 dx.
Throughout this paper, we set W = HS0 . Now, we recall the definition of the free Hamiltonian.
Definition 3.1. Let EA be the Dirichlet form defined by
EA(f,f ) =
∫
W
∥∥ADf (w)∥∥2
H
dμ(w), f ∈ D(EA), (3.1)
where
D(EA) =
{
f ∈ D(EI )
∣∣∣Df (w) ∈ D(A) μ-a.s. w and ∫
W
∥∥ADf (w)∥∥2
H
dμ(w) < ∞
}
(3.2)
and D is an H -derivative and EI stands for the Dirichlet form which is obtained by replacing
ADf (w) by Df (w) in (3.1). We denote the non-negative generator of EA by −LA and write
DAf (w) = ADf (w) for f ∈ D(EA).
In the above definition, I stands for the identity operator on H and the generator −LI of the
Dirichlet form EI is the number operator (Ornstein–Uhlenbeck operator). We refer the reader
for H -derivative and analysis on (abstract) Wiener spaces to [10,22,29]. Here is a remark on the
derivative DA.
Remark 3.2. Let f be a smooth function on W in the sense of Fréchet. Let (∇f )(w) be the
unique element in L2(R) such that for any ϕ ∈ L2(R),
lim
f (w + εϕ)− f (w) = ((∇f )(w),ϕ)
L2 . (3.3)ε→0 ε
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Riemannian metric on H corresponding to the Dirichlet form EA is L2-Riemannian metric.
Also we note that the potential function U in Assumption 2.2 can be rewritten in the following
form:
U(h) = 1
4
‖Ah‖2H + V (h) for all h ∈ D(A), (3.4)
where
V (h) =
∫
R
P
(
h(x)
)
g(x)dx. (3.5)
The function V = V (h) is defined on H by the following lemma. We refer the reader for basic
results of Sobolev spaces Hs to [1].
Lemma 3.3. Let p  2 and s > p−22p . Then there exists a constant Cp,s such that
‖ϕ‖Lp  Cp,s‖ϕ‖Hs . (3.6)
The constant Cp,s actually depends on m because our Sobolev spaces are defined by m2 −.
Concerning the zero point function hi of U , we have the following result.
Lemma 3.4. The minimizer hi of U belongs to H 2(R) and satisfies the equation
(
m2 −)hi(x)+ 2P ′(hi(x))g(x) = 0. (3.7)
Let v be a continuous function with compact support. We use the notation
Qv(w) =
∫
R
:w(x)2:v(x) dx. (3.8)
On the other hand, for any Hilbert–Schmidt operator K on H , we can define a quadratic Wiener
functional :〈Kw,w〉: as the limit
lim
n→∞
{
(PnKPnw,w)H − trPnKPn
}
, (3.9)
where {Pn} is a family of projection operators onto finite dimensional subspaces on H such that
ImPn ⊂ ImPn+1 for any n and limn→∞ Pn = I strongly. When K is a trace class operator, we
denote the limit limn→∞(PnKPnw,w)H by (Kw,w)H . Now we recall another characterization
of the Wick polynomial Qv(w) =
∫
R
:w(x)2:v(x) dx using the corresponding Hilbert–Schmidt
operator. Recall that Φ = A˜−1 : L2 → H .
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operator by v in L2(R). Let us define a bounded linear operator on H by
Kv = Φ ◦
(
A˜−1MvA˜−1
) ◦Φ−1. (3.10)
(1) It holds that Kvh = A˜−2Mvh for all h ∈ H . The operator A˜−1MvA˜−1 belongs to Hilbert–
Schmidt class. Consequently, AKvA is a bounded linear operator and Kv is a Hilbert–
Schmidt operator on H .
(2) It holds that ∫
R
:w(x)2:v(x) dx = :〈Kvw,w〉H :. (3.11)
Since the function v may be negative in the lemma below, we cannot apply the results in Def-
inition 2.1 (3) directly to prove the lower boundedness of −LA +Qv . However, it is not difficult
to show such a result because the ground state function is explicitly known. We summarize the
results.
Lemma 3.6. Let v be a C1 function with compact support.
(1) It holds that
Φ−1
(
A4 + 4AKvA
)
Φ = m2 −+ 4v. (3.12)
In particular, the strict positivity of m2 −+4v on L2(R) is equivalent to the strict positivity
of A4 + 4AKvA.
(2) Assume that m2 −+4v on L2(R) is strictly positive and we define A˜v = (m2 −+4v)1/4.
Then we have the following.
(i) A˜2v − A˜2 is a Hilbert–Schmidt operator on L2(R).
(ii) Let Av = (A4+4AKvA)1/4 and Tv = A−1(A2v−A2)A−1. Then Tv is a Hilbert–Schmidt
operator on H with infσ(Tv) > −1.
(iii) The densely defined linear operator (−LA + Qv,FC∞b ) is bounded from below. We
denote by the same notation −LA + Qv the Friedrichs extension. The spectral bottom
infσ(−LA + Qv) is a simple eigenvalue of −LA + Qv and the eigenvalue and the
associated normalized positive eigenfunction Ωv are given by
infσ(−LA +Qv) = −14
∥∥(A2v −A2)A−1∥∥2L(2)(H), (3.13)
Ωv(w) = det (2)(I + Tv)1/4 exp
[
−1
4
:〈Tvw,w〉H :
]
, (3.14)
where ‖ ‖L(2)(H) denotes the Hilbert–Schmidt norm.
(iv) The weighted measure Ωv(w)2 dμ is the Gaussian probability measure whose covari-
ance operator is (m2 + 4v −)−1/2 on L2(R, dx).
S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753 2699Clearly, ‖(A2v − A2)A−1‖2L(2)(H) is equal to ‖(A˜2v − A˜2)A˜−1‖2L(2)(L2(R)). The following is an
extension of the above lemma. We need this lemma to study tunneling.
Lemma 3.7. Let v be the same function as in Lemma 3.6 (2). Also we use the same notation as
in Lemma 3.6. Let J be a Hilbert–Schmidt operator on H . Assume that AJA is also a Hilbert–
Schmidt operator. Moreover we assume that A4 + 4AKvA+ 4AJA is strictly positive operator.
Let Av,J = (A4 + 4AKvA+ 4AJA)1/4.
(1) A2v,J −A2 is a Hilbert–Schmidt operator on H .
(2) Let Tv,J = A−1(A2v,J −A2)A−1. Tv,J is a Hilbert–Schmidt operator with infσ(Tv,J ) > −1.
Let Qv,J = Qv +:〈Jw,w〉H :. Then (−LA+Qv,J ,FC∞b ) is bounded from below. We use the
same notation to indicate the Friedrichs extension. Ev,J = infσ(−LA + Qv,J ) is a simple
eigenvalue. The lowest eigenvalue and the corresponding normalized positive eigenfunction
Ωv,J is given by
Ev,J = −14
∥∥(A2v,J −A2)A−1∥∥2L(2)(H), (3.15)
Ωv,J (w) = det (2)(I + Tv,J )1/4 exp
[
−1
4
:〈Tv,Jw,w〉H :
]
. (3.16)
We will give the proof of the above three lemmas in Appendix A. The operator J in
Lemma 3.7 will appear as a second derivative of the squared norm on W .
Lemma 3.8. Let F(w) = 12‖w‖2W .
(1) We have DF(w) = A˜−2−2H w and D2F(w) = A˜−2−2H . That is D2F(w) is equal to S0. In
particular D2F(w) is a trace class operator on H . Also it holds that
:〈S0w,w〉: = ‖w‖2W − trS0. (3.17)
(2) It holds that F ∈ D(EA) and ‖DAF(w)‖2H = ‖(1 + x2 −)−2(w)‖2L2  C‖w‖2W .(3) The operator AS0A is a Hilbert–Schmidt operator.
Proof. We denote by H the operator 1+x2 − acting on tempered distribution. Then F(w) =
1
2
∫
R
(−1H w)2(x) dx. Hence for any ϕ ∈ S(R),
DϕF(w) =
(
−1H w,
−1
H ϕ
)
L2
= (A˜−2−2H w,ϕ)H 1/2 . (3.18)
Hence DF(w) = A˜−2−2H w, DF(w) ∈ D(A) = D(A˜2) and ‖DAF(w)‖2H = ‖−2H w‖2L2 . A sim-
ilar calculation shows also that the second derivative of F is equal to A˜−2−2H and it be-
longs to trace class. Finally we prove the identity (3.17). Let {Pn} be projection operators
onto the finite dimensional subspace spanned by the eigenfunctions of S0 such that Pn con-
verges to the identity operator strongly on H . By the definition of the norm of ‖ ‖W , we have
‖Pnw‖2 = (S0Pnw,Pnw)H . Since tr(PnS0Pn) → trS0 and ‖Pnw‖2 → ‖w‖2 for any w ∈ WW W W
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equivalent to (−H)−2. 
We introduce a set of functions dominated by U to state a theorem which is an extension of
Theorem 2.3.
Definition 3.9. Let FWU be the set of non-negative bounded globally Lipschitz continuous func-
tions u on W which satisfy the following conditions.
(1) It holds that 0 u(h)U(h) for all h ∈ H 1 and{
h ∈ H ∣∣U(h)− u(h) = 0}= {h1, . . . , hn0} =Z, (3.19)
where Z is the zero point set of U .
(2) There exist non-negative numbers εi, δi for each hi (1 i  n0) such that
u(w) = εi‖w − hi‖2W if ‖w − hi‖W  δi (3.20)
and for any δ > 0
inf
{
u(w)
∣∣∣ min
1in0
‖w − hi‖W  δ
}
> 0. (3.21)
(3) Let Ji = − 12D2u(hi). Then the self-adjoint operators
A4 + 4AKviA+ 4AJiA (1 i  n0)
are strictly positive.
Remark 3.10.
(1) Under the condition (3.20), we have
Ji = −εiA˜−2−2H . (3.22)
From now on, we use the notation Ji to express this operator.
(2) The operator A4 + 4AKviA + 4AJiA is unitarily equivalent to the operator m2 −  +
4vi − εi−2H on L2(R). So the condition (3) implies the nondegeneracy of the L2-Hessian
∇2(U − u) of U − u at hi .
(3) In the definition above, we assume u is equal to the squared norm of W in a neighborhood
of Z and (3.21). Actually Theorem 3.12 holds for more general function u which is C2 near
Z and satisfies the conditions (1) and the strict positivity of ∇2(U − u) at hi (1 i  n0).
Example 3.11. Set
uZ (w) = min ‖w − hi‖2W . (3.23)1in0
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appear in Section 5. The proof of the property (1) in Definition 3.9 is similar to that of Lemma 5.1
in [4].
Now we state a theorem which is stronger than Theorem 2.3 which corresponds to the case
where u = 0.
Theorem 3.12. Assume that (A1) and (A2) hold. Let u ∈ FWU and set uλ(w) = λu(w/
√
λ ). Let
E1(λ,u) = infσ(−LA + Vλ − uλ). Then
lim
λ→∞E1(λ,u) = min1in0 Ei, (3.24)
where
Ei = infσ(−LA +Qvi,Ji )+ trJi. (3.25)
By (3.17), we have
−LA +Qvi,Ji + trJi = −LA +Qvi − εi‖w‖2W . (3.26)
In order to prove LHS RHS in (3.24), we need a lower bound estimate for Schrödinger oper-
ators of the forms −LI + V which are perturbations of the number operator −LI by potential
functions V . This lower boundedness was discovered and developed by Nelson [34], Glimm [21],
Segal [36], Federbush [20] and Gross [23].
Lemma 3.13.
(1) Let V˜ be a bounded measurable function. Let T be a trace class self-adjoint operator on H
with infσ(I + T ) > 0. Then
m
∫
W
∥∥(I + T )Df (w)∥∥2
H
dμ+
∫
W
V˜ (w)f (w)2 dμ
−m
2
log
{ ∫
W
exp
(
− 2
m
V˜ (w)− (T w,w)H − 12‖Tw‖
2
H
)
dμ(w)
}
‖f ‖2
L2(μ)
+
(
m
2
log det(I + T )− m
2
tr
(
T 2
)−m trT)‖f ‖2
L2(μ). (3.27)
(2) Let dμv,J = Ω2v,J dμ. Let
EA,v,J (g, g) =
∫
W
∥∥ADg(w)∥∥2
H
dμv,J , g ∈ D(EA,v,J ) (3.28)
be the closure of the closable form (EA,v,J ,FC∞b ). Let cv,J = infσ(I + Tv,J ). Then the
following logarithmic Sobolev inequality holds. For any g ∈ D(EA,v,J ),
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W
g(w)2 log
(
g(w)2/‖g‖2
L2(μv,J )
)
dμv,J (w)
 2
mcv,J
∫
W
∥∥ADg(w)∥∥2
H
dμv,J (w). (3.29)
(3) Let f˜ = fΩ−1v,J . Then for any f ∈ FC∞b ,(
(−LA +Qv,J + V˜ −Ev,J )f,f
)
L2(W,dμ)
=
∫
W
∥∥DAf˜ (w)∥∥2H dμv,J (w)+ ∫
W
V˜ (w)f˜ (w)2 dμv,J (w) (3.30)
and (
(−LA +Qv,J + V˜ −Ev,J )f,f
)
L2(W,dμ)
−mcv,J
2
log
( ∫
W
exp
(
− 2
mcv,J
V˜ (w)
)
dμv,J (w)
)
‖f ‖2
L2(μ). (3.31)
Proof. The inequality in (1) follows from Gaussian logarithmic Sobolev inequality [23,20]. For
example, see Theorem 4.3 in [6]. We prove (2). By the Bakry–Emery criterion, we obtain∫
W
g(w)2 log
(
g(w)2/‖g‖2
L2(μv,J )
)
dμv,J (w)
2
cv,J
∫
W
∥∥Dg(w)∥∥2
H
dμv,J (w). (3.32)
By combining this inequality with m‖Dg(w)‖2H  ‖ADg(w)‖2H , we get the desired inequality.
We prove (3.30). Note that :〈Tv,Jw,w〉: ∈ D(EA,v,J ) and the sequence {f˜ χ(:〈Tv,Jw,w〉:/n)}
converges to f˜ in D(EA,v,J ), where χ is a C∞ function with χ(x) = 1 for |x| 1 and χ(x) = 0
for |x|  2. Thus f˜ ∈ D(EA,v,J ). The identity (3.30) follows from (−LA + Qv,J )Ωv,J =
Ev,JΩv,J and a simple direct calculation. (3.31) follows from (3.29) and (3.30). See Remark 3.8
in [7] also. 
In the proof of (3.24), we use Lemma 3.13, large deviation estimates and Laplace’s asymptotic
formula for Wiener chaos in Lemma 3.15 and Lemma 3.16. The following two lemmas are
essential for the large deviation estimates. The hypercontractivity of the Ornstein–Uhlenbeck
semi-group is the key for the proofs. Note that the large deviation estimates originally are due
to [11]. See also [31,30,19].
Lemma 3.14. Let wn be the approximation function of w defined in the Section 2. Then we have
the following.
(1) For any δ > 0,
lim
n→∞ lim sup
1
logμ
({
w
∣∣∣ ∣∣∣∣:V( w√ ): − V(wn√ )∣∣∣∣> δ})= −∞. (3.33)
λ→∞ λ λ λ
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lim
n→∞ sup‖h‖HL
∣∣V (hn)− V (h)∣∣= 0. (3.34)
Proof. (1) See the proof of Lemma 2.14 of [8].
(2) One can prove this by Lemma 3.18. 
Lemma 3.15. Let T be a trace class self-adjoint operator on H and v be a bounded continuous
function on W . We write vλ(w) = λv(w/
√
λ ). Let χ be a non-negative bounded continuous
function and set
Fλ(w) =
(
Vλ(w)− vλ(w)
)
χ
(‖w‖2W
λ
)
+ (T w,w)H , w ∈ W
and F(h) = (V (h)− v(h))χ(‖h‖2W)+ (T h,h)H for h ∈ H .
(1) The image measure of μ by the measurable map Fλ
λ
satisfies the large deviation principle
with the good rate function:
IF (x) =
{
inf{ 12‖h‖2H | there exists h ∈ H such that F(h) = x},
+∞ there are no h ∈ H such that F(h) = x.
(2) Assume that I + 2T is a strictly positive operator on H . Then there exists α0 > 1 such that
for any 0 < α < α0,
lim
λ→∞
1
λ
log
( ∫
W
exp
(−αFλ(w))dμ(w))
= −min
{
1
2
‖h‖2H + α
(
V (h)− v(h))χ(‖h‖2W )+ α(T h,h)H ∣∣∣ h ∈ H}. (3.35)
Proof. See the proof of Theorem 2.15 in [8]. 
Further, we need Laplace asymptotic formula for Wiener chaos. We use Lemma 3.18 which
will be proved later.
Lemma 3.16. Let χ be a smooth non-negative function such that χ(x) = 1 for |x| 1, χ(x) = 0
for |x| 2 and 0 χ  1. Set χλ,ε(w) = χ( ‖w‖
2
W
λε
). Let fk(x) (3 k  2M − 1) be continuous
functions on R and f2M(x) = b2M be a positive constant. Let
Gλ(w) = λ
2M∑
k=3
∫
:
(
w(x)√
λ
)k
:fk(x)g(x) dx. (3.36)R
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lim
λ→∞
∫
W
e−Gλ(w)χλ,ε(w) dμ(w) = 1. (3.37)
Proof. Let
G(h) =
2M∑
k=3
∫
R
h(x)kfk(x)g(x) dx. (3.38)
Using the following identity with sufficiently small positive δ, κ ,
2M∑
k=3
h(x)kfk(x) = h(x)2M
(
(b2M − δ)−
(
δ + κfk(x)
))
+
2M−1∑
k=3
(
1
2M − 3h(x)
2M − κ−1h(x)k
)
δ
+
2M−1∑
k=3
(
1
2M − 3h(x)
2M + κ−1h(x)k
)(
δ + κfk(x)
)
, (3.39)
we have
inf
h∈H G(h) > −∞. (3.40)
So for any a > 0
lim‖h‖H→∞
(
1
2
‖h‖2H + aG(h)χ1,ε(h)
)
= ∞.
By Lemma 3.18, for any δ > 0 and R > 0, there exists C(δ,R) such that∫
R
∣∣h(x)∣∣k∣∣fk(x)∣∣g(x)dx  Cδk−2‖h‖2H for ‖h‖W  C(δ,R), ‖h‖H R. (3.41)
Thus, for sufficiently small ε,
inf
{
1
2
‖h‖2H + 2G(h)χ1,ε(h)
∣∣∣ h ∈ H} 0.
Also by the decomposition of the polynomial (3.39) we obtain that for any α > 0,
lim sup
λ→∞
1
λ
log
( ∫
exp
(−αGλ(w)))< ∞. (3.42)W
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principle with the rate function IG which is defined similarly to IF . By a similar argument to the
proof of Lemma 2.16 in [8], we can complete the proof. 
Remark 3.17. In the estimate (2.61) in [8], we used large deviation results without mentioning
the above decomposition of the polynomial (3.39). However, the argument above is necessary
because the function fk may be different for each k differently from the setting in Lemma 3.15.
To apply Lemma 3.13 to the proof of Theorem 3.12, we need to approximate A by bounded
linear operators of the form,
√
m(I + trace class operator). To this end, we introduce a family
of projection operators which depend on a positive parameter l. We fix a complete orthonormal
system {en}∞n=1 on L2([0,1], dx). The set {en} is also a c.o.n.s. of L2([0,1], dx)C. Let l > 0
and set en,l(x) = 1√
l
en(x/ l). Then {en,l} is a c.o.n.s. of L2([0, l], dx) and L2([0, l], dx)C. Let
Ik,l = [kl, (k + 1)l), where k ∈ Z. Let us define
en,l,k(x) =
{
en,l(x − kl) (k  0),
en,l(−x + (k + 1)l) (k < 0).
We extend en,l,k to a function on R setting en,l,k(x) = 0 for x /∈ Ik,l . The family of functions on R,
{en,l,k | n ∈N, k ∈ Z} is a c.o.n.s. of L2(R) and L2(R)C. Let us define the Fourier transform and
the inverse transform on L2(R)C:
Fϕ(ξ) = ϕˆ(ξ) = 1√
2π
∫
R
e−
√−1xξϕ(x) dx, (3.43)
F−1ψ(x) = ψˇ(x) = 1√
2π
∫
R
e
√−1xξψ(ξ) dξ. (3.44)
Note that en,l,k satisfies the following relation:∫
R
e−
√−1xξ en,l,k(x) dx =
∫
R
e
√−1xξ en,l,−k−1(x) dx, k ∈ Z. (3.45)
Let K,N be natural numbers. Let P˜N,K,l be the projection operator onto the linear span of{(
F−1en,l,k
)
(x)
∣∣ 1 nN, −K  k K − 1} (3.46)
in L2(R)C. More explicitly,
P˜N,K,lϕ(x) =
∑
1nN,−KkK−1
(
ϕ,F−1en,l,k
)
L2(R)C
(
F−1en,l,k
)
(x). (3.47)
If ϕ is a real-valued function, for k ∈ Z,(
ϕ,F−1en,l,k
)
2
(
F−1en,l,k
)
(x) = (ϕ,F−1en,l,−k−1) 2 (F−1en,l,−k−1)(x) (3.48)L (R)C L (R)C
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implies that P˜N,K,l is also a projection operator on L2(R).
Next, we define a family of projection operators on H = H 1/2(R). Let us consider a unitary
map Ψ : L2(R)C → H 1/2(R)C which is defined by Ψ = F−1Mω−1/2F, where Mω−1/2g(ξ) =
ω(ξ)−1/2g(ξ) and ω(ξ) = (m2 + ξ2)1/2. Clearly this unitary transformation preserves the real-
valued subspaces and Ψ |L2(R) = Φ . We define a projection operator on H 1/2C by
PN,K,lh(x) = Ψ ◦ P˜N,K,l ◦Ψ−1h(x). (3.49)
Since Ψ preserves the subspace of real-valued functions, PN,K,l is a projection operator on H 1/2.
This operator can be defined in the following way too. Take h ∈ L2. Then h ∈ H is equivalent to
Fh ∈ L2(ω(ξ) dξ) and
(h, k)H =
∫
R
(Fh)(ξ)(Fk)(ξ)ω(ξ) dξ. (3.50)
Therefore {F−1(ω−1/2en,l,k) | n ∈ N, k ∈ Z} constitutes a c.o.n.s. of HC. The projection PN,K,l
is nothing but a projection operator onto a linear span of {F−1(ω−1/2en,l,k) | 1  n  N,
−K  k  K − 1}. Note that ImPN,K,l ⊂ D(An) for all n  1. Also for any l, PN,K,l con-
verges to the identity operator on H strongly as N,K → ∞. The following Gagliard–Nirenberg
type estimate is used in the proof of Lemma 3.16 and the estimate for the weighted Lp-estimate
on PN,K,lh− h.
Lemma 3.18. Let p  2. Let g be a non-negative bounded measurable function such that
C(p,g) = max
{ ∫
R
∣∣g(x)∣∣dx,∫
R
|x|pg(x) dx,
∫
R
|x|2pg(x) dx
}
< ∞.
Let s be a positive number such that p−22p < s <
1
2 . Then there exists a positive constant C which
depends on C(p,g), ‖g‖∞ and s such that for any h ∈ H 1/2,
{ ∫
R
∣∣h(x)∣∣pg(x) dx}1/p  C‖h‖a(s)
H 1/2
‖h‖1−a(s)W , (3.51)
where a(s) = 3/(4 − 2s).
Proof. Let ϕ be a C∞ function such that ϕ(x) = 1 for |x|  1 and ϕ(x) = 0 for |x|  2 and
0 ϕ(x) 1 for all x. Let R  1. We consider the following decomposition
h = F−1(hˆϕ(·/R))+ F−1(hˆ(1 − ϕ(·/R)))= h1 + h2. (3.52)
Let H,ξ = (1 + |ξ |2 −ξ). Using the integration by parts formula, we obtain
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2π
∫
R
e
√−1xξϕ(ξ/R)H,ξ−1H,ξ hˆ(ξ) dξ
= 1√
2π
∫
R
e
√−1xξϕ(ξ/R)
(
1 + |ξ |2 + |x|2)−1H,ξ hˆ(ξ) dξ
− 2√
2π
∫
R
√−1x
R
e
√−1xξϕ′(ξ/R)−1H,ξ hˆ(ξ) dξ
− 1√
2π
∫
R
1
R2
ϕ′′(ξ/R)e
√−1xξ−1H,ξ hˆ(ξ) dξ. (3.53)
Using the Schwarz inequality and the commutativity of F−1 and H,ξ , we have
∣∣h1(x)∣∣ Cϕ√
2π
‖h‖W
(√
R|x|2 + 2|x|R−1/2 + √R(1 + 4R)+R−3/2) (3.54)
and
‖h1‖Lp(g dx)  CR3/2‖h‖W . (3.55)
Next we estimate h2. By Lemma 3.3,
‖h2‖Lp  Cp,s
( ∫
R
∣∣hˆ(ξ)(1 − ϕ(ξ/R))∣∣2(m2 + ξ2)s dξ)1/2
 Cp,s
( ∫
R
(m2 + ξ2)1/2
(m2 +R2) 12 −s
∣∣hˆ(ξ)∣∣2 dξ)1/2
= Cp,s
(
m2 +R2)− 12 ( 12 −s)‖h‖H 1/2 . (3.56)
The estimates (3.55) and (3.56) imply for any R  1,{ ∫
R
∣∣h(x)∣∣pg(x) dx}1/p  C1‖g‖∞
R(
1
2 −s)
‖h‖H 1/2 +C2R3/2‖h‖W, (3.57)
where C1 is a constant which depends on m,p, s and C2 is a constant which depends on
‖g‖L1 ,
∫
R
|x|pg(x) dx and ∫
R
|x|2pg(x) dx. Let C3 = suph=0 ‖h‖W‖h‖H . Clearly C3 < ∞. Putting
R = (C3 ‖h‖H‖h‖W )1/(2−s), we get the estimate (3.51). 
Using the preliminaries above, we approximate A by bounded linear operators which are of
the form
√
m(I + trace class operator). Let R be a large positive number. Let ψR(x) be a positive
function on [0,∞) such that ψR(x) = 1 for 0 x  ω(R)1/2 and ψR(x) = ω(R)1/2/x for x 
ω(R)1/2. Let A(R) = AψR(A). Then A(R) is a bounded linear operator and ‖A(R)‖op = ω(R)1/2.
In the first step, we approximate A by A(R) as in the following lemma. From now on, we use
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Br,H (k) = {h ∈ H | ‖h− k‖H < r}. Also, we define Bε(Z) =⋃n0i=1 Bε(hi).
Lemma 3.19. Assume U satisfies (A1) and (A2). Let u ∈FWU .
(1) For any ε > 0, there exists β(ε) > 0 such that
inf
{
U(h)− u(h) ∣∣ h ∈ Bε(Z)c ∩ D(A)} β(ε). (3.58)
(2) For any ε > 0, there exist R > 0 and δ(ε,R) > 0 such that
inf
{
1
4
∥∥A(R)h∥∥2
H
+ V (h)− u(h)
∣∣∣ h ∈ Bε(Z)c ∩H} δ(ε,R). (3.59)
Proof. (1) We have ‖Ah‖H √m‖h‖H for any h. Since for any h ∈ H
V (h)− u(h)
∫
R
(
inf
x
P (x)
)
g(x)dx − sup
h
u(h) =: κ > −∞, (3.60)
lim inf‖h‖H→∞( 14‖Ah‖2H +V (h)−u(h)) = +∞. Hence it suffices to show that for fixed R0 > 0
inf
{
1
4
‖Ah‖2H + V (h)− u(h)
∣∣∣ h ∈ Bε(Z)c ∩BR0,H (0)∩ D(A)} β(ε) > 0. (3.61)
Assume that there exist {ϕn} ⊂ Bε(Z)c ∩ BR0,H (0) ∩ D(A) such that limn→∞(U(ϕn) −
u(ϕn)) = 0. By Lemma 3.3, supn |V (ϕn)| < ∞. Hence supn ‖ϕn‖H 1 < ∞. Therefore we may
assume that ϕn converges weakly to some ϕ˜ ∈ H 1 in H 1. Since the inclusion H ↪→ W is a
Hilbert–Schmidt operator, limn→∞ ‖ϕn − ϕ˜‖W = 0 and limn→∞ u(ϕn) = u(ϕ). By Lemma 3.18,
limn→∞ V (ϕn) = V (ϕ˜). Combining these, we get
U(ϕ˜)− u(ϕ˜) lim inf
n→∞
(
1
4
‖ϕn‖2H 1 + V (ϕn)− u(ϕn)
)
= 0.
This implies ϕ˜ ∈ Z . However, since limn→∞ ‖ϕn − ϕ˜‖W = 0, this contradicts the assumptions
on {ϕn}.
(2) It suffices to show that for fixed R0 > 0 and any ε > 0, there exist R and δ(ε,R) > 0 such
that for any h ∈ Bε(Z)c ∩BR0,H (0),
1
4
∥∥A(R)h∥∥2
H
+ V (h)− u(h) δ(ε,R). (3.62)
Pick any h ∈ Bε(Z)c ∩BR0,H (0). There are two cases where
(i) there exists i such that ψR(A)h ∈ Bε/2(hi),
(ii) it holds that ψR(A)h ∈ Bε/2(Z)c ∩BR ,H (0).0
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Noting A(R)h = Aχ[0,ω(R)1/2)(A)h+ω(R)1/2χ[ω(R)1/2,∞)(A)h, we have
1
4
∥∥A(R)h∥∥2
H
+ V (h)− u(h) ε
2C2ω(R)
16
+ κ,
where κ is defined in (3.60). Hence, for large R, (3.62) holds. We consider the case (ii).
If 14‖A(R)h‖2H  |κ| + ε, then 14‖A(R)h‖2H + V (h) − u(h)  ε. So we may assume that
1
4‖A(R)h‖2H  |κ| + ε. In this case,
∥∥h−ψR(A)h∥∥2H  ∥∥χ[ω(R)1/2,∞)(A)h∥∥2H  4(|κ| + ε)ω(R) . (3.63)
Hence ∣∣V (h)− V (ψR(A)h)∣∣ C(1 + ‖h‖H )2M−1∥∥h−ψR(A)h∥∥H
 C(1 +R0)2M−1
(
4(|κ| + ε)
ω(R)
)1/2
, (3.64)
∣∣u(h)− u(ψR(A)h)∣∣ C∥∥h−ψR(A)h∥∥W  2C( |κ| + εω(R)
)1/2
. (3.65)
In (3.64), we have used Lemma 3.3. Thus, we have
1
4
∥∥A(R)h∥∥2
H
+ V (h)− u(h) = 1
4
∥∥A(R)h∥∥2
H
+ V (ψR(A)h)− u(ψR(A)h)
+ V (h)− V (ψR(A)h)− (u(h)− u(ψR(A)h))
 β(ε/2)− 4C(1 +R0)2M−1
( |κ| + ε
ω(R)
)1/2
. (3.66)
Therefore, (3.62) holds. 
We introduce approximate operators of A. From now on, we assume that R/l ∈N. Let
Al =
∞∑
k=0
ω(kl)1/21[ω(kl)1/2,ω((k+1)l)1/2)(A).
By the assumption R/l ∈N, we have (A(R))l = (Al)(R). Hence we can use the notation A(R)l for
this operator without ambiguity. Also we define
A
(R) = A(R)PN,K,l, A(R) = A(R) . (3.67)N,K,l l N,l N,R/l,l
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A
(R)
N,lh =
N∑
n=1
∑
−(R/l)k−1
ω
(
(k + 1)l)1/2(h,F−1(ω−1/2en,l,k))HF−1(ω−1/2en,l,k)
+
N∑
n=1
∑
0k(R/l)−1
ω(kl)1/2
(
h,F−1
(
ω−1/2en,l,k
))
H
F−1
(
ω−1/2en,l,k
)
. (3.68)
Finally, we set
AN,l = A(Nl)N,l , PN,l = PN,N,l . (3.69)
We have ImPN,l ⊂ ImPN+1,l and limN→∞ PN,l = I strongly. Note that √mP⊥N,l + AN,l is an
approximation operator of A for small l and large N . We have the following lemmas for these
operators. The first lemma is easy and we omit the proof.
Lemma 3.20.
(1) The bounded linear operators PN,l,P⊥N,l,A(Nl)l ,AN,l commute.
(2) The image of the operator AN,l is a finite dimensional subspace of H .
Lemma 3.21.
(1) For any h ∈ D(A)
‖Ah‖2H 
∥∥A(Nl)h∥∥2
H

∥∥A(Nl)l h∥∥2H  ∥∥(√mP⊥N,l +AN,l)h∥∥2H (3.70)
and I − (P⊥N,l + 1√mAN,l) is a finite dimensional operator, especially, a trace class operator.
(2) Assume that U satisfies (A1) and (A2). Let u ∈ FWU . For any ε > 0, there exist δ(ε)′ > 0,
N ∈N, l > 0 such that
inf
{
1
4
∥∥(√mP⊥N,l +AN,l)h∥∥2H + V (h)− u(h) ∣∣∣ h ∈ Bε(Z)c ∩H} δ(ε)′.
Proof. It is easy to check (1). We prove (2). By a similar argument to the proof of Lemma 3.19(1),
it is enough to show that for fixed large R0 > 0 and any ε > 0, there exist δ(ε)′ and N ∈N, l > 0
such that for any h ∈ Bε(Z)c ∩BR0,H (0),
1
4
∥∥(√mP⊥N,l +AN,l)h∥∥2H + V (h)− u(h) δ(ε)′. (3.71)
Note that for h ∈ H ,
∥∥A(Nl)h∥∥2  ∥∥A(Nl)h∥∥2 − l‖h‖2 . (3.72)l H H H
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by (3.59), we get
inf
{
1
4
∥∥A(Nl)l h∥∥2H + V (h)− u(h) ∣∣ h ∈ Bε(Z)c ∩BR0,H (0)}
 δ(ε,Nl)/2 =: δ(ε)′. (3.73)
By using the commutativity of A(Nl)N,l and PN,l , we have
1
4
∥∥√mP⊥N,lh+AN,lh∥∥2H + V (h)− u(h)
= m
4
∥∥P⊥N,lh∥∥2H + 14‖AN,lh‖2H + V (PN,lh)− u(PN,lh)
+ V (h)− V (PN,lh)−
(
u(h)− u(PN,lh)
)
. (3.74)
By the same argument as in the proof of Lemma 3.19, we may assume that
1
4
‖AN,lh‖2H  |κ| + ε. (3.75)
By using the Hölder inequality and Lemma 3.3 we have
∣∣V (h)− V (PN,lh)∣∣ C 2M∑
k=1
k−1∑
r=0
‖PN,lh‖rLk(g dx)
∥∥P⊥N,lh∥∥k−rLk(g dx)
 Cg
2M∑
k=1
k−1∑
r=0
‖h‖rH
∥∥P⊥N,lh∥∥k−rLk(g dx). (3.76)
Let δ be a positive number. Note that limN→∞ PN,l = I strongly and the inclusion H ↪→ W is
a Hilbert–Schmidt operator. By taking N sufficiently large and using Lemma 3.18, we have for
h ∈ H with ‖h‖H R0∣∣V (h)− V (PN,lh)∣∣ C(1 +R0)2M−1δ, ∣∣u(h)− u(PN,lh)∣∣ CδR0.
Let h ∈ Bε(Z)c ∩ BR0,H (0). There are two cases where (i) for some i, PN,lh ∈ Bε/2(hi),
(ii) PN,lh ∈ Bε/2(Z)c . Let us consider the case (i). We estimate the quantity on the right-hand
side of (3.74).
1
4
‖AN,lh‖2H + V (PN,lh)− u(PN,lh)
= 1
4
‖AN,lh‖2H + V
(
ψNl(A)PN,lh
)− u(ψNl(A)PN,lh)
+ V (PN,lh)− V
(
ψNl(A)PN,lh
)− (u(PN,lh)− u(ψNl(A)PN,lh)). (3.77)
We have
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4
‖AN,lh‖2H =
1
4
∥∥A(Nl)l PN,lh∥∥2
 1
4
∥∥A(Nl)PN,lh∥∥2H − l4‖PN,lh‖2H
 1
4
∥∥AψNl(A)PN,lh∥∥2H − l4R20 . (3.78)
By (3.75) and a similar proof to (3.63), we obtain
∥∥PN,lh−ψNl(A)PN,lh∥∥2H  4(|κ| + ε)ω(Nl) . (3.79)
The estimate ‖PN,lh− hi‖W  ε2 implies ‖P⊥N,lh‖H  C‖P⊥N,lh‖W  Cε/2. Consequently,
1
4
∥∥√mP⊥N,lh+AN,lh∥∥2H + V (h)− u(h)
 mC
2ε2
16
− l
4
R20 −C(1 +R0)2M−1δ −CδR0
−C(1 +R0)2M−1
(
4(|κ| + ε)
ω(Nl)
)1/2
− 2C
( |κ| + ε
ω(Nl)
)1/2
, (3.80)
which proves (3.71). It remains to consider the case (ii). In this case,
1
4
∥∥√mP⊥N,lh+AN,lh∥∥2H + V (h)− u(h) δ(ε2
)′
− (C + 1)δ(1 +R0)2M−1.
This completes the proof. 
4. Proof of Theorem 2.3 and Theorem 3.12
Proof of Theorem 3.12. (1) Lower bound estimate: To prove the inequality LHS  RHS
in (3.24), we divide the estimate into two parts: (I) Neighborhood of the zero points of U ;
(II) Outside neighborhood of the zero points of U .
Let χ be a C∞ function such that χ(x) = 1 for x  1, χ ′(x) 0 for all x and χ(x) = 0 for
x  2. Let ε be a sufficiently small positive number and χi(w) = χ( ‖(w−
√
λhi)‖2W
ε2λ
) and χ∞(w) =√
1 −∑n0i=1 χi(w)2. Let f∗(w) = f (w)χ∗(w), where ∗ = i,∞ (1 i  n0). Then(
(−LA + Vλ − uλ)f,f
)= ∑
{∗=1,...,n0,∞}
(
(−LA + Vλ − uλ)f∗, f∗
)
−
∑
{∗=1,...,n0,∞}
∫
W
‖DAχ∗‖2Hf (w)2 dμ(w). (4.1)
By Lemma 3.8, there exists a positive constant C such that ‖DAχ∗(w)‖2H  Cε2λ μ-a.s. w for
all ∗. First, we consider the case where ∗ = 1, . . . , n0.
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(−LA + Vλ − uλ)fi, fi
)
=
∫
W
∥∥(DAfi)(w + √λhi)∥∥2H exp(−√λ(hi,w)H − λ2‖hi‖2H
)
dμ
+
∫
W
(
Vλ(w +
√
λhi)− uλ(w +
√
λhi)
)
fi(w +
√
λhi)
2
× exp
(
−√λ(hi,w)H − λ2‖hi‖
2
H
)
dμ. (4.2)
Let f¯i (w) = fi(w +
√
λhi) exp(−
√
λ
2 (hi,w)H − λ4‖hi‖2H ). Note that ‖f¯i‖L2(μ) = ‖fi‖L2(μ).
Using the integration by parts formula, we have∫
W
∥∥(ADfi)(w + √λhi)∥∥2H exp(−√λ(hi,w)H − λ2‖hi‖2H
)
dμ
=
∫
W
∥∥∥∥A(Df¯i(w)+
√
λ
2
hif¯i(w)
)∥∥∥∥2
H
dμ
=
∫
W
∥∥(ADf¯i)(w)∥∥2H dμ+ √λ∫
W
(
A2hi,w
)
H
f¯i(w)
2
2
dμ+ λ
4
∫
W
‖Ahi‖2H f¯i(w)2 dμ.
Also note that
Vλ(w +
√
λhi) = λ
∫
R
P
(
hi(x)
)
g(x)dx + √λ
∫
R
P ′
(
hi(x)
)
w(x)g(x) dx
+
∫
R
:w(x)2:vi(x) dx +
2M∑
k=3
λ1−
k
2
∫
R
:w(x)k:P
(k)(hi(x))
k! g(x)dx, (4.3)
−uλ(w +
√
λhi) = −εi‖w‖2W
(= :〈Jiw,w〉: + trJi) for w with χi(w) = 0. (4.4)
By the Euler–Lagrange equation, we have 12 (A
2hi,w)H +
∫
R
P ′(hi(x))w(x)g(x) dx = 0
μ-a.s. w. By this and U(hi) = 14‖Ahi‖2H +
∫
R
P(hi(x))g(x) dx = 0, we have
(
(−LA + Vλ − uλ)fi, fi
)= ∫
W
∥∥ADf¯i(w)∥∥2 dμ+ ∫
W
(
Qvi,Ji (w)+ trJi
)
f¯i (w)
2 dμ
+
∫
W
Rλ,i(w)f¯i(w)
2 dμ, (4.5)
where
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2M∑
k=3
λ1−
k
2
∫
R
:w(x)k:gk,i(x) dx (4.6)
and gk,i(x) = P (k)(hi (x))k! g(x). Let χε,λ(w) = χ(
‖w‖2W
3ε2λ ). Applying Lemma 3.13 (3) to the case
where V˜ = Rλ,iχε,λ, we obtain(
(−LA + Vλ − uλ −Ei)fi, fi
)
L2(μ)
−mcvi,Ji
2
log
( ∫
W
exp
(
− 2
mcvi,Ji
Rλ,i(w)χε,λ(w)
)
Ωvi,Ji (w)
2 dμ(w)
)
‖f¯i‖2L2(μ).
(4.7)
By Lemma 3.16 and using the same argument as in pp. 3363–3364 in [8], we have
lim inf
λ→∞
(
(−LA + Vλ − uλ −Ei)fi, fi
)
L2(μ)  0.
(II) Outside neighborhood of the zero points of U : We estimate ((−LA + Vλ − uλ)f∞, f∞).
To this end, let χ¯i (w) = χ( 3‖w−
√
λhi‖2W
ε2λ
) and χ¯∞(w) =
√
1 −∑n0i=1 χ¯i (w)2. χ¯∞ satisfies that
χ¯∞(w) = 1 for w with χ∞(w) = 0 and
{
w ∈ W ∣∣ χ¯∞(w) = 0}⊂ ( n0⋃
i=1
B
ε
√
λ
3
(
√
λhi)
)c
.
Let ε′ < ε√
3
. For this ε′, we choose a number N, l as in Lemma 3.21 (2) and define a trace class
operator on H by
TN,l = AN,l√
m
− PN,l.
We have(
(−LA + Vλ − uλ)f∞, f∞
)
m
∫
W
∥∥(I + TN,l)Df∞(w)∥∥2H dμ(w)
+
∫
W
(
Vλ(w)− uλ(w)− 12λδ
(
ε′
))
χ¯∞(w)f∞(w)2 dμ(w)
+
∫
W
1
2
λδ
(
ε′
)
χ¯∞(w)f∞(w)2 dμ(w). (4.8)
Note that ∫ 1
2
λδ
(
ε′
)
χ¯∞(w)f∞(w)2 dμ(w) = 12λδ
(
ε′
)‖f∞‖2L2(μ).W
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J2(λ) = m
∫
W
∥∥(I + TN,l)Df∞(w)∥∥2H dμ(w)+ ∫
W
V˜λ(w)f∞(w)2 dμ(w)
−m
2
log
{ ∫
W
exp
(
− 2
m
V˜λ(w)− (TN,lw,w)H − 12‖TN,lw‖
2
H
)
dμ(w)
}
‖f∞‖2L2(μ)
+
(
m
2
log det(I + TN,l)− m2 tr
(
T 2N,l
)−m tr(TN,l))‖f∞‖2L2(μ). (4.9)
Because
m
4
∥∥(I + TN,l)h∥∥2H +(V (h)− u(h)− 12δ(ε′)
)
χ˜∞(h) 0 for all h ∈ H, (4.10)
where
χ˜∞(h) =
(
1 −
n0∑
i=1
χ
(3‖h− hi‖2W
ε2
)2)1/2
, (4.11)
by the large deviation estimate, we obtain for any ε′′ > 0 it holds that
J2(λ)
(−ε′′λ+Cm)‖f∞‖2L2(μ) for large λ.
Putting the above estimates together, we complete the proof of lower bound estimate.
(2) Upper bound estimate: In (4.5), putting f¯i (w) = Ωvi,Ji (w) and using
lim
λ→∞
∫
W
Rλ,i(w)Ωvi,Ji (w)
2 dμ(w) = 0,
we obtain the upper bound estimate. 
5. Proof of Theorem 2.6
In this section, we prove Theorem 2.6. First, let us recall the result in the case of Schrödinger
operator −Hλ,U = −+ λU(x/
√
λ) in L2(Rd, dx) and we sketch an idea of the proof of The-
orem 2.6. Assume (H1), (H2), (H3) in Section 2 and
(H4) U(x) = U(−x) for all x and the zero points of U consists two points.
Then the gap of the spectrum of the lowest eigenvalue and the second lowest eigenvalue is ex-
ponentially small when λ → ∞ and the exponential decay rate is given by the Agmon distance
between two zero points of U . One of the key of the proof of this result is that the operator −
is bounded from below which is obtained by subtracting the potential term λU(x/
√
λ ) from the
Schrödinger operator −Hλ,U . In the case of −LA+Vλ, although it is formally written as in (2.7),
2716 S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753we cannot do the same thing. However, the bottom of spectrum of −LA + Vλ − uλ is uniformly
bounded from below for large λ if u ∈ FWU . So we can apply the standard argument to the oper-
ator −LA + Vλ by replacing − and Uλ by −LA + Vλ − uλ and uλ respectively. Therefore we
will introduce distance functions using u ∈ FWU by which we can give estimates for the decay
rate. After that, we optimize the estimates and we arrive at the desired estimate in Theorem 2.6.
So, first, we introduce the following.
Definition 5.1. Let ϕ,ψ ∈ L2(R). Let ACT,ϕ,ψ(L2(R)) be the set of all absolutely continuous
functions c : [0, T ] → L2(R) with c(0) = ϕ and c(T ) = ψ . We may omit the subscript T when
T = 1 and omit denoting ϕ,ψ if there are no constraint. Let u be a non-negative bounded con-
tinuous function on W . For w1,w2 ∈ W with w2 −w1 ∈ L2(R), define
ρWu (w1,w2) = inf
{ T∫
0
√
u
(
w1 + c(t)
)∥∥c′(t)∥∥
L2 dt
∣∣∣ c ∈ ACT,0,w2−w1(L2(R))
}
. (5.1)
If w1 −w2 /∈ L2(R), we set ρWu (w1,w2) = ∞.
The definition of ρWu does not depend on T . Clearly, ρWu (w,w + ϕ)
√‖u‖∞‖ϕ‖L2 for any
w ∈ W,ϕ ∈ L2. We define an approximate Agmon distance.
Definition 5.2 (Approximate Agmon distance). Let u ∈FWU and w1,w2 ∈ W . Define
ρWu (w1,w2) = lim
ε→0 inf
{
ρWu (w,η)
∣∣w ∈ Bε(w1), η ∈ Bε(w2)}. (5.2)
Using ρWu , we define
dWU (w1,w2) = sup
u∈FWU
ρWu (w1,w2). (5.3)
Remark 5.3.
(1) Assume U satisfies (A1), (A2), (A3). We show that dWU (h0,−h0) > 0. For sufficiently small
positive κ and positive R, u = κ min(uZ ,R) ∈FWU . Note that
inf
{‖w1 −w2‖W ∣∣w1 ∈ Bε(h0), w2 ∈ Bε(−h0)} 2(‖h0‖W − ε)> 0,
and L2 norm is stronger than the norm of ‖ ‖W , we have ρWu (h0,−h0) > 0 and
dWU (h0,−h0) > 0. Also it is obvious that dWU (h0,−h0) dAgU (h0,−h0).
(2) Let us consider the case where U(h) = U(−h). Take u ∈ FWU . Then v(w) = max(u(w),
u(−w)) also belongs to FWU . So, the value of dAgU (w1,w2) in (5.3) does not change by
restricting the domain FWU to the proper subset consisting of such symmetric functions.
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ρWu (η,w) = +∞ μ-a.s. w.
So, still, we cannot argue as finite dimensional cases and we need some preliminaries to prove
main theorem. For a non-empty open set O of W , let
ρWu (w,O) = inf
{
ρWu (w,φ)
∣∣ φ ∈ O}.
Lemma 5.4. Let u be a bounded continuous function on W . Let O be a non-empty open set.
We have ρWu (w,O) < ∞ for all w ∈ W and the function w → ρWu (w,O) is a Borel measurable
function. Let λ > 0. Let us write ρλ,O(w) = ρWu (w/
√
λ,O) for simplicity. Then the function
ρλ,O belongs to D(EA) and
∥∥DAρλ,O(w)∥∥2H  1λu(w/√λ ) μ-a.s. w. (5.4)
The proof of this lemma is a suitable modification of that of Lemma 3.2 in [5].
Proof. For any w ∈ W , there exists h ∈ H such that w + h ∈ O which implies ρWu (w,O) < ∞.
The measurability follows from the same argument as in the proof of Lemma 3.2 in [5]. We prove
the latter half of the statement. We prove the estimate in the case where λ = 1. The proof of other
cases is similar to it. Let C = ‖u‖∞. Let h ∈ H . By the definition of ρWu ,
ρWu (w + h,O) ρWu (w,O)+
1∫
0
√
u(w + th)‖h‖L2 dt
 ρWu (w,O)+
√
C‖h‖L2 . (5.5)
This shows ρWu (w,O) is almost surely H -Lipschitz continuous function on W . By Exam-
ple 5.4.10 in [10], ρWu belongs to D(EI ) and ‖DρWu (w,O)‖H 
√
C for μ-almost all w. Actually,
(5.5) shows for any h ∈ H ,
(
DρWu (w,O),h
)
H

√
u(w)
∥∥A−1h∥∥
H
. (5.6)
This shows ‖DAρWu (w,O)‖H 
√
u(w) μ-almost all w. 
Remark 5.5. Let dH (w,η) = ‖w− η‖H . This function dH is so-called an H -distance on W and
ρH (O,w) = inf{dH (w,η) | η ∈ O} belongs to D(EI ) for any non-empty open set O in W . The
definition of D(EI ) was given in Definition 3.1. The topology defined by the Agmon distance dAgU
on H 1/2(R)(= H) is nothing but the topology of the Sobolev space H 1/2(R). See Theorem A.6.
Approximate Agmon distance dWU may be viewed as an extension of d
Ag
U on W similarly to dH
in view of Lemma 5.9. However I think dWU (w,η) = +∞ if w /∈ H 1/2 or η /∈ H 1/2 differently
from dH .
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normalized eigenfunction Ω0,λ(w). Intuitively, the ground state measure Ω0,λ(w)2 dμ(w) con-
centrates on a certain neighborhood of
√
λh0,−
√
λh0 when λ is large. We need such an estimate
to obtain our second main theorem.
Lemma 5.6. Let 0 < q < 1. Let ξ be a globally Lipschitz continuous function such that the
support of the first derivative of ξ is compact. Let u ∈FWU and set
η(w) = ξ(ρWu (w,Bε(Z))), ρu(w) = ρWu (w,Bε(Z)). (5.7)
Then ∫
W
{
λ
(
1 − q2)u(w/√λ )− (Cu +E1(λ))}e2λqρu(w/√λ )η(w/√λ )2Ω0,λ(w)2 dμ(w)
 1
λ
∫
W
e2λqρu(w/
√
λ)ξ ′
(
ρu(w/
√
λ)
)2
u(w/
√
λ )Ω0,λ(w)
2 dμ(w)
+ 2q
∫
W
e2λqρu(w/
√
λ)ξ ′
(
ρu(w/
√
λ )
)
η(w/
√
λ )u(w/
√
λ)Ω0,λ(w)
2 dμ(w). (5.8)
Proof. Let F and G be bounded C∞ functions on W . We use the notation Fλ(w) = λF(w/
√
λ ).
Using the lower bound
infσ(−LA + Vλ − uλ)−Cu for sufficiently large λ,
we have(
eFλG,
(−LA + Vλ −E1(λ))(e−FλG))L2(μ)
= (((−LA + Vλ − uλ)−E1(λ))G,G)L2(μ) + ((uλ − ‖DAFλ‖2H )G,G)L2(μ)

({
λ
(
u
(
w√
λ
)
−
∥∥∥∥(DAF)( w√
λ
)∥∥∥∥2
H
)
− (Cu +E1(λ))}G,G)
L2(μ)
. (5.9)
Let η be another smooth function and set
G = Ω0,λeFληλ. (5.10)
Using (−LA + Vλ)Ω0,λ = E1(λ)Ω0,λ, the left-hand side of (5.9) reads(
e2FλΩ0,ληλ,
(−LA + Vλ −E1(λ))(Ω0,ληλ))
= −(e2FλΩ20,ληλ,LAηλ)− (DA(Ω20,λ), e2FληλDAηλ)
=
∫
e2Fλ‖DAηλ‖2HΩ20,λ dμ+ 2
∫
e2Fλ(DAFλ,DAηλ)HηλΩ
2
0,λ dμ. (5.11)W W
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∫
W
{
λ
(
u
(
w√
λ
)
−
∥∥∥∥(DAF)( w√
λ
)∥∥∥∥2
H
)
− (Cu +E1(λ))}e2Fλ(w)ηλ(w)2Ω0,λ(w)2 dμ(w)

∫
W
e2Fλ‖DAηλ‖2HΩ20,λ dμ+ 2
∫
W
e2Fλ(DAFλ,DAηλ)HηλΩ
2
0,λ dμ. (5.12)
We apply this estimate in the case where
F(w) = qρWu
(
w,Bε(Z)
)
, (5.13)
η(w) = ξ(ρWu (w,Bε(Z))). (5.14)
These functions do not satisfy the assumptions we assume so far. But standard approximation
argument works and we complete the proof. 
Let κ be a positive number and ξ(t) be the piecewise linear function such that ξ(t) = 0 for
t  0 and ξ(t) = 1 for t  κ . Then we obtain an exponential decay estimate of the ground state
measure.
Lemma 5.7. Let r > κ and 0 < q < 1. For large λ, we have∫
ρWu (w/
√
λ,Bε(Z))r
Ω0,λ(w)
2 dμ(w) C1
e−2qλ(r−κ)
κ2(λ(1 − q2)ε2 −C2)‖u‖∞, (5.15)
where Ci are positive constants independent of λ.
We write μλ,U = Ω0,λ(w)2 dμ(w). Let Sλw = w/
√
λ be the scaling map. Then the above
lemma shows that the image measure (Sλ)∗μλ,U concentrates on a neighborhood of zero points
{h0,−h0} of the potential function U . Now we are going to prove second main theorem. As the
first step, we prove the following.
Lemma 5.8. Assume the same assumptions as in Theorem 2.6. Then we have
lim sup
λ→∞
log(E2(λ)−E1(λ))
λ
−dWU (h0,−h0). (5.16)
Proof. Note that
E2(λ)−E1(λ) = inf
{∫
W
‖DAf (w)‖2H dμλ,U
Varμλ,U (f )
∣∣∣ f ≡ const, f ∈ D(EA)∩L∞(W,μ) with∫ ∥∥DAf (w)∥∥2H dμλ,U < ∞}, (5.17)
W
2720 S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753where Varμλ,U stands for the variance with respect to the ground state measure μλ,U . To prove
this result, we need to identify the domain of the Dirichlet form which is obtained by the ground
state transformation by Ω0,λ. We refer the reader to [3] for this problem in a setting of hyper-
bounded semi-group. By taking a trial function f which satisfies the assumption of the right-hand
side of the above, we prove (5.16). Let u ∈ FWU which satisfies ρWu (h0,−h0) > 0. Without loss
of generality, we may assume that u(w) = u(−w) for all w because of Remark 5.3 (2). Take
δ > 0 such that 0 < δ < ρ
W
u (h0,−h0)
4 . Let ψδ be the piecewise linear function such that ψδ(t) = 1
for t  ρ
W
u (h0,−h0)
2 − 2δ and ψδ(t) = 0 for t 
ρWu (h0,−h0)
2 − δ. Let
fδ(w) = ψδ
(
ρWu
(
w√
λ
,Bε(h0)
))
−ψδ
(
ρWu
(
w√
λ
,Bε(−h0)
))
. (5.18)
Let ε be a sufficiently small positive number such that
ρWu
(
w,Bε(h0)
)+ ρWu (w,Bε(−h0))> ρWu (h0,−h0)− 2δ for all w ∈ W. (5.19)
We can choose such a number because of the definition of ρWu and the triangle inequality for ρWu .
Let κ be a positive number such that
ρWu (h0,−h0)
2
− 2δ > κ. (5.20)
Since
Varμλ,U (fδ) 2μλ,U (fδ = 1)μλ,U (fδ = −1)
= 2μλ,U
(
ρWu
(
w√
λ
,Bε(h0)
)

ρWu (h0,−h0)
2
− 2δ
)2
(5.21)
= 1
2
μλ,U
(
ρWu
(
w√
λ
,Bε(Z)
)

ρWu (h0,−h0)
2
− 2δ
)2
, (5.22)
we obtain
lim inf
λ→∞ Varμλ,U (fδ) > 0. (5.23)
We have used (5.19) and the symmetry, i.e., u(w) = u(−w), Ω0,λ(w) = Ω0,λ(−w) for all w ∈ W
in (5.21). Also we have used (5.19) in (5.22). On the other hand,
∫
W
∥∥DAfδ(w)∥∥2H dμλ,U (w) Cλδ2
∫
Dδ
u
(
w√
λ
)
dμλ,U (w)
 C1‖u‖∞2 2 2 2 e−qλ(ρ
W
u (h0,−h0)−4δ−2κ), (5.24)λδ κ (λ(1 − q )ε −C2)
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Dδ =
{
w ∈ W
∣∣∣ ρWu ( w√
λ
,Bε(Z)
)
∈
[
ρWu (h0,−h0)
2
− 2δ, ρ
W
u (h0,−h0)
2
− δ
]}
. (5.25)
Thus by optimizing ρWu (h0,−h0), this completes the proof. 
Now we complete the proof of Theorem 2.6. It suffices to prove the following lemma.
Lemma 5.9. Let us consider the situation in Theorem 2.6. Then we have
d
Ag
U (h0,−h0) = dWU (h0,−h0). (5.26)
From now on, until the end of this section, we assume that U satisfies (A1), (A2) and (A3).
We need preparations for the proof of this lemma. Let I = [−L/2,L/2]. Let D = d2dx2
be the Laplace–Beltrami operator on L2(I, dx) with Dirichlet boundary condition, where
dx denotes the Lebesgue measure. Set e2k(x) =
√
2
L
sin( 2kπ
L
x) (k = 1,2, . . .), e2k+1(x) =√
2
L
cos( (2k+1)π
L
x) (k = 0,1, . . .). Then {en}n0 is a complete orthonormal system of L2(I, dx).
We define Sobolev spaces:
HsD(I, dx) =
{
h ∈D′(I )
∣∣∣ h =∑
n0
anen, and ‖h‖2HsD(I) :=
∑
n0
ω(n)2s |an|2 < ∞
}
,
where ω(n) = (m2 + ( nπ
L
)2)1/2 and s ∈ R. Clearly ‖ϕ‖HsD = ‖(m2 −D)s/2ϕ‖L2 . We consider
projection operators PNh =∑0nN anen on HsD . Below, we denote the set of C∞ functions
with compact support on R by C∞0 (R).
Lemma 5.10. Let I = [−L/2,L/2].
(1) Let χ ∈ C∞0 (R) and assume the support of χ is included in the open interval (−L/2,L/2).
Let Mχ be the multiplication operator defined by Mχh = χ ·h ∈ C∞(I ), where h ∈ C∞0 (R).
Then Mχ can be extended to a bounded linear operator from W to H−2D (I).
(2) Let h ∈ H 1D(I, dx). Define h˜(x) = h(x) (x ∈ I ) and h˜(x) = 0 (x ∈ I c). Then the zero exten-
sion h˜ belongs to H 1(R) and ‖h˜‖H 1(R) = ‖h‖H 1D(I).
Proof. (1) Let h ∈ C∞0 (R) and ϕ ∈ L2(I ). We write (m2 − D)−1ϕ = ψ ∈ H 2D(I). Then (the
zero extension of) ψ · χ belongs to H 2(R) and
(1 −)(ψ · χ) = ϕ · χ + (1 −m2)ψ · χ −χ ·ψ − 2ψ ′χ ′. (5.27)
We have
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I
(
m2 −D
)−1
(hχ)(x)ϕ(x) dx =
∫
R
h(x)χ(x)
(
m2 −D
)−1
ϕ(x)dx
=
∫
R
(
1 + x2 −)−1h(x)(1 + x2 −)(χψ)(x) dx
 ‖h‖W
∥∥(1 + x2 −)(χψ)∥∥
L2(R). (5.28)
By (5.27), we obtain∣∣∣∣ ∫
I
(
m2 −D
)−1
(hχ)(x)ϕ(x) dx
∣∣∣∣ C(L)‖h‖W (‖ϕ‖L2(I ) + ‖ψ‖L2(I ) + ∥∥ψ ′∥∥L2(I ))
 C(L)‖h‖W‖ϕ‖L2(I ) (5.29)
which proves the statement (1). The result (2) is an elementary subject. 
Also we have
Lemma 5.11.
(1) Let p  2. Then ‖h‖Lp(I)  C(L)‖h‖H 1/2D (I).
(2) Let 0 < τ < 1. Then ‖h‖
H
1/2
D (I)
 ‖h‖τ
H 1D(I)
‖h‖1−τ
H
(1−2τ )/(2−2τ )
D (I )
.
(3) It holds that ‖h‖
H
1/2
D (I)
m−1/2‖h‖H 1D(I).
Proof. The statement (1) can be proved by using an interpolation argument and the proof is
well-known. We prove (2). Let h =∑n anen ∈ H 1D . Then
‖ϕ‖2
H
1/2
D
=
∑
n
ω(n)|an|2
=
∑
n
ω(n)2τ |an|2τ ·ω(n)1−2τ |an|2−2τ

(∑
n
ω(n)2|an|2
)τ(∑
n
ω(n)(1−2τ)/(1−τ)|an|2
)1−τ
.
(3) The fact (3) follows from the definition. 
Lemma 5.12. Let L be a positive number such that the support of g is included in [−L/8,L/8].
Let χ be a smooth non-negative function such that χ(x) = 1 for |x| 1/4 and χ(x) = 0 for |x|
1/3. Also we assume 0 χ(x) 1 for all x. Let χL(x) = χ(x/L). Let −C(P ) = infx P (x). Then
for any 0 < ε < 1, by taking L large enough, we have
U(h) (1 − ε)U(hχL)− ε2C(P )‖g‖L1 for all h ∈ H 1(R). (5.30)
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U(h) = U(χLh+ (1 − χL)h)
= U(χLh)+ 14
∥∥(1 − χL)h∥∥2H 1 + 12
∫
R
χL(x)
(
1 − χL(x)
)
h′(x)2 dx
+ 1
4
∫
R
(
2χL(x)− 1
)
χ ′′L(x)h(x)2 dx
U(χLh)− 14L2
∥∥χ ′′∥∥∞‖h‖2L2(R). (5.31)
By the definition of C(P ), V (h) = ∫
R
P(h(x))g(x)  −C(P ) ∫
R
g(x)dx = −C(P )‖g‖L1 .
Thus,
U(h)− (1 − ε)U(χLh)
 εU(h)− 1 − ε
4L2
∥∥χ ′′∥∥∞‖h‖2L2
= ε
(
U(h)− 1 − ε
4εL2
∥∥χ ′′∥∥∞‖h‖2L2)
= ε
(
(1 − ε)U(h)+ εU(h)− 1 − ε
4εL2
∥∥χ ′′∥∥∞‖h‖2L2)
= ε
{
(1 − ε)U(h)+
(
m2ε
4
− 1 − ε
4εL2
∥∥χ ′′∥∥∞)‖h‖2L2 − εC(P )‖g‖L1}. (5.32)
Therefore, setting
L
√
(1 − ε)‖χ ′′‖∞
εm
(5.33)
we obtain the estimate (5.30). 
Proof of Lemma 5.9. Let ε,L be the positive numbers in Lemma 5.12 and set I = [−L/2,L/2].
Here we take L large enough so that
‖hiχL − hi‖H 1(R) 
δ
8
(m∧ 1)3, (5.34)
where h1 = h0, h2 = −h0. In this proof, we set s0 > 2 and let τ0 = 2s0+12s0+2 . That is, the estimate
‖h‖Lp  C(p,L)‖h‖τ0
H 1D
‖h‖1−τ0
H
−s0
D
holds. Let us use the function uZ (w) = mini=1,2 ‖w − hi‖2W .
Note that there exists 0 < ε0 < 1 such that
U(h) ε0uZ (h) for all h ∈ H 1. (5.35)
2724 S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753For w ∈ W , we write wL = χL · w for simplicity. This multiplication is well-defined by
Lemma 5.10 and wL ∈ H−2D (I). Let R be a positive number and N be a natural number. Let
us define a subset of W by
WR,N,L,δ =
{
w ∈ W
∣∣∣ ‖PNwL‖H 1/2D (I) R, ∥∥P⊥N wL∥∥H−2D (I) R,
min
i=1,2‖PNwL − hi‖H 1(R)  δ
}
. (5.36)
Here we identify PNwL ∈ H 1D(I) as an element of H 1(R) by the zero extension. Let h ∈
H 1(R)∩WR,N,L,δ . We have
U(hL) = 14‖hL‖
2
H 1(R) + V (hL)
= 1
4
‖PNhL‖2H 1D(I) + V (PNhL)+
1
4
∥∥P⊥N hL∥∥2H 1D(I) + V (hL)− V (PNhL)
= U(PNhL)+ 14
∥∥P⊥N h∥∥2H 1D(I) + V (hL)− V (PNhL). (5.37)
We have
V (hL)− V (PNhL)
= a2M
∥∥P⊥N hL∥∥2ML2M(I,g dx) + a2M 2M−1∑
r=1
∫
I
(
2M
r
)
(PNhL)
2M−r (x)
(
P⊥N hL(x)
)r
g(x) dx
+
2M−1∑
k=1
ak
k∑
r=1
∫
I
(
k
r
)
(PNhL)
k−r (x)
(
P⊥N hL(x)
)r
g(x) dx. (5.38)
Let 1 r  2M − 1, r  k  2M . For sufficiently small σ > 0,∣∣∣∣∫
I
(PNhL)
k−r (x)
(
P⊥N hL
)r
(x)g(x) dx
∣∣∣∣
 ‖PNhL‖k−rLk(I,g dx)
∥∥P⊥N hL∥∥rLk(I,g dx)
 C(L)‖PNhL‖k−rLk(I,g dx)
∥∥P⊥N hL∥∥r−σLk(I,g dx)∥∥P⊥N hL∥∥στ0H 1D ∥∥P⊥N hL∥∥σ(1−τ0)H−s0D .
 C(L)‖PNhL‖k−rLk(I,g dx)
∥∥P⊥N hL∥∥σ(1−τ0)H−s0D
×
((
1 − στ0
2
)∥∥P⊥N hL∥∥(r−σ)/(1−(στ0/2))Lk(I,g dx) + στ02 ∥∥P⊥N hL∥∥2H 1D
)
 C(L)(1 +R)2M−1(ω(N + 1)2−s0R)σ(1−τ0)
× (1 + ∥∥P⊥N hL∥∥2Mk + ∥∥P⊥N hL∥∥2 1 ). (5.39)L (I,g dx) HD
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V (hL)− V (PNhL)
(
a2M −C(L)(1 +R)2MbN
)∥∥P⊥N hL∥∥2ML2M(I,g dx)
−C(L)(1 +R)2MbN
(
1 + ∥∥P⊥N hL∥∥2H 1D ), (5.40)
where bN = ω(N + 1)(2−s0)(1−τ0)σ . Hence
1
4
∥∥P⊥N hL∥∥2H 1D + V (hL)− V (PNhL)

(
1
4
−C(L)(1 +R)2MbN
)∥∥P⊥N hL∥∥2H 1D + (a2M −C(L)(1 +R)2MbN )∥∥P⊥N hL∥∥2ML2M(I,g dx)
−C(L)(1 +R)2MbN. (5.41)
Let θ(δ) = inf{U(h) | min1i2 ‖h− hi‖H 1(R)  δ}. Clearly θ(δ) > 0. We have
U(h) = εU(h)+ (1 − ε)U(h)
 εε0uZ (h)+ (1 − ε)2U(hL)− ε2C(P )‖g‖L1
 εε0uZ (h)+ (1 − ε)3U(PNhL)+ (1 − ε)2εθ(δ)−C(L)(1 +R)2MbN − ε2C(P )‖g‖L1
+ (1 − ε)2
(
min
(
1
4
, a2M
)
−C(L)(1 +R)2MbN
)
× (∥∥P⊥N hL∥∥2H 1D + ∥∥P⊥N ∥∥2ML2M(I,g dx)) for any h ∈ WR,N,L,δ ∩H 1(R). (5.42)
Thus, for fixed δ > 0, take ε sufficiently small so that
(1 − ε)2εθ(δ)− ε2C(P )‖g‖L1  (1 − ε)2ε2θ(δ). (5.43)
Taking N sufficiently large, we get
U(h) εε0uZ (h)+ (1 − ε)3U(PNhL)
+ 1
2
(1 − ε)3ε2θ(δ) for h ∈ WR,N,L,δ ∩H 1(R). (5.44)
Let us consider a set WcR,N,L,δ . The closure is taken with respect to the topology of ‖ ‖W . It is
equal to the union of
{
w
∣∣ ‖PNwL‖H 1/2D (I) R}, {w ∣∣ ∥∥P⊥N wL∥∥H−2D (I) R},{
w
∣∣∣ min ‖PNwL − hi‖H 1(R)  δ}. (5.45)
i=1,2
2726 S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753For a closed subset F in W in the topology which is defined by the norm ‖ ‖W , let dW (w,F ) =
inf{‖w − η‖W | η ∈ F }. Then dW (w,F ) = 0 is equivalent to w ∈ F and w → dW (w,F ) is a
Lipschitz continuous function whose Lipschitz constant is less than or equal to 1. Let
ψ(w) = dW (w,W
c
R,N,L,δ)
dW (w,WR/2,N,L,2δ)+ dW (w,WcR,N,L,δ)
.
Define
uR,ε,N,L,δ(w) =
(
εε0 min
(
uZ (w),2R2
)+ (1 − ε)3U(PNwL))ψ(w)
+ min(ε0uZ (w),2R2)(1 −ψ(w)). (5.46)
Note that L is a large positive number which depends on ε, δ and N is a large positive natural
number which depends on ε, δ, L, R. From now on, we set
δ <
(m∧ 1)3
8
min
(‖h1‖W,‖h1‖H 1), R > 8
(m∧ 1)3 max
(‖h1‖W,‖h1‖H 1).
Also we take N sufficiently large so that
∥∥PN(hiχL)− hi∥∥H 1(R)  δ4 (m∧ 1)3, i = 1,2. (5.47)
Since w(∈ W) → PNwL ∈ H 1(I ) is a continuous map and hi ∈ H 1, for sufficiently small ε′, we
have
‖PNwL − hi‖H 1 
δ
2
(m∧ 1)3 for w ∈ Bε′(hi), i = 1,2. (5.48)
Hence uR,ε,N,L,δ(w) = ε0uZ (w) in a neighborhood of h1, h2 in the topology of W . Also it is
easy to see
inf
w
(
dW (w,WR/2,N,L,2δ)+ dW
(
w,WcR,N,L,δ
))
> 0.
Hence uR,ε,N,L,δ ∈FWU . Also we note that
uR,ε,N,L,δ(w) = uR,ε,N,L,δ(−w) for all w ∈ W. (5.49)
We prove
sup
R,N,L,δ,ε
ρWuR,ε,N,L,δ (h1, h2) = dAgU (h1, h2). (5.50)
For simplicity, we denote uR,ε,N,L,δ by u. Take a path c on W such that c(0) ∈ Bε′(h1),
c(1) ∈ Bε′(h2) and {c(t) − c(0) | 0  t  1} ∈ AC(L2(R)), where ε′ is the positive number
in (5.48). We give lower bound estimates for the length of c. First we consider the case where
sup0t1 ‖c(t)‖W  R. Since ‖c(0)‖W  ε′ + ‖h1‖W  ε′ + R/8, there exist times 0 < s1 <
S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753 2727s2  1 such that ‖c(s1)‖W = R/2, R/2  infs1ts2 ‖c(t)‖W  sups1ts2 ‖c(t)‖W  R and‖c(s2)‖W = R. By the definition of u, we have for s1  t  s2,
u
(
c(t)
)
 εε0uZ
(
c(t)
)
 εε0
(∥∥c(t)∥∥
W
− R
8
)2
 εε0
(∥∥c(t)∥∥
W
− ‖c(t)‖W
4
)2
 9εε0
16
∥∥c(t)∥∥2
W
.
Noting C‖w‖W  ‖w‖L2 , we get
1∫
0
√
u
(
c(t)
)∥∥c′(t)∥∥
L2 dt 
3C
4
√
εε0
s2∫
s1
∥∥c(t)∥∥
W
∥∥c′(t)∥∥
W
dt
 3C
8
√
εε0
(∥∥c(s2)∥∥2W − ∥∥c(s1)∥∥2W )
= 9C
32
√
εε0R
2. (5.51)
Next, we consider the case where sup0t1 ‖c(t)‖W R. Let
t1 = sup
{
t
∣∣ ∥∥PN (c(t)L)− h1∥∥H 1(R)  2δ}, (5.52)
t2 = inf
{
t > t1
∣∣ ∥∥PN (c(t)L)− h2∥∥H 1(R)  2δ}. (5.53)
Then 0 < t1 < t2 < 1. First, we estimate the norm of ‖PN(c(0)L)‖H 1/2D . By the assumptions on c
and δ,R and Lemma 5.11, we have
∥∥PN (c(0)L)∥∥H 1/2D m−1/2∥∥PN (c(0)L)∥∥H 1D m−1/2
(
‖h1‖H 1 +
δ
2
(m∧ 1)3
)
m−1/2
(
R
8
(m∧ 1)3 + δ
2
(m∧ 1)3
)
 17(m∧ 1)
5/2
128
R. (5.54)
Similarly,
∥∥PN (c(t1)L)∥∥H 1/2D m−1/2(‖h1‖H 1 + 2δ)m−1/2
(
R
8
(m∧ 1)3 + (m∧ 1)
3
4
‖h1‖H 1
)
 (m∧ 1)5/2
(
R
8
+ R
32
)
= 5(m∧ 1)
5/2
32
R. (5.55)
There are three cases where
(a) c(t) ∈ WR/2,N,L,2δ for all t1  t  t2,
(b) there exists a minimum time t1 < t∗ < t2 such that ‖PN(c(t∗))L‖H 1/2D (I) = R/2 and
supt tt ‖P⊥(c(t)L)‖ −2 R/2,1 ∗ N HD (I)
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supt1tt∗ ‖PN(c(t)L)‖H 1/2D (I) R/2.
We consider the case (a). We have
1∫
0
√
u
(
c(t)
)∥∥c′(t)∥∥
L2 dt 
t2∫
t1
√
u
(
c(t)
)∥∥c′(t)∥∥
L2 dt

t2∫
t1
√
(1 − ε)3U(PN (c(t)L))∥∥c′(t)∥∥L2 dt
 (1 − ε)3/2
t2∫
t1
√
U
(
PN
(
c(t)L
))∥∥(PN (c(t)L))′∥∥L2 dt. (5.56)
Now we define a curve c˜ by
c˜(t) =
⎧⎪⎨⎪⎩
t
t1
PN(c(t1)L)+ t1−tt1 h1, 0 t  t1,
PN(c(t)L), t1  t  t2,
1−t
1−t2 PN(c(t2)L)+ t−t21−t2 h2, t2  t  1.
Then c˜ ∈ ACh1,h2(H 1(R)). Let γ (δ) = sup{U(h) | mini=1,2 ‖h− hi‖H 1(R)  δ}. Then
1∫
0
√
u
(
c(t)
)∥∥c′(t)∥∥
L2 dt  (1 − ε)3/2
1∫
0
√
U
(
c˜(t)
)∥∥c˜′(t)∥∥
L2 dt −
4δ
m
√
γ (2δ)
 (1 − ε)3/2dAgU (h1, h2)−
4δ
m
√
γ (2δ). (5.57)
Next, we consider the case (b). In this case, there exist times t1 < s∗ < t∗ < t2 such that
‖PN(c(s∗)L)‖H 1/2D (I) = R/4 and ‖PN(c(t)L)‖H 1/2D (I)  R/4 for s∗  t  t∗. Since V is a func-
tion bounded from below, by taking R sufficiently large, U(PN(c(t)L))  14U0(PN(c(t)L)) for
s∗  t  t∗, where U0(h) = 14‖h‖2H 1D(I). Since ψ(c(t)) = 1 for s∗  t  t∗,
1∫
0
√
u
(
c(t)
)∥∥c′(t)∥∥
L2 dt 
t∗∫
s∗
√
(1 − ε)3U(PN (c(t)L))∥∥PN (c(t)L)′∥∥L2 dt
 (1 − ε)
3/2
2
t∗∫ √
U0
(
PN
(
c(t)L
))∥∥PN (c(t)L)′∥∥L2 dt
s∗
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3/2
4
t∗∫
s∗
d
dt
{(
PN
(
c(t)L
)
,PN
(
c(t)L
))
H
1/2
D (I)
}
dt
= (1 − ε)
3/2
4
(∥∥PN (c(t∗)L)∥∥2H 1/2D (I) − ∥∥PN (c(s∗)L)∥∥2H 1/2D (I))
= 3(1 − ε)
3/2R2
64
. (5.58)
We consider the case (c). Using the estimate ‖h‖
H−2D (I)
m−5/2‖h‖
H
1/2
D (I)
,
if
∥∥PN (c(t∗)L)∥∥H−2D (I) R/3, then ∥∥PN (c(t∗)L)∥∥H 1/2D (I) m5/2R/3.
Hence t1 < t∗ and we can argue similarly to (b). So we assume ‖PN(c(t∗)L)‖H−2D (I)  R/3. By
the continuity of the map w(∈ W) → χLw ∈ H−2D (I), there exists C′(L) > 0 such that∥∥c(t∗)∥∥W  C′(L)∥∥c(t∗)χL∥∥H−2D (I)  C′(L)(∥∥P⊥N (c(t∗)L)∥∥H−2D (I) − ∥∥PN (c(t∗)L)∥∥H−2D (I))
 C′(L)R/6. (5.59)
Now we take R sufficiently large so that ‖hi‖W  C′(L)R14 . Again, there exist times 0 < s∗ < t∗
such that ‖c(s∗)‖W = C′(L)R/7 and infs∗tt∗ ‖c(t)‖W  C′(L)R/7. Then we have
uZ
(
c(t)
)

(∥∥c(t)∥∥
W
− C
′(L)R
14
)2

(∥∥c(t)∥∥
W
− 1
2
∥∥c(t)∥∥
W
)2
= 1
4
∥∥c(t)∥∥2
W
for s∗  t  t∗. (5.60)
By the assumption sup0t1 ‖c(t)‖W  R, u(c(t)) εε0uZ (c(t)) holds for all t . As before, we
get
1∫
0
√
u
(
c(t)
)∥∥c′(t)∥∥
L2 dt  C
√
εε0
2
t∗∫
s∗
∥∥c(t)∥∥
W
∥∥c′(t)∥∥
W
dt
 C
√
εε0
4
(∥∥c(t∗)∥∥2W − ∥∥c(s∗)∥∥2W )
= 13C
√
εε0
4 · 36 · 49 C
′(L)2R2. (5.61)
By the estimates (5.51), (5.57), (5.58), (5.61), we are going to finish the proof. First, we take δ
and ε sufficiently small taking the estimates (5.43) and (5.57) into account. For these ε, δ, we
choose L in Lemma 5.12, (5.34). Next, we take R sufficiently large so that the lower bounds
in (5.51), (5.58), (5.61) are large. After that, we choose large N for which (5.44) and (5.47)
hold. Finally, by taking ε′ sufficiently small in (5.48), all the estimates above imply the desired
result. 
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We present an example which satisfies assumptions (A1), (A2), (A3). Let P(x) = p(x2)
where p(x) = (x−1)2M0 and M0 is a natural number. Let us take two positive numbers a,R. Let
gR be a smooth non-negative function with suppgR ⊂ [−R,R] and ‖gR‖∞  1. We consider a
potential function
Va,R(h) = a
∫
R
P
(
h(x)
)
gR(x)dx.
Recall that our potential function for the corresponding classical motion is
Ua,R(h) = 14
∫
R
h′(x)2 dx + m
2
4
∫
R
h(x)2 dx + Va,R(h).
We have
Proposition 6.1. For large a, there exist two minimizers {h0,−h0} of Ua,R . Here h0 is a strictly
positive C2 function. Moreover the Hessians of Ua,R are strictly positive at ±h0.
By this proposition, for large a, the polynomial function
Pa(x) = aP (x)− minUa,R∫
R
gR(x)dx
(6.1)
satisfies assumptions (A1), (A2), (A3).
Proof of Proposition 6.1. The proof of this proposition is essentially similar to the proof of
Theorem 7.2 in [4]. We give the proof for the sake of completeness. By Lemma 3.3 and a standard
argument, we see that Ua,R has a minimizer h0. Since Ua,R(|h0|) Ua,R(h0), we may assume
that h0 is non-negative. We show h0 ≡ 0. To this end, let ψR be a piecewise linear function with
ψR(x) = 1 for −R  x R and ψR(x) = 0 for |x|R + 1. Then for large a,
Ua,R(ψR) < Ua,R(0)
which implies h0 ≡ 0. For simplicity, we denote aP (x) by P(x) and gR(x) by g(x). Since h0
satisfies the Euler–Lagrange equation,(
m2 −)h0(x)+ 2P ′(h0(x))g(x) = 0, x ∈R, (6.2)
we see that h0 ∈ C2(R). Also h0(x) > 0 for all x by the maximum principle. Thus, the set
of minimizers consists of two functions h0,−h0 at least. We need to prove that there are no
minimizers other than {h0,−h0}. Let
q(x) = 2P
′(x) = 4p′(x2).
x
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with the simple lowest eigenvalue 0. Also since the essential spectrum of −Hh0 is included in[m2,∞),
inf
(
σ(−Hh0) \ {0}
)
> 0 (6.3)
holds. We write U0(h) = 14
∫
R
h′(x)2 dx + m24
∫
R
h(x)2 dx and V˜ (h) = ∫
R
P(h(x))g(x) dx. Us-
ing the derivative ∇ in L2(R), we obtain
U(h)−U(h0)
= 1
2
∇2U(h0)(h− h0, h− h0)
+U(h)−U(h0)− ∇U(h0)(h− h0)− 12∇
2U(h0)(h− h0, h− h0)
= 1
2
∇2U0(h0)(h− h0, h− h0)+ 12∇
2V˜ (h0)(h− h0, h− h0)
+ V˜ (h)− V˜ (h0)− ∇V˜ (h0)(h− h0)− 12∇
2V˜ (h0)(h− h0, h− h0). (6.4)
Thus
U(h)−U(h0)
= 1
2
∇2U0(h0)(h− h0, h− h0)+ 14
∫
R
q
(
h0(x)
)(
h(x)− h0(x)
)2
g(x)dx
+ V˜ (h)− V˜ (h0)−
∫
R
P ′
(
h0(x)
)(
h(x)− h0(x)
)
g(x)dx
− 1
4
∫
R
q
(
h0(x)
)(
h(x)− h0(x)
)2
g(x)dx
= 1
4
(−Hh0(h− h0), (h− h0))L2
+
∫
R
(
p
(
h(x)2
)− p(h0(x)2)− p′(h0(x)2)(h(x)2 − h0(x)2))g(x)dx
= 1
4
(−Hh0(h− h0), (h− h0))L2
+
∫
R
{ 1∫
0
( θ∫
0
p′′
(
h0(x)
2 + τ(h(x)2 − h0(x)2))dτ)dθ}(h(x)2 − h0(x)2)2g(x)dx.
Combining the formula above and (6.3), we see that the minimizers of U are {±h0} only. Finally,
we prove that the bottom of the spectrum of m2 −  + 2P ′′(h0(x))g(x) in L2(R) is strictly
positive. Noting
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(
h0(x)
)
g(x) = q(h0(x))g(x)+ 8h0(x)2p′′(h0(x)2)g(x),
(6.3) and the fact that h0 is the ground state of −Hh0 , we obtain
infσ
(
m2 −+ 2P ′′(h0(x))g(x))> 0
which completes the proof. 
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Appendix A
A.1. Proof of Lemma 3.5, Lemma 3.6, Lemma 3.7
We prove Lemma 3.5, Lemma 3.6 and Lemma 3.7. Some parts of the proofs are similar to
that of Lemma 2.8 in [8].
Proof of Lemma 3.5. Let a > 0 and α > 1. Then we have the following estimate:
∞∫
0
e−t− a
2
t
tα
dt  Cαe−a/2
(
a2(1−α) + a1−α). (A.1)
Therefore by the functional calculus, we have an estimate on the integral kernel,
0 A˜−1(x, y) C e
−C|x−y|
√|x − y| . (A.2)
By this estimate, if v is a non-negative function with compact support, then
(
A˜−1MvA˜−1
)
(x, y) C‖v‖∞
∫
suppv
e−C|x−z|√|x − z|
e−C|z−y|√|z− y| dz
 Ce−C(|x|+|y|)
(
1 + log
(
1
|x − y| ∨ 1
))
. (A.3)
This implies the Hilbert–Schmidt property of A˜−1MvA˜−1. Other statements are clear. We
prove (2). Let S˜n be the bounded linear operator on L2(R) such that (S˜nϕ)(x) =∫
R
pn(x−y)ϕ(y) dy, where pn(x) = ( n4π )1/2 exp(−nx
2
4 ). Also recall that we denote by wn(x) =
S(R)〈pn(x − ·),w〉S(R)′ for w ∈ S(R)′. Clearly, ϕn(x) = (S˜nϕ)(x) for any ϕ ∈ L2(R). Let
S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753 2733Sn = Φ ◦ S˜n ◦ Φ−1. We also have Snh(x) = S˜nh(x) and limn→∞ Sn = I strongly. We approxi-
mate Kv by SnKvSn. By the definition, we obtain
SnKvSnh = Φ
(
S˜nA˜
−1MvA˜−1S˜n
)
Φ−1h. (A.4)
Using the commutativity of S˜n and A˜ and the fact that S˜nMv is a Hilbert–Schmidt operator, we
can conclude that SnKvSn is a trace class operator. Also we have
(SnKvSnh,h)H =
(
A˜S˜nA˜
−2MvS˜nh, A˜h
)
L2
= (S˜nMvS˜nh,h)L2
=
∫
R
S˜nh(x)
2v(x) dx
=
∫
R
hn(x)
2v(x) dx. (A.5)
By the continuity h(∈ H) → ∫
R
hn(x)
2v(x) dx in the topology of W and the trace class property
of SnKvSn, we obtain that
:〈SnKvSnw,w〉: =
∫
R
wn(x)
2v(x) dx − tr(SnKvSn). (A.6)
Since Eμ[:〈SnKvSnw,w〉:] = 0, we have tr(SnKvSn) = c2n
∫
R
v(x) dx, where c2n = Eμ[wn(x)2].
Letting n → ∞, we complete the proof of the statement (2). 
Proof of Lemma 3.6. (1) follows from the definition of Kv . We prove (2) (i). Let P (v)t =
e−t (m2+4v−). By the functional calculus, we have
A˜2v − A˜2 =
2√
π
∞∫
0
Pt − P (v)t
t3/2
dt = 2√
π
1∫
0
Pt − P (v)t
t3/2
dt + 2√
π
∞∫
1
Pt − P (v)t
t3/2
dt
=: I1(x, y)+ I2(x, y). (A.7)
Here Ii(x, y) are the kernel functions. By the Feynman–Kac formula,
|Pt (x, y)− P (v)t (x, y)|
t3/2
 4
t
exp
(
−m2t + 4‖v‖∞t − (x − y)
2
4t
)
J (t, x, y), (A.8)
where
J (t, x, y) = E
[
max
∣∣v(x + √2B(s))∣∣ ∣∣√2B(t) = y] (A.9)0st
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J (t, x, y). Suppose that the support of v is included in [−L,L]. Let r = min{|x|, |y|}. We have
J (t, x, y) ‖v‖∞P
(
max
0st
∣∣B(s)∣∣ r
2
√
2
∣∣∣ B(t) = 0)
 C‖v‖∞ exp
(
−C r
2
t
)
for x, y  2L or x, y −2L. (A.10)
Noting
1∫
0
exp(− a2
t
)
t
dt  C
(
1 + log
(
max
(
1
a
,1
)))
exp
(
−a
2
2
)
, (A.11)
we obtain
I1(x, y) C(L)
(∣∣log(x2 + y2)∣∣+ 1) exp(−C(x2 + y2))
for x, y  2L or x, y −2L. (A.12)
We have similar estimates for other cases. Consequently,
∫
R2 I1(x, y)
2 dx dy < ∞. Next, we
show I2 ∈ L2. By (A.10), we get an estimate for the Hilbert–Schmidt norm of P (v)t − Pt :
∥∥P (v)t − Pt∥∥L(2)(L2(R))  C√t3/2 + 4L2t2‖v‖2∞e4‖v‖∞t−m2t . (A.13)
By using the method in pp. 3349, 3350 in [8], we obtain the following estimate: There exists a
positive number C(n) which depends only on the natural number n such that
∥∥P (v)nt − Pnt∥∥L(2)(L2(R))  C(n)e−cnt∥∥P (v)t − Pt∥∥L(2)(L2(R)), (A.14)
where c = min(infσ(m2 −+4v),m2) > 0. Thus we get I2 ∈ L2. We prove (ii). Since A2v −A2
is unitarily equivalent to A˜2v − A˜2, it suffices to prove infσ(Tv) > −1. Let h ∈ D(A). Then
A−1h ∈ D(A) = D(Av) and
(Tvh,h)H =
(
A−1A2vA−1h,h
)
H
− ‖h‖2H 
(
infσ
(
A−1A2vA−1
)− 1)‖h‖2H .
Since there exists C > 0 such that (A2vh,h)H  C(A2h,h)H for any h ∈ D(A2), we get
infσ(A−1A2vA−1) > 0 which implies (ii). We prove (iii). Let Sn be the mollifier operator in
the proof of Lemma 3.5. Note that Sn and A commute. Let Tv,n = SnTvSn. Let us define
Ωv,n = det (2)(I + Tv,n)1/4 exp
[
−1 :〈Tv,nw,w〉H :
]
. (A.15)4
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−LA + 14 :
〈(
Tv,nA
2 +A2Tv,n + Tv,nA2Tv,n
)
w,w
〉:)Ωv,n
= −1
4
tr
(
Tv,nA
2Tv,n
)
Ωv,n. (A.16)
Note that D(A2v) = D(A2), D(A4v) = D(A4) and
A2v
(
D
(
A2
))⊂ H, A2v(D(A4))⊂ D(A2). (A.17)
By the definition of Tv , we have
A2 +ATvA =
(
A4 + 4AKvA
)1/2(= A2v). (A.18)
Hence (ATvA)(D(A4)) ⊂ D(A2) and (ATvA)(D(A2)) ⊂ H . Therefore for any h ∈ D(A4),
A3TvAh+ATvA3h+ (ATvA)(ATvA)h = 4AKvAh ∈ H. (A.19)
Hence for any h ∈ D(A3),
A2Tvh+ TvA2h+ TvA2Tvh = 4Kvh ∈ D(A). (A.20)
This implies
1
4
(
Tv,nA
2 +A2Tv,n + Tv,nA2Tv,n
)= SnKvSn + 14SnTvA2(S2n − I )TvSn. (A.21)
By combining this with (A.16),(−LA + :〈Kvw,w〉:)Ωv,n = (:〈(Kv − SnKvSn)w,w〉: + :〈Rv,nw,w〉:)Ωv,n
− 1
4
∥∥Sn(A2 −A2v)A−1Sn∥∥2L(2)(H)Ωv,n, (A.22)
where Rv,n = 14SnTv(I − S2n)A2TvSn. Letting n → ∞, we see that Ωv is a positive eigenfunc-
tion of −LA + :〈Kvw,w〉: with the eigenvalue − 14‖(A2 − A2v)A−1‖2L(2)(H) which implies (2).
(3) can be proved by a linear transformation formula of Gaussian measures. 
To prove Lemma 3.7, we need the following lemma.
Lemma A.1. Let A be a strictly positive self-adjoint operator and K be a Hilbert–Schmidt
self-adjoint operator on H . Assume that A4 + K is also a strictly positive operator. Then
D((A4 +K)1/2) = D(A2). Moreover (A4 +K)1/2 −A2 is a Hilbert–Schmidt operator and∥∥(A4 +K)1/2 −A2∥∥
L(2)(H)

({
infσ
(√
A4 +K )}−1/2 + {infσ (A2)}−1/2)‖K‖L(2)(H).
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operator T , it holds that
T 1/2ϕ = 1
π
∞∫
0
u−1/2T (T + u)−1ϕ du. (A.23)
Let T1 and T2 be strictly positive self-adjoint operators such that T1 − T2 is a bounded linear
operator. Applying the above representation, we get
√
T1 −
√
T2 = 1
π
∞∫
0
1√
u
(T1 − T2)(T1 + u)−1 du
+ 1
π
∞∫
0
1√
u
T2(T2 + u)−1(T2 − T1)(T1 + u)−1 du.
This shows D(
√
T1 ) = D(√T2 ). Applying this and the identity above to the case where T1 =
A4 +K and T2 = A4, we get the desired result. 
Proof of Lemma 3.7. (1) Note that A2v,J − A2 = A2v,J − A2v + A2v − A2. By Lemma A.1,
A2v,J − A2v is a Hilbert–Schmidt operator. Since A2v − A2 is also a Hilbert–Schmidt operator,
A2v,J −A2 is a Hilbert–Schmidt operator. The proof of (2) and (3) is similar to that of Lemma 3.6.
So we omit the proof. 
A.2. Properties of Agmon distance
In Section 2, we defined the length of a curve and the Agmon distance on H 1(R). However
the distance can be extended to a distance on H 1/2(R). In this subsection, we define the length
and the energy of a curve on H 1/2(R) which is an extension of the previous one. Through out
this subsection, we assume that U satisfies (A1) and (A2). Of course we include the case where
Z = ∅. We consider the case where the space is R. However, all statements together with those
in next subsection hold true for the finite interval cases by similar arguments.
Definition A.2.
(1) Let h, k ∈ H 1/2. Let PT ,h,k,U be all continuous paths c = c(t) (0  t  T ) on H 1/2 such
that c(0) = h, c(T ) = k and
(i) c ∈ ACT,h,k(L2(R)),
(ii) c(t) ∈ H 1(R) for ‖c′(t)‖dt-a.e. t ∈ [0, T ] and
T∫
0
√
U
(
c(t)
)∥∥c′(t)∥∥
L2 dt < ∞. (A.24)
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U (c) of c ∈ PT ,h,k,U by the integral value of (A.24). Also we define
the energy of c by
eU (c) =
T∫
0
U
(
c(t)
)∥∥c′(t)∥∥2
L2 dt. (A.25)
(2) Let 0 < T < ∞. We define the Agmon distance between h, k ∈ H 1/2(R) by
d˜
Ag
U (h, k) = inf
{
U (c)
∣∣ c ∈PT ,h,k,U}. (A.26)
We may omit writing T , U , h, k in the notations PT ,h,k,U , U , eU if there are no confu-
sion. By using natural reparametrization of path, we see that the definition of d˜AgU does not
depend on T . If h, k ∈ H 1(R), ACT,h,k(H 1(R)) ⊂ PT ,h,k,U holds. When h, k /∈ H 1, it is not
obvious but elementary to see PT ,h,k,U is not empty. Let H 1T ,h,k(R) be the set of functions
u = u(t, x) (t ∈ (0, T ), x ∈ R) in H 1-Sobolev space on (0, T )×R and u(0, ·) = h, u(T , ·) = k
in the sense of trace. Then H 1T ,h,k(R) ⊂ PT ,h,k . To check u ∈ H 1T ,h,k(R) satisfies (A.24), we
consider a functional
IT ,P (u) = 14
∫ ∫
(0,T )×R
(∣∣∣∣∂u∂t (t, x)
∣∣∣∣2 + ∣∣∣∣∂u∂x (t, x)
∣∣∣∣2)dt dx
+
∫ ∫
(0,T )×R
(
m2
4
u(t, x)2 + P (u(t, x))g(x))dt dx. (A.27)
By Sobolev’s theorem, IT ,P (u) < ∞ for any u ∈ H 1((0, T )×R). Since
T∫
0
√
U
(
u(t)
)∥∥∂tu(t)∥∥L2 dt 
T∫
0
U
(
u(t)
)
dt + 1
4
T∫
0
∥∥∂tu(t)∥∥2L2 dt = IT ,P (u), (A.28)
the boundedness (A.24) holds. Let h, k ∈ H 1 and take c ∈ ACT,h,k(H 1(R)). It is evident that the
definition of the length U (c) above coincides with the previous one in Definition 2.4. Actually
the distance above on H 1 coincides with the previous one in Definition 2.4.
Lemma A.3. For any h, k ∈ H 1(R),
d˜
Ag
U (h, k) = dAgU (h, k). (A.29)
Proof. Let T = 1. We need only to prove dAgU (h, k) d˜AgU (h, k). To this end, take c ∈P1,h,k . Let
cε = cε(t, x) = Pεc(t), where Pε = eεx . Then cε ∈ AC(H 1(R)) and cε(0) = Pεh and cε(1) =
Pεk. We have
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ε→0U
(
cε(t)
)= U(c(t)) for t such that c(t) ∈ H 1, (A.30)
lim
ε→0
∥∥c′ε(t)∥∥L2 = ∥∥c′(t)∥∥L2 a.e. t ∈ [0,1]. (A.31)
The convergence (A.30) is a consequence of strong continuity of Pε in H 1(R) and Lp(R). The
convergence (A.31) follows from the fact that c′ε(t) = Pε(c′(t)) holds at the differentiable point
t of c = c(t). By the contraction property of Pε on H 1(R), H 1/2(R) and supt ‖c(t)‖H < ∞, we
have U(cε(t))U(c(t))+C. Thus for any 0 < ε < 1
√
U
(
cε(t)
)∥∥c′ε(t)∥∥L2  (√U(c(t))+C)∥∥c′(t)∥∥L2 . (A.32)
Note that the function on the right-hand side of (A.32) is integrable on [0,1]. Let δ > 0. Noting
Pεh and Pεk converge to h and k in H 1 respectively and using the path cε and the line segments
connecting h and Pεh, k and Pεk, we can construct a path c˜ε ∈ ACh,k(H 1(R)) such that U (c˜ε)
U (c)+ δ which completes the proof. 
In view of this lemma, we write dAgU (h, k) for all h, k ∈ H 1/2 in place of d˜AgU (h, k).
Remark A.4. In Definition A.2, we assume c satisfies
∫ T
0 ‖c′(t)‖L2 dt < ∞. However, for curves
which pass through the zero points of U , it may be natural to consider the case where the L2
length of the curves themselves are infinite near zero points. In view of this observation, we
introduce a larger set of paths P locT ,h,k,U which includes PT ,h,k,U . We say that a continuous path
c on H 1/2 starting at h and ending at k belongs to P locT ,h,k,U if and only if the following two
conditions hold:
(i) There exist finitely many times 0 = t0 < · · · < tn = T such that for any closed interval I ⊂
(ti , ti+1) (0 i  n− 1), the restricted path c|I is an absolutely continuous path on L2(R).
(ii) The same condition as in Definition A.2 (ii) holds.
Clearly, if
∫
I
‖c′(t)‖L2 dt = ∞ for some interval I including ti , then the finiteness of (c) implies
that there exists a sequence of times sn → ti such that U(c(sn)) → 0 and this implies c(ti) ∈Z .
By this observation, the value of Agmon distance d˜AgU does not change even if including all paths
in P locT ,h,k,U in the definition of the distance by a simple argument. However, probably, minimal
geodesics in H 1/2 belong to PT ,h,k,U .
The same as finite dimensional cases, it is useful to consider the reparametrization of path by
the length.
Lemma A.5. Let c ∈ P loc1,h,k,U .
(1) It holds that (c)√e(c).
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τ(t) = 1
(c)
t∫
0
√
U
(
c(t)
)∥∥c′(t)∥∥
L2 dt (0 t  1).
Then there exists c∗ ∈ P loc1,h,k,U such that c∗(τ (t)) = c(t) (0 t  1). Moreover, (c) = (c∗)
and √
U
(
c∗(t)
)∥∥c′∗(t)∥∥L2 = (c∗) =√e(c∗)√e(c) a.e. t ∈ [0,1]. (A.33)
Proof. The estimate (1) follows from the Schwarz inequality. We prove (2). Let σ(t) =
inf{s | τ(s) > t} and set c∗(t) := c(σ (t)). Then c∗ is a continuous curve on H and c∗(τ (t)) =
c(t). These follow from that τ(t1) = τ(t2) (t1 < t2) is equivalent to c′(s) = 0 for a.e. t1  t  t2.
Moreover the image measure of the Lebesgue measure by σ is given by σ dt = τ ′(t) dt . So σ dt
is absolutely continuous to ‖c′(t)‖L2 dt . Let JZ = {t1 < · · · < tn}. Then {t | U(c∗(t)) = 0} =
{τ(t1), . . . , τ (tn)}. Let τ(ti) < s < t < τ(ti+1). By using a change of variable formula, we obtain
c∗(t)− c∗(s) = −(c)
t∫
s
v(σ (u))√
U(c∗(u))
du, (A.34)
where v(t) = c′(t)‖c′(t)‖
L2
1c′(t)=0. This implies c∗ ∈P loc1,h,k,U and√
U
(
c∗(t)
)∥∥c′∗(t)∥∥L2 = (c∗) =√e(c∗) = (c) a.e. t ∈ [0,1]. 
In this subsection, we prove the following properties of Agmon distance.
Theorem A.6.
(1) The function dAgU is a distance function on H . Moreover the topology defined by dAgU on H is
the same as the one defined by the Sobolev norm of H 1/2.
(2) Let us consider the case where U(h) = U0(h) = 14‖Ah‖2H . In this case, we have dAgU0 (0, h) =
1
4‖h‖2H .
Theorem A.7. Assume Z consists of two points {h, k}. There exists a curve c ∈P loc1,h,k such that
(c) = dAgU (h, k). This c has the following properties.
(1) c(t) /∈Z for 0 < t < 1.
(2) c = c(t, x) is a C∞ function of (t, x) ∈ (0,1) × R and c ∈ H 1((ε,1 − ε) × R) for all
0 < ε < 1.
(3) ∫ ε0 ‖c′(t)‖2L2 dt = ∫ 11−ε ‖c′(t)‖2L2 dt = +∞ for any ε > 0.
We prepare a lemma for the proof of Theorem A.6.
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√
m2− be the Cauchy semi-group on L2(R). Let T > 0. For h, k ∈
H 1/2, define a function f = f (t, x) (0 < t < T, x ∈R) by
f (t) = ST−t (I − S2T )−1(k − ST h)+ St (I − S2T )−1(h− ST k). (A.35)
Then the following hold.
(1) We have limt→0 ‖f (t)− h‖H 1/2 = limt→1 ‖f (t)− k‖H 1/2 = 0. Let IT ,0 be the functional in
the case where P = 0. Then it holds that
IT ,0(f ) = 14
{
2
((
(I − S2T )−1 − (I + ST )−1
)
(h− k),h− k)
H
+ ((I − ST )(I + ST )−1h,h)H + ((I − ST )(I + ST )−1k, k)H }. (A.36)
In particular, f ∈ H 1T ,h,k(R).
(2) It holds that sup0<t<T ‖f (t)‖H 1/2  3(‖h‖H 1/2 + ‖k‖H 1/2) and f (t) ∈ Hn(R) for all 0 <
t < T and n ∈N.
(3) Let 0 < ε < 1 and fix h ∈ H . Then there exists 0 < δ(ε)  1 such that for any k ∈ H with
‖h− k‖H  δ(ε), dAgU (h, k) ε holds.
(4) If limn→∞ U(hn) = 0, then limn→∞ min{‖hn − h‖H 1 | h ∈Z} = 0.
(5) Let h ∈ H . If limn→∞ dAgU (hn,h) = 0, then limn→∞ ‖hn − h‖L2 = 0 holds.
(6) Let U0(h) = 14‖Ah‖2H . Then for any h, k ∈ H ,
d
Ag
U0
(h, k) 1
4
{
max
(‖h‖2H ,‖k‖2H )− min(‖h‖2H ,‖k‖2H )}. (A.37)
(7) Assume Z = {h, k} is a two point set. Let c ∈ P1,h,k,U . Let
δ(ε) = inf{U(ϕ) ∣∣min{‖ϕ − h‖L2,‖ϕ − k‖L2} ε/2}. (A.38)
Let ε < ‖h−k‖L24 . Then for any t such that
max{t,1 − t} δ(ε)ε
2
4eU (c)
, (A.39)
it holds that
max
{‖h− c(t)‖L2 ,‖k − c(1 − t)‖L2} ε. (A.40)
Remark A.9. Since the function f in (A.35) depends on T , we denote it by f T . We note that
f T in (A.35) is the unique minimizer of the functional IT ,0 on H 1T ,h,k(R) since f T satisfies
m2f T (t, x)−
(
∂2
∂t2
+ ∂
2
∂x2
)
f T (t, x) = 0, (t, x) ∈ (0, T )×R,
f T (0, x) = h(x), f T (T , x) = k(x), x ∈R.
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(i) ∂T (IT ,0(f T )) > 0 for large T ,
(ii) limT→0 IT ,0(f T ) = +∞.
Hence there exists T∗ > 0 such that IT∗,0(f T∗) = minT IT ,0(f T ). We could obtain the geodesic
between h and k under the Agmon distance dAgU0 by the reparametrization of f
T∗
. Of course, this
kind of calculation is related with the another representation of the Agmon distance which is
given by Carmona and Simon [12].
Proof. (1) Because St is a C0-contraction semi-group on H 1/2, we have limt→0 ‖f (t) −
h‖H 1/2 = 0 and limt→T ‖f (t)− k‖H 1/2 = 0. Note that
∂tf (t) =
√
m2 −(ST−t (I − S2T )−1(k − ST h)− St (I − S2T )−1(h− ST k)),√
m2 −f (t, ·) =
√
m2 −(ST−t (I − S2T )−1(k − ST h)+ St (I − S2T )−1(h− ST k)).
Hence
4IT ,0(f ) = 2
T∫
0
(
A˜4S2(T−t)(I − S2T )−2(k − ST h), (k − ST h)
)
L2 dt
+ 2
T∫
0
(
A˜4S2t (I − S2T )−2(h− ST k), (h− ST k)
)
L2 dt
= ((I − S2T )−1(k − ST h), (k − ST h))H + ((I − S2T )−1(h− ST k),h− ST k)H
= 2((I − S2T )−1(h− k),h− k)H + ((I − ST )(I + ST )−1h,h)H
+ ((I − ST )(I + ST )−1k, k)H − 2((I + ST )−1(h− k),h− k)H . (A.41)
These imply f ∈ H 1T ,h,k(R).
(2) We rewrite (A.35).
f (t) = (ST−t − St )(I − S2T )−1(k − h)
+ ST−t (I + ST )−1h+ St (I + ST )−1k. (A.42)
Since ‖(ST−t − St )(I − S2T )−1‖L(L2,L2)  2, we obtain the desired result. It is obvious that
f (t) ∈ Hn(R) for all n ∈N because the image of L2 by St (t > 0) belongs to Hn.
(3) It suffices to consider k such that ‖k‖H  ‖h‖H + 1. We estimate the distance using the
upper bound by IT ,P (f ) and the function f in (A.35) choosing T appropriately small. First, we
consider the nonlinear term containing P . Since g is a continuous function with compact support,
using the estimate in Lemma A.8 (2), we have
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(0,T )×R
P
(
f (t, x)
)
g(x)dt dx
∣∣∣∣
T∫
0
Cg
(
1 +
2M∑
k=2
∥∥f (t)∥∥k
Lk(R)
)
dt

T∫
0
Cg
(
1 +
2M∑
k=2
∥∥f (t)∥∥k
H 1/2(R)
)
dt
 Cg
(
1 + ‖h‖H + ‖k‖H
)2M
T . (A.43)
Hence, by setting T  T (ε,h) := (22MCg)−1(1 + ‖h‖H )−2Mε/3, we get∣∣∣∣ ∫ ∫
(0,T )×R
P
(
f (t, x)
)
g(x)dt dx
∣∣∣∣ ε3 . (A.44)
Next, we estimate IT ,0(f ). Because h ∈ H , there exists T ∈ (0,1) such that T  T (ε,h) and
|((I − ST )(I + ST )−1h,h)H | ε. By the identity (A.36), we have
IT ,0(f )
1
2(1 − e−2Tm)‖h− k‖
2
H +
1
2
ε + 1
4
‖h− k‖2H +
1
2
‖h− k‖H‖h‖H . (A.45)
Therefore, taking ‖h−k‖H sufficiently small, we obtain IT ,0(f ) 2ε/3. All the estimates above
imply the desired result.
(4) We have supn ‖hn‖H 1 < ∞. Hence there exists a subsequence {hn(k)} which converges
weakly to some h∗ ∈ H 1. By Lemma 3.18, limn→∞ V (hn(k)) = V (h∗). On the other hand,
U0(h∗) lim infn→∞ U0(hn(k)). Since U is non-negative, we have h∗ ∈ Z , limn→∞ ‖hn‖H 1 =
‖h∗‖H 1 and limn→∞ ‖hn‖L2 = ‖h∗‖L2 . Again by Lemma 3.18, if necessary, by taking a subse-
quence, hn(k)(x) → h∗(x) a.e. x. These imply limn→∞ ‖hn − h∗‖H 1 = 0.
(5) Let δ > 0. There exist 0 < δ1 < δ2 < δ such that D ∩ Z = ∅, where D = {k | δ1 
‖k − h‖L2  δ2}. By the result in (4), δ3 := inf{U(ϕ) | ϕ ∈ D} > 0. Let us choose k ∈ H
such that ‖h − k‖L2  δ and c ∈ P1,k,h,U . Then there exist times 0 < τ1 < τ2 < 1 such
that c(t) ∈ D for τ1  t  τ2 and ‖c(τ1) − h‖L2 = δ1,‖c(τ2) − k‖L2 = δ2. Hence (c) ∫ τ2
τ1
√
U(c(t))‖c′(t)‖L2 dt 
√
δ3(δ2 − δ1). This completes the proof.
(6) Let c ∈ P1,h,k,U0 . Then
1∫
0
√
U0
(
c(t)
)∥∥c′(t)∥∥
L2 dt =
1
2
1∫
0
∥∥c(t)∥∥
H 1
∥∥c′(t)∥∥
L2 dt
 1
2
1∫
0
(
Ac(t),A−1c′(t)
)
H
dt
= 1
2
1∫
0
(
c(t), c′(t)
)
H
dt
= 1(‖k‖2H − ‖h‖2H ) (A.46)4
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may be rough but the final estimate is true by an approximation argument.
(7) We need only to prove ‖h − c(t)‖L2  ε. If ‖c(t) − h‖L2 > ε, then there exists 0 < s∗ <
t∗ < t such that ‖c(s∗)−h‖L2 = ε/2, infs∗st∗ ‖c(s)−h‖L2  ε/2, infs∗tt∗ ‖c(s)−k‖L2  ε
and ‖c(t∗)− h‖L2 = ε. We have
t∗∫
s∗
U
(
c(s)
)∥∥c′(s)∥∥2
L2 ds 
t∗∫
s∗
δ(ε)
∥∥c′(s)∥∥2
L2 ds
> δ(ε)
( t∗∫
s∗
∥∥c′(s)∥∥
L2 ds
)2
1
t∗ − s∗
 ε
2δ(ε)
4(t∗ − s∗) . (A.47)
Hence, t > ε
2δ(ε)
4eU (c) . This implies the desired estimate. 
Proof of Theorem A.6. First we prove dAgU (h, k) = 0 is equivalent to h = k. Assume h = k. Let
f = f (t, x) be the function in (A.35). Then
d
Ag
U (h,h) IT ,0(f )+
∫ ∫
(0,T )×R
P
(
f (t, x)
)
g(x)dt dx
 1
2
(
(I − ST )(I + ST )−1h,h
)
H
+
∫ ∫
(0,T )×R
P
(
f (t, x)
)
g(x)dt dx. (A.48)
By the same calculation as before, we have∣∣∣∣ ∫ ∫
(0,T )×R
P
(
f (t, x)
)
g(x)dt dx
∣∣∣∣ CgT (1 + ‖h‖H + ‖k‖H )2M. (A.49)
Letting T → 0, we get dAgU (h,h) = 0. Also, by Lemma A.8 (5), if dAgU (h, k) = 0, then h = k. The
relation dAgU (h, k) = dAgU (k,h) is trivial. We prove the triangle inequality dAgU (h, l) dAgU (h, k)+
d
Ag
U (k, l) for any h, k, l ∈ H . Let c1 ∈ P1,h,k and c2 ∈ P1,k,l . Define a path c = c(t) by c(t) =
c1(t) (0 t  1), c(t) = c2(t − 1) (1 t  2). Then c ∈P2,h,l . Hence we have
d
Ag
U (h, l)
2∫
0
√
U
(
c(t)
)∥∥c′(t)∥∥
L2 dt
=
1∫ √
U
(
c1(t)
)∥∥c′1(t)∥∥L2 dt +
1∫ √
U
(
c2(t)
)∥∥c′2(t)∥∥L2 dt (A.50)
0 0
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prove that if limn→∞ dAgU (h,hn) = 0, then limn→∞ ‖hn − h‖H = 0. First consider the case
h /∈ Z . Then there exist cn ∈ P1,hn,h,U and δ > 0 such that U(cn(t))  δ for all t ∈ [0,1] and
limn→∞ (cn) = 0. This follows from Lemma A.8 (4) and dAgU (h, k) > 0 for all k ∈ Z . Let
infh∈H 1 V (h) =: −R. We have U(h) + R  U0(h) for all h ∈ H 1. Hence if U(h) δ > 0, then
U(h) δ
R+δU0(h). Using this, we have
(cn) =
1∫
0
√
U
(
cn(t)
)∥∥c′n(t)∥∥L2 dt

√
δ
R + δ
1∫
0
√
U0
(
cn(t)
)∥∥c′n(t)∥∥L2 dt
 1
4
√
δ
R + δ
∣∣∥∥cn(1)∥∥2H − ∥∥cn(0)∥∥2H ∣∣
= 1
4
√
δ
R + δ
∣∣‖hn‖2H − ‖h‖2H ∣∣. (A.51)
This and Lemma A.8 (5) imply limn→∞ ‖hn − h‖H = 0. Let us consider the case where h ∈Z .
Take hn such that limn→∞ dAgU (hn,h) = 0. Then limn→∞ ‖hn − h‖L2 = 0. Let us choose a suf-
ficiently small positive number ε. Then by the nondegeneracy of the second derivative of U
at h, there exists a positive number δ(ε) such that U(ϕ) δ(ε)‖ϕ − h‖2
H 1
for any ϕ ∈ H 1(R)∩
{ϕ | ‖ϕ − h‖L2 < ε}. We find a curve cn ∈ P1,hn,h,U such that supn,t ‖cn(t) − h‖L2 < ε and
(cn) → 0 as n → ∞. Thus,
(cn) =
1∫
0
√
U
(
cn(t)
)∥∥c′n(t)∥∥L2 dt

√
δ(ε)
2
1∫
0
∥∥cn(t)− h∥∥H 1∥∥c′n(t)∥∥L2 dt

√
δ(ε)
2
‖hn − h‖2H → 0 as n → ∞ (A.52)
which completes the proof.
(2) Let St be the Cauchy semi-group as in Lemma A.8. Let c(t) = ST−t h. Then we have
U0(c(t)) = 14‖c′(t)‖2L2 . Therefore,
d
Ag
U0
(ST h,h)
T∫
0
1
2
∥∥c′(t)∥∥2
L2 dt
= 1
2
T∫ (
A˜4e−2(T−t)A˜2h,h
)
L2 dt =
1
4
(‖h‖2H − ‖ST h‖2H ).0
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Ag
U0
(0, h). Consequently, we get
d
Ag
U0
(0, h) 14‖h‖2H . Combining this estimate and (A.37), we obtain the desired result. 
Next we prove Theorem A.7.
Lemma A.10. Under the same assumption as in Theorem A.7, there exists c ∈ P loc1,h,k such that
c(t) /∈Z for all 0 < t < 1 and
U
(
c(t)
)∥∥c′(t)∥∥2L2 = dAgU (h, k)2 = (c)2 = e(c) a.e. t. (A.53)
This lemma shows the existence of a minimizer c which attains dAgU (h, k) and the result of (1)
in Theorem A.7. We prove the other properties in Theorem A.7 in the next subsection because
they are related with instanton.
Proof of Lemma A.10. Since h, k ∈ H 1(R), by Lemma A.3, there exist {cn}∞n=1 ⊂
AC1,h,k(H 1(R)) such that (cn)2  dAgU (h, k)2 + 1n . We may assume that cn(t) /∈Z for 0 < t < 1.
By reparametrizing of the paths, we see that there exist {cn}∞n=1 ⊂ P loc1,h,k such that cn(t) /∈Z , cn
is a continuous path in H 1(R) and
√
U
(
cn(t)
)∥∥c′n(t)∥∥L2 = (cn) =√e(cn)
√
d
Ag
U (h, k)
2 + 1
n
a.e. t. (A.54)
Also we may assume that:
(i) supn,t ‖cn(t)‖H < ∞.
(ii) Let τn be the maximum time such that ‖cn(τn) − h‖H 1  ε and τ˜n be the minimum time
such that ‖cn(τ˜n)− k‖H 1  ε. Then there exists a constant Ci > 0 such that
max{τn,1 − τ˜n} C1ε2 for all n C2ε−2. (A.55)
The boundedness in (i) follows from the result that lim‖ϕ‖H→∞ dAgU (h,ϕ) = +∞. This result can
be shown by a similar argument in (A.46). We prove τn = O(ε2) for n C2ε−2. The proof for
τ˜n is similar to it. Let us define a curve c˜n = c˜n(t) by c˜n(t) = h+ 3tτn (cn(τn)− h) for 0 t  τn3
and c˜n(t) = cn(χn(t)) for τn3  t  1, where
χn(t) = 3 − 3τn3 − τn t +
2τn
3 − τn .
Since e(c˜n) e(cn)− 1n , we get
1
3
e(cn)τn 
1
n
+ Cε
4
τn
. (A.56)
Hence we have
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3
e(cn)τn 
2
n
or
1
3
e(cn)τn 
2Cε4
τn
which implies (ii). By (ii), for any δ > 0, there exists a natural number N(δ) and large positive
number R(δ) such that for any nN(δ) it holds that∥∥c′n(t)∥∥L2 R(δ) for δ < t < 1 − δ.
Hence there exists a bounded measurable path c : [0,1] → H such that
(i) If necessary, by taking a subsequence, cn(t) → c(t) weakly in H for any t . (A.57)
(ii) c is a locally Lipschitz path on L2(R) such that ∥∥c′(t)∥∥
L2 R(δ)
for almost every t ∈ [δ,1 − δ]. (A.58)
(iii) It holds that c(t) ∈ H 1(R) for a.e. t ∈ S, where S = {t ∈ [0,1] ∣∣ c′(t) = 0}. (A.59)
We prove the above properties. The item (i) follows from the locally uniform Lipschitz continuity
of cn in L2 and the uniform boundedness of cn in H . We prove (ii) and (iii). Let 0 < a <
b < 1. Let ϕ = ϕ(t) (0  t  1) be a C1 path on L2(R) with ϕ(t) = 0 for t ∈ (a, b)c . Then
limn→∞
∫ b
a
(c′n(t), ϕ(t))L2 dt =
∫ b
a
(c′(t), ϕ(t))L2 dt . This implies c′n converges to c′ weakly in
L2((a, b) → L2(R), dt) for any a, b. Hence by reverse Fatou’s lemma, we get
b∫
a
∥∥c′(t)∥∥2
L2 dt  lim infn→∞
b∫
a
∥∥c′n(t)∥∥2L2 dt 
b∫
a
lim sup
n→∞
∥∥c′n(t)∥∥2L2 dt
which implies (ii). Also we have lim supn→∞ ‖c′n(t)‖L2  ‖c′(t)‖L2 for almost every t ∈ [0,1].
Therefore for almost every t ∈ S, lim supn→∞ ‖c′n(t)‖L2 > 0 holds. This and (A.54) implies (iii).
In view of (i) and Lemma A.8 (7), we obtain
lim
t→0
∥∥c(t)− h∥∥
L2 = limt→1
∥∥c(t)− k∥∥
L2 = 0. (A.60)
We estimate U(c(t))‖c′(t)‖2
L2
. For any 0 < a < b < 1,
b∫
a
U
(
c(t)
)∥∥c′(t)∥∥2
L2 dt 
b∫
a
(
lim inf
n→∞ U
(
cn(t)
))(
lim sup
n→∞
∥∥c′n(t)∥∥2L2 dt)dt

b∫
a
lim sup
n→∞
(
U
(
cn(t)
)∥∥c′n(t)∥∥2)dt
= dAgU (h, k)2(b − a). (A.61)
Thus we obtain U(c(t))‖c′(t)‖2 2  dAg(h, k)2 for a.e. t ∈ [0,1]. We prove the following:L U
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(v) lim
t→0
∥∥c(t)− h∥∥
H
= 0 and lim
t→1
∥∥c(t)− k∥∥
H
= 0. (A.63)
(vi) c(t) /∈Z for all t ∈ (0,1). (A.64)
Let 0 < δ  s < t  1−δ < 1. By an argument similar to (A.46), we have |‖c(t)‖2H −‖c(s)‖2H |
C(δ)|t − s|. This and the continuity of c in L2 implies (iv). We prove (v). It suffices to consider
the case where t converges to 0. If
∫ ε
0 ‖c′(t)‖L2 dt < ∞, again by a similar argument to (A.46),
we obtain the convergence limt→0 ‖c(t)‖H = ‖h‖H which implies the assertion. If it is not the
case, there exists a decreasing sequence tn ↓ 0 such that U(c(tn)) → 0. By (A.60), this implies
limn→∞ ‖c(tn)− h‖H 1 = 0. Noting dAgU (c(t), c(s)) dAgU (h, k)|t − s| for any 0 < s < t < 1, we
obtain
d
Ag
U
(
h, c(t)
)
 dAgU
(
h, c(tn)
)+ dAgU (c(tn), c(t))
 dAgU
(
h, c(tn)
)+ dAgU (h, k)|t − tn|. (A.65)
This shows limt→0 dAgU (h, c(t)) = 0 and we complete the proof of (v). Consequently, we have
c ∈ P loc1,h,k and by the definition of dAgU , U(c(t))‖c′(t)‖2L2 = d
Ag
U (h, k)
2 a.e. t . We prove (vi). If
there exists a time 0 < t < 1 such that c(t) ∈ Z , we can construct a path belonging to P loc1,h,k
whose length is smaller than that of c. This is a contradiction and we see that the above c is a
desired path c. 
A.3. Instanton
In this subsection, we assume U satisfies the assumptions (A1), (A2) and Z consists of
two points {h, k}. We do not assume (A3). So far, we consider paths on function spaces
defined on the time interval [0, T ]. However, it is convenient to consider paths defined on
[−T ,T ] to discuss instanton. In this subsection, we denote by H 1T ,h,k(R) the set of functions
u = u(t, x) ((t, x) ∈ (−T ,T )×R) which belong to H 1((−T ,T )×R) with u(−T , ·) = h(·) and
u(T , ·) = k(·). Accordingly, we define IT ,P (u) for u ∈ H 1T ,h,k(R) similarly. We note that the Ag-
mon distance has another equivalent form which is due to Carmona and Simon [12] in the case
of finite dimensional Schrödinger operators. The functional IT ,P (u) is the action integral of the
classical dynamics given by
∂2u
∂t2
(t, x) = 2(∇U)(u(t, x)) (A.66)
which is obtained by changing the time t to the imaginary time
√−1t in the Klein–Gordon
equation (2.8). For u = u(t, x), we define
I∞,P (u) = 14
∞∫ ∥∥∂tu(t)∥∥2L2(R) dt +
∞∫
U
(
u(t)
)
dt. (A.67)−∞ −∞
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condition u(−∞, ·) = h,u(+∞, ·) = k. The minimizer is called an instanton. Simon [40] used a
path integral approach in tunneling estimate in which the relation between the Agmon distance
and the instanton is used. Eq. (A.66) reads
∂2u
∂t2
(t, x)+ ∂
2u
∂x2
(t, x) = m2u(t, x)+ 2P ′(u(t, x))g(x). (A.68)
Let T > 0. We write
I(T ) = inf{IT ,P (u) ∣∣ u ∈ H 1T ,h,k(R)}. (A.69)
Note that the critical point u of the functional IT ,P on H 1T ,h,k(R) satisfies Eq. (A.68) on
(−T ,T ) × R. We prove the existence of an instanton and the action integral is equal to the
Agmon distance between h and k.
Theorem A.11. There exists a solution u = u(t, x), (t, x) ∈ R2 to Eq. (A.68) which satisfies
the following properties.
(1) It holds that u|(−T ,T )×R ∈ H 1((−T ,T ) × R) ∩ C∞((−T ,T ) × R) for any T > 0 and
IT ,P (u|(−T ,T )×R)=inf{IT ,P (u) | u ∈ H 1T ,u(−T ),u(T )(R)}. Also we have limt→−∞ ‖u(t)−
h‖H = 0 and limt→∞ ‖u(t)− k‖H = 0.
(2) We have I∞,P (u) = dAgU (h, k) and u is a minimizer of the functional I∞,P in the set offunctions u satisfying the following conditions:
(i) u|(−T ,T )×R ∈ H 1((−T ,T ),R) for all T > 0,
(ii) limt→−∞ ‖u(t)− h‖H = 0 and limt→∞ ‖u(t)− k‖H = 0.
(3) limT→∞ I(T ) = dAgU (h, k).
We need a lemma.
Lemma A.12. Let us consider the functional I(T ).
(1) There exists a minimizer uT ∈ H 1T ,h,k(R) such that I(T ) = IT ,P (uT ).
(2) I is a strictly decreasing function of T .
Proof. (1) This can be proved by a standard method and we omit the proof.
(2) Let T ′ > T > 0 and suppose I(T ′) = I(T ). Let uT be a minimizer of the minimizing
problem (A.69). Let u˜T ′ be a function in H 1
T ′,h,k(R) such that u˜
T ′(t) = h (−T ′  t  −T ),
u˜T
′
(t) = uT (t) (−T < t < T ), u˜T ′(t) = k (T  t  T ′). Then u˜T ′ is a minimizer for (A.69)
replacing T by T ′. Let us define u˜T ′0 (t, x) = h(x), (t, x) ∈ (−T ′, T ′) × R. Then both func-
tions u˜T ′ , u˜T ′0 are solutions to (A.68) on (−T ′, T ′) × R with u(−T ′, x) = h(x). The difference
vT
′ = u˜T ′ − u˜T ′0 is an eigenfunction of a Schrödinger operator satisfying the boundary condition
vT
′
(−T ′) = 0 and vT ′(T ′) = k − h. Also vT ′(t, x) ≡ 0 for all (t, x) ∈ (−T ′,−T ) × R. By the
unique continuation theorem for the solution, we obtain vT ′ ≡ 0 which is a contradiction. This
shows that I is a strictly decreasing function. 
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 in
Lemma A.10. We construct u by reparametrizing the time parameter of c. Let
ρ(t) =
t∫
1/2
‖c′(s)‖L2
2
√
U(c(s))
= 1
2dAgU (h, k)
t∫
1/2
∥∥c′(s)∥∥2
L2 ds, 0 < t < 1.
Then ρ is a strictly increasing absolutely continuous function. Define σ(t) = ρ−1(t) (ρ(+0) <
t < ρ(1 − 0)). We prove ρ(+0) = −∞ and ρ(1 − 0) = +∞. To this end, we set u(t) = c(σ (t))
which will turn out to be the desired u. We have ‖u′(t)‖L2 = 2
√
U(u(t)). Therefore for any
ρ(+0) < t1 < t2 < ρ(1 − 0)
σ(t2)∫
σ(t1)
√
U
(
c(s)
)∥∥c′(s)∥∥
L2 ds =
t2∫
t1
√
U
(
u(t)
)∥∥u′(t)∥∥
L2 dt
=
t2∫
t1
(
1
4
∥∥u′(t)∥∥2
L2 +U
(
u(t)
))
dt. (A.70)
Note that u|(−T ,T )×R is a minimizer of IT ,P on H 1T ,u(−T ),u(T )(R) because of the identity (A.70)
and the fact that the length of c is shortest. Suppose ρ(+0) > −∞. Then we can set t1 = ρ(+0)
and u(t1) = h. Then by an argument similar to the proof of Lemma A.12 (2), for any ε > 0, we
can find u˜ = u˜(t, x) (t1 − ε < t < t2) such that u˜(t1 − ε) = h, u˜(t2) = u(t2) and
t2∫
t1−ε
√
U
(
u˜(t)
)∥∥u˜′(t)∥∥
L2 dt 
t2∫
t1−ε
(
1
4
∥∥u˜′(t)∥∥2
L2 +U
(
u˜(t)
))
dt <
t2∫
t1
√
U
(
u(t)
)∥∥u′(t)∥∥
L2 dt.
Since u˜(t2) = u(t2) = c(σ (t2)), by connecting the two paths at u(t2), we obtain the shorter
path between h and k than c. This is a contradiction. Therefore we get ρ(+0) = −∞ and
ρ(1 − 0) = +∞ similarly. Thus, we have proved Theorem A.7 (3), I∞,P (u) = dAgU (h, k) and
Theorem A.11 (1). Also if u satisfies (i) and (ii) in Theorem A.11, then I∞,P (u)  IT ,P (u) 
d
Ag
U (u(−T ),u(T )) → dAgU (h, k). Hence u is the minimizer in the sense of Theorem A.11 (2).
Now we prove Theorem A.11 (3). Let ε be a small positive number. Take a large T such
that ‖h − u(−T )‖H and ‖k − u(T )‖H are sufficiently small. Then there exist f1 = f1(t, x)
(0 < t < ε1) and f2 = f2(t, x) (0 < t < ε2) which are defined by the Cauchy semi-group as in
Lemma A.8 such that
(i) f1(0) = h, f1(ε1) = u(−T ), f2(0) = u(T ), f2(ε2) = k,
(ii) Iε1,P (f1) < ε, Iε2,P (f2) < ε.
Hence there exists v ∈ H 1T+(ε1+ε2)/2,h,k(R) such that
IT+(ε +ε )/2,h,k(v) dAg(h, k)+ 2ε (A.71)1 2 U
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t∫
−∞
∥∥u′(s)∥∥2
L2 ds =
t∫
−∞
2
√
U
(
u(s)
)∥∥u′(s)∥∥
L2 ds
=
t∫
−∞
2
√
U
(
c
(
σ(s)
))∥∥c′(σ(s))∥∥
L2σ
′(s) ds
=
σ(t)∫
0
2
√
U
(
c(s)
)∥∥c′(s)∥∥
L2 ds = 2dAgU (h, k)σ (t). (A.72)
Therefore 2dAgU (h, k)σ
′(t) = ‖u′(t)‖2
L2
. Since ‖u′(t)‖L2 = 2
√
U(u(t)) > 0 for all t , σ ′(t) > 0 for
all t . The function t (∈R) → ‖u′(t)‖2
L2
is a C∞ function and so σ and ρ are. Since u(ρ(t), x) =
c(t, x), we complete the proof. 
Let us consider a simple example in the case where the space is the finite interval I =
[−l/2, l/2] in the setting in [8]. Let a and x0 be positive numbers. We consider the case where
U(h) = 1
4
∫
I
h′(x)2 dx + a
∫
I
(
h(x)2 − x20
)2
dx.
For example, setting b2 = x20 + m
2
8a and
P(x) = a(x2 − b2)2 − a{b4 −(b2 − m2
8a
)2}
,
we obtain the potential function above. Note Z = {h0,−h0}, where h0(x) ≡ x0 is a constant
function. ±x0 are the zero points also of the potential function
Q(x) = a(x2 − x20)2, x ∈R.
Let
d
Ag
1dim(−x0, x0) = inf
{ T∫
−T
√
Q
(
x(t)
)∣∣x′(t)∣∣dt ∣∣∣ x(−T ) = −x0, x(T ) = x0}.
This is the Agmon distance which corresponds to 1-dimensional Schrödinger operator − d2
dx2
+
Q(x) defined in L2(R, dx) and
d
Ag
1dim(−x0, x0) =
x0∫ √
Q(x)dx = 4
√
ax30
3
. (A.73)
−x0
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Proposition A.13. Assume 2ax20 l2  π2. Let u0(t) = x0 tanh(2
√
ax0t). Then u0(t) is a solution
to
u′′(t) = 2Q′(u(t)) for all t ∈R, (A.74)
lim
t→−∞u(t) = −x0, limt→∞u(t) = x0 (A.75)
and
I∞,P (u0) =
(
1
4
∞∫
−∞
u′0(t)2 dt +
∞∫
−∞
Q
(
u0(t)
)
dt
)
l, (A.76)
= dAg1dim(−x0, x0)l (A.77)
= dAgU (−h0, h0). (A.78)
The proposition above claims that u0 is the instanton for both operators: 1-dimensional
Schrödinger operator − d2
dx2
+ λQ(·/√λ ) and −LA + Vλ.
Proof of Proposition A.13. We consider a projection operator P on L2(I ) onto the subset of
constant functions. Let h ∈ H 1(I ). For simplicity, we write c = Ph and h˜ = h− Ph. Then
U(h) = 1
4
∫
I
h˜′(x)2 dx + 2a(c2 − x20)∫
I
h˜(x)2 dx
+ a
∫
I
(
2ch˜(x)+ h˜(x)2)2 dx + a ∫
I
(
c2 − x20
)2
dx. (A.79)
By the Poincaré inequality (
2π
l
)2 ∫
I
h˜(x)2 dx 
∫
I
h˜′(x)2 dx (A.80)
and the assumption on a, x0, we obtain
U(h) a
∫
I
(
c2 − x20
)2
dx = U(Ph). (A.81)
Therefore for any u ∈ H 1T ,h1,h2
T∫ √
U
(
u(t, ·))∥∥u(t, ·)∥∥
L2 dt 
T∫ √
Q
(
Pu(t)
)∥∥Pu(t)∥∥
L2 dt. (A.82)−T −T
2752 S. Aida / Journal of Functional Analysis 263 (2012) 2689–2753Since the set {Pu | u ∈ H 1T ,−h0,h0} coincides with the set of all paths v = v(t) in
H 1((−T ,T ) → R) with the constraint v(−T ) = −x0, v(T ) = x0, we get dAgU (−h0, h0) =
ld
Ag
1dim(x0,−x0). It is an elementary calculation to check that u0 satisfies (A.74) and (A.75).
Finally, we prove the identity (A.76), (A.77), (A.78). Since u′0(t) = 2
√
Q(u0(t)) holds, we have
1
4
∞∫
−∞
u′0(t)2 dt +
∞∫
−∞
Q
(
u0(t)
)
dt =
∞∫
−∞
√
Q
(
u0(t)
)
u′0(t) dt
=
x0∫
−x0
√
Q(x)dx
= 4
√
a
3
x30 = dAg1dim(−x0, x0)
which completes the proof. 
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