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WEIGHTED DOMINATION OF INDEPENDENT SETS
RON AHARONI AND IRINA GORELIK
Abstract. The independent domination number γi(G) of a graph G is the
maximum, over all independent sets I, of the minimal number of vertices needed
to dominate I. It is known [1] that in chordal graphs γi is equal to γ, the
ordinary domination number. The weighted version of this result is not true,
but we show that it does hold for interval graphs, and for the intersection (that
is, line) graphs of subtrees of a given tree, where each subtree is a single edge.
1. Introduction
The (open) neighborhood of a vertex v in a graph G, denoted by N˜(v) = N˜G(v),
is the set of all vertices connected to v. Given a set D of vertices we write N˜(D)
for
⋃
v∈D N˜(v). Let N(D) = NG(D) = N˜(D)∪D. A set D of vertices in a graph G
is said to dominate a set S of vertices if S ⊆ N(D). A set dominating V is simply
called dominating. The minimal size of a dominating set is denoted by γ(G). A
set I of vertices is called independent if it does not contain any edge of G. The
maximum, over all independent sets I, of the minimal size of a set dominating I,
is denoted by γi(G). One reason for the interest in γi is that it is a lower bound
on the topological connectivity of the independence complex of a graph (see [2]).
Notation 1.1. Given a real valued function f on a set S, and a set A ⊆ S, let
f [A] =
∑
a∈A f(a). We write |f | = f [S] and call |f | the size of f .
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Domination parameters have weighted versions.
Definition 1.2. Let G = (V,E) be a graph, and let w : V → N be a weight function
on V . A function f : V → R w-dominates a set U of vertices if f [N(u)] ≥ w(u)
for every u ∈ U . We say that f is w-dominating if it w-dominates V .
Definition 1.3. The weighted domination number γw(G) is the minimal size of
an integral w-dominating function. The fractional weighted domination number
γ∗w(G) is the minimal size of a real valued w-dominating function.
The independent domination number γiw(G) is the maximum over all indepen-
dent sets I of the minimal size of an integral function w-dominating I.
These definitions coincide with the ordinary ones for w ≡ 1.
A graph is called chordal if it contains no induced cycle of length larger than 3.
A well known characterization of chordal graphs was proved in [3].
Theorem 1.4. A graph is chordal if and only if it is the line graph of a family of
subtrees of a tree.
In In [1] the following was proved:
Theorem 1.5. If G is chordal then γi(G) = γ(G).
This theorem does not extend to the weighted case, namely there are chordal
graphs in which γiw < γw.
Example 1. Let T=(V,E) be a three rays star, with rays of length 3, forked at
their ends. That is, V (T ) = {v} ∪
⋃
i≤3,j≤4{a
j
i} and
E = {(v, a1i ) | i ≤ 3}∪ {(a
j
i , a
j+1
i ) | i ≤ 3, j < 3}∪ {(a
2
i , a
4
i ) | i ≤ 3}. Let G be the
intersection graph of four subtrees of T , that are given below with their weight
function w:
w({a3i , a
2
i , a
4
i }) = 1 for i ≤ 3,
w({a1i , a
2
i , a
j
i}) = 2 for i ≤ 3, j = 3, 4,
w({v, a1i , a
2
i }) = 3 for i ≤ 3 and
w({a1i , v, a
1
j}) = 4 for 1 ≤ i < j ≤ 3.
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Here γw = 5, while γ
i
w = 4.
In this paper we show that γiw = γw in three subclasses of the class of chordal
graphs:
(i) interval graphs,
(ii) the line graphs of a family of subtrees of a given tree, each consisting of a
single edge, , and
(iii) split graphs.
2. dispersed sets
Definition 2.1. A set of vertices in a graph G is said to be dispersed if every two
elements in it are at distance of 3 or more apart. Given an integral weight function
w on V (G), the maximal total weight of a dispersed set is denoted by ρw(G).
The fractional relaxation ρ∗w(G) is the solution of the following linear program:
(P ) max
∑
v∈V
w(v)g(v), g : V → R+ satisfying g[N(v)] ≤ 1 for all V ∈ V.
The dual (D) of this linear program is the program yielding γ∗w. Hence, by LP
Duality, γ∗w = ρ
∗
w. Clearly,
ρw ≤ γ
i
w ≤ γw
and hence if ρw = γw then our desired equality γ
i
w = γw is valid. While sufficient
for the validity of γiw = γw, it is not a necessary condition, as the following example
shows.
Example 2. let G = (V,E) where V = A∪B such that A = {a1, a2, a3} is a clique
and {b1, b2, b3} is independent and {bi, ai}, {bi, ai + 1} ∈ E for i = 1, 2, 3 where
the calculation is modulo 3. Let w be the following weight function as follows:
w(ai) = 5 and w(bi) = 4 for i = 1, 2, 3. It is easy to show that γ
i
w = γw (for
3
example, by using that fact that G is split, see the last section of the paper), but
since in G every dispersed set has only one vertex, ρw = 5, while γ
i
w = γw = 6.
In the next two sections we prove the equality γw = ρw in two families of graphs.
3. Interval graphs
A graph is an interval graph if it is the line graph of an interval hypergraph,
namely its vertices are intervals, and two vertices are connected if the intervals
intersect. Since we only deal with finite hypergraphs, we can assume that the
underlying set is the discrete line, rather than the real line.
Theorem 3.1. In interval graphs γw = ρw for any weights system w.
It clearly suffices to prove the theorem for integral w. A particularly simple
case is w ≡ 1. In this case, we can assume that no interval in the hypergraph
is contained in another, since removing an interval containing another does not
change ρw and γw (which in this case are plainly ρ and γ). When there is no
containment between intervals, the order on the left endpoints of the intervals
agrees with the order on the right endpoints, so we can order the intervals linearly.
As noted in [5], listing the intervals in this order, the (0, 1)-matrix of the linear
program (P) then has the consecutive 1s property, and hence is totally unimodular.
Thus the solutions of (P) and its dual (D) (which, as recalled, is the program
expressing γ∗w) are integral, proving ρw = γw .
In the weighted case this strategy does not work, since it may be profitable in
(P) to take an interval containing another, if the containing interval has larger
weight. In this case the (0, 1)-matrix of the linear program (P) is not necessarily
totally unimodular. For example, let the hypergraph consist of four intervals,
three of them disjoint and the fourth contains all these three. The determinant of
the matrix of (P) is then 2.
Not having the total unimodularity tool at hand, we prove the equality ρw = γw
directly. Since the inequality ρw ≤ γw is always true, it suffices to show that
γw ≤ ρw.
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Proof. Let H be a hypergraph of intervals, and let G = (V,E) = L(H). Let
w : V → N be a weight function.
Enumerate the vertices of G, namely the intervals in H , as v1 = [x1, y1], v2 =
[x2, y2], . . . , vn = [xn, yn], where y1 ≤ y2 ≤ · · · ≤ yn. We use this enumeration to
define a w-dominating function f : V → N. Write w0 = w. Let vj1 = v1 and
let u1 be the interval extending furthest to the right among all intervals meeting
vj1. Define f1 = w0(vj1)χu1 , where, for a vertex v, χv is the characteristic vector
of the set {v}. Let w1(v) = [w0(v) − f1(u1)]
+ for all v ∈ N(u1), w1(v) = w0(v)
for all other vertices v. If w1 ≡ 0 then let f = f1 - it is then w-dominating.
Otherwise, let vj2 be the interval with positive w1-value, having minimal right
endpoint. Then f1 w-dominates all the intervals vi for i < j2. Let u2 be an
interval meeting vj2 and extending furthest to the right. Let f2 = w1(vj2)χu2 , and
define w2(v) = [w1(v) − f2(u2)]
+ for all v ∈ N(u2), w2(v) = w1(v) for all other
vertices v.
Assume the intervals vj1 , . . . , vjk , the functions f1, . . . , fk and the weight function
wk have been defined. If wk ≡ 0 then we end the definition procedure, and let
f =
∑k
i=1 fi. Clearly, f is w-dominating. Otherwise let vjk+1 be the interval
with positive wk-value, having minimal right endpoint. In this case
∑k
i=1 fk w-
dominates all the intervals vi for i < jk+1. Let uk+1 be an interval meeting
vjk+1 and extending furthest to the right. Let fk+1 = wk(vjk+1)χuk and define
wk+1(v) = [wk(v)− fk+1(v)]
+ for every v ∈ N(uk) and wk+1(v) = wk(v) otherwise.
At some stage t we must have wt ≡ 0. Let then f =
∑t
i=1 fi. Clearly, f is w-
dominating.
If f(u) 6= 0 for some interval u, then there exists a vertex v such that u is the
interval extending furthest to the right and
∑
x∈N(v) f(x) = wi(v) for some i. This
implies that u is maximal with respect to containment. Thus f(v) = 0 for all
non-maximal intervals.
Assertion 3.1.1. Any w-dominating function h satisfies
∑k
i=1 f(vi) ≤
∑k
i=1 h(vi)
for all k = 1, 2, . . . , n.
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Proof. By induction on k. For k = 1, if f(v1) = 0 then clearly f(v1) ≤ h(v1).
Otherwise, f(v1) > 0 and the definition of f implies that v1 is an isolated interval,
namely N(v1) = {v1}. Since f, h are w-dominating this implies f(v1) = h(v1) =
w(v1).
Assume that
∑j
i=1 f(vi) ≤
∑j
i=1 h(vi) for every j < k. If f(vk) = 0 ≤ h(vk)
then by induction hypothesis we have
k∑
i=1
f(vi) =
k−1∑
i=1
f(vi) + f(vk) ≤
k−1∑
i=1
h(vi) + h(vk) =
k∑
i=1
h(vi)
as desired.
So we may assume f(vk) > 0. Let t be the maximal index for which ft(vk) > 0.
By the definition of ft there exists a vertex vt such that vk is the vertex extending
furthest to the right and f(N [vt]) = w(vt). Let j + 1 be the minimal index of the
intervals in N(vt) and let A = {vj+1, . . . , vk}. We claim that:
(1) f [A] = f [N(vt)].
To show this, it clearly suffices to prove that f(v) = 0 for every v ∈ A \ N(vt).
Indeed, if v = [x, y] ∈ A \N(vt) then since v ∈ A we have yj+1 ≤ y ≤ yk and since
v ∩ vt = ∅ we have xt < x. On the other hand, since vt ∩ vk 6= ∅ we have xk ≤ xt.
Hence xk < x < y < yt, meaning that v is contained in vk, and by the definition
of f it follows that f(v) = 0. This proves (1).
Let us now return to the proof of the assertion. Since h is w-dominating this
implies
k∑
i=j+1
f(vi) = f [A] = f [N(vt)] = w(vt) ≤ h[N(vt)] ≤ h[A] =
k∑
i=j+1
h(vi).
By induction hypothesis,
∑j
i=1 f(vi) ≤
∑j
i=1 h(vi). Hence
k∑
i=1
f(vi) =
j∑
i=1
f(vi) +
k∑
i=j+1
f(vi) ≤
j∑
i=1
h(vi) +
k∑
i=j+1
h(vi) =
k∑
i=1
h(vi)
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as desired.

By enumerating the intervals in order of their left endpoints and applying the
same algorithm from right to left, we obtain another w-dominating function g,
satisfying
∑n
i=k g(vi) ≤
∑n
i=k h(vi) for any w-dominating function h.
Note that the enumerations of the intervals differ only by the order of the non-
maximal intervals, and that, as remarked above, the functions f and g take 0 value
on such intervals.
Assertion 3.1.2. There exists a dispersed set of vertices I such that w[I] = |f |.
Proof. We construct I by an inductive process. This will be accompanied by
partitioning V (H) into sets A1, . . . , Ap, where {1, . . . , p} is partitioned into two
sets, J and K. The conditions we shall demand are:
(I) I = {vAj , j ∈ J}, where vAj ∈ Aj for all j ∈ J and f [Aj ] = g[Aj] = w(vAj).
(II) f [Ak] = g[Ak] = 0 for every k ∈ K.
Note that once proved, (I) and (II) will imply
|f | =
∑
j∈J
f [Aj] =
∑
j∈J
w(vAj) = w[I]
as desired.
To start the construction we note that if g(v1) = 0, then the inequality f(v1) ≤
g(v1) implies f(v1) = 0. Let then I1 = ∅, A1 = {v1}, J1 = ∅ and K1 = {1}.
Assume next that g(v1) > 0. By the inductive definition of g there exists an
interval vA1 for which v1 is the interval extending furthest to the left among all
intervals meeting vA1 , and g[N(vA1)] = w(vA1). Let vj1 be the vertex with the
rightmost right endpoint in N(vA1). Let A1 = {v1, v2, . . . , vj1}.
Assertion 3.1.3. The set A1 satisfies f [A1] = w(vA1) = g[A1].
Proof. The set A1 contains N(vA1) and possibly some other non-maximal vertices
(namely, intervals) with g(v) = f(v) = 0. Hence, w(vA1) = g[N(vA1)] = g[A1]. By
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Assertion 3.1.1 we have g[A1] ≥ f [A1] and, since f is dominating we have that
f [A1] = f [N(vA1)] ≥ w(vA1), proving the equality. 
Let I1 = {vA1}, J1 = {1} and K1 = ∅.
Assume that we have defined the dispersed set Ik−1, the partition of the set
{v1, v2, . . . , vjk−1} into sets A1, . . . , Ak−1 and the partition of the set {1, . . . , k−1}
into two set Jk−1 and Kk−1, satisfying
(I) Ik−1 = {vAj , j ∈ Jk−1}, where vAj ∈ Aj for all j ∈ Jk−1 and f [Aj] =
g[Aj] = w(vAj).
(II) f [Ak] = g[Ak] = 0 for every k ∈ Kk−1.
We then have
jk−1∑
i=1
f(vi) =
k∑
i=1
f [Ai] =
∑
j∈Jk−1
f [Aj ] =
∑
j∈J
w(vAj) = w[Ik−1]
.
and
jk−1∑
i=1
g(vi) =
k∑
i=1
g[Ai] =
∑
j∈Jk−1
g[Aj] =
∑
j∈J
w(vAj) = w[Ik−1]
.
Hence
∑jk−1
i=1 f(vi) =
∑jk−1
i=1 g(vi).
If g(vjk−1+1) = 0, then since
jk−1+1∑
i=1
g(vi) ≥
jk−1+1∑
i=1
f(vi)
we have that f(vjk−1+1) = 0.
Let then Ik = Ik−1, Ak = {vjk−1+1}, Jk = Jk−1 and Kk = Kk−1 ∪ {k} .
Otherwise, g(vjk−1+1) > 0. By the inductive definition of g there exists an
interval vAk for which vjk−1+1 is the interval extending furthest to the left among
all the intervals meeting vAk , and g[N(vAk)] = w(vAk). Let vjk be the vertex with
the rightmost right endpoint in N(vAk). Let Ak = {vjk−1+1, . . . , vjk}.
Assertion 3.1.4. The set Ak satisfies f [Ak] = w(vAk) = g[Ak].
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Proof. The set Ak includes the set N(vAk) and maybe some other non-maximal
vertices with g(v) = f(v) = 0. Hence, w(vAk) = g[N(vAk)] = g[Ak]. By Asser-
tion 3.1.1 we have
∑k
i=1 g(vi) ≥
∑jk
i=1 f(vi) and by induction hypothesis we have
∑jk−1
i=1 g(vi) =
∑jk−1
i=1 f(vi). Hence, g[Ak] ≥ f [Ak]. On the other hand, since f is
dominating, f [Ak] ≥ w(vAk) proving the desired equality. 
Let Ik = Ik−1 ∪ {vAk}, Jk = Jk−1 ∪ {k} and Kk = Kk−1.
The algorithm ends when for some p, we have vjp = vn, then
I = Ip = {vAj |j ∈ Jp} is the dispersed set and the partition A1, . . . , Ap of V satisfy
(I) f [Aj] = w(vAj) for every j ∈ Jp, and
(II) f [Ak] = 0 for every k ∈ K.
Hence
|f | =
n∑
i=1
f(vi) =
p∑
i=1
f [Ai] =
∑
j∈Jp
f [Aj ] =
∑
j∈Jp
w(vAj) = w[I]
as desired.

Since I is dispersed and f is w-dominating, we have γw ≤ |f | = w[I] ≤ ρw. 
4. Single edge subtrees of a tree.
In this section we prove the equality γiw = γw for chordal graphs having a
subtrees representation (see Theorem 1.4) in which each subtree consists of a
single edge. As in the case of interval graphs, the matrix defining the two dual
linear programs is not necessarily totally unimodular, and the polytopes do not
necessarily have integral vertices. For example, if the tree is a 3 rays star, with
rays of length 2, and the edges representing the graph are all edges of the tree,
then the (0, 1)-matrix of the linear program (P) has determinant 2. But here,
again, the stronger γw = ρw is true.
Theorem 4.1. The line graph G of a subset of the edges of a tree satisfies γw(G) =
ρw(G) for every integral weights system w.
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Proof. Let T be a tree and let F be a subset of its edge set. We may clearly assume
that F = E(T ). Let G be the line graph of F , and let w be any system of integral
weights on F (namely on the vertices of G). We shall construct a w-dominating
function g : V → N and a dispersed set of edges I with w[I] = |g|.
Choose a root r for T , and direct the edges away from it. For v ∈ V (T ) let A(v)
be the set of edges of the form (v, x). For e = (u, v) ∈ F let the height, height(e),
be the length (number of edges) of the longest path from v to a leaf (so, if v is a
leaf, height(e) = 0). The depth, depth(e), is the length of path from r to u (so,
depth(e) = 0 if and only if e ∈ A(r)).
We define a w-dominating function f on F by induction on the height. Let
f(e) = 0 for all edges e of height 0. Assume that f has been defined on all edges
of height smaller than k. For e = (u, v) with height(e) = k, let
f(e) = max
e′=(v,x′)∈A(v)
(w(e′)− f [A(v)]− f [A(x′)])
+
.
(So, e takes care of dominating its sons.) We continue until f is defined on all
of F . By its definition, f w-dominates F \ A(r). If f w-dominates the entire F ,
then let g = f . Otherwise, let
d = maxw(e)− f [A(r)]− f [A(x)]
where the maximum is taken over all e = (r, x) ∈ A(r), and let e0 = (r, x) be
an edge attaining this maximum.
Define g(e0) = f(e0) + d and g(e) = f(e) for every e 6= e0. Clearly, g is w-
dominating.
Next we construct I, the desired dispersed set with weight |g|. We do so in-
ductively, using the definition of g above. For the first step of the induction, we
distinguish two cases:
I. d > 0. Let then I1 = {e0} (where e0 is as defined above).
II. d = 0. Then, for every edge e = (r, u) ∈ A(r) satisfying g(e) 6= 0 let Z(e)
be the set of edges e′ = (u, v) satisfying w(e′) = g[N(e′)]. By the definition of g,
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the set Z(e) is non empty. Choose an edge e′ ∈ Z(e) of maximal weight. Let I1
be the set of edges e′ thus chosen. By its definition, I1 is dispersed.
In both cases, delete all edges in I1 together with all edges intersecting them.
Delete also all edges e ∈ A(r) with g(e) = 0. Let E1 be the set of all the deleted
edges.
Note that since every edge e′ ∈ I1 satisfies w(e
′) = g[N(e′)], we have g[E1] =
w[I1].
We now apply the same procedure as above to each tree S in the resulting forest
F1. Let vS be the root of S. For every edge e containing vS and satisfying g(e) 6= 0
there exists an edge e′ of depth 1, that intersects e and such that w(e′) = g[N(e′)].
Among the edges satisfying this condition, choose the edge with maximal g-value.
Let I2 be the set of all edges chosen in all trees of F1. Since I2 contains only edges
of depth 1 of the new trees the set I1 ∪ I2 is dispersed.
We next delete all edges of I2, all their neighbors, as well as all the edges
e ∈ A(vS) for every S ∈ F1 that satisfy g(e) = 0. Let E2 be the set of all the
deleted edges in F1.
Since w(e′) = g[N(e′)] for every e′ ∈ I2, we have g[E2] = w[I2].
Continuing this way until all the edges are deleted, we obtain sets I1, I2 . . . , Im
of edges and a partition of the set of edges E(T ) into set E1, E2, . . . , Em such that
g[Ek] = w[Ik] for every k = 1, 2, . . . , m. Hence, the set I = I1 ∪ I2, . . . ,∪Im is
dispersed, and satisfies:
|g| =
m∑
k=1
g[Ek] =
m∑
k=1
w[Ik] = w[I]
as desired.

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5. Split graphs
Finally, we observe that the equality γw = γ
i
w holds in another well-known class
of chordal graphs - split graphs. Example 2 shows that the stronger equality,
ρw = γw, is not necessarily true in such graphs.
Definition 5.1. A graph G = (V,E) is a split graph if its vertex set is the disjoint
union of a clique and an independent set.
Theorem 5.2. In a split graph γw = γ
i
w for any integral weight function w.
Proof. Let V (G) = A∪B where A is a clique and B is an independent set and let
w : V → N be a weight function. We have to prove that γiw ≥ γw.
Let g : V → N be a w-minimal function dominating B. Assuming (as we
clearly may) that there are no isolated vertices, we can assume that g(b) = 0 for
every b ∈ B. Since B is independent, γiw ≥ |g|. If |g| ≥ maxa∈A w(a), then g is
dominating. Hence |g| ≥ γw, proving the desired inequality.
Suppose next that |g| < maxa∈A w(a). Let a ∈ A be a vertex satisfying w(a) =
max{w(a′) : a′ ∈ A}. Clearly, w(a) > |g|. Define f as follows: f(v) = g(v) for
every v 6= a and f(a) = g(a) + w(a) − |g|. The function f is dominating and
satisfies |f | = w(a), so γw ≤ w(a). Since clearly γ
i
w ≥ w(a), we have the desired
inequality. 
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