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AN EXPLICIT COMPUTATION OF A FAMILY OF
TRIVIALISING ÉTALE COVERS
AXEL STÄBLER
Abstract. We explicitly compute étale covers of the smooth Fermat curves
Yp+1 = Proj k[u, v, w]/(up+1+vp+1−wp+1) which trivialise the vector bundles
Syz(u2, v2, w2)(3), where k is a field of characteristic p ≥ 3.
Introduction
In this paper we explicitly compute a trivialising étale cover ϕ : Xp+1 → Yp+1
for the vector bundle S = Syz(u2, v2, w2)(3) on the Fermat curve Yp+1 given by the
equation up+1 + vp+1 − wp+1 over a field of positive characteristic p ≥ 3. Such a
cover corresponds to a representation of the étale fundamental group of Yp+1.
A Frobenius periodicity of a vector bundle S is an isomorphism F e
∗
S → S
for some e ≥ 1, where F denotes the absolute Frobenius morphism. By a classical
result of Lange and Stuhler [8, Satz 1.4], a vector bundle admitting such a Frobenius
periodicity is étale trivialisable (the converse does not hold in general though – see
[1, example below Theorem 1.1] or [2, Example 2.10]). The proof of Lange and
Stuhler yields explicit local equations with gluing data for an étale cover.
Brenner and Kaid showed in [3, Example 5.1] that the bundle S admits a Frobe-
nius periodicity with e = 1. We provide an explicit description of this isomorphism
in terms of generators of the syzygy bundle. Then we compute the section ring
of Xp+1 with respect to ϕ
∗OYp+1(1) and show that the covering obtained via the
construction outlined in [8, proof of Satz 1.4] is not geometrically connected. We
also compute the genera and the degrees of the connected components. This is a
partial answer to a question posed by Brenner and Kaid (see [3, Remark 5.2]).
I thank Holger Brenner for useful discussions and for pointing out several sim-
plifications to arguments in an earlier version of this article. Furthermore, the
computer algebra system CoCoA ([5]) has been helpful in the preparation of this
paper.
1. The isomorphism inducing Frobenius peridocity
Throughout this section we denote Projk[x, y, z]/(xd + yd − zd) by C, where k
is a field of prime characteristic p = 2d− 1. The goal of this section is to explicitly
identify the isomorphism F ∗ Syz(x, y, z) ∼= Syz(x, y, z)(−
3(p−1)
2 ) described in [3,
Theorem 3.4], where F : C → C is the (absolute) Frobenius morphism. From this
isomorphism we will then obtain the desired F -periodicity by passing to a suitable
Fermat cover. For a locally free sheaf S we call a global section of S(m) a section
of total degree m.
1.1. Lemma. The locally free sheaf S1 = Syz(xp, yp, x
p+1
2 +y
p+1
2 ) on C is generated
by the relations
R0 = (y
p−1
2 , x
p−1
2 ,−(xy)
p−1
2 ) and R1 = (−x, y, x
p+1
2 − y
p+1
2 )
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in degree p+1 and 3p−12 respectively. And we have an isomorphism OC(−p− 1)⊕
OC(−
3p−1
2 )
R1,R0
−−−−→ S1.
Proof. One easily verifies that R0 and R1 are indeed syzygies of S1. Moreover, S1
is just the pull back of Syz
P1(x
p, yp, x
p+1
2 + y
p+1
2 ) along the Noether normalisation
pi : C → P1 = Projk[x, y] – cf. [3, Remark 2.3].
Note that R0 and R1 are linearly independent over k[x, y]. Hence, we obtain
an exact sequence 0 → OC(−p − 1) ⊕ OC(−
3p−1
2 ) → S1 → T → 0, where T is
a torsion sheaf. Taking cohomology we obtain that H0(C, T ) is zero (H1(C, T )
vanishes since T has support on a closed affine subscheme). Hence, we have the
desired isomorphism. 
1.2. Lemma. The locally free sheaf S2 = Syz(xp, yp, (x
p+1
2 + y
p+1
2 )2) on C is gen-
erated by the relations
R2 = (xy
p−1
2 , 2x
p+1
2 + y
p+1
2 ,−y
p−1
2 ) and R3 = (x
p+1
2 + 2y
p+1
2 , x
p−1
2 y,−x
p−1
2 )
in degree 3p+12 . And we have an isomorphism OC(−
3p+1
2 )
2 R2,R3−−−−→ S2.
Proof. The argument is similar to the previous lemma. 
1.3. Lemma. The kernel of the surjective morphism
O3C
// S1(p+ 1)⊕ S2(
3p+1
2 )
ϕ
// Syz(xp, yp, zp)(3p+12 ) ,
where the first morphism is given by mapping ei to Ri (i = 1, 2, 3) and ϕ is given
by
(f1, f2, f3), (g1, g2, g3) 7−→ (z
d−1f1 + g1, z
d−1f2 + g2, f3 + zg3),
is generated by the single relation (z,−y, x).
Proof. By [3, Steps 3 and 4 of Theorem 3.4] we have that the morphism is surjective
and that its kernel is isomorphic to OC(−1). A straightforward calculation shows
that (z,−y, x) is mapped to zero along this map. 
By abuse of notation we will denote this morphism by ϕ. With this notation we
have
ϕ(e1) = (−z
d−1x, yzd−1, xd − yd),
ϕ(e2) = (xy
d−1, 2xd + yd,−yd−1z),
ϕ(e3) = (x
d + 2yd, xd−1y,−xd−1z).
We thus obtain an exact sequence
0 // OC(−1)
(z,−y,x)
// O3C
ϕ
// Syz(xp, yp, zp)(3p+12 )
// 0.
1.4. Proposition. The morphism α : Syz(xp, yp, zp)(3p+12 )→ Syz(x, y, z)(2) given
on generators by
(−zd−1x, yzd−1, xd − yd) 7−→ (−y, x, 0),
(xyd−1, 2xd + yd,−yd−1z) 7−→ (−z, 0, x),
(xd + 2yd, xd−1y,−xd−1z) 7−→ (0,−z, y)
is an isomorphism.
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Proof. The Koszul complex of Syz(z,−y, x) yields the short exact sequence
0 // OC(−1)
(z,−y,x)
// O3C
ψ
// Syz(z,−y, x)(2) // 0,
where ψ is given by
e1 7−→ (x, 0,−z),
e2 7−→ (y, z, 0),
e3 7−→ (0, x, y).
Mapping (a1, a2, a3) to (a3,−a2, a1) yields an isomorphism Syz(z,−y, x)(2) →
Syz(x, y, z)(2). Together with the observation after Lemma 1.3 this yields the de-
sired isomorphism Syz(xp, yp, zp)(3p+12 )→ Syz(x, y, z)(2). 
1.5. Corollary. Let k be a field of characteristic p ≥ 3 and let
Yp+1 = Projk[u, v, w]/(u
p+1 + vp+1 − wp+1).
Then we have the Frobenius periodicity F ∗ Syz(u2, v2, w2)(3)→ Syz(u2, v2, w2)(3)
given on generators by
(−wp−1u2, v2wp−1, up+1 − vp+1) 7−→ (−v2, u2, 0),
(u2vp−1, 2up+1 + vp+1,−vp−1w2) 7−→ (−w2, 0, u2),
(up+1 + 2vp+1, up−1v2,−up−1w2) 7−→ (0,−w2, v2).
Proof. Set d = p+12 . Then the isomorphism is induced by the finite cover C
2d → C
given by x 7→ u2, y 7→ v2, z 7→ w2 (cf. [3, Example 5.1]) and the isomorphism
described in Proposition 1.4. 
1.6. Remark. Brenner and Kaid actually established a Frobenius periodicity for
Syz(u2, v2, w2)(3) on curves C = Projk[u, v, w]/(u2d+v2d−w2d), where k is a field
of characteristic p ≡ −1 mod 2d. Let us write p = d(l + 1) − 1 with l odd. It
would be even more interesting to have explicit descriptions of the isomorphisms
F ∗ Syz(u2, v2, w2)(3)→ Syz(u2, v2, w2)(3) in the case where d is fixed and l varies.
For then one would have a relative curve over SpecZ which might be interesting
with respect to the Grothendieck-Katz p-curvature conjecture – cf. [3, Remark 5.3].
2. Some computations
Throughout this section k is a field of characteristic p = 2d − 1 and Y =
Projk[u, v, w]/(u2d + v2d − w2d). We denote the Frobenius periodicity described
in Corollary 1.5 by α : F ∗ Syz(u2, v2, w2)(3) → Syz(u2, v2, w2)(3). We write
S = Syz(u2, v2, w2)(3). The locally free sheaf S is generated by
s1 = (−v
2, u2, 0),
s2 = (−w
2, 0, u2),
s3 = (0,−w
2, v2)
in total degree 1. Furthermore, we write S ′ = F ∗S = Syz(u2p, v2p, w2p)(3p), for
which we fix generators
s′1 = (−w
2d−2u2, v2w2d−2, u2d − v2d),
s′2 = (u
2v2d−2, 2u2d + v2d,−v2d−2w2),
s′3 = (u
2d + 2v2d, u2d−2v2,−u2d−2w2)
in total degree 1.
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The goal of this section is to collect the data that are needed for construction
of the étale cover as outlined in [8, Satz 1.4]. For the convenience of the reader we
shall review this (with notations tailored to our situation).
Assume that we have a smooth curve Y and a locally free sheaf S on Y with
Frobenius periodicity α : F ∗S → S. Let U1, U2 be a trivialising open cover for
S. Let ψU1 : S|U1 → O
2
U1
and ψU2 : S|U2 → O
2
U2
be the transition mappings and
denote ψU1ψ
−1
U2
∈ GL2(O
2
U1∩U2
) by T . For a matrix A = (aij) with coefficients in
a ring denote by A(p) the matrix whose entries are the apij . We denote by HU1 the
mapping that makes the following diagram commutative
S|U1
α−1|U1
//
ψU1

S ′|U1
ψ
(p)
U1

O2U1
HU1
// O2U1
and similarly for HU2 .
Let now
A =
(
a b
c d
)
and B =
(
α β
γ δ
)
,
where the entries are indeterminates. With this notation one has by [8, proof of
Satz 1.4] that a trivialising étale cover g : X → Y for S on Y is obtained by gluing
the algebras
AU1 = OY (U1)[a, b, c, d, (detA)
−1]/((A(p)A−1 −HU1)i,j | i, j = 1, 2)
and
BU2 = OY (U2)[α, β, γ, δ, (detB)
−1]/((B(p)B−1 −HU2)i,j | i, j = 1, 2)
along the the identifications (TB)ij = (A)ij on U1 ∩U2. The morphism g : X → Y
is induced by the inclusions OY (U1)→ AU1 and OY (U2)→ BU2 .
2.1. Lemma. Let Y = Projk[u, v, w]/(u2d+v2d−w2d) and S = Syz(u2, v2, w2)(3).
Then U = D+(u),W = D+(w) is a trivialising cover for S with respect to the
isomorphisms
ψU : S|U //O2U ,
s1
u
7−→ e1,
s2
u
7−→ e2,
ψW : S|W //O2W ,
s2
w
7−→ e1,
s3
w
7−→ e2.
The transition mapping for the cover U,W is given by
ψUψ
−1
W =
(
0 −w
u
u
w
v2
uw
)
∈ GL2(OY (U ∩W )).
Proof. First of all, note that we have the relation R : w2s1−v
2s2+u
2s3 = 0 among
the fixed generators of S. On U this relation may be rewritten as w
2
u2
s1
u
+ s3
u
− v
2
u2
s2
u
=
0 so that s1
u
, s2
u
generate S|U . Consequently, S|U is free. Indeed, S is of rank 2
and we have the exact sequence O2U → S|U → 0 (the OY (a) are invertible – cf. [7,
Proposition II.5.12 (a)]). Hence, the kernel is of rank zero, thus zero since OU is
torsion-free.
One sees similarly that S|W is free, generated by
s2
w
, s3
w
.
We thus have isomorphisms
ψU : S|U∩W //O2U∩W ,
s1
u
7−→ e1,
s2
u
7−→ e2,
ψV : S|U∩W //O2U∩W ,
s2
w
7−→ e1,
s3
w
7−→ e2.
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And we obtain s2
w
= u
w
s2
u
and s3
w
= v
2
uw
s2
u
− w
u
s1
u
using R restricted to U ∩ W .
Whence the transition matrix. 
2.2. Lemma. Let Y = Projk[u, v, w]/(u2d + v2d −w2d), where k is a field of char-
acteristic p = 2d− 1 and let S ′ = F ∗(Syz(u2, v2, w2)(3)) = Syz(u2p, v2p, w2p)(3p).
Then
s′1
u
,
s′2
u
is a basis of S ′|U and
s′2
w
,
s′3
w
is a basis of S ′|W .
Proof. Note that we have a relation w2s′1− v
2s′2 + u
2s′3 = 0. The syzygies s
′
i are of
total degree 2d + 2p− 3p = 1 in S ′. Since S ′ = F ∗S we have by Lemma 2.1 that
S ′|U ,S
′|W are free and similarly to the proof of Lemma 2.1 one sees that any two
generators have to be free.
On U this relation may be written as w
2
u2
s′1
u
− v
2
u2
s′2
u
+
s′3
u
= 0 so that
s′1
u
,
s′2
u
generate
S ′|U . Similarly we have on W that
s′2
w
,
s′3
w
generate S ′W . 
2.3. Lemma. The change of basis matrix from B′U := {
s′1
u
,
s′2
u
} to B
(p)
U := {
s
p
1
up
,
s
p
2
up
}
is given by (
v2wp−1
up+1
2 + v
p+1
up+1
1− v
p+1
up+1
− v
p−1w2
up+1
)
.
And the change of basis matrix from B′W := {
s′2
w
,
s′3
w
} to B
(p)
W := {
s
p
2
wp
,
s
p
3
wp
} is given
by (
−u
2vp−1
wp+1
−u
p+1+2vp+1
wp+1
− 2u
p+1+vp+1
wp+1
−u
p−1v2
wp+1
)
.
Proof. We first compute the change of basis matrix on U . Write α
s
p
1
up
+ β
s
p
2
up
=
s′1
u
.
Looking at the second component shows that α = v
2wp−1
up+1
and restricting to the
third componend yields β = (1− v
p+1
up+1
). Similarly one obtains that (2 + v
p+1
up+1
)
s
p
1
up
−
vp−1w2
up+1
s
p
2
up
=
s′2
u
.
On W we have
−
u2vp−1
wp+1
sp2
wp
−
2up+1 + vp+1
wp+1
sp3
wp
=
s′2
w
and
−
up+1 + 2vp+1
wp+1
sp2
wp
−
up−1v2
wp+1
sp3
wp
=
s′3
w
.

2.4. Proposition. The isomorphisms HU : O2U → O
2
U and HW : O
2
W → O
2
W are
given by
HU =
(
v2wp−1
up+1
2 + v
p+1
up+1
1− v
p+1
up+1
− v
p−1w2
up+1
)
and HW =
(
−u
2vp−1
wp+1
−u
p+1+2vp+1
wp+1
− 2u
p+1+vp+1
wp+1
−u
p−1v2
wp+1
)
with respect to standard bases.
Proof. In order to obtain HU , note that HU = ψ
(p)
U α
−1|Uψ
−1
U . Moreover, ψ
−1
U is
the identity matrix with respect to the bases BU := {
s1
u
, s2
u
} and standard basis.
Likewise, α−1|U is the identity matrix with respect to the bases BU and B
′
U :=
{
s′1
u
,
s′2
u
}, as is ψ
(p)
U with respect to B
p
U := {
s
p
1
up
,
s
p
2
up
} and standard basis. So HU with
respect to standard basis is none other than the matrix computed in Lemma 2.3.
The claim about HW follows similarly. 
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3. The example
In this section we compute the section ring of the étale cover
g : X // Y = Projk[u, v, w]/(up+1 + vp+1 − wp+1)
that is obtained from the Frobenius periodicity
F ∗(Syz(u2, v2, w2)(3)) ∼= Syz(u2, v2, w2)(3)
via [8, Satz 1.4]. We also show that X is not geometrically connected and we
compute the genera and the degrees of its irreducible components when k contains
a (p−1)th root of −2. In fact, in this case any two irreducible components of X are
isomorphic. In the following we will denote the ring k[u, v, w]/(up+1+vp+1−wp+1)
by R. Note that this is the section ring induced by OY (1) on Y .
Following the construction outlined at the beginning of section 2 and using
Lemma 2.1 we obtain that
a = −
w
u
γ c =
u
w
α+
v2
uw
γ(3.1)
b = −
w
u
δ d =
u
w
β +
v2
uw
δ.(3.2)
Explicitly, one has
AU = OY (U)[a, b, c, d, detA
−1]/(detA−1(apd− cbp)−
v2
u2
wp−1
up−1
,
detA−1(bpa− apb)− (2 +
vp+1
up+1
), detA−1(cpd− cdp)− (1−
vp+1
up+1
),
detA−1(dpa− bcp) +
w2
u2
vp−1
up−1
).
(3.3)
Our first goal is to compute the section ring S =
⊕
n≥0H
0(X, g∗OY (n)). Note
that we have a finite ring extension R = k[u, v, w]/(up+1 + vp+1 − wp+1) → S (cf.
[4, Lemma 3.5] – the injectivity still holds since the morphisms on the stalks are all
injective).
3.1. Lemma. The natural maps R // AU [u, u−1] and
AU // AU [u, u
−1] // AU [u, u
−1, w−1]
are all injective.
Proof. It is enough to show that u,w are non-zero divisors in the section ring S
induced by g∗OY (1). Indeed, AU [u, u
−1] is isomorphic to Su (see e. g. [6, 2.2.1]).
In particular, the map AU → AU [u, u
−1] is just the natural inclusion.
Let Xi be a connected component of X , we then obtain a finite morphism Xi →
Y which is dominant. The pull back of OY (1) to Xi induces a section ring Si and
S is isomorphic to S1 × . . .× Sn. As Xi → Y is dominant R → Si is injective and
Si is integral since Xi is irreducible. So if u were a zero divisor it would map to 0
in some Si. But this is impossible since the morphism R→ S is injective. 
3.2. Proposition. The section ring induced by g∗OY (1) on X is given by
S = R[wα,wβ,wγ,wδ, α
u2
w
+ γ
v2
w
, β
u2
w
+ δ
v2
w
, (αδ − βγ)−1]
viewed as a subring of AU [u, u
−1, w−1] with the identifications of (3.1) and (3.2).
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Proof. Denote the section ring by T . Then one has Tu = AU [u, u
−1] and Tw =
BW [w,w
−1] (see e. g. [6, 2.2.1]). Since D+(u), D+(w) form a covering of Z it is
enough to show that Tu = Su and Tw = Sw.
Using (3.1) and (3.2) we see that AU [u, u
−1] is given by
OY (U)[wγ,wδ,
u2
w
α+
v2
w
γ,
u2
w
β +
v2
w
δ, (ad− bc)−1, u, u−1].
One readily computes that ad− bc = αδ − βγ. So it is clear that AU [u, u
−1] ⊆ Su.
Moreover, ((u
2
w
α+ v
2
w
γ)w2−v2wγ)u−2 = wα and (u
2
w
β+ v
2
w
δ)w2−u2wδ)u−2 = wβ.
Hence, both wα and wβ are contained in AU [u, u
−1]. This shows the converse
inclusion.
The equality Sw = BW [w,w
−1] is immediate. 
3.3. Lemma. We have ad− bc /∈ k in S. Moreover, (ad− bc)p−1 = −2.
Proof. Assume to the contrary that D = ad−bc is contained in k. Then necessarily
D ∈ k×. In particular, we may replace AU with the isomorphic ring
A′U = OY (U)[a, b, c, d]/(a
pd− cbp −D
v2
u2
wp−1
up−1
, bpa− apb−D(2 +
vp+1
up+1
),
cpd− cdp −D(1−
vp+1
up+1
), dpa− bcp +D
w2
u2
vp−1
up−1
)
and consider S as a subring of this quotient.
We invert u in S and then kill w, i. e. we look at the ring T := A′U [u
−1]/(w).
Thinking of this ring as a quotient of R[u−1]/(w)[a, b, c, d] we can rewrite the defin-
ing ideal as follows (note that we have up+1 + vp+1 = 0),
(apd− cbp, bpa− apb− (ad− bc), cpd− cdp − 2(ad− bc), dpa− bcp).
This ring is not the zero ring and we still must have D ∈ k× in T . But this is
impossible since the defining ideal is contained in (a, b, c, d).
Since detA(p) = (detA)p and by the multiplicative property of the determinant
we obtain detAp−1 = (ad− bc)p−1 = detHU = −2 in AU . 
3.4. Corollary. The étale cover X → Y obtained via the Frobenius periodicity
F ∗S → S is not geometrically connected.
Proof. As X is étale the section ring is a direct product of normal domains. As-
suming that k is algebraically closed, the section ring is a domain if and only if
H0(X,OX) = k. As we have seen ad − bc ∈ H
0(X,OX). So if X were connected
then ad− bc ∈ k. But this is not the case by Lemma 3.3. 
3.5. Proposition. Assume that k contains a (p − 1)th root of −2 which we call
η. Then X has exactly p− 1 connected components which are all isomorphic. The
connected components Xi are isomorphic to ProjS/(ad − bc + ζ
iη), where ζ is
a primitve (p − 1)th root of unity1 and S denotes the section ring associated to
g∗OY (1) (i. e. the one described in Proposition 3.2).
Proof. We claim that the irreducible components of X are the Xi = ProjS/(ad−
bc + ζiη) for i = 1, . . . , p − 1. At least one of the Xi is non-empty, for otherwise
all the ad − bc+ ζiη were units and thus their product (ad − bc)p−1 + 2 would be
nonzero – contradicting Lemma 3.3.
Next we will show that the rings Ti = S/(ad − bc + ζ
iη) are all isomorphic.
So fix indices i, j. We obtain an automorphism of AU [w
−1, u, u−1] by multiplying
a, c by ζ−j and by multiplying b, d with ζi. Since the ideal in (3.3) is mapped to
itself this is well-defined. Furthermore, this induces an automorphism of S. Finally,
1In other words, any generator of F×p .
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(ad−bc+ζiη) is mapped to (ad−bc+ζjη). Hence, this also induces an isomorphism
of Ti with Tj . It follows in particular that all the Xi are non-empty.
We still have to show that the Xi are the irreducible components. Since S is
normal, we have S = S1× . . .×Sn, where the Si are normal integral k-domains. As
(ad− bc)p−1 = −2 we must have that ad− bc 7→ (ζi1η, ζi2η, . . . , ζinη). Here we see
that the Ti are therefore of the form Sj × . . .×Sj+k. In particular, the Ti are again
normal. As the zeroth graded component of S is k[ad−bc] we obtain that the zeroth
graded component of Ti is k. Hence, the Ti are integral domains. We therefore also
obtain n = p− 1 and the Xi have to be the irreducible components. 
3.6. Lemma. Let R be a commutative ring and let A,B,C square matrices of
dimension n with entries in R. Assume furthermore that detB is invertible in R.
Then the ideal generated by the entries of G := (AB−1 − C) is equal to the ideal
generated by the entries of H := (A− CB)
Proof. Write G = (gij) and similarly for B,H . Multiplying G with B from the
right we obtain
∑
j gijbjl = hil. This proves one inclusion. The other inclusion
is obtained by multiplying H from the right by B−1 = (detB)−1B#, where B#
denotes the adjoint matrix. 
3.7. Proposition. Assume that assume that k contains a (p− 1)th root of −2 and
let Xi = ProjS/(ri) be an irreducible component of X = ProjS. Then the degree
of the induced morphism gi : Xi → Y = Projk[u, v, w]/(u
2d+v2d−w2d) is p(p2−1).
Proof. The degree of the morphism is the k-dimension of the global sections of a
fiber. Fix the point u,w = 1, v = 0 on Y . Then the matrix HU in Proposition 2.4
reduces to (
0 2
1 0
)
.
So by Lemma 3.6 we obtain that the fiber (of the whole covering) is given by
modding out (2c−ap, 2d−bp, a−cp, b−dp, (ad−bc)p−1+2) in k[a, b, c, d]. Observe,
that c and d are units in this quotient ring. Indeed, modding out c we obtain a = 0
from the third generator and therefore, using the last generator, 2 = 0. Hence, c
had to be a unit. The proof for d works similarly. We may thus rewrite this ideal
as (cp
2−1 − 2, dp
2−1 − 2, (cdp − cpd)p−1 + 2).
In counting (k¯-valued) points we see from the first two generators that points
(c, d) have to satisfy d 7→ ζc and cp
2−1 = 2, where ζ is a (p2 − 1)th root of unity.
Furthermore, we must have ζp−1 6= 1. Otherwise we would obtain a contradiction
from the last equation. We claim that all these remaining choices yield points.
Indeed, we then have
(cdp − cpd)p−1 = (cp+1ζp − cp+1ζ)p−1 = cp
2−1ζp−1(ζp−1 − 1)p−1
= 2ζp−1
ζp(p−1) − 1
ζp−1 − 1
= 2
ζ(p+1)(p−1) − ζp−1
ζp−1 − 1
= −2.
So the dimension of a fiber of the whole covering is (p2 − 1)(p2 − 1− (p− 1)) =
(p2−1)p(p−1). Since any two irreducible components are isomorphic by Proposition
3.5 we obtain the dimension of the fiber over an irreducible component by dividing
by the number of irreducible components, which is p− 1 – whence the claim. 
Summing up what we have proved we obtain
3.8.Theorem. Let k be a field of characteristic p = 2d−1 containing a (p−1)th root
of −2, R = k[u, v, w]/(up+1+vp+1−wp+1), Y = ProjR and S = Syz(u2, v2, w2)(3).
Then there is a Frobenius periodicity F ∗(Syz(u2, v2, w2)(3)) ∼= Syz(u2, v2, w2)(3).
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The trivialising étale cover g : X → Y obtained via this periodicity along the
construction outlined in [8, Satz 1.4] is given by
ProjR[wα,wβ,wγ,wδ, α
u2
w
+ γ
v2
w
, β
u2
w
+ δ
v2
w
, (αδ − βγ)−1]
viewed as a subring of AU [u, u
−1, w−1], where
AU = OY (D+(u))[a, b, c, d, detA
−1]/(detA−1(apd− cbp)−
v2
u2
wp−1
up−1
,
detA−1(bpa− apb)− (2 +
vp+1
up+1
), detA−1(cpd− cdp)− (1−
vp+1
up+1
),
detA−1(dpa− bcp) +
w2
u2
vp−1
up−1
)
and
a = −
w
u
γ c =
u
w
α+
v2
uw
γ
b = −
w
u
δ d =
u
w
β +
v2
uw
δ.
This cover consists of p − 1 irreducible components Xi which are all isomorphic.
The genus of an irreducible component is p(p2 − 1)(p(p−1)2 − 1) + 1 and the degree
of gi = g|Xi : Xi → Y is p(p
2 − 1).
Proof. The claim about the genus follows from Hurwitz’ theorem ([7, Corollary
IV.2.4]) since g is unramified, because the genus of Y is p(p−1)2 and since deg gi =
p(p2 − 1) by Proposition 3.7. 
3.9. Example. For p = 3 the bundle Syz(u2, u2, u2)(3) is already trivial on the
Fermat quartic Y = Projk[u, v, w]/(u4 + v4 − w4) since it is the twisted pull back
of a bundle over the quadric u2 + v2 − w2. As the quadric is isomorphic to P1k the
bundle splits.
For p = 5 we consider S = Syz(u2, v2, w2)(3) on Y = Projk[u, v, w]/(u6 + v6 −
w6), where k is a field of characteristic 5 containing a 4th root of −2. Then S has no
global sections and is thus not the trivial bundle. By Proposition 3.5 the trivialising
étale cover X → Y has 4 connected components. Each component X1, X2, X3, X4
is a curve of genus 1261 and the morphisms Xi → Y have degree 120.
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