An MCNP model of a co-axial HPGe detector, defined by the specification sheet and without parameter optimization, was used to assess practicality for efficiency characterization and complex spectra simulation. Simulated efficiencies, with and without Gaussian energy broadening, were compared against an experimental calibration for a standard counting geometry. Results show that this minimal detector model predicted efficiencies within 6% of experimental values at energies above 100 keV, while including energy broadening offered little improvement. This work shows that extensive detector characterization and optimization of parameters is not absolutely necessary, thereby reducing the experimental burden associated with detector modeling for many applications.
Introduction
Monte Carlo simulation is a versatile tool taking on an everincreasing role in gamma-ray spectrometry, particularly for investigating new counting and sample geometries or generating example spectra. However, the reality is that the quality of any detector model is determined by the accuracy of the parameters used to define it. Some detectors come with detailed Monte Carlo drawings from the manufacturer, while others simply have basic quality assurance data sheets with a schematic and nominal values. Due to the range of possible starting points for detector modeling, and its increasing application to gamma-ray spectrometry problems, it is a constructive exercise to investigate the level of detail required in detector models for accurate representation of the detector response and counting conditions. The conventional approach for evaluating detectors in a new counting geometry is to perform experimental efficiency calibrations using a variety of single or mixed radionuclide sources covering the working energy range of the specific detector [1] . However, calibration source geometries generally do not match sample geometries, and more resources are required to obtain calibration standards for unique cases. Severe differences between calibration and sample geometries will change the photon scattering and attenuation probabilities, rendering the calibration unreliable. These geometric disparities are often reconciled using either efficiency transfer functions or Monte Carlo detector models [2] [3] [4] [5] [6] [7] [8] . The principle of efficiency transfer uses a reference calibration and an effective solid angle ratio, or equivalent, between the calibration and sample geometries to calculate the efficiency for the sample geometry [9] . Efficiency transfer is a common method than can be done numerically or paired with Monte Carlo detector models, as seen in codes like EFFTRAN/MEFFTRAN, ANGLE, LabSOCS, GESPECOR, and ETNA, among others [10] [11] [12] [13] [14] . Assumptions or generalizations in the detector and geometry parameters often cancel out when using efficiency transfer functions, making it a more attractive approach than high-fidelity Monte Carlo modeling. However, the pure numerical approach is often limited to specific geometry templates and cannot always match the experimental conditions. Alternatively, Monte Carlo modeling can be used on its own to simulate exact sample/detector geometry configurations and calculate full-energy photopeak efficiencies using general purpose codes like MCNP or the Geant Toolkit [15] [16] [17] [18] . This approach provides correctness of the sample geometry but requires knowledge of the parameters responsible for the detector response, like active crystal dimensions, dead layer thickness, detector capsule component dimensions, and the full-width half-max (FWHM) characterization, all of which are provided by the manufacturer. However, the parameters supplied by the manufacturer are often only nominal values or limited in scope. For example, the dead layer thickness is usually given as a uniform nominal value when it is known to vary with position and the FWHM characterization is provided only for two photon energies [19] [20] [21] . The extensive characterization of these parameters, and others, is required for a true high-fidelity detector model, but can be time consuming to complete and verify [3, 15, 17, [20] [21] [22] .
It is possible to extensively characterize detector components and produce optimized parameter models that are within 1% reproducibility of experimental efficiencies [4, 23] . However, the time and effort expended to minimize error and uncertainty often provides diminishing returns and may not be practical in some situations. Alternatively, efficiency transfer methods can be implemented to improve accuracy. Comparisons of efficiency transfer methods have been presented by Vidmar et al. [6] and Lépy et al. [24] . Such comparisons and high-fidelity models are beyond the scope of this work, which will instead focus on evaluating the performance of a minimally defined model, relying solely on the detector specification values from a quality assurance data sheet.
Our previous work on modeling high-purity Ge (HPGe) detectors has shown that using the manufacturer specification sheet and experimental FWHM values provides reasonable accuracy and precision for exploratory investigations [25, 26] . Additionally, omission of geometry components that are not directly between the source and detector, like lead shielding caves or sample stages, are not required in the model definition. Other work by Ordóñez et al. [5] suggests that detector response determined by experimental FWHM values has a negligible effect on efficiencies in comparison to Geant4 and experimental results. However, the consistent assumption when simulating HPGe detectors with MCNP is that experimental determination of the FWHM energy dependence, or other parameters is required, as validation efforts are for usually performed for optimized parameter models.
The objective of this work is to challenge the idea that any prior experimental work is required in order to produce a valid detector model. To this end, an MCNP model based entirely on the detector specification sheet is compared against a benchmark efficiency curve for a standard geometry in the Nuclear Counting Facility at Lawrence Livermore National Laboratory. Modeling scenarios with and without Gaussian energy broadening are considered and compared against an experimental calibration function. Additionally, an example spectrum is recreated under each modeling scenario and analyzed for any effects introduced by the modeling and analysis conditions.
Materials and methods

Detector and simulation parameters
An ORTEC GEM30P4-70 series p-type co-axial HPGe detector was modeled in MCNP version 6.2 according to the values listed in the detector specification sheet. The crystal has a warranted relative efficiency of 30% at 1.33 MeV and warranted resolution FWHM values of 1.85 keV at 1.33 MeV and 850 eV at 122 keV. The full detector component description from the specification sheet is given in Table 1 and a schematic is provided in Fig. 1 .
The entire modeled counting geometry consisted only of the detector capsule and sample container at a distance of 10.46 cm from the detector face to the source center of mass, which is a standard sample geometry used at the Nuclear Counting Facility at Lawrence Livermore National Laboratory. Shielding was omitted as it does not provide any quantitative benefit for efficiency characterizations and the previous HPGe model was updated to include a rounded cap on the crystal bore hole [25] . The geometry was constructed from a combination of planes and macrobodies, cylinders or spheres, and the bulletization of the crystal was not considered. All material descriptions were taken from the Pacific Northwest National Laboratory materials compendium [27] . Simulations were run by generating at least 10 7 monoenergetic photons emitted isotropically from random positions within the source cell and covering the energy range of 50-2000 keV. The number of source particles was increased as necessary to pass the statistical checks performed by MCNP. The MCPLIB84 and el03 photon and electron libraries were used to handle particle-material interactions.
For HPGe detector models, the energy dependence of FWHM values is determined by the intrinsic response of the Ge and geometric factors, like crystal dimensions and scattering off of attenuating materials such as the dead layer or detector capsule components. As a modeling parameter, the FWHM energy dependence is easiest to adjust, as it can be validated by simple measurements and does not require extensive characterization of geometric components or a specific sample geometry. In practice, the degree of scattering, along with statistical fluctuations and signal chain noise and inefficiencies, leads to broadening of the original photon energy deposited in the detector and a corresponding FWHM in the spectrum [19] . The degree of peak broadening may impact spectrum analysis and can become problematic in complex spectra with overlapping peaks. To simulate this effect in MCNP, the GEB tally treatment option (FT-GEB) for Gaussian energy broadening is used with the F8 pulse-height tally [5, 28, 29] . The F8/FT-GEB tally sums the energy deposited within the detector cell for all tracks of a given particle history and then broadens the deposited total energy (E) based on a Gaussian with a FWHM described by Eq. (1): where the a, b, and c parameters are determined by fitting known FWHM values [28] . The assumption with Eq. (1) is that the FWHM data for the parameter fit is supplied by experimental measurements.
Simulated spectra were generated using the F8/FT-GEB tally with three different definitions of the energy broadening response. The three different scenarios regarding the FWHM data are summarized in Table 2 : A-FWHM data provided by experimental measurements; B-FWHM data taken from the detector specification sheet; C-no energy broadening considerations. Scenario A used experimental FWHM values from a series of measurements on the detector being modeled and in the same counting geometry. Scenario B used fit parameter c = 0 to enable curve fitting based on the two data points given in the specification sheet. Fits to Eq. (1) for Scenarios A and B were performed using the MATLAB Curve Fitting Toolbox [30] . In Scenario C, the GEB option was omitted from the simulation. Tally scores were binned in 4096 channels at 0.5 keV/channel to match the experimental setup.
Calculations and analysis
Peak analysis using PeakEasy was performed using either single Gaussian peak fitting or simple region of interest analysis with no Gaussian fitting [31] . Both methods used linear background subtraction. Routine peak analysis usually relies on Gaussian peak fitting, but the nature of Scenario C required that the simple region of interest method be used. Each peak region was defined by the same range of channels, regardless of analysis method. Simulated efficiency values were calculated by determining the photopeak area and normalizing to the number of source particles. Simulated efficiencies were compared against the current detector calibration by using the efficiency function to calculate values at the simulated energies. The experimental efficiency function was determined by using the MATLAB Curve Fitting Toolbox to fit the experimental data points to a 5th-degree natural log polynomial described by Eq. (2):
where E is in keV and E ref is equal to 1 keV. The experimental efficiency data was derived from the same set of experiments as the FWHM values in the same counting geometry. The peak analysis methods for efficiency calculations were compared by taking the ratio of the Gaussian fit to the simple region of interest method.
To determine the utility of the detector model in multiradionuclide sample spectra, an experimental spectrum of an irradiated stainless-steel type 304 foil was recreated using each of the three Gaussian energy broadening scenarios. The stainless-steel foil was irradiated using the Flattop critical assembly and details of that experiment are given elsewhere [26] . Simulated spectra were normalized to the total number of counts in the tally and scaled according to the total number of counts in the experimental spectrum. Peak areas and uncertainties were determined for both analysis methods using the peak fitting tools in PeakEasy. The influence of energy broadening and the peak analysis software was investigated by comparing results from both peak analysis methods against experimental results using simulation/ experiment ratios. These ratios were then used to identify qualitative and quantitative discrepancies arising from the different FWHM definitions.
Results and discussion
Gaussian energy broadening parameters
The energy dependence of peak FWHM values is shown in Fig. 2 for Scenario A and Scenario B. Scenario C is absent from Fig. 2 because it did not include any Gaussian energy broadening. The GEB function parameters were obtained
by fitting Eq. (1) to the appropriate FWHM values. For Scenario B, only two data points were available for fitting, so c = 0 was used to enable fit convergence. The experimental values used in Scenario A give R 2 = 0.9907 for the fit, while the detector specification sheet values used in Scenario B give R 2 = 1 for the modified equation. The GEB parameter coefficients from the fits in Fig. 2 defined the detector response for the simulated spectra in Scenarios A and B. Since the data points for Scenario B are warranted values, they represent an upper limit for proper detector functioning which is expected to be greater than the experimental result in Scenario A. While the difference between the two fitted functions increases with energy, the magnitude remains relatively small, indicating that the FWHM definition will be unlikely to have any effect on quantitative analysis of simulated results.
Efficiency comparison
The full-energy photopeak efficiencies in the 50-2000 keV range for all three scenarios are given in Fig. 3 , along with the experimental fitted efficiency function for comparison. The error bars for simulated values represent 1-sigma combined uncertainty from the MCNP statistics and peak area calculations and are less than 1% for all points. The relative uncertainty associated with the experimental efficiency function is on the order of 3%. Simulated efficiencies are greater than the experimental function for gammas below 100 keV, but simulated values are consistently less than experimental efficiencies for higher energy gammas.
With the exception of the 50 keV and 75 keV points, all three scenarios agree with each other and match the experimental efficiency curve fairly well. The low energy disparity between simulated values and the experimental function is primarily due to dead layer effects. In the model, the crystal dead layer is simulated as being uniform, an assumption known to be inaccurate. However, the differences at low energies are somewhat inconsequential, as detectors of this type are generally not used for measurements below 100 keV. Closer inspection of the simulated efficiency results shows that the error in accuracy relative to the accepted experimental efficiency, the Simulation/Experiment ratio shown in Fig. 4 , is less than 6% at all energies except 50 keV and 75 keV. In Fig. 4 , all photopeaks were analyzed in Peak-Easy using a simple region of interest with a linear background and no Gaussian fitting. Ratio uncertainties are 3-4% and primarily driven by experimental uncertainties. Co-axial HPGe detectors of the type that was modeled typically have a working range of 300-2000 keV. Below 300 keV, crystal dead layer and attenuation effects become more significant, making other detector types better suited for lower energies. Therefore, the large deviations from experimental values at the lowest energies are expected and are due to assumptions in the model and can be ignored for most analyses with this type of detector.
Excluding the 50 keV and 75 keV points results in Fig. 5 , which provides a better assessment of the efficiency results using simple region of interest peak analysis. A minor energy dependence is seen as the simulation/experiment ratio value trends closer to a value of 1 with increasing energy. Additionally, the three detector response scenarios are almost identical at each individual energy and within 1-sigma uncertainty across the entire energy range, mainly due to the experimental relative uncertainty of 3%. These results support the assertion that the source of the detector response, the FWHM values in this case, has no impact on simulated efficiencies. The remaining accuracy errors are therefore driven by the assumption of nominal values from the detector specification sheet and the simplification of the geometry.
The same simulated spectra were also analyzed using Gaussian fitting with a linear background for Scenario A and Scenario B. Gaussian fitting was not possible in Scenario C since the photopeaks were single channel peaks due to the lack of any energy broadening treatment in the simulation. The ratio of the simulated efficiency values to the experimental function is shown in Fig. 6 for both peak analysis methods. Additionally, the Fig. 6 inset shows the ratio of Gaussian fitting to simple region of interest peak analysis for both Scenario A and Scenario B.
The results in Fig. 6 show that analysis with Gaussian peak fitting improves simulation/experiment efficiency ratio values across the entire energy range. The 50 keV and 75 keV points show the most improvement, while ratios at all other energies are very similar to the results from the simple region of interest analysis and well within uncertainty margins. When directly comparing the peak analysis methods for each scenario, Fig. 6 inset, most of the results for Gaussian fitting are greater than the simple region of interest analysis as well as statistically different. These results confirm that FWHM considerations for detector response are not required for a reasonable efficiency characterization, supporting what was suggested by Ordóñez et al. [5] . However, including Gaussian energy broadening, which is required for Gaussian peak fitting analysis, does offer some improvements in accuracy and does not require much effort when using the specification sheet FWHM values as the starting point. Further improvements in the accuracy of the simulated efficiency characterization would require extensive examination of the physical detector and optimization of geometry components.
Spectrum match evaluation
To evaluate any effects in simulated spectra with respect to qualitative and quantitative analysis, an experimental spectrum was recreated for each modeling scenario. Figure 7 shows all three scenarios and the experimental spectrum between 790 keV and 880 keV. This region was chosen to highlight an area with potential for peak overlap where the different FWHM conditions may have an impact on spectrum analysis. The peaks seen in Fig. 7 belong to Co-58 at approximately 811 keV and 864 keV, Mn-54 at 835 keV, and La-140 at 816 keV and 868 keV. The two peak pairs between Co-58 and La-140 provide an example of neighboring peaks where detector resolution may have an impact. As expected, the experimental spectrum has the highest background contribution and least amount of separation between the Co-58/ La-140 peak pairs. Scenarios A and B are virtually identical, in qualitative terms, differing slightly due to the Monte Carlo nature of this exercise. Scenario C shows the best separation of peak pairs, but that is artificial and due to the omission of Gaussian energy broadening, resulting in unrealistic single channel peaks. The backgrounds for the simulated spectra are lower because detector shielding was not included in the model. The peak widths for Scenarios A and B are similar to the experimental spectrum, showing again that the source of the detector response, FWHM values from experimental data or the specification sheet, does not impact simulated results.
Analysis and comparison of the peaks in Fig. 7 is presented in Table 3 with 1-sigma combined uncertainty from MCNP statistics and peak area calculations. Simulation/ Experiment ratios are in the range of 0.11(8)-1.08 (5) . Simulated peak areas were compared against experimental values using both the simple region of interest and Gaussian fitting analysis methods that were used in the efficiency calculations. All experimental results were obtained using the Gaussian fitting method to be consistent with routine analysis procedures. For the single channel peaks in Scenario C, no peaks could be fit by a Gaussian, so the Gaussian/Experiment ratio could not be calculated. The same channel range for each peak energy was used for both analysis methods to determine if a Gaussian energy broadening detector response is required for accurate analysis of simulated spectra.
The trend in seen in Table 3 is that smaller and more obscured peaks are more sensitive to the modeling conditions and peak analysis method. The large peaks at 811 keV, 835 keV, and 864 keV show consistent results across the different scenarios and analysis methods. Conversely, the smaller peaks at 816 keV and 868 keV show a strong dependence on simulation scenario and peak analysis method. For smaller these peaks, Scenario C with simple region of interest analysis is the most accurate case giving ratio values of 1.04(5) and 0.87(10) for the 816 keV and 868 keV peaks. However, the Gaussian fitting analysis for Scenarios A and B shows nearly identical performance for the 816 keV and 868 keV peaks. Additionally, the Gaussian fitting analysis shows significant improvement over the simple region of interest analysis for the smaller peaks at 816 keV and 868 keV for Scenarios A and B.
The results in Table 3 are additional evidence that model parameter optimization and FWHM considerations are not required for producing and analyzing simulated spectra. Accuracy errors are more dependent on peak size and the presence/strength of neighboring peaks than any Gaussian energy broadening treatment. Ultimately, choice of the software program and selection of the peak analysis parameters will have a greater effect on results. The case for including FWHM considerations in the model and analysis is that the simulation will generate more realistic simulated spectra and aid any scoping studies in identifying peaks that may be difficult to measure experimentally, along with providing minor improvements in efficiency characterization.
Conclusions
This work investigated the usefulness of a minimally defined co-axial HPGe model using MCNP and whether or not a Gaussian energy broadening detector response is required. The detector model was defined according the manufacturer's specification sheet using simple geometric components without optimization of parameters. The detector response was incorporated into simulations using the Gaussian energy broadening tally treatment option in MCNP, based on experimentally determined FWHM values or warranted values from the detector specification sheet, and compared against a scenario without any Gaussian energy broadening. Simulated efficiency values were compared against experimental efficiencies, and a multi-radionuclide spectrum comparison was performed to assess impacts in realistic spectra. Results showed that simulated efficiency values for energies in the working range of the detector were within 6% of experimental values, and that including Gaussian energy broadening in the model generally provided minor improvements in efficiency characterization. However, most simulated efficiency values are similar between the three scenarios and well within 1-sigma uncertainty bounds. Furthermore, the inclusion of Gaussian energy broadening did not offer improvements in peak analysis of complex spectra. Analysis of multi-radionuclide spectrum peaks showed that simulation performance correlated with peak strength, separation from neighboring peaks, and the peak analysis approach more than the modeling conditions. In both efficiency characterization and simulated spectrum analysis, differences based on the source of detector response parameters were insignificant. From this analysis, extensive experimental work is not required in order to construct a reasonable HPGe model for efficiency characterizations and example spectra, provided that roughly 5% error in accuracy can be tolerated and the source is well-defined.
It is possible to construct an optimized parameter model, but not without committing significant time and effort into verifying all detector geometry components or tuning constraints without justification. The approach presented here is useful for applications where experimental uncertainties are on the order of 5% or more, or when an efficiency calibration is needed quickly. Gaussian energy broadening should be included, especially if the intent is to create example spectra, but it is not required. The benefits of this approach to Monte Carlo detector modeling include not having to invest the time and effort to verify geometric components and being able to easily expand beyond standard geometry templates. These features are useful for scoping studies, evaluating new or unusual counting geometries quickly, and situations facing limited calibration resources.
