This work presents a parallel Newton-Krylov flow solver employing third and fourthorder spatial discretizations to solve the three-dimensional Euler equations on structured multi-block meshes. The fluxes are discretized using summation-by-parts operators; boundary and interface conditions are implemented using simultaneous approximation terms. Functionals, drag and lift, are calculated using Simpson's rule. The solver is verified using the method of manufactured solutions and Ringleb flow and validated using the ONERA M6 wing. The results demonstrate that the combination of high-order finite-difference operators with a parallel Newton-Krylov solution technique is an excellent option for efficient computation of aerodynamic flows.
I. Introduction
F uel consumption and emissions are two major issues when designing aircraft today. Rising fuel costs have caused major airlines to cut operations and in extreme cases shut down. Also, the impact of aircraft emissions on climate change is significant and continues to increase. Hence, there is a great need to find alternate fuel sources and design aircraft that have a lower fuel consumption per passenger-km.
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In order to meet these design requirements, several research groups around the world are developing numerical methods to optimize aircraft that will aid aircraft manufacturers. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] The process for aerodynamic shape optimization is shown in Figure 1 , and the aim of this work is to develop an efficient and robust flow solver using high-order methods, which will then be used as a platform for aerodynamic shape optimization. Flow solvers have been developed with high-order finite-element, finite-volume and finite-difference schemes. For example, Gooch et al. [17] [18] [19] [20] [21] and Vaassen et al. 22 and many others have developed high-order finite-volume schemes, Darmofal et al. [23] [24] [25] [26] and others have developed high-order discontinous Galerkin schemes, and Zingg et al. [27] [28] [29] [30] [31] and Svard et al. 32, 33 have developed high-order finite-difference schemes. The reason high-order methods are being pursued is because they generally produce a smaller error per unit cost 18, 24, 29, 34 and are thus efficient. Using a high-order method, one can obtain a solution of a required accuracy using fewer nodes/cells than would be required for a second-order method. Additional benefits of using coarser grids enabled by the use of high-order methods are seen in aerodynamic shape optimization, for example reduced mesh movement cost.
The objective of this work is to develop a parallel Newton-Krylov flow solver employing high-order finitedifference schemes to solve the steady three-dimensional Euler equations on structured multi-block meshes.
The fluxes are discretized using summation-by-parts operators, and boundary and interface conditions are implemented using simultaneous approximation terms. High-order integration is performed using Simpson's rule. The solver is verified using several test cases, including the method of manufactured solutions and Ringleb flow, and is validated using the ONERA M6 wing.
II. Governing Equations
W e deal with the three-dimensional Euler equations, which for a Cartesian coordinate system are given by The equations comprise the conservation of mass, equations for the conservation of momentum in each of the three coordinate directions, and the conservation of energy. This equation may also be given in a curvilinear coordinate system by 35, 36 ∂ τQ + ∂ ξÊ + ∂ ηF + ∂ ζĜ = 0 (2)
and the contravariant velocities are given by
The variables ξ, η, ζ and τ correspond to the new coordinate system and ξ x , ξ y , ξ z , η x , η y , etc are the grid metrics. As a consequence of using a generalized coordinate system in conservative form we have the following identities known as the metric invariants that must be satisfied:
Lastly, a closed set of equations is obtained by using the ideal gas approximation for a thermally and calorically perfect gas with γ=1.4 for air.
III. Algorithm
I n this section the algorithm used to solve the governing equations is described. The section begins by introducing the spatial discretization scheme and then moves on to describe the iterative technique.
III.A. Spatial discretization
The three-dimensional domain is discretized using structured grids. Additionally, the domain is broken down into a number of blocks to enable the solver to deal with complex geometries. For the purpose of this work assume that each block consists of n ξ , n η and n ζ nodes in the ξ, η and ζ directions, respectively.
III.A.1. Finite-difference schemes
Operators that satisfy the summation-by-parts (SBP) property are used. For a spatial discretization operator D = H −1 P , applied to vectors u and v such that x ∈ [a, b], the SBP property is defined as:
where the scalar product is defined by:
and H is a positive definite matrix. SBP operators are used in this work because they provide an energy estimate. SBP operators come in two varieties, using diagonal and non-diagonal norms. In this work diagonal norm operators are used because they guarantee stability when using a curvilinear coordinate system in three dimensions. 38, [41] [42] [43] As an example of SBP operators, H and P for a second-order spatial discretization of the first derivative are shown below:
The third and fourth-order operators are shown in Section VII. They are centered differences (antisymmetric) and therefore require dissipation (symmetric), which shall be discussed later. Now the Euler equations (2) become
whereQ is a vector of dimensions n ξ × n η × n ζ × 5 that contains the vectorsQ at every node in the domain. The antisymmetric a operators are defined by
where the operator ⊗ is the Kronecker product for matrices such that if
η , I ζ and I 5 are identity matrices of dimensions n ξ × n ξ , n η × n η , n ζ × n ζ and 5 × 5 respectively. D ξ , D η and D ζ are finite difference operators of dimensions n ξ × n ξ , n η × n η and n ζ × n ζ respectively. 
III.A.2. Grid metrics
The grid metrics are calculated using the spatial discretization outlined in the previous section. However, if the grid metrics are calculated directly, for instance ξ x is given by
a The interior finite-difference scheme is antisymmetric.
then the metric invariants (3) are not necessarily satisfied. This means that a uniform free stream could fail to satisfy the discrete Euler equations. The approach implemented in this work exploits the fact that when finite differences are used to approximate a first derivative, the product rule is not satisfied numerically. Thus the metrics are calculated using a conservative form. For instance:
Similar formulas can be obtained for the other metric terms. For this method to work, the finite-difference scheme used to calculate the metrics must be the same as that used to calculate the flux terms. One can now easily verify that the metric invariants are satisfied by substituting the modified metrics into equation (3) .
III.A.3. Artificial dissipation
Nonlinear convection problems such as the Euler equations that use central differences require the use of artificial disspation to damp out high frequency modes. In this work, the dissipation operator is implemented so that it meets the following criteria, as stated by Mattson et al. 46 :
1. Efficiently reduce spurious oscillations.
2. Accuracy should be the same as the the finite-difference scheme.
3. Computational work should be comparable to the finite-difference scheme, i.e. the stencil size of the dissipation operator should be similar to the finite-difference scheme if not the same.
4. The dissipation operator should provide an energy estimate.
Matrix dissipation is used because it normally results in lower errors compared to scalar dissipation.
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The matrix dissipation model along the ξ direction is given by:
where the operators are given by
, ...,
D − andD + are backward and forward difference operators given by:
∂ξ p and is chosen to beD 2 for the second and third-order methods andD 3 for the fourth-order method.D 2 andD 3 are given by:
B is a diagonal matrix with a spatial dependence that is chosen to satisfy the accuracy requirements. For the second-order method B = diag(0, 1, 1, ..., 1, 1, 0). For the third and fourth-order methods, B is chosen such that it increases from
at the boundaries to 1 in the interior, and derivatives up to p − 2 are 0 at the boundaries and transition points. A typical distribution for the diagonal of B including the transition region is shown in Figure 2 . A is a block diagonal matrix that is calculated for a Roe averaged state and |A| is given by:
where X is the eigenvector matrix of the flux Jacobian and where
The remaining variables are defined as
Υ is a pressure switch that turns on second-difference dissipation in the vicinity of a shock. Typical values for κ 2 , κ, V n and V l are 1, 0.04, 0.25 and 0.25, respectively.
On adding the dissipation terms to the semi-discrete Euler equations (6), we get
III.A.4. Interfaces and boundaries
The block interfaces and boundaries are dealt with using simultaneous approximation terms (SATs).
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SATs are a penalty method which, when implemented with SBP operators, provide an energy estimate. For convenience we shall consider interfaces and boundaries in the ξ direction. It is quite easy to obtain similar results for the other two directions.
Consider that in the ξ direction the domain has been split into two blocks with boundaries at j = 0 and j = N and an interface at j = s and j = s + 1, as shown in Figure 3 . The semi-discrete Euler equations with SATs for the interface and boundaries for the left and right blocks are given by where the SATs are:
where
A is the flux Jacobian and |A| is given by equation (10) . The variables
T and e N = [0, 0, ...., 1] T are column vectors of dimensions n ξ × 1, where n ξ is the number of points in the ξ direction, which maybe different for each block. Q 0 , Q s , Q s+1 Q N and Q bc are column vectors of dimensions 5n η n ζ ×1. Q bc contains the flow variables that need to be imposed at the boundaries.
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τ bc is a scalar that scales the boundary and interface terms.
III.A.5. Stability
The operators derived thus far do not guarantee stability for the three-dimensional Euler equations. However, when the same formulation is applied to the linear convection equation, it provides an energy estimate and thus guarantees stability. Stability of the linear convection equation is necessary but not sufficient to guarantee stability for the three-dimensional Euler equations. 37, 38, 40, 43, 46 
III.B. Iteration to steady state
Using the spatial discretization from the previous section we obtain
where R(Q) is the residual given by
This work is concerned with steady flows and thus the equation we aim to solve is
Using the implicit Euler method through local linearization of R(Q), one obtains:
where the superscript n is the outer iteration number and τ = t. If we let ∆t → ∞, Newton's method, which converges quadratically, is obtained. If the initial guess is not close to the solution, then Newton's method can fail. Hence, the solution process uses two stages, a start-up phase to find a suitable iterate and an inexact-Newton phase. Before we describe the two phases, we shall lay down some of the background.
III.B.1. Relaxation
For each solution update, we have the following equation
where θ is the relaxation factor. Under relaxation (θ < 1) helps in preventing solution updates during the start-up phase that would cause the flow to become non-physical.
III.B.2. Linear system solution
We utilize GMRES to solve the linear system (16). 57, 58 GMRES requires matrix-vector products. We use Jacobian-free matrix-vector products, which are approximated with a finite-difference:
where N is the number of unknowns, and δ = 10 −13 . 55 The performance of GMRES can be improved if the system is preconditioned. When right preconditioned with M the system in equation (16) becomes
M −1 is calculated by performing an incomplete lower-upper factorization (ILU) with fill level k. As the fill level k is increased, the factorization becomes more accurate. 62 We choose M to be the ILU factorization of a first-order approximate Jacobian. This is ideal because the first-order Jacobian requires less memory and is faster to calculate and factor. [17] [18] [19] [20] 60 The high-order dissipation coefficient coefficient is lumped with the first-order dissipation coefficient (2) in the preconditioner using the parameter σ:
Also the additive Schwarz and approximate Schur parallel preconditioners are used.
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III.B.3. Local time stepping
To speed up convergence a spatially varying time step is used:
This approximately represents a constant CFL number. The reference time step ∆t ref is chosen differently for the two phases, as described below.
III.B.4. Reordering of unknowns
The nodes are reordered using the reverse Cuthill-McKee (RCM) method. This reduces the bandwidth of the system and also improves the conditioning of the ILU factors. 60, 61, 63 The root node is chosen to be the node with indices (n ξ , n η , n ζ ) for each block, which lies on the downstream boundary of the block.
III.B.5. Start-up phase
The idea behind the start-up phase is to go through the initial transient as quickly as possible, in other words, to provide a suitable iterate so that we can switch to the inexact-Newton phase. We modify equation (16) 
is the first-order Jacobian. Equation (22) is not solved exactly but to a relative tolerance of ω such that:
The parameter ω is normally chosen to be 0.5. Also since factoring is expensive, we use a lagged Jacobian update 55 i.e. we update the Jacobian every three iterations. The reference time step is chosen such that,
Typical values for a and b are 0.01 and 1.2 respectively.
III.B.6. Inexact-Newton phase
The switch to the inexact-Newton phase is made once the residual has fallen below a certain value specified by τ such that:
A typical value for τ is 1 15 . Equation (16) is now solved with a tolerance ω such that
where,
The reference time step is chosen such that:
with
where k is the last start-up phase iteration, and β =2.
III.C. Force Integration
Lift and drag coefficients are calculated using Simpson's rule, which is a fourth-order accurate method.
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IV. Results and Discussion T his section demonstrates the algorithm described in the previous section for various test cases. It begins by describing the method of manufactured solutions and Ringleb flow. Using these tests we can rigorously test the algorithm. The algorithm is then validated for the ONERA M6 wing.
IV.A. Computational hardware
An SMP HP Itanium Beowulf-class cluster is used. Each node consists of 4 Itanium II processors with 6MB L3 cache and a clock speed of 1500MHz, with at least 8GB of RAM. The nodes are connected with a high-bandwidth low-latency Myrinet network.
IV.B. Test cases
IV.B.1. Method of manufactured solutions
The method of manufactured solutions can be used to verify the prescribed order of accuracy for computational codes. 65 It works by manufacturing a solution by adding appropriate source terms to the governing equations.
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Let the form of the solution be
where φ is ρ, u, v, w, or p. The form of the solution and the constants
and L are given in Table 1 . These constants have been chosen in order to keep the flow physical, i.e. p > 0 and ρ > 0. Now that the form of the solution has been specified, the governing equations are applied to the manufactured solution to generate the analytical source terms. Thus equation (2) becomes
whereψ is the source term. Table 1 . Constants and form of the solution for three-dimensional flow using the method of manufactured solutions
The domain for the problem consists of eight blocks such that 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 and 0 ≤ z ≤ 1, as shown in Figure 4 . Each block has a mesh density ranging from 13×13×13 nodes to 65×65×65 nodes. The boundary conditions are implemented by setting Q bc to the exact solution.
IV.B.2. Ringleb flow
Ringleb flow is an exact solution to the two-dimensional Euler equations. [67] [68] [69] [70] The flow lies between two streamlines. Hence, in addition to testing the order of accuracy of the flow solver, Ringleb flow may also be used to test the wall boundary conditions. The solution is obtained using a hodograph transformation and x(q, µ) = 1 2ρ
where ρ is the density, x and y are the Cartesian coordinates, q is the nondimensional velocity magnitude, a is the sound speed, and µ is the streamline constant. The velocity is nondimensionalized with respect to the stagnation sound speed. The flow angle θ is by,
Lastly, the energy is obtained using isentropic relationships. The entire flow can be parameterized using µ and q. In this work µ and q were chosen such that 1 ≤ µ ≤ 1.5 and 0.5 ≤ q ≤ 0.75. The flow domain and solution are shown in Figure 5 . The domain consists of four blocks with a mesh density ranging from 13×13 nodes to 67×67 nodes per block. Inlet, outflow and wall boundary conditions are imposed as shown in Figure 5 . The inlet and outlet boundary conditions are imposed by setting Q bc to the exact solution. Since the flow solver in this work is three-dimensional, symmetry boundary conditions are imposed on the x − y planes.
IV.C. Order of accuracy
The order of accuracy of each scheme is tested using the method of manufactured solutions and Ringleb flow. The order of accuracy for the different test cases is shown in Figure 6 , and the slopes for the lines of best fit to the data are shown in Table 2 . The errors shown in Table 2 are standard asymptotic errors in the slopes for the lines of best fit. It can be seen that the observed order of accuracy agrees well with the formal order of accuracy. In addition to establishing the order of accuracy, these results verify that there are no bugs in the spatial discretization.
IV.D. Efficiency
Efficiency may be studied quantitatively using the Ringleb flow. Normally two factors are taken into consideration when one performs a flow solve, the time to achieve convergence and the accuracy of the solution. Ideally one would want the most accurate solution in the shortest possible time. One may then specify the desired accuracy or the time, if time is the limiting factor. If the accuracy is specified, the most efficient method would provide a solution of this accuracy in the shortest possible time. If time is the limiting factor, the most efficient method would provide the most accurate solution in this given time.
In Figure 7 the variation of the convergence time with accuracy of the solution is shown. It is quite easy to see that with the above definition of efficiency the high-order methods are indeed efficient compared to the second-order method. For an error level of 10 −5 , for example, the third-order method requires roughly 10% of the CPU time of the second-order method while the fourth-order method requires roughly 4%. • is used on a grid with 96 blocks×17×17×17 nodes. The solution is obtained using both the Schwarz and Schur parallel preconditioners on 8, 12, 16, 32 and 48 processors for all three spatial discretizations. The data are shown in Figure 8 . From the data we see that the Schur preconditioner performs consistently better for all three spatial discretizations. Both preconditioners show good parallel efficiency.
IV.F. ONERA M6 Wing
In this section, we study the ONERA M6 wing at M = 0.3 & α=4.0
• and M =0.699 & α=3.06
• . The first test case is purely subsonic and the second test case has a weak leading-edge shock. We use five grids ranging from 96 blocks×17×17×17 nodes to 96 blocks×33×33×33 nodes. The far field is placed 25 chord lengths away from the wing. The mesh for the 96 blocks×33×33×33 nodes grid is shown in Figure 9 . The solution is obtained using 48 processors. The dissipation coefficients are set to κ 2 = 0 and κ = 0.04 for the first case. For the second case κ 2 = 1. V n and V l are set to 0.25. The transition region in the dissipation model is set to 8%. Far field and wall boundary conditions are used and the boundary and interface conditions are scaled by unity, i.e. τ bc = 1. ILU(0) and ILU (1) is used during the start-up and inexact-Newton phases. The first-order preconditioner is used and the dissipation coefficients are lumped with σ = 10. The coefficients during the start-up phase are a = 0.01, b = 1.2 and ω = 0.05. Also the preconditioner is updated every three iterations during the start-up phase. Relaxation is used only during the start-up phase and is set at θ = 0.6. During the inexact-Newton phase, β is chosen to be 2, and the parameter that decides when to switch to the inexact-Newton phase, τ , is set to 1/15. The number of GMRES iterations is limited to 80 (no restarts), and the solution is said to be converged when the residual norm has dropped below 1E − 11.
The convergence summary for the ONERA M6 wing at M =0.699 and α=3.06
• is shown in Table 3 , and the convergence history is shown in Figure 10 . As expected, the high-order methods take longer to converge and require more inner iterations. Also the time for each residual evaluation is slightly higher for the high-order methods, since the high-order methods have a larger stencil. The lift and drag coefficients are shown in Table 4 . The lift and drag coefficients agree within 0.2% and 4% of each other, respectively. The C p plots at different cross sections on a coarse and fine grid are shown in Figure 11 . The coarse grid consists of 96 blocks×25×25×25 nodes and the fine grid consists of 96 blocks×33×33×33 nodes. The experimental C p data is included as well, and even though viscous effects are neglected, the agreement is quite good.
A zoomed-in C p plot for the 20% cross section is shown in Figure 12 . We see that near the leading edge the high-order solutions display improved accuracy, where we assume that the fourth-order solution on the fine mesh is the most accurate solution available. Also at the mesh block interface on the wing, the discontinuity in C p associated with the use of SATs is reduced noticeably by the higher-order methods. However, at the aftmost location shown the coarse mesh second-order solution is closer to the fine mesh solution.
The downstream preservation of the wing tip vortices is another measure of the accuracy of the solution. For the subsonic test case we examine the magnitude of vorticity 22 chord lengths behing the wing. Data for a coarse (96 blocks×25×25×25 nodes) and a fine (96 blocks×33×33×33 nodes) mesh for the three orders of accuracy are shown in Figure 13 . The data demonstrate that the higher-order methods preserve the trailing vortices better than the second-order method.
Based on the lift and drag coefficients, there seems to be little advantage to the high-order methods, in contrast to the results obtained for the Ringleb flow ( Figure 7 ) and the vorticity study ( Figure 13 ). Further study is needed to clarify this. 
V. Conclusions
A high-order finite-difference flow solver is presented for the Euler equations. Spatial discretization is carried out using summation-by-parts operators; the boundary and interface conditions are implemented using simultaneous approximation terms. The solution is marched to steady state using a two-phase NewtonKrylov approach. The first phase uses a first-order accurate flow Jacobian in an approximate-Newton approach. Once a suitable iterate is found, we use the high-order Jacobian in the inexact-Newton phase. Force integration is performed using Simpson's rule. The code is verified using the method of manufactured solutions and Ringleb flow. It is found that the observed order of accuracy agrees with the prescribed order of accuracy. An efficiency study for the Ringleb flow demonstrates that the high-order methods are indeed efficient in that they produce a low error per computational cost. Lastly, the code was validated for the ONERA M6 wing. The combination of a high-order spatial discretization using SAT's with a parallel Newton-Krylov solution technique is an efficient approach to computing aerodynamic flows. Extension of the algorithm to viscous and turbulent flows is an avenue for future work. 
