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Multiplier effects are one of the fundamental 
mechanisms of local and regional development and 
occur when one type of economic activity affects 
another. Multiplier effects are driven primarily 
by market forces. An increase (or decrease) of one 
type of economic activity in a given city or region 
prompts an increase (or decrease) in demand 
for goods and services, which then triggers the 
development of other types of economic activity in 
the same region or city. An increase (or decrease) 
in income or employment in a local or regional 
economy triggered by the emergence of a new 
type of economic activity is called a multiplier 
effect. The multiplier is an attempt to quantify the 
power of a given economic trigger.
The aim of the paper is to outline demand-
-driven multiplier mechanisms, the theory behind 
them, and applicable quantifi cation methods. 
The authors discuss a number of key problems 
associated with multiplier effects in the context 
of local and regional development. Furthermore, 
they show selected trends identifi ed empiri-
cally. 
Theory behind multiplier effects 
Multiplier effects are part of several different 
theoretical approaches to urban and regional 
development, including the following:
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economic base theory,• 
input-output model,• 
growth pole theory.• 
Economic base theory and its close rela-
tive, export base theory, can be used to explain 
the development of a city or region in terms of 
economic activities satisfying external demand, 
which assumes a dependence on broader mar-
kets. The activities of this type constitute the eco-
nomic base of the city or region. Other forms of 
economic activity – those that serve the internal 
needs of the city or region (endogenous activity) 
– are a function of the economic activity that con-
stitutes the economic base (exogenous activity). 
The relationship between total economic activ-
ity and the economic base – often thought of in 
terms of employment – is expressed by a local/
regional multiplier that allows an assessment of 
the impact of changes in the economic base on 
the entire economy of the city or region. Multi-
pliers were used to forecast the impact of chang-
es in the economic base on future employment 
and population of cities and regions (Hoyt 1949; 
Alexander 1954). 
The input-output model takes a more refi ned 
approach; it is not based on a division of the local 
and regional economy into just two sectors. The 
model attempts to show the linkages between 
many different types of economic activity in a giv-
en city or region. An input-output matrix is used 
to calculate input coeffi cients, which measure in-
puts necessary to generate the output of each eco-
nomic activity. Input coeffi cients, together with 
the degree to which demand is met locally or re-
gionally, allow an analysis of the impact of chang-
es in one sector of the economy on other sectors in 
the city or region (multiplier effects). This type of 
analysis is normally part of what has been termed 
regional science (Isard 1960; Miller & Blair 1985). 
Input-output analysis also allows a consideration 
of inter-regional linkages (multipliers). 
Multiplier effects also play a very important 
role in growth pole theory. The theory rests on 
the idea that dynamic economic activity impacts 
local and regional economies and multiplier ef-
fects are the basic mechanism whereby a growth 
pole affects its surroundings. 
It should also be noted that strong locally con-
fi ned multiplier effects are a basic force exerted 
by metropolitan areas. 
How do the multiplier effects work? 
Demand-driven multiplier effects are the 
most important. In terms of microeconomics, 
the multiplier effect of the arrival of a new 
company or an increased level of activity by an 
existing Company X is an increase in income 
and employment at other companies in the 
geographic area. This is caused by increased 
demand generated by the new company or the 
increased level of activity of Company X. 
Two basic types of demand-driven multiplier 
effects have been identifi ed: a supply type and an 
income type.
Supply-side effects arise when additional 
demand is generated by new or growing business 
enterprises, which enables their suppliers to 
grow as well. Income-type effects are the result 
of the increased purchasing power of households 
driven by wages and salaries offered by growing 
enterprises, which allows providers of consumer 
products to grow as well. The growth of one 
company or several companies multiplies the 
economic benefi ts in a given area by helping to 
drive the growth of other business entities. The 
businesses involved, in turn, generate increased 
demand for goods and services, which initiates 
another cycle of multiplier effects. Such ‘second-
-order’ effects prompt third-order multiplier 
effects, fourth-order multiplier effects, and so on. 
The magnitude of each subsequent multiplier 
effect is increasingly smaller, which means that 
the number of iterations necessary to estimate 
the total multiplier effect is fi nite. Moreover, 
business growth increases tax revenue for local 
governments, which may be used to improve 
local infrastructure and public services (Fig. 1). 
In the economic literature, a stimulus in the 
form of an increase in a certain type of activity is 
known as a direct effect, supply-side effects are 
also known as indirect effects, and income-type 
effects are known as induced effects. 
The impact of an increase of certain types 
of economic activity on the local or regional 
economy does not end with demand-driven 
multiplier effects. Another effect may be an infl ux 
of companies that are customers of expanding 
business enterprises (forward linkages). Yet 
another effect may be an increase in the level 
of economic activity and innovation in a city or 
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region resulting from the improvement of its 
image and “follower effects” (Lloyd & Dicken 
1977). In the long run, real-estate values may rise 
and increase income levels for both local residents 
and governments. 
Multiplier effects generated by the creation of 
a new type of economic activity in a given area, 
for example a large new manufacturing facility, 
are of particular interest. Ultimately, multiplier 
effects resulting from any change in economic 
activity in a given area are important, regardless 
of when it started.
One must not forget that multiplier effects 
may produce not only positive outcomes but 
also negative ones. Reductions in output and 
the liquidation of companies lead to lower 
incomes and lower employment at suppliers as 
well as business entities serving the needs of the 
employees made redundant. 
It is important to consider a number of 
fundamental research issues associated with local 
and regional multiplier effects. 
The most important general issue is the total 
magnitude of multiplier effects generated by an 
increase in economic activity or the creation of 
a new type of economic activity in a given city or 
region. This leads to another important question: 
Are supply-side or income effects stronger?
Another interesting feature is the industry 
distribution of multiplier effects – some industries 
experience stronger effects than others. This issue 
can be analysed by comparing multiplier effects 
in the manufacturing sector and the service 
sector as well as by looking at specifi c services 
and types of manufacturing activity. Differences 
in the magnitude of multiplier effects between 
different economic activities suggest that such 
effects produce structural changes in local and 
regional economies. 
From a geographical point of view, the 
salient question is: where do multiplier effects 
begin and what is their spatial range? Multiplier 
effects include the growth of local enterprises as 
well as the development of suppliers of goods 
and services located in distant regions, and even 
abroad. The more contained multiplier effects 
in a city or region, the stronger their impact on 
the given city or region as drivers of cumulative 
Fig. 1 Mechanism of supply-side and income-type multiplier effects
Source: Domański et al. (2005), Fig. 18 with modifi cations
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economic growth. On the other hand, the ‘trickling’ 
of multiplier effects into areas outside of the city/
region in question in the form of the purchase of 
goods and services positively affects such fringe 
areas. Thus, a multiplier effect spreads out away 
from its point of origin, e.g. a growth pole. 
The fundamental issues to be considered are 
the magnitude of multiplier effects and their in-
dustry distribution as well as their spatial distri-
bution. The factors that determine the evolution 
of multiplier effects are a core issue of interest as 
well. 
Methods of measuring multiplier effects
The theoretical approaches described earlier 
suggest two basic means of measuring multiplier 
effects: 1) an aggregate method, and 2) an incre-
mental method. 
The most basic of multiplier-effect calculations 
rest on economic base theory and consist of 
a comparison of total economic activity in a city 
(or region) and its economic base. Multipliers 
may be estimated based on regression models 
using a multi-city/region sample or a single city/
region for a longer period of time. This type of 
calculation is usually based on employment data 
and is easier to carry out than a calculation based 
on the incremental method. The most diffi cult part 
of the aggregate method is classifying business 
activity in a city or region either as economic-
base type (exogenous) or supplemental type 
(endogenous). This type of approach, however, 
does not allow an assessment of the infl uence of an 
economic stimulus such as growth in a particular 
local or regional industry. Aggregate multipliers 
calculated in this manner are technically not in 
agreement with the theoretical understanding 
of multiplier effects as increases (or decreases) 
in economic activity resulting from increases 
(or decreases) in demand for goods and services 
on the part of other industries in a given city or 
region. 
The proper way to measure multiplier effects 
is to estimate incremental changes in a particular 
industry and then assess changes in the overall 
economic activity level in a given geographic area. 
This type of measurement is much more diffi cult 
to carry out than an aggregate measurement, as it 
requires the acquisition of a wide array of inter-
industry and inter-company data. 
Two basic types of measures of multiplier 
effects are used: 1) number of jobs, and 2) 
business revenue. The number of jobs is used 
more often than business revenue in multiplier 
effect analysis as it seems more convincing. Some 
research has also been done in order to calculate 
multiplier effects with respect to value added, 
for example, gross domestic/regional product at 
a regional level. A similar attempt has been made 
with respect to personal income. 
Multiplier effects can be measured at an in-
dustry level or a single company/plant level. 
Existing general models of inter-industry link-
ages (input-output) or company surveys may be 
used. 
Examples of advanced American-produced 
tools used to measure multiplier effects include 
RIMS II, IMPLAN, and REMI. The fi rst two are 
based on input-output analysis – specifi cally Le-
ontief’s inverse matrix. The database used to cal-
culate multiplier effects includes inter-industry 
linkages for each model for a total of 500 types 
of economic activity. The input-output data are 
acquired from a number of government sources 
including the U.S. Bureau of Economic Analy-
sis. The IMPLAN (IMpact Analysis for PLANning) 
Model has been in development since the 1980s 
and today is available in the form of commercial 
software. It enables the calculation of multiplier 
effects at every level from local (county) to na-
tional (USA) (Propst 2000). The simulation-type 
REMI (Regional Economic Model) Model is also 
available in the form of commercial software. It is 
known as an eclectic model, as it calculates mul-
tiplier effects based on the input-output matrix 
combined with the Cobb-Douglas econometric 
model. It allows the anticipation of changes in 
costs, pay levels, and productivity (Lynch 2000). 
Rickman & Schwer (1995) compared multipliers 
calculated using the three models listed above 
and concluded that the differences between the 
results were usually statistically insignifi cant. 
They found that the IMPLAN Model tended to 
produce the highest multipliers. Multipliers pro-
duced by RIMS II (Regional Input-Output Multi-
plier System) were shown to be somewhat higher 
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(5-10%) than those produced on the basis of com-
pany survey data (Lynch 2000). 
Models of this type demand a certain amount 
of publicly-available data, which means that 
they can only be used in certain countries. Such 
models are based on inter-industry input-output 
matrices and assume that general relationships 
can be applied to specifi c companies in specifi c 
regions. 
Survey-based research involving real compa-
nies in a specifi c area is quite different. The level 
of detail attainable in this multiplier calculation 
approach can be illustrated using the example of 
the impact of companies located in a Special Eco-
nomic Zone (SEZ) in the town of Mielec in south-
ern Poland (Domański et al. 2005). The magnitude 
of the multiplier effect was expressed in terms of 
the number of jobs created in Mielec poviat. The 
aforesaid jobs exist largely because they serve the 
needs of the SEZ companies (supply-side effects) 
and their employees (income effects). 
The measurement of supply-side multiplier 
effects includes two essential stages: 1) identifi -
cation of companies that deliver semi-fi nished 
goods and services to business entities that gen-
erate multiplier effects, and 2) determination of 
the extent to which their business depends on the 
aforesaid entities (customers). Data were collect-
ed from companies doing business in the Mielec 
SEZ as well as from their suppliers. The former 
made available information on the fi rms that sup-
ply them with materials and services. Companies 
doing business in Mielec poviat – but outside the 
SEZ – were asked to participate in a survey and 
identify the extent to which their revenue de-
pended on SEZ customers. The survey also asked 
non-SEZ companies to indicate their percentage 
of jobs associated with meeting the needs of SEZ 
customers. Moreover, interviews were conduct-
ed with managers at major companies in Mielec 
poviat. The companies selected were ones that 
were deemed to be most likely affected by the 
SEZ companies. Survey participants were asked 
to play the role of experts estimating the number 
of business entities benefi ting from collaboration 
with the SEZ companies and the number of jobs 
created as a result of the aforesaid collaboration. 
Hence, estimates of supply-side multiplier ef-
fects were based on both suppliers and custom-
ers, which made it possible to verify the accuracy 
of the results. 
The measurement of income-type multiplier 
effects requires the following data: 1) net income 
of employees, 2) household savings rate, 3) house-
hold expenditure structure, 4) the geographic 
area where consumer needs are met (local or re-
gional), and 5) relationship between the revenue 
of business entities and the number of their em-
ployees. Salary data were obtained directly from 
the SEZ companies as well as from annual fi nan-
cial reports published by Monitor Polski B. House-
hold expenditure data were obtained from GUS 
– Poland’s Central Statistical Offi ce. The degree 
to which demand is met locally was calculated 
for each type of economic activity on the basis of 
employee residency data, type of economic activ-
ity, and the spatial reach of each given service. 
Employee net income less savings constitutes 
consumer spending funds (disposable income), 
which can be thought of as potential revenue by 
business entities in trade and services. House-
hold spending data can be used to calculate busi-
ness revenues that different types of industries 
can expect. An income-based calculation affords 
a multiplier effect expressed in terms of money. 
In order to calculate multiplier effects in terms of 
the number of jobs, labour costs must be properly 
assigned to each type of consumer sector. When 
the cost of one job in a given industry is known 
(GUS data), the number of full-time jobs can then 
be calculated. 
First-order income effects were calculated as 
described above. Income effects are also gener-
ated by suppliers’ employees whose jobs have 
been created as a result of supply-side effects. 
Furthermore, individuals working for companies 
that serve consumer needs generate consumer 
demand themselves. This leads to second-order 
multiplier effects and third-order multiplier ef-
fects and so on – until the power of the effect ap-
proaches zero. The consumer service sector itself 
generates supply-side multiplier effects. 
The method used by the authors is based on 
both information acquired in fi eld research and 
data published by government sources and other 
institutions. The method is very labour-intensive 
and relies on collaboration with a large number 
of business entities in the study area. 
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Empirical studies of local and regional 
multiplier effects 
Previous research
The magnitude of multiplier effects varies 
substantially depending on their trigger and 
location. According to Weisbrod & Weisbrod 
(1997), multiplier effects for most types of in-
dustries range between 1.5 and 2.0 at a large city 
level, 2.0 and 2.5 at a state level, and 2.5 and 3.0 at 
a national (USA) level. Isard & Kuenne (1953) es-
timated the multiplier effect for the total impact 
of an increase in steel, metal and machine manu-
facturing industries on employment in the New 
York – Philadelphia economy to be 1.79 in 1953. 
Mulkey & Hodges (2003) have shown that total 
multiplier effects in the United States calculated 
using IMPLAN software range between 1.5 and 
2.5. The multiplier effect for a hypothetical new 
IT company in a rural part of Florida has been 
calculated to be 1.31 in terms of income and 1.30 
in terms of employment – both after two years. 
Harris et al. (2003) have shown that the expan-
sion of the healthcare system in Carson City, Ne-
vada, has created 0.49 additional jobs for every 
new healthcare job (multiplier = 1.49) as well as 
35 cents of additional revenue for every dollar 
of new revenue in the healthcare sector (multi-
plier = 1.35). Multiplier effects calculated using 
the REMI Model for another county in Nevada 
ranged from 1.2 to 1.5 for most industries (Rick-
man & Schwer 1995). Barford (1938) analysed 
multiplier effects for an oil refi nery in the Dan-
ish city of Aarhus and found the general income 
multiplier to be 1.27. Wiedermann (2006) used 
a method similar to that described earlier for the 
Polish town of Mielec when analysing multiplier 
effects for the automotive industry in Silesian 
voivodeship (Poland) and calculated the multi-
plier effect at 1.30. 
Multiplier effects tend to be stronger in serv-
ices than in the manufacturing sector. This is also 
true in the case of an expanding manufacturing 
industry. Isard and Kuenne (1953) illustrated this 
key point using growth in the steel, metal, and 
machine manufacturing industries. They were 
able to show that the resulting growth in the 
service sector was almost twice that in the manu-
facturing sector in terms of the number of jobs. 
A pioneering research in the fi eld of impact of 
large fi rms in Poland has been done by Stryjakie-
wicz and colleagues (2004) on the economic im-
pact of GlaxoSmithKline Pharmaceuticals (GSK). 
The study identifi ed the location of its suppli-
ers of raw materials, semi-fi nished goods, and 
services. The suppliers were also interviewed. 
The research results were used to establish the 
strength of the economic linkages between the 
surveyed companies and GSK as measured by 
the percentage of employees collaborating with 
GSK in one form or another and the suppliers’ 
share of revenues originating from GSK. The av-
erage percentage of employees associated with 
GSK-related work was found to be twice as large 
among service providers as among suppliers of 
raw materials and semi-fi nished goods. The au-
thors of the study did not evaluate the magnitude 
of multiplier effects in this case. 
The local magnitude of multiplier effects 
depends on company-specifi c characteristics as 
well as the very nature of a company’s economic 
activity (industry type). Other important factors 
to be considered include characteristics of a city 
or region. 
Local companies tend to possess extensive lo-
cal linkages resulting in stronger local multiplier 
effects than large companies doing business in 
many different regions and countries (Domański 
2001). Local supply-side effects are normally 
stronger with companies that have been doing 
business in a certain area for a longer period of 
time. Multiplier effects resulting from the pur-
chase of services tend to be more locally oriented 
than those resulting from buying manufacturing 
goods. Local and regional companies are far bet-
ter equipped to render services than deliver spe-
cialised semi-fi nished goods and parts that are 
normally manufactured by a limited number of 
companies at a national or even global scale. 
Greater local containment of supply-side 
multiplier effects (less trickling out of the area) 
can be observed in large cities as well as better 
developed cities and regions. The degree of di-
versifi cation of the local and regional economy is 
an important consideration in this case, as it is 
related to the level of economic development of 
the area. 
The most local of multiplier effects are natu-
rally income-type effects, which are generated 
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by employee wages and salaries. The strength of 
these effects is derived from the number of jobs 
available and pay levels, while their spatial distri-
bution closely mirrors employees’ places of resi-
dence. An economic activity that involves well-
paid specialists produces stronger multiplier ef-
fects than one involving less qualifi ed personnel 
and lower pay. It must be noted, however, that 
well-paid individuals may spend more of their 
income on higher-order goods and services that 
may not be readily available in the local market. 
As in the case of supply-side effects, larger and 
more developed cities and regions create more 
opportunities to meet consumer needs locally. 
Mielec case study
A comprehensive research study of multipli-
er effects was conducted for companies that had 
decided to open manufacturing facilities in the 
Special Economic Zone (SEZ) in the Polish town 
of Mielec (Domański et al. 2005). Supply-side 
multiplier effects associated with the SEZ com-
panies were analysed, as were those associated 
with the growth of local companies that serve the 
consumer needs of SEZ employees. 
The Mielec SEZ was found to create 4,950 ad-
ditional jobs at a national scale (outside the zone). 
Thus, the overall multiplier effect of the eco-
nomic trigger (8,981 new jobs created in the SEZ) 
was calculated to be 1.55. The multiplier effect 
in Mielec poviat itself was estimated to create an 
additional 3,126 jobs. Hence, the local multiplier 
effect rooted in the SEZ was 1.35. The study did 
not consider indirect effects associated with the 
zone’s impact on the town’s new image, which 
may attract new customers who desire Mielec-
made products and services. If such indirect ef-
fects were to be considered, the local multiplier 
effect could be as large as 1.40. 
Supply-side effects in the local economy tend 
to be almost twice as strong as income effects. 
When total multiplier effects are considered at 
a national scale, supply-side effects outweigh in-
come effects even more. 
An analysis of the distribution of local mul-
tiplier effects by industry indicates that services 
capture 85% of the measured effects in terms of 
employment. This is the result of strong supply-
side effects driven by the service sector catering 
to the needs of the SEZ companies as well as in-
come effects. The largest number of SEZ-related 
jobs created in the town of Mielec and in adja-
cent communes are associated with retailing and 
wholesaling (24%) and transportation (22%), 
followed by construction (13%), security serv-
ices, and maintenance (12%). The local process-
ing industry gained over 8% of new SEZ-related 
jobs, while the water and energy industry gained 
6%. The multiplier effect for manufacturing-type 
business entities is a mere 1.038, or 38 new jobs 
per 1,000 new jobs created in the Special Econom-
ic Zone. 
Sixty three percent of Mielec SEZ-related 
multiplier effects can be found at the local scale 
(Mielec poviat). The percentage varies for differ-
ent types of multiplier effects. The largest per-
centage of local-scale effects (about 75%) applies 
to income effects associated with the provision 
of goods and services to employees of compa-
nies doing business in the Mielec SEZ. In the case 
of supply-side effects associated with services 
rendered to the SEZ companies themselves, the 
local-scale effect can be gauged at over 60%. SEZ 
needs such as water and energy are provided by 
local companies in Mielec poviat, while only 15% 
of raw materials, semi-fi nished goods, and parts 
are provided to the SEZ fi rms by Mielec poviat 
companies. 
In general, the case of Mielec poviat shows 
that the strength and extent of the impact of new 
manufacturing facilities depend fi rst and fore-
most on the size and origin of the business and 
also on the type of industry. Company size deter-
mines its supply needs and the resulting strength 
of the supply-side multiplier effect. It also de-
termines the quantity of income that reaches the 
local economy via employee salaries. It has been 
shown that local companies – both small and 
medium-sized – possess the strongest local eco-
nomic linkages. Large non-local companies can 
possess a variety of outsourcing strategies. Com-
panies of this type often take advantage of serv-
ices rendered by providers located near their cor-
porate headquarters. It is also often the case that 
a large company will outsource all of the needs of 
its daughter companies and affi liates in various 
regions and countries to one service provider. 
The case of Mielec poviat clearly suggests 
that local supply-side multiplier effects are most 
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often concentrated in the service sector. This is 
also true in the case of multiplier effects generat-
ed by manufacturing facilities. Hence, it is wrong 
to conclude that local or regional multiplier ef-
fects are weak on the basis of an analysis of the 
supply of goods alone. 
The impact of the local characteristics can be 
detected in the degree to which additional de-
mand can be met, which is how multiplier effects 
can be taken advantage of. In the case of a medi-
um-sized town such as Mielec, most basic serv-
ices are provided locally or at best from within 
the region. This is true of sales, maintenance, se-
curity services, transportation, and auto repair. 
The ability of Mielec to capture multiplier effects 
resulting from more specialised economic activ-
ity is usually limited, although it can be surpris-
ingly substantial in some areas for a town of this 
size. This is especially true of local companies 
that maintain production lines at large SEZ com-
panies. It is also true of local companies that spe-
cialise in the manufacturing of tools, mechanical 
equipment, and metal products. Such local spe-
cialisation is associated with manufacturing tra-
ditions created over the years by the WSK PZL-
Mielec manufacturing facility. This suggests that 
local human capital and entrepreneurship are 
also important factors in a city or region’s ability 
to capture multiplier effects. 
Weaknesses and diffi culties associated 
with multiplier effect research
An aggregate view of multiplier effects in 
terms of economic base theory is undoubtedly 
a severely simplifi ed one. This type of view does 
not take the complexity of a city or region’s econ-
omy and its internal linkages into account. It also 
ignores the non-homogeneous nature of external 
markets and unique interregional linkages. 
The input-output approach has its own set of 
limitations. General models tend to be developed 
for large geographic areas and when the resulting 
inter-industry linkages are applied to individual 
business entities in specifi c cities or regions, they 
often do not take into account differences result-
ing from economies of scale. Survey research is 
one type of solution to this problem. However, 
even survey research usually does not take into 
account issues such as changes in pay levels, pro-
ductivity, and costs of doing business, which af-
fect the economic attractiveness of a given city or 
region. 
Both leading measures of multiplier effects 
– number of jobs and income – have a number 
of limitations. The key weakness of the former is 
that it ignores differences in the quality of jobs 
and employee productivity across different in-
dustries. The key weakness of the latter approach 
is its inability to differentiate high value-added 
activity from low value-added activity. 
Some authors question the very purpose of 
multiplier effect research since the aforesaid ef-
fects change over time as a result of dynamic in-
ter-company and inter-industry linkages. Some 
have argued that any analysis of multiplier ef-
fects delivers only short-term knowledge (e.g. 
Smith 1981). 
The measurement of multiplier effects is un-
doubtedly associated with a number of techni-
cal diffi culties and demands several simplifying 
assumptions. Yet, simplifi cations of all sorts are 
a characteristic feature of all attempts to quan-
tify highly complex economic processes taking 
place at a local or regional scale. It appears, how-
ever, that the reason why empirical studies of the 
strength and geographic range of multiplier ef-
fects are not undertaken very often has little to 
do with the weaknesses and technical diffi culties 
inherent in the process, but rather with the la-
bour-intensive nature of such research. Research 
of this type usually cannot be performed by one 
person alone. 
It is important to point out the existence of 
certain ‘traps’ associated with the measurement 
of multiplier effects. It is widely assumed that the 
arrival of a new type of economic activity or an 
increase in the level of an existing one generates 
positive multiplier effects in the local economy. 
A decrease in the level of an existing economic 
activity is believed to generate negative effects. 
The fi rst assumption implies tacit agreement that 
a new type of economic activity or an increase in 
the level of an existing one does not compete with 
the existing business entities in the local market. 
The arrival of new entities can generate both 
positive and negative multiplier effects in some 
cases. Some local businesses may be pushed out 
of the market or their share of the market may 
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become markedly smaller. Retailing is a good ex-
ample of this type of situation. The net multipli-
er effect is the difference between new demand 
and new employment generated by the incom-
ing business entity and the resulting decrease in 
revenue or employment at other local businesses. 
The calculation of the net effect is very compli-
cated, especially given that the end result will be 
different for every geographic scale selected. For 
example, the multiplier effect may be positive at 
a national scale, but clearly negative in a given 
geographic area. The same is true in the opposite 
case. If a certain type of economic activity suffers 
a decline in a certain city or region, new business 
entities may be drawn to that geographic area 
and partially or fully compensate for that decline, 
e.g. new footwear producers were established in 
Nowy Targ and its environs after the fall of the 
large state-owned factory in the 1990s.
It is very important to properly defi ne the 
geographic area affected by multiplier effects. 
Whether something is treated as a multiplier ef-
fect or not will depend on the geographic scale 
assumed. The same is true of whether something 
is viewed as a positive or a negative effect. For 
example, special economic zones can help sup-
pliers grow in one town at the expense of growth 
in another town. Such a multiplier effect will be 
treated as a positive one in the fi rst town, but 
may not be viewed as being positive at a regional 
scale. 
Final discussion 
The mass media and political fi gures tend to 
overestimate the economic power of multiplier 
effects. When BMW announced plans to build 
a new plant in South Carolina (1,900 new jobs), 
state offi cials predicted that over 10,000 new jobs 
would be created as a result. This would yield 
a multiplier of 5.33. The multiplier calculated 
using RIMS II was no greater than 2.55 (Con-
naughton & Madsen 2001). Three years after the 
plant went on line, the boom in suppliers’ busi-
ness predicted by the state offi cials had not mate-
rialised (Philips, Hamden & Lopez 2004). In Po-
land, it was believed that one new job in an auto-
motive assembly plant would create fi ve to seven 
jobs at suppliers. It was also believed that one 
new job in a hypermarket would create between 
two and fi ve new jobs in its immediate surround-
ings. An IMPLAN simulation for a hypermar-
ket with 500 employees in Washington County 
produced a multiplier of 1.3 without considering 
possible negative effects of local retailers pushed 
out of the market. 
The views described above tend to be rooted 
in an insuffi cient amount of empirical data avail-
able as well as the belief that everything associ-
ated with a given new economic activity can be 
treated as a multiplier effect. Thus, the role of 
a certain economic activity X in a local economy 
as measured by the number of jobs or income 
directly or indirectly supported by this activity 
(gross effect), can be confused with its net impact 
as measured by the expansion or contraction of 
various economic activities in the area driven by 
an increase or decrease in activity X, i.e. multi-
plier effects (Weisbrod & Weisbrod 1997).
The real magnitude of properly defi ned local 
multiplier effects is usually between 1.20 and 1.50 
based on empirical data. Multipliers calculated 
for Mielec poviat are also within this range (1.35-
-1.40). Regional multipliers have been found to 
be greater.
Regardless of the tendency to overestimate 
the power of multiplier effects, the signifi cance of 
multiplier effects in local and regional economies 
is nevertheless diffi cult to overestimate. A sub-
stantial body of evidence in favour of multiplier 
effects lies in the history of socialist economies, 
which aimed to replace market mechanisms with 
administrative allocation of resources, a strategy 
that eliminated multiplier effects. The absence of 
multiplier effects in a supply-driven economy – 
as opposed to a demand-driven economy – was 
one of a number of reasons why the creation of 
new business facilities led to an economic imbal-
ance in cities and regions (Domański 1997). Oth-
er side effects of this type of economic strategy 
included a shortage of consumer services and 
services designed to support key sectors of in-
dustry. 
The importance of multiplier effects lies in 
their very nature: they are an expression of the 
linkages inherent in local and regional econo-
mies. A study of the strength, industry structure, 
spatial distribution, and key drivers of these ef-
fects can serve the following purposes: 
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 it can help understand the growth mecha-• 
nisms underlying local and regional econo-
mies,
 it can help evaluate the advantages and dis-• 
advantages associated with foreign invest-
ment as well as the effectiveness of regional 
economic policy that may include special eco-
nomic zones (ex ante or ex post), and
 it can help evaluate economic threats asso-• 
ciated with the liquidation or contraction of 
a given economic activity in towns and re-
gions, e.g. bankruptcy or relocation.
From a geographic point of view, the spatial 
characteristics of multiplier effects are of particu-
lar interest. This includes the geographic range 
of multiplier effects at a local or regional scale as 
well as the factors that determine this range. In 
addition to differences resulting from the very 
nature of a given economic activity or a compa-
ny, characteristics unique to a given city or re-
gion play an important role. Such characteristics 
determine the ability of the city or region to cap-
ture multiplier effects by satisfying new demand. 
This ability tends to grow with the size of the city 
or region. In addition to size, the position of the 
city in the urban hierarchy is also an important 
factor here. Better developed cities and regions 
possess more diversifi ed economies that allow 
them to capture multiplier effects better. The sp-
illover of multiplier effects out of a city or region 
is inversely proportional to the size of the city or 
region. The smaller the city or region, the more 
likely it is that multiplier effects will escape the 
local economy. An understanding of the degree 
to which multiplier effects are local can only be 
achieved in conjunction with research on urban 
hierarchy. 
One of the fundamental challenges in mul-
tiplier effect research is going beyond the meas-
urement of short-term effects. More research is 
needed on the temporal aspects of multiplier ef-
fects in order to identify those effects that tend to 
last longer. Another research goal that deserves 
attention is the development of prognostic tools 
for multiplier effects based on an understanding 
of the factors that attract or repel different types 
of economic activity to cities and regions. Un-
doubtedly, multiplier effects need to be analysed 
further both at a theoretical level and a technical 
level rooted in empirical analysis. 
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