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Abstract—The ability to fit complex generative probabilistic
models to data is a key challenge in AI. Currently, variational
methods are popular, but remain difficult to train due to high
variance of the sampling methods employed. We introduce
the overdispersed variational autoencoder and overdispersed
importance weighted autoencoder, which combine overdispersed
black box variational inference with the variational autoencoder
and importance weighted autoencoder respectively. We use the
log likelihood lower bounds and reparametrisation trick from
the variational and importance weighted autoencoders, but
rather than drawing samples from the variational distribution
itself, we use importance sampling to draw samples from an
overdispersed (i.e. heavier-tailed) proposal in the same family
as the variational distribution. We run experiments on two
different datasets, and show that this technique produces a lower
variance estimate of the gradients, and reaches a higher bound
on the log likelihood of the observed data.
I. INTRODUCTION
A generative model specifies a conditional distribution
p(x|h) of observed data x given hidden (latent) variables h.
Combined with a distribution p(h) over the hidden variables,
the model can be used to generate observations by sampling
from p(h) and then p(x|h). Learning a generative model can
be achieved by maximising the likelihood of the observed
data with respect to the model parameters. The expectation
maximisation (EM) algorithm [1] is guaranteed to find a local
maximum of the likelihood, by maximising the log likeli-
hood. However, EM only works in the simplest of models,
specifically those where the true posterior distribution of the
latent variables is tractable. The variational EM [2] approach
addresses models where this is not the case, by introducing an
approximation to the true posterior (known as the variational
distribution). The resulting algorithm maximises an evidence1
lower bound (ELBO). This usually involves assuming a
parametrised form for the variational distribution, and taking
gradient steps with respect to these parameters in order to
maximise the ELBO.
The recent variational autoencoder (VAE) [3], [4] has
made variational inference possible on a large scale, by
providing a stochastic objective function which is used to
jointly optimise the generative and variational parameters. It
does so by drawing samples from the variational distribution
to form a Monte Carlo estimate of the ELBO. The derivatives
of this lower bound are then computed by reparametrising
the variational distribution as a differentiable function of a
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1The evidence is another term for the log likelihood of the observed data
under the model.
‘base’ distribution, and gradient steps are taken in both the
generative and variational parameters. A recent variant of the
VAE is the importance weighted autoencoder (IWAE) [5],
which uses importance sampling to maximise a tighter lower
bound on the log likelihood than does the VAE.
Where typical variational inference algorithms propose
drawing samples from the variational distribution, overdis-
persed black-box variational inference (O-BBVI) [6] pro-
poses drawing samples from a distribution with the same
functional form as the variational distribution, but with
heavier tails. The aim of this is to cover those regions
where the true posterior has high density, but the variational
distribution may not. This results in a lower variance estimate
of the gradients, particularly when the variational distribution
is a poor fit to the true posterior. However, unlike the
VAE and IWAE, O-BBVI uses a REINFORCE style update
[7], which is likely to have higher variance than using the
reparametrisation trick.
In this paper, we introduce the overdispersed variational
autoencoder (OVAE) and overdispersed importance weighted
autoencoder (OIWAE), which combine the idea of an overdis-
persed proposal distribution with the reparametrisation tech-
nique from the VAE and IWAE respectively. We prove,
empirically, that compared to the VAE and IWAE, this
technique produces a lower variance estimate of the gradients
with respect to the generative and variational parameters. The
resulting trained models achieve higher bounds on the log
likelihood of the observed data.
II. BACKGROUND
In this section, we review expectation maximisation, the






Fig. 1. The generative model under consideration
The generative model under consideration is that of figure
1, where x is the vector of observations, h is a latent
vector, and θ are the generative model parameters. The data
generating process is as follows:
1) A value for the latent vector h is generated from the
prior p(h).
2) A value for the observation vector x is generated from
the conditional distribution pθ(x|h).
This means that the generative model is:
pθ(h,x) = p(h)pθ(x|h) (1)
The values of the generative parameters θ, and the latent
vector h are unknown. The task is to infer the values of the
generative parameters θ that maximise the likelihood pθ(x).
A. Expectation Maximisation
For any valid distribution q(h), the evidence lower bound
(ELBO) can be formed using Jensen’s inequality, as follows:

















The Variational Expectation Maximisation (vEM) [2] finds
the values of the generative parameters θ that maximise the
log likelihood by alternating between:
• E step: optimise L(x) with respect to the distribution
over the latent variables q(h) while holding the gener-
ative parameters θ fixed.
• M step: optimise L(x) with respect to the generative
parameters θ while holding the distribution over the
latent variables q(h) fixed.
While the M step often has a closed form solution (or if
not, can simply be solved using stochastic gradient ascent),
the E step can be broken down further. The ELBO can be
rewritten as follows:
L(x) = Eq(h) [log pθ(x)] (4)
Eq(h) [log pθ(h|x)− log q(h)]
= log pθ(x)−KL [q(h) || pθ(h|x)] (5)
The first term in equation (5) is the log likelihood, while
the second is the Kullback-Leibler (KL) divergence [8]
between q(h) and the true posterior pθ(h|x). It is provable
[9] that KL[q||p] ≥ 0 with equality if and only if q = p. It
is easy to see, then, that in the E step, the ELBO L(x) is
maximised by setting q(h) = pθ(h|x).
B. VAE
In most models of interest, the true posterior pθ(h|x) is
intractable, and therefore the E step must be modified. Instead
of having an E step where the distribution q(h) is set to the
true posterior pθ(h|x), the variational autoencoder (VAE) [3]
introduces the variational parameters φ which parametrise the
distribution qφ(h|x). Denoting wθ,φ(h) = pθ(h,x)qφ(h|x) , the ELBO
is defined to be:
LVAE(x) ≡ Eqφ(h|x) [logwθ,φ(h)] (6)
Gradient steps are taken with respect to both the generative
parameters θ and the variational parameters φ in order to
optimise the bound.
The derivatives with respect to the parameters could be
computed using a REINFORCE style estimator [7]. However,
this is believed to be a high variance estimator of the
derivatives. Instead, under certain mild conditions [3], the
latent vector h ∼ qφ(h|x) can be reparametrised using a
differentiable transformation gφ(,x), for some variable 
such that h = gφ(,x) where  ∼ p(). Then, denoting
wθ,φ() =
pθ(gφ(,x),x)
qφ(gφ(,x)|x) the derivatives with respect to the
parameters are computed as follows:
∇θ,φLVAE(x) = ∇θ,φEqφ(h|x) [logwθ,φ(h)] (7)
= ∇θ,φEp() [logwθ,φ()] (8)






where (s) ∼ p()
C. IWAE
The importance weighted autoencoder (IWAE) [5] max-
imises a tighter lower bound on the log likelihood than does
the VAE. Denoting wθ,φ(h(s)) =
pθ(h
(s),x)






(s)), the IWAE bound is:







This bound corresponds to the S-sample importance
weighted estimate of the log-likelihood, and is tighter than
the VAE bound of equation (6) when S > 1. When S = 1,
the two bounds are identical. It is also shown in [5], that
when T ≥ S,LIWAET (x) ≥ LIWAES (x).
To compute the derivatives with respect to the generative
and variational parameters, the reparametrisation trick [5],
is again employed. The latent vector h ∼ qφ(h|x) is
reparametrised using a differentiable transformation gφ(,x),
for some variable  such that h = gφ(,x) where  ∼ p().
Then, denoting wθ,φ((s)) =
pθ(gφ(
(s),x),x)




























where (s) ∼ p(). Note, again, that a single sample is used
for each (s) in the expectation.
III. OVERDISPERSION
In this section, we review the idea of overdispersion, from
overdispersed black-box variational inference (O-BBVI) [6].
Below, a slight abuse of notation is used, for the purpose
of providing clarity and intuition behind the overdispersion
technique. Denote:
f(h) = ∇φ (log pθ(hφ,x)− log qφ(hφ|x)) (16)
Then, the VAE gradient of equation (9) is rewritten,
without the reparametrisation trick, as:
Eqφ(h|x) [f(h)] (17)
Note that this is not mathematically valid because the
derivative with respect to the variational parameters φ cannot
be taken inside the expectation, unless the reparametrisation
trick is used. However, this is done solely to provide intuition
behind the overdispersion technique.
The standard Monte Carlo approach to estimate this ex-
pression would be to draw samples from the variational





f(h(s)) where h(s) ∼ qφ(h|x) (18)
This is an unbiased estimate of the true gradient, but
this estimate can have high variance [10]. To find a lower
variance estimate, we turn to importance sampling. Samples
are drawn from a proposal distribution, r(h|x), and weighted
by qφ(h|x)r(h|x) . Notice that:















(s)) where h(s) ∼ r(h|x) (20)
A. The optimal proposal
The importance sampling literature [11] states that the
optimal proposal distribution (that which would minimise the




qφ(z|x)|fi(z)| dz ∝ qφ(h|x)|fi(h)| (21)
where the subscript i denotes the ith component of the
gradient.
It is also provable that, under the optimal proposal, the
importance sampling estimate has lower variance than does
the simple Monte Carlo estimate. However, the optimal
distribution r∗i (h|x) is, in general, intractable. In O-BBVI, an
alternative proposal rφ,τ (h|x) is used from the same family
as the variational distribution qφ(h|x), but with an additional
vector (of the same dimensionality as h) of dispersion
parameters, with elements τi ≥ 1 to control the dispersion
of the distribution. When τi > 1, the proposal distribution
assigns higher mass to the tails of qφ(hi|x), and when τi = 1,
rφ,τi(hi|x) = qφ(hi|x).
To see why the use of an overdispersed proposal distri-
bution is effective [6], consider the expression f(h) from
equation (16). As is known from the vEM algorithm, the
optimal variational distribution is the true posterior pθ(h|x),
in which case f(h) = 0. However, when qφ(h|x) is a bad fit
to the true posterior, there are values of h for which the
posterior is high, but the variational distribution is small.
In these cases, f(h) will have a large absolute value, and
these realisations lie in the tails of the variational distribution.
Therefore, from the relation in equation (21), we can see
that the optimal proposal would push more mass towards the
tails of qφ(h|x). Therefore an overdispersed proposal should
result in lower variance when estimating the gradient of the
ELBO.
IV. OVERDISPERSED VARIATIONAL AUTOENCODERS
In this section, we describe the overdispersed varia-
tional autoencoder (OVAE) and the overdispersed importance
weighted autoencoder (OIWAE). Throughout, it is assumed
that the variational distribution qφ(h|x) takes a fully fac-
torised (mean field) form, such as a Gaussian distribution
with a diagonal covariance matrix. This means that, in the
variational distribution, the components of h are independent
of each other.
A. OVAE
Taking equation (6), but now drawing samples from the
overdispersed proposal distribution rφ,τ (h|x), we obtain the
lower bound for the OVAE:
LOVAE(x) ≡ Erφ,τ (h|x)
[
qφ(h|x)
rφ,τ (h|x) log (wθ,φ(h))
]
(22)
Computing the importance weights qφ(h|x)rφ,τ (h|x) is numeri-
cally unstable in high dimensions since both the numerator
and denominator tend to 0. However, because the variational
distribution takes a fully factorised form, the components of
h are independent of each other. This means that a restriction
can be made, such that only the ith dimension is drawn from
the overdispersed proposal, while the other dimensions are
drawn from the variational distribution:




× Eqφ(h¬i|x) [log (wθ,φ(h))]
]
(23)
This means that the importance weight is computed only
for a single dimension, which is now numerically stable. Note
that the dimension i is selected randomly at each training
iteration.
To compute the derivatives with respect to the generative
and variational parameters, the reparametrisation trick, as per
the VAE [3], is employed. The vector h is reparametrised
using the differentiable transformation gφ,τi(,x) for some
variable  such that h = gφ,τi(,x) where  ∼ p(). Note
that:
h¬i = gφ(¬i,x) ∼ qφ(h¬i|x) (24)








Then, the derivatives are:




In practice, only a single sample is used to estimate the
inner expectation, while S samples are used for the outer







where (s) ∼ p().
1) Dispersion parameters: As per O-BBVI [6], we opti-
mise the dispersion parameters τ to minimise the variance of





















Note that we have used the shorthand notation v(s)φ,τi =
vφ,τi(
(s)




(s)). Notice that the second














∇θ,φ v(s)φ,τi × log (wθ,φ,τi)
)2
Note that we use the same set of S samples







Taking the IWAE lower bound from equation (11), but in-
stead, drawing samples from the overdispersed proposal dis-
tribution rφ,τ (h|x), we obtain the OIWAE lower bound. As
with the OVAE, computing the importance weights qφ(h|x)rφ,τ (h|x)
is numerically unstable in high dimensions, therefore only

























There is another issue here, which is that taking the product










also numerically unstable. Therefore, in the OIWAE, only





















Note that both the overdispersion sampling index t and the
dimension i are selected at random at each training iteration.
To compute the derivatives, the reparametrisation trick is
again employed. The vector h is reparametrised using the
differentiable transformation gφ,τi(,x) for some variable 
such that h = gφ,τi(,x) where  ∼ p(). Note that:










i ,x) ∼ rφ,τi(hi|x) (34)
Therefore, using the same notation as defined for the OVAE:










Using a single sample to approximate both expectations,
the quantity computed is:





















can be difficult to compute, because both the numerator




very close to 0. Instead, it is much easier, numerically, to







, we have, as per [5], that:
























1) Dispersion parameters: As per O-BBVI [6], and as
we did for the OVAE, we again optimise the dispersion
parameters τ to minimise the variance, across samples, of
























The second term is independent of τi, so the gradient of





















A single sample is used for the expectation. Note that we
use the same set of S samples that were used to compute






We compare the performance of the OVAE against the
VAE, and of the OIWAE against the IWAE, in terms of
their log likelihood lower bounds on held out test sets of
the MNIST [12] and Frey Faces2 (FF) datasets.
• MNIST: A dataset of images of handwritten digits,
where the observations are binarised 28 × 28 images.
We used the standard training set of 60,000 images, and
evaluated the ELBO on the test set of 10,000 images.
Note that we use the same binarisation as was used in
[5].
• Frey Faces: A dataset of images of Brendan Frey, where
the observations are grayscale 28 × 20 images. This is
a considerably smaller dataset, of 1,965 total images,
which we randomly split into a training set of 1,572
images and a test set of 393 images.
A. Design
The latent dimensionalities used are:
hMNIST ∈ R50 and hFF ∈ R25
This is because the Frey Faces dataset is significantly
smaller, and therefore presents a higher risk of overfitting.
1) Generative model: The prior used, for both datasets,
is:
p(h) = N (0, I) (41)
The observation probabilities, given the value of the latent
variables, are:
pMNISTθ (x|h) = Bern(piθ(h)) (42)
pFFθ (x|h) = N (µθ(h),Σθ(h)) (43)
The parameters of the Bernoulli and Gaussian distributions
are the output layers of neural networks, which take the latent
vector h as their input. Note that Σθ(h) is a diagonal matrix.
The generative parameters, θ, are therefore the weights and
biases of these networks.
2http://www.cs.nyu.edu/∼roweis/data.html




T piθ(h) 2 × 200 units sigmoid
ηMNISTφ (x) 2 × 200 units linear
ΩMNISTφ (x) 2 × 200 units exp
FF
µθ(h) 2 × 100 units sigmoid
Σθ(h) 2 × 100 units exp
ηFFφ (x) 2 × 100 units linear
ΩFFφ (x) 2 × 100 units exp
TABLE I
THE NEURAL NETWORK ARCHITECTURES USED IN THE EXPERIMENTS.
2) Variational distribution: The variational distribution,
for both datasets, is:
qφ(h|x) = N (ηφ(x),Ωφ(x)) (44)
The parameters of this Gaussian are again the output layers
of neural networks, this time taking the observation vector
x as their input. Note that Ωφ(x) is a diagonal matrix. The
variational parameters φ are the weights and biases of these
networks.
We used the same network architectures as [5]; they are
described below:
3) Overdispersed proposal distribution: The overdis-
persed proposal distribution, for both datasets, is:
rφ,τi(hi|x) = N (ηφ(x)i, τi ×Ωφ(x)ii) (45)
where ηφ(x)i denotes the ith element of the mean vector, and
Ωφ(x)ii denotes the iith element of the (diagonal) covariance
matrix, of the variational distribution. τi ≥ 1 is the ith
dispersion parameter.
4) Training: For a fair comparison, we use the same
number of samples (5) for each of the four methods (VAE,
OVAE, IWAE, OIWAE), where a single sample is used for
the inner expectation of the OVAE, as per equation (27).
All of the weights of the networks were initialised using
the heuristic of [13] and the biases were initialised as 0. For
the OVAE and OIWAE, the dispersion parameters were all
initialised as 2. The parameters were optimised using Adam
[14], with parameters β1 = 0.9, β2 = 0.999,  = 10−8, and
a learning rate of 10−4. We used minibatches of size 20, and
drew 5 samples for each data point.
B. Results
In the table below, we report the log likelihood lower
bounds achieved by each of the algorithms, on both datasets,
after training is completed. Note that these lower bounds are
measured using 5,000 samples for each data point in the test
set, as per [5]. The values in the table below are computed
using the regular VAE and IWAE bounds, i.e. samples are
not drawn from the overdispersed proposal; overdispersion
is used only when computing the gradients during training.
VAE OVAE IWAE OIWAE
MNIST -86.473 -85.37 -85.543 -84.70
Frey Faces 1147.01 1177.11 1213.85 1271.29
TABLE II
THE TEST SET ELBOS ACHIEVED, AFTER TRAINING IS COMPLETED.
For both datasets, the OVAE outperforms the VAE, and
the OIWAE outperforms the IWAE, in terms of achieving
a higher log likelihood lower bound. Interestingly, none of
the four algorithms appeared to be prone to overfitting,
even on the smaller Frey Faces dataset, evidenced by the
training ELBOs not being significantly higher than the test
set ELBOs.
1) Generated output: We generate sample outputs from
both the prior and posterior for both datasets. To generate
output from the prior, we draw a sample of the latent
h(s) ∼ p(h), and then draw an observation sample x(s) ∼
pθ(x|h(s)). To generate output from the posterior of a given
image x˜, we draw a sample of the latent h(s) ∼ qφ(h|x˜),
and then draw an observation sample x(s) ∼ pθ(x|h(s)).
Below are shown samples from both the priors and posteri-
ors learned using the OVAE and OIWAE. To generate output
from the prior, we draw a sample of the latent h(s) ∼ p(h),
and then draw an observation sample x(s) ∼ pθ(x|h(s)). To
generate output from the posterior of a given image x˜, we
draw a sample of the latent h(s) ∼ qφ(h|x˜), and then draw







PRIOR AND POSTERIOR SAMPLES OF MNIST DIGITS








PRIOR AND POSTERIOR SAMPLES OF FREY FACES
2) Variance of gradient estimates: Below, we show the
sample variances of the gradient estimates during the first
1,000 iterations of training. It is clear to see that, for
both datasets, the OVAE updates, for the first 1000 training
iterations, are indeed of lower variance than are those for the
VAE. This is less so the case when comparing the OIWAE
to the IWAE, although it still holds true for the first 300
iterations on MNIST. This is consistent with the hypothesis
that when the variational distribution is a poor fit to the true
posterior (which is especially likely to be the case in the
early training iterations), the overdispersed proposal should




Fig. 2. Variances of gradient estimates, training the VAE and OVAE on
MNIST
IWAE vs. OIWAE




Fig. 4. Variances of gradient estimates, training the VAE and OVAE on
Frey Faces
IWAE vs. OIWAE
Fig. 5. Variances of gradient estimates, training the IWAE and OIWAE on
Frey Faces
VI. DISCUSSION
We have presented the OVAE and OIWAE, which are vari-
ants on the VAE and IWAE respectively. They use importance
sampling to reduce the variance of the estimated gradients.
While the variance-minimising proposal distribution is in-
tractable, we explain why drawing from a proposal distribu-
tion which is heavier-tailed than the variational distribution
is effective. The generative and variational parameters are
optimised to maximise the lower bound on the log likelihood,
and the dispersion parameters are optimised to minimise the
variance of the estimated gradients. We have evaluated the
performance of these methods on two datasets; in both cases
they do indeed provide a lower variance gradient estimate
than their counterparts, and reach a higher log likelihood
lower bound.
There have recently been several developments to allow
for the use of more expressive variational distributions than
just those to which the reparametrisation trick can be easily
applied. One such example would be the introduction of
an auxiliary latent variable, which does not change the
generative model (ADGM) [15]. One avenue for future work,
therefore, could be to apply the overdispersion technique to
the ADGM, in order to provide lower variance estimates of
the gradients. There has also been research into applying
stochastic backpropagation directly to mixture distributions
[16], which would allow for the use of a mixture as the
variational distribution. This could be combined with the
OVAE and OIWAE to produce an autoencoder that captures
complex posteriors, with low variance gradient estimates. A
third avenue for future research would be to explore tech-
niques such as control variates [17] and Rao-Blackwellization
[18] to assess if the variance of the OVAE and OIWAE
updates can be further reduced.
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