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I'INAL1TATS DEL NOSTRE ESTUDI
Comencem per donar a Cesar alto clue es del Cesar. El titol d ' aquest ar-
ticle cs la traduccio al Catala del d'un llibre de J. R. PIERCE publicat per Hut-
chinson and Co. a Londres el 1962. L'autor era un dels col-laboradors de C.
F. SHANNON i feu en particular experiments sobre la informacio dins la Mu-
sica, ajudat per Betty SHANNON , muller del conegut " pare" de la Teoria de ]a
informacio. M ' hc proposat de parlar sota el mateix titol , i amb un punt de
vista similar, nomcs modificat per l'acumulacio de resultats teorics i tecno-
logics d'aqucsta vintena d ' anys . La finalitat del meu raonament es de com-
prendre l'estructura , i els mecanismes de ]a informacio , i tambc d ' ajudar a
construir sistemes de comunicacio efica4os , es a dir fidels , intel-ligents i fins
i tot evolutius.
La lluita contra el soroll cs la primera tasca per a obtenir sistemes de co-
municacio efica4os ; aquesta Iluita pot csser purament passiva i donar lloc a
problemes anomenats " filtratgc"; tambe pot incloure mecanismes dits in-
tel-ligents , i en aquest cas pren una forma activa utilitzant propictats estruc-
turals dell senvals 1 de Ilurs generadors, com son ics gramatiques dels llen-
guatges, o la fisica dels emissors de senyals . Finalment , ] a Iluita contra el so-
roll tambe pot utilitzar estrategies evolutives com son l ' adaptativitat i
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l'aprenentatge, Puna consistent a tractar de seguir les modifications even-
tuals de les fonts de senyals o missatges, i l'altre utilitzant la memoritzacio
de lcs situations "viscudes" per a resoldre problemes futurs.
Aprofitare aquest treball per establir una especie d' "historia natural"
de la Informacio en el sentit fisico-matematic d'aquesta accepc16.
ORGANITZAC!O D'AQUEST ARTICLE
Tractarem la informacio d'acord amb el titol, es a dir posant de mani-
fest els seus elements, senyals, simbols i sorolls , aixi com els aspectes es-
tructurals i mecanicistes que permeten d'establir les relations entre aquests
elements. L'estudi de la informacio es pot justificar per la seva presencia a
tots els processor fisics, naturals o artificials i fins 1 tot als essers vivents; tan-
mateix vull fer aqui una defensa d'aquesta mena d'estudi i de l'absoluta ne-
cessitat per a la humanitat de posar totes les seves forces en el seu desenvo-
lupament, i per aixo Particle comencara amb una Introduccio historico filo-
sofica. Despres parlare dels components de la informacio amb els seus aspec-
tes estructuralistes i linguistics. Un capitol ens permetra de definir quantita-
tivament la Informacio, la seva transmissio i ]a complexitat del sistemes, es
a dir la Mesura de la informacio. Els aspectes Iligats a] problema de l'extrac-
cio de la informacio seran tractats sota el punt de vista estocastic;1 finalment
dedicarem un capitol al mecanisme d'aprenentatge i autoaprenentatge on
apareix la paradoxa dita de "l'estructurac16 pel soroll".
INTRODUCCIO HISTORICO- PILOSOFICA
El mon ha arribat a una riquesa tecnologica capa4 de resoldre la majoria
dels problemes materials dc la Hurnanitat, altramcnt dit: disposem avui
d'un hardware bastant bo. Malauradament, grans conflictes i cataclismes
son sempre presents i hem de confessar que la meitat de la poblac16 de la Te-
rra no arriba a menjar suficientment, la qual cosa es la primera necessitat vi-
tal.
Aquesta situacio es deguda al mal funcionament d'aquest hardware, o
sigui a defectuositats en materia d'informacio, de comunicacio 1 de Ilur uti-
litzacio; aquesta situacio critica de la Humanitat es assimilable a una defi-
ciencia palesa de software.
Els grecs desenvoluparen la cultura i la civilitzacio, parts basiques
d'aquest software, 1 ho pogueren fer perque no tenien grans problemes ni
de comunicacio ni d'informacio, gracies a llur petit nombre, a la facilitat de
comunicacio per via del Mediterrani, i a la manca de desig de fer funcionar
un sistema massa complex, 1 aixi mantingueren sempre l'individu com a base
fonamental de ]lur mon.
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Ws tard els romans, amb ics conqucstes de Cesar, es trobaren en pre-
sencia d'un territori extens i diversificat molt mes complex. Aquest Imperi
s'hauria esvait i mai la civilitzacio greco-romana no ens hauria arribat si
1'emperador seguent, August, no hagues intuit, amb Beni, que calla fer par-
ticipar els extrems mes reculats de l'imperi en els mecanismes de govern de
Roma mitjan4ant informacions i no pas presencia material d'homes. Com-
prenguc que el desplacament de la informacio to avantatges molt superiors
al transport d'homes o de coses, i que era inutil que els tribuns d'Italica,
prop de ('actual Sevilla, on ell nasque, es desplacessin continuament a
Roma, quan la informacio podia transitar molt mes rapidamcnt i economica
per un sistema de correu amb postes de cavalls i relleus.
Aquest exemple donat per la nostra propia historia mediterrania, i que
porta la Pau i la Prosperitat durant un gran nombre d'anys a la major part
del mon conegut, dona un emfasi molt particular a l'esforc indispensable so-
bre la tecnologia de la informacio i la Comunicacio, unica via per a resoldre
els greus problemes que afecten avui cl nostre mon molt mes complex.
L'optimisme ha d'csser present quan constatem els grans aven4os ac-
tuals en la transmissio i el tractament dc la Informacio, oberts tans per les in-
novacions tecnologiques de ('Alta Integracio de circuits i components elec-
tronics, com pcls progressos indiscutibles en el tractament de la Informacio
quc ens permeten de simular ]a intel-ligencia i l'habilitat d'experts en tasqucs
d'una complexitat cada dia crcixent. Cada dia tcnim a la nostra disposicio
millor software , i per tans tries possibilitats do resoldre els problemcs quc
hem esmentat.
I . LLS COMPONI{NTS DI:. LA INPORMAC16
Ferdinand de SAUSSURL, que pot csser considerat el fundador de la hn-
guistica estructuralista moderna, i fins i tot dc Ics bases dc tota la filosofia es-
tructuralista incloent-hi Roland BARTHES i Claude LEVI-STRAUSS, ens ensenva
que Cl signe linguistic es arbitrari, lineal i diferencial, i cs la conjuncio dc sig-
nificat, i significant ; avui hem apres a gencralitzar lleugerament aqucsts
conccptcs i reconeixeln un signe linguistic gencralitzat, o simplement "in-
formatiu", cada cop que retrobem aquesta conjuncio entre un clement d'un
Univcrs Semantic i un element d'un Univers Semiotic, coin aparcix a la figu-
ra 1. 1.'Univers Semantic es una finestra del m6n real on es troben tots cis
conccptes significatius o que tenon sentit, o informatius, d'un camp de co-
ncixements. L'Univcrs Semiotic es cl conjunt de signes, o manifcstacions
distingibles del mon fisic, ' nb una estructura d'associacio quc per extensio
es anomenada "linguistica" o "gramatical".
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L'associacio del significat amb el significant es for^osament, a la ma-
joria dels casos, totalment arbitrdria, sense que aixo afecti la funcio de co-
municacio. L'aspecte lineal es troba a la paraula oral i als senyals electro-
magnetics oelectronics, pero menys a la paraula escrita, o als ideogrames o
altres signes grafics. Malgrat tot, la natura sequential de 1'analisi visual pot
fer dir que aquesta caracteristica es quasi sempre present. La necesitat per al
signe linguistic d'esser diferencial ve de la necesitat d'esser intelligible, es
a dir de poder separar-se d'un fons o substrat, consistent en la materia su-
port fisic del significant. La Teoria de les Catastrofes, del matematic Rene
THOM, Bona un quadre analitic a aquesta "diferenciacio" obligatoria del sig-
ne: cal que existeixin variations suficientment grans en un espai o en un
temps suficientment petits perque pugui apareixer una "forma" perceptual.
La famosa teoria de la "Gestalt" (forma, en alemany) tracta d'analitzar 1'es-
scncia i 1'existencia d'aquestes formes en funcio de formes suposadament
preestablertes al nostre cervell, i fins i tot per extrapolacio a la "consciencia
universal"; no entrarem aci en aquestes considerations sibil^lines.
Per resumir direm que els senyals son els suports fisics del signe, alhora
que els simbols son els senyals dins una estructura linguistica. Podem trobar
al Tractatus de L. WITTGENSTEIN la frase: "Cap signe no tc significat tot sol",
la qual cosa intueix 1'existencia de relations entre signes, altrament dir de
gramatica, o mes generalment estructura linguistica en sentit general.
Per il^lustrar aquests conceptes farem aci una construccio visual d'un
univers informatiu a partir del Cans initial. La nostra tasca sera, guardant
totes les proportions de talla i de respecte que cal considerar, similar alpro-
ces descrit al genesi quan Deu, a fora de separar o diferenciar materies, aca-
ba cream un mon molt complexament estructurat i el qual, si be globalment
no hi ha encara ningu que li hagi trobar cap sentit objectivament, to sens
dubte una multinid d'elements informatius dels quals aquest article es, si
mes no, un modest exemple. A la figura 2a podem verre la imatge d'un su-
port fisic indiferenciat: es tracta d'un full verge on no s'ha produ'it cap "ca-
tastrofe", en el sentit de R. THOM. Aqucst full sera per a nosaltrrs una petita
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part, modesta, del Caos inicial del qual Deu comenca per separar la Llum de
les Tenebres.
La figura 2b ens dona una imatge del mateix full de paper despres d'ha-
ver estat sotmes a una allau de "catastrofes", en el sentit que hom vulgui, es
a dir despres d'haver estat rebregat, i ben rebregat. Els plecs del paper son,
cada un, un "sistema catastr6fic" perceptible amb full a causa de les varia-
tions brusques de pendent relativament a la direccio dels raigs de llum. Ja te-
nim el suport fisic dels senyals, o dell significants, pero encara no son sim-
bols.
Per fer la figura 2c hem extret de la figura 2b les arestes mes percepti-
bles, i ens hem quedat amb una xarxa de ratlles similar a un mapa de carrete-
res o de trens. Alhora hem imposat, d'una manera arbitraria, a aquests sen-
yals una estructura de tipus linguistic, formada per un alfabet basat en cis se-
rivals perceptibles, al qual hem afcgit dos simbols mes, l'un inicial S i l'altre
final A, i per a una millor representacio hem posat als simbols naturals les
etiquetes P si un segment esta connectat pels sous dos extrems i N per al cas
contrari. Finalment hem definit una gramatica que consisteix a definir allo
que es una frase correcta, en aquest cas qualsevol sequencia del tipus
SPPPPPPPPPA, amb la regla de recmplacament de qualsevol P per una se-
quencia qualsevol PPPPPPP, o 1'eleinent nul que consisteix en la supress16
d'una P. Per a una millor comprensio d'aquest procediment explicarem com
poden esser intcrpretats aquests simbols:
P = Passa
N = No passa
S = Sortida
A = Arribada
A la figura 2d hi ha representades dues frases, l'una correcta, o accepta-
ble i 1'altra inacceptable per la gramatica. El missatge, o informacio signifi-
cativa transmesa per cada una d'aquestes frases, es el seguent:
Per a la primera: "Es pot anar del punt S al punt A per aquest carni".
Per a la segona: "Aquest cami no permet de fer cl viatge de S a A ".
Es facil de convencer-se que aquesta informaci6 pot esser d'un gran in-
teres per a un viatger, suposant que el dissenyador do mapes ha emprat cis
plats del paper corn a medi o suport fisic dels seus signes.
Fins ara no hem tingut cap actitud hostil ni de la part del paper ni dels
plats obtinguts per la nostra accio "catastrofica". Suposem ara que al nostre
petit simulacra de Gcnesi tambe hem d'enfrontar-nos amb el Diable, tal
com diuen que passa. Pero, per tal de no posar el problema massa dificil per
a les nostres possibilitats simplement humanes, no escollirem un Lucifer,
portador de llum com diu la seva etimologia, i per tant un bon tros intelli-
gent, no. Escollirem un bon Belzebuth, que no fa sino enredar-ho tot sense
gaire malicia, i veurem que ja ens donara prou fcina. La figura 2e es la imatge
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del soroll, o corn altrament diria Ton SALES, de la NOSA, per apropar-se al
NoISF: anglo-saxo. En el nostre univers el soroll es on conjunt de rattles dis
tribu'ides erraticament, rao per la qual Ii podriern dir Soroll blanc, que per
als matematics vol dir de qualsevol mancra, per oposicio a un soroll que tin-
gucs una estructura predominant, es el cas de la Hum blanca, on tots els co-
lors s'hi troben, per oposicio a la llum d'un cert color ben determinat.
La superposicio del soroll de la figura 2e a la figura 2c, ens dona una
nova classe de sequcncies o frases que no sabern caractcritzar; son les frases
ambigues. Els missatges precedents s'han transformat en missatges ambi-
gus, i l'utilitzador eventual d'aquest mapa de camins ja no podra tcnir una
confian4a total en el sentit d'aquests missatges. Corn lluitar contra aquest
Dimoni anomenat soroll ? En el capitol dedicat a 1'extracci6 dc la informacio
tractarem d'aquest terra, pero aci es on bon lloc per a fer una anticipacio. Si
teniem d'antuvi una idea de corn son els camins que busquem, es a dir de la
impossibilitat per exemple de tenir angles massy tancats, o d'anar en una di-
reccio parcial contraria al vent... es a dir si teniem una especie dc model ge-
neratiu dels camins, aleshores podriern determinar el grau de versemblan4a
d'un cami, d'una sequcncia o d'una frase dcls nostres missatges. Al dibuix
de la figura 2f han estat representats els camins trobats anteriorment, i es veu
el cami inacceptable quan no hi havia soroll ara corn a cami ambigu. Si afe-
girn al nostre coneixement de 1'estructura lingoistica la restriccio que consis-
teix a suposar improbables els camins que canvien massa ripidament de di-
reccio, podrem aleshores invalidar de nou el cami rcalmcnt inacceptable, i
haurem sortit vencedors de la nostra lluita contra el Soroll.
2. LA MESURA DE LA INFORMACIO
No farem aci on curs sobre la teoria de la Informacio, sine quc tracta-
rem de comentar algunes de les f6rmules quc son sovint introdu'ides per a
mesurar la informacio.
La informacio d'un simbol dins un missatge ha estat definida per C.
SHANNON corn una funcio positiva i creixcnt dc la proporci6 entre la proba-
bilitat del simbol a la seva recepcio sobre la probabilitat a la seva ernissi6, es
a dir:
IN [simbol x] =
Prob [x / rec epcio]
f f (Prob [x / emissi6]
Per tant, quan Lin simbol arriba efectivament al receptor, Ia Prob (x/recep-
cio) = 1. La funcio f(.) escollida per Shannon, per raons lligades a la termo-
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dinamica i consideracions d'ordre logic i fisiologic cs el logaritme; per tant
podem escriure
IN [x] = - Log (Prob [x/cmissio]) - = - Log (prob [x])
(Reemplacant prob [x/emissio] per prob [x])
La informacio mitjana d'un missatge sera calculada com a l'esperanca mate-
matica de la Informacio per simbol, cs a dir la suma ponderada per ics pro-
babilitats de cada simbol, sobretot l'alfabet:
E [IN (x)] E prob [x]. Log (prob [x])
Alfabet
Aquesta ultima expressit, per analogia amb la fisica i la tcrmodinamica, es
anomenada entropia del missatge H (missatge). Es una funcio quc to la pro-
pictat d'esser maxima quan totes les probabilitats son iguals, i consequcnt-
ment dc valor 1/N si N es cl nombre dc simbols de l'alfabet. Cal remarcar
tanmateix clue missatges molt dissimilars poden tenir la mateixa entropia, i
per tans que l'entropia es independent del valor semantic, o sentit del mis-
sat,;e; a la figura 3 doneln un exemple d'aqucst fenomcn.
Nissatge ARRIBARAS
Entropies 1.46481638
A B C E I N R S
Nissotge ESSENCIES
Entropies 1.46401638
A B C E I N R S
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La Informacio mitjana o Entropia pot esser considerada la dissimilari-
tat entre un missatge concret, o una familia de missatges, i un missatge hipo-
tetic neutre o indiferenciat en el qual tots el simbols son equiprobables.
Aquestes propietats de 1'Entropia com a mesura de la informacio la fa tambe
inepta per a donar compte d'eventuals relacions d'imbricacio, o jerarqui-
ques, que poden existir entre simbols, i que apareixen en formalismes corn
els de Ics gramatiques formals o generatives.
Pero, malgrat tot allo que la teoria de SHANNON deixa do Banda, la seva
potcncia corn a cina quantitativa es suficient perque s'hagi tractat d'estendre
el seu camp d'aplicacio, fins a la Biologia, 1'l,cologia, i fins i tot a camps de
la Filosofia.
Enunciarem aci uns teoremes basics d'aquesta teoria:
TFOREMA DE SHANNON:
La quantitat d'informacio transmesa per un canal decreix, (no pot fer
altra cosa que decreixer), d'una quantitat igual a 1'ambiguitat introduida pel
soroll . La figura 4 representa 1'esquema d'aquesta situacio i les formules co-
rresponents a cada una de les entropies presents: Entropia abans tansrnissio
H (x), entropia propia del canal H (x/y), que reflecteix l'ambiguitat intro-
duida, i entropia del missatge a la recepcio T (x,y). Tindrem T (x, y)
= H (x) - H (x/y) i evidentment si el canal fos perfecte tindricm H (x/v) _
0 i T (x, y) = H (x).
soroll
1 H(x) T[x,y)






TEOREMA D1. VON POERSTI.R (PRIGOGINE, A-11.AN)
La quantitat d'informacio total d ' un sisterna cs la suma do la informa-
cio rebuda mcs la informacio d'ambiguitat introduida pel soroll: es a dir
IN (x, y) = H (x) + H (x /v)
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La quantitat total d'informacio mesura el grau d'improbabilitat que el con-
junt sigui l'obra de 1'atzar. Es per aixo que ha pogut esser considerada una
mesura de la complexitat.
La quantitat d'informacio, per a un missatge , expressat en "bits" a par-
tir de logaritmes de base 2, es el nombre minim mitja de simbols binaris ne-
cessari per a traduir-lo del seu alfabet original. En el cas dels sistemes,
aquesta quantitat representa el mateix concepte necessari per a descriure la
composicio del sistema, i per tant representa la complexitat composicional
exceptuant la complexitat funcional lligada a les relacions funcionals i dina-
miques entre elements.
Podem remarcar que el Canal perfecte no introdueix ambiguitat, i per
tant no fa perdre informacio a la transmissio, pero que, vist d'una forma
global, tampoc no introdueix informacio al sistema, i no n'augmenta la
complexitat. A la figura 5 hem representat els tres casos corresponents a la
transmissio perfecta, la transmissio amb soroll i la transmissio nul-la, i para-
doxalment es aquest cas el que pot esser considerat corn a tries carregat d'in-
formaci6, o tries complex, pel fet que els dos subconjunts A i B poden esser
totalment diferents, alhora que en el primer cas l'un es una copia exacta de
1'altre, i no aporta cap informacio.
Trensmissio Perfecta Trensmissio nmb soroll
Trensmissio nul la
fig. 5
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3. ELEMENTS SOBRE L'EXTRACCIO DE LA INFORMACIO
Per tal que un missatge pugui esscr informatiu cal que quelcom l'hagi
claborat segons unes regles comunes a l'emissor i al receptor; aquestes regles
poden esscr ura simple paleta de colors, on cada un porta una significacie
propia; aquest tipus de codi cs fonamentalment pobre i no pot donar Iloc
sine a un nombre limitat de missatges; aquesta es la rad per la qual els esscrs
intel-ligents es comuniquen mitjancant llenguatges articulats. Etimologica-
ment "articulat" ve del Ilati "artus" = "membre" o "tros", ell mateix prove-
nint del grec "upo)" = "Jo disposo". Consisteix doncs a jugar al puzzle, cs
a dir, a disposar trossos per a crear missatgcs.
lent una rapida analisi del llenguatge humii, trobem les dues articula-
tions segucnts:
I a. articulacio o disposicio dcls simbols = sintaxi
2a. articulacio o disposicio dels sons fisics = fonologia, dinami-
ca ac u st l ca.
A Ia primera articulacio correspon Ia gramatica de la llengua, i a la sego-
na un generador de senyals, les caracteristiqucs del qua] son donades pel sis-
terna fisic que pot esser Ia larinx hurnana o l'amplificador de senyals electro-
nics. Si ens restringim a considerar el soroll com un missatge generat de ma-
nera analogy per una altra font de missatgcs, tindrem una ajuda per a disccr-
nir entre cl missatge informatiu i els altres, que consisteix a tractar de detec-
tar 1'estructura de la font de cada missatge; si aquesta estructura correspon
a la de Ia font dels missatges informatius, aceptaretn el missatge, i el rebutja-
rem en cas contrari.
A la figura 6 representeln 1'esquema fonamental de la Iluita contra el so-
roll basat en aquest principi. Es aleshores necessari de disposar d'una replica
o model del generador de missatges informatius. El corrector consisteix a
crear Paccio corresponent a la informatie triada correctament, cs a dir on Ia
part provinent de canals o generadors de soroll ha estat rebutjada.
acs/'c0//
i
//7 fc7/' Re7c: /c0
de 7cc / c0 de
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Aci podern fer una remarca paradoxal: un missatge predictibie no porta
cap informacio, i en canvi pot tenir sentit; en canvi cl soroll pur es totalment
impredictible per-6 no to sentit, nomes porta informacio sobre la seva propia
rcalitzacio.
El rol fonamental que tenen els models de prediccio es pales en 1'esque-
nma de prediccio /correccio que hem apuntat a la figura 6. Es per aixo que
creiem convenient d'aturar-nos a analitzar els models de prediccio estocas-
tics, que son els que han estat estudiats d'una forma rnatematica mes com-
pleta, i recordant que l'etimologia de la paraula "estocastic" es el grec "aTo-
yo7" = "meta, o objecte a atenyer". D'una manera molt rapida i superficial,
i per a ajudar a comprendre les funcions relatives a cadascuna de les defini-
cions mes frequents en la teoria dels processor estocastics, direm que exis-
teix un paral-lelisme entre la nocio de sistema dinarnic o evolutiu dins el
temps, i per tant parcialment predictibie, i la nocio de proces do MARKOV;
1'estat d'un proces de Markov evoluciona de tal manera que quan hom co-
ncix, o mesura, o observa, el present, els esdeveniments futurs no depenen
de la trajectoria passada, tan sols depenen del present conegut. Per tant la
sola observacio del present es necessaria per a fer pronostics sobre el futur,
i de res no serveix de tenir en compte el passat. La representac16 matematica
d'aquests processos en el marc dels missatges quantificables pren formes di-
ferencials:
dx = m (x, t) dt + g (x, t) dw
o incrementals:
x (t + 1) = m (x ( t), t) + g (x ( t), t) v (t)
on w (t) i v (t) representen sorolls absolutament impredictibles o blancs.
La llei de probabilitat condicional de transicio d'un estat x0 a l'instant
to, cap a un estat x a l'instant t pot donar floc a una densitat de probabilitat
p [x, t] = pr [x, t/x0, to]




at (a x' a x `2 'x 't)
Aquests processos son uns models matematics d'utilitzacio frequent, pero
no sempre la realitat d'un senyal pot amotllar-se a aquestes hipotcsis. Per a
generalitzar 1'aplicaci6, sovint hom considera que un proces markovia exis-
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teix d'una manera latent pero que l'observacio verament assoliblc n'es una
funcio y (t) = h (x (t), i, (t) ).
La variable c (t) correspon a un soroll que ve a pertorbar la recepcio co-
rrecta del missatge, i cs anomenada sovint: soroll d'observacio, o de mesu-
ra.
La figura 7 recull el mecanisme fonarnental dell models de generacio de
senyals a partir de processos de Markov. A la part inferior dc ]a figUra horn
ha tractat d'esquematitzar el mecanisme de prediccio /correccio que permet
de lluitar contra els sorolls en aquesta situacio: la seva explicacio sintctica es
la seguent:
IN(t)=,.....y(t-1),y(t)}
gracies a la sequcncia es tracta de predir y (t + 1); la diferencia o comparacio
entre v (t + 1) i el valor observat y (t + 1) permet de fer una accio sobre la
transicio de l'estimador x (t) a z ( t + 1), el qua] permetra de fer una nova pre-
diccio \^- (t + 2), i aixi succcssivament.
§
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Fig. 7
I'.n llenguatge probabilistic podem escriure que el pas de x (t - 1) a x (t)
ens cs conegut per la probabilitat de transicio: pr [x (t) / x (t - 1)], i que I'ob-
servacio tambc correspon a una probabilitat condicionada pel proces mar-
covia x (t), cs a dir que podem cscriure pr [y (t) / x (t)]. Amb aquestes nota-
tions el problema de filtratge cs result per una recurrencia sobre les proba-
bilitats mateixcs que donee informacio sobre I'cstat x (t) a calla instant, cs a
dir sobre
pr [x (t ) / y (t), y (t - 1 ) , y (t - 2), ...... y (t2)] = pr [x (t ) , I N (t)]
[Bull. Soc. Cat. Cien.j, Vol. Vill, 1986
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La formula de BAYES per a dos esdeveniments lligats,
pr [B/A] = p
r[A/B]-pr[B]
Pr[A]
ens permet d'escriure aci:
pr [x (t ) / IN (t)] = pr [x (t) / y (t)], IN ( t - 1)] _
pr [y(t)/ x(t)]-E,, pr[x ( t)/x(t-1)]•pr[x (t-1)/IN(t-1)]
factor normalitzant la suma a 1
Encara que sembli que aquesta formula recurrent no manifesta 1'esquema
fonamental de Predicci. o/correccio , es pot interpretar de la mateixa manera
considerant que la prediccio porta sobre la probabilitat de x (t ), i es donada
per:
E[pr[(x(t)/IN(t-1)]]=E,pr[x(t)/x(t-1)]-pr[x(t-1)/IN(t-1)]
Quant a la correccio, consisteix en 1'operaci6 dita d'inversio bavesiana de la
probabilitat de les causes despres d'haver observat un dels sous efectes, i que
es tradueix pel producte per pr [y (t) / x (t)] seguit per una normalitzacio.
Corn a conclusio a aquest capitol , volem mostrar que mitjan4ant el mecanis-
me elemental de Predicio /correccio , tenim una base per a la lluita contra el
soroll que pot prcndre aspectes passius, es a dir la simple eliminacio dels se-
riv als imprevistos, o aspectes adaptatius que consisteixen a tenir en compte
les possibles variacions del canal de transmissio; aquesta situacio no ha estat
considerada explicitament aci, pero es evident que, dins les formules proba-
bilistes que hem exposat ultimament, el terme pr [x (t) / x (t - 1)], gracies al
seu condicionarnent per x ( t - 1), pot incloure modificacions conegudes al
moment t - 1, i conferir aleshores 1'adaptativitat al sistema recurrent. D'un
punt de vista algoritmic, aquesta introduccio no posa cap problerna impor-
tant; tanmateix fonamentalment pot fer perdre el caracter markovia a l' esti-
macio de x ( t), i causar certes dificultats d'analisi.
4. APRENENTATGEIAUTOAPRENENTATGE
Que es aprendre? Acumular coneixements , sembla la resposta mes na-
tural. Si considerem que "coneixements " es sinonim d' "informacions",
sembla quc podrem aplicar aquests conceptes a qualsevol sisterna artificial,
i en particular als sistemes anomenats intel-ligents de la familia dcls ordina-
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dors. Rapidament ens adonarem que aquesta definicio ens portara a situa-
tions inacceptables des d'un punt de vista tecnic 1 fins i tot practic i funcio-
nal. En efecte, les informacions que poden arribar a un sistema poden esser
tan nombroses que la seva capacitat sera aviat insuficient; d'altra banda, en-
cara que arribern a emmagatzemar totes les informacions fisicament, Cl pro-
ces de llur extracc16 per a esser emprades sera cada cop mes complex i lent,
a mesura que el nombre d'informacions es faci mes gran.
Aquestes reflexions ens fan dir que "coneixements" t "informacions"
no son exactament la mateixa cosa. Coneixcments son informacions estruc-
turades, i, damunt de tot, resumides. El resum de la informacio es defineix
coin a l'extraccio dels caracters essencials a la seva reconstruccio, tenint en
compte 1'6s que horn n'ha de fer ulteriorment. No es pot parlar d'aprenen-
tatge sense finalitat o sense criteri previ d'agregac16 de la informacio.
Per no estendre massa aquest article, ens limitarem a l'aprenentatge de
conceptes quantitatius als quals poden esser aplicades les operacions basi-
ques de l'aritmetica, sumes rcstes i productes, aixi corn comptatges d'esde-
vcniments. Mecanismes d'aprenentatge similars poden esser introduits en
situations no quantitatives, pero les operacions matematiques necessaries
necessiten una tcoria mes complexa. Limitant-nos al caire quantitatiu, po-
detn considerar 1'acci6 de reemplacar un conjunt de quantitats pel scu valor
mitja corn una de les maneres mes elementals d'efectuar un "resum", i per
Cant considerarem el mecanisme del calcul de mitjanes un mecanisme fona-
mental de l'aprenentatge.
Si tenim una segiiencia de valors 1 x (1), x (2), x (3), ... , x (t) } la mitjana
sera
t
in (t) I x (s)
t s=0
Correspon a una suma on tots els termes estan ponderats per 1 A.
Horn pot facilmcnt establir una recurrencia per calcular m (t + 1) a
partir de m (t) i de la nova informaci6 o mesura x (t + 1):
in (t + 1)=(t/ (t + 1))-in(t)+(1 / (t + 1))-x(t+1)
En aquesta nova formula cal remarcar dues coses: que la nova informacio es
ponderada pel factor 1 /(t + 1), i que no cal precisar la inicialitzacio d'aqucs-
ta recurrencia perque in (1) = 0 • m (0) + I • x (1) = in (1). Es una cquac16
recurrent clue s'autoinicialitza amb el primer valor de la sequencia. Aquesta
recurrencia pot esser escrita d'una manera quc faci palesa la presencia del
mecanisme que ja hern apuntat de prediccio i correccio:
m(t+ I)=m(t)+(1/(t+ 1))•(x(t+ 1)-m(t))
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Si considerem m (t) un resum de la informacio donada per la sequencia de
x's fins a I'instant t, podem dir que la prediccio que podem fer sobre el futur
valor x ( t + 1) hom considera que sera igual a m (t), es a dir , z (t + 1) = (t).
L'error de prediccio , despres d'haver mesurat x (t + 1), es doncs
(x (t + 1) - m (t )). En absencia de nova informacio , podriem considerar
m (t + 1) = m (t ), pero coneixent que hem comes un error, corregirem
aquesta prediccio font-hi repercutir una fraccio d'aquest error, i en el cas de
la mitjana, per a esser coherent amb la seva definicio cal que ponderern
aquest error per un factor variable amb funcio de t, ( 1 / (t + 1)); aquest valor
de ponderacio es decreixent , i per a instants molt distants de l'origen del
temps de la mesura, es a dir per a t molt gran, agafa valors excessivament pe-
tits, i no transmet practicament informacio.
Aquest fenomen pot esser anomenat envelliment de l'aprenentatge, i
tothom sap que corn mes veil es fa un esser , mes dificil 11 es d ' aprendre noves
coses. Inversament podem notar que les primeres observacions tenen un pes
molt gran per a 1'aprenentatge i podrem anomenar aquest periode inicial, in-
fancia de I'algorisme, que, com la infancia hurnana, no to una data precisa
per al seu acabarnent i transicio al regim estable o madur.
El mecanisme d'aprenentatge que hem exposat a partir del calcul de la
mitjana es retroba identic si hom considera corn a aprenentatge la determi-
nacio de la frequencia Tun esdeveniment , la qual cosa dona una idea molt
propera a la de la seva probabilitat d'aparicio , nocio estretament Iligada a la
seva prediccio . Si sobrc t unitats de temps un esdeveniment ha ocorregut
n (t) vegades , direm que la seva frequencia es
n t
f (t) _ - , i podem escriure n (t) = E b (s)
t s=0
on b (s) es una variable que pren el valor 1 si l'esdeveniment ocorre a l'instant
s, i 0 altrament . Per tant, es tracta d'una mitjana analoga a la precedent, i que
porta sobre la sequencia {b (1), b (2), fi (3), . . . , S (t)}.
Podem escriure la mateixa formula recurrent de prediccio/correccio
que es:
f(t+1)=f(t)+(1/(t+1))-(b(t)-f(t)).
Amb aqucst algorisme podem dir que, si un esdeveniment to la proba-
bilitat d'ocorrer igual a P , a calla instant t tenim una estimacio d ' aquest va-
lor, que es cl resultat de ('aprenentatge, i que es donat per la frequencia
f (t) observada.
A causa del fet que el factor de ponderacio (1 / (t + 1)) es decreixent i
positiu, i que Terror de prediccio (6 (t)-f (t)) es en valor absolut inferior a 1,
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horn pot afirmar que f (t) es sempre convergent; aquesta propietat, que es
necessaria per a assegurar l'eficiencia dc l'aprenentatge, presenta l'inconve-
nient de produir aprenentatge encara que la sequcncia d'observacions no
correspongui a una veritable informacio, cs a dir que 1'algorisme pot donar
la sensacio d'aprendre en abscncia d'informacio.
La paradoxa de la generadoo d'informacio espontaniament a partir de
l'algorisme d'aprenentatge pot esser exemplificada a partir de la situacio se-
guent: suposem que tenini un generador d'esdeveniments aleatoris amb una
probabilitat determinable, per exemple generador de nombres aleatoris bi-
naris, 0 o 1, i suposem que apliquem l'algorisme d'aprenentatge de la fre-
qucncia a 1'esdeveniment (1), ell mateix general: a partir d'una probabilitat
pr (1) = f (t). Aquesta situacio es representada per la figura 8. Es un cas par-
ticular de retroaccio probabilista. Aquest experiment pot csser fet de la ma-
nera seguent:
Tenirn dos diposits de boles, l'un ple de boles blanques, i 1'altre de bo-
les negres en nombre practicament infinit; tenim una urna amb una bola
blanca i una bola negra. Efectuem un tiratge aleatori de 1'urna, i procedim
despres a l'accio seguent: introduim a l'urna la bola que ha sortit, conjunta-
ment amb una altra del mateix color provinent dell diposits. Aleshores la
composicio de 1'urna es de 2 boles d'un color i 1 de l'altre; tornem a fer un
tiratge aleatori, i l'accio es repeteix indefinidament. El resultat d'aquest ex-
periment es sempre un valor limit de la composicio de l'urna, es a dir que el
procediment convergcix; tanmateix convergeix cap a un valor aleatori, es a
dir que tant es pot arribar a una composicio limit lie 0.5 boles blanques, corn
de qualsevol altre valor. La distribucio de probabilitat d'aquests valors no
is equiprobable, perm presenta una zona molt plana al mig de 1'interval
(0,1).
A la figura 9 ban estat representades diverscs trajectories do f (t) obtin-
gudes amb la mateixa inicialitzacio, es a dir una bola de calla color. A la figu-
ra 10 horn dona la forma de la distribucio de probabilitats del valor limit,
corn a limit dell valors assolibles amb un nombre creixent de tiratges.
Aquest exemple algorismic ens demostra que cs possible de crear infor-
macio, o de manera equivalent estructura, tot i estant sotmes a una observa-
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Tres trajectories de f (t) per a la mateixa inicialitzacio del prods 6 (t) f (0) = 1/2 i per tant prob
[6 (t)=1]=1/.
Fig. 9
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Resentment, matematics, biblegs i informatics s'han preocupat del fe-
nomen que Henri ATLAN ha anomenat "ordre a partir del soroll". Aquest
fenomen paradoxal, a mes d'esser present a bon Hombre de problemes mc-
nol^^gics, com el dels fregaments si^lids, o el del "dopatge" de semiconduc-
tors, d6na una hipotesi per a la comprensio de la morfogenesi i fins i tot la
cosmogonia o evolucio primera de 1'univers.
Hom pot, per aquest artitici, justificar i comprendre 1'existencia d'un
mein estrucnirat i parcialment comprensible que 6agi pogut neixer del caos.
Aquesta filosofia ens portaria a discussions mologiques que surten del nos-
trc prop^^sit.
per acabar aquesta exposicib elemental d'all^^ que son els Senyals, Sim-
6ols i Sorolls, donarem una explicacib de les figures 11 i 12.
I^.s una experiencia numerica basada so6re un algorisme d'aprenentatge
que ha donat resultats en el cas de la desco6erta de conjunts o conceptes dins
espais represenrtbles per conjunts de punts geometries.
Tenim un algorisme d'aprenentatge capa4 de deuctar agrupaments de
punts en un espai on d'una manera segiicncial van apareixent punts situats
segons una Ilei aleatoric no homogenia. A 1 1 a unim el conjunt de 50 punts,
i a 116 els grups do punts obtinguts i reconeguts per 1'algorisme. Modifi-
quem la presentacio del resultat introduint una Ilei de despla^ament dell
punts que tenon tendencia d'apropar-se e•^ una certa proporcio al centre del
grup mes proper existent al moment do llur aparicio.
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3 grups reconeguts per l'algorisme de classificacid iterativa amb autoaprenentatge
Fig. I lb
0
Agrupaments obtinguts afcgint a l'algorismc do la figura 11b una Ilei de despla4ament cap al
centre del grup mcs proper existent al moment d'aparicio del punt.
Fig. I l e
Resultats d'aprenentatge significatiu.
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FIs 7 primers punts disu ihuits Tuna mantra unitonnc i aleatin ia. Figura I? b.
Grups a^nstitu^its alrlcbriamcnt prl, I ^6^ punt, do la tigura I?i amb un algorismc d'agrupa-
ment cap al centre dell grups ja constitu'irs al moment d'aparici^i de calla punt.
Fig. I?
KCSU^CaC d 1p rCnl'nia[b;C nU slgmtl^li m.
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A la figura 1 lc horn pot apreciar l'aparicid de grups concentrats provi-
nents de punts que s'han desplacat per a formar-los. Ha estat representada
amb una recta la trajectoria de cada punt des del floc on aparague fins a la
seva situaci6 final representada per un petit quadrat. Fins aci no In ha cap
paradoxa, ja que la situaci6 real, figura 11 a, posseeix una estructura ben cla-
ra d'inhomogene.itat espacial.
A la figura 12a hem representat una altra situaci6 on la font real no to
cap estructura, es cautica; la figura representa 1460 punts uniformement
distribu'its a l'area considerada per a la simulacio. Aquests punts han gnat
apareixent progressivament, i es evident quc quan Homes eren uns pocs
semblava que hi existis una estructura; es alto que hem volgut representar a
12b, on Homes hi ha 7 punts.
Aplicant el mateix algorisme que a la figura 1 ic, hom ha obtingut la
imatge 12c, on podem apreciar grups ben constituits que no reflecteixen cap
estructura real. Si la historia de la infancia de l'algorisme hagues estat dife-
rent, haurien estat obtinguts altres grups en altres flocs, pero podem afirmar
que sempre hauriem obtingut grups, es a dir estructura. Es, doncs, aquest
un exemple simulat del mecanisme de creacio d'estructura, o informacio a
partir de soroll.
CONCLUSIC)
Hem volgut en aquest article posar 1'accent en un dels components del
nostre mon que anomenem informacio , i que esta estretament relacionada
amb la intel-ligibilitat de la matcria, amb l'estructura. La informacio es for-
mada per senyals, simbols, i soroll , i tots tres components hi son igualment
nccessaris.
Les interaccions formals i filosofiques d'aquests elements son molt
complexes: simbols son senyals amb estructura , sense simbols no hi ha in-
formacio , sense informacio no hi ha estructura . El soroll pot esser a la base
fisica de la generac16 de senyals, i fins i tot, corn ho hem vist paradoxalment,
creador espontani d'estructura.
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Sembla que la font primordial i original sigui el soroll, unic capac d'ini-
cialitzar el proses.
I tanmatcix digu6 Albert EINSTEIN clue D6u no juga als daus; nom6s la
fe ens ho podria assegurar.
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