Abstract. Consider an i.i.d. sample from an unknown density function supported on an unknown manifold embedded in a high dimensional Euclidean space. We tackle the problem of learning a distance between points, able to capture both the geometry of the manifold and the underlying density. We prove the convergence of this microscopic distance, as the sample size goes to infinity, to a macroscopic one that we call Fermat distance as it minimizes a path functional, resembling Fermat principle in optics. The proof boils down to the study of geodesics in Euclidean first-passage percolation for nonhomogeneous Poisson point processes.
Introduction
The main motivation for this article is the following problem:
Let Q n = {q 1 , . . . , q n } be independent random points with common density supported in a Riemannian manifold. Define a distance in Q n that captures both the intrinsic structure of the manifold and the density. This problem arises naturally in tasks like clustering or dimensionality reduction of highdimensional data, for which the notion of distance between points that is used is crucial. A typical example is the problem of clustering images according to their visual content (say, pictures of hand-writing digits). Even for low-resolution pictures, as low as 30 × 30 pixels, the ambient space is already R 900 . Two important considerations in this kind of problems are:
• Curse of dimensionality. Euclidean or Minkowsky distance are not a good choice because in high dimensional spaces every two points of a typical large set are at similar distance [1] .
• Data support. Real data usually lies in a manifold of much smaller dimension. They can be described with a few degrees of freedom, each of these representing one intrinsic variable that parametrize the manifold. In this context, the Euclidean distance can be very different from the geodesic one, which is more adequate. Nevertheless, considering the geodesic distance might still not be good enough since it does not take into account the underlying density of the points given by f . For example, if f is given by a mixture (with equal weights) of two one-dimensional Gaussian distributions with means 0, 10 and variances 1 and 2, respectively, we would like the point 5 to be closer to 10 than to 0. Of course, for a real case scenario the manifold and the density function f are unknown, but for many learning tasks, it is certainly preferable to define a distance that takes both into account.
A fundamental step towards solving this problem was done by Tenenbaum, de Silva and Landford with Isomap, [10] . This estimator was shown to achieve better results for dimensionality reduction tasks by estimating the geodesic distance between points. However, it is independent of the density f from which points are sampled and, as a consequence, it is unable to give/use information about it. In [2, 3] the authors consider sample statistics that capture the intrinsic dimension of the manifold and the intrinsic entropy. They take into account both the manifold structure and the density function. Although their estimators have a similar flavor to our proposal, they are different in the sense that they consider global properties of the manifold while we are concerned with the distance between pairs of points.
In this article, we elaborate on a distance learning methodology introduced in [9] , focusing here mainly on the mathematical aspects of the problem. We define the Fermat distance, a macroscopic quantity to measure distance between two points in a manifold in this context, and the sample Fermat distance as a distance inferred from the data that estimates the former one. Our contribution is then three-fold:
• Consistency. We show that a scaled version of the sample Fermat distance convergences almost surely towards the macroscopic Fermat distance, both on connected open sets of Euclidean space and on manifolds.
• Convergence of geodesics. We show that sample geodesics (minimizers of our action functional) do converge towards macroscopic minimizers of the Fermat distance. The core of the proof is a bound from a above for the arc-length of sample minimizers.
• Complexity. We show that with large probability the sample Fermat distance can be computed in O(n 2 log 2 n) operations by restricting ourselves to "local" paths.
These fundamental mathematical properties shed light on the potential efficiency of the sample Fermat distance for unsupervized learning tasks. For a more detailed discussion on real applications to distance and manifold learning, clustering, dimensionality reduction and comparison with other methods, computational aspects, etc. we refer to [9] (see also [2, 10] on alternative proposals). A practical implementation of an algorithm computing our proposed distance can be downloaded from https://github.com/facusapienza21/Fermat_distance.
Definitions and main results
Following [4, 5] , let Q be a non-empty, locally finite, subset of R d . We refer to the elements q ∈ Q as particles. For any x ∈ R d we denote q(x) the center of the Voronoi cell of x with respect to Q. That is, q(x) is the particle closest to x in Euclidean distance. Given x, y ∈ R d , a path from x to y is a finite sequence of particles (q 1 , . . . , q k ) with k ≥ 2, q 1 = q(x) and q k = q(y). The line segment from x to y is denoted xy and (q 1 , . . . , q k ) denotes the polygonal path of line segments q 1 q 2 , q 2 q 3 , . . . , q k−1 q k . We also use |(q 1 , . . . , q k )| for its arc length, |x| for the Euclidean norm of x and for a > 0, C ⊂ R d , B(C, a) is the set given by
where B(z, a) is the open ball centered at z with radius a with respect to the Euclidean norm. We can now define the sample Fermat distance.
Notice that D Q,α satisfies the triangular inequality and defines a metric over Q and a pseudometric over R d . When not strictly necessary we will drop the dependence of all these quantities on α and Q. This distance was considered previously in [4, 5] to construct continuous models of first-passage percolation. We will focus on (but not restrict ourselves to) the case in which Q is a Poisson Point Process (PPP) although the intensity function will be different in different instances. We assume that all the processes involved are constructed in a probability space (Ω, F , P). All the "almost sure" statements are with respect to P. We write Q ∼ Poisson(S, g) when Q is a PPP on S with intensity function g with respect to volume element on S. We include here the possibility that S is a manifold with dimension smaller than d.
Notice that for α = 1 this distance coincides with the Euclidean distance but for α > 1 large jumps are discouraged and this results in a different distance that penalizes paths in which points are far away to each other. We also call r Q,α (x, y) the unique path along which D Q,α (x, y) is achieved when it is defined (that is the case a.s. if, for example, x, y are deterministic and Q is a PPP, [4] ).
Next we define a macroscopic version of the sample Fermat distance that we simply call the Fermat distance or macroscopic Fermat distance as follows. Definition 2.2. For a continuous and positive function f , β ≥ 0 and x, y ∈ S we define Fermat distance D f,β (x, y) as
Here the infimum is taken over all continuous and rectifiable paths γ contained inS, the closure of S, that start at x and end at y; and the integral is understood with respect to arc-length given by Euclidean distance.
We will omit the dependence on β and f when not strictly necessary. This definition coincides with Fermat Principle in optics for the path followed by light in a non-homogeneous media when the refractive index is given by f −β . We will call the minimizer γ ⋆ in (2.2) a macroscopic f -geodesic between x and y. Observe that f -geodesics are likely to lie in regions where f is large.
2.1. Consistency. Our main result consists in proving that the sample Fermat distance when appropriately scaled converges to the Fermat distance. In other words, the scaled sample Fermat distance is a consistent estimator of the macroscopic one. . Given x, y ∈ S and ε > 0, there exist constants µ, c 1 , c 2 and n 0 such that
3)
for β = (α − 1)/d and every n ≥ n 0 . In particular
The Poisson assumption can be replaced by assuming Q is an i.i.d. sample with density f using a simple large deviations estimate.
Corollary 2.4. The same result holds if we replace Q n by a set of n independent points with common density f . Remark 2.5. If S is not connected and x and y belong to different connected components ofS, we have D f,β (x, y) = lim inf n β D Qn (x, y) = ∞ a.s. If x, y belong to the same connected component, we can restrict ourselves to this component. So, the connectedness assumption can be dropped and is assumed for simplicity.
If the Euclidean norm in (2.1) is replaced by another distance, similar results can be obtained with the line integrals with respect to arc length replaced by line integrals with respect to the distance involved. It could be interesting to explore other choices.
The C 1 smoothness assumption for the boundary of S is not really necessary either and can be relaxed up to some point. For instance, it is enough (but actually not necessary) to suppose S to be locally convex at points of the boundary where it is not C 1 . Also, if we allow m f = 0 (which can be done with a little extra work) no regularity assumptions are needed at boundary points where f vanishes. In fact, the only problem one needs to deal with is the case in which the macroscopic geodesic intersects the boundary. This case can be avoided in several ways, but it can certainly happen if S is not convex and f is not negligible at the boundary. We assume in the sequel the stronger C 1 assumption to simplify the exposition.
As a consequence of Theorem 2.3 we obtain a similar result for points supported on a lower dimensional manifold. We will say that M is an isometric d-dimensional C 1 manifold embedded in R D if there exists S ⊂ R d an open connected set and φ :S → R D an isometric transformation such that φ(S) = M. As we mentioned before, in real applications we expect d ≪ D, but this is not required.
and f : M → R + is a continuous probability density function. Let Q n = {q 1 , . . . , q n } be independent random points with common density f . Then, for α > 1 and x, y ∈ M we have
Here β = (α − 1)/d and µ is a constant depending only on α and d; the minimization is carried over all rectifiable curves γ ⊂ M that start at x and end at y.
Remark 2.7. Notice that the scaling factor β = (α−1)/d depends on the intrinsic dimension of the manifold, instead of the dimension D of the ambient space.
2.2.
Geodesics. Once, we have the convergence of the distances, it is natural to ask for the convergence of the geodesics. An important step towards this result is to prove that sample geodesic arc length is bounded. This result is not straightforward and follows from geometric arguments combined with large deviations.
) and δ > 0. Then, there exists positive constants ℓ, c 3 and n 0 , with c 3 (δ) depending on δ, such that if x, y ∈ S, |x − y| > δ, then for all n > n 0
As a consequence, we have
The constant c 2 is the same as in Theorem 2.3. Having obtained this upper bound on the arc length of geodesics, we can show that under suitable conditions the microscopic geodesics converge to the macroscopic one.
Corollary 2.9. If there is a unique macroscopic f -geodesic γ ⋆ , then r Qn,α (x, y) converges uniformly to γ ⋆ almost surely.
2.3.
Complexity. Finally, we turn our attention to the computability of the sample Fermat distance. Computing the minimum in (2.1) for every two points in Q n requires a search in a discrete set of size larger than n!. By means of Floyd-Warshall algorithm, this task can be done in O(n 3 ) operations. We prove that we can restrict the search to paths in which each particle q i of the path is a k−th nearest neighbor of q i−1 for k ≈ log n. Based on this fact, Dijkstra algorithm requires O(n 2 log 2 n) operations to compute the distances between every two points in the sample.
Given k ≥ 1 and q ∈ Q n , the k-th nearest neighbor of q, denoted by q (k) , is defined by
We use the lexicographic order to break ties. Also denote N k (z) = {q (1) , q (2) , . . . , q (k) } the set of k-nearest neighbors of q. We can now define the restricted sample Fermat distance as follows:
We have the following quantitative approximation result:
Proposition 2.11. In the setting of Theorem 2.3, given ε > 0, there exist positive constants c 4 , c 5 such that if k > c 4 log(n/ε) + c 5 we have
In other words, with probability at least 1 − ε, the minimizing path (q 1 , . . . , q kn ) verifies
While the previous result is certainly an improvement, it might still be unsatisfactory for large data sets. However, if n is very large, it is possible to appeal to greedy implementations based on landmarks. Given Q n , let us consider a subset of landmarksQ ⊂ Q n with |Q| = m and m ≪ n. Then, we compute the minimum path between each of the m landmarks and the rest of the particles in Q n using Dijkstra's algorithm on the k-nearest neighbor graph. This can be done in O(mkn log n) operations. Then, we can bound the exact Fermat distance between any two points q, q
see [8] . Notice that the bound from above holds with equality if there is a landmarkq ∈Q in the shortest path between q and q ′ . Due to this fact, an interesting and important problem is to choose a good set of landmarks, [8] .
2.4. Organization of the paper. The rest of the article is organized as follows. In Section 3, we prove several lemmas that lead to the proof of the consistency, Theorem 2.3. Corollary 2.4 can be easily obtained by means of a large deviations principle for Poisson random variables and is left to the reader. In Section 4 we consider the original problem, i.e., the case in which Q n is a random set of independent points with common density f supported on a manifold and we prove Theorem 2.6. We then obtain Corollary 2.9 as a consequence of Theorem 2.3 after proving that the arc length of microscopic geodesics is bounded, which is done in Section 5. Section 6 deals with computational considerations. We show that with large probability (D Qn (q, q ′ )) q,q ′ ∈Qn can be computed in O(n 2 log 2 n) operations by restricting ourselves to "local" paths.
Nonhomogeneous PPP
We begin by proving the almost sure convergence of n β D Qn (x, y) to Fermat distance between x and y for nonhomogeneous PPP stated in Theorem 2.3. The proof will be split in several lemmas. The first step consists in considering homogeneous PPP in a convex set S ⊂ R d . This case has actually been treated in [4, 5] where the following is proved. is an open convex set and let Q n ∼ Poisson(S, n). There exists 0 < µ < ∞ such that for any x, y ∈ S we have lim
Moreover, given δ > 0 there exist positive constants λ, c 2 , c 6 , c 7 , with c 7 depending on δ, such that if |x − y| > δ then
for every n ≥ 1.
The results of [4, 5] are proved in fact for the case in which Q n is replaced by an intensity one PPP and instead of taking n → ∞, the authors consider the limit as |y| → ∞. The adaptation of those results to our setting to get 3.1 is straightforward by considering the rescaled process n 1/d Q n and using [5, Theorem 2.4 ] to show that if we haveQ n ∼ Poisson(S, n),
By means of Proposition 3.1 we can obtain rough bounds for the nonhomogeneous case.
be an open bounded connected set with C 1 (or empty) boundary and f : S → [m f , M f ] measurable. Let δ > 0 and x, y ⊂ S with |x − y| > δ and Q n ∼ Poisson(S, nf ). Then, for all ε > 0 there exist n 0 = n 0 (ε) and a positive constants c 8 = c 8 (δ) such that for all n > n 0 ,
Here D 0 (x, y) := D f,0 (x, y) is the geodesic distance between x and y defined in accordance with (2.2).
Proof. Denote co(S) the convex hull of S. Given two locally finite configurations Q ⊂Q, we have DQ(x, y) ≤ D Q (x, y). Enlarge the probability space to consider two homogeneous PPP Q
Choosing n 0 such that ε > λ(n 0 m f ) −1/3d , by means of Proposition 3.1 we get(3.3). To prove (3.4) we proceed similarly, but we need to be more careful. Since S is open and connected, we can consider a polygonal γ = (x 0 , . . . , x k ) ⊂ S from x to y with
for every 0 ≤ i ≤ k − 1. We claim that k can be taken uniformly bounded for every two points x, y ∈ S. To see that we proceed by contradiction. Fix one point z ∈ S and assume there is a sequence of points z n ∈ S with the property that any polygonal from z to z n contained in S is composed by at least n line segments. SinceS si compact we can extract a convergent subsequence z n j → z ⋆ ∈S. If z ⋆ ∈ S, there is ball centered at z ⋆ contained in S with points z n for large n. Then we can easily construct polygonals contained in S from z to z n with a bounded number of line segments, a contradiction. Then it should hold z ⋆ ∈ ∂S but since ∂S is C 1 we can proceed in the same way to obtain again a contradiction. Denote
Proceeding as before, we get for every i,
Using again Proposition 3.1 we get (3.4).
The second step is to show that the distance between consecutive particles in the optimal path vanishes as n → ∞. Lemma 3.3. In the setting of Theorem 2.3, let (q 1 , . . . , q kn ) be the minimizing path. Given δ > 0, there exists a positive constant c 9 such that P max
Proof. For any two consecutive points q i , q i+1 in the optimal path we have
Observe that we can choose κ 1 depending only on α and d such that the region {z ∈ S :
Consider a family C of cubes of edge size κ 1 δ/2 with vertices in κ 1 δ/2Z
d . Notice that the number of cubes in this family that intersect S is finite. Each of these cubes has no particles with probability bounded by exp(− c 10 n). If max i<kn |q i − q i+1 | > δ, then there is a cube in S with side κ 1 δ. Such a cube must contain a cube in C.
Next, we prove that in order to find the optimal path between x and y we can restrict ourselves to certain neighborhoods of any path γ xy ⊂ S that starts at x and ends at y. This fact will be used both for points that are close to each other as well as for points that are at a large distance. Denote, m γ f = inf{f (z) : z ∈ B(x, 2|γ|)}. Lemma 3.4. In the setting of Theorem 2.3, given δ > 0, there exist positive constants c 11 and n 0 such that for every x, y ∈ S with |x − y| > δ and a path γ ⊂ S from x to y we have, (ii) if xy ⊂ S, we have
Proof. Let z ∈ B(x, a|γ|) ∩ S. Given δ 1 < µ(m γ f ) −β |γ|/3, consider the events
Since z ∈ B(x, a|γ|) implies |x − z| > a|γ| and a = 3 M f /m γ f β , we have A z n ∩ E z n ∩ F n = ∅. By Lemma 3.2 there exist c 8 (δ), n 0 (δ) independent of z and a positive constant c 2 such that
Assume D Qn (x, y) < D Qn∩B(x,a|γ|) (x, y) and {max i<kn |q i − q i+1 | < a|γ|}. Then there is a particle q ∈ Q n ∩ B(x, a|γ|) c ∩ B(x, 2a|γ|) with
Consider the following covering
Here V ⊂ S B(x, a|γ|) is a finite set of points that can be chosen in such a way that #V ≤ κ 2 n for some constant κ 2 and (2δ 0 ) α < δ 1 . Let v q ∈ V be such that q ∈ B v q , δ 0 n −1/d . If q is the closest particle in Q n to v q , then D Qn (q, v q ) = 0. If that is not the case, there is another particle in B v q , δ 0 n −1/d and consequently we have
From triangular inequality we get
Since f −β is integrable and uniformly continuous in S ∩ B(x, a|γ|), we can choose δ > 0 such that 
(3.12)
On the other hand, we have
Then,
by Lemma 3.2 (applied to each C i ). Notice that the constant c 8 depends only on δ. This finishes the proof of the lemma.
but this assumption is not really necessary at this point as the following argument shows.
i , q ⋆ i+1 ) > ∆ for every i ≤ k, then from (3.14) we obtain k∆ < 2µm
for n large enough by (3.4). If we choose (2δ 0 ) α < (ε/4K), using triangular inequality in (3.14) we get
The second term is bounded by (3.16) and Lemma 3.3 gives us an exponential bound for the third one. Let us focus on the first one. Notice that the number of paths (v 1 , v 2 , . . . , v k ) with v i ∈ V and k ≤ K is bounded above by (κ 3 n) K . Fix any one these paths and denote
and consider the events
From Lemma 3.2 and Lemma 3.4 we get that
The constants c 8 , c 11 and n 0 depend on δ. Now choose δ > 0 such that for z, z
. Denote r i the geodesic between v i and v i+1 . We have,
Since the boundary of S is C 1 , we can control the geodesic distance by the Euclidean distance uniformly inS. More precisely, for each x ∈ S there exists δ x > 0 such that B(x, δ x ) ⊂ S and consequently D(x, y) = |x − y| for all y ∈ B(x, δ x ). If x ∈ ∂S, since the boundary of S is C 1 , we have D 0 (x, y) = |x − y| + o(|x − y|). Then, by compactness ofS, we can choose
) with ε 4 = ε 3 /10. If we call (r 1 , r 2 , . . . , r k ) the concatenation of the geodesics r 1 , r 2 , . . . , r k , we have
the first term in (3.20) is zero. Combining all these facts, we get
for every n ≥ n 0 if c 13 and n 0 are chosen adequately. This concludes the proof of the lemma and Theorem 2.3.
Manifolds
We now consider the case in which the data is supported in a (possibly lower dimensional) manifold. We consider a manifold M that is the image of an isometric transformation from an the closure of an open connect set of R d . The proof is based on the fact that a ddimensional manifold is locally equivalent to R d and that if in addition M is smooth enough, then geodesic and Euclidean distances are similar.
We consider S ⊂ R d an open connected set and a diffeomorphism φ :
D×d be the Jacobian matrix of φ defined by
We assume that φ is an isometric transformation, i.e. for every z ∈ S and v, w ∈ R D tangent to M at φ(z) we have
if |x − y| < δ 0 . We first need to extend Lemma 3.3 to manifolds. The proof is straightforward and we omit it.
. . , q n } be independent random points with common density f . For α > 1 and x, y ∈ M, let (q 1 , . . . , q kn ) be the minimizing path. Given δ > 0, there exists a positive constant c 14 such that P max
Proof of Theorem 2.6. Given Q n , we considerQ
The points inQ n are independent, with common density g : S → R ≥0 given by
Given ε 0 > 0, let δ 0 be as in (4.2). Then for every path (q 1 , q 2 , . . . , q k ) in M with |q i −q i+1 | < δ 0 we have
Then, on the event {n β DQ n (x,ỹ) < 2µm −β f D 0 (x, y)} we can choose ε 0 small enough to guarantee
On the other hand, since φ is an isometry it holds
Finally,
We bound (4.5) by means of Theorem 2.3. Lemma 3.2 is used to bound (4.6) and Lemma 4.1 to bound (4.7), which concludes the proof.
The arc length of geodesics
In this section we show a bound for the arc length of geodesics. We think this result is of independent interest.
Proof of Proposition 2.8. Denote r n := r Qn,α (x, y) and (q 1 , . . . , q kn ) := r n the particles that form the minimizing path. Notice that k n is the number of particles in r n . From Hölder's inequality we have
The first term can be bounded by means of (3.4). To bound the second one we will show the existence of positive constants c 15 , c 16 , c 17 , with c 17 depending only on δ, such that
Then, if we take ℓ ≥ K c 15 α−1 , we can conclude (2.5). The proof of (5.2) is similar to the one of Lemma 3 in [4] . Hereafter we include the adaptation of that proof to our context. Let us consider a covering C of R d by closed cubes C of edge size ε = ε 0 n −1/d and vertices
We say that two cubes (cells) C and C ′ are adjacent if they share a face and we denote that C ∼ C ′ . We call (C 1 , . . . , C m ) a path of cells of length m if C j ∼ C j+1 for every j = 1, . . . , m − 1. Let us consider the event 
The total number of paths of cells of length m with x ∈ C 1 is bounded above by (2d) m . Then,
Choosing θ > 0 such that (2d)e −θ/2d < e −1 /2 and ε 0 > 0 such that e
. Notice that any (particle) path from x to y must intersect at least
. . , C mn ) be the path of cells intersected by r n sorted according to r n . That is, let (γ n (t)) 0≤t≤|rn| be the parametrization by arc length of the polygonal through (q 1 , . . . , q kn ) with γ n (0) = x, γ n (|r n |) = y. Then the cell-path is defined by
n occurs, then there are at least m n /3d indices i for which d divides i, i + d − 1 < m n and C j ∩ Q n = ∅ for all j with i ≤ j < i + d. For each of these indices, there is a straight line that passes completely through d adjacent cells C j and consequently crosses d + 1 different hyperplanes of the grid εZ d . Using the Pigeonhole principle, we conclude that the straight line passes through two parallel hyperplanes separated by at least ε, that is, each line segment of r n that passes completely through d contiguous empty cells contributes at least ε to the length |r n |. In other words, |r n | ≥ mn 3d ε. Then
we get (5.2). We conclude the proof by taking c 3 (δ) = min{c 8 (δ), c 17 (δ)} and from c 2 < 1/d.
We are ready to prove Corollary 2.9
Proof of Corollary 2.9. We first need to define a topology in the space of curves contained in S. Let S be the set of continuous and rectifiable curves in S. For γ, γ ′ ∈ S define
For every ℓ > 0, the set {γ ∈ S : |γ| ≤ ℓ} is compact with respect to this metric, [7, Lemma 3] . Observe also that the map γ →´γ f −β is continuous from S to R.
For ε 4 > 0, we will see that the event d S (r n , γ ⋆ ) ≥ ε 4 occurs finitely many times. Since γ ⋆ is the unique minimizer, there exist ε 5 > 0 such that
Given ε > 0, by means of Theorem 2.3 with S = B(γ, δ) and the compactness of {|γ| < ℓ ⋆ } we get the existence of δ > 0 such that for all γ with |γ| < ℓ
for some constant c 18 > 0. Take ε = ε 5 /2 and δ 5 such that (5.5) holds. From the compactness of bounded sets of S we get the existence of a finite number of curves γ 1 , γ 2 , . . . , γ m ∈ S\{γ : d S (γ, γ ⋆ ) < ε 4 } such that for every γ ⊂ S continuous and rectifiable, with arc length bounded by ℓ ⋆ and such that
The first term is zero and the last two terms decay exponentially fast as n → ∞. By BorelCantelli's lemma, the event {r n ⊂ S\{γ : d S (γ, γ ⋆ ) < ε 4 }} occurs finitely many times with probability one, as we wanted to prove.
Restriction to k nearest neighbors
In this section we prove that if we restrict ourselves to paths composed by k nearest neighbors, the sample Fermat distance remains unchanged with high probability when k ≈ log n. This reduces the computational cost from O(n 3 ) to O(n 2 log 2 n).
Proof of Proposition 2.11. Recall that Given k ≥ 1 and q ∈ Q n , we denote the k-th nearest neighbor of q by q (k) and we denote N k (z) = {q (1) , q (2) , . . . , q (k) } the set of k-nearest neighbors of q.
Given two points z 1 , z 2 ∈ S we define A α z 1 ,z 2 = {z ∈ S : |z 1 − z| α + |z 2 − z| α < |z 2 − z 1 | α } .
There exists a constant δ > 0, that depends only on α such that B((z 1 + z 2 )/2, δ|z 1 z 2 |) ⊂ A α z 1 ,z 2
. Let q 1 , q 2 , . . . , q kn be the optimal path and define k ⋆ = min {k ∈ N : q i+1 ∈ N k (q i ) for all i < k n } . (6.1)
We need to prove P(k ⋆ > c 4 log(n/ε) + c 5 ) < ε.
Notice that for every 1 ≤ i ≤ k n , A α q i ,q i+1 ∩ Q n = ∅ since if it is nonempty we can construct a path with lower cost than the minimizing path. For k ∈ N, define the random variable s k = sup s : there exists a ball B s with radius s that contains at least k particles and another ball B δs ⊂ B s with radius δs and B δs ∩ Q n = ∅ , and A k = {s k > 0}. Here we use the convention sup ∅ = 0. Since q i+1 = (q i ) (k) implies A k , we have
Clearly s <s and P(A k ) = P(0 < s k < s) + P(s k >s) + P(s k ∈ [s,s]). (6.4) We proceed to bound each term in (6.4). P(0 < s k < s) ≤ P (∃ a ball B s ⊂ S with radius s with at least k particles) ≤ P (∃ a cube C 2s ⊂ S of edge size 2s with at least k particles) .
Consider the family C of cubes C ⊂ R d with edge size 3s and vertices in sZ d . Notice that the number of elements in C S = {C ∩ S : C ∈ C} is bounded above by κ 1 S n/k, for some constant κ 1 S that depends on the diameter of S. On the other hand, any cube with edge size 2s is strictly contained in a cube C ∈ C. The number of particles in C ∩ S is a Poisson random variable with parameter bounded above by 3 d s d M f n = k/2. Then, We proceed as before but now with the grid (δs/2
There is at most κ 3 S n/k cubes with vertices in the grid and nonempty intersection with S, the number of particles in a cube is Poisson with intensity no greater than
with θ 3 = (2 This concludes the proof.
