Abstract-Fault identification is a search for possible behaviors that would explain the observed behavior of a physical system. During this search, different possible models are considered and information about the interaction between possible behaviors is derived. Much of this potentially useful information is generally ignored in conventional pure symbolic approaches to fault diagnosis, however. A novel approach is presented in this paper that exploits uncertain information on the behavioral description of system components to identify possible fault behaviors in physical systems. The work utilizes the standard conflict recognition technique developed in the framework of the general diagnostic engine (GDE) to support diagnostic inference through the production of both rewarding and penalizing evidence. In particular, Markov matrices are derived from the given evidence, thereby enabling the use of Markov chains to implement the diagnostic process. This work has resulted in a technique, which maximizes the use of derived information, for identifying candidates for multiple faults that is demonstrated to be very effective.
I. INTRODUCTION
T HE ABILITY to successfully and efficiently diagnose faults in physical systems is important in ensuring that the physical systems can be repaired and returned to use as quickly as possible. The automatic detection and diagnosis of faults cannot only speed up this process, but also free the human engineers to concentrate on maintaining the physical systems (for example, the tiger system for gas turbines [1] ). A key aspect of the diagnostic process is fault identification, which involves searching for possible faults that could explain the observed faulty behavior of the physical system. Fault identification is essentially a search through the search space of all possible faults, looking for combinations of faults that could explain the observed behavior [2] . Fault identification techniques involve a guided search through this search space, with the success of the technique being measured in terms of the efficiency of the search process.
Manuscript received July 8, 2002 ; revised May 6, 2003 A diagnostic process can be viewed as deriving a model, which is consistent with all of the observed values, forming the fault hypothesis. For many domain systems, there exists some knowledge, both of how individual components may fail and of how likely these failures are even though such knowledge may well be incomplete, imprecise and/or uncertain. Many diagnostic systems use this information to aid the diagnostic processes. For example, information about system behavior can be used to compile off-line guidance using existing knowledge [3] . However, the use of knowledge about how likely individual components are liable to fail may be difficult [4] as not only can the definition of failure probability make the values very subjective, but also such data may not be completely available.
The work presented in this paper is based upon existing preliminary research [5] , [6] , which only dealt with diagnosing faults in very simple systems. It exploits the simplicity of a general diagnostic engine (GDE)-style [7] candidate proposer in utilizing an assumption-based truth maintenance system (ATMS) [8] to recognize conflicts and makes use of the basic principles of Markov chains [9] to identify faults by manipulating beliefs in normal, faulty, or unknown behavior models. Here, a normal behavior for a component is one where the component behaves as it was designed, a faulty behavior is one where the component does not behave as designed, and the unknown behavior is a fault that is not known to the diagnostic system.
It is well recognized that as the values of the failure probabilities are unlikely to be either accurate or complete, diagnostic algorithms that use them must not be too dependent upon the exact probabilistic values. The work described herein overcomes the difficulties involved in obtaining exact data as it is not dependent on such exact values. Having accurate and complete failure probabilities would improve the overall efficiency of the work described in this paper, however, if such comprehensive and accurate data were not available the effect on the performance would not be significant. For example, if for a given component, the failure probabilities were not known, then all of the faults would be assigned the same failure probability. If that component then failed, the possible faults would be considered in a random order rather than considering the most likely fault first. If some uncertain knowledge of the failure probabilities were known, such as the most likely way for a component to fail, this would improve the performance of the algorithm as the most likely faults would be considered first. The algorithm is therefore robust enough to cope with incomplete or inaccurate failure probabilities.
As with many other approaches to model-based diagnosis [10] , a complete system model in the present work consists of a set of behavioral descriptions of the system components and the structural description of the interactions between the components. Each component is modeled as having one of a fixed set of possible behaviors, which are independent from each other. The set consists of one normal behavior and the others faulty, including the unknown behavior that captures all previously unexperienced faults. The belief revision method described in this paper assumes independence. The requirement for these behaviors to be independent of each other is perfectly reasonable as evidence for or against a particular behavior does not directly refute or confirm any other behavior(s), since the evidence (relating to a given component) is based upon the effect of a single behavior and in no way discriminates between any of the other possible behaviors (for that component).
Behavioral descriptions are herein referred to as model fragments [11] of the component concerned. These model fragments will have a belief attached, reflecting how likely a particular fragment is of being the fragment that describes the actual behavior of the corresponding component. The use of Markov chains in the revision of such beliefs provides an efficient mechanism that is based on rigid mathematical principles. The result is a diagnostic process with the capability of belief management, which can use prior knowledge where it exists without a loss of generality and which, when linked to the detected discrepancies, can offer important information for postulating likely fault behaviors.
Section II introduces the theoretical background of the present work, including Markov chains and the symbolic conflict-recognition method used in GDE. This is followed by a section that gives a method for using a form of Markov chains to update beliefs, and another that describes a method for using these updated beliefs in a GDE type diagnostic system. Section VI reports on experimental results of fault identification, while Section VII presents conclusions.
II. BACKGROUND
This section outlines both Markov chains and GDE's conflictrecognition procedure.
A. Fault Diagnosis
The diagnosis of faults in physical systems has been the subject of much work over recent years [12] - [14] , both in static systems and dynamic systems. This section focuses on the diagnosis of faults in static GDE-type systems.
1) GDE-Type Diagnostic Systems: GDE is used to diagnose multiple faults in static electrical circuits (though applications of GDE to other domains have also been reported e.g., [15] and [16] ). Fig. 1 shows an example of a simple circuit, which is often used to illustrate the ideas of GDE.
The GDE makes several assumptions: 1) multiple faults can occur; 2) the model represents the structure and behavior of the physical system; and 3) a component either works or it does not. GDE also assumes that faults must occur in components, which is not as limiting as it first appears as connections (e.g., wires in electrical circuits) can also be represented as simple components.
The method employed by the GDE is to use given variable values, typically the exogenous variables to propagate through the model, allowing predicted values to be generated for each of the indigenous variables. Whenever two different values are predicted for the same variable, a conflict exists as a variable cannot have two different values simultaneously. Subsequently, as it is known how the two values were derived, at least one of the components that was used to predict either of the two values must be faulty. The combination of the two sets of components that led to the derivation of conflicting values is called a conflict set.
The major limiting factor with the original GDE is that it only considered models that were either working normally or not working normally. This can lead to obviously inappropriate candidate sets. This limitation of the GDE was part of the motivation behind several of the improvements that were made to the GDE [10] , [12] , [17] , [18] . The other main motivation behind these improvements to the GDE was that, in general, some possible known fault behaviors exist. The aim of these extensions was to combine these known fault behaviors with the relative simplicity and power of GDE to create more effective diagnostic processes.
Sherlock: A particular and successful extension to GDE is Sherlock [12] , [18] . Rather than trying to rule out fault behaviors, Sherlock attempts to rule out all known behaviors, including the normal behavior. This leads to the possible situation where all of the possible behaviors of a component have been eliminated. Sherlock handles this by adding a new type of behavior, the unknown behavior. If all of the other possible behaviors have been eliminated, Sherlock deduces that the component must be behaving in some previously unknown manner. This additional behavior allows Sherlock to avoid having to know all of the possible fault behaviors of a given component, rather Sherlock only needs to know the most likely fault behaviors. This greatly reduces the search space, as only a relatively small number of possible behaviors need to be specified.
Another feature that Sherlock uses is that of failure probabilities. Each possible behavior (including the normal behavior and the unknown one) is assigned an initial probability. These probabilities are used to select fault candidates. The probabilities are revised based upon the observed values, this has the effect of focusing the search process to the components in the model that are most likely to be faulty.
When Sherlock generates conflict sets, it uses them to guide the search process by adjusting the probabilities and then disposing of them. This information on conflicting observations and predictions is never used again, though it may contain useful information.
B. Basic Principles of Markov Chains
The fundamental principle of Markov chains is that the current state of a variable is dependent only upon the immediately previous state, with no dependence upon other previous states [9] . In fault diagnosis, variables represent which behavior each component is currently displaying and the states of the possible behaviors (including the unknown one) of each of the components. The transition between states in the diagnostic process therefore represents the selection of the next fault candidate. In this context, it is not important how the diagnostic process reached a particular state, only how it is going to select the next fault candidate.
Markov chains provide a powerful tool for evaluating the probabilities of future events based only on the current state, with the resultant probabilities indicating how likely each of the potential successor states are. However, the way in which the transition probabilities and the initial state-probability vector are obtained is, in general, very domain dependent, with the values having to be accurate to ensure that any subsequent analysis is accurate. Fortunately, in the present application, only the beliefs, not the probabilities, of which model fragment represents the actual behavior of a component is considered, and the evidence used is very approximate, while the accuracy is not so important. This is acceptable as the relative values of the beliefs relating to each component is only intended to indicate a ranking of each possible behavior rather than an absolute probability.
Related Use of Markov Techniques in Monitoring and Diagnosis:
There is some limited existing work in utilizing Markov chains in fault diagnosis. In [19] , a modeling language that was developed using Markov processes and qualitative modeling techniques has been consolidated into a diagnostic process that includes belief revision. The use of Markov processes in the modeling language allows for a simulation that not only predicts the future states of a physical system, but also measures how likely each of these future states are. The diagnostic process uses the observations of the physical system together with control actions to revise the beliefs in individual states to help the process of selecting fault candidates. This work contrasts with the work presented in this paper, in that the Markov chains are used in the modeling and simulation of the system, whilst the work here uses Markov chains to revise beliefs in individual components and so aids in the process of selecting fault candidates.
Another related approach is to use Markov processes to predict the values of unmonitored dynamic variables [20] . The outcome is an aid for model simulation that is tolerant to noise and shows promising results, even with fairly approximate system models. This, again, contrasts with the belief revision process described in this paper.
Earlier related work in model simulation used Markov chains in a qualitative simulator [21] , that used a large, sparse, Markovian matrix to predict the next state given the current one. The difficulties with this approach are that the matrix itself could be enormous (even allowing for it being sparse) and all possible state transitions need to be known in advance.
III. BELIEF UPDATING
The work presented in this paper utilizes beliefs in individual model fragments to select fault candidates. Each component within the model of the physical system has several possible behaviors. Each model fragment (for each component) has a belief associated with it, the higher the belief the more likely that the model fragment represents the observed behavior of the component. As the diagnostic process generates evidence for and against individual model fragments, a method is required of updating the beliefs in individual model fragments. This revision is necessary to support that only the most likely model (based upon all of the evidence) is selected. Note that the initial beliefs in the model fragments may either be derived from expert experience or be set in a similar fashion to the way that Sherlock [18] assigns initial probabilities.
During a diagnostic session, every time a model is simulated, conflict and confirm sets are generated. A conflict set is generated when two different values of the same indigenous variable can be simulated. A confirm set is generated when two identical values of the same indigenous variable can be simulated in different ways. These conflict and confirm sets are then used to generate penalizing evidence and rewarding evidence, respectively, for and against individual model fragments. Given the new evidence the values of belief in individual model fragments should be revised. Markov chains are ideal for handling this problem, as the revision is only based upon the evidence and the current beliefs. What is therefore required is a means of converting the given evidence into a Markov matrix.
1) Updating Beliefs:
To simplify the description of the belief-updating process, the explanation that follows only deals with the beliefs in a set of model fragments relating to a single component. The process has to be repeated for every component in the system for a complete revision of the beliefs, as each component has its own sets of beliefs and evidence. An important advantage of updating the beliefs in the fragments of each component separately is that the complexity of the revision process only increases linearly with respect to the number of components, as each component requires the same amount of computation so doubling the number of components doubles the complexity.
As indicated earlier, there are two types of evidence: rewarding or penalizing. Negative evidence is effectively treated as positive evidence for the hypothesis that the component is not behaving as expected (in other words that one of the other behaviors is the actual behavior). Let be evidence that relates to fragment of a given component, , where a positive value of signifies a piece of rewarding evidence and a negative value represents a piece of penalizing evidence. In particular, a value of 1 means that the fragment definitely explains the current behavior of the physical component and a value of means that the fragment definitely does not explain the current behavior. The size of a piece of evidence is a measure of the strength of that evidence, that is the closer the evidence is to 1 (or ) the stronger the belief in the evidence. A piece of penalizing evidence is calculated in the diagnostic process based upon the conflict sets that are generated during the conflict recognition phase. Small conflict sets lead to strong negative evidence, as usually the smaller the conflict set the more likely that a given member of the set is faulty, therefore fewer members in a conflict set reflect stronger evidence against each of the members of the conflict set. If a fragment appears in more than one conflict set the evidence against it increases. Confirming evidence is calculated in a similar way, based upon the confirm sets that have been generated.
Intuitively, the revision process must reflect the strength of the evidence so that a value closer to 1 (or ) results in a relatively larger change in the beliefs, whilst a value closer to 0 results in a relatively smaller change. In addition, if the evidence is rewarding, the belief in that fragment will have to be increased and if the evidence is penalizing, the belief in that fragment will have to be reduced. In converting given evidence to a Markov matrix, these two kinds of evidence are dealt with separately as the effects of the two kinds of evidence are so different.
Explicitly representing each possible model at system level as a possible state and calculating the probabilities of each possible transition between such states would be an immense task for systems of a realistic complexity. For a simple system of say, four components, each of which has five possible behaviors, would require 5 625 explicit representations. Even for such a simple system, the Markov matrix is very large: 625 625. To overcome this difficulty, a set of state transitions is defined for each component within the model of the physical system, with the states being represented by model fragments and the belief in a model fragment imitating the probability that that particular fragment is in the system model. Using the same example there will be four matrices, each of which is of size 5 5, thus, the complexity only increases linearly with respect to the number of components.
The Bayesian approach could have been used to perform the belief revision [22] , however, the difficulty in calculating (or approximating) the necessary probabilities, makes their use problematic for the present problem. In particular, there would be no specific evidence to indicate what dependencies (if any) exist between the fragments of various components.
Spohn's work on dynamic epistemic states [23] proposes a method for state transitions based upon positive and negative evidence. This work, rather than concentrating on actual beliefs in states, records relative ordering of these states (with respect to belief). Any penalizing, or confirming, evidence is used to move the whole set of affected states down, or up, this ranking. The result is a mechanism for recording the relative beliefs in states. The difficulty with this approach is that it requires a relatively more complex representation than the current work, as the states are not represented by a single ordering, rather by a series of related orderings (each of which contains a subset of states). The overall ordering is therefore not explicit.
Rewarding Evidence: To achieve a reasonable reassignment of belief, several criteria must be satisfied. First of all, for any component, one of the fragments must be correct (since unknown fault behaviors are explicitly represented by the unknown fragment). Thus, the sum of the revised beliefs must remain to be 1 [9] to satisfy the requirement in Markov chains. To ensure this, it is sufficient that the values in each of the columns in the Markov matrix sum to 1. Rewarding evidence suggests that the fragment appears to represent the observed behavior, consequently, the belief in that fragment should be increased. To preserve the Markov properties, the beliefs in some (or all) of the other fragments must be reduced. If the relative ordering of the other fragments is to be retained (as they are independent there is no evidence for or against any of them), the belief acquired from each fragment should be directly proportional to the belief in that fragment. The redistribution of belief is proportional to the current belief to ensure that the relative beliefs in the other fragments is unchanged. This is due to the independence of these fragments and the lack of any evidence to suggest that any of them are more (or less) likely to represent the actual fault. This approach is, essentially, the same as used by Spohn [23] .
For the present application given rewarding evidence , the matrix constructed using elements as defined below satisfies the identified criteria, where is the element in the th row and th column of the constructed matrix Penalizing Evidence: As with the case of having a piece of rewarding evidence, several criteria must hold to enable a reasonable reassignment of belief if penalizing evidence is given. The sum of the revised beliefs should also remain as 1 and so each of the columns of this matrix must also sum to 1. To reflect the size of the evidence, the belief in the penalized fragment should be reduced in direct proportion to the size of the evidence. If the belief were assigned to the unknown behavior category, the belief in this unknown behavior would (for those components which are under suspicion) very quickly become the most believed fragment. This would result in the unknown behavior being suggested as part of a fault candidate. As it is not possible to refute (or confirm) an unknown behavior, this fragment would remain the most believed. The known faults, which may be far more likely than an unknown fault would therefore be overlooked due to the relatively high belief in the unknown behavior.
The elements of a Markov matrix that satisfies all these criteria are defined as follows, for given evidence , where is the current belief in fragment : Combining Evidence: As fragments can belong in more than one conflict or confirm set, there will be more than one piece of evidence relating to a given model fragment. Thus, the Markov matrices derived from individual pieces of evidence need to be combined to form an overall matrix.
The combination of evidence must also satisfy certain basic intuitive criteria. Firstly, two pieces of rewarding evidence must reinforce each other so that the combined evidence is greater than either of the two individual pieces. Similarly, two pieces of penalizing evidence must also reinforce each other, again, so that the overall evidence is greater than either of the original pieces. The combination mechanism should be associative, so that the order of combination of the evidence is not important. An existing technique that satisfies all of these criteria is the Dempster-Shafer theory of evidence (DST) [24] . Owing to its sound mathematical foundations, DST is employed here to calculate the belief in combined evidence. DST generates two pieces of evidence (positive and negative) which need to be combined. The simplest way to do this is to integrate the two matrices by averaging their corresponding elements, which is implemented herein. An alternative approach would be to multiply the two matrices together, however, this is not only computationally more complex but the result is dependant on the order of combination. The steps used in this process are shown in Fig. 2 .
This two-stage process is required to allow several pieces of positive (or negative) evidence to reinforce each other. This reflects the increase in the likelihood that a particular component is faulty as the more conflict sets a component is in, the more likely it is to be faulty. The second stage allows any components that have both positive and negative evidence against them have the overall size of the evidence reduced, reflecting the conflicting evidence. Neither of these two steps would be sufficient on their own. If each piece of evidence were used to create a Markov matrix and the resulting matrices were combined by averaging over all of the matrices, the desired properties would not be displayed. The resulting matrix would be a Markov matrix, but the effect of the matrix would not reflect the individual pieces of evidence. If all of the evidence, both positive and negative, were to be combined together before creating a Markov matrix a different problem would arise. The DST only works for positive evidence. The DST could be modified to have two propositions, however, this would result in two pieces of evidence which would still need to be combined. The problem could be avoided by using the method for combining conventional certainty factors (CFs) [25] , however, this method is not associative and so the result of combining beliefs would depend upon the order of their combination.
A simplification to the DST has been developed [26] , that simplifies some of the computational complexities associated with the DST. In particular, the work described in that paper reduces the complexity, by only considering singletons (sets that only contain a single element) rather than the full-sets allowed on DST. This use of singletons reduces the complexity significantly as the number of such singletons grows linearly with respect to the number of hypothesis. Another feature of this work that is of particular relevance to the present research is the combination of positive and negative evidence (relating to a single hypothesis). Its modification of DST allows for the combination of positive and negative evidence, but still results in two pieces of evidence, which still need to be combined.
In the present work, there are only two possible elements, and (where represents the case of the fragment being in the system model and represents the case of the fragment not being in the model), and only four mutually exclusive hypotheses are possible, , , , and . This restriction on the values used by DST greatly simplifies the process and results in only two values being stored. The modified DST is in an even simpler version than proposed in [26] , as the number of hypothesis is fixed and so complexity is not a major issue, indeed as only beliefs of a single sign are combined the version of DST used in this paper is more efficient.
IV. GUIDING CANDIDATE GENERATION WITH BELIEFS
Having presented the method for belief updating, this section describes a framework (Fig. 3 ) that utilizes the work to develop a diagnostic algorithm for fault identification. The diagnostic process involves several steps as detailed below: 1) Initialize beliefs; 2) Select a system model; 3) Detect conflicts in the model; 4) If conflicts exist, then: a) Generate evidence and evaluate its size; b) Update beliefs; c) Go to Step 2; 5) Else, report candidate found.
A. Initialize Beliefs
The beliefs in each of the model fragments are initially set to their default values, which are set to their prior probabilities if known. The search for fault candidates causes the initial beliefs to be repeatedly revised. As a result, when a fault candidate is found, the beliefs can be considerably different from their initial values. These new values are a reflection of all of the models that were considered during the search for the previous fault candidate. If the search for the next fault candidate were to start from these revised beliefs, the search would be focused on the same candidates which would make it less likely that the next most believed model (in terms of prior probability) would be selected. If the beliefs were reset to their initial values, the search would not be biased by the results of the previous search and so the most believed model is more likely to be found.
B. Select a System Model
The next step involves selecting a system model that consists of one model fragment for each system component. This is done by choosing the model fragments that have the highest belief, ensuring that the most believed model is selected. If there exist more than one model fragment that are of the highest belief for a particular component, one of such fragments is, effectively, picked at random (as there is no justification for choosing one over the other). In order to prevent a model that contains known inconsistencies being selected, an ATMS is used to record the minimal conflicts that are generated during each conflict recognition step, the information in the ATMS is then used to check potential models as they are developed, thus disallowing models with a subset of model fragments that are known to be in conflict. In this way the most likely model that contains no known inconsistencies is chosen.
The process for selecting the next model is a search through the space of models looking for the most believed model that is consistent with the known conflicts. The approach taken is to perform a depth first search through the model space (any given heuristics may of course be used to increase the search efficiency).
C. Detect Conflicts in the Model
Once a system model has been selected, the individual fragments are treated as the normal behavior model fragments in a conventional GDE algorithm. The conflict recognition step of the GDE algorithm is run, and any detected minimal conflicts represent sets of model fragments that cannot coexist in the model that represents the actual behavior of the system under diagnosis. These minimal conflict sets are recorded in the ATMS to prevent any future model being generated that contains them as a subset.
D. If Conflicts Exist
If the previously simulated model generated conflicts a candidate has not been found and so the current beliefs should be revised to facilitate the selection of the next model.
1) Generate Evidence and Evaluate Its Size:
In general, application of GDE's conflict recognition method will lead to both penalizing and rewarding evidence being found. The penalizing evidence is based upon the minimal conflict sets detected at the last step. A minimal conflict set must, by definition, contain at least one model fragment that does not represent the actual behavior and therefore should not be in the required model. There is no explicit information about which member of the set causes the conflict, however, the current belief in each of the fragments is known and so the most suspect fragments are those with the lowest belief.
As at least one fragment must be pushed out of the required system model, so that the conflicts generated cannot recur, a total penalizing evidence of 1 can be attached to each of the minimal conflict sets. In the extreme case where the conflict set contains a single value, this value ensures that the fragments belief is reduced to zero. This penalizing evidence is then distributed amongst the model fragments within it in proportion to , where is the belief in fragment . The penalizing evidence is therefore defined as: where is the number of elements in the conflict set, clearly . As a result, the most disbelieved model fragments have the most evidence against them. Note that the approach taken in [25] is to assign negative evidence as positive evidence for all of the other behaviors. Following this, the belief would be equally distributed amongst all of the other fragments. The reason that this approach was not chosen was due to the unknown behavior fragment. If the belief was equally distributed, then the unknown behavior would also get an equal share of the belief. This may not seem unreasonable, but as the unknown fragment can never be disproved (it is impossible to show that a component is not behaving in an unknown way) the belief in the unknown fragment cannot be reduced. As a result, if the belief was distributed evenly, then the unknown fragment would quickly become the most believed and suggested as a (or part of a) possible fault. This description relates to the generation of the evidence, whilst the description of the section Rewarding Evidence refers to the use of this evidence to revise the beliefs.
The rewarding evidence is generated using minimal confirm sets. From the same observed values, finding two ways to predict the same value for a variable suggests that the model fragments upon which the predictions were based are correctly modeling the observed behavior. It is therefore reasonable to increase the belief in these model fragments so that they are more likely to be selected to be part of future models.
If the minimal confirm set only has one element, then that element must be in the model that would explain the observed behavior and so its belief should be increased to 1. If the set contains more than one element, the evidence should be shared amongst each of the elements. The evidence is shared in proportion to the values of the current belief in each of the fragments so that the most believed fragments are allocated most of the evidence, and so 2) Update Beliefs: The final step is to update beliefs in each of the model fragments that have evidence relating to them, using the techniques, based upon Markov chains, described in Section IV-C. If there is more than one piece of evidence relating to a particular model fragment, the pieces of evidence must be combined together. The fault-identification process then selects another system model and continues until a model is found that generates no conflict sets. This model is then returned as a fault hypothesis.
3) Go to
Step 2: Now that the beliefs have been revised, the next model to be simulated is selected.
E. Else, Report Candidate Found
As no conflicts were detected in the current model, it is returned as a fault candidate.
V. COMPARISON WITH EXISTING STATIC TECHNIQUES
To illustrate the effectiveness of the techniques, a simple problem case will be considered (complex application examples are to be presented later). The problem is the same as that used in Section II when describing the GDE algorithm [7] . The GDE algorithm is not considered here mainly because GDE only considers a component to be faulty or not faulty. The comparison will be between systems that incorporate fault models instead. The results highlight the differences between the approaches and reflect the relative computational complexity of each of them.
All of the approaches compared in this section use the same underlying technique for detecting faults (the GDE inference engine for fault candidate generation), indeed all model-based static diagnostic systems share the same core as do some recent approaches to dynamic diagnosis [16] , [27] . The discussion of the complexity of each of the techniques will therefore focus on the processes for belief revision. There are two potential sources of increased complexity when scaling this problem to a more realistic one.
• An increase in the number of components. This is the most obvious complexity issue, as the number of components increases, so does the complexity of the belief-revision process.
• An increase in the average number of possible behaviors for each of the components. The relative importance of the number of components is shown by the fact that the number of components will generally be significantly greater than the average number of behaviors. A physical system may typically have several thousand components and yet less than ten behaviors per component.
A. System Under Diagnosis
The example used here is not complex, however, the effects of scaling the problem up to a more realistic size are addressed. The illustrative system has been shown in Fig. 1 .
B. Markov Chains for Belief Revision
The first technique that will be considered is the work proposed in this paper, the use of Markov chains for belief revision. Suppose that each of the components in the system are modeled by seven different model fragments and, for simplicity, that all of the components have the same set of model fragments. In particular, each component has a model fragment that corresponds to the desired "normal" behavior , five known fault behaviors ( to ) and an unknown fault behavior . The initial values of the beliefs were set to 0.99 for each "normal" behavior fragment , 0.000 01 for each unknown fragment and 0.001 998 for all of the other fragments , . These value for the "normal" behavior fragments TABLE I  EVIDENCE GENERATED   TABLE II  REVISED BELIEFS is reasonable as in general most components will not fail and so the belief in each of them should be relatively high. Similarly, the belief in the unknown fragment is low as it is relatively unlikely to fail in an unknown manner.
When the diagnostic process is invoked, there are no known conflict sets yet and the most believed system model is the "normal" behavior model. This model is selected and analyzed using GDE's conflict recognizer. The following minimal conflict sets were generated: , , and , resulting in pieces of penalizing evidence. Table I shows the evidence generated by this system model.
The values of the beliefs are then revised, using the penalizing evidence against each of the fragments in the system model. Table II shows the revised values of belief in each of the fragments. From these revised beliefs and the known conflicts, the most likely model, which contains no known conflicts is selected and the process iterates. In this case the selected model contains the following fragments: , , , and . After seven iterations, a fault hypothesis is found with and being the faulty components, which correctly explains the observed behavior. The fragment was the fifth model fragment that had been considered for component , and so, most of the system models that were considered were there to evaluate the various possibilities for component . If model fragment had represented the most likely fault behavior for component , then the fault would have been identified after only three iterations, as the most likely fragment would have been considered first.
The use of conflict sets helps to significantly reduce the number of combinations that needs to be considered. So, for example, if components , , and had become the focus of the search, then it would become a problem of identifying the combination of fragments of these three components that might explain the behavior. As there are five possible behaviors for each of these components, there are 125 possible combinations. By using the conflict sets, this number can be significantly reduced, by omitting those areas of the search space that contain a conflict set as a subset.
Each of the components has its belief revised independently of the others, though the values of the beliefs are dependant on the behavior of the other components. Additionally the cost of revising the belief for a component is fixed (assuming that the number of possible behaviors stays constant). Thus, the effect of doubling the number of components is to double the effort involved in revising the beliefs. The complexity of the belief revision process is thus linear with respect to the number of components in the model.
The average number of possible behaviors on the other hand has potentially a greater complexity. The generation of the Markov matrices used is itself linear as the matrices are sparse, as each matrix contains nonzero elements, with being the average number of behaviors. The complexity increases for the application of the matrices as the process is effectively a matrix multiplication and so rather than being linear the complexity is . This is not a serious problem as long as is relatively small.
C.
An existing system that utilizes a similar set of possible fault behaviors is [17] . It starts in the same way as in the previous example and generates the same minimal conflict sets. The process then determines the minimal fault candidates (as in GDE), resulting in the following: , , ,
now tries to evaluate possible faults from all the possible fault behaviors. If it is assumed that all of the possible behaviors are as given in the previous example there are five possible faults for each component (if the unknown behavior is ignored as simply cannot handle this). There are therefore 25 possible fault combinations for each of the minimal candidate sets. As there are eight minimal candidate sets, a total of 200 fault combinations need to be considered (assuming that only two components are actually faulty).
is therefore particularly affected by an increase in the average number of possible behaviors.
When is applied to larger, more practical, diagnostic problems, the complexity greatly increases. As the number of components increases, so generally does the size of the conflict sets, this is because the predicted values tend to be derived through more components. Additionally, if the system under diagnosis has more inputs and outputs, the number of conflict sets also increases. While the computational complexity of is not directly dependant on the number of components in the system under diagnosis, this increase in the size of conflict sets has a significant effect. As the size or number of conflict sets increases, the number of minimal fault candidates increases and therefore the number of fault combinations that needs to consider also increases.
The relative number of fault combinations that needs to be considered depends upon the number of faulty components in the system under diagnosis. If there is only a single fault, the number of fault combinations only increases linearly. This is because each additional member of a conflict set only requires a fixed increase (the number of possible faults) in the number of fault combinations. However, when two or more faulty components are present the complexity increases exponentially.
D. Sherlock
Another system that uses an identical type of possible model (including the unknown fault model) to the present work is Sherlock [18] . Sherlock starts in the same way as . The minimal conflict sets are used to focus the search for possible diagnoses. In order to generate leading candidates it then uses approximate prior probabilities in the same form as the Markov chain process. It only considers the most likely faults initially, and only considers the less likely faults if the most likely ones have been eliminated. The problem with this approach is that, in order to find leading candidates, a considerable number of potential candidates may have to be considered.
The above problem is compounded if the size and number of the conflict sets increases, as this significantly increases the number of possible models that need to be considered. The process is roughly linear with respect to the number of components primarily due to the focusing mechanism. The complexity is more dependant on the size and number of the conflict sets, as either of these increases so generally does the size of the focus of the diagnosis, which subsequently increases the complexity. The effect is similar to that observed in , except that as Sherlock searches for the most likely faults, the complexity with respect to the average number of behaviors is partially dependant on the relative probabilities of each of the behaviors. However, as Sherlock may consider candidates whose probability is 1/100th of the best candidate, an increase in the number of behaviors can have a considerable detrimental effect on the candidate selection process.
E. Summary
The process that uses Markov chains for belief revision has complexity advantages over both and Sherlock, both in terms of the number of components and the average number of behaviors. In particular it uses information from each model simulation to guide successive candidate selection processes. In addition, as it only considers one candidate at a time, the potential for complexity problems is considerably reduced.
The work presented in this paper could also be compared to the existing static techniques in relation to the order in which possible candidates are considered. All of the existing techniques are guaranteed to find the most believed candidates first, as they consider candidates in strictly decreasing order of belief. The work presented here may not necessarily consider the candidates in such a strict order. The actual effectiveness of the current work will be discussed further in the results section.
VI. EXPERIMENTAL RESULTS
To demonstrate the utility of the present work, two sets of results are presented. The first set of results systematically tests a nontrivial problem, in the second set of results, the present work is applied to a significantly complex problem of identifying faults.
A. Systematic Experimental Evaluation of the Approach
This section presents the results of systematically applying the techniques described in this paper to a nontrivial diagnostic problem. Multiple faults will be simulated in the system under diagnosis and then the performance of the diagnostic process will be evaluated by its ability to identify the simulated faults in as few attempts as possible.
1) System Under Diagnosis:
The system under diagnosis is built from full adder modules with one such module shown in Fig. 4 . These modules each consist of five individual components (three multipliers and two adders) and have five inputs and two outputs. Overall, there are fifty inputs ( , , , , and ) and 16 outputs in the system. The system has a total of 90 components (54 multipliers and 36 adders) and each of the inputs has an effect on up to eight of the outputs. The system is therefore reasonably complex and provides a test bed for evaluating the techniques described in this paper.
Behavioral Fragments for Each Component: For each of the components in the system model four possible model fragments were defined, each of which could explain the behavior of the component:
1) Normal behavior. The component behaves as it is expected to, representing the component not being faulty. The prior probabilities, , were set to 0.99 to reflect the low likelihood that any individual component is faulty.
2) Stuck at zero (denoted by s0). This fragment represents the fact that the component returns the value zero, no matter what the value of the inputs. The prior probabilities, , were set to 0.004 999 9 as it was assumed that known faults were more likely than unknown faults.
3) Stuck at one (denoted by s1). This time the output is 1 no matter what the inputs are. The prior probabilities, , were set to the same value as , 0.004 999 9. 4) Unknown (denoted by ). This fragment represents the case where the fault is unknown. The prior probabilities, , were set to 0.000 000 2, as it was assumed that an unknown fault was unlikely. The model used has 90 components of various types, each of which has four possible behaviors. The total number of possible models is therefore . Clearly it would be impossible to try all possible models and find possible faults exhaustively.
2) Experimental Methodology: To evaluate the diagnostic method described here, it is interesting to investigate its performance over a significant number of diagnoses. A total of 100 multiple faults were simulated for this purpose. Each of the attempts at diagnosis was generated randomly. In each case, two faults were simulated by randomly selecting two of the components and then randomly allocating them one of the two known faults ( or ). The inputs for each test were also generated randomly to avoid any bias introduced by a single set of inputs being used in each test. Each test ran until the actual fault was found, if other fault candidates were proposed before the actual fault the test continued.
To evaluate the performance of each test, two factors were measured. First, the number of models simulated before the correct faults were found. This measurement is important, as the aim of the diagnostic process is to find the actual fault as quickly as possible. The second method is to consider the prior probability of each of the models that were simulated. It is important that the models should be considered in order of prior probability, otherwise, less likely candidates may be suggested before more likely ones.
3) Results:
The results are presented in this section. The tables that show the results of individual tests only indicate those components that are not behaving in their nonfault mode.
Number of Models Simulated: The number of models simulated for each test are summarized in Table III . The average number of models simulated in these one hundred tests was 4.62, indicating that the process is very efficient at identifying faults in this nontrivial physical system. In 11 cases, the correct fault was identified in the first model to be simulated. There were thirteen tests that took ten or more models, with the largest number of models (17) being simulated in the final test. This compares very favorably against the total number of models that may have to be simulated in exhaustive search. The distribution of the number of models simulated is shown in Fig. 5 . This demonstrates that the majority of the faults are correctly identified within four models, and only a few tests taking more than 11 models to correctly identify the faults.
The tests that took four or less model simulations had generally to do with the cases where the faults did not interact with each other. These cases were effectively two single faults and the search for fault candidates was a search for two distinct faults, which quickly focuses on a small set of components. An example of a test where the correct faults were detected very quickly is test 8, the details of which are shown in Table IV . In this case, one of the faulty behaviors is correctly identified in the first model simulated (component add13 displaying fault ), the subsequent models are then used to search for the second fault. Fig. 6 shows that most of this kind of fault were correctly identified within four models, and all of such faults were correctly identified within nine models. The generally low number of models considered in these tests confirm that such tests are simpler to diagnose.
The tests that took more than ten model simulations were generally tests where the faults did interact with each other. In these cases, the search for fault candidates is more difficult, as a model that contains only one of the faults does not reduce the number of conflict sets. These tests are indicated in Table III by having a in the Models column. An example of a test which needs more than ten model simulations is test 5, the details of which are shown in Table V . In this example, one of the actual faults (component mult 31 displaying fault ) is found after only four simulations, with the remaining simulations trying to find the other fault. These results are summarized in Fig. 7 , which shows that most of this kind of fault were correctly identified within eleven models. All of the faults were correctly identified within seventeen models. These tests generally require more model simulations than those where the faults do not interact, which confirms the expected increase in complexity in diagnosing such faults. Despite the generally poorer performance of tests where the faults did interact, only considering an average of approximately seven models is impressive when compared to the number of possible models.
Single Fault Solutions: Several tests generated candidates with only one single fault, despite two faults actually being present. In each of theses cases, the single fault was one of the actual faults that had been simulated. There are two reasons why just one single fault can be suggested when two faults are known to exist.
• A faulty component is not giving an erroneous output. If this occurs, the component is not observed to be faulty. • The two faults directly interact with each other. In this case, only one of the components will appear to be faulty. As the diagnostic process only finds minimal fault candidates, it cannot suggest the actual faults as a fault candidate in such cases, though it will identify one of the components as being faulty on its own. Missing one of the underlying faults is therefore acceptable for such difficult situations as the missed one is equivalently subsumed by the identified fault.
Prior Certainties of Simulated Models: In most of the one hundred tests performed, the models were simulated in order of decreasing prior probability. In only two tests were models of a lower prior certainty considered before models of a higher prior probability, namely test 37 and test 100. The results of one of these tests is shown in Table VI .
In test 37, one of the actual faults was found in the first simulated model and was in all of the subsequent models. The other TEST 8 faulty component was correctly identified in model 6, however, a different model fragment was considered for this component in model 2.
4) Discussion:
The results presented in this section are generally very encouraging, the correct faults are found, on average, in less than five models. The diagnostic process very quickly focuses the search for faults on a few components, with the slowest test taking 17 models to correctly identify the actual faults.
In 98% of the tests, the models were simulated in decreasing order of prior probability. In the other 2% of tests, this ordering did not occur. The reason that these two tests did not follow the ordering was that the beliefs had been revised to the extent that the beliefs in some of fault behaviors rose above that of nonfault behaviors and so models with three faults were considered before those with only two faults. The prior probability in the normal behavior fragment in each component was set to 0.99, combining the certainties for the normal behavior model gave an overall prior probability of 0.405. This suggests that 60% of the time at least one of the components will be faulty. If the prior probability in each of the normal behavior fragments were increased to 0.9999, the overall prior certainty becomes 0.99, suggesting only a 1% chance of faults occurring.
The two tests that did not follow the decreasing prior certainty order were repeated with the prior probability in the normal behavior fragments increased to 0.9999 (the other prior certainties were revised accordingly). The results of one of these additional tests is shown in Table VII . The problem of not selecting models in decreasing order of prior probability has been resolved for both of these cases.
These results show that even with the initial low prior probabilities in the normal behavior fragments, the technique was 98% successful in considering candidates in a decreasing order of belief. Increasing the prior probabilites resulted in this being increased to a success rate of 100%. While there is no guarantee that the technique will always achieve 100% these results indicate that the success rate can be very high.
B. Diagnosing Faults in an ISCAS'85 System
The domain under investigation will be described first, highlighting the reasons for choosing such a system in demonstrating the utility of the present work. Results from various tests will then be presented, and the use of the techniques on such large systems discussed.
1) System Under Diagnosis:
The system under diagnosis was taken from a standard test suite of complex systems [28] . The circuit chosen was c1355, which contained 546 components with 41 inputs and 32 terminals (labeled 1324gat to 1355gat). All of the variables take binary values.
Components in the Model: The model used here is built from a range of components as summarized in Table VIII, including and gates with two, four, and five inputs. For each of the components in the system model, the same four possible model fragments were defined, each of which could explain the behavior of the component. Given that the system used for demonstration has 546 components of various types, and each of which has four possible behaviors, the total number of possible models is, therefore,
. Clearly, it would be impossible to try all possible models and find possible faults exhaustively. 2) Diagnostic Performance: To demonstrate the effectiveness of the diagnostic program on this sophisticated system, two separate test cases are employed. In each case, the results of several iterations of the diagnostic process will be given to show not only the first fault that it finds, but also the subsequent faults. This is important as there may be several possible ways for the faulty behavior to have been caused, and the first candidate found may not represent the actual faults in the physical system. Thus, allowing for the generation of multiple candidates (each of which may itself involve multiple faults) increases the ability to identify faults correctly.
In both tests, at least two components must be faulty to explain the observed behavior. All of the test cases given here use the same set of inputs; each of the inputs is set to the value 1. If there were no faults in the system, then the expected output values (1324gat to 1355gat) would all have the value 1. To simulate faults in the model, it is therefore only necessary to set one or more of the output values to zero.
First Result: For this example, all of the outputs were set to the value 1, except for 1324gat and 1355gat (the first and last outputs), which were set to the value 0. From observing the structure of the model, it can be seen that it is not possible for a single fault to explain both of these discrepancies and so there must be at least two faulty components. With such an observation, the most obvious solution is that both component buff 1 and component buff 32 are faulty.
The first 20 models considered are shown in Table IX , along with the belief in each of the models and an indication as to whether conflicts still exist. Of these 20 models, no fewer than 12 of them are physically meaningful fault candidates. The first model checked happens to be the most obvious candidate for explaining the observed faults, namely buff 1 and buff 32 are both behaving as if their output is stuck at the value 1. The use of the conflict sets in guiding the selection of fault candidates is clearly successful as the very first model tried contains two potential faults that jointly explain the observed behavior.
As the two discrepancies were obtained from distinct areas of the system, the pattern that emerges from the results is that the diagnosis is treating each of the discrepancies as the effect of a single fault. This means that the diagnostic process can be interpreted as a combination of two separate diagnostic processes, covering a large number of the models resulting from the combination of these two single faults.
Second Result: For this example, all of the outputs were set to the value 1, except for 1354gat and 1355gat (the last two outputs), which were set to the value 0. Again, it is not possible for a single fault to explain both of these discrepancies and so there must be at least two faulty components. The most obvious solution is that both component buff 31 and component buff 32 are faulty.
The first 16 models considered are shown in Table X , along with the belief in each of the models and an indication as to whether conflicts still exist. The elements that contain no values for the second Faulty Component and Behavior column, were TABLE VI  RESULTS OF TEST 37   TABLE VII  RESULTS OF THE REVISED TEST 37   TABLE VIII  COMPONENTS IN THE MODEL attempts by the diagnostic program to explain the discrepancies with a single fault. The results follow much the same pattern as in the previous example, using the revised beliefs and conflict sets to generate models until a "partial" solution is found and then focusing on the rest of the model. A total of seven different candidates were found, as summarized in Table X .
Despite the fact that a single fault cannot explain the two discrepancies, there are four models tried that only contain a single fault. The reason for this is that the conflict sets generated allow for components 5 and 8, nand 153, and nand 154 to singly explain the fault logically. To explain the reason for this, consider a simple model, as shown in Fig. 8 .
In this simple system, there are two discrepancies (the outputs should be 1 and 0, not 0 and 1). The conflict recognition phase of GDE would suggest that both of these discrepancies could be explained by a fault in component buff 1. However, for buff 1 to explain both faults, it would need to output the value 0 to buff 2 and the value 1 to the not gate not, which is clearly impossible. The single fault candidates that occur in Table X are due to this phenomenon, as they generate conflicts they are effectively eliminated from further models. The single fault frag- ments will have a relatively low belief, which results in most of the negative evidence being used against them (as the negative evidence is weighted against less believed fragments). As a result, when these single faults are proposed, large negative evidence is applied during the belief revision phase, which greatly reduces their belief and effectively eliminates them from future models.
The reason that the unknown behavior fragment has not appeared as a fault candidate in the above examples is that the initial belief in the unknown behavior fragments is very small. The single fault candidate that represents the unknown behavior is thus not considered before the double faults by the diagnostic program. If the unknown behavior was given the same belief as the know behaviors, then it would be likely to be considered as part of a fault candidate early in the process. Again, as there is no way to confirm (or refute) an unknown behavior this could give prominence to the unknown fault. It would also hinder the known faults being selected as they can occur in conflict sets and have their beliefs reduced (unlike the unknown behavior).
3) Discussion: The results presented in this section clearly show that the combination of belief revision, conflict sets and confirm sets lead to an efficient method of fault candidate generation and identification. The use of conflict sets effectively prunes the search space so that models that can be discarded on the basis of known conflicts are never considered again if any subset of a known conflict has already been refuted.
The results demonstrate that the techniques developed here are readily applicable to larger systems, indeed the complexity of the belief revision process only increases linearly with respect to the number of components. The use of conflict sets enables the model selection process to eliminate large portions of the search space and the use of belief-revision focuses the search even more. The use of confirm sets allows the belief-revision process to increase the beliefs of components that are not in conflict. The combination, of the belief-revision process and the conflict sets, effectively focuses the candidate search.
Another factor that aids the ability of the present diagnostic process to work on scaled up systems is that a larger number of components does not necessarily mean a larger number of simultaneous faults. The relative infrequency of faulty components results in the search process concentrating on specific areas of the search space. The search for more than one faulty components out of 500 components is only slightly more complex than searching for more than one faulty components out of 100. Though the conflict sets themselves may be larger, the minimal candidate sets will still only contain a few components and so the search will focus on these components. The complexity in propagating values and selecting models, however, increases more significantly. Further work is therefore required to improve the model selection process.
This example shows that despite the increase in the size of the system under diagnosis, the complexity increase has been minimized due to the linear nature of the approach.
VII. CONCLUSION
This paper has presented a novel approach for fault identification that integrates Markov chains and GDE-style symbolic conflict recognition. System models are selected based upon the current belief in the behavioral descriptions of its individual components and the results of each model simulation are used to revise these beliefs. This is achieved by converting the evidence, gathered through the conflict recognition process, to Markov matrices which facilitate the belief revision. This combination of Markov chains with GDE-style symbolic conflict recognition, has led to an approach that extends the capabilities of GDE type systems. The combination of belief revision and the use of an ATMS to record conflicts allows for a reduction in the number of possible models that need to be considered. Additionally, further work could be undertaken to extend the approach to diagnose faults in dynamic systems.
The results that have been obtained so far suggest that this approach offers a great potential in performing efficient fault diagnosis. The systematic evaluation of the approach showed that in 98% of the tests the models were simulated in decreasing order of prior probability and that in all cases the actual faults were correctly identified. Using the techniques on a larger system showed the ability of the technique to be scaled up. The main reasons for this are that the belief revision process is linear and that the use of conflict and confirm sets effectively prunes the search space and focuses the search.
Further work is still required, however, for the method proposed to be extended into a fully fledged diagnostic system, rather than just a candidate proposer. The fully fledged diagnostic system would endeavour to distinguish between candidates by suggesting additional measurements or proposing alternative inputs. It would be very interesting to compare the present work with other most recent approaches (e.g., [29] ), which employ alternative uncertainty handling techniques for diagnosis. In addition, the efficiency of the present work, especially the selection of system models, may be further improved by the use of dynamic flexible constraint satisfaction techniques [30] .
The current system only records the conflict sets generated at each stage of the diagnostic process. A significant improvement in the performance of the process could be achieved if all of the propagated values within the candidate proposer were stored. This stored information could then be extracted to form the basis of future model simulations. This improvement would be especially significant when only a relatively few components vary between models, as most of the value propagation would already have been performed, thus reducing the amount of calculation required. The increase in efficiency would arise from only having to propagate values through the newly added model fragments.
