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Introduction.
The big miracle of Topological Hochschild Homology is that it is so small: if
k is a perfect field of some positive characteristic p, then THH q(k) = k[σ],
the algebra of polynomials in one variable σ of homological degree 2 known
as the Bo¨kstedt periodicity element. If one only cares about THH q(k) as
a graded k-vector space, then there is a spectral sequence converging to it
whose E2-page is easy to compute. The sequence degenerates at Ep, so that
if p = 2, it just degenerates (but one still has to do a separate argument if
one is interested in the multiplicative structure). For odd p, the sequence
does not degenerate: the E2-page is rather large, but the differential dp−1
is non-trivial and cuts it down to its proper size. Again, the multiplicative
structure has to be studied separately.
This miraculous behavior of THH can be proved in several different ways
(we give a brief overview below in Subsections 11.2, 11.4). However, none
of the proofs are easy. This paper arose as an attempt to answer a question
of L. Hesselholt: is there now, when Topological Hochschild Homology is in
its fourth decade, a simple and/or conceptually clear proof?
Let us state right away that our attempt mostly failed. The best we can
do with the spectral sequence argument is a modern repackaging of the 1994
proof of [FLS]. We add strictly polynomial functors that were not available
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at the time. The resulting argument is reasonably short but needs one exter-
nal input, namely, the fact that the category of strictly polynomial functors
of some fixed degree has finite homological dimension. For multiplication,
we can do slightly better: we construct a ring map ϕ from THH q(k) to some
ring such that ϕ(σ) is not nilpotent; this means that k[σ] is a subalgebra in
THH q(k), and then it must be the whole thing for dimension reasons. The
map ϕ can be obtained by a certain truncation of the cyclotomic structure
map of [NS], but it is actually simpler to construct it by general nonsense.
To compensate for our failure at the main stated goal, we also prove two
comparison theorem. The first one gives a really simple and purely alge-
braic expression of the Topological Hohchschild Homology THH q(A,M) of
a k-algebra A with coefficients in an A-bimoduleM in terms of the so-called
Hochschild-Witt Homology WHH q(A,M) introduced in [Ka8], [Ka11] (see
also an overview in [Ka10]). If M = A is the diagonal bimodule, then we
also analyze the circle action on THH q(A) = THH q(A,A), and prove that
the periodic Topological Cyclic Homology TP q(A) of [H4] coincides with the
periodic version WHP q(A) of WHH q(A). The second comparison theorem
concerns only the diagonal bimodule case: we prove that THH q(A) coincides
with zero term of the “conjugate filtration” on the co-periodic cyclic homol-
ogy CP q(A) introduced in [Ka7]. In particular, if one inverts the Bo¨kstedt
generator σ, then THH(A) becomes CP q(A), and the identification sends
σ to the Bott periodicity generator u−1.
All of the above is contained in Section 11, and at this point, the reader
might wonder what are we doing in the first 10 sections, and indeed why is
the paper so long. The answer to this is technological.
Our main technical tool for both comparison theorems is the notion of a
“trace theory” sketched in [Ka3]. Roughly speaking, the idea is to observe
that THH q(A,M) for different A and M are related by certain canonical
isomorphisms, and one can use it to show that THH q(k,M), for any M ,
completely determines THH q(A,M) for any A and M . In other words, if
one works with arbitrary coefficients, and takes account of the trace theory
structure, then one can forget about arbitrary k-algebras and only consider
k itself. A toy version of such a reconstruction theorem was proved in [Ka3].
However, doing the whole theory properly and in a reasonable generality
requires quite a lot of work.
The second tool that we use heavily throughout the paper is the tech-
nique of “stabilization”, or “additivization”. Namely, for any functor F (M)
from some additive category such as that of bimodules to the category of
spaces, one can take its Goodwillie derivative, thereby forcing the functor to
land in connective spectra and become additive with respect toM . We have
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found out that this works really well for THH q(A,M) and related theories:
both the theories and relevant maps between them such as our map ϕ can
be obtained by stabilization from something really simple and obvious (for
THH q(A,M), this is the “cyclic nerve” of [Go]). Informally, it pays to only
go stable at the very end. However, once again, developing the stabilization
machine that is strong enough and versatile enough requires some space.
The two stories, that of stabilization and that of trace theories, are
basicaly independent, so that the structure of the paper is non-linear. A
rough leitfaden would look something like this:
Section 1,2,3 −−−−→ Section 4,5y y
Section 6,7,8,9 −−−−→ Section 10,11.
Before we explain in more detail what is being done where, let us make a
comment on methodology.
The natural context for trace theories is that of 2-categories: a trace
theory is defined on a 2-category, and a related notion of a “trace functor”
makes sense for monoidal categories (that is, 2-categories with one object).
The theory of 2-categories is notorious for horrible multidimensional dia-
grams, “higher associativity constraints” and the like, with proofs being
either impossibly long, or incomplete. In our experience, the only way to
avoid this is to use systematically the usual category theory and the machin-
ery of Grothendieck fibrations. We thus replace a 2-category with its nerve,
and treat it as a usual category fibered over ∆, modulo some conditions
(but no extra structure). Functors between 2-categories are then functors
over ∆, again modulo some conditions, and they are always constructed
by adjunction — typically, as left or right Kan extensions. All the “higher
constraints” remain packaged via the Grothendieck construction and do not
appear explicitly; one never has to check that two particular morphisms
coincide.
For better or for worse, our approach to things homotopical is then
exactly the same: we rely on the usual category theory and adjunction. We
assume known that for any small category I, localizing functors from I to
spaces gives a well-defined category Ho(I), and for any functor γ : I ′ → I,
the pullback functor γ∗ : Ho(I) → Ho(I ′) has a left and right-adjoint given
by homotopy Kan extensions γ!, γ∗ : Ho(I
′) → Ho(I). These facts can
be established in any way one likes (for example, by using Reedy model
structures, as in [DHKS]), and then used as a black box. Everything else
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proceeds by using Kan extensions, and the formalism is often identically the
same as in the non-homotopical setting.
This naive approach to homotopy theory has some obvious disadvantages
— for example, we cannot works with E∞-ring spectra, nor with equivariant
and cyclotomic spectra — but for our purposes in the paper, it is sufficient.
Let us now give a more detailed overview of the paper. Sections 1, 2
and 3 are preliminary. Section 1 is concerned with category theory — es-
sentially, glorified bookkeeping — so that nothing whatsoever is new, and
the main goal is to fix notation and terminology (one slightly non-standard
thing is the notion of a “framing” in Lemma 1.14 that turns out to be
very convenient for computing Kan extensions). Section 2 deals with the
Grothendieck construction and Grothendieck fibrations. In fact, since we
have no need of model categories anywhere in the paper, we take the lib-
erty of restoring the original terminology of [Gr] and speak about fibrations
and cofibrations, with cofibrations probably more important (for reasons
explained in Subsection 6.4). Subsections 2.1 and 2.2 are fairly standard,
Subsection 2.3 contains a version of the right Kan extension construction
for cofibrations, and Subsection 2.4 contains technical material that should
probably be skipped until needed (“kernels” of Definition 2.16 are only used
in Subsection 7.5, and “reflections” are only used to construct the relative
functor categories (2.45) and (2.47) needed in Subsection 4.4). Section 3 is
pure combinatorics: we fix notation for the category ∆ of finite non-empty
ordinals and related small categories such as the cyclic category Λ. Again,
nothing is new (the treatment of Λ follows [Ka11, Subsection 1.2]).
Section 4 starts the homotopical part of the story. First, we recall the
standard Segal machine of [S2], and we show that with very small modifica-
tion, the same arguments provide a stabilization functor for functors from
some pointed category with finite coproducts to spaces. We then get some
additional results by purely formal games with adjunction, and we treat
multiplicative structures, too (in a very naive way, see Remark 4.24). In
Section 5, we compute some examples of stabilization; on one hand, this
illustrates the general machinery, and on the other hand, provides the main
technical results needed for Section 11. In particular, we show how one can
obtain the dual Steenrod algebra by stabilization, and we also show that
it has a natural filtered counterpart obtained by stabilizing divided power
functors. This possibly extends all the way to a filtered version of the stable
homotopy category, see Remark 5.15, but we do not explore this seriously
at this point. The main technical tool is the notion of “truncated Tate co-
homology” of a finite group with respect to a family of subgroups; this is
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the only thing that might possibly be new (at least we do not know a ready
reference).
In Section 6, we temporarily abandon homotopy theory and move to
2-categories. Monoidal structures and 2-categories are treated in Section
6 itself. Section 7 is devoted to adjunction and adjoint pairs in general 2-
categories, and some results here might be new – in particular, this concerns
a surprisingly simple description of a free 2-category generated by an n-tuple
of composable adjoint pairs given in Subsection 7.5. We should mention
though that this description is only needed in Subsection 9.2, so it can be
skipped at first reading. Moreover, the somewhat technical Proposition 7.9
can be used as a black box. In Section 8, we construct and study one specific
2-category Mor∗(C) of small categories enriched over a fixed monoidal cat-
egory C. In Section 9, we introduce trace theories, and we prove our main
reconstruction theorem: a trace theory on Mor ∗(C) is completely deter-
mined by the associated trace functor on C (the actual statement is slightly
stronger and more precise, see Theorem 9.10).
Sections 10 and 11 bring the two stories together. Section 10 is a ho-
motopical version of Section 9, and the gist of it is that everything done
for trace theories extends to homotopy trace theories verbatim, simply by
adding the adjective “homotopy” in appropriate places. We also combine
this with Section 4, by introducing the notion of a “stable homotopy trace
theory” and showing how to do stabilization in this context. With all this
out of the way, we reap the benefits: in Section 11, we apply the machinery
to THH and prove all the theorems mentioned above.
1 Categorical preliminaries.
1.1 Categories. We distinguish between large and small categories but
avoid more advanced set theory. We denote by Sets the category of sets, and
we denote by Cat the category of small categories. For any category C, we
write c ∈ C as a shorthand for “c is an object in C”, and for any c, c′ ∈ C, we
write C(c, c′) for the set of maps from c to c′ (we recall that by definition, this
is always a set). We denote by Co the opposite category, Co(c′, c) = C(c, c′),
and for any morphism f ∈ C(c, c′), we denote by f o ∈ Co(c′, c) = C(c, c′)
the corresponding morphism in the opposite category. We let C> resp. C<
be the category obtained by adding a new terminal resp. initial object o
to the category C, and we note that we have Co< ∼= C>o, Co> ∼= C<o. For
any functor γ : C0 → C1, we denote by γ
> : C>0 → C
>
1 , γ
< : C<0 → C
<
1 its
canonical extensions sending o to o, and we let γo : Co0 → C
o
1 be the opposite
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functor. For any two categories C0, C1 equipped with functors γ0 : C0 → C,
γ1 : C1 → C to a third category C, we denote by C0
γ0×γ1C C1 the category of
triples 〈c0, c1, α〉, c0 ∈ C0, c1 ∈ C1, α : γ0(c0) ∼= γ1(c1), and we drop either
or both of the superscripts γ0, γ1 when they are clear from the context. If
γ0 is clear but γ1 is not, we will also denote C0 ×
γ1
C C1 by γ
∗
1C0, and keep in
mind that it comes equipped with a projection γ∗1C0 → C1.
A subcategory C′ ⊂ C is weakly full if C′(c, c′) = C(c, c′) for any c, c′ ∈
C′ ⊂ C, and a weakly full subcategory C′ ⊂ C is full if for any isomorphism
c ∼= c′ in C, c ∈ C′ if and only if c′ ∈ C′. We use set-theoretic notation for full
subcategories: for a full subcategory C′ ⊂ C, the complement C′ \ C cosists
of objects not in C′, and for any two full subcategories C′, C′′ ⊂ C, we have
the obvious full subcategories C′ ∩ C′′, C′ ∪ C′′ ⊂ C.
For any functor γ : C → I, the left comma-fiber C/γi over an object i
in I is the category of pairs 〈c, α(c)〉, c ∈ C, α(c) : γ(c) → i a map. The
fiber Ci ⊂ C/i is the full subcategory spanned by 〈c, α(c)〉 with invertible
α(c) (or equivalently, Ci ∼= C
γ ×
ε(i)
I pt, where ε(i) : pt→ I is the embedding
onto i ∈ I). Here we will also drop γ from notation when it is clear from
the context. In particular, I/i will stand for I/idi, that is, the category of
objects i′ ∈ i equpped with a map i′ → i. Dually, i \γ C = (Co/γ
o
i)o is the
right comma-fiber of γ over i, it contains Ci as a full subcategory Ci ⊂ i \ C,
and i \ I = i \id I is the category of objects i′ ∈ I equipped with a map
i→ i′. For any i ∈ I, we have the projection
(1.1) pi : i \
γ C → C
given by the forgetful functor, and for any map f : i→ i′, composition with
f induced a functor
(1.2) f∗ : i′ \γ C → i \γ C
equipped with a canonical isomorphism pi′ ◦ f ∼= pi.
A category C is a groupoid if all its morphisms are invertible, strongly
discrete if all its morphisms are identity maps, and discrete if it is equivalent
to a discrete category. We say that a subcategory C′ ⊂ C in a category
C is dense if C and C′ have the same objects (but C′ has less morphisms).
Equivalently, a dense subcategory Cv ⊂ C is defined by a class v of morphisms
in C that is closed under compositions and contains all the identity maps.
For any functor γ : C′ → C and a dense subcategory Cv ⊂ C defined by a class
of maps v, we denote by γ∗v the class of maps f in C′ such that γ(f) ∈ v. For
every category C, we have the strongly discrete dense subcategory CId ⊂ C
defined by the class Id of all identity maps, and the dense isomorphism
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groupoid CIso ⊂ C defined by the class Iso of all invertible maps. A functor
γ : C′ → C from a groupoid C′ by definition factors uniquely through CIso,
and if C′ is strongly discrete, it factors uniquely through CId. We denote
by ∀ the class of all maps in C, so that C∀ = C. As usual, a functor γ is
conservative if γ∗ Iso = Iso.
If C′ is discrete, then any functor γ : C′ → C is isomorphic to a functor
that factors through CId but unfortunately, this factorization is not unique
(any two are isomorphic as functors to C but not to CId). To aleviate the
problem, we say that a category C is tight if it has exactly one object in each
isomorphism class, we say that a tighetening of some C is a tight weakly full
subcategory C′ ⊂ C such that the embedding C′ → C is an equivalence, and
we assume that tightenings exist (this requires slightly more of the axiom
of choice that one would like but that’s life). If C is tight, then any functor
C′ → C from a discrete C factors uniquely through CId, and if C itself is
discrete, it is strongly discrete.
For any category I, its category of arrows ar(I) has arrows f : i′ → i as
objects, with morphisms from f0 : i
′
0 → i0 to f:i
′
1 → i1 given by commutative
diagrams
(1.3)
i′0
f0
−−−−→ i0
g′
y yg
i′1
f1
−−−−→ i1.
The twisted arrow category tw(I) has the same objects as ar(I), but mor-
phisms are given by commutative diagrams
(1.4)
i′0
f0
−−−−→ i0
g′
x yg
i′1
f1
−−−−→ i1.
For any dense subcategory Iv ⊂ I defined by a class of morphisms v, we
denote by arv(I) ⊂ ar(I), twv(I) ⊂ tw(I) the full subcategories spanned by
arrows in v. Sending an arrow i′ → i to its target i gives functors
(1.5) t : ar(I)→ I, t : tw(I)→ I,
and sending it to the source i′ gives functors
(1.6) s : ar(I)→ I, s : tw(I)→ Io.
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We also have a functor
(1.7) η : I → ar(I)
sending an object i ∈ I to id : i→ i, and η is fully faithful, right-adjoint to
t and left-adjoint to s.
Definition 1.1. A factorization system on a category I is a pair of classes
〈L,R〉 defining dense subcategories IL, IR ⊂ I such that L,R ⊃ Iso, any
morphism f : i′ → i in I admits a factorization
(1.8) i′
l
−−−−→ i′′
r
−−−−→ i
with l ∈ L, r ∈ R, and for any commutative square
i0
f
−−−−→ i′0
l
y yr
i1
g
−−−−→ i′1
in I with l ∈ L, r ∈ R there exists a unique morphism q : i1 → i
′
0 such that
f = q ◦ l and g = r ◦ q.
Example 1.2. If I = I0 × I1 is the product of two categories I0, I1, with
the projections πl : I → Il, l = 0, 1, then the classes π
∗
0 Iso and π
∗
1 Iso form a
factorization system on I (in either order).
Example 1.3. A factorization system 〈L,R〉 on a category I defines a fac-
torization system 〈(s × t)∗(L × L), (s × t)∗(R × R)〉 on the arrow category
ar(I) that restricts to factorization systems on arL(I), arR(I) ⊂ ar(I). We
have arL(I)(s×t)∗(L×L) ∼= ar(IL) and ar
R(I)(s×t)∗(R×R) ∼= ar(IR).
For further details about factorization systems, we refer the reader to
[Bou]. In particular, Definition 1.1 implies that L ∩ R = Iso, either of the
classes L, R competely determines the other one, and the factorization (1.8)
is unique up to a unique isomorphism.
Definition 1.4. A full subcategory I ′ ⊂ I is left resp. right-admissible if the
embedding functor γ : I ′ → I admits a left resp. right-adjoint γ† : I → I
′.
Example 1.5. If we have a left resp. right-admissible full subcategory I ′ ⊂
I, and another subcategory I ′′ ⊂ I that contains I ′ and the adjunction map
i→ γ(γ†(i)) resp. γ(γ†(i))→ I for any i ∈ I
′′, then I ′ ⊂ I ′′ is also left resp.
right-admissible, with the same γ†.
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Example 1.6. Assume given a category I equipped with a factorization
system 〈L,R〉, and for any i ∈ I, denote by I/Ri ⊂ I/i the full subcat-
egory spanned by pairs 〈i′, α(i′)〉 with α(i′) ∈ R. Then I/Ri ⊂ I/i is
left-admissible, with the adjoint functor sending an arrow to the R-part of
its decomposition (1.8), and so is IL/Ri ⊂ IL/i.
1.2 Functors. For any two categories C, C′ with C small, functors from C
to C′ form a well-defined category that we denote by Fun(C, C′) (for example,
if C = [1] is the single arrow category with two objects 0, 1 and a single non-
identity map 0 → 1, then Fun([1], C′) ∼= ar(C′) is the arrow category of
the category C′). If C is not small, one says that a functor γ : C → C′ is
continuous if it commutes with filtered colimits, and one says that a category
C is finitely presentable if it has all filtered colimits and a set C of compact
objects such that any c ∈ C is a filtered colimit of objects in C. Then if C is
large but finitely presentable, continuous functors from C to C′ also form a
well-defined category that we also denote by Fun(C, C′). For brevity, we will
say that C is bounded if it is either small or large and finitely presentable,
and we will say that a functor γ : C → C′ is bounded if either C is small or
C is large and γ is continuous, so that in either case, Fun(C, C′) denotes the
category of bounded functors. Whenever we consider a functor γ : C → C′
with bounded C, it is assumed to be bounded unless indicated otherwise.
We have the evaluation functor
(1.9) ev : C × Fun(C, C′)→ C′
with the obvious universal property: for any bounded category C′′ and
bounded functor γ : C × C′′ → C′, there exists a bounded functor γ′ : C′′ →
Fun(C, C′) and an isomorphism α : γ ∼= ev ◦(Id×γ′), and the pair 〈γ′, α〉 is
unique up to a unique isomorphism.
We say that a functor γ : C → C′ inverts a map f if γ(f) is invertible, and
we say that γ is locally constant if it inverts all maps, and constant if up to an
isomorphism, it factors through the tautological projection C → pt. For any
class of maps v in a bounded C, we denote by Funv(C, C′) ⊂ Fun(C, C′) the
full subcategory spanned by functors that invert maps in v. In particular,
Fun∀(C, C′) is the category of locally constant functors. For any subclass
w ⊂ v, we have Funv(C, C′) ⊂ Funw(C, C′), and we say that w is dense in v
if the inclusion is an equivalence for any C′.
For any bounded categories I, I ′ and any category E , a bounded functor
γ : I → I ′ induces a pullback functor γ∗ : Fun(I ′, E)→ Fun(I, E), F 7→ F ◦γ.
For any dense subcategory Iv ∈ I defined by a class of maps v, this restricts
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to a functor
(1.10) γ∗ : Funv(I, E)→ Funγ
∗v(I ′, E).
If γ is essentially surjective, then (1.10) is faithful and conservative for any
E . It is often useful to strengthen this in the following way.
Definition 1.7. A functor γ : I ′ → I between bounded categories I, I ′ is
a localization if (1.10) is an equivalence for any v and E . A category I is
simply connected if the tautological projection τ : I → pt is a localization.
Example 1.8. If γ : I0 → I1 is a localization of small categories, then so
is the opposite functor γo : Io0 → I
o
1 (just replace E with E
o in (1.10)). In
particular, a small category I is simply connected if and only if so is Io.
Example 1.9. If a bounded full subcategory I ′ ⊂ I in a bounded category
I is left or right-admissible in the sense of Definition 1.4, then the adjoint
functor γ† : I
′ → I is a localization in the sense of Definition 1.7. Moreover,
any class of maps v in I ′ that contains the adjunction maps i → γ†(γ(i))
resp. γ†(γ(i))→ i for any i ∈ I
′ is dense in γ∗† Iso.
We of course assume known the notions of a limit and colimit, but to fix
notation, it is convenient to introduce the following.
Definition 1.10. An augmentation of a functor E : I → E between some
categories I, E is a functor E> : I
> → E equipped with an isomorphism
E>|I ∼= E. A e-augmentation, for some e ∈ E , is an augmentation E>
equipped with an isomorphism E>(o) ∼= e. An augmentation E> is ex-
act if for any other augmentation E′>, there exists a unique morphism of
augmentations E> → E
′
>.
Equivalently, an e-augmentation of a functor E : I → E is given by a
morphism E → eI to the constant functor eI : I → E with value e, or by a
factorization of E into a composition
(1.11) I −−−−→ E/e
ϕ
−−−−→ E ,
where ϕ : E/e → E is the forgetful functor sending e′ → e to e′. By
definition, E admits an exact augmentation E> if and only if the colimit
colimI E exists, and in this case, we have colimI E = E>(o). A category E
is cocomplete if colimI F exists for any bounded I and F ∈ Fun(I, F ).
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Example 1.11. The category Sets is cocomplete. For any bounded cate-
gory I, we denote π0(I) = colimI pt, where pt : I → Sets is the constant
functor that sends everything to a one-element set. Informally, π0(I) is
the set of connected components of the category I, and I is connected if
π0(I) ∼= pt.
1.3 Kan extensions. For any functor γ : I → I ′ between bounded cat-
egories, and any category E , the left Kan extension γ!E of a functor E ∈
Fun(I, E) is a functor γ!E ∈ Fun(I
′, E) equipped with a map a : E → γ∗γ!E
such that the composition map
(1.12) Hom(γ!E,E
′)
γ∗
−−−−→ Hom(γ∗γ!E, γ
∗E)
−◦a
−−−−→ Hom(E, γ∗E′)
is an isomorphism for any E′ ∈ Fun(I ′, E). The left Kan extension is unique
and functorial in E, if it exists.
Example 1.12. If γ is a localization in the sense of Definition 1.7, then γ!E
exists for any E ∈ Funγ
∗v(I, E), for any class v, and γ! provides the inverse
equivalence to (1.10).
If γ!E exists for any E ∈ Fun(I, E), then γ! : Fun(I, E) → Fun(I
′, E)
is the functor left-adjoint to γ∗. A degenerate example is the tautological
projection τ : I → pt: in this case, Fun(pt, E) ∼= E , providing a pair 〈e, a〉
of an object e ∈ E and a map a : E → τ∗e is equivalent to providing
a e-augmentation E> : I
> → E of the functor E, and 〈e, a〉 turns e into
the a Kan extension if and only if E> is exact, so that we simply have
τ!E = colimI E. In general, γ!E is given by
(1.13) γ!E(i) = colimI/γ iE|I/γ i, E ∈ Fun(I, E), i ∈ I
′,
where I/γi are the left comma-fibers, and it exists iff so do the colimits in
the right-hand side.
To check existence, it is often convenient to observe the following. For
any bounded category I and left-admissible subcategory I ′ ⊂ I, with the
embedding functor γ : I ′ → I and its left-adjoint γ† : I → I
′, the pullback
γ∗† is right-adjoint to the pullback γ
∗, so that for any E ∈ Fun(I, E), we have
(1.14) colimI E ∼= colimI′ E|I′
by adjunction, and the left-hand side exists iff so does the right-hand side.
In many practical cases, this helps to compute left Kan extensions. Namely,
for any functor γ : I → I ′, a subcategory I0 ⊂ I
′ and an object i ∈ I ′, say
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that an i-augmentation of the induced functor γ0 : I0 → I
′ is γ-admissible
if the embedding I0 → I/
γi of (1.11) is left-admissible, and define a framing
of the functor γ as a collection of subcategories I(i) ⊂ I, one for each
i ∈ I ′, equipped with γ-admissible i-augmentations γ(i)> of the functors
γ(i) = γ|I(i).
Remark 1.13. If γ : I → I ′ is fully faithful, then for any i ∈ I, I/γγ(i) ∼=
I/i has a terminal object. Thus in this case, to define a framing of γ, it
suffices to consider objects i ∈ I ′ that are not in γ(I) ⊂ I ′, and then let
I(γ(i)), i ∈ I be the point category pt embedded onto i ∈ I.
Lemma 1.14. Assume given bounded categories I, I ′, a category E, and a
bounded functor γ : I → I ′. Moreover, assume given a framing of γ.
(i) For any E ∈ Fun(I, E), γ!E exists if and only if for any i ∈ I, E|I(i) :
I(i)→ E admits an exact augmentation.
(ii) For any E ∈ Fun(I ′, E), E itself with the identity map γ∗E → γ∗E is a
left Kan extension γ!γ
∗E if and only if for any i ∈ I, the augmentation
γ(i)∗>E of the functor γ(i)
∗E is exact.
Proof. Clear. 
Example 1.15. Say that a full embedding γ : I ′ → I is right-closed if
I(i′, i) is empty for any i′ ∈ I ′ and i ∈ I \ I ′, and dually, say that γ is left-
closed if γo is right-closed (equivalently, γ is left resp. right-closed if I ′ ⊂ I is
the fiber I0 resp. I1 of a functor I → [1]). Then for a right-closed γ, all the
comma-fibers I ′/γi, i ∈ I \I ′ in (1.13) are empty. Therefore by Remark 1.13,
the left Kand extension γ!E exists for any target category E with an initial
object o, and coincides with the canonical extension E< : I → E given by
E<(i) = E(i) if i ∈ I ′ and o otherwise. A common example of a right-closed
embedding is the embedding I ⊂ I< for any bounded I.
Dually, the right Kan extension γ∗E is a pair 〈γ∗E, a〉, γ∗E ∈ Fun(I
′, E),
a : γ∗γ∗E → E satisfying the universal property dual to that of γ!E, it
is unique and functorial in E, and when it exists for any E, it provides
a functor γ∗ : Fun(I
′, E) → Fun(I, E) right-adjoint to γ∗. In fact, if I
and I ′ are small, so that there is no need to control boundedness, we have
(γ∗)
o ∼= γ!E
o, so that everything including Lemma 1.14 can be applied to
the right Kan extensions simply by passing to the opposite functors. For
large bounded categories, one can still compute right Kan extension γ∗ by
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using an obvious dual version of (1.13) with limits and right comma-fibers,
possibly combined with a framing of the opposite functor γo, but one has to
check that the result is a bounded functor. This is automatic in the situation
of Example 1.12 (and in fact, in this case we have γ!E ∼= γ∗E). This is also
automatic in Example 1.15, with appropriate dualization: γ : I ′ → I has
to be leftt-closed, o ∈ E must be the terminal object rather than the initial
one, and we denote the canonical extension by E>.
Let us now mention that quite often, the isomorphism (1.14) holds for
full embeddings that are not left-admissible. Here is one example.
Definition 1.16. A full subcategory I ′ ⊂ I is cofinal if for any i ∈ I, the
right comma-fiber i \ I ′ is simply connected in the sense of Definition 2.10.
Remark 1.17. It is enough to check the condition of Definition 1.16 for
i ∈ I \ i — indeed, i \ I ′ for i ∈ I ′ has an initial object id : i→ i, thus it is
tautologically simply connected by Example 1.9.
A left-admissible embedding γ : I ′ → I is automatically cofinal (i\ I has
an initial object given by the adjunction map i → γ(γ†(i))). The converse
is not true. Nevertheless, for any cofinal full embedding γ : I ′ → I, the dual
version of (1.13) immediately shows that γ∗E exists for any constant functor
E ∈ Fun(I ′, E), and the adjunction map E → γ∗γ
∗E is an isomorphism for
any constant functor E ∈ Fun(I, E). Therefore for any E ∈ Fun(I, E), we
still have the isomorphism (1.14), and its source exists iff so does its target.
Even more generally, γ∗E exists for a locally constant E, and γ∗ induces an
equivalence
(1.15) γ∗ : Fun
∀(I ′, E) ∼= Fun∀(I, E),
so that I is simply connected if and only if so is I ′.
Lemma 1.18. Assume given full embeddings I ′′ ⊂ I ′ ⊂ I of bounded cate-
gories. Then I ′′ ⊂ I is cofinal if and only if I ′′ ⊂ I ′ and I ′ ⊂ I are cofinal.
Proof. If I ′′ ⊂ I is cofinal, then I ′′ ⊂ I ′ is tautologically cofinal (the right
comma-fiber i \ I ′′ for i ∈ I ′ does not change if we take i as an object of I).
But if I ′′ ⊂ I ′ is cofinal, then the embedding i \ I ′′ ⊂ i \ I ′ is cofinal for any
i ∈ I — indeed, its right comma-fibers are the same as for I ′′ ⊂ I ′ — and
we are done by (1.15). 
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Remark 1.19. While a connected category I need not be simply connected,
the pullback τ∗ : E → Fun(I, E) with respect to the tautological projection
τ : I → pt is still fully faithful for any target category E , so that colimI E =
τ!E and limI E = τ∗E exist for any constant functor E : I → E , and we
have τ!E ∼= τ∗E, E ∼= τ
∗τ!E ∼= τ
∗τ∗E. Thus if one only wants (1.14), one
can get away with a weaker notion of cofinality: it suffices to require that
the right comma-fibers i \ I ′ are connected (as done in e.g. [KS, Chapter
2.5]). However, we also need (1.15), so we use a stronger definition. In fact,
all the cofinal embeddings in the paper will be also homotopy cofinal in the
sense of Subsection 4.1 below.
1.4 Homological algebra. For any commutative ring k, we denote by
k-mod the category of k-modules, and for any bounded category I, we sim-
plify notation by writing Fun(I, k) = Fun(I, k-mod). This is an abelian
category with enough projective and injectives, and we denote its derived
category by D(I, k). We shorten D(pt, k) to D(k). We have a natural functor
(1.16) D : D(I, k)→ Fun(I,D(k)),
and for any dense subcategory in I defined by a class of morphisms v, we
denote by Dv(I, k) ⊂ D(I, k) the full subcategory spanned by objects E
with D(E) ∈ Funv(I,D(k)). We recall that explicitly, objects in D(I, k)
are represented by chain complexes M q in the abelian category Fun(I, k),
and D(I, k) has a natural t-structure whose term D≤0(I, k) ⊂ D(I, k) is
spanned by complexes concentrated in non-negative homologocal degrees.
For any bounded functor γ : I ′ → I, the pullback functor γ∗ descends
to a functor γ∗ : D(I, k) → D(I ′, k) that has a left and a right-adjoint
functors L
q
γ!, R
q
γ∗ : D(I
′, k) → D(I, k) obtained by taking the derived
functors of the left and right Kan extensions. For any i ∈ I, with the
embedding ε(i) : pt → I onto i, the left Kan extension ε(i)! is exact, and
the representable functor ki = ε(i)!k ∈ Fun(I, k) is given by
(1.17) ki(i
′) = k[I(i, i′)], i′ ∈ I,
where for any set S, k[S] is the free k-module generated by S. Sending i ∈ I
to ki defines the fully faithful Yoneda embedding
(1.18) Y : Io → Fun(I, k).
It may happen that the left Kan extension functor γ! itself admits a left-ad-
joint; here is a useful example of such a situation.
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Example 1.20. Assume given a full embedding γ : I ′ → I right-closed in
the sense of Example 1.15. Then γ! is given by extension by 0, thus γ! exact,
and it in fact has a left-adjoint γ! given by
(1.19) γ! = Y! γ
o
∗ Y
′ : Fun(I, k)→ Fun(I ′, k),
where Y, Y′ are the Yoneda embeddings (1.18) for the categories I, I ′, and
the right Kan extension γo∗ is again given by extension by 0. The derived
functor L
q
γ! is then left-adjoint to γ! ∼= L
q
γ!.
For any functor M ∈ Fun(I, k), the homology of the category I with
coefficients inM is obtained by taking the total derived functor L
q
colimI M
of the colimit functor colimI : we set
(1.20) C q(I,M) = L
q
colimI M ∈ D(k),
and we denote byH q(I,M) the homology modules of the object (1.20). Both
(1.14) and (1.13) have obvious counterparts for homology and derived left
Kan extensions, and so does Lemma 1.14, so that one can compute derived
Kan extensions by choosing a framing. For a useful generalization of (1.20),
say that a k-valued bifunctor on I is a functor M ∈ Fun(Io× I, k). Then for
any map f : i→ i′ in I, we have a natural map
(1.21) df =M(f
o × id)⊕ (−M(id×f)) :M(i′, i)→M(i, i) ⊕M(i′, i′),
and we can define the trace TrI(M) of the bifunctorM by the exact sequence
(1.22)
⊕
f∈I(i,i′)M(i
′, i)
d
−−−−→
⊕
i∈I −−−−→ TrI(M) −−−−→ 0,
where the sum on the left is over all maps f in I, and d is the sum of the
maps (1.21) (TrI M is also known as the “coend” of the functor M , see e.g.
[Mc2, IX.6]). Then TrI : Fun(I
o × I, k) → k-mod is right-exact, with the
total derived functor L
q
TrI , and we can define the bifunctor homology object
CH q(I,M) ∈ D(k) by
(1.23) CH q(I,M) = L
q
TrI(M).
Bifunctor homology modules HH q(I,M) ∈ k-mod are then the homology
modules of the object (1.23). In particular, whenever we have two functors
N ∈ Fun(Io, k), M ∈ Fun(I, k), we can define their box product N ⊠kM in
Fun(Io × I, k) by N ⊠k M(i× i
′) = N(i) ⊗k M(i
′), and let
(1.24) N ⊗I M = TrI(N ⊠k M).
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Then deriving this in either of the two variables N , M gives the derived
tensor product N
L
⊗I M ∈ D(k), and as soon as either N or M is pointwise-
flat — that is, takes values in the full subcategory k-modfl ⊂ k-mod spanned
by flat k-modules — we have a natural identification
(1.25) N
L
⊗I M ∼= CH q(N ⊠k M).
Since any object in the derived category D(I, k) can be represented by a
complex of pointwise-flat k-modules, the product (1.25) extends to derived
categories. The extended product admits a covariant version of the adjunc-
tion isomorphism: for any functor γ : I ′ → I from some bounded I ′, we
have a natural identification
(1.26) E ⊗I L
q
γ!E
′ ∼= γo∗E ⊗I′ E
′
for any E′ ∈ D(I ′, k), E ∈ D(Io, k). In particular, for every M ∈ Fun(I, k)
and i ∈ I, we have a natural identification
(1.27) ki
L
⊗I M ∼= ki ⊗I M ∼=M(i),
where ki ∈ Fun(I
o, k) is the representable functor of (1.17) (that is automati-
cally pointwise-flat). On the other hand, the constant functor k ∈ Fun(Io, k)
with value k is also pointwise-flat, and we have
(1.28) CH q(I, π∗M) = k
L
⊗I M ∼= C q(I,M),
where π : Io × I → I is the projection. In this way, the functor homology
(1.20) can be expressed as bifunctor homology (1.23). In the other direction,
we have a canonical quasiisomorphism
(1.29) CH q(I,M) ∼= C q(tw(I), (s × t)∗M),
where tw(I) is the twisted arrow category, and s× t : tw(I)→ Io × I is the
product of the projections (1.6) and (1.5).
Example 1.21. For a useful application of (1.28), assume given a bounded
category I and a functor I → [1] with fibers I0, I1 ⊂ I, as in Example 1.15,
and define the homology of I with support in I0 with coefficients in some
E ∈ D(I, k) as
(1.30) C q(I, I1, E) = C q(I, L
q
j!1E), H q(I, I1, E) = H q(I, L
q
j!1E),
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where j!1 is the functor (1.19) of Example 1.20 for the embedding j1 : I1 → I.
Then we have
(1.31) C q(I, I1, E) ∼= j
o
1∗k
L
⊗I E,
where k is the constant functor with value k, and jo1∗ is exact and given by
extension by 0. Moreover, if we denote by j0 : I0 → I the other embedding,
then jo0! is also exact and given by extension by 0, and we have a short exact
sequence
0 −−−−→ jo0!k −−−−→ k −−−−→ j
o
1∗k −−−−→ 0
that gives rise to a distinguished triangle
(1.32) C q(I0, j
∗
0E) −−−−→ C q(I,E) −−−−→ C q(I, I1, E) −−−−→
of homology complexes and the corresponding long exact sequence of homol-
ogy groups. For example, for any bounded category I, we have the projection
I> → [1] sending I ⊂ I> to 0 and the new terminal object o ∈ I> to 1; then
for any augmented functor E ∈ Fun(I>, k), we have C q(I>, E) ∼= E(o), the
first map in (1.32) is the augmentation map, and it is a quasiisomorphism
if and only if H q(I>, {o}, E) = 0.
We say that a category I is k-linear if it is enriched over k-mod — that
is, all the sets I(i, i′) are equipped with a k-module structure so that the
composition maps are bilinear. We say that a k-linear category I is flat
if so are all the k-modules I(i, i′). For any k-linear bounded category I,
we denote by Funk(I, k) ⊂ Fun(I, k) be the full subcategory spanned by
k-linear functors, and we let D(I) be its derived category. More generally,
a small DG category I q is a small category I enriched over the category
C q(k-modfl) of chain complexes of flat k-modules — that is, we are given a
complex I q(i, i′) for any i, i ∈ I ′ with I0(i, i
′) = I(i, i′) as sets, and the unital
and associative k-linear composition maps I q(i, i′)⊗kI q(i
′, i′′)→ I q(i, i′′) that
extend the compositions in I. We assume known that every DG category I q
has a derived category D(I q) of DG modules with the standard properties
that can be found for example in [Ke].
For any k-linear category I, we let Funk(I
o × I, k) ⊂ Fun(Io × I, k)
be the full subcategory spanned by bifunctors that are k-linear in each of
the two variables, and we let TrkI be the restriction of the functor (1.22)
to Funk(I
o × I, k). For any M ∈ Funk(I
o × I, k), the k-linear bifunctor
homology object of I with coefficients in M is defined by
CH q(I/k,M) = L
q
TrkI (M) ∈ D(k),
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and the k-linear bifunctor homology modules HH q(I/k,M) ∈ k-mod are its
homology modules. The embedding Funk(I
o × I, k) ⊂ Fun(Io × I, k) then
induces a functorial map
(1.33) CH q(I,M)→ CH q(I/k,M)
for any M ∈ Funk(I
o × I, k). If I is flat, we also have the obvious k-linear
version − ⊗I/k − of the product (1.24), with its derived version −
L
⊗I/k −,
and the identification (1.25) if M or N is pointwise-flat. In particular,
I(−, i) : Io → k-mod is then k-linear and pointwise-flat, and we also have
the k-linear version of the Yoneda isomorphism (1.27).
Example 1.22. A k-linear category I with one object is the same thing as
an associative unital k-algebra A, and it is flat iff so is A. The category
Funk(I
o× I, k) is then the category A-bimod of A-bimodules — that is, left
modules over Ao ⊗k A — and TrI(M) coincides with TrA(M) =M/[A,M ],
where [A,M ] ⊂ M is the k-submodule spanned by commutators am−ma,
a ∈ A, m ∈M . The k-linear Yoneda isomorphism (1.27) reads as
(1.34) L
q
TrA(A
o ⊗k M) ∼= TrA(A
o ⊗k M) ∼=M,
for any flat k-algebra A and left A-module M .
2 Grothendieck construction.
2.1 Fibrations and cofibrations. We assume known the machinery of
Grothendieck fibrations and cofibrations of [Gr]. As a reminder, a functor
γ : C → I is a precofibration if for any i ∈ I, the tautological embedding
Ci ⊂ C/i admits a left-adjoint functor
(2.1) ζ(i) : C/i→ Ci.
In this case, for any morphism f : i′ → i in the category I, we have an
embedding Ci′ → C/i, c 7→ 〈c, f〉, and composing it with ζ(i) gives a functor
f! : Ci′ → Ci known as the transition functor of the precofibration γ. A
morphism g : c′ → c in C is cocartesian over I if ζ(γ(c)) inverts its natural
lifting to a morphism in C/c. For a composable pair of maps f , f ′, the
adjunction provides a natural map
(2.2) (f ◦ f ′)! → f! ◦ f
′
! ,
and a precofibration is a cofibration if all these maps are isomorphisms.
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Example 2.1. The cylinder C(γ) of a functor γ : C0 → C1 is the category
whose objects are those of C0 and C1, and whose morphisms are given by
(2.3) C(γ)(c, c′) =

Ci(c, c
′), c, c′ ∈ Ci, i = 0, 1
C1(γ(c), c
′), c ∈ C0, c
′ ∈ C1
∅ otherwise.
If τ : I → pt is the tautological projection from some category I to the
point, then C(τ) ∼= I>, and if id : pt → pt is the identity functor from the
point category to itself, then C(id) ∼= pt> ∼= [1]. In general, we have the
projection χ : C(γ) → [1] with fibers C0, C1, and it is a cofibration with
transition functor γ. Conversely, for any cofibration C → [1] with transition
functor γ : C0 → C1, we have C ∼= C(γ).
Example 2.2. Assume given a cofibration π : C → I. Then its canonical
extension π> : C> → I> is also a cofibration; its fiber C>o over the new
terminal object o ∈ I> consists of the terminal object o ∈ C>, and the
transition functor C>i
∼= Ci → C
>
o = pt corresponding to any i ∈ I is the
tautological projection.
More generally, extending π to a precofibration π′ : C′ → I> is equivalent
to giving a category E = C′o and a functor γ = ζ(o) : C → E ; for C
>, one
takes pt as E and the tautological projection C → pt as γ.
A functor C → I is a fibration if the opposite functor Co → Io is a
cofibration. Thus a cofibration C → I defines the opposite fibration Co → Io.
It also defines the transpose fibration C⊥ → Io that has the same fibers
C⊥i = Ci, i ∈ I, the same transition functors f
∗ = f! : Ci → Ci′ for any map
f : i→ i′ in I, and the isomorphisms (2.2) inverse to the same isomorphisms
for C. Dually, a fibration C → I defines the opposite cofibration Co → Io and
the transpose cofibration C⊥ → I
o. Moreover, a fibration C → I can also be
a cofibration; this happens if all the transition functors f∗ have left-adjoint
functors f! (and these are then the cofibration transition functors). In such
a case, one says that C → I is a bifibration.
Example 2.3. For any category I, the projections (1.5) are cofibrations,
projection ar(I) → I of (1.6) is a fibration, and the projection tw(I) → Io
is its transpose cofibration.
Example 2.4. For any functor γ : I ′ → I, and any cofibration, resp. fibra-
tion, resp. bifibration C → I, the pullback γ∗C → I ′ is a cofibration resp.
fibration resp. bifibration.
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Example 2.5. A full embedding I ′ → I is a fibration resp. cofibration if
and only if it is left resp. right-closed in the sense of Example 1.15.
For any category I and categories C, C′ equipped with functors π : C → I,
π′ : C′ → I, a functor from C to C′ over I is a pair of a functor γ : C → C′
and an isomorphism α(γ) : π′ ◦ γ ∼= π. If γ has a left-adjoint γ† : C → C
′,
then we have a map α†(γ) : π
′ → π ◦ γ† adjoint to α(γ), and we say that γ†
is a left-adjoint over I if α†(γ) is an isomorphism. Dually, a right-adjoint γ
†
is a right-adjoint over I if α†(γ) : π ◦ γ† → π′ is an isomorphism.
If C is bounded, and we are given another category ϕ : E → I over I, then
bounded functors from C to E over I form a well-defined category FunI(C, E).
If I itself is bounded, we can let C = I; then Sec(I, E) = FunI(I, E) is
the category of sections I → E of the projection ϕ. If we have a functor
γ : C′ → C over I between bounded categories π : C → I, π′ : C′ → I, then
just as in the absolute case, we have the pullback functor γ∗ : FunI(C
′, E)→
FunI(C, E). For any E ∈ FunI(C, E), the left Kan extension γ
I
! E over I is
a pair of a functor γI! E ∈ FunI(C
′, E) and a map a : E → γ∗γI! E such that
(1.12) is an isomorphism for any E′ ∈ FunI(C
′, E). Just as in the absolute
case, γI! E is unique and functorial, if it exists.
If ϕ : E → I is a cofibration, then γI! E can be computed by a relative
version of (1.13). Namely, for any c ∈ C′, the functor E defines a functor
E|C/γc : C/
γc → E/ϕπ′(c) sending 〈c′, α(c′)〉 ∈ C/γc to E(c′) equipped with
the composition map
ϕ(E(c′))
α(E)(c′)
−−−−−→ π(c′)
α(γ)(c′)−1
−−−−−−→ π′(γ(c′))
π′(α(c′))
−−−−−→ π′(c),
and we then have
(2.4) γI! E(c) = colimC/γc ζ(π
′(c)) ◦ E|C/γc, E ∈ FunI(C, E), c ∈ C
′,
where ζ(−) is the functor (2.1) for the cofibration ϕ : E → I. Moreover γI! E
exists iff so do the colimits in the right-hand side of (2.4). We also have
an obvious relative counterpart of Lemma 1.14: for any framing {C(c) ⊂
C, γ(c)> : C(c)
> → C′}, c ∈ C′ of the functor γ : C → C′, we have
(2.5) colimC/γc ζ(π
′(c)) ◦ E|C/γc ∼= colimC(c) ζ(π
′(c)) ◦ E|C(c)
for any E ∈ Fun(C, E), c ∈ C′, where ζ(π′(c)) acts on E|C(c) through the
factorization (1.11) of the augmentation γ(c)>, and for any E
′ ∈ FunI(C
′, E),
we have E′ ∼= γI! γ
∗E′ iff for any c ∈ C′, the augmented functor ζ(π′(c)) ◦
γ(c)∗>E is exact.
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Example 2.6. If γ : C → C′ admits a right-adjoint γ† : C′ → C′, a framing
of γ is obtained by taking C(c) = pt embedded onto γ†(c) ∈ C and augmented
by the adjunction map a : γ(γ†(c)) → c. Then (2.4) and (2.5) show that
γI! E exists for any cofibration ϕ : E → I and functor E : C → E over I, and
it is given by
(2.6) γI! E(c) = π(a)!E(γ
†(c)),
where π(a)! is the transition functor for the cofibration C associated to the
map π(a) : π(γ†(c)) ∼= π′(γ(γ†(c)))→ π′(c).
A precofibration γ : C → I is bounded resp. discrete if so are all its fibers
Ci, and strongly discrete if γ
∗ Id = Id. A discrete precofibration is of course
tautologically a cofibration. A functor X : I → Sets defines a bounded
strongly discrete cofibration I[X] → I, where I[X] is the category of pairs
〈i, x〉, i ∈ I, x ∈ X(i), with maps 〈i, x〉 → 〈i′, x′〉 given by maps f : i → i′
such that f(x) = x′, and the projection I[X]→ I sending 〈i, x〉 to i. Every
bounded strongly discrete cofibration is of this form. More generally, for
any bounded confibration γ : C → I, we denote by π0(C/I)→ I the discrete
cofibration corresponding to the functor γ!pt : I → Sets. Then we have a
natural functor γ : C → π0(C/I), the functor is an equivalence if and only if
C/I is discrete, and for any functor ϕ : C → C′ over I to a bounded discrete
cofibration C′ → I with the corresponding equivalence γ′ : C′ → π0(C
′/I),
the composition γ′ ◦ ϕ factors uniquely through γ.
Example 2.7. For any category I with the twisted arrow category tw(I),
sending f : i′ → i to i′ × i gives a discrete cofibration tw(I) → Io × I
corresponding to the Hom-functor I(−,−) : Io×I → Sets; projecting further
down to Io, we get the cofibration (1.6).
We will say that a cofibration γ : C → I is semidiscrete if γ∗ Iso = Iso, or
equivalently, all its fibers Ci are groupoids, or equivalently, all maps in C are
cocartesian over I. For any cofibration C → I, we have a dense subcategory
C♮ ⊂ I defined by the class ♮ of cocartesian maps, the induced projection
C♮ → I is a semidiscrete cofibration, and for any semidiscrete cofibration
C′ → I, any functor C′ → C cocartesian over I factors uniquely through C♮.
For any semidiscrete cofibration γ : C′ → I and any functor π : C′ → C
such that γ ◦ π : C′ → I is a cofibration, π itself is a cofibration. A discrete
cofibration is semidiscrete (although the opposite is not true). Dually, a
fibration C → I is semidiscrete if so is the opposite cofibration Co → Io,
and for any fibration C → I, we have the maximal semidiscrete subfibration
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C‡ ⊂ C defined by the class ‡ of all cartesian maps. Note that if a cofibration
C → I is semidiscrete, then so is the transpose fibration C⊥ → Io, and we
in fact have C⊥ ∼= Co.
2.2 Cartesian functors. If both π : C → I and π′ : C′ → I are cofibra-
tions, then a functor γ : C → C′ over I is explicitly given by a collection of
functors γi : Ci → C
′
i between their fibers, and maps
(2.7) γf : f
′
! ◦ γi → γi′ ◦ f!,
one for each morphism f : i → i′ in I, subject to compatibility conditions
(where f!, f
′
! are transition functors of the cofibrations π, π
′). The functor γ
is cocartesian over f iff (2.7) is an isomorphism, and it is cocartesian if it is
cocartesian over all maps in I. The terminology for fibrations is dual (with
“cocartesian” replaced by “cartesian”). A functor is cocartesian if and only
if it sends all cocartesian maps to cocartesian maps. If C and I are bounded,
then for any class of maps v in I, we denote by FunvI(C, C
′) ⊂ FunI(C, C
′)
the full subcategory spanned by functors cocartesian over all maps in v. We
let Secv(I, C) = FunvI(I, C) be the category of sections cocartesian over maps
in v, and dually, for any fibration C → I, we let Secv(I, C) ⊂ Sec(I, C) be
the category of section cartesian over maps in v. We note that speaking of
functors and sections cartesian resp. cocartesian over v makes sense even if
C → I is not a fibration resp. cofibration — it suffices to assume that it is
such over Iv ⊂ I. For any two cofibration C0, C1 → I, a functor γ : C0 → C1
cocartesian over I induces a functor γ⊥ : C⊥0 → C
⊥
1 between the transpose
fibrations cartesian over I, and vice versa (with γi = γ
⊥
i , i ∈ I, and the maps
(2.7) for γ⊥ inverse to those for γ). For any cofibration C → I, sending E
to E⊥ provides an equivalence
(2.8) Sec∀(I, C) ∼= Sec∀(I
o, C⊥).
A convenient framing for a cocartesian functor γ : C → C′ over I is given by
the left comma-fibers of the functors γi: one takes C(c) = Cπ′(c)/
γπ′(c)c, with
the obvious augmentations. In particular, if C′ = I, π′ = id, then γ ∼= π is
automatically cocartesian, and has a framing
(2.9) C(i) = Ci
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given by its fibers. This immediately implies that if we have a cartesian
diagram of bounded categories
(2.10)
C′ = ϕ∗C
ρ
−−−−→ C
γ′
y yγ
I ′
ϕ
−−−−→ I
and γ is a cofibration, then for any functor E ∈ Fun(C, E) to some category
C, γ!E exists iff so does γ
′
!ρ
∗E, and the adjunction map
(2.11) γ′!ρ
∗E → ϕ∗γ!E
is an isomorphism. We call it the base change isomorphism associated to a
square (2.10).
Example 2.8. Assume given a bounded discrete cofibration γ : I ′ → I,
and a functor X ′ : I ′ → Sets. Then by (2.11), X = γ!X
′ is given by
(2.12) X(i) ∼=
∐
i′∈Ii
X ′(i′), i ∈ I,
and this implies that I ′X ′ ∼= IX (with the discrete cofibration IX → I
obtained by composing γ with I ′X ′ → I ′).
Example 2.9. As another application of (2.11), assume given a small cat-
egory I and a category E , and note that we have an obvious equivalence
Fun∀(I, E) ∼= Fun∀(Io, E). Then the same equivalence can be realized by
Kan extensions. Namely, consider the twisted arrow category tw(Io), with
the projections s : tw(Io) → I, t : tw(Io) → Io of (1.5), (1.6), and for any
E ∈ Fun(I, E), let
(2.13) TwI(E) = t!s
∗E
whenever the Kan extension exist. Then t is a cofibration with fibers
tw(Io)i ∼= i\I, i ∈ I
o, and for any E ∈ Fun(I, E), we have s∗E|tw(Io)i
∼= p∗iE,
where pi is the projection (1.1). Since i \ I has an initial object, this implies
that as soon as E is locally constant, we have
TwI(E)(i) ∼= colimi\I p
∗
iE
∼= E(i),
so that TwI(E) exists. Moreover, for any morphism f : i→ i
′, the morphism
TwI(E)(f) is inverse to E(f), so that TwI(E) is locally constant. Thus TwI
gives the desired equivalence.
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Lemma 2.10. Assume given two bounded cofibrations C, C′ → I and a co-
cartesian functor γ : C → C′ over I. Moreover, assume that for any i ∈ I,
the induced functor γi : Ci → C
′
i between the fibers (i) is full, or (ii) has a
right-adjoint γ†i , or (iii) is opposite to a cofinal full embedding, or (iv) is a
localization in the sense of Definition 1.7. Then the same holds for γ.
Proof. (i) is obvious. For (ii), γ† has components γ†i , with the maps (2.7)
adjoint to those for γ. For (iii), the comma-fibers of γi are left-admissible
in the comma-fibers of γ, so the claim follows from (1.15). Finally, for
(iv), it suffices to check that the left Kan extension γ!E exists for any E ∈
Funγ
∗ Iso(C, E), the adjunction map E → γ∗γ!E is an isomorphism, and so
id the adjunction map γ!γ
∗E′ → E′ for any E′ ∈ Fun(C, E). By (2.11), all
of this can be checked after restricting to the fibers over all i ∈ I. 
Lemma 2.11. Let C → I be a cofibration, and C′ ⊂ C a full subcategory.
(i) Assume that for any morphism f : i → i′ in I, the transition functor
f! : Ci → Ci′ sends C
′
i ⊂ Ci into C
′
i′ ⊂ Ci′ . Then C
′ → I is a cofibration,
and the embedding C′ ⊂ C is cocartesian.
(ii) Assume that for any i ∈ I, the embedding C′i ⊂ Ci has a left-adjoint
λi : Ci → C
′
i. Moreover, say that a map g in Ci, i ∈ I is λ-trivial
if λi(g) is invertible, and assume that for any map f in I, f! sends
λ-trivial maps to λ-trivial maps. Then the embedding C′ ⊂ C admits a
left-adjoint λ : C → I over I.
(iii) Assume that the embedding C′ → C admits a left-adjoint λ : C → C′
over I. Then C′ → I is a cofibration, and λ is cocartesian over I.
Proof. The first claim is obvious. For the second and the thrid, the transition
functors for C′ are f ′! = λi′ ◦ f! for any f : i→ i
′ in I, and functor λ in (iii)
is given by λi with the maps (2.7) given by adjunction. This shows that
C′ → I is a precofibration. Then either the fact that λ is adjoint to the
embedding, or the final condition in (iii) is sufficient to conclude the maps
(2.2) and (2.7) are isomorphisms. 
Example 2.12. Assume given a category equipped with a factorization
system 〈L,R〉 in the sense of Definition 1.1, and consider the subcategory
arR(I) ⊂ ar(I) and the cofibration (1.5). Then by Example 1.6, the fibers
arR(I)i ⊂ ar(I)i are left-admissible subcategories, with the adjoint functors
λi : ar(I)i → ar
R(I)i sending an arrow f : i
′ → i to the component r : i′′ → i
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of its decomposition (1.8), and a map g is λ-trivial iff s(g) ∈ L. Since the
transition functors for the cofibration (1.5) commute with s, we are in the
situation of Lemma 2.11 (ii), so that the induced projection t : arR(I) → I
is a cofibration. Dually, s : arL(I)→ I induced by (1.6) is a fibration.
By abuse of terminology, for any cofibration π : C → I, we will say that
a functor γ : E → C from some category E is cocartesian over I if γ(f) is
cocartesian for any map f in E , and vertical over I if π ◦ γ is constant. If E
is bounded, then bounded vertical functors form a cofibration Fun(E , C/I)
over I with fibers Fun(E , C/I)i ∼= Fun(E , Ci), i ∈ I. We will also say that a
functor γ : C → E is cocartesian over I if it inverts all maps in C cocartesian
over I (or equivalently, if γ × id : C → E × I is cocartesian over I, or
equivalently, if the corresponding precofibration C′ → I> of Example 2.2 is
a cofibration). For fibrations, the terminology is again dual.
As a complement to Example 2.12, note that for any cofibration π : C →
I, any map f : c→ c′ in C has a factorization
(2.14) c
c
−−−−→ c′′
v
−−−−→ c′
with cocartesian c and v ∈ π∗ Iso, and (2.14) is unique up to a unique
isomorphism, so that 〈♮, π∗ Iso〉 is a factorization system on C. We have
ar♮(C) ∼= C ×sI ar(I), where s is the fibration (1.6).
Example 2.13. In the situation of Example 2.12, maps in arR(I) cocarte-
sian with respect to t : arR(I)→ I correspond to diagrams (1.3) with g′ ∈ L.
Then s : arR(I)→ I restricts to a projection
(2.15) s : arR(I)♮ → IL,
and the dense embedding β : IL → I factors as
(2.16) IL
η
−−−−→ arR(I)♮
t
−−−−→ I,
where η is induced by (1.7) and left-adjoint to the projection (2.15). In
particular, we have β! ∼= t! ◦ η! ∼= t! ◦ s
∗, whenever these Kan extensions
exist.
2.3 Functor categories. For any cofibration C → I, a functor E : C → E
cocartesian over I defines a cocartesian functor (E × id) : C → E × I over
I, thus a transpose functor (E × id)⊥ : C⊥ → (E × I)⊥ ∼= E × Io, and then
(E × id)⊥ = E⊥ × id for a unique functor E⊥ : C⊥ → E cartesian over Io. If
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I is small and C is bounded, then C⊥ is bounded, and the correspondence
E 7→ E⊥ provides an equivalence
(2.17) Fun♮(C, E) ∼= Fun‡(C⊥, E),
where Fun♮(C, E) ⊂ Fun(C, E) resp. Fun‡(C⊥, E) ⊂ Fun(C⊥, E) are the full
subcategories spanned by cocartesian resp. cartesian functors. Alternatively,
as in Example 2.9, (2.17) can be realized by Kan extensions. Namely, con-
sider the twisted arrow category tw(I) of Example 2.3, and let tw(C/I) =
tw(I) ×I C, tw
⊥(C/I) = C⊥ ×Io tw(I). For any f : i
′ → i considered as an
object in tw(I), we have the transition functor f! : Ci′ → Ci, and taken to-
gether, these functors provide a functor q : tw⊥(C/I)→ tw(C/I) over tw(I).
We then have the diagram
(2.18) C
r
←−−−− tw(C/I)
q
←−−−− tw⊥(C/I)
l
−−−−→ C⊥,
where l and r are the projection functors, and for any cocartesian E : C → E ,
we have E⊥ ∼= l!q
∗r∗E.
For any cofibration C → I over a category I with an initial object o ∈ I,
the embedding Co → C uniquely extends to a functor
(2.19) σ : Co × I → C
cocartesian over I (explicitly, σ sends c× i to f(i)!c, where f : o→ I is the
unique map). This observation has the following useful generalization. Let
ϕ : I ′ → I be a bounded functor between bounded categories. Then for any
cofibration C → I ′, we can define a cofibration ϕ∗∗C → I with fibers
(2.20) ϕ∗∗Ci = Sec(i \
ϕ I ′, p∗i C), i ∈ I,
where pi is the projection (1.2), and transition functors f! = (f
∗)∗, where
f∗ is the functor (1.2). For any class v of maps in I ′, we let
(2.21) ϕv∗∗C ⊂ ϕ∗∗C
be the subcofibration spanned by sections cocartesian over maps in p∗i v,
i ∈ I, and we let ϕ∗C = ϕ
∀
∗∗C be the subcofibration spanned by cocartesian
sections. Then since for any i ∈ I, the right comma-fiber i \ I has the initial
object, (2.19) induces a canonical equivalence id∗ C ∼= C for any cofibration
C → I, and then the pullback functors p∗i , i ∈ I provide a functor
(2.22) C → ϕ∗ϕ
∗C
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cocartesian over I. On the other hand, for any cofibration C → I ′, the
evaluation functors (1.9) provide a functor
(2.23) ev : ϕ∗ϕ∗∗C → C
over I ′ whose restriction to ϕ∗ϕ∗C ⊂ ϕ
∗ϕ∗∗C is cocartesian over I
′. By virtue
of the universal property of the functor (1.9), for any bounded cofibration
C′ → I and any cofibration C → I ′, the functors (2.22) and (2.23) provide
an equivalence
(2.24) FunI′(ϕ
∗C′, C) ∼= Fun
♮
I(C
′, ϕ∗∗C),
where Fun♮I(−,−) ⊂ FunI(−,−) is the full subcategory spanned by co-
cartesian functors. Moreover, for any class of maps v in I ′, a functor
E : ϕ∗C′ → C is cocartesian over maps in v if and only if the corresponding
functor E′ : C′ → ϕ∗∗C factors through ϕ
v
∗∗C ⊂ ϕ∗∗C, and in particular,
(2.24) induces an equivalence
(2.25) Fun∀I′(ϕ
∗C′, C) ∼= Fun∀I (C
′, ϕ∗C),
a sort of an adjunction property for ϕ∗ and ϕ∗. By adjunction, for a com-
posable pair ϕ : I ′ → I, ϕ′ : I ′′ → I ′ of bounded functors, we have a
natural equivalence ϕ∗ϕ
′
∗C
∼= (ϕ ◦ ϕ′)∗C for any cofibration C → I
′′, and if
ϕ : I ′ → I has a left-adjoint ϕ† : I → I
′, then we have a natural equiv-
alence ϕ∗C ∼= ϕ
∗
†C for any cofibration C → I
′. In particular, if we have a
right-admissible full subcategory I ′ ⊂ I in some bounded I, with the em-
bedding functor γ : I ′ → I, and a cofibration C → I, then (2.25) provides
an equivalence
(2.26) Sec∀(I, C) ∼= Sec∀(I ′, γ∗C).
This implies that just as for usual Kan extensions, one can compute the fibers
of ϕ∗C by choosing a framing I
′(i) for the opposite functor ϕo in the sense of
Lemma 1.14, and replacing the fiber categories i \ϕ I ′ in (2.20) with I ′(i). If
ϕ is a fibration, one can use the framing (2.9). Moreover, (2.26) is actually
induced by the pullback functor γ∗, with the inverse equivalence provided
by the pullback γ∗† with respect to the right-adjoint functor γ† : I → I
′, and
then more generally, for any class v of maps in I ′, the pullbacks γ∗ and γ∗†
provide an equivalence
(2.27) Secγ
∗
†
v(I, C) ∼= Secv(I ′, γ∗C).
In good situations, this allows to use framings to compute ϕv∗∗ for more
general classes v.
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Example 2.14. Assume given a bounded category I equipped with a fac-
torization system 〈L,R〉 in the sense of Definition 1.1, and consider the
projections s, t : arL(I) → I of Example 2.12. Then for any cofibration
C → I, the pullback functor t∗ induces a functor
(2.28) IdR∗∗ C → s
‡
∗∗t
∗C
over I, where ‡ = t∗(R) is the class of maps in arL(I) cartesian over I, and
(2.27) for the admissible subcategories of Example 1.6 immediately shows
that (2.28) is an equivalence.
Example 2.15. For any bounded cofibration π : C → I over a bounded
category I, and another cofibration C′/I, let
(2.29) Fun∀(C/I, C′/I) = π♮∗∗π
∗C′,
where ♮ is the class of maps cocartesian over I. Then Fun∀(C/I, C′/I) → I
is a cofibration with fibers
Fun∀(C/I, C′/I)i ∼= Fun
p∗i ♮
i\I (p
∗
i C, p
∗
i C
′), i ∈ I,
where pi is the projection (1.1), and (2.25) provides an equivalence
(2.30) Fun∀I (C, C
′) ∼= Sec∀(I,Fun∀(C/I, C′/I)).
Informally, the category of categories cofibered over I and cocartesian func-
tors between them is cartesian-closed, with (2.29) as the mapping category.
Slightly more generally, for any bounded precofibration π : C → I, and
for any category E , we can define a precofibration Fun(C/I, E) → Io with
fibers Fun(C/I, E)i = Fun(Ci, E), transition functors f
o
! = (f!)
∗ induced by
the transition functors f! of the cofibration π, and the maps (2.2) induced
by the corresponding maps for π. If π is a cofibration, then Fun(C/I, E) is
also a cofibration, and we in fact have
(2.31) Fun(C/I, E) ∼= π⊥‡∗∗ τ
∗E ,
where π⊥ : C⊥ → Io is transpose to π, τ : C⊥ → pt is the tautological pro-
jection, and ‡ is the class of maps cartesian over Io, as in Example 2.14. In
this case, (2.24) identifies functors from C to E and sections of the transpose
fibration Fun(C/I, E)⊥ → I, and this correspondence identifies cocartesian
functors with cartesian sections. By (2.17), these in turn correspond to
cocartesian sections of the cofibration Fun(C/I, E) → Io.
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2.4 Kernels and reflections. In practical applications, it is useful to
combine the pullback and pushforward operations on cofibrations, as in Ex-
ample 2.14. Here is one specific construction of this type that we will need.
Definition 2.16. For any bounded category I, an I-kernel is a category K
equipped with a bounded cofibration K → Io × I. A morphism between
I-kernels K, K is a functor γ : K → K′ cocartesian over Io × I.
For any bounded category I with an I-kernel K, the structural cofibration
K → Io× I is the product s× t of functors s : K → Io, K : I ′ → I. Both are
cofibrations, and each of them is cocartesian with respect to the other one.
We can then consider the fibration T = t⊥ : K⊥ → Io transpose to t, and
being cocartesian, s induces a cartesian functor S : K⊥ → Io that is again a
cofibration. Then for any cofibration C → Io, we let
(2.32) K ⊗I C = T
♮
∗∗S
∗C,
where ♮ is the class of maps in K⊥ cocartesian with respect to S. This is a
cofibration over Io with fibers
(2.33) (K ⊗I C)i ∼= Fun
♮
Io(Ki, C), i ∈ I,
where Ki stands for the fiber of the cofibration t cofibered over I
o by the
cofibration s. For any morphism γ : K → K′ of I-kernels, the evaluation
functor (2.23) for ϕ = γ⊥ then induces a functor
(2.34) K′ ⊗I C → K ⊗I C,
cartesian over Io. In terms of (2.33), its component over some i ∈ I is the
pullback γ∗i with respect to the functor γi : Ki → K
′
i.
Example 2.17. For any bounded category I, the twisted arrow category
tw(I) with its discrete cofibration s× t : tw(I)→ Io×I of Example 2.7 is an
I-kernel. The category tw(I)⊥ is opposite to the arrow category ar(I)o, with
the projections S = so, T = to opposite to s of (1.6) and t of (1.5). Then
(1.7) provides their common section η : I → ar(I), and for any cofibration
C → Io, we have a natural equivalence
tw(I)⊗I C ∼= T∗S
∗C ∼= T∗η∗C ∼= C,
where since s : tw(I)i → I
o is discrete for any i ∈ I, we can replace T ♮∗∗ in
(2.32) with T∗.
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Example 2.18. For any two cofibrations C, C′ → I with C bounded, let
π : C⊥ → Io be the transpose fibration, and let
(2.35) FunI(C, C
′) = (π × id)‡∗∗(π × id)
∗t∗C′,
where t : Io × I → I is the projection, and ‡ is the class of maps in C′ × I
cartesian over Io × I. Then (2.35) is an I-kernel, and for any class of maps
v in I, we have a natural identification
(2.36) Funt
∗v
Io×I(tw(I),FunI(C, C
′)) ∼= FunvI(C, C
′).
In particular, morphisms of I-kernels tw(I) → FunI(C, C
′) correspond to
cocartesian functors C → C′.
In favourable circumstances, one can use Example 2.18 to establish a
version of (2.30) for functors that are only cocartesian over a class of maps.
To do this, we first observe that the transpose fibration construction works
in families. Namely, for any cofibration J → I, denote by J⊳ = J⊥o → I the
cofibration with fibers Joi and transition functors opposite to those of J → I,
and note that a cocartesian functor γ : J0 → J1 between two cofibrations
J0, J1/I gives rise to a cocartesian functor γ
⊳ : J⊳0 → J
⊳
1 . Then for any pair
of cofibrations J → I, γ : C → J , we can define the reflection (C/J)⊳ by
(2.37) (C/J)⊳ = (C⊥)⊥,
where the transpose fibration C⊥ is taken over J , and then the transpose
cofibration is taken over Io. We have (J/J)⊳ = J⊳, and in general, (C/J)⊳
is equipped with a cofibration (C/J)⊳ → I and a functor γ⊳ : (C/J)⊳ → J⊳
cocartesian over I. Over each i ∈ I, the fiber γ⊳i : (C/J)
⊳
i → J
⊳
i
∼= Joi is
the fibration transpose to γi. If we let v, c be classes of maps in J and
J⊳ vertical resp. cocartesian over I, then γ⊳ is a cofibration over J⊳c and a
fibration over J⊳v , and we have an equivalence
(2.38) Secv(J, C) ∼= Secv(J
⊳, (C/J)⊳),
a relative version of (2.8). For any commutative square
(2.39)
j00
c0
−−−−→ j01
v0
y yv1
j10
c1
−−−−→ j11
in J⊳ with c0, c1 ∈ c, v0, v1 ∈ v, we have an isomorphism c
0
! ◦ v
∗
0
∼= v∗1 ◦ c
1
! .
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Lemma 2.19. Assume given a cofibration J → I and a cofibration γ : C →
J such that for any map v : j → j′ in J⊳ vertical over I, the transition
functor v∗ : (C/I)⊳j′ → (C/I
⊳)j admits a left-adjoint v!, and for any square
(2.39), the map v1! ◦c
0
! → c
1
! ◦v0! adjoint to the isomorphism c
0
! ◦v
∗
0
∼= v∗1 ◦c
1
!
is itself an isomorphism. Then γ⊳ is a cofibration.
Proof. The first condition insures that γ⊳ is a precofibration, with transition
functor f! ∼= v! ◦ c! for any map f = v ◦ c in J , where c is cocartesian and
v is vertical over I. The second condition then insures that the maps (2.2)
are isomorphisms, so that the precofibration γ⊳ is a cofibration. 
Lemma 2.20. Assume that π : J⊳ → I has a fully faithful right-adjoint
η : I → J⊳, and let C′ = η∗(C/J)⊳. Then the restriction functor
(2.40) η∗ : Secv(J
⊳, (C/J)⊳)→ Sec(I, C′)
is an equivalence.
Proof. Consider the category arv(J), with the projections s, t : arv(J) → J
and the evaluation functor ev : [1] × arv(J) → J . Then ev∗ C → [1] is
a cofibration with fibers (ev∗ C)0 ∼= s
∗C, (ev∗ C)1 ∼= t
∗C and a transition
functor q : s∗C → t∗C cocartesian over arv(J). Since t is a cofibration by
Example 2.12, arv(J) is cofibered over I, and we can consider the reflection
C♭ = (ev∗ C/[1] × arv(J))⊳. We have ([1] × arv(J))⊳ ∼= [1]o × arv(J⊳), with
the projections s, t : arv(J⊳) → J⊳, and C♭ is fibered over [1]o = [1] with
fibers C♭0
∼= s∗(C/J)⊳, C♭1
∼= t∗(C/J)⊳ and the transition functor q⊳. Since
C♭ → [1] is a fibration, we also have the functor p : C♭ → C♭0 right-adjoint to
the full embedding C♭0 ⊂ C
♭ given by id on C♭0 and q
⊳ on C♭1. We now observe
that t : arv(J⊳) → J⊳ has a fully faithful right-adjoint ε : J⊳ → arv(J⊳)
sending j ∈ J⊳ to the adjunction map j → η(π(j)), we have s ◦ ε ∼= id and
t◦ε ∼= η ◦π, so that ε∗C♭0
∼= (C/J)⊳, ε∗C♭1
∼= π∗C′, and p restricts to a functor
ε∗(p) : ε∗C♭ → (C/J)⊳. It then induces a functor
ε∗(p)∗ : Sec(J⊳, (C/J)⊳)→ Sec([1]× J⊳, ε∗C♭)
sending a section σ to a triple 〈σ0, σ1, α〉 of sections σ0 ∈ Sec(J
⊳, (C/J)⊳),
σ1 ∈ Sec(J
⊳, π∗C′) and a map α : σ0 → ε
∗(q⊳) ◦ σ1. We have σ0 ∼= σ
and σ1 ∼= π
∗η∗σ. Moreover, ε∗(q⊳) ◦ σ1 is cartesian along v, and α is an
isomorphism if and only if so is σ0 = σ. Therefore ε
∗(q⊳)◦π∗ is right-adjoint
to η∗, and provides an inverse equivalence to (2.40). 
33
Now assume given a category I equipped with a factorization system
〈L,R〉, consider the cofibration t : arR(I) → I of Example 2.12, and let
twR(I) = arR(I)⊳. The cocartesian functor ar(I) → arR(I) left-adjoint to
the embedding ar(R)(I) ⊂ ar(I) induces a functor
(2.41) πR : tw(I) ∼= ar(I)⊳ → twR(I),
and for any two cofibrations C, C′ → I as in Example 2.18, we can consider
the cofibration
(2.42) FunL(C/I, C′/I) = πR∗ (s
o × t)∗ FunI(C, C
′)→ twR(I).
Then (2.25) and (2.36) provide an equivalence
(2.43) FunLI (C, C
′) ∼= Sect
∗L(twR(I),FunL(C/I, C′/I)).
Explicitly, we have a factorization system 〈t∗L∩c, t∗R〉 on arR(I), and (2.41)
is a fibration over t∗R, so that for any object in arR(I) represented by an
arrow r : i′ → i, the embedding
(2.44) tw(i \L I) ∼= r \t∗L∩c tw(I) ⊂ r \ tw(I)
is right-admissible by Example 1.6. This gives a framing for the functor
opposite to (2.41), and if we use this framing to compute πL∗ and apply
(2.36) for the comma-fiber i \L I, we obtain an identification
(2.45) FunL(C/I, C′/I)r ∼= Fun
∀
i\LI
((f∗)∗p∗i′C, p
∗
i C
′),
where f∗ : i \L I → i
′ \L I stands for the transition functor of the fibration
s : arL(I)→ I. In particular, if L = Iso, then FunL(C/I, C′/I) is the product
FunI(C, C
′) ×Io×I tw(I)), while at the other extreme, if L = ∀, then (2.42)
coincides with (2.29).
We can then consider the reflection (FunL(C/, C′/I)/ twR(I))⊳ of the
cofibration (2.42). By definition, it is cofibered over I and comes equipped
with a functor
(2.46) γ : (FunL(C/I, C′/I)/ twR(I))⊳ → arR(I) ∼= (twR(I))⊳
cocartesian over I. Moreover, the projection t : arR(I) → I has a fully
faithful right-adjoint η : I → arR(I) induced by (1.7) that is cocartesian
over IL. Thus if we let
(2.47) FunL(C/I, C′/I) = η∗(FunL(C/I, C′/I)/ twR(I))⊳ → I,
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then this is a cofibration over maps in L, and (2.38) and Lemma 2.20 provide
an equivalence
(2.48) Sect
∗L(twR(I),FunL(C/I, C′/I)) ∼= SecL(I,FunL(C/I, C′, I)).
Combining (2.48) with (2.43) then gives an equivalence
(2.49) FunLI (C, C
′) ∼= SecL(I,FunL(C/I, C′/I)).
If L = ∀, this is the equivalence (2.30) of Example 2.15.
The “favourable circumstances” that we have mentioned are those when
the functor (2.46) satisfies the assumptions of Lemma 2.19. Then it is a
cofibration over the whole I, and so is its restriction (2.47).
3 Combinatorics.
3.1 Sets. A pre-order on a set is a binary relation ≤ that is transitive
and reflexive but not necessarily antisymmetric. Equivalently, a pre-ordered
set is a small category that has at most one morphism between any two
objects. We note that for any pre-ordered set J , the categories Jo, J<, J>
are also pre-ordered sets. The two opposite examples of a pre-order are the
maximal one (a morphism between any two objects) or a partial order in
the usual sense. For every n ≥ 0, we denote by [n] the partially ordered set
{0, . . . , n}, with the standard order (so that we have [n]< ∼= [n]> ∼= [n+1]).
In particular, [0] is the point category pt, and [1] is the single arrow category
of Subsection 1.1. We denote by V = {0, 1}< the partially ordered set with
three elements 0, 1, o, and order relations 0, 1 ≥ o. Any set S with the
maximal pre-order is denoted e(S). More generally, for any preordered set
J , define a J-augmented set as a set S equipped with a map π : S → J ; then
for any such 〈S, π〉, we let e(S/J) be the set S with the pre-order induced
by π – that is, s ≤ s′ iff π(s) ≤ π(s′) (in particular, e(S/pt) ∼= e(S), and
e(J/J) ∼= J). We say that a J-augmented set S is proper if π : S → J is
surjective and we note that for a proper J-augmented set S, e(S/J)→ J is
an equivalence of categories.
We denote by Γ the category of finite sets, and we let Γ+ be the category
of finite sets and partially defined maps between them – that is, a map from
S0 to S1 in Γ+ is a diagram
(3.1) S0
i
←−−−− S˜
f
−−−−→ S1
in Γ with injective i. Equivalently, Γ+ is the category of finite pointed
sets, with the equivalence sending S to its union S+ = S ∪ {o} with an
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added distinguished element. For clarity, we will always denote a finite set
S considered as an object in Γ+ by S+. A map in Γ+ is an anchor map
resp. a structural map if f resp. i in the diagram (3.1) is an isomorphism.
The category Γ+ is pointed, with the initial and terminal object o = ∅+
consisting of a single distinguished element, and coproducts in Γ are also
coproducts in Γ+, traditionally written as (S ⊔ S
′)+ = S+ ∨ S
′
+. For any
S, S′ ∈ Γ, the embeddings i : S → S ⊔ S′, i′ : S′ → S ⊔ S′ define anchor
maps
(3.2) a : S+ ∨ S
′
+ → S+, a
′ : S+ ∨ S
′
+ → S
′
+
given by the diagrams (3.1) with f = id and i = i0 resp. i = i1. Cartesian
product of finite sets is functorial with respect to the diagrams (3.1), thus
defines a product functor
(3.3) m : Γ+ × Γ+ → Γ+.
In terms of pointed sets, m(S+×S
′
+) is the usual smash product S+∧S
′
+ =
(S+ × S
′
+)/((S+ × o) ∪ (o× S
′
+)).
3.2 Ordinals. As usual, we denote by ∆ the category formed by non-
empty finite ordinals [n], n ≥ 0, and order-preserving maps between them.
Note that for any [n], we have a unique isomorphism [n]o ∼= [n], and sending
[n] to [n]o gives an involution ι : ∆ → ∆. Adding the empty ordinal ∅ to
∆ gives the category ∆<, with o = ∅ (for consistency, we will also denote
it [−1]). We denote by V : ∆< → Sets the forgetful functor. For any map
g : [n] → [m] in ∆< with non-empty [m], we can form the cartesian square
of partially ordered set
(3.4)
[n]g
eg
−−−−→ [n]y yg
V ([m]) −−−−→ [m],
where V ([m]) is equipped with the discrete order, and then [n]g is the disjoint
union of ordinals [nv] indexed by v ∈ V ([m]) = {0, . . . ,m} (non-empty if g is
surjective, possibly empty otherwise). This provides a canonical equivalence
(3.5) ∆</[m] ∼= ∆<(m+1)
between the fiber category ∆</[m] and the product of m+ 1 copies of ∆<.
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For any n ≥ l ≥ 0, we denote by s, t : [l]→ [n] the (unique) embeddings
onto the initial resp. terminal segment of the target ordinal, and we note
that we have a cocartesian square
(3.6)
[0]
t
−−−−→ [l]
s
y ys
[n−l]
t
−−−−→ [n].
The maps s and t for different n ≥ l ≥ 0 define dense subcategories ∆s,∆t ⊂
∆ (as abstract categories, both are equivalent to the partially ordered set N
of non-negative integers). We say that a map f : [n] → [m] is special resp.
antispecial if f(0) = 0 resp. f(n) = m, and we denote by ∆+,∆− ⊂ ∆ the
dense subcategories defined by the classes of special resp. antispecial maps.
We note that we have ∆s ⊂ ∆+ and ∆t ⊂ ∆−. A map is bispecial if it is
both special and antispecial, and ∆± = ∆+ ∩∆− ⊂ ∆ is the corresponding
dense subcategory. A map f is special iff ι(f) is antispecial, so that the
involution ι establishes a equivalences ι : ∆+ ∼= ∆−, ι : ∆± ∼= ∆±.
For another interpretation of special maps, consider the embedding ∆→
Cat sending an ordinal [n] to the opposite ordinal [n]o considered as a small
category, and let
(3.7) ν q : ∆ q → ∆
be the corresponding cofibration. Explicitly, ∆ q is the category of pairs
〈[n], l〉, [n] ∈ ∆, l ∈ [n], with morphisms 〈[n], l〉 → 〈[n′], l′〉 given by maps
f : [n] → [n′] such that f(l) ≤ l′. The projection ν q sends 〈[n], l〉 to [n], it
has a right-adjoint ν† : ∆ → ∆ q sending [n] to 〈[n], 0〉, and this in turn has
a right-adjoint ν⊥ : ∆ q → ∆ sending 〈[n], l〉 to [n−l] = {l, . . . , n} ⊂ [n]. The
dense subcategory in ∆ q spanned by maps cocartesian over ∆ is equivalent to
the right comma-fiber [0]\∆, and a map f in ∆ is special if and only if ν†(f)
is cocartesian over ∆. For antispecial maps, there is a similar description
using the cofibration ι∗∆ q.
The embedding functor ρ : ∆+ → ∆ admits a left-adjoint λ : ∆ → ∆+
sending [n] to [n]<. The composition κ = ρ◦λ is then an endofunctor of the
category ∆, and we have the adjunction map
(3.8) a : id→ κ
equal to the embedding t : [n]→ [n+1] = κ([n]) on any [n] ∈ ∆. The functor
λ, hence also κ, extends to ∆< ⊃ ∆ by setting κ(o) = λ(o) = ∅< = [0].
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The embedding functor ρι = ι ◦ρ ◦ ι : ∆− → ∆ also admits a left-adjoint
λι = ι ◦ λ ◦ ι : ∆ → ∆−, with the composition κι = λι ◦ ρι ∼= ι ◦ κ ◦ ι
and the adjunction map aι : id → κι, and the embedding ρ♭ : ∆± → ∆
admits a left-adjoint λ♭ : ∆ → ∆± with the composition κ♭ = λ♭ ◦ ρ♭ and
the adjunction map id → κ♭. We have κ♭ ∼= κ ◦ κι ∼= κι ◦ κ, and we have a
functorial cocartesian square
(3.9)
id
a
−−−−→ κ
aι
y y
κι −−−−→ κ♭.
Both κι and κ♭ extend to ∆
<, with κι(o) = ∅
> = [0] and κ♭(o) = ∅
<> = [1].
The concatenation [m] ◦ [n] ∼= [m + n] of two ordinals [m], [n] ∈ ∆ is their
disjoint union [m]⊔[n] ordered left-to-right. Concatenation is functorial with
respect to either variable, and we have κ([n]) ∼= [0] ◦ [n], κι([n]) ∼= [n] ◦ [0]
and κ♭([n]) ∼= [0] ◦ [n] ◦ [0].
A map f : [n] → [m] in ∆ considered as a functor between small cate-
gories has a right-adjoint f † : [m] → [n] if and only if it is special, and in
this case f † is antispecial; for left-adjoints f†, the situation is dual. Thus
sending f to its right resp. left-adjoint provides equivalences
(3.10) ∆+ ∼= ∆
o
−, ∆−
∼= ∆o+.
Moreover, for any map f in ∆<, not only λ(f) but also the right-adjoint
λ(f)† is special. Thus λ(f)† is actually bispecial, and composing λ with the
equivalence (3.10) gives a functor
(3.11) ∆< → ∆o±
that also happens to be an equivalence. Restricting to ∆ ⊂ ∆<, we obtain
a canonical functor
(3.12) θ : ∆→ ∆o.
We say that a map f : [n] → [m] in ∆ is a left-anchor map resp. right-
anchor map if f = s resp. f = t, and we say that f is an anchor map iff
f : [n]→ [m] identifies [n] with some segment {l, l+1, . . . , l+n} ⊂ [m] of the
ordinal [m], or equivalently, if f = s◦ t for some right-anchor t : [n]→ [n+ l]
and left-anchor s : [n+ l]→ [m].
By abuse of terminology, we say that a map f in ∆o is special, anti-
special, bispecial, anchor, left-anchor or right-anchor if so is the opposite
map f o in ∆.
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The classes of bispecial and anchor maps form a factorization system
〈±, a〉 in ∆ in the sense of Definition 1.1, and we also have factorization
systems 〈+, t〉, 〈−, s〉. In particular, we have the fibrations and cofibrations
of Example 2.12. Since ∆s ∼= ∆t ∼= N, we have ar
s(∆) ∼= art(∆) ∼= ∆ q,
and the cofibrations ars(∆), art(∆)→ ∆ are both identified with (3.7). The
fibrations ar(∆), ar+(∆), ar−(∆), ar± → ∆ have a useful universl property
with respect to cocartesian square (3.6). For any such square, the target
of any map f : [n] → [n′] fits into a similar square with l′ = f(l); this is
functorial in f and defines a cartesian diagram
(3.13)
ar(∆)[n] −−−−→ ar
+(∆)[n−l]y y
ar−(∆)[l] −−−−→ ar
±(∆)[0],
where of course ar±(∆)[0] ∼= pt, so that we actually have a decomposition
ar(∆)[n] ∼= ar
+(∆)[n−l] × ar
−(∆)[l]. If f ∈ ar(∆)[n] is special resp. antispe-
cial, then so are both of the components of its decomposition, so that in
particular, (3.13) induces a decompositon
(3.14) ar±(∆)[n] ∼= ar
±(∆)[l] × ar
±(∆)[n−l],
where projections onto both factors are given by the transition functors of
the fibration s : ar±(∆)→ ∆.
Yet another useful factorization system 〈p, i〉 in ∆ is formed by the classes
p resp. i of surjective resp. injective maps. We have an embedding arp(∆) ⊂
ar±(∆) cartesian with respect to the fibration s : arp(∆) → arp(∆), and
(3.14) induces a corresponding decomposition for the fibration arp(∆). Any
surjective map p : [n]→ [m] considered as a functor between small categories
is both a fibration and a cofibration, and for any injective map i : [l]→ [m],
there exists a cartesian square
(3.15)
[q]
i′
−−−−→ [n]
p′
y yp
[l]
i
−−−−→ [m]
in ∆ with some [q], injective i′ and surjective p′ (this is obvious from (3.5)).
3.3 Simplices. We denote by ∆o Sets the category of simplicial sets (that
is, functors from ∆o to Sets). For any simplicial set X, its category of
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simplices ∆X is the corresponding discrete fibration ∆X → ∆. Explicitly,
its objects are pairs 〈[n], x〉, [n] ∈ ∆, x ∈ X([n]), and morphisms from
〈[n], x〉 to 〈[n′], x′〉 are given by maps f : [n]→ [n′] such that X(f o)(x′) = x.
We let ∆oX = (∆X)o = ∆o[X] be the opposite category. The augmented
category of simplices is given by ∆<X = (∆X)<, with the opposite category
∆o>X = (∆<X)o = (∆X)o>.
Analogously, we denote by Sets+ the category of pointed sets, and we let
∆o Sets+ be the category of simplicial pointed sets. One distinguished sim-
plicial pointed set is the standard simplicial circle Σ obtained by taking the
standard simplicial interval ∆1, ∆1([n]) = ∆([n], [1]), and gluing together
the two ends. The simplicial set Σ is finite, thus factors through a functor
(3.16) Σ : ∆o → Γ+.
A map f in ∆ is an anchor map iff Σ(f o) is an anchor map in Γ+.
A contraction of an augmented simplicial object c> : ∆
o> → C in
some category C is a functor c+ : ∆
o
+ → C equipped with an isomorphism
λo∗c+ ∼= c
>. Any simplicial set X : ∆o → Sets has a tautological augmenta-
tion X> sending o ∈ ∆
o> to the one-point set pt, and we say that X is con-
tractible if X> admits a contraction X+ : ∆
o
+ → Sets. By the Grothendieck
construction, such a contraction defines a discrete fibration ∆+X+ → ∆+
with the opposite discrete cofibration ∆o+X+ = (∆+X+)
o → ∆o+, and λ
extends to an embedding ∆<X → ∆+X+.
Definition 3.1. For any contractible simplicial set X ∈ ∆o Sets, an aug-
mentation c> : ∆o>X → C of a functor c : ∆oX → C to some category C
is contractible if it further extends to ∆o+X+ ⊃ ∆
o>X for some contraction
X+ of the set X.
Lemma 3.2. For any contractible simplicial set X and category C, a locally
constant functor c : ∆oX → C is constant, and a contractible augmentation
c> of a functor c : ∆
oX → C is exact.
Proof. The embedding λX : ∆X → ∆
<X → ∆+X+ admits a left-adjoint
ρX : ∆+X+ → ∆X given by the composition
∆+X+
a∗
−−−−→ ρ∗λ∗∆+X+ ∼= ρ
∗∆X −−−−→ ∆X,
where a : λ ◦ ρ → id is the adjunction map. Therefore ∆oX ⊂ ∆o+X+ is a
left-admissible subcategory. On the other hand, by definition, the set X+(o)
consists of a single point, say x, and then 〈o, x〉 ∈ ∆+X+ is the terminal
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object, thus defines a left-admissible embedding pt → ∆o+X+. Then (1.14)
immediately shows that a contractible augmentation is exact. Moreover,
any locally constant c+ : ∆
o
+X+ → C is constant, and any locally constant
c : ∆oX → C inverts the adjunction map id→ ρoX ◦ λ
o
X , so that c
∼= λo∗X ρ
o∗
X c,
and c is constant as well. 
As usual, the nerve N(I) of a small category I is the simplicial set such
thatN(I)([n]), [n] ∈ ∆ is the set of functors i q : [n]→ I. If I is connected, its
nerve N(I) is connected, and if I has an initial object, N(I) is contractible.
Indeed, since [0] ∈ ∆+ is the initial object, we have a natural projection
ρo∗N(I)→ N(I)([0]), or in other words, a decomposition
(3.17) ρo∗N(I) =
∐
i∈I
N(I)i, N(I)i : ∆
o
+ → Sets .
Moreover, for any i ∈ I, we have λo∗N(I)i ∼= N(i \ I). But if i ∈ I is an
initial object, the map N(i \ I) → N(I) induced by the forgetful functor
i \ I → I is an isomorphism, so that N(I)i is a contraction of N(I).
The nerve is functorial in I and provides a fully faithful embedding
Cat→ ∆o Sets from the category Cat of small categories to the category of
simplicial sets. Its essential image consists of simplicial sets X : ∆o → Sets
that send cocartesian squares (3.6) to cartesian squares in Sets (this is called
the Segal condition). The nerve embedding commutes with limits but not
with colimits. Colimits in Cat exist but are hard to compute except in some
special cases. Here is one obvious example.
Example 3.3. If we have full subcategories I0, I1 ⊂ I that are left-closed
in the sense of Example 1.15, then I0 ∪ I1 is left-closed in I, I01 = I0 ∩ I1 is
left-closed in I0, I1 and I, and we have I0 ∪ I1 ∼= I0 ⊔I01 I1. Giving a functor
I0 ∪ I1 → E to some category E is equivalent to giving functors γ0 : I0 → E ,
γ1 : I1 → E , and an isomorphism between their restrictions to I01.
Another example is path categories of quivers. Namely, a quiver Q is a
collection of two sets V (Q), E(Q) of its vertices and edges, and two maps
s, t : V (Q)→ E(Q) sending an edge to its source resp. target. Equivalently,
a quiver is a functor Q : Do → Sets, where D is the category with two
objects 0, 1 and two non-trivial maps s, t : 0→ 1, and we take V (Q) = Q(0),
E(Q) = Q(1). We have the embedding δ : D → ∆ sending 1 to [1], 0 to [0]
and s, t to the maps s, t in ∆, and the opposite functor δo factors as
(3.18) Do
α
−−−−→ ∆oa
β
−−−−→ ∆o,
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where ∆a ⊂ ∆ is the dense subcategory spanned by anchor maps. Let
Do Sets be the category of quivers, and let ∆oa Sets be the category of functors
from ∆oa sets. Then the composition P = β!α∗ : D
o Sets → ∆o Sets of
the right Kan extension α∗ and the left Kan extension β! factors through
Cat ⊂ ∆o Sets and is left-adjoint to the restriction functor δo∗ : Cat ⊂
∆o Sets→ Do Sets. For any Q ∈ Do Sets, P (Q) is called the path category of
the quiver Q. By adjunction, the functor P : Do Sets→ Cat commutes with
colimits, and colimits of quivers can be computed pointwise.
Remark 3.4. The presense of two different Kan extensions in the con-
struction of the path category P (Q) is easy to understand if one observes
that for any n ≥ 0, [n] is the path category of a “string quiver” [n]δ with
V ([n]δ) = V ([n]) and edges e ∈ E([n]δ) = {1, . . . , n} corresponding to inter-
vals {l−1, l} ⊂ [n]. Then maps between such quivers are exactly the anchor
maps, the squares (3.6) are induced by cocartesian squares of quivers, so
that the Segal condition makes sense for objects X ∈ ∆oa Sets, and α∗ in
(3.18) identifies Do Sets with the category of functors X ∈ ∆oa Sets satifying
this condition. Explicitly, it is given by
α∗Q([n]) ∼= HomDo Sets([n]δ, Q), [n] ∈ ∆.
The Kan extension β! can be then computed by (2.12) and the decomposi-
tion (2.16) for the anchor/bispecial factorization system on ∆o, where one
observes that since all isomorphisms in ∆o are identity maps, the cofibration
ar±(∆o)♮ → ∆
o is discrete. It is easy to see from (3.14) that β! preserves
the Segal condition, and this creates the adjunction between P and δo∗.
3.4 Cylinders. Among other things, Lemma 3.2 allows to prove some
useful results above nerves of small categories. To simplify notation, for any
small I, denote ∆I = ∆N(I), and similarly for ∆o, ∆< and ∆o>. Note that
∆Io ∼= ι∗(∆I), where ι : ∆→ ∆ sends [n] to [n]o.
Example 3.5. For any [n] ∈ ∆ considered as a small category, we have
∆[n] ∼= ∆/[n], ∆<[n] ∼= ∆</[n] and ∆o[n] ∼= [n] \∆o, ∆o>[n] ∼= [n] \∆o>.
As we saw, if I has an initial object i ∈ I, then the nerve N(I) is
contractible, so that by Lemma 3.2, ∆oI is simply connected in the sense of
Definition 1.7. The first corollary of this is the following standard fact.
Lemma 3.6. The diagonal embedding ∆o → ∆o×∆o is cofinal in the sense
of Definition 1.16.
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Proof. For each [n] × [m] ∈ ∆o, the right comma-fiber ([n] × [m]) \ ∆o is
∆o([n]× [m]) by Example 3.5, and since [n]× [m] has an initial object, it is
simply connected by Lemma 3.2. 
Remark 3.7. A standard implication of Lemma 3.6 is that if a cocomplete
category E has finite products, then colim∆o commutes with these products.
Lemma 3.8. Assume given a full embedding γ : I ′ → I of small categories
that is either left or right-closed in the sense of Example 1.15. Then the
induced functor ∆o>(γ) : ∆o>I ′ → ∆o>I admits a left-adjoint functor
(3.19) µ : ∆o>I → ∆o>I ′,
and this functor is a cofibration.
Proof. By Example 3.5 and (3.5), we have ∆o>[1] ∼= ∆o> ×∆o>, and then
by Example 1.2, the classes π∗0 Iso and π
∗
1 Iso form a factorization system on
∆o>[1], in either order. Let us denote them by 0 and 1 and call them 0-special
and 1-special maps (so that l-special maps are those that are isomorphisms
over l ∈ [1]). If γ is left-closed, then I ′ = I0 for a functor χ : I → [1], and
∆o>(χ) : ∆o>I → ∆o>[1] is a discrete cofibration. Thus if we say that a map
f in ∆o>I is l-special, l = 0, 1 whenever so is ∆o>(χ)(f), then 0-special and
1-special maps also form a factorization system 〈1, 0〉 on ∆o>I. Consider
the cofibration t : ar0(∆o>I) → ∆o> of Example 2.12, and observe that
∆o>(γ)∗ ar0(∆o>I) ∼= ∆o>I. Then µ = ∆o>(γ)∗t is our cofibration (3.19),
and the adjunction is obvious. For a right-closed γ, interchange 0 and 1. 
Now take some [n] ∈ ∆, and assume given a small category I and a
functor π : I → [n], with the induced functor ∆I → ∆[n] ∼= ∆/[n]. Consider
the full subcategories ∆p/[n] ⊂ ∆+/[n] ⊂ ∆/[n] spanned by surjective resp.
special arrows f : [m]→ [n], and let
(3.20) ∆p(I/[n]) = ∆I ×∆[n] ∆p/[n], ∆+(I/[n]) = ∆I ×∆[n] ∆+/[n].
Say that π : I → [n] is an iterated cylinder if it is a cofibration with non-
empty fibers.
Lemma 3.9. For any iterated cylinder π : I → [n], ∆p(I/[n]) ⊂ ∆+(I/[n])
is cofinal. If I has an initial object i, then ∆+(I/[n]) ⊂ ∆I is also cofinal.
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Proof. The second claim follows from Lemma 3.2 and Lemma 1.18: since
I ∼= i \ I, we have a left-admissible subcategory ∆+N(I)i ⊂ ∆I, and since
the fiber I0 ⊂ I is non-empty, we have i ∈ I0, so that ∆+N(I)i ⊂ ∆+(I/[n]).
For the first claim, note that by definition, objects in ∆I are pairs 〈[n], i q〉
of an object [n] ∈ ∆ and a functor i q : [n] → I, l 7→ il. For any l ∈ [n], let
∆lI ⊂ ∆I be the full subcategory consisting of pairs 〈[m], i q〉 such that the
image of the map π ◦ i q : [m] → [n] contains s([l]) = {0, . . . , l} ⊂ [n]. Then
∆p(I/[n]) = ∆0I, ∆+(I/[n]) = ∆nI, and by induction and Lemma 1.18, it
suffices to prove that ∆l+1I ⊂ ∆lI is cofinal for any l = 0, . . . , n−1. Choose
such an l, consider the embeddings s : [l]→ [n], t : [n−l−1]→ [n], and denote
I≤l = s
∗I, I>l = t
∗I. Then the full embedding I≤l → I is left-closed, and
the functor opposite to the cofibration (3.19) sends ∆lI into ∆I≤l ⊂ ∆
<I≤l.
Therefore we have the induced fibration ∆lI → ∆I≤l, ∆l+1I ⊂ ∆lI is a
subfibration, and for any object 〈[m], i q〉 ∈ ∆I≤l, their fibers are
(3.21) (∆l+1I)〈[m],i q〉 ∼= ∆+(im \ I>l) ⊂ (∆lI)〈[m],i q〉 ∼= ∆(im \ I>l).
But since I → [n] is a cofibration, the iterated cylinder (im \ I>l)/[n−l−1]
has an initial object. Therefore all the embeddings (3.21) are cofinal by the
second claim, and we are done by Lemma 2.10 (iii). 
As an application of Lemma 3.9, consider the arrow categories arp(∆),
ar±(∆), and treat the embedding δ : arp(∆)o → ar±(∆)o as a functor over
∆o with respect to the projections induced by t of (1.5). Then for any object
c ∈ ar±(∆)o, we have an embedding
(3.22) arp(∆)o/δto∗ Isoc ⊂ ar
p(∆)o/δc.
Were δ cocartesian over ∆o, the embedding (3.22) would have been left-
admissible. While δ is certainly not cocartesian — its source and target are
not even cofibrations — we still have the following result.
Lemma 3.10. The embedding (3.22) is cofinal for any c ∈ ar±(∆)o.
Proof. By Example 1.3, the bispecial/anchor factorization system 〈±, a〉 on
∆ induces a factorization system on ar±(∆), so that any map c → c′ in
ar±(∆) uniquely factors as
c
l
−−−−→ c′′
r
−−−−→ c′
with l ∈ (s × t)∗± and r ∈ (s × t)∗a. One immediately checks that if c′
lies in arp(∆) ⊂ ar±(∆), then so does c′′. Therefore by Example 1.5 and
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Example 1.6, if we denote by δ′ : arp(∆±)
o → ar(∆±) the restriction of the
embedding δ to arp(∆±)
o ⊂ arp(∆)o, then the embeddings
arp(∆±)
o/δ
′
c ⊂ arp(∆)o/δc, arp(∆±)
o/δ
′
to∗ Isoc ⊂ ar
p(∆)o/δt∗ Isoc
are left-admissible. Then by Lemma 1.18, it suffices to prove the claim with
(3.22) replaced by the embedding
(3.23) arp(∆±)
o/δ
′
to∗ Isoc ⊂ ar
p(∆±)
o/δ
′
c.
To do this, take some object c′ ∈ arp(∆±)
o/δ
′
c, and consider the right
comma-fiber
I(c, c′) = c′ \ (arp(∆±)
o/δ
′
t∗ Isoc)
of the embedding (3.23). Explicitly, c is a bispecial map f : [n]→ [m], c′ is
a pair of a surjective map f ′ : [n′] → [m′] and a map g : f → f ′ in ar±(∆)
with bispecial components gn : [n] → [n
′], gm : [m] → [m
′], and I(c, c′) is
then opposite to the category of commutative diagrams
(3.24)
[n] −−−−→ [n′′] −−−−→ [n′]
f
y yp yf ′
[m] [m]
gm
−−−−→ [m′]
in ∆± with surjective p whose outer rectangle represents the map g. We
have to prove that I(c, c′) is simply connected. Since bispecial maps admit
the decomposition (3.14) with respect to cartesian squares (3.6), the whole
diagram (3.24) also functorially decomposes into diagrams for [l] and [n−l],
so that by induction, it suffices to consider the case [n] = 1. Then the left
vertical arrow in (3.24) carries no information and can be forgotten, and we
end up with an equivalence
I(c, c′) ∼= ∆op(g
∗
m[n
′]/[m]).
But [n′] has an initial object, and since f ′ : [n′] → [m′] is surjective, it is a
cofibration and an iterated cylinder. Then g∗mf
′ : g∗m[n
′] → [m] is also an
iterated cylinder with an initial object, and we are done by Lemma 3.9 and
Lemma 3.2. 
3.5 Cycles. For any integer n ≥ 1, we denote by [n]Λ the category whose
objects are residues a ∈ Z/nZ, with maps from a to a′ given by integers
l ≥ 0 such that a′ = a + l mod n (equivalently, [n]Λ is the path category
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of the wheel quiver [n]λ with n vertices, and l is the length of the path).
For any a ∈ [n]Λ, we have a map τa : a → a given by n, and for any
functor f : [n]Λ → [m]Λ, there exists a unique integer deg f ≥ 0 such that
f(τa) = τ
deg f
f(a) for all a ∈ [n]Λ. We say that f is non-degenerate if deg f ≥ 1,
and horizontal if deg f = 1. The cyclic category Λ of A. Connes is the
category with objects [n], n ≥ 1, and morphisms from [n] to [m] given by
horizontal functors [n]Λ → [m]Λ. For any [n] ∈ Λ, we denote by V ([n]λ)
the set of objects or the category [n]Λ (or equivalently, the set of vertices of
the corresponding wheel quiver). Every horizontal functor f : [n]Λ → [m]Λ
admits a left-adjoint f† : [m]Λ → [n]Λ, and sending [n] to [n] and f to f
o
†
provides an equivalence of categories
(3.25) θ : Λ ∼= Λo.
For any [n] in Λ and a horizontal functor f : [n]Λ → [1]Λ, we have a cartesian
square of small categories
(3.26)
[n−1]
ε(f)
−−−−→ [n]Λy yf
[0]
ε
−−−−→ [1]Λ,
where [0], [n−1] ∈ ∆ are considered as small categories in the usual way,
and ε in the bottom line is the embedding onto the unique object in [1]Λ
(in terms of quivers, (3.26) corresponds to removing one edge from a wheel
quiver to obtain a string quiver). Sending the rightmost colum in (3.26)
to the leftmost column defines a functor Λ/[1] → ∆ that happens to be an
equivalence; composing the inverse equivalence with the forgetful functor
Λ/[1] → Λ gives an embedding j : ∆ → Λ. More generally, for any [n] ∈ Λ,
we can choose a map f : [n]→ [1], and this gives an identification
(3.27) Λ/[n] ∼= ∆/[n−1].
Passing to the opposite categories and identifying Λ ∼= Λo by (3.25), we
obtain a dual embedding jo : ∆o → Λ and an equivalence Λ \ [n] ∼= ∆o \ [n]
dual to (3.27) for any [n] ∈ Λ. One can also see the equivalence [1] \Λ ∼= ∆o
directly in terms of the equivalence (3.11): if we let ω1 : [1] → [1]Λ be the
functor that sends 0, 1 ∈ [1] to the unique object 0 ∈ [1]Λ, and the map 0→ 1
to the map τ0 : 0 → 0, then for any injective bispecial map b : [1] → [n] in
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∆, we have the cocartesian square of small categories
(3.28)
[1]
ω1−−−−→ [1]Λ
b
y yb′
[n]
ωn−−−−→ [n]Λ,
and the functor b′ is horizontal (to see that (3.28) is cocartesian, note that
it is induced by a cocartesian square that glues the two end vertices of a
string quiver to obtain a wheel). The correspodence b 7→ b′ is functorial and
identifies [1] \ Λ with the full subcategory ∆o ⊂ ∆± spanned by injective
bispecial maps. The identifications given by (3.26) and (3.28) intertwine the
duality (3.25) and the embedding (3.12).
Lemma 3.11. For any cocomplete target category E, the functor TwΛ of
(2.13) takes values in Fun∀(Λ, E) ∼= Fun∀(Λo, E) ⊂ Fun(Λo, E).
Proof. For any E ∈ Fun(Λ, E), E′ = TwΛ(E) exists since E is cocomplete,
and we have to check that for any map f : [m]→ [n] in Λ, E′ inverts f o. It
suffices to choose a map g : [1]→ [m] and prove that E′ inverts go and (f ◦
g)o, so we may assume right away that [m] = 1. Then by (2.11), it suffices to
check that the transition functor f o! : tw(Λ
o)[n] → tw(Λ
o)[1] of the cofibration
t : tw(Λo)→ Λo is cofinal. But by (3.27) and (3.25), this transition functor
can be identified with the projection (∆/[n−1])o ∼= ∆o[n−1]→ ∆o, and then
its right comma-fibers are of the form ∆o([n−1] × [l]), [l] ∈ ∆o. As in the
proof of Lemma 3.6, these are simply connected by Lemma 3.2. 
The cyclotomic category ΛR ⊂ Λ has the same objects [n], n ≥ 1, and all
non-degenerate functors f : [n]Λ → [m]Λ as morphisms. A morphism f in
ΛR is vertical if it is a discrete bifibration. Any morphism f in ΛR factors
as f = v ◦ h with horizontal h and vertical v, and 〈h, v〉 is a factorization
system on ΛR. For any integer l ≥ 1, one defines the category Λl as the
category of vertical arrows v : [nl]→ [n] in ΛR of degree l, with morphisms
given by commutative square
[nl]
v
−−−−→ [n]
h′
y yh
[n′l]
v′
−−−−→ [n′]
in ΛR with horizontal h, h′. Such a square is automatically cartesian. Send-
ing an arrow to its source resp. target gives two functors
(3.29) il, πl : Λl → Λ.
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The functor il is known as the edgewise subdivision functor and goes back
to [S1]. The functor πl has no special name; it is a bifibration whose fibers
are connected groupoids ptl with one object o, Aut(o) = Z/lZ.
4 Stabilization and additivization.
4.1 Homotopy categories. We denote by Top+ the category of pointed
compactly generated topological spaces, and we denote by Ho its homo-
topy category obtained by localizing Top+ with respect to the class of weak
equivalences. For any bounded category I, we denote by Ho(I) the local-
ization of the category Fun(I,Top+) with respect to the class of pointwise
weak equivalences. For any bounded functor γ : I → I ′ between bounded
categories, the pullback γ∗ preserves weak equivalences, thus descends to a
functor γ∗ : Ho(I ′)→ Ho(I). This functor γ∗ has a left and a right-adjoint
γ!, γ∗ : Ho(I)→ Ho(I
′) known as the homotopy Kan extensions. If I ′ is the
point category pt, then γ! = hocolimI is the homotopy colimit over I, and
γ∗ = holimI is the homotopy limit.
For any bounded cofibration C → I, the transition functors (f!)
∗ of
the transpose fibration Fun(C/I,Top+)
⊥ → I are pullback functors, so
that Fun(C/I,Top+)
⊥ descends to a fibration Ho(C/I) → I with fibers
Ho(C/I)i = Ho(Ci), i ∈ I. This fibration is also a cofibration, with transi-
tion functors given by homotopy Kan extensions (f!)!. Any cocartesian func-
tor γ : C′ → C between two cofibrations over I induces a cartesian pullback
functor γ∗ : Ho(C/I) → Ho(C′/I) that has a left-adjoint γ! : Ho(C
′/I) →
Ho(C/I); for each i ∈ I, we have (γ∗)i ∼= γ
∗
i and (γ!)i
∼= γi!. For any bounded
cofibration C → I, we have a comparison functor
(4.1) Ho : Ho(C)→ Sec(I,Ho(C/I))
that reduces to Ho(C) → Fun(I,Ho) if C = I. This functor is conservative
and commutes with pullbacks (but it is certainly not an equivalence unless
I is a point).
To compute homotopy Kan extensions, one actually needs to know very
little about them (apart from their sheer existence known from e.g. [DHKS]
that can be used as a black box). Namely, just as in the non-homotopical
case, an adjunction between functors γ0 : I
′ → I, γ1 : I → I
′ induces an
adjunction between the pullback functors γ∗0 and γ
∗
1 , and this yields (1.14)
(with colimits replaced by homotopy colimits). Moreover, for a discrete cofi-
bration π : I ′ → I, the left Kan extension π! : Fun(I
′,Top+)→ Fun(I,Top+)
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respects weak equivalences, thus descends to the left homotopy Kan exten-
sion, and dually for discrete fibrations and π∗. Together with (1.14), this
describes Kan extensions with respect to embeddings pt → I, and the de-
scription immediately yields homotopical versions of (1.13), Lemma 1.14
and the base change isomorphism (2.11) (where again, one replaces colim
with hocolim in all the statements, and uses γ! to denote the homotopy Kan
extension).
For any bounded I and a class of maps v in I, we denote by Hov(I) ⊂
Ho(I) the full subcategory spanned by X ∈ Ho(I) such that Ho(X) lies in
Funv(I,Ho). We say that X ∈ Ho(I) is locally constant if so is Ho(X), so
that Ho∀(I) ⊂ Ho(I) is the full subcategory spanned by locally constant X.
For any functor γ : I ′ → I and any class v of maps in I, (1.10) induces a
functor
(4.2) γ∗v : Ho
v(I)→ Hoγ
∗v(I ′),
and as in Definition 1.7, we say that γ is a homotopy localization if (4.2)
is an equivalence for any v. We note that the localizations of Example 1.9
are also homotopy localizations. Somewhat weaker, we say that γ is a weak
equivalence if (4.2) is an equivalence for the class v = ∀ of all maps. Such
an equivalence is automatically compatible with limits and colimits: for any
X ∈ Ho∀(I ′), the natural maps
(4.3) hocolimI′ γ
∗X → hocolimI X
and
(4.4) holimX → holimI′ γ
∗X
are both isomorphisms in Ho. A homotopy localization is trivially a weak
equivalence, and so are its one-sided inverses; in particular, it applies to left
and right-admissible full embeddings.
In general, a functor γ : I ′ → I between small categories I, I ′ is a weak
equivalence if and only if so is the induced map |I ′| → |I| of the geometric
realizations of their nerves. However, this is a serious theorem that we
will not need. We restrict ourselves to the following trivial but very useful
observation whose effectiveness was demonstrated to us by L. Hesselholt.
Lemma 4.1. Assume given functors γ0 : I
′ → I, γ1 : I → I
′ between
bounded categories I ′ and I equipped with a map between Id and γ0 ◦ γ1 and
a map between Id and γ1 ◦ γ0 (in either direction). Then γ
∗
0∀ and γ
∗
1∀ are
mutually inverse equivalences.
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Proof. A one-sided inverse to a weak equivalence is trivially a weak equiv-
alence. For any I, consider the product I × [1], with the embeddings
s, t : I → I × [1] onto I × 0 and I × 1, and their common one-sided in-
verse e : I× [1]→ I given by the projection onto the first factor. Then e is a
weak equivalence by Example 1.9, and therefoe so are s and t. Therefore for
any two functors ϕ0, ϕ1 : I
′ → I, a map ϕ0 → ϕ1 induced an isomorphism
ϕ∗0∀
∼= ϕ∗1∀. In the assumptions of the Lemma, this provides isomorphisms
Id ∼= γ∗0∀ ◦ γ
∗
1∀ and Id
∼= γ∗1∀ ◦ γ
∗
0∀. 
We will say that a bounded category I is homotopy contractible if the
tautological projection τ : I → pt is a weak equivalence, and we will say
that a functor γ : I ′ → I between bounded categories is homotopy cofinal
if its right comma-fiber i \γ I ′ is homotopy contractible for any i ∈ I. For
any contractible I, holimI and hocolimI are isomorphic, and both are inverse
equivalences to τ∗∀ . As for (1.14), by virtue of (the dual homotopical version
of) (1.13), this implies that γ∗◦τ
∗ ∼= (τ◦γ)∗ for any cofinal functor γ : I ′ → I,
and then by adjunction, this in turn implies that (4.3) is an isomorphism
for any X ∈ Ho(I).
A contractible I is simply connected in the sense of Definition 2.10,
and a homotopy cofinal full embedding γ is cofinal in the sense of Defini-
tion 1.18. The converse is not true; however, Lemma 1.18, Remark 1.17 and
all the criteria of cofinality of Section 1 still hold for homotopy cofinal em-
beddings, and all the cofinal embeddings of Section 3 are homotopy cofinal.
In particular, this is true for the embedding of Lemma 3.6, so that for any
X ∈ Ho(∆o ×∆o), the natural map
(4.5) hocolim∆o δ
∗X → hocolim∆o×∆o X
induced by the diagonal embedding δ : ∆o → ∆o × ∆o is a homotopy
equivalence. This implies that hocolim∆o commutes with finite products.
4.2 Basic stabilization. We begin by recalling the standard Segal con-
struction of [S2] (with slightly different notation). As in Subsection 3.1, let
Γ+ be the category of finite pointed sets. A Γ-space is an objectX ∈ Ho(Γ+).
Definition 4.2. A Γ-space X is special if X(o) is contractible, and for any
S, S′ ∈ Γ, the map
(4.6) X(a) ×X(a′) : X(S+ ∨ S
′
+)→ X(S+)×X(S
′
+)
induced by the anchor maps (3.2) is a weak homotopy equivalence.
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It is well-known that any special Γ-space X is a commutative monoid
object in Ho(Γ+). Indeed, if we take S = S
′ and let d : Γ+ → Γ+ be
the functor sending S+ to S+ ∧ S+, then the anchor maps (3.2) and the
codiagonal maps m : S+ ∧ S+ → S+ give rise to a diagram
X ×X
X(a)×X(a′)
←−−−−−−−− d∗X
X(m)
−−−−→ X,
and the map on the left is an equivalence, so it can be inverted in Ho(Γ+).
This defines a product map
(4.7) X ×X → X
in Ho(Γ+), and one checks that it is associative and commutative. In par-
ticular, π0(X(pt+)) is a commutative monoid, and X is called group-like if
this monoid is a group.
Definition 4.3. For any bounded category I, an object X ∈ Ho(Γ+× I) is
stable if for any i ∈ I, its restriction to Γ+×I is a group-like special Γ-space.
Proposition 4.4. For any bounded category I, denote by Host(Γ+× I) the
full subcategory in Ho(Γ+×I) spanned by stable objects. Then the embedding
Host(Γ+ × I) ⊂ Ho(Γ+ × I) admits a left-adjoint stabilization functor
Stab : Ho(Γ+ × I)→ Ho
st(Γ+ × I).
Proof. Note that for any S+, S
′
+ ∈ Γ+ and functor X : Γ+ → Top+, we have
a natural map
(4.8)
∨
s∈S
X(is+ ∧ id) :
∨
s∈S
X(S′+) = S+ ∧X(S
′
+)→ X(S+ ∧ S
′
+),
where is : pt → S is the embedding onto s ∈ S, and the map (4.8) is
functorial in S+, S
′
+ and X. Consider the product ∆
o × Γ+ × I, with the
projection π : ∆o×Γ+×I → Γ+×I and the functor β : ∆
o×Γ+×I → Γ+×I
given by the composition
∆o × Γ+ × I
Σ×id× id
−−−−−−→ Γ+ × Γ+ × I
m×id
−−−−→ Γ+ × I,
where m is the product functor (3.3), and Σ : ∆o → Γ+ is the simplicial
circle. For any X ∈ Ho(Γ+ × I), let BX = π!β
∗X. The maps (4.8) provide
a map Σ ∧ π∗X → β∗X that gives rise to a map
hocolim∆o(Σ ∧ π
∗X) ∼= hocolimo∆Σ ∧X
∼= ΣX → BX,
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and by adjunction, we obtain a map X → ΩBX, where Σ and Ω stand for
the suspension and loop space functor applies pointwise. By induction, we
obtain a map ΩnBnX → Ωn+1Bn+1X for any n ≥ 1, and we can set
(4.9) Stab(X) = colimnΩ
nBnX.
Then Stab obviously commutes with coproducts and Kan extensions γ!,
γ : I ′ → I, and it is the main result of [S2] that if X is stable, BX is also
stable and X → ΩBX is a homotopy equivalence. Thus to show that Stab
with the natural map Id→ Stab provides the required stabilization functor,
it suffice to show that Stab(X) is stable for any X ∈ Ho(Γ+ × I).
To check this, we may assume that I = pt, so that X is a Γ-space. For
any such X and S+, S
′
+ ∈ Γ+, denote by X(S+, S
′
+) the homotopy cofiber of
the map (4.6). Say that X is n-connected, n ≥ 0, if X(S+) is n-connected for
any S+ ∈ Γ+, and n-stable if it is group-like and X(S+, S
′
+) is n-connected
for any S+, S
′
+ ∈ Γ+. Then if a Γ-space X is m-stable, the corresponding
maps (4.6) induce isomorphisms on the homotopy groups πi for i < m, and
then for any n ≤ m, the same maps for ΩnX are isomorphisms on πi for
i < m − n. Thus it suffices to prove that for any X and n ≥ 0, BnX is
2n-stable. By induction, it further suffices to prove that BX is 0-connected
and 1-stable, and (n+ 1)-connected and (m+ 2)-stable if X is n-connected
and m-stable. For connectedness, recall that for any Y : ∆o → Top+ such
that Y ([q]) is n-connected for any [q] ∈ ∆o and contractible for q = 0,
hocolim∆o Y is (n + 1)-connected, and note that Y : ∆
o → Top+ sending
[q] ∈ ∆o to X(S+ ∧ Σ([q])) satisfies this assumption for any S+ ∈ Γ+. For
stability, note that
BX(S+, S
′
+) = hocolim∆o δ
∗Y,
where Y : ∆o ×∆o → Top+ sends [q]× [q
′] to X(S+ ∧ Σ([q]), S
′
+ ∧ Σ([q
′])),
apply the isomorphism (4.5), and repeat the same argument twice. 
Remark 4.5. For any functor γ : I ′ → I, the pullback (id×γ)∗ sends
stable objects to stable objects, so that by adjunction, we have a natural
map Stab ◦(id×γ)∗ → (id×γ)∗ ◦ Stab, and the construction of Stab given
in Proposition 4.4 immediately shows that this map is an isomorphism. If
I ′ = ∆o and I = pt, then the adjoint map (id×γ)! ◦ Stab → Stab ◦(id×γ)!
is also an isomorphism. Indeed, in this case (id×γ)∗ is fully faithful, so
it suffices to check that (id×γ)! sends stable objects to stable objects. But
since hocolim∆o commutes with finite products, (id×γ)! sends special objects
to special objects, and it obviously also preserves the group-like condition.
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Remark 4.6. For any bounded category I, we have the forgetful functor
e∗ : Host(Γ+ × I)→ Ho(I), where
(4.10) e : I × Γ+
is the embedding onto pt+ × I, and by virtue of Proposition 4.4, it has a
left-adjoint spectrification functor Stab ◦e! : Ho(I)→ Ho
st(Γ+ × I).
Remark 4.7. Say that a Γ-set is a functor X : Γ+ → Sets, say that it
is special if X(o) = pt and the maps (4.6) are isomorphisms, say that it
is moreover stable if the product (4.7) turns it into a group, and for any
category I, say that X : Γ+ × I → Sets is stable if so is Xi : Γ+ → Sets for
any i ∈ I. Then a stable Γ-set is the same thing as an abelian group, so if
I is bounded, we have a full embedding
(4.11) Fun(I,Z) ∼= Funst(Γ+ × I,Sets) ⊂ Fun(Γ+ × I,Sets),
where Funst stands for the full subcategory spanned by stable objects.
It is easy to see that the embedding (4.11) admits a left-adjoint stabi-
lization functor Stab0. If we compose it with the left Kan extension e!,
as in Remark 4.6, then Stab0(e!S) ∼= Z[S], the free abelian group gener-
ated by the functor S : I → Sets. The functor π0 : Top+ → Sets is
left-adjoint to the embedding Sets → Top+ sending a set S to the dis-
crete topological space S+, the same holds in families, and then by adjunc-
tion, we have π0(Stab(X)) ∼= Stab0(π0(X)) for any X ∈ Ho(Γ
+ × I) and
π0(Stab(e!X)) ∼= Z[π0(X)] for any X ∈ Ho.
4.3 Advanced stabilization. It turns out that purely by formal games
with adjunction, Proposition 4.4 yields several useful corollaries. We will
need two of them. For the first one, say that a category I is half-additive if
it is pointed and has finite coproducts. Then for any bounded half-additive
category I, we have a natural functor
(4.12) m : Γ+ × I → I
sending S × i to the coproduct of copies of i numbered by elements s ∈ S,
and (4.10) is a section of (4.12). Say that X ∈ Ho(I) is stable if so is
m∗X ∈ Ho(Γ+ × I), and denote by Ho
st(I) ⊂ Ho(I) the full subcategory
spanned by stable functors. Note that since I is pointed, we have natural
maps i ⊔ i′ → i, i⊔′ → i′ for any i, i′ ∈ I, and then for any X ∈ Host(I),
the induced map X(i ⊔ i′) → X(i) ×X(i′) is a weak equivalence (if i = i′,
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this follows from Definition 4.2, and if not, observe that i ⊔ i′ is a retract
of (i ⊔ i′) ⊔ (i ⊔ i′)). For any bounded half-additive category I, the functor
(4.1) extends to a functor
(4.13) Host : Host(I)→ Fun(I,Host(Γ+)), E 7→ Ho(m
∗E),
where Ho(m∗E) is taken with respect to the projection Γ+ × I → I.
Lemma 4.8. For any bounded half-additive category I, the full embedding
Host(I) ⊂ Ho(I) admits a left-adjoint functor StabI : Ho(I)→ Ho
st(I).
Proof. Take a finite set S, and consider the product ΓS+ of copies of the
category Γ+ indexed by elements s ∈ S. Since Γ+ is pointed, the projection
τs : Γ
S
+ → Γ+ onto the component corresponding to some s ∈ S has a left and
right-adjoint functor is : Γ+ → Γ
S
+, and since Γ+ has finite coproducts, the
diagonal embedding δS : Γ+ → Γ
S
+ has a left-adjoint functor ΣS : Γ
S
+ → Γ+.
Moreover, we have tautological anchor maps ΣS → τs, s ∈ S, and and these
induce a map
(4.14) Σ∗SX →
∏
s∈S
τ∗sX
for any X ∈ Ho(Γ+) that is an isomorphism if X is stable. But δ
∗
S is left-
adjoint to Σ∗S , and i
∗
s is left-adjoint to τ
∗
s for any s ∈ S. Therefore by
adjunction, (4.14) induces an isomorphism
(4.15) Stab(δ∗SY )
∼=
∏
s∈S
Stab(i∗sY )
for any Y ∈ Ho(ΓS+). In particular, if we consider the endofunctor σS =
ΣS ◦ δS of the category Γ+, then for any Y ∈ Ho(Γ+), we have a natural
isomorphism
(4.16) Stab(σ∗SY )
∼= Stab(Y )S .
Now take a bounded half-additive category I, with the functors (4.12) and
(4.10), and let StabI : Ho(I) → Ho(I) be the composition e
∗ ◦ Stab ◦m∗,
with a map Id ∼= e∗ ◦m∗ → StabI induced by the adjunction map Id→ Stab.
Then for any stable X ∈ Host(I), the map X → StabI(X) is obviously an
isomorphism, and for any Y ∈ Ho(I), StabI(Y ) is stable by (4.16). 
For the second corollary, again let I be an arbitrary bounded category,
take some n ≥ 2, and consider the product Γn+ × I. Then it can be decom-
posed as Γ+ × (Γ
n−1
+ × I) in n different ways. Say that X ∈ Ho(Γ
n
+ × I)
54
is polystable if it is stable with respect to all n decompositions, and let
Host(Γn+ × I) ⊂ Ho(Γ
n
+ × I) be the full subcategory spanned by polystable
objects. Then smash product in Γ+ induces a functor
(4.17) Γn+ × I → Γ× I
over I, and for any splitting Γn+ = Γ+×Γ
n−1
+ and objects S+, S
′
+ ∈ Γ+, S q ∈
Γn−1+ , we have mn((S+∨S
′
+)×S q)
∼= mn(S+×S q)∨mn(S
′
+×S q). Therefore
m∗n sends stable objects to polystable objects and induces a functor
(4.18) m∗n : Ho
st(Γ+ × I)→ Ho
st(Γn+ × I),
We then have the following result.
Lemma 4.9. For any n ≥ 2 and I, the functor (4.18) is an equivalence.
Proof. The functor mn of (4.17) is the composition of functors m2 for the
categories Γl+× I, 0 ≤ l < n, so by induction, it suffices to consider the case
n = 2. Moreover, (4.18) admits a left-adjoint Stab ◦mn!, and we have to
check that the adjunction maps Id → m∗n ◦ Stab ◦mn!, Stab ◦mn! ◦m
∗
n → Id
are invertible. By Remark 4.5, both commute with base change with respect
to the category I, so it suffices to consider the case I = pt, when m2 is the
usual smash product functor m : Γ2+ → Γ+.
Let r : [1] → Γ+ be the embedding sending 0 to pt+ and 1 to ∅+,
with the unique anchor maps between them, and let tl : Γ+ → Γ+ × [1]
be the embedding onto Γ+ × l, l = 0, 1. Fix a splitting Γ
2
+ = Γ+ × Γ+,
and consider the embedding id×r : Γ+ × [1] → Γ+ × Γ+ ∼= Γ
2
+. Denote
q = m ◦ (id×r) : Γ+× [1]→ Γ+. Denote by Ho0(Γ+× [1]) ⊂ Ho(Γ+) and by
Host0 (Γ+ × [1]) ⊂ Ho
st(Γ+) the full subcategories spanned by objects with
contractible t∗1X. Then q and id×r induce functors
(4.19) Host(Γ+)
q∗
−−−−→ Host0 (Γ+ × [1])
(id×r)∗
←−−−−− Host(Γ2+),
and it suffices to prove that both are equivalences.
For q∗, for any S+ ∈ Γ+, consider the functor ε(S+) : V
o → Γ+ × [1]
sending 0, 1, o to S+×0, S+×1, ∅+×1, and note that q
o ◦ε(S+)
o : V → Γo+
sends 0 to S+ and the rest to the initial object pt+ ∈ Γ
o
+, so that it is
naturally augmented by S+. Moreover, this defines a framing for q
o in the
sense of Lemma 1.14, and if we compute the homotopy right Kan extension
q∗ using this framing, we see that q∗X for any X ∈ Ho(Γ+ × [1]) fits into a
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homotopy cartesian square
(4.20)
q∗X −−−−→ t
∗
0Xy y
X(∅+ × 1) −−−−→ t
∗
1X.
Then if X is in Host0 (Γ+ × [1]), the bottom arrow in (4.20) is a homotopy
equivalence, so that q∗X ∼= t
∗
0X is stable, and q∗ then gives an equivalence
inverse to q∗.
For (id×r∗), let 〈a, s〉 be the anchor/structural factorization system on
Γ+. Then r : [1] → (Γ+)a is full, so that by Example 1.6, we have a
framing for r given by categories [1]/rsS+, S+ ∈ Γ+. Explicitly, we have
[1]/rsS+
∼= S<, the discrete category S with the added initial object o. This
induces a framing for id×r, and then for anyX ∈ Ho0(Γ+×[1]) and S+ ∈ Γ+,
we have
(4.21) (id×r)!X|Γ+×S+
∼=
∨
s∈S
t∗0X
∼= t∗0X ∧ S+.
But for any Γ-space Z ∈ Ho(Γ+), the product Z ∧S+ = Z ∨ · · · ∨Z is of the
form δ∗Z∨S for the object
Z∨S =
∨
s∈S
τ∗sZ ∈ Ho(Γ
S
+),
and then as in the proof of Lemma 4.8, the isomorphism (4.15) shows that
we have
(4.22) Stab(Z ∧ S+) ∼= Stab(Z)
S .
Therefore if X is stable, (Stab ◦(id×r)!X)|Γ+×S+
∼= (t∗0X)
S by (4.21). Then
firstly, Stab((id×r)!X) that a priori only lies in Ho
st(Γ+×Γ+) is polystable,
secondly, the adjunction map X → (id×r)∗ ◦ Stab ◦(id×r)!X is an isomor-
phism, and, last but not least, the adjunction map Stab((id×r)!r
∗Y ) → Y
is an isomorphism for any polystable Y ∈ Host(Γ2+). Then Stab ◦(id×r)! is
the inverse equivalence to (id×r)∗, and we are done. 
4.4 Symmetric monoidal structures. A convenient way to package all
the data associated to a symmetric monoidal category is the same Segal ma-
chine as in Definition 4.2, with functors to spaces replaced by Grothendieck
cofibrations.
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Definition 4.10. A unital symmetric monoidal structure on a category C
is a cofibration B∞C → Γ+ equipped with an equivalence B∞Cpt+
∼= C such
that B∞Co is the point category pt, and for any S, S
′ ∈ Γ, the functor
a! × a
′
! : B∞CS+∨S′+ → B∞CS+ ×B∞CS′+
induced by the maps (3.2) is an equivalence of categories.
Informally, if we consider the set {0, 1} with two elements, then the two
anchor maps {0, 1}+ → pt+ identify the fiberB∞C{0,1}+ with the product C
2,
and the unique structural map {0, 1}+ → pt+ provides the product functor
µ : C2 → C. All the associativity, commutativity and unitality constraints
are packaged into the maps (2.2) for the cofibration B∞C → Γ+.
Example 4.11. For any bounded category I, and any category C equipped
with a unital symmetric monoidal structure B∞C, the functor category
Fun(I, C) carries a natural pointwise unital symmetric monoidal structure
given by B∞ Fun(I, C) ∼= Fun(I,B∞C/Γ+).
Example 4.12. A category C that has finite cartesian products carries a
unital symmetric monoidal structure B∞C given by these products. For-
mally, take the embedding e : pt → Γ+ of (4.10), observe that the fibra-
tion B′∞C = (e
o
∗C
o)o → Γ+ is also a cofibration, and take the preimage
B∞C = ζ(o)
−1(1) ⊂ B′∞C of the terminal object 1 ∈ C = (B
′
∞C)o under
the functor (2.1) for the terminal object o = ∅+ ∈ Γ+. By Lemma 2.11 (ii),
B∞C → Γ+ is a cofibration, and the embedding B∞C ⊂ B
′
∞C has a left-
adjoint functor λ cocartesian over Γ+.
Example 4.13. A commutative monoid X considered as a discrete cate-
gory carries a unital symmetric monoidal structures B∞X = Γ+[X∞], where
X∞ : Γ+ → Sets+ is the discrete special Γ-space corresponding to X, with
the unit element as the distinguished point.
Definition 4.14. A lax monoidal structure on a functor F : C′ → C between
two categories C, C′ equipped with unital symmetric monoidal structures
B∞C resp. B∞C
′ is a functor B∞F : B∞C
′ → B∞C over Γ+, cocartesian
along anchor maps in Γ+ and equipped with an isomorphism B∞Fpt+
∼= F .
A lax monoidal structure B∞F is monoidal if it is cocartesian over all maps.
The essential structure for a lax monoidal functor F is the map µ◦F 2 →
F ◦ µ′ provided by (2.7) for the functor B∞F . The functor F is monoidal
iff this map is an isomorphism.
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Example 4.15. Assume that a functor γ : C → C′ between two symmetric
monoidal categories is equipped with a symmetric monoidal structure B∞γ,
and at the same time admits a right-adjoint γ† : C′ → C. Then B∞γ admits a
right-adjoint B∞γ
† over Γ+ that defines a lax symmetric monoidal structure
on γ†.
Example 4.16. For any category C equipped with a unital symmetric mo-
noidal structure B∞C, the opposite category C
o carries a unital symmetric
monoidal structure B∞C
o = B∞C
⊥o. For any two categories C, C′ with
unital symmetric monoidal structures B∞C, B∞C
′, the product C×C′ carries
a unital symmetric monoidal structure B∞(C × C
′) = B∞C ×Γ+ B∞C
′. For
any unital symmetric monoidal category C, the Yoneda pairing
(4.23) Y : Co × C → Sets
carries a natural lax monoidal structure B∞ Y with respect to the cartesian
product in Sets.
Example 4.17. For any object A ∈ C in a unital symmetric monoidal cate-
gory C, giving a lax monoidal structure B∞iA on the embedding iA : pt→ C
is equivalent to turning A ∈ C into a unital commutative associative algebra.
Example 4.18. By Example 4.12 and Example 4.16, any category I that
has finite coproducts is a symmetric unital monoidal category with respect
to coproducts. In particular, this applies to Γ; the corresponding category
B∞Γ is ar
s(Γ+), where s is the class of structural maps. For the oppo-
site category Γo, we have B∞Γ
o ∼= tws(Γ+). The structural cofibration
B∞Γ ∼= ar
s(Γ+) → Γ+ admits a right-adjoint η : Γ+ → B∞Γ, and by Ex-
ample 4.15 and Example 4.17, this turns the one-point set pt ∈ Γ into an
algebra object in C. This algebra object is universal: for any unital symmet-
ric monoidal category C and object A ∈ C, a lax monoidal structure B∞iA
on the embedding iA : pt → C factors uniquely as B∞iA ∼= B∞IA ◦ η for a
unique monoidal functor IA : Γ → C. Explicitly, B∞IA = η
Γ+
! B∞iA, where
the left Kan extension is given by (2.6).
Example 4.19. The isomorphism groupoid I of a unital symmetric monoi-
dal category I carries a unital symmetric monoidal structureB∞I = (B∞I)♮.
For Γ with B∞Γ of Example 4.18, the groupoid Γ also has a universal prop-
erty: for any object c ∈ C in a unital symmetric monoidal category, there
exists a unique symmetric monoidal functor γ : Γ → C sending pt to c. In
particular, if we take the monoid N of non-negative integers with respect to
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addition, and treat is a discrete unital symmetric monoidal category as in
Example 4.13, then 1 ∈ N defines a monoidal functor c : Γ → N sending a
set to its cardinality. Note that B∞c has no sections.
For any unital symmetric monoidal categories I, C with bounded I, lax
monoidal functors from I to C form a category that we denote Fun∞(I, C).
More generally, if we are given a functor γ : C → I equipped with a
monoidal structure B∞γ, then sections of B∞γ that are lax monoidal func-
tors form a category that we denote Sec∞(I, C). We tautologically have
Fun∞(I, C) ∼= Sec∞(I, I × C), and sections of the tautological projection
C → pt are algebra objects in C, as in Example 4.17. It is useful to observe
that under favourable conditions, arbitrary lax monoidal functors can be also
described as algebra objects. Namely, informally, for any small category I
and symmetric monoidal category C with a product − ⊗ −, the product in
C induces a box product
(4.24) −⊠− : Fun(I, C)2 → Fun(I2, C), (F ⊠ F ′)(i× i′) = E(i)⊗ E(i′)
If I itself is unital symmetric monoidal, we also have the product functor
m : I2 → I and the pullback functor m∗ : Fun(I, C) → Fun(I2, C). It might
happen that m∗ has a left-adjoint m! that commutes with all products −⊗c,
c ∈ C. In this case, we can turn Fun(I, C) into a symmetric monoidal tensor
category by considering the convolution product
(4.25) F ◦ F ′ = m!(F ⊠ F
′).
More formally, let (a, s) be the anchor/structural factorization system on
Γ+, and use the technology of Subsection 2.4. If denote by B
s
∞I → Γ
the restriction the cofibration B∞I → Γ+ to Γ = (Γ+)s ⊂ Γ+, then it
immediately follows from (2.45) that the cofibration
(4.26) B∞ Fun(B
s
∞I/Γ, C)
∼= Funa(B∞I/Γ+, B∞C/Γ+)→ Γ+
defines a symmetric monoidal structure on the category Fun(Bs∞I/Γ, C) of
(2.31). Explicitly, objects in Fun((B∞I)s/Γ, C) are pairs 〈S,F 〉, S ∈ Γ,
F : IS → C, and symmetric monoidal structure is induced by the box
product (4.24): we have 〈S,F 〉 ◦ 〈S′, F ′〉 = 〈S ⊔ S′, F ⊠F ′〉. The projection
Fun(Bs∞I/Γ, C) → Γ
o is monoidal with respect to the monoidal structure
B∞Γ
o ∼= tws(Γ+) of Example 4.18, and (2.43) reads as
(4.27) Fun∞(I, C) ∼= Sec
♮
∞(Γ
o,Fun(Bs∞I/Γ, C),
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where Sec♮∞(−,−) stands for the full subcategory spanned by cocartesian
sections. We also have the reflection of the cofibration (4.26) over B∞Γ
o,
and one immediately checks by induction that if m∗ admits a left-adjoint
m! such that m!(a⊗ c) ∼= m!a⊗ c, a ∈ Fun(I
2, C), c ∈ C, then (2.46) satisfies
the conditions of Lemma 2.19, so that (2.47) is a cofibration. Then again,
one checks by (2.45) that
(4.28) B∞ Fun(I, C) ∼= Fun
a((B∞I/Γ+, B∞C/Γ+)→ Γ+
defines a symmetric monoidal structure on Fun(I, C). This is our convolution
monoidal structure, and (2.49) then provides an equivalence
(4.29) Fun∞(I, C) ∼= Sec∞(pt,Fun(I, C)),
so that lax monoidal functors from I to C are identified with algebra objects
in Fun(I, C).
Remark 4.20. A monoidal functor γ : I ′ → I between bounded symmetric
monoidal categories induces a cocartesian functor Bs∞γ : B
s
∞I
′ → Bs∞I,
and the pullback functor (Bs∞γ)
∗ is naturally monoidal with respect to the
structures (4.26). If the cofibrations (4.28) exist, then γ∗ : Fun(I, C) →
Fun(I ′, C) is naturally lax monoidal (but only lax since γ∗ commutes with
m∗ but not necessarily with m!). However, if γ
∗ admits a left-adjoint Kan
extension functor γ!, then γ! does commute with m!. In this case, B∞γ∗
admits a left-adjoint B∞γ! over Γ+ that is cocartesian and defines a monoidal
structure on γ!.
Example 4.21. Let C be a cocomplete unital symmetric monoidal category
such that c ⊗ − : C → C preserves colimits for any c ∈ C, and let N, Γ be
the unital symmetric monoidal categories of Example 4.19. Then Fun(N, C)
is the monoidal category of non-negatively graded objects in C. Objects
in Fun(Γ, C) are “symmetric sequences” of [HSS]. If c : Γ → N is the
cardinality functor, then the pullback c∗ is fully faithful, and the left Kan
extension c! : Fun(Γ, C) → Fun(N, C) is monoidal by Remark 4.20, so that
Fun(N, C) is a monoidal localization of Fun(Γ, C). There are other interesting
localizations. For example, if C = Z-mod is the category of abelian groups,
then we have the symmetric sequence Z q ∈ Fun(Γ, C) given by the sign
representations, the pointwise tensor product Z q⊗Z q is Z, and we have a full
embedding c∗
q
: Fun(N,Z)→ Fun(Γ,Z) given by c∗
q
(E) = c∗E ⊗ Z q. It has a
left-adjoint c
q
! sending E q ∈ Fun(Γ,Z) to c!(E q⊗Z q), and by Lemma 2.11 (ii),
this induces a new symmetric monoidal product on Fun(N,Z) such that c
q
!
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is monoidal. This new product is the old one but twisted by the usual
homological signs, so that commutative algebras in Fun(N,Z) with the new
symmetric monoidal structure are graded-commutative algebras over Z.
4.5 Multiplicative Γ-spaces. We now recall the lesser-known part of
[S2] that deals with multiplications. We note that the smash product de-
fines a unital symmetric monoidal structure both on Γ+ and on Top+. Since
smash product preserves weak equivalences, it also induces a unital symmet-
ric monoidal structure on Ho.
Definition 4.22. A multiplicative Γ-space is a lax monoidal functorX from
Γ+ to Top+.
By virtue of (4.29), multiplicative Γ-spaces correspond to algebra ob-
jects in Fun(Γ+,Top+) with respect to the convolution product, but this
not very useful since the convolution product is not homotopy invariant. To
construct a homotopy invariant formalism, it is better to use (4.27). For any
bounded unital symmetric monoidal category I, Fun(Bs∞I/Γ,Top+)→ Γ
o is
a cofibration with fibers Fun(In,Top+), n ≥ 0, and its transition functors re-
spect weak equivalences. Therefore it induces a cofibration Ho(Bs∞I/Γ) with
fibers Ho(In), and since smash product in Top+ also preserves weak equiv-
alences, (4.26) induces a symmetric monoidal structure B∞Ho(B
s
∞I/Γ) on
Ho(Bs∞I/Γ). We still have a cofibration B∞Ho(B
s
∞I/Γ) → B∞Γ
o, and
since homotopy left Kan extensions commute with smash product − ∧ X
for any X ∈ Top+, the reflection (B∞Ho(B
s
∞I/Γ)/B∞Γ
o)⊳ again satisfies
the conditions of Lemma 2.19. As in (2.47), we can then restrict it to the
subcategory Γ+ ⊂ ar
s(Γ+) = B∞Γ, and obtain a cofibration
(4.30) B∞Ho(I)→ Γ+
that defines a convolution symmetric monoidal structure on the homotopy
category Ho(I). We still have the equivalence
(4.31) Sec♮∞(Γ
o,Ho(Bs∞I/Γ))
∼= Sec∞(pt,Ho(I)),
and we can treat an object in either of these two equivalent categories as
an enhanced version of a lax monoidal functor from I to Ho. By (4.27),
a geniune lax monoidal functor I → Top+ generates such an object by
localization, and forgetting the enhancement corresponds to considering the
associated functor (4.1) that is lax symmetric monoidal with respect to
the monoidal structure (4.30). We also note that as in Remark 4.20, the
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homotopy Kan extension γ! with respect to a monoidal functor γ : I
′ → I
carries a natural monoidal structure.
Now take a bounded unital symmetric monoidal category I, and con-
sider the product Γ+ × I with the product monoidal structure B∞(Γ+ × I)
of Example 4.16. Then Ho(Γ+ × I) carries a unital symmetric monoidal
structure B∞Ho(Γ+ × I) of (4.30).
Proposition 4.23. Let B∞Ho
st(Γ+× I) ⊂ B∞Ho(Γ+× I) be the full sub-
category spanned by Host(Γ+ × I)
S ⊂ Ho(Γ+ × I)
S ∼= B∞Ho(Γ+ × I)S+ ,
S ∈ Γ. Then the induced projection B∞Ho
st(Γ+ × I)→ Γ+ is a cofibration
that defines a unital symmetric monoidal structure on Host(Γ+×I), and the
stabilization functor Stab of Proposition 4.4 extends to a monoidal functor
B∞ Stab : B∞Ho(Γ+ × I)→ B∞Ho
st(Γ+ × I).
Proof. For any bounded category I, say that a map f in the category
Ho(Γ+× I) is stably trivial if Stab(f) is invertible. Moreover, for any S ∈ Γ,
say that a map g in Ho(Γ+×I)
S is stably trivial if so is each of its components
gs, s ∈ S. Then by Lemma 2.11 (ii), it suffices to prove that the transition
functors f! of the cofibration (4.30) send stably trivial maps to stably trivial
maps.
If f is an anchor map, then f! commutes with stabilization by definition,
so by induction, it suffices to consider the case when f : {0, 1}+ → pt+
is the structural map that induces the product on Ho(Γ+ × I). Explicitly,
if we denote by m : (Γ+ × I)
2 → Γ+ × I the smash product on Γ+ × I,
then we have to check that for any stably trivial map g in Ho(Γ+ × I)
and any X ∈ Ho(Γ+ × I), m!(g ⊠ X) is stably trivial. Moreover, since
m∗ sends stable objects to stable objects, and the stabilization functor of
Proposition 4.4 commutes with base change with respect to I, this amounts
to checking that for any Y ∈ Ho, g ∧ Y is stably trivial, and it suffices to
check it for I = pt.
Indeed, if Y = S+ is a finite pointed set, then the claim immediately
follows from (4.22). But by adjunction, a homotopy colimit of stably trivial
maps is stably trivial. Therefore the claim is clear for arbitrary pointed sets,
and then for homotopy colimits over ∆o of arbitrary simplicial pointed sets.
This is the whole Ho. 
Remark 4.24. The category Host(Γ+) is of course just the category of con-
nective spectra, the connective part of the standard t-structure on the stable
homotopy category, and the monoidal structure of Proposition 4.23 is the
standard smash product. A commutative associative unital algebra object
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in Host(Γ+) is then what used to be called a “commutative associative uni-
tal connective ring spectrum” at the time of [S2], and Proposition 4.23 also
shows that any multiplicative Γ-space generates such a thing by stabiliza-
tion. The modern notion of an E∞-ring spectrum is of course much stronger;
however, the old naive version will be sufficient for our purposes.
Remark 4.25. Even if X is a commutative ring spectrum in the weak sense
of Remark 4.24, the homotopy groups π q(X) still form a graded commuta-
tive Z-algebra. To see this in the stabilization formalism, one first observes
that by the same argument as in Proposition 4.23, the stabilization func-
tor Stab0 of Remark 4.7 creates a unital symmetric monoidal structure on
Funst(Γ+×I), and the equivalence (4.11) sends it to the convolution product
on Fun(I,Z) (in particular, if I = pt, we recover the standard tensor product
of abelian groups). Now take the circle S1 ∈ Ho, extend it to a monoidal
functor Γ → Ho, pt 7→ S1 as in Example 4.19, and let Σ q : Γ
o ∼= Γ → Hoo
be the opposite functor. Then any algebra object X in Host(Γ+) defines a
lax monoidal functor Ho(X) : Γ+ → Ho, and we can consider the Yoneda
pairing
π q(X) = Y(Σ q ×Ho(X)) : Γ× Γ+ → Sets
of (4.23). This is a lax monoidal functor, and moreover, since X is stable,
π q(X) is stable as an object in Funst(Γ+ × Γ). Thus by (4.11), π q(X) is
a symmetric sequence of abelian groups that is an algebra with respect to
the convolution product of Example 4.21. One then checks that it actually
lies in the essential image of the full embedding c∗
q
, thus gives a graded
commutative algebra over Z.
Assume now given a half-additive category I, and assume that I is
equipped with a unital symmetric monoidal structure. Then we say that
the structure is distributive if 0 ⊗ i = 0 for any i ∈ I, where 0 ∈ I is the
initial object, and the natural map (i0 ⊗ i1)⊔ (i
′
0 ⊗ i1)→ (i0 ⊔ i
′
0)⊗ i1 is an
isomorphism for any i0, i
′
0, i1 ∈ I. In this case, the functors (4.10) and (4.12)
are monoidal, and we have the following corollary of Proposition 4.23.
Corollary 4.26. Assume given a bounded half-additive category I, and as-
sume that it is equipped with a distributive unital symmetric monoidal struc-
ture. As in Proposition 4.23, let B∞Ho
st(I) ⊂ B∞Ho(I) be the full sub-
category spanned by Host(I)S ⊂ Ho(I)S ∼= B∞Ho(I)S+ , S ∈ Γ. Then the
induced projection B∞Ho
st(I) → Γ+ is a cofibration that defines a uni-
tal symmetric monoidal structure on Host(I), and the stabilization functor
StabI of Lemma 4.8 carries a monoidal structure B∞ StabI .
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Proof. By Lemma 2.11 (iii), it suffices to construct the left-adjoint functor
B∞ StabI . By Lemma 4.8, B∞ StabI = B∞t
∗ ◦B∞ Stab ◦B∞m
∗ works. 
4.6 Additivization. Let us now describe a linear version of the stabiliza-
tion formalism. Assume given a commutative ring k. For any bounded cate-
gory I, denote by Ho(I, k) the localization of the category Fun(I,∆ok-mod)
with respect to weak equivalences. By Dold-Kan, ∆ok-mod is equivalent to
the category C≥0(k) of chain complexes of k-modules bounded from below
by 0 (in homological degrees), weak equivalences are quasiisomorphisms,
and Ho(I, k) is the connective part of the standard t-structure on the de-
rived category D(I, k) of Subsection 1.4, while (4.1) is induced by (1.16). A
functor γ : I ′ → I gives rise to a pullback functor γ∗ : Ho(I, k) → Ho(I, k),
and we have the left and right homotopy Kan extensions γ!, γ∗ (where in
homological terms, γ! is the left-derived functor of the usual left Kan exten-
sion, and γ∗ is the right-derived functor of the right Kan extension composed
with truncation with respect to the standard t-structure). The isomorphisms
(1.14), (1.13), (2.11) and Lemma 1.14 also hold for the categories Ho(−, k),
and a weak equivalence γ : I ′ → I induces an equivalence of categories
γ∗∀ : Ho
∀(I, k) ∼= Ho∀(I ′, k).
Since every k-module has a flat resolution, Ho(I, k) can also be obtained
by localizing the category Fun(I,∆ok-modfl), where k-modfl ⊂ k-mod is the
full subcategory spanned by flat k-modules. Then ∆ok-modfl is symmetric
monoidal, the product respects weak equivalences, and the same procedure
as in Subsection 4.5 provides a unital symmetric monoidal structure on
Ho(Γ+, k). We have the forgetul functor
(4.32) ϕ : k-modfl → Sets+
sending a k-moduleM to its underlying set with 0 ∈M as the distinguished
point, and it has a left-adjoint reduced span functor spank : Sets+ → k-mod
fl
sending a pointed set S+ to the quotient k[S+]/k · o of the free k-module
k[S+] generated by S+ by the submodule k · o spanned by the distinguished
point o ∈ S+. The functor spank is monoidal with respect to the smash
product on Sets+, so that (4.32) is lax monoidal by adjunction, as in Ex-
ample 4.15. On the level of homotopy categories, for any bounded I, (4.32)
induces a functor ϕ : Ho(I, k)→ Ho(I) sending a simplicial k-module to the
geometric realization of the underlying simplicial set, with its left-adjoint
spank : Ho(I, k) → Ho(I), and these functors commute with pullbacks γ
∗
with respect to functors γ : I ′ → I.
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All the results about stabilization also have counterparts for the k-linear
homotopy categories Ho(−, k). Namely, we say that X ∈ Ho(Γ+ × I, k) is
stable if so is ϕ(X) ∈ Ho(Γ+ × I, k) and analogously, if I is bounded and
half-additive, X ∈ Ho(I, k) is stable if so if ϕ(X). We denote by
(4.33) Host(Γ+ × I, k) ⊂ Ho(Γ+ × I, k), Ho
st(I, k) ⊂ Ho(I, k)
the full subcategories spanned by stable objects, and the stabilization func-
tors of Proposition 4.4 resp. Lemma 4.8 also provide stabilization functors
Stab, StabI left-adjoint to the embeddings (4.33) (one has to replace Top+
with ∆ok-mod, and use the truncated homological shift instead of the loop
functor Ω). These stablization functors are monoidal with respect to natural
symmetric monoidal structures. We also have natural isomorphisms
(4.34) ϕ ◦ Stab ∼= Stab ◦ϕ, ϕ ◦ StabI ∼= StabI ◦ϕ,
where ϕ are the forgetful functors induces by (4.32). In particular, the func-
tor Stab0 of Remark 4.7 is given by Stab0(X) = τ≤0(Stab(Z[X])), where
τ≤0 is the truncation with respect to the standard t-structure. A new fea-
ture in the k-linear case is that finite products in ∆ok-mod coincide with
coproducts, so that not only pullbacks but also left Kan extensions preserve
stability: for any bounded functor γ : I ′ → I bewteen bounded categories,
(id×γ)∗ and (id×γ)! induce an adjoint pair of functors
(4.35)
(id×γ)∗ : Host(Γ+ × I, k)→ Ho
st(Γ+ × I
′, k),
(id×γ)! : Ho
st(Γ+ × I
′, k)→ Host(Γ+ × I, k),
and similarly for Host(I, k), Host(I ′, k) for a half-additive I. Then k-linear
stabilization commutes both with pullbacks and left Kan extensions, so that
(4.34) and the isomorphism Stab ◦(id×γ)∗ ∼= (id×γ)∗ ◦ Stab of Remark 4.5
induce by adjunction a natural isomorphism
(4.36) Stab ◦(id×γ)! ◦ ϕ ∼= (id×γ!) ◦ ϕ ◦ Stab,
and similarly for StabI , StabI′ .
Remark 4.27. For any Γ-space X ∈ Ho(Γ+) and any commutative ring
k, the isomorphism ϕ ◦ Stab ∼= Stab ◦ϕ induces a map Stab(spank(X)) →
spank(Stab(X)), However, this map is not an isomorphism. In effect, for
any X ∈ Ho, spank(X) ∈ Ho(k) is represented by the homology complex
of the space X with coefficients in k, so that spank(Stab(X))(pt+) is the
homology of the infinite loop space Stab(X)(pt+). On the other hand,
Stab(spank(X))(pt+) is the homology of the corresponding spectrum (this
is more-or-less obvious from the construction, or see a proof in [Ka2]).
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Alternatively, one can construct the stabilization functors directly by
purely homological means; we only give a sketch, and refer the reader to
[Ka1, Section 3] for details. We note that the group-like requirement in
the definition of stability is automatic in the k-linear case, and again, the
products and coproducts in Ho(k) coincide. Thus in the k-linear context,
“stable” just means “additive”, or rather, “half-additive” — that is, sending
coproducts to coproducts. The category Host(Γ+, k) is then equivalent to
Ho(k), with the equivalence Ho(k)→ Host(Γ+, k) ⊂ Ho(Γ+, k) sendingM ∈
Ho(k) to M ⊗k T , where T ∈ Ho(Γ+, k) is the reduced span functor, S+ 7→
spank(S+). Therefore the left-adjoint functor Stab : Ho(Γ+, k) → Ho(k) is
given by
(4.37) Stab(M) =M
L
⊗Γ+ T
o, T o(S+) = Homk(T (S+), k),
where
L
⊗Γo+ is the derived tensor product (1.25) over the small category Γ+.
To compute it, one needs to choose a projective resolution of T o in the
abelian category Fun(Γo+, k). This is greatly simplified by first constructing
an equivalence
(4.38) Fun(Γo+, k)
∼= Fun(Γo−, k),
where Γ− is the category of finite sets and surjective maps between them,
and doing it in such a way that T o is sent to t ∈ Fun(Γo−, k) with t(S) = k
for S = pt and 0 otherwise. Then the functors sn ∈ Fun(Γ
o
−, k) represented
by sets of cardinality n, n ≥ 0 give a set of projective generators of the
category Fun(Γo−, k), with s1 = k being the constant functor with value k.
We have an exact sequence
s2
η
−−−−→ s1 −−−−→ t −−−−→ 0,
and it extends to a resolution P q of t given by
(4.39) Pn = s
⊗n
2 , d =
∑
1≤i≤n
idi−1⊗η ⊗ idn−i on Pn,
where one needs to check separately that s⊗n2 is projective for every n. As
an additional bonus, the equivalence (4.38) sends the convolution monoidal
structure on Fun(Γ+, k) to the pointwise monoidal structure on Fun(Γ
o
−, k),
so that the resolution (4.39) is monoidal, and also describes the monoidal
structure on Stab.
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Remark 4.28. Another advantage of the resolution (4.39) is that each term
Pn is the sum of a finite number of representable objects; this implies that
additivization commutes with arbitrary products. More generally, (4.37)
makes sense for any M ∈ D(Γ+, k), and Stab commutes with arbitrary
products in D≤n(Γ+, k) for any fixed n.
Remark 4.29. Although unknown to the author at the time, all the con-
structions of [Ka1, Section 3] were actually discovered much earlier by T.
Pirashvili. The general additivization construction is summarized nicely
in [P1], while (4.38) is in [P2] (and should be called “Pirashvili-Dold-Kan
equivalence”).
5 Examples.
5.1 Basic examples. To illustrate stabilization and additivization, we
take a commutative ring k and consider functors F from k-modfl to it-
self. The most basic example is F = spank ◦ϕ : k-mod
fl → k-modfl, the
composition of the forgetful functor (4.32) and its left-adjoint. By Re-
mark 4.27, Stab(F ) sends a flat k-module M to Q(M/k) = Stab(F )(M)
in Ho(k) ∼= Host(k) that represents its stable homology with coefficients in k
(that is, the homology of the corresponding Eilenberg-Mac Lane spectrum).
Since F is symmetric monoidal, Stab(F ) is also symmetric monoidal, so that
for any commutative flat k-algebra A, Q(A/k) is a commutative ring object
in Ho(k). If k = Fp is a prime field, then the homology algebra H q(Q(k/k))
is the dual Steenrod algebra. We remind the reader that if p is odd, this is
the free graded-commutative algebra
(5.1) H q(Q(k/k)) = k[β, ξi, τi]
generated by the Bokstein element β of degree 1, and elements τi, ξi, i ≥ 1
of degrees deg ξi = 2p
i − 2, deg τi = 2p
i − 1 (for a proof, see any textbook
on algebraic topology or Subsection 5.4 below). If p = 2, then the formula
is the same but without τi, deg ξi = 2
i+1− 1, and one has to remember that
in char 2, “graded-commutative” means “commutative”.
If one computes Stab(F ) by (4.37) with the resolution (4.39), one can
lift it to a functor k-modfl → ∆ok-mod ∼= C≥0(k), M 7→ Q q(M/k). If
k = Z, this functor actually coincides on the nose with the cubical con-
struction Q q(M) of Eilenberg and Mac Lane. It is lax monoidal (although
not symmetric monoidal, since (4.39) only has a non-commutative algebra
structure), so that for any k-algebra A, we have a DG algebra Q q(A/k).
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Generalizing this further, for any additive flat k-linear category A, one
can define a k-linear DG category Q q(A/k) with the same objects, and with
morphism complexes given by Q q(A/k)(a, a′) = Q q(A(a, a′)/k). Moreover,
one can extend Q q(−/k) to a functor ∆ok-modfl → C≥0(k) by applying
it pointwise to a simplicial group, and then totalizing the bicomplex ob-
tained by the Dold-Kan equivalence from the resulting object Q q(M/k) ∈
∆oC≥0(k). Then the extended functor Q q can be applied pointwise to sim-
plicial objects in Fun(A, k) pointwise-flat over k, and this provides a functor
Q : Ho(A, k) → D(Q q(A/k)) to the derived category of modules over the
DG category Q q(A/k). By definition, it factors through the stabilization
functor Stab, and in fact induces an equivalence
(5.2) Q : Host(A, k) ∼= D≥0(Q q(A/k)),
where D≥0(Q q(A/k)) ⊂ D(Q q(A/k)) is spanned by modules concentrated in
non-negative homological degrees. To recover the whole triangulated cate-
gory D(Q q(A/k)), take the closure of Host(A, k) ⊂ Ho(A, k) = D≤0(A, k) ⊂
D(A, k) with respect to homological shifts.
For other examples, consider polynomial functors k-modfl → k-mod.
The simplest such is the tensor power functor Tn(M) = M
⊗n for some
fixed n, but this is not interesting: (4.15) immediately implies that we have
Stab(Tn) = 0 as soon as n ≥ 2. For an interesting example, fix a prime p,
and consider the cyclic power functor C given by
(5.3) C(M) = H0(Z/pZ,M⊗kp) = τ≤0C
q
(Z/pZ,M⊗kp),
where the Z/pZ-action on M⊗p is generated by the longest cycle permuta-
tion, and C
q
(Z/pZ,−) ∈ D(k) stands for the cohomology complex of the
group Z/pZ. Denote R = Stab(C).
Lemma 5.1. For any M ∈ k-modfl, we have a functorial isomorphism
(5.4) R(M) ∼= τ≤0Cˇ
q
(Z/pZ,M⊗kp),
where Cˇ
q
(Z/pZ,−) ∈ D(k) stands for the Tate cohomology complex, and the
composition of (5.4) with the natural map C(M)→ R(M) is induced by the
embedding C
q
(Z/pZ,M⊗kp)→ Cˇ
q
(Z/pZ,M⊗kp).
Proof. To compute the target of the hypothetical isomorphism (5.4), choose
a resolution P q of the trivial k[Z/pZ]-module k by free k[Z/pZ]-modules Pi =
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Vi ⊗k k[Z/pZ], Vi ∈ k-mod, let P
′
q
be the shifted cone of the augmentation
map P q → k, and let
R q(M) = H0(Z/pZ, P ′
q
⊗k M
⊗kp).
Then R q(M) ∈ C≥0(k) represents the target of (5.4), and the embedding
k → P ′
q
induces a functorial map
(5.5) C(M)→ R q(M).
For any i ≥ 0, we have Ri+1(M) ∼= Vi ⊗k M
⊗p, and since Stab(Tp) = 0,
we also have Stab(Ri+1) = 0, so that the map in Ho(k-mod, k) repre-
sented by (5.5) is stably trivial. On the other hand, for any two flat k-
modules M0,M1 ∈ k-mod
fl, the quotient (M0 ⊕M1)
⊗kp/(M⊗kp0 ⊕M
⊗kp
1 ) is
a free k[Z/pZ]-module with trivial Tate cohomology, so that the object in
Ho(k-mod, k) given by R q(M) is stable. Stabilizing (5.5), we get (5.4). 
Up to now, all our example were k-linear. However, since stabilization
commutes with the forgetul functor (4.32), even a non-linear map F0 → F1
between functors F0, F1 : k-mod → k-mod induces a map between their
stabilizations. For an example of this, assume that k is a perfect field of
characteristic p, and for any k-vector space M ∈ k-mod, consider the map
M → M⊗p sending m ∈ M to m⊗p. This map is Z/pZ-equivariant and
functorial, thus induces a map
(5.6) ψ : ϕ = ϕ ◦ Id→ ϕ ◦ C,
and this gives rise to a functorial map
(5.7) Stab(ψ) : ϕ(M)→ ϕ(R(M))
in Host(Γ+) for any k-vector space M ∈ k-mod. Lemma 5.1 easily implies
that Stab(ψ) is an isomorphism on π0, but ϕ(R(M)) also has higher homo-
topy groups. In fact, (5.4) induces a functorial exact triangle
(5.8) C(M) −−−−→ R(M)
a
−−−−→ C q(Z/pZ,M⊗p)[1] −−−−→
in D≥0(k), where C q(Z/pZ,−) stands for the group homology complex, and
composing the projection a with (5.7), we obtain a map
(5.9) ψ′ = a ◦ ψ : ϕ(M)→ ϕ(C q(Z/pZ,M⊗p)[1]).
Both the source and the target of ψ′ are k-linear, the source is discrete, and
the target is 1-connective, so were ψ′ to be k-linear, it would vanish. It does
not, even for the one-dimensional space M = k. In principle, the whole map
(5.9) can be computed explicitly in terms of the Steenrod power operations,
see [NS], but for our purposes, the following it sufficient.
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Lemma 5.2. The map ψ : ϕ(k) → ϕ(k[1]) obtained by composing (5.9)
with the projection C q(Z/pZ, k) → H0(Z/pZ, k) = k is the composition of
the Frobenius endomorphism k → k and the Bokstein map.
Proof. More generally, for any M ∈ k-mod, let C ′(M) = H0(Z/pZ.M
⊗kp),
and note that the correspondence m 7→ m⊗p used in (5.6) also provides a
k-linear functorial map ψ∗ : M (1) → C ′(M), where M (1) is the Frobenius
twist. If M = k, then ψ∗ : k → k is the Frobenius endomorphism. For any
M , we can compose ψ∗ with the Bokstein map and obtain a functorial map
(5.10) ϕ(M) = ϕ(M (1))→ ϕ(C ′(M)[1])
of connective spectra. On the other hand, composing (5.9) with the trunca-
tion map C q(Z/pZ,M⊗kp)→ C ′(M) also gives a functorial map ψ : ϕ(M)→
ϕ(C ′(M)[1]), and it suffices to prove that it coincides with (5.10).
To do this, note that, unlike the Bokstein map itself, the map (5.10)
admits a functorial cone given by the second polynomial Witt vectors functor
W2 of [Ka8]. By definition, this is a functor from k-vector spaces to modules
over the second Witt vectors ringW2(k) that fits into a functorial short exact
sequence
(5.11) 0 −−−−→ C ′(M)
V
−−−−→ W2(M)
R
−−−−→ M (1) −−−−→ 0.
If we apply the forgetful functor D≥0(W2(k)) → Ho
st(Γ), this sequences
induces an exact triangle of spectra whose connecting differential is (5.10).
Equivalently, (5.10) is induced by the composition
(5.12) M (1)
R
−1
−−−−→ Z(M)
a
−−−−→ C ′(M)[1]
in D≥0(W2(k)), where Z(M) is the cone of the map V , the isomorphism
R : Z(M)→M is induced by R, and a is the natural projection. Moreover,
W2 also fits into a functorial short exact sequence
(5.13) 0 −−−−→ M (1)
C
−−−−→ W2(M)
F
−−−−→ C(M) −−−−→ 0,
and we have a functorial Teichmu¨ller map T : ϕ(M)→ ϕ(W2(M)) such that
ϕ(R) ◦ T = id and ϕ(F ) ◦ T :M → C(M) is the map (5.6).
Now let Z = Stab(W2) be the stabilization of the functor W2, and note
that by (5.13) and the same argument as in Lemma 5.1, it fits into a func-
torial exact triangle
(5.14) W2(M) −−−−→ Z(M)
a
−−−−→ C q(Z/pZ,M⊗kp)[1] −−−−→
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in D≥0(W2(k)) whose connecting differential is the composition of the trun-
cation map C q(Z/pZ,M⊗k) → C ′(M) and the map V of (5.11). In par-
ticular, the truncation τ≤1R
2(M) is exactly Z(M) of (5.12), and τ≤1(a)
is the map a. Moreover, since ϕ(R) ◦ T ∼= id, the stablization Stab(T )
of the Teichmu¨ller map induces an isomorphism ϕ(M) → ϕ(Z(M)) in-
verse to ϕ(R). But on the other hand, we have ψ = ϕ(F ) ◦ T , so that
Stab(ψ) = ϕ(Stab(F )) ◦ Stab(T ), and the triangles (5.8), (5.14) induce a
commutative diagram
Z(M) −−−−→ Z(M)
a
−−−−→ C ′(M)[1]
Stab(F )
y τ≤1 Stab(F )y ∥∥∥
R(M) −−−−→ τ≤1R(M)
τ≤1a
−−−−→ C ′(M)[1].
Combined with (5.12) and the definiton of ψ, this proves the claim. 
5.2 Generalized Tate cohomology. It turns out that can one connect
the two main examples of addivization of Subsection 5.1 by computing addi-
vization of symmetric power functors and their divided power counterparts.
If n = p is a prime, this can be done by exactly the same argument as for
the cyclic power functor (5.3) of Lemma 5.1. For other integers, we first
need an appropriate generalization of Tate cohomology.
Fix a commutative ring k. We will say that an admissible family of
subgroups in a finite group G is a collection X of subgroups H ⊂ G that is
closed under conjugation and intersections, and does not contain G itself.
We will also say that a morphism M → N between k[G]-modules is X -
surjective if MH → NH is surjective for any H ∈ X , and a k[G]-module P
is X -projective if Hom(P,−) sends X -surjective maps to surjective maps. For
example, for any H ∈ X , the induced k[G]-module k[G/H] = k ⊗k[H] k[G]
is X -projective by adjunction, and for any k[G]-module M projective over
k, the product M ⊗k k[G/H] is X -projective by the projection formula. A
complex M q of k[G]-modules is X -exact if MH
q
is acyclic for any H ∈ X .
An X -resolution of a k[G]-module M is a complex P q of X -projective k[G]-
modules, trivial in negative homological degrees and equipped with a map
a : P q → M whose cone P˜ q is X -exact. By exactly the same argument
as in the usual case, a map between two k[G]-modules equipped with X -
resolutions lifts to a map between resolutions, and the liting is unique up to
a chain homotopy. To construct an X -resolution of the trivial k[G]-module
k, one can take an X -surjective cover η : P0 → k — for example, by setting
P0 =
⊕
H∈X k[G/H] — and then continue by taking Pi = P
⊗ki+1
0 with the
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differential as in (4.39). Note that for this particular resolution, the cone P˜ q
is naturally a DG algebra.
Definition 5.3. The truncated Tate cohomology H q(G,X ,M q) of the group
G with respect to the admissible family X and with coefficients in a bounded
complex M q of k[G]-modules is the homology of the complex
(5.15) C q(G,X ,M q) = (P˜ q ⊗k M q)
G,
where P˜ q is the cone of a X -resolution P q → k.
By the lifting property of X -resolutions, truncated Tate homology is
well-defined and independent of the choice of the X -resolution P q, and the
complex (5.15) is well-defined as an object in the derived category D(k). In
particular, we can choose P q in such a way that P˜ q is a DG algebra, and
this turns H q(G,X ,−) into a lax monoidal functor. It is also somewhat
cohomological, in that a short exact sequence of complexes
0 −−−−→ M ′
q
−−−−→ M q
a
−−−−→ M ′′
q
−−−−→ 0
with termwise X -surjective a gives rise to a long exact sequence of the trun-
cated Tate cohomology groups. However, if a is simply surjective, this
need not be true. In particular, H q(G,X ,−) does not preserve quasiiso-
morphisms, and can be non-trivial even if the complex M q is acyclic.
Example 5.4. If X = {e} consists of the trivial subgroup {e} ⊂ G, then
X -surjective is surjective, X -exact is exact, X -projective is projective, and
for any k[G]-module M , we have
H q(G, {e},M) ∼= τ≤0Hˇ
q
(G,M),
where as in Lemma 5.1, the right-hand side is the truncation of the usual
Tate cohomology groups.
Example 5.5. If we have a surjective map of groups f : G→W and an ad-
missible family X of subgroups inW , then the family f−1X = {f−1(H)|H ∈
X} is an admissible family of subgroups in G. Any k[W ]-module V defines
a k[G]-module f∗V by restriction of scalars, and for any X -resolution P q of
k, f∗P q is a f
−1X -resolution, so that H q(G, f−1X , f∗V ) ∼= H q(W,X , V ).
Remark 5.6. If one replaces G-invariants in (5.15) with the full cohomol-
ogy complexes C
q
(G,−), and takes the sum-total complex of the resulting
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bicomplex, one arrives at the well-known notion of generalized Tate coho-
mology Hˇ
q
(G,X ,−) (see e.g. [Ka5, Section 7]). Alternatively, we have
Hˇ
q
(G,X ,M q) ∼= RHom
q
Db(k[G])/Db
X
(k[G])
(k,M q),
where DbX (k[G]) ⊂ D
b(k[G]) is the Karoubi closure of the full triangulated
subcategory in Db(k[G]) generated by X -projective modules. We always
have a map H q(G,X ,M q)→ Hˇ
q
(G,X ,M q) but it need not be injective even
when M q is k in degree 0. For example, if one takes k = Fp and G = Z/p
2Z,
with X consisting of Z/pZ ⊂ Z/p2Z, then H q(G,X , k) ∼= H q(Z/pZ, k) by
Example 5.5, while Hˇ
q
(G,X , k) = 0.
To study truncated Tate cohomology, it is convenient to do the following.
Let ΓG be the category of finite G-sets — that is, finite sets S equipped with
an action of G — and let OG ⊂ ΓG be the full subcategory spanned by G-
orbits, that is, G-sets S such that the action is transitive. For any subgroup
H ⊂ G, the quotient G/H is a G-orbit that we denote by [G/H] ∈ OG ⊂ ΓG,
and all G-orbits are of this form. The category ΓG has finite products and
finite coproducts. Say that a functor E ∈ Fun(ΓG, k) is additive if for any
S, S′ ∈ ΓS, the natural map E(S) ⊕ E(S
′)→ E(S ⊔ S′) is an isomorphism,
and let Funadd(ΓG, k) ⊂ Fun(ΓG, k) be the full subcategory spanned by
additive functors. Then we have a natural equivalence
(5.16) Fun(OG, k) ∼= Funadd(ΓG, k)
given by the pullback ε∗ with respect to the embedding ε : OG → ΓG, with
the inverse equivalence given by the left Kan extension ε!.
For any subgroup H ⊂ G, the left comma-fiber ΓG/[G/H] is naturally
identified with ΓH , and the forgetful functor ψ
H : ΓH ∼= ΓG/[G/H] → ΓG
has a right-adjoint µH : ΓG → ΓH sending S ∈ ΓG to S × [G/H] with its
natural projection to [G/H]. Then by adjunction, we have
(5.17) µ∗H
∼= ψH! ,
so that ψH! is exact. The functor µH commutes with finite coproducts,
so that (5.17) sends Funadd(ΓH , k) ⊂ Fun(ΓH , k) into Funadd(ΓG, k) ⊂
Fun(ΓG, k). The functor ψ
H sends orbits to orbits, thus restricts to a functor
ψH : OH → OG, and this is compatible with the equivalences ε! of (5.16),
so that the left Kan extension ψH! : Fun(OH , k)→ Fun(OG, k) is also exact.
If G is equipped with an admissible family of subgroups X , then we can
consider the full subcategory OX ⊂ OG spanned by orbits [G/H] with H
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in X . Since by assumption, X does not contain G itself, we can extend
the embedding OX → OG to a full embedding O
>
X → OG by sending the
terminal object o ∈ O>X to the one-point G-orbit [G/G], and we let ΓX ⊂ ΓG
be the full subcategory spanned by finite coproducts of orbits in O>X ⊂ OG.
Then ΓX ⊂ ΓG is closed under finite products. We still have the notion of
an additive functor in Fun(ΓX , k) and the equivalence (5.16), and for any H
in X , we still have the functor ψH : OH → OX ⊂ O
>
X such that the left Kan
extension ψH! : Fun(OH , k)→ Fun(O
>
X , k) is exact and given by (5.17).
Now, let σ : ΓoG → k[G]-mod be the tautological functor sending a G-set
S to the space k(S) of k-valued functions on S. Restricting σ to ΓoX ⊂ Γ
o
G
and taking its left Kan extension with respect to the Yoneda embedding
(1.18) gives a right-exact functor Y!(σ) : Fun(ΓX , k) → k[G]-mod that has
a right-adjoint LocX : k[G]-mod→ Fun(ΓX , k). Explicitly, LocX is given by
(5.18) LocX (M)(S) = (M ⊗k k[S])
G, S ∈ ΓX ,M ∈ k[G]-mod,
so that in particular, it takes values in the subcategory Funadd(ΓX , k). We
extend LocX to bounded complexes by applying it pointwise, so that for any
bounded complex M q ∈ Cb
q
(k[G]), we have a well-defined object LocX (M q)
in the bounded derived category Db(O>X , k).
Lemma 5.7. For any bounded complex M q of k[G]-modules, we have
H q(G,X ,M q) ∼= H q(O>X , {o}, LocX (M q))
where H q(−) is the homology with support of (1.30).
Proof. Let σ∗ : ΓG → k[G]-mod be the functor sending S ∈ ΓG to the free
k-module k[S] (that is, to the dual k-module to k(S)), with the left Kan
extension L = Y!(σ
∗) : Fun(O>oX , k) → k[G]-mod, and note that for any
[G/H] ∈ O<oX with the representable functor k[G/H] ∈ Fun(O
>o
G , k), we have
(5.19) L(k[G/H]) ∼= σ
∗([G/H]) ∼= k[G/H].
Then (5.18) provides a functorial identification
(5.20) L(k[G/H])⊗O>G
Loc(M q) ∼= (k[G/H] ⊗k M q)
G
To compute the homology with support, we need to choose a projective
resolution P q of the functor jo1∗k in (1.31), and we can do it by taking
P0 = k = k[G/G], and then letting all the Pi, i ≥ 1 be the appropriate sums of
representable functors k[G/H], [G/H] ∈ O
o
X ⊂ O
>o
X . By (5.19), we then have
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L(P0) ∼= k, and for any i ≥ 1, L(Pi) ∈ k[G]-mod is X -projective. Then by
(5.20), to finish the proof, it remains to show that Y(σ∗)(P q) is X -exact, and
this amounts to checking that H{o}(O>X , LocX (k[G/H])) = 0 for any H ∈ X .
However, by (5.18) and (5.17), we have LocX (k[G/H]) ∼= ψ
H
! LocH(k[G/H]),
where LocH is the functor (5.18) for the category ΓH , and by (1.26), it then
suffices to observe that ψHo∗k{o} = 0. 
5.3 Divided powers. Recall that we denote by Γ− the category of non-
empty finite sets and surjective maps. For any integer n ≥ 1, let [n] ∈ Γ−
be the set of cardinality n, and let Σn = Aut([n]) be the corresponding
permutation group. For any flat k-module V , the n-th symmetric power
Sn(V ) and divided power Dn(V ) are given by
(5.21) Sn(V ) = T n(V )Σn , D
n(V ) = T n(V )Σn ,
where T n(V ) = V ⊗kn is the tensor power functor. For any n,m ≥ 1, the
isomorphism Tm(T n(V )) ∼= Tmn(V ) induces functorial maps
(5.22) Sm(Sn(V ))→ Smn(V ), Dmn(V )→ Dm(Dn(V )).
For any map f : [n]→ [m] in Γ−, let Σf ⊂ Σn be the subgroup of automor-
phisms a : [n] → [n] such that f ◦ a = f . Explicitly, f defines a partition
[n] = [n1] ⊔ . . . ⊔ [nm] of [n] into [m] disjoint subsets [ni] = f
−1(i), i ∈ [m],
and Σf = Σ[n1]×· · ·×Σ[nm] consists of permutations that preserve each [ni].
For any [n], let Xn be the family of subgroups Σf ⊂ Σn for all f : [n]→ [m]
in Γn with m ≥ 2. Then the family Xn is admissible. The augmented or-
bit category O>Xn is naturally identified with the category Γn whose objects
are maps f : [n] → [m] in Γ−, and whose maps from f
′ : [n] → [m′] to
f : [n]→ [m] are maps g : [m′]→ [m] such that g ◦f ′ factors through f (but
we do not specify a factorization, so that Γn(f
′, f) ∼= ar(Γ−)(f
′, f)/Σf ).
Remark 5.8. The standard notation for the divided power functor is Γn
and not Dn; we allow ourselves to change it to avoid confusion with the
notation for the category of finite sets.
For any n, the divided power functor Dn of (5.21) is a functor from
k-modfl to k-mod, and it is lax monoidal by adjunction, thus defines a lax
monoidal functor
(5.23) Qn
q
= Stab(Dn) : k-modfl → C≥0(k),
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where as in Subsection 5.1, we can rigidify things by computing Stab via
(4.37) with the resolution (4.39). For any V ∈ k-modfl, we denote by
HQn
q
(V ) the homology of the complex Qn
q
(V ). If we take V = k, then Qn
q
(k)
is a DG algebra that defines a commutative ring object in Ho(k) ∼= D≥0(k),
and HQ q(k) is a graded-commutative algebra over k.
Lemma 5.9. For any n ≥ 1, we have a natural isomorphism
(5.24) Qn
q
(V ) ∼= C q(Σn,Xn, T
n(V ))
of commutative ring objects in D≥0(k) whose target is as in (5.15).
Proof. Choose an Xn-resolution P q of the trivial k[Σn]-module k such that
each Pi is a sum of modules k[Σn/Σf ], Σf ∈ Xn, and then proceed exactly
as in Lemma 5.1. On one hand, for each f : [n]→ [m], we have
(5.25) (T n(V )⊗k k[Σn/Σf ])
Σn ∼= T n(V )Σf ∼=
⊗
1≤i≤m
Dni(V ),
and since m ≥ 2, this has trivial stabilization by (4.15). On the other hand,
the quotient T n(V0 ⊕ V1)/(T
n(V0) ⊕ T
n(V1)) is Xn-projective, so that the
right-hand side of (5.24) is already stable. 
With a little bit of extra effort, one can show that (5.24) lifts to a quasi-
isomorphism between DG algebras, but we will not need this: our main
interest lies in the homology algebra HQn
q
(k). To compute it, recall that
Lemma 5.7 provides an isomorphism
(5.26) H q(Σn,Xn, T
n(V )) ∼= H q(Γn, {o}, Ln(V )),
where {o} ∈ Γn is the terminal object [n] → [1], and we simplify notation
by writing Ln = LocXn ◦T
n. Note that for any p ≥ 1, the cartesian product
of finite sets induces a product functor
Γn × Γp → Γnp,
and in particular, taking the product with the terminal object [p]→ [1] gives
a functor εp : Γn → Γpn. This is a fully faithful embedding whose essential
image consists of partitions [pn] = [d1]⊔. . .⊔[dl] such that every di, 1 ≤ i ≤ l
is divisible by p. It is also right-closed in the sense of Example 1.15. For any
bounded complex M q of flat k-modules, (5.18), (5.22) and (5.25) provide a
natural map
(5.27) ε∗pLnp(M q)→ Ln(D
p(M q))
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that is an isomorphism if M = k or M = k[1].
Now let I q be the acyclic length-2 complex id : k → k placed in homo-
logical degrees 0 and 1, so that fits into a short exact sequence
(5.28) 0 −−−−→ k
b
−−−−→ I q
a
−−−−→ k[1] −−−−→ 0,
and let I∗
q
= I q[−1] be the same complex id : k → k placed in degrees 0 and
−1. Moreover, assume from now on that k is annihilated by a prime p.
Lemma 5.10. The complex Dm(I q) is acyclic unless m = np is divisible
by p, and in the latter case, the map ϕn : D
np(I q) → Dn(Dp(I q)) induced
by (5.22) is a quasiisomorphism. Moreover, if p is odd, then this map is an
isomorphism, and Dm(I∗
q
) is acyclic for any m.
Proof. By duality, we may replace Dm with Sm, replace ϕn with the dual
map ϕ∗n, and swap I q and I
∗
q
. If p is odd, then the symmetric algebra S
q
(I q)
resp. S
q
(I∗
q
) is the free graded-commutative algebra k[t, ξ] with deg t = 0,
deg ξ = 1 resp. −1, and the differential dξ = t resp. dt = ξ. The claim
is then obvious. If p = 2, then we still have S
q
(I∗
q
) ∼= k[t, ξ], deg ξ = −1,
dt = ξ, but “graded-commutative” now means commutative, so that ϕ∗n is
not an isomorphism anymore. However, it is trivial to check that k[t, ξ] is
acyclic in degrees other than 0, and its homology in degree 0 is k[t2]. 
Remark 5.11. If m is not divisible by p, then Lemma 5.10 provides a map
k → Dm(I q)1 ⊂ T
m(I q)1 that splits the differential D
m(I q)1 → D
m(I q)0 ∼=
Dm(k) ∼= k, so that Tm(I q)1 ∼= k ⊕M for some Σm-module M flat over
k. Then Tm(I q) ∼= I q ⊗k S
q
(M [1]) is Σm-equivariantly contractible, so that
Dm(V ⊗ I q) is acyclic for any flat k-module V .
Since the embedding εp : Γn → Γpn is right-closed for any n ≥ 1, the left
Kan extension εp! is given by extension by 0. Then by (5.18) and (5.25),
Lemma 5.10 immediately implies that the adjunction map εp!ε
∗
pLnp(I q) →
Lnp(I q) is a quasiisomorphism. Moreover, if p is odd, then (5.27) is an iso-
morphism for M q = I q. The complex I q = Dp(I q) is isomorphic to k ⊕ k[1],
and the isomorphism inverse to (5.27) induces by adjunction a quasiisomor-
phism
(5.29) εp!Ln(I q)→ Lnp(I q)
that gives rise to an isomorphism
(5.30) HQn
q
(I q))→ HQnp
q
(I q)
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in D≥0(k). If p = 2, then D
p(I q) is quasiisomorphic to k placed in degree 0,
so we may let I q = k, construct a quasiisomorphism (5.29) by composing the
adjunction map εp!Ln(k)→ Lpn(k) with the map induced by the embedding
b : k → I q of (5.28), and still obtain an isomorphism (5.30). Moreover, if we
turn I q and I q into DG algebras with trivial multiplication on I1 and I1, so
that b in (5.28) is a DG algebra map, then (5.30) is an algebra isomorphism.
Lemma 5.12. For any commutative ring k annhilated by an odd prime p,
and any n ≥ 1, we have an isomorphism of graded-commutative algebras
(5.31) HQnp
q
(k) ∼= HQn
q
(k)[ξ, τ ],
where the generators ξ, τ have degrees deg ξ = 2(pn− 1), deg τ = 2n− 1. If
p = 2, we have the same isomorphism but without τ and with deg ξ = 2n−1.
Proof. For any m ≥ 1, the sequence (5.28) induces a sequence
(5.32) 0 −−−−→ Tm(k)
b
−−−−→ Tm(I q)
a
−−−−→ Tm(k[1]) −−−−→ 0
of complexes of k[Σm]-modules. This sequence is termwise-split, and while
it is not exact in the middle term, the homology there is Xm-projective in
each degree. Therefore (5.32) gives rise to an exact triangle
(5.33) Qm
q
(k)
β
−−−−→ Qm
q
(I q)
α
−−−−→ Qm
q
(k[1])
δ
−−−−→
in D≥0(k). All maps here are maps of Q
m
q
(k)-modules, and β is also an
algebra map. If p = 2, we have Tm(k[1]) ∼= Tm(k)[m], so that Qm
q
(k[1]) ∼=
Qm(k)[m]. If p is odd, we can shift the sequence (5.28) and repeat the
argument to obtain an exact triangle
(5.34) Qm
q
(k[−1]) −−−−→ Qm
q
(I∗
q
) −−−−→ Qm
q
(k) −−−−→
in D≥0(k), where L
m(I∗
q
), hence also Qm
q
(I∗
q
) vanishes by (5.18), (5.25) and
Lemma 5.10. Therefore the connecting differential in the triangle (5.34) is
an isomorphism, and since Tm(k[1]) ∼= Tm(k[−1])[2m], we have Qm
q
(k[1]) ∼=
Qm
q
(k[−1])[2m] ∼= Qm
q
(k)[2m − 1]. If we take m = pn, then we have the
identification (5.30) induced by the quasiisomorphism (5.29), and in terms
of this identification, the map α in (5.33) is induced by a map εp!L
n(I q)→
Lpn(k[1]) adjoint to a map α′ : Ln(I q) → ε∗pLpn(k[1])
∼= Ln(D
p(k[1])). If
p is odd, then Dp(k[1]) = 0, and if p = 2 and Dp(k[1]) ∼= k[p], we have
α′ = Ln(D
p(a ◦ b)) = 0 since a ◦ b = 0. Thus in any case, α′ vanishes,
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so does α, and the triangle (5.33) splits after one rotation. Altogether, we
obtain a short exact sequence
0 −→ HQnp
q−d(k)
δ
−→ HQnp
q
(k)
β
−→ HQn
q
(I q) −→ 0
of graded HQnp
q
(k)-modules, where d = 2m− 2 = 2(np − 1) if p is odd and
d = np − 1 = 2n − 1 if p = 2. Moreover, β is an algebra map. Since δ is
a module map, it must be given by multiplication by the element ξ = δ(1)
of degree d, and if p = 2, I q = k and we are done. If p is odd, then to
finish the proof, it remains to construct a commutative algebra isomorphism
HQn
q
(I q) ∼= HQn
q
(k)[τ ], where τ is a generator of degree 2n − 1. To do
this, note that I q also fits into an exact sequence of the form (5.28) that
is moreover split, and then the triangle (5.32) for m = n induced by this
sequence is also split. 
5.4 The dual Steenrod algebra. Now assume that k = Fp is a prime
field. Then for any k-vector space V , we have a natural k-linear map V →
Sp(V ) sending v ∈ V to v⊗p, and for any n ≥ 1, this can be combined with
(5.22) to give a functorial map
(5.35) Sn(V ) −−−−→ Sp(Sn(V )) −−−−→ Spn(V ).
If V is finite-dimensional, we have the dual map
(5.36) Dpn(V ) −−−−→ Dp(Dn(V )) −−−−→ Dn(V ),
and we extend it to all vector spaces by taking filtered colimits. Being
functorial, the map (5.36) induces maps
(5.37) Qpn
q
(V )→ Qn
q
(V ), HQpn
q
(V )→ HQn
q
(V )
of the stabilizations (5.23) of functors (5.21) and their homology modules.
Note that the map (5.36) is compatible with the lax monoidal structures, so
that (5.37) is also a lax monidal map.
Lemma 5.13. In terms of the isomorphism (5.31), the map (5.37) is ob-
tained by sending the generators τ and ξ to 0.
Proof. Let I q and b be as in (5.28), and note that for any k-vector space V ,
the map (5.36) for n = 1 factors as
(5.38) Dp(V )
Dp(b)
−−−−→ Dp(V ⊗ I q)
d
−−−−→ V
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for a certain functorial map d. Therefore we have a functorial diagram
(5.39)
Lpn(V )
Lpn(b)
−−−−→ Lpn(V ⊗ I q)
e
←−−−− εp!ε
∗
pLpn(V ⊗ I q)y
εp!Ln(V )
Ln(d)
←−−−− εp!Ln(D
p(V ⊗ I q))
of complexes in Fun(Γpn, k), where the vertical map is (5.27), and e is the
adjunction map. By Remark 5.11, e is a quasiisomorphism, thus invertible in
D≥0(Γpn, k), so that (5.39) defines a map Lpn(V ) → εp!(V ) in D≥0(Γpn, k).
After evaluation at {o} ∈ Γpn, this map becomes (5.36). Being functo-
rial, the diagram (5.39) also defines a diagram in Ho(k-mod × Γpn, k) ∼=
D≥0(k-mod × Γpn, k), where e is again invertible. Then if we denote by
z : k-mod → k-mod × Γpn the right-closed embedding onto k-mod × {o},
and apply the functor L
q
z! of (1.19) together with the identifications (5.26)
and (5.24), we obtain a map Qpn → Qn in Ho(k-mod, k) that fits into a
commutative diagram
Dpn −−−−→ Dny y
Qpn −−−−→ Qn,
where the top arrow is (5.36), and the vertical arrows are stabilization maps.
By the universal property of stabilization, the bottom arrow then must
coincide with (5.37). To finish the proof, it remains to evaluate at V = k,
and compare (5.39) with the construction of the isomorphism (5.31) given
in Corollary 5.12. 
Now, Lemma 5.12 immediately implies by induction that Qn
q
(k) = 0
unless n is a power of p, and then being a Qn
q
(k)-module, Qn
q
(V ) must vanish
for any k-vector space V . Thus we might as well renumber the functors Qn
q
by setting
(5.40) Q(i)
q
= Qp
i
q
, HQ(i)
q
= HQp
i
q
, i ≥ 0,
and let D(i) = Dp
i
. Since k is a prime field, the commutative algebra
k(V ) of all k-valued functions on a k-vector space V has the Frobenius
endomorphism equal to the identity, fp = f , so that the tautological map
V ∗ → k[V ] extends to maps Sn(V ∗) → k(V ), n ≥ 1 that are compatible
with the maps (5.35). Dually, we have maps k[V ] → Dn(V ) that give rise
to a map
(5.41) k[V ]→ limiD
(i)(V ),
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where the limit is taken with respect to the maps (5.36). Both its source
and target are functorial in V , so that it induces a map
(5.42) Q q(k/k)→ R
q
limiQ
(i)
q
(k),
where as in Subsection 5.1, Q q(k/k) is the stabilization of the linear span
functor V 7→ k[V ].
Lemma 5.14. The map (5.42) is a quasiisomorphism.
Proof. To construct stabilizations in Ho(I, k) for some half-additive cat-
egory I, we only need to consider finite coproducts in I. Therefore we
can restrict our attention to the subcategory P (k) ⊂ k-mod spanned by
finite-dimensional k-vector spaces V . For any such V , denote by K q(V ) =
S
q
(V ⊗k I q) the total symmetric power of the complex V ⊗k I q, where
I q is as (5.28). Then K q(V ) is a flat S
q
(V )-algebra quasiisomorphic to
k (this is the standard Koszul resolution). Moreover, any k-linear map
a : V → S
q
(V ) uniquely extends to an algebra map exp(a) : S
q
(V ) →
S
q
(V ), and we can consider the complex K q(V, a) = K q(V ) ⊗S q(V ) S
q
(V ),
where S
q
(V ) is a module over itself via the map exp(a). We have a map
exp(a) = id⊗ exp(a) : K q(V ) → K q(V, a), and if exp(a) is flat, the complex
K q(V, a) only has homology in degree 0. In particular, this is the case if
a = ϕ : V → Sp(V ) ⊂ S
q
(V ) is the map (5.35), and if a = ϕ − id is its dif-
ference with the identity map id : V → V ⊂ S
q
(V ). Moreover, in the latter
case, we can equip K q(V, ϕ − id) with a multiplicative increasing filtration
F q by assigning filtered degree 1 to V ⊂ S
q
(V ) = K0(V, ϕ − id) and p to
V ⊗ k ⊂ V ⊗ S
q
(V ) = K1(V, ϕ − id). Then gr
F
q
K q(V, ϕ − id) ∼= K q(V, ϕ), so
that all the associated graded pieces also have homology only in degree 0,
and then by the spectral sequence argument, the same holds for the filtered
pieces FnK(V, ϕ − id), n ≥ 0.
Since V is finite-dimensional and k is prime, all k-valued functions on
the dual vector space V ∗ are polynomial, so that the map S
q
(V )→ k(V ∗) is
surjective. In effect, k(V ∗) is the quotient of S
q
(V ) by the ideal generated
by (ϕ − id)(V ), and we have a quasiisomorphism K q(V, ϕ − id) ∼= k(V ∗).
Dually, for any map a : V ∗ → S
q
(V ∗), let K
q
(V, a) = K q(V ∗, a)∗, with the
descreaing filtration FnK
q
(V, a) = FnK q(V
∗, a)∗; then we have a functorial
quasiisomorphism
(5.43) k[V ] ∼= K
q
(V, ϕ − id) ∼= limn F
nK
q
(V, ϕ− id),
where all the terms in the limit have homology concentrated in degree 0.
The induced filtration on the group algebra k[V ] is the filtration by the
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powers of the augmentation ideal, and since V is finite-dimensional, it goes
to 0 at some finite step. Moreover, if we assign filtered degree pi to D(i)(V ),
then (5.41) becomes a filtered map, and by Remark 4.28, additivization with
respect to V commutes with the limits in (5.41) and in (5.43). Therefore
it suffices to prove that the associated graded quotient of the map (5.41)
becomes a quasiisomorphism after applying additivization.
To do this, it is convenient to lift (5.41) to a map of complexes. On one
hand, we have the surjective map exp(ϕ − id)∗ : K
q
(V, ϕ − id) → K
q
(V ), it
becomes filtered if the rescale the filtration on its target by p, and K
q
(V ) ∼= k
has trivial additivization on all its graded pieces, so that we may replace
K
q
(V, ϕ − id) in (5.43) with K
q
♭(V ) = Ker exp(ϕ− id)
∗. On the other hand,
by the telescope construction, we have an exact sequence
(5.44) 0 −→ limiD
(i)V −→
∏
i≥0
D(i)(V )
ϕ∗−id
−→
∏
i≥0
D(i)(V ) −→ 0,
where ϕ∗ : D(i+1)(V )→ D(i)(V ) are the maps (5.36), and (5.44) becomes a
filtered exact sequence if we assign filtered degree pi resp. pi+1 to D(i)(V ) in
the middle resp. rightmost term. But for any a, we have a natural projection
K
q
(V, a)→ K0(V, a) ∼=
∏
n
Dn(V )→
∏
i
D(i)(V ),
and it intertwines exp(ϕ − id)∗ and the map ϕ∗ − id in (5.44), thus induces
a filtered map K
q
♭(V )→ limiD
(i)(V ). This is our map.
It now remains to observe that grnF K
i(V, ϕ − id) = grnF K
i(V ) = 0 if
ip > n, and exp(ϕ− id)∗ : grnF K
i(V, ϕ− id)→ grnF K
i(V ) is an isomorphism
if n = ip, so that grnF K
i
♭(V ) = 0 when ip ≥ n. If 0 < ip < n, then
grnF K
i(V, ϕ − id) ∼= Λi(V ) ⊗ Dn−ip(V ) has trivial additivization by (4.15),
and similarly for grnF K
i(V ), and if i = 0 but n is not a power of p, then
both have trivial additivization by Lemma 5.12. Finally, if n = pi, then
grnF K
0
♭ (V ) is the n-th associated graded piece of (5.44) on the nose. 
To see how (5.42) yields (5.1), note that by Lemma 5.12 and induction,
we have
(5.45) HQ(i)
q
(k) ∼= k[β, ξ1, τ1, . . . , ξi−1, τi−1, ξi],
where the degrees of the generators are the same as in (5.1), there are no
τ if p = 2, and the transition maps in (5.42) act on homology by sending
the extra generators to 0. Therefore the inverse system of homology groups
stabilizes at a finite step in each degree, R1 lim vanishes, and the homology
HQ q(k/k) of the DG algebra Q q(k/k) is exactly as in (5.1).
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Remark 5.15. The dual Steenrod algebra is of course not just an algebra
but a Hopf algebra, with some comultiplication that is too non-linear to ad-
mit a DG model. In terms of stabilization, one observes that by adjunction,
the linear span functor V 7→ k[V ] is a comonad, and then the endofunc-
tor of the category Ho(k) given by its stabilization Q q is also a comonad.
Since the comonad is non-linear, adding an enhancement to it requires some
technology, but whatever technology one uses, enhanced coalgebras over
this enhanced comonad are connective spectra, for more-or-less tautological
reasons (for example, if one uses “stable model pairs”, then this is [Ka9,
Theorem 10.6]). However, observe that the whole projective system (5.41)
has a structure of a comonad, with the structure maps (5.22), and then so
does its stabilization (5.42). In other words, the filtration on Q q given by
(5.42) is compatible with the comonad structure, and then coalgebras over
this filtered version of Q q form a “filtered” version of the stable homotopy
category. It seems that this category has not been considered yet, and it
might be interesting. We hope to return to this elsewhere.
6 Monoidal structures and 2-categories.
6.1 The Segal condition and 2-categories. Let us now recall the de-
scription of symmetric monoidal structures in terms of the category Γ+ given
in Subsection 4.4. To encode non-symmetric monoidal categories, one can
use the same Segal machine as in Definition 4.10 but with ∆o instead of Γ+.
It is convenient to start with a more general notion of a 2-category.
Definition 6.1. A cofibration C → ∆o satisfies the Segal condition if for
any n ≥ l ≥ 0, the functor
(6.1) C[n] → C[l] ×C[0] C[n−l]
induced by (3.6) is an equivalence. A 2-category is a cofibration C → ∆o
with discrete C[0] satisfying the Segal condition. A lax 2-functor between
2-categories C, C′ is a functor γ : C → C′ over ∆o cocartesian over anchor
maps. A 2-functor is a lax 2-functor that is cocartesian over all maps.
Remark 6.2. More generally, for any n ≥ l′ ≥ l ≥ 0, we have a cocartesian
square
(6.2)
[l′ − l]
t
−−−−→ [l′]
s
y ys
[n−l]
t
−−−−→ [n]
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in ∆, and if C → ∆o satisfies the Segal condition, then we also have
C[n] ∼= C[l′] ×C[l′−l] C[n−l]
for any square (6.2) (just combine (6.1) for n ≥ l′ ≥ 0 and l′ ≥ l ≥ 0).
Remark 6.3. Assume given a cofibration π : C → ∆o, and say that a
functor c : V → Co is standard if it is cartesian over ∆, and πo ◦ c : V → ∆o
is the top left part of a square (6.2). Then C satisfies the Segal condition of
Definition 6.1 if and only if for any standard c : V → Co there exists a colimit
colimV c
o, and the natural map π(colimV c
o) → colimV(π
o ◦ c) = [n] is an
isomorphism. Moreover, since s : [l] → [n] and t : [n−l] → [n] are anchor
maps, the opposite γo to any lax 2-functor γ : C → C′ to some 2-category
C′ preserves the colimits of standard functors c : V → Co. In addition to
this, say that c : V → Co is half-standard if c(o)→ c(0) is a cartesian lifting
of an anchor map, and c(o) → c(1) is vertical with respect to πo. Then for
such a c, colimV c exists as soon as C satisfies the Segal condition, and these
colimits are also preserved by opposites γo to lax 2-functors.
Example 6.4. For any category C, let ε : pt→ ∆o be the embedding onto
[0], and let EC = ε∗C. Then the fibers of the cofibration EC → ∆
o are
EC[n] ∼= C
V ([n]), so that EC trivially satisfies the Segal condition, and if C is
discrete, then EC is a 2-category. Moreover, for any cofibration π : C → ∆o,
we have a natural functor
(6.3) ν : C → EC[0] = ε∗ε
∗C
induced by (2.22). This functor ν is cocartesian over ∆o, and if C is a
2-category, ν is a 2-functor.
Remark 6.5. The second condition of Definition 6.1 – namely, the require-
ment that C[0] is discrete – can be always achieved by the following trick.
For any cofibration C → ∆o, consider the discrete subcategory C[0],Id ⊂ C[0],
and define the reduction Cred by the cartesian square
Cred −−−−→ Cy yν
EC[0],Id −−−−→ EC[0],
where ν is the functor (6.3). Then if C satisfies the Segal condition, so does
Cred, and (Cred)[0] = C[0],Id is discrete. However, this procedure has to be
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used with caution, since C[0],Id ⊂ C[0], hence also C
red depend on C on the
nose, and not only on its equivalence class. To aleviate the problem, it is
better to first replace C with its tightening.
Definition 6.1 is a convenient packaging of the usual notion of a (weak)
2-category: objects are objects of C[0], and for any c, c
′ ∈ C[0], the fiber
C(c, c′) of the projection so! × t
o
! : C[1] → C[0] over c × c
′ is the category of
morphisms from c to c′. For m ≥ 2, we have an equivalence
(6.4)
m∏
i=1
aoi! : C[m]
∼= C[1] ×C[0] · · · ×C[0] C[1],
with m copies of C[1] numbered by edges i ∈ E([n]δ) = {1, . . . ,m} of the
string quiver [n]δ, and ai : [1] → [m] standing for the embeddings of the
edges. For every c ∈ C[0], we have the identity object idc ∈ C(c, c) induced
by the tautological projection [1]→ [0], and the composition functors −o− :
C(c, c′)×C(c′, c′′)→ C(c, c′′) are induced by the map m : [1]→ [2] sending 0
to 0 and 1 to 2.
The point 2-category pt2 is ∆o itself. As it should, it has one object,
pt2[0]
∼= pt, and for any object c ∈ C[0] in a 2-category C, the embedding
ε(c) : pt → C[0] onto c uniquely extends to a 2-functor ε(c) : pt
2 → C that
we also call the embedding onto c. The tautological projection τ : C → pt2
is the structural cofibration. If we have another 2-category C′, then the
constant 2-functor C′ → C with value c is the composition of τ : C′ → pt2
and ε(c) : pt2 → C. The 2-product C ×2 C′ is the product C ×∆o C
′. A
2-category C is discrete if C ∼= C[0] ×∆. For any 2-category C, applying the
involution ι : ∆ → ∆, [n] 7→ [n]o gives a cofibration ι∗C → ∆, and this is
also a 2-category; we call it the opposite 2-category and denote Cι.
In keeping with our usage for ordinary categories, we say that a lax 2-
functor γ : C′ → C is dense if γ[0] : C
′
[0] → C[0] is an equivalence. For any lax
2-functor γ, we can define a 2-category γ∗C by the cartesian square
(6.5)
γ∗C −−−−→ Cy yν
EC′[0] −−−−→ EC[0],
where ν is as in Example 6.4. Then γ factors as
(6.6) C′
γ˜
−−−−→ γ∗C
γ
−−−−→ C,
where γ˜ is tautologically dense. We say that γ is 2-fully faithful if γ˜ is an
equivalence; in particular, γ in (6.6) is tautologically 2-fully faithful.
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Example 6.6. If γ is the tautological embedding γ : C[0] × ∆
o → C, then
γ∗C ∼= C. More generally, if we have an embedding S ⊂ C[0], with the
corresponding functor γ : S×∆o → C, then γ∗C can be thought of a the full
2-subcategory in C spanned by objects c ∈ S ⊂ C[0].
It is useful to generalize Example 6.6 in the following way. Assume
given a functor S : C[0] → Sets (that is, a set Sc for any c ∈ C[0]). Denote by
π : C[0][S] → C[0] be the corresponding discrete cofibration, let χ : C[0][S] ×
∆o → C be the composition of the 2-functor π × id : C[0][S] ×∆ → C[0] ×∆
with the tautological embedding C[0] ×∆
o → C, and let
(6.7) C[S] = χ∗C,
where the right-hand side is as in (6.5). Equivalently, C[S] can by obtained
by extending S to a functor S : C → Sets by the right Kan extension with
respect to the embedding C[0] → C, and taking the corresponding discrete
cofibration C[S]→ C. Explicitly, for any [n] ∈ ∆ and c ∈ C[n], we have
S(c) ∼=
n∏
i=0
S(boi!c),
where bi : [0] → [n] sends 0 to i. One can also consider the universal
situation: the forgetful functor Sets+ → Sets is a discrete cofibration with
fiber S over any S ∈ Sets, we can consider the induced cofibration E Sets+ →
E Sets, and then C[S] fits into a cartesian square
(6.8)
C[S] −−−−→ E Sets+
π
y y
C
E(S)◦ν
−−−−→ E Sets,
where ν is the functor (6.3). Note that up to an isomorphism, the functor
S factors through SetsId, so that we may replace E Sets+ → E Sets in (6.8)
with the induced cofibration over E SetsId ⊂ E Sets without changing C[S]
(since the cofibration E SetsId → ∆
o is discrete, E(S) ◦ ν in (6.8) then also
becomes a cofibration). In either description, we obviously have C[pt] ∼= C,
where pt : C[0] → Sets sends everything to the one-element set.
6.2 Simlcial replacements and special maps. In any meaningful for-
malism, a usual category should define a 2-category. In the context of Defi-
nition 6.1, this can be achieved as follows. For any category I, denote
(6.9) ∆o〈I〉 = Id+∗∗(I ×∆
o),
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where I ×∆o → ∆o is the trivial cofibration, Id : ∆o → ∆o is the identity
functor, + is the class of special maps, and Id+∗∗ has the same meaning as
in Example 2.14. If we identify art(∆) and the category ∆ q of (3.7), then
(2.28) and (2.31) provide an identification ∆o〈I〉 ∼= Fun(∆ q/∆, I), so that
for any [n] ∈ ∆o, the fiber ∆o〈I〉[n] of the cofibration ∆(I) → ∆
o is the
functor category Fun([n], I). In particular, ∆o〈I〉 obviously satisfies the
Segal condition.
Definition 6.7. The simplicial replacement ∆oI of a category I is the re-
duction ∆(I)red of the cofibration (6.9) in the sense of Remark 6.5.
Explicitly, objects in ∆oI are pairs 〈[n], i q〉 of an object [n] ∈ ∆ and a
functor i q : [n] → I, with maps from 〈[n], i q〉 to 〈[n′], i′
q
〉 given by a map
f : [n′] → [n] and a map i′
q
→ f∗i q that is pointwise an identity map.
The augmented simplicial replacement is the category ∆o>I = (∆oI)>. If
the category I is small, ∆oI ∼= ∆oN(I) and ∆o>I = ∆o>N(I) are the
categories of simplicis of its nerve NI : ∆o → Sets, as in Subsection 3.4. For
any I, ∆oI is a 2-category in the sense of Definition 6.1, with the structural
cofibration ∆oI → ∆o given by the forgetul functor 〈[n], i q〉 7→ [n], and the
cofibration is discrete. Its extension ∆o>I → ∆o> = ∆<o is also a discrete
cofibration by Example 2.2. We have ∆opt ∼= ∆ ∼= pt2, and ∆oIo ∼= (∆oI)ι
is the 2-category opposite to ∆oI. A functor γ : I ′ → I induces a 2-functor
∆oγ : ∆oI ′ → ∆oI.
Example 6.8. If S is a set, and e(S) is S with maximal preorder, as in
Subsection 3.1, then ∆oe(S) ∼= ES, where ES → ∆o is as in Example 6.4.
The category of simplices ∆oX of a simplicial set X satisfies the Segal
condition if and only so does X, and in this case, X ∼= N(I) and ∆oX ∼= ∆oI
for a unique small category I. Thus any bounded 2-category C such that
the cofibration C → ∆o is discrete is actually the simplicial replacement of
a small 1-category, C ∼= ∆oI. For any bounded 2-category C with the struc-
tural cofibration π, the simplicial set π!pt : ∆
o → Sets obviously satisfies
the Segal condition, so that π0(C/∆
o) ∼= ∆oτ(C) for a unique small category
τ(C) that we call the truncation of the 2-category C. Explicitly, objects of
τ(C) are objects c ∈ C[0], and morphisms are connected components of the
morphism categories in C, τ(C)(c, c′) = π0(C(c, c
′)).
Remark 6.9. The correspondence I 7→ ∆oI respects objects and mor-
phisms but loses the 2-categorical structure. In particular, for an equiv-
alence I ′ → I between small categories, the induced functor ∆oI ′ → ∆oI is
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not in general an equivalence. In terms of (6.7), we have ∆oI ′ ∼= ∆oI[S],
where S : IId → Sets sends i ∈ I to the set of its preimages in I
′.
Another useful class of 2-categories is (1, 2)-categories, namely, 2-cate-
gories C such that for any c, c′ ∈ C[0], the category C(c, c
′) is a groupoid.
Equivalently, one can require that the structural cofibration C → ∆o is
semidiscrete. For any 2-category C, the dense subcategory C♮ ⊂ C spanned
by cocartesian maps is then a (1, 2)-category, with the same object and
isomorphism groupoids C(c, c′)Iso ⊂ C(c, c
′) as categories of morphisms. If C♮
is bounded, we can consider its truncation τ(C♮). Objects in τ(C♮) are still
objects c ∈ C[0], and maps are isomorphism classes of 1-morphisms in C.
By abuse of terminology, we define a 2-functor from a category I to a
2-category C as a 2-functor γ from ∆oI to C, and similarly for lax 2-functors.
In the other directions, since ∆oI is discrete, any lax 2-functor from C to
∆oI is automatically a 2-functor. It turns out that these then correspond
bijectively to usual functors C → I of a special kind.
Definition 6.10. A morphism f in a 2-category C is special if it is a cocarte-
sian lifting of a special map in ∆o. A functor E : C → E to some category
E is special if it inverts all special maps, and a cofibration C′ → C is special
if for any special map f in C, the transition functor f! is an equivalence.
For any small category I with simplicial replacement ∆oI, the evaluation
functor (2.23) induces a special functor
(6.10) ξ : ∆oI → I
that sends 〈[n], i q〉 to i q(0) ∈ I. We also have ∆oIo ∼= ι∗∆oI, so that (6.10)
for the category Io provides a functor ξ⊥ : ∆
oI → Io sending 〈[n], i q〉 to
i q(n) ∈ Io. One can also combine ξ and ξ⊥ into a single functor
(6.11) ξ♭ : ∆
oI → tw(I)
sending 〈[n], i q〉 to the arrow i q(0)→ i q(n). Then ξ and ξ⊥ are obtained by
composing (6.11) with the projections (1.5) resp. (1.6).
Now, for any 2-category C with truncation τ(C), we can compose (6.10)
for τ(C) with the natural projection C → ∆oτ(C) = π0(C) to obtain a special
functor
(6.12) ξ : C → τ(C).
Then (6.10) and (6.12) enjoy the following universal properties.
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Lemma 6.11. Any special functor E : ∆oI → E to some category E factors
uniquely through the functor (6.10), and any special cofibration C′ → ∆oI is
of the form C′ ∼= ξ∗C for a unique cofibration C → I.
Proof. The functor ζ([0]) of (2.1) for the cofibration ∆o+I = ρ
o∗∆oI → ∆+
gives a projection ∆o+I → IId, or in other words, a decomposition
(6.13) ∆o+I
∼=
∐
i∈I
(∆o+I)i,
a categorical version of (3.17), and then as in Lemma 3.2, for any i ∈ I, we
have an adjoint pair of functors
(6.14)
λ(i) = λ : i \ξ ∆oI ∼= λ∗ρ∗(∆o+I)i → (∆
o
+I)i,
ρ(i) = a∗ρ∗ : (∆o+I)i → i \
ξ ∆oI,
where a : λ ◦ ρ → id is the adjunction map. Therefore the subcategories
(∆o+I)
o
i ⊂ (∆
oI)o with the augmentations ρo(i) = ρ(i)o give a framing for
the functor ξo : (∆oI)o → Io in the sense of Lemma 1.14. Moreover, for
any special functor E : ∆oI → E , the opposite functor Eo is locally con-
stant on (∆o+I)i, thus constant since (∆
o
+I)i has an initial object. Then
by Lemma 1.14, ξo! E
o exists, and the adjunction map ξo∗ξo! E
o → Eo is
an isomorphism, so that Eo indeed factors through ξo (and then E factors
through ξ). For cofibrations, let C = ξ∗C
′, and use the adjunctions (6.14)
and equivalences (2.26) to check that the functor ξ∗C → C′ of (2.22) is an
equivalence. 
Corollary 6.12. Any special functor E : C → E from a 2-category C to a
category E factors uniquely through the functor (6.12).
Proof. By (2.24), E factors through ∆(E), and then since C[0] is discrete, it
further factors as
C
E′
−−−−→ ∆oE
ξ
−−−−→ E ,
where E′ is cocartesian over ∆o. Since ∆oE → ∆o is discrete, E′ further
factors through π0(C) = ∆
oτ(C), and we are done by Lemma 6.11. 
Remark 6.13. In terms of Definition 1.7, Corollary 6.12 can be rephrased
to say that (6.12) is a localization, and special maps are dense in χ∗ Iso.
Remark 6.14. An obvious counterpart of Corollary 6.12 for special cofi-
brations is completely wrong.
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6.3 Cylinders and 2-functors. For any two 2-categories C, C′ with
C′ bounded, bounded 2-functors from C′ to C form a full subcategory in
Fun∆o(C
′, C) that we denote by Fun2(C′, C) ⊂ Fun∆o(C
′, C). For any small
category I and 2-category C, we simplify notation by writing Fun2(I, C) =
Fun2(∆oI, C). For any [n] ∈ ∆, we tautologically have Fun2([n], C) ∼= C[n].
More generally, if are given a quiver Q : Do → Sets, a 2-category C defines
a cofibration C(Q)→ Do with fibers C(Q)i = C
Q(i)
[i] , i = 0, 1.
Lemma 6.15. For any quiver Q and 2-category C, we have a natural iden-
tification
(6.15) Fun2(P (Q), C) ∼= Sec♮(Do, C(Q))
between 2-functors from the path category P (Q) to C and cocartesian sections
of the cofibration C(Q)→ Do.
In particular, if we have a cocartesian square Q q : [1]2 → Do Sets of quiv-
ers, so that P (Q q) : [1]2 → Cat is a cocartesian square of small categories,
then by Lemma 6.15, the corresponding square of categories Fun2(P (Q q), C)
is cartesian. This of course includes the squares (6.2) but there are other
useful examples.
Proof. Let A(Q) = αo∗Q : ∆
o
a → Sets be the right Kan extension with
respect to the functor (3.18), and let DoQ → Do, ∆oaA(X) → ∆
o
a be the
discrete cofibrations corresponding to Q and A(Q). Then (3.18) lifts to a
diagram
(6.16) DoQ
α(Q)
−−−−→ ∆oaA(Q)
β(Q)
−−−−→ ∆oP (Q)
of functors over ∆o, and (2.25) provides an identification Sec♮(Do, C(Q)) ∼=
Fun♮
Do
(DoQ, δo∗C). For any E ∈ Fun♮
Do
(DoQ, δo∗C), the right Kan extension
α(Q)∗E with respect to (6.16) can be computed by (the dual version of)
(1.13), and since the cofibration ∆oaA(X) → ∆
o
a is discrete, it identifies the
right comma-fibers of the functor α(Q) with those of α of (3.18). Then the
limits in the right-hand side of (1.13) reduce to iterated limits of standard
functors of Remark 6.3, so that α(Q)∗ exists and provides an equivalence of
categories
(6.17) Fun♮
Do
(DoQ, δo∗C) ∼= Fun
♮
∆oa
(∆oaA(Q), β
∗C)
inverse to α(Q)∗. Now as in Remark 3.4, to compute P (Q) = β!A(Q), one
can combine (2.16) and Example 2.8, and this provides an identification
(6.18) ∆oP (Q) ∼= ar±(∆)o♮ ×∆oa ∆
o
aA(Q),
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while (2.15) induces a functor
(6.19) t(Q) : ∆oP (Q)→ ∆oaA(Q)
right-adjoint to β(Q). Then by (2.6), the relaive Kan extension β∆
o
! provides
an equivalence
(6.20) Fun♮∆oa(∆
o
aA(Q), β
∗C) ∼= Fun
♮
∆o(∆
oP (Q), C) = Fun2(∆oP (Q), C),
and to finish the proof, it remains to combine (6.20) and (6.17). 
Even in the simple case I = P (Q), a lax 2-functor from a category I to
a 2-category C contains much more data than a 2-functor (for I = pt, this is
considered below in Subsection 6.4). We do not attempt to prove any clas-
sification results similar to Lemma 6.15. However, we do need one general
construction, namely, a 2-categorical version of the cylinder construction of
Example 2.1. Assume given categories I0, I1 and a functor γ : I0 → I1, and
consider the cylinder I = C(γ) with its cofibration π : I → [1]. Then we
have a functor ∆o(γ) : ∆oI0 → ∆
oI1, and we can also consider the cylinder
C(∆o(γ)). This is by definition a cofibration over [1] × ∆o, (6.10) induces
a functor C(∆(γ)) → I ×∆o cocartesian over [1] ×∆o+, and by (2.24), this
corresponds to a functor
(6.21) α : C(∆o(γ))→ Id+∗∗(I ×∆
o) = ∆o〈I〉
cocartesian over [1] × ∆o. Now assume given a 2-category C and two lax
2-functors ϕl : ∆
oIl → C, l = 0, 1 equipped with an map g : ϕ0 → ϕ1 ◦ γ.
Then the triple 〈ϕ0, ϕ1, g〉 defines a single functor ϕ : C(∆
o(γ)) → C, and
we have the following 2-categorical version of the cylinder construction.
Lemma 6.16. The right Kan extension α∗ϕ : ∆
o〈I〉 → C with respect to the
functor (6.21) exists, and its restriction C2(γ, g) : ∆oI → C to ∆oI ⊂ ∆o〈I〉
is a lax 2-functor.
Proof. Extend ∆o(γ) to a functor ∆o(γ)> : ∆o>I0 → ∆
o>I1 between aug-
mented simplicial replacements, and consider the embedding ε : C(∆o(γ))→
C(∆o(γ)>). Then ε is left-closed in the sense of Example 1.15, so we have
the canonical extensions α> : C(∆o(γ)>) → ∆o〈I〉>, ϕ> : C(∆o(γ)>)→ C>
of the functors α and ϕ, and α> ∼= ε∗α, ϕ
> ∼= ε∗ϕ, so that (α∗ϕ)
> ∼= α>∗ ϕ
>,
where the right-hand side exists if and only if so does the left. Thus it suf-
fices to prove that α>∗ ϕ
> exists and restricts to a lax 2-functor. We have
the embeddings σl : Il → I, l = 0, 1, σ1 has a left-adjoint τ : I → I1, and
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the components α>l : ∆
o>Il → ∆
o〈I〉>, l = 0, 1 of the functor α> are given
by α>l = ∆
o(σl)
>. The functor α>1 has a left-adjoint α
>
1† sending an object
〈[n], i q〉 ∈ ∆o〈I〉> to 〈[n], τ ◦i q〉. Moreover, α>0 also has a left-adjoint α
>
0† = µ
of (3.19). Then for any object 〈[n], i q〉 in ∆o〈I〉>, we have a commutative
square
(6.22)
〈[n], i q〉 −−−−→ α>0 (〈[n0], i
0
q
〉)y y
α>1 (〈[n], τ ◦ i q〉) −−−−→ α
>
1 (〈[n0], γ ◦ i
0
q
〉)
in the category ∆o〈I〉>, where the arrows are the adjunction maps. This
gives a functor V → C(∆o(γ)>)o/〈[n], i q〉, and these functors form a framing
for αo in the sense of Lemma 1.14. If we now compute α∗ using this framing,
then the relevant limits over V reduce to colimits of half-standard functors
in the sense of Remark 6.3, thus exist, so that α>∗ ϕ
> exists. Moreover, by
(6.22), it fits into a cartesian square
(6.23)
α>∗ ϕ> −−−−→ ϕ
>
0 ◦ α
>
0†y yg
ϕ>1 ◦ α
>
1† −−−−→ ϕ
>
1 ◦∆
o(γ)> ◦ α>0†,
and since α>l†, l = 0, 1 and ∆
o(γ)> send anchor maps to anchor maps, C2(γ, g)
is indeed a lax 2-functor. 
Remark 6.17. For an alternative construction of C2(γ, g) that does not use
the category ∆o〈I〉, decompose γ as
(6.24) I0
σ
−−−−→ I
ζ
−−−−→ I1,
where σ : I0 → I is the embedding and ζ is left-adjoint to the embedding
I1 → I, and consider the functor ν : C(∆
o(σ))→ C(∆o(γ)) over [1] given by
ν0 = Id and ν1 = ∆
o(ζ). Then we have a commutative diagram
(6.25)
C(∆o(σ))
α′
−−−−→ ∆oI
ν
y yτ
C(∆o(γ))
α
−−−−→ ∆o〈I〉,
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where τ is the embedding, and α′ is left-adjoint to the embedding ∆oI =
C(∆o(σ))1 ⊂ C(∆
o(σ)). Moreover, the framing (6.22) for the functor α lifts
to a framing for the functor α′, and therefore the base change map
C2(γ, g) = τ∗α∗ϕ→ α
′
∗ν
∗ϕ
is an isomorphism, so that its target can be used as a definition of C2(γ, g).
6.4 Monoidal structures. Let us now turn to non-symmetric monoidal
structures. In terms of Definition 6.1, these correspond to 2-categories with
a single object.
Definition 6.18. A unital monoidal structure on a category C is given by
a 2-category BC such that BC[0] = pt is the point category, and BC[1] is
equipped with an equivalence BC[1] ∼= C. A lax monoidal structure on a
functor γ : C → C′ between two categories equipped with unital monoidal
structures BC, BC′ is given by a lax 2-functor Bγ : BC → BC′ equipped
with an isomorphism Bγ[1] ∼= γ. A lax monoidal structure Bγ is monoidal
if it is a 2-functor.
Explicitly, the composition −◦− in BC defines the tensor product −⊗−
in C, and the identity object idpt ∈ C = BC(pt, pt) is the unit object 1 for
the tensor product. A lax monoidal structure on a functor γ is given by the
maps (2.7) for the functor Bγ; the essential ones are the maps
(6.26) γ(M)⊗ γ(N)→ γ(M ⊗N), 1→ γ(1)
corresponding to m : [1]→ [2] and the tautological projection [1]→ [0]. For
any monoidal structure BC on a category C, the opposite 2-category BCι
also defines a monoidal structure on C (the product is the same but written
in the opposite direction). For consistency, we denote C with this monoidal
structure by Cι.
Example 6.19. For any 2-category C, and for any object c ∈ C[0], the cat-
egory C(c, c) carries a natural monoidal structure BC(c, c) ∼= ε(c)∗C, where
ε(c) : pt2 → C is the embedding onto c.
Example 6.20. For any symmetric unital monoidal structure B∞C on a
category C in the sense of Definition 4.10, the pullback BC = Σ∗B∞C with
respect to the functor (3.16) is a unital monoidal structure on C in the sense
of Definition 6.18, and we have a canonical identification BC ∼= BCι.
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Example 6.21. For any monoidal category C and bounded category I, the
functor category Fun(I, C) carries a natural pointwise monoidal structure
given by B Fun(I, C) ∼= Fun(I,BC/∆o). If C is symmetric, then this is the
same structure as in Example 4.11.
Definition 6.1 and Definition 6.18 are pretty standard; however, it is
more common to use fibrations over ∆ rather than cofibrations over ∆o.
The two notions are equivalent – every fibration has its transpose cofibration
and vice versa – but it is the cofibrations that give the correct notion of a
lax 2-functor. In particular, lax monoidal functors pt → C are the same
thing as unital associative algebra objects in C, and it would be coalgebras
were we to use fibrations (the maps (6.26) would go in the other direction).
Our definitions are also compatible with Definition 4.10 and Definition 4.14:
a unital symmetric monoidal structure gives a unital monoidal structure
via pullback Σ∗ with respect to the functor (3.16), and the same goes for
monoidal and lax monoidal functors.
Example 6.22. The category ∆< is a unital monoidal category with re-
spect to the concatenation product. The empty ordinal is the unit object,
and [1] ∈ ∆< is naturally an algebra object in ∆. The corresponding cofibra-
tion B∆< → ∆o is obtained by taking B∆< = ar±(∆)o, with the projection
to ∆o opposite to the fibration s of Example 2.12, and the Segal condition
is (3.14). In particular, the fiber B∆[1] is by definition the category ∆
o
±,
and this is canonically identified with ∆< by (3.11). We also have the iden-
tity section ∆ → ar±(∆) of the projection s sending [n] to id : [n] → [n],
and the opposite functor η : ∆o → B∆ is a lax monoidal functor pt → ∆
corresponding to the algebra object 1 ∈ ∆<.
Example 6.23. Let arp(∆)o ⊂ ar±(∆)o be the full subcategory spanned
by surjective arrows. Then the projection so : arp(∆)o → ∆o is again a
cofibration. Its fiber arp(∆)o[1] is natural identified with the category [1], and
arp(∆)o ∼= B[1] defines a monoidal structure on [1] such that 0⊗ 0 = 0 and
0⊗ 1 = 1⊗ 1 = 1⊗ 0 = 1.
The lax monoidal functor η of Example 6.22 is universal in the following
sense. Denote by s, t : B∆ = ar±(∆)o → ∆o the functors sending a bispecial
arrow [n] → [m] in ∆ to its source [n] resp. its target [m], and for any 2-
category C, let P (C) be the product
(6.27) P (C) = C ×t∆o B∆.
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Alternatively, P (C) ⊂ ar(C) is the full subcategory spanned by cocartesian
lifting c→ c′ of bispecial arrows in ∆o, and we have functors
(6.28) s, t : P (C)→ C
sending c→ c′ to c′ resp. c, and their common section
(6.29) η : C → P (C)
sending c to id : c → c that is left-adjoint to t and right-adjoint to s. In
terms of (6.27), the functor (6.29) is the product of id : C → C and the lax
2-functor η of Example 6.22. Now, the projection s of (6.28) is a cofibration
that turns P (C) into a 2-category, called the path 2-category of the 2-category
C. Then (6.29) is a lax 2-functor, and any lax 2-functor γ : C → C′ uniquely
factors as
(6.30) γ ∼= P (γ) ◦ η,
for a unique 2-functor P (γ) : P (C) → C′. Explicitly, we have P (γ) = η∆
o
! γ,
where the relative Kan extension exists by Example 2.6 and is given by (2.6).
Remark 6.24. Informally, the path 2-category P (C) has the same objects
as C, and morphisms in P (C) are free paths generated by morphisms in C;
this motivates the terminology. Note that if I is a small category, and P (I)
is the path category of the unverlying quiver, then P (∆oI) ∼= ∆oP (I).
For any unital monoidal category C, the opposite category Co is also
unital monoidal; the corresponding cofibration BCo → ∆o is given by BCo =
(BC)o⊥. In particular, this applies to ∆
<o ∼= ∆±. In terms of ∆±, the
product is given by the reduced concatenation [m]∗[n] = [m]⊔[0][n], where the
coproduct is taken with respect to the embeddings t : [0]→ [m], s : [0]→ [n],
as in (3.6). We have the tautological map [m]◦ [n]→ [m]∗ [n] from the non-
reduced to the reduced concatenation, and this turns the forgetful functor
ρ♭ : ∆± → ∆ ⊂ ∆
< into a lax monoidal functor. In terms of Definition 6.18,
B∆± is the full subcategory tw
±(∆) ⊂ tw(∆) spanned by bispecial arrows,
and the functor
(6.31) Bρ♭ : B∆± = tw
±(∆)→ B∆< = ar±(∆)o
is an embedding both on objects and on morphisms, and sends an arrow
f : [n] → [m] to an injective arrow [n] → [m + n]. More precisely, let
arc(∆) ⊂ ar±(∆) be the subcategory in ar±(∆) spanned by injective bispecial
arrows f : [n] → [m], and maps between them such that the corresponding
square (1.3) is not only commutative but also cartesian. Then Bρ♭ induced
an equivalence between tw±(∆) ∼= B∆± and ar
c(∆)o.
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6.5 Wreath products. As mentioned above, lax 2-functors from ∆o =
pt2 to BC for a monoidal category C correspond to algebra objects in C (this
can be proved but we prefer to use it as a definition). It turns out that the
2-category arp(∆)o = B[1] of Example 6.23 has a similar universal property:
lax 2-functors B[1]→ BC classify morphisms of algebra objects in C.
Namely, for any 2-category C, a pair of lax 2-functors γ0, γ1 : pt
2 → C
equipped with a map γ0 → γ1 give rise to a functor γ : ∆
o× [1]→ C over ∆o
that is cocartesian over anchor maps. The cofibration π : B[1] → ∆o has a
left and a right-adjoint l, r : ∆o → B[1] sending [n] to the arrow [n] → [0]
resp. to the arrow [n] → [n]. Both l and r are fully faithful, and together
with the map l→ r adjoint to the isomorphism Id ∼= π ◦ r define a functor
(6.32) w : ∆o × [1]→ B[1]
over ∆o. It is cocartesian over anchor maps, and enjoys the following uni-
versal property.
Lemma 6.25. Assume given a 2-category C, and a functor γ : ∆o× [1]→ C
over ∆o that is cocartesian over anchor maps. Then the right Kan extension
w∗γ : B[1] → C with respect to (6.32) exists and defines a lax 2-functor,
and the adjunction map w∗w∗γ → γ is an isomorphism. Conversely, for
any lax 2-functor γ′ : B[1] → C, the adjunction map γ′ → w∗w
∗γ′ is an
isomorphism.
Proof. To compute w∗, let us choose a convenient framing of the opposite
functor wo : ∆ × [1]o → arp(∆). For any object in arp(∆) represented
by a surjective arrow g : [n] → [m], consider the corresponding diagram
(3.4), and let v(g) : V ([m]) → arp(∆) be the functor sending v ∈ V ([m])
to the arrow [nv] → [0] (that is, to l
o([nv])). Then v(g) has a natural
augmentation v(g)> : V ([m])> → arp(∆) sending o to g, with the maps
lo([nv ]) → g induced by the map eg in (3.4). Extend v(g)
> to a functor
j(g)> : [1]×v(g)> → arp(∆) equal to v(g)> on 1×V (g)> and to ro◦πo◦v(g)>
on 0 × v(g)>, with the adjunction map ro ◦ πo ◦ v(g)> → v(g)>, and note
that [1] × v(g)> has the largest element 1 × o, so that [1] × v(g)> = J(g)>
for the partially ordered set J(g) = ([1] × v(g)>) \ {1 × o}, and j(g)> is
an augmentation of a functor j(g) : J(g) → arp(∆). This functor j(g)
canonically factors through wo, and the induced functor J(g)→ arp(∆)/w
o
f
is a left-admissible full embedding.
The collection J(g) is our framing, and then for any γ : ∆o × [1] → C
with components γ0, γ1 : ∆
o → C, the expected object w∗γ(g) ∼= limJ(g) γ
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fits into a cartesian square
(6.33)
w∗γ(g) −−−−→ γ1([n])y yeog!∏
v γ0([nv]) −−−−→
∏
v γ1([nv])
in the category C. This can be reinterpreted as opposite to an iterated
colimit of half-standard functors Vo → C of Remark 6.3, as in Lemma 6.16,
so that if γ0 and γ1 are lax 2-functors, the limit exists, and then so does the
Kan extension w∗γ. The equivalence w
∗w∗γ ∼= γ is then obvious from the
cartesian square (6.33), and since any lax 2-functor γ′ : B[1] = arp(∆)o → C
preserves the limits of standard functors, we also have γ′ ∼= w∗w
∗γ′. 
Remark 6.26. In the situation of Lemma 6.25, one can also separate γ into
lax 2-functors γ0, γ1 : ∆
o → C equipped with a map g : γ0 → γ1, and consider
the 2-cylinder C2(id, g) : ∆o[1]→ C provided by Lemma 6.16. The difference
between C2(id, g) and the right Kan extension w∗γ of Lemma 6.25 is that
∆o[1] does not correspond to a monoidal category: it has two objects. Since
C2(id, g) and w∗γ enjoy essentially the same universal property, we have
e∗w∗γ ∼= C
2(id, g), where e : ∆o[1]→ B[1] is the 2-cylinder of the map l→ r
used to define w, but of course e is not an equivalence.
For a useful application of the same combinatorics to 2-categories rather
then lax 2-functors, assume given a 2-functor γ : C0 → C1 between some
2-categories C0, C1, and note that the cylinder C(γ) is then a cofibration
over ∆o × [1] that restricts to Cl over ∆
o × l, l = 0, 1.
Definition 6.27. The wreath product C0 ≀
γ C1 of the 2-categories C0, C1 with
respect to the 2-functor γ is the cofibration
C0 ≀
γ C1 = w∗ C(γ)
over B[1] = arp(∆)o, where w is the functor (6.32).
Explicitly, the wreath product C0 ≀
γ C1 can be computed by the same
framing that gives (6.33). This shows that the fiber (C0 ≀
γ C1)g over some
surjective g : [n] → [m] is the category of triples 〈c0, c1, α〉 of a 2-functor
c1 : [n]→ C1, a 2-functor c0 : [n]g → C0, and an isomorphism α : e
∗
gc1
∼= c0.
In particular, C0 ≀
γC1 is a 2-category, and we have C0 ≀
γC1 ∼= C0 ≀
γ˜γ∗C1, where γ˜
is the dense component of the decomposition (6.6). We will simplify notation
by writing C0 ≀
γ C1 = C0 ≀ C1 when γ is clear from the context.
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Example 6.28. If C1 = pt
2 is the point 2-category, then the only non-
trivial part of a triple 〈c0, c1, α〉 describing an object in C0 ≀ pt
2 is c0. Then
the projection t : arp(∆) → ∆ of (1.6) induces a projection C0 ≀ pt
2 → ∆o
whose fibers are given by
(6.34) (C0 ≀ pt
2)[m] ∼= C
m+1
0 , [m] ∈ ∆
o.
This motivates our terminology. If moreover C0 = ∆
oe(S) is the simplicial
replacement of a category e(S), as in Example 6.8, then we have
(6.35) ∆oe(S) ≀ pt2 ∼= ∆oe(S)×2 B[1].
Slightly more generally, for any 2-category C and functor S : C[0] → Sets,
as in (6.7), we have the 2-functor π : C[S] → C, and (6.35) induces an
identification
(6.36) C[S] ≀π C ∼= C ×2 B[1].
On the other hand, if C1 is arbitrary but C0 is discrete, we have
(6.37) C0 ≀
γ C1 ∼= γ
∗C1 ×
to
∆o B[1],
where to : B[1] = arp(∆)o → ∆o is induced by (1.6), and γ∗C1 is as in (6.5).
The wreath product construction is obviously functorial with respect to
2-functors: if we are given another 2-functor γ′ : C′0 → C
′
1, and 2-functors
ϕ0 : C0 → C
′
0, ϕ1 : C1 → C
′
1 equipped with an isomorphism α : γ
′◦ϕ0 ∼= ϕ1◦γ,
then we have a functor C(ϕ) : C(γ) → C(γ′) cocartesian over ∆o × [1], and
it induces a 2-functor
(6.38) ϕ0 ≀
α ϕ1 = w∗ C(ϕ) : C0 ≀
γ C1 → C0 ≀
γ′ C1,
cocartesian over B[1], where we will again drop α from notation when it
is clear from the context. To extend this to lax 2-functors, consider the
universal situation: take the path 2-categories P (C0), P (C1), with the functor
P (C0)→ P (C1) induced by γ. Then s of (6.28) induces a 2-functor
(6.39) s ≀ s : P (C0) ≀ P (C1)→ C0 ≀ C1,
again cocartesian over B[1].
Lemma 6.29. The functor (6.39) admits a fully faithful right-adjoint lax
2-functor η ≀ η : C0 ≀ C1 → P (C0) ≀ P (C1) over B[1].
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Proof. By Lemma 2.10 (ii), it suffices to check that for any f ∈ B[1], the
fiber (s ≀ s)f : (P (C0) ≀ P (C1))f → (C0 ≀ C1)f of the cocartesian functor (6.39)
admits a right-adjoint. But by (6.33), its source resp. its target is a product
of categories of the form P (C0)[n], P (C1)[m] resp. (C0)[n], (C1)[m] for various
[n], [m] ∈ ∆o, and (s ≀ s)f is the product of the fibers s[n] of the functors
(6.28). These have fully faithful right-adjoints induced by (6.29). 
Now if we have 2-functors γ : C0 → C1, γ
′ : C′0 → C
′
1, and lax 2-functors
ϕ0 : C0 → C
′
0, ϕ1 : C1 → C
′
1 equipped with an isomorphism γ
′ ◦ ϕ0 ∼= ϕ1 ◦ γ,
we can define ϕ0 ≀ ϕ1 by
(6.40) ϕ0 ≀ ϕ1 = (P (ϕ0) ≀ P (ϕ1)) ◦ (η ≀ η) : C0 ≀ C1 → C0 ≀ C1,
where P (ϕ0), P (ϕ1) are as in (6.30), and η ≀ η is provided by Lemma 6.29.
This is a functor over B[1]. If ϕ0, ϕ1 are actual 2-functors, then we have
(s ≀ s) ◦ (η ≀ η) ∼= Id since η ≀ η is fully faithful, and (6.40) agrees with (6.38).
In addition to that, if we have a lax 2-functor γ : C0 → C1, we can define the
wreath product C0 ≀
γ C1 by the cartesian square
(6.41)
C0 ≀γ C1 −−−−→ P (C0) ≀P (γ) C1y yid ≀τ
C0 ≀ pt
2 η≀id−−−−→ P (C0) ≀ pt
2,
where τ : C1 → pt
2 is the tautological projection. This again agrees with
Definition 6.27 when γ is a 2-functor. In all cases, we have a natural pro-
jection
(6.42) C0 ≀ C1
γ≀id
−−−−→ C1 ≀
id C1 ∼= C1 ×
2 B[1] −−−−→ C1,
where the identification in the middle is (6.36). It is a lax 2-functor, and a
2-functor if so is γ.
6.6 Modules. Now assume given a category C equipped with a unital
monoidal structure BC.
Definition 6.30. A module over C is a categoryM equipped with a functor
µ : M → BC such that the composition M → BC → ∆o is a cofibration,
with the induced cofibration ρo∗M→ ∆o+, and the functor
(6.43) ζ([0]) × ρo∗µ : ρo ∗M→M × ρo∗BC, M =M[0]
is an equivalence of categories. A morphism between two C-modulesM,M′
is a functor α :M′ →M over BC cocartesian over all special maps in ∆o.
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Explicitly, (6.43) provides identifications M[n] ∼= M × BC[n] ∼= M × C
n,
[n] ∈ ∆, and prescribes the transition functors f o! : M[n] → M[n′] for all
special maps f : [n′] → [n] in ∆. The essential part of the structure is the
functor
(6.44) m = to! :M × C →M
corresponding to the antispecial map t : [0] → [1]. This functor defines an
action of C onM , and the rest of the structure encodes the usual associativity
and unitality constraints for this action. A morphism α is then given by a
functor α[0] :M
′ =M′[0] →M and a map
(6.45) α[0] ◦m
′ → m ◦ (α[0] × id).
In particular, α can be non-trivial even if α[0] = id.
Example 6.31. For any unital monoidal category C, κo∗C with the pro-
jection ao! : κ
o∗C → C is a C-module; the corresponding action (6.44) is
the action of C on itself by left products. For any category E , the product
E ×BC is a (trivial) C-module; the corresponding action (6.44) is the projec-
tion onto the first factor. For any C-module M with the action map (6.44),
and unital monoidal functor γ : C′ → C from a unital monoidal category C’,
the pullback γ∗M→ BC′ is a C′-module, with the action map m ◦ (id×γ).
For any C-module M, the equivalence (6.43) immediately implies that
ρo∗µ is both a fibration and a cofibration, but µ itself is neither: in general,
it is only a precofibration. To understand the structure of the category M
better, it is useful to consider the category ∆ q of (3.7), with the functor ν† :
∆ → ∆ q and its two adjoints ν q, ν⊥ : ∆ q → ∆. If we denote B
q
C = νo∗
q
BC,
with the induced fibration ν q : B
q
C → BC, then ν† and ν⊥ induce functors
ν† : BC → B
q
C, ν⊥ : B
q
C → BC, and we can consider the precofibration
(6.46) µ q :M
q
=M×ν⊥BC B
q
C → B
q
C.
Then the composition ν q◦µ q :M
q
→ BC is actually a fibration. The fiber of
this fibration over some 〈[n], c q〉 ∈ BC, c q ∈ Cn is the category M(〈[n], c q〉)
cofibered over [n]o, with all fibers identified with M , and transition functors
m(− × ci) : M → M , i = 1, . . . , n. For any map f : [n
′] → [n] in ∆,
we have f∗M(〈[n], c q〉) ∼= M(〈[n′], f∗c q〉, so that M(〈[n], c〉) is covariantly
functorial with respect to [n] ∈ ∆, and (2.3) immediately shows that it is
also contravariantly functorial with respect to c q.
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Assume given a C-module M with bounded M =M[0], and some other
category E . Then the action functor (6.44) induces a functor
(6.47) m : Fun(M, E) × C → Fun(M, E), m(F × c)(c′) = F (c× c′),
and it turns out that this extends to a module over the opposite monoidal
category Cι. To construct it, consider the precofibration (6.46), take the cor-
responding precofibration µ(E) : Fun(M
q
/B
q
C, E)→ B
q
C, and note that the
composition ν q ◦ µ(E) : Fun(M
q
/B
q
C, E) → BC is a cofibration, with fibers
Fun(M(〈[n], c〉)/[n], E). Therefore we can consider the transpose fibration
Fun(M/B
q
C, E)⊥ → BC, and µ(E) induces a functor
(6.48) ι∗µ(E)⊥ : ι∗ Fun(M/B
q
C, E)⊥ → ι∗(B
q
C)⊥ ∼= B
q
Cι,
where (B
q
C)⊥ is taken with respect to the fibration ν q : B
q
→ C. Then
(6.49) Fun⊗(M, E) = ν∗† ι
∗ Fun(M/B
q
C, E)⊥,
with the induced functor Fun⊗(M, E)→ ν∗†B
q
Cι ∼= BCι, is a Cι-module, with
Fun⊗(M, E)[0] ∼= Fun(M, E) and the action (6.47), while (6.48) is identified
with the corresponding precofibration Fun⊗(M, E)
q
→ B
q
Cι of (6.46).
As an application of this construction, let Γ+ be the category of pointed
finite sets, with the unital monoidal structure given by smash product, let
it act on itself, and let E be a half-additive category in the sense of Sub-
section 4.3. Then the functor (4.12) induced a fully faithful embedding
m† : E → Fun(Γ+, E), and for any [n] ∈ ∆, we have a fully faithful em-
bedding m† × id : E × Γn+ → Fun
⊗(Γ+, E)[n] ∼= Fun(Γ+, E) × Γ
n
+. If we
let E⊗ ⊂ Fun⊗(Γ+, E) be the full subcategory spanned by the essential im-
ages of these embedding, with the induced projection E⊗ → BΓ+, then by
Lemma 2.11 (i), E⊗ becomes a module over Γ+ ∼= Γ
ι
+ in the sense of Defini-
tion 6.30. The corresponding action functor (6.44) is the functor (4.12), and
the embedding E⊗ → Fun⊗(Γ+, E) is a morphism of Γ+-modules. Moreover,
assume that E has kernels, in the sense that for any map f : e′ → e, there
exists Ker(f) = o ×e e
′, where o ∈ E is the initial terminal object. Then
essentially as in Lemma 4.9, m† admits a right-adjoint Fun(Γ+, E) → E
sending E : Γ+ → E to the kernel of the map E(pt+)→ E(o), and then the
right-adjoint
(6.50) Fun⊗(Γ+, E)→ E
⊗
to the embedding E⊗ → Fun⊗(Γ+, E) provided by Lemma 2.11 (i) is also a
morphism of Γ+-modules.
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Note that the category Fun(Γ+, E) is also half-additive, so that effec-
tively, it has two structures of a Γ+-module: Fun
⊗(Γ+, E) on one hand, and
Fun⊠(Γ+, E) = Fun(Γ+, E)
⊗ of (6.50) on the other hand (informally, Γ+ can
act on Fun(Γ+, E) either via Γ+ for via E). To relate the two, let Γ+ act on
Γ+ × Γ+ via the left factor. Then the product functor m : Γ+ × Γ+ → Γ+
gives rise to a morphism µ of Γ+-modules, and we have the morphism
(6.51) Fun⊗(Γ+, E)
m∗
−−−−→ Fun⊗(Γ+ × Γ+, E) −−−−→ Fun
⊠(Γ+, E),
where the first arrow is induced by m, and the second one is the morphism
(6.50) with the identification Fun⊗(Γ+ × Γ+, E) ∼= Fun
⊗(Γ+,Fun(Γ+, E)).
More generally, if in addition to E we also have a bounded category I,
then the functor category Fun(I,Γ+) equipped with the pointwise product
of Example 6.21 acts on Γ+ × I by
Γ+ × I × Fun(I,Γ+)→ Γ+ × I, S+ × i× F 7→ S+ ∧ F (i) × i,
and the same construction equips the category Fun(I × Γ+, E) with two
structures of a module over Fun(I,Γ+), while (6.51) induced a morphism
(6.52) Fun⊗(I × Γ+, E)→ Fun
⊠(I × Γ+, E)
between the corresponding Fun(I,Γ+)-modules.
7 Adjunction.
7.1 Internal adjunction. For any 2-category C and two objects c, c′ ∈
C[0], an adjoint pair of maps between c and c
′ is a quadruple 〈f, f∨, a, a∨〉,
f ∈ C(c, c′), f∨ ∈ C(c′, c), a : idc → f
∨ ◦ f , a∨ : f ◦ f∨ → idc′ , subject to the
usual relations
(7.1) (a∨ ◦ idf ) ◦ (idf ◦a) = idf , (idf∨ ◦a
∨) ◦ (a ◦ idf∨) = idf∨ .
For any c, c′ ∈ C[0], adjoint pairs of maps between c and c
′ and isomorphisms
between them form a category that we denote Adj (C)(c, c′), and the forget-
ful functor from Adj (C)(c, c′) to C(c, c′)Iso sending 〈f, f
∨, a, a∨〉 to f is fully
faithful (for the 2-category of small categories, this is the standard unique-
ness of adjoints, and the same proof works for a general 2-category C). We
say that f ∈ C(c, c′) is reflexive if it extends to an adjoint pair, and we
note that reflexivity is closed under compositions (again, the proof for small
categories works in the general case, or see below in Subsection 7.5). Thus
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we actually have the adjunction 2-category Adj (C) with the same objects as
C and Adj (−,−) as categories of morphisms, and we have a fully faithful
2-functor
(7.2) Adj (C)→ C♮
that is an identity over [0]. If Adj (C) is bounded, we denote its truncation
by Adj(C) = τ(Adj (C)). A reflexive morphism f ∈ C(c, c′) is an equivalence
if there exists an adjoint pair 〈f, f∨, a, a∨〉 with invertible a and a∨.
To understand adjunction in the general 2-categorical context, it is useful
to look at the universal situation. Let adj be the 2-category with two objects
0, 1, and categories of morphisms
(7.3) adj(0, 0) = ∆<, adj(0, 1) = ∆−, adj(1, 0) = ∆+, adj(1, 1) = ∆±,
with compositions
∆< ×∆− → ∆−, ∆+ ×∆
< → ∆+, ∆
< ×∆< → ∆<
given by the concatenation product − ◦ −, and compositions
∆± ×∆+ → ∆+, ∆− ×∆± → ∆−, ∆± ×∆± → ∆±
given by the reduced concatenation product − ∗ −. Then we have two
morphisms f : 0→ 1, f∨ : 1→ 0 in adj corresponding to the initial objects
in ∆+, ∆−, and f
∨◦f ∼= [1] ∈ ∆<, f ◦f∨ ∼= [1] ∈ ∆<o ∼= ∆±, so that the map
[0]→ [1] produces maps a : id0 → f
∨◦f , a∨ : f◦f∨ → id1. It is elementary to
check that these maps satisfy (7.1), so that 〈f, f∨, a, a∨〉 is an adjoint pair,
and moreover, it is universal with with property — for any adjoint pair
〈f1, f
∨
1 , a1, a
∨
1 〉 of maps between objects c, c
′ in a 2-category C, there exists a
2-functor γ : adj→ C sending 0 to c, 1 to c′, 〈f, f∨, a, a∨〉 to 〈f1, f
∨
1 , a1, a
∨
1 〉,
and this γ is unique up to a unique isomorphism. Altogether, morphisms
in a 2-category C correspond to 2-functors from [1] to C, adjoint pairs of
morphisms correspond to 2-functors adj → C, and equivalences correspond
to 2-functors from e({0, 1}) to C, where as in Subsection 3.1, e({0, 1}) is
the category with two objects 0, 1 and exactly one map between any two
objects. For consistency, denote nat = ∆o[1], eq = ∆oe({0, 1}); then we
have 2-functors
(7.4) nat
δ
−−−−→ adj
ν
−−−−→ eq,
where ν : adj → E adj[0]
∼= ∆oe({0, 1}) = eq is as in Example 6.4, and δ
corresponds to the morphism f : 0 → 1 in adj. A morphism is reflexive
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if and only if it factors through δ, and an adjoint pair is an equivalence
if and only if it factors through ν. In both cases, the factorizations are
automatically unique.
One can describe the whole cofibration adj→ ∆o of Definition 6.1 rather
explicitly using the packaging of the monoidal structures on ∆< and ∆±
given in Subsection 6.4. Namely, note that the category eqo = ∆e({0, 1})
can be alternatively described as the subcategory in ar(∆<) spanned by
injective arrows a : [n]1 → [n] with non-empty [n], and with morphisms given
by commutative squares (1.3) that are cartesian (indeed, the complement
[n]0 = [n] \ [n]1 is functorial with respect to such morphisms, and then an
arrow a : [n]1 → [n] corresponds to 〈[n], e q〉 ∈ ∆e({0, 1}), where e q : [n] →
e({0, 1}) sends [n]1 to 1 and [n]0 to 0). Then the category adj
o opposite to
adj is the category of cartesian squares
(7.5)
[n]1 [m]1
a
y yb◦a
[n]
b
−−−−→ [m]
in ∆< such that [n] and [m] are non-empty, b is bispecial, and a and b ◦ a
are injective. Morphisms are given by commutative diagrams
(7.6)
[n]1
a
−−−−→ [n]
b
−−−−→ [m]
f1
y fy yg
[n′]1
a
−−−−→ [n′]
b
−−−−→ [m′]
such that the leftmost square and the outer rectangle are cartesian. The
2-functor ν : adj→ eq of (7.4) sends a diagram (7.5) to its leftmost vertical
arrow a : [n]1 → [n], and then forgetting both a and [n]1 gives the structural
cofibration adj→ ∆o.
The correspondence works as follows. The 2-functor [n] → adj repre-
sented by a diagram (7.5) sends l ∈ [n] to 1 if l ∈ [n]1 ⊂ [n] and to 0 if
l ∈ [n]0 = [n] \ [n]1 (since the leftmost square in (7.6) is required to be
cartesian, both [n]1 and [n0] are functorial with respect to the maps (7.6)).
Diagrams with empty [n]1 then describe the full sub-2-category B∆
< ⊂ adj
spanned by 0, and this is exactly the description given in Example 6.22. At
the opposite extreme, the full sub-2-category B∆± ⊂ adj spanned by 1 is
described by the diagrams with invertible map a, and this is the description
in terms of the embedding (6.31). General diagrams interpolate between
the two, and the conditions we impose on (7.5) and (7.6) insure that the
categories of morphisms in adj are those of (7.3).
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Remark 7.1. Say that a map of sets f : S → S′ is strict on a subset
S0 ⊂ S if S0 = f
−1(f(S0)) ⊂ S. Then equivalently, objects in adj are pairs
of a bispecial arrow b : [n]→ [m] in ∆ and a subset [n]1 ⊂ [n] such that b is
strict and injective on [n]1.
7.2 External adjunction. We can now apply the universal interpreta-
tion of adjunction given in (7.4) to maps between 2-functors. Namely, for
any 2-categories C, C′, their 2-product C ×2 C′ is a 2-category, an object
c ∈ C[0] defines a 2-functor ε(c) : pt
2 → C, and we denote by C′× c ⊂ C′×2 C
the essential image of the embedding id×ε(c). A functor
(7.7) γ : C ×2 nat→ C′
is called a natural transformation between its restrictions γ0, γ1 : C → C
′ to
C×0, C×1 ⊂ C×∆o nat. An adjoint pair of natural transformations between
γ0 and γ1 is a 2-functor
(7.8) γ : C ×2 adj→ C′
that restricts to γ0 resp. γ1 on C × 0 resp. C × 1, and an equivalence is a
2-functor
(7.9) C ×2 eq→ C′.
A natural transformation is reflexive if it extends to an adjoint pair, and an
equivalence if it extends to an equivalence.
Example 7.2. Assume given a 2-category C and a functor S : C[0] → Sets,
and let C[S] be the corresponding 2-category of (6.7), with its 2-functor
π : C[S] → C. Moreover, assume that S(c) is non-empty for any c ∈ C[0],
so that π admits a section σ : C = C[pt] → C[S]. Then p ◦ σ ∼= Id, and
σ ◦ π : C[S]→ C[S] is equivalent to Id in the sense of (7.9). To construct an
equivalence (7.9) between σ ◦ π and id, note that C[S]×2 eq ∼= C[S ×{0, 1}],
and consider the map S × {0, 1} → S equal to id on S × {0} and to the
compositon S → pt→ S on S × {1}.
As we see from the explicit description of the 2-category adj in terms of
(7.5) and (7.6), we actually have a full embedding
(7.10) adj→ P (eq) ∼= ar±(eq)
into the path 2-category of eq = ∆oe({0, 1}). The projection ν : adj→ eq is
induced by the cofibration s : P (eq)→ eq of (6.28), thus has a right-adjoint
(7.11) η : eq→ adj ⊂ P (eq)
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induced by (6.29). However, η in turn has a right-adjoint t : adj ⊂ P (eq)→
eq → ∆o induced by (6.28). For any 2-category C, we denote C{adj} =
C ×t∆o adj ⊂ P (C(eq)), and we note that the functors (6.28) and (6.29)
induce functors
(7.12) s, t : C{adj} → C{eq}, η : C{eq} → C{adj},
where we denote C{eq} = C ×2 eq = C[{0, 1}] for consistency. We further
note that s is a cofibration whose composition with the cofibration eq→ ∆o
turns C{adj} into a 2-category. We then define a coadjoint pair of functors
from C to some 2-category C′ as a 2-functor
(7.13) γ : C{adj} → C′.
If C is discrete — that is, C ∼= C[0]×∆
o — then C{adj} ∼= C[0]×adj ∼= C×
2adj,
and a coadjoint pair (7.13) is the same thing as an adjoint pair (7.8). This
is useful since coadjoint pairs are much easier to construct.
Namely, let ιl : ∆
o> → eq>, l = 0, 1 be the embedding induced by the
embedding pt→ e({0, 1}) onto l, and note that the embeddings ι0, ι1 admit
left-adjoint functors
(7.14) s0, s1 : eq
> → ∆o>
sending an injective arrow a : [n]1 → [n] to [n]0 resp. [n]1 (we have to pass to
the augmented categories since [n]0 or [n]1 might be empty). Generalizing
Lemma 3.8, say that a map f in eq is l-special, l = 0, 1 if sl(f) is invertible.
For any 2-category C equipped with a 2-functor C → eq, say that a map f
in C is l-special if it is a cocartesian lifting on an l-special map in eq, and
say that a lax 2-functor C → C′ to some C′ is l-special if it sends l-special
maps in C to maps in C′ cocartesian over ∆o. Note that for any C/ eq, the
embeddings ι∗l C
> → C>, l = 0, 1 admit left-adjoint functors
(7.15) sl : C
> → ι∗l C
>, l = 0, 1,
and sl inverts l-special maps. In these terms, for any 2-category C, C{adj} ⊂
P (C{eq}) is the full subcategory spanned by 1-special maps with respect to
the projection C{eq} → eq.
Remark 7.3. More generally, for any 2-category C equipped with a 2-
functor π : C → eq, say that a map f in C is l-anchor, l = 0, 1, if it is
cocartesian over eq, and sl(π(f)) is an anchor map. Then any l-special lax
2-functor γ : C → C′ also sends l-anchor maps to maps cocartesian over ∆o>,
and so does sl.
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Lemma 7.4. For any 2-category C, the functor η of (7.12) is a 0-special lax
2-functor with respect to the projection C{eq} → eq. Moreover, any 0-special
lax 2-functor γ : C{eq} → C′ to some 2-category C factors as
(7.16) C{eq}
η
−−−−→ C{adj}
γ′
−−−−→ C′,
where γ′ is a 2-functor, and the factorization is unique up to a unique iso-
morphism.
Proof. As in Lemma 3.8, 0-special and 1-special maps in eqo = ∆e({0, 1})
form a factorization system — namely, any map f : 〈[m], f∗e q〉 → 〈[n], e q〉
in ∆e({0, 1}) can be uniquely factored as
(7.17) 〈[m], f∗e q〉
f1
−−−−→ 〈[m]f , f
∗
0 e q〉
f0
−−−−→ 〈〈[n], e q〉
with 0-special f o0 and 1-special f
o
1 (indeed, by virtue of (3.5), it suffices
to construct (7.17) when [n] = [0], and then either f0 = id, f1 = f , or
the other way around, depending on e q(0) ∈ {0, 1}). Moreover, we also
have a factorization system given by bispecial and anchor maps, and if f is
bispecial, then so are its components f0, f1. Then we have adj ∼= ar
1±(eq),
where 1± is the class of bispecial 1-special maps, and the embedding (7.10)
admits a left-adjoint functor
(7.18) l : P (eq)→ adj ⊂ P (eq)
sending an arrow f to the 1-special component f1 of its decomposition (7.17).
For any 2-category C, (7.18) induces a functor l : P (C{eq}) → C{adj} left-
adjoint to the embedding C{adj} ⊂ P (C{eq}).
Now, any lax 2-functor γ : C{eq} → C′ has the canonical decomposition
(6.30), and γ is 0-special if and only if P (γ) inverts maps in P (0) = (s ×
t)∗(Iso×0), where 0 is the class of 0-special maps in C{eq}. If γ = η is the
embedding (7.16), then P (γ) = l is the functor (7.18) that does invert maps
in P (0). Moreover, (7.18) is a localization, with the adjunction map c→ l(c)
in P (0) for any c ∈ P (C{eq}), so that for any γ, P (γ) inverts maps in P (0)
if and only if it factors through l, and the factorization is unique. 
7.3 Combinatorics of adjunction. By Lemma 7.4, the study of coad-
joint pairs reduces in large part to the combinatorics of the 2-category eq.
Let us prove several results in this direction. First, consider the functor
s0 : eq
> → ∆o> of (7.15) for the point 2-category C = pt2. Recall that
objects in eq> can also be described by injective maps a : [n1]→ [n] in ∆
<,
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and let eq1 ⊂ eq ⊂ eq
> be the full subcategory spanned by bispecial a (or
equivalently, by 〈[n], e q〉 ∈ ∆oe({0, 1}) = eq such that e q(0) = e q(n) = 1).
Lemma 7.5. The functor s>0 : eq
> → ∆o> is a cofibration whose every
fiber has an initial object, and eq1 ⊂ eq
> is a subcofibration that contains
all these initial objects.
Proof. Recall that 0-special and 1-special maps in eq> form a factorization
system, in either order (in one of the orders this is (7.17)). Then by Exam-
ple 2.12, we have a cofibration t : ar0(eq<)→ eq>, where ar0(eq>) ⊂ ar(eq>)
is spanned by 0-special arrows, and as in Lemma 3.8, we observe that
ι∗0 ar
0(eq>) ∼= eq>, with the equivalence sending x ∈ eq> to the adjunc-
tion arrow ι0(s0(x))→ x. This equivalence identifies s0 with the cofibration
ι∗0(t), so that s0 is a cofibration. Its fiber eq
>
[m] for some [m] ∈ ∆
o> is then
equivalent to the category of injective maps [m]→ [n], with [m] correspond-
ing to [n0]. The functor (6.31) identifies the opposite to this category with
the left comma-fiber ∆</[m + 1], and by (3.5), this has a terminal object
[0]m+1. Explicitly, the corresponding initial object in eq>[m] is 〈[2m+ 2], e q〉,
where e q is given by
(7.19) el = l + 1 mod 2, l ∈ [2m+ 2] = {0, . . . , 2m+ 2},
so that it manifestly lies in eq1 for any m. Finally, by construction, a map
f : x→ y in eq> is cocartesian with respect to s0 if and only if it is 1-special,
and then if its source x lies in eq1, so does its target, so that eq1 ⊂ eq
> is a
subcofibration by Lemma 2.11 (i). 
Remark 7.6. According to the universal property of the 2-category adj, the
dense subcategory adj♮ ⊂ adj defined by maps cocartesian over ∆
o should
be the category freely generated by the morphisms f , f∨ but without the
adjuntion maps a, a∨ — in other words, adj ∼= ∆o[2]Λ ∼= ∆
oP ([2]λ) is the
simplicial replacement of the path category of the wheel quiver [2]λ with two
vertices 0, 1 and two arrows f : 0 → 1, f∨ : 1 → 0. To see this explicitly,
one can use (7.19). Namely, say that an object 〈[n], e q〉 ∈ eq is alternating
if el+1 = el + 1 mod 2, 0 ≤ l < n. Then alternating objects correspond to
path in the quiver [2]λ, an object 〈[n], e q〉 of the form (7.19) is alternating,
and for any anchor map a : [m] → [n], so is the induced object 〈[m], a∗e q〉.
Now, let a0 be the class of maps in eq of the form a ◦ f with 0-special f
and anchor a. Then we have a factorization system 〈a0, 1±〉 on eq, and
adj ∼= ar1±(eq), so that by Example 2.13, we have
(7.20) adj♮
∼= adj∩P (eq)t∗a0 ⊂ P (eq),
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while (7.18) restricts to a functor l : P (eq)t∗a0 → adj♮ left-adjoint to the
full embedding adj♮ → P (eq)t∗a0. However, Lemma 7.5 immediately shows
that l itself has a left-adjoint p : adj♮ → P (eq)t∗a0. It is automatically fully
faithful, and by (7.19), its essential image is spanned by bispecial arrows in
eq with alternating target. This is exactly ∆oP ([2]λ), in the form (6.18),
and (6.19) provides a functor
(7.21) t : adj♮ → ∆
o
aA([2]λ),
where ∆oaA([2]λ) ⊂ eqa is the full subcategory spanned by alternating ob-
jects.
Next, consider the wreath product eq ≀pt2 of Definition 6.27. We have the
projection to : eq ≀pt2 → ∆o of Example 6.28, with fibers (6.34). By abuse of
notation, let eq1 ≀pt
2 ⊂ eq ≀pt2 be the full subcategory spanned by eqm+11 ⊂
eqm+1 ∼= (eq ≀pt2)[m], [m] ∈ ∆
o. We also have eq ≀pt2 ∼= eq×B[1] by (6.35),
and if we further abuse notation by denoting eq> ≀pt2 = eq>×s
o
ar(∆<)o,
then we have full embeddings eq1 ≀pt
2 ⊂ eq ≀pt2 ⊂ eq> ≀pt2. The projections
(1.6) and (1.5) induce a cofibration so : eq> ≀pt2 → eq> and a fibration
to : eq> ≀pt2 → ∆o> with fibers (eq> ≀pt2)[m] ∼= eq
>(m+1), [m] ∈ ∆o. We also
have an embedding ι0 × id : ar(∆
<)o → eq> ≀pt2 cartesian over ∆o, and the
fiber over each [m] ∈ ∆o>, it has a left-adjoint
(7.22) ψ′m
∼= sm+10 : (eq
> ≀pt2)[m] ∼= (eq
>)m+1 → ar(∆<)o[m]
∼= (∆o>)m+1,
where the last identification is (3.5). By Lemma 2.10 (ii), ι× id then has a
left-adjoint ψ′ : eq>×pt2 → ar(∆<)o over ∆o> that fits into a commutative
square
(7.23)
eq> ≀pt2
so
−−−−→ eq>
ψ′
y ys0
ar(∆<)o
so
−−−−→ ∆o>.
Restricting ψ′ to eq1 ≀pt
2, we obtain functors
(7.24) eq1 ≀pt
2 ψ−−−−→ ar(∆<)o
so
−−−−→ ∆o>,
and we denote their composition by χ.
Lemma 7.7. The composition χ : eq1 ≀pt
2 → ∆o> of the functors (7.24) is
a cofibration, the functor ψ is cocartesian over ∆o>, and each of its fibers
ψ[n], [n] ∈ ∆
o> has a fully faithful left-adjoint ψ†[n].
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Proof. First observe that all the statements hold if we replace eq1 ≀pt
2 with
eq> ≀pt2, and ψ, χ with ψ′, χ′ = so ◦ ψ′. Indeed, s0 in (7.23) is a cofibration
by Lemma 7.5, therefore so is χ′ ∼= s0 ◦ s
o. A map f in eq> ≀pt2 cocartesian
with respect to χ must also be cocartesian with respect to so, this happens
if and only if to(f) is invertible, and since ψ′ commutes with to, to(ψ′(f)) is
then invertible, so that ψ′(f) is cocartesian with respect to so. Dually, s
o
inverts maps cartesian with respect to to, so that for any [n] ∈ ∆o>, both
to : (eq> ≀pt2)[n] → ∆
o> and to : ar(∆<)o[n]
∼= ∆o>/[n]→ ∆o> are fibrations,
and since the latter is discrete, ψ′[n] is also a fibration. But each of its fibers
has an initial object by Lemma 7.5, so it has a fully faithful left-adjoint by
Lemma 2.10 (ii).
Now note that since any map f in eq> ≀pt2 cocartesian over ∆o> is in-
verted by to, it must lie entirely in one of the fibers (7.22), and then by
Lemma 7.5, if its source is in eq1 ≀pt
2 ⊂ eq> ≀pt2, then so is its target.
Therefore eq1 ≀pt
2 ⊂ eq> ≀pt2 is a subcofibration, and ψ is cocartesian over
∆o>. To finish the proof, it remains to observe that by (7.19), all the ini-
tial objects in the fibers of the fibrations ψ[n] also lie in eq1 ≀pt
2, and apply
Example 1.5. 
Note that by Lemma 2.10 (ii),(iv), Lemma 7.7 immediately implies that
ψ is a localization in the sense of Definition 1.7. Since so in (7.24) has a
fully faithful right-adjoint ηo induced by (7.11), it is also a localization by
Example 1.9, and then so is χ = so ∼= ψ. Thus by Example 1.12, for any
functor E : eq1 ≀pt
2 → E to some category E that inverts maps in χ∗ Iso,
χ!E and χ∗E exist, and we have χ!E ∼= χ∗E and E ∼= χ
∗χ!E ∼= χ
∗χ!E. We
also have χ!E ∼= s
o
!ψ!E
∼= ηo∗ψ!E, or the same with ψ∗E instead of ψ!E,
but neither ψ!E not ψ∗E cannot be expressed as a pullback since ψ does
not have an adjoint. For any map f : [m] → [n] in ∆o>, we have the map
ψ†[n] ◦ f! → f! ◦ ψ
†
[m] adjoint to the map (2.7) for ψ, but it goes in the wrong
direction, so that ψ†[n] do not form a functor over ∆
o>. On objects, we still
have canonical isomorphisms
(7.25) ψ!E([n]) ∼= E(ψ
†
[n](η
o([n]))), [n] ∈ ∆o>.
Explicitly, we can think of objects in eq1 ≀pt
2 as triples 〈[n], [n1], p〉 of an
object [n] ∈ ∆<, a subset [n1] ⊂ [n], and a surjective map p : [n] → [m]
to some [m] ∈ ∆<. Then for any [n] ∈ ∆o>, ηo([n]) is the identity arrow
id : [n]→ [n], and by (7.19), ψ†[n] sends it to the triple
(7.26) β([n]) = 〈[n]× [2], [n] × [1], p〉,
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where both [n]× [2] and [n]× [1] are equipped with the lexicographical order,
the embedding [n]× [1] ⊂ [n]× [2] is id×a, where a : [1]→ [2] is the unique
bispecial embeddding, and p is the projection p : [n] × [2] → [n]. However,
if one tries to write down explicitly ψ!(E)(f) for some map f : [n] → [m],
one ends up with a zigzag of length 3.
7.4 Twisting by adjunction. Let us now use the combinatorics of Sub-
section 7.3 to prove a useful general result on coadjoint pairs. First, assume
given a 2-category C, let γ : C[0]{eq} → C[0] → C be the composition of
the projection C[0]{eq} = C[0] × eq → C[0] and the tautological embedding
C[0] → C, and denote W (C) = C[0]{eq} ≀
γ C. We then have γ∗C ∼= C{eq}, and
(6.35) together with (6.37) provide an identification
(7.27) W (C) ∼= C ×t
o
B[1] s
o
× eq .
In particular, we have a cofibration W (C) → eq×s
o
B[1] = eq ≀pt2, and we
can define a full subcategory W (C)1 ⊂W (C) by
(7.28) W (C)1 =W (C)×eq ≀pt2 eq1 ≀pt
2 ∼= C ×t
o
eq1 ≀pt
2.
The functors (7.24) then induce functors
(7.29) W1(C)
id×ψ
−−−−→ ar‡(C>)
t
−−−−→ C>,
where ar‡(C>) ∼= C> ×t
o
ar(∆>)o is the subcategory in ar(C>) spanned by
arrows cartesian with respect to the fibration (1.6), and t is the cofibration
(1.5). Denote the composition of the functors (7.29) by
(7.30) χ : W (C)1 → C
>.
Note thatW (C) is a 2-category equipped with a projection to eq, so it makes
sense to speak of 0-special maps inW (C). By abuse of terminology, say that
a map in W (C)1 is 0-special if it is 0-special as a map in W (C).
Corollary 7.8. The functor (7.30) is a localization in the sense of Defini-
tion 1.7, and the class of 0-special maps is dense in χ∗ Iso.
Proof. Lemma 7.7 implies that (7.30) is a cofibration and ψ × id in (7.29)
is cocartesian over C>, with the same fibers as ψ in (7.24). Then ψ is a
localization by Lemma 2.10 (ii),(iv), and t is a localization since it has a
right-adjoint η : C> → ar‡(C>) induced by (7.11). To see that 0-special
maps are dense, note that the adjunction map Id→ η ◦ t is cocartesian over
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ar(∆<)o, so that the subclass v ⊂ t∗ Iso of maps that are cocartesian over
ar(∆<)o is dense in t∗ Iso. Therefore ψ∗v is dense in χ∗ Iso, and this is exactly
the class of 0-special maps. 
Now assume given a coadjoint pair of functors C′{adj} → C between
2-categories C′, C, and let
(7.31) γ : C′{eq} → C
be the corresponding 0-special lax 2-functor of Lemma 7.4. We then have
the 2-categories γ∗0C, γ
∗
1C, γ
∗C of (6.5), with identifications ι∗l (γ
∗C) ∼= γ∗l C,
l = 0, 1. We also have a 2-functor γ1 : C
′ → C and a lax 2-functor γ0 : C
′ → C,
with the decompositions (6.6) for γ, γ1 and γ0.
Proposition 7.9. The component γ˜ of the decomposition (6.6) of the lax
2-functor (7.31) factors as
(7.32) C′{eq}
γ˜1×id
−−−−→ γ∗1C{eq}
γ⋄
−−−−→ γ∗C,
where γ⋄ is a 0-special lax 2-functor over eq /∆o equipped with an isomor-
phism ι∗1(γ
⋄) ∼= id. Moreover, such a factorization is unique up to a unique
isomorphism.
Proof. Denote W (C′, γ) = C′[0]{eq} ≀
γ[0] C, where the wreath product with
respect to a lax 2-functor is defined by (6.41), and γ[0] is the composition
of γ and the embedding C′[0] ⊂ C
′. Let W (C′, γ)1 = W (C
′, γ) ×eq ≀pt2 eq1 ≀pt
2
as in (7.28). Then we actually have W (C′, γ)1 ∼= W (γ
∗
1C), and on the other
hand, since γ is 0-special, the lax 2-functor W (C′, γ)→ γ∗C of (6.42) is also
0-special. By Remark 7.3, it then induces a functor
(7.33) W (γ∗1C)1
∼=W (C′, γ)1 ⊂W (C
′, γ)→ γ∗C
that sends 0-special maps to 0-special maps, and 0-anchor maps to 0-anchor
maps. Therefore if we compose (7.33) with s0 : γ
∗C → (γ∗0C)
> to obtain a
functor Φ(γ) : W (γ∗1C)1 → (γ
∗
0C)
>, then Φ(γ) inverts 0-special maps, and
therefore by Corollary 7.8, uniquely factors through a functor
(7.34) Θ(γ) = χ!Φ(γ) : γ
∗
1C → (γ
∗
0C)
>.
If we let πl : (γ
∗
l C)
> → ∆o>, l = 0, 1 be the structural cofibrations, then
π0 ◦ Φ(γ) ∼= π1 ◦ χ, so again by uniqueness, Θ(γ) is a functors over ∆
o>
(in particular, it factors through γ∗0C ⊂ (γ
∗
0C)
>). Moreover, if we let a
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be the class of cocartesian liftings of anchor maps in γ∗1C, then maps in χ
∗a
cocartesian over eq are exactly 0-anchor maps, and Φ(γ) sends those to maps
cocartesian over ∆o. Therefore Θ(γ) is a lax 2-functor from γ∗1C to γ
∗
2C. By
virtue of uniqueness, if γ factors through the projection C′{eq} → C′, so
that γ0 ∼= γ1, then Θ(γ) ∼= Id. Moreover, Φ(γ) is obviously functorial with
respect to C′, and then so is Θ(γ): for any 2-functor δ : C′′ → C′, we have a
natural isomorphism
(7.35) Θ(γ ◦ (δ × id)) ∼= δ∗Θ(γ).
Moreover, the functorW (γ˜1) : W (C
′)1 →W (γ
∗
1C)1 induced by γ˜1 : C
′ → γ∗1C
fits into a commutative diagram
W (C′)1
W (γ˜a)
−−−−→ W (γ∗1C)1y yΦ(γ)
C′{eq}
s0−−−−→ (γ∗0C)
>,
where the left vertical arrow is again induced by (6.42), and again by Corol-
lary 7.8, this induces an isomorphism
(7.36) γ0 ∼= Θ(γ) ◦ γ˜1
of lax 2-functors from C′ to γ∗0C.
Now consider the map {0, 1}×{0, 1} → {0, 1} sending l× l′ to max(l, l′),
l, l′ ∈ {0, 1}, and let m : eq×2 eq → eq be the corresponding 2-functor.
Then γm = γ ◦(id×m) defines a coadjoint pair of functors between C
′{eq} =
C′[{0, 1}] and C, so that (7.34) provides a lax 2-functor
(7.37) Θ(γm) : γ
∗
1C{eq} → γ
∗C,
where we identify γ∗m1C
∼= γ∗1C{eq} and γ
∗
m0C
∼= γ∗C. Moreover, say that
a map f in W (γ∗m1C)1 is 00-special if it is cocartesian over eq, and χ(f) is
0-special in γ∗m1C = γ
∗
1C{eq}; then Φ(γm) sends 00-special maps to 0-special
maps, and therefore the lax 2-functor (7.37) is 0-special. Thus if we take
γ⋄ = Θ(γ ◦ (id×m)), with the isomorphism γ⋄ ◦ (γ˜1 × id) ∼= γ˜ provided by
(7.36), we obtain the decomposition (7.32). Moreover, applying (7.35) to
the embedding ι1 : C
′ → C′{eq}, we obtain an isomorphism
(7.38) ι∗1(γ
⋄) ∼= Θ(γm ◦ (ι1 × id)),
and since (id×m) ◦ (ι1× id) : C
′{eq} → C′{eq} factors through the tautolog-
ical projection C′{eq} → C′ ∼= ι1(C
′) ⊂ C{eq}, the target of the isomorphism
(7.38) is the identity functor.
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This proves existence. For uniqueness, assume given some other decom-
position (7.32) of the functor γ˜, and apply the construction above to the
adjoint pair γ⋄. Then (γ⋄)1 = i
∗
1γ
⋄ is identified with id, so that we have
γ⋄ ∼= Θ(γ⋄ ◦ (id×m)) ◦ (id× id) = Θ(γ⋄ ◦ (id×m)), and then (7.35) for the
2-functor δ = γ˜1 × id provides an identification
δ∗γ⋄ ∼= δ∗Θ(γ⋄ ◦ (id×m)) ∼= Θ(γ⋄ ◦ (id×m) ◦ (δ × id)) = Θ(γm).
Since δ is dense, δ∗ = id, so that this reads as γ⋄ ∼= Θ(γm). 
We note that in particular, the functor γ⋄ in the decomposition (7.32)
induces a lax 2-functor
(7.39) Θ(γ) = ι∗0(γ
⋄) : γ∗1C → γ
∗
0C,
equipped with an isomorphism Θ(γ) ◦ γ˜1 ∼= γ˜0, and this is the essential
ingredient of the whole thing (we actually construct it first, in (7.34)). We
call Θ(γ) the twisting functor associated to the coadjoint pair. To compute
its components Θ(γ)[n] more explicitly, one can use (7.25) and (7.26). This
shows that explicitly, the coadjoint pair γ defines an adjoint pair of maps
h : γ0(c) → γ1(c), h
∨ : γ1(c) → γ0(c) for any c ∈ C
′
[0], and for any [m] ∈ ∆,
we have
(7.40) Θ(γ)[m](c) =
m∏
l=1
h∨(bol!c) ◦ a
o
l!(c) ◦ h(b
o
(l−1)!c), c ∈ (γ
∗
1C)[m],
where the product is the product (6.4), and bl : [0]→ [m] is the embedding
onto l ∈ [m]. The maps (2.7) are induced by the adjunction maps between
h and h∨, but writing them down explicitly is hard and probably pointless.
7.5 Iterated adjunction. As an application of Proposition 7.9, let us
give a somewhat more invariant description of the adjunction 2-category
(7.2) of a 2-category C.
As in Example 2.17, let Nat = tw(∆), with its natural cofibration s× t :
Nat → ∆o × ∆, and let Eq = (V o × V )∗ tw(Sets), where V : ∆ → Sets is
the forgetful functor. Both Nat and Eq are ∆-kernels in the sense of Defini-
tion 2.16, and V induces a morphism Nat→ Eq. For any [m] ∈ ∆, the fiber
Eq[n] of the cofibration t : Eq → ∆ is given by Eq[n] = ∆
oe(V ([n])), and
Nat[n] ⊂ Eq[n] is ∆
o[n] = (∆/[n])o, with the embedding induced by the tau-
tological functor id : [n]→ e(V ([n])). In particular, Eq[1] = ∆
oe({0, 1}) = eq
and Nat[1] = nat, with the embedding nat→ eq given by the composition of
the functors (7.4).
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What we want to do is to construct a ∆-kernel Adj that fits in between
Nat and Eq and completes a kernel version of (7.4). In order to do this,
we generalize the description of the 2-category adj in terms of the diagrams
(7.5) and (7.6) given in Subsection 7.1.
To do this, consider the embedding ρ : ∆+ → ∆ with its left-adjoint
λ : ∆ → ∆+ and the composition κ : ∆ → ∆, let b be the class of maps in
∆+ that are bispecial, and define a cofibration C → ∆ by
(7.41) C = λ∗ Idb∗∗ ρ
∗ Eq,
where Eq is also considered as a cofibration over ∆. As in Definition 6.7,
the fibers C[n] of the cofibration (7.41) can be described as in Example 2.14.
By (3.10), we have [n] \ ∆+ ∼= (∆−/[n])
o, and since ∆t ⊂ ∆−, we then
have an embedding vn : ∆t/[n] → ∆−/[n]. This embedding is fully faithful
and left-admissible, with the left-adjoint functor v†n sending a special arrow
f : [m] → [n] to the anchor component a of its decomposition (1.8) for the
anchor/bispecial fatorization system, and the adjunction map id → vn ◦ v
†
n
is bispecial. Since ∆t ∼= N, we can identify [n] ∼= (∆t/[n])
o, and we then
have
(7.42) C[n] = Sec
b((∆−/λ([n]))
o, p∗λ([n])ρ
∗ Eq) ∼= Sec(λ([n]), w∗n Eq),
where we denote
(7.43) wn = ρ ◦ p[n] ◦ v
o
n : [n]→ ∆.
Moreover, for any special map f : [n] → [n′], we have v†on ◦ f∗ ∼= f † ◦ v
†o
n′ ,
where f∗ is the functor (1.2), and by adjunction, this induces a map
a(f) : wn ◦ f
† = ρ ◦ p[n] ◦ v
o
n ◦ f
† → ρ ◦ p[n] ◦ f
∗ ◦ von′
∼= ρ ◦ p[n′] ◦ v
o
n′ = wn′ .
Then in terms of (7.42), the transition functor f! : C[n] → C[n′] for a map
f : [n]→ [n′] is given by f! = a(λ(f))! ◦ θ(f)
∗, where θ is the functor (3.12),
so that θ(f) = λ(f)†. Explicitly, wn : [n]→ ∆ corresponds to the diagram
(7.44) [n]
t†
−−−−→ [n−1]
t†
−−−−→ . . .
t†
−−−−→ [1]
t†
−−−−→ [0]
in ∆, with the maps t† : [l]→ [l−1] adjoint to the embeddings t : [l−1]→ [l],
and the fiber C[n] is opposite to the category of pairs 〈γ, π〉 of a functor
γ : [n+1] = λ([n]) → ∆ and a map π : V (γ) → V (wn+1). For any map
f : [n] → [n′], the transition functor f! : C[n] → C[n′] sends 〈γ, π〉 to θ(f)
∗γ
equipped with the composition map
(7.45) V (θ(f)∗γ)
V (θ(f)∗π)
−−−−−−→ V (θ(f)∗wn+1)
V (a(λ(f)))
−−−−−−−→ V (wn′+1).
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In particular, since θ(f) is bispecial, both γ(n+1) and γ(0) with the projec-
tion π(0) : V (γ(0))→ V (κ([n])) are functorial with respect to 〈γ, π〉. There-
fore sending 〈γ, π〉 to γ(0) × γ(n + 1) defines a functor χ : C → κ∗ Eq×∆o
cocartesian over ∆o. We can then define a category Adj′ by the cartesian
square
(7.46)
Adj′ −−−−→ C
ν′
y yχ
Eq −−−−→ κ∗ Eq×∆o,
where the bottom arrow is the product of the full embedding a! : Eq→ κ
∗ Eq
induced by the adjunction map a : id→ κ, and the full embedding pt→ ∆o
onto [0] ∈ ∆o. Then ν ′ is obviously a cofibration, so that Adj′ is a ∆-
kernel and ν ′ is a morphism of ∆-kernels, while the full embedding Adj′ ⊂ C
is cocartesian over ∆. For any [n] ∈ ∆, the subcategory Adj′[n] ⊂ C[n] is
spanned by pairs 〈γ, π〉 such that γ(n + 1) = [0], and π factors through
V (w′n+1) ⊂ V (wn+1), where w
′
n ⊂ wn is obtained by replacing [n] in (7.44)
with t([n−1]) ⊂ [n]. In particular, Adj′[0] is ∆
o, and adj′ = Adj′[1] is the arrow
category ar(eq).
Now recall that by (7.5), adj is naturally identified with the full subcat-
egory in ar(eq) spanned by bispecial 1-special maps. We can now denote by
ε : pt→ ∆ the embedding onto [1] ∈ ∆, so that we have adj′ ∼= ε∗ Adj′, and
define a category Adj by the cartesian square
(7.47)
Adj
α
−−−−→ Adj′y y
ε∗ adj −−−−→ ε∗ adj
′
where the rightmost vertical arrow is the functor (2.22). Then by definition,
Adj ⊂ Adj′ is a full subcategory and a subcofibration over ∆, and its fiber
Adj[n] ⊂ Adj
′
[n] is spanned by pairs 〈γ, π〉 such that f!〈γ, π〉 ∈ adj for any
f : [n] → [1]. Since Adj[0]
∼= Adj′[0], the condition is empty if f factors
through [0], so that Adj[0]
∼= ∆o and Adj[1]
∼= adj. The functor ν ′ of (7.46)
induces a functor
(7.48) ν : Adj→ Eq,
cocartesian over ∆, whose component ν[1] is identified with ν of (7.4).
Lemma 7.10. The functor (7.48) is a cofibration, and α : Adj → Adj′ of
(7.47) admits a left-adjoint functor β : Adj′ → Adj cocartesian over Eq.
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Proof. For any [n] ∈ ∆, 〈γ, π〉 ∈ Adj′[n], l ∈ [n+1], m ∈ w
′
n+1(l), denote
γ(l)m = γ(l) \ π(l)
−1({0, . . . ,m − 1}) ⊂ γ(l). This defines a decreasing
filtration γ(l) q on γ(l), and by the definition of the functor w′n+1, the map
gl : γ(0)→ γ(l) fits into a cartesian square
(7.49)
γ(0)l
g′l−−−−→ γ(l)1y y
γ(0) −−−−→ γ(l),
where the vertical arrows are the embeddings. If as in Subsection 7.1, we
interpret eqo as the category of injective arrows [n]1 → [n] in ∆, then (7.49)
represents a object ar(eq) ∼= adj′, and by (7.45), this is exactly the object
f!〈γ, π〉 for the unique map f : [n]→ [1] such that l = θ(f)(1) ∈ [n+1]. Then
〈γ, π〉 lies in Adj[n] iff for any l ∈ [n+1], gl : γ(0)→ γ(l) is bispecial and g
′
l is
bijective, so that (7.49) is a square of the form (7.5).
Now, as in the proof of Lemma 7.4, for any 〈γ, π〉 ∈ Adj[n] and l ∈ [n+1],
1 ≤ l ≤ n, we have a unique decomposition
(7.50) γ(0)
bl−−−−→ γ′(l)
al−−−−→ γ(l)
of the map gl such that bl is bispecial and strict and injective on γ(0)l in the
sense of Remark 7.1, and al is a composition of an anchor map and a map
that is strict and injective on γ′(l) \ bl(γ(0)l). But then bl is also strict and
injective on γ(0)l+1 ⊂ γ(0)l, so that by the uniqueness of (7.50), the map
γ′(l)→ γ(l)→ γ(l+ 1) factors through al+1 : γ
′(l+ 1)→ γ(l+ 1). Then all
the maps bl : γ(0)→ γ
′(l) fit together into a functor γ′ : [n+1]→ ∆ equipped
with a map a : γ′ → γ, and 〈γ′, π ◦ V (a)〉 lies in Adj[n] ⊂ Adj
′
[n]. Therefore
sending 〈γ, π〉 to 〈γ′, π ◦ V (a)〉 defines a functor β[n] : Adj
′
[n] → Adj[n] left-
adjoint to α[n] : Adj[n] → Adj
′
[n]. By construction, γ(0) = γ
′(0), so that
β[n] is a functor over Eq[n]. Then by Lemma 2.11 (iii), Adj[n] → Eq[n] is
a cofibration, and β[n] is cocartesian. Finally, again by construction, the
functors β[n] commute with the transition functors f! for all maps f in ∆,
so that to finish the proof, it remains to apply Lemma 2.11 (ii). 
By Lemma 7.10, Adj is a ∆-kernel, and (7.48) is a morphism of ∆-
kernels. In particular, Adj[n] → ∆
o is a cofibration for any [n] ∈ ∆. It turns
out that these cofibrations can be also constructed inductively, starting with
Adj[1] = adj. Namely, assume given a cocartesian square (3.6) with l = 1,
and denote p = s† : [n] → [1], q = t† : [n] → [n−1] (explicitly, p = id on
s([1]) ⊂ [n] and sends the rest to 1 ∈ [1], and q = id on t([n−1]) ⊂ [n]
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and sends the rest to 0 ∈ [n−1]). Moreover, note that we have a map
τ : t∗w′n+1 → wn equal to id at l ∈ [n], l ≥ 1, and to q at l = 0, and sending
〈γ, π〉 to 〈t∗γ, τ ◦ t∗π〉 defines a functor t∗ : Adj[n] → Adj[n−1].
Lemma 7.11. For any n ≥ 2, we have a cartesian square
(7.51)
Adj[n]
t∗×p!−−−−→ Adj[n−1]{adj}
ν[n]
y ys◦(ν[n−1]×id)
Eq[n]
q!×p!−−−−→ Eq[n−1]×
2 eq,
where s is the projection (7.12).
Proof. The cocartesian square (3.6) induces a cocartesian square
[0]>
s>
−−−−→ [l]>
t>
y yt>
[n−l]>
s>
−−−−→ [n]>,
and a functor γ : [n+1] = [n]> → I to any category I is uniquely defined
by its restrictions γ′ = t>∗γ : [l]> → I, γ′′ = s>∗γ : [n−l]> → I, and an
isomorphism t>∗γ′′ ∼= s>∗γ′. In particular, we can take I = ∆. Moreover,
s> and t> are antispecial, thus have right-adjoint functors s>† , t
>
† , and giving
two maps π′ : V (γ′) → V (w′l+1), π
′′ : V (γ′′) → V (w′n−l+1) is equivalent to
giving a single map
(7.52) π = π′ × π′′ : V (γ)→ (t>† )
∗V (w′l+1)× (s
>
† )
∗V (w′n−l+1).
For any set S, denote by S> : [0]> → Sets the functor sending 0 ∈ [0]> to S
and o ∈ [0]> to pt. Then we have s>∗V (w′l+1)
∼= V ([l])>, t>∗V (wn−l+1) ∼=
V ([n−l])>, and if we let a = s ◦ t = t ◦ s : [0] → [n] be the embedding onto
l ∈ [n], and then take l = 1, we have a cartesian square
V (w′n+1) −−−−→ (t
>
† )
∗V (w′2)× (s
>
† )
∗V (w′n)y y
(a>† )
∗V ([n])> −−−−→ (a>† )
∗V ([1])> × (a>† )
∗V ([n−1])>,
where the bottom arrow is induced by p × q : V ([n]) → V ([1]) × V ([n−1]).
Combined with (7.52), this gives the cartesian square (7.51) with Adj′, adj′
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instead of Adj, adj, and then the explicit description of Adj ⊂ Adj′ in terms
of diagrams (7.49) shows that it induces (7.51) on the nose. 
Lemma 7.11 immediately implies by induction that for any [n], the cofi-
bration Adj[n] → ∆
o is a 2-category, and ν[n] : Adj[n] → Eq[n] is a 2-functor.
The functor (7.48) has an obvious fully-faithful right-adjoint
(7.53) η : Eq→ Adj .
Explicitly, an object in Eq[n] ⊂ Eq is a pair 〈[m], π〉, [m] ∈ ∆, π : V ([m])→
V ([n]), and η(〈[m], π〉) is obtained by taking the constant functor γ : [n]→
∆ with value [m], extending it to a functor γ> : [n+1] = [n]> → ∆ sending
o ∈ [n]> to [0], and then extending π to a map π : V (γ>) → V (wn+1).
While η is not cocartesian over the whole ∆, it is obviously cocartesian over
all antispecial maps. Over [1] ∈ ∆, η[1] : eq→ adj is the lax 2-functor (7.11),
and for any [n], we have the base change isomorphism
(7.54) e ◦ η[n] ∼= (η[n−1] × id) ◦ η ◦ e,
induced by (7.51), so that by induction, η[n] is a lax 2-functor for any n.
In general, the projection ν does not have a left-adjoint. However, if we
define a ∆-kernel Adj0 by the cartesian square
Adj0 −−−−→ Adj
ν0
y yν
Nat −−−−→ Eq,
then ν0 does have a left-adjoint δ0 : Nat → Adj0. Namely, Adj0 ⊂ Adj is
spanned by pairs 〈γ, π〉 such that π = V (π′) for a map π′ : γ → w′n+1, so
that for any [n] ∈ ∆, we have an object 〈w′n+1, V (id)〉 ∈ Adj
0
[n]. Then objects
in Nat are arrows f : [m] → [n] in ∆, and δ0 sends f to f!〈w
′
n+1, V (id)〉.
By construction, δ0 is cocartesian over ∆, and it is easy to check using
Lemma 7.10 that it is also cocartesian over ∆o. Therefore composing δ0
with the embedding Adj0 → Adj, we obtain a functor δ : Nat→ Adj that fits
into a diagram
(7.55) Nat
δ
−−−−→ Adj
ν
−−−−→ Eq
of morphisms of ∆-kernels. Over [1] ∈ ∆, it reduces to (7.4). Now for any
2-category C, let
(7.56) Adj (C) = (Adj⊗∆C)♮ ⊂ Adj⊗∆C
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be the cofibration over ∆o with fibers Fun2(Adj[m], C) and transition func-
tors induced by those of the cofibration Adj → ∆. By Example 2.17, the
morphism δ of (7.55) induces a functor Adj (C)→ C♮.
Proposition 7.12. The cofibration Adj (C) → ∆o is a 2-category, and the
functor Adj (C) → C♮ induced by the morphism δ of (7.55) identifies it with
the 2-category (7.2).
Proof. The second claim is by definition true over [0] and [1] ∈ ∆, so it
follows from the first. Also by definition, Adj (C)[0] = C[0] is discrete, so
what we need to check is the Segal condition. By induction on n, it suffices
to consider the squares (3.6) with l = 1. Consider the 2-category Adj[n],
with the embeddings
s : adj = Adj[1] → Adj[n], t : Adj[n−1] → Adj[n],
and the embedding e : Adj[n] → Adj[n−1]{adj} of (7.51). Denote by S =
V ([n−1]) the set of objects of the 2-category Adj[n−1], with the embedding
S = Adj[n−1],[0] → Adj[n−1], and let p0 : S × adj → Adj[n] be the adjoint
pair given by s on 0× adj and by the constant projection onto i on i× adj,
i ∈ S \ {0}. Then by Proposition 7.9 and Lemma 7.4, p0 extends uniquely
to a 2-functor p : Adj[n−1]{adj} → Adj[n] such that p ◦ e
∼= id. Now assume
given a 2-functor F : Adj[n−1] → C and an adjoint pair γ : adj → C with
γ(1) = F (0), and let E be the groupoid of 2-functors F ′ : Adj[n] → C
equipped with isomorphisms s∗F ′ ∼= γ and t∗F ′ ∼= F . Extend γ to an adjoint
pair γ′ : S × adj → C given by γ on 0 × adj and by the constant projection
onto F (i) ∈ C[0] on i × adj, i ∈ S \ {0}. Let l : Adj[n−1] → Adj[n−1]{adj}
be induced by the embedding pt → adj onto 1 ∈ adj[0], let r : S × adj =
S{adj} → Adj[n−1]{adj} be induced by the embedding S → Adj[n−1], and
let P be the category of 2-functors F ′′ : Adj[n−1]{adj} → C equipped with
isomorphisms l∗F ′′ ∼= F , r∗F ′′ ∼= γ′. Then the 2-functors e and p induce
functors p∗ : E → P , e∗ : P → E such that e∗ ◦ p∗ ∼= Id, so that E is a
retract of P . But by Lemma 7.4 and Proposition 7.9, we have P ∼= pt. 
8 Enriched categories.
8.1 Categories and modules. Fix a category C equipped with a unital
monoidal structure BC in the sense of Definition 6.18. Recall that for any set
S, we have the small category e(S) of Subsection 3.1 (objects are elements
s ∈ S, and there is exactly one morphism between any two objects).
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Definition 8.1. A a small C-enriched category with a set of objects S is
a lax 2-functor A from e(S) to BC. A functor between small C-enriched
categories 〈S,A〉 and 〈S′, A′〉 is a pair 〈f, g〉 of a map f : S → S′ and a
morphism g : A→ ∆o(e(f))∗A′.
Remark 8.2. Explicitly, defining A amounts to giving an object A(s, s′) in
BC[1] ∼= C for any s, s
′ ∈ S and equipping them with the composition and
unity maps; thus Definition 8.1 is a repackaging of the usual notion of a
category enriched over C.
Example 8.3. If S = pt is a one-element set, then a C-enriched category
〈S,A〉 is the same thing as a unital associative algebra object in C. In
particular, the unit object 1 ∈ C is tautologically an algebra, and it defines
the point C-enriched category ptC . For any 〈S,A〉 and object s ∈ S, we have
the tautological functor is : ptC → 〈S,A〉 given by the embedding pt → S
onto s and the unit map 1→ A(s, s).
Definition 8.4. The opposite category 〈S,A〉o to a small C-enriched cate-
gory 〈S,A〉 is the Cι-enriched category 〈S,A〉o = 〈S,Aι〉, where Aι = ι ◦ A,
and Cι is C with the opposite monoidal structure BCι = ι∗BC.
Assume given a small C-enriched category 〈S,A〉. To define modules over
A, recall that we have the functor κ : ∆→ ∆ equipped with the adjunction
map a : id→ κ of (3.8). The transition functor ao! for the opposite map then
provides a functor ao! : κ
o∗BC → C cocartesian over ∆o.
Definition 8.5. A right module M over a small C-enriched category 〈S,A〉
is a functor M : ∆oe(S) → κo∗BC over ∆ cocartesian over all left-anchor
maps so and equipped with an isomorphism ao! ◦M
∼= A.
Remark 8.6. More generally, one can replace κo∗BC with a C-module M
in the sense of Definition 6.30, and develop the theory of 〈S,A〉-modules
with values in M. We will not need this.
Recall that ∆oe(S)[0] is the set S itself, so that a right A-module M
defines an object M(s) ∈ BC[1] ∼= C for any s ∈ S; the rest of the structure
equips these objects with the right actions of A(s, s′) ∈ C. The correspon-
dence M 7→M(s) is functorial in M , in that we have a functor
(8.1) A-mod→ C, M 7→M(s),
where A-mod is the category of right A-modules, and a similar functor for
left A-modules.
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Lemma 8.7. For any small C-enriched category 〈S,A〉, the functor (8.1)
admits a left-adjoint functor C → A-mod, V 7→ Vs.
Proof. For any small category I and object i ∈ I, let ∆o+Ii = (∆
oI)i =
∆o+N(I)i, where (∆
oI)i resp. N(I)i are as in (6.13) resp. (3.17), and recall
that if i ∈ I is initial, then λo∗∆o+Ii
∼= ∆oI. As in Lemma 3.2 and in (6.14),
this gives an embedding λ(i) : ∆oI → ∆o+I left-adjoint to the embedding
ρ(i) : ∆o+Ii ⊂ ρ
o∗∆oI → ∆oI, and the opposite functor λo(i) is then right-
adjoint to the opposite functor ρo(i).
Now recall that every s ∈ e(S) is initial, and denote by A-mods the
category of functors M : ∆o+e(S)s → ρ
o∗κo∗BC over ∆o+, cocartesian over
all anchor maps and equipped an isomorphism ρo∗(ao! ◦M)
∼= ρo∗A. Then the
adjunction map ρ ◦ κ = ρ ◦ λ ◦ ρ→ ρ provides an identification ρo∗κo∗BC ∼=
C × ρo∗BC, with the projection onto the second factor given by ao! , so that
M ∈ A-mods is completely defined by its first component
(8.2) Ms : ∆
o
+e(S)s → C
that has to be cocartesian over all anchor maps. Since ∆o+e(S)s has a ter-
minal object o, and the map e→ o is an anchor map for any e ∈ ∆o+e(S)s,
evaluating at o gives an equivalence A-mods ∼= C. In terms of this equiva-
lence, the functor (8.1) is given by the pullback functor ρo(s)∗. Since ρo(s)
has a right-adjoint λo(s), the left Kan extension ρo(s)∆
o
! exists and is given
by (2.6) that reads as
(8.3) ρo(s)∆
o
!
∼= ao! λ
o(s)∗.
Since a is an anchor map and A is a lax 2-functor, this implies that
(8.4) ρo(s)∆
o
! ρ
o(s)∗A ∼= A,
and then for any V ∈ C that corresponds to some V +s under the equivalence
C ∼= A-mods, the functor
(8.5) Vs = ρ
o(s)∆
o
! V
+
s = a
o
! λ
o(s)∗V +s
comes equipped with an isomorphism
ao! ◦ Vs
∼= ρo(s)∆
o
! (a
o
! ◦ V
+
s )
∼= ρo(s)∆
o
! ρ
o(s)∗A ∼= A,
thus defines an 〈S,A〉-module. Sending V to Vs ∈ A-mod then gives our left
adjoint. 
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For an alternative description of right A-modules, consider the nerve
N(e(S)) of the small category e(S), and note that the left Kan extension
κo!N(e(S)) exists and is naturally identified with the nerve N(e(S)
<). The
category e(S)< is in turn naturally identified with e(S+/[1]), where S+ =
S⊔{o} is equipped with the map S+ → [1] sending o to 0 ∈ [1] and S ⊂ S+ to
1 ∈ [1], so we have a projection τ : e(S)< = e(S+/[1])→ [1]. This projection
induces a projection ∆oe(S+/[1]) → ∆
o[1] = nat ⊂ eq, so it makes sense to
speak about 1-special maps in ∆oe(S+/[1]) in the sense of Subsection 7.2.
Then by adjunction, right A-modules M correspond bijectively to 1-special
lax 2-functors
(8.6) M † : ∆oe(S+/[1])→ BC
equipped with an isomorphism M †|∆oe(S) ∼= A. In these terms, an element
s ∈ S with the embedding map is : s→ S defines a section i
<
s : [1] = [0]
< →
e(S)< ∼= e(S+/[1]) of the projection τ , and the functor (8.1) is given by the
evaluation at the corresponding object 〈[1], i<s 〉 ∈ ∆
o(e(S+/[1])).
Definition 8.8. For any enriched category 〈S,A〉 over C, a right A-module
M is representable if M ∼= 1s for some s ∈ S, where 1 ∈ C is the unit object,
and polyrepresentable if M ∼= Vs, s ∈ S, V ∈ C, where Vs and 1s are as in
(8.5). Moreover, M is ind-representable resp. ind-polyrepresentabe if it is a
filtered colimit of representable resp. polyrepresentable modules.
Example 8.9. Assume given a commutative ring k, and let C = k-mod
be the category of k-modules, with its usual tensor structure. Then a C-
enriched small category A is the same thing as a k-linear small category
in the sense of Subsection 1.4, and right A-modules are k-linear functors
A → k-mod. Representable modules correspond to representable functors.
If A is a k-algebra considered as a k-linear category with one object, then
right modules are the right modules in the usual sense, and a right module is
polyrepresentable resp. ind-polyrepresentable iff it is free (that is, of the form
V ⊗k A for some V ∈ k-mod) resp. flat. If we consider the category P (A)
of finitely generated projective left modules over a flat k-algebra A, then
P (A)-modules are the same thing as A-modules, and a right P (A)-module
is representable resp. ind-representable iff the corresponding A-module M
is finitely generated projective resp. flat.
We will also need a covariant version of the Yoneda Lemma similar to
(1.26) and (1.27). Namely, for any small C-enriched category 〈S,A〉, define a
left module N over 〈S,A〉 as a right module over the opposite category 〈S,A〉ι
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of Definition 8.4. Equivalently, N is given by a functor N : ∆oe(S) →
κo∗ι BC over ∆
o cocartesian over all right-anchor maps and equipped with
an isomorphism aoι! ◦ N
∼= A. Now, the functorial square (3.9) induces an
equivalence κo∗♭ BC
∼= κo∗BC×BC κ
∗o
ι BC, and for any right 〈S,A〉-moduleM ,
we can consider the functor
(8.7) M ⊠A N = ζ(o) ◦ (M ×A N) : ∆
oe(S)→ κo∗♭ BCo
∼= BCκo
♭
(o)
∼= C,
where we extend κ♭ to ∆
<, and ζ(o) is the functor (2.1) for the cofibra-
tion κo∗♭ BC → ∆
o>. We then define the tensor product M ⊗A N ∈ C as
colim∆oe(S)M ⊠A N , if the colimit exists.
Lemma 8.10. For any C-entiched category 〈S,A〉, left 〈S,A〉-module N ,
and ind-polyrepresentable right 〈S,A〉-module M , the tensor product M⊗AN
exists, and if M ∼= Vs is polyrepresentable, then M ⊗A N ∼= V ⊗N(s).
Proof. Since colimits over ∆oe(S) commute with filtered colimits, it suffices
to consider the case when M = Vs is polyrepresentable. By (8.5), we have
M ∼= ρo(s)∆
o
! V
+
s , where the Kan extension functor ρ
o(s)∆
o
! is given by (8.3).
Since the map a is right-anchor, and both A and N are cocartesian over
right-anchor maps, we have A ∼= ρo(s)∆
o
! ρ
o(s)∗A, N ∼= ρo(s)∆
o
! ρ
o(s)∗N , and
M ⊠A N ∼= ρ
o(s)∆
o
! (ζ(o) ◦ (V
+
s ×ρo(s)∗A ρ(s)
∗N)),
so that
M ⊗A N ∼= colim∆o+e(S)s(ζ(o) ◦ (V
+
s ×ρo(s)∗A ρ(s)
∗N)),
Since ∆o+e(S)s has a terminal object 〈[0], s〉, the colimit exists and coincides
with N(s). 
8.2 Morita 2-categories: the construction. Non-empty small C-en-
riched categories 〈S,A〉 form a category that we denote by Cat(C). In the
situation of Example 8.9, more is true: small k-linear categories and k-
linear functors between them form a 2-category, and one can define a larger
“Morita 2-category” by allowing general bimodules instead of functors. To
construct these 2-categories formally and in full generality, it is convenient
to encode the fibers of the corresponding cofibrations over ∆o by using the
Grothendieck construction (that is, iterating the cylinder construction of
Example 2.1). This uses augmented sets of Subsection 3.1.
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Definition 8.11. For any monoidal category C and any pre-ordered set J ,
a J-augmented C-enriched small category is the pair 〈S/J,A〉 of a proper
J-augmented set S and a lax 2-functor A : ∆oe(S/J)→ BC.
Example 8.12. For any order-preserving map f : J ′ → J and small C-
enriched category 〈S/J,A〉, we have the induced J ′-augmented set f∗S =
S ×fJ J
′, with the natural map fS : f
∗S → S, and the induced small C-
enriched category f∗〈S/J,A〉 = 〈f∗S/J ′,∆o(e(fS))
∗A〉.
We will be mostly interested in [n]-augmented enriched categories for
ordinals [n] ∈ ∆. To consider them all at once, denote by Sets′ ⊂ Sets the
full subcategory of non-empty sets, and consider the cofibrations E Sets′ ⊂
E Sets → ∆o of Example 6.4. For any [n] ∈ ∆, the fiber E Sets[n] is
naturally identified with the category Sets /[n] of [n]-augmented sets, and
E Sets′[n] ⊂ E Sets[n] is spanned by proper [n]-augmented sets. We also
have the cofibration ϕ : E Sets+ → E Sets
′ of (6.8), and for any proper
[n]-augmented set S/[n], the right comma-fiber S \ϕ E Sets+ is naturally
identified with the simplicial replacement ∆oe(S/[n]) of the corresponding
category e(S/[n]). We can then consider the category e∗ϕa∗∗π
∗BC, where
π : E Sets+ → ∆
o is the structural cofibration, a is the class of cocartesian
liftings of anchor maps, and e : E Sets′Id → E Sets
′ is induced by the em-
bedding Sets′Id → Sets
′. By definition, e∗ϕa∗∗π
∗BC is cofibered over E Sets′Id,
hence also over ∆o, so we can replace it with its tightening, and let Aug(C) be
the reduction of the resulting cofibered category in the sense of Remark 6.5.
For any [n] ∈ ∆, the objects in the fiber Aug(C)[n] are [n]-augmented C-
enriched small categories in the sense of Definition 8.11. The transition func-
tor f o! corresponding to a map f : [n
′]→ [n] in ∆ sends an [n]-augmented C-
enriched category 〈S/[n], A〉 to f∗〈S/[n], A〉 = 〈f∗S/[n′],∆o(fS)
∗A〉, where
f∗S = S ×f[n] [n
′], with the natural map fS : e(f
∗S/[n′]) = f∗e(S/[n]) →
e(S/[n]). The evaluation functor (2.23) induces a functor
(8.8) ev : e∗E Sets+×E Sets′Id Aug(C)→ BC
over ∆o, and it is cocartesian over all anchor maps.
Definition 8.13. For any unital monoidal category C, a C-enrichment of
a 2-category C′ is the pair 〈S,A〉 of a functor S : C′[0] → Sets
′ and a lax
2-functor A : C′[S]→ BC, where C′[S] is the 2-category (6.7).
Example 8.14. A C-enrichment of the trivial 2-category pt2 is the same
thing as a small C-enriched category 〈S,A〉 in the sense of Definition 8.1.
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Lemma 8.15. For any unital monoidal category C and 2-category C′ equip-
ped with a C-enrichment 〈S,A〉 in the sense of Definition 8.13, there exists
a unique pair of a functor
(8.9) Y(S,A) : C′ → Aug(C),
cocartesian over E SetsId, and an isomorphism Y(S,A)
∗ ev ∼= A, where ev is
the functor (8.8).
Proof. Immediately follows from (2.24). 
Now note that for any partially ordered set J and J-augmented C-
enriched category 〈S/J,A〉 in the sense of Definition 8.11, Definition 8.5 can
be repeated verbatim with e(S) replaced by e(S/J), so that in particular,
we have the notion of a right 〈S/J,A〉-module M . For any order-preserving
map f : J ′ → J and right 〈S/J,A〉-module M , f∗M = ∆o(fS)
∗M is a right
module over f∗〈S/J ′, A〉. Moreover, if J has the smallest element o ∈ J ,
then any s ∈ So ⊂ S in the fiber over o ∈ J is still an initial object in
e(S/J), so that Lemma 8.7 works with the same proof, and we have the
objects Vs, V ∈ C, s ∈ So ⊂ S. We can then repeat Definition 8.8 verbatim
(but limited to s ∈ So ⊂ S). Now, for any j ∈ J
′, we have the full embed-
ding εj : j \ J → J of the right comma-fiber j \ J , and for any j
′ ≥ j, we
have an embedding εj,j′ : j
′ \ J → j \ J . Then any j ∈ J is an initial object
in j \ J , and we can make the following.
Definition 8.16. For any partially ordered set J , an J-augmented small C-
enriched category 〈S/J,A〉 is a iterated cylinder resp. polycylinder resp. ind-
cylinder resp. ind-polycylinder if for any j ≤ j′ ∈ J and representable right
ε∗j 〈S/J,A〉-module M , the right ε
∗
j′〈S/J,A〉-module ε
∗
j,j′M is representable
resp. polyrepresentable resp. ind-representable resp. ind-polyrepresentable.
Remark 8.17. Explicitly, Definition 8.16 means that if 〈S/J,A〉 is an iter-
ated polycylinder, then for any j ≤ j′ ∈ J and s ∈ Sj, we have ε
∗
j,j′1s
∼= Vs′
for some V ∈ C and s′ ∈ Sj′ . But then for any V
′ ∈ C, we have ε∗j,j′V
′
s
∼=
(V ′ ⊗ V )s, so that a polyrepresentable module also restricts to a polyrep-
resentable module. Moreover, ε∗j,j′ commutes with filtered colimits, so that
the same holds for ind-cylinders and ind-representable modules, and then
ind-polycylinders and ind-polyrepresetable modules.
Example 8.18. If C = Sets is the category of sets, with the cartesian prod-
uct, then a J-augmented small C-enriched category is the same thing as a
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small category A equipped with a functor A → J with non-empty fibers,
and it is an iterated cylinder if and only if the functor is a cofibration. For
J = [n], this is the same notion as in Subsection 3.4.
Example 8.19. For any small C-enriched category 〈S,A〉 and right 〈S,A〉-
module M , the corresponding lax 2-functor (8.6) defines a small [1]-aug-
mented C-enriched category. It is a cylinder resp. a polycylinder if M is
representable resp. polyrepresentable. We also have a small [1]-augmented C-
enriched category defined by ι∗M † : ∆oe(S+/[1])
o → BC. Since all modules
over the unit enriched category ptC of Example 8.3 are polyrepresentable,
ι∗M † is always a polycylinder; however, it is cylinder only if M(s) ∼= 1 ∈ C
for any s ∈ S.
Proposition 8.20. Let Cat(C) ⊂ Aug(C) resp. Mor (C) ⊂ Aug(C) be the
full subcategories spanned by cylinders resp. polycylinders. Then the in-
duced projections Cat(C),Mor (C) → ∆o are 2-categories in the sense of
Definition 6.1. Moreover, assume that C has all filtered colimits, and the
tensor product preserves them. Then the same holds for the full subcate-
gories Cat∗(C) and Mor ∗(C) in Aug(C) spanned by ind-cylinders and ind-
polycylinders.
The proof of Proposition 8.20 is somewhat technical, so we postpone it
until Subsection 8.3, and first make two remarks that do not depend on the
specifics of the proof. Firstly, a lax monoidal functor γ : C′ → C between
unital monoidal categories C, C′ obviously induces a functor Aug(C′) →
Aug(C) cocartesian over ∆o. Moreover, γ sends cylinders to cylinders, and
ind-cylinders to ind-cylinders if it is continuous, so that we have 2-functors
(8.10) γ : Cat(C′)→ Cat(C), γ : Cat∗(C′)→ Cat∗(C).
If γ is not just lax monoidal but monoidal, then it also sends polycylinders to
polycylinders, and ind-polycylinders to ind-polycylinders if it is continuous,
so that we have 2-functors
(8.11) γ :Mor(C′)→Mor (C), γ :Mor ∗(C′)→Mor∗(C).
Secondly, for a fixed C and any [n] ∈ ∆, C-enrichments of e([n]/[n]) ∼= [n] are
lax 2-functors from [n] to BC. In particular, a 2-functor from [n] to BC gives
an enrichment, and these correspond to objects in BC[n]. This gives a functor
BC → Aug(C) cocartesian over ∆o. Any such [n]-augmented C-enriched
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category is tautologically an iterated polycylinder, so the embedding factors
through Mor (C) ⊂ Aug(C), and we get a fully faithful 2-functor
(8.12) ptC : BC →Mor (C) ⊂Mor
∗(C).
Informally, it identifies BC with the full 2-subcategory in Mor(C) spanned
by the unit enriched category ptC of Example 8.3.
8.3 Morita 2-categories: the proof. We now prove Proposition 8.20.
For any [n] ∈ ∆, [n]-augmented C-enriched category 〈S/[n], A〉, and l ∈ [n],
we have the C-enriched category 〈Sl, Al〉 = a
∗
l 〈S/[n], A〉, where al : [0]→ [n]
is the embedding onto l. Assume given such a 〈S/[n], A〉, and consider the
embedding t : [n−1]→ [n].
Lemma 8.21. The following conditions are equivalent.
(i) 〈S/[n], A〉 is an iterated cylinder, resp. polycylinder, resp. ind-polycy-
linder, resp. ind-polycylinder.
(ii) t∗〈S/[n], A〉 is an iterated cylinder, resp. polycylinder, resp. ind-poly-
cylinder, resp. ind-polycylinder, and for any representable 〈S/[n], A〉-
module 1s, s ∈ S0, the module Ms = t
∗1s is representable, resp. poly-
representable, resp. ind-representable, resp. ind-polyrepresentable.
Proof. For any order-preserving map f : J ′ → J , the pullback f∗ of Ex-
ample 8.12 obviously preserves the cylinder conditions of Definition 8.16, so
(i)⇒(ii) is obvious. In the other direction, we have to check a condition for
any j ≤ j′ ∈ [n]. If j ≥ 1, it follows from the first part of (ii), if j = 0 and
j′ = 1, it is the second part on the nose, and if j = 0 but j′ ≥ 2, combine
both parts and Remark 8.17. 
To see explicitly the modules Ms of Lemma 8.21 (ii), it is convenient to
use the cofibration (3.19) associated to the left-closed embedding e(S0) ⊂
e(S/[n]). Its fibers are given by (3.21), and in particular, for any s ∈ S0, the
fiber over 〈[0], s〉 is naturally identified with ∆o>e(t∗S/[n−1]). This gives an
embedding js : ∆
oe(t∗S/[n−1]) → ∆oe(S/[n]) that fits into a commutative
square
(8.13)
∆oe(t∗e(S/[n−1]))
js
−−−−→ ∆oe(S/[n])y y
∆o
κo
−−−−→ ∆o,
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where the vertical arrows are structural cofibrations. We then have
(8.14) Ms ∼= j
∗
sA,
where j∗sA : ∆
oe(t∗S/[n−1])→ κo∗BC is induced by the lax 2-functor A.
Now consider a square (3.6) and the category ∆o[n] ∼= (∆/[n])o, and let
∆o[n]l ⊂ ∆o[n] be the full subcategory spanned by maps f : [m]→ [n] whose
image contains l ∈ [n]. Moreover, (3.6) induces left-closed full embeddings
∆o[l] → ∆o[n], ∆o[n−l] → ∆o[n]; let ∆o[n]≤l,∆o[n]≥l ⊂ ∆o[n] be their
essential images, and let
(8.15) ∆o[n]l0 = ∆
o[n]≤l ∪∆o[n]≥l, ∆o[n]l1 = ∆
o[n]l0 ∪∆
o[n]l.
For any [n]-augmented set S/[n], the simplicial replacement ∆oe(S/[n])
comes equipped with a projection π : ∆oe(S/[n]) → ∆o[n], and we can
let ∆oe(S/[n])l = ∆o[n]l ×∆o[n] ∆
oe(S/[n]), and similarly for ∆oe(S/[n])≤l,
∆oe(S/[n])≥l, ∆oe(S/[n])l0, and ∆
oe(S/[n])l1. If we denote S
≤l = s∗S,
S≥l = t∗S, then we have ∆oe(S/[n])≤l ∼= ∆oe(S≤l/[l]), ∆oe(S/[n])≥l ∼=
∆oe(S≥l/[n−l]), and
(8.16) ∆oe(Sl) ∼= ∆
oe(S/[n])≤l ∩∆oe(S/[n])≥l ⊂ ∆oe(S/[n])l0.
We also have full embeddings
(8.17) ∆oe(S/[n])l0
α
−−−−→ ∆oe(S/[n])l1
β
−−−−→ ∆oe(S/[n])
over ∆o. The projection π : ∆oe(S/[n])l0 → ∆
o is a cofibration but not a
2-category. The projection π : ∆oe(S/[n])l1 → ∆
o is not even a cofibration,
but it is a cofibration over all anchor maps, and the embeddings (8.17) are
cocartesian over anchor maps. By abuse of terminology, we will use the
term lax 2-functor to also signify a functor from ∆oe(S/[n])l0 or ∆
oe(S/[n])l0
over ∆o that is cocartesian over anchor maps. Note that by Example 3.3,
giving such a lax 2-functor A0 : ∆
oe(S/[n])l0 → BC is equivalent to giving
lax 2-functors A≤l0 : ∆
oe(S/[n])≤l → BC, A≥l0 : ∆
oe(S/[n])≥l → BC and an
isomorphism between their restrictions to the subcategory (8.16).
Lemma 8.22. (i) In the notation and assumptions above, for any lax 2-
functor A0 : ∆
oe(S/[n])l0 → BC, the right Kan extension α∗A0 exists
and is a lax 2-functor, while for any lax 2-functor A1 : ∆
oe(S/[n])l1 →
BC, the adjunction map A1 → α∗α
∗A1 is an isomorphism.
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(ii) Assume that 〈s∗S/[l], A≤l0 〉 is an iterated ind-polycylinder, and let A1 =
α∗A0. Then the left Kan extension β
∆o
! A1 exists and is a lax 2-functor.
(iii) Finally, for any iterated ind-polyclynider 〈S/[n], A〉, the adjunction
map β∆
o
! β
∗A→ A is an isomorphism
Proof. For (i), note that for any [m] ∈ ∆ and anchor map f : [m] → [n],
the embedding ∆o>e(f∗S/[m])→ ∆o>e(S/[n]) admits a left-adjoint functor
µ(f) provided by Lemma 3.8. In particular, this applies to the maps s, t,
a = s ◦ t = t ◦ s in (3.6), and if we let µ≤l = µ(s), µ≥l = µ(t), µl = µ(a),
then any object x ∈ ∆o>e(S/[n]) fits into a commutative square
(8.18)
x −−−−→ µ′′(x)y y
µ′(x) −−−−→ µl(x).
If x lies in ∆oe(S/[n])l1 \ ∆
oe(S/[n])0, then (8.18) is actually a square in
∆oe(S/[n])l1 ⊂ ∆
o>e(S/[n]), and all its maps are anchor maps. Moreover,
the oppposite square defines a standard functor c : V → ∆e(S/[n])l0 in the
sense of Remark 6.3 equipped with an exact x-augmentation. The corre-
sponding embedding c : V → ∆e(S/[n])l0/x of (1.11) is left-admissible, so we
obtain a framing for the functor αo in the sense of Lemma 1.14, and if we
use this framing to compute A1 = α∗A0, we see that it exists by Remark 6.3.
Moreover, the square (8.18) provides an isomorphism
(8.19) A1(x) ∼= A
≤l
0 (µ
≤l(x)) ×Al0(µl(x))
A≥l0 (µ
≥l(x)),
where Al : ∆oe(Sl) → BC is the common restriction of A
≤l
0 and A
≥l
0 . The
square (8.18) is functorial in x, and since µl, µ≤l, µ≥l send anchor maps to
anchor maps, A1 is cocartesian over anchor maps. Again by Remark 6.3, it
is also unique with this property.
For (ii), let L resp. R be the classes of those maps in ∆o[n] ∼= (∆/[n])o
that are bijective over l ∈ [n] resp. [n] \ {l} ⊂ [n], and note that by
Example 1.2, 〈L,R〉 is a factorization system on ∆o[n]. Moreover, for
any x ∈ ∆oe(S/[n]) \ ∆oe(S/[n])l, the functor µl induces an equivalence
∆oe(Sl) ∼= ∆
oe(S/[n])l/π∗Rx, and ∆
oe(S/[n])l/π∗Rx ⊂ ∆
oe(S/[n])l/x is left-
admissible by Example 1.6, so that we obtain a collection of functors
(8.20) ε(x) : ∆oe(Sl)→ ∆
oe(S/[n]), x ∈ ∆oe(S/[n]) \∆oe(S/[n])l
equipped with admissible augmentations ε(x)> sending o to x. By Re-
mark 1.13, this gives a framing for the embedding ∆oe(S/[n])l ⊂ ∆oe(S/[n]).
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Moreover, if x 6∈ ∆oe(S/[n])l1, then ∆
oe(S/[n])l1/x = ∆
oe(S/[n])l/x, so that
we also obtain a framing for the embedding β. Then by Lemma 1.14 (i) and
(2.4), we have
(8.21) β∆
o
! A1(〈[m], e q〉) = colim∆oe(Sl)A
ε
1(〈[m], e q〉),
for any 〈[m], e q〉 ∈ ∆oe(S/[n]) \∆oe(S/[n])l1, where we denote
(8.22) Aε1(〈[n], e q〉 = ζ([m]) ◦ ε(〈[m], e q〉)
∗A1 : ∆
oe(Sl)→ BC[m],
and we have to prove that the colimits in (8.21) exist.
Indeed, by (6.4), we have BC[m] ∼= C
m, and it suffices to prove that
colimits in (8.21) exist after projecting to each factor C. The projections are
given by the transition functors with respect to anchor maps a : [1] → [m],
and since A1 is a lax 2-functor, we have a
o
! ◦ A
ε
1(〈[m], e q〉
∼= Aε1(〈[1], a
∗e q〉),
so may assume right away that [m] = [1]. Moreover, the map f = π ◦ e q :
[m] → [n] factors through [n′] = f([m]) ∪ {l} ⊂ [n], and since iterated
ind-polycylinders are preserved by pullbacks, we may replace [n] with [n′]
without changing anything, so that we may further assume that [n] = [2]. If
l = 0 or l = 2, Aε1(〈[1], e q〉) is constant, and since the simplicial set N(e(Sl))
is contractible, there is nothing to prove. If l = 1, then by (8.14) and (8.19),
we have
A∗1ε(〈[1], e q〉)
∼=Ms ⊠Al N,
where N is a left 〈Sl, A
l〉-module, s = e0, andMs is the right 〈Sl, Al〉-module
of Lemma 8.21 (ii) for 〈S≤1, A≤1〉. Then the colimit exists by Lemma 8.10.
For (iii), by Lemma 1.14 (ii), we have to check that for any 〈[m], e q〉 in
the complement ∆oe(S/[n]) \∆oe(S/[n])l1, the augmented functor
(8.23) Aε(〈[m], e q〉) = ζ([m]) ◦ ε(〈[m], e q〉)∗>A : ∆
o>e(Sl)→ BC[m]
is exact. It suffices to prove that it is a filtered colimit of functors contractible
in the sense of Definition 3.1. We again can project to components of the
decomposition BC[m] ∼= C
m, and all projections but one are constant, thus
extend to any contraction of N(e(Sl)). Thus as in the proof of (ii), we may
assume that [m] = [1], [n] = [2] and l = 1. Then if we again let s = e0, the
embedding ε(〈[1], e q〉) factors through the embedding js : ∆
oe(S≥1/[1]) →
∆oe(S/[2]) of (8.14), and by Lemma 8.21 (ii), the ∆oe(S≥1/[1])-moduleMs is
ind-polyrepresentable. If M ∼= Vs′ , V ∈ C, s
′ ∈ S1 is polyrepresentable, then
by (8.5) and (8.14), ζ([1])◦j∗sA extends to the category ∆
o
+e(S
≥1/[1])s′ , and
then Aε(〈[1], e q〉) extends to ∆o+e(S1)s′ , so that it is a contractible functor.
In the general case, it is a filtered colimit of such. 
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Corollary 8.23. Assume given an iterated ind-polycylinder 〈S/[n], A〉, and
let ∆ope(S/[n]) ⊂ ∆
o
+e(S/[n]) be the opposite categories to the categories of
(3.20), with the embedding functor β : ∆ope(S/[n])→ ∆
o
+e(S/[n]). Then the
adjunction map β∆
o
! β
∗A→ A is an isomorphism.
Proof. Use the same induction as in the first claim of Lemma 3.9, and
replace its second claim with Lemma 8.22. 
Proof of Proposition 8.20. Since all the cylinder conditions of Definition 8.16
are stable by pullbacks, all the subcategories in question are subcofibra-
tions by Lemma 2.11 (i). Their fibers over [0] ∈ ∆o are discrete, so it
suffices to check the Segal condition. For any square (3.6), any triple of
augmented sets S≤l/[l], S≥l/[n−l] and a set Sl equipped with isomorphisms
Sl ∼= S
≤l
l
∼= S≥l0 define an [n]-augmented set S = S
≤l ⊔Sl S
≥l. Then lax
2-functors A≤l : ∆oe(S≤l/[l]), A≥l : ∆oe(S≥l/[l]) together with an isomor-
phism between their restrictions to the subcategory (8.16) define a lax 2-
functor A0 : ∆
oe(S/[n])l0 → BC that uniquely extends to a lax 2-functor
A1 : ∆
oe(S/[n])l1 → BC by Lemma 8.22 (i). We have to shows that if
〈S≤l/[l], A≤l〉 and 〈S≥l/[l], A≥l〉 are iterated cylinders resp. polycylinders
resp. ind-cylinders resp. ind-polycylinders, then A1 uniquely extends to a
lax 2-functor A : ∆oe(S/[n])→ BC such that 〈S/[n], A〉 is an iterated cylin-
der resp. polycylinder resp. ind-cylinder resp. ind-polycylinder.
To do this, we note that firstly, uniqueness follows from Lemma 8.22,
and secondly, by induction, it suffices to consider the case l = 1. Then by
Lemma 8.21, it suffices to assume that 〈S≤1/[1], A≤1〉 is a cylinder resp.
polycylinder resp. ind-cylinder resp. ind-polycylnder, take the lax 2-functor
A = β∆
o
! A1 provided by Lemma 8.22 (ii), and prove that for any s ∈ S0,
the 〈S≥l/[n−1], A≥1〉-module Ms of (8.14) is representable resp. polyrepre-
sentable resp. ind-representable resp. ind-polyrepresentable.
Indeed, to simplify notation, let S′ = S≥1, A′ = A≥1, so that S′0
∼= S1,
and consider the subcategory
∆oe(S′/[n−1])0 = ∆oe(S′/[n−1]) ∩∆oe(S/[n])l1 ⊂ ∆
oe(S′/[n−1]),
with the embedding functor β : ∆oe(S′/[n−1])0 → ∆oe(S′/[n−1]). Then
(8.20) also gives a framing for β, and the functor js of (8.13) intertwines β
with the embedding β of (8.17) and identifies the framings, so that we have
j∗s ◦β
∆o
!
∼= β∆
o
! ◦j
∗
s . Therefore by (8.14) and (8.19), the 〈S
′/[n−1], A′〉-module
Ms is given by
(8.24) Ms = β
∆o
! (µ
∗(M≤1s )×µ∗A1 A
′),
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where the projection µ : ∆o>e(S′/[n−1]) → ∆o>e(S1) is left-adjoint to
the embedding ∆o>e(S1) ∼= ∆
o>e(S′0) → ∆
o>e(S′/[n−1]), and M≤1s is the
〈S1, A
1〉-module of Lemma 8.21 for the enriched category 〈S≤1/[1], A≤1〉.
If this category is a polycylinder, then M≤1s
∼= Vs′ ∼= ρ
o(s′)∆
o
! V
+
s for some
V ∈ C, s′ ∈ S1 ∼= S′0, and then by the same argument as in Lemma 8.10,
(8.24) yields
Ms ∼= ρ
o(s′)∆
o
! V
+
s′
∼= Vs′ ∈ A
≥1-mod,
where s′ is now considered as an initial object in e(S′/[n−1]). Therefore Ms
is polyrepresentable as required. If 〈S≤1/[1], A≤1〉 is a cylinder, then V ∼= 1,
so Ms is representable, and in the ind-cases, note that left Kan extensions
commute with filtered colimits. 
8.4 Functors and cylinders. Let us now describe the relationship be-
tween the 2-categories of Proposition 8.20 and the category Cat(C) of small
C-enriched categories and functors between them.
Assume given C-enriched categories 〈S0, A0〉, 〈S1, A1〉 and a functor
〈f, g〉 : 〈S0, A0〉 → 〈S1, A1〉, and let S01 = S0 ⊔ S1, with the projection
S01 → [1] sending Sl to l, l = 0, 1. Then the cylinder C(e(f)) of the func-
tor e(f) : e(S0) → e(S1) is naturally identified with e(S01/[1]), and the
2-cylinder C2(e(f), g) of Lemma 6.16 defines a [1]-augmented C-enriched
category
(8.25) C(f, g) = 〈S01/[1],C
2(e(f), g)〉.
By (6.22) and (8.14), for any s ∈ S0, the 〈S1, A1〉-moduleMs of Lemma 8.21
corresponding to (8.25) is isomorphic to the representable module 1f(s), so
that C(f, g) is a cylinder in the sense of Definition 8.16. This suggests that
there exists a 2-functor
(8.26) ∆oCat(C)→ Cat(C)
sending 〈S,A〉 to itself and 〈f, g〉 to C(f, g).
To construct such a 2-functor, let S : Cat(C) → Sets be the forgetful
functor sending 〈S,A〉 to S, let Cat
q
(C) → Cat(C) be the cofibration with
fibers e(S), and let Cat
q
∆(C)→ Cat(C) be the cofibration with fibers ∆
oe(S)
(equivalently, Cat
q
∆(C)→ Cat(C)×∆
o is the discrete cofibration correspond-
ing to ε∗S : Cat(C)×∆
o → Sets, where ε : Cat(C)→ Cat(C)×∆o is the em-
bedding onto Cat(C)× [0]). Then the functors A for various 〈S,A〉 ∈ Cat(C)
together define a single functor A : Cat
q
∆(C)→ BC over ∆
o that is cocarte-
sian over anchor maps. On the other hand, the functors (6.10) together
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define a functor ξ : Cat
q
∆(C) → Cat
q
(C) cocartesian over Cat(C), and then
as in Lemma 6.16, (2.24) converts it to a functor
(8.27) α : Cat
q
∆(C)→ Id
+
∗∗(Cat
q
×∆o) = ∆o〈Cat
q
〉
over ∆o.
Lemma 8.24. The right Kan extension α∗A with respect to (8.27) exists,
its restriction to ∆o Cat[S] = ∆o Cat
q
⊂ ∆o〈Cat
q
〉 defines a C-enrichement
of the 2-category ∆oCat, and the corresponding functor (8.9) factors through
a 2-functor (8.26).
Proof. Same as Lemma 6.16. 
Since an iterated cylinder is tautologically an iterated polycylinder, we
have Cat(C) ⊂ Mor(C) ⊂ Mor ∗(C), so that (8.26) also defines a 2-functor
from Cat(C) to Mor (C) and Mor ∗(C). One difference between Cat(C) and
the Morita 2-categories is that in the latter, many morphisms become re-
flexive. Namely, recall that for any C-entiched category 〈S,A〉, we have the
opposite Cι-enriched category 〈S,A〉o = 〈S,Aι〉, and note that a functor
〈f, g〉 : 〈S0, A0〉 → 〈S1, A1〉 defines an opposite functor 〈f, g
ι〉 between the
opposite categories. Then (8.25) gives an [1]-augmented Cι-enriched cate-
gory C(f, gι), and if we let S10/[1] be S01 whose augmentation map S01 → [1]
is composed with the order-reversing isomorphism [1]o ∼= [1], then
(8.28) Cι(f, g) = C(f, gι)ι = 〈S10/[1],C
2(e(f), gι)〉
is a [1]-augmented C-enriched category that we call the dual cylinder of the
functor 〈f, g〉.
Definition 8.25. A functor 〈f, g〉 : 〈S0, A0〉 → 〈S1, A1〉 between small C-
enriched categories is reflexive resp. ind-reflexive if its dual cylinder (8.28)
is a polycylinder resp. an ind-polycylinder.
Example 8.26. By Example 8.19, the functors is of Example 8.3 are always
reflexive in the sense of Definition 8.25.
Example 8.27. If A = k-mod, as in Example 8.9, and S0 = S1 = pt, so
that A0 and A1 are k-algebras and g : A0 → A1 is an algebra map, then g
is reflexive resp. ind-reflexive if A1 is free resp. flat as a module over A0.
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Proposition 8.28. Assume given a functor 〈f, g〉 : 〈S0, A0〉 → 〈S1, A1〉
between small C-enriched categories that is reflexive resp. ind-reflexive in the
sense of Definition 8.25. Then the morphism C(f, g) is reflexive in Mor (C)
resp. Mor ∗(C).
Before proving Proposition 8.28 in general, let us consider the situation
of Example 8.26: we have a small C-enriched category 〈S,A〉 and an object
s ∈ S, and we want to extend the functor is : ptC → 〈S,A〉 to an adjoint
pair
(8.29) γs : adj→Mor (C).
We start by recalling the description of the 2-category eq in terms of in-
jective maps a : [n]1 → [n]. For any such map a, the pullback functor
a∗ : Sets /[n] → Sets /[n]1 has a fully faithful right-adjoint a∗ : Sets /[n]1 →
Sets /[n] sending S ∈ Sets /[n]1 to a∗S ∈ Sets /[n] with (a∗S)i = Si for
i ∈ [n]1 and (a∗S)i = pt for i ∈ [n]0. For any S ∈ Sets /[n], we then have
the [n]-augmented set Sa = a∗a
∗S and the adjunction map p : S → Sa.
Moreover, let ∆o0e(Sa/[n]) ⊂ ∆
oe(Sa/[n]) be the full subcategory spanned
by objects 〈[m], s〉 such that the composition [m] → Sa → [n] is 0-special.
Then by virtue of (7.17), the embedding δ : ∆o0e(Sa/[n]) → ∆
oe(Sa/[n])
admits a right-adjoint functor δ† : ∆oe(Sa/[n]) → ∆
o
0e(Sa/[n]). Therefore
for any lax 2-functor A : ∆oe(Sa/[n])→ BC, the Kan extension
(8.30) Aa = δ
∆o
! δ
∗A : ∆oe(Sa/[n])→ BC
exists and is given by (2.6), so that it is a lax 2-functor. In particular,
if we have an [n]-augmented C-enriched category 〈S/[n], A〉 and a section
i : Sa → S of the adjunction map p : S → Sa, then Ai = ∆
oe(i)∗A is a lax
2-functor, and we have the [n]-augmented C-enriched category 〈Sa/[n], Ai,a〉.
Lemma 8.29. In the assumptions above, if 〈S/[n], A〉 is an iterated poly-
cylinder in the sense of Definition 8.16, then so is 〈Sa/[n], Ai,a〉.
Proof. If n = 1, the claim immediately follows from Example 8.19. If n ≥ 2,
choose some l ∈ [n], 0 < l < n, consider the square (3.6), let
[l]1 = a([n]1) ∩ s([l]) ⊂ [n], [n−l]1 = a([n]1) ∩ t([n−l]) ⊂ [n],
with the embedding maps a′ : [l]1 → [l], a
′′ : [n−l]1 → [n−l], and let S
′ = s∗S,
S′′ = t∗S, with the induced maps i′ : S′a′ → S
′, i′′ : S′′a′′ → S
′′. Then if we
let A′ = s∗A, A′′ = t∗A, we have
s∗〈Sa/[n], Ai,a〉 ∼= 〈S
′
a′/[1], A
′
i′,a′〉, t
∗〈Sa/[n], Ai,a〉 ∼= 〈S
′′
a′′/[n−1], A
′′
i′′,a′′〉
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by (2.6), and both these augmented C-enriched categories are iterated poly-
cylinders by induction. As in the proof of Proposition 8.20, they define an
iterated polycylinder 〈Sa, A
′〉, and we need to check that Ai,a ∼= A
′. More-
over, if we consider the factorization (8.17) for the category ∆oe(Sa/[n]),
then Ai,a ∼= A′ on ∆oe(Sa/[n])l0, and hence also on ∆
oe(Sa/[n])
l
1 by virtue
of Lemma 8.22 (i). Thus by Lemma 8.22 (iii), it suffices to check that the
adjunction map β∆
o
! β
∗Ai,a → Ai,a is an isomorphism. To do this, use the
framing (8.20) for β, and note that if l ∈ [n]\[n]1, then Sa,l ∼= Sl, and ∆
oe(i)
identifies the framings, so that δ∆
o
! δ
∗∆oe(i)∗ commutes with β∆
o
! , and we are
then done by Lemma 8.22 (iii). On the other hand, if l ∈ [n]1, then Sa,l = pt
is the single point, and for any 〈[m], e q〉 ∈ ∆oe(Sa/[n]) \∆
oe(Sa/[n])
l
1, the
augmented functor (8.23) is constant, hence exact. 
We can now construct the adjoint pair (8.29) for any small C-enriched
category 〈S,A〉 and element s ∈ S. To do this, let S : adj[0] = eq[0] → Sets
be the constant functor with value S, let S+ : eq[0] = {0, 1} → Sets be
the functor sending 1 to S and 0 to the point, and let i+s : S+ → S be
the map equal to id at 1 and to the embedding is : pt → S onto s at
0, with the corresponding 2-functor ιs : eq[S+] → eq[S]. Moreover, let
η : eq[S+] → adj[S+] be the lax 2-functor induced by (7.11). Since as we
saw in the proof of Lemma 7.4, η admits a right-adjoint, the Kan extension
η∆
o
! E exists for any functor E : eq[S+]→ BC over ∆
o, and is given by (2.6).
In particular, we can take the constant 2-functor eq →Mor(C) with value
〈S,A〉, with the corresponding constant C-enrichment E : eq[S] → BC of
the 2-category eq, and consider the functor
(8.31) E+ = η
∆o
! ι
∗
sE : adj[S+]→ BC.
Then (2.6) immediately shows that this is a lax 2-functor, so that 〈S+, E+〉 is
a C-enrichment of the 2-category adj. Moreover, for any object c ∈ eq ⊂ adj
represented by an injective map a : [n]1 → [n], the right comma-fiber c \ adj
of the cofibration adj[S+] → adj is identified with ∆
oe((S × [n])a/[n]), and
the projections (1.1) for the cofibrations eq[S+]→ eq, adj[S+]→ adj fit into
a cartesian diagram
(8.32)
∆o0e((S × [n])a)
δ
−−−−→ ∆oe((S × [n])a)
pc
y ypc
eq[S+]
η
−−−−→ adj[S+].
Then (2.6) shows that the base change map δ∆
o
! ◦ p
∗
c → p
∗
c ◦ η
∆o
! is an
isomorphism. Therefore the functor Y(S+, E+) of (8.9) sends the object c
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in the full subcategory eq ⊂ adj to the C-enriched [n]-augmented category
〈(S×[n])a/[n], (t(c)
∗ι∗sE)a〉. By Lemma 8.29, this is an iterated polycylinder,
so that Y(S+, E+) sends eq ⊂ adj into Mor(C) ⊂ Aug(C). Since Y(S+, E+)
is cocartesian over ∆o, it then sends the whole adj into Mor (C) ⊂ Aug(C),
and gives the adjoint pair (8.29).
8.5 Reflexivity. In order to prove Proposition 8.28 in full generality, we
need two technical results. The first is an enriched version of Lemma 6.15.
Assume given a quiver Q, with the path category P (Q). Recall that the
simplicial replacement ∆oP (Q) is given by (6.18), and let
Dop P (Q) = ar
p(∆)o♮×∆oaD
oQ ⊂ ∆opP (Q) = ar
p(∆)o♮×∆oa∆
o
aA(Q) ⊂ ∆
oP (Q).
Explicitly, objects in ∆oP (Q) are pairs 〈f, x〉 of a bispecial arrow f : [n]→
[m] in ∆ and a quiver map x : [m]δ → Q, ∆
o
pP (Q) ⊂ ∆
oP (Q) is spanned by
pairs with surjective f , and Dop P (Q) ⊂ ∆
o
pP (Q) is spanned by pairs with
m ≤ 1. Then for any C-enrichment 〈S,A〉 of ∆oP (Q), the full embeddings
Dop P (Q) ⊂ ∆
o
pP (Q) ⊂ ∆
oP (Q) give rise to full embeddings
(8.33) Dop P (Q)[S]
α
−−−−→ ∆opP (Q)[S]
β
−−−−→ ∆oP (Q)[S]
over ∆o, and A induces functors Ap = β
∗A : ∆opP (Q)[S] → BC and Ad =
α∗Ap : D
o
p P (Q)[S]→ BC, again over ∆
o.
Lemma 8.30. In the assumptions above, assume further that the functor
Y(S,A) of (8.9) takes values in Mor ∗(C) ⊂ Aug(C). Then the adjunction
maps Ap → α∗Ad and A→ β
∆o
! Ap are isomorphisms (and both Kan exten-
sions exist).
Proof. The projection (6.19) restricts to a functor t : ∆oP (Q)[S]→ ∆oaA(Q),
and by (3.15), this functor is a cofibration. Then a framing for the functor
αo is obtained by taking cocartesian liftings of the right comma-fibers of
the functor α(Q) : DoQ → ∆oaA(Q) of (6.16), and then as in the proof of
Lemma 6.15, computing α∗ by means of this framing amounts to taking
iterated limits of standard squares in BC, so that α∗Ad exists and Ap ∼=
α∗Ad. As for the Kan extension β
∆o
! , note that β is a functor over ∆
o
aA(Q),
and a framing for β is given by left comma-fibers of its fibers βx, x ∈
∆oaA(X). But every such fiber is an embedding β of Corollary 8.23. 
The second result is a corollary of Lemma 3.10. Consider the adjunction
2-category adj, let adjp ⊂ adj be the full subcategory spanned by diagrams
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(7.5) with surjective map b, and let adjp♮ = adj
p ∩ adj♮. We then have 2-
categories adjp♮ ⊂ adj
p, adj♮ ⊂ adj with the same objects 0, 1, and for any
S : {0, 1} → Sets, we have a commutative diagram
(8.34)
adj
p
♮ [S]
δ
−−−−→ adj♮[S]
γ
y yγ
adjp[S]
δ
−−−−→ adj[S],
where all the arrows are fully faithful lax 2-functors
Lemma 8.31. For any C-enrichment 〈S,A〉 of the 2-category adjp, the base
change map δ∆
o
! γ
∗A → γ∗δ∆
o
! A induced by (8.34) is an isomorphism, and
its target exists iff so does its source.
Proof. Let P p(eq) ⊂ P (eq) be the full subcategory spanned by surjective
bispecial arrows, and consider the diagram
(8.35)
P p(eq)[S]t∗a0
δ
−−−−→ P (eq)[S]t∗a0
γ
y yγ
P p(eq)[S]
δ
−−−−→ P (eq)[S],
where a0 is as in Remark 7.6. Then (7.10) with its left-adjoint functor (7.18)
induce left-admissible full embeddings between all the other corresponding
vertices of the diagrams (8.34) and (8.35), and if we let A′ = l∗A, then
A ∼= l∆
o
! A
′. Therefore it suffices to prove the claim for the base change map
associated to (8.35). To do this, it suffices to prove that for any c ∈ P (eq)[S],
the embedding
(8.36) P p(eq)[S]/δt∗a0c→ P
p(eq)[S]/δc
induced by δ : P p(eq) → P (eq) is cofinal. By Lemma 1.18, it suffices to
prove this with a0 replaced by Iso. But then, the projection P (eq)[S] →
P (eq) → P (pt2) = ar±(∆)o is a discrete cofibration, and it identifies the
right comma-fibers of the embedding (8.36) with those of (3.22), so we are
done by Lemma 3.10. 
Proof of Proposition 8.28. By Remark 7.6, the 2-category adj♮
∼= ∆oP ([2]λ)
is the simplicial replacement of the path category of the quiver [2]λ, so that
Lemma 3.4 provides a canonical 2-functor adj♮ →Mor
∗(C) — or toMor (C)
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in the reflexive case — that sends 0 resp. 1 to 〈S0, A0〉 resp. 〈S1, A1〉, and
the two edges of the quiver to C(f, g) and Cι(f, g). Let 〈S,A〉 be the corre-
sponding C-enrichment of the 2-category adj♮. Then it suffices to prove that
A : adj♮[S]→ BC extends to adj[S] ⊃ adj♮[S]. Moreover, by Lemma 8.30, we
have A ∼= β∆
o
! Ap, and the embedding β of (8.33) factors as
∆opP ([2]λ)
ε
−−−−→ adjp♮ [S]
δ
−−−−→ adj♮[S]
∼= ∆oP ([2]λ)[S],
where δ is as in (8.34). Therefore by Lemma 8.31, it suffices to find a functor
Aw : adj
p[S] → BC over ∆o and an isomorphism γ∗Aw ∼= ε
∆o
! Ap — then
δ∆
o
! Aw exists and restricts to A on adj♮[S] ⊂ adj[S].
To construct Aw, as in Remark 6.17, decompose the map f : S0 → S1 as
(8.37) S0
σ
−−−−→ S01
ζ
−−−−→ S1,
where σ : S0 → S0 ⊔ S1 = S01 is the embedding, and the map ζ is equal to
f on S0 ⊂ S01 and to id on S1 ⊂ S01. Denote 〈S01, A01〉 = ζ
∗〈S1, A1〉. Then
we have ∆oe(σ)∗A01 ∼= ∆
oe(f)∗A1, and the functor 〈f, g〉 factors through a
functor 〈σ, g〉 : 〈S0, A0〉 → 〈S01, A01〉. Since σ is injective, ∆
oe(σ) is fully
faithful, and the cylinder C(∆oe(σ)) is a full subcategory in ∆oe(S) × [1].
Then the functor w of (6.32) restricts to a functor
(8.38) w : C(∆oe(σ))→ adjp[S] ⊂ B[1][S],
while the functor 〈σ, g〉 defines a functor Ag : C(∆
oe(σ)) → BC over ∆o
given by A0 resp. A01 over 0 ×∆
o resp. 1 ×∆o. The same argument as in
Lemma 6.25 then shows that the right Kan extension
(8.39) Aw = w∗Ag : adj
p[S]→ BC
exists and is a lax 2-functor.
To construct the isomorphism, consider the restriction α∗ε∗γ∗Aw of the
functor Aw to D
o
p P ([2]λ)[S]. Then to obtain an isomorphism α
∗ε∗γ∗Aw ∼=
Ad, it suffices to observe that
∆oe(S0) ⊔∆
oe(S1) ∼= ∆
oe(S01/[1]) ∩∆
oe(S10/[1]),
Dop P ([2]λ)[S]
∼= ∆oe(S01/[1]) ∪∆
oe(S10/[1]),
apply Example 3.3, and interpret the cylinder and the dual cylinder in terms
of (6.25). Moreover, we then get the adjoint map ε∗γ∗Aw → Ap ∼= α∗Ad
between lax 2-functors, and since lax 2-functors preserve limits of standard
squares, the same argument as in Lemma 8.30 shows that this is also an
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isomorphism. Thus by Lemma 8.30, it suffices to prove that the adjunction
map
(8.40) ε∆
o
! ε
∗γ∗Aw → γ
∗Aw
is an isomorphism. This is again a map of lax 2-functors, so it further suffices
to prove that it is an isomorphism on the fiber adjp[S][1] over [1] ∈ ∆
o.
Now note that the whole fiber adjp[S][1] lies in the essential image of the
functor w of (8.38) (this amounts to observing that a surjective bispecial map
[n] → [m] in ∆ with [n] = [1] is either a bijection, or the projection onto
[0]). Therefore it suffices to prove that (8.40) becomes an isomorphism after
applying w∗. Moreover, w sends ∆oe(S0) = C(∆
oe(σ))0 into ∆
o
pP ([2]λ)[S] ⊂
adj
p
♮ [S] where (8.40) is tautologically an isomorphism, so it suffices to further
restrict to C(∆oe(σ))1 = ∆
oe(S01) = eq[S]. The corresponding component
w1 = η : eq[S] → adj
p[S] of the functor w is then the embedding (7.11). It
is fully faithful, and we have
(8.41) η∗Aw ∼= A01 ∼= ν
∆o
! Aw,
where ν : adjp[S] → eq[S] is left-adjoint to η induced by (7.4). Moreover,
eq[S] ∩ adjp♮ [S] ⊂ eq[S] is the dense subcategory eq[S]a0, the functors η and
ν induce an adjoint pair of functors between eq[S]a0 and adj
p
♮ [S], and if we
let γ : eq[S]a0 → eq[S] be the embedding, then (8.41) also holds for the
restrictions γ∗Aw and γ
∗A01. Finally, if we denote eqp[S]a0 = eq[S]a0 ∩
∆opP ([2]λ)[S], with the embedding ε : eqp[S]a0 → eq[S]a0, then η and ν
further induce an adjoint pair of functors between eqp[S]a0 and ∆
o
pP ([2]λ)[S],
(8.41) still holds, and η∗ sends the map (8.40) to the adjunction map
(8.42) ε∆
o
! ε
∗γ∗A01 → γ
∗A01.
But A01 only depends on f : S0 → S1 and A1, so that from now on, we may
assume that g : A0 → ∆
oe(f)∗A1 is an isomorphism. Moreover, if we let
S′0 = S
′
1 = S1 and A
′
0 = A
′
1 = A1, then the map ζ of (8.37) factors through a
map h = f ⊔ id : S01 → S
′
01 = S
′
0⊔S
′
1, and the functor h : eq[S]a0 → eq[S
′]a0
identifies the left comma-fibers of the embeddings ε : eqp[S]a0 → eq[S]a0 and
ε : eqp[S
′]a0 → eq[S
′]a0, so that h
∗◦ε∆
o
!
∼= ε∆
o
! ◦h
∗. Therefore the map (8.42)
is the pullback of the same map for the functor 〈id, id〉 : 〈S1, A1〉 → 〈S1, A1〉,
and we may assume right away that 〈f, g〉 = 〈id, id〉. But then Aw trivially
extends to the whole adj[S], and (8.40), hence also (8.42) is an isomorphism
by Lemma 8.30. 
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8.6 Admissible bases. It turns out that the adjoint pairs (8.29) allow
one to characterize the Morita 2-category by a universal property refining
Lemma 8.15. To do this, it is convenient to change notation: assume given a
2-category C, and assume that C is pointed, in the sense that we have a dis-
tinguished object o ∈ C[0]. Let Co = C(o, o) be the endomorphisms category
of the object o, with its natural unital monoidal structure of Example 6.19.
Definition 8.32. A base of a pointed 2-category 〈C, o〉 is a collection of non-
empty sets S(c), c ∈ C[0] of reflexive morphisms is ∈ C(o, c), s ∈ S(c), such
that s(o) consists of the unit object 1 ∈ Co = C(o, o). A base is admissible
if for any c, c′ ∈ C[0], f ∈ C(c, c
′) and s ∈ S(c) we have f ◦ is ∼= is′ ◦ V for
some s′ ∈ S(c′), V ∈ Co, and strongly admissible if one can arrange that
V ∼= 1. If C has filtered colimits, then a base is ind-admissible resp. strongly
ind-admissible if for any c, c′ ∈ C[0], f ∈ C(c, c
′) and s ∈ S(c), f ◦ is is a
filtered colimit of objects of the form is′ ◦ V resp. is′ .
For any pointed 2-category 〈C, o〉 with a base S, the adjoint pairs (8.29)
taken together define an adjoint pair
(8.43) γ : C[S][0] × adj→ C.
Since C[S][0] is discrete, γ is also a coadjoint pair, so that by Proposition 7.9,
it gives rise to the twisting lax 2-functor Θ(γ) : γ∗1C → γ
∗
0C of (7.39). Note
that we have γ∗1C
∼= C[S], while γ∗0C
∼= C[S][0] × BCo is the disjoint union
of several copies of the category BCo. If we let τ : C[S][0] → pt be the
tautological projection, then we have the lax 2-functor
(8.44) Θ = (τ ◦ id) ◦Θ(γ) : C[S]→ BCo,
and the pair 〈S,Θ〉 is a Co-enrichment of the 2-category C in the sense of
Definition 8.13.
Lemma 8.33. Assume that the base S of a pointed 2-category C is admis-
sible resp. strongly admissible. Then the functor Y = Y(S,Θ) of (8.9) corre-
sponding to the enrichment (8.44) factors through Mor (Co) resp. Cat(Co) ⊂
Aug(Co). Moreover, assume that C has filtered colimits. Then if S is ind-
admissible resp. strongly ind-admissible, Y factors through Mor ∗(Co) resp.
Cat∗(Co).
Proof. Note that the description of right A-modules in terms of 1-special
lax 2-functors (8.6) also works in in the augmented setting: for any [n] ∈ ∆
and Co-enriched [n]-augmented category 〈S/[n], A〉, we have e(S/[n])
< ∼=
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e(S+/[n+1]), with the augmentation map S+ → [n+1] = [n]
< sending S to
[n] = t([n]) ⊂ [n+1] and o ∈ S+ to 0, and then right A-modules M corre-
spond bijectively to lax 2-functors M † : ∆oe(S+/[n+1]) → BCo, equipped
with an isomorphism M †|∆oe(S/[n]) ∼= A and 1-special with respect to the
projection S+ → {0, 1} sending o to 0 and S to 1. Now take some object
c ∈ C[n] ⊂ C with b0!(c) = c0 ∈ C[0], an element s ∈ S(c)0 ⊂ S(c) with
the corresponding reflexive morphism is ∈ C(o, c0), and an object V ∈ Co.
Denote Vs = is ◦ V ∈ C(o, c0) ⊂ C[1], and consider the product
Vs × c ∈ C[n+1] ∼= C[1] ×C[0] C[n].
Then since S(o) consists of the single element 1 ∈ Co, we have an identifica-
tion S(Vs×c) ∼= S(c)+, and Y(Vs×c) : ∆
oe(S(c)+/[n+1])→ BCo is 1-special
by virtue of (7.40), thus corresponds to a right module over Y(c). Moreover,
again by (7.40), the functor (8.1) sends this module to i∨s ◦ Vs ∈ Co, the
adjunction map V → i∨s ◦ is ◦ V
∼= i∨s ◦ Vs induces a map
V†s → Y(Vs × c),
where V †s corresponds to the polyrepresentable right Y(c)-module Vs, and
(7.40) immediately implies that this map is an isomorphism. This finishes
the proof: since Y is cocartesian over ∆o, we have f! Y(Vs×c) ∼= Y(f!(Vs×c)),
and then the four cylinder conditions of Definition 8.16 directly translate to
the corresponding admissibility conditions of Definition 8.32. 
The 2-categoryMor∗(Co) itself is pointed by the point enriched category
o = ptCo of Example 8.3, withMor
∗(Co)o ∼= Co by (8.12), and it is equipped
with the standard base Striv given by all the reflexive maps is of (8.29).
This base is ind-admissible by definition, and its restriction to Mor(Co) ⊂
Mor ∗(Co) is admissible. Let us now show that the base Striv enjoys a
universal property analogous to Lemma 8.15.
Proposition 8.34. For any pointed 2-category 〈C, o〉 equipped with an ad-
missible base S, there exists a 2-functor
(8.45) Y : C →Mor(Co)
equipped with an isomorphism ϕ : S ∼= Y∗ Striv and isomorphisms iϕ(s) ∼=
Y(is) for any s ∈ S(c), c ∈ C[0]. Moreover, such a functor is unique up to a
unique isomorphisms, and if C has filtered colimits, then the same statement
holds for an ind-admissible base S and the 2-category Mor ∗(Co).
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Remark 8.35. The 2-functor (8.45) is a sort of a 2-Yoneda embedding for
the pointed 2-category C: we realize objects c ∈ C[0] by Co-enriched categories
formed by objects is ∈ C(o, c). This motivates our notation.
Proof. By virtue of Lemma 8.33, it suffices to consider the universal sit-
uation: we take the Co-enrichment Θtriv of the 2-category Mor (Co) cor-
responding to the base Striv, and we need to construct an isomorphism
Y(Striv ,Θtriv) ∼= Id (the same argument will also work for Mor
∗(Co) in the
ind-admissible case). By Lemma 8.15, it further suffices to construct an
isomorphism
(8.46) Θtriv ∼= ev,
where ev :Mor (Co)[Striv]→ BCo is induced by the evaluation functor (8.8).
To do this, we construct explicitly the decomposition (7.32) for the disjoint
union
(8.47) γ :Mor (Co)[Striv ][0] × adj→Mor (Co)
of the adjoint-coadjoint pairs (8.29). We again use Lemma 8.29. To sim-
plify notation, denote C = Mor (Co)[Striv ] ∼= γ
∗
1 Mor(Co), with the natural
projection π : C{eq} → C = Mor (Co)[Striv ] → Mor (Co), and denote also
S = π∗Striv : C{eq}[0] = C[0] × eq[0] → Sets. Moreover, let S+ be the func-
tor from C{eq}[0] to sets equal to S over 0 ∈ {0, 1} = eq[0], and sending
C[0] × 1 to the point. Then let i
+ : S+ → S be equal to id over C[0] × 0
and to the embedding is on 〈S/[n], A, s〉 × 1 ∈ C[0] × eq[0], with the corre-
sponding induced 2-functor ι : C{eq}[S+]→ C{eq}[S]. Furthermore, denote
by η : C{eq}[S+] → C{adj}[S+] the lax 2-functor induced by (7.12), and
let E : C{eq}[S] → BCo be the Co-enrichment of the 2-category C{eq}[S]
corresponding to the projection π. Finally, let
E+ = η
∆o
! ι
∗E : C{adj}[S+]→ BCo,
where as in (8.31), the Kan extension exists by (2.6), and defines a lax 2-
functor, so that 〈S+, E+〉 is a Co-enrichment of the 2-category C×adj. More-
over, for any object in eq represented by an injective arrow a : [n]1 → [n],
and any object 〈S/[n], A, s〉 ∈ C[n], we have a counterpart of the cartesian
diagram (8.32), and we conclude by base change that Y(S+, E+) sends the
product 〈S/[n], A, s〉 × a ∈ C ×∆o eq to the C0-enriched [n]-augmented cat-
egory 〈Sa/[n], (i
∗
a,sA)a〉, where ia,s : Sa → S is equal to id over [n]1, and
sends the single element in (Sa)l, l ∈ [n]0 to the value s(l) ∈ Sl of the sec-
tion s : [n] → S. Then by Lemma 8.29, this is an iterated polycylinder, so
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that Y(S+, E+) : C{adj} → Aug(Co) factors through Mor (Co) ⊂ Aug(Co)
and then restricts to a 0-special lax 2-functor
(8.48) γ⋄ : C{eq} →Mor(Co)
that fits into a decomposition (7.32) for the adjoint pair (8.47).
To finish the proof in the admissible case, it remains to recall that by
Proposition 7.9, the decomposition (7.32) is unique. Therefore Θtriv in (8.46)
is naturally identified with the component γ⋄0 : C =Mor (Co)[Striv ]→ BCo ⊂
Mor (Co) of the lax 2-functor (8.48). The latter sends 〈S/[n], A, s〉 to A(s)
and is canonically identified with ev.
In the ind-admissible case, the proof is the same, withMor (Co) replaced
by Mor ∗(Co), and Lemma 8.29 replaced with its obvious generalization for
iterated ind-polycylinders. 
8.7 Dualizability. Now as in Proposition 8.20, let C be a unital monoidal
category, and note that in general, the 2-categories of Proposition 8.20 form
a diagram
(8.49)
Cat(C)
T
−−−−→ Mor (C)y y
Cat∗(C)
T
−−−−→ Mor ∗(C),
where all the 2-functors are faithful (the bottom row only exists if C has
filtered colimits preserved by the tensor product). As it happens, under an
additional assumption on C, one can also construct a 2-functor going in the
other direction, namely,
(8.50) P :Mor ∗(C)→ Cat∗(C).
Here is the assumption.
Definition 8.36. An object V in a unital monoidal category C is (left-)dua-
lizable if it is reflexive as a morphism in the 2-category BC. The category
C is well-generated if it has filtered colimits, the full subcategory D(C) ⊂ C
spanned by dualizable objects is essentially small, and every object in C is
a filtered colimit of dualizable objects.
Example 8.37. For any commutative ring k, the category k-modfl of flat k-
modules with its usual tensor structure is well-generated, and the dualizable
objects are finitely generated projective k-modules.
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Assume that the category C is well-generated in the sense of Defini-
tion 8.36. Then informally, we want our 2-functor (8.50) to send a small
C-enriched category 〈S,A〉 to the category of right A-modules of the form
Vs, s ∈ S, V ∈ D(C), with an appropriate enrichement. To achieve this
formally, we use the 2-functor Y of Proposition 8.34, but for a different
admissible base.
Choose a set D of representatives of the isomorphism classes of dual-
izable objects, with the functor ϕ : D → D(C) ⊂ C (where D is treated
as a discrete category). For any C-enriched category 〈S,A〉 and s ∈ S, let
id×s = is ◦ ϕ(d) ∈ Mor (C)(ptC , 〈S,A〉). This is a composition of reflexive
morphisms, thus reflexive. Now consider the 2-category Mor ∗(C)[{0, 1}] =
Mor ∗(C) ×2 eq, with the distinguished object o = ptC × 0, let f ∈ eq(0, 1)
be unique isomorphism, and define a base S+ for the pointed 2-category
Mor ∗(C)[{0, 1}] as follows:
• for any C-enriched category 〈S,A〉, the set S+(〈S,A〉 × 0) consists
of the maps is, s ∈ S, and the set S+(〈S,A〉 × 1) consists of maps
id×s ◦ (id×f), s ∈ S, d ∈ D.
This is obviously an ind-admissible base in the sense of Definition 8.32, so
that Proposition 8.34 provides a 2-functor
(8.51) P+ :Mor
∗(C)[{0, 1}] →Mor∗(C).
Moreover, since C is well-generated, the base S+ is strongly ind-admissible
on Mor ∗(C)× 1 ⊂Mor∗(C)[{0, 1}], so that by Lemma 8.33, the restriction
of the 2-functor (8.51) to Mor ∗(C)× 1 factors through Cat∗(C) ⊂Mor ∗(C)
and induces a 2-functor (8.50).
We tautologically have P ◦ T ∼= Id, and one can probably show that
P is fully faithful and right-adjoint to T of (8.49) in the appropriate 2-
categorical sense, but we will not need it; the following trivial observation
will be sufficient for our purposes.
Lemma 8.38. For any well-generated unital monoidal category C, the com-
position T ◦ P :Mor ∗(C)→Mor∗(C) of the 2-functors (8.50) and (8.49) is
equivalent to the identity in the sense of (7.9).
Proof. An equivalence is given by the 2-functor (8.51). 
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9 Trace theories.
9.1 Cyclic nerves. Consider now the cyclic category Λ formed by the
categories [n]Λ, n ≥ 1, and horizontal functors f : [n]Λ → [m]Λ. Denote
by r : Λ
q
→ Λ be the fibration with fibers ∆o[n]Λ and transition functors
∆o(f†) : ∆
o[m]Λ → ∆
o[n]Λ, where f† is as in (3.25). The structural cofi-
brations Λ
q
[n] = ∆
o[n]Λ → ∆
o, [n] ∈ Λ then define a functor l : Λ
q
→ ∆o
cartesian over Λ.
Definition 9.1. The cyclic nerve ΛC of a 2-category C/∆o is the cofibration
ΛC = r∗l
∗C. The cyclic nerve C♯ of a unital monoidal category C is the cyclic
nerve C♯ = ΛBC of the corresponding 2-category BC.
By definition, the cofibration ΛC → Λ has fibers ΛC[n] = Fun
2([n]Λ, C),
with transition functors f! = f
∗
† : Fun
2([n]Λ, C) → Fun
2([m]Λ, C). To see
these fibers explicitly, one can use the cocartesian squares (3.28). In effect,
we have the functor j : ∆ ∼= ([1] \ Λ)o → Λo ∼= Λ, and the pullback functors
ω∗n for the functors ωn, n ≥ 1 of (3.28) provide a fully faithful embedding
(9.1) ω∗ : j∗ΛC → θ∗C ⊂ ρo∗♭ C
∼= P (C)[1],
where θ is the functor (3.12) and P (C) is the path 2-category of (6.27). In
particular, for any c ∈ C[0], we have the natural embedding
(9.2) ic : C(c, c)→ ΛC[1] ⊂ j
∗ΛC ⊂ ΛC
sending f ∈ C(c, c) to the corresponding path of length 1 from c to itself. If
C has one object, then (9.1) is an equivalence (but even in this good case, we
lose the full cyclic structure on ΛC). If C = ∆oI is the simplicial replacement
of a category I, we will simplify notation by writing ΛI = Λ∆oI.
Example 9.2. Consider the category ∆< with the unital monoidal struc-
ture B∆< = ar±(∆)o of Example 6.22. Then ∆<♯ = ΛB∆< is the full
subcategory ar<(Λ) ⊂ ar(Λ<) spanned by arrows whose target is in Λ ⊂ Λ<.
Cyclic nerves are obviously functorial with respect to 2-functors between
the underlying 2-categories, in that a 2-functor γ : C → C′ induces a functor
(9.3) Λγ : ΛC → ΛC′
cocartesian over Λ. To extend this to lax 2-functors, one can use path 2-ca-
tegories in the same way as in Subsection 6.5. Namely, for any 2-category
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C, the 2-functor P (C)→ C of (6.28) has a fully faithful right-adjoint η : C →
P (C) of (6.29), and by Lemma 2.10 (ii), Λs of (9.3) then has a fully faithful
right-adjoint Λη over Λ. Then for any lax 2-functor γ : C → C′, we consider
its decomposition (6.30), and we let
(9.4) Λγ = ΛP (γ) ◦ Λη : ΛC → ΛC′.
This is a functor over Λ, not necessarily cocartesian. If γ is a 2-functor, then
P (γ) ∼= γ ◦ s, and since Λη is fully faithful, we have Λs ◦ Λη ∼= Id, so that
(9.3) and (9.4) are consistent. By construction, we also have a functorial
isomorphism
(9.5) ω∗ ◦ Λγ ∼= θ∗γ ◦ ω∗,
where ω∗ is the embedding (9.1). This also works in families, in the following
sense. For any category I, say that a cofibration C → ∆o × I is a family
of 2-categories over I if Ci = C|∆o×i is a 2-category for any i ∈ I. For any
two such families C, C′, define a 2-functor resp. lax 2-functor γ : C → C′ as
a functor over ∆o × I whose restriction γi : Ci → C
′
i is a 2-functor resp. a
lax 2-functors for any i ∈ I. Then for any family C, path 2-categories P (Ci)
form a family P (C) → ∆o × I, with the 2-functor s : P (C) → C and a lax
2-functor η : C → P (C), and just as in the absolute case, a lax 2-functor
γ : C → C′ canonically factors as γ = P (γ)◦η for a 2-functor γ′ : P (C)→ C′.
For any I, we can consider the diagram
Λ× I
r×id
←−−−− Λ
q
× I
l×id
−−−−→ ∆o × I,
and define the relative cyclic nerve Λ(C/I) of a family of 2-categories C over
I by Λ(C/I) = (r× id)∗(l× id)
∗C. With this definition, a 2-functor γ : C → C′
induces a functor Λ(γ) : Λ(C/I)→ Λ(C′/I) over Λ×I that restricts to Λ(Ci)
on any Λ × i, i ∈ I, and then (9.4) extends it to lax 2-functors. Moreover,
if γ is cocartesian over a map f in I, then so is Λ(γ).
Definition 9.3. A trace theory on a 2-category C with values in a category
E is a functor E : ΛC → E cocartesian over Λ. A trace functor from a unital
monoidal category C to some E is a trace theory on BC with values in E .
Definition 9.3 is a generalization of [Ka3, Definition 2.8]. In the most
basic example, an algebra object A in a unital monoidal category C cor-
responds to a lax 2-functor pt → BC, and then (9.4) provides a canonical
section A♯ : Λ→ C♯ of the cofibration C
♯ → Λ. If we also given a trace functor
E♯ : C
♯ → E to some category E , we can define a cyclic object E♯A♯ ∈ E ; this
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was essentially the main construction of [Ka3]. In general, a trace theory E
on a 2-category C provides a collection of functors i∗cE : C(c, c) → E , where
c ∈ C[0] is an object in C, and ic is the embedding (9.2). For a monoidal
category C, we have only one object o ∈ BC, and i∗oE is a simply a functor
from C = C♯
[1]
to E ; we call it the underlying functor of the trace functor E.
Remark 9.4. Definition 9.1 suggests that ΛC really should be thought of
as a cofibration over Λo rather than Λ, and we force it to be a cofibration
over Λ by applying (3.25). We do it for consistency with earlier definitions
of the objects F♯A♯ (including the original object A♯ of [C]).
If a 2-category C is bounded, then bounded trace theories on C with
values in some E form a well-defined category denoted Tr(C, E); in terms
of (2.17), we have Tr(C, E) = Fun♮(ΛC/Λ, E). We also have the fibration
transpose to ΛC → Λ that we denote by Λ⊥C → Λo. We denote Tr⊥(C, E) =
Fun♮(Λ⊥C/Λo, E), and we note that (2.17) provides a natural equivalence
Tr(C, E) ∼= Tr⊥(C, E) sending E ∈ Tr(C, E) to
(9.6) E⊥ ∼= l!q∗r∗E ∈ Tr⊥(C, E),
where l, r and q are as in (2.18) for the cofibration ΛC → Λ.
If γ : C′ → C is a 2-functor between 2-categories, then the functor Λγ
of (9.4) is cocartesian over Λ, the transpose functor Λ⊥γ : Λ⊥C′ → Λ⊥C
is cartesian over Λ, and for any trace theory E on C, the pullback Λγ∗E
is a trace theory on C′, and we have a canonical isomorphism (Λγ∗E)⊥ ∼=
Λ⊥γ∗E. If the 2-categories C and C′ are bounded, we obtain a pullback
functor Λγ∗ : Tr(C, E)→ Tr(C′, E) for any target category E .
Lemma 9.5. Assume given a bounded 2-category C and a functor S : C[0] →
Sets with values in non-empty sets, as in Example 7.2, and let π : C[S]→ C
be the corresponding 2-functor (6.7). Then for any target category E, the
pullback functor Λπ∗ : Tr(C, E)→ Tr(C[S], E) is an equivalence of categories.
Proof. We need to construct the inverse equivalence. Informally, the idea is
to consider the left Kan extension Λπ!E of a trace theory E ∈ Tr(C[S], E) and
prove that, while it is not necessarily cocartesian, it nevertheless becomes
cartesian after applying the functor l!q
∗r∗ of (9.6). Unfortunately, Λπ!E
need not even exist, so we repackage the same argument slightly differently.
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Namely, we define a category tw(ΛC/Λ, S) by the cartesian product
(9.7)
tw(ΛC, S)
π′
−−−−→ tw⊥(ΛC/Λ)
R
y yr◦q
ΛC[S]
Λπ
−−−−→ ΛC,
where r and q are as in (9.6), we let ϕ = l ◦ π′ : tw(ΛC, S) → Λ⊥C, and
we observe that it suffices to prove that for any E ∈ Tr(C[S], E), the left
Kan extension ϕ!R
∗E exists, is cartesian over Λo, and the adjunction map
R∗E → ϕ∗ϕ!R
∗E is an isomorphism. Indeed, then the base change map
(2.11) and (9.6) induce an isomorphism ϕ!R
∗Λπ∗E ∼= E⊥ for any E in
Tr(C, E), and an isomorphism Λ⊥π∗ϕ!R
∗E ∼= E⊥ for any E in Tr(C[S], E).
Since ϕ is a cofibration, Kan extensions ϕ! can be computed by the
framing (2.9), that is, by (1.13) with the comma-fibers replaced by the
usual fibers. Moreover, since E is a trace theory, R∗E is locally constant
after restriction to each of these fibers. To describe the fiber over some
c ∈ Λ⊥C[n], choose a map f : [n] → [1], and let ε(f) : [n−1] → [n]Λ be the
corresponding embedding (3.26). Then Example 3.5 and (3.27) provide an
identification
(9.8) tw(ΛC, S)〈[n],c〉 ∼= ∆
oe(ES(ε(f)
∗c))/[n−1]),
where ES = E(S) ◦ ν : C → E Sets is as in (6.8). But since for any [m] ∈ ∆
and [m]-augmented set S, any object s ∈ e(S0) ⊂ e(S/[m]) is initial, a
locally constant functor F : ∆oe(S/[m])→ E is constant by Lemma 3.2, and
colim∆oe(S/[m]) F ∼= F (s). Moreover, the same is true for e(S0) ⊂ e(S/[m]),
so that in particular, the natural map colim∆oe(S0) F → colim∆oe(S/[m]) F is
an isomorphism. Applying this to ES(ε(f)
∗c)/[n−1] and the restriction of
the functor R∗E to the fiber (9.8), we conclude that ϕ!R
∗E exists and is
cartesian along all maps of the form [1] → [n], while the adjunction map
R∗E → ϕ∗ϕ!R
∗E is an isomorphism. Since any map [n] → [m] can be
composed with a map [1]→ [m], ϕ!R
∗E inverts all cartesian maps. 
Lemma 9.5 immediately implies that an equivalence (7.9) between some
2-functors γ0 and γ1 induces an isomorphism Λγ
∗
0
∼= Λγ∗1 between the cor-
responding pullback functors (just take S to be the constant functor with
value {0, 1}).
9.2 Functoriality by adjunction. Explicitly, for any 2-category C, the
fiber ΛC[1] of the cyclic nerve ΛC → Λ is the category of pairs 〈c, f〉 of an
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object c ∈ C[0] and an endomorphism f ∈ C(c, c), with the embedding (9.2)
sending f to 〈c, f〉, while the fiber ΛC[2] consists of quadruples 〈c, c
′, f, f ′〉,
c, c′ ∈ C[0], f ∈ C(c, c
′), f ′ ∈ C(c′, c). For any trace theory E, we then have
isomorphisms
E(〈c, c′, f, f ′〉) ∼= E(〈c, f ′ ◦ f〉), E(〈c, c′, f, f ′〉) ∼= E(〈c′, f ◦ f ′〉)
provided by the two maps [2]→ [1] in Λ, and these provide an isomorphism
(9.9) τf,f ′ : E(〈c, f
′ ◦ f〉) ∼= E(〈c′, f ◦ f ′〉),
a sort of a categorified trace property for E. This explains our terminology.
Note that if f and f ′ form an adjoint pair 〈f, f ′, a, a′〉, then (9.9) allows to
define a natural map
(9.10)
E(〈c, idc〉)
E(a)
−−−−→ E(〈c, f ′ ◦ f〉) ∼= E(〈c′, f ◦ f ′〉)
E(a′)
−−−−→ E(〈c′, idc′〉.
The map is obviously invariant under automorphisms of f , so that if one
checks that it is compatible with compositions, and C is bounded, then a
trace theory E defines a functor
(9.11) Adj(E) : Adj(C)→ E
sending c to E(〈c, id〉), and an adjoint pair 〈f, f ′, a, a′〉 to the map (9.10). If
a and a′ are invertible, (9.10) is an isomorphism, so that the functor Adj(E)
inverts equivalences.
In principle, it is not hard to check that (9.10) is compatible with com-
positions by a direct computation. However, for homotopical applications,
we will give a more invariant argument based on the description of the
2-category Adj (C) given in Proposition 7.12. We will need the following
technical result.
Lemma 9.6. Assume given a 2-category C equipped with a 2-functor C →
eq, and a 0-special functor E : C → C to some category E. Then the map
colimi∗1C i
∗
1E → colimC E
induced by the embedding i1 : i
∗
1C → C is an isomorphism, and its source
exists iff so does its target.
Proof. Let eq1 ⊂ eq be the full subcategory spanned by injective maps
a : [n]1 → [n] with non-empty [n]1, denote C1 = C ×eq eq1, and note that the
embedding i∗1C → C factors as
i∗1C
α
−−−−→ C1
β
−−−−→ C.
150
Then α is fully faithful and has a left-adjoint s1 : C1 → C induced by (7.15),
so that i∗1C ⊂ C1 is left-admissible, and then by (1.14), it suffices to prove that
the left Kan extension β!β
∗E exists, and the adjunction map β!β
∗E → E is
an isomorphism. But the full embedding β has a framing given by the full
subcategories β(c) ⊂ C1/c, c ∈ C spanned by 0-special maps, and to finish
the proof, it remains to observe that for any c ∈ C[n] that is not in C1, β(c) is
equivalent to the category (∆/[n+1])o ∼= ∆o[n+1], so that β(c)> ∼= (∆o>)n+1.
Then since E is 0-special, E|β(c)> is locally constant, thus constant, and then
exact by Lemma 3.2. 
Consider the relative cyclic nerve Λ(Eq /∆). By definition, it comes
equipped with a cofibration π : Λ(Eq /∆)→ Λ, so we can define a category
tw(Λ,Eq) by the cartesian square
(9.12)
tw(Λ,Eq)
π′
−−−−→ tw(Λ)
R
y yt
Λ(Eq /∆)
π
−−−−→ Λ,
where t : tw(Λ)→ Λ is as in (1.5). Then s of (1.6) induces a cofibration ϕ =
s ◦ π′ : tw(Λ,Eq) → Λo, and R composed with the cofibration Λ(Eq /∆) →
∆ gives rise to a cofibration tw(Λ,Eq) → ∆. For any [n] ∈ ∆, its fiber
tw(Λ,Eq)[n] ∼= tw(Λ, V ([n]) is the category (9.7) for C = pt
2 and S = V ([n]).
Both R, ϕ are cocartesian over ∆, and restrict to the eponymous functors
on the fibers tw(Λ,Eq)[n] ∼= tw(Λ, V ([n])).
Now assume given a 2-category C, and consider the adjunction 2-category
Adj (C) of (7.56), with the transpose fibrationAdj (C)⊥ → ∆. Note that since
Adj (C) → ∆o is semidiscrete, we actually have Adj (C)⊥ ∼= Adj (C)o. Then
the evaluation functor (2.23) and the embedding (7.53) induce a functor
Eq×∆Adj (C)
o ∼= Eq×∆Adj (C)
⊥ η×id−−−−→ Adj×∆Adj (C)
⊥ −−−−→ C
that we denote by ev, and then (9.4) provides a functor
(9.13) Λ ev : Λ(Eq×∆Adj (C)
⊥/Adj (C)o) ∼= Λ(Eq /∆)×∆ Adj (C)
o → ΛC.
On the other hand, (9.12) gives rise to functors
(9.14)
ϕ× id : tw(Λ,Eq)×∆ Adj (C)
o → Λo ×Adj (C)o
R× id : tw(Λ,Eq)×∆ Adj (C)
o → Λ(Eq /∆)×∆ Adj (C)
o.
Say that a map f in Adj (C)o is antispecial if so is its image in ∆, and say
that a functor Adj (C)o → E to some category E is antispecial if it inverts all
antispecial maps.
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Lemma 9.7. Let Λ ev be as in (9.13), and let R, ϕ be as in (9.14). Then
for any trace theory E : ΛC → E on C with values in some category E, the
left Kan extension a(E) = (ϕ × id)!(R × id)
∗Λ ev∗E : Λ × Adj (C)o → E
exists. Moreover, for any c ∈ Adj (C)o, the restriction a(E)c = a(E)|Λ×c is
locally constant, and for any [n] ∈ Λ, the restriction a(E)[n] = E|[n]×Adj (C)o
is antispecial.
Proof. For any [n] ∈ ∆ and c ∈ Adj (C)o[n] ⊂ Adj (C)
o, the evaluation
functor ev induces a lax 2-functor evc : Eq[n] = ∆
oe(V ([n])) → C. For
any [l] ∈ Λ, denote by F(n, l) = tw(Λ, V ([n]))[l] the fiber of the cofibration
ϕ : tw(Λ, V ([n])) → Λo, and let Ec = R
∗Λ(evc)
∗E|F(n,l). As in the proof of
Lemma 9.5, the fiber F(n, l) is explicitly given by (9.8) that reads as
F(n, l) ∼= ∆oe(V ([n])× [l − 1]/[l − 1]),
and we have
a(E)([l] × c) = colimF(n,l)Ec.
If [n] = 0, then the colimit exists by Lemma 9.5, and we in fact have a(E)c ∼=
Λε(c)∗E⊥, where ε(c) : pt2 → C is the embedding onto c ∈ C[0] = Adj (C)[0].
In particular, it is locally constant. Moreover, the functor (7.53), hence also
ev and Λ ev are cocartesian over antispecial maps. Thus it suffices to prove
that for any [n] and c, and any antispecial map f : [m]→ [n] in ∆, the map
colimF(m,l) F(f)
∗Ec → colimF(n,l)Ec
induced by the embedding F(f) : F(m, l)→ F(n, l) is an isomorphism. More-
over, it obviously suffices to prove it for m = 0. But then, we can consider
the map p : V ([n]) → {0, 1} sending n to 1 and the rest to 0, with the in-
duced projection p : Eq[n] → eq, and (7.54) immediately implies by induction
that evc is 0-special with respect to p. Then Λ evc is 0-special with respect
to the induced projection F(n, l)→ eq, and we are done by Lemma 9.6. 
As a corollary of Lemma 9.7, we see that any trace theory E : ΛC → E
on a bounded 2-category C gives rise to an antispecial functor
Adj (E)o : Adj (C)o → Tr(pt2, E) ∼= E , c 7→ a(E)c.
If we take the opposite functor Adj (E) : Adj (C)→ Eo and compose it with
ι : ι∗Adj (C)→ Adj (C), then the resulting functor Adj (E) ◦ ι : ι∗Adj (C)→
Eo is special in the sense of Definition 6.10, thus factors through Adj(C)o ∼=
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τ(ι∗Adj (C)) by Corollary 6.12, and this gives rise to the functor (9.11) that
we set out to construct. Explicitly, we have
(9.15) Adj(E) = ξ⊥! Adj (E)
o,
where for any category I, we let ξ⊥ : ∆I → I be the functor sending
〈[n], i q〉 to i q(n) ∈ I, and we extend it to 2-categories by composing with the
truncation functor C⊥ → ∆τ(C).
9.3 Expansion. Now assume given a bounded 2-category C, and assume
that it is pointed in the sense of Subsection 8.6, with the object o ∈ C[0],
the embedding jo : ∆
o → C and the unital monoidal category Co = C(o, o),
BCo ∼= j
∗
oC. Then jo has the factorization (6.6), jo : BCo → C is a fully
faithful embedding, and we can define the reduction functor
(9.16) Red = Λj
∗
o : Tr(C, E)→ Tr(BCo, E)
for an arbitrary target category E . It turns out that in many cases, one can
also define a functor going in the other direction, and in fact reconstruct a
trace theory E ∈ Tr(C, E) from its reduction Red(E).
Firstly, assume that the target category E is cocomplete. Then assume
given a base S of the pointed 2-category 〈C, o〉 in the sense of Definition 8.32,
with the corresponding coadjont pair (8.43) and the lax 2-functor Θ of (8.44),
consider the category tw(ΛC, S) of (9.7) with its projections
ΛC[S]
R
←−−−− tw(ΛC, S)
ϕ
−−−−→ Λ⊥C,
and define the expansion functor Exp : Fun(C♯o, E)→ Fun(Λ⊥C, E) by
(9.17) Exp(E) = ϕ!R
∗ΛΘ∗E.
Moreover, let tw(ΛC, S, eq) = tw(ΛC, S × {0, 1}), with the projections
ΛC[S]{eq} ∼= ΛC[S × {0, 1}]
R+
←−−−− tw(ΛC, S, eq)
ϕ+
−−−−→ Λ⊥C,
and let Θ+ = γ ◦ γ
⋄ : C[S]{eq} → C, where γ and γ⋄ are the components of
the decompositions (6.6) and (7.32) of the coadjoint pair (8.43). Then for
any E ∈ Tr(C, E), the embeddings i0, i1 : C[S]→ C[S]{eq} induce maps
i∗0ϕ
+
! R
∗
+ΛΘ
∗
+E
a0−−−−→ ϕ+! R
∗
+ΛΘ
∗
+E
a1←−−−− i∗1ϕ
+
! R
∗
+ΛΘ
∗
+E.
We have i∗0Θ+
∼= Λjo ◦Θ, so that i
∗
0ϕ
+
! R
∗
+ΛΘ
∗
+E
∼= Exp(Red(E)), and i∗1Θ+
is the projection π : C[S]→ C, so that i∗1ϕ
+
! R
∗
+ΛΘ
∗
+E
∼= E⊥ by Lemma 9.5.
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Moreover, the fibers (9.8) of the map ϕ+ carry natural projections to eq
induced by C[S]{eq} → eq, and then Lemma 9.6 shows that the map a1 is
an isomorphism. Altogether, we obtain a functorial map
(9.18) Exp(Red(E))→ E⊥
for any E ∈ Tr(C, E). Note that since by definition, S(o) consists of a single
map id : o→ id, we also have a functorial isomorphism
(9.19) Red(Exp(E)) ∼= E⊥
for any E ∈ Tr(BCo, E) induced by (9.6) and (2.11).
Lemma 9.8. Assume that the base S is ind-admissible in the sense of Defi-
nition 8.32. Then the expansion Exp(E) of any trace theory E ∈ Tr(BCo, E)
lies in Tr⊥(C, E) ⊂ Fun(Λ⊥C, E).
Proof. Denote by F([n], c) the fiber of the cofibration ϕ over an object
〈[n], c〉 ∈ Λ⊥C[n], and let E([n], c) be the restriction of the functor R
∗ΛΘ∗E
to this fiber. As in the proof of Lemma 9.5, it suffices to prove that Exp(E)
is cartesian along any map f : [1]→ [n], [n] ∈ Λ. This amounts to checking
that the map
colimF([1],c)E([1], f
∗c) ∼= colimF([1],c) F
∗E([n], c)→ colimF([n],c)E([n], c)
induced by the embedding F : F([1], f∗c)→ F([n], c) is an isomorphism. Fix
a map h : [n] → [1] to obtain an identification (9.8) of the fiber F([n], c),
with the corresponding identification of the fiber F([1], f∗c) induced by the
composition h ◦ f : [1] → [1], and let S = ES(ε(h)
∗c) ∈ Sets /[n−1] and
l = f(0) ∈ [n−1]. Then as in the proof of Lemma 9.6, F factors as
F([1], f∗c)
α
−−−−→ F([n], c)f −−−−→ F([n], c),
where F([n], c)f = ∆
oe(S/[n−1])l ⊂ F([n], c) = ∆oe(S/[n−1]) is as in (8.20),
and α is a left-admissible embedding, so that it suffices to prove that the
adjunction map β∆
o
! β
∗E([n], c)→ E([n], c) is an isomorphism.
If n = 1, F([n], c)f = F([n], c), and there is nothing to prove. If not, we
can use the framing (8.20) for β; we then have to prove that for any object
〈[m−1], e q〉 ∈ F([n], c)\F([n], c)f , with the corresponding augmented functor
ε = ε(〈[m−1], e q〉) of (8.20), the augmented functor ε∗E([n], c) is exact.
To do this, let p : S → [n−1] be the augmentation map, and denote by
q : [m] → [n] the map in Λ corresponding to p ◦ s : [m − 1] → [n−1] under
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(3.27). Choose a map g : [1] → [m], and denote by ωm : [m] → [m]Λ resp.
ωn : [n]→ [n]Λ the functors (3.28) corresponding to the maps g : [1] → [m]
resp. q ◦ g : [1] → [n]. Then the 2-functor Y(S,Θ) of Proposition 8.34
sends ω∗nc ∈ C[n] to an iterated ind-polycylinder 〈S q/[n], A〉 in Mor
∗(Co),
the augmented functor (8.20) naturally lifts to an embedding
εδ : ∆
o>e(Sl)→ θ
∗∆oe(S q/[n]), εδ(o) = 〈[m], ω
∗
ms〉,
where θ is the functor (3.12), and the lax 2-functor A restricts to a functor
Aδ : θ
∗∆oe(S q/[n])→ θ∗BCo ∼= j
∗C♯o → C
♯
o,
where we identify θ∗BCo ∼= j
∗C♯o by (9.1). Furthermore, we have Θ ∼= Θtriv ◦
Y(S,Θ), and by virtue of (9.5) and (8.46), we then have an isomorphism
ε∗E([n], c) ∼= ε∗δA
∗
δE, so it suffices to prove that ε
∗
δA
∗
δE is exact. Since E is
a trace theory, we have ε∗δA
∗
δζ([m])
∗E ∼= ε∗δA
∗
δE, where ζ([m]) is the functor
(2.1) for the cofibration BCo. But since A is an iterated ind-polycylinder,
then as we saw in the proof of Lemma 8.22 (iii), ζ([m]) ◦Aδ ◦ εδ is a filtered
colimit of contractible augmented functors. Since E commutes with filtered
colimits, the same then holds for ε∗δA
∗
δζ([m])
∗E, so that it is exact. 
9.4 Reconstruction. We can now state and prove our reconstruction
theorem. Recall that for any 2-category C and object c ∈ C[0], we have the
embedding (9.2).
Definition 9.9. For any two objects c, c′ ∈ C[0] in a pointed 2-category
〈C, o〉 equipped with a base S, and any contractible simplicial set X, a func-
tor g : ∆o>X → C(c, c′) is S-contractible if for any s ∈ S(c), the composition
∆o>X
g
−−−−→ C(c, c′)
−◦is−−−−→ C(o, c′)
is contractible in the sense of Definition 3.1. A trace theory E on the 2-
category C is S-exact if for any c ∈ C[0], contractible simplicial set X, and
S-contractible functor g : ∆o>X → C(c, c), the functor g∗i∗cE is exact.
We note that by definition, the embedding (9.2) factors through the
fiber (ΛC)[1] ⊂ ΛC over [1] ∈ Λ, and we have (ΛC)[1] ∼= (Λ
⊥C)[1], so (9.2) also
defines an embedding
(9.20) i⊥c : C(c, c) → Λ
⊥C.
Then for any E ∈ Tr(C, E), we have i∗cE
∼= i⊥∗c E
⊥, so that E is S-exact if
and only if g∗i⊥∗c E
⊥ is exact for any S-contractible g : ∆o>X → C(c, c).
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Theorem 9.10. Assume given a bounded pointed 2-category 〈C, o〉 that ad-
mits an ind-admissible base S in the sense of Definition 8.32. Then for any
cocomplete target category E, the reduction functor Red of (9.16) has a fully
faithful left-adjoint functor
(9.21) Exp : Tr(BCo, E)→ Tr(C, E)
whose essential image consists of trace theories that are S-exact in the sense
of Definition 9.9.
Proof. By Lemma 9.8, sending E ∈ Tr(BC, E) to its expansion Exp(E) of
(9.17) defines a functor (9.21), and we have the isomorphism (9.19) and the
functorial map (9.18). To prove the theorem, it then suffices to shows that
firstly, for any E ∈ Tr(BCo, E), the trace theory Exp(E) is S-exact, and
secondly, for any S-exact trace theory E ∈ Tr(C, E), the map (9.18) is an
isomorphism. For the first claim, take some c ∈ C[0], and define a category
tw(ΛC, S)c by the cartesian product
tw(ΛC, S)c
ϕ′
−−−−→ C(c, c)
i′c
y yi⊥c
tw(ΛC, S)
ϕ
−−−−→ Λ⊥C,
where i⊥c is the embedding (9.20). Then (9.8) provides an identification
tw(ΛC, S)c ∼= ∆
oe(S(c)) × C(c, c), with ϕ′ given by the projection to the
second factor, and we have a projection
Θ(c) = ΛΘ ◦R ◦ i′c : ∆
oe(S(c)) × C(c, c) ∼= tw(ΛC, S)c → C
♯
o
such that i⊥∗c Exp(E)
∼= ϕ′!Θ(c)
∗E for any E ∈ Tr(BCo) by virtue of the base
change isomorphism (2.11). By definition, Θ(c) factors through j∗C♯o ⊂ C
♯
o,
and for any 〈[n], s〉 ∈ ∆oe(S(c)), its composition
Θ(c)|〈[n],s〉×C(c,c) : C(c, c)→ (BCo)[n] ⊂ θ
∗BCo
with the embedding (9.1) is explicitly given by (7.40). In particular, its
first component C(c, c) → Co with respect to the decomposition (6.4) sends
f ∈ C(c, c) to i∨s(n) ◦ f ◦ is(o), and the other components do not depend on f
at all. Therefore for any functor g : ∆o>X → C(c, c) that is S-contractible
in the sense of Definition 9.9, the pullback (id×g)∗Θ(c)∗E restricts to a
contractible, hence exact functor ∆o>X → E over any 〈[n], s〉 ∈ ∆oe(S(c)),
and then g∗ Exp(E) ∼= g∗ϕ′!Θ(c)
∗E ∼= ϕ′!(id×g)
∗Θ(c)∗E is also exact.
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For the second claim, take some S-exact trace theory E ∈ Tr(C, E), and
note that since both E⊥ and Exp(Red(E)) are cartesian over Λ, it suffices
to prove that (9.18) is an isomorphism over [1] ∈ Λ. Take an object c ∈ C[0],
and define a category tw(ΛC, S, eq)c by the cartesian diagram
tw(ΛC, S, eq)c
ϕ′
−−−−→ C(c, c)
i+c
y yi⊥c
tw(ΛC, S, eq)
ϕ+
−−−−→ Λ⊥C.
Then again, (9.8) induces an identification
tw(ΛC, S, eq)c ∼= ∆
oe(S(c)){eq} × C(c, c),
and we have the projection
Θ(c)+ = ΛΘ+ ◦R+ ◦ i
+
c : ∆
oe(S(c)) × C(c, c)→ ΛC.
Moreover, let σ : ∆o> → eq be the functor sending [n] ∈ ∆< to the injective
map s : [0] → [n+1] = κ([n]). Then σ∗∆oe(S(c)){eq} ∼= S(c) ×∆o>e(S(c)),
and since S(c) is by assumption non-empty, we can choose an element in
S(c) and lift σ to an embedding σc : ∆
o>e(S(c)) → ∆oe(S(c)){eq}. Let
θ(c, f) = Θ(c)+ ◦ (σc× jf ) : ∆
o>e(S(c)) → ΛC, where jf : pt→ C(c, c) is the
embedding onto some f ∈ C(c, c), and denote F = (id×jf )
∗Θ(c)∗+E. Then
by the same argument as in Lemma 9.6, the map
F (o) = colim∆o>e(S(c)) σ
∗
cF → colim∆oe(S(c)){eq} F
induced by σc is an isomorphism, and then (9.18) is an isomorphism at
f ∈ C(c, c) ⊂ Λ⊥C if and only if the augmented functor σ∗cF = θ(c, f)
∗E
is exact. Moreover, since E is cocartesian over Λ, we have θ(c, f)∗E ∼=
θ(c, f)∗ζ(θ(c, f)(o))∗E, where ζ(θ(c, f)(o)) is the functor (2.1) for the cofi-
bration ΛC → Λ. Since θ(c, f)(o) lies in the image of the embedding (9.2), we
have ζ(θ(c, f)(o))◦θ(c, f) ∼= ic ◦g for some functor g : ∆
o>e(S(c)) → C(c, c),
and what we need to check is the exactness of g∗i∗cE. However, E is by
assumption S-exact, and (7.40) immediately shows that for any s ∈ S(c),
g ◦ is extends to the contraction ∆
o
+e(S(c))s ⊃ ∆
oe(S(c)) of Lemma 8.7, so
that g is S-contractible. 
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9.5 Enriched categories. As in Theorem 9.10, assume given a monoidal
category Co and a trace functor E ∈ Tr(BCo, E) with values in some cocom-
plete category E . By virtue of Proposition 8.34, it is actually sufficient
to describe the expansion Exp(E) in the universal case C = Mor ∗(Co) —
indeed, it is obvious from (9.17) that the expansion commutes with the pull-
back Λ(Y)∗ with respect to the 2-functor (8.45). One problem with this is
that the 2-category Mor∗(Co) is not bounded (it has too many objects and
too few morphisms). Therefore it is necessary to replace Mor ∗(Co) with a
sufficiently large but bounded full 2-subcategory Mor ∗(Co)b ⊂ Mor
∗(Co)
and enlarge it if necessary (this does not change the expansion). With this
convention in mind, let us give a more explicit description of the trace theory
Exp(E) and the corresponding functor (9.11).
To simplify notation, let C = Co. Consider the embedding j
o : ∆o → Λ,
jo([n]) = [n+1] and the cofibration C♯ = ΛBC → Λ, and note that the
functorial map ε = ε(f) of (3.26) induces a functor
(9.22) ε∗ : jo∗C♯ → BC
cocartesian over ∆o.
Definition 9.11. A bimodule over a small C-enriched category 〈S,A〉 is a
functor M : ∆oe(S) → jo∗C♯ over ∆o, cocartesian over anchor maps and
equipped with an isomorphism ε∗ ◦M ∼= A.
For any cocomplete category E , an E-valued trace functor E ∈ Tr(BC, E)
restricts to a functor jo∗E : jo∗C♯ → E , and for any bimoduleM over a small
C-enriched category 〈S,A〉, we can consider the object
(9.23) E(M/A)♯ = π!M
∗jo∗E ∈ Fun(∆o, E),
where π : ∆oe(S)→ ∆o is the structural cofibration. Let us then define the
E-twisted trace of M by
(9.24) TrEA(M) = colim∆o E(M/A)♯
∼= colim∆oe(S)M
∗jo∗E.
This is obviously functorial with respect to M , so we obtain a functor from
the category A-bimod of 〈S,A〉-bimodules to E .
Now, by definition, objects c ∈ ΛMor ∗(C)[1] are represented by 2-
functors from [1]Λ toMor
∗(C), and by Lemma 8.15, such a 2-functor defines
a C-enrichment 〈S(c), A(c)〉 of the 2-category ∆o[1]Λ. This consists of a set
S = S(c) and a lax 2-functor A(c) : ∆o[1]Λ[S] → BC. Then by (9.4), the
2-functor A(c) defines a functor Λ(A(c)) : Λ[1]Λ[S]→ C
♯ = ΛBC. The cyclic
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nerve Λ[1]Λ is rather large. However, since Λ was defined as a subcategory
in Cat, we have the Yoneda embedding Y : ∆o ∼= (Λ/[1])o → Λ[1]Λ, and a
commutative diagram
(9.25)
∆oe(S(c)) −−−−→ Λ[1]Λ[S]
Λ(A(c))
−−−−−→ C♯oy y y
∆o
Y
−−−−→ Λ[1]Λ −−−−→ Λ.
The composition of the two bottom arrows is the embedding jo : ∆o → Λ,
so that the composition of the top two arrows induces a functor
(9.26) M(c) : ∆oe(S(c))→ jo∗C♯o.
If we let A = ε∗ ◦M(c) : ∆oe(S(c)) → BC, then 〈S,A〉 is a small C-enriched
category, and M(c) is an A-bimodule.
Lemma 9.12. For any trace functor E ∈ Tr(BC, E) and any object c in the
fiber ΛMor ∗(C)[1], we have a natural identification
(9.27) Exp(E)(c) ∼= TrEA(M(c)),
where M(c) is the functor (9.26), and the right-hand side is the E-twisted
trace of (9.24).
Proof. Combine (9.17), (9.8), (8.46), and the definition of ev. 
Remark 9.13. The notation in (9.23) is chosen for consistency with [Ka3]
where we worked out to some extent the particular case of Example 8.9.
Now let us turn to the functor (9.11). For any small C-enriched category
〈S,A〉, (9.4) provides a functor Λ(A) : Λ∆oe(S) ∼= Λ[S] → C♯, and for any
trace functor E ∈ Tr(BC, E), we can define the object
(9.28) EA♯ = π!Λ(A)
∗E ∈ Fun(Λ, E),
where as in (9.23), π : Λ[S] → Λ is the structural cofibration. This is
obviously functorial with respect to A and also with respect to S, so that
we obtain a functor Cat(C)→ Fun(Λ, E). Composing it with the projection
TwΛ : Fun(Λ, E)→ Tr(pt, E) of Lemma 3.11 then gives a functor
(9.29) CC(E) : Refl(C)→ Tr(pt, E).
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On the other hand, let Refl(C) ⊂ Cat(C) be the dense subcategory defined
by the class of functors reflexive in the sense of Definition 8.25. We then
have the functor
(9.30) CC ′(E) : Refl(C)→ Tr(pt, E)
obtained by composing the natural functor Refl(C) → Adj(Mor ∗(C)) and
the functor Adj(Exp(E)) of (9.11).
Lemma 9.14. The restriction of the functor CC(E) of (9.29) to the sub-
category Refl(C) ⊂ Cat(C) is isomorphic to the functor CC ′(E) of (9.30).
Proof. For any categories I and E , to construct an isomorphism E ∼= E′
between any two functors E,E′ ∈ Fun(I, E), it suffices to construct isomor-
phisms E(i) ∼= E′(i) and all objects i ∈ I that are compatible with all maps
f : i→ i′. Compatibility means that E(f) = E′(f), or more generally, that
for any diagram (1.3), we have
(9.31) E(g) ◦ E′(f0) = E
′(f1) ◦E(g
′).
In our case, objects are small C-enriched categories 〈S,A〉, and isomorphisms
(9.32) TwΛ(EA♯) = CC(E)(〈S,A〉) ∼= CC
′(E)(〈S,A〉)
are provided by the same argument as in Lemma 9.12. What we have to
check is (9.31).
By definition, morphisms f : 〈S0, A0〉 → 〈S1, A1〉 in Adj(Mor
∗(C)) are
represented by adjoint pairs in the 2-category Mor ∗(C) that correspond to
C-enrichments 〈S(f), A(f)〉 of the 2-category adj. Such an enrichment gives
rise to a C-enrichment 〈S(f), A(f) ◦ η〉 of the 2-category eq, and we can
consider the object EA(f)♯ = π!Λ(A(f))
∗E ∈ Fun(Λ, E), where we again
let π : Λ eq[S(f)] → Λ be natural discrete cofibration. We then have the
diagram
(9.33) TwΛ(EA0♯)
i0−−−−→ TwΛ(EA(f)♯)
i1←−−−− TwΛ(EA1♯),
the map i1 is invertible by Lemma 9.6, and in terms of (9.32), the map
Adj(Exp(E))(f) is given by i−11 ◦ i0. Then if we consider f as an object in
the arrow category ar(Refl(C)), both EA0♯ and EA1♯ in (9.33) are functorial
with respect to f , and to prove (9.31), it suffices to show the same for
EA(f)♯ and the maps i0, i1. Moreover, the whole diagram (9.33) depends
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functorially on the enrichment 〈S(f), A(f)〉, so it suffices to check that any
commutative diagram
(9.34)
〈S0, A0〉
〈f,g〉
−−−−→ 〈S1, A1〉
〈h0,r0〉
y y〈h1,r1〉
〈S′0, A
′
0〉
〈f ′,g′〉
−−−−→ 〈S′1, A
′
1〉
in Cat(C) with reflexive 〈f, g〉 and 〈f ′, g′〉 gives rise to maps h : adj[S(f)]→
adj[S(f ′)] and r : A(f)→ h∗A(f ′) that restrict to 〈h0, r0〉 resp. 〈h1, r1〉 over
the objects 0 resp. 1 in adj.
Now, for any reflexive functor 〈f, g〉 : 〈S0, A0〉 → 〈S1, A2〉 between two
small C-enriched categories, the corresponding adjoint pair has been con-
structed in Proposition 8.28. Namely, we take S(f) = S0⊔S1, construct the
decomposition (8.37), and consider the diagram
(9.35) C(∆oe(σ))
w
−−−−→ adjp[Sf ]
δ
−−−−→ adj[S(f)],
where w is the functor (8.38), and δ is as in (8.34). We then construct the
functor Ag, and take Aw = w∗Ag and A(f) = δ
∆o
! Aw. Both S(f), (9.35)
and Ag are obviously functorial in f , so that a square (9.34) gives rise to a
map Ag → h
∗A′g, and we have a diagram
w∗Ag −−−−→ w∗h
∗Ag ←−−−− h
∗w∗A
′
g,
where the map on the right is the base change map. However, it is obvious
from the explicit description of w∗ given in Lemma 6.25 that the base change
map is in fact an isomorphism and can be inverted. Therefore Aw is also
functorial in f , and then again by base change, so is A(f). 
Corollary 9.15. For any trace functor E, the functor (9.29) inverts equiv-
alences, and identifies reflexive functors that are isomorphic as morphisms
in Cat(C).
Proof. Clear. 
Remark 9.16. In practice, one is often only interested in the functor (9.29)
induced by a trace functor E, and can define it directly without going
through all the machinery of Theorem 9.10, Lemma 9.7 and the rest of
the material in this section. However, Corollary 9.15 then becomes rather
cumbersome to prove.
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9.6 Additional structures. Let us now describe some additional struc-
tures trace theories can carry, and show that these are preserved by the
expansion functor of Theorem 9.10.
9.7 Expansion in families. Assume given a 2-functor γ : C → C′ be-
tween pointed bounded 2-categories, and assume that γ is pointed (that is,
γ(o) = o). Define an ind-admissible base for γ as a pair of a functor S′ :
C′[0] → Sets, with non-empty values, and an adjoint pair ι : adj×C[γ
∗S′]→ C
such that 〈γ∗S′, ι〉 is an ind-admissible base for C, and 〈S′, γ ◦ ι〉 is an
ind-admissible base for C′. Then being pointed, γ restricts to a 2-functor
γo : BCo → BC
′
o, and if we let Red, Red
′ resp. Exp, Exp′ be the functors
(9.16) resp. (9.21) for C, C′, we have an obvious isomorphism Λ(γo)
∗◦Red′ ∼=
Red ◦Λ(γ)∗ that gives rise to the base change map
(9.36) Exp ◦Λ(γo)
∗ → Λ(γ)∗ ◦ Exp .
A moment’s reflection shows that (9.36) is also an isomorphism: indeed, the
functor Λ(γ) identifies the fibers (9.8) for the cofibration ϕ in (9.17), so that
(9.36) reduces to the base change isomorphism (2.11).
Alternatively, one can consider the cylinder C(γ) of the functor γ. Then
it is a family of 2-categories over [1] in the sense of Subsection 9.1, and giving
an ind-admissible base for the 2-functor γ is equivalent to giving a functor
S : C(f)[0] → Sets, with non-empty values and cocartesian over [1], together
with a functor ι : adj×C(f)[0][S]→ C(f), cocartesian over ∆
o × I and such
that 〈S, ι〉 restrict to an admissible base on C = C(f)0 and C
′ = C(f)1.
Now more generally, say that a family of 2-categories C → ∆o × I over
a bounded category I is pointed if it is equipped with a cocartesian section
o : I → C[0] of the discrete cofibration C[0] → I. An ind-admissible base
for a pointed family 〈C/I, o〉 is a pair of a functor S : C[0] → Sets, witn
non-empty values and cocartesian over I, and a functor ι : adj×C[0] → C,
cocartesian over ∆o×I and such that 〈S, ι〉 restricts to an ind-admissible base
for each 2-category Ci, i ∈ I. We can then consider the relative cyclic nerve
Λ(C/I)→ Λ× I, and say that for any category E , an E-valued trace theory
of C/I is a cocartesian functor Λ(C/I) → E . If C and I are bounded, these
form a category Tr(C, E). The section o : I → C[0] gives rise to a family
of 2-categories BCo → ∆
o × I over I and the cocartesian full embedding
jo : BCo → C, and we have the functor
(9.37) Red = Λj
∗
o : Tr(C, E)→ Tr(BCo, E),
a relative version of (9.16). Moreover, we can consider the subcofibration
Tr(C/I, E) ⊂ Fun(C/I, E) over I spanned by Tr(Ci, E) ⊂ Fun(ΛCi, E), and
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we have Tr(C, E) ∼= Sec♮(Io,Tr(C/I, E)), and similarly for Tr(BCo, E). The
functor (9.37) is then induced by a cocartesian functor
(9.38) RedI : Tr(C/I, E)→ Tr(BCo/I, E)
whose fibers are the functors (9.16) for the 2-categories Ci. If E is cocom-
plete, these have left-adjoint expansion functors (9.17) of Theorem 9.10, and
crucially, for any map f : i → i′, the adjunctions maps (9.36) for the tran-
sition functor γ = f! : Ci → Ci′ are isomorphisms. Therefore RedI admits a
cocartesian left-adjoint
(9.39) ExpI : Tr(BCo, E)→ Tr(C, E)
over Io, and taking the global sections, we also obtain a left-adjoint Exp to
the functor (9.37).
9.7.1 Multiplication. Next, we want to discuss the relationship between
trace theories and symmetric monoidal structures of Subsection 4.4. We
start with a relative version of Definition 4.10 and Definition 4.14.
Definition 9.17. A unital symmetric monoidal structure on a cofibration
C → I is given by a cofibration B∞C → Γ+×I equipped with an equivalence
B∞C|pt+×I
∼= C such that for any i ∈ I, B∞CΓ+×i is a unital symmetric
monoidal structure on Ci in the sense of Definition 4.10. A lax monoidal
structure on a functor γ : C → C′ over I between two cofibrations C, C ′/I
equipped with unital symmeric monoidal structures B∞C, B∞C
′/Γ+× I is a
functor B∞γ : B∞C → B∞C
′ over Γ+× I such that for any i ∈ I, B∞γ|Γ+×i
is a lax monoidal structure on γi : Ci → C
′
i in the sense of Definition 4.14.
Example 9.18. For any unital symmetric monoidal structure B∞C on a
category C, B∞C → Γ+ carries a natural symmetric monoidal structure
B∞B∞C = m
∗B∞C, wherem : Γ+×Γ+ → Γ+ is the smash product functor.
In the situation of Example 9.18, B∞C induces a non-symmetric unital
monoidal structure BC = Σ∗B∞C on C, and then B∞B∞C induces a unital
symmetric monoidal structure B∞BC = (id×Σ)
∗B∞B∞C on BC/∆. More-
over, for any partially ordered set J and C-enriched J-augmented categories
〈S/J,A〉, 〈S′/J,A′〉, we can define the product A⊠A′ as the composition
∆oe(S ×J S
′) ⊂ ∆oe(S/J)×∆o ∆
oe(S′/J)
A×A′
−−−−→ BC ×∆o BC → BC,
where the last functor is the product on BC/∆o. Then the cofibration
Aug(C)/∆o also carries a natural unital symmetric monoidal structure, with
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the unit given by section ∆o → Aug(C) sending [n] ∈ ∆o to [n] × ptC , and
product given by
〈S/[n], A〉 ⊗ 〈S′/[n], A′〉 = 〈S ×[n] S
′/[n], A ⊠A′〉.
This induces unital symmetric monoidal structures on all the 2-categories
of Proposition 8.20.
Now, for any 2-category C, a unital symmetric monoidal structure B∞C
on C/∆o is a family of 2-categories over Γ+, and moreover, it is pointed
by the unit section Γ+ → B∞C[0] of the commutative monoid B∞C[0]. We
then have the unital symmetric monoidal structure B∞Λ(C) = Λ(B∞C/Γ+)
on its cyclic nerve ΛC/Λ, and for any category E equipped with a unital
symmetric monoidal structure B∞E , we can define a multiplicative structure
B∞E on a functor E : ΛC → E as a lax monoidal structure on the product
E × π : ΛC → E × Λ, where π : ΛC → Λ is the projection. A multiplicative
trace theory is a trace theory equipped with a multiplicative structure, and
if C is bounded, we denote the category of E-valued multiplicative trace
theories on C by Tr∞(C, E). The reduction functor (9.37) then induces a
reduction functor
(9.40) Red : Tr∞(C, E)→ Tr∞(BCo, E).
Moreover, (4.26) makes sense in the relative setting, so that we have a natu-
ral unital symmetric monoidal structure on the category Fun(Bs∞Λ(C)/Γ, E),
and the full subcategory Tr(Bs∞C/Γ, E) ⊂ Fun(B
s
∞Λ(C)/Γ, E) is obviously a
monoidal subcategory. Therefore (4.27) induces identifications
(9.41)
Tr∞(C, E) ∼= Sec
♮
∞(Γ,Tr(B
s
∞C/Γ, E)),
Tr∞(BCo, E) ∼= Sec
♮
∞(Γ,Tr(B
s
∞BCo/Γ, E)),
and the functor (9.40) is induced by a lax monoidal structure B∞RedΓ on
the functor RedΓ of (9.38).
Lemma 9.19. Assume that the unital symmetric monoidal category E is
cocomplete, and e ⊗ − : E → E preserves colimits for any e ∈ E. Then for
any bounded symmetric monoidal 2-category C, the expansion functor ExpΓ
of (9.39) admits a monoidal structure B∞ ExpΓ left-adjoint over Γ+ to the
lax monoidal structure B∞RedΓ.
Proof. We need to check that for any map f in Γ+, the base change maps
adjoint to the maps (2.7) for the functor B∞RedΓ are isomorphism. By
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induction, it suffices to consider the map m : {0, 1}+ → pt+. Moreover,
it suffices to consider the universal case C = Mor ∗(C0), and since we are
dealing with trace theories, it suffices to prove that the maps are isomor-
phism after evaluation at any object c ∈ ΛC[0]. Then by Lemma 9.12, this
amound to checking that the for any two sets S0, S1, the diagonal embed-
ding ∆oe(S0 × S1) → ∆
oe(S0) × ∆
oe(S1) is cofinal, and this immediately
follows from Lemma 3.6. 
By virtue of (9.41), Lemma 9.19 immediately implies that for any trace
functor E on Co equipped with a monoidal resp. lax monoidal structure, the
expansion Exp(E) carries a natural monoidal resp. lax monoidal structure.
Explicitly, if C =Mor ∗(Co), then Exp(E) is given by (9.27) and (9.24), and
for any two Co-enriched categories 〈S,A〉, 〈S
′, A′〉 equipped with bimodules
M , M ′, we have natural maps
(9.42)
TrEA(M)⊗ Tr
E
A′(M
′) ∼= colim∆o×∆o E(M/A)♯ ⊠ E(M
′/A′)♯x
colim∆o E(M/A)♯ ⊗ E(M
′/A′)♯y
colim∆oeE(M ⊗M
′/A⊗A′)♯ ∼= Tr
E
A⊗A′(M ⊗M
′)
where the bottom map is induced by the monoidal structure on the trace
functor E, and the top map is invertible by Lemma 3.6. This is the multi-
plication map for the monoidal structure on Exp(E).
Remark 9.20. If one is only interested in a non-symmetric monoidal struc-
ture on the categories of Proposition 8.20, then it suffices to have a non-
symmetric monoidal structure on BC/∆o, and for this, the monoidal struc-
ture on C does not have to symmetric: it suffices to ask for it to be braided.
The expansion then still sends monoidal resp. lax monoidal functors to
monoidal resp. lax monoidal ones. We do not go into this for lack of in-
teresting examples.
9.7.2 Extra functoriality. Assume now given two bounded unital mono-
idal categories C, C′. Then a monoidal functor γ : C′ → C induces 2-functors
(8.11), and by (9.36), the pullbacks Λγ∗ commute with expansion. If γ is
only lax monoidal, then the 2-functors (8.11) do not exists, but we still have
2-functors (8.10). If we further assume that C is well-generated in the sense of
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Definition 8.36, then we have the 2-functor P ◦γ◦T :Mor ∗(C′)→Mor ∗(C).
We still have the base change isomorphism
(9.43) Λγ∗ΛT ∗ Exp(E) ∼= ΛT ∗ Exp(Λγ∗E)
but neither Λγ∗E nor Exp(Λγ∗E) are trace theories. However, assume in
addition that we have given a trace theory E′ ∈ Tr(C′, E) and a morphism
α : Λγ∗E → E′. We then have the induced morphism
(9.44) ΛP ∗ΛT ∗ Exp(Λγ∗E)→ ΛP ∗ΛT ∗ Exp(E′),
and by Lemma 8.38, P ◦T is equivalent to the identity, so that by Lemma 9.5,
the target of this morphism is naturally identified with Exp(E′). Combining
(9.43) and (9.44), we obtain a functorial morphism
(9.45) ΛP ∗Λγ∗ΛT ∗ Exp(E)→ Exp(E′)
of E-valued trace theories onMor ∗(C′). If C, C′ and E are unital symmetric
monoidal, γ is lax monoidal, and E, E′ and α are multiplicative, then (9.45)
is a multiplicative map.
A typical example of such a situation occurs in the following case. Con-
sider the functor V : Λ → Γ ⊂ Γ+ sending [n] ∈ Λ to the set V ([n]λ) of its
vertices. Then for any bounded category C equipped with a unital symmet-
ric monoidal structure B∞C, we have C
♯ = ΛBC ∼= V ∗B∞C. Since V factors
through Γ ⊂ Γ+, and pt ∈ Γ is the terminal object, (2.1) for the cofibration
B∞C|Γ+ induced then a natural functor
(9.46) Idtriv : C
♯ → C
canonically identified with Id on C ∼= C
♯
[1]. Thus the identity functor C → C
trivially extends to a trace functor Idtriv ∈ Tr(BC, C), and more generally,
any functor E : C → E to some category E lifts to a trace functor Etriv =
E ◦ Idtriv ∈ Tr(BC, E). Moreover, Idtriv is multiplicative, so that if E is
symmetric monoidal and E is multiplicative, then Etriv is also multiplicative.
Then if we are given another bounded unital symmetric monoidal cat-
egory C′ and a lax monoidal functor γ : C′ → C, we can also consider the
composition γ∗E : C′ → E , and then γ induces a natural map α : γ∗Etriv →
(γ∗E)triv . Plugging it into the construction of the map (9.45), we obtain a
functorial map
(9.47) ΛP ∗Λγ∗ΛT ∗ Exp(Etriv)→ Exp((γ
∗E)triv)
of E-valued trace theories on Mor∗(C′). Again, if E is unital symmetric
monoidal and E is lax monoidal, then (9.47) is a multiplicative map.
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9.7.3 Edgewise subdivision. The last additional structure on trace the-
ories that we will need is induced by the edgewise subdivision functors (3.29).
Namely, observe that for any 2-category C, these functors fit into a commu-
tative diagram
(9.48)
ΛC
πl(C)
←−−−− ΛlC
il(C)
−−−−→ ΛCy y y
Λ
πl←−−−− Λl −−−−→ Λ,
where the square on the left is cartesian, and the functor il(C) over some
v : [nl] → [n] is given by the pullback v∗ : Fun2([n]Λ, C) → Fun
2([n]Λ, C).
Fix a target category E .
Definition 9.21. An 〈F, l〉-structure on an E-valued trace theory E on C is
a map
F : πl(C)
∗E → il(C)
∗E.
If E has finite limits, then since πl is a bifibration wth finite fibers, so
is πl(C), and there exists the right Kan extension πl(C)∗il(C)
∗E. Moreover,
by (2.11), this is again a trace theory on C, and by adjunction, giving an
〈F, l〉-structure on E is equivalent to giving a map
(9.49) F † : E → πl(C)∗il(C)
∗E.
Definition 9.22. The trace theory πl(C)∗il(C)
∗E is called the l-th edgewise
subdivision of the trace theory E.
If C/∆o and E are symmetric monoidal, then ΛlC/Λl is also symmetric
monoidal by pullback, so it makes sense to say that an 〈F, l〉-structure F on
a multiplicative trace theory E is multiplicative. If E has finite limits, then
the l-th edgewise subdivision πl(C)∗il(C)
∗E of a multiplicative trace theory
E is multiplicative, and for any multiplicative 〈F, l〉-structure F on E, the
corresponding map (9.49) is multiplicative as well.
Finally, for any functor S : C[0] → Sets, the diagram (9.48) obviously
induces an analogous diagram for the category tw(ΛC, S), so that for any
monoidal category C, an 〈F, l〉-structure F on a trace functor E on C induces
an 〈F, l〉-structure Exp(F ) on its expansion Exp(E). If F is multiplicative,
then so is Exp(F ). We note that if C is symmetric monoidal, then giving
an 〈F, l〉-structure on Etriv ∈ Tr(BC, E) for some functor E : C → E is
equivalent to giving a map
(9.50) E → δ∗lm
∗
lE,
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where ml : C
l → C is the l-fold product, and δl : C → C
l is the diagonal
embedding. Explicitly, this amounts to giving a map E(c)→ E(c⊗l) for any
c ∈ C, functorially with respect to c.
Remark 9.23. Since limits do not commute with colimits, edgewise sub-
division of Definition 9.22 in general does not commute with the expansion
functor (9.17).
10 Homotopy trace theories.
10.1 Definitions. Recall that for any bounded category C, we have the
category Ho(C) of functors from C to Top+ localized with respect to point-
wise weak equivalences, as in Subsection 4.1, and for any commutative ring
k, we also have the category Ho(C, k) of functors from C to ∆ok-mod, again
localized with respect to pointwise weak equivalences, as in Subsection 4.6.
For any class v of maps in C, we have the full subcategory Hov(C) ⊂ Ho(C)
spanned by objects E such that Ho(E) : C → Ho inverts maps in v, and
similarly for Ho(−, k). For any cofibration C → I of bounded categories,
say that an object E in Ho(C) or Ho(C, k) is homotopy cocartesian over
I if so is Ho(E) : C → Ho, and similarly, for any fibration C → I, say
that E is homotopy cartesian over I if so is Ho(E). Then Ho♮(C) ⊂ Ho(C)
resp. Ho‡(C) ⊂ Ho(C) is the full subcategory spanned by homotopy cocarte-
sian resp. homotopy cartesian functors, and similarly for Ho(−, k). Assume
given a cofibration C → I of bounded categories, with the transpose fibration
C⊥ → Io, and consider the corresponding diagram (2.18).
Lemma 10.1. In the assumptions above, the functor
(10.1) l! ◦ q
∗ ◦ r∗ : Ho(C)→ Ho(C⊥)
induces an equivalence Ho♮(C) ∼= Ho‡(C⊥), and similarly for Ho(−, k).
Proof. Denote ϕ = r ◦ q : tw⊥(C/I) → C. Note that for any i ∈ I and
c ∈ C⊥i ⊂ C
⊥, the fiber tw⊥(C/I)c of the cofibration l : tw
⊥(C/I) → C⊥
is naturally identified with the right comma-category i \ I. In particular,
it is homotopy contractible, with the initial object i, so that if we denote
⋄ = l∗(‡), the functors l! and l
∗ induce an equivalence Ho⋄(tw⊥(C/I)) ∼=
Ho‡(C⊥). Moreover, ϕ∗(♮) ⊂ ⋄, so that ϕ∗ induces a functor
(10.2) Ho♮(C)→ Ho⋄(tw⊥(C/I)) ∼= Ho‡(C⊥), E 7→ E⊥ = l!ϕ
∗E.
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We have Ho(E⊥)(i) ∼= Ho(E)(i) for any i ∈ I, and Ho(E⊥) ∼= Ho(E)⊥. To
go in the other direction, let C′ = Co⊥ → I be the cofibration transpose to
Co → Io, consider the diagram (2.18) for the cofibration C′ → I, and pass
to the opposite functors to obtain the diagram
(10.3) C⊥
ϕo
←−−−− tw⊥(C′/I)o
lo
−−−−→ C.
Then again, the fibers of the fibration lo : tw⊥(C′/I) → C are homotopy
contractible, and ϕo∗ induces a functor
Ho‡(C⊥)→ Ho♮(C), E′ 7→ E′⊥ = l
o
∗ϕ
o∗E′
such that Ho(E⊥) ∼= Ho(E)⊥. To finish the proof, it remains to construct
functorial isomorphisms E ∼= (E⊥)⊥ and E
′ ∼= (E′⊥)
⊥ for any E ∈ Ho♮(C)
and E′ ∈ Ho‡(C⊥).
To do this, consider the product tw(C, C′) = tw⊥(C/I) ×C⊥ tw
⊥(C ′/I).
Then objects in tw(C, C′) are composable pairs c → c′ → c′′ of arrows in C
cocartesian over I, and sending such an arrow to c → c′′ defines a functor
µ : tw(C, C′)→ A(C), where A(C) ⊂ ar(C) is spanned by cocartesian arrows.
We also have the projections ϕ, l : tw(C, C′)→ C sending the pair to c resp.
c′′, l∗ induces an equivalence Ho♮(C) ∼= Ho⋄(tw(C, C′)), where we let ⋄ = l∗♮,
and ϕ∗ then induces a functor
Ho♮(C)→ Ho⋄(tw(C, C′)) ∼= Ho♮(C), E 7→ (E⊥)⊥.
Thus to identify E ∼= (E⊥)⊥, it suffices to construct a functorial isomorphism
ϕ∗E ∼= l∗E for any E ∈ Ho♮(C). But we have ϕ = s ◦ µ, l = t ◦ µ, where
s, t : A(C)→ C send c→ c′ to c resp. c′, and we obviously have s∗E ∼= t∗E for
any E ∈ Ho♮(C). This provides the required isomorphism E ∼= (E⊥)⊥. The
argument for E′ is dual, and then the argument for the categories Ho(−, k)
is identically the same. 
Now assume given a bounded 2-category C. Then its cyclic nerve ΛC
is also bounded, so we may consider the homotopy categories Ho(ΛC) and
Ho(ΛC, k), k a commutative ring. Recall that we have the functor (4.1), and
similar functors for Ho(ΛC, k).
Definition 10.2. A homotopy trace theory resp. a k-valued homotopy trace
theory on a bounded 2-category C is an object E in Ho(ΛC) resp. Ho(ΛC, k)
homotopy cocartesian over Λ. A homotopy trace functor on a unital monoi-
dal category C is a homotopy trace theory on BC.
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Equvalently, E is a homotopy trace theory iff Ho(E) is a trace theory
in the sense of Definition 9.3. We denote by Hotr(C) = Ho
♮(ΛC) ⊂ Ho(λC),
Hotr(C, k) = Ho
♮(ΛC, k) ⊂ Ho(ΛC, k) the full subcategories spanned by ho-
motopy trace theories in the sense of Definition 10.2.
Now, the reader is invited to observe that with this definition, and with
Lemma 10.1, all the material of Section 9 extends to homotopy trace the-
ories, with identical proofs: all one has to do is to replace colimits with
homotopy colimits, Kan extensions with homotopy Kan extensions, and
reinterpret E⊥ for a homotopy cocartesian functor E in terms of (10.2).
In particular, for any pointed bounded 2-category 〈C, o〉 equipped with an
admissible base S, we have a pair of adjoint functors
(10.4) Redho : Hotr(C)→ Hotr(BCo), Exp
ho : Hotr(BCo)→ Hotr(C)
given by the homotopy counterparts of (9.16) and (9.17), and similar for
Hotr(−, k). We also have the notion of an S-homotopy exact homotopy
trace theory obtained by replacing “exact” in Definition 9.9 with “homotopy
exact”, and the essential image of the full expansion functor Exp of (10.4)
consists of homotopy exact homotopy trace theories.
All the additional structures of Subsection 9.6 also have obvious homo-
topy counterparts. In particular, for monoidal structures, observe that the fi-
bration Tr(Bs∞C/Γ,Top+)→ Γ of (9.41) induces a fibration Ho(B
s
∞C/Γ)→
Γ with fibers Ho(C×2 · · ·×2C) that is also a cofibration and carries a symmet-
ric monoidal structure, and define a multiplicative homotopy trace theory
on C as an object in Sec♮∞(Γ,Ho(B
s
∞C/Γ)). Note that Lemma 9.19 then
holds with the same proof.
Moreover, as in Lemma 9.7, a homotopy trace theory E on a bounded
2-category C gives rise to an object a(E) in Ho(Adj (C)× Λ) that induces a
functor
(10.5) Adj(E) : Adj(C)→ Hotr(pt
2) = Ho∀(Λ),
and similarly for Ho(−, k). However, since the category Λ is not homotopy
contractible, it is no longer true that Hotr(pt
2) is equivalent to Ho.
In effect, the category ∆o is homotopy contractible, so that we at least
have Ho∀(∆o) ∼= Ho, and the embedding jo : ∆o → Λ provides a pullback
functor jo∗ : Ho∀(Λ) → Ho∀(∆o). Moreover, for any small category I, we
can define a homotopy version TwI of the twist functor (2.13) by replacing
Kan extensions with homotopy Kan extensions, and then Lemma 3.11 holds
with the same proof, so that TwΛ sends the whole Ho(Λ) into Ho
∀(Λo). If
we now let AvΛ = TwΛo ◦TwΛ, then the same argument as in Lemma 10.1
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provides a functorial map Id→ AvΛ whose evaluation E → AvΛ(E) at some
E ∈ Ho(Λ) is an isomorphism whenever E is locally constant. Therefore
our averaging functor AvΛ : Ho(Λ) → Ho
∀(Λ) is left-adjoint to the full
embedding Ho∀(Λ) ⊂ Ho(Λ). Explicitly, for any E ∈ Ho(Λ), we have
(10.6) jo∗ AvΛ(E) ∼= hocolim∆o j
o∗E ∈ Ho∀(∆o) ∼= Ho,
and the pullback jo∗ then has a left-adjoint given by
(10.7) AvΛ ◦j
o
! : Ho
∀(∆o)→ Ho∀(Λ).
By adjunction, the composition K = AvΛ ◦j
o
! ◦ j
o∗ is a comonad on Ho∀(Λ),
and the composition K† = jo∗ ◦ AvΛ ◦j
o
! is a monad on Ho
∀(∆o) ∼= Ho.
To describe the comonad K, note that since homotopy colimits over ∆o
preserve finite products, the functor TwΛ, hence also AvΛ is monoidal with
respect to pointwise smash-product, and by the projection formula, for any
E ∈ Ho∀(Λ), we have jo! j
o∗E ∼= E ∧ jo! pt+, where pt+ : ∆
o → Sets+ ⊂ Top+
is the constant functor with value pt+. Therefore if we let K = AvΛ(j
o
! pt+),
then K is a coalgebra object in Ho∀(Λ), and we have K(E) = E ∧ K. We
also note that for any E ∈ Ho(Λ), we have functorial isomorphisms
(10.8)
hocolimΛE ∧K ∼= hocolimΛAvΛ(E ∧K) ∼= hocolimΛK(AvΛ(E)) ∼=
∼= hocolim∆o j
o∗ AvΛ(E) ∼= hocolim∆o j
o∗E,
where the last isomorphism is (10.6). Dually, K† = jo∗K is an algebra object
in Ho∀(∆o), and we have K†(E) = E ∧ K† for any E ∈ Ho∀(∆o).
Now, up to an equivalence, jo : ∆o ∼= [1] \ Λ → Λ is a discrete cofi-
bration, and jo! pt+ is easy to compute; in particular, j
o∗jo!pt+ ∈ Ho(∆
o)
is canonically identified with Σ+, where Σ is the standard simplicial circle
Σ : ∆o → Sets+ of (3.16). Then K
† ∼= S1+ in Ho
∀(∆o) ∼= Ho, with the
algebra structure induced by the group structure on the circle S1, and for
any E ∈ Ho∀(Λ), the pullback jo∗E comes equipped with an action map
(10.9) S1+ ∧ j
o∗E → jo∗E.
While jo∗E ∈ Ho∀(∆o) ∼= Ho is simply a homotopy type, the action (10.9)
might well be non-trivial — for example, if E = K, then (10.9) is the mul-
tiplication in the algebra K†.
The same procedure works for k-valued homotopy trace theories, but
in this case, one can say more. Namely, if k = Z, K ∈ Ho∀(Λ,Z) can be
represented by an explicit complex K q in Fun(Λ,Z) that fits into a four-term
exact sequence
(10.10) 0 −−−−→ Z −−−−→ K1 −−−−→ K0 −−−−→ Z −−−−→ 0,
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where Z stands for the constant functor with value Z (see e.g. [Ka11, Lemma
1.6]). For any k and E ∈ Ho∀(Λ, k), we then have K(E) ∼= E ⊗Z K q. The
algebra K†(k) = jo∗K q ⊗Z k is then a DG algebra over k quasiisomorphic to
the homological chain complex C q(S1, k) of the circle equipped with the Pon-
tryagin product. This DG algebra is formal — that is, we have K†(k) ∼= k[B],
the free graded-commutative algebra in one generator B of homological de-
gree 1 with trivial differential — and (10.9) can be refined to an equivalence
of categories
(10.11) D∀(Λ, k) ∼= D(k[B]).
Explicitly, for any E ∈ Fun(Λ, k), the pullback jo∗ AvΛ(E) is identified with
the homology object C q(∆o, jo∗E) ∈ D(k) by (10.6), this can be computed
by the standard complex C q(jo∗E) of the simplicial k-module jo∗E, and
the generator B in (10.11) then acts on C q(jo∗E) by the Connes-Tsygan
differential (also known as Rinehart differential, see [L, Chapter 2] and bib-
liographical comments therein).
10.2 Stabilization. Let us now discuss homotopy trace theories from the
point of view of the stabilization formalism of Section 4.
10.2.1 Stable trace theories. Say that a 2-category C is half-additive if
for any c, c′ ∈ C[0], the category C(c, c
′) is half-additive – that is, pointed with
finite coproducts – and for any f ∈ C(c, c′), all the composition functors f ◦−
and − ◦ f preserve finite coproducts. In particular, C(c, c) is half-additive
for any c ∈ C[0].
Definition 10.3. A homotopy trace theory or a k-valued homotopy trace
theory E on a half-additive bounded 2-category C is stable if for any c ∈ C,
its restriction i∗cE with respect to (9.2) is stable.
In particular, for any homotopy trace theory E on C, object c ∈ C[0],
and its endomorphism f ∈ C(c, c), we have the object Ho(E)(〈c, f〉) ∈ Ho
induced by (4.1), and if E is stable, we also have the stable Γ-space
(10.12) Host(E)(〈c, f〉) ∈ Host(Γ+)
induced by (4.13). If f = id is the identity endomorphism, then we have
the embedding ε(c) : pt2 → C onto c, and if we let E(c) = Λε(c)∗E in
Hotr(pt
2) = Ho∀(Λ), then Ho(E)(〈c, id〉) ∈ Ho corresponds to jo∗E(c) under
the equivalence Ho∀(∆o) ∼= Ho. To obtain a similar interpretation of the
stable Γ-space (10.12), note that if we equip Γ+ with the monoidal structure
given by smash product, then BΓ+ is half-additive, and for any half-additive
2-category C, we have a 2-functor
(10.13) m : BΓ+ ×
2 C → C
that induces the functors (4.12) for the half-additive categories C(c, c′). We
then have a 2-functor ε(c)+ = m◦(id×ε(c)) : BΓ+ → C, and we can consider
the object
(10.14) E(c)+ = Λε(c)
∗
+E ∈ Ho
st
tr(Γ+).
By definition, this is a stable homotopy trace functor on Γ+ but it turns out
that this is the same thing as a locally constant family of stable Γ-spaces
over Λ. Namely, since Γ+ is symmetric monoidal, it carries the tautological
Γ+-valued trace functor (9.46), and taking its product with the projection
Γ♯+ → Λ provides a functor
(10.15) m♯ : Γ
♯
+ → Γ+ × Λ.
Let Host♮ (Γ+×Λ) ⊂ Ho
st(Γ+×Λ) be the full subcategory spanned by objects
cocartesian with respect to the projection Γ+ × Λ → Λ. Then (10.15) is
cocartesian over Λ, so that it induces a functor
(10.16) m∗♯ : Ho
st
♮ (Γ+ × Λ)→ Ho
st
tr(Γ+).
Lemma 10.4. The functor (10.16) is an equivalence.
Proof. By definition, the fibers of the cofibration Γ♯+ → Λ are products
Γn+, n ≥ 1. Let Ho
st(Γ♯+) ⊂ Ho(Γ
♯
+) be the full subcategory spanned by
objects whose restriction to each of these fibers is polystable in the sense of
Lemma 4.9. Then (10.15) also induces a functor
(10.17) m∗♯ : Ho
st(Γ+ × Λ)→ Ho
st(Γ♯+)
that has a left-adjoint Stab ◦m♯!. On each fiber Γ
n
+ ⊂ Γ
♯
+, (10.15) re-
stricts to the functor mn of (4.17) (with I = pt), (10.16) restricts to (4.18),
and by (2.11) and Remark 4.5, Stab ◦m♯! restricts to Stab ◦mn!. Then by
Lemma 4.9, the adjunction maps for the adjoint pair m∗♯ , Stab ◦m♯! are iso-
morphisms, so that (10.17) is an equivalence. To prove that (10.16) is also
an equivalence, it remains to check that m∗♯E is homotopy cocartesian over
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Λ only if so is E ∈ Host(Γ+×Λ). But this is obvious: any map f in Γ+×Λ
cocartesian over Λ lifts to a cocartesian map in Γ♯+. 
By virtue of Lemma 10.4, the object E(c)+ of (10.14) defines a structure
of a stable Γ-space on E(c) ∈ Ho∀(Λ), and this can be used to refine slightly
the map (10.9) for jo∗E(c). Namely, let Host♮ (Γ+ × ∆
o) ⊂ Host(Γ+ × ∆
o)
be the full subcategory spanned by objects cocartesian with respect to
Γ+ ×∆
o → ∆o, and note that since ∆o is homotopy contractible, we have
Host♮ (Γ+ × ∆
o) ∼= Ho(Γ+). Then j
o∗E(c)+ defines a structure of a stable
Γ-space on jo∗E(c). For any small category I, the construction of the map
(10.9) works in exactly the same way relatively over the fibers of the pro-
jection I × Λ → I, so that in particular, the stable Γ-space jo∗E(c)+ also
comes equipped with such a map. By adjunction, we then have a based map
(10.18) jo∗E(c)+ → L(j
o∗E(c))+
to the free loop space L(jo∗E(c)+). Moreover, we have natural embeddings
Ω(jo∗E(c)+), j
o∗E(c)+ → L(j
o∗E(c)+) in Ho
st(Γ+) onto based resp. con-
stant loops. But then we can use the product map (4.7) to combine these em-
beddings into a weak equivalence Ω(jo∗E(c)+) × j
o∗E(c)+ → L(j
o∗E(c)+).
The map (10.18) then splits as B × Id, where B is a map
(10.19) B : jo∗E(c)+ → Ωj
o∗E(c)+.
in Host(Γ+). In the k-linear case, this is the Connes-Tsygan differential that
appears in (10.11). The construction is obviously functorial, so that for any
half-additive 2-category C and stable homotopy trace theory E on C, the
functor
(10.20) jo∗ ◦ Adj(E) : Adj(C)→ Host(Γ+)
induced by (10.5) comes equipped with a map (10.19). Moreover, if a sta-
ble homotopy trace theory E ∈ Hosttr(Γ+) is multiplicative, then j
o∗E ∈
Host(Γ+) is an algebra object with respect to the unital symmetric monoidal
structure (4.30), and in general, for any multiplicative stable homotopy trace
theory E on a unital symmetric monoidal half-additive 2-category C, the
same applies to the value jo∗ Adj(E)(o) of the functor (10.20) on the unit
object o ∈ C[0].
Remark 10.5. One can show that the equivalence of Lemma 10.4 is multi-
plicative, and a multiplicative stable homotopy trace theory E ∈ Hosttr(Γ+)
actually defines a locally constant family of algebra objects in Host(Γ+)
parametrized by Λ. In particular, the algebra structure is compatible with
the map (10.19) in a certain natural way. However, we will not need this.
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Proposition 10.6. For any bounded half-additive 2-category C, the full sub-
category Hosttr(C) ⊂ Hotr(C) spanned by stable homotopy trace theories is
left-admissible, with the stabilization functor
StabC : Hotr(C)→ Ho
st
tr(C)
adjoint to the embedding Hosttr(C)→ Hotr(C), and for any object c ∈ C[0], we
have i∗c ◦ StabC
∼= StabC(c,c) ◦i
∗
c . The same holds for the category Hotr(C, k)
for any commutative ring k.
Unfortunately, the stabilization procedure used in Proposition 4.4 is not
compatible with monoidal structures, and cannot be applied immediately
in the setting of Proposition 10.6. This is a well-known problem with a
well-known solution that underlies the theory of symmetric spectra of [HSS]
— roughly speaking, one needs to replace the colimit (4.9) with a colimit
over a more appropriate indexing category. For symmetric spectra, this is
the category of finite sets and injective maps. For trace theories, we need
something slightly more complicated, so we first discuss the construction in
an abstract setting and exhibit its essentially 2-categorical nature.
10.2.2 Abstract stabilization. For any unital monoidal category J ,
the pullback κo∗BJ → ∆o satisfies the Segal condition, so that its re-
duction (κo∗BJ)red of Remark 6.5 is a 2-category. Say that J is essen-
tially discrete if the cofibration (κo∗BJ)red → ∆o is discrete. In this case,
(κo∗BJ)red ∼= ∆oJred is the simplicial replacement of a category Jred that
we call the reduction of the unital monoidal category J . The composition of
the embedding (κo∗BJ)red → κo∗BJ and the projection ao! : κ
o∗BJ → BJ
gives a 2-functor
(10.21) e : ∆oJred ∼= (κ
o∗BJ)red → BJ.
Explicitly, objects in Jred are objects in J , morphisms from j to j
′ are pairs
〈j′′, a〉 of an object j′′ ∈ I and an isomorphism a : j ⊗ j′′ ∼= j′, and the
2-functor (10.21) sends such a morphism to j′′. In particular, Jred only
depends on the isomorphism groupoid J ⊂ J of the category J with the
induced monoidal structure, so that Jred ∼= Jred, and the reduction Jred has
an initial object o ∈ Jred corresponding to the unit object 1 ∈ J .
Example 10.7. The unital monoidal category ∆< is essentially discrete,
and its reduction ∆<red is the partially ordered set N of non-negative integers.
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Example 10.8. The category Γ of finite sets with cocartesian product is
essentially discrete, and its reduction Γred is the category of finite sets and
injective maps. The monoidal functor V : ∆< → Γ sending an ordinal to
the set of its elements induces a functor Vred : N→ Γred sending maps in N
to maps V (s) : V ([n])→ V ([n′]) in Γred.
Assume given an essentially discrete unital monoidal category J , and a
J-module M in the sense of Definition 6.30, with M =M[0] and the action
functor (6.44). Then since ∆oJred → ∆
o is discrete, the precofibration
e∗M → ∆oJred induced by µ : M → BJ is a cofibration, and since (6.43)
is an equivalence, the cofibration is special. Then by Lemma 6.11, we have
e∗M ∼= ξ∗Mred for a unique cofibration Mred → Jred. Explicitly, all fibers
Mredj , j ∈ Jred are identified with M = M[0], and the transition functor
corresponding to 〈j′′, a〉 is m(−, j′′). In particular, the fiber Mredo over the
initial object o ∈ Jred is identified with M , and (2.19) gives a functor
(10.22) σ :M × Jred →M
red, x× j 7→ 〈j, id〉!x ∼= m(x, j), x ∈M, j ∈ J
over Jred. Moreover, say that M is reflexive if for any j ∈ J , the functor
m(−, j) : M → M has a right-adjoint j∗ : M → M . Then in this case, the
cofibration Mred → Jred is a bifibration, and (2.1) provides a functor
(10.23) ω = ζ(o) :Mred →M
sending x ∈M =Mj ⊂M
red, j ∈ J to j∗x ∈M . If we have two I-modules
M0, M1, then a morphism α : M0 → M1 of I-module induces a functor
αred : Mred0 →M
red
1 over Ired. If M1 is also reflexive, we can consider the
composition
M0 × Jred
σ
−−−−→ Mred0
αred
−−−−→ Mred1
ω
−−−−→ M1
that gives rise to a functor
(10.24) M0 → Fun(Jred,M1)
as soon as Jred is bounded, so that the right-hand side is well-defined.
To apply this abstract machinery to stabilization, it is convenient to
use both the category Top+ of pointed compactly generated topological
spaces and the category ∆o Sets+ of pointed simplicial sets. Both are unital
symmetric monoidal with respect to the smash product, and we have an
adjoint pair
(10.25) Top+
sing
−−−−→ ∆o sing+
real
−−−−→ Top+
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of the singular complex functor sing and the geometric realization functor
real. By Milnor Theorem, the latter is symmetric monoidal (see [Dr] for a
modern proof). We also have the tautological embedding Γ+ → Sets+ that
induces an embedding ε : ∆oΓ+ → ∆
o Sets+.
Now, (6.52) with E = Sets+ and I = ∆o provides a morphism
(10.26) Fun⊗(Γ+,∆
o Sets+)→ Fun
⊠(Γ+,∆
o Sets+)
of modules over the unital monoidal category ∆oΓ+, and its target is equiv-
alent to Fun(Γ+, ε
∗∆o Sets+), where ∆
o Sets+ is considered as module over
itself. Then the realization functor (10.25) induces a ∆oΓ+-module mor-
phism
(10.27) Fun(Γ+, ε
∗∆o Sets+)→ Fun(Γ+, ε
∗ real∗ Top+),
and for any unital monoidal category J equipped with a monoidal functor
γ : J → ∆oΓ+, the composition of morphisms (10.26) and (10.27) induces a
J-module morphism
(10.28) α(γ) : γ∗ Fun⊗(Γ+,∆
o Sets+)→ Fun(Γ+, γ
∗ε∗ real∗Top+).
Moreover, Top+ is reflexive as a module over itself. Therefore the target of
the morphism (10.28) is also reflexive, and if J is essentially discrete, (10.28)
gives rise to the corresponding functor (10.24). Precomposing it with sing
of (10.25) then gives a functor
(10.29) Sp(J, γ) : Fun(Γ+,Top+)→ Fun(Jred × Γ+,Top+).
By construction, (10.29) is functorial with respect to pairs 〈J, γ〉 — if we
have another essentially discrete unital monoidal category J ′ and a monoidal
functor ϕ : J ′ → J , then we have a canonical isomorphism
(10.30) ϕ∗red Sp(J, γ)
∼= Sp(J ′, ϕ∗γ),
where ϕred : J
′
red → Jred is induced by ϕ. In particular, we can always
replace J with its isomorphism groupoid J , and by abuse of notation, we
will denote Sp(J, γ) = Sp(J, γ) even when γ is only defined on J . Also by
construction, the functor (10.29) respects homotopy equivalences, so we can
define an endofunctor Stab(J,Σ) of the category Ho(Γ+) by setting
(10.31) Stab(J, γ) = π! ◦ Sp(J, γ),
where π : Jred × Γ+ → Γ+ is the projection. Then (10.30) provides a map
(10.32) Stab(J ′, ϕ∗γ)→ Stab(J, γ).
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In the trivial case J ′ = pt, this is simply a functorial map Id→ Stab(J, γ).
If we take J = ∆<, as in Example 10.7, and let γ : ∆< → ∆oΓ+ be the
only monoidal functor that sends [0] to the simplicial circle Σ of (3.16), then
Stab(∆<, γ) is precisely the stabilization functor Stab of (4.9) constructed in
Proposition 4.4. However, Γ+ is symmetric monoidal; therefore we can also
take J = Γ, as in Example 10.8, with the monoidal functor γ : Γ → ∆oΓ+
of Example 4.19 sending V ([0]) = pt ∈ Γ to Σ.
Lemma 10.9. The map Stab = Stab(∆<, V ∗γ) → Stab(Γ, γ) of (10.32)
induced by the embedding V : ∆< → Γ of Example 10.8 is an isomorphism.
Proof. By (10.30), for any X ∈ Ho(Γ+), V
∗
red Sp(Γ, γ)(X) ∈ Ho(N × Γ+) is
represented by the inductive system ΩnBnX of (4.9), so that in particular,
it is cocartesian over N for stable X. Since every map in Γred is isomorphic
to a map in the image of Vred, Sp(Γ, γ)(X) then is cocartesian over Γred, and
if we let j : pt→ Γred be the embedding onto the initial object o ∈ Γred, the
adjunction map Sp(Γ, γ)(X) → (j × id)!X is an isomorphism. Therefore for
a stable X, the canonical map X → Stab(Γ, γ)(X) is an isomorphism, and
to finish the proof, it remains to show that Stab(Γ, γ)(X) is stable for any X.
Moreover, again by (10.30), the functor Ho(Sp(Γ, γ)(X)) : Γred → Ho(Γ+)
sends a set S ∈ Γred of cardinality n to Ω
nBnX, and the latter is n-stable.
Let Γ≥nred ⊂ Γred be the subcategory of sets of cardinality ≥ n, and assume
for the moment that we know the following:
• for any n ≥ 0 and any Y ∈ Ho(Γred), the natural map
hocolim
Γ≥nred
Y |
Γ≥nred
→ hocolimΓred Y
is an isomorphims.
Then we are done: by the base change isomorphism (2.11), Stab(Γ, γ)(X)
is n-stable for any n, thus stable.
The argument for (•) is non-trivial but well-known (apparently it goes
back to [I, Proposition VI.4.6.12]). Since it is also very short, we reproduce it
for the convenience of the reader. By induction on n, it suffices to show that
the embedding Γ≥n+1red ⊂ Γ
≥n
red is homotopy cofinal for any n. By Remark 1.17,
we only have to consider the right comma-fiber over the single object in Γ≥nred
that is not in Γ≥n+1red , and for any n, this right comma-fiber is equivalent to
the category I = Γ≥1red of non-empty finite sets and injective maps. To prove
that it is homotopy contractible, consider the product I × I, the diagonal
embedding δ : I → I × I and the coproduct functor µ : I × I → I. We then
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have a natural map Id→ δ ◦ µ, and also a map Id→ µ ◦ δ (say given by the
embedding S → S ⊔ S onto the first copy of S). Then by Lemma 4.1, δ is a
weak equivalence. Then so are its one-sided inverses p1, p2 : I × I → I given
by the projection onto the two factors, and then also the section i : I → I×I
of the projection p1 given by the embedding onto I×S for some fixed S ∈ I.
But then p2 ◦ i factors through the embedding pt→ I onto S. 
10.2.3 Stabilization for trace theories. We now observe that the con-
struction of the functor (10.24) works in the relative setting. Namely, as in
Definition 9.17, define a unital monoidal structure on a cofibration C → I
as a cofibration BC → ∆o × I whose restriction to ∆o × i, i ∈ I is a
unital monoidal structure on Ci. Moreover, define a C-module as a cofibra-
tion M → ∆o × I, with the fiber M = M|[0]×I , equipped with a functor
µ :M→ BC over ∆o× I that is cocartesian over all maps f × f ′, f special,
and such that the functor
ζ([0]) × (ρo × id)∗µ :M ×I (ρ
o × id)∗BC
is an equivalence of categories. Then for any i ∈ I, the restrictionM|∆o×i is
a Ci-module in the sense of Definition 6.30, and we have the action functor
(10.33) m :M ×I C →M.
Moreover, if M is bounded, and we have a cocomplete category E , then the
fibration Fun(M/I, E)⊥ → I is also a cofibration, with transition functors
given by left Kan extension (f!)! with respect to transition functors f! of the
cofibration M → I, and we have the action functor
(10.34) m : Fun(M/I, E)⊥ ×I C → Fun(M/I, E)
⊥
whose fibermi over some i ∈ I is the functor (6.47) for the Ci-moduleMi, and
the maps (2.7) are the base change maps (2.11) induced by the corresponding
maps for the functor (10.33). Then identically the same construction as in
Subsection 6.6 provides a C-module Fun⊗(M/I, E) with Fun⊗(M, E)|[0]×I ∼=
Fun(M/I, E)⊥ and the action functor (10.34). Moreover, say that a unital
monoidal category J/I is essentially discrete if so is each of the fibers Ji,
i ∈ I; then for such a J , we have the cofibration Jred → I, and if Jred is
bounded, then for any morphism α :M0 →M1 of J-modules with reflexive
M1, we have the relative version
(10.35) M0 → Fun(Jred/I,M1)
179
of the functor (10.24).
To apply this to stabilization, take an integer n ≥ 1, let m : Γn+ → Γ+ be
the iterated smash product functor, and note that by induction on n, for any
half-additive category E that has kernels, the composition m∗◦m† of the em-
bedding m† : E → Fun(Γ+, E) and the pullback functor m∗ : Fun(Γ+, E) →
Fun(Γn+, E) is fully faithful and admits a right-adjoint. Therefore as in Sub-
section 6.6, we have an embedding m∗E⊗ ⊂ Fun(Γn+, E) of Γ
n
+-modules and
its right-adjoint. We also have the morphisms (6.51) and (6.52) with Γ+ re-
placed by Γn+. More generally, consider the cyclic nerve Γ
♯
+ → Λ of the cat-
egory Γ+, with the monoidal structure induced by the symmetric monoidal
structure on Γ+, and let Idtriv : Γ
♯
+ → Γ+ be the functor (9.46). Then as
soon as E is cocomplete, we have a fully faithful embedding
Id∗triv ◦m
† : Id∗triv E → Fun
⊗(Γ♯+/Λ, E)
of Γ♯+-modules, and for any bounded I and half-additive cocomplete E with
kernels, we have a morphism
(10.36) Fun⊗(I × Γ♯+/Λ, E)→ Id
∗
triv Fun
⊠(I × Γ+, E)
of Fun(I,Γ♯+/Λ)-modules, a relative version of the morphism (6.52). We
can now take E = Sets+ and I = ∆
o, let J = Γ♯, where Γ is the essentially
discrete symmetric monoidal category of Example 10.8, equip it with the
functor γ♯ : Γ
♯
→ Fun(∆o,Γ♯+/Λ) induced by γ : Γ→ ∆
oΓ+ of Lemma 10.9,
replace (10.24) with (10.35), and repeat the construction of Subsection 10.2.2
to obtain a functor
(10.37) Sp(Γ♯, γ♯) : Fun(Γ♯+/Λ,Top+)
⊥ → Fun(Γ♯red ×Λ Γ
♯
+/Λ,Top+)
⊥
over Λ, a relative version of the functor (10.29). It still respects weak equiv-
alences, thus descends to a functor Ho(Γ♯+/Λ) → Ho(Γ
♯
red ×Λ Γ
♯
+/Λ), and
we can further define a functor
(10.38) StabΛ = π! ◦ Sp(Γ
♯, γ♯) : Ho(Γ+/Λ)→Ho(Γ+/Λ)
over Λ, where π : Γ♯red × Γ
♯
+ → Γ
♯
+ is the projection.
Lemma 10.10. The functor (10.38) is cartesian over any map f : [n]→ [1].
Proof. For any [q] ∈ Λ, we have (Γ♯+)[q]
∼= Γ
q
+, and under these identifica-
tions, the transition functor f! corresponding to the map f is isomorphic to
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the iterated product functor m : Γn+ → Γ+. For any X ∈ Ho(Γ
♯
+/Λ)[1]
∼=
Ho(Γ+), we have Stab
Λ(X) = Stab(Γ, γ)(X), where Stab(Γ, γ) is as in
Lemma 10.9. Moreover, by construction, the functor (10.37) is cocarte-
sian, so that StabΛ(m∗X) ∼= m∗ Stab(Γn, ϕ∗γ)(X), where ϕ : Γn → Γ is
the iterated product functor for the monoidal structure on Γ (that is, the
iterated coproduct of finite sets). What we have to check, then, is that the
map (10.32) induced by ϕ is an isomorphism. But by Lemma 10.9, its target
is isomorphic to Stab, and exactly the same argument proves that the same
is true for its source. 
Proof of Proposition 10.6. Consider the product BΓ+ ×
2 C, with the corre-
sponding 2-functor (10.13) and the 2-functor t = ε(o)× id : C → BΓ+ ×
2 C,
and consider the corresponding diagram
ΛC
Λt
−−−−→ Γ♯+ ×Λ ΛC
Λm
−−−−→ ΛC,
of cyclic nerves and functors cocartesian over Λ. Define an endofunctor Stab
of the homotopy category Ho(Γ♯+ ×Λ ΛC) as the composition
Ho(Γ♯+ ×Λ ΛC)
Sp(Γ♯,γ♯)
−−−−−−→ Ho(Γ♯red ×Λ Γ
♯
+ ×Λ ΛC)
π!−−−−→ Ho(Γ♯+ ×Λ ΛC)
where π : Γ♯red ×Λ Γ
♯
+ ×Λ ΛC → Γ
♯
+ ×Λ ΛC is the projection, and Sp(Γ
♯, γ♯)
is induced by the functor (10.38) for the cofibration Γ♯+ ×Λ ΛC → ΛC. Let
StabC = Λt
∗ ◦ Stab ◦Λm∗ : Ho(ΛC)→ Ho(Λ(C)).
Then we have a functorial map Id → StabC , and by definition, we have
i∗c ◦StabC
∼= StabC(c,c) ◦i
∗
c for any c ∈ C[0]. Thus to prove the claim, it suffices
to check that for any homotopy trace theory E, StabC(E) is a homotopy trace
theory. But since every map [n] → [m] in Λ can be composed with a map
[m] → [1], it suffices to check that Ho(StabC(E)) is cocartesian over maps
[n] → [1], and this immediately follows from Lemma 10.10. The argument
for Hotr(−, k) is identically the same. 
10.3 Homotopy invariance. For any bounded half-additive pointed 2-
category 〈C, o〉, the restriction functor (9.16) commutes with stabilization,
thus induces a functor Redst : Hosttr(C) → Ho
st
tr(BCo), and similarly for
Ho(−, k). In the k-linear case, stabilization commutes with homotopy col-
imits, hence also with expansion, so that (9.17) provides a fully faithful
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left-adjoint functor Expst ∼= Expho to Redst. In the absolute case, Redst
still admits a fully faithful left-adjoint given by
(10.39) Expst = StabC ◦Exp
ho : Hosttr(BCo)→ Ho
st
tr(C),
while (4.34) provides an isomorphism
(10.40) ϕ ◦ Extst ∼= Expst ◦ϕ.
However, the absolute StabC no longer commutes with Exp
ho, and it is
not true that the essential image of the functor (10.39) consist of stable S-
homotopy exact trace theories. To describe this essential image, we need to
modify the notion of homotopy exactness. It turns out that the appropriate
condition in the stable case is actually shorter.
Definition 10.11. For any bounded pointed half-additive 2-category 〈C, o〉
equipped with a base S, a stable homotopy trace theory E ∈ Hosttr(C) is
stably S-homotopy exact if for any object c ∈ C[0] and S-contractible functor
g : ∆o> → C(c, c), the pullback g∗i∗cE ∈ Ho
st(∆o>) is homotopy exact.
The difference with Definition 9.9 is that we do not consider an additional
contractible simplicial set X. Let us show that this is enough.
Lemma 10.12. In the assumptions of Definition 10.11, assume further that
C is large, and the base S is ind-admissible. Then a stable homotopy trace
theory E ∈ Hosttr(C) is stably S-homotopy exact if and only if the natural
map E → Expst(Redst(E)) is an isomorphism.
Proof. For any small category I, with the tautological projection τ : I → pt,
the embedding e : I → I>, and the embedding i : pt → I> onto o ∈
I>, say that an object E ∈ Host(Γ+ × I
>) is stably homotopy exact if the
augmentation map Stab((id×τ)!(id×e)
∗E) → (id×i)∗E is an isomorphism
in Host(Γ+). Since hocolim∆o commutes with finite products, an object
E ∈ Host(Γ+×∆
o) is stably homotopy exact if and only if its restriction to
pt+ × ∆
o is homotopy exact. In particular, for any bounded half-additive
category E and small category I, a functor γ : I> → E uniquely extends to
a half-additive functor γ+ : Γ+ × I
> → E , and if I = ∆o>, then γ∗+E for
some E ∈ Host(E) is stably homotopy exact if and only if γ∗E is homotopy
exact.
If the bounded half-additive category E is also large, then it has filtered
colimits, thus all coproducts. Then for any simplicial set X with the pro-
jection π : ∆o>X = (∆oX)> → ∆o>, and any functor g : ∆o>X → E ,
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the left Kan extension (id×π)!g+ = ((id×π!g)+ : Γ+ ×∆
o> → E exists. If
X is contractible and g is contractible in the sense of Definition 3.1, then
(id×π)!g is also contractible. Moreover, for any X and any E ∈ Ho
st(E),
we can consider the natural map
(10.41) Stab((id×π)!g
∗
+E)→ ((id×π)!g+)
∗E,
and by the same argument as in the proof of Proposition 4.23, (4.15) shows
that (10.41) is an isomorphism in Host(Γ+×∆
0>). Therefore (id×g+)
∗E is
stably homotopy exact iff ((id×π)!g+)
∗E is homotopy exact.
Applying this in the setting of the Lemma, we conclude that E ∈ Hosttr(C)
is stably S-homotopy exact if and only if for any contractible X ∈ ∆o Sets+,
any c ∈ C[0], and any functor g : ∆
o>X → C(c) that is S-contractible in
the sense of Definition 9.9, the object g∗+i
∗
c ∈ Ho
st(Γ+ × ∆
o>X) is stably
homotopy exact. To finish the proof, it remains to apply the same argument
as in Theorem 9.10, with Exp replaced by Expst of (10.39). 
One can also rewrite Definition 10.11 in the following way. For any
bounded 2-category C, the cofibration C∆ = Fun(∆o, C/∆o) → ∆o is a 2-
category — its objects are the objects c ∈ C[0], and morphism categories
are C∆(c, c′) = Fun(∆o, C(c, c′)), so that morphisms in C∆ are simplicial
objects in the morphism categories C(c, c′). We have the evaluation functor
ev : ∆o × C∆ → C and the projection π : ∆o × C∆ → C∆, these induces the
corresponding functors on cyclic nerves, and for any homotopy trace theory
E ∈ Hotr(C), we can define its simplicial extension E
∆ by
E∆ = π! ev
∗E ∈ Hotr(C
∆).
If C is half-additive, then C∆ is also half-additive, and if E is stable, then
E∆ is stable. Moreover, assume that C is pointed, and 〈C, o〉 is equipped
with a base S. Then any functor g : ∆o> → C(c, c), c ∈ C[0] defines objects
g0 = g|∆o ∈ Fun(∆
o, C(c, c)), g(o) ∈ C(c, c), and an augmentaion map
(10.42) a : g0 → g(o)
in Fun(∆o, C(c, c)) ⊂ ΛC∆[1] ⊂ ΛC
∆ whose target is the constant simplicial ob-
ject with value g(o). Say that an augmentation map (10.42) is S-contractible
if so is the functor g : ∆o> → C(c, c). Then E is stably S-homotopy exact if
and only if Ho(E∆) inverts all S-contractible augmentation maps (10.42).
This interpretation is especially useful if we take the unital monoidal
category k-modfl of flat modules over a commutative ring k, and let C =
Alg(k) ⊂ Mor ∗(k-modfl) be the full subcategory in the corresponding
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Morita 2-category spanned by enriched categories with one object. Then
explicitly, objects in Alg(k) are flat k-algebras A, and morphisms from A0
to A1 are modules M over A
o
0 ⊗k A1 that are flat over A1. In particular,
Alg(k)(A,A) ∼= A-bimodfl ⊂ A-bimod is the category of A-bimodules that
are flat as right A-modules (“right-flat”). By virtue of the Dold-Kan equiv-
alence, morphisms in Alg(k)∆ are then chain complexes of such module
concentrated in non-negative homological degrees. The 2-category Alg(k) is
pointed, with o being k itself, and it has a standard ind-admissible base S
formed by the unit maps k → A, A ∈ Alg(k)[0].
Definition 10.13. A homotopy trace theory E ∈ Hotr(Alg(k)) is homoto-
py-invariant if for any A ∈ Alg(k)[0], Ho(i
∗
AE
∆) : C q(A-bimod)→ Ho inverts
quasiisomorphisms.
Lemma 10.14. A stable homotopy trace theory E ∈ Hosttr(Alg(k)) is homo-
topy-invariant in the sense of Definition 10.13 if and only if it is stably
S-homotopy exact with respect to the standard base S.
Proof. By the Dold-Kan equivalence, an augmented simplicial object ∆o> →
A-bimod for some A ∈ Alg(k)[0] is the same thing as a triple 〈M q,M, a〉
of a complex M q ∈ C≥0(A-bimod), an object M ∈ A-bimod and a map
a : M q → M , where M is treated as a complex placed in degree 0. Such a
triple is S-contractible if and only if the coneM ′
q
of the map a is contractible
as a complex of right A-modules (“right-contractible”). In this case, a is
a quasiisomorphism, so that a homotopy-invariant stable homotopy trace
theory E on Alg(k) is stably S-homotopy exact.
To prove the converse, note that every short exact sequence
(10.43) 0 −−−−→ M
f
−−−−→ M ′ −−−−→ M ′′ −−−−→ 0
in A-bimodfl gives rise to a cocartesian square
M −−−−→ 0
f
y yf ′
M ′ −−−−→ M ′′
that we can interpret as a functor γ : [1]2 = V> → A-bimodfl ⊂ ΛAlg(k).
If (10.43) is split, then for any E ∈ Hosttr(Alg(k)), γ
∗E is stably homo-
topy exact in the same sense as in the proof of Lemma 10.12. Moreover,
since hocolim∆o commutes with stabilization, the same is true for E
∆ and a
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sequence (10.43) in C≥0(A-bimod
fl), and it suffices to require that the se-
quence is termwise split. However, it is well-known that homotopy cocarte-
sian squares in Host(Γ+) coincide with homotopy cartesian ones. Therefore
for any termwise split sequence (10.43) in C≥0(A-bimod), Ho(E
∆) inverts
the map f iff it inverts the map f ′ (that is, annihilates M ′′).
Now assume given a stable homotopy trace theory E ∈ Hosttr(Alg(k))
that is stably S-homotopy exact, and note that for any map f : M q → M ′
q
in C≥0(A-bimod
fl), with cone C q and cylinder N q, we have termwise-split
short exact sequences
0 −−−−→ M q −−−−→ N q −−−−→ C q −−−−→ 0,
0 −−−−→ M ′
q
−−−−→ N q −−−−→ C ′
q
−−−−→ 0,
where the cone C ′
q
of the identity map id :M q →M q is contractible. There-
fore Ho(E∆) inverts f if and only if it annihilates C q. But if f is a quasi-
isomorphism, C q is an acyclic complex of right-flat A-bimodules. Therefore
it is a filtered colimit of acyclic complexes of right-projective A-bimodules,
and these are right-contractible, thus annihilated by Ho(E∆). 
By virtue of Lemma 10.14 and Lemma 10.12, any homotopy trace functor
on the unital monoidal category k-modfl extends uniquely and canonically
to a homotopy-invariant stable homotopy trace theory E on the 2-category
Alg(k), with its simplicial extension E∆ ∈ Hosttr(Alg(k)
∆). Moreover, we can
invert quasiisomorphisms in the morphism categories of Alg(k)∆ to obtain
a 2-category Alg(k)D whose objects are again flat k-algebras, and whose
morphism categories are given by
Alg(k)D(A0, A1) = D
≤0(Ao0 ⊗k A1) ⊂ D(A
o
0 ×k A1),
where D(Ao0 ⊗k A1) is the derived category of left A
o
0 ⊗k A1-modules. Then
being homotopy-invariant, E∆ descends to a homotopy trace theory ED on
Alg(k)D. This is useful to know even if one is only interested in k-algebras
and bimodules since Alg(k)D ⊃ Alg(k) has more adjoint pairs. In effect, any
multiplicative, possibly non-unital map f : A → B between two k-algebras
gives rise to a morphism in Alg(k) given by f(1)B ∈ Ao ⊗k B-bimod
fl, and
this morphism becomes reflexive in Alg(k)D. Thus in particular, the functor
(10.5) associated to ED induces a functor
(10.44) Alg(k) ⊂ Adj(Alg(k)D)→ Hotr(pt
2),
where Alg(k) is the category of flat k-algebras and non-unital maps. Explic-
itly, any morphism inAlg(k) can be represented by a simplicial pointwise-flat
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Ao0⊗kA-module, and by Proposition 8.28, these correspond to morphisms in
Cat(k-modfl) that are reflexive in the sense of Definition 8.25. Therefore by
Lemma 9.14, the functor (10.44) is the homotopical version of the functor
(9.29): it sends an algebra A to the homotopical averaging AvΛ(EA♯) of the
object EA♯ ∈ Ho(Λ).
Finally, we note that Definition 10.13, Lemma 10.14 and the discussion
above have an obvious counterpart for the categories Ho(−, k′), where k′ is
a commutative ring (possibly different from k). The proofs are identically
the same, and we leave the details to the reader.
11 Topological Hochschild Homology.
11.1 Bifunctor homology. Fix a commutative ring k. The shortest way
to define Hochschild homology modules HH q(A/k,M) of a flat k-algebra
A with coefficients in an A-bimodule M is by using the functor TrA of
Example 1.22: one considers the object
(11.1) CH q(A/k,M) = L
q
TrA(M) ∈ D(k),
and defines HH q(A/k,M) as its homology modules. If we have another
commutative ring k′ with a map f : k′ → k, a flat k′-algebra A, and a
bimodule M over A⊗k′ k, then we have a taugolocal quasiisomorphism
(11.2) CH q(A/k′, f∗M) ∼= CH q(A⊗k′ k/k,M),
where as in Example 5.5, f∗M is M considered as an A-bimodule by re-
striction of scalars. If we have two flat k-algebras A, A′, then TrA⊗kA′
∼=
TrA ◦TrA′ ∼= TrA′ ◦TrA, and for any bimodules M , M
′ flat over k, we have
the Ku¨nneth isomorphism
(11.3) CH q(A,M)
L
⊗k CH q(A
′,M ′) ∼= CH q(A⊗k A
′,M ⊗k M
′).
If one uses the standard bar resolution of the bimodule M to compute the
derived functor, one obtains an explicit Hochschild complex CH q(A/k,M)
representing (11.1) with terms CHi(A/k,M) = A
⊗ki ⊗k M and a certain
differential b. IfM = A is the diagonal bimodule, one shortensHH q(A/k,A)
to HH q(A/k) and CH q(A/k,A) to CH q(A/k). For more details, we refer
the reader to [L] or [FT].
More generally, if A q is a flat DG algebra over k, with a DG bimoduleM q,
one defines CH q(A q/k,M q) by taking the Hochschild complex CH q(−,−)
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termwise, and then taking the product-total complex of the resulting bi-
complex, and one denotes by HH q(A q/k,M q) the homology modules of the
complex CH q(A q,M q) (for details, see [Ke]).
Topological Hochschild Homology THH was introduced by Bo¨kstedt [Bo¨]
as a generalization of Hochschild homology to the absolute setting: for
any associative ring spectrum A and A-bimodule spectrum M , one con-
structs a simplicial spectrum CH(A,M), a generalization of the complex
CH q(−,−), and defines the spectrum THH(A,M) as the homotopy colimit
hocolim∆o CH(A,M). To make this work, one needs to understand a “ring
spectrum” in an appropriate sense, and there are various ways to do it. How-
ever, in any approach, an associative algebra A over a commutative ring k
gives an example of an associative ring spectrum, so it makes sense to speak
of the spectrum THH(A,M). Moreover, in such a situation, THH(A,M)
is automatically a module over k, so that a posteriori, it is not a spectrum
but a complex TCH q(A,M) ∈ D≤0(k) of k-modules. Its homotopy groups
THH q(A,M) = π q(THH(A,M)) are then homology groups of the complex
TCH q(A,M) (in particular, they are k-modules in a natural way).
It was realized pretty soon after [Bo¨] that in the particular case of an
algebra A over a ring k, THH(A,M) actually admits several alternative
definitions, some of them manifestly k-linear. One such uses bifunctor ho-
mology of Subsection 1.4. Say that a right module P over a flat k-algebra
A is finite free if P ∼= V ⊗k A for a finitely generated projective k-module
V , and let P (A) be the category of finite free left A-modules. Then P (A)
is k-linear and small, and any A-bimodule M defines a k-bilinear functor
P (M) : P (A)o × P (A) → k-mod sending V × V ′ to HomA(V, V
′ ⊗A M).
The correspondence M 7→ P (M) is an equivalence between A-bimod and
Funk(P (A)
o × P (A), k) that intertwines TrA with TrP (A), so that we have
HH q(P (A)/k, P (M)) ∼= HH q(A/k,M). The absolute bifunctor homology
is then naturally identified with THH(A,M) – we have
(11.4) CH q(P (A), P (M)) ∼= TCH q(A,M) ∈ D≤0(k) ∼= Host(Γ+, k),
and the map (1.33) provides a functorial map TCH q(A,M)→ CH q(A,M).
The homology groups HH q(P (A), P (M)) are thereby identified with the ho-
motopy groups THH q(A,M). If we have another flat k-algebra A′ equipped
with a k-flat bimodule M ′, then we have
TCH q(A,M)
L
⊗k TCH q(A
′,M ′) ∼= CH q(P (A) × P (A′), P (M) ⊠k P (M
′)),
and the tensor product functor −⊗k− : P (A)×P (A
′)→ P (A⊗kA
′) induces
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a Ku¨nneth map
(11.5) TCH q(A,M)
L
⊗k TCH q(A
′,M ′)→ TCH q(A⊗k A
′,M ⊗k M
′).
Unlike (11.5), the map (11.5) is usually not an isomorphism.
To make bifunctor homology more amenable to computation, one can
use the stabilization functor (4.37) and the equivalence (5.2). One observes
that the equivalence Funk(P (A), k) ∼= A-mod extends to an equivalence
D(Q q(P (A)/k)) ∼= D(Q q(A/k)), and similarly for P (A)o. For bimodules, we
then obtain an equivalence
(11.6) Host(P (A)o × P (A), k) ∼= D≤0(Q q(A/k)o ⊗k Q q(A/k)),
where by abuse of notation, Host(P (A)o ×P (A), k) ⊂ Ho(P (A)o ×P (A), k)
is the full subcategory spanned by objects stable with respect to both P (A)
and P (A)o. Taking stabilization with respect to both P (A)o and P (A), in
any order, and using (11.6), we obtain a functor
Stab : Fun(P (A)o × P (A), k)→ D≤0(Q q(A/k)o ⊗k Q q(A/k)).
If we compute Stab by the resulution (4.39), then for anyM ∈ Fun(P (A)o×
P (A), k), the degree-0 term Stab(M)0 of the resulting complex Stab(M) q is
M itself, and we have an obvious map TrP (A)(M)→ HH0(Q q(A),Stab(M) q)
that gives rise to a map
(11.7) CH q(P (A),M) = L
q
TrP (A)M → CH q(Q q(A),Stab(M) q)
in D≤0(k). For any object P ∈ P (A) and functor N ∈ Funk(P (A), k), the
map (11.7) forM = kP ⊠N is a quasiisomorphism by (1.27) and (1.34), and
since every M ∈ Funk(P (A)
o × P (A), k) admits a resolution by functors of
this form, (11.7) is also a quasiisomorphism for such M . In particular, for
any M ∈ A-bimod, we have a natural isomorphism
(11.8) HH q(P (A), P (M)) ∼= HH q(Q q(A/k),M),
where we identify Stab(P (M)) ∼= P (M) since P (M) is already additive.
The target of this isomorphism is known as Mac Lane Homology and de-
noted HM q(A,M); it has been introduced by Mac Lane [Mc1] back in 1956.
Interpretation of Mac Lane Homology in terms of bifunctor homology is
the great discovery of Jibladze and Pirashvili [JP], and the identification
between either of them and THH is [FPSVW] and [PW]. The product
(11.5) corresponds under (11.8) to a product induced by (11.3) and the lax
monoidal structure on the functor Q q.
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Remark 11.1. As noticed in [PW], as soon one has some sufficiently well-
developed “brave new algebra” that allows one to work “over the sphere
spectrum S”, an identification THH q(A,M) ∼= HM q(A,M) becomes obvi-
ous: this is simply (11.2) with k′ = S.
11.2 Mac Lane cohomology. One advantage of working with Mac Lane
Homology it that it has a cohomology theory attached to it: for any flat
k-algebra A and A-bimodule M , one defines the Hochschild Cohomology
HH
q
(A,M) as RHom
q
Ao×kA
(A,M), with the obvious generalization to DG
algebras, and then Mac Lane Cohomology is given by
HM
q
(A,M) = HH
q
(Q q(A),M).
Note that if A is commutative, the lax monoidal structure on Q q(−) and the
product map A ⊗k A → A turn HM q(A) into a commutative algebra, and
then if A = k is a field, HM q(k) is actually a commutative cocommutative
Hopf algebra, with the dual algebra given by HM
q
(k). In this case, the
bifunctor P (k) : P (k)o × P (k) → k-mod is isomorphic to T ∗ ⊠k T , where
T : P (k)→ k-mod sends V ∈ P (K) to itself, and T ∗ : P (k)o → k-mod sends
it to the dual vector space V ∗, and then (1.25) provides an isomorphism
HM q(k) ∼= Tor
q
P (k)(T
∗, T ),
where Tor
q
I denotes the homology modules of the derived tensor product
(1.25). For cohomology, we then have
HM
q
(k) ∼= Ext
q
P (k)(T, T ),
the Ext-groups computed in the abelian category Fun(P (k), k) (or equiva-
lently, in the derived category D(Q q(k, k)) ∼= Host(P (k), k) ⊂ D≥0(P (k), k)).
Another advantage is computational. Since the complex computing the
Mac Lane Homology HM q(A,M) is obtained by totalizing a bicomplex, and
similarly for HM
q
(A), we have spectral sequences
(11.9)
HH q(HQ q(A/k),M)⇒ HM q(A,M),
HH
q
(HQ q(A/k),M)⇒ HM
q
(A,M),
where HQ q(A/k) is the homology algebra of the DG algebra Q q(A/k) (with
zero differential). If A = M = k is a perfect field of some positive odd
characteristic p = char k ≥ 3, then (5.1) induces an isomorphism
(11.10) HQ q(k/k) = (k ⊗ k)[β, τi, ξi],
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and the E2-pages of the sequences (11.9) can be described very explicitly.
Namely, given some formal generators x0, . . . , xn of some homological de-
grees deg x0, . . . ,deg xn, let k{x0, . . . , xn} be the free divided power algebra
generated by x q (that is, the free graded-commutative algebra generated by
symbols xji = x
[pj]
i , j ≥ 0, 0 ≤ i ≤ n of degrees degx
j
i = p
j deg xi, modulo
the relations (xji )
p = 0). Then the standard Hochschild-Kostant-Rosenberg
argument provides algebra isomorphisms
HH q(k[x0, . . . , xi], k) ∼= k{y0, . . . , yi},
HH
q
(k[x0, . . . , xi], k) ∼= k[y
′
0, . . . , y
′
i],
where the free graded-commutative algebra k[x0, . . . , xn] acts on k via the
augmentation map (that is, all xi act by 0), and yi resp. y
′
i are generators
of homological resp. cohomological degree deg xi + 1. Plugging this into
(11.10), and observing that HH q(k ⊗ k, k) ∼= HH
q
(k ⊗ k, k) ∼= k since k
is perfect, we conclude that the page E2
q, q(k) resp. E
q, q
2 (k) of the spectral
sequence (11.9) for HM q(k) resp. HM
q
(k) is given by
(11.11) E2q, q(k) = k{σ,Ai, Bi}, E
q, q
2 (k) = k[ε, Ci,Di], i ≥ 1,
where σ, Ai, Bi resp. ε, Ci, Di have homological resp. cohomological bide-
grees (1, 1), (2pi − 2, 1), (2pi − 1, 1). If p = 2, then a similar computation
produces a spectral sequence
(11.12) k{σ} ⇒ HM q(k), degσ = 2
that degenerates for obvious dimension reasons. For (11.11), this is not true:
again for dimension reasons, the sequences degenerate up to the Ep−1 resp.
Ep−1-page, but then there are differentials d
p−1 resp. dp−1 given by
(11.13) dp−1(B
[p]
i−1) = c
−1
i Ai, dp−1(Ci) = ciD
p
i−1
for some possibily non-trivial elements ci ∈ k.
As it happens, all the elements ci in (11.13) are indeed non-trivial (and
then again for dimension reasons, the spectral sequences degenerate at Ep
resp. Ep). For Mac Lane Homology, this was first discovered by Breen
[Br], and for THH, this is in the original paper of Bo¨kstedt [Bo¨] (the two
arguments are completely different, and the identification between THH
and HM q was in any case only discovered later). In 1994, there appeared
another proof by Franjou, Lannes and Schwartz [FLS] using cohomology
rather than homology, and homological rather than homotopical methods.
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A good overview of this proof can be found in [P1], together with a very nice
description of the state-of-the-art at the time of its writing. Since then, there
has been a lot of progress (such as the introduction of strictly polynomial
functors in [FS], and a lot of subsequent work in the area including the
groundbreaking paper of Touze´ [T]). With all these modern advances, and
with the ground we have prepared in Subsection 5.3, we can now cut the
proof down to several lines. Let us do it for the convenience of the reader.
The numbers ci in (11.13) obviously only depend on p, so that we may
assume right away that k = Fp is a prime field. For any integer n ≥ 1, let
Pn(k) be the k-linear category whose objects are finite-dimensional vector
spaces, and whose morphisms are given by
Pn(k)(V, V ′) = Dn(P (k)(V, V ′)),
whereDn is lax monoidal divided power functor (5.21). A strictly polynomial
functor of degree n is a k-linear functor Pn(k) → k-mod. These form an
abelian category Funk(P
n(k), k) with its derived category D(Pn(k)). We
will need the following general fact.
Lemma 11.2. For any n ≥ 1, the category Funk(P
n(k), k) of strictly poly-
nomial functors of degree n has finite homological dimension.
Proof. By an easy and standard argument, for any N ≥ n, D(Pn(k)) is
equivalent to the derived category of degree-n polynomial representations of
the algebraic group GL(N, k) ([BFS, Theorem 2.4], or see [E, Theorem 4.7]
and the following discussion). The latter is a highest weight category and
therefore has finite homological dimension ([CPS, Theorem 3.7.2], [Do]);
alternatively, by [E, Theorem 1.4], it is a full subcategory in the derived
category of quasicoherent sheaves on a Grassmann variety G(N,M) for a
sufficiently large M . 
Now, while the category Pn(k) is not half-additive, we still have a functor
m : Γ+ × P
n(k) → Pn(k) induced by the functor (4.12) for the category
P (k). We say that an object E ∈ D(Pn(k)) is stable if so is m∗E ∈ D(Γ+×
Pn(k), k), and we denote by Dst(Pn(k)) ⊂ D(Pn(k)) the full subcategory
spanned by stable objects. By the same argument as in Subsection 5.1, we
then have an equivalence
(11.14) Dst(Pn(k)) ∼= D(Qn
q
(k)),
where Qn
q
(k) is the DG algebra (5.23). In particular, the category is trivial
unless n is a power of p. If n = pd is a power of p, we have at least one non-
zero stable object given by the “iterated Frobenius” functor T (d) : Pn(k)→
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k-mod that sends a vector space to itself, and acts on morphisms via the
d-fold iteration of the map (5.36). The equivalence (11.14) sends T (d) to the
trivial DG module k. If we let HM
q
(k; d) be the algebra given by
HM
q
(k; d) = Ext
q
Pn(k)(T
(d), T (d)) ∼= Ext
q
Q(d)q (k)
(k, k),
where Q(d)
q
is as in (5.40), then (5.45) provides a spectral sequence
(11.15) k[ε, Ci,Di]⇒ HM
q
(k; d),
where the generators are numbered by i with 1 ≤ i ≤ d and have the same
degrees as in (11.11). Moreover, these spectral sequences form an inductive
system with respect to d, and by (5.42), the cohomological sequence of
(11.11) is the colimit of the sequences (11.15) over d. In particular, they
all degenerate up to Ep−1, and their differentials dp−1 are given by (11.13),
with the same numbers ci.
Lemma 11.3. All the elements ci ∈ k in (11.13) are non-trivial, the spec-
tral sequences (11.11) degenerate at Ep resp. Ep, and we have HMi(k) ∼=
HM i(k) ∼= k if i is even and 0 otherwise.
Proof. Assume that cd = 0 for some d, take the smallest such d, and consider
the spectral sequences (11.15) for HM
q
(k; d) andHM
q
(k; d−1). For dimen-
sion reasons, the latter degenerates at Ep, and HM
q
(k; d− 1) is an algebra
concentrated in degrees between 0 and 2pd−2. But since cd = 0, this means
that again for dimension reasons, the former also degenerates at Ep. Then
Dd survives into the E∞-term and provides an element D ∈ HM
q
(k; d) such
that Dn 6= 0 for any n ≥ 1. This contradicts Lemma 11.2. 
11.3 Trace theories. Let us now interpret Hochschild homology and its
generalizations as homotopy trace theories in the sense of Section 10.
Hochschild homology itself is in the fact the prototypical example of a
trace theory. To see it as such, consider the category k-modfl of flat k-
modules, and as in Subsection 10.3, let Alg(k) ⊂ Mor∗(k-modfl) be the
2-category of flat k-algebras, with morphisms given by right-flat bimod-
ules. As in Subsection 9.7.2, since k-modfl is symmetric monoidal, the
embedding I(k) : k-modfl ⊂ k-mod has a trivial structure of a trace func-
tor that we denote by I(k)triv ∈ Tr(Bk-mod
fl, k-mod). Then for any flat
k-algebra A and right-flat A-bimodule M , we have a natural identification
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Exp(I(k)triv)(〈A,M〉) ∼= TrA(M). The homotopy expansion Exp
ho(I(k)triv)
in Hotr(Alg(k), k) is stable, and if we denote
HH(k) = Expho(I(k)triv) ∼= Exp
st(I(k)triv) ∈ Hotr(Alg(k), k),
then we have a functorial identification
Ho(HH(k))(〈A,M〉) ∼= CH q(A/k,M) ∈ Ho(k) ∼= D≤0(k),
where Ho(−) is the functor (4.1). Moreover, we also have the simplicial
k-module (M/A)♯ = I(k)triv(M/A)♯ ∈ ∆
ok-mod of (9.23), and its standard
complex C q(∆o, (M/A)♯) gives the Hochschild complex CH q(A,M). The
homotopy trace theory HH(k) is multiplicative, and by (9.42), the corre-
sponding porduct is the usual Ku¨nneth product (11.3).
The first non-trivial example of a trace functor is obtained by using the
edgewise subdivision of Subsection 9.7.3 (it is described in some detail in
[Ka3]). For any positive integer p ≥ 1, shorten notation by setting πp(k) =
πp(Bk-mod
fl), ip(k) = ip(Bk-mod
fl), and denote
I(p)(k) = πp(k)∗ip(k)
∗
triv I(k) ∈ Tr(Bk-mod
fl, k-mod)
the p-th edgewise subdivision of the trace functor I(k)triv in the sense of
Definition 9.22. We then consider its stable homotopy expansion, and define
(11.16)
HH(p)(k) = Expst(I(p)(k)) ∈ Hosttr(Alg(k), k),
CH(p)
q
(A/k,M) = HH(p)(k)(〈A,M〉) ∈ Ho(k)
for a flat k-algebra A and a right-flat A-bimoduleM . We let HH(p)
q
(A/k,M)
be the homology modules of the complex CH(p)
q
(A/k,M). If M = A is the
diagonal bimodule, we let CH(p)
q
(A/k) = CH(p)
q
(A/k,A), and we recall that
CH(p)
q
(A/k) ∈ D∀(∆o, k) ∼= D(k) extends to the category Λ: if we denote
(11.17) CC(p)(A/k) = Adj(Expst(I(p)(k)))(A) ∈ D∀(Λ, k),
then CH(p)(A/k) ∼= jo∗CC(p)(A). Alternatively, we can first take the sta-
bilization Stab(I(p)(k)) ∈ Hosttr(Bk-mod
fl, k), and then identify HH(p)(k) =
Expho(Stab(I(p)(k))). Note that the underlying functor k-modfl → k-mod
of the trace functor I(p)(k) is the p-th cyclic power functor of (5.3), so that
Stab(I(p)(k)) can be computed by the same argument as in Lemma 5.1.
Namely, for any bifibration π : I ′ → I of bounded categories whose fibers
are connected groupoids with finite automorphisms groups, we have a nat-
ural trace map tr : π! → π∗ between the Kan extension functors π!, π∗ :
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Fun(I ′, k) → Fun(I, k) (if I = pt, so that I ′ has a single object o, tr is the
averaging over the automorphism group Aut(o), and in the general case, see
e.g. [Ka11, Subsection 1.1]). Moreover, see e.g. [Ka6, Subsection 3.1], one
can define the relative Tate cohomology functor π♭ that fits into a functorial
exact triangle
(11.18) R
q
π∗(E) −−−−→ π
♭(E) −−−−→ L
q
π!(E)[1]
tr
−−−−→
for any E ∈ Fun(I ′, k), where [1] stands for the homological shift. We then
have
(11.19) Stab(I(p)(k)) ∼= τ≥0πp(k)
♭ip(k)
∗ I(k)triv .
In particular, Stab(I(p)(k)) fits into a distinguished triangle
(11.20) I(p)(k) −−−−→ Stab(I(p)(k)) −−−−→ L
q
πp(k)!ip(k)
∗ I(k)[1] −−−−→
in the triangulated category D(ΛBk-modfl, k) induced by (11.18). The ob-
ject CH(p)
q
(A,M) ∈ D(k) is given by
CH(p)
q
(A,M) ∼= C q(∆o, τ≥0πp(k)
♭ip(k)
∗(M/A)♯),
and the homology of the category ∆o can be again computed by taking
the standard complexes of simplicial k-modules, and totalizing the resulting
bicomplex. Since I(p)(k) is the edgewise subdivision of a multiplicative trace
functor, it is itself multiplicative, and then HH(p)(k) is a multiplicative
homotopy trace theory; the product is obtained by composing the Ku¨nneth
product (11.3) and the standard lax monoidal structure on the relative Tate
cohomology functor πp(k)
♭.
Now consider the category Sets of sets, with the cartesian product, and
the category Sets+ of pointed sets, with the smash product. The forgetul
functor F : Sets+ → Sets has a left-adjoint I : Sets→ Sets+ sending S ∈ Sets
to the coproduct S+ = S ⊔ {o} ∈ Sets+, and I is symmetric monoidal, so
that F is lax monoidal by adjunction. Then again, since Sets is symmetric
monoidal, I has a trivial trace functor structure Itriv ∈ Tr(B Sets,Sets+),
and we can consider its stable expansion Expst(Itriv) ∈ Ho
st
tr(Mor
∗(Sets)).
However, we also have the forgetful functor (4.32). Denote by ϕ− = F ◦ ϕ :
k-modfl → Sets its composition with the forgetful functor F , and note
that both F and ϕ are lax monoidal, so that ϕ− is lax monoidal as well.
The monoidal category k-modfl is well-generated by Example 8.37, so that
we have the 2-functors T , P of (8.49) and (8.50), and the map (9.47) of
Subsection 9.7.2 whose stabilized homotopical counterpart reads as
(11.21) ΛP ∗Λϕ∗−ΛT
∗ Expst(Itriv)→ Exp
st((ϕ∗− I)triv).
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Note that we have I ◦ϕ− ∼= ϕ ∨ pt+, where pt+ is the constant functor
sending everything to pt+ ∈ Sets. Then Stab(pt+)
∼= ∅+, the constant
functors with value ∅+, and the map Stab(ϕ
∗
− I)
∼= Stab(ϕ∨pt+) ∼= Stab(ϕ)×
Stab(pt+) → Stab(ϕ) induced by the adjunction map I ◦ϕ− → ϕ is an
isomorphism. Combining this with (10.40), we obtain identifications
Expst((ϕ∗− I)triv)
∼= Expst(ϕ) ∼= ϕ ◦ Expst(I(k)),
so that after restriction to Alg(k) ⊂Mor∗(k), the target of the map (11.21)
becomes naturally identified with ϕ ◦ HH(k). Let us denote its source by
T HH(k) = ΛP ∗Λϕ∗−ΛT
∗ Expst(Itriv)|Alg(k) ∈ Ho
st
tr(Alg(k)),
and justify the notation by the following result.
Lemma 11.4. For any flat k-algebra A and right-flat k-bimodule M , we
have a functorial identification
Host(T HH(k))(〈A,M〉) ∼= THH(A,M) ∼= ϕ(THH q(A,M)) ∈ Host(Γ+),
where Host(T HH(k)) is as in (10.12).
Proof. By definition, objects in Mor ∗(Sets) are small categories, and mor-
phisms frm I to I ′ are functors F : Io × I ′ → Sets satisfying the appro-
priate representability condition (namely, F (i × −) : I ′ → Sets is ind-
polyrepresentable in the sense of Definition 8.8 for any i ∈ I). In particular,
endomorphisms of a small category I are bifunctors F : Io × I → Sets. But
we have the functor (6.11), and then as in the proofs of Lemma 9.8 and
Lemma 9.5, (9.8) provides a natural identification
Ho(Expho(Itriv))(〈I, F 〉) ∼= hocolim∆oI I ◦ξ
∗
♭ (s× t)
∗F
for any small category I ∈ Mor∗(Sets)[0] and its endomorphism F . By
virtue of (4.34) and (4.36), if we apply this to I = P (A) and F = P (M), we
obtain an identification
Host(T HH(k))(〈A,M〉) ∼= ϕ ◦ C q(∆oP (A), ξ∗♭ (s× t)
∗P (M)),
and then by (11.4) and (1.29), it only remains to prove that the functor
(6.11) is homotopy cofinal. The argument for this is exactly the same as in
Lemma 6.11, with special maps replaced by bispecial maps. 
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Remark 11.5. Lemma 11.4 suggest that the unstable homotopy trace the-
ory Expho(Itriv) is actually more fundamental. If we take as F the identity
endomorphism of a small category I, then Ho(Expho(Itriv))(〈I, id〉) is sim-
ply the geometric realization of the cyclic nerve N cy(I) of the category I.
Considering the cyclic nerve of the category P (A) has been suggested by
Goodwillie [Go] back in 1988; among other things, he observed that this
cyclic nerve has an infinite loop space structure induced by the direct sum
in P (A), and gives rise to a “cyclic K-theory spectrum” of the algebra A.
Morally, this should be a “master theory” that gives all other interesting the-
ories by formal procedures (e.g. stabilization gives THH). Unfortunately,
the cyclic nerve is very hard to compute; it seems that even when A = Fp
is a prime field, the homotopy groups of |N cy(P (A))| are not known.
Remark 11.6. Our notation seems to imply that T HH(k) somehow de-
pends on k (which would be strange since THH is an absolute theory).
This an illusion: k in T HH(k) simply denotes the domain of definition of
the trace theory, and for any commutative ring map f : k′ → k, we have a
natural identification f∗T HH(k) ∼= T HH(k′).
With out new notation, (11.21) is simply a map T HH(k)→ ϕ(HH(k)),
and under the identication of Lemma 11.4, it induces a functorial map
(11.22) THH(A,M)→ ϕ(CH q(A,M))
for any flat k-algebra A and right-flat A-bimodule M . In terms of bifunctor
homology, this is the augmentation map (1.33). Moreover, T HH(k) is a
multiplicative homotopy trace theory, and again by (9.42), the product co-
incides with the functor homology product (11.5), while the augmentation
map (11.22) is a multiplicative map.
In addition, since the product in Sets is cartesian, a natural map (9.50)
for the identity functor Id and any integer l is given by the diagonal maps
S → Sl, S ∈ Sets, and this then induces a map (9.50) for any functor
E : Sets → E to some category E . In particular, this applies to I, so that
the expansion Expho(Itriv) and its stabilization Exp
st(Itriv) acquire a natural
〈F, l〉-structure in the sense of Definition 9.21. The map (11.21) then induces
a natural map
(11.23) T HH(k)→ ϕ ◦ HH(p)(k),
where HH(p)(k) is the homotopy trace theory (11.16). For any flat k-algebra
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A and right-flat A-bimodule M , we then have functorial maps
(11.24)
ψ : THH(A,M)→ ϕ(CH(p)
q
(A/k,M)),
ψ q : THH q(A,M)→ HH(p)
q
(A/k,M).
Here ψ is a map in Host(Γ+) (that is, a map of connective spectra), and ψ q
is the induced map on homotopy groups. Since (11.23) is a map of trace
theories, ψ commutes with the corresponding maps B of (10.19). Moreover,
(11.23) is a map of multiplicative trace theories, so that in the case M =
A = k, ψ and ψ q are multiplicative maps. However, neither of them needs
to be k-linear (and in interesting example, they are not).
11.4 Bo¨kstedt periodicity. Now fix a prime p, and from now on, assume
that k is a perfect field of characteristic p. Then THH q(k) ∼= HM q(k) is
the abutment of the spectral sequence (11.9) with the E2-page (11.11), or
(11.12) if p = 2, and in either case, the sequence for THHi(k), i = 0, 1, 2
degenerates for dimension reasons, so that THH0(k) ∼= k, THH1(k) = 0,
and THH2(k) ∼= k is the free k-module generated by a single element σ.
Morover, THH q(k) is a commutative cocomutative Hopf algebra, and in
particular, we have a natural algebra map
(11.25) α : k[σ]→ THH q(k),
where k[σ] is the free commutative k-algebra generated by σ, deg σ = 2.
Proposition 11.7. The map (11.25) is an isomorphism.
Our proof of Proposition 11.7 uses the maps (11.24) — specifically, we
take A =M = k, and consider the corresponding maps
(11.26) ψ : THH(k)→ ϕ(CH(p)
q
(k/k)), ψ q : THH q(k)→ HH(p)
q
(k/k).
Since the underlying functor k-modfl → k-mod of the trace functor I(p)(k)
is the cyclic power functor C of (5.3), for any M ∈ k-modfl, we have
(11.27)
CH(p)
q
(k/k,M) ∼= R(M) ∼= CH q(k/k,R(M)) ∼=
∼= CH q(P (k)/k, P (M)∗R),
where R ∈ Ho(k-mod, k) is the stabilization (5.4) of the functor C. The
map (11.26) is then obtained by stabilizing the map
hocolimtw(P (k)) ϕ(s× t)
∗P (M))→ hocolimtw(P (k)) ϕ((s × t)
∗P (M)∗C)
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induced by (5.6), taking M = k, and composing the resulting map
THH(k) ∼= ϕ(CH q(P (k), P (k))) → ϕ(CH q(P (k), P (k)∗R))
with the map (1.33) for the category P (k). In particular, since the map
(5.6) is obviously Frobenius-semilinear, so are the maps ψ q of (11.26): we
have ψi(λa) = λ
pϕi(a) for any i ≥ 0, λ ∈ k and a ∈ THHi(k).
Now recall that we also have the object CC(p)
q
(k/k) of (11.17) such that
CH(p)
q
(k/k) ∼= jo∗CC(p)
q
(k/k) ∈ D∀(∆o, k) ∼= D(k). By (11.19), it is given
by CC(p)
q
(k/k) ∼= τ≥0π
♭
pk, where k is the constant functor with value k.
Then (11.20) induces an exact triangle
(11.28) k −−−−→ CC(p)
q
(k/k) −−−−→ L
q
πp!k −−−−→
in D♮(Λ, k) that restricts to a triangle
(11.29) k −−−−→ R(k)
r
−−−−→ R(k) ∼= C q(Z/pZ, k) −−−−→
in D∀(∆o)(k) ∼= D(k) (where R(k) ∼= CH(p)
q
(k/k) by (11.27)). All terms in
(11.29) carry the Connes-Tsygan differential (10.19), and the differential for
R(k) is easy to compute: it has been shown in [Ka4, Lemma 3.2] that
(11.30) L
q
πp!k ∼=
⊕
i≥0
K(k)[2i],
where K(k) ∼= K q ⊗ k is the complex (10.10), and then Hi(Z/pZ, k) ∼= k in
any non-negative degree i ≥ 0, and B = Bi : Hi(Z/pZ, k)→ Hi+1(Z/pZ, k)
is given by
(11.31) Bi =
{
id, i = 2j,
0, i = 2j + 1.
As an algebra, HH(p)
q
(k/k) ∼= τ≤0Hˇ
q
(Z/pZ, k) is the free graded-commuta-
tive algebra given by
(11.32) HH(p)
q
(k/k) ∼= k[β, σ], deg σ = 2,deg β = 1
if p is odd. If p = 2, then graded-commutative means commutative, and we
have ε2 = σ instead of ε2 = 0.
Lemma 11.8. The component ψ2 : THH2(k) → HH
(p)
2 (k) of the map
(11.26) is an isomorphism.
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Proof. Since THH1(k) = 0, the map (10.19) for THH(k) factors through
the canonical truncation τ≥1ΩTHH(k) ∼= Ωτ≥2THH(k), and by (11.31),
the same is true for R(k)[1]. Applying further the canonical truncation τ≤1,
we obtain a diagram
ϕ(k) ∼= τ≤1THH(k)
B
−−−−→ ϕ(k[1]) ∼= τ≤1τ≥1ΩTHH(k)
ψ′
y yψ2
ϕ(k[1]) ∼= τ≤1ϕ(R(k)[1])
B
−−−−→ ϕ(k[1]) ∼= τ≤1τ≥1ϕ(R(k))
in Host(Γ+), where ψ
′ = r ◦ ψ is the composition of ψ of (11.26) and the
projection r in (11.29). If we further compose everything with the embed-
ding τ≤1τ≥1ψ(R(k))→ τ≤1ψ(R(k)), the diagram becomes commutative, and
since the embedding is split, it was commutative to begin with. But B in
the bottom line is an isomorphism, and ψ′ is not equal to 0 by Lemma 5.2.
Therefore ψ2 : k → k is not equal to 0 either; being Frobenius-semilinear, it
must be an isomorphism. 
Proof of Proposition 11.7. Lemma 11.8 and (11.32) immediately show that
the map (11.25) is injective: ϕ2nα(σ
n) = ϕ2(σ)
n 6= 0 for any n, so α(σn) 6= 0
as well. If p = 2, then the degenerate spectral sequence (11.12) shows
that the source and the target of (11.25) are k-vector spaces of the same
dimension, so this finishes the proof. If p ≥ 3 is odd, use Lemma 11.3. 
Remark 11.9. The original proof of Proposition 11.7 in [Bo¨] used non-
trivial techniques from homotopy theory such as Dyer-Lashof operations.
Very recently, a very short topological proof appeared in [KN] where the
authors deduce the theorem from a more fundamental fact: Q q(k) considered
as an E2-algebra is free on one generator β of homological degree 1. The
deduction is extremely easy but the fact itself again requires Dyer-Lashof
operations and other homotopy theory techniques (including some classical
but non-trivial computations). It would be interesting to see if one can find
a direct proof in terms of the description of Q q(k) given in Subsection 5.4.
11.5 Hochschild-Witt Homology. Proposition 11.7 shows that if k is
a perfect field of characteristic p ≥ 0, then the map ψ q of (11.26) is injec-
tive. It is certainly not an isomorphism, since its target is k in all degrees
including the odd ones. It turns out that one can modify the target so that
the map becomes an isomorphism, thus giving a purely algebraic model for
199
THH(A,M). This uses Hochschild-Witt Homology of [Ka11] and polyno-
mial Witt vectors of [Ka8]. Let us briefly recall the construction.
Recall that for any integer m ≥ 1, we have the ring Wm(k) of m-
truncated p-typical Witt vectors, with the restriction and Frobenius ring
maps R,F : Wm+1(k) → Wm(k). If m = 1, then W1(k) ∼= k, and the map
F :W2(k)→ k is the composition of the map R and the Frobenius endomor-
phism of k, and since k is assumed to be perfect, the ideal KerR ⊂ Wm(k)
for any m is generated by p. Now for any m ≥ 0, simplify notation by
writing ipm = ipm(Wm+1(k)), πpm = πpm(Wm+1(k)), Itriv = I(Wm+1(k))triv ,
and define trace functors Qm, Q
′
m ∈ Tr(BWm+1(k)-mod
fl,Wm+1(k)) and a
map R : Q′m → Qm by constructing the diagram
(11.33)
πpm!i
∗
pm Itriv
p tr
−−−−→ πpm∗i
∗
pm Itriv −−−−→ Q
′
m −−−−→ 0
p id
y idy yR
πpm!i
∗
pm Itriv
tr
−−−−→ πpm∗i
∗
pm Itriv −−−−→ Qm −−−−→ 0
with exact rows. For m = 0, we have Q0 = 0 and Q
′
o = Itriv . As
it turns out ([Ka8, Proposition 2.3]), for any m ≥ 1 and flat Wm+1(k)-
module M , Qm(M) and Q
′
m(M) only depend on the quotient M/p, so that
we have Qm ∼= q
∗Wm, Q
′
m = q
∗W ′m for some trace functors Wm,W
′
m ∈
Tr(Bk-mod,Wm(k)), where q : Wm+1(k)-mod
fl → k-mod sends M to M/p.
One further shows ([Ka8, Corollary 2.7]) that Wm+1 ∼= R∗Wm (where as in
Example 5.5, for any ring map f : k′ → k, we denote by f∗ : k-mod→ k-mod
the restriction of scalars). ThereforeW1(M) ∼=M , and the map R in (11.33)
induces a functorial restriction map R : Wm+1 → R∗Wm. All the functors
Wm are also symmetric lax monoidal ([Ka8, Proposition 3.10]), and the
maps R are lax monoidal, so that the limit W = limW q is a symmetric lax
monoidal trace functor on k-mod with values in p-adically complete mod-
ules overW (k) = limW q(k). Moreover, the Frobenius maps F :Wm+1(k)→
Wm(k) lift to lax monoidal trace functor maps F : Wm+1 → F∗Wm, and we
also have trace functor maps C : R∗Wm → Wm+1 that fit into short exact
sequences
(11.34) 0 −−−−→ Rm∗ Wn
Cm
−−−−→ Wm+n
Fn
−−−−→ Fn∗ πpm!i
∗
pmWm −−−−→ 0
for any m,n ≥ 0. We recall the functor W2 already appeared in the proof
of Lemma 11.3, and (11.34) for m = n = 1 is (5.13). The Frobenius maps
F commute with the restriction maps R, thus define an 〈F, p〉-structure in
the sense of Definition 9.21 on the limit trace functor W , and the map
(11.35) F :W → πp∗i
∗
pW
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of (9.49) is actually an isomorphism. This makes it very easy to compute
the stabilization W st = Stab(W ) of the trace functor W . Namely, for any
k-vector space M , W (M⊗kp) carries a natural Z/pZ-action induced by the
trace functor structure on W , with the Z/pZ-equivariant map
(11.36) W (M⊗kp)→W1(M
⊗kp) ∼=M⊗kp
induced by the restriction map W →W1, and we have the following.
Lemma 11.10. The map Hˇ i(Z/pZ,W (M⊗kp))→ Hˇ i(Z/pZ,M⊗kp) induc-
ed by (11.36) is bijective if i is even, and its source vanishes if i is odd.
Proof. This is [Ka8, Corollary 3.9]. 
By the same argument as in Lemma 5.1, Lemma 11.10 together with the
isomorphism (11.35) provide an identification
W st ∼= τ≥0πp(k)
♭ip(k)
∗W,
where π♭ is as in (11.19), so that W st fits into an exact triangle
(11.37) W −−−−→ W st −−−−→ L
q
πp!i
∗
pW [1] −−−−→
in the category Hotr(Bk-mod,W (k)). As in (11.16), we can now take the
stable homotopy expansion, and define
(11.38)
WHHst = Expst(W ) ∼= Exp(W st) ∈ Hosttr(Alg(k),W (k)),
WCHst
q
(A/k,M) =WHH(〈A,M〉) ∈ Ho(W (k))
for a flat k-algebra A and a right-flat A-bimodule M . By (9.27) and (9.24),
we have
(11.39) WCHst
q
(A/k,M) ∼= C q(∆o,W st(M/A)♯) ∈ D(W (k))
for a functorial object W st(M/A)♯ ∈ Ho(∆
o,W (k)), and we denote by
WHHst(A/k,M) the homology modules of the object (11.39). If M = A
is the diagonal bimodule, then W st(A/A)♯ = j
o∗W st(A)♯ for a cyclic object
W (A)♯ ∈ Ho(Λ,W (k)), and this is again functorial with respect to A in the
sense of Lemma 9.14.
If we do not stabilize, the same procedure gives a homotopy trace the-
ory WHH = Exp(W ) ∈ Hotr(Alg(k),W (k), functorial objects W (M/A)♯ ∈
Fun(∆o,W (k)), W (A)♯ ∈ Fun(Λ
o,W (k)), and then the Hochschild-Witt Ho-
mology modules WHH q(A,M) the Hochschild-Witt complex WCH q(A,M)
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introduced and studied in some detail in [Ka11]. We also have the functorial
stabilization map
(11.40) WHH q(A,M)→WHHst
q
(A,M)
induced by a map of homotopy trace theoriesWHH→WHHst. By (11.37),
the corresponding map W (M/A)♯ →W
st(M/A)♯ fits into an exact triangle
(11.41) W (M/A)♯ −→W
st(M/A)♯ −→ L
q
πp!i
∗
pW (M/A)♯[1] −→
in D(∆o,W (k)), and if M = A is the diagonal bimodule, the triangle comes
from a triangle in D(Λ,W (k)). Moreover, both WHH and WHHst are
multiplicative homotopy trace theories, so that we have product maps
WHH q(A,M)⊗W (k) WHH q(A
′,M ′)→WHH q(A⊗k A
′,M ⊗k M
′)
WHHst
q
(A,M)⊗W (k) WHH
st
q
(A′,M ′)→WHHst
q
(A⊗k A
′,M ⊗k M
′),
and the map (11.40) is compatible with these maps. In addition to this, the
restriction map W (M) → W1(M) ∼= M induces a map of homotopy trace
theories r : WHH → HH(k) that factors through (11.40) since HH(k) is
stable, and by virtue of the isomorphism (11.35), its p-fold edgewise subdi-
vision defines a multiplicative map
(11.42) WHHst →HH(p)(k),
where HH(p)(k) is as in (11.16).
To compare WHHst(A,M) to Topological Hochschild Homology, we
need one more ingredient introduced in [Ka8, Subsection 3.3]: the non-
additive Teichmu¨ller map T : ϕ(M) → ϕ(Wm(M)). It is induced by the
map N → Qm(N), N ∈ Wm(k) sending n ∈ N to n
⊗pm, and it in fact
factors through M = N/p ([Ka8, Lemma 2.2]). We have ϕ(R) ◦ T = T ,
so that the individual Teichmu¨ller maps combine together to a map T :
ϕ(M) → ϕ(W (M)). Moreover, this is a map of symmetric lax monoidal
trace functors, thus gives rise to a map (9.47) that in this case reads as a
map
(11.43) T : T HH(k)→ ϕ(WHHst)
of multiplicative stable homotopy trace theories on k-mod. Thus for any
flat k-algebra A and k-flat A-bimodule M , we have a map
(11.44) THH q(A,M)→WHHst(A,M),
and these maps are functorial in M and compatible with the products.
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Proposition 11.11. The map (11.43) is an isomorphism, so that the map
(11.44) is an isomorphism for any A and M .
Proof. By the universal property of expansion, it suffices to check that the
map
(11.45) T q : THH q(k)→WHHst(k)
induced by (11.43) is an isomorphism. Indeed, (11.42) induces a map
S q : WHHst(k)→ HH(p)(k)
whose composition S q ◦ T q with (11.45) is the map ψ q of (11.26). But by
Proposition 11.7 and Lemma 11.10, both S q and ψ q = S q ◦ T q are injective
and have the same image. 
11.6 Bott periodicity. Proposition 11.11 shows that for algebras over a
perfect field k of positive characteristic p, Topological Hochschild Homology
isW (k)-linear as a homotopy trace theory: we have T HH(k) ∼= ϕ(WHHst),
and WHHst is W (k)-linear by construction. In particular, the map B of
(10.19) for T HH(k) is W (k)-linear. This allows us to prove a comparison
theorem for Periodic Topological Cyclic Homology TP (A) introduced in [H4].
In general, this is defined by promoting THH(A) to a functor with values
in Hosttr(Γ+ × Λ), as in (10.5), refining (10.9) to interpret the latter as the
category of connective spectra equipped with an action of the circle S1, and
taking the Tate fixed points with respect to the circle. Tate fixed points
normally take one out of the world of connective spectra, so this is beyond
the scope of this paper. However, there is an alternative construction that
works perfectly well in the homological setting. The cohomology H
q
(Λ,Z) =
Ext
q
Λ(Z,Z) of the category Λ with integer coefficients is the algebra Z[u] with
a generator u of degree 2 known as the “inverse Bott periodicity generator”.
Explicitly, the generator is represented by the complex (10.10). For any ring
R and object E ∈ Fun(Λ, R), the homology H q(Λ, R) is naturally a module
over H
q
(Λ,Z), and one can consider the object
(11.46) CP q(E) = R
q
limnC q(Λ, E)[−2n] ∈ D(R),
where the limit is taken with respect to the inverse Bott periodicity maps
u. Its homology objects are denoted HP q(E).
For the usual Hochschild Homology, HP q(A/k) = HP q(A♯) is the pe-
riodic cyclic homology of a flat k-algebra A, and for the Hoshchild-Witt
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Homology, the periodic theory WHP q(A) = HP q(W (A)♯) has been intro-
duced and studied in [Ka11]. We can also consider the stabilized theory
(11.47) WHP st
q
(A) = HP q(W st(A)♯).
The isomorphism (11.43) of Proposition 11.11 then also induces an isomor-
phism of the corresponding functors of Lemma 9.14, and since the trace the-
oryWHHst is obviously homotopy invariant in the sense of Subsection 10.3,
the functors are defined on the whole category Alg(k) of k-algebras and non-
unital maps. Therefore (11.47) is functorially isomorphic to the Topological
Periodic Cyclic Homology groups TP q(A) of [H4], and (11.40) induces a
functorial map
(11.48) WHP q(A)→ TP q(A) ∼=WHP st
q
(A).
IfA is commutative and finitely generated over k, andX = SpecA is smooth,
then it has been proved in [Ka11, Theorem 6.15] that the Hochschild-Witt
Homology groups WHH q(A) are naturally identified with the spaces of de
Rham-Witt forms on X, and the differential (10.19) corresponds to the
differential in the de Rham-Witt complex. It relatively straightforward to
deduce from this that if p is large enough, or if one inverts p, thenWHP q(A)
is the 2-periodized version of the cristalline cohomology H
q
cris(X). For the
TP -theory, analogous results were established in [H4], and this seems con-
tradictory since (11.40) is not an isomorphism. However, it becomes one if
we pass to the periodic versions.
Lemma 11.12. For any perfect field k and k-algebra A, the map (11.48) is
an isomorphism.
Proof. Since W (M) is p-adically complete for any k-vector space M , the
object W (A)♯ ∈ Fun(Λ,W (k)) is also p-adically complete, and so is its
restriction i∗pW (A)♯ ∈ Fun(Λp,W (k)). Then by (11.41), it suffices to show
that CP q(L
q
πp!E) = 0 for any p-adically complete E ∈ Fun(Λp, E). Indeed,
we have
C q(Λ, L
q
πp!E) ∼= C q(Λp, E),
and the transition maps in the inverse system (11.46) for CP q(L
q
πp!E) are
given by the action of the element π∗pu ∈ H
2(Λp,Z). But π
∗
pu = pi
∗
pu, so
this element is divisible by p, and to finish the proof, it suffices to check that
C q(Λp, E) is p-adically complete. Indeed, it can be computed by (1.28), and
it is well-known (see e.g. [FT, Appendix, A3]) that k ∈ Fun(Λo, k) admits a
projective resolution P q whose every term is the sum of a finite number of
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representable functors. Therefore as in Remark 4.28, C q(Λop,−) commutes
with arbitrary products in D≤0(Λp, k) and sends p-adically complete objects
to p-adically complete ones. 
Another useful comparison result suggested to us by A. Mathew ex-
presses Topological Hochschild Homology groups THH q(A) in terms of the
so-called co-periodic cyclic homology HP q(A/k) introduced in [Ka7]. To
define it, recall that for any commutative ring k and flat k-algebra A, that
Connes-Tsygan differential B of (10.19) can be represented by an explicit
functorial endomorphism of the standard Hochschild complex CH q(A/k),
and then the periodic cyclic homology HP q(A/k) can be computed by the
complex CP q(A/k) = CH q(A/k)((u)) with the differential b+uB, where b is
the differential in the Hochschild complex, and u is a generator of cohomo-
logical degree 2. Then HP q(A) is defined as the homology of the complex
CP q(A/k) = CH q(A/k)((u−1)), with the same differential. If k contains Q,
these groups vanish taulologically, but in other cases they are non-trivial and
provide an interesting homological invariant. In particular, if k is a perfect
field of positive characteristic p, then it has been shown in [Ka7, Proposition
4.4] that we have a functorial isomorphism
(11.49) CP q(A) ∼= C q(Λ, π♭pi
∗
pA♯[1])
in the derived category D(k). For any object E ∈ Fun(Λp, k), the relative
Tate cohomology complex π♭pE is equipped with an isomorphism u : π
♭
pE →
π♭pE[−2] that corresponds to the generator u ∈ H
2(Z/pZ, k), and in terms
of (11.49), this corresponds to the k((u−1))-module structure on CP q(A/k).
Moreover, π♭pE[1] is equipped with the increasing conjugate filtration V q,
Viπ
♭
pE[1] = τ
≤2i(π♭pE[1]), it induces a generalized conjugate filtration
(11.50) ViCP q(A) ∼= C q(Λ, Viπ
♭
pi
∗
pA♯[1])
on CP q(A), and by [Ka7, Proposition 6.4], this gives rise to a convergent
conjugate spectral sequence HH q(A/k)((u−1))⇒ HP q(A).
Now consider the Hochschild-Witt trace theory and the corresponding
object W (A)♯ ∈ Fun(Λ,W (k)). Then the restriction maps R :W (M)→M ,
M ∈ k-mod induces a functorial W (k)-linear map R : W (A)♯ → R∗A♯, and
this gives rise to a functorial W (k)-linear map
(11.51) W st(A)♯[1] ∼= τ
≤0π♭pW (A)♯[1]→ V0π
♭
pi
∗
pR∗A♯[1].
Moreover, relative Tate cohomology is a lax monoidal functor, so that for
any E ∈ Fun(Λp, k), we have a natural product map π
♭
pk ⊗k π
♭
pE → π
♭
pE.
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By (11.30), we have π♭pk
∼= K(k)[−1]((u)), so that in particular, we have a
product map K(k)[−1] ⊗k π
♭
pE → π
♭
pE. This allows to refine (11.51) to a
functorial W (k)-linear map
(11.52) K q ⊗W st(A)♯ → V0π
♭
pi
∗
pR∗A♯[1],
where K q is the complex (10.10).
Lemma 11.13. The map (11.52) is an isomorphism in D(Λ,W (k)).
Proof. For any n ≥ 1, let en : pt → Λ be the embedding onto [n] ∈ Λ. It
suffices to check that (11.52) becomes a quasiisomorphism after applying e∗n
for all n. We have
e∗nπ
♭
pi
∗
pA♯
∼= Cˇ
q
(Z/pZ,M⊗p), e∗nπ
♭
pi
∗
pW (A)♯
∼= Cˇ
q
(Z/pZ,W (M⊗p)),
where M = A⊗n, and the Z/pZ-action on W (M⊗p) is twisted as in [Ka8,
Corollary 3.9]. As we saw in Lemma 5.1, Hˇ i(Z/pZ,M⊗p) ∼= M (1) for any
integer i, while by [Ka8, Corollary 3.9], Hˇ i(Z/pZ,W (M⊗p)) ∼= M (1) if i is
even and 0 if i is odd. The map (11.52) is an isomorphism in homological
degree 0, and since it commutes with u, it suffices to check that for any map,
the map
(11.53) Hˇ0(Z/pZ,M⊗p)→ Hˇ1(Z/pZ,M⊗p)
given by the action of the generator ε ∈ H1(Z/pZ, k) ∼= k is an isomorphism.
But forM = k this is true tautologically, and both the source and the target
of (11.53) commute with arbitrary sums. 
Remark 11.14. The main argument in the proof of Lemma 11.13 is essen-
tially [Ka7, Proposition 5.6] but there is one difference: in [Ka7], we used
relative Tate homology instead of relative Tate cohomology, and the coac-
tion map rather than the action map. The difference between Tate homology
and Tate cohomology is simply the homological shift [1], and if p 6= 2, both
arguments work, but the homological argument requires the equality ε2 = 0
that is not true for p = 2. The cohomological argument works for all p (and
it can be used to improve [Ka7] obviating the need for [Ka6, Section 4]).
Corollary 11.15. There exists a functorial isomorphism
(11.54) THH(A) ∼= V0CP q(A) ∈ D(k),
where V0 is the conjugate filtration (11.50)
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Proof. Apply C q(Λ,−) to the isomorphism (11.52), and recall that by (10.8),
we have C q(∆o, jo∗E) ∼= C q(Λ,K ⊗ E) for any E ∈ D(Λ, k). 
We note that THH(A) is a module over THH(k) ∼= k[σ], and by
Lemma 11.3, possibly after rescaling by a non-zero constant, the isomor-
phism (11.54) intertwines the Bo¨kstedt periodicity generator σ with the
Bott periodicity generator u−1. Therefore we also have
THH(A)⊗k[σ] k(σ, σ
−1) ∼= CP q(A),
and the conjugate spectral sequence corresponds to the spectral sequence
connecting THH q(A) and HH q(A)[σ].
Remark 11.16. Co-periodic cyclic homology is a non-commutative coun-
terpart of the non-standard derived de Rham cohomology obtained by con-
sidering the de Rham complex of a free simplicial resolution of a commu-
tative algebra, and then taking its “wrong” totalization. The latter formed
a crucial part in the approach to p-adic Hodge theory of Beilinson [Be]
and Bhatt [Bh], and it always puzzled the author why this completely dis-
appeared in the integral p-adic Hodge theory developed later in [BMS].
Corollary 11.15 explains the mystery: [BMS] consistently uses Topological
Hochschild Homology, and this has the same effect as taking the “wrong”
totalization.
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