During the many idle moments that comprise daily life, the human brain increases its activity across a set of midline and lateral cortical brain regions known as the "default network." Despite the robustness with which the brain defaults to this pattern of activity, surprisingly little is known about the network's precise anatomical organization and adaptive functions. To provide insight into these questions, this article synthesizes recent literature from structural and functional imaging with a growing behavioral literature on mind wandering. Results characterize the default network as a set of interacting hubs and subsystems that play an important role in "internal mentation"-the introspective and adaptive mental activities in which humans spontaneously and deliberately engage in every day.
The brain's "default mode network" is among the most rapidly growing neuroscientific topics of the new millennium ( Fig. 1A) . Since the appointment of its name a decade ago (Raichle and others 2001) , the default network has garnered considerable interest for its high level of resting metabolic activity, which decreases in the face of externally directed attention (Minoshima and others 1997; Gusnard and Raichle 2001) . Additionally, the robust resting-state activity correlations within the default network have been thoroughly cited in recent years (Fig. 1B; Fox and Raichle 2007; Buckner and others 2008) , and their disruption represents a hallmark of numerous psychiatric and neurological diseases (Fig. 1B , Box 1; Buckner and others 2008; Broyd and others 2009; Zhang and Raichle 2010) . Given the surge of neuroscientific discussion concerning the default network, one might expect that the network's precise anatomical organization and adaptive functions have already been established. Yet discrepant views reveal that the functional-anatomic properties of the default network are far from being fully understood. On one hand, the strong association between default network activity and passive states fosters a sentiment that the network lacks apparent function, existing only as a background idling state when the mind simply "shuts off." A different set of views attribute the default network to active mental processes, but these views differ remarkably in their claims. For example, whereas default network activity during passive states is sometimes attributed to exploratory monitoring of the external environment, other times its activity is attributed to internal, introspective thoughts. To complicate matters still, the link between default network activity and mind wandering might suggest that the network is maladaptive to goaldirected cognition, yet these ideas stand in opposition to recent data highlighting its adaptive role in certain types of goal-directed thought.
To help resolve these discrepancies and gain insight into the functions of the default network, the present article reviews recent results from anatomical connectivity, task-evoked neuroimaging, and resting state functional connectivity MRI (rs-fcMRI) with a growing behavioral literature on spontaneous thought, or "mind wandering," to propose that the default network plays an adaptive role in internal mentation. To set the stage for this proposal, the article first defines the regions within the default network using converging approaches including task-induced deactivations, connectional anatomy, diffusion tensor imaging (DTI), and rs-fcMRI. Next, recent evidence is reviewed suggesting that the network is best described as a heterogeneous brain system comprising distinct subsystems that converge on core hubs. The article then explores the overarching functions of the default network and its the increasing popularity of correlational, connectivity, and graph analytical techniques (Fox and Raichle 2007; Bressler and Menon 2010) . Such an appreciation is perhaps most universally held for systems supporting sensory and attentional functions. These "extrinsic" systems are amenable to scientific investigation in nonhuman animals, having evolved relatively early in phylogenetic history and comprising functions that are readily experimentally observable.
In contrast, understanding the functions of "intrinsic" systems such as the brain's "default mode network" often requires the use of introspective techniques that may be less experimentally tractable and are not as amenable to investigation in nonhuman animals. Such challenges likely contributed to the relatively recent and somewhat accidental discovery of the default mode network, where in 1997, neuroscientists at Washington University in St. Louis quantified patterns of blood flow using PET across nine different externally oriented, goal-directed tasks. When these patterns of blood flow were compared with those elicited during the experimental control conditions of fixation or passive viewing of task-related stimuli, the researchers noted a striking observation. A set of medial and lateral brain regions exhibited consistently greater blood flow during the passive "resting" conditions compared with the active, experimentally directed tasks (Shulman and others 1997) . These relative reductions in brain activity during experimentally directed tasks were often referred to as "task-induced deactivations" 2 (TIDs). Similar patterns were later replicated in a separate metaanalysis of nine PET studies (Mazoyer and others 2001) .
In a seminal article published in 2001, Marcus Raichle and colleagues called for neuroscientific attention to these regions, highlighting their role as a large-scale brain system and associating their engagement during passive states with a "default mode of brain function" (Raichle and others 2001; see also Gusnard and Raichle 2001) . In the past decade, the "default mode network," or simply the "default network," has been cited more than 550 times. 3 Similar to other large-scale brain systems, the default network can be defined in terms of both its anatomical connectivity and its functional coherence during extended periods of rest and experimentally directed tasks. To provide insight into the regions that define the default network, the present article reviews data yielded by such methods, beginning with the original means by which the default network was defined: task-induced deactivations.
Task-Induced Deactivations and the Default Network
Regions that exhibit TIDs across studies are shown in Figure 2 , which projects cortical data from four previously published meta-analyses onto inflated brain relation to spontaneous thought, followed by a more detailed discussion of the possible functional contributions of each subsystem. 1
A Large-Scale Brain System
The appreciation that the brain is organized into a set of large-scale brain systems is reflected in recent years by
Box 1. Disruption of the Default Network in Disease
A mysterious finding in neuroimaging research is that the default network is altered in a wide range of psychiatric and neurological diseases, including major depression, generalized anxiety disorder, social phobia, posttraumatic stress disorder, schizophrenia, attention-deficit hyperactivity disorder, autism, Tourette's syndrome, Alzheimer's disease, stroke, chronic pain, cirrhosis, amyotrophic lateral sclerosis, progressive multiple sclerosis, persistent vegetative state, and so on (Buckner and others 2008; Bryod and others 2009; Zhang and Raichle 2010) . Although the default network and its disruption in disease have predominantly been explored using rs-fcMRI techniques (given their feasibility and amenableness to patient populations), the network has also been shown to exhibit alterations in task-related activations and deactivations, changes in underlying brain structure, and the development of molecular pathology (i.e., Buckner and others 2005; Sperling and others 2009; Sheline and others 2009).
Possible explanations for the ubiquitous disruption of the default network across varied diseases are few and far between. An intriguing possibility put forth by Buckner and colleagues in the context of Alzheimer's disease is that the default network's high resting metabolic activity and widespread connectivity may initiate a series of activity-dependent molecular cascades that accelerate pathological insult (Buckner and others 2005 (Buckner and others , 2008 (Buckner and others , 2009 . Disease may also target the default network disproportionately because of its relatively recent evolution compared with more phylogenetically stable sensory brain systems (Hill and others 2010) . Finally, other possibilities include a common environmental or genetic underpinning, perhaps manifested through altered neurotransmitter systems (e.g., Broyd and others 2009). Whatever the underlying reason for the consistent disruption, it is clear that the default network and its alteration in disease deserve further exploration. The total number of studies relating to the default network separated by year published. Data were obtained from a PubMed search on the phrases "default mode" OR "default network" filtered to discard unrelated studies. Published dates reflect the date in which studies were printed rather the advanced electronic publication date. (B) Studies are further classified based on their methods and participant cohort to highlight the prevalence of resting-state functional connectivity techniques and the relevance of the default network to psychiatric and neurological disease. fMRI or other = task-evoked fMRI and all other experimental techniques (i.e., event-related potentials, diffusion tensor imaging, etc.); rs-fcMRI = resting-state functional connectivity MRI; both = studies using rs-fcMRI and at least one other neuroimaging technique.
surfaces for ease of comparison ( Fig Although the studies use different imaging techniques, statistical analyses, and thresholds, convergence across the maps highlights the most robust components of the default network. The results agree remarkably well with other studies reporting TIDs (e.g., Binder and others 1999; Schilbach and others 2008; Buckner and others 2009) , including those that demonstrate convergence across blocked and event-related task paradigms (Bucker and others 2008).
On the medial wall, the default network includes a large portion of the medial prefrontal cortex (MPFC) extending dorsally and ventrally. Activation encompasses all or part of areas 9, 10 (10m, 10r, 10p), 24, 32 (32ac, 32pl), 11m, and 14, according to the cytoarchitectonic maps of Ongür and others (2003) . The medial parietal cortex is also prominent, comprising the posterior cingulate cortex (PCC; areas 23 and 31) and retrosplenial cortex (Rsp; areas 29 and 30). Note that the precuneus (area 7m) is noticeable in two of the four meta-analyses, yet as will be discussed later, the precuneus does not converge with other default network regions in terms of its anatomical connectivity or rs-fcMRI (Buckner and others 2008; Margulies and others 2009; Andrews-Hanna, Reidler, Sepulcre, and others 2010; Pfefferbaum and others 2011).
TIDs also suggest less consistent involvement of the medial temporal lobe (MTL), including the hippocampal formation (HF) and the parahippocampal cortex (PHC). However, the MTL appears more prominent at lower thresholds ( Fig. 2A) , and it is possible that distortion and signal loss commonly associated with this structure might obscure its underlying activity (see also Greicius and others 2004) . Furthermore, as discussed later, regions within the MTL are anatomically and functionally connected with several other components of the default network, and it is activated when individuals engage in mnemonic processes that are common during passive states. Further work will also be necessary to investigate the possible role of the nearby amygdala in the default network, as it appears to demonstrate TIDs in two of the four meta-analyses.
On the lateral surface, TIDs are robust in parietal cortex, prominently ventral to the intraparietal sulcus and encompassing the posterior inferior parietal lobule (pIPL) and angular gyrus (at or near area 39). The nearby supramarginal gyrus (near area 40) and temporoparietal junction (TPJ; near areas 39/22) are also noticeable in some maps, as is involvement of the lateral temporal lobe, particularly near the middle and inferior temporal gyri. Finally, in the lateral frontal lobe, task-induced deactivations span the inferior, middle, and superior frontal gyri near Brodmann areas 47, 45, 8, 9, and 10. Because functional imaging paradigms measure relative differences between experimental tasks of interest and periods of passive rest or fixation, the pattern of TIDs will depend heavily on the experimental task of interest. Many of the goal-directed tasks surveyed in the metaanalyses are externally oriented in nature, requiring focused attention to visual or other sensory stimuli. Such focused external attention is notably attenuated during passive control states, yielding robust TIDs in the default network. In contrast, goal-directed tasks that are more of an internal or introspective nature exhibit fewer TIDs, and oftentimes task-evoked activity in the default network even increases compared with passive baseline (Buckner and Carroll 2007; Buckner and others 2008; Spreng and others 2009 ; see Spreng and others 2010 for further discussion). Thus, to claim that the default network decreases its activity during all goal-directed tasks isn't strictly accurate. The presence or absence of brain regions exhibiting TIDs should always be interpreted in the context of the experimentally directed task and should not be used as the sole definition of the regions that comprise the default network.
Anatomical Connectivity within the Default Network Neuroanatomical Tracing Studies in Nonhuman Primates
Neuroanatomical tracing techniques, including retrograde and anterograde tracing, reveal long-range monosynaptic connections and provide important insights into the connectional anatomy of the default network. Unfortunately, such techniques are only applicable to nonhuman animals, and human cortical expansion makes direct comparison between species somewhat difficult. Nevertheless, recent neuroimaging studies in macaques and chimpanzees reveal a homologous set of default network-like regions that exhibit properties similar to those in humans Rilling and others 2007; Kojima and others 2009; Margulies and others 2009) . Given these similarities, it is worthwhile to briefly summarize the major anatomical connections between homologous default network regions in nonhuman primates. These connections are illustrated in Figure 3A in a diagram compiled by Binder and others (2009) and are only briefly described here (see also Buckner and others 2008) .
The medial prefrontal cortex includes several cytoarchitectonically distinct regions that have undergone considerable reorganization and cortical expansion in humans (e.g., Ongür and others 2003) . These regions connect to many of the major default network regions including the PCC, the lateral temporal lobe (superior temporal sulcus and temporal pole), and the MTL (Barbas and others 1999; Koybayashi and Amaral 2003; Morecraft and others 2004; Parvizi and others 2006) .
The medial parietal cortex, another structure exhibiting widespread anatomical connectivity, includes PCC (areas 23 and 31), the nearby Rsp (area 29/30), and the precuneus (area 7m). The PCC is anatomically connected to Rsp and 7m as well as many other default network regions including MPFC, inferior parietal lobule (near area PG and 7a), lateral temporal lobe (along the superior temporal sulcus), and MTL (including the HF and PHC; Barbas and others 1999; Kobayashi and Amaral 2003; Morecraft and others 2004; Parvizi and others 2006) . Most of the reciprocal connections between the medial parietal cortex and the MTL pass through the Rsp, a region that also exhibits strong reciprocal projections to the lateral and medial PFC (e.g., Koybayashi and Amaral 2003) . In contrast, the connectivity pattern of the precuneus diverges from that of the PCC and Rsp, with distinct subdivisions being strongly anatomically and functionally connected to visual, sensorimotor, and attention areas (Buckner and others 2008; Margulies and others 2009 ). Finally, the monkey inferior parietal lobule (near areas PG and 7a) is anatomically connected with the regions outlined above, in addition to the anterior and posterior superior temporal sulcus and the MTL (e.g., Cavada and Goldman-Rakic 1989) .
Thus, many of the established default network regions in humans share reciprocal connections even in nonhuman primates. Of relevance for later sections, regions exhibiting particularly widespread connectivity include MPFC and PCC. These midline structures are candidate hubs within the default network.
Diffusion MRI Imaging
Recent diffusion imaging techniques permit noninvasive, in vivo measurement of white matter tracts in humans and have made considerable headway toward providing additional clues to the anatomical organization of the default network. Using such techniques, the cingulum bundle has been shown to connect the PCC to the MPFC ( 
The Default Network and Resting-State Functional Connectivity
The increasing popularity of rs-fcMRI techniques, including seed-based correlation approaches and independent component analysis (ICA), has significantly advanced our understanding of the default network ( Fig. 1B) . Although the underlying source of restingstate signals is still debated, a robust finding in neuroimaging is the presence of low-frequency, spontaneous fluctuations across the brain that organize into distinct, tightly correlated functional-anatomic networks often mirroring task-evoked patterns of brain activity (Fox and Raichle 2007; Smith and others 2009) . In 2003, the major application of rs-fcMRI to the default network by Greicius and colleagues (2003) . These studies confirm and extend the prior literature on task-induced deactivations and anatomical connectivity, and also hint at its heterogeneous organization.
Interestingly, whereas regions comprising the default network are positively correlated with one another, often being referred to as a "task-negative" or "intrinsic" system, they appear to be intrinsically distinct from (and oftentimes negatively correlated with) regions comprising the task-positive or "extrinsic" network (e.g., Fox and others 2005; Golland and others 2008). Although ongoing debate surrounds the source of the negative correlations, it is widely established that the default network is anatomically and functionally distinct from networks involved in sensory and external attentional functions.
The Default Network Comprises Hubs and Subsystems
Results from anatomical and functional connectivity studies suggest that the default network is intrinsically organized into distinct subsystems that converge on core hubs (Buckner and others 2008) . Consistent with its widespread pattern of connectivity, the PCC appears to play a key integrative role, being significantly functionally correlated with all other default network regions even after taking their pairwise regional correlations into account (e.g., Fransson and Marrelec 2008) . In addition, graph analysis techniques applied to both rs-fcMRI and diffusion imaging data reveal that the PCC (and to a large extent, the MPFC) exhibit hublike properties throughout the brain, reflected by its role as a heteromodal association area (e.g., Hagmann and others 2008; Buckner and others 2009). The intrinsic functional organization of the default network was directly explored by Andrews-Hanna, Reidler, Sepulcre, and others (2010), who used rs-fcMRI, graph analysis, and hierarchical clustering techniques to examine the clustering properties of 11 a priori regions within the default network ( Fig. 4A ). Consistent with prior findings outlined above, both the PCC and anterior MPFC (near areas 10/32) exhibited the highest formal graph analysis measure of network hubs, being significantly functionally correlated with all other regions within the default network. Importantly, when hierarchical clustering was applied to the remaining regions, the HF and PHC clustered together with the Rsp, ventral medial prefrontal cortex (vMPFC), and pIPL into an "MTL subsystem," whereas a distinct "dorsal MPFC subsystem" included the dorsal MPFC (dMPFC), TPJ, LTC and temporal pole ( Fig. 4B ). Thus, these results suggest that the default network can be described within an architectural framework highlighting both patterns of convergence and divergence.
Overarching Functions of the Default Network
In summary thus far, a growing body of research highlights the default network as a system of anatomically connected and functionally correlated brain regions exhibiting elevated activity during undirected passive tasks. Although these observations offer some initial clues about the overarching functions of the default network, the network's precise functional properties are challenging to establish because passive states are unconstrained (e.g., Morcom and Fletcher 2007) .
Internal Mentation or External Attention?
In a recent review article, Buckner and others (2008) outlined two plausible hypotheses regarding the engagement of the default network during passive states (see Fig. 11 of Buckner and others 2008). The "sentinel hypothesis" holds that activity within all or part of the default network reflects attention to the external environment, particularly when broadly monitoring the environment for upcoming stimuli or other significant, unpredictable events (Shulman and others 1997; Raichle and others 2001; Gusnard and Raichle 2001; Gilbert and others 2007) . Providing support for the role of the default network in broad external attention, Shulman and colleagues (1997) noted that TIDs were more pronounced when tasks involved foveal stimuli. Additionally, activity within the default network increases during tasks when participants anticipate targets that occur in unpredictable compared with predictable locations (Hahn and others 2007; but see Small and others 2003) , as well as during certain stimulus-oriented tasks compared with stimulusindependent versions in which participants mentally carry out complex tasks in their head (e.g., Gilbert and others 2005 Gilbert and others , 2006 Gilbert and others , 2007 . Importantly, these studies reveal negative trial-by-trial relationships between default network activity and response time, such that trials associated with greater activity were linked to faster performance speed (Hahn and others 2007; Gilbert and others 2006) .
However, in addition to broadly monitoring the external environment during awake passive states, participants commonly engage in internally directed cognitive processes including "generation and manipulation of mental images, reminiscence of past experiences based on episodic memory, and making plans" (Mazoyer and others 2001, p. 295 ; see also Ingvar 1979; Andreasen and others 1995; Binder and others 1999) . The "internal mentation hypothesis" proposes that these spontaneous introspective processes, sometimes referred to as stimulusindependent thought, task-unrelated thought, mind wandering, daydreaming, or zoning-out, give rise to default network activity (e.g., others 1999, 2009; Gusnard and Raichle 2001; Mazoyer and others 2001; Buckner and others 2008; Spreng and others 2009 ). These observations lead to Andreasen's ironic acronym for passive states: "REST" (Random Episodic Silent Thought; Andreasen and others 1995) .
Within the past decade, a wealth of neuroimaging and lesion data have provided support for the role of the default network in spontaneous and goal-directed internal mentation. For example, recent neuroimaging studies have reported positive relationships between default network activity and spontaneous internal mentation, both within and between subjects (e.g., McKiernan and others 2006; Mason and others 2007; Wang and others 2009; Vanhaudenhuyse and others 2010). Importantly, Christoff and colleagues (2009) observed that task trials preceding reports of mind wandering during sustained attention tasks were associated with elevated default network activity, particularly when participants are unaware that their mind has wandered (Fig. 5 ). Additionally, both default network activity and frequency of spontaneous thoughts inversely correlate with task difficulty, with easier and more practiced tasks often yielding a greater percentage of spontaneous thoughts (reviewed in Smallwood and Schooler 2006 Thus, existing data link default network activity during passive states to two plausible but opposing functions: broad attention to the external environment and spontaneous internal mentation. To disambiguate between these distinct hypotheses, Andrews-Hanna, Reidler, Huang, and others (2010) compared default network activity across three conditions experimentally manipulated with respect to the direction (external vs. internal) and scope (broad vs. focal) of participants' attention. Providing support for the internal mentation hypothesis, regions within the default network increased their activity during the passive condition for which behavioral thought probes revealed the highest frequency of spontaneous thoughts and exhibited minimal difference in activity between the broad and focal external attention conditions. Consistent with lesion and connectivity studies, the precuneus was preferentially engaged when participants broadly monitored their external environment, but rs-fcMRI connectivity analyses revealed that the precuneus was positively correlated with regions outside of the default network. Thus, these data are most consistent with the idea that default network activity during passive states primarily reflects spontaneous internal thoughts. 4
The Adaptive Role of the Default Network in Spontaneous Internal Mentation
Although the studies above provide strong support for the role of the default network in internal mentation, many of them highlight the maladaptive consequences of default network activity and spontaneous thoughts for goal-directed cognition. However, multiple lines of evidence suggest that the default network and spontaneous thought may serve a broader adaptive purpose (Singer 1966; Klinger 1971; Buckner and others 2008; Christoff and others 2008; Baars 2010; Wamsley and Stickgold 2010) . First, humans engage in spontaneous thought with an astoundingly high frequency. Daily experience sampling techniques estimate that humans spend between 30% and 50% of daily life engaged in thoughts unrelated to the immediate task at hand (e.g., Klinger and Cox 1987; Killingsworth and Gilbert 2010) . Second, insight into the nature of participants' thoughts also speaks to their possible adaptive significance. Consistent with Klinger's "current concern hypothesis" (Klinger 1971), studies conducted in real-world or laboratory/MRI settings reveal that participants engage in highly personally significant and goal-directed thoughts prominently about their own past and future (Fig. 6 ; Klinger and Cox 1987; Binder and others 1999; Mazoyer and others 2001; Klinger 2009 ; Andrews-Hanna, Reidler, Huang and others 2010; Delamillieure and others 2010). Importantly, these thoughts can be experimentally manipulated by altering the motivational value, or "payoff," associated with attention to such thoughts or to the task at hand, with results supporting a model whereby processing of internal and external information compete for a limited set of attentional resources (Antrobus and others 1966) . For example, when participants are primed with distressing personally relevant information prior to a task, participants maximize their spontaneous thoughts about this information and perform poorly on the task. Conversely, when the "payoff" for successful task performance is boosted with monetary incentives, participants minimize their spontaneous thoughts and enhance their task performance.
An intriguing possibility is that engaging in spontaneous thought can allow individuals to construct and simulate alternative scenarios, mentally organize their plans, and prepare for what may lie ahead. Additionally, spontaneous thoughts may facilitate the organization and structuring of daily events, promoting consolidation of the most personally salient information into long-term memory. These simulative processes might be supported by a MTL that dynamically interacts with cortical regions within and outside the default network. Supporting this possibility, recent studies have linked resting MTL activity or MTL-cortical functional connectivity to individual differences in spontaneous episodic thoughts (Andrews-Hanna, Reidler, Huang, and others 2010), memory ability (Wig and others 2008) , and consolidation of recent experiences (Tambini and others 2010) . Additionally, reactivation of hippocampal neurons during off-task "rest" periods in rats reflects the animal's prior experience and predict its future choices (reviewed in Buckner 2010). Interestingly, similar ideas are echoed in the literature on sleep and dreaming, whereby a growing body of work has begun to link memory consolidation in sleep and night dreams to the default network (reviewed in Wamsley and Stickgold 2010; Nir and Tononi 2010; Domhoff and others forthcoming) .
The Role of the Default Network in Goal-Directed Internal Mentation
Further support for the adaptive role of the default network in internal mentation is provided by the wide range of goal-directed tasks that activate the network 5 (Fig. 7) . Consistent with prior theories dissociating externally oriented from internally oriented attention (Golland and others 2008; Buckner and Carroll 2007; Buckner and others 2008; Spreng and others 2009; Binder and others 2009 ), these tasks share in common the process of directing one's attention inward, as when retrieving a mnemonic representation or when introspecting about one's own mental states. However, despite the overarching similarities among such tasks, they differ substantially in the default network regions that they activate, exhibiting patterns that align well with the hubs and subsystems architecture.
To investigate the functional contributions of the distinct default network components to internal mentation, Figure 6 . Awake resting states are associated with spontaneous internal mentation. Andrews-Hanna, Reidler, Huang, and others (2010) administered retrospective thought sampling questionnaires to 139 participants after staring at a fixation crosshair between 2 and 4 consecutive resting runs in the MRI scanner. Participants reported spending nearly half of their time engaged in episodic past or future thought, with a preference toward thinking about the recent past and immediate future. Figure modified from Andrews-Hanna, Reidler, Huang, and others (2010, their Fig. 8 ).
Figure 7.
Proposed functional-anatomic organization of the major default network components. A schematic drawing of the default network hubs (yellow) and subsystems (blue = dorsal medial prefrontal cortex subsystem; green = medial temporal lobe subsystem) is highlighted along with each component's hypothesized functions and the tasks that frequently activate them. Arrows reflect approximate strength of connectivity between default network components. See text for references. Note that regional anatomic boundaries are approximate.
Andrews-Hanna, Reidler, Sepulcre, and colleagues (2010) applied item and clustering analyses to task-evoked functional MRI data while participants completed a variety of introspective tasks. Consistent with the proposed architectural framework, a pattern of results emerged that mirrored the clustering properties between regions previously observed using rs-fcMRI (Fig. 4C) . Whereas regions within the dMPFC subsystem exhibited similar activation profiles in response to the four task conditions-being preferentially active when participants reflected on their present mental states-the functional profiles of these regions were distinct from those comprising the MTL subsystem. In contrast, the MTL subsystem preferentially activated when participants made episodic predictions about their future. Consistent with their hub-like properties, the anterior medial prefrontal cortex (aMPFC) and PCC shared functional properties of both subsystems, activating preferentially for both self-relevant conditions. Consistent with prior theories Schacter and others 2008; Szpunar and others 2009 ), more than one third of the variance in trial-by-trial activity within the MTL subsystem was predicted by task strategies involving retrieval of past information and mental construction of a novel scene. In contrast, activity within the hubs, and to a lesser but significant degree within the dMPFC subsystem, was predicted by strategies involving introspection about affective, personally significant information. To provide further insight into the functions of these components, the next section synthesizes relevant findings from prior literature pertaining to memory, social cognition, and emotion.
The MTL Subsystem and Its Role in Memory-Based Construction
Although the critical role of the medial temporal lobe for long-term declarative memory retrieval has been established for quite some time (Scoville and Milner 1957) , more recent findings have highlighted the additional involvement of a wider cortical network, including the Rsp, PCC, pIPL, and MPFC. These regions comprise the MTL subsystem and are consistently activated during autobiographical memory and other recollection-based laboratory memory tasks (Fig. 7 ; Svoboda and others 2006; Cabeza and St. Jacques 2007; McDermott and others 2009; Spreng and others 2009) . Interestingly, many of the regions within the MTL subsystem are also reliably engaged when individuals retrieve contextual associations (Bar 2007) , semantic and conceptual knowledge others 1999, 2009) , and spatial information (i.e., when navigating a familiar environment; Spiers and Maguire 2006; Vann and others 2009 ).
An interesting possibility echoed by other researchers is that an adaptive function of memory retrieval may be to facilitate mental construction of novel episodes to help individuals prepare for the immediate and distant future (Buckner and Carroll 2007; Bar 2007; Gilbert and Wilson 2007; Schacter and others 2008; Buckner 2010) . Humans have the unique ability to rapidly retrieve stored episodic, conceptual, and contextual representations and use this information to construct or "simulate" future outcomes before they happen. Additionally, episodic future simulation can yield long-term adaptive benefits, including augmenting the subjective value of future rewards (Peters and Büchel 2010) and improving the likelihood of achieving long-term goals (e.g., Gollwitzer and Brandstatter 1997) .
Supporting the possibility that memory aids constructive simulation, numerous studies have observed striking parallels between the phenomenological characteristics and neural underpinnings associated with retrieval of past information and prospective thought (reviewed in Schacter and others 2008; Szpunar 2010 ; see also Addis and others 2007; Szpunar and others 2007; D'Argembeau and others 2010; Spreng and Grady 2010) . Such parallels also extend to imagination void of a temporal context (i.e., in the present), where the MTL subsystem becomes engaged when individuals imagine objects and sounds (Daselaar and others 2010; Summerfield and others 2010) and integrate these items into coherent simulated episodes (Hassabis and others 2007; Addis and others 2009; Summerfield and others 2010) . Collectively, these findings suggest that the MTL subsystem may play a particular role in memory-based construction or simulation.
The dMPFC Subsystem and Its Role in Introspection about Mental States
In contrast to the constructive functions of the MTL subsystem, the dMPFC subsystem may play an important role in introspecting about the mental states of social agents. A rich body of work within the field of social neuroscience has consistently pointed to a network of brain regions, including the dMPFC, TPJ, LTC, and temporal pole, that become engaged when individuals reflect upon, evaluate, or appraise social information (Fig. 7 ; Frith and Frith 2003; Lieberman 2007; Van Overwalle 2009 ). These introspective social processes can be directed toward one's own thoughts, feelings, and desires (i.e., "mental states"; reviewed in Ochsner and others 2004; Van Overwalle 2009; van der Meer and others 2010; see also Johnson and others 2005; Lombardo and others 2010; Moran and others forthcoming) as well as the mental states of others-a process often referred to as "theory of mind" or "mentalizing" (reviewed in Frith and Frith 2003 , Ochsner and others 2004 , 2005 Lieberman 2007; Van Overwalle 2009 ; see also Lombardo and others 2010; Spreng and Grady 2010; Rabin and others 2010; Dodell-Feder and others 2011) . Interestingly, mentalizing may account for the involvement of the dMPFC subsystem when participants engage in interpersonal interactions (Rilling and others 2004) , view animated shapes (Tavares and others 2008) , read social narratives (Yarkoni and others 2008) , or reason about social problems (Van Overwalle 2011) and moral dilemmas (Moll and others 2005) . Collectively, these findings suggest that the dMPFC subsystem plays a broad role in introspecting about mental states. However, it will be up to future studies to determine how specific the dMPFC subsystem is for these processes or whether it plays a more general role in nonsocial processes such as reasoning, metacognition, emotion, or language comprehension.
The aMPFC and PCC Hubs and Their Role in Valuation of Personally Significant Affective Information
The hubs of the default network-aMPFC and PCCactivate across a diverse range of mnemonic, social, and emotional tasks that involve personally significant and other motivationally salient information (Fig. 7) . In the memory domain, these midline regions become engaged when individuals recollect episodic and autobiographical information (reviewed in Svoboda and others 2006; Schacter and others 2008; Spreng and others 2009; McDermott and others 2009 ; see also Kim and others 2010; Jacques and others forthcoming), consistent with the idea that such tasks evoke a sense of "autonoetic consciousness," or the subjective feeling of reexperiencing the past (Tulving 1985; Cabeza and St. Jacques 2007) . Activity within the midline cores is most pronounced when individuals remember real autobiographical events compared with previously imagined fictitious events (Hassabis and others 2007; Summerfield and others 2009) . Similarly, the aMPFC and PCC robustly activate when individuals simulate hypothetical personal future events (reviewed in Schacter and others 2008; Spreng and others 2009 ; see also Abraham and others 2008; D'Argembeau and others 2010; Spreng and Grady 2010; Andrews-Hanna, Reidler, Sepulcre, and others 2010; Gerlach and others 2011) , particularly during realistic contexts for which participants have past experience (Szpunar and others 2009) .
Within the domain of social cognition, the aMPFC and PCC become engaged when individuals reference information to themselves or reflect on personal preferences, beliefs, values, feelings, abilities, and physical attributes (reviewed in Amodio and Frith 2006; others 2004 2005; Northoff and others 2006; Schmitz and Johnson 2007; Mitchell 2009; Van Overwalle 2009 ; van der Meer and others 2010; see also Jenkins and Mitchell 2010; Andrews-Hanna, Reidler, Sepulcre, and others 2010; Benoit and others 2010; Krienen and others 2010; Sajonz and others 2010; Whitfield-Gabrieli and others 2011) as well as engage in personal moral dilemmas (reviewed in Moll and others 2005) . Additionally, the aMPFC (and to some extent the PCC) may mediate the self-reference effect in memory (Macrae and others 2004) by preferentially activating in response to self-descriptive or self-relevant information in a manner that increases linearly with stimulus self-relevancy (Macrae and others 2004; others 2006, 2009; Benoit and others 2010) . Importantly, a growing number of studies suggest that the midline cores also increase their activity when individuals process information about similar (reviewed in Mitchell 2009) or close others (reviewed in Schmitz and Johnson 2007; van Overwalle 2009 ; see also Grigg and Grady 2010) , including friends (Ochsner and others 2005; Krienen and others 2010; Benoit and others 2010) , family members (Bartels and Zeki 2004; Moran and others forthcoming) , and romantic partners (Bartels and Zeki 2004) .
Consistent with the idea that personally significant information is intrinsically affective and motivationally salient in nature (Olsson and Ochsner 2008) , both the aMPFC and the PCC activate when individuals experience or anticipate affect (reviewed in Maddock 1999; Kober and others 2008) . Although discussed most prevalently in regard to the MPFC, both midline regions have repeatedly been shown to increase their activity in response to a wide range of rewarding stimuli, particularly in a manner that tracks the anticipated or experienced subjective value associated with the stimuli (e.g., reviewed in Montague and others 2006; see also Kable and Glimcher 2007; Chib and others 2009; Ballard and Knutson 2009; Hare and others 2009) . Often value is disproportionately weighted toward the immediate rather than the delayed future, and activity within the aMPFC and PCC reflects this immediacy bias (McClure and others 2004; Ersner-Hershfield and others 2008; Mitchell and others 2011). In addition to rewarding stimuli, there is some evidence that aMPFC and PCC activate when participants experience or anticipate personally salient negative affect, including social threat (Wager and others 2009), pain (Atlas and others 2010), and other aversive stimuli (Maddock 1999) . Based on the functional convergence across the domains of memory, social cognition, and emotion, an intriguing possibility is that the aMPFC and PCC cores play a prominent role in the subjective valuation of personally significant and other highly salient information.
Once information is attributed a high personal subjective value, it can then be used to guide and motivate behavior, perhaps through the interaction of the midline cores with subcortical regions or by further internal processing carried out by the distinct subsystems. For example, the dMPFC subsystem may allow individuals to reflect on the mental states elicited by the stimulus and the MTL subsystem may allow individuals to integrate this introspective information into a goal-directed plan.
Future Directions
Although the past decade of research has led to significant advancements in our understanding of the default network, several questions remain unanswered (Box 2). To satisfy a fully coherent functional account of the default network, it will be important to characterize how the subsystems interact with each other when individuals engage in real-world decisions that involve integrating information from distinct subsystems. Given their widespread connectivity to both subsystems, the hubs are candidate regions for facilitating efficient crosstalk between subsystems. Additionally, although the present article focused on the functions of the distinct default network components, it is likely that the regions within each component (i.e., the vMPFC compared with the HF, or the TPJ compared with the dMPFC), as well as any corresponding subregions, may have functionally distinct roles. It will be important to consider the finer scale organization of the default network as we move forward. Another challenge for future research will be to investigate how the default network interacts with other large-scale brain systems in the service of goal-directed behavior. How do we integrate sensory information from the external world with our internal motivational goals? Recent research highlights the possible involvement of a frontoparietal control system in the executive control of external and internal attention (Vincent and others 2008; Spreng and others 2010; Gerlach and others 2011). This brain system is anatomically positioned between the default network and the external attention system and dynamically couples with either system depending on the task context. Within this executive control network, the anterior insula is thought to play a unique role in rapidly switching between external and internal modes of cognition and is uniquely positioned to initiate action through its connectivity to the anterior cingulate and presupplementary motor area (Menon and Uddin 2010) . A more detailed account of system interactions will be necessary to fully establish the role of the default network in goal-directed behavior.
Box 2. Questions for Future Research

Summary
The main objective of this article has been to bridge seemingly disparate literatures from cognitive neuroscience and psychology to provide insight into the anatomical organization and adaptive functions of the brain's default network. This cross-discipline endeavor has highlighted strong support for the overarching function of the brain's "default network" in internal mentation. Evidence from task-induced deactivations, anatomical connectivity, and functional coherence suggests that within this broad framework, the default network's finer organizational structure is characterized by distinct subsystems that converge on core hubs. These components may contribute differently to internal mentation, allowing individuals to simulate the past and future, reflect on the mental states of social agents, and place high value on that which is personally significant.
Instead of being psychologically constrained to the here-and-now, humans have the unique ability to disengage from the external world and turn our thoughts inward, to that which we find personally significant. Through mental simulation of our past, future, and the minds of others, we travel far beyond the observable; "surely so prominent a set of activities cannot be functionless" (Klinger 1971 p. 347) . The rapid progress of research and discovery since the default network was discovered nearly a decade ago holds great promise for our continued insight into our ever-wandering minds.
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