In this paper we investigate a Bayesian procedure for the estimation of a flexible generalised distribution, notably the MacGillivray adaptation of the g-and-k distribution. This distribution, described through its inverse cdf or quantile function, generalises the standard normal through extra parameters which together describe skewness and kurtosis. The standard quantile-based methods for estimating the parameters of generalised distributions are often arbitrary and do not rely on computation of the likelihood. MCMC, however, provides a simulation-based alternative for obtaining the maximum likelihood estimates of parameters of these distributions or for deriving posterior estimates of the parameters through a Bayesian framework. In this paper We adopt the latter approach. The proposed methodology is illustrated through an application in which the parameter of interest is slightly skewed.
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Introduction
The introduction of Markov Chain Monte Carlo (MCMC) techniques in Bayesian inference (see, for example, Hastings (1970) , Gelfand & Smith (1990) ) has enabled the computation of solutions to expressions that may be otherwise too complex to solve analytically. This includes the estimation of parameters in complex modelling procedures, often involving non-Gaussian distributions, such as Bayesian hierarchical modelling in applications of metaanalysis, mixture modelling (Diebolt & Robert 1994 , Mengersen & Robert 1996 , Gilks et al. 1996 , Richardson &: Green 1997 , and ranking and selection (Besag et al. 1995 , Besag & Higdon 1999 . Such procedures are often implemented assuming specific forms for the underlying distributions of the data. However, if these are unknown, it may be useful to model the data by way of a generalised distribution (see for example Haynes et al. 1997) .
A generalised distribution is used to represent a family of distributions in which the parameters are some measures of the distributional shape properties. Estimation of the parameters of such a distribution is particularly useful in exploratory data analysis for gaining insight into the behaviour of the data. The well known generalised lambda distribution (GLD; Ramberg et al. 1979 ) generalises the standard normal distribution and is described by four parameters which together govern location, scale, skewness and kurtosis. In practice these parameters are typically estimated by matching the first four moments with empirical moments of the data, or with theoretical moments of known distributions.
A desirable property of a generalised distribution is that changes in particular parameter values have a direct impact on particular properties of the distribution. Unfortunately this is not the case with the GLD since measures' of skewness and kurtosis are complex functions of the two extra parameters. Hence, even if the GLD approximations to well-known distributions are good, it is not always obvious what changes occur as the GLD parameters move between, or away from, the values providing such approximations. An additional difficulty with the use of the GLD is that of non-uniqueness, so that more than one member of the family may be realised when matching moments (Ramberg et al. 1979 ).
These issues are resolved in alternatives such as the g-and-h distributions of Hoaglin (1986) and Martinez & : Iglewicz (1984) , the MacGillivray adaptation of the g-and-h distributions called the generalised g-and-h distributions and a new family called the g-and-k distributions (see Rayner & MacGillivray (2002a) and the references therein). This distribution, which is denoted hereafter by gk (A, B, g, k) , is expressed in terms of its quantile function Qx as
