Abstract. We consider a uid queue with sessions arriving according to a Poisson process.
Introduction
We consider the following uid queuing model. Sessions (ON periods) are initiated at a network server or multiplexer according to a Poisson process with rate > 0. Each session is active for a random length of time with distribution F and a nite mean ; during this time it generates network tra c at unit rate. We assume that the lengths of di erent sessions are independent, and they are also independent of the Poisson arrival process. The service rate is r > 0 units of tra c per unit time. If X(t) denotes the amount of work (measured in units of network tra c, e.g. packets) in the bu er at time t, then the content process fX(t); t 0g satis es dX(t) = N(t) dt ? r1(X(t) > 0) dt ;
(1.1)
where N(t) is the number of sessions active at time t. Observe that fN(t); t 0g is the stochastic process describing the number of customers in the system in an M=G=1 queue. The mean values of the system parameters determine whether the system described by (1.1) reaches steady state, and we will always assume that r > : (1.2) That is, the maximal service rate in the system exceeds the overall arrival rate in the system.
The performance measure we are interested in is the expected time until over ow of a large bu er. Speci cally, assuming that the work in the system is \collected" in a bu er of size , we call = infft 0 : X(t) g (1. 3) the time of bu er over ow. A system has good performance if the expected time of bu er over ow E is large. The tail behavior of the session length distribution F has crucial impact on the rate of growth of the expected time of bu er over ow as ! 1. Exponentially fast decaying probability tails of F have been found to imply in similar situations exponentially fast increase in E as a function of . See, e.g., Heath et al. (1997) . On the other hand, power-like decay of probability tails of F have been shown, in certain circumstances, to lead to a polynomially fast increase in E as a function of (Resnick and Samorodnitsky (1997a) ), and a similar phenomenon has been observed in Heath et al. (1997) .
It has been argued in the literature that a decay in system performance is caused by long range dependence in the input stream. This has been observed in di erent situations by Du eld and O'Connell (1995) , Ryu and Lowen (1995) , Erramilli et al. (1996) , Heath et al. (1996) , Vamvakos and Anantharam (1996) , Liu et al. (1997) and Resnick and Samorodnitsky (1997b) A survey is in Boxma and Dumas (1996) . Since heavy tailed session length is known to cause long range dependence in our model, and in similar models (Jelenkovi c and Lazar (1995) , Boxma and Dumas (1996) , Heath et al. (1996) , , Resnick and Samorodnitsky (1997b) ), the loss in performance of our uid queue we mentioned above is not surprising. It is also not surprising that the performance loss tends to grow as the session length distribution tails grow heavier, because the length of memory tends to increase with heaviness of the distribution tails. What is surprising is that the extent of the performance loss is determined by an interesting interplay of the heaviness of the tails and the average characteristics of the system, as described presently. Let k = inffj 1 : + j ? r > 0g:
Clearly, the parameter k is determined by the average characteristics of the system. It is the minimal number of sessions, running simultaneously, required to change the direction of the drift in the system from negative to positive. It turns out from the nature of large deviations in the heavy tailed situation, that this is exactly when the amount of work in the bu er goes up by any signi cant amount. Therefore, if the bu er is large, the bu er over ow will most likely occur when at least k sessions are running simultaneously, and for a su ciently long period of time. Since the time until this occurs is, clearly, signi cantly a ected by the value of k, the importance of the parameter k for system performance becomes less surprising. We refer the reader to Embrechts et al. (1997) and Resnick and Samorodnitsky (1997a) for a discussion of heavy tailed large deviations.
Various assumptions have been used in the literature to model heavy session lengths. In this paper we will impose only relatively weak assumptions. Speci cally, we assume that the session length distribution tail F = 1 ? F is dominatedly varying. That is,
for some (equivalently, all) a > 1. Recall that such a distribution has nite Matuszewska indices 1 > > 0 such that for every > 0 there are C and x 0 such that 1 C a ? ? F(ax) F(x) Ca ? + (1.6) for all a > 1 and x x 0 . See (Bingham et al., 1987, page 65, 71) . To guarantee existence of a nite rst moment we will often assume that > 1.
Preliminary results
In this section we collect auxiliary results that are needed in this paper. These results deal with various aspects of the uid model (1.1) and the underlying M=G=1 queue. We are especially interested in positive dependence occurring in these models. Our rst result is a version of the standard exponential one{sided large deviation bound. Lemma 1. Let fF ; > 0g be a uniformly integrable family of probability distributions on 0; 1) such that Z 1 0 xF (dx) ! > 0 as ! 1. For a > 0 let fZ ( ) i ; i 1g be a sequence of i.i.d. random variables with common distribution F , independent of a Poisson process fN (t); t 0g with intensity such that lim !1 = > 0:
Z ( ) i ; > 0: Then for every 0 < < 1 there is a c > 0 such that The next lemma treats level crossings of a certain Markov chain with a negative drift. The c's in this lemma do not have to be the same. In general, we reserve the letter c for a nite positive constant whose value is immaterial and which may change each time it appears. Lemma 2. Let X be a random variable such that EX < 0 and such that for every > 0 there is c > 0 such that for all x large enough, P(X > x) cx ? + (2.2) for > 1. Suppose that for each > 0, X ( ) is a random variable such that X ( ) st X, and such that for some d > 3 and h > 0 P X ( Proof. We call a cycle the interval of time between successive returns of Z ( ) n to a. Denote the initial cycle length by C 1 . Since the length of each cycle is at least 1, for every > a we have n st G ; (2.5) where G is a geometric random variable with probability for success given by
; (2.6) the probability that fZ ( ) n g reaches or exceeds within a cycle. So G is the number of failures before the rst success where success means a cycle maximum exceeds . We now estimate p . We have
The assumption X ( ) st X implies that the cycle length for (Z ( ) n ; n 1) is stochastically dominated by the time of the rst return to zero of the Lindley process S 0 = 0; S n+1 = (S n + X n+1 ) + ; n 0; (2.8) where (X n ; n 1) are i.i.d. copies of X. Since the latter time of the rst return to zero has a nite mean because of the negative mean of X (see e.g. Proposition 7.6.4 of Resnick (1992) Finally, to estimate P 3 ( ) let us consider an unconstrained random walk de ned byZ ( ) 1 = 0, andZ ( ) n+1 =Z ( ) n + X ( ) n ; n 1: Then P 3 ( ) P sup Observe that it follows from the assumption X ( ) st X that
where (S n ; n 0) is the unconstrained version of the random walk in (2.8):S 0 = 0 and S n+1 =S n + X n+1 ; n 0: Fix a 0 < < ?1. It follows from (2.2) that there is a random variable Y such that EY < 0, Y st X, and P(Y > y) is regularly varying at in nity with exponent + 1: (2.14) Then P sup
where (S n ; n 0) is the walk S 0 = 0 and S n+1 = S n + Y n+1 ; n 0; where (Y n ; n 1) are i.i.d. copies of Y . Now, it follows from Embrechts and Goldie (1982) that for a negative mean random walk satisfying (2.14) we have P sup n 0 S n > 1 d is regularly varying at in nity with exponent : (2.16) We conclude by (2.12), (2.13), (2.15) and (2.16) that for every 0 < < ? 1,
for all large enough. We conclude by (2.7), (2.9), (2.10) and (2.17) that for any 0 < < ? 1, p c ? min(h=2; d=3) (2.18) for all large enough.
In particular, it follows from (2.18) that p ! 0 as ! 1. Therefore, p G converges weakly, as ! 1, to a mean 1 exponential random variable. We conclude that
by (2.18). This completes the proof of the lemma. Our next sequence of results deals with certain aspects of positive dependence occurring in an M=G=1 queue. Proof. Let the Poisson arrival stream of sessions be fT i ; i 1g where 0 < T 1 < T 2 < : : : so that
is the number of sessions initiated in a set A. The point process N is associated (Burton and Waymire, 1985, page 1271) , (Resnick, 1987, Another reference for other facts on associated random variables is Esary et al. (1967) .
The proof of (2.19) is by induction on m. Since there is nothing to prove for m = 1, assume that (2.19) holds for some m 1, and let us prove it for m + 1. (t m+1 ; t m+1 + z m+1 ) < n m+1 P N ? (t m+1 ; t m+1 + z m+1 ) < n m+1 P N(I i ) < l i ; i = 1; : : : ; m = P N ? (t m+1 ; t m+1 + z m+1 ) < n m+1 P K 1 < n 1 ; : : : ; K m < n m T i = t i ; Z i = z i ; i = 1; : : : ; m + 1 ; where we have used (2.20). Substituting the above in (2.21) we obtain P(K 1 < n 1 ; : : : ; K m < n m ; K m+1 < n m+1 ) Z B m;n 1 ;:::;n m P K 1 < n 1 ; : : : ; K m < n m T i = t i ; Z i = z i ; i = (t m+1 ; t m+1 + z m+1 ) < n m+1 F(dz m+1 ) = Z B m;n 1 ;:::;n m P K 1 < n 1 ; : : : ; K m < n m T i = t i ; Z i = z i ; i = 1; : : : ; m + 1 m+1 e ? t m+1 dt 1 : : : dt m dt m+1 F(dz 1 ) : : : F(dz m )P(K m+1 < n m+1 ) = P(K 1 < n 1 ; : : : ; K m < n m )P(K m+1 < n m+1 )
by the assumption of the induction. This completes the proof. is a Poisson process on 0; 1) 0; 1], M is associated (Burton and Waymire (1985) , Resnick (1987) ) and thus ( t (M); t > 0) is an associated family. It remains to observe that if 2 M p ( 0; 1) 0; 1]), the map t ( ) = f(s; z) : s t s + zg is monotone and t (M) = N(t): So we conclude (N(t); t > 0) is an associated family of random variables.
We now prove (2.23), and the proof is by induction on n. For n = 1 there is nothing to prove, so assume that (2.23) holds for some n 1, and let us prove it for n + 1. In the following computation t 2 ; : : : ; t n+1 stand for realizations of the arrival times of the next n sessions after the start of the rst session (which is assumed to have arrived at time 0), and z 1 ; z 2 ; : : : ; z n+1 stand for the corresponding lengths of the rst n + 1 sessions. Recall that F is the distribution of the session lengths. We have P(E 1 \ \ E n \ E n+1 ) = Z 0;1) n F(dz 1 ) : : : F(dz n ) Z 0<t 2 <:::<t n+1 n e ? t n+1 dt 2 : : : dt n+1 (2.24) Z 1 0 F(dz n+1 )P A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; z n+1 ) \ A 2 (z n+1 ) ;
where A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; z n+1 ) is the event that the number of simultaneously present newly arriving sessions during each one of the rst n sessions is always less than m and when arrivals 2; : : : ; n + 1 occur at t 2 ; : : : ; t n+1 and lengths of the rst n + 1 sessions are z 1 ; : : : ; z n+1 . Also de ne A 2 (z n+1 ) to be the event that the number of simultaneously present newly arriving sessions during the time z n+1 is always less than m. The event A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; T n+1 ; z n+1 ) is, of course, determined by the sessions arriving after time t n+1 , but for some combination of the parameters z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 and z n+1 the conditions describing the event may already be violated by the time t n+1 , so no choice of new arrivals can, in that case, make the event happen.
For t 0, let N 1 (t) denote the number of sessions that arrived to the system after the time t n+1
and that are active at time t + t n+1 . The process fN 1 (t); t 0g has the same law as the process fN(t); t 0g, and, hence, is associated. Furthermore, it is obvious that the indicator functions of the events A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; z n+1 ) and A 2 (z n+1 ) are non-increasing functions of each of N 1 (t)'s. Therefore, these random variables are associated, and so P A 1 (z 1 ; : : : ; z n ;t 2 ; : : : ; t n+1 ; z n+1 ) \ A 2 (z n+1 ) (2.25) P A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; z n+1 ) P A 2 (z n+1 ) :
Observe that the probability P A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; z n+1 ) is, for xed z 1 ; : : : ; z n and t 2 ; : : : ; t n+1 , a non-increasing function of z n+1 . Furthermore, the probability P A 2 (z n+1 ) is a non-increasing function of z n+1 as well. Therefore, for xed z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; if we consider P(A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; )) and P(A 2 ( )) as random variables on (R + ; B; F), they will be associated. We conclude from this and from (2.24) and (2.25) that P A 1 (z 1 ; : : : ; z n ; t 2 ; : : : ; t n+1 ; z n+1 ) F(dz n+1 )P(E 1 ) = P(E 1 \ : : : \ E n )P(E 1 )
by the assumption of the induction. This completes the proof.
If ( ; F; P) is a probability space, A i 2 F for i 1, and N a random variable with nonnegative integer values on this probability space, then we use the notation
In the following lemma the events E i are de ned by (2.22).
Lemma 5. For every t > 0
Proof. Our claim (2.26) follows from the obvious fact that
and the following version of Wald's identity. Let (W i ; i 1) be identically distributed random variables with a nite mean on a probability space ( ; F; P), and N a random variable with nonnegative integer values on the same probability space. Assume that E(W i jN = n) = E(W i ) for all n < i:
proving (2.28). Our next lemma gives a bound on the order of magnitude of the probability of the event E 1 in (2.22) for a choice of parameters we will need in the sequel.
Lemma 6. Let F be a distribution whose tail 1 ? F is dominatedly varying with Matuszewska index > 1 in (1.6). For > 0 we let the distribution of the session lengths F be de ned by
Assume, further, that the intensity of the Poisson process of arriving sessions is F ( ). Then there is a nite positive constant c = c(m) (m is the parameter de ning E i in (2.22)) such that for all 1 P (E 1 ) 1 ? c F ( ) m : (2.29) Here P means that the corresponding probability is computed for a system de ned using this particular .
Proof Lemma 7. Let X 1 ; : : : ; X n be independent random variables, and let A be a measurable increasing set in R d (that is, (x 1 ; : : : ; x n ) 2 A and y i x i ; i = 1; : : : ; n implies (y 1 ; : : : ; y n ) 2 A.) Then for any u
X i > u; (X 1 ; : : : ; X n ) 2 A P n X i=1 X i > u P (X 1 ; : : : ; X n ) 2 A :
Proof. The random variables X 1 ; : : : ; X n are independent, hence associated. If V i : R n 7 ! R; i = 1; 2 are nonincreasing functions, then V 1 (X 1 ; : : : ; X n ); V 2 (X 1 ; : : : ; X n ) are associated. Choose V 1 (x 1 ; : : : ; x n ) = 1(
x i > u); V 2 (x 1 ; : : : ; x n ) = 1((x 1 ; : : : ; x n ) 2 A) and check both are monotone. The statement of the lemma now follows.
3. Bounds on the expected hitting time The following is the main result of this paper. Theorem 1. Assume that the session length distribution F has a dominatedly varying tail, with Matuszewska indices in (1.6) satisfying > 1. Assume that (1.2) holds, and let k be de ned by (1.4). Assume, further, that r ? is not an integer. Then there is a C 1 and a 0 > 0 such that
It is interesting that Theorem 1 exhibits a \phase transition"{type of dependence for system performance on the service rate r. If one increases r without changing the parameter k, then the asymptotic growth rate of the expected time until over ow, E , does not change (even though the multiplicative constant may be a ected). Hence, the system performance sees little improvement. On the other hand, once the service rate has increased enough to change the parameter k, the rate of growth of E increases, and so the system performance sees marked improvement. Indeed, if, for example, F (x) const x ? as x ! 1, > 1, then Theorem 1 says that E C k( ?1)+1 for large and some constant C. The e ect of k on the system performance is clearly visible.
Note that the assumption r ? not being being an integer is the same as saying that r ? ? (k ? 1) is strictly positive.
While the case r ? being integer is not likely to be of practical importance, the theoretical behavior of E in that case is, most likely, a ected by additional distributional properties of the session lengths. Note also that the upper bound in (3.1) holds without the assumption that r ? is not an integer.
Unfortunately, the multiplicative constants in (3.1) are di cult to keep track of in the generality of the situation we are considering in Theorem 1. With stronger assumptions on the tail of the session length distribution F (like regular variation) and careful bookkeeping, one should be able to get certain bounds on these constants. In the simplest case, that of k = 1, it is proved in Resnick and Samorodnitsky (1997a) that the limit lim !1 F 1 + ? r E exists, and the limit is identi ed under somewhat more restrictive assumptions on F. We suspect that under appropriate assumptions on F, a similar result should hold for a general k, but the argument has, so far, escaped us.
Proof of Theorem 1. Choose any > 0 and take any n 1. Fix also 1 > 0 and 0 < 2 < 1 such that This proves the upper bound in (3.1). The lower bound is a bit trickier.
We modify our uid queue as follows. Instead of a single server with service rate r, we consider two servers, one with service rate k ?1, and the other with service rate r 1 = r ?(k ?1) > 0, each with an in nite bu er. (Note that since + (k ? 1) r by de nition of k, we have r 1 > 0.)
We route the arriving sessions as follows. Fix some K > 0 (to be speci ed later). All the work arriving in the sessions whose length exceeds =K goes into the bu er of server 1, while all the rest goes into the bu er of server 2. The state of the new system is, by de nition, the combined amount of work in the two bu ers. It is clear that the new system is less e cient than the original one, and so the state of the new system will not reach level at a later time than the original system. We will use the same notation, , to describe the rst time the state of the new system reaches . Since we will work only with the new system until the end of the proof of the theorem (unless stated otherwise), no confusion should result from this ambiguity in notation. To prove the lower bound in (3.1) we need to prove that (for the new system)
Let X i (t) denote the content of the bu er of server i = 1; 2 at time t 0, and let
(1) = infft 0 : X 1 (t) > 0g and (2) = infft 0 : X 2 (t) g: Thus X 1 ( ); X 2 ( ) are independent and hence so are (1) and (2) . Then min( (1) ; (2) ), and so for every > 0 E E min( (1) ; (2) ) F ( ) ?k P min( (1) ; (2) 
It follows from (3.7) and (3.8) that to complete the proof of the theorem it is enough to show that there is an > 0 and a > 0 such that for all large enough, P We, actually, prove (3.10) rst. That is, we concentrate on a system consisting of single server with service rate r 1 = r ? (k ? 1), which serves all sessions whose length does not exceed =K.
That is, now the term \system" corresponds to this particular system describing the environment of server 2 and \sessions" are only sessions of length not exceeding =K. Let us denote by (U n ; n 1) the increasing sequence of times the number of active sessions in this system changes from 1 to 0. These times are the ends of busy periods in the underlying M=G=1 queue. We also refer to these times as ends of activity periods. If S n = X 2 (U n ) is the state of the system at time U n , then (S n ; n 0) is a Markov chain with S 0 = 0. We also denote M n = sup U n?1 t<U n X 2 (t); n 1; with U 0 = 0. M n is the maximal level the amount of work in the system reaches during the nth activity period of the underlying M=G=1 queue. Letting n = inffn 1 : M n g we see that
(2) U n ?1 : (3.11)
If we denote by I n and B n the lengths of the nth idle and busy periods of the underlying M=G=1 queue (that is, U n ? U n?1 = I n + B n ), then it follows from (3.11) that for all u > 0 and m 1 P( (2) u) P U n ?1 u P n ?1
We may, obviously, assume that the idle times I 1 ; I 2 ; : : : are de ned on a probability space ( 1 ; F 1 ; P 1 ), while all the rest of random variables generating the underlying M=G=1 queue live on another probability space ( 2 ; F 2 ; P 2 ), and the overall probability space is ( 1 2 ; F 1 F 2 ; P 1 P 2 ). Observe that for a xed ! 2 2 2 the event fn > mg depends only on I 1 ; : : : ; I m , and the indicator of this event is a non-decreasing function of I 1 ; : : : ; I m . Therefore by Lemma 7 P n > m;
It follows from (3.12) and (3.13) that
However, by the law of large numbers,
as ! 1. Therefore, (3.10) will follow once we prove that
Let us denote by F n the nth time the number of active sessions in the system changes from 0 to 1. These times are the beginnings of activity periods in the underlying M=G=1 queue. Let Z n = X 2 (F n ); n 1. We agree that the nth activity periods begins at time F n and ends at time U n . Let us also denote by W n the total amount of work brought in the system during the nth activity period, and by V n the length of that part of the nth activity period B n when the bu er is not empty. Clearly, 0 V n B n . Denoting Z 1 = 0, we see then that (Z n ; n 1) is a Markov chain satisfying the recursion Z n+1 = (Z n + W n ? r 1 V n ? r 1 I n ) + ; n 1: Fix an h > 0. We now use Proposition 1 of Resnick and Samorodnitsky (1997a) , according to which we can and do choose K (used in the routing the sessions arriving in the system) so big that Note that we have used the dominated variation to simplify the above expression.
To analyze the Markov chain (3.16) we note that the random variables (W n ; n 1) and (I n ; n 1) form two independent sequences of i.i.d. random variables. Unfortunately, the sequence (V n ; n 1) is not, in general, an i.i.d. sequence (it is i.i.d. in the case 0 < r 1 < 1). Furthermore, V n depends on Z n?1 . To overcome this di culty we use several simple observations. First of all, we see that E(V n jZ n?1 = a) " EB n as a " 1: (3.20) Let us denote by W 0 n the amount of work brought in the system during the nth activity period of the original system (i.e. the system we discussed before splitting the arriving sessions into two di erent streams). Similarly, let B 0 n and I 0 n be the corresponding busy and idle times. An elementary renewal theorem gives us the relation EW 0 n = E(B 0 n + I 0 n ); and so we have E(W 0 n ? r 1 B 0 n ? r 1 I 0 n ) = ( ? r 1 )E(B 0 n + I 0 n ) < 0 (3.21) by the de nition of k. It follows from (3.21) and (3.20) that there is an a 0 such that for all 0 (K) we have E(W 0 n ? r 1 I n ) ? r n E(V n jZ n?1 = a) < 0:
From that point on we x an a such that (3.22) holds.
We now modify the Markov chain (3.16) by de ning Z 1 = a, and Z n+1 = max Z n + W n ? r 1 V n ? r 1 I n ; a ; n 1:
Intuitively, if at time F n the amount of work in the bu er is less that a, we add the necessary work to increase the amount of work in the system to a. Alternatively, think of putting into the bu er a false bottom at level a. Observe that if both (3.16) and (3.23) are driven by the same random variables, then we have Z n Z n for all n 1. Let ? (W n ; V 0 n ); n 1 be a sequence of i.i.d. random vectors such that the distribution of (W 1 ; V 0 1 ) is the same as the distribution of (W 1 ; V 1 ) with Z 1 = a. Assume also that the sequence ? (W n ; V 0 n ); n 1 is independent of the i.i.d. sequence (I n ; n 1). Then (W 1 ; V 0 1 ) st (W 1 ; V 1 ) if Z 1 a, and so can put ? (W n ; V n ; V 0 n ); n 1 on the same probability space such that V 0 n V n for all n 1. We now modify the Markov chain (3.23) as well, by de ning Z 0 1 = a, and Z 0 n+1 = max Z 0 n + W n ? r 1 V 0 n ? r 1 I n ; a ; n 1: We now use Lemma 2. To this end we consider three systems. One is the present system we are considering (that is, we are admitting only sessions whose length does not exceed =K). The second one is the original system (we admit all sessions) and the last one is the system in which we admit only sessions whose length does not exceed 0 (K)=K, where 0 (K) is the level de ned in (3.22). We only considerit follows from Proposition 1 of Resnick and Samorodnitsky (1997a) where and are the Matuszewska indices in (1.6). However, both of these conditions will be satis ed once we choose K large enough. Therefore, we have proved that for K large enough (3.10) holds. We now prove (3.9). We concentrate now on a system in which sessions arrive according to a Poisson process with rate F ( =K). The service rate in the system is k ? 
