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 Abstract 
The difficulty associated with building forecasting models for non-stationary and volatile 
data has necessitated the development and application of new sophisticated techniques 
that can handle such data.  Interestingly, there are a lot of real-world phenomena where 
data that are “difficult to analyze” are generated.  One of these is the stock market where 
data series generated are often hard to forecast because of their peculiar characteristics.  
In particular, the stock market has been referred to as a complex environment and 
financial time series forecasting is often tagged as the most challenging application of 
time series forecasting. 
 
In this study, a novel approach known as Support Vector Regression (SVR) for 
forecasting non-stationary time series was adopted and the feasibility of applying this 
method to five financial time series was examined.  Prior to implementing the SVR 
algorithm, three different methods of transformation namely Relative Difference in 
Percentages (RDP), Z-score and Natural Logarithm transformations were applied to the 
data series and the best prediction results obtained along with the associated 
transformation technique was presented. Our study indicated that the Z-score 
transformation is the best scaling method for financial time series, exhibiting superior 
 vi
performance than the other two transformations on the basis of five different performance 
measures.  
 
To determine the optimum values of the SVR parameters, a cross-validation method was 
implemented.  For this purpose, the value of C and ε  was varied from 5 to 100, and 
0.001 and 0.1 respectively.  The cross-validation method, though computationally 
expensive, is better than other proposed techniques for determining the values of these 
parameters. 
 
Another highlight of this study is the comparison of the SVR results to that obtained 
using 5-day Simple Moving Averages (SMA).   The SMA was selected as a comparative 
method because it has been identified as the most popular quantitative forecasting method 
used by US corporations.  Discussions with financial analysts also suggest that the SMA 
is one of the widely used in the financial industry.  The popularity of the SMA can be 
explained by the fact that it is easy and cheap to use and it produces forecasts that can be 
easily interpreted by econometricians and other interested practitioners.  
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 Chapter 1 
Introduction 
The global nature of financial markets has renewed the interests of financial analysts in 
advanced techniques for predicting daily closing prices of stocks.  Several sophisticated 
statistical and machine learning techniques have been adapted for financial time series 
predictions in the last decade.  Some of these techniques are Artificial Neural Networks 
(ANNs), Exponential Smoothing (ES), Autoregressive Integrated Moving average 
(ARIMA), and Support Vector Regression (SVR).  These techniques vary in their 
accuracy, prediction efficiency, robustness, and transparency.    
Financial time series data is especially difficult to analyze because it has inherent noise 
and non-stationary characteristics.  Furthermore, the data is dependent on a lot of 
quantitative and qualitative factors.  Some of the quantitative factors can be incorporated 
into the model but the qualitative factors are usually unknown and unaccounted for.  In 
some cases, the information provided by the recent data points could provide more 
valuable information than the preceding data points.  Therefore, the analysis of stock 
prices requires the application of proven techniques. 
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Both Artificial Neural Network (ANN) and Support Vector Regression (SVR) are new in 
the financial world but they are techniques often used for linear and nonlinear function 
approximations.  Neural networks have been described as universal approximators 
because they can map both nonlinear function approximations without any assumptions 
about the properties of the data.  Unlike traditional statistical techniques, ANN is data-
driven.  However, ANN is known to exhibit inconsistent and unpredictable performance 
on noisy data (Kim, 2003).  In addition, ANN requires a lot of parameter tuning (such as, 
the number of hidden layers, the number of neurons in each layer, and the type of 
network architecture to use) that has made its implementation in the real world difficult.  
ANN also has the tendency of falling into a local minimum. 
The Support Vector Machine (SVM) technique was recently developed by Vapnik (1995) 
for learning classification rules.  The technique has been widely applied to problems in 
pattern recognition (Schmidt, 1996), and regression estimation (Vapnik, 1997; 
Mukherjee, 1997) due to its remarkable theoretical and practical characteristics.  These 
characteristics include good generalization performance, the absence of local minima, 
and sparse representation of solutions.  When the SVM technique is applied to regression 
problems it is called Support Vector Regression (SVR).  The performance of SVR 
depends on three training parameters: the type of kernel used, and the respective values 
of C andε .   
1.1   Motivation for the Research 
The motivation for this research is the perceived need in the financial world to be able to 
rapidly predict stock prices without having to expend extensive computation time trying 
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to fine-tune model parameters.  Participants in the financial marketplace are constantly 
involved in making decisions that will meet their objectives on risks and returns.  Those 
decisions are often based on their predictions or anticipations of stock market 
phenomena.   However, obtaining accurate market projections is difficult because many 
of the properties common to financial time series data inhibit the ability to apply proven 
tools of analysis and prediction.  According to Cao and Tay (2001) and Abecasis et al 
(1999), financial time series forecasting is one of the most challenging applications of 
modern time series forecasting.  
Generally, the financial market has been tagged as a very complex environment, 
involving the interplay of decisions and actions, taken by millions of individual investors 
and institutions on a global scale (Pantazopoulos et al, 1998).   This explains why data 
accumulated in the financial industry are often noisy, highly volatile (non-stationary), and 
deterministically chaotic.  The data is noisy because there is no complete information 
from the past behavior of the series to fully explain the relationship between the future 
and the past data points (Cao, 2002).  Furthermore, financial data are known to be non-
stationary, and unfortunately, most of the available techniques were developed based on 
an assumption of stationarity.  The term "stationarity" suggests that the distribution for 
both the patterns and noise in the series remains the same over the model estimation and 
forecasting period (Cao and Tay, 2001).  Not only is a single data series stationary in the 
sense of the mean and variance of the series, but the relationship of the data series to 
other related data series is also expected to remain the same over time (Tay and Cao, 
2002).   
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Stock data has also been described as chaotic (Tay and Cao, 2001), which implies that the 
data is characterized with a long term trend but with small short term fluctuations.  The 
presence of chaos in financial time series also indicates that financial systems are 
characterized by non-repetitive and non-predictable fluctuations arising from the inter-
play of a system’s participants, and its relation to other systems (Pantazopoulos et al, 
1998).  Therefore, it may be inappropriate to use the information deduced from past 
values to try to fully explain the behavior of future values.   
Given the nature of financial time series data and the quest of financial engineers to find 
the best possible prediction systems, researchers and econometricians have continued 
over the years to search for forecasting procedures with good generalization/predictive 
abilities.  Several univariate and multivariate procedures have been applied to financial 
time series forecasting and new methodologies have been developed with the aim of 
obtaining good predictions of the actual measurements.   
Objective of this research is to explore the use of SVR for stock price prediction by 
performing a comprehensive experimental study, and then comparing the experimental 
results with one of the conventional methods used for predicting stock prices. 
1.2   Accomplishments of the Thesis 
The following were achieved by conducting this study: 
• Models based on Support Vector Regression were developed and the feasibility of 
applying these models for stock price predictions was examined.  Five different 
stock price data were used. 
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• The best combination of SVR parameters that could be used for building Support 
Vector Regression models was identified for each stock data and compared 
similarities between these values. 
• The performance of the best SVR model with the Simple Moving Average (SMA) 
model, which is one of the popular conventional time-series forecasting 
techniques, was compared. 
• The performance of SVR with SMA was discussed and the best model that can be 
used to predict each one of the stock price data was identified. 
1.3   Outline of the Thesis 
This thesis is organized as follows.  A literature review of techniques used for time series 
predictions is presented in Chapter 2.  Chapter 3 describes a theoretical framework of 
SVR.  In Chapter 4, a description of the data used was included, the methodology 
followed for this study was outlined, and a discussion of the experimental results was 
presented.  The conclusions of the study are presented in Chapter 5 together with some 
suggestions for extending the work. 
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 Chapter 2 
Literature Review 
A time series data is a continuous set of observations occurring at equally spaced periods, 
which may be recorded daily, weekly, monthly, quarterly, or yearly.  However, the 
closing stock prices considered in this thesis are recorded daily except during major 
business holidays such as weekends.  There are various time based data in the real world 
including daily closing prices of stocks, average daily temperature of a city, and daily 
records of goods sold in a store.  Financial time series is one of the most widely analyzed 
time based data because of its economic importance; however, it is an unusual data 
because of its specific characteristics.   Some of these characteristics are discussed here: 
Noisy Data 
Financial time series data usually possess relatively low signal-to-noise (SNR) ratio 
which indicates that most of the factors responsible for the actual data cannot be 
accounted for or explained.  SNR is the relative magnitude of the useful information in 
the data compared to the embedded uncertainty or noise.  In order to avoid modeling the 
noise in the data, some of the noise is usually reduced or removed by using techniques 
such as smoothing or filtering, but this produces a lag problem.  The problem of lagging 
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occurs when the smoother is tracking the actual series data but does not tell us much 
about the future of the series.  In such scenarios, the model can only make forecasts for 
very few periods in advance.   
In addition, the removal or reduction of the noise cannot guarantee an accurate model 
because the noise is a part of the overall system environment in which financial 
transactions take place, and represent qualitative factors that drive that sector.  One 
possible implementation strategy is to develop models that can incorporate an 
understanding of such noise. 
Non-stationarity 
Financial time series data fluctuates with respect to changes in the operating conditions of 
the systems that generate them.  However, the complete definition of such operating 
conditions is not available because financial data depend to a large extent, on factors that 
analysts cannot explain or quantify.  Therefore, the data will have the propensity toward 
statistical inconsistencies, possessing different statistical properties (for example mean 
and variance) at each point in time.  This makes the forecasting of such data difficult.  A 
common technique for overcoming this problem is to take the difference of data points.   
Although good models can be developed by first taking differences of data points in the 
training data set, there is no assurance of obtaining good performance of such models on 
the test data set especially for non-stationary time series, since the non-stationarity in the 
test set has not been captured by the model. 
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Uncertainty 
The world of finance is about risk and uncertainty.  Risk is characterized by randomness 
whose likelihood of occurrence can be measured precisely whereas uncertainty is present 
when such randomness is indefinite or incalculable.   Uncertainty in financial data arises 
from several sources and occurs in varying degrees.  Several models have been developed 
that are founded on the concept of using the variance/standard deviation of the series to 
estimate its uncertainty (Dionísio et al, 2005).  Central to an effective implementation 
strategy would be a fundamental understanding of the sources of uncertainty, and the 
development of models that have been designed to reduce or eliminate them.  Until such 
models are possible or feasible, available techniques must be used to develop prediction 
models that will produce some global albeit uncertain solutions. 
Time series prediction typically uses observed time-ordered data to predict the future 
values of the series, such as 
3 2 1
1
                      ..., ,  ,  ,  ,  ?,  ?, ...
 is the value of the series at time t
 is the value of the series at time t-1 and so on
                t t t t
t
t
x x x x
where
x
x
− − −
−
 
The following section gives a brief introduction into how to build a time series forecast 
system. 
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2.1    Forecasting Framework 
Forecasting is an integral part of planning in any system, whether in business or 
government.  Modeling a real-world problem and doing forecasting can offer objective 
information for future development.  The flowchart in Fig 2.1 highlights different phases 
in modeling a real-world system.  This contains several functions: 
Model Estimation: Understand the underlying machinery that generates the data or 
controls the system; this includes describing and explaining any variation, seasonality, 
and trend. 
Forecast Generation: Predict the future based on the assumption that everything 
remains constant; that is, business as usual. 
Forecast Updating: Control the system, which is to perform the "what-if" scenarios.   
2.2    Data Processing 
Fitting a prediction model to time series data is a crucial and expensive task.  Depending 
on the problems, it may be necessary to perform some data preprocesses in order to 
satisfy the requirements of the techniques being used.  For instance, preprocessing can be 
used to remove seasonal or trend effects, or cyclic oscillations.  Without preprocessing, 
for example, it may be incorrectly inferred that recent increase patterns will continue 
indefinitely when actually the increase is simply because it is that time of the year.  Two 
methods commonly used for data preprocessing are smoothing and differencing. 
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 Figure 2.1: Model Building and Forecasting Phases of a Forecasting System. 
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Smoothing 
One characteristic of time series data is the presence of random variation.  One 
commonly used technique for reducing such random variation is smoothing. This 
technique dampens the random variation component thereby revealing any underlying 
trends, or seasonal and/or cyclic components in the original data. 
Smoothing methods can be categorized in two ways: Simple Moving Averages (SMA) or 
Exponential Moving Averages (EMA). 
1.  Simple Moving Average (SMA): a k-day SMA takes the average of previous k 
days' values and presents the average as the current day's value.  
For a given data series 1 2 3 4, , , ,......, nx x x x x , after calculating the SMA with , the new 
(SMA) series becomes;  
3k =
( ) ( ) ( )1 2 3 2 3 4 2 1/ 3 ,  / 3  ,..........,  / 3n n nx x x x x x x x x− −+ + + + + +⎡ ⎤ ⎡ ⎤ ⎡⎣ ⎦ ⎣ ⎦ ⎣ ⎤⎦  
For the purpose of illustration, consider a particular series 
 that represent the sales of a furniture 
company for time period  
120,  124,  122,  123,  125,  128,  129,   127A and=
1,2,.....,8.t =
 SMA3 for time periods  is given by; 4,5,.....,9t =
3  ,  ,  ,  122,  123,  123.33,  125.33,  127.33,  128SMA = − − −  
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2.  Exponential Moving Average (EMA): a k-day EMA begins by setting the first 
point in the series, , and thereafter, the -day's value is computed as 1EMA x= 1 i
 1
2* (1 )  * i i iEMA EMA xk k−
= − + 2  (2.1) 
For k=3 the EMA series becomes  
 1 1 2 1 2 3 1 2 3 4
1 2 1 2 2 1 2 2 2,  ,  ,  , ....
3 3 9 9 3 27 27 9 3
x x x x x x x x x x+ + + + + +   
Using series A again for the purpose of illustration, EMA3 can be calculated as follows; 
3 120,  122.67,  122.22,  122.74,  124.25,  126.75,  128.25,  127.42EMA =  
Comparing the SMA and EMA series, several observations can be made. 
1.  Taking -days' SMA will reduce the number of data points in the series by k , 
while EMA still retains the same number of original data.  In calculating SMA3 in our 
example, we lost the first two data points as these points were used to calculate the first 
SMA occurring at time . This is not the case for EMA3 since the first number in the 
EMA3 series is the first number in the original series.  
k
4t =
2.  EMA gives more weight to the latest data than SMA.  In SMA, a constant weight 
of  is attributed to all the points used in calculating the moving averages while in 
EMA, varying weights are attributed to the data points with the most recent data point 
receiving a weight of .  In our example a weight of  
1 / k
2 / k 1 3 was attributed to all points 
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using SMA3  but varying weights were used in EMA3 with the most recent data point 
receiving a weight of 2 3 . 
3.  Since recent data points receive more weights than the more distant ones, EMA 
tends to react faster to recent value changes than SMA. 
Differencing 
Differencing is an alternative method for preprocessing when there is a substantial trend 
in the data.  The differencing technique transforms a data series  into the new 
series of consecutive difference
1 2, 3, ,.....x x x
s ( ) ( )2 1 3 2, ,.... . In general, the original time 
ries t
x x x x− −
se x  is transformed into a new series ty  where 1t t ty x x −= − 2,3,....t = . This 
procedure usually achieves stationarity in the mean.  If not, differencing can be applied 
again, creating a third se ies tz  wh 1ty
 for 
r ere t tz y −= −  for ,....3, 4t = . This procedure may 
be repeated until the series becomes stationary.  Several observations concerning the 
differencing technique are important: 1) each differencing transformation decreases the 
total number of data points by one; 2) the data points are no longer independent since 
each point in the series, after the first one, shares two points in common from the original 
set; and 3) the random noise in the transformed data has been amplified, because the 
noise in each difference point represents the cumulative variance present in the two 
points comprising the difference.  
Figure 2.2 illustrates an original price and its result after first differencing. 
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 2.3   Forecasting Procedure 
Forecasting the future values of an observed time series is an important problem in many 
applications.  Forecasting procedures have been classified according to the following 
taxonomy (Chatfield, 2001; 2004): 
Subjective forecasts made based on personal judgment, beliefs, commercial knowledge, 
and any other “unscientific” information. 
Univariate forecasts entirely based on past observations in a given time series, by fitting 
a model to the data and extrapolating.  For instance, forecasts of future sales of a product 
would be based entirely on past sales.  
Multivariate forecasts made by taking other observations or other variables into account.  
For example, stock price may depend on the political situation in neighboring countries.   
Regression models are one of these types of models. 
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More sophisticated and robust forecasting models may involve a combination of the 
above approaches (Chatfield, 2004).  A model is said to be robust if it is unaffected by 
small variations in its parameters and/or changes in the assumptions used in its 
construction.  
2.4   Model Descriptions 
The literature and practice norms abound with examples of univariate and multivariate 
models for time series analysis.  All models can be conveniently classified as either linear 
or nonlinear (Chatfield, 2001) as illustrated in Figure 2.3. 
2.4.1   Linear Models 
Linear models have the following characteristics: simplicity, usefulness, and ease of 
application.  As the classification implies, linear models are best suited for linear 
stationary time series, but may fail otherwise and especially in cases of non-stationarity 
as in financial data series.  Three types of linear models have been widely applied 
namely; 
ARIMA and Its Variations 
The Autoregressive Integrated Moving Average (ARIMA) approach, first proposed by 
Box and Jenkins (Box and Jenkins, 1976; 1994), has evolved over the last 30 years to 
include several variations of the original model.   
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 Figure 2.3: Time Series Analysis Models 
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The idea behind ARIMA is to apply differencing to a non-stationary time series until it 
becomes stationary, and then to apply a mixture of Autoregressive and Moving Average 
(ARMA) models.  This procedure consists of five stages (Box and Jenkins, 1994): 
 (a)  Differencing: If the data is non-stationary, the data will be differenced until it 
becomes stationary. 
(b)  Model Identification: The essence of this stage is to examine the data to identify 
the model, i.e., to determine which order of p  and  will be most appropriate for the 
model, where 
q
p is the order of auto-regressiveness, and q  is the order of moving 
average.  In general, there is no optimal way to do this.   Some useful tools are the sample 
autocorrelation, (ACF) and partial autocorrelation (PACF) functions.  ACF measures the 
correlation between different lags of a time series, while PACF measures the residual 
correlation after the correlation implied from earlier lags is partialed out. 
(c)  Estimation: In this stage, the parameters of the chosen model are estimated.  
Least squares method is the method usually used to find the parameters.  A detailed 
description is available in (Box and Jenkins, 1994). 
(d)  Diagnostic Checking: To check whether the model that has been selected is 
adequate.  One method is to examine the residuals from the fitted model.  
(e)  Alternative Models Consideration: If the fitted model appears to be inadequate 
for any reason, then other ARIMA models may be tried until a satisfactory model is 
found. 
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Exponential Smoothing 
Exponential smoothing is another type of linear model (Brown, 1963) that works well for 
linear time series but fails to model complicated nonlinearity and trends in financial time 
series.  A variant of this model is sometimes applied in the data preprocessing stage. 
State Space Models 
State space models (Aoki, 1990) are a class of linear models that represent inputs as a 
linear combination of a set of state vectors that evolve over time according to some linear 
equations.   Different state space formulations cover a range of models and include the 
so-called structural models defined in (Harvey, 1989) as well as the dynamic linear 
models in (West and Harrison, 1997), where the latter uses a Bayesian formulation.  
Models called unobserved component models by econometricians are also of the state-
space form.   However, in practice, the state vectors and associated dimensions of these 
models are hard to choose (Chatfield, 2001). 
2.4.2   Non-linear Models 
Although linear models possess mathematical and practical convenience, there is no 
reason to assume that real life time series are always linear; therefore the application of 
non-linear modeling holds promise (Chatfield, 2001).  Three classes of models that have 
been popularized for nonlinear time series data are predefined models, general models, 
and models for change in volatility. 
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Predefined Non-linear Models 
In the 1980s, non-linear models were investigated and proposed as modifications of 
existing linear models, for example ARIMA models, as seen in studies presented by 
Granger and Joyeux (1980), and Priestley (1981).  This type of models includes Bilinear 
Autoregressive models (Granger and Andersen, 1978), Time Varying Parameter models 
(Raj and Ullah, 1981; Nicholls and Pagan, 1985), and Threshold Autoregressive (TAR) 
models (Tong, 1990).   These models are similar in the degree of scrutiny given in their 
development, and the standard statistical considerations of model specification, 
estimation and diagnosis, but their general parametric nature tends to require significant 
a' priori knowledge of the form of the relationship being modeled.  Therefore, these 
methods are not effective for modeling financial time series because the underlying 
nonlinear functions are difficult to choose. 
General Non-linear Models 
General non-linear models, also called machine learning form an alternative nonlinear 
modeling class.  These models can "learn" the underlying data structure of a given time 
series without having to explicitly make non-linear assumptions.  Models in this class 
include Reinforcement Learning, for example, Q-learning (Watkins, 1989), Unsupervised 
Learning, for example, clustering methods (Jain, Murty, and Flynn, 1999), Supervised 
Learning, for example, decision trees (Quinlan, 1986), and Neural Networks (NN)  
(Ripley, 1993; Cheng and Titterington, 1994; Baestaens, 1994; and Haykin, 1999), and 
Statistical Learning which includes k-nearest neighbors (kNN) (Duda and Hart, 1973).  
Support Vector Machines (SVMs) are new learning machines that can also model 
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nonlinear relationships of the data and are based on statistical learning or Vapnik-
Chervonenkis (VC), theory.  In addition, SVMs are modeled using a training sample with 
target in order to make predictions of outcomes in a future testing sample.  Consequently, 
SVMs are used for statistical and supervised learning. 
Models for Change in Volatility 
The focus of models for changes in volatility is change in variance.  The objective of 
these models is to give better estimates of local data variance so that more reliable 
prediction intervals can be computed, leading to a better assessment of risk (Chatfield, 
2001).  Models for change in volatility are not designed to give better point forecasts of 
future observations in the series.  The estimation of local variance is especially important 
in financial applications, where observed time series often show clear evidence of 
changing volatility, for example large absolute values tend to be followed by larger 
(absolute) values, while small absolute values are often followed by smaller values, 
indicating high or low volatility, respectively.  To estimate the local variance, Engle in 
1982 proposed Autoregressive Conditionally Heteroskedastic (ARCH) model (Engle, 
1982; 1995).    According to Tsay (2002), the basic ideas of ARCH models are: 
1.  The mean-corrected asset return is serially uncorrelated, but dependent, and 
2.  The dependence of asset return at time t can be described by a simple quadratic 
function of its lagged values.  
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An ARCH model with order ,p  in short ARCH ( p ), assumes that the variance 2tσ  at 
time t , is linearly dependent on the squares of the last p values of the time series, that is, 
  (2.2) 2 2t 0 1 1,  ... ,t t t t m t mr rσ ε σ α α α−= = + + + 2r −
 
where  is a serial asset return, tr tε  is a sequence of independent and identically 
distributed  random variables with mean zero and variance 1, and ( . . .i i d ) iα  are 
coefficients that must satisfy some regular conditions to ensure that the unconditional 
variance of  is finite with tr 0 0α > , 0iα >  for   In practice, 0.i > tε  is often assumed to 
follow the standard normal or a standardized student- t  distribution.  
ARCH models were extended by Bollerslev (Bollerslev, 1986) resulting in the 
generalized ARCH (GARCH) model.  Similar to ARMA, a GARCH model can be used 
to estimate a high order ARCH model with fewer parameters.  A GARCH model with 
order p  and , in short q ( ),GARCH p q , assumes that the conditional variance depends 
on the squares of the last p  values of the series and on the last q  values of conditional 
variance, that is, 
 2 2t 0 1
1
,  ,
q
p
t t t i t i j t ji
j
r rσ ε σ α α β σ 2− −= == = + +∑ ∑  (2.3) 
 
where again tε  is a sequence of  random variables with mean zero and variance 1, 
and 
. . .i i d
0 0α > , 0iα > , , and 1
1
q
p
i ji
j
α β= =+∑ ∑ 1< . 0jβ >
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The model has become the `standard' model for describing changing 
variance for no reason other than relative simplicity.  There are also some extensions of 
the basic GARCH model, such as Quadratic GARCH (QGARCH) and Exponential 
GARCH (EGARCH).  The QGARCH models allow for negative `shocks'(errors) to have 
more effect on the conditional variance than positive `shocks'.  The EGARCH models 
allow an asymmetric response by modeling 
(1,1GARCH )
2log tσ , rather than 2tσ  . Summaries of this 
family of models can be seen in (Engle, 1995).  
Although GARCH models are applied in a wide range of problems usefully, they do have 
limitations: 
1.  GARCH models are only part of a solution.   Although GARCH models are 
usually applied to financial return series, financial decisions are rarely based solely on 
expected returns and volatilities. 
2.  GARCH models are parametric specifications that operate best under relatively 
stable market conditions (Gourieroux, 1997).  Although GARCH is explicitly designed to 
model time-varying conditional variances, GARCH models often fail to capture highly 
irregular phenomena, including wild market fluctuations (for example crashes and 
subsequent rebounds), and other highly unanticipated events that can lead to significant 
structural change. 
3.  GARCH models often fail to fully capture the fat tails observed in asset return 
series.  Heteroskedasticity explains some of the fat tail behavior, but typically not all of it.  
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Fat tail distributions, for example, student- t , have been applied in GARCH modeling, but 
often the choice of a specific distribution is a matter of trial and error. 
2.4.3   ARMA Models 
ARMA models are linear models used to capture the linear correlation between any 
specified lags of a univariate time series and the error term of the model from previous 
time points.  In general, an  model can be written as ( , )ARMA p q
 1 1 2 2 1 1 ,... ...t t t p t p t tx x x x b bq t qµ α α α ε ε ε− − − −= + + + + + + + + −  (2.4) 
 
where tε  is a sequence of  random variables with mean zero and variance 1, . . .i i d µ  is 
the mean of the time series and 'sα  and  are constant coefficients. 'b s
Moving Average ( )MA  models are special cases of ARMA  models.  In these models, the 
observation in time t  depends on the error term of the model from previous time points, 
usually these errors are considered as random events (Chatfield, 2004). 
Generally, an ( )MA q  model is 
 1 1 ...t t qtx b b t qµ ε ε ε −−= + + + +  (2.5) 
 
From the above formula, we can see that this MA  model is different from the smoothing 
moving average method described in Subsection 2.2 even though it bears the same name. 
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Autoregressive  models form another special class of ARMA models.  In these 
models, the observation in time t  is regressed not on other independent variables but on 
one or more of the lagged values of the time series (Chatfield, 2004; Box and Jenkins, 
1994).  A general form of an model is 
( )AR
( )AR p
 1 1 2 2 ...t t t p t px x x x ,tµ α α α− − −= + + + + +ε  (2.6) 
 
where tε  is a purely random process (also called white noise) with mean zero and 
variance 2εσ .  
The simplest example of an AR model is the first-order case, i.e. , which takes the 
following form; 
(1)AR
 1t tx x tµ α − ε= + +  (2.7) 
 
For 0µ =  and 1α = , the AR (1) is the random walk model popularized in operations 
research literatures. 
 1 tt 1tx x ε+ += +  (2.8) 
 
This model is based on the Efficient Market Hypothesis (EMH) postulated by Fama 
(Fama, 1965; 1970) and widely accepted throughout the financial community (Malkiel, 
1987; Tsibouris and Zeidenberg, 1995).  If the EMH is true, then the best estimation of a 
financial time series is: 
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 1ˆ ttx + x=  (2.9) 
 
where  is the forecast for time 1tˆx + 1t +  and  is the current actual. tx
That is, if a time series is truly a random walk, then the best estimate for the next time 
period is equal to the current estimate. 
In summary, ARMA models are a combination of AR and MA models.  An advantage of 
ARMA models is the ability to describe a stationary time series using fewer parameters 
than if an MA or an AR model is used by itself (Chatfield, 2004). 
2.4.4   Support Vector Machines 
Support Vector Machines (SVMs) which first appeared at COLT (Conference of 
Computational Learning Theory) 1992 (Boser, Guyon and Vapnik, 1992) are grounded in 
statistical learning or Vapnik Chervonenkis theory (also known as VC theory), which was 
first developed by Vapnik and his co-workers (Vapnik, 1979; 1995; and 1998).   SVMs 
have the following characteristics. 
Bounded Generalization Error 
SVMs are based on the VC theory, which claims to guarantee generalization, that is, the 
generalization error is bounded by the sum of the training error (empirical risk) plus a 
term that depends on the VC dimension of the learning machine (Vapnik, 1979; and 
1998). 
 
 
 25
Geometric Interpretation 
SVMs were initially proposed to solve classification problems where the objective is not 
only to minimize the empirical risk, but also to maximize the margin (Vapnik, 1995; 
Bennett and Bredensteiner , 2000). 
Global and Unique Solution 
Training SVM requires the solving of a Quadratic Programming (QP) problem over a 
solution space known to be convex.  Therefore, every local optima will also be a global 
solution.  Hence, SVM training always finds a global solution that is usually unique 
(Burges and Crisp, 2000).  This is superior to NN, a technique that often results in the 
identification of local optima (Burges, 1998). 
Mathematical Tractability 
Using a kernel function, SVMs offer an alternative training technique for Polynomial, 
Radial Basis Function, and Multi-Layer Perceptron classifiers, in which the weights of 
the network are found by solving a Quadratic Programming (QP) problem with linear 
inequality and equality constraints. This is generally a technique preferred to the NN 
training regimen that requires the solution of a non-convex, unconstrained minimization 
problem (Osuna, Freund, and Girosi, 1997). 
The advantages that SVMs have over other methods have considerable interest, and a 
wide range of SVM applications have produced excellent results (CherKassky and 
Mulier, 1998; Scholkopf, Burges, and Smola, 1999).   These applications have included 
pattern recognition, such as handwritten digit recognition (Boser et al, 1992; Cortes and 
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Vapnik, 1995), face detection in images (Osuna et al, 1997), and text classification 
(Joachims, 1998). 
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 Chapter 3 
Support Vector Regression 
3.1  Introduction to Support Vector Machines 
The concept of a support vector machine (SVM) was recently developed by Vapnik and 
his co-workers at AT&T (Vapnik, 1995).  SVM is an optimization technique that 
attempts to find a hyperplane in the original input space to separate a given training set 
correctly and leave as much distance as possible from the closest instances to the 
hyperplane on both sides.  In regression estimation, the data points that realize the 
maximal margin are called support vectors.  In other words, they are the data points 
whose approximation errors are equal to or larger than the so-called tube size of SVM.  If 
the training set is not linearly separable, then a nonlinear boundary has to be constructed.   
In order to achieve the nonlinear boundary, the original input space is mapped into a 
higher dimensional space called feature space.  The feature space is then searched for a 
hyperplane that can separate the instances in the same feature space.  The mapping from 
the input space to the feature space is defined by a kernel function.  The technique also 
allows for misclassification by introducing a penalty factor C in the optimization model 
and the total penalty is found by summing up penalties on each misclassification.  
Therefore, the technique finds a hyperplane that minimizes the sum of the reciprocal of 
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the margin and the total penalty.  The combined penalty function is stated as the objective 
function in the optimization model. 
Since it was first introduced, SVM has been studied extensively and used for several 
applications such as pattern recognition, hand written character, and text categorization 
(Joachims, 1997; Scholkpf and Burges, 1995; Schmidt, 1996).  As a result of its 
performance in real world classification problems, the principle of SVM has been 
extended to regression problems (Smola and Scholkopf, 1998).  In SVM literature, when 
the SVM algorithm is used for classification problems, it is called Support Vector 
Classification (SVC) and when it is used for regression problems, it is called Support 
Vector Regression (SVR).  Some of the attractive properties of SVR are the use of kernel 
functions that make the technique applicable to both linear and non-linear 
approximations, good generalization performance as a result of the use of only the 
support vectors for prediction, the absence of local minima because of the convexity 
property of the objective function and its constraints, and the fact that the methodology  is 
based on structural risk minimization that seeks to minimize the generalization rather 
than the training error. 
3.2  Support Vector Regression Formulation 
In this section, a detailed presentation of the theory behind SVR equations is given, based 
on the formulation by Vapnik (1995).  Considering a data training set, T, represented by: 
 ( ) ( ) ( ){ }1 1 2 2, , , ,..., , ,m mT x y x y x y=  (3.1) 
 29
where  are the training inputs and nx X∈ ⊂ \ y Y∈ ⊂ \  are the training outputs.  
Assume a non-linear function, ( )f x  given by: 
 ( ) .if x b= +Tw Φ(x )  (3.2) 
where  is the weight vector, b is the bias, and w ( )iΦ x  is the high dimensional feature 
space, which is linearly mapped from the input space x.  Assume further that the goal is 
to fit the data T  by finding a function ( )f x  that has a largest deviation ε  from the actual 
targets  for all the training data T, and at the same time is as small as possible.  
Therefore, Eq. (3.2) is transformed into a constrained convex optimization problem as 
follows: 
iy
 (
( )
1minimize    
2
subject to:     
,
i i
i i
y
y b
)b ε
ε
⎧ − + ≤⎪⎨ − + ≥⎪⎩
T
T
T
w w
w Φ(x )
w Φ(x )
 (3.3) 
where  is user defined and represents the maximum acceptable deviation.   ( 0ε ≥ )
Eq. (3.3) can be rewritten as: 
 
1minimize    
2
subject to:   
.
i i
i i
y
b y
b ε
ε
⎧ − − ≤⎪⎨ + − ≤⎪⎩
T
T
T
w w
w Φ(x )
w Φ(x )
 (3.4) 
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The goal of the objective function in Eq. (3.4) is to make the function as "flat" as 
possible; that is, to make  as "small" as possible while satisfying the constraints.  In 
order to solve Eq. (3.4), slack variables are introduced to cope with possible infeasible 
optimization problems.  One silent assumption here is that 
w
( )f x  actually exists; in other 
words, the convex optimization problem is feasible.  However, this is not always the 
case; therefore, one might want to trade off errors by flatness of the estimate.  This idea 
leads to the following primal formulations as stated in Vapnik (1995): 
 
( )
1
1minimize      
2
subject to:    
, 0
m
i i
i
i i
i i
i i
C
y b
b y
ξ ξ
.
i
i
ε ξ
ε ξ
ξ ξ
+ −
=
+
−
+ −
+ +
⎧ − − ≤ +⎪ + − ≤ +⎨⎪ ≥⎩
∑T
T
T
w w
w Φ(x )
w Φ(x )
 (3.5) 
where C ( > 0) is a pre-specified regularization constant and represents the weight of the 
loss function.  The first term in the objective function ( )Tw w  is the regularized term and 
makes the function as "flat" as possible whereas the second term  is 
called the empirical term and measures the 
( )
1
m
i i
i
C ξ ξ+ −
=
⎛ ⎞+⎜ ⎟⎝ ⎠∑
ε -insensitive loss function.  According to Eq. 
(3.5), all data points whose y-values differ from ( )f x  by more thanε , are penalized.  
The slack variables,  and i iξ ξ+ − correspond to the size of this excess deviation for upper 
and lower deviations, respectively, as represented graphically in Fig. 3.1.  The ε -tube is 
the largest deviation and all the data points inside this tube do not contribute to the 
regression model since their coefficients are equal to zero.   
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Fig 3.1:  Left, the Tube of ε  Accuracy and Points that do Not Meet this Accuracy.  The 
back dots located on or outside the tube are support vectors. Right, the (linear) ε -
insensitive loss function is shown in which the slope is determined by C. 
Data points outside this tube or lying on this tube are used in determining the decision 
function and they are called support vectors and have non-zero coefficients.  Eq. (3.5) 
assumes ε -insensitive loss function (Vapnik, 1995) as shown in Fig. 3.1 and defined as: 
 
0         if 
       otherwise.ε
ξ εξ ξ ε
⎧ ≤⎪= ⎨ −⎪⎩
 (3.6) 
To solve Eq. (3.5), some Lagrangian multipliers ( ), , ,i i i iα α η η+ − + −  are introduced in order 
to eliminate some of the primal variables.  Hence, the Lagrangian of Eq. (3.5) is given as: 
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 (3.7) 
The Eq. (3.7) formulation permits the extension of SVM to nonlinear functions.  It 
follows from the saddle point condition (the point where the primal objective function is 
minimal and the dual objective function is maximal) that the partial derivatives of  
with respect to the primal variables 
pL
( ), , ,i ib ξ ξ+ −w  have to vanish for optimality. 
Therefore, 
  (3.8) ( )
1
              = 0,
m
b P i i
i
L α α+ −
=
∂ = −∑
  (3.9) ( )
1
0,
m
P i i i
i
L α α+ −
=
∂ = − − =∑W w x
 ( ) ( ) ( )* * * 0,
i
P i iL Cξ α η∂ = − − =  (3.10) 
where (*) denotes variables with + and - superscripts.  Substituting (3.8) and (3.10) into 
(3.7) lets the terms in b and ξ  vanish.  In addition, Eq. (3.10) can be transformed 
into [ ]0,i Cα ∈ .  Therefore, substituting Eqs. (3.8) to (3.10) into (3.7) yields the following 
dual optimization problem: 
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 (3.11) 
where  is the kernel function.   The flexibility of a kernel function allows the 
technique to search a wide range of the solution space.  The kernel function allows non-
linear function approximations with the SVM technique, while maintaining the simplicity 
and computational efficiency of linear SVM approximations.  A kernel function must be 
positive definite in order to guarantee a unique optimal solution to the quadratic 
optimization problem.  Some of the common kernel functions are polynomial kernel and 
Gaussian radial basis function kernel. 
( ,i jK x x
The dual problem in Eq. (3.11) has the following three advantages.  
• The optimization problem is now a quadratic programming problem with linear 
constraints, which is easier to solve than Eq. (3.7) and ensures a unique global 
optimum.   
• The input vector only appears inside the dot product, which ensures that the 
dimensionality of the input space can be hidden from the remaining computations.  
That is, even though the input space is transformed into a high dimensional space, 
the computation does not take place in that space but in the linear space (Gunn, 
1998).   
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• Finally, the dual form does allow the replacement of the dot product of input 
vectors with a non-linear transformation of the input vector.   
In deriving Eq. (3.11), the dual variables ,i iη η+ −  were already eliminated through the 
condition in Eq. (3.10).  Therefore, Eq. (3.9) can be rewritten as: 
 (
1
m
i i
i
) ixα α+ −
=
= −∑w  (3.12) 
Hence, Eq. (3.2) becomes: 
 ( ) ( )
1
( ) ,
m
i i i j
i
f x Kα α+ −
=
b= −∑ x x +  (3.13) 
This is the support vector regression expansion.  That is, w can be completely described 
as a linear combination of the training patterns .  A considerable advantage is that Eq. 
(3.13) is independent of both the dimensionality of the input space 
ix
χ  and the sample size 
m. 
3.3  Types of Kernel Functions used in SVM 
( ,i jK x x )  is defined in Eq. (3.11) as the kernel function.  Its value is equal to the inner 
product of two vectors  and  in the feature space ix jx ( )iΦ x  and .  That is, ( jΦ x )
 ( ) ( ) ( ),i j iK = ⋅x x Φ x Φ x j  (3.14) 
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( ,i jK x x )  is used in the SVM techniques to map the input space into a high-dimensional 
feature space through some non-linear mapping chosen a’ priori and used to construct the 
optimal separating hyperplane in the feature space.  This makes it possible to construct 
linear decision surfaces in the feature space instead of constructing non-linear decision 
surfaces in the input space.  There are several types of kernel function used in SVM.  The 
type of SVM constructed is a function of the selected kernel function and affects the 
computation time of implementing the SVM. 
Three of the most popular kernel functions used in SVM are: 
1) A polynomial kernel function constructed using: 
 ( ) ( ), , ,di j i jK x x d=x x …1,=  (3.15) 
where is the degree of the polynomial. d
 
An alternative more computationally efficient form of Eq. (3.15) is: 
 ( ) ( )( ), , 1 ,di j i jK x x d= + =x x …1,  (3.16) 
2) A Gaussian radial basis kernel function can be constructed using: 
 ( ) ( )
2
2, exp
i j
i j
x x
K σ
⎛ ⎞−⎜= −⎜⎝ ⎠
x x ,⎟⎟  (3.17) 
where σ  (> 0) is the kernel width. 
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3) A sigmoid kernel function constructed using: 
 ( ) ( )( ), tanhi j i jK x x b x x c= ⋅ +  (3.18) 
where b is the slope and is the bias associated with the function. c
 
The radial basis function (RBF) kernels are widely used in artificial neural networks 
(Haykin, 1999), support vector machines (Vapnik, 1998), and approximation theory 
(Schölkopf & Smola, 2002).  The RBF kernel is usually a reasonable first choice because 
of its outstanding features: it can handle linear and non-linear input-output mapping 
effectively; it requires less number of hyper-parameters than polynomial kernel, which 
reduces computation cost in terms of tuning for optimum hyper-parameters; the kernel 
values for RBF ranges between 0 and 1, hence less numerical difficulties; whereas these 
values can range between 0 and infinity for polynomial kernel.  The sigmoid kernel is 
often not considered because it does not always fulfill the Mercer Condition (Vapnik, 
2000), a requirement for an SVR kernel.  In addition, sigmoid kernel is similar to RBF 
kernel when the kernel width is a small (Lin & Lin, 2003).  
3.4  Methods of Computing SVR Parameters 
The performance of SVR technique depends on the setting of three training parameters 
(kernel, C, andε ) for ε -insensitive loss function.  However, for any particular type of 
kernel the values of C and ε  affect the complexity of the final model.  The value of ε  
affects the number of support vectors (SV) used for predictions.  Intuitively, a larger 
value of ε  results in a smaller number of support vectors, which leads to less complex 
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regression estimates.  On the other hand, the value of C is the trade off between model 
complexity and the degree of deviations allowed in the optimization formulation.  
Therefore, a larger value of C undermines model complexity (Cherkassky and Ma, 2004).  
The selection of optimum values for these training parameters (C andε ) that will 
guarantee less complex models is an active area of research.  There are several existing 
approaches for selecting optimum value for these parameters. 
The most common approach is based on users' prior knowledge or expertise in applying 
SVM techniques (Cherkassky and Mulier, 1998; Schölkopf et al., 1999).  However, this 
approach could be subjective and it is not appropriate for new users of SVR.   Mattera 
and Haykin (1999) proposed that the value of C be equal to the range of output values; 
but this approach is not robust to outliers (Cherkassky and Ma, 2004).  Another approach 
is the use of cross-validation techniques for parameter selection (Cherkassky and Mulier, 
1998; Schölkopf et al., 1999).  Even though this is a good approach for batch processing, 
it is data-intensive hence very expensive to implement in terms of computation time, 
especially for larger datasets.  One more approach is to select ε  values in proportion to 
the variance of the input noise (Smola et al., 1998; Kwok, 2001). This approach is 
independent of the sample size and is only suitable for batch processing where the entire 
data set is available.  Cherkassky and Ma (2004) propose an alternative approach based 
on the training data.  They propose that C values should be based on the training data 
without resorting to re-sampling, and by using the following estimation: 
 ( )max 3 , 3 ,yC y yσ σ= + − y  (3.19) 
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where y and yσ are the mean and standard deviation of the y values of the training data.  
This approach has the advantage that it is robust to possible outliers.  Cherkassky and Ma 
(2004) also suggest that the value of ε  should be proportional to the standard deviation 
of the input noise.   Using the Central Limit Theorem, they proposed that ε  be given by: 
 ln3 n
n
ε σ= ,  (3.20) 
where σ  is the standard deviation of the input noise and n is the number of training 
samples.  Since the value of σ  is not known a priori, the following equation can be use 
to estimate σ  using the idea of the k-nearest-neighbor's method: 
 ( )1/5 21/5
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1ˆ ˆ , 2
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i i
i
n k y y k
n k n
σ
=
= ⋅ − ≤− ∑ 6≤  (3.21) 
where n is the number of training samples, k is the low-bias/high variance estimators, and 
is the predicted value of y by fitting a linear regression to the training data to estimate 
the noise variance.  Cao and Tay (2003) propose ascending regularization constant 
yˆ
( )iC  
and descending tube ( )iε  for batch SVR applications in financial time series data.  They 
adopt the following definitions: 
 2
1 exp 2
iC C ia a
m
= ⎛ ⎞⎛ ⎞+ − ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 (3.22) 
and 
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1 exp 2
,
2i
ib b
mε ε
⎛ ⎞⎛ ⎞+ − ⎜ ⎟⎜ ⎟⎝ ⎠⎝= ⎠  (3.23) 
where i represents the data sequence,  is the ascending regularization constant, iC iε  is 
the descending tube, a is the parameter that controls ascending rate, and b is the 
parameter that controls descending rate.  The computation of the parameter that controls 
the ascending and the descending rates also requires re-sampling techniques (Cao and 
Tay, 2003). 
3.5   Applications of SVR in Financial Time Series Prediction 
Since its development in 1995, Support Vector Regression has continued to gain 
increasing popularity and it is indeed a Herculean task to try to report all the 
contributions of SVR that have advanced in the area of financial time series forecasting 
since its inception.  In this study, we give a concise overview of some of the reported 
applications. 
Several researchers have attempted to use SVR for making future projections of different 
types of financial data as found in the literature.  For instance, Cao and Tay (2001; 2002; 
and 2003) examined the feasibility of applying SVM to five financial time series data and 
compared its performance with models developed using multi-layer back-propagation 
(BP) neural network and the regularized radial basis function (RBF) neural network.  For 
the SVM model, they proposed adaptive parameters to capture the non-stationarity 
property of the data.  Their results show that SVM performs better than BP neural 
network in financial forecasting and possesses comparable generalization performance 
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when compared to the regularized RBF neural network.  Their analyses also show that 
incorporating adaptive parameters into SVM leads to an improved generalization 
performance and a sparser representation of the solution as compared to the use of 
standard SVM for financial forecasting.   
Cao et al (2002) proposed the ε -Descending support vector machine (ε -DSVMs) for 
performing regression analyses on financial time series data. The model constructed 
based on the ε -DSVMs differs from the original SVM model in that it uses an adaptive 
tube to handle structural changes in the data as opposed to the constant tube employed in 
the standard SVM.  In using the ε -DSVMs to model financial time series, more weight is 
placed on recent data points than distant data points, on the premise that recent data 
points provide more information that will be valuable for prediction than the distant data 
points.  The performance of the ε -DSVMs in making accurate forecasts of two time 
series was investigated and the outcomes in terms of certain performance metrics show 
that ε -DSVMs has superior generalization ability, and fewer number of support vectors 
than the standard SVM.  
Cao et al. (2003) also proposed another model; C -ascending Support Vector Machine 
(CASVM) which is similar to theε -DSVMs.  CASVM was the result of a simple 
modification of the regularized risk function associated with SVMs whereby the recent 
ε -insensitive errors are penalized more heavily than the distant ε -insensitive errors.  
With a similar motivation for developing the ε -DSVMs, CASVM was proposed based 
on the prior knowledge that in non-stationary financial time series, the recent past data 
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could provide more information than the distant past data.  Experimental results showed 
that CASVM also generalizes better than the standard SVM. 
Kim (2003) applied SVM to predict the future direction of stock price indices and 
compared the results obtained with artificial neural networks (ANN) and case-based 
reasoning (CBR).  The effects of the regularization constant C and the radial basis 
function kernel parameter 2δ  were analyzed, and it was concluded that these two 
parameters have an impact on the prediction performance of SVM. 
As an extension of the standard SVM, Yang et al. (2002) developed an SVR model that 
uses different types of margins for the forecasting process. The model takes into 
consideration the volatility that characterizes most if not all financial data and thus uses 
the standard deviation of the data to calculate a variable margin that can be used for its 
prediction.  The application of the Yang et al. model to financial time series forecasting 
(specifically Hang Seng Index) was studied with the conclusions that modified SVM 
models with asymmetrical margins (margin adaptations) lead to the reduction of the 
downside risks associated with prediction of financial data. 
3.6  Other Applications of Support Vector Regression 
Support Vector Regression has been applied to time series data outside the financial 
domain.  To show the applicability of SVM in process chemo-metrics, Thissen et al. 
(2003) performed time series prediction of some process parameters using SVM, and 
compared its performance to the results obtained using Elman recurrent neural networks 
(also known as recurrent neural networks (RNNs), and autoregressive moving average 
 42
(ARMA) models.  Experiments were conducted using three different data sets – a 
simulated dataset generated according to the ARMA principles, the Mackey Glass dataset 
usually used for benching and a real-life industrial data set.  The results showed that 
SVM outperforms ARMA and the Elman Network in the Mackey Glass data set, 
outperformed the Elman model but predicted equally well as the ARMA model on the 
real world data set.  For the simulated dataset, the ARMA model was found to perform 
best while the Elman Network and SVM performed similarly.  This is explainable by the 
fact that the ARMA model was able to build a parametric model similar to the underlying 
system. 
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 Chapter 4 
Methodology and Experimental Results 
4.1  Description of Data 
The data set used for our experiments consists of the daily closing prices of five real-life 
stocks - American Airlines, McDonalds, Sears, Toys ’R us and Microsoft.  Stock prices 
were collated from the New York Stock Exchange and represent the closing prices at 
which these stocks were traded during daily trading sessions from July 01, 1995 to June 
31, 1997.   
A total of 485 data points were used for all the experiments.  The first 365 data points 
represented the training set and the remaining 120 data points represented the test set so 
that genuine out-of- sample forecasts can be made and compared with the actual 
observations.  
4.2   Time Plots  of the Data Series 
When presented with a time series, the first step in the analysis is usually to plot the 
observations against time to give what is called a time plot.  Most analysts agree that the 
time plot is the most important tool in any time series analysis or forecasting study 
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(Chatfield, 1997).  The time plot of the series serves as a descriptive tool that can guide 
an analyst in choosing the appropriate techniques to use for forecasting such a series.  
The time plot may show trend and seasonal variations present in the data, and also reveal 
discontinuities, turning points, and wild observations (outliers) that do not conform to the 
rest of the data.  Other features to look for in a time plot include sudden or gradual 
changes in the properties of the series.  Generally, the plot is vital both to describe the 
data and to help in formulating a sensible model.  
The graphical representations of the prices of each stock are shown in Figures 4.1 to 4.5.  
From these plots, we can see that the representation of each stock price is somewhat non-
linear.  These plots also portray the non-stationarity and volatility associated with each of 
these selected stock.  These patterns are typical of most financial time series. 
 
Figure 4.1: Time Plot of Stock Price Traded by American Airlines 
 45
 Figure 4.2: Time Plot of Stock Price Traded by McDonalds 
 
 
Figure 4.3: Time Plot of Stock Price Traded by Sears 
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 Figure 4.4: Time Plot of Stock Price Traded by Toys ‘R us 
 
 
 Figure 4.5: Time Plot of Stock Price Traded by Microsoft 
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4.3   Data Preprocessing 
Data pre-processing is a vital procedure that includes tasks that must be performed prior 
to building the forecasting models.  Two tasks that fall into this category are data 
cleaning (identification of missing values, outliers and their elimination or adjustments) 
and, data scaling and/or transformations. 
4.3.1  Data Cleaning and Identification of Missing Values 
An initial examination of the data is necessary to access its quality, check for errors, 
missing values, and outliers.  The process of checking through data is often called data 
cleaning or data editing.  It is an essential precursor to attempts at modeling data. Data 
cleaning could include modifying outliers, identifying and correcting obvious errors, and 
filling in (or imputing) any missing observations.  It is important to implement some form 
of data cleansing/pre-processing function prior to developing the SVR-based prediction 
model.  If the data applied to the model development is incorrect, the resulting model will 
be incapable of making valid predictions (Thomason, 1999).  Therefore, it is imperative 
to ensure that the data is void of missing values, outliers, errors and so on.  One of the 
ways to accomplish this is to perform a simple visual inspection of the graphical 
representations of the data.  The time plots of the stock prices as shown in Figures 4.1 to 
4.5 does not suggest the presence of missing values in the data and the data patterns are 
consistent with the non-stationarity and volatility that one expects in similar financial 
time series.  However, the plots of the five stock price series suggest that some data 
values are extremely larger than the rest.  To ascertain that there are indeed unusual 
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observations in each of the series, other diagnostics were employed as discussed in the 
next section. 
4.3.2  Outlier Identification and Adjustments 
Outliers are defined as those data values that are outside a previously defined normal 
range of the data.  For this study, “the normal range” of data was defined as ± 2 standard 
deviations.   For each of the five stocks, any data value smaller than -2 standard 
deviations or bigger than +2 standard deviations was considered an outlier.  These data 
values once identified were then processed as extreme values by replacing them with 
values equal to those limits according to their sign.  This procedure for treating outliers 
was proposed by Thomason, 1999 and was used by Cao and Tay (2003); Tay and Cao 
(2001, 2002).  We have also employed this method for identifying outliers.  
4.3.3   Scaling and Transformation 
The objective of our study is three-fold.  First, we seek to make forecasts that are close to 
the actual values of the five series in spite of the unique features associated with the data 
sets.   Second, we wish to be able to correctly predict the direction of movement of the 
stocks and finally, we seek to find the type of data transformation that will result in the 
best performance in terms of the other two afore-mentioned objectives. In order to 
achieve these objectives using the SVR model, different pre-processing procedures were 
implemented to enhance the forecasting ability of the model.   
The high-volatility components associated with financial data are often very difficult to 
model successfully; hence, a scaling and/or transformation process is usually performed 
on the series prior to implementing the actual experiments.  These transformation 
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methods are often employed to eliminate the non-stationarity of the mean and/or variance 
of the time series.  However, there are many other reasons for scaling or transforming a 
series including the following; 
• Time plots of transformed financial data are often more useful in detecting 
outliers than the time plots of the absolute or original data.  
• Generally, transformations enhance the performance of the forecasting models 
than using the original series (Thomason, 1999) 
• Transformation helps to remove undesirable biases in the data such as long-term 
trends, inflation, and so on. 
• Transformations often result in data that possess attractive statistical properties.  
Several forms of scaling and transformations have been applied to financial time series as 
found in previous studies.  For the purpose of comparing results, three different 
transformations were used on our datasets prior to developing the SVR Model.  The three 
transformations used in our study are described below.  
 
Relative Difference in Percentage  
Relative Difference in Percentage  (RDP) also referred to as the one-day simple return in 
certain literatures is undoubtedly the most popular transformation used in financial time 
series studies and is defined by the following equation: 
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 50
 
where RDP  is the Relative Difference in Percentage,  and tP 1tP−  are the original stock 
prices at period  and  period t 1t −  respectively. 
 
According to Tsay (2002), most studies on financial time series are based on Relative 
Differences in Percentages rather than the actual prices of assets.  Transforming to RDPs 
has been found to produce several benefits.  Firstly, the relative magnitudes of stock 
prices tend to produce more meaningful values than the precise values of the daily prices.  
This is due to the fact that the RDP represents the return of an asset and is a complete and 
scale-free summary of the investment opportunity (Campbell, Lo and Mackinlay, 1997).  
Secondly, data series transformed into RDPs are easier to handle than price series in their 
original scales because the former have more attractive statistical properties in that it will 
become more symmetrical and will follow more closely to a normal distribution 
(Thomason, 1999).  Thirdly, Thomason suggested that the plots of data transformed into 
Relative Differences in Percentage tend to reveal outliers better than the plots of the 
actual prices (Thomason, 1999). 
 
One of the past studies in which RDP was used is the work of Cao and Tay (2003) where 
original closing prices of each of five real futures contracts collated from the Chicago 
Mercantile Market were transformed into a five-day relative percentage difference of 
price prior to developing an SVR model. 
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Z-score Normalization 
The Z-score transformation has also been considered as a potentially useful 
transformation that produces similar benefits as the Relative Percentage Difference. 
According to Thomason (1998), this procedure is particularly suitable for normalizing 
time series with outliers.  Several researchers have employed the Z-score transformation.  
For example, Cao and Tay (2003) performed the Z-score normalization on the time series 
used in their study.  Cheadle et al (2003) analyzed Microarray data using Z-score 
transformation, and Ozgur (2004) developed a neural network model for predicting 
financial performance of publicly traded Turkish firms by preprocessing the input data 
using Z-score method of scaling. 
 
The Z-score transformation is defined by the following equation. 
 
p
  t
p
Z p
µ
σ
−=  (4.2) 
where tp is the stock price at period t , pµ  and  pσ  is the mean and standard deviation of 
the series respectively. 
Logarithmic Transformation 
Frequently, econometricians use the logarithmic transformation because of the general 
belief that the change in logarithm of variables tends to approximate percentage changes, 
or rate of returns.  It is also believed that the variability of a series appears to be related to 
the overall mean, so that using logarithms may produce relationships with more 
homogeneous residuals (Nelson and Granger, 1979). On this premise, logarithmic 
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transformations are often applied to time series data in order to achieve a more 
homogeneous variance in the residuals.  Another advantage of logarithmic transformation 
is that taking natural logarithms of return series often produce a more stationary series.  
This is particularly useful for financial time series which are generally believed to be 
non-stationary (Tsay, 2002). 
 
Applications of logarithmic transformation abound in the literatures.  For example, 
Abecasis and Lapenta, (1996) modeled and forecast the behavior of non-stationary, 
univariate, real-world time series representing daily prices of Corn, Soya and Wheat by 
first mapping each of these series to stationary ones using a logarithmic transformation as 
a benchmark.   Also, prior to developing time series models, Nogales et al, (2002) applied 
logarithmic transformation to data representing the prices and demand of electricity in 
order to achieve homogeneity of variance.  Nelson and Granger, (1979) also applied 
logarithmic transformations to 21 different time series and showed that using such 
transformations results in better forecast performance than using the untransformed 
series. 
 
To achieve a logarithmic transformation with our stock price data, the following equation 
was applied;  
 ln( )ty pt=  (4.3) 
 
 
where  is the transformed price and ty tp  is the original price of the stocks. 
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4.4  Forecasting Models: SVR and SMA 
For the purpose of comparing results, two different models were employed for making 
forecasts of stock prices on yet-to-be seen samples.  The first is Support Vector 
Regression (SVR) which is the focus of this study and the second is Simple Moving 
Average (SMA).   Simple Moving Average is one of the simplest forecasting methods 
that work on the assumption that the future value will equal to the average of past values.  
Although it is a very good data preprocessing tool for smoothing out random variations as 
discussed in Section 2.2, it also serves as a very useful technique for modeling random 
series (that is, one without trend or seasonality) because it averages out the most recent 
actual values to remove the unwanted randomness (DeLurgio, 1998).  An N-Period 
moving average denotes that each new forecast moves ahead one period by adding the 
newest actual data point and dropping the oldest actual data point.  
We decided to compare results obtained from SVR with that of SMA because SMA is 
one of the most popular method used in time series forecasting.  Sanders and Manrodt 
(1994) conducted a survey of forecasting practices in US corporations and found Moving 
Averages to be the most familiar and most used quantitative technique for short range and 
medium range forecasts.  
4.5  Model Parameters for SVR and SMA 
There are five major parameters that must be defined prior to constructing the SVR and 
SMA models.  These parameters are the embedding dimension, the forecast horizon, the 
type of kernel function, the regularization constant C , and the maximum allowable 
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deviation ε .  The first two parameters are required in building both the SVR and SMA 
models, while the last three parameters are required only for developing the SVR model.  
In the next two sections, we discuss each of these five parameters briefly and explained 
how they were defined in our experiments.  
4.5.1  Embedding Dimension and Forecast Horizon 
Choosing a suitable embedding dimension and forecast horizon is the first step in 
modeling.  These two parameters are very important in developing our SVR and SMA 
models because they form the basis for which the input-output patterns are generated.   
We define “Embedding” as the number of back-lagged observations (relative to the 
present time instance) of a series that can be used to construct the input pattern with 
which predictions can be made for a current data point.  In time series prediction that 
involves using either SVR or SMA, an input pattern ix  to the model, is a re-constructed 
series that consists of a finite set of consecutive measurements of the original series.  In 
the case of our daily stock price data, the re-constructed series can be represented by the 
following:  
 ( ) ( ) ( )}{ , ,...,i i i it t s t sx p p p τ− −=  (4.4) 
 
where ( )itp is the stock price at the most recent time instance for the input pattern ,  
is the sampling time step and 
t i s
τ  is an embedding size.  The embedding size is usually an 
integer factor that determines the time window and hence the number of elements of the 
input pattern. 
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Virtually all forecasting models require the definition of the forecast horizon.  Generally, 
forecast horizon is the number of periods into the future for which values are to be 
estimated.  Since SVR and SMAs require the use of several input patterns, we will 
redefine the forecast horizon as the number of periods into the future for which forecasts 
are to be made given a particular input pattern.  Mathematically, we can represent the 
output of the models for each input pattern given; 
  (4.5) ( ) ( ) ( ) ( )}{ , ,...,i i iii t t s t st h fy p p p p τ− −+= =
 
where  is the forecast horizon representing the period into the future for which a value h
it h
p +  of the price series is to be estimated for each input pattern . Usually, the forecast 
horizon is the same for all the input patterns generated in the experimentation process.  
i
The forecast horizon can be set to short-term (one-period or two-periods ahead), medium-
term, or long term (multi-period ahead).  Although there are no universally accepted rules 
that governs a forecaster’s choice of forecast horizon, more often than not, the choice of a 
suitable horizon depends on the interests of the analyst, nature of the data being analyzed, 
associated transaction costs and how closely the prediction system is to be monitored 
(Thomason, 1999).  For instance, for highly volatile data, it may be advisable to use 
short-term forecast horizon.  Although using a short-term forecast horizon has limitations 
that include greater transaction costs and inability to generate multiple period ahead 
forecasts that can make planning easier, analysts dealing with financial time series are 
forced to employ this form of  horizon for their prediction systems because of the high-
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volatility and non-stationarity associated with most of the financial data they handle.  
Most authors/researchers do also agree that short-horizon forecasts are typically more 
accurate than longer-horizon forecasts (Delurgio, 1998). 
When performing time series prediction, the embedding dimension becomes an 
additional tunable parameter.  In the literature, several authors have used different 
embedding sizes.   For example, Cao and Gu (2002) examined the feasibility of SVR to 
three different time series data using embedding values of 8, 12 and 20 respectively; Tay 
and Cao (2001), Cao et al (2003) constructed the input pattern for their series using a 
combination of four (4) lagged values based on 5-day time steps and another variable that 
was obtained by subtracting a 15-day exponential average from each of the data points. 
Yang et al (2002,) used an input window of four (4), modeling their prediction system 
as ( 4 3 2 1, , ,t t t t t )x f x x x x− − − −= ; Lee and Billings (2002) applied a variant of SVR on three 
different datasets using embedding dimensions of 4, 6 and 4 respectively; Fernandez, 
(1999) applied the -SV regression algorithm to the Santa Fe data set using embedding 
sizes of 15, 20 and 25.  
v
As we can see, there is also no general rule for selecting the embedding dimension.  For 
this study, we drew inspiration from the work of Tashman, (2000) by choosing an 
embedding dimension of five (5) in 1-day time steps and setting the forecast horizon to 1. 
This makes sense since there are 5 trading days in a week and we believe that stock 
prices recorded over a given week - say Monday to Friday - should be appropriate for 
making forecast for the next Monday.   The justification for making 1-day ahead 
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forecasts is that financial time series are usually influenced by the interplay of several 
qualitative and quantitative factors both on the local and international fronts, which 
explains why such financial data are dynamic and volatile.  Therefore using the input 
vector to make forecasts beyond the next time instance may be inappropriate as much 
could have happened between the most recent time period represented in the input object 
and the period into the future for which forecast is to be made.   In other words, given the 
type of data we have, we seek to minimize the errors associated with our prediction 
models by limiting our forecast horizon. 
4.5.2     Choice of Kernel, C, and ε  
There are three user-defined parameters that are peculiar to SVR; these are the type of 
kernel function, the regularization constant C  and the maximum allowable devation ε .  
In Section 3.4, we discussed several methods for obtaining C  and ε .  To obtain the 
optimal values of these two parameters, we followed the cross-validation procedure 
employed by Muller et al (1997).  Although this method is computationally expensive, 
we chose to use it because other methods of obtaining the parameters are even more 
complex and involve defining many more parameters.   
For the choice of kernel, the Radial Basis Function (RBF) was selected as it has been 
found to be superior to other kernel types as explained in Section 3.3. 
4.6 Measures of Prediction Accuracy 
There are several measures of accuracy that are commonly used to access the 
generalization/forecasting ability of forecasting models.  However, there are certain 
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metrics that are peculiar to financial time series forecasting.  Abecasis et al (1999) 
presented an excellent article that summarized the state of the art performance metrics for 
financial time series forecasting.  Most of these metrics measure the prediction accuracy 
that is often defined in terms of the difference between the actual and predicted values 
while others measure the ability of the models to correctly predict the trend/direction in 
the series.   It is not in all cases that prediction systems are constructed for the purpose of 
obtaining forecast of the next element in the series that are closest to the actual, in some 
cases, what is required is a prediction of the movement of the series. 
In reality, forecasting models are developed to achieve varying objectives, thus different 
metrics are required to ascertain that those objectives are accomplished.  Each of the 
performance metrics has its advantages and limitations; hence, it is often desirable to use 
multiple performance measures rather than a single measure for a particular forecasting 
problem.    
As mentioned earlier, there are several performance measures that are commonly used to 
assess the predictive ability of forecasting models in the financial world.  In our study, 
five (5) different performance metrics namely Directional Symmetry, Mean Squared 
Error, Mean Absolute Percentage Error, Downside Risk, and Upside Risk were 
considered.  These metrics are defined in the next section and their calculations are 
presented in Table 4.1.   
It is worthy to note that the performance metrics used in this thesis are not exhaustive; 
there are many more performance measures that have been used for financial forecasting.   
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Table 4.1: Performance Metrics and their Calculations 
Performance Metrics 
Metric Acronym Calculation 
Directional Symmetry DS 
( )( ){ i 1 11 1      
   
                
               
100 ,
 
          
i
i
i i i
n
i
i
if a a p p o
i o otherwise
n number of samples
a actual price at period i
p predicted price at period i
DS d
n
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=
− − >
=
=
=
=
=
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Upside Risk UPR 
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1, 
1
i i
n
i i
i a p
UPR a p
n = >
= −∑  
Downside Risk DSR ( )
1, 
1
i i
n
i i
i a p
DSR p a
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= −∑  
Mean Squared Error MSE ( )2
1
1 n
i i
i
MSE a p
n =
= −∑  
Mean Absolute 
Percentage Error 
MAPE 
1
E    
            
1
 
n
i
i
i Percentage rror for period i
MAPE PE
n
where PE
=
=
= ∑
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For instance, the Normalized Mean Square Error (NMSE) had been previously used by 
Dorsey and Randall, (1998), Tay and Cao, (2001, 2002), Cao and Gu, (2002), Cao and 
Tay, (2003), and Cao et al, (2003).  Other accuracy measures include the Mean Absolute 
Error (MAE) employed by Tay and Cao, (2001), and Cao and Tay, (2003); and the Root 
Mean Square Error (RMSE) used by Cao and Gu (2002), Muller et al, (1999), Fernandez 
(1999), Pawelzil et al, (1996), Thomason and Caldwell, (1998), and Thissen et al, (2003). 
4.6.1  Definitions of Performance Metrics Used 
Directional Symmetry (DS) 
The directional symmetry between actual and predicted values expressed as a percentage, 
was originally defined by Azoff in 1994, and has since been employed in a number of 
financial studies (Abecasis et al, 1999).  By definition, directional symmetry is the 
percent of forecasts for which the movement of the forecast is the same as the movement 
of the target variable (Dorsey and Randall, 1998).  The value of the directional symmetry 
provides an indication of the correctness of the predicted direction.   Therefore, DS = 
50% implies that the predicted direction was correct for half of all predictions hence a 
larger value suggests a better predictor.  An excellent characteristic of the DS is that it is 
independent of the magnitude of the returns (Thomason and Caldwell, 1998).  This 
metric had been previously used by Dorsey and Randall, (1998); Thomason and 
Caldwell, (1998); Tay and Cao, (2001); Cao and Tay, (2003); and Kim (2003). 
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Upside Risk (USR) and Downside Risks (DSR) 
These accuracy metrics are similar to the directional symmetry.   The upside risk 
measures the risk associated with under-forecasting actual values. Mathematically, it is 
the average of the differences between the predicted values and the corresponding actual 
values whenever the predicted value is less than the actual value.  The downside risk on 
the other hand, measures the risk associated with over-forecasting the actual values.   It is 
represented as the average of the differences between the actual values and the predicted 
values where the predicted value is greater than the actual value.  These measures were 
used by Dorsey and Randall, (1998), Yang et al, (2002a, 2002b).  
Mean Squared Error (MSE) 
Mean squared error is one of the performance measures that has been used extensively 
for model evaluation purposes (Poon and Granger, 2003).  It is often used in place of the 
Mean Error (ME), because unlike the ME, the tendency of positive and negative errors to 
offset each other is prevented.  The MSE is simple to calculate and is a familiar metric in 
the forecasting arena.  In the financial world, the MSE has been employed by Cherkassky 
and Ma (2004), Thomason and Caldwell, (1998), Lee and Billings, (2002) just to mention 
a few.  
Mean Absolute Percentage Error (MAPE) 
For comparisons across different time series, it is expedient to use percentage error 
measurements. The MAPE falls into this category and is often used in accessing the 
forecasting ability of most time series prediction systems.  Similar to the DS, it is a 
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relative measure of performance whose magnitude does not depend on the scale of the 
data.  To measure the forecasting ability of their models, MAPE was employed by Van 
Eyden, (1997) and Stickel, (1990).  
In this study, our major concern is to be able to develop a model that correctly predicts 
the direction of the movement of the series hence the directional symmetry serves as our 
major performance measure.  However, we also desire a model that produces forecasts 
that are as close to the actual price measurements as possible necessitating our use of the 
other performance measures.   
Figure 4.6 shows the concept behind each of the prediction systems developed for this 
study along with the performance measures used. 
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4.7  Software Used 
The MATLAB toolbox developed and first presented by Gunn (1998) was used for the 
SVR calculations.  Separate codes were written for the SMA calculations using the 
standard MATLAB software. 
4.8   Methodology and Experimental Results 
In this section, I present the methodology used in developing the prediction models and 
discuss the results obtained. 
4.8.1   Methodology using Support Vector Regression 
 
As mentioned earlier, three different transformations namely the Relative Difference in 
Percentage (RDP), Z-score Normalization, and the Natural Logarithm were applied to 
each of the five series of stock prices.  The application of these transformations was 
performed prior to conducting the SVR algorithm.   
 
The cross-validation procedure was employed to determine the values of C and ε  that 
works best for each of the five time series data.  To obtain the optimal values of C, the 
cross-validation task was performed by varying the values of C  from 5 to 100 in steps of 
5.  According to Tay and Cao (2001), the appropriate range of C is between 10 and 100.  
However, in order to have a more thorough analysis, we extended the lower limit of the 
range for C to 5.  The value of ε  was varied from 0.001 to 0.1 in steps of 0.005.  We 
searched the literatures for suggestions on appropriate range of ε  but could not find any.  
However, we found some previous studies where small values of the margin were used 
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(Vapnik et al, 1997 and Chih-Chung and Chih-Jen, 2001).  The kernel used was the 
Radial Basis Function.  The benefits of using this kernel type were already discussed in 
Section 3.3. 
 
The methodology used in this thesis was implemented using the following steps.  The 
first step is to set the value of ε  to 0.01 while we varied the value of C for each training 
set.  The value of C that produced the maximum Directional Symmetry (DS) value was 
selected as the best value for each of the training set.   The next step is to set the value of 
C as obtained in step one and vary the value of ε .   Again, the best of ε  is the value that 
gives the maximum DS value.  When there is more than one value of C or ε  with the 
maximum DS value, the selection of the best C or ε  is based on other performance 
measures such as Mean Squared Error (MSE) and Mean Absolute Percentage Error 
(MAPE).  This methodology used is depicted in Figure 4.7. 
As we can deduce from Figure 4.7, two independent replications of SVR modeling was 
carried out for each of the three data transformations and for each of the five series of 
stock prices, resulting in a grand total of 30 experiments.  With an embedding of five, the 
training data set for each SVR replication generated 360 data patterns while the test data 
set generated 115 data patterns.  For each of the 30 experiments, every single input data 
pattern of 5 lagged data points has a corresponding target to be predicted.  
4.8.2   Experimental Results of Support Vector Regression 
The several experimental results obtained using SVR are discussed in this section. 
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 Figure 4.7: Steps used in the SVR Experimentation 
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Table 4.2: Results of SVR using RDP Transformation 
 
4.8.2.1  Using RDP Transformation 
Table 4.2 shows the summary of the results obtained when the SVR technique was 
applied to stock prices that have been converted to relative differences in percentage.   
 
Based on the results displayed in the Table, it can be seen that for RDP, the value of C 
remained constant at 5 irrespective of the training set used; however, the value of ε  
varied from 0.001 and 0.096 with 0.096 occurring as the optimalε  value for three (3) of 
the five stock prices. The minimum number of support vectors used by the SVR 
algorithm was 346 for Toys ‘R us and the maximum was 360 (100%) for American 
Airlines.   
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The DS values range from 47.826% to 56. 522%, the DSR ranges from 0.133 to 0.666, 
the UPR ranges from 0.164 to 0.510, and the MSE and MAPE range from 0.153 to 2.835 
and 2.101 to 2.776 respectively.  The highest and best DS of 56.522% was seen for Toys 
‘R us and the smallest was seen for American Airlines.  The minimum MSE, DSR and 
UPR were also achieved with the Toys ‘R us stock price.  However, the smallest MAPE 
was achieved with McDonalds.  The maximum MAPE, DSR, UPR, MSE was seen for 
Microsoft.  It should be noted that the smaller the values of the DSR, UPR, MSE and 
MAPE, the better the prediction system. 
 
Figures 4.8 to 4.17 show how the performance measures and the number of support 
vectors change as the values of C and ε  were varied during the first and second 
replications of the experiments using the RDP transformation. 
 
4.8.2.2 Using Z-score Transformation 
Table 4.3 shows the summary of the results obtained when the SVR model was applied to 
stock prices that have been pre-processed using the Z-score transformation.  Based on the 
results displayed in the Table, it can be seen that for Z-score, the value of C varies 
randomly from 5 to 60 while the value of ε  varies from 0.036 and 0.096, with 0.096 
occurring as the optimal ε  value for two (2) of the five stock prices.  The minimum 
number of support vectors used by the SVR algorithm was 338 (93.9%) for McDonalds 
and the maximum was 352 (97.8%) for American Airlines.  
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Figure 4.8: American Airlines - First Replication using RDP 
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Figure 4.9: American Airlines – Second Replication using RDP 
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Figure 4.10: McDonalds – First Replication using RDP 
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Figure 4.11: McDonalds – Second Replication using RDP 
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Figure 4.12: Sears – First Replication using RDP 
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Figure 4.13: Sears – Second Replication using RDP 
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Figure 4.14: Toys ‘R us – First Replication using RDP 
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Figure 4.15: Toys ‘R us – Second Replication using RDP 
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Figure 4.16: Microsoft – First Replication using RDP 
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Figure 4.17: Microsoft – Second Replication using RDP 
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Table 4.3: Results of SVR using Z-score Transformation 
 
 
The values of the DS ranges from 73.043% to 88.696% while the DSR ranges from 0.047 
to 0.524.  The UPR ranges from 0.077 to 0.406, and the MSE and MAPE range from 
0.025 to 1.806 and 0.909 to 2.243 respectively.  Toys ‘R us produced the highest and best 
DS value of 88.696%; the smallest was obtained for McDonalds.  The minimum DSR, 
UPR, MSE, and MAPE were also achieved with the Toys ‘R us stock price.  The 
maximum DSR, UPR, and MSE were obtained for Microsoft while the maximum MAPE 
was obtained for Sears. 
 
Figures 4.18 to 4.27 show how the performance measures and the number of support 
vectors change as the values of C and ε  were varied during the first and second 
replications of the experiments using the Z-score transformation. 
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Figure 4.18: American Airlines – First Replication using Z-score 
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Figure 4.19: American Airlines – Second Replication using Z-score 
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Figure 4.20: McDonalds – First Replication using Z-score 
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Figure 4.21: McDonalds – Second Replication using Z-score 
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Figure 4.22: Sears – First Replication using Z-score 
 84
  
 
 
 
Figure 4.23: Sears – Second Replication using Z-score 
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Figure 4.24: Toys ‘R us – First Replication using Z-score 
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Figure 4.25: Toys ‘R us – Second Replication using Z-score 
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Figure 4.26: Microsoft – First Replication using Z-score 
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Figure 4.27: Microsoft – Second Replication using Z-score 
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4.8.2.3 Using Natural Logarithm Transformation 
Table 4.4 shows the summary of the results obtained when the SVR model was applied to 
the logarithms of the five stock prices.  Based on the results displayed in the Table, it can 
be seen that for Log transformation, the value of C  varies randomly from 10 to 80 while 
the value of ε  varies from 0.006 and 0.061, with 0.061 occurring as the optimal ε  value 
for two (2) of the five stock prices.  
 
The minimum number of support vectors used by the SVR algorithm was 10 (2.8%) for 
Sears and the maximum was 291 (80.8%) for Toys ‘R us.  The DS values range from 
52.632% to 60.870%, the DSR ranges from 0.103 to 0.714, the UPR ranges from 0.269 to 
0.686 and the MSE and MAPE range from 0.332 to 3.644 and 2.229 to 3.170 
respectively.  Similar to what was obtained with the RDP and Z-score transformations, 
Toys ‘R Us produced the highest and best DS value of 60.870%; the smallest DS was 
obtained for Microsoft.  Toys ‘R us had the minimum DSR and MSE values, American 
Airlines had the minimum UPR, and the smallest MAPE was obtained for McDonalds.  
Microsoft produced the maximum DSR, MSE and MAPE, while Sears had the largest 
UPR. 
 
Figure 4.28 to 4.37 show how the performance measures and the number of support 
vectors were changing as the values of C and ε  were varied during the first and second 
replications of the experiments using the logarithm transformation. 
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Table 4.4: Results of SVR using Natural Log Transformation 
Transformation: Natural Logarithm 
Range of C: 5:100 in steps of 5 
Range of ε : 0.001:0.1 in steps of  0.005 
SVR Parameters and Number of 
Support Vectors 
 
Performance Metrics 
 
 
 
 
Name of 
Stock 
 
Opt C 
 
Opt ε   NSV  %NSV  DS  DSR 
 
 
UPR 
 
 
MSE 
 
MAPE 
 
 
American 
Airlines 
 
60 
 
0.041 
 
43 
 
 
 
11.9 
 
53.913 
 
0.520 
 
0.269 
 
1.016 
 
2.399 
 
McDonalds 
 
15 
 
0.011 
 
208 
 
 
 
57.8 
 
53.043 
 
0.445 
 
0.340 
 
1.093 
 
2.229 
 
Sears 
 
10 
 
0.061 
 
10 
 
 
 
2.8 
 
53.913 
 
0.333 
 
0.686 
 
2.122 
 
3.063 
 
Toys ‘R us 
 
65 
 
0.006 
 
291 
 
 
 
80.8 
 
60.870 
 
0.103 
 
0.300 
 
0.332 
 
3.134 
 
Microsoft 
 
80 
 
0.061 
 
14 
 
 
 
3.9 
 
52.632 
 
0.714 
 
0.631 
 
3.644 
 
3.170 
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Figure 4.28:  American Airlines – First Replication using Natural Logarithm 
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Figure 4.29: American Airlines – Second Replication using Natural Logarithm 
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Figure 4.30: McDonalds – First Replication using Natural Logarithm 
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Figure 4.31: McDonalds – Second Replication using Natural Logarithm 
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Figure 4.32: Sears – First Replication using Natural Logarithm 
 96
  
 
 
 
Figure 4.33: Sears – Second Replication using Natural Logarithm 
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Figure 4.34: Toys ‘R us – First Replication using Natural Logarithm 
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Figure 4.35: Toys ‘R us – Second Replication using Natural Logarithm 
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Figure 4.36: Microsoft – First Replication using Natural Logarithm 
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Figure 4.37: Microsoft – Second Replication using Natural Logarithm 
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4.8.2.4 Comparisons of Results using RDP, Z-score and Log   
  Transformations 
A highlight of this study was the overall success of the Z-score transformation.  The Z-
score method produced better prediction results than either the RDP or the Natural Log 
on the basis of all the five performance measures considered.  Table 4.5 shows the 
summary of the SVR results for all the transformation methods used on each of the daily 
stock price series considered.   Figures 4.38 to Figure 4.42 represent the plots of the 
actual and predicted values, and the plots of the prediction errors expressed in 
percentages, for the five stocks using the Z-score method of scaling.  The plots of the 
percentage errors provide some useful information about the performance of the SVR 
models that were based on Z-score transformation.   For American Airlines, and Toys ‘R 
us, the percentage errors range from -5% to 5%, for McDonalds and Sears, the errors are 
between -10% to 10% and -10% and 25% respectively and for Microsoft, the percentage 
errors are between -25% and 15%. 
The results also show that log transformations performed better than RDP on the basis of 
DS for four of the five stocks except McDonalds.  However, for all the stocks, the RDP’s 
prediction performance was better than the Log on the basis of MSE and MAPE.  On the 
basis of DSR and UPR, the RDP also performed better than the log for three stock prices 
and for four out of the five stock price series considered respectively.  
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Table 4.5: Results of the SVR Experiments using RDP, Z-score and Natural Log 
Transformations  
 
 
 
 
 
 
Figure 4.38: Plot of Predicted Values and Percentage Errors for American Airlines 
 
 
 
Figure 4.39: Plot of Predicted Values and Percentage Errors for McDonalds 
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Figure 4.40: Plot of Predicted Values and Percentage Errors for Sears 
 
 
 
 
Figure 4.41: Plot of Predicted Values and Percentage Errors for Toys ‘R us 
 
 
 
Figure 4.42: Plot of Predicted Values and Percentage Errors for Microsoft 
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Although, the RDP performed better on most or all of the stocks than the Log transform 
on the basis of DSR, UPR, MSE and MAPE, we were surprised that the Log transform 
beat the RDP for four of the stocks on the basis of directional symmetry which is the 
main performance measure used in this study.  Even for the McDonalds stock price, the 
DS obtained using RDP was only slightly better that the one obtained using Log 
transformation.  This result is somewhat disappointing because RDP is a more popular 
transformation technique in the literature than Z-score and Log data transformations 
because it has a more meaningful interpretation among other benefits (refer to Section 
4.3.3).  Unfortunately, there are no visible reasons for the poor performance of the RDP; 
however we believe the peculiar nature of our data may have contributed to the low 
performance.  
It is worthy to note that for each of the three data transformations, the highest DS and the 
minimum DSR, and MSE values were obtained for the Toys ‘R us Stock Price.  This is 
not surprising because re-examining the time plots in Figures 4.1 to 4.5; we can infer that 
this data is almost a linear series as displayed in Figure 4.4.  It is perhaps the most stable 
or most stationary of the five data series making it the easiest to predict. 
 
4.8.3  Methodology using Simple Moving Averages 
 
Models based on Simple Moving Averages (SMA) were constructed after the series have 
been transformed by applying RDP transformation, Z-score and Natural Logarithm 
transformations.  However, the results obtained using both the Z-score transformation 
and the Natural Log transformations were so poor that we decided not to consider them in 
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our analysis.  Although not found in the literatures, discussions with financial analysts 
indicated that forecasting models developed for stock market predictions, which are 
based on moving averages often involves converting the data first to RDP, and then 
making predictions of the transformed data.  The predictions are then converted back to 
the original scale for the purpose of performing the necessary model evaluations and 
diagnostics. 
 
Although an “Embedding” of five was used for all the SVR experiments, for a more 
comprehensive study involving the use of the SMA, the Embedding size was varied from 
5 to 300 in steps of 5 for the SMA calculations. With this setting, a total of 5 
experiments, one for each of the stock prices was performed.   
 
The SMA worked by taking the most recent k-day RDPs of the stock prices (where k here 
is the varying Embedding sizes), finds the mean of these selected prices and set that as 
the prediction for the next element in the series.  The predicted value is then converted 
back to the original scales for each of the stock prices.   
 
4.8.4   Experimental Results of Simple Moving Averages 
The experimental results obtained using SMA are discussed in this section. 
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4.8.4.1 Using Varying Embedding Sizes 
Table 4.6 shows the summary of the results obtained when SMA models were developed 
for each of the stock prices after they have been converted to relative differences in 
percentage.  As was done with SVR, the optimal Embedding sizes were selected based on 
the directional symmetry criterion.  Looking at the results displayed in Table 4.6, we can 
see that the optimal Embedding size was not the same for all the stocks.  At these 
Embedding sizes, the DS values range from 50% to 61.739%.  The DSR ranges from 
0.164 to 0.632, the UPR ranges from 0.159 to 0.557, and the MSE and MAPE range from 
0.163 to 2.877 and 2.069 to 2.807 respectively.  The highest and best DS of 61.739% was 
again achieved with Toys ‘R us and the smallest was seen for Microsoft.  The minimum 
DSR, UPR, and MSE were also obtained for the Toys ‘R us stock price.  However, the 
smallest MAPE was achieved with McDonalds.  The worst results in terms of DSR, UPR, 
MSE, and MAPE were obtained for Microsoft. 
 
Figures 4.43 to 4.47 show how the performance measures changed as the Embedding 
sizes were varied from 5 to 300.  Figures 4.48 to 4.52 represent the plots of the actual and 
predicted values, and the plots of the prediction errors expressed in percentages, for the 
five stocks using the optimal Embedding sizes as displayed in Table 4.6. 
 
For American Airlines, McDonalds and Toys ‘R us, the percentage errors range from -
15% to 10%, for Sears, the errors are between -10% and 20%, and for Microsoft, the 
percentage errors are between -20% and 10%. 
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Table 4.6: Prediction Performance using Simple Moving Averages  
Method: Simple Moving Averages 
Transformation: RDP 
Range of Embedding: 5:300 in steps of 5 
 
Name of 
Stock 
 
Optimal 
Embedding 
 
DS 
 
DSR 
 
 
UPR 
 
 
MSE 
 
MAPE 
 
 
American 
Airlines 
 
30 
 
51.304 
 
0.408 
 
0.372 
 
0.972 
 
2.371 
 
McDonalds 
 
 
215 
 
54.783 
 
0.396 
 
0.333 
 
0.968 
 
2.069 
 
Sears 
 
300 
 
53.043 
 
0.418 
 
0.467 
 
1.583 
 
2.653 
 
 
Toys ‘R us 
 
5 
 
61.739 
 
0.164 
 
0.159 
 
0.163 
 
2.400 
 
Microsoft 
 
20 
 
50 
 
0.632 
 
0.557 
 
2.877 
 
2.807 
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Figure 4.43: American Airlines: Changing Performance Metrics for Varying Embedding 
Sizes 
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Figure 4.44: McDonalds: Changing Performance Metrics for Varying  
Embedding Sizes 
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Figure 4.45: Sears: Changing Performance Metrics for Varying Embedding Sizes 
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Figure 4.46: Toys ‘R us: Changing Performance Metrics for Varying Embedding Sizes 
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Figure 4.47: Microsoft: Changing Performance Metrics for Varying Embedding Sizes 
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Figure 4.48: Plot of Predicted Values and Percentage Errors for American Airlines using Optimal 
Embedding Size 
 
  
 
Figure 4.49:  Plot of Predicted Values and Percentage Errors for McDonalds using Optimal 
Embedding Size 
 
  
 
Figure 4.50: Plot of Predicted Values and Percentage Errors for Sears using Optimal Embedding 
Size 
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Figure 4.51: Plot of Predicted Values and Percentage Errors for Toys ‘R us using Optimal 
Embedding Size 
 
  
 
Figure 4.52: Plot of Predicted Values and Percentage Errors for Microsoft using Optimal 
Embedding size 
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4.8.4.2   Using Constant Embedding Size  
From Table 4.6, we see that the optimal Embedding sizes for most of the stock prices 
were different from 5; however, as we may recall, all our SVR models were built using 
Embedding size of 5.  Therefore, it makes sense to fix the Embedding at this value for the 
SMA models as well, so comparisons can be made with the results obtained using SVR.   
 
Table 4.7 shows the values of the performance measures obtained for each of the stock 
prices when the Embedding size was set to 5.  For this scenario, the directional symmetry 
values range from 47.826% for American airlines to 61.739% for Toys ‘R us.  The 
downside risks are between 0.164 and 0.686 while the upside risks are between 0.159 and 
0.562.  The ranges of the MSE and MAPE values are 0.163 to 3.068 and 2.331 to 2.945 
respectively.  Toys ‘R Us produced the best results in terms of the minimum downside 
risk, upside risk and MSE values.  However, the minimum MAPE was obtained for 
McDonalds.  The prediction performance of the SMA model for Microsoft was poor 
producing the largest values of DSR, UPR, MAE and MAPE.  Even for the DS, 
Microsoft was only slightly better than American Airlines.  
 
Figures 4.53 to Figure 4.57 represent the plots of the actual and predicted values, and the 
plots of the prediction errors expressed in percentages, for the five stocks using an 
Embedding size of 5.  For McDonalds, and Toys ‘R us, the percentage errors are within 
the -10% to 10% range, percentage errors for Sears fall between -10% and 20%, while 
the errors for American Airlines and Microsoft are between -15% and 10% and -20% and 
10% respectively. 
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Table 4.7: Results of Simple Moving Averages for Constant Embedding Size 
Method: Simple Moving Averages 
Transformation: RDP 
Embedding: 5 
 
Name of 
Stock 
 
Embedding 
Size 
 
DS (%) 
 
DSR 
 
 
UPR 
 
 
MSE 
 
MAPE 
 
 
American 
Airlines 
 
5 
 
47.826 
 
0.442 
 
0.432 
 
1.175 
 
2.642 
 
McDonalds 
 
 
5 
 
52.174 
 
0.429 
 
0.395 
 
1.133 
 
2.331 
 
Sears 
 
5 
 
50.435 
 
0.472 
 
0.509 
 
1.844 
 
2.952 
 
Toys ‘R us 
 
5 
 
61.739 
 
0.164 
 
0.159 
 
0.163 
 
2.400 
 
Microsoft 
 
5 
 
49.123 
 
0.686 
 
0.562 
 
3.068 
 
2.945 
 
 
 
 
 
  
 
Figure 4.53: Plot of Predicted Values; Percent Errors for American Airlines using  
Embedding of 5 
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Figure 4.54: Plot of Predicted values; Percent Errors for McDonalds using Embedding of 5 
 
 
 
Figure 4.55: Plot of Predicted Values; Percent Errors for Sears using Embedding of 5 
 
 
  
 
Figure 4.56: Plot of Predicted values; Percent Errors for Toys ‘R us using Embedding of 5 
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Figure 4.57: Plot of Predicted values; Percent Errors for Microsoft using Embedding of 5 
 
 
 
4.9    Comparison of Results using SVR and SMA 
In the preceding sections, we presented the individual results of using Support Vector 
Regression and Simple Moving Averages for five different stock prices.  In this section 
we compare the results obtained using these two forecasting techniques. 
 
4.9.1  RDP Transformation and Constant Embedding  
First of all, we compared the results of using Support Vector Regression when the RDP 
transformation was used on each of the data series with that of Simple Moving Averages.  
Table 4.8 shows the results of using SVR and SMA with the Embedding size set to 5.  
From this Table, we see that for all except the Toys ‘R us stock price and American 
Airlines, the directional symmetry using SVR are higher than that of Moving Averages.  
In addition, for all the stock prices, the DSR, MSE and MAPE are lower with SVR.  Also 
for all stocks except Toys ‘R us, the UPR values are lower using SVR than using SMA. 
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 Table 4.8: Results of SVR and SMA using RDP Transformation  
   
 
4.9.2  SVR with Z-Score Transformation and SMA  
Table 4.9 and Table 4.10 show the results of using SVR when the Z-score transformation 
was applied to each of the data series and that of Simple Moving Averages (SMA).  In 
this comparative analysis, we consider two variants of the SMA process where the 
Embedding size was varied and when it was set to 5.  From Table 4.9, we see that for all 
the five stock prices, the SVR method using Z-score transformation out-performs the 
SMA on the basis of all the accuracy measures.  The same inferences can be drawn from 
Table 4.10 which presents the results of the SVR with Z-score transformation and the 
results of the SMA using the optimal Embedding sizes as discussed in section 4.8.4.1.  
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 Table 4.9: Results of SVR using Z-score Transformation, and SMA with Constant 
Embedding Size 
   
 
 
Table 4.10: Results of SVR using Z-score Transformation, and SMA with Varying 
Embedding Sizes       
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 Chapter 5  
 
Discussions and Conclusions  
 
 
In this thesis, I have shown that the Support Vector Regression (SVR) is a more useful 
technique than the Simple Moving Averages (SMA) for forecasting volatile and non-
stationary time series such as daily Stock Prices.  I have also shown that the prediction 
performance of the SVR depends on the type of transformation that is applied to the 
series.  For the time series considered in this study, we have found the Z-score 
transformation as producing the best results followed by the Relative Difference in 
Percentages.  Using the Logarithmic transformation produced the worst results. 
 
The superior performance of SVR over the SMA can be attributed to the following 
reasons; 
1) SVR is based on the Structural Risk Minimization (SRM) principle which seeks 
to minimize an upper bound on the generalization error rather than the training 
error.  This eventually leads to better prediction performance. 
2) Unlike the SMA, global solutions are guaranteed with SVR. This is because 
implementing the SVR algorithm is equivalent to solving a linearly constrained 
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quadratic programming problem and the resulting solution is always unique, 
optimal and global. 
3) The SVR works best for any type of data whether linear or non-linear. As 
discussed in the thesis, SVR is able to map a non-linear data into a higher 
dimensional feature space that is linear, using a kernel function. 
 
Although the SMA using an Embedding size of 5 did not perform as good as SVR for all 
the transformations considered, the results of the SMA tend to improve when optimal 
embedding sizes were selected by varying the Embedding values from 5 to 300.  The 
inference that can be deduced from this is that analysts of financial data who use SMA 
for predictions should not employ fixed Embedding sizes for the different data series that 
they handle but should seek the Embedding size that works best from each series.  
 
5.1  Recommendations and Future Work 
In this study, the cross-validation approach used for determining the optimal values of the 
SVR parameters was time-consuming and expensive.  Hence a future study that will 
investigate simple and cheaper ways of obtaining the parameters is recommended.  Other 
forecasting techniques that are more suitable for modeling volatile series can be 
employed for the same set of data used here and the results compared to what we 
obtained using SVR.  A possible extension of this work is the development of a data 
dependent weighting function for computing SVR parameters without increasing the 
number of parameters required. 
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