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We present a new approach for clustering, based on the physical properties of an inhomogeneous ferromagnetic model. We do not assume any structure of the underlying distribution of the data. A Potts spin is assigned to each data point and short range interactions between neighboring points are introduced. Spin-spin correlations, measured (by Monte Carlo procedure) in a superparamagnetic regime in which aligned domains appear, serve to partition the data points into clusters. Our method outperforms other algorithms for toy problems as well as for real data. Many natural phenomena can be viewed as optimization processes, and the drive to understand and analyze them yielded powerful mathematical methods. Thus when wishing to solve a hard optimization problem, it may be advantageous to identify a related physical problem, for which these methods can be used. In recent years there has been significant interest in adapting numerical [1] as well as analytic [2, 3] techniques from statistical physics to provide algorithms and estimates for good approximate solutions to hard optimization problems [4] .
Cluster analysis is an important technique in exploratory data analysis. Partitional clustering methods, that divide the data according to natural classes present in it, have been used in a large variety of engineering and scientific disciplines such as pattern recognition [5] , learning [6] , and astrophysics [7] .
The problem of partitional clustering can be formally stated as follows. With every one of i 1, 2, . . . , N patterns represented as a point x i in a d-dimensional metric space, determine the partition of these N points into M groups, called clusters, such that points in a cluster are more similar to each other than to points in different clusters. The value of M also has to be determined.
The two main approaches to partitional clustering are called parametric and nonparametric. In parametric approaches some knowledge of the clusters' structure is assumed (e.g., each cluster can be represented by a center and a spread around it). This assumption is incorporated in a global criterion. The goal is to assign the data points to clusters so that the criterion is minimized. Typical examples are variance minimization [8] and maximum likelihood [9] . In the last three years many parametric partitional cluster algorithms rooted in statistical physics were presented [8] [9] [10] .
However, when there is no a priori knowledge about the data structure, it is more natural to adopt nonparametric methods, using a local criterion to build clusters by utilizing local structure of the data (e.g., by identifying high-density regions [11] in the data space). In the present work we use a physical problem as an analog to that of nonparametric clustering, analyzing it by the methodology of statistical physics.
Clusters appear naturally in Potts models [12] [13] [14] as regions of aligned spins. Indeed, Fukunaga's previously proposed method [11] can be formulated as a Metropolis relaxation of a ferromagnetic Potts model at T 0. The relaxation process terminates at some local minimum of the energy function, and points with the same spin value are assigned to a cluster. This procedure depends strongly on the initial conditions and is likely to stop at a metastable state that does not correspond to the correct answer. Our method generalizes Fukunaga's by introducing a finite temperature at which the division into clusters is stable and completely insensitive to the initial conditions and complements other, graph based algorithms [15] by providing a clustering criterion which is sensitive to collective features of the data set.
A classification ͕s͖ is defined by assigning to each point x i a label s i which may take integer values s i 1, . . . , q. We define a cost function H ͓͕s͖͔,
where ͗i, j͘ stands for neighboring points i and j, and J ij is some positive monotonically decreasing function of the distance, k x i 2 x j k, so that the closer two points are to each other, the more they "like" to belong to the same class. This cost function is the Hamiltonian of an inhomogeneous ferromagnetic Potts model [16] .
We want to select a good classification using nothing but H ͓͕s͖͔. Taking the usual path in information theory [17] , we choose the probability distribution which has the most missing information and yet has some fixed average cost E. The resulting probability distribution is that of a Potts system at equilibrium at inverse temperature b which is the Lagrange multiplier determining the average energy or cost E. Because the cost function (1) is symmetric with respect to a global permutation of all labels, each point is equally likely to belong to any of the q classes. Therefore the only way to extract meaningful information (or to assign clusters) out of the equilibrium probability distribution is through correlations. The average spinspin correlation function ͗d s i ,s j ͘ is thus used to decide whether or not two spins belong to the same cluster. In contrast with the mere interpoint distance, the spin-spin correlation function is sensitive to the collective behavior of the system and is therefore a suitable quantity for defining collective structures (clusters).
As a concrete example, place a Potts spin at each of the data points of Fig. 1 . At high temperatures the system is in a disordered (paramagnetic) phase. As the temperature is lowered a transition to a superparamagnetic phase occurs; spins within the same high density region become completely aligned, while different regions remain uncorrelated. As the temperature is further lowered, the effective coupling between the three clusters (induced via the dilute background spins) increases, until they become aligned. Even though this is a pseudotransition (note the finite number of participating clusters) and the transition temperature of the background is much lower, we call this "phase" of aligned clusters ferromagnetic.
This simple qualitative picture is supported by the first example presented in this Letter and by a mean field calculation presented elsewhere [18] . "Real life" examples like the two presented at the end of the Letter have a more complicated structure of transitions and pseudotransitions. Next we give the details of our method.
(A) Determination of the interactions J ij .-In common with other "local methods," we first determine a local length scale ϳa, which we chose to be equal to the average nearest-neighbor distance. The value of a is governed by the high density regions and is smaller than the typical distance between points in the low density regions. Our results depend only weakly on the definition of nearest neighbors. In the example of Fig. 1 we defined neighbors as pairs of points whose Voronoi cells [19] have a common boundary. We set nearest-neighbor interactions
where b K is the average number of neighbors per site. (B) Calculation of thermodynamic quantities.-The ordering properties of the system are reflected by the susceptibility and the spin-spin correlation function ͗d s i ,s j ͘ (where ͗· · ·͘ denotes a thermal average). Once the J ij have been determined, these quantities can be obtained by a Monte Carlo procedure. We used the SwendsenWang (SW) algorithm [14] ; it exhibits much smaller autocorrelation times [14] than standard methods and also provides an improved estimator [20] of the spin-spin correlation function.
(C) Locating the superparamagnetic phase.-In order to locate the temperature range in which the system is in the superparamagnetic phase we measure the susceptibility x of the system which is proportional to the variance of the magnetization m:
Here N max max͕N 1 , N 2 , . . . , N q ͖ and N m is the number of spins with the value m.
At low temperatures the fluctuations of the magnetization are negligible, so the susceptibility, x, is small. At T fs , the pseudotransition from the ferromagnetic phase to the superparamagnetic phase, we observed (see Fig. 2 ) a pronounced peak of x. In the superparamagnetic phase fluctuations of the superspins or clusters acting as a whole result in a nearly constant susceptibility. As the temperature is further raised to T ps , the superparamagnetic to paramagnetic transition, x abruptly diminishes by a factor that is roughly the volume of the largest cluster. Thus the temperatures where a maximum of the susceptibility occurs and the temperature at which x decreases abruptly can serve as lower and upper bounds, respectively, for the superparamagnetic phase. A surprisingly good initial guess for T ps is provided [18] by (D) The clustering procedure.-Our method consists of two main steps. First, we identify the range of temperatures where the clusters appear (in the superparamagnetic phase). Second, at some temperature within this range the correlation of nearest-neighbor spins is measured and used to identify the clusters. The procedure is summarized as follows: Assign to each point x i a q-state Potts spin variable s i (here we chose q 20). (b) Find the nearest neighbors of each point according to a selected criterion (e.g., Voronoi tessellation [19] ); measure the average nearest-neighbor distance a. (c) Calculate the strength of the nearest-neighbor interactions using Eq. (2). (d) Use an efficient Monte Carlo procedure [14] with the Hamiltonian (1) to calculate the susceptibility x. (e) Identify the range of temperatures corresponding to the superparamagnetic phase, between T fs , the temperature of maximal x, and the (higher) temperature T ps where x diminishes abruptly. Cluster assignment is performed at T clus ͑T fs 1 T ps ͒͞2. Turning now to the effect of the parameters on the procedure, we found [18] that the number of Potts states, q, affects the sharpness of the transition [16] and the values of T fs and T ps . The higher q, the sharper the transition, but the influence of q on cluster assignment is very weak. Also, choosing clustering temperatures T clus other than the one suggested in (e) did not change the classification significantly. Classification is not sensitive to the value of the threshold u, and values in the range 0.2 , u , 0.9 yielded similar results. The reason is that the frequency distribution of the values of the spin-spin correlation function exhibits two peaks, one near 1͞q and the other close to 1, while for intermediate values it is very close to zero as is shown in Fig. 3(b) .
(F) The Iris data.-A popular benchmark problem for clustering procedures is the Iris data [5] . It consists of measurement of four quantities, performed on each of 150 flowers. The specimens were chosen from three species of Iris. The data constitute 150 points in fourdimensional space. We determined neighbors according to the mutual K (K 5) nearest-neighbors definition, FIG. 3 . Frequency distribution of (a) distances between neighboring points of Fig. 1 (scaled by the average distance a) and (b) spin-spin correlation functions of neighboring points.
applied our method, and we obtained the susceptibility curve of Fig. 4(a) ; it clearly shows two peaks. When heated, the system first breaks into two clusters at T ഠ 0.1. At T clus 0.2 we obtain two clusters, of sizes 80 and 40; points of the smaller cluster correspond to the species Iris Setosa. At T ഠ 0.6 another pseudotransition occurs where the larger cluster splits into two. At T clus 0.7 we identified clusters of sizes 45, 40, and 38, corresponding to the species Iris Versicolor, Virginica, and Setosa, respectively.
As opposed to the toy problem, the Iris data break into clusters in two stages. This reflects the fact that two of the three species are "closer" to each other than to the third one; our method clearly handles very well such hierarchical organization of the data. 125 samples were classified correctly (as compared with manual classification); 25 were left unclassified. No further breaking of clusters was observed; all three disorder at T ps ഠ 0.8 (since all three are of about the same density).
(G) Landsat [21] data.-The following complications arise (in addition to unequal coupling between clusters): (a) the clusters differ in their density, and (b) the density of the points within a cluster is not uniform; it decreases towards the perimeter of the cluster. We analyzed data taken from a satellite image of the Earth consisting of 6437 "pixels," each of which is represented by four spectral bands. The aim is to classify the terrain of each pixel. The susceptibility curve Fig. 4(b) reveals three pseudotransitions that reflect the presence of the following hierarchy of clusters. To overcome the more difficult problem posed by the fact that the density within the clusters is monotonically decreasing as their perimeter is approached we added a second operation to step (g) [see (D) above] of our procedure: we connected each point to the neighbor with which it had the highest correlation. The six large clusters which were identified in this manner, of sizes 1541, 1298, 1066, 563, 407, and 306, match the manually obtained land-use categories. 97% purity was obtained, meaning that points belonging to different categories were almost never assigned to the same cluster.
(H) Comparison with the performance of other nonparametric clustering algorithms.-The algorithms [11, 15] tested were valley seeking (Fukunaga), minimal spanning tree (Zhan), K shared neighbors (Jarvis), mutual neighborhood (Gowda), single linkage method, complete linkage method, minimum variance (Ward), and arithmetic averages (Sokal). The results from all these depend on various parameters in an uncontrolled way; for all methods we used the best result obtained. For the toy problem of (E) above only the single linkage and our method succeeded. The minimal spanning tree obtained the most accurate result for the Iris data, followed by our method, while the remaining clustering techniques failed to provide a satisfactory result. Only Fukunaga's and our method succeeded in recovering the structure of the Landsat data. Fukunaga's method, however, yielded for different (random) initial conditions grossly different answers, while our answer was stable.
The central feature of our method is to change the similarity index of the problem from the interpoint distance k x i 2 x j k to the spin-spin correlation function ͗d s i ,s j ͘. This new similarity index has the enormous advantage that it is a function of a pair's neighborhood. Two neighboring points in the low density region, with small k x i 2 x j k are not in the same cluster, while points at the same distance, taken from the dense region, are. The magnetic model and its similarity index are sensitive to collective behavior of the region to which the pair belongs. As shown in Fig. 3(a) , the frequency distribution of distances between neighboring points of Fig. 1 k x i 2 x j k does not even hint that a natural cutoff distance, which separates neighboring points into two categories, exists. On the other hand, separation of the spin-spin correlations ͗d s i ,s j ͘ into strong and weak, as evident in Fig. 3(b) , reflects the existence of two categories of collective behavior. Since the double peaked shape of the correlations distribution persists at all relevant temperatures, the separation into strong and weak correlations is a robust property of the proposed Potts model.
We have also shown that our method is successful in real life problems, where existing methods failed to overcome the problems posed by the existence of different density distributions and many characteristic lengths in the data.
