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We study the problem of universal quantum cloning – taking several identical copies
of a pure but unknown quantum state and producing further copies. While it is well
known that it is impossible to perfectly reproduce the state, how well the copies can be
cloned can be quantified using the fidelity. We examine how individual fidelities can be
traded against each other, and how different fidelity measures can be incorporated. The
broadly applicable formalism into which we transform the cloning problem is described
as a series of quadratic constraints which are amenable to mathematical and computa-
tional scrutiny. As such, we reproduce all known results on optimal universal cloning,
and push the recent results on asymmetric cloning much further, giving new trade-off
relations between fidelities for broad classes of optimal cloning machines. We also pro-
vide substantial evidence that motivates why other parameter ranges (number of input
copies) have not, and will not, yield to similar analysis.
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1 Introduction
Quantum cloning is the quintessential no-go theorem of quantum mechanics – possible in the
classical world, but impossible to implement perfectly in the quantum world, and reflecting
such fundamental properties of the quantum world that can be used as a postulate in in-
formation theoretic explorations. Ever since the original proofs that an unknown quantum
state cannot be perfectly cloned [1], quantifying how well states can be cloned has proved a
challenge. When all the clones are required to be the same quality, the achievable qualities
are well understood [2, 3, 4, 5]. This covers the case not only of universal cloning, in which the
input state is equally likely to be any pure state, but also state-dependent cloning, of qudits
[6]. However, asymmetric cloning, when the clones are permitted to have different qualities,
has proven far more challenging. Until recently, studies were limited to very specific cases of,
for example 1→ 3 universal cloning of qubits [7, 8], in which one input copy is converted to
3 output copies of differing qualities. However, a recent revelation has permitted calculation
of the trade-offs in 1→ N universal cloning of qudits, for arbitrary N and local Hilbert space
dimension d [9, 10]. In addition, they revealed a more fundamental insight; there is a direct
connection between the ability to share correlations between different spins and the quality
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of clones that can be produced on those spins. These monogamy-type relationships provide
widely applicable bounds for the study of strongly correlated quantum systems, elevating
interest in asymmetric cloning beyond that of mathematical curiosity to the foundations of a
powerful new calculational tool with properties different to those encapsulated by monogamy
of the tangle [11, 12] or of Bell tests [13], with the added benefit that, by knowing the optimal
cloning results, these bounds are incredibly stringent.
In the past, [9] has asserted a result for the cloning trade-off relations of 1 → N cloning
of qudits (spins with a d-dimensional Hilbert space), as measured by the 1-copy fidelity,
but relied on an unproven assumption. The result was proven more rigorously in [10], and
extended to the case of N−1→ N cloning for qubits. This paper details the full proof of both
1 → N and N − 1 → N cloning of qudits, using not only the 1-copy fidelity, but the L-copy
fidelity [14]. Indeed, for N − 1→ N cloning, any arbitrary combinations of different fidelities
can be used. We also study the case of M → N cloning when M 6= 1, N − 1, providing strong
reasons why these cases do not give similar answers and, instead, are anticipated to require
an inefficient non-convex optimisation to solve in generality.
1.1 Motivation
One scenario in which asymmetric quantum cloning is important, as are the different fidelities
that we explore in this paper, is eavesdropping of quantum key distribution. Of course, a true
security proof has to be more general than a single eavesdropping strategy, but this is a
useful illustration. Consider Alice and Bob trying to share a secret key by a protocol such
as BB84 [15] or E91 [16]. We’ll consider a device independent variant of E91 for the sake of
concreteness [17]. We can imagine an eavesdropper, Eve, intercepting each qubit that travels
to Bob, cloning it, and allowing one copy to make its way to Bob. Meanwhile, Eve holds
the second copy and waits for the announcement of measurement bases before making her
measurement. There are three different fidelities in this scenario; FB (the quality of Bob’s
clone), FE (the quality of Eve’s clone) and FB,E (the joint quality of the clones). It turns out
that FB is the probability that Bob gets the “correct” measurement result (the one he should
have got if he had received the qubit he was supposed to), while FB,E is the probability that
both Bob and Eve get the correct result.
Now, imagine that Bob is performing some tests, in coordination with Alice, on his mea-
surement results, and detects his success rate, F . For a given answer, how much might Eve
know, i.e. how much privacy amplification will Alice and Bob need to perform later? If Eve
were to perform asymmetric cloning, she could set FB = F (under the device independence
assumption, Eve has the power to replace Bob’s measurement apparatus with perfect mea-
suring devices). Her success rate is FE , which she would optimise; this is the study of optimal
asymmetric cloning. However, more relevant, is to optimise the probability of her getting
the “correct” measurement result given that Bob did, which is FB,E/FB . Thus we need to
maximise FB,E for fixed FB . This is optimal asymmetric cloning with mixed fidelities, which
is covered by the formalism of this paper. In fact, it turns out that in this case, FB,E and
FE are directly related (FB,E = FE + FB − 1, Eq. (4)), but that is not obvious a priori. In
Figure 1 we plot the outcome of the relevant optimal cloning study, assuming cloning has been
performed universally, meaning Alice and Bob would need to be using arbitrary measurement
bases. Alternatively, a finite set of bases is possible provided they comprise a 3-design [18]
Alastair Kay 3
Fig. 1. When eavesdropping a QKD scheme by cloning, one can trade the risk of detection with
the amount of information gained about the key.
(meaning that taking averages over three copies of a finite set of states yields identical results
to the averaging over all possible states). The standard basis choices of E91 and BB84 are
only 1-designs. For these cases, there are higher fidelity cloning options because we only have
to concentrate on a subset of states to clone, specifically equatorial cloning [10].
1.2 Orientation
This is a mathematically detailed paper that makes heavy use of specific notation which is
introduced in Section 1.3. This could usefully be used as a reference while reading the rest
of the document. Having introduced this notation, we state the main results of the paper in
1.4 and explore some consequences of these in Sec. 2 – Sec. 2.2 completely solves the problem
of when N − 1 input copies can be transformed into N copies of varying qualities, while Sec.
2.3 studies the problem of transforming a single input state into N outputs.
The proof of the main results appears in Sec. 3. It starts with Sec. 3.1, some preliminary
properties of the symmetric subspace, and how these properties are altered by the application
of the partial transpose operation. These are likely to be familiar to many readers. In Sec.
3.2, we review the Choi-Jamio lkowski isomorphism [19], which is the main technical tool that
allows us to give an upper bound on the achievable cloning fidelity by calculating the maximum
eigenvalue of a certain matrix. It is then in Section 3.3 that we apply this isomorphism to
the cloning problem. In particular, we isolate a small subspace of the relevant matrix and
use a variant of the Lieb-Mattis theorem (Sec. 3.3.1) to show that the maximum eigenvalue
of the whole matrix is contained within this subspace [20] and furthermore confirm that the
upper bound specified by this formalism can indeed be attained. The resultant problem to
be solved consists of a set of quadratic constraints that need to be satisfied. Our formalism
also allows us to make simple statements about economical cloning – the question of whether
M → N cloning only requires the N output spins, or whether ancilla spins (‘anti-clones’) are
required, which depends on the values of M and N .
The study of different numbers of input copies appears to be far more challenging than
the cases of M = 1 and N − 1. Sec. 4.2 proves, aside from these special cases, the problem is
inherently non-convex, implying that these cases are far more challenging than the previously
solved special cases. Indeed, a solution is not expected (unless P=NP).
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For completeness, Sec. 6, briefly describes how the optimal asymmetric universal quantum
cloner can be realized before we conclude in Sec. 7. Appendix A provides some potentially
valuable side results – properties of the key matrices that we do not utilize directly, but could
be useful in the future, for improving the implementation protocols for instance.
1.3 Notation
We will often need to specify operators and states of qudits as they apply to particular sets
or subsets of spins. When it is unimportant which spins are being acted upon (perhaps we
discuss the generic properties of an N -spin operator), we use a sub/superscript N . Otherwise,
we use the sub/superscript to specify the qubits being acted upon. For cloning, as studied
in this paper, there will be two distinct sets of spins; M input spins which we collectively
denote by IN, and N output spins, which are collectively denoted by OUT. In order to refer
to subsets of the output spins (and this is always the output spins, not the input), we use bit
strings x ∈ {0, 1}N (we reserve letters x, y and z for such bit strings). These have a Hamming
weight (number of 1 entries) wx = x · x. The bit string x divides the output spins into the
two sets specified by sites {n : xn = 1} and {n : x¯n = 1} where x¯ is the complement of x; P x
means that the operator P acts on the output sites n for which xn = 1. We can also combine
sets of sites: x ∪ y conveys the set of sites for which either xn = 1 or yn = 1, while x ∩ y
restricts to those for which xnyn = 1.
Definition 1 When cloning M identical copies of an input state |φ〉, the output of the cloner
is an N qubit state ρφ. If we interpret |φ〉 〈φ|0 = 1, then the cloner has fidelities
Fy = Tr
(
ρφ
N⊗
n=1
|φ〉 〈φ|yn
)
for y ∈ {0, 1}N . This measures the fidelity of a subset of sites defined by yn = 1. Fy = 1
means that all sites where yn = 1 are in the state |φ〉, and have been perfectly cloned.
This is the cloning fidelity for a specific input state |φ〉. Universal cloning, as studied in
this paper, involves averaging this fidelity over all possible input states. The solutions that
we derive will have the same fidelity for all possible input states.
In the case where the fidelities we are interested in correspond to all the bit strings of
weight L, we say that we are examining the (M,L,N) cloning machines.
Definition 2 Define the matrices
G(M)y =
∑
z,x∈{0,1}N
wx=wz=M
|x〉 〈z|(
M+d−1−x·z+wx¯∩z¯∩y
d−1
) .
A specific cloning problem has fixed M , so the superscript can safely be dropped. d is a positive
integer. These may be generalized to
G(M,L)y =
∑
x∈{0,1}N
wx=L
x·y=min(L,wy)
G(M)x .
Included in this definition are the special cases G
(M)
0 and G
(M,L)
0 , which have a common
structure that enables simple solution for eigenvalues and eigenvectors (see Appendix A).
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1.4 Summary of Results
The main technical results that we prove in this paper are as follows.
Theorem 1 An asymmetric quantum cloning machine of M → N qudits, of local Hilbert
space dimension d, producing output fidelities Fy for y ∈ Λ is optimal if and only if there
exists β ∈ R(NM) such that βT ·G(M)0 · β = 1 and Fy = βT ·G(M)y · β for all y ∈ Λ.
Corollary 1 Asymmetric cloning is possible provided
min
β∈R(
N
M)
Fy≤βT ·G(M)y ·β∀y∈Λ
βT ·G(M)0 · β ≤ 1.
This is essentially a matter of definition; we assert that if the task is to clone with a certain
set of fidelities, we’d be happy if we actually achieved a higher fidelity. Aside from that, Cor.
1 is just a restatement of Thm. 1, but in a manner more suited to standard computational
techniques for the resolution of the question.
Theorem 2 If M = N − 1, then the quadratic constraints of Cor. 1 reduce to linear ones
for any specified set Fy where y ∈ Λ.
This is proven in Sec. 2.2.
Theorem 3 If Λ = {y ∈ {0, 1}N : wy = L} then
• For (1, 1, N) and (1, N − 1, N) cloning, all constraints in Cor. 1 become linear.
• Otherwise, for (1, L,N) cloning, all but 12N(N −3) quadratic constraints become linear.
• If M = 2, 3, . . . N − 2, and 2M < L < N − 2M , then the (NL) quadratic constraints of
Cor. 1 can be reduced to
(
N
2M
)
quadratic constraints, and the rest linear.
If all the conditions are linear, the system can be efficiently solved. While some quadratic
constraints remain, efficient solution is unlikey, but the reduced problem wherein the quadratic
constraints are removed can be solved efficiently and can witness the impossibility of cloning.
The first item is proven in Sec. 2.3, while the rest are the subject of section 4.
2 Applications of Theorem 1
2.1 Symmetric Cloning
Consider the case of symmetric cloning, in which we demand that all fidelities be measured
on the same number of spins (say L) and that all fidelities be the same. If we set β to be
uniform then all the βT ·G(M)y ·β are equal (the Gy are identical under permutations). Hence
Fy = β
T ·G(M)y · β
=
1(
N
L
) ∑
y∈Λ
βT ·G(M)y · β
=
1(
N
L
)βT ·G(M,L)0 · β.
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In Appendix A, we show that the maximum eigenvalue of G
(M,L)
0 is given by
1(
N
L
) M∑
i=0
(
M
i
)(
N −M
M − i
)N+i−2M∑
q=0
(
N+i−2M
q
)(
2M−i
L−q
)(
M+d−1−i+q
d−1
) ,
and that our choice of β coincides with the maximum eigenvector. Taking into account the
normalization of the state, βT ·G(M)0 · β yields
F =
1(
N
L
) (M+d−1M )(
N+d−1
M
) M∑
i=0
(
M
i
)(
N−M
M−i
)N+i−2M∑
q=0
(
N+i−2M
q
)(
2M−i
L−q
)(
M+d−1−i+q
d−1
) , (1)
which simplifies to
F =
1(
N
L
)(
N+d−1
N−M
) M∑
i=0
N∑
q=0
(
M
i
)(
q−M
i
)(
N−M+d−1
N−q
)(
M+i
q−L
)
. (2)
Note that we define
(
a
b
)
= 0 if b < 0 or b > a. This means that, depending on the values of L
and M , many terms may be eliminated from the sum. In the special case of L = 1, the sum
over q in Eq. (1) is restricted between 0 and 1, giving
F =
M
N
+
(N −M)(M + 1)
N(M + d)
,
which coincides with the standard result [3, 6]. In the case of L = N , the sum in Eq. (2) is
restricted to q = N , giving the known result for the global fidelity,
F =
(
M+d−1
M
)(
N+d−1
N
) .
While Wang et al. [14] state an equivalence to Eq. (2) of
F =
N∑
q=0
(
q
M
)(
q
L
)(
N−q+d−2
d−2
)(
N
L
)(
N+d−1
N−M
) ,
we have been unable to prove that equivalence beyond special cases and numerical tests.
2.1.1 Simplified Fidelity Tests
The symmetric cloner already provides a simple test for whether certain cloning tasks are
achievable or not. Given that, for (M,L,N)-cloning, we are asking whether there exists a
suitably normalised vector such that
Fy ≤ βTG(M)y β ∀y : wy = L,
then by summing these, we have∑
y:wy=L
Fy ≤ βTG(M,L)0 β ≤
(
N
M
)
Fsym.
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Fig. 2. When tasked with converting 3 identical input states into 4 copies, it is possible to get 3
copies perfectly, and hence certain subsets of 2-copy fidelities can all be 1 (a). Meanwhile, other
subsets (b) would require every copy to be identical to the input state, which is clearly impossible.
So, if this inequality is violated, cloning must be impossible regardless of the asymmetry.
Obviously, this is tight at the point of perfect symmetry, and will be a good approximation
close to that point. Also, simple considerations in the case study of Appendix 2.4 suggest
that it could often be the case for non-trivial M that the bound is tight over much broader
ranges. Evidently, satisfying the constraint can never be sufficient proof that cloning is possi-
ble as it disguises all the subtleties of the desired asymmetries. As a clear example, consider
3 → 4 cloning with the L = 2 fidelity. It is possible to achieve 3 fidelities all being 1 (e.g.
F1100, F0110, F1010) because this just corresponds to perfect teleportation from the input spins
to the first 3 output spins. Whereas, demanding F1100 = F0011 = F1010 = 1 will clearly be
impossible and yet it could still have the same total fidelity, see Fig. 2.
2.2 Fidelity Relations: N − 1→ N cloning
When M = N − 1, there is a single site at which a given bit string x ∈ {0, 1}N : wx = N − 1
(referring to βx) is 0. So, we choose (in this section only) to revise the notation to βn where
xn = 0, while if L = 1 we use Fk to mean yk = 1 (the only site at which y is not 0). The
normalization condition rearranges as(∑
n
βn
)2
+ (d− 1)
∑
n
β2n = d.
The fidelities are given by
Fk = 1− d− 1
d
β2k,
permitting elimination of the βk from the normalisation condition, and yielding the optimal
fidelity trade-off for (N − 1, 1, N)-cloning as
N − 1 =
∑
n
Fn − 1
d− 1
(√
1− Fn
)2
. (3)
Moreover, for arbitrary L, we can readily find that
Fy = 1− d− 1
d
∑
n:yn=1
β2n =
∑
n:yn=1
Fn − L+ 1 = y · F − wy + 1 (4)
where F is the vector of single-copy fidelities. Given a set of fidelities, we solve for F :
min
y·F≥Fy+wy−1∀y∈Λ
∑
n
Fn − 1
d− 1
(∑
n
√
1− Fn
)2
.
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Cloning is possible if and only if this value is ≤ N−1. We note that this is a convex optimiza-
tion problem – most obviously because the target function encapsulates the information from
the positive definite matrix G
(M)
0 (that this is positive definite is clear because G
(M)
0 repre-
sents the Gram matrix of the vectors |ψx〉. Nevertheless, a full calculation of the eigenvalues
is given in Appendix A). Since the problem is one of convex optimization (see also Lemma
16), it can be efficiently solved by interior point methods [21]. Thus, the cloning problem can
be resolved if M = N − 1 for any set Λ. This proves Theorem 2.
2.3 1→ N cloning
When M = L = 1, the bit strings have a single site at which there is a 1, so we replace
x ∈ {0, 1}N : wx = 1 with a value n ∈ [N ]. The normalization condition reads(∑
n
βn
)2
+ (d− 1)
∑
n
β2n = d.
Each fidelity is calculated as
d(d+ 1)Fk = d+
(
(d− 1)βk +
∑
n
βn
)2
.
By summing over all k, we get that
d(d+ 1)
N + d− 1
∑
k
Fk = 2
(∑
n
βn
)2
+ (d− 1)
∑
n
β2n,
and we can rearrange the fidelity relation to give
(N + d− 1)
∑
n
βn =
√
d
∑
n
√
Fn(d+ 1)− 1.
Eliminating these from the normalization condition yields
(d+ 1)
∑
n Fn
N + d− 1 = 1 +
(∑
n
√
Fn(d+ 1)− 1
N + d− 1
)2
, (5)
describing the optimum trade-off between the cloning fidelities. This relation is equivalent to
that found for the special case of N = 3 [7], and was subsequently verified (at a time when
Corollary 4 was only a conjecture) for N = 4 [22, 23]. Similar expressions can be derived for
any value of L, as detailed in Sec. 4.1. If we set all the fidelities equal, we have
(N + d− 1)(d+ 1)NF = (N + d− 1)2 +N2((d+ 1)F − 1),
which rearranges to
F =
2N + d− 1
(d+ 1)N
,
recovering the standard result on symmetric cloning.
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2.4 A Case Study: 2→ 4 Cloning
We illustrate the challenges involved in solving a case where M 6= 1, N − 1 by examining in
more detail the first such case, 2 → 4 cloning, using the two-copy fidelity measure L = 2 on
qubits, d = 2 (The choice of L = M can be anticipated to be the easiest to solve, as one
would hope to find a one-to-one function between the {βx} and the {Fy}).
Let x, y, z ∈ {0, 1}4 be bit strings of weights wx = wy = wz = 2, and let β =
∑
x βx |x〉 be
a vector of real numbers. Lemma 17 will prove that there are no linear combinations of the
matrices which are rank 1. However, if we assume that
Fy = Fy¯ ∀y,
the task is significantly simplified. This is equivalent to
〈β|Gy −Gy¯ |β〉 = 0 ∀y. (6)
Applying the basis change specified by
H˜ =
1√
2
∑
x∈{0,1}3
wx=1
(|x1〉 〈x1| − |x¯0〉 〈x¯0|+ |x1〉 〈x¯0|+ |x¯0〉 〈x1|)
gives, for example,
H˜G0H˜ =
1
30

16 15 15 0 0 0
15 16 15 0 0 0
15 15 16 0 0 0
0 0 0 4 0 0
0 0 0 0 4 0
0 0 0 0 0 4

H˜(G0011 −G1100)H˜ =

0 0 0 0 0 215
0 0 0 0 0 110
0 0 0 0 0 110
0 0 0 0 − 110 0
0 0 0 − 110 0 0
2
15
1
10
1
10 0 0 0
 .
There are 4 different ways to satisfy the three conditions of Eq. (6),
|β〉 =

(a, b, c, 0, 0, 0)T
(− 34 (a+ b), a, b, 0, 0, c)T
(a,− 34 (a+ b), b, 0, c, 0)T
(a, b,− 34 (a+ b), c, 0, 0)T
.
We have to try each of these cases in turn in order to assess which can achieve the largest
fidelities, although the symmetry between the last 3 cases means we only have to assess one
of them. First, consider the case |β〉 = (a, b, c, 0, 0, 0)T , which reduces to 3× 3 matrices.〈
β˜
∣∣∣
 16 15 1515 16 15
15 15 16
∣∣∣β˜〉 = 30
22
30
〈
β˜
∣∣∣
 1 0 00 0 0
0 0 0
∣∣∣β˜〉 = 13(F1100 + F0011) + 9− 9(F0101 + F1010 + F1001 + F0110)
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Fig. 3. Surface described by optimal cloning relation Eq. (7).
where
∣∣∣β˜〉 = (a, b, c)T . ∣∣∣β˜〉 is immediate, and the normalization condition is satisfied if√
2(F1100 + F1010 + F0110)− 1 =
√
3
∑
x∈{0,1}3
wx=2
√
44Fx0 − 18(F1100 + F1010 + F0110) + 9, (7)
although there are also constraints on the accessible values, since, for example, 13(F1100 +
F0011)+9−9(F0101 +F1010 +F1001 +F0110) ≥ 0 because it corresponds to a squared quantity.
The above relation, depicted in Fig. 3, describes what, at first glance, might appear a
surprising region – as one fidelity increases, the other fidelities also increase! However, this
actually makes sense; if F0011 and F1100 are to both be high, they need a large component
of an entangled state going from the two input spins to both qubit pairs (1, 2) and (3, 4),
which automatically means that all fidelities must be high. In fact, it turns out that within
this class of solutions, the fully symmetric point is a global maximum, i.e. there’s no point
in worrying about asymmetric cloning because the best result is to always implement fully
symmetric cloning, and each of the fidelities is 6169 .
This must be compared to |β〉 = (− 34 (a+ b), a, b, 0, 0, c)T , which similarly yields
(2F1010 + 2F0110 + 2− 7F1100)(2F1010 + 2F0110 − 1− F1100) = 9
2
(F1010 − F0110)2, (8)
with positivity constraints:
2F1010 + 2F0110 − 1− F1100 ≥ 0
2F1010 + 2F0110 + 2− 7F1100 ≥ 0
2F1010 + 2F0110 − 1− 5
3
F1100 ≤ 0.
We say that a set of cloning fidelities {F1100, F1010, F0110} can be achieved if there exists
another set of fidelities {F˜1100, F˜1010, F˜0110} for which F˜x ≥ Fx for all x, such that the F˜x sit
on the optimal cloning surfaces. The achievable fidelities are thus plotted in Fig. 4, where
we see there are distinct phases of different cloning results, which is in stark contrast to the
1 → N cloning that has been studied in the past in which there was no phase transition in
the system as the cloning fidelities are varied.
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Fig. 4. Fidelity triples inside the shaded region can be achieved or exceeded.
3 Proof of Theorem 1
3.1 Preliminaries – The Symmetric Subspace and Spin Operators
Our proofs are closely connected to the symmetric subspace and its properties.
Definition 3 Let SN be the symmetric group on N letters, and pi ∈ SN be an arbitrary
permutation of those letters. The symmetric subspace of a Hilbert space H = (Cd)⊗N is the
set of states on H that are invariant under all such permutations:
SH := {|ψ〉 ∈ H : P (pi) |ψ〉 = |ψ〉 ∀pi ∈ SN}
where P (pi) is a representation of pi on H.
Definition 4 Projector onto the symmetric subspace:
PN,dsym =
1
N !
∑
pi∈SN
P (pi).
In this context, the superscript conveys that the projector acts on N spins of dimension d.
Later, it will also be used to specify which subset of spins it acts on.
To see that this is a projector, note that P (pi1)P (pi2) = P (pi1pi2), pi1pi2 is in the group, and
the group multiplication is invertible, meaning that pi1pi2 maps to distinct permutations for
all pi2 and a fixed pi1. Hence
PN,dsym
2
=
1
N !N !
∑
pi1∈SN
∑
pi2∈SN
P (pi1)P (pi2) =
1
N !
∑
pi∈SN
P (pi) = PN,dsym .
Evidently, for any state |ψ〉 ∈ SH, PN,dsym |ψ〉 = |ψ〉, so the span of states that is projected onto
includes the symmetric subspace. Furthermore, for any |ψ〉 ∈ H and pi ∈ SN , P (pi)PN,dsym |ψ〉 =
PN,dsym |ψ〉 because, again, we can fold the P (pi) into the sum over pi in the projector, and this
is the definition of a state in SH. Hence the span of states that is projected onto is a subspace
of the symmetric subspace. Taken together, this shows that PN,dsym projects onto SH.
A useful feature of the symmetric subspace is its relation with the spin operators:
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Definition 5 For a d-dimensional Hilbert space, we define the following spin operators:
SX,d =
d−1∑
n=1
√
n(d− n)(|n− 1〉 〈n|+ |n〉 〈n− 1|)
SY,d =
d−1∑
n=1
i
√
n(d− n)(|n〉 〈n− 1| − |n− 1〉 〈n|)
SZ,d =
d−1∑
n=0
(d− 1− 2n) |n〉 〈n| .
For an N -fold tensor product of such a Hilbert space, the total spin operators are
JK =
N∑
n=1
1
⊗(n−1) ⊗ SK,d ⊗ 1⊗(N−n),
with K = X,Y, Z, and J2 = J2X + J
2
Y + J
2
Z .
It is important to note that [JZ , J
2] = 0, so they are simultaneously diagonalizable. We will
use {∣∣φNi 〉} to denote an orthonormal basis for PN,dsym , i.e.
PN,dsym =
∑
i
∣∣φNi 〉 〈φNi ∣∣ ,
and will generally assume that the |φi〉 are also eigenstates of the JZ operator (for qubits, for
example, one can fix that JZ
∣∣φNi 〉 = (2i −N) ∣∣φNi 〉 for i = 0, . . . , N). Alternatively, we will
use the superscript to denote the set of spins that the state covers. For instance, we may use
|φxi 〉 to denote a symmetric state of wx spins located on the sites n specified by xn = 1. It
is only a mild abuse of notation to then write |φxi 〉
∣∣φx¯j 〉 to fully specify the state of N spins.
We can also create a Bell state from the symmetric states, defining∣∣∣B(M)x 〉 = 1√(
M+d−1
M
) ∑
i
∣∣φINi 〉 |φxi 〉
for any x ∈ {0, 1}N : wx = M . Lemma 1 will confirm that this state is correctly normalized.
3.1.1 Properties of the Symmetric Subspace
We now review some basic properties of the symmetric subspace [24] (itself a synthesis of
works including [25, 26, 27, 28, 29, 30, 31]), and describe the effect of the partial transpose
operation.
Lemma 1 The dimension of SH is
(
N+d−1
N
)
.
Proof. The dimension of the symmetric subspace can be calculated from Tr(PN,dsym). If we
use [d] to denote a choice of labels 1, 2, . . . , d then
Tr(PN,dsym) =
1
N !
∑
pi∈SN
∑
i∈[d]N
〈i|P (pi) |i〉 .
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We can consider this sum as, for each i, how many permutations are there that map i to i?
If there are c1 instances of 1 in i, c2 of 2 etc. (subject to the constraint
∑
j cj = N), then
there are c1! permutations that map all the 1s back to the 1s. Hence,
Tr(PN,dsym) =
1
N !
∑
i∈[d]N
N∏
j=1
cj !.
But, of all the strings i, how many have c1 1s, c2 2s etc?
N !∏N
j=1 cj !
. This leaves us needing to
know the number of distinct configurations of the {cj} that are possible, i.e. how many ways
are there to distribute N indistinguishable items between d bins?
(
N+d−1
N
)
. 2.
Lemma 2 The operator defined on M input qudits and w output qudits by
ρ(IN,w) :=
∫
(U∗ |0〉 〈0|UT )⊗M ⊗ (U |0〉 〈0|U†)⊗wdU,
with integration being taken uniformly over the Haar measure for U ∈ SU(d), satisfies
ρTIN(IN,w) =
PM+w,dsym(
M+w+d−1
M+w
) .
TIN denotes the partial transpose over the M input spins.
Proof. If we take the partial transpose, we have that
ρTIN(IN,w) =
∫
(U |0〉 〈0|U†)⊗(M+w)dU.
This is clearly a mixture of all possible states |ψ〉 〈ψ|⊗(M+w), which is the symmetric subspace,
we just have to be careful with the normalization. The trace is unaffected by partial transpose
operations, so given that Tr(ρ(IN,w)) = 1 and, by Lemma 1,
Tr(PM+w,dsym ) =
(
M + w + d− 1
M + w
)
,
we have the desired result. 2.
Corollary 2 The matrix elements of ρ(IN,w) are non-negative.
Proof. An element N ! 〈i|PN,dsym |j〉 counts the permutations that map the string i in to the
string j. This is clearly non-negative. The partial transpose rearranges matrix elements and
does not change their values. 2.
Lemma 2 contains the statement of twirling [32] as a special case (with, perhaps, a more
straightforward proof):
Corollary 3 For M = w = 1, ρ(1,1) =
|B(1)〉〈B(1)|
d+1 +
1
d(d+1) .
Proof. The basis elements of the symmetric subspace of a d× d Hilbert space consist of |ii〉
and (|ij〉+ |ji〉)/√2 for i < j.
P 2,dsym =
d−1∑
i=0
|ii〉 〈ii|+ 12
∑
i<j
(|ij〉+ |ji〉)(〈ij|+ 〈ji|),
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so
ρ(1,1) =
2
d(d+ 1)
P 2,dsym
TIN
=
2
∑
i
|ii〉 〈ii|+
∑
i<j
|ij〉〈ij|+ |ji〉〈ji|+ |ii〉〈jj|+ |jj〉〈ii|
d(d+ 1)
=
1
d(d+ 1)
+
∣∣B(1)〉 〈B(1)∣∣
d+ 1
.
2.
Lemma 3 The matrix ρ(IN,w) satisfies[
ρ(IN,w), (U
⊗M
I ⊗ 1⊗w)JZ(U†I
⊗M ⊗ 1⊗w)
]
= 0[
ρ(IN,w), (U
⊗M
I ⊗ 1⊗w)J2(U†I
⊗M ⊗ 1⊗w)
]
= 0
where UI =
∑d−1
n=0(−1)n |n〉 〈d− 1− n|.
Proof. It is clear that [PM+w,dsym , JZ ] = 0 (and for JX , JY ) and [P
M+w,d
sym , J
2] = 0 given that
the total spin operators are invariant under permutations of underlying spins. Now, divide
the sum for JZ (for instance) into a sum over terms on the input space, and terms on the
output space. It must be that[
PM+w,dsym ,
∑
IN
SZ +
∑
OUT
SZ
]
= 0,
so we take the partial transpose over the input spins, using the fact that [A,B]T = −[A,B]:[
ρ(IN,w),−
∑
IN
SZ
T
+
∑
OUT
SZ
]
= 0.
Furthermore, −STZ = −SZ , −STX = −SX and −STY = SY , so given that the specified UI maps
SZ 7→ −SZ , SX 7→ −SX and SY 7→ SY , it must be that
[ρ(IN,w), (U
⊗M
I ⊗ 1⊗wJZU†I
⊗M ⊗ 1⊗w] = 0.
2.
Lemma 4 For any d× d matrix M
MT ⊗ 1
∣∣∣B(1)〉 = 1⊗M ∣∣∣B(1)〉 .
The proof of this is a simple case of explicitly writing M =
∑
i,jMi,j |i〉 〈j| and verifying the
equivalence. It is left to the reader.
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3.2 The Choi-Jamio lkowski Isomorphism
A general scenario that encompasses quantum cloning is that, given one of a set of states |ψi〉
(i = 1, . . . ,K), we are required to perform a particular state transformation on it, without
being told which of the states we have been given. The required transformation may not
be achievable exactly within the quantum formalism, but is best approximated within the
theory by a completely positive, trace preserving map E that transforms input state |ψi〉 into
E(|ψi〉 〈ψi|). The success of the state transformation task is then measured by a fidelity
F =
1
K
∑
i
Tr (MiE(|ψi〉 〈ψi|)) .
Here Mi are positive operators (Mi  0) satisfying ‖Mi‖ ≤ 1 so that F is indeed a fidelity
taking values between 0 and 1. If the fidelity takes value 1, we infer that the map has perfectly
implemented the required state transformation for all the specified input states. For example,
if required to transform the states |ψi〉 into states |φi〉, we might defineMi = |φi〉 〈φi|. For a
continuous set of states, the sum appearing in the definition of F transforms to an integral.
The factor of 1/K appearing in the definition stems from the assumption that each of the
input states |ψi〉 is equally likely. If this is not the case, these parameters can be adjusted
based on a given probability distribution of the input states.
Lemma 5 For the state transformation task, the achievable fidelity is upper bounded by the
maximum eigenvalue of the operator
R =
d′
K
∑
i
|ψi〉 〈ψi|TI ⊗Mi, (9)
where d′ is the dimension of the subspace spanned by the states {|ψi〉}.
Proof. We start by introducing a Hilbert space of two parts, an input space and an output
space, both of dimension d, the dimension of the Hilbert space from which the |ψi〉 are taken,
and consider the maximally entangled state |Ψ〉IN,OUT between them, as applies only to the
subspace of states {|ψi〉}. This lets us rewrite
|ψ〉 〈ψ|OUT = d′TrIN(|ψ〉 〈ψ|T ⊗ 1 · (1⊗ E)(|Ψ〉 〈Ψ|))
using Lemma 4. So,
F =
d′
K
∑
i
Tr
(
|ψ〉 〈ψ|T ⊗Mi · (1⊗ E)(|Ψ〉 〈Ψ|)
)
.
Since E is a completely positive operator, its extension is well defined, and we can let χ =
(1 ⊗ E)(|Ψ〉 〈Ψ|). The trace preserving property of E imposes that Tr(χ) = Tr |Ψ〉 〈Ψ| = 1
(if it weren’t trace preserving, the trace would be non-increasing, Tr(χ) ≤ 1, which doesn’t
change our conclusion). So, F = Tr(Rχ) ≤ λTr(χ) ≤ λ where λ is the maximum eigenvalue
of R, and χ is the corresponding (normalized) maximum eigenvector. 2.
The above proof does not guarantee that a map described by state χ can be implemented;
that is the purpose of the following Lemma.
Lemma 6 The upper bound for the achievable fidelity in the state transformation task can be
realised if there exists a mixture ρ of the maximum eigenvectors of R such that TrOUT(ρ) =
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1/d′, where 1 is over the subspace spanned by the states {|ψi〉}, of dimension d′. If ρ is a
pure state, then the transformation can be achieved economically.
Proof. Let the maximum eigenvector of R be |χ〉. For any choice of |χ〉 (allowing for the
fact that the maximum eigenvalue may be degenerate), it can be expressed as a pure bipartite
state between the subsystems IN and OUT with a Schmidt decomposition
|χ〉 =
d−1∑
n=0
βn |ηn〉 |λn〉 ,
where {|ηn〉} define an orthonormal basis over the d′ dimensional Hilbert space. If there exists
a maximum eigenvector such that β2n =
1
d′ , then
d′TrIN(|ψ〉 〈ψ|T ⊗ 1 |χ〉 〈χ|) = U |ψ〉 〈ψ|U†
where
U |ηn〉 = |λn〉 ∀n ∈ [d′].
Here the relevant Hilbert spaces are extended as necessary so that they have the same size. In
this instance, the optimal strategy (application of U to the input state) is called economical,
meaning that one does not require an ancilla for the operation to be implemented.
If this cannot be done, but there exists a mixture of maximum eigenvectors such that
TrOUT(ρ) = 1/d
′, then it is always possible to introduce an ancillary system that purifies
ρ and gives Schmidt coefficients between the system IN and the rest of value 1/d′. By the
previous argument, we can therefore implement a unitary operation over this extended space
(meaning it is no longer economical) that realizes the desired map. 2.
3.3 Cloning
We study the M → N universal cloning problem. This means that we are given M copies
of an unknown pure state, and are tasked with making N > M copies of it, as well as we
can. Universal cloning imposes that the unknown quantum state is drawn uniformly from
all possible pure states (i.e. U |0〉 where U is drawn uniformly over SU(d)). Most studies
concentrate on symmetric cloning, in which we want all of the copies produced to be as good
as each other. Here, we aim for the loftier goal of wanting to know how we can trade the
qualities of the different outputs. Traditionally, one concentrates on the single-clone fidelity:
M(ψ) =
N∑
n=1
αn1
⊗(n−1) ⊗ |ψ〉 〈ψ| ⊗ 1⊗(N−n),
where αn ≥ 0 ensures positivity, and
∑
n αn = 1 ensures that the maximum value is 1, which
only happens for the state |ψ〉⊗N . This lets us examine the individual copies. However, other
measures have been considered, such as the global fidelity:
M(ψ) = |ψ〉 〈ψ|⊗N .
We aim to consider a fully general case where we evaluate the fidelities on arbitrary subsets
of qudits. This will be specified by Λ ⊆ {0, 1}N , meaning that any x ∈ Λ wants us to evaluate
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the fidelity across all sites n for which xn = 1, and not over the sites xn = 0. As such,
M(ψ) =
∑
x∈Λ
αx
N⊗
n=1
|ψ〉 〈ψ|xn
where
∑
x∈Λ αx = 1. The shorthand of |ψ〉 〈ψ|x⊗1x¯ describes the tensor product
⊗N
n=1 |ψ〉 〈ψ|xn
(and by |ψ〉 〈ψ|0 we understand 1). According to Lemma 5, our task is to find the maximum
eigenvalue λ and eigenvector |χ〉 of the matrix
R =
∑
x∈{0,1}N
αxRx
where
Rx =d
′
∫
|ψ〉 〈ψ|TIN ⊗ |ψ〉 〈ψ|x ⊗ 1x¯dψ
=d′
∫
(U |0〉 〈0|U†)TIN ⊗ (U |0〉 〈0|U†)x ⊗ 1x¯dU.
The realized fidelity F = λ can be described by
∑
x αxFx where Fx is the fidelity of the set
of clones at the sites xn = 1: Fx = 〈χ|Rx |χ〉. By Lemma 3,
RTINx =
(
M+d−1
M
)(
M+wx+d−1
M+wx
)PM+wx,dsym .
Lemma 3 also shows that R simultaneously commutes with both J2 and JZ (up to a unitary
rotation), and it therefore has two quantum numbers S (where 4S(S+1) is an eigenvalue of J2)
and MZ (taking values −S to S in integer steps) that distinguish subspaces of eigenvectors.
Definition 6 We denote by |ψx〉 for x ∈ {0, 1}N and wx = M the state
∣∣∣B(M)x 〉 |Φ〉x¯, where
|Φ〉 is a symmetric state of the N −M spins on x¯.
The subspace of these states will be show to have particular significance in Lemma 9, but we
need to determine some important properties first.
Lemma 7 Let x, y ∈ {0, 1}N where wy = M . The state
|ηx,y〉 =
√√√√(M+d−1M )(wx−x·y+d−1d−1 )(
wx+M−x·y+d−1
d−1
) 1IN ⊗ P x∪y,dsym ⊗ 1x¯∩y¯ |ψy〉 ,
is correctly normalized.
Proof. Rewriting the projection operator as the integral,
P x∪y,dsym =
(
wx+M−x·y+d−1
d−1
) ∫
(U |0〉 〈0|U†)⊗(wx+M−x·y)dU,
we have that
〈ηx,y|ηx,y〉 =
(
M+d−1
M
)(
wx−x·y+d−1
d−1
)×
Tr
(∫ ∣∣∣B(M)y 〉〈B(M)y ∣∣∣⊗ |Φ〉 〈Φ|y¯ · 1IN ⊗ (U |0〉 〈0|U†)⊗(wx+M−x·y) ⊗ 1x¯∩y¯dU) .
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However, for the spins where yn = 1, we can absorb the Us into the
∣∣∣B(M)y 〉 (Uy acts as a
unitary within the symmetric subspace of spins yn = 1): 1IN⊗Uy
∣∣∣B(M)y 〉 = U?IN⊗1y ∣∣∣B(M)y 〉
by Lemma 4, and they cancel, leaving
〈ηx,y|ηx,y〉 =
(
M+d−1
M
)(
wx−x·y+d−1
d−1
)×
Tr
(∫ ∣∣∣B(M)y 〉〈B(M)y ∣∣∣⊗ |Φ〉 〈Φ| · 1IN ⊗ |0〉 〈0|y ⊗ (U |0〉 〈0|U†)⊗x∩y¯ ⊗ 1x¯∩y¯dU)
=
(
wx−x·y+d−1
d−1
)
Tr
(∫ |Φ〉 〈Φ| · (U |0〉 〈0|U†)x∩y¯ ⊗ 1x¯∩y¯dU)
= Tr
(|Φ〉 〈Φ| · P x∩y¯,dsym ⊗ 1x¯∩y¯) .
Since |Φ〉 is a +1 eigenstate of all possible permutations of its spins, this includes the permu-
tations involved on the subset of spins x∩ y¯. Thus, the trace has value 1 and we are left with
〈ηx,y|ηx,y〉 = 1. 2.
Lemma 8 For any two binary strings x, y ∈ {0, 1}N with wx = wy = M ,
〈ψx|ψy〉 = 1(M−x·y+d−1
d−1
) .
Proof. Clearly, the value 〈ψx|ψy〉 will only depend on the value x ·y, and not on the specific
choices of x and y. We will prove the value by induction. As a base case, take x · y = M ,
i.e. x = y. Evidently, 〈ψx|ψy〉 = 1, as predicted. For the inductive step, assume this formula
holds for all values of x · y = k + 1, . . . ,M , and we aim to show that it holds for x · y = k.
Select x and y such that x · y = k. Now consider the normalised state |ηx,y〉 of Lemma 7:
|ηx,y〉 =
√√√√(M+d−1M )(M−k+d−1d−1 )(
2M−k+d−1
d−1
) 1(
2M−k
M
) ∑
z∈{0,1}N
wz=M
z·(x∪y)=M
|ψz〉 .
Taking the inner product gives(
2M−k
M
)(
2M−k+d−1
d−1
)(
M+d−1
M
)(
M−k+d−1
d−1
) = (Mk ) 〈ψx|ψy〉+ M∑
q=k+1
(
M
q
)(
M−k
M−q
)(
M−q+d−1
d−1
) ,
making use of the inductive assumption to give the denominator of the final term. Hence,(
2M−k+d−1
M
)(
M+d−1
M
) = (Mk )
(
〈ψx|ψy〉 − 1(M−k+d−1
d−1
))+ (2M−k+d−1M )(
M+d−1
M
) .
Rearranging gives the desired result:
〈ψx|ψy〉 = 1(M−k+d−1
d−1
) .
2.
Lemma 9 Sspecial := span{|ψy〉} is a closed subspace under the action of {Rx}. By fixing a
JZ subspace for the symmetric state |Φ〉, Sspecial is a subspace of fixed quantum number MZ .
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Proof. The previous Lemma conveyed that |ηx,y〉 is supported on Sspecial. We now claim
that |η˜x,y〉 = |ηx,y〉 where
|η˜x,y〉 :=
√(
M+d−1
M
)(
wx−x·y+d−1
d−1
)(
wx+M−x·y+d−1
d−1
)(
M+wx+d−1
d−1
) P (IN,x),dsym TIN |ψy〉 ,
i.e. we aim to show that 〈η˜x,y|η˜x,y〉 = 1 and 〈η˜x,y|ηx,y〉 = 1.
〈η˜x,y|η˜x,y〉(
wx−x·y+d−1
d−1
)(
wx+M−x·y+d−1
d−1
)(
M+d−1
M
) =∫∫
〈ψy| (U∗ |0〉 〈0|UTV ∗ |0〉 〈0|V T )IN ⊗ (U |0〉 〈0|U†V |0〉 〈0|V †)x ⊗ 1x¯ |ψy〉 dUdV
Moving the unitaries through the states |Ψ〉 where possible, this reduces to
〈η˜x,y|η˜x,y〉(
wx−x·y+d−1
d−1
)(
wx+M−x·y+d−1
d−1
) =∫∫
〈Φ|y¯ (U |0〉 〈0|U†V |0〉 〈0|V †)x∩y¯ ⊗ 1x¯∩y¯ |Φ〉y¯ 〈0|U†V |0〉M+wx−x·y 〈0|UTV ∗ |0〉M dUdV
We substitute W = U†V (eliminating V ) and integrate over U , giving
〈η˜x,y|η˜x,y〉 =
(
wx+M−x·y+d−1
d−1
) ∫ | 〈0|W |0〉 |2(M+wx−x·y)dW
= 1
Calculation of 〈ηx,y|η˜x,y〉 follows an identical trajectory, yielding the desired result. 2.
We therefore see that there are many degenerate spaces (different choices of the state |Φ〉),
and eigenvectors within these subspaces can be described by states
|χ〉 =
∑
x∈{0,1}N
wx=M
βx |ψx〉
for coefficients {βx} which are normalized as∑
x,z
βxβz(
M−x·z+d−1
d−1
) = 1 ⇔ βTG(M)0 β = 1 (10)
by Lemma 8. Here we have grouped all the parameters βx into a single vector β. Each of the
individual fidelities Fy = 〈χ|Ry |χ〉 can be evaluated as
〈χ|Ry |χ〉 =
(
M+d−1
M
) ∑
x,z∈{0,1}N
wx=wz=M
βxβz
〈ψx|P (IN,y),dsym
TIN |ψz〉(
M+wy+d−1
d−1
)
By Lemma 9, this simplifies to
Fy = β
TG(M)y β.
Note that in the next section we will prove that the maximum eigenvector will correspond to
all the entries βx ≥ 0, so we can use βT instead of β† without loss of generality.
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3.3.1 Lieb-Mattis Theorem
So far, we have demonstrated that the maximum eigenvalue of the matrix R is an upper
bound to the optimal cloning fidelity. We have studied a particular subspace of R, Sspecial,
so it remains to prove that this subspace contains the maximum eigenvector of R, and that
this fidelity can be achieved. We do this by modifying the Lieb-Mattis Theorem [20].
Lemma 10 The maximum eigenvector of R within a given MZ subspace has non-negative
coefficients on all the basis states.
Proof. Divide R into two components, the diagonal elements (Rd) and the remaining,
off-diagonal, elements (Ro). In the computational basis, |a〉, we have 〈a|Rd |a〉 = ea and
〈a|Ro |b〉 = Kab. Note that Kab ≥ 0 by Corollary 2 and Kaa = 0 by definition. Assume that
in a particular excitation subspace, MZ , we know the maximum eigenvector,
|χ〉 =
∑
a
fa |a〉 ,
with eigenvalue EMZ . Hence, ∑
b
Kabfb = (EMZ − ea)fa.
Any other state must have a smaller expectation value of R, unless it is also a maximum
eigenvector. Let us first try a state |a〉 as the ansatz. This reveals ea ≤ EMZ . Hence, we can
take the modulus of the above equation,∣∣∣∣∣∑
b
Kabfb
∣∣∣∣∣ = (EMZ − ea)|fa|.
Next, consideration of the ansatz state
|χ˜〉 =
∑
a
|fa| |a〉
imposes that there is at least one non-zero fa such that∑
b
Kab|fb| ≤ (EMZ − ea)|fa|
but since
∑
bKab|fb| ≥ |
∑
bKabfb|, this can only be satisfied with equality for every a,
meaning that, up to a global phase factor, the coefficients of the maximum eigenvector in
each MZ subspace satisfy fa ≥ 0. 2.
Corollary 4 The maximum eigenvector of R is contained within the span of states of Sspecial.
Proof. Consider the state |χsym〉 for which all the βx are chosen to be equal, and the
state |Φ〉 is chosen to be the uniform superposition of all basis states of N −M spins within
a fixed MZ subspace (total excitation number). Overall, this state contains all basis states
|a〉 |b〉 for a ∈ {0, 1}M and b ∈ {0, 1}N provided a exists as a subset of b, for a fixed value
of MZ = MZ(b) −MZ(a), and has a positive amplitude on all such states. Note that the
remaining basis states cannot contribute to the optimal cloner: the output of the cloning map,
|b〉, when applied to an input |a〉, would be orthogonal to the input for all possible clones. We
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can therefore discount these states (intuitively, if a subset of a of size M˜ < M can be found
as a subset of b, this corresponds to M˜ → N cloning, which must be worse than M → N
cloning). From Lemma 10, the maximum eigenvector |χ〉 for a given MZ has 〈χ|χsym〉 > 0.
Since |χsym〉 is in Sspecial, the only way that this can happen is if |χ〉 ∈ Sspecial.
This establishes that for the subspaces MZ = − 12 (d−1)(N−M), . . . , 12 (d−1)(N−M), the
maximum eigenvector is found in Sspecial. The maximum eigenvalue in the other subspaces
cannot be larger – the eigenvector corresponding to the larger eigenvalue would have to be
drawn from a subspace of S > 12 (d− 1)(N −M). However, any such eigenvalue is degenerate
in MZ so it would also be present in all other MZ subspaces from −S to S, in particular in
the ones in which we have already found a different maximum eigenvector. 2.
In principle, we now have an upper bound on the cloning fidelity. Can this be achieved?
We invoke Lemma 6, where, although the coefficients {βx} are fixed, we are free to pick |Φ〉
to be an arbitrary symmetric state, or a mixture thereof.
Lemma 11 For the upper bound on the cloning fidelity to be achievable, it suffices to find a
symmetric state |Φ〉 of N −M spin d systems, or mixture thereof, such that
∑
Φ
pΦTrmin(M+1,N−M+1),...,N−M |Φ〉 〈Φ| = P
min(M,N−M),d
sym(
min(M,N−M)+d−1
d−1
) .
Proof. If the upper bound is to be achieved, then Lemma 6 requires that there exists
{(pΦ, |χ(Φ)〉)} satisfying
∑
Φ pΦ = 1 such that∑
Φ
pΦTrOUT |χ(Φ)〉 〈χ(Φ)| = 1(M+d−1
M
)PM,dsym .
This is equivalent to ∑
pΦ 〈λi(Φ)|λj(Φ)〉 = δi,j (11)
where
|λi(Φ)〉 =
∑
x
βx |φxi 〉 |Φ〉x¯ .
Recalling from Lemma 10 that all the matrix elements must be non-negative (which includes
the {βx}), this reduces the condition on the off-diagonal elements to〈
φ
(M)
i
∣∣∣TrN−2M+x·z(|Φ〉 〈Φ|)⊗ 1x·z ∣∣∣φ(M)j 〉 = 0 ∀i 6= j,∀x, z ∈ {0, 1}N : wx = wz = M.
We have dropped an explicit enumeration of which spins the states apply to because this
purely mathematical manipulation has removed such a direct connection, and the partial
trace is thus just taken over any set of N − 2M + x · z spins. This must be true for all values
of x · z = max(0, 2M −N), . . . ,M and for all i = 1, . . . (M+d−1M ), which in turn imposes that
TrN−M−k (
∑
Φ pΦ |Φ〉 〈Φ|) is diagonal in the symmetric subspace for k = 0, 1, . . .min(M,N −
M). Now, observe that if we set ρΦ =
∑
Φ pΦ |Φ〉 〈Φ|, and
TrN−M−min(M,N−M) (ρΦ) =
P
min(M,N−M),d
sym(
min(M,N−M)+d−1
d−1
) ,
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then
TrN−M−k (ρΦ) =
P k,dsym(
k+d−1
k
) ∀k
and we also get the correct value for the diagonal elements, i = j in Eq. (11):
∑
pΦ 〈λi(Φ)|λi(Φ)〉 =
min(M,N−M)∑
k=0
〈
φ
(M)
i
∣∣∣TrN−M−k(ρΦ)⊗ 1M−k ∣∣∣φ(M)i 〉 ∑
x,z:x·z=M−k
βxβz
=
min(M,N−M)∑
k=0
〈
φ
(M)
i
∣∣∣ P k,dsym(k+d−1
k
) ⊗ 1M−k ∣∣∣φ(M)i 〉 ∑
x,z:x·z=M−k
βxβz
=
min(M,N−M)∑
k=0
〈
φ
(M)
i |φ(M)i
〉
(
k+d−1
k
) ∑
x,z:x·z=M−k
βxβz
= βT ·G(M)0 · β
= 1
by virtue of the normalisation condition, Eq. (10). 2.
Corollary 5 The optimal cloning fidelity can always be achieved.
Proof. We can pick a mixture of symmetric states
ρΦ =
PN−M,dsym(
N−M+d−1
d−1
) ,
which clearly satisfies the condition of Lemma 11, so we can certainly always realise the
optimal cloning transformation. However, this version requires the use of an ancilla spin (or
subspace) of dimension
(
N−M+d−1
d−1
)
if one wants to describe a pure state. For example, in
place of |Φx¯〉, one uses a maximally entangled state (within the symmetric subspace) between
the x¯ spins of the out space and the equivalent number (N −M) ancilla spins. 2.
This concludes the proof of Thm. 1; we have proven an upper bound on the achievable
fidelity, and shown that this bound can always be obtained. We are now in the position that,
given a set {αx}, we can find the corresponding optimal cloning fidelities, simply by solving
for the maximum eigenvector of an
(
N
M
)× (NM) matrix. However, being given the set αx is an
unnatural setting, and was merely a mathematical convenience. It would be far more useful
to be able to either describe the region of achievable cloning fidelities and how they trade-off
against each other, or to be able to ascertain whether a given set of fidelities are achievable.
The former question makes most sense when the possible fidelities are constrained. For
example, if we consider the set of fidelities Λ = {y ∈ {0, 1}N : wy = L}, then instead of
trying to find the maximum eigenvector as a function of {αx} and eliminating them, we use
the fidelities to eliminate the {βx} from the normalization condition.
3.4 The Economy of Cloning
Economical cloning means that the cloning transformation can be realised without the use
of ancillas. In the previous section, we saw how the optimal cloning transformation could be
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realised, but the construction required N−M ancilla qudits, when using their symmetric sub-
space, or, equivalently, a single ancilla of dimension
(
N−M+d−1
d−1
)
. Under what circumstances
can the ancilla be removed?
Lemma 12 Economical cloning is impossible if N < 3M .
Proof. For economy, we demand the existence of a pure state |Φ〉. However, ρΦ must satisfy
Trmin(M+1,N−M+1),...,N−MρΦ =
P
min(M,N−M),d
sym(
min(M,N−M)+d−1
d−1
) .
Lemma 11 proved this was sufficient, but here we claim necessity. We already know that
Trmin(M+1,N−M+1),...,N−MρΦ must be diagonal in the symmetric subspace, so let
Trmin(M+1,N−M+1),...,N−MρΦ =
(min(M,N−M)+d−1d−1 )∑
n=0
ηn
∣∣∣φ(min(M+1,N−M+1))n 〉〈φ(min(M+1,N−M+1))n ∣∣∣ .
Given that we require
∑
Φ pΦ 〈λi(Φ)|λi(Φ)〉 = 1 for all i, this gives
(
M+d−1
M
)
linear conditions
in the ηn which must span the entire space, i.e. there can be no more than one solution for
the values of the ηn. However, we already know one solution, where all the ηn are equal, so
this must be the only solution. For example, if d = 2 and M = 3, N ≥ 6, one has
B1 +B2 +B3
2
3B1 +
B2
3
B1
3 0
2
3B1 +
B2
3
5
9 (B1 +B2)
4
9 (B1 +B2)
B1
3
B1
3
4
9 (B1 +B2)
5
9 (B1 +B2)
2
3B1 +
B2
3
0 B13
2
3B1 +
B2
3 B1 +B2 +B3


η0
η1
η2
η3
 = (1−B0)

1
1
1
1

whereBk =
∑
x,z:x·z=3−k βxβz and 4B0+2B1+
4
3B2+B3 = 4 is equivalent to the statement β
T ·
G
(M)
0 ·β. Here, each of the 4 rows corresponds to a different condition
〈
φ
(M)
i
∣∣∣Tr4,...,N−M (ρΦ)⊗
1
∣∣∣φ(M)i 〉 = 1, i = 0, . . . , 3. The only solution is ηk = 14 .
Now, consider the Schmidt decomposition of any such state when the spins of state |Φ〉
are split into a bipartition of min(M,N −M) vs. max(N − 2M, 0). This means that the
dimension of the symmetric subspace of the remaining max(N−2M, 0) spins must be at least(
min(M,N−M)+d−1
d−1
)
, i.e. N ≥ 3M (since N > M). 2.
A trivial example of the economy of cloning is the case of M = 1. We now know that an
ancilla, often known as an ‘anti-clone’ [33], is required for N = 2. For N ≥ 3, we have to find
a symmetric state that has partial trace on a single spin of the maximally mixed state:
|Φ〉 = 1√
d
d−1∑
i=0
|i〉⊗(N−M) .
Such choices are not unique [34]. Nevertheless, it seems that economical cloning is an unusual
property. For d = 2, we can construct states for M = 2, 3 and N = 3M . For instance,
√
3 |Φ〉 = |00〉 |01〉+ |10〉√
2
+
|01〉+ |10〉√
2
|00〉+ |11〉 |11〉
is permutation invariant and has the requisite Schmidt basis for M = 2. Meanwhile,
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Lemma 13 For d = 2 and M ≥ 4, economical universal cloning is impossible.
Proof. It is sufficient to prove that for M = 4 and N ≥ 12 economical universal cloning
is impossible, because if the partial trace of |Φ〉 〈Φ| onto just four qubits does not give the
projector onto the symmetric subspace, then the partial trace onto any larger number of
qubits cannot give a projector onto the symmetric subspace (because that projector’s partial
trace would, itself, be a projector onto the symmetric subspace). We write
|Φ〉 =
N−4∑
i=0
αi
∣∣∣φ(N−4)i 〉
where the states
∣∣∣φ(N−4)i 〉 are the uniform superpositions of i |1〉 states (a basis of the sym-
metric subspace of N−4 qubits). We require that ∑i |αi|2 = 1 and that αi ≥ 0 for all i (since
the maximum eigenvector must have non-negative coefficients). Now examine the Schmidt
decomposition of the states
∣∣∣φ(N−4)i 〉:∣∣∣φ(N−4)i 〉 = min(i,4)∑
j=max(0,i+8−N)
(
4
j
)(
N−8
i−j
)(
N−4
i
) ∣∣∣φ(4)j 〉 ∣∣∣φ(N−8)i−j 〉 .
So, if two terms αi and αk are non-zero (i 6= k), they yield an off-diagonal term in TrN−8 |Φ〉 〈Φ|,
as written in the basis of the symmetric states, whenever there exist j and l such that
i − j = k − l within their appropriate summation ranges. If such a term arises, at least
one of αi, αk must be 0 for the state to be diagonal in the symmetric basis. In particular, for
i = 4, . . . , N − 8, this imposes that αi = 0 because these states |φi〉 give off-diagonal terms
with every other possible state. Thus, to ensure a diagonal outcome, we either pick αi = 0
or all αk = 0 for k 6= i. In the latter case, it is easy to verify that TrN−8 |φi〉 〈φi| 6= P 4sym.
A similar analysis continues between all the i = 0, 1, 2, 3, where we conclude that only one
of them can be non-zero to ensure that the output is diagonal. And, again, for all the
i = N − 8 + 1, . . . N − 4. So, let us pick i ∈ {0, 1, 2, 3} and j ∈ {N − 7, N − 6, N − 5, N − 4} to
be αi and αj are the only non-zero terms. What are the matrix elements of the |0000〉 〈0000|
and |1111〉 〈1111| components of the reduced state of |Φ〉 〈Φ|?
|αi|2
(
N−8
i
)(
N−4
i
) |αj |2 (N−8j−4 )(N−4
j
) ,
both of which need to be 1/5 in order to get the projector on the symmetric subspace.
However, we also require the normalization condition for |Φ〉:
|αi|2 + |αj |2 = 1
5
((
N−4
i
)(
N−8
i
) + (N−4j )(
N−8
j−4
)) = 1.
By iterating through all possible values of i, j and solving the equation for N , we find that
there is never an integer value of N that is a valid solution. 2.
4 Linear Constraints on Cloning
The contents of Thm. 3 describe the reduction of the quadratic constraints for specifying
fidelities down to linear ones, which reduce the complexity of solution of the system. These
are inspired by the derivation of fidelity relations if M = 1 and L = 1 or N − 1 in Sec. 2.3.
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4.1 1→ N cloning
The essential feature of these derivations of optimal cloning fidelities in Sec. 2.3 was the
implicit ability to find linear combinations of the matrices G
(M)
y and G
(M)
0 that are rank 1.
This lets us reduce the quadratic constraints βTGyβ = Fy to linear ones on the {βx}: if there
exists a set of coefficients {gy} such that
g0G0 +
∑
gyGy = Γ · ΓT
where Γ is a unit vector, then
ΓTβ =
√
g0 +
∑
gyFy.
Lemma 14 In (1, L,N) cloning, there exist values g0, g1, g2 ∈ R that yield a rank 1 projector
P1 = g0G0 + g1G
(M,L)
(1,0,0,...,0) + g2G
(M,L)
0 .
Proof. We observe that each of the 3 matrices G0, G
(M,L)
(1,0,0,...,0), G
(M,L)
0 has the form
G0 =
1
d
(|1〉+√N − 1 |j〉)(〈1|+√N − 1 〈j|) + d− 1
d
1
G
(M,L)
(1,0,0,...,0) = a1 |1〉 〈1|+ a2(|1〉 〈j|+ |j〉 〈1|) + a3 |j〉 〈j|+ a01 (12)
G
(M,L)
0 = a4(|1〉+
√
N − 1 |j〉)(〈1|+√N − 1 〈j|) + a51
where |j〉 = ∑Nn=2 |n〉 /√N − 1 and we are using an index n ∈ [N ] in place of a bit string of
length N with a single entry 1 at position n, and
a0 = a2 − a3
a1 =
(
N−1
L−1
)(
d+L−2
d−1
) − a0
a2 =
(
N−1
L−1
)
N − 1
(
L− 1(
d+L−2
d−1
) + N − L(
d+L−1
d−1
))
a3 =
(
N−1
L−1
)(
N−1
2
) ( (L−12 )(
d+L−2
d−1
) + (L− 1)(N − L)(
d+L−1
d−1
) + (N−L2 )(
d+L
d−1
) )
a4 =
(
N
L
)(
N
2
) ( (L2)(
d+L−2
d−1
) + L(N − L)(
d+L−1
d−1
) + (N−L2 )(
d+L
d−1
) )
a5 =
(
N
L
)
N
(
L(
d+L−2
d−1
) + N − L(
d+L−1
d−1
))− a4.
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Any linear combination also has the form of Eq. (12), such that by judicious choice of {gi},
a rank 1 projector of the form Γ = γ1 |1〉+ γ2
√
N − 1 |j〉 results, where γ1 6= γ2 and
g0
d
+ g1a1 + g2a4 = γ
2
1
g0
d
+ g1a3 + g2a4 = γ
2
2
d− 1
d
g0 + a5g2 + g1a4 = 0
γ21 + (N − 1)γ22 = 1(g0
d
+ g1a2 + g2a4
)2
= γ21γ
2
2 .
Provided g1 6= 0, the last condition reduces to the linear one
g0
a1 + a3 − 2a2
d
+ g1(a1a3 − a22) + g2a4(a3 − a2) = 0.
It can only be the case that γ1 = γ2 if a1 = a2. This is equivalent to
a2 =
(
N−1
L−1
)(
d+L−2
d−1
) ,
which further simplifies to (N − L)(d − 1) = 0. Hence, provided L 6= N (whose solution is
already known), we know that γ1 6= γ2. 2.
Consequently, we can write that
γ2
N∑
m=1
βm + (γ1 − γ2)βn =
√√√√g0 + g1 ∑
y∈Λ
y1=1
Fy + g2
∑
y∈Λ
Fy. (13)
Given that γ1 6= γ2, an equivalent but independent condition can be derived for each of the
N sites (singling out a different βn). By summing all of these, we get
((N − 1)γ2 + γ1)
∑
m
βm =
N∑
n=1
√√√√g0 + g1 ∑
y∈Λ
yn=1
Fy + g2
∑
y∈Λ
Fy,
and hence we can calculate each of the individual βn in terms of the fidelities. With the βn
in place, we simply have to verify if all the cloning fidelities, and the normalization condition,
are satisfied. For L = 1, N − 1, there are no outstanding quadratic conditions aside from
normalization, and the previous results are recovered.
For 1 < L < N − 1, we consider our original problem, which can be phrased as the
satisfiability problem
min
βTG0β=1
βTGyβ=F˜y ∀y
F˜y≥Fy ∀y
1,
where Fy are the target fidelities and the free parameters are the
(
N
M
)
parameters βn and the(
N
L
)
parameters F˜y. By replacing the
(
N
L
)
quadratic conditions with N linear ones (in βn),
just derived, the problem becomes convex, and hence efficiently solvable [21] but misses out
some of the constraints – satisfaction is necessary but not sufficient.
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4.1.1 Consistency Relations
This situation can be improved by verifying the existence of consistency conditions between
the fidelities. These will yield further linear relations that can be incorporated into the
initial solution, meaning that there will only be
(
N
2
)−N quadratic constraints left to verify,
independent of L (the forthcoming Lemma will return a space of
(
N
2
)
quadratic constraints
that need to be verified but Lemma 14 allows a further N to be removed).
Lemma 15 Define the
(
N
2
) × (NL) matrix X as 〈x|X |y〉 = δx·y=2 where x, y ∈ {0, 1}N and
wx = 2, wy = L. Any v ∈ Ker(X) satisfies
∑
y∈Λ vyGy = 0.
Proof. We need to calculate both the diagonal
〈n|
∑
y∈Λ
vyGy |n〉 = 1(d+L−1
d−1
) ∑
y∈Λ
vy
(
1 + yn
d− 1
L
)
and off-diagonal, 〈n|∑y∈Λ vyGy |m〉 :
1(
d+L
d−1
) ∑
y∈Λ
vy
(
1 + (yn + ym)
d− 1
L+ 1
+ ynym
d(d− 1)
L(L+ 1)
)
matrix elements. Both are 0 due to the relations
1(
L
2
) ∑
x∈{0,1}N :wx=2
〈x|X |v〉 =
∑
y
vy = 0
〈n,m|X |v〉 =
∑
y
ynymvy = 0
1
L− 1
∑
m6=n
〈n,m|X |v〉 =
∑
y
ynvy = 0
since v is in the Null space of X, and we have used |n,m〉 as a synonym for a weight-2 binary
string where the 1s are at sites n 6= m. 2.
Any optimal set of fidelities {Fy}, expressed as a vector F , must satisfy v · F = 0 for all
v ∈ Ker(X), which yields (NL)− (N2 ) independent conditions. We can therefore formulate our
best solution to the cloning problem as a convex optimization problem [21] to satisfy
d(γ1 − γ2)2 + (d− 1)
(
Ng0 +
Ng2
L
q + g1q
)
=∑
n
√
g0 + g1Fn +
g2
L q
((N − 1)γ2 + γ1)2
(
(γ1 − γ2)2 − (d− 1)γ2(Nγ2 + 2(γ1 − γ2))
)
(the normalisation condition) subject to the constraints
Fn =
∑
y:yn=1
F˜y
q =
N∑
n=1
Fn
0 = Ker(X) · F˜
F˜ ≥ F
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This is a necessary condition for cloning – if it cannot be satisfied, cloning is impossible.
If there is a satisfying assignment, then the βn need to be derived so that the remaining
conditions can be checked. If all are satisfied, cloning is possible, and the fidelities F˜y are
attained. If not, the question is unresolved. The remaining conditions do not appear to reduce
to linear ones, but are readily specified. If we use G
(M,L)
a,b as a synonym for G
(M,L)
y when y is
of weight 2, with ya = yb = 1 (a 6= b), and pick any 4 distinct sites (N ≥ 4), then
βT (Ga,b +Gc,d −Ga,c −Gb,d)β = 2(d− 1)(βa − βd)(βb − βc)
(d+ L)
(
d+L−1
d
) . (14)
Recalling Eq. (13), we can easily evaluate terms such as βa−βd, and hence we have a whole new
set of (non-convex) consistency conditions to verify. If we think of Fa,b+Fc,d−Fa,c−Fb,d as an
inner product vabcd ·F , then one just has to pick 12N(N−3) linearly independent variants of v,
and all necessary conditions have been checked (this is the dimension of the space comprised
of all possible vectors v, and is orthogonal to the vectors v˜ for which v˜ · F = Fn).
To see that the main (normalization) condition is convex, observe that for sufficiently large
N , 1− 2√αγd− (d− 1)(N − 2)γ is certainly negative, and
Lemma 16 The function
fN (x) =
(
N∑
n=1
√
xn
)2
is concave.
Proof. We use a proof by induction to show that fN (αx+βz) ≥ αfN (x) +βfN (z). For the
base case, we examine N = 1:(√
αx1 + βz1
)2
≥ α(√x1)2 + β(√z1)2,
which is straightforward. Now we make the inductive step. Consider
fN (αx+ βz) =
(√
fN−1(αx+ βz) +
√
αxN + βzN
)2
,
assuming that fN−1(αx + βz) ≥ αfN−1(x) + βfN−1(z). We simply need to show that the
left-over terms are positive, i.e.√
(αxN + βzN )fN−1(αx+ βz) ≥ α
√
fN−1(x)xN + β
√
fN−1(z)zN
Square, and again apply convexity. This is equal to(√
xNfN−1(z)−
√
zNfN−1(x)
)2
≥ 0,
which is clearly true. 2.
4.2 2 ≤M ≤ N − 2 Cloning
For M = 1, N − 1, we can completely solve certain special values of L, and are left with
only a modest number of constraints to verify in other cases (computationally, resolution of
whether cloning is possible may still be a hard problem, but the more constrained it is, the
more effectively we can witness the feasibility of cloning). However, for other values of M ,
there is no equivalent to Lemma 14.
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Lemma 17 For (M,L,N) cloning then if N ≤ 2M or M is even, and N > M + 1, there are
no linear combinations
P := g0 +
∑
y∈Λ
gyGy
which are non-trivial rank 1 projectors.
Proof. Central to our proof is the observation that for any 4 bit strings z1 to z4 of
equal weight (M), if z1 ∪ z2 = z3 ∪ z4, then 〈z1|P |z2〉 = 〈z3|P |z4〉 because it must be that
z1 · z2 = z3 · z4 and z¯1 ∩ z¯2 = z¯3 ∩ z¯4.
Assume that P = |v〉 〈v| for some vector |v〉. For any state |ψ〉, P |ψ〉 ∝ |v〉. Select two
different basis states z1, z2 such that
1
2M ≤ z1 · z2 < M . We know that
P |z1〉 ∝ P |z2〉 .
However, look at a basis element |x〉 for which x¯ · (z1 ⊕ z2) = 0 (i.e. x ∪ z1 = x ∪ z2). By
our observation, 〈x|P |z1〉 = 〈x|P |z2〉. Hence, either 〈x|P |z1〉 = 0 (i.e. either P |x〉 = 0 or
P |z2〉 = 0 for P to be rank 1) or P (|z1〉 − |z2〉) = 0.
There must be at least one value z1 for which 〈v|z1〉 6= 0, so start there. It is either that
〈v|z1〉 = 〈v|z2〉, or P |x〉 = 0 for all compatible x. Pick a specific x for which x · (z1 ∪ z2) = M
and x¯·(z1⊕z2) = 0. There is always at least one such x. This choice means that z1∪x = z1∪z2
so that, by our observation,
〈z1|P (|z2〉 − |x〉) = 0,
but now we know that P |z1〉 6= 0 by assumption, so either P |z2〉 = P |x〉 = 0 or 〈v|z1〉 =
〈v|z2〉 = 〈v|x〉. Ultimately, this propagates – either 〈v|z1〉 = 〈v|z2〉 for all z2 : z2 · z1 ≥ 12M or
P |z2〉 = 0 for all z2 : 12M ≤ z2 · z1 < M .
However, we can now use our observation again. For any arbitrary z2, and the z1 that we
fixed, if M is even or N ≤ 2M , there always exist z3 and z4 such that z1 ∪ z2 = z3 ∪ z4 and
z1 · z3 ≥ 12M , z1 · z4 ≥ 12M (If M is odd and N > 2M , then for z2 : z1 · z2 = 0, there are no
suitable choices of z3, z4). The only possible solutions to this are that for some t : wx = K
(K ≥M),
|v〉 = 1√(
K
M
) ∑
z:wz=M
z·t=M
|z〉 .
Of course, we already know that in the case of N = M + 1, it is possible to find linear
combinations for which K = M (i.e. a projector on a single basis state). So, we aim to show
that this is impossible for larger values of N . Consider an arbitrary permutation pi of the
N -bit strings. If we take a sum of the relation
|v〉 〈v| = g0G0 +
∑
y
gyGy
over all such permutations, we find that
1(
N
K
)(
K
M
) ∑
x,z
|x〉 〈z| (N−2M+x·zN−K ) = g0G0 +
∑
y gy(
N
M
) G(M,L)0 .
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All these matrices have matrix elements which depend only on the values x · z, and we thus
have a set of simultaneous equations(
K−M
M−q
)(
N−M
M−q
) = 1(
M+d−1−q
d−1
) g˜0 + 1(2M+d−1−1
d−1
)gL
to be satisfied, for q = max(0, 2M−N) . . .M . Note that, under the conditions of the theorem
(N > M + 1 and M ≥ 2), this means that there are at least 3 separate equations to satisfy,
and only two free parameters to select, and thus cannot be solved in general. Indeed, since
K only appears on the LHS of the equation, it must be that for any given M,N , there is no
more than one compatible value of K. For simplicity, we have assumed that L = M , and
have made the replacements g˜0 =
(
N
M
)
g0, gL =
(
N+d−1
M
)∑
y gy.
In the case where N ≤ 2M , we start by considering the possibility that K ≤ 2M − 2
(the choice of L is irrelevant here). In this case, q = 2M − K − 1 and q = 2M − K − 2
are both valid values, and mean that the left-hand side of the equation is 0 in both cases.
Hence, g˜0 = gL = 0. This is clearly incompatible with any instance where the left-hand side
is non-zero, such as q = M . Only the special cases of K = N − 1, N remain. For K = N ,
take the cases q = M,M − 1,M − 2, and solve simultaneously between the equation pairs
M,M − 1 and M − 1,M − 2 to derive two possible solutions for gL. These are
gLM
d
=
(
M + d
d
)
=
(
M + d− 1
d
)
,
which are clearly never equal, so there is no satisfying assignment. The equivalent expression
for K = N − 1 is
gLM(d− 1)(N −M)
d
(
M+d−1
d
) = M + d
M
((N −M)(d− 1)− d)
= (N −M − 1)(d− 1)− d− 1,
which would require
d =
N − 2M − 1
N −M − 2 ,
but d ≥ 2, so this cannot happen.
To analyse larger values of N , we first observe that our existing arguments automatically
cover the case K ≤ 2M − 2. We can thus restrict to the range 2M − 1 < K. In a similar
vein to before, we consider cases of q in pairs, but now it’s q = 0, 1 and q = 1, 2, which we are
assured exist due to N > 2M . We find that
gL
M(d− 1)(K−MM−1 )(
N−M
M−1
)(
2M+d
d
)
d
= (M + 1)
(
K − 2M + 1
N − 2M + 1 −
M + d
M + 1
)
=
(2M + d+ 1)(M + 2)
2M + 1
(
1− M + d+ 1
M + 2
N − 2M + 2
K − 2M + 2
)
.
This equality can be rewritten as
K − 2M + 2
N − 2M + 1
2M + 1
2M + d+ 1
− 1 = N −M + d− 1
(M + d)(N − 2M + 1)− (M + 1)(K − 2M + 1) .
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The left-hand side is negative, while the right is positive. Satisfaction is impossible. 2.
However, we do still benefit from a generalization of Lemma 15.
Lemma 18 Let 2M < L < N−2M . Define the ( N2M)×(NL) matrix X as 〈x|X |y〉 = δx·y=2M
where x, y ∈ {0, 1}N and wx = 2M,wy = L. Any v ∈ Ker(X) satisfies
∑
y∈Λ vyGy = 0.
Proof. Again, if Y =
∑
y∈Λ vyGy, then we must consider the diagonal, 〈x|Y |x〉 and
off-diagonal elements 〈x|Y |z〉. We have that
〈x|Y |x〉 =
M∑
q=0
1(
M+L+d−q−1
d−1
) ∑
y:y·x=q
vy
〈x|Y |z〉 =
2M−x·z∑
q=0
1(
M+L+d−q−1−x·z
d−1
) ∑
y:y·(x∪z)=q
vy,
so all we need to know is that for all q = 0, 1, . . . , 2M ,
∑
y:y·x=q vy = 0 when x ∈ {0, 1}N :
wx = q. Pick any such x, then
〈x|X |v〉 = 0 =
∑
y:x·y=2M
vy
by definition. This proves a base case for induction. Now assume that
0 =
∑
y:x·y=q
vy
for all k + 1 ≤ q ≤ 2M , and we aim to prove it for the value k. Consider
0 =
∑
z∈{0,1}N
wz=2M
z·x=k
〈z|X |v〉 =
∑
z:z·x=k
∑
y:z·y=2M
vy
=
2M∑
q=k
(
2M
k
)(
N−2M
2M−k
)(
2M−k
q−k
)(
N−4M+k
L−2M+k−q
) ∑
y:y·x=q
vy.
Using our prior assumption, the desired result is clear, and the inductive step is proven. 2.
Hence, our general problem is reduced from
(
N
L
)
quadratic constraints to
(
N
2M
)
quadratic
ones, with the difference being made up by linear constraints.
5 Computational Complexity of Cloning
Ultimately, we would like to be able to answer the question “Given a set of fidelities {Fy} for
y ∈ Λ ⊆ {0, 1}N , is cloning possible with these fidelities?”. This yes/no question lends itself
to an analysis of its computational complexity. For any family of sets Λ(N) for increasing N ,
a solution is easily verified – we can be given a proof in the form of a set of {βx}, and all we
have to do is verify the normalization condition, and evaluate the achieved fidelities. The run
time of such a check is polynomial in the size of the problem instance |Λ|. (Note that, unless
M is finite, this does not necessarily mean that the run time is polynomial in N .) Thus, the
problem is contained within the complexity class NP.
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The fact that our computational problem is necessarily phrased as a non-convex optimiza-
tion problem suggests that it is a hard problem (assuming P6=NP), and we conjecture that the
problem is NP-complete, but have no proof. While the matrices of Eq. (14) are reminiscent of
those in [35], in fact it is not even clear that large N scaling is an interesting question, because
we know that if all clones have to have non-trivial fidelities, the optimal strategy must tend
towards the best classical strategy (measure and reproduce the measurement result) on all but
a finite subset of the inputs and outputs (this is reminiscent of the behaviour emerging from
the case study of 2 → 4 cloning of qubits in section 2.4). Of course, there may be subtleties
of the attainable fidelities, but these could easily lie at the the limit of being so subtle as to
be irrelevant. As such, the issue of computational complexity remains open.
6 Quantum Circuits for Asymmetric Cloning
Let us assume that we have found that a particular set of fidelities is achievable, and hence
have a corresponding set of parameters {βx}. How is cloning implemented? In principle, we
know the unitary operation that we could implement – it’s specified in Lemma 11, but we
don’t have an explicit circuit construction for it to show that it can be efficiently implemented.
Previously [14], it has been suggested that the optimal cloner could be implemented by
applying a superposition of different swap operations: start with the state
∣∣B(M)〉 |Φ〉 and,
with amplitude βx, swap the spins 1 to M with those specified by the bit string x in order
to produce
∑
x βx |Bx〉 |Φ〉x¯. However, the construction of Wang et al. [14] was only a
sketch: it did not contain an efficiency analysis. Moreover, the implementation was necessarily
probabilistic. This is inappropriate for quantum cloning because, with only one set of input
states, there is no option to repeat until successful. For this reason, we do not give an explicit
construction, but it is closely related to the next construction.
In any case, a far better construction is to make the state |χ〉 and to teleport the input
states into the input spins. While this will use a similar technique to create the state, the
advantage is that the probabilistic part of the algorithm can be allowed to fail as it doesn’t
affect the state to be cloned, and can therefore be run using a repeat-until success strategy.
The teleportation protocol runs as follows: one starts with the M input copies of state |ψ〉
on system IN′, and implements a Bell measurement on the symmetric subspaces of IN′ and
IN, i.e. projecting onto the basis
|ψab〉 = 1√(
M+d−1
M
)(
M+d−1
d−1 )−1∑
i=0
ωia
∣∣φIN’i 〉 ∣∣∣φINi+b mod (M+d−1M )〉
where ω = e2pii/(
M+d−1
M ) and a, b = 0, 1, . . .
(
M+d−1
M
) − 1. If the result is a = b = 0, then the
teleportation protocol works exactly as intended, and the clones appear on the output space
OUT. Otherwise, a correction operation is required which maps states∑
x
βxω
−ia
∣∣∣φx
i+b mod (M+d−1M )
〉
|Φ〉x¯ 7→
∑
x
βx |φxi 〉 |Φ〉x¯ .
This is unitary by construction.
The required unitary is closely related to that for the unitary implementation of cloning
and, as such, we do not have a general method for its construction (or an efficiency analysis).
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However, for the special case of M = 1, the corrective gates are particularly simple – each
different Bell state projection effectively implements teleportation with a different single-qubit
rotation applied to it (for d = 2, these are just the standard Pauli operators), and so the
cloned states are just the ideal clones with those same rotations applied. They can therefore
be removed by transversal application (i.e. simultaneous application to each of the N output
spins) of the corresponding inverse operation. Indeed, for general M we can compensate for
the different a answers in this way, although the b answers are not so easily compensated.
However, even if we just proceeded to post-select on a b = 0 result, there would be a success
probability of 1/
(
M+d−1
d−1
)
, which is better than the success rate of the previous method.
To construct the desired state |χ〉 (in fact, we will give the construction for the mixed
state described in Corollary 5), we first produce a state |χ0〉:∑(M+d−1d−1 )−1
i=0
∑(N−M+d−1d−1 )−1
j=0
∣∣φINi 〉 ∣∣φMi 〉 ∣∣φN−Mj 〉 ∣∣φN−Mj 〉√(
M+d−1
d−1
)(
N−M+d−1
d−1
)
where the last set of N −M spins are ancilla systems A that one should trace over to return
the desired mixed state (although keeping the ancillas is probably useful for applying the
compensatory rotations to account for the different measurement results). This is easy since
we can start from a GHZ-like state and can convert between computational basis states and
symmetric states [36]. Next, we need to produce a state
|β〉 =
∑
x βx |x1〉 |x2〉 |x3〉 . . . |xM 〉√∑
x β
2
x
,
where we use |xn〉 to denote a set of dlog2Ne qubits containing a binary representation of the
value m where the mth bit of x is the nth 1 in the string (to avoid confusion when swapping
different sites, one should make the small modification that any bits m in x which are 1 and
m ≤ M must be specified as xm = m). For fixed M , since there are only
(
N
M
)
terms βx, the
probability distribution β2x can be efficiently integrated. Thus, |β〉 is easily constructed [37].
Next, we take |β〉 |χ0〉 and apply controlled-swaps controlled off the spins of the |β〉 system.
In essence, if |xn〉 takes value m then apply a swap between spins n and m of the output
space in system |χ0〉. Therefore, we have produced the state∑
x βx |x1〉 |x2〉 |x3〉 . . . |xM 〉√∑
x β
2
x
×
∑(M+d−1d−1 )−1
i=0
∑(N−M+d−1d−1 )−1
j=0
∣∣φINi 〉 |φxi 〉 ∣∣φx¯j 〉 ∣∣φAj 〉√(
M+d−1
d−1
)(
N−M+d−1
d−1
) .
Now we project all the |β〉 qubits onto the state |+〉 = (|0〉+ |1〉)/√2. If successful, the output
state is that desired,
∑
x
βx
∑(M+d−1d−1 )−1
i=0
∑(N−M+d−1d−1 )−1
j=0
∣∣φINi 〉 |φxi 〉 ∣∣φx¯j 〉 ∣∣φAj 〉√(
M+d−1
d−1
)(
N−M+d−1
d−1
) ,
and this happens with a probability
1
NM
∑
x β
2
x
.
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Since 1 =
∑
x,z βxβz/
(
M+d−1−x·z
d−1
) ≥ ∑x β2x, this probability is no smaller than N−M . For
fixed M , a polynomial number of repetitions produces the target state.
7 Conclusions
This paper has demonstrated necessary and sufficient conditions for optimal 1 → N (L =
1, N − 1) and N − 1 → N universal cloning. In principle, these conditions can be used for
bounding many-body correlations in a quantum system. We also explored why the cases of
2 ≤ M ≤ N − 2 are more challenging – the conditions are necessarily formulated as non-
convex constraints (whereas those that we have been able to solve can be reduced to linear
constraints, which are consequently convex). We conjecture that, in such cases, the cloning
problem is NP-complete to resolve, and anticipate that the formulation provided in this paper
should prove a suitable starting point for such studies of the computational complexity.
Appendix A
We study the spectral properties of the matrices G
(M)
0 which, while only tangentially
relevant to the main text, may prove useful for future investigations.
Lemma A.1 For a fixed N , consider a matrix
G(M) =
∑
x,z:wx=wz=M
f
(M)
x·z |x〉 〈z| .
If λ is an eigenvalue of G(M) of degeneracy g and
λ˜ =
(M + 1− k)f (M+1)k+1 + (N − 2M − 1 + k)f (M+1)k
(M + 1− k)f (M)k + kf (M)k−1
is independent of k, then λλ˜ is an eigenvalue of G(M+1) with degeneracy g. If N > 2M , then
there are
(
N
M+1
)− (NM) additional (degenerate) eigenvalues given by(
N
M+1
)
f
(M+1)
M+1 − λ˜
(
N
M
)
f
(M)
M(
N
M+1
)− (NM) .
Recursive calculation of the eigenvalues starts from M = 0 with a single eigenvalue of f
(0)
0 .
Proof. Let
∣∣λ(M)〉 = ∑y:wy=M λy |y〉 satisfy G(M) ∣∣λ(M)〉 = λ ∣∣λ(M)〉. We aim to prove that∣∣∣λ(M+1)〉 = ∑
x∈{0,1}N
wx=M+1
∑
y∈{0,1}N
wy=M
x·y=M
λy |x〉
satisfies G(M+1)
∣∣λ(M+1)〉 = λ˜λ ∣∣λ(M+1)〉. Since ∣∣λ(M)〉 is an eigenvector of G(M) then,
λλy =
∑
x˜:wx˜=M
λx˜f
(M)
x˜·y ∀y : wy = M.
Selecting an x with wx = M + 1, then
λ
∑
y:wy=M
x·y=M
λy =
∑
y:wy=M
x·y=M
∑
x˜:wx˜=M
λx˜f
(M)
x˜·y
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Upon performing the sum over y first, we have to consider that the difference between the
string x and any choice of y is a single site (which is a 1 for string x and a 0 for y), so there
are M + 1 different strings y, but this means that x · x˜ and y · x˜ must either be the same, or
differ by 1. Hence,
λ
∑
y:wy=M
x·y=M
λy =
∑
x˜:wx˜=M
λx˜
(
(M + 1− x · x˜)f (M)x˜·x + x · x˜f (M)x˜·x−1
)
(A.1)
With this relation in place, we can proceed to look at the case of M + 1. We need to prove
that for all x : wx = M + 1,
λλ˜
∑
y:wy=M
x·y=M
λy=
∑
z:wz=M+1
∑
y:wy=M
z·y=M
f
(M+1)
x·z λy
We reorder the two sums,
RHS =
∑
y:wy=M
∑
z:wz=M+1
z·y=M
λyf
(M+1)
x·z
=
∑
y:wy=M
λy
(
(M + 1− x · y)f (M+1)x·y+1 + (N − 2M − 1 + x · y)f (M+1)x·y
)
Provided λ˜ is independent of the value k ≡ x · y, this is as desired.
When N > 2M , increasing the value of M increases the number of eigenvalues. If all the
additional eigenvalues take on the same value, this value must be given by
Tr(G(M+1))− λ˜Tr(G(M))(
N
M+1
)− (NM) =
(
N
M+1
)
f
(M+1)
M+1 − λ˜
(
N
M
)
f
(M)
M(
N
M+1
)− (NM)
Proving that all the new eigenvalues are the same requires more careful consideration. Define
the matrix
GT =
∑
x,z∈{0,1}N
δwx,wzf
(wx)
x·z |x〉 〈z| ≡
N⊕
M=0
G(M),
which effectively corresponds to a Hilbert space of N qubits. Obviously, the different values of
wx (the separate G
(M)) define excitation subspaces, i.e. GT commutes with the JZ operator
for N qubits. Furthermore, GT is invariant under permutations of those N qubits: for a
permutation pi acting on bit strings, (pix) · (piz) = x · z. So, GT also commutes with the total
angular momentum operator J2, and we know it must therefore decompose into a structure
of the form (given explicitly for even N [38])
N/2⊕
j=0
Mj ⊗ 1
where the 1 term associated with the index j is of dimension(
N
N
2 − j
)
−
(
N
N
2 − j − 1
)
.
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So, we can clearly identify the ‘new’ eigenvalues appearing for a particular value ofM = 12N−j
as being the first instance of the Mj subsystem (which populates the wx = 12N − j to
1
2N + j excitation subspaces), and therefore have the correct degeneracy to all have the same
eigenvalue. 2.
Corollary A.1 The eigenvalues of matrix G
(M)
0 are(
d−2+k
k
)(
N+d−1
M
)(
M+d−1
M
)(
N+d−1
k
) k = 0, . . .M
with degeneracy
(
N
k
)− ( Nk−1).
Proof. With f
(M)
k =
1
(M+d−1−kd−1 )
, it turns out that λ˜ = N−M−1+dM+d , and the conditions of
Lemma A.1 are satisfied. 2.
Corollary A.2 The inverse of G
(M)
0 is given by
G−10 =
(d+M − 1)(N + d−M − 1)
(d− 1)(d+N − 1)
∑
x,z
(−1)M+x·z |x〉 〈z|(
d+N−2
M−x·z
) .
Proof. Again, the conditions of Lemma A.1 hold, now with λ˜ = M+d−1N+d−2−M , the inverse of
the scale factor for G
(M)
0 . 2.
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