We prove that the total chromatic number of any graph with maximum degree is at most plus an absolute constant. In particular, we show that for su ciently large, the total chromatic number of such a graph is at most + 10 26 . The proof is probabilistic.
Introduction
A total colouring of a graph G is an assignment of colours to its vertices and edges so that no two adjacent vertices have the same colour, no two adjacent edges have the same colour, and no edge has the same colour as one of its This concept was introduced independently by Behzad 5] and Vizing 22] , who each conjectured that any simple graph with maximum degree has a + 2 total colouring. Note that if true, this conjecture is tight as every such graph requires at least + 1 colours and there are some graphs such as K +1 , odd, which require + 2 colours. Kilakos and Reed 15] have shown that the fractional total chromatic number is at most +2. For more information on total colouring, see the recent book by Yap 23] .
The rst + o( ) bound on the total chromatic number of such a graph was +2 p , due to Hind 11] . More recently, H} aggkvist and Chetwynd 10] have improved this bound to + 18 1=3 log(3 ). In 13], Hind, Molloy and Reed improve this bound further to +poly(log ). Brualdi 6] and Alon 1] asked whether the total chromatic number of such graphs is at most + C for some absolute constant C. Here Remark 1.2 We do not attempt to optimize our constant C, prefering rather to choose a value which provides a simpler presentation. In fact, by adding a few more intricacies to our proof, and being a little more careful in our calculations, we can obtain C = 500, and this technique will probably yield C near 100. However, it does not appear that this technique will yield a value of C which is very close to 2, say less than 10.
We make no attempt to nd the neccessary lower bound on , only insisting that satis es various implicit conditions. Note that, using for example the aforementioned result of Hind If does not grow too quickly with n, say = o(log 1=3 n) (for example if is xed) then the technique of Beck 4] can be applied to make the argument constructive, providing a polytime algorithm to nd a + C total colouring of our graph. See 19] or 20] for details.
In 13], we show that if we begin with any + 1 vertex colouring of G, satisfying a particular condition (where the existance of such a colouring is guaranteed in 12]), then we can always complete this colouring to a total colouring of G using at most + poly(log ) colours. Here, we take the opposite approach. We show that if we begin with any + 1 edge colouring of G, then we can essentially complete it to a total colouring of G using at most + C colours. By \essentially", we mean this: There will be a subgraph, R G called a reject graph, such that upon deleting the colours on the edges of R, we have a partial total colouring of G, using +1 colours, where only the edges of R are uncoloured. Furthermore, we will guarantee that R has maximum degree at most C ?2, and so by Vizing's Theorem, we can edge-colour R using C ? 1 new colours, thus obtaining our + C total colouring.
In 18], we show that for any simple graph G with maximum degree , if the neighbourhood of each vertex of G has at most (1? ) 2 edges for some > 0, then (G) (1 ? ) , for some = ( ) > 0. Reed 21] If the neighbourhood of each vertex of G had at most (1 ? ) 2 edges, then we would be able to complete our total colouring of G in a manner similar to that in 18]. Of course, this is not always the case. However, we can make use of a partition, introduced in 21], of V (G) into S 1 ; : : : ; S`; H, such that each vertex of H, has at most (1? ) 2 edges in its neighbourhood, and for each i, the number of edges across the cut (S i ; G ? S i ) is small.
We will generate our vertex colourings in a random fashion. Several times in this paper, we will make use of the following tools of the Probabilistic Method.
!
For more details on this corollary and an excellent discussion of Martingale arguments see either 16] or 2]. Remark 1.4 We often apply this corollary to show concentration of variables which are functions of random permutations. Typically, these applications have the following avour. Suppose Z is a function of a random permutation : W ! U, where W = fw 1 ; :::; w n g. We choose our permutation by selecting for each w i in turn, a random member of U from amongst those not previously selected. We let the event Y i denote this choice, and note that if for all j > i, the maximum e ect on Z of swapping the values of ( Many times throughout the paper, we need to simplify expressions involving terms of the form n k . The following inequality, which is easily veri ed will be very useful: n k ! en k k :
If A; B are disjoint subsets of the vertices of a graph G, we denote by E G (A; B) or E(A; B) the set of edges of G with one endpoint in each of A; B. We denote by G the complement of a graph G, and for any subgraph H G, we denote by S the complement of H. If S is a subset of the vertex set of G, then when no confusion is possible we sometimes abuse notation and use \S" to also refer to the subgraph induced by S. Thus S refers to the complement of the subgraph induced by S. For any vertex v, N(v) is the neighbourhood of v and for each S V (G), deg S (v) = N(v) \ S. If for each w in a ground set W, we have a set F(w) U, then for each u 2 U, we denote by F ?1 (u) the set fw 2 W : u 2 F(w)g.
Throughout the paper, we assume G to be -regular, since it is straightforward to show that any graph with maximum degree is a subgraph of a -regular graph (see for example 21]). We only claim statements to be valid for su ciently large . We often use the notation (X) to mean an expression which is asymptotic to zX where z is some implicit positive constant. In general, for the sake of presentation, we omit bc and de signs. All logarithms have base 2.
Throughout this paper, we introduce several new terms. For the aid of the reader, we provide an index at the end of the paper. 2 Isolating the Trouble-makers.
In this section we partition the vertices of G into S 1 ; : : : ; S`; H, such that (a) each vertex of H, has relatively few edges in its neighbourhood, (b) each S i is very nearly a clique, and (c) for each i, the number of edges across the cut (S i ; G ? S i ) is small. This partition was introduced in 21]. We include the details here for completeness. 5 
Dense Sets
We set = 10 ?6 , and we call a vertex x 2 V (G) dense if jE(N(x))j > (1 ? ) 2 . Otherwise x is sparse.
Given a dense vertex x, we can recursively de ne a (unique) set S x V (G) as follows. Initially set S x = N(x) fxg, and then 1. delete from S x any vertex y 2 S x with jN(y) \ S x j < 3 4 , until no such y remains, and then 2. add to S x any vertex y = 2 S x with jN(y) \ S x j > 3 4 , until no such y remains.
It is not hard to verify (see 21] ) that S x is uniquely de ned, i.e. that it does not depend on the order in which vertices are deleted or added, and that for any v 2 S x or u = 2 S x , jN(v) \ S x j 3 4 and jN(u) \ S x j < 3 4 .
We refer to S x as a dense set. The following basic facts about the structure of S x will prove to be useful: Lemma 2.1 (a) jN(x) ? S x j < 5 and jS x ? N(x)j < 2 , (b) ? 5 < jS x j < + 2 , (c) x 2 S x , (d) jE(G ? S x ; S x )j < 4 2 , and (e) jE(S x )j < 2 . Proof Suppose N(x)?S x = fu 1 ; : : : ; u s g where the vertices are listed in the order that they are removed from S x . Then deg N(x) (u i ) < 3 2 ) < 2 2 , yielding t < 2 (in fact t < 1:5 ) and thus proving (a).
(b) and (c) are merely trivial corollaries of (a), but worth stating, nevertheless.
Since x is dense, jE(G ? N(x); N(x))j < 2 . Every time a vertex is removed from S x , it increases the number of edges across this cut by at most 6 2 . Each time a vertex is added to S x , it decreases the number of edges across this cut, and so (d) follows from (a).
(e) follows by noting that jE(S i )j jE(N(x))j + t 2 + t 4 and recalling that we have shown t < 1:5 . 2
As we will now see, we can partition V (G) into a sequence of dense sets, and a sparse set containing no dense vertices, such that there are very few edges between sets.
Lemma 2.2 Let G be any -regular graph. We can partition V (G) into H; S 1 ; S 2 ; : : :; S`such that (a) for each 1 i `, S i = S x for some dense vertex x, and (b) for each dense vertex x, x 2 S i for some i. Proof To prove (a) and (b), it is enough to show that if x; y are both dense, then either S x \ S y = ; or y 2 S x (and so by symmetry x 2 S y ).
Suppose the contrary, i.e. y = 2 S x and S x \ S y 6 = ;, and consider any a 2 S x \ S y .
From Lemma 2.1(a), the size of the symmetric di erence of S x and N(x) is at most 7 . Thus, a sees at least 3 4 ? 7 vertices of N(x), and also of N(y). Therefore jN(x) \ N(y)j > 2 ? 14 > 4 .
Also, jN(x)\N(y)j < 3 4 +7 , since y = 2 S x , and so jN(x)?N(y)j > 8 . Thus, by the construction of S i , each member of X must be adjacent to at least 2 3 of these singleton components, and so at least one of them is adjacent to at least 2 3 of X. Therefore, its degree is at least ? 4 log 4 + 2 3 jXj, and so jXj < 6 log 4 .
(a) now follows from the fact that the vertex in any singleton component has degree at least jS i ? Xj ? 1 in G, since it is adjacent to every vertex in a di erent component C j .
(b) follows from the fact that each member of S i ? X has degree at least ? log 4 within S i , and so S i ? X K i . (c) is a straightforward corollary of (b).
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For each ornery S i , we de ne Overused i to be the set of colours which appear on at least ? log 10 edges of E(S i ; G ? S i ). When we eventually colour the vertices of S i , we will not use any colours from Overused i . In order to be able to do this, we need the following lemma. Lemma 2.6 For any ornery S i , jC i j ? Overused i + 1.
Proof Again, we consider the Tutte reduction of S i . Recall from the previous proof that there are at least ? 4 log 4 components C j of size 1. Every colour in Overused i must appear on an edge of E(S i ; G ? S i ) incident to at least ? log 10 ? (jS i j ? ( ? 4 log 4 )) of these components, and by Lemma 2.5(a) this number is at least ? 2log 10 . Furthermore, by Lemma 2.5(c), jOverused i j < 2 log 7 , and so the number of these components for which at least one colour in Overused i does not appear on an external edge from that component is at most 2 log 10 2 log 7 < ?4log 4 Through a slight abuse of notation, we continue to refer to the modi ed graph as G. We refer to the new edges and vertices as arti cial. These modi cations will be most important in Section 6.1. At the beginning of Section 6.2 all arti cial vertices and edges are removed, and G is returned to its original state.
These modi cations may alarm the reader, as they cause the maximum degree of G to increase. However, this will not pose a problem. For one thing, the arti cial edges will not be coloured in our total colouring. Furthermore, the degrees of the vertices increase just slightly, so little in fact, that we will still be able to nd a suitable + 1 colouring of G. Also every vertex which was originally sparse will still be nearly sparse. Recall that we begin with an arbitrary proper + 1 edge colouring of G, and our goal is to show that there exists a proper + 1 vertex colouring of G which does not con ict with the edge colouring too much.
Given the union of a proper edge colouring and a proper vertex colouring of G (where the two proper colourings possibly con ict with each other), we de ne the reject edges of G to be the set of edges which have the same colour as one of their endpoints. For any vertex v 2 V (G), we de ne the reject degree of v to be the number of reject edges incident to v, not counting the (at most one) such edge with the same colour as v. We de ne the reject graph to be the subgraph of G induced by the reject edges. Note that for any vertex v, the degree of v in the reject graph is at most the reject degree of v plus 1.
We will show that given any proper + 1 edge colouring, we can nd a proper +1 vertex colouring such that the maximum reject degree is C ?3. Thus, we will be able to recolour the edges in R using C ? 1 new colours, providing a + C total colouring of G.
We will nd our vertex colouring using a random colouring procedure. We will prove, using various tools of the probabilistic method, that with positive probability our procedure succeeds in nding a satisfactory colouring. Our procedure consists of four main phases:
We assign an initial random colour to nearly every vertex. To do this, we assign to each vertex in H a uniformly random colour, and we assign a random permutation of colours to the colour classes of each dense set.
There will almost certainly be some con icts. We resolve some of them by uncolouring a vertex in H if it has a neighbour of the same colour. All remaining con icts are between vertices in di erent dense sets. We consider these vertices to be only temporarily coloured, and we will recolour them during Phase 3. We also uncolour vertices if they cause the reject degree of a neighbour to grow too high.
Phase 2: Finishing the Dense Sets.
We randomly colour all the vertices in dense sets which did not retain a colour in the rst round. We ensure that the reject degree within the dense sets does not grow too high.
If a vertex receives the same colour as one of its external neighbours or one of its external edges, then we consider it to be temporarily coloured, and we will recolour it during Phase 3. Note that this prevents the appearance of any external reject edges.
Phase 3: Recolouring the Temporarily Coloured Vertices.
We recolour all the temporarily coloured vertices other than those in H 0 . We divide them into three groups:
14
A) The kernels of the ornery sets. These require the most work. We will show that there are very few such vertices to be recoloured, and that we will be able to swap the colour of each such vertex with another vertex in the dense set. These other vertices will always be available because of the very small number of external edges from an ornery set.
B) Vertices in non-ornery dense sets with external degree at most log 3 . We will ensure that there are at most 50 log 3 such temporarily coloured vertices in any dense set. Since any non-ornery dense set has at most ? log 4 colour classes, we will be able to recolour these vertices using the log 4 colours not yet used on that dense set. C) Vertices with external degree between log 3 and 1 10 4
We will see that each such vertex has enough colours appearing twice in its neighbourhood that we will be able to colour them in a greedy manner, always preventing the reject degrees from growing too high.
Phase 4: Finishing the Sparse Vertices.
At this point, all that remains is to colour the vertices of H which did not retain their colours in Phase 1, and the temporarily coloured vertices of H 0 . We will show that each of these vertices has at least ( ) repeated colours in its neighbourhood, and this will allow us to colour them all while keeping the reject degrees low.
During Phase i, we keep the reject degree of any vertex from increasing by more than C i , i = 1; :::; 4. Again, we make no attempt to optimize each C i . It su ces to take C 1 = 4000, C 2 = 1700, C 3 = 2000, and C 4 = 10 25 , and so when the vertex colouring is completed, the reject degree of each vertex will be at most C 1 + C 2 + C 3 + C 4 < C ? 3 where C = 10 26 .
In the following sections, we will elaborate on each of these phases, and prove that they can each be successfully completed.
4 Phase 1: An Initial Colouring.
In this phase we assign a random colour to each vertex of G, and then uncolour some of the vertices when either con icts occur or the reject degree is too high. In order to facilitate Phase 2, we choose a small random subset of the vertices in each dense set which we will not colour during this phase. This will give us better control over the distribution of the uncoloured vertices at the end of the phase.
We obtain our initial colouring through the following procedure:
1. Assign a random colour to most vertices in G using the following pro- At this point we will have produced a partial colouring such that the reject degree is at most C 1 . This will not neccessarily be a proper colouring as there may be some vertices in the dense sets, which have the same colour as a neighbour in another dense set. We correct this as follows:
If a vertex v 2 S i retains the same colour as a neighbour in S j , j 6 = i, then we consider v to be temporarily coloured. All other vertices in G which retain their colours are considered to be truly coloured. The colour on a truly coloured vertex is said to appear truly on that vertex. We de ne Temp i to be the set of temporarily coloured vertices of S i . For each 1 a 1 the colours of U i to W i . For each v 2 S i , we de ne the potential reject edges incident to v, PR(v) to be the set of edges between v and W i whose colour is in U i .
In order for the later stages to be successful, we need the following properties to hold for our partial colouring: We prove that these properties all hold with positive probability via the following sequence of lemmas.
Lemma 4.1 Given any list of colour classes C = C 1 ; :::; C t , and a corresponding list of colours c 1 ; :::; c t , the probability that C i receives c i for each i = 1; :::; t is at most ( 3 ) t .
Proof For each dense set S j , let t j denote the size of C \ C j , and let t 0 = t ? P j 1 t j denote the number of classes in C which consist of a single vertex in H. The probability that each C i receives c i is at most
(jC j j ? t j )! (jC j j)! : For any t, this product is maximized when each t j = jC j j or t j = 0 for all but at most one value of j = j . In this case, the product is at most Next, we will show that with high probability, only a small proportion of the colour classes get uncoloured because of high reject degrees. Denote by R the set of classes uncoloured during Step 3 of Phase 1, and denote by R 0 the set of vertices with reject degree greater than C 1 after Step 1 of Phase 1. For each dense set S i , denote by Q i the set of colours which are removed from R \ S i during Step 3. Lemma 4.2 For any set X of at most 2 colour classes, the probability that jX \ Rj > 1 10 20 jXj is at most e ? (jXj) . Proof Consider any X 0 X, jX 0 j = 1 10 20 jXj. We will bound the probability that X 0 R. If X 0 R, then for each colour class x 2 X 0 , we can choose a particular r x 2 R 0 such that x receives the colour appearing on an edge e x from x to r x . If this is the case, then we let R 0 0 = fr x jx 2 X 0 g. We will rst determine the probability that X 0 R and jR 0 0 j < 1 100 jX 0 j.
There are at most (2 ) jX 0 j choices for the vector (e x ) x2X 0 . Clearly, the number of such vectors which yield jR 0 0 j < 1 100 jX 0 j is maximal when every v 2 x2X 0 x has the same neighbourhood, and so this number is at most The number of choices for these colour classes, along with the edges they contribute, is at most Therefore, for any choice of X 0 , the probability that X 0 R is at most 2 Lemma 4.3 For any dense set S i , and any set of colours U f1;:::; g, the probability that jU \ Q i j > 1 10 20 jUj is at most e ? (jXj) . Proof For each X 0 C i , jX 0 j = 1 10 20 jUj, we bound the probability that X 0 R, and X 0 receives colours from U. The proof follows along the same lines as the proof of Lemma 4.2, and we omit the details.
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Now we will prove that with positive probability our colouring satis es the desired properties. We wish to show that with positive probability none of these events hold. . It follows that each event is independent of all but at most 9 other events. Thus, to apply the Local Lemma, it will su ce to show that each event holds with probability at most ?10 .
Pr(A1:1(v)) ?10 :
To bound the probability of A1:1(v), we de ne Z 1 to be the number of colours which are retained by exactly two vertices in N(v), after Step 2. If Z 1 3 2 , and fewer than Also, given that they both receive a colour, they each receive the same colour with probability at least 1 +1 , since they do not both lie in one dense set. It is straightforward to verify that the probability that no other vertex in N(v) N(X) N(Y ) receives that colour is at least 2 (the worst case occurs when the portion of N(v) N(X) N(Y ) which is outside of the dense sets that X and Y belong to lies entirely within 2 other dense sets).
Thus Exp(Z 1 ) ( 80 ) 2 ( 2 (1?2 ) 2 +1 ) 3 .
We now use Azuma's inequality to show that Z 1 is concentrated around its mean. We will use the sort of argument described in Remark 1.4. For the sake of this proof, we consider choosing the colouring in Step 1 in an unusual manner. We rst assign an initial colouring by applying COL. . In order to apply Azuma's Inequality, we must bound the e ect that each random choice can have on the conditional expected value of Z 1 . We split these random choices into 6 categories:
(1) The colour assigned to a vertex w 2 H, with w = 2 N(v):
The choice of the colour assigned to w a ects the conditional expected value of Z 1 (conditioned on the choices made thus far) by at most jX w j 1 2 , as this is the maximum number of strongly nonadjacent pairs in N(v) that w is adjacent to, multiplied by the probability that both members of this pair 21 receive that colour during recolouring.
(2) The colour assigned to a colour class w = 2 H, w \ N(v) = ;: Here, w 2 C i for some dense set S i , and for any other colour class w 0 2 C i which has not yet been assigned a colour, we have jX w 0 j jX w j. Therefore, exchanging the colours on w and w 0 will a ect at most 2jX w j strongly adjacent pairs within N(v) and so the choice of the colour assigned to w a ects the conditional expected value of Z 1 by at most 2 jX w j 1 2 .
(3) The colour initially assigned to a vertex w 2 H with w = 2 N(v).
This choice for w a ects the conditional expectation of Z 1 by at most 8. To see this, consider the e ect of changing the initial colour on w. After all the recolouring is completed, there will be at most two colour classes whose colours are a ected by this exchange. Each colour can contribute at most 4 to Z 1 (in the case that two colour classes of size 2 receive that colour), or subtract at most 4 from Z 1 .
(4) The colour initially assigned to a colour class w = Consider any such pair. By Corollary 2.7, for each dense set S j , jOverused j j < log 4 +1, and so the probability that x; y receives the same colour is at least ( +1?2(log 4 +1)=( +1) 2 > 1 +2 (the worse case is when x; y both belong to ornery sets with disjoint Overused sets). We also require that no other vertices in N + = Out v Out y N(x) receive that colour. jN + j 10 4 + 100 + , and for any other dense set S j , jN + \ S j j 10 4 + 100 + 3 4 + p < 4 5 .
Therefore, the probability that this colour doesn't appear anywhere else in N + is at least ( 1 5 ) We now must bound the number of these colours which appear temporarily. Again, we can do this using the methods with which we bounded Z 1 . If the average external degree of the colour classes assigned the repeated colours is at most 6 , then the expected number of these colours which will appear temporarily is at most 7 Z 0 2 . We consider choosing the assignment of colours for
Step 1 as we did in our analysis of event A1:1. Step 3. Lastly, we will bound the number of colour classes in S i which receive colours also received in Out v , and which are uncoloured during Step 3.
To do this, we consider choosing our inital colouring in Step 1 in an unusual manner. We rst choose an initial colouring using a single application Using the same analysis as that in Lemma 4.2, we can show that with probability at least 1 ? e ? (jOutvj) , before the swapping fewer than 1 1000 jZj vertices in z2Z z are adjacent via a reject edge to a vertex with reject degree at least C 1 2 . The swap creates at most 4jZj new reject edges, and so at most 4jZj= C 1 2 = 1 250 jZj more vertices in S i will be uncoloured in Step 3 because of the swap. Therefore, with probability at least 1 ? e ? (jOutvj) , fewer than Pr(A1:3(i;a)) ?10 :
To bound the probability of A1:3(i; a), we de ne Z 3 to be the number of vertices v 2 S i with external degree at most a, which recieve the same colour as an external neighbour during Step 1. Clearly Pr(A1:3(i;a)) Pr(Z 3 > 2a).
First, we will expose the colours assigned in Step 1 to G ? S i . Then we expose the choice of C Each vertex in G receives a uniformly random colour from f1;:::; + 1g, or from f1;:::; +1g?Overused j in the case that the vertex is in an ornery set S j , and so the probability that v receives c is at most 1=( +1?Overused j ) < At the beginning of this phase, each S i has a set of uncoloured colour classes, W i , and a set of unused colours U i . In this phase, we will randomly match the colours of U i to the classes in W i .
For each S i , we will match the colours of U i to the classes W i via a random permutation. We will not be able to retain some of the colours because of high reject degrees, and so we will have to perform several iterations of this process. We will continue until the number of uncoloured classes is at most log 3 , at which point we will simply assign a temporary colour to each remaining vertex. Often when a class receives and retains a colour, one, or perhaps two, reject edges will be formed. The other endpoint of each of these edges will become critical. In each successive iteration, no class w may retain a colour appearing on an edge from a vertex of w to a critical vertex. We say such a colour is forbidden for w, and we denote by F(w) the set of forbidden colours. Furthermore, if in one iteration, at least C 2 reject edges incident to one vertex are formed, then none of the corresponding colour classes will retain their colour. Note that this implies that no vertex will have its reject degree increased by more than C 2 throughout this phase.
For the analysis of this phase, it will be important that any colour class w 2 W receives and retains each colour in U ?F(w) with equal probability. If we only uncolour because of reject degree, then this is not neccessarily true, as a class may be more likely to retain one colour than another. We compensate for this as follows. If a class w receives a colour c, and does not lose it because of reject degrees, then we make a nal random \ ip", i.e. w loses c with probability (w; c), where (w; c) is chosen so that, conditional on w recieving c, w retains c with probability , where is a constant independent of c; w. We will specify ; (c; w) later.
If any vertex receives a colour already assigned to one of its external neighbours or edges, then we consider that vertex to be temporarily coloured.
For each uncoloured vertex v, we de ne T(v) to be the set of such colours. We assign a colour c to a class w through the following procedure:
COLOUR(w;c) 1 . Assign c to w. Before presenting the procedure ADJUSTSIZES, we make an important comment on 2 technical steps. For ease of analysis, we will never allow F k (w) to be larger than 1 40 jU i;k j, nor will we allow any colour to appear in more than 1 40 jU i;k j sets F k (w). If the number of forbidden colours for a class (or the number of classes for which a colour is forbidden) ever exceeds this bound, then we remove some colours from some forbidden sets. The danger here is, of course, that if this happens then there is no guarantee that the reject degrees will be bounded. However, as we will show in Corollary 5.4, with su ciently high probability this never happens, and so the reject degree of each vertex increases by at most C 2 during Phase 2. During the kth iteration of the algorithm, for any colour class w 2 W k , c 2 U k , we de ne R(w; c) to be the event that w receives c and there is some neighbour x 2 S i of w such that the edge (x; w) is coloured c, and there are at least C 2 ? 1 other neighbours of x: w 1 ; :::; w C 2 ?1 2 W i;k where each vertex w j receives the colour of (x; w j ). We de ne H k to be the history of the procedure, i.e. the set of choices made prior to the kth iteration. Proof (a) By the previous remarks, Exp(jW i;k+1 j) = jW i;k j. We choose our random permutation by choosing an unassigned colour from U i;k for each w 2 W i;k in sequence. Swapping two colours can a ect jW i;k+1 j by at most 2C 2 , and so each choice a ects Exp(jW i;k+1 j) by at most 2C 2 . Therefore by Azuma's Inequality, Pr(jjW i;k+1 j ? Exp(jW i;k+1 j)j > log 3=4 q jW i;k j) e ? (log 3=2 ) . The analysis related to (b) to (f) is similar and we omit it, noting only that for each w 2 W i;k , ExpjF k+1 (w)j jF k (w)j + 2 PR k , as the rst term counts the expected number of members of F k (w) which remain in U i;k+1 , and the second term counts (in fact greatly overcounts) the expected number of members from F + \ U i;k+1 (and similarly for (f)). Each of our at most 6k 0 jS i j bad events occurs with probability at most e ? log 3=2 , and so the probability that none of them occur is at least 1 ?
? ( p log ) . A similar argument, applying property (P1.6) and observing that jW i j , yields PR k 2 2k PR 0 2 2k (3 jW i j), thus proving (b). If S i ; S j are at distance at least 3 from each other, then any two events A2:x 1 (i; y 1 ); A2:x 2 (j; y 2 ) are independent. Thus, each event is independent of all but at most 3 other events. Furthermore, by Lemmas 5.5, 5.6, Corollary 5.4 and properties (P1.1) and (P1.2), the probability of each event is less than ?6 . Therefore, our lemma follows from the Local Lemma.
6 Phase 3: The Temporary Colours
In this phase, we change the colours of all the temporarily coloured vertices, other than those in H 0 which we deal with in Phase 4. The rst step is to 33 deal with the kernels of the dense sets. After that, we process the dense sets S 1 ; : : :; S`in sequence. Within each dense set, we recolour the temporarily coloured vertices in nondecreasing order of their external degrees. These vertices will then be considered to be truly coloured.
6.1
Step 1: The Kernels of the Ornery Sets.
For each ornery S i , we will recolour all vertices in Temp i \ K i , such that the following properties hold.
(Q3.1) We create no new external reject edges.
(Q3.2) There are no adjacent v 2 K i , u 2 S j , j i, with the same colour.
(Q3.
3) The reject degree of any vertex increases by at most 3.
In order for future steps to succeed, we will also need a few more properties. Note that swapping the colour of any one swapping class w with that of some w 0 2 Swappable w will preserve properties (Q3.1), (Q3.2) and (Q3.3).
However, the cumulative e ect of several such swaps might violate (Q3.2) and (Q3.3). We will deal with that concern later. First, we will establish that for each swapping class w, Swappable w is large.
Lemma 6.1 For each swapping class w, jSwappable w j log 12 .
Proof We denote the colour of w by c. Let T i be the set of colours appearing on Temp i \ K i . Temp i \ K i = Temp i (log 6 ), and so by Property (P2.1), jTemp i \K i j < 5 log 6 . Furthermore, recall that T i \ Overused i = ;. At most one colour class within Big i has colour c, and it has less than 3 4 neighbours in K i . The rest follows as in Case 1. 2
Since S i is ornery, jC i j ?log 4 , and by Lemma 2.5, jS i j +log 5 .
Thus, the number of vertices in S i which do not lie in singleton colour classes is at most 3 log 5 . Since w 2 K i , jOut w j log 6 and so at most 2 log 6 colour classes of C i have a colour appearing on an external neighbour of w or an external edge from w. Also, again by Property (P2.1), jTemp i \ K i j 5 log 6 .
Therefore, by Claim 1, jSwappable w j 2log 10 ? 3 log 5 ? 2 log 6 ? 5 log 6 log 11 .
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Consider any swapping class w of colour c. We will select a subset
Candidate w Swappable w of size 20, whose elements we refer to as candidates. We will require the following condition: candidates and non-candidates, the probability that u is a candidate is at most 5 log 6 (20= 2 log 11 ) log 18 . Thus, the probability that the number of candidates in N 2 (v) exceeds 1 2 log 19 is at most the probability that the binomial variable BIN(jN 2 (v)j; log 18 ) exceeds 1 2 log 19 which is much less than ?8 . Therefore, the probability that N(v) contains more than log 19 candidates is less than ?8 . The same analysis applies to the number of candidates in Out v , and also to the number of candidates in D(v), by observing that since no colour appears more than twice in S i , we have jD(v)j 5jOut v j, and so Pr(A3:5(v)) ?8 .
To bound the probability of A3:4(w) for any swappable vertex w, we will rst select the candidates of all swapping vertices other than w, and then we will select the candidates for w. candidates chosen from Swappable w lies in Bad, and so Pr(A3:4(w)) (jBadj=jSwappable w j) 20 . We will show that with probability at least 1? ?9 , jBadj log 40 , and so, conditional on this bound holding, It only remains to bound the size of Bad.
Since there are at most 5 log 6 swapping classes in S i , each having 20 candidates, we have jBad 1 j 100 log 6 .
To bound the size of Bad 2 , we recall that by Lemma 2.5, there are at most log 7 external edges from S i . Thus, we can apply similar analysis to that used to bound Pr(A3:5(v)) to show that with probability at least 1 ? ?9 , S i has at most log 27 neighbours which are candidates. Because each such candidate lies in the kernel of another ornery set, it has at most log 6 neighbours in S i , and so we have Pr(jBad 2 j > log 33 ) ?9 .
To bound the size of Bad 3 , we note that by Lemma 2.5, there are at most log 7 swapping classes in other ornery sets which have external neighbours in S i . Each of these picks a candidate of colour c with probability at most 20= log 11 , and these choices are independent. Thus, Pr(jBad 3 j > log 30 ) Pr(BIN( log 7 ; 20 log 11 = ) > log 20 ) ?10 .
Since w has at most log 7 external neighbours, jBad 4 j 100 log 7 .
Since S i has at most 100 log 6 candidates, jBad 5 j 400 log 6 . Therefore, with probability at least 1 ? 2 ?10 > 1 ? ?9 , jBadj 100 log 5 + log 33 + log 30 + 100 log 7 + 400 log 6 < log 40 , and the result follows. At this point, we will remove the arti cial edges and vertices added to G in Section 2.3, as they were needed only to enable us to recolour the temporary vertices in the kernels of the ornery sets in Section 3.1. From this point on,
it is important to note that the maximum degree in G has returned to .
The remaining temporarily coloured vertices are relatively straightforward to deal with. We wish to colour all such vertices in G ? H 0 (i.e. those with external degree at most 1 10 4 ) such that (i) we create no new external reject edges, (ii) there are no adjacent v 2 S i , u 2 S j , j < i, with the same colour, and (iii) the reject degree of any vertex increases by at most C 3 ? 3.
We deal with the sets S i in sequence.
For any S i , we rst recolour all the temporary vertices with external degree at most log 3 . If there are any such vertices, then S i is not ornery, for otherwise they would lie in the kernel K i , and would already be recoloured.
Furthermore, by Property (P2.1), jTemp i (log 3 )j 5 log 3 .
Because S i is not ornery, it has at most ?log 4 colour classes, and so there are at least log 4 colours not already used on the vertices of S i . We will use these new colours to recolour Temp i (log 3 ) in a greedy manner.
We recolour the vertices one at a time. At each turn, the vertex, v, has at most Step 2.
Since we have log 4 colours to choose from, we will always be successful. In this, the nal stage, we take advantage of (P3.1) to complete our colouring without increasing the reject degree of any vertex by more than We colour nearly all of the remaining vertices through the following procedure. At the beginning of each iteration, vertices which do not have colours are referred to as colourless. Each colourless vertex receives a colour. Some of these vertices retain their colours, while others are uncoloured. Any colourless vertex which retains its colour throughout that iteration is then referred to as coloured. Such a vertex will never be uncoloured. Proof Throughout this proof, all probabilities will be conditional on H i?1 ; Col i (X) and the event that every vertex in X retains its colour. We make reference to colours received and retained during round i.
Claim: For any v = 2 X, any colour c, any colourless vertices v 1 ; :::; v t and any list of colours c 1 ; :::; c t , the probability that v receives c, conditioned on the event that v k receives c k for each 1 k t, is at most 2 . Furthermore, for each v, this probability is at least 1 +1 for all but at most 2jXj values of c.
Proof: We outline the main ideas behind the proof here. A detailed proof is straightforward, but somewhat tedious, and we omit the details.
The conditioning on H i?1 has no e ect. Suppose X = fx 1 ; :::; x jXj g. For each j = 1; :::; jXj, the colour that x j receives exposes at most one reject edge (x j ; u j ), and if v 2 N(u j ) then conditioning on the event that x i retains that colour somewhat decreases the probability that v receives the colour of the edge (u j ; v), by an amount that is determined in part by v 1 ; :::; v k and c 1 ; :::; c k . Furthermore, if v 2 N(x i ) then conditioning on the event that x i retains its colour exposes that v does not receive the same colour as x i . Each of the at most 2jXj aforementioned colours are assigned to v with a probability that is less than 1 +1 , perhaps as low as 0. Each of the remaining colours is equally likely to be assigned to v, and so is selected with probability at least 1 +1 and at most 1=( + 1 ? 2jXj) < 2= . Given any U = fu 1 ; : : : ; u 10 ?30 g N(v), and any T j = ft j;1 ; : : : ; t j; C 4 2 g N(u j ), j = 1; : : : ; 10 ?30 , we consider the probability that for each j; k, t j;k receives and retains c j;k , the colour of the edge (t j;k ; u j ). Note that each vertex can contribute to the reject degree of at most one other vertex, and so we can assume that the sets T j are disjoint. For each t j;k we choose an iteration i j;k , and we will bound the probability that every t j;k receives and retains c j;k during iteration i j;k .
For each iteration i, we de ne I i = ft j;k : i j;k = ig. During iteration i, the probability that each t j;k 2 I i receives and retains c j;k is at most the probability that each t j;k receives c j;k which is 1 +1 jI i j . By Lemma 7.2, conditional on this happenning, the probability that each t 2 i 0 >i I i 0 is uncoloured during round i is at most (1 ? ) j i 0 >i I i 0j .
Therefore, the probability that each vertex in U becomes critical is at 
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We then assign each vertex v the colour referred to in (Q4.2). (Q4.2a) ensures that we will then have a proper vertex colouring of G, and (Q4.2b) ensures that the maximum reject degree will be at most C 1 2 
The Aftermath
And nally, we recolour the reject edges to get our total colouring of G.
Proof of Theorem 1.1:
Start with any + 1 proper edge-colouring of G. Find a + 1 vertex colouring such that the reject degree of any vertex is at most C ? 3, as guaranteed in Sections 3 { 7. The reject graph will have maximum degree at most C ? 2 and so by Vizing's Theorem, we can recolour the reject edges with C ? 1 new colours, thus yielding a total colouring with at most + C colours.
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